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Abstract
This article provides an introduction to event-triggered coordination for multi-agent average consensus. We provide a com-
prehensive account of the motivations behind the use of event-triggered strategies for consensus, the methods for algorithm
synthesis, the technical challenges involved in establishing desirable properties of the resulting implementations, and their ap-
plications in distributed control. We pay special attention to the assumptions on the capabilities of the network agents and the
resulting features of the algorithm execution, including the interconnection topology, the evaluation of triggers, and the role
of imperfect information. The issues raised in our discussion transcend the specific consensus problem and are indeed char-
acteristic of cooperative algorithms for networked systems that solve other coordination tasks. As our discussion progresses,
we make these connections clear, highlighting general challenges and tools to address them widespread in the event-triggered
control of networked systems.
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1 Introduction
This article provides an introduction to the topic of
event-triggered coordination of networked systems, with
a particular emphasis on the multi-agent consensus prob-
lem. In many applications involving multiple agents such
as vehicles, sensors, computers, etc., a group of agents
must agree upon various physical and virtual quantities
of interest, at which point it is said that a consensus
has been achieved. Consensus is a long-standing area of
research, particularly in computer science, and arguably
forms the foundation for distributed computing in gen-
eral (Olfati-Saber and Murray, 2004; Ren and Beard,
2008; Lynch, 1997; Ren et al., 2007). Consequently, there
is a vast amount of literature available on consensus
problems. Olfati-Saber et al. (2007) provided a brief his-
tory of the field and its success 10 years ago which, in a
nutshell, has to do with the extremely wide applicability
of such problems across many different disciplines. As a
result, consensus problems in general are indeed still an
extremely active area of research.
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On the other hand, the idea of event-triggered control has
an interesting history that only recently seems to be gain-
ing popularity throughout the controls community. The
basic idea of event-triggered control is to abandon the
paradigm of periodic (or continuous) sampling/control
in exchange for deliberate, opportunistic aperiodic sam-
pling/control to improve efficiency. For instance, it may
not make sense to constantly monitor the state of an
already-stable system just in case something goes wrong.
Instead it is more efficient to only sporadically check on
the system to make sure things are behaving well. The
general topic of research on these types of problems is
then to determine precisely when control signals should
be updated to improve efficiency while still guaranteeing
a desired quality of service. Many different researchers
have explored these ideas over the past five decades
under many different names including ‘event-based sam-
pling’, ‘adaptive sampling’, ‘event-triggered control’,
‘Lebesgue sampling’, ‘send-on-delta concept’, or ‘min-
imum attention control’ (A˚stro¨m and Bernhardsson,
1999, 2002; A˚rze´n, 1999; Sandee et al., 2005; Brockett,
1997; Miskowicz, 2006; Heemels et al., 2008; Tabuada,
2007; Otanez et al., 2002; Mitchell and McDaniel, 1967;
Seuret et al., 2014). While these ideas have been tossed
around since the 1960’s, it is only in the last 10 years
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that the field has started maturing to soon stand alone
in the area of systems and control (Heemels et al., 2012;
Hetel et al., 2017), with a specific set of interesting chal-
lenges in the context of network systems.
Why Event-Triggering?
The idea of event-triggered sampling and control stems
from an implementation issue; how can we control
continuous-time systems using digital controllers? The
current standard method is to simply have the digi-
tal controller take actions periodically; and while ideas
of aperiodic sampling and control have been proposed
long ago, some modern textbooks seem to suggest
that periodic sampling and control is the only way
to implement feedback control laws on digital sys-
tems (A˚stro¨m and Wittenmark, 1997; Franklin et al.,
2010; Heemels et al., 2012). However, real systems in gen-
eral are not able to acquire samples at an exact operating
frequency. Consequently, the stability of sampled-data
systems with aperiodic sampling has been a longstanding
research area within the systems and controls commu-
nity. As a result, there are already many different stan-
dard methods and ways of thinking about such problems
and analyzing stability. For example, aperiodic sampling
can actually just be modeled as a specific time-delay
system. The same system might be modeled as a hy-
brid system with impulsive dynamics. More specifically,
a Linear Time Invariant (LTI) system with aperiodic
sampled-data might be reformulated as a Linear Time
Varying (LTV) or Linear Parameter Varying (LPV)
system. Another option is to derive the input/output
relationships to study the effect of aperiodic sampling
on an output as is often done in robust control. In any
case, the main question of interest in a nutshell is: how
quickly does the system need to be sampled to guarantee
stability? The recent survey (Hetel et al., 2017) presents
various methods to address this question.
Aperiodic Sampling as an Opportunity
Whereas the above paradigm views aperiodic sampling
as a type of disturbance with respect to the ideal case
of exactly periodic sampling, new advances in event-
triggering methods suggest treating aperiodic sampling
as an opportunity rather than an inconvenience or dis-
turbance. As mentioned above, these types of problems
generally arise as we try to control continuous-time sys-
tems with digital controllers using an idealized controller
that assumes exact state information and continuous
feedback is always possible. The natural question to ask
at this point is then exactly how fast does the controller
need to sample the system and feed back the control in-
put to ensure closed-loop stability? The answers to these
questions then often come in terms of robustness guar-
antees to the tune of “as long as the sampling/control
frequency is greater than some threshold, then the
steady-state error is guaranteed to remain less than some
quantity.” In other words, as long as the feedback loop
for a given system is ‘fast enough’, the system behaves
similarly to the ideal system. In particular, this paradigm
hinges largely on the intuitive fact that, as long as the
sampling rate is sufficiently fast, the system behaves
well. However, early studies into this question revealed
that this is not always the case, e.g., it is actually possi-
ble to speed up the sampling rate and have a closed-loop
feedback control system degrade in performance (Gupta,
1963; Bekey and Tomovic, 1966; Liff and Wolf, 1966;
Tomovic and Bekey, 1966; Mitchell and McDaniel, 1967;
Ciscato and Martiani, 1967). However, this was a non-
issue in general due to the fact that while it is not
guaranteed that speeding up the sampling rate improved
performance at all times, it is true that continuing to
increase the sampling speed will eventually yield better
performance at some point. While this paradigm has
been mostly sufficient for controlling many different au-
tonomous systems in the past, it seems quite limiting in
many application areas today. Instead, event-triggered
ideas essentially recast the question of ‘how fast should
a control system respond’ as ‘exactly when should a
control system respond?’ to improve efficiency.
Why Now?
When considering a dedicated sensor and actuator that
are not connected to any wireless network, it may be rea-
sonable to ask the sensor to take samples as fast as possi-
ble at all times and have the actuator act accordingly. In
this setting, it is probably not even worth developing a
more efficient or intelligent sensor as the dedicated sensor
periodically taking measurements is not affecting any-
thing else. However, this may not be practical if we only
have a remote sensor and the sensor data must be trans-
mitted back to the actuator over a wireless channel, espe-
cially if this wireless channel must be shared among other
devices. In this case the action of acquiring a sample is
now literally a resource that must be managed efficiently.
More generally, a strong motivation for the resurgence of
these topics is likely due to the increasing popularity of
networked cyber-physical systems across all disciplines.
In particular, the inherently tight couplings required be-
tween physical processes (e.g., sampling, actuation, mo-
tion) and cyber processes (e.g., communication, compu-
tation, storage) in networked systems reveals the need
for more efficient deployment of such systems by treat-
ing things like wireless communication or computation as
resources rather than taking them for granted. This sug-
gests the application of event-triggered ideas not only to
determine when control signals should be updated, but to
a wider array of capabilities including data acquisition,
actuation, and communication. It is in this sense that,
hereafter, we employ the term event-triggered “commu-
nication” to refer to a communication event and the term
event-triggered “control” to refer to a controller update
event. When both appear in conjunction, we refer to the
combination of event-triggered communication and con-
trol as event-triggered “coordination”.
In particular, we focus on the Internet of Things (IoT)
and other large-scale networks as a strong motivator for
why we should think about event-triggered coordination
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schemes rather than periodic ones. IoT devices need to
support a large variety of sensors and actuators that in-
teract with the physical world, in addition to standard
cyber capabilities such as processing, storage, or com-
munication. However, as IoT devices aim to support ser-
vices and applications that interact with the physical
world, large numbers of these devices need to be de-
ployed and work reliably with minimal human interven-
tion (Perera et al., 2014). This requirement places a lot
of crucial constraints on what we expect of our IoT de-
vices (Kolios et al., 2016). First of all, these devices in
general will be battery-operated and have small form fac-
tors, making energy efficiency a critical design considera-
tion. Second, these devices will need to have a wide range
of capabilities to integrate seamlessly within a larger IoT
network, translating to high computational complexities.
Third, the majority of communications within IoT net-
works are wireless,meaning wireless congestion is another
important consideration. Consequently, the cyber oper-
ations (processing, storage, and communication) can no
longer be taken for granted and must instead be viewed
as a scarce, globally shared resource.
Given these new-age design considerations, it is not sur-
prising that event-triggering has recently been gaining
a lot of traction as a promising paradigm for address-
ing the issues above (Perera et al., 2014; Kolios et al.,
2016). Event-triggered methods are useful here in that
they address precisely when different actions (e.g., sen-
sor sample, wireless communication) should occur to
efficiently maintain some desired property. The resur-
gence we see now may be credited to the seminal
works (A˚stro¨m and Bernhardsson, 1999, 2002; A˚rze´n,
1999), where the advantages of event-triggered control
over periodic implementations were highlighted. Interest-
ingly, Albert and Bosch (2004) compared the differences
between event-triggered and time-triggered distributed
control systems and concluded that one of the main de-
ficiencies of periodic control is in its lack of flexibility
and scalability. Given the current vision of the IoT being
extremely massive and interactive, it is clear we need
methods to help enhance flexibility and scalability for
these systems of the future. These ideas have thus been
gaining more momentum which we also credit partly to
the rise of networked control systems in general.
Technical Challenges Specific to Networked Systems
Early works on the subject assume a single decision-
maker is responsible for when different actions should be
taken by a system; however, we now need ways of imple-
menting these ideas in fully distributed settings to be ap-
plicable to the IoT. Heemels et al. (2012) provide a sur-
vey of event-triggered and self-triggered control but focus
on scenarios where the events are being dictated by a sin-
gle decision-maker or controller. Instead, the focus of this
article is on how to extend these ideas to distributed set-
tings and the new technical challenges that must be ad-
dressed in doing so. In particular, we must emphasize the
fact that applying the ideas of event-triggered control to
networked systems in general poses many new challenges
that do not exist in either area alone. For instance, event-
triggered coordination algorithms automatically intro-
duce asynchronism into a system which makes their anal-
ysis more difficult. Furthermore, it often becomes difficult
to find local triggering rules that agents with distributed
information can apply to ensure some system level prop-
erties are satisfied; whereas in a centralized setup it is
generally easier to find a triggering rule that can directly
control some quantity of interest. For example, it is easy
to constrain a centralized decision maker to allocate at
most a certain number of actions per time period; how-
ever, it is more difficult to distribute these decisions to
both be efficient and still be sure that the total number
of actions per time period constraint is respected.
Why Consensus?
Given the wide variety of opportunistic state-triggered
control ideas in networked systems, we have made a con-
scious decision to focus specifically on consensus prob-
lems, as a canonical example of distributed algorithms in
general. Nevertheless, our discussion illustrates many of
the challenges that arise beyond the specific problem of
consensus. For example, it is already known that the sep-
aration principle does not hold for event-triggered con-
trol systems in general (Ramesh et al., 2011). Since the
idea of event-triggered coordination is to take various
actions when only deemed necessary, the specific task
at hand is tightly coupled with when events should be
triggered. However, event-triggered algorithms are cer-
tainly not unique solutions to any given problem either.
Given a specific problem instance, there are many differ-
ent event-triggered algorithms that can solve the prob-
lem. By choosing a simple, but concrete set of problems,
this article discusses many different event-triggered algo-
rithms that have been recently proposed and what ex-
actly the seemingly subtle differences are. At the same
time, the set of consensus problems is still general enough
that the methods/reasoning behind the event-triggered
algorithms we discuss throughout this article are appli-
cable to a number of different application areas related to
networked systems. The problem set is also rich enough
to capture the same technical difficulties that arise in
many other networked event-triggered scenarios such as
how to deal with the natural asynchronism introduced
into the systems and how to guarantee Zeno behaviors
are excluded (e.g., algorithm certificates including dead-
locks being avoided).
Organization
We begin in Section 2 by formulating the basic multi-
agent consensus problem and provide a short background
on the first time event-triggered ideas were applied to
it. We then close the section by identifying five differ-
ent categories of properties to help classify different pairs
of consensus problems and event-triggered coordination
solutions. In Section 3, we provide details behind the
five different categories including the motivations behind
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them, and provide numerous examples of different algo-
rithms that fall under the different classifications. Proofs
of most results discussed in the article are presented in
the Appendix. In Section 4, we take a step back from con-
sensus by providing many different general networking
areas that can both directly and indirectly benefit from
the ideas discussed in this article. In Section 5, we pro-
vide an outlook on the role of event-triggered coordina-
tion in networked systems beyond multi-agent consensus
and discuss interesting future lines of research. Finally,
we gather some concluding thoughts in Section 6.
Preliminaries
We introduce some notational conventions used through-
out the article. LetR,R>0,R≥0, andZ>0 denote the set of
real, positive real, nonnegative real, and positive integer
numbers, respectively. We denote by 1N and 0N ∈ RN
the column vectors with entries all equal to one and zero,
respectively. The N -dimensional identity matrix is de-
noted by IN . Given two matrices A ∈ Rm×n and B ∈
R
p×q, we denote by A⊗B ∈ Rmp×nq as their Kronecker
product. We let ‖ · ‖ denote the Euclidean norm on RN .
We let diag
(
R
N
)
= {x ∈ RN | x1 = · · · = xN} ⊂ RN
be the agreement subspace in RN . For a finite set S, we
let |S| denote its cardinality. Given x, y ∈ R, Young’s in-
equality states that, for any ε ∈ R>0,
xy ≤ x
2
2ε
+
εy2
2
. (1)
A weighted directed graph (or weighted digraph)
Gcomm = (V,E,W ) is comprised of a set of vertices
V = {1, . . . , N}, directed edges E ⊂ V × V and
weighted adjacency matrix W ∈ RN×N≥0 . Given an edge
(i, j) ∈ E, we refer to j as an out-neighbor of i and i
as an in-neighbor of j. The weighted adjacency matrix
W ∈ RN×N satisfies wij > 0 if (i, j) ∈ E and wij = 0
otherwise. The sets of out- and in-neighbors of a given
node i are N outi and N ini , respectively. The graph Gcomm
is undirected if and only if wij = wji for all i, j ∈ V . For
convenience, we denote the set of neighbors of a given
node i in an undirected graph as simply Ni. A path from
vertex i to j is an ordered sequence of vertices such that
each intermediate pair of vertices is an edge. A digraph
Gcomm is strongly connected if there exists a path be-
tween any two vertices. The out- and in-degree matrices
Dout and Din are diagonal matrices where
douti =
∑
j∈N out
i
wij , d
in
i =
∑
j∈N in
i
wji,
respectively. A digraph is weight-balanced ifDout = Din.
The (weighted) Laplacianmatrix is L = Dout−W . Based
on the structure of L, at least one of its eigenvalues is zero
and the rest of them have nonnegative real parts. If the
digraph Gcomm is strongly connected, 0 is a simple eigen-
value with associated eigenvector 1N . The digraph Gcomm
is weight-balanced if and only if 1TNL = 0N , which is also
equivalent to Ls =
1
2 (L+L
T ) being positive semidefinite.
For a strongly connected and weight-balanced digraph,
zero is a simple eigenvalue of Ls. In this case, we order
its eigenvalues as λ1 = 0 < λ2 ≤ · · · ≤ λN , and note the
inequality
xTLx ≥ λ2(Ls)‖x− 1
N
(1TNx)1N‖2, (2)
for all x ∈ RN . The following property will also be of use
later,
λ2(Ls)x
TLx ≤ xTL2sx ≤ λN (Ls)xTLx. (3)
This can be seen by noting that Ls is diagonalizable and
rewriting Ls = S
−1DS, where D is a diagonal matrix
containing the eigenvalues of Ls.
2 What is Event-Triggered Consensus?
In this section we formally state the problem of event-
triggered consensus, which results from the application
of event-triggered control to the multi-agent consensus
problem. We first describe the basic approach to event-
triggered control design and then particularize our dis-
cussion to event-triggered consensus.
2.1 A primer on event-triggered control
We start by informally describing the event-triggered de-
sign approach to stabilization along the lines proposed
in (Tabuada, 2007). Given a system on Rn of the form
x˙ = F (x, u)
with an unforced equilibrium at x∗ (i.e., F (x∗, 0) = 0),
the starting point is the availability of
(i) a continuous-time controller k : Rn → Rm, along
with
(ii) a certificate of its correctness in the form of a Lya-
punov function V : Rn → R.
In other words, the closed-loop system x˙ = F (x, k(x))
makes x∗ asymptotically stable, and this fact can be
guaranteed through V as Lyapunov function. The idea
of event-triggered control is the following: rather than
continuously updating the input u as k(x), use instead
a sampled version x̂ of the state to do it as k(x̂). This
sample gets updated in an opportunistic fashion in a way
that still ensures that V acts as a certificate of the result-
ing sampled implementation. If done properly, this has
the advantage of not requiring continuous updates of the
input while still guaranteeing the original stabilization of
the equilibrium point. The question is then how to deter-
mine when the sampled state needs updating. Formally,
the closed-loop dynamics looks like
x˙ = F (x, k(x̂)) (4)
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and hence one has V˙ = ∇V (x) ·F (x, k(x̂)). More specifi-
cally, letting {tℓ}ℓ∈Z≥0 denote the sequence of event times
at which the control input is updated, the control input
is given by
u(t) = k(x̂(t)), (5)
where the sampled state is given by
x̂(t) = x(tℓ) for t ∈ [tℓ, tℓ+1), (6)
for some sequence of time {tℓ}ℓ∈Z≥0. In other words, the
control signal u(t) is only updated at the discrete times tℓ
and the input is held constant in between events. The goal
is to determine a specific event-condition such that the
closed-loop system still converges to the desired state.
Under mild conditions on F, k, and V (formally, F uni-
formly -in x- Lispchitz in its second argument, k Lips-
chitz, and ∇V bounded), some manipulations of V˙ leads
to expressions of the form
V˙ ≤ ∇V (x) · F (x, k(x)) +G(x)‖e‖, (7)
for some functionG taking nonnegative values, and where
e = x̂ − x is the error between the sampled and the
actual state. The first term of the derivative in (7) is
negative, while the second vanishes when the sampled
state coincides with the actual one, i.e., e = 0. Therefore,
to ensure that V˙ < 0, one can simply define a trigger
that prescribes that the sampled state should be updated
whenever the magnitudes of the first and second term are
equal.
This is encoded through what is called a triggering func-
tion or event-trigger f(·), which evaluates whether a
given state x and error e combination should trigger an
event or not. With a slight abuse of notation, we define
this condition as
f(e, w) , g(e)− h(w) = 0, (8)
where g : Rn → R≥0 is a nonnegative function of the er-
ror with g(0) = 0 and h ∈ R≥0 is a threshold function
that may depend on variables like the state x, the sam-
pled state x̂, or time t, and even additional variables or
parameters. For now, we lump them all together in the
variable w, and as we make progress in our exposition,
we detail what w is in each case. The point of this trig-
gering function (8) is that it guarantees some function of
the error g(e) is always smaller than some threshold h(·).
This happens because when the condition (8) is satisfied,
an event is triggered, which resets the error e = 0 and
thus g(e) = 0 is also reset. Specifically, given a triggering
function, event times are implicitly defined by
tℓ+1 = min{t′ ≥ tℓ | f(e(t′), w(t′)) = 0}. (9)
We are then interested in designing these functions g
and h in such a way that the closed-loop dynamics (4)
with control inputs (5) driven by (9) ensures x→ x∗. Us-
ing (7), it is easy to see that the triggering function with
w = x defined by
g(e) = ‖e‖,
h(x) =
|∇V (x) · F (x, k(x))|
|G(x)| ,
ensures that
V˙ ≤ ∇V (x) · F (x, k(x)) +G(x)‖e‖ < 0
at all times. This fact can ultimately be used to show
that x asymptotically approaches x∗ as long as there are
no deadlocks in the execution. We discuss this point in
detail next.
2.1.1 Deadlocks, Zeno behavior, and Minimum Inter-
Event Time
With the trigger design in place, one can analyze the be-
havior of the resulting implementation, such as guaran-
teeing liveness and the absence of deadlocks. We formal-
ize this in the following definition.
Definition 2.1 (Zeno behavior) Given the closed-
loop dynamics (4) with control inputs (5) driven by (9)
a solution with initial condition x(0) = x0 exhibits Zeno
behavior if there exists T > 0 such that tℓ ≤ T for all
ℓ ∈ Z≥0.
In other words, if the event-triggered controller defined
by the triggering function (8) demands that an infinite
number of events (e.g., controller updates) occur in a
finite time period, the solution exhibits Zeno behavior.
Note that it is possible that depending on the initial con-
dition x(0) ∈ Rn, different solutions may or may not ex-
hibit Zeno behavior. Only in the case when it is guaran-
teed that Zeno behavior does not occur along any trajec-
tory, we say that the system (as a whole) does not exhibit
Zeno behavior.
Being able to rule out Zeno behavior is extremely im-
portant in validating the correctness of a given event-
triggered controller. In general, the event-triggered algo-
rithms we discuss are comprised of some kind of control
law and triggering rule, with the latter driving what in-
formation is being used by the control law in real time.
The existence of Zeno behavior means there exists an ac-
cumulation time T > 0 by which an infinite number of
events will be triggered. This is problematic for any phys-
ical implementation on a real-time system, as it is asking
the controller to be updated with new information an in-
finite number of times in a finite time period.
Another point worth highlighting is the difference be-
tween ruling out Zeno behavior versus ensuring a uni-
form minimum time between any two consecutive events.
In fact, the guarantee on lack of Zeno behavior is weaker
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than ensuring that there exists a quantity τmin that uni-
formly lower bounds the time in between consecutive
events, i.e.,
tℓ+1 − tℓ ≥ τmin > 0
for all ℓ ∈ Z≥0, which is a more pragmatic property when
considering physical hardware. We refer to τmin as the
minimum inter-event time (MIET) (Borgers and Heemels,
2014). Since dedicated hardware can only operate at
some maximum frequency (e.g., a physical device can
only broadcast a message or evaluate a function a finite
number of times in any finite period of time), ensuring
the existence of a positive MIET is more appropriate
for physical implementation that simply ruling out Zeno
behavior.
Next, we provide examples describing the seemingly sub-
tle differences between these concepts; and more impor-
tantly, their implications on correctness and implemen-
tation. Consider the dynamic system (4) for which a trig-
gering function f has been defined as in (8) that leads
to three different sequences of event times {tℓ}ℓ∈Z≥0 de-
scribed by (9):
(Zeno behavior): Consider
tℓ+1 − tℓ = 1
(ℓ+ 1)2
,
for ℓ ∈ Z≥0. Given t0 = 0, this defines the sequence of
times as
tℓ =
ℓ∑
n=1
1
n2
.
As the number of events ℓ→∞, we have that tℓ ≤ π26
for all ℓ ∈ Z≥0. This means that even if there existed a
physical device that can perform actions this quickly,
the theoretical analysis of the closed-loop dynamic sys-
tem (4) is not valid beyond T = π
2
6 .
(Non-Zeno behavior without a positive MIET):
Consider
tℓ+1 − tℓ = 1
ℓ+ 1
,
for ℓ ∈ Z≥0. Given t0 = 0, this defines the sequence of
times as
tℓ =
ℓ∑
n=1
1
n
.
In this case, as ℓ→∞we also have that tℓ →∞, which
means Zeno behavior can be excluded. However, since
the inter-event times tℓ+1 − tℓ go to 0 as ℓ→∞, there
does not exist a positive MIET τmin. This means that
although the theoretical analysis might guarantee sta-
bility of the closed-loop dynamic system (4), it would
require hardware that can perform actions infinitely
fast.
(Positive MIET): Consider
tℓ+1 − tℓ = c+ 1
ℓ+ 1
,
for some c > 0 and all ℓ ∈ Z≥0. Given t0 = 0, this
defines the sequence of times as
tℓ =
ℓ∑
n=1
cn+
1
n
.
We can now guarantee not only the absence of Zeno
behavior, but that there exists a positive MIET such
that all inter-event times are lower-bounded tℓ+1−tℓ ≥
τmin = c > 0. This not only guarantees stability of
the closed-loop dynamic system (4), but also that the
solution can actually be implemented using a device
that can take actions at a frequency faster than 1
τmin
.
Based on the above discussion, it is important to real-
ize that a complete, fully implementable event-triggered
control solution to a problem should also include the ex-
istence of a positive MIET.
2.2 Multi-agent average consensus
Here, taking as reference our discussion above, we pro-
ceed to describe the multi-agent average consensus prob-
lem, identifying as we go the key elements (continuous-
time controller and certificate) necessary to tackle the
design of event-triggered coordination mechanisms. We
start with a simple, yet illustrative, scenario to introduce
the main ideas. Towards the end of the section, we dis-
cuss various directions along which the problem and its
treatment gains in complexity and realism.
We let Gcomm denote the connected, undirected graph
that describes the communication topology in a network
of N agents. In other words, agent j can communicate
with agent i if j is a neighbor of i in Gcomm. We denote
by xi ∈ R the state of agent i ∈ {1, . . . , N} and consider
single-integrator dynamics
x˙i(t) = ui(t). (10)
It is well-known that the distributed controller
u∗i (t) = −
∑
j∈Ni
(xi(t)− xj(t)) (11)
drives the states of all agents to the average of the
initial conditions (Olfati-Saber and Murray, 2004;
Olfati-Saber et al., 2007). This is formalized in Theo-
rem 2.2.
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Theorem 2.2 (Continuous controller (Olfati-Saber and Murray,
2004)) Given a connected, undirected graph Gcomm and
the dynamics (10), if all agents implement the control
law (11), then the system asymptotically achieves multi-
agent average consensus; i.e.,
lim
t→∞
xi(t) =
1
N
N∑
j=1
xj(0) (12)
for all i ∈ {1, . . . , N}.
Implementing (11) in a digital setting is not possible since
it requires all agents to have continuous access to the state
of their neighbors and the control inputs ui(t) must also
be updated continuously. This is especially troublesome
in the context of wireless networked systems since this
means agents must communicate with each other contin-
uously as well. Instead, researchers have been interested
in applying event-triggered strategies to relax these re-
quirements.
2.3 Centralized event-triggered control
Consider the dynamics (10) and the ideal control law (11).
Letting x = (x1, . . . , xN )
T and u = (u1, . . . , uN)
T , the
closed-loop dynamics of the ideal system is given by
x˙(t) = −Lx(t), (13)
where L is the Laplacian of Gcomm. As stated before, im-
plementing this requires all agents to continuously up-
date their control signals which is not realistic for digital
controllers. Instead, let us consider a digital implemen-
tation of this ideal controller
u(t) = −Lx(tℓ), t ∈ [tℓ, tℓ+1), (14)
where the event times {tℓ}ℓ∈Z≥0 are to be determined such
that the system still converges to the desired state. It is
worth mentioning here that the control law (14) is chosen
such that the average of all agent states is an invariant
quantity regardless of how the event times {tℓ}ℓ∈Z≥0 are
chosen, thus preserving the average of the initial condi-
tions throughout the evolution of the system.More specif-
ically, utilizing this controller,
d
dt
(1TNx(t)) = 1
T
N x˙(t) = 1
T
NLx(tℓ) = 0, (15)
where we have used the fact that L is symmetric and
L1N = 0.
Let e(t) = x(tℓ) − x(t) for t ∈ [tℓ, tℓ+1) be the state
measurement error. For simplicity, we denote by x̂(t) =
x(tℓ) for t ∈ [tℓ, tℓ+1) as the state that was used in the last
update of the control signal. The closed-loop dynamics
of the controller (14) is then given by
x˙(t) = −Lx̂(t) = −L(x(t) + e(t)). (16)
We are then interested in designing a triggering condi-
tion of the form (8) in such a way that the closed-loop
dynamics (16) driven by (9) ensures multi-agent average
consensus is achieved. The problem can now be formal-
ized as follows.
Problem 2.3 (Centralized event-triggered con-
sensus) Given the closed-loop dynamics (16), find an
event-trigger f(·) such that the sequence of times {tℓ}ℓ∈Z≥0
ensures multi-agent average consensus (12) is achieved.
Some of the first works to consider this problem were
Dimarogonas and Frazzoli (2009); Dimarogonas and Johansson
(2009); Kharisov et al. (2010). Following (Dimarogonas et al.,
2012), to solve this problem we consider the Lyapunov
function
V (x) =
1
2
xTLx.
Given the closed-loop dynamics (16), we have
V˙ = xTLx˙ = −xTLL(x+ e) = −‖Lx‖2︸ ︷︷ ︸
”good”
− xTLLe︸ ︷︷ ︸
”bad”
.
(17)
The main idea of (Lyapunov-based) event-triggered con-
trol is then to determine when the controller should be
updated (i.e., when the error e should be reset to 0) by
balancing the “good” term against the potentially “bad”
term. More specifically, we are interested in finding con-
ditions on the error e such that V˙ < 0 at all times. Using
norms, we can bound
V˙ ≤ −‖Lx‖2 + ‖Lx‖‖L‖‖e‖.
Then, if we can somehow enforce the error e to satisfy
‖e‖ ≤ σ ‖Lx‖‖L‖ ,
with σ ∈ (0, 1) for all times, we have
V˙ ≤ (σ − 1)‖Lx‖2,
which is strictly negative for all Lx 6= 0. It is then easy
to see that the following centralized event-trigger using
g(e) = ‖e‖,
h(x) = σ
‖Lx‖
‖L‖ ,
ensures this is satisfied at all times. Note that in this
case we have a state-dependent threshold h(x), but other
types of thresholds will be discussed later.
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Theorem 2.4 (Centralized event-triggered con-
trol (Dimarogonas et al., 2012)) Given a connected,
undirected graph Gcomm and the closed-loop dynam-
ics (16), if the event times are determined as the times
when
f(e, x) , ‖e‖ − σ ‖Lx‖‖L‖ = 0, (18)
then the system achieves multi-agent average consensus.
In other words, given a control update at time tℓ, the next
time tℓ+1 the controller is updated is given by (9),
tℓ+1 = min{t′ ≥ tℓ | ‖e(t′)‖ = σ ‖Lx(t
′)‖
‖L‖ }.
The proof of convergence to the desired state then follows
almost directly from the proof of Theorem 2.2 and the
fact that the sum of all states is still an invariant quantity.
Furthermore, Dimarogonas et al. (2012) are able to rule
out the existence of Zeno behavior, cf. Definition 2.1, by
showing there exists a positive MIET
τmin =
σ
‖L‖(1 + σ)
uniformly bounding the inter-event times, i.e.,
tℓ+1 − tℓ ≥ τmin > 0 for all ℓ ∈ Z≥0. (19)
As discussed in Section 2.1.1, the existence of the positive
MIET guarantees that the design is implementable over
physical platforms.
The centralized event-triggered controller (14) with trig-
gering law (18) relaxes the requirement that agents need
to continuously update their control signals; however, it
still requires the controller to have perfect state infor-
mation at all times to be able to evaluate the triggering
condition f(·). Next, we provide a distributed solution
instead of a centralized one.
2.4 Decentralized event-triggered control
In the previous section we presented a centralized event-
triggered control law to solve the multi-agent average
consensus problem. Unfortunately, implementing this re-
quires a centralized decisionmaker and requires all agents
in the network to update their control signals simultane-
ously. Given the nature of and motivation behind con-
sensus problems, this is the first requirement we want to
get rid of. Here we present in detail the first real problem
of interest concerning this article.
Following (Dimarogonas et al., 2012), consider a dis-
tributed digital implementation of the ideal con-
troller (11). In this case we assume each agent i has its
own sequence of event times {tiℓ}ℓ∈Z≥0 . At any given
time t, let
x̂i(t) = xi(t
i
ℓ) for t ∈ [tiℓ, tiℓ+1) (20)
be the state of agent i at its last update time. The dis-
tributed event-triggered controller is then given by
ui(t) = −
∑
j∈Ni
(x̂i(t)− x̂j(t)). (21)
It is important to note here that the latest updated state
x̂j(t) of agent j ∈ Ni appears in the control signal for
agent i. This means that when an event is triggered by
a neighboring agent j, agent i also updates its control
signal accordingly. As in the centralized case, let ei(t) =
xi(t
i
ℓ)− xi(t) be the state measurement error for agent i.
Then, letting x̂ = (x̂1, . . . , x̂N )
T and e = (e1, . . . , eN)
T ,
the closed-loop dynamics of the controller (21) is given by
x˙(t) = −Lx̂(t) = −L(x(t) + e(t)). (22)
Parallel to the general case in (9), an event-trigger fi(·)
for agent i is a function that determines its sequence of
event times {tiℓ}ℓ∈Z≥0 via
tiℓ+1 = min{t′ ≥ tiℓ | fi(e(t′), w(t′)) = 0}. (23)
The problem we seek to solve can now be formalized as
follows.
Problem 2.5 (Decentralized event-triggered con-
sensus) Given a connected, undirected graph Gcomm and
the closed-loop dynamics (22), find an event-trigger fi(·)
for each agent i that is locally computable and such that
the sequences of times {tiℓ}ℓ∈Z≥0 ensures multi-agent av-
erage consensus (12) is achieved.
By locally computable function fi, we mean that its value
only depends on variables that correspond to agent i and
its neighbors. Formally, this means that one can write
fi(e, w) = fi(ei, wi) , gi(ei)− hi(wi),
where wi represents information that is locally available
to agent i. Unlike in Problem 2.3, where we seek a single
event-triggering function f(·) that depends on the global
state x to determine a global schedule, here we are inter-
ested in having each agent i determine in a distributed
way when its local error ei should be reset to 0.
Following Dimarogonas et al. (2012), to solve this prob-
lem we again consider the Lyapunov function
V (x) =
1
2
xTLx.
Given the closed-loop dynamics (22), we have
V˙ = −‖Lx‖2 − xTLLe. (24)
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As before, we are interested in finding conditions on the
error e such that V˙ < 0 at all times; however, we must
now do this in a distributed way. For simplicity, let Lx ,
z = (z1, . . . , zN )
T . Then, expanding out V˙ yields
V˙ = −
 N∑
i=1
z2i −
∑
j∈Ni
zi(ei − ej)

= −
 N∑
i=1
z2i − |Ni|ziei +
∑
j∈Ni
ziej
 .
Using Young’s inequality (1) and the fact that Gcomm is
symmetric, we can bound this by
V˙ ≤ −
[
N∑
i=1
(1− a|Ni|)z2i +
1
a
|Ni|e2i
]
(25)
for all a > 0. Letting a ∈ (0, 1/|Ni|) for all i, if we can
enforce the error of all agents to satisfy
e2i ≤
σia(1− a|Ni|)
|Ni| z
2
i
with σi ∈ (0, 1) for all times, we have
V˙ ≤
N∑
i=1
(σi − 1)(1− a|Ni|)z2i , (26)
which is strictly negative for all Lx 6= 0. In order to
compute zi, agent i needs access to its own state and its
neighbors states,
wi = xNi , (xi, {xj}j∈Ni).
The following decentralized event-trigger then ensures
that V˙ is strictly negative until consensus has been
achieved.
Theorem 2.6 (Decentralized event-triggered con-
trol (Dimarogonas et al., 2012)) Given a connected,
undirected graph Gcomm and the closed-loop dynam-
ics (22), if the event times of each agent i are determined
as the times when
fi(ei, xNi) , e
2
i −
σia(1− a|Ni|)
|Ni| z
2
i = 0, (27)
with 0 < a < 1/|Ni| for all i ∈ {1, . . . , N}, then all non-
Zeno trajectories of the system asymptotically achieve
multi-agent average consensus.
Note that the trigger (27) can be evaluated by agent i us-
ing only information about its own and neighbors’ states.
However, it should also be noted that implementing this
algorithm requires each agent i to have exact, continu-
ous state information about its neighbors {xj(t)}j∈Ni .
We address this in Section 3.1 below.
The proof of convergence to the desired state then directly
follows from the proof of Theorem 2.2 and the fact that
the sum of all states is still an invariant quantity. How-
ever, it is important to note that this argument is only
valid along non-Zeno trajectories, as discussed in Sec-
tion 2.1.1. Recall that the result of Theorem 2.4 claimed
all trajectories of the system achievesmulti-agent average
consensus, but this was only possible since it was already
established in (19) that Zeno behavior is impossible us-
ing the trigger (18) proposed in Theorem 2.4 due to the
existence of the positive MIET τmin.
Instead, in the derivation of the result of Theo-
rem 2.6, Dimarogonas et al. (2012) only show that at
all times there exists one agent i for which the inter-
event times are strictly positive. Unfortunately, this is
not enough to rule out Zeno behavior, which is quite
problematic, both from a pragmatic and theoretical
viewpoint, as the trajectories of the system are no longer
well-defined beyond the accumulation point in time.
Consequently, the main convergence result can only be
concluded for trajectories that do not exhibit Zeno be-
havior. Since Zeno behavior has in fact not yet been
ruled out for all trajectories using the trigger (27), the
milder result of Theorem 2.6 is all one can state.
The intuitive reason for this is actually quite simple but
it leads to troubling implications: The main idea behind
event-triggered control is to only take certain actions
when necessary. Since we are interested in decentralized
control protocols to achieve consensus for a large system,
it is easy to imagine some rare cases where some agent i∗
is already in agreement with its neighbors j ∈ Ni∗ , but
the rest of the system has not yet finished evolving. In
this case, once agent i reaches local consensus with its
neighbors, it wants to remain there. Unfortunately, this
means that the instant any of its neighbors begins to
change its state (because the rest of the network has not
yet stabilized), the trigger prescribes that agent i∗ acts
in response.
More specifically, looking at the trigger (27) reveals that
when zi∗ = (Lx)i∗ = 0 for some agent i
∗, the algorithm
presented in Theorem 2.6 is demanding that events be
triggered continuously, i.e., that the control signal be up-
dated continuously. This happens because the instance
one of agent i∗’s neighbors begins moving, agent i∗ should
also be moving immediately, but the only way to ensure
this is to update the control signal continuously. Since
this is not physically possible, the result of Theorem 2.6
is incomplete until we can rule out the possibility of Zeno
behavior.
Remark 2.7 (Zeno behavior and general net-
worked systems) The issue pointed out above is not
specific to consensus problems, and in fact is character-
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istic of distributed event-triggered algorithms operating
on networks. More specifically, when a centralized con-
troller is determining when events are triggered, this
results in a single time schedule for which it must be
guaranteed that an infinite number of events are not trig-
gered in a finite time period. However, when developing
a distributed event-triggered strategy, individual agents
make independent decisions regarding when events occur
based on partial information. This may not only result
in many more triggers occurring than in the central-
ized case, but also considerably complicates obtaining
guarantees about avoiding deadlocks in the network.
Such analysis usually requires the characterization of
additional properties of the original algorithm regarding
robustness to error and the impact of the inter-agent
interconnections on the evolution of their states. •
2.5 Classification of Event-Triggered Consensus Algo-
rithms
We have presented above in detail the distributed event-
triggered control problem (Problem 2.5) and solution
(Theorem 2.6). Since the conception of this problem and
solution, the literature has grown significantly both in
numbers and complexity of the problems and solutions
considered. To help navigate it, our goal here is to identify
a number of categories to systematically classify different
problem-solution pairs by their properties. For example,
we define this particular problem-solution pair (Prob-
lem 2.5 and Theorem 2.6) to have single-integrator dy-
namics, an undirected interaction graph, events that trig-
ger control updates, triggers that are evaluated continu-
ously, and trigger thresholds that are state-dependent.
In particular, we focus on five main categories to help
distinguish different problem instances and their so-
lutions: Dynamics, Topology, Trigger Response,
Event Detection, and Trigger Dependence. The
first two categories are related to the physical problem
setup, where Dynamics describes the specific type of
agent dynamics and Topology captures the type of inter-
actions across network agents. The last three categories
are related to the capabilities and/or assumptions placed
on the agents communication/computation abilities.
Trigger Response refers to the actions taken by agents
in response to an event being triggered, Event Detection
refers to how events described by triggering functions
are monitored, and finally, Trigger Dependence refers to
the arguments and variables that triggering functions
depend on. Table 1 summarizes the main distinctions
which are covered in this section in further detail.
We begin by discussing the shortcomings of the problem-
solution pair presented in Section 2.4, and how they can
be addressed. The remainder of this article is then de-
voted to describing in detail exactly what the different
categories of Table 1 mean, showing exactly how the dif-
ferent properties change the canonical problem-solution
pair described in Section 2.4 (Problem 2.5 and Theo-
rem 2.6), and surveying the vast field in terms of these
newly proposed categories and properties.
3 Event-Triggered Consensus Algorithms
In this section we carefully discuss the different types
of event-triggered consensus algorithms outlined in Sec-
tion 2.5. We begin by exploring the different roles a trig-
gering function has on the system. More specifically, we
look at what types of actions agents take in response to a
trigger, how often the triggering functions are evaluated,
and what exactly the triggering functions depend on. We
partition this discussion on triggers into three categories:
Trigger Response, Event Detection, and Trigger Depen-
dence.
Let us discuss what capabilities agents physically need to
realize different solutions to Problem 2.5. We note that,
barring the distributed computation aspect, the central-
ized event-triggered controller presented in Theorem 2.4
is a solution to Problem 2.5, where all agent triggers fi(·)
are defined as in (18). However, implementing this solu-
tion requires all agents to have exact global state informa-
tion x at all times to properly monitor the function (18).
Instead, Theorem 2.6 relaxes this requirement by provid-
ing a local event-triggering function fi(ei, xNi ) that each
agent i can monitor with only its neighbors’ state in-
formation xNi . However, this solution still requires each
agent i to have exact state information about their neigh-
bors at all times. If state information is communicated
wirelessly, this means continuous wireless communication
to implement the solution. In the following, we propose
various solutions to Problem 2.5 that require less strin-
gent assumptions.
3.1 Trigger Response
We begin by discussing the different actions that agents
might take in response to an event being triggered. In
the previous section, we presented event-triggered con-
trol laws to determine when control signals should be up-
dated; however, this relies on the continuous availability
of some state information. In particular, each agent i re-
quires exact state information about their neighbors j ∈
Ni to evaluate the trigger (27) and determine when its
control signal ui should be updated. Instead, here we are
interested in applying the event-triggered paradignm to
also drive when communication among agents should oc-
cur in addition to control updates. We refer to the combi-
nation of event-triggering for communication and control
as ‘event-triggered coordination.’
As in Section 2.4, we assume each agent i has its own
sequence of event times {tiℓ}ℓ∈Z≥0. However, these event
times now correspond to when messages are broadcast
by agent i; not just when control signals are updated. At
any given time t, let
x̂i(t) = xi(t
i
ℓ) for t ∈ [tiℓ, tiℓ+1) (28)
be the last broadcast state of agent i. Then, at any given
time t, agent i only has access to the last broadcast state
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Category Properties Technical Meaning
Trigger Response
(Section 3.1)
control update only
control update and information push
control update and information pull
control update and information exchange
ui updated at event times {tiℓ}ℓ∈Z≥0
ui, x̂i updated at event times
ui, {x̂j}j∈Ni updated at event times
ui, x̂i, x̂j (for some j ∈ Ni) updated at event times
Event Detection
(Section 3.2)
continuous
periodic
aperiodic
trigger evaluated at all times t ∈ R≥0
trigger evaluated periodically t ∈ {0, hi, 2hi, . . . }
trigger evaluated aperiodically t ∈ {t0, t1, . . . }
Trigger Dependence
(Section 3.3)
static: state
static: time
dynamic
fi(·) = fi(ei, wi)
fi(·) = fi(ei, t)
fi(·) = fi(ei, wi, χi), χ˙i = ηi(ei, wi, χi)
Topology
(Section 3.4)
static
dynamic
communication graph Gcomm is fixed/constant
communication graph Gcomm is changing over time
Dynamics
(Section 3.5)
single-integrator
double-integrator
linear
nonlinear
x˙i(t) = ui(t)
x¨i(t) = ui(t)
x˙i(t) = Aixi(t) +Biui(t)
x˙i(t) = Fi(xi(t), ui(t))
Table 1
Description of the technical differences between different category classifications.
x̂j(t) of its neighbors j ∈ Ni rather than exact states
xj(t).
The distributed event-triggered controller is then still
given by
ui(t) = −
∑
j∈Ni
(x̂i(t)− x̂j(t)). (29)
It is important to note here that the latest broadcast state
x̂j(t) of agent j ∈ Ni appears in the control signal for
agent i at any time t. This means that when an event is
triggered by a neighboring agent j, agent i also updates
its control signal accordingly. As before, let ei(t) = x̂i(t)−
xi(t) be the state measurement error for agent i. Then,
letting x̂ = (x̂1, . . . , x̂N )
T and e = (e1, . . . , eN )
T , the
closed-loop dynamics of the controller (29) is again given
by
x˙(t) = −Lx̂(t) = −L(x(t) + e(t)). (30)
However, it should be noted that we are now looking
for an event-trigger for each agent i that does not re-
quire exact information about its neighbors. More specif-
ically, we recall the result of Theorem 2.6 and notice that
the event-trigger for agent i depends on the exact state
xj(t) of all its neighbors j ∈ Ni. It was first identified
by Kharisov et al. (2010) that this solution may not be
practical in many cases, particularly in wireless network
settings, as this means agents must be in constant com-
munication with each other. Instead, we are interested in
finding a solution that only depends on the last broadcast
information x̂j(t).
Specifically, we are now looking for a triggering func-
tion fi that only depends on its own state xi and the last
broadcast state of its neighbors {x̂j}j∈Ni , rather than
their true states {xj}j∈Ni . Following (Nowzari and Corte´s,
2014; Garcia et al., 2013), to solve this problem we again
consider the Lyapunov function
V (x) =
1
2
xTLx. (31)
Given the closed-loop dynamics (30), we have
V˙ = −‖Lx‖2 − xTLLe,
just as we did in (17) and (24). However, since we are
interested in identifying conditions for V˙ to be negative
in terms of the most recently broadcast information x̂
instead of actual state information, we can rewrite this
using e = x̂− x as
V˙ = −‖Lx̂‖2 + x̂TLLe.
Letting ẑ = Lx̂ = (ẑ1, . . . , ẑN), it is easy to see that we
can bound
V˙ ≤ −
[
N∑
i=1
(1 − a|Ni|)ẑ2i +
1
a
|Ni|e2i
]
for all a > 0 following essentially the same steps to arrive
at (25). Letting a ∈ (0, 1/|Ni|) for all i, if we can enforce
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the error of all agents to satisfy
e2i ≤
σia(1− a|Ni|)
|Ni| ẑ
2
i (32)
with σi ∈ (0, 1) for all times, we have
V˙ ≤
N∑
i=1
(σi − 1)(1− a|Ni|)ẑ2i
which is strictly negative for all Lx̂ 6= 0. In order to
compute ẑi, agent i only needs access to its own and
neighbors’ broadcast states rather than true states,
wi = x̂Ni , (x̂i, {x̂j}j∈Ni).
The following decentralized event-trigger then ensures
that V˙ is strictly negative until consensus is achieved.
Theorem 3.1 (Decentralized event-triggered co-
ordination (Garcia et al., 2013)) Given a connected,
undirected graph Gcomm and the closed-loop dynam-
ics (30), if event times of each agent i are determined as
the times when
fi(ei, x̂Ni) , e
2
i −
σia(1− a|Ni|)
|Ni| ẑ
2
i ≥ 0, (33)
with 0 < a < 1/|Ni| for all i ∈ {1, . . . , N}, then all non-
Zeno trajectories of the system asymptotically achieve
multi-agent average consensus.
It is important to note here that unlike the previous trig-
gers (18) and (27), agent i’s event is triggered whenever
the inequality (33) is satisfied rather than an equality.
This is because unlike the previous two triggering func-
tions, this one is discontinuous because it depends on the
last broadcast state x̂ rather than the exact state x, which
can abruptly change anytime an agent triggers an event.
In any case, the point of the trigger is to ensure (32) is
satisfied at all times, which this trigger does (because the
instant it is violated for some agent i, agent i can imme-
diately set ei = 0).
Note that Theorem 3.1) and Theorem 2.6 both solve the
exact same problem: Problem 2.5; except we have now
considered events that not only determine when control
signals should be updated, but also when agents should
broadcast information to their neighbors. In more gen-
eral terms, we refer to this as a Trigger Response of
control signal updates and information pushing. Infor-
mation pushing, or broadcasting, refers to the action of
an agent i pushing unsolicited information onto its neigh-
bors j ∈ Ni. Table 1 describes the different ways in which
we classify both the problems and the solutions.
Following Table 1, we can say this problem-solution pair
has single-integrator dynamics, an undirected interaction
graph, events that trigger broadcasts and control up-
dates, triggers that are evaluated continuously, and trig-
ger thresholds that are state-dependent. Note, however,
that these properties alone are not enough to uniquely
identify a solution to Problem 2.5. Next, we present an
alternate solution to Problem 2.5 that is described by the
exact same properties listed above.
Following Nowzari and Corte´s (2016), to solve this prob-
lem in a different way we consider a different Lyapunov
function,
V (x) =
1
2
(x − x¯1)T (x − x¯1), (34)
where x¯ = 1
N
∑N
i=1 xi(0) is the average of all initial con-
ditions. Then, given the closed-loop dynamics (30), we
have
V˙ = xT x˙− x¯1T x˙ = −xTLx̂− x¯1TLx̂ = −xTLx̂,
where we have used the fact that the graph is symmetric
in the last equality. As always, we are interested in finding
conditions on the error e such that V˙ < 0 at all times;
however, wemust now do it without access to neighboring
state information.
As in the previous solution methods, our first step is to
upper-bound V˙ to find conditions to ensure it is never
positive. The following result from (Nowzari and Corte´s,
2016) can then be used to find conditions that ensure V˙ <
0 at all times.
Lemma 3.2 ((Nowzari and Corte´s, 2016)) Given V (x) =
1
2 (x− x¯1)T (x− x¯1) and the closed-loop dynamics (30),
V˙ ≤
N∑
i=1
e2i |Ni| −
∑
j∈Ni
(
1
4
(x̂i − x̂j)2
)
.
Leveraging Lemma 3.2, it is easy to see that if we can
enforce the error of all agents to satisfy
e2i ≤ σi
1
4|Ni|
∑
j∈Ni
(x̂i − x̂j)2 (35)
with σi ∈ (0, 1) for all times, we have
V˙ ≤
N∑
i=1
σi − 1
4
∑
j∈Ni
(x̂i − x̂j)2, (36)
which is strictly negative for all Lx̂ 6= 0. For simplicity,
we use the shorthand notation
φ̂i =
∑
j∈Ni
(x̂i − x̂j)2
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in the definition of the following decentralized event-
trigger, which ensures that this is satisfied at all times.
Theorem 3.3 (Decentralized event-triggered co-
ordination (Nowzari and Corte´s, 2016)) Given a
connected, undirected graph Gcomm and the closed-loop
dynamics (30), if the event times of each agent i are
determined as the times when
fi(ei, x̂Ni) , e
2
i − σi
1
4|Ni| φ̂i ≥ 0, (37)
for all i ∈ {1, . . . , N}, then all non-Zeno trajectories of
the system achieve multi-agent average consensus.
Note that both solutions presented in Theorem 3.1 and
Theorem 3.3 are classified the same way according to the
categories in Table 1, because they can be implemented
under the same assumptions on the agent capabilities. In
this case agents need to be able to receive broadcasted in-
formation from their neighbors on some connected, undi-
rected communication graph. Note that both of these so-
lutions are still technically incomplete as they do not rule
out the possibility of Zeno behavior. In fact, the origi-
nal design in Nowzari and Corte´s (2016) includes an ad-
ditional trigger to ensure that Zeno behavior does not
occur.
We have now discussed two different actions an agent
might take in response to an event being triggered: con-
trol updates and broadcasting a message. Instead, one
could imagine other types of actions resulting from an
event being triggered as well. In particular, in Table 1
we highlight the possibility of events triggering informa-
tion pulls or exchanges, rather than broadcasts (or in-
formation pushes). More specifically, we refer to an in-
formation push by an agent as a broadcast message that
can be received by all its neighbors. Instead, we can
think of an information pull by an agent as a request
for updated information to its neighbors. That is, when
an event is triggered by an agent, rather than telling
its neighbors its current state, it instead requests state
information from its neighbors. This idea is related to
self-triggered control design (Anta and Tabuada, 2010;
Heemels et al., 2012), where the decision maker, at each
event time, immediately schedules its next event time
with the information available at the current event time
(rather than continuously monitoring a triggering condi-
tion as one normally does in event-triggered control). In
self-triggered coordination with wireless communication,
agents use their current information to determine when
in the future they need to acquire new information from
others (Nowzari and Corte´s, 2012; De Persis and Frasca,
2013; Fan et al., 2015; Henriksson et al., 2015).
In addition to information pushes or pulls, one could
also imagine scenarios in which an information ex-
change or swap may be more practical. Applying
event-triggered ideas to gossiping protocols has re-
cently been called edge-based event-triggered coordina-
tion (De Persis and Frasca, 2013; De Persis and Postoyan,
2017; Cao et al., 2015; Xu et al., 2016; Wei et al., 2018;
Duan et al., 2017). In this setting events are triggered
along specific edges of a graph rather than its nodes.
More specifically, rather than a single agent sending
information to or requesting information from all its
neighbors at once, events are instead triggered at the link
level which drives a direct agent-to-agent information
exchange.
3.2 Event Detection
Having discussed the different types of actions that an
event can drive, until now we have assumed that the
triggering functions can be monitored continuously. This
is troublesome since this is technically not possible for
cyber-physical systems. Unfortunately, even if continu-
ous event detection were possible, most of the algorithms
presented in the article thus far are not guaranteed to
avoid Zeno behaviors making them risky to implement
on real systems. In fact, as mentioned above, until Zeno
behavior is guaranteed not to occur in the system, the
convergence results of Theorems 2.6, 3.1, and 3.3 are not
even valid.
Consequently, being able to properly rule out the exis-
tence of Zeno behavior in an event-triggered consensus
problem is both subtle and critical for its correctness. Re-
calling Definition 2.1, Zeno behavior is defined as having
an infinite number of events triggered in any finite time
period. Unfortunately, it turns out that in all the algo-
rithms presented so far, it is not guaranteed that Zeno
behavior will not occur.
Note that in some cases the algorithms can be slightly
modified to theoretically avoid Zeno behavior, but even in
these cases it turns out that the time between two events
generated by a single agent may be arbitrarily small, see
e.g., Nowzari and Corte´s (2016). More specifically, even
if it can be guaranteed that an infinite number of events
are not triggered in any finite time period, the time be-
tween two events might not have a uniform lower bound.
This means that even with a non-Zeno guarantee, this
is still troublesome from an implementation viewpoint
because an agent’s hardware/software physically cannot
keep up with how quickly events are being generated, cf.
Section 2.1.1.
Motivated by this discussion, researchers have consid-
ered enforcing a minimum time between events as a more
practical constraint for event-triggered solutions. Until
now we have assumed that all event-triggers can be eval-
uated continuously. Or more specifically we say that the
Event Detection occurs continuously. That is, the ex-
act moment at which a triggering condition is met, an
action (e.g., state broadcast and control signal update)
is carried out. However, as mentioned above this may be
an unrealistic assumption when considering actual digi-
tal implementations. More specifically, a real device can-
not continuously evaluate whether a triggering condition
has occurred or not.
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This observation motivates the need for relaxing the con-
tinuous event detection requirement and instead deter-
mine a discrete set of times at which triggering functions
should be evaluated. The most natural way to approach
this is to study sampled-data (or periodically checked)
event-triggered coordination strategies.
Specifically, given a sampling period h ∈ R>0, we let
{tℓ′}ℓ′∈Z≥0 , where tℓ′+1 = t′ℓ + h, denote the sequence of
times at which agents evaluate decisions about whether to
broadcast their state to their neighbors or not. This type
of design is more in line with the constraints imposed by
real-time implementations, where individual components
work at some fixed frequency, rather than continuously.
An inherent and convenient feature of this strategy is the
automatic lack of Zeno behavior (since inter-event times
are naturally lower bounded by h).
Under the new framework we still have familiar equa-
tions. In particular, the control law of each agent is still
given by
ui(t) = −
∑
j∈Ni
(x̂i − x̂j), (38)
which means we still have the same closed-loop dynamics,
x˙(t) = −Lx̂(t) = −L(x(t) + e(t)). (39)
The difference only shows up when considering when
broadcasts occur. That is, we now have
x̂i(t) = xi(t
i
ℓ) for t ∈ [tiℓ, tiℓ+1), (40)
just as we did in (28) when considering continuous
event detection, except now the event times {tiℓ} ⊂{0, h, 2h, . . .} can only occur at discrete time-instances.
To again solve Problem 2.5 by now relaxing the contin-
uous monitoring requirement, let us begin by revisiting
the result of Theorem 3.3, where we used the Lyapunov
function (34),
V (x) =
1
2
(x− x¯1)T (x− x¯1), (41)
and Lemma 3.2 to find conditions on the error ei such
that V˙ was always negative. Since the Lyapunov function
here and closed-loop dynamics (39) has the exact same
functional form as before, Lemma 3.2 still holds as well.
That is, given the Lyapunov function (41) and closed-
loop dynamics (39), we have the upper-bound
V˙ ≤
N∑
i=1
e2i |Ni| −
∑
j∈Ni
(
1
4
(x̂i − x̂j)2
)
. (42)
Then, just as before, we want to find conditions on ei
such that this is always negative. However, the issue
now is that we can only generate events at the discrete
times {0, h, 2h, . . .}, meaning we can only reset the er-
ror ei(t) = 0 at these specific times rather than any
time t ∈ R≥0. Thus, we must now find a triggering con-
dition that is only evaluated at these sampling times,
but still guarantees that the righthand side of (42) is
negative for all t ∈ R≥0.
Intuitively, as long as the sampling period h is small
enough, the closed-loop system with a periodically
checked event-triggering condition will behave similarly
to the system with triggers being evaluated continu-
ously. Interestingly, two different groups have devel-
oped two different, albeit similar, algorithms based on
the same Lyapunov function (41) using two different
ways of upper-bounding its time-derivative. We omit
the details here but present the two solutions to this
problem based on the works (Meng and Chen, 2013;
Nowzari and Corte´s, 2016) next.
Theorem 3.4 (Periodic event-triggered coordina-
tion (Meng and Chen, 2013)) Given a connected,
undirected graph Gcomm and the closed-loop dynam-
ics (39), if the event times of each agent i are determined
as the times t′ ∈ {0, h, 2h, . . .} when
fi(ei, x̂Ni) , e
2
i − σiẑ2i ≥ 0,
and h ∈ R>0 and σmax satisfy
h ≤ 1
2λN
and σmax <
1
λ2N
, (43)
where σmax = maxi∈{1,...,N} σi, then the system achieves
multi-agent average consensus.
Theorem 3.5 (Periodic event-triggered coordina-
tion (Nowzari and Corte´s, 2016))Given a connected,
undirected graph Gcomm and the closed-loop dynam-
ics (39), if the event times of each agent i are determined
as the times t′ ∈ {0, h, 2h, . . .} when
fi(ei, x̂Ni) , e
2
i − σi
1
4|Ni| φ̂i ≥ 0, (44)
and h ∈ R>0 and σmax satisfy
σmax + 4h|Nmax|2 < 1, (45)
where |Nmax| = maxi∈{1,...,N} |Ni|, then the system
achieves multi-agent average consensus.
Note that the results of Theorems 3.4 and 3.5 guaran-
tee that all trajectories of the systems can achieve multi-
agent average consensus under their respective condi-
tions since Zeno executions are trivially ruled out because
agents can only trigger an event at most every h > 0 sec-
onds. This trivially gives us a positive MIET τmin = h.
We also note here the small difference in the triggering
14
functions and conditions on h and σmax for convergence
of these results are a result of different ways of upper-
bounding V˙ and ultimately being able to guarantee that
V˙ < 0 at all times. In particular, we note that the con-
ditions for guaranteeing convergence in Theorem 3.4 are
less conservative but requires the algebraic connectivity
of the communication graph; whereas the conditions for
guaranteeing convergence in Theorem 3.5 may be more
strict but easier to compute by the agents themselves.
A drawback of these and similar solutions (Meng et al.,
2015; Fuan et al., 2016) is that the period h must be
the same for all agents, requiring synchronous action.
This assumption may be restrictive in practical scenarios
where data cannot be consistently acquired. Instead, it
seems desirable to develop asynchronous versions of these
solutions or, more generally, solutions where the Event
Detection occurs aperiodically rather than continu-
ously or periodically. We are only aware of a few recent
works that have begun investigating the asynchronism
issue (Meng et al., 2017; Liu et al., 2017; Duan et al.,
2017; Liu et al., 2017).
More specifically, new algorithms may be required to
consider the case of aperiodic sampled-data event detec-
tion, or even self-triggered event detection. In the for-
mer case agents would obtain samples at different in-
stances of time, and then take appropriate actions in re-
sponse. In the latter case, one could imagine a scenario
where agents are not only responsible for determining
when communication should occur, but also when local
samples should be taken. In this case it may be useful
to consider self-triggered sampling combined with event-
triggered communication and control. More specifically,
the agents would determine by themselves when future
samples should be taken, and then event-decisions should
be made based on the taken samples.
3.3 Trigger Dependence
We have now discussed what agents should do in response
to a trigger and how carefully these triggers need to be
monitored. We are now interested in studying what these
triggering functions should actually depend on and why.
In particular, we have only considered triggering func-
tions so far that depend on locally available information
and no exogenous signals. In this section we present the
difference between static and dynamic triggering func-
tions. A static triggering function means that the trig-
ger only depends on currently available information (i.e.,
memoryless), whereas a dynamic triggering function may
depend on additional internal dynamic variables.
We begin with static time-dependent triggering func-
tions, rather than the state-dependent ones we have
used until now. Let us now revisit Problem 2.5 again,
except this time we are interested in designing an event-
trigger threshold that is time-dependent rather than
state-dependent. The time-dependent event-trigger to
solve this problem was first developed by Seyboth et al.
(2013) and is presented next.
Theorem 3.6 (Decentralized event-triggered co-
ordination (time-dependent) (Seyboth et al.,
2013)) Given a connected, undirected graph Gcomm and
the closed-loop dynamics (30), if the event times of each
agent i are determined as the times when
fi(ei, t) , ‖ei‖ − (c0 + c1e−αt) = 0, (46)
with constants c0, c1 ≥ 0 and c0 + c1 > 0, then all non-
Zeno trajectories of the system reach a neighborhood of
multi-agent average consensus upper-bounded by
r = ‖L‖
√
Nc0/λ2(L).
Moreover, if c0 > 0 or 0 < α < λ2(L), then the closed-
loop system does not exhibit Zeno behavior.
This solution uses a triggering function whose thresh-
old depends on time rather than state. Thus, we can say
this problem-solution pair has single-integrator dynam-
ics, an undirected interaction graph, events that trigger
broadcasts and control updates, triggers that are evalu-
ated continuously, and trigger thresholds that are time-
dependent rather than state-dependent.
We point out here the closely related notion of “event-
triggeredmechanism” (ETM), as presented in (Borgers and Heemels,
2014), where three classes are presented: relative, abso-
lute, and mixed. Here, we have proposed slightly more
general classes of trigger dependencies such that the
relative ETM is a special case of our state-dependent
triggers. Similarly, the absolute ETM (or constant trig-
gering threshold) is a special case of the time-dependent
trigger of Theorem 3.6 with c1 = 0, which were among
the first types of event-trigger thresholds considered
in network settings unrelated to consensus (Miskowicz,
2006; Zhong and Cassandras, 2010). The mixed ETM
is a combination of these two triggers, but we do not
discuss the distinction in this article.
Constant thresholds (or absolute ETMs) give two main
advantages. The first is their simplicity to implement,
and the second is that it is generally easy to rule out the
possibility of Zeno behavior for them. Since the thresh-
old is a constant, it usually takes some nonzero mini-
mum amount of time for the error to be able to reach
this threshold from zero. Note that this is evident in the
result of Theorem 3.6 which guarantees for c0 > 0 that
Zeno behaviors do not occur. The drawback is that the
constant thresholds generally do not generate events at
times that align well with the evolution of the task at
hand, and hence, the price we pay is that one is not able
to guarantee exact convergence all the way to the desired
states. This is discussed in detail next as a particular
case of the time-dependent algorithm presented above.
Both the advantages and disadvantages of the event-
triggered coordination law with the time-dependent trig-
gers proposed in Theorem 3.6 come from the tunable de-
sign parameters c0, c1, and α, which play important roles
15
in the performance of the algorithm (e.g., convergence
speed and amount of events triggered). For example, set-
ting c1 small and α large increases the convergence rate
at the cost of more events being triggered, whereas set-
ting a large c0 reduces the number of events being trig-
gered at the cost of not being able to converge exactly to
the initial average. These parameters can then be tuned
to give a desired balance between performance and effi-
ciency. Another advantage of the time-dependent triggers
are their simplicity to design and implement.
Unfortunately, there are also some physical limits to how
these parameters can be tuned to guarantee Zeno behav-
iors do not occur. For example, if α is set too high we may
be asking the system to converge faster than is physically
possible, leading to an infinite number of events being
generated in a finite time. In particular we focus our dis-
cussion here on the parameters c0 and α and their effects
on convergence and possible Zeno behaviors. We begin
with the more desirable c0 = 0 case, as in this case the re-
sult of Theorem 3.6 states that the system will asymptot-
ically achieve exact multi-agent average consensus as de-
fined in (12). However, in this case we require α < λ2(L)
to guarantee Zeno behaviors can be avoided and, unfor-
tunately, λ2(L) is a global quantity that requires knowl-
edge about the entire communication topology to com-
pute. There are indeed methods for estimating this quan-
tity in a distributed way (see e.g., Aragues et al. (2012);
Yang et al. (2010)) but we do not discuss this here. On
the other hand, when c0 > 0 we can guarantee that Zeno
behaviors are avoided regardless of our choice of α; how-
ever, we lose the exact asymptotic convergence guaran-
tee. Note that in the case of constant triggers, i.e., c1 = 0,
we must have c0 > 0. That means in these cases we can
only guarantee convergence to a neighborhood of the de-
sired average consensus state rather than exact average
consensus.
As a result of the above discussion, we see that it is diffi-
cult for the agents to choose the parameters c0, c1, and α
without global knowledge to ensure asymptotic conver-
gence to the average consensus state while also guaran-
teeing Zeno executions are avoided. On the other hand,
using state-dependent triggers might be more risky to
implement as it is generally harder to rule out the possi-
bility of Zeno behaviors.
Referring back to Table 1, we have now discussed both
types of static triggering functions. Some works have
also considered hybrid or mixed event-time driven coor-
dination, where events may be generated by both state
and time events (Xiao and Chen, 2016; Xiao et al., 2016;
Borgers and Heemels, 2014; Sun et al., 2016). Beyond
events generated as functions of time or state, other
works have also considered input-based events that de-
pend on the control signal being used (Wu et al., 2016;
Adaldo et al., 2016). While the analysis is slightly dif-
ferent, the intuitive idea is similar. When considering
state-based events, we generally trigger an event when
the error between the true state and state currently used
by the controller exceeds some threshold. However, ul-
timately what matters in a control system is the signal
being used. Thus, these input-based triggering functions
instead define an input error between the actual input
being used and the desired input if exact state informa-
tion was available. Thus, even if the state error is large,
these algorithms do not trigger a controller update until
the input error exceeds some threshold.
Beyond static triggers, the idea of a dynamic event-
triggering function has recently been applied as a promis-
ingmethod to rule out Zeno behavior (Dolk and Heemels,
2015; Girard, 2017; Yi et al., 2017; Dolk et al., 2017). In
this case the triggering function f(·) depends on an addi-
tional, internal dynamic variable with its own dynamics
that can be designed separately.
Let us revisit Problem 2.5, except that now we aim to
design a dynamic event-triggered coordination strategy
that can guarantee average consensus from all initial con-
ditions with no global information and including non-
Zeno guarantees. This result is presented next.
Theorem 3.7 (Dynamic event-triggered con-
trol (Yi et al., 2017)) Given a connected, undirected
graph Gcomm and the closed-loop dynamics (22), if the
event times of each agent i are determined by
fi(ei, x̂Ni , χi) , |Ni|e2i −
σi
4
φ̂i − χi ≥ 0, (47a)
χ˙i(ei, x̂Ni , χi) = −χi +
σi
4
φ̂i − e2i , (47b)
with χi(0) > 0 and σi ∈ [0, 1) for all i ∈ {1, . . . , N}, then
the system asymptotically achieves multi-agent average
consensus.
Theorem 3.7 fully solves Problem 2.5 in a distributed way.
Notably, this solution does not require agents to have
any global information to implement the algorithm, and
guarantees convergence to the desired consensus state by
also guaranteeing Zeno behavior does not occur along
any trajectory. However, it should be noted that while
this solution theoretically solves Problem 2.5, it does not
guarantee the existence of a positive MIET τmin, which
poses problems for practical implementation, as discussed
in Section 2.1.1. More recently, Berneburg and Nowzari
(2019) have developed a new dynamic triggering strategy
that guarantees a positiveMIET for each agent, providing
a complete and implementable solution to Problem 2.5.
This result is formalized next.
Theorem 3.8 (Dynamic event-triggered control
with a positive MIET (Berneburg and Nowzari,
2019)) Given a connected, undirected graph Gcomm and
the closed-loop dynamics (22), if the event times of each
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Solution classification Triggering mechanism Properties
Theorem 2.6 (Dimarogonas et al., 2012)
Trigger Response: control updates
Event Detection: continuous
Trigger Dependence: static: state
fi(ei, xNi) , e
2
i − σia(1−a|Ni|)|Ni| z
2
i = 0
requires continuous monitoring
of neighbors xNi ;
no non-Zeno guarantee
Theorem 3.1 (Garcia et al., 2013)
Theorem 3.3 (Nowzari and Corte´s, 2016)
TR: control updates, info push
ED: continuous
TD: static: state
fi(ei, x̂Ni) , e
2
i − σia(1−a|Ni|)|Ni| ẑ
2
i ≥ 0
or
fi(ei, x̂Ni) , e
2
i − σi 14|Ni| φ̂i ≥ 0
no non-Zeno guarantee
Theorem 3.4 (Meng and Chen, 2013)
Theorem 3.5 (Nowzari and Corte´s, 2016)
TR: control updates, info push
ED: periodic
TD: static: state
(Only at times t ∈ {0, h, 2h, . . . })
fi(ei, x̂Ni) , e
2
i − σiẑ2i ≥ 0
or
fi(ei, x̂Ni) , e
2
i − σi 14|Ni| φ̂i ≥ 0
positive MIET τmin = h;
requires synchronous period h > 0
to guarantee convergence
Theorem 3.6 (Seyboth et al., 2013)
TR: control updates, info push
ED: continuous
TD: static: time
fi(ei, t) , ‖ei‖ − (c0 + c1e−αt) = 0
requires algebraic connectivity λ2
to guarantee non-Zeno ;
no positive MIET
Theorem 3.7 (Yi et al., 2017)
TR: control updates, info push
ED: continuous
TD: dynamic
fi(ei, x̂Ni , χi) , |Ni|e2i − σi4 φ̂i − χi ≥ 0
χ˙i = −χi + σi4 φ̂i − e2i
guarantees non-Zeno;
no positive MIET
Theorem 3.8
(Berneburg and Nowzari, 2019)
TR: control updates, info push
ED: continuous
TD: dynamic
fi(χi) , −χi ≥ 0
χ˙i = min
{
−1, φ̂i
e2
i
+ 2(χi + 1)
ẑi
ei
− 1
} positive MIET τmini =
1√
|Ni|
[
atan(2
√|Ni|)− atan(√|Ni|)]
Table 2
Summary of solutions to the decentralized event-triggered consensus problem, cf. Problem 2.5, discused in this article. Note
that all these solutions assume that the communication Topology is undirected and connected and the Dynamics of each
agent are single-integrators. Table 3 recalls all the relevant terms.
agent i are determined by
fi(χi) , −χi ≥ 0, (48)
χ˙i(ei, x̂Ni , χi) = min
{
−1, φ̂i
e2i
+ 2(χi + 1)
ẑi
ei
− 1
}
,
(49)
with χi(t
i
ℓ) , 1 for all ℓ ∈ Z≥0 and i ∈ {1, . . . , N}, then
the system asymptotically achieves multi-agent average
consensus. Moreover, there exists a positive MIET for
each agent i given by
τmini =
√
1
|Ni|
[
atan(2
√
|Ni|)− atan(
√
|Ni|)
]
. (50)
Note that the trigger in Theorem 3.8 is slightly different
from the rules presented above in that, in addition to the
local error ei being reset to 0 at each event triggered by
agent i, the internal dynamic variable χi is reset to 1 at
these times as well. The existence of a positive MIET (50)
makes the solution presented in Theorem 3.8 truly im-
plementable on physical platforms. Although the solu-
tions presented in Theorems 3.4 and 3.5 also provide a
trivial MIET τmin = h guarantee based on the sampling
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period h, they require perfectly synchronized executions
among the network agents.
Table 2 summarizes all proposed solutions to Problem 2.5
discussed up to this point in the article while emphasizing
their limitations. Table 3 recalls the relevant terms.
xi state of agent i
ui control input of agent i
x̂i last broadcast state of agent i
fi(·) triggering functions
L Laplacian matrix
zi = (Lx)i
∑
j∈Ni
(xi − xj)
ẑi = (Lx̂)i
∑
j∈Ni
(x̂i − x̂j)
φ̂i
∑
j∈Ni
(x̂i − x̂j)2
xNi = (xi, {xj}j∈Ni) state of agent i and neighbors
x̂Ni = (x̂i, {x̂j}j∈Ni) last broadcast state of
agent i and neighbors
Table 3
List of terms related to Problem 2.5 and its solutions.
3.4 Topology
We have focused all our solutions so far on solving the
same Problem 2.5. Our discussion describes the differ-
ent types of capabilities on the agents assumed by the
different solutions along with their benefits and draw-
backs. A commonality between all of them is the require-
ment of undirected communication topologies and single-
integrator dynamics. From here on, we discuss what hap-
pens in the case of more complicated topologies and dy-
namics.
Beyond the scenarios with undirected communication
graphs considered so far, here we extend the ideas of
the article to the case where communication topologies
are directed. The earliest works we are aware of to ad-
dress this problem are presented in (Liu and Chen, 2011;
Liu et al., 2012; Chen et al., 2014; Xie and Xie, 2014),
where the authors present either centralized or event-
triggered control solutions only. In other words, similar
to Theorem 2.6, the algorithms assume that agents have
continuous access to neighboring state information at all
times. Here, we are instead interested in event-triggered
coordination strategies similar to Theorems 3.1 and 3.3
that not only determine when control signals should be
updated but also when communication should occur.
Here we consider communication topologies that are de-
scribed by weight-balanced directed graphs. More specif-
ically, we say that agent i can only send messages to its
in-neighbors j ∈ N ini and it can only receive messages
from its out-neighbors j ∈ N outi , where the neighbor-
ing sets are not necessarily the same. Then, consider the
same type of control law as before given in (21) and (29),
except each agent can now only use information about
their out-neighboring states,
ui(t) = −
∑
j∈N out
i
wij(x̂i − x̂j). (51)
Conveniently, the closed-loop system dynamics is still
given by (30) where the only difference now is that the
Laplacian L is no longer symmetric,
x˙(t) = −Lx̂(t) = −L(x(t) + e(t)). (52)
The problem can now be formalized as follows.
Problem 3.9 (Decentralized event-triggered co-
ordination on directed graphs) Given a weight-
balanced communication graph Gcomm and the closed-loop
dynamics (52), find an event-trigger fi(·) for each agent i
that is locally computable such that the sequences of times
{tiℓ}ℓ∈Z≥0 ensures multi-agent average consensus (12) is
achieved.
Note that Problem 3.9 is identical to Problem 2.5 except
we now consider a directed (balanced) graph rather than
an undirected one. Just as we did in solving Problems 2.3
and 2.5, let us again consider the Lyapunov function
V (x) =
1
2
xTLx.
Given the closed-loop dynamics (52), we have
V˙ = xTLx˙ = −xTLL(x+ e).
Unfortunately L no longer being symmetric causes a se-
rious problem because we cannot expand out this equa-
tion in a way that does not include the in-neighbors of
a given agent i. As a result, using this Lyapunov func-
tion, we are not able to find a local triggering function fi
for agent i that only depends on the information actually
available to it (its own state and the last broadcast state
of its out-neighbors.)
Instead, let us consider the other Lyapunov function (34)
V (x) =
1
2
(x − x¯1)T (x − x¯1), (53)
where x¯ = 1
N
∑N
i=1 xi(0) is the average of all initial con-
ditions. Then, given the closed-loop dynamics (52), we
have
V˙ = xT x˙− x¯1T x˙ = −xTLx̂− x¯1TLx̂ = −xTLx̂,
where we have used the fact the graph is weight-balanced
in the last equality.
Remarkably, a similar analysis to that used in the proof
of Lemma 3.2 holds (after replacingNi withN outi and ex-
plicitly considering weights) to yield the following bound.
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Lemma 3.10 ((Nowzari and Corte´s, 2016)) Given V (x) =
1
2 (x− x¯1)T (x− x¯1) and the closed-loop dynamics (52),
V˙ ≤
N∑
i=1
e2i |N outi | −
1
4
∑
j∈N out
i
wij(x̂i − x̂j)2.
Leveraging Lemma 3.10, it is easy to see that if we can
enforce the error of all agents to satisfy
e2i ≤ σi
1
4|N outi |
∑
j∈N out
i
wij(x̂i − x̂j)2, (54)
with σi ∈ (0, 1) for all times, we have
V˙ ≤
N∑
i=1
σi − 1
4
∑
j∈N out
i
wij(x̂i − x̂j)2, (55)
which is strictly negative for all Lx̂ 6= 0. Letting x̂N out
i
=
(x̂i, x̂N out
i
)), the following decentralized event-trigger en-
sures this is satisfied at all times.
Theorem 3.11 (Decentralized event-triggered co-
ordinationondirected graphs (Nowzari and Corte´s,
2016))Given aweight-balanced communication graph Gcomm
and the closed-loop dynamics (52), if the event times of
each agent i are determined as the times when
fi(ei,x̂N out
i
) , (56)
e2i − σi
1
4|N outi |
∑
j∈N out
i
wij(x̂i − x̂j)2 ≥ 0,
then all non-Zeno trajectories of the system achieve multi-
agent average consensus.
Remark 3.12 (Weight-balanced assumption) For
implementations where the weights of the directed graph
are design parameters, one can think of choosing them in
a way that makes the given directed interaction topology
weight-balanced. For cases where such choices can be
made before the event-triggered consensus algorithm is
implemented, the works (Gharesifard and Corte´s, 2012;
Rikos et al., 2014) present provably correct distributed
strategies that, given a directed communication topol-
ogy, allow a network of agents to find such weight edge
assignments. •
In order to guarantee that the agents can converge exactly
to the average of the initial agent states, Theorem 3.11
relies on L being weight-balanced. Consequently, it is un-
known if and where the system will converge for directed
graphs in general. If the directed graph contains a rooted
spanning tree, agreement can be reached but it is not
clear to where. In other cases it may not even be possible
to reach agreement.
We have now discussed different types of static or fixed
communication topologies, but one could easily imagine
scenarios with both time-varying (Zhu et al., 2016) or
state-dependent interaction graphs for which some mod-
ified algorithms may need to be developed. In the case of
state-dependent interaction graphs, an additional chal-
lenge that must be addressed is how to preserve connec-
tivity of the network while performing the primary con-
sensus task (Yu and Antsaklis, 2012; Fan and Hu, 2015;
Yi et al., 2017; Yu et al., 2016).
3.5 Dynamics
So far, we have only considered the simple single-
integrator dynamics (10). While these simple dynamics
are certainly useful for virtual states (e.g., a tempera-
ture estimate) or in demonstrating the ideas of event-
triggered consensus in general, this might be too limited
in cases where states correspond to physical quantities.
In this section we begin by discussing double-integrator
dynamics before moving onto general linear dynamics.
We note here that as we generalize the dynamics we also
consider goals beyond average consensus. More specifi-
cally, depending on the dynamics, static average consen-
sus may not be possible, in which case we will instead
aim for synchronization.
3.5.1 Double-integrator systems
Let us consider the case where the state of agent i is
denoted by xi = (ri, vi) ∈ R× R with double-integrator
dynamics,
r˙i(t) = vi(t), (57)
v˙i(t) = ui(t).
Then, it is known that the distributed controller
u∗i (x) = −
∑
j∈Ni
(ri − rj + γ(vi − vj)) (58)
with γ > 0 drives the states of all agents to a consen-
sus trajectory (Ren and Atkins, 2007; Ren, 2008). Dif-
ferent from consensus with single-integrator dynamics,
where the agents are to reach a steady state, the con-
sensus problem of double-integrator systems is rather to
synchronize the outputs. More specifically, we say that a
system asymptotically achieves synchronization if
lim
t→∞
(xi(t)− xj(t)) = 0. (59)
Note in particular that different from the definition of
consensus we used for single-integrator dynamics (12), we
only require xi(t) and xj(t) to tend together as time goes
to infinity rather than both going to the same stationary
point. This is formalized in Theorem 3.13.
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Theorem 3.13 (Continuous controller (double-
integrators) (Ren, 2008)) Given a connected, undi-
rected graph Gcomm and the dynamics (57), if all agents
implement the control law (58), then the system asymp-
totically achieves synchronization (59).
Implementing (58) requires agents to have continuous in-
formation about one another. Thus, we are interested in
an event-triggered implementation of the ideal control
law (58) to relax this requirement. Letting {tiℓ}ℓ∈Z≥0 be
the sequence of event-times for agent i, we let
x̂i(t) = xi(t
i
ℓ) = (ri(t
i
ℓ), vi(t
i
ℓ)) for t ∈ [tiℓ, tiℓ+1) (60)
be the last broadcast state of agent i. Then, at any given
time t, agent i only has access to the last broadcast
state x̂j(t) of its neighbors j ∈ Ni rather than exact
states xj(t).
The distributed event-triggered controller we consider is
then given by
ui(t) = (61)
−
∑
j∈Ni
(r̂i + (t− tiℓ)v̂i − r̂j − (t− tiℓ)v̂j + γ(v̂i − v̂j)),
for t ∈ [tiℓ, tiℓ+1). It should be noted that this controller
utilizes a first-order-hold (FOH) instead of a ZOH for
the rj components of the state. We now define two dif-
ferent errors
er,i(t) = r̂i(t) + (t− tiℓ)v̂i(t)− ri(t),
ev,i(t) = v̂i(t)− vi(t).
Then, defining the stack vector of the error e =[
eTr γe
T
v
]T
, the closed-loop dynamics of the con-
troller (61) is given by[
r˙(t)
v˙(t)
]
= Γ
[
r(t)
v(t)
]
−
[
0 0
L L
]
e(t), (62)
where
Γ =
[
0N×N IN
−L −γL
]
. (63)
The problem can now be formalized as follows.
Problem 3.14 (Decentralized event-triggered co-
ordination with double-integrator dynamics)
Given a connected, undirected graph Gcomm and the
closed-loop dynamics (62), find an event-trigger fi(·) for
each agent that is locally computable such that the se-
quences of times {tiℓ}ℓ∈Z≥0 ensures synchronization (59)
is achieved.
This problem is first addressed in (Xie et al., 2015;
Cao et al., 2014) where state-dependent triggering rules
are developed; however, these algorithms rely on contin-
uous state information about neighbors. The first work
we are aware of that solves Problem 3.14 where infor-
mation is only shared at event times is (Seyboth et al.,
2013), which proposes the time-dependent triggering
threshold presented next.
Theorem 3.15 (Decentralized event-triggered
coordination with double-integrator dynam-
ics (Seyboth et al., 2013)) Given a connected, undi-
rected graph Gcomm and the closed-loop dynamics (62),
if the event times of each agent i are determined as the
times when
fi(ei, t) ,
∥∥∥[ er,i
γev,i
]∥∥∥− (c0 + c1e−αt) = 0, (64)
with constants c0, c1 ≥ 0 and c0 + c1 > 0, then all non-
Zeno trajectories of the system reaches a neighborhood of
consensus upper-bounded by
r = ‖L‖
√
2Nc0cV /λ3(Γ),
where cV > 0 is related to the graph L. Moreover, if c0 > 0
or 0 < α < λ3(Γ), then the closed-loop system does not
exhibit Zeno behavior.
Similar to the result of Theorem 3.6, this solution uses
a triggering function whose threshold depends on time
rather than state. However, here we have also considered
the use of a first-order holder controller between events.
More specifically, this problem-solution pair has double-
integrator dynamics, an undirected interaction graph,
events that trigger broadcasts and control updates, trig-
gers that are evaluated continuously, and trigger thresh-
olds that are time-dependent.
Also similar to the algorithm presented in Theorem 3.6,
this solution has design parameters c0, c1, and α that can
be tuned to balance performance and efficiency. How-
ever, there are also limits to how these parameters can
be tuned. In particular, we recall that there are only
two ways to guarantee Zeno behavior. The first is to set
c0 > 0, but this sacrifices being able to guarantee conver-
gence all the way to the exact consensus state. The second
is to set α < λ3(Γ), but this requires global knowledge of
the entire network structure to be able to compute.
We have only considered undirected topologies here there
are indeed works that have considered directed topolo-
gies as well. For directed topologies, even when the graph
contains a spanning tree, the ideal controller (58) (with
continuous communication and actuation) is only guar-
anteed to drive the system to a consensus state if γ is
sufficiently large. We omit the details and instead refer
the interested reader to (Seyboth et al., 2013).
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Other works addressing event-triggered consensus of
double-integrator systems include (Yan et al., 2014;
Xue and Hirche, 2013; Yin and Yue, 2013; Mu et al.,
2015) with variousmodifications. Thework byXue and Hirche
(2013) consider the case of heterogeneous communica-
tion networks. In this case the positions and velocities
are shared using different communication graphs. The
work Mu et al. (2015) discusses the leader-follower con-
sensus problem with double-integrator systems and
(Garcia et al., 2016) addresses decentralized event-
triggered consensus of second-order systems in the pres-
ence of communication imperfections. In particular, this
reference considered the presence of communication de-
lays and packet dropouts using a broadcasting style of
communication. Discrete-time systems have also been
explored in this context and we refer the interested reader
to (Chen and Hao, 2012; Zhu et al., 2017; Yin and Yue,
2013; Yin et al., 2013).
3.5.2 Linear systems
The event-triggered approach has also been extended to
consider more general dynamics than double-integrator
models. Here we discuss in detail the synchronization
problem for a homogeneous group of N agents or subsys-
tems with linear dynamics.
Letting xi ∈ Rn denote the state of agent i, we consider
homogeneous linear dynamics
x˙i(t) = Axi(t) +Bui(t), (65)
where the pair (A,B) is controllable. The objective of
the consensus or synchronization problem of (65) is to
drive the state of each system xi to a common response
or trajectory, that is, the corresponding elements of each
agent’s state need to converge to a single trajectory.
The synchronization of multi-agent systems with lin-
ear dynamics and assuming continuous communi-
cation has been extensively studied, e.g., Li et al.
(2010, 2011); Ma and Zhang (2010); Ren (2008);
Scardovi and Sepulchre (2009); Su and Huang (2012);
Tuna (2008, 2009); Seo et al. (2009). It is known (Ma and Zhang,
2010; Garcia et al., 2014) that the distributed controller
ui(t) = cF
∑
j∈Ni
(xi(t)− xj(t)) (66)
with c > 0 ensures that the system achieves synchro-
nization under some suitable conditions on the matrix F .
This is formalized next.
Lemma 3.16 ((Garcia et al., 2014)) Given the dy-
namics (65), if all agents implement the control law (66)
and the matrices (A + cλj(L)BF ) are Hurwitz for
j = 2, 3, . . . , N , then the system asymptotically achieves
synchronization.
Unfortunately, the condition of Lemma 3.16 requires
checking several matrices that are functions of every
nonzero eigenvalue of the Laplacian L of the commu-
nication graph. This is a difficult condition to check in
general as it requires knowledge of all eigenvalues of L
in order to compute the eigenvalues of the matrices
(A + cλj(L)BF ), for j = 2, 3, . . . , N . Less restrictive
conditions involve the design of the consensus protocol
parameter using only the smallest non-zero eigenvalue of
the Laplacian matrix, λ2, or an estimate of such eigen-
value. The following result gives one way of designing the
controller (66) to satisfy the conditions of Lemma 3.16.
Theorem 3.17 (Continuous controller (linear dy-
namics))Given a connected, undirected graph Gcomm and
(A,B) controllable, if all agents implement the protocol
(66), with
F = −BTP, (67)
c ≥ 1/λ2, (68)
where P is the unique solution to
PA+ATP − 2PBBTP + 2αP < 0, (69)
then the system ensures synchronization (59) is achieved.
Next, we turn our attention to seek event-triggered imple-
mentations of the ideal control law (66). One of the ear-
liest works to address this problem is (Zhu et al., 2014),
which considers a digital implementation of the ideal con-
troller (66)
ui(t) = cF
∑
j∈Ni
(x̂i(t)− x̂j(t)), (70)
where
x̂i(t) = xi(t
i
ℓ) for t ∈ [tiℓ, tiℓ+1) (71)
denotes the state of agent i at its last event time.
Zhu et al. (2014) then propose a simple constant
threshold event-triggering algorithm where agent i
broadcasts its state to its neighbors whenever its er-
ror ei(t) = x̂i(t)− xi(t) exceeds a fixed threshold.
Unfortunately, this algorithm faces some issues result-
ing from the fact that the closed-loop system may ac-
tually be unstable. More specifically, the algorithm pro-
posed in (Zhu et al., 2014) generally provides poor per-
formance in terms of reducing control updates and may
lead to Zeno behavior when the agents have unstable dy-
namics, i.e., when one or more eigenvalues of the matrix
A have positive real parts. Under this scenario the expo-
nential divergence of the states of the agents causes the
error ei to grow greater than the fixed threshold used in
Zhu et al. (2014) faster and faster ultimately leading to
the undesired Zeno behavior.
The event-triggered consensus of linear systems using
ZOH implementations was also addressed in Guo et al.
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(2014). In this reference the agents measure their state
and evaluate their event-triggered conditions periodi-
cally, at every h time units. However, the convergence
conditions expressed in Guo et al. (2014) require ex-
plicit knowledge of the Laplacian matrix, which is an
impediment for decentralized implementation.
The early work by Liu et al. (2012) provides an event-
triggered strategy to reduce communication of a
class of linear systems without explicitly addressing
Zeno behavior. The works Demir and Lunze (2012)
and Demir and Lunze (2012) study event-triggered syn-
chronization of linear systems using a ZOH implemen-
tation with constant thresholds. The work Zhang et al.
(2014) uses a ZOH method but restricts only actua-
tion updates, while continuous communication is still
required for the agents to determine the triggering in-
stants. The work Zhou et al. (2015) addresses leader-
follower consensus problem of linear systems but, similar
to the previous reference, the event conditions require
continuous state information from neighbors and from
the leader, which limits the application of this approach
for reducing communication frequency.
Fortunately, some new frameworks and algorithms
have recently been developed to overcome this prob-
lem (Mu et al., 2015; Ding et al., 2015; Yang et al.,
2014, 2015, 2016; Garcia et al., 2014; Liu et al., 2015;
Garcia et al., 2017; Zhang et al., 2014; De Persis, 2013).
Recent contributions have relied on model-based or es-
timation approaches in order to address event-triggered
coordination, and to improve the performance of the
multi-agent coordination system in terms of asymptotic
convergence and reduction of generated events. Some
of these approaches rely on both, sensing the states of
neighbors and transmitting the control inputs, while
other approaches only assume broadcasting capabilities.
More specifically, we now make one big change to the
definition of x̂i(t). Until now we have always treated x̂i(t)
as a piece-wise constant value that only changed when
agent i triggered an event. Instead, with a slight abuse of
notation, we now consider it as a time-varying estimate
of the state of agent i with dynamics
˙̂xi(t) = Ax̂i(t) +Bûi(t), (72)
where
ûi(t) = ui(t
i
ℓ) for t ∈ [tiℓ, tiℓ+1) (73)
is the control input used by agent i at its last event time.
Then, when an event is triggered by agent i at time tiℓ,
it sends its control input ui(t
i
ℓ) in addition to its current
state xi(t
i
ℓ). With this information, any neighbor j ∈ Ni
can then propagate the estimate (72) forward in time.
Given these new model-predictive estimates, we redefine
the control law in the same way as (70) but with x̂j(t) now
given by (72), rather than being piece-wise constant. The
closed-loop system dynamics of (65) with these control
inputs is then given by
x˙(t) = IN ⊗Ax(t) + cL⊗BFx(t) + cL⊗BFe(t).
(74)
The problem can now be formalized as follows.
Problem 3.18 (Decentralized event-triggered co-
ordination with linear dynamics) Given the closed-
loop dynamics (74), find an event-trigger fi(·) for each
agent that is locally computable such that the sequences of
times {tiℓ}ℓ∈Z≥0 ensures synchronization (59) is achieved.
Leveraging the result of Theorem 3.17, a state-dependent
triggering rule to solve Problem 3.18 is proposed
in (Garcia et al., 2014) based on the Lyapunov func-
tion V = xTLx, where L = L ⊗ P and P is defined
by (69). This result is formalized next.
Theorem 3.19 (Decentralized (state-dependent)
event-triggered coordination with linear dynam-
ics (Garcia et al., 2014)) Given a connected, undi-
rected graph Gcomm and the closed-loop dynamics (74),
if the event times of each agent i are determined as the
times when
fi(ei, x̂Ni) , δi − σiẑTi Θiẑi ≥ 0, (75)
where
ẑi =
∑
j∈Ni
(x̂i − x̂j) ,
Θi = (2c2 − bi|Ni|(c2 − c1))PBBTP,
δi = 2(c2 − c1)|Ni|ẑTi PBBTPei + |Ni|eTi PBBTPei
×
[
2c1|Ni|(1 + bi) + c2 − c1
bi
+ c1(N − 1)
(
bi +
3
bi
)]
,
with constants c1 ≥ 1/λ2, c2 > 0, and 0 < bi < 2c2|Ni|(c2−c1)
for c2 > c1, or bi > 0 otherwise, then all non-Zeno trajec-
tories of the system asymptotically achieve synchroniza-
tion.
Theorem 3.19 guarantees asymptotic synchronization of
the agents with linear dynamics along all its non-Zeno
trajectories. Unfortunately, this result does not guaran-
tee the exclusion of Zeno behavior. Following our dis-
cussion in Section 2.1.1, there are now several meth-
ods that can be used to address this issue. For instance,
in (Garcia et al., 2014) a small fixed parameter is in-
cluded in the trigger function (75) to avoid Zeno be-
haviors. While the modified algorithm is able to ensure
Zeno behavior do not occur, the price to pay is that it
can no longer guarantee convergence exactly to a syn-
chronized state, but rather to a neighborhood around
it. We omit the details but refer the interested reader
to (Garcia et al., 2014).
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For completeness, the next result from (Garcia et al.,
2017) also solves Problem 3.18 using a time-dependent
triggering function rather than a state-dependent one as
in Theorem 3.19.
Theorem 3.20 (Decentralized (time-dependent)
event-triggered coordination with linear dynam-
ics (Garcia et al., 2017)) Given a connected, undi-
rected graph Gcomm and the closed-loop dynamics (74),
if the event times of each agent i are determined as the
times when
fi(ei, t) , ‖ei‖ − c1e−αt = 0,
with constants c1, α > 0, then all non-Zeno trajectories of
the system asymptotically achieve synchronization. More-
over, there exists λ∗ such that for α < λ∗, the closed-loop
system does not exhibit Zeno behavior.
Similar to the result of Theorem 3.6, Zeno behavior can
be avoided if α is chosen small enough, where the critical
value λ∗ again depends on global information. The inter-
ested reader is referred to (Garcia et al., 2017). Similar
problems in the presence of input saturation are consid-
ered in (Liu et al., 2016; Zhou et al., 2016).
We stop our discussion here at homogeneous agents with
linear dynamics. Indeed there are also some relevant
works that address the case of heterogeneous agents
with linear dynamics (Zhou et al., 2017) as well. Ad-
ditionally, recent works have also considered nonlinear
dynamics but we omit the details and instead refer the
interested reader to the works (Xiuxia and Dong, 2013;
Zhang et al., 2015; Li et al., 2016,; Hu and Cao, 2017;
Luzza et al., 2016). Instead, some works consider non-
linear control inputs with simpler dynamics to achieve
finite-time or fast consensus (Guo and Dimarogonas,
2013; Zhang et al., 2015).
3.6 Uncertainty
Throughout this article we have assumed there are no
disturbances or uncertainties of any kind, which clearly
idealizesmany instances of the problemswe are interested
in. Consequently, it is clearly important to determine how
robust the algorithms we have discussed so far are in the
presence of different sources of uncertainty, and how the
algorithms might need to be modified to accommodate
them. While we do not go into the same level of detail for
these algorithms as we have done in the rest of the article,
we provide a brief discussion of the technical issues and
challenges on this front.
As discussed in Section 2.1.1, guaranteeing the existence
of a positive MIET is crucial in ensuring that a pro-
posed solution can actually be implemented. Interest-
ingly, even if an event-triggered controller guarantees a
positive MIET when disturbances do not exist, it is pos-
sible that arbitrarily small disturbances are enough to
void this guarantee. The robustness of the existence of
a positive MIET is therefore a critical property. We re-
fer to Borgers and Heemels (2014) for a detailed discus-
sion on the notion of robustness of event-triggered con-
trollers in the presence of disturbances and, in partic-
ular, the notion of local event-separation (guaranteeing
non-Zeno executions when disturbances are not present)
and the stronger notions of semi-global and global event-
separation (with event-triggered controllers being robust
against disturbances). The implementation details when
designing event-triggered communication and control al-
gorithms highlight the importance of this topic. While
this article has stopped just short of this technical dis-
cussion, future works on these topics should be mindful
of these implementation details to ensure the solutions
can be practically implemented.
3.6.1 Quantization
Beyond state disturbances, imperfect wireless commu-
nication mechanisms present an additional set of chal-
lenges. As a majority of this article assumes messages
are shared wirelessly, quantization of transmitted infor-
mation is a natural issue that must be addressed. This
problem was first studied by Garcia et al. (2013) using
uniform quantizers. In general, an algorithmwhich would
guarantee asymptotic convergence to the global initial av-
erage when non-quantized information is transmitted by
each agent, is instead only able to converge to a bounded
region around the initial average in the case where uni-
form quantizers are implemented at each node. This type
of result is also known as practical consensus. The states
of the agents satisfy limt→∞ ||xi(t) − x¯|| ≤ c, where c is
a constant which depends on the size of the quantization
step and x¯ = 1
N
∑N
i=0 xi(0).
The more recent work (Zhang et al., 2015) considers both
uniform and logarithm quantizers. In the case of loga-
rithmic quantizers, asymptotic convergence to the initial
average is still not guaranteed in general. The difference
between any two states is still bounded, but now this
bound also depends on the value of the initial average.
For instance, if the initial average happens to be equal to
zero, then asymptotic convergence to the initial average
is achieved. Compared to uniform quantizers, the use of
logarithmic quantizers has been of significant advantage
in stabilization problems since the quantization error di-
minishes as the signal to be quantized tends to zero. How-
ever, in consensus problems of single-integrator systems,
the steady state value of the overall system is in general
not equal to zero. Hence, it is expected that the results
shown by Zhang et al. (2015) do not guarantee asymp-
totic convergence and the bounds on the state disagree-
ment depend on the value of the initial average. Some
more recent works that study further extensions such as
dynamic quantization or self-triggered mechanisms are
proposed in (De Persis and Frasca, 2013; Li et al., 2016;
Yi et al., 2016; Senejohnny et al., 2018).
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3.6.2 Communication delays and packet dropouts
In addition to quantization, specifically considering wire-
lessly networked systems introduces many new sources
of uncertainty in the form of delays and packet drops.
Consequently, some of these issues have already been
studied when the algorithms were first developed. Early
in the development of event-triggered consensus algo-
rithms, (Seyboth et al., 2013) analyzes the presence
of communication delays in the consensus of single-
integrator systems. It was shown in that reference that
the closed-loop overall system using event-triggered con-
trollers is Input-to-State Stable (ISS) with respect to the
state errors introduced by the event-triggered controllers
and practical consensus was demonstrated in the pres-
ence of delays bounded by a function of the largest eigen-
value of the graph Laplacian. Consensus of discrete-time
single-integrator systems with communication delays
was studied in (Li et al., 2014). The work (Garcia et al.,
2016) provides an approach for consensus of double-
integrator systems using a time-dependent threshold for
systems with non-consistent packet dropouts and delays.
Non-consistent packet dropouts means that a packet of
information broadcasted by a given agent i may be re-
ceived by all, some, or none of the intended recipients j
such that i ∈ Nj . Similarly, the communication delay as-
sociated to a given broadcast message can be different in
general to every receiving agent, given that the message
is successfully received. This is studied in Dolk et al.
(2017) for general linear systems where a dynamic event-
triggered coordination strategy is developed that guar-
antees average consensus but requires global information
to determine whether the system will converge or not.
4 Applications of Event-Triggered Consensus
Here we provide examples of both direct and indirect ap-
plications of the various algorithms discussed in the ar-
ticle. Our presentation is not meant to be exhaustive of
every area, but rather serve as an initial point of refer-
ence for interested readers that seek to employ the results
presented above. Our focus is not on multi-agent consen-
sus per se, but in works that have addressed the need
for event-triggered coordination in problems that involve
consensus.
Formation control. The connections between con-
sensus and some practical problems such as formation
control of groups of vehicles have already been long
established before event-triggered ideas became popu-
lar (Ren and Beard, 2008; Ren and Atkins, 2007). This
problem is relatively straightforward in the centralized
case where all agents know the desired shape and location
of the final formation. However, in the decentralized ver-
sion of the problem, each vehicle may know the desired
formation shape but the location of the formation needs
to be negotiated and agreed upon by the distributed
agents (Ren et al., 2007).
Letting pi ∈ Rn represent the position of agent i in
some space, the goal is to drive all agents i ∈ {1, . . . , N}
such that pi(t) → p¯ + bi, where p¯ is the average posi-
tion of all agents and bi represents the desired relative
displacement of agent i defining its position in the for-
mation with respect to the center. Since the vectors bi
are constant, the agents then simply need to perform
average consensus on the virtual state xi = pi − bi to
agree upon the center of the formation. Early works gen-
erally assumed that agents have continuous, or at least
periodic, access to information about their neighbors.
Consequently, several groups of researchers have consid-
ered applying the event-triggered coordination ideas to
consensus-based formation control algorithms to relax
this requirement (Chu et al., 2018; Nowzari and Pappas,
2016; Adaldo et al., 2017).
Leader-tracking. Similar to formation control, an-
other popular application is to actually try to directly
control the entire group of agents using a small subset
(or even just a singular) of agents to drive the rest of the
group. In the leader-tracking (or leader-follower) prob-
lem there exists (at least) one particular agent, called the
leader (or pinned agent), which acts independently from
all other agents’ states. The rest of the agents are re-
ferred to as the followers and they implement some form
of consensus algorithm such that they essentially ‘fol-
low’ the leader(s), perhaps while maintaining a specified
formation.
For simplicity, consider a single leader with identity i = 0
which aims to lead a group of agents with identi-
ties i = {1, . . . , N}. The leader is free to move or be
controlled by a user. Not all agents will have access
to direct information about the leaders’ motion, and
hence they implement average consensus to propagate
it throughout the network and be able to follow the
leader. Depending on constraints such as the maximum
speed or acceleration of the leader, various results can
be established regarding the global behavior and perfor-
mance of the system. Many groups of researchers have
looked at applying event-triggered coordination to many
different variations of this leader-tracking problem. For
instance, single- and double-integrator dynamics are
considered in (Liu et al., 2016), homogeneous linear dy-
namics in (Cheng et al., 2014; Cheng and Ugrinovskii,
2016; Zhu and Jiang, 2015), heterogeneous linear dy-
namics in Garcia et al. (2017), and nonlinear dynamics
in Adaldo et al. (2015); Zhang et al. (2015); Li et al.
(2016). In addition to considering different types of
dynamics, other groups have considered discrete-time
systems (Chen et al., 2015). Finally, even more varia-
tions can be considered by imposing different types of
constraints on the problems or solutions as discussed
throughout this article. Examples include the addition
of uncertainties/disturbances, specific goals of a network
of leader-followers (e.g., containment control), dynamic
topologies, and the different types of triggering mech-
anisms discussed in this article (Li et al., 2015, 2016;
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Xu et al., 2017; Mu et al., 2015).
Distributed estimation. A popular indirect applica-
tion of consensus algorithms in general is distributed
state estimation, see e.g. (Zou et al., 2017). Consensus
protocols can then be used to allow distributed agents
to communicate and agree on a common state estimate;
however, this generally assumes periodic communication
among the agents. More specifically, distributed agents
are sharing new samples with one another at all times
to maintain both a good and consistent estimate of the
quantity of interest. However, this can be wasteful in gen-
eral, especially if new samples being shared are not pro-
viding much new information. Instead, applying event-
triggered coordination to these algorithms can help re-
duce the amount of communication required by a net-
work to maintain a state estimate. In (Battistelli et al.,
2016), each node of the communication network imple-
ments a local Kalman filter and shares this information
with neighbors to achieve consensus. The implementa-
tion of event-triggered communication strategies restricts
inter-agent communication. In this case, it is necessary to
evaluate the difference between probability density func-
tions (PDF) at different time instants. This is achieved
by applying the Kullback-Leibler divergence metric to
the current local PDF and the last transmitted PDF.
The result of this operation is compared against a time-
dependent threshold of the form c0 + c1e
−αt. Similar to
the ideas of this article, the agents only share their new
information with neighbors if the new information is dif-
ferent enough from what is currently estimated accord-
ing to the time-varying threshold. Ouimet et al. (2018)
pursue similar ideas in the context of cooperative local-
ization, with agents only sending measurements to neigh-
bors when the expected innovation for state estimation
is high. Instead, the work (Liu et al., 2015) considers a
simpler positive threshold parameter to dictate events.
Clock synchronization. Clock synchronization is a
particular problem of interest requiring agents in a net-
work to synchronize their imperfect clocks via communi-
cation. This problem has been addressed in the past using
consensus algorithms and assuming continuous or peri-
odic communication such as in (Schenato and Fiorentin,
2011) and (Carli and Zampieri, 2014). Specifically, let-
ting t ∈ R≥0 represent the true global time, we define the
local clock time for a distributed agent i ∈ {1, . . . , N} as
si(t) = ait+ bi,
where ai > 0 and bi ∈ R represent the unknown drift and
bias of clock i, respectively. In order to synchronize the
clocks with varying and unknown drifts and biases, we
define a virtual clock
Ti(t) = αi(si(t))si(t) + βi(si(t)),
where αi and βi are the controlled drift and bias of node i,
respectively, whose dynamics are to be designed. The goal
is then to perform consensus on the virtual clock vari-
ables Ti such that ‖Ti−Tj‖ → 0 for all pairs of agents by
constantly sharing these values as they update their con-
trolled drift and bias. Instead, recent works have stud-
ied applying event-triggered coordination to these prob-
lems to reduce the communication required by the agents
to synchronize their clocks (Kadowaki and Ishii, 2015;
Chen et al., 2015; Garcia et al., 2017).
Distributed optimization. In many applications, it
is of interest to solve optimization problems with separa-
ble objective functions of the form
f(x) =
N∑
i=1
fi(x, yi),
subject to various equality and/or inequality constraints,
where x is some variable or state, yi is some data or
measurement local to agent i, and fi is a function known
to agent i, see (Wan and Lemmon, 2009; Nedic´, 2015).
Regardless of the objective or constraints, a popular
approach to solve this problem is by having agents con-
stantly share information (either their local state xi or
their about the global solution x) with their neighbors
to cooperatively optimize the function while ensuring
the global constraints are satisfied. Instead, several
groups of researchers have studied the application of
event-triggered coordination to these sorts of prob-
lems where the agents’ decisions are coupled through
the objective function, the constraints, or both. More
specifically, agents employ event-triggered communi-
cation to trade computation for reduced overall infor-
mation exchange in finding a solution of the optimiza-
tion problem (Zhong and Cassandras, 2010; Kia et al.,
2015; Richert and Corte´s, 2016; Liu and Chen, 2016;
Chen and Ren, 2016).
5 A Look Beyond
We have mainly focused on providing an introduction
and survey of event-triggered coordination strategies ap-
plied specifically to the multi-agent consensus problem,
but this article can also be viewed as a broader tutorial on
how to apply event-triggered coordination to networked
systems in general by thinking of the consensus prob-
lem as a specific case study. In fact, the work on event-
triggered coordination for multi-agent consensus and net-
worked systems in general has evolved in parallel over the
last decade. For a tutorial introduction on event-triggered
control of single plant systems we refer to (Heemels et al.,
2012). Instead, we provide here a brief overview of dis-
tributed event-triggered control for networked systems in
a more general context than just multi-agent consensus.
Note that this is not meant to be a comprehensive survey
of event-triggered coordination for networked systems in
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general but rather points to various other classes of net-
worked problems that also benefit from ideas in event-
triggered control; for this we refer the interested reader
to (Tolic´ and Hirche, 2017). In this section, we provide a
brief discussion on distributed event-triggered coordina-
tion of more general networked systems and finally take
a look forward, identifying possible avenues for future re-
search.
5.1 Distributed event-triggered control and stabilization
We consider here the distributed control and stabiliza-
tion of interconnected systems. These interconnections
not only capture the ability to share information, but
also might represent inherent dynamic coupling be-
tween the subsystems. The overall objective is the sta-
bilization of the overall system through coordinated
communication and control. Initial work formally in-
troducing and addressing this problem was presented
in (Wang and Lemmon, 2008,), where each subsystem’s
dynamics are described by
x˙i(t) = Aixi(t) +Biui(t) +
∑
j∈Ni
Aijxj(t), (76)
for i = {1, . . . , N}, where xi ∈ Rni and ui ∈ Rmi rep-
resent the state and the control input of subsystem i,
respectively. The matrices Ai ∈ Rni×ni , Bi ∈ Rni×mi ,
Aij ∈ Rni×nj , represent the state, input, and coupling
matrices, respectively. The starting point is the availabil-
ity of ideal controllers
ui(t) = Kixi +
∑
j∈Ni
Lijxj ,
where the decoupling gains Lij can be chosen such
that BiLij = −Aij and Ki has been designed such x = 0
is asymptotically stable. However, since implementing
this solution requires each subsystem to have continuous
access to the state of neighboring subsystems, the goal
now is to instead design a distributed event-triggered
coordination strategy to solve the problem.
Similar to our setup for consensus, each subsystem must
now determine for itself when to broadcast its state to
neighboring subsystems. Consequently, the actual control
input of agent i is given by
ui(t) = Kix̂i +
∑
j∈Ni
Lij x̂j , (77)
where x̂i(t) = xi(t
i
ℓ) for t ∈ [tiℓ, tiℓ+1) is the last broad-
cast state of subsystem i at any given time t ∈ R≥0. Just
as in the consensus case, we define ei(t) = x̂i(t) − xi(t)
as the error between the last broadcast state of subsys-
tem i and its current state. Following our discussion in
Section 2.1, we are interested in designing a distributed
event-triggering condition fi(·) such that the closed-loop
dynamics of (76) with control input (77) guarantees that
the system still asymptotically converges.
To achieve this, under suitable conditions,Wang and Lemmon
(2008) propose the trigger
fi(ei, xi) , βi‖ei‖2 − αi‖xi‖2 ≤ 0,
for some positive constants βi and αi. This work was
extended in (Wang and Lemmon, 2011; De Persis et al.,
2013) to nonlinear systems of the form
x˙i(t) = Fi(xi, {xj}j∈Ni , ui).
Later works (Guinaldo et al., 2012, 2013) have further
extended these results to consider robustness issues such
as the presence of network delays and packet dropouts in
the networked stabilization problem.
5.2 Decentralized event-triggered control over wireless
sensor/actuator networks
A similar problem related to distributed event-triggered
control was presented in (Mazo Jr. and Tabuada, 2011)
and (Postoyan et al., 2011), where the states of a nonlin-
ear system
x˙(t) = F (x(t), u(t))
are measured by individual, decentralized sensors. More
specifically, different components of the state of a sin-
gle system is sampled by different sensors. As usual, the
starting point here is the assumption that a stabilizing
controller u(t) = K(x(t)) exists and is known. The actu-
ally used control input is then of the form u(t) = K(x̂(t)),
where x̂(t) represents the most up-to-date information
about the true state x(t). The goal is then for any given
sensor to determine conditions for sharing its information
based only on its local measurements in order to guaran-
tee stabilization of the overall system.
5.3 Distributed event-triggered control for output feed-
back systems
Throughout this article we have assumed that individ-
ual agents or subsystems have access to their own exact
state. Instead, many works (Tallapragada and Chopra,
2012; Donkers and Heemels, 2012; Heemels et al.,
2013; Tallapragada and Chopra, 2014; Forni et al.,
2014; Mazo Jr. and Cao, 2014; Yu and Antsaklis, 2012;
Tolic´ and Fierrol, 2013; Zhang et al., 2014; Cui et al.,
2016; Hu and Liu, 2017; Yu and Antsaklis, 2014; Hu et al.,
2016; Liu et al., 2014; Zhou et al., 2016; Dolk et al., 2017;
Hu et al., 2017; Abdelrahim et al., 2017;Mahmoud et al.,
2016) consider the case of systems with output feedback,
e.g.,
x˙i(t) = Aixi(t) +Biui(t),
yi(t) = Cixi(t),
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where each element of the output of the system is sam-
pled by a different sensor. Depending on the specific ap-
plication, the goals are similar to the problems we have
already discussed; e.g., synchronizing the outputs (rather
than the states) or guaranteeing asymptotic convergence
using only an output feedback controller (rather than
state feedback).
Similar to the technical issues we come across regarding
Zeno executions for the multi-agent consensus problem,
these types of problems exhibit the exact same types of
concerns due to the distributed and partial information
available to the sensors Donkers and Heemels (2012).
5.4 Future Outlook
This article has provided an introduction to the field
of event-triggered consensus. As consensus problems are
widespread in terms of networked systems, the exposi-
tion has brought up many of the challenges and tools that
are not specific to this particular problem, but underlie
network coordination tasks in general. In particular, we
have highlighted the importance of designing distributed
event-triggers that still guarantee global properties and
the technical difficulties that come with ensuring stability
of the resulting asynchronous executions. The focus on
consensus has enabled us to illustrate the motivation, the
design methods, and the technical challenges that arise
in carrying this through. Here, we offer some thoughts on
additional lines of research that we believe are worthy of
further exploration in the future.
Stochastic event-triggers. Through this article we
have focused only on deterministic triggering strategies
that determine precise times at which events should be
triggered. Alternatively, a number of works (Han et al.,
2015; Brunner et al., 2018; Antunes, 2013) consider the
design of events that are triggered stochastically. While
this area is still in under development, there seem to be
some benefits that may be applicable to both the multi-
agent consensus problem and networked systems more
generally. For instance,
(i) it may be easier to compare the performance of dif-
ferent algorithms against one another by considering
average quantities or rates of transmissions rather
than exact trajectories;
(ii) they require less precise specifications, in that trig-
gers can be more loosely defined since it is not crit-
ical that an event be triggered at an exact specified
time; and
(iii) it may be easier to ensure non-Zeno executions due
to the less precise scheduling constraints.
We are not yet aware of any works that study this
for networked systems but believe this to be a worth-
while avenue for future exploration. It should be noted
that we view this differently from stochastic event-
triggered control, in which the idea of event-triggered
control updates is applied to stochastic optimal con-
trollers (Xu and Hespanha, 2005; Rabi and Baras, 2007;
Molin and Hirche, 2009, 2010).
Dynamic average consensus. Throughout the arti-
cle we have generally assumed that the final convergence
value of the entire network depends on some function of
the initial states of all agents. However, we can also imag-
ine extensions of these ideas to dynamic average consen-
sus problems, in which the group of agents is expected to
track some time-varying quantity about all the agents.
For instance, the agents may be trying to agree on the
average temperature in a room; but if the temperature
in the room is changing, we need a dynamic consensus
algorithm to track the average temperate of the room in
real time. Of course of the temperature is changing too
quickly, then we cannot expect accurate tracking of it in a
distributed manner; however, depending on assumptions
on how quickly the quantity of interest is changing, dif-
ferent bounds on the tracking error can be provided us-
ing dynamic consensus algorithms (Freeman et al., 2006;
Spanos et al., 2005; Kia et al., 2015). In fact, the dynamic
average consenus problem is a natural generalization of
the static average consensus problem with applications
in a wide variety of areas.
Existing dynamic average consensus algorithms generally
require continuous or periodic communication between
agents in order to adequately track the quantity of inter-
est. Consequently, Kia et al. (2015) considers the appli-
cation of event-triggered coordination to the dynamic av-
erage consensus problem to relax this requirement. Simi-
lar to some algorithms presented in this article, Kia et al.
(2015) presents event-triggered versions of these algo-
rithms that determine when communication should occur
according to some time- or state-varying thresholds over
multi-agent networks with single integrator and dynamic
topologies. Convergence is only guaranteed to within a
neighborhood of the time-varying average signal.
Cloud-based event-triggered control. Throughout
this article we have assumed various forms of peer-to-
peer communication; in all cases the messages were di-
rectly sent from one agent to another. Instead, some re-
cent works consider scenarios where agents communicate
indirectly through the use of the cloud (Adaldo et al.,
2015; Bowman et al., 2016; Adaldo et al., 2017). More
specifically, we have thus far assumed that when an agent
decides to send information to another, it is passively
received by the receiving agent. It is possible that the
packet can be dropped or delayed, but in either case the
receiving agent does not have an active part in receiv-
ing the message. Instead, using a cloud-based commu-
nication model, an agent i can only publish things in-
tended for other agents to a cloud repository, rather than
sending it directly to them. In this case, until a receiv-
ing agent j actively decides to connect to the cloud and
download the information that is available, it will not
even be aware of a pending message from the transmitting
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agent i. And in turn, when the message is received, it re-
veals information about the past state and plans of agent
i, and likely only partial information about the present
ones. This raises a plethora of interesting opportunities
for the design of promises among agents, and the techni-
cal analysis of the resulting coordination algorithms, see
also (Nowzari and Corte´s, 2016). The use of the cloud
also opens the possibility of network agents with limited
capabilities taking advantage of high-performance com-
putation capabilities to deal with complex dynamical pro-
cesses.
Performance guarantees. Something conspicuously
missing from the event-triggered consensus literature in
particular and the event-triggered control literature in
general are performance guarantees that quantify the
benefit of this approach over time-triggered or peri-
odic implementations. The self-tuning nature of event-
triggered control, where events are tuned to the execution
of the task at hand, makes it appealing at a conceptual
and design level. Periodic control, by contrast, requires
the a priori selection of stepsizes and the consideration
of worst cases in doing so. Simulations have consistently
shown the promise of event-triggered algorithms over
periodic ones in many cases. Apart from some early
work examining this issue A˚stro¨m and Bernhardsson
(1999, 2002), it is only recently that some works
have establishes results along these lines for systems
with a centralized controller or decision maker, see
e.g., (Antunes and Heemels, 2014; Dolk et al., 2017;
Khashooei et al., 2017, 2018; Ong and Corte´s, 2018).
There is also some preliminary work to apply this to
network settings (Ramesh et al., 2016; Borgers et al.,
2017; Heijmans et al., 2017), but this area as a whole is
still largely incomplete. We expect such guarantees and
characterizations of average communication rates to be
increasingly important as event-triggered coordination
algorithms gain further popularity.
Related to this is the need to have ways of compar-
ing different event-triggered algorithms that successfully
achieve the same task in order to understand which one
is better and under what conditions. Even in this arti-
cle we have presented several algorithms that solve the
same problem, and even assume the same capabilities
of the agents. For example, Theorems 3.4 and 3.5 both
solve Problem 2.5 under the same assumptions of the
agents’ abilities and are able to provide the same guaran-
tee: asymptotic convergence (including non-Zeno guaran-
tees). However, this gives us no insight into the transient
performance of these algorithms. Consequently, it is un-
clear which algorithm would be better to implement to
solve a given problem. Ultimately, the type of algorithm
we want to design and implement should be optimized for
a certain task. For instance, in some cases it may be desir-
able to reduce the communication burden of the network
as much as possible, but in other scenarios it may make
more sense to use frequent communication to yield faster
convergence. In any case, we are still in the need as a com-
munity for established metrics and methods for compar-
ing different algorithms against one another to be able to
optimize them to meet varying performance needs.
6 Conclusions
The application of event-triggered coordination to large-
scale networks is currently surging in interest due to the
rising ubiquity of interconnected cyber-physical systems.
As the number of devices connected to a shared net-
work grows larger than previously dealt with in the past,
distributed time-triggered coordination strategies do not
scale well. Such limitations require a rethinking of the pe-
riodic control paradigm towards opportunistic schemes,
as the ones discussed in this article, that take full advan-
tage of the knowledge of the agents, the environment, and
the task to efficiently manage the available resources.
The work A˚stro¨m and Bernhardsson (2002) concluded
that
“There are an increasing number of applications where
the assumption of constant sampling rate is no longer
valid, typical examples are multi-rate sampling and
networked systems. Lebesgue sampling (or event-
triggered sampling) may be a useful alternative...
...It would be very attractive to have a system theory
similar to the one for periodic sampling.”
We believe the field of event-triggered coordination is
shaping up to be precisely the type of theory needed in
addressing the various network problems that exist today,
where aperiodic sampling, communication, and control
should be viewed as an opportunity rather than a distur-
bance. We hope that researchers find this article useful
in developing a better understanding of event-triggered
coordination and designing other general networks that
operate in an efficient and adaptive fashion.
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Appendix
Proof of Theorem 2.2 Consider the Lyapunov func-
tion
V (x) =
1
2
xTLx.
Then, given the dynamics (10) and the continuous control
law (11),
V˙ (x) = xTLx˙ = −xTLTLx = −‖Lx‖2,
where we have used the fact that L is symmetric. It is
now clear that using the continuous control law (11) we
have V˙ (x) < 0 for all Lx 6= 0. Using LaSalle’s Invariance
Principle [82], it can then be shown that
x(t)→ {Lx = 0} = {xi = xj ∀i, j ∈ {1, . . . , N}}
as t→∞. Combining this with the fact that the sum of
all states is an invariant quantity concludes the proof,
d
dt
(
1TNx(t)
)
= 1TN x˙(t) = −1TNLx(t) = 0.

Proof of Theorem 3.1 Consider again the Lyapunov
function
V (x) =
1
2
xTLx.
Then, we see that the trigger (33) guarantees that (32)
is satisfied at all times. Combined with the closed-loop
dynamics (30), we have
V˙ ≤
N∑
i=1
(σi − 1)(1− a|Ni|)ẑ2i ,
which is strictly negative for all Lx̂ 6= 0. Similar to the
conclusion in the proof of Theorem 2.2, we can similarly
show that x̂ → {Lx̂ = 0}. By noticing that x̂i is simply
a sampled subset of the trajectory of xi, we have that
x → {Lx = 0}. Finally, combining this again with the
fact that the sum of all states is an invariant quantity
concludes the proof.

Proof of Lemma 3.2 Given the Lyapunov function
V (x) =
1
2
(x− x¯1)T (x− x¯1)
and the closed-loop dynamics (30), we have
V˙ = xT x˙− x¯T x˙ = −xTLx̂− x¯Lx̂ = −xTLx̂.
Recalling ei(t) = x̂i(t)−xi(t), we can expand this out to
V˙ = −x̂TLx̂+ eTLx̂
= −
N∑
i=1
∑
j∈Ni
(
1
2
(x̂i − x̂j)2 − ei(x̂i − x̂j)
)
.
Using Young’s inequality for each product we can bound
(see [128] for why this choice)
ei(x̂i − x̂j) ≤ e2i +
1
4
(x̂i − x̂j)2
which yields
V˙ ≤ −
N∑
i=1
∑
j∈Ni
(
1
2
(x̂i − x̂j)2 − e2i −
1
4
(x̂i − x̂j)2
)
= −
N∑
i=1
∑
j∈Ni
(
1
4
(x̂i − x̂j)2 − e2i
)
=
N∑
i=1
e2i |Ni| −
∑
j∈Ni
(
1
4
(x̂i − x̂j)2
)
.

Proof of Theorem 3.6 Let δ(t) = x(t) − x¯1, where
x¯ = 1
N
∑N
i=1 xi(0) is the average of all initial conditions.
36
Then, δ˙(t) = −Lδ(t)− Le(t), yielding
δ(t) = e−Ltδ(0)−
∫ t
0
e−L(t−s)Le(s)ds.
Taking norms,
‖δ(t)‖ ≤ ‖δ(0)e−Lt‖+
∫ t
0
‖e−L(t−s)Le(s)‖ds
≤ e−λ2(L)t‖δ(0)‖+
∫ t
0
e−λ2(L)(t−s)‖Le(s)‖ds,
where the second inequality follows from [155, Lemma
2.1].
Using the condition
|ei(t)| ≤ c0 + c1e−αt,
it follows that
‖δ(t)‖ ≤ e−λ2t‖δ(0)‖+ ‖L‖
√
N
∫ t
0
e−λ2(t−s)(c0 + c1e
−αs)ds
= e−λ2t
(
‖δ(0)‖ − ‖L‖
√
N
(
c0
λ2
+
c1
λ2 − α
))
+ e−αt
‖L‖√Nc1
λ2 − α +
‖L‖√Nc0
λ2
.
The convergence result then follows by taking t→∞. 
Proof of Theorem 3.5 Consider the Lyapunov func-
tion
V (x) =
1
2
(x− x¯1)T (x− x¯1).
Following the discussing after Lemma 3.2, we know that
when (35) is satisfied, we have V˙ is strictly negative for
all Lx̂ 6= 0. However, since the agents can now only eval-
uate the trigger (56) at the sampling times under the pe-
riodic event-triggered coordination algorithm presented
in Theorem 3.5, we lose the guarantee that V˙ ≤ 0 at all
times. Thus, we must now analyze what happens to the
Lyapunov function V in between these sampling times.
Explicitly considering t ∈ [tℓ′ , tℓ′+1), note that
e(t) = e(tℓ′) + (t− tℓ′)Lx̂(tℓ′).
Substituting this expression into V˙ (t) = −x̂T (t)Lx̂(t) +
eT (t)Lx̂(t), we obtain
V˙ (t) = −x̂T (tℓ′)Lx̂(tℓ′) + eT (tℓ′)Lx̂(tℓ′)
+ (t− tℓ′)x̂T (tℓ′)LTLx̂(tℓ′),
for all t ∈ [tℓ′ , tℓ′+1). For a simpler exposition, we drop
all arguments referring to time tℓ′ in the sequel. Then,
using (35) to bound e(t′ℓ), we can show
V˙ (t) ≤
N∑
i=1
σi − 1
4
∑
j∈Ni
(x̂i − x̂j)2 + (t− tℓ′)x̂TLTLx̂.
Note that the first term is exactly what we have when we
are able to monitor the trigger continuously (36).
Using the fact that (
∑p
k=1 yk)
2 ≤ p∑pk=1 y2k (which fol-
lows directly from the Cauchy-Schwarz inequality), we
bound
x̂TLTLx̂ =
N∑
i=1
∑
j∈Ni
(x̂i − x̂j)
2
≤
N∑
i=1
|Ni|
∑
j∈Ni
(x̂i − x̂j)2.
Hence, for t ∈ [tℓ′ , tℓ′+1),
V˙ (t) ≤
N∑
i=1
(σi − 1
4
+ h|Nmax|2
) ∑
j∈Ni
(x̂i − x̂j)2
≤
(σmax − 1
2
+ 2h|Nmax|2
)
x̂TLx̂.
Then, by using (45), it can be shown that there exists
B > 0 such that
V˙ (t) ≤ 1
2B
(
σmax + 4h|Nmax|2 − 1
)
V (x(t)),
which implies the result. See [128] for more details. 
Proof of Theorem 3.11 Consider the Lyapunov func-
tion
V (x) =
1
2
xTLx.
Then, we see that the trigger (56) ensures that (54) is
satisfied at all times. Then, leveraging Lemma 3.10, we
have
V˙ ≤
N∑
i=1
σi − 1
4
∑
j∈N out
i
wij(x̂i − x̂j)2,
which is strictly negative for all Lx̂ 6= 0. Following the
discussion in the proof of Theorem 3.1, we have that x→
{Lx = 0}. Finally, because the graph is weight-balanced
the sum of all states is an invariant quantity,
d
dt
(
1TNx(t)
)
= 1TN x˙(t) = −1TNLx̂(t) = 0,
37
which concludes the proof. 
Proof of Theorem 3.15 Let δ(t) = x(t) − x¯1, where
x¯ = 1
N
∑N
i=1 xi(0) is the average of all initial conditions.
Then, δ˙(t) = −Lδ(t)− Le(t), yielding
δ(t) = e−Ltδ(0)−
∫ t
0
e−L(t−s)Le(s)ds.
Taking norms,
‖δ(t)‖ ≤ ‖δ(0)e−Lt‖+
∫ t
0
‖e−L(t−s)Le(s)‖ds
≤ e−λ2(L)t‖δ(0)‖+
∫ t
0
e−λ2(L)(t−s)‖Le(s)‖ds,
where the second inequality follows from [155, Lemma
2.1].
Using the condition
|ei(t)| ≤ c0 + c1e−αt,
it follows that
‖δ(t)‖ ≤ e−λ2t‖δ(0)‖+ ‖L‖
√
N
∫ t
0
e−λ2(t−s)(c0 + c1e
−αs)ds
= e−λ2t
(
‖δ(0)‖ − ‖L‖
√
N
(
c0
λ2
+
c1
λ2 − α
))
+ e−αt
‖L‖√Nc1
λ2 − α +
‖L‖√Nc0
λ2
.
The convergence result then follows by taking t → ∞.
See [155] for details on excluding Zeno behavior. 
Proof of Lemma 3.16 Define x = [x1, ..., xN ]
T . Then,
using the Kronecker product, the dynamics of the overall
system can be expressed as follows
x˙ = (A¯+ B¯)x
where A¯ = IN ⊗ A and B¯ = cL ⊗ BF . There exists a
similarity transformation S such that LJ = S
−1LS is in
Jordan canonical form. Define S¯ = S ⊗ In and calculate
the following:
S¯−1(A¯− B¯)S¯ = S¯−1A¯S¯ + S¯−1(L ⊗BF )S¯
= IN ⊗A+ cLJ ⊗BF.
By applying the similarity transformation we obtain that
the eigenvalues of A¯+ B¯ are given by the eigenvalues of
A+ cλjBF , where λj = λj(L). 
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