ABSTRACT For missile's accuracy assessment, an accurate separation about the guidance of systematic errors is a critical part. Based on the vehicles from a mobile launcher platform, this paper proposes a nonlinear error separation model and a corresponding method in consideration of the ill-conditioning of the environmental function matrix, and the coupling of the guidance instrumental errors and the initial errors. The nonlinear model is built in combination with the tracking data. For the error separation problem with ill-conditioning, the traditional nonlinear methods can only slightly weaken the degree of ill-conditioning rather than solve it. To address this issue, this paper puts forward a novel guidance systematic error separation method based on the artificial fish swarm algorithm (AFSA). We first provide a brief introduction to AFSA and then analyze the convergence and the optimality of parameter estimation. Furthermore, we present the details of our novel algorithm that can address the guidance systematic error separation problem. We conduct a set of simulations to verify our approach. The simulation results confirm that our approach, which is based on AFSA, can improve the error separation accuracy effectively and perform better than the Bayesian estimation based on the traditional linear model and the Bayesian maximum a posteriori estimation based on the nonlinear model. INDEX TERMS Aircraft, guidance system, error separation, nonlinear combination model, artificial fish swarm algorithm, separation performance.
I. INTRODUCTION
Attack accuracy, which affects the damage effectiveness directly, is a vital index during a missile attack. In practice, the attack accuracy is determined by various factors. Among these factors, the influence of the impact point deviation caused by the guidance systematic errors accounts for 70% to 80% of the total impact [1] . Therefore, we need to estimate the guided systematic errors accurately and then compensate them to improve the attack accuracy.
The guidance systematic errors mainly come from the guidance instruments errors for missiles from fixed launcher platforms. Meanwhile, for mobile launch missiles, the guidance systematic errors increase the initial errors because the original point of the mobile launched missiles is moving. The initial errors usually come from the positioning and orientation, the initial velocity measurement, and the platform alignment [2] . During the flight, the initial errors are coupled with the instrumental errors, and then create influence on the impact point deviation together. In this context, it is meaningful to research the method to estimate the initial errors and the instrumental errors of the mobile launch vehicle accurately, and then to achieve a better accuracy separation of the guidance systematic errors.
At present, the traditional methods to estimate the guidance systematic error are those based on the linear model or nonlinear model in velocity field, which include the Principle Component Analysis [3] , the Ridge estimation [4] and the Regularization [5] , etc. To the problem of error separation based on the fixed launcher platforms, the bad influence of estimation, which derived from the ill-conditioning problem, can be weakened by these biased estimates. But, as the severe correlation between the guidance systematic error of mobile launch missiles mentioned above, the ill-conditioning of the error model is aggravated. If we use the same parameters and the penalty term setting in these algorithms, it is hard to obtain an expected estimation precision. What is even worse is that the unreasonable parameter setting can deteriorate the estimations. Moreover, the difficulties arising in the ill-conditioning environmental matrix have not been addressed properly by these traditional parameter estimation methods. Because of the intricate mathematical model and the physical mechanism, the ill-conditioning of the environmental matrix can make the iterative process fall into the local optimum. In this context, considering the advantages and the performance of the swarm intelligence and bionic algorithm, our work proposes to use it to handle the guidance systematic error separation problem based on the nonlinear model.
In fact, the bionic algorithms have the following advantages:(1) Do not rely on the strict mathematical models of the optimization problem, and have strong robustness. (2) Do not have requirements for algorithm's original value setting, and can start to search the optimum value from any solution. (3) Provide excellent support of parallelism.
The main contributions of this work are: (1) We construct a nonlinear function about the initial errors and the instrumental errors by utilizing the truth trajectory parameters, and establish a corresponding nonlinear guidance errors separation model about the mobile launch vehicle in combination with the tracking data. (2) Aiming at the characteristics of the foregoing nonlinear model, we propose the parameter estimation and the error separation method based on the Artificial Fish Swarm Algorithm (AFSA). We also analyze the convergence and the optimality of the algorithm theoretically. (3) We simulate nonlinear guidance error separation of the mobile launch vehicles with AFSA, and compare the simulation results with several traditional separation methods.
The remainder of this paper organized as follows. Section 2 introduces the related works about the model building and the separation algorithms for guidance error separation. Section 3 presents details of the method to acquire the truth trajectory parameters in launch coordinates and builds the nonlinear errors model according to the trajectory model. Section 4 introduces the Bayesian estimation based on the traditional linear model, and the Bayesian Maximum a Posteriori (MAP) estimation based on the nonlinear model. Section 5 analyzes the influence of parameter settings on the convergence of the algorithm, as well as provides the specific steps of the AFSA under the problem of error separation and analyzes the algorithm's performance. Section 6 shows the error separation simulations of three algorithms (the Bayesian estimation based on the linear model, and the Bayesian MAP estimation and AFSA based on the nonlinear model). The paper is concluded in Section 7.
II. RELATED WORK
For the problem of guidance error separation about the mobile launch vehicle, at present, many scholars do numerous studies about the guidance error separation modeling and the related algorithm.
A. SEPARATION MODEL BUILDING
There are two kinds of separation models in real-world applications: the linear model in the inertial coordinate systems, and the nonlinear model in the launch coordinate systems.
As to the linear separation model [6] , it builds the linear relationships between the guidance systematic errors of the inertial missile and the environmental function. However, the actual guidance systematic error separation model is a nonlinear system, and the linearization of it generally introduces approximation errors. Therefore, the linear separation model is normally inaccurate. Moreover, for the guidance systematic errors, the total number of errors was about 50, which was a large number, while some of them were coupled, like the angular deviation of the guidance system installation platform and the drift angle of the gyroscope. As a result, the environmental function matrix of the linear model is severe ill-conditioning, and the error separation method generally has low precision and reliability.
In the simulation of this work, the condition number of the linear model's environmental matrix can reach up to 10 35 , and the minimal eigenvalue of it is 10 −18 . This says, this work considers to build a nonlinear separation model of the guidance errors.
The nonlinear model for the guidance systematic error separation can be expected to weaken the ill-conditioning and eliminate the linearization errors in the linear model.
What is more, the work in [7] use the mathematical statistical analysis theory to build an initial error model based on submarine launched missiles and the platform drift principles to build a platform tool error model.
B. ERROR SEPARATION METHODS
In the aspect of error separation methods, they can be classified as the algorithms based on the linear model and the nonlinear model.
At present, the main methods to solve parameter estimation are the Least Squares Estimation (LSE) [8] , [9] , the Bayesian Estimation [10] , [11] , the Principal Component Analysis (PCA) [12] , [13] , and the Regularization Analysis [14] , [15] . However, when the multicollinearity exists in the design matrix columns, the classical least square method can be unstable due to the ill-conditioning problem. The Bayesian estimation can weaken the multicollinearity by utilizing the prior information of the guidance errors. Nevertheless, if the prior information is unreliable or even false, the result would deviate from the truth. In spite of both the PCA and the Regularization Analysis not making use of the prior information, these methods have strict requirements on the principal component selection and the penalty term setting, and they could lose their superiority if the settings are improper. What is more, aiming at the land-based missile, the work in [1] proposed an idea that transformed the traditional linear model into a dynamical system to solve the error separation VOLUME 7, 2019 problem. The work in [16] built the initial errors model of the mobile launch vehicle and estimated the initial errors and the guidance instrumental errors together.
The nonlinear model for guidance error separation is intricate. In fact, the traditional thought was to solve the unconstrained optimization problem based on the nonlinear least-squares theory [17] , [18] . The general separation methods for the linear model can be used to build nonlinear error separation models, like the nonlinear Bayesian estimation [19] , the nonlinear PCA [20] , and the nonlinear regularization estimation [21] . In addition, the quasi-likelihood estimation [22] can solve the nonlinear error separation problem. However, these algorithms have the same disadvantages as all these methods were designed for the linear model. Further, the work in [23] proposed a separation algorithm that could estimate the guidance instrumental errors and the tracking measurement systematic errors simultaneously, and the precision of the proposed method was analyzed.
C. BIONIC INTELLIGENT ALGORITHMS
The main parts of the intelligent algorithms are the Evolutionary Algorithms (EAs), which include the Genetic Algorithm (GA) and the Evolution Strategy (ES). As for the GA, Grefenstette [24] proposed a machine learning system based on the GA firstly in 1988. Xu [25] found that the competition between the parents and the offspring was the necessary and sufficient condition for the convergence of the GA in 2010. Adnan and Islam [26] optimized the number of trees in a decision forest by the GA, which could help discover a sub-forest with high accuracy. Regard the ES, in 1996, Hansen and Ostermeier [27] and Hansen [28] proposed the Covariance Matrix Adaptation-Evolution Strategy (CMA-ES) to link the changes of the distribution parameters with the object parameter variations. Following that, Xu et al. [29] and Han et al. [30] applied the ES and the CMA-ES to the guidance error separation problem based on the linear model. Besides the EAs, Kennedy and Eberhart [31] and Eberhart and Kennedy [32] proposed the Particle Swarm Optimization (PSO), in 1995, which was inspired by the bird predator behavior. The basic idea of the PSO is to find the optimal solution through collaboration and information sharing among individuals in a group. Kim and Lee [33] brought the PSO to motion planning problems with complex constraints. Liu et al. [34] combined the PSO with chaos and put forward the chaotic PSO (CPSO). CPSO improved the search efficiency and the search quality effectively.
However, there exist some drawbacks of the abovementioned algorithms. The GA is easy to fall into the local optimal solution, and the redundant iteration of it leads to low efficiency. If the optimization model has a large number of parameters to be estimated, the calculated performance of ES could easily lose its superiority. Moreover, PSO has a weak mathematical foundation because the weight and the learning factors of PSO are too simple.
In 2002, after analyzing the features of fish activities, Li et al. [35] raised a new intelligence bionic algorithm:
Artificial Fish Swarm Algorithm (AFSA). The AFSA avoids the above shortcomings. AFSA has strong robustness, excellent distributed computing mechanism, and better global optimization capability. AFSA can handle the difficulties generated in the problem of guidance systematic error separation based on the nonlinear model, and can greatly improve the accuracy and the reliability of the error separation. Hence, we propose to use AFSA to separate the guided systematic errors based on the nonlinear model.
III. THE NONLINEAR MODEL OF GUIDANCE ERROR SEPARTION A. THE LINEAR MODEL OF GUIDANCE SYSTEMATIC ERROR
The traditional guidance systematic error separation model aims at the land-based missiles, which only takes account of the guidance instrumental errors. The linear model is decided by the apparent velocity in the platform inertia coordinate system W p (t) = (w px (t), w py (t), w pz (t)) T , the true velocity in the launch inertia coordinate system W (t) = (w x (t), w y (t), w z (t)) T , and the true accelerationẆ (t) = (ẇ x (t),ẇ y (t),ẇ z (t)) T . The specific model is as follows [36] :
( 1) where W is the total guidance errors, S is the environmental matrix in the velocity field, and C is the coefficient vector of the guidance instrumental errors. In addition, SC is the systematic error during the guidance process, and the ε is the random error. There are two questions to be considered when separating the guidance systematic errors by linear model (1):
(i) Both the true velocity and the acceleration W (t),Ẇ (t) are unknown. We need to find a method to compute the exact environmental function matrix S(W (t),Ẇ (t)). (ii) The mechanism of the guidance system is intricate, and some of the systematic errors are coupled. We need to take the multicollinearity of the environmental matrix S into account. For problem (i), a common way [36] to calculate the environmental matrix S(W (t),Ẇ (t)) is to replace W (t),Ẇ (t) by the apparent velocity and acceleration of telemetry W p (t),Ẇ p (t), and to use the tracking velocity in the inertia system W t (t) to replace the W (t) in the first equation in model (1)
But, there are measuring errors in the telemetry data and the tracking data, and thus, this approximate substitution is inaccuracy.
The biased estimate methods can be used to handle problem (ii). However, as the severe ill-conditioning of S, and modeling error introduced by replacement in problem (i) can affect the estimate results greatly.
Based on such observations, we present a nonlinear combinational separation model of guidance systematic errors based on the original trajectory tracking data in the launch coordinate system. The advantage of this model is that it can obtain the trajectory parameters in the launch system by using several kinds of the tracking measuring elements.
B. NONLINEAR COMBINATIONAL MODEL
The nonlinear combinational model for guidance systematic error separation is on the foundation of the linear model. In order to build a nonlinear model, the remaining questions are, how to obtain the trajectory parameters in the launch system, how to model the tracking measuring data, and how to build the nonlinear separation model. The next three subsections address these questions, respectively.
1) TRAJECTORY PARAMETERS IN LAUNCH COORDINATE SYSTEM
As mentioned above, the telemetry data generated by the inertial guidance platform of missile is the apparent velocity W p (t) in the platform coordinate system, and the apparent accelerationẆ p (t). Assuming C is known, in order to compute the true velocity and the true acceleration W (t),Ẇ (t), we create an iteration equations as follows:
Then, we prove the convergence of (2). Proof: Firstly, we define the norm of W (t) in space
where the T is the sampling time of measuring data. Then we can infer that the space C([0, T ], R 3 ) is a Banach space. By the structure of the matrix S(W (t),Ẇ (t)), the map f is continuous in space
, where f is:
Then, we need to prove that f is a contraction mapping in the set
where α 1 is a positive number. Let S i is the i th row of S, and C i is the i th item of C, then we have the following relationship:
Usually, the sampling time T ≤ 400s. And if we take 45 errors into consideration, therefore, according the range of S and C, and (3), we can infer that when α 1 = 100, the following equation holds:
Then, according to the contraction mapping theory, (2) is convergence.
The simulation shows that this method has a fast convergence speed, and normally converge within 2 to 5 iterations.
The relationship between the true velocity W (t) and the trajectory parameters, which includes the position parameter X (t) = (x(t), y(t), z(t)) T and the velocity parameterẊ (t) = (ẋ(t),ẏ(t),ż(t)) T , satisfies the following equation:
We denote L 0 , B 0 , H 0 , A 0 as the longitude, the latitude, the height and the azimuth of the launching original point O f , respectively. And the L a , B a , A are the positioning errors. Then the rotation matrix M from the launch coordinate system to the geocentric system is that
where R x (θ ), R y (θ), R z (θ ) are the rotation matrices which rotate about the x, y, z axes by θ . Furthermore, the rotation matrices from the launch coordinate system to the launch inertial coordinate system at t are written as
x (−ωt)M , where ω is the earth's rotational angular velocity. Then R 0 =M −1 X 0 with
, and a, e are the earth's semi-major axis and the eccentricity, respectively. Meanwhile, g(t) is the gravitational acceleration in the launch coordinate system.
Making a differential to both sides of (5), we arrive at:
Then we can build the differential equations with the initial conditions as follow:
where the V 0 is the initial velocity and V is the error of it.
Therefore, we can obtain the trajectory parameters X (t),Ẋ (t) when W (t),Ẇ (t) are known. VOLUME 7, 2019 2) MODELING OF TRACKING MEASUREMENT DATA In this part, we try to establish a relationship between the trajectory parameters X (t),Ẋ (t) and the tracking measurement data Y r (t). The tracking measurement data includes the missile's azimuth A(t), pitch angle E(t), range R(t) and radial velocityṘ(t) in the measuring coordinate system at t.
In practice, we can transfer X (t),Ẋ (t) from the launch coordinate system to the measuring coordinate system by using the rotation matrix G from the geocentric coordinate system to the measuring coordinate system and the equipment site coordinates X e0 :
In this way,
T are the missile's position and velocity in the measuring coordinate system, respectively. The relationship between the X m (t),Ẋ m (t) and the Y r (t) can be shown as follows:
where that ε i , i = A, E, R,Ṙ are the measurement noise corresponding to the tracking measurement data. From (8) and (9), we can infer that Y r (t) is a nonlinear function about X m (t),Ẋ m (t):
where the ε(t) is the measurement noise vector.
3) NONLINEAR SEPARATION MODEL BUILDING
The guidance of the mobile launch vehicles is based on the parameters measured by the inertial navigation platform system on the carrier. The parameters include the location parameters (the geodetic longitude L, the geodetic latitude B, and the height H ), the orientation parameters (the astronomical longitude L a , the astronomical latitude B a , and the firing azimuth A), and the initial velocity param-
Because of the measurement errors of the inertial navigation system and the alignment errors of the inertial system platform, there are deviations in these parameters, called the initial errors a = ( L, B, H , L a , B a , A, V ) T . For convenience, we denote the θ = (C, a) T as the guidance systematic error.
In conclusion, the process of building the nonlinear separation model is: Firstly, to get the guidance systematic error θ according to the prior information; secondly, to determine the W (t) by Equation (2) . Next, according to Equations (6) and (7), to solve the X (t),Ẋ (t) by four-order Runge-Kutta, and finally to obtain X m (t),Ẋ m (t) by Equations (8) and (9) . Therefore, the nonlinear function F(Xm(t),Ẋm(t)) in Equation (10) is about the guidance error θ :
Assuming the sampling time for the tracking data is t 1 , t 2 , ..., t m , and let Y = (Y r (t 1 ), Y r (t 2 ) , ..., Y r (t m )) T , F(θ ) = (F(t 1 , θ), F(t2, θ ), ..., F(tm, θ ) ) T , ε = (ε(t 1 ), ε(t 2 ), ..., ε(t m )) T . Then the nonlinear separation model is:
Model (11) establishes the nonlinear relationship between the tracking measurement data and the guidance systematic errors. This model can avoid the severe ill-conditioning of the environmental matrix S in the linear model to some extent, and can effectively eliminate linearization errors.
IV. TRADITIONAL GUIDANCE SYSTEMATIC ERROR SEPARATION METHODS

A. SEPARATION METHOD BASED ON LINEAR MODEL
For convenience, we add the initial error to the model (1) and rewrite it as follows:
where theS is the environmental matrix added the corresponding initial error. The guidance systematic error θ obeys the prior distribution that θ ∼ N (θ 0 , σ 2 θ I n ) with θ 0 as the prior mean value and σ 2 θ as the prior variance. Such prior information is determined by the ground test data. The Bayesian estimation of the guidance systematic errors based on the traditional linear model is:
B. BAYESIAN MAP SEPARATION METHOD BASED ON NONLINEAR MODEL
For the nonlinear model (11), the traditional separation method is the Bayesian MAP. The main problem for the model (11) is to attack the extreme value problem:
where the prior probability density function of θ is p(θ ) ∼ N (θ 0 , σ 2 θ I ), and the likelihood function of the tracking data Y is p(Y |θ ) ∼ N (F(θ ), σ 2 ε I ). Then, the Bayesian MAP estimation for the guidance systematic error is:
We utilize the Gauss-Newton iteration method to solve the problem (15) , and the specific steps are as follows:
Step 1: Set the iterative initial value θ (0) = θ 0 , the convergence factor λ = 1, the maximum iterative number Num, and the convergence condition υ;
Step 2: Calculate the iterative step size δ (i) :
where ∇F is the gradient matrix
finish the iteration and output θ (i+1) , Otherwise, let
, λ = 1 and go to Step 2. The two methods mentioned above utilize the prior information about the guidance systematic errors, which can improve the error separation accuracy. However, the prior information can deteriorate the performance of these methods when they are mistaken. Although the nonlinear model weakens the ill-conditioning, it still exists in the gradient matrix ∇F. Further, during the process of matrix inversion, the separation results are unreliable and unstable.
V. INTELLIGENT ALGORITHM FOR GUIDANCE SYSTEMATIC ERROR SEPARATION
Although the nonlinear model improves the separation results, the ill-conditioning in model (11) still cannot be overcome. For this reason, we divert our attention to the bionic intelligent algorithm. Considering that the intelligent algorithm does not rely on the mathematical model and physical mechanism of the problem, we propose to use AFSA to solve the guidance systematic error separation problem that is ill-conditioning.
This section introduces the theory of AFSA based on the nonlinear guidance systematic error separation model Y = F(θ ) + ε. Meanwhile, we analyze the optimality, the global convergence and the effect of parameter setting to the convergence, theoretically.
For convenience, we discuss our algorithm from the perspective of minimization.
A. THEORY OF ARTIFICIAL FISH SWARM ALGORITHM
AFSA was inspired by fish activities. The essence of AFSA is a random search algorithm. By making some certain rules, the initial solution searches along the direction points to the optimum value, then the position of the solution updates iteratively until the global optimum value that satisfies the certain condition is found. The main fish behaviors include the prey behavior, the swarm behavior, the follow behavior, and the random behavior. These behaviors are the search rules for finding the optimal solution of the optimization problem in AFSA.
1) DEFINITIONS
• N : The total number of the artificial fish, i.e., the number of initial solutions for iterative searching;
• θ (t) = (θ 1 , θ 2 , ..., θ n ): The position of the t th (t = 1, 2, ..., N ) fish, i.e., the value of the solution, where θ i (i = 1, 2, ..., n) can be considered as the error in the separation model which need to be estimated, with n is the total number of the error;
The food concentration of θ (t) , with ff is the optimization objective function defined according to model (11), i.e., the fitness function. In order to make use of the prior information about θ reasonably, we define the weighted estimation residuals of θ as the fitness function and solve the minimum problem: min ff (θ
The distance between two artificial fishes, i.e., the distance between two solutions, with · is the Euclid norm;
• Visual: The visual of the artificial fish. When the random behavior is executed, the artificial fish swarm can move randomly in the view of the current position, that is to say, the search direction of the solution is arbitrary in the field of view;
• Step: The maximum step length of the artificial fish, i.e., the maximum search step length;
• δ: The crowd factor to limit the size of the artificial fish population. That is to say, the crowd factor is used to bound the magnitude of the solution domain to avoid to fall into the local optimum value;
• Try − number: The try number, which is the condition to execute the random behavior.
2) PREY BEHAVIOR
The prey behavior is an activity in which fish is looking for food. The searching direction depended on the concentration of food in the water, which can be felt by visual sense and taste. For the specific problem in this work, the global minimum solution of the fitness function ff (θ (t) ) is the position that has the maximum food concentration.
The details of the searching based on the prey behavior is to find a new position θ (j) in the sight of the current location θ (i) randomly and to calculate its value of fitness function ff (θ (j) ). If the ff (θ (j) ) is less than the ff (θ (i) ), then we let the searching direction move to a new position θ (i+1) according to the random step size. Otherwise, we choose a new position in the range of sight again. When the chosen number reaches the Try − number and we fail to find a fitness function value that is less than the present one, we move the current solution to a random position θ (i+1) in the range of sight and execute the prey behavior again.
The mathematical equations for the prey behavior are:
and Try−number (16) where θ
+ Visual * rand is the new location that is chosen randomly, and θ (i) l is the l th component for the i th fish.
3) SWARM BEHAVIOR
The generation of the swarm behavior is because fish can avoid dangers by gathering and finding food together. Generally, fish can gather around the food. Therefore, in the process of iteration searching, the iterative solution tends to have an extreme value and form a dense solution domain nearby.
The searching though based on the swarm behavior is to count the number of the solution (fish) in the domain of the current solution (fish) θ (i) and to calculate the center θ (c) according to the distance. If the fitness function value of the center ff (θ (c) ) less than the present one ff (θ (i) ) and do not overcrowded, then we move to the new position θ (i+1) . If the solution domain (fish swarm) is too crowded, it can lead to inadequate food, which means that the current position is not a global extreme value, but a local optimal solution, and then the systems performs the prey behavior.
The mathematical equation for the swarm behavior is expressed as:
where the n s is the number of the artificial fish in the current view.
4) FOLLOW BEHAVIOR
Through the information exchange between the fish, fish generally follows the one who finds food. Then the follow behavior is generated. The searching thought based on the follow behavior is to search for the optimal fitness function value ff (θ (min) ) in the domain of the current solution θ (i) . If ff (θ (min) ) is less then the present one ff (θ (i) ) and do not overcrowded, let the fish θ (i) move to the new position θ (i+1) . Otherwise, the system executes the prey behavior.
The mathematical expression for the follow behavior is:
where the n f is the quantity of the artificial fish in the current view.
5) RANDOM BEHAVIOR
The random behavior is an activity where the prey behavior reaches the Try − number. On the random mode, the artificial fish moves in sight randomly. That is:
Remark: From the theory of AFSA, it has the following characteristics:
• Randomness. From (16) to (18), we can find that the main steps of the bionic optimization algorithm are random. During the iterative searching, it is uncertain whether an event happened or not. The number of search steps for each iteration is also random. This randomness reflects the biological mechanism of nature, and this kind of random algorithm is superior to the deterministic one in solving some specific problems.
• Robustness. From the underlying theory of AFSA, we can see that AFSA is independent of the optimal problem's mathematical properties strictly. When handling different application problems, we only need to design a corresponding fitness function (evaluation function) ff (·).
• Globality. The algorithm can jump out of the local optimal solution and find out the global optimal solution because of the introduction of the crowd factor δ, which makes the fish swarm avoid the overcrowded.
B. ALGORITHM PERFORMANCE ANALYSIS 1) CONVERGENCE ANALYSIS
Next, we will analyze the convergence from two aspects: the global convergence and the effect of parameter setting on convergence. i) Global Convergence The global convergence depends on three behaviors:
• The prey behavior is the foundation of algorithm convergence, which makes the artificial fish generally try to move along a better direction.
• The swarm behavior makes sure of the stability and the globality of the convergence, hence it can urge the minority fish trapped in the local optimum to gather in the neighbor of global optimum where has major fish.
• The follow behavior enhances the rapidity of the global convergence as it speeds up the fish moving to a better status.
Assume that p i,j (i < j) is the probability of the fish transferring from one position θ (i) to another position θ (j) . If there are two states of food concentration (i.e., the fitness function value) that Y (i) > Y (j) , then to the minimum problem in this paper, no matter what behavior the artificial fish chooses, we have p i,j > 0, p j,i = 0 [37] . As the total number N of the artificial fish is limited, let each position state corresponding to a state of a finite Markov chain, then the transfer matrix of the Markov chain is as follows:
The transfer matrix P T is the N -order reducible random matrix and satisfies that
Hence, according to the theory in [38] , we have
It is a stable random matrix and lim i→∞ p{f (θ i ) = F best }= 1 where F best is the optimal value of the fitness function. Consequently, AFSA has global convergence.
ii) The influence of parameters setting on convergence From Section 5, there are five basic parameters that need to be set in AFSA, and the parameter setting directly affects the choice of behavior in the algorithm. The effects of parameter settings on convergence are discussed and analyzed below.
• The number of fishes N : As AFSA is the application of swarm intelligence, the more the fish number is, the stronger the ability to get rid of the local optimum solution and the faster for convergence. However, the calculating efforts will increase. Therefore, we should reduce the fish number as far as possible under the premise of satisfying the stability convergence.
• The fish's visual Visual: The setting of Visual has a complex influence on the convergence performance as it related to each behavior. When the parameter Visual is small, the prey behavior and the random behavior are more frequent. Otherwise, the other two behaviors are the main. In general, the larger the parameter Visual is, the easier to find the global optimum value and to converge.
• The fish's step size
Step: For the fixed step size, with the increase of it, the speed of convergence has been sped up. However, if the step size passes a certain threshold, the convergence process will be slowed down and the computational cost will be increased. This is because that, at the later part of the convergence progress, fishes will change their location within a large range once they make a step forward. Then, they will oscillate around the optimal value and try to find an optimal value than current one by continuous attempt until arrive the Try − number. In this case, the convergence speed will be affected and the computational cost will be increased.
In this paper, we use the random step size, which can avoid the oscillation and reduce the sensitivity of this parameter. But the optimal fixed step size can bring about the fastest convergence rate.
• The crowd factor δ: For the minimum problem, we usually have δ = αn max where α is the extreme value approaching level and n max is the expected maximum fish number gathering in a domain. For instance, if we hope there are no more than 10 fish in the neighborhood at the 90% approaching level, we have δ = 0.9 * 10 = 9. Hence, for the minimum problem in this paper (the case of the maximum problem is the opposite), the smaller the δ is, the lower the crowding level permitted and the stronger the ability to get rid of a local optimum. But the convergence rate can be slowed down as the artificial fish can go away randomly to avoid overcrowded, and this phenomenon makes the fish fail to approach to the extreme value. That means, on one side, the introduction of δ avoids the fish trapped in the local solution; on the other side, it makes the fish around the extrema mutual repulsion. So, we can ignore the crowd factor for those problems with no (or few) local optima. In this way, the algorithm cannot only be simplified but also be sped up.
• The attempts Try−number: This parameter occurs in the prey behavior. The more the attempts are, the stronger the ability to find for food and the higher the efficiency to converging. In the case of prominent local extreme values, we need to reduce the number of attempts to increase the probability of the random behavior, so that we can address the local optimum problem.
2) OPTIMALITY ANALYSIS
In AFSA, the searching direction and the step size are determined by the current solution's state. The algorithm chooses a behavior according to the fitness function value, and the crowd status, etc. Finally, let the artificial fish gathering around several local optima. For the minimum problem min ff (θ ) in this paper, the artificial fish that have small fitness function value generally revolve around the small optimum domain. This circumstance ensures the possibility to find out the global optimum solution. In addition, because of the restrictions Y (c) /n s < δY (i) and Y (min) /n f < δY (i) in Equations (17) and (18), more fishes will gather in the domain of the smaller optimum value. These restrictions help to judge and gain the global extreme solution.
In Fig. 1 below, the optimality of AFSA is depicted. The Y (1) is the local extrema and Y (2) is the global extrema. The I is the solution space and the S is the global extrema domain obtained. We can derive the accurate extreme solution based on the properties of S. Usually, the center of the artificial fish in the solution domain can be chosen as the extreme solution.
C. SPECIFIC PROCESS
In conclusion, the specific technological process of the guidance systematic error separation by AFSA based on the nonlinear model is shown in Fig. 2 below. 
VI. SIMULATION AND RESULTS ANALYSIS A. BACKGROUND OF SIMULATION
In order to verify the performance of AFSA, we separate the errors by Bayesian estimation based on the linear model and the Bayesian MAP estimation based on the nonlinear model. Then we compare the results.
In the simulation, we consider 9 initial errors, including the positioning error B, L, H , the orientation error B a , L a , A and the initial velocity error V , and 36 main instrumental errors. The truth-value of the guidance systematic error θ true is randomly generated by the prior distribution. The simulated tracking data Y r (t) equal to the truth-tracking data added to the random error, and the simulated telemetry data W p (t) generated by the truth apparent velocity W (t) adding the S(W (t),Ẇ (t))θ true . The sampling time of the data is 0 to 298s, and the sampling interval is 0.05s.
The initial value of the fish swarm are randomly generated according to the prior mean and variance, i.e. θ ini ∈ [θ 0 − 3 * σ θ , θ 0 + 3 * σ θ ], and the fitness function is min ff
θ (θ − θ 0 ). In the simulation, we need to do the normalization first because of the tiny magnitude of the error, usually 10 −9 to 10 −3 , and the huge gaps between several of them.
In the light of experience and the prior information, we set the parameters in AFSA as follows: N = 50, Try−number = 100, Visual = 80, δ = 0.9 * 20 = 18, Step = 10 and the maximum iteration number is 30.
B. SIMULATION RESULTS
According to the theory of data processing [39] , if the estimated residual lies on the interval of ±3σ , the estimated value is acceptable. So the 3σ criterion is used to evaluate the simulation results. That is, if the i th estimated systematic errorθ i satisfies θ i − θ i /σ i < 3, this error is estimable. θ i is the i th of θ true and σ i is the i th prior variance.
The results are given below. separation based on the linear model, and Method 2 is the Bayesian MAP separation based on the nonlinear model. The results show that the Bayesian estimation method separates the least systematic errors (27 of 45) due to the severe ill-conditioning in the environmental matrix while the separation result by Method 2 has slightly increased, which estimates 33 of 45 errors. The separation result based on AFSA can separate 42 systematic errors, and this result demonstrates a significant improvement.
From the results of Table 1 , we can see that parts of bias based on AFSA are larger than the corresponding one based on Method 1 and Method 2 but still satisfy the criterion, like No. 17, 25, and 29, etc. This is because the goal of the fitness function in this work is to minimize the estimated residual. Due to the coupling among the guidance systematic error, we have to sacrifice a bit of the precision of the estimated errors to acquire the best accuracy of monolithic estimation. Actually, this phenomenon does not mean the method proposed in our paper is not that competitive in dealing with problems of high precision situations, but means that, within the range of the allowable error, this proposed scheme has the best error separation result, which satisfied the accuracy (1) and the number of parameters respectively, while related to the θ −θ and the ∂F ∂θ based on the nonlinear model. From the formula we can know that, the smaller the eigenvalues are, the larger the parameter estimation RSS is. And the signal estimation RSS is about the variance of measuring data, parameters estimation residual and the gradient matrix. So, it is reasonable that the linear Bayesian estimation has the lowest parameter estimation precision with the highest signal estimation precision. Actually, these two criteria are two different aspects to judge an algorithm good or not.
3) In actual application in this paper, the only problem we concerned is the accuracy of the error separation. The ultimate goal for us is to separation each error accurately, so we need to focus our attention to the results of N.E.I. In the end, Fig. 4 expresses the influence on the convergence while AFSA parameter setting has changed.
From the results we can see that the algorithm converges at the 9 th iteration when the parameters set according to section VI.A, and it is the fastest one among the 6 situations.
The orange line represents the case that the total number of the artificial fish decreases to 10. It can be observed that when the fish number decreases, the ability to get rid of the local optimum solution weakens and the global extreme value has not been achieved at the 30 th iteration.
The yellow line is the case which reducing the Try − number to 50. It shows that along with the diminution of the Try − number, the ability to execute the prey behavior and the convergence efficiency also weakens. It is gradually convergent to the global optimal solution in the 22 nd iteration.
The purple line shows the convergence of the fish's field of vision down to 30. Due to the reduction of the view, the power to jump out the local optimum decreases dramatically. That is to say, when the visual field of the fish group is large, the following and swarming behaviors are prominent, and the global extreme is easy to be found.
The green line presents the convergence of the search step size at 20. It can be found when the step length is too long, the ability of the fish to jump out of the local extreme is poor. Although the algorithm tends to converge in the 4 th iteration, actually it jumps out of the local optimum around the 12 th iteration. What is more, the computational cost of the algorithm increases in the actual calculation process if the step size increases.
Finally, the convergence that the δ reduces from 18 to 9 is shown by the cyan line. When the crowd factor decreases, the convergence rate slows down, and the 30 th iteration fails to converge to the global optimal value.
VII. CONCLUSION
Combining with the tracking data, this paper proposes a nonlinear combination model about the guidance systematic error for the mobile launch vehicle as well as a corresponding parameter separation method. We estimate the guidance instrumental error and the initial error that is typical for the mobile launch vehicles, based on the fusion model of the tracking data by Artificial Fish Swarm Algorithm. This method avoids not only the ill-conditioning in the traditional linear and the nonlinear model but also the error generated during the process of solving the trajectory. Moreover, it makes better use of the ground test information of the guidance systematic error and enhances the accuracy of the error separation and the prediction accuracy of the missiles' impact point. Our simulation results confirm the superiority of the proposed approach.
Finally, to the computational cost of the three methods mentioned in the paper, the Bayesian estimation and the Bayesian MAP have the low computational cost, and AFSA need more computing time as it is a large search algorithm. In the premise of the data size in this paper, AFSA need 1 to 2 hours to get the optimal solution. Even so, the guidance systematic error separation in this paper is a post data processing problem, and, actually, the precision of the error separation is the index what we concerned. Thereby, from the perspective of comprehensive analysis, AFSA improve the accuracy of error separation significantly.
