This paper extends the literature on modelling healthcare cost data by applying the Generalised Beta of the Second Kind (GB2) distribution to UK data. A quasi-experimental design, estimating models on a subset of the data and evaluating performance on another subset, is used to compare this distribution with its nested and limiting cases. We find that the GB2 may be a useful tool for choosing an appropriate distribution to apply, with the Beta-2 (B2) distribution and Generalised Gamma (GG) distribution performing the best with this dataset.
Introduction
Modelling healthcare costs is of primary importance in health economics and health services research for, broadly speaking, two reasons. Firstly, costeffectiveness analyses require statistical methods of modelling cost data, and secondly such methods are used for risk-adjustment purposes in either insurance schemes (particularly in the US) or devolving budgets to areas or healthcare organisations (in the case of UK). As regards cost-effectiveness analysis, there is some debate as to the usefulness of parametric methods -given the typically smaller sample sizes available for data analysis (Briggs et al., 2005) . In risk-adjustment, regression models, applied to large datasets, are used to predict costs for individuals or groups of patients (typically over a long period such as a year), adjusting for healthcare needs using sociodemographic information, such as age and gender as well as morbidity characteristics.
Healthcare cost data are highly non-normal and as such present a number of statistical challenges. Costs cannot be negative, and the distribution is asymmetric and right-hand skewed. In addition, cost data possess long thick right-hand tails with some patients exhibiting extremely large costs, owing to clinical complications, comorbidities or rare and costly events. Furthermore, errors are likely to be heteroskedastic and responses to covariates non-linear. In what follows we focus on modelling expenditures for users of health care and do not consider the problem of zero expenditure observations: for a review of methods to deal with this problem see Jones (2000) .
Various approaches have been used in health economics to model cost data. Linear regression of costs is used, for example in Person Based Resource Allocation in the UK (see for example Dixon et al., 2009 Dixon et al., , 2011 . However this method may be sensitive to extreme observations, and may incorrectly assume constant additive responses to covariates. By reducing skewness, transforming the dependent variable may improve performance, with applied work often using a log (or less frequently square root) transformation to reduce the effect of extreme observations (Jones, 2000) . Policymakers, however, require estimates on the raw scale leading to the additional challenge of re-transformation. However, such retransformations are likely to be problematic in the case of heteroskedastic errors (Manning et al., 2005; Duan, 1983) . Alternatively, it is possible to use inherently non-linear specifications, which have the benefit of estimating effects on the natural scale of costs. These include the GLM family of models as well as exponential conditional mean (ECM) models, often considered for count and duration data, but which can be applied more widely to positive dependent variables. Recently, less parametric approaches including Finite Mixture Models and Conditional Density Estimators (Deb and Burgess, 2003; Gilleskie and Mroz, 2004) have been employed on cost data, which allow the researcher to control for heterogeneity encountered in the data. In principle, these approaches should offer increased robustness, but be less efficient than fully parametric approaches, since they do not impose an entire distribution upon the observed sample. The alternative is to fit a more flexible parametric distribution believed to approximate the data generating process behind the observed sample.
In this paper, we explore the use of the Generalised Beta of the Second Kind (GB2), and its nested distributions, on health care expenditure data. Mullahy (2009) considers the use of the Singh-Maddala distribution (SM) in order to control the heavy right hand tail of cost data, which is nested within the GB2. Jones (2011) suggests the use of GB2 as part of a comparison of many different methods for modelling US healthcare costs.
The four-parameter GB2 represents an extension to the flexible parametric distributions to be used to model healthcare costs in the health economics literature. Fitting a four-parameter distribution with healthcare costs has precedent with Holly and Pentsak (2006) fitting a Pearson IV distribution in order to address the problems of skewness and kurtosis. Manning et al. (2005) present the three-parameter generalised gamma distribution (GG) as a flexible distribution, which can then be used to select between its one-and two-parameter nested distributions. The GG is a limiting case of the GB2 family of distributions.
The flexibility of Beta-type size distributions has led to many different applications ranging from unemployment duration to fire losses faced by a university, as well as, notably, healthcare costs in the actuarial literature (McDonald and Butler, 1987; Cummins et al., 1990; Sun et al., 2008) . Cummins et al. (1990) finds that although the four parameter GB2 fits the data well, the parsimonious one parameter exponential distribution performs only slightly worse. This reaffirms that a flexible distribution is not a substitute for finding the correct distribution for a particular empirical application (Manning et al., 2005) . The main application of the Beta-type distributions has been to U.S incomes, with one comprehensive study comparing 15 Gamma-and Beta-type distributions (Bordley et al., 1997) . They conclude that GB2 provides the best fit of all models with up to four parameters. Indeed Parker (1999) develops a model from neo-classical principles which predicts that incomes will be distributed according to a GB2 distribution.
This paper contributes to the literature on modelling health care costs by comparing GB2 models including nested distributions, specified using a log-link, and GG models in a quasi-experimental design using UK administrative data (Hospital Episode Statistics). Healthcare cost data from a financial year is divided into an 'estimation' and a 'validation' set. Models are estimated on the former, and evaluated on the latter, with emphasis on bias, accuracy and goodness of fit. Marginal effects, although of interest, are not the primary concern in this paper -given the nature of the methodology used. We evaluate performance at different sample sizes, and present response surfaces as a summary of results following the methodology adopted by Deb and Burgess (2003) .
In general, results show GG as the best fit for this dataset and modelling approach, although Beta-2 (B2) offers the least biased results of those tested. When models are estimated on data with highest levels of costs excluded, the Lomax (L) distribution provides the best fit with SM showing the least bias. We find that relative performance of models changes little with increasing sample size, which is in contrast to the results in Deb and Burgess (2003) .
Empirical Models
We estimate 11 regression models in total, with each model having either two, three or four fundamental scale and shape parameters to estimate. Seven of the models are estimated with only the scale parameter specified as an exponential function of covariates. These are the four-parameter GB2, its three-parameter nested distributions (Singh-Maddala (SM), Dagum (D), Beta-2 (B2)), its two-parameter nested distributions (Lomax (L), Fisk) and the limiting case of the three-parameter Generalised Gamma (GG). In addition, we estimate four models where the shape parameter is also allowed to vary with covariates. These are two 'heteroskedastic' GG models, where ln σ is a function of covariates (see Manning et al, 2005) , as well as two analogous 'heteroskedastic' models for the GB2, allowing ln a to vary with covariates (Sun et al., 2008) 1 . All models are estimated using maximum likelihood techniques.
Generalised Beta of the Second Kind
The probability density function (1) and first moment (2) of the GB2 distribution are as follows (McDonald, 1984) :
( 1) where B(u, v) = Γ(u)Γ(v)/Γ(u + v) is the Beta function, and Γ(·) is the Gamma function.
b is a scale parameter, and a, p and q are shape parameters. Kleiber and Kotz (2003) describe a as influencing the kurtosis of the distribution ('thinness of the tails'), with p and q influencing the degree of skew of the distribution.
1 See Sections 2.1 and 2.3 for explanation of parameters.
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In Figure 1 , we present probability density functions of the GB2, setting b = 1, and varying values of a, p and q -taken from Kleiber and Kotz (2003) and formatted.
With the Stata module gb2fit developed by Jenkins (2009) , it is possible to fit the generalised beta of the second kind distribution to outcome data, specifying the distribution parameters as either constant scalars or linear functions of covariates. This code is employed by Jones (2011) to estimate the GB2 on US cost data from the MEPS dataset, allowing the value of b to vary linearly with covariates.
Here we specify b = exp (x i β) and treat the remainder of parameters as scalars giving a mean proportional to an exponential function of the covariates. This ensures that predictions are always positive and has a precedent in the costs literature. 2
Nested Distributions and Limiting Cases
We estimate each of the nested distributions of GB2, with the exception of the Inverse-Lomax distribution, which is theoretically unable to produce estimates of the mean, and is rarely referred to in the modelling literature (Kleiber and Kotz, 2003) . Kleiber and Kotz (2003) give a thorough account of these models including the associated probability density functions and moments of the distributions. We note that SM has been discussed in the health care costs literature as a method to deal with the heavy-tailed nature of cost data (Mullahy, 2009 ). See Figure 2 for diagram showing relationships between the GB2 and its nested and limiting cases. McDonald and Xu, 1995) shows the relationship between Beta-type and Gamma-type size distributions employed in this paper
The GG distribution 3 is a limiting case of the GB2 distribution, where b = q 1/a β and q → ∞, such that:
If β ∼ InvGG(a, b, q), then y is distributed according to a GB2 distribution. That is:
GB2 can be said to be a "scale mixture of generalized gamma distributions with inverse generalized gamma weights" (Venter, 1983; McDonald and Butler, 1987, cited in Kleiber and Kotz, 2003) . Indeed all of the nested distributions of the GB2 distribution can be interpreted as a scaled mixture distribution, as shown in Table 1 adapted from McDonald and Butler (1987) .
W ei(y; a, β) InvW ei(β; a, b) 
'Heteroskedastic' Models
We extend the modelling of the distributions to account for heteroskedasticity, by specifying one of the shape parameters as a function of covariates. Manning et al. (2005) parameterise the GG as follows:
where γ = |κ| −2 , z = sign(κ) {ln(y) − µ} /σ, and u = γ exp(|κ| z). They suggest modelling ln σ as a function of covariates when κ is small. We run two 'heteroskedastic' specifications for GG where the choice of covariates entering into the function differs, regardless of the magnitude of κ. We also run GB2 models where ln a is a function of covariates, as an analogous extension to the model, and to illustrate the ability of the GB2 distribution to model covariates as influencing both a scale and shape parameter.
Data and Choice of Variables
We use individual level data from England on the use of healthcare services to assess the comparative performance of the various regression models. Individual-level information on healthcare utilisation is taken from the Hospital Episode Statistics (HES) for the financial year [2007] [2008] . HES is a large administrative dataset administered by the NHS Information Centre, containing information on all inpatient episodes, outpatient visits and A&E attendances for all patients on admitted to English NHS hospitals. Information is collected via medical records.
The expenditure variable used throughout is individual patient annual NHS hospital expenditure for all spells finishing in the financial year [2007] [2008] . Costs generated by inpatient utilisation of NHS facilities were included using the data on reference cost tariffs from 2008-2009. 4 These are then applied to the most expensive episode within the spell of the patient. All episodes falling within the financial year are summed for each patient. Costs for mental and maternity health spells together with private sector spells were excluded. 5 For purposes of our analysis we focus on positive expenditures only, ignoring non-users of services (leaving 600,000 observations). Table 2 indicates the challenges of modelling cost data: the observed costs are heavily right-hand skewed, with the mean far in excess of the median. They are also highly kurtotic, implying that Beta-type distributions may be useful in trying to model the thickness of the tails. Figure 3 displays a histogram for raw and transformed data, including a Epanechnikov kernel plot. Even after log transformation, the distribution exhibits right-hand skewness.
We specify a set of covariates to model costs using those set out in the risk adjustment literature used in the UK for resource allocation purposes. Hence we adopt a parsimonious model based on the Person-Based Resource Allocation model (PBRA) currently used to allocate healthcare resources across general practices in England. We include sociodemographic information in the form of age and gender, as well as morbidity markers (based on ICD classification). This specification mirrors common practice in the comparative literature on econometric approaches to healthcare cost data, for example Deb and Burgess (2003) , which uses morbidity markers in the form of Diagnostic Cost Groups. 4 For the purposes of this study outpatient visits were excluded. 5 The dataset was constructed to model the determinants of individual healthcare use as part of a wider project considering the allocation of NHS resources to primary care providers. Data for mental healthcare is poor since a lot of care is undertaken in the community (and hence not recorded in HES), and also since healthcare budgets for this type of care are constructed using separate formulae. Maternity services are excluded since they are unlikely to be heavily determined by morbidity characteristics. In order to control for age and gender, we use a cubic term for age together with interactions with gender, as well as a gender dummy. The average age in the full sample is just under 51 years of age and around 54 percent are female.
Morbidity information is available through the HES dataset, adapted from the ICD10 chapters (WHO, 2007) -see Appendix A for further details. The morbidity indicators are coded 1 if the individuals had one or more hospital spells in the financial year with any diagnosis in the relevant subset of ICD10 chapters. Accordingly, the indicators do not indicate the severity of the condition, merely its presence or absence.
'Heteroskedastic' models were constructed allowing one of the shape parameters to vary according to two sets of covariates. One allowed the shape parameter to vary with age, and the other set included the number of morbidity characteristics exhibited by the individual. Whilst it is, in principle, possible to estimate the shape parameter as a function of all covariates, preliminary work found that models with fewer covariates had better convergence performance.
Methodology
Comparative studies on US health care cost data regressions fall into two broad categories: those using actual expenditures (Deb and Burgess, 2003; Veazie et al., 2003; Buntin and Zaslavsky, 2004; Basu et al., 2006;  Hill and Miller, 2010) and those that synthesise expenditures using known distributional forms (Manning et al., 2005; Basu et al., 2004) . A few key lessons emerge from this literature. Firstly, there is no one model that dominates in all respects and there seems to be a tradeoff between bias and precision (Veazie et al., 2003) . Secondly, that the preferred model is likely to vary with the sample size of data on which the model is estimated (Deb and Burgess, 2003) and will also vary across datasets (Hill and Miller, 2010) . It has also been noted that a more flexible model is not necessarily an adequate replacement for the correct model (Manning et al., 2005) .
Quasi-Experimental Design
Our study fits in the category of those using actual expenditures. We exploit the large amount of observations that are available through the HES data by using a quasi-experimental design similar to Deb and Burgess (2003) . The full set of observations (600,000) is randomly divided into two equally sized sub-populations: an 'estimation' (300,000) and a 'validation' set (300,000). From within the 'estimation' set we randomly draw, 100 times with replacement, samples of size N s (N s ∈ 5, 000; 10, 000; 50, 000; 100, 000). The model is estimated on the sample and performance evaluated on both the 'estimation' sample and the full 'validation' set. To ensure the results are replicable, we set a seed number for splitting the dataset into two sets and randomly drawing samples.
In this way the design follows Monte Carlo principles of resampling, only using actual cost data as opposed to hypothetical known distributions. Since it is known that costs do not follow a single parametric distribution, this may be preferable -assuming that we have sufficient data to represent all the features of the distribution of healthcare costs. In addition we do not influence, a priori, our results towards any one distribution. Furthermore, evaluating on observations not used in estimation guards against over-fitting and embodies the predictive nature of resource allocation budgeting. Our design means that we do not know the true marginal effects of each covariate, as would be the case using synthesised expenditures. This is often the focus of comparative work. In this paper, however, we concentrate on the ability of the models to predict costs for each observation in terms of predictive bias, accuracy and goodness of fit.
Evaluation of Performance

Estimation Sample Tests
As with other flexible models, one benefit is the ability to choose between the more restrictive nested and limiting case distributions. In order to evaluate competing models we test the restrictions imposed by each nested model of the GB2 distribution using a Wald test and report rejection rates at the 5, 1 and 0.1 percent significance levels (see Table 3 and Appendix B). These are carried out on all samples where the GB2 successfully estimates, and rejection rates reported as a percentage of successful estimations. To compare beta-type models with the GG models (a limiting case and not a linear restriction of a parameter), we use Akaike and Bayesian Information Criteria. As a summary statistic we calculate the average of the log likelihood of models estimated over all samples where the models estimate successfully. AIC and BIC are then calculated, imposing the appropriate penalty upon the summary log likelihood, given the number of coefficients estimated.
We also graph average prediction error (MPE -see next section) by deciles of predicted level of costs, analogous to Hosmer-Lemeshow and Pearson correlation coefficient tests, which allows us to visually assess any patterns in bias by decile of predicted level of cost. In the literature, this kind of assessment is used to decide between link functions; for our purposes, the link function is set as a log-link for all models for demonstrative purposes, and so this interpretation is more about the appropriateness of the shape parameters in influencing the conditional means of each competing distribution. 6
Validation Sample Tests
In health economics, the estimated conditional mean cost is usually the most useful to policymakers (Arrow and Lind, 1970) . This can also be the case in risk-adjustment formulae, where the goal is often to estimate the expected cost of an individual to the healthcare provider over a certain period of time (Rice and Smith, 2002) . Accordingly, we use our models to estimate predicted costs over the year for individuals (ŷ i = E(y i |x i )) and evaluate performance on metrics designed to reflect the bias (mean prediction error, MPE), accuracy (mean absolute prediction error, MAPE) and goodness of fit (R 2 and root mean square error, RMSE) of these predictions. MPE can be thought of as measuring the accuracy of predictions at an aggregate level, while MAPE is a measure of the accuracy of individual predictions. In addition, we evaluate the variability of bias across replication samples (absolute deviations of mean prediction error, ADMPE). Note that R 2 is calculated by an auxiliary regression of actual levels of costs on predicted values. 7 These are evaluated on the full 'validation' set. Formulae for calculating these metrics are provided below. 8 Only samples where all 11 models are successfully estimated are included for evaluation, and model performance according to each criterion is calculated as an average over all included samples.
In order to understand how the different model specifications performed, it is necessary to evaluate predictions at different levels of cost. We assess MPE and MAPE for deciles for levels of actual costs, in order to evaluate the degree to which flexible parametric models can model heavily right hand tailed data, which partly motivates their usage.
Following Deb and Burgess (2003) we construct response surfaces. These produce polynomial approximations to the relationship between the predicted values and the sample size of the experiment, N s . For our purposes, we estimate the following regression for each model and for each metric of performance (illustrated below for the mean prediction error).
We specify the relationship between MPE and the inverse of the sample size, to reflect increased accuracy with increasing sample size. In particular, the value of α m represents the value of MPE to which the model approaches asymptotically with increasing sample size. For the metrics that cannot be negative, we use the log function of the value as the dependent variable, for example in the case of mean absolute prediction error, we estimate:
With the log specification, differences in estimates are to be interpreted as percentage differences, as opposed to absolute differences.
Results and Discussion
Estimation Sample Results
Where GB2 was estimated 9 , we tested the restrictions required for each of the nested Beta-type size distributions using a Wald test. In Table 3 we present the percentage of replicates where the null hypothesis was rejected at a 5% level of significance. Accordingly a higher percentage indicates greater evidence against the nested model being appropriate.
Sample size (number of replications) Nested model 5,000 (83) 10,000 (85) 50,000 (97) 100,000 (100) Note that with increasing sample size, there is a greater probability that any hypothesis will be rejected, as demonstrated clearly here -with all restrictions rejected with sample size 50,000 or over. The restrictions are rejected least often with q = 1 (Dagum) followed by a = 1 (B2) at a sample size of 5,000. With samples of size 10,000 we reject the B2 restriction the least times followed by Dagum. Results for significance levels 1% and 0.1% are presented in Appendix B. While, naturally rejection rates are smaller, these results follow a similar ordering to Table 3 GB2H and GGH represent 'heteroskedastic' versions of the GB2 and GG, where the shape parameter is allowed to vary by the variable named in the subsequent brackets. 'morb' is the number of morbidity characteristics recorded for the patient. † lowest AIC, ‡ lowest BIC Table 4 show that the more flexible models perform well according to AIC and BIC. On the whole, models with more estimated parameters perform better than those with fewer. As such, the 2-parameter Of the 3-parameter models, B2 performs the best at all sample sizes. The 4-parameter GB2 performs better than B2 at all sample sizes according to average AIC, and at samples of size 50,000 and 100,000 with average BIC. The 'heteroskedastic' models perform well and, even after imposing a penalty for extra estimated coefficients, are judged to fit better than models where only one parameter is allowed to vary with covariates. This demonstrates potential for these models, even though the 'heteroskedastic' version of the GG model is estimated in all cases regardless of whether κ is small or not, where Manning et al. (2005) suggests using this version in the event of small κ. Figure 4 plots MPE against deciles of predicted costs on the estimation set. As such, it represents a visual attempt to determine structural bias in the model -as tested statistically using Pearson correlation coefficients and Pregibon link tests. In general the models appear to follow a similar pattern including large over-estimations on average in the highest decile of predicted costs, although this is exhibited less in the case of the GG model.
Validation Sample Results
Relative performance in terms of R 2 , RMSE, MAPE and MPE varies little with sample size. Hence, for simplicity, we present the results for the sample size 5,000 only, with the remainder of the results found in Appendix B. We only include samples in the analysis for which all models converged.
As expected, results in Table 5 imply a trade-off between bias, as measured by MPE, and accuracy, as measured by MAPE, since no model performs best in both of these dimensions. We display the best performing values in bold font. B2 gives the least biased estimates, overestimating by £9.31 (0.4% of the mean of the full sample) on average over the replications. In this regard, SM performs the worst, except for the 'heteroskedastic' models. GG gives the most accurate results with B2 the second most accurate and SM the least accurate (excluding the 'heteroskedastic' models). In the case of GG, the mean absolute prediction error, averaged over replications, is £1745.31 (66.9% of the mean of the full sample); for SM this is £1937.76 (74.3% of the mean of the full sample). Once again SM performs the worst. In terms of goodness of fit, R 2 and RMSE, GG performs the best; B2 also performs well. It is worth highlighting that D does not perform especially well according to its performance on the tests using the validation sample, despite the strong performance in tests relating to its log-likelihood. In addition, the results for the 'heteroskedastic' models are very poor. This indicates that these models are not appropriate for predicting costs with this dataset.
In order to investigate the sensitivity of our models to extremely high costs, we trim the highest 5% of costs from the estimation dataset. Convergence performance is poor for 'heteroskedastic' models, and so these results are omitted. Results are shown in Table 6 with best performing values displayed in bold font.
In terms of goodness of fit, L achieves the highest R 2 and lowest RMSE. All models now underestimate costs on average, and relative performance is different to results with the untrimmed estimation dataset. B2 is no longer the least biased and SM has the lowest mean prediction error (having had Table 6 : Results of model performance with trimmed estimation set, when all converged, sample size 5,000 the largest MPE in Table 5 ). Graphs in Figures 5 and 6 show the performance metrics for each decile of the actual level of costs of the validation set. This enables us to see how well our models peform on out-of-sample observations by each decile. We do not include 'heteroskedastic' models.
Looking at the mean prediction error, we can see which models predict well on average for each decile of costs being considered. It appears as though there is a consistent pattern where the highest costs are underpredicted by all models, and the lowest 8 deciles are overpredicted by all models on average. The models (e.g. SM) that predict higher costs in general are the most biased in overpredicting in low deciles, but then have the best performance in the highest cost decile. The converse applies to models that better predict lower costs in general, such as GB2. The ranking of models' performance over deciles changes somewhat -it is worth noting that GG does particularly badly in that it underpredicts costs in the last decile.
In terms of fitting the individual expenditures, we present the mean average prediction error for each decile of actual costs. It is clear that the models which perform the best on average in terms of MPE in the highest decile of costs actually perform worse in terms of the mean absolute prediction error. This suggests models, such as SM, whilst predicting high costs well on average, do a relatively poor job of predicting individual costs within the highest decile. Figure 7 : Reponse surfaces for log(RMSE), log(MAPE), log(ADMPE), MPE (clockwise from top left) against sample size, constructed evaluating performance on 'validation' set As outlined in the methodology, we conduct the procedure with different sample sizes. We find that performance of the models is largely unaffected by sample size, with the same models performing consistently better in terms of predicted costs. Some improvement is observed for all models with LADMPE, suggesting that bias becomes steadier at a sample size of around 10,000. However, on the whole, these results suggest that these models are as appropriate at smaller sample sizes (from 5,000) as larger ones. See Figure 7 for the response surfaces. Coefficient estimates for the constant term for all metrics of performance were all significantly different from zero at the 5 percent level implying that, as the sample size approaches infinity, the measures of performance do not converge to zero.
Conclusions and Extensions
We estimate the GB2 on UK healthcare data using maximum likelihood estimation, specifying the conditional mean as an exponential function of covariates, and evaluated its (and its nested and limiting case models') performance using a quasi-experimental design. It is possible to estimate other link functions with this type of models and should be investigated as part of future work.
The results suggest that there may be potential for beta-type distributions in predicting individual healthcare costs: in particular B2 exhibits less bias than other models, without losing much accuracy. In a spirit similar to Manning et al. (2005) , the GB2 could be used as a flexible distribution to select among competing distributions it nests.
A further issue that needs to be investigated is the sensitivity of results to the specification of the mean function, especially since this seems to have a bearing upon the convergence performance of certain models, e.g. 'heteroskedastic' specifications of the GB2. Furthermore, it is reasonable to question whether it is appropriate to test performance across estimators when each distribution is estimated on the same set of covariates, although this would seem appropriate when comparing nested and limiting cases of models each using the same link function 10 .
Appendix A
We use the variables shown in Table 7 to construct our regression models. They are based on the ICD10 chapters, which are given in Table 8 . Table 7 : Classification of morbidity characteristics ICD10 codes beginning with U were dropped because there were no observations in the 600,000 used. Only a small number (334) were found of those beginning with P and so these were combined with those beginning with O -owing to the clinical similarities.
Chapter Blocks
Title I A00-B99 Certain infectious and parasitic diseases II C00-D48 Neoplasms III D50-D89 Diseases of the blood and blood-forming organs and certain disorders involving the immune mechanism IV E00-E90 Endocrine, nutritional and metabolic diseases V F00-F99 Mental and behavioural disorders VI G00-G99 Diseases of the nervous system VII H00-H59 Diseases of the eye and adnexa VIII H60-H95 Diseases of the ear and mastoid process IX I00-I99 Diseases of the circulatory system X J00-J99 Diseases of the respiratory system XI K00-K93 Diseases of the digestive system XII L00-L99 Diseases of the skin and subcutaneous tissue XIII M00-M99 Diseases of the musculoskeletal system and connective tissue XIV N00-N99 Diseases of the genitourinary system XV O00-O99 Pregnancy, childbirth and the puerperium XVI P00-P96 Certain conditions originating in the perinatal period XVII Q00-Q99 Congenital malformations, deformations and chromosomal abnormalities XVIII R00-R99 Symptoms, signs and abnormal clinical and laboratory findings, not elsewhere classified XIX S00-T98 Injury, poisoning and certain other consequences of external causes XX V01-Y98 External causes of morbidity and mortality XXI Z00-Z99 Factors influencing health status and contact with health services XXII U00-U99 Codes for special purposes 
