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Uncertainties in heavy ion collision centrality measures relevant to the Relativistic Heavy Ion
Collider (RHIC) program are estimated using a Monte Carlo Glauber collision model where parti-
cle production is generated via ‘soft + hard’ two-component phenomenology. Collision centrality is
characterized experimentally by the charged particle multiplicity frequency distribution and theoret-
ically by the overlap geometry of two colliding, spherical nuclei. The principle sources of uncertainty
in centrality determination include those associated with the input parameters to the Monte Carlo
model and errors in the experimental minimum-bias multiplicity distributions. The latter include
backgrounds and uncertainties in the efficiencies of the trigger, collision vertex finding, and particle
trajectory reconstruction. It is shown that simultaneous analysis of the minimum-bias multiplicity
frequency distributions and trigger detector output for both heavy ion and proton-proton collisions
using a power-law representation of the data enables the systematic errors in centrality to be reduced
compared to previous published analyses, thus permitting access to important, very peripheral colli-
sion data from RHIC. Simulation results are presented for minimum-bias Au-Au collisions at
√
sNN
= 20, 62, 130 and 200 GeV and Cu-Cu collisions at
√
sNN = 62 and 200 GeV.
PACS numbers: 25.75.-q
I. INTRODUCTION
Accurate determination of collision centrality through-
out the entire range of relativistic heavy ion hadronic
interactions from the most-central, head-on collisions to
the most-peripheral collisions (nucleon-nucleon limit) is
essential to the Relativistic Heavy Ion Collider (RHIC)
physics program. For the RHIC experiments central-
ity is determined by the frequency distribution of the
number of produced particles (multiplicity) and/or en-
ergy production, within a fixed acceptance in phase
space, per minimum-bias trigger. A minimum-bias trig-
ger [1, 2, 3, 4] typically refers to the detection of forward
going spectator fragments from both colliding nuclei plus
a minimal requirement for particle production transverse
to the beam direction. Centrality measures for theoreti-
cal models depend on the degree of geometrical overlap
between the colliding nuclei [5, 6] and are reported in
terms of the classical impact parameter b, the number of
nucleons participating in the hadronic interaction Npart,
the number of nucleon-nucleon (N-N) binary interactions
Nbin, and the mean path length ν of a participating nu-
cleon in the incident nucleus as it traverses the target
nucleus [7]. Mean path length in the present context is
calculated as the average number of binary interactions
per participant nucleon in the incident nucleus, where
ν ≡ 〈Nbin〉/(〈Npart〉/2). Comparisons of data from dif-
ferent experiments and with theoretical predictions re-
quire a common centrality measure; the above model-
dependent geometrical measures are used most often.
Previous estimates [6, 8, 9] of the accuracy of geomet-
rical centrality measures imply that uncertainties in the
mean Npart and Nbin within a centrality bin can be quite
large (several tens of percent), particularly for periph-
eral collisions. As a result inter-experiment comparisons
and tests of theoretical predictions are often assumed to
be problematic for peripheral centralities. For example,
RHIC data for the most-peripheral hadronic collisions
were not analyzed [9] and remain unreported due to the
perception that large, unknown background contamina-
tion and trigger inefficiencies plus large uncertainties in
〈Npart〉 and 〈Nbin〉 preclude use of these data.
It is important to note however that a number of re-
sults from RHIC indicate that certain observables display
a rapid evolution within the peripheral collision range.
Examples include the mid-rapidity multiplicity produc-
tion per participant [10, 11], the mean transverse momen-
tum 〈pt〉 [10, 11], event-wise 〈pt〉 fluctuations [12, 13],
and two-particle correlations [14, 15]. Analysis of the
peripheral collision data from RHIC and accurate char-
acterization of the nucleus-nucleus collision geometry for
peripheral as well as central collisions is important to the
RHIC physics program.
The goals of the present work are to present a gen-
eral method for estimating the total systematic errors
in the geometrical centrality measures for the RHIC ex-
periments, to present a new method for reducing exper-
imental uncertainty in centrality determination, and to
calculate the systematic errors in centrality which can,
in principle, be achieved for the heavy ion collision sys-
tems studied at RHIC. The present results are based on
a conventional Monte Carlo Glauber model [6, 9, 16]
plus a two-component (soft plus hard scattering) phe-
nomenological multiplicity production model [17]. The
capability of the RHIC experiments to reduce system-
atic errors for centrality measures and to perhaps access
the most-peripheral hadronic collision data is based on
the following: (1) the assumption that additional, but
under-utilized data from the trigger detectors and from
particle tracking detectors are analyzed, (2) the approxi-
mate power-law dependence of the minimum-bias multi-
plicity distribution [18] is exploited, and (3) experimen-
2tal constraints provided by independent measurements
of proton-proton collisions are used which help determine
the most-peripheral limit for nucleus-nucleus hadronic in-
teractions.
In this paper nominal values and systematic errors for
centrality bin average quantities 〈b〉, 〈Npart〉, 〈Nbin〉 and
ν which can be achieved using the methods presented
here are estimated for Au-Au minimum-bias collisions
(referred to as “events”) at
√
sNN = 20, 62, 130 and
200 GeV and for Cu-Cu collisions at
√
sNN = 62 and
200 GeV. An overview of the error estimation method is
presented in Sec. II. The Monte Carlo Glauber – two-
component multiplicity production model is described in
Sec. III. Parameters of the model and their uncertain-
ties, nominal centrality bin average results, and power-
law distributions are given in Sec. IV. The error estima-
tion techniques used here, the results, and a discussion of
the error reduction method are presented in Secs. V, VI
and VII, respectively. A summary and conclusions are
presented in Sec. VIII.
II. OVERVIEW
The principal sources of uncertainty in relating col-
lision geometry to the multiplicity distribution include
the errors in the assumed shape of the nuclear density
and the range of the effective N-N interaction as well as
the statistical and systematic errors in the corrected, ex-
perimental minimum-bias multiplicity distribution. The
total systematic errors in centrality bin average quan-
tities were obtained by adding each, independent error
contribution in quadrature.
Variations in both the nuclear density and N-N inter-
action range change the effective thickness of the tra-
versed target nucleus which primarily affects Nbin and,
in turn, the calculated multiplicity distribution. To ob-
tain the corresponding errors which are strictly due to
uncertainties in the density and N-N interaction range,
the latter changes in the multiplicity distribution must
be negated. To do so a fit recovery method was im-
plemented by adding an independent perturbation term
to the phenomenological multiplicity production model.
The net changes in the centrality bin averages following
variations in the density or N-N interaction range (within
their respective errors) and recovery of the fit to the mul-
tiplicity distribution provided the estimated systematic
errors.
Statistical errors in the experimental minimum-bias
multiplicity distribution [8, 10, 19, 20] lead to fitting er-
rors in the parameters of the two-component multiplicity
production model. Independent variation of each of the
latter parameters, within errors, produced changes in the
computed centrality bin averages which were included in
the total systematic errors.
Systematic uncertainties in the shape of the exper-
imental minimum-bias multiplicity distribution can be
caused by trigger and collision vertex finding inefficien-
cies, background contamination, and particle trajectory
finding inefficiency. The premise of the approach pre-
sented here is that the Monte Carlo Glauber – two-
component multiplicity production model is required to
fit the true, corrected multiplicity frequency distribution
data. Therefore any changes to the assumed, corrected
shape of the multiplicity distribution due to the above
uncertainties must be accommodated by changes in the
independent parameters of the model. The latter fit re-
covery, as discussed above, was provided by the perturba-
tion term in the two-component multiplicity production
model discussed in Sec. III. Net changes in the centrality
bin averages following adjustments in the two-component
model provided the estimated errors.
III. MONTE CARLO GLAUBER MODEL
The Monte Carlo Glauber collision model used here is
based on a standard set of assumptions [16] which are ap-
propriate for ultra-relativistic heavy ion collisions. These
assumptions include the characterization of the collision
in terms of a classical impact parameter (b), straight-line
propagation of each incident nucleon through the oncom-
ing nucleus, and a fixed transverse interaction range de-
termined by the nucleon-nucleon total inelastic cross sec-
tion (σinel) in free space. In addition the colliding nuclei
were assumed to be sherically symmetric.
The classical impact parameter between the geometri-
cal centers of the colliding ions projected onto the trans-
verse plane perpendicular to the beam direction was ran-
domly selected by sampling function b/bmax on domain
0 ≤ b ≤ bmax, where the azimuthal direction is irrel-
evant owing to the assumed spherical symmetry. Nu-
cleon positions for both nuclei were randomly distributed
about their respective geometrical centers by indepen-
dently sampling the radial function r2ρ(r) [ρ(r) is the
radial matter density distribution] for 0 ≤ r ≤ rmax, po-
lar angle distribution sin(θ) for θ = 0 to pi, and a uniform
azimuthal distribution from 0 to 2pi. Upper limit rmax
was determined by requiring that radial function r2ρ(r)
at r = rmax was ≤ 10−4 of the maximum value of r2ρ(r)
occurring in the nuclear surface region. The maximum
impact parameter bmax was set to 2rmax (for identical
colliding ions) and was shown to be sufficiently large to
include essentially all hadronic interactions. Center-of-
mass constraints were not imposed on the nucleon po-
sitions because the event-wise fluctuations in center-of-
mass determined impact parameters relative to the geo-
metrical impact parameter for 197Au and 63Cu are neg-
ligible.
Nucleon pairs in the colliding nuclei were assumed
to interact hadronically if their N-N impact parame-
ter was ≤ √σinel/pi. For the collision energies consid-
ered here the proton-proton (p-p) hadronic interactions
which produce particles transverse to the beam direc-
tion are dominated by non-singly diffractive (NSD) and
singly-diffractive (SD) processes where σinel ≈ σNSD +
3σSD [21, 22]. In the present work the focus is on particle
production at mid-rapidity which in p-p collisions is dom-
inated by NSD processes [22]. The hadronic interaction
range relevant to mid-rapidity particle production could





The resulting Npart is only weakly affected, however
Nbin is approximately proportional to the N-N interac-
tion range. For the present calculations what matters
is the fraction of particle yield at mid-rapidity arising
from binary scattering. For A-A collisions this fraction
is determined by the combination of Nbin and a parame-
ter in the phenomenological two-component multiplicity
production model [17] (see next paragraph). The choice
of hadronic interaction range is therefore somewhat ar-
bitrary as long as the multiplicity production model is
consistent. In this work
√
σinel/pi was used which means
that the computed Nbin includes both NSD and SD in-
teractions.
Charged hadron multiplicity was assigned using the
phenomenological two-component model of Kharzeev
and Nardi [17] for “soft” plus “hard” particle production
processes which are proportional to Npart and Nbin, re-
spectively. For each collision the mean number of charged
hadrons in the acceptance (N¯ch) per unit pseudorapidity









where parameters npp ≡ dN¯ch(pp)/dη and x depend
on collision energy and δ(dN¯ch/dη) is the perturbation
term discussed in the preceding section and calculated in
Sec. V and Appendix A. Event-wise multiplicities were
obtained by sampling the gaussian distribution given
by [17]









where a is a multiplicity fluctuation parameter described
in Appendix B. Use of alternate models for P(Nch, N¯ch),
such as a Poisson for purely statistical fluctuations or
a negative binomial distribution (NBD) appropriate for
p-p collisions [23], have negligible overall effect on the
resulting A-A multiplicity distributions. The width of
P(Nch, N¯ch), given by
√
aN¯ch in Eq. (2), is the only
important aspect of distribution P(Nch, N¯ch) for the
present purpose. Note that a Poisson distribution ap-
proaches P(Nch, N¯ch) in the limit of large N¯ch when
a = 1. The dynamical fluctuations affecting the width
of P(Nch, N¯ch) and the values of parameter a for the col-
lision systems studied here are discussed in Appendix B.
The acceptance for this study was |η| ≤ 0.5 and full 2pi in
azimuth. Monte Carlo collisions were used in the analysis
if Nbin and Nch were both ≥ 1.
Centrality bins were defined using the multiplicity fre-
quency distribution, dNevt/dNch, where Nevt is the total
number of simulated minimum-bias collision events. The
upper 5% of the collision events with the highest Nch
were assigned to the 0-5% (most-central) bin; the next
highest 5% were assigned to the 5-10% bin; the next 10%
to the 10-20% bin and so on to the most peripheral 90-
100% bin. Collisions in the ensemble with Nch corre-
sponding to a centrality bin edge were assigned weights
corresponding to the fraction of collisions with that mul-
tiplicity value associated with the adjoining centrality
bins. Mean quantities 〈b〉, 〈Npart〉, 〈Nbin〉 and ν were
calculated for each centrality bin using the collisions and
weights assigned to that bin.
IV. MODEL PARAMETERS, POWER-LAW
DEPENDENCE, AND UNCERTAINTIES
The model parameters and uncertainties assumed in
this analysis are presented in this section. Fits to
minimum-bias multiplicity frequency distribution data
and nominal centrality bin average quantities for the six
collision systems studied here are given. Power-law de-
pendences for data and the Monte Carlo Glauber model
are shown. The magnitudes of the uncertainties in the
experimental multiplicity distribution data are discussed.
A. Monte Carlo Glauber model parameters
The Monte Carlo Glauber model requires the distribu-
tion of the centers of the nucleons in the nuclear ground
state, the point-matter density ρpt,m(r). In this analysis
the point matter densities for 63Cu and 197Au were based
on measured charge densities from analyses of electron
scattering data [24] and Hartree-Fock predictions [25] for
the neutron - proton density differences. The charge den-
sities for 63Cu and 197Au are represented by a Woods-
Saxon distribution given by,
ρ(r) = ρ0{1 + exp[(r − c)/z]}−1, (3)
where c and z are respectively the half-density radius
and surface diffusivity. Neutron densities have not been
measured for Au and Cu. Therefore the neutron - pro-
ton density differences predicted by the density depen-
dent Hartree-Fock calculations of Negele using the Den-
sity Matrix Expansion (DME) framework [25] were used.
For isotopes in the mass range studied here the neutron
- proton rms (root-mean-square) radii differences ∆rnp
predicted by DME agree with predictions of other nu-
clear structure models [26] to within about ±0.06 fm.
DME predictions are also in general agreement with ex-
perimental measurements of ∆rnp for the Ca, Ti, Ni and
Pb isotopes [27]. The point matter densities assumed
for the present analysis are spherically symmetric with a
Woods-Saxon radial distribution where the half-density
and rms radii were estimated by adding the Hartree-Fock
DME point matter – charge distribution differences to
4the measured charge density radii where,
cpt,m = cchrg + [cpt,m − cchrg]DME ,







where cchrg and 〈r2chrg〉1/2 denote the measured radii
from electron scattering while the quantities in the square
brackets are the DME predictions. The diffusivity pa-
rameter zpt,m was obtained from Eq. (4) and the ap-
proximate relation, 〈r2〉 ∼= 35c2[1 + 73 (piz/c)2] [28]. The
nominal radius and diffusivity parameters assumed here
for Au and Cu are listed in Table I.
TABLE I: Charge and point matter density Woods-Saxon
parameters for 63Cu and 197Au in fm. Uncertainties are in
parentheses.
Density 63Cu 197Au
Parameter Empiricala DMEb Empiricala DMEb
cchrg 4.214(26) 4.232 6.38(6) 6.443
zchrg 0.586(18) 0.535(27)
〈r2chrg〉1/2 3.925(22) 3.899 5.33(5) 5.423
cpt,m 4.195(85) 4.213 6.43(10) 6.495
zpt,m 0.581(31) 0.568(47)
〈r2pt,m〉1/2 3.901 3.875 5.41 5.502
aCharge density results based on electron scattering analysis [24];
estimates of point matter densities as discussed in the text.
bDensity Matrix Expansion predictions [25]
The uncertainties in cpt,m and zpt,m were obtained
by summing the independent errors in the proton and
neutron point matter densities in quadrature. The for-
mer were estimated directly from the measured charge
densities [24]. Uncertainty in the neutron density is
not completely independent of the proton density but
is constrained by theoretical and experimental informa-
tion about the neutron - proton density difference. The-
oretical nuclear structure model predictions for ∆rnp for
isotopes in the Cu and Au mass range agree to within
about ±0.06 fm [26]. In general the theoretical pre-
dictions agree with analyses of medium energy proton-
nucleus elastic scattering data [27] which are typically
uncertain by about ±0.07 fm for isotopes in the Cu and
Au mass range. The uncertainty in the neutron density
rms radii relative to the proton density was therefore as-
sumed to be ±√0.062 + 0.072 fm ≈ ±0.09 fm and the
uncertainty in the matter rms radii due to that in the
neutron - proton density difference was ±(N/A)0.09 fm,
where N,A are the number of neutrons and nucleons in
the isotope. Theoretical contributions to the errors in
cpt,m and zpt,m were conservatively estimated by requir-
ing each to independently account for the ±(N/A)0.09 fm
error. The latter theoretical errors were combined in
quadrature with the corresponding errors for cchrg and
zchrg from analysis of electron scattering data to obtain
the final errors listed in Table I.
The N-N total inelastic cross sections used here were
based on total cross section measurements for p-p colli-
sions (±1 mb uncertainty) and elastic total cross sections
for p-p and p-p¯ (±0.5 mb error) [29]. Proton-neutron to-
tal cross section data are not available in the energy range
studied here. The results for energies
√
s = 20, 62, 130
and 200 GeV are respectively 33, 35.3, 38.7 and 41.7 mb,
each being uncertain by ± 1.1 mb.
It is possible that the effective interaction between col-
liding nucleons inside a nucleus, even at RHIC energies,
differs from that in free space (density dependence) or
that the strength and range of the effective N-N inter-
action changes with each successive collision following
the initial N-N binary interaction as in the “used” nu-
cleon scenario [30] or in the “strict” participant scal-
ing model [18] (limiting case of the used-nucleon model
where nucleons interact only once). Such model depen-
dences would require changes in the phenomenological
multiplicity production model described in Sec. III in or-
der to maintain accurate descriptions of the measured
dNevt/dNch distributions. These additional, possible ef-
fects go well beyond the scope of the present analysis and
will not be considered further. In the absence of credible
predictions of the effective N-N interactions in heavy ion
collisions at RHIC the free-space N-N total inelastic cross
sections were assumed without modification.
B. Two-component multiplicity production model
Parameter npp = dN¯ch(pp)/dη|η=0 in Eq. (1) is domi-
nated by NSD scattering at mid-rapidity throughout the
energy range studied here. Experiment UA5 [22] mea-
sured npp for
√
s = 53 to 900 GeV for p-p¯ collisions. The
results are npp = 2.01, 2.25 and 2.43 (±0.08 error for
each) at
√
s = 62, 130 and 200 GeV, respectively, using
the energy dependence parametrization of the UA5 and
CDF data given in Ref. [31]. For the
√
s = 20 GeV data,
which is outside the energy range parametrized in [31],
the UA5 [22] measured differences between dN¯ch/dη|η=0
for NSD scattering and inclusive inelastic scattering in
the energy range above 53 GeV were extrapolated to
20 GeV and added to the measured p-p¯ total inelastic
cross section data at
√
s = 20 GeV from the ISR [32] and
FNAL [33]. The resulting value of npp at
√
s = 20 GeV
was estimated to be 1.55± 0.12. Uncertainty in npp does
not directly affect the systematic errors in the A-A colli-
sion centrality bin averages because it does not distort the
shape of the Monte Carlo multiplicity distribution, but
only affects the multiplicity scale. However, the accuracy
of npp plays a crucial role in minimizing the contributions
of other sources of systematic error as discussed below.
Hard-scattering parameter x in Eq. (1) was estimated
for Au-Au collisions at
√
sNN = 56 and 130 GeV [17]
by requiring the two-component multiplicity model to fit
dNch/dη|η=0 data [19], where the number of binary in-
teractions was based on the N-N interaction range deter-
mined by σinel as in the present analysis. Those values
for x were used here and were interpolated to
√
sNN =
562 GeV and extrapolated to
√
sNN = 20 and 200 GeV as-
suming a ln(
√
sNN ) dependence consistent with a minijet
model [34] of the hard-scattering component. The result-
ing values for x are 0.015±0.015, 0.055±0.03, 0.09±0.03
and 0.11 ± 0.03 for √sNN = 20, 62, 130 and 200 GeV,
respectively.
Multiplicity fluctuation parameter amax in Eq. (B2)
could, in principle, be determined by integrating the
two-particle autocorrelation data [15] as discussed in
Sec. III and Appendix B. However, in the present analy-
sis Eqs. (1), (2) and (B2) represent the phenomenological
component of the present model which relates the ideal
Monte Carlo Glauber model to the minimum-bias data.
Parameters npp and x were empirically determined as de-
scribed above. Width parameter a in Eq. (2) must also
be determined empirically by requiring that the model fit
the large acceptance minimum-bias multiplicity distribu-
tion data.
The negative charged hadron minimum-bias multiplic-
ity data for 60K Au-Au collision events at
√
sNN =
130 GeV from the STAR experiment [8], within accep-
tance |η| ≤ 0.5 and ∆φ = 2pi, were fitted by adjusting
parameters npp (for negative charged hadrons) and amax.
The model predictions are insensitive to hard-scattering
parameter x as noted in [17]. x was therefore fixed to
0.09. The fit (solid histogram) using 100K Monte Carlo
simulated collisions is shown in the left-hand panel of
Fig. 1 in comparison with data (solid dots) [8], where
the optimum values of npp and amax are 1.110 ± 0.004
(consistent with npp = 2.25 ± 0.08 for charged particle
yields) and 1.04 ± 0.10, respectively. The lowest multi-
plicity bin in the data (Nch = 1-5) was omitted in the
|χ|2 minimization. The fit was highly sensitive to npp
(±1.4% variation from the optimum value produced 1
unit increase in the |χ|2 per degree of freedom (DoF))
but was weakly sensitive to amax (±50% variation was
required to increase the |χ|2/DoF by unity). Similar fits
(not shown) to the charged particle minimum-bias mul-
tiplicity distribution for the same data set resulted in
amax = 0.94±0.15. Deviations between the fitting results
for amax and that expected from autocorrelation analy-
sis (a of order 1 to 2 [35]) probably reflect the simplicity
of the two-component multiplicity production model and
the weak sensitivity of this type of analysis to width pa-
rameter a. Nevertheless, the quality of the fits obtained
with the present model validates its use as a tool for es-
timating systematic errors in centrality determination.
Based on the fitting results parameter amax was set
to 1.0 ± 0.2 for all four energies considered here corre-
sponding to statistical fluctuation widths for distribution
P(Nch, N¯ch) when the nominal value of 1.0 is used. Pa-
rameter 1/κ in Eq. (B2) was set to 4.8, 5.0, 5.4 and
5.5 for Au-Au collisions at
√
sNN = 20, 62, 130 and
200 GeV, respectively, and 3.4 and 3.7 for Cu-Cu col-
lisions at
√
sNN = 62 and 200 GeV. Ratios 1/κ were
obtained by first extrapolating the autocorrelation peak
amplitudes at (η1 − η2, φ1 − φ2) = (0,0) for most-central
Au-Au collisions at 130 GeV [15] to the other collision en-
ergies considered here assuming a ln(
√
sNN ) dependence
and assuming that the minijet contribution vanishes at√
sNN = 10 GeV [36]. The latter constraint is consistent
with the apparent absence of jet-like correlations in heavy
ion collisions at the SPS [36, 37]. Similar extrapolations
were done for the correlation peak amplitudes in p-p col-
lisions [15]. 1/κ was then approximated by the ratio of
the extrapolated correlation amplitudes for most-central
Au-Au to that for p-p. The values of 1/κ for Cu-Cu were
obtained by using the Au-Au correlation amplitudes at
the corresponding
√
sNN and at the νmax appropriate for
Cu-Cu.
C. Nominal distributions and centrality bin
averages
Ensembles of one-million Monte Carlo collisions with
random impact parameter were generated for each of the
six colliding systems studied here. Centrality bin av-
eraged quantities 〈Nch〉, 〈b〉, 〈Npart〉, 〈Nbin〉 and ν are
listed in Tables II-VII using the nominal parameter val-
ues discussed above. Statistical errors are typically 0.1-
0.2% and always < 0.5% of the nominal bin averages
and in all instances are much less than the systematic
errors (see Sec. VI). Monte Carlo generated multiplicity
frequency distributions dNevt/dNch, dNevt/dNpart and
dNevt/dNbin for Au-Au collisions at
√
sNN = 200 GeV
are shown in the upper row of panels in Fig. 2. Nevt is
the number of simulated collisions. Results in Table II
for 〈Npart〉 for Au-Au collisions at 200 GeV are system-
atically larger than published Monte Carlo Glauber pre-
dictions in Ref. [9] by approximately 5% for peripheral
centrality bins. The systematic increase in 〈Npart〉 is
mainly caused by including multiplicity fluctuations in
the present model together with the fact that events are
assigned to centrality bins based on Nch in this work
rather than Npart as in Ref. [9].
Average charged particle multiplicity production per
participant pair for |η| < 0.5 at mid-pseudorapidity as a
function of centrality (ν) are shown in Fig. 3 for simu-
lated Au-Au collisions at
√
sNN = 200 GeV (solid dots).
The p-p limit, npp = 2.43±0.08, is indicated by the solid
square symbol. The Au-Au data include statistical er-
rors only which are smaller than the symbols. The data
display a linear dependence on (ν−1) as expected for the
multiplicity production model in Eq. (1), except for the
most-peripheral 90-100% centrality bin where multiplic-
ity fluctuations [Eq. (2)] reduce the average Nch. The 0-
90% cross section data were fit with a linear dependence
on (ν − 1) (dashed line) where the slope is consistent
with that expected from Eq. (1) given by nppx = 2.7.
The smooth, linear extrapolation of the centrality bin
averages to the p-p limit at ν = 1 is also shown.
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FIG. 1: Negative hadron multiplicity frequency distributions for Au-Au minimum-bias collisions at
√
sNN = 130 GeV. Left
panel (a): semi-log plot comparing data from the STAR experiment [8] (solid dots) with the present Monte Carlo Glauber
model fit (histogram). Middle panel (b): same data and Monte Carlo fit displayed in panel (a) except on a log-log plot showing








TABLE II: Centrality-bin averaged quantities for Monte Carlo Glauber model simulations of Au-Au collisions at
√
sNN =
200 GeV using the nominal model parameters discussed in Sec. IV. Simulated collisions were assigned to centrality bins based
on their value of Nch for |η| < 0.5 and full 2pi azimuthal acceptance. Estimated positive and negative systematic errors are also
listed, both as magnitudes and as relative percentages (in parentheses) of the nominal mean values. Errors include contributions
from estimated background contamination. Errors in mean multiplicities were not computed.
Au-Au 200 GeV







































































































D. Power-law minimum-bias distributions
In Ref. [18] it was shown that minimum-bias multiplic-
ity frequency distributions for relativistic heavy ion col-
lisions from both experiment and Monte Carlo Glauber
models approximately follow a power-law distribution.
This is illustrated for the minimum-bias Au-Au 130 GeV
multiplicity distribution data from STAR [8] by plotting
those data on log-log axes as shown in the middle panel
of Fig. 1. Except near the end-points the data can be
characterized with an exponent (slope) of approximately




dNevt/dNh− ∝ N−3/4h− . (5)
7chN
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FIG. 2: Monte Carlo Glauber model simulations based on one-million minimum-bias Au-Au collisions at
√
sNN = 200 GeV
using the nominal parameters discussed in the text. Upper row of panels display the event-wise frequency distributions on
semi-log axes. Middle row of panels show the corresponding distributions on log-log axes illustrating the approximate power-law





bin . Solid lines

























as shown in the right-hand panel of Fig. 1 for the
130 GeV Au-Au data. Except near the end-points the
dNevt/dN
1/4
h− data are constant on N
1/4
h− to within 20%.
Linear binning on axis N
1/4
h− produces approximately
equal fractions of the total number of collisions, or the
total Au-Au inelastic cross section.
Similarly, the Monte Carlo Glauber simulations for
one-million minimum-bias collisions are shown in Fig. 2
for Au-Au collisions at
√
sNN = 200 GeV. The upper row
of panels show semi-log plots of distributions dNevt/dNch
versus Nch (|η| ≤ 0.5 and full 2pi azimuthal acceptance),
dNevt/dNpart versus Npart and dNevt/dNbin versus Nbin.
8TABLE III: Same as Table II except for Au-Au collisions at
√
sNN = 130 GeV. Errors include contributions from estimated
background contamination.
Au-Au 130 GeV













































































































TABLE IV: Same as Table II except for Au-Au collisions at
√
sNN = 62 GeV. Errors include contributions from estimated
background contamination.
Au-Au 62 GeV



















































































































The middle row of panels in this figure shows the same
results on log-log axes where the approximate power-law
exponents (slopes) are -3/4, -3/4 and -5/6 for the Nch,
Npart and Nbin distributions, respectively, which is con-
sistent with the results in [18]. The Monte Carlo power-
law dependences can be expressed as the following pro-
9TABLE V: Same as Table II except for Au-Au collisions at
√
sNN = 20 GeV. Errors do not include any contributions from
estimated background contamination.
Au-Au 20 GeV













































































































TABLE VI: Same as Table II except for Cu-Cu collisions at
√
sNN = 200 GeV. Errors do not include any contributions from
estimated background contamination.
Cu-Cu 200 GeV




















































































































dNevt/dNch ∝ N−3/4ch ,
dNevt/dNpart ∝ N−3/4part ,
dNevt/dNbin ∝ N−5/6bin , (7)
where the corresponding differential quantities are given
10
TABLE VII: Same as Table II except for Cu-Cu collisions at
√
sNN = 62 GeV. Errors do not include any contributions from
estimated background contamination.
Cu-Cu 62 GeV


























































































































 Au-Au 200 GeV
 p-p 200 GeV
FIG. 3: (color online) Monte Carlo Glauber model simu-
lations for centrality bin average quantity 〈Nch〉/〈Npart/2〉
for one-million minimum-bias Au-Au collisions at
√
sNN =
200 GeV using the nominal parameters discussed in the text
(solid dots). Linear fit (dashed line) to the Au-Au results (ex-
cluding the 90-100% centrality bin) accurately extrapolates to
the p-p multiplicity from UA5 [22]. Data for Au-Au include















































which are approximately constant except near the end-
points as shown in the lower row of panels in Fig. 2. For
the latter distributions the first several discrete values
are shown explicitly. For values of the abscissa > 2, 1.78
and 1.49 in the three lower panels from left to right, re-
spectively, the discrete values were averaged into 50 bins
of uniform width. Uniform bin widths in the lower row
of distributions in Fig. 2 correspond to nearly equal frac-
tions of the total number of collisions (i.e. fractions of
the total cross section). The advantages of analyzing real
and Monte Carlo data using the power-law inspired plot-
ting format are demonstrated in the following subsection.
E. Uncertainties in multiplicity frequency
distribution
Uncertainties in detector inefficiency corrections and
background contamination which distort the apparent
11
shape of the multiplicity frequency distribution (e.g.
dNevt/dN
1/4
ch as a function of N
1/4
ch ) directly affect the
accuracy of the relationship between multiplicity based
centrality and collision geometry. The dominant con-
tributions include: (1) uncertainty in the minimum-bias
trigger efficiency, (2) background contamination of the
collision event population, (3) uncertainty in the primary
collision vertex reconstruction efficiency, and (4) uncer-
tainty in the dependence of particle track finding effi-
ciency (event-wise multiplicity determination) on particle
density in the detectors. Overall uncertainty in particle
track reconstruction efficiency affects only the scale of the
distribution, not the shape, and therefore does not con-
tribute to systematic errors in the centrality bin average
quantities.
Each of the four RHIC experiments utilize a common
lowest level trigger detector system based on calorimetric
detection of neutrons at zero degree scattering angle us-
ing two zero-degree calorimeters (ZDC) placed symmet-
rically upstream and downstream from the beam-beam
intersection region [1, 2, 3, 4]. Minimum signal thresh-
olds and relative timing cuts eliminate the majority of
beam-gas collision events and define the minimum-bias
event triggers at RHIC [8, 10, 19, 20]. Hadronic interac-
tions, some two-photon ultra-peripheral interactions [38],
and mutual Coulomb dissociation processes (e.g. γ + A
→ A⋆ → B + n for both nuclei) account for almost
all of the ZDC triggers. Minimum transverse particle
production requirements (relative to the beam direction)
eliminate the latter contribution reducing the number of
triggers by about 30%. Reported minimum-bias trigger
efficiencies at RHIC are 92.2+2.5
−3.0% [10, 39], 94 ± 2% [8],
96% [20] and 97± 3% [19, 40, 41]. Estimates of system-
atic errors in centrality due to trigger inefficiency and
backgrounds is facilitated by exploiting the approximate
power-law dependences as explained in the following.
If the integrated trigger detector yield (e.g. ADC
sum of scintillator – photomultiplier tube output) for
transverse particle production, denoted by the variable
SUM , is proportional to Nch, then the event-wise trigger
yield distribution will be approximately proportional to
SUM−3/4. Simulation results for dNtrig/dSUM
1/4 ver-
sus SUM1/4, described in Appendix C, for hadronic in-
teractions is shown in the left-hand panel of Fig. 4 by
the solid lines for Au-Au and p-p collisions where Ntrig
is the number of ZDC coincidence plus minimum trans-
verse particle production (SUM > minimum cut) trig-
gers [42]. The p-p results were obtained by sampling
the NBD distribution for
√
s = 200 GeV p-p minimum-
bias collision data [22, 23], the measured pion, kaon and
proton dN/ptdpt distributions [11], and the energy depo-
sition distribution [29] in plastic scintillator. The Au-Au
result was obtained by sampling the p-p dNtrig/dSUM
distribution an appropriate number of times for each
Monte Carlo Glauber model simulated collision as ex-
plained in Appendix C. The results in Fig. 4 quantita-
tively reproduce the shape of the STAR trigger distri-
bution data [43]. The p-p distribution determines the
half-maximum point and width of the lower multiplicity
end-point of the A-A SUM1/4 distribution. The peak
of the p-p distribution approximately locates the half-
maximum of the A-A lower end-point. The p-p trig-
ger yield can be calibrated by comparing to convolu-
tions of published p-p dNevt/dNch distributions [22, 23]
[accurately parametrized by negative binomial distribu-
tions (NBD)] and the (pt, η) and energy deposition dis-
tributions with the trigger detector response function as
calculated in Appendix C.
Trigger inefficiency which is larger for lower multiplic-
ity collisions causes too few triggers as indicated by the
lowest dashed curve in the left-hand panel of Fig. 4.
Under-corrected or over-corrected yields result in the
middle and upper dashed curves in Fig. 4, respectively,
and are clearly evident by comparing the corresponding
half-maximum end-points to the mean of the p-p trigger
distribution on SUM1/4. Trigger inefficiency at STAR re-
sults in an approximate shift of the lower end-point distri-
bution dNtrig/dSUM
1/4 to larger values of SUM1/4 [43].
Uncertainties in the width and shape of the lower end-
point region of dNtrig/dSUM
1/4 for the A-A system have
less effect on centrality bin averages because the end-
point region is mainly confined to the most-peripheral
centrality bin considered here. By using the p-p con-
straints uncertainties in the location of the lower half-





ch , can be restricted
to ±0.8%, ±0.9%, ±1.0% and ±2% at √sNN = 200, 130,
62 and 20 GeV, respectively, corresponding to 1/4 of the
errors in the measured dN¯ch(pp)/dη|η=0 [22]. Shifts in
the end-point location of the Monte Carlo Glauber dis-
tributions were implemented using the correction term
δ(dN¯ch/dη) in Eq. (1) as explained in Sec. V. Similar
studies based on the number of reconstructed charged
particle tracks, but without requiring a reconstructed col-
lision vertex, provide an independent estimate of trigger
inefficiency.
The principle sources of background contamination
of the minimum-bias A-A triggered events are ultra-
peripheral two-photon interactions [38] and beam-gas
collisions. The former corresponds to coherent photon-
photon interactions which excite both nuclei, followed by
neutron decay, with production of an intermediate reso-
nance(s) which decays into charged particles transverse
to the beam direction. Transverse particle multiplicities
from UPC events are typically ≤ 2 (e.g. ρ-meson de-
cay) and generally ≤ 4 [38] for |η| < 1 at midrapidity
which restricts their contribution to the most-peripheral
(90-100%) centrality bin. UPC yields should be approxi-
mately proportional to (Z1Z2)
2 [38] (charge numbers for
colliding ions 1 and 2) whereas beam-gas contamination
should scale with beam current. These background con-
tributions will display distinctive signatures at low val-
ues of multiplicity or trigger SUM (see dotted line in
the left-hand panel of Fig. 4) as well as having charac-
teristic dependences on ion charge (e.g. UPC yield for
Cu-Cu should be about 2% that for Au-Au) and beam
12
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200 GeV Au+Au (b)
FIG. 4: Left-hand panel (a): (color online) Monte Carlo simulation results for the expected frequency distribution of minimum-
bias triggers on transverse particle production integrated trigger detector yield quantity SUM to the 1/4 power. Simulated yields
for 200 GeV Au-Au and proton-proton (p-p) collisions are indicated by the respective (labelled) solid curves. The expected
trigger yield for Au-Au collisions when trigger inefficiency is significant is illustrated by the lowest (right-most) dashed curve
(hand-drawn sketch). Over- and under-corrected yields are similarly illustrated by the upper (left-most) and middle dashed
lines, respectively. Background contamination contributes at lower multiplicity as illustrated by the dotted curve (hand-drawn
sketch). Right-hand panel (b): Reconstructed collision event frequency distributions for 200 GeV Au-Au collisions on N
1/4
ch
illustrating the effects of primary collision vertex finding inefficiency. The Monte Carlo Glauber model distribution from Fig. 2
is shown by the solid line; over- and under-corrected distributions are illustrated by the hand-drawn upper (left-most) and
lower (right-most) dashed curves, respectively.
current. Significant background contamination shifts the
half-maximum end-point of the dNtrig/dSUM
1/4 trigger
distribution and/or distorts its shape near the lower end-
point beyond that permitted by the p-p trigger distribu-
tion constraints. Similar analysis based on reconstructed
charged particle tracks without a collision vertex finding
requirement can also be done to further reduce system-
atic errors due to background contamination.
Estimates of background contamination in minimum-
bias trigger data at RHIC range from 1 ± 1% [10] to
6% [8, 9] overall for Au-Au at
√
sNN =130 GeV corre-
sponding to 0-20% and 60%, respectively, of the hadronic
collision event yield in the 90-100% centrality bin. Most
of the UPC events occur at Nch < npp and can be elim-
inated by a cut on SUM1/4 at the mean of the p-p trig-
ger distribution (or at the analogous lower limit from
p-p data for frequency distributions on the number of
charged particle tracks). The remaining background con-
tributions for Nch > npp are less than the amounts listed
above. For the present analysis background contamina-
tion was assumed to be dominated by UPC events and to
diminish in magnitude with collision energy and (Z1Z2)
2.
For the present Au-Au collision simulations the overall
background contamination, after applying a Nch ≥ npp
cut, was assumed to be 3% at
√
sNN = 200 GeV, 2%
at 130 GeV and 1% at 62 GeV. UPC contamination for
Au-Au collisions at 20 GeV and for Cu-Cu at 200 and
62 GeV was estimated to be negligible. However, calcu-
lations were done for the latter three systems assuming a
1% overall background contamination (10% contamina-
tion within the nominal 90-100% centrality bin) in order
to provide a reference for further systematic error estima-
tion. For the Monte Carlo simulations background con-
tamination was applied in the nominal 90-100% central-
ity bin using the correction term δ(dN¯ch/dη) in Eq. (1)
as explained in Sec. V. Estimated and reference back-
ground contributions to systematic errors are given in
Sec. VI for each colliding system. Systematic errors re-
sulting from different trigger background levels from that
assumed here can be estimated by scaling the results in
Sec. VI.
Background levels in collider experiments can vary sig-
nificantly depending on beam quality, beam current and
interaction rate. Excessive trigger backgrounds beyond
that considered here may result from beam-gas interac-
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tions during periods of high integrated beam currents.
Backgrounds from collision event pile-up in the particle
tracking detectors when luminosity is high adversely af-
fect collision vertex finding. Both of these background
conditions may be so severe as to preclude access to the
low multiplicity range of the minimum-bias distribution.
Even so, the power-law dependence and p-p end-point
constraints enable accurate centrality estimates for the
remaining minimum-bias data.
Primary collision vertex reconstruction efficiency for
the STAR experiment is approximately 100% for Nch
of order a few tens and greater in |η| < 1, but falls
below 100% for Nch < 14 and drops precipitously for
Nch < 10 [44]. Estimates based on simulated minimum-
bias Au-Au collisions at
√
sNN = 200 GeV using hi-
jing [45] and realistic detector simulation and recon-
struction software obtain about 18% inefficiency for the
most-peripheral centrality bin and 3±0.5% overall [8, 44].
Primary vertex finding efficiency from the PHOBOS ex-
periment is estimated to be uncertain by about ±2%
overall [40, 41] while for the STAR experiment the ef-
ficiency is estimated to be 94±2% based on the ratio
of reconstructed collision vertices to minimum-bias trig-
gers [8]. The disparity between the hijing and data anal-
ysis results (i.e. a 30% event loss in the former com-
pared to a 60% loss of events in the latter for the most-
peripheral 90-100% centrality bin) is very likely caused
by the UPC event background in the real data which
is absent in the hijing simulations. The minimum-bias
trigger background at low Nch together with the Nch de-
pendent vertex finding efficiency results in a larger frac-
tional loss of events for real data compared to hijing,
and was estimated to roughly double the apparent frac-
tion of lost events. It is most likely that the large ver-
tex finding inefficiencies reported at RHIC [8, 39, 40, 41]
significantly overestimate the loss of true minimum-bias
hadronic collisions. A test of this hypothesis would be
to carry out similar efficiency studies using hijing sim-
ulations and data for Cu-Cu collisions where the UPC
background should be negligible.
The uncertainty in the collision vertex reconstruction





distribution as illustrated by the schematic diagram in
the right-hand panel of Fig. 4. The reference distribu-
tion is indicated by the solid curve (from Fig. 2) while
the upper and lower dashed curves represent the over-
and under-corrected distributions, respectively. The frac-
tional difference in height between the reference and
corrected collision vertex yields is largest at the lowest
value of N
1/4
ch and decreases monotonically with increas-
ing multiplicity, vanishing at about Nch ≥ 14 [44], or
N
1/4
ch ≥ 1.93. From this dependence it is determined
that vertex finding inefficiencies for Nch < 14 which
produce ±2% uncertainty in the overall collision vertex
yield, cause from±5% to ±6% variation in the lower half-
maximum end-point position. The latter exceeds the ±3
to ±4% constraint imposed by the p-p data except for√s
= 20 GeV where npp is ±8% uncertain. Therefore, for the
present simulations the overall collision vertex yield un-
certainty due to vertex finding inefficiency for Nch < 14
was reduced from ±2% to ±1.4% at √sNN = 130 and
200 GeV and ±1.5% at 62 GeV. The full ±2% was as-
sumed for the Au-Au 20 GeV analysis. The collision
vertex finding uncertainty was included in the present
simulations by applying the δ(dN¯ch/dη) term in Eq. (1)
as explained in Sec. V.
Uncertainties in the trigger and collision vertex find-
ing efficiencies both affect the dNevt/dN
1/4
ch distribution
in the lower Nch end-point region. The p-p data should
therefore be used to constrain the combined variations
of both the trigger and collision vertex finding efficien-
cies in estimating systematic errors in centrality bin av-
erages. For the present analysis the latter procedure was
not done; errors in centrality bin averages due to these
two error sources were computed independently and com-
bined in quadrature, resulting in an overestimate of the
systematic errors due to uncertainties in trigger and ver-
tex finding efficiencies. However, these errors are small
as shown in Sec. VI.
Charged particle track reconstruction efficiencies in the
large acceptance tracking detectors at RHIC are typi-
cally 70 - 95% [8, 39, 40] and decrease approximately
linearly with track density (Nch) about 20% from most-
peripheral to most-central collisions [44]. Uncertainty in
the particle track reconstruction efficiency was assumed
to vary linearly with Nch and was estimated by compar-
ing corrected distributions for (dNch/dη|η=0)/(Npart/2)
versus Npart among the RHIC experiments for Au-Au
collisions at 20 GeV [39, 40] 130 GeV [8, 39, 40] and
200 GeV [39, 40]. The comparisons indicate a ±8% un-
certainty over the full centrality range at each energy.
In the present simulations this source of systematic er-
ror was implemented by generalizing parameter npp in
Eq. (1) to npp(1 + αNpart) where α = ±0.00023 and
αNpart = ±0.08 for most-central Au-Au collisions. The
same value for α was assumed for Cu-Cu. Parametriz-
ing the effects of uncertainty in particle track reconstruc-
tion efficiency by maximizing the variation in multiplic-
ity for the most-central collisions, rather than the most-
peripheral for example or for some other choice, is arbi-
trary. However, this ambiguity does not affect the result-
ing systematic errors in the four centrality bin averaged
quantities 〈b〉, 〈Npart〉, 〈Nbin〉 and ν. What matters is
the relative change in particle track reconstruction effi-
ciency from peripheral to central collisions. Because of
this ambiguity systematic errors in centrality bin average
multiplicities were not included in Tables II-VII.
V. METHOD OF ERROR ESTIMATION
Statistical errors in the centrality bin averaged quanti-
ties were obtained by repeating the nominal calculations
for each collision system as in Sec. IV with different ran-
dom number generator seeds (5 runs per collision system)
and computing the standard deviations for each quantity
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in each centrality bin. Systematic errors were obtained
as follows.
Systematic errors due to uncertainties in the nuclear
densities and N-N interaction range were estimated by re-
peating the nominal minimum-bias collision simulations
for each colliding system six times corresponding to indi-
vidual increases and decreases of the half-density radius,
diffusivity and σinel within their respective errors. Mul-
tiplicity perturbation δ(dN¯ch/dη) in Eq. (1) was com-
puted for each of the six new collision event ensembles
and the six simulations repeated using the corresponding
δ(dN¯ch/dη). Differences between the centrality bin aver-
age quantities computed in the last step and those in the
nominal calculations, beyond statistics, were recorded
where positive and negative differences were stored sep-
arately. The differences represent the net, systematic
changes in the centrality bin averages for fixed (recov-
ered) dNevt/dNch distributions due to uncertainties in
the nuclear density and σinel. In principle, the fit to the
reference (nominal) dNevt/dNch distributions could be
recovered by adjusting the parameters of the phenomeno-
logical multiplicity model in a |χ|2 minimization proce-
dure. However, for the required statistics this procedure
is computationally prohibitive and furthermore is unnec-
essary. An alternate method using perturbation term
δ(dN¯ch/dη) which exploits the phenomenological nature
of the multiplicity production model in Eqs. (1) and (2)
is explained in Appendix A.
Changes in centrality bin averages due to uncertainties
in the phenomenological multiplicity model parameters
x and a in Eqs. (1) and (2) were evaluated by individ-
ually varying both parameters within errors and calcu-
lating the net changes, beyond statistics, relative to the
reference. Similarly, the errors due to uncertainty in the
multiplicity dependence of the particle tracking efficiency
was estimated by comparing the reference quantities with
that obtained assuming npp → npp(1 + αNpart), where
α = ±0.00023. These three error estimates did not re-
quire a recovery of the fit to the reference distribution
dNevt/dNch.
Estimates of the systematic errors due to uncertainty
in the trigger inefficiency (Sec. IV) were obtained us-
ing Eqs. (A1) and (A4) in Appendix A by shifting the
lower limit N¯
1/4
ch,min by the amounts listed in Sec. IV
and renormalizing the distribution to preserve the total
number of collision events. Calculations with five coarse
bins for approximate centrality fractions 0-5%, 5-10%,
10-40%, 40-70% and 70-100% and one-million collisions
achieved accurate results for the multiplicity distribution
dNevt/dN
1/4
ch corresponding to over- or under-correction
for trigger inefficiency as in the left-hand panel of Fig. 4.
Systematic errors due to uncertainties in the colli-
sion vertex reconstruction inefficiency and background
contamination (Sec. IV) were similarly estimated using
Eqs. (A1) and (A4) in Appendix A, except that N¯
1/4
ch,min
was not changed. Instead a perturbation was added to
dNevt/dN¯
1/4
ch in the most-peripheral region starting at
N¯
1/4
ch,min and decreasing linearly in magnitude to zero.
The resulting distribution was normalized to the total
number of collisions. Perturbation δ was obtained as
in Eq. (A4) where Nch,R→S[(Npart/2)1/4] was computed
with the additional, linear perturbation. Results using
one-million collisions and the five coarse bins listed in
the preceding paragraph accurately represented the mul-
tiplicity distributions corresponding to over- or under-
correction for vertex finding inefficiency and for back-
grounds.
VI. RESULTS
Individual contributions to the systematic errors in
centrality bin averages 〈b〉, 〈Npart〉, 〈Nbin〉 and ν for
Au-Au and Cu-Cu collisions at
√
sNN = 200 GeV are
summarized in Tables VIII and IX, respectively. Similar
results were obtained for the other four collision systems.
Errors due to background contamination are presented in
Table X and discussed in the following paragraph. The
first column in Tables VIII and IX indicates the quantity
being varied. Errors are given as the percent change rela-
tive to the reference where absolute values of positive and
negative errors were averaged together. The three num-
bers listed for each instance correspond to the average
errors within the 60-100%, 20-60% and 0-20% centrality
bins, respectively. From the values listed in Tables VIII
and IX it is noted that the dominant errors are due to
uncertainties in the matter density and the N-N total
inelastic cross section. Uncertainties in the phenomeno-
logical multiplicity production model have negligible im-
pact on the final errors. Uncertainties in the multiplicity
dependent particle track reconstruction efficiency and in
the trigger and vertex reconstruction inefficiencies, given
the p-p data constraints discussed above, make negligible
contribution to the total systematic errors.
Percent uncertainties due to possible background con-
tamination are listed for all six collision systems in Ta-
ble X. The largest errors occur in the most-peripheral
centrality bin as expected. The absolute magnitudes of
the errors decline rapidly with increasing centrality and
are negligible for the centrality bins not listed in Table X.
Errors for Au-Au at 20 GeV and Cu-Cu at
√
sNN = 200
and 62 GeV were based on an assumed 10% background
contamination in the 90-100% centrality bin as discussed
in Sec. IVE. Overall, the systematic errors in central-
ity bin averages for non-peripheral bins are dominated
by the nuclear geometry and σinel while the errors in
the more peripheral bins are dominated by background
contamination.
The nominal bin averages and combined (in quadra-
ture) systematic errors in both magnitude and relative
percent (given in parentheses) are listed in Tables II -
VII for the six collision systems studied here. Impact
parameter uncertainty is about ±2% for all systems and
centralities. Uncertainty in 〈Npart〉 is about ±5% for Au-
Au and ±3% for Cu-Cu for peripheral centralities, reduc-
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ing to about ±1% or less for central collisions where full
geometrical overlap of the two nuclei suppresses the de-
pendence of Npart on variations in the nuclear surface ge-
ometry. Systematic errors in 〈Nbin〉 vary between about
±4% and ±9% for Au-Au collisions and approximately
±3% and ±5% for Cu-Cu where the errors in general de-
crease from peripheral to central collisions. Errors in ν
are approximately equal to the differences between the
corresponding errors in 〈Nbin〉 and 〈Npart〉 because vari-
ations in Npart and Nbin are correlated.
Changes in the surface geometry of the matter density
or in the range of the effective N-N interaction affect the
apparent thickness of the oncoming nucleus as seen by an
average incident nucleon, thus directly affecting the cen-
trality bin averages, especially 〈Nbin〉. The way in which
uncertainties in the shape of the minimum-bias multiplic-
ity frequency distribution affect 〈b〉, 〈Npart〉, etc. is more
subtle. For example, if centrality bins in the Monte Carlo
Glauber model were determined by the mean-Nch dis-
tribution, dNevt/dN¯
1/4
ch , rather than dNevt/dN
1/4
ch , then
any perturbation applied to this distribution via correc-
tion factor δ(dN¯ch/dη) in Eq. (1) would, by definition,
produce zero net change in the centrality bin average
quantities owing to Eq. (A3). However, when central-
ity is based on event-wise multiplicity dNevt/dN
1/4
ch , per-
turbations to the phenomenological multiplicity produc-
tion model produce non-zero changes in the centrality





ch produced by sampling





ch ). Distortions in dNevt/dN
1/4
ch af-
fect the locations of the centrality bin edges and because
of the dependence of the width of P on multiplicity the
distribution of collision events on (Npart/2)
1/4 contribut-
ing to a specific centrality bin will either become more or
less diffuse. Because bin average 〈Npart〉 is proportional
to the fourth-moment of the preceding distribution on
(Npart/2)
1/4, it acquires a net increase or decrease.
Estimates of the total systematic errors for background
contamination levels different from that assumed here
can be obtained by removing the error contributions due
to backgrounds in Table X from the total errors in Ta-
bles II - IV for Au-Au collisions at 200, 130 and 62 GeV,
respectively, and then adding (in quadrature) the appro-
priately scaled background errors from Table X. For Au-
Au collisions at 20 GeV and Cu-Cu collisions at 200 and
62 GeV the scaled errors from Table X can be combined
in quadrature with the total systematic errors in Tables V
- VII. Of course if estimates of systematic errors with
much larger background errors than that assumed here
are required the present Monte Carlo results should not
be scaled but should be recalculated.
VII. DISCUSSION
The systematic errors presented here represent what
can be achieved for minimum-bias trigger data from
the RHIC experiments provided (1) background contam-
ination and event pileup do not overwhelm the true,
hadronic interaction yield, (2) trigger and collision ver-
tex reconstruction efficiencies remain significantly greater
than zero for peripheral collisions (but can be well below
100%), and (3) similar trigger data and multiplicity dis-
tributions are available for p-p collisions which are cali-
brated to published results such as the mean dNch/dη|η=0
for non-singly diffractive scattering [22]. When these con-
ditions exist analysis of trigger data and particle track
distributions enable accurate estimates to be made of
trigger and collision vertex reconstruction efficiencies as
well as background contamination levels. When these
conditions are not met or if the trigger and particle track
distribution information is not used the resulting uncer-
tainty in the true hadronic collision yield at low multi-
plicity can be very large, of order 50%. The latter uncer-
tainty in the collision yield results in large errors in the
boundaries of the centrality bins onNch and consequently
produces large uncertainties (up to 50%) in the bin aver-
ages 〈Npart〉 and 〈Nbin〉 for the more peripheral central-
ities. The centrality errors accumulate to mid-centrality
producing errors of order tens of percent [6, 8, 9]. Esti-
mates of large uncertainties of this type have dampened
interest in the peripheral collision data from RHIC where
some analyses have indicated significant, dynamical evo-
lution of the medium, especially for the 200 GeV Au-Au
data.
Frequency distributions of the integrated yields from
the trigger detectors for transverse particle production
represent convolutions of the event-wise multiplicity dis-
tribution, the momentum distribution of the detected
particles, the energy deposition in the trigger detector’s
active material, and the detector response as discussed in
Appendix C. An alternate method which mitigates some
of the detector issues associated with analysis of inte-
grated trigger detector yields is based on the frequency
distribution of reconstructed particle tracks (or energy
clusters in a calorimeter) per minimum-bias trigger. In
this approach standard particle track reconstruction is
carried out, track quality cuts are imposed, projection of
the particle trajectory back to the beam line and within
the longitudinal position determined by the relative ZDC
timing difference is required, but no collision vertex re-














globtrk can be compared for p-p and A-A col-
lisions where trigger inefficiency for the latter will be
readily apparent as discussed in Sec. IV. In Eq. (11)
Nglobtrk is the number of reconstructed particle tracks
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TABLE VIII: Absolute values of individual error contributions (in percent) to centrality bin average quantities for Au-Au
collisions at
√
sNN = 200 GeV relative to the reference values in Table II. Errors are denoted as ∆〈b〉, etc. The left-most
column lists the sources of uncertainty. Average errors for centrality bins 60-100%, 20-60% and 0-20% are listed from left to
right, respectively, for each instance.
Error Au-Au 200 GeV Errors
Source ∆〈b〉(%) ∆〈Npart〉(%) ∆〈Nbin〉(%) ∆ν(%)
cpt,m 0.9, 1.0, 0.8 0.1, 0.1, 0.2 0.1, 0.9, 2.2 0.0, 0.9, 2.0
zpt,m 1.7, 1.6, 1.5 3.2, 1.6, 0.3 5.2, 5.1, 2.6 2.1, 3.5, 2.3
σinel 0.1, 0.1, 0.0 0.4, 0.5, 0.3 1.0, 2.0, 2.5 0.6, 1.5, 2.2
x 0.0, 0.0, 0.1 0.2, 0.0, 0.0 0.3, 0.0, 0.0 0.2, 0.1, 0.0
a 0.0, 0.0, 0.2 0.3, 0.1, 0.0 0.4, 0.2, 0.1 0.1, 0.1, 0.0
triggera 0.0, 0.0, 0.0 0.1, 0.0, 0.0 0.1, 0.0, 0.0 0.0, 0.0, 0.0
vertexa 0.0, 0.0, 0.1 0.1, 0.0, 0.0 0.1, 0.0, 0.0 0.0, 0.0, 0.0
trackingb 0.0, 0.0, 0.1 0.0, 0.0, 0.0 0.0, 0.0, 0.0 0.0, 0.0, 0.0
aUncertainty in the shape of the multiplicity frequency distribu-
tion due to estimated corrections for inefficiencies.
bUncertainty in the shape of the multiplicity frequency distribu-
tion due to errors in correcting for particle track density effects on
track reconstruction efficiency.
TABLE IX: Same as Table VIII except absolute values of errors (in percent) for Cu-Cu collisions at
√
sNN = 200 GeV relative
to the reference values in Table VI.
Error Cu-Cu 200 GeV Errors
Source ∆〈b〉(%) ∆〈Npart〉(%) ∆〈Nbin〉(%) ∆ν(%)
cpt,m 1.0, 1.0, 1.0 0.2, 0.4, 0.5 0.2, 1.1, 2.6 0.2, 0.8, 2.0
zpt,m 1.9, 1.8, 1.7 2.1, 1.8, 0.8 3.2, 4.3, 3.2 1.2, 2.5, 2.3
σinel 0.2, 0.2, 0.2 0.2, 0.4, 0.4 0.5, 1.5, 2.2 0.3, 1.1, 1.8
x 0.0, 0.0, 0.0 0.0, 0.0, 0.0 0.2, 0.0, 0.1 0.2, 0.1, 0.1
a 0.1, 0.1, 0.3 0.8, 0.2, 0.1 1.2, 0.4, 0.2 0.4, 0.2, 0.1
triggera 0.0, 0.0, 0.1 0.2, 0.1, 0.0 0.2, 0.1, 0.0 0.1, 0.0, 0.0
vertexa 0.0, 0.0, 0.0 0.0, 0.0, 0.0 0.2, 0.0, 0.0 0.0, 0.0, 0.0
trackingb 0.0, 0.0, 0.0 0.0, 0.0, 0.0 0.0, 0.0, 0.0 0.0, 0.0, 0.0
aUncertainty in the shape of the multiplicity frequency distribu-
tion due to estimated corrections for inefficiencies.
bUncertainty in the shape of the multiplicity frequency distribu-
tion due to errors in correcting for particle track density effects on
track reconstruction efficiency.
satisfying the above cuts without a collision vertex as-
sociation requirement. Convolution of the p-p particle
distribution with the Monte Carlo Glauber collision dis-
tribution on Npart provides a reasonable estimate of the
expected particle track distribution for A-A collisions.
Comparison between the latter distribution and the p-p
and A-A data will enable an accurate estimate of trig-
ger inefficiency and backgrounds to be made which is
independent from that obtained via the trigger detec-
tor output. Comparisons of this type for Au-Au versus
Cu-Cu minimum-bias collisions, low versus high luminos-
ity beam-beam intersection conditions, and low versus
high beam current conditions provide additional handles
on background contamination from UPC events, pileup
and beam-gas collisions, respectively. Finally, the colli-
sion vertex reconstruction efficiency can be obtained by
comparing the ZDC trigger frequency distributions on
N
1/4
globtrk obtained with and without a vertex reconstruc-
tion requirement for data with minimum backgrounds,
e.g. Cu-Cu collision data obtained during run periods
with low luminosity and beam current.
VIII. SUMMARY AND CONCLUSIONS
A Monte Carlo Glauber model for high energy heavy
ion collisions together with a two-component, multiplic-
ity production model was presented and used to describe
minimum-bias multiplicity frequency distribution data
from RHIC. Systematic errors in centrality bin deter-
mination based on charged particle multiplicity within
a finite acceptance (pseudorapidity |η| ≤ 0.5, full 2pi az-
imuth) and systematic errors in centrality bin averages
for the geometrical quantities 〈b〉, 〈Npart〉, 〈Nbin〉 and
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TABLE X: Percent changes in centrality bin average quanti-
ties relative to the reference values in Tables II - VII for the six
colliding systems considered here due to possible background
contamination of the peripheral collision events as explained
in Sec. IV. Background contamination errors for centrality
bins not listed were shown to be negligible.
Background Contamination Errors
System Centrality ∆〈b〉 ∆〈Npart〉 ∆〈Nbin〉 ∆ν
(percent) (%) (%) (%) (%)
Au-Au 200 GeV 90-100 -0.3 5.6 7.9 1.8
23% contamination 80-90 0.2 -1.6 -1.7 -0.1
in 88-100% bin
Au-Au 130 GeV 90-100 -0.3 4.8 6.7 1.6
22% contamination 80-90 0.2 -1.5 -1.5 0.0
in 91-100% bin
Au-Au 62 GeV 90-100 -0.1 1.3 1.6 0.3
18% contamination 10-50a -0.1 0.2 0.4 0.1
in 96-100% bin
Au-Au 20 GeVb 90-100 -0.1 2.7 3.5 0.8
80-90 0.0 0.0 0.1 0.0
40-70a -0.1 0.5 0.7 0.2
Cu-Cu 200 GeVb 90-100 -0.2 1.7 2.3 0.8
Cu-Cu 62 GeVb 90-100 -0.1 1.5 2.0 0.6
aAverage percent changes within the given centrality bin.
bAssuming 10% background contamination in the number of col-
lisions in the nominal 90-100% centrality bin.
ν = 〈Nbin〉/(〈Npart〉/2) were estimated. The sources of
systematic error considered here include uncertainties as-
sociated with the nuclear density, the nucleon-nucleon in-
elastic total cross section (used to estimate the effective
interaction range), the multiplicity production model pa-
rameters, and the experimental minimum-bias multiplic-
ity distributions. The latter uncertainties include that
due to imprecisely known inefficiencies in the trigger, col-
lision vertex finding, and particle track reconstruction as
well as background contamination in the triggered colli-
sion event ensemble. Six collision systems relevant to the
RHIC heavy ion programwere studied. It was shown that
simultaneous analysis of the minimum-bias multiplicity
frequency distributions and trigger information for trans-
verse particle production for both heavy ion and proton-
proton collisions using the power-law representation of
the data [18] enables uncertainties in the corrected heavy
ion multiplicity distributions to be reduced. The lat-
ter corrections to the multiplicity frequency distribution
data include that for trigger and collision vertex recon-
struction inefficiencies, particle track reconstruction inef-
ficiencies as a function of particle density in the tracking
detectors, and background contamination. The resulting
systematic errors are in general smaller than in previous
estimates [6, 8, 9] which did not utilize the power-law
representations of the proton-proton and trigger data as
explained here.
The systematic errors presented in this paper repre-
sent what can be achieved with RHIC data provided the
backgrounds from UPC events, pileup, beam-gas colli-
sions, etc. are not too large and the minimum-bias trigger
and collision vertex reconstruction efficiencies are not too
small for peripheral collisions. Indications are that these
conditions are satisfied for at least some of the data from
RHIC. It is intended that by applying the analysis meth-
ods presented here and in Ref. [18] the most-peripheral
(∼80-100% total cross section fraction) heavy ion col-
lision data from RHIC can be analyzed, thus provid-
ing experimental access to important information about
the medium produced in RHIC collisions which appears
to evolve dramatically within this peripheral centrality
range.
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APPENDIX A:
Calculation of perturbation term δ(dN¯ch/dη) in Eq. (1)
is discussed here for all applications used in this paper.
Changes in the nuclear density and/or σinel affect the
collision distributions on Npart and Nbin and because of
Eqs. (1) and (2) such changes also affect dNevt/dN¯ch
and dNevt/dNch. Perturbation term δ(dN¯ch/dη) in
Eq. (1) is defined such that the reference distribution
for dNevt/dN¯ch is maintained when the collision distri-
bution on Npart and/or Nbin changes. Invariance of
dNevt/dNch within statistics is assured since the param-
eters of P(Nch, N¯ch) in Eq. (2) are not affected. Varia-
tions in the nuclear density or σinel affect the local colli-
sion frequency density on Npart, N¯ch and Nch. Running
integrals of the distributions sum the accumulated num-
ber of collisions at corresponding values of Npart, N¯ch
and Nch, thereby producing a one-to-one relationship be-
tween Npart and N¯ch for example. Using the power-law

























ch ], which can be compactly expressed
as a discrete function defined by
N¯
1/4
ch = N 1/4ch,D′→D[(Npart/2)1/4]. (A2)
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In Eqs. (A1) and (A2) D,D′ refer to the reference (D =





pp for the reference distribution. For varia-
tions in the density parameters or σinel δ(dN¯ch/dη) was
calculated as the difference between the discrete func-
tion which relates the shifted distribution on (Npart/2)
1/4
to the reference distribution on N¯
1/4
ch (S → R) and the
nominal function which relates the shifted distribution on
(Npart/2)
1/4 to the shifted distribution on N¯
1/4
ch (S → S).














Numerically stable results required coarse bin-




1/4 prior to evaluation of Eq. (A1),
where bin sizes were made small enough with respect to
the dependence of δ on (Npart/2)
1/4 but large enough to
ensure that statistical fluctuations were smaller than the
systematic effects. Changes in the density and σinel pro-
duced smooth variations in δ throughout the full central-
ity range but were largest in magnitude for more central
bins. For variations in parameters cpt,m and σinel excel-




1/4 in the inte-
grands of Eq. (A1) were combined into 5 bins correspond-
ing to approximate centrality fractions 0-5%, 5-10%, 10-
40%, 40-70% and 70-100% using one-million simulated
collisions. Similarly, for calculations with varied diffu-
sivity parameter zpt,m seven bins for approximate cen-
tralities 0-5%, 5-10%, 10-20%, 20-40%, 40-60%, 60-80%
and 80-100% with one-million collisions sufficed. Smaller
bins and/or poorer statistical quality resulted in noise
dominated δ(dN¯ch/dη) and failed to maintain the fit to
the reference distribution. The power-law representation
in Eq. (A1) exploits the approximately uniform statis-
tics throughout the domain of the integrands, making
numerical stability of the results less problematic. Fit
recovery, when measured by the centrality bin average
quantity 〈Nch〉, was typically within a few tenths of a per-
cent and always less than about 1%. Variations in the
density parameters and σinel produced typical changes
in 〈Nch〉 of order several percent, up to 5%. Correction
term δ(dN¯ch/dη) relative to dN¯ch/dη was required to be
less than about 1%, 4% and 1.5% in order to maintain
the reference distribution dNevt/dNch for changes in pa-
rameters cpt,m, zpt,m and σinel, respectively, for all six
collision systems.
For systematic uncertainties in the dNevt/dNch distri-
bution due to trigger inefficiency, background contam-
ination, and collision vertex reconstruction inefficiency
a similar method as in Eq. (A3) was used. In this
application however the collision event distribution on
(Npart/2)
1/4 remains fixed at the reference value while
the distribution on N¯
1/4
















Dynamical contributions to multiplicity fluctuation
width parameter a in Eq. (2) are discussed and the energy
and centrality dependent parametrization for a adopted
here is explained. The variance of P(Nch, N¯ch) at fixed
N¯ch is








Nch + N¯ch, (B1)
where the overline indicates an average over collisions,
σ2
Nch:N¯ch;stat
= N¯ch is the variance of a Poisson multiplic-
ity distribution with mean N¯ch, and ∆σ
2
Nch
= a−1 is de-
fined in the last line of Eq. (B1) to be the non-statistical
excess variance per mean number of particles [46]. The
latter quantity is the non-statistical multiplicity fluctu-
ation at the acceptance scale and is proportional to the
weighted integral of two-particle autocorrelations [46, 47]
on relative coordinates η1−η2 and φ1−φ2 (φ is azimuth)
from (0,0) to the bin size at which ∆σ2Nch is calculated
(given here by the acceptance). It is important to note
that distribution P(Nch, N¯ch), parameter a and there-
fore ∆σ2Nch must not include arbitrary contributions from
multiplicity bin widths. The latter cause the quantity
(Nch − N¯ch)2, when computed for collisions within a fi-
nite Nch bin, to increase with bin width. Multiplicity bin
width dependence produces a constant offset in the two-
particle autocorrelations [47] which should be removed by
renormalization as in Refs. [46, 47] prior to integration
to obtain the proper ∆σ2Nch to use here.
Measurements of the charged particle autocorrelations
for Au-Au collisions at
√
sNN = 130 GeV [15] show that
the amplitude of ∆σ2Nch is approximately proportional
to (ν − 1), except for most-central collisions. Elliptic
flow correlations on φ1 − φ2 do not contribute if the bin
size on azimuth is equal to a multiple of pi as in the
present analysis. The autocorrelation peak at η1 − η2 =
φ1 − φ2 = 0 [15] primarily determines ∆σ2Nch for the
acceptance assumed here (|η| < 0.5, full 2pi azimuth).
In Ref. [15] it was argued that semi-hard parton-parton
scattering in the initial stage of the collision dominates
the autocorrelation peak at (0,0). If true, then ∆σ2Nch
will be approximately proportional to ln
√
sNN based on
expected minijet production [34].
Given the dynamical contributions to width parameter
a and the phenomenological nature of the multiplicity
distribution P(Nch, N¯ch) in the present application, the
following empirical model for parameter a as a function
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of collision energy and path length ν was adopted:
a(
√









In Eq. (B2) amax(
√
sNN ) is the phenomenological value
of a for most-central collisions (where ν = νmax) and
κ ≡ κ(√sNN) is the energy dependent ratio of inte-
grated autocorrelations for minimum-bias p-p collisions
to most-central nucleus-nucleus collisions at collision en-
ergy
√
sNN . In Eq. (B2) a(
√
sNN , ν) includes linear
dependence on (ν − 1) and for p-p collisions (ν = 1)
a = 1 + ∆σ2Nch(p-p). Ratios κ were estimated from the
autocorrelation analysis of p-p and Au-Au data in [15]
assuming a ln
√
sNN dependence as explained in Sec. IV.
APPENDIX C:
The Monte Carlo trigger simulation model discussed
in Sec. IVE for p-p and Au-Au minimum bias colli-
sions is described here. For p-p collisions the interac-
tion point along the beam-line was randomly selected
within ±25 cm of the geometrical center of the STAR
detector [48]. The minimum-bias charged particle multi-
plicity was obtained by sampling the negative binomial
distribution (NBD) fitted to the UA5
√
s = 200 GeV p-p
data [23] with parameters n¯ = 21.6 and k = 4.6. The pt,
η and particle species (pi±, K±, proton or antiproton) for
each charged particle produced in the collision was sam-
pled from the measured dNch/dpt, dNch/dη, and particle
species distributions, respectively. Distribution dNch/dpt




2, m is the particle rest mass, and in-
verse effective temperature β = 5.7, 5.2 and 4.8 GeV−1,
for pions, kaons and protons, respectively. The β values
were obtained by fitting data [11] within the approxi-
mate range mt − m ≤ 0.6 GeV. pt was restricted to be
less than 2 GeV/c. Distribution dNch/dη was obtained
from the UA5 [22] measurements for
√
s = 200 GeV non-
singly diffractive p-p collisions for |η| ≤ 4.6. The particle
species probabilities for pions, kaons and protons at low
momentum were assumed to be 0.85, 0.085 and 0.065,
respectively [11, 49].
Particle trajectories were extended outward from the
collision point and approximately transverse to the beam
direction toward an assumed cylindrically symmetric
bank of scintillator detectors which in the STAR exper-
iment is realized by the Central Trigger Barrel (CTB)
detector [1, 48]. Charged particles were propagated in a
0.5 T solenoidal magnetic field as helices until they either
intersected or missed the CTB. The latter was idealized
in the simulations by a uniform cylinder 220 cm in ra-
dius, coaxial with the beam line, and having full 2pi az-
imuthal coverage and total longitudinal length of 484 cm
located symmetrically about the geometrical center of
the STAR Time Projection Chamber [48]. The simulated
mean number of charged particles per unit pseudorapid-
ity at η = 0 intersecting the CTB was consistent with
the measured npp from UA5 [22].
Energy deposition in the plastic scintillator material
(CH) was estimated by sampling the Landau distribu-
tion [50] for the calculated most-probable energy loss [29]
for 1 cm thick plastic taking into account the range of
crossing angles between the helical trajectories and the
cylindrical detector. The areal density (effective thick-
ness) along the path through the material was estimated
to be (1.032 gm/cm2)/ cos(α) [29] where α is the angle
of incidence between the particle trajectory helix and a
normal to the detector cylinder at the intersection point.
The mean electron excitation (ionization) energies for
carbon and hydrogen were assumed to be 80 eV and
20 eV, respectively [29]. Energy depositions in the car-
bon and hydrogen components of the detector material
were added together. Light attentuation in the plastic
scintillator (380 cm attenuation length [1]) was included
in the simulated CTB output signal. For each p-p colli-
sion the total output from each produced charged parti-
cle which deposited energy in the CTB scintillators was
summed, resulting in a simulated result for the quantity
SUM in Sec. IVE. The p-p results in Fig. 4 correspond
to one-million triggered events with non-zero CTB sig-
nal. The resulting trigger output frequency distribution,
dNtrig(pp)/dSUM , served as input for the Au-Au trigger
simulations described next.
For Au-Au the Monte Carlo Glauber model presented
here was used to generate an ensemble of
√
sNN =
200 GeV simulated minimum-bias collisions. For each
Au-Au collision the dNtrig(pp)/dSUM distribution was
sampled N¯ch/npp times corresponding to the average
number of p-p collisions required to generate mean mul-
tiplicity N¯ch. The sampled values of SUM were added to
obtain the total CTB trigger output for each simulated
Au-Au collision. The results in Fig. 4 correspond to one-
million Au-Au triggers with non-zero CTB output.
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