Existing convex relaxation-based approaches to reconstruction in compressed sensing assume that noise in the measurements is independent of the signal of interest. We consider the case of noise being linearly correlated with the signal and introduce a simple technique for improving compressed sensing 
Introduction
In the recently emerged field of compressed sensing, one considers linear measurements y of a sparse vector x, possibly affected by noise as:
where the measurements y ∈ R M ×1 , the sparse vector x ∈ R N ×1 , the additive noise n ∈ R M ×1 , the system matrix A ∈ R M ×N , and M N [1, 2, 3] . A is generally the product of a measurement matrix and a dictionary matrix:
A = ΦΨ, where Φ ∈ C M ×N , Ψ ∈ C N ×N . For simplicity, we assume that Ψ is an orthonormal basis although more general dictionaries are indeed possible [4] .
The essence of compressed sensing, as Donoho, Candès, Romberg, and
Tao show in [1, 2] , is that the under-determined equation system (1) can be solved provided that:
1. The vector x is sparse; i.e., only few (K) elements in x are non-zero. K = |{x i |x i = 0, i = 1, . . . , N }| (2)
x can also be approximated sparsely if it is compressible [3, Sec. 3.3] , meaning that its coefficients sorted by magnitude decay rapidly to zero.
The system matrix A obeys the Restricted Isometry Property (RIP)
with isometry constant δ K > 0, defined as follows:
for any at most K-sparse vector x such that [5] :
This holds with high probability when Φ is generated with zero-mean independent identically distributed (i.i.d.) Gaussian entries with vari-
. Note that (3) and (4) are sufficient but not necessary conditions, and rather conservative conditions indeed, as shown in [6] .
Conditions (3) and (4) lead to the following sufficient amount of measurements M for Gaussian measurement matrices Φ [7] :
where C is a fairly small constant which can be calculated as a function of M N [5] .
Given the measurements y, the unknown sparse vector x can be reconstructed by solving the following convex optimization problem [3, Sec. 4 ]:
where the fidelity constraint y − Au 2 ≤ ensures consistency with the observed measurements to within some margin of error, , which is chosen sufficiently large to accommodate the error n and/or approximation error in the case of compressible signals. The form of the optimization problem in (6) is known as Least Absolute Shrinkage and Selection Operator (LASSO) [8] or
Basis Pursuit De-Noising (BPDN) [9] and also comes in other variants such as the Dantzig selector [10] . In addition to the convex optimization approach to reconstruction in compressed sensing, there exist several iterative/greedy algorithms such as Iterative Hard Thresholding (IHT) [11] , or Subspace Pursuit (SP) [12] and Compressive Sampling Matching Pursuit (CoSaMP) [13] as well as the more generalized incarnation of the two latter, Two-Stage Thresholding (TST) [14] . We generally refer to such convex or greedy approaches as reconstruction algorithms. The reconstruction algorithms generally assume the noise to be white and independent of the measurements before noisē y = Ax. In particular, to the best of the authors' knowledge, the case of measurement noise being linearly correlated with the measurements has not been treated in the existing literature. Such correlation arises in for example the case of low-resolution quantization. As we demonstrate in Section 2, this case poses a problem for the accuracy of the found solutionx. More special cases of correlated noise arising from Poisson measurements or quantisation of measurements has, however, been treated in for example [15, 16, 17] .
In this paper, we propose a simple yet efficient approach to alleviating the problem of linear correlation between the measurements before noisē y and the noise n. Our proposal boils down to a simple scaling of the solutionx.
Through numerical experiments we demonstrate how linearly correlated measurements and noise adversely affect the reconstruction error and demonstrate how our proposal improves the estimates considerably.
As an application example, we demonstrate the proposed approach in the case of low-rate scalar quantization of the measurementsȳ which can be observed to introduce the mentioned linearly correlated measurement noise.
We demonstrate how a well-known linear model used for modeling such correlation in scalar quantization is equivalent to the model of correlated measurement noise considered in this work.
The article is structured as follows: Section 2 introduces the considered model of linear correlation between compressed measurements and noise and proposes a solution to enhance reconstruction under these conditions, Section 3 describes simulations conducted to evaluate the performance of the proposed approach compared to a traditional approach, Section 4 presents the results of these numerical simulations, Section 5 provides discussions of some of the presented results, and Section 6 concludes the article.
Methodology

Correlated Measurements and Noise
We consider additive measurement noise n which is correlated with the measurements before noiseȳ. We model the correlation by the linear model:
where w is assumed an additive white noise uncorrelated with x and 0 < α ≤ 1 where α = 1 covers the ordinary case of uncorrelated measurement noise. A is the product of a measurement matrix Φ with i.i.d. Gaussian
and an orthonormal dictionary matrix Ψ. The model (7) results in the following additive noise term:
We defineȳ = Ax to signify the measurements before introduction of additive noise. It is readily seen from (8) that n is correlated with x. The noise variance is
Since should be chosen to accommodate the level of noise in the measurements y, we can see that, one choice could be to set = n 2
= w 2 (12) in (6) or (10), respectively. Since the noise terms n and w are assumed unknown, (11) and (12) are not realistic choices of . The optimal choice of is dependent on the true solution x, and is therefore difficult to obtain in practice as exemplified for more general inverse problems in, e.g., [18] . 
where σ is the noise level (standard deviation) of the stochastic error n or w in (1) or (7), respectively.
Additional Insight on the Proposed Approach
As outlined in Section 2.2, the model of the correlation between n and y suggests scaling A in the constraint of (10) . In fact, as we show here, an equivalent solution can be obtained simply by scaling the solution found by the optimization formulation (6).
Proposition 1.
The following optimization formulation is equivalent to the formulation (10) in the sense that they produce solutions of comparable pre-
To see why (14) is equivalent to (10) , consider the optimization problem over the variable v, in which we introduce a change of variable v u:
In (15) we use the notationX = Argmin . . . to denote the set of solutions to the stated optimization problem since this is generally not one unique solution [20, Ch. 5 ].x ∈X is used to emphasize thatx is any feasible minimizer of the problem. It can generally not be guaranteed that algorithms used to obtain solutions to the two optimization problems (10) and (15) return the same solution, but they are subject to the same guarantees of reconstruction accuracy (stability) as given by [20, Theorem 5.3] .
According to the above, down-scaling the solution to the optimization in (14) by α results in a solutionx 2 of comparable accuracy to the solutionx 1 to (10). Please note that all constraints in (10), (14) and (15) use the same value of given by (13) with σ = σ w , the standard deviation of the entries in w in (7).
In short, Proposition 1 says that for compressed measurements with noise correlated with the measurements according to the model (7), given the correlation parameter α, when the signal x is reconstructed using BPDN, (6), the obtained solution should be scaled by the factor 1 α to account for the effect of the correlation.
Optimality of the Proposed Approach
In relation to the method proposed in Sections 2.2 and 2.3, it is of course interesting to investigate whether the corrective scaling by α in the reconstruction of x is indeed optimal. To investigate this, consider the following optimization formulation:
where is given by (13) and the optimization problem is evaluated for a number of values of β ∈ [α − β 1 , α + β 2 ] for a given value of α used in the correlated noise model (7) and a suitable choice of β 1 and β 2 . The numerical results of this investigation can be found in Section 4.3. β = α intuitively seems a suitable choice, but numerical experiments indicate that it is in fact not optimal. An explanation of this observation is offered in Section 5.
An Application: Quantization
As a practical example where the introduced measurement noise is correlated with the measurements, we investigate low-rate scalar quantization of the individual compressed measurements in y. Quantization is usually modeled by an additive noise model [21] :
whereȳ is the original value before quantization, which we consider asȳ ∈ R.
Q(·) is the (non-linear) operation of scalar quantization, mappingȳ to an index i representing a quantized value y
where the range of input values is partitioned into L regions R i , i ∈ {1, . . . , L} and any valueȳ ∈ R i is quantized to the point y i ∈ R i . For inputȳ with unbounded support, the regions R i can be defined as follows:
where 
where α ∈ [0, 1] and r is an additive noise, assumed uncorrelated withȳ. The variance of r is
The variance of q is
which is easily seen by inserting (21) in σ
r . The parameter α can be computed for a specific quantizer. One way to do this is to estimate it numerically by Monte-Carlo simulation. From [24, Eq. (8)] we have
The procedure is to generate a random test sequenceȳ, quantize it with the given quantizer Q designed 1 for the probability density function (p.d.f.) of y, estimate the variances σ 2 q and σ 2 y from the realizations ofȳ and q =ȳ − y, and use these to calculate (23) .
The model (20) of the quantizer corresponds to the proposed model of correlated measurements and noise described by (7), where r = w. Please note that the model, (20) , considers scalar quantization. In the case of quantization of a vector v, we use Q(v) to signify scalar quantization of the individual elements of the vector v.
We consider quantization of compressed measurements y of the signal x:
= Ax + q (25)
where
and I is the M × M identity matrix.
Approximating the quantization operation by the noise model in (26), we propose using the reconstruction technique (14) to improve reconstruction with scalar quantized compressed measurements, (24) , as an example of noise correlated with the measurements.
Noise variance estimates given by (21) and (22) can be obtained from a known σ 2 y . In hardware implementations, σ 2 y can be considered known through the use of automatic gain control prior to quantization or by other means of estimating signal variance prior to quantization.
Simulation Framework
In this section we present the numerical simulation set-up used to evaluate the reconstruction method proposed in (14) .
Donoho & Tanner have shown in [6] that compressed sensing problems can be divided into two "phases" according to their probability of correct recovery by the method (6) . When evaluating the probability of correct reconstruction of a sparse vector x over the parameter space defined by δ = M N ∈ [0, 1] and ρ = K M ∈ [0, 1], a given problem can be proven to fall into one of two phases where the probability of correct reconstruction is close to 1 (feasible) and 0 (infeasible), respectively. These two phases are divided by a sharp phase transition around the correct reconstruction probability of 50% as drawn in Fig. 1 (-) . The feasible phase lies below the transition and the infeasible phase lies above. Compressed sensing is utilized most efficiently when operating close to the phase transition in the feasible phase since x can be reconstructed with the highest possible number of non-zero elements K, given N and M , here. This phase transition occurs in the case of noiseless measurements, in the limit of N → ∞. The theory still holds for finite N , but the phase transition is shifted downwards with respect to ρ in the (δ, ρ)-parameter space, see Fig. 1 (---) . It has also been shown that a similar transition occurs at the same location in the noisy case, i.e. (1) [25] . In the noisy case, mean squared reconstruction error, E [ x − x In all simulations, we apply the proposed approach to test signals generated randomly according to the following specifications: size of x vector N = 1000; number of compressed measurements M ∈ {200, 300, 400, 500, 600, 700, 800, 900, 1000}.
The non-zero elements of x are i.i. ) and we use the dictionary Ψ = I, so that A = Φ. We repeat the experiment T = 1000 times for randomly generated x and Φ in each repetition and average the reconstructed signal Normalized Mean Squared Error (NMSE), P, over all solution instancesx i , i ∈ {1, . . . , T }:
To enable assessment of the quality of the obtained results, we plot the simulated figures with error bars signifying their 99% confidence intervals com-puted under the assumption of a Gaussian distributed mean of the NMSE, see e.g. [26, Sec. 7.3.1] . The simulations were conducted for reconstruction using regular BPDN (6) vs. our proposed approach (14) (denoted "BPDNscale" in result plots). The numerical optimization problems were solved using the SPGL1 2 software package [27] .
Regarding the choice of , for regular BPDN (6), we chose according to (13) , with σ = σ 2 q from (22). For our proposed approach (14), we chose according to (13) , with σ = σ 2 r from (21). For both compared approaches, we consider σ Hard Thresholding (BIHT) [17] . This simulation was performed by evaluating both our proposed method and BIHT over the phase space δ, ρ ∈ [0, 1]
where we discretized the range [0,1] in steps of 0.01 for both δ and ρ. In each point (δ, ρ) we evaluated P according to (27) over T = 1000 repetitions with different x and A in each instance. For each value δ ∈ {0.01, 0.02, . . . , 1} we evaluate each of the methods from ρ = 0.01 until P > 1. For BIHT, we generated sparse signals x normalized to x 2 = 1 which is assumed by BIHT and other 1-bit compressed sensing reconstruction algorithms in general. In BIHT, estimatesx are re-normalised after reconstruction which is not the case in our proposed method.
All scripts required to reproduce the simulation results are openly accessible 3 .
Numerical Simulation Results
In this section we present results of the numerical simulations conducted according to Section 3. Firstly, we evaluate the proposed method under artificial correlated measurement noise generated according to (7) . Secondly, 
Main Results
In this section, noise variance and correlation parameters are first set equal to the corresponding parameters estimated for the Lloyd-Max quantizer used later in this section, for comparability. The parameter values for α are listed in Table 1 .
[ Table 1 about here.]
The listed values of α (Lloyd-Max) are used together with σ 2 r calculated from (21) to generate correlated measurement noise according to (7) . In the conducted simulations, BPDN is used to reconstructx 2 from the compressed measurements y. We compare the standard (correlation-unaware) reconstruction, (6), of the signal (denoted "BPDN" in Fig. 2 ) to the reconstruction obtained by our proposed method, (14) , of scaling the reconstructed signal to account for correlation (denoted "BPDN-scale" in Fig. 2) . Selected results for equivalent quantizer resolutions 1 bit/sample, 3 bit/sample, and 5 bit/sample are shown in Fig. 2 . The proposed method is observed to improve the reconstruction error P by 7.3 dB to 1.3 dB (for increasing ρ) at 1 bit/sample, 3.1 dB to 0.26 dB (for increasing ρ) at 3 bit/sample, and 0.86 dB to 0.059 dB (for increasing ρ) at 5 bit/sample. Table 1 .
Selected results for quantizer resolutions 1 bit/sample, 3 bit/sample, and 5 bit/sample with Lloyd-Max quantization are shown in Fig. 3 . It can be observed that the reconstruction error figures P agree well with those simulated with artificially generated correlated noise in Fig. 2 The results in Fig. 3a and 4a are identical due to the fact that the 2-level Lloyd-Max quantizer is a uniform 2-level quantizer optimized for MMSE of the quantized values. It can also be observed that the uniform quantizer for 3 bit/sample and 5 bit/sample results in slightly larger reconstruction error while the improvement by our proposed method is preserved.
Comparison to Binary Iterative Hard Thresholding (BIHT)
In this section, we provide results comparing our proposed method to BIHT. Results for our proposed method were computed in the same manner 
Empirical Investigation of Scaling Factors and Regularization Parameters
In order to assess the optimality of the proposed approach as described in Section 2.4, we conducted simulations for values of β in (16) using artificial pseudo-random noise generated according to the model (20) . Since the reconstruction error performance is also affected by the choice of in (16), we similarly performed the simulations over different values . Preliminary simulations indicated that P (see (27) ) evolves in a quasi-convex manner over β and . Based on this observation, we have used the Nelder-Mead simplex algorithm [28] to find the (β, )-optimal error figures P for each of the points (M, K) listed in Section 3. The results for all (M, K) with correlated noise generated according to each of the values α (Lloyd-Max) in Table 1 are shown in tables 2 to 4 . The optimal regularization parameter values for ordinary BPDN are denoted 1 -with resulting error figure P 1 , while the optimal scaling and regularization parameter values for the proposed method are denoted β 2 and 2 -with resulting error figure P 2 . The error figures from our proposed method as reported in Fig. 2 are included in tables 2 to 4 as P α to facilitate comparison.
[ Table 2 It was expected that α would be the optimal choice of β, i.e. β = α.
However, it turns out that the (empirically observed) optimal value of β 2 is typically slightly smaller than α with observed values β 2 ∈ [0.74α, 0.98α], depending on (M, K). An exception is seen in Table 2 , where β 2 ∈ [1.0α, 1.2α].
The optimal values of the regularization parameter are similarly found to be lower than the values given by (13) . For the baseline method (6), the (empirically observed) optimal values are observed as 1 ∈ [0.41 , 0.84 ], depending on (M, K), where denotes the values given by (13) as described in Section 3. For our proposed method (14) , the optimal values are generally closer to the values given by (13) with observed values 2 ∈ [0.37 , 1.1 ], depending on (M, K).
It is important to note that the demonstrated advantage of our proposed approach in Section 4.1 is not merely a result of a particularly lucky choice of , as these experiments testify. The observed NMSE of our proposed method, P 2 , consistently outperforms the baseline approach, P 1 . The improvement is consistent across different correlation parameters α as seen in tables 2 to 4 where P 2 is smaller than P 1 by 13 dB, 11 dB and 8.4 dB in tables 2 to 4 , respectively, for (M, K) = (200, 1) . At the other extreme of (M, K) = (1000, 542), P 2 is smaller than P 1 by 0.12 dB, 0.090 dB and 0.20 dB, respectively. Additionally, the observed NMSEs P 2 are generally around an order of magnitude lower than P α arising from our proposed choices of β = α and according to (13) . However, note that β 2 and 2 optimized through simulations are not practically useful.
Discussion
As seen from the experimental results in Section 4.3, the correlation parameter α from (7) may in fact not be the optimal choice of scaling parameter, as expressed by β in (16) . The generally smaller values found in Section 4.3 to be optimal for BPDN reconstruction according to (16) can be explained by the fact that they scale the estimatex β larger. It is well-known in the literature that the 1 -norm minimization approach represented by, e.g., (6) tends to penalize larger coefficients of x more than smaller coefficients [29] , thus estimating the former relatively too small. Therefore, it is possible to choose a scaling parameter β < α in (16) that improves the estimatex β , i.e.
yields smaller x β − x compared to x α − x . At this time, we cannot quantify the optimal β analytically and it depends on the indeterminacy and/or measurement density of the performed compressed sensing.
Regarding the comparison of the proposed method to BIHT, the two methods require two different kinds of prior information. BIHT requires knowing that the sparse vector x is unit-norm: x 2 = 1. Our proposed method requires knowing the variance of the unquantized measurementsȳ -the elements ofȳ. It may depend on the specific application which quantity is more realistic to know about the signal. At least, the variance assumed known in our proposed method does not require any knowledge (such as norm) of the sparse representation x of the observed signal.
Conclusion
We proposed a simple technique to model correlation between measurements and an additive noise in compressed sensing signal reconstruction. The technique is based on a linear model of the correlation between the measurements and noise. It consists of scaling signals reconstructed by a well-known 1 -norm convex optimization method according to the model and comes at negligible computational cost. We provided practical expressions for computing the scaling parameter and the reconstruction regularization parameter.
We performed numerical simulations to demonstrate the obtainable reconstruction error improvement by the proposed method compared to ordinary We conducted numerical simulations to evaluate the validity of our results which confirmed that the improvements offered by the proposed method are not merely a coincidental result of the suggested practical choices of scaling and optimization regularization parameters. These results further indicated that the proposed method is robust to the choice of scaling and optimization regularization parameter in the sense that a suboptimal choice still leads to considerable improvements over the ordinary convex optimization reconstruction method. Tables   1 Correlation parameter values used in Figs. 2-4 Table 4 : Simulated NMSE at empirically optimal parameter values β and . Noise equivalent to 5 bit/sample quantizer.
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