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013.12.0Abstract This paper deals with the solutions of fuzzy Fredholm integral equations using neural
networks. Based on the parametric form of a fuzzy number, a Fredholm fuzzy integral equation
converts to two systems of integral equations of the second kind in the crisp case. This method
employs a growing neural network as the approximate solution of the integral equations, for which
the activation functions are log-sigmoid and linear functions. The parameters of the approximate
solution are adjusted by using an unconstrained optimization problem. In order to show this capa-
bility and robustness, some fuzzy Fredholm integral equations are solved in detail as numerical
examples.
ª 2014 Production and hosting by Elsevier B.V. on behalf of Faculty of Engineering, Alexandria
University.1. Introduction
Zadeh introduced the concept of a fuzzy set [1]. The topic of
fuzzy integral equations (FIE) and particularly fuzzy control,
has been rapidly developed in recent years. Prior to discussing
fuzzy differential and integral equations and their associated
numerical algorithms, it is necessary to present an appropriate
brief introduction to preliminary topics such as fuzzy numbers
and fuzzy calculus. The basic arithmetic structure for fuzzy
numbers was later developed by Mizumoto and Tanaka [2],5141688.
(H. Hosseini Fadravi).
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02Nahmias [3], Dubois and Prade [4]. All of them observed fuzzy
numbers as a collection of alevels, 0 6 a  1. Alternative
approaches were later suggested by Goetschel and Voxman
[5], Kaleva [6], Matloka [7] and others.
Goetschel and Vaxman [5] suggested a new approach, they
represented a fuzzy number as a parameterized triple and then
embedded the set of fuzzy numbers into a topological vector
space. This enabled them to design the basics of a fuzzy calcu-
lus. The subject of embedding fuzzy numbers in either a topo-
logical or a Banach space was investigated also by Puri and
Ralescu [8,9], Kaleva [6]. The establishment of the embedding
Banach space and its induced metric over its subset of fuzzy
numbers led to immediate applications such as fuzzy least
squares [10,11], fuzzy linear systems [12]. Further applications
such as solving integral equations required appropriate and
applicable deﬁnitions of a fuzzy function and a fuzzy integral.
The fuzzy mapping function was introduced by Chang and
Zadeh [13]. Later, the concept of integration of fuzzy functions
was introduced by Dubios and Prade [14]. Balachandran andaculty of Engineering, Alexandria University.
250 H. Hosseini Fadravi et al.Dauer [15] established the existence of solutions of perturbed
fuzzy integral equations.
One of the ﬁrst applications of fuzzy integration was given
by Wu and Ma who investigated the Fredholm fuzzy integral
equation of the second kind. Effati and Pakdaman used artiﬁ-
cial neural network approach for solving fuzzy differential
equations [16]. They used multilayer perceptron to estimate
the solution of fuzzy differential equations. Their neural net-
work model was trained over an interval (over which the fuzzy
differential equation must be solved), so the inputs of the neu-
ral network model were the training points.
The ability of neural networks in function approximation is
our main objective. In this paper, we will construct a new mod-
el with the use of neural networks to obtain a solution for
FFIE.1 In this new model, the inputs of the neural network
are the training points as well as a parameter r which shows
the domain of uncertainty.
2. Preliminaries
In this section, the basic notations used in the fuzzy operations
are introduced. We start by deﬁning the fuzzy number.
Deﬁnition 2.1. A fuzzy number is a fuzzy set u : R1 ! I ¼ ½0; 1
which satisﬁes
i. u is upper semicontinuous,
ii. uðxÞ ¼ 0 outside some interval ½a; d,
iii. There are real numbers b; c : a 6 b 6 c 6 d for which:1. uðxÞ is monotonically increasing on ½a; b,
2. uðxÞ is monotonically decreasing on ½c; d,
3. uðxÞ ¼ 1; b 6 x 6 c. The set of all fuzzy numbers (as
given by Deﬁnition 2.1) is denoted by E1 [5].
Deﬁnition 2.2. A fuzzy number u is a pair ðu; uÞ of functions
uðrÞ; uðrÞ; 0 6 r 6 1 which satisfying the following
requirements:
i. uðrÞ is a bounded monotonic increasing left continuous
function,
ii. uðrÞ is a bounded monotonic decreasing left continuous
function,
iii. uðrÞ 6 uðrÞ; 0 6 r 6 1.For arbitrary u ¼ ðu; uÞ; v ¼ ðv; vÞ
and k > 0 we deﬁne addition ðuþ vÞ and multiplication
by k as:ðuþ vÞðrÞ ¼ uðrÞ þ vðrÞ;
ðuþ vÞðrÞ ¼ uðrÞ þ vðrÞ;
ðkuÞðrÞ ¼ kuðrÞ; ðkuÞðrÞ ¼ kuðrÞ if kP 0:
ðkuÞðrÞ ¼ kuðrÞ; ðkuÞðrÞ ¼ kuðrÞ if k < 0:
The set of all fuzzy numbers is denoted by E1. An alternative
deﬁnition or parametric form of a fuzzy number which yields
the same E1 is given by Kaleva [6].
Deﬁnition 2.3. For arbitrary fuzzy numbers u ¼ ðu; uÞ and
v ¼ ðv; vÞ the quantity
1 Fredholm fuzzy integral equations.Dðu; vÞ ¼ sup
06r61
fmax½juðrÞ  vðrÞj; juðrÞ  vðrÞjg;
is the distance between u and v.
This metric is equivalent to the one used by Kaleva [6] and
Puri and Ralescu [8]. It is shown in [17] that ðE1;DÞ is a
complete metric space. We now follow Goetschel and Voxman
in [5] and deﬁne the integral of a fuzzy function using the
Riemann integral concept.
Deﬁnition 2.4. Let f : ½a; b ! E1. For each partition
P ¼ ft0; t1; . . . ; tng of ½a; b with h ¼ max16i6njti  ti1j and for
arbitrary ni : ti1 6 ni 6 ti; 1 6 i 6 n let
Rp ¼
Xn
i¼1
fðniÞðti  ti1Þ: ð2:1Þ
The deﬁnite integral of fðtÞ over ½a; b isZ b
a
fðtÞdt ¼ lim
h!0
Rp ð2:2Þ
provided that this limit exists in the metric D.
If the fuzzy function fðtÞ is continuous in the metric D, its
deﬁnite integral exists [5]. Furthermore,Z b
a
fðt; rÞdt ¼
Z b
a
fðt; rÞdt;
Z b
a
fðt; rÞdt ¼
Z b
a
fðt; rÞdt:
ð2:3Þ
It should be noted that the fuzzy integral can be also deﬁned
using the Lebesgue-type approach [6]. More details about the
properties of the fuzzy integral are given in [5,6].3. Fuzzy integral equations
Prior to introducing fuzzy integral equations, it should be
noted that the fuzzy integration discussed in this section is
not related to the ‘‘fuzzy integral’’ introduced by Sugeno [18]
and further investigated by Kandel [19] and computed by
Friedman [20]. The integral equations that are discussed in this
section are the Fredholm equations of the second kind. The
Fredholm integral equation of the second kind (see [14]) is as
follows:
uðtÞ ¼ fðtÞ þ k
Z b
a
Kðs; tÞuðsÞds; ð3:1Þ
where k > 0;Kðs; tÞ is an arbitrary kernel function over the
square a 6 s; t 6 b and fðtÞ is a function of t, a 6 t 6 b. If
fðtÞ is a crisp function then the solutions of Eq. (3.1) are crisp
as well. However, if fðtÞ is a fuzzy function these equations
may only possess fuzzy solutions. Sufﬁcient conditions for
the existence of a unique solution to the Fredholm fuzzy
integral equation of the second kind, i.e. to Eq. (3.1) where
fðtÞ is a fuzzy function are given in [21].
Now, we introduce parametric form of a FFIE-2 with
respect to Deﬁnition 2.1. Let ðfðt; rÞ; fðt; rÞÞ and ðuðt; rÞ;
uðt; rÞÞ; 0 6 r 6 1 and t 2 ½a; b are parametric form of
fðtÞ and uðtÞ, respectively then, parametric form of FFIE-2
is as follows:
Solving linear Fredholm fuzzy integral equations 251uðt; rÞ ¼ fðt; rÞ þ k R b
a
v1ðs; t; uðs; rÞ; uðs; rÞÞds;
uðt; rÞ ¼ fðt; rÞ þ k R b
a
v2ðs; t; uðs; rÞ; uðs; rÞÞds;
(
ð3:2Þ
where
v1ðs; t; uðs; rÞ; uðs; rÞÞ ¼
Kðs; tÞuðs; rÞ; Kðs; tÞP 0;
Kðs; tÞuðs; rÞ; Kðs; tÞ < 0;

ð3:3Þ
and
v2ðs; t; uðs; rÞ; uðs; rÞÞ ¼
Kðs; tÞuðs; rÞ; Kðs; tÞP 0;
Kðs; tÞuðs; rÞ; Kðs; tÞ < 0;

ð3:4Þ
for each 0 6 r 6 1 and a 6 t 6 b. We can see that (3.2) is a sys-
tem of linear Fredholm integral equations in the crisp case for
each 0 6 r 6 1 and a 6 t 6 b. In the next section, we explain
neural networks approach for approximating solution of this
system of linear integral equations in crisp case then we ﬁnd
approximate solutions for uðt; rÞ (lower uðt; rÞ) and uðt; rÞ
(upper uðt; rÞ) for each 0 6 r 6 1 and a 6 t 6 b.
4. Function approximation
The use of neural networks provides solutions with very good
generalizability (such as differentiability). On the other hand,
an important feature of multi-layer perceptrons is their utility
to approximate functions, which leads to a wide applicability
in most problems. Multi-layer perceptron networks with acti-
vation functions for the hidden layer are log-sigmoid function
and the linear function which for the output layer can be rep-
resented in the form: where superscript 1 denotes hidden layer
and superscript 2 denotes output layer. A ¼ ðt; rÞT is the input
vector and S1 illustrate the numbers of the hidden unites. Also
w1 and w1are the weights of input layers, b1 and b1 are the bias
vectors of input units and w2 and w2 are the weight vectors of
output units.
According Fig. 1, the total input of jth hidden neuron is cal-
culated by:
z1j ðt; rÞ ¼
PR
i¼1w
1
ijtþ w1j rþ b1j ; j ¼ 1; 2; . . . ;S1;
z1j ðt; rÞ ¼
PR
i¼1w
1
ijtþ w1j rþ b1j ; j ¼ 1; 2; . . . ;S1:
(
ð4:1Þ
The output of the jth hidden node is as follows:
r z1j ðt; rÞ
 
¼ 1
1þexp z1
j
ðt;rÞð Þ ; j ¼ 1; 2; . . . ;S
1;
r z1j ðt; rÞ
 
¼ 1
1þexp z1
j
ðt;rÞð Þ ; j ¼ 1; 2; . . . ;S
1:
8><
>: ð4:2ÞFigure 1 Multi-layer perceptron network.Thus, an output of a two-layer perceptron network is deﬁned
by Fig. 1:
n2ðt; rÞ ¼PS1j¼1w2j1r z1j ðt; rÞ ;
n2ðt; rÞ ¼PS1j¼1w2j1r z1j ðt; rÞ ;
8><
>: ð4:3Þ
where w2j1;w
2
j1; j ¼ 1; 2; . . . ;S1 are the unknown coefﬁcients.
Now, the approximation of the unknown function based on
the MLPs could be given by:
uaðt; r; pÞ  n2;
uaðt; r; pÞ  n2:
(
ð4:4Þ
where p; p contains all adjustable parameters (weights of input
and output layers and the bias vectors).
5. Description of the method
Consider the Fredholm fuzzy integral equation of (3.2). If
uaðt; r; pÞ is the approximate solution with the adjustable
parameters (weights and biases) for the ﬁrst equation in system
(3.2) and also uaðt; r; pÞ is the approximate solution with the
adjustable parameters (weights and biases) for the second
equation in system (3.2), then the problem (3.2) with a discret-
ization can be transformed to the following sum squared error
minimization problem respect to the network parameters
(w ¼ ðw;wÞ and b ¼ ðb; bÞ):
min
p!
Xm
l¼1
ðuaðtl;r;pÞ ½fðtl;rÞþGðtl;r;pÞÞ2þðuaðtl;r;pÞ ½fðtl;rÞþGðtl;r;pÞÞ2
n o
;
ð5:1Þ
where
Gðtl; r; pÞ ¼ k
Z b
a
v1ðs; tl; uðs; r; pÞ; uðs; r; pÞÞds;
Gðtl; r; pÞ ¼ k
Z b
a
v2ðs; tl; uðs; r; pÞ; uðs; r; pÞÞds:
Here p!¼ ðp; pÞ contains all the adjustable parameters of two
networks Fig. 1.
For each iteration, t is ﬁxed so we can solve the problem
for an arbitrary r 2 ½a; b. There are a lot of optimization
techniques available to solve the problem, such as steepest
decent methods, conjugate gradient methods or quasi-New-
ton methods or other techniques. Quasi-Newton methods
were originally proposed by Davidon in 1959 [22] and were
later developed by Fletcher and Powell (1963) [23]. The most
fundamental idea in quasi-Newton methods is that an
approximation of the Hessian matrix is calculated. Here the
quasi-Newton Broyden–Fletcher–Goldfarb–Shanno (BFGS)
method is used. This method is quadratically convergent
[24].
After the optimization step, optimal values of the weights
are obtained, so by replacing the optimal parameters p and p
in (4.3), the trial solution ua ¼ ðua; uaÞ will be the approximated
solution of FFIE-2 (3.2).
6. Numerical results
In this section, we present three examples of Fredholm fuzzy
integral equations and the results will be compared with the
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Figure 2 Comparison of the exact and approximate solutions for
Example 6.2 ðt ¼ 1Þ.
Table 1 The absolute error of the lower solution of Example
6.1 (t ¼ 1).
r uð1; rÞ uað1; r; pÞ Absolute error
0.0 0.0000 0.0015 1:578544 103
0.1 0.1000 0.0998 1:067433 104
0.2 0.2000 0.1999 3:654100 105
0.3 0.3000 0.3001 1:134760 104
0.4 0.4000 0.4001 1:156454 104
0.5 0.5000 0.4999 2:476523 105
0.6 0.6000 0.5998 1:201277 104
0.7 0.7000 0.7000 9:234870 105
0.8 0.8000 0.8001 1:143256 104
0.9 0.9000 0.8998 1:024657 104
1.0 1.0000 1.0004 4:169897 104
Table 2 The absolute error of the upper solution of Example
6.1 (t ¼ 1).
r uð1; rÞ uað1; r; pÞ Absolute error
0.0 2.0000 1.9989 1:001266 103
0.1 1.9000 1.9001 1:067433 104
0.2 1.8000 1.7998 3:654100 104
0.3 1.7000 1.6998 5:134760 104
0.4 1.6000 1.6001 1:156454 104
0.5 1.5000 1.5001 2:476523 104
0.6 1.4000 1.3999 9:235676 105
0.7 1.3000 1.2998 7:113246 104
0.8 1.2000 1.2001 4:252679 104
0.9 1.1000 1.1001 1:123146 104
1.0 1.0000 1.0001 2:768546 104
252 H. Hosseini Fadravi et al.exact solutions. To minimize the objective function in (5.1)
the Matlab 7 optimization toolbox was employed using the
quasi-Newton BFGS method. Note that, for three examples,
a two-layer perceptron network consisting of one hidden
layer with ten hidden units and log-sigmoid activation
function and one output neuron with the linear activation
function is used. In order to obtain better results (especially
in the nonlinear cases), more hidden layers or training points
can be used. The weights computed using this method are
convergent. For each example, the computed values of the
weights are plotted over a number of iterations.
Example 6.1. Consider the FFIE-2 with
fðt; rÞ ¼ rtþ 3
26
 3
26
r 1
13
t2  1
13
t2r;
fðt; rÞ ¼ 2t rtþ 3
26
rþ 1
13
t2r 3
26
 3
13
t2;
and kernel
kðs; tÞ ¼ ðs
2 þ t2  2Þ
13
; 0 6 s; t 6 2;
and a ¼ 0; b ¼ 2. The exact solution in this case is given by
uðt; rÞ ¼ rt;
uðt; rÞ ¼ ð2 rÞt:
Here the approximate solutions are as follows:
uaðt; r; pÞ ¼
P10
j¼1w
2
j1rðz1j ðt; rÞÞ;
uaðt; r; pÞ ¼
P10
j¼1w
2
j1rðz1j ðt; rÞÞ;
(
ð6:1Þ
where t 2 ½0; 2. Now we replace (5.1) by (6.1), so the uncon-
strained optimization problem can be solved with the quasi
Newton BFGS method. Fig. 2, shows the exact solution and
the approximated solution for t ¼ 1, and the numerical results
can be seen in Tables 1 and 2. Figs. 3–8, show the convergence
behaviors for computed values of the weight parameters
w1;w1, bias b1; b1 and the weights of output layer w2;w2 for dif-
ferent numbers of iterations.
Example 6.2. Consider the following FFIE-2 with
fðt; rÞ ¼ sin t
2
  13
15
ðr2 þ rÞ þ 2
15
ð4 r3  rÞ
 
;
fðt; rÞ ¼ sin t
2
  2
15
ðr2 þ rÞ þ 13
15
ð4 r3  rÞ
 
;
and kernel
kðs; tÞ ¼ 0:1 sinðsÞ sin t
2
 
; 0 6 s; t 6 2p;
and a ¼ 0; b ¼ 2p. The exact solution in this case is given by
uðt; rÞ ¼ ðr2 þ rÞ sin t
2
 
;
uðt; rÞ ¼ ð4 r3  rÞ sin t
2
 
:
Here the approximate solutions are as follows:
uaðt; r; pÞ ¼
P10
j¼1w
2
j1rðz1j ðt; rÞÞ;
uaðt; r; pÞ ¼
P10
j¼1w
2
j1rðz1j ðt; rÞÞ;
(
ð6:2Þwhere t 2 ½0; 2p. The solution to this problem can be found in
[25], by comparing Tables 3 and 4 with the numerical solutions
in Table 5, it is noticed that the current new method is more
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Figure 3 Convergence of the weights w1.
1 2 3 4 5 6 7 8 9 10 11
−3
−2
−1
0
1
2
3
Number of iteration
w
Figure 4 Convergence of the weights w1.
1 2 3 4 5 6 7 8 9 10 11
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
Number of iteration
b
Figure 5 Convergence of the weights b1.
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Figure 6 Convergence of the weights b1.
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Figure 7 Convergence of the weights w2.
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Figure 8 Convergence of the weights w2.
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Table 5 Numerical solution of Example 6.2 in [25] (t ¼ p).
r Exactðp; rÞ Trialðp; rÞ Exactðp; rÞ Trialðp; rÞ
0.0 0.00000 0.00016 3.99999 4.00167
0.1 0.10999 0.10841 3.89899 3.90058
0.2 0.23999 0.23851 3.79199 3.79348
0.3 0.38999 0.38862 3.67299 3.67437
0.4 0.55999 0.55875 3.53599 3.53724
0.5 0.74999 0.74889 3.37499 3.37610
0.6 0.95999 0.95906 3.18399 3.18493
0.7 1.18999 1.18925 2.95699 2.95774
0.8 1.43999 1.43947 2.68799 2.68852
0.9 1.70999 1.70972 2.37099 2.37127
1.0 2.00000 1.99999 2.00000 1.99999
0.4
0.5
0.6
0.7
0.8
0.9
1
Exact1
Exact2
Network1
Network2
254 H. Hosseini Fadravi et al.accurate (however we can use more training points or more
neurons in hidden layer to obtain better results).
Now we replace (5.1) by (6.2), so the unconstrained
optimization problem can be solved with the quasi Newton
BFGS method. Fig. 9, shows the exact solution and the
approximated solution for t ¼ p, and the numerical results can
be seen in Tables 3 and 4, also Figs. 10–15, show the
convergence behaviors for computed values of the weight
parameters w1;w1, bias b1; b1 and the weights of output layer
w2;w2 for different numbers of iterations.
Example 6.3. Consider the following FFIE-2 with
fðt; rÞ ¼ 1
3
p sinðptÞð20þ 5r3 þ 7rþ 2r2Þ;
fðt; rÞ ¼ 1
3
p sinðptÞð5r2 þ 7r 8þ 2r3Þ;
and kernel
kðs; tÞ ¼ p sinð2psÞ sinðptÞ; 0 6 s; t 6 1;
and a ¼ 0; b ¼ 1. The exact solution in this case is given by
uðt; rÞ ¼ ðr2 þ rÞp sinðptÞ;
uðt; rÞ ¼ ð4 r3  rÞp sinðptÞ:
Here the approximate solutions are as follows:Table 3 The absolute error of the lower solution of Example
6.2 (t ¼ p).
r uðp; rÞ uaðp; r; pÞ Absolute error
0.0 0.0000 0.0001 1:124678 104
0.1 0.1100 0.1100 9:854389 105
0.2 0.2400 0.2401 1:549326 104
0.3 0.3900 0.3901 1:411635 104
0.4 0.5600 0.5601 1:937413 104
0.5 0.7500 0.7500 1:523477 105
0.6 0.9600 0.9599 8:720128 105
0.7 1.1900 1.1900 3:592349 105
0.8 1.4400 1.4401 1:471433 104
0.9 1.7100 1.7101 1:781753 104
1.0 2.0000 2.0001 1:147835 104
Table 4 The absolute error of the upper solution of Example
6.2 (t ¼ p).
r uðp; rÞ uaðp; r; pÞ Absolute error
0.0 4.0000 4.0000 1:379190 105
0.1 3.8990 3.8991 1:380146 104
0.2 3.7920 3.7920 5:091199 105
0.3 3.6730 3.6729 8:937128 105
0.4 3.5360 3.5361 1:130885 104
0.5 3.3750 3.3750 8:082497 105
0.6 3.1840 3.1840 6:512643 105
0.7 2.9570 2.9571 1:815868 104
0.8 2.6880 2.6881 1:572527 104
0.9 2.3710 2.3709 8:519979 105
1.0 2.0000 2.0001 1:168546 104
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Figure 9 Comparison of the exact and approximate solutions for
Example 6.2 ðt ¼ pÞ.
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Figure 12 Convergence of the weights b1.
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Figure 13 Convergence of the weights b1.
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Figure 14 Convergence of the weights w2.
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Figure 15 Convergence of the weights w2.
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Figure 16 Comparison of the exact and approximate solutions
for Example 6.3 ðt ¼ 1
2
Þ.
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Table 6 The absolute error of the lower solution of Example
6.3 t ¼ 1
2
 
.
r u 12 ; r
 
ua
1
2 ; r; p
 
Absolute error
0.0 0.0000 0.0001 1:235789 104
0.1 0.3455 0.3455 3:123677 105
0.2 0.7539 0.7539 7:435657 105
0.3 1.2252 1.2253 2:325688 104
0.4 1.7593 1.7591 9:456789 104
0.5 2.3562 2.3562 2:765432 105
0.6 3.0159 3.0159 1:213456 105
0.7 3.7385 3.7387 6:756432 104
0.8 4.5239 4.5239 1:235678 105
0.9 5.3721 5.3729 3:256789 104
1.0 6.2832 6.2831 2:754432 104
Table 7 The absolute error of the upper solution of Example
6.3 t ¼ 1
2
 
.
r u 12 ; r
 
ua
1
2 ; r; p
 
Absolute error
0.0 12.566 12.566 3:634346 105
0.1 12.249 12.249 1:435623 104
0.2 11.913 11.913 2:656570 105
0.3 11.539 11.539 3:679875 105
0.4 11.109 11.109 1:134554 104
0.5 10.603 10.603 2:345453 104
0.6 10.003 10.003 5:455456 105
0.7 9.2897 9.2896 7:143546 104
0.8 8.4446 8.4446 7:245564 105
0.9 7.4487 7.4487 1:145456 105
1.0 6.2832 6.2831 1:087656 104
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Figure 17 Convergence of the weights w1.
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Figure 18 Convergence of the weights w1.
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Figure 19 Convergence of the weights b1.
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Figure 20 Convergence of the weights b1.
256 H. Hosseini Fadravi et al.where t 2 ½0; 1. Now we replace (5.1) by (6.3), so the uncon-
strained optimization problem can be solved with the quasi
Newton BFGS method. Fig. 16, shows the exact solution
and the approximated solution for t ¼ 1
2
, and the numerical re-
sults can be seen in Tables 6 and 7, also Figs. 17–22, show the
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Figure 21 Convergence of the weights w2.
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Figure 22 Convergence of the weights w2.
Solving linear Fredholm fuzzy integral equations 257convergence behaviors for computed values of the weight
parameters w1;w1, bias b1; b1 and the weights of output layer
w2;w2 for different numbers of iterations.7. Conclusion
In this study, we have presented a new method based on feed-
forward neural networks for solving Fredholm fuzzy integral
equations of the second kind. In fact, the original fuzzy inte-
gral equation is replaced by two parametric linear Fredholm
integral equations which are then solved numerically using
neural networks. The main reason for using neural networkswas their applicability in function approximation. The
analyzed examples illustrate the ability and reliability of the
presented method.
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