For metric multidimensional scaling much attention is given to algorithms for computing the con guration for xed dissimilarities. Here we study the inverse problem: what is the set of dissimilarity matrices that yield a given con guration as a stationary point? Characterisations of this set are given for stationary points, local minima, and for full dimensional scaling. A method for computing the inverse map for stationary points is presented along with several examples.
Introduction
The data in a typical multidimensional scaling situation is an n n matrix = f ij g of dissimilarities between n objects. The dissimilarities are supposed to give imprecise and/or incomplete information about the distances of the n objects in some metric space < X; d > : In general terms, the problem is to embed the objects as points in the space in such a way that the distances between the points approximate the dissimilarities between the objects. There are still many variations possible on this theme (cf. 6]). In this paper we restrict our attention to Euclidean scaling, in which < X; d > is a nite-dimensional Euclidean space.
We develop some notation for the Euclidean case. Suppose X are the coordinates of n points in d dimensions. The n d matrix X is called a con guration.
We write R n d for the space of centered con gurations (in which the columns of X sum to zero), and we write d ij (X) for the Euclidean distance between points i and j.
The basic problem we discuss in this paper is the Metric Multidimensional Scaling or MMS problem. In MMS we want to nd X 2 R n d in such a way is minimized over X. Following Kruskal 12] , 13] we call (X; W; ) the STRESS of a con guration (for given W and ).
We can suppose, without loss of generality, that dissimilarities and weights are symmetric and hollow (have zero diagonal). De Leeuw 2] shows how to partition STRESS in such a way that the asymmetric and diagonal parts end up in additive components that do not depend on the con guration. We can also suppose without loss of generality that half the weighted sum of squares of the dissimilarities is equal to one. Moreover, we suppose the weights and dissimilarities are nonnegative. Write H n n for the space of symmetric, nonnegative, and hollow matrices.
The MMS Problem can be made more speci c. In order to do this, we have to distinguish between global minima and local minima.
A con gurationX corresponds with a global minimum of STRESS if (X; W; ) (X; W; ) for all X 2 R n d :
A con gurationX corresponds with a local minimum of STRESS if there is a neighborhood N R n d ofX such that (X; W; ) (X; W; ) for all X 2 N:
A problem in MMS is that there are multiple local minima. If local minima were unique, there would be no reason to dinstinguish local minima from global minima in the rst place, but all indications 5], 8] are that most MMS problems have a host of di erent local minima. In order to describe this situation mathematically, we de ne the (set-valued) maps, on H n n H n n , X local (W; ) =fX 2 R n d j (X; W; ) has a local minimum at Xg; (1.2) X global (W; ) =fX 2 R n d j (X; W; ) has a global minimum at Xg: (1. 3)
The rst map, the local minima map, associates with each pair ( ; W) the con gurations that are local minima, the second map does the same with the global minima. MMS can be de ned as the technique that studies these local and global minima maps. Any scaling technique is a con guration-valued function that maps data (W; ) into R n d , which means that it implements a particular selection from the minima-maps. It can be argued that we are really only interested in global minima. Some global minimization techniques for MMS are discussed by Groenen 8] , notably the tunneling method (see also Groenen and Heiser 10] ). The problems connected with the global minima map have received little attention so far, except in the special case of one-dimensional scaling 11]. Thus we concentrate here on the local minima map, which has been studied in much greater detail, and is a much simpler object. But it helps to think of the local minima map as an approximation of the global minima map. In fact, global minimum algorithms that use multiple random starts use the representation X global (W; ) = fX 2 R n d j (X; W; D) (X; W; ) for all X 2 X local (W; )g(1.4)
In this paper we focus on the local and global minimum map for MMS. In particular, we specify what dissimilarity matrices have the xed con guration X as stationary point and the smaller sets of local minima and global minima.
Moreover, we discuss how some of these sets can be computed and give their formal properties. The size of these sets indicates the uniqueness of for a given X. If the set is small then the con guration describes reliably. Conversely, if the set is large, then X is an unreliable presentation of , since many other have X as stationary point. We start by describing the maps in more detail. has local minima, sharp ridges, and other irregularities. There seems to be no obvious relationship between the di erent local minima, and there are no systematic results on the number of local minima. In order to compute the map, or a selection from the map, we need complicated iterative algorithms, perhaps with multiple random starts. Some results are available for very special cases, such as unidimensional scaling and full-dimensional scaling (cf. below), but for 1 < p < n ? 1 almost nothing is known.
Inverse Metric Multidimensional Scaling
In order to understand the mappings X partial ; X l?local ; and X u?local a bit better, we look at their inverses. Thus in stead of nding the con gurations which are optimal for a given set of weights and dissimilarities, we now look at the weights and dissimilarities for which a given con guration is optimal. There is one obvious reason to do this: it turns out that the inverse maps are comparatively simple. And by studying the inverses in detail, we learn a great deal about the maps themselves. There is a useful analogous situation. In an eigenvalue problem we compute the eigenvectors of a given matrix, in an inverse eigenvalue problem we compute matrices of which a given orthogonal system is a matrix of eigenvectors. MMS is quite close to an eigenvalue problem in various aspects 2], although versions of MMS that use SSTRESS or STRAIN are much more like eigenvalue problems. The inverse MMS problem for SSTRESS and STRAIN is discussed in Groenen, De Leeuw, and Mathar 9].
For the time being, we restrict ourselves to con gurations X which have d ij > 0 for all i 6 = j: Since we are interested in local minima, this causes no real loss of generality 3]. The inverse of X partial ; for instance, is de ned as X + partial (X) =fW 2 H n n ; 2 H n n j @ (X; W; ) @X = 0g:
Inverses for the other maps are de ned in the same way, but we will analyze the partial-map in this section. In order to do that e ciently we also de ne X + partial (X; W) =f 2 H n n j @ (X; W; )
This is just the set of dissimilarity matrices for which X is stationary for given W: For our computations, we also need an orthonormal column-centered matrix K; of dimensions n (n ? r ? 1); such that K 0 X = 0: Here r = rank(X): Theorem 3.1 (Inverse).
where T is of the form T = KMK 0 ; with M an arbitrary real symmetric matrix (of order n ? r ? 1), and satis es t ij w ij for all i 6 = j:
Proof. The stationary equations have to be brought into a convenient form. We use the notation familiar from earlier papers, such as 6], which gives
with A ij =(e i ? e j )(e i ? e j ) 0 ; (3.5) and with the e i the unit-vectors of R n : We have to solve (3.4) for for given X Of course we must also have ij 0; which translates to t ij w ij :
A brief comment is in order here. The t ij are de ned by (3.6) only for i 6 = j:
We can de ne the t ii in a completely arbitrary way, because no matter how we de ne them (3.7) will still be true. Thus (3.7) does not de ne the t ii and we simply choose them in such a way that T is SDC. This means that not all t ij can have the same sign, at least one t ij has to be negative. For this t ij ; and for some > 0 we have that t ij < ?w ij ; and thus the set of matrices T cannot be unbounded. Corollary 3.4 (Only).
X + partial (X) = fW 2 H n n ; 2 H n n j 2 X + partial (X; W)g: (3.12) Proof. Directly from the representation in the Theorem.
From the last corrollary we can choose W arbitrarily in H n n ; and for each W there is a corresponding set of dissimilarities. Thus weights are not very essential to the formulation of the problem, and we shall largely ignore them from now on. It is tempting to use (3.15) as an upper bound on the number of stationary points of STRESS, but the reasoning here is di cult to make rigourous.
Computing the Inverse Map
We now go into more detail in describing the convex polyhedron de ned in Theorem Inverse. From the computational point of view, it is convenient to use a basis P r for the symmetric matrices of order n ? r ? 1: De ne Q r = KP r K 0 ; Bounded convex polyhedra can be described in term of their edges. .7) i.e. Q r is the diagonal supermatrix with the Q r repeated along the diagonal.
Using these de nitions, we nd But this means that X + u?local (X; W) is the intersection of the convex set de ned by (5.9) and the compact convex set from Theorem Inverse, i.e. it is a compact convex set.
Unfortunately, X + u?local (X; W) is more di cult to describe than X + partial (X; W);
because it is not polyhedral. We can approximate it by polyhedral sets, by cutting o the edges that are not in the cone, using the eigenvectors corresponding to the positive eigenvalues. This makes arbitrarily precise approximation possible, but the number of edges will increase very rapidly.
In our Example Square, we can still carry out the necessary computations quite easily. We know from the results of De Leeuw 4] We have found seven vertices of that produces dissimilarities with X l as local minima. They are local minima, because the STRESS is a piecewise linear quadratic function, where the pieces depends only on the order of the coordinates of X. The vertices are summarized in Table 1 .
Insert Table 1 about here.
The second example consists of the square con guration discussed in Section`Computing the inverse map' extended by a point in the centroid. The con guration becomes Five vertices were obtained with inverse scaling. The vertices and some of their properties are described in Table 2 .
Insert Table 2 about here.
The results of inverse scaling of four additional examples are given in Table  3 .
Insert Table 3 about here . 
