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Abstract
We develop a new effective approximation of the Mori-Zwanzig equation based on operator series expansions of the
orthogonal dynamics propagator. In particular, we study the Faber series, which yields asymptotically optimal approx-
imations converging at least R-superlinearly with the polynomial order for linear dynamical systems. We provide a
through theoretical analysis of the new method and present numerical applications to random wave propagation and
harmonic chains of oscillators interacting on the Bethe lattice and on graphs with arbitrary topology.
1. Introduction
The Mori-Zwanzig (MZ) formulation is a technique from irreversible statistical mechanics that allows us to develop
formally exact evolution equations for quantities of interest (phase space functions) in nonlinear dynamical systems.
One of the main advantages of developing such exact equations is that they provide a theoretical starting point to avoid
integrating the full dynamical system and solve directly for the quantities of interest, thus reducing the computational
cost significantly. As an example, consider a large system of interacting particles, and suppose we are interested
in studying the motion of one specific particle. By applying the MZ formulation to the equations of motion of the
full particle system, it is possible extract a formally exact generalized Langevin equation (MZ equation) governing the
position and the momentum of the particle of interest. This is at the basis of microscopic physical theories of Brownian
motion [23, 6]. Computing the solution to the MZ equation is a very challenging task that relies on approximations and
appropriate numerical schemes. One of the main difficulties is the approximation of the memory integral (convolution
term), which encodes the effects of the so-called orthogonal dynamics in the observable of interest. The orthogonal
dynamics is essentially a high-dimensional flow that satisfies a complex integro-differential equation. In statistical
systems far from equilibrium, such flow has the same order of magnitude and dynamical properties as the observable
of interest, i.e., there is no scale separation between the observable of interest and the orthgonal dynamics. In these
cases, the computation of the MZ memory can be addressed only by problem-class-dependent approximations. The
first effective technique to approximate the MZ memory integral was developed by H. Mori in [34]. The method
relies on on continued fraction expansions, and it can be conveniently formulated in terms of recurrence relations
[42, 24, 28, 29, 17]. The continued fraction expansion method of Mori made it possible to compute the exact solution
to important prototype problems in statistical mechanics, such as the dynamics of the auto-correlation function of a
tagged oscillator in an harmonic chain [15, 26]. Other effective approaches to approximate the MZ memory integral
rely on perturbation methods [50, 39, 49], mode coupling techniques, [1, 41, 40], or functional approximation methods
[19, 21, 35]. In a parallel effort, the applied mathematics community has, in recent years, attempted to derive general
easy-to-compute representations of the MZ memory integral [48, 38, 20]. In particular, various approximations such as
the t-model [8, 10, 43, 7], hierarchical perturbation methods [45, 51, 49], and data-driven methods [30] were proposed
to address approximation of the MZ memory integral in situations where there is no clear separation of scales between
the resolved and the unresolved dynamics.
In this paper, we study a new approximation of the MZ equation based on global operator series expansions of
the orthogonal dynamics propagator. In particular, we study the Faber series, which yields asymptotically optimal
approximations converging at least R-superlinearly with the polynomial order. The advantages of expanding the
orthogonal dynamics propagator in terms of globally defined operator series are similar to those we obtain when we
approximate a smooth function in terms of orthogonal polynomials rather than Taylor series [22]. As we will see, the
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proposed MZ memory approximation method based on global operator series outperform in terms of accuracy and
computational efficiency the hierarchical memory approximation techniques discussed in [51, 44], which are based on
Taylor-type expansions.
This paper is organized as follows. In Section 2, we briefly review the MZ formulation, and discuss common
choices of projection operators. In Section 3 we develop new series expansions of the MZ memory integral based
on operator series of the orthogonal dynamics propagator. We also develop exact MZ equations for the mean and
the auto-correlation function of an observable of interest, and determine their analytical solution through Laplace
transforms. In Section 4 we perform a thorough convergence analysis of the memory approximation methods we
propose in this paper. In Section 5 we demonstrate the accuracy and effectiveness of the Faber approximation of
the Mori-Zwazig equation. Specifically, we study two-dimensional random waves in an annulus, and the velocity
auto-correlation function of a tagged oscillator in harmonic chains interacting on the Bethe lattice and on graphs with
arbitrary topology.
2. The Mori-Zwanzig Formulation
Consider the following nonlinear dynamical system evolving on a smooth manifold Γ ⊆ RN
dx
dt
= F (x), x(0) = x0. (1)
For simplicity, here we assume that Γ = RN . The dynamics of any scalar-valued phase space function u : Γ → R
(quantity of interest) can be expressed in terms of a semi-group of operators acting on the space of observables , i.e.,
u(x(t)) = e(t−s)Lu(x(s)), where Lu(x) = F (x) · ∇u(x). (2)
The operator e(t−s)L is known as Koopman operator [27]. The subspace of functions of u(x) can be described
conveniently by means of a projection operator P , which selects from an arbitrary function f(x) the part Pf(x)
which depends on x only through u(x). The nature, mathematical properties and connections between P and the
observable u are discussed in detail in [12]. For now, it suffices to assume that P is a bounded linear operator, and
that P2 = P . Also, we denote by Q = I − P the complementary projection, I being the identity operator. The MZ
formalism describes the evolution of observables initially in the image of P . Because the evolution of observables is
governed by the semi-group etL, we seek an evolution equation for etLP . By using the well-known Dyson identity
etL = etQL +
∫ t
0
esLPLe(t−s)QLds, (3)
we obtain
d
dt
etLP = etLPLP + etQLQLP +
∫ t
0
esLPLe(t−s)QLQLPds. (4)
By applying this equation to an element u0 = u(x(0)) in the image of P , we obtain the well-known MZ equation
∂
∂t
etLu0 = etLPLu0 + etQLQLu0 +
∫ t
0
esLPLe(t−s)QLQLu0ds. (5)
We emphasize that equation (5) is completely equivalent to (2). Acting on the left withP , yields the evolution equation
for projected dynamics
∂
∂t
PetLu0 = PetLPLu0 +
∫ t
0
PesLPLe(t−s)QLQLu0ds. (6)
This equation may be interpreted as a mean field equation in the common situation where P is a conditional expecta-
tion. The two terms at the right hand side of (6) are often called streaming term and memory term, respectively.
2.1. Projection Operators
The natural choice for the projection operator in the Mori-Zwanzig formulation is a conditional expectation [12],
i.e., a completely positive linear operator with suitable properties [47]. Such conditional expectation can be rigorously
defined in the context of operator algebras and it can have different forms. Hereafter, we discuss the most important
cases.
2
2.1.1. Chorin’s Projection
In a series of papers [8, 10, 9], A. J. Chorin and collaborators defined the following projection operator
(Pu)(xˆ0) =
∫ +∞
−∞
u(xˆ(t; xˆ0, x˜0), x˜(t; xˆ0, x˜0))ρ0(xˆ0, x˜0)dx˜0∫ +∞
−∞
ρ0(xˆ0, x˜0)dx˜0
, (7)
which represents a conditional expectation in the sense of classical probability theory. In equation (7), x(t;x0) de-
notes the flow map generated by (1), which we can split into resolved xˆ(t; xˆ0, x˜0) and unresoved x˜(t; xˆ0, x˜0) maps,
u(x) = u(xˆ, x˜) is the quantity of interest, and ρ0(xˆ0, x˜0) is the probability density function of the initial state x0.
Alternatively, one can replace ρ0 with the equilibrium distribution of the system ρeq(xˆ, x˜), assuming it exists. Clearly,
if x0 is deterministic then ρ0(xˆ0, x˜0) is a product of Dirac delta functions. On the other hand, if xˆ0 and x˜0 are
statistically independent, i.e. ρ0(xˆ0, x˜0) = ρˆ0(xˆ0)ρ˜0(x˜0), then the conditional expectation (7) simplifies to
(Pu)(xˆ0) = ∫ +∞
−∞
u(xˆ(t; xˆ0, x˜0), x˜(t; xˆ0, x˜0))ρ˜0(x˜0)dx˜0. (8)
In the special case where u(xˆ, x˜) = xˆ(t; xˆ0, x˜0) we have
(Pxˆ)(xˆ0) = ∫ +∞
−∞
xˆ(t; xˆ0, x˜0)ρ˜0(x˜0)dx˜0, (9)
i.e. the conditional expectation of the resolved variables xˆ(t) given the initial condition xˆ0. This means that an
integration of (9) with respect to ρˆ0(xˆ0) yields the mean of the resolved variables
〈xˆ(t)〉ρ0 =
∫ ∞
−∞
(Pxˆ)(xˆ0)ρˆ0(xˆ0)dxˆ0 = ∫ ∞
−∞
xˆ(t,x0)ρ0(x0)dx0. (10)
Obviously, if the resolved variables xˆ(t) evolve from a deterministic initial state xˆ0 then the conditional expectation
(9) represents the average of the reduced-order flow map xˆ(t; xˆ0, x˜0) with respect to the PDF of x˜0, i.e.,
X0(t; xˆ0) =
∫ +∞
−∞
xˆ(t; xˆ0, x˜0)ρ˜0(x˜0)dx˜0. (11)
In this case, the MZ equation (6) is an unclosed evolution equation (PDE) for the averaged flow map (11).
2.1.2. Mori’s Projection
Another definition of projection operator widely used in statistical mechanics is Mori’s projection [52]
Pu =
M∑
i=1
〈u, φi〉eq
〈φi, φi〉eq φi(u(x)). (12)
Here {φ1, φ2, ...} is an orthogonal basis that spans the Hilbert space of observables, i.e., functions of u(x) (assuming
that such space is indeed a Hilbert space). Orthogonality of {φj} is with respect to the inner product
〈a, b〉eq =
∫
ρeq(x)a(x)b(x)dx, (13)
where a(x), b(x) are two arbitrary phase space functions, while ρeq is the equilibrium distribution function of the
system, assuming it exists. In the context of Hamiltonian statistical mechanics the phase variables are x = (p, q),
where q are generalized coordinates while p are kinetic momenta. In this setting the natural choice for ρeq is the
canonical Gibbs distribution
ρeq(p, q) =
1
Z
e−βH(p,q), (14)
where H(p, q) denotes the Hamiltonian of the system, and Z is the partition function.
3
2.1.3. Berne’s Projection
A simpler projection operator was proposed by Berne in [3] (see also [42], p. 30). The standard form is
P(·) = 〈u0, (·)〉eq〈u0, u0〉eq u0. (15)
This projection can be considered as a subcase of the Mori projection (12). Note that by using Berne’s projection we
can easily represent the auto-correlation function the observable u(x(t)) as
Cu(t) =
〈u(t), u0〉eq
〈u0, u0〉eq =
〈Pu(x(t)), u0〉eq
〈u0, u0〉eq . (16)
3. Approximation of the Mori-Zwanzig Memory Integral
In this section, we develop new approximations of the Mori-Zwanzig memory integral∫ t
0
PesLPLe(t−s)QLQLu0ds (17)
based on series expansions of the orthogonal dynamics propagator etQL in the form
etQL =
∞∑
n=0
an(t)Φn (QL) , (18)
where Φn are polynomial basis functions, and an(t) are temporal modes. Series expansions in the form (18) can be
rigorously defined in the context of matrix theory [31, 32], i.e., for operators QL between finite-dimensional vector
spaces. The question of whether it is possible to extend such expansions to the infinite-dimensional case, i.e., for
operators acting between infinite-dimensional Hilbert or Banach spaces, is not a trivial [11]. For example, it is known
that the classical Taylor series
etL =
∞∑
k=0
tk
k!
Lk (19)
does not hold if L is an unbounded operator, e.g., the generator of the Koopman semigroup (2) (see [25], p. 481). In
the latter case, etL should be properly defined as
etL = lim
n→∞
(
1− tL
n
)−n
. (20)
In fact, (1− tL/n)−1 is the resolvent of L (apart from a constant factor), which can be defined for both bounded
and unbounded linear operators. Despite the theoretical issues associated with the existence of convergent series
expansions of semigroups generated by unbounded operators [14, 25], when it comes to computing we always need to
discretize the system, most often by discretizing the generator of the semigroup. In this setting, etQL is truly a matrix
exponential, where, with some abuse of notation, we denoted byQ and L the finite-dimensional representation1 of the
operators Q and L.
3.1. MZ-Dyson Expansion
Consider the classical Taylor series expansion of the orthogonal dynamics propagator
etQL =
∞∑
n=0
tn
n!
(QL)n. (21)
1The matrix representation of a linear operator L, relative to the span of a finite-dimensional basis V = span{h1, h2, ..., } can be easily
obtained by representing each vector Lhi in V . Alternatively, if L operates in the Hilbert spaceH and {h1, h1, ..., } is an orthonormal basis ofH,
then the matrix representation of L has entries Lij = (Lhi, hj), where (, ) denotes the inner product inH.
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A substitution of this expansion into the MZ equation (6) yields
∂
∂t
PetLu0 = PetLPLu0 +
∫ t
0
PesLPLe(t−s)QLQLu0ds,
= PetLPLu0 +
∫ t
0
∞∑
n=0
(t− s)n
n!
PesLPL(QL)nQLu0︸ ︷︷ ︸
Cn(s)u0
ds,
= PetLPLu0 +
∫ t
0
[ ∞∑
n=0
Cn(s) (t− s)
n
n!
]
︸ ︷︷ ︸
G(t−s,s)
u0ds,
= PetLPLu0 +
∫ t
0
G(t− s, s)u0ds, (22)
where the memory operator2 G(t− s, s) is defined as
G(t− s, s) =
∞∑
n=0
(t− s)n
n!
Cn(s), Cn(s) = PesLPL(QL)nQL, n ≥ 0. (23)
We shall call this series expansion of the MZ equation as MZ-Dyson expansion. The reason for such definition is that
(22) is equivalent to the H-model discussed in [51] and [44], which in turn is equivalent to a Dyson series expansion
in the form
∂
∂t
PetLu0 = PetLPLu0 + w0(t)
where
w0(t) =
∫ t
0
PesLPLQLx0ds+
∫ t
0
∫ τ1
0
PesLPLQLQLx0dsdτ1
+ ...+
∫ t
0
∫ τn−1
0
...
∫ τ1
0
PesLPL(QL)nx0dsdτ1...dτn−1 + ... . (24)
To prove such equivalence, we just need to prove that∫ t
0
∫ τn−1
0
...
∫ τ
0
PesLPL(QL)ndsdτ1...dτn−1 =
∫ t
0
(t− s)n−1
(n− 1)! Pe
sLPL(QL)nQLds. (25)
We proceed by induction. To this end, we first define
An(t) =
∫ t
0
∫ τn−1
0
...
∫ τ
0
PesLPL(QL)ndsdτ1...dτn−1, Bn(t) =
∫ t
0
(t− s)n−1
(n− 1)! Pe
sLPL(QL)nQLds.
(26)
For n = 1 we have A1 = B1. For n ≥ 2 we have A′n(t) = An−1(t), B′n(t) = Bn−1(t) and An(0) = Bn(0). Hence,
by induction we conclude that An(t) = Bn(t), and therefore the memory integral in (22), with G given in (23), is
equivalent to a Dyson series.
3.2. MZ-Faber Expansion
The Faber series of the orthogonal dynamics propagator etQL is an operator series in the form (see Appendix
Appendix A)
etQL =
∞∑
j=0
aj(t)Fj(QL), (27)
2Note that G(t− s, s) here is not a function but a linear operator.
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where Fj is the j−th order Faber polynomial, and aj(t) are suitable temporal modes defined hereafter. The series
expansion (27) is asymptotically optimal, in the sense that its m-th order truncation uniformly approximates the best
sequence of operator polynomials converging to etQL as m → ∞ [13]. A substitution of (27) into (17) yields the
following expansion of the MZ equation (6)
∂
∂t
PetLu0 = PetLPLu0 +
∫ t
0
PesLPLe(t−s)QLQLu0ds,
= PetLPLu0 +
∫ t
0
∞∑
j=0
aj(t− s)PesLPLFj(QL)QLu0︸ ︷︷ ︸
Cj(s)u0
ds,
= PetLPLu0 +
∫ t
0
G(t− s, s)u0ds, (28)
where
G(t− s, s) =
∞∑
j=0
aj(t− s)Cj(s), (29)
and
aj(t− s) = 1
2pii
∫
|w|=R
e(t−s)ψ(w)
wj+1
dw, Cj(s) = PesLPLFj(QL)QL. (30)
Here, ψ(w) is the conformal map at the basis of the Faber series (see Appendix Appendix A). The coefficients of the
Laurent expansion of ψ determine the recurrence relation of the Faber polynomials. High-order Laurent series usually
yield higher convergence rates, but complicated recurrence relations (see equation (A.6)). Moreover, the computation
of the integrals in (30) can be quite cumbersome if high-order Laurent series are employed. To avoid such drawbacks,
in this paper we choose the conformal map ψ(w) = w + c0 + c1/w. This yields the following expression for the
coefficients aj(t− s)
aj(t− s) = e
(t−s)c0
(
√−c1)j Jj
(
2(t− s)√−c1
)
, (31)
where Jj denotes the j−th Bessel function of the first kind. In Section 4 we prove that the Faber expansion of the MZ
memory integral converges for any linear dynamical system and any finite integration time with rate that is at least
R-superlinear.
Remark. The MZ-Dyson expansion we discussed in Section 3.1 is a subcase of the Faber expansion. In fact, Faber
polynomials Fj(QL) corresponding to the conformal mapping ψ(w) = w are simply monomials (QL)j (see Ap-
pendix Appendix A). Moreover, the temporal modes (31) reduce to (t − s)j/j! if we set c0 = 0 and take the limit
c1 → 0.
3.3. Other Series Expansions of the MZ-Memory Integral
The operator exponential etQL (propagator of the orthogonal dynamics) can be expanded relative to basis func-
tions other than Faber polynomials [31, 32]. This yields different approximations of the MZ memory integral and,
correspondingly, different expansions of the MZ equation. Hereafter we discuss two relevant cases.
3.3.1. MZ-Lagrange Expansion
The MZ-lagrange expansion is based on the following semigroup expansion
etQL =
n∑
j=1
eλjt
n∏
k=1
k 6=j
(QL− λkI)
(λj − λk) , (32)
where {λ1, ..., λn} = σ(QL) is the spectrum of the matrix representation of the operator QL (eigenvalues counted
with their multiplicity). Note that (32) is in the form (18) with
aj(t) = e
λjt, and Φj(QL) =
n∏
k=1
k 6=j
(QL− λkI)
(λj − λk) . (33)
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Mori-Zwanzig Memory Operator
G(t− s, s) =
∞∑
j=0
hj(t− s)Cj(s)
Type Temporal bases hj(t) Operators Cj(s)
MZ-Dyson
tj
j!
PesLPL(QL)jQL
MZ-Faber etc0
Jj(2t
√−c1)
(
√−c1)j Pe
sLPLFj(QL)QL
MZ-Lagrange etλj PesLPL
n∏
k=1
k 6=j
(QL− λkI)
(λj − λk)
MZ-Newton f1,j(t)

PesLPL j = 1
PesL
j−1∏
k=1
(PLQL− λkPL) j ≥ 2
Table 1: Series expansions of the Mori-Zwanzig memory operator. Here Jj is the jth Bessel function of the first kind, c0 and c1 are real numbers,
f1,j(t) are defined in (37), and λj are the eigenvalues of any matrix representation ofQL.
A substitution of (32) into the MZ equation yields the MZ-Lagrange expansion
∂
∂t
PetLu0 = PetLPLu0 +
∫ t
0
G(t− s, s)u0ds, (34)
where
G(t− s, s) =
n∑
j=1
e(t−s)λjCj(s), and Cj(s) = PesLPL
n∏
k=1
k 6=j
(QL− λkI)
(λj − λk) , j ≥ 1. (35)
3.3.2. MZ-Newton Expansion
The MZ-Newton expansion is based on the following semigroup expansion
etQL = f1,1(t)I +
n∑
j=2
f1,j(t)
j−1∏
k=1
(QL− λkI), (36)
where f1,j(t) is the divided difference defined recursively by
f1,j(t) =

eλ1t j = 1,
etλ1 − etλ2
λ1 − λ2 j = 2,
f1,j−1(t)− f2,j(t)
λ1 − λj j ≥ 3.
(37)
A substitution of the Newton expansion (36) into the MZ equation yields the following MZ-Newton expansion
∂
∂t
PetLu0 = PetLPLu0 +
∫ t
0
G(t− s, s)u0ds, (38)
where
G(t− s, s) = C1(s)e(t−s)λ1 +
n∑
j=2
Cj(s)f1,j(t), Cj(s) =

PesLPL j = 1
PesL
j−1∏
k=1
(PLQL− λkPL) j ≥ 2
. (39)
Remark. All series expansion methods we considered so far aim at representing the memory integral in the Mori-
Zwazing equation for the same phase space function. Therefore, such series should be related to each other. Indeed,
as shown in Table 1, they basically represent the same memory operator G(t − s, s) relative to different bases. This
also means that the series can have different convergence rate. For example, as we will demonstrate numerically in
Section 5 the MZ-Faber expansion converges much faster than the MZ-Dyson series.
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3.4. Generalized Langevin Equation
We have seen in Section 3 that expanding the orthogonal dynamics propagator etQL in an operator series in the
form (18) yields the Mori-Zwanzig equation
∂
∂t
PetLu0 = PetLPLu0 +
∞∑
j=0
∫ t
0
hj(t− s)Cj(s)u0ds, (40)
where hj(t − s) are temporal modes, and Cj(s) are operators defined in Table 1. For example, if we consider the
MZ-Dyson expansion, we have
hj(t− s) = (t− s)
j
j!
, Cj(s) = PesLPL(QL)jQL. (41)
Equation (40) is the exact generalized Langevin equation (GLE) governing the projected dynamics of a quantity of
interest. Such equation has different forms depending on the choice of the projection operator P . In particular, if we
choose Chorin’s projection (7) then (40) is an equation for the conditional expectation of the quantity of interest. On
the other hand, if we choose Berne’s projection (15) then (40) becomes an equation for the autocorrelation function of
the quantity of interest.
3.4.1. Evolution Equation for the Conditional Expectation
If we consider Chorin’s projection (7), then (40) becomes an unclosed evolution equation for the conditional
expectation of the quantity of interest (see Section 2.1). However, in the special case where the dynamical system (1)
is linear and the quantity of interest is u(x) = x1(t), it can be shown that the evolution equation for the conditional
expectation is closed. To this end, let us first recall that if P is Chorin’s projection and u(x) = x1 then
PetLx1(0) = 〈x1(t)〉ρ0 =
∫
x1(t,x0)ρ0(x0)dx0.
In this case, (40) reduces to
d
dt
〈x1(t)〉ρ0 = a〈x1(t)〉ρ0 + b+
∫ t
0
g(t− s)〈x1(s)〉ρ0ds+
∫ t
0
f(t− s)ds, (42)
where the constants a, b, the MZ memory kernel g(t− s), and the function f(t− s) are defined by
PLx1(0) = ax1(0) + b, g(t− s) =
∞∑
j=0
gjhj(t− s), f(t− s) =
∞∑
j=0
fjhj(t− s). (43)
The coefficients gj , fj and the temporal bases hj(t− s) appearing in the series expansions above depend on the series
expansion of the orthogonal dynamics propagator etQL. Specifically, gj and fj are determined by the equation
Cj(s)x1(0) = gj〈x1(s)〉ρ0 + fj , (44)
while hj(t − s) and Cj(s) are defined in Table 1. To derive equation (44) we used the identity PesLfj = fj . In the
case of MZ-Dyson and MZ-Faber expansions we explicitly obtain
PL(QL)jQLx1(0) = gDj x1(0) + fDj , PLFj(QL)QLx1(0) = gFj x1(0) + fFj , (45)
where the superscripts D and F stand for “Dyson” and “Faber”, respectively.
3.4.2. Evolution Equation for the Autocorrelation Function
If we choose the projection operatorP to be Berne’s projection (15), then equation (40) becomes a closed evolution
equation for the autocorrelation function Cu(t) of the quantity of interest. Such equation has the form
dCu(t)
dt
= aCu(t) +
∫ t
0
g(t− s)Cu(s)ds, (46)
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where a and g are defined as
PLu0 = au0, g(t− s) =
∞∑
j=0
gjhj(t− s). (47)
As before, the temporal modes hj and the coefficients gj in the expansion of the MZ-memory kernel g(t− s) depend
on the expansion of the orthogonal dynamics propagator etQL. Specifically, in the case of MZ-Dyson and MZ-Faber
expansions we obtain, respectively,
PL(QL)jQLu0 = gDj u0, PLFj(QL)QLu0 = gFj u0. (48)
It is worth noticing that Berne’s projection sends any function into the linear space spanned by the initial condition u0.
3.4.3. Analytical Solution to the Generalized Langevin Equation
The analytical solution to the MZ equations (42) and (46) can be computed through Laplace transforms. To this
end, let us first notice that both equations are in the form of a Volterra equation
dy(t)
dt
= ay(t) + b+
∫ t
0
g(t− s)y(s)ds+
∫ t
0
f(t− s)ds. (49)
Applying the Laplace transform
L [·](s) =
∫ ∞
0
(·)e−stdt (50)
to both sides of (49) yields
sY (s)− y(0) = aY (s) + b
s
+ Y (s)G(s) +
F (s)
s
, (51)
i.e.,
Y (s) =
(F (s) + b)/s+ y(0)
s−G(s)− a , (52)
where
Y (s) = L [y(t)], F (s) = L [f(t)], G(s) = L [g(t)]. (53)
Thus, the exact solution to the Volterra equation (49) can be written as
y(t) = L −1
[
(F (s) + b)/s+ y(0)
s−G(s)− a
]
. (54)
The Laplace transform of the memory kernel g(t), i.e., G(s), can be computed analytically in many cases. For
example, in the case of MZ-Dyson and MZ-Faber expansions we obtain, respectively
G(s) =
∞∑
j=0
gDj
sj+1
(MZ-Dyson), (55)
G(s) =
∞∑
j=0
gFj
2j(
√−c1)2j
(
√
s2 − 4c1 − s)j√
s2 − 4c1
(MZ-Faber). (56)
The coefficients gFj and g
D
j are explicitly defined in (45), or (48), depending on whether we are interested in the mean
or the correlation function of the quantity of interest.
Remark. The recurrence relation at the basis of the Faber polynomials (see equation (A.6)) induces a recurrence
relation in the Laplace transform G(s) of the MZ memory kernel. Therefore, a connection between the MZ-Faber
approximation method we propose here and the method of recurrence relations of Lee [34, 29] can be established.
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4. Convergence Analysis
In this section, we develop a thorough convergence analysis of the MZ-Faber expansion3 of the Mori-Zwanzig
equation (6). The key theoretical results at the basis of our analysis can be found in our recent paper [51]. Here we
focus, in particular, on high-dimensional linear systems in the form
x˙(t) = Ax(t), x(0) = x0(ω), (57)
where x0(ω) is a random initial state. Our goal is to prove that the norm of the approximation error
En(t) =
∫ t
0
PesLPLe(t−s)QLQLu0ds−
n∑
j=0
∫ t
0
aj(t− s)PesLPLFj(QL)QLu0ds︸ ︷︷ ︸
MZ-Faber series
=
∫ t
0
∞∑
j=n+1
aj(t− s)PesLPLFj(QL)QLu0ds (58)
decays as we increase the polynomial order n, for any fixed integration time t > 0, i.e.,
lim
n→∞ ‖En(t)‖ = 0.
Throughout this Section ‖·‖ denotes either an operator norm, a norm in a function space or a standard norm in CN ,
depending on the context. The convergence proof of MZ-Faber series clearly depends on the choice of the projection
operator and the phase space function u(x) (quantity of interest). In this Section, we consider
u(x(t)) = x1(t), (59)
and Chorin’s projection (7). Similar results can be obtained for Berne’s projection. We begin with the following
Lemma 4.1. Consider the linear dynamical system (57) and the phase space function (59). Then,
PLpk(QL)QLx1(0) =
[
b · pk(MT11)a
]
x1(0) +
[
pk(M
T
11)M
T
11a
] · 〈x−1(0)〉ρ0 ,
where P is Chorin’s projection (7), Q = I − P , L = Ax · ∇, pk is an arbitrary polynomial of degree k,
x−1(0) = [x2(0), x3(0), . . . , xN (0)]T a = [A12, . . . , A1N ]T , b = [A21, . . . , AN1]T ,
and M11 is the matrix obtained from A by removing the first row and the first column.
Proof. By a direct calculation, it can be verified that
(QL)nx1(0) =
[(
MT11
)n−1
a
]
· [x−1(0)− 〈x−1(0)〉ρ0 ] ,
L(QL)nx1(0) =
[
bT
(
MT11
)n−1
a
]
x1(0) +
[(
MT11
)n
a
]
· x−1(0),
PL(QL)nQLx1(0) =
[
bT
(
MT11
)n
a
]
x1(0) +
[(
MT11
)n
MT11a
]
· 〈x−1(0)〉ρ0 . (60)
Note that each entry of the vector 〈x−1(0)〉ρ0 = [〈x2(0)〉ρ0 , ..., 〈xN (0)〉ρ0 ]T is 〈xi(0)〉ρ0 = Pxi(0) (i = 2, ..., N ).
Thus, for any polynomial function in the form
pk(QL) =
k∑
j=0
βk(QL)j , (61)
3We recall that the MZ-Dyson series expansion is a subcase of the MZ-Faber expansion. Therefore convergence of MZ-Faber implies conver-
gence of MZ-Dyson.
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we have
PLpk(QL)QLx1(0) =
k∑
j=0
βjPL(QL)jQLx1(0),
=
k∑
j=0
βj
([
bT
(
MT11
)n
a
]
x1(0) +
[(
MT11
)n
MT11a
]
· 〈x−1(0)〉ρ0
)
,
=
[
b · pk
(
MT11
)
a
]
x1(0) +
[
pk
(
MT11
)
MT11a
] · 〈x−1(0)〉ρ0 .
This completes the proof of the Lemma.

To prove convergence of MZ-Faber series we need two more Lemmas involving Faber polynomials in the complex
plane (see Appendix Appendix A).
Lemma 4.2. Let γ be the capacity of Ω ⊆ C. If Ω is symmetric with respect to the real axis, then for any R > γ the
conformal map (A.1) satisfies
ψ(R) ≤ ψ(γ) +R− γ
2
R
.
Proof. We first notice that
ψ(R) = ψ(γ) +
∫ R
γ
ψ′(t)dt.
By using Lemma 4.2 in [37], i.e.,
|ψ′(t)| ≤ 1 +
(
γ
|t|
)2
, |t| > γ
we have
ψ(R)− ψ(γ) ≤ |ψ(R)− ψ(γ)| =
∣∣∣∣∣
∫ R
γ
ψ′(t)dt
∣∣∣∣∣ ≤
∫ R
γ
|ψ′(t)|dt = R− γ
2
R
,
which completes the proof.

Next, consider an arbitrary matrix A and define the field value of A as
FV (A) =
{
zHAz : z ∈ CN , zHz = 1} .
The field value ofA is a subset of the complex plane. Also, denote the truncated Faber series of the exponential matrix
etA as
Pm(t) =
m∑
j=0
aj(t)Fj(A). (62)
With this notation, we have the following
Lemma 4.3. Let Ω ⊂ C be symmetric with respect to the real axis, convex and with capacity γ. Consider an N ×N
matrix A with spectrum σ(A), and an N × 1 vector v. If σ(A) ⊆ Ω and the field value FV (A) ⊆ Ω(q) for some
q ≥ γ, then the approximation error
em(t− s)v = e(t−s)Av − P(m−1)(t− s)v t ≥ s
11
satisfies
‖em(t− s)v‖ ≤ C3e(t−s)E
(
qet−s
m
)m−1
m ≥ 4q,
where
C3 = C3(v) = 8e‖v‖q
(
1 +
1
8q
)
and E = 1 + ψ(γ).
Proof. If q ≥ γ then we have, thanks to the convexity of Ω and the analyticity of the exponential function,
‖em(t− s)v‖ ≤ 8‖v‖e
(
1 +
1
8q
)
m
( q
m
)m
max
|z|∈Γ(m)
∣∣∣e(t−s)z∣∣∣ m ≥ 4q (63)
(see Theorem 4.2 in [37]). On the other hand,
max
|z|∈Γ(m)
∣∣∣e(t−s)z∣∣∣ = e(t−s)ψ(m) m ≥ 4q. (64)
By using Lemma 4.2 we have
ψ(m) ≤ ψ(γ) +m− γ
2
m
≤ ψ(γ) +m, (65)
and therefore
e(t−s)ψ(m) ≤ e(t−s)(m−1)e(t−s)(1+ψ(γ)) m ≥ 4q ≥ γ. (66)
Combining (63) , (64) and (66), we obtain
‖em(t− s)v‖ ≤ C3 exp((t− s)E)
(
qet−s
m
)m−1
, (67)
where
C3 = 8e‖v‖q
(
1 +
1
8q
)
and E = 1 + ψ(γ).

At this point, we we have all elements to prove the following
Theorem 4.4. (Convergence of the MZ-Faber Expansion) Consider the linear dynamical system (57), the phase
space function (59) and the projection operator (7). The norm of the approximation error (58) satisfies4
‖En(t)‖ ≤ K
(
q
n+ 1
)n
etβ − et(E+n)
β − E − n t ≥ 0, n ≥ 4q, (68)
where n is the Faber polynomial order, while q, K, β and E are suitable constants defined in the proof of the theorem.
Proof. We aim at finding an upper bound for
‖En(t)‖ =
∥∥∥∥∥∥
∫ t
0
PesL
∞∑
j=n+1
aj(t− s)PLFj(QL)QLx1(0)ds
∥∥∥∥∥∥ . (69)
To this end, we fist notice that quantity Fj(QL)QL is a (j + 1)-th order operator polynomial in QL. Thus, we can
apply Lemma 4.1 to obtain
PLFj(QL)QLx1(0) =
[
b · Fj(MT11)a
]
x1(0) +
[Fj(MT11)MT11a] · 〈x−1(0)〉ρ0 . (70)
4It can be shown that the upper bound in (68) is always positive.
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Let us now set
ηn(t− s) =
∥∥∥∥∥∥
∞∑
j=n+1
aj(t− s)PLFj(QL)QLx1(0)
∥∥∥∥∥∥ . (71)
By using (70) and the Cauchy-Schwartz inequality we have
ηn(t− s) ≤ C4
∥∥∥∥∥∥
∞∑
j=n+1
aj(t− s)Fj(MT11)a
∥∥∥∥∥∥+ C5
∥∥∥∥∥∥
∞∑
j=n+1
aj(t− s)Fj(MT11)MT11a
∥∥∥∥∥∥ , (72)
where C4 = ‖bT ‖|x1(0)|, C5 = ‖〈x−1(0)〉ρ0‖. The two sums in (72) represent the error in the Faber approximation
of the matrix exponential e(t−s)M
T
11 . In fact,
e(n+1)(t− s) = e(t−s)M
T
11 −
n∑
j=1
aj(t− s)Fj(MT11) =
∞∑
j=n+1
aj(t− s)Fj(MT11). (73)
Combining (69), (71), (72) and (67) yields
‖En(t)‖ ≤
∫ t
0
ηn(t− s)
∥∥PesL∥∥ ds,
≤
∫ t
0
(
C4
∥∥e(n+1)(t− s)a∥∥+ C5 ∥∥e(n+1)(t− s)MT11a∥∥) ‖PesL‖ds,
≤
∫ t
0
Kesβe(t−s)(E+n)
(
q
n+ 1
)n
ds,
≤ K
(
q
n+ 1
)n
etβ − et(E+n)
β − E − n n ≥ 4q. (74)
Here we used the semigroup estimation ‖esL‖ ≤Wesβ . The constants in (74) are
K = ‖P‖C6W, C6 = 2 max{C4C3, C5C∗3}, E = 1 + ψ(γ), (75)
where
C3 = 8e‖a‖q
(
1 +
1
8q
)
, C∗3 = 8e‖MT11a‖q
(
1 +
1
8q
)
. (76)
It can be shown that the upper bound (74) is always positive, and goes to zero as we send the Faber polynomial order
n to infinity. This implies that
lim
n→∞ ‖En(t)‖ = 0, (77)
i.e., the MZ-Faber expansion converges for any finite time t ≥ 0. This completes the proof.

Next, we estimate the convergence rate of the MZ-Faber expansion. To this end, let us define
R(t, n) = K
(
q
n+ 1
)n
etβ − et(E+n)
β − E − n , n ≥ 4q (78)
the be the upper bound (74). We have the following
Corollary 4.4.1. (Convergence Rate of the MZ-Faber Expansion) With the same the notation of Theorem 4.4, the
MZ-Faber expansion converges at least R-superlinearly with the polynomial order, i.e.
lim
n→∞
R(t, n+ 1)
R(t, n)
= 0 (79)
for any finite time t ≥ 0.
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Proof. By a direct calculation it is easy to verify that (79) holds true. In fact,
R(t, n+ 1)
R(t, n)
=
q
n+ 2
(
n+ 1
n+ 2
)n
etβ − et(E+n+1)
etβ − et(n+E)
β − E − n
β − E − (n+ 1) (80)
Therefore5,
lim
n→+∞
R(t, n+ 1)
R(t, n)
= lim
n→+∞
qet
n+ 2
(
n+ 1
n+ 2
)n
= 0, t <∞. (82)

By using asymptotic analysis we can show theoretically that also the MZ-Dyson expansion converge R-superlinearly.
To this end, let us define the MZ-Dyson approximation error
En(t) =
∫ t
0
PesLPLe(t−s)QLQLu0ds−
n∑
j=0
∫ t
0
aj(t− s)PesLPL(QL)jQLu0ds︸ ︷︷ ︸
MZ-Dyson series
. (83)
By following the same steps we used in the proof of Theorem 4.4, we can bound the norm of (83) as
‖En(t)‖ ≤ F (t, n). (84)
where
F (t, n) = C
(At)n
(n+ 1)!
A,C ≥ 0. (85)
Such upper bound plays the same role asR(t, n) in the MZ-Faber expansion of En(t) (see Eqs. (74) and (78)). Taking
the ratio between F (t, n+ 1) and F (t, n) we obtain
lim
n→∞
F (t, n+ 1)
F (t, n)
= lim
n→∞
At
n+ 2
= 0. (86)
5. Numerical Examples
In this section, we demonstrate the accuracy and effectiveness of the MZ-Dyson and MZ-Faber expansion methods
we developed in this paper in applications to prototype problems involving random wave propagation and harmonic
chains of oscillators interacting on a Bethe lattice.
5.1. Random Wave Propagation
Consider the following initial/boundary value problem for the wave equation in an annulus with radii r1 = 1 and
r2 = 11
∂2w
∂t2
=
∂2w
∂r2
+
1
r
∂w
∂r
+
1
r2
∂2w
∂θ2
, (87)
where
w(t, r1, θ) = 0, w(t, r2, θ) = 0 w(0, r, θ) = w0(r, θ;ω),
∂w(0, r, θ)
∂t
= 0. (88)
5We recall that
lim
n→+∞
(
n+ 1
n+ 2
)n
=
1
e
. (81)
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The field w(t, r, θ) represents the wave amplitude at time t, while w0(r, θ;ω) is the wave field at initial time, which is
set to be random. We seek the for an approximation of the solution w(t, r, θ) in the form
wN (t, r, θ) =
N∑
n=1
ŵn(t)ψn(r, θ), (89)
where ψn(r, θ) are standard trigonometric functions. The random wave field at initial time is represented as
w0(r, θ;ω) =
M∑
n=1
ŵn(0)ψn(r, θ), M ≤ N, (90)
where ŵn(0) are i.i.d Gaussian random variables. We substitute (89) into (87) and impose that the residual is orthog-
onal to the space spanned by the basis {ψ1, ..., ψN} [22]. This yields the linear system
d2
dt2
ŵ(t) = Aŵ(t), (91)
where A is an N ×N matrix with entries
Amn =
∫ r2
r1
∫ 2pi
0
(
∂2ψn
∂r2
+
1
r
∂ψn
∂r
+
1
r2
∂2ψn
∂θ2
)
ψmdrdθ∫ r2
r1
∫ 2pi
0
ψ2mdrdθ
. (92)
We are interested in building a convergent reduced-order model for the wave amplitude at a specific point within the
annulus, e.g., where we placed a sensor. To this end, we transform the system (91) form the modal space to the nodal
space defined by an interpolant of at N collocation points. Such transformation can be easily defined by evaluating
(89) at a set of distinct collocation nodes xn = (ri(n), θj(n)) (n = 1, ..., N ) within the annulus. This yields
w(t) = Ψŵ(t), (93)
where w(t) = [w(t,x1), ..., w(t,xN )]T , while Ψ is the N ×N transformation matrix defined as
Ψ =
ψ1(x1) . . . ψN (x1)... ...
ψ1(xN ) . . . ψN (xN )
 .
Differentiating (93) with respect to time we obtain
d2
dt2
w(t) = ΨAΨ−1w(t). (94)
This system evolves from the random initial state
w(0) = Ψŵ(0),
dw(0)
dt
= 0. (95)
In Figure 1 we plot the mean solution of the random wave equation for initial conditions in the form (90) with different
number of modes.
Generalized Langevin Equation for the Mean Wave Amplitude. We are interested in building a convergent reduced-
order model for the mean wave amplitude at a specific point within the annulus, e.g., where we would like to place a
sensor. Such a dynamical system can be constructed by using the Mori-Zwanzig formulation and Chorin’s projection
operator (7). In particular, let us define the quantity of interest as u(w) = w1(t), i.e., the wave amplitude at the
spatial point (r, θ) = (1.1, 0.1). The exact evolution equation for mean of w1(t) was derived in Section 3.4.1, and it is
rewritten hereafter for convenience
d
dt
〈w1(t)〉ρ0 = a〈w1(t)〉ρ0 + b+
∫ t
0
g(t− s)〈w1(s)〉ρ0ds+
∫ t
0
f(t− s)ds. (96)
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Figure 1: Mean solution of the random wave equation in the annulus. We consider two random initial conditions in the form (90), with different
number of modes: M = 25 (first row), M = 50 (second row).
We recall that
PLw1(0) =B11w1(0) + a · 〈w−1(0)〉ρ0
=aw1(0) + b,
and L = [ΨAΨ−1w] · ∇. The memory kernel g(t − s) and the function f(t − s) can be expanded by using in any
of the operator series summarized in Table 1. For instance, if we employ MZ-Faber series we obtain
g(t− s) =
n∑
j=0
gFj e
tc0
Jj(2t
√−c1)
(
√−c1)j , f(t− s) =
n∑
j=0
fFj e
tc0
Jj(2t
√−c1)
(
√−c1)j . (97)
The coefficients gFj and f
F
j are explicitly obtained as
gFj = b
TFj
(
MT11
)
a, fFj =
[Fj (MT11)MT11a] · 〈w−1(0)〉ρ0 , (98)
where
w−1(0) = [w2(0), w3(0), . . . , wN (0)]T , a = [B12, . . . , B1N ]T , b = [B21, . . . , BN1]T ,
B = ΨAΨ−1 and M11 is the matrix obtained from B by removing the first row and the first column. In Figure
2 we study convergence of MZ-Dyson and MZ-Faber series expansions of the memory kernel. In Figure 3 we study
the accuracy of the MZ-Dyson and the MZ-Faber expansions in representing the mean wave solution as a function of
the polynomial order n. To this end, we solve (96) numerically a linear multi-step (explicit) time integration scheme
(3rd-order Adams-Bashforth) combined with a trapezoidal rule to discretize the memory integral. As easily seen, that
the MZ-Faber expansion converges faster than the MZ-Dyson expansion.
5.2. Harmonic Chains on the Bethe Lattice
Dynamics of harmonic chains on Bethe lattices is a simple but illustrative Hamiltonian dynamical system that has
been widely studied in statistical mechanics, mostly in relation to Brownian motion [2, 17, 15, 18, 26]. A Bethe lattice
is a connected cycle-free graph in which each node interacts only with its neighbors. The number of such neighbors,
is a constant of the graph called coordination number. This means that each node in the graph (with the exception of
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Figure 2: Dyson and Faber expansions of the Mori-Zwanzig memory kernel g(t− s) in equation (97). Shown are results for different polynomial
orders n. It is seen that the MZ-Faber series converges faster that the MZ-Dyson series.
the leaf nodes) has the same number of edges connecting it to its neighbors. In Figure 4 we show two Bethe lattices
with coordination numbers l = 2 and l = 3, respectively.
Figure 4: Bethe lattices with coordination numbers 2 (left), and 3 (right).
The Bethe graph is hierarchical and therefore it can be organized into shells, emanating from an arbitrary node. The
number of nodes in the k-th shell is given by Nk = l(l − 1)k−1,while the total number of nodes within S shells is
N = 1 +
S∑
k=1
Nk. (99)
Next, we consider a coupled system ofN harmonic oscillators6 whose mutual interactions are defined by the adjacency
matrix B(l) of a Bethe graph with coordination number l [4]. The Hamiltonian of such system can be written as
H(p, q) =
1
2m
N∑
i=1
p2i +
k
2l
N∑
i,j=1
B
(l)
ij (qi − qj)2, (100)
where qi and pi are, respectively, the displacement and momentum of the i−th particle, m is the mass of the particles
(assumed constant throughout the network), and k is the elasticity constant that modulates the intensity of the quadratic
6The number of oscillators cannot be set arbitrarily as it must satisfy the topological graph constraints prescribed by (99).
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Mean Wave Amplitude at (r, θ) = (1.1, 0.1)
0 2 4 6 8 10
-2
-1
0
1
2
3
MZ-Dyson Error MZ-Faber Error
0 2 4 6 8 10
10-10
10-8
10-6
10-4
10-2
100
0 2 4 6 8 10
10-8
10-6
10-4
10-2
100
Figure 3: MZ-Dyson and MZ-Faber approximation errors of the mean wave amplitude at (r, θ) = (1.1, 0.1) as a function of the polynomial order
n. It is seen that the MZ-Faber expansion converges faster than the MZ-Dyson series.
interactions. We emphasize that the harmonic chain we consider here is one-dimensional. The Bethe graph basically
just sets the interaction among the different oscillators. The dynamics of the harmonic chain on the Bethe lattice is
governed by the Hamilton’s equations
dqi
dt
=
∂H
∂pi
,
dpi
dt
= −∂H
∂qi
. (101)
These equations can be written in a matrix-vector form as[
p˙
q˙
]
=
[
0 kB(l) − kD(l)
I/m 0
] [
p
q
]
= C
[
p
q
]
, (102)
where B(l) is the adjacency matrix of the graph and D(l) is the degree matrix. Note that (102) is a linear dynamical
system. The time evolution of any phase space function u(q,p) (quantity of interest) satisfies
du
dt
={u,H},
where
{u,H} =
N∑
i=1
(
∂u
∂qi
∂H
∂pi
− ∂H
∂qi
∂u
∂pi
)
(103)
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denotes the Poisson Bracket. A particular phase space function we consider hereafter is the velocity auto-correlation
function of a tagged oscillator, say the one at location j = 1 (see Figure 4). Such correlation function is defined as
Cp1(t) =
〈p1(t)p1(0)〉eq
〈p1(0)p1(0)〉eq , (104)
where the average is an integral over the Gibbs canonical distribution (14).
5.2.1. Analytical Expressions for the Velocity Autocorrelation Function
The simple structure of harmonic chains on the Bethe lattice allows us to determine analytical expressions for the
velocity autocorrelation function (104), e.g., [2, 26, 17].
Bethe Lattice with Coordination Number 2. Let us set l = 2. In this case, the Bethe lattice is a a path graph, i.e., a one-
dimensional chain of harmonic oscillators where each oscillator interacts only with the one at the left and at the right.
We set fixed boundary conditions at the endpoint of the chain, i.e., q0(t) = qN+1(t) = 0 and p0(t) = pN+1(t) = 0
(particles are numbered from left to right). In this setting, the velocity auto-correlation function of the particle labeled
with j = 1 can be obtained analytically by employing Lee’s continued fraction method [17]. This yields the well-
known J0 − J4 solution
Cp1(t) = J0(2ωt)− J4(2ωt), (105)
where Ji(t) is the i-th Bessel function of the first kind, and ω = k/m. Here we choose k = m = 1. The Hamilton’s
equations (102) for the inner oscillators7 take the form[
p˙
q˙
]
=
[
0 B(2) −D(2)
I 0
] [
p
q
]
, (106)
where B(2) and D(2) are the adjacency matrix and the degree matrix of the Bethe lattice with l = 2 (see Figure 4).
As an example, if we consider five oscillators then B(2) and D(2) are given by
B(2) =
 0 1 01 0 1
0 1 0
 , D(2) =
 2 0 00 2 0
0 0 2
 . (107)
Bethe Lattice with Coordination Number 3. Bethe graphs with l = 3 can be represented as planar graphs (see Figure
4). The velocity auto-correlation function at the center node can be expressed analytically [26], in the limit of an
infinite number of oscillators (N →∞)8, as
Cp1(t) =
+∞∑
n=−∞
[Gn(t) +Hn(t)]J2n(bt) (108)
where
Gn(l) =
∞∑
k=0
gk(l)
b2k−2
1
2pi
∫ pi/2
a
dθ
cos2(θ)
sin2k(θ)
cos(2nθ), gk(l) = −
∞∑
j=k
(2j − 1)!!
[2j(2j − 1)j!]a
2jc2(k−j),
Hn(l) =
∞∑
k=0
hk(l)
b−2k−2
1
2pi
∫ pi/2
a
dθ
cos2(θ)
sin−2k(θ)
cos(2nθ), hk(l) = −
∞∑
j=k
(2j − 1)!!
[2j(2j − 1)j!]a
2(j−k)c−2j
7We exclude the two oscillators at the endpoints of the harmonic chain, since their dynamics is trivial.
8Thanks to the symmetry of the Bethe lattice, in the limit n → ∞ and with free boundary conditions the velocity auto-correlation function is
the same at each node.
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Figure 5: Velocity auto-correlation functions (105) (left) and (108) (right) of a tagged oscillator in an harmonic chain interacting on a Bethe lattice
with coordination number l = 2 and l = 3, respectively.
and a =
√
2− 1, b = √2 + 1 and c = √6. The Hamilton’s equations of motion in this case are9 (k = m = 1)[
p˙
q˙
]
=
[
0 B(3) −D(3)
I 0
] [
p
q
]
. (109)
where B(3),D(3) are the adjacency matrix and the degree matrix of the Bethe lattice with l = 3 (see Figure 4). For
example, if we label the oscillators as in Figure 4, and assume that the Bethe lattice has only three shells, i.e., 10
oscillators (4 inner nodes, and 6 leaf nodes) then the adjacency matrix and the degree matrix are
B(3) =

0 1 1 1 0 0 0 0 0 0
1 0 0 0 1 1 0 0 0 0
1 0 0 0 0 0 1 1 0 0
1 0 0 0 0 0 0 0 1 1
0 1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0

, D(3) =

3 0 0 0 0 0 0 0 0 0
0 3 0 0 0 0 0 0 0 0
0 0 3 0 0 0 0 0 0 0
0 0 0 3 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1

. (110)
5.2.2. Generalied Langevin Equation for the Velocity Autocorrelation Function
The evolution equation for the velocity autocorrelation function (104) was obtained in Section 3.4.2 and it is
hereafter rewritten for convenience
dCp1(t)
dt
= aCp1(t) +
∫ t
0
g(t− s)Cp1(s)ds. (111)
The initial condition isCpi(0) = 1. The MZ-Dyson and MZ-Faber series expansions of the the memory kernel g(t−s)
are given by
g(t− s) =
n∑
j=0
gDj
j!
(t− s)j , g(t− s) =
n∑
j=0
gFj e
tc0
Jj(2t
√−c1)
(
√−c1)j
9Here we implemented a free boundary condition at the outer shell of the chain.
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Figure 6: Harmonic chains of oscillators. Dyson and Faber expansions of the Mori-Zwanzig memory kernel g(t−s). Shown are results for different
polynomial orders n. It is seen that the MZ-Faber series converges faster that the MZ-Dyson series.
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Figure 7: Accuracy of the MZ-Dyson and MZ-Faber expansions in representing the velocity auto-correlation function of the tagged oscillator j = 2
in an harmonic chain interacting on the Bethe lattice with coordination number 2. It is seen that the MZ-Dyson and the MZ-Faber expansions yield
accurate predictions as we increase the polynomial order n. Moreover, the MZ-Faber expansion converges faster than the MZ-Dyson expansion.
where
gDj = b
T (MT11)
ja, gFj = b
TFj
(
MT11
)
a.
The definition of the matrix MT11 and the vectors a, b is the same as before. Here we used the fact that for any
quadratic Hamiltonian we have 〈pi(0), qi(0)〉eq = 0 and 〈pi(0), pj(0)〉eq = δij . In Figure 6 we study convergence of
the MZ-Dyson and the MZ-Faber series expansion of the memory kernel in equation (46). As before, the MZ-Faber
series converges faster that the MZ-Dyson series. In Figure 7 and Figure 8, we study the accuracy of the MZ-Dyson
and the MZ-Faber expansions in representing the velocity auto-correlation functions (105) and (108) (see Figure 5).
Specifically, in these simulations we considered a chain of N = 100 oscillators for the case l = 2, and 8 shells of
oscillators for the case l = 3, i.e., a total number of N = 766 oscillators. The results in Figure 7 and Figure 8 show
that both the MZ-Dyson and the MZ-Faber expansions of the memory integral yield accurate approximations of the
velocity autocorrelation function, and that convergence is uniform with the polynomial order. We emphasize that
the new expansion of the MZ memory integral we developed can be employed to calculate phase space functions of
harmonic oscillators on graphs with arbitrary topological structure. The following example shows the effectiveness of
the proposed technique in calculating the velocity auto-correlation function of a tagged oscillator in a network sampled
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Figure 8: Accuracy of the MZ-Dyson and MZ-Faber expansions in representing the velocity auto-correlation function of the oscillator at the center
of a Bethe lattice with coordination number 3, 8 shells and N = 766 oscillators. It is seen that the MZ-Dyson and the MZ-Faber expansion yield
accurate predictions as we increase the polynomial order n. Moreover, the MZ-Faber expansion converges faster than the MZ-Dyson series.
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Figure 9: Aaccuracy of the MZ-Dyson and MZ-Faber expansions in approximating the velocity auto-correlation function of one tagged oscillator
on a network obtained by sampling the Erdo¨s-Re´nyi graph G(100, 0.1). The benchmark solution is computed by Monte Carlo simulation.
from the Erdo¨s–Re´nyi random graph.
5.2.3. Harmonic Chains on Graphs with Arbitrary Topology
In this section we consider an harmonic chain on a graph with arbitrary topology. The Hamiltonian function is
H =
1
2m
N∑
i=1
p2i +
k
2
N∑
i,j=1
i<j
Jij(qi − qj)2, (112)
where Jij is here is assumed is to be a sample from the Erdo¨s–Re´nyi random adjacency matrix [5, 36]. In Figure
9 we study the accuracy of the MZ-Dyson and MZ-Faber expansions in approximating the velocity auto-correlation
function of a tagged oscillator. In this case, no analytical solution is available and therefore we compared our solution
to an accurate Monte Carlo benchmark. The lack of symmetry in each realization of the random network makes the
velocity auto-correlation function dependent on the particular oscillator we consider.
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Appendix A. Faber Polynomials
In this appendix we briefly review the theory of Faber polynomials in the complex plane. Such polynomial were
introduced by Faber in [16] (see [46] for a through review), and they play an important role in theory of univalent
functions and in the approximation of matrix functions [33, 37]. To introduce Faber polynomials, let
M = {Ω ⊂ C : Ω 6= {∅} is compact and C \ Ω is simply connected} ,
Given any set Ω ⊂M , by the Riemann mapping theorem there exits a conformal surjection
ψ : Cˆ \ {w : |w| ≤ γ} → Cˆ \ Ω, ψ(∞) =∞, ψ′(∞) = 1, (A.1)
where Cˆ is the Riemann sphere. The constant γ is called capacity of Ω. The j−th order Faber polynomial Fj(z) is
defined to be the regular part of the Laurent expansion of [ψ−1(z)]j at infinity, i.e.,
Fj(z) := zj +
j−1∑
k=0
βj,kz
k, j ≥ 0. (A.2)
Let Γ be the boundary of Ω. For R ≥ γ we define the equipotential curve Γ(R) as
Γ(R) := {z : ψ−1(z) = R}. (A.3)
We also denote as Ω(R) the closure of the interior of Γ(R). Obviously, if R = γ then we have Ω(R) = Ω and
Γ(R) = R. Any analytic function f(z) on Ω can be uniquely expanded in terms of Faber polynomials as
f(z) = lim
m→∞ fm(z) fm(z) =
m∑
j=0
aj(f)Fj(z), (A.4)
where the coefficients aj(f) are given be the complex integral
aj(f) =
1
2pii
∫
|w|=R
f (ψ(w))
wj+1
dw. (A.5)
It can be shown that Fj(z) satisfy the following recurrence relation
F0(z) = 1,
F1(z) = z − c0,
...
Fj(z) = (z − c0)Fj−1(z)− (c1Fj−2(z) + ...+ cj−1F0(z))− (j − 1)cj−1, j ≥ 2, (A.6)
where c0, c1, ... are the coefficients of the Laurent series expansion of the mapping ψ, i.e.,
ψ(w) = w + c0 +
c1
w
+
c2
w2
+ · · · , |w| > γ (A.7)
From a computational viewpoint, it is convenient to limit the number of terms in the expansion (A.7). In this way, we
can simplify the recurrence relation (A.6), the calculation of (A.5) and therefore significantly speed up computations.
In this paper we consider the map
ψ(w) = w + c0 +
c1
w
, (A.8)
which transforms circles into ellipses. In this case, the coefficients (A.5) can be obtained analytically by computing
the integral
aj(t) =
1
2pii
∫
|w|=R
exp{t(w + c0 + c1/w)}
wj+1
dw,
=
1
(
√−c1)j e
tc0Jj(2t
√−c1), (A.9)
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where Jj(x) is the Bessel function of the first kind. The number of terms in the Laurent series expansion (A.7) should
be selected so that the spectrum of the operatorQL lies entirely within the equipotential curve (A.3). In the numerical
examples we discuss in Section 5 such spectrum turns out to be relatively concentrated around the imaginary axis.
Hence, the second-order truncation (A.8), which defines an elliptical equipotential curve, guarantees fast convergence
of the Faber series expansion of the orthogonal dynamics propagator.
Appendix B. Faber Expansion of the Orthogonal Dynamics Propagator
Given any matrix representation of the operator QL (generator of the orthogonal dynamics) and a vector v, it is
known that the sequence fm(QL)v (see equation (A.4)) converges to f(QL)v for any analytic function f(z) defined
on Ω, provided the spectrum of QL is in Ω (see [33]). Moreover, by the properties of Faber polynomials, it is
known that the sequence fm(QL) approximates asymptotically f(QL) on Ω, as well as the sequence of best uniform
approximation polynomials. In this sense, fm(QL) is said to be asymptotically optimal [13]. In particular, if we
consider the exponential function f(z) = etz and the conformal map (A.8), this yields the following m-th order Faber
approximation of the orthogonal dynamics semigroup
etQL '
m∑
j=0
1
(−c1)j/2 e
tc0Jj(2t
√−c1)Fj(QL). (B.1)
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