Abstract-We consider the problem of bounding the probability of buffer overflow in a network node receiving independent inputs that are each constrained by arrival curves, but that are served as an aggregate. Existing results (for example [1] and [2]) assume that the node is a constant rate server. However, in practice, one finds various types of schedulers that do not provide a constant service rate, and thus to which the existing bounds do not apply. Now many schedulers can be adequately abstracted by a service curve property. We extend the results in [1] and [2] to such cases. As a byproduct, we also provide a slight improvement to the bound in [2]. Our bounds are valid for both discrete and continuous time models.
I. INTRODUCTION
OUNDS on the probability of buffer overflow in a network node receiving independent inputs that are each constrained by arrival curves are obtained in [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] under various assumptions. We say that a flow is regulated, or constrained, by an arrival curve . Existing results focus on work-conserving queuing systems that offer a constant service rate. However, in practice, one finds implementations with various types of schedulers that do not provide a constant service rate. It turns out that many such schedulers satisfy a service curve property [13] , [14] , [15] , [16] , [17] . A service curve property, with service curve , means that at any time § , the total output traffic observed in § is at least equal to
, where ¢ ! ¦ is the total input traffic in # 0
. Thus, it is of a practical importance to derive performance bounds for a service curve network element. We extend the results by Kesidis and Konstantopoulos [1] on one hand, and the results of Chang, Song, and Chiu [2] on the other hand, to hold for a service curve element. As a by-product, we also slightly improve the bound in [2] , even for the case of a constant rate server.
Kesidis and Konstantopoulos [1] , [3] consider a constant rate server, and also assume that arrival curves are the combination of two leaky buckets (as is commonplace with ATM and in the Internet). In Section III (Theorem 1), we extend their results to a network node that offers any arbitrary service curve, and to any arrival curve constraints. For this, we use a different proof, based on Little's formula and Hoeffding's inequalities; it is simpler, even for the original case considered in [1] .
Chang, Song, and Chiu [2] consider the same problem as Kesidis and Konstantopoulos, but allow for arbitrary arrival curves. In Section IV (Theorem 3), we extend their result to a node offering a super-additive service curve. A function
; convex functions such that % ¢ ¦ 9 8
are superadditive. Service curves used in the Internet usually have the form
("rate-latency" service curves) and are superadditive, but some other service curves are not [18] . Extending [2] to a super-additive service curve is essentially a simple modification of the original proof; however, we also show how the proof can be linked to Hoeffding's inequalities [19] . This allows us to derive other bounds for the heterogeneous case, as explained later. We also slightly improve the bound in [2] (even for the original case), using an under-sampling argument. Incidentally, this makes the bound valid in continuous time, whereas [2] considers the discrete time case.
Both [1] and [2] give explicit results for the homogeneous case (all arrival curves are identical) and leave the heterogeneous case as an optimization problem to solve. For both cases, we also give simple formulas that apply to the heterogeneous case (Theorems 2 and 4). Of course, the bounds for the heterogeneous case also apply to the homogeneous case, but they are not as tight; this feature is inherited from Hoeffding's inequalities.
We also derive a variant for the heterogeneous case (Theorem 5), by combining the nature of the proof of Theorem 4 with a majorization similar to that found in [6] . The bound in Theorem 4 (as with Theorem 2) requires knowing the arrival curves of all flows. In contrast, Theorem 5 requires only a limited knowledge about the arrival curves; it suffices to know the aggregate burstiness and aggregate sustainable rate. The bound is less tight than Theorem 4, but may be more useful in a context of differentiated services, where only aggregate information is available.
Chang, Song, and Chiu showed numerically that their bound is tighter than Kesidis and Konstantopoulos' bound. We confirm this also for our extensions by numerical computations: Theorems 3 and 4 seem to provide tighter bounds than Theorems 1 and 2, and should thus be preferred in practice. Section V shows a sample of numerical results. Another aspect would be to compare the bounds with simulations, but this goes beyond the scope of such a short paper, as it involves the issue of rare events and selection of arrival processes.
The proofs of two lemmas are given in Appendix. 
II. NOTATION AND ASSUMPTIONS
is a non-negative, wide-sense increasing function 1 . We assume, without loss of generality, that
The network element offers the service curve to the aggregate of all flows:
where is a non-negative wide-sense increasing function. Define, for each flow
The last equality comes from the sub-additivity of ¡ Q [20] . It can readily be seen from (A2) and (A3) that 
, and for
. We can apply Theorem 1 to the original case in [1] by letting
. It can be found later in the proof of the Theorem 1 that the bound is obtained by computing
, where for the special case considered here,
which is exactly the result in Theorem 1 of [1] ; this shows that we do have an extension of that result. It is noteworthy that, in fact, [1] proves a tighter bound than that of Theorem 1 [1] , but which is not expressible in a closed-form (see discussion in Sec. III [1] ). Next, we provide a looser bound than in Theorem 1, but which holds for the heterogeneous case.
Theorem 2 (Heterogeneous Case) Suppose (A1)-(A4). Then, for
where
, for all
Third, by Little's law
º s is the intensity of the aggregate input, and
is the expected sojourn time seen by any arbitrary bit if the system would be FIFO. We know from (1) that º s V s
; combining with
we obtain:
. By (4)-(6) and using (4.5) in the proof of Hoeffding's inequality (Theorem 1, [19] ), we obtain that for any
yields the desired result. Note that we could immediately apply Hoeffding's inequality (Theorem 1, [19] ) to (4)- (6) , and then use (7) . However, the last part of the proof is given for the sake of a comparison with [1] made earlier.
Proof: [Theorem 2]
The proof builds upon the proof of Theorem 1. Given (4)-(6), the problem is equivalent to deriving an upper-bound on the complementary distribution (4) of a summation of independent non-uniformly bounded random variables. From Hoeffding's inequality (Theorem 2, [19] 
The latter bound, for S | 5 ¢ ¦
, is wide-sense increasing in
, the inequality in (3) holds, which completes the proof.
IV. EXTENDING CHANG, SONG, AND CHIU'S BOUND
We extend [2] in three theorems, the proofs of which are given at the end of this section.
Assume in addition to (A1)-(A4) that (A5)
, let
(if time is discrete, we require that the partition
Ï
). Also define
Theorem 3 (Homogeneous Case) Suppose (A1)-(A5) and
where, for
If time is discrete, and we let
, then Theorem 3 gives the same bound as [2] . However, even for the original scenario in [2] , we have a slight improvement: if Ô is large (which may happen simply because our time unit is very small), we expect the bound in [2] to be large, because it relies on the union bound. We expect to have a better bound by allowing Ï to be smaller than Ô (undersampling). This is verified in Section V. Note that the theorem implies that for any
, the right hand-side in (11) is a bound. Next, we provide a looser bound than in Theorem 3, but which holds for the heterogeneous case.
Theorem 4 (Heterogeneous Case) Suppose (A1)-(A5). Then, for
. We can exploit the proof of the above theorems and derive an additional bound for the heterogeneous case that requires only aggregate information about the arrival curves. We obtain this by using a convenient majorization (similar to [6] for leaky-bucket constrained processes).
Theorem 5 (Heterogeneous Case) Suppose (A1)-(A5). Then, for
. The proofs of the above theorems require two lemmas; proved in appendix. The proof of Lemma 1 extends a thought in [2] .
Lemma 1: Under (A2), (A4), and (A5), it holds
Proof 
Thus, the term in the summation in (14) is the complementary distribution of a sum of independent uniformly bounded random variables. By Hoeffding's inequality (Theorem 1, [19] ), and 
, the latter bound is wide-sense increasing with
for (12) to hold. Combining with Lemma 2 completes the proof.
Proof:
where the latter inequality is by applying Hoeffding's inequality (Theorem 2, [19] ) for a summation of independent zero-mean non-uniformly bounded random variables
. Combining (15) with Lemma 2 and a simple substitution complete the proof. 
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and r ' . We make a few main observations. First, we find that the extensions of Chang, Song, and Chiu's bound (excluding Theorem 5, which is handled separately later), is substantially tighter than the extensions of Kesidis and Konstantopoulos' bound. This confirms a similar observation in [2] . Second, the bound in Theorem 3 becomes tighter as we optimize with respect to Ï ; this slightly improves upon [2] . We next compare our exact bounds with the bounds obtained by neglecting the latency parameter (this would correspond if we would approximate the system with a constant rate server). In Fig. 3 We observe that for a light to moderate load the bound of Theorem 4 is substantially conservative with respect to the bound of of Theorem 3. For high load, the bound of Theorem 4 is fairly close to the bound of Theorem 3, except for the buffer level beyond certain value when it deviates in a conservative direction. In our numerical results that are not shown here, we observed that for the load higher than 0.8 the bound of Theorem 5 becomes tighter than the bound of Theorem 4.
Note also that the bound of Theorem 4 is quite insensitive to the load, in the region of a light to moderate load. On the other hand, the bound of Theorem 5 remains insensitive over the entire range of the load. For easy reference, we rewrite bellow the respective bounds of Theorems 4 and 5, for the special case that we consider here. 
We note that for the bound of Theorem 4, the load acts in both nominator and denominator of the exponent, while for the bound of Theorem 5 its acts only in the nominator. It may be shown that the dominant term in the summation of (16) is for small g up to certain buffer level, and than it turns to Ñ . For light to moderate load, this buffer level may be out of the region of interest (larger than ¢ d ¡ ¦
) . However, for higher load, it may play a role. For instance, in Fig. 4 , for the load equal to r ' , it may be seen that the cut-off buffer level is at about 200 MTU. On the other hand, the dominant term in the summation of (17) is i g . For those cases, when the dominant term is i g , the impact of the load is small, which explains the observed insensitivity.
VI. CONCLUDING REMARK
Note that all the bounds in this paper, and thus the original bounds in [1] and [2] , are applications of Hoeffding's inequalities [19] . 
where the former inequality is due to sub-additivity of ¡ (A2), and the latter inequality comes from
