Abstract-We study a social network consisting of agents organized as a hierarchical M -ary rooted tree, common in enterprise and military organizational structures. The goal is to aggregate information to solve a binary hypothesis testing problem. Each agent at a leaf of the tree, and only such an agent, makes a direct measurement of the underlying true hypothesis. The leaf agent then generates a binary message and sends it to its supervising agent, at the next level of the tree. Each supervising agent aggregates the messages from the M members of its group, produces a summary message, and sends it to its supervisor at the next level, and so on. Ultimately, the agent at the root of the tree makes an overall decision. We derive upper and lower bounds for the Type I and Type II error probabilities associated with this decision with respect to the number of leaf agents, which in turn characterize the converge rates of the Type I, Type II, and total error probabilities.
I. INTRODUCTION
We consider a binary hypothesis testing problem and an associated social network that attempts (jointly) to solve the problem. The network consists of a set of agents with interconnections among them. Each of the agents makes a measurement of the underlying true hypothesis, observes the past actions of his neighboring agents, and makes a decision to optimize an objective function (e.g., probability of error). In this paper, we are interested in the following questions: Will the agents asymptotically learn the underlying true hypothesis? More specifically, will the overall network decision converges in probability to the correct decision as the network size (number of agents) increases? If so, how fast is the convergence with respect to the network size? In general, the answers to these questions depend on the social network structure. There are two structures primarily studied in the previous literature.
• Feedforward structure: Each Agent makes a decision sequentially based on its private measurement and the decisions of some or all previous agents. For example, we usually decide on which restaurant to dine in or which movie to go to based on our own taste and how popular they appear to be with previous patrons. Investors often behave similarly in asset markets.
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Z. Zhang • Hierarchical tree structure: Each agent makes a decision based on its private measurement and the decisions of its descendent agents in the tree. This structure is common in enterprises, military hierarchies, political structures, online social networks, and even engineering systems (e.g., sensor networks). The problem of social learning as described above is closely related to the decentralized detection problem. The latter concerns decision making in a sensor network, where each of the sensors is allowed to transmit a summarized message of its measurement (using a compression function) to an overall decision maker (usually called the fusion center). The goal typically is to characterize the optimal compression functions such that the error probability associated with the detection decision at the fusion center is minimized. However, this problem becomes intractable as the network structure gets complicated. Much of the recent work studies the decentralized detection problems in the asymptotic regime, focusing on the problems of the convergence and convergence rate of the error probability.
A. Related Work
The literature on social learning is vast spanning various disciplines including signal processing, game theory, information theory, economics, biology, physics, computer science, and statistics. Here we only review the relevant asymptotic learning results in the two aforementioned network structures.
1) Feedforward Structure: Suppose that a set of agents make decisions sequentially about the underlying truth ✓, which equals one of two hypotheses. The first agent makes a measurement of ✓ and generates a binary decision d 1 , which is observed by all the other agents. The second agent makes its decision d 2 based on its own measurement and d
1 . Recursively, the decision d N of the N th agent is based on its own measurement and the decisions observed from agents 1 to N 1. Banerjee [1] and Bikchandani et al. [2] show that in the case where the agent signals only allow bounded private belief, i.e., the likelihood-ratio of each signal is bounded, if the first two agents make the same decision, then the rest of the agents would simply copy this decision ignoring their own measurements, even if their own measurements indicate the opposite hypothesis. This interesting phenomenon is also known as herding. Moreover, we have lim N !1 P(d N = ✓) < 1, which means that the agent decisions do not converge in probability to the underlying true hypothesis as the number of agents goes to infinity, i.e., the agents cannot learn asymptotically. Smith and Sorensen [3] show that if the agent signals allow unbounded private beliefs, i.e., the likelihood-ratio of each signal can be greater
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978-1-4673-4539-2/12/$31.00 ©2012 IEEE than any constant, then these agents learn asymptotically. In other words, the agent decisions converge in probability to the underlying true hypothesis: lim N !1 P(d N = ✓) = 1. Krishnamurthy [4] , [5] studies this problem from the perspective of quickest time change detection. A similar scenario where agents make decisions sequentially but each agent only observes the decision from its immediate previous agent (also known as tandem network) is considered in [6] - [10] . Veeravalli [9] shows that the error probability in this case converges sub-exponentially with respect to the number N of agents. Tay et al. [10] and Lobel et al. [11] derive lower bounds for the error exponent in the tandem network. Djuric and Wang [12] investigate the evolution of social belief in these structures.
2) Hierarchical Tree Structure: In many relevant situations, the social network structure is very complicated, wherein each individual makes its decision not by learning from all the past agent decisions, but from only a subset of agents that are directly connected to this individual. For complex network structures, Jadbabaie et al. [13] study the social learning problem from a non-Bayesian perspective. Acemoglu et al. [14] provide some sufficient conditions for agents to learn asymptotically from a Bayesian perspective. Cattivelli and Sayed [15] study this problem using a diffusion approach. However, analyzing the convergence rate on learning for complex structures remains largely open.
Recent studies suggest that social networks often exhibit hierarchical structures [16] - [26] . These structures naturally arise from the concept of social hierarchy, which has been observed and extensively studied in fish, birds, and mammals [16] . Hierarchical structures can also be observed in networks of human societies [17] ; for example, in enterprise organizations, military hierarchies, political structures [20] , and even online social networks [24] .
In the special case where the tree height is 1, this structure is usually referred as the star configuration [27] - [44] . With the assumption of (conditional) independence of the agent measurements, the error probability in the star configuration converges exponentially with respect to the number N of agents. Tree networks with bounded height (greater than 1) are considered in [45] - [53] . In a tree network, measurements are summarized by leaf nodes 1 into smaller messages and sent to their parent nodes, each of which fuses all the messages it receives with its own measurement (if any) and then forwards the new message to its parent node at the next level. This process takes place throughout the tree, culminating at the root where an overall decision is made. In this way, information from each node is aggregated at the root via a multihop path. Note that the information is 'degraded' along the path. Therefore, the convergence rate for tree networks cannot be better than that of the star configuration. More specifically, under the Bayesian criterion, the error probability converges exponentially fast to 0 with an error exponent that is worse than the one associated 1 We will use the terminology "node" and "agent" interchangeably in this paper.
with the star configuration [49] .
The error probability convergence rate in trees with unbounded height was considered in [54] and [55] . We study in [54] the error probability convergence rate in balanced binary relay trees, where each nonleaf node in this tree has two child nodes and all the leaf nodes are at the same distance from the root. Hence, this situation represents the worst-case scenario in the sense that the minimum distance from the root to the leaves is the largest. We show that if each node in the tree aggregates the messages from its child nodes using the unit-threshold likelihood-ratio test, then we can derive tight upper and lower bounds for the total error probability at the root, which characterize the convergence rate of the total error probability. Kanoria and Montanari [55] provide a lower bound for the error probability convergence rate in M -ary relay trees (each nonleaf node has degree M ), with any combination of fusion rules for all nonleaf agents. Their result gives an upper bound for the rate at which an agent can learn from others in a social network. In this paper, we consider M -ary relay trees where the nonleaf agents use the following two fusion rules: (1) the majority dominance rule and (2) the Bayesian likelihood-ratio test 2 . By doing so, we can derive explicit upper and lower bounds for the error probability and the precise convergence rates.
B. Overview
In this paper, we consider the learning problem in social networks configured as M -ary relay trees. Each agent at the leaf level, and only such an agent, takes a direct measurement of the underlying truth and generates a message, which is sent to its parent agent. Each intermediate agent in the tree receives messages from its child nodes and aggregates them into a new message, which is again sent to its parent agent at the next level. This process takes place at each nonleaf node culminating at the root, where a final decision is made. In this way, the information from the leaf agents is aggregated into a summarized form at the decision maker at the root. This hierarchical structure is of interest because it represents the worst-case scenario in the sense that the leaf agents are maximally far away from the decision maker at the root. For each nonleaf node, we study two ways of aggregating information: the majority dominance rule (a typical nonBayesian rule) and the Bayesian likelihood-ratio test (the fusion rule for Bayesian learning).
In the study of social networks, M -ary relay trees arise naturally. First, as pointed out before, many organizational structures are well described in this way. Also, it is wellknown that many real-world social networks, including email networks [56] and the Internet [57] , are scale-free networks, i.e., the probability P (`) that`links are connected to a node is P (`) ⇠ c` , where c is a normalization constant and the parameter 2 (2, 3). In other words, the number of links does not depend on the network size and is bounded with high probability. Moreover, Newman et al. [58] show that the average degree in a social network is bounded or grows very slowly as the network size increases. Therefore, to study the learning problem in social networks, it is reasonable to assume that each nonleaf node in the tree has a finite number of child nodes, in which case the tree height grows unboundedly as the number of agents goes to infinity.
II. PROBLEM FORMULATION
We consider the problem of binary hypothesis testing between H 0 and H 1 , with P 0 and P 1 as the probability measures associated with the two hypotheses. The social network is organized as an M -ary relay tree shown in Fig. 1 , in which leaf nodes (circles) are agents making independent measurements of the underlying true hypothesis. Only these leaves have direct access to the measurements in the tree structure. These leaf agents then make binary decisions based on their measurements and forward their decisions (messages) to their parent agents at the next level. Each nonleaf node, with the exception of the root, is a relay agent (diamond), which aggregates M binary messages received from its child nodes into one new binary message and forwards it to its parent agent again. This process takes place at each agent, culminating at the root (rectangle) where the final decision is made between the two hypotheses based on the messages received. We denote the number of leaf agents by N , which also represents the number of measurements. The height of the tree is log M N , which grows unboundedly as the number of leaf agents goes to infinity. We assume that the decisions at all the leaf agents are independent given each hypothesis, and that they have identical Type I error probability (also known as false alarm probability, denoted by ↵ 0 ) and identical Type II error probability (also known as missed detection probability, denoted by 0 ). In this paper, we answer the following questions about the Type I and II error probabilities:
• How do they change as we move upward in the tree?
• What are their explicit forms as functions of N ?
• Do they converge to 0 at the root?
• If yes, how fast will they converge with respect to N ? For each nonleaf agent, we consider two ways of aggregating M binary messages:
• In the first case, each nonleaf node simply aggregates M binary messages into a new binary decision using the majority dominance rule (with random tie-breaking), which is a typical non-Bayesian fusion rule. This way of aggregating information is common in daily life (e.g., voting). For this fusion rule, we provide explicit recursions for the Type I and II error probabilities as we move towards the root. We derive bounds for the Type I, Type II, and total error probabilities at the root as explicit functions of N , which in turn characterize the convergence rates.
• In the second case, each nonleaf agent knows the error probabilities associated with the binary messages received and it aggregates M binary messages into a new binary decision using the Bayesian likelihood-ratio test, which is locally optimal in the sense that the total error probability after fusion is minimized. We derive an upper bound for the total error probability, which shows that the convergence speed of the total error probability using this fusion rule is at least as fast as that using the majority dominance rule.
III. ERROR PROBABILITY BOUNDS AND ASYMPTOTIC CONVERGENCE RATES: MAJORITY DOMINANCE
In this section, we consider the case where each nonleaf node uses the majority dominance rule. We derive explicit upper and lower bounds for the Type I, Type II, and total error probabilities with respect to N . Then, we use these bounds to characterize the asymptotic convergence rates.
A. Error Probability Bounds
We divide our analysis into two cases: oddary tree (M odd) and evenary tree (M even). In each case, we first derive the recursions for the Type I and Type II error probabilities and show that all nodes at level k have the same error probability pair (↵ k , k ). Then, we study the step-wise reduction of each kind of error probability. From these we derive upper and lower bounds for the Type I, Type II, and the total error probability at the root.
1) Oddary Tree: We first study the case where the degree of branching M is an odd integer. Consider an agent at level k, which aggregates M binary messages u
, . . . , u k 1 M } from its child agents at level k 1, where u k 1 t 2 {0, 1} for all t. Suppose that u k o is the output binary message after fusion, which is again sent to the parent agent at the next level. The majority dominance rule, when M is odd, is simply
Suppose that the binary messages {u
have identical Type I error probability ↵ and identical Type II error probability . Then, the Type I and Type II error probability
and 0 = f ( ). We assume that all the binary messages from leaf agents have the same error probability pair (↵ 0 , 0 ). Hence, all agent decisions at level 1 will have the same error probability pair after fusion:
where (↵ k , k ) represents the error probability pair for nodes at the kth level of the tree. Note that the recursions for ↵ k and k are identical. Hence, it suffices to consider only the Type I error probability ↵ k in deriving the error probability bounds. Next we will analyze the step-wise shrinkage of the Type I error probability after each fusion step. This analysis will in turn provide upper and lower bounds for the Type I error probability at the root.
Proposition 1: Consider an M -ary relay tree, where M is an odd integer. Suppose that we apply the majority dominance rule as the fusion rule. Then, for all k we have
The bounds in Proposition 1 hold for all ↵ k 2 (0, 1). Furthermore, the upper bound is achieved at the limit as
Using the above proposition, we now derive upper and lower bounds for log 2 ↵ 1 k . Theorem 1: Consider an M -ary relay tree, where M is an odd integer. Let M = (M + 1)/2. Suppose that we apply the majority dominance rule as the fusion rule. Then, for all k we have
The bounds for log 2 1 k are similar and they are omitted for brevity. Note that our result holds for all finite integer k. In addition, our approach provides explicit bounds for both Type I and Type II error probabilities respectively. From the above results, we immediately obtain bounds at the root simply by substituting k = log M N into the bounds in Theorem 1.
Corollary 1: Let P F,N be the Type I error probability at the root of an M -ary relay tree, where M is an odd integer.
Suppose that we apply the majority dominance rule as the fusion rule. Then, we have
2) Evenary Tree: We now study the case where M is an even integer and derive upper and lower bounds for the Type I error probabilities. The majority dominance rule in this case is
where P b 2 (0, 1) denotes the Bernoulli parameter for tiebreaking. We first assume that the tie-breaking is fifty-fifty, i.e., P b = 1/2. We will show later that this assumption can be relaxed. The recursions for the Type I and Type II error probabilities are as follows:
and k = g( k 1 ).
Next we study the step-wise reduction of each type of error probability when each nonleaf agent uses the majority dominance rule. Again it suffices to consider ↵ k since the recursions are the same.
Proposition 2: Consider an M -ary relay tree, where M is an even integer. Suppose that we apply the majority dominance rule as the fusion rule. Then, for all k we have
The upper bound is achieved at the limit as ↵ k ! 0, i.e.,
In deriving the above results, we assumed that the tiebreaking rule uses P b = 1/2. Suppose now that the tie is broken with Bernoulli distribution with some arbitrary probability P b 2 (0, 1). Then, it is easy to show that
The bounds above are not as tight as those in Proposition 2. However, the asymptotic convergence rates remain the same as we shall see later.
Next we derive upper and lower bounds for the Type I error probability at each level k.
Theorem 2:
Consider an M -ary relay tree, where M is an even integer. Let M = M/2. Suppose that we apply the majority dominance rule as the fusion rule. Then, for all k we have
Similar to the oddary tree case, we can provide upper and lower bounds for the Type I error probability at the root. Corollary 2: Let P F,N be the Type I error probability at the root of an M -ary relay tree, where M is an even integer. Suppose that we apply the majority dominance rule as the fusion rule. Then, we have
Remarks: 1) Notice that the above result is only useful when M 4.
For the case where M = 2 (balanced binary relay trees), we have
that is, the Type I and II error probabilities remain the same after fusing with the majority dominance rule. 2) We have provided a detail analysis in [54] of the convergence rate of the total error probability in balanced binary relay trees (M = 2) using the unit-threshold likelihood-ratio test at every nonleaf node. We show explicit upper and lower bounds for the total error probability at the root as function of the number N of leaf nodes, which in turn characterizes the convergence rate p N . Moreover, we show that the unit-threshold likelihood-ratio test, which is locally optimal, is closeto globally optimal in terms of the reduction in the total error probability (see [59] for details).
3) Notice that the bounds in Corollaries 1 and 2 have the same form. Therefore, the odd and even cases can be unified if we simply let M = b(M + 1)/2c. In the next section, we use the bounds above to derive upper and lower bounds for the total error probability at the root in the majority dominance rule case.
3) Total Error Probability Bounds: In this section, we provide upper and lower bounds for the total error probability P N at the root. Let ⇡ 0 and ⇡ 1 be the prior probabilities for the two underlying hypotheses. It is easy to see that
, where P F,N and P M,N correspond to the Type I and Type II error probabilities at the root. With the bounds for each type of error probability in the case where the majority dominance rule is used, we provide bounds for the total error probability as follows.
Theorem 3: Consider an M -ary relay tree, let M = b(M +1)/2c. Suppose that we apply the majority dominance rule as the fusion rule. Then, we have
These non-asymptotic results are useful. For example, if we want to know how many measurements are required such that P N  ✏, the answer is simply to find the smallest N that satisfies the inequality in Theorem 3, i.e.,
Therefore, the growth rate for the number of measurements is ⇥((log 2 ✏ 1 )
).
B. Asymptotic Convergence Rates
In this section, we study the convergence rates of error probabilities in the asymptotic regime as N ! 1. We use the following notation to characterize the scaling law of the asymptotic decay rate. Let j and h be positive functions defined on positive integers. We write j(N ) = O(h(N )) if there exists a positive constant c 1 such that j(N )  c 1 h(N ) for sufficiently large N . We write j(N ) = ⌦(h(N )) if there exists a positive constant c 2 such that j(N ) c 2 h(N ) for sufficiently large N . We write j(N ) = ⇥(h(N )) if j(N ) = O(h(N )) and j(N ) = ⌦(h(N )).
From Corollaries 1 and 2, we can easily derive the decay rates of the Type I and Type II error probabilities. For example, for the Type I error probability, we have the following.
Proposition 3: Consider an M -ary relay tree, let M = b(M +1)/2c. Suppose that we apply the majority dominance rule as the fusion rule. Then, we have
Proof: To analyze the asymptotic rate, we may assume that ↵ 0 is sufficiently small. More specifically, we assume that
In this case, the bounds in Corollaries 1 and 2 show that
Remarks: 1) Note that log M M is monotone increasing with respect to M . Moreover, as M goes to infinity, the limit of log M M is 1. That is to say, when M is very large,the decay is close to exponential, which is the rate for star configuration and bounded-height trees. In terms of tree structures, when M is very large, the tree becomes short, and therefore achieves similar performance to that of bounded-height trees. 2) From the fact that the Type I and Type II error probabilities follow the same recursion, it is easy to see that the Type II error probability at the root decays to 0 with exponent N log M M . Next, we compute the decay rate of the total error probability.
Corollary 3: Consider an M -ary relay tree, let M = b(M +1)/2c. Suppose that we apply the majority dominance rule as the fusion rule. Then, we have
For the total error probability at the root, we have similar arguments with that for individual error probabilities. For large M , the decay of the total error probability is close to exponential.
IV. ERROR PROBABILITY BOUNDS AND ASYMPTOTIC CONVERGENCE RATES: BAYESIAN LIKELIHOOD-RATIO TEST
In this section, we consider the case where the Bayesian likelihood-ratio test is used as the fusion rule. We derive an upper bound for the total error probability, which in turn characterize the convergence rate. We show that the convergence rate in this case is not slower than that with the majority dominance rule.
Theorem 4: Let P N be the total error probability at the root in the case where the Bayesian likelihood-ratio test is used as the fusion rule in M -ary relay trees. We have
From the above bound, we immediately obtain the following.
Corollary 4: Consider an M -ary relay tree, let M = b(M +1)/2c. Suppose that we apply the Bayesian likelihoodratio test as the fusion rule. Then, we have
Note that in the case where the majority dominance rule is used, the convergence rate is exactly ⇥ (N log M M ). Therefore, the convergence rate for the Bayesian likelihood-ratio test is at least as good as that for the majority dominance rule.
V. ASYMPTOTIC OPTIMALITY OF FUSION RULES
In this section, we discuss the asymptotic optimality of the two fusion rules considered in this paper by comparing the asymptotic convergence rates in this paper with those in [55] , in which it is shown that with any combination of fusion rules, the convergence rate is upper bounded
In other words, with any combination of fusion rules, the speed of convergence cannot be faster than
.
A. Oddary Case
In the oddary tree case, if each nonleaf node uses the majority dominance rule, then the optimal convergence rate is achieved, i.e.,
). This result is also mentioned in [55] . Tay et al. [49] find a similar phenomenon in bounded-height trees, that is, if the degree of branching for all the nodes except those at level 1 is an odd constant, then the majority dominance rule achieves the optimal exponent. Now we consider the case where each nonleaf node uses the Bayesian likelihood-ratio test. Since the convergence rate for this fusion rule is at least as good as that for the majority dominance rule, it is evident that the Bayesian likelihood-ratio test, which is only locally optimal (the total error probability after each fusion is minimized), achieves the globally optimal convergence rate. This result is also of interest in decentralized detection problems, in which the objective is usually to find the globally optimal strategy. In oddary trees, the Bayesian likelihood-ratio test (myopically optimal), which is usually considered in the social learning problems because of the selfishness of agents, is essentially globally optimal in terms of achieving the optimal exponent.
Remark: Suppose that each nonleaf agent uses the Bayesian likelihood-ratio test and we assume that the two hypotheses are equally likely. In this case, the output message is give by the unit-threshold likelihood-ratio test:
If Type I and II error probabilities at level 0 are equal, i.e., ↵ 0 = 0 , then the unit-threshold likelihood-ratio test reduces to the majority dominance rule. The bounds for the error probabilities in this case and those in the majority dominance rule case are identical.
B. Evenary case
In the evenary tree case, our results show that with the majority dominance rule, we have
), (2) which characterizes the explicit convergence rate of the total error probability (c.f. [55] , in which there is a gap between the upper and lower bounds for log 2 P 1 N ). It is evident that the majority dominance rule in this evenary tree case does not achieve the convergence rate given in Eqn. (1) . However, the gap between the rates described in Eqns. (1) and (2) becomes smaller and negligible as the degree of branching M grows.
In the case of binary relay trees (M = 2), the gap is most significant because the total error probability does not change after fusion with the majority dominance rule. In contrast we have shown in [54] that the unit-threshold likelihood-rate test achieves convergence rate p N . For M 4, we have shown that the convergence rate using the Bayesian likelihood-ratio test is at least as good as that using the majority dominance rule.
C. Alternative majority dominance rule
Now we consider the case where the alternative majority dominance rule (tie is broken alternatively for nodes at consecutive levels) is used throughout the tree.
Theorem 5: Consider an M -ary relay tree, where M is an even integer. Suppose that we apply the alternative majority dominance rule as the fusion rule. Then, for even k we have
log 2 ↵ 1 0 . The bounds for log 2 1 k are similar. Corollary 5: Let P F,N be the Type I error probability at the root of an M -ary relay tree, where M is an even integer. Suppose that we apply the alternative majority dominance rule as the fusion rule. Then, we have
log 2 ↵ 1 0 . Corollary 6: Suppose that we apply the alternative majority dominance rule as the fusion rule. Then, we have
). Remarks: I. Note that when M = 2, log 2 P 1 N = ⇥( p N ). It turns out that the decay rate with this rule is identical with that using the Bayesian likelihood-ratio test. This is not surprising because the Bayesian likelihood-ratio test are essentially majority dominance rule with tiebreaking given by the values of the Type I and II error probabilities. II. Note that the upper bound in Eqn. (1) involves M + 1, which is the arithmetic mean of M + 2 and M . The decay rate using the alternative majority dominance rule involves the geometric mean. Moreover, the rate using the alternative majority dominance rule is larger than that using the random tie-breaking.
VI. CONCLUDING REMARKS
We have studied the social learning problem in the context of M -ary relay trees. We have analyzed the step-wise reductions of the Type I and Type II error probabilities and derived upper and lower bounds for each error probability at the root as explicit functions of N , which characterize the convergence rates for Type I, Type II, and the total error probabilities. We show that the majority dominance rule is not better than the Bayesian likelihood-ratio test in terms of convergence rate.
Many interesting questions remain. Social network usually involves very complex topology. For example, the degree of branching may vary among different agents in the network. The convergence rate analysis for general complex structures is still wide open. Another question involves the assumption that the agent measurements are conditionally independent. It is of interest to study the scenario where these agent measurements are correlated. This scenario has been studied in star configuration [60] - [62] but not in any other structures yet. Another question is related with the assumption that the communications and agents are perfectly reliable. We would like to study the rate of learning in the cases where the communication channels are non-ideal [63] or some of the agents are malicious and they send wrong messages intentionally.
