A priori error estimates of fully discrete finite element Galerkin
  method for Kelvin-Voigt viscoelastic fluid flow model by Bajpai, Saumya & Pany, Ambit K.
A priori error estimates of fully discrete finite element Galerkin
method for Kelvin-Voigt viscoelastic fluid flow model
Saumya Bajpai
School of Mathematics and Computer Science,
Indian Institute of Technology Goa, Ponda-403401, India
and
Ambit K. Pany
Department of Mathematics, Gandhi Institute for Technological Advancement,
Bhubaneswar-752054, India
March 5, 2019
Abstract
In this article, a finite element Galerkin method is applied to the Kelvin-Voigt viscoelastic
fluid model, when its forcing function is in L∞(L2). Some new a priori bounds for the velocity
as well as for the pressure are derived which are independent of inverse powers of the retardation
time κ. Optimal error estimates for the velocity in L∞(L2) as well as in L∞(H10)-norms and
for the pressure in L∞(L2)-norm of the semidiscrete method are discussed which hold uniformly
with respect to κ as κ→ 0 with the initial condition only in H2 ∩H10. Further, under uniqueness
condition, these estimates are shown to be uniformly in time as t 7→ ∞. For the complete
discretization of the semidiscrete system, a first-order accurate backward Euler method is applied
and fully discrete optimal error estimates are established. Finally, numerical experiments are
conducted to verify the theoretical results. The results derived in this article are sharper than
those derived earlier for finite element analysis of the Kelvin-Voigt fluid model in the sense that
the error estimates in this article hold true uniformly even as κ→ 0.
Keywords: Kelvin-Voigt viscoelastic model, a priori estimates, semidiscrete finite element Galerkin
method, fully discrete optimal error estimates, uniqueness condition.
1 Introduction
The equations of motion arising from the Kelvin-Voigt model give rise to the following system of
partial differential equations :
∂u
∂t
+ u · ∇u− κ∆ut − ν∆u +∇p = f(x, t), x ∈ Ω, t > 0,(1.1)
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and incompressibility condition
∇ · u = 0, x ∈ Ω, t > 0,(1.2)
with initial and boundary conditions
u(x, 0) = u0 in Ω, u = 0, on ∂Ω, t ≥ 0.(1.3)
Here, Ω is a bounded convex polygonal or polyhedral domain in IRd, d = 2, 3 with boundary ∂Ω,
u = (u1, u2) (or u = (u1, u2, u3)) represents the velocity vector, p is the pressure of the fluid, f is the
external force, ν > 0 denotes the kinematic coefficient of viscosity and κ is the retardation time. For
a more physical description and applications of the model, one may refer [8]-[10], [18] and literature
therein. Based on the the proof techniques of Ladyzenskaya [17], Oskolkov and his collaborators
[18], [19], [21], [22] have discussed the existence of a unique global “almost “ classical solution for
the initial and boundary value problem (1.1)-(1.3) for various assumptions on the right-hand side
function f and for all time t > 0.
There is a considerable amount of literature devoted to the numerical approximations of Kelvin-
Voigt fluid flow model, see [2]-[5], [16], [20], [25]-[28]. In [20], Oskolkov has applied the spectral
Galerkin approximation to the problem (1.1)-(1.3) and has proved the convergence for t ≥ 0 with
the assumption that the solution is asymptotically stable as t→∞. Further, the author established
optimal error estimates in L∞(H10)-norm, which are local in time, since the constants appearing
in error bounds involve exponential in time terms. Later on, as an improvement to the Oskolkov
work, Pani et al. [25] have established L∞(L2) and L∞(H10)-norms optimal error estimates for the
spectral Galerkin method applied to (1.1)-(1.3), which are valid uniformly in time under uniqueness
assumption. They further applied modified nonlinear Galerkin method to (1.1)-(1.3), and have
established optimal uniform in time a priori error estimates with the assumption of uniqueness
condition. They have also observed the superconvergence phenomenon in L∞(H10)-norm for both
spectral Galerkin method and modified nonlinear spectral Galerkin method. Note that, the constants
appearing in error estimates derived in [2]-[5], [16], [20], [25] depend on κ−r, for r ≥ 2 which may
blow as κ→ 0.
In [26], the authors have applied semidiscrete finite element Galerkin method to the problem (1.1)-
(1.3) and have established some new uniform in time a priori bounds for the weak solution. It can be
observed that the constants appearing in a priori bounds for the weak solution are independent of
inverse powers of κ which is an improvement over the results derived in earlier articles related to the
regularity estimates for the weak solution of this model. Further, using these a priori estimates, they
have established optimal error estimates for the velocity in L∞(L2) as well as in L∞(H10)- norms
and for the pressure in L∞(L2)-norm, when the forcing function f ∈ L∞(L2). Here, it can be noted
that they have achieved an improvement in the error estimates in powers of κ as the constants in
error bounds depend only on κ−1/2.
As an extension to the work in [26], Pany et al. [27], [28] have employed a linearized first order
backward Euler method and a second order backward difference scheme for the time discretization
of the problem (1.1)-(1.3) with f ∈ L∞(L2) and have derived a priori bounds for the discrete
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solution in the Dirichlet norm using a combination of discrete Gronwall’s lemma and Stolz-Cesaro’s
classical result for sequences. Then, making use of these a priori estimates for the solution, they
have established fully discrete optimal error estimates for the velocity and pressure, which hold
true uniformly in time under uniqueness assumption. In [28], the author has also mentioned that
assuming the solution is smooth enough, that is, u0 ∈ H3 ∩H10 with ∆u0 = 0 on ∂Ω, the optimal
error estimates independent of κ can be achieved following the similar analysis as in [26]-[28]. For
the articles related to the finite element analysis of the problem (1.1)-(1.3) with the right-hand side
forcing function f = 0, one may refer to [2]-[5]. For the papers containing the similar results for
the Navier-Stokes and Oldroyd models, see [1], [11]-[14], [23], [24], [30], [31] and literature, referred
therein.
Since the Kelvin-Voigt fluid is characterized by the fact that after instantaneous removal of the
stresses, the velocity of the fluid does not vanish instantaneously but dies out like exp(−κ−1t) [19],
it is worthwhile to discuss the behavior of the solution as κ → 0 and as t → ∞. Moreover, this
model can be thought of as a κ regularization of the Navier-Stokes model ([15], [17]). Based on these
observations, in this article, we mainly aim at recovering optimal error estimates which are valid
uniformly in time as well as in retardation time κ under realistically assumed minimum regularity
assumption on the exact solution with u0 ∈ H2 ∩H10 and f , ft ∈ L∞(L2).
The main contributions of the present article are as follows:
(i) Some new regularity results for the higher order time derivatives of the weak solution are derived
which are valid uniformly in time. Further, these estimates are shown to be uniformly in κ as κ→ 0
under minimum regularity assumptions u0 ∈ H2∩H10 and f , ft ∈ L∞(L2). Here, it can be noted that
the introduction of weight function σ(t) = min{1, t}e2αt plays a key role in handling the regularity
issues at t = 0.
(ii) Using the Sobolev-Stokes projection defined earlier in [2], fully discrete optimal error estimates
in L∞(L2) and L∞(H10)-norms for the finite element velocity approximation and in L∞(L2)-norm
for the finite element pressure approximation are established. It is further proved that these error
estimates hold uniformly as κ→ 0. Here, we would like to highlight an important point that we have
resorted to a simple observation (mentioned in Remarks 4.1, 4.2) in order to derive the estimates
involving weight function σ(t) which plays an important role in achieving uniform estimates in terms
of κ.
(iii) Since the error bounds derived in (ii) involve exponential in time terms, it is further established
that under the assumption of uniqueness condition, the error estimates are uniformly in time.
(iv) Numerical results are presented to validate our theoretical findings. Moreover, it is depicted
that the order of convergence does not degenerate as κ→ 0 confirming the results in (ii).
Note that, the results in this article are substantial improvements over the results available in liter-
ature related to the finite element error analysis of the Kelvin-Voigt model in the sense that we are
able to establish error bounds which do not involve inverse powers of κ. As a consequence, the error
estimates do not blow up as κ → 0. The main difficulty in making error estimates independent of
κ arises due to the lack of regularity of solution at t = 0. In order to overcome this difficulty, we
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introduce various powers of weight function σ(t) which takes care of regularity issues of the solution
at t = 0.
The remaining part of the article consists of the following sections. In Section 2, some preliminaries
to be used in the subsequent sections are introduced and some new regularity results for the weak
solution are derived. In Section 3, assumptions on finite element spaces to determine the discrete
solution are presented and semidiscrete finite element approximations are defined. The main results
of the article are also stated. Section 4 deals with the optimal error estimates for velocity and pres-
sure. In Section 5, full discretization is achieved by using the backward Euler method. Section 6
presents some numerical results which confirm our theoretical findings. Finally, Section 7 concludes
the article by briefly summarizing the results.
2 Preliminaries and Weak formulation
We denote Rd (d = 2, 3)-valued function spaces using bold face letters, that is, H10 = (H10 (Ω))d,
L2 = (L2(Ω))d and Hm = (Hm(Ω))d, where L2(Ω) is the space of square integrable functions
defined in Ω with inner product (φ, ψ) =
∫ t
0
φ(x)ψ(x)dx and norm ‖φ‖ =
(∫ t
0
|φ(x)|2dx
)1/2
.
Further, Hm(Ω) denotes the standard Hilbert Sobolev space of order m ∈ N+ with norm ‖φ‖m =∑
|α|≤m
(∫ t
0
|Dαφ|2dx
)1/2
. The space H10 is equipped with a norm ‖∇v‖ =
(∑d
i,j=1(∂jvi, ∂jvi)
)1/2
=
(∑d
i=1(∇vi,∇vi)
)1/2
. Given a Banach space X endowed with norm ‖ · ‖X , let Lp(0, T ;X) be the
space of all strongly measurable functions φ : (0, T )→ X satisfying
∫ T
0
‖ φ(s) ‖pX ds <∞ if 1 ≤ p <
∞ and for p =∞, ess sup
t∈(0,T)
‖ φ(t) ‖X <∞. Also, we define the divergence free spaces
J = {φ ∈ L2 : ∇ · φ = 0 in Ω, φ · n|∂Ω = 0 holds weakly},
J1 = {φ ∈ H10 : ∇ · φ = 0},
where n is the unit outward normal to the boundary ∂Ω and φ · n|∂Ω = 0 should be understood in
the sense of trace in H−1/2(∂Ω), see [29]. Let Hm/IR be the quotient space with norm ‖φ‖Hm/IR =
infc∈IR ‖φ+ c‖m. For m = 0, it is denoted by L2/IR. Now, define P : L2 → J as the L2-orthogonal
projection.
Throughout this article, we make the following assumptions:
(A1). Setting −∆˜ = −P∆ : J1 ∩H2 ⊂ J → J as the Stokes operator, assume that the following
regularity result holds:
‖v‖2 ≤ C‖∆˜v‖ ∀v ∈ J1 ∩H2.(2.1)
The above assumption is valid as the domain Ω is a convex polygon or convex polyhedron. It can be
noted that the following Poincare´ inequality [13] holds true:
‖v‖2 ≤ λ−11 ‖∇v‖2 ∀v ∈ H10(Ω),(2.2)
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where λ−11 , is the best possible positive constant depending on the domain Ω. Further, observe (see,
[13]) that
‖∇v‖2 ≤ λ−11 ‖∆˜v‖2 ∀v ∈ J1 ∩H2.(2.3)
(A2). There exists a positive constant M such that the initial velocity u0 and the external force f
satisfy for t ∈ (0, T ] with 0 < T <∞
u0 ∈ H2 ∩ J1, f , ft ∈ L∞(0, T ; L2) with ‖u0‖2 ≤ M, ess sup
0<t≤T
{‖f(·, t)‖, ‖ft(·, t)‖} ≤ M.
The weak formulation of (1.1)-(1.3) is to find (u(t), p(t)) ∈ H10×L2/IR, such that u(0) = u0 and for
t > 0
(ut,φ) + κ (∇ut,∇φ) + ν (∇u,∇φ) + (u · ∇u,φ)− (p,∇ · φ) = (f ,φ) ∀φ ∈ H10,
(∇ · u, χ) = 0 ∀χ ∈ L2.
}
(2.4)
Equivalently, find u(t) ∈ J1 such that for u(0) = u0, t > 0,
(ut,φ) + κ (∇ut,∇φ) + ν (∇u,∇φ) + (u · ∇u,φ) = (f ,φ) ∀φ ∈ J1.(2.5)
For v,w,φ ∈ H10, define the bilinear form a(·, ·) as
a(v,φ) = (∇v,∇φ)
and the trilinear form b(·, ·, ·) as
b(v,w,φ) =
1
2
(v · ∇w,φ)− 1
2
(v · ∇φ,w).
Note that, for v ∈ J1, w, φ ∈ H10, b(v,w,φ) = (v · ∇w,φ). Because of antisymmetric property of
the trilinear form, it is easy to verify that
b(v,w,w) = 0 ∀v,w ∈ J1.
We present below in Lemma 2.1, some a priori bounds for the weak solution pair (u, p) which will
be used in our subsequent error analysis. Since the estimates in (2.6) and (2.7) are already derived
in [26], we only provide proof of (2.8).
Lemma 2.1. [[26], pp 241, 244] Let the assumptions (A1)-(A2) hold. Then, there exists a positive
constant C = C(ν, α, λ1,M) such that for 0 ≤ α < νλ1
4
(
1 + λ1κ
) the following estimates hold true:
sup
0<t<∞
{‖u(t)‖2 + ‖ut(t)‖+ κ ‖∆˜ut(t)‖+ ‖p(t)‖H1/R} ≤ C,(2.6)
e−2αt
∫ t
0
e2αs‖us(s)‖21 ds ≤ C,(2.7)
σ−1(t)
∫ t
0
e2αs(‖u(s)‖22 + ‖p(s)‖2H1/R + κ ‖∆˜us(s)‖2) ds ≤ C,(2.8)
where τ(t) := min{t, 1} and σ(t) := τ(t)e2αt.
5
Proof. We know that σ(t) = τ(t) e2αt, where τ(t) = min{t, 1} = t or 1. Hence, σ(t) = e2αt or
σ(t) = t e2αt.
Now, consider the following two cases:
Case 1: σ(t) = e2αt. Then,
1
σ
∫ t
0
e2αs‖∆˜u(s)‖2ds ≤ 1
e2αt
sup
0<t<∞
‖∆˜u(t)‖2
∫ t
0
e2αsds.(2.9)
A use of (2.6) in (2.9) leads to
1
σ
∫ t
0
e2αs‖∆˜u(s)‖2ds ≤ Ce−2αt
(
e2αt − 1
2α
)
≤ C(α)(1− e−2αt) ≤ C.(2.10)
Case 2: σ(t) = t e2αt. Again use (2.6) and well known facts of series to obtain
1
σ
∫ t
0
e2αs‖∆˜u(s)‖2ds ≤ 1
te2αt
sup
0<t<∞
‖∆˜u(t)‖2
∫ t
0
e2αsds
≤ C
te2αt
(
e2αt − 1
2α
)
=
C
2αte2αt
(
2αt
1!
+
(2αt)2
2!
+
(2αt)3
3!
+ · · ·
)
≤ C
e2αt
(
1 +
2αt
1!
+
(2αt)2
2!
+ · · ·
)
≤ C
e2αt
e2αt ≤ C.(2.11)
Therefore, considering the above two cases, we arrive at
σ−1(t)
∫ t
0
e2αs‖u(s)‖22ds ≤ C.
Following the similar sets of arguments as above, we obtain
σ−1(t)
∫ t
0
e2αs(‖p(s)‖2H1/R + κ ‖∆˜us(s)‖2)ds ≤ C
and this completes the remaining part of the proof. 
In the next lemma, we derive a priori bounds for the highest order time derivatives of weak solution
for the problem (2.4).
Lemma 2.2. Let the assumptions (A1)-(A2) hold. Then, there exists a positive constant C =
C(κ, ν, α, λ1,M) such that for 0 ≤ α < νλ1
4
(
1 + λ1κ
) the following estimates hold true:
τ(t)
(‖∇ut‖2 + κ ‖∆˜ut‖2)+ ν e−2αt ∫ t
0
σ(s) (‖∆˜us(s)‖2 + ‖∇ps(s)‖2)ds ≤ C,(2.12)
e−2αt
∫ t
0
σ(s)(‖uss(s)‖2 + κ ‖∇uss(s)‖2)ds ≤ C,(2.13)
e−2αt
∫ t
0
σ(s)(κ‖∇uss(s)‖2 + κ2 ‖∆˜uss(s)‖2)ds ≤ C.(2.14)
Note that, here and everywhere else in the consecutive analysis the constant C = C(κ, ν, α, λ1,M) is
independent of inverse powers of κ.
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Proof. Rewrite (2.5) and differentiate the resulting equation with respect to time to arrive at
(utt,φ)− κ (∆˜utt,φ)− ν (∆˜ut,φ) + (ut · ∇u + u · ∇ut,φ) = (ft,φ), ∀φ ∈ J1.(2.15)
Choose φ = −σ(t)∆˜ut in (2.15) to obtain
1
2
d
dt
σ
(
‖∇ut‖2 + κ ‖∆˜ut‖2
)
+ ν σ ‖∆˜ut‖2 = C(α, λ1)e2αt
(‖∇ut‖2 + κ ‖∆˜ut‖2)
+ σ (ut · ∇u, ∆˜ut) + σ (u · ∇ut, ∆˜ut)− σ (ft, ∆˜ut)
= C(α, λ1)e
2αt
(‖∇ut‖2 + κ ‖∆˜ut‖2)+ I1 + I2 + I3, (say).(2.16)
A use of Cauchy-Schwarz’s inequality and Young’s inequality lead to
|I1|+ |I2| ≤ Cσ 21/2
(‖ut‖1/2‖∇ut‖1/2‖∇u‖1/2‖∆˜u‖1/2 + ‖∇u‖1/2‖∆˜u‖1/2‖∇ut‖)‖∆˜ut‖
≤ C()σ (‖ut‖‖∇ut‖‖∇u‖‖∆˜u‖+ ‖∇u‖‖∆˜u‖‖∇ut‖2)+  σ ‖∆˜ut‖2
≤ C(, λ1)σ ‖∇ut‖2‖∆˜u‖2 +  σ ‖∆˜ut‖2.(2.17)
Once again, apply Cauchy-Schwarz’s inequality and Young’s inequality to bound |I3| as
|I3| ≤ C σ‖ft‖‖∆˜ut‖ ≤ C()σ‖ft‖2 +  σ ‖∆˜ut‖2.(2.18)
After using (2.17)-(2.18) in (2.16) with a proper choice of , integrate the resulting equation with
respect to time from 0 to t to arrive at
σ
(‖∇ut‖2 + κ ‖∆˜ut‖2)+ ν ∫ t
0
σ(s) ‖∆˜us(s)‖2ds ≤ C(α, λ1, ν)
(∫ t
0
e2αs
(‖∇us(s)‖2 + κ ‖∆˜us(s)‖2)ds
+
∫ t
0
σ(s)‖∇us(s)‖2‖∆˜u(s)‖2 ds+
∫ t
0
σ(s)‖fs(s)‖2ds
)
.(2.19)
Apply Lemma 2.1 and assumption (A2) in (2.19). Then, multiply the resulting equation by e−2αt
to arrive at the desired a priori estimates of u in (2.12).
Next, differentiate (2.5) and substitute φ = σutt in the resulting equation to observe that
σ(‖utt‖2 + κ ‖∇utt‖2) = −ν σ (∇ut,∇utt)− σ (ut · ∇u + u · ∇ut,utt) + σ (ft,utt).(2.20)
After rewriting the first term on the right-hand side of (2.20), apply Cauchy-Schwarz’s inequality,
Young’s inequality and obtain
σ(‖utt‖2 + κ ‖∇utt‖2) ≤ C(ν)σ (‖∆˜ut‖2 + ‖∇ut‖2 + ‖∆˜u‖2 + ‖ft‖2).(2.21)
An integration of (2.21) with respect to time from 0 to t, a multiplication by e−2αt and a use of
(2.12), Lemma 2.1, assumption (A2) complete the proof of (2.13).
Now to derive (2.14), substitute φ = −∆˜utt in (2.5) and use Cauchy-Schwarz’s inequality, Young’s
inequality to yield
‖∇utt‖2 + κ ‖∆˜utt‖2 ≤ C(ν)
κ
(
‖∆˜ut‖2 + ‖∇ut‖2 + ‖∆˜u‖2 + ‖ft‖2
)
.(2.22)
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Multiply (2.22) by κσ and integrate the resulting equation with respect to time from 0 to t to obtain
∫ t
0
σ(s)(κ‖∇uss(s)‖2 + κ2 ‖∆˜uss(s)‖2)ds ≤ C
∫ t
0
σ(s)
(
ν ‖∆˜us(s)‖2 + ‖∇us(s)‖2 + ‖∆˜u(s)‖2 + ‖fs(s)‖2
)
ds.
(2.23)
Multiply (2.23) by e−2αt and use (2.12), Lemma 2.1 to arrive at the desired result in (2.14).
Now to prove pressure estimate in (2.12), rewrite (2.4). Then, differentiate the resulting equation
with respect to time and obtain
(∇pt,φ) = (utt,φ)− κ(∆˜utt,φ)− ν(∆˜ut,φ) + (ut · ∇u,φ) + (u · ∇ut,φ)− (ft,φ).(2.24)
Choose φ = ∇pt in (2.24). Then, apply Cauchy-Schwarz’s inequality and generalized Ho¨lder’s
inequality to find that
‖∇pt‖ ≤ C(‖utt‖+ κ ‖∆˜utt‖+ ν ‖∆˜ut‖+ ‖∇ut‖+ ‖∆˜u‖+ ‖ft‖).(2.25)
After squaring both sides of (2.25), multiply it by σ and integrate with respect to time from 0 to t
to arrive at ∫ t
0
σ(s) ‖∇ps(s)‖2ds ≤ C
∫ t
0
σ(s)(‖uss(s)‖2 + κ2 ‖∆˜uss(s)‖2 + ν ‖∆˜us(s)‖2
+ ‖∇us(s)‖2 + ‖∆˜u(s)‖2 + ‖fs(s)‖2)ds.(2.26)
A use of estimates of u from (2.12), (2.13), Lemma 2.1, assumption (A2) and a multiplication by
e−2αt lead to
e−2αt
∫ t
0
σ(s) ‖∇ps(s)‖2ds ≤ C.(2.27)
This completes the proof of Lemma 2.2. 
To derive uniform estimates in time, we assume the following uniqueness condition:
N
ν2
‖f‖L∞(0,∞;L2) < 1 and N = sup
u,v,w∈H10(Ω)
b(u,v,w)
‖∇u‖‖∇v‖‖∇w‖ .(2.28)
3 Semidiscrete Approximation
Let Hh and Lh be the finite-dimensional subspaces of H
1
0 and L
2, respectively, such that, there exist
operators ih and jh satisfying the following approximation properties:
(B1). For each w ∈ J1∩H2 and q ∈ H1/IR, there exist approximations ihw ∈ Jh and jhq ∈ Lh such
that
‖w − ihw‖+ h‖∇(w − ihw)‖ ≤ K0h2‖w‖2, ‖q − jhq‖L2/IR ≤ K0h‖q‖H1/IR.
Note that, h > 0 be a discretization parameter with 0 < h < 1.
Here, it can be noted that the operator b(·, ·, ·) preserves the antisymmetric properties of the original
nonlinear term, i.e.,
b(vh,wh,wh) = 0 ∀vh,wh ∈ Hh.(3.1)
8
The discrete analogue of the weak formulation (2.4) is as follows:
Find uh(t) ∈ Hh and ph(t) ∈ Lh such that uh(0) = u0h and for t > 0,
(uht,φh) + κa(uht,φh) + νa(uh,φh) + b(uh,uh,φh)− (ph,∇ · φh) = 0 ∀φh ∈ Hh,
(∇ · uh, χh) = 0 ∀χh ∈ Lh,(3.2)
where u0h ∈ Hh is a suitable approximation of u0 ∈ J1.
For subsequent analysis, we define a suitable approximation of J1 by introducing the discrete incom-
pressibility condition in Hh and call the resulting subspace as Jh. Thus, Jh is defined as
Jh = {vh ∈ Hh : (χh,∇ · vh) = 0 ∀χh ∈ Lh}.
Note that, the space Jh is not a subspace of J1. Now, an equivalent form of (3.2) is defined as:
Find uh(t) ∈ Jh such that uh(0) = u0h and for t > 0,
(uht,φh) + κa(uht,φh) + νa(uh,φh) + b(uh,uh,φh) = 0 ∀φh ∈ Jh.(3.3)
For proof of the global existence of a unique solution of (3.3), one may refer to [2].
In order to deal with the pressure estimates in subsequent analysis, we assume the pair (Hh, Lh/Nh)
satisfies a uniform inf-sup condition:
(B2). For every qh ∈ Lh, there exist a non-trivial function φh ∈ Hh and a positive constant K1,
independent of h, such that,
|(qh,∇ · φh)| ≥ K1‖∇φh‖‖qh‖L2/Nh .
The following properties of the L2 projection Ph : L
2 → Jh can be derived using conditions (B1)-
(B2) ( for a proof, see ([11], [13]):
‖φ− Phφ‖+ h‖∇Phφ‖ ≤ Ch‖∇φ‖ ∀φ ∈ J1,(3.4)
and
‖φ− Phφ‖+ h‖∇(φ− Phφ)‖ ≤ Ch2‖∆˜φ‖ ∀φ ∈ J1 ∩H2.(3.5)
We may define the discrete operator ∆h : Hh → Hh through the bilinear form a(·, ·) as
a(vh,φh) = (−∆hvh,φh) ∀vh,φh ∈ Hh.(3.6)
Set the discrete analogue of the Stokes operator ∆˜ = P∆ as ∆˜h = Ph∆h. Examples of subspaces Hh
and Lh satisfying assumptions (B1) and (B2) in the context of both conforming and non-conforming
analysis can be found in [6], [7] and [13].
We recall below in Lemma 3.1, some a priori bounds of uh which will be used in the derivation of
fully discrete error estimates in the subsequent section. For proof, one may refer to [26] (Lemma
4.2), [28] (Lemma 3.2).
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Lemma 3.1. Let the assumptions (A1)-(A2) hold. Then, there exists a positive constant C =
C(κ, ν, α, λ1,M) such that for 0 ≤ α < νλ1
4
(
1 + λ1κ
) the following estimates hold true:
‖uht(t)‖2 + ‖∆˜huh(t)‖2 + e−2αt
∫ t
0
e2αs(‖∇uh(s)‖2 + ‖∆˜huh(s)‖2 + ‖∇uhs(s)‖2)ds ≤ C,
e−2αt
∫ t
0
e2αs(‖uhss(s)‖2−1 + κ ‖∇uhss(s)‖2) ds ≤ C.

Now, in Theorem 3.1, the main results of the article are stated in which we present the semidiscrete
optimal error estimates of the velocity and pressure. The proofs are established in Sections 5.
Theorem 3.1. Let the assumptions (A1)-(A2) and (B1)-(B2) be satisfied. Let u0h = Phu0, then,
there exists a positive constant C depending on κ, λ1, ν, α and M , such that, for fixed T > 0 with
t ∈ (0, T ) and for 0 ≤ α < νλ1
4
(
1 + λ1κ
) , the following estimates hold true:
‖(u− uh)(t)‖+ h‖∇(u− uh)(t)‖ ≤ K(t)h2,
K(t) = CeCt. Under the uniqueness condition (2.28), K(t) = C, that is, the estimates are uniform
in time.
Theorem 3.2. Under the hypotheses of Theorem 3.1, there exists a positive constant C depending
on κ, λ1, ν, α and M , such that, for all t > 0, the following holds true:
‖(p− ph)(t)‖L2/Nh ≤ K(t)h.
Here again, under the uniqueness condition (2.28), K(t) = C, that is, the estimate holds uniformly
with respect to time.
4 Semidiscrete Finite Element Error Estimates
This section deals with the optimal error estimates of velocity and pressure. Note that, since Jh is
not a subspace of J1, the weak solution u satisfies
(ut,φh) + κa(ut,φh) + νa(u,φh) = −b(u,u,φh) + (p,∇ · φh) + (f ,φh) ∀φh ∈ Jh.(4.1)
Set e = u− uh. Then, subtract (4.1) from (3.3) to arrive at
(et,φh) + κa(et,φh) + νa(e,φh) = Λ(φh) + (p,∇ · φh),(4.2)
where Λ(φh) = −b(u,u,φh) + b(uh,uh,φh). Below, we derive the optimal error estimates of ||e(t)||
and ||∇e(t)||, for t > 0.
In order to deal with the nonlinearity, an intermediate solution vh is introduced which is a finite
element Galerkin approximation to a linearized Kelvin-Voigt equation. The solution vh satisfies
(vht,φh) + κ a(vht,φh) + νa(vh,φh) = −b(u,u,φh) ∀φ ∈ Jh,(4.3)
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with vh(0) = Phu0.
Now, we split e as
e := u− uh = (u− vh) + (vh − uh) = ξ + η.
Here, ξ is the error due to the approximation using a linearized Kelvin-Voigt equation (4.3), whereas
η denotes the error due to the non-linearity in the equation. A subtraction of (4.3) from (4.1) leads
to the equation in ξ as
(ξt,φh) + κ a(ξt,φh) + νa(ξ,φh) = (p,∇ · φh) ∀φh ∈ Jh.(4.4)
In order to derive optimal error estimates of ξ in L∞(L2) and L∞(H1)-norms, we introduce the
following auxiliary projection Vh such that Vhu : [0,∞)→ Jh satisfying
κa(ut − Vhut,φh) + νa(u− Vhu,φh) = (p,∇ · φh) ∀φh ∈ Jh,(4.5)
where Vhu(0) = Phu0.
With Vhu defined as above, we now split ξ as
ξ := (u− Vhu) + (Vhu− vh) = ζ + ρ.
To obtain estimates for e, first of all, we establish a few estimates of ζ in Lemmas 4.1-4.7. Then with
the help of ζ estimates, we derive various estimates of ρ and ∇ρ in Lemmas 4.8 and 4.10. Finally,
in Lemma 4.11, we derive estimates for η and complete the proof of Theorem 3.1.
Lemma 4.1. Assume that assumptions (A1)-(A2) and (B1)-(B2) are satisfied. Then, there exists
a positive constant C = C(κ, ν, α, λ1,M) such that for 0 ≤ α < νλ1
4
(
1 + κλ1
) , the following estimate
holds true:
σ−1(t)
∫ t
0
e2αs‖∇(u− Vhu)(s)‖2ds ≤ Ch2.
Proof. Multiply (4.5) by eαt with ζ = u − Vhu, use eαtζt = ζˆt − αζˆ and substitute φh = Phζˆ =
ζˆ + (Phuˆ− uˆ) to arrive at
κ
d
dt
‖∇ζˆ‖2 + 2(ν−κα)‖∇ζˆ‖2 = 2κ d
dt
a(ζˆ, uˆ− Phuˆ)− 2κ a(ζˆ, d
dt
(uˆ− Phuˆ))
+ 2(ν − κα) a(ζˆ, uˆ− Phuˆ) + 2(pˆ− jhpˆ,∇ · Phζˆ).(4.6)
Integrate (4.6) with respect to time from 0 to t and apply (3.4) along with Young’s inequality. A
simplification of resulting equation with a use of ‖u0 − Phu0‖ = ‖u(0)− Phu(0)‖ yields
κ‖∇ζˆ‖2 + 2(ν − κα)
∫ t
0
‖∇ζˆ(s)‖2ds ≤ 2κa(ζˆ, uˆ− Phuˆ)− κ‖∇(u(0)− Phu(0))‖2
+ 2κ
∫ t
0
‖∇ζˆ(s)‖‖∇(uˆs − Phuˆs)(s)‖ds+ 2(ν − κα)
∫ t
0
‖∇ζˆ(s)‖‖∇(uˆ− Phuˆ)(s)‖ds
+ 2
∫ t
0
‖(pˆ− jhpˆ)(s)‖‖∇ · Phζˆ(s)‖ds.(4.7)
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After applying Cauchy-Schwarz’s inequality in the first term of right-hand side, use Young’s inequality
with p = 1/2, q = 1/2 to obtain
2κa(ζˆ, uˆ− Phuˆ) ≤ κ‖∇ζˆ‖2 + κ‖∇(uˆ− Phuˆ)‖2.(4.8)
A use of (4.8) in (4.7 ) leads to
κ‖∇ζˆ‖2 + 2(ν − κα)
∫ t
0
‖∇ζˆ(s)‖2ds ≤ κ‖∇ζˆ‖2 + (κ‖∇(uˆ− Phuˆ)‖2
− κ‖∇(u(0)− Phu(0))‖2) + 2κ
∫ t
0
‖∇ζˆ(s)‖‖∇(uˆs − Phuˆs)(s)‖ds
+ 2(ν − κα)
∫ t
0
‖∇ζˆ(s)‖‖∇(uˆ− Phuˆ)(s)‖ds+ 2
∫ t
0
‖(pˆ− jhpˆ)(s)‖‖∇ · Phζˆ(s)‖ds.(4.9)
The first term on both sides will cancel out. To deal with the second term on right-hand side, rewrite
it as
κ‖∇(uˆ− Phuˆ)‖2 − κ‖∇(u(0)− Phu(0))‖2 = κ
∫ t
0
d
ds
‖∇(uˆ− Phuˆ)‖2 ds
= κ
∫ t
0
d
ds
e2αs(∇(u− Phu),∇(u− Phu))ds
≤ C(α)h2
∫ t
0
e2αs
(
κ‖∆˜us‖‖∆˜u‖+ κ‖∆˜u‖2
)
ds.(4.10)
Apply (4.10) in (4.9) along with Young’s inequality, (3.5) and (B1) to arrive at
(ν − κα)
∫ t
0
‖∇ζˆ‖2ds ≤ C(κ, ν, α)h2
∫ t
0
e2αs(κ‖∆˜us‖2 + κ‖∆˜u‖2 + ν‖∆˜u‖2 + ‖∇p‖2)ds.
A use of a priori bounds for u and p stated in Lemma 2.1 completes the proof. 
Remark 4.1. Note that using (4.10), we rewrite the second term on the right-hand side of (4.9) and
thereby write the entire right-hand side of (4.9) as an integration. This plays an important role in
achieving weight function σ in the desired estimates. The presence of σ in the estimates is crucial
in order to deal with the regularity issues at t = 0 while making error estimates independent of κ.
Next, we prove the estimates for the time derivative of ζ.
Lemma 4.2. Under the assumptions (A1)-(A2) and (B1)-(B2), there exists a positive constant
C = C(κ, ν, α, λ1,M) such that for 0 ≤ α < νλ1
4
(
1 + κλ1
) , the following estimates hold true:
σ−1(t)κ
∫ t
0
σ‖∇(us(s)− Vhus(s))‖2ds+ ν‖∇(u− Vhu)(t)‖2 ≤ Ch2,(4.11)
σ−1(t)κ2
∫ t
0
e2αs‖∇(us(s)− Vhus(s))‖2ds ≤ Ch2.(4.12)
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Proof. Recall (4.5) now with φh = Phζt = ζt + (Phut − ut) to find that
2κ‖∇ζt‖2 + ν
d
dt
‖∇ζ‖2 = 2(p,∇ · Phζt) + 2κ a(ζt, (ut − Phut)) + 2νa(ζ, (ut − Phut)).(4.13)
Rewrite the first term on the right-hand side of (4.13) as
2(p,∇ · Phζt) = 2
d
dt
(p,∇ · Phζ)− 2(pt,∇ · Phζ)(4.14)
and substitute in (4.13) to obtain
2κ‖∇ζt‖2 + ν
d
dt
‖∇ζ‖2 = 2 d
dt
(p,∇ · Phζ)− 2(pt,∇ · Phζ)
+ 2κ a(ζt, (ut − Phut)) + 2νa(ζ, (ut − Phut)).(4.15)
After using the Cauchy-Schwarz inequality and discrete incompressibility condition in (4.15), multiply
the resulting equation by σ(t) to arrive at
2κσ‖∇ζt‖2 + ν
d
dt
σ‖∇ζ‖2 ≤ νσt‖∇ζ‖2 + 2 d
dt
σ(p− jhp,∇ · Phζ)− 2σt(p− jhp,∇ · Phζ)
+ 2σ‖pt − jhpt‖‖∇ · Phζ‖+ 2κσ‖∇ζt‖‖∇(ut − Phut)‖+ 2νσ‖∇ζ‖‖∇(ut − Phut)‖.(4.16)
Integrate (4.16) with respect to time from 0 to t and apply Young’s inequality, (3.5), (B1) to obtain
κ
∫ t
0
σ‖∇ζs‖2ds+ νσ‖∇ζ‖2 ≤ C(ν)
(∫ t
0
σs‖∇ζ‖2ds+ σh2‖∇p‖2
+ h2
∫ t
0
σs‖∇p‖2ds+
∫ t
0
σs‖∇ζ‖2ds+ h2
∫ t
0
σ2
σs
‖∇ps‖2ds
+ κh2
∫ t
0
σ‖∆˜us‖2ds+ ν
∫ t
0
σ2
σs
‖∆˜us‖2ds
)
.(4.17)
Now, the desired results in (4.11) follows by using Lemmas 2.1 and 4.1 in (4.17).
Next to prove (4.12), substitute φh = Phζt with ζ = u− Vhu in (4.5) and arrive at
κ ‖∇ζt‖2 = κ a(ζt,ut − Phut)− ν a(ζ, Phζt) + (p,∇ · Phζt).(4.18)
A use of Cauchy-Schwarz’s inequality, (3.5) and discrete incompressibility condition in (4.18) yield
κ ‖∇ζt‖ ≤ C(hκ ‖∆˜ut‖+ ν ‖∇ζ‖+ h‖∇p‖).(4.19)
After taking a square of (4.19) on both sides, multiply the resulting equation by e2αt. Then, integrate
with respect to time from 0 to t and use bounds from Lemmas 2.1, 4.1 to arrive at the desired result.
This completes the rest of the proof. 
Lemma 4.3. Under the assumptions (A1)-(A2) and (B1)-(B2), there exists a positive constant
C = C(κ, ν, α, λ1,M) such that for 0 ≤ α < ν
4
(
1 + κλ1
) , the following estimate holds true:
τ(t)κ‖∇(ut − Vhut)(t)‖2 + νσ−1(t)
∫ t
0
σ1(s)‖∇(us − Vhus)(s)‖2ds ≤ Ch2.
Here, τ(t) := min{t, 1} and σ1(t) := τ2(t) e2αt.
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Proof. Differentiate (4.5) with respect to time and substitute φh = Phζt to observe
κ
2
d
dt
‖∇ζt‖2 + ν ‖∇ζt‖2 = ν a(ζt,ut − Phut) + κ a(ζtt,ut − Phut) + (pt,∇ · Phζt).(4.20)
Note that, a use of
κ ‖∇ζtt‖ ≤ C(hκ ‖∆˜utt‖+ ν ‖∇ζt‖+ h‖∇pt‖),(4.21)
(B1), (3.5), Cauchy-Schwarz’s inequality and Young’s inequality in (4.20) lead to
κ
d
dt
‖∇ζt‖2 + ν ‖∇ζt‖2 ≤ C(ν)h(‖∆˜ut‖2 + κ ‖∆˜utt‖2 + ‖∇pt‖2).(4.22)
Multiplication of (4.22) by σ1 and integration of the resulting equation from 0 to t yield
κσ1‖∇ζt‖2 + ν
∫ t
0
σ1 ‖∇ζs‖2ds ≤ κ
∫ t
0
σ1,s‖∇ζs‖2ds+ C(ν)h2
∫ t
0
σ1(‖∆˜us‖2 + κ ‖∆˜uss‖2 + ‖∇ps‖2)ds.
A use of estimates from Lemmas 2.2, 4.2 and a multiplication of resulting equation by σ−1(t) complete
the proof of Lemma 4.3. 
Below, in Lemma 4.4 we discuss the L2(L2)-estimate of ζ. The similar kind of estimate has already
been discussed in Lemma 5.3 of [26]. The difference between the estimate of ζ in Lemma 5.3 of [26]
and Lemma 4.4 in this article is the presence of weight function σ in Lemma 4.4 which will be very
helpful in making the error estimates independent of κ. Therefore, in order to justify the presence
of σ, we present a short proof highlighting only the modifications.
Lemma 4.4. Under the assumptions (A1)-(A2) and (B1)-(B2), there exists a positive constant
C = C(κ, ν, α, λ1,M) such that for 0 ≤ α < νλ1
4
(
1 + κλ1
) , the following estimate holds true for t > 0:
σ−1(t)
∫ t
0
e2αs‖(u− Vhu)(s)‖2ds ≤ Ch4.
Proof. For obtaining the desired estimates of ζ, we appeal to the Aubin-Nitsche duality argument
by assuming (w, q) to be the unique solution of the steady state Stokes system:
−ν∆w +∇q = ζˆ in Ω,(4.23)
∇ ·w = 0 in Ω,(4.24)
w|∂Ω = 0(4.25)
satisfying the following regularity result:
‖w‖2 + ‖q‖H1/IR ≤ C‖ζˆ‖.(4.26)
Form L2-inner product between (4.23) and ζˆ and use discrete incompressibility condition. Then,
apply (4.5) with φh replaced by Phw to obtain
‖ζˆ‖2 = ν a(w − Phw, ζˆ)− (q − jhq,∇ · ζˆ) + (pˆ− jhpˆ,∇ · (Phw −w))
− κ a(eαtζt, Phw −w)− κ a(eαtζt,w)(4.27)
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Once again, form an L2-inner product between (4.23) and eαtζt and use it to replace the last term
in (4.27) as follows
‖ζˆ‖2 + κ
2ν
d
dt
‖ζˆ‖2 = ακ
ν
‖ζˆ‖2 + νa(w − Phw, ζˆ)− (q − jhq,∇ · ζˆ) + (pˆ− jhpˆ,∇ · (Phw −w))
− κ a(eαtζt, Phw −w)−
κ
ν
(q − jhq, eαt∇ · ζt).(4.28)
Apply Cauchy-Schwarz’s inequality, assumption (B1) and regularity estimates (4.26) along with
Young’s inequality in (4.28). Then, integrate the resulting equation with respect to time from 0 to
t to obtain
(ν − ακ)
2ν
∫ t
0
‖ζˆ‖2ds+ κ
2ν
‖ζˆ‖2 ≤ κ
2ν
‖ζ(0)‖2 + C(κ, ν, α)h2
∫ t
0
(‖∇ζˆ‖2 + h2‖∇pˆ‖2 + κh2 ‖eαs∆˜us‖2)ds.
(4.29)
Using ‖ζ(0)‖2 = ‖u0 − Phu0‖2, we write
‖ζ(0)‖2 = ‖u0 − Phu0‖2 = ‖uˆ− Phuˆ‖2 −
∫ t
0
d
ds
(
e2αs‖u− Phu‖2
)
ds
= ‖uˆ− Phuˆ‖2 −
∫ t
0
e2αs ((u− Phu,us − Phus) + (us − Phus,u− Phu)) ds
+ 2α
∫ t
0
e2αs‖u− Phu‖2ds.(4.30)
A use of orthogonality property of Ph and Cauchy-Schwarz’s inequality yield
‖uˆ− Phuˆ‖2 = (uˆ− Phuˆ, uˆ− Phuˆ)
= (uˆ− Vhuˆ, uˆ− Phuˆ) ≤ ‖uˆ− Vhuˆ‖‖uˆ− Phuˆ‖.(4.31)
A simplification of (4.31) leads to
‖uˆ− Phuˆ‖ ≤ ‖uˆ− Vhuˆ‖ = ‖ζˆ‖.(4.32)
An application of (4.30) and (4.32) in (4.29) yield
(ν − ακ)
ν
∫ t
0
‖ζˆ‖2ds ≤ − κ
2ν
∫ t
0
(
e2αs(u− Phu,us − Phus)
+ e2αs(us − Phus,u− Phu)
)
ds+
ακ
ν
∫ t
0
e2αs‖u− Phu‖2ds
+ C(κ, ν, α)h2
∫ t
0
(‖∇ζˆ‖2 + h2‖∇pˆ‖2 + κh2 ‖eαs∆˜us‖2)ds.(4.33)
By using (3.5), we arrive at
(ν − ακ)
∫ t
0
‖ζˆ‖2ds ≤ C(κ, ν, α)h2
∫ t
0
(‖∇ζˆ‖2 + h2‖∇pˆ‖2 + κh2 ‖∆˜uˆ‖2 + κh2 ‖eαs∆˜us‖2)ds.(4.34)
Since 0 ≤ α < νλ1
4
(
1 + κλ1
) , (ν −ακ) > 0. Then, use estimates from Lemmas 2.1 and 4.1 to complete
the rest of the proof. 
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Remark 4.2. Here again, using (4.30)-(4.32), we tackle the first term on the right-hand side of
(4.29) and express the entire right-hand side of (4.29) as an integration. As mentioned earlier in
Remark 4.1, this provides σ(t) in the estimate which is used to handle regularity issues of the solution
at t = 0 in the process of making error bounds independent of κ.
Now, Lemma 4.5 provides the estimate for the time derivative ζt. Here again, the estimate differs
from the estimate of ζt in Lemma 5.3 of [26] in terms of involvement of weight function σ and addi-
tional power of κ. As stated earlier, the presence of σ(t) and additional power of κ in the estimate
play a crucial role in making error estimates independent of κ. The proof proceeds in an exactly
similar manner as the proof of Lemma 4.4 with the right-hand side of (4.23) replaced by eαtζt. But
in order to justify the presence of σ in the estimate, we present a short proof.
Lemma 4.5. Under the assumptions (A1)-(A2) and (B1)-(B2), there exists a positive constant
C = C(κ, ν, α, λ1,M) such that for 0 ≤ α < νλ1
4
(
1 + κλ1
) , the following holds true:
σ−1(t)κ2
∫ t
0
e2αs‖(us − Vhus)(s)‖2ds ≤ Ch4.
Proof. For obtaining the desired estimate of ζt, we replace the right-hand side of (4.23) by e
αtζt
and form an L2-inner product of resulting equation with eαtζt. Then, use (4.5) with φh = e
αtPhw
in a similar way as in the L2-estimate of ζ to obtain
‖eαtζt‖2 = νa(w − Phw, eαtζt)− (q − jhq, , eαt∇ · ζt)−
ν2
κ
a(eαtζ, Phw) +
ν
κ
(pˆ,∇ · Phw)
= νa(w − Phw, eαtζt)− (q − jhq, eαt∇ · ζt)−
ν2
κ
a(eαtζ, Phw −w)− ν
2
κ
a(eαtζ,w)
+
ν
κ
(pˆ− jhpˆ,∇ · (Phw −w)).(4.35)
Multiply (4.35) by κ and use Cauchy-Schwarz’s inequality with (3.5), approximation property (B1),
regularity result (4.26) with right-hand side eαtζt. Then, after squaring both sides of the resulting
equation, perform an integration with respect to time from 0 to t to obtain
κ2
∫ t
0
‖eαsζs(s)‖2ds ≤ C(ν)
∫ t
0
h2
(
κ2‖eαs∇ζs(s)‖2 + ‖∇ζˆ(s)‖2 + ‖ζˆ(s)‖2 + h2‖∇pˆ(s)‖2
)
ds.(4.36)
An application of Lemmas 2.1, 4.1, 4.2, 4.4 would lead to the desired estimates. 
Lemma 4.6. Under the assumptions (A1)-(A2) and (B1)-(B2), there exists a positive constant
C = C(κ, ν, α, λ1,M) such that for 0 ≤ α < νλ1
4
(
1 + κλ1
) , the following estimate holds true for t > 0:
κ2‖(ut − Vhut)(t)‖2 + σ−1(t)κ
∫ t
0
e2αs‖(us − Vhus)(s)‖2ds ≤ Ch4,
‖(u− Vhu)(t)‖2 ≤ Ch4.
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Proof. Once again, we apply the Aubin-Nitsche duality argument. Let (w, q) be the unique solution
of the following steady state Stokes system:
−ν∆w +∇q = ζt in Ω,(4.37)
∇ ·w = 0 in Ω,(4.38)
w|∂Ω = 0.(4.39)
Now, using assumption (A1), (w, q) satisfies the following regularity result:
‖w‖2 + ‖q‖H1/IR ≤ C‖ζt‖.(4.40)
Taking an L2-inner product between (4.37) and ζt and using the discrete incompressibility condition,
we obtain
‖ζt‖2 = ν a(w − Phw, ζt)− (q − jhq,∇ · ζt) + ν a(Phw, ζt).(4.41)
Now, by using (4.5) with φh replaced by Phw and (4.38), the last term in (4.41) can be rewritten as
ν a(ζt, Phw) = (pt − jhpt,∇ · (Phw −w))− κ a(ζtt, Phw −w)− κ a(ζtt,w).(4.42)
Use (4.37) to rewrite last term in (4.42) as
κ a(ζtt,w) =
κ
ν
(ζt, ζtt) +
κ
ν
(q − jhq,∇ · ζtt) =
κ
2ν
d
dt
‖ζt‖2 +
κ
ν
(q − jhq,∇ · ζtt).(4.43)
Apply (4.42), (4.43) in (4.41) to obtain
‖ζt‖2 = ν a(w − Phw, ζt)− (q − jhq,∇ · ζt) + (pt − jhpt,∇ · (Phw −w))− κ a(ζtt, Phw −w)
− κ
2ν
d
dt
‖ζt‖2 −
κ
ν
(q − jhq,∇ · ζtt).(4.44)
A simplification of (4.44) yields
‖ζt‖2 +
κ
2ν
d
dt
‖ζt‖2 = ν a(w − Phw, ζt)− (q − jhq,∇ · ζt) + (pt − jhpt,∇ · (Phw −w))
− κ a(ζtt, Phw −w)−
κ
ν
(q − jhq,∇ · ζtt).(4.45)
After multiplying (4.45) by κσ, rewrite the resulting equation as
σ‖ζt‖2 +
κ
2ν
d
dt
σ‖ζt‖2 =
κ
2ν
σt‖ζt‖2 + ν
d
dt
σ a(w − Phw, ζ)− ν σt a(w − Phw, ζ)
− d
dt
σ (q − jhq,∇ · ζ) + σt (q − jhq,∇ · ζ) + d
dt
σ (p− jhp,∇ · (Phw −w))
− σt (p− jhp,∇ · (Phw −w))− κ d
dt
σa(ζt, Phw −w) + κσta(ζt, Phw −w)
− κ
ν
d
dt
σ(q − jhq,∇ · ζt) +
κ
ν
σt(q − jhq,∇ · ζt).(4.46)
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An integration of (4.46) with respect to time from 0 to t along with a use of Cauchy-Schwarz’s
inequality, Young’s inequality leads to
κ
∫ t
0
σ‖ζs‖2ds+
κ2
2ν
σ‖ζt‖2 ≤
κ2
2ν
∫ t
0
(
σs‖ζs‖2
)
ds+ ν κ σh‖∆˜w‖‖∇ζ‖+ κσh‖∇q‖‖∇ · ζ‖
+ κσh2‖∇p‖‖∆˜w‖+ κ2 h2 σ‖∇ζt‖‖∆˜w‖+ C(ν)κ2σ‖∇q‖‖∇ · ζt‖+ h2
∫ t
0
σs‖∇ζ‖2ds
+ κ2
∫ t
0
σs‖∇q‖2ds+ h4
∫ t
0
σs‖∇p‖2ds+ κ2
∫ t
0
σs‖∆˜w‖2ds+ κ2
∫ t
0
σs‖∇ζs‖2ds.(4.47)
Apply the bounds from Lemmas 2.1, 4.1, 4.2, 4.4, 4.5 and the regularity estimates (4.40) to arrive
at the desired result.
Next, to derive  L∞(L2) estimates of ζ, follow the similar steps as in Lemma 4.4 with ζˆ replaced by
ζ and arrive at (4.27). Then, use Cauchy-Schwarz’s inequality to obtain
‖ζ‖2 ≤ Ch (ν‖∇ζ‖+ h‖∇p‖+ κ ‖∇ζt‖+ κ‖ζt‖) (‖w‖2 + ‖q‖1).(4.48)
Apply regularity estimates (4.26) with right-hand side as ζ along with (4.19), Lemmas 2.1, 4.2, 4.6
to compelte the rest part of the proof. 
Lemma 4.7. Under the assumptions (A1)-(A2) and (B1)-(B2), there exists a positive constant
C = C(κ, ν, α, λ1,M) such that for 0 ≤ α < νλ1
4
(
1 + κλ1
) , the following holds true:
σ−1(t)
∫ t
0
σ1(s)‖(us − Vhus)(s)‖2ds ≤ Ch4,
where σ1(t) := τ
2(t)e2αt with τ(t) := min{t, 1}.
Proof. A use of Cauchy-Schwaz’s inequality, (B1) and (3.5) in (4.44) yield
‖ζt‖2 ≤ ν h‖∆˜w‖‖∇ζt‖+ h‖∇q‖‖∇ · ζt‖+ h2‖∇pt‖‖∆˜w‖
+ hκ ‖∇ζtt‖‖∆˜w‖ −
κ
2ν
d
dt
‖ζt‖2 +
κ
ν
h‖∇q‖‖∇ · ζtt‖.(4.49)
Multiply (4.49) by σ1, apply (4.21) and integrate the resulting equation from 0 to t to arrive at∫ t
0
σ1‖ζs‖2ds ≤ ν h
∫ t
0
σ1‖∆˜w‖‖∇ζs‖ds+ h
∫ t
0
σ1‖∇q‖‖∇ · ζs‖ds
+ h2
∫ t
0
σ1‖∇ps‖‖∆˜w‖ds+ h
∫ t
0
σ1(ν‖∇ζs‖+ ‖∇ps‖+ κ‖∆˜uss‖)‖∆˜w‖ds
− κ
2ν
σ1‖ζs‖2 +
κ
2ν
∫ t
0
σ1,s‖ζs‖2ds+ C(ν)h
∫ t
0
σ1(ν‖∇ζs‖+ ‖∇ps‖+ κ‖∆˜uss‖)‖∇q‖ds.(4.50)
An application of Young’s inequality along with regularity estimates (4.40) leads to∫ t
0
σ1‖ζs‖2ds ≤ C(ν)
(∫ t
0
σ1(h
2‖∇ζs‖2 + h4‖∇ps‖+ h4κ‖∆˜uss‖2) + κσ1,s‖ζs‖2
)
ds.(4.51)
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A use of Lemmas 2.2, 4.3, 4.6 would lead us to the desired result. 
Since ξ = ζ + ρ and the estimates of ζ are already derived, it suffices to derive the estimates of ρ
to obtain estimates for ξ. Below, in Lemma 4.8, we state without proof estimates of ρ. We skip the
proof as it follows the similar lines as in the proofs of Lemma 5.6 ([2]) and Lemma 4.1 in this article.
We also present a couple of estimates of ξ which can be easily derived using the estimates of ζ and
ρ.
Lemma 4.8. Under the assumptions (A1)-(A2) and (B1)-(B2), there exists a positive constant
C = C(κ, ν, α, λ1,M) such that for 0 ≤ α < ν
4
(
1 + κλ1
) , the following estimates hold true:
κ2(‖ρ(t)‖2 + κ‖∇ρ(t)‖2) + κ2 e−2αt
∫ t
0
e2αs‖∇ρ(s)‖2ds ≤ Ch4,
σ−1(t)κ2
∫ t
0
e2αs‖ξs(s)‖2ds ≤ C h4,
σ−1(t)
∫ t
0
e2αs
(
κ ‖ξs(s)‖2 + κ2 ‖∇ξs(s)‖2 + ‖∇ξ(s)‖2
)
ds ≤ C h2.

Lemma 4.9. Under the assumptions (A1)-(A2) and (B1)-(B2), there exists a positive constant
C = C(κ, ν, α, λ1,M) such that for 0 ≤ α < ν
4
(
1 + κλ1
) , the following estimate holds true:
σ−1(t)
∫ t
0
e2αs ‖ξ(s)‖2ds ≤ C h4.
Proof. To estimate L2-error, we use the following duality argument: For fixed t > 0 with t ∈ (0, T ),
let w(τ) ∈ J1, q(τ) ∈ L2/IR be the unique solution of the backward Stokes problem
wτ + ν ∆˜w −∇q = e2αtξ, 0 ≤ τ ≤ t, w(t) = 0.(4.52)
The pair (w, q) satisfy the following regularity estimates∫ t
0
e−2ατ (‖∆˜w‖2 + ‖wτ‖2 + ‖∇q‖2)dτ ≤ C
∫ t
0
e2ατ‖ξ‖2dτ.(4.53)
Form an L2 inner product between (4.52) and ξ to arrive at
e2ατ‖ξ‖2 = (ξ,wτ )− ν a(ξ,w) + (q,∇ · ξ)
=
d
dτ
(ξ,w)− (ξτ ,w − Phw)− ν a(ξ,w − Phw)
+ (q − jhq,∇ · ξ)− (ξτ , Phw)− ν a(ξ, Phw).(4.54)
A use of (4.4) with φh replaced by Phw in (4.54) yields
e2ατ‖ξ‖2 = d
dτ
(ξ,w)− (ξτ ,w − Phw)− ν a(ξ,w − Phw) + (q − jhq,∇ · ξ)
+ κ a(ξτ , Phw −w)− (p− jhp,∇ · (Phw −w)) + κ a(ξτ ,w).(4.55)
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Note that,
(ξτ ,w − Phw) =
d
dτ
(ξ,w − Phw)− (u− Phu,wτ ).(4.56)
A simplification of (4.55), using (4.56) leads to
e2ατ‖ξ‖2 = d
dτ
(ξ, Phw) + (u− Phu,wτ )− ν a(ξ,w − Phw) + (q − jhq,∇ · ξ)
+ κ a(ξτ , Phw −w)− (p− jhp,∇ · (Phw −w))− κ (ξτ , ∆˜w).(4.57)
An integration of (4.57) with respect to time from 0 to t along with Cauchy-Schwarz’s inequality
yields ∫ t
0
e2ατ‖ξ(τ)‖2ds ≤(ξ(t), Phw(t))− (ξ(0), Phw(0)) +
∫ t
0
(h2‖∆˜u‖+ ν h‖∇ξ‖+ h‖∇ · ξ‖
+ κh‖∇ξτ‖+ h2‖∇ p‖+ κ ‖ξτ‖)(‖∆˜w‖+ ‖∇ q‖)dτ.(4.58)
The first term in (4.58) vanishes due to w(t) = 0 and the second term disappears due to the
orthogonality property of Ph. Now, a use of Young’s inequality along with the regularity estimates
(4.53) leads to∫ t
0
e2ατ‖ξ(τ)‖2dτ ≤C(ν)
(∫ t
0
(h4‖∆˜uˆ‖2 + ν h2 ‖∇ξˆ‖2 + h2‖∇ · ξˆ‖2
+ κ2 h2 e2ατ‖∇ξτ‖2 + h4‖∇ pˆ‖2 + κ2 e2αs‖ξτ‖2
)
dτ.(4.59)
Apply estimates from Lemmas 2.1, 4.8 to arrive at the desired result. 
Lemma 4.10. Let the assumptions (A1)-(A2) and (B1)-(B2) be satisfied. Then, there exists a
positive constant C = C(κ, ν, α, λ1,M) such that for 0 ≤ α < νλ1
4
(
1 + κλ1
) , the following estimates
hold true:
κ(‖ρ(t)‖2 + κ‖∇ρ(t)‖2) + κ e−2αt
∫ t
0
e2αs‖∇ρ(s)‖2ds ≤ Ch4,(4.60)
‖ρ(t)‖2 + κ ‖∇ρ(t)‖2 + ν σ−11 (t)
∫ t
0
σ1(s)‖∇ρ(s)‖2ds ≤ Ch4,(4.61)
where σ1(t) := τ
2(t)e2αt with τ(t) := min{t, 1}.
Proof. Subtracting (4.5) from (4.4), we find that
(ρt,φh) + κ a(ρt,φh) + νa(ρ,φh) = −(ζt,φh) ∀φh ∈ Jh.(4.62)
Multiply (4.62) by κ e2αt, substitute φh = ρ and use Cauchy-Schwarz’s inequality, Young’s inequality
in the resulting equation. Then, integrate the equation from 0 to t to arrive at
κ(‖ρˆ‖2 + κ‖∇ρˆ‖2) + κ
∫ t
0
‖∇ρˆ‖2ds ≤ C(κ, α, λ1)
∫ t
0
(
κ2‖eαsζs(s)‖2 + ‖ρˆ‖2
)
ds.(4.63)
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Note that, ρ = ξ − ζ. A use of the triangle inequality along with Lemmas 4.4 and 4.9 yields∫ t
0
‖ρˆ‖2ds ≤
∫ t
0
(‖ζˆ‖2 + ‖ξˆ‖2)ds ≤ Ch4 σ.(4.64)
An application of the results from Lemma 4.5 and (4.64) in (4.63) and a multiplication of the resulting
equation by e−2αt complete the proof of (4.60).
Next to prove (4.61), substitute φh = ρ in (4.62) and multiply the resulting equation by σ1 to arrive
at
1
2
d
dt
σ1(‖ρ‖2 + κ ‖∇ρ‖2) + νσ1‖∇ρ‖2 = −σ1(ζt,ρ) + σ1,t(‖ρ‖2 + κ ‖∇ρ‖2).(4.65)
After applying Cauchy-Schwarz’s inequality and Young’s inequality, integrate the resulting equation
with respect to time from 0 to t to obtain
σ1(‖ρ‖2 + κ ‖∇ρ‖2) + ν
∫ t
0
σ1‖∇ρ‖2ds ≤ C
∫ t
0
(
σ21
σ1,s
‖ζs‖2 + σ1,s(‖ρ‖2 + κ ‖∇ρ‖2)
)
ds.
Use estimates from (4.60), (4.64) and Lemma 4.7 to arrive at (4.61) and this completes the proof of
Lemma 4.10. 
Now, we derive the proof of the main Theorem 3.1.
Note that e = u− uh = (u− vh) + (vh − uh) = ξ + η. A use of the triangle inequality, the inverse
inequality and Lemmas 4.6, 4.10 lead to the following estimates of ξ.
‖ξ(t)‖2 + h2 ‖∇ξ(t)‖2 ≤ Ch4.(4.66)
In Lemma 4.11, we present the estimates of η. For a proof, one may refer to [26] (Theorem 5.1, pp.
249 - 250).
Lemma 4.11. Let the assumptions (A1)-(A2) and (B1)-(B2) be satisfied. Then, there exists a
positive constant C = C(κ, ν, α, λ1,M) such that for 0 ≤ α < νλ1
4
(
1 + κλ1
) , the following estimates
hold true:
‖η(t)‖2 + κ‖∇η(t)‖2 + κ e−2αt
∫ t
0
e2αs‖∇η(s)‖2ds ≤ K(t)h4.
Moreover, under the assumptions of Theorem 3.1 and the uniqueness condition (2.28), the constant
K(t) = C. That is, the estimates are valid uniformly with respect to time.
Proof of Theorem 3.1. The proof follows by using the triangle inequality, inverse inequality, (4.66)
and Lemma 4.11. 
Following the similar steps as in [26] (Theorem 6.1) and using κ independent estimates derived earlier,
we arrive at the desired pressure error estimates in Theorem 3.2 and this completes the proof. 
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5 Fully Discrete Approximation
In this section, we apply a backward Euler method for time discretization of the finite element
Galerkin approximation (3.2) of (1.1)-(1.3). Let {tn}Nn=0 be a uniform partition of [0, T ], and tn = nk,
with time step k > 0. For smooth function φ defined on [0, T ], set φn = φ(tn) and ∂¯tφ
n =
(φn−φn−1)
k .
The backward Euler method applied to (3.2) determines a sequence of functions {Un}n≥1 ∈ Hh and
{Pn}n≥1 ∈ Lh as solutions of the following recursive nonlinear algebraic equations:
(∂¯tU
n,φh) + κa(∂¯tU
n,φh) + νa(U
n,φh)
+ b(Un,Un,φh) = (P
n,∇ · φh) + (fn,φh) ∀φh ∈ Hh,(5.1)
(∇ ·Un, χh) = 0 ∀χh ∈ Lh,
U0 = u0h.
Equivalently, we seek {Un}n≥1 ∈ Jh such that
(∂¯tU
n,φh) + κa(∂¯tU
n,φh) + νa(U
n,φh) + b(U
n,Un,φh) = (f
n,φh) ∀φh ∈ Jh,(5.2)
U0 = u0h.
Next, in Lemma 5.1, we state a priori bounds for the discrete solution {Un}n≥1. We skip the proof
as it will be an imitation of the proof of Lemma 4.1 in [27].
Lemma 5.1. With 0 ≤ α < νλ1
4(1 + λ1κ)
, choose k0 so that for 0 < k ≤ k0
νkλ1
κλ1 + 1
+ 1 > eαk.(5.3)
Then the discrete solution UN , N ≥ 1 of (5.2) satisfies
(‖UN‖2 + κ‖∇UN‖2) + e−2αtN k
N∑
n=1
e2αtn‖∇Un‖2 ≤ C(ν, α, λ1)e−2αtN (‖U0‖2 + κ‖∇U0‖2 + ‖f‖2∞).

Next, we proceed to derive fully discrete estimates for the velocity error en = Un−uh(tn) = Un−unh
and for the pressure error ρn = Pn−ph(tn) = Pn−pnh. Below, in Lemma 5.2, we present the various
estimates of en. The proof of (5.4) follows the similar lines as in the proof of Theorem 5.1 of [27].
Therefore, we skip the proof. The estimates of ‖∂¯ten‖ and κ‖∂¯t∇en‖ are also discussed in Lemma
5.1 of [27], but, these estimates involve κ−1 term. Therefore, here we provide a short proof of (5.5)
by only highlighting the steps involved in making estimates independent of the inverse power of κ.
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Lemma 5.2. Let 0 ≤ α < νλ1
4(1 + κλ1)
and k0 > 0 be such that for 0 < k ≤ k0, (5.3) is satisfied. For
some fixed h > 0, let uh(t) satisfies (3.3). Then, there is a positive constant CT that depends on T
such that
‖ei‖2 + κ‖∇ei‖2 + ke−2αtn
n∑
i=1
e2αti‖∇ei‖2 ≤ CTk2,(5.4)
‖∂¯ten‖2−1 + κ2 ‖∂¯t∇en‖2 ≤ CTk.(5.5)
Proof. To prove (5.5), consider (3.3) at t = ti and subtract it from (5.2) to obtain
(∂¯te
n,φh) + κa(∂¯te
n,φh) + νa(e
n,φh)(5.6)
= (σn1 ,φh) + κa(σ
n
1 ,φh) + Λh(φh) ∀φh ∈ Jh,
where σn1 = u
n
ht − ∂¯tunh and Λh(φh) = b(unh,unh,φh)− b(Un,Un,φh).
Note that, applying Taylor’s series expansion in the interval (ti−1, ti), Cauchy-Schwarz’s inequality,
Young’s inequality and estimates from Lemma 3.1, we arrive at
|(σn1 ,φh)| ≤
1
k
∫ tn
tn−1
(t− tn−1)‖uhtt‖−1dt‖∇φh‖
≤ C k1/2
{∫ tn
tn−1
‖uhtt‖2−1dt
}1/2
‖∇φh‖ ≤ C k1/2‖∇φh‖(5.7)
and
|κ a(σn1 ,φh)| ≤
1
k
∫ tn
tn−1
(t− tn−1)(κ‖∇uhtt‖)dt‖∇φh‖
≤ C k1/2
{
κ2
∫ tn
tn−1
‖∇uhtt‖2dt
}1/2
‖∇φh‖ ≤ C k1/2‖∇φh‖.(5.8)
Rewrite the nonlinear term and apply generalized Ho¨lder’s inequality to observe that
|Λh(φh)| = |b(unh,unh,φh)− b(Un,Un,φh)|
= | − b(unh, en,φh)− b(en,Un,φh)| ≤ C (‖∇unH‖+ ‖∇Un‖) ‖∇en‖‖∇φh‖.(5.9)
Now, substitute φh = ∂¯te
n in (5.6), drop the first term from left hand side and use (5.7)-(5.9) to
observe that
κ ‖∂¯t∇en‖2 ≤ C
(
‖∇en‖+ k1/2 + (‖∇unH‖+ ‖∇Un‖)‖∇en‖
)
‖∂¯t∇en‖.
A use of (5.4), Lemmas 3.1, 5.1 yield
κ ‖∂¯t∇en‖ ≤ CTk1/2.(5.10)
Now, following the steps involved in arriving at the equation (107) from (106) in the proof Lemma
5.1 of [27], we arrive at
‖∂¯ten‖ ≤ CTk1/2.(5.11)
A combination of (5.10) and (5.11) completes the rest of the proof. 
23
Remark 5.1. Note that in the proof of Theorem 5.1 of [27], the presence of κ−1 in the first term
of right hand side of equation (93) is a typo, as the first term is a combination of equation (88) and
(89), in which estimates are independent of κ−1.
To prove the pressure error estimates, subtract (5.1) from (3.2) and write ρn = Pn − pnh to obtain
(ρn,∇ · φh) = (∂¯ten,φh) + κ a(∂¯ten,φh) + νa(en,φh)− Λh(φh)− (σn1 ,φh)− κ a(σn1 ,φh).
A use of Cauchy-Schwarz’s inequality along with (5.7)-(5.9), Lemmas 3.1, 5.1, 5.2 yields
‖ρn‖ ≤ C(κ, ν, λ1,M)k1/2.(5.12)
A combination of (5.12), Lemma 5.2 and Theorems 3.1, 3.2 lead to the following fully discrete error
estimates.
Theorem 5.1. Under the assumptions of Theorem 3.1 and Lemma 5.2, the following hold true:
‖u(tn)−Un‖ ≤ C(h2 + k), ‖∇(u(tn)−Un)‖ ≤ C(h+ k).
‖p(tn)− Pn‖ ≤ C(h+ k1/2).
6 Numerical Experiments
This section conducts numerical experiments to validate our theoretical results obtained in Theorem
5.1 for finite element Galerkin approximations of (1.1)-(1.3). We apply mixed finite element P2-P0
for space discretization and backward Euler method for time discretization.
Example 6.1. In this example, we choose right-hand side function f in such a way that the exact
solution (u, p) = ((u1, u2), p) takes the following form:
u1 = 10x
2(x− 1)2y(y − 1)(2y − 1) cos t, p = 40xy cos t,
u2 = 10y
2(y − 1)2x(x− 1)(2x− 1) cos t,
with (x, y) ∈ (0, 1)× (0, 1) along with the Dirichlet boundary condition. Here, the fluid viscosity ν=1,
time interval (0, 1] with final time T = 1.
Tables 1, 2 represent the convergence rates for velocity in L∞(L2), L∞(H1)-norms, respectively, and
Table 3 depicts the convergence rates for pressure in L∞(L2)-norm for different values of κ. The
numerical convergence rates presented in tables validate the theoretical findings obtained in Theorem
5.1. Moreover, it can be inferred that the numerical results still hold true as κ→ 0.
In Tables 4, 5, we present the velocity error in L∞(L2)-norm and the pressure error in L∞(L2)-norm,
respectively, for different values of κ and fixed ν = 0.01. It can be observed from the tables that
the velocity and pressure errors are quite high and are not stable for the mesh size h = 1/2, 1/4
for the Navier-Stokes system with κ = 0 and ν = 0.01. Therefore, more mesh refinement is needed
to achieve the desired accuracy. To overcome this issue, we introduce a reasonably small presence
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of κ to the Navier-Stokes system and make the system more regularized. Therefore, in this case by
introducing a significantly small value of κ, κ ∈ {10−2, 1} to the Navier-Stokes system, the errors of
the desired accuracy are achieved at a coarser mesh h ∈ {1/2, 1/4} with much less computational
efforts. Note that, a significantly small value of κ means that here the presence of κ = 10−4 in the
Navier-Stokes system does not provide the desired accuracy as the errors are still quite high and
are not stable for the mesh size h = 1/2, 1/4. The results in tables 4, 5 validate the fact that the
Kelvin-Voigt model can be thought of as a κ regularization of the Navier-Stokes model.
Example 6.2. In this example, we take right-hand side function f = 0, initial condition u0 =
(10x2(x−1)2y(y−1)(2y−1),−10y2(y−1)2x(x−1)(2x−1), y), ν = 1 and κ = 1. Figure 1 represents
velocity plots of the Kelvin-Voigt model and the Navier-Stokes model for final time T = 4. We observe
that the Kelvin-Voigt fluid velocity tends to zero at a slower rate in comparison to the Navier-Stokes
fluid velocity. This confirms the fact that after instantaneous removal of the forces, the velocity of
the Kelvin-Voigt fluid does not vanish instantaneously as in the case of the Navier-Stokes fluid.
Example 6.3. This example deals with the benchmark problem lid-driven cavity flow on a unit square
with zero body force. Here, no-slip boundary conditions are considered everywhere except non zero
velocity (u1, u2) = (1, 0) on the upper part of the boundary, that is, the lid of the square is moving
with a velocity (1, 0). For numerical results, we have considered lines (0.5, y) and (x, 0.5), final
time T = 40, h = 1/32 and ν = 1. In figure 2, we have compared the Kelvin-Voigt velocity to the
steady-state Navier-Stokes velocity for large time and different values of κ = {1, 0.001, 0.00001}. The
plots depict that the Kelvin-Voigt solution converges to the steady state solution for large time and
as κ→ 0.
7 Summary
The article discusses some new higher order regularity estimates for the weak solution which are valid
for all time t > 0 and as κ→ 0. Semidiscrete optimal error estimates are derived for the velocity in
L∞(L2), L∞(H10)-norms and for the pressure in L∞(L2)-norm. Further, under uniqueness condition,
these estimates are shown uniformly in time. Note that, the constants appearing in a priori error
bounds are made independent of inverse powers of κ by introducing weight functions in powers of
t. In fact, an introduction of these weight functions takes care of regularity issues at time t = 0.
Further, the backward Euler method is applied for the complete discretization of the model and fully
discrete optimal error estimates are derived. Finally, the article is concluded by presenting some
numerical results which validate our theoretical observations.
Acknowledgement: The authors thank Professor Amiya K. Pani for his valuable comments and
suggestions regarding this.
25
References
[1] Akhmatov, M. M., Oskolkov, A. P., On convergence difference schemes for the equations of
motion of an Oldroyd fluid, J. Math. Sci. (New York) 47 (1989), pp. 2926-2933.
[2] Bajpai, S. and Nataraj, N. and Pani, A. K. and Damazio, P. and Yuan, J. Y., Semidiscrete
Galerkin method for equations of motion arising in Kelvin-Voigt model of viscoelastic fluid flow,
Numer. Meth. PDEs. 29 (2013), pp. 857-883.
[3] Bajpai, S., Nataraj, N. and Pani, A. K., On fully discrete finite element schemes for equations
of motion of Kelvin-Voigt fluids, Int. J. Numer. Anal. Mod. 10 (2013), pp. 481-507.
[4] Bajpai, S. and Nataraj, N. and Pani, A. K., On a two-grid finite element scheme for the
equations of motion arising in Kelvin-Voigt model, Adv. Comput. Math. 40 (2014), pp. 1043-
1071.
[5] Bajpai, S. and Nataraj, N., On a two-grid finite element scheme combined with Crank-Nicolson
method for the equations of motion arising in the Kelvin-Voigt model, Comput. Math. Appl.
68 (2014), pp. 2277-2291.
[6] Brezzi, F. and Fortin, M., Mixed and hybrid finite element methods, Springer-Verlag, New
York, 1991.
[7] Bercovier, M. and Pironneau, O., Error estimates for finite element solution of the Stokes
problem in the primitive variables, Numer. Math. 33 (1979), pp. 211-224.
[8] Burtscher, M. and Szczyrba, I., Numerical Modeling of Brain Dynamics in Traumatic Situa-
tions - Impulsive Translations, The 2005 International Conference on Mathematics and Engi-
neering Techniques in Medicine and Biological Sciences (2005), pp. 205-211.
[9] Burtscher, M. and Szczyrba, I., Computational Simulation and Visualization of Traumatic
Brain Injuries, 2006 International Conference on Modeling, Simulation and Visualization Meth-
ods (2006), pp. 101-107.
[10] Cotter,C.S., Smolarkiewicz, P.K. and Szezyrba, I. N., A viscoelastic model from brain injuries,
Intl. J. Numer. Meth. Fluids 40 (2002), pp. 303-311.
[11] Girault, V. and Raviart, P. A., Finite element approximation of the Navier-Stokes equations,
Lecture notes in Mathematics, No. 749, Springer, New York, 1980.
[12] Goswami, D., and Pani, A. K., A priori error estimates for semidiscrete finite element approx-
imation to equations of motion arising in Oldroyd fluids of order one, Intnl. J. Numer. Anal.
Mod., 8 (2011), pp. 324-352.
[13] Heywood, J. G. and Rannacher, R., Finite element approximation of the nonstationary Navier-
Stokes problem: I. Regularity of solutions and second order error estimates for spatial discretiza-
tion, SIAM J. Numer. Anal. 19 (1982), pp. 275-311.
26
[14] He, Y., The Euler implicit/explicit scheme for 2D time dependent Navier-Stokes equations with
smooth or non-smooth initial data, Math. Comp. 77 (2008), pp. 2097-2124.
[15] Kuberry, P., Larios, A., Rebholz, L. and Wilson, N., Numerical Approximation of the Voigt reg-
ularization for incompressible Navier-Stokes and magnetohydrodymanics flows, Comput. Math.
Appl. 64 (2012), pp. 2647-2662.
[16] Kundu, S., Bajpai, S. and Pani, A. K., Asymptotic behavior and finite element error estimates
of Kelvin-Voigt viscoelastic fluid flow model, Numer. Algor. 75 (2017), pp. 619-653.
[17] Ladyzenskaya, O. A., The mathematical theory of viscous incompressible flow, Gordon and
Breach, New York, 1969.
[18] Oskolkov, A. P., Thoery of non stationary flows of Kelvin-Voigt fluids, J. Math. Sci. 28 (1985),
pp. 751-758.
[19] Oskolkov, A. P., Initial-boundary value problems for equations of motion of KelvinVoigt fluids
and Oldroyd fluids, Tr. Mat. Inst. Steklova 179 (1987), pp. 126-164.
[20] Oskolkov, A. P., On an estimate, uniform on the semiaxis t ≥ 0, for the rate of convergence of
Galerkin approximations for the equations of motion of Kelvin-Voight fluids, J. Math. Sci. 62
(1992), pp. 2802-2806.
[21] Oskolkov, A. P. and Shadiev, R. D., Non local problems in the theory of the motion equations
of Kelvin-Voight fluids, J. Math. Sci. 59 (1992), pp. 1206-1214.
[22] Oskolkov, A. P. and Shadiev, R. D., Towards a theory of global solvability on [0,∞] of initial-
boundary value problems for the equations of motion of Oldroyd and Kelvin-Voight fluids, J.
Math. Sci. 68 (1994), pp. 240-253.
[23] Pani, Amiya K. and Yuan, J. Y., Semidiscrete finite element Galerkin approximations to the
equations of motion arising in the Oldroyd model, IMA J. Numer. Anal. 25 (2005), pp. 750-782.
[24] Pani, Amiya K., Yuan, J. Y. and Damazio, P., On a linearized backward Euler method for
the equations of motion arising in the Oldroyd fluids of order one, SIAM J. Numer. Anal. 44
(2006), pp. 804-825.
[25] Pani, A. K., Pany, A. K., Damazio, P. and Yuan J. Y., a modified nonlinear spectral Galerkin
method to the equations of motion described by Kelvin-Voigt viscoelastic fluid flow model, Ap-
plicable Anal. 93 (2014), pp. 1587-1610
[26] Pany A. K., Bajpai S. and Pani A. K., Optimal Error Estimates for the Semidiscrete Galerkin
approximations to the Equations of Motion Described by Kelvin-Voigt Viscoelastic Fluid Flow
Model, J. Comput. Appl. Math. 302 (2016), pp. 234-257.
27
[27] Pany, A. K., Paikray, S., Padhy, S. and Pani A. K., Backward Euler schemes for the Kelvin-
Voigt viscoelastic fluid flow model, Int. J. Numer. Anal. Mod. 14 (2017), pp. 126-151.
[28] Pany A. K., Fully discrete second-order backward difference method for Kelvin-Voigt fluid flow
model , Numer. Algor. 78 (2018), pp. 1061-1086.
[29] Temam, R. , Navier-Stokes equations, theory and numerical analysis, North-Holland, Amster-
dam, 1984.
[30] Wang, K., Lin., Y. and He, Y., Asymptotic analysis of the equations of motion for viscoelastic
Oldroyd fluid, Discrete Contin. Dyn. Syst. 32 (2012), pp. 657-677.
[31] Wang, K., He, Y. and Feng, X., On error estimates of the fully discrete penalty method for the
viscoelastic flow problem, Int. J. Comput. Math 88 (2011), pp. 657-677.
h ‖u(tn)−Un‖L2 ‖u(tn)−Un‖L2 ‖u(tn)−Un‖L2 ‖u(tn)−Un‖L2
κ = 1 κ = 10−3 κ = 10−6 κ = 10−9
1/4 1.356182 1.575487 1.575615 1.575615
1/8 1.721053 1.784026 1.784008 1.784008
1/16 1.879115 1.895495 1.895489 1.895489
1/32 1.946837 1.950956 1.950955 1.950955
Table 1: Convergence rates for backward Euler method with k = O(h2) and κ→ 0.
h ‖u(tn)−Un‖H1 ‖u(tn)−Un‖H1 ‖u(tn)−Un‖H1 ‖u(tn)−Un‖H1
κ = 1 κ = 10−3 κ = 10−6 κ = 10−9
1/4 0.666127 0.810563 0.810686 0.810686
1/8 0.856391 0.903887 0.903874 0.903874
1/16 0.939755 0.952619 0.952616 0.952616
1/32 0.973984 0.977304 0.977303 0.977303
Table 2: Convergence rates for backward Euler method with k = O(h) and κ→ 0.
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Figure 1: Comparison of Navier-Stokes velocity and Kelvin-Voigt velocity components for Example
6.2.
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Figure 2: Velocity components for lid-driven cavity flow in Example 6.3.
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h ‖p(tn)− Pn‖L2 ‖p(tn)− Pn‖L2 ‖p(tn)− Pn‖L2 ‖p(tn)− Pn‖L2
κ = 1 κ = 10−3 κ = 10−6 κ = 10−9
1/4 0.935384 0.934915 0.934891 0.934891
1/8 0.962732 0.960305 0.960305 0.960305
1/16 0.982119 0.980954 0.980955 0.980955
1/32 0.991049 0.990312 0.990312 0.990312
Table 3: Convergence rates for backward Euler method with k = O(h2) and κ→ 0.
h ‖u(tn)−Un‖L2 ‖u(tn)−Un‖L2 ‖u(tn)−Un‖L2 ‖u(tn)−Un‖L2
κ = 1 κ = 10−2 κ = 10−4 κ = 0
1/2 0.156344 5.977491 29.31149 7.060819
1/4 0.083167 3.223425 26.16600 35.799670
1/8 0.027082 1.425267 1.810881 1.798025
1/16 0.007577 0.432046 0.500769 0.494285
1/32 0.001991 0.116965 0.130588 0.128835
Table 4: Regularization effect on velocity errors for backward Euler method with ν = 0.01, k = O(h2).
h ‖p(tn)− Pn‖L2 ‖p(tn)− Pn‖L2 ‖p(tn)− Pn‖L2 ‖p(tn)− Pn‖L2
κ = 1 κ = 10−2 κ = 10−4 κ = 0
1/2 3.057302 7.657372 160.344805 885.464339
1/4 1.290707 3.121213 204.368122 419.021951
1/8 0.589169 1.386778 1.1096204 1.089742
1/16 0.280954 0.327177 0.2832502 0.283915
1/32 0.137575 0.139234 0.1419708 0.142181
Table 5: Regularization effect on pressure errors for backward Euler method with ν = 0.01, k =
O(h2).
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