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Abstract. Perfect slice sampling is a method to turn Markov Chain Monte Carlo
(MCMC) samplers into exact generators for independent random variates. The
originally proposed method is rather slow and thus several improvements have
been suggested. However, two of them are erroneous. In this article we give a short
introduction to perfect slice sampling, point out incorrect methods, and give a new
improved version of the original algorithm.
Keywords: Markov chain Monte Carlo method, perfect slice sampling, coupling
from the past
1. Introduction
Markov Chain Monte Carlo (MCMC) samplers are very powerful meth-
ods for drawing random samples for quite arbitrary distributions. In
particular they are used in the case of simulations that invoke high
dimensional integrals. However, there are two serious drawbacks: they
produce dependent random variables (vectors); and they require some
burn-in phase for the convergence of the Markov chain to the station-
ary distribution. For its length only empirical rules-of-thumb exist. To
overcome these disadvantages Propp and Wilson (1996) suggested so
called perfect sampling algorithms that allow to turn Markov Chain
Monte Carlo (MCMC) samplers into exact algorithms without using
approximate convergence arguments. Although first developed for dis-
crete state spaces perfect sampling also can be applied to Markov chains
with state space Rd albeit this is not easy, see (Green and Murdoch,
2000; Wilson, 2000; Murdoch, 2000; Murdoch and Meng, 2001).
Coupling from the past (CFTP) suggested by Propp and Wilson
(1996) is probably the most popular of these perfect sampling algo-
∗ This work was supported by the Austrian Science Foundation (FWF), project
no. P16767-N12.
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rithms. The main building block of all CFTP algorithms is the ran-
domizing operation. It is a deterministic function φ taking as input the
state Xt of the chain X at time t and some intrinsic randomness Ut.
The randomizing operation returns the new output state
Xt+1 = φ(Xt, Ut) .
It can be seen as a kind of modified transition kernel. Roughly speaking
CFTP starts Markov chains from all possible points of the state space
at some time −T in the past. Using the randomizing operation with the
same intrinsic randomness these chains develop in parallel or coalesce.
If at time 0 all have coalesced in a single state this state is returned.
Otherwise the chains are restarted at some earlier time −T ′ < −T ; see
e.g. Wilson (2000), for a short tutorial.
In general it is not easy to give an explicit randomizing operation for
a Markov chain sampler. However, Mira et al. (2001) pointed out that
the slice sampler is well suited for a combination with the CFTP algo-
rithm as it is stochastically monotone with respect to the natural partial
ordering induced by the density f of the given distribution. Hence only
two chains (for the minimal and maximal starting point, resp.) have
to be run in parallel to keep track of coalescence that is necessary for
perfect sampling. A second useful property of the slice sampler is the
fact that it seems to be not difficult to find an implementation with a
natural possibility of coalescence.
The idea of perfect slice samplers was applied to different practical
problems by Casella et al. (2002) and Philippe and Robert (2003).
As the original version of the perfect slice samplers by Mira et al.
(2001) can require substantial computations in every iteration these
authors described a simpler and faster variant of the original algorithm.
However, their improvements are not correct.
In this article we propose a new variant that is simple and correct.
This paper is outlined as follows: Section 2 introduces the concept of
the perfect slice sampler. In Sect. 3 we shortly point out the error in the
improvement to the original algorithm. Section 4 collects the main ideas
of our proposed new algorithm. Details (Sect. 5) and computational
experiments (Sect. 6) are given.
2. The perfect slice sampler
We consider a density f(x) with x ∈ Rd. To sample from f the slice sam-
pler (see Mira et al., 2001, and the references given there) introduces
an auxiliary variable ε, which is uniformly distributed over (0, f(x)).
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The Markov chain of (x, ε), x ∈ Rd and ε ∈ R is then generated by the
transition kernel
(S1) ε ∼ U(0, f(X)) and (S2) X ∼ U(Af (ε)) ,
whereU(C) denotes the uniform distribution over the setC andAg(y) =
{x|g(x) ≥ y}. Thus the slice sampler can be described as a Gibbs
sampler for the uniform distribution over the region below the density.
Mira et al. (2001) pointed out that the slice sampler is well suited for a
combination with the CFTP algorithm as it is stochastically monotone
with respect to the natural partial ordering induced by f .
To be precise we define the ordering  such that
f(x) ≤ f(y) implies x  y .
Notice that such an ordering exists as for x, y with f(x) 6= f(y) we
find x  y if and only if f(x) < f(y). For the perfect slice sampler an
appropriate randomizing operation (called stochastic recursive sequence
by Mira et al. (2001)) is required that guarantees that the resulting
Markov chain is stochastically monotone. However, it is not easy to give
an explicit randomizing operation for a general slice sampler as the slice
sample includes uniform sampling over the set Af (ε) which depends on
Xt and changes at every recursion step. Recall that a Markov chain
X on a partially ordered space is stochastically monotone, if for all
z ∈ X, we have P (X1  z|X0 = x1) ≥ P (X1  z|X0 = x2) whenever
x1  x2 (Daley, 1967). Thus a proper randomizing operation φ(x,U)
must satisfy φ(x,U)  φ(y, U) for all U whenever x  y.
To facilitate the notation and to concentrate at the main point we
restrict our attention for the moment to the simple case of a bounded
monotone decreasing density f(x) on [0, 1]. Then we can easily formu-
late the probably simplest possible randomizing operation
φ0(x, V, U) = U f
−1(V f(x)) ,
where both U and V are U(0, 1) uniform variates. φ0 is simple and it
is not difficult to see that it is stochastically monotone with respect
to our ordering as for the same values of U and V , x  y clearly
implies φ0(x, V, U)  φ0(y, V, U), since for decreasing f , x  y implies
x ≥ y. But it is also clear that for this randomizing operation f(x) 6=
f(y) implies φ0(x, V, U) 6= φ0(y, V, U). Thus two distinct states can
never coalesce and φ0 is not a useful randomizing operation for perfect
sampling.
Mira et al. (2001) have solved this problem by replacing U by a
sequence W = (Wi) of uniform random variates. For the case of a
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monotone decreasing density f on [0, 1] it can be defined by the recur-
sion
W1 ∼ U(0, 1) and Wi ∼ U(0,Wi−1) .
Then they defined I(y) = inf{j : f(Wj) > y} and the randomizing
operation as
φ1(x, V,W) = WI(V f(x)) .
It is not difficult to show that I(V f(x)) is almost surely finite; thus we
only have to generate a finite subsequence of W. It is also obvious that
for a fixed V and a fixed sequence W the randomizing operation φ1
is stochastically monotone. It is also quite clear that φ1 maps different
values x and y into the same value whenever I(V f(x)) = I(V f(y)).
So there is some chance for coalescence. Another practical advantage
of φ1 is certainly that we do not need the inverse of the density. To
demonstrate how randomizing operations are used in CFTP algorithms
we give all necessary details as Algorithm 1. Notice that it is necessary
to reuse the random input Vt and Wt when the first trial with a given
T does not coalesce. Also note that for computing φ1(X
(0)
t , Vt,Wt) we
never need more elements of Wt than in previous trials as we start
from farer in the past and the slice sampler is monotone.
Algorithm 1 Perfect slice sampler Mira-Møller-Roberts
1: Set T ← 1.
2: loop
3: Set X
(1)
−T ← 0 and X
(0)
−T ← 1. /∗ Start at first and last point in order ∗/
4: for t = −T up to −1 do
5: if t < −T/2 then
6: Generate and store Vt ∼ U(0, 1) and sufficiently long part of
Wt.
7: else
8: Use stored values for Vt and Wt.
9: Set X
(0)
t+1 ← φ1(X
(0)
t , Vt,Wt). /∗ Step in chain of minimal element ∗/
10: Set X
(1)
t+1 ← φ1(X
(1)
t , Vt,Wt). /∗ Step in chain of maximal element ∗/
11: if X
(1)
0 = X
(0)
0 then /∗ Coalescence ∗/
12: return X
(0)
0 .
13: else
14: Set T ← 2T .
Algorithm 1 has an obvious disadvantage: We have to generate and
store the (possibly long) sequence of Wt for every time t necessary in
our simulation. It is possible to compute the expected length of that
sequence.
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THEOREM 1. For a monotone decreasing density f on [0, 1] and
X
(1)
t = 0 the expected length of the generated W -(sub-)sequence E (#Wi)
is
E (I(V f(0))) =
∫ 1
0
(1− log(x))
−f ′(x)
f(0)
dx .
Proof. If we denote p0 = f
−1(f(0)V ) it is clear that P (#Wi = 1) =
p0. To calculate the probability that #Wi = 2 we use thatW1 ∼ U(0, 1)
and get
P (#Wi = 2)
∫ 1
p0
P (#Wi = 2|W1 = w1) dw1
=
∫ 1
p0
p0
w1
dw1 = −p0 log(p0) .
For the case that #Wi = 3 we use that W2 ∼ U(0,W1) and get:
P (#Wi = 3) =
∫ 1
p0
∫ w1
p0
p0
w2
1
w1
dw2 dw1 =
1
2
p0 (log(p0))
2 ,
in a similar way we can find
P (#Wi = 4) = −
1
6
p0 (log(p0))
3 ,
and by induction
P (#Wi = i− 1) =
1
i!
p0 (− log(p0))
i .
Thus we have proven that for fixed p0, #Wi − 1 follows a Poisson
distribution with mean − log p0 and #Wi has expectation 1− log p0.
To finish the proof it is only necessary to find the distribution of P0 =
f−1(f(0)V ). We have
P (P0 ≤ x) = 1−
f(x)
f(0)
,
and thus P0 has the density −f
′(x)/f(0). With
E (#Wi) =
∫ 1
0
E (#Wi|P0 = x)
−f ′(x)
f(0)
dx =
∫ 1
0
(1− log(x))
−f ′(x)
f(0)
dx
our proof is finished.
Theorem 1 clearly indicates that for densities with a spike at 0 the
W -sequence is on average longer than for distributions with linear or
concave densities. For example, for the density f(x) = 2 − 2x on [0, 1]
we obtain E (#Wi) = 2 which is the same as the expected number
slice.tex; 10/12/2003; 12:11; p.5
6 W. Ho¨rmann and J. Leydold
of iterations for the naive rejection algorithm from a constant hat.
However, E (#Wi) is just the average length of the W -sequence we
have to generate in the first step of our recursion of the CFTP al-
gorithm. The situation gets even worse when we consider the family
of densities f(x) = max(2k(1 − k x), 0) on [0, 1] for k > 0. We then
find E (#Wi) = 2 + log(k). This is less than the expected number of
iterations for naive rejection which is 2 k. But the very simple rejection
Algorithm of Devroye (1986), Sect. VII.3, for monotone densities on
bounded domain (see also Chap. 6.1 in Ho¨rmann et al., 2004) has an
expected number of iterations equal to 1+log(2)+log(k) which is a bit
smaller than E (#Wi). If we remember that we have to repeat the steps
of our recursion of the CFTP algorithm several times and that even the
expected length of the W -sequence of the first step is larger than the
expected number of recursions in simple rejection algorithms this is a
clear indication that this realization of the perfect slice sampler is not
at all competitive with standard rejection algorithms.
One could argue that we have only discussed monotone distributions.
But if we try arbitrary bounded densities on [0, 1] we have to reformu-
late the randomizing operation. If we have no special trick available
to sample from a uniform distribution over the set Af (ε) we have to
use naive rejection to generate the W -sequence. In the first step of
the algorithm we have to sample U(0, 1) variates till V f(0) < f(U).
But this experiment is the same as rejection from a constant hat and
therefore takes the same expected number of trials. Thus this version
of the perfect slice sampler is not competitive for the general case as
well.
3. An incorrect improvement
In the light of the above theorem it would be of course much easier and
faster to use randomizing operation φ0 instead of φ1 as this would take
from us the load of generating theW -sequence. But we need some trick
to obtain a chance of coalescence. This is what Casella et al. (2002) and
Philippe and Robert (2003) have tried. Changed to our simple setting
of a monotone decreasing density on [0, 1] we formulate their methods
as Algorithm 2.
We can see that φ1 was replaced by φ0. Then it is enough to generate
a single variate U instead of the sequence W. To add the possibility
of coalescence they set X
(1)
t+1 ← X
(0)
t+1 for the case that f(X
(0)
t+1) is large
enough. Clearly Algorithm 2 needs no W -sequence. It is also obvious
that coalescence is possible and even the sequences X(0) and X(1) are
realizations of the slice sampler. However, when we implemented this
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Algorithm 2 Incorrect perfect slice sampler
1: Set T ← 1.
2: loop
3: Set X
(1)
−T ← 0 and X
(0)
−T ← 1.
4: for t = −T up to −1 do
5: if t < −T/2 then
6: Generate and store Vt ∼ U(0, 1) and Ut ∼ U(0, 1).
7: else
8: Use stored values for Vt and Ut.
9: Set X
(0)
t+1 ← φ0(X
(0)
t , Vt, Ut) = Ut f
−1(Vt f(X
(0)
t )).
10: if f(X
(0)
t+1) ≥ Vt f(X
(1)
t ) then
11: Set X
(1)
t+1 ← X
(0)
t+1.
12: else
13: Set U˜t ← Ut. /∗ Philippe and Robert (2003) ∗/
/∗ Or ∗/
Generate and store U˜t ∼ U(0, 1), (resp., use stored value).
/∗ Casella et al. (2002), Fig. 3 ∗/
14: Set X
(1)
t+1 ← φ0(X
(1)
t , Vt, U˜t) = U˜t f
−1(Vt f(X
(1)
t )).
15: if X
(1)
0 = X
(0)
0 then /∗ Coalescence ∗/
16: return X
(0)
0 .
17: else
18: Set T ← 2T .
algorithm and tested it using a χ2 goodness-of-fit test and large sample
sizes the p-value was always smaller than 0.001. After this observation
we checked the reason for this fact and found the following simple
explanation:
The sequence X(1) depends on the values of X(0) and is therefore not
following the same randomizing operation as X(0) itself. To be precise it
is not a randomizing operation at all as it takes as input also the state
of X(0). This observation alone is no proof that the algorithm is wrong.
But we can see for very simple examples that depending whether we
start with T = −1 or T = −2 Algorithm 2 produces different variates
which is against the fundamental idea of CFTP that coalescence can
only occur if the output is fully determined by the randomness pro-
duced so far. Starting farer in the past can never change this output if
the CFTP algorithm is correct. The following simple numerical example
shows that Algorithm 2 is not correct.
Example. We consider the density f(x) = 2 − 2x on (0,1). For
T = −1 we generate and store V−1 = 0.5 and U−1 = 0.1. We obtain
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X
(0)
0 ← φ0(X
(0)
−1 , 0.5, 0.1) = 0.1f
−1(0.5 f(1)) = 0.1. As f(0.1) = 1.8 >
V f(X
(1)
−1 ) = 1, X
(1)
0 is set to 0.1 as well. Coalescence is reached at time
t = 0 and we are finished.
For T = −2 we generate and store V−2 = 0.3 and U−2 = 0.2.
Similar to above we obtain X
(0)
−1 = X
(1)
−1 = 0.2. For the last step with
t = −1 we have to use V−1 = 0.5 and U−1 = 0.1 as above. We then get
X
(0)
0 = X
(1)
0 = 0.06. So starting at T = −2 leads to a different result
than starting with T = −1. This fact is not at all influenced by our
choice of the variant in Step 13 of Algorithm 2.
4. Multiscale coupling and the perfect slice sampler
Of course there remains the question whether it is possible to find
a correct version of perfect slice sampling without generating a W -
sequence. Wilson (2000) introduces layered multishift coupling which
is a randomizing operation that allows for coalescence when shifted
versions s + X for different values of s are generated for the Markov
chain. However, we cannot apply this method directly. In particular the
application to the second step (S2) of a general slice sampler would be
difficult as it may be multi-dimensional and depends on the density. For
the first step (S1) of the slice sampler, however, we have to generate
a uniform random variate between 0 and f(x); this means that for
different chains we have to generate uniform distributions with different
scale parameters. Thus we need layered multiscale coupling. This can
be done when we generate shifted versions of standard exponential
variates s + E with different shifts s = − log(f(x)). Then we have
exp(−s−E) ∼ U(0, f(x)) as desired and we have gained the chance of
coalescence.
Before we describe the details of the new algorithm we have to ex-
plain the layered multishift coupler and introduce the idea of multiscale
coupling. We follow Wilson (2000) but restrict ourselves to the standard
exponential distribution.
4.1. Layered multishift coupling
To generate a uniform random variate U(s, r+s), r > 0, with arbitrary
shift parameter s in a way that allows for coalescence in the case of
fixed r but different values for s we can use the following randomizing
operation
φu(s, r, U) = r ·
(⌊
s
r
+ 1− U
⌋
+ U
)
,
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where U denotes the U(0, 1) distributed random input. To see that we
really obtain the desired distribution we consider the case that s
r
+1−U
is an integer (clearly this can be the case for any fixed choice of s and
r as U ∼ U(0, 1)). In this case we obtain the largest possible value for
φu(s, r, U) which is equal to s + r. If
s
r
+ 1 − U is not an integer its
fractional part is subtracted by the floor operation. It is easy to see
that the fractional part of s
r
+1−U is a U(0, 1) random variate. Thus
a U(0, r) random variate is subtracted from the maximal possible value
s+r which shows that φu(s, r, U) is really a U(s, r+s) random variate.
Coalescence occurs for different shift parameters s1 and s2 if the
floor operation leads to the same integer for both values of s. For the
probability of coalescence we can easily find:
P (φu(s1, r, U) = φu(s2, r, U)) = P
(⌊
s1
r
+ 1− U
⌋
=
⌊
s2
r
+ 1− U
⌋)
=
= P
(⌊
|s1 − s2|
r
+ 1− U
⌋
= 0
)
= max
(
1−
|s1 − s2|
r
, 0
)
.
Note that this probability is the highest possible probability of co-
alescence as this is exactly the relative area of the intersection of the
intervals [s1, r+s1] and [s2, r+s2]. Clearly these intervals do not overlap
when |s1 − s2| > r.
4.2. Multiscale coupling
As we have explained above we need a randomizing operation for
shifted versions of the exponential distribution. In order to benefit
from randomizing operations similar to φu above we cannot generate
exponential random variates with the inversion method. Instead we
generate a random point (X,Y ) uniformly distributed on the area
between density and x-axis. Then we consider the “layer” with height
Y , i.e. all points between (0, Y ) and (R,Y ) with R = − log(Y ). It is not
difficult to see that if X, Y , and R are generated as described above the
random variate U ∼ U(0, R) is exponentially distributed. Clearly we
do not need X and the height Y of the layer explicitly, we just need R
and it is not difficult to show that R selected in the way described
above follows a Gamma(2) distribution with density x exp(−x). So
we can easily generate R directly either taking the logarithm of the
product of two uniform variates or, if we do not want to waste uniform
variates, we could use one of the very fast automatic methods for log-
concave densities (see Ho¨rmann et al., 2004). We can now define the new
randomizing operation for shifted versions of the standard exponential
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distribution:
φe(s,R,U) = R
(⌊
s
R
+ 1− U
⌋
+ U
)
,
where R denotes a Gamma(2) random variate and U an independent
U(0, 1) variate.
For fixed R = R0 we can use the result above to get the conditional
probability
P (coalesence|R = R0) = P (φe(s1, R0, U) = φe(s2, R0, U))
= 1− |s1 − s2|/R0 .
The unconditional probability of coalescence for random R is thus
E (P (coalesence)) =
∫ ∞
0
max
(
0, 1 −
|s1 − s2|
R
)
Re−R dR = e−|s1−s2| .
Note that this is again the maximal possible probability of coalescence.
5. The new perfect slice-sampler
To obtain the new version of the perfect slice sampler it is now enough
to collect the ideas of the last sections. First we define the randomizing
operation of the multiscale coupler for the uniform distributions on
(0, b):
φmu(b,R,U) = exp
(
−R
(⌊
− log(b)
R
+ 1− U
⌋
+ U
))
,
where again R denotes a Gamma(2) random variate and U an inde-
pendent U(0, 1) uniform variate. For two different value of b, b1 and b2,
the probability of coalescence follows directly from the result for the
multishift coupler and is exp(−| log(b1)− log(b2)|) = min(b1/b2, b2/b1),
again the maximal possible value. For the case of monotone decreasing
densities on R we could use the multiscale coupler for both the first
(vertical) and the second (horizontal) step of the slice sampler but our
empirical experiments indicated that using it only for the vertical step
results in practically the same performance. Therefore we are presenting
the details of a perfect slice sampler using multiscale coupling in the
first step as Algorithm 3.
The only thing left is that we have to consider the monotonicity
of the new randomizing operation. It is obvious that φmu is monotone
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Algorithm 3 New perfect slice sampler, monotone densities on [0, br]
1: Set T ← 1.
2: loop
3: Set X
(1)
−T ← 0 and X
(0)
−T ← br. /∗ Start at first and last point in order ∗/
4: for t = −T up to −1 do
5: if t < −T/2 then
6: Generate and store random variates Rt ∼ Gamma(2)
and Ut, Vt ∼ U(0, 1).
7: Set Y0 ← φmu(f(X
(0)
t ), Rt, Ut).
8: Set Y1 ← φmu(f(X
(1)
t ), Rt, Ut).
9: Set X
(0)
t+1 ← Vtf
−1(Y0). /∗ X0 uniformly distributed over Af (Y0) ∗/
10: Set X
(1)
t+1 ← Vtf
−1(Y1). /∗ X1 uniformly distributed over Af (Y1) ∗/
11: if X
(1)
0 = X
(0)
0 then /∗ Coalescence ∗/
12: return X
(0)
0 .
13: else
14: Set T ← 2T .
in its first variable. Thus monotonicity is guaranteed for monotone
densities on R as the second step of the randomizing operation
φ(2)(V,U) = U f
−1(V ) ,
is clearly monotone.
For other densities and the multivariate case it is necessary to define
the second step of the randomizing operation φ(2)(V,U) in a monotone
way. Thus for fixed V , φ(2)(V,U) ∼ U(Af (V )) is not enough. We also
need that for a fixed randomness (vector or sequence) U , V < V˜ implies
φ(2)(V,U)  φ(2)(V˜ , U). This can be reached by naive rejection from
the uniform distribution over the total domain but then the algorithm
will have a very poor performance for most distributions. So the success
of any version of the perfect slice sampling algorithm mainly depends
on a good way to sample from the uniform distribution over the set
Af (V ) for all possible values of V .
6. Computational experience
We have coded Algorithm 3 and tested it for the standard exponential
and for the Cauchy distribution both restricted to the intervals [0, 1],
[0, 10], [0, 100], and [0, 1000]. Table I reports our numerical results for
the expected necessary length of the chain and compares it with the
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Table I. Performance of Algorithm 3 compared to rejection
new perfect naive rejection
domain slice sampler rejection with known
∫
f
exponential [0,1] 1.94 1.58 1.46
exponential [0,10] 5.76 10.00 3.30
exponential [0,100] 9.29 100 5.61
exponential [0,1000] 12.81 1000 7.91
Cauchy [0,1] 1.64 1.27 1.24
Cauchy [0,10] 5.54 6.80 2.91
Cauchy [0,100] 11.72 64.07 5.16
Cauchy [0,1000] 18.34 637.03 7.56
expected number of repetitions for the naive rejection algorithm and
for the rejection algorithm using the knowledge of the area below the
density (see Ho¨rmann et al., 2004, p. 128, Algorithm 6.2).
The results of Table I indicate that for the case that the area below
the density is unknown and the naive (constant) hat has a very bad fit
the new algorithm is superior to all other known naive algorithms.
7. Conclusions
We have developed a new perfect slice sampling algorithm that consid-
erably improves an existing algorithm and corrects a wrong algorithm
given in the literature. The new algorithm outperforms simple auto-
matic rejection algorithms for the case of long-tailed distributions with
unknown area below the (non-normalized) density.
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