of the Negotiations, Organizations and Markets group at Harvard Business School for sharing key insights. We alone are responsible for errors, oversights and faulty reasoning.
Introduction
We are setting out to write a series of working papers whose purpose is to explore a variety of institutional forms that can be used to exploit a "technology of design." We are looking for forms that are institutions in the sense defined by Aoki (2001) . Such institutions can be conceptualized and analyzed as equilibria of socially constructed, repeated games.
1
The premise of this investigation is that institutional forms are built on "technological substrates." Substrates define and delimit what is physically possible in nature. Therefore, the technological substrate of a set of institutional forms defines both the opportunities open to and natural constraints imposed on the forms. On top of the technological substrate, human beings may construct institutional forms, either consciously by design, or in a decentralized, "evolutionary" manner. The institutional forms are social mechanisms and structures that make it possible to realize the opportunities of the substrate without violating its physical or logical constraints.
Thus, we stipulate, the purpose of institutional forms is to "solve" problems of action posed by a technological substrate. For any given technological substrate, however, several institutional forms may be effective. 2 What are these forms? How do they work? How well do they perform? And how they are related to one another, ie, can they coexist? These are the main questions that we will address in this investigation.
The particular technological substrate investigated here is a "technology of design." We posit a population of qualified individuals called "designers," who repeatedly encounter and solve design problems. Their problems have a particular structure in which designers try to find the best of many possible solutions created by independent trials or experiments. We call this a "Q(k) structure," which we formally define below. In Design Rules, Volume 1, we offered evidence to the effect that Q(k) structures correspond to the way real design problems present themselves to designers in the computer industry. 3 Here we are building on that prior work.
1 Aoki, 2001 . See also Greif, 1994 Greif, , 1997 Young, 1998. 2 Aoki, 2001. 3 Q(k) lies at the heart of the six modular operators described in Baldwin and Clark, 2000. The solving of problems creates new designs, which in turn cause the technological substrate of designs to evolve. In this fashion, a dynamic substrate is an important feature of the the designers' world. It is at once their collective product, and something that no single designer controls. In this setting, institutions are needed in order to promote information sharing; to coordinate effort; and to reward designers for their effort and accomplishments.
In our investigation, we will consider three paradigmatic institutional forms in relation to the technological substrate of design:
• A "guild," which might also be called a professional association;
• A monopolistic firm; and • A cluster of firms.
The modeling approach used in this analysis is evolutionary game theory. This approach presumes that there is a population of types (agents, animals, genes, designers) that interact with their environment and each other in some regular way. Because we are after an understanding of stable insitutional forms, we will pay special attention to the equilibria that emerge out of these interactions.
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The designers' types are the above-named institutional forms: "Guild," "Monopoly," and "Cluster." One can think of each designer as belonging to, or being employed in, one of the three institutional forms.
Our work on the institutions that support design processes is organized into a series of papers as follows. This one, the first, sets up a "model world," and a base case. In Section 2, we characterize the technological substrate of design activity and begin to define the designers'
preferences. In our specification, we make a crucial assumption: that designers have preferences with respect to the substrate, as well as preferences over standard variables, such as wealth and effort. In Section 3, we define a base case: an economic environment that "puts the designers to work," but causes their efforts to be separate and uncoordinated. In Section 4, we show how the pooling of design solutions and the coordination of designers' efforts generates a (potentially large) surplus for designers and society. We also consider what is necessary for the pooling of solutions and the coordination of effort to occur. These are technical requirements that must be satisfied by effective institutional forms that "operate" on this substrate.
The technical requirements of institutional forms define their purpose in a particular setting. To the technical requirements, we add an economic requirement: the institutional form must "break-even" in a financial sense vis a vis the greater economy. By this we mean that the financial cost of sustaining the institutional form must not exceed the benefits obtained by those who directly pay for it. We label this the "sufficiency constraint."
In our model world, institutional forms must fulfill a purpose in relation to their substrate and they must be financially sufficient. Then, and only then, can they form the basis of self-sustaining shared beliefs, hence be institutions under Aoki's definition.
In subsequent papers, we will define the three institutional forms named above; evaluate their effectiveness; and characterize their behavior (performance) under binding sufficiency constraints. We do this first for a guild (G), then for a monopoly (M), then a cluster (C).
Initially, we consider competition between institutional forms within a single Q(k) design process. Later, however, we will enlarge our view to consider multiple and heterogeneous Q(k) processes such as would characterize an evolving modular system (cf. Baldwin and Clark, 2000) .
We will show that each of the three institutional forms is best adapted to a different set of Q(k)
processes. This means that the three forms can coexist in equilibrium in a sufficiently large and diverse modular system.
However, we will also show that a monopoly has "evolutionary interests" that are opposed to those of the guild and the cluster. In other words, on the same technological substrate, a system of designs controlled by a monopoly will evolve toward a different structure (architecture) than a system of designs controlled by a guild or a cluster. We then consider the implications of this result for inter-system competition.
population that is stable in response to "invasions" by competing types. The biological idea is that an ESS is robust against mutations: the alternatives types cannot gain a foothold in the population.
The Technological Substrate of Design
Our analysis takes place in the following technological context (a "technological substrate"):
Designers and Their Problem-Solving Domain
1) In some specific economic domain, there are problems whose existence is known, but whose solutions are unknown ex ante.
2) There is a population of professional "problem solvers" in the domain, whom we call designers.
3) The class of designers is closed: to be a designer in the domain requires specialized talents and training.
4) The number of problems known to the population of designers at any given time is denoted M. Designers have bounded cognition, thus M is finite but may be quite large. Moreover, as particular problems are solved, new ones may come to be perceived by the designers, thus replenishing the pool of problems.
5) For each specific problem (each member of the pool of problems), there are multiple problem-solving paths leading to different solutions. Solutions to problems can be generated at the cost of effort.
6) The same problem can arise many times. We will call the separate occurrences of a single problem the instances of that problem. 9) However, in addition to being available, a solution must be known to a designer in order to be used to solve an instance of a specific problem.
Design Effort and the Use of Solutions

The Quality of Solutions
10) The quality of solutions to a given problem can be measured. Let the scale of measurement be called "x." The x-scale ranges over positive and negative numbers, and is continuous.
Higher x's are better.
11) For convenience, the best prior solution to the problem is located at the origin x=0. As part of their training, all designers are assumed to know this prior solution (the "textbook solution").
12) All designers agree on the metric x. In particular, given a set of candidate solutions, all designers will agree on which is best (has highest x). . In that eventuality, we assume that a designer can fall back on the the the previously known solution, and achieve x = 0. This is a basic "designer's option." 6 15) R(k) is an ex ante expectation. An ex post realization of the highest x among k independent solutions drawn from the distribution G(x) will be denoted R*(k). As usual, R(k) = R*(k) + ε, where E(ε) = 0. any instances of a specific problem they might encounter.
Designers' Preferences
19) Designers can forecast changes in wealth, effort and expected design quality. They have well-defined, rational preferences over all points in the subspace defined by these M+2
variables. 7 Furthermore, in allocating their time, they are one-period-look-ahead utility maximizers, whose per-period utility function is:
where w denotes income received at the end of the period, x i denotes the end-of-period quality of design solution for the i th known problem, and e denotes intra-period effort.
(Note: In a dynamic programming context, a designer's short-term preference for higher quality designs may be a direct aesthetic preference, or a derived preference for lower effort in the future. In the latter case, the quality of known design solutions functions like an asset for the designer.) 7 For simplicity, we assume that the designers are risk neutral with respect to design quality.
The Base-Case Local System Has High Transaction Costs, No Information Sharing and No Coordination
Our objective in this section is to specify a "base case" economic environment that can serve as the starting point of our analysis of comparative institutional forms. In our analysis, we want institutions to arise endogenously, as solutions to the problems posed by the technology (in this case, the technology of design). However, it is impossible to start this type of analysis in an institution-free world.
8 Thus for analytic purposes, we shall divide the model world into two parts: the "greater economy" and the "local system."
The greater economy, we assume, is a large and complex social and economic system. It has many technologies and institutions, which are exogenous to our model.
The local system is our unit of analysis. It consists of:
• a particular technological substrate, which defines opportunities;
• players ("actors") who can realize the opportunities and benefit from their realization; and • institutional forms that structure the players' actions and interactions.
As the starting point of our analysis, we want to define a local system and endow it with the generic institutional forms characteristic of the greater economy. Thus, if the greater economy uses money and credit, has corporations, and utilizes contracts, we will assume that actors in the local system may use money and credit, create corporations, and enter into contracts.
But, crucially, at the start of the analysis, the local system should not have specialized institutional forms that address the specific needs of the particular technological substrate.
Instead, we view specialized institutional forms as endogenous: such forms will be the focus of our analysis in sections that follow.
We maintain that in the real world, specialized institutional forms may be constructed on particular technological substrates for the following purposes:
• To reduce frictional transactions costs, including, but not limited to, search costs;
• To enable the collection, sharing and dissemination of information insofar as those activities are valuable within the substrate; • To facilitate coordination insofar as it is valuable within the substrate.
On this view, for example, supermarkets are a specialized institutional form which, in the late 20 th Century in the US, reduced the cost of searching for food and other household supplies;
they replaced open-air markets as well as the shops of "butchers, bakers and candlestickmakers," which performed the same functions in earlier centuries. 9 Symmetrically, train, bus and airline schedules are specialized institutional forms that collect and disseminate information to travelers and carriers; and reservation systems are specialized institutional forms that facilitate the coordination of travel plans. As an institutional form, supermarkets were constructed on a complex technological substrate of food supply and distribution; schedules and reservation systems rest on the technological substrates of their particular modes of transport and communication.
If our assumption about the purpose of specialized institutional forms is true in the real world, then in our model world, the base-case local system (the local system without specialized institutional forms) should have relatively high frictional transactions costs; high information costs; and low degrees of coordination within the substrate. Specialized institutional forms can then be introduced into the local system, where they will act as "mutations" in the standard evolutionary game theoretic manner. 10 In general, useful forms will "move" the "local system" (consisting of the technological substrate, the players, and the forms themselves) closer to the neo-classical ideal of frictionless transactions, perfect information, and full coordination.
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In what follows, we assume that our designers and their problems are lodged in a market economy of the late 20 t h Century. 12 In particular, the "greater" economy supports voluntary bilateral transactions, bilateral formal contracts and bilateral relational (self-enforcing)
contracts. The greater economy also has consumers, firms, money, and methods of valuing future expected cash flows. However, in the greater economy, searching, transacting, enforcing contracts, collecting and publishing information, coordinating actions, forecasting, and 9 Braudel, 1982. 10 Maynard Smith, 1982; Gintis, 2000; Aoki, 2001 . See also, Dawkins, 1989; Lumsden and Wilson, 1981. 11 Merton and Bodie argue that "moving the system" closer to the neo-classical ideal of perfect markets is the role of essentially all financial institutions. (Private communication, December 2000; see also, Merton and Bodie, 1995.) 12 They do not operate in, for example, a tribe, a peasant village, or a Renaissance city.
measuring economic value are all costly. Furthermore, non-standardized, one-off searches, transactions, contracts, etc. are more costly than standardized searches, transactions, contracts, etc. Finally, precise forecasting and accurate measurement of economic value are more costly than imprecise forecasting and approximate measurement.
We must now link the greater economy to the designers' local system. We do this by defining a set of actors called "users." Users create a demand for designers' services and allow them to be paid for what they do.
Users in the Problem Solving Domain
1) In the greater economy, there are entities called "users." Users are willing to pay designers to solve (instances of) problems. In some circumstances, users will be willing to pay more for better solutions to their problems. (We will discuss what those circumstances are below.)
2) With respect to designs, users are risk-neutral expected value maximizers. For most purposes, they can be thought of as firms.
Users' Economic Payoffs
3) Consider a specific problem, with its associated x-scale (defined above). We assume there is a mapping x -> v(x), where v(x) represents the money a user is (or should be) willing to pay for a solution of quality x to that problem. 13 We further assume that v(x) is non-decreasing and quasi-concave in x, and that v(0) = w, a known value.
4) Let F(v(x)) = G(x). In other words, the distribution F(v) is induced on the scale v (measured in dollars) by the distribution G(x). F(v) is the distribution of economic payoffs associated with
the designers' efforts to solve problems.
5) For future reference, define Q(k) symmetrically with R(k) as follows:
In words, Q(k) is the expected value of the most valuable solution among k independent solutions drawn from the distribution F(v). As before, solutions that are worth less than w (the benchmark) are replaced by w. This truncation reflects the designer's option to fall back on the previously known, textbook solution, whose value is w. 6) Symmetrically with R*(k), define Q*(k) as the ex post realization of the highest v among k independent solutions drawn from the distribution F(v).
Users' Information and Contracting Constraints
7) Before the fact, users know they have problems, but they do not know x (how to compare solutions) nor G(x) (the distribution of performance as a function of designers' efforts).
Therefore, when contracting to get their problems solved, users do not know F(v(x)) in any detail.
8) Nevertheless, designers must be paid ex ante for their efforts (they have to eat!).
9) After the fact, a user can compare the actual values of a designer's solutions to actual payments made to that designer (the designer's remuneration). However (as is usual in this economy), more precise measurements of value are more costly than less precise measurements.
Completing the Base Case: Bilateral Contracts in a "Robinson Crusoe" Design Economy
At this point in our analysis, the technological substrate of our local system is the socalled "Q(k) design process", and the actors are the designers and users. We now need to specify the way in which the designers and users interact. The institutional forms that result will round out our specification of the base-case local system.
For simplicity, let us assume that there are n users and n designers, and that each userdesigner pair has (the same) M known problems to be solved. After receiving their training, because communication and coordination are costly, the designers do not communicate with each other, nor do they attempt to coordinate their efforts in any way. This is a "Robinson
Crusoe" type of design economy.
Under the assumptions we have laid out, one feasible form of contract between designers and users is a simple bilateral "contingent renewal" contract: 14 Under this contract, the user will retain the services of the designer over some fixed contract period, T, where T is a parameter of the contract. The user will pay the designer a per-period fee or wage, ω, which is also a parameter of the contract. During the contract period, the designer will work on the user's problems according to the designer's own priority rankings. At the end of the contract period, the user will assess the economic value of the designer's work, and decide whether to continue to employ the designer.
Our assumptions give designers sole control over the choice of problems and the development (or choice) of solutions. We think of designers as highly skilled professionals with expertise not available to the users. Hence, the way designers rank problems and allocate effort to them is an important feature of the local system.
We have said that designers place positive values on wealth, and the quality of solutions,
and negative values on effort. We also stipulate that, in order to earn his or her remuneration, ω, each designer must put in some basic level of effort, e, in each problem-solving interval; however, this condition can be satisfied by applying the "textbook solution" to each problem. This is implied by the assumption that v(0)=w, as long as ω ≤ w.
Alternatively, a designer can try to devise a new solution to a specific problem: each attempt to find a new solution requires an additional quantity of effort, ∆e. Under our base-case assumptions, new solutions will not affect the designer's remuneration, but they will affect the designer's utility. We derive the designer's optimal decision rule below.
This very basic bilateral contract -user hires designer for T periods; designer selects problems and allocates effort to find or use solutions; user pays designer and claims value (such as it is) -completes the base-case local system. We have a technological substrate, the set of players and an institutional form. But we have yet to determine whether this local system is 14 Gintis, 1976; Shapiro and Stiglitz, 1984; Bowles, Gintis and Osborne, 2001. stable. In other words, does the system have the properties of an Aoki-type institution? In fact, there are two parts to the question: 1) Does the bilateral contract we have specified give rise to an equilibrium in the game played between users and designers? And 2) does the local system create sufficient value to warrant its continuation? To address these questions we must define more carefully the nature of the game and the potential payoffs to the designers and users.
The Contingent Renewal Contract Game
Because of the "contingent renewal" character of the bilateral contract, we can frame the relationship between user and designer as a simple game. At the beginning of the contract, a specific user-designer pair can choose end dates ranging from 1 (the time needed to solve one problem) to T max (the designer's lifetime). At the end of each contract interval, the user will measure the economic value of the designer's work incurring measurement costs. The designer and user will then have symmetric options to continue the relationship, or split up and search for new partners (incurring search costs). In addition, the user will have the option of not employing a designer over the next contract interval. The bilateral contract form offers a spectrum of possible wage rates and contract intervals. In the spectrum of contract intervals, T=1 corresponds to a spot market in problems;
T=T max is equivalent to lifetime employment. In general, the optimal contract interval (optimal T) will be a function of search, measurement, and other costs of returning to the market or renegotiating the contract's terms.
We examine below the payoffs and equilibria associated with this game. We consider first, the designer's optimal choice of action within the contract interval; and second, the user's financial considerations. We then show that the base-case local system can support a financially sufficient contractual equilbrium. As a result, the local system can be an institution in the sense defined by Aoki:
An institution is a self-sustaining system of shared beliefs about how the game is played. Its substance is a compressed representation of the salient, invariant features of an equilibrium path, perceived by almost all the agents in the domain as relevant to their own strategic choices. As such it governs the strategic interactions of agents in a selfenforcing manner and in turn is reproduced by their actual choices in a continually changing environment. 
The Designer's Decision Rule in a "Robinson Crusoe" Design Economy
We have assumed that a designer can choose (1) to solve one problem per problemsolving interval, or (2) to apply the textbook solution to some problem. Although there are T problem-solving intervals in each contract interval, the designer can select problems one at a
time. An individually-rational, one-step-look-ahead rule for allocating effort is then:
At the beginning of each problem-solving interval, let each designer review the M known problems, and rank them on the basis of R(1), the expected benefit obtained from one draw from the distribution, G(x):
Without loss of generality, let the first x-scale, x 1 , in the designer's utility function correspond to the problem with the highest R(1). Since all problems demand the same 15 Aoki, 2001, p. 26. amount of effort, and solutions have no effect on income, a utility-maximizing designer will choose to work on that problem, if any.
Let each designer then compare the utility of working on that problem, with the utility of using the textbook solution there and elsewhere. It follows that the designer will voluntarily work on the problem, if and only if:
u(w, R(1), …, 0, e + ∆e) > u(w, 0, …, 0, e) Otherwise, the designer will expend less effort, and use the textbook solution to solve a randomly selected "problem of the moment." The designer will also be aware of the textbook solutions to the M-1 known problems.
Because we have framed the designer's problem as a discrete choice, the above procedure is a utility-maximizing decision rule as long as the designers are isolated one from another.
Note that for the designers in the base-case local system, extra effort expended on solving problems is rewarded by an increase in the quality of those specific designs. Such design improvements directly increase the designer's utility, hence are an end in themselves. From the designer's point of view, the economic benefits that may accrue to the user and/or society are strictly incidental: they a pure byproduct of the designer's efforts. 
The User's Financial Considerations; Sufficiency
We have said that the "Q(k) design process", the users and the designers and the institutional form of a bilateral, contingent renewal contract constitute "the base-case local system." In a market economy, every local system has a financial "footprint," that is, it has cash inflows and outflows, and corresponding payors and payees. In our base-case local system, the users are the payors and the designers are payees.
We will say that a local system (with attendant institutional forms) is financially sufficient (or just sufficient), if the payors' willingness to pay for the products of the system exceeds the 16 Notice that there is a free lunch here. It arises because designers are both producers and consumers of their designs; and users are consumers of designs. This may be an example of "incentive-enhancing preferences." (Bowles, Gintis, Osbourne, 2001.) financial outflows from the system. We label the difference between willingness to pay and cash outflows the "net financial value of the local system," NFV LS : In market economies, which rely on voluntary transactions and contracts, sufficiency is a basic pre-requisite for stability in a local system. 17 By definition, insufficient local systems are either bankrupt or being subsidized. If bankrupt, they cannot participate in market exchanges.
Bankrupt local systems must either be reorganized so as to achieve sufficiency, or go out of existence. By the same token, subsidized local systems can continue to exist only so long as the subsidies continue.
Conversely, in market economies, sufficient local systems generally have (and are assumed to have) the right to exist without interference.
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The patterns formed by local systems in a large economy may be quite complex. One common pattern is for a smaller local system to be "nested" inside a larger one. This is, in fact, the relationship between our base-case local system and the corresponding user firm. Each designer-user contractual dyad resides within a specific user firm. The user firm in turn is a local system (of linked institutions) that resides in a greater economy.
17 Sufficiency is at once weaker, less ambiguous, and more universal than the better-known economic criterion of "efficiency." Efficiency implies an "optimal" allocation of resources, a maximization of something (see Samuelson, 1970) . However, the optimization often lies in the eye of the beholder: A and B value different things, hence would optimize the allocation of resources in different ways.
18 Some sufficient local systems may be deemed illegal, hence not have the right to exist. For example, Napster was a new and sufficient local system that turned out not to have the right to exist! But in a market economy, the presumption is that most sufficient local systems, e.g., contracts, markets, corporations, commercial clusters etc., do have the right to exist. Note that this presumption is itself an institution under Aoki's definition, (quoted above).
In cases of nesting, the test of financial sufficiency must be applied at every level of the hierarchy of institutions. Contracts lodged within bankrupt organizations are not sufficient, hence not stable; organizations lodged withing bankrupt economies are not sufficient, hence not stable.
Formally, we can introduce a "sufficiency constraint" or "sufficiency test" into any economic game by giving those who pay for the system an outside option: to "play" or "not play." In fact, we have already done this in the contingent contract renewal game (see Figure 1 above): in addition to the strategies "Stay" and "Search", we have said that the user has the option not to employ a designer over the next contract interval.
A complexity arises, however, because under our assumptions the user must contract for the designer's services before the fact, but can only measure the designer's output after the fact.
The payoffs in the contracting game are thus expected payoffs, which the user and the designer must assess in some fashion. The designer, however, knows the nature of both the technological substrate and his or her own decision rule. The user, in contrast, can only measure (at some cost) what the local system contributed over the past contracting intervals.
We will now prove that the base-case local system can be financially sufficient, according to a user's ex post analysis. Proposition 1. Consider one designer-user pair as a local system. If the designer applies the individually rational, one-step-look-ahead decision rule described above; if the user-firm can charge its customers their full willingness-to-pay for superior designs; and if the designer's wage rate ω is such that:
where m is the user's measurement cost; 19 then in the user's ex post analysis, the contingentcontract local system will be financially sufficient. 19 We are simplifying here by assuming that the cost of measurement is an exogenous parameter. In reality, measurement systems are institutions in their own right: they have technological substrates and actors, and they require self-sustaining incentives and shared beliefs.
Note, however, that in the base-case model world, the equilibrium measurement system for each designeruser pair is likely to be very imprecise. By assumption, the users will capture the entire financial surplus, thus they do not have incentives to measure the designers' contributions very precisely. The designers, for
Proof:
The designer's time is the resource being used: it is being paid for at the per-period rate, ω. From the perspective of each designer, ω is a market wage. By assumption it is high enough to allow the designer to live in the greater economy. (Designers are not bankrupt, and their families are not starving.)
Let the contract interval be T. Suppose, for τ ≤ T periods, the designer expends extra effort to seek new solutions to his problems; for T-τ periods, the designer uses the textbook solution, and expends no extra effort. Ignoring the order in which problems are solved, the net financial value of the local system is:
Because of the designer's option to reject inferior solutions:
Thus by substitution:
The second inequality is strict if ω < w -m/T, as we have assumed. Therefore, for the user, the local system is sufficient in ex post analysis: after the fact, it will have generated more financial value than it consumed. QED The premises of Proposition 1 are sufficient conditions for the contingent-contract local system to generate a financial surplus for the user-firm. They are not necessary conditions, however. Particular designer-user pairs can make their own local systems financially sufficient in other ways. For example, a designer might bargain for a higher wage rate: ω > w -m/T; and their part, do not have a methodology by which to measure the financial value of their own problem-solving efforts. Finally, for any one designer-user dyad, the costs of designing a precise and mutually credible measurement system may completely negate the net financial value generated by their contractual arrangement. This is what it means to be in a high-friction, high-transactions-cost, high-information-cost environment! make it sufficient to her user-firm by delivering a series of easily measured design improvements (Q*'s with low m's).
The Base-Case Local System Supports an Aoki-type Institution If Users Believe It is Sufficient
We can now specify the payoffs in each cell of the contract renewal game between the user and the designer. The normal form of the game is shown in Figure 2 , which should be read as follows:
• The user's choices are to stay with the present designer, search for a new designer, or discontinue the employment of any designer. The user's payoffs are expectations, denominated in dollars over the next contract interval.
• The designer's choices are to stay with the present contract or search. The designer's payoffs are expected utilities over the next contract interval.
• If both stay, neither incurs search costs.
• If the designer searches, then he or she incurs search costs: in expectation, wealth goes down by S, and effort goes up by s, relative to staying with the present contract.
• If the user searches, it incurs a search cost, S, which reduces the expected NFV of the local system; if the user stays, but the designer searches, the user incurs the same search cost. Finally, if the user discontinues the contract, it receives a zero payoff.
• If the user searches or discontinues but the designer stays, the designer is unilaterally terminated. The designer obtains the lowest possible utility, u min , in that case.
In the presence of positive search costs, there are two potential Nash equilibria in this game: Stay-Stay and Discontinue-Search. They are denoted by dark borders around the corresponding cells.
The user's perception of the sufficiency of the local system determines the nature and number of
Nash equilibria of this game. If the user believes that the local system will be sufficient, then E(NFV LS ) > 0, and the unique Nash equilibrium is Stay-Stay. In contrast, if the user believes that the local system will be strictly insufficient, then E(NFV LS ) < 0, and the unique Nash equilibrium is Discontinue-Search. Finally, if the user believes that E(NFV LS ) = 0, then there are two Nash equilibria. Thus we have shown that the base-case local system consisting of:
• the Q(k) design process, • the designers, • the users, and • a bilateral contingent renewal contract;
can be sufficient in a Robinson Crusoe design economy. Moreover, if the local system is perceived to be sufficient by the users, it will support a contractual equilibrium between users and designers. Finally each local system that supports an equilibrium can be an institution as defined by Aoki (2001) .
Still the Robinson-Crusoe-type design economy, with its associated institutions, is a long way from being "as good as it could be." Indeed, there are two immediate targets of opportunity in the technological substrate. They are:
• pooling designers' solutions;
• coordinating designers' choice of problems.
In the next section, we will show how pooling and coordination unlock value from the technological substrate. Such value may be sufficient to "pay for" the creation of new, specialized institutional forms, whose purpose is to reduce the frictional costs of pooling and coordination.
Solving The Problems of the Q(k) Technological Substrate
Pooling Solutions
Suppose that by some low-cost mechanism designers can publish their solutions and read other designer's solutions to the M known problems. Each designer can then apply, not just his or her own solution, but the best solution devised by any designer. Because solutions are nonexclusive information goods, there is potentially a very large social surplus in such a pooling arrangement.
To fix ideas, let the time pointer be set at the end of a problem-solving interval. Assume that, during the previous period, each of the n designers worked on the first of the M problems. b. An institution that allows designers to publish their solutions increases the ex ante utility of all designers.
Proof: 2a. A designer, i, who accesses the pool gets a higher utility than one who does not if: u(w, R 1 *(n), …, e + ∆e) > u(w, R 1 *(1), …, e + ∆e) .
By definition:
R 1 *(n) = max R 1 *(1) . n Thus, for n-1 of the designers, participation in the pool strictly increases their ex post utility. For one designer, R*(1) = R*(n), and participation in the pool is a break-even proposition.
2b. Ex ante a designer does not know where his solution will rank in the pool of all solutions. By the properties of order statistics, the truncated expectation of the best of n solutions is greater than the truncated expectation of one solution:
u(w, R 1 (n), …, e + ∆e) > u(w, R 1 (1), …, e + ∆e) .
Thus ex ante, all designers have something to gain from being in the pool. QED Note 1: Result b implies (under suitable assumptions about utility) that the designers will voluntarily bear some cost in terms of money and/or effort in order to create and maintain the pool. Therefore, if its costs are low enough, the pool will be sufficient! Note 2: Result b can also serve as the basis of an ongoing relational contract between individual designers and the pool. Even if ex post the designer with the highest-value solution only breaks even, in expectation, he/she still benefits from membership.
Note 3: This is a new game between designers and the pool of all other designers. The new game is "orthogonal" to the bilateral contract game previously defined between designers and user-firms.
The pooling of solutions "solves" one of the problems of the technological substrate: how to get the best known solution to each problem used everywhere that it is applicable. Proposition 2 implies that it may be possible for the designers to create and sustain a pool through a selfenforcing relational contract.
The key factors that enable such a contract are:
• design solutions are non-exclusive, i.e., their use in one place does not preclude their use in another; • designers individually value better solutions regardless of their authorship; and • ex ante, designers do not know how good their future solutions will be relative to those of others in the pool.
If any of these three conditions is violated, the basis for a voluntary, self-enforcing, relational contract will disappear.
The existence of a designers' pool greatly increases the economic value of designers as a class. In the base case, the n user-firms "captured" the net financial value of the designs, and the NFV of each dyadic local system was:
(where BC stands for Base Case).
In contrast, if there is a pool, and the user-firms continue to capture the net financial value of the designs, then:
> 0 .
Here P stands for Pool.
By definition, for each problem:
Q 1 *(n) = max Q 1 *(1) ; n and, almost certainly, different designers would have been responsible for the best solution in different problem-solving intervals (recall that the contract interval, T, spans several problemsolving intervals). Therefore, every user-firm is better off under the pooled arrangement than under the Robinson-Crusoe base case.
The Potential for a "Dissipated " Surplus
We must acknowledge a subtlety here, however. In the base case, users applied different solutions to their instances of particular problems. Many would have used the textbook solution;
others would have used new solutions devised by their own designers. In the pooled arrangement, however, users all apply the same solution to each instance of a particular problem.
Competition thrives on differences. In the Robinson Crusoe design economy, users with better solutions might have charged higher prices for their products. "Rents" on superior designs would then have been captured by those user-firms. In contrast, in the pooled-solution design economy, there are no differences in the quality of solutions across user-firms. As a result, superior designs cannot be a source of competitive advantage, and therefore user-firms may not be able to capture rents from them.
The financial value of the superior designs is not lost, however: it is passed through to the end-users, i.e., the customers of the user-firms, as a consumer surplus.
Even if the design surplus is captured by end-users, however, the bilateral contract between user-firms and designers remains sufficient. No user-firm can afford not to have a designer: in fact, to be competitive, each must have a designer who is "in the pool." Thus, in the pooled-solution design economy, designers' services may become a "cost of doing business," but not a source of competitive advantage for the user-firms.
This example, which we label a "dissipated surplus," illustrates some of the complexities caused by nested local systems. A dissipated surplus can be an enticing target of opportunity for a rent-seeking union or monopolist. However, such rent-seekers will need to invent new, specialized institutional forms to enable them to capture the dissipated surplus, and capitalize on the net financial value of the pooled designs.
Allocating Designers' Effort
In the absence of a means of pooling solutions, there is no value to be gained by coordinating designers' efforts. Absent a pool, each designer leads a "Robinson Crusoe" type of existence: the only way to obtain a better solution is to devise it oneself. In the presence of a pool, however, the uncoordinated choice of target problems is very inefficient. For all probability distributions, the order statistic functions, R(k) and Q(k), exhibit diminishing returns to k, the measure of designer effort. 20 Thus if all designers ex ante choose to work on the same problems, in aggregate, they will "overinvest" their effort in some problems, and "underinvest" in others.
How much effort on a given problem is too much? This turns out to be a tricky question.
Let us approach it first from a designer's point of view. Recall that there are M known problem types, each of which has n instances for a total of Mn problems. If all designers work on the same problem type (e.g., the first) then the expected value obtained is R 1 (n). Each designers' incremental effort is ∆e. However, suppose for the last, i.e. nth, designer:
u(w, R 1 (n-1), …, e)
> u(w, R 1 (n), …, e + ∆e)
> u(w, R 1 (1), 0, …, e + ∆e) .
From the perspective of the nth designer, his or her incremental contribution to the pooled solution does not justify his or her incremental effort. The nth designer should then choose not to work. This looks very much like a classic free rider problem! However, the designer who chooses NOT to work on the first (most salient) problem, may choose to work on a different problem (say the second). In fact, if:
u(w, R 1 (n-1), R 2 (1), …, e + ∆e)
> u(w, R 1 (n-1), 0, …, e) , then, by the same argument as was used in Section 3, the designer will voluntarily elect to increase his or her effort in hopes of devising a better solution to the second problem.
The second problem in turn becomes a candidate for the pooling of solutions. And, if too much effort is expended on that problem, some designers may choose to work on the third, fourth, fifth or less important problems.
20 Lindgren, 1968. Expressions (1) and (2) are calculations that rational designers might make in the presence of a pool. Interestingly, therefore, although a pool makes all designers better off, it also "disequilibrates" the base-case local system. Specifically the individually rational, one-step-lookahead rule by which designers chose their target problems in the Robinson-Crusoe context, is not individually rational in the presence of a pool. And, as if that were not enough, the pool creates the potential for free-riding of some designers on the solutions of others.
Thus even as the pool solves one set of problems in the technological substrate (how to get the best solution applied to all instances of a problem), it creates others (how to coordinate designers' choices of what problems to work on; how to manage free-riding).
Summary: The Technology of Design and its Problems
Let us now pause and summarize the generic problems posed by the Q(k) technological substrate. As we have seen, the substrate "needs" institutional forms that provide:
• a method of assessing the benefits of solving problems in the eyes of designers and in terms of value in the greater economy: R(1) and Q(1)); • a method of assessing benefits from parallel, independent efforts: R(k) and Q(k) for k > 1; • a method of publishing and transferring solutions (a means of ex post pooling); and • a method of coordinating designers' choices of target problems, or assigning designers to work on specific problems.
Institutional forms that address these problems have the potential to increase:
• the designers' individual utilities;
• the Net Financial Value (NFV LS ) of the local system; and/or • the "dissipated surplus" of end-users of the designs.
Such forms will be useful: they will increase the value to society of designs and designers as a class, as well as the utilities of individual designers. Hence, such forms may be able to pay for themselves out of the surpluses they generate.
The institutional forms named at the beginning of this document-the guild, the monopoly, and the cluster -each "solve" the problems of the Q(k) substrate in different ways.
How these forms work, the nature of the equilibria they support, and how they interact or compete withone another will be the focus of our analysis in the remaining papers of this series.
