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Abstract
We consider the Schro¨dinger operator on zigzag graphs with a periodic potential. The
spectrum of this operator consists of an absolutely continuous part (intervals sepa-
rated by gaps) plus an infinite number of eigenvalues with infinite multiplicity. We
describe all compactly supported eigenfunctions with the same eigenvalue. We define
a Lyapunov function, which is analytic on some Riemann surface. On each sheet, the
Lyapunov function has the same properties as in the scalar case, but it has branch
points, which we call resonances. We prove that all resonances are real. We deter-
mine the asymptotics of the periodic and anti-periodic spectrum and of the resonances
at high energy. We show that there exist two types of gaps: i) stable gaps, where
the endpoints are periodic and anti-periodic eigenvalues, ii) unstable (resonance) gaps,
where the endpoints are resonances (i.e., real branch points of the Lyapunov function).
We obtain the following results from the inverse spectral theory: 1) we describe all
finite gap potentials, 2) the mapping: potential – all eigenvalues is a real analytic
isomorphism for some class of potentials.
We apply all these results to quasi-1D models of zigzag single-well carbon nanotubes.
1 Introduction and main results
Consider the Schro¨dinger operator H = −∂2 + q with a periodic potential q on the zigzag
graph ΓN . The zigzag graph ΓN is related to a zigzag nanotube TN . We shall discuss this at
the end of this section. In order to define ΓN we introduce the so-called honeycomb lattice
Γ = ∪ωΓω ⊂ R2, ω = (n, j, k) ∈ Z× J× Z, J = {0, 1, 2}, where the edges Γω are given by
Γω = {x = rω + teω, t ∈ [0, 1]}, eω = ej ∈ R2, r(n,1,k) = r(n,0,k) + e0,
r(n,0,k) = r(n−1,2,k) = n(e0 + e1) + k(e1 + e2), e0 = (0, 1), e1 =
1
2
(
√
3, 1), e2 =
1
2
(
√
3,−1),
see Fig. 1 and 2. The edges Γω of length 1 form regular hexagons. Each edge Γω has
orientation given by eω = ej with the starting point rω ∈ R2. We have the coordinate
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Figure 1: Zigzag graph ΓN for (a) N = 3; (b) N = 1. The fundamental domain Γ0 is marked
by a bold line.
x = rω + teω and the local coordinate t ∈ [0, 1]. We define an oriented zigzag graph ΓN by
identifying Γn,j,k with Γn,j,k+N for all (n, j, k) ∈ Z× J×Z. Here and below for simplicity we
write Γn,j,k = Γ(n,j,k) and fn,j,k = f(n,j,k) etc. Thus Γ
N is a topological space in the quotient
topology. As example, the graphs Γ3 and Γ1 are illustrated in Fig. 1. We represent ΓN by
ΓN = ∪ω∈ZΓω, ω = (n, j, k) ∈ Z = Z× J× ZN , ZN = Z/(NZ), J = {0, 1, 2}.
In our paper we assume that N = 2m + 1 for some integer m > 0. For each function y
on ΓN we define a function yω = y|Γω , ω ∈ Z. We identify each function yω on Γω with
a function on [0, 1] by using the local coordinate t ∈ [0, 1] and define the Hilbert space
L2(ΓN) = ⊕ω∈ZL2(Γω). Introduce the space C(ΓN) of continuous functions on ΓN and
the Sobolev space W 2(ΓN) = {y,⊕ω∈Zy′′ω ∈ L2(ΓN); y satisfies the Kirchhoff Boundary
Conditions: y ∈ C(ΓN) and the following identities hold
−y′n,0,k(1) + y′n,1,k(0)− y′n,2,k−1(1) = 0, y′n+1,0,k(0)− y′n,1,k(1) + y′n,2,k(0) = 0. (1.1)
for all (n, k) ∈ Z × ZN .} Condition (1.1) means that the sum of derivatives of y at each
vertex of ΓN equals 0 and the orientation of edges gives the sign ±. Our operator H on ΓN
acts in the Hilbert space L2(ΓN). We define our operator H by (Hy)ω = −y′′ω + qyω, where
y = (yω)ω∈Z ∈ D(H) = W 2(ΓN ), q ∈ L2(0, 1). In the case q = 0, we denote the operator H
by H0. The operator H0 is self-adjoint, see [Ca1], and so is H , see Sect.3.
Recall the needed properties of the Hill operator H˜y = −y′′ + q(x)y on the real line
with a periodic potential q(x + 1) = q(x), x ∈ R. The spectrum of H˜ is purely absolutely
continuous and consists of intervals σ˜n = [λ
+
n−1, λ
−
n ], n > 1. These intervals are separated
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Figure 2: The unrolled honeycomb lattice. The zigzag graph is marked by bold, N=3. The
fundamental domain is marked by a double bold line. Each edge Γω has orientation given
by eω = ej , j = 0, 1, 2 with the starting point rω ∈ R2.
by the gaps γn = (λ
−
n , λ
+
n ) of length |γn| > 0. If a gap γn is degenerate, i.e. |γn| = 0,
then the corresponding segments σ˜n, σ˜n+1 merge. For the equation −y′′+ q(x)y = λy on the
real line we define the fundamental solutions ϑ(x, λ) and ϕ(x, λ), x ∈ R satisfying ϑ(0, λ) =
ϕ′(0, λ) = 1, ϑ′(0, λ) = ϕ(0, λ) = 0. The corresponding monodromy matrix M and the
Lyapunov function ∆ are given by
M(λ) =
(
ϑ(1, λ) ϕ(1, λ)
ϑ′(1, λ) ϕ′(1, λ)
)
, ∆(λ) =
ϕ′(1, λ) + ϑ(1, λ)
2
, λ ∈ C. (1.2)
The sequence λ+0 < λ
−
1 6 λ
+
1 < ..... is the spectrum of the equation −y′′ + qy = λy with
periodic boundary conditions of period 2, that is y(x + 2) = y(x), x ∈ R. Here equality
λ−n = λ
+
n means that λ
±
n is an eigenvalue of multiplicity 2. Note that ∆(λ
±
n ) = (−1)n, n > 1.
The lowest eigenvalue λ+0 is simple, ∆(λ
+
0 ) = 1, and the corresponding eigenfunction has
period 1. The eigenfunctions corresponding to λ±n have period 1 if n is even, and they are
anti-periodic, that is y(x+ 1) = −y(x), x ∈ R, if n is odd. The derivative of the Lyapunov
function has a zero λn in each ”closed gap” [λ
−
n , λ
+
n ], that is ∆
′(λn) = 0. Let µn, n > 1, be
the spectrum of the problem −y′′ + qy = λy, y(0) = y(1) = 0 (the Dirichlet spectrum), and
let νn, n > 0, be the spectrum of the problem −y′′+qy = λy, y′(0) = y′(1) = 0 (the Neumann
spectrum). It is well-known that µn, νn ∈ [λ−n , λ+n ] and ν0 6 λ+0 . Moreover, a potential q is
even, i.e., q ∈ L2even(0, 1) =
{
q ∈ L2(0, 1) : q(1− x) = q(x), x ∈ [0, 1]
}
iff |γn| = |µn − νn| for
all n > 1. Define the set σD = {µn, n > 1} and note that σD = {λ ∈ C : ϕ(1, λ) = 0}.
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For simplicity we shall denote Γα,1 ⊂ Γ1 by Γα, for α = (n, j) ∈ Z1 = Z × J. Thus
Γ1 = ∪α∈Z1Γα, see Fig 1. In Theorem 1.1 we will show that H is unitarily equivalent to
⊕N1 Hk, where the operator Hk acts in the Hilbert space L2(Γ1) and is given by
(Hkf)α = −f ′′α + qfα, ⊕α∈Z1f ′′α ∈ L2(Γ1), (1.3)
and the vector function f = (fα)α∈Z1 satisfies the Kirchhoff conditions:
fn,0(1) = fn,1(0) = s
kfn,2(1), fn+1,0(0) = fn,1(1) = fn,2(0), s = e
i 2pi
N , (1.4)
−f ′n,0(1) + f ′n,1(0)− skf ′n,2(1) = 0, f ′n+1,0(0)− f ′n,1(1) + f ′n,2(0) = 0. (1.5)
We reduce the spectral problem on the graph Γ1 to some matrix problem on R. In order
to describe this we define the fundamental subgraph Γ10 of Γ
1 by Γ10 = ∪2j=0Γ0,j, see Fig. 1.
On Γ1, the group Z acts via p ◦ Γ1n,j = Γ1n+p,j, (n, j, p) ∈ Z1 × Z. Thus Γ10 is a fundamental
domain associated with this group action of Z.
For the operator Hk we construct the fundamental solutions Θk(x, λ) = (Θk,α(x, λ))α∈Z1 ,
and Φk(x, λ) = (Φk,α(x, λ))α∈Z1 , (x, λ) ∈ R× C, which satisfy
−f ′′α + qfα = λfα, the Kirchhoff Boundary Conditions (1.4),(1.5), (1.6)
Θk,β(0, λ) = Φ
′
k,β(0, λ) = 1, Θ
′
k,β(0, λ) = Φk,β(0, λ) = 0, β = (0, 0). (1.7)
We introduce the monodromy matrix
Mk(λ) =
(
Θk,α(0, λ) Φk,α(0, λ)
Θ′k,α(0, λ) Φ
′
k,α(0, λ)
)
, α = (1, 0), (1.8)
which is determined by Θk,Φk on the fundamental domain Γ
1
0.
There are two methods to study periodic differential operators. The direct integral
analysis usually used for partial differential operators [ReS] gives general information about
the spectrum, but no detailed results. The method of ordinary differential operators, based
on the Floquet matrix analysis, gives detailed results. Note that there are a lot of open
problems [BBK] even for the Schro¨dinger operator with periodic 2× 2 matrix potentials on
the real line .
We introduce the monodromy matrix, similar to the case of Schro¨dinger operators with
periodic matrix potentials on the real line, see [YS]. After this, using the approach from
[BK],[BBK],[CK] we introduce the Laypunov functions and study the properties of this
functions, similar to the case of the Schro¨dinger operator with a periodic matrix potential
on the real line. This is a crucial point of our analysis. Here we essentially use the results and
techniques from the papers [BK], [BBK],[CK]. The recent papers [BBK],[CK] are devoted
to Schro¨dinger operators with periodic matrix potentials (a standard case) on the real line.
Remark that Carlson [Ca] studied the monodromy operator to analyze the Schro¨dinger
operator on a product of graphs. His results do not cover our case.
We formulate our first preliminary results.
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Theorem 1.1. (i) The operator H is unitarily equivalent to ⊕N1 Hk, where the operator Hk
is given by (1.3)-(1.5).
(ii) For any λ ∈ C \ σD and k ∈ ZN there exist unique fundamental solutions Θk,Φk of the
system (1.6),(1.7). Moreover, each of the functions Θk(x, λ),Φk(x, λ), x ∈ Γ1 is meromorphic
in λ ∈ C \ σD and each matrix Mk(λ) satisfies
Mk = R−1TkRM, Tk = s
− k
2
2ck
(
2∆ 1
4∆2 − 4c2k 2∆
)
, R =
(
1 0
0 ϕ(1, ·)
)
. (1.9)
In particular,
detMk = s−k, TrMk = 2(∆0 + s
2
k)
s
k
2 ck
, ∆0 ≡ TrM0
2
= 2∆2 +
ϑ′(1, ·)ϕ(1, ·)
4
− 1, (1.10)
where ck = cos
pik
N
, sk = sin
pik
N
s = ei
2pi
N . Furthermore, RMkR−1 = TkRMR−1 is an entire
matrix-valued function. In particular, the function Dk(τ, λ) = det(Mk(λ) − τI2), where I2
is the 2× 2 identity matrix, is entire with respect to λ, τ ∈ C.
Remark that in contrast to the Schro¨dinger operator with periodic matrix potential on
the real line (see [YS] or [CK]), the monodromy matrix Mk has poles at the points λ ∈ σD,
which are eigenvalues ofHk, see Theorem 1.2. Such a phenomenon has already been observed
e.g. in [SA], [MV], [Ku].
Define the subspace Hk(λ) = {ψ ∈ D(Hk) : Hkψ = λψ} for λ ∈ σpp(Hk), k ∈ ZN . If
dimHk(λ0) = ∞ for some λ0 ∈ σpp(Hk), then we say that {λ0} is a flat band. In Theorem
1.2 we describe all flat bands and supports of eigenfunctions (see Fig. 3).
Theorem 1.2. Let (λ, k) ∈ σD × ZN . Then
(i) Each eigenfunction from Hk(λ) vanishes at all vertices of Γ1.
(ii) Let ϕ = ϕ(·, λ)|[0,1] and put c = ϕ′(1, λ). Define the function ψ(0) = (ψ(0)α )α∈Z1 by :
if η = 1− skc2 6= 0, then
ψ
(0)
n,j = 0, for all n 6= 0,−1, j ∈ Z3, and ψ(0)0,0 = ηϕ, ψ(0)0,1 = cϕ, ψ(0)0,2 = c2ϕ,
ψ
(0)
−1,0 = 0, ψ
(0)
−1,1 = −skcϕ, ψ(0)−1,2 = −ϕ, (1.11)
if η = 0, then
ψ
(0)
0,0 = 0, ψ
(0)
0,1 = ϕ, ψ
(0)
0,2 = cϕ, ψ
(0)
n,j = 0, all n 6= 0, j ∈ Z3. (1.12)
Then each ψ(n) = (ψ
(0)
n−m,j)(m,j)∈Z1 ∈ Hk(λ), n ∈ Z and each f ∈ Hk(λ) has the form
f =
∑
n∈Z
f̂nψ
(n), f̂n =
{
η−1f ′n,0(0) if η 6= 0
f ′n,1(0) if η = 0
, (f̂n)n∈Z ∈ ℓ2. (1.13)
Moreover, the mapping f → {f̂n}n∈Z is a linear isomorphism between Hk(λ) and ℓ2.
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Figure 3: The supports of the eigenfunction ψ(0): (a) η = 1− skϕ′(1, λ)2 = 0; (b) η 6= 0.
Let τk,± be the eigenvalues of Mk, k ∈ ZN . Using (1.10) we deduce that
τk,−τk,+ = s
−k, τk,− + τk,+ = TrMk = s−k TrM−k, τ−k,+ = τk,−sk, τ−k,− = τk,+sk.
(1.14)
If k = 0, then we introduce the standard Lyapunov function ∆0 =
TrM0
2
= 1
2
(τ0,+ +
1
τ0,+
),
which is entire. If k 6= 0, then we define the Lyapunov functions ∆k,± = 12(τk,± + 1τk,± ) (see
[BBK],[CK]) and using (1.14) we get ∆−k,± = ∆k,±. Below we prove the following identities
∆k,± = ξk ±√ρk, ξk = ∆0 + s2k, ρk =
s2k
c2k
(c2k − ξ2k), ck = cos
πk
N
, sk = sin
πk
N
. (1.15)
If q = 0, then we denote the corresponding functions by ∆0k, ρ
0
k, ... In particular, we have
∆00 =
9 cos 2
√
λ− 1
8
, ξ0k = ∆
0
0 + s
2
k, ρ
0
k =
s2k
c2k
(c2k − (ξ0k)2), (1.16)
Introduce the two sheeted Riemann surface Rk (of infinite genus) defined by √ρk. The
functions ∆k,±, k ∈ m = {1, 2, .., m}, are the branches of ∆k = ξk +√ρk (see Fig.4) on the
Riemann surface Rk. We describe spectral properties of Hk in terms of ∆k.
Theorem 1.3. (i) The Lyapunov functions ∆k,±, k ∈ m satisfy (1.15).
(ii) For any k ∈ ZN the following identities hold:
σ(Hk) = σpp(Hk) ∪ σac(Hk), σpp(Hk) = σD, σac(Hk) = {λ ∈ R : ∆k(λ) ∈ [−1, 1]}.
(1.17)
(iii) If ∆k(λ) ∈ (−1, 1) for some λ ∈ R, k = 0, .., m and λ is not a branch point of ∆k(λ),
then ∆′k(λ) 6= 0.
Remark. 1) If we know ∆0, then we determine all ∆k, ρk, k ∈ ZN by (1.15). 2) If we
know ρj for some j ∈ m, then by (1.15), we determine all ∆k, ρk, k ∈ ZN .
Definition 1. A zero of ρk, k ∈ m = {1, 2, .., m} is called a resonance of H.
Let λ±0,2n and λ
±
0,2n+1, n > 0 be the zeros of det(M0 − I2) and det(M0 + I2) respectively
(counted with multiplicity). In Theorem 1.4 we will show that the periodic eigenvalues λ±0,2n
and the anti-periodic eigenvalues λ±0,2n+1 satisfy
∆0(λ
±
0,n) = (−1)n, λ+0,0 < λ−0,1 < λ+0,1 < λ−0,2 6 λ+0,2 < λ−0,3 < λ+0,3 < λ−0,4 6 λ+0,4 < .... (1.18)
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Figure 4: Typical Lyapunov functions and the zigzag nanotube. The function ∆3 is shown
for q ∈ Leven(0, 1), N = 6.
For H0 we introduce the spectral bands σ0,n = [λ
+
0,n−1, λ
−
0,n] and the gaps γ0,n = (λ
−
0,n, λ
+
0,n),
n > 1. Using the asymptotics of the fundamental solutions ϑ, ϕ, we obtain
∆0(λ) = ∆
0
0(λ) +
9q0
8
sin 2
√
λ√
λ
+
O(e| Im
√
λ|)
|λ| , q0 =
∫ 1
0
q(t)dt (1.19)
as |λ| → ∞. The following theorem describes the basic properties of H0.
Theorem 1.4. The function ∆0 is entire and has the following properties:
(i) The function ∆′0 has only real simple zeros λ0,n, n > 1, which are separated by the simple
zeros η0,n of ∆0: η0,1 < λ0,1 < η0,2 < λ0,2 < η0,3 < ... and satisfy
νn, µn ∈ γ0,2n, ∆0(λ0,2n) > 1, ∆0(λ0,2n−1) 6 −5
4
, for any n > 1. (1.20)
(ii) The periodic and anti-periodic eigenvalues λ±0,n, n > 0 satisfy (1.18) and have asymptotics
λ±0,1+2n = (π
2n+ 1
2
±φ)2+ q0+ o(n−1), λ±2n = (πn)2+ q0±
∣∣∣∣|qˆn|2− qˆ2sn9
∣∣∣∣ 12 + O(1)n , (1.21)
where φ = arcsin 1
3
∈ [0, pi
2
] and qˆn =
∫ 1
0
q(t)ei2pintdt, qˆsn = Im qˆn. Moreover, (−1)n∆0(λ) > 1
for all λ ∈ [λ−0,n, λ+0,n] and λ0,n ∈ [λ−0,n, λ+0,n].
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(iii) |γn| = |µn − νn| iff γn = γ0,2n.
(iv) γ0,2n ⊂ γn for all n > 1. Moreover, for fixed n > 1 we have γ0,2n = ∅ iff γn = ∅.
(v) ∆0(λ1+2n) = −54 for all n > 0 iff q ∈ L2even(0, 1).
Remark that the last theorem gives the asymptotics of the gap length.
Let λ±k,2n and λ
±
k,2n+1, n > 0 be the zeros of det(Mk − I2) and det(Mk + I2). Below we
will show that the periodic eigenvalues λ±k,2n and the anti-periodic eigenvalues λ
±
k,2n+1 satisfy
the equations ∆k(λ
±
k,n) = (−1)n. In Theorem 1.5 we show that λ±k,n satisfy the equation
∆0(λ
±
k,2n) = cos
2πk
N
, ∆0(λ
±
k,2n+1) = −1, k ∈ m, (1.22)
and the labeling is given by: each λ±k,n is double and
λ+0,0 < λ
+
1,0 < λ
+
2,0 < ... < λ
+
m,0 < λ
−
0,1 < λ
+
0,1 < λ
−
m,2 < λ
−
m−1,2 < ... < λ
−
0,2 6 λ
+
0,2 < ..., (1.23)
λ±0,2n−1 = λ
±
k,2n−1, (k, n) ∈ m× N. (1.24)
The periodic eigenvalues λ±k,2n, k ∈ m = {1, .., m}, n > 0 (i.e., ∆k(λ±k,2n) = 1 ) satisfy
λ±k,2n = (πn± φk)2 + q0 +
o(1)
n
, φk =
1
2
arccos
1 + 8c2k
9
∈ [0, π
2
] as n→∞. (1.25)
Let r±k,n, k ∈ m,n > 0 be the zeros of ρk. Below we will show that r±k,n satisfy the equation
∆0(r
±
k,2n) = ck − s2k, ∆0(r±k,2n+1) = −ck − s2k, k ∈ m, (1.26)
they are real and the labeling is given by
r+k,0 < r
−
k,1 < r
+
k,1 < r
−
k,2 < r
+
k,2 < .., k 6=
N
3
, (1.27)
r+k,0 < r
−
k,1 6 r
+
k,1 < r
−
k,2 < r
+
k,2 < r
−
k,3 6 r
+
k,3.., k =
N
3
. (1.28)
The resonances r±k,2n+s, s = 0, 1 (for k ∈ m, k 6= N3 ) satisfy
r±k,n = (
πn
2
± bk,n)2 + q0 + o(1)
n
, bk,2n = φk,0, bk,2n+1 =
π
2
− φk,1, (1.29)
φk,s =
1
2
arccos
1+(−1)s8ck−8s2k
9
∈ [0, pi
2
] as n→∞. We describe the spectral properties of H .
Theorem 1.5. (i) The periodic and anti-periodic eigenvalues λ±k,n, k ∈ m = {1, .., m}, n > 0
satisfy Eq. (1.22) and the relations (1.23)- (1.25).
(ii) The resonances r±k,n, k ∈ m,n > 0 satisfy Eq. (1.26) and estimates (1.27)-(1.29).
(iii) For n > 1, k ∈ m the following identities are fulfilled:
σac(H) = ∪n>1Sn = ∪N0 σac(Hk), Sn = [E+n−1, E−n ] = ∪mk=0σk,n, ∩mk=0σk,n 6= ∅, (1.30)
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σ0,n = [λ
+
0,n−1, λ
−
0,n], and λ
±
k,n ∈ σk,n = [r+k,n−1r−k,n], (1.31)
Gn = (E
−
n , E
+
n ) = ∩m0 γk,n, G2n = γ0,2n. (1.32)
(iv) If n > 1 is fixed, then G2n = ∅ iff γn = ∅. Moreover, |G2n| = o(1) as n→∞.
(v) If N
3
∈ Z, then G2n+1 = ∅ for all n > 0 iff q ∈ Leven(0, 1). Moreover, each odd gap Gn
has the form Gn = (r
−
p,n, r
+
p,n) (n > 1 is odd) for some integer p = p(n) and r
±
p,n satisfy
r±p,n = π
2n
2
4
+ q0 ± |q˜cn|+ o(n−1) as n→∞, q˜cn =
∫ 1
0
q(t) cosπntdt. (1.33)
(vi) If N
3
/∈ Z, then each gap G2n+1 6= ∅, n > 0 and |G2n+1| → ∞ as n→∞.
Note that in the armchair case (see [BBKL]) there exist non-real resonances for some
specific potentials. That all resonances are real is a peculiarity of the high symmetry of a
zigzag periodic graph.
Finally, we formulate our results about the inverse problem. By Theorem 1.3, En =
µn, n > 1 are the eigenvalues of H and they satisfy (see [PT]) En = π
2n2 + q0 + κn, where
q0 =
∫ 1
0
q(t)dt and (κn)
∞
1 ∈ ℓ2 = ℓ20. Here π2n2, n > 1 are the unperturbed eigenvalues
and the real Hilbert spaces ℓ2p is given by ℓ
2
p =
{
f = (fn)
∞
1 :
∑
n>1 n
2pf 2n < ∞
}
, p > 0.
The monotonicity property E1 < E2 < ... gives that if q runs through L
2(0, 1), then (κn)
∞
1
doesn’t run through the whole space ℓ2. In order to describe this situation, we introduce the
open and convex set K = {(κn)∞1 ∈ ℓ2 : π2+κ1<(2π)2+κ2<. . . } ⊂ ℓ2. Let Hfn = Enfn for
some nonzero eigenfunction fn ∈ H(En). Then fn,ω 6= 0 for some ω ∈ Z and using Theorem
1.2 we obtain
fn,ω(0) = fn,ω(1) = 0, f
′
n,ω(0) = Cn,ω, f
′
n,ω(1)
2 = C2n,ωe
2hn > 0, hn ∈ R, any n > 1,
for some constant Cn,ω 6= 0. From Theorem 1.3-1.4 we have a simple corollary.
Corollary 1.6. (i) The operator H has only a finite number of non degenerate gaps Gn iff
N
3
∈ Z and q is an even finite gap potential for the operator −y′′ + qy on the real line.
(ii) The mapping Φ : q →
(
q0, (κn)
∞
1 ; (hn)
∞
1
)
is a real-analytic isomorphism between
L2(0, 1) and R×K × ℓ21, where the set K = {(κn)∞1 ∈ ℓ2 : π2+κ1<(2π)2+κ2<. . . } ⊂ ℓ2.
(iii) The mapping Φe : q →
(
q0, (κn)
∞
1
)
is a real-analytic isomorphism between L2even(0, 1)
and R×K.
For the convenience of the reader we briefly describe the structure of carbon nanotubes
(see [Ha], [SDD]) and explain how they are related to the graph ΓN . Graphene is a single
2D layer of graphite forming a honeycomb lattice, as in Fig. 1 and 2. A carbon nanotube
is a honeycomb lattice ”rolled up” into a cylinder. In carbon nanotubes, the graphene sheet
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Figure 5: The unrolled honeycomb lattice of nanotube. The unit cell is spanned by the
vectors Ω1 and Ω2. The type of the nanotube is defined by the pair (N1, N2) ∈ N2, N1 > N2,
and corresponding chiral vector Ω = N1Ω1 +N2Ω2.
is ”rolled up” in such a way that a so-called chiral vector Ω = N1Ω1 + N2Ω2 becomes the
circumference of the tube, where Ω1 = e1+e2,Ω2 = e0+e1 see Fig 5 and 2. The chiral vector
Ω, which is usually denoted by the pair of integers (N1, N2), uniquely defines a particular
tube. Tubes of type (N, 0) are called zigzag tubes, see Fig 5 and 4. They exhibit a zigzag
pattern along the circumference, see Figure 1. (N,N)-tubes are called armchair tubes.
Remark that in this zigzag standard physical model only each vertical edge has length 1
and the other edges are shorter (or might be shorter). In this paper, we avoid this additional
technical difficulty. Instead, we do our detailed spectral analysis for the simplest possible
model of a physical nanotube TN (to be described below and see Fig. 4). This will simplify
our analysis (in another paper [KL]) of the Schro¨dinger operator HB = (−i∇ − A )2 + q
on TN with a periodic potential q and a uniform magnetic field B = B(0, 0, 1) ∈ R3,
B ∈ R. The corresponding vector potential is given by A (x) = 1
2
[B, x] = B
2
(−x2, x1, 0), x =
(x1, x2, x3) ∈ R3. Maybe the second simplest model is the armchair nanotube [Ha], but then
the monodromy matrix is 4×4 and there exist complex resonances for some specific potential
q (see [BBKL]).
Finally we consider the Schro¨dinger operator H = −∂2 + q with a periodic potential q
on the zigzag nanotube TN ⊂ R3. Our model nanotube TN is a union of edges Tω of length
1, i.e., TN = ∪ω∈ZTω, see Fig. 4. Each edge Tω = {x = rω + teω, t ∈ [0, 1]} is oriented by
the vector eω ∈ R3 and has starting point rω ∈ R3. We have the coordinate x = rω + teω
and the local coordinate t ∈ [0, 1] (length preserving). We define rω, eω, ω = (n, j, k) ∈ Z by
rn,0,k = κn+2k +
3n
2
e0, rn,1,k = rn,0,k + e0, rn,2,k = rn+1,0,k,
en,0,k = e0, en,1,k = κn+2k+1 − κn+2k + e0
2
, en,2,k = κn+2k+2 − κn+2k+1 − e0
2
,
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where κj = RN (cj, sj , 0) ∈ R3, RN =
√
3
4 sin pi
2N
, The points r0,0,k are vertices of the regular
N-gon P0. The vertical edge T0,0,k is the segment and lies on the cylinder C ≡ {(x1, x2, x3) ∈
R3 : x21+x
2
2 = R
2
N}. The starting points r1,0,k = r0,2,k = κ1+2k+ 32e0, k ∈ ZN are the vertices
of the regular N-gon P1. P1 arises from P0 by the following motion: rotate around the
axis of the cylinder C by the angle pi
N
and translate by 3
2
e0. The non-vertical edges T0,1,k
and T0,2,k have positive and negative projections on the vector e0. Repeating this procedure
we obtain all edges of TN . Note that each non-vertical edge T0,j,k, j = 1, 2 (without the
endpoints) lies inside the cylinder C.
Our operator H on TN acts in the space L2(TN) = ⊕ω∈ZL2(Tω). Then acting on the edge
Tω, H is the ordinary differential operator given by (H f)ω = −f ′′ω + qfω, fω, f ′′ω ∈ L2(Γω),
ω ∈ Z where q ∈ L2(0, 1) and f ∈ D(H ) = W 2(TN) satisfies the Kirchhoff Conditions
(1.1). Thus the operator H on TN is unitarily equivalent to the operator H on ΓN .
We remark that such models were introduce by Pauling [Pa] in 1936 to simulate aromatic
molecules. They were described in more detail by Ruedenberg and Scherr [RS] in 1953. For
further physical models see [Ha], [SDD]. For papers on spectral analysis of such operators,
see the references in [Ku].
We present the plan of the paper. In Sect. 2 we construct the fundamental solutions
and describe the basic properties of the monodromy operator. Moreover, we prove Theorem
1.2 about the eigenfunctions. In Sect. 3 we prove the basic properties of the Lyapunov
function ∆0 which is entire on the plane. This function is important to study the functions
∆k, k ∈ ZN which are analytic on the two-sheeted Riemann surface Rk. In Sect. 4 we prove
the basic properties of the Lyapunov function ∆k, k ∈ ZN and Corollary 1.6.
2 Fundamental solutions and eigenfunctions
Proof of Theorem 1.1. (i) Define the operator S in CN by Su = (uN , u1, . . . , uN−1)⊤,
u = (un)
N
1 ∈ CN . The unitary operator S has the form S =
∑N
1 s
kPk, where Svk = skvk
and vk =
1
N
1
2
(1, s−k, s−2k, ..., s−kN+k) is an eigenvector (recall s = ei
2pi
N ); Pku = vk(u, vk) is
a projector. The function f in the Kirchhoff boundary conditions (1.1) is a vector function
f = (fω), ω = (n, j, k) ∈ Z. We define a new vector-valued function fn,j = (fn,j,k)Nk ,
where each fn,j, (n, j) ∈ Z1 = Z × {0, 1, 2} is an CN− vector, which satisfies the equation
−f ′′n,j + qfn,j = λfn,j, and the conditions (which follow from the Kirchhoff conditions (1.1))
fn,0(1) = fn,1(0) = Sfn,2(1), fn+1,0(0) = fn,1(1) = fn,2(0), (2.1)
−f ′n,0(1) + f ′n,1(0)− Sf ′n,2(1) = 0, f ′n+1,0(0)− f ′n,1(1) + f ′n,2(0) = 0, (2.2)
for all n ∈ Z. The operators S and H commute, then H = ⊕N1 (HPk). Using (2.1),
(2.2) we deduce that HPk is unitarily equivalent to the operator Hk. The operator Hk on
Γ1 = ∪α∈Z1Γ1α acts in the Hilbert space L2(Γ1). Then acting on the edge Γα, the operator
Hk given by: (Hkf)α = −f ′′α + q(t)fω, where fα, f ′′α ∈ L2(0, 1), α = (n, j) ∈ Z1, on the vector
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functions f = (fα)α∈Z1, which satisfy the boundary conditions (1.4), (1.5), i.e.,
fn,0(1) = fn,1(0) = s
kfn,2(1), fn+1,0(0) = fn,1(1) = fn,2(0), s = e
i 2pi
N , (2.3)
−f ′n,0(1) + f ′n,1(0)− skf ′n,2(1) = 0, f ′n+1,0(0)− f ′n,1(1) + f ′n,2(0) = 0. (2.4)
(ii) Fix k ∈ ZN . We determine the fundamental solutions Θk(x, λ),Φk(x, λ) of the equa-
tion −f ′′ + qf = λf, λ ∈ C, on Γ1, where Θk,Φk satisfy (2.3)-(2.4) and
Θk,α(0, λ) = Φ
′
k,α(0, λ) = 1, Θ
′
k,α(0, λ) = Φk,α(0, λ) = 0, α = (0, 0). (2.5)
Below we assume f = Θk or f = Φk and let ϑt = ϑ(1, λ), ϕt = ϕ(t, λ), .... Any solution of
the equation −f ′′ + qf = λf satisfies f(t) = ϑtf(0) + ϕtϕ1 (f(1)− ϑ1f(0)), t ∈ [0, 1] and
f ′(0) =
f(1)− ϑ1f(0)
ϕ1
, f ′(1) =
ϕ′1f(1)− f(0)
ϕ1
. (2.6)
Substituting (2.6) for f = f01, f = f02 into the first Eq. in (2.4) at n = 0, we obtain
−ϕ1f ′0,0(1) + (f0,1(1)− ϑ1f0,1(0))− sk(ϕ′1f0,2(1)− f0,2(0)) = 0.
Then the condition (2.3) gives
ϕ1f
′
0,0(1) + (f1,0(0)− ϑ1f0,0(1))− sk(ϕ′1s−kf0,0(1)− f1,0(0)) = 0, (2.7)
which implies
−ϕ1f ′0,0(1) + uf1,0(0)− 2∆f0,0(1) = 0, u = 1 + sk = 2cks
k
2 . (2.8)
Thus we obtain the first basic identity
f1,0(0) =
ϕ1
u
f ′0,0(1) +
2∆
u
f0,0(1), u = 2cks
k
2 , ck = cos
πk
N
. (2.9)
Substituting (2.6) for f = f01, f = f02 into the second Eq. in (2.4) at n = 0, we get
ϕ1f
′
1,0(0)− (ϕ′1f0,1(1)− f0,1(0)) + (f0,2(1)− ϑ1f0,2(0)) = 0.
Using (2.3), we obtain
ϕ1f
′
1,0(0)− (ϕ′1f1,0(0)− f0,0(1)) + (s−kf0,0(1)− ϑ1f1,0(0)) = 0, (2.10)
which yields
ϕ1f
′
1,0(0) = 2∆f1,0(0)− u2f0,0(1), u2 = 1 + s−k = 2cks−
k
2 . (2.11)
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Then substituting (2.9) into (2.11), we obtain the second basic identity
f ′1,0(0) =
4(∆2 − c2k)
uϕ1
f0,0(1) +
2∆
u
f ′0,0(1), u = 2cks
k
2 . (2.12)
Substituting consequently f = Θk and f = Φk into (2.9) and into (2.12), and after this
Θk,ω(0, λ),Θ
′
k,ω(0, λ), .. into Mk(λ) =
(
Θk,α(0, λ) Φk,α(0, λ)
Θ′k,α(0, λ) Φ
′
k,α(0, λ)
)
, α = (1, 0), we obtain (1.9).
Using (1.9) we obtain det Tk = s
−k4c2k
4c2k
= s−k, detMk = det TkM = s−k, since detM = 1.
Moreover, using RMR−1 =
(
ϑ1 1
ϕ1ϑ
′
1 ϕ
′
1
)
, R =
(
1 0
0 ϕ1
)
, we obtain
TrMk = Tr TkRMR−1 = 2s
− k
2
ck
Tr
(
2∆ 1
4∆2 − 4c2k 2∆
)(
ϑ1 1
ϕ1ϑ
′
1 ϕ
′
1
)
=
2s−
k
2
ck
(
2∆ϑ1 + ϕ1ϑ
′
1 + 4(∆
2− c2k) + 2∆ϕ′1
)
=
2s−
k
2
ck
(
2∆2 +
ϕ1ϑ
′
1
4
− c2k
)
=
2s−
k
2 (∆0 + s
2
k)
ck
which gives (1.10).
Recall that H0,D(H0) = W 2(ΓN) is self-adjoint [Ca1]. Let ‖f‖2 = ∫
ΓN
|f(x)|2dx and let
‖fω‖20 =
∫ 1
0
|fω(t)|2dt for fω ∈ L2(Γω), ω ∈ Z. Assume that
‖qf‖2 6 1
2
‖H0f‖2 + C‖f‖2, all f ∈ D(H0), (2.13)
for some constant C > 0. Then by the Kato-Rellich Theorem (162 p. [ReS1]), H = H0 + q
is self-adjoint on D(H0) and essentially self-adjoint on any core of H0. We prove (2.13).
Lemma 2.1. Let q ∈ L2(0, 1). Then the estimate (2.13) holds true.
Proof. For f ∈ D(H0), f = (fω)ω∈Z , ω = (n, j, k) ∈ Z, we have the following estimates
‖qfω‖0 6 max
x∈Γω
|fω(x)|‖q‖0, max
x∈Γω
|fω(x)| 6
∫
Γω
(|fω|+ |f ′ω|)dx 6 ‖f ′ω‖0 + ‖fω‖0,
which yield
‖qf‖2 =
∑
‖qfω‖20 6 ‖q‖20
∑
(‖f ′ω‖0 + ‖fω‖0)2.
Thus for Cq = ‖q‖20 we obtain
‖qf‖2 6 2Cq
∑
(‖f ′ω‖20 + ‖fω‖20) = 2Cq(‖f ′‖2 + ‖f‖2) 6 ε‖H0f‖2+
(
C2q
ε
+ 2Cq
)
‖f‖2,
for any ε > 0, since
2Cq‖f ′‖2 = 2Cq(H0f, f) 6 2Cq‖H0f‖‖f‖ 6 ε‖H0f‖2 +
C2q
ε
‖f‖2,
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which yields (2.1).
Note that the operator Hk in L
2(Γ1) with D(Hk) = {f,⊕α∈Z1f ′′α ∈ L2(Γ1) : f satisfies
the Kirchhoff conditions (1.4), (1.5)} is self-adjoint. The proof is similar to the case H .
Proof of Theorem 1.2. (i) Let HkF = λF for some eigenfunction F and some λ ∈ σD. For
each Fω = F |Γω , ω = (n, j) ∈ Z1 = Z×J, we have Fω(t) = Fω(0)+
∫ t
0
F ′ω(s)ds, t ∈ [0, 1]. Then
|Fω(0)| 6 |Fω(x)| +
∫ 1
0
|F ′ω(t)|dt and integrating over x ∈ [0, 1], using the Ho¨lder inequality,
we obtain
|Fω(0)| 6
∫ 1
0
(|Fω(t)|+ |F ′ω(t)|)dt 6 ‖Fω‖0 + ‖F ′ω‖0 = o(1), as n→ ±∞, (2.14)
since F ∈ Hk(λ). Furthermore, each restriction Fω has the form Fω(t) = aωϑt+bωϕt, t ∈ [0, 1]
for some constants aω, bω, which implies Fω(1) = Fω(0)ϑ1, where ϕt = ϕ(t, λ), ϑt = ϑ(t, λ), ..
The Kirchhoff conditions give Fn+1,0(0) = Fn,1(1) = ϑ1Fn,1(0) = ϑ1Fn,0(1) = ϑ
2
1Fn,0(0),
which yields
F0,0 = ϑ
2n
1 F−n,0(0), all n ∈ Z. (2.15)
Let |ϑ1| 6 1, the proof for the case |ϑ1| > 1 is similar. Then (2.15), (2.14) imply F0,0 =
ϑ2n1 F−n,0(0) = o(1) as n → +∞. Thus (2.15) gives Fn,0(1) = 0 for all n ∈ Z. Finally, F
vanishes on all vertexes of Γ1, since the set of all ends of vertexes Γn,0, n ∈ Z coincides with
the vertex set of Γ1.
(ii) Using (1.11)-(1.12), we deduce that ψ(0) satisfies the Kirchhoff conditions (1.4), (1.5).
Thus ψ0 is a eigenfunction of Hk.
The operator Hk is periodic, then each ψ
(n), n ∈ Z is an eigenfunction. We will show
that the sequence ψ(n), n ∈ Z forms a basis for Hk(λ). The functions ψ(n) are linearly
independent, since suppψ(n) ∩ suppψ(m) = ∅ for all n 6= m.
Consider the first case η = 1 − skϕ′12 6= 0. For any f ∈ Hk(λ) we will show the
identity (1.13), i.e., f = f̂ , where f̂ =
∑
n∈Z f̂nψ
(n), f̂n =
f ′n,0(0)
η
. The definition of f̂ and
λ ∈ σD give f̂ |Γn,0 = f |Γn,0 = f̂nϕ for all n ∈ Z. This yields
∑ |f̂n|2 < ∞ and f̂ ∈ L2(Γ1),
since f ∈ L2(Γ1)
Note that f̂ satisfies the Kirchhoff conditions (1.4), (1.5) and −f̂ ′′α + qf̂α = λf̂α, α ∈ Z1.
Consider the function u = f − f̂ = (uα)α∈Z1 , where un,j = Cn,jϕ(t, λ), j = 1, 2 and un,0 = 0
for some constant Cn,j, n ∈ Z. The Kirchhoff boundary conditions (1.4)-(1.5) yields u = 0.
Consider the second case skϕ′1
2 = 1. For any f ∈ Hk(λ) we will show the identity
(1.13), i.e., f = f̂ , where f̂ =
∑
n∈Z f̂nψ
(n), f̂n = f
′
n,1(0). From the definition of f̂ and
λ ∈ σD we deduce that f̂ |Γn,1 = f |Γn,1 = f̂nϕ for all n ∈ Z. This yields
∑ |f̂n|2 < ∞ and
f̂ ∈ L2(Γ1), since f ∈ L2(Γ1).
Consider the function u = f − f̂ . The function u = 0 at all vertices of Γ1 and then
uα = Cαϕt, α = (n, j), n ∈ Z, j = 0, 2. Assume that C0,0 = C. Then the Kirchhoff boundary
conditions (1.5) yields Cn,0 = −Cn,2 = −C and Cn,0 = Cn+1,0 = C, which give C = 0 since
u ∈ L2(Γ(1)).
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3 The Lyapunov function ∆0
Recall that ϑ(x, λ), ϕ(x, λ), x ∈ R are the fundamental solutions of Eq. −y′′ + qy = λy, λ ∈
C, on the real line such that ϑ(0, λ) = ϕ′(0, λ) = 1, ϑ′(0, λ) = ϕ(0, λ) = 1. For each x ∈ R
the functions ϑ, ϑ′, ϕ, ϕ′ are entire in λ ∈ C and satisfy:
ϑ(x, λ) = cos
√
λx+
1
2
√
λ
∫ x
0
(
sin
√
λx+ sin
√
λ(x− 2t)
)
q(t)dt+O
(
e| Im
√
λ|x
|λ|
)
, (3.1)
ϑ′(x, λ) = −
√
λ sin
√
λx+
1
2
∫ x
0
(
cos
√
λx+ cos
√
λ(x− 2t)
)
q(t)dt+O
(
e| Im
√
λ|x
|λ|1/2
)
, (3.2)
ϕ(x, λ) =
sin
√
λx√
λ
+
1
2λ
∫ x
0
(
− cos
√
λx+ cos
√
λ(x− 2t)
)
q(t)dt+O
(
e| Im
√
λ|x
|λ|3/2
)
, (3.3)
ϕ′(x, λ) = cos
√
λx+
1
2
√
λ
∫ x
0
(
sin
√
λx− sin
√
λ(x− 2t)
)
q(t)dt+O
(
e| Im
√
λ|x
|λ|
)
(3.4)
as |λ| → ∞, uniformly on bounded sets of (x; q) ∈ [0, 1]× L2(0, 1) (see [PT]), and
∆(λ) = cos
√
λ +
q0 sin
√
λ
2
√
λ
+
O(e| Im
√
λ|)
|λ| , q0 =
∫ 1
0
q(t)dt. (3.5)
Substituting (3.1)-(3.5) into ∆0 we obtain (1.19), i.e.,
∆0(λ) = ∆
0
0(λ) +
9q0
8
sin 2
√
λ√
λ
+O
(
e2| Im
√
λ|
|λ|
)
, ∆00(λ) =
9 cos 2
√
λ− 1
8
.
Let ∆− = 12(ϕ
′(1, ·) − ϑ(1, ·)). Substituting the identity ϕ(1, ·)ϑ′(1, ·) = ∆2 − ∆2− − 1 into
∆0 = 2∆
2(λ) + ϑ
′(1,λ)ϕ(1,λ)
4
− 1, we obtain
∆0 =
9∆2 −∆2− − 5
4
, where ∆− =
ϕ′(1, ·)− ϑ(1, ·)
2
. (3.6)
Asymptotics (3.1)-(3.4) yield as |λ| → ∞
∆−(λ) = −F (λ)
2
√
λ
+
O(e| Im
√
λ|)
|λ| , F (λ) =
∫ 1
0
sin
√
λ(1− 2t)q(t)dt. (3.7)
Proof of Theorem 1.3. (i) Using (1.10) we obtain the characteristic equation
det(Mk − τI2) = τ 2 − 2akτ + s−k = 0, ak = TrMk
2
=
2ξk
1 + sk
, ξk = ∆0 + s
2
k.
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The eigenvalues τk,± of Mk are given by τk,± = ak ±
√
a2k − s−k. Using ak (1+s
k)
2
= ξk and
(1−sk)2
4
(a2k − s−k) = ρk we have
∆k,+ =
1
2
(τk,+ + τ
−1
k,+) =
1
2
(τk,+ + s
kτk,−) = ak
(1 + sk)
2
+
(1− sk)
2
√
a2k − s−k = ξk +
√
ρk
and a similar argument yields ∆k,− = ξk −√ρk.
(ii) The standard arguments (see [Ca1]) yields σ(Hk) = σac(Hk)∪σpp(Hk), i.e., σsc(Hk) =
∅ and σac(Hk) = {λ ∈ R : ∆k(λ) ∈ [−1, 1]}.
(iii) Let ∆′k(λ0) = 0 and ∆k(λ0) ∈ (−1, 1) for some λ0 ∈ σk, k = 0, .., N . Then we
have the Tailor series ∆k(λ) = ∆k(λ0) + ζ
p∆
(p)
k
(λ0)
p!
+ O(ζp+1) as ζ = λ − λ0 → 0, where
∆
(p)
k (λ0) 6= 0 for some p > 1. By the Implicit Function Theorem, there exists some curve
Y ⊂ {λ : |λ−λ0| < ε}∩C+, Y 6= ∅, for some ε > 0 such that ∆k(λ) ∈ (−1, 1) for any λ ∈ Y .
Thus we have a contradiction with (1.17).
In order to prove Theorem 1.4 we need
Lemma 3.1. Let q ∈ L2(0, 1). Then the following statements hold:
(i) ∆0(λ) > 1 for all λ = µn and λ = νn−1, n > 1. If in addition ∆2(λ) = 1, then ∆0(λ) = 1.
(ii) If ∆(η) = 0 for some η ∈ R, then ∆0(η) = −5+ϑ2(1,η)4 6 −54 .
(iii) Let q ∈ L2even(0, 1) = {q ∈ L2even(0, 1) : q(x)=q(1−x), x∈ [0, 1]}. Then
∆0 =
9∆2 − 5
4
, ∆ = ϕ′(1, ·) = ϑ(1, ·), (3.8)
γ0,2n = γn, where each γn = (µn, νn), or γn = (νn, µn), n > 1. (3.9)
The zeros ηn = λ0,2n−1 for all n > 1.
(iv) There exists an integer n0 > 1 such that ∆0 − 1 has exactly 2n0 + 1 roots, counted with
multiplicities, in the domain {λ : |√λ| < π(n0 + 12)} and for each n > n0, exactly two roots,
counted with multiplicities, in the domain {λ : |√λ− πn| < pi
4
}. There are no other roots.
(v) There exists an integer n0 > 1 such that ∆0 +
5
4
has exactly 2n0 roots, counted with
multiplicities, in the domain {z : |√z| < πn0} and for each n > n0, exactly one simple root
in the domain {λ : |√λ− π(n− 1
2
)| < pi
4
}. There are no other roots.
(vi) There exists an integer n0 > 1 such that ∆0 has exactly n0 roots, counted with multi-
plicities, in the domain {λ : |√λ| < πn0} and for each n > n0, exactly one simple root in
the domain {λ : |√λ− π(n− 1
2
)| < pi
4
}. There are no other roots.
(vii) Let c ∈ (−5
4
, 1) and let u±n = πn ± u+0 , u+0 = arccos
1+8c
9
2
∈ [0, pi
2
], n > 1 and u+0 < u
−
1 <
u+1 < u
−
2 < ... Then there exists an integer n0 > 1 such that ∆0− c has exactly 2n0+1 roots,
counted with multiplicities, in the domain {λ : |√λ| < R}, R = (u+n0 + u−n0+1)/2 and for each
n > n0, exactly one simple root in the domain {λ : |
√
λ− u±n | < r for some small r ∈ (0, 1).
There are no other roots.
Proof. (i) Let λ ∈ {µn, νn} for some n > 1. Then we have ∆0(λ) = 2∆2(λ)+ ϑ′(1,λ)ϕ(1,λ)4 −1 =
2∆2(λ)− 1 > 1. Moreover, if λ ∈ {µn, νn} and ∆2(λ) = 1, then we have ∆0(λ) = 1.
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(ii) We have 0 = 2∆(η) = ϕ′(1, η)+ϑ(1, η), which yields ϕ′(1, η) = −ϑ(1, η). Substituting
the last identity into ∆0(λ) = 2∆
2(λ) + ϑ
′ϕ
4
− 1 we get the needed estimate.
(iii) It is well known that if q ∈ L2even(0, 1), then ∆ = ϕ′(1, ·) = ϑ(1, ·), see p.8, [MW]. It
is well known that if ∆ = ϕ′(1, ·) = ϑ(1, ·), then q ∈ L2even(0, 1), see [PT].
(iv) Define the contours Cn(r) = {λ ∈ C : |
√
λ−πn| = πr}. Fix another integer n1 > n0.
Consider the contours C0(n0+ (1/2)), C0(n1+(1/2))), Cn(1/4), n > n0. Using the estimate
e| Im
√
λ| < 4| sin√λ|, |λ− πn| > pi
4
and (1.19) we obtain on all contours (for large n0)
|(∆0(λ)− 1)− (∆00(λ)− 1)| = o(e2| Im
√
λ|) = | sin
√
λ|2o(1) = o(1)|∆00(λ)− 1|
Hence, by Rouche´’s Theorem, ∆0(λ)− 1 has as many roots, counted with multiplicities, as
∆00(λ) − 1 in each of the bounded domains and the remaining unbounded domain. Since
∆00(λ)−1 has exactly the simple root = 0 and one root of the multiplicity 2 at each π2n2 > 1,
and since n1 > n0 can be chosen arbitrarily large, the point (iii) follows.
The proof of (v) and (vi) is similar.
Lemma 3.2. Let c ∈ [−5
4
, 1]. Then the equation ∆0(λ) = c, λ ∈ C has only real zeros, which
satisfy
(i) If c ∈ (−5
4
, 1) and q0 =
∫ 1
0
q(t)dt, then these zeros z±n are given by
z+0 < z
−
1 < z
+
1 < z
−
2 < .. and
√
z±n = u
±
n +
q0
2u±n
+
o(1)
n2
as n→∞, (3.10)
where u±n = πn± u+0 , n > 1 and u+0 = arccos
1+8c
9
2
∈ [0, pi
2
], u+0 < u
−
1 < u
+
1 < u
−
2 < ...
Moreover, the zeros z±n have another forms given by: x
−
n = z
+
n+1, x
+
n = z
−
n , and
x−1 < x
+
1 < x
−
2 < x
+
2 < x
−
3 < ..
√
x±n = v
±
n +
q0
2v±n
+
o(1)
n2
as n→∞, (3.11)
where v±n = π(n− 12)± (pi2 − u+0 ).
(ii) If c = 1 or c = −5
4
. Then these zeros z±n and x
±
n are given by
z+0 < z
−
1 6 z
+
1 < z
−
2 6 z
+
2 < .. and
√
z±n = πn +
q0
2πn
+
o(1)
n2
, if c = 1,
x−1 6 x
+
1 < x
−
2 6 x
+
2 < .. and
√
x±n = π(n−
1
2
) +
q0
2πn
+
o(1)
n2
, if c = −5
4
,
as n→∞.
Proof. (i) Let z =
√
λ. Recall the folowing asymptotics from [KK1]:
∆(λ) = cosχ(λ), χ(λ) =
√
λ− q0
2
√
λ
+
o(1)
λ
as |λ| → ∞. (3.12)
Using (3.6) we rewrite the Eq. ∆0(λ) = c, λ ∈ R in the form c = 9∆
2−∆2
−
−5
4
, which yields
cos 2χ(λ) = Ac +
2∆2−(λ)
9
, Ac =
1 + 8c
9
∈ (−1, 1). (3.13)
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In the case q = 0 we have cos 2z = Ac and the corresponding solutions
√
z±n = u
±
n . Then by
Lemma 3.1, |√z±n −u±n | < r for all n > n0, for some n0 > 1 and some small r ∈ (0, 1). Using
(3.13),(3.7) we obtain cos 2χ(λ) = Ac + o(λ
−1) as λ → ∞, and then ζ±n =
√
z±n − u±n → 0.
Thus ε±n = ζ
±
n − q02u±n +
o(1)
n2
→ 0 and the Taylor series gives
cos 2χ(λ) = cos 2(u±n + ε
±
n ) = cos 2u
±
n − sin(2u±n )ε±n (1 +O(ε±n )) = Ac + o(n−2).
Thus we obtain ε±n = ζ
±
n − 202u±n +
o(1)
n2
= o(1)
z2
which implies, ζ±n =
q0
2u±n
+ o(1)
n2
.
Proof of (3.11) and (ii) is similar.
Proof of Theorem 1.4. (i) The function ∆0 = 2∆
2 + ϑ
′(1,·)ϕ(1,·)
4
− 1 is entire and real
on real line. Moreover, it has asymptotics (1.19). By Theorem 1.3, the function ∆0 has only
simple real zeros η0,n, n > 1, which satisfy η0,1 < η0,2 < η0,3 < .... Then by the Laguerre
Theorem (see Sect. 8.52 [Ti]), the function ∆′0 has only real simple zeros λ0,n, n > 1, which
are separated by the zeros of ∆0: η0,1 < λ0,1 < η0,2 < λ0,2 < η0,3 < ..., since ∆0(λ) → ∞ as
λ→ −∞. Moreover, we obtain (−1)n∆0(λ0,n) > 1, n > 1.
Define an interval G = (−∞, π2n20). Lemma 3.1 gives for large integer n0 > 1 :
A) The function ∆0 − 1 has 2n0 + 1 zeros on G.
B) ∆0(η0,n) 6 −54 , n = 1, .., n0, where ηn ∈ G is a zero of ∆, η1 < η2 < ....
C) ∆0(µn) > 1, n = 1, .., n0, where µn ∈ G are zeros of ϕ(1, λ), the Dirichlet eigenvalues.
These facts and µ1 < η1 < µ2 < η2 < ... yield µn ∈ γ˜0,2n and ηn ∈ γ˜0,2n−1 for all n > 1,
where γ˜0,n = [λ
−
0,n, λ
+
0,n]. Moreover, we obtain (1.20).
(ii) Using (i) we deduce that the periodic and anti-periodic eigenvalues λ±0,n, n > 0 satisfy
(1.18). Consider λ±0,2n+1, which satisfies ∆0(λ) = −1. Using Lemma 3.2 (i) for c = −1 we
have the first asymptotics in (1.21). In order to show (1.21) we consider λ±0,2n with even
n > 1. The proof for odd n is similar. Using (3.1)-(3.4) and (3.7) we obtain
∆˙0(λ) =
O(1)
n2
, ∆¨0(λ) = −
1 + O(1)
n
(πn)2
, ∆−(λ) =
qsn +
O(1)
n
2πn
, ∆˙−(λ) = −
q˜cn +
O(1)
n
(2πn)2
, (3.14)
∆˙(λ) =
O(1)
n2
, ∆¨(λ) = −1 +
O(1)
n
(πn)2
,
...
∆(λ) =
O(1)
n4
, where ∆˙ =
∂∆
∂λ
(3.15)
as
√
λ = πn +O(1/n), where q˜cn =
∫ 1
0
(1− 2t)q(t) cos 2πntdt. Using ∆˙0(λ0,2n) = 0, we have
∆˙0(λn) = ∆¨0(λ0,2n)sn(1 +O(sn)), sn = λn − λ0,2n as n→∞.
The identity ∆˙(λn) = 0 and ∆0 =
9∆2−∆2
−
−5
4
and (3.14) yield
∆˙0(λn) = −∆−(λn)∆˙−(λn)
2
=
(qsn +O(
1
n
))(q˜cn +O(
1
n
))
(2πn)3
. (3.16)
Thus asymptotics (3.14)-(3.16) give
sn = λn − λ0,2n = −
(qsn +O(
1
n
))(q˜cn +O(
1
n
))
8πn
, (3.17)
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which implies that roughly speaking the point λ0,2n is in the center of the gap γn, since
λn = (πn)
2 + q0 +O(1/n) see [Ko].
We will determine asymptotics of γ0,2n = (λ
−
0,2n, λ
+
0,2n). Due to (3.15) we get
∆(λ±0,2n) = ∆(λn) + A
±
0,n, A
±
0,n = ∆¨(λn)
ζ±0,2n
2
2
(1 +
O(ζ±0,2n)
n2
), ζ±0,2n = λ
±
0,2n − λn, (3.18)
1 = ∆(λ±n ) = ∆(λn) + A
±
n , A
±
n = ∆¨(λn)
ζ±n
2
2
(1 +
O(ζ±n )
n2
), ζ±n = λ
±
n − λn, (3.19)
which yields ∆(λ±0,n)− 1 = −A±n +A±0,n. Substituting (3.14) into the identity ∆(λ±0,n)− 1 =√
1 +
∆2
−
(λ±0,n)
9
− 1 we obtain
∆(λ±0,n)− 1 =
√
1 +
∆2−(λ
±
0,n)
9
− 1 = (qsn +O(n
−1))2
18(2πn)2
. (3.20)
Substituting (3.20) and (3.14) into the identity ∆(λ±0,n)− 1 = −A±n + A±0,n we get
qˆ2sn
9
+
O(|qˆn|)
n
= ζ±n
2 − ζ±0,n2 +
O(1)
n2
.
Using λ±n = (πn)
2 + q0 ± |qˆn|+O(n−1) from [MO] and λn = (πn)2 + q0 +O(n−1) from [Ko]
we obtain ζ±n = λ
±
n − λn = ±|qˆn|+O(n−1) which yields
ζ±0,n = ±
√
ζ±n
2 − qˆ
2
sn
9
+
O(|qˆn|)
n
= ±
√
|qˆn|2 − qˆ
2
sn
9
+O(n−1). (3.21)
(iii) Let µn, νn lay on the different edge of the gap γn. Then Lemma 3.1 (i) gives γn = γ0,2n.
Conversely, let γn = γ0,2n = (a, b) and let λ ∈ {a, b}. Then the identity ∆0 = 2∆2 +
ϑ′(1,·)ϕ(1,·)
4
− 1 yields 1 = ∆0(λ) = 1 + ϑ′(λ)ϕ(λ)4 , thus ϑ′(λ)ϕ(λ) = 0, which gives (iii)
(iv) Let γn = (a, b) and let a < µn < νn < b. The proof of other cases is similar. Let
∆0 = f0 + f , where f0 = 2∆
2 − 1, f = ϑ′(1,λ)ϕ(1,λ)
4
. We obtain
f0|γn > 1, f |σ > 0, f |γn\σ < 0 where σ = (µn, νn),
which yields ∆0|σ > 1 and ∆0(λ) < 1 for any λ ∈ {a, b}. Then there exist two points
λ±n ∈ (a, b) such that ∆0(λ±n ) = 1. Thus we have γ0,2n ⊂ γn for all n > 1.
We will show γ0,2n = ∅ iff γn = ∅. If γn = ∅, then γ0,2n ⊂ γn for all n > 1 yields γ0,2n = ∅.
If γ0,2n = ∅, then for λ = {µn, νn}, n > 1 we obtain ∆0(λ) = 2∆2(λ) + ϑ′(1,λ)ϕ(1,λ)4 − 1 =
2∆2(λ)− 1 = 0, which yields ∆2(λ) = 1. Thus we deduce that γ0,2n = ∅ iff γn = ∅.
(v) Let q ∈ L2even(0, 1). Then we get ϕ′(1, ·) = ϑ(1, ·) = ∆ (see p. 8, [23]), which together
with (3.6) yields ∆0 =
9
4
∆2 − 5
4
. Then the zeros of ∆(λ) and ∆′0(λ)(at ∆0(λ) < 0) coincide,
since all zeros of ∆′0 are simple.
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Conversely, let ∆0(λ0,n) = −54 for all odd n > 1. Then Lemma 3.1 ii) gives ϑ(1, λ0,n) =
∆(λ0,n) = ϕ
′(1, λ0,n) = 0 for all odd n > 1. Then ηn = η0,2n−1, n > 1, which implies
ϕ′(1, ·) = ϑ(1, ·) = ∆. Thus the Wronskian identity gives ∆2 − ϑ′(1, ·)ϕ(1, ·) = 1 and all
zeros of ∆2(λ) = 1 coincide with the Dirichlet and Neumann eigenvalues. Then the results
of [GT] or [KK] imply q ∈ L2even(0, 1). It is simple fact in the inverse spectral theory and it
can be proved using other methods, see [PT].
4 The Lyapunov function ∆k, k = 1, ..,m
Proof of Theorem 1.5. (i) We determine the equation for periodic eigenvalues. Using
(1.10) and 4c2k = (1 + s
k)(1 + s−k) for k ∈ m = {1, 2, .., m}, we have
det(Mk ∓ I2) = 1∓ TrMk + s−k = 1 + s−k ∓ 4∆0 + s
2
k
(1 + sk)
=
4(c2k ∓ (∆0 + s2k))
(1 + sk)
,
which yields the equation
∆0(λ) = c
2
k − s2k = cos
2πk
N
∈ (−1, 1) \ {0} for periodic eigenvalues λ, (4.1)
∆0(λ) = −c2k − s2k = −1 for anti− periodic eigenvalues λ. (4.2)
Then by Lemma 3.2, all zeros of det(Mk ∓ I2) = 0 are real and simple. Using ξk =
∆0 + s
2
k, ρk =
s2k
c2k
(c2k − ξ2k), we get (recall u˙ = ∂∂λu)
∆k = ξk +
√
ρk = ∆0 + s
2
k +
√
ρk, ∆˙k = ξ˙k +
ρ˙k
2
√
ρk
=
(
1− s
2
k
c2k
ξk√
ρk
)
∆˙0. (4.3)
For periodic eigenvalues λ = λ±k,n, where n > 0 is even, we have ∆k(λ) = 1 and
ξk = ∆0 + s
2
k = c
2
k − s2k + s2k = c2k,
√
ρk = 1− ξk = 1− c2k = s2k, at λ = λ±k,n, (4.4)
and then (4.3) yields at λ = λ±k,n:
∆˙k
∆˙0
= 1− s
2
k
c2k
ξk√
ρk
= 1− 1 = 0, ∆¨k = −s
2
k∆˙0
c2k
(
∆˙0√
ρk
− ξkρ˙k
2ρ
3/2
k
)
= −∆˙
2
0
c2k
(
1 +
c2k
s2k
)
< 0,
which gives (1.23) for periodic eigenvalues λ±k,2n.
For anti-periodic eigenvalues λ = λ±k,n, where n > 1 is odd, we nave ∆k(λ) = −1 and
ξk = ∆0 + s
2
k = −1 + s2k = −c2k,
√
ρk = −1 − ξk = −s2k, at λ = λ±k,n, (4.5)
and then (4.3) yields
∆˙k
∆˙0
= 1− (1− c
2
k)
c2k
(1− s2k)
s2k
= 0, ∆¨k = −s
2
k∆˙0
c2k
(
∆˙0√
ρk
− ξkρ˙k
2ρ
3/2
k
)
=
∆˙20
c2k
(
1 +
c2k
s2k
)
> 0,
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which yields (1.24) for anti-periodic eigenvalues λ±k,n.
Let λ = λ±k,2n, k ∈ m,n > 0, be periodic eigenvalues. Recall that they satisfy ∆0(λ) =
cos 2pik
N
∈ (−1, 1). Using Lemma 3.2 for c = cos 2pik
N
we have (1.25).
(ii) We determine the equation for resonances for k ∈ m. We have: ρk(λ) = 0⇔ ξk(λ) =
±ck. Consider the first case +: n is even, i.e., n2 ∈ Z. We obtain
ξk(λ) = ck ⇔ ∆0(λ) > a+k = ck − s2k ∈ (−1, 1), k ∈ m. (4.6)
Then the resonances r±k,n are zeros of Eq. ∆0(λ) = ck − s2k ∈ (−1, 1), λ ∈ C. From Lemma
3.2 we deduce that all these resonances are real. Moreover, we have 1 > a+1 > a
+
2 > ... > a
+
m,
which yields for even all even n > 1:
r+1,0 < r
+
2,0 < ... < r
+
m,0, r
−
m,n... < r
−
2,n < r
−
1,n < λ
−
0,n < λ
+
0,n < r
+
1,n < r
+
2,n < ... < r
+
m,n,
γm,n ⊂ γm−1,n ⊂ ... ⊂ γ1,n ⊂ γ0,n, and Gn = ∩m0 γk,n = γ0,n. (4.7)
Consider the second case −: n is odd. We have
ξk(λ) = −ck ⇔ ∆0(λ) = a−k = −ck − s2k ∈ (−
5
4
,−1), N
3
/∈ Z, (4.8)
ξk(λ) = −ck ⇔ ∆0(λ) = a−k = −ck − s2k ∈ [−
5
4
,−1), N
3
∈ Z. (4.9)
Then from Theorem 1.3 we deduce that the zeros of ρk are zeros of Eq. ∆0(λ) = −ck − s2k ∈
[−5
4
,−1), λ ∈ C. Moreover, by Lemma 3.2, they are real and simple.
If N
3
/∈ Z, then N
3
= p+ ε for some integer p > 1 and ε ∈ (0, 1). Then we obtain
γ0,n ⊃ γ1,n ⊃ γ2,n ⊃ ... ⊃ γp,n, and γp+1,n ⊂ γp+2,n ⊂ .. ⊂ γm,n, (4.10)
γp,n ⊂ γp+1,n or γp,n ⊃ γp+1,n and Gn = ∩N1 γk,n = γp,n ∩ γp+1,n, (4.11)
for all odd n > 1. If p = N
3
∈ Z, then we get for all odd n > 1:
γ0,n ⊃ γ1,n ⊃ γ2,n ⊃ ... ⊃ γp,n, and γp,n ⊂ γp+1,n ⊂ .. ⊂ γm,n, (4.12)
Gn = ∩mk=0γk,n = γp,n, ∆0(r±p,n) = −
5
4
. (4.13)
Resonances r±k,2n, k ∈ m,n > 0 satisfies ∆0(r±k,2n) = ck − s2k ∈ (−1, 1). Using Lemma 3.2 for
c = ck − s2k we obtain asymptotics (1.29) for r±k,2n.
Resonances r±k,2n+1, k ∈ m, k 6= N3 , n > 0 satisfies ∆0(r±k,2n+1) = −ck − s2k ∈ (−54 ,−1).
Using Lemma 3.2 for c = ck − s2k we obtain asymptotics (1.29) for r±k,2n+1.
(iii) Finally, we obtain the following identities for (n, k) ∈ N×m:
Sn = ∪mk=0σk,n, σ0,n = (λ+0,n−1, λ−0,n), σk,n = (r+k,n−1, r−k,n), (4.14)
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Gn = ∩mk=0γk,n, γ0,n = (λ−0,n, λ+0,n), γk,n = (r−k,n, r+k,n), (4.15)
which together with (4.7), (4.10)-(4.13) yield gives (1.30)-(1.32).
(iv) Using Theorem 1.4 we deduce that G2n = γ0,2n = ∅ iff γn = ∅. Moreover, asymptotics
|γn| → 0 as n→∞ give |G2n| → 0 as n→∞.
(v) In the case p = N
3
∈ Z and odd n > 1 using the identity (4.13), we have Gn = γp,n =
(r−p,n, r
+
p,n), where r
±
p,n are zeros of Eq. ∆0(λ) = −54 . Theorem 1.4 (v) gives r±p,n = λn iff
q ∈ L2even(0, 1).
We determine the asymptotics (1.33). Let (z±n )
2 = r±p,n. Using
9∆2−∆2
−
−5
4
= −5
4
we have
9∆2(r±p,n) = ∆
2
−(r
±
p,n). Thus in the case q = 0 we have cos z = 0 and the corresponding zeros
are given by zn = π(n− 12), n > 1.
In the case q 6= 0 we have ∆(λ) = ±1
3
∆−(λ) =
o(1)√
λ
as λ → ∞. Then by Lemma 3.1,
|z±n − zn| < pi4 for all n > n0, for some n0 > 1. Thus we obtain z±n = zn + ζ±n , ζ±n → 0.
Moreover, using (3.12), we get o(1)
n
= ∆(zn + ζ
±
n ) = cos(zn + ζ
±
n − q02zn +
o(1)
n2
), which implies
ζ±n =
q0
2zn
+ o(1)
n
. Let ζ±n =
q0+v
2zn
, v±n → 0 and for R±n = v
±
n
2zn
+ o(1)
n2
using (3.12) we obtain
∆(zn + ζ
±
n ) = cos(zn +R
±
n ) = (−1)n−1 cos(−
π
2
+R±n ) = (−1)n−1 sin(
v±n
2zn
+
o(1)
n2
)
Using this and (3.7) we get
∆−(r±p,n) = (−1)n
q˜cn
2zn
+
O(1)
n2
, n→∞. (4.16)
Thus the Eq. ∆(r±p,n) = ±13∆−(r±p,n) yields (1.33).
(vi) In the case N
3
= p+ε, where p > 1 is integer and ε ∈ (0, 1) and odd n > 1 the identity
(4.11) we have Gn = γp,n ∩ γp+1,n. In (1.29) we will show that |γk,n| → ∞ as n→∞, k 6= N3 ,
which yields |Gn| → ∞ as n→∞.
We will prove the last Corollary 1.6.
Proof of Corollary 1.6. (i) Recall that by Theorem 1.5, each G2n = γ0,2n ⊂ γn, n > 1.
Thus by Theorem 1.5 (iv), G2n = γ0,2n = ∅ for all n > n0 and for some n0 > 1 iff q is a finite
gap potential for the operator −y′′ + qy on the real line.
Consider the odd gaps G2n−1, n > 1. Recall that by Theorem 1.5, if N3 /∈ N, then|G2n−1| → ∞ as n→∞.
Assume that p = N
3
∈ N. In this case by Theorem 1.5, G2n+1 = γp,2n+1 = ∅ iff q ∈
L2even(0, 1). Thus the statement i) has been proved.
(ii) The function fω satisfies the Eq. −f ′′ω + qfω = Enfω on the interval [0, 1] and
fω(0) = fω(1) = 0, f
′
ω(1)
2 = e2hn > 0 for some hn ∈ R. Each constant hn is so-called
norming constant for the Sturm-Liouville problem −y′′ + qy = λy on the interval [0, 1] with
the Dirichlet boundary conditions y(0) = y(1) = 0 [PT].
Recall that µn, n > 1, is the Dirichlet spectrum of the problem −y′′ + qy = λy, y(0) =
y(1) = 0 on the unit interval [0, 1] and µn = En, n > 1.
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Recall the well know result from [PT]: the mapping F : q →
(
q0, (κn(q))
∞
1 ; (hn(q))
∞
1
)
is
a real-analytic isomorphism between L2(0, 1) and R×K × ℓ21. This gives the statement ii).
(iii) If potential q is even, i.e., q ∈ L2even(0, 1), then each hn = 0, n > 1 (see [PT]).
Recall the well know result from [PT]: the mapping Fe : q →
(
q0, (κn(q))
∞
1
)
is a real-
analytic isomorphism between L2even(0, 1) and R×K. This gives the statement iii).
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