The completion of tensors, or high-order arrays, attracts significant attention in recent research. Current literature on tensor completion primarily focuses on recovery from a set of uniformly randomly measured entries, and the required number of measurements to achieve recovery is not guaranteed to be optimal. In addition, the implementation of some previous methods are NP-hard. In this article, we propose a framework for low-rank tensor completion via a novel tensor measurement scheme we name Cross. The proposed procedure is efficient and easy to implement. In particular, we show that a third order tensor of Tucker rank-(r 1 , r 2 , r 3 ) in p 1 -by-p 2 -by-p 3 dimensional space can be recovered from as few as r 1 r 2 r 3 +r 1 (p 1 −r 1 )+r 2 (p 2 −r 2 )+r 3 (p 3 −r 3 ) noiseless measurements, which matches the sample complexity lower-bound. In the case of noisy measurements, we also develop a theoretical upper bound and the matching minimax lower bound for recovery error over certain classes of low-rank tensors for the proposed procedure. The results can be further extended to fourth or higher-order tensors. Simulation studies show that the method performs well under a variety of settings. Finally, the procedure is illustrated through a real dataset in neuroimaging.
Introduction
Tensors, or high-order arrays, commonly arise in a wide range of applications, including neuroimaging Li et al., 2013; Guhaniyogi et al., 2015; Li and Zhang, 2016; Sun and Li, 2016) , recommender systems (Karatzoglou et al., 2010; Rendle and Schmidt-Thieme, 2010; Sun et al., 2015) , hyperspectral image compression (Li and Li, 2010) , multi-energy computed tomography (Semerci et al., 2014; Li et al., 2014) and computer vision (Liu et al., 2013) .
With the development of neuroscience and information technologies, the scales of tensor data are increasing rapidly, making the storage and computation of tensors more and more costly and difficult. For example, to simultaneously analyze 100 MRI (magnetic resonance imaging) images with dimensions 256-by-256-by-256, it would require 100 × 256 3 = 1, 677, 721, 600 measurements and about 6GB of storage space.
Tensor completion, whose central goal is to recover low-rank tensors based on limited numbers of measurable entries, can be used for compression and decompression of high-dimensional lowrank tensors. Such problems have been central and well-studied for order-2 tensors (i.e. matrices) in the fields of high-dimensional statistics and machine learning for the last decade. A nonexhaustive list of references include Keshavan et al. (2009) Cai and Zhang (2015) ; ; Cai and Zhou (2016) . There are efficient procedures for matrix completion with strong theoretical guarantees. Particularly, for a p 1 -by-p 2 matrix of rank-r, whenever roughly O(r(p 1 + p 2 )polylog(p 1 + p 2 )) uniformly randomly selected entries are observed, one can achieve nice recovery with high probability using convex algorithms such as matrix nuclear norm minimization (Candès and Tao, 2010; Recht, 2011) and max-norm minimization (Srebro and Shraibman, 2005; Cai and Zhou, 2016) .For matrix completion, the required number of measurements nearly matches the degrees of freedom, O((p 1 + p 2 )r), for p 1 -by-p 2 matrices of rank-r.
Although significant progress has been made for matrix completion, similar problems for order-3 or higher tensors are far more difficult. There have been some recent literature, including Gandy et al. (2011) ; Kressner et al. (2014) ; Yuan and Zhang (2014) ; Mu et al. (2014) ; Bhojanapalli and Sanghavi (2015) ; Shah et al. (2015) ; Barak and Moitra (2016) ; Yuan and Zhang (2016) , that studied tensor completion based on similar formulations. To be specific, let X ∈ R p 1 ×p 2 ×p 3 be an order-3 low-rank tensor, and Ω be a subset of [1 : p 1 ] × [1 : p 2 ] × [1 : p 3 ]. The goal of tensor completion is to recover X based on the observable entries indexed by Ω. Most of the previous literature focuses on the setting where the indices of the observable entries are uniformly ran-domly selected. For example, Gandy et al. (2011) ; Liu et al. (2013) proposed the matricization nuclear norm minimization, which requires O(rp 2 polylog(p)) observations to recover order-3 tensors of dimension p-by-p-by-p and Tucker rank-(r, r, r). Later, Jain and Oh (2014) ; Bhojanapalli and Sanghavi (2015) considered an alternative minimization method for completion of low-rank tensors with CP decomposition and orthogonal factors. Zhang (2014, 2016) proposed the tensor nuclear norm minimization algorithm for tensor completion with noiseless observations and further proved that their proposed method has guaranteed performance for p-by-p-by-p tensors of Tucker rank-(r, r, r) with high probability when |Ω| ≥ O((r 1/2 p 3/2 + r 2 p)polylog(p)).
However, it is unclear whether the required number of measurements in this literature could be further improved or not. In addition, most of these proposed procedures, such as tensor matrix nuclear norm minimization, are proved to be computationally NP-hard, making them very difficult to apply in real problems.
In this paper, we propose a novel tensor measurement scheme and the corresponding efficient low-rank tensor completion algorithm. We name our methods Cross Tensor Measurement Scheme because the measurement set is in the shape of a high-dimensional cross contained in the tensor. We show that one can recover an unknown, Tucker rank-(r 1 , r 2 , r 3 ), and p 1 -by-p 2 -by-p 3 tensor X with |Ω| = r 1 r 2 r 3 + r 1 (p 1 − r 1 ) + r 2 (p 2 − r 2 ) + r 3 (p 3 − r 3 ) noiseless Cross tensor measurements. This outperforms the previous methods in literature, and matches the degrees of freedom for all rank-(r 1 , r 2 , r 3 ) tensors of dimensions p 1 -by-p 2 -by-p 3 .
To the best of our knowledge, we are among the first to achieve this optimal rate. We also develop the corresponding recovery method for more general cases where measurements are taken with noise. The central idea is to transform the observable matricizations by singular value decomposition and perform the adaptive trimming scheme to denoise each block.
To illustrate the properties of the proposed procedure, both theoretical analyses and simulation studies are provided. We derive upper and lower bound results to show that the proposed recovery procedure can accommodate different levels of noise and achieve the optimal rate of convergence for a large class of low-rank tensors. Although the exact low-rank assumption is used in the theoretical analysis, some simulation settings show that such an assumption is not really necessary in practice, as long as the singular values of each matricization of the original tensor decays sufficiently.
It is worth emphasizing that because the proposed algorithms only involve basic matrix operations such as matrix multiplication and singular value decomposition, it is tunning-free in many general situations and can be implemented efficiently to handle large scale problems. In fact, our simulation study shows that the recovery of a 500-by-500-by-500 tensor can be done stably within, on average, 10 seconds.
We also apply the proposed procedure to a 3-d MRI imaging dataset that comes from a study on Attention-deficit/hyperactivity disorder (ADHD). We show that with a limited number of Cross tensor measurements and the corresponding tensor completion algorithm, one can estimate the underlying low-rank structure of 3-d images as well as if one observes all entries of the image.
This work also relates to some previous results other than tensor completion in the literature. Mahoney et al. (2008) considered the tensor CUR decomposition, which aims to represent the tensor as the product of a sub-tensor and two matrices. However, simply applying their work cannot lead to optimal results in tensor completion since treating tensors as matrix slices would lose useful structures of tensors. Krishnamurthy and Singh (2013) proposed a sequential tensor completion algorithm under adaptive samplings. Their result requires O(pr 2.5 log(r)) number of entries for p-by-p-by-p order-3 tensors under the more restrictive CP rank-r condition, which is much larger than that of our method. Rauhut et al. (2016) considered a tensor recovery setting where each observation is a general linear projections of the original tensor. However, their theoretical analysis heavily relies on a conjecture that is difficult to check.
The rest of the paper is organized as follows. After an introduction to the notations and preliminaries in Section 2.1, we present the Cross tensor measurement scheme in Section 2.2.
Based on the proposed measurement scheme, the tensor completion algorithms for both noiseless and noisy case are introduced in Sections 2.3 and 2.4 respectively. We further analyze the theoretical performance of the proposed algorithms in Section 3. The numerical performance of algorithms are investigated in a variety of simulation studies in Section 4. We then apply the proposed procedure to a real dataset of brain MRI imaging in Section 5. The proofs of the main results are finally collected in Section 6 and the supplementary materials. Although the presentation of this paper focuses on order-3 tensors, our methods can be easily extended to fourth or higher order tensors.
Cross Tensor Measurements & Completion: Methodology

Basic Notations and Preliminaries
We start with basic notations and results that will be used throughout the paper. The upper case letters, e.g., X, Y, Z, are generally used to represent matrices. For X ∈ R p 1 ×p 2 , the singular value decomposition can be written as
we note σ min (X) = σ min{p 1 ,p 2 } (X) and σ max (X) = σ 1 (X) as the smallest and largest singular value of X. Additionally, the matrix spectral norm and Frobenius norm are denoted as
σ 2 i (X), respectively. We denote P X ∈ R p 1 ×p 1 as the projection operator onto the column space of X. Specifically,
Here (·) † is the Moore-Penrose pseudo-inverse. Let O p,r be the set of all p-by-r orthogonal columns, i.e., O p,r = {V ∈ R p×r : V V = I r }, where I r represents the identity matrix of dimension r.
We use bold upper case letters, e.g., X, Y, Z to denote tensors. If X ∈ R p 1 ×p 2 ×p 3 , E t ∈ R mt×pt , t = 1, 2, 3. The mode products (tensor-matrix product) is defined as
The mode-2 product X× 2 E 2 and mode-3 product X× 3 E 3 can be defined similarly. Interestingly, the products along different modes satisfy the commutative law, e.g.,
The tensor Hilbert Schmitt norm and tensor spectral norm, which are defined as
will be intensively used in this paper. It is also noteworthy that the general calculation of the tensor operator norm is NP-hard (Hillar and Lim, 2013) . Unlike matrices, there is no universal definition of rank for third or higher order tensors. Standing out from various definitions, the Tucker rank (Tucker, 1966) has been widely utilized in literature, and its definition is closely associated with the following Tucker decomposition: for X ∈ R p 1 ×p 2 ×p 3 ,
Here S ∈ R r 1 ×r 2 ×r 3 is referred to as the core tensor, U k ∈ O p k ,r k . The minimum number of triplets (r 1 , r 2 , r 3 ) are defined as the Tucker rank of X which we denote as rank(X) = (r 1 , r 2 , r 3 ).
The Tucker rank can be calculated easily by the rank of each matricization: r t = rank(M t (X)).
It is also easy to prove that the triplet (r 1 , r 2 , r 3 ) satisfies r t ≤ p t , max 2 {r 1 , r 2 , r 3 } ≤ r 1 r 2 r 3 . For a more detailed survey of tensor decomposition, readers are referred to Kolda and Bader (2009) .
We also use the following symbols to represent sub-arrays. For any subsets Ω 1 , Ω 2 , etc, we indices Ω 1 , mode-2 indices Ω 2 and all mode-3 indices.
Now we establish the lower bound for the minimum number of measurements for Tucker low-rank tensor completion based on counting the degrees of freedom.
Proposition 1 (Degrees of freedom for rank-(r 1 , r 2 , r 3 ) tensors in R p 1 ×p 2 ×p 3 ) Assume that r 1 ≤ p 1 , r 2 ≤ p 2 , r 3 ≤ p 3 , max 2 {r 1 , r 2 , r 3 } ≤ r 1 r 2 r 3 , then the degrees of freedom of all rank-
Remark 1 Beyond order-3 tensors, we can show the degrees of freedom for rank-(r 1 , . . . , r d )
Proposition 1 provides a lower bound and the benchmark for the number of measurements to guarantee low-rank tensor completion, i.e., r 1 r 2 r 3 + 3 t=1 r t (p t − r t ). Since the previous methods are not guaranteed to achieve this lower bound, we focus on developing the first measurement scheme that can both work efficiently and reach this benchmark.
Cross Tensor Measurements
In this section, we propose a novel Cross tensor measurement scheme. Suppose the targeting unknown tensor X is of p 1 -by-p 2 -by-p 3 , we let
(2)
Then we measure the entries of X using the following indices set (3) where
} are referred to as body measurements;
are referred to as arm measurements.
(4)
Meanwhile, the intersections among body and arm measurements, which we refer to as joint measurements, also play important roles in our analysis:
A pictorial illustration of the body, arm and joint measurements is provided in Figure 1 . Since the measurements are generally cross-shaped, we refer to Ω as the Cross Tensor Measurement Scheme. It is easy to see that the total number of measurements for the proposed scheme is
) and the sampling ratio is #Observable samples #All parameters
Based on these measurements, we focus on the following model,
where X, Y and Z correspond to the original tensor, observed values and unknown noise term, respectively.
Recovery Algorithm -Noiseless Case
When X is exactly low-rank and the observations are noiseless, i.e. Y ijk = X ijk , we can recover X with the following algorithm. We first construct the arm matricizations, joint matricizations and body matricizations based on (4) and (5),
In the noiseless setting, we propose the following formula to complete X:
The procedure is summarized in Algorithm 1. The theoretical guarantee for this proposed algorithm is provided in Theorem 1.
Algorithm 1 Cross: Efficient Algorithm for Tensor Completion with Noiseless Observations
4: Calculate the final estimatorX here we assume Ω t = [1 :
Theorem 1 (Exact recovery in noiseless setting) Suppose X ∈ R p 1 ×p 2 ×p 3 , rank(X) = (r 1 , r 2 , r 3 ).
Assume all Cross tensor measurements are noiseless, i.e.
rank(Y Ωt×Ξt ) = r t for t = 1, 2, 3, then
Moreover, if there areM t ∈ R mt×rt ,Ñ t ∈ R gt×rt such thatM X Ωt×ΞtÑ ∈ R rt×rt is non-singular for t = 1, 2, 3, then we further have
Theorem 1 shows that, in the noiseless setting, as long as r t ≤ min{m t , g t } and the joint matricizations Y Ωt×Ξt have the same rank as M t (X), exact recovery by Algorithm 1 can be guaranteed. Therefore when m t = g t = r t , the minimum required number of measurements for the proposed Cross tensor measurement scheme is r 1 r 2 r 3 + r 1 (
when we set m t = g t = r t , which exactly matches the lower bound established in Proposition 1
and outperforms the previous methods in the literature.
On the other hand, Algorithm 1 heavily relies on the noiseless assumption. In fact, calcu-
† is unstable even with low levels of noise, which ruins the performance of Algorithm 1. Since we rarely have noiseless observations in practice, we focus on the setting with non-zero noise for the rest of the paper.
Recovery Algorithm -Noisy Case
In this section we propose the following procedure for recovery in the noisy setting. The proposed algorithm is divided into four steps and an illustrative example is provided in Figure 2 for readers' better understanding.
• (Step 1: Construction of Matricizations) Same as Algorithm 1, Construct the arm, body and joint matricizations as (8) and (9) (see Figure 2 (a)),
• ( 
As we can see from Figure 2 (c), the magnitude of A t 's columns and J t 's both columns and rows decreases front to back. Therefore, the important factors of Y Ξt and Y Ωt×Ξt are moved to front rows and columns in this step.
• (Step 3: Adaptive Trimming) Since A t and J t are contaminated with noise, in this step we denoise them by trimming the lower ranking columns of A t and both lower ranking columns and rows of J t . To decide the number of rows and columns to trim, it will be good to have an estimate for (r 1 , r 2 , r 3 ), say (r 1 ,r 2 ,r 3 ). We will show later in theoretical analysis that a good choice ofr t should satisfy
λ t is the tunning parameter here, and in a variety of situations we can simply choose λ t = 3 p t /m t for reasons we will discuss later. Our final estimator for r t is the largestr t that satisfies Condition (17), and can be found by verifying (17) for all possible r t 's. It is worth mentioning that this step shares similar ideas with structured matrix completion in .
(See Figure 2(d) and (e)).
• (Step 4: Assembling) Finally, givenr 1 ,r 2 ,r 3 obtained from Step 3, we calculatē
and recover the original low-rank tensor X bŷ
The procedure is summarized as Algorithm 2. It is worth mentioning that both Algorithms 1 and 2 can be easily extended to fourth and higher order tensors. 
2: Construct arm, body and joint matricizations as (8) and (9),
via SVDs:
∈ O gt , as the right singular vectors of X t,Ω .
4: Rotate the arm and joint measurements as
5: for t = 1, 2, 3 do 6:
for s = min{g t , m t } : −1 : 1 do Ifr t is still unassigned thenr t = 0.
12: end for
14: Compute the final estimatorX
Theoretical Analysis
In this section, we investigate the theoretical performance for the proposed procedure in the last section. Recall that our goal is to recover X from Y Ω based on (3). Similarly, one can further define the arm, joint and body matricizations for X, Z, i.e. X Ξt , X Ωt×Ξt , X t,Ω , Z Ξt , Z Ωt×Ξt and Z t,Ω for t = 1, 2, 3 in the same fashion as Y Ξt , Y Ωt×Ξt and Y t,Ω in (8), (9) and (10). We first present the following theoretical guarantees for low-rank tensor completion based on noisy observations via Algorithm 2.
Theorem 2 Suppose X ∈ R p 1 ×p 2 ×p 3 , rank(X) = (r 1 , r 2 , r 3 ). Assume we observe Y Ω based on
Cross tensor measurement scheme (4), where X Ω satisfies rank(X Ωt×Ξt ) = r t and
We further define
Applying Algorithm 2 with λ 1 , λ 2 , λ 3 satisfying
we have the following upper bound results for some uniform constant C,
It is helpful to explain the meanings of the conditions used in Theorem 2. The singular value gap condition (20) is assumed in order to guarantee that signal dominates the noise in the observed blocks. λ t and ξ t are important factors in our analysis which represent "arm-joint"
and "joint-body" ratio respectively. These factors roughly indicate how much information is contained in the body and arm measurements and how much impact the noisy terms have on the upper bound, all of which implicitly indicate the difficulty of the problem. Based on λ t , ξ t , we consider the following classes of tuples formed by rank-(r 1 , r 2 , r 3 ) tensors, the perturbation Z, and indices of observations,
X ∈ R p 1 ×p 2 ×p 3 , rank(X) = (r 1 , r 2 , r 3 );
and provide the following lower bound result over F {λt},{ξt} .
Theorem 3 (Lower Bound) Suppose positive integers r t , p t satisfy 6 max{r 1 , r 2 , r 3 } 2 ≤ r 1 r 2 r 3 ,
The arm, body and joint measurement errors are bounded as
Similarly, suppose
are the upper bound for arm, body and joint measurement errors in tensor and matrix operator norms respectively, i.e.
Remark 2 Theorems 2 and 3 together yield the optimal rate of recovery in F in both HilbertSchmitt and operator norms:
As we can see from the theoretical analyses, the choice of λ t is crucial towards the recovery performance of Algorithm 2. Theorem 2 provides a guideline for such a choice depending on the unknown parameter X Ξt X † Ωt×Ξt , which is hard to obtain in practice. However, we can choose λ t = 3 p t /m t in a variety of settings. Specifically in the analysis below, we show under random sampling scheme that Ω 1 , Ω 2 , Ω 3 , Ξ 1 , Ξ 2 , Ξ 3 are uniformly randomly selected from
all satisfy the matrix incoherence conditions:
where e (p) j is the j-th canonical basis in R p . Suppose we are given random Cross tensor measurements that Ω t and Ξ t are uniformly randomly chosen m t and g t values from {1, . . . , p t } and s =t Ω s , respectively. If for t = 1, 2, 3,
Algorithm 2 with λ t = 3 p t /m t yields
with probability at least 1 − 2
Simulation Study
In this section, we investigate the numerical performance of the proposed procedure in a variety of settings. We repeat each setting 1000 times and record the average relative loss in Hilbert Schmitt norm, i.e., X − X HS / X HS .
We first focus on the setting with i.i.d. Gaussian noise. To be specific, we randomly generate
, where S ∈ R r 1 ×r 2 ×r 3 , E 1 ∈ R p 1 ×r 1 , E 2 ∈ R p 2 ×r 2 , E 3 ∈ R p 3 ×r 3 are all with i.i.d. standard Gaussian entries. We can verify that X becomes a rank-(r 1 , r 2 , r 3 ) tensor with probably 1 whenever r 1 , r 2 , r 3 satisfy max 2 (r 1 , r 2 , r 3 ) ≤ r 1 r 2 r 3 . Then we generate the Cross tensor measurement Ω as in (3) with Ω t including uniformly randomly selected m t values from [1 : p t ] and Ξ t including uniformly randomly selected g t values from s =t Ω s , and contaminate
we study the influence of different factors, including λ t , σ, m t , g t , p t to the numerical performance.
Under the Gaussian noise setting, we first compare different choices of tunning parameters λ t .
To be specific, set p 1 = p 2 = p 3 = 50, m 1 = m 2 = m 3 = g 1 = g 2 = g 3 = 10, r 1 = r 2 = r 3 = 3 and let σ range from 1 to 0.01 and λ t range from 1.5 p t /m t to 4 p t /m t , respectively. The average relative Hilbert Schmitt norm loss ofX from Algorithm 2 with λ t ∈ [1.5 p t /m t , 4 p t /m t ] is reported in Figure 3 (a). It can be seen that the average relative loss decays when the noise level is decreasing. After comparing different choices of λ t , 3 p t /m t works the best under different σ, which matches our suggestion in theoretical analysis. Thus, we set λ t = 3 p t /m t for all the other simulation settings and real data analysis.
We also compare the effects of m t = |Ω t | and g t = |Ξ t | in the numerical performance of Algorithm 2. We set p 1 = p 2 = p 3 = 50, r 1 = r 2 = r 3 = 3, σ = 0.3, λ t = 3 p t /m t and let g t , m t vary from 6 to 30, to plot the average relative Hilbert-Schmitt norm loss in Figure 3 (b).
It can be seen that as g t , m t grow, namely when more entries are observable, better recovery performance can be achieved.
To further study the impact of high-dimensionality to the proposed procedure, we consider the setting where the dimension of X further grows. Here, r 1 = r 2 = r 3 = 3, σ = 0.3, m 1 = m 2 = m 3 = g 1 = g 2 = g 3 ∈ {10, 15, 20, 25} and p 1 , p 2 , p 3 grow from 100 to 500. The average variables, but the proposed procedure provides stable recovery within 10 seconds on average by the PC with 3.1 GHz CPU, which demonstrates the efficiency of our proposed algorithm.
Next we move on to the setting where observations take discrete random values. Highdimensional count data commonly appear in a wide range of applications, including fluorescence microscopy, network flow, and microbiome (see, e.g., Nowak and Kolaczyk (2000) ; Jiang et al. Here, p 1 = p 2 = p 3 = 50, r 1 = r 2 = r 3 = 3.
R pt×rt as absolute values of i.i.d. standard normal random variables, and calculate
. Ω t , Ξ t are generated similarly as before, p 1 = p 2 = p 3 = 50, r 1 = r 2 = r 3 = 3, m 1 = m 2 = m 3 = g 1 = g 2 = g 3 ∈ {10, 15, 20, 25}, and Y = (Y ijk ) are Poisson or multinomial distributed:
Here H is a known intensity parameter in Poisson observations and N is the total count parameter in multinomial observations. As shown in Figure 4 , the proposed Algorithm 2 performs stably for these two types of noisy structures.
Although X is assumed to be exactly low-rank in all theoretical studies, it is not necessary in practice. In fact, our simulation study shows that Algorithm (2) performs well when X is only approximately low-rank. Specifically, we fix p 1 = p 2 = p 3 = 50, generate W ∈ R p 1 ×p 2 ×p 3 from i.i.d. standard normal, set U 1 ∈ O p 1 , U 2 ∈ O p 2 , U 3 ∈ O p 3 as uniform random orthogonal matrices, and E t = diag(1, 1, 1 −α , · · · , (p t − 2) −α ). X is then constructed as
Here, α measures the decaying rate of singular values of each matricization of X and X becomes exactly rank-(3, 3, 3) when α = ∞. We consider different decay rates α, noise levels σ, and observation set sizes m t and g t . The corresponding average relative Hilbert-Schmitt norm loss is reported in Figure 5 . It can be seen that although X is not exactly low rank, as long as the singular values of each matricization of X decay sufficiently fast, a desirable completion of X can still be achieved. It can be seen from Figure 5 that, although X is assumed to be exactly low-rank in theoretical analysis, such an assumption is not necessary in practice if the singular values of each matricizations decay sufficiently fast, which again demonstrates the robustness of the proposed procedure.
Real Data Illustration
In this section, we apply the proposed Cross tensor measurements scheme to a real dataset on attention hyperactivity disorder (ADHD) available from ADHD-200 Sample Initiative ( http: //fcon_1000.projects.nitrc.org/indi/adhd200/). ADHD is a common disease that affects at least 5-7% of school-age children and may accompany patients throughout their life with direct costs of at least $36 billion per year in the United States. Despite being the most common mental disorder in children and adolescents, the cause of ADHD is largely unclear. To investigate the disease, the ADHD-200 study covered 285 subjects diagnosed with ADHD and 491 control subjects. After data cleaning, the dataset contains 776 tensors of dimension 121-by-145-by-121:
. . , 776. The storage space for these data through naive format is 121 × 145 × 121 × 776 × 4B ≈ 6.137 GB, which makes it difficult and costly for sampling, storage and computation.
Therefore, we hope to reduce the sampling size for ADHD brain imaging data via the proposed Cross tensor measurement scheme. 
Particularly, we choose m t = round(ρ · p t ), g t = round(m 1 m 2 m 3 /p t ), where ρ varies from 0.1 to 0.5 and round(·) is the function that rounds its input to the nearest integer. After observing partial entries of each tensor, we apply Algorithm 2 with λ t = 3 p t /m t to obtainX. Different from some of the previous studies (e.g. Zhou et al. (2013) ), our algorithm is adaptive and tunning-free so that we do not need to subjectively specify the rank of the target tensors beforehand.
Suppose rank(X) = (r 1 ,r 2 ,r 3 ),Û 1 ∈ O p 1 ,r 1 ,Û 2 ∈ O p 2 ,r 2 ,Û 3 ∈ O p 3 ,r 3 are the left singular vectors of M 1 (X), M 2 (X), M 3 (X), respectively. We are interested in investigating the performance ofX, but the absence of the true tank of the underlying tensor X makes it difficult to directly compareX and X. Instead, we compareX withX, whereX is the rank-(r 1 ,r 2 ,r 3 ) tensor obtained through the high-order singular value decomposition (HOSVD) (see e.g. Kolda and Bader (2009) ) based on all observations in Y: i.e. the rank-(r 1 , r 2 , r 3 ) approximation based on limited number of Cross tensor measurements and the approximation based on all measurements. We also compareÛ 1 ,Û 2 ,Û 3 andŨ 1 ,Ũ 2 ,Ũ 3 by
The study is performed on 10 randomly selected images and repeated 100 times for each of them. We can immediately see from the result in Table 1 that 
Proofs
We collect the proofs of the main results (Theorems 1 and 2) in this section. The proofs for other results are postponed to the supplementary materials.
Proof of Theorem 1.
First, we shall note that Y = X in the exact low-rank and noiseless setting. For each t = 1, 2, 3, according to definitions, X Ξt is a collection of columns of M t (X) and X Ωt×Ξt is a collection of rows of X Ξt . Then we have rank(X Ωt×Ξt ) ≤ rank(X Ξt ) ≤ rank(M t (Y)). Given the assumptions, we have rank(X Ωt×Ξt ) = rank(M t (X)) = r t . Thus,
Then M t (X) and X Ξt share the same column subspace and there exists a matrix W t ∈ R gt× s =t ps such that M t (X) = X Ξt · W t . On the other hand, since X Ξt and X Ωt×Ξt have the same row subspace, we have
Additionally, X Ξt and X Ωt×Ξt can be factorized as X Ξt = P 1 Q, X Ωt×Ξt = P 2 Q, where P 1 ∈ R pt×rt , P 2 ∈ R mt×rt , Q ∈ R rt×gt and rank(P 1 ) = rank(P 2 ) = rank(Q) = r t . In this case, for any matricesM ∈ R mt×rt ,Ñ ∈ R gt×rt with rank(M X Ωt×ΞtÑ ) = r t , we havẽ
Right multiplying W t to (31) and (32), we obtain [Ωt,:] .
By folding M t (X) back to the tensors and Lemma 3, we obtain
By the equation above,
Therefore,
which concludes the proof of Theorem 1.
Proof of Theorem 2.
Based on the proof for Theorem 1, we know
for anyM ∈ R mt×rt ,Ñ ∈ R gt×rt satisfyingM X Ωt×ΞtÑ is non-singular. The proof for Theorem 2 is relatively long. For better presentation, we divide the proof into steps. Before going into detailed discussions, we list all notations with the definitions and possible simple explanations in Table 2 in the supplementary materials.
Denotê
N t , N t ∈ O gt,rt as the first r t right singular vectors of Y Ξt and X Ξt , respectively; M t , M t ∈ O mt,rt as the first r t left singular vectors of Y t,Ω and X t,Ω , respectively.
It is easy to see that alternate characterization forN t andM t arê
Denote τ = 1/5. In this step, we prove thatM t , M t ;N t , N t are close by providing the upper bounds on singular subspace perturbations,
as well as the inequality which ensures that J t is bounded away from being singular,
Actually, based on Assumption (20) , we have
Here (N t ) ⊥ is the orthogonal complement matrix, i.e. [N t (N t ) ⊥ ] ∈ O gt . By setting A = X Ξt , W = N t in the scenario of the unilateral perturbation bound (Proposition 1 in Cai and Zhang (2016)), we then obtain
Here sin Θ(·, ·) is a commonly used distance between orthogonal subspaces. Similarly, based on the assumption that τ σ rt (A t,Ω ) ≥ Z t,Ω , we can derive
which proves (36). Based on the property for sin Θ distance (Lemma 1 in ),
Also, since M t , N t coincide with the left and right singular subspaces of X Ωt×Ξt respectively, we have
which has finished the proof for (37).
2. In this step, we prove that under the given setting,r t ≥ r t for t = 1, 2, 3. We only need to show that for each t = 1, 2, 3, the stopping criterion holds when s = r t , i.e.
According to the definitions in (16), A t , J t andM t ,N t can be related as
Therefore, in order to show (38), we only need to prove thatM t Y Ωt×ΞtNt is non-singular and
Recall that U t ∈ O pt,rt is the singular subspace for M t (X), so there exists another matrix Q ∈ R rt×gt such that X Ξt , a set of columns of M t (X), can be written as
Here U t,Ω = (U t ) [Ωt,:] is a collection of rows from U t , and
For convenience, we denotē
In this case,
Furthermore,
which has proved our claim thatr t ≥ r t for t = 1, 2, 3.
3. In this step, we provide an important decomposition ofX under the scenario thatr t ≥ r t . One major difficulty is measuring the difference between J 
Ar t ∈ R pt×rt , Ar t := A t, [:,1:rt] 
Let the singular value decompositions of Jr t be
Here K t , L t ∈ Or t , K t1 , L t1 ∈ Or t,rt , K t2 , L t2 ∈ Or t,rt are the singular vectors, Λ t ∈ Rr t×rt , Λ t1 ∈ R rt×rt and Λ t2 ∈ R (rt−rt)×(rt−rt) are the singular values. Based on these SVDs, we can correspondingly decomposeR t (defined in (18)) as
t, [:,1:rt] .
Here, the first term above associated with K t1 , L t1 ... stands for the major part inR t while the second associated with K t2 , K t2 stands for the minor part. Based on this decomposition, we introduce the following notations: for any t = 1, 2, 3 (indicating Mode-1, 2 or 3) and s = 1, 2 (indicating the major or minor parts),
Also, for s 1 , s 2 , s 3 ∈ {1, 2} 3 , we define the projected body measurements
Combining (49)- (56), we can write down the following decomposition forX.
This form is very helpful in our analysis later.
4. In this step, we derive a few formulas for the terms in (57). To be specific, we shall prove the following results.
• Lower bound for singular value of the joint major part: for t = 1, 2, 3,
In fact, according to definitions,
LetK t ∈ Or t,rt ,L t ∈ Or t,rt be the left and right singular vectors for rank-r t matrix J
rt .
We summarize some facts here:
rt ; -K t ,L t are the left and right singular vectors of rank-r t matrix J (X) rt ; -K t1 , L t1 are the first r t left and right singular vectors of Jr t .
-σ rt+1 (Jr t ) Weyl (1912) 
Then by the unilateral perturbation bound result (Proposition 1 and Lemma 1 in ) and the facts above,
Similarly, σ min (K t1K t ) ≥ 1 − τ 2 1 . Therefore,
which has finished the proof for (58).
• Upper bound for all terms related to perturbation "Z:" for example,
Since all these terms related to perturbation "(Z)" are essentially projections of Z Ξt ,
, they can be derived easily.
• Upper bounds in spectral norm for "arm · joint −1 " and "joint −1 · body":
Recall (40) 
and the fact
which has proved (62). The proof for (63) is similar. Since X Ωt×Ξt is a collection of columns of X t,Ω and rank(X Ωt×Ξt ) = rank(X t,Ω ) = r t , these two matrices share the same column subspace. In this case,
Given the assumption (22) that X † Ωt×Ξt X t,Ω ≤ ξ t , the rest of the proof for (63) essentially follows from the proof for (62).
The proof for (64) is relatively more complicated. Note that
we can calculate that
This has finished the proof for (64).
Next, we move on to (65). Recall the definitions of Ar t and Jr t , and the fact that
On the other hand,
which has finished the proof for (65).
• Upper bounds in Frobenius and operator norm for "arm·(joint) −1 ·body:" for the major part:
Actually, we can show that
which has proved (67). The proof for (68) essentially follows from the proof for (67) when we replace the Frobenius norms with the spectral norm.
• Upper bounds for minor "body" part:
Instead of considering the "body" part above directly, we detour and discuss the "joint" part first. It is noteworthy that J t2 is the r t + 1, . . . ,r t -th principle components for Jr t = J • Equality for the original tensor X: 
In fact, according to the definitions (50) - (56) Therefore, we have finished the proof for Theorem 2.
