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Abstract
Multi-armed bandits provide a sample- and computationally efficient approach to devel-
oping assisting agents for interactive systems. Yet, they cannot capture strategic behaviour
of an intelligent user, be it human or artificial, who forms a mental model of the system. We
propose a new probabilistic multi-agent model that endows bandits with a theory of mind:
the system has a model of the user having a model of the system. This is implemented as a
nested bandit–Markov decision process–bandit model. We show that inference in the model
reduces to probabilistic inverse reinforcement learning. Results show improved performance
in simulations and in a user experiment. The improvements when users can form accurate
mental models that the system can capture imply that predictability of the interactive
intelligent system is important not only for the user experience but also for the design of the
system’s statistical models.
1 Introduction
Humans, casual users and domain experts alike, are increasingly interacting with artificial
intelligence or machine learning based systems. For goal-oriented tasks, humans create mental
models of the environment for planning their actions to achieve their goals. In the context of AI
systems, recent research has shown that users form mental models of AI’s state and behaviour,
akin to the concept of the theory of mind, which is the human ability to attribute mental states,
beliefs, and intentions to others [4]. The development of this kind of theory of AI’s mind in
humans is also assisted by the growing amount of explainable AI and interpretable machine
learning methods [9]. Yet, the statistical models underlying human–computer interaction in
interactive intelligent systems treat the human actions as passive data, rather than acknowledging
the strategic thinking of the user of the system.
We formulate a probabilistic user model that explicitly views the user as actively planning
her actions, in the practically important case of a contextual multi-armed bandit based system.
Multi-armed bandits are popular statistical models for sequential decision making problems that
include an inherent tradeoff between exploration and exploitation, as optimal decisions need
to be at least partially learned from trial and error [3]. Moreover, bandit problems are often
easier and more sample-efficient than problems requiring more complex models, such as Markov
decision processes. Consequently, multi-armed bandits are well suited to human–computer and
agent–agent interaction systems where the number of interactions is usually limited. They are
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Figure 1: A schematic illustration of one round of interaction with a system that treats the user
as an actively planning agent (a, red monitor). The user evaluates the current state st and gives
her feedback for the state as action at. The system then updates its model of the user’s profile or
goals and proceeds to the next state. The nested user model assumes that the user plans ahead
(enlarged in b) based on her mental model of the system (black monitor) and provides her action
to steer the system to attain good states in the future (states and actions with the prime ′ are in
the mental model; see the model description for precise notation). The system accounts for this
when interpreting the user’s action for updating its model.
widely used to model users’ intent and preferences and personalising the systems, for example, in
information retrieval [6, 28], recommendation systems [18], and AI-assisted interface design [19].
Our main modelling contribution is to propose a collaborative two-agent model, where the
agents (the system or the assisting agent and the user) have asymmetric tasks. The interaction in
the model consists of the system choosing items (arms; generally queries) and the user providing
feedback for the chosen items (rewarding the system for good arms). After the user has provided
feedback for the current arm, the system updates its model and chooses the next arm to query
about. From the user’s point of view, the feedbacks are her actions and the arms that the system
chooses form states, with transitions between them depending on her actions and her model of
the system. It is then natural to form the user model as an instance of a Markov decision process
(MDP), in which the user plans, based on her model of the system, a number of steps ahead
to maximise the probability of attaining good states (Figure 1). While we would not expect a
human to simulate an MDP in her head, the modelling assumptions aim to capture the user not
just passing on her estimate of the reward of the current arm, but choosing her actions to steer
the system, based on her intuitive or learned mental model, towards good arms in the future.
Our contributions are (1) introducing a probabilistic multi-agent model that endows contextual
multi-armed bandits with a computational theory of mind, (2) formulating it as a user model for
interactive intelligent systems that treats the user as an actively planning agent, (3) extending
it to a mixture user model that learns whether the user is better modelled with a baseline
passive user model or the proposed active user model, making the approach robust with regard
to the assumptions about the user, (4) implementing computation as a probabilistic inverse
reinforcement learning problem, which includes a nested transition dynamics model, and (5)
empirically studying the performance in simulated settings and a user study.
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2 Related Work
2.1 User Modelling in Human–Computer Interaction
User modelling in human–computer interaction aims at improving the usability and usefulness of
collaborative human–computer systems and providing personalised user experiences [11]. Machine
learning based interactive systems extend user modelling to encompass the statistical models
interpreting user’s actions. For example, in information exploration and discovery, the system
needs to iteratively recommend items to the user and update the recommendations based on the
user feedback [21, 28]. The current underlying statistical models use the user’s response to the
system’s queries, such as did you like this movie?, as data for building a relevance profile of the
user. Recent works have investigated more advanced user models [7, 30]; however, as far as we
know, no previous work has proposed statistical user models that incorporate a model of the
user’s mental model of the system.
Human feedback modelling has also been investigated in reinforcement learning literature with
human as the teacher providing the reward signal for the learning agent [16, 20, 32]. Thomaz &
Breazeal [32] observed that humans give reward not only to evaluate the current action of the
agent but also to guide the subsequent actions of the agent. MacGlashan et al. [20] argued that
human feedback is influenced by the agent’s current policy and achieved improved performance by
considering this behaviour in the learning algorithm. Though the considered tasks were different
to the setting of this paper, our modelling approach incorporates these intuitions to better infer
the intention behind the user’s actions.
Our modelling assumptions about user behaviour in goal-directed tasks are grounded on the
influential problem-space theory from cognitive science [17, 23]. This theory’s model of human
problem solving can be seen as searching for an optimal path in a Markov decision process,
where powerful heuristics help humans reduce complexity. Neuroscience studies also support this
model as they investigate model-based reinforcement learning methods in the human brain [8].
Our probabilistic user model for the bandit problem encodes the assumption that the user does
model-based short-term planning for identifying good paths towards the goal.
2.2 Theory of Mind and Multi-agent Modelling
Theory of mind (ToM) forms a basis for reasoning about others and is essential for efficient
collaboration. Probabilistic model-based and statistical model-free models have been recently
proposed for capturing computational aspects of ToM and for inferring the mental states and
goals of agents [2, 26]. Nested probabilistic programs have also been proposed for modelling
reasoning about reasoning in simple games, puzzles, and linguistic examples [31].
ToM-based models fall into the recursive reasoning category of opponent modelling in multi-
agent literature [1, 3, 24, 25]. In particular, we can place the proposed two-agent model in the
overarching framework of interactive partially observable Markov decision processes (I-POMDPs;
see Section 1 of the supplementary material for more details), which provides, in a principled
decision-theoretic framework, a general approach to define multi-agent models that have recursive
beliefs about other agents [3]. In the proposed model, the assisting agent (the system) has a more
sophisticated (higher level) model than the user, as the user’s model is fully encompassed in it.
Yet, the user’s model already has capacity to anticipate and steer the system as it nests a naive
model of the system. Contrary to most work in I-POMDPs, we consider the practically important
case of multi-armed bandit–MDP two-agent model, which considerably reduces the computational
and sample complexity compared to the general POMDP–POMDP models. Morever, we focus on
the case where the main unknown parameter to be estimated is the reward function of the other
agent. Learning from humans with recursive reasoning was opined in [34]. Yet to our knowledge,
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our work is the first to propose a multi-agent recursive reasoning model of the multi-armed bandit
problem.
Finally, similar to probabilistic ToM and multi-agent modelling [2, 3, 24, 25, 31], our approach
of modelling the user can be grounded to computational rationality, which models human behaviour
and decision making under uncertainty as expected utility maximisation, subject to computational
constraints [14]. Our user model assumes that the user chooses actions proportional to their
likelihood to maximise, for a limited horizon, the future accumulated reward.
3 Model and Computation
In the following, we formulate the user’s planning in an interactive intelligent system as a part
of a probabilistic multi-agent modelling problem. We consider a case where the system is a
contextual bandit and the user model is a Markov decision process planning ahead, with the
transition dynamics defined by the user’s model of the system bandit.
We use bold-faced symbols for vectors and matrices, and p(a | b) as a general notation for
probability distributions and densities or mass functions for a given b.
3.1 Setup
We consider a general task where a user is interested in finding one or multiple relevant items
from a fixed set of K items, with the intelligent system trying to help the user. For example,
this might correspond to an exploratory information retrieval or a personalised recommendation
task. The interaction between the system and the user follows as a sequence of actions, where at
each step t, the system’s action is to choose one item it (or a more general query) and ask the
user to provide its relevance at (here, ‘yes’/‘no’) as a feedback. The user chooses her action (the
feedback) and the system updates its model of the user and then proceeds to the next iteration.
We will assume that each item k has an associated feature vector xk ∈ RM and model the
interaction as a multi-armed bandit. At each step t = 1, . . . , T , the system chooses an arm (an
item) it ∈ {1, . . . ,K} and, in the standard setting, receives a binary stochastic reward rt ∈ {0, 1}.
The aim of the system is then to choose the sequence of arms to maximise the expected collected
reward RT = E[
∑T
t=1 rt].
Our proposed model will deviate from this standard setting, by accounting for the point of
view of the user as the provider of the feedback. In particular, we distinguish between the user’s
action, denoted at ∈ {0, 1} hereon, that the system observes (interpreting it in the standard
setting as the reward) and the actual reward rt ∈ {0, 1} that the system obtains, but now does
not observe, for choosing the arm it. In particular, in the user modelling scenario, as the system
is helping a user to attain her goal, it is natural to think that the user evaluates the reward for
an arm, and then can choose whether to pass this on to the system. We will explicate below
the assumptions the different user models make about the relationship of the user’s relevance
feedback and the obtained reward.
3.2 Baseline System and Passive User Model
The system uses a probabilistic contextual multi-armed bandit model that (1) learns about the
user’s relevance profile with regard to the arms by inferring the relationship of the item features
and rewards, and (2) chooses the queries to the user to navigate the exploration–exploitation
tradeoff inherent in the problem of needing to learn about the user while aiming to maximise the
accumulated reward.
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Here, we model the user’s relevance profile with linear Bayesian logistic regression. The
probability of getting reward 1 for arm k, with item features xk, is modelled as pik = σ(x
T
kw),
where w ∈ RM is a weight vector and σ(·) is the logistic sigmoid function. We assume a
multivariate normal prior distribution, w ∼ N(0, τ2I), having zero mean and diagonal covariance
matrix τ2I. The linearity assumption could be easily relaxed, for example, by encoding the xk’s
using suitable basis functions or using Gaussian processes.
The baseline user model B follows the standard multi-armed bandit setting and assumes that
the user passively passes on the reward as her feedback, that is, at = rt. The observation model
of at is then, for t = 1, . . . , T ,
pB(at | it,pi) = Bernoulli(at | piit), (1)
a Bernoulli distribution with parameter piit .
Given a collected set of arm selections and user feedbacks at step t, Dt = {(i1, a1), . . . , (it, at)},
the posterior distribution of w, p(w | Dt) is computed. The posterior distribution of pi =
[pi1, . . . , piK ], representing the knowledge and uncertainty about the user’s relevance profile with
regard to the arms, is a transformation of this.
To navigate the exploration–exploitation tradeoff, the system then uses a bandit arm selection
strategy to select the next arm to query about based on the posterior distribution. Here, we use
Thompson sampling [33], a practical and empirically and theoretically well-performing algorithm
[29]; other methods could easily be used instead. Thompson sampling addresses the exploration–
exploitation tradeoff by stochastically sampling the next arm, with probabilities proportional to
the arm maximising the expected reward, estimated over the current posterior distribution:
Pr(it+1=k)=
∫
I(arg max
j
pij =k | w)p(w | Dt)dw, (2)
where I is the indicator function. This can be realised by first sampling a weight vector w from
p(w | Dt), computing the corresponding pi(w), and choosing the arm with the maximal reward
probability, it+1 = arg maxk pi
(w)
k .
3.3 User Model with Active Planning
We extend the basic model, which treats the user as passive environment giving stationary rewards
as described above, to include a model of the user planning ahead based on a mental model of
the system. That is, instead of assuming that the user passively evaluates the relevance of the
queried arm for feedback, we assume that the user actively tries to steer the system towards her
goal. This involves making assumptions about the user’s model of the system and how the user
plans her actions based on the model.
We model this at each step t as an instance of a Markov decision process (MDP)Mt. We will
refer to the MDP defining the user’s mental model as mental MDP. However, we do not suggest
that a user would simulate an MDP in her head; rather, it is the system’s model for capturing the
strategic thinking of the user. The main component of the mental MDP is a model of the system’s
bandit, including a model of how the actions affect its current state and potential next states.
The full model of the system then consists of three nested parts: (1) The outer-most part infers
the posterior distribution of the model parameters w from the observed user actions and selects
the next arm to query about. (2) The likelihood of the user model, interpreting the information
in the user actions, is defined through the mental MDP instances for each time step t. (3) The
transition dynamics of the mental MDPs are defined by the user’s model of the system’s bandit.
We next describe the two latter parts as they form the difference from the baseline system.
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3.3.1 Model of Actively Planning User
At each time step t, we assume that the user plans ahead for some finite number of steps T ′
and chooses her action at to maximise the probability of attaining high-reward arms. We index
time in the mental MDP Mt by t′ = 0, . . . , T ′, where t′ = 0 corresponds to t (the prime ′ is
used to distinguish between the mental MDP variables and the variables of the system’s outer
model). The Mt is defined by the tuple (S ′,A′, T ′,R′, γ′): States s′t′ ∈ S ′ consist of two parts:
the queried arm i′t′ and the state of the user’s model of the system bandit. The arm of the
initial state is defined by the actual arm queried at step t, i′0 = it. Actions a
′
t′ ∈ A′ = {0, 1}
are the binary relevance feedback. Transition probabilities p(s′t′+1 | s′t′ , a′t′) ∈ T ′ are defined by
first updating the user model’s bandit with the observation a′t′ and then using an arm selection
strategy of the mental model on it. Rewards R′ follow r′t′ = xTs′
t′
w, where xs′
t′
is the feature
vector of the arm of the state s′t′ . The γ
′ is the discount factor.
All the MDP instances are connected by the assumption that the rewards are defined by the
same (unknown to system) w, which defines the user’s relevance profile.
While the user may mentally plan ahead T ′ steps, we will ever only observe the action at = a′0
at the arm it = i
′
0 (as included in the state s
′
0) for each Mt. Similarly to Bayesian inverse
reinforcement literature [5, 27], we assume that the probability of the action is
pM(at | it,Mt,w) =
exp
(
βQ∗Mt(s
′
0, a
′
0;w)
)∑
a′ exp
(
βQ∗Mt(s
′
0, a
′;w)
) , (3)
where Q∗Mt(s
′
0, a
′
0;w) = maxa′1,...,a′T ′−1 E[
∑T ′
t′=0 γt′r
′
t′ | a′0, s′0,w] is the optimal state-action value
function of the MDP Mt for the observable action at = a′0, and following an optimal policy
afterwards. The expectation is over the transition dynamics of the MDP as defined by the user’s
model of the system bandit. Here β is a user optimality parameter (or inverse temperature;
for β = 0, the distribution of at is uniform and the actions are so uncertain that they have no
information; for β →∞, the action with the higher value is chosen deterministically). In other
words, we assume that the user chooses her action with the probability proportional to the action
being optimal in value for a finite horizon T ′. This replaces Equation 1 as the observation model
of the user’s actions for the planning-based user models.
Evaluating the Q∗ values entails simulating the user model’s model of the system’s bandit,
including the arm selection strategy, forward to get the MDP transition probabilities (given by
Equation 2 for Thompson sampling). The user model’s model of the system’s bandit is assumed
to follow the passive baseline model (that is, we don’t assume that the user has a model of the
system having a model of the user; this would lead to another level, or multiple levels of nesting if
so desired). This model computes the posterior distribution of w given all the data Dt collected
so far and is simulated forward by adding mental observations to update the model based on the
possible actions, using the likelihood in Equation 1, and running a bandit arm selection strategy
to evaluate arm selection probabilities.
The state definition of Mt is equivalent to the information states in Bayes-Adaptive MDPs
(BAMDP) [2]. BAMDPs have been used to model the Bayes-optimal solution to MAB problems.
Novelly in our work, we have formulated the BAMDP from the perspective of the user, whereas,
in the standard setting, the user would be a stationary environment generating rewards. We
provide details in Section 1 of the supplementary material.
3.3.2 One-step Planning
For the special case of one-step planning horizon, T ′ = 1, the state-action value function
Q∗Mt(s
′
0, a
′
0;w) simplifies to the rewards at the next possible arms, and the action observation
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model to
pM(at | it,Mt,w) ∝ exp(β(wTXTpit,at)), (4)
where pit,at = [p1,it,at , . . . , pK,it,at ]
T collects the probabilities of the next arm given action at
at the current arm it as estimated according to the user’s model of the system bandit, and
X ∈ RK×M collects the arm features into a matrix. Note that the reward of the current arm
does not appear in the action probability1. For deterministic bandit arm selection strategies, the
transition probabilities pk,it,at for the each of the two actions would have a single 1 and K − 1
zeroes (essentially picking one of the possible arms), giving the action probability an interpretation
as a preference for one of the possible next arms. For a stochastic selection strategies, such as
Thompson sampling, the interpretation is similar, but the two arms are now weighted averages,
x¯at=0 = X
Tpit,at=0 and x¯at=1 = X
Tpit,at=1.
3.3.3 Inferring User’s Strategy
Users can exhibit different kinds of strategies. To make the user model robust to different types
of users, we formulate a mixture model over a set of alternative strategies. Here, we consider the
case of a combination of the passive and active user models:
pM/B(at | it,Mt,w,pi, α) =αpM(at | it,Mt,w)
+ (1− α)pB(at | piit),
(5)
where α ∈ (0, 1) is a mixing weight. A beta prior distribution, α ∼ Beta(1, 1), is assumed for the
mixing weight.
3.4 Computation
Computation presents three challenges: (1) computing the analytically intractable posterior distri-
bution of the model parameters p(w, α | Dt), (2) solving the state-value functions Q∗Mt(s′0, a′0;w)
for the active planning models, and (3) computing the Thompson sampling probabilities (Equa-
tion 2) that are needed for the state-value functions.
We implemented the models in the probabilistic programming language Pyro2 and approximate
the posterior distributions with Laplace approximations [12, Section 4.1]. In brief, the posterior
is approximated as a multivariate Gaussian, with the mean defined by the maximum a posteriori
(MAP) estimate and the covariance matrix being the negative of the inverse Hessian matrix at
the MAP estimate. In the mixture model, the mixture coefficient α ∈ (0, 1) is transformed to the
real axis via the logit function before computing the approximation.
The inference requires computing the gradient of the logarithm of the unnormalized posterior
probability. For the active models, this entails computing the gradient of the logarithm of
Equation 3 at any value of the model parameters, which, for horizons T ′ > 1, requires solving
and computing the gradients of the optimal state-action value functions Q∗. To solve the
Q∗Mt(s
′
0, a
′
0;w) values for both of the possible observable actions a
′
0 = 0 and a
′
0 = 1, we compute
all the possible trajectories in the MDP until the horizon T ′ and choose the ones giving maximal
expected cumulative reward. Choi & Kim [5] show that the gradients of Q∗ exist almost
everywhere, and that the direct computation gives a subgradient at the boundaries where the
gradient does not exist.
For stochastic arm selection strategies (in the user model of the system bandit), the number
of possible trajectories grows too fast for the exact exhaustive computation to be feasible (KT
′
1It cancels out. Equivalently, one can define that after the user has seen the current arm, she has evaluated its
relevance and its reward will not affect her actions in steering the system further.
2http://pyro.ai/, version 0.3.
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trajectories for each initial action). Here, we approximate the forward simulation of the MDP
with virtual arms : instead of considering all possible next arms given an action a′t′ and weighting
them with their selection probabilities ps′
t′ ,a
′
t′
, we update the model with a virtual arm that is
the selection-probability-weighted average of the next possible arms x¯s′
t′ ,a
′
t′
= XTps′
t′ ,a
′
t′
(for
deterministic strategies, this would be exact computation). The virtual arms do not correspond
to real arms in the system but are the user’s expectations of the next arms. This leads to
2T
′−1 trajectories to simulate for each initial action. Moreover, for any trajectory of actions
a′0, . . . , a
′
T ′−1, this approximation gives QMt(s
′
0, a
′
0;w) ≈ wTXT
∑T ′−1
t′=0 γt′ps′t′ ,a
′
t′
and if we cache
the sum of the discounted transition probabilities for each trajectory from the forward simulation,
we can easily find the optimal Q∗Mt(s
′
0, a
′
0;w) at any value of w as required for the inference.
Computing the next arm probabilities for the Q∗ values requires computing the actual
Thompson sampling probabilities in Equation 2 instead of just sampling from it. As the sig-
moid function is monotonic, one can equivalently compute the probabilities as Pr(it+1 = k) =∫
I(arg maxj zj = k)p(z | Dt)dz where z = Xw. As p(w | Dt) ≈ N(w | m,Σ), z has multi-
variate normal distribution with mean Xm and covariance XΣXT. The selection probabilities
can then be estimated with Monte Carlo sampling. We further use Rao-Blackwellized estimates
Pr(it+1 = k) ≈ 1L
∑L
l=1 Pr(zk > maxj 6=k zj | z(l)−k), with L Monte Carlo samples drawn for z−k
(z with kth component removed) and Pr(zk > maxj 6=k zj | z(l)−k) being the conditional normal
probability of component zk being larger than the largest component in z−k.
4 Experiments
4.1 Simulation Experiments
We perform simulation experiments based on a real dataset to study (1) whether a user who is
actively trying to steer the passive baseline system based on her mental model obtains improved
performance, (2) whether the system modelling the active user improves performance further, (3)
whether the mixture model is robust to assumptions about the user’s strategy, and (4) whether
planning multiple steps ahead improves performance.
We use a word relevance dataset that corresponds to simulating an information retrieval
problem. The Word dataset is a random selection of 10,000 words from Google’s Word2Vec
vectors, pre-trained on Google News dataset [22]. We reduce the dimensionality of the word
embeddings from the original 300 to 10 using PCA and mean-centre and normalise the feature
vectors to unit length. We report results on two further datasets in the supplementary materials.
We randomly generate 100 replicate experiments: a set of 100 arms is sampled without
replacement and one arm is randomly chosen as the target xˆ ∈ RM to define the ground truth
relevance profile. This is generated by setting wˆ = [c, dxˆ] ∈ RM+1, where c is a coefficient for
an intercept term (a constant element of 1 is also then added to all arms x) and computing the
ground truth reward probabilities as pˆik = σ(wˆ
Txk) for each arm k, where σ(·) is the logistic
sigmoid function. We study two settings, with c = −2 and d = 6, and c = −4 and d = 8, to
generate reasonable relevance profiles, where the first setting gives a denser profile (many arms
have high rewards) than the latter (where few arms have high rewards; see Supplementary Figure
1). To reduce experimental variance for method comparison, we further randomly choose one of
the sampled arms as the initial query for all methods.
We compare performances of systems with different combinations of types of simulated users
(SU) and system’s user models (UM). Simulated users are either passively forwarding a stochastic
binary reward (Equation 1) based on the ground truth pˆik as their action for arm k (the standard
bandit assumption), referred to as (SU)Passive, or are planning with the mental MDP model
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Figure 2: Expected cumulative reward (left) and concordance index (right) curves for different
combinations of types of simulated users (SU) and system’s user models (UM) in the Word dataset
(dense and sparse relevance profile setting as rows). Methods are divided into two subplots for
clarity, but can be compared across; (SU)Active | (UM)Active is included in both for reference.
Active users and user models plan one step ahead. Lines show the mean over 100 replications
and shaded area the 95% confidence intervals for the mean.
(Equation 4 for one-step and Equation 3 for multi-step) based on the ground truth, referred to
as (SU)Active. We use βˆ = 20 as the simulated user’s optimality parameter and also set the
user model’s parameter β to the same value. For multi-step models, we set γ′t′ =
1
T ′ , so that
they plan to maximize the average return up to horizon T ′. The system’s user models, which do
not have access to the ground truth but learn from the user’s actions, are similarly referred to
as (UM)Passive (Equation 1), (UM)Active (Equation 4 or Equation 3), and (UM)Mixture (the
mixture of passive and active models; Equation 5).
Expected cumulative reward and concordance index are used as performance measures (higher
is better for both). Expected cumulative reward measures how efficiently the system can find high
reward arms and is a standard bandit benchmark value. Concordance index, being equivalent to
the area under the receiver operating characteristic curve, is a more applied performance measure
relevant for information retrieval and measures the system’s learning of the relevance of the arms.
It estimates the probability that a random pair of arms is ordered in the same order by their
ground truth relevances and the model’s estimated relevances; 0.5 corresponds to random and 1.0
to perfect performance.
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Figure 3: Expected cumulative reward (left) and concordance index (right) curves for simulated
users (SU) and user models (UM) that plan 1–4 steps ahead (Word dataset, sparse relevance
profile).
4.2 Simulation Results
Active Planning by User Improves Performance Figure 2 shows the performance of
different combinations of types of simulated users (SU) and system’s user models (UM), for
passive and one-step active methods. In the sparse relevance profile setting (lower row), an
actively planning user can steer a system having a passive user model to achieve a small increase
in performance compared to a passive user (A|P vs P|P). In both dense and sparse relevance
profile settings, the performance increases more markedly when the system’s user model accounts
for the active user (A|A). Active behaviour is particularly beneficial in the sparse relevance setting.
The improvements are seen in both performance measures, and the concordance index implies
particularly that the model is faster to learn about relevant arms and also achieves higher overall
performance at the end of the 30 steps. Supplementary Figures 2 and 3 show similar results for
two other real datasets.
Mixture Model Increases Robustness to Assumptions About the User A mismatch
in the other way, when a passive user uses a system having an active user model, is markedly
detrimental to performance (Figure 2, P|A). The mixture user model guards against the mis-
matching assumptions and attains a performance similar to the combinations of matching user
and system’s user model (A|M vs A|A and P|M vs P|P).
Planning for Multiple Steps Increases Performance Further Figure 3 shows the perfor-
mance for matching simulated users and user models that plan one to four steps ahead (sparse
relevance profile). There is a marked improvement especially when going from 2-step to 3-step
planning horizon. The differences are slightly smaller in the dense relevance profile setting
(Supplementary Figure 4).
Sensitivity of Results to Simulated User’s Optimality and Number of Arms To test
the sensitivity of the results to the simulated user’s optimality parameter βˆ, which controls how
likely the user is to choose the optimal action (up to the finite planning horizon), we replicated
the experiments for βˆ = 5 and βˆ = 10 for the one-step ahead planning (instead of βˆ = 20 used
for Figure 2; again, we set user model’s β to the same value). Supplementary Figures 5 and 6
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show that the performance of the active user unsurprisingly drops when the user becomes more
uncertain.
The experiments were replicated for tasks with 500 arms (instead of the 100 in Figure 2) in
the Word dataset (dense relevance profile). The results are qualitatively similar to the 100 arms
case (Supplementary Figure 7).
4.3 User Experiment
We conducted a proof-of-concept user study using a subset of 20 words (from the Word dataset) on
ten university researchers. The goal of the study was introduced to the participants as helping a
system to find a target word, as fast as possible, by sequentially providing binary answers (yes/no)
to the system’s questions (15 question budget) about relevance of different words to the target
word. The target word was given to the participants at the beginning of each round. The study
was repeated for two different systems (with passive and mixture user models in randomized order)
and for twenty rounds (each word chosen once as the target word). Two practice rounds (one with
each system) were completed in the beginning of the study. The participants were compensated
by a movie ticket upon completion of the study. The task performance was incentivized by
providing an extra movie ticket if the participant was able to help the system find the target
word in fewer steps than a certain threshold. Details of the study setting are provided in Section
3 of the supplementary materials.
Figure 4 depicts the performance of participants in different conditions (individual performances
are shown by shaded lines and averages over participants by solid lines). Participants achieved
noticeably higher average cumulative rewards while interacting with the mixture user model (red)
compared to the passive user model (blue). This difference was at a significant level (p-value <
0.01) after 12 questions, computed using paired sample t-test (see Supplementary Figure 9 for
p-values per step). The random question performance is shown as a baseline. Furthermore, by
generating the user feedback from users’ offline assessments (green), which was gathered prior
to the online experiment, the performance further decreased, indicating that the participants
actively change their feedback behaviour during the online interaction.
5 Discussion and Conclusions
We introduced a probabilistic two-agent model that endows contextual multi-armed bandits with
a computational theory of mind capability, and demonstrated it in application for user modelling
for assisting agents in interactive intelligent systems. The results in simulation experiments show
that the approach can increase the performance and achieve the user’s goals faster if the user can
form accurate mental models that the system can capture. This highlights, and extends from
user experience design, the role of understandability and predictability of the system for the user
as an important design factor for the statistical models underlying the system, uncovering an
under-appreciated path for improving the performance of interactive systems.
We also conducted a proof-of-concept user study, which showed improved performance for the
proposed approach compared to baseline. Further user studies and applications in more complete
interactive systems are thus warranted. We did not investigate and control all the associated
human factors in this first user study of the proposed approach and cannot convincingly conclude
whether the improvement arised due to the users having a useful mental models of the system that
the system can capture. Studying the human factors and tailoring the user model accordingly
are important future directions. For example, humans naturally tend towards different kinds of
exploratory behaviour in context dependent manner, so certain kinds of bandit models could
naturally be more predictable for humans [13].
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Figure 4: Average cumulative reward curves for different conditions of the word search user study.
Shaded lines show the average performance of individuals (over 20 target words) and solid lines
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(red) and passive (blue) user models during the online study, while the offline (green) results
are generated from participants’ assessments about relevance of words. The task performance
consistently improved when interacting with the mixture user model.
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A Connections to Multi-agent Learning and Bayes-adaptive
Markov decision processes
A.1 Bayes-Adaptive Markov decision processes
A Bayes-adaptive Markov decision process (BAMDP) extends the state space of an MDP with
unknown transition dynamics T by adding posterior beliefs about the transition dynamics [2].
This new state is also called the information state. The information state of a BAMDP at a
given time is s+ = (s, h) where s is the original MDP state and h is the history of transitions
observed so far. Then, a belief over transitions P (T | h) is maintained. Often in practice, this
is a parametric distribution and the information state maintains the sufficient statistics instead
of the whole history. The transition dynamics of the BAMDP in the extended state space is
T +((s, h), a, (s′, h′)) = EP (T |h)[T (s, a, s′)]. BAMDP’s actions and rewards are the same as the
original MDP. Solving this BAMDP with the T + yields the Bayes-optimal solution for the original
MDP, balancing the exploration with exploitation optimally.
A multi-armed bandit problem can be expressed as a BAMDP where information states
contain only the histories since there are no environment states. In that case, the history h
will consist of played arms and observed rewards so far. Let h′ = har, where h′ is the played
arm a and observed reward r appended to the history h. Then the transitions are defined as
T +(h, a, h′) = EP (R|h)[P (r|a)] where P (R | h) is the posterior belief about reward probabilities
of all arms, given history h. The solution to this BAMDP, with a given prior P (R) as the starting
state, provides the Bayes-optimal solution to the multi-armed bandit problem.
One can derive popular MAB algorithms within the BAMDP as well. For instance, Thompson
sampling procedure at each time step can be seen as estimating T + with a single sample from
P (R | h) instead of the full expectation, and then acting with a greedy argmax policy on it.
Our user model has a BAMDP model of the bandit. Every mental MDP Mt at a given
time can be seen as a Bayes-Adaptive MDP with the starting state ht, or alternatively all Mt
can be captured in this BAMDP. However, differently in our work, the BAMDP takes user’s
perspective. Previously from bandit’s perspective, the unknown transitions were due to unknown
reward probabilities. For the user, it is due to unknown arm selection probabilities. Thus, let
ht = (a1, r1, ..., at) and ht+1 = hrtat+1, then T +(ht, rt, ht+1) should be the probability of the
system playing at+1 given observed history so far. This can be expressed as EP (w|ht,rt)[pi(at+1 | w)],
where pi(at+1 | w) represents the system’s arm selection policy and P (w | ht, rt) is its current
posterior beliefs about the rewards. Our user model computes P (w | ht, rt) with its model of the
system, by simulating its learning rule. Then computes this expectation by estimating Thompson
sampling probability of each arm under this posterior. Once user has computed T +(ht, rt, ht+1)
for all possible ht+1 it computes Q values as described in the paper. It is clear that for one-step,
the Q values will be ET + [w∗xat+1 ] for our case where w∗ is the true rewards parameter of the
user. Indeed once w∗ is pulled out, the expectation yields the virtual arm.
A.2 I-POMDPs and Multi-agent Opponent Modelling
Recursive modelling of the opponents’ reasoning is studied in multi-agent and game theory
communities. These methods employ ToM-like models to reason about the opponents’ behaviour.
Interactive POMDPs are a general recursive model of multi-agent interaction where the state
space of a POMDP is extended by adding possible models of the opponents [3]. An I-POMDP
agent maintains a belief over the original states of the POMDP and the possible models of its
opponents. Opponent models are nested in the sense that a level-k I-POMDP has level-k − 1
opponent models in its state-space. Level 0 is a POMDP with no opponent models, where the
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effects of the actions of others are subsumed into transition dynamics.
Our proposed system with the actively planning user model is a level-1 agent who models its
user as a level-0 agent. The level-0 agent is a BAMDP who subsumes the arm selection behaviour
of the system into the transition dynamics T +. Different to general I-POMDPs, we do not have
any environment states and the user and the system are interacting directly. Level-0 agent models
the system as the environment, and the level-1 system models the user as a level-0 agent. The
system’s goal is to learn the user’s reward, and its user model changes the learning rule for the
reward via likelihood.
The opponent model space of I-POMDPs usually contain an additional type of models called
sub-intentional models. These are simple models such as an opponent who acts uniformly random,
or one that chooses its actions from a fixed yet unknown distribution. Our mixture model can be
seen as a level-1 system which maintains a belief over two possible opponent models: level-0 user
model and the sub-intentional passive user model. This belief is represented by the posterior of
the mixture coefficient α.
In summary, our modelling can be seen as part of the I-POMDP framework, yet we differ in
terms of objectives, modes of interaction, and environment settings.
B Supplementary Results for Simulated Experiments
We provide further results for the simulation studies here, as listed below. The two further datasets
are the following, corresponding roughly to data that would occur in tasks for recommendation
and image search, respectively. The Wine Quality dataset [1] consists of 4,898 instances of white
wines with 11 continuous features (and a categorical output variable denoting wine quality which
is not used here). The Leaf dataset [4] consists of 340 instances with 14 features representing
the shape and texture features of leaves from different plant species. For all datasets, all feature
vectors are mean-centred and normalised to unit length. The dense ground truth reward profile
setting is used (c = −2 and d = 6, when defining the ground truth reward wˆ = [c, dxˆ] ∈ RM+1,
where xˆ ∈ RM is the feature vector of the target arm).
• Figure S1: The relevance profiles of the different datasets demonstrating the density–sparsity
of the reward probabilities.
• Figure S2: Replication of the simulated experiment in the Wine Quality dataset (dense
relevance profile setting).
• Figure S3: Replication of the simulated experiment in the Leaf dataset (dense relevance
profile setting).
• Figure S4: Replication of the multi-step simulated experiment for the dense relevance profile
setting in the Word dataset.
• Figure S5: Replication of the simulated experiment in the Word dataset (dense relevance
profile setting) with simulated user’s optimality parameter βˆ = 5 and user model parameter
β = 5.
• Figure S6: Replication of the simulated experiment in the Word dataset (dense relevance
profile setting) with simulated user’s optimality parameter βˆ = 10 and user model parameter
β = 5.
• Figure S7: Replication of the simulated experiment for with 500 arms in the Word dataset
(dense relevance profile setting).
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Figure S1: The relevance profiles of the different datasets, generated by sorting the arms according
to their reward probabilities and taking the mean over replications. For example, a point at
(80,0.6) should be read as there are 20 arms with ≥ 0.6 reward probability.
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Figure S2: Replication of the simulated experiment for the dense relevance profile setting in the
Wine Quality dataset.
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Figure S3: Replication of the simulated experiment for the dense relevance profile setting in the
Leaf dataset.
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Figure S4: Replication of the multi-step simulated experiment for the dense relevance profile
setting in the Word dataset.
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Figure S5: Replication of the simulated experiment for the dense relevance profile setting in the
Word dataset with simulated user’s optimality parameter β = 5.
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Figure S6: Replication of the simulated experiment for the dense relevance profile setting in the
Word dataset with simulated user’s optimality parameter β = 10.
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Figure S7: Replication of the simulated experiment for the dense relevance profile setting with
500 arms in the Word dataset.
C User Study Details
We conducted a proof-of-concept user study using a subset of 20 words (from the Word dataset)
on ten university researchers (3 females and 7 males). The goal of the study was introduced to
the participants as helping a system to find a target word, as fast as possible, by sequentially
providing binary answers (yes/no) to the system’s questions (15 question budget) about relevance
of different words to the target word. The target word was given to the participants at the
beginning of each round. Since only 20 words were selected for the user study, we skipped the
PCA pre-processing step (since it is hard to detect information from noise when the number of
data is much smaller than the dimension) and instead used pairwise radial basis function kernel
between words in the original 300 dimension to reduce the dimension to 20. Furthermore, to
reduce the variance in the sequence of questions in both user models, we used UCB instead of
Thompson sampling as system’s outer-most arm selection strategy. The list of considered words
along with their feature vectors are shown in Figure S8. The resulting data matrix was also used
as the reward function for each target word.
Before the start of the online experiment, the participants assessed the relevance of all words
to each other by filling a table, with rows and columns representing words, with integer values
between 0 to 100 (0: not relevant at all, 50: moderately relevant, 100: exact word). This
assessment was used to generate offline feedback behaviour of the participants. The online study
was repeated for two different systems (with passive and mixture user models in randomized
order) and for twenty rounds (each word chosen once as the target word). The starting question
of each round was chosen randomly for each user and target but it was similar between the two
systems. Two practice rounds (one with each system) were completed in the beginning of the
study. The user interface and time delays between questions were identical between the two
systems and the participants were naive about which system they were interacting with. The
questions were in the form of ”Is word Relevant?” and the participants could answer by typing ”y”
(Yes) or ”n” (No) in the terminal and pressing enter. Each round would end after 15 questions
and answers. The users were not under any time pressure and the study on average took 75
minutes.
The participants were compensated by a movie ticket upon completion of the study. The task
performance was incentivized by providing an extra movie ticket if the participant was able to
help the system find the target word in fewer steps than a certain threshold.
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Figure S8: User study data and ground truth rewards. The matrix represents the feature vectors
of each word considered in the user study. The ground truth reward values for each target word
are represented by the values in the corresponding row
20
1 3 5 7 9 11 13 15
Steps
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
P-
va
lu
e
Paired t-test between user models of online study
Figure S9: P-value for paired sample t-test between average cumulative reward of the mixture and
passive user models of ten participants of the online study at each iteration. The black dashed
lines show the 0.05 and 0.01 thresholds. The mixture user model achieved significantly higher
cumulative reward after 12 questions.
21
Supplementary References
[1] Cortez, P., Cerdeira, A., Almeida, F., Matos, T., and Reis, J. Modeling wine preferences by
data mining from physicochemical properties. Decision Support Systems, 47(4):547–553, 2009.
Dataset available at UCI ML Repository.
[2] Duff, M. O. Optimal Learning: Computational procedures for Bayes-adaptive Markov decision
processes. PhD thesis, University of Massachusetts at Amherst, 2002.
[3] Gmytrasiewicz, P. J. and Doshi, P. A framework for sequential planning in multi-agent
settings. Journal of Artificial Intelligence Research, 24:49–79, 2005.
[4] Silva, P. F., Marcal, A. R., and da Silva, R. M. A. Evaluation of features for leaf discrimination.
In International Conference on Image Analysis and Recognition, ICIAR, pp. 197–204, 2013.
Dataset available at UCI ML Repository.
22
