It is well known that a quasi-linear first order strictly hyperbolic system of partial differential equations admits a formal approximate solution with the initial data X~[ao(Xx -n, x)rx (n), l> 0 , x, r\ e R" , n ^ 0. Here ri(n) is a characteristic vector, and ao(o, x) is a smooth scalar function of compact support. Under the additional requirements that n = 2 or 3 and that üq(o , x) have the vanishing mean with respect to a , it is shown that a genuine solution exists in a time interval independent of A , and that the formal solution is asymptotic to the genuine solution as À -► oo .
is assumed to have m distinct real roots x = px(u,£),... , x = pm(u, £) for each u e Rm , £ = (£x, ■ ■ ■ , in) e R"\0. We require that p{(u,£),... , Pm(u,£) be smooth in u and £ in a neighborhood of u = 0 and £ = n, where n is a given nonzero element of R" . We also stipulate that at least one, say the first, characteristic field is genuinely nonlinear, or the scalar product (0. 4) Vupx(u,£).rx(u,£)¿0
in a neighborhood of u = 0 and £ = n. Here rx(u, £) is an eigenvector corresponding to the eigenvalue px (u, £) :
n Px(u, £)A0iu)rxiu, £) = Y^£jAj(u)r\iu,£).
7=1
The detailed requirements on the system (0.1) will be given in §1. Let n > 2. Suppose g = g ix) is regular enough that g belongs to the Sobolev space over R" of order s > n/2 + 1. Then it is well known that the initial value problem (0.1), (0.2) admits a unique "regular" solution w(x, t), which is valid in a certain time interval 0 < t < Tg . Here Tg depends on the size of the Sobolev norm \\g\\s. Generally speaking, Tg>Oil/\\g\\s) (see Kato [5, 6] , Majda [9] , Klainerman [7] ). Now let us take as the initial data an m-vector-valued function which depends on a parameter X > Xq > 0. Let (0. 5) g(x) = g(x, X) = X~xa0(Xx • n, x)rx(0, n).
Here iieR", n ^ 0, and x • n is the inner product of R" : x • n = Yl" Xjr\j, x = (xi, ... , x"), n -(r¡x,..., n"). ao(o, x) is a smooth scalar function of (a, x) e R x R" . rx (0, n) is the eigenvector mentioned in the above. Recall that an initial data of the form exp{A\/-Tx • n}uo(x) is the basic ingredient of the geometric optics approach to linear hyperbolic partial differential equations. Recall also that, in our nonlinear situation, if ao(o, x) is "nice", for instance, is compactly supported, then a formal asymptotic solution, say U(x, t, X), of the initial value problem (0.1), (0.2), (0.5) can readily be constructed, so that it is smooth in a time interval independent of X > Xo (see Choquet-Bruhat [1] , Hunter and Keller [3] , Hunter, Majda, and Rosales [4] , Majda [10] , and also our discussions in §2).
On the other hand, even if ao(o, x) is compactly supported, it can easily be seen that the Sobolev norms of g(x, X) behave as HáK-^ll^c^-1 for X > Xo and 5 > 0. Therefore, existence of the solution u(x, t, X) of the initial value problem may only be assessed for time intervals depending on X, which moreover shrink to zero as X grows to infinity. It would thus be interesting to know under what condition u(x, t, X) is valid in a time interval independent of X so that u(x, t, X) ~ U(x, t, X) asymptotically as X -> oo then.
The purpose of the present paper is to show in low dimensions, i.e., n = 2 or 3, this is in fact the case provided ao(o, x) is compactly supported and smooth enough, that is, (0. 6) a0(o,x)e C^(RxR"), TV very large, and moreover has the vanishing mean with respect to a :
(0.7) / a0(o,x) do = 0. 7r Then for some X\> 0 and for some Tx > 0 independent of X > Xx, u(x, t, X) and 77(x, t, X) axe shown to be valid for 0 < t < Tx so that u(x, t, X) = U(x, t, X) + 0(A~3) as X -> oo . Actually, u(x, t, X) and all of its first partial derivatives with respect to x and t axe shown to be uniformly bounded for x e R", 0 < t < Tx, X > Xx. It follows then that the solution u(x, t, X) is unique in spite of the estimates ||u(-, t, X)\\s < CSXS~X, 0 < s < 3, and \\ut(., t, X)\\s < C'SXS, 0 < s < 2. The precise statements of our results are given in §1 (see Theorems 1.4 and 1.5). Uniform existence of the solution u(x, t, X) will be proved in §3.
Remark. Requirements of the form (0.6), (0.7) are closely related to a certain class of functions which generate "wavelets" (see Daubechies [2] ).
Further extensions or generalizations of the present results will be discussed elsewhere.
Assumptions and statement of the results
Let us begin by making technically precise the assumptions on the system (0.1). Let w e Rm . Denote by L(w) the operator
acting on w-vector-valued functions v = v(x, /). Since only small u is relevant in the system (0.1), we assume that each of the coefficient matrices A0(w), Axiw), ... , Aniw), Biw) of the operator L(w) is decomposed into a sum of an mxm constant matrix and an mxm matrix with entries consisting of functions of w belonging to ZF(Rm). Thus, for example,
where A^ is the constant part and Aq(w) the rapidly decreasing part. Note that such a decomposition is unique. Furthermore, it is easily seen that the matrices admitting this kind of decomposition, to be called decomposable, form a matrix subalgebra, and if a decomposable matrix is invertible, then its inverse is also decomposable.
Returning to the coefficients of L(w), we assume A0(w), Ax (w), ... , An(w) are symmetric and Aq(w) positive definite as we have mentioned in §0. Then the inverse Aq(w)~x is also positive definite and decomposable. In particular, there are positive constants y and T independent of w such that (1.2) yy-y<y-A0(w)y<Ty.y for y € Rw , w e Rm . Next recall the characteristic equation (0.3). Let n = (nx, ... , n") £ R", nj^O. We assume that the characteristic equation Remark. In the following, we will omit reference to w when w = 0 in pk(w, £), rk(w , £), or rk(w, £). Thus we will simply write pk(£), rk(£), r*k(£) instead of Pk(0, £), rk(0, £), r*k(0, £). However, we retain w = 0 in their Fréchet (-Gâteaux) derivatives with respect to w, for instance, Vwpki0,£) • v = id/de)pkiev,£)\E=0. Lemma 1.1. We have In fact, these are consequences of differentiations of (1.5), (1.6), and (1.7) combined with (1.4).
Remarks. 1. Compare (1.10) with (0.4).
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 2. If Sjj e R and S¡j =Sp, i, j = 1, ... , n , the following identities hold.
They are useful when we consider phase functions of waves which are more general than planar ones. Namely, we have Now we introduce the class of functions to which our formal asymptotic solution of the initial value problem (0.1), (0.2), (0.5) is presumed to belong. Let p be real and T > 0. We denote by ¿rfp(T) the totality of the smooth functions f(x, t, X), xeR", 0 < ? < 77, A > An > 0, such that, when X > Xo, (1.14) sup \dkd^f(x, t, X)\ < CXk+^-P x,t and (1.15) sup||0*/(-,i, A)||, <CA*+i-> t for all k = 0, 1, 2, ... , multi-indices a = (ax, ... , a") and 5 > 0. Here C represents various constants independent of X > An . |a| = ax -\-\-a" is the length of a multi-index a, and || • ||s the norm of the Sobolev space HS(R").
Remark. We may restrict the range of k, a, s in bounded sets provided they allow large enough k, s, \a\, for instance, larger than n/2 + 4.
In order to analyze the class s/p(T) two auxiliary function classes BV(T), v = 1,2, ... , and 0(77) will be useful. BV(T) is the set of all the smooth functions h(o, x, t), a = (ax, ■ ■ ■ , av) E R" , x e R" , 0 < t < T, such that sup (1 -h \x\)j\d2d,kd¿h(o, x, f)\ < C < oo a ,x ,t holds for any multi-indices a = (a\, ... , an), ß = (ßx, ... , ßv), j, k = 0,1,2,..., with C standing for various constants. The class 0(77) consists of all the smooth functions 5(x, t), x e R", 0 < t < T, such that, for a real Co and a nonzero Ç = (£x ,...,£") e R" , dtS -Co, dXjS -£¡, dkdXjS, j = l,...,n, k = 1,2,... , belong to H°°(Rn) = C\s>0Hs(Rn) uniformly with respect to /, 0 < t < T. Lemma 1.2. Let h (a, x, t) e BV(T) and Sx(x, t), ... , Sv(x, t) e <P(77). Then h(XSx(x, t),... ,XSv(x, t),x,t) esf°(T).
Proof. It is enough to consider the case v = 1. The estimate (1.14) is obvious by the chain rule of differentiation of a composite function. The estimate (1.15) essentially reduces to the following Lemma 1.3. Let h(a) be a smooth function of a € R such that all its derivatives remain bounded. Let S(x) be a function x 6 R" such that for a nonzero C 6 R", VxS-£ e Hs(Rn)n, s > n/2. Suppose b(x) e HS(R"). Then h(XS(x))b(x) e HS(R") and
Proof. Let N be the integer with s < N < s + I. Suppose b(x) 6 HN(Rn). Recall
where, for \ß\ > 1,
Here the summation in (1.19) is over multi-indices ß', ... , ß^k"> such that ß' + ■■■ + ß^ < ß, \ß'\ > 1, ... , \ßW\ > 1 and \ß'\ + ■■■ + |0<*')| = k.
Note /z(fc)(AS(x)) are uniformly bounded in A, x. Thus, we only need to show Sß,k(x)d?-ßb(x) e H°(R") for \ß\ > 1 . We claim License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
these terms belong to Hs-k+x(R"). Therefore, Y" 6 Hs-k+x(R"). It is clear that sfiT) c stfP'iT) when p > p'. It is also clear that X~xfix,t, X) € s/P+'iT) for fix, t, A) e sf'ij).
On the other hand, BV(T) is multiplicatively closed, and if hx(a, x, t) e BV(T), h2(a', x, t) e Bß(T), then the juxtaposition h(a,a',x,f) = hx(a, x, t)h2(a', x, t) e Bv+ll(T). These properties will be useful in various computations of asymptotic solutions. Now we can state our main results. 7r Then for some To > 0 depending on ao(a, x) and n but independent of X > X0 there is U(x, t, X) e stfx(To) such that
Remark. (1.27) does not contain the i-variable. 77(x, t, X) is actually the asymptotic expansion of the solution to the initial value problem (0.1), (0.2), (0.5) when n < 3. Theorem 1.5. Suppose n = 2 or 3. Under the same assumptions as Theorem 1.4, for some Xx > A0 > 0 and for some Tx > 0 independent of X > Xx, there is a uniquely determined u(x, t, X), x € R", 0 < t < Tx, X > Xo, such that u(-,t,X) e 7/3(R") and du(-,t,X)/dt e 772(R") while u(-,t,X) and Theorem 1.4 will be proved in §2 by an explicit construction of 77(x, t, X). It will become clear that this is dictated essentially by the inviscid Burgers equation. However, we will have to stop before any shock develops, for smoothness of 77(x, t, A) seems indispensable in the proof of Theorem 1.5 carried out in §3.
Formal asymptotic solution
Let n GRn , n ± 0, and
Sk(x, t) =-pk(n)t + x ■ n, k=l,...,m.
These Sk axe phase functions corresponding to plane waves and trivially belong to the class ®(T) for any T > 0 (see §1). Our construction of the asymptotic solution 77(x, t, X) of Theorem 1.4 follows Choquet-Bruhat [1] or Hunter and Keller [3] . However, the adoption of linear phases (2.1) and the assumptions (1.24) and particularly (1.25) will allow us to touch the third order terms of the asymptotics which are beyond the reach of general discussions due to resonance. Now we will seek U(x, t, X) in the form
u2(x,t,X)= Y^bkk(XSk(x,t),x, t)rk(n) (2.4) and k=x m + £ *ifc(^i(*.*).*, t)rk(ri), u3(x,t,X)= 53 cki(^Sk(x, t), x, t)r¡(n) for some To > 0. Since we will determine ax(ox, x, t), ... , clk[(ox, ak, x, t) by substituting (2.2) into (2.1), we have to study how the composite functions of 77(x, t, X) behave. Let A(w) be a decomposable mxm matrix and Ac its constant part and Ad(w) its rapidly decreasing part (see §1). We have the Taylor have all entries belonging to j/3(7o) .
In fact, the proof reduces to the scalar case. Substitution of (2.3), (2.4) into (2.14) yields (2.19) p. n p.
-ax(ax,x, t)rxin) + J2-axiox,x, t)AjiO)rxir¡)
where ax is evaluated at ax = Sx (x, t). Then applying Lemma 1.1, we see that ax(o\, x, t), bl2(ox, x, t), ... , bxm(ox, x, t) are governed by the equations is valid.
In fact, let X(t) = (xi +p[l)(n)t, ... ,x" +p\n)(n)t) and äx(ox, t) = ax(o\,X(t), t). Since aoiox, x) is smooth and compactly supported, we can choose T0 > 0 such that axiax, x, t), uniquely solved from (2.20), (2.18) for 0 < t < T0, does not develop any shock. In other words, the method of characteristics works for 0 < t < To, and ax(ffi, x, /) is easily seen to be compactly supported in <Ti and x. To verify (2.23), consider the linear differential equation satisfied by JR ax (a, x, t) dox with the vanishing initial data because of (1.25). In fact, consider (2.21). For each k, the right-hand side is compactly supported in ax and x. Furthermore, its integral with respect to ax over the whole line vanishes because of (2.23). Hence, we have blk(ax, x, t) compactly supported in ax and x .
Remark. Such blk(ox, x, t) axe uniquely determined.
Recall the initial condition (2.17). This leads to the following initial condition on bkk(ok , x, t), k = 1, ... , m . Namely, we require + j¿-axiax,x, t)bkkiak,x, t)^2njA'jiO)[rkin)]rxin) \ l ft JL. + -^ixiax ,x,t)2-axiox,
-r^M2(<7l,X, t) + ^2ÄjiO) -Ü2iOx , X , t) + BiO)Ü2iOx , X , t) •cxkiiox, ok,x, t)r,(n) = 0. Now, for each k = 1, ... , m , consider the coefficient of rk(n). We then let the sum of the terms containing only ak vanish. We thus stipulate In fact, for k > 2, this is obvious from (2.29) and (2.25) since blkiak, x, 0) is compactly supported in ak and x . On the other hand, for bxx(a{, x, t), since R(ox, x, t) vanishes for large \ox\, (2.27) and (2.24) imply bxx(ox, x, t) e Bx(Tq) with compact support in ax and x .
Let us return to (2.26). The terms involving ax(a\,x,t),bxx(o\,x,t), ... , bmm(Om , x, t), and u2(ox, x, t), which still remain in (2.26), have the form mm mm 53 53 cui°k > x, t)r,(n) + 53 53 ciw(ffi ' °k > x, t)r,(n) k=X i=X k=2 l=X k¿l with Ck¡(ak,x,t) e Bx(T0), Clk¡(ax, ak , x, t) e B2iT0). Furthermore, Ck¡iak , x, t) are compactly supported in ak, x, and Cxkiiox, ak, x, t) are so in ox, ok, x . Therefore, we can solve ck,iok ,x,t)e BxiTQ) and Cifc/(cn ,ak,x,t)e 772(r0) from the equations p, i-Pk(n) + Pi(n))^-ck,(ak , x, t) + Ck,(ak,x, t) = 0 dak Finally note
Thus, we have proved Theorem 1.4.
Remainder estimates
Now we proceed to a proof of Theorem 1.5. Let 77(x, t, X) e s/xiT0) be the asymptotic solution constructed in the previous section. Let (3.1) F(x,t,X) = -L(U(x, t,X))U(x, t, X) and (3.2) vq(x , X) = X~xao(Xrj • x, x)rx(n) -U(x, 0, X).
So far, we have shown F(x, t, X) ejaZ3(T0) and v0(x, X) e £Z3(T0). Thus, in particular, for 0 < s < 3, We solve the initial value problem (3.9), (3.6) by a routine iteration method.
Namely, let w°(x, t, X) = 0 and generally solve wk(x, t, X), k= 1,2,3, ... , from (3.10) Lv(wk-X)wk = F, wk(x,0,X) = v0(x,X).
What we have to show is that these wk(x, 0, X) satisfy appropriate a priori estimates and that with a suitable choice of Ai and Tx > 0 these wk(x, t, X) converge in certain Sobolev spaces over R2 or R3 uniformly with respect to 0 < t < Tx while with a definite control over the order in A.
On the other hand, because of (3.7), (3.8), (3.10) and smoothness of U(x, t, X), note that wk(x, t, X), which are solutions of linear hyperbolic problems, are smooth in their arguments, up to t < Tq.
Lemma 3.1. Let n = 2 or 3. Suppose w(x, t, X) is a smooth m-vector-valued function defined for x e R" , 0 < t < T0, X> X0, such that ¡-w(.,t,X) <Nx, s = 0,1,2, for 0 < t < T0, X > X0, N, Nx being constants independent of t, X. Let v(x, t, X) be the solution of the initial value problem :
(3.13) Ly(w(x, t, X))v(x, t, X) = Fix, t, X), (3.14) v(x,0, X) = v0(x, X).
Then there is a positive function Kq(p , q, X) of p > 0, q > 0, A > X$ , and a positive constant Co such that
for 0 < t < T0, X > Xo.
Proof. We compute the L2-inner product (v, Lv(w)v). Then jt(v , A0(U + w)v) = 2(v, F) + Iv, ¿ j^-iAjiV + w))v -2(v, iBiU + w) + CiU,w))v).
Before estimating the right-hand side, observe that for a decomposable matrix Ai-) the Taylor expansion yields ,(') w¡l,(-, t, x)\\s < q"(\\w(., t, x)h)\\w(-, t, x)\\s,
fox X> Xo, 0 < t < To. Here C¡(p) and CJx(p) axe positive nondecreasing functions of p > 0. As for the first term A(w) in (3.16), the entries of the rapidly decreasing part Ad(w)-Ad(0) satisfy similar estimates to (3.18), (3.19) (cf.
[11]). ^o(77 + w), ... , An(U + w), 77(7/-h w) fall in this observation, and C(U, w) can be handled using (3.7). Then it is not difficult to see the estimate Then by a straightforward computation, we see s<C)K>(\\w(.,t,X)h)\\w(-,t,X)\\s_k+3, 0<s<k, k = 1, 2, 3, for A > A0, 0 < t < T0, and 7/jf0 e .s/2-*(7b). Here Cj \p) axe nondecreasing functions ofp>0,/c = 0,l,2,3. Similarly, P(0)(f/, u>)||, < C^i\\wi-, t, X)h)\\w(-, t,X)\\2+s, 0 < s < 1, and 1*^(7/, w), k = 1, 2, 3, axe finite sums of terms of the form U\k)w(k) with \\w¡%<C^(\\w(-,t,X)h)\\w(.,t,X)\\s.k+3, 0 < s < k, k = 1, 2, 3 , and UJk) e sf x~k(T0). Now we have, for n/2-1 < s < 1 , with a constant C3o, a nondecreasing function C3l(p) of p > 0, and s" < 3.
Equations (3.31), (3.24), and (3.15) together with an interpolation argument lead to the following summary, by redefining constants and functions (in case of necessity). the set of smooth m-vector-valued functions w(x, t, X) such that (3.11) and (3.12) hold fox 0<t<T\ and X>XQ, then the solution v(x, t, X) of (3.13), ( 3.14) belongs to 2\N, Nx, 77,, A,) provided w(x, t,X)eäZJ(N, TV,, 77,, Ai).
In particular, all the wk(x, t, A), k = 1,2,..., defined successively from (3.10), belong to ä?(N, Nx, 77,, A,).
It is now convenient to introduce the norms Then there is a constant C depending on N, TV, such that Therefore, wk(.,t,X) converge in the norm ||| • |i>3. Then using equation (3.13), we see that dtwk(x, t, X) converge in the norm ||| • ¡0,2, whence they also converge in the norm | • ¡j,2, 0 < s <2.
On the other hand, wk(x, t, X) and dwk(x, t, X)/dt axe uniformly bounded in 7/3(R"), and H2(Rn), respectively, with respect to A > A, and 0 < t < T, . It follows that wk(x, t, X) and dwk(x, t, X)/dt themselves weakly converge in /73(R") and in H2(R"), respectively, to some v(x, t, X) and v'(x, t, X). Furthermore, v(x, t, X) and v'(x, t, X) axe then uniform limits with respect to t, X of wk(x, t,X) and dwk(x, t,X)/dt in Hs(Rn) and Hs-l(R"), s < 3, respectively. Thus v' = dv/dt. The existence part of Theorem 1.5 is proved by putting u = U + v .
The uniqueness part is a consequence of the following Lemma 3.8. Let the operator L(w) satisfy the hypotheses stated in §1. Let ux(x, t) and u2(x, t) be two m-vector-valued functions defined for x £ R" , 0 < t < T. Suppose ux(x,t) and u2(x, t) are 77'(Rn)-valued continuous functions of t, 0 < t < T, and dux(x, t)/dt and du2(x, t)/dt are 77°(R")-valued continuous functions of t, 0 < t < T. If ux(x, t) and u2(x, t) satisfy the equations L(ux)ux=0, L(u2)u2 = 0 with the same initial data at t = 0, and if ux(x, t), u2(x, t) together with all their first derivatives are uniformly bounded for x e R" , 0 < t < T, then ux(x, t) = u2(x, t).
In fact, derive the equation satisfied by ux -u2, and then apply the routine energy estimate.
