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SUMMARY 
This study concerns the scheduling of parallel multi-cycle projects 
using network scheduling techniques. The major objective of the schedul­
ing techniques which are developed is to reduce costs or other penalties 
resulting from interruptions between cycles of activities. 
Several objective functions are defined and are applied to a modi­
fied version of a previously developed scheduling algorithm. This modified 
algorithm reduces interruption costs by reducing both the number and the 
lengths of interruptions in the project schedule. Under the assumption 
that the project completion date may be extended at some known cost, the 
scheduling algorithm may be extended to cover situations where selected 
activities must be continuously scheduled or where scheduling for arbi­
trarily selected completion times is desired. A time-cost trade-off pro­
cedure is also developed, where a low cost schedule is obtained by ex­
tending the project completion time so that interruption costs may be re­
duced or eliminated. 
Computer programs to perform some of the scheduling computations 
are presented to demonstrate the capability of developing computerized 
scheduling systems for cyclic projects. An extensive application of the 




The Program Evaluation and Review Technique (PERT) and the Critical 
Path Method (CPM) have had a significant impact on the planning, scheduling, 
and control of large-scale projects. During the past fifteen years, each 
has become recognized as a valuable aid to project management. 
PERT is an event-oriented network-based scheduling technique that 
was developed jointly in the late 1950's by the Special Projects Office 
of the United States Navy, the Lockheed Aircraft Corporation, and the con­
sulting firm of Booz, Allen, and Hamilton. Its development was necessi­
tated by a desire of the Navy to efficiently control the development of 
the Polaris missile program. PERT utilizes multiple time estimates for 
the duration of activities in the project and provides a statement of the 
probabilities of achieving various completion times for the project. 
CPM was developed in 1957 by E. I. du Pont de Nemours and Co. and 
the Univac division of Remington Rand. Though this was simultaneous to 
the development of PERT, the development of CPM was completely independent 
and unknown to those working with the Navy. The heart of CPM is the use 
of network diagrams in which directed arcs represent the activities of the 
project. Deterministic activity duration times are utilized to determine 
the schedule and completion time of a project. Originally developed to 
allow du Pont to achieve more efficient scheduling of plant and maintenance 
functions, CPM has now found wide applicability, particularly in the build­
ing construction industry. 
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Following the initial development of CPM and PERT, there was a 
significant amount of research undertaken to extend their application to 
solving a wide variety of problems. With respect to CPM, much of this 
research has focused on the development of techniques for cost reduction 
and time-cost trade-offs, leveling of applied resources, and efficient 
allocation of limited resources. However, two other aspects of project 
scheduling--cyclic projects and continuity of activities--have received 
very little attention in past research, although each appears to be very 
important in the scheduling of certain types of projects that occur fre­
quently in industry. 
Description of Cyclic Projects 
A cyclic project is one in which the project, or at least a signif­
icant portion of it, can be described as the repetition of a set of activ­
ities that define distinctive identical phases of work. In the case where 
only a portion of a project is cyclical, the methods developed in this 
research will apply only to the cyclic portion, which will also be referred 
to as a "cyclic project." 
As an example of a cyclic project, consider the construction of a 
multi-story hotel or office building. Since the floors of many of these 
structures are identical, the construction of one floor can be considered 
to be one cycle of the project. The number of cycles in the project would 
be represented by the number of floors in the structure. Thus, to build 
a sixty floor hotel, it would only be necessary to describe the construc­
tion of one floor and to specify that this cycle be repeated sixty times. 
To apply CPM scheduling techniques, however, requires further clarification 
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of the relationships between the activities in succeeding cycles of the 
project. As an example of the two different methods of planning and 
scheduling of cyclic projects, consider the project networks presented 
in Figure 1. 
Suppose part (a) of Figure 1 represents a single cycle of a simple 
project and it is required that two cycles of the activities described by 
this network be completed. One possible interface of the two cycles is 
for the terminal node of the first cycle to be the initial node of the 
second cycle: i.e., the second cycle is begun only when the first cycle 
of all activities has been completed. This form is represented by the 
network of part (b) in Figure 1. Such a network is called a serial multi­
cycle project network because the total project is simply the repetition 
of identical single cycles connected in series. 
Common sense and an understanding of project scheduling indicates, 
however, that a serially scheduled cyclic project often does not represent 
the most realistic conception of how such a project is actually carried 
out. For example, in constructing a multi-story building, it would never 
be necessary to complete the construction of an entire floor before begin­
ning the construction of the next floor. It is usual practice in CPM 
scheduling to schedule the beginning of an activity as soon as all of its 
predecessors have been completed. Then, an activity in cycle two of the 
project has as its predecessors only the activities which precede it in 
cycle two of the project plus the first cycle of the same activity. There­
fore, these precedence relationships would result in a network like that 
of part (c) of Figure 1. This network represents what is known as a 
4 
(a) One cycle of a project 
(b) Two cycles of (a) as a serial multi-cycle project 
(c) Two cycles of (a) as a parallel multi-cycle project 
Figure 1. Examples of Cyclic Projects 
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parallel multi-cycle project network because such a network can be thought 
of as a succession of identical networks stacked one upon the other with 
interconnecting dummy activities between cycles of identical activities. 
A representation of this concept for an n-cycle project based upon part (a) 
of Figure 1 is shown in the diagram of Figure 2. 
Though parallel networks appear to be fairly complex, their proper­
ties actually allow for very easy application of the CPM computations to 
determine the early and late start and finish times and the activities on 
the critical path. However, the repetition of activities also results in 
very special problems involving activity continuity. 
Description of Activity Continuity 
It is often desirable or even necessary that the completion of one 
activity be followed immediately by the beginning of a successor activity. 
This creates a problem of continuity of activities when scheduling a project. 
Burman (3) has defined two different types of activity continuity 
in project scheduling: close continuity and loose continuity. Close con­
tinuity implies that the start of one activity must follow immediately 
upon the completion of a preceding activity. Loose continuity implies 
that the start of one activity must follow within some stipulated time 
period after the completion of a predecessor activity. 
Continuity is not at all a problem when there is only one prede­
cessor and successor activity. However, multiple predecessor and/or suc­
cessor relationships preclude the possibility of continuity of some activ­
ity schedules if the minimum completion time of a project is required. 
When considered in the scheduling of parallel multi-cycle projects, the 
Figure 2. Three Dimensional Representation of a Parallel Multi-Cycle Project 
ON 
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idea of activity continuity can result in some very important and complex 
problems. 
Description of the Problem 
Because of the repetition of identical activities, continuity will 
be more important in multi-cycle projects than in non-repetitive ones. 
If unnecessary interruptions between cycles of activities are allowed to 
occur, avoidable costs and inefficiencies can result. Some of these would 
be due to: (1) recurrence of set-up and shut-down costs; (2) idle manpower, 
if it cannot be utilized elsewhere; (3) costs of maintaining idle equip­
ment, if it cannot be utilized elsewhere; (4) hiring and firing costs, if 
interruptions are of sufficient length to prevent keeping specialized em­
ployees on the payroll; and (5) diminished beneficial effects of the learn­
ing factor. If some of the cycles of activities could be scheduled with­
out interruption, many of these could be avoided. 
The example provided by Figures 3 and 4 shows how significant these 
inefficiencies can be. Figure 3 depicts a network with twenty-eight activ­
ities that are to be repeated for five cycles. The numbers above the arcs 
on the diagram represent the duration of each activity. The data from this 
network was used in a standard CPM program which calculated the early start 
time for each cycle of every activity. This schedule is depicted in a 
Gantt chart in Figure 4. The schedule for all cycles of one activity is 
shown on a single line. The numbers on each line are used to form the 
bars which represent the duration of the activity's cycle; and the number 
forming the bar is the number of the cycle. 
It is important to note in the schedule of Figure 4 that almost 
Figure 3. Network for One Cycle of a Five Cycle Project 
Tr 
AC 
MOD Z S 3-





























t i m e u n i t s 
1 l l l l l l l l l 2222222?223333333333^«t<» i t <*( t»*« t5555555555666666666&7777777777B8888B88B89993999999 
012315t>789o 1231567890123^567B90123^5678901;>3^567890123*567890123*567B90123^567890123<.5678901231 .56789 
• • • • 
• • • • 
llll222?3333t(4<4'45555. . , 
• . 11* 22. 33* '•I. 55* * . . . * . . . . . . . « . • * . « . . « . . . . . * . . . . . . 
. . . 11 llUllllllll2222222?22222233333333333333H'* ,*W^i»i^W55555555555555 
11 22 33 41. . . . . . 55 
i n n . . . . 22222 . . . . 33333 . . . . m»t»<»i» . . . . 55555 . . . 
1 2 3 . . . . . . 1 . . . . . . 5 . . . 
1111111111. . 2222222222. . 3333333333. . m»iti»t»i»i»i»i»<t. . 5555555555 
111 222 . . . . . 333 hi4 . . . . . 555 
• 111111 liu. . 2222222222. . 3333333333. . t u m m i . ! . ^ ! . . . 5555555555 
llllll 111111111122222222222222223333333333333333 W « , l t t t , t ^ W l i l i * 5 5 5 5 5 5 5 5 5 5 5 5 5 5 
1 1111 22222 33333 11111 55555 
. . * • . . . * • « . *ll . . . . . .22 . . . . . .33 . . . . . .11 . . . . . .55 . 
Ulll . . . . 22222 . . 
11111 . . . . 22222 . . 
Hill 22222, 
• • * . . . . . . . . . .Ill* . . . . *222. « . . . .333< 
Ill 
.Hi. . . • 
Ill . • 
• • 11111 
Ill 
22 
33333 . . 
33333 . . 
• . .33333 
• • • .111 
333 
* * 
• • • . 555 
333* . . . 
. 333 . . 
. • . 33333 
. . . 3 3 3 . 
11 
. . . . . . 
55555 . . . 
55555 . • . 
. , . 5 5 5 5 5 . 
2 2 2 . . . . 
. 222 . . 
. . .22222 
• . . 2 2 2 . 
I l l 222 333 . . • 
11111 . . . . 22222 . . . . 33333 . • 
11111 . . . . 22222 . . . . 33333 . . 
. • . 1 1 1 1 1 . . * . . 22222 33333 
. . . U l U 22222 33333 
I l l . . . . . 222 333 . 
1111 2222 333 
• • • • • 55 
tt«m 
. <.«.«» . . . 
. , .111. . 
. »»»» 
Figure 4. Gantt Chart of the Early Start Time Schedule for the Cyclic Project of Figure 3 
s c time units tt 
AC l l U l l l l l l i l l l l l l l l l l l l l l l l i l l l l l l l l l l l l l l i l l l l l l l l l l l l l l l l l l l l l l i i l l l l l l l l l l i l l l i l i l i l l l i u l l l l l l l l 
MODES 00000000001 Hl l lHl l22222222223333333333'*»*i ,«* '*^ t *^'t t55555555556666666»6667777777777B8838888889993999q99 
I J TE 0123'45b789nl23'4b67890123 t*567B9u 123^5678901 ?3«*567890123«*567890123^567890123'4567p9n 12314567890123U56789 
1 2 5 
2 3 5 
3 i* 5 
<t 5 5 
5 6 5 • 
5 7 5 
5 10 5 
5 11 5 
5 12 5 
5 H* b 
6 8 5 
7 9 3 
8 10 b 
8 1«. j 
10 12 5 
11 15 b 
12 13 5 
13 l<+ 5 
1<* 15 5 
15 16 5 
15 17 5 
l b 19 «• 
17 19 i» 
18 19 
19 21 
20 21 <• 
21 22 « • 
22 23 3 
FIXED COST = 256 DAILY COST = 2»*92 DELAY COST = 0 TOTAL COST = 27<*8 
Figure 4. (Continued) 
11 
every activity is interrupted when going from one cycle to the next. 
However, an examination of the scheduled cycles will show that many in­
terruptions could be eliminated or reduced in length by using some of the 
slack between an activity and its predecessors or successors. As an 
example, consider the schedule of activity (2,3). At its earliest start 
schedule there is an interruption between each cycle and the succeeding 
cycle. The schedule of the first cycle is fixed; note, however, that the 
start time of cycle two could be delayed to a time of 14, that cycle three 
could be delayed to a time of 16, and cycle four could be delayed to a time 
of 18, without violating any precedence relationships for start times of 
other activities. Then, there would be only one interruption—between 
cycles one and two—and all the other cycles would proceed from one to 
the next continuously. 
The problem becomes more complex when looking at the entire project. 
Because of the interdependence of the activities in the project, it is not 
easy to determine how these interruptions can be removed from the most 
activities in order to get the "best" schedule. Utilizing available slack 
to make some activities continuous will usually force other activities to 
remain interrupted. If these interrupted activities are more important 
than the activity that is made continuous, it is quite obvious that the 
best solution will not be achieved. Hence, it would appear that if it is 
desirable to obtain some schedule that maximizes the positive effects of 
continuity of activities in the project, it would be necessary to solve 
the problems of: (1) ascertaining some measure of the relative importance 
of interrupting the continuity of each activity in the project; (2) deter­
mining how these measures may be used in an objective function; and 
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(3) developing some procedures that provide schedules which reduce the 
value of the objective function. 
Purpose of the Research 
It is the intended purpose of this research to advance the knowledge 
of cyclic project scheduling by attempting to provide answers to the prob­
lems identified above. As such, this research has been directed toward: 
(1) definition of alternative penalty measures for activity 
interruptions in cyclic projects; 
(2) development of objective functions for schedules of cyclic 
projects; and 
(3) modification and extension of existing scheduling algorithms 
to reduce the value of different objective functions. 
Assumptions Made 
The following assumptions were made in this research: 
(1) all projects considered are parallel multi-cycle projects; 
(2) all references to continuity in projects will refer to close 
continuity; 
(3) the cost or penalty incurred when an activity is interrupted 
is not dependent on the point in time when that interruption occurs; 
(4) the completion time of the project may be delayed at some known 
cost or penalty; 
(5) it is not possible to be working on more than one cycle of an 
activity at a particular point in time; 
(6) once a cycle of an activity begins, it is carried out to its 
completion without interruption; and 
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(7) resource allocation and leveling will not be explicitly 
considered. 
Survey of the Literature 
Throughout the literature on network scheduling, there is little 
mention of cyclic projects. What research has been done on this topic, 
until recently, has not concerned to any extent the importance of contin­
uity of activities. 
Some of the better-known texts and references on network scheduling, 
such as those by Battersby (1), Wiest and Levy (8), and Woodgate (9), make 
no mention of cyclic projects at all. Burman (3) discusses cyclic projects, 
but only addresses the problem relating to the condensation of complex 
networks. He also defines continuity of activities but does not discuss 
it in detail and does not relate it to any problems in cyclic project 
scheduling. Moder and Phillips (7) also make very brief mention of cyclic 
projects but also only address the problem of condensation of complex 
networks. 
An early paper on cyclic projects was presented by Burgess and 
Killebrew (2) but the problem they treat concerns minimization of the 
variance of activity level over the life of the project. Another paper, 
by Fisher and Nemhauser (6), is a valuable source for the definition of 
serial and parallel multi-cycle projects and an explanation of the simpli­
fied method of computing the activity early and late start times. However, 
the paper also does not treat the idea of continuity of activities; instead, 
a method is presented for obtaining the algebraic representation of a par­
allel multi-cycle project network based on the network for a single cycle. 
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The first significant research to discuss the problems of continuous 
scheduling of a cyclic project was that by Burney (4). Burney sought to 
maximize the continuity of a single activity in a cyclic project, which 
he called the "sub-contracted" activity. The methods he developed for 
accomplishing this were based on efficient allocation of resources. He 
also established the relationships between the sub-contracted activity and 
other important activities in the network, such as the longest activity in 
the network and the longest activity on the critical path of one cycle. 
His methods also enable the prediction of the minimum number of interrup­
tions possible in the sub-contracted activity without having to actually 
schedule the project. It was his conclusion that these methods would be 
valuable in the planning of a project and in enabling a sub-contractor to 
make more efficient use of his resources and reduce the total costs of 
his portion of the project. 
Following Burney's work, the most significant research to date has 
been that of Ferraz (5). Much of what will be developed in this research 
is a direct extension of the research which he undertook. Ferraz has de­
veloped a heuristic procedure that reduces the sum of the costs of activity 
interruptions in a cyclic project network. He assumes that there is a 
fixed cost associated with an interruption of each activity in the project 
and that the project must be completed at its earliest completion time. 
His procedure then determines the critical path over all cycles of the 
project and schedules the cycles of the activities that are a part of it. 
The procedure then puts each unscheduled activity into one of several dif­
ferent subsets of unscheduled activities. Different scheduling procedures 
are then applied to the activities in the various subsets. When all 
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activities have been scheduled, a low-cost schedule for the project has 
been obtained. 
It appears that the procedure which Ferraz has developed in a good 
beginning from which to attack the complex problems of scheduling cyclic 
projects. Detailed study will show, however, that there is still much 
work remaining to be done. The assumptions which Ferraz has made and the 
results he achieved are somewhat narrow and incomplete and do not provide 
a thorough solution to the problem. The work presented here is an attempt 
to extend the work of Ferraz through the development of more comprehensive 
scheduling procedures which provide good solutions to the defined problems 




In order to develop scheduling procedures for improving the continuity 
of cyclic projects there must be some means of defining the relative penal­
ties for an interruption of activities in the project. In addition, there 
must also be an objective function which gives some quantitative indication 
of the significance of all interruptions in the schedule and a measure of 
effectiveness which shows how effective the scheduling procedure has been 
in reducing costs or other penalty measures. 
As an example, consider the objective function offered by Ferraz (5). 
As an indicator of the importance of the interruptions in schedules of 
activities, the Ferraz procedure requires that a fixed cost be assigned to 
the occurrence of an interruption for each activity. The procedure then 
attempts to reduce the sum of the interruption costs of every activity, 
which is computed for all activities by summing the products of the number 
of interruptions in an activity times the interruption cost for that ac­
tivity. 
Though a very simple and easily applied objective function, the 
algorithm as presented by Ferraz is too narrow perspective from which to 
schedule cyclic projects. In many cases, there are other costs which may 
be applicable; or, it may not be possible to determine these costs at all. 
It could also occur that management had other considerations that were more 
important than costs alone and would be more interested in attaining other 
objectives. Therefore, it is necessary to consider other objective 
17 
functions and the relative factors that are necessary for their formulation. 
or more of the following factors: (1) the number of interruptions in an 
activity; (2) the length of each interruption in an activity; (3) a fixed 
cost associated with each interruption in an activity; (4) a cost associa­
ted with the length of an interruption in the schedule of an activity; and 
(5) the delay of the completion of the project beyond its minimum comple­
tion time and the costs associated with the length of such a delay. Gen­
erally, these objective functions will reflect a measure of the efficiency 
of a schedule or the economics of a schedule. The efficiency measures will 
be based only upon the number of interruptions and their lengths, while 
the economic measures will reflect the costs resulting from various 
schedules. 
Number of Interruptions 
The first function considered is simply the sum of the number of 
interruptions in the schedules of all activities in the project. This 
would be computed by: 
Development of the Objective Functions 




M = the number of activities, 
N = the number of cycles in the project, 
and the function I(i,j) is defined by 
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I(i,j) = 1, if S. . - S. . - D. > 0, 
i,J i,J-l i 
= 0, otherwise, 
and where 
t h th S. . = the scheduled start of the i activity at its i cycle, 
th D. = the duration of the i activity, l J 
Though very easy to compute, this measure may give only a very crude 
indication of the value of a schedule. Though such a measure may indicate 
that it is possible to attain a very low number of interruptions in a 
schedule (indicating, perhaps, a very efficient schedule), it does not in 
any way account for the problems of: having many interruptions in some 
activities while having only a few interruptions in others; having inter­
ruptions of significant length; having high variability in the cost of 
interruptions among the activities of a project. Though it appears that 
this measure is easy to compute and may indicate to some extent the overall 
efficiency of the project schedule, it may not be of much help in the ap­
proximation of actual penalty costs. 
Sum of Squares of the Number of Interruptions 
Another objective function which could be based on the number of 
interruptions of activities in the project would compute the sum of squares 
of the number of interruptions in each activity of the project. Though not 
a very useful function, this would tend to alleviate one problem of the 
above function since it would tend to favor schedules which equalized the 
number of interruptions in activities. This function would be computed by: 
M N o 
L LI1"'**] (2) 
1=1 j=2 
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and where all the variables are as defined previously. 
Total Interruption Time 
Still another method would be to find the total amount of time in 
the schedule for the project that results from interruptions between cy­
cles of activities. This function would be defined by: 
M N 
I Z(Si,j - S i , j - 1 - D i ) <3> 
i=l j=2 
where all variables are as defined previously. 
Though a fairly easy function to calculate and understand, this 
function has obvious disadvantages. Though a crude measure that shows how 
much time there is in the project that is attributable to interruptions, 
it does not give any indication of the severity of the interruptions that 
remain in the schedule nor does it in any way consider the variance in the 
lengths of interruptions for different cycles of different activities. 
Sum of Squares of the Lengths of Interruptions 
Like the case for the number of interruptions in the schedule, 
perhaps a better function based on the lengths of the interruptions could 
be based on a sum of squares approach. This approach would tend to mini­
mize the variance in the lengths of interruptions between cycles of activ­
ities, resulting in interruptions that would tend to be more the same 
duration for all activities. This would be computed as follows: 
M N 2 
} / iS. . - S. . - - D. ) (4) 
i=l j=2 
where all variables are as defined previously. 
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Fixed Cost of Interruption 
Though the four measures defined above are easy to define and use, 
their applicability would possibly be restricted to a few specialized 
cases. The failure of such objective functions is that they do not incor­
porate any measure of the relative importance of interrupting different 
activities; they treat the interruption of all activities equally and 
result in the minimization of the sum total of their effects on the entire 
project. Better functions can be formulated when it is possible to define 
costs associated with the interruption of specific activities because it 
is then possible to measure the effect that the interruption of any activ­
ity will have on the project. One of these functions, which has already 
been mentioned, is that which was used in the algorithm developed by 
Ferraz (5). This function is determined by a sum of the products, for 
each activity, of the activity's fixed cost of interruption times the 
number of interruptions in the schedule of all cycles of the activity. 
This would be given by: 
where the function I(i,j) is as defined previously and C^ is the fixed 
th 
cost of interruption for the i activity. 
This function is also relatively easy to calculate and certainly 
is a more useful one than any of the functions previously discussed. The 
cost calculated by this function could most likely represent the total 
amount of start-up and shut-down costs resulting from a schedule for a 
cyclic project and could be easily employed if this is the relevant cost 
M N 
I I (5) 
i=l j=2 
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to be reduced. However, if other identifiable costs are considered, it 
will also be necessary to consider other economically based objective 
functions. 
Variable (or Daily) Cost of Interruption 
It might also be necessary to consider the costs that could occur 
from the length of an interruption of an activity. For example, some costs 
might be incurred due to idle manpower or idle equipment. In this case, 
it would be necessary to determine a per day cost that would be accrued 
for each day that the activity is interrupted. This could be called the 
variable cost of interruption and could result in an objective function 
of the form: 
M N 
I ( v J [ £ ( s i , j - V i - i ~ D i ) ] ( 6 ) 
i=l j=2 
th 
where is the variable cost of interruption for the i activity and the 
other variables are as defined previously. 
Total Cost of Interruption 
It is logical to assume that, in reality, it would most likely occur 
that both fixed and variable costs could result from the interruption of 
an activity. In this case, it would be necessary to consider a total cost 
of interruption that would be the sum of the fixed and variable costs. 
This would give an objective function of the form: 
I I{[(0(^))] +[WK J -» i . J . i -» i ) ] } <7> 
1=1 j=2 
where all variables are as defined previously. 
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Cost of Delay 
Previous research in cyclic project scheduling has not considered 
the idea of extending the project completion date in order to allow for 
more continuity of activities. This is obviously an important practical 
consideration. However, it must be recognized that any delay in the com­
pletion of the project may result in penalty costs. Thus the objective 
function should take into consideration the delay costs of a project which 
has a completion time extended beyond the minimum. The function is de­
fined by: 
( c j ( t - T . ) (8) \ d/ \ comp min/ v ' comp 
where 
C^ = the cost of each day's delay in completing the project, 
T = the actual completion time of the project, comp r 
T . = the minimum completion time of the project, min r 
Total Cost 
Finally, it may be desirable to combine all of the above costs into 
one cost function which is a reflection of the costs incurred by activity 
interruptions and project delay. This function has the form: 
M N 
I I {[( ci) + L(vi) (si,j " s i , i - i - Di)]} <9> 
i=l j=2 
+ c , i t - t . 
d/ \ comp min 
where all variables are as defined previously. 
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Upper and Lower Bounds on Objective Functions 
The objective functions described above provide a base from which 
one may specify the objectives to be accomplished by a scheduling procedure 
for cyclic projects. However, some care must be used in interpreting the 
final value that may be yielded by the objective function in the scheduling 
procedure. If the initial value of the objective function is taken to be 
the value determined from the early start schedule of all activities, it 
may occur that the final value of the objective function at the completion 
of the scheduling procedure will not differ significantly from the initial 
value. However, this will not necessarily mean that a good solution has 
not been obtained. It is very important to recognize that there are upper 
and lower bounds on the values of the different objective functions. 
Ferraz presented some ideas on what the upper and lower bounds for 
the fixed cost objective function could be. These same ideas may be ex­
tended to cover the additional objective functions which have been de­
scribed. However, it should be pointed out that the bounds which Ferraz 
described were developed for the case of scheduling at the minimum comple­
tion time and are not applicable for the case of extending the project 
completion date. 
Since the objective of the scheduling procedure will always be to 
minimize one of the objective functions, the lower bound on the function 
will be of greater importance than the value of the upper bound. Ferraz 
approached the problem of determining the lower bound by considering the 
scheduling of each activity for maximum continuity independently of the 
schedules of other activities in the project (i.e., ignoring the fact that 
the schedules may be infeasible). Once the early and late start times 
24 
for every activity have been determined, a heuristic procedure is applied 
to each activity. The last cycle of the activity is scheduled at its 
early start time. Then, proceeding from the next-to-last cycle to the 
first, the following rule is applied: if a cycle of the activity cannot 
be made continuous with its succeeding cycle (i.e., the scheduled start 
of the cycle would not be within the bounds determined by that cycle's 
early and late start times), then the cycle is scheduled at its early 
start time. When the schedule for each activity has been determined, the 
objective function is evaluated to give the lower bound. (The heuristic 
procedure referred to above is called the "backward algorithm" and will 
be more fully discussed in Chapter III.) 
The lower bound may always be computed, even for the case where the 
project completion date has been extended. When computing the lower bound 
for an alternate completion date, the lower bound of the costs or penal­
ties resulting from the interruption of activities is computed exactly 
as described above; the later completion time will have no effect on the 
use of the heuristic procedure which is applied, independently, to each 
activity. However, added to the resulting lower bound on the interruption 
cost or penalty will be the cost of delay. This will be a value computed 
by the product of the difference in completion times and the per day delay 
cost, as given by function (5). 
Ferraz also discussed the determination of an upper bound on the 
value of the fixed cost objective function which he employed. However, 
since the objective of these scheduling procedures is cost or penalty 
minimization, the use of an upper bound is relatively unimportant. The 
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upper bounds on the objective functions may also be rather hard to determine. 
For the case where the project is scheduled for minimum completion, there 
are several ways to determine what this upper bound should be. One way 
is to consider the number of cycles minus one as the maximum number of 
interruptions for each activity. This would give an upper bound on the 
number of interruptions for all activities in the project. However, this 
upper bound would be too high; some activities will never have any inter­
ruptions in a minimum completion time schedule. A better approach is to 
consider the schedules of the activities at their early start times. This 
is the schedule that would normally be used and is the one at which the 
scheduling procedure would begin. It would then present a better upper 
bound for the appropriate objective function. 
When the project has its completion time extended, the appropriate 
upper bound is much harder to determine. With more time to complete the 
project, there is a possibility that some activities could have more in­
terruptions or interruptions of greater length. However, no procedure has 
been developed which can give the greatest possible cost for a given com­
pletion time. Thus, the upper bound would not be of much value when 
scheduling under such a constraint. 
Ferraz developed his ideas on lower and upper bounds in order to 
develop a measure of effectiveness for the cyclic project scheduling pro­
cedure. However, it is applicable only in the case of minimum completion 
time scheduling. Since the assumption here is that the completion time 
may be extended, it will not be possible to determine a similar measure 
of effectiveness for the cyclic project scheduling procedures to be devel­
oped in this research. Since it will always be possible to compute a 
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lower bound for any objective function, it is suggested that one indication 
of the effectiveness of a schedule will be the difference in the cost 
yielded by the algorithm as compared to the lower bound on the cost of 
the project for a given completion time. 
Now that the objective functions have been developed, they will be 
employed in a procedure to reduce their respective values. The development 
of such a procedure is considered in the next chapter. 
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CHAPTER III 
DEVELOPMENT OF THE SCHEDULING ALGORITHM 
The algorithm which Ferraz has developed for the scheduling of 
multi-cycle projects is a heuristic procedure which attempts only to reduce 
the fixed cost of interruption of activities in the project (5). While the 
procedure represents a significantly advanced technique for cyclic project 
scheduling, it appears that there is need for simplification, clarifica­
tion, and improvement of certain parts of the algorithm. Also, with the 
additional objective functions defined in the previous chapter, it will 
be advantageous to incorporate the additional objective functions into the 
scheduling algorithm. This chapter will focus on a discussion of a modi­
fied scheduling algorithm. 
The Scheduling Algorithm 
The scheduling algorithm presented in this chapter is basically an 
adaptation of the procedure first offered by Ferraz (5). The algorithm 
offered here includes several key improvements over the Ferraz procedure. 
For any steps where changes have been made, the approach originally used 
by Ferraz will be pointed out and an explanation of the modification will 
be given. 
Before actually discussing the algorithm, it should be noted that 
only the network representing a single cycle of the project will be re­
quired. However, care should be taken in the construction of the network. 
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Like many other scheduling algorithms, this procedure requires an ordered 
numbering of the nodes of the diagram. If G(N,A) is the network represent­
ing the project, where N is the set of nodes, and the set of activities, A, 
is given by 
A = {(i,j)|(i) « (j); i,j e N] , 
then it is necessary that j > i for all activities (i,j). This require­
ment is necessary for the proper and efficient use of Ferraz's algorithm. 
The first step of the procedure is to arrange the activities in the 
network in a specific order. This order is determined by the sum of each 
activity's i-node plus its j-node. The activities are arranged according 
to the increasing values of their sums. As an example, the ordered set 
for the network of Figure 3 would begin with activity (1,2), then 
activity (2,3), then activity (3,4), etc. This ordered set will be de­
noted by R and will represent the set of unscheduled activities in the 
project. 
When the ordered set R has been formed, the early and late start 
schedules for all cycles of each activity may be computed. These schedules 
are determined using the normal CPM techniques, except the specialized 
structure and precedence relationships of parallel multi-cycle projects 
are capitalized upon in order to allow more efficient scheduling. The 
mathematical statements of the scheduling are presented below. 
To compute the early start schedule: 
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ESS(R ,1)= max ESS(Rt,l) + D D . 
kecv(R ) L k V m 
ESS(R ,n) = maxjlESSCR ,n-l) + D_ , max | ESS(R, ,n) + D_ 





m = 1,2,. . . ,M, the number of activities in the project, 
n = 2,3,. . . , N , the number of cycles in the project, 
th R. = the i activity in the set R, l 
th ESS(R i,j) = the early start time of the j cycle of activity R^, 
D„ = the duration of activity R., R. J i' l 
or(R^) = the set of activities which are direct predecessors of 
activity R.. J l 
When the early start schedule has been obtained, the minimum comple­
tion time of the project has also been determined. This is given by the 
completion time of the last cycle of the last activity in the set R: 
Tmin = * S S ( V N ) (12) 
The late start schedule is then determined as follows 
L S S ( R M , N ) = T m . n - (13) 
LSS(R , N ) = min I LSS(R. , N ) - D n 
m /T» \ L. k R ^ J kep(R )
LSS(R ,n) = minj LSS(R ,n+l) - D_ , min LSS(R. ,n) - D_ 






m = M, M-l, . . . , 2 , 1 , 
n = N-l, N-2, . . . , 2 , 1 , 
th 
LSS(R^,j) = the late start time of the j cycle of activity 
P(R^) = the set of activities which are direct successors of 
activity R. . 
l 
The other variables are the same as those defined for the computation of 
the early start schedule. 
When the computation of the early and late start time schedules has 
been completed, an activity in the project may be scheduled. This activity 
will be the activity in the project which has its early start schedule 
equal to its late start schedule in every cycle. As Ferraz has demon­
strated, there will always be at least one such activity in the project 
and it will be either the activity with the longest duration of all activ­
ities in the project or the activity on the critical path of one cycle of 
the project which has the longest duration of any activity on the critical 
path. The selection of one of these two activities will depend on the 
number of cycles in the project. The activity will have its schedule 
continuous over all cycles. Because such an activity has its schedule 
fixed for all cycles, it may be scheduled and removed from the set R. 
This activity which is first scheduled will be called the "pacing 
activity" because its length is the most significant in the project and 
therefore sets its "pace," It should be noted that because its early and 
late start times are equal in every cycle, all of its cycles lie on the 
critical path of the project. Therefore, it is also the most critical 
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activity in the project, because if any cycle of the activity is delayed, 
the project must be delayed as well. 
Ferraz offered a quite different procedure for determining the 
scheduling of the pacing activity. His "method for determining the crit­
ical path" is based on the computation of an index which is derived from 
the length of the longest activity in the project and the length of the 
longest activity on the critical path of one cycle of the project. When 
compared with the number of cycles in the project, the pacing activity may 
be determined. Ferraz's procedure is inefficient computationally, since 
the pacing activity can be easily determined from the early and late start 
schedules. 
With the pacing activity scheduled, the remaining unscheduled activ­
ities are considered. Certain activities in the set R are decomposed into 
one of three subsets which are defined as follows: 
Subset L--a subset of R formed by all activities which have all of 
their predecessors completely scheduled, but not all successors; 
Subset M--a subset of R formed by all activities which have all of 
their successors completely scheduled, but not all predecessors; 
Subset K--a subset of R formed by all activities which have all of 
their predecessors and all of their successors completely scheduled. 
An attempt is now made to schedule each activity in the sets K and 
L using the "backward algorithm" and each activity in the set M using the 
"forward algorithm." The backward and forward algorithms are heuristic 
procedures which seek to establish close continuity between consecutive 
cycles of an activity. The algorithms take their names from the direction, 
with respect to the cycles of the activity, that each attempts to schedule 
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an activity: the forward algorithm from the first cycle to the last cycle 
and the backward algorithm from the last cycle to the first cycle. 
The backward algorithm is the first method used by the scheduling 
procedure. The schedule which it generates will be called the BS schedule 
for an activity. To get the BS schedule, the activity is scheduled in its 
last cycle at its early start time. Then, the next-to-the-last cycle is 
checked to see if it may be scheduled continuously with the last cycle 
without increasing the project duration (i.e., the start time of the next-
to-the-last cycle, if continuous with the last cycle, would not be greater 
than the late start time for that cycle). If this condition is satisfied, 
then an attempt is made to schedule the next cycle continuous with the 
next-to-last cycle. If the condition is not satisfied, the next-to-the-
las t cycle is also scheduled at its early start time and an attempt is 
made to make the next cycle continuous with it. This procedure is repeated 
until the first cycle has been scheduled. A flow chart depicting the pro­
cedure is presented in Figure 5. 
The forward algorithm is similar to the backward algorithm, except 
that the procedural steps are reversed. The first cycle of the activity 
is scheduled at its late start time. The second cycle is then checked to 
see if it may be feasibly made continuous with the first cycle (i.e., the 
schedule for the second cycle would not be less than the early start time 
for the cycle). If this condition is met, the second cycle is scheduled 
and the third cycle is considered. If the condition is not satisfied, 
the second cycle is scheduled at its late start time and the procedure 
starts over with cycle 3. The procedure continues until the last cycle 
is scheduled. The schedule that results is called the FS schedule for the 
activity. A flowchart of the algorithm is given in Figure 6. 
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the number of cycles in the project 
the scheduled start time of cycle j of activity i 
the early start time of cycle j of activity i 
the late start time of cycle j of activity i 
the duration of activity i 
Figure 5. Flowchart of the Backward Algorithm 
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D. = l 
the number of cycles in the project 
the scheduled start time of cycle j of activity i 
the early start time of cycle j of activity i 
the late start time of cycle j of activity i 
the duration of activity i 
Figure 6. Flowchart of the Forward Algorithm 
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In applying these algorithms to the unscheduled activities in R, 
the first subset of unscheduled activities considered are those in the 
set L. The first activity in the ordered set R that is in L is selected 
and the backward algorithm is applied. The resulting BS schedule is then 
checked for feasibility with the early start schedules of all successors 
of the activity which is being considered. If feasibility holds in all 
cases, the activity is considered scheduled, the activity is deleted from 
the set R, the subsets are updated, and the next activity in the ordered 
subset L is considered. 
If the activity does not meet the feasibility criterion with respect 
to the early start schedules of its successors, it cannot yet be scheduled. 
Instead, the activity is placed in a subset of L, called L 1, and will re­
main there until considered at a later stage of the procedure. The next 
activity in L is then considered; or, if L is empty, then the procedure 
goes to the next step, scheduling activities in the set M. 
The scheduling of activities in the set M is exactly opposite to 
that of the activities in the set L. The activities in R that are in the 
set M are considered in reverse order; that is, the last activity in R 
that is in M is selected first, then the next-to-last, etc. The forward 
algorithm is applied to the activity under consideration. The resulting 
FS schedule is then checked for feasibility with respect to the late start 
schedules of all predecessors of the activity. If feasibility holds in 
all cases, the activity is scheduled, it is deleted from the set R, the 
subsets are updated, and the next activity in the ordered subset M is 
considered. 
Like activities in set L, if an activity in M does not meet the 
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feasibility criterion with respect to its FS schedule, the activity is 
added to a subset called M 1, to be considered at a later stage of the pro­
cedure along with the activities in L 1. The next activity in M is then 
considered, or, if subset M is empty, the activities in set K are considered. 
For the activities in set K, all activities that precede or succeed 
these activities have been completely scheduled. Therefore, simple appli­
cation of the backward algorithm (or forward algorithm) will result in a 
feasible schedule. When all activities in K have been scheduled, it is 
necessary to determine if any activities remain unscheduled. If the set R 
is empty, then the scheduling procedure is finished. 
If the set R is not empty, it is an indication that not only are 
there activities remaining that are unscheduled, but activities remain in 
the subsets L' and M 1 which resulted from not being able to schedule activ­
ities in the sets L and M earlier. The scheduling of these activities is 
accomplished using a heuristic bounding procedure which Ferraz called the 
"computation of ICL and ICM." 
ICL is a value representing the lower bound on the incremental in­
crease in the fixed costs of interruption if all the activities in the set 
L' are scheduled according to their BS schedules. This is computed as 
follows: 
1. Find the BS schedule for each activity that is in R but not in L'. 
2. Using the fixed interruption cost for each activity and the fixed 
interruption cost objective function, compute the fixed interruption cost 
for the activities that remain in R but which are not in L'. 
3. Find the BS schedule for each activity in L'. 
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4. Based on the BS schedules for the activities in L', change the 
early start schedules of the activities in R which are not in L' in order 
to maintain feasibility of the schedules. 
5. Using the updated early start times, recompute the BS schedules 
of the activities in R that are not in L 1. 
6. Recompute the fixed cost of interruption for the activities in 
R which are not in L'. 
7. Equate ICL to the difference between the cost obtained in step 
(6) and the cost obtained in step (2). 
Similarly, ICM is the lower bound on the incremental increase in 
the fixed cost of interruption if all the activities in the set M' are 
scheduled to their FS schedules. This is found by a procedure analogous 
to that of computing ICL: 
1. Find the BS schedule for each activity that is in R but not in M 1. 
2. Compute the fixed interruption cost for each activity that is in 
R but not in M'. 
3. Find the FS schedule for each activity that is in M'. 
4. Based on the FS schedules for the activities in M 1, change the 
late start times of the activities in R which are not in M 1 in order to 
maintain feasibility of the schedules. 
5. Using the updated late start times, recompute the BS schedules 
of the activities in R that are not in M 1. 
6. Recompute the fixed cost of interruption for the activities in 
R which are not in M*. 
7. Equate ICM to the difference between the costs obtained in 
step (6) and step (2). 
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The values of ICL and ICM have now been obtained. In order to 
obtain the best schedule based on these lower bounds, the branch with the 
least lower bound is selected. Depending on the lower bound which is 
selected, different procedures will result. 
If ICL is selected as being lower, the following will occur: 
A. All activities in L 1 are scheduled to their BS schedules, the 
activities are removed from the set R, and the subsets are updated. 
B. All activities remaining in R have their early start schedules 
updated to maintain feasibility with the activities being scheduled out 
of L 1 . 
C. The scheduling procedure returns to the step of scheduling the 
first activity in the set L . 
If ICM is lower, a similar series of steps are carried out: 
A. All activities in the set M 1 are scheduled to their FS schedules, 
the activities are removed from the set R, and the subsets are updated. 
B. All activities remaining in R have their late start schedules 
updated to maintain feasibility with the activities being scheduled out 
of set M'. 
C. The scheduling procedure returns to the step of scheduling 
the last activity in the set M. 
This description represents, in detail, the scheduling algorithm 
as developed by Ferraz, with one exception. In addition to the change in 
the method for determining the pacing activity, two steps were eliminated 
entirely from the procedure because they were found to be unnecessary. 
Ferraz, in determining the feasibility of BS schedules for activities in 
set L , chose to place activities that did not meet the feasibility criterion 
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into two different subsets. These subsets represented the activities in 
the set L whose BS schedules were not equal to their own early start 
schedules (which he called set L 1) and whose BS schedules were not feasible 
with the early start schedule of at least one successor (which he called 
set L 1 1 ) . It should be obvious that whether or not an activity is equal 
to its own early start schedule is relatively unimportant; there is con­
cern only when an activity's BS schedule is not feasible with a successor's 
early start schedule. Ferraz duplicates the effort of scheduling activ­
ities in L by considering two separate subsets, L' and L'', when only one 
is needed. As a result, a scheduling step in his procedure was eliminated 
(checking for feasibility with the activity's own early start schedule) 
and another subset (L'') was eliminated. In the modified procedure just 
described, the set L' represents Ferraz's set L''; the set L' as described 
by Ferraz is eliminated. Because of an analogous situation regarding ac­
tivities in the set M, a total of two scheduling steps in the procedure 
and two additional subsets were eliminated. 
This discussion concludes the description of the modified scheduling 
procedure for reducing the fixed interruption costs of cyclic projects. 
Briefly, the procedure may be summarized as follows. The early and late 
start times are first computed and then used to obtain schedules of activ­
ities so that they may be employed by algorithms which reduce the number 
of interruptions in each activity. The procedure works from the "front" 
of the project network, left-shifting activities in time in order to re­
duce interruptions. When it is no longer possible to schedule these activ­
ities, the procedure goes to the "back" of the network and attempts to 
right-shift activities to reduce interruptions. When necessary, a 
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procedure is applied to make decisions concerning activities that could 
not be immediately scheduled out of their respective sets. As the pro­
cedure works to the "middle" of the project network, the left-shifting and 
right-shifting of the scheduled activities at the "front" and "back" of the 
network preserves slack that may be used in reducing the interruptions in 
remaining unscheduled activities. When all activities have been scheduled, 
the procedure is completed and a low-cost schedule has been obtained. 
As an example, the procedure was applied to the problem that was 
presented in Figures 3 and 4. The resulting schedule is shown in Figure 7. 
A detailed presentation of the use of Ferraz's procedure as applied to 
other sample problems can be found in Ferraz (5). 
Modifications and Improvements of the Procedure 
Though the procedure of Ferraz was modified somewhat to make it 
more efficient, there are two primary improvements which can be used to 
extend considerably the usefulness of the algorithm. The two improvements 
involve the use of additional objective functions and the reduction of 
activity span. 
Employing Additional Objective Functions 
In developing his algorithm, Ferraz defined only a fixed cost of 
interruption for each activity and the use of a fixed cost objective func­
tion (5). For a more comprehensive scheduling procedure, it is important 
that the other objective functions also be considered. 
The modified scheduling procedure may be adapted to the use of any 
of the objective functions described in Chapter II. The objective function 
should be selected before beginning the scheduling procedure. When it is 
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Figure 7. A Schedule for the Five Cycle Project of Figure 3 
s c time units 
tt 
AC l l i l l l l l l l i l l i l l l l l l l l l l l l l i l l l l l l l i l l l l l l i l l f l i l l l i l i l l i i i i l i i i l i t l l l l l l l l l l i l l l l l l l l l l L i i i H i l l i i i 
MODES ^ r OOnOOOUOOOl 111 1111 ll2222222?223333333333m*i*i*i*«*^ui*^55555555556666666666777777777788888888889999999999 I J TE 01p3*45L>739,U234be>7990l 234567090123 t *5678901?3«*567890l23'4b67890l23 t »567890123 , *567890l23«»567890123^56789 
1 2 5 
2 3 5 
3 <• 5 
5 b 
5 6 b 
5 7 3 
5 10 b 
5 11 b 
b 12 5 
b 14 3 
b 
7 9 L> 
0 10 3 
3 1<4 3 
10 12 b 
11 15 5 
12 13 5 
13 14 b 
14 15 5 
l b l b 4 
15 17 b 
16 19 3 
17 19 3 
13 19 3 
19 21 2 
20 21 2 
21 22 1 
22 23 1 
fixed cost = 53 daily cost = <*97 delay cost = o total Cost = 555 
Figure 7. (Continued) 
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necessary to compute the values of ICL and ICM, the appropriate objective 
function may be used to compute the lower bound. The objective functions 
described by Equations (1), (2), and (5) may be employed directly without 
any additional modifications to the algorithm. However, the functions 
which are dependent on the lengths of interruptions will require an addi­
tional modification: shifting to reduce activity span. 
Reducing the Span of Activities 
One problem that Ferraz did not consider in the development of the 
procedure was the resulting lengths of the interruptions that did occur. 
In order to develop the ideas regarding this, the term "activity span" 
will be defined. 
The span of an activity will be defined as the time elapsed from 
the beginning of the first cycle of an activity to the completion of the 
last cycle of the activity. Mathematically, this is given by 
SPAN. = S . „ + D . - S . , , (16) l i,N l i,l 
or 
N 
SPAN. = (<N)(D.)) + I ( S l > . - S i > - D.) (17) 
j=2 
th 
where SPAN^ is the span of the i activity and the other variables are 
as defined earlier. 
The problem that occurs in the scheduling procedure is that while 
it reduces the number of interruptions in the project schedule, it is not 
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yet a span reducing algorithm. There is currently no procedure in the 
algorithm to insure that interruptions will be of near minimal length. 
As an example, consider the schedule of activity (16,19) in Figure 7. 
Note the difference between the completion times of cycles one and two of 
this activity and the start times of cycles one and two of its only suc­
cessor, activity (19,21). There is one unit of slack between the comple­
tion of cycle one of activity (16,19) and the beginning of cycle one of 
activity (19,21). Without destroying the feasibility of the schedules of 
activities (16,19) and (19,21), it would be possible to shift the start 
time of cycles one and two of activity (16,19) and thus decrease the span 
of the activity by one unit. Additionally, it can be seen that it would 
also be possible to right shift cycles three and four of activity (16,19) 
by one unit. 
Though the shifting of cycles three and four has no effect on the 
span of activity (16,19) (only the shifting of cycle one will), their shift 
will have a significant effect on the schedules of other activities. By 
the shifting of cycles three and four of activity (16,19), there is one 
unit of slack between cycle four of activity (15,16) and cycle four of 
activity (16,19); therefore, activity (15,16) may be right-shifted and 
have its span reduced by one unit. In turn, activity (14,15) then may be 
shifted, then activity (13,14), etc. 
In effect, the shifting of activity (16,19) starts a chain reaction, 
opening up the possibility of shifting more activities. Table 1 gives a 
summary of the shifting and span reduction that can be performed on the 
schedule of Figure 7. It should be noted that these span reductions are 
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Table 1. Span Reduction of Activities for the Schedule of Figure 7 






4 - 5 2 4 8 
5 - 6 1 1 1 
6 - 8 1 2 2 
8 - 10 1 2 2 
10 - 12 1 3 3 
12 - 13 1 4 4 
13 - 14 1 3 3 
14 - 15 1 4 4 
15 - 16 1 1 1 
15 - 17 3 3 9 
16 - 19 1 2 2 
Total Cost Reduction = 39 
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quite significant. If the cost figures associated with the network of 
Figure 3 are assumed to be variable costs of interruption, the shifting 
of the schedule in Figure 7 results in a reduction from a variable inter­
ruption cost of 497 yielded by the scheduling procedure to a variable 
interruption cost of 458. Figure 8 is a Gantt chart of the schedule of 
Figure 7 after shifting and span reduction. 
The reason for the unnecessarily lengthy interruptions yielded by 
the procedure is easily understood by considering the schedules produced 
by the backward algorithm. For example, in the backward algorithm, the 
first cycle is scheduled last. If the first cycle cannot be made contin­
uous with the second cycle, it is scheduled at its early start time. The 
problem with this is that this may be too early to schedule the first cy­
cle. But the backward algorithm is applied only to those activities which 
have all of their predecessors scheduled, and not their successors (set L). 
If the schedule of the first cycle of all successors were known, it is 
possible that a later start time for cycle one (or any other cycle which 
could not be scheduled continuously with the succeeding cycle) could be 
determined. But, since the schedules of successors are unknown, there is 
no choice but to schedule the cycle as early as possible in order to guar­
antee feasibility with the schedules of successor activities. This is 
exactly what happened to activity (16,19) and some of its predecessors in 
the computation of the schedule of Figure 7. 
Similarly, the use of the forward algorithm may result in some 
activities having some cycles beginning too late. Therefore, it may be 
necessary to left-shift the cycles of some activities that were scheduled 
out of the set M. There were no such occurrences in the schedule of 
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Figure 7. 
These ideas on reducing activity span have resulted in the develop­
ment of a very significant addition to the modified scheduling algorithm. 
Basically, the additional procedure consists of right-shifting activities 
scheduled out of the sets L and K and left-shifting the activities scheduled 
out of set M. A detailed step-by-step description of the procedure is 
given below. In order to use this procedure to reduce the span of sched­
uled activities, the following assumptions are made: 
1. The activities are considered according to their position in 
an ordered set that is formed in the same manner that set R was in the 
scheduling procedure; i.e., by increasing order of the sum of i-node plus 
j-node. 
2. Continuity between cycles of activities will be maintained and 
never destroyed. Therefore, the procedure may require the use of a "block" 
of cycles, which is defined as a series of cycles which are scheduled con­
tinuously. For example, activity (16,19) in Figure 7 has three blocks 
consisting of cycles one and two, cycles three and four, and cycle five. 
A continuous activity is considered to be one block. 
3. For activities which were scheduled out of L or K and which are 
not continuous, the block containing the last cycle will never be right 
shifted. This is to insure that the span of the activity will be reduced. 
4. For activities which were scheduled out of the set M and which 
are not continuous, the block containing the first cycle will never be 
left-shifted. This will also insure that the span of such activities will 
be reduced. 
The statement of the procedure is: 
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1. Select the last activity in the ordered set which was scheduled 
out of sets L or K. 
2. Determine the first block of cycles of the activity. 
3. Determine the minimum amount of slack between the completion 
of each cycle in the block and the start of the corresponding cycles of 
all successors of the activity. 
4. Right-shift the start time of each cycle of the block by the 
minimum slack determined in step 3. 
5. If the activity is not continuous, determine the next block. 
If this block does not contain the last cycle, return to step 3. If the 
activity is continuous or the block of the activity contains the last cy­
cle, proceed to step 6. 
6. By continuing to select activities from the ordered set in re­
verse order, select the next activity that was scheduled out of sets L or 
K and return to step 2. If there are no more activities which were sched­
uled out of these sets, proceed to step 7. 
7. Select the first activity out of the ordered set which was 
scheduled out of the set M. 
8. Determine the last block of cycles of the activity. 
9. Determine the minimum amount of slack between the start of each 
cycle in the block and the completion of the corresponding cycles of all 
predecessors of the activity. 
10. Left-shift the start time of each cycle of the block by the 
minimum slack determined in step 9. 
11. If the activity is not continuous, determine the next block. 
If this block does not contain the first cycle, return to step 9. If the 
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activity is continuous or the block of the activity contains the last cycle, 
proceed to step 12. 
12. By continuing to select activities from the ordered set in in­
creasing order of the sum of their i-node and j-node values, select the 
next activity that was scheduled out of the set M and return to step 8. 
If there are no more activities which were scheduled out of the set M, 
then the procedure is completed. 
Though not an exact procedure that will result in minimal span for 
every activity in the network, it can be seen that this procedure will re­
sult in reduced span, wherever possible, for all activities in the network. 
A flowchart of the procedure is given by Figure 9. 
The major features of the scheduling algorithm have now been pre­
sented and discussed. However, no use has yet been made of the assumption 
concerning extending the completion time of the project at a fixed cost 
for each day of delay. This assumption will be considered next in the ex­
tension of the algorithm to allow selecting activities in the project 
which must be continuous and scheduling cyclic projects at arbitrarily 
selected completion times. 
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Order the activities by 
increasing sum of i-node 
plus j--node. Denote the 
ordered set as CD 
M = 
i = M - 1 
the number of activities 
in the project 
Determine the first 
block of cycles for 0-j_ 
Determine the minimum 
slack between each cycle of 
the block and the corresponding 
cycles of all successors of 0 . . 
Call this value T. 
Right-shift each cycle 
of the block by T 
Determine the next 
block of cycles for 0. 
Figure 9. Procedure for Reducing the Span of Activities 
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-© 
Determine the last 
block of cycles for ^ 
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slack between each cycle of 
the block and the corresponding 
cycles of all predecessors of 
Call this value T. 
I j 
Left-shift each cycle 
of the block by T 
Determine the next 
block of cycles for i 
Figure 9. (Continued) 
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CHAPTER IV 
EXTENSIONS OF THE BASIC ALGORITHM 
A basic procedure for cyclic project scheduling was described in 
the previous chapter. The algorithm was based upon the original work of 
Ferraz (5) and included several modifications developed to make the pro­
cedure more efficient and effective. In this chapter, several adaptations 
and extensions of the algorithm are presented. 
The original work of Ferraz did not allow for the introduction of 
the important constraint requiring any selected activity to be scheduled 
continuously while minimizing other interruption costs. In addition, 
Ferraz developed his original algorithm under the assumption that the 
project should always be completed at the earliest possible time. For 
the purposes of this research, however, this assumption was not made. In­
stead, it has been assumed that the project may have its completion date 
extended beyond the minimum completion date at some known fixed cost per 
day of delay. These two ideas will now be employed in this chapter for 
the development of an extended scheduling algorithm for cyclic projects. 
Selecting Continuous Activities 
It is important to realize that the scheduling procedure seeks to 
maximize the continuity of the activities in a cyclic project by reducing 
the value of some specified objective function. However, there is no 
guarantee that any particular activity will be continuously scheduled 
throughout all cycles, unless it is an initial or terminal activity or a 
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pacing activity. Note that in Figure 8 the schedule yielded by the pro­
cedure still has interruptions in several activities of the project. This 
poses the following question: if it is known that certain activities in 
the project must be continuous (due to technical or economic circumstances), 
how is a maximum continuity schedule under such constraints obtained? 
Though it may appear at first glance that this is a difficult prob­
lem to solve, a rather simple procedure has been developed that will allow 
such scheduling. However, it must be realized that to obtain such sched­
ules it may be necessary to extend the project completion date. For some 
activities in the project, it is not at all possible that the schedule of 
all the cycles of an activity will ever be continuous when the project is 
scheduled for completion at its earliest time. Therefore, the project must 
be extended to allow the creation of enough slack between the start times 
of the cycles of an activity and its predecessors and successors in order 
to obtain a continuous schedule. The incurrence of additional costs due 
to the delay of the project must then be considered, as well as the costs 
of interruption in the activities of the project. 
The method for achieving continuity of selected activities is sum­
marized as follows: 
1. Select the next activity in the ordered set formed by the in­
creasing sum of i-node plus j-node (set R). 
2. Compute the ESS schedule for the current activity as defined 
earlier. If it is not desired that this activity be continuous, return 
to step 1; otherwise, proceed to step 3. 
3. Check to see if the ESS schedule of the activity is continuous. 
If it is, return to step 1; if not, proceed to step 4. 
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4. Schedule the last cycle of the activity at its ESS time. Then, 
working from the last cycle to the first cycle, schedule each cycle in 
close continuity with respect to its succeeding cycle. Mathematically, 
this is : 
S . j N = ESS(i,N) , 
s
± j = s i > j + 1 - D ± f ° r J " N-l, N-2, . . ., 2, 1. 
5. Set the ESS and LSS schedule of each cycle to its continuous 
schedule: 
ESS(i,j) = LSS(i,j) = S ± for j - 1, 2, . . ., N-l, N. 
6. Remove the activity from the set of unscheduled activities, the 
set R, and return to step 1. 
It can be seen that this procedure will make any activity continuous 
which must have no interruptions and will also insure that the project will 
be completed as soon as possible under such a constraint. Since the last 
cycle is scheduled at its early start time, forcing all activities to be 
continuous with the last cycle will insure that the continuity constraint 
is satisfied and the project is not being delayed any longer than necessary. 
This modification may be incorporated into the cyclic project sched­
uling procedure. The six step procedure outlined above is substituted for 
the step of computing the ESS times of the activities in the project. If 
no activities are required to be continuously scheduled, the regular ESS 
schedules for all activities will result. If any activities in the project 
are required to be continuous, the procedure will schedule these selected 
activities without allowing interruptions in their schedules. The remain­
ing unscheduled activities will have their ESS and LSS times determined 
in the normal manner. The remainder of the scheduling procedure may then 
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be applied to the activities in R and a maximum continuity schedule will 
be obtained. 
As an example, the extended procedure was applied to the sample 
problem of Figure 3. It was arbitrarily decided that activity (4,5) 
should be continuous and that the delay cost would have a value of eight. 
The Gantt chart representation of the resulting schedule is given in 
Figure 10. It should be noted that, in forcing this activity to be con­
tinuous, it is necessary to extend the project completion date consid­
erably beyond that of the schedule in Figure 8, which is the schedule 
for the minimum completion time. However, it is also important to note 
that many activities which succeed activity (4,5) are also continuous. 
Even though there has been an increase in costs due to the delay of 
the project, significant cost reduction with respect to activity (4,5) 
and many of its successors has also occurred. This implies that there 
may be considerable advantages in scheduling activities to be continuous 
where the costs of delay are not as significant as the costs of inter­
rupting some activities. Thus, it may actually be possible to find a 
schedule with greater continuity and lower total costs than may be ob­
tained at the minimum completion time. This idea becomes more important 
when studying the use of the algorithm with selected alternate completion 
dates. 
Selecting Alternate Completion Times 
Rather than selecting activities to be continuous and studying 
resulting schedules, it may be desirable to simply pick a completion time 
Figure 10. Schedule for the Project of Figure 3 Where Activity (4,5) Is Selected 
for Continuous Scheduling 
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and investigate the schedule which then results from the application of 
the scheduling algorithm. Before doing so, however, care should be taken 
in the selection of the alternate completion time, for there are both upper 
and lower bounds on its value. 
The lower bound on completion time, of course, is the minimum com­
pletion time determined from the computation of early start times. The 
determination of an upper bound requires the application of the procedure 
discussed above for selecting continuous activities. In this case, if all 
activities were selected to be continuous, the "maximum" completion time 
schedule would be obtained. Though it would be possible to obtain feasible 
schedules with even greater completion times, it would be of no advantage, 
since all activities could be continuous and there would be an increasing 
project delay cost without any offsetting benefit of decreased project 
interruption costs. Therefore, the completion time of a schedule with no 
activity interruptions is equivalent to the upper bound on project comple­
tion time. 
As a modification of the scheduling procedure, it would first be 
necessary to determine the minimum completion time from the early start 
time computations and the maximum completion time from the schedule with 
all activities continuous. With the upper and lower bounds defined, a 
completion time may then be selected. The late start times could then be 
recalculated based upon this new completion time and then the modified 
scheduling procedure for cyclic projects could be applied, using the pre­
viously calculated early start times and late start times. 
As an example of the use of this procedure, it was applied to the 
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problem of Figure 3. The minimum and maximum completion times determined 
were 129 and 201, respectively. A completion time of 149 was selected 
arbitrarily and was used to produce the schedule of Figure 11. Using the 
objective function of Equation (9) to compute total costs, the value for 
the schedule of Figure 11 is found to be 395, significantly less than the 
total cost of 516 obtained at the minimum completion time of 129, as shown 
by Figure 8. Thus, it appears that there may be situations where it would 
be possible to extend the project completion time and reduce total project 
costs. 
As a further investigation of the potential for reducing project 
costs by extending the completion, time, the cost was computed for schedules 
of the project of Figure 3 at five unit intervals from 129 to 201: at 129, 
134, 139, . . ., 194, 199, and 201. The resulting costs are represented 
in the graph of Figure 12. The graph shows that there does appear to be 
a "minimum" cost and that it occurs somewhere around the completion time 
of 149. 
For this very simplified example, it might appear that there is a 
unique minimum cost for the cyclic project schedule and that this may be 
easily found by a search-oriented procedure adapted from the operations 
described to get the project cost curve of Figure 12. Though the example 
does demonstrate the idea that it may be possible to get a lower cost by 
allowing a delay in the project, it may not be assumed that there is only 
a single minimum cost or that a total cost curve like that of Figure 12 
will always result. The shape of the total cost curve and the appearance 
of an absolute minimum will depend upon the objective function, the assump­
tions made, and the cost parameters of the project itself. 
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Figure 11. Schedule for the Project of Figure 3 With a Selected Completion Time of 149 
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As an example of the effect of the cost parameters on the total cost 
of the project, consider a curve like that of Figure 13. Here, there is 
one activity in the project which has one interruption with a fixed cost 
of interruption that is very large in relation to the other fixed costs 
of the project. When this interruption can first be removed at some com­
pletion time of the project which is greater than the minimum completion 
time, a very significant step decrease in the fixed cost curve occurs. 
When summed with the other two cost curves, a total cost curve results 
which has two relative minima. The minimal cost would then be the lower 
of these two total costs. This situation did not occur in the example of 
Figure 12 because all of the fixed interruption costs were relatively small 
and relatively close to each other. When applying the procedure at differ­
ent completion times, it is also not safe to assume that the total fixed 
costs of interruption will decrease. As an example, consider the change 
when going from a completion time of 174 to a time of 179 in Figure 12. 
The fixed interruption cost shows a slight increase. Thus, care must be 
taken in computing cost curves for projects that have wide variability in 
fixed interruption costs among different activities and where the fixed 
costs are being evaluated by the objective function. It may be necessary 
to investigate the resulting total cost for every completion time between 
the minimum and maximum in order to determine the lowest obtainable cost 
using the scheduling procedure. This could be a costly and time-consuming 
procedure in itself. 
An analysis of the importance of the variable interruption cost 
curve in the computation of total costs, however, shows some promise of 
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Figure 13. Resulting Project Cost Curve When There Is a Significant Fixed Interruption Cost 
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leading to the development of a procedure that is much more efficient in 
finding a low cost schedule for a cyclic project. Suppose that fixed costs 
of interruption were not being considered; that is, the objective function 
being reduced is that consisting solely of the sum of variable interruption 
costs and project delay costs. For the project of Figure 3, the resulting 
cost curve over the completion times between 129 and 201 is given by 
Figure 14. 
The important information to be obtained from this graph comes from 
an analysis of the variable cost of interruption curve. It can be seen 
that, while going from the minimum completion time to the maximum comple­
tion time, this curve represents a cost that is always decreasing. This 
is not surprising since for every unit increase in the completion time of 
the project it is always possible to decrease the span of at least one 
activity in the project, thus decreasing the variable interruption cost. 
As the completion time is extended, the scheduling procedure has available 
increased slack for all cycles of all activities, and this increased slack 
is used to decrease the length of interruptions in activities in the project 
(and thus the variable interruption cost), as is clearly demonstrated by 
the cost curve. 
Further analysis shows, however, that the cost curve obtained by 
simply utilizing different completion times in the scheduling procedure 
which uses an objective function based on the sum of variable interruption 
and project delay costs may not give the lowest obtainable total cost. 
Consider the fact that the variable interruption cost curve of Figure 14 
is not a piece-wise linear decreasing (or convex) curve; i.e., the absolute 
value of the slope of the curve at a time t, is not necessarily greater 
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Figure 14. Graph of Delay and Interruption Costs for Feasible Completion Times 
for the Project of Figure 3 
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than or equal to the absolute value of the slope of the curve a t a time t^, 
when is greater than t^. The effect of this is highly significant. If 
the curve were a convex curve, it is quite possible that the sum of the 
interruption cost curve and the linear delay cost could yield a lower total 
cost than that obtained from the scheduling procedure. An example of such 
a curve is given in Figure 15. This shows that if it were possible to 
extend the project completion date, such that the interruptions with the 
most significant daily interruption cost were always being reduced in span, 
then for any completion time a lower interruption cost could be obtained. 
When combined with the daily delay cost, this could give a lower total 
cost, at an earlier point in time, than that obtained by a search-oriented 
procedure. Therefore, a steepest-descent approach with respect to reducing 
variable interruption costs would possibly yield a better solution. 
The conditions for which the application of the scheduling procedure 
for extended project completion dates may not provide the best cost curve 
for the variable interruption costs can be determined by considering the 
steps of the procedure as outlined in Chapter III. Since the procedure 
works toward the "middle" of the network, it is apparent that the activ­
ities which are receiving the benefit of the increased slack are the ac­
tivities at the "front" and "back" of the network. As the procedure works 
toward the unscheduled activities that remain, there is less and less slack 
available for reducing the length of interruptions. This characteristic 
of the scheduling procedure can be observed by considering the Gantt chart 
of the schedule of Figure 11, which has a completion time of 149, and the 
minimum completion time schedule of Figure 8. 
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Figure 15. Example of a Convex Interruption Cost Curve 
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The effect of this characteristic of the scheduling procedure is 
that the activities with the highest interruption cost may not have their 
spans reduced. There may be activities toward the middle of the network 
that have high interruption costs and which could significantly reduce the 
total variable interruption cost for a given increase in the project dura­
tion. However, their unscheduled predecessors and successors must be 
scheduled before they become candidates for scheduling. These predecessors 
and successors may not have as high interruption costs, but they will be 
the first to make use of the available slack that has been created. Thus, 
this aspect of the scheduling procedure will result in the cost curve of 
Figure 14. 
This analysis implies that there is a need for a better approach 
for finding a low-cost schedule when it is possible to delay the completion 
of the project. Particularly, there is a need for a steepest-descent time-
cost trade-off procedure. The development of this procedure is considered 
in the next chapter. 
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CHAPTER V 
A STEEPEST-DESCENT TIME-COST TRADE-OFF PROCEDURE | 
l 
] 
In the previous chapter, it was demonstrated that it is possible 
to use the modified scheduling algorithm to schedule cyclic projects where 
the project completion time was extended beyond the minimum. It was also 
demonstrated that it may be possible to reduce total costs of a project 
by extending the project completion time to such a point that the reduc­
tion in interruption costs for cycles of activities in the project outweigh 
the resulting increase in the project delay cost. This suggests that there 
is a trade-off occurring, where an extension of completion time may be 
"bought" at a rate cheaper than the allowance of costly interruptions in 
schedules of activities. 
The preceding chapter discussed briefly the problem that the appli­
cation of the procedure at different completion times may not actually 
yield the lowest possible costs. Particularly with respect to the assump­
tion that fixed interruption costs are not being considered, it was sug­
gested that there might be a better method to obtain the lowest possible 
sum of delay costs and variable interruption costs. This method will now 
be developed and presented. 
An Approach to the Time-Cost Trade-Off Problem 
As stated earlier, the problem considered here is one in which it 
is possible that additional time to complete the project may be obtained 
at some fixed cost per unit of time that is low enough so that costly 
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interruptions may be reduced in length, resulting in a lower total cost. 
It was pointed out in the previous chapter that there were aspects of the 
modified scheduling algorithm which might not necessarily allow its appli­
cation to the scheduling of projects at various completion times in order 
to find the lowest attainable cost under the assumption of a time-cost 
trade-off. It might also be pointed out that in very large projects, with 
a significant number of cycles and a wide range over which to select alter­
nate completion times, it could be quite time consuming and costly to re­
apply the procedure for every known possible completion time in order to 
search for a low total cost. Thus, there is motivation not only for a 
procedure that will produce the lowest attainable total cost, but for one 
that will be highly efficient in doing so. 
Basically, the algorithm which will be developed here is one that 
makes use of a steepest-descent approach for reducing activity interrup­
tion costs. Since variable costs of interruption are expressed in cost 
per unit of time, and fixed costs of interruption are not considered, it 
will be possible to make a direct comparison between costs of reducing 
activity interruptions and increasing the completion time of the project. 
If, for increases in the project completion time, it is possible to select 
the activities from the current schedule of the project which may have 
their spans reduced and result in the most significant cost decrease, it 
will be possible to obtain a curve like that of Figure 15. The major de­
velopment in this approach, therefore, will be to determine what those 
activities are and the conditions under which they may have their spans 
reduced in order to reduce total cost. 
The developed procedure will begin by using the schedule obtained 
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for the project at its minimum completion time using the algorithm of 
Chapter III, with the objective function composed of the sum of total 
variable interruption cost as given by Equation (6). This Is the only 
time at which the scheduling algorithm will be used in the time-cost trade­
off procedure. The remainder of the procedure for time-cost trade-off will 
be a multi-step procedure which considers, at every iteration, subsets of 
the activities in the project which may have their spans reduced for an 
increase in the project duration. Based upon a comparison of the variable 
interruption costs of the activities in each subset and the delay cost for 
the project, it will be possible to select a subset which provides for 
a maximum decrease in project interruption costs for each day's increase 
in delay costs. A right-shifting procedure for reducing activity span, 
similar to that developed in Chapter III, may be used to reschedule the 
activities so as to reduce their span. When the activities in the appro­
priate subset have been rescheduled, the subsets are reformed and the pro­
cedure starts over. 
The development of the time-cost trade-off procedure will now be 
presented. Each of the basic steps will first be discussed in detail and 
will be followed by a discussion of the application of the procedure. 
Bounding Activities and Bounded Sets 
The first step of the time-cost trade-off procedure requires the 
identification of distinct subsets of activities in the project. The 
formation of these sets is the single most important development in this 
scheduling procedure. In order to motivate a discussion of how these sets 
are determined and used, an example will be given. 
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Suppose it is necessary to find a low-cost schedule for five cycles 
oi the project of part (a) of Figure 16. The algorithm of Chapter III is 
applied and the schedule of part (b) of Figure 16 results. This is the 
minimum completion time schedule for the project. 
Next, the extension of the project completion time is considered 
in order to reduce the interruptions that remain in activities (2,3) and 
(4,5). The procedure that is to be used for reducing the span of the 
activities is analogous to that of the span-reduction for the activities 
scheduled out of the sets L and K as presented earlier. As the schedules 
of successor activities are delayed, the minimum slack between the blocks 
of cycles of an activity and the successor is determined in order to reduce 
the span of the activity. As an example, suppose that the completion time 
of the project is increased one time unit by delaying the start time of 
each cycle of activity (5,6). This creates one unit of slack between cycle 
one of activity (4,5) and cycle one of activity (5,6). Thus, as shown in 
part (a) of Figure 17, it is possible to delay the start of cycles one, 
two, three, and four of activity (4,5) by one time unit and thereby reduce 
the span of the activity by one. 
The next step is now to try to reduce the span of activity (2,3), 
the only other interrupted activity, by one time unit. However, an exam­
ination of the schedule in part (a) of Figure 17 shows that this will not 
be possible. As assumed under the right-shifting procedure for reducing 
the span of activity (4,5), the last cycle of the activity was not resched­
uled so that the span of the activity could be reduced. The predecessor 
activity, activity (3,4), is continuous and there is no slack between the 
last cycle of activity (3,4) and the last cycle of activity (4,5). 
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Figure 17. Reducing the Span of Activities in the Schedule of Figure 16 
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Therefore, it is not possible that the cycles of the continuous activity 
(3.4) may be delayed by one time unit. Since the first cycle of (2,3) has 
zero slack with respect to the first cycle of (3,4), it is not possible to 
reduce the span of activity (2,3). Therefore, if the span of activity 
(4.5) is reduced when the completion time is increased by one time unit, 
the slack made available to (4,5) will not be available to the other in­
terrupted activity in the schedule. 
The problem encountered above is quite significant. In Figure 16, 
part (a), it may be noted that activity (2,3) has an interruption cost of 
7 while activity (4,5) has an interruption cost of 4. Thus, by reducing 
the span of (4,5) when the completion time is extended, the lowest cost 
for the resulting completion time is not being obtained. A lower cost 
could be obtained by reducing the span of activity (2,3). Therefore, as 
shown in part (b) of Figure 17, the proper rescheduling of activities with 
the increase of one time unit in the schedule of the project is given by 
span reducing activity (2,3) by one time unit and delaying the start of 
all cycles of all s u c c e s s o r s by one time unit. 
The example provided by Figures 16 and 17 has demonstrated some 
very important concepts for rescheduling cyclic projects with extended 
completion times. The first important concept is that, when increasing 
the project completion time, it will not be possible to reduce the span 
of every interrupted activity in the schedule of the project. Instead, 
there will be some well-defined subsets of interrupted activities which 
are associated with some very distinct continuous activities. It will 
only be possible, when increasing the project completion time, to reduce 
the span of activities in certain subsets. These concepts, as demonstrated 
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by the example, have resulted in the definition of two important terms for 
the time-cost trade-off process: bounding activities and bounded sets. 
A bounding activity is one like activity (3,4) in Figures 16 and 17. 
It can be seen that this activity is continuous and that its cycles may 
be delayed in starting by one time unit only if the last cycle of all of 
its successors (activities (4,5) and (5,6)) have their last cycles delayed 
by one time unit. In the case where activity (4,5) was span-reduced when 
the project completion time was extended, the last cycle of activity (4,5) 
was not delayed; therefore, no cycle of activity (3,4) could be delayed, 
also resulting in no chance for span reduction of activity (2,3). Thus, 
activity (3,4) placed a "bound" on reducing the span of activities in the 
project. In light of this, the following definition has resulted: a 
bounding activity is any continuous activity in the schedule of the project 
which cannot have all of its cycles delayed without delaying the last cy­
cle of all activities on a single path which succeeds the activity. 
The reasoning behind the definition and the occurrence of bounding 
activities can be better demonstrated by considering in somewhat more depth 
the schedule of part (b) of Figure 16. Ferraz (5) has demonstrated that 
a cyclic project schedule, when scheduled at the minimum completion time, 
has the following property: the critical path of the project is formed 
by the first cycle of all activities on the longest path of a single cycle 
which precede the pacing activity; all cycles of the pacing activity; and 
the last cycle of all activities which lie on the longest path of a single 
cycle and which succeed the pacing activity. By applying this property 
to the schedule of Figure 16, since there is only one path, it is noted 
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that the critical path is formed by the first cycle of activities (1,2) 
and (2,3), all cycles of activity (3,4), and the last cycle of activities 
(4.5) and (5,6). Because of this property, it should be quite obvious 
why activity (3,4) would be a bounding activity: the schedule of its last 
cycle is directly dependent of the last cycle of all activities on the 
critical path. Therefore, only if all of the last cycles on the critical 
path are delayed can activity (3,4) be delayed. Also, since activity (1,2) 
has its first cycle on the critical path, this dependency is transferred 
to activity (1,2) and it will be a bounding activity as well. Activity 
(5.6) could be considered a bounding activity also, because delaying its 
schedule is dependent on delaying the completion of the project which, in 
a sense, is analogous to delaying the last cycle of a successor activity. 
As demonstrated in the example of Figures 16 and 17, there will also 
be very distinct subsets of activities which may have their spans reduced 
when the project completion time is delayed. These subsets result from 
the occurrence of the bounding activities and will be defined as follows: 
a bounded set is a subset of the activities in the project which is asso­
ciated with a bounding activity and which is composed of all non-bounding 
activities which are part of a chain which precedes the associated bound­
ing activity. 
By application of the above definition, it is seen that there are 
two bounded sets in the example of Figure 16. For example, activity (2,3) 
forms the bounded set associated with the bounding activity (3,4), and 
activity (4,5) is the bounded set associated with the bounding activity 
(5,6). The use of the term "bounded" is also illustrated well here because 
the activities belonging to any set appear to be "bounded" by certain 
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continuous activities. It should also be noted that it would be possible 
to have more activities in a bounded set if there were a chain of non-
bounding activities preceding either activity (3,4) or (5,6). As a further 
example of the concepts of bounding activities and bounded sets, consider 
the project given by Figure 3 and its resulting schedule in Figure 8. 
The schedule of Figure 8 shows that there are four bounding activ­
ities in the project when scheduled at its minimum completion time. These 
activities are activity (1,2), activity (3,4), activity (5,14), and activ­
ity (22,23). Since activity (1,2) has no predecessors, it has no bounded 
set associated with it. Activity (3,4) has only one activity in its 
bounded set, activity (2,3), as does activity (5,14) which has activity 
(4,5) in its bounded set. All other activities form the bounded set for 
activity (22,23). It is important to note that this schedule demonstrates 
that any continuous activity is not necessarily a bounding activity. It 
is necessary that the criterion of delaying the last cycle of all successors 
on a path be applied. 
When the bounding activities and the bounded sets of a project 
schedule have been identified, it occurs that, as demonstrated in the ex­
ample, only certain bounded sets may have their activities span-reduced 
for any increase in project completion time. This can be explained as 
follows: if a bounding activity has all of its cycles delayed by one time 
unit, it will be possible to span-reduce all of the activities in its 
bounded set by one time unit. This is accomplished by applying the span-
reducing procedure which was described earlier. Because the last cycles 
of the activities which are span-reduced are not shifted, then the bounding 
activities preceding the bounded set may not be delayed and the schedules 
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of their bounded sets remain unchanged. Likewise, it is not possible to 
span-reduce the bounded sets of all activities which succeed the delayed 
bounding activity, because for this delay to occur it was necessary that 
the last cycle of all successor activities be delayed. Also, in order to 
maintain feasibility of the schedules of all activities succeeding the 
delayed bounding activity, the schedule of each cycle of the activities 
must be delayed by one time unit. These properties are illustrated by 
the example of Figures 16 and 17. 
The idea of only certain bounded sets being eligible for span-
reduction is also we11-demonstrated in the more complex schedule of Figure 
8. It is evident that if any one of the three bounding activities with a 
bounded set is delayed by one time unit, it is only possible to reduce 
the span of the activities in the associated bounded set. 
Figure 18 illustrates additional examples of the occurrence of 
bounding activities in project networks. For example, part (a) of Figure 
18 shows two bounding activities which terminate on the same node of the 
network. For this configuration, it is apparent that if it were possible 
to delay all cycles of one bounding activity and to reduce the span of 
each of the activities in its bounded set, it would also be possible to 
shift the other bounding activity and reduce the span of the activities 
in its set. Therefore, this would represent the case where it would be 
possible to reduce the span of more than one bounded set for a given in­
crease in the project duration. Another case is presented by the network 
of part (b) of Figure 18. In this case there is a chain of bounding activ­
ities, where each activity also has a bounded set. Here, it would also be 
possible that each of the three bounding activities could be delayed for 
Figure 18. Examples of Common Bounding Activiti 
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a given increase in project duration, thus resulting in the possibility of 
reducing the span of the activities in the bounded set of each bounding 
activity. 
The examples in Figure 18 result in what will be defined as common 
bounding activities. For common bounding activities, it is possible that 
more than one bounding activity may be delayed. For these cases, it will 
be necessary to consider as the bounded set not just the set of any one 
of the bounding activities, but the union of the bounded sets of common 
bounding activities. Thus, not only will a bounded set be a subset of 
the activities in the project, but may, in the case of common bounding 
activities, also have subsets which are the bounded sets of the common 
bounding activities. 
Now that the ideas of bounding activities and bounded sets have been 
defined and demonstrated in a simple example, the time-cost trade-off pro­
cedure can be developed. 
Criterion for Selecting a Bounded Set 
The next important concept in the development of the time-cost 
trade-off procedure is the development of a criterion for selecting the 
one bounded set of activities that is to be span-reduced when the project 
completion time is extended. This criterion depends only on the variable 
costs of interruption of the activities. 
Suppose each bounded set is given a value based upon the sum of 
the variable interruption costs of the non-continuous activities in the 
set. This value would then represent the cost reduction achieved by re­
ducing the span of the interrupted activities in the set for each unit 
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increase in the completion time of the project. If all of the bounded 
sets in the project were ranked according to their cost reduction "contri­
bution" and the set with the largest contribution were selected, then the 
greatest cost reduction possible for a given increase in project duration 
would occur. This is the criterion that will be used. If this criterion 
is employed at every iteration of the time-cost trade-off procedure, this 
would result in a steepest-descent approach to reducing variable interrup­
tion costs; i.e., for every increase in project completion date, the 
largest possible decrease in variable interruption costs would occur. 
Increasing Project Completion Time 
After determining the bounding activities, the bounded sets, and 
the bounded set to which span-reduction will be applied, it will be neces­
sary to determine how long the completion of the project should be delayed 
This will be determined by examining the lengths of the interruptions in 
the selected bounded set. 
Consider all of the non-continuous activities in the selected set. 
As the completion time of the project is extended unit by unit, the cycles 
of the bounding activity (or activities) are also shifted, allowing a unit 
by unit span reduction for the interrupted activities in the set. This 
could continue until one or more activities, which have the minimum total 
interruption time among all activities in the set, become continuous. The 
immediate effect of this would be either: (1) the activities which become 
continuous no longer make any contribution to reducing the interruption 
costs of the project, thus reducing the total contribution of the bounded 
set to reducing costs; or (2) the continuous activities become bounding 
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activities, subdividing the bounded set. Since either of these events 
will result in sets with decreased contributions to reducing total costs, 
it will only be necessary to increase project completion time by an amount 
equal to the minimum total interruption time of an activity in the selected 
bounded set. 
The Time-Cost Trade-Off Procedure 
The ideas developed in the previous sections on bounding activities, 
bounded sets, selection criterion for bounded sets, and the determination 
of the length of project delay can be formalized into a time-cost trade­
off procedure. These ideas are now combined to give a statement of the 
procedure: 
1. Determine the minimum completion time schedule of the project 
using the objective function of Equation (6). 
2. Determine the bounding activities in the schedule of the project. 
3. With the determination of the bounding activities, determine 
all bounded sets for the project schedule. 
4. Compute the contribution of each bounded set by summing the 
variable interruption cost for each non-continuous activity in the set. 
5. Select the bounded set with the largest contribution value. If 
this value does not exceed the per unit of time project delay cost, stop. 
6. For the selected bounded set, determine the length of project 
delay, T, by the minimum total interruption time of an activity in the set. 
7. Delay the start of the bounding activity (or activities, in the 
case of common bounding activities) and all its successor activities by T 
units, the length of project delay determined in step 6. 
87 
8. Apply the span reducing procedure to all activities in the 
bounded set. Return to step 2. 
A flowchart of this procedure is shown in Figure 19. 
Application of the Time-Cost Trade-Off Procedure 
This procedure when applied to the minimum completion time schedule 
of any cyclic project will result in a lower total cost for the project. 
This is evident from considering the application of the procedure to a 
cyclic project schedule. 
When the minimum completion time schedule has been obtained using 
the objective function of minimizing variable interruption costs (step 1), 
the bounding activities and bounded sets may be determined as described 
in steps 2 and 3. The contribution values of the bounded sets are then 
computed (step 4) and the set with the greatest potential for reducing 
costs is selected and the procedure stops if no value is greater than the 
delay cost (step 5). With the determination of the length of project delay 
(step 6), the project completion time is then extended and the appropriate 
activities in the selected bounding set are reduced in span (steps 7 and 8). 
The procedure is then used to reform the bounded sets and the steps of 
the algorithm are replicated once again. 
As the spans of activities are reduced in the selected bounded set 
at each iteration, one of two events may occur: (1) the activity which 
determined the length of project delay will become a bounding activity; 
or, (2) the activity which determined the length of project delay will 
become continuous, but will not be a bounding activity. If event (2) above 
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sets; only the contribution value of the span-reduced bounded set will be 
changed. However, if an activity which becomes continuous also becomes 
a bounding activity, then the bounded set will be sub-divided and it will 
be necessary to reconsider the bounding activities and bounded sets by 
returning to step 2. 
In either case it is important to note that by selecting a project 
delay time such that at every iteration of the procedure an activity be­
comes continuous, the value of the bounded set with the largest contribu­
tion value at the next iteration of the procedure must be less than or 
equal to the largest contributed value at the current iteration. Thus at 
every iteration of the procedure, the largest contribution value among all 
the bounded sets will be less than or equal to the largest contributed value 
at the previous iteration. Therefore, at every iteration, the potential 
for reducing variable interruption costs is decreasing, or, at least, not 
increasing. This will result in the steepest-descent approach that is 
desired, giving a convex cost curve. 
Additionally, because the potencial for reducing costs is never 
increasing, it will be possible to determine when the procedure should be 
terminated. As indicated in step 5 of the algorithm, if the largest 
contribution value among all bounded sets is not greater than the project 
delay cost, there is no advantage in increasing project duration. Since 
the contribution values of all bounded sets at this (and any additional) 
iteration will be less than or equal to the current largest value, the 
procedure should be terminated because the potential for any further reduc­
tion in total project costs has been eliminated. 
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As an example of the use of the procedure, it was applied to the 
schedule of the problem of Figure 3. The schedule for this problem was 
given in Figure 8. A table showing a summary of the cost reduction for 
each iteration of the procedure is given in Table 2. As shown in the 
table, the minimum cost achieved for this project using the time-cost 
trade-off procedure was 310 and was obtained at a completion time of 139. 
From Figure 14, it is seen that the lowest cost attained by applying the 
modified cyclic project scheduling procedure over the acceptable lengths 
of the project yielded a lowest cost of 366 at a completion time of 149. 
Thus, the time-cost trade-off procedure has resulted in a significantly 
lower cost at an earlier completion time. 
The computation details of the algorithm as applied to the example 
of Figure 3 are given in Appendix A. For each iteration, the bounding 
activities in the network are indicated, the bounded sets and their con­
tribution values are presented, and the schedule for the project is given 
in tabular and Gantt chart form. The cost curve given by Figure 36 in 
Appendix A also demonstrates the resulting cost curve which is a close 
approximation to that of Figure 15. 
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Table 2. Summary of the Application of the Time-Cost Trade-Off Procedure 
to the Schedule of Figure 8 
Cost of Delay (C,) = 8 
Maximum Costs 
Iteration 







ruption Delay Total 
Completion 
Time 
1 37 2 74 384 16 400 131 
2 22 6 132 252 64 316 137 
3 11 2 22 230 80 310 139 
4 5 2 10 220 96 316 141 
5 4 46 184 36 464 500 187 
6 3 8 24 12 528 540 195 
7 2 6 12 0 576 576 201 
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CHAPTER VI 
COMPUTER PROGRAMS FOR CYCLIC PROJECT SCHEDULING 
In the preceding chapters, an improved version of the cyclic 
project scheduling algorithm of Ferraz (5) was developed and extended to 
other applications in the scheduling of cyclic projects. A steepest-
descent time-cost trade-off procedure was also developed which enables 
the computation of a lower total cost based on the extension of the mini­
mum completion time schedule. In order to demonstrate the applicability, 
usefulness, and efficiency of some of these procedures, computer programs 
have been developed to perform the scheduling computations of the modi­
fied scheduling algorithm. 
The programs which have been developed were coded in the FORTRAN V 
language for use with the EXEC 8 operating system of the UNIVAC 1108 at 
the Georgia Institute of Technology. There are two programs: one for 
batch operation using card input and line printer output; the other for 
use in demand mode, with interactive features that allow decisions to be 
made at the terminal by the user in determining project schedules. 
The Batch Mode Program 
The first program developed was the batch mode program. The program 
accepts card input which contains information on the activities, their 
duration, and associated costs and other information. The program con­
sists of a main segment and twenty subroutines, which perform the actual 
scheduling computations, provide tracing and debugging facilities, and 
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write formatted output. The program has been named "CPSS" which is the 
acronym for "Cyclic Project Scheduling System." 
The program has been developed to have a capacity of fifty cycles 
of a fifty-node, 100 activity network. This is the equivalent of a pro­
ject with 5000 activities and approximately 2500 nodes. All information 
on the activities is stored in arrays defined in the main program and no 
facilities have been provided for maintaining information on mass storage 
devices. 
The program has been thoroughly debugged with the aid of a subrou­
tine called RANGEN. This subroutine, using a random number generator, was 
used to provide random networks for scheduling by the program. A random 
number of cycles, nodes, activities, activity durations, and project costs 
was generated and provided as input to the scheduling subroutines of the 
program. For all networks generated, the program provided schedules with­
out difficulty. The largest network generated consisted of thirty-four 
nodes, ninety-two activities, and seventeen cycles. This is equivalent to 
a project with 1554 activities and approximately 578 nodes. To compute 
and print a listing and Gantt chart of the schedule required less than 
twenty-five seconds of computer processing time. This gives some indica­
tion of the efficiency of the program. Most smaller networks were com­
pletely scheduled in fifteen seconds or less. 
A more detailed description of the program is given in Appendix B. 
This section includes a macro flowchart of the execution of the program, 
as well as a variable listing, source listing, and description of input 
and output formats. A sample batch run, showing input and output for the 
problem of Figure 3, is also given. 
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The Demand Mode Program 
Another program was also developed to allow more flexibility and 
interaction by the decision maker in the study of projects where various 
activities have been forced to be continuous or the project completion 
time has been extended. This program is called "CPSS-D," with the "D" 
indicating demand mode. 
The demand mode program utilizes most of the same subroutines as 
the batch program for scheduling projects. The demand program CPSS-D, 
however, uses a slightly different main program to control the real-time 
execution of the scheduling subroutines. This main program directs in­
quiries to the user and, based upon the response, carries out the desired 
scheduling options. A brief sample of a demand mode interactive session 
is given in Figure 20. 
The user first responds to inquiries concerning the number of ac­
tivities, the number of cycles, the delay cost, and the selection of an 
appropriate objective function. The program then receives all of the in­
put data for the activities of the program. The program then determines 
the minimum completion time schedule and prints a listing of the result­
ing costs. The maximum completion time schedule (the schedule with all 
activities continuous) is also determined and the maximum completion time 
is printed. 
The user may then select particular activities to be continuous or 
select alternate completion times which are within the bounds of the mini­
mum and maximum. When one of these options is selected, the appropriate 
schedule is computed and the resulting costs are printed. After the com­
pletion of any schedule, the user may inquire into the detailed schedule 
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THE MINIMUM C 0 M P L E T I 0 N TIKE F0R THIS P R 0 J E C T IS: 129 
THE T0TAL C 0 S T $ 0F THIS S C H E D U L E : 
V A R I A B L E INTERRUPTI0N C 0 S T • • 458 
F I X E D I N T E R R U P T I 0 N C0ST 58 
DELAY C 0 S T 0 
T0TAL C 0 S T 516 
W 0 U L D Y0U LIKE A N Y INF0 0N T H E 
S C H E D U L E D A C T I V I T I E S ( Y E S / N 0 ) 
YES 
Y 0 U HAVE T H E F 0 L L 0 W I N G 0 P T I 0 N S : 
<1) LIST C 0 N T I N U 0 U S A C T I V I T I E S 
(2) LIST N 0 N - C 0 N T I N U 0 U S A C T I V I T I E S 
<3> LIST I N D I V I D U A L A C T I V I T I E S 
<4) C 0 N T I N U E S C H E D U L I N G . 
ENTER 1,2,3,0R 4 
1 
C 0 N T I N U 0 U S A C T I V I T I E S A R E 
I J S C N , 1 ) 
1 2 0 
3 4 6 
5 7 79 
5 10 40 
5 1 1 79 
5 12 45 
5 14 24 
7 9 80 
8 14 71 
11 15 82 
22 23 109 
Y 0 U HAVE T H E F 0 L L 0 W I N G 0 P T I 0 N S J 
<1> LIST C 0 N T I N U 0 U S A C T I V I T I E S 
(2) LIST N 0 N - C 0 N T I N U 0 U S A C T I V I T I E S 
(3) LIST I N D I V I D U A L A C T I V I T I E S 
(4) C 0 N T I N U E S C H E D U L I N G . 
ENTER U 2 , 3 , 0 R 4 
THE MAXIMUM C 0 M P L E T I 0 N TIME IS 201 
Y 0 U N0W H A V E T H E F0LL0WING 0 P T I 0 N S : 
(1) S E L E C T A C T I V I T I E S T0 B E C 0 N T I N U 0 U S 
(2) V A R Y THE P R 0 J E C T C 0 M P L E T I 0 N TIME 
(3) ST0P 
ENTER 1, 2/ 0R 3 
Figure 20. Example of a Portion of an Interactive Demand 
Mode Scheduling Session 
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of any activity. The program may be terminated at any time the user 
desires to stop. 
The advantage of this type of interactive program is that it allows 
very rapid computation of the costs of any schedule for a project. The 
user may alternately select goals or constraints for different schedules 
and find a schedule that satisfies his cost or completion time limitations. 
The details of the use of this program are given in Appendix C. 
This appendix includes a listing of the program MAIN-D, a macro flowchart 
of the program, and two sample runs based on the network of Figure 3. 
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CHAPTER VII 
CONCLUSIONS AND RECOMMENDATIONS 
Conclusions 
This research has focused on the scheduling of parallel multi-cycle 
projects with the objective of reducing costs or penalties resulting from 
interruptions between cycles of activities. Based upon an original algo­
rithm developed by Ferraz, several modifications and extensions of the 
procedure were developed. These included: (1) definition of alternate 
penalty measures and objective functions for scheduling projects; (2) 
development of a procedure to reduce the span of activities in a project 
schedule; (3) modification of the scheduling procedure to allow selected 
activities to be continuous; and (4) modification of the procedure to 
allow a schedule to be computed with selected feasible completion times. 
Some of these procedures were developed as the result of an assumption 
that it was possible to allow the extension of the project completion 
date based upon some known costs. 
An additional development of this research has been the formula­
tion of a time-cost trade-off procedure which allows the computation of 
a low cost schedule when the daily cost of extending the project comple­
tion date is known. While similar to many time-cost trade-off procedures 
developed for non-cyclic critical path schedules, this method is different 
in that it focuses on the extension of project completion time in order to 
reduce the cost of activity interruptions. 
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Computer programs have also been developed which demonstrate some 
methods by which the scheduling algorithms could be adapted for use in 
computerized scheduling systems. These programs may serve as the proto­
type for a more sophisticated scheduling system developed specifically 
for cyclic projects. 
Recommendations for Additional Research 
This research represents some of the more advanced ideas on cyclic 
project scheduling. A survey of the literature on this subject has shown 
that little work has been done on this topic and that there is consider­
able need for additional research. 
While having developed some significant heuristic algorithms for 
scheduling cyclic projects and reducing their costs, the research to date 
has not greatly considered the influence of resources on cyclic project 
scheduling, with the exception of the work by Burney (4). This repre­
sents perhaps the most significant additional area for research. Tech­
niques must be developed which schedule cyclic projects under conditions 
of limited resources, as well as considering leveling applied resources. 
Another important area will be in the programming of the time-cost 
trade-off procedure. This development has not been included in the exist­
ing version of the scheduling program. Considerable difficulty is fore­
seen in trying to develop efficient programs to trace paths through large 
networks in order to locate the bounding activities and bounded sets. 
However, the development of a computer program will be necessary if the 
time-cost trade-off procedure is to be of benefit to industry in the ef­
ficient scheduling of cyclic projects. 
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Other developments should focus on adapting the scheduling pro­
cedures to practical applications in industry. Sophisticated scheduling 
systems for computer implementation must be developed to perform the com­
plex calculations of the algorithms. These would have to be similar to 
many of the project scheduling packages currently available commercially. 
When such facilities are available, studies should be made to determine 
the effectiveness of the procedures and the necessary modification which 






AN EXAMPLE OF THE APPLICATION OF THE TIME-COST 
TRADE-OFF PROCEDURE 
This appendix gives the details of the application of the time-cost 
trade-off procedure as applied to the schedule of Figure 8. This is the 
minimum completion time schedule for the project network of Figure 3. 
Table 3 gives a summary of the seven iterations of the procedure 
and the bounding activities, bounded sets, cost contributions, and delay 
time for each. The selected bounded set for each iteration is indicated 
by an asterisk (*) at the end of the list of the activities in the set. 
The remainder of the tables and charts of the appendix are arranged 
to give an iteration-by-iteration presentation of the changes in the 
schedule as the project completion time is extended. For each iteration, 
there is: a network showing the bounding activities for that iteration; 
a table giving the schedule of the activities and the resulting interrup­
tions and costs after rescheduling the activities; and a Gantt chart of 
the schedule at the end of the rescheduling. The final chart, Figure 36, 
shows the resulting cost curve. The lowest-cost schedule is found to re­
sult at a completion time of 139 and to give a cost of 310. 
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Table 3. Detailed Summary of the Steps in the Application of the Time-
Cost Trade-Off Procedure to the Schedule of Figure 8 [Cost of 









1 1-2 0 0 
3-4 2-3 3 8 
5-14 4-5 4 46 
22-23* 5-6, 5-7, 5-10, 
5-11, 5-12, 6-8, 
7-9, 8-10, 8-14, 
10-12, 11-15, 12-13, 
13-14, 14-15, 15-16, 
15-17, 16-19, 17-19, 
18-19, 19-21, 20-21, 
21-22 
37 2 
CM 1-2 0 0 
3-4 2-3 3 8 
5-7, 5-11, 5-14, 
5-14, 7-9, 11-15 
4-5 4 46 
15-16, 17-19, 
18-19* 
5-6, 5-10, 5-12, 
6-8, 8-10, 8-14, 
10-12, 12-13, 13-14, 
14-15, 15-17 
22 6 
19-21, 20-21 16-19 2 6 
22-23 21-22 5 2 
3 1-2 0 0 
3-4 2-3 3 8 
5-6, 5-7, 5-10, 
5-11, 5-12, 5-14, 
6-8, 7-9, 8-10, 
8-14, 10-12, 11-15 
4-5 4 46 
15-16, 15-17, 
17-19, 18-19* 
12-13, 13-14, 14-15 11 2 
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Table 3. (Continued) 
Iteration Bounding Bounded Set Sum of Length 
Number Activities Costs of Delay 
3 
/ . \ 
19,21, 20-21 16-19 2 6 
(cont.) 
22-23 21-22 5 2 
4 1-2 0 0 
3-4 2-3 3 8 
5-6, 5-7, 5-10, 4-5 4 46 
5-11, 5-12, 5-14, 
6-8, 7-9, 8-10, 
8-14, 10-12, 11-15, 
12-13, 13-14, 12-13, 
13-14, 14-15, 15-16, 
15-17, 17-19, 18-19 
19-21, 20-21 16-19 2 6 
22-23* 21-22 5 2 
5 1-2 0 0 
3-4 2-3 3 8 
5-6, 5-7, 5-10, 4-5 4 46 
5-11, 5-12, 5-14, 
6-8, 7-9, 8-10, 
8-14, 10-12, 11-15, 
L2-13, 13-14, 14-15, 
L5-16, 15-17, 17-19, 
L8-19* 
L9-21, 20-21, 21-22, 16-19 2 6 
22-23 
6. 1-2 0 0 
3-4, 4-5, 5-6, 2-3 3 8 
5-7, 5-10, 5-11, 
5-12, 5-14, 6-8, 
7-9, 8-10, 8-14, 
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10-12, 11-15, 12-13, 
13-14, 14-15, 15-16, 
15-17, 17-19, 
18-19* 
19-21, 20-21, 21-22, 
22-23 
16*19 2 6 
7 1-2, 2-3, 3-4, 
4-5, 5-6, 5-7, 
5-10, 5-11, 5-12, 
5-14, 6-8, 7-9, 
8-10, 8-14, 10-12, 
11-15, 12-13, 13-14, 
14-15, 15-16, 15-17, 
17-19, 18-19 
0 0 
19-21, 20-21, 21-22, 
22-23* 
16-19 2 6 
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Table 4. Initial Activity Schedules and Costs 
Activity 
Schedule Interna ptions Cost/Unit 
CVi) 
Total 
Cost 1 2 3 4 5 Number Length 
1 - 2 0 4 8 12 16 0 0 2 0 
2 - 3 4 14 16 18 20 1 8 3 24 
3 - 4 6 20 34 48 62 0 0 1 0 
4 - 5 22 38 54 63 76 4 46 4 184 
5 - 6 50 55 60 65 78 1 8 1 8 
5 - 7 79 80 81 82 83 0 0 3 0 
5 - 1 0 40 50 60 70 80 0 0 1 0 
5 - 1 1 79 82 85 88 91 0 0 5 0 
5 - 12 45 55 65 75 85 0 0 3 0 
5 - 1 4 24 40 56 72 88 0 0 2 0 
6 - 8 55 60 65 70 83 1 8 2 16 
7 - 9 80 82 84 86 88 0 0 2 0 
8 - 1 0 60 65 70 75 88 1 8 2 16 
8 - 1 4 71 76 81 86 91 0 0 2 0 
10 - 12 65 70 75 80 93 1 8 3 24 
11 - 15 82 85 88 91 94 0 0 2 0 
12 - 13 76 79 82 85 98 1 10 4 40 
13 - 14 79 82 85 88 101 1 10 3 30 
14 - 15 82 85 88 91 104 1 10 4 40 
15 - 16 85 90 95 100 107 1 2 1 2 
15 - 17 87 90 93 96 107 1 8 3 24 
16 - 19 92 95 102 105 112 2 8 2 16 
17 - 19 90 95 100 105 112 1 2 2 4 
18 - 19 . 90 95 100 105 112 1 2 1 2 
19 - 21 95 100 105 110 117 1 2 1 2 
20 - 21 95 100 105 110 117 1 2 3 6 
21 - 22 106 109 112 115 122 1 4 5 20 
22 - 23 109 113 117 121 125 0 0 2 0 
Total = 458 
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Figure 21. (Continued) 
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Table 5. Activity Schedules and Costs at the End 
of the First Iteration 
Activity 
Schedule Interru ptions Cost/Unit 
(Vi) 
Total 
Cost 1 2 3 4 5 Number Length 
1 - 2 0 4 8 12 16 0 0 2 0 
2 - 3 4 14 16 18 20 1 8 3 24 
3 - 4 6 20 34 48 62 0 0 1 0 
4 - 5 22 38 54 65 76 4 46 4 184 
5 - 6 52 57 62 67 78 1 6 1 6 
5 - 7 81 82 83 84 85 0 0 3 0 
5 - 1 0 42 52 62 72 82 0 0 1 0 
5 - 1 1 81 84 87 90 93 0 0 5 0 
5 - 12 47 57 67 77 87 0 0 3 0 
5 - 14 24 40 56 72 88 0 0 2 0 
6 - 8 57 62 67 72 83 1 6 2 12 
7 - 9 82 84 86 88 90 0 0 2 0 
8 - 1 0 62 67 72 77 88 1 6 2 12 
8 - 1 4 73 78 83 88 93 0 0 2 0 
10 - 12 67 72 77 82 93 1 6 3 18 
11 - 15 84 87 90 93 96 0 0 2 0 
12 - 13 78 81 84 87 98 1 8 4 32 
13 - 14 81 84 87 90 101 1 8 3 24 
14 - 15 84 87 90 93 104 1 8 4 32 
15 - 16 87 92 97 102 107 0 0 1 0 
15 - 17 89 92 95 98 107 1 6 3 18 
16 - 19 94 97 104 107 112 2 6 2 12 
17 - 19 92 97 102 107 112 0 0 2 0 
18 - 19 92 97 102 107 112 0 0 1 0 
19 - 21 97 102 107 112 117 0 0 1 0 
20 - 21 97 102 107 112 117 0 0 3 0 
21 - 22 108 111 114 117 122 1 2 5 10 
22 - 23 111 115 119 123 127 0 0 2 0 
Total = 384 
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Figure 23. Gantt Chart After the First Iteration 
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Figure 23. (Continued) 
Figure 24. Bounding Activities for the Second Iteration 
Co 
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Table 6. Activity Schedules and Costs at the End 
of the Second Iteration 
Activity 
Schedule Interru ptions Cost/Unit 
Cv±) 
Total 
Cost 1 2 3 4 5 Number Length 
1 - 2 0 4 8 12 16 0 0 2 0 
2 - 3 4 14 16 18 20 1 8 3 24 
3 - 4 6 20 34 48 62 0 0 1 0 
4 - 5 22 38 54 70 76 4 46 4 184 
5 - 6 58 63 68 73 78 0 0 1 0 
5 - 7 87 88 89 90 91 0 0 3 0 
5 - 1 0 43 53 63 73 83 0 0 1 0 
5 - 1 1 87 90 93 96 99 0 0 5 0 
5 - 1 2 48 58 68 78 88 0 0 3 0 
5 - 14 24 40 56 72 88 0 0 2 0 
6 - 8 63 68 73 78 83 0 0 2 0 
7 - 9 88 90 92 94 96 0 0 2 0 
8 - 1 0 68 73 78 83 88 0 0 2 0 
8 - 1 4 79 84 89 94 99 0 0 2 0 
10 - 12 73 78 83 88 93 0 0 3 0 
11 - 15 90 93 96 99 102 0 0 2 0 
12 - 13 84 87 90 93 98 1 2 4 8 
13 - 14 87 90 93 96 101 1 2 3 6 
14 - 15 90 93 96 99 104 1 2 4 8 
15 - 16 93 98 103 108 113 0 0 1 0 
15 - 17 95 98 101 104 107 0 0 3 0 
16 - 19 100 103 110 113 118 2 6 2 12 
17 - 19 98 103 108 113 118 0 0 2 0 
18 - 19 98 103 108 113 118 0 0 1 0 
19 - 21 103 108 113 118 123 0 0 1 0 
20 - 21 103 108 113 118 123 0 0 3 0 
21 - 22 114 117 120 123 128 1 2 5 10 
22 - 23 117 121 125 129 133 0 0 2 0 
Total = 252 

































170 ~ i — 
180 
" I — 
190 200 
Figure 25. (Continued) 
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Table 7. Activity Schedules and Costs at the End 
of the Third Iteration 
Activity 
Schedule Interru ptions Cost/Unit 
(Vi) 
Total 
Cost 1 2 3 4 5 Number Length 
1 - 2 0 4 8 12 16 0 0 2 0 
2 - 3 4 14 16 18 20 1 8 3 24 
3 - 4 6 20 34 48 62 0 0 1 0 
4 - 5 22 38 54 70 76 4 46 4 184 
5 - 6 58 63 68 73 78 0 0 1 0 
5 - 7 89 90 91 92 93 0 0 3 0 
5 - 1 0 43 53 63 73 83 0 0 1 0 
5 - 11 89 92 95 98 101 0 0 5 0 
5 - 1 2 48 58 68 78 88 0 0 3 0 
5 - 1 4 24 40 56 72 88 0 0 2 0 
6 - 8 63 68 73 78 83 0 0 2 0 
7 - 9 90 92 94 96 98 0 0 2 0 
8 - 1 0 68 73 78 83 88 0 0 2 0 
8 - 1 4 79 84 89 94 99 0 0 2 0 
10 - 12 73 78 83 88 93 0 0 3 0 
11 - 15 92 95 98 101 104 0 0 2 0 
12 - 13 86 89 92 95 98 0 0 4 0 
13 - 14 89 92 95 98 101' 0 0 3 0 
14 - 15 92 95 98 101 104 0 0 4 0 
15 - 16 95 100 105 110 115 0 0 1 0 
15 - 17 97 100 103 106 107 0 0 3 0 
16 - 19 102 105 112 115 120 2 6 2 12 
1 7 - 1 9 100 105 110 115 120 0 0 2 0 
18 - 19 100 105 110 115 120 0 0 1 0 
19 - 21 105 110 115 120 125 0 0 1 0 
20 - 21 105 110 115 120 125 0 0 3 0 
21 - 22 116 119 122 125 130 1 2 5 10 
22 - 23 119 123 127 131 135 0 0 2 0 
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Table 8. Activity Schedules and Costs at the End 
of the Fourth Iteration 
Activity 
Schedule Interna ptions Cost/Unit 
(Vi) 
Total 
Cost 1 2 3 4 5 Number Length 
1 - 2 0 4 8 12 16 0 0 2 0 
2 - 3 4 14 16 18 20 1 8 3 24 
3 - 4 6 20 34 48 62 0 0 1 0 
4 - 5 22 38 54 70 76 4 46 4 184 
5 - 6 58 63 68 73 78 0 0 1 0 
5 - 7 89 90 91 92 93 0 0 3 0 
5 - 1 0 93 53 63 73 83 0 0 1 0 
5 - 11 89 92 95 98 101 0 0 5 0 
5 - 12 48 58 68 78 88 0 0 3 0 
5 - 1 4 24 40 56 72 88 0 0 2 0 
6 - 8 63 68 73 78 83 0 0 2 0 
7 - 9 90 92 94 96 98 0 0 2 0 
8 - 10 68 73 78 83 88 0 0 2 0 
8 - 1 4 79 84 89 94 99 0 0 2 0 
10 - 12 73 78 83 88 93 0 0 3 0 
11 - 15 92 95 98 101 104 0 0 2 0 
12 - 13 86 89 92 95 98 0 0 4 0 
13 - 14 89 92 95 98 101 0 0 3 0 
14 - 15 92 95 98 101 104 0 0 4 0 
15 - 16 95 100 105 110 115 0 0 1 0 
15 - 17 97 100 103 106 109 0 0 3 0 
16 - 19 102 105 112 115 120 2 6 2 12 
17 - 19 100 105 110 115 120 0 0 2 0 
18 - 19 100 105 110 115 120 0 0 1 0 
19 - 21 105 110 115 120 125 0 0 1 0 
20 - 21 102 110 115 120 125 0 0 3 0 
21 - 22 118 121 124 127 130 0 0 5 0 
22 - 23 121 125 129 133 137 0 0 2 0 
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Table 9. Activity Schedules and Costs at the End 
of the Fifth Iteration 
Activity 
Schedule Interru ptions Cost/Unit 
(Vi) 
Total 
Cost 1 2 3 4 5 Number Length 
1 - 2 0 4 8 12 16 0 0 2 0 
2 - 3 4 14 16 18 20 1 8 3 24 
3 - 4 6 20 34 48 62 0 0 1 0 
4 - 5 68 70 72 74 76 0 0 4 0 
5 - 6 104 109 114 119 124 0 0 1 0 
5 - 7 135 136 137 138 139 0 0 3 0 
5 - 1 0 89 99 109 119 129 0 0 1 0 
5 - 11 135 138 141 144 147 0 0 5 0 
5 - 12 94 104 114 124 134 0 0 3 0 
5 - 14 70 86 102 118 134 0 0 2 0 
6 - 8 109 114 119 124 129 0 0 2 0 
7 - 9 136 138 140 142 144 0 0 2 0 
8 - 1 0 114 119 124 129 134 0 0 2 0 
.8 - 14 125 130 135 140 145 0 0 2 0 
10 - 12 119 124 129 134 139 0 0 3 0 
11 - 15 138 141 144 147 150 0 0 2 0 
12 - 13 132 135 138 141 144 0 0 4 0 
13 - 14 135 138 141 144 147 0 0 3 0 
14 - 15 138 141 144 147 150 0 0 4 0 
15 - 16 141 146 151 156 161 0 0 1 0 
15 - 17 143 146 149 152 155 0 0 3 0 
16 - 19 148 151 158 161 166 2 6 2 12 
17 - 19 146 151 156 161 166 0 0 2 0 
18 - 19 146 151 156 161 166 0 0 1 0 
19 - 21 151 156 161 166 171 0 0 1 0 
20 - 21 151 156 161 166 171 0 0 3 0 
21 - 22 164 167 170 173 176 0 0 5 0 
22 - 23 167 171 175 179 183 0 0 2 0 
Total = 36 
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Table 10. Activity Schedules and Costs at the End 
of the Sixth Iteration 
Activity 
Schedule Interru ptions Cost/Unit 
(Vi) 
Total 
Cost 1 2 3 4 5 Number Length 
1 - 2 0 4 8 12 16 0 0 2 0 
2 - 3 12 14 16 18 20 0 0 3 0 
3 - 4 14 28 42 56 70 0 0 1 0 
4 - 5 76 78 80 82 84 0 0 4 0 
5 - 6 112 117 122 127 132 0 0 1 0 
5 - 7 143 144 145 146 147 0 0 3 0 
5 - 1 0 97 107 117 127 137 0 0 1 0 
5 - 1 1 143 146 149 152 155 0 0 5 0 
5 - 1 2 102 112 122 132 142 0 0 3 0 
5 - 14 78 94 110 126 142 0 0 2 0 
6 - 8 117 122 127 132 137 0 0 2 0 
7 - 9 144 146 148 150 152 0 0 2 0 
8 - 1 0 122 127 132 137 142 0 0 2 0 
8 - 1 4 133 138 143 148 153 0 0 2 0 
10 - 12 127 132 137 142 147 0 0 3 0 
11 - 15 146 149 152 155 158 0 0 2 0 
12 - 13 140 143 146 149 152 0 0 4 0 
13 - 14 143 146 149 152 155 0 0 3 0 
14 - 15 146 149 152 155 158 0 0 4 0 
15 - 16 149 154 159 164 169 0 0 1 0 
15 - 17 151 154 157 160 163 0 0 3 0 
16 - 19 156 159 166 169 174 2 6 2 12 
17 - 19 154 159 164 169 174 0 0 2 0 
18 - 19 154 159 164 169 174 0 0 1 0 
19 - 21 159 164 169 174 179 0 0 1 0 
20 - 21 159 164 169 174 179 0 0 3 0. 
21 - 22 172 175 178 181 184 0 0 5 0 
22 - 23 175 179 183 187 191 0 0 2 0 
Total = 12 
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Figure 33. Gantt Chart After the Sixth Iteration 
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Figure 34. Bounding Activities for the Seventh Iteration 
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Table 11. Activity Schedules and Costs at the End 
of the Seventh Iteration 
Activity 
Schedule Interru ptions Cost/Unit Total 
Cost 1 2 3 4 5 Number Length 
1 - 2 0 4 8 12 16 0 0 2 0 
2 - 3 12 14 16 18 20 0 0 3 0 
3 - 4 14 28 42 56 70 0 0 1 0 
4 - 5 76 78 80 82 84 0 0 4 0 
5 - 6 112 117 122 127 132 0 0 1 0 
5 - 7 143 144 145 146 147 0 0 3 0 
5 - 1 0 97 107 117 127 137 0 0 1 0 
5 - 1 1 143 146 149 152 155 0 0 5 0 
5 - 12 102 112 122 132 142 0 0 3 0 
5 - 1 4 78 94 110 126 142 0 0 2 0 
6 - 8 117 122 127 132 137 0 0 2 0 
7 - 9 144 146 148 150 152 0 0 2 0 
8 - 1 0 122 127 132 137 142 0 0 2 0 
8 - 14 133 138 143 148 153 0 0 2 0 
10 - 12 127 132 137 142 147 0 0 3 0 
11 - 15 146 149 152 155 158 0 0 2 0 
12 - 13 140 143 146 149 152 0 0 4 0 
13 - 14 143 146 149 152 155 0 0 3 0 
14 - 15 146 149 152 155 158 0 0 4 0 
15 - 16 149 154 159 164 169 0 0 1 0 
15 - 17 151 154 157 160 163 0 0 3 0 
16 - 19 162 165 168 171 174 0 0 2 0 
17 - 19 160 165 170 175 180 0 0 2 0 
18 - 19 160 165 170 175 180 0 0 1 0 
19 - 21 165 170 175 180 185 0 0 1 0 
20 - 21 165 170 175 180 185 0 0 3 0 
21 - 22 178 181 184 187 190 0 0 5 0 
22 - 23 181 185 189 193 197 0 0 2 0 
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Figure 35. (Continued) 
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Figure 36. Cost Curve Resulting from the Application of the Time-Cost Trade-Off Procedure 
to the Schedule of Figure 8 
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APPENDIX B 
DOCUMENTATION OF THE BATCH MODE SCHEDULING PROGRAM 
This appendix gives the documentation for the batch mode cyclic 
project scheduling program CPSS, which was described in Chapter VI. This 
documentation consists of a listing of the important variables and arrays, 
a summary of the subroutines, a description of input and output formats,, 
a program listing, and a sample run using the network of Figure 3 as an 
example. 
Important Variables and Arrays 
Some of the important variables and arrays used by the scheduling 
program are listed below. Other variables which occur in the program 
listing represent variables which are local to a particular subroutine 
and which are used mainly as indices, indicators, and temporary storage 
areas. Their usage may be determined from the context of the program 
statements. The major variables, all of type INTEGER, are: 
CHART - indicator variable used to select the option of calling CYCCHT, 
which prints a Gantt chart of the computed schedule. If this 
option is desired, CHART is set equal to the value 1. 
COUNT - a five-element array which maintains a count of the number of 
unscheduled activities remaining in the subsets L, L', M, M f, 
and K, respectively. 
D - a one-dimensional array of 100 elements which stores the duration 
of all activities in the project. 
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DCOST - stores the constant representing the per unit project delay cost. 
DESC - a two-dimensional array which stores, for each activity, an alpha 
numeric description of the activity which is up to twenty-four 
characters in length. 
ESS - a two-dimensional array which stores the early start times for 
each cycle of every activity in the project. 
FLAG - a one-dimensional array of 100 elements which indicates the 
scheduling status of each activity. This is indicated as follows 
FLAG(I) = 0: activity I is scheduled; 
FLAG(I) = 1: activity I is in set R; 
FLAG(I) = 2: activity I is in set L; 
FLAG(I) = 3: activity I is in set L'; 
FLAG(I) = 4: activity I is in set M; 
FLAG(I) = 5: activity I is in set M 1; 
FLAG(I) = 6: activity I is in set K, 
I - one-dimensional, 100 element array which stores the i-nodes of 
all activities in the network. 
ICOSTF - one-dimensional, 100 element array which stores the fixed cost of 
interruption for each activity. 
ICOSTV - one-dimensional, 100 element array which stores the variable cost 
of interruption for each activity. 
IND1 - an indicator variable. If set to 1, the subroutine TRACE will 
be called and a trace of the scheduling steps will be printed. 
IND2 - an indicator variable. If set to 1, the subroutine TIMWRT will 
write the early and late start schedules for the cyclic project. 
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IND3 - an indicator variable. If set to 1 when IND2 is also set to 1, 
TIMWRT and CYCCHT will print a Gantt chart of the early and late 
start schedules for the project. 
J - a one-dimensional, 100 element array which stores the j-nodes 
for each activity in the network. 
LENGTH - the computed length of interruptions in a schedule of an activity. 
This value is computed and returned by the subroutine LOWBND. 
LIST - indicator variable. If set to 1, the subroutine CYCLST will be 
called and a listing of the project schedule and costs will be 
printed. 
LOW - the computed number of interruptions in the schedule of an ac­
tivity. This value is computed and returned by the subroutine 
LOWBND. 
LSS - a two-dimensional array which stores the late start time for 
each cycle of every activity in the project. 
MAXD - if specified on input to the program, this will be the completion 
time for the project. Otherwise, this will be the computed mini­
mum completion time for the project. 
NACTS - the number of activities in the project, including dummy activi­
ties. 
NCYC - the number of cycles in the project. 
ORDER - the set indicating the order of the activities based upon the sum 
of their i-node and j-node values. 
PCTN - fifty element array which stores the number of unscheduled activ­
ities entering each node. 
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RANDOM - an indicator variable which is set to 1 if a random network is 
to be generated. 
S - a two-dimensional array which stores the computed schedule for 
each cycle of every activity. 
SCHCNT - contains, at any time, the total number of activities in the pro­
ject which have been scheduled. 
SCNT - fifty element array which stores the number of unscheduled ac­
tivities leaving each node. 
SEED - stores the initial value of the seed for the random number gener­
ator when a random network is computed. Used only when RANDOM is 
set equal to 1. 
SPAN - indicator variable. If SPAN equals 1, the span-reducing subrou­
tine SHIFT is called when using the fixed-cost objective function. 
STAR - a one-dimensional, 100 element array which indicates which activi­
ties must be continuous in the schedule. If STAR(I) is set equal 
to an asterisk ('*') on input, the activity will be scheduled con­
tinuously. 
STRCNT - stores the number of activities in the project which must be con­
tinuous. 
TESS - temporary storage area for early start time values. 
TLSS - temporary storage area for late start time values. 
TYPE - indicator variable used to select the type of objective function 
to be used in computing the schedule. This is indicated as: 
TYPE = 0 for fixed cost only; 
TYPE = 1 for variable cost only; 
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TYPE = 2 for sum of fixed and variable cost; 
TYPE = 3 for number of interruptions; 
TYPE = 4 for sum of squares of interruption lengths. 
Program Subroutines 
CYCLIC - the main scheduling subroutine in the program. Computes the low-
cost schedule for the project and returns start times of the ac­
tivities to the main program in the array S. 
UPSET - called by subroutine CYCLIC. This subroutine, called after the 
scheduling of any activity by CYCLIC, updates the arrays COUNT 
and FLAG, which indicate the set membership and scheduling status 
of all activities in the network. 
UPCNT - subroutine called by UPSET. This subroutine updates the arrays 
PCNT and SCNT as activities are scheduled so that UPSET may prop­
erly determine the status of activities. 
CHGCNT - changes the values of elements of PCNT and SCNT to reflect the 
precedence relationships of dummy activities. 
CYCESS - computes the early start schedule for any activity. 
CYCLSS - computes the late start schedule for any activity. 
BACALG - computes the backward algorithm schedule for any activity. 
FORALG - computes the forward algorithm schedule for any activity. 
ICLM - a major subroutine called by CYCLIC. Performs the computation 
of the lower bounds ICL and ICM and schedules activities out of 
the sets L' and M'. 
SHIFT - performs the span-reducing shifting operations. 
INIT1 - a subroutine called only by SHIFT. This subroutine initiates 
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the S array elements for dummy activities with the minimum start 
times of their successor activities. 
INIT2 - another subroutine called only by SHIFT. This subroutine initi­
ates the S array elements for dummy activities with the maximum 
completion times for their predecessor activities. 
RANGEN - if random network generation is specified, this subroutine is 
called by the main program before entering CYCLIC in order to 
generate a random network. All the generated values are entered 
into the proper arrays and variables and are returned to the 
main program. 
GEN - random number generator used by RANGEN. 
TRACIT - a subroutine which may optionally be called by CYCLIC or ICLM 
after the scheduling of every activity. TRACIT will provide a 
trace of the scheduling procedure, showing the status of each of 
the unscheduled subsets, the subset from which the currently 
scheduled activity is being removed, the activity's schedule, 
and the unscheduled predecessor and successor activity counts 
for each node. 
TIMWRT - another subroutine which may be optionally called by CYCLIC. 
This subroutine will print a listing of the ESS and LSS schedules 
as well as provide Gantt charts of each. 
CHECK - a subroutine called by the main program which determines if the 
computed schedule is totally feasible. If the schedule is not 
feasible, appropriate error messages are printed. 
CYCLST - writes a formatted listing of the activity schedules and result­
ing costs. May be optionally called by the main program. 
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CYCCHT - writes a formatted Gantt chart of the activity schedules. May 
be optionally called by the main program. 
Input Formats 
Input to the program is provided via standard eighty column 
punched cards. The first card is a control card which is followed by a 
series of cards, one for each activity in the project. 
Card 1 
The first card is the control card. The information provided on 
this card contains all the necessary information for controlling the exe­
cution of the program. The format used is the FORTRAN V NAMELIST format. 
The first column of the card is left blank. The characters $INPUT are 
punched in columns two through seven. A blank is then left in column 
eight and the variable names are listed along with their values. Each 
variable name is punched, along with an equals sign (=) and the value for 
the variable. Variables which are to have a zero value may be omitted 
from the NAMELIST. Acceptable variables and the limits on their values 
are: 
CHART: 0 or 1; 
DCOST: any integer value; 
IND1: 0 or 1; 
IND2 : 0 or 1; 
IND3: 0 or 1; 
LIST: 0 or 1; 
MAXD: 0 or any completion time that is greater than the minimum 
completion time and less than or equal to the maximum 
P a g e m i s s i n g f r o m t h e s i s 
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columns 4-5: enter the j-node for the activity, a number between 
1 and 50; 
columns 6-29: enter, if desired, an alphanumeric description of 
the activity; 
columns 30-32: enter an integer for the fixed interruption cost 
for the activity, 
columns 33-35: enter an integer for the variable interruption 
cost for an activity; 
columns 36-80: blank. 
Output Formats 
Two major outputs may be optionally printed. These are a listing 
of the activity schedules and resulting costs and a Gantt chart of the 
project schedule. 
Activity Schedule Listing 
This output lists sequentially the activities in the project. 
For each activity, the start and finish time of each cycle is listed. 
When all activities have been listed, a summary of project costs is prin­
ted. This summary lists the activities sequentially and indicates the 
frequency and length of interruptions in the schedule. The resulting 
interruption and delay costs are also calculated. A summary of the total 
costs of interruption, delay, and total project costs is also given. The 
format of the output is such that it is completely self explanatory. 
Gantt Chart Output 
If desired, a Gantt chart of the schedule may also be printed. 
Several of these are used in Chapters I, III, and IV, The time scale 
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is along the horizontal axis with one print space representing a unit of 
time. The scale is indicated along the top of the chart. 
The schedule of each activity is printed on one line. The i-node 
and j-node of each activity are listed along with the first cycle of the 
project which is printed on that line. This value, listed under the 
columns labeled "START CYCLE," indicates the cycle that is being repre­
sented by the first series of numbers in the chart. For example, if 23 is 
the value of the starting cycle for a particular activity and the first 
series of numbers is a series of 3's, this indicates that the 3's form a 
bar which represents the schedule of the twenty-third cycle of the ac­
tivity. 
It may be necessary to print multi-page outputs in order to form 
the Gantt chart for the entire project schedule. The charts are printed 
in blocks of 100 time units. For the first hundred time units, the sched­
ules of all activities are printed, using multiple pages if the number 
of activities in the project is large. Then, the next hundred time units 
are considered, etc. The program has a capacity to print a schedule for 
fifty cycles of a 100 activity project with a completion time less than 
or equal to 9999. 
Flowchart, Program Listing, and Sample Output 
The following pages represent, in order, a macro flowchart of 
the execution of the CPSS program, a complete source listing of the pro­





















I M r L I C T T I M T E G E K ( A - 2 ) 
C * * * V A R I A B L E S 
COMMON /ONFT/ l ( 1 0 0 ) , J ( 1 0 0 ) 
COMMON / T W O / N A C T S f N C Y C 
COMMON / T H P F C / ^ l l o o ) 
COMMON / F O U R / S T A R ( 1 0 0 ) , S T R C N T 
COMMON / F I V E / E S S ( 1 0 0 , 5 0 ) , L S S ( 1 0 0 , 5 0 ) 
COMMON / S I Y / P C ^ ' I ( 5 0 ) , S C N T ( 5 0 ) . F L A G ( 1 0 0 ) , r O U N T ( 5 ) 
COMMON / S E V E N / T C O S T F ( 1 0 0 ) , I C O S T V ( I O O ) , D E S C ( 1 0 0 , 4 > , 
*DCoST 
COMMON / E l G H f / n A G E 
COMMON / N I N E / S S E T ( 1 0 0 ) 
D ImE N S T O n S ( 1 0 o , 5 0 ) 
DATA D E S c / ^ 0 0 * » » / 
NAMELIST / T N P U T / N A C T S , N C Y C , R A N D O M , I N D 1 , I N D 2 , I N D 3 , I N D 4 . 
* I N D 5 , SPAN ,c ;EEDrDC0ST, CHART , L I c T r M A X D , TYPE 
C***pEAD CONTKOL CArH 
R E A D ( 5 , 1 N P U T ) 
I F ( R A N D O M - l ) I n , 1 ^ 0 , 1 5 0 
C***READ CARD INPUT 
10 I F ( n A C T S - 1 n O ) 3 0 , 3 0 ' 2 0 
20 W R I T E < 6 , 5 0 0 0 ) 
500n F O R M A T ( b X f • E R R O K - N U M r E R OF A C T I V I T I E S GT l 0 n » ) 
GO TO 9 9 9 9 
3n I F ( ; , C Y C - 5 0 ) t > 0 , 5 0 , 4 0 
40 W R I T E ( 6 , 5 0 n i ) 
5 0 n l F 0 R M A T ( 5 X , »ERROR-Nt ]MrER OF CYCLES GT 5 0 M 
GO TO 9 9 9 9 
SO M A X , j = 1 
DO 140 N = 1 » N A C T S 
R r A D ( 5 r l n ^ 0 ) S T A f ? ( N ) , I ( N ) , J ( N ) , ( O E S C ( h , K ) , K = ) , 4 ) , 
* O ( N ) , T C O < ; T F ( N ) » I C 0 S T V ( N ) 
1000 F r R M A T ( A l » iit 1 2 ) , 4 A 6 , 3 ( I 3 ) ) 
I r ( S T A R ( N ) . E Q . f * » ) S T R C N T = b T R C N T + l 
I F « K N ) - J ( N ) ) 7 Q , 6 0 , 7 0 
60 W R I T E ( 6 , 5 0 0 2 ) K N ) , J ( N ) 
5 0 o ? F O R M A T ( 5 x » ' E ^ R O R - N O D E 1= • , I 2 , » GE NODF J = « , I ^ ) 
Go TO 9 9 9 o 
70 I F t N - 1 ) 1 3 0 , 1 3 0 , 8 0 
8n I F < I ( M ) - I ( N - 1 ) ) 9 0 , 1 0 0 , 1 ^ 0 
9o W R I T E f b , 5 0 0 3 ) I ( N - l ) , J ( N - 1 ) , I ( N ) , J ( N ) 
5 0 0 ^ F O R M A T ( 5 x » • E R R O R - 1 NODES NOT ARRANGED I N AScEND* , 
* » I N G O R D E R ' » / , $ X , » I r » , I 2 , » J = » , I 2 , » i = 
* I 2 , » J = « , I 2 ) 
GO TO 9 9 9 9 
100 I F ( J C ' ) - J ( N - l ) ) 1 1 0 , 1 2 0 , ! 3 u 
110 W R I T E ! 6 , 5 0 0 4 ) I I N ) 
5 0 0 ^ F 0 R M A T ( 5 X . » E ^ R O ^ - J NODES W I T H I N NODE 1= 
* » NOT ARRANGED I N ASCcNDlNG O R D E R 1 ) 
Gn TO 9 9 9 9 
120 Wp? iTEC6,50u5) I ( N ) , J l N ) 
150 
5005 FORMAT ( 5 X , • ERRQR-2 A C T I V I T I E S FROM NODE 1= » , I 2 , 
* • TO N O D E J= N I 2 ) 
GO TO 9'^9o 
130 l T = K ' < > 
J . i = j ( M ) 
C***FORM THE NODE COUNTS 
S r N T ( T I ) = S C N T ( I i ) + i 
P C N T ( J J ) = P C N T ( J J ) + 1 
140 C o N i l N U t 
C * * * C * R R Y OUT THE ALGORITHM 
150 I F ( k A N D O M , F Q , 1 ) CALL R A N 6 E N ( S F E U , N S L E D » I M D 4 , I N D b ) 
I F ( R A N D O M . F Q . I ) WRITE ( 6 » 5 0 0 b ) S E L . D 
50of, FORMAT ( l x , * THE SEED FOR T H I S PROBLEM I S » , U > 
CAi L C Y C L i r ( S , M A X n , T Y P E » I N D l , I N D 2 , I N D 3 , S n A N ^ 
I F ( L I S T . E Q . I ) CALL CYCLSr ( S , E « - S l N A C T s » N C v C ) ) 
I F ( C H A R T . E O . I ) CALL C Y C C H T ( S , M A X D ) 
CALL C H t C K f S ) 
I F ( R A N D O M . r Q . i ) W R I T f ( 6 » 5 0 0 7 ) M S t E D 
5007 F O R M A T ( I X , 1 THE SEED FOR THE NFXT PROBLEM I S » , I 6 ) 
9 9 9 9 STOP 
ENn 
C * * * * * * * * * * * ^ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
SUBROUTINE C Y C L I C ( S # M A X u , T Y P E , I N D 1 » I N D 2 , I N 0 3 » S P A i s . ) 
I M P L I C I T I N T E G E R ( A - Z ) 
C * * * 
C * * * V A R I A 6 L E S 
COMMON / O N F / I ( 1 0 0 ) , J t 1 0 0 ) 
COMMON / T W O / N A C T S , N C Y C 
COMMON / T H R E E / H I 1 0 0 ) 
COMMON / F O U R / S T A R ( 1 0 n ) t S T R C N T 
COMMON / F I V E / E S S ( 1 0 0 , 5 0 ) , L S S < 1 0 0 , 5 0 ) 
COMMON / S I Y / P C N H 5 0 ) , S C N r < 5 0 ) • FLAG ( 1 0 0 ) * rOUNT ( 5 ) 
COMMON / S E v E N / I C O S T F U O O ) f I C O S T V ( l O O ) , D E S C ( 1 0 0 , 4 ) , 
* D C O ^ T 
COMMON / N I M E / S S L T ( 1 0 0 ) 
DIMENSION S ( 1 0 0 , 5 0 ) , T E S S ( 2 , 5 0 ) , T L S S ( 2 , 5 0 ) » O R D E R ( 1 0 0 ) 
S C H C N T = 0 
MAXn2=n 
DU-4=0 
DO 5 A = i f i n o 
F L A G ( a ) - 1 
S S t T ( A ) = n 
Dr <+ R = 1 , N C Y C 
F S S ( A , B ) = 0 
\ S S i A , , B ) = 0 
S ( A , B ) = 0 
4 CONTINUE 
5 C O N T l N U t 
C***ARRANGE A C T I V I T I E S nY INCREASING 1+J 
S l 7 E = I C N A C T S ) ^ J ( N A C T S ) 
N = l 
0 0 20 /i = 3 » S I Z F 
DO 10 B = 1 # N A C T S 
T F l D ( b ) . E Q . O ) DUM=1 
T F ( ( T ( B ) + J ( B ) ) . N E . A ) GO TO 10 




I F ( D U M . L Q . l ) C \ L L CHGCNT 
C * * * f t N D ESS FOR ALL A C T I V I T I E S 
DO 30 N = 1 » N A C T S 
B = 0 r D F R ( n ) 
C a L L C Y C E ^ S t B ) 
I F I J ( o ) , E O . J ( N A c T S ) ) 
* M A X D 2 = M A X ( M A X D 2 H E S c ( B » N C Y C ) + D ( B ) > ) 
30 CONTINUE 
C * * * 
C***c,CHEp,ULE TrKKE A C T I V I T I E S WHICH MUST BE CONTINUOUS 
I F I S T R C N T ) 4 0 , 1 2 0 , 4 0 
40 DO 70 N = 1 » N A C T S 
B = O R D F R ( N ) 
I F ( S T A R ( B ) . N E . • * • ) GO TO 70 
S , B , N C Y C ) = E S S ( B , N C Y C ) 
L S S < B , N C Y C ) = S ( B r N C Y C ) 
M=NCYC-1 
DO 50 C Y C = M » 1 » - 1 . 
q I B * C Y C ) = S ( B * C y C + 1 ) _ D I B ) 
E S S ( R , C Y C ) = S ( b , C Y C ) 
L S S ( R , C Y C ) = S ( B , C Y C ) 
50 CONTINUE 
NN=N+1 
DO 60 M = N N , N A C T S 
C=ORDER(M) 
CALL C Y c E S S ( C ) 
T F ( J ( C ) . E G . J ( N A C T S ) ) 
* M A X D = M A X ( M A X D , < L S S ( C » N C Y C ) + D ( C > ) ) 
60 CONTINUE 
F L A G ( n ) = 0 
CALL U P C N T ( B » D U M ) 
SCHCNT=sSCHCNT+l 
I F ( S C H C N T . E Q . S T R C N T ) GO TO 120 
70 CONTINUE 
C * * * 
C * * * T K Y TO E L I M I N A T E REMAINING I N T E P R R U P T i O N S 
90 DO 110 N = 1 , N A C T S 
B r O R D F R ( N ) 
I F ( S T A R ( B ) . E Q . , * . ) GO TO 110 
Do 100 c Y r = 2 » N C Y C 
T F ( ( E S S ( B r C Y C ) - E s S ( P » C Y C - l ) ) . 6 t . D ( B ) ) 
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* bO T O 1 2 0 
1 0 0 C O N T I N U E 
1 1 0 C O N T I N U E 
G O T O 5 1 0 
C * * * F I N D L S S T I M F S F O R A C T Y V L T L E S 
1 2 0 I F ( M A X D . E Q . O ) M A X D = M A X D 2 
D O 1 5 0 N = N A C T C » L * - I 
B = 0 R D F R ( N ) 
I F ( S T A R ( B ) . E Q . f * • ) G O T O 1 5 0 
C A L L C Y C L S S ( R , M A X D ) 
I F < D < B ) . E O . O ) G O T O m o 
D O 1 3 0 C Y C = 1 , N C Y C 
I F ( E S S ( B , C Y C ) . N E . L S ^ C B R C Y C ) ) G O T o 1 5 0 
1 3 n C O N T I N U E 
D O I 3 E ; C Y C = 1 , N C Y C 
S ( f l , C Y C ) = E S S ( 6 , C Y C ) 
1 3 5 C O N T I N U E 
F L A G ( B ) = 0 
C A L L U P C N T ( B F D U M ) 
S C H C N T = S C H C N T + 1 
G O T O I B O 
1 4 0 S C H C N t = S C H C N T + 1 
1 5 0 C O N T I N U E 
I F ( I N D 2 . E Q . 1 ) C A L L T L M W R T < I N D 3 t M A X D ) 
C * * * 
e * * * 
C * * * F 0 R M T H E S E T S O F U N S C H E D U L E D A C T I V I T I E S 
C A L L S E T 
c * * * t r y t o s c h e d u l e a l l a c t i v i t i e s i n t h e s e t l 
I B O I F « C O U N T ( D ) l 7 . U j L 3 i 0 i l Z i _ _ 
1 7 0 D O 3 0 0 N = 1 » N A C T S 
B R O R D F R ( N ) 
I F ( F L A G ( r ) - 2 ) 3 0 0 * 1 6 0 , 3 0 0 
1 8 0 A S T E R - 0 
C * * * F I N D T H E U S F O R T H E A C T I V I T Y 
C ^ L L " A C A L B ( B R S ) 
C * * * S a V E T H E C U R R E N T L S S O F B I N T E M P O R A R Y S T O R A G E 
C * * * A N D S E T E S S O F N T O I T S C o M P U T F D B S 
D O I 9 N C y C = 1 , N C y C 
t E S S ( 1 1 C Y C ) = E S s ( B * C y C ) 
F S S ( R , C Y C ) = S ( B , C Y C ) 
1 9 0 C O N T I N U E 
C * * * S E A R R H F O R E V E R Y S U C C E S S O R O F B 
D O 2 6 0 M M , N A C T S 
T F ( J ( B ) - I ( M ) ) 2 6 0 » 2 0 0 » 2 6 0 
C * * * S A V E T H E C U R R E N T E S S O F T H E 
C * * * S U C C E S S O R I N T E M P O R A R Y S T O R A G E 
2 0 0 H O 2 1 0 C Y C = 1 , N C Y C 
T E S S ( 2 , C Y C ) = E S S ( M , C Y C ) 
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2 1 0 C O N T I N U E 
C * * * r O M P u T E T H E T S S O F T H E S U C C E S S O R M 
C * * * W I T H E S S O F B E Q U A L T O B S 
C A L L C Y C E S S ( M ) 
C * * * C H E C k T O S E E I F E S S T I M E S H A V E C H A N G E D 
D O 2 3 0 C Y C r l r N C Y C 
I F ( E S S ( M , C Y C ) - T E S S ( 2 , C Y C ) ) 2 2 0 , 2 ^ 0 , 2 2 0 
2 2 0 A S T E R = 1 
G O T O 2 4 0 
2 3 0 r o N T T N U E 
r O T O 2 6 0 
C * * * R E s T O R E E S s T j f w . E s O F M , I F C H A N G E D 
2 4 0 P O 2 5 0 C Y C = 1 » N C Y C 
L S S ( M , C Y C ) = T E S S ( 2 , C Y C ) 
2 5 0 C O N T I N U E 
2 6 0 C O N T I N U E 
C * * * R E S T O R E E S s O F B 
D O 2 7 n C Y r = i , M C Y C 
E S S ( R , C Y c ) = T E S S ( 1 » C Y C ) 
2 7 0 C O N T I N U E 
I p U S " r E R ) 2 8 0 , 2 9 0 , 2 8 0 
C * * * I F E S S O F A N Y S U C C E S S O R C H A N G E D , 
C * * * P U T B I N S E T L » 
2 8 0 F L A G ( B ) = 3 
C O U N T f 2 ) = C O U N T ( 2 ) + l 
C O U N T ( l ) = C O U N T ( l ) - l 
I F ( I N I U . E Q . 1 ) C A L L T R A C I T ( * 8 0 * • L » , • L » f » * B , S ) 
G n TO 3 0 0 
C * * * T F E s s O F A L L S U C C E S S O R S U N C H A N G E u , S C H E D U L E B I N 
C * * * tiS, R E M O V E ^ R O M L , U P D A T E T H E c E T S 
2 9 0 C O U N T < 1 ) = C O U N T ( 1 ) - 1 
S C H C N T = S C H C N T + 1 
S S t T ( R ) = l 
C A L L U P S E T I B . D U M ) 
I F I I N D i . E O . I ) C A L L T R A C I T ( 2 9 0 » » L » , , S » * B > S ) 
G O T O 1 6 0 
3 0 n C O N T I N u l 
C _ * * * 
C * * * T K Y T O S C H E D U L E A L L A C T I V I T I E S I N T H E S E T M 
3 1 0 I F ( C 0 U N T ( 3 ) ) 3 2 0 , 4 6 0 , 3 2 0 
3 2 0 D O 4 5 0 N = N A C r S , l , - l 
B r O R D F R ( N ) 
I F ( F L A G ( B ) - 4 ) 4 ^ 0 , 3 3 0 , 4 5 0 
3 3 0 A S T E R - 0 
C * * * F I N D T H E F S F O R T H E A C T I V I T Y 
C A L L F o R A L G ( B , S ) 
C * * * S A V E T H E C U R R E N T L S S O F B IN T E M P O R A R Y S T O R A G E 
C * * * A N D S E T L S S O F R T O I T S C Q M P U T F D BS 
D O 3 4 0 C Y C = 1 , N C Y C 
T L S S ( 1 , C Y C ) r L S S ( B , C Y C ) 
L S S ( R , C Y C ) = S ( B , C Y C ) 
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' 3 4 0 C n i M T l n U E 
C * * * S E A R C H F O R E V E R Y P R E D E C E S S O R O F B 
D O 4 1 0 M = 1 , B 
T F ( I C B ) - J ( M ) ) 4 1 0 , 3 5 0 , 4 1 0 
C * * * S A V E T H E C U R n E N T L S S O F T H E P R E n E C E S S G R 
C * * * I N T E M P O R A R Y S T O R A G E 
3 5 0 n 0 3 6 u C y C = 1 » M C Y C 
T L S S ( 2 , C Y C ) = L S S ( M , C Y C ) 
3 6 0 C O N T I N U E 
C * * * c O M P U T E T H E L S S O F T H E P R E D E C E S S O R 
C * * * W I T H L S S O F B E O u A L T O F S 
C A L L C Y C L S S ( M , M A X D ) 
C * * * C H E C K T O S E E I F L S S T I M E S H A V E C H A N G E D 
O O 3 * 0 C Y C = 1 , N C Y C 
I F ( L S S ( M , C Y C ) - T L S S ( 2 , C Y C ) ) 3 7 0 , 3 b u , 3 7 0 
3 7 0 A S T E R = 1 
G O T O 3 9 0 
3 8 0 C O N T I N U E 
G O T o 4 1 0 
C * * * R f S T O R E L S S T I M E S I F T H E Y w E R E C H A N G E D 
3 9 0 D O 4 0 0 C Y C = 1 , ( M C Y C 
L S S ( M , C Y C ) = T L S S ( Z , C Y C ) 
4 0 0 C O N T I N U E 
4 1 0 C O N T I N U E 
C * * * R E S T 0 R E L S S O F B 
D O 4 2 n C Y C = 1 , N C Y C 
L S S ( R , C Y C ) = T L S S ( 1 , C Y C ) 
4 2 n C O N T I N U E 
I F < A S T E R ) 4 3 0 , 4 < + 0 , 4 3 0 
C * * * I F L S S O F A N Y P R E D E C E S S O R c H A N G F D » 
C * * * P U T 8 I N S E T M » 
4 3 0 F L A G ( R ) = 5 
C O U N T ( 4 ) = C O U N T ( 4 ) + 1 
C O U N T f 3 ) = C 0 U N T ( 3 ) - 1 
I F < I N D l . E Q . l ) C A L L T R A C I T ( 4 3 0 , • M f , , M , , , , B , S ) 
G O T O 4 5 0 
C * * * I F L S S O F A L L P R E D E C E S S O R S U N C H A N G E D , S C H E D U L E 
C * * * b I N F S , R E M O V E F R O M M , U P D A T E T H E S E T S 
4 4 0 C 0 U N T ( 3 ) = C 0 U N T ( 3 ) - 1 
S r H c N T = S C H C N T + l 
S S E T ( P ) = 2 
C A L L U P S E T I B , D U M ) 
I F I I N O l . E O . l ) C A L L T R A C I T ( 4 4 0 , » M » , » S » , B , S ) 
G o T O 3 1 0 
4 5 0 C O N T I N U E 
C * * * S C H E D U L E A L L A C T I V I T I E S I N T H E S E T K 
4 6 0 I F ( C 0 U N T < 5 ) ) 4 7 0 , 5 0 0 , 4 7 0 
4 7 0 D O 4 9 0 N = 1 , N A C T S 
B = D R D F R ( N ) 
i F ( F L A G C B ) - b ) 4 9 0 , 4 8 0 , 4 9 0 
C * * * l ) S E B A C A L 6 T O S C H E D U L E A C T I V I T I F S I N K 
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4 8 0 c a l l p a c a l g t b , S ) 
C o U N T ( f > ) = C 0 U N T ( 5 ) - l 
5 S L T ( B ) = 1 
S C H C N T = S C H C N T + 1 
C * * * u p D A T E T H E - S ^ T S 
C a l l u p s e t ( b , d u m ) 
I F ( I N O l . E Q . l ) C A L L T R A C I T ( 4 8 0 » • K • , • S • » B » S ) 
4 9 0 C O N T I N U E 
C * * * A N Y a c t i v i t y R E M A I N I N G t o b e s c h e d u l e d 
5 0 0 I F ( s C H C N T - N A C T S ) 5 2 0 , 5 1 0 , 5 2 0 
5 1 0 I F ( S P A N . E Q . 1 . 0 R . T Y P E . E Q . 1 . 0 R . T Y P E . E Q . 2 . 0 R . 
* T y P E . E Q . 3 ) C A L L S H I f T ( S , O R D E R » F L A G ) 
R E T U R N 
C * * * S E L E C T A F U N C T I O N . A N D D E T E R M I N E T H E P R O P E R S C H E D U L E 
5 2 n C A L L l C L M ( < ; , M A Y D , O R D F R » $ i 6 0 , $ M Q r I N D i , S C H C N T » T Y P * . ) 
E N D . _ 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ^ * * * * * * * * * * * * * * * * 
S U B R O U T I N E U P S c T ( B , D U M ) 
I M P L I C I T I N T E G E K ( A - Z ) 
C * * * V A R I A B L E S 
C O m M O N / O N E / K I 0 0 ) , J ( 1 0 0 ) 
C O M M O N / T W O / N A C T S , N C y C 
C O M M O N / T H R E E / O ( 1 0 0 ) 
C O M M O N / S I v / P c N T ( 5 0 ) , S C N T ( 5 0 ) , F L A G ( 1 0 0 ) , C 0 U m T ( 5 ) 
C * * * 
F L A G ( B ) = n 
C A L L U p C N T ( B f D U M ) 
E N T R Y S E T 
D O i 2 0 N = 1 , N A C T S 
I F < F L A G ( N ) . E Q . O . O R . O ( N ) . F Q . O ) G O T O 1 2 0 
l f i I I = I ( N ) 
J J = J ( N ) 
I F ( P C N T ( I T ) • N E • 0 • O R • S C N T ( J o ) • N E • 0 ) G O t O 4 0 
I F ( F L A G ( N ) - i ) 2 0 * 3 0 , 2 0 
2 0 K r F ' L A G < N ) - 1 
C r > U N T ( ' K ) = C O U N T ( K ) - l 
3 0 C O U N T , 5 ) = C 0 U N T ( 5 ) + 1 
F L A G C M ) = 6 
GO T O 1 2 0 
4 n I F ( P C N T ( I T ) ) 8 0 , 5 0 r 8 0 
5 0 I F ( F L A G ( N ) # E Q « 3 ) G O T O 1 ? 0 
I F C F L A G ( N ) - I ) 6 0 , 7 0 , 6 0 
6 0 K = F L A ^ ( N ) - 1 
C r U N T f K ) = C U U N T ( K ) - 1 
7 n F L A G C M ) = 2 
C 0 U N T ( 1 ) = C 0 U N T ( 1 ) + 1 
G O T O 1 2 0 
8 0 I F ( S C N T ( J J ) ) 1 2 0 , 9 0 , 1 2 0 
9 n I F ( F L A G ( N ) . E Q . 5 ) G O T O 1 ? 0 
I F ( F L A G ( N ) - 1 ) 1 0 0 , 1 1 0 , 1 0 0 
I o n K r F L A G ( N ) - 1 
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C O U N T f K ) = C O U N T ( K ) - T 
1 1 0 F i a G ( M ) = 4 
C 0 U N T ( 3 ) = C 0 U N T ( 3 ) + 1 
1 2 o C O N T I N U L 
R E T U R N 
E N D 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
S U B R O U T I N E U P C N T ( B f D u M ) 
I M P L I C I T I N T E G E R ( A - Z ) 
C * * * V A R I A 8 L E S 
C O M M O N / O N F / I ( 1 0 0 ) » J ( 1 0 0 ) 
C O M M O N / T W O / N A C T S , N C Y C 
C O M M O N / T H R E E / 0 1 1 0 0 ) 
C O M M O N / S I X / P C N T ( 5 0 ) , S C N T ( 5 0 ) . F L A G < 1 0 0 ) , C O U N T ( 5 ) 
D I M E N S I O N T P C ( 5 U ) . T S C ( 5 0 ) 
C * * * 
I 1 = 1 ( B } 
J J = J ( B ) 
M A X J = J ( N A C T S ) 
D O 1 0 N = 1 , M A X J 
T p C ( N ) r p C N H N ) 
T S C ( N ) = S C M T ( N ) 
1 0 C O N T I N U E 
P C N T ( J J ) = P C N T ( J J ) - 1 
S C M T ( I I ) = S C N T ( I I ) - 1 
I F ( D U M . N E . l ) G O T O 6 0 
D O 3 0 N = B , l , - l 
I F ( D ( N ) ) 3 0 , 2 0 , 3 0 
2 0 I I = I ( N ) 
J J - J ( M ) 
I F ( S C N T ( J J ) . N E . T S C U J ) ) S C n T ( 1 1 ) r S C N T ( 1 1 ) - 1 
3 0 C O u T I N U E • 
0 0 5 0 N = 1 , M A C T S 
I F < D < W J ) ^ 0 , 4 0 * 5 0 
4 0 I I = I ( N ) 
J . i = J ( M ) 
I F ( P C N T ( I T ) . N E . T P C ( l I ) ) P C N T C J J ) r P C N T < J J ) - i 
5 0 C O N T I N U E 
6 0 R E T U R N 
^ J W 
c * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
S U B R O U T I N E C H G C N T 
I M P L I C I T I N T E G E R ( A - Z ) 
C * * * v A R l A B L E S 
C O M M O N / O N r / i ( i Q 0 ) , U ( 1 0 O ) 
C O M M O N / T W O / N A C T S r N C Y C 
C O M M O N / T H R E E / n ( l 0 0 ) 
C O M M O N / S I X / P C M T ( 5 0 ) , S C N T ( 5 0 ) r F L A G ( l O O ) , C 0 U h i T ( 5 ) 
M A X J = J ( N A C T S ) 
C * * * 
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0 0 3 0 N = 1 , ' « A X J 
DO 2 0 A = 1 » N A C . T S 
T F ( D ( A ) . N E . O ) G O T O 2 u 
T F ( J ( A ) . N E . N ) G O T O 1 0 
T I = I ( A ) 
P C N T ( N ) = P C N T ( N ) + P C N T ( I I ) - 1 
1 0 I F ( K ' A ) . N E . N ) CiO T O 2 0 
J J = J ( A ) 
< X i N T ( N) = S C N T (N) + S C N T ( J J ) -1 
2 0 C O N T I N U E 
3 n C O N T I N U E 
R E T U R N 
E N D 
C*********************************************************** 
S U B R O U T I N E C Y C r S S ( B ) 
I M P L I C I T i N T E G r R ( A - Z ) 
C * * * V A R I A B L E S 
C O M M O N / O N F / I ( 1 0 0 ) F J ( 1 0 0 ) 
C O M M O N / T W O / N a C T S , N C Y C 
C O M M O N / T H R E E / D ( 1 0 0 ) 
C O M M O N / F I V E / E S S ( 1 0 0 , 5 0 ) , L S S ( 1 0 0 , 5 0 ) 
C*** 
I F ( K B ) - l ) 3 0 , 1 0 , 3 0 
1 0 D O 2 0 C r C = ? » N C Y C 
E t ; S ( B > C Y C ) = E s S ( B , C Y c - l ) + r ( B ) 
2 0 C O N T I N U E 
GO T O 90 
3 n D O 50 M = l , B 
I F ( j ( M ) - K b ) ) 5 0 , 4 0 , 5 0 
* 0 E S S ( B . 1 ) = M A X ( E S S ( B , 1 ) , ( E S S ( M , 1 ) + D ( M > ) ) 
5 0 C O N T I N U E 
D O 8 0 C Y C = ? , W C Y C 
E S S i = E S S ( R , C Y C - l ) + D ( B ) 
D O 7 0 M - 1 , B 
T F ( J ( M ) - i ( B ) ) 7 0 , 6 0 , 7 0 
6 0 F S S 2 = M A X ( E S S 1 , ( E S S ( M , C Y C ) + 0 ( M ) ) ) 
F S S ( R , C Y C ) = M A X ( E S S 2 , E S S ( B , C Y C ) ) 
7 0 C O N T I N U E 
8 0 C O N T I N U E 
9 0 R E T U R N 
E N D 
C********************************************************* 
S U B R O U T I N E C Y C L S S ( B , M A X D ) 
I M P L I C I T I N T E G r R ( A - Z ) 
C * * * V A R I A B L E S 
C O M M O N / O N E / I ( 1 0 0 ) , J ( 1 0 0 ; 
C O M M O N / T W O / N A C T S , N C Y C 
C O M M O N / T H R E E / D ( 1 0 0 ) 
C O M M O N / F I V E / E S S ( 1 0 0 , 5 0 ) , L S S ( 1 0 0 , 5 0 ) 
I F ( J ( B ) - J ( N A C T S ) ) 3 0 , 1 0 , 3 0 
C*** 
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10 L S S ( B fNC Y C ) = M A X D ~ D ( B ) 
I N 0 X = N C Y C - 1 
DO 20 C Y C = T N D X , 1 , - 1 
L c ; S ( B , C Y C ) = L S S < B , C Y C + l)-n(fc>) 
20 CONTINUE 
GO TO 100 
30 DO 40 C Y C = 1 , N C Y C 
L S S ( B # C Y C ) = 1 0 0 0 0 0 0 
40 COMTlNuL 
DO faO M = N A C T S , 1 , - 1 
I F < I ( M ) - J ( b ) ) 6 0 , 5 0 , 6 0 
50 L S S ( B » N C Y C ) = M I N ( L S S ( B » N c v r > ' < L S S ( M , N C Y C > - D ( B ) ) ) 
60 CONTINUE 
I N D X = N C Y C - 1 
00 90 C Y C = T N D x » l » - l 
L S S 1 = L S S ( R » C Y C + 1 ) - D ( B ) 
DO 80 M = N A C T S , 1 , - 1 
I F ( I ( M ) - J ( B ) ) 8 0 , 7 0 , P U 
70 L S S 2 = M I M ( L S S 1 , ( L S S ( M , C Y C ) - D ( B ) > ) 
L S S ( B r C Y C ) = M I N ( L S S 2 » L S S ( B , C Y C ) ) 





SUBROUTINE B A C A L G ( B r S ) 
I M P L I C I T I N T E G F R ( A - Z ) 
C * * * V A R l A B L E S 
C O M M O N /Tm/O/NACTSfNCYC 
COMMON / T H P E E / H l l n a ) 
C O M M O N / F I " F / F : S S ( 1 0 0 , 50 ) , L S S (1 0 U , 5 0 ) 
D I MENS T ON S ( 1 0 n , 5 0 ) 
C * * * 
S ( B , N C Y C ) = r S S < R , NCYC) 
I N D X = N C Y C - 1 
DO 20 r Y c = I N D X » l , - l 
I F ( ( S ( B fCYC + 1 ) - L S S ( B ' C Y C ) ) » L T « D ( B ) ) GO TO 10 
S ( B , C Y C ) = F S S ( B * C Y C > 
GO TO 20 




C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
SUBROUTINE F O R ^ L G ( B ' S ) 
I M P L I C I T I M T E G F R ( A - Z ) 
C * * * V A R I A B L E S 
COMMON / T W O / N A C T S , N C Y C 
COWMON / T H R E E / H ( 1 0 0 ) 
C O M M O N / F l V E / F S S ( 1 0 0 , 5 0 ) , L S S ( 1 0 U , 5 0 ) 
DIMENSION S ( 1 0 0 , 5 0 > 
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C * * * 
S ( B r 1 ) = L S S ( B » 1 ) 
00 20 C Y C = 2 » N r Y C 
I F ( ( L S S ( R # C Y C ) - S C B » C Y C - 1 ) ) . L T . D ( B ) ) GO TO l o 
S < b , C v C ) = L S S ( B » C Y C ) 
GO TO 20 





SUBROUTINE L O W n N D ( R » S » L O W » L E N r T n ) 
I M P L I C I T INTEGER t A - Z ) 
C * * * V A R I A B L E S 
COmmON / T W O / N A C T S » N C Y C 
COMMON / T H R E E / n ( 1 0 0 ) 
DIMENS7ON S ( l 0 0 , 5 0 ) 
C * * * 
LOW=0 
LENGTHzU 
I N D E X = N C Y C - 1 
DO i 0 N = l , I N D E X 
D l F F = S ( B r N + l ) - S ( B r N ) - D ( B ) 
I F ( D I F F . L E . O ) GO TO 10 
LOW=LOw+l 
LENGTH=LENGTH+DIFF 
i n CONTINUE 
RETURN 
END 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
SUBROUTiNE ICL"< < S > M A X D r O R D E R fD 1 » D 2 • I N D 1 *SCHCNT> T y P E ) 
I M P L I C I T I N T E G E R ( A - Z ) 
C * * * 
C * * * V A R I A b L E S 
COMMON / O N E / I ( 1 0 0 ) , J ( 1 0 0 ) 
COMMON / T W O / N A C T S , N C Y C 
COMMON / T H R E E / n ( 1 0 0 ) 
COMMON / F I V E / E S S < 1 0 0 , 5 0 > » L S S ( l o U » 5 0 ) 
COMMON / S I V / P C N T ( 5 0 ) , S C N T ( 5 0 ) » F L A G ( 1 0 0 ) » C 0 U N T ( 5 ) 
COMMON / S E V E N / I C O S T F U 0 0 ) , I C O S T V < 1 0 0 ) , D E S C < 1 0 0 » 4 ) , 
*DCOST 
COMMON / N l H L / S S E T ( 1 0 0 ) 
DIMENSION S ( 1 0 0 , 5 0 ) t S i ( 1 0 0 # 5 0 ) , T E S S ( 1 0 0 1 5 0 ) , 
* T L S S ( 1 0 0 , 5 0 ) r O R D E R ( l O O ) * L O W 1 ( 1 0 0 ) t L 0 W 2 ( 1 0 0 ) , 
* L E N G T 1 , 1 0 0 ) , L E M G T 2 ( 1 0 0 ) » S 2 ( 1 0 0 , 5 0 ) 
C * * * 
C * * * C 0 M P U T I N G I C L 
C * * * F I N D BS FOR rACH A C T I V I T Y NOT I N L i 
QO 10 N = l f N A C T S 
B = O R D F R ( N ) 
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I F < F L A G ( B > . E Q . O . O R . F L A G ( R ) . E Q . 3 . 0 R . D ( B ) . E Q . O ) 
* G O T O 1 0 
C A L L B A C A L G ( B r S ) 
C * * * C A L C U L A T E L O ' - ' E R B O U N D ON I N T E R R U P T I O N S 
C A L L L 0 W B N D I B , S , L 0 W K B > , L E N G T l ( B ) ) 
1 0 C O N T I N U E 
C * * * F I N D B S F O R A C T I V I T I E S I N L » 
D O 4 0 N = l f N A C T S 
R = O R u r R ( N ) 
I r t F L A G ( B ) - 3 ) 4 0 , 2 0 , 4 0 
2 n C A L L B A C A L 6 ( B , S ) 
C * * * S E T E S S O F B = B S 
D O 3 0 C Y C = 1 , M C Y C 
T F S S ( B , C Y C ) = E S S ( B , C Y C ) 
F S S ( B , C Y C ) = S ( B , C Y C ) 
3 0 C O N T I N U E 
4 n C O N T I N U E 
C * * * C A l C U l A T E I C i 
I C L - 0 
D O 6 0 f i = l , M A C T S 
B = O R D E R ( N > 
I F I F L A G ( B ) . E Q . O . O R . F L A G ( P ) . E Q . 3 ) G O T O 6 0 
C * * * S a V E E S S I n t e m p o r a r y s t o r a g e 
D O 5 0 C Y C r l , N C Y C 
T p S S ( b , C Y C ) = E S S ( B , C Y C ) 
5 0 C O N T I N U E 
C * * * F l N D E S S O F A C T I V I T I E S I N r l I F A C T I V I T I E S I N 
C * * * L » H A V E E S S r B S 
c a l l c y c e s s ( r ) 
c * * * f i n d n u m b e r o f i n t e r r u p t i o n s 
i f ( d ( b ) . e o . o ) g o t o 6 0 
C a L L R A C A L G ( 3 , S ) 
S S L T ( R ) = 1 
6 0 C O N T I N U E 
0 0 6 2 r = 1 » N a C T S 
l F < D t B ) . E Q . O ) GO T O 6 2 
D O 6 1 C = l » N C Y c 
S 2 C B . C ) = S ( B , C ) 
6 1 C o n t i n u e 
6 2 C O N t I N m E 
C A L L S H A F T < c ; 2 o R D E R , F L A G ) 
D O 6 5 B = i 9 N A C T S 
I F ( F L A G ( B ) . E O . O . O R . F L A G ( P ) . E Q . 3 ) G O T O 6 5 
C A L L L 0 W B m D ( B , S 2 , L 0 ^ / 2 ( B > , L E N G T 2 ( B ) ) 
I F ( T Y P E . E O . O . O R . T Y P E . E Q . ? ) 
* T C L = T C L + I C O S T F ( B ) * ( ! 0 w 2 ( B ) - L O W l ( B ) ) 
I F ( T Y P E . E 0 . 1 . 0 R . T Y P E . E Q . 2 ) 
* T C L = T C L + I C O S T V ( B ) * ( L E N G T 2 ( B ) - L E N G T 1 ( B ) ) 
I F < T Y P E . E 0 . 3 > 
* I C L = T C L + ( L 0 W 2 ( B > - L 0 W 1 ( B ) ) 
l F l T Y P E . E Q . 4 ) 
* T C L = T C L + ( L E N G T 2 ( B ) * * 2 ) - ( L E N g T 1 ( B ) * * 2 ) 
6 5 CONTINUE 
C * * * R r S T O R ESS Or- A L L A C T I V I T I E S 
DO 9 0 B = 1 , m A C T S 
I F ( F L A G ( B ) ) 7 0 , 9 0 , 7 0 
7 0 DO 8 0 C Y C = 1 , N C Y C 
H 0 L D r E S S ( B , C Y C ) 
r - S b ( R , C Y C ) = T E S S ( B , C Y C ) 
T E S S < B . C Y C ) = H O L D 
8 0 CONTINUE 
9 0 r .OriTlMUE 
C * * * 
C * * * C O M P U T l N G I C V I 
C * * * f I N d B S FOR r A C H A C T I V I T Y I N R M O T I N M» 
DO 1 0 0 N = N A C T S , 1 » - 1 
B r O R D r R ( F H 
I F ( F L A G ( B ) , E Q . 0 , O R , F L A G ( R ) . E Q . 5 , 0 R « D ( B ) . E Q . 
* GO TO 1 0 0 
CALL R A C A L G ( B , S 1 ) 
C * * * C A L C u L A T E LOWER R O U N D ON I N T E R R U P T I O N S 
CAuL I O W B M D ( B , S l r L O W K B ) r L E N G T l ( B ) ) 
1 0 0 CONTINUE 
C * * * F I N D FS FOR A C T I V I T I E S I N M » 
DO i ^ O N = N A C T S » 1 » - 1 
B r O R D E R ( N ) 
I F < F L A G ( B ) ~ 5 ) 1 3 0 » 1 1 0 , 1 3 0 
1 1 0 CALL ^ O R A L G ( B , S t ) 
C***SET L S S OF B r F S 
D o 1 2 0 C Y C = 1 , N C Y C 
T L S S ( B pCYC)=LSS(B,CYC) 
L S S ( R » C Y C ) = S 1 ( B tCYC) 
1 2 0 CONTINUE 
1 3 n CONTINUE 
C * * * C a L C ( j L A T E I C M 
I C M r O 
DO 1 5 0 I 4 = N A C T S . 1 » - 1 
B r O R D E R ( N ) 
I F < F L A G ( B > • E Q . O . O R . F L A G ( P ) . E Q . b ) GO TO 1 5 0 
C * * * < ; A V E L S S I N TEMPORARY S T O O G E 
D O 1 4 0 C y C = 1 , N C y C 
T L S S ( b , C Y C ) = L S $ ( B , C v C ) 
1 ^ 0 C O N T I m U E 
C * * * F I N D L S S OF A C T I V I T I E S I N R I F A C T I V I T I E S I N M » 
C * * * H A V E L S S = F S 
C » L L C Y C L S S ( B , M a X D ) 
C * * * F I N D N U M B E R OF I N T E R R U P T I O N S I N B S SCHEDULE 
I F I D ( R ) . E O . O ) G o TO 1 5 0 
C a L l » A C A L G ( R , S L ) 
S S E T ( P ) = 1 
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150 C O N T i N n t 
DO 152 b r l . N A C T b 
I r < D < « ) . F O . O ) G o TO 152 
Dn 151 C = l , N C Y C 
c , 2 ( B » C ) = S l ( B » C J 
151 CONTINUE 
15? C O N T i N n t 
CALL S H l F T < s 2 , o K D E R r F L A G ) 
DO 1 5 5 b = l , N A C T S 
I F ( F L A G t ^ ) . L Q . O . O R . F L A G ( n ) . E 0 . 5 ) GO TO 155 
CALL L 0 W B N D ( B , S 2 , L 0 W 2 ( B ) , L E N G T 2 ( B ) ) 
I F I T Y P E . E Q . O . O R . T Y P E . E Q . 2 ) 
* T C M r I C M - H C O S T F i B ) * o 0 w 2 ( B)-L0Wi (B> ) 
I F ( T Y P E . E Q . 1 . 0 R . T Y P E . E Q . 2 ) 
* T C M = T C M + i C O S T V ( B ) * ( ? E N G T 2 ( 3 ) - L r N G T l ( B ) ) 
I F ( T Y P E . E 0 . 3 ) 
* T C M = T C M + L 0 W 2 ( b ) - L 0 W l ( t>) 
I F ( T Y P E . E 0 . 4 ) 
* I C M = I C M + ( L E N G T 2 ( B ) * * 2 ) - ( L E N G T 1 ( B ) * * 2 ) 
155 C O n T I N U t 
C * * * f j n D THE SMALLER OF TCL AND ICM 
I F U C L - l C M ) 1 6 0 , 1 6 0 , 2 7 0 
C***c;CHEDijLE A C T I V I T I E S I N L ' T O B S 
W i S C h C N T = S C H C n T + C 0 U n T < 2 ) 
C O t i N T ( 2 ) = 0 
DO 260 N = 1 , N A C T S 
B-ORDFR < N ) 
I F ( F L A G ( 8 ) ) 1 7 0 , 2 6 0 , 1 7 0 
170 I c ( F L * G { B ) - 3 } 2 2 0 , 1 8 0 , 2 0 0 
180 FLAG ( ) - 0 
S S E T ( B ) = 1 
C a L L U P C M " r ( b , D U M ) 
I F ( I N O I . E O . I ) CALL T R A C I T ( 1 8 0 » , L , , , , f S » , B r S j 
DO 190 C Y C = 1 , N C Y C 
r - S S ( B , C Y C ) = S ( B , C Y C ) 
19f. CONTINUE 
C***RESTORE L S S OF ALL A C T I V I T I E S 
2 0 o I r ( F L - \ G ( B ) - 5 > 2 £ 0 , 2 l 0 , 2 2 n 
21 n COUNT < 4 ) =COUNT ('4 ) - 1 
F L A G ( ^ ) = 1 
220 DO 2 3 0 , G Y r = l , N C Y C 
L s S ( B , C Y C ) = T L S S ( B , C Y C ) 
230 CONTINUE 
C***UPDATE ESS TIMES 
DO ?5n C Y C = 1 , N C Y C 
I F ( F L A G ( B ) ) 2 4 0 r 2 5 0 , ? 4 0 




C * * * U P D A T E T ; . E S F T S 
C A L L S E T 
R E T U R N 4 
C * * * S r . H E n U L E A C T I V I T I E S I N M » T O F S 
2 7 0 S C M C N T r S r H r N T + ^ O U N T ( 4 ) 
C O U N T ( 4 ) = 0 
D O 3 1 0 N = N A C T S , 1 , - 1 
R E O R D E R ( N ) 
I F ( F L A G ( R ) ) 2 8 0 , 3 1 0 , 2 8 0 
2 8 0 I F < F l A G ( h ) - 5 ) 3 1 0 , 2 9 0 , 3 1 0 
2 9 0 D O 3 0 0 C Y C = 1 , N C Y C 
S ( B , C Y C ) r S l ( B r C Y C ) 
3 o n C O N T I M U E 
F i A G l ^ ) = 0 
^ S E T ( B ) = 2 
C ^ l l N P C N T ( 6 , D U M ) 
i F d N n i . E O . l ) C A L L T R A C l T t J 0 0 , f M » » » , » S » r R r S ) 
3 i n C O N T I N U E 
C * * * U P D A T e T H E S E T S 
C A L L S E T 
R E T u R N b 
E N D 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
S U B R O U T I N E S H l F T ( S , O R D E R , F L A G ) 
I M P L I C I T I m T E g £ K ( A - Z > 
C * * * 
C * * * V i i R I f t B L E S 
C O M M O N / O N F / I ( T O O ) , J ( 1 0 0 ) 
C O . . : . i O N / T ^ 0 / m a r T S , N C y C 
C O M M O N / T H R F E / O ( 1 0 0 ) 
C O M M O N / N I M E / S S E T ( 1 0 0 ) 
D I M E N S t O N S t 1 0 o , b O ) , O R D E R ( 1 0 0 ) , F L A G ( 1 0 0 ) 
C * * * 
c * * * i n i t i a l i z e a r r a y s f o r d u m m i e s 
C A L L i N i T i < S , O R D E R ) 
C * * * r I G h T S H I F T A C T I V I T I E S S C H E D U L E D O U T O F L 
N = N A C T S - 1 
D O 5 0 A - N 
B r O R D r R I A ) 
I F ( S S t - T ( B > . N E . l ) G O T O 5n 
C = i 
X r l 
E r N c Y r - l 
5 S L A c K r j 0 0 0 0 0 0 
D O 1 0 F = X , E 
t F ( ( S ( B , F + 1 ) - S ( B , F ) - D ( B ) ) . G T . 0 \ G o T O 1 5 
C = C + 1 
1 0 C o N T I M U E 
lf> Ir l C . F Q . N c Y C . A N n . X . N E . 1 ) G O T O 5 0 
B B = B + 1 
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D O 30 F=f ' . " rNACTS 
t F ( K F ) . N E . J ( B ) ) GO TU 30 
no 2H G=X» C 
S L A C K = M I N ( S L A C K , ( S ( F r G ) - S ( B » r , ) - D ( b ) ) ) 
20 C O N T t N U f 
30 C o n t i n u e 
I F < C . f T . N r Y C ) 
* S L . A C ^ = M I M ( S L A C k » ( S ( P i C + D - S ( B r r ) - H ( P ) ) ) 
I f I S L A C K . F < i . n ) GO T q 4b 
Do 40 F = X f C 
c : ( B r F ) = S ( B , F ) + S L A C K 
40 CONTINUE 
C a L L t n I T K S . O R D E R ) 
45 C=C+1 
X=C 
I F t C . G E . N c Y C ) Go TO 50 
Go TO 5 
5n C O N T i N n t 
C***i EFT S H I F T F I R S T CYCLES 
C A i L I N 1 T 2 ( S , O R D E R ) 
DO 100 A = 2 f N 
B r O R D r R t A ) 
I p ( S S r T ( R ) . N f . 2 > GO TO lnO 
C a l l L O W B m Q ( B , S , L O W , d u m ) 
I p ( l O W # e Q . O ) GO TO 100 
CrNCYC 
X = N c Y c 
55 SLACKrlOOnOOn 
D O 60 F = X » 2 » - 1 
T F ( ( S l B » F ) - S l B , F - l ) - n l B ) ) . G T . O ) G O TO 6b 
C = C - 1 
60 CONTINUE 
65 B B - B - 1 
D O BO F = l f b f a 
I F ( J ( F ) . n E . I ( B ) ) GO TO 80 
D O 70 G r X , C , - i 
S L A C K = M l N | S L A C ^ M S ( B r 3 ) - S ( F r f i ) - D ( F ) ) ) 
l u CONTINUE 
80 CONTINUE 
I F ( C . G T . I ) S l A C K = M I N ( S l A C K M S ( B , C ) - S ( B » C - 1 ) - D ( B ) ) \ 
I F ( S L ^ C K . F Q . O ) GO T O 95 
Do 90 F = X , C r - l 
S ( 3 t F ) = S t B , F ) - S L A C K 
90 CONTINUE 
C A U T N l T o t S » O R n E R ) 
95 C = C - 1 
X = C 
I F ( C . L E . l ) GO T o 100 





SUBROUTINE I N t T I ( S . O p D E R ) 
I M P L I C I T I M T E g E R ( A - 7 ) 
C * * * V a R I A B L E C ; 
COMMON / O N E / K 1 0 0 ) r J ( 1 0 0 ) 
COMMON / T W V n A C T S , n C Y C 
COMMON / T H R E E / D ( 1 0 n ) 
DI MENSt On s 1 1 0 0 # 5 0 ) » O R D E R ( 1 0 0 ) 
N = N A C T S - 1 
DO 4 O B - N , \ , - 1 
DO 30 C = B R , N A C T s 
t F C T ( C ) . N E . J ( B ) ) GO TU 30 
DO 20 £ = 1 , n C Y C 




C * * * * * * * * * * * ^ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * + * * * * * * * * * * 
SURROUTINE I N i T 2 ( S » 0 r D E K ) 
I M P L I C I T I N t E g E R ( A - Z ) 
C * * * V A R I a B L E C ; 
COMMON / o N F / I ( 1 0 0 ) » J < 1 0 0 ) 
COMMON / t W ^ / N A C T S , N C Y C 
COMMON / T H R E E / D ( 1 0 0 ) 
OIMENStON r ( l o n r 5 0 ) » O R D E R ( l 0 0 ) 
C * * * 
DO 7 A = 1 » M A C T S 
I p ( D ( ^ ) . r j rT.O) Go TO 40 
DO 10 C = 1 ' N C Y C 
i n 




r o N T r N U E 
CONTINUE 
I F ( D ( A ) . m E . O ) Go TO 7 
DO 5 R = 1 » N C Y C 
5 
7 
S ( A , R ) = 0 
CONTINUE 
CONTINUE 
DO 30 r = 2 » N a C T S 
I F ( D ( R ) . N E . O ) GO TO 30 
DO 20 r = l » B B 
i r \%j \\* t 0 ri*~ • j . * t-» 
n o 10 E = 1 , N C Y C 
I F ( J ( C ) # N E . I ( B ) ) GO TO 20 




30 c O N f l N i L 
RETURN 
ENn 
c **************************** ******************************* 
SUBROUTINE R a N o E N { S E E D > N s E E O > t h u 4 t I N D 5 ) 
i m p l i c i t i m T E g e r < a - 7 ) 
C * * * v / A R l A d L E c ; 
RE / iL R/iNOrRANDo 
D I m E N S t O N T i m E S ( 5 0 , 5 g ) 
COMMON / O N « - / l < 1 0 0 ) , J { 1 0 0 ) 
COvj.iON / T W O / N A ^ T S , N C Y C 
C O m . w O N / T H ^ E E V M l n o ) 
COM/ .ON / F O M R / S T A R ( 1 0 0 ) . S T R C N T 
COMMON / S I X / P C * i T < 5 0 ) , S C N T ( 5 0 ) . Q U M K l O O ) ,r>UM?<5) 
COMMON / S E w E N / T C O S T F d O U ) r I C O S T v ( 1 0 0 ) , D E S C ( 1 0 0 » 4 ) . 
*DCOST 
N A M p L l S T /OUTP! I T / N a C T S , N c Y C » N o D l S t STRcNT 
c*** 
DO 1 A = l , 1 0 0 
S T A R ( A ) = « • 
1 CONTINUE 
C***r;ENERATE A RANDOM NUMBER OF NoDFSJ 2 0 - 5 0 
S T R C N T = U 
S E E D X = S E E D 
C A L L G E N ( R A N D » 5 E E D X r N S E E 0 ) 
NODES=1+50*RAND 
D O 5 A = i , N 0 n E s 
P C N T ( A ) = 0 
S C N T ( 0 = 0 
5 CONTINUE 
M I N A C T = 1 . 2 5 * N 0 ^ E S 
C * * * G E N E r a T E A R * N J 0 ' « N U M B E R O F A C T I V I T I E S : < 1 0 0 
c a l l G f N ( R a n q , s e e d x , n s e e d ) 
M A Y A C T r M l N d O O , ( ( M O D E S * ( n O D E S - 1 ) ) / 2 ) ) 
NACTs= M i N A C T + R A N D * ( M A X A C T - M I N A C T ) 
C * * * E S T A R L I S H A C T I V I T I E S A N D GENERATE DURATION TIMES 
Z = N o D E S - t 
DO 20 / - I , -
Y = A + 1 
D O 10 B = Y fNODES 
r I M E q l A , B ) = » • 
io c o n t i n u e 
20 C 0 N T l N n t 
C***SCHEDULE AND A C T I V I T Y O N EVERY »0W 
COUNT=Z 
D O 30 A - l , ^ 
C A L L . ~ - E N ( R A N D , S E E D X , N S E E n ) 
C O l = 1 + A + r A N D * ( N O D E S - A ) 
I F I C Q I . G T . N O D E S ) C O l = N q D F S 
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C a l l ^ e n < 9 a n d . s e e d x , n s e e p ) 
T I M e S ( a » C 0 L ) = R A N D * 2 1 
3 0 C O N i l N n L 
C * * * P H E C K C O L U M N S , E N T E R A C T I V I T I E S jH E M P T Y C O L U M N S 
H O 5 0 A = N O n E S , 2 , ~ l 
Y r r A - l 
O n 4 0 R = 1 , Y 
I F < T I M E S ( 6 , A ) . N E . • ») 6 0 T O 5 0 
4 0 C O N T I N U E 
C A L L ^ E N ( R A N n r S E E D X r N S E E n ) 
R o W = 1 + R a m O * Y 
I i r ( R O W . E Q . A ) R 0 W = A " 1 
C a L L ftFN<RANn»SEEDX,NSEEr) 
T T M f c ' S ( R O W » A ) r R A N D * 2 1 
C o U N T = C O u N T + l 
5 n C O N T I N U E 
C * * * f I L L R E M a I N I M G C E L L S A T R A N D O M 
6 0 I F ( C O U N " i . E Q . N A r T S ) G O T O 8 0 
7 0 C A | . l G E N < R A N D t S E E D X t N S E E D ) 
R O W = i + R A N D * N O D c - S 
I F ( k O w . G T , m O l ) E c ; ) R O W = M O D l S 
C A L l G E N ( R * N j , S E E D X f N S E E u ) 
C O j = R 0 W + 1 + R A N D * ( N O n E S - R O w ) 
I F ( c O L . ^ T . M O U ) E S ) c O L = N O L » e S 
I F ( T I M E S < R O W , C 0 L ) , n E . » » ) G O T O 7 0 
c a l l g e n ( r « n d , s e e d x ^ i s e e d ) 
T I m e S ( p O w f ^ O L ) = K A N D * 2 1 
C O f ) i i T = C O u N T + i 
G O T O 6 0 
C * * * P U T n A T A i N T O w i A T N A R R A Y S 
8fi N = 1 
D O 1 0 0 A = 1 , Z 
C - A + l 
Dp, 9 0 p = C , N O D E S 
T F ( T T M E S ( A , B ) . E Q . » •) G O T O 9 0 
T ( N ) r A 
J ( N ) r b 
S c N T ( A ) = S C N T < A ) + l 
P C N T ( b ) r P C N T ( b ) + l 
D ( N ) - T I M F S ( A , B ) 
r A L L G E ' M R A N D ' S E E D X . m S E E D ) 
I F ( D ( N ) . N E . 0 ) I C O S T F ( N ) = R A N D * 1 0 + 1 
^ A L L G E n ( R A N D ' S E E D X , N S E E D ) 
I F C D C N ) . n E . O ) I C 0 S T \ ' ( N ) = R A N D * l n + l 
N = N + 1 
9 n C O N T I N U E 
1 0 0 C O M T l N u t 
C * * * D E T E R M I N E T H E N U M B E R O F C Y c L E S 
C A L L G F N ( R A nl) . S E E D X , N S E E y ) 
N C Y C = 3 + R A N D * l 9 
C * * * S E L E C T A C T I V I T I E S T o B E C O N T I N U O U S 
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I F ( I N D 5 . N E . 1 ) ' - . O T O 1 0 6 
C A j l G E N ( R A N 0 2 » S E F D X , N S E E D ) 
0 0 105 N = l , N A f T S 
CALL ^EN ( ̂ AND » S[-:EDX, NSEEr ) 
I F ( R A M D . G F . R A N D 2 . 0 R . D ( N ) . E u . O ) G O T O 105 
S t R C N T = S T R C N T + 1 
S t A R ( N ! ) = « * » 
1 0 5 C O N T I N U E 
106 I F ( I N D 4 . N E . l ) r > L T U R N 
W R I r E ( 6 , 0 U T P U T ) 
W R I T E U , 5 0 0 0 ) 
D O 107 N = l r N A C T S 
W r I T E ( 6 , s O U 1 ) N , S T A R ( N ) , I ( N ) , J ( N ) , D ( N ) , I C O S T ( N ) 
107 C O N T I N U E 
5 0 n n F O r m A T < l x » » N O » # 4 X , • I • , 2 X , « J « , 1 X , » T I M E » , l v , ' C O S T ' > 
5 0 o i F O R M A T U X * t 2 , 1 X , A 1 , 1 X , 1 2 . I X , I ? , 2 X , 1 2 , 3 X , T 2 ) 
R E T U R N 
C * * * * * * * * * * * * * * * * * * * * * r * * * * * * * 
S U r R O U T I N E G l N ( X , Y , K n ) 
R E A L X , E 
I F ( Y . E Q . O ) G O T O 1 1 0 
KA=Y 
K B = 5 * * 7 
KD=KA 
YrO 
l t n K A = k D 
K C r K A * ^ b 
K D = M O D ( K C f 2 * * i 7 ) 
E = K D 




S U B R O U T I N E T R A C I T ( L A B E L , T Y P E 1 , T Y P E 2 , N , S ) 
I M P L I C I T I N T E G E R I A - Z ) 
C * * * V A R I A B L E S 
COMMON / O N r / I d O O ) » J ( 1 0 0 ) 
C O M M O N / T W O / N A C T S , N C Y C 
C O M M O N / T H R E E / n ( 1 0 0 ) 
C O M M O N / S I X / P C N T ( 5 0 ) , S C N T ( 5 0 ) , F L A G ( 1 0 0 ) , r 0 U N T ( 5 ) 
D I M E N S I O N S ( 1 0 0 , 5 0 ) 9 S E T S ( 6 ) 9 L I N E ( 1 0 0 ) 
DATA S f T S / » R f , * L ' , ' L - S f M S ' M - ' , ' K V 
C * * * 
5 0 0 0 F O R M A T ( ) 
W R T T E ( 6 r 5 0 0 1 ) L ^ b E L r N , I ( N ) , J ( N ) , U ( N ) , T Y P E l , T Y P E 2 
5 0 0 1 F O R M A T { 1 h O , 4 X , 1 4 H P A S S I N G L A B E t 9I5,/5X,9uACTlVlTY , 1 3 , 
* / , 5 X , » I = » , T 2 , • J = » » 1 2 , f D = f , 1 2 , / 5 X , 
* l t tH D E L E T E D F R O M SET , A 5 , 1 8 H AND ADDED T o S E T , A 3 , 
*47HTHE S C H E D U L E F O R THE A C T l V r T Y I N E A C H C Y C L E I S : ) 
W R I T E ( 6 , 5 0 0 0 ) ( S ( N , K > , K = 1 , N C Y C ) 
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W R I T E ( 6 , 5 0 0 4 ) ( C O U N T ( K ) , K = 1 , 5 ) 
5004 FORMAT(5Xr19HTHE S E T COUNTS APE » 7 < I 2 , 2 X ) ) 
M A X ^ r j ( N A C T S ) 
w R I T E ( 6 r 5 0 o 5 ) ( P C N T ( K ) , K = l , M A X j ) 
5 0 0 5 F 0 R M A T ( 5 X , » P C N T » , 2 5 < I 2 , 1 X ) ) 
W R I T E ( 6 r 5 0 0 6 ) ( S C N T ( K ) » K = l , M A X j ) 
5006 F O R M A T ( b x ' »SCNT • , 2 5 ( 1 2 * l X ) ) 
D O 30 a = 1 , N a C T S 
I F ( F L A G ( A ) ) 1 0 , 1 0 , 2 0 
10 L I N E ( A ) = « S « 
GO TO 30 
2.0 B = F LA G ( A ) 
L I N E ( A ) = S E T S ( B ) 
3 0 CONTINUE 
W R l T E U » S 0 n 3 ) 
5003 F O R M A T ( 5 X , 1 1 H T H E SET I S : ) 
I N ^ E X = 1 
T l M E S = N A C T S / 1 0 
i F C M O D ( N A C T S r l O ) . N E . O ) T l M E S = T I M E S + l 
D O 40 A = l r T l M E S 
I N b E X 2 = M I N ( N A C T S » I N Q E X + 9 ) 
Wf i T E ( 6 r 5 n 0 2 ) ( ( B , L I J N | E ( B ) ) , B=lNDF.X , ImDEX? ) 
5 0 0 2 F O R M A T ( 1 0 ( b X , i 3 , » , • , A 3 ) ) 




C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
S u b r o u t i n e t i m w r t i i n d 3 , m a x d ) 
i m p l i c i t i n t e g e r ( a - z ) 
C * * * V A R l A d L E S 
COMMON / Q i M F / I ( 1 . 0 0 } f J ( l 0 0 ) 
COMMON /tW O / N a C T S , N C Y C 
C O M M O N / F I V E / E S S ( 1 0 0 f 5 0 ) » L S S ( 1 0 0 , 5 0 ) 
C * * * 
B=l 
10 W R T T E ( 6 r b 0 f l 0 ) ( X , K = l , NCYC ) 
5 0 0 0 F O R M A T a H l # 8 H A r T I V I T Y r 5 0 X r 5 H C Y C L E r / r I X , 
* 8 H m O t J , 3 X , 2 9 ( 2 X , i 2 ) ) 
DO 30 A - B , N A C T S 
W R i T E ( 6 , 5 0 0 1 ) A ' K A ) , J ( A ) , ( E S S ( A , M ) , M = 1 , N C Y C ) , 
* ( L S S ( A , N ) , N = 1 , N C Y C ) 
5 0 0 1 F 0 R M A T ( 3 ( I X , T 2 ) , I X , 3 H E S S , 2 9 ( I X , T 3 ) , / , 
* 1 0 X , 3 H L S S , 2 9 ( 1 X , I 3 ) ) 
I F ( A . E G . B + 3 9 . A N D . A . L T . N A C T S ) GO TO 20 
Gr TO 30 
PO B r b + 4 0 
GO TO 10 
30 r.Oi TIMUE 
I F U N D 3 . E Q . 1 ) CALL C Y C C H T ( E S S , M a X D ) 
I F j I N D ^ . E Q . l ) CALL C Y C C H T ( L S S , M A X D ) 
m 
1 7 0 
R E T U R N 
E N D 
S U B R O U T I N E C Y C L S T ( S ' M I N D ) 
I M P L I C I T I m t E G E R ( A - Z ) 
C * * * v a R I A B L E s 
C O M M O N / O N E / H 1 0 0 ) r J ( 1 0 0 ) 
C O M M O N / T W o / N A C T S , N C Y C 
C O m m O N / T H R E E / ^ ( l D O ) 
C O M M O N / F O " P / S T A R ( 1 0 0 ) , S T R C N T 
C O M M O N / s £ v f N / I C O S T F ( 1 0 0 ) , I C O S T V ( 1 0 0 ) , D E s C < 1 0 0 » 4 ) , 
* H C O S T 
C O .iv.ori / E I ^ H I / ^ A G F 
D I ^ E N S t O n r ( 1 0 0 r b 0 ) 
c*** 
Tc O S T = n 
i N n E X l r l 
l N n E X 2 = i 
1 0 W R T T E ( ^ r b O n O ) 
5 0 0 0 F O r m A T , l r U , 7 ( / > » 5 1 X » 3 l H M U L T I P | E C Y C L E P R O J E C T S C h E D U l E » 
* / / » ^ 1 X > 5 h A C T I V T T Y , 5 X , 5 H N 0 D E S , 
* , l 3 X , f l M A c T T V l T Y , 3 7 X , 5 H S T A R T , 5 y , b H F l N l S H , / , 2 4 X , 2 H i > j 0 f 9 X . 
* 4 H T J . 1 2 X , l l H D E S C R I P T l O N f l 2 X , 5 h C Y C L E » 5 X . 8 H D U R A T T 0 N , b x . * 4 H T I M E , 7 X » u H T I M £ , / ) 
S U B R O U T I N E C H E C K ( S ) 
I M P L I C I T I N T E G E R ( A - Z ) 
C * * * \ / A R I A B L E S 
C O M M O N / O N F / I ( 1 0 0 ) » J < 1 0 0 ) 
C O M M O N / T W ^ / N a C T S , n C Y C 
C O M M O N / T H o F c i / D t 1 0 0 ) 
D I M E N S I O N S < l 0 0 , b 0 ) 
C * * * 
D O 3 0 N = l r N A C T S 
I r < I ( N ) . E Q . l . O R . D ( N ) . E Q . O ) G O T O 5 0 
N p = N - l 
D O 4 0 M = 1 » N P 
I F ( D C M ) . E Q . O ) G O T O 4 0 
T F ( I ( N ) - J ( M ) ) 4 0 » 1 0 » 4 U 
1 0 D O 2 0 C Y C = 1 » N C Y C 
I F ( ( S ( M , C Y C ) + D ( M ) ) • G T # S ( N , C Y C ) ) G u T : ; 3 
2 0 C O N T I N U E 
G O T O 4 0 
3 n " ' R I T E l b » 5 0 o O ) M , I ( M ) , j ( M ) > N » I ( N ) , J ( N ) 
5 0 0 0 F 0 R M A T ( 1 X , 9 H A C T 1 V I T Y , I 2 , 5 H ( I r , I 2 , I H , , 4 H J r , I ^ , 1 H ) , 
* 5 H A N D , 9 H A C T I V I T Y , I 2 , b H ( 1 = , 1 2 , 1 H , , 4 H J = , I 2 » i H ) r 
* 2 b H H A w E I N F E A S I B L E S C H E D U L E S ) 
4 0 C O N T I N U E 
5 D C O N T I N U E 
R E T U R N 
E N D 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
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L I r j r N O = U 
D O 80 /> = i i 4 n E x l » M A C T S 
DO 70 B = l M b E X 2 r " C Y C 
T F ( ' . ( A ) . F O . O ) o 0 T O R u 
E T = S ( A , B ) + D ( A ) 
r F ( B . E Q . l . O R . L i N E N O . E v J . O ) G O TO 2n 
GO T O 30 
2 0 '-'Ri TF ( b » 50 n 1 ) A f STAR ( A > , 1 ( A ) , J ( /. ) , 
* ( D E S C ( A , K j . K = l , 4 ) , B , D l A ) , b ( A , B w F T 
500 i r-OR*,"T < / , 2 3 X , I 3 » I X, A 1 » 5X> 2 < 1 X , 12 ) , 
* 6 X , 4 < A b ) , 6 X , 2 l i 3 , 8 X ) I 4 , 7 X ) ) 
i INf--M0=Lll\k-N0+2 
T F ( L T N E M O - * 5 ) 7 0 , 4 0 , 4 U 
30 W R l T - ( b , 5 0 0 2 ) B , D ( A ) , S I A , B ) , F T 
5 0 0 2 F 0 K ^ A T ( 7 5 X , 2 ( I 3 ' 8 X > , 2 l l 4 , 7 X ) ) 
L I N F N O = L I N r N O + i 
I F C L T h L N O - 3 5 ) 7 0 , 4 0 , 4 0 
40 T F ( A . E Q . N A c T S . A N D . B . E u . M C Y c ) GO TO 90 
T F ( ' « - N C Y C > 50 ' 6 0 , 6 0 
5o T N D E Y l = A 
TNUt 'X2=B4l 
^ 0 TO 10 
6 0 I N D E X 1 = A + 1 
T N u E Y 2 = 1 
GO TO 10 
70 CONTINUE 
I r . 'UEXor l 
•So c O ^ j i r i i i t 
90 i N D c X l r i 
100 W R I T E < * , 5 0 0 3 ) 
F 0 0 3 F O R M A T ( 1 H 1 , 6 * / ) * 5 0 X , 22HM(JLTIP| f C Y C L r P R O J E r T , 
* / » S 5 X , i2HC0c,T S U M M A R Y 1 6 X , < - | .MODES, 1 0 X , 
* 8 r t A c T I \ / i T Y » 1 4 X , 1 3 H I N T E R R U P T I 0 ! ^ ' S , 6 X » 
M O m u N I t r . O S T S J a X , l l H T O T A L C O S T S , / , 1 7 X , 4 H I J , 
* 9 X . l l H D E s C ^ l P T T 0 N . 1 2 v , 1 3 H M U M B F R L E N G T H , 
* 2 ( 4 A , 1 / I H F I X E O V A R l A B l _ E , l X ) , / ) 
L l N E N O - U 
DO 130 A = I M D E X 1 , N A C T S 
i p < n ( 0 . e ^ . o ) g o t o 130 
c a l l l o w r m d i a , s , l o w , l e n g t h > 
T L t N G - T L E N G + L E N G T H 
T| o w = T l 6 w + l o w 
F C O S T r L O W * l C O S T F ( A ) 
V f O s T r L E N G T H * l C o S T V ( A ) 
T r C u S T r T F C C S T + F r O S T 
T v C o S T r T v C O S T + V C O S T 
W R l T E f 6 , 5 n 0 4 ) I ( a ) , J ( A ) , ( O E S C ( A , K ) r K r l f 4 > * L O w , 
* L E N G T u , i r O b T F ( A ) , I C O S T V C a ) , F c O S T , V C O S T 
50(j4 FnHMATi 1 6 V , 2 < I 2 , 1 X ) , 3 X , 4 f 6 r 6 X » 1 2 , 4 X , l 4 , 6 X , 
* 2 ( 1 3 , 4 X ) , 4 X , I 5 , 2 X , 1 6 ) 
L I N £ N O = L I N E N O + 1 
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I f ( L I » ' P N 0 - 3 5 ) 1 3 0 , i l 0 , i l n 
1 1 0 I F ( A - m a C T S ) 1 2 0 , 1 3 0 , 1 3 0 
l ? n I ; U F X 1 = A + 1 
G O T O 1 0 0 
1 3 o C O N T I N U E 
W R T T E U » 5 0 0 5 } T L O W , T L E N G # T F C O S t , T V C . O S T 
5 0 n 5 F O R M A T * / 5 3 * » 4 H , 3 X , 5 H , 2 4 X , 5 H , 2 Y , 
* 6 H - - , / , 5 3 X , I 4 , 3 X , I 5 , 2 4 X , I F , 2 X , I 6 ) 
D E L A Y = p L O S T * ( 5 ( N A C T S , N C Y C ) - M I M O ) 
T C n S T = T F C O S T + T V C O S T + D E L A Y 
W R t T L r ( h > 5 0 0 b ) n ^ L A Y , T C 0 5 T 
5 0 D 6 F O R M A T , / » 1 6 X , f r ) L L A Y C O S T = » , T 6 » . T O T A L C O S T 
* I 6 > 
R E t U R T ' 
E N D 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
S U B R O U T I N E C Y C C H T ( S ' M A X D ) 
I M P L I C I T I N T E G E R ( A - Z ) 
C * * * V a R l A b L E Q 
C O M M O N / O N r / x ( 1 0 0 ) , J ( 1 0 0 } 
C O m m O N / T W O / N A r T S , N C Y C 
c o m m o n / t h r e e / h ( i n n ) 
C O M M O N / F O ( » R / S T A R ( 1 0 0 ) r S f R C N T 
C O M M O N / F l V E / E S S ( 1 0 0 , 5 0 ) , L S S ( J 0 0 , 5 0 ) 
C O M M O N / S E V f N / T C O S T F ( 1 0 0 ) , I C O S T \ / ( 1 0 0 ) , D E S C ( l 0 0 , 4 ) , 
* O C O S T 
D I M E N S I O N L I N E ( 1 0 0 ) » C Y C C N T ( l o p ) t S ( 1 U 0 , 5 0 ) , N U M R ( 1 M ) 
D A T . . N i m v I r / ^ O 1 , • I » , » 2 » , « 3 » , » 4 % » 5 » , , 6 » , « 7 » , , 8 » , ' 9 « / 
C * * * 
D O l A = l , 1 0 0 
C y C c N - M A ) = l 
1 C O N T I N U E 
T I M f S = M A x D / 1 0 0 
I F ( M O D { M A X O , l o n ) . N F . D ) H M E S = t I M E S + 1 
D O 1 4 0 A = l , T I M E S 
R E G ( | G = ( A - 1 ) * 1 0 0 
E N U N G = ( A * 1 0 0 ) - l 
I N D X = 1 
1 0 L I N E N O = 0 
W R I T E ( 6 * 4 9 9 9 ) 
4 9 9 9 F O * M A T ( i H j ,////////, 1 6 X , ? H S C , ^ 7 X , 1 0 H T I M E L I N U S ) 
I F ( a - 1 ) ' 2 n # 2 o » 4 n 
20 D r . 3 0 f t = l , 1 0 0 
L I N E ( b ) = « • 
3 0 C O N T I N U E 
W R i T E f h r S O O O ) ( L I N E ( k ) » K = 1 » 1 0 0 ) 
5 0 n o F 0 R f i A T ( i ^ X , 2 H T Y , I X , 1 0 0 A 1 ) 
W R I T E ( 6 , 5 0 0 1 ) ( L I N E ( K ) » K = i , 1 0 0 ) 
5 0 0 1 F O R M A T ( 1 6 X , 2 H a C , I X » 1 0 0 A D 
W R i T E ( 6 , 5 0 0 2 ) 
5 0 0 2 F O R M A T ( 1 0 Y , 5 H N O D E S , 1 X , 2 H R L , 1 X , 1 0 ( 1 H ) , 1 0 ( 1 H D , 
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* 1 0 ( 1 H ? ) , 1 0 1 1 H 3 ) , 1 0 U H 4 ) , 1 0 l l H 5 ) , 1 0 < 1 H 6 ) , 1 0 ( 1 H 7 ) , 
+ 1 0 < 1 H P ) , 1 0 ( 1 H 9 ) ) 
GO TO 6 0 
4 0 I r U . G T . 1 0 ) GO TO 4 2 
DO 4 1 R = l , 1 0 0 
L l N E < B ) = » • 
4 1 C O N T I N U E 
W R I T E ( 6 , 5 0 0 0 ) ( L I N E I K ) , K = 1 , 1 0 0 ) 
GO TO (+4 
4 2 L O W = < A - l ) / 1 0 
DO 4 3 B = l , 1 0 0 
L I N E ( b ) r N U M B ( L 0 W ^ l ) 
4 3 C O N T I N U E 
W R i T E f 6 , 5 0 0 0 ) ( L I N E t K ) f K = l , 1 0 0 ) 
4 4 C r A - L o W * ! " 
DO 5 0 B = l » 1 0 0 
» I N F ( B ) = N U ^ B ( C ) 
5 n C r.NTl^ u E 
W R I T E f 6 , 5 n 0 1 ) { L I N E ( K ) , K = 1 , 1 0 0 ) 
W R I T E ( 6 , 5 0 0 3 ) 
5 0 n 3 F O R M A T ( 1 0 X , 5 H r : O D E S » l X , 2 H n L , l X , 1 0 ( l H o ) , 1 0 ( l H l ) , 
+ 1 0 C 1 H 2 ) , 1 0 ( 1 H 3 ) , 1 0 ( 1 H 4 ) , 1 0 ( 1 H 5 ) , 1 0 ( 1 H 6 > , 1 0 ( l H / > , 
* 1 0 1 1 H A ) , 1 0 1 1 H 9 ) ) 
6 0 W R I T E ( 6 , 5 0 0 4 ) 
5 0 0 4 F O R M A T < 1 I X , 4 H I J , I X * 2 H T F , I X , 1 0 ( 1 O H O 1 2 3 4 5 6 7 * 9 ) , / ) 
DO 1 3 0 B = T N D X , N A C T S 
I F ( D ( B ) . E Q . O ) GO TO 1 3 0 
0 0 7 0 B B = 1 , 1 0 0 , 2 
L l M E ( B B ) = » . • 
B B R = B H + 1 
L I N E ( B B B ) • 
7 0 C O N T I N U E 
T I = I ( B ) 
J J = J ( B ) 
O D = D ( B ) 
r F ( S ( d , 1 ) . g T . E n D N G . o R . ( S < B , N C Y C ) + n ( B ) - l ) . 
* i T . . F G l s i G ) oO TQ 71 
r o TO 7 2 
7 1 W R I T E ( 6 , 5 0 0 5 ) S T A R ( B ) , I I , J J , C Y C C N T ( B ) t 
* ( L I N E ( K ) , K = 1 , 1 0 0 ) 
L I N E N 0 = L I N E N 0 + 1 
G o T ^ 1 2 0 
7 2 C C = C Y C C N T ( B ) 
^ 0 1 0 0 c = C r , N C Y C 
DO 9 0 F = 1 , D D 
S S = S ( B , C ) + F ~ 1 
I F ( S S . L T . P E G N G ) GO T O 9 0 
I F ( S S . G T . F N U N G ) GO T O BO 
I F ( S s . L T . l O O ) S S S = S S 4 l 
I F C S S . G E . 1 0 0 ) 
* S S S = M O U ( S S , ( ( A - l ) * 1 0 0 ) ) + l 
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C Y C - i > i O D < C , 1 U ) + 1 
I I M L ( S S 5 ) r N U M P ( C Y C ) 
G O T O 9 0 
B O w R I T ' E ( 6 # 5 0 0 b ) S T A R ( B ) , 1 1 , J J , 
* C Y C C N T ( B ) , ( L l N E l K ) , K = 1 , 1 0 0 ) 
L I N E r j O = L l M F N O + l 
C Y C C M T ( B ) r C 
G O T o 1 2 0 
9 0 C O N T I N U E 
1 0 0 C O N T I N U E 
1 1 0 W R I T E ( 6 , 5 0 0 5 ) S T A R ( B ) , l I , J J # C Y C c N T ( B ) * 
* , L . I N E ( K ) , K = l , l Q 0 ) 
! I N e N O = L I N f N O + 1 
5 0 0 5 F O R M A T ( 7 X , A l , I X , 3 ( I X , 1 2 ) , I X , l 0 n A l > 
C y C C m ' I ( 3 ) = M C Y C 
1 2 0 T F C B . t Q . N A C T S ) G O T O 1 3 0 
T F C L T N E N O . N E . 3 0 ) G O T O 1 3 0 
I N O x = b + l 
G O T O 1 0 
1 3 0 C O N T I N U E 
l m i c O N T l N i i E 
V C o s T = 0 
F C O s T = n 
P U C O S T r 0 
T C O S T = r ; 
0 0 1 5 0 N Z I . N A C T S 
I F ( D ( N ) . E ^ . O ) G O T O 1 5 0 
C A L L L O W B * « U ( N f S f L O W , L E N G T H ) 
F C O S T = F C O S T + L O W * I C O S T F ( N ) 
V c O c J - V C O s T + L E N G T H * I C O S T V ( N ) 
1 5 0 C O N T I N U E 
P D C O S T r u C O S T * ( M A X D - E S S ( N A C T S , N C Y C ) - u f N A C T S ) ) T C O S T = F C O S T + V C O S T + P D C O S T 
W R I T E ( ^ , 5 0 0 b ) F C O S T , V c O S T , P D C O S T , T c O S T 
5 0 0 6 F O R M A T ( / 1 7 v , • F T X E D C O S T = ' , 1 6 , * D A I L Y C O S T = » , I 6 , 
* » D E L A Y C O S T = ' , 1 6 , ' T O T A L C O S T = » , 1 6 ) 
R E T U R N 
E N D 
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S I N P U T N A C T S * 3 3 * N C Y C = 5 , T Y P E = 2 , L I S T = 1 , C H A R T * 1 , S E N D 
0 1 0 2 A C T I V I T Y i - 2 0 0 4 0 0 2 0 0 2 
0 2 0 3 A C T I V I T Y 2 - 3 0 0 2 0 0 3 0 0 3 
0 3 0 4 A C T I V I T Y 3 - 4 0 1 4 0 0 1 0 0 1 
0 4 0 5 A C T I V 1 T Y 4 - 5 0 0 2 0 0 4 0 0 4 
0 5 0 6 A C T I V I T Y 5 - 6 0 0 5 0 0 1 0 0 1 
0 5 0 7 A C T I V I T Y 5 - 7 0 0 1 0 0 3 0 0 3 
0 5 1 0 A C T I V I T Y 5 - 1 0 0 1 0 0 0 1 0 0 1 
0 5 1 1 A C T 1 V I T Y 5 - 1 1 0 0 3 0 0 5 0 0 5 
0 5 1 2 A C T I V I T Y 5 - 1 2 0 1 0 0 0 3 0 0 3 
0 5 I N A C T I V I T Y 5 - 1 4 0 1 6 0 0 2 0 0 2 
0 6 0 8 A C T I V I T Y 6 - 8 0 0 5 0 0 2 0 0 2 
0 7 0 9 A C T I V I T Y 7 - 9 0 0 2 0 0 2 0 0 2 
0 8 1 0 A C T I V I T Y 8 - 1 0 0 0 5 0 0 2 0 0 2 
0 8 1 4 A C T I V I T Y 8 - 1 4 0 0 5 0 0 2 0 0 2 
0 9 1 1 D U M M Y 9 - 1 1 0 0 0 0 0 0 0 0 0 
0 9 1 4 D U M M Y 9 - 1 4 0 0 0 0 0 0 0 0 0 
1 0 1 2 A C T I V I T Y 1 0 - 1 2 0 0 5 0 0 3 0 0 3 
1 1 1 5 A C T I V I T Y 1 1 - 1 5 0 0 3 0 0 2 0 0 2 
1 2 1 3 A C T I V I T Y 1 2 - 1 3 0 0 3 0 0 4 0 0 4 
1 3 1 4 A C T I V I T Y 1 3 - 1 4 0 0 3 0 0 3 0 0 3 
1 4 1 5 A C T I V I T Y 1 4 - 1 5 0 0 3 0 0 4 0 0 4 
1 5 1 6 A C T I V I T Y 1 5 - 1 6 0 0 5 0 0 1 0 0 1 
1 5 1 7 A C T I V I T Y 1 5 - 1 7 0 0 3 0 0 3 0 0 3 
1 6 1 7 D U M M Y 1 6 -• 1 7 0 0 0 0 0 0 0 0 0 
I 6 1 8 D U M M Y 1 6 -• 1 8 0 0 0 0 0 0 0 0 0 
1 6 1 9 A C T I V I T Y 1 6 - 1 9 0 0 3 0 0 2 0 0 2 
1 7 1 9 A C T I V I T Y . 1 7 - 1 9 0 0 5 0 0 2 0 0 2 
1 8 1 9 A C T I V I T Y 1 8 - 1 9 0 0 5 0 0 1 0 0 1 
1 9 2 0 D U M M Y 1 9 -• 2 0 0 0 0 0 0 0 0 0 0 
1 9 2 1 A C T I V I T Y 1 9 - 2 1 0 0 5 0 0 1 0 0 1 
2 0 2 1 A C T I V I T Y 2 0 - 2 1 0 0 5 0 0 3 0 0 3 
2 1 2 2 A C T I V I T Y 2 1 - 2 2 0 0 3 0 0 5 0 0 5 
2 2 2 3 A C T I V I T Y 2 2 - 2 3 0 0 4 0 0 2 0 0 2 
m u l t i p l e C y c l e p r o j e c t s c h e d u l e 
A C T I V I T Y NODES A C T I V I T Y 
NO I J DESCRIPTION 
1 1 2 A C T I V I T Y i - 2 
2 2 3 A C T I V I T Y 2-3 
3 3 «f A C T I V I T Y 
** * 5 A C T I V I T Y « » - 5 
5 5 6 A C T I V I T Y 5-6 
6 5 7 ACTIVITY 5-7 
START F I N I S H 
CYCLE DURATION TIME TIME 
1 0 <» 
2 8 
3 <» 8 12 
(f t2 16 
5 if 16 20 
1 2 <t 6 
2 2 U 16 
3 2 16 18 
M 2 t8 20 
5 2 20 22 
1 1«* 6 20 
2 1«» 20 3«» 
3 1«» 3<* «*8 
<• 1«» «*B 62 
5 1«» 62 76 
1 2 22 2<t 
2 2 38 «40 
3 2 56 
«» 2 63 65 
5 2 78 
1 5 s o 55 
2 5 55 60 
3 5 60 65 
n 5 65 70 
5 5 78 83 
1 1 79 80 
ro
 
1 80 81 
3 1 81 82 
1 82 83 
MULTIPLE CYCLE PROJECT SCHEDULE 
ACTIVITY NODES ACTIVITY 
NU I J DESCRIPTION 
6 5 7 ACTIVITY 5 - 7 
7 5 10 ACTIVITY 5 - 1 0 
ti 5 11 ACTIVITY 5 - 1 1 
9 5 12 ACTIVITY 5 - 1 2 
10 5 1«» ACTIVITY 5 - l « » 
11 6 8 ACTIVITY 6 -8 
12 7 9 ACTIVITY 7-9 
START F I M I S H 
CYCLE DURATION TIME TiME 
5 1 83 8* 
1 10 t*0 50 
2 10 s o 60 
3 10 60 70 
<t 10 70 80 
5 10 80 90 
1 3 79 82 
2 3 82 85 
3 3 85 88 
«• 3 88 91 
5 3 <U 9* 
1 10 <*5 55 
2 10 55 65 
3 10 65 75 
«• 10 75 85 
5 10 R 5 95 
1 16 !>«• «»0 
2 16 uo 56 
3 16 56 72 
t» 16 72 83 
5 16 *8 10U 
1 5 55 60 
2 5 60 65 
3 5 65 70 
it 5 70 7 5 
5 5 83 88 
1 2 80 82 












12 7 9 ACTIVITY 7-9 3 2 ««• 86 
<» 2 86 88 
5 2 BB 90 
13 8 1 0 ACTIVITY a - i o 1 5 60 65 
2 5 65 70 
3 5 70 75 
>» 5 75 80 
5 5 88 93 
m 8 1<* ACTIVITY B-I«» 1 5 71 76 
2 5 76 81 
3 5 81 86 
if 5 86 91 
5 5 <U 96 
17 '10 12 ACTIVITY 1 0 - 1 2 1 5 65 70 
2 5 70 75 
3 5 75 80 
t» 5 8-0 85 
5 5 93 98 
18 11 15 ACTIVITY 1 1 - 1 5 1 3 82 85 
2 3 85 88 
3 3 88 91 
<t 3 91 9«* 
5 3 9i» 97 
19 12 13 ACTIVITY 12-13 1 3 76 79 
2 3 79 82 
3 3 82 85 
<t 3 85 88 
5 3 98 101 
20 13 m ACTIVITY i 3 - m 1 3 79 82 
CYCLE DURATION 
MULTIPLE C Y C L E PROJECT SCHEDULE 
ACTIVITY MODES ACTIVITY 
NO I J DESCRIPTION 
20 1 3 m ACTIVITY 1 3 - U 
2 1 I t 15 ACTIVITY l« t - l5 
22 1 5 1 6 ACTIVITY 1 5 - 1 6 
23 i s 1 7 ACTIVITY 1 5 - 1 7 
2 6 1 6 1 9 ACTIVITY 1 6 - 1 9 
27 1 7 1 9 ACTIVITY 1 7 - 1 9 
START F I M I S H 
CYCLE DURATION TIME TIME 
2 3 *2 85 
3 3 85 88 
1+ 3 88 91 
5 3 1 0 1 lOt 
1 3 82 85 
2 3 85 88 
3 3 fis 91 
it 3 91 9t 
5 3 lOit 107 
1 5 85 90 
2 5 90 95 
3 5 05 100 
i» 5 100 105 
5 5 107 112 
1 3 89 92 
2 3 9 2 95 
3 3 95 98 
it 3 98 1 0 1 
5 3 107 1 1 0 
1 3 9«t 97 
2 3 99 102 
3 3 102 105 
it 3 105 108 
5 3 112 115 
1 5 ^2 97 
2 5 97 102 
3 5 102 107 
it 5 107 112 
5 5 112 117 
MULTIPLE CYCLE PROJECT SCHEDULE 
ACTIVITY NODES ACTIVITY 
NO I J DESCRIPTION 
28 18 19 ACTIVITY 18-19 
30 1 9 2i ACTIVITY i 9 -2 i 
31 ^o 2 1 ACTIVITY 2 0 - 2 1 
32 2 1 22 ACTIVITY 2 1 - 2 2 
33 22 23 ACTIVITY 22-23 
START FINISH 
CYCLE DURATION TI*E TIME 
1 5 q 2 9 7 CM 5 9 7 1 0 2 
3 5 1 0 2 1 0 7 
If 5 1 0 7 1 1 2 
5 5 1 1 2 1 1 7 
1 5 9 7 1 0 2 
2 5 1 0 2 1 0 7 
3 5 1 0 7 1 1 2 
5 1 1 2 1 1 7 
5 5 1 1 7 1 2 2 
1 5 9 7 1 0 2 
2 5 1 0 2 1 0 7 
3 5 1*7 1 1 2 
4 5 1 1 2 1 1 7 
5 5 1 1 7 1 2 2 
1 3 1 0 6 1 0 9 
2 3 1 0 9 1 1 2 
3 3 1 1 2 1 1 5 
4 3 1 1 7 1 2 0 
5 3 1 3 2 1 2 5 
1 4 1 0 9 1 1 3 
2 4 1 1 3 1 1 7 
3 4 1 1 7 121 
4 4 1 2 1 1 2 5 
5 4 1 2 5 1 2 9 
MULTIPLE CYCLE PROJECT 
COST SUMMARY 
NODES ACTIV/ITY INTERRUPTIONS UNIT COSTS TOTAL COSTS 
I J UESCRIPTION NUMBER LENGTH FIXED VARIABLE FIXED VARIABLE 
1 2 ACl ' I V I T Y 1-2 0 0 2 2 0 0 
2 3 ACl I V l T Y 2-3 1 8 3 3 3 24 
3 t» ACl I V l T Y 3-4 0 0 1 1 0 0 
4 5 ACl IVI TY i4-5 4 46 4 4 16 184 
5 & ACl r i v i T Y b - 6 1 8 1 1 1 8 
5 7 ACl r i v i T Y b - 7 0 0 3 3 0 0 
5 10 ACl r i v i T Y b - 1 0 0 0 1 1 0 0 
5 11 ACl r i v i T Y 5-11 0 0 5 5 0 0 
5 12 ACl r i v m b - 1 2 0 0 3 3 0 0 
5 m ACl r i v i T Y 5 - m 0 0 2 2. 0 0 
6 8 ACl n VI FY 6-8 1 8 2 • 2 2 16 
7 9 Ar.l r i v i ry 7-9 0 0 2 2 0 0 
8 10 AC 1 r i v i T Y 8-10 1 8 2 2 2 16 
8 IH AC 1 r i v i T Y a - n 0 0 2 2 0 0 
10 12 ACl r i v i T Y 10-12 1 8 3 3 3 24 
11 15 ACl r i v i T Y 11-15 0 0 2 2 0 0 
12 13 ACl r i v i T Y 12-13 1 10 4 4 4 40 
13 li* feCl r i v i T Y 13-11* 1 10 3 3 3 30 
1«* 15 ACl r i v i T Y 14-15 1 10 4 4 4 140 
15 16 ACl r i w l T Y 15-16 1 2 1 1 1 2 
15 17 ACl r i v i T Y 15-17 1 6 3 3 3 18 
16 19 ACl r i v i T Y 16-19 2 6 2 2 4 12 
17 19 ACl r i v i T Y 17-19 0 0 2 2 0 0 
18 19 ACl r i v i T Y 18-19 0 0 1 1 0 0 
19 21 ACl r i v i T Y 19-21 0 0 1 1 0 0 
20 21 ACl r i v i T Y 20-21 0 0 3 3 0 0 
21 22 ACl r i v i T Y 21-22 2 4 5 5 10 20 
22 23 ACl r i v i T Y 22-23 0 0 2 2 0 0 
I B 134 56 434 
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I J TZ Ol2345b789nl234567B90123456789o i234567B901;>345678901234b67a90 l234567B90123456789Ql23456789o l234567a9 
1 2 5 
2 3 5 
3 4 5 
4 5 5 
5 6 5 
5 7 5 
5 10 5 
5 11 5 
5 12 5 
5 14 5 
6 a 5 
7 9 5 
8 10 5 
B 14 5 
10 12 5 
11 15 5 
12 13 5 
13 m 5 
14 15 5 
15 16 4 
15 17 4 
16 19 2 
17 19 2 
18 19 2 
19 21 1 
20 21 1 
21 22 1 
22 23 1 
FIXED COST = 56 DAILY COST = 434 DELAY COST = 0 TOTAL COST = 490 
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APPENDIX C 
DOCUMENTATION OF THE DEMAND MODE SCHEDULING PROGRAM 
The demand mode scheduling program is very similar to the batch 
mode program in that it uses most of the scheduling subroutines that were 
employed in CPSS. All of the major variables are the same. The main pro­
gram has several additional variables which are used as indicators, in­
dices, or temporary storage areas. These may be easily determined from 
the context of the source listing of the program. 
The only subroutines which are specialized to the use of the de­
mand program are the subroutines WRITE1, WRITE2, and WRITE3. These sub­
routines perform the specialized operations of printing a listing of all 
continuous activities in a project schedule, all non-continuous activi­
ties in a project schedule, and the schedule of any specified activity, 
respectively. 
There are no specified input formats. All instructions for enter­
ing data are printed by the main program when it prompts the user for 
input. There are several varied output formats, all of which have been 
developed to interact with the user conversationally. 
The following pages present, in order, a macro flowchart, a listing 
of the main program, and two sample runs of the demand mode program. The 
sample runs demonstrate very well the interactive features of this pro­
gram and give some indication of their usefulness. 
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Set STAR(I) = 





















































I M P L I C T I 
C * * * V A R I A B l E C , 
OO-mmON / O N 
COMMON 
C O M M O N 
COMMON 
CO^iViON 
C O imO N 
COMMON 
* D C O S T 
I N T E G E R ( A - Z ) 
/ I l l O O ) , J ( 1 0 U ) 
/ T W O / N A ^ T S , N C Y C 
/ T H P E E / M 1 0 0 ) 
/ F O » i r / s t a R ( 1 0 o ) f S T R C N T 
/ F l V F / F S 5 ( 1 0 0 , 5 0 ) , L S S ( 1 0 0 , 5 0 ) 
/ S I V / P C M T ( 5 n ) , S C U T ( 5 0 ) f F L A G < l T 0 > f C 0 U N T ( 5 ) 
/ S E V E N / T C O S T F ( 1 0 0 ) f I C O ^ T V ( I O O ) , O E c C ( 1 0 0 f 4 ) 
D A T A S T A R / 1 0 0 * ' • / 
D I M E N S I O N S ( 1 0 n » 5 0 ) , L I N E ( 1 0 0 ) , L ^ W ( 1 0 o ) , P n C N T ( 5 0 ) , 
* P S C M T ( 5 0 ) 
C * * * F O R M A l S 
l O n n 
l o n i 
5 0 0 n 
F O R M A T ( ) 
F O R M A T < A 3 ) 




5 0 0 1 
/ 
* / 












5 0 0 2 F 0 R M A T ( / 1 X 
* / r l X 
* / r I X 
* / » l X 
* / f I X 
* / » I X 
5 0 0 3 F O R M A T r / I X 
* » P R O J E C T 
5 0 0 4 F 0 R M A T ( / 1 X 
* / f I X 
* / » 1 X 
* /, l X 
* /»1X 
* / * 1 X 
5 0 n 5 F O R M A T ( / l X 
* / » 1 X 
* / f l X 
* / f l X 
* / f I X 
5 0 o 7 F 0 r M A T ( / 1 X 
* / f l X 
* » u u S 
* / f l X 
* / f l X 
* / f l X 
T H I S P R O G R A M A L L O W S T H E U S E R T O E X A M I N E 1 » 
R E S U L T I N G I N T E R R U P T I O N A N D D F L A Y C O S T S * , 
F O R A L T E R N A T I V E S r H c D U L E S O F A p A R A l , E L ' f 
M U i . T l - c Y c L E R R O J E r T . ' f 
D O Y O U H A V E A P R O B L E M T O R U N ? ' f 
( F M T E R Y E S / N O ) • ) 
E N T E R - I N I N T E G E R F O R M A T A N n S F P A R A T E D ' * 
B Y COMMAS - T H E N l ' M b E R O F A C T I V I T I E S , • , 
T H E N U M B E R O F C Y O E S I N T H E D R O J E C T , » , 
A N N T H E P E R Q A Y P R O J E C T D E L A Y C O S T . ' ) 
E N T E R - O N E L I N E A T A T I M E f T N t N T E O F K • , 
F O R M A T * AND S E P A R A T E D B Y C O M M A S - ' , 
T H r I AND J N O D E S , A C T I V I T Y D U R A T I O N , • 
F I X E D I N T E R R U P T I O M C O S T A M D S 
V A R I A B L E I N T E R R U P T I O N C O S T F O R • , 
E A C H A C T I V I T Y , ' ) 
T H E M I N I M U M C O M P L E T I O N T I M E F O R T H I S ' , 
: f f 2 X f 1 6 ) 
T H E T O T A L C O S T S O F T H I S S C H E r U L E J • f 
V A R I A B L E I N T E R R U P T I O N C 0 S T . . » f I 6 f 
F I X E D I N T E R R U P T I O N C O S T . . # # m t , I 6 f 
D E L A Y C O S T » t 6 » 
T O T A L C O S T • f 1 6 ) 
S E L E C T O N E O F T H E F O L L O W I N G J U N C T I O N S : * f 
( 1 ) F I X l D C O S T O F M T E R P U P T I O N ' , 
( 2 ) V A R I A B L E C O S T O F I N T E R R U P T I O N ' . 
( 3 ) S U M O F F t X l D A N D V A n l A B L E C O S T S ' , 
E N T E R I f 2 f OR 3 . • ) 
Y O U N O W H A V E T H E F O L L O W I N G O p T I O N S : ' . 
( i ) S E L E C T A C T I V I T I E S T O B E C O N T I N U E 
( ? ) V A R Y T H E P R O J E C T C O M P L E T I O N T I M E • f 
( 3 ) S T O P ' , 
E N T E R i f 2 f OR 3 * ) 
1 9 0 
s o n * F O R M A T * / i x , • H O W M A N Y A C T I V I T I F S D O Y O U W T S H T O ' * 
*• M A K E C O N T I N U O U S ) 
E N T E R - S E P A K A T E D p Y C O M M A S - T H E ' » 
S E Q U E N T I A L I D N U M P E K S O F T H E » » 
A C T I V I T I E S T O B E C O N T I N U O U S 1 ) 
Y 0 ' » N O W H A V E T H E r O i - L O W l N G O P T I O N S : ' , 
( 1 ) A D D O R D F L E T E A C T I V T T I E S W H r c H » , 
M U S T B E C O N T I N U O U S * . 
( ? ) S T O P * t 
E N T L R 1 O R 2 » ) 
E N T E R T H E N U M B E R O F A C T I v / i T l E S Y O U w R S H ' , 
T O R E m O V E F R O M C O N T I N U O U S S C H E D U L I N G * ) 
E N T L R - S E P A R A T E D B Y C O M M A S - T m E 'f 
S E O U E N T I A L I D N U M P E R S O F T H E A C T I V I T I E S ' , 
W H I C H A R E T O B E R F M O V E D ' ) 
E N T E R A C O M P L E T I O N T I M E G E • 
5 0 0 9 F O R M A T < / i x » 
* /9\X, 
* / , 1 X , 
5 0 1 0 F 0 R M A T ( / 1 X . 
* / M X » 
* / r l X , 
* /1IX » 
* / • ] X t 
5 0 1 1 F O R M A T , / 1 X . 
* / r l X . 
5 0 . 1 2 F O r m A T , / i X . 
* / f l X f 
* / f l X f 
5 0 1 3 F O R M A T ( / I X » 
* I 6 ) 
5 0 1 4 F O m i A T i / I X . 
* / f l X , 
* / ' l X . 
* / f l X f 
5 0 1 5 F O R M A T ( / I X f 
50.L6 F O p M A T < / T X , 
X / f l X f 
5 0 1 7 F 0 R M A T ( / 1 X , 
* / f l X f 
* / f l X f 
* / f l X , 
* / f l X . 
* / f l X . 
1 6 , • A N Q I...E • 
r o u N O W H A V E T H E F O L L O W I N G O P T I O N S : ' . 
( l ) S E L E C T A N O T H E R C O M P L F T I O N T I M E * f 
( ? ) S T O P ' , 
E J T E R 1 O R 2 t ) 
T H E M A X I M U M C O M P L F T l O N T I M E I S » f I 6 ) 
W O U L D Y O U L I K E A N Y I N F O O N T H E 1 . 
S C H E D U L E D A C T I V A T E S ( Y E S / N O ) » ) 
Y O U H A V E T H E F O L L O W I N G O P T I O N S : » , 
( 1 ) L I S T C O N T I N U O U S A C T I V I T I E S ' , 
( 2 ) L I S T N O N - C O N T I N U O U S A C T I V I T I E S ' , 
( 3 ) L I S T I N D T V I D U A L A C T T V I T I E S ' , 
< 4 ) C O N T I N U E S C H E D U L I N G . ' , 
E . T L R l , 2 , 3 f O R 4 ' ) 
C * * * O r t T A l , > i I n P U T D A T * 
W R I T E ( 6 f 5 0 ^ 0 ) 
R E A D ( 5 . 1 0 0 1 ) Y F«;N0 
I F ( Y E S N O , N r . ' / r - S » ) 
W R I T E ( ^ f f S O n l ) 
R E A D ( 5 , 1 0 0 o ) N a r T S , N C Y C t D c O S T 
W R I T E ( 6 f 5 0 0 5 ) 
R E A D ( 5 , 1 0 0 0 ) Y E S N O 
T Y P E = Y r S N O - l 
W R T T E ( 6 f 5 0 ^ 2 ) 
0 0 1 0 N = 1 , N A C T S 
R r A D ( 5 , l o n O ) T ( N ) , J ( N ) , D ( M ) , I C O S T F ( N ) , I C O S T V ( N ) 
I 1 = 1 ( N ) 
J J = J ( M ) 
S C N T ( T I ) = S C I « T ( I T ) + 1 
P C N T ( J J ) = P C N T ( J J ) + 1 
I n C O m T I N U L 
C * * * F I N D M I N J M U M C O M P L E T I O N T I M E S C M E U U L E A N D C O S T S 
D O i 5 A = l , 5 n 
P P C N T ( A ) = P C N T ( A ) 
G O T O 9 9 9 9 9 
P s C N T < A ) r S C N T (A ) 
1 5 C O M T I N M E 
C A L L C Y C L l r < S , M i N D , T Y P E , I N D 1 , T N U 2 , I N D 3 , 1 ) 
DO 1 7 A = l , s O 
P r N T ( A ) = p ^ > C N T ( A ) 
S C M T ( A ) = P $ C N T ( A ) 
1 7 C O N T I N U E 
C * * * W R I T E M I N I M U M C O M P L E T I O N T I M E O U T P U T 
W R I T E ( 6 , 5 0 n 3 ) M T N U 
DO 2 0 N = l , N A C T S 
C , L l I 0 W B N D ( N , S , L O W ( N ) , L E N G T H ) 
I C O S T l = i C O S T l + L O W ( N ) * I C O S T F ( N ) 
I C O S T 2 = I c O S T 2 + L E N G T H * I c O S T v ( N ) 
? 0 C O N T l N f . t 
T c O S T r I C O S T 1 + I r O S T p 
w R T T E ( 6 » B 0 n t + ) I r O S T ? , J C O S T 1 , P D r O S T , T C O S T 
C * * * A C , K ( i<;ER I F M E D E S I R E S A C T I V I T Y t N F O 
W R T T E ( f , » 5 0 i 6 ) 
R E A D ( 5 . 1 0 0 1 ) y e s n o 
I F ( Y E S N U . N ^ , I Y E S « ) GO T O 3 0 
P S W R t T E ( ^ , 5 0 i 7 ) 
R E A - ) ( 5 , l 0 0 o ) Y f S N O 
I F ( Y E S N O . E O . d C A L L W R I T E K S , L . 0 W , $ 2 5 ) 
I F ( Y E S N w . E o . 2 ) C A L L I T F . 2 ( S , | O w , S 2 5 ) 
I F < Y E S N 0 . E 0 . 3 ) C A L L W R I T F . 3 { S , * 2 b ) 
C * * * r i N D T H E MAXIMUM C O M P L r T l O l M T l M r 
3 0 D O o l N = l , N A C T S 
I r t o t " ) . E o . O ) G O T O 3 1 
S t R C N t S T R C N T + 1 
S T A R = 
3 1 C O N T I N U E 
D M A X = 0 
C A L L C Y C L I C ( S F D M A X , T Y P E , I N D l , T N U 2 , I N D 3 , 1 ) 
S T R c N T r O 
DO 3 2 f = 1 , M A C T S 
S T A R ( N ) = » • 
3 ? C O N T I N U E 
DO 3 3 ^ = 1 , ^ 0 
P r N T l * ) = p n C N T ( A ) 
S C N T ( A ) = P S C N T ( A ) 
3 3 C O M T I N U E 
W R I r E t ^ , 5 0 l 5 ) D M A X 
C * * * / \ L L 0 w U S F R T * S E L E C T O P T I O N S 
W R I T E ( ^ , 5 0 0 7 ) 
R E A n ( 5 , 1 0 0 n ) Y p S N O 
I F I Y E S N O . E O . 3 ) GO T O 9 9 9 9 9 
I F ( Y E S N O . N F . l ) GO T O 9 0 
C * * * S E L E C T C O N T I N U O U S A C T I V I T I E S 
i*0 W R t T E (f, , 5 0 n 8 ) 
R E A U ( 5 f 1 0 0 0 ) N u M b 
I F ( N U M R . f O . O ) GO T O 5 5 
192 
W R I T E ( 6 , 5 f ) n 9 ) 
R E A r , ( 5 , 1 0 0 0 ) ( L I N E ( K ) ,K=i t N U M p ) 
D O 5 0 K - 1 » N U M B 
I F ( D ( M ) . E O . U ) G O T O 5 0 
S T K C N T = S T r ? C N T + l 
N r L T N E ( K ) 
S T A R ^ ' ) ^ * ' 
5 0 C O N T l N U c -
C * * * < ; r H E D U L E T H E A C T I V I T I E S 
5 5 C O M p T = r 
C A L L C Y C L I C ( b , C O M P T , T Y P E , I N D 1 , I i 4 D 2 » I N D 3 , 1 ) 
0 0 0 5 » = 1 , 5 0 
P C N T ( A ) = P P C N T ( A ) 
S r N T U ) = P S C N T ( A ) 
H 5 C O N l I N i E 
C * * * W R I T E C O N T I N M Q U S S C H E D U L E O U T P U T 
I C O S T l r 0 
I C . 0 S T 2 = 0 
P D C o S T r U 
T C O S T r r 
W R I T E ( ^ , 5 0 0 3 ) C O M P T 
D O 7 0 M = 1 » * » A C T < ; 
C A L i i O W R N D ( N , S , L O W ( N ) , L F N G T H ) 
l C O S T l r i r O S T H - L O W ( f M ) * l c O S T F ( N ) 
I C O S T ? = I C o S T 2 + L E N G T h * l c o s T V ( N ) 
7 0 C O N T I N U E 
P D r . O S T - ( C O M P T - M I N D ) * D C O S T 
T c O S T = p D c O S T + i r O S T j + I C O S T 2 
W R I T E U » 5 0 0 4 ) I ^ 0 S T 2 » I C 0 S T l , P D r 0 S T , T C 0 S T 
C * * * * S K <JSER I F " F D E S I R E S A C T I V I T Y T N F O 
WRTT E U..t 5 0 1 6 ) 
R E A P / ( 5 , 1 0 0 1 ) Y F ^ N O 
I F ( Y E S - 0 , N F , • Y E S • ) G O T O 7 7 
7 5 W R I T £ ( ^ 5 0 1 7 ) 
R E A I ) ( 5 , l ( ) 0 n ) Y E S N O 
I F ( Y E S N O . E O . l ) C A L L W R I T F . 1 ( S r f 0 W , * 7 5 ) 
I F ( Y t S i i O . E o . 2 ) C A L L W R l T £ 2 ( S , f 0 W , $ 7 5 ) 
T F ( Y E S N O . E ^ . 3 ) C A L L W R l T £ 3 ( S > * 7 5 ) 
C * * * S E L E r T T M L N ^ W O P T I O N S 
7 7 . v R T T E ( 6 » 5 0 i O ) 
R E A D ( 5 . 1 0 0 0 ) Y E S N O 
I F ( Y E S N O . N E . l ) G O T O 9 9 9 9 9 
W R r T £ ( 6 , 5 0 1 1 ) 
R E a « ) ( 5 . 1 n 0 n ) N U M b 
T F ( N U M B . F Q . O ) ^ 0 T O 4 0 
W R I T E ( 6 » 5 0 J 2 ) 
R E A D ( 5 . 1 0 0 0 ) ( L T N E ( K ) , K = 1 , N U M B ) 
D O 8 0 K = 1 , N U M , 
I t ( Q ( N ) . E Q . O ) G O T O 8 0 
S T R C N T = S T R C N T - 1 
N r L T N r ( K ) 
193 
S T A R ( » • • ) = •, • 
fln C O M T I N U L 
G O T O >;0 
C * * * * * * * * * - * * ^ * * * + * * * * * * * * * 
C * * * C , F L E C T A NpW C O ^ L E T l O i J T I M E 
9 n w R T T E ( f , r S 0 1 3 ) M T N D . D M A X 
R E A D ( 5 . 1 0 0 0 ) M A X D 
i F C M A X n . G T . n M A X . O R . M A X D . L T . M I N D ) GO T O 9 0 
C * * * S r : H E n u L E T H E A C T I V I T I E S 
C A L L C Y C L I C ( S , M A X H » T Y P E f i N Q l , T N 0 2 » I N D 3 f 1 > 
D O 9 7 A = l t 5 0 
P r N T ( * ) = P r > C N T ( A ) 
S C N T ( * ) = P q C N T ( A ) 
9 7 C O N T l N u L 
C * * * W k - I T E T H r O U T P U T 
I C O S T l R 0 
l C > S T 2 = 0 
P O c o S T r O 
T C O S T = 0 
D O 1 0 0 N = l r M A C ' S 
C A L L I O W R M D ( N , S , L O W ( N ) . L E N G T H ) 
I r O S T l = i C ^ S T j . + L O W ( N ) * l C O S T F ( N ) 
I C 0 S T 2 r I C 0 S T 2 + L E N G T H * I C 0 < ; T V ( N ) 
l O n C O M T I N U E 
P D C O S T = ( M A X n - M I N D ) * D C O S T 
T C O S T = P L > C O S T + I < * O S T j + I C 0 S T 2 
W R T T E ( 6 r 5 0 0 4 ) I ' - O S T p r I C 0 S T 1 , P D r O S T r T C O S T 
C * * * A S K UC .ER I F t ' F D F S I R E S A C T I V I T Y I N F O 
W R I T E ( 6 # 5 0 1 6 ) 
R E A D { 5 . l o O l ) Y E ^ N O 
I F ( Y E S N O . N r . * Y r S « ) GO T O Hz 
1 1 0 W R T T E ( 6 r 5 0 l 7 ) 
R E A n ( 5 . l o O o ) YE«;NO 
I F ( Y E S N O . E O . 1 ) C A L L W R l T ^ l < S M O W , $ 1 1 0 ) 
I F ( Y E S M O . E 0 . 2 ) C A L L v ; R l T E 2 C S f | O t f » $ l l 0 ) 
I F ( Y E S i i O . E A . 4 ) C A L L W R l T £ 3 ( S r « r l i O ) 
C * * * S F L E C T T H E NrW O n T I O N S 
1 1 2 W R T T E ( 6 r 5 0 1 * * ) 
R E A D ( 5 r l o O o ) YE«:NO 
I F ( Y E S N O . E n . l ) GO T O 9 0 
Q 9 9 9 q S T o P 
***************************** 
S U B R O U T I N E w R l T E l ( S » L O W » D U M ) 
I M P L I C I T I N T E G E R ( A - ? ) 
COMiViON / O N F / I ( 1 0 0 ) . J ( 1 0 0 ) 
C O M M O N / T W O / | M A C T S f N C Y C 
D I M E N S T O N Q t l 0 n , 5 n ) r L O W ( l O O ) 
W R T T E ( 6 » 5 0 « ? 0 ) 
M = 0 
C * * * 
D O 1 0 . = 1 » ^ ' A C T S 
I R ( L O W ( I J ) . K E . O . O R . D ( N ) . E O . U ) G O T O 1 O 
W R I T E f 6 , 5 " B L ) I ( N ) , J ( N ) , S ( N , 1 ) 
1 0 C O - I Uht 
5 0 5 0 F O R M A T ( I X , F C O N T I N U O U S A C T I V I T I E S A R E ' . 
/ , 3 X , • 1 1 , 2 X , • J ' , I X , » S ( N , 1 ) 1 ) 
5 0 5 1 F O R M A T , 2 X ' T 2 » L V R - I 2 , 3 X » I < + ) 
R E T U R N 3 
C * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
S U B R O U T I N E W R L T T 2 ( S , L O W , J J U M ) 
I M P L L C L I I N T E G E R ( A - Z ) 
C * * * 
C O M M O N / Q N F / I ( 1 0 0 ) » J ( 1 0 0 ) 
C O M M O N / T W O / I J A C L S R H C Y C 
D L 4 H N S T O N R ; ( 1 0 N » 5 0 ) , L O W ( 1 0 0 ) 
C * * * 
W R I T E ( 6 » 5 0 6 0 ) 
D O 1 0 R = 1 . M A C T S 
I F ( L O I - ' ( N ) . E Q . O . O R . O ( N ) . E O . U ) G O T O 10 
W P L T E ( 6 , 5 O B L ) I ( M ) , J ( N ) , ( S ( N , P ) * P = L R ^ C Y C ) 
I N C O M R I N U T 
5 0 6 0 F O P M A T ( 1 X » • N O N - C O N T I M U O U S A C T T V X T T E S A R E » , 
* / , 4 X , ' I ' , ^ A , » J M X R ' S C H E D U L E : 1 ) 
5 0 6 1 F O R M A T ( 1 0 ( T X R L 4 ) ) 
R E T L J R U 3 
£********************************** 
S U B R O U T I N E W R I T E 3 ( S » D U M ) 
I M P L I C T T I M T E G F R ( A ~ Z ) 
C * * * 
C O M M O N / O N F / I ( 1 . 0 0 ) R J ( 1 0 0 ) 
C O V I I I O N / T W ^ / I U C T S » R T C Y C 
C O M M O N / T H P P E / D D O O ) 
C O . - - V . O N / S E V E N / T C O S T F ( 1 0 0 ) » I C O ? T V ( 1 0 0 ) , D E S C ( 1 0 0 , 4 > . D C O S T 
D I M E N S I O N S ( 1 0 0 , 5 0 ) 
W R I T E ( 6 R 5 0 7 O ) 
1 0 R E A D ( 5 , 2 0 0 0 ) A 
2 0 0 0 F 0 P / , A T ( ) 
I F ( . . . G T . N A O T S ) G O T O 2 0 
W R R I E ( 6 F 5 0 7 1 ) I ( A ) , J ( A ) , D ( A ) , I C O S T F ( A ) , I C O S T V ( A ) 
W R I T E ( 6 » 5 0 7 P ) 
W R I T E U , 5 0 ^ 3 > ( S ( A R R ) , B = 1 , N C Y C ) 
G O T O 1 0 
5 0 7 0 F O R M A T ( L X * * E N T R K T ! | E N U M B E R O F T H E A C T I V T T Y T H A T Y O U ' , 
* • W A M T . T * 
* / , 1 X , » T 0 " E T L L R N T O S C H E D U L I N G , E N T E D A N U M B E R • t 
* / , L X » ' G R E A T L P T H A N T H E N U M T F E R O F A C T L V I T L E B ' ) 
5 0 7 1 F 0 R M A T ( L X F ' I = ' R L 2 , ' J = ' , I 2 , » P = ' , I 2 , » I C O S T F = ' , L 2 R 
* • I C 0 S T V = ' , I 2 ) 
5 0 7 2 F O R M A T T L X , ' T H E S C H E D U L E O F T H F A C T I V I T Y I S : ' ) 
5 0 7 3 F O R M A T ( i o ( i x » I ' M ) 
? ( \ R E T U R N 2 
E N D 
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e X Q T C P S S 2 . P R G M - D 
THIS PR0GRAM A L L 0 W S THE USER T0 EXAMINE 
R E S U L T I N G I N T E R R U P T I 0 N A N D D E L A Y C0STS 
F0R A L T E R N A T I V E S C H E D U L E S 0F A P A R A L L E L 
MULT I-CYCLE P R 0 J E C T . 
D0 Y0U H A V E A P R 0 B L E M T0 RUN ? 
(ENTER Y E S / N 0 ) 
YES 
ENTER - IN INTEGER F 0 R M A T A N D S E P A R A T E D 
B Y C0MMAS - THE NUMBER 0F A C T I V I T I E S , 
THE NUMBER 0F CYCLES IN T H E P R 0 J E C T , 
A N D THE P E R DAY P R 0 J E C T D E L A Y C 0 S T • 
3 3 , 5 , 8 
S E L E C T 0NE 0F THE F 0 L L 0 W I N G F U N C T I 0 N S : 
(1) F I X E D C0ST 0F INTERRUPTI0N 
(2) V A R I A B L E C0ST 0F INTERRUPTI0N 
<3> SUM 0F F I X E D A N D V A R I A B L E C0STS 
ENTER 1, 2 , 0R 3. 
1 
ENTER - 0NE L I N E A T A T I M E , IN INTEGER 
F0RMAT, A N D S E P A R A T E D BY C0MMAS -
THE I AND.J N 0 D E S , A C T I V I T Y DURATI0N, 
F I X E D INTERRUPTI0N C0ST A N D 
V A R I A B L E I N T E R R U P T I 0 N C0ST F0R 
E A C H _ A C T I V I T Y . 
1,2,4,2,2 
2 , 3 , 2 , 3 , 3 
3,4,14,1,1 













1 0 . 1 2 . 5 . 3 . 3 
11,15,3,2,2 
1 2 , 1 3 , 3 , 4 , 4 
1 3 , 1 4 , 3 , 3 , 3 
1 4 , 1 5 , 3 , 4 , 4 
1 5 , 1 6 , 5 , 1 , 1 
i 5 , 1 7 , 3 , 3 , 3 
1 6 , 1 7 , 0 , 0 , 0 
1 6 , 1 8 , 0 , 0 , 0 
1 6 , 1 9 , 3 , 2 , 2 
1 7 , 1 9 , 5 , 2 , 2 
1 8 , 1 9 , 5 , 1 , 1 
1 9 , 2 0 , 0 , 0 , 0 
1 9 , 2 1 , 5 , 1 , 1 
2 0 , 2 1 , 5 , 3 , 3 
2 1 , 2 2 , 3 , 5 , 5 
2 2 , 2 3 * 4 , 2 , 2 
T H E M I N I M U M C 0 M P L E T I 0 N T I M E F 0 R T H I S P R 0 J E C T 
T H E T 0 T A L C 0 S T S 0 F T H I S S C H E D U L E : 
V A R I A B L E I N T E R R U P T I 0 N C 0 S T . . 4 5 8 
F I X E D I N T E R R U P T I 0 N C 0 S T 5 8 
D E L A Y C 0 S T 0 
T 0 T A L C 0 S T 5 1 6 
W 0 U L D Y 0 U L I K E A N Y I N F 0 0 N T H E 
S C H E D U L E D A C T I V I T I E S ( Y E S / N 0 ) 
Y E S 
Y 0 U H A V E T H E F 0 L L 0 W I N G 0 P T I 0 N S : 
1 1 ) L I S T C 0 N T I N U 0 U S A C T I V I T I E S 
( 2 ) L I S T N 0 N - C 0 N T I N U 0 U S A C T I V I T I E S 
( 3 ) L I S T I N D I V I D U A L A C T I V I T I E S 
( 4 ) C 0 N T I N U E S C H E D U L I N G . 
E N T E R 1 , 2 , 3 , 0 R 4 
1 
C 0 N T I N U 0 U S A C T I V I T I E S A R E 
I S ( N , 1 ) 
1 2 0 
3 4 6 
5 7 7 9 
5 1 0 4 0 
5 1 1 7 9 
5 1 2 4 5 
1 4 2 4 
7 9 8 0 
8 1 4 7 1 
1 1 1 5 8 2 
2 2 2 3 1 0 9 
Y 0 U H A V E T H E F 0 L L 0 V I N G 0 P T I 0 N S : 
i l ) L I S T C 0 N T I N U 0 U S A C T I V I T I E S 
( 2 ) L I S T N 0 N - C 0 N T I N U 0 U S A C T I V I T I E S 
( 3 ) L I S T I N D I V I D U A L A C T I V I T I E S 
< 4 > C 0 N T I N U E S C H E D U L I N G . 
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ENTER 1,2,3,0R 4 
N0N-C0NTINU0US ACTIVITIES ARE 
I O SCHEDULE: 
2 3 4 1 4 16 18 20 
4 5 22 38 54 63 76 
5 6 50 55 60 65 78 
6 8 55 60 65 70 83 
8 10 60 65 70 75 88 
10 12 65 70 75 80 93 
12 13 76 79 82 85 98 
1 3 14 79 82 85 88 101 
14 15 82 85 88 91 104 
15 16 85 90 95 100 107 
15 1 7 87 90 93 96 107 
16 19 92 95 102 105 112 
17 19 90 95 100 105 112 
18 1 9 90 95 100 105 1 12 
1 9 21 95 100 105 1 10 117 
20 21 95 100 10 5 n o 1 17 
21 22 106 109 1 12 1 1 5 122 
Y0U HAVE THE F0LL0WING 0PTI0NS: 
(1) LIST C0NTINU0US ACTIVITIES 
(2) LIST N0N-C0NTINU0US ACTIVITIES 
(3) LIST INDIVIDUAL ACTIVITIES 
(4) C0NTINUE SCHEDULING. 
ENTER 1,2,3,0R 4 
4 
THE MAXIMUM C0MPLETI0N TIME IS 201 
Y 0 U N0W HAVE THE F 0 L L 0 W I N G 0 P T I 0 N S : 
(1) SELECT ACTIVITIES T0 BE C0NTINU0US 
<2> VARY THE PR0JECT C0MPLETI0N TIME 
(3) ST0P 
ENTER is 2, 0R 3 
H0V MANY ACTIVITIES D0 Y0U WISH T0 MAKE C0NTINU0US ? 
I 
ENTER - SEPARATED BY C0MMAS - THE 
SEQUENTIAL ID NUMBERS 0F THE 
ACTIVITIES T0 BE C0NTINU0US 
4 
THE MINIMUM C0MPLET10N TIME F0R THIS PR0JECT IS: 175 
THE T0TAL C0STS 0F THIS SCHEDULE: 
VARIABLE INTERRUPTI0N C0ST.• 126 
198 




T 0 T A L C0ST 517 
V 0 U L D Y0U LIKE A N Y INF0 0N T H E 
S C H E D U L E D A C T I V I T I E S ( Y E S / N 0 ) 
N 0 
Y 0 U N0W HAVE THE F0LL0WING 0 P T I 0 N S : 
(1) A D D 0R D E L E T E A C T I V I T I E S W H I C H 
MUST B E C 0 N T I N U 0 U S 
<2) ST0P 
ENTER 1 0R 2 
2 
N 0 R M A L E X I T • E X E C U T 1 0 N T I M E : 2210 M L S E C • 
# X Q T C P S S 2 • P R G M - D 
THIS PR0GRAM A L L 0 V S THE USER T0 EXAMINE 
RESULTING INTERRUPT10N A N D D E L A Y C 0 S T S 
F0R A L T E R N A T I V E S C H E D U L E S 0F A P A R A L L E L 
M U L T I - C Y C L E P R 0 J E C T . 
D0 Y0U HAVE A P R 0 B L E M T0 RUN 7 
CENTER Y E S / N 0 ) 
YES 
ENTER - IN INTEGER F 0 R M A T A N D S E P A R A T E D 
B Y C0MMAS - T H E NUMBER 0F A C T I V I T I E S * 
T H E NUMBER 0F CYCLES IN THE P R 0 J E C T , 
A N D THE P E R D A Y P R 0 J E C T D E L A Y C 0 S T . 
3 3 , 5 , 6 
SELECT 0 N E 0F THE F 0 L L 0 V I N G F U N C T I 0 N S : 
(1) F I X E D C 0 S T 0F I N T E R R U P T I 0 N 
C2> V A R I A B L E C 0 S T 0F I N T E R R U P T I 0 N 
(3) SUM 0F F I X E D A N D V A R I A B L E C 0 S T S 
ENTER 1, 2* 0R 3. 
1 
E N T E R - 0NE L I N E A T A TIME* IN INTEGER 
F0RMAT, A N D S E P A R A T E D B Y C0MMAS -
T H E I A N D J N 0 D E S , A C T I V I T Y D U R A T I 0 N , 
F I X E D I N T E R R U P T I 0 N C 0 S T A N D 
V A R I A B L E I N T E R R U P T I 0 N C 0 S T F0R 















9, 1 1,0,0,0 
9,14,0,0,0 
10,12,5,3,3 
1 1 , 1 5 , 3 , 2 , 2 
1 2 , 1 3 , 3 , 4 , 4 
1 3 . 1 4 . 3 . 3 . 3 
1 4 . 1 5 . 3 . 4 . 4 
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15,16,5,1,1 
1 5 , 1 7 , 3 , 3 , 3 
1 6 , 1 7 , 0 , 0 , 0 
16,18,0,0,0 
16,19,3,2,2 
1 7 , 1 9 , 5 , 2 , 2 
18,19,5,1,1 
1 9 , 2 0 , 0 , 0 , 0 
19,21,5,1,1 
2 0 , 2 1 , 5 , 3 , 3 
2 1 , 2 2 , 3 , 5 , 5 
2 2 , 2 3 , 4 , 2 , 2 
T H E MINIMUM C 0 M P L E T I 0 N TIME F 0 R T H I S P R 0 J E C T IS: 129 
THE T0TAL C 0 S T S 0F T H I S S C H E D U L E : 
V A R I A B L E I N T E R R U P T I 0 N C 0 S T . • 4 5 8 
FIXED I N T E R R U P T I 0 N C 0 S T • • • • • 58 
D E L A Y C 0 S T . ... 0 
W 0 U L D Y 0 U LIKE A N Y INF0 0N T H E 
S C H E D U L E D A C T I V I T I E S C Y E S / N 0 ) 
N 0 
THE MAXIMUM C 0 M P L E T I 0 N TIME IS 201 
Y 0 U N0W H A V E THE F 0 L L 0 W I N G 0 P T I 0 N S : 
(1) S E L E C T A C T I V I T I E S T0 B E C 0 N T I N U 0 U S 
(2) VARY T H E P R 0 J E C T C 0 M P L E T I 0 N T I M E 
(3) ST0P 
E N T E R 1, 2 , 0R 3 
T 0 T A L C 0 S T 516 
2 
ENTER A C 0 M P L E T I 0 N TIME G E 
1 75 
129 A N D LE 201 
T H E T 0 T A L C 0 S T S 0F THIS S C H E D U L E : 
V A R I A B L E I N T E R R U P T I 0 N C 0 S T • • 1 
F I X E D I N T E R R U P T I 0 N C 0 S T 




T 0 T A L C 0 S T 
W 0 U L D Y0U L I K E A N Y INF0 0N T H E 
S C H E D U L E D A C T I V I T I E S ( Y E S / N 0 ) 
Y E S 
Y 0 U H A V E 
( 1 ) 
(2) 
T H E F 0 L L 0 W I N G 0 P T I 0 N S : 
L I S T C 0 N T I N U 0 U S A C T I V I T I E S 
LIST N 0 N - C 0 N T I N U 0 U S A C T I V I T I E S 
201 
<3> LIST I N D I V I D U A L A C T I V I T I E S 
(4) C O N T I N U E S C H E D U L I N G . 
ENTER 1*2*3*0R 4 
Y 0 U H A V E T H E F0LL0VING 0 P T I 0 N S t 
(1) L I S T C 0 N T I N U 0 U S A C T I V I T I E S 
(2) LIST N 0 N - C 0 N T I N U 0 U S A C T I V I T I E S 
(3) LIST I N D I V I D U A L A C T I V I T I E S 
C4> C 0 N T I N U E S C H E D U L I N G . 
ENTER 1,2*3*0R 4 
4 
Y 0 U N0V H A V E T H E F 0 L L 0 W I N G 0 P T I 0 N S . 
(l)SELECT A N 0 T H E R C 0 M P L E T I 0 N T I M E 
(2) ST0P 
E N T E R 1 0R 2 
2 
N 0 R M A L E X I T . E X E C U T I O N TIME* 2463 M L S E C 
ENTER THE NUMBER 0F T H E A C T I V I T Y THAT Y 0 U W A N T . 
T0 RETURN T0 SCHEDULING* ENTER A N U M B E R 
G R E A T E R THAN THE NUMBER 0F A C T I V I T I E S 
E6 
1 = 16 J = l 9 D» 3 IC0STF= 2 IC0STV = 2 
T H E S C H E D U L E 0F THE A C T I V I T Y ISx 
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