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1 Introduction
The field of topological data analysis motivates the study of random simplicial complexes,
especially random geometric complexes that are higher-dimensional generalizations of
the well known random geometric graph. Naturally, one builds a simplicial complex on
data points to study features of the data using combinatorial or topological properties
like the f -vector, that counts the number of k-dimensional simplices, the Betti-numbers
or persistent homology. For a recent introduction into the different opportunities in this
research field, we refer to the survey article [BK18].
Let ηd be a stationary Poisson point process in W := [−12 ,+12 ]d ⊂ Rd with dimension
dependent intensity td ∈ (0,∞), i.e. the intensity measure is given by µd = tdΛd, where
Λd denotes the d-dimensional Lebesgue measure. We choose a dimension-dependent
distance parameter δd ∈ (0, 14) with δd → 0 for d→∞.
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The points of ηd are taken as the vertices of the random Vietoris-Rips complex
VR∞(ηd, δd), that contains any k-dimensional simplex {x0, . . . , xk} ⊆ ηdk+16= , k ∈ N,
if and only if the pairwise uniform distances of its vertices are bounded by δd, i.e.
{x0, . . . , xk} ∈ VR∞(ηd, δd) :⇔ ‖xj − xi‖∞ ≤ δd for all i, j ∈ {0, . . . , k}.
The collection of all 1-dimensional simplices coincides with the edges of the well known
random geometric graph, where the points of ηd are taken as the vertices and any two
vertices are connected by an edge whenever their uniform distance is less than or equal
to δd, see [Pen03] for more details.
To simplify our notation, we will mostly omit the index d in the following. Nevertheless
all conditions we impose on the parameter sequences t := (td)d and δ := (δd)d in the
following have to be treated with respect to d→∞.
Let Fk := Fk(VR
∞(ηd, δd)), k ≥ 1, denote the number of k-simplices in the random
Vietoris-Rips complex VR∞(ηd, δd), that is the U -statistic of order k + 1 given by
Fk(VR
∞(ηd, δd)) :=
1
(k + 1)!
∑
(y0,...,yk)∈η
k+1
6=
k∏
i=0
k∏
j=i+1
1
{‖yj − yi‖∞ ≤ δ},
where ‖·‖∞ denotes the uniform norm on Rd. Note that Fk is the k-th component of
the f -vector of VR∞(ηd, δd), i.e.
Fk = fk(VR
∞(ηd, δd)).
Additionally, Fk counts the complete sub-graphs with k + 1 vertices in the random
geometric graph with respect to the uniform distance d∞(x, y) = ‖x− y‖∞.
We investigate the asymptotic distributional behavior of Fk as δ → 0 and the intensity
as well as the space dimension d tend to infinity simultaneously.
1.1 Main results
As a preparation for our limit theorems we show asymptotically sharp bounds for the
expectation and the variance of our k-simplex counting functional:
Lemma 1.1. For all d ≥ 1 and k ≥ 1 the expected number of k-simplices in the random
Vietoris-Rips complex VR∞(ηd, δd) is bounded by
(1− 2δ)d t
(
tδd
)k
(k + 1)d
(k + 1)!
≤ E[Fk] ≤
t
(
tδd
)k
(k + 1)d
(k + 1)!
.
Lemma 1.2. For all d ≥ 1 and k ≥ 1 there existing explicit constants C(k, r) ∈ (0,∞)
only depending on k and r such that the variance of the number of k-simplices in the
random Vietoris-Rips complex VR∞(ηd, δd) is bounded by
V[Fk] ≥ E[Fk] + (1− 2δ)dt(tδd)k
k∑
r=1
C(k, r)(tδd)k+1−r
(
2(k+2)(k+1−r)
r+1 + r
)d
,
2
V[Fk] ≤ E[Fk] + t(tδd)k
k∑
r=1
C(k, r)(tδd)k+1−r
(
2(k+2)(k+1−r)
r+1 + r
)d
.
To ensure that the lower and upper bound for the expectation and variance tend to the
same limit, we assume that (δd)d∈N is decreasing sufficiently fast, i.e. we assume
lim
d→∞
dδd = 0,
see Remark 4.2 for more details.
The asymptotic behavior of Fk depends on how fast the sequence (td)d∈N increases as
d→∞. This phenomenon is quite common for asymptotic results related to edge counts
in fixed dimension and was also shown for edge-counts in high-dimensional random
geometric graphs in our previous work [GT16; Gry19] considering a slightly different
model.
In particular, here, one has to distinguish the following phases, determined by the limit
of the expectation E[Fk]:
lim
d→∞
1
(k + 1)!
t(tδd)k(k + 1)d =∞, (1)
lim
d→∞
1
(k + 1)!
t(tδd)k(k + 1)d = θ ∈ (0,∞), (2)
lim
d→∞
1
(k + 1)!
t(tδd)k(k + 1)d = 0. (3)
The rate of convergence in the following central limit theorem and Poisson limit theorem
will be measured by the so-called Wasserstein distance dW (·, ·) resp. the total variation
distance dTV (·, ·), see Section 2.2 below for a formal definition. We indicate convergence
in distribution by writing
D→.
If the expectation tends to infinity (1) the k-simplex counting functional satisfies a
central limit theorem:
Theorem 1.3 (Gaussian Approximation). For k ≥ 1 fixed, we assume E[Fk] → ∞ for
d→∞. Let N (0, 1) be a standard Gaussian distributed random variable and denote by
F˜k :=
Fk−E[Fk]√
V[Fk]
the standardized version of Fk.
If (tδd)→ 0 for d→∞, then
dW (F˜k,N (0, 1)) =
O
(
(E[Fk])
− 1
2 (k + 1)
3d
2 2d
)
, k ≤ 3,
O
(
(E[Fk])
− 1
2 (k + 1)2d
)
, k ≥ 3.
If (tδd)→ c ∈ (0,∞) or (tδd)→∞ for d→∞, then
dW (F˜k,N (0, 1)) = O
(
t−
1
2
(
1 + 1
k2+2k
)d
2d
)
.
In particular, if E[Fk] resp. t is increasing sufficiently fast depending on d one has that
F˜k
D→ N (0, 1), as d→∞.
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If the expectation tends to a finite positive limit (2) the k-simplex counting functional
satisfies a Poisson limit theorem:
Theorem 1.4 (Poisson Approximation). For k ≥ 1 fixed, we assume E[Fk]→ θ ∈ (0,∞)
for d → ∞. Let P(θ) be a Poisson distributed random variable with expectation and
variance θ. Then
dTV (Fk,P(θ)) = O(|E[Fk]− θ|) +O(|V[Fk]− θ|) +
O
(
t−
1
2k (k + 1)
d(3k−1)
2k 2d
)
, k ≤ 3,
O
(
t−
1
2k (k + 1)
d(4k−1)
2k
)
, k ≥ 3.
In particular, if t is increasing sufficiently fast depending on d one has that
Fk
D→ P(θ), as d→∞.
Remark 1.5. If the expectation tends to zero (3) we also have V[Fk]→ 0, indicating that
the k-simplex counting functional vanishes in the limit, since the random Vietoris-Rips
complex contains almost surely no k-simplices.
Conjecture 1.6. The dimension dependent factors in the bounds on the probability-
metrics in the limit theorems presented above impose a condition on the growth of the
intensity t as d tends to infinity. We may conjecture, that this condition can be weakened
or even dropped completely, by improving the dimension depend factors if the exact values
of the integrals arising in Theorem 4.7 are calculated and used similar to the proof of
Lemma 4.12.
This paper is organized as follows. For the convenience of the reader, we repeat the
relevant material on the Malliavin-Stein method for normal approximation and Poisson
approximation of Poisson functionals in Section 2.2. Additionally, we give a short intro-
duction to simplicial complexes in Section 2.3. In Section 3 we introduce a decomposition
technique for U -statistics that will be used in the proof of our main results, that are
presented in Section 4: We start with the expectation and variance bounds, Lemmas
1.1 and 1.2 in Subsection 4.1. In Subsection 4.2 we prepare estimations on the first and
second order Malliavin derivatives, that will finally be used in Subsection 4.3 to obtain
the central limit theorems, Theorem 1.3, and the Poisson limit theorem, Theorem 1.4.
2 Preliminaries
The d-dimensional Euclidean space is denoted by Rd and we let Bd be the Borel σ-field
on Rd. The Lebesgue measure on Rd is indicated by Λd. The d-dimensional closed ball
with respect to the uniform norm, center in z ∈ Rd and radius r > 0 is defined by
B
d
∞(z, r) :=
{
x ∈ Rd : ‖x− z‖∞ ≤ r
}
.
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2.1 Poisson functionals and difference operators
Let Nσ denote the class of all σ-finite counting measures χ on R
d, i.e. χ(B) ∈ N ∪ {∞}
for all B ∈ Bd. We equip the space Nσ with the σ-field Nσ generated by the mappings
χ→ χ(B), B ∈ Bd.
Definition 2.1. A Poisson point process with intensity measure µ is a random counting
measure on Rd, that is a random element in the space Nσ, that satisfies the following
properties:
a) For all B ∈ Bd and all k ∈ N it holds that η(B) is a Poisson distributed random
variable with expectation µ(B), i.e.
P(η(B) = k) =
µ(B)k
k!
e−µ(B),
where we set ∞
k
k! e
−∞ = 0 for all k if µ(B) =∞.
b) For all m ∈ N and all pairwise disjoint measurable sets B0, . . . , Bm ∈ Bd, the
random variables η(B0), . . . , η(Bm) are independent.
To simplify our notation we will often handle η as a random set of points using
x ∈ η ⇔ x ∈
{
y ∈ Rd : η({y}) > 0
}
.
It is well known that such a Poisson point process η satisfies the following multivariate
Mecke formula, see [LP18, Theorem 4.4].
Lemma 2.2. For all m ∈ N\{0} and all non-negative measurable functions h : (Rd)m×
Nσ → R it holds, that
E
∑
(y1,...,ym)∈ηm6=
h(y1, . . . , ym; η)
=
∫
(Rd)m
E[h(y1, . . . , ym; η + δy1 + . . . + δym)]dµ
m(y1, . . . , ym),
(4)
where ηm6= is the collection of m-tuples of pairwise distinct points charged by η.
We call a random variable F a Poisson functional if there exists a measurable map
f : Nσ → R such that F = f(η) almost surely. The map f is called the representative
of F . We define the difference operator or so called “add-one-cost operator”:
Definition 2.3. Let F be a Poisson functional and f its corresponding representative,
then the first order difference operator is defined by
DxF := f(η + δx)− f(η), x ∈ Rd,
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where δx denotes the Dirac measure with mass concentrated in x. We say that F belongs
to the domain of the difference operator, i.e. F ∈ dom(D), if E[F 2] <∞ and∫
Rd
E
[
(DxF )
2
]
µ(dx) <∞.
The second order difference operator is obtained through iteration:
D2x1,x2F := Dx1(Dx2F )
= f(η + δx1 + δx2)− f(η + δx1)− f(η + δx2) + f(η), x1, x2 ∈ Rd.
For a deeper discussion of the underlying theory of Poisson point processes, Malliavin-
Calculus, the Wiener-Itoˆ chaos expansion and the Malliavin-Stein method presented
below, see [PR16] and [LP18].
2.2 Malliavin-Stein method
We will use the Wasserstein-distance for the normal approximation and the total varia-
tion distance for the Poisson approximation, see for instance [BP16, Section 2.1].
Definition 2.4. We denote by Lip(1) the class of Lipschitz functions h : R → R with
Lipschitz constant less or equal to one, i.e. h is absolutely continuous and almost ev-
erywhere differentiable with ‖h′‖∞ ≤ 1. Given two R-valued random variables X,Y ,
with E|X| < ∞ and E|Y | < ∞ the Wasserstein distance between the laws of X and Y ,
written dW (X,Y ), is defined as
dW (X,Y ) := sup
h∈Lip(1)
|E[h(X)] − E[h(Y )]|.
Definition 2.5. Given two N-valued random variables X,Y , the total variation distance
between the laws of X and Y , written dTV (X,Y ), is defined as
dTV (X,Y ) := sup
A⊆N
|P(X ∈ A)− P(Y ∈ A)|.
Note that the topologies induced by the metrics dW and dTV are strictly stronger, than
the one induced by convergence in distribution. Therefore, if a sequence (Xn)n of random
variables satisfies limn→∞ dW (Xn, Y ) = 0 resp. limn→∞ dTV (Xn, Y ) = 0 for a random
variable Y then it holds, that Xn converges to Y in distribution, i.e. X
D→ Y .
We rephrase a version of the main result from [LPS16], a so-called second order Poincare´
inequality for Poisson functionals, see also [LP18, Theorem 2.13], it is the main device
in our proof of Theorem 1.3.
Theorem 2.6. Let F ∈ dom(D) be a Poisson functional such that E[F ] = 0 and
V[F ] = 1. Define
γ1(F ) :=
∫
W 3
(
E
[
(D2x1,x3F )
4
]
E
[
(D2x2,x3F )
4
]
E
[
(Dx1F )
4
]
E
[
(Dx2F )
4
]) 1
4µ3(d(x1, x2, x3))
6
γ2(F ) :=
∫
W 3
(
E
[
(D2x1,x3F )
4
]
E
[
(D2x2,x3F )
4
]) 1
2µ3(d(x1, x2, x3))
γ3,N (F ) :=
∫
W
E|DxF |3µ(dx)
and let Z be a standard Gaussian random variable, then
dW (F,Z) ≤ 2
√
γ1(F ) +
√
γ2(F ) + γ3,N (F ), (5)
where dW denotes the Wasserstein-distance.
In the proof of Theorem 1.4 we use the analogue of Theorem 2.6 for Poisson approxima-
tion from [Gry19]:
Theorem 2.7. Let F ∈ dom(D) be an N-valued Poisson functional. Define,
γ3,P (F ) :=
∫
W
(
E|DxF (DxF − 1)|2
) 1
2
(
E|DxF |2
) 1
2
µ(dx),
and let P(θ) be a Poisson distributed random variable with expectation and variance
θ > 0. Then
dTV (F,P(θ)) ≤ 1− e
−θ
θ
(
2
√
γ1(F ) +
√
γ2(F ) +
γ3,P (F )
θ
+ |E[F ]− θ|+ |V[F ]− θ|
)
,
(6)
where dTV denotes the total variation distance.
2.3 Simplicial Complexes
Fix an arbitrary underlying set S. An (abstract) simplicial complex is a collection ∆ of
finite subsets of S, that is closed under taking subsets, i.e.
∀F ∈ ∆ : ∀L ⊂ F : L ∈ ∆.
The non-empty elements of ∆ are called faces or simplices. Additionally every non-
empty subset L ⊆ F of a face F ∈ ∆ is called a face of F, thus the faces of the faces of
∆ are faces of ∆ themselves.
The number of i-dimensional faces of ∆ will be denoted by fi(∆) and we note that
the vector (f−1(∆), f0(∆), f1(∆), . . .) is the f -vector of ∆, where f−1(∆) is the Euler
characteristics of ∆ and f0(∆) denotes the number of vertices of ∆, see [Zie95, Definition
8.16, p.245] for more details.
The Vietoris-Rips complex is an example of a simplicial complex that arises naturally
from metric spaces.
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Definition 2.8 (Vietoris-Rips complex). Let X = (X,d) be a metric space (usually a
locally finite subset of Rd) and δ ∈ (0,∞). The Vietoris-Rips complex of (X,d) with
respect to δ (and the underlying metric d) is the abstract simplicial complex on vertex
set X whose k-simplices are all subsets {x0, . . . , xk} ⊆ X with d(xi, xj) ≤ δ for all
i, j ∈ {0, . . . , k}.
For more details on simplicial complexes, we refer the reader to the books [Sta96; Mun84;
Zie95].
3 Moment-Decomposition for U-statistics
Let η be a Poisson point process on X with intensity measure µ. For n ≥ 1 we consider
the U -statistics F of order n with symmetric and measurable kernel h : Xn → R given
by
F :=
1
n!
∑
(y0,...,yn−1)∈ηn6=
h(y0, . . . , yn−1). (7)
To prove our main results, we will introduce the following helpful decomposition of the
p-th power F p for p ∈ {2, 3, 4}, that allows us to apply Mecke’s formula (4) to each term
in the decomposition and derive the corresponding moments of F .
The main idea is to split the summation over (ηn6=)
p into multiple sums over sets that
are diagonal free and therefore satisfy the pairwise distinct condition needed for the
index set in Mecke’s formula (4). Identifying variables in the tuples that are assumed to
be equal and accounting for all possible combinations and permutations we reduce the
different cases using the symmetry h to the terms given in the lemmas below.
Note that the constants C(n, ·) ∈ (0,∞) are combinatorially constants that do only
depend on n and the given indices of the corresponding sum.
Notation 3.1. To shorten our notation we will use y[m,n] instead of ym, . . . , ym+n−1
and y[n] instead of y0, . . . , yn−1. Further y[n,0] resp. y[0] indicates that no y-variables are
used.
Lemma 3.2. For all n ≥ 1 there existing explicit constants C(n, r) ∈ (0,∞) only
depending on n and r, such that the second moment of F is given by
E
[
F 2
]
=
n∑
r=0
C(n, r)
∫
X2n−r
h(y[n])h(y[r], z[n−r])dµ
n(y[n])dµ
n−r(z[n−r]),
where r is the number of variables that are shared in both kernel functions in the integral.
Note that C(n, 0) = 1
n!2 and the corresponding integral for r = 0 equals (n!E[F ])
2, which
directly yields the following representation for the variance:
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Corollary 3.3. For all n ≥ 1 there existing explicit constants C(n, r) ∈ (0,∞) only
depending on n and r, such that the variance of F is given by
V[F ] =
n∑
r=1
C(n, r)
∫
X2n−r
h(y[n])h(y[r], z[n−r])dµ
n(y[n])µ
n−r(z[n−r]).
For the third and fourth moment we derive similar representations involving the product
of three resp. four kernel functions.
Lemma 3.4. For all n ≥ 1 there existing explicit constants C(n, ·) ∈ (0,∞) only de-
pending on the given values, such that the third moment of F is given by
E
[
F 3
]
=
n∑
r=0
n∑
sY =0
min
(
n−r
n−sY
)∑
sZ=0
C(n, r, sY , sZ)∫
X3n−r−s
h(y[n])h(y[r], z[n−r])h(y[sY ], z[sZ ], w[n−s])dµ
n(y[n])dµ
n−r(z[n−r])dµ
n−s(w[n−s]),
where s := sY + sZ and the indices of the sums are denoting the number of variables
that are shared in multiple kernel functions in the integral. To shorten our notation, we
denote by min(ab) the minimum of a and b.
Lemma 3.5. For all n ≥ 1 there existing explicit constants C(n, ·) ∈ (0,∞) only de-
pending on the given values, such that the fourth moment of F is given by
E
[
F 4
]
=
n∑
r=0
n∑
sY =0
min
(
n−r
n−sY
)∑
sZ=0
n∑
mY =0
min
(
n−r
n−mY
)∑
mZ=0
min
(
n−s
n−mY −mZ
)∑
mW=0
C(n, r, sY , sZ ,mY ,mZ ,mW )∫
X4n−r−s−m
h(y[n])h(y[r], z[n−r])h(y[sY ], z[sZ ], w[n−s])h(y[mY ], z[mZ ], w[mW ], u[n−m])
dµn(y[n])dµ
n−r(z[n−r])dµ
n−s(w[n−s])dµ
n−m(u[n−m]),
where s := sY + sZ, m := mY + mZ + mW and the indices of the sums are denoting
the number of variables that are shared in multiple kernel functions in the integral. To
shorten our notation, we denote by min(ab) the minimum of a and b.
Proof: Moment-Decomposition for U-statistics:
We denote the sets of n variables enumerated from 0 to n− 1 with capital letters
Y (n) = {y0, . . . , yn−1},
Z(n) = {z0, . . . , zn−1},
W (n) = {w0, . . . , wn−1},
U(n) = {u0, . . . , un−1},
and for X1,X2 ⊆ Y (n) ∪ Z(n) ∪W (n) ∪ U(n) we denote by Ψ(X1,X2) the set of all
injective maps ψ : X1 → X1 ∪X2 such that ψ(x) = x if x ∈ X1 or ψ(x) ∈ X2, i.e. it
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is not allowed to map an element of X1 onto another element of X1 but it is allowed to
injectively map any element of X1 to any element of X2.
Note that we will choose X1,X2 such that every map ψ ∈ Ψ(X1,X2) will represent one
possible way to choose the variables in the index set of the summation of the correspond-
ing p-th power of F . The case ψ(x) = x represents the case that the variable x is not
equal to any other variable in X2 and therefore gets mapped onto itself and the case
ψ(x) ∈ X2 represents the case where the variables x and ψ(x) are equal, representing a
diagonal in the Cartesian product of the index sets of the U -statistic. Further we we will
use the symmetry of the product and of h to define an equivalence relation on Ψ(X1,X2)
such that all elements belonging to the same equivalence class yield the same value in
the decomposition.
p = 1: Note that the expectation of F can be obtained directly using Mecke’s formula
(4), since the index set already consists of pairwise distinct tuples of points, i.e.
E[F ] =
1
n!
E
∑
(y0,...,yn−1)∈ηn6=
h(y0, . . . , yn−1)
=
1
n!
∫
Xn
h(y0, . . . , yn−1)dµ
n(y0, . . . , yn−1).
p = 2: For the second moment of F we rewrite the product of the sums as the sums of
products renaming the variables in the second factor to obtain:
F 2 =
1
n!2
∑
(y0,...,yn−1)∈ηn6=
∑
(z0,...,zn−1)∈ηn6=
h(y0, . . . , yn−1)h(z0, . . . , zn−1)
=
1
n!2
∑
(y0,...,yn−1,z0,...,zn−1)∈ηn6=×η
n
6=
h(y0, . . . , yn−1)h(z0, . . . , zn−1).
The index set ηn6=×ηn6= contains tuples of points that allow non distinct choices of points.
Therefore we need to decompose the index set into all possible combinations with respect
to pairwise distinct choices to apply Mecke’s formula (4). This yields index sets of the
form η2n−r6= , where r = 0, . . . , n denotes the number of variables z that are equal to
another variable y, reducing the number of points that are chosen pairwise distinct from
η. We have to consider the injective maps ψ ∈ Ψ(Z(n), Y (n)) and note, that we lose one
dimension in our index set for every variable z that gets mapped to a variable y, since
we will reuse an already existing variable. We denote the number of reused variables
from the set Y (n) by r = rY (ψ) := |Imψ ∩ Y (n)|. It follows that
F 2 =
1
n!2
∑
ψ∈Ψ
∑
(y0,...,yn−1,Imψ∩Z(n))∈η
2n−r
6=
h(y0, . . . , yn−1)h(ψ(z0), . . . , ψ(zn−1)),
where the index will use the variables y0, . . . , yn−1 and the variables Imψ∩Z(n), that are
not replaced by variables from Y (n). Additionally we use the symmetry of h to see that
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only the number of reused variables r determines which value the second sum will attain:
For r = 0, . . . , n we define the equivalence relation ψ ∼r ψ′ if rY (ψ′) = rY (ψ) = r and
obtain n+1 equivalence classes [ψr] ∈ Ψ/∼ that have to be distinguished. For simplicity
we will chose the representative ψr such that ψ(zi) = yi for all i = 0, . . . , r−1, reusing the
first r variables in both kernels. We denote the cardinality of the equivalence class [ψr]
by |ψr| and observe that |ψr| only depends on n and r. Thus we define C(n, r) := |ψr |n!2 ,
yielding
F 2 =
n∑
r=0
C(n, r)
∑
(y[n],z[n−r])∈η
2n−r
6=
h(y[n])h(y[r], z[n−r]). (8)
Using Mecke’s formula (4), the claim of Lemma 3.2 is obtained directly.
p = 3:
Similarly the proof of Lemma 3.4 is obtained, starting with the representation of F 2
given by (8) and multiplying by F . We use the the injective maps ψ ∈ Ψ(W (n), Y (n) ∪
Z(n−r)). We denote the number of reused variables from Y (n) resp. Z(n−r) by sY resp.
sZ and define the equivalence relation ψ ∼(sY ,sZ) ψ′ if and only if sY (ψ′) = sY (ψ) = sY
and sZ(ψ
′) = sZ(ψ) = sZ to obtain the decomposition of F
3 into the summation over
index sets of the form η3n−r−sY −sZ6= .
p = 4:
Lemma 3.5 follows by another iteration of this technique, using the injective maps ψ ∈
Ψ(U(n), Y (n)∪Z(n− r)∪W (n− s)) and defining the equivalence relation ∼(mY ,mZ ,mW )
where mY ,mZ ,mW denoting the number of reused variables from Y (n), Z(n− r) resp.
W (n− s).
4 Proofs of the main results
For all n ≥ 2, d ≥ 1, δ > 0 and all y1, . . . , yn ∈ Rd we define the indicator
1≤δ(y1, . . . , yn) :=
n∏
i=1
n∏
j=i+1
1
{‖yj − yi‖∞ ≤ δ}.
where we set 1≤δ(y1, . . . , yn) := 1 for n ≤ 1. Additionally we combine these indicator
functions with Notation 3.1 to shorten our notation throughout this section.
Remark 4.1. We note, that this indicator function can also be represented using the
alternative condition
1≤δ(y1, . . . , yn) := 1
{
n
max
i,j=1
‖yj − yi‖∞ ≤ δ
}
,
and satisfies the factorization inequality
1≤δ(y1, . . . , yr, yr+1, . . . yn) ≤ 1≤δ(y1, . . . , yr)1≤δ(y1, . . . , yn) (9)
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and the argument-removal inequality
1≤δ(y1, . . . , yr, yr+1, . . . yn) ≤ 1≤δ(y1, . . . , yr) (10)
for all n ≥ 2 and r ∈ {1, . . . , n}.
Having this notations in place, the k-simplex counting functional Fk is a (k + 1)-order
U -statistic with measurable and symmetric kernel 1≤δ : W
k+1 → {0, 1} given by
Fk :=
1
(k + 1)!
∑
(y0,...,yk)∈η
k+1
6=
1≤δ(y0, . . . , yk).
In the calculation of expectation and variance we will handle boundary effects, using the
inner parallel set W−δ of W that is defined by
W−δ :=
{
x ∈W : Bd∞(x, δ) ⊆W
}
=
[−12 + δ,+12 − δ]d.
It is important to notice, that
Λd(W−δ) = (1− 2δ)d,
depends on the dimension d and on δ. Especially, the limit for d→∞ is determined by
the convergence speed of δ and has a major influence on our bounds for the expectation
and variance.
Remark 4.2. We will choose the sequence (δd)d ∈ (0,∞) such that δd → 0 and
lim
d→∞
Λd(W−δd) = lim
d→∞
(1− 2δd)d != 1 = Λd(W ).
Therefore δd has to decrease faster than
1
d
, i.e. we require
lim
d→∞
dδd = 0,
to ensure, that the observation window related factor in the lower and upper bound has the
same limit. This condition can be weakened in the Gaussian case to limd→∞ dδd < ∞
without changing the convergence rates presented in Section 4.3 below. However, if
limd→∞ dδd = ∞ rates have to be adjusted for the slower variance bound respecting
(1 − 2δd)d → 0 and it has to be ensured, that E[Fk] → ∞ and F˜k ∈ dom(D) are still
satisfied. In the Poisson case, the assumption can be removed completely, as long as
the convergence of expectation and variance to the same positive constant is secured
otherwise.
We will use g(d)≪ f(d) to indicate that g(d) is of order at most f(d), i.e.
g(d)≪ f(d) :⇔ g(d) = O(f(d))
⇔ ∃c > 0, d0 > 0 : ∀d > d0 : g(d) ≤ cf(d),
where c and d0 are constants not depending on d.
12
4.1 Proof of Lemmas 1.1 and 1.2: Expectation and Variance
The proof is divided into three steps, presented here as separate lemmas: First we will use
Mecke’s formula (4) and integral transformations to obtain a bound for the expectation
involving an integral that does only depend on k and d. In the second step, we use
the same technique combined with the variance decomposition given by Corollary 3.3
to obtain a bound for the variance. Finally we will calculate the exact values of the
remaining integrals to complete the proof.
Lemma 4.3. For k ≥ 1 the expected number of k-simplices in the random Vietoris-Rips
complex VR∞(ηd, δd) is bounded by
E[Fk] ≥ Λd(W−δ)
(k + 1)!
t(tδd)kIE(d, k),
E[Fk] ≤ Λd(W )
(k + 1)!
t(tδd)kIE(d, k),
where IE(d, k) denotes the integral
IE(d, k) :=
∫
Bd∞(0,1)
k
1≤1(y1, . . . , yk)dy1 · · · dyk.
Proof:
Using Mecke’s formula (4), µd = tdΛd and rewriting the indicator yields
E[Fk] =
1
(k+1)!
∫
W k+1
1
{
k
max
i,j=0
‖yj − yi‖∞ ≤ δ
}
dµk+1(y0, . . . , yk)
= t
k+1
(k+1)!
∫
W
∫
W k
1
{
k
max
j=1
‖yj − y0‖∞ ≤ δ
}
1
{
k
max
i,j=1
‖yj − yi‖∞ ≤ δ
}
dy1 · · · dykdy0.
The linear transformation yj = yj − y0, y0 ∈W fixed, for all j ∈ {1, . . . , k} has determi-
nant det(J) = 1, thus
E[Fk] =
tk+1
(k+1)!
∫
W
∫
(W−y0)k
1
{
k
max
j=1
‖yj‖∞ ≤ δ
}
1
{
k
max
i,j=1
‖yj − yi‖∞ ≤ δ
}
dyk · · · dy1dy0.
The substitution δyj = yj for all j ∈ {1, . . . , k} has determinant det(J) = δdk, thus
E[Fk] =
t(tδd)k
(k+1)!
∫
W
∫
(δ−1(W−y0))k
1
{
k
max
j=1
‖yj‖∞ ≤ 1
}
1
{
k
max
i,j=1
‖yj − yi‖∞ ≤ 1
}
dyk · · · dy1dy0.
Using the inner parallel set to handle the boundary effects arising from y0 close to ∂W
we obtain the lower bound given by
E[Fk] ≥ 1(k+1)! t(tδd)k
∫
W−δ
∫
(δ−1(W−y0)∩Bd∞(0,1))
k
1
{
k
max
i,j=1
‖yj − yi‖∞ ≤ 1
}
dy1 · · · dykdy0
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= 1(k+1)! t(tδ
d)k
∫
W−δ
∫
Bd∞(0,1)
k
1
{
k
max
i,j=1
‖yj − yi‖∞ ≤ 1
}
dy1 · · · dykdy0
=
Λd(W−δ)
(k+1)! t(tδ
d)k
∫
Bd∞(0,1)
k
1
{
k
max
i,j=1
‖yj − yi‖∞ ≤ 1
}
dy1 · · · dyk.
Additionally, using δ−1(W − y0) ∩Bd∞(0, 1) ⊆ Bd∞(0, 1) we establish the upper bound
E[Fk] ≤ 1(k+1)! t(tδd)k
∫
W
∫
Bd∞(0,1)
k
1
{
k
max
i,j=1
‖yj − yi‖∞ ≤ 1
}
dy1 · · · dykdy0
= Λd(W )(k+1)! t(tδ
d)k
∫
Bd∞(0,1)
k
1
{
k
max
i,j=1
‖yj − yi‖∞ ≤ 1
}
dy1 · · · dyk,
which completes the proof.
Lemma 4.4. For k ≥ 1 there existing explicit constants C(k, r) only depending on k
and r such that the variance of the number of k-simplices in the random Vietoris-Rips
complex VR∞(ηd, δd) is bounded by
V[Fk] ≥ E[Fk] +
k∑
r=1
C(k + 1, r)Λd(W−δ)t(tδ
d)2k−r+1IV(d, k, r − 1),
V[Fk] ≤ E[Fk] +
k∑
r=1
C(k + 1, r)Λd(W )t(tδ
d)2k−r+1IV(d, k, r − 1),
where IV(d, k, r) denotes the integral
IV(d, k, r) :=
∫
Bd∞(0,1)
2k−r
1≤1
(
y[1,k]
)
1≤1
(
y[1,r], z[k−r]
)
dy[1,k]dz[k−r].
Proof:
We apply Corollary 3.3 to our k-simplices counting statistic Fk to obtain
V[Fk] =
k+1∑
r=1
C(k + 1, r)
∫
W 2(k+1)−r
1≤δ(y[k+1])1≤δ(y[r], z[k+1−r])dµ
k+1(y[k+1])dµ
k+1−r(z[k+1−r]).
For r = k + 1 the integral is given by∫
W k+1
1≤δ(y[k+1])1≤δ(y[k+1])dµ
k+1(y[k+1]) =
∫
W k+1
1≤δ(y[k+1])dµ
k+1(y[k+1]),
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which is (k + 1)!E[Fk]. Since C(k + 1, k + 1) =
1
(k+1)! the r = k + 1 term in the
decomposition is equal to E[Fk]. Therefore
V[Fk] = E[Fk] +
k∑
r=1
C(k + 1, r)
∫
W 2(k+1)−r
1
{
k
max
i,j=0
‖yj − yi‖∞ ≤ δ
}
1
{
k−r
max
i,j=0
‖zj − zi‖∞ ≤ δ
}
× 1
{
k−r
max
i=0
r−1
max
j=0
‖yj − zi‖∞ ≤ δ
}
dµk+1(y[k])dµ
k+1−r(z[k−r]).
We now proceed analogously to the proof of Lemma 4.3 using the linear transformation
yj = yj − y0, zi = zi − y0, y0 ∈ W fixed, and the substitution δyj = yj, δzj = zj for all
j ∈ {1, . . . , k} and i ∈ {0, . . . , k − r}. Thus the integrals are given for r ∈ {1, . . . , k} by
t(tδd)2k−r+1
∫
W
∫
(δ−1(W−y0))2k−r+1
1
{
k
max
j=1
‖yj‖∞ ≤ 1 ∧
k−r
max
i=0
‖zi‖∞ ≤ 1 ∧
k
max
i,j=1
‖yj − yi‖∞ ≤ 1
}
× 1
{
k−r
max
i,j=0
‖zj − zi‖∞ ≤ 1 ∧
k−r
max
i=0
r−1
max
j=1
‖yj − zj‖∞ ≤ 1
}
dy1 · · · dykdz0 · · · dzk−rdy0
= t(tδd)2k−r+1
∫
W
∫
(δ−1(W−y0)∩Bd∞(0,1))
2k−r+1
1
{
k
max
i,j=1
‖yj − yi‖∞ ≤ 1 ∧
k−r
max
i,j=0
‖zj − zi‖∞ ≤ 1
}
× 1
{
k−r
max
i=0
r−1
max
j=1
‖yj − zj‖∞ ≤ 1
}
dy1 · · · dykdz0 · · · dzk−rdy0.
Using the inner parallel set to handle the boundary effects we obtain the lower bound
given by
V[Fk] ≥ E[Fk]+
k∑
r=1
C(k + 1, r)Λd(W−δ)t(tδ
d)2k−r+1∫
Bd∞(0,1)
2k−r+1
1
{
k
max
i,j=1
‖yj − yi‖∞ ≤ 1 ∧
k−r
max
i,j=0
‖zj − zi‖∞ ≤ 1
}
× 1
{
k−r
max
i=0
r−1
max
j=1
‖yj − zj‖∞ ≤ 1
}
dy1 · · · dykdz0 · · · dzk−r.
Additionally, we establish the upper bound
V[Fk] ≤ E[Fk]+
k∑
r=1
C(k + 1, r)Λd(W )t(tδ
d)2k−r+1∫
Bd∞(0,1)
2k−r+1
1
{
k
max
i,j=1
‖yj − yi‖∞ ≤ 1 ∧
k−r
max
i,j=0
‖zj − zi‖∞ ≤ 1
}
× 1
{
k−r
max
i=0
r−1
max
j=1
‖yj − zj‖∞ ≤ 1
}
dy1 · · · dykdz0 · · · dzk−r,
which completes the proof.
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We are now left with the task of determining the exact values of the two integrals IE in
Lemma 4.3 and IV in Lemma 4.4:
Lemma 4.5. For d ≥ 1 and k ≥ 1:
IE(d, k) = (k + 1)d.
Proof:
Let us first observe that
1
{‖yi − yj‖∞ ≤ 1} = d∏
n=1
1{|yi,n − yj,n| ≤ 1},
where yi,n denotes the n-th component of the point yi ∈ Rd. Thus
IE(d, k) = IE(1, k)d =
 ∫
[−1,1]k
1
{
k
max
i,j=1
|yj − yi| ≤ 1
}
dy1 · · · dyk

d
,
and we are left to show that IE(1, k) = k + 1. We note that
1
{
k
max
i,j=1
|yj − yi| ≤ 1
}
= 1{max{y1, . . . , yk} −min{y1, . . . , yk} ≤ 1},
for all y1, . . . , yk ∈ [−1, 1] and thus
IE(1, k) =
∫
[−1,1]k
1{max{y1, . . . , yk} −min{y1, . . . , yk} ≤ 1}dy1 · · · dyk.
Since the integrand does only depend on the maximum and the minimum of the variables
y1, . . . , yk we split [−1, 1]k into k(k−1) different regions that correspond to the different
choices of the maximum and the minimum and observe that all regions yield the same
contribution to the complete integral. Therefore we can assume without loss of generality
that y1 is the maximum, y2 is the minimum and y3, . . . , yk ∈ [y2, y1]. Therefore we
calculate the integral
1∫
−1
y1∫
−1
1{y1 − y2 ≤ 1}(y1 − y2)k−2dy2dy1 =
1∫
−1
y1∫
max{−1,y1−1}
(y1 − y2)k−2dy2dy1
=
0∫
−1
y−1∫
−1
(y1 − y2)k−2dy2dy1 +
1∫
0
y1∫
y1−1
(y1 − y2)k−2dy2dy1
=
0∫
−1
(y1 + 1)
k−1
k − 1 dy1 +
1∫
0
1
k − 1dy1 =
1
k(k − 1) +
1
k − 1 =
k + 1
k(k − 1) .
Multiplying by the number of regions yields IE(1, k) = k+1 and completes the proof.
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Lemma 4.6. For d ≥ 1, k ≥ 1 and r ∈ {0, . . . , k}:
IV(d, k, r) =
(
2(k + 2)(k − r)
r + 2
+ r + 1
)d
.
Proof:
As in the proof of Lemma 4.5 we reduce the proof to the case d = 1 and rewrite the
indicators to obtain the integral
IV(1, k, r) =
∫
[−1,1]k
∫
[−1,1]k−r
1
{
max
{
y[1,k]
}−min{y[1,k]} ≤ 1}
× 1{max{y[1,r], z[k−r]}−min{y[1,r], z[k−r]} ≤ 1}dz[k−r]dy[1,k].
For r = 0 the integral factorizes into IE(1, k)2 and since h2 = h the case r = k can be
directly reduced to IE(1, k) yielding the claim. For r ∈ {1, . . . , k − 1} we rearrange the
order of integration to obtain∫
[−1,1]r
1
{
max
{
y[1,r]
}−min{y[1,r]} ≤ 1}J (y1, . . . , yr)2dy[1,r],
where we define
J (y1, . . . , yr) :=
∫
[−1,1]k−r
1
{
max
{
y[1,r], z[k−r]
}−min{y[1,r], z[k−r]} ≤ 1}dz[k−r].
Let us first examine the condition in the indicator of J (y1, . . . , yr): We note that
max
{
y[1,r], z[k−r]
} −min{y[1,r], z[k−r]} ≤ 1 is satisfied if and only if the following three
conditions are satisfied at the same time:
|yj − yi| ≤ 1 ∀i, j ∈ {1, . . . , r},
|zj − zi| ≤ 1 ∀i, j ∈ {0, . . . , k − r − 1},
|yj − zi| ≤ 1 ∀i ∈ {0, . . . , k − r − 1}, j ∈ {1, . . . , r}.
The first condition is always satisfied since we integrate over y1, . . . , yr with respect to
the corresponding indicator in the outer integral and the third condition is equivalent to
zi ∈ [−1 + max{0, y1, . . . , yr}, 1 +min{0, y1, . . . , yr}], ∀i ∈ {0, . . . , k − r − 1}.
We define the positive part of the maximum and the negative part of the minimum by
ymax := max{0, y1, . . . , yr}
ymin := min{0, y1, . . . , yr}.
Assuming ymax − ymin ≤ 1 it follows that
J (y1, . . . , yr) =
∫
[−1+ymax,1+ymin]k−r
1
{
max
{
z[k−r]
}−min{z[k−r]} ≤ 1}dz[k−r].
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Let us first consider the case r = k − 1 implying k − r = 1: It follows immediately that
J (y1, . . . , yr) = 2 + ymin − ymax. For r ∈ {1, . . . , k − 2} we continue similar to the proof
of Lemma 4.5: We split the domain of the integral into (k − r)(k − r − 1) regions that
correspond to the different choices of the maximum and the minimum. Without loss
of generality we assume that z0 is the maximum and z1 is the minimum, which implies
that z2, . . . , zk−r ∈ [z1, z0]. Therefore we obtain
J (y1, . . . , yr) =
1+ymin∫
−1+ymax
z0∫
−1+ymax
1{z0 − z1 ≤ 1}(z0 − z1)k−r−2dz1dz0
= 1 + (k − r)(1− (ymax − ymin)),
which also represents the equation for r = k − 1. Our next objective is to evaluate the
integral
IV(1, k, r) =
∫
[−1,1]r
1
{
max
{
y[1,r]
}−min{y[1,r]} ≤ 1}
(
1 + (k − r)(1− (max{0, y[1,r]}−min{0, y[1,r]})))2dy[1,r].
For r = 1 we simply derive
IV(1, k, 1) =
1∫
−1
(1 + (k − 1)(1− (max{0, y} −min{0, y})))2dy
=
0∫
−1
(1 + (k − 1)(1 + y))2dy +
1∫
0
(1 + (k − 1)(1− y))2dy = 2
3
(
k2 + k + 1
)
,
which is the desired result. For r ∈ {2, . . . , k − 1} we split the domain of the integral
into r(r− 1) regions. Without loss of generality we assume that y1 is the maximum and
y2 the minimum, which implies that y3, . . . , yr ∈ [y2, y1]. Thus
1∫
−1
y1∫
−1
1{y1 − y2 ≤ 1}(y1 − y2)r−2J(y1, . . . , yr)2dy2dy1
=
1∫
−1
y1∫
max{−1,y1−1}
(y1 − y2)r−2(1 + (k − r)(1− (max{0, y1} −min{0, y2})))2dy2dy1
=
0∫
−1
y1∫
−1
(y1 − y2)r−2(1 + (k − r)(1− (0− y2)))2dy2dy1
+
1∫
0
0∫
y1−1
(y1 − y2)r−2(1 + (k − r)(1− (y1 − y2)))2dy2dy1
18
+1∫
0
y1∫
0
(y1 − y2)r−2(1 + (k − r)(1− (y1 − 0)))2dy2dy1
=
(2(k − r) + 3)r + 2(k − r + 1)2 + r2
(r − 1)r(r + 2)
Multiplying by the number of regions yields the claim for IV(1, k, r), which completes
the proof, since IV(d, k, r) = IV(1, k, r)d.
Proof of Lemmas 1.1 and 1.2:
Combining Lemma 4.3 with Lemma 4.5 yields the bound for the expectation, Lemma
1.1. Combining Lemma 4.4 with Lemma 4.6 yields the bound for the variance, Lemma
1.2.
4.2 Bounds for first and second order Malliavin-Derivatives
The first order difference operator of our k-simplex counting functional is a U -statistics
of order k, given for all x ∈W by
DxFk =
1
k!
∑
(y0,...,yk−1)∈η
k
6=
1≤δ(y0, . . . , yk−1, x).
The second order difference operator is a U -statistics of order k−1, given for all x1, x2 ∈
W by
Dx1,x2Fk =
1
(k − 1)!
∑
(y0,...,yk−2)∈η
k−1
6=
1≤δ(y0, . . . , yk−2, x1, x2),
if k ≥ 2 and Dx1,x2Fk = 1≤δ(x1, x2) if k = 1, see for instance [RS13, Lemma 3.3].
The crucial part in the application of the Malliavin-Stein method, Theorems 2.6 and
2.7, is the control over the moments of the difference operators that are used in γ1, γ2
and γ3,N resp. γ3,P . In this section, we will prove the following bounds:
Theorem 4.7. Let k ≥ 1 and d ≥ 1:
a) For all p ∈ {2, 3, 4} there existing constants Dp(k) only depending on k and p such
that for all x ∈W it holds, that
E[(DxFk)
p] ≤ Dp(k)
pk∑
q=k
(tδd)q
(
(k + 1)
(
q−k
p−1 + 1
)p−1)d
. (11)
b) There exists a constant D∗4(k) only depending on k such that for all x ∈W it holds,
that
E
[(
(DxFk)(DxFk − 1)
)2] ≤ D∗4(k) 4k∑
q=k+1
(tδd)q
(
(k + 1)
(
q−k
3 + 1
)3)d
. (12)
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c) There exists a constant D′4(k) only depending on k such that for all x1, x2 ∈W it
holds, that
E
[
(Dx1,x2Fk)
4
] ≤ 1≤δ(x1, x2)D′4(k) 4(k−1)∑
q=k−1
(tδd)q
(
k
(
q−(k−1)
3 + 1
)3)d
. (13)
We have divided the proof into a sequence of lemmas. At first we will use the moment
decomposition for U -statistics to obtain bounds, that only involve integrals that depend
on d, k and the indices given by the decomposition, see Section 3. Therefore, for all
d ≥ 1, k ≥ 1 we define the integrals
I2 :=
∫
Bd∞(0,1)
2k−r
1≤1
(
y[k]
)
1≤1
(
y[r], z[k−r]
)
dy[k]dz[k−r], (14)
I3 :=
∫
Bd∞(0,1)
3k−r−s
1≤1
(
y[k]
)
1≤1
(
y[r], z[k−r]
)
1≤1
(
y[sY ], z[sZ ], w[k−s]
)
dy[k]dz[k−r]dw[k−s], (15)
I4 :=
∫
Bd∞(0,1)
4k−r−s−m
1≤1
(
y[k]
)
1≤1
(
y[r], z[k−r]
)
1≤1
(
y[sY ], z[sZ ], w[k−s]
)
× 1≤1
(
y[mY ], z[mZ ], w[mW ], u[k−m]
)
dy[k]dz[k−r]dw[k−s]du[k−m],
(16)
where s := sY + sZ , m := mY +mZ +mW and the indices r, sY , sZ ,mY ,mZ ,mW are
given according to the summations in the corresponding moment-decomposition.
Lemma 4.8. For all k ≥ 1, p ∈ {2, 3, 4} there existing constants Dp(k) only depending
on k and p such that for all x ∈W it holds, that
E
[
(DxFk)
2
] ≤ D2(k)∑(tδd)2k−rI2(d, k, r),
E
[
(DxFk)
3
] ≤ D3(k)∑ . . .∑(tδd)3k−r−sI3(d, k, r, sY , sZ),
E
[
(DxFk)
4
] ≤ D4(k)∑ . . .∑(tδd)4k−r−s−mI4(d, k, r, sY , sZ ,mY ,mZ ,mW ),
where the summations runs over the indices r, sY , sZ ,mY ,mZ ,mW given in the corre-
sponding moment-decomposition of the k-order U -statistics DxFk.
Proof:
Fix k ≥ 1 and x ∈ W . We use the moment-decomposition for U -statistics, Lemma 3.2,
on DxF to obtain
E
[
(DxFk)
2
]
=
k∑
r=0
C(k, r)
∫
W 2k−r
1≤δ(y[k], x)1≤δ(y[r], z[k−r], x)dµ
k(y[k])dµ
k−r(z[k−r]).
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The linear transformation yj = yj − x and zi = zi − x and the substitution δyj = yj,
δzi = zi for all j ∈ {0, . . . , k − 1} and i ∈ {0, . . . , k − r − 1}, similar to the proof of
Lemma 4.3, yields
E
[
(DxFk)
2
]
=
k∑
r=0
C(k, r)(tδd)2k−r
∫
(δ−1(W−x))2k−r
1
{
k−1
max
j=0
‖yj‖∞ ≤ 1 ∧
k−r−1
max
i=0
‖zi‖∞ ≤ 1
}
× 1≤1
(
y[k]
) · 1≤1(y[r], z[k−r])dy[k]dz[k−r].
We set D2(k) := max
k
r=0C(k, r) and use the first indicator to bound the domain of
integration, thus
E
[
(DxFk)
2
] ≤ D2(k) k∑
r=0
(tδd)2k−r
∫
Bd∞(0,1)
2k−r
1≤1
(
y[k]
) · 1≤1(y[r], z[k−r])dy[k]dz[k−r],
which establishes the formula, since the integral does not depend on x anymore.
In the same manner we use the moment-decomposition for U -statistics, Lemma 3.4 and
3.5, on DxF to derive
E
[
(DxFk)
3
] ≤ D3(k)∑ . . .∑(tδd)3k−r−sI3(d, k, r, sY , sZ),
and
E
[
(DxFk)
4
] ≤ D4(k)∑ . . .∑(tδd)4k−r−s−mI4(d, k, r, sY , sZ ,mY ,mZ ,mW ),
which completes the proof.
Lemma 4.9. For all k ≥ 2 there exists a constant D′4(k) only depending on k such that
for all x1, x2 ∈W it holds, that
E
[
(Dx1,x2Fk)
4
] ≤1{‖x1 − x2‖∞ ≤ δ}D′4(k)
×
∑
. . .
∑
(tδd)4(k−1)−r−s−mI4(d, k − 1, r, sY , sZ ,mY ,mz,mW ),
where the summation runs over the indices r, sY , sZ ,mY ,mZ ,mW given in the corre-
sponding moment-decomposition of the (k− 1)-order U -statistics Dx1,x2Fk. For k = 1 it
holds, that E
[
(Dx1,x2F1)
4
]
= 1{‖x1 − x2‖∞ ≤ δ}.
Proof:
Since Dx1,x2F1 = 1{‖x1 − x2‖∞ ≤ δ}, the claim for k = 1 follows immediately. Fix
k ≥ 2 and x1, x2 ∈ W . We use the moment-decomposition for U -statistics, Lemma 3.5,
on Dx1,x2Fk to obtain
E
[
(Dx1,x2Fk)
4
]
=
∑
. . .
∑
C(k − 1, r, sY , sZ ,mY ,mZ ,mW )
×
∫
W 4(k−1)−r−s−m
1≤δ
(
y[k−1], x1, x2
)
1≤δ
(
y[r], z[k−1−r], x1, x2
)
1≤δ
(
y[sY ], z[sZ ], w[k−1−s], x1, x2
)
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1≤δ
(
y[mY ], z[mZ ], w[mW ], u[k−1−m], x1, x2
)
dµ4(k−1)−r−s−m(y, z, w, u).
Using the factorization inequality (9) and the argument-removal inequality (10) for
1≤δ(·, x1, x2), yields
E
[
(Dx1,x2Fk)
4
] ≤∑ . . .∑C(k − 1, r, sY , sZ ,mY ,mZ ,mW )
× 1≤δ(x1, x2)
∫
W 4(k−1)−r−s−m
1≤δ
(
y[k−1], x1
)
1≤δ
(
y[r], z[k−1−r], x1
)
1≤δ
(
y[sY ], z[sZ ], w[k−1−s], x1
)
1≤δ
(
y[mY ], z[mZ ], w[mW ], u[k−1−m], x1
)
dµ4(k−1)−r−s−m(y, z, w, u).
Using the linear transformation y = y − x1, z = z − x1, u = u− x1 and w = w− x1 and
the substitution δy = y, δz = z, δu = u and δw = w for all variables y, z, u, w in the
integral, analysis similar to the proof of Lemma 4.8 yields the desired result.
In the next step we derive a bound for the integrals depending on the indices in the
moment-decomposition:
Lemma 4.10. For all d ≥ 1, k ≥ 1 and all choices of indices r, sY , sZ ,mY ,mZ ,mW ∈
{0, . . . , k} we have
I2(d, k, r) ≤ ((k + 1)(k − r + 1))d
I3(d, k, r, sY , sZ) ≤ ((k + 1)(k − r + 1)(k − s+ 1))d
I4(d, k, r, sY , sZ ,mY ,mZ ,mW ) ≤ ((k + 1)(k − r + 1)(k − s+ 1)(k −m+ 1))d,
where s := sY + sZ and m := mY +mZ +mW .
Proof:
Similarly to the proof of Lemma 4.5, we factorize the integral to obtain
I2(d, k, r) = I2(1, k, r)d.
Therefore we only have to consider the case d = 1:
I2(1, k, r) =
∫
[−1,1]2k−r
1≤1
(
y[k]
)
1≤1
(
y[r], z[k−r]
)
dy[k]dz[k−r].
Using (9) and (10) we obtain
1≤1
(
y[r], z[k−r]
) ≤ 1≤1(y[r]) · 1≤1(z[k−r]),
for all r ∈ {0, . . . , k}. Hence
I2(1, k, r) ≤
∫
[−1,1]2k−r
1≤1
(
y[k]
)
1≤1
(
y[r]
)
1≤1
(
z[k−r]
)
dy[k]dz[k−r].
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Since 1≤1
(
y[k]
)
1≤1
(
y[r]
)
= 1≤1
(
y[k]
)
this integral factorizes into two integrals separating
the y and z variables. Thus
I2(1, k, r) ≤
∫
[−1,1]k
1≤1
(
y[k]
)
dy[k] ×
∫
[−1,1]k−r
1≤1
(
z[k−r]
)
dz[k−r].
The claim follows directly from Lemma 4.5, since the two factors are given by IE(1, k)
and IE(1, k − r). In the same manner we factorize the integrals I3 and I4.
Finally, we simplify the bounds given by the previous lemma using only the number of
variables in the integral, removing the dependencies on the specific choice of indices:
Lemma 4.11. For all d ≥ 1, k ≥ 1 and p ∈ {2, 3, 4} we denote by qp ∈ {k, . . . , pk} the
number of variables in the integral Ip.
a) For all indices r such that 2k − r = q2 it holds, that
I2(k, r) ≤ ((k + 1)(q2 − k + 1))d. (17)
b) For all indices r, sY , sZ such that 3k − r − s = q3 it holds, that
I3(k, r, sY , sZ) ≤
(
(k + 1)
(
q3 − k
2
+ 1
)2)d
. (18)
c) For all indices r, sY , sZ ,mY ,mZ ,mW such that 4k − r − s−m = q4 it holds, that
I4(k, r, sY , sZ ,mY ,mZ ,mW ) ≤
(
(k + 1)
(
q4 − k
3
+ 1
)3)d
. (19)
Proof:
We give the proof only for the case p = 4; the other cases are similar. We note that it
is sufficient to show the claim for d = 1: For fixed k ≥ 1 and q4 ∈ {k, . . . , 4k} we define
g3 : [0, k]
3 → R by
g3(r, s,m) := (k + 1)(k − r + 1)(k − s+ 1)(k −m+ 1).
Maximizing over [0, k]3, with respect to the condition F (r, s,m) := 4k−r−s−m−q4 != 0
yields the maximal value for
r = s = m =
4k − q4
3
.
Thus, using Lemma 4.10, we have for all indices r, sY , sZ ,mY ,mZ ,mW ∈ {0, . . . , k},
with 4k − r − s−m = q4 the bound
I4(k, r, sY , sZ ,mY ,mZ ,mW ) ≤ g
(
4k − q4
3
,
4k − q4
3
,
4k − q4
3
)
,
which is our claim.
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We are now in a position, to show the main result of this section, Theorem 4.7:
Proof of Theorem 4.7 a) and c):
We give the proof only for the case p = 4; the other cases are similar. We reorganize the
summation in the bound given by Lemma 4.8 according to the number q of variables in
the integral I4, i.e.
E
[
(DxFk)
4
] ≤ D4(k)∑ . . .∑(tδd)4k−r−s−mI4(d, k, r, sY , sZ ,mY ,mZ ,mW )
= D4(k)
4k∑
q=k
∑
. . .
∑
1{4k − r − s−m = q}(tδd)qI4(d, k, r, sY , sZ ,mY ,mZ ,mW ).
Applying (19), yields
E
[
(DxFk)
4
] ≤ D4(k) 4k∑
q=k
(tδd)q
(
(k + 1)( q−k3 + 1)
3
)d∑
. . .
∑
1{4k − r − s−m = q}.
Finally, the last summations over the indicator yields a constant that does only depend
on k and q. Thus we redefine the constant D4(k) and the claim a) follows. The proof of
claim c) is similar.
Proof of Theorem 4.7 b):
Since
E
[(
(DxF )(DxF − 1)
)2]
= E
[
(DxF )
4
]− 2E[(DxF )3]+ E[(DxF )2] (20)
we use the moment decomposition for U -statistics, Lemmas 3.2, 3.4 and 3.5 on DxF to
obtain the decomposition for E[((DxF )(DxF − 1))2]. Recall that the decomposition of
the second moment is given by
E
[
(DxF )
2
]
=
k∑
r=0
C(k, r)
∫
W 2k−r
1≤δ(y[k], x)1≤δ(y[r], z[k−r], x)dµ
k(y[k])dµ
k−r(z[k−r]).
For r = k the integral is equal to the integral in E[DxF ] an further C(k, k) =
1
k! , thus
we rewrite this decomposition into
E
[
(DxF )
2
]
= E[(DxF )]
+
k−1∑
r=0
C(k, r)
∫
W 2k−r
1≤δ(y[k], x))1≤δ(y[r], z[k−r], x)dµ
k(y[k])dµ
k−r(z[k−r]).
Similarly, for r = k, sY = k, which forces us to set sZ = 0 by definition, the term in the
decomposition of the third moment is equal to E[DxF ]. For r = k, sY = k, mY = k,
which forces us to set sZ = 0, mZ = 0 and mW = 0, the term in the decomposition of
the fourth moment is also equal to E[DxF ]. Therefore, these terms cancel out in the
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decomposition of (20). We further note, that these combinations are the only choices of
indices in the decomposition yielding integrals that do only involve k distinct variables.
It follows immediately, that all other integrals appearing in the decomposition have at
least k + 1 distinct variables. Denoting the integrals in Lemmas 3.2, 3.4 and 3.5 by J2,
J3 resp. J4, we use the decomposition to rewrite the mixed moments. Since DxFk ≥ 0
for all x ∈ Rd we obtain the bound
E
[(
(DxF )(DxF − 1)
)2]
=
2k∑
q=k+1
∑
1{2k − r = q}C(k, r)J2(d, k, r)
−
3k∑
q=k+1
∑
. . .
∑
1{3k − r − s = q}C(k, r, sY , sZ)J3(k, r, sY , sZ)
+
4k∑
q=k+1
∑
. . .
∑
1{4k − r − s−m = q}C(k, r, sY , sZ ,mY ,mZ ,mW )
× J4(d, k, r, sY , sZ ,mY ,mZ ,mW )
≤
2k∑
q=k+1
∑
1{2k − r = q}C(k, r)J2(d, k, r)
4k∑
q=k+1
∑
. . .
∑
1{4k − r − s−m = q}C(k, r, sY , sZ ,mY ,mZ ,mW )
× J4(d, k, r, sY , sZ ,mY ,mZ ,mw)
where we just removed the negative term to simplify the upper bound. Analysis similar
to that in the proof of Theorem 4.7 a) before shows
E
[(
(DxF )(DxF − 1)
)2]
≤ D2(k)
2k∑
q=k+1
(tδd)q((k + 1)(q − k + 1))d +D4(k)
4k∑
q=k+1
(tδd)q
(
(k + 1)
(
q−k
3 + 1
)3)d
≤ (D2(k) +D4(k))
4k∑
q=k+1
(tδd)q
(
(k + 1)
(
q−k
3 + 1
)3)d
,
since (q−k+1) ≤ ( q−k3 +1)3, defining D∗4(k) := D2(k)+D4(k) completes the proof.
4.3 Proof of Theorem 1.3 and 1.4: Gaussian and Poisson Limit
Let us first investigate the asymptotic behavior of the varianceV[Fk] in the three different
phases determined by the limit of the expectation E[Fk]. Using the bound given by
Lemma 1.2 we obtain
E[Fk] + (1− 2δ)dR(d, k, t, δ) ≤ V[Fk] ≤ E[Fk] +R(d, k, t, δ),
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where we defined
R(d, k, t, δ) := t(tδd)k
k∑
r=1
C(k, r)(tδd)k+1−r
(
2(k+2)(k+1−r)
r+1 + r
)d
,
and note that R(d, k, t, δ) ≥ 0 holds for d ≥ 1, k ≥ 1, t > 0 and δ > 0.
Lemma 4.12. For all k ≥ 1 the variance of the k-simplex counting functional satisfies
lim
d→∞
V[Fk] = lim
d→∞
E[Fk],
if the limit of the expectation is infinite (1), a positive constant (2) or zero (3).
Proof:
Let us first assume that the limit of the expectation is either a positive constant (2) or
zero (3). Thus we have
lim
d→∞
1
(k+1)! t(tδ
d)k(k + 1)d = θ ∈ [0,∞)
and it follows, that
R(d, k, t, δ) = t(tδd)k (k+1)
d
(k+1)d
k∑
r=1
C(k, r)
(
(tδd)k (k+1)
d
(k+1)d
)k+1−r
k
(
2(k + 2)(k + 1− r)
r + 1
+ r
)d
= t(tδd)k(k + 1)d
k∑
r=1
C(k, r)
(
(tδd)k(k + 1)d
) k+1−r
k
(
2(k+2)(k+1−r)+r(r+1)
(r+1)(k+1)(k+1)
k+1−r
k
)d
.
We define the function gk : [0,∞)→ [0,∞) by
gk(r) :=
2(k+2)(k+1−r)+r(r+1)
(r+1)(k+1)(k+1)
k+1−r
k
and a straightforward calculation shows that g′′k(r) ≥ 0 implying convexity of gk. Using
gk(1) = 1 and gk(k + 1) = 1 we obtain
gk(α + (1− α)(k + 1)) ≤ αgk(1) + (1− α)gk(k + 1) ≤ 1,
for all α ∈ [0, 1] which implies gk(r) ∈ [0, 1] for all r ∈ {1, . . . , k + 1}. Therefore we have
R(d, k, t, δ) ≤ t(tδd)k(k + 1)d
k∑
r=1
C(k, r)
(
(tδd)k(k + 1)d
) k+1−r
k
.
Since t→∞ and we assume (2) or (3) we have (tδd)k(k + 1)d → 0, thus
R(d, k, t, δ) ≤ t(tδd)k(k + 1)d︸ ︷︷ ︸
→(k+1)!θ
k∑
r=1
C(k, r)
(tδd)k(k + 1)d︸ ︷︷ ︸
→0

k+1−r
k
→ 0,
which yields our claim.
If the expectation tends to infinity (1) we directly obtain the claim from the lower
variance bound.
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In the next step we check, that our k-simplex counting functional Fk or its standard-
ization F˜k satisfy the condition F ∈ dom(D) resp. F˜k ∈ dom(D) imposed through the
Malliavin-Stein method:
Lemma 4.13. For all d ≥ 1 and all k ≥ 1 there exists a constant Ddom(k) ∈ (0,∞)
only depending on k such that∫
W
E
[
(DxFk)
2
] ≤ Ddom(k)V[Fk].
Furthermore, if the expectation tends to infinity (1), then
F˜k ∈ dom(D).
If the expectation converges to a positive constant (2), then
Fk ∈ dom(D).
Proof:
We use the moment decomposition Lemma 3.2 on DxF to obtain∫
W
E
[
(DxFk)
2
]
dµ(x)
=
∫
W
k∑
r=0
C(k, r)
∫
W 2k−r
1≤δ
(
y[k], x
)
1≤δ
(
y[r], z[k−r], x
)
dµk(y[k])dµ
k−r(z[k−r])dµ(x)
=
k∑
r=0
C(k, r)
∫
W 2k−r+1
1≤δ
(
y[k], x
)
1≤δ
(
y[r], z[k−r], x
)
dµk(y[k])dµ
k−r(z[k−r])dµ(x)
Since x is used in both kernels we rename the variables yi → yi+1 for all i ∈ {0, . . . , k}
and x→ y0 and shift the index r of the sum to obtain∫
W
E
[
(DxFk)
2
]
dµ(x)
=
k∑
r=0
C(k, r)
∫
W 2k−r+1
1≤δ
(
y[k+1]
)
1≤δ
(
y[r+1], z[k−r]
)
dµk+1(y[k+1])dµ
k−r(z[k−r])
=
k+1∑
r=1
C(k, r − 1)
∫
W 2(k+1)−r
1≤δ
(
y[k+1]
)
1≤δ
(
y[r], z[k+1−r]
)
dµk+1(y[k+1])dµ
k+1−r(z[k+1−r])
=
k+1∑
r=1
C(k,r−1)C(k+1,r)
C(k+1,r)
∫
W 2(k+1)−r
1≤δ
(
y[k+1]
)
1≤δ
(
y[r], z[k+1−r]
)
dµk+1(y[k+1])dµ
k+1−r(z[k+1−r]).
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Defining
Ddom(k) =
k+1
max
r=1
C(k, r − 1)
C(k + 1, r)
the first claim follows immediately. Using Lemma 4.12 completes the proof.
We proceed to derive the upper bounds for γ1, γ2 and γ3,N resp. γ3,P .
Lemma 4.14. For all d ≥ 1 and all k ≥ 1 the error terms in the Malliavin-Stein limit
theorems are bounded by
γ1(Fk)≪ 4dt(tδd)k+
3
2 (k + 1)4d
12k−6∑
q=0
(tδd)
q
4 ,
γ2(Fk)≪ 4dt(tδd)k+1k4d
6k−6∑
q=0
(tδd)
q
2 ,
γ3,P (Fk)≪ t(tδd)k+
1
2 (k + 1)3d
4k−1∑
q=0
(tδd)
q
2 .
The error terms for the standardized k-simplex counting functional are bounded by
γ1(F˜k)≪ (V[Fk])−24dt(tδd)k+
3
2 (k + 1)4d
12k−6∑
q=0
(tδd)
q
4 ,
γ2(F˜k)≪ (V[Fk])−24dt(tδd)k+1k4d
6k−6∑
q=0
(tδd)
q
2 ,
γ3,N (F˜k)≪ (V[Fk])−
3
2Ct(tδd)k(k + 1)3d
2k∑
q=0
(tδd)q.
Proof:
Since the Malliavin difference operator is linear and invariant under addition of a constant
we have DxF˜k = DxFk/
√
V[Fk]. Therefore we can calculate the estimates for Fk first
and re-scale them later to obtain the results for F˜k. Fix x1, x2, x3 ∈W . Using (11) and
(13) we bound the integrand of γ1 by
E
[
(D2x1,x3F )
4
]
E
[
(D2x2,x3F )
4
]
E
[
(Dx1F )
4
]
E
[
(Dx2F )
4
]
≪ D4(k)2D′4(k)21≤δ(x1, x3)1≤δ(x2, x3)
4(k−1)∑
q1,q2=k−1
4k∑
q3,q4=k
(tδd)q1+q2+q3+q4
× ((k + 1)k)2d
((
q1−(k−1)
3 + 1
)(
q2−(k−1)
3 + 1
)(
q3−k
3 + 1
)(
q4−k
3 + 1
))3d
≪ 1≤δ(x1, x3)1≤δ(x2, x3)
4(k−1)∑
q1,q2=k−1
4k∑
q3,q4=k
(tδd)q1+q2+q3+q4(k + 1)16d,
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and the integrand of γ2 by
E
[
(D2x1,x3F )
4
]
E
[
(D2x2,x3F )
4
]
≪ D′4(k)21≤δ(x1, x3)1≤δ(x2, x3)
4(k−1)∑
q1,q2=k−1
(tδd)q1+q2k2d
((
q1−(k−1)
3 + 1
)(
q2−(k−1)
3 + 1
))3d
≪ 1≤δ(x1, x3)1≤δ(x2, x3)
4(k−1)∑
q1,q2=k−1
(tδd)q1+q2k8d.
Note that ∫
W 3
1≤δ(x1, x3)1≤δ(x2x3)dµ
3(x1, x2, x3) ≤ Λd(W )t3δ2d4d = t3δ2d4d.
Since n
√
x is subadditive for all x > 0 and n > 1, it follows that
γ1(Fk)≪
∫
W 3
1≤δ(x1, x3)1≤δ(x2x3)dµ
3(x1, x2, x3)
4(k−1)∑
q1,q2=k−1
4k∑
q3,q4=k
(tδd)
q1+q2+q3+q4
4 (k + 1)4d
≪ 4dt3δ2d(k + 1)4d
16k−8∑
q=4k−2
(tδd)
q
4 ,
and
γ2(Fk)≪
∫
W 3
1≤δ(x1, x3)1≤δ(x2x3)dµ
3(x1, x2, x3)
4(k−1)∑
q1,q2=k−1
(tδd)
q1+q2
2 k4d
≪ 4dt3δ2dk4d
8k−8∑
q=2k−2
(tδd)
q
2 ,
where we have simplified the sums using only the possible exponents of (tδd), since the
number of terms with the corresponding exponent in the double sum does only depend
on k. Shifting the indices of the sums such that the summations start at q = 0 establishes
the γ1 and γ2 bounds for Fk and re-scaling yields the corresponding bounds for F˜k.
Fix x ∈W . Using (12) and (11) we bound the integrand of γ3,P by
E
[
((DxFk)(DxFk − 1))2
]
E
[
(DxFk)
2
]
≪ D∗4(k)
4k∑
q1=k+1
2k∑
q2=k
(tδd)q1+q2(k + 1)2d
(
q1−k
3 + 1
)3d
(q2 − k + 1)d
≪
4k∑
q1=k+1
2k∑
q2=k
(tδd)q1+q2(k + 1)6d.
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It follows that
γ3,P (Fk)≪
∫
W
1dµ(x)
4k∑
q1=k+1
2k∑
q2=k
(tδd)
q1+q2
2 (k + 1)3d
≪ t(k + 1)3d
6k∑
q=2k+1
(tδd)
q
2 .
Using (11) together with DxFk ≥ 0, we bound the integrand of γ3,N by
E
∣∣(DxF )3∣∣≪ D3(k) 3k∑
q=k
(tδd)q(k + 1)d
(
q−k
2 + 1
)2d
≪
3k∑
q=k
(tδd)q(k + 1)3d.
It follows that
γ3,N (Fk)≪
∫
W
1dµ(x)
3k∑
q=k
(tδd)q(k + 1)3d
≪ t(k + 1)3d
3k∑
q=k
(tδd)q.
Re-scaling this bound for F˜k completes the proof.
We are now in a position to use the Malliavin-Stein method, in particular Theorem 2.6
and Theorem 2.7, to prove our main results, the central limit theorem and the Poisson
limit theorem for the k-simplex counting functional.
Proof of Theorem 1.3:
Assume, that the expectation of Fk tends to infinity (1), i.e.
lim
d→∞
1
(k + 1)!
t(tδd)k(k + 1)d =∞.
Lemma 4.12 yields V[Fk]→∞ and Lemma 4.13 gives F˜k ∈ dom(D). This enables us, to
use the Malliavin-Stein method to derive a bound on the Wasserstein-distance between
F˜k and a standard Gaussian distributed random variable N (0, 1) from Theorem 2.6. We
have to distinguish the following three cases based on the limit of (tδd):
Case 1: If (tδd)→ 0, the variance is bounded from below by
t(tδd)k(k + 1)d ≪ V[Fk].
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It follows that
γ1(F˜k)≪ 4d(k + 1)2dt−1(tδd)
3
2
−k,
γ2(F˜k)≪ 4dk2d
(
k
k+1
)2d
t−1(tδd)1−k,
γ3,N (F˜k)≪ (k + 1)
3d
2 t−
1
2 (tδd)−
k
2 ,
and further
√
γ1 +
√
γ2 + γ3,N ≪
{
t−
1
2 (tδd)−
k
2 2d(k + 1)d, k ≤ 3,
t−
1
2 (tδd)−
k
2 (k + 1)
3d
2 , ≥ 3.
Since E[Fk]≪ t(tδd)k(k + 1)d it follows that
t−
1
2 (tδd)−
k
2 (k + 1)−
d
2 ≪ (E[Fk])−
1
2 ,
which yields the desired result.
Case 2: If (tδd)→ c ∈ (0,∞), the variance is bounded from below by
t(k2 + 2k)d ≪ V[Fk]
It follows that
γ1(F˜k)≪ 4dt−1
(
1 + 1
k2+2k
)2d
,
γ2(F˜k)≪ 4dt−1
(
k2
k2+2k
)2d
,
γ3,N (F˜k)≪ t−
1
2
(
1 + 1
k2+2k
) 3d
2
,
and further
√
γ1 +
√
γ2 + γ3,N ≪ 2dt−
1
2
(
1 + 1
k2+2k
)d
.
Case 3: If (tδd)→∞, the variance is bounded from below by
t(tδd)2k(k2 + 2k)d ≪ V[Fk].
It follows that
γ1(F˜k)≪ 4dt−1
(
1 + 1
k2+2k
)2d
,
γ2(F˜k)≪ 4dt−1(tδd)−2
(
k2
k2+2k
)2d
,
γ3,N (F˜k)≪ t−
1
2
(
1 + 1
k2+2k
) 3d
2
,
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References
and further
√
γ1 +
√
γ2 + γ3,N ≪ 2dt−
1
2
(
1 + 1
k2+2k
)d
+ t−
1
2
(
1 + 1
k2+2k
) 3d
2
≪ 2dt− 12
(
1 + 1
k2+2k
)d
.
Using the Malliavin-Stein bound (5) for dW completes the proof.
Proof of Theorem 1.4:
Assume, that the expectation of Fk converges to a positive constant (2), i.e.
lim
d→∞
1
(k + 1)!
t(tδd)k(k + 1)d = θ ∈ (0,∞).
Lemma 4.12 yields V[Fk] → θ and Lemma 4.13 gives Fk ∈ dom(D). This enables us,
to use the Malliavin-Stein method to derive a bound on the total-variation distance
between Fk and a Poisson-distributed random variable P(θ) from Theorem 2.7. We note
that our assumption implies (tδd)→ 0 and t(tδd)k(k + 1)d → (k + 1)!θ.
Therefore
γ1(Fk)≪ 4d(tδd)
3
2 (k + 1)3d,
γ2(Fk)≪ 4d(tδd)k3d
(
k
k+1
)d
,
γ3,P (Fk)≪ (tδd)
1
2 (k + 1)2d,
and further
√
γ1 +
√
γ2 + γ3,P ≪
{
(tδd)
1
22d(k + 1)
3d
2 , k ≤ 3,
(tδd)
1
2 (k + 1)2d, k ≥ 3.
It follows from the Malliavin-stein bound (6) for dTV , that
dTV (Fk,P(θ))≪ |E[Fk]− θ|+ |V[Fk]− θ|+
{
(tδd)
1
2 2d(k + 1)
3d
2 , k ≤ 3,
(tδd)
1
2 (k + 1)2d, k ≥ 3.
≪ |E[Fk]− θ|+ |V[Fk]− θ|+
{
t−
1
2k (k + 1)
d(3k−1)
2k 2d, k ≤ 3,
t−
1
2k (k + 1)
d(4k−1)
2k , k ≥ 3.
which yields our claim.
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