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Abstract
A cubic bigraph G is minimally 1-factorable if every 1-factor lies in precisely one 1-factoriza-
tion. We characterize 3-bridges of G and prove that the 3-cut reductions of G are still minimally
1-factorable; thus, the open classi0cation problem is reduced to the study of 3-bridge-free min-
imally 1-factorable cubic bigraphs. Furthermore, we prove that if ab, cd are edges of G such
that the graph obtained by twisting them in ad, bc is still minimally 1-factorable, then ab, cd
lie in some 3-bridge of G. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Unless di8erently stated, all graphs will be simple (without loops and multiple
edges), undirected, and connected.
A Corollary to the P. Hall’s famous Marriage Theorem [2] says that every r-regular
bigraph G has a 1-factor and every 1-factor can be completed to a 1-factorization
of G. If every 1-factor of G lies in precisely one 1-factorization of G, we called G
minimally 1-factorable. Known instances are the complete cubic bigraph K3;3 and the
Heawood graph H (i.e. the Aag graph of the Fano plane PG(2; 2)), whose 6 and 24
distinct 1-factors fall into 2 and 8 distinct 1-factorizations, respectively.
1- and 2-regular bigraphs are always minimally 1-factorable. In [1] it has been shown
that there are no minimally 1-factorable r-regular bigraphs for r¿4.
The same paper presents a wide class of minimally 1-factorable cubic bigraphs,
which are obtained by linking slightly modi0ed copies of K3;3 or H via star products;
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the resulting graphs have a ‘tree-like’ structure where the roˆle of the ‘edges’ of the
tree is played by 3-bridges.
In prospect of a classi0cation of all minimally 1-factorable cubic bigraphs, in this
paper we show that every 3-bridge in such a graph can be chosen for a 3-cut reduction
such that the resulting subgraphs are still minimally 1-factorable. Moreover, we for-
mulate and prove a criterion to decide whether two edges of a minimally 1-factorable
cubic bigraph G lie in some 3-bridge of G.
2. Cubic bigraph and 3m-bridges
The valency of a 1-factor F of an r-regular bigraph G is the number of distinct
1-factorizations of G that contain F .
This notion 0nds its application in the following rather trivial but very useful tool:
Lemma 1. Let G be a cubic bigraph and F a 1-factor of G. Then the removal
G\F is a 2-factor of G; which is a hamiltonian circuit of G if; and only if; F has
valency 1.
Let G be an r-regular bigraph with bipartition V (G) = V1 ∪ V2; a matching B
consisting of s edges is an s-bridge of G if, and only if, the removal G\B falls into
two subgraphs not connected to each other, say G1 and G2, such that for i = 1; 2 one
has V (Gi) ∩ V (B)⊆Vi.
Theorem 2. Let G be a cubic bigraph with a s-bridge B such that G\B falls into two
connected subgraphs G1 and G2. If G is minimally 1-factorable; then; s is a multiple
of 3; say s= 3m; and; for every 1-factorization F1; F2; F3 of G; one has
|Fi ∩ B|= m; i = 1; 2; 3:
Proof: Denote the bipartition of G by V (G) = V1 ∪ V2. Lemma 1 implies that the
removal G \F3 = F1 ∪ F2 is a hamiltonian circuit, say C12, of G. Walking along C12,
one meets with two phenomena: the vertices alternate in belonging to V1 and V2; the
edges alternate in belonging to F1 and F2. These two phenomena are linked; in fact,
labelling subsequent vertices of C12 by
: : : ; ai−1; bi−1; ai; bi; : : :
with ai ∈ V1 and bi ∈ V2, one has either
aibi ∈ F1 and aibi−1 ∈ F2
or
aibi−1 ∈ F1 and aibi ∈ F2:
This choice represents the two directions in which one can walk along a circuit; let us
take the 0rst option.
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Now, we consider B12:=B ∩ E(C12); this intersection is not empty and contains an
even number of edges since C12 is hamiltonian and cyclically closed. Consider an
arbitrary edge in B12: modulo a suitable cyclic shift of the indices, we may assume
that a1b1 lies in both B12 and F1. Furthermore, we may suppose that a1 ∈ V (G1) and
b1 ∈ V (G2). Note that, this choice implies that
V (B) ∩ V (G1)⊆V1 and V (B) ∩ V (G2)⊆V2:
Now, walking from a1 to b1 and going ahead in C12, consider the 0rst edge again
lying in B12, distinct from a1b1; the above mentioned fact implies that this edge is of
type bjaj+1 for some j; this, in turn, implies that it belongs to F2. This reasoning can
be reiterated and leads to the following result: |B12| is even and one half of the edges
in B12 belongs to F1 and the other half to F2; de0ne 12:=|B12|=2.
An analogous reasoning for the hamiltonian circuit C13 with edge set F1∪F3 furnishes
the number 13. Since both 12 and 13 give the number of edges in B which belong
to F1, one has 12 = 13= : m and B has m edges in every 1-factor Fi, i = 1; 2; 3.
Obviously, this yields s= 3m.
Corollary 3. If G is a minimally 1-factorable cubic bigraph; then any 3-bridge of G
is 3-coloured with respect to each 1-factorization of G.
This Corollary generalises the assertion of Proposition 3:7 in [1] to the class of all
minimally 1-factorable cubic bigraphs.
A cubic bigraph G with a 3-bridge B can be considered as a star product between
graphs G1 and G2, we use the following notation (cf. [3, p. 90]):
G = G1 ∗ G2:
A reiterated star product is a star product (((G1 ∗G2) ∗ · · ·) ∗Gn) between n cubic
graphs G1; : : : ; Gn. In more details, one has:
Lemma 4. Let G be a cubic bigraph. Then; the following statements are equivalent:
(i) G contains a 3-bridge B.
(ii) G = G1 ∗ G2 is the star product of two graphs G1 and G2.
(iii) G is a reiterated star product.
Proof: (i) ⇒ (ii) We denote the vertices of G in such a way that the three edges of B
are a0b0; a1b1; a2b2. G \B splits up in two disjoint subgraphs, say Gˆ1 and Gˆ2, w.l.g. we
may suppose ai ∈ Gˆ1 and bi ∈ Gˆ2 for i=0; 1; 2. Apart ai and bi, the vertices of Gˆ1 and
Gˆ2 are all of valency 3. We construct G1 and G2 by adding to Gˆ1 and Gˆ2 precisely
the vertex b′0 and a
′




0bi for i = 0; 1; 2, respectively.
Obviously, G1 and G2 are cubic bigraphs. If we derive G1 and G2 in the vertex b′0
and a′0, respectively, and we make a star product between them, we obtain G.
(ii) ⇒ (iii) is trivial.
(iii) ⇒ (i) By de0nition star products generate 3-bridges.
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A 3-cut reduction is a graph obtained by a graph G by contracting a component
of G\B to a single vertex, where B is an edge cutset of size 3 (i.e. a 3-bridge).
Corresponding to B there are two 3-cut reductions, say G1 and G2 (cf. [6, pp. 84,
238]). Clearly any 3-cut reduction of G is a simple graph which is both cubic and
connected, moreover if G is bipartite, then so are any of its 3-cut reductions.
Theorem 5. Let G be a cubic bigraph and suppose that is G = G1 ∗ G2. Then; G is
minimally 1-factorable if; and only if; the 3-cut reductions G1 and G2 are minimally
1-factorable.




3 of Gi can be extended to a 1-factorization




3 of Gj, where {i; j} = {1; 2}. We




3 in such a way that the notations
of Lemma 4 apply
akb′0 ∈ F ′k if ; and only if a′0bk ∈ F ′′k
for each k ∈ {1; 2; 3}; then we de0ne the 1-factorization of G:
Fk :=(F ′k \ {akb′0}) ∪ (F ′′k \ {a′0bk}) ∪ {akbk}
with k = 1; 2; 3.
Now suppose that G is minimally 1-factorable. If Gi contained a 1-factor F ′ of
valency ¿2 then F ′ would extend to a 1-factor F of G again with valency ¿2.
Hence, G would not be minimally 1-factorable, a contradiction.
Conversely, let G1 and G2 be minimally 1-factorable. Denote by B= {e1, e2, e3} the
3-bridge of G generated by performing the star product G= G1 ∗G2. Let F1, F2, F3 be
a 1-factorization of G. If B is 3-coloured with respect to F1, F2, F3, this 1-factorization
induces a 1-factorization in G1 as well as in G2; both are of valency 1, since G1 and
G2 are minimally 1-factorable. The 1-factorization F1, F2, F3 can be reconstructed from
these induced 1-factorization in the above way and thus has valency 1 as well.
Now, assume that B is not 3-coloured for some 1-factorization F1, F2, F3 of G.
Consider the subgraph G′ of G induced by G1 and B: denote the bipartition of G1 by
V (G1) = V1 ∪ V2 and the bipartition of G′ by V (G′) = V1 ∪ V ′2. Then we have, say
n= |V1|= |V2|. Thus G1 has 3n edges. W.l.g., we may suppose ei = aibi with ai ∈ V1,
bi ∈ V ′2 i=1; 2; 3. Therefore, G′ has n vertices in V1 and n+2 vertices in V ′2, whereas
the edge set of G′ has still size 3m. We represent G′ by grouping its vertices in three
layers: the 0rst one consists of three vertices b1, b2, b3; the second of all n vertices of
G′ belonging to V1; the third of all n− 1 vertices of G′ belonging to V ′2 \ {b1; b2; b3}.





′ induces by F1, F2, F3: at least two
edges of B lie in one and the same 1-factor, say e1, e2 ∈ F ′1. Exactly one edge lying in
F ′1 goes out from each of the n−1 vertices of the third layer. All the edges, going out
from the third layer, are adjacent to the vertices of the second layer. Just three vertices
of the second layer are adjacent with the edges e1; e2; e3, at least two of which lie in
F ′1. Hence, in the second layer there are at most n−2 vertices left that can be incident
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to the edges lying in F ′1 as well as to the edges linking the second and the third layer,
a contradiction. It follows that the edges e1; e2; e3 are 3-coloured with respect to any
1-factorization of G.
Remark 6. Theorem 5 furnishes a method for reducing the study of minimally 1-
factorable cubic bigraphs to subgraphs of the same type. Hence, the open classi0cation
problem is reduced to the study of 3-bridge-free minimally 1-factorable cubic bigraphs.
The proof of Theorem 5 has an interesting consequence: it is well known that the
number of 1-factor of any r-regular bigraph G equals the permanent (of some adjacency
matrix) of G.
Corollary 7. Let G = G1 ∗ G2 be a minimally 1-factorable star product between the
cubic bigraphs G1 and G2. Then, per(G) = 13per(G1) · per(G2).
Proof: Every 1-factorization of G1 combines, in the way described in the above proof,
with every 1-factorization of G2. This yields 13per(G1)· 13 per(G2) distinct 1-factorization
for G and hence three times as many 1-factors.
3. Twisted edges
As pointed out before, 3-bridges play a key roˆle when dealing with minimally
1-factorable cubic bigraphs. The following theorem allows us to decide whether two
edges of such a bigraph can be completed to a 3-bridge.
De(nition 8. Let G be a cubic bigraph with bipartition V (G)=V1∪V2. Let {a; b; c; d}
be a set of vertices of cardinality 4 in G, with a; c ∈ V1 and b; d ∈ V2, such that ab
and cd are edges of G, whereas {a; d} and {b; c} are non-adjacent pairs. Then the
following operation, said twist operation, furnishes a new cubic bigraph Gtwist:
V (Gtwist):=V (G);
E(Gtwist):=(E(G) \ {ab; cd}) ∪ {ad; bc}:
Theorem 9. Let G be a minimally 1-factorable cubic bigraph with bipartition V (G)=
V1 ∪ V2. Suppose that ab; cd are edges of G; with a; c ∈ V1 and b; d ∈ V2; whereas
{a; d} and {b; c} are non-adjacent pairs. Then ab; cd belong to some 3-bridge B of
G if; and only if; Gtwist is still minimally 1-factorable.
Proof: To show that the condition is suQcient, we proceed in a series of lemmas.
Lemma 10. Let G and Gtwist be minimally 1-factorable cubic bigraphs. Then; the
edges ab; cd of G belong to distinct 1-factors for each 1-factorization of G (and ad
and cb in Gtwist).
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Proof: Suppose that ab, cd twist into ad, cb. Let F1, F2, F3 be a 1-factorization of G
with, say, ab; cd ∈ F1. By hypothesis G is minimally 1-factorable, then by Corollary
1, F1 ∪ F2 turns out to be a hamiltonian circuit, say C12 in G. Walking across the
circuit C12, the vertices and the edges alternate in belonging to V1 or V2, and F1 or
F2, respectively. Even if these situations occur simultaneously, there are two directions
in which one can walk across the circuit C12, i.e. if we walk across C12 from left to
right we have the following options:
It is enough to prove the theorem for one of the two options, say
Now consider the edges ab and cd in C12, according to the direction previously
chosen
and perform the twist operation on them:
By de0ning
F ′1:=(F1 \ {ab; cd}) ∪ {ad; bc}; F ′2:=F2; F ′3:=F3;
we obtain a 1-factorization of Gtwist. In Gtwist, however, the two 1-factors F ′1 and F
′
2
make up two distinct circuits shorter than C12, a contradiction to Lemma 1. This, in
turn, implies the statement of this Lemma.
Lemma 11. Let G be a 3-edge-connected cubic bigraph. If e; f are edges of G such
that e; f are not contained in any 1-factor of G; then e; f are contained in a 3-bridge
of G.
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Proof: Let e = ab and f = cd, where a; c ∈ V1 and b; d ∈ V2. The residual G′:=
G \ {a; b; c; d} has no matching covering its vertex set V1 \ {a; c} since such a matching
could be extended to a 1-factor of G containing e and f.
By P. Hall’s Theorem [4], there exists a subset S ⊆V1 \ {a; c} such that
|S|¿|NG′(S)|+ 1;
where NG′(S) denotes the set of all vertices of G′ adjacent to some vertex in S. Using
the fact that G is cubic we see that
(1) equality must hold in the above inequality;
(2) b; d ∈ NG(S);
(3) there are exactly three edges from NG(S) to V1\S, two of which are e and f.
Since G is 3-edge-connected, this third edge together with e; f makes up a 3-bridge
of G.
The necessary condition follows by Theorem 5 and Lemma 4. Indeed, by hypothesis
G contains a 3-bridge B then, by Lemma 4, G = G1 ∗ G2 is the star product of two
3-cut reductions G1 and G2. By Theorem 5, G1 and G2 are minimally 1-factorable
cubic bigraphs, since G is so. On the other side, Gtwist can be seen as a star product
of G1 and G2. Hence, again by Theorem 5, Gtwist is minimally 1-factorable.
Lemma 10 has an interesting consequence.
Corollary 12. There exists a canonic 1–1 correspondence between the 1-factorizations
of G and Gtwist.
Proof: By Lemma 10, the edges ab and cd belong to two distinct 1-factors of G.
W.l.g., for each 1-factorization F1, F2, F3 of G, we may choose indices such that
one has ab ∈ F1 and cd ∈ F2. We may represent G as a hamiltonian circuit C12
with V (C12) = V (G) and E(C12) = F1 ∪ F2 in such a way that the edges belonging
to F3 appear as ‘diagonals’. Note that C12 \ {ab; cd} splits up into two components
of connectivity, say C′12 and C
′′
12, with V (C
′
12):= {a; : : : ; c} and V (C′′12):= {b; : : : ; d}.







F ′1:=(F1 \ (E(C′′12)) ∪ (F2 ∩ E(C′′12)) ∪ {ad};
F ′2:=(F2 \ (E(C′′12)) ∪ (F1 ∩ E(C′′12)) ∪ {bc};
F ′3:=F3:
Note that applying the twist operation to this 1-factorization of Gtwist, we turn back
again to the 1-factorization F1, F2, F3 of G. Thus, the correspondence is 1–1.
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Fig. 1.
Remark 13. Theorem 9 only says that there exists a 3-bridge B of G containing ab
and cd. This does not exclude the option that the edges ab and cd lie in some di8erent
3m-bridge of G, as Fig. 1 shows.
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