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Abstrat
In this paper, we present a model of a trust-based reommendation system on a soial net-
work. The idea of the model is that agents use their soial network to reah information and
their trust relationships to lter it. We investigate how the dynamis of trust among agents
aet the performane of the system by omparing it to a frequeny-based reommendation
system. Furthermore, we identify the impat of network density, preferene heterogeneity
among agents, and knowledge sparseness to be ruial fators for the performane of the
system. The system self-organises in a state with performane near to the optimum; the
performane on the global level is an emergent property of the system, ahieved without
expliit oordination from the loal interations of agents.
Keywords: Reommender System, Trust, Soial Network
1 Introdution and Motivation
In reent years, the Internet has beome of greater and greater importane in everyone's life.
People use their omputers for ommuniation with others, to buy and sell produts on-line,
to searh for information, and to arry out many more tasks. The Internet has beome a soial
network, linking people, organisations, and knowledge [33℄ and it has taken the role of a platform
on whih people pursue an inreasing amount of ativities that they have usually only done in
the real-world.
This development onfronts people with an information overload : they are faing too muh data
to be able to eetively lter out the piees of information that are most appropriate for them. The
exponential growth of the Internet [21℄ implies that the amount of information aessible to people
grows at a tremendous rate. Historially, people have  in various situations  already had to
ope with information overload and they have intuitively applied a number of soial mehanisms
that help them deal with suh situations. However, many of these, inluding the notion of trust,
do not yet have an appropriate digital mapping [23℄. Finding suitable representations for suh
onepts is a topi of on-going researh [1; 10; 17; 23; 27; 29℄.
The problem of information overload has been in the fous of reent researh in omputer siene
and a number of solutions have been suggested. The use of searh engines [9℄ is one approah,
but so far, they lak personalisation and usually return the same result for everyone, even though
1/22
Frank E. Walter, Stefano Battiston, and Frank Shweitzer:
A Model of a Trust-based Reommendation System on a Soial Network
Revised Manusript for JAAMAS (September 07, 2007).
any two people may have vastly dierent proles and thus be interested in dierent aspets of
the searh results. A dierent proposed approah are reommendation systems [24; 25; 26; 30℄.
In the following, we present a model of a trust-based reommendation system whih, in an
automated and distributed fashion, lters information for agents based on the agents' soial
network and trust relationships [15; 19; 25℄.
Trust is a topi whih has reently been attrating researh from many elds, inluding, but not
limited to, omputer siene, ognitive sienes, soiology, eonomis, and psyhology. As a result
of this, there exists a plethora of denitions of trust, some similar to eah other, some dierent
from eah other. In the ontext of our model, trust an be dened as the expetany of an agent
to be able to rely on some other agent's reommendations.
There are many areas of appliation in whih suh systems, or similar ones, are appliable: some
obvious examples would be the failities to share opinions and/or ratings that many shopping
or autioning web sites oer, but the same priniples of ombining soial networks and trust
relationships an be applied in other domains as well: for example, in the sienti ommunity,
in form of a reommendation system for journal, onferene, and workshop ontributions.
The model that we are going to present enables a quantitative study of the problem and also
provides a sketh for a solution in terms of a real Internet appliation/web servie. The idea at
the ore of the model is that agents
• leverage their soial network to reah information; and
• make use of trust relationships to lter information.
In the following, we desribe the model and the results obtained by simulating the model with
multi-agent simulations. To some extent, it is also possible to make analytial preditions of the
performane of the system as a funtion of the preferenes of the agents and the struture of the
soial network.
The remainder of the paper is organised as follows: in the following setion, we put our work
into the ontext of the related work. Then, we present our model of a trust-based reommen-
dation system on a soial network. This is followed by an analysis of the results from omputer
simulations and analytial approximations of the model. Subsequently, we illustrate a number of
possible extensions and onlude with a summary of the work.
2 Related Work
Reent researh in omputer siene has dealt with reommendation systems [26; 30℄. Suh sys-
tems mostly fall into two lasses: ontent-based methods suggest items by mathing agent proles
with harateristis of produts and servies, while ollaborative ltering methods measure the
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similarity of preferenes between agents and reommend what similar agents have already hosen
[30℄. Often, reommendation systems are entralised and, moreover, they are oered by entities
whih are not independent of the produts or servies that they provide reommendations on 
often, this onstitutes a bias or onit-of-interest.
Trust is a topi whih is of ubiquitous importane to people. This is why it has been studied
in many disiplines, among them omputer siene, ognitive sienes, soiology, eonomis, and
psyhology [1; 10; 17; 23; 29℄. In omputer siene, trust was initially seen as a method to
enhane seurity systems [17℄: ryptography allows to ensure the authentiity, ondentiality,
and integrity, of the ommuniation between two parties Alie and Bob, but it does not allow
Alie to judge how trustworthy Bob is, and vie versa. In suh ontexts, trust has often been
formalised with logial models [20; 22℄. For a more detailed overview of trust in the literature,
please refer to [29℄.
Additionally, the diusion of information tehnologies in business and soial ativities results in
intriate networks of eletroni relationships. In partiular, many eonomi ativities via ele-
troni transations require the presene of or benet from a system of trust and distrust in order
to ensure the fullment of ontrats [23; 29℄. However, trust plays a ruial role not only by sup-
porting the seurity of ontrats between agents, but also beause agents rely on the expertise
of other trusted agents in their deision-making.
Along these lines, some reent works have suggested to ombine distributed reommendation
systems with trust and reputation mehanisms [14; 24; 25℄. Beause of the fat that both building
expertise and testing items available on the market are ostly ativities, individuals in the real
world attempt to redue suh osts through the use of their soial/professional networks.
Suh omplex networks, in partiular their struture and funtion, are the subjet of an extensive
and growing body of researh aross disiplines [28℄. Soial networks have reeived speial atten-
tion [5℄ and it has been shown that their struture plays an important role in deision making
proesses [4; 7; 13℄.
With respet to existing models of trust-based reommender systems operating on soial net-
works in the literature [14; 19; 25℄, the ontributions of our work are the following: we provide
analytial results for the performane of the system within a range of network density, preferene
heterogeneity among agents, and knowledge sparseness. We also report on extensive multi-agent
simulations supporting our preditions. The notion of trust that we use is quite general beause
it relies on the utility of an agent from interating with other agents. Thus, it an be extended to
represent more than just the similarity of preferenes between two agents [16; 34℄. With respet
to [25℄, besides the above, our model inludes a mehanism for propagation of trust along paths
in the soial network. Finally, we provide a framework whih allows the study of two ruial as-
pets, evolution and robustness, both from an analytial point-of-view, but also by multi-agent
simulations; in this respet, the framework ould be validated against empirial data along the
lines of [24℄.
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3 Model Desription
The model deals with agents whih have to deide for a partiular item that they do not yet know
based on reommendations of other agents. When faing the purhase of an item, agents query
their neighbourhood for reommendations on the item to purhase. Neighbours in turn pass on
a query to their neighbours in ase that they annot provide a reply themselves. In this way, the
network replies to a query of an individual by oering a set of reommendations. One way to
deal with these reommendations would be to hoose the most frequently reommended item.
However, beause of the heterogeneity of preferenes of agents, this may not be the most eient
strategy in terms of utility. Thus, we explore means to inorporate knowledge of trustworthiness
of reommendations into the system. In the following, we investigate, by means of analytial
alulations and omputer simulations, under whih onditions and to what extent the presene
of a trust system enhanes the performane of a reommendation system on a soial network.
3.1 Agents, Objets, and Proles
We onsider a set SA ofNA agents a1, a2, a3, ..., aNA . The idea is that the agents are onneted in a
soial network suh as, for example, of people and their friends [3; 28; 31℄ that are reommending
books to eah other. Hene, eah agent has a set of links to a number of other agents (whih
we all its neighbours). These links are not neessarily symmetri, i.e. the graph is direted.
In reality, soial networks between agents evolve over time; in other words, relationships form,
sustain, and also break up. In this paper, we mainly fous on a stati network while dynami
networks will be investigated more thoroughly in further work. At this stage, we assume the
network to be desribed by a random graph [8; 12℄  the usual hoie in absene of knowledge
of the real struture of the modeled soial network. We are aware that random graphs are not
always a good approximation of real networks. Thus, for further analysis of the model, it will be
appropriate to experiment with several dierent topologies as disussed in [2℄.
Furthermore, there exists a set SO of NO objets, denoted o1, o2, o3, ..., oNO . These objets rep-
resent items, agents, produts, buyers, sellers, et.  anything that may be subjet to the re-
ommendations  i.e. books as in the running example. We further assume that objets are put
into one or more of NC ategories from SC , denoted c1, c2, ..., cNC , where these ategories are
dened by the system and annot be modied (i.e. added, removed, or redened) by the agents.
In the senario where the reommendation system is on books, ategories ould be `epiurean
philosophy', `Swiss folklore', or `medieval arhery'. We denote the fat that an objet oi is in
ategory cj by stating oi ∈ cj .
Eah agent ai is assoiated to one ertain preferene prole whih is one of NP preferene proles
in the system, where SP = {p1, p2, p3, ..., pNP }. In the following, we will use the terms `preferene
prole', `prole', and 'preferenes' interhangeably. Suh a prole pi is a mapping whih assoiates
to eah objet oj ∈ SO a partiular orresponding rating rj ∈ [−1, 1], pi : SO → [−1, 1]. This
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Figure 1: Agents rating Objets: this is a bipartite graph with the agents on the left hand
side and the objets on the right hand side, the ratings being the onnetions. The set of all
possible ratings of an agent onstitutes its respetive prole.
is illustrated in Figure 1. In the urrent version of the model, we only onsider disrete ratings
where −1 signies an agents' dislike of an objet, 1 signies an agents' favour towards an objet.
In a future version of the model, this assumption an be relaxed; we hose to initially fous on
a disrete rating sheme beause most of the ones found on the Internet are of suh type. We
assume that agents only have knowledge in seleted ategories and, in partiular, they do only
know their own ratings on objets of other ategories subsequent to having used these objets.
Thus, eah agent is and remains an expert only on a set of initially assigned seleted ategories.
3.2 Trust Relationships
In this model, we also onsider trust relationships between agents: eah agent ai keeps trak
of a trust value Tai,aj ∈ [0, 1] to eah of its neighbour agents aj . These values are initialised
to Tai,aj = 0.5. It is important to stress that trust relationships only exist between neighbours
in the soial network; if two agents are not diretly onneted, they also annot possibly have
a trust relationship with eah other. However, two suh agents may indiretly be onneted to
eah other through a path in the network. For example, agent ai ould be onneted to agent
aj through agents ak and al, should ak and al, ai and ak, as well as al and aj be neighbours.
We an then ompute a trust value along the path path(ai, aj) from ai to aj  in the example,
path(ai, aj) = {(ai, ak), (ak, al), (al, aj)}  as follows:
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Tai,...,aj =
∏
(ak ,al)∈path(ai,aj)
Tak ,al (1)
i.e. the trust value along a path is the produt of the trust values of the links on that path. Of
ourse, there may be more than one path between two agents; in suh ases, eah path has its
own trust value. Figure 2 illustrates a part of suh a soial network of agents and a hain of trust
relationships between two agents.
Figure 2: Soial Network of Agents and their Trust Relationships: a setion of the soial net-
work around agent ai, indiating a hain of trust relationships to agent aj and ordering the
neighbours aording to their distane in hops ('orders of neighbourhood').
Note that this implies the assumption that trust is able to propagate through the network. In
other words, we take the position that if i trusts j, and j trusts k, then i should have a somewhat
more positive view of k based on this knowledge [19℄.
Trust transitivity is a ondition for trust propagation and there have been ere disussions in
the literature whether or not trust is transitive. From the perspetive of network seurity (where
transitivity would, for example, imply aepting a key with no further veriation based on
trust) or formal logis (where transitivity would, for example, imply updating a belief store with
inorret, impossible, or inonsistent statements) it may make sense to assume that trust is not
transitive [11; 20; 22℄. Others attribute trust some degree of transitivity [18; 19℄. Furthermore, it
has been shown empirially [14; 15; 19℄ that in senarios similar to ours, it an be assumed that
trust may propagate (with appropriate disounting) through the relationship network [19℄. In
our model, disounting takes plae by multiplying trust values along paths.
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It is important to remark that we do not allow reommendations by other agents to inuene
the preferenes of an agent on items. Rather, reommendations are suggestions. An agent merely
selets one and then, based on its experiene, draws its own onsequenes, regardless of the
reommendation.
3.3 Temporal Struture, Searh for Reommendations
The model assumes a disrete linear bounded model of time. In essene, there are two possible
types of searh for a reommendation:
1. Ranking within a ategory (RWC): agents query for a partiular ategory and searh re-
ommendations for several objets in this ategory in order to deide for one of the reom-
mended objets in the response from the network  typially the best one.
2. Spei rating for an objet (SRO): agents query for a partiular objet and searh re-
ommendations on this very objet in order to deide for or against using it, based on the
response from the network.
Both variants are possible within the framework of our model: in fat, we use SRO to establish
RWC.
At eah time step t, eah agent ai (in random order) selets a ategory cj (again, in random
order, with the onstraint that the agent is not an expert on the ategory) and searhes for
reommendations on the network. The protool for agent's searh proeeds as follows:
1. Agent ai prepares a query(ai, cj) for ategory cj and then transmits it to its neighbours.
2. Eah neighbour ak reeives query(ai, cj) and either
(a) returns a response(ak, ai, (oj , rj), Tai,...,ak), if it knows a rating rj for a partiular
objet oj in cj that it an reommend, i.e. if pk(oj) = rj > 0 (only positive ratings are
ommuniated, we do not onsider negative ones at this stage for sake of simpliity in
the deision making proess)
(b) or, passes query(ai, cj) on to its own neighbours if it does not know a rating rj for
the partiular ategory cj .
Notie that an agent ak knows the rating rj for a partiular objet oj only if it has either
experiened it or if it is an expert on the ategory cj of the objet. Furthermore, eah agent
along the path omputes only a part of the produt Tai,...,ak  i.e. on the path path(a1, a2, a3,
a4), agent a3 would pass Ta3,a4 to a2 and then, a2 would ompute Ta2,a3,a4 = Ta2,a3Ta3,a4 and
pass it to agent a1 who then an ompute Ta1,a2,a3,a4 = Ta1,a2Ta2,a3,a4 .
It is assumed that agents keep trak of the queries they have seen. Now there are two strategies
to guarantee that the algorithm terminates: either,
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• agents do not proess queries that they have already seen again (inomplete searh, IS);
or,
• agents pass on queries only one, but, if they have an appropriate reommendation, an
return responses more than one (omplete searh, CS).
In essene, both are a form of breadth-rst searh on the soial network of agents, but with
dierent properties: the former returns, for eah possible reommendation, only one possible
path in the network from the querying to the responding agent; the latter, however, returns, for
eah possible reommendation, eah of the possible paths in the network from the querying to
the responding agent.
As we will see later, this is a ruial dierene for the deision making of agents. For a given
reommendation, there might be several paths between the querying and the responding agent.
The IS returns a reommendation along one of these paths, while the CS returns a set of reom-
mendations along all possible paths. Some paths between two agents have high trust, some have
low trust. The IS may return a reommendation along a low-trust path even though there exists
a high-trust path, thus providing an agent with insuient information for proper deision mak-
ing. Of ourse, there is also a pitfall with the CS  it is omputationally muh more expensive.
In the literature, this issue of potentially having multipe paths for a reommendation has been
disussed [18℄, and we will ome bak to it when disussing the deision making of the agents.
3.4 Deision Making
As a result of a query, eah agent ai possesses a set of responses from other agents ak. It now faes
the issue of making a deision for a partiular objet. The agent needs to deide, based on the
reommendations in the response, what would be the appropriate hoie of all the objets reom-
mended. In the following, we denote query(ai, oj) = Q and a response(ak, ai, (oj , rj), Tai,...,ak) ∈ R
where R is the set of all responses. The values of trust along the path provide a ranking of the
reommendations. There are many ways of hoosing based on suh rankings; we would like to
introdue an exploratory behaviour of agents and an established way of doing so onsists in
hoosing randomly among all reommendations with probabilities assigned by a logit funtion
[32℄. For this purpose, it is onvenient to rst map trust into an intermediate variable Tˆ , ranging
in [−∞,∞]:
Tˆai,...,ak =
1
2
ln
(
1 + 2(Tai,...,ak − 0.5)
1− 2(Tai,...,ak − 0.5)
)
∈ [−∞,∞] (2)
i.e. Tˆai,...,ak = −∞ for Tai,...,ak = 0 and Tˆai,...,ak =∞ for Tai,...,ak = 1. Then,
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P (response(ak, ai, (oj , rj), Tai,...,ak)) =
exp(βTˆai,...,ak)∑
R exp(βTˆai,...,al)
∈ [0, 1] (3)
where β is a parameter ontrolling the exploratory behaviour of agents (when Tˆai,...,ak = ±∞,
P (response(ak, ai, (oj , rj), Tai,...,ak)) is omputed as a limit). With suh transformations we
ahieve to have trust values Tai,...,ak to lie in [0, 1] whih is required in order to propagate
them as well as negative values of Tˆai,...,ak when the trust towards an agent is very small  other-
wise, agents would keep hoosing reommendations even from untrustworthy agents with nite
probability. For β = 0, the probability of hoosing eah response will be the same (i.e. this is
equivalent to a random hoie), but for β > 0, responses with higher assoiated values of Tai,...,ak
have higher probabilities. To deide for one of the objets, the agent hooses randomly between
all reommendations aording to these probabilities.
Now, suppose that an agent reeived a reommendation from another agent, but through many
paths. For example, ai may be linked to ak through aj , but also through al. Then, eah of
the two responses would be assigned a probability aording to eq. 3. Sine reommendations
oming along paths of high trust will have a higher probability of being hosen, this implies that
reommendations oming along paths of low trust are still part of the deision-making proess,
but with muh lower probability. This approah is similar to [18℄ (where only the highest path
is onsidered, and all lower paths are disarded) and the issue has also been disussed in [22℄.
For benhmarking the trust-based approah of seleting reommendations, we onsider an alter-
native deision making strategy, namely a frequeny-based approah without any trust relation-
ships being onsidered at all. In this approah, an agent hooses randomly among eah of the
reommendations with equal probability for eah of the reommendations.
3.5 Trust Dynamis
In order to enable the agents to learn from their experiene with other agents, it is neessary
to feedbak the experiene of following a partiular reommendation into the trust relationship.
This is done as follows: subsequent to an interation, agent ai who has ated on a rating through
its neighbour, agent aj, updates the value of trust to this neighbour, based on the experiene
that he made. Let ok be the hosen objet. Then, assuming agent ai having prole pi, pi(ok) = rk
is the experiene that ai has made by following the reommendation transmitted through aj . It
is onvenient to dene the update of T (t+ 1) in terms of an intermediate variable T˜ (t+ 1):
T˜ai,aj (t+ 1) =
{
γT˜ai,aj (t) + (1− γ)rk for rk ≥ 0
(1− γ)T˜ai,aj (t) + γrk for rk < 0
(4)
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where T˜ai,aj (0) = 0 and γ ∈ [0, 1]. Beause T˜ai,aj ∈ [−1, 1], we have to map it bak to the interval
[0, 1]:
Tai,aj(t+ 1) =
1 + T˜ai,aj (t+ 1)
2
∈ [0, 1] (5)
The distintion between rk ≥ 0 and rk < 0 reates, for values of γ > 0.5, a slow-positive
and a fast-negative eet whih usually is a desired property for the dynamis of trust: trust
is supposed to build up slowly, but to be torn down quikly. The trust update is only applied
between neighbouring agents. Although the trust along pathways between two non-neighbour
agents Tai,...,aj is used for hoosing a reommendation, this is not used to establish a value
of trust towards non-neighbour agents. The trust along pathways between two non-neighbour
agents Tai,...,aj hanges only as a result of hanges on the links of the path, i.e. hanges between
neighbour agents.
Our intention is to keep the trust dynamis loal, i.e. restrit it to neighbours. Any other approah
would require agents to maintain global knowledge. The performane of the system results from
the development of pathways of high trust and thus is an emergent property of loal interations
between neighbouring agents.
It is important to note that  in the urrent version of the model  as a result of the trust
dynamis, trust Tai,aj evolves to a value whih reets the similarity of agents ai and aj. This
is onsistent with the observation in the literature that there is a orrelation between trust
and similarity [16℄ and that, in a reommendation system, reommendations only make sense
when obtained from like-minded people exhibiting similar taste [34℄. In fat, our mehanism
ould be seen as a possible explanation of this orrelation. However, as stated, there are other
interpretations of trust in dierent disiplines, in partiular ognitive siene, soiology, and
psyhology.
In further extensions of the model, trust Tai,aj ould inlude other notions suh as agent aj
ooperated with agent ai, agent aj gave faithful information to agent ai, or agent aj joined
a oalition with agent ai. In other words, Tai,aj ould be an aggregate of dierent dimensions
of trust, possibly measuring the faithfulness, reliability, availability, and quality of advie from
a partiular agent.
3.6 Utility of Agents, Performane of the System
In order to quantitatively measure the dierene of the trust-based approah of seleting reom-
mendations as ompared to the frequeny-based approah, it is neessary to dene measures for
the utility of agents as well as for the performane of the system.
We dene an instantaneous utility funtion for an agent ai following a reommendation from
agent aj on objet ok at time t as follows:
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u(ai, t) = ri (6)
where agent ai's prole determines pi(ok) = ri. We onsider the performane of the system to be
the average of the utilities of the agents in the system:
Φ(t) =
1
NA
∑
ai∈SA
u(ai, t) (7)
This gives us a measure for quantitatively omparing the dierene that the trust-based approah
makes towards the frequeny-based approah, both on the miro-level of an agent and the maro-
level of the system.
4 Results
One of the most important results of the model is that the system self-organises in a state with
performane near to the optimum. Despite the fat that agents only onsider their own utility
funtion and that they do not try to oordinate, long paths of high trust develop in the network,
allowing agents to rely on reommendations from agents with similar preferenes, even when
these are far away in the network. Therefore, the good performane of the system is an emergent
property, ahieved without expliit oordination.
Three quantities are partiularly important for the performane of the system: the network
density, the preferene heterogeneity among the agents, and the sparseness of knowledge. The
ore result is that reommendation systems in trust-based networks outperform frequeny-based
reommendation systems within a wide range of these three quantities:
• Network density : if the network is very sparse, agents reeive useful reommendations on
only a fration of the items that they send queries about; the denser the network, the better
the performane, but above a ritial threshold for the density, the performane stabilises.
The proximity of this value to the optimum depends on the other two quantities.
• Preferene heterogeneity : if the preferenes of agents are homogeneous, there is no advan-
tage for ltering the reommendations; however, if the preferenes of agents are all dierent,
agents annot nd other agents to at as suitable lters for them. In between, when pref-
erenes are heterogeneous, but `not too muh', the system performane an be near to the
optimum.
• Knowledge sparseness: when knowledge is dense (Nc and/or Np small), it is easy for an
agent to reeive reommendations from agents with similar preferenes. In the extreme
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situation in whih, for eah ategory there is only one expert with any given preferene
prole, agents an reeive useful reommendations on all ategories only if there exists a
high-trust path onneting any two agents with the same prole. This is, of ourse, related
to the density of links in the network.
The performane of the system thus depends, non-linearly, on a ombination of these three key
quantities. Under ertain assumptions, the model an be investigated analytially and in a mean-
eld approah it is possible to make quantitative preditions on how these fators impat the
performane. These results are presented in subsetion 4.1. In subsetion 4.2, we illustrate the
properties of our reommendation system by desribing the results of multi-agent simulations of
the model. As a benhmark, we ompare the trust-based reommendation system to a frequeny-
based reommendation system.
4.1 Analytial Approximation
In the following, we derive an expression for the performane of the system as a funtion of the
frequeny and heterogeneity of proles aross agents. We proeed as follows. We rst introdue
the notion of similarity, ω of proles. We then show, in the limit of a mean-eld approximation,
that the x points of trust between two agents are a funtion of the similarity of their proles.
We then derive the value of the ritial threshold for the network density above whih a subset
of agents with the same prole is expeted to form a onneted omponent. Above this thresh-
old, agents with the same prole an reeive reommendations on all ategories overed by the
expertise of suh a subset of agents. Under this hypothesis, and in the stationary regime for the
trust dynamis, the expeted utility of an agent an easily be omputed, again in a mean-eld
approximation, based on the deision making dynamis used to hoose among reommendations.
As ommon in the literature, the similarity between two proles pi, pj is dened as
ωi,j =
1
NO
∑
ok∈SO
1− |pi(ok)− pj(ok)| (8)
The similarity of two agents is, for instane, 1 if their preferenes over the produts are idential,
and −1 if their preferenes over the produts are always opposite, and 0 if half of their preferenes
are idential and half are opposite.
Suppose there are only two proles p1, p2 in the population. If proles are evenly distributed
among agents (n1 = 1/2), then the expeted value of ω over a large set of pairs of proles is
〈ω〉 = 0. If instead, agents have only one prole, p1 = 1, then trivially 〈ω〉 = 1.
4.1.1 Trust Dynamis
Consider the dynamis for the update of trust of agent ai towards a neighbouring agent aj (eq. 4).
Assume the two agents have proles pm and pn, respetively (sine the number of agents and of
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proles are dierent, we don't use pi and pj for the proles as this would suggest that there exatly
as many proles as agents). Let us then fous rst only on reommendations oming diretly
from aj . Eq. 4 is a stohasti equation beause reommendations are provided by aj to ai on
objets of randomly hosen ategories. In a mean-eld approximation, we replae the stohasti
term, rk, with its average over time, whih, by denition, is ωm,n. It is then straightforward to
hek that the x point of both ases of eq. 4 is ωm,n. By the time agent ai has developed a value
of trust towards aj lose to ωm,n, aj has done the same with its own neighbours. In partiular,
if ωm,n is lose to 1, then only reommendations from neighbours aw of aj towards whih aj has
developed high trust, are assoiated with high values of trust along the path aw, aj , ai. The same
holds, by indution, for longer paths. Therefore, we an extend the mean-eld approximation
also to the general ase of reommendations reeived by ai indiretly through aj .
4.1.2 Random Graph Struture and Critial Density
It is known that in a random graph of N nodes and ℓ links, a giant onneted omponent appears
for values of ℓ > (N − 1)/2, meaning that the probability that the network is onneted tends to
1 for large N (and orrespondingly large ℓ) [8; 12℄. Equivalently, above this threshold, there is at
least one path between any two randomly hosen nodes. In our model, agents are onneted in
a random graph and have dierent preferene proles, distributed randomly aording to some
frequeny distribution. We an then ask what is the ritial density of links (randomly drawn
among agents of any prole) in the network suh that there is (in the limit of many agents) at
least one path between any two agents with the same prole. In this situation, a querying agent
is able to reeive reommendations from all other agents of the same prole along paths whih
involve only agents of the same prole. If ni is the frequeny of agents of prole pi, we denote
ℓi,i = ℓn
2
i to be the number of links among any two agents with same prole pi. The ondition for
the existene of a giant omponent of agents with prole pi is ℓi,i >
N−1
2 , whih implies ℓ >
N−1
2n2
i
.
For instane, for two proles with frequeny n = 0.5, this formula leads to ℓ = 2(N −1). In other
words, the smaller the frequeny of prole pi, the higher the ritial number of links ℓ above
whih agents with prole pi beome onneted in a giant omponent.
4.1.3 Performane
As desribed in the deision making proess, at eah time step, as a result of a query for a given
ategory, an agent ai reeives a set of ratings assoiated with values of the trust along the paths
from whih the responses ome from. Eah rating is seleted with a probability given by eq. 3.
Over time, the agent sends many queries. Let R be the set of all responses k it reeives over
time. The expeted value of the rating r, hene of the utility u of the agent, is then:
E(u) = E(r) =
∑
k∈R
rkPk =
∑
k∈R rk exp(βTˆk)∑
k∈R exp(βTˆk)
(9)
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The set R ontains responses sent by many agents with dierent proles. We an group the set R
by the set Sp of proles of suh agents. In a mean-eld approah we an then replae the ratings
experiened by the agent ai, with prole pq, through following reommendations of other agents
with prole ps, with its average value ωq,s. In the same spirit, we an also replae the value of
trust towards all agents with prole ps by ωq,s. Then, eq. 2 implies that exp(βTˆ ) is approximated
with the value (1+ω1−ω )
β
2
. This approximation is well-justied for rst neighbours. For the other
agents, it is less aurate, but it may be expeted to hold if the network is well above the density
threshold and in the stationary regime in whih trust paths have already developed. The expeted
utility of an agent, whih, in the long run, oinides with the expeted value of the performane
of the system, is then:
E(Φ) =
∑
s∈Sp
ωq,s(
1+ωq,s
1−ωq,s
)
β
2∑
s∈Sp
(1+ωq,s1−ωq,s )
β
2
=
∑
ω ω(
1+ω
1−ω )
β
2 ν(ω)∑
ω(
1+ω
1−ω )
β
2 ν(ω)
(10)
where the seond expression is obtained as follows: we group the set Sp by the values of similarity
between the prole of the querying agent and the proles of the reommending agents. Beause
in a pair of querying-responding agents there is a nite number of ombinations of proles, and
their probability of ourrene depends the relative frequeny of eah prole in the population
(proles are assigned randomly to the agents). Therefore, the probability of ourrene of eah
value of similarity ω, ν(ω) is known by onstrution. Eah term (1+ω1−ω )
β
2 ν(ω) represents the
probability of an agent hoosing the reommendation from an other agent with a given similarity
value ω, multiplied by the probability that suh a similarity value ours among the querying
agent and the reommenders. This formula allows to predit the expeted utility of the system as
a funtion of the distribution of the proles of preferenes among the agents. The formula holds
in the regime in whih eah subset of agents of the same prole form a onneted omponent
and their joint expertise overs all the ategories. For instane, if we onsider two proles in the
system p1 and p2, with frequeny n1 and 1− n1, the probability that a pair of agents onsists of
both p1, or both p2, or mixed is, respetively: (n1)
2
, (n2)
2 = (1 − n1)
2
and 2(n1)(1 − n1). The
orresponding values of ω are 1, 1,−1.
In the absene of trust (i.e., β = 0), eq. 10 redues to the expression of the expeted value of ω,
yielding Φ = 4n21−4n1+1. In presene of trust (i.e., β > 0), the term with ω lose to 1 dominates,
thus yielding Φ ≈ 1. These results will be onrmed empirially in the next subsetion.
4.2 Computer Simulations
For the simulations we have used the following parameters to the model: we onsider Na = 100
agents, and the simulations are averaged over Nr = 100 runs. The size of eah ategory is the
same and we vary Nc ∈ {10, ..., 50} and Np ∈ {2, 4, 6}; No is usually adjusted suh that there are
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at least 2 objets in eah ategory. Proles are distributed suh that the sum over a prole is 0 on
average  aross the prole, ategories, and agents. Eah agent is an expert on 1 ategory. Further,
for the soial network we assume a random direted graph with a given number of agents, Na,
and a given total number of links, ℓ. The network density is then dened as d = ℓ/Na(Na − 1).
Agents are onneted randomly with respet to their prole.
Figure 3 (left) shows that the update rule of trust as desribed by eq. 4 and 5 produes the desired
slow-positive fast-negative dynamis. Trust between two agents of the same prole evolves to 1
(blak dotted line, partially overed by the red solid line). Trust between two agents of opposite
proles evolves to 0 (blue dashed line). In ase that an agent reommends an objet that is rated
negatively, trust drops quikly and reovers slowly (red solid line). The probability of hoosing a
reommendation depends ritially on the parameter β, whih ontrols the exploratory behaviour
of agents, as shown in Figure 3 (right).
0  20 40 60 100
0
0.5
1
Time
Tr
us
t
Shock 
0 0.5 1
0
0.5
1
Trust
Pr
ob
ab
ilit
y β = 4 
β = 0.5 
β = 0 
Figure 3: Dynamis of Trust and Logit Funtion. Left: slow-positive fast-negative dynamis of
trust. Trust between two agents of the same prole (blak dotted line), between two agents of
opposite proles (blue dashed line). In ase that an agent reommends an objet that is rated
negatively, trust drops quikly and reovers slowly (red solid line). Right: impat of the hoie
of the exploration parameter β on the deision making. The slope of the sigmoid-like funtion
inreases for inreasing values of β.
Over time, eah agent develops a value of trust towards its neighbours whih reets the similarity
of their respetive proles. After some time, paths of high trust develop, onneting agents with
similar proles. As a result, the performane of the system, as dened in eq. 7 inreases over time
and reahes a stationary value whih an approah the optimum, as shown in Figure 4, where
the urves orrespond to dierent values of γ. Inreasing values of γ lead to urves approahing
the optimum faster.
We have also simulated a situation in whih, prior to the start of the dynamis, there is a learning
phase in whih the agents explore only the reommendations of their diret neighbours on the
ategories that these laim to be expert on. This way, the trust dynamis already start from a
value deviating from the neutral point of 0.5 and loser to one of the x points (see eq. 4). In
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this ase, the performane is optimal from the beginning on (top blak urve). Interestingly, the
system evolves, even in the normal dynamis, to the same value that is reahed with the learning
phase, supporting the idea that the optimal performane is an emergent behaviour of the system.
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Figure 4: Performane vs. Time for Nc = 10 (left) and Nc = 50 (right). Over time, performane
approahes the optimum  with learning (top blak line), this proess is aelerated. Dierent
urves orrespond to dierent values of γ ∈ {0.2, 0.4, 0.6, 0.8}. Inreasing values of γ lead to
urves approahing the optimum faster (orresponding olours: red, green, blue, yellow).
In the model desription, we have desribed two types of searh. Figure 5  the performane
Φ of the system plotted against inreasing values of density d in the network  shows that
the searh type beomes important when the knowledge is sparse. We notie a sigmoid shape
whih would beome steeper for systems with larger numbers of agents. We onsider dierent
Nc, orresponding to levels of sparseness of knowledge (in blue irles and red triangles, 10 and
50 ategories, respetively, Np = 2). With the inomplete searh algorithm, the performane
deteriorates. With the omplete searh algorithm, the system reahes the optimal performane
even in the ase of maximally sparse knowledge (50 ategories means that there is only 1 expert
from eah prole in eah ategory). In both plots of Figure 5, the blak squares orrespond
to the frequeny-based reommendation system used as benhmark. In fat, without trust, the
performane is 0 on average, beause random hoies lead to an equal distribution of good and
bad objets (with respet to proles).
We now illustrate the role of preferene heterogeneity. We onsider rst the ase in whih there are
two possible, opposite, proles in the population, say p1 and p2. We dene the fration of agents
haraterised by the rst prole as n1. In Figure 6 (left), we plot the performane of the system
with and without trust (red triangles and blue squares, respetively) against inreasing values of
n1. When n1 = 0.5 there is an equal frequeny of both proles, while when n1 = 1 all agents have
the rst prole. For the system without trust, the performane inreases for inreasing n1. In fat,
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Figure 5: Performane vs. density for dierent Nc (in blue irles and red triangles, 10 and
50 ategories, respetively). Inomplete searh (left) and omplete searh (right). For sparse
knowledge, the omplete searh performs muh better than the inomplete searh. The benh-
mark of a frequeny-based system is represented by blak squares.
despite that hoies are random, agents reeive reommendations whih are more and more likely
to math the preferenes of the majority. On the other hand, the minority of agents with the
prole p2 are more and more likely to hoose wrong reommendations, but their ontribution to
the performane of the system dereases. The simulation results are in good agreement with the
preditions obtained in the analytial approximation (blak dotted lines), eq. 10. For the system
with trust the performane is almost unhanged by the frequeny. This very strong result has
the following explanation: The soial network is a random graph in whih agents have randomly
assigned proles. Agents assigned to p2 derease in number, but, as long as the minority, as a
whole, remains onneted (there is a path onneting any two suh agents) they are able to lter
the orret reommendations. At some point the further assignment of an agent to p1 auses the
minority to beome disonneted and to make worse hoies. In the simulations, this happens
when n1 = 0.9 and n2 = 0.1. Another way of investigating the role of heterogeneity of preferenes
is to onsider an inreasing number of proles in the population, eah with the same frequeny.
In the extreme ase in whih, for eah ategory there is only one expert with any given preferene
prole, the performane, at onstant values of network density d, drops dramatially, as shown
in Figure 6 (right).
5 Extensions
So far, we have made the assumptions that (1) agents are self-interested in the sense of bounded
rationality, but do not at randomly, selshly, or maliiously and that (2) the soial network of
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Figure 6: Eet of heterogeneity on performane. The trust-based approah performs well also
in very homogeneous systems; in the extreme ase of very heterogeneous systems, performane
drops. Left: Performane as a funtion of the fration n1 of agents with prole p1, with trust
(red triangles) and without trust (blue squares). Right: Performane as a funtion of network
density d with dierent numbers of proles Np (blue squares: Np = 2, green irles: Np = 4,
red triangles: Np = 6). The benhmark of a frequeny-based system is represented by blak
rosses.
agents is xed and does not hange over time  no agents join or leave the networks and no links
are rewired, added, or dropped. In reality, both of these assumptions need to be relaxed, so in
further work, we plan to investigate the behaviour of the system with respet to these issues.
5.1 Evolving Soial Network
Considering a xed network between agents does not appropriately depit reality; usually, soial
networks evolve over time with links being reated and deleted at eah time step. For example,
the network ould evolve in the following manner: at ertain intervals over time, eah agent ai
randomly piks one of its links  e.g., to agent aj  and rewires it to a random other agent in
the network or keeps it, both with a ertain probability. Of ourse, it would make sense to tie
this probability to the level of trust the agent has on the partiular link onsidered for rewiring:
P (rewire) = 1− Tai,aj (11)
P (keep) = Tai,aj (12)
i.e. P (rewire) + P (keep) = 1.
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(a) t = tstart, β = 0 (b) t = tend, β = 0
() t = tstart, β = 1 (d) t = tend, β = 1
Figure 7: Snapshots of the evolution of a network of 40 agents in 2 proles and 80 links at time
t = tstart and t = tend for β = 0 and β = 1, respetively. When β = 0, disonneted lusters
of agents with the same prole form, when β = 1, interonneted lusters of agents with the
same proles form. For β > 0, agents develop stronger ties to agents of the same prole than
to agents of dierent proles.
Figure 7 shows how snapshots of the evolution of a sample network of agents at dierent stages
for dierent values of β look when applying this mehanism. Note the random graph struture
at t = tstart and the ommunity fragmentation at t = tend. This illustrates the dilemma be-
tween exploration and exploitation faed by the agents. For β = 0, agents hoose randomly,
thus performing worse, but they explore many of the other agents repetitively and their trust
relationships onverge to the steady state of the trust dynamis of Equations 4 and 5. Then,
over time, links with low trust are rewired and links with high trust are kept. This leads to the
emergene of two disonneted lusters. Eventually, subsequent to the formation of lusters, suh
agents will perform well, as any reommendation will ome from an agent of the same prole.
For β = 1, agents hoose aording to the strength of trust relationships, thus performing better,
and they are able to exploit their knowledge. However, they exploit stronger links while not even
exploring weaker ones. This results in lustering, but with interonnetions between lusters. As
19/22
Frank E. Walter, Stefano Battiston, and Frank Shweitzer:
A Model of a Trust-based Reommendation System on a Soial Network
Revised Manusript for JAAMAS (September 07, 2007).
networks in reality are evolving, it is important to study the impat of suh behaviour on the
system in more detail.
5.2 Robustness against Random, Selsh, and Maliious Agents
Another extension of the model fouses on the robustness of the reommendation system against
attaks. For this purpose, three dierent additional types of agents an be onsidered: (1) Random
agents are agents that, instead of giving orret reommendations, give a random reommenda-
tion. Having suh agents in the system mimis the eet of noise on ommuniation hannels. (2)
Selsh agents are agents that do not return reommendations exept in the ase that they have
already reeived responses through the agent that initiated the query. (3) Maliious agents are
agents that intentionally give reommendations that do not orrespond to their own beliefs  i.e.,
they reommend what they would not use themselves, and vie versa. We are interested in the
performane of the reommendation system with respet to diering frations of suh agents in
the system: To what extent is the performane aeted? Is there a ritial value of the fration of
suh agents for whih the reommendation system beomes unusable? For appliations in reality,
an analysis of these topis is ruial.
6 Summary and Conlusions
We have outlined a model for a trust-based reommendation system that ombines the onepts
of soial networking and trust relationships: agents use their trust relationships to lter the
information that they have to proess and their soial network to reah knowledge that is loated
far from them. Probably the most striking result of this work is that the reommendation system
self-organises in a state with performane near to the optimum; the performane on the global
level is an emergent property of the system, ahieved without expliit oordination from the
loal interations of agents. With this model, we strive towards building an arhetypal model for
reommendation systems by ombining the onepts of soial networking and trust relationships.
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