Abstract. We analyze the distribution of unitarized L-polynomialsLp(T ) (as p varies) obtained from a hyperelliptic curve of genus g ≤ 3 defined over Q. In the generic case, we find experimental agreement with a predicted correspondence (based on the Katz-Sarnak random matrix model) between the distributions ofLp(T ) and of characteristic polynomials of random matrices in the compact Lie group U Sp(2g). We then formulate an analogue of the Sato-Tate conjecture for curves of genus 2, in which the generic distribution is augmented by 22 exceptional distributions, each corresponding to a compact subgroup of U Sp(4). In every case, we exhibit a curve closely matching the proposed distribution, and can find no curves unaccounted for by our classification.
Introduction
For C a smooth projective curve of genus g defined over Q and each prime p where C has good reduction, we consider the polynomial L p (T ), the numerator of the zeta function Z(C/F p ; T ). This polynomial is intimately related to many arithmetic properties of the curve, appearing in the Euler product of the L-series
the characteristic polynomial of the Frobenius endomorphism,
and the order of the group of F p -rational points on the Jacobian of C,
In genus 1, C is an elliptic curve, and L p (T ) = pT 2 − a p T + 1 is determined by the trace of Frobenius, a p . The distribution of a p as p varies has been and remains a subject of considerable interest, forming the basis of several well known conjectures, including those of Lang-Trotter [36] and Sato-Tate [52] . Considerable progress has been made on these questions, particularly the latter, much of it quite recently [4, 5, 6, 21, 38] .
In genus 2, C is a hyperelliptic curve, and the study of L p (T ) may be viewed as a natural generalization of these questions (we also consider hyperelliptic curves of genus 3). Our first objective is to understand the shape of the distribution of L p (T ), which leads us to focus primarily on Sato-Tate type questions.
The random matrix model developed by Katz and Sarnak provides a ready generalization of the Sato-Tate conjecture to higher genera. They show (see Theorems 10.1.18.3 and 10.8.2 in [27] ) that over a universal family of hyperelliptic curves of genus g, the distribution of unitarized L-polynomials,L p (T ) = L p (p −1/2 T ), corresponds to the distribution of characteristic polynomials χ(T ) in the compact Lie group U Sp(2g) (the group of 2g × 2g complex matrices that are both unitary and symplectic). By also considering infinite compact subgroups of U Sp(2g), we are able to frame a generalization of the Sato-Tate conjecture applicable to any smooth curve defined over Q.
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To test this conjecture, we rely on a collection of highly efficient algorithms to compute L p (T ), described by the authors in [28] . The performance of these algorithms has improved dramatically in recent years (due largely to an interest in cryptographic applications [13] ). For a hyperelliptic curve, it is now entirely practical to compute L p (T ) for all p ≤ N (where the curve has good reduction), with N on the order of 10 8 in genus 2 and more than 10 7 in genus 3. Alternatively, for much smaller N (less than 10 4 ) one can perform similar computations with 10 10 curves or more. We characterize the otherwise overwhelming abundance of data with moment statistics. If {x p } is a set of unitarized values derived fromL p (T ), say x p = a p / √ p, we compute the first several terms of the sequence where the corresponding random variable X is derived from the characteristic polynomial χ(T ) of a random matrix A, say X = tr(A). In all the cases of interest to us, the moments E[X n ] exist and determine the distribution of X. Furthermore, they are integers. The distributions we encounter can typically be distinguished by the first eight terms of (2) . It will be convenient to begin our sequences with E[X 0 ] = 1.
To apply this approach we must determine these moment sequences explicitly. This is an interesting problem in its own right, with applications to representation theory and combinatorics. The particular cases we consider include the elementary and Newton symmetric functions (power sums) of the eigenvalues of a random matrix in U Sp(2g). We derive explicit formulae for the corresponding moment generating functions. Our results intersect other work in this area, most notably that of Grabiner and Magyar [18] , and also Eric Rains [42] . We take a somewhat different approach, relying on the Haar measure to encode the combinatorial structure of the group.
With moment sequences for U Sp(2g) in hand, we then survey the distributions ofL p (T ). The case g = 1 is easily described, and we do so here. The polynomial L p (T ) = p + a 1 T + 1 is determined by the coefficient a 1 = −a p / √ p, and there are two distributions of a 1 that arise.
For elliptic curves without complex multiplication, the moment statistics of a 1 converge to the corresponding moment sequence in U Sp(2):
1, 0, 1, 0, 2, 0, 5, 0, 14, 0, 42, . . . , whose (2n)th term is the nth Catalan number. Convergence follows from the SatoTate conjecture, which for curves with multiplicative reduction at some prime (almost all curves) is now proven, thanks to the work of Clozel, Harris, ShepherdBarron, and Taylor [9, 21, 53 ] (see Mazur [38] for an overview). Testing at least one example of every curve with conductor less than 10 7 (including all the curves in Cremona's tables [11, 50] ) revealed no apparent exceptions among curves with purely additive reduction.
For elliptic curves with complex multiplication, the moment statistics of a 1 converge instead to the sequence: 1, 0, 1, 0, 3, 0, 10, 0, 35, 0, 126, . . . , whose (2n)th term is 2n n /2 for n > 0. This is the moment sequence of a compact subgroup of U Sp (2) , specifically, the normalizer of SO(2) in SU (2) = U Sp (2) . The elements with nonzero traces have uniformly distributed eigenvalue angles, and for elliptic curves with complex multiplication, convergence follows from a theorem of Deuring [12] and known equidistribution results for Hecke characters [35, Ch. XV]. The only other infinite compact subgroup of U Sp(2) (up to conjugacy) is SO (2) , and its moment sequence does not appear to correspond to the moment statistics of any elliptic curve (such a curve would necessarily contradict the Sato-Tate conjecture).
The main purpose of the present work is to undertake a similar study in genus 2. We also lay some groundwork for genus 3, but consider only the case of a typical hyperelliptic curve. Already in genus 2 we find a much richer set of possible distributions.
For the typical hyperelliptic curve in genus 2 (resp. 3), when computed for suitably large N , the moment statistics closely match the corresponding moment sequences in U Sp(4) (resp. U Sp(6)), as predicted. In genus 2 we can make a stronger statement. In a family of one million curves with randomly chosen coefficients, every single one appeared to have theL p (T ) distribution of characteristic polynomials in U Sp (4) . Under reasonable assumptions, we can reject alternative distributions with a high level of statistical confidence.
To find exceptional distributions in genus 2 we must cast our net wider, searching very large families of curves with constrained coefficient values, as well as examples taken from the literature. Such a search yielded over 30,000 nonisomorphic exceptional curves, but among these we find only 22 clearly distinct distributions, each with integer moments (Table 11 , p. 29). For each of these distributions we are able to identify a specific compact subgroup H of U Sp(4) with a matching distribution of characteristic polynomials (Table 13 , p. 34). The method we use to construct these subgroups is quite explicit, and a converse statement is very nearly true. Of the subgroups we can construct, only two do not correspond to a distribution we have found; we can rule out one of these and suspect the other can be ruled out also ( § 7.2). We believe we have accounted for all possible L-polynomial distributions of a genus 2 curve.
Some Motivating Examples
We work throughout with smooth, projective, geometrically irreducible algebraic curves defined over Q. Recall that for a curve C with good reduction at p, the zeta function Z(C/F p ; T ) is defined by the formal power series
where N k counts the (projective) points on C over F p k . From the seminal work of Emil Artin [3] , we know that Z(C/F p ; T ) is a rational function of the form
where the monic polynomial L p (T ) ∈ Z[T ] has degree 2g (g is the genus of C) and constant coefficient 1. By the Riemann hypothesis for curves (proven by Weil [56] ), the roots of L p (T ) lie on a circle of radius p −1/2 about the origin of the complex plane. To study the distribution of L p (T ) as p varies, we use the unitarized polynomial
which has roots on the unit circle. AsL p (T ) is a real polynomial of even degree withL p (0) = 1, these roots occur in conjugate pairs. We may writē
SinceL p (T ) has unitary roots, we know that
and ask how a i is distributed within this interval as p varies. The next three pages show the distribution of a 1 for arbitrarily chosen curves of genus 1, 2, and 3 and various values of N . The coefficient a 1 is the negative sum of the roots ofL p (T ), and may be written as a 1 = −a p / √ p, where a p is the trace of Frobenius.
Each graph represents a histogram of nearly π(N ) samples (one for each prime where C has good reduction) placed into approximately π(N ) buckets which partition the interval [−2g, 2g] determined by (3) . The horizontal axis spans this interval, and the vertical axis has been suitably scaled, with the height of the uniform distribution, 1/(4g), indicated by a dotted line. Distribution of a 1 = −a p / √ p for p ≤ N with good reduction.
Distribution of a 1 = −a p / √ p for p ≤ N with good reduction.
The familiar semicircular shape in genus 1 is the Sato-Tate distribution. The examples in higher genera also appear to converge to distinct distributions. Provided the curve is "typical" (a notion we will define momentarily) this distribution is the same for every curve of a given genus. Even in atypical cases, there is (empirically) a small distinct set of distributions that arise for a given genus. In genus 1, only one exceptional distribution for a 1 is known, exhibited by all curves with complex multiplication:
The central spike has area 1/2 (asymptotically), arising from the fact that a curve with CM-field Q[
√ D] has a p = 0 precisely when D is a not a quadratic residue in F p [12] .
In higher genera, a richer set of exceptional distributions arises. Below is an example for a genus 2 curve whose Jacobian splits as the product of two elliptic curves (one with complex multiplication). Histograms for several other exceptional genus 2 distributions are provided in Appendix II. 
A Generalized Sato-Tate Conjecture
We wish to give a conjectural basis for these distributions, both in the typical and atypical cases. The formulation presented here follows the model developed by Katz and Sarnak [27] and relies heavily on additional detail provided by Nicholas Katz [26] , whom we gratefully acknowledge. Most of the statements below readily generalize to abelian varieties, but we restrict ourselves to curves defined over Q.
We begin with the Sato-Tate conjecture, which may be stated as follows:
Conjecture 1 (Sato-Tate). For an elliptic curve without complex multiplication, the distribution of the roots e iθ and e −iθ ofL p (T ) for p ≤ N converges (as N → ∞) to the distribution given by the measure µ = 2 π sin 2 θdθ over θ ∈ [0, π].
As noted earlier, this has been proven for elliptic curves with multiplicative reduction at some prime [21] . Using a 1 = −2 cos θ, one finds that
giving the familiar semicircular distribution. An equivalent formulation of Conjecture 1 is that the distribution ofL p (T ) corresponds to the distribution of the characteristic polynomial of a random matrix in U Sp (2) . More generally, the Haar measure on U Sp(2g) provides a natural distribution of unitary symplectic polynomials of degree 2g: the eigenvalues of a unitary matrix lie on the unit circle and the symplectic condition ensures that they occur in conjugate pairs (giving a polynomial with real coefficients). Conversely, each unitary symplectic polynomial corresponds to a conjugacy class of matrices in U Sp(2g).
Let the eigenvalues of a random matrix in U Sp(2g) be e ±iθ1 , . . . , e ±iθg , with θ j ∈ [0, π]. The joint probability density function on (θ 1 , . . . , θ g ) given by the Haar measure on U Sp(2g) is In view of the atypical examples in the previous section, we cannot expect every curve to achieve the distribution given by µ(U Sp(2g)). One might impose a restriction comparable to that of Sato-Tate by requiring that End C (J(C)) = Z, i.e. that the Jacobian have minimal endomorphism ring. While necessary, it is not clear that this restriction is sufficient in general. A stronger condition uses the ℓ-adic representation of Gal(Q/Q) induced by the Galois action on the Tate module T ℓ (C) (the inverse limit of the ℓ n -torsion subgroups of J(C)). Specifically, we require that the image of the representation [44, p. 104] ) that if this is achieved for any ℓ, then it holds for all ℓ, and we say such a curve has large Galois image.
Each of the conditions below suffices for C to have large Galois image.
(1) C is a genus g curve with g odd, 2, or 6, and End C (J(C)) = Z (Serre [46, 45] ). This does not hold in genus 4 (Mumford [40] ). (2) C is a hyperelliptic curve y 2 = f (x) with f (x) of degree n ≥ 5 and the Galois group of f (x) is isomorphic to S n or A n (Zarhin [58] ). (3) C is a genus g curve with good reduction outside of a set of primes S and the mod ℓ reduction of the image of ρ ℓ is equal to GSp(2g, Z/ℓZ) for some ℓ ≥ c(g, S) (Faltings [14] , Serre [46, 44] ). Condition 3 was suggested to us by Katz. The constant c(g, S) depends only on g and S. From Faltings [14, Thm. 5], we know that for a given g and S, there are only finitely many nonisomorphic Jacobians of genus g curves with good reduction outside of S. Each such curve has large Galois image if and only if for all ℓ > c the mod ℓ image of ρ ℓ is GSp(2g, Z/ℓZ), for some constant c. By the results of Serre cited above, it suffices to find one such ℓ, and taking the maximum of c over the finite set of Jacobians gives the desired c(g, S). At present, effective bounds on c(g, S) are known only in genus 1 [10, 32] . Even without effective bounds, Condition 3 gives an easily computable heuristic that is useful in practice. 2 We now consider the situation for a curve which does not have large Galois image. The simplest case is an elliptic curve with complex multiplication. For such a curve the distribution of a 1 clearly does not match the distribution of traces in U Sp(2) (see Fig. 1 above) . In particular, the density of primes for which a 1 = −a p / √ p = 0 is one half. There is, however, a compact subgroup of U Sp(2) which gives the correct distribution. Consider the subgroup
H contains SO(2) as a subgroup of index 2 (it is in fact the normalizer of SO(2) in U Sp(2)). The elements of H not in SO(2) all have zero traces, giving the desired density of 1/2. The Haar measure on SO(2) gives uniformly distributed eigenvalue angles, matching the distribution of nonzero traces for elliptic curves with complex multiplication. Note that H is disconnected. This is a common (but not universal) feature among the subgroups we wish to consider.
For an elliptic curve with complex multiplication, the mod ℓ Galois image lies in the normalizer of a Cartan subgroup (see Lang [34, Thm 3.2] ). For sufficiently large ℓ, one finds that is in fact equal to the normalizer of a Cartan subgroup. There is then a correspondence with the subgroup H above, which is the normalizer of the Cartan subgroup SO(2) in SU (2) = U Sp (2) .
In general, we anticipate a relationship between the ℓ-adic Galois image of a curve C, call it G ℓ (a subgroup of GSp(2g, Z ℓ )), and a compact subgroup H of U Sp(2g) whose distribution of characteristic polynomials matches the distribution of unitarized L-polynomialsL p (T ) of C. One can (conjecturally) describe this relationship, albeit in a nonexplicit manner. Briefly, one takes the Zariski closure of G ℓ through a series of embeddings:
The last step is justified by the fact that Q ℓ and C are algebraically closed fields containing Q of equal cardinality, hence isomorphic, and we choose a particular embedding of Q ℓ in C. One then takes the intersection with Sp(2g), obtaining a reductive group over C. After dividing by √ p, the image of each Frobenius element lies in this intersection, as a diagonalizable matrix with unitary eigenvalues. We now consider a maximal compact subgroup of the intersection, H, lying in U Sp(2g). Each unitarized Frobenius element is conjugate to some element of H (unique up to conjugacy in H) whose characteristic polynomial isL p (T ). When G ℓ is Zariski dense in GSp(2g, Z ℓ ), we obtain H = U Sp(2g), but in general, H is some compact subgroup of U Sp(2g).
There is an analogous construction involving the Mumford-Tate group MT(A) of an abelian variety A, which contains G ℓ . The result is the Hodge group Hg(A), corresponding to our subgroup H above. For simple abelian varieties of low dimension (up to genus 5) the possibilities for Hg(A) have been classified by Moonen and Zarhin [39] . 3 For genus 2 curves we consider the classification of H in Section 7, and give what we believe to be a complete list of the possibilities (most of these do not correspond to simple Jacobians). We note here that curves with nonisomorphic Hodge groups may have identical L-polynomial distributions, so the notions are not equivalent.
We can now state the conjecture.
Conjecture 2 (Generalized Sato-Tate). For a curve C of genus g, the distribution ofL p (T ) converges to the distribution of characteristic polynomials χ(T ) in an infinite compact subgroup H ⊆ U Sp(2g). Equality holds if and only if C has large Galois image.
We say that the subgroup H represents the L-polynomial distribution of C.
Moment Sequences Attached to L-polynomials
Let P C (N ) denote the set of primes p ≤ N for which the curve C has good reduction. We may computeL p (T ) for all p ∈ P C (N ), and if x is a quantity derived fromL p (T ) (e.g., the coefficients a k or some function of the a k ), we consider the mean value m(x n ) over p ∈ P C (N ) as an approximation of the nth moment E[X n ] of a corresponding random variable X. Under Conjecture 2, we assume there is a compact subgroup H ⊆ U Sp(2g) which represents the L-polynomial distribution of C. If X is a real random variable defined as a polynomial of the eigenvalues of an element of H, it clearly has bounded support under the Haar measure on H (the eigenvalues lie on the unit circle). Therefore its moments all exist. Further, one may determine absolute bounds on X depending only on g, which we regard as fixed. Carleman's condition [31, p. 126 ] then implies that the moment sequence for X uniquely determines its distribution. We summarize this argument with the following proposition. Proposition 1. Under Conjecture 2, let H be a compact subgroup of U Sp(2g) which represents the L-polynomial distribution of a curve C. Let x p be a real-valued polynomial of the roots ofL p (T ), and let the random variable X be the corresponding polynomial of the eigenvalues of a random matrix in H. Then the moments of X exist and determine the distribution of X. For all nonnegative integers n, the mean value of x n p over p ∈ P C (N ) converges to E[X n ] as N → ∞.
We now consider random variables X that are symmetric functions (polynomials) of the eigenvalues, with integer coefficients. In this case, it is easy to see that the moments of X must be integers.
Proposition 2. Let V be a vector space of finite dimension over C. Let the random variable X be a symmetric polynomial with integer coefficients over the eigenvalues of a random matrix in a compact group G ⊆ GL(V ), distributed with Haar measure. Then E[X n ] ∈ Z for all nonnegative integers n.
Proof. The sum of the eigenvalues, e 1 , is the trace of the standard representation V of G, and E[e 1 ] = G tr(A)dA counts the multiplicity of the trivial representation in V , an integer. Similarly, the kth symmetric function e k is the trace of the kth exterior power Λ k V , hence E[e k ] must be an integer. The product of the traces of two representations is the trace of their tensor product, hence E[e n k ] 3 We thank David Zywina for bringing this to our attention.
is an integer, as are the moments of any product of elementary symmetric functions. Linearity of expectation implies that Z-linear combinations of products of elementary symmetric functions also have integer moments, and every symmetric polynomial with integer coefficients may be expressed in this way.
Proposition 2 is quite useful in practice, particularly when H is unknown. We can "determine" E[X n ] for small n by computing the mean of x n p up to a suitable bound N . The value obtained is purely heuristic of course, depending both on Conjecture 2 and an assumption about the rate of convergence. Nevertheless, the consistency of the results so obtained are quite compelling.
For most curves (those with large Galois image) we expect H = U Sp(2g), and we may compute the distribution of X using the measure µ defined in (4).
Moment Generating Functions in
be the characteristic polynomial of a random matrix in U Sp(2g) with eigenvalues e ±iθ1 , . . . , e ±iθg . Up to a sign (−1) k , the a k are the elementary symmetric functions of the eigenvalues. We also define
the kth power sums of the eigenvalues (Newton symmetric functions). We wish to compute the (integer) sequence
, where X is a k or s k . We first consider s k (including a 1 = −s 1 ). 4 We have
where V = [0, π] g denotes the volume of integration. If we expand (5) using the formula for µ in (4), we need only consider univariate integrals of the form
We regard C m k as a sequence indexed by n ∈ Z + (in fact, an integer sequence), and define the exponential generating function (egf) of
is the moment generating function of s k . We will compute C m k in terms of sequences B ν , defined by
where the binomial coefficient is zero when (n + ν)/2 is not an integer in the interval [0, n]. With this understanding, we allow ν to take arbitrary values, with
4 The other a k are addressed in Section 4.4 (for g ≤ 3). 5 Bν (n) counts paths of length n from 0 to ν on the real line using step set {±1}.
The function I ν (z) is a hyperbolic Bessel function (of the first kind, of order ν) [49, . Hyperbolic Bessel functions are defined for nonintegral values of ν (and are not identically zero), so the condition ν ∈ Z in (8) should be duly noted.
We can now state a concise formula for M[s k ].
Theorem 1. Let s k denote the kth power sum of the eigenvalues of a random element of U Sp(2g). The moment generating function of s k is
with B ν defined as above.
We postpone the proof until Section 4.2.
The determinantal formula in Theorem 1 contains some redundancy (e.g., when
k appears twice), but we find the simple form of Theorem 1 well suited to both hand and machine computation. For example, when g = 2 and k = 1 we have
From (15) of Section 4.3, we obtain the identity
where c(n) is the nth Catalan number. The odd moments are zero and the even moments form sequence A005700 in the On-line Encyclopedia of Integer Sequences (OEIS) [47] . A complete list of the sequences M [s k ] and g ≤ 3 can be found in Section 4.3. The sequence A005700 = (1, 1, 3, 14, 84, 594, . . . ) is well known. It counts lattice paths of length 2n in Z 2 with step set {(±1, 0), (0, ±1)} that return to the origin and are constrained by x 1 ≥ x 2 ≥ 0. In general, the sequence M [s 1 ] counts returning lattice paths in Z g which remain in the region x 1 ≥ . . . ≥ x g ≥ 0. This follows from a general result of Grabiner and Magyar 7 which relates the decomposition of tensor powers of certain Lie group representations to lattice paths in a chamber of the associated Weyl group [18] : as in the proof of Proposition (2), interpret E[s n 1 ] as the multiplicity of the trivial representation in V ⊗n , where V is the standard representation of U Sp(2g), then apply Theorem 2 of [18] .
For the group U Sp(2g) and k = 1, our results intersect those of [18] , where an equivalent determinantal formula is obtained by counting lattice paths in the Weyl chamber of the corresponding Lie algebra. By contrast, we compute M[s k ] directly from the measure µ(U Sp(2g)), using only elementary methods. The Haar measure, via the Weyl integration formula, effectively encodes the relevant combinatorial content. Particularly when k > 1, this is simpler than a combinatorial or 6 The similarity of C 0 1 C 2 1 −C 1 1 C 1 1 and c(n)c(n+2)−c(n+1) 2 is somewhat misleading, both expressions involve Catalan numbers, but the terms do not correspond. 7 As explained to us by Arun Ram, this equality may be interpreted in terms of crystal bases, which leads directly to analogues for groups other than U Sp(2g).
representation-theoretic approach. More generally, Haar measure, and moment sequences in particular, can provide convenient access to the combinatorial structure of compact groups.
Determinantal formulas of the type above arise in many combinatorial questions related to lattice paths and Young tableaux (see [16, 8] for examples). One might ask what the moment sequences for s k count when k > 1. For g = 2, some answers may be found in the OEIS (see links in Table 2 ).
Before proving Theorem 1, we note the following corollary.
Corollary 1. For all k > 2g, the random variables s k are identically distributed with moment generating function
The distribution of s k given by Corollary 1 corresponds to the trace of a random matrix under a uniform distribution of θ 1 , . . . , θ g . This is a special case of a general phenomenon first noticed by Eric Rains, who has proven similar results for all the compact classical groups [41, 42] . The sudden transition to a fixed distribution is quite startling when first encountered; one might naïvely expect the distribution of s k to gradually converge as k → ∞. There is, however, an elementary explanation (see the proof of Lemma 3 below).
Proof of Theorem 1. We rearrange the integral for
g is the volume of integration, µ is the Haar measure on U Sp(2g) defined in (4), v ranges over vectors of g nonnegative integers, and n v = n v1,...,vg . Now let x j = 2 cos θ j and y j = 2 sin 2 θ j so that (4) becomes
By Lemma 1, we may write this as
where σ ranges over permutations of {1, . . . , g}. (2), . . . , which is 1 (see [1] ).
In terms of egfs (by Lemma 2), we then have the desired expression
Applying Lemma 3 to evaluate the integral C m k (n) completes the proof. Lemmas (1) and (2) are elementary facts; lacking a ready reference, we provide short proofs. Lemma 1. If r 1 , . . . , r g are indeterminates in a commutative ring, then
where σ ranges over permutations of {1, . . . , g}.
for any function α : {1, . . . , g} → Z + , and for a permutation σ let r σ = (r σ(1) , . . . , r σ(g) ). Then j<k (r j − r k ) 2 is given by
, and the lemma is proven.
Proof. For any
It follows that
as desired.
integers k and nonnegative integers m and n, and let
for all nonnegative integers n.
Proof. We may write
In terms of δ(t) =
is a real number, we need only consider the real parts of the sums above. For real t, the real part of δ(t) is nonzero only when t = 0, in which case it is 1. Hence, in Iverson notation, ℜ(δ(t)) = [t = 0] holds for all t ∈ R.
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The real parts of the second two sums are equal, since we may replace j with m − j and r with n − r in the last sum and then apply [t = 0] = [−t = 0]. Interchanging the order of summation we obtain
We now note that
for all nonnegative integers n and arbitrary ν. Thus we have
Applying the identity B ν = B −ν completes the proof.
Explicit Computation of
We will compute these moment sequences explicitly. 9 The function [P ] is 1 when the boolean predicate P is true and 0 otherwise, see [30] . For convenience, define Lemma 4. Let D denote the derivative operator.
for m odd and k even.
Proof. Recall from (10) of Theorem 1 that
By Pascal's identity, we have
The proofs of statements 1 and 2 are then straightforward inductions on m. Statements 3 and 4 follow immediately from Lemma 3.
Applying Lemmas 3 and 4, we compute Table 1 . From Table 1 and (9) of Theorem 1 we obtain a closed form for M[s k ] in terms of A, B, C, and D. To determine M [s k ](n) we must compute linear combinations of multinomial convolutions of various B j . This is reasonably efficient for small values of g and n, however we can speed up the process significantly with the following lemma.
Proof. The coefficient of z n /n! on both sides of the equality count lattice paths from (0, 0) to (a, b) in Z 2 with step set {(±1, 0), (0, ±1)}. This is immediate for the LHS. A simple bijective proof for the RHS appears in [19] .
In
we obtain
This may be expressed more compactly as
Here C(2n) = c(n) is the nth Catalan number, giving the identity (11) Table 2 . In higher genera we do not obtain a closed form, but computation is considerably faster with Lemma 5; in genus 4 we use O(n) multiplications to compute M [s k ](n), rather than O(n 3 ). By Corollary 1, the sequences for k > 2g are all the same, so it suffices to consider k ≤ 2g+1. For even k ≤ 2g we find that E[s k ] = −1, hence we also consider (1, 1, 1 
To complete our study of moment sequences, we now consider the coefficients a k of the characteristic polynomial χ(T ) of a random matrix in U Sp(2g). We have already addressed a 1 = −s 1 . For k > 1, the Newton identities allow us to express a k in terms of s 1 , . . . , s k , however this does not allow us to easily compute M [a k ] from the sequences M [s j ] (the covariance among the s j is nonzero). Instead, we note that by writing Table 2 . Proposition 3. Let C(n) = B 0 (n)−B 2 (n) as above and let a k be the coefficient of T k in χ(T ), the characteristic polynomial of a random matrix in U Sp(2g). For g = 2 we have
and if g = 3 then
Also for g = 3 we have
Proof. In genus 2, equation (16) gives a 2 − 2 = (2 cos θ 1 )(2 cos θ 2 ) and we have
By Lemma 3, we note that
Expanding (20) and applying (21) yields (17) . In genus 3 we write a 2 − 3 = (2 cos θ 1 )(2 cos θ 2 ) + (2 cos θ 1 )(2 cos θ 3 ) + (2 cos θ 2 )(2 cos θ 3 ), and apply Lemma 1 to write the expanded integral for E[(a 2 −3) n ] in determinantal form to obtain (18) (we omit the details). For (19) , note that a 3 = (2 cos θ 1 )(2 cos θ 2 )(2 cos θ 3 ) + 2(2 cos θ 1 + 2 cos θ 2 + 2 cos θ 3 ), and proceed similarly.
Taking the binomial convolution of M [a 2 − g] with the sequence (1, g, g 2 , . . .) gives the moment sequence for a 2 in genus g. One finds that E[a 2 ] = 1, hence we also consider the sequence of central moments, M [a 2 − 1]. Table 4 gives the complete set of moment sequences for a k in genus g ≤ 3, including a 1 = −s 1 .
Moment Statistics of Hyperelliptic Curves
Having computed moment sequences attached to characteristic polynomials of random matrices in U Sp(2g), we now consider the corresponding moment statistics of a hyperelliptic curve. Under Conjecture 2, the latter should converge to the former, provided the curve has large Galois image. Tables 5-7 list moment statistics of a hyperelliptic curves known to have large Galois image.
These tables were constructed by computingL p (T ) to determine sample values of a k and s k for each p (the a k are the coefficients, the s k are derived via the Newton identities). Central moment statistics of X = a k − E[a k ] and X = s k − E[s k ] were then computed by averaging X n over all p ≤ N where the curve has good reduction. 1, 0, 1, 0, 3, 1, 15, 15, 105, 190, 945, 2410 Using central moments, we find the moment statistic M 1 (the mean of x) very close to zero (|M 1 | < 0.001), so we list only M 2 , . . . , M 10 for each x. Beneath each row the corresponding moments for U Sp(2g) are listed. Note that the value of N is not the same in each table (we are able to use larger N in lower genus), and the number of sample points is approximately π(N ) ≈ N/ log N . Tables 8 and 9 show the progression of the moment statistics in genus 2 and 3 as N increases, giving a rough indication of the rate of convergence and the degree of uncertainty in the higher moments.
The agreement between the moment statistics listed in Tables 5-7 and the moment sequences computed in Sections 4.3-4.4 is consistent with Conjecture 2. Indeed, on the basis of these results we can quite confidently reject certain alternative hypotheses.
As an example, consider the fourth moment of a 1 in genus 2. The value M 4 = 3.004 represents the average of 3,957,807 data points (≈ π(2 26 )). A uniform distribution on a 1 would imply the mean value of a 4 1 is greater than 50. The probability of then observing M 4 = 3.004 over a sample of nearly four million data points is astronomically small. A uniform distribution on the eigenvalue angles gives a mean of 36 yielding a similarly improbable event. In fact, let us suppose only that a 4 1 has a distribution with integer mean not equal to 3. We can then bound the standard deviation by 256 (since a 2 ) and apply a Z-test to obtain an event probability less than one in a trillion. Table 8 . Convergence of moment statistics for a 1 in genus 2 as N increases. Table 9 . Convergence of moment statistics for a 1 in genus 3 as N increases. Table 10 . Moment deviations for families of random genus 2 curves.
After perusing the data in Tables 5-9 , several questions come to mind:
(1) What is the rate of convergence as N increases? (2) Are these results representative of typical curves? (3) Can we distinguish exceptional distributions that may arise? Question 1 has been considered in genus 1 (but not, to our knowledge, in higher genera). For an elliptic curve without complex multiplication, the conjectured discrepancy between the observed distribution and the Sato-Tate prediction is O(N −1/2 ) (see Conjecture 1 of [2] or Conjecture 2.2 of [38] ). This conjecture implies that the generalized Riemann Hypothesis then holds for the L-series of the curve [2, Theorem 2]. We will not attempt to address this question here, other than noting that the figures listed in Tables 8 and 9 are not inconsistent with a convergence rate of O(N −1/2 ).
Random Families of Genus 2 Curves.
We can say more about Questions 2 and 3, at least in genus 2. To address Question 2 we tested over a million randomly generated curves of the form
with the integer coefficients f 0 , . . . , f 5 obtained from a uniform distribution on the interval [−2 63 + 1, 2 63 − 1]. Table 10 describes the distribution of moment statistics for a 1 over three sets of computations: one million curves with N = 2 16 , ten thousand curves with N = 2 20 , and one hundred curves with N = 2 24 . The rows list bounds on the deviation from the moment sequence for a 1 in U Sp(2g) that apply to m% of the curves, with m equal to 50, 90, or 99. One sees close agreement with the predicted moment statistics, with ∆M n decreasing as N increases. The maximum deviation in M 4 observed for any curve was 0.56 with N = 2 16 . We also looked for exceptional distributions among the outliers, considering the possibility that one or more curves in our random sample might not have large Galois image. From our initial family of one million random curves we selected one thousand curves whose moment statistics showed the greatest deviation from the predicted values. We recomputed the a 1 moment statistics of these curves, with the bound N increased from 2 16 to 2 20 . In each and every case, we saw convergence yielded further convergence, with ∆M n < 1 for all n ≤ 8. This is strong evidence that all the curves in our original random sample had large Galois image; every exceptional distribution we have found for a 1 in genus 2 has ∆M 8 > 200.
One may ask whether convergence of the a 1 moment statistics to M [a 1 ] is enough to guarantee that the L-polynomial distribution of the curve is represented by U Sp(2g), since we have not examined the distribution of a 2 . If we assume the distribution ofL p (T ) is given by some infinite compact subgroup of U Sp(4) (as in Conjecture 2), then it suffices to consider a 1 . In fact, under this assumption, much more is true: if the fourth moment statistic of a 1 converges to 3, then the distribution ofL p (T ) converges to the distribution of χ(T ) in U Sp (4) . This remarkable phenomenon is a consequence of Larsen's alternative [37, 25] .
Larsen's Alternative.
To apply Larsen's alternative we need to briefly introduce a representation theoretic definition of "moment" which will turn out to be equivalent to the usual statistical moment in the case of interest to us. Here we parallel the presentation in [25, Section 1.1], but assume G to be compact rather than reductive. Let V be a complex vector space of dimension at least two and G ⊂ GL(V ) a compact group. Define
and set M 2n (G, V ) = M n,n (G, V ). Let χ(A) = tr(A) denote the character of V as a G-module (the standard representation of G). We then have
We now specialize to the case V = C 2g and suppose G ⊂ U Sp(2g). Then
where a 1 = −tr(A) and M [a 1 ](n) = E[a n 1 ] as usual. We can now state Larsen's alternative as it applies to our present situation.
Theorem 2 (Larsen's Alternative). Let V a complex vector space of even dimension greater than 2 and suppose G is a compact subgroup of U Sp(V ). If
This is directly analogous to Part 3 of Theorem 1.1.6 in [25] , and the proof is the same.
Corollary 2. Let C be a curve of genus g > 1. Under Conjecture 2, the distribution ofL p (T ) converges to the distribution of χ(T ) in U Sp(2g) if and only if the fourth moment statistic of a 1 converges to 3.
The corollary provides a wonderfully effective way for us to distinguish curves with exceptionalL p (T ) distributions.
ExceptionalL p (T ) Distributions in Genus 2
While we were unable to find any exceptionalL p (T ) distributions among random genus 2 curves with large coefficients, if one restricts the size of the coefficients such cases are readily found. We tested every curve of the form y 2 = f (x), with f (x) a monic polynomial of degree 5 with coefficients in the interval [−64, 64], more than 2 35 curves. As not every hyperelliptic curve of genus 2 can be put in this form, we also included curves with f (x) of degree 6 (not necessarily monic) and coefficients in the interval [−16, 16] . With such a large set of curves to test, we necessarily used a much smaller value of N , approximately 2 12 . We computed the moment statistics of a 1 using parallel point-counting techniques described in [28] to process 32 curves at once.
To identify exceptional curves, we applied a heuristic filter to bound the deviation of the fourth and sixth moment statistics from the U Sp(2g) values M [a 1 ](4) = 3 and M [a 1 ](6) = 14. By Larsen's alternative, it suffices only to consider the fourth moment, however we found the sixth moment also useful as a distinguishing metric: the smallest sixth moment observed among any of the exceptional distributions was 35, compared to 14 in the typical case. A combination of the two moments proved to be most effective.
Searching for a small subset of exceptional curves in a large family using a statistical test necessarily generates many false positives: nonexceptional curves which happen to deviate significantly from the U Sp(2g) distribution for p ≤ N . The filter criteria were tuned to limit this, at the risk of introducing more false negatives (unnoticed exceptional curves). After filtering the entire family with N ≈ 2 12 , the remaining curves were filtered again with N = 2 16 to remove false positives. Finally, we restricted the resulting list to curves with distinct Igusa invariants [24] , leaving a set of some 30,000 nonisomorphic curves with (apparently) exceptional distributions.
One additional criterion used to distinguish distributions was the ratio z(C, N ) of zero traces, that is, the proportion of primes p for which a p = 0, among p ≤ N where C has good reduction. For a typical curve, z(C, N ) → 0 as N → ∞, but for many exceptional distributions, z(c, N ) converges to a nonzero rational number. In most cases where this arises, one can readily compute (23) lim
using the Hasse-Witt matrix. This is described in detail in [51] , and the following is a typical example. One can show that the curve y 2 = x 6 + 2 has a p = 0 unless p is of the form p = 6n + 1, in which case (24) a p ≡ 3n n 2 n (2 n + 1) mod p.
It follows that for p = 6n + 1 we have a p = 0 if and only if 2 n ≡ −1 mod p. The integer 2 n = 2 (p−1)/6 is necessarily a sixth root of unity mod p, and exactly one of these is congruent to -1. By theČebotarev density theorem, this occurs for a set of density 1/6 among primes of the form p = 6n + 1. Combine this with the fact that a p = 0 when p is not of this form and we obtain z(C) = 7/12.
Under Conjecture 2, one can show that for any curve C (of arbitrary genus), z(C) must exist and is a rational number, however we need not assume this here.
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For each nonzero z(C) in Table 11 , we have identified a specific curve exhibiting the distribution for which one can show of lim N →∞ z(C, N ) = z(C). Typically, the Hasse-Witt matrix gives a lower bound on lim inf N →∞ z (C, N ) , and by computing G[ℓ], the mod ℓ image of the Galois representation in GSp(2g, Z/ℓz), one obtains the density of nonzero traces mod ℓ, establishing an upper bound on lim sup N →∞ z(c, N ). It is generally not difficult to find an ℓ for which these two bounds are equal (theČebotarev density theorem is invoked on both sides of the argument).
After sorting the sequences of moment statistics and considering the values of z(C) among our set of more than 30,000 exceptional curves, we were able to identify only 22 distributions that were clearly distinct (within the precision of our computations). We also tested a wide range of genus 2 curves taken from the literature [7, 15, 17, 22, 23, 33, 43, 48, 54, 55] , most with coefficient values outside the range of our search family. In every case the a 1 moment statistics appeared to match one of our previously identified distributions. Conversely, several of the distributions found in our search did not arise among the curves we tested from the literature. Table 11 lists the 23 distinct distributions for a 1 we found for genus two curves, including the typical case, which is listed first. The value of z(C) and the first six moments of a 1 suffice to distinguish every distribution we have found. We also list the eighth moment statistic, which, while not accurate to the nearest integer, is almost certainly within one percent of the "true" value. We list only the moment statistics of a 1 . Histograms of the first twelve a 1 distributions can be found in Appendix II. Additional a 1 histograms, along with moment statistics and histograms for a 2 and s k are available at http://math.mit.edu/ ∼ drew/.
The third distribution in Table 11 went unnoticed in our initial analysis (we later found several examples that had been misclassified) and is not a curve taken from the literature. We constructed the curve
to have a split Jacobian, isogenous to the product of the elliptic curve
which has complex multiplication, and the elliptic curve
which does not. For every p where C has good reduction, the trace of Frobenius is simply the sum of the traces of E 1 and E 2 . As E 1 and E 2 are not isogenous (over C), we expect their a 1 distributions to be uncorrelated.
11 It follows that the moment sequence of a 1 for the curve C is simply the binomial convolution of the moment sequences of a 1 for the curves E 1 and E 2 . Thus we expect the moment 10 A compact subgroup of U Sp(2g) has a finite number of connected components. The density of zero trace elements must be zero or one on each component. 11 The genus 1 traces may be correlated in a way that does not impact a 1 = −ap/ √ p, e.g., both
curves might have the property that p mod 3 determines ap mod 3. Table 11 . Moments of a 1 for genus 2 curves y 2 = f (x) with N = 2 26 .
Column z(C) is the density of zero traces (ap values). The starred values indicate uncertainty in the eighth moment statistic. In each case, if T8 = limN→∞ M8, we estimate that −0.005 ≤ 1 − M8/T8 ≤ 0.01 with very high probability (the larger uncertainty on the positive side is primarily due to an observed excess of zero traces for small values of N , we expect M8 ≤ T8 in most cases). See Table 13 for predicted values of T8 and T10.
statistics of a 1 for C to converge to 1, 0, 2, 0, 11, 0, 90, 0, 889, 0, 9723, . . . , (A138552*) which is the binomial convolution of the sequences (1, 0, 1, 0, 3, 0, 10, 0, 35 , . . .) and (1, 0, 1, 0, 2, 0, 5, 0, 14, . . .) mentioned in the introduction. These are the a 1 moment sequences of elliptic curves with and without complex multiplication. In terms of moment generating functions, we simply have Provided the covariance between the a 1 distributions of E 1 and E 2 is zero, one can prove the a 1 moment statistics of C converge to the sequence above using known results for genus 1 curves (note that E 1 has complex multiplication and E 2 has multiplicative reduction at p = 107).
Many of the distributions in Table 11 can be obtained from genus 1 moment sequences by constructing an appropriate genus 2 curve with split Jacobian, as shown in the next section. It is important to note that a curve whose Jacobian is simple (not split over Q) may still have an L-polynomial distribution matching that of a split Jacobian. Distribution #2, for example, corresponds to a Jacobian which splits as the product of two nonisogenous elliptic curves without complex multiplication. This distribution also arises for some genus 2 curves with simple Jacobians, including
This is a modular genus 2 curve which appears as C 188,A in [17] , along with many similar examples. We speculate that simple Jacobians with Distribution #2 are all of type I(2) in the classification of Moonen and Zarhin [39] , corresponding to Jacobians whose endomorphism ring is isomorphic to the ring of integers in a real quadratic extension of Q. A similar phenomenon occurs with Distribution #11, which arises for split Jacobians that are isogenous to the product of an elliptic curve and its twist, but also for simple Jacobians of type II(1) in the Moonen-Zarhin classification (these are QM-curves, see [22] for examples). The remaining two types of simple genus 2 Jacobians in the Moonen-Zarhin classification are type I(1), which is the typical case (Jacobians with endomorphism ring Z), and type IV(2,1), which occurs for curves with complex multiplication over a quartic CM field (with no imaginary quadratic subfield). These correspond to Distributions #1 and #19 respectively (examples of the latter can be found in [54] ). The remaining distributions appear to arise only for curves with split Jacobians.
Representation of Genus 2 Distributions in U Sp(4)
Conjecture 2 implies that each distribution in Table 11 is represented by the distribution of characteristic polynomials in some infinite compact subgroup H of U Sp (4) . In this section we will exhibit such an H for each distribution. We do not claim that each H we give is the "correct" subgroup for every curve with the corresponding distribution, in the sense of corresponding to the Galois image G ℓ , as discussed in Section 3.
12 Rather, for each H we show that its density of zero traces and moment sequence are compatible with the corresponding data in Table  11 . In most cases we also have evidence that suggests H is the correct subgroup for the particular corresponding curve listed in Table 11 (see Section 7.1).
For all but two cases we will construct H using two subgroups of U Sp(2) that represent distributions of genus 1 curves: G 1 = U Sp(2) for an elliptic curve without complex multiplication, and G 2 = N (SO(2)), the normalizer of SO(2) in SU (2), for an elliptic curve with complex multiplication. We will construct each H ⊂ U Sp(4) from G 1 and/or G 2 explicitly as a group of matrices, however the motivation behind these constructions are split Jacobians.
The most obvious cases correspond to the product of two nonisogenous elliptic curves, and we have the groups G 1 × G 1 , G 1 × G 2 , and G 2 × G 2 as groups of block diagonal 2 × 2 matrices in U Sp (4) . These correspond to Distributions #2, #3, and #8 in Table 11 , and their moment sequences are easily computed via binomial convolutions of the appropriate genus 1 moment sequences (the example of the previous section corresponds to G 1 × G 2 ).
To obtain additional distributions, we also consider the product of two isogenous elliptic curves. We may, for example, pair an elliptic curve with an isomorphic copy of itself, or with one of its twists. 13 For two isomorphic curves, the corresponding subgroup H i contains block diagonal matrices of the form
where A is an element of G i (i = 1 or 2). To pair a curve with its twist we also include block diagonal matrices with A and −A on the diagonal to obtain the subgroup H − i . We now generalize this idea. Let G = G 1 (resp. G 2 ) be a compact subgroup of U Sp (2), and let G * be the subgroup of U (2) obtained by extending G by scalars and taking the subgroup of elements whose determinants are kth roots of unity (for some positive integer k). For A ∈ G * , let A denote the complex conjugate of A and define the block diagonal matrix
The matrix B is clearly unitary, and one easily verifies that it is also symplectic, hence B ∈ U Sp(4). The set of all such B forms our subgroup H. As a topological group, H has k (resp. 2k) connected components, each a closed set consisting of elements with A having a fixed determinant, thus H is compact. The identity component is isomorphic to U Sp(2) (resp. SO (2)), embedded diagonally. We may write A ∈ G * as A = ω j A 0 with A 0 ∈ G ⊆ U Sp(2), ω a primitive 2kth root unity, and 1 ≤ j ≤ k. We then have
where E G [X] denotes the expectation of a random variable X over the Haar measure on G.
corresponds to the nth moment of the trace distribution on a component of H. These moments will all be integers precisely when k ∈ {1, 2, 3, 4, 6} (they are zero for n odd). In fact, these are the only values of k for which H plausibly represents the distribution ofL p (T ) for a genus 2 curve defined over Q, as we now argue. 
where α ∈ Z[ζ], with ζ a primitive kth root of unity, and χ(p) is a kth root of unity equal to the determinant of A in the component of H containing B. For the elliptic curve we have in mind as a factor of the Jacobian, χ(p)p is the determinant of its Frobenius element and α is the trace. Since L p (T ) has integer coefficients, α must lie in a quadratic extension of Q, giving k ∈ {1, 2, 3, 4, 6}.
For each of these k we can easily compute closed forms for the parenthesized expression in (25) . Assuming n > 0 is even, we obtain
is zero for odd values of n, these expressions may be used in (25) for all positive n. For even values of k, the density z(H) of zero traces in H is 1/k (resp. 1/2 + 1/k), and z(H) is zero (resp. 1/2) for k odd.
For any of the subgroups H constructed as above, we may also consider the group J(H) generated by H and the block diagonal matrix 2 ), each of these matches one of the distributions in Table 11 to a proximity well within the accuracy of our computational methods. Note that H 1 i = H i , and the group H 2 i has the same eigenvalue distribution as H − i (but is not conjugate). We may also consider J(G 1 × G 1 ), which corresponds to Distribution #9. This construction does not readily apply to
give a new distribution (it is the normalizer of SO(2) × SO(2) in U Sp(4)), but it does not correspond to any we have found. However, the group J(G 2 × G 2 ) contains a subgroup K not equal to G 2 × G 2 which matches Distribution #19. The group K has identity component SO(2) × SO(2) and a cyclic component group, of order 4 (this determines K).
Of all the groups we have constructed, only K does not correspond, in some fashion, to a split Jacobian. As noted above, Distribution #19 arises for curves with simple Jacobians and complex multiplication over a quartic CM field, and in fact all nineteen such curves documented by van Wamelen have this distribution [54, 55] . The only remaining group to consider is U Sp(4) itself, which of course gives Distribution #1. Table 13 gives a complete list of the subgroups of U Sp(4) we have identified, one for each distribution in Table 11 , and also entries for J(H 6 2 ) and J(G 2 × G 2 ). These last two distributions appear to be spurious; see § 7.2.
7.1. Supporting Evidence. Aside from closely matching the trace distributions we have found, there is additional data that supports our choice of the subgroups H appearing in Table 13 . First, we find that these H not only match the distribution of the a 1 coefficient inL p (T ), they also appear to give the correct distribution of a 2 . We should note that for the three curves in Table 11 where f (x) has degree 6, the available methods for computing L p (T ) are much less efficient, so we did not attempt this verification in these three cases.
14 More significantly, the disconnected groups in Table 13 also appear to give the correct distribution of a 1 (and a 2 for f (x) of degree 5) on each of their components. If we partition the components of H according to their distributions of characteristic polynomials, for a given curve we can typically find a partitioning of primes into sets of corresponding density with matchingL p (T ) distributions.
Taking Distribution #10 as an example, we have H = J(H 3 1 ) in Table 13 and the corresponding curve in Table 11 is given by
The cubic g(x) = x 3 − 3x − 4 has Galois group S 3 . The set of primes P 3 for which g(x) splits into three factors in F p [x] has density 1/6, and corresponds to the identity component of J(H 3 1 ). 15 The set of primes P 2 where g(x) splits into two factors has density 1/2, and corresponds to the nonidentity coset of H , containing three components with identical eigenvalue distributions. The remaining set of primes P 1 for which g(x) is irreducible has density 1/3 and corresponds to the set of elements of H 3 1 for which the determinant of the block diagonal matrix A is not 1 (this includes two of the six components of J(H 3 1 )). Table 14 lists the moment statistics for a 1 and a 2 , restricted to the sets P 1 , P 2 , and P 3 , with values for the corresponding subset of J(H 3 1 ) beneath. A similar analysis can be applied to the other disconnected groups in Table 13 , however the definition of the sets P i varies. For Distribution #11 the group H − 1 has two components, and for the curve y 2 = f (x) = x 5 +x 3 = x the correct partitioning of primes simply depends on the value of p modulo 4, not on how f (x) splits in F p [x] (in fact, the set of primes where f (x) splits intersects both partitions). In other cases both a modular constraint and a splitting condition may apply. In general there is some partitioning of primes which corresponds to a partitioning of the components of H, and the corresponding distributions appear to agree.
In addition to verifying the distribution ofL p (T ) over sets of primes, for each group corresponding to a split Jacobian, one can also check whether L p (T ) admits 14 The a 1 coefficient can be computed reasonably efficiently in the degree 6 case by counting points on C in Fp, but the group law on the Jacobian is much slower. 15 We thank Dan Bump for suggesting this approach. Table 13 . Candidate subgroups of U Sp(4).
Row numbers correspond to the distributions in Table 11 . Column d lists the real dimension of H, and c(H) counts its components. The column z(H) gives the density of zero traces, and Mn = EH [(tr(B)) n ] for a random B ∈ H. The last two rows are not known to match the L-polynomial distribution of a genus 2 curve.
a factorization of the expected type. For the product groups we expect L p (T ) to factor into two quadratics with coefficients in Z. For the groups H k i we expect a factorization of the form given in (26), and a similar form applies to H − i .
16 For each curve in Table 11 with f (x) of degree 5 corresponding to such a group, we 16 As previously noted, there are curves with simple Jacobians matching distributions #2 and #11 for which this would not apply, but they don't appear in Table 11 . verified the existence of the expected factorization for primes p ≤ 10 6 . For groups with multiple components, we partitioned the primes appropriately (note that for groups of the form J(H) we do not expect a factorization for primes corresponding to components with off-diagonal elements).
The final piece of evidence we present is much less precise, and of an entirely different nature. By computing the group structure of the Jacobian and determining the rank of its ℓ-Sylow subgroup for many p, one can estimate the size of the mod ℓ Galois image G[ℓ] in GSp(2g, Z/ℓZ). The primes for which the ℓ-Sylow subgroup has rank 2g correspond to the identity element in G[ℓ]. The group GSp(2g, Z/ℓZ) has size O(ℓ 11 ), and this corresponds to the real dimension of U Sp(2g) which is 10 (the reduction in dimension arises from unitarization). For all but the first group in Table 13 . the real dimension is at most 6. We should expect correspondingly small G[ℓ], at most O(ℓ 7 ) in size. By computing
for various ℓ 1 = ℓ 2 we obtain a general estimate for #G[ℓ] = O(ℓ d ). The value d − 1 is then an estimate of the real dimension of H. This is necessarily a rather crude approximation, and one must take care to avoid exceptional values of ℓ. We performed this computation for each exceptional curve in Table 11 where f (x) has degree 5 for p ≤ N = 2 24 and ℓ ranging from 3 to 19. The results agreed with the corresponding dimensions in Table 11 to within ±1.
7.2. Nonexistence Arguments. We wish to thank Jean-Pierre Serre (private communication) for suggesting the following argument to rule out the case H = J(G 2 × G 2 ). Let E be the endomorphism algebra of the Jacobian of the curve over Q. Then E ⊗ Q must be a commutative Q-algebra of rank 4; more precisely, it must be either K ⊗ Q K ′ for some nonisomorphic imaginary quadratic fields K, K ′ , or a quartic CM-field. (We cannot have K ∼ = K ′ or else H would be forced to have dimension 1 rather than 2.) In either case, Aut(E ⊗ Q) has at most 4 elements, so the elements of H are defined over a field of degree at most 4 over Q. However, J(G 2 × G 2 ) has 8 connected components, so this is impossible.
We do not yet have an analogous argument to rule out H = J(H 6 2 ). However, Serre suggests that it should be possible to give such an argument based on the following data: the algebra E ⊗ Q must be a (possibly split) quaternion algebra over a quadratic field, and the image of Galois in Aut(E ⊗ Q) must have order 24.
Conclusion
Based on the results presented in Section 6, we now state a more explicit form of Conjecture 2 for genus 2 curves.
Conjecture 3. Let C be a genus 2 curve. The distribution ofL p (T ) over p ≤ N converges (as N → ∞) to the distribution of χ(T ) in one of the first 23 subgroups of U Sp(4) listed in Table 13 . For almost all curves, this group is U Sp(4).
It would be interesting to carry out a similar analysis in genus 3, but it is not immediately clear from the genus 2 results how many exceptional distributions one should expect. An exhaustive search of the type undertaken in genus 2 may not be computationally feasible in genus 3.
We end by once again thanking Nicholas Katz for his invaluable support throughout this project, and David Vogan for several helpful conversations. We also thank Zeev Rudnick for his feedback on an early draft of this paper, and Jean-Pierre Serre for his remarks in § 7.2. This appendix contains a 1 histograms for each of the first 12 curves listed in Table 11 , computed with N = 2 26 . The approximate area of the central spike is given by z(C) in Table 11 , corresponding to primes for which a p = 0. The secondary spikes at a 1 = ±2 appearing in distributions #8 and #12 have approximately zero area.
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