In the homogenization setting, the effective properties of a heterogeneous material can be retrieved from the solution of the so-called corrector problem. In some cases of practical interest, obtaining such a solution remains a challenging computational task requiring an extremely fine discretization of microstructural features. In this context, Bignonnet et al. recently proposed a framework where smooth mesoscopic elasticity random fields are defined through a filtering procedure. In this work, we investigate the capabilities of information-theoretic random field models to accurately represent such mesoscopic elasticity fields. The aim is to substantially reduce the homogenization cost through the use of coarser discretizations while solving mesoscale corrector problems. The analysis is performed on a simple but non-trivial model microstructure. First of all, we recall the theoretical background related to the filtering and multiscale frameworks, and subsequently characterize some statistical properties of the filtered stiffness field. Based on these properties, we further introduce a random field model and address its calibration through statistical estimators and the maximum likelihood principle. Finally, the validation of the model is discussed by comparing some quantities of interest that are obtained either from numerical experiments on the underlying random microstructure or from model-based simulations. It is shown that for the case under study, the information-theoretic model can be calibrated with a limited set of realizations and still allows for accurate predictions of the effective properties.
Introduction
In the homogenization setting, the homogenized (effective) properties of a heterogeneous material can be retrieved from the solution to the so-called corrector problem formulated over a truncated domain, named the representative volume element (RVE in short), with adequate (e.g. periodic) boundary conditions. In some cases, the resolution of the corrector problem remains a challenging computational task requiring an extremely fine mesh so as to capture the details of all microstructural heterogeneities. This notably includes the case of heterogeneous materials made up of constitutive phases exhibiting high contrasts in their mechanical properties, as well as the case of microstructures exhibiting multiple, not well-separated characteristic length scales (here, this latter will be referred to as the case of non-separated scales). The computational effort is even more pronounced in a probabilistic setting (that is, when the underlying microstructure is random), where the corrector problem has to be resolved over numerous realizations.
Several contributions have been proposed to overcome such a challenge by means of various methods, including (in a non-exhaustive manner) local-global upscaling (Farmer, 2002) , the use of the Multiscale Finite Element Method (MsFEM) (Hou and Wu, 1997) or the definition of a filtering framework (Bignonnet et al., 2014 ) (see the references therein). These techniques basically resort to the definition of smooth mesoscopic elasticity random fields through a two-step homogenization procedure. The corrector problem is subsequently resolved on the mesoscale domain using a coarse spatial discretization. Note that in the case of non-separated scales, alternative definitions of such mesoscopic random fields can be found in (Baxter and Graham, 2000; Baxter et al., 2001; Graham and Baxter, 2001) , as well as in (Ostoja-Starzewski, 1998; Sena et al., 2013) .
In the present work, we investigate the capabilities of information-theoretic random field models to accurately represent mesoscale elasticity fields. For illustration purposes, the analysis is performed on a model microstructure, namely a linear elastic matrix reinforced by bi-disperse spherical stiff heterogeneities. From the perspective of numerical homogenization, the ultimate aim is to use the aforementioned probabilistic representations as surrogate models that can be calibrated on a limited number of realizations, thus allowing for computational savings in the prediction of effective properties for random microstructures. Such an approach assumes that the probabilistic model can reproduce the fundamental statistics that significantly impact the macroscopic properties, and that the mesoscale realizations on which the model is calibrated do not introduce a bias with respect to these properties. The second condition motivates the use of the filtering framework proposed in (Bignonnet et al., 2014) , since the latter specifically exhibits a consistency property as regards the effective properties (see Sec. 2.1 for a discussion).
This paper is organized as follows. Sec. 2 is devoted to the filtering and homogenization frameworks. The theoretical background is first recalled, and the model microstructure is introduced. A statistical characterization of the mesoscale elasticity fields is next presented and used in order to construct a suitable probabilistic representation. The definition of the latter within the framework of information theory is specifically addressed in Sec. 3. The calibration of the model is then performed by using either statistical estimators or the maximum likelihood principle. Finally, the validation of the model is discussed by comparing some quantities of interest, such as the induced mesoscale stress field or the macroscopic homogenized properties, that are obtained either from numerical experiments on the underlying random microstructure or from model-based simulations.
Monte Carlo simulation of filtered mesoscopic stiffness tensor

Overview of the filtering framework
This part briefly recalls the theoretical filtering framework for periodic homogenization introduced by Bignonnet et al. (2014) . This framework is particularly relevant to microstructures which exhibit multiple, not well-separated, characteristic length-scales. The structure obtained after the filtering of a microstructure at an intermediate scale will be called a mesostructure. We start by reformulating the corrector problem on a unit cell in periodic homogenization. The following notations will be used throughout this manuscript. Let Ω ⊂ R d (d = 2, 3) be the unit cell of a random heterogeneous medium Ω = [0, L] d , and C(x) the local stiffness at point x ∈ Ω. It is known that the macroscopic (homogenized) properties of such periodic, heterogeneous materials can be derived from the solution to the following corrector problem:
where ε(x) is the local strain derived from displacement u(x), σ(x) denotes the local stress and E is the macroscopic strain subject to the unit cell. The periodic fluctuation part of the displacement field about its macroscopic counterpart E · x is denoted as u per (x). By definition, the effective stiffness C eff relates the macroscopic strain ε to the macroscopic stress σ:
in which σ and ε denote the volume averages of the local stress and strain fields over the unit cell, respectively. Eq. (1d) ensures that ε = E. Because of the linearity of problem defined by Eqs. (1), the local strain ε(x) depends linearly on the macroscopic strain E. This linear relationship is expressed through the strain localization tensor A(x):
Suppose now that Eqs. (1) are resolved, so that the local strain ε(x) and the local stress σ(x) are known. The so-called mesoscopic strain and mesoscopic stress fields are then obtained by convolution with a compactly-supported kernel ρ:σ
where the kernel ρ satisfies the normalization property
Introducing the fourth-order tensorC defined as follows:
it can readily be shown (Bignonnet et al., 2014) thatσ(x) =C(x) :ε(x). Therefore,C can be seen as the stiffness of the (filtered) mesostructure. It should be noted, however, that this tensor does not exhibit the major symmetries. The following equations then hold:
Consequently, the mesoscopic stress and strain fields are the solution to the corrector problem involving the mesoscopic stiffness. Observing that convolution with a normalized kernel does not affect volume average, Bignonnet et al. (2014) concluded that the microstructure C and the mesostructureC have the same homogenized properties. More precisely, one hasσ = C eff :ε ,
where C eff is defined by Eq.
(2). It follows that the homogenized properties of the initial microstructure can readily be obtained by solving the corrector problem given by Eqs. (7), defined on the filtered microstructure. In practice, the latter problem turns out to be more tractable from a computational standpoint than the original one (which is defined at the microscale), since the mesoscopic elasticity field is smoother than the microscopic one and can therefore be discretized on a coarser grid/mesh. It is worth noticing that by varying the parameters involved in the kernel ρ, the filtering framework allows for a continuous description of the local stiffness ranging from the microscale up to the macroscale. In this work, the above filtering framework is used as the mechanical solver within Monte Carlo simulations on random microstructures. A probabilistic representation of the resulting mesoscale elasticity random fields is then introduced and subsequently used as a surrogate model that can be calibrated on a limited number of realizations. In the next section, the model microstructure, as well as the computation of the mesoscopic and macroscopic properties, are presented. In addition, a statistical characterization of the filtered elasticity field is provided. Note that in the remainder of this paper, the set of generated microstructures and mesostructures will be referred to as the experimental database.
Generation of experimental database
Generation of microstructures
Here, a bidisperse assembly of spherical inclusions is selected as a model microstructure. The diameter of the smallest inclusions is D/3, where D denotes the diameter of the largest inclusions. The size of the periodic domain is L = 6D. The volume fraction of the largest (resp. smallest) inclusions is 20 % (resp. 10 %). The microstructures are generated by means of a standard Monte Carlo simulation for an assembly of hard spheres (Allen and Tildesley, 1987) , starting from initial configurations generated by random sequential addition (Torquato, 2002) . In order to ensure convergence of the statistical estimators used here and there, a set of N exp = 700 independent realizations (indexed by
Computation of the macroscopic stiffness tensor
The determination of the mesoscopic stiffness tensor requires the local stress and strain fields (see Eqs. (4), (8)). In this work, we resort to FFT-based homogenization methods, initially introduced in Suquet (1994, 1998) . More precisely, a variational form of this method Dormieux, 2010, 2012) is used to solve the corrector problem defined by Eqs. (1) and Eqs. (7). The microstructures are discretized on a Cartesian grid of 128 × 128 × 128 voxels. Both phases are isotropic linear elastic. The matrix and inclusions have the same Poisson's ratio ν = 0.2, and the shear modulus of the inclusions is taken as µ i = 1000µ m , where µ m denotes the shear modulus of the matrix. It should be noted that the elastic contrast was fixed purposely at a high value in order to illustrate the model robustness.
The reference material to be used in the aforementioned numerical scheme is chosen to be softer than all phases, with µ 0 = 0.9µ m and ν 0 = 0.2.
Computation of the mesoscopic stiffness tensor
The mesoscopic stiffness tensor is computed through Eq. (6), making use of a truncated Gaussian filter:
where γ = H/6 and α is chosen in order to ensure that Eq. (5) holds. Realizations of microscopic and associated mesoscopic elasticity random field are shown in Fig. 1 , and the effect of progressive smoothing induced by the filter parameter H is clearly shown in Fig. 2 . 
Statistical characterization of mesoscopic stiffness tensor
This section is devoted to the characterization of a few statistical properties for the filtered elasticity, based on the experimental database. In accordance with the multiscale framework (in a periodic setting), the mesoscopic elasticity random field {C(x, θ), x ∈ R d } is identified with the periodized version, in the almost sure sense, of {C(x, θ), x ∈ Ω}. Note that in the sequel, such an extension will be used with no specific notation for any decomposition of the elasticity random field.
Degree of asymmetry
As reported in Bignonnet et al. (2014) , it turns out that the mesoscopic stiffness tensor is not generally symmetric. In order to quantify the degree of asymmetry, let { asym (x, θ), x ∈ Ω} be the R + -valued random field measuring the normalized distance, for all x fixed in Ω, betweenC(x, θ) and its symmetric counterpart:
where C T i jkl = C kli j . The mean field x → asym (x) of the above random field is then determined through the following estimator:
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The convergence of the statistical estimator at the center of the domain Ω is shown in Fig. 3 . It is further found that the relative error is very small at all points of Ω, both in mean and variance. 
Material symmetry
Here, we define the isotropic projection {C iso (x, θ), x ∈ Ω} of the mesoscale random field and investigate whether or not it can constitute a reasonable approximation for the probabilistic modeling. Specifically, and following e.g. Moakher and Norris (2006) , the isotropic mesoscale random field is first defined through an euclidean projection:
where M iso n (R) is the set of all isotropic tensors. In order to quantify the error induced by this approximation, let us introduce the normalized distance random field {d(x, θ), x ∈ Ω} (see Guilleminot and Soize (2012) ):
Let x → d(x) be the mean function of the above random field. The convergence of the statistical estimator of d(x) at the center of domain Ω is shown in Fig. 4 . The relative error is fairly small (with a maximum value of 3.3% approximately) in mean and exhibit contained fluctuations, hence showing that the realizations of the mesoscopic stiffness are almost isotropic.
Mean value and correlation structure of mesoscopic bulk and shear moduli random fields
The mean function x → C (x) of the mesoscopic stiffness random field is determined as:
The graph of mean function (x 2 , x 3 ) → C 1111 (L/2, x 2 , x 3 ) is shown in Fig. 5 and may suggest that the statistical mean field x → C (x) fluctuates over Ω. It should however be noticed that the range of fluctuations falls within the confidence interval at 99%, so that the observed spatial fluctuations are likely explained by finite-sampling. The spatial fluctuations of mean function x → C (x) are further characterized by the parameter δ C (x) defined as
where N p is the number of voxels in domain Ω (N p = 128 3 ) and C denotes the spatial average of mean field x → C (x) : 
The value of δ C (x) is found to be reasonably small (0.58%). For these reasons, and taking into account the statistical homogeneity of the underlying microstructure, it is assumed from now on that the mean function does not depend on x. Furthermore, the normalized distance between C and its isotropic projection P iso ( C ),
is equal to 0.255%, showing that the mean value of the mesoscopic stiffness tensor is almost isotropic. The mean value is therefore approximated by using the projected mean values for both the bulk and shear moduli:
The coefficients of variation (defined as the standard deviation to mean ratio) of random bulk and shear moduli are found to be: δκ ≈ 13.9%, δμ ≈ 14.4%.
Let τ → Rκ(τ) be the normalized covariance function of the bulk random field, defined for all τ in R d by
Owing to statistical homogeneity, the right hand side of the above equation is in fact independent on the observation point x. A similar notation is used for the normalized covariance function associated with the shear modulus random field {μ(x, θ), x ∈ Ω}. The plot of the covariance function Rκ in the three directions defined by the canonical basis of R 3 is shown in Fig. 6 . It is seen that the above function is almost identical regardless of the direction, as expected from the statistical homogeneity and isotropy of the underlying microstructure (note that the retained Gaussian filter also introduces an isotropic smoothing). An interesting and unexpected result is that the normalized covariance functions are identical for the bulk and shear moduli, as shown in Fig. 7 . This property may be investigated in future works.
Stochastic modeling
Methodology
This section is devoted to the construction of a probabilistic model for the mesoscopic elasticity random field {C(x, θ), x ∈ Ω}. Following the statistical characterization, it is assumed that: • for all x fixed in Ω, the random matrixC(x, θ) is symmetric a.s.;
• the random field {C(x, θ), x ∈ Ω} is isotropic a.s. and is therefore completely defined by the associated bulk and shear moduli random fields, denoted by {κ(x, θ), x ∈ Ω} and {μ(x, θ), x ∈ Ω} respectively, such that
with (J, K) the classical (deterministic) tensor basis of M iso n (R) (n = 3, 6) (Walpole, 1984) and d the physical dimension (d = 2, 3);
• the bulk and shear moduli random fields are statistically independent (a discussion for the random matrix case can be found in Guilleminot and Soize (2013a) ) and exhibit the same L-periodic correlation structure.
In addition, it is assumed that the random fields {κ(x, θ), x ∈ Ω} and {μ(x, θ), x ∈ Ω} are bounded from below by the associated matrix properties:κ (x, θ) > κ m ,μ(x, θ) > µ m a.s.
for all x in Ω, with κ m and µ m the bulk and shear moduli of the matrix phase. Eq. (22) appears as a reasonable assumption, given that the retained value of parameter H (see Eq. (9)) is large in the simulations (recall that the heterogeneities are stiffer than the isotropic matrix phase). Note that the strict inequalities mean that the lower bounds must then be reached with a null probability. Consequently, let us introduce two auxiliary R + * -valued random fields {κ (x, θ), x ∈ Ω} and {µ (x, θ), x ∈ Ω} such that ∀x ∈ Ω:
Below, we address the construction of stochastic representations for random fields {κ (x, θ), x ∈ Ω} and {µ (x, θ), x ∈ Ω}. The methodology, pioneered in the seminal work of Soize (2006) , proceeds along the following two main steps. First, a stochastic model for random variable κ (x, θ) (resp. µ (x, θ)), x being fixed in Ω, is defined by invoking Jaynes' maximum entropy principle (Jaynes, 1957a,b ) (see Sec. 3.2). Here, it is assumed that the available information on each random variable is independent of x, so that the probability density functions p κ (x,θ) and p µ (x,θ) defining κ (x, θ) and µ (x, θ) do not depend on x either. Note that this assumption can be readily relaxed at the expense of notational complexity. Second, the bulk and shear moduli random fields are defined through measurable nonlinear transformations of two underlying R-valued Gaussian random fields such that {κ (x, θ), x ∈ Ω} and {µ (x, θ), x ∈ Ω} respectively admit p κ (x,θ) and p µ (x,θ) as their first-order marginal probability density functions. This construction is detailed in Sec. 3.3.
Construction of an information-theoretic model for the probability density functions p κ (x,θ) and p µ (x,θ)
Let x be fixed in Ω. As mentioned above, probabilistic models for random variables κ (x, θ) and µ (x, θ) can be constructed within the framework of information theory and more precisely, by having recourse to the maximum entropy (MaxEnt) principle (see (Jaynes, 1957a,b) ). Since the methodology proceeds similarly for the two random moduli, technical aspects are detailed below for the bulk modulus κ (x, θ) only -the result for the shear modulus is provided at the end of the section. The MaxEnt principle relies on the maximization of Shannon's differential entropy (Shannon, 1948) and then states that among all the probability density functions satisfying some constraints (stated in the form of mathematical expectations) related to a given amount of available information, the most objective probability density function (that is, the one that introduces the most reduced modeling bias) is the one that maximizes the above entropy (as a relative measure of uncertainties).
In this work, we assume that the R + * -valued random variable κ (x, θ) satisfies the following constraints:
where κ (x, θ) = κ(x, θ) −κ m . The constraint stated by Eq. (24) allows for the prescription of the mean value, whereas Eq. (25) implies (under some given assumptions that will be made more precise later) that κ (x, θ) and κ (x, θ) −1 are second-order random variables. By using the calculus of variations, it can then be shown that the probability density function p κ (x,θ) takes the form
where 1 R + * is the indicator function of R + * , c is a real positive normalization constant and (λ 1 , λ 2 ) is a couple of Lagrange multipliers such that the above constraints are fulfilled. Owing to a change of parameters, it can be easily proven that the above p.d.f. can be written as
where δ κ is the coefficient of variation of bulk modulus κ (x, θ) (see Ta et al. (2010) for similar results, as well as Guilleminot and Soize (2013a,b) for random matrix and random field models exhibiting other material symmetry properties). The normalization constant c is then given by
with Γ the Gamma function. Note that the condition δ κ < 1/ √ 2 must hold in order to ensure the finiteness of the secondorder moments for κ (x, θ) and κ (x, θ) −1 (see Soize (2000) ). It can be deduced that κ (x, θ) is distributed according to a Gamma distribution with shape parameter 1/δ 2 κ and scale parameter κ δ 2 κ (with λ 1 = 1 − 1/δ 2 κ and λ 2 = 1/( κ δ 2 κ )). Similarly, it can be shown that the random shear modulus µ (x, θ) follows a Gamma distribution defined by shape parameter 1/δ 2 µ and scale parameter µ δ 2 µ .
Definition of the mesoscale bulk and shear moduli random fields
Following Secs. 3.1 and 3.2, the bulk and shear moduli random fields can be readily defined through the following local measurable nonlinear transformations:
is the Gamma inverse cumulative distribution function with shape parameter 1/δ 2 κ (resp. 1/δ 2 µ ) and scale parameter κ δ 2 κ (resp. µ δ 2 µ );
• Φ is the cumulative distribution function of the standard normal distribution;
Gaussian random fields such that for all x in Ω and for all y in Z d :
Moreover, and for (x, y) ∈ Ω × Ω, the associated normalized correlation functions R Ξ κ and R Ξ µ are such that
and
Each of the above correlation function is assumed to have a separable structure and (from the above statistical characterization on the simulated database) to depend on a single parameter denoted by α, no matter the Gaussian field or the direction involved. Consequently, it is assumed that
for all (x, y) in Ω × Ω, where the one-dimensional correlation function r is here chosen as the so-called periodic correlation function (Rasmussen and Williams, 2005) :
It is worth noticing that due to the nonlinear mapping defined by Eq. (29), the correlation functions of the bulk and shear moduli random fields do not coincide with those of the associated Gaussian random fields. However, numerical evidences show that the nonlinear transformations generally induce similar shapes for the correlation functions of the image random fields, with a slight modification of the correlation length. In practice, parameter α must then be calibrated by solving an inverse problem, so that the resulting random fields {κ (x, θ), x ∈ Ω} and {µ (x, θ), x ∈ Ω} exhibit the target correlation structure. Note that in a more general context, different correlation lengths can be readily introduced in the previous formulation, hence allowing for the modeling of bulk and shear moduli random fields exhibiting different correlation lengths in some given directions. The identification task for the parameters of the probabilistic representation is now addressed in the following section.
Calibration of the probabilistic model 3.4.1. Identification through statistical estimators
From the previous section, it follows that the stochastic model depends on the parameters defining the first-order marginal distributions, as well as on parameter α (which controls the correlation lengths of the fields). The former can be readily obtained by using statistical estimators on the simulated fields. Specifically, it is found that
and δ κ = 0.321, δ µ = 0.329.
We denote by τ → R mod κ (τe i ; α) (see Eq. (20); note that the dependence on α is made explicit for subsequent mathematical consistency) the correlation function for the bulk modulus random field defined by the stochastic model, whereas τ → R data κ (τe i ) is the correlation function for the bulk modulus that is estimated from the experimental database -similar notations are used for the shear modulus random fields. The optimal value α opt for the correlation parameter involved in Eq. (34) is then defined as α opt = argmin
where the cost function J is given by:
Note that J only involves the bulk modulus, since the latter and the shear modulus random fields exhibit the same correlation functions, both in the numerical experiments on the microstructure and in the model-based simulations. Here, the optimization problem defined by Eq. (37) is solved with the Newton method; the plot of cost function α → J(α) is shown in Fig. 8 . The optimized value is found to be α opt = 0.74. 
Identification through the maximum likelihood method
In this section, we address the calibration of the random field model by invoking the maximum likelihood principle, with the aim to substantially reduce the number of corrector problems to be solved. The first-order marginal distributions are first calibrated as follows. Let us consider the random bulk modulus, and define the optimal parameters as ( κ , δ κ ) = arg max (m,δ) 
where V = R * + ×]0, 1/ √ 2[ and L denotes the following likelihood function:
with p( · ; m, δ) the probability density function of the Gamma distribution with mean m and coefficient of variation δ (see Eq. (27)), and {κ data (θ i )} 1 i N exp a set of experimental realizations obtained either from a single realization of the field (by sampling points that are sufficiently far apart from each other) and from several realizations. The parameters for the first-order probability density function associated with the random shear moduli are similarly calibrated by using the experimental realizations {µ data (θ i )} 1 i N exp . The graphs of the above cost function for each modulus are shown in Fig. 9 for two values of N exp . The optimal parameters calibrated by the maximum likelihood principle are found to be as follows:
These values are reasonably close to the ones obtained by using classical statistical estimators (see Sec. 3.4.1). It is worth noticing that although the cost function involved in Eq. (39) exhibits slightly different shapes as N exp varies in {10, 50, 150, 200, 700}, the maximum value turns out to be reached at the same point, hence providing a robust estimator for the parameters under consideration. In order to proceed with the calibration of the parameter α involved in the description of the correlation structure of the underlying Gaussian random field, let us consider a set of points {x (i) } 1 i N p in Ω and introduce the N p -valued random vector κ = κ (x (i) ), . . . , κ (x (N p ) ) .
In practice, the above set of points may be selected and optimized, for a given value of N p , in accordance with the expected structure of correlation. In this work, where the underlying microstructure is statistically isotropic, the points are randomly placed and such that for all 1 i N p and 1 j 3,x (i) j corresponds to the absolute value of an independent realization of a Gaussian random variable with a null mean and a standard deviation equal to L/6. Note that the probability distribution of κ is unknown. Let p κ model ( · ; α) be the probability density function of κ estimated from realizations of the probabilistic model for the bulk modulus random field, with the first-order marginal defined by the parameters given above (hence, the explicit dependence on α). An optimal value is then sought as
the multidimensional likelihood function. Note that the cost function does not involve information on the shear modulus, since the latter exhibits, in the present case, the same correlation characteristics. The plot of cost function α → L * (α) is shown in Fig. 10 for several values of N exp . An optimal value is found as α opt = 0.85. It is seen that this estimation 0.4 0.5 0.6 0.7 0.8 0.9 1.0 α on correlation parameter α is also robust with respect to the number of realizations, so that the corrector problem has now to be solved on a limited number of realizations. It should be noted that the underlying Gaussian random fields are generated through a Krylov iterative method (Chow and Saad, 2014) . The choice of the stopping criterion parameter in this method may explain the discrepancy between the above estimation and the one obtained from the statistical estimator.
Validation of the information-theoretic probabilistic model
This section is concerned with the validation of the probabilistic model calibrated in Sec. 3.4.1. The relevance of model-based predictions is first discussed on the basis of mesoscale quantities of interest in Sec. 3.5.1, whereas a comparison for homogenized effective properties is provided in Sec. 3.5.2.
Validation on mesoscale quantities of interest
Here, we investigate to what extent the probabilistic model can represent some quantities of interest defined at mesoscale. The probability density functions of bulk and shear moduli at a given point (recall that these quantities are invariant under translation in R d ) are shown in Fig. 11 and Fig. 12 , both for the experimental database and for the model-based simulations.
A good match is observed, regardless of the modulus under investigation and no matter the calibration strategy (in the present case, the parameters obtained from statistical estimators or from the maximum likelihood principle coincide). Next, the experimental and model-based correlation functions are compared in Fig. 13 for the bulk modulus random field.
It is seen that the correlation function calibrated by using the statistical estimator reproduces almost perfectly the experimental curve, whereas a small discrepancy with the one based on the likelihood estimator is observed. In the next section, we finally address the validation task in terms of effective properties. 
Validation based on effective properties
Below, we compare the statistical averages (over 100 realizations) of effective properties as obtained, either by solving a set of mesoscale corrector problems involving the calibrated stochastic model, or by directly solving the corrector problems defined at the microscale. The results (within the 99% confidence interval) are summarized in Tab. 1. It is found that the effective properties computed from the model are in very good agreement with the ones derived from the experimental database.
Conclusion
In this work, we have investigated the capabilities of information-theoretic random field models to accurately represent mesoscopic elasticity fields obtained through the filtering procedure proposed in (Bignonnet et al., 2014) . 
Experimental
Model SE Model MLE κ /µ m 1.02 1.02 µ /µ m 0.78 0.78 δ κ 0.321 0.323 δ µ 0.329 0.332 α 0.74 0.85 κ eff /µ m 2.326 ± 0.001 2.331 ± 0.015 2.314 ± 0.087 µ eff /µ m 1.767 ± 0.001 1.762 ± 0.012 1.748 ± 0.068
Tab. 1. Comparison between the effectives moduli derived from the experimental database and the probabilistic model (the 99% confidence interval is reported).
For illustration purposes, the analysis has been performed on a simple but non-trivial model microstructure. We first introduced a random field model and addressed the calibration task by using either statistical estimators or the maximum likelihood principle. A comparison on some quantities of interest, such as the effective properties, was subsequently carried out. It is shown that for the case under study, the information-theoretic model can be calibrated on a limited set of realizations and still allows for accurate predictions of the effective properties, hence allowing for substantial computational savings in numerical homogenization.
Whereas the capabilities of the model to mimic the mesoscale features strongly depend on the statistical characteristics of the underlying microstructure, it is worth mentioning that more elaborated random field models have been proposed elsewhere (see e.g. (Guilleminot and Soize, 2013b) ) in order to handle more complex morphologies.
