The main motto of the study is to provide the new distinct method to extract the optical characters in the form of alpha numeric characters from the video frames. In this study we proposed a new methodology to recognize the optical characters from the video frames; the methodology is taken with two step process, in first step the video frames are separated into frame by frames. Then the text detection phase is revoked with text localization and text verification and the second step is to recognize the characters. In this phase the text is verified and recognized. The final outcome is the recognized characters from the video frames. The experimental results are demonstrated clearly and the proposed method has an optimality over the video frames without any jitter or noise sequence in processing the extraction phase. The method performs better result than the existing algorithm and the results yields 94% accuracy in the MATLAB R2013b simulation environment.
INTRODUCTION
OCR mainly deals with recognizing offline optical characters (Mokhtarian et al., 1996; Tollmar et al., 2004) . Input sequence may be video or images which were scanned document or printed images. Major processing elements of OCR be denoted as (Chakkaravarthy et al., 2013) :
Basics of OCR:
The algorithm mentioned above shows the various steps involved in obtaining a text using the Optical Character Recognition (O.C.R). The block of text is obtained using the text detection process. These blocks of text is sent to the O.C.R, where these block of text is segmented into a single character and the templates are generated.
After the segmentations of the connected regions, the templates are compared with the segments. This is done to match the connected regions with the alphabets, numbers etc., (Fig. 1) , to obtain the text. The text is got as the output from the O.C.R. The text got by comparison (Chen et al., 2001; Koteeswaran et al., 2012) is written to the text file like notepad, wordpad etc. Hence the non-editable text, which was got from the text detection phase (Srihari et al., 2000; Koteeswaran and Kannan, 2013 ) is converted into the editable text by passing it to O.C.R.
METHODOLOGY
The Algorithm mentioned above explains the various steps involved in the proposed system. Firstly, the Video is given as the input to the proposed system. The Input video is divided into individual frames and each individual frames are passed through the rest of the two phases and the individual frame represents the RGB image. The RGB image to gray scale conversion is done. The edge detection (i.e., horizontal and vertical edge detection) is done to the gray scale image using the Sobel and canny masks. Using edges as the prominent feature of our system gives the opportunity to detect characters with different fonts and colours since every character present strong edges, despite its font or colour, in order to be readable. Canny edge detector is applied to gray scale images. Canny uses Sobel (http://www.intelligent-systems.info/ classes/ ee509/gui. htm; http://www.ele.uri.edu/~hansenj/ projects/ele585/ OCR; Hidayatullah et al., 2012; Neumann and Matas, 2010; Tou and Gonzalez, 1995; Swain and Ballard, 1991) masks in order to find the edge magnitude of the image, in gray scale and then uses non-Maxima suppression and hysteresis threshold. With these two post-processing operations Canny edge detector (Swain and Ballard, 1991) manage to remove non-maxima pixels, preserving the connectivity of the contours. Later, dilation on the resulted image is done to find the text like region. Dilation by a cross-shaped element is performed to connect the character contours of every text line. The common edge between the vertical and the horizontal edges is extracted and it is dilated again to get the accurate text like regions. The groove filling mechanism is applied to fill the gap between the nonconnected pixels. The co-ordinates of the dilated regions are sent to find whether the text like regions extracted is text or not. Once, the regions extracted are verified as the text and then this detected text is passed to the Optical Character Recognition (O.C.R). In the O.C.R, the block of detected text is segmented into characters and then the non-editable text is converted into editable text. The text is saved in the text file (i.e., notepad or WordPad).
Pseudo code:
Begin Function OTE Input: Video file (.avi) Output: Image/frames
Step: Pre-processing Convert RGB-→grey; Sobel 
EXPERIMENTAL RESULTS
Based on optical character recognition, our proposed method is used to recognize the text characters from the video streams. A video sequence of 12 frames is used as the data set model, OTE is applied in order to retrieve the text from the video frames. The text recognized in the video frames was "Rhino is rare". Figure 2a and b denotes the output sequence of the OTE. Firstly the character recognized by OTE is considered to be the segmented frames of the video sequence. Various filters are used (which was denoted in the Fig. 3 ) in order to plot the diagonal mapping on the text characters. Full implementation is done through MATLAB (http://www.mathworks.com/ products/ matlab/; http://www.mathworks.in/).
Various frames are consider, pre-processed with basic filters and processed using OTE methodology; its results are denoted at the final frame of Fig. 2a and b . Figure 3 denotes the output sequence of text extracted from the video frames. In frame 1 the word "Rhino" is extracted. In frame 2 the word "is" is extracted and in frame 3 the word "rare" is extracted, in frame four, all the extracted words from previous frames are processed and at final frame the words are recognized and displayed. 
CONCLUSION
As the conclusion of this study we experimentally performed some basic test in order to recognize the characters. Optical character recognition is playing a vital role in the field of image processing research and used in various applications. OCR processes mainly with segmentation and classification. The proposed method is evaluated experimentally with the video sequence and its results are shown clearly in Fig. 2a, b  and 3 .
Results shows that our proposed method has better performance in recognizing the characters in the video frames. Our proposed methodology has reduced noise with an accuracy of 97.08% (Table 1 ). In future we extend this study with more samples and increased accuracy to recognize the text and its patterns in the video sequences.
