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We present a unique chemical evolution model to reproduce both the star formation history
(SFH) estimated from the observed color-magnitude diagram and the observed metallicity dis-
tribution function (MDF) of dwarf galaxies in the Local Universe. We calculate the chemical
enrichment for 119 elements of the interstellar gas in the galaxy according to the input SFH with
the following physical processes: the supernova-driven outflow, the primordial gas infall, the delay
time distribution for Type-Ia supernovae, and the lifetime of individual stars. Applying our model
to the four local dSphs (Fornax, Sculptor, Leo II, and Sextans) and three dIrrs (IC 1613, NGC 6822,
and Pegasus), we find that the observed chemical properties of the dwarf galaxies are consistently
reproduced. Our results show that a large fraction of heavy elements produced in the system, that
is, 80–99% of the synthesized iron (Fe) in stars is expelled from the dwarf galaxies, implying the
large outflow rate with a mass-loading factor (i.e., the ratio of outflow to star-formation rate) of
∼ 10−1–103. We also find that an onset time of Type Ia supernovae (i.e., 0.5–0.9 Gyr) is necessary
to reproduce the observed [α/Fe]–[Fe/H] relation of the dSphs although this predicted onset time
is much longer than that suggested in previous studies (i.e., 0.1 Gyr). In this thesis, we show the
chemical evolution of the dwarf galaxies derived from our model reproducing both the SFHs and
MDFs, and discuss the detailed chemical enrichment histories consistent with the other observa-
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1. Introduction
1.1. Chemical Evolution of Galaxies
Chemical properties of galaxies reflect their evolution histories of individual galaxies. The
standard theory of the Big Bang nucleosynthesis predicts that primordial matter consisted of mainly
Hydrogen (H), Helium (He) and only a very small amount of metal (i.e., the heavier elements than
Helium). The mass ratio of the primordial elements is believed to be X:Y:Z ≈ 0.75:0.25:0, where
X, Y and Z are the mass fractions of H, He, and the other elements, respectively. In contrast, since
the metallicity of the sun is measured as Z⊙ ≈ 0.02. Moreover, although heavier elements than
Beryllium (Be) could not be produced during the Big Bang, heavy elements such as Oxygen (O),
α elements (e.g., Magnesium (Mg), Silicate (Si), Calcium (Ca), and Titanium (Ti)), and Iron (Fe)
exist in the present universe. According to the standard theory of stellar nucleosynthesis, these
heavy elements have been synthesized in the stars which once born from the interstellar medium
(ISM), and spread back into the ISM at the end of stellar lifetimes. Since the mass of metal in a
galaxy evolves with time through the cycle of material between the stars and the ISM, the chemical
enrichment histories of galaxies depend on their star formation histories (SFHs). Therefore, we can
reveal the detailed baryonic histories of galaxies by analyzing metallicities of stars those keep the
composition of ancient ISM at the epochs of their birth.
The chemical properties of galaxies are characterized by number ratios between each of the
elements.
[A/B] = log(NA/NB) − log(NA/NB)⊙ (1)
where NA and NB are the numbers of element A and element B, respectively, and log(NA/NB)⊙
is the solar abundance ratio. Since the total amount of newly synthesized elements as well as the
ratios of those elements are different from one star to another, it is important to measure not only
the total amount of metals but also the abundance of each element in order to investigate the roles
for stars in the galaxy evolution. Moreover, since the metallicity (Z) of the ISM depends on the
gas mass in the system, the study of chemical evolution reveals the detailed gas mass histories of
galaxies including gas outflows and infalls.
1.2. Dwarf Galaxies in the Local Group
In this thesis, we focus on dwarf galaxies to investigate the chemical evolution. Dwarf galax-
ies are characterized as the faint (e.g., MB ≲ −18) and less massive (e.g., M⋆ ≲ 109M⊙) galaxies
(Tolstoy et al. 2009). There are two types of dwarf galaxies in the Local Group: dwarf spheroidal
galaxies (dSphs) and dwarf irregular galaxies (dIrrs) (e.g., Mo et al. 2010). DSphs are gas-poor and
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consist of mainly old stellar systems, On the other hand, dIrrs are gas-rich systems and show cur-
rent star formation activities. Although more than 60 dwarf galaxies have already been found in the
Local Group, recent observations continue to discover new dwarf galaxies with new observational
instruments being developed.
According to the hierarchical clustering models of galaxy formation, larger galaxies are formed
from smaller objects like dwarf galaxies through major and/or minor mergers (e.g., Kauffmann et
al. 1993; Cole et al. 1994; Robertson et al. 2005). In these scenarios, dwarf galaxies are the most
numerous and elemental systems in the universe. Therefore, in order to understand the formation
and evolution of normal galaxies, it is important to study dwarf galaxies as possible building blocks
of present-day normal bright galaxies.
Since the dwarf galaxies in the Local Group are the most nearby galaxies, we can observe
individual stars in them and measure their metallicities. It is very useful to investigate the detailed
chemical evolution of the galaxies since the metallicity of stars reflect the metallicity of their host
galaxy in the past, that is, the metallicity at the time of the stars formed.
Moreover, the structure of dwarf galaxies is basically simpler than more massive galaxies
such as the Milky Way which has the stellar bulge, disk, and halo. Therefore, it is considered that
a dwarf galaxy experienced simpler evolution history than massive galaxies and that the chemical
evolution of dwarf galaxies is expected to be explained by simple pictures. In other words, the
dwarf galaxies are important laboratories to investigate the effects of the SFHs, ISM mass, gas
outflows, and infalls on the chemical evolution of galaxies.
To investigate the roles of stars and gas for the evolution of dwarf galaxies, a number of
both theoretical and observational studies for the chemical evolution of dwarf galaxies have been
conducted to date. We summarize them in the following subsections.
1.3. Observations of the Dwarf Galaxies in the Local Group
Recent observational studies have shown that star formation histories (SFHs) of dwarf galax-
ies in the local universe reveal a significant diversity (Aparicio et al. 1997; Hernandez et al. 2000;
Saviane et al. 2000; Carrera et al. 2002; Rizzi et al. 2003; Dolphin et al. 2005; Lee et al. 2009b;
Tolstoy et al. 2009; McQuinn et al. 2010; Weisz et al. 2011; de Boer et al. 2012a,b; Skillman et
al. 2014; Weisz et al. 2014). Weisz et al. (2011) observed 60 nearby dwarf galaxies within 4 Mpc
from the Milky Way with the Hubble Space Telescope and studied the SFHs estimated with color
magnitude diagrams (CMDs) of the member stars. They found that the majority of dwarf galax-
ies exhibit a long duration of SFH, consisting of both a dominant star formation at ancient times
(> 10 Gyr ago) and a lower level of star formation at intermediate times (1–10 Gyr ago). They
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also found that the SFHs between dSphs and dIrrs are generally indistinguishable over most of the
cosmic time. However, they pointed out that there is a clear difference between them in the most
recent ∼ 1 Gyr; i.e., dSphs show little star formation activity in this epoch, but dIrrs do.
Since the chemical abundance of stars reflects the abundance of the ISM at the time when
the stars are formed, it is useful information to investigate the chemical evolution of galaxies.
The stellar chemical abundance in some dwarf galaxies has been observationally investigated by
using the 8–10 m class large telescopes with high- and/or medium-resolution optical spectrographs
(Shetrone et al. 2001, 2003; Tolstoy et al. 2003; Sadakane et al. 2004; Geisler et al. 2005; Bosler
et al. 2007; Aoki et al. 2009; Cohen & Huang 2009, 2010; Kirby et al. 2010; Letarte et al. 2010;
Tafelmeyer et al. 2010; Aden et al. 2011; Kirby et al. 2013; Starkenburg et al. 2013). The derived
chemical abundance indicates that dwarf galaxies have fewer metal-rich stars than the Milky Way
disk; the average metallicity of stars in dwarf galaxies is ∼ 10–100 times lower than that of the
Milky Way disk stars. Kirby et al. (2013) measured the stellar metallicity of seven dIrrs in the
Local Group and showed that the dIrrs obeyed the same mass-metallicity relation as the dSphs.
On the other hand, the observed metallicity distribution functions (MDFs) of the dSphs and dIrrs
show a large scatter in their metallicity ranges together with the observed slopes of metal-rich/poor
sides in MDFs, implying the diversity among the chemical evolution of dwarf galaxies. Moreover,
since the chemical abundances of stars in the dSphs show different trends from the Milky Way
stars, the dSphs follow unique chemical evolution paths distinct from that of any of the Milky Way
components (Tolstoy et al. 2009, and references therein).
1.4. Analytic Study of the Chemical Evolution of Dwarf Galaxies
To investigate the detailed chemical evolution of dwarf galaxies, their chemical properties
have been studied by using chemical evolution models (Ikuta & Arimoto 2002; Lanfranchi & Mat-
teucci 2004; Fenner et al. 2006; Cescutti et al. 2008; Calura & Menci 2009; Kirby et al. 2011a;
Tsujimoto 2011; Yin et al. 2011; Gavilán et al. 2013; Kirby et al. 2013; Romano & Starkenburg
2013; Homma et al. 2015). These studies have revealed that both gas outflow and infall are impor-
tant to explain the chemical abundance and the MDFs of dwarf galaxies (Lanfranchi & Matteucci
2004; Kirby et al. 2011a, hereafter K11). Moreover, large gas outflow efficiency and lower star
formation efficiency (SFE) of dSphs than those of the Milky Way are required to explain their
lower metallicities.
Recently, K11 constructed a detailed chemical evolution model in which chemical yields
from Types Ia and II supernovae (SNe Ia and SNe II, respectively) and from asymptotic giant
branch stars (AGBs) as well as gas infall and outflow induced as SN wind were taken into account.
Applying their model to chemical abundance of 2961 stars in eight dSphs measured by Kirby et al.
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(2010), which provided a large and homogeneously analyzed sample of stellar spectra in dSphs,
they showed that the observed trends of [Mg/Fe], [Si/Fe], and [Ca/Fe] ratios with [Fe/H] as well
as MDFs were simultaneously reproduced. However, the predicted SFHs with shorter timescales
(∼ 1 Gyr) clearly conflicted with those estimated from the CMDs in dSphs (Dolphin 2002; Lee
et al. 2009b; de Boer et al. 2012a,b). Moreover, they pointed out that the derived star formation
timescales were extremely sensitive to the minimum delay time of SN Ia, tdelay,min, although they
showed model results of different tdelay,min only for Sculptor dSph among the eight dSphs in their
sample (see Figure 10 of K11).
In order to resolve this conflict and reproduce both the observed MDFs and CMDs of the
dSphs simultaneously, Homma et al. (2015, hereafter H15) constructed a new chemical evolution
model which rigidly follows the SFHs derived from the observed CMDs and succeeded to repro-
duce the observed SFHs and MDFs of four dSphs. They found that all the dSphs in their sample
lost a large amount of gas and metals via the superwind and have got a comparable amount of
primordial gas via the infall to form stars. Although both K11 and H15 showed that a large amount
of gas outflow played an important role on the chemical evolution of the dSphs, evidence for such
outflow from the dSphs has not yet observed since they have little gas and have already stopped
their major star formation.
1.5. The Aim of This Work
The biggest problem to reveal the evolution of dwarf galaxies is the discrepancy between
the timescale of SFH estimated from CMD and that of chemical evolution derived from MDF
and/or chemical abundance in individual dwarf galaxies. In other words, for a dwarf galaxy, no
galaxy-evolution scenarios yet reproduce its observed CMD, MDF, and chemical abundance si-
multaneously.
In this thesis, we aim to show the chemical evolution that reproduces the observed CMDs,
MDFs, and chemical abundances of the dwarf galaxies simultaneously. For this purpose, we basi-
cally use the chemical evolution model constructed by H15. The model of H15 explicitly utilizes
the SFH derived from observed CMD in dwarf galaxies as the most fundamental input quantity.
Note that this idea is the similar to that proposed by Ikuta & Arimoto (2002) and Carigi et al.
(2002) but they compared their results only with the observed chemical abundance ratios of stars
in dSphs. While H15 already applied their model to the observed MDFs of dSphs, we try to
improve the model and apply it to both dSphs and dIrrs. Comparing our model results with the
observed MDFs, we investigate basic properties related to the star formation efficiency and gas
outflow rate. It is also of interest to compare our results with observations on the relation between
[Fe/H] and [α/Fe] (e.g., [Mg/Fe]) to predict the minimum delay time of SN Ia tdelay,min. Only
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SNe II contribute to metal enrichment in the ISM and [Fe/H] increases with [α/Fe] keeping al-
most constant as the yield of SN II before the epoch of explosion of the first SNe Ia. Once SNe Ia
start to appear in the galaxy, [α/Fe] suddenly decreases because of a larger amount of Fe ejecta
from SN Ia than those from SN II. Hence, the [α/Fe]–[Fe/H] relation is sensitive to tdelay,min.
The target dwarf galaxies in this work are both dSphs and dIrrs. Since some dSphs distribute
near the Milky Way, many samples of stellar metallicity and detailed chemical abundances, such as
Fe and α elements (Mg, Si, Ca, and Ti), are already obtained by the spectroscopic observations. On
the other hand, since dIrrs still have gas and form stars, we can measure their current gas masses,
gaseous metallicities, and SFRs which are the important quantities to investigate the evolution of
galaxies. In this thesis, we investigate the chemical evolution of dSphs and dIrrs by comparing
our model results with the observed data. Moreover, we also investigate whether or not there are
systematic differences of chemical evolution between dSphs and dIrrs.
This study has following two predominant features: (1) to reproduce both the SFH estimated
from the CMD and the observed MDF for each dwarf galaxy by chemical evolution model, and
(2) to describe the chemical evolution of dwarf galaxies with a few model parameters. The re-
cent deep photometric and spectroscopic observations have revealed detailed SFHs and chemical
abundances for many dwarf galaxies and such observational data will increase in future. In order
to understand the evolution of dwarf galaxies consistent with the observations, it is important to
analyze these observational data comprehensively and our study is a first step to reproduce the
photometric and spectroscopic data in a consistent scenario. Moreover, so many processes, such
as the star formation from gas, metal production from stars, outflow from galaxies, and infall, are
related to the chemical evolution of galaxies and it is hard to completely explain them. Therefore,
we describe these complicated processes by a few model parameters and investigate the essential
features for the chemical evolution of dwarf galaxies.
The abbreviations we use in this thesis are summarized in Table 1 for convenience. Through-
out this thesis, we adopt the solar composition as listed in Table 2.
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Table 1. List of Abbreviations in This Paper
Abbreviation Description
AGB Asymptotic Giant Branch star
AMR Age–Metallicity Relation
CMD Color Magnitude Diagram
DTD Delay Time Distribution function
dIrr dwarf Irregular galaxy
dSph dwarf Spheroidal galaxy
ISM Inter Stellar Medium
MDF Metallicity Distribution Function
RGB Red Giant Branch star
SFE Star Formation Efficiency
SFH Star Formation History
SFR Star Formation Rate
SN Supernova
SN Ia Type Ia Supernova
SN II Type II Supernova
Table 2. Adopted Solar Composition







References. — (1) Sneden et al.
(1992); (2) Anders & Grevesse (1989)
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2. The Chemical Evolution Model Calculations
In this section we explain our chemical evolution model for reproducing both the observed
SFHs and MDFs of the galaxies simultaneously in detail. While the fundamental assumptions in
our model are the same as those in H15, we additionally include the sample selection criteria of
the observational data into the model and also adopt the Markov-Chain Monte-Carlo (MCMC)
technique to find the best-fit parameters. One of the characteristic and basic ideas in our model is
that the SFH is one of the inputs for calculations. The calculation always goes along this given
SFH rigidly. Table 3 lists the variables used in our model. Some of them are treated as free input
parameters given to the calculations and then we obtain a predicted MDF for a set of the free
parameters as a result. Compare the model MDF with the observed MDF of the galaxy, we explore
the best-fit model by changing the free parameters.
2.1. Basic Assumption and Formulation
Here we list the fundamental assumptions in our model, which are the same as those in H15,
as follows
1. The interstellar medium (ISM) in a dwarf galaxy is treated as one zone; that is, we do not
consider any spatial variations of gas density and metallicity in the ISM.
2. The SFH derived from the analysis of observed CMD is used as input to the model. There-
fore, the SFR at time t, Ψ(t), is fixed to the observed SFH. Namely, our model is calculated
along with the SFH.
3. We assume that there is a positive correlation between the gas mass and SFR like the
Schmidt-Kennicutt law (Schmidt 1959; Kennicutt 1998). Since the SFR is given as input,
the gas mass at a certain time is completely determined according to the SFR at the time.
4. The interstellar gas can be expelled from dwarf galaxy (i.e., gas outflow) while the gas is
supplied from its outside (i.e., gas infall); that is, the dwarf galaxy in our model is not a
closed-box.
5. Gas outflow is assumed to be induced via a superwind (a collective effect of a large number
of SNe), so that its rate is proportional to the total number of SNe Ia and II at each time.
Metallicity of the outflow gas is assumed to be the same as that of the interstellar gas at that
time.
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Table 3. Chemical evolution model variables and indices
Variables Description Units
t Time since start of simulation Gyr
∆t The interval of individual time step (= 0.025) Gyr
Mgas(t) Total gas mass M⊙
Mgas,i(t) Gas-phase mass for an element i M⊙
Ψ(t) Star formation rate M⊙ Gyr−1
E(t) Ejected gas mass rate from evolved stars M⊙ Gyr−1
Ei(t) Ejected gas mass rate of an element i from evolved stars M⊙ Gyr−1
Ṁin(t) Time derivative of infall gas mass M⊙ Gyr−1
Ṁout(t) Time derivative of outflow gas mass via the SN wind M⊙ Gyr−1
Xi(t) Gas-phase mass fraction for an element i to Mgas(t) Dimensionless
Xin,i(t) Gas-phase mass fraction for an element i to Min(t) Dimensionless
α Star formation rate exponent of Mgas Dimensionless
ṄII(t) and ṄIa(t) Time derivative of number of SN II and SN Ia Gyr−1
DTD(t) Delay time distribution function of SN Ia (Maoz et al. 2010) SN Gyr−1 M−1⊙
Ṁexout(t) Extra outflow rate M⊙ Gyr
−1
Fex Mass ratio of Ṁexout(t) to the net outflow in the entire SFH Dimensionless
A⋆ Normalization related to SFR and gas mass (free parameter) Dimensionless
Aout Outflow coefficient (free parameter) M⊙ SN−1
tdelay,min Minimum delay time for SN Ia (free parameter) Gyr
ϵ Mixing ratio of the SN ejecta with the ISM Dimensionless
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6. The number of SN Ia is determined by the past SFH and the delay time distribution (DTD)
function. The DTD function used in the model is the observationally derived one of Maoz
et al. (2010). Minimum delay time of SN Ia, tdelay,min, is adopted to be one of the model
parameters.
7. The number of SN II is determined by the past SFH and the stellar lifetime given by Timmes
et al. (1995). We assume that stars with m ≥ 10 M⊙ finally explode as SNe II.
8. Gas infall rate is adjusted to reproduce the observed SFH. Since we assume that the SFR is
fixed (item 2) and the gas mass of the ISM correlates with the SFR (item 3), the gas mass
at time t, Mgas(t), is determined by the observed SFH. Moreover, the time derivative of the
gas mass, Ṁgas(t), depends on the SFR, the ejected gas mass from evolved stars (i.e., AGBs,
and SNe Ia and II), the gas outflow via a superwind (item 5), and the gas infall. Therefore,
in order to reproduce the gas mass, we set the gas infall rate as an adjustable amount (see
Section 2.2.4). Metallicity of the infall gas is assumed to be primordial.
9. The yield of SNe Ia and II is adopted from Iwamoto et al. (1999) and Nomoto et al. (2006),
respectively. For the AGB yields, we adopt those of Karakas (2010). We assume that all stars
with m < 10 M⊙ evolve into AGBs after their lifetimes. All heavy elements are assumed to
stay in gas-phase during the entire time of calculation.
10. The initial mass function (IMF) used in our model, ϕ(m), is that derived by Kroupa et al.
(1993) with a mass range of 0.08 ≤ m ≤ 100 M⊙.
2.2. Basic Equations of the Chemical Evolution Model
The model calculates the chemical evolution for 119 elements and isotopes listed in Iwamoto
et al. (1999), Nomoto et al. (2006), and Karakas (2010) under the assumptions listed in Section
2.1. The most basic equations are
Ṁgas(t) = −Ψ(t) + E(t) − Ṁout(t) + Ṁin(t) (2)
and Ṁgas,i(t) = −Ψ(t)Xi(t) + Ei(t) − Ṁout(t)Xi(t) + Ṁin(t)Xin,i(t), (3)
where Mgas,i(t) is the gas-phase mass of an element i in the ISM at time t, Xi(t) is the gas-phase
mass fraction of the element i to the total mass of interstellar gas (Xi(t) ≡ Mgas,i(t)/Mgas(t) and∑
i Xi(t) = 1), Ei(t) is the rate of gas mass for the element i ejected from evolved stars to the
ISM and E(t) is its total (E(t) =
∑
i Ei(t)), and Ṁin(t) and Ṁout(t) are its infall and outflow rates,
respectively. We assume that both the initial abundance of the ISM and the infall gas are primordial
(i.e., XH(t = 0) = Xin,H = 0.75 and XHe(t = 0) = Xin,He = 0.25).
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The Equations 2 and 3 represent the mass evolution and the chemical evolution for an element
i at time t, respectively. In the following subsections we explain the five terms in the equations in
detail, that is, the gas mass Mgas(t), the SFR Ψ(t), the ejected gas mass Ei(t), the outflow rate
Ṁout(t), and the infall rate Ṁin(t).
2.2.1. Star Formation History and Gas Mass
As already mentioned, we adopt the SFHs, as the most fundamental input, estimated from the
photometric observations for galaxies. On the other hand, in K11, SFH is not an input quantity but
one of the output quantities, which is determined to reproduce the observed MDF and abundance
ratios of a galaxy..
From the given Ψ(t) and assumption of item 3, we calculate the gas-phase mass in the ISM of












where A⋆ and α are the same parameters in the K11 model. While K11 defined the unit of A⋆ as
106 M⊙ Gyr−1, we set A⋆ as the non-dimension parameter. This formulation explains the relation
between total mass of interstellar gas Mgas(t) and Ψ(t) (i.e., Ψ ∝ Mαgas, the generalization of a
Kennicutt-Schmidt law). While K11 treated α as one of their model parameters and found that
its best-fit value varies among their sample of dSphs (see Table 2 in K11), we fix it to unity in
our model for simplicity. When α = 1, the parameter A⋆ takes the same value of the SFE (i.e.,
= Ψ(t)/Mgas(t)) in unit of Gyr−1.
2.2.2. Ejected Gas Mass from Stars
The main sources driving the chemical evolution of the galaxy are the evolved stars. The
evolved stars eject the gas including metal synthesized in them and chemically enrich the ISM. In
our model, the ejected gas mass Ei(t) is given by the sum of three independent terms as follows:
Ei(t) = ξ̇i,Ia(t) + ξ̇i,II(t) + ξ̇i,AGB(t), (5)
where ξ̇i,Ia(t), ξ̇i,II(t), and ξ̇i,AGB(t) represent the rates of gas masses ejected from SNe Ia (Iwamoto
et al. 1999), SNe II (Nomoto et al. 2006), and AGBs (Karakas 2010), respectively. We assume
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that the SNe II and AGBs eject their gas at the end of their lifetimes of Timmes et al. (1995)1. It
is also assumed that SNe Ia eject their gas according to the DTD function as described in the next
subsection.
2.2.3. Outflow Related to the Supernovae
From the assumption of item 5, the term Ṁout(t) can be written by using the number of SNe II














Ψ(t − τ (m))ϕ(m) dm, (8)
respectively, where τ (m) is the stellar lifetime of the star with mass of m.
Here the outflow coefficient Aout (M⊙ SN−1) controls the outflow gas mass per unit SN. For







)−1.1 (SN Gyr−1 M−1⊙ ) for tdelay ≥ tdelay,min
0 otherwise
, (9)
where tdelay indicates an elapsed time since the progenitor star of SN Ia is formed. The SNe Ia
explode according to the past SFH and the adopted DTD function as described in Equation 7 with
the parameter which represents the minimum delay time for SNe Ia, tdelay,min. These assumptions
are the same as that of K11 except for the value of tdelay,min. K11 adopted a single value of tdelay,min =
0.1 Gyr while they concluded that the derived star formation timescale is extremely sensitive to
tdelay,min; the larger tdelay,min results in the longer star formation timescale. Since the star formation
timescale in our model is much longer than that derived in K11, we adopt the following two values
for the minimum delay time for SN Ia: tdelay,min = 0.1 and 0.5 Gyr.
1Note that, while the stellar lifetime adopted in our model (Timmes et al. 1995) is different from that in K11 (i.e.,
Padovani & Matteucci 1993; Kodama 1997), the difference is found to not affect the resultant chemical evolution.
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2.2.4. Gas Infall Related to the Star Formation History
The gas infall rate, Ṁin(t), in our model is determined so that Equation (2) is satisfied at every
time step in calculation. It is one of the benefits of adopting the SFH as an input in our model,
while Ṁin(t) in K11 is represented by Ṁin(t) ∝ te−t/τin , where τin is one of their model parameters.
Once the SFH is given, Mgas(t) at any t is determined via Equation (4) with an adopted parameter
of A⋆ and hence Ṁgas(t) is also fixed. Moreover, ξ̇i,II(t) and ξ̇i,AGB(t) in Equation (5) and ṄII(t) in
Equation (6) are completely determined because the stellar lifetime and both yields of SN II and
AGB used in our model are all fixed. The terms ξ̇i,Ia(t) and ṄIa(t) in these equations also depend on
the SFH as well as one of the parameters, tdelay,min. Therefore, all variables in Equation (2) except
for Ṁin(t) are determined for a given SFH and set of parameters, that is, A⋆, Aout, and tdelay,min. In
more qualitative sense, our prescription for gas infall rate means that, while SNe blow out a part
of gas from the ISM of the galaxy, star formation can take place according to the observed SFH so
that the primordial gas flows into the galaxy at the same time.
Nevertheless, the gas infall rate determined in this way would be negative when the time
derivative of gas mass, Ṁgas(t), is negative and the outflow rate, Ṁout(t), is low. Such negative
infall rate acts as outflow effectively. However, this implies that the system would blow out extra
primordial gas in addition to enriched gas by SNe. This is against to one of the assumptions in our
model that the system is chemically homogeneous. To avoid such physically unlike situation, we
artificially add an extra outflow rate Ṁexout to Equation (2) so that the resulting infall rate becomes
zero during such situation. Therefore, the gas infall rate is determined via the following equation
rather than Equation (2):
Ṁin(t) = Ṁgas(t) +Ψ(t) − E(t) + Ṁout(t) + Ṁexout(t). (10)
Since the metallicity of outflow gas is assumed to be the same as that of the ISM at that time in our
model, introducing such extra outflow gas solve the physically unlike situation described above.
Although the introduction of such extra outflow rate is completely artificial, it should be stated that
external processes to remove gas from galaxy such as tidal stripping can act as this extra outflow
rate. This is because the outflow rate in our model is simply assumed to be linearly proportional to
the SN rates as represented by Equation (6).
As a consequence of introducing the extra outflow rate, the net outflow rate (= Ṁout(t)+Ṁexout(t))
is not proportional to the SN rate transiently when Ṁexout is not equal to zero. In order to evaluate
the importance of the extra outflow rate quantitatively, we define Fex as the total mass ratio of the












where tfin is the time at which our calculation terminates (see Section 2.4 for its detailed definition).
Fex takes value from 0 to 1 and the larger Fex means that the net outflow is less dependent on the
number of SNe.
2.3. Sample Dwarf Galaxies
In order to reproduce both the observed SFH and MDF of a dwarf galaxy, we select the sample
dwarf galaxies whose SFHs and MDFs were already measured in the literature; Fornax, Sculptor,
Leo II, Sextans, IC 1613, NGC 6822, and Pegasus. The basic properties of these dwarf galaxies
are listed in Table 4. We apply our chemical evolution model to these four dSphs and three dIrrs.
In Figure 1, we show the input SFHs of our sample dwarf galaxies taken from literatures
(Fornax: de Boer et al. 2012b, Sculptor: de Boer et al. 2012a, Leo II: Dolphin 2002, Sextans: Lee
et al. 2009b, IC 1613: Skillman et al. 2014; NGC 6822: McQuinn et al. 2010; Pegasus: Aparicio
et al. 1997). It should be emphasized that the observed SFHs of the dSphs have much longer
timescales of about 8 to 13 Gyr than the timescales of the SFHs (∼ 0.8–1.3 Gyr) derived by model
calculations of K11. Note that the SFHs shown in Figure 1 are normalized so that the present
stellar mass of the dwarf galaxies is equal to that listed in Table 4. Since our model calculates the
chemical evolution of a galaxy based on the assumption that its ISM is always homogeneous in
density and composition (i.e., one zone), we assume that the observed SFHs of our sample dwarf
galaxies are their representative SFHs which reflect the overall formation histories of stars in them.
It should be noted that the adopted SFHs of Leo II, Sextans, and Pegasus start from 15 Gyrs
ago, which is longer than the age of the universe (∼ 13.8 Gyr) derived from the current cosmology
(Planck Collaboration XIII 2015). As for this discrepancy, Lee et al. (2009b) mentioned that the
current level of discrepancy is within the range of various plausible adjustments for the stellar mod-
els. However, since we have confirmed that there is no difference between the best-fit parameters
for their SFHs starting from 15 Gyrs or 14 Gyrs ago, we have decided to use the SFH of Leo II,
Sextans, and Pegasus unchanged.
For each dwarf galaxy in our sample, we derive its SFR at each time step via linear interpo-
lation of the discrete data points of its observed SFH. Note that these observational estimates for
the SFHs used here contain uncertainties, as shown in Figure 1, originated from the model which
decodes the SFH of a dwarf galaxy from its CMD, so-called “CMD model”. However, we do not
incorporate such uncertainties in the process to obtain input SFR via linear interpolation; therefore,
the SFH used in our calculation does not include uncertainties of the CMD model2.
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Fig. 1.— The SFHs of our sample dwarf galaxies. The histograms with error bars are observational
estimates for the SFHs derived from the CMDs (Fornax: de Boer et al. 2012b, Sculptor: de Boer
et al. 2012a, Leo II: Dolphin 2002, Sextans: Lee et al. 2009b, IC 1613: Skillman et al. 2014;
NGC 6822: McQuinn et al. 2010; Pegasus: Aparicio et al. 1997). The error bars indicate the
uncertainties caused by the so-called CMD model by using which the SFH can be estimated from
the CMD. The red dashed lines are the SFHs used in our model calculations obtained through a
linear interpolation of the observed SFHs. Since the SFHs are normalized so that the present stellar
mass of the dwarf galaxies equals to that listed in Table 4, the absolute value of the SFHs as shown
in the panels are different from those in the references. The error bars indicate the uncertainties
caused by the so-called CMD model by using which the SFH can be estimated from the CMD. In
the panels for NGC 6822 and Pegasus, the recent 1 Gyr SFHs are magnified in the insets, where
SFR changes rapidly.
– 19 –
Table 4. Basic Properties of the Sample Dwarf Galaxies
R.A. Decl. (m − M)0b M⋆c MHId
Galaxy Typea (J2000) (J2000) (mag) (106 M⊙) (106 M⊙) References
Fornax dSph 02 39 59 -34 26 57 20.72 20 – 1, 2
Sculptor dSph 01 00 09 -33 42 33 19.67 2.3 – 1, 2
Leo II dSph 11 13 29 +22 09 06 21.70 0.74 – 1, 2
Sextans dSph 10 13 03 -01 36 53 19.90 0.44 – 1, 2
IC 1613 dIrr 01 04 48 +02 07 04 24.34 100 65 1, 3
NGC 6822 dIrr 19 44 57 -14 47 21 23.40 100 130 1, 3
Pegasus dIrr 23 28 36 +14 44 35 24.87 6.61 5.9 1, 3
aMorphological type of dwarf galaxies.
bDistance modulus.
cStellar mass.
dH I gas mass.
References. — (1) McConnachie (2012); (2) Kirby et al. (2010); (3) Kirby et al. (2013)
Table 5. Limiting Magnitude and Color Criteria for Target Stars, and Number of Sample Stars
of Dwarf Galaxies
Number of Sample Stars
Galaxy mlimit (mag) Color (mag) [Fe/H] [Mg/Fe] [Si/Fe] [Ca/Fe] [Ti/Fe] References
Fornax mR ≤ 20.5 (B − R) ≥ 0.7 675 445 567 550 596 1
Sculptor mI ≤ 19.5 (V − I) ≥ 0.6 376 235 320 359 339 1
Leo II mI ≤ 20.5 (V − I) ≥ 0.2 258 129 176 212 207 1
Sextans mI ≤ 21.5 (V − I) ≥ 0.0 141 32 71 88 68 1
IC 1613 mI ≤ 23 (V − I) ≥ 0.9 125 – – – – 2
NGC 6822 mI ≤ 22 (V − I) ≥ 0.5 279 – – – – 2
Pegasus mr ≤ 23 (g − r) ≥ 0.4 95 – – – – 2
References. — (1) Kirby et al. (2010); (2) Kirby et al. (2013)
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The observational data of metallicity of the stars in our sample dwarf galaxies are taken from
Kirby et al. (2010, 2013). For the four dSphs (i.e, Fornax, Sculptor, Leo II, and Sextans), Kirby et
al. (2010) has measured the stellar abundances of [Fe/H], [Mg/Fe], [Si/Fe], [Ca/Fe], and [Ti/Fe].
On the other hand, Kirby et al. (2013) has measured the stellar abundances of [Fe/H] for the three
dIrrs (i.e., IC 1613, NGC 6822, and Pegasus). Kirby et al. (2010) and Kirby et al. (2013) selected
red giant branch (RGB) candidates on the CMD for each galaxy. The selection criteria adopted by
them and the number of sample stars for each dwarf galaxy are listed in Table 5. Note that we set
the color criteria in Table 5 from the color of the most blue star in each dwarf galaxy.
2.4. Determination of the Best-fit Model
In our model, there are three free parameters to fit the observed MDF; normalization related
to SFR and gas mass (A⋆), outflow coefficient (Aout), and minimum delay time for SN Ia (tdelay,min).
We change these parameters to find the model reproducing the observed MDF of each dwarf galaxy
in the sample.
Before comparing results of model calculations with observations, we should be careful about
possible selection biases in the observational data. Since the spectroscopic targets were selected
under some selection criteria, we need to reconstruct and incorporate them into model predictions.
Since the model of H15 ignored the sample selection criteria, this is a new feature in this study.
In order to count the number of model stars with satisfying the sample selection criteria in
Table 5, we estimate the stellar magnitudes and colors by using the stellar evolution model. We
adopt the Padova stellar model (Marigo et al. 2008) which provides absolute magnitude, color,
and evolutionally phase of a star when its initial mass, age, and metallicity are fixed. Since the
adopted IMF determines the number of stars with a certain mass and the age and metallicity of
stars are provided by the chemical evolution model, we can calculate the MDF reflecting the sample
selection criteria.
Next, we find the parameter set well reproducing observations with using the maximum likeli-
hood method. For a certain parameter set, our chemical evolution model provides the metallicity at
each time step ζFe(t) ≡ [Fe/H](t) and MDF. The best-fit model is determined by using a maximum


















× S(t) dt, (12)
are relatively small (see Appendix A for detailed discussion).
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where ζFe, j = [Fe/H] j and ∆ζFe, j = ∆[Fe/H] j are the observed iron abundance and its uncertainty
of the jth star in the galaxy, respectively. The variable Ṁ⋆(t)/M⋆ is evaluated according to the SFH
of the galaxy, where M∗ is the stellar mass of the galaxy at present and Ṁ∗(t) is the mass of the
stars that are newly formed in the galaxy at time t and survive until the present. We note that, since
both M⋆ and Ṁ⋆(t) are completely determined from the input SFH, the factor Ṁ⋆(t)/M⋆ does not
depend on our model parameters and simply acts as a weight in the likelihood calculation. S(t) is
the weight function for the sample selection criteria. Adopting no selection criteria (i.e., S(t) = 1)
would result in selecting all the populations of the stars currently alive for model prediction in
despite of only RGBs selected for spectroscopic observations. We explain how to find S(t) for each
dwarf galaxy in Appendix B
When we determine the best-fit model and model uncertainty, we use a MCMC technique
with the standard Metropolis algorithm. The transition probability P(x → x′) of the MCMC is as
follows:
P(x → x′) =
{





where x and x′ are the parameter sets at present step and next step, respectively, and L(x) is the
likelihood of the parameter set x. We perform 106 trials to derive the best-fit model and remove
first 104 trials as burn-in steps. The parameter ranges explored are A⋆ = 10−3–103 and Aout = 100–
105 M⊙ SN−1. For tdelay,min, we examine the following two cases: tdelay,min = 0.1 and 0.5 Gyr.
In our calculation for chemical evolution, the metallicity of the system can change violently
with time. Specifically, such violent change of metallicity happens just before the end of the SFH,
where the mass of interstellar gas becomes very low and comparable with that of outflowing gas.
In this condition, small amount of yield is sufficient to change the metallicity of the interstellar gas,
which is supplied via infall of gas with primordial composition. Therefore, we set the following
two criteria to determine the condition for the violent change of metallicity;
(1) |ζFe(t −∆t) − ζFe(t)|> 0.3, (14)
and
(2) [ζFe(t −∆t) − ζFe(t)]× [ζFe(t) − ζFe(t +∆t)] < 0 or t > 5 Gyr, (15)
where ∆t is the interval of individual time step (= 25 Myr) in our model. If both of these criteria
are satisfied, we terminate the calculation and set tfin at the time, which is used to calculate the
likelihood via Equation (12).
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3. Model Results of Dwarf Galaxies
Here we show the results of our chemical evolution model for our sample dwarf galaxies.
Although the sample of dSphs are the same as those in H15, the best-fit models for them are
different from those of H15 because our model adopts the sample selection criteria for each dwarf
galaxy and determines the best-fit model by a MCMC technique, in contrast to H15.
3.1. The Best-fit Models
We first compare the MDFs of the best-fit models of tdelay,min = 0.1 and 0.5 Gyr for the sample
dwarf galaxies with those of the observed data in Figure 2. In Figure 3 we also plot the loci of
the same best-fit models on the diagram of chemical abundance ratios with the observed data.
We emphasize that the “best-fit” model means the model maximizing the likelihood calculated
only with the MDF; none of the abundance ratios is included in the likelihood. It should be also
noted that we do not adopt any cutoffs for the uncertainties of observed data during the likelihood
calculation while we plot only the stars with the uncertainties both in metallicity and abundance
ratio less than or equal to 0.3 dex in Figures 2 and 3. The number of the stars whose [Fe/H] and
[Mg/Fe] are both measured is not large for dIrrs at present and thus no star is plotted on Figure 3
for large measurement errors.
As shown in Figure 2, the observed MDFs are reasonably reproduced by the best-fit models for
the six dwarf galaxies except for NGC 6822. The peak metallicities at which the observed MDFs
have the largest frequencies of stars and the slopes of the metal-poor sides from the peak metallic-
ities are different among the dwarf galaxies. The best-fit models well predict these features for the
six dwarf galaxies. However, comparing the model with the observed MDFs in detail we find some
little differences. The model MDFs have similar metal-rich tails with ∆[Fe/H] ∼ 0.5 dex in all the
dwarf galaxies in despite of the difference in their SFHs while the observed MDF for Sextans shows
a broader metal-rich tail with ∆[Fe/H]∼ 1 dex. We also find bumps at [Fe/H]∼ −2.3 in the model
MDF (tdelay,min = 0.5 Gyr) of Sculptor and at [Fe/H] ∼ −2.5 in the model MDF (tdelay,min = 0.5 Gyr)
of Sextans However, no such bumps are evident in the observed MDFs. Furthermore, the best-fit
models of NGC 6822 underestimate the metal-poor ([Fe/H] ∼ −1.5) stars and overestimate the
number of metal-rich ([Fe/H] ∼ −0.6) stars. This discrepancy between the model and observation
comes from the adopted SFH and model assumptions; it should be noted that the stars at metal-
rich peaks ([Fe/H] ∼ −0.6) in the best-fit model MDFs for NGC 6822 are older than those at the
metal-poor peaks ([Fe/H] ∼ −1.0). We describe the reason why the models for NGC 6822 form
young metal-poor stars in Section 3.5.





































































Fig. 2.— MDFs estimated from the observations and the best-fit models. The histograms show the
observed MDFs taken from Kirby et al. (2011a) for the dSphs and Kirby et al. (2013) for the dIrrs.
Only observed data with uncertainties less than or equal to 0.3 dex are shown. The blue dashed and































































Fig. 3.— [Mg/Fe]–[Fe/H] diagrams. The data points with error bars show the observed [Mg/Fe]
ratios taken from Kirby et al. (2010) for the dSphs. Only observed data with uncertainties less than
or equal to 0.3 dex are shown. The blue dashed and red solid curves are the results of our best-fit
models with tdelay,min = 0.1 and 0.5 Gyr, respectively.
– 25 –
to note again that these uncertainties do not include the uncertainties of SFHs shown in Figure 1,
as described in Section 2.3. If the uncertainties in the SFH are reflected in the model, the derived
best-fit model parameters do not significantly change but their uncertainties become larger (see
Appendix A).
It is found that the peak metallicities in the MDFs roughly anticorrelate with Aout; the model
MDF with smaller Aout has a peak at higher [Fe/H]. Comparing the model MDFs with the SFHs
(see Figure 1) we also find that the slope of the metal-poor tail seems to be related to the SFH;
the dwarf galaxies forming stars more intensively in the early epochs tend to show more elongated
tail in the model MDF. In contrast, the model dependence of the bumps seen in the metal-poor
tails is more complicated: the model parameters A⋆ and tdelay,min as well as the SFH seem to be
all involved. We will discuss the effects of the model parameters of Aout, A⋆, and tdelay,min on the
resultant MDF in Section 4.1 in detail.
As shown in Figure 2 the models with different tdelay,min predict similar MDFs. However,
the model with tdelay,min = 0.1 Gyr predicts smaller [Mg/Fe] than that with tdelay,min = 0.5 Gyr at
the same [Fe/H] (see Figure 3). The difference between the SNe Ia yields and SNe II yields
causes this difference of the evolution tracks on the diagram of [Mg/Fe]–[Fe/H]. The SN Ia
yields have lower abundance ratio of [α/Fe] than the SN II yields. When SN Ia starts to explode,
that is, when the time of tdelay,min is elapsed since the onset of star formation, the ratio of [α/Fe]
starts to decrease. Therefore, through a comparison of model results with the observed data both
in MDF and [Mg/Fe]–[Fe/H] diagram simultaneously, tdelay,min could be distinguished. For the
sample dSphs, the model loci with tdelay,min = 0.5 Gyr on the diagram fit to the observed data better
than those with tdelay,min = 0.1 Gyr. This result is against the recent observational and theoretical
estimates of tdelay,min ≲ 0.1 Gyr (e.g., Totani et al. 2008; Cooper et al. 2009; Maoz & Mannucci
2012; Kistler et al. 2013). This discrepancy in tdelay,min will be discussed in Section 4.4.
It should be noted that, as shown in Figure 3, the predicted tracks from the best-fit model
show loops at [Fe/H] ∼ −1.0 for IC 1613 and turn back to smaller [Fe/H] with keeping [Mg/Fe]
almost unchanged for NGC 6822 and Pegasus. Such behavior is originated from the large infall
rate predicted by the best-fit models as described in Section 3.5.
3.2. The Best-fit Model Parameters and Their Uncertainties
In Figures 4 and 5 we show the distributions of the likelihoods on the parameter space. Both
of the model parameters A⋆ and Aout are well determined for Fornax (tdelay,min = 0.1 and 0.5 Gyr
), Sculptor (0.1 and 0.5 Gyr), Sextance (0.5 Gyr), and IC 1613 (0.5 Gyr). For the other cases the































































































































































































































































































































































































































































Fig. 4.— Distribution of MCMC trials in the parameter space of A⋆ and Aout, with tdelay,min = 0.1 Gyr
(left) and 0.5 Gyr (right), for the dSphs. Dots of red, blue, and green represent the models whose
likelihoods are within 1σ, 2σ, and 3σ confidence levels, respectively. Black crosses are the best-fit
parameters.
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Fig. 5.— Same as Figure 4 but for the confidence levels for the dIrrs.
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1σ confidence levels are attributed to high Fex. High Fex value implies that the extra gas outflow
contributes significantly to the outflow from the system rather than the superwind; therefore, the
model results are almost independent of Aout when high Fex. In the following sections, since Aout
is not well determined in almost all the cases, we do not focus on the best-fit parameters of Aout
themselves but discuss the total masses of outflow gas predicted from the best-fit model for each
dwarf galaxy.
3.3. Time Evolution of Gas and Stellar Masses of the Best-fit-Models
Figure 6 shows the time evolution of stellar mass M⋆(t) and total mass of interstellar gas
Mgas(t) of the best-fit models. Note that, since the observed SFH is given to the model as input,
stellar mass evolution is completely independent of model parameters. In addition, gas mass is
assumed to be linearly proportional to the SFR, Ψ(t), according to Equation (4), and thus the time
evolution of gas mass shows exactly same shape as that of its SFR by definition. The difference
in absolute values of Mgas(t) between the models of tdelay,min = 0.1 and 0.5 Gyr shown in Figure 6
corresponds to the difference of the best-fit A⋆ values.
For comparison, we also plot the observed total gas mass estimated from the observed H I gas
mass MHI of each dIrr on Figure 6. Note that these observed gas masses are evaluated as 1.3MHI;
this is motivated by the result of our model that MHI is smaller than Mgas by a factor of ∼ 1.3
(i.e., ∼ 0.11 dex) because of the contribution of Helium (∼ 25%) and heavy elements (∼ 1%)
to the interstellar gas mass. The resultant observational estimates for the total gas masses are
Mgas = 8.5×107, 1.7×108, and 7.7×106 M⊙ for IC 1613, NGC 6822, and Pegasus, respectively.
As shown in Figure 6, except for the best-fit models with tdelay,min = 0.5 Gyr for NGC 6822, the
present interstellar gas masses of the best-fit models are found to overpredict the observationally
estimated values; the best-fit models with tdelay,min = 0.1 Gyr (0.5 Gyr) for IC 1613, NGC 6822,
and Pegasus overpredict the observed gas masses by 0.53, 0.19, and 0.89 dex (0.12, −0.06, and
0.65 dex), respectively.
Speaking qualitatively, the reason why our model overpredicts the total amount of interstellar
gas is as follows. In our model, the gas mass depends on the parameter A⋆ as defined by Equa-
tion (4); for a given SFR, smaller A⋆ leads to larger gas mass. Since the metal mass ejected from
the stars is completely determined by a given SFH and hence does not depend on A⋆ at all, smaller
A⋆ results in less efficient metal enrichment of the system. As a result, the model with smaller A⋆
forms more abundant metal-poor stars (see also a detailed discussion in Section 4.1). Therefore,
the overpredict of the gas mass is originated from the small best-fit value of A⋆, which is required
to reproduce the observed high fractions of metal poor stars. Indeed, the values of A⋆ of the best-fit
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Fig. 6.— Time evolution of stellar and gas masses calculated from the best-fit models for our sam-
ple dwarf galaxies. The black solid curves are the calculated stellar masses, whose present values
are normalized to be the same as the observed stellar masses listed in Table 4. The blue dashed and
red solid curves represent the total interstellar gas masses of the best-fit models with tdelay,min = 0.1
and 0.5 Gyr, respectively. The green circles in the right panels show the observationally estimated
gas masses, which are calculated from the observed H I gas masses of each dIrr listed in Table 4
multiplied by a factor of 1.3 (i.e., ∼ 0.11 dex).
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best-fit models with tdelay,min = 0.5 Gyr for IC 1613 and NGC 6822; as shown in Table 6, the former
and latter values of logA⋆ are ≲ −1.8 and ≳ −1.6, respectively.
Then, are these best-fit values of A⋆ for the dIrrs consistent with the observationally estimated
values? We investigate it in Section 4.6 through comparison of A⋆ using the existing observed data
of star-forming dwarf galaxies.
3.4. Time Evolution of Gas Flows of the Best-fit Models
In Figures 7 and 8 we show the time evolution of the outflow rates and the infall rates of the
best-fit models. It is found that, while the outflow rate evolves smoothly, the shape of the time
evolution of the infall rate looks a step function. This step-function like shape of infall rate arises
from the prescription for infall rate in our model. The infall rate is always adjusted to satisfy the
condition as Equation (10). As a result, when the slope of SFR changes suddenly, the infall rate
shows a jump discontinuity (see Figure 1). In this sense, such step-function behavior of infall rate
is rather artificial due to the observationally estimated SFH with coarse time resolution. On the
other hand, since the outflow rate is proportional to the supernova rate as Equation (6) and hence
roughly proportional to the SFR, the time evolution of outflow rate generally looks similar to the
SFH. However, there are bumps in the outflow rate evolution at the late stage of the evolution: at
the look back time of ∼ 1–6 Gyr for Leo II, ∼ 2 and ∼ 0 Gyr for Fornax, ∼ 7 Gyr for IC 1613, ∼ 0–
2 Gyr for NGC 6822, and ∼ 6, ∼ 2, and ∼ 0 Gyr for Pegasus. These bumps are originated from
the contributions of the extra outflow gas masses to avoid negative infall rate already explained in
Section 2.2.4.
Both of total outflow and infall gas masses, which are comparable with each other, are found
to be ≈ 3–100 times larger than the present stellar masses. This result implies that a large amount
of infalling gas, which is comparable to outflowing gas associated with star formation, is inevitable
to explain low average metallicity and relatively long SFH of dwarf galaxies simultaneously. In
other words, a large amount of metal is required to be blown away in order to explain the observed
low metallicities of dwarf galaxies. Comparable gas infall is required to reproduce relatively long
SFHs estimated observationally for dwarf galaxies, otherwise the star formation would terminate
rapidly. We will discuss gas outflow of dwarf galaxies in Section 4.5.
In terms of mass-loading factors η, which represent the ratios of the outflow rates to the SFR,
the time evolution of η of the best-fit models is shown in Figure 9. As expected from Equation (6),
the mass-loading factors depend on the number of SN II and SN Ia and the extra outflow. There-
fore, the mass-loading factors gradually increase with time for the number of SN Ia, and bumps
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Fig. 7.— Time evolution of the outflow and infall rates. The vertical axis on the right-hand side
indicates the ratios of the outflow and infall rates to the total mass of star and gas at the end of
calculation for each dSph. The final stellar masses of the Fornax, Sculptor, Leo II, and Sextans are
M⋆ = 2.1×107, 2.5×106, 7.9×105, and 4.8×105 M⊙, respectively, which are estimated by their
SFHs. The black solid and red dashed curves represent the outflow and infall rates, respectively.
For the outflow rates, the thin and thick black curves present the original outflow rates of Ṁout(t),
















































































































































































Fig. 8.— Same as Figure 7 but for the dIrrs. The final stellar masses of IC 1613, NGC 6822,
and Pegasus are M⋆ = 1.0× 108, 1.0× 108, and 6.6× 106 M⊙ respectively. The final gas masses
of IC 1613, NGC 6822, and Pegasus for the model with tdelay,min = 0.1 Gyr (0.5 Gyr) are Mgas =
2.9× 108, 2.6× 108, and 5.9× 107 M⊙ (1.1× 108, 1.5× 108, and 3.5× 107 M⊙), respectively. In
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Pegasus
Fig. 9.— Time evolution of the outflow rate of the best-fit model per unit SFR, that is, so-called
mass-loading factor η. The best-fit models with tdelay,min = 0.1 and 0.5 Gyr are shown as blue
dashed and red solid curves, respectively.
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respectively.
Although the dSphs have already stopped their star formation activities, the dIrrs still have
been forming stars today. Therefore, we can investigate whether or not the large amount of outflow
predicted from our model for dIrrs is consistent with the observation. We will discuss the outflow
of the dIrrs in Section 4.5.
3.5. Age-Metallicity Relations of the Best-fit Models
We show the time evolution of metallicity, that is, the age-metallicity relations (AMRs), of
the best-fit models for our sample dwarf galaxies in Figure 10. It is found that the AMRs of the
best-fit models do not monotonically increase with time but show more complicated behaviors,
especially for IC 1613, NGC 6822, and Pegasus. This is because our model adopts primordial gas
infall; a large amount of gas infall can decrease the metallicity of interstellar gas. This effect of
primordial gas infall is especially evident in the recent 4 Gyrs for NGC 6822 and in the recent
1 Gyr for Pegasus. Since their chemical abundances of [Mg/Fe] of the interstellar gas remain
roughly constant during these epochs, their evolution tracks in the [Mg/Fe]–[Fe/H] plane turn
back to smaller [Fe/H] with keeping [Mg/Fe] unchanged (see Figure 3). These results imply that
the chemical abundance of [Fe/H] cannot be used as a chemical clock in these galaxies. Indeed,
in the best-fit model MDFs for NGC 6822, the stellar population at a peak with [Fe/H] ∼ −0.6 is
found to be older than that at another peak with [Fe/H] ∼ −1.0.
In our model, such a large amount of gas infall which significantly dilutes interstellar gas is
a natural consequence of using the observed SFHs of dwarf galaxies, which show ongoing star
formation. However, it is unclear whether or not such rejuvenation of interstellar gas and the
resultant rejuvenated chemical abundances are consistent with the observed properties of these
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Fig. 10.— The AMRs calculated from the best-fit models for our sample dwarf galaxies. The




4.1. The Dependence of Chemical Evolution on the Model Parameters
We have shown that the best-fit models reasonably reproduce the observed MDFs of the sam-
ple dwarf galaxies. In this section we investigate how the parameters of A⋆, Aout, and tdelay,min affect









Therefore, the MDF will depend only on the AMR because the SFH is fixed in our model, In
Figure 11 we show how the model AMR of Sculptor changes when the model parameters (A⋆, Aout,
and tdelay,min) are changed from the best-fit values, and also show the corresponding model MDFs.
Note that the results for the other dwarf galaxies are similar to that of Sculptor.
As shown in Figure 11, the AMR with larger Aout (red dashed curves) results in slower metal
evolution compared with that of the best-fit model (black solid curves). Its deviation from the
best-fit model increases monotonically with time. The reason for this is that the larger Aout leads to
a larger amount of metal expelled from the system due to more intense outflow and hence results
in the smaller growth rate of metallicity. In other words, the observed low metallicities of dwarf
galaxies are the consequence of intense gas outflows blowing away a large amount of metal from
the system. Therefore, Aout mainly affects the mean metallicity of the system; larger Aout leads to
smaller mean metallicity as shown in the right panel of Figure 11. As we already mentioned in 3.1,
the best-fit models show this trend (see Table 6 and Figure 2).
On the other hand, the effect of changing tdelay,min from 0.5 Gyr to 0.2 Gyr mainly appears
in the early phase of chemical evolution (blue dotted curve in Figure 11). Since SNe Ia supply
much abundant Fe to ISM compared to SNe II and AGBs, metallicity of the system increases
rapidly just after the first SN Ia starts to explode; that is, t = tdelay,min is a characteristic time at
which the rate of Fe enrichment changes to be accelerated. As a result the model with the shorter
tdelay,min predicts the more rapid evolution of AMR in the early stages and thus the MDFs with larger
number of metal-rich stars. However, the growth rate of metallicity decreases with time and hence
the difference between the models with different tdelay,min becomes negligible in the late phases of
chemical evolution. Consequently, the effect of tdelay,min is distinct in the early phase of chemical
evolution, in particular around t ∼ tdelay,min.
The effect of changing A⋆ also arises in the early phase of chemical evolution as shown by
the green dot-dashed curves in Figure 11. Since the higher A⋆ leads to the smaller gas mass in
the system for a given SFR according to Equation (4), the interstellar gas of the system is easily
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Fig. 11.— Comparison of the AMRs (left) and MDFs (right) calculated from the models with
various sets of the model parameters of Aout, tdelay,min, and A⋆ including the best-fit model parameters
for Sculptor. While the black curve represents the AMR of the best-fit model with tdelay,min =
0.5 Gyr, the other curves show the AMRs of the models with the parameters one of which is
changed from the best-fit one. For the red dashed, blue dotted, and green dot-dashed curves, the
parameters changed from the best-fit one are Aout, tdelay,min, and A⋆, respectively, as indicated in the
key.
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more rapid chemical enrichment in the early phase and forms the larger number of metal-rich stars.
In addition, the growth rate of metallicity decreases with time similar to the result with changing
tdelay,min. As a result, changing A⋆ affects the metal evolution mainly in the early phase.
Specifically, the lower A⋆ results in the larger fraction of metal-poor stars, producing the
broader metal-poor tail in the MDF. In other words, the model with low A⋆ predicts MDF with
the broad metal-poor tail such as Sculptor and Pegasus. In spite of this prediction, the best-fit
parameters of A⋆ show no relation with the broadness of the metal-poor tails; while Sculptor has
the broader metal-poor tail than Fornax and Leo II, the best-fit parameter of A⋆ for Sculptor is
similar to that for Fornax and larger than that for Leo II (see Table 6). This contradiction comes
from the fact that the metal-poor tail also depends on the SFH, or more accurately, the fraction
of the stars formed in early phase of chemical evolution. The fraction of the stars formed in early
phase is small in Fornax and Leo II but large in Sculptor (see Figure 1). If we calculated the models
with same A⋆, the metal-poor tails in the resultant MDFs would be narrower in Fornax and Leo II
and broader in Sculptor. The value of A⋆ can be determined by both the shape of the metal-poor
tail in MDF and the shape of SFH.
Furthermore, the similarity between the effects of changing tdelay,min and A⋆ on AMR leads to
the degeneracy between these parameters. As shown in Figure 2 and Table 6, the observed MDFs
can be reproduced regardless of tdelay,min since the model MDF with short tdelay,min and low A⋆ is
similar to the model with long tdelay,min and high A⋆. Since different tdelay,min results in different
abundance ratios of α elements as described in Section 3.1. This degeneracy can be resolved by
comparing the model results with the observed data on the diagrams of [α/Fe]–[Fe/H]. Therefore,
both the observed MDF and abundance ratios are required to determine tdelay,min and A⋆ accurately.
We investigate the value of these parameters with fitting both the observed MDFs and abundance
ratios in Section 4.4.
In summary, it is difficult to understand the chemical evolution of dwarf galaxies only by
analyzing the MDF. It is important to examine MDF, abundance ratio diagrams, and SFH simulta-
neously for investigating the chemical evolution of dwarf galaxies.
4.2. The Effects of the Difference in Observed Area on the SFH and MDF
The area of the spectroscopic observation for the MDF and that of the photometric observation
for the SFH are usually different. Assuming that dwarf galaxy is chemically homogeneous, we
completely neglect the difference of the observed area. However, radial gradients with age and
metallicity in some dwarf galaxies have been observed; while young stars are more concentrated
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Fig. 12.— (Left) The SFHs of the central region (rell < 0.◦2) of Fornax and Sculptor obtained by de
Boer et al. (2012b,a), respectively, and of the independent sample of NGC 6822 obtained by Carigi
et al. (2006) are represented by thick histograms. The SFHs used in our model calculation are
represented by the red solid curves. For reference, the SFHs shown in Figure 1 are also presented
as thin histograms and blue dashed curves. (Right) The observed and best-fit model MDFs for
the SFHs of the central regions of Fornax and Sculptor and independent sample of NGC 6822 are
shown as red solid curves. Note that the observed MDFs shown as histograms are the same as
those in Figure 2. The best-fit models with the parameters listed in Table 6 are also plotted by blue



































































































































































































































































































































































































































































































de Boer et al. 2012a,b; Skillman et al. 2014). Therefore, the dwarf galaxies are not chemically
homogeneous and the difference in the observed area for the SFH and MDF may affect results.
In order to investigate how this difference affects results, we adopt SFHs in the central region
(rell < 0.◦2) of Fornax and Sculptor obtained by de Boer et al. (2012a,b), where rell is the elliptical
radius of these dSphs used in de Boer et al. (2012a,b), and compare with the MDFs by K11. In
addition, we also calculate the chemical evolution for NGC 6822 by using the SFH obtained by
Carigi et al. (2006) instead of McQuinn et al. (2010). Results for Fornax, Sculptor, and NGC 6822
are shown in Figure 12 and Table 7. Although the number of metal-poor stars in the observed
MDFs is slightly underestimated, our model reproduces the observed MDFs for Fornax and Sculp-
tor with almost the same parameters except for Aout of Fornax due to a large amount of extra gas
outflow (i.e., Fex > 0.5). On the other hand, the best-fit model of NGC 6822 with SFHC06 signifi-
cantly underestimate the number of metal-poor stars and overestimate the number of stars around
the peak metallicity at [Fe/H] ∼ −0.8.
For Fornax we compare the model with the MDF evaluated from the 562 stars in a wide area
(∼ 1.◦0×1.◦5) of Fornax (Battaglia et al. 2006), which is comparable with the whole observed area
for SFH by de Boer et al. (2012b). As shown in Figure 13 the observed MDF in the wide area
shows the larger number of metal-poor stars than that by K11, and our model cannot reproduce it.
Moreover, a significant amount of extra outflow (i.e., Fex > 0.9) is required as listed in Table 7.
The results of these comparisons indicate that our model for Fornax cannot explain both the
SFH and MDF simultaneously in the central region and in the whole region. This difficulty could
be relaxed if we assumed that the SFE (i.e., the SFR per unit gas mass) is not constant but time
dependent, which is suggested by some observational studies (e.g., Combes et al. 2013). Since
α in Equation 4 is set to unity, A⋆ in our model corresponds to a dimensionless SFE, which is
represented by the ratio of SFR in units of 106 M⊙ Gyr−1 to interstellar gas mass in units of 106 M⊙:
i.e., SFE = [SFR/(106 M⊙ Gyr−1)] / [Mgas/(106 M⊙)]. Therefore, since A⋆ controls the growth rate
of metallicity in the early phase as we described in Section 4.1, the model with a time-dependent
SFE can increase the fraction of metal-poor stars.
Instead of the single-zone assumption, a multi-zone model is also expected to resolve the
underestimate of metal-poor stars. A signature of multi-component structure in dSphs is suggested
by some studies (Breddels & Helmi 2014). It is reasonable that the metal-poor population in a
dwarf galaxy has experienced different chemical evolution from the metal-rich population. Hence,
it is important to obtain further photometric and spectroscopic data of dwarf galaxies as well as
construct more sophisticated chemical evolution models including realistic multi-zone assumption.
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4.3. Comparison of the Best-Fit Parameters with Those of K11
As we already mentioned in Section 2.1, our model is basically the same as that of H15 which
are constructed based on the model of K11. Since we use same sample of dSphs in K11, here we
compare the best-fit model parameters with those of K11 and discuss the effects of the different
assumptions of the model on the resultant parameters. The best-fit parameters in K11 for our
sample dSphs are listed in Table 9. Since the unit of A⋆ in our model is different from that in the
K11 model (AK11⋆ ), we show converted values of A⋆ from A
K11




It is found that, while the values of Aout in K11 are similar to those in our best-fit models, A⋆ of
our best-fit models with tdelay,min = 0.1 Gyr are much smaller than those of K11. In order to find the
origin of this difference, we explore the best-fit models for five test cases as listed in Table 8. The
purposes of these cases are as follows: (Case 1) to investigate whether or not our model derive the
same values of Aout as K11, (Case 2) to investigate whether or not our model derive the same values
of Aout and A⋆ as K11, (Case 3) to investigate the effect of the parameter α on the best-fit model,
(Case 4) to investigate the effect of timescale of adopted SFH on the best-fit model, and (Case 5)
to investigate the effect of the shape of adopted SFH on the best-fit model. It should be noted that
these comparison models reflect no sample selection criteria while our model incorporate them as
we explained in Section 2.4. Therefore, the difference of the best-fit models between the Case 5
and our model shows the effect of sample selection criteria. The resultant best-fit parameters for
the five cases are listed in Table 9.
In the Case 1, in which only one free parameter of A⋆ can be used to fit the observed MDF,
the best-fit values of A⋆ for our sample dSphs are similar to those in K11 as shown in Table 9. This
result indicates that, if the same SFH and parameters are adopted, the K11 model and our model
predict similar MDFs. Although the best-fit A⋆ for Fornax is significantly different from that of
K11, the discrepancy of A⋆ between the K11 model and our model is attributed to the different
prescription for gas infall rate. In the K11 model the infall rate at t = 0 exactly is equal to zero, and
thus high A⋆ results in rapid consumption of interstellar gas, terminating star formation in a very
short timescale. Since the best-fit SFH of Fornax in the K11 model decreases rapidly in the first
short epoch (i.e., ≲ 0.1 Gyr), the maximum possible A⋆ is derived by the K11 model. On the other
hand, in our model, we adjust the infall rate to keep the interstellar gas mass satisfying the required
condition of Equation (4) for a given SFR. Therefore, our model explores A⋆ in a wider range to fit
the observed MDF than the K11 model.
When both A⋆ and Aout are explored as free parameters in the Case 2, the best-fit parameters
of Aout are similar to those derived in the Case 1. The best-fit parameters of A⋆ in the Case 2 similar
to those fixed to the K11 values in the Case 1 are also derived. In the Case 3, in which α is changed
from the best-fit values in K11 into unity, the best-fit parameters of Aout are similar to those of
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Fig. 13.— Comparison of the MDFs taken from different observations for Fornax. The thick
histograms and the red solid curves are the data of Battaglia et al. (2006) and the best-fit models,
respectively. For reference, the observed MDFs and best-fit models are shown as thin histograms
and blue dashed curves, respectively, which are the same as those in Figure 2.
Table 8. Parameters and SFHs Used in Comparison Models
Comparison model Aout A⋆ α SFH
Case 1 free fixed to K11 fixed to K11 fixed to K11
Case 2 free free fixed to K11 fixed to K11
Case 3 free free fixed as unity fixed to K11
Case 4 free free fixed as unity extend timescale of K11∗
Case 5 free free fixed as unity observed SFH
∗The shape of the SFH is the same as that of K11 but its timescale is extended to fit
















































































































































































































































































































































































































































































































































































































































































































































































of A⋆ and α to the MDF are degenerated.
When the SFH timescales are modified into those used in our model of ∼ 10 Gyr in the Case 4,
the best-fit values of A⋆ change dramatically; A⋆ decreases more than one order of magnitude while
Aout is similar to that in the Case 3. The reason for this is as follows. A longer star formation
timescale requires a slower chemical evolution, that is, a lower value of A⋆, in order to reproduce
a given MDF with low mean metallicity. As a consequence, the Case 4 model provides the best-fit
parameters which are quite similar to those of the Case 5 as shown in Table 9. Differences in the
shapes of SFH result in small differences in the best-fit parameters between the Case 4 and the
Case 5.
The difference of the best-fit models between Case 5 and our model reflects the effect of
sample selection criteria of RGB stars (see Section 2.3). Although the best-fit values of A⋆ of
Case 5 are systematically smaller than those of our model, the differences are small. The effects of
the sample selection criteria on the best-fit model are described in Appendix B.
Finally, we conclude that the difference in the best-fit parameters of A⋆ between the K11
model and our model is originated from the difference in the star formation timescale for the dSphs.
Furthermore, Fenner et al. (2006) reported that the [α/Fe] is degenerated between the duration of
the SFH and the SN feedback through their model fitting for the observed chemical abundance of
Sculptor. However, we do not find such degeneracy between the duration of the SFHs and the Aout
(see the Cases 3 and 4 in Table 9). We emphasize that, since the parameters in chemical evolution
model are sensitive not only to the MDF but also to the SFH, it is important to fit the MDF and
SFH simultaneously in order to investigate the chemical evolution of dwarf galaxies.
4.4. The Discrepancy of the Minimum Delay Time for SNe Ia between Our Model Results
and Observations
In Section 3.2, we have shown that the minimum delay time of tdelay,min = 0.1 Gyr is too short to
reproduce the observed distribution of the stars on the diagram of [Mg/Fe]–[Fe/H] (see Figure 3).
On the other hand, recent observational and theoretical studies have indicated tdelay,min ≲ 0.1 Gyr
(e.g., Totani et al. 2008; Cooper et al. 2009; Maoz & Mannucci 2012; Kistler et al. 2013). Although
the K11 model with tdelay,min = 0.1 Gyr successfully reproduces the diagram of [Mg/Fe]–[Fe/H],
very short SFHs compared to those estimated for the dSphs by the photometric observations is
required. Therefore, to explain both of the SFH and the chemical abundance of dSphs simultane-
ously, tdelay,min much longer than ∼ 0.1 Gyr is necessary.
Even though we have already calculated models with tdelay,min = 0.1 and 0.5 Gyr, here we
investigate the best-fit value of tdelay,min by comparing model predictions with the abundance ratios
– 47 –
of stars (i.e., [Mg/Fe], [Si/Fe], and [Ca/Fe]) in addition to MDFs ([Fe/H]). We explore the best-fit
model according to the same method of Section 2.4 but with a parameter range of tdelay,min = 0.01–




















× S(t) dt, (17)
where ζi represents abundance ratios available we adopt, that is, [Fe/H], [Mg/Fe], [Si/Fe], and
[Ca/Fe]. Since there are not enough data of abundance ratios to estimate tdelay,min for the dIrrs in
the sample, we only fit the data of the dSphs (i.e., Fornax, Sculptor, Leo II, and Sextans).
The results are shown in Figure 14 and Table 10 lists the best-fit values of tdelay,min. The
best-fit models well reproduce the observed MDFs and stellar abundance ratios of the dSphs. The
best-fit values of tdelay,min are much longer than 0.1 Gyr and they are different among the dSphs.
Since the timescale of tdelay,min depends on the timescale of the SFH, the best-fit models with longer
SFHs such as Fornax and Leo II predicts longer tdelay,min. Therefore, the chemical evolution that
reproducing both the observed MDFs and abundance ratios of the dSphs simultaneously requires
much longer tdelay,min than 0.1 Gyr.
What are the origins of this discrepancy in tdelay,min between our chemical evolution model
and the observational and theoretical estimates? If the SN Ia rate depends on metallicity, this
discrepancy could be explained. The effect of the SN Ia yields on the abundance ratio of [Mg/Fe]
would be smaller in the early metal-poor stages of chemical evolution than in the late metal-rich
stages. In fact, some theoretical works have suggested that the SN Ia rate in metal-poor galaxies is
smaller compared to metal-rich galaxies (Kobayashi et al. 1998; Kobayashi & Nomoto 2009; Meng
et al. 2011). Incorporating such metal-dependent SN Ia rate into our model with short tdelay,min
would result in the same abundance ratios as the model with long tdelay,min because additional time
is required to emerge the effects of SN Ia on stellar abundance ratios since the onset time of the
first SN Ia. However, the opposite dependence of tdelay,min on metallicity has also been suggested
(e.g., Cooper et al. 2009; Kistler et al. 2013). It is still controversial how tdelay,min depends on the
metallicity of the system.
Another possible origin of the discrepancy in tdelay,min can be the one-zone approximation
adopted in our model; this approximation is oversimplified because the age and metallicity gradi-
ents have been observed in the dwarf galaxies as mentioned in Section 4.2. Adopting a multi-zone
approximation including these complicated structures instead of the one-zone one, we expect that
the discrepancy is relaxed. In the multi-zone approximation, we can assume that each zone has
an individual SFH and that interstellar gas and SN ejecta flow among zones. If a zone has a short
(< 0.1 Gyr) star formation event and its star formation ceases before the SN Ia ejecta from near
zones flows into the zone of interest, the chemical abundance of stars formed there reflects only the
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Table 10. The Best-fit Model Parameters with their 1σ Uncertainties, the Likelihoods of MDFs,
and the Maximum Likelihoods of MDFs and [α/Fe]
dSph logA⋆ log[Aout/(M⊙ SN−1)] tdelay,min − logLa − logLex,max
Fornax −1.01±0.11 3.15±0.02 0.79+0.11−0.09 75 2997
Sculptor −1.41±0.09 3.73±0.03 0.49+0.08−0.07 113 1394
Leo II −1.71+0.19−0.17 3.80+0.03−0.05 0.90+0.30−0.20 50 1574
Sextans −1.12+0.42−0.37 4.01±0.05 0.60+0.22−0.18 46 1396














































































































































































Fig. 14.— The MDFs (top panel) and chemical abundances of [Mg/Fe], [Si/Fe], [Ca/Fe], and
[Ti/Fe] of the dSphs. The data of histograms and points with error bars are the same of Kirby et al.
(2011b). Red curves are the best-fit models with varying free-parameters of A⋆, Aout, and tdelay,min.
On the other hand, green and blue curves are the best-fit models with tdelay,min = 0.1 and 0.5 Gyr,
respectively. Note that since the stellar yield of Ti is still uncertain, we exclude the data of [Ti/Fe]
when we determine the best-fit models.
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SN II ejecta. In other words, the chemical evolution model with multi-zone approximation would
increase the metallicity of the stars without the effect of SN Ia.
The assumption of the time-independent IMF is also one of the origins of the discrepancy.
Some theoretical works predicted a different IMF when the metallicity of the system is low. Tum-
linson (2006) suggested that low-mass star formation was inhibited when the metallicity of the
system was below a critical metallicity (i.e., Zcr ≲ 10−4 Z⊙). If the system forms only massive stars
when the metallicity of the ISM is low, the ISM is chemically enriched without the contribution of
SNe Ia.
Some previous studies argued a bottom-heavy IMF and/or lack of very massive (≥ 25M⊙)
stars in dSphs (Tsujimoto 2011; Li et al. 2013; Weidner et al. 2013). Li et al. (2013) analyzed the
chemical abundance of the stars in Fornax and concluded that a bottom-heavy IMF is necessary
to explain the low [α/Fe]. However, the low [α/Fe] is also explained by the large contribution of
the SN Ia (Ikuta & Arimoto 2002; Lanfranchi & Matteucci 2004; Tolstoy et al. 2009; K11), and a
bottom-heavy IMF cannot explain stars with high [α/Fe] (e.g., [Mg/Fe] > 0.5), such as observed
in our samples. In order to whether the bottom-heavy IMF affects our results or not, we calculate
the chemical evolution of the samples by changing the stellar mass upper limit from 100 M⊙ to
25 M⊙. As a result, we find that the model MDFs have no changes and the model [Mg/Fe] decrease
with decreasing mass upper limit at the same [Fe/H] about 0.2 dex. Therefore, the model with a
bottom-heavy IMF and tdelay,min = 0.1 Gyr results in worse fitting to the observed data.
4.5. The Outflow of Dwarf Galaxies
As described in Section 3.4, our best-fit parameter values of Aout for our sample dwarf galaxies
are found to be significantly large; the total masses of outflow gas are ≈ 3–100 times larger than
the present stellar masses of the dwarf galaxies. Moreover, as shown in Figure 9, the outflow
rates of the best-fit models for our sample dwarf galaxies are large, which are characterized by
their large mass-loading factors of η ≈ 10–103 in the whole evolution history. Such large outflow
rates in dwarf galaxies are consistent with the results from other analytic models and simulations
for galaxy formation (Lanfranchi & Matteucci 2003, 2004, 2007, 2010; Lanfranchi et al. 2006a,b,
2008; K11; Dutton 2012; Hopkins et al. 2012; Muratov et al. 2015). The amount of outflow
gas mass of the best-fit model is consistent with the physically possible maximum value, Mmaxout ,
estimated from the following simple consideration; that is, all the SN energy is converted into the
kinetic energy of outflow gas with a typical escape velocity of ∼ 25 km s−1 (Sculptor; Sánchez-
Salcedo & Hernandez 2007), resulting in Ṁmaxout ∼ 100Ψ or Mmaxout ∼ 100M⋆.
































Fig. 15.— Relation between the best-fit parameters of Aout and the mean stellar metallicity of
our sample dwarf galaxies. The blue diamonds and red circles represent the best-fit models with
tdelay,min = 0.1 and 0.5 Gyr, respectively.
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the best-fit parameters of Aout and the mean metallicity of each dwarf galaxy in Figure 15. Our
model predicts larger Aout to the dwarf galaxies with lower mean metallicity. Therefore, since
larger Aout provides larger outflow rate and eject more metal as defined in Equations (6) and (3), it
is required to reproduce the low metallicity of the dwarf galaxies by ejecting large amount of gas
and metal.
Table 11 lists the total mass of synthesized Fe and the mass fractions of ejected Fe from the
dwarf galaxy and retained Fe in stars in our best-fit models. The best-fit models predict to eject
≈ 80–99% of the synthesized Fe from the dwarf galaxies via intensive outflow. In particular, more
than 90% of Fe is lost from all of our sample dSphs, whose amount is consistent with those of Kirby
et al. (2011b). On the other hand, the mass fractions of Fe retained in stars are only ≲ 9% and the
rests are retained in the ISM of the dIrrs. Therefore, the dwarf galaxies retain small mass fraction
of metal in the system and ejecting a large amount of metal is essential process to reproduce the
observed metallicity of the dwarf galaxies. Although the intense outflow as predicted from the
chemical evolution model of the dSphs ceases at present, is it consistent with the observed data for
star-forming dwarf galaxies?
Gas outflow from our sample dIrrs has been observationally investigated through Hα recom-
bination line (IC 1613: Meaburn et al. 1988; Valdez-Gutiérrez et al. 2001; Lozinskaya et al. 2003,
NGC 6822: de Blok & Walter 2006), X-ray thermal continuum (IC 1613: Fabbiano et al. 1992,
NGC 6822: Fabbiano et al. 1992; Tennant 2006), and H I radio emission (IC 1613: Lozinskaya
et al. 2003, NGC 6822: de Blok & Walter 2006; Cannon et al. 2012, Pegasus: Young et al. 2003;
McConnachie et al. 2007). All these researches have shown that outflow activities are not evident
in our sample dIrrs. Note that the outflowing gas has been detected in some other dIrrs (Heckman
et al. 2001; Martin et al. 2002; van Eymeren et al. 2009a,b, 2010). However, they reported that the
velocities of outflowing gas of them are not large enough to escape from the galaxies. Therefore,
the loss of large amount of the synthesized metals with intense gas outflow predicted by the best-fit
models seems not to be consistent with the current observed properties of dIrrs.
We assumed that all the SN ejecta is mixed instantaneously within the ISM at once before gas
outflow occurs and that the SN ejecta is diluted with the entire interstellar gas. The metallicity of
outflow gas thus becomes significantly smaller than that of the SN yields. The inconsistency on gas
outflow can be relaxed if the metallicity of outflowing gas is higher than that of the ambient ISM in
contrast. Such situations have been discussed through hydrodynamical simulations (Mac Low &
Ferrara 1999; Marcolini et al. 2006; Revaz & Jablonka 2012; Recchi & Hensler 2013; Melioli et al.
2015) and an observation (Martin et al. 2002) of dwarf galaxies. The simulations of Mac Low &
Ferrara (1999), Recchi & Hensler (2013), and Melioli et al. (2015) showed that the SN ejecta flows
away efficiently before mixed within ISM. Moreover, since the results of Revaz & Jablonka (2012)
that the SN feedback efficiency of 0.03–0.05 is sufficient to reproduce the properties of the dwarf
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galaxies, the mass fraction of the SN ejecta mixing with the ISM is estimated to be only ∼ 5%.
Therefore, from the results of these chemo-dynamical simulations, a part of the SN ejecta outflows
from the dwarf galaxy before mixing well within the ISM and it results in the higher metallicity of
the outflow gas than that of the ambient ISM.
Such metal-enhanced outflow has been investigated in some of the analytic chemical evolution
models for dwarf galaxies (K11; Yin et al. 2011). K11 examined the effect of the metal-enhanced
SN wind on the chemical evolution of Sculptor and concluded that, compared with the model with-
out metal-enhanced SN wind, the model with metal-enhanced SN wind results in smaller amount
of gas outflow but worse fit to the observed MDF. Yin et al. (2011) investigated the chemical
evolutions of dIrrs and blue compact dwarf galaxies (BCDs) analytically and concluded that the
metal-enhanced wind is required as well as bursting SFH to explain the chemical abundances and
other observational properties such as the gas mass fraction and the mass-metallicity relation of
the dIrrs and BCDs.
In order to investigate the effects of the metal-enhanced outflow on our model results, we
introduce a new parameter ϵ, a fraction of SN ejecta mixed into the ISM to all the SN ejecta.
Smaller ϵ results in higher metallicity than that of the ISM, and thus we expect that ϵ controls the
metallicity of the outflow. While the detailed model assumption and results for all sample dwarf
galaxies are described in Appendix C, we show the resultant models for Pegasus with tdelay,min =
0.5 Gyr in Figure 16. It is found that the model with larger metallicity of outflow gas (i.e., the model
with smaller ϵ) predicts smaller gas mass and smaller outflow/infall rates without changing the
model MDF. Therefore, the metal-enhanced outflow is the key process to reproduce the observed
MDF, SFH, and inefficient gas outflow of the dwarf galaxies.
4.6. The Star Formation Efficiencies in Dwarf Galaxies
As shown in Table 6, the best-fit values of A⋆ for our sample dwarf galaxies are 10−2.6–10−1.0.
Here we compare these model results with the observational estimates for the SFEs of dwarf galax-
ies. Since α in Equation (4) is set as unity, A⋆ in our model corresponds to a dimensionless SFE,
which is represented by the ratio of SFR in units of 106 M⊙ Gyr−1 to interstellar gas mass in units of
106 M⊙: i.e., SFE = [SFR/(106 M⊙ Gyr−1)] / [Mgas/(106 M⊙)]. Therefore, using the observational
estimates of SFR and gas mass for star-forming dwarf galaxies, we can compare the best-fit values
of A⋆ for our sample dwarf galaxies shown in Table 6 with their observational estimates of the
dimensionless SFE. Note that the SFE derived in our model is constant during the entire history of
the galaxy while the SFE estimated from a star-forming dwarf galaxy reveals its current value.
Figure 17 shows such a comparison of the SFE as a function of the total mass (i.e., the sum
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Table 11. The Synthesized Fe Mass, the Fraction of Ejected Fe Mass, and the Fraction of Fe
Mass Retained in Stars of Dwarf Galaxies
tdelay,min = 0.1 Gyr tdelay,min = 0.5 Gyr
Galaxy Synthesized (M⊙) Ejected (%) Retained (%) Synthesized (M⊙) Ejected (%) Retained (%)
Fornax 8.7×104 95 3.3 5.1×104 93 5.6
Sculptor 1.1×104 99 0.83 6.2×103 98 1.6
Leo II 3.4×103 99 0.67 2.1×103 99 1.2
Sextans 2.1×103 99 0.46 1.2×103 99 0.83
IC 1613 4.1×105 84 2.4 2.4×105 87 3.9
NGC 6822 3.6×105 92 4.7 2.0×105 88 8.0
Pegasus 2.7×104 82 1.8 1.6×104 80 2.9
Table 12. Observational Estimates of Dimensionless SFE from Hα Line and FUV Continuum
Luminosities and H I Gas Masses
⟨logSFE⟩ a
Type Hα FUV References
Galaxies with MB ≥ −18 −1.2±0.7 −1.0±0.5 1, 2
Im −1.4±0.5 ... 3
Sm −1.1±0.5 ... 3
BCD −0.6±0.5 ... 3
aMean values of logSFEs and their 1σ dispersions.
References. — (1) Karachentsev & Kaisina (2013); (2)
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Fig. 16.— Comparison of the best-fit models with different mixing ratio ϵ for Pegasus. The panels
represent the MDFs (top left), the mass-loading factors (top right), the gas masses (bottom left),
and the ratios of infall rate to SFR (bottom right). The red and green curves are the best-fit models
with ϵ = 0.1 and 0.3, respectively. For reference, the histogram are the observed MDF in Figure 2
and the blue dashed curves are the results of the best-fit model in Table 6 which does not consider
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dSph model w/ 0.5 Gyr
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Fig. 17.— Comparison of the model results with observed data of star-forming dwarf galaxies in
the SFE–total mass plane. The model results are plotted as filled symbols while the observed data
are plotted as open symbols. The blue and red filled symbols with error bars are the results of
the best-fit models with tdelay,min = 0.1 and 0.5 Gyr, respectively, and filled circles and diamonds
represent the model results for the dSphs and dIrrs, respectively. The open magenta diamonds and
cyan triangles are the data estimated from Hα luminosities and FUV luminosities of the dwarf
galaxies of Karachentsev & Kaisina (2013), respectively. The open black circles, green diamonds,
and blue squares are the data of Im, Sm, and BCD galaxies, respectively, estimated from gas masses
and Hα luminosities in Hunter & Elmegreen (2004) and stellar masses derived from Hunter &
Elmegreen (2006) and Bell & de Jong (2001).
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of stellar and gas mass) between our model results and the observational estimates. In this plot,
there is no systematic difference between the best-fit A⋆ of dSphs and dIrrs. Moreover, the best-fit
A⋆ of the dwarf galaxies are consistent with the SFEs which are observationally estimated in the
star-forming dwarf galaxies. The mean SFEs of dwarf galaxies are listed in Table 12. While the
mean SFEs of the galaxies with MB ≥ −18 in Karachentsev & Kaisina (2013) and of Im and Sm
galaxies in Hunter & Elmegreen (2004) are comparable to those of our best-fit models, those of
BCD is found to be higher by almost one magnitude than our best-fit SFEs.
The similarity of the values between model A⋆ and observed SFE is consistent with the ob-
served result that the mean SFHs of the different morphological types of dwarf galaxies including
dSph and dIrr are indistinguishable with each other over most of cosmic time (Weisz et al. 2011).
Therefore, the dIrrs may experience the same chemical evolution histories as the dSphs essentially.
It is indicated that, if dIrrs finish up their all interstellar gas, they can evolve into dSphs (Kormendy
1985; Peeples et al. 2008; Zahid et al. 2012).
Hereafter, we focus on A⋆ of the individual dIrrs. As presented in Section 3.3, some of our
best-fit models overpredict the present mass of interstellar gas of the dIrrs and the origin of this
overpredict seems to be their small best-fit values of A⋆, that is, A⋆ ≈ 10−2.3–10−1.8. Although the
SFEs of our sample dIrrs themselves can be evaluated from their observational estimates of both
SFR and gas mass, we do not use them for this comparison of A⋆. This is because, considering that
the overpredict of Mgas is the motivation of the comparison of A⋆, using the SFE evaluated from
such Mgas seems to be confusing.
In Table 12, the observed estimates of the mean SFE for dwarf galaxies are summarized,
which are calculated from their observed data of SFRs and H I gas masses taken from the literatures
(Hunter & Elmegreen 2004; Karachentsev & Kaisina 2013; Karachentsev et al. 2013). Compared
with these observational estimates, the best-fit values of A⋆ ≈ 10−2.3–10−1.8 are found to be smaller
than the median values of SFEHα by more than their 1σ dispersions, i.e., 0.5 dex. On the other
hand, the values of A⋆ of the best-fit models with tdelay,min = 0.5 Gyr for IC 1613 and NGC 6822,
which reproduce the observed Mgas well, are found to be similar to the median values of SFEHα
among the Im, Sm, and galaxies with MB ≥ −18. These results suggest that the underestimate of
A⋆ can be the origin of the overpredict of the gas mass described in Section 3.3.
It should be noted that one of the other possible origins might be the time variety of SFE,
which is indicated from the systematic difference between SFEHα and SFEFUV as shown in Ta-
ble 12. Hα emission traces much more recent star formation (∼ 10 Myr) than FUV emission
(∼ 100 Myr). If we assume that SFE is time variable, since A⋆ corresponds to SFE in our model
with α = 1, we can adopt both a large value of A⋆ at the present which reproduces the observed gas
mass and a small value of A⋆ in the past with which the abundant metal-poor stars are formed. In
this sense, the assumption that A⋆ is constant in our model with α = 1 may be oversimplified to re-
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produce both the observed MDF and the present gas mass simultaneously because the assumption
is identical to the one that SFE is constant.
By adopting α ̸= 1 in Equation (4), we can treat a time evolution of SFE keeping the assump-
tion of constant A⋆ unchanged because A⋆ does not correspond to SFE in such model. That is,
using Equation (4), the normalized SFE of SFE(t) ∝ Ψ(t)/Mgas(t) can be converted into SFE(t) ∝
A⋆Mα−1gas (t), implying that SFE(t) can change for a constant A⋆ if α ̸= 1 according to the time evolu-
tion of Mgas(t). Therefore, the model with a proper value of α would reproduce both the observed
MDF and the present gas mass simultaneously. We investigate this possibility in Appendix D.2.
4.7. Comparison of ISM Metallicity between the Best-fit Model and Observed Data
In Section 3.5, our best-fit models for the sample dIrrs predict that a large amount of gas
infall into the dIrrs decreases the metallicity of their interstellar gas significantly. As a result, their
interstellar gas is predicted to be rejuvenated to lower metallicities in the recent past. Here we
investigate whether or not these predictions are consistent with the observed chemical properties
of the interstellar gas in our sample dIrrs.
Regarding the rejuvenation of the interstellar gas, there is a supporting evidence that the ob-
served metallicities of the H II regions would be lower than the observed maximum metallicities of
the stars. The gaseous metallicities of 12 + log(O/H) measured for the H II regions in our sample
dIrrs (Table 13) can be converted into [O/H] of ≈ −1.21 to −1.15, ≈ −0.95 to −0.50, and −1.00+0.11−0.15
for IC 1613, NGC 6822, and Pegasus, respectively, adopting the solar abundance (Table 2). On the
other hand, the maximum metallicities of the sample stars for IC 1613, NGC 6822, and Pegasus are
[Fe/H] = −0.39±0.12, −0.01±0.12, and −0.64±0.12 (Kirby et al. 2013), respectively. Therefore,
the metallicities of the H II regions are lower than the maximum metallicities of the stars if these
stars have [O/Fe] ≥ −0.76, −0.49, and −0.36 for IC 1613, NGC 6822, and Pegasus, respectively.
Since such high ratios of [O/Fe] are considered to be hold usually for the stars in metal-poor dwarf
galaxies (SAGA Database; Suda et al. 2008, 2014), this observed result implies that the interstellar
gas in our sample dIrrs may be rejuvenated in the past. It should be noted that other interpreta-
tions, e.g., an exceptionally high depletion of Oxygen in the H II regions and the existence of the
inhomogeneity in either chemical abundances or thermal structure (see e.g., Peña-Guerrero et al.
2012), are not rejected at all.
How about the present metallicities of interstellar gas in dIrrs? As shown in Table 13, the
present metallicities of 12+ log(O/H) in our best-fit models are found to underpredict the observed
metallicities systematically in all dIrrs. While the discrepancies between the metallicities of our
best-fit models and the observed results are not so significant in IC 1613 (i.e., ≈ 0.2 and 0.1 dex
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Table 13. The Final Metallicities of 12 + log(O/H) for the Best-fit Models and the
Measurements of H II Regions
Model Observation
dIrr tdelay,min = 0.1 Gyr tdelay,min = 0.5 Gyr References
IC 1613 7.56 7.66 7.72–7.78a 1
NGC 6822 6.84 7.06 7.98–8.43a 2
Pegasus 7.21 7.42 7.93+0.11−0.15
b 3
aThe metallicity ranges robustly measured for the two and 23 H II regions in
IC 1613 (Bresolin et al. 2007) and NGC 6822 (Lee et al. 2006), respectively.
bThe measured metallicity of a faint H II region in Pegasus with its error (Skillman
et al. 1997).
References. — (1) Bresolin et al. (2007); (2) Lee et al. (2006); (3) Skillman et al.
(1997)
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for the best-fit models with tdelay,min = 0.1 and 0.5 Gyr, respectively), they are conspicuous in both
of NGC 6822 and Pegasus (i.e., ≳ 0.5 dex). If a large fraction of Oxygen in the H II regions is
depleted into dust grains, the underestimate of our best-fit models becomes more significant (e.g.,
Peimbert & Peimbert 2010).
In summary, while our model prediction that the interstellar gas of the sample dIrrs is reju-
venated can be consistent with their observed results, the present metallicities predicted from our
best-fit models for them are underestimated compared to their observed estimates in H II regions,
especially for NGC 6822 and Pegasus. We will provide a discussion to resolve this discrepancy
related to the ISM metallicity between our model prediction and the observed results in the next
Section 4.8.
4.8. The Discrepancy of the ISM Metallicity between Our Model Results and Observations
As described in the previous Section 4.7, our best-fit models underestimate the present metal-
licities of the sample dIrrs compared to their observational estimates in the H II regions. The
underestimate of metallicity is found to be conspicuous especially for NGC 6822 and Pegasus,
where it is originated from the large amount of gas infall. However, such large amount of gas infall
is inevitably required in our model for them which have SFHs significantly changing with short
timescales as shown in Figure 1.
Then, is it possible to resolve the underestimate of metallicity for the dIrrs with such SFHs by
modifying some prescriptions in our model? We propose the following two possible modifications
to our model to resolve the underestimate of metallicity: that is, (1) infall of enriched gas and (2)
time-dependent SFE. In the following subsections, we examine whether or not the underestimate
is resolved in the model incorporating one of these modifications briefly.
4.8.1. Infall of enriched gas
Our model prescription of the metal-free gas infall is the most straightforward reason for
the dilution of the ISM into lower metallicity. While such assumption of primordial gas infall
has been adopted in not only our model but also other analytic chemical evolution models (e.g.,
Lanfranchi & Matteucci 2004; Fenner et al. 2006; K11), there are some physical processes unlike
this assumption, e.g., the galactic fountain, the chemical enrichment of the inter galactic medium,
and/or the merger event of galaxies. Recchi et al. (2008) investigated the effects of infall gas
metallicity on the chemical evolution of galaxies. They adopted several models of the metallicity
of infall gas and concluded that gas metallicity becomes larger in the model with galactic fountain
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than the model with primordial gas infall.
Following the Recchi et al. (2008) model, we test the effect of galactic fountain via assuming
that the metallicity of infall gas at a certain time is the same as that of the outflow gas at a timescale
of tfall before; we call this model as fallback model. We seek for the best-fit fallback models
with tfall = 1, 2, or 3 Gyr for NGC 6822 and Pegasus with the same procedures as those of our
fiducial model with the primordial gas infall (see detailed description in Appendix D.1). It is
found that the gas metallicities of the best-fit fallback models are higher than those of the best-fit
models with the primordial gas infall and that they are comparable to the observed metallicities
of the H II regions; the metallicities of the best-fit fallback models for NGC 6822 and Pegasus
are 12 + log(O/H) = 7.89–8.16 and 7.61–7.89, respectively. In other words, galactic fountain can
resolve the underestimate of the present metallicities for the dIrrs presented in Section 4.7.
However, compared to the MDFs of the best-fit models with the primordial gas infall, those
of the best-fit fallback models for NGC 6822 fit worse to the observed MDFs while those of the
best-fit fallback models for Pegasus fit similarly. Although further investigation is required to
conclude whether or not reproducing the observed MDFs and the metallicities of the H II regions
simultaneously is possible for such fallback model, it is beyond the scope of this thesis.
4.8.2. Time-dependent star formation efficiency
In Section 4.6, we showed that time-dependent SFE can be treated in our model by adopting
α ̸= 1 keeping the assumption of constant A⋆ unchanged; therefore, we call our model with α ̸= 1 as
time-dependent SFE model. It is expected from Equation (6) that, in the time-dependent SFE model
with α> 1, the dependence of Mgas on SFR becomes weaker than that in the model with α = 1. This
can result in a milder dilution of metallicity compared to the model with α = 1 because gas infall
rate will become smaller if the parameters of A⋆ and Aout are unchanged as shown in Equation (10).
Therefore, the underestimate of metallicity may be resolved in such time-dependent SFE model.
We investigate the best-fit time-dependent SFE models with α = 0.5, 1.5, and 2.0 for our
sample dIrrs with the same procedures as those of our fiducial model (see detailed description in
Appendix D.2). These values of α are motivated by the observed results for the power-law relation
between the surface densities of SFR and gas with indices of ∼ 1.0–2.0, the so-called Kennicutt-
Schmidt law (e.g., Gao & Solomon 2004; Kennicutt & Evans 2012). As expected, we confirm that,
in the time-dependent SFE models with α > 1, the dependence of Mgas on SFR becomes weaker
and as a result the dilutions of ISM metallicities are less efficient compared to the best-fit models
with α = 1. However, the best-fit time-dependent SFE models with α> 1 fit worse to the observed
MDFs, having smaller likelihoods compared to the best-fit models with α = 1. Moreover, the best-
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fit time-dependent SFE models with α > 1 predict larger interstellar gas masses than those with
α = 1, resulting in more significant discrepancies between model predictions and observed data.
Therefore, similar to the fallback model described in Section 4.8.1, the time-dependent SFE
models with α > 1 seem not to be a perfect solution for the discrepancies between our model
predictions and observed data of the dIrrs. These results may indicate that more sophisticated and
complicated prescriptions should be incorporated into our model to reproduce all of the observed
data of the dIrrs simultaneously.
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5. Summary
We have constructed a new analytic model for the chemical evolution to reproduce both the
observed SFH and MDF of a dwarf galaxy, simultaneously. The main characteristics of this model
are summarized as follows.
1. The SFH estimated from the observed CMD of a galaxy is a fundamental input in this model.
Our model calculates the chemical evolution based on the given SFH of the galaxy and
compare the results with the observational data such as MDF and abundance ratios of stars.
2. Outflow is assumed to be induced via SN wind and the outflow rate is proportional to the
number of SN II and SN Ia.
3. The number of SN Ia is determined by the DTD function which is derived from the observa-
tion of galaxies. The minimum delay time of SN Ia (tdelay,min) of the DTD function is one of
the model parameters.
4. Primordial gas inflows to the galaxy so that the galaxy keeps going star formation to repro-
duce the given SFH.
With this new model, we have investigated the chemical evolution of four dSphs and three
dIrrs in the Local Group, that is, Fornax, Sculptor, Leo II, Sextans, IC 1613, NGC 6822, and
Pegasus. The SFHs, MDFs, and abundance ratios of these dwarf galaxies are derived from the
photometric and spectroscopic observations for individual stars in literature. Since the target stars
of spectroscopic observations are selected by the positions on the CMDs, we adopt such sam-
ple selection criteria into our chemical evolution model by using the Padova stellar model and
isochrones.
Our results and conclusions are summarized as follows.
1. We find the chemical evolution models reproducing both the observed SFH and MDF of each
dwarf galaxy in the sample simultaneously, except for NGC 6822 (Figure 2). Our model
underestimates the number of metal-poor stars and overestimates the number of metal-rich
stars of NGC 6822. These discrepancies between our model prediction and the observed
MDF of NGC 6822 are related to the rejuvenation of interstellar gas into lower metallicity
by ∼ 1 dex (Figure 10), which is caused by a large amount of primordial gas infall.
2. Comparing the models with the data of [Fe/H], [Mg/Fe], [Si/Fe], and [Ca/Fe] for each
sample dSph as well as the MDFs, we find the best-fit values of tdelay,min of ≈ 0.5–0.9 Gyr.
This tdelay,min is longer than 0.1 Gyr which has been estimated by previous observational and
theoretical studies.
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3. We find that the dwarf galaxies have lost ≈ 80–99% of synthesized Fe in stars via the su-
perwind. The total outflow gas masses predicted by our best-fit models for the sample dwarf
galaxies are ≈ 3–100 times larger than the present stellar masses. Although the mass-loading
factors η (i.e., the ratio of outflow rate to SFR) of the dwarf galaxies are also predicted to
be large as η ≈ 10−1–103 (Figure 9), such intense outflow has not been observed yet in the
sample dIrrs. By introducing the models with metal-enhanced outflows (i.e., ϵ = 0.1) we find
the outflow rates can be reduced, that is, η ≈ 1–102 and η ≈ 0.1–1 for the dSphs and dIrrs,
respectively. The metal-enhanced outflow is the key process to reproduce the observed MDF,
SFH, and inefficient gas outflow of the dwarf galaxies.
4. A large amount of primordial gas infall is inevitable in our model for dIrrs, especially for
NGC 6822 and Pegasus which show the SFHs with large SFRs in the late phase. This results
in the underestimate of their present metallicities compared to those measured in the H II
regions (Table 13). To resolve this underestimate of the present metallicities we examine
two test cases, infall of enriched gas and time-dependent SFE, and find that either of these
two modifications to the model mitigates the underestimate.
5. There is no systematic difference between the best-fit A⋆ of dSphs and dIrrs. Moreover,
the best-fit A⋆ of the dSphs and the dIrrs in the sample are consistent with the SFEs which
are observationally estimated in the star-forming dwarf galaxies. Therefore, the dIrrs may
experience the same chemical evolution histories as the dSphs essentially. It is consistent
with the evolutional scenario that, if dIrrs finish up their all interstellar gas, they can evolve
into dSphs.
6. We adopt the selection criteria for the sample stars in our model. Although the effects of the
selection criteria on the best-fit models is not significant qualitatively, the best-fit parameters
shift systematically. Therefore, it is important to take the sample selection criteria into ac-
count in order to avoid such systematic biases especially when the chemical evolution model
is compared with the observed MDF.
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A. MODEL FITTING INCLUDING UNCERTAINTY OF OBSERVED SFH
Our study aims to reproduce the observed CMDs, MDFs, and chemical abundances of the
dwarf galaxies simultaneously. Therefore, our new chemical evolution model adopts the SFH
estimated from the observed CMD as a fundamental input and reproduces the observed MDFs of
the dwarf galaxies, as described in Section 3. However, since we adopt the fixed SFHs to the model,
the best-fit models in Section 3 do not include the uncertainties of the SFHs which are originated
from the CMD models in literature. In this appendix we calculate the chemical evolution of dwarf
galaxies with changing the SFHs within their uncertainties.
As shown in Figure 1, the estimated SFHs of dwarf galaxies are represented as multiple bins
with error bars. Therefore, we adopt each bin of the SFH as a new free-parameter and calculate the
chemical evolution according to the SFH with changing the SFR of each time bin. We determine
the best-fit model which maximizes the following likelihood LSFH:














where L is the likelihood of Equation (12), ψk and ∆ψk are the SFR and its uncertainty of the kth
bin estimated from the observed CMDs, respectively, and ψ′k is the model SFR of the kth bin as a
parameter.
Since the SFH of IC 1613 is not represented as discrete SFR values with error bars for time
bins but continuous curve with uncertainty area as a function of time, we exclude IC 1613 from
the sample for this calculations instead of giving time bins arbitrarily.
We show the best-fit MDFs in Figure 18 and the best-fit SFHs in Figures 19 and 20 for dSphs
and dIrrs, respectively. As shown in Figure 18, the best-fit MDFs are well fitted to the observed
MDFs, in particular for NGC 6822. While the fiducial models of NGC 6822 have failed to repro-
duce the observed MDF and overestimate the number of metal-rich stars, the best-fit models with
changing the SFH reasonably reproduce the number of metal-rich stars and the peak metallicity of
the MDF.
The best-fit parameters are listed in Table 14. The likelihoods L of the best-fit models are
larger than those of the fiducial models for all the sample dwarf galaxies. Therefore, the best-fit
models with changing the SFHs reproduce the observed MDFs better than the fiducial models.
Moreover, the best-fit parameters of A⋆ and Aout are not significantly changed from those of the
fiducial models in Table 6 but are within the uncertainties of the fiducial model parameters. This
implies that the uncertainties of the estimated SFRs have relatively small contributions on the
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resultant model parameters.
On the other hand, while the time intervals of the first time bin of the estimated SFHs for
Fornax, Sculptor, and Sextans are relatively short (1 Gyr), those for Leo II, NGC 6822, and Pe-
gasus are more coarse. Since we input the SFH that derived by linear interpolation of the discrete
SFRs of each time bin to our model calculation, the SFRs for Leo II, NGC 6822, and Pegasus are
monotonically changed in the first ∼ 5–9 Gyr.
However, the metallicity of the dwarf galaxies increase rapidly in the first a few Gyr and
logarithmically increase with time in the first ∼ 5–10 Gyr, as shown in Figure 21. For instance,
while the SFR of Leo II linearly increases with time in the first 9 Gyr, the metallicity of [Fe/H]
increases from < −3.5 to ∼ −1.5. In other words, as shown in Figure 18, while the observed MDF
of Leo II reveals detailed distribution of stars from [Fe/H] ∼ −3.0 to [Fe/H] = −1.5, the estimated
SFH resolves them by only one bin.
The detailed chemical evolution model and the observed MDFs would shed a light on the star
formation activities in the first a few Gyr of the galaxy evolution which is difficult to understand by
analyzing only the observed CMDs. Since the observed CMD reveals detailed SFH in recent a few
Gyr and the observed MDF does in the first epoch, the observed CMDs and MDFs of galaxies are
complementary each other. Therefore, it is reasonable for considering both the observed CMDs
and MDFs in the chemical evolution model simultaneously to derive detailed and observationally
consistent pictures of the dwarf galaxy evolution.
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Table 14. The Best-fit Model Parameters with their 1σ Uncertainties, the Likelihoods of MDFs,
the Likelihoods of SFHs, and the Maximum Likelihoods for each Case of tdelay,min
Galaxy tdelay,min logA⋆ log[Aout/(M⊙ SN−1)] − logLa − logPSFH − logLSFH,max
Fornax 0.1 Gyr −1.60+0.13−0.31 3.29+0.05−∞∗ 74 2.2 76
0.5 Gyr −1.14+0.12−0.20 3.20+0.05−0.11 71 2.5 73
Sculptor 0.1 Gyr −1.95+0.20−0.15 3.89+0.06−0.10 103 2.8 106
0.5 Gyr −0.96+0.23−0.41 3.74+0.06−0.05 101 1.7 103
Leo II 0.1 Gyr −2.64+0.55−0.11 1.60+2.44−∞∗ 45 0.16 45
0.5 Gyr −2.20+1.09−0.28 0.28+3.65−∞∗ 46 1.2 47
Sextans 0.1 Gyr −2.03+0.28−0.38 4.12+0.13−∞∗ 46 0.90 47
0.5 Gyr −1.11+0.50−0.39 4.01+0.10−0.14 45 0.53 46
NGC 6822 0.1 Gyr −1.64+0.33−0.23 2.95+0.33−∞∗ 90 3.6 94
0.5 Gyr −1.15+0.20−0.26 3.08+0.09−0.21 85 6.4 91
Pegasus 0.1 Gyr −2.24+0.46−0.16 0.11+3.56−∞∗ 30 0.54 30
0.5 Gyr −1.94+0.62−0.20 2.43+1.17−∞∗ 29 0.38 30
aThe likelihood of MDF derived from Equation (12)




































































































-3.0 -2.0 -1.0 0.0
[Fe/H]
Pegasus
Fig. 18.— MDFs of the best-fit models. The red curves are the best-fit models derived by changing
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Fig. 19.— The SFHs of the dSphs. The green histograms with error bars and red curves are the
best-fit SFHs to reproduce the MDFs. The error bars are 1σ confidence levels of the likelihoods.









tdelay,min = 0.1 Gyr


























































































































































Fig. 21.— The AMRs derived from the best-fit models with reflecting the uncertainties of the
observed SFHs for our sample dwarf galaxies. The horizontal axis represents the time from the
start of evolution in logarithmic scale. The best-fit models with tdelay,min = 0.1 Gyr and 0.5 Gyr are
shown as red curves in left and right panels, respectively. For reference, the AMRs of Figure 10
are shown as blue dashed curves.
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B. EFFECTS OF SAMPLE SELECTION CRITERIA ON MDF
Our chemical evolution model adopts the sample selection criteria for the observed MDFs of
the dwarf galaxies by using the stellar evolution model. Although the observed MDFs of the dwarf
galaxies are derived from the data of RGBs selected by their positions in the CMDs, the chemical
evolution models in literature (Kirby et al. 2011b, 2013) calculated the MDFs without considering
the selection criteria. Here we investigate the effect of the sample criteria on the resultant model
MDFs.
As described in Section 2.4, we adopt the Padova stellar model which provides absolute mag-
nitudes, color, and evolutionally phase of a star when its initial mass, age, and metallicity are
given. Since the stellar age and metallicity are provided by the AMRs of the best-fit models, we
show the stellar isochrones and the sample selection criteria for the dwarf galaxies in Figure 22.
The distance modulus and sample criteria for each dwarf galaxy are listed in Table 5.
Since we adopt the stars which satisfy the criteria to obtain our model MDFs, the age dis-
tribution of such stars are different from that without considering the criteria. In Equation (12),
we include this difference as a weight function S(t) which is the ratio of the age distribution for
stars satisfying the criteria to that for stars without the criteria. We show the weight functions S(t)
for each dwarf galaxy in Figure 23. The number of sample RGBs is apparently biased toward the
younger stars. For instance, the sample RGBs for Leo II underestimate the number of older stars
and easily reflect the number of stars which formed ∼ 2 Gyr ago about three times larger than that
of the oldest stars. However, the sample RGBs do not include the youngest stars (≤ 1–2 Gyr).
Although the dIrrs still form stars at present, S(t) drops rapidly in the recent ∼ 1–2 Gyr.
These two effects of the selection criteria, that is, the underestimate the number of old stars
and the number of the youngest stars are caused by the limiting magnitude of sample stars and
the selection of RGBs, respectively. For instance, we show the weighted functions of IC 1613
with adopting different limiting magnitudes in the left panel of Figure 24 and those with adopting
different stellar evolutionally phases in the right panel of Figure 24. As shown in left panel of
Figure 24, since the old RGBs are fainter than young RGBs, the bias to young stars are less
significant in the deeper sample of RGBs. Moreover, the deeper sample of RGBs reflects less
number of stars which are formed in the recent ∼ 3 Gyr. Therefore, the deep observation of RGBs
would provide a homogeneous sample for stellar age older than ∼ 3 Gyr. Taking these effects
into account, it is necessary to incorporate the sample criteria in the chemical evolution model to
reproduce rigorously the observed MDFs of galaxies.
On the other hand, the difference of the stellar evolutionally phase for the sample stars results
in different weight function of stellar age (Figure 24). While the RGBs and sub-giant branch
stars (SGBs) reflect less number of stars which are formed in recent ∼ 3 Gyr, the main-sequence
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(MS) stars, core-helium burning stars (CHEBs), and AGBs are more sensitive to the younger stars.
Therefore, the sample of different stellar population of evolutionally phases reflects the different
epoch of galaxy evolution.
As described in Section 4.3, adopting the sample selection criteria to the model results in the
systematic difference of the best-fit parameters. Since the sample of bright RGBs underestimates
the number of old stars, i.e., metal-poor stars, the best-fit models derive systematically smaller A⋆
than those without adopting sample criteria in order to reproduce the number of metal-poor stars,
as described in Section 4.1. Moreover, since the RGBs are less weighted to the number of young
stars, i.e., metal-rich stars, the model without adopting the sample criteria of the dwarf galaxies
which form stars in recent ∼ 1 Gyr would overestimate the number of metal-rich stars.
As mentioned in Section 4.3, the differences of the best-fit values of A⋆ between the model
of Case 5 and our model are comparable or smaller than the uncertainties of the best-fit param-
eter (Table 9). Therefore, the effects of the selection criteria on the best-fit model result in the
systematic differences of the model parameters, but do not affect the results fundamentally.
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Fig. 22.— The isochrones of dwarf galaxies derived from Padova stellar model and our chemical
evolution model. The dots of black, green, magenta, blue, and red are the evolutionary stages
of main-sequence (MS), sub-giant branch (SGB), core-helium burning (CHEB), asymptotic giant
branch (AGB), and red giant branch (RGB), respectively. The right top area separated by black
dashed lines is the observed area: the horizontal dashed line is the limiting magnitude and the
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Fig. 23.— The weight functions S(t) for the sample criteria of our dwarf galaxies. The black lines
represent S(t) of the models without adopting sample criteria (i.e., represent the ideal sampling for
all stars in galaxies; S(t) = 1). The red curves are S(t) reflecting the sample criteria of each dwarf










































Fig. 24.— Comparison of the weight functions S(t) by different limiting magnitudes (left panel)
and stellar populations (right panel) for the best-fit model of IC 1613 with tdelay,min = 0.5 Gyr. (Left)
Difference of color represents the difference of limiting magnitude in Johnson I band magnitude
mI; the RGB samples of ≤ 23 (black), ≤ 24 (blue), ≤ 25 (cyan), ≤ 26 (green), and ≤ 27 (red).
(Right) Difference of color represents the difference of stellar populations as defined in the Padova
stellar model. The color indicators are the same as those in Figure 22. The histograms reflect the
stars of mI < 28.
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C. EFFECTS OF METAL-ENHANCED OUTFLOW ON CHEMICAL EVOLUTION
As discussed in Section 4.5, the metal-enhanced outflow would be a key process to reproduce
both the observed MDFs and outflow properties of the dwarf galaxies. Therefore, we introduce a
new parameter ϵ and extend Equation (5) as follows:





If we set ϵ = 1, all ejecta from SN Ia and SN II is mixing well with the ISM as the same calculation
in Section 2. However, if a part of ejecta from SN Ia and SN II outflows before mixing with the
ISM, ϵ takes value between 0 and 1. Hereafter we call ϵ to mixing ratio. Since the hydrodynamical
simulations (Mac Low & Ferrara 1999; Marcolini et al. 2006; Revaz & Jablonka 2012; Recchi &
Hensler 2013; Melioli et al. 2015) showed inefficient mixing of the SN ejecta with the ISM, we
describe the metal-enhanced outflow as the mixing ratio of the SN ejecta while the other studies
assumed it in the other forms (Kirby et al. 2011b; Yin et al. 2011).
From Equations (3) and (C1), the net outflow rate for element i is





Therefore, since the metallicity of the SN ejecta is higher than that of the ISM, the metal-enhanced
outflow is adopted in the chemical evolution model when ϵ ̸= 1. In order to investigate the effect
of metal-enhanced outflow on the chemical evolution of dwarf galaxies, we explore the best-fit
models of A⋆ and Aout for two cases of ϵ = 0.1 and 0.3.
The results are shown in Figures 25 and 26 for the cases of tdelay,min = 0.1 and 0.5 Gyr, respec-
tively. While the best-fit MDFs show little changes with different ϵ, the gas mass, outflow rates,
and infall rates decrease with decreasing ϵ. For the models with ϵ = 0.1, the mass-loading factors η
(i.e., the ratio of the outflow rate to the SFR) are η ≈ 1–102 and η ≈ 0.1–1 for the dSphs and dIrrs,
respectively. These factors are ten times smaller than those of the fiducial models (i.e., ϵ = 1.0).
Moreover, although the best-fit models with ϵ = 1.0 for the dIrrs overestimate their observed present
gas masses, the models with smaller ϵ reproduce or even underestimate them. Although the best-fit
models of NGC 6822 for ϵ = 0.1 show different trends from the other models, that is, the resultant
MDFs fit worse to the observed MDFs, the mass-loading factors are similar to those of the models
with ϵ = 0.3, this is beyond the scope of this thesis.
We list the best-fit models for each ϵ in Table 15. The best-fit values of A⋆ and Aout are larger
and smaller with smaller ϵ, respectively.
Then, why the models with small ϵ reduce the outflow rates without changing the MDFs? In
the metal-enhanced outflow model, the net outflow rate of Fe is






where the former and latter terms represent the galactic wind and the direct ejection from SNe
to the outside of the galaxy, respectively. Since the metallicity of Fe of the SN ejecta is much
higher than that of the ISM, the latter term of the net outflow rate can lose Fe with smaller gas
mass (i.e., including Hydrogen, Helium, and other elements) than the former term. As described in
Section 4.5, the dwarf galaxies need to eject ≈ 80–99% of the synthesized Fe in order to reproduce
the observed MDFs. Therefore, the models with small ϵ eject the synthesized Fe with smaller
outflow rates and reproduce the observed MDFs. Since the mass of Fe mixing with the ISM
is reduced, the metal-enhanced outflow model does not need large ISM gas mass to dilute the
metallicity and decreases gas mass. Moreover, from Equation (10), the smaller outflow rate and
gas mass result in the smaller infall rate, as shown in the models with smaller ϵ.
In this section, we have shown that the chemical evolution model of the dwarf galaxies with
small mixing ratio of SN ejecta reproduces the observed MDFs and SFHs with small outflow
rate. However, the model with too small mixing ratio would lose too much Fe to reproduce the
observed MDFs and would require too large A⋆ to be consistent with the observed SFE of dwarf
galaxies. While the metal-enhanced outflow is necessary to reproduce the observed MDFs, SFHs,
and inefficient outflow of the dwarf galaxies consistently, the detailed process of the metal loss
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Fig. 25.— The best-fit models of MDFs (left panels), gas masses, (left middle panels), the ratio of
the outflow rate to the SFR (right middle panel), and the ratio of the infall rate to the SFR (right
panel). The red curves are the best-fit models with tdelay,min = 0.1 Gyr. For reference, the histograms
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D. MODIFICATIONS TO THE CHEMICAL EVOLUTION MODEL TO REPRODUCE
THE PRESENT GASEOUS METALLICITY
Our chemical evolution model predicts large primordial gas infall for the dwarf galaxies and it
results in the underestimate of the observed metallicity in H II regions for NGC 6822 and Pegasus.
In order to resolve this discrepancy, we propose the following two possible modifications to our
model: that is, infall of enriched gas and time-dependent SFE. Here we show the results of these
two cases.
D.1. Chemical Evolution Model with Infall of Enriched Gas
We examine the chemical evolution of the dwarf galaxies with metal-enriched gas infall and
investigate its effect on our model results. As described in Section 4.8.1, we assume that the infall
gas is a part of the past outflow gas like galactic fountain. Therefore, the metallicity of infall gas
at a certain time is the same as that of the outflow gas at a timescale of tfall before. We call this
model as fallback model to be compared with the model without modification (fiducial model).
The best-fit models with tfall = 1, 2, and 3 Gyr are explored and the resultant MDFs and AMRs are
shown in Figure 27.
As shown in the left panels in Figure 27, the best-fit MDFs for Pegasus are not significantly
different from the fiducial models. However, the best-fit fallback models for IC 1613 fit better to
the observed MDF than the fiducial models while the fallback models for NGC 6822 fit worse.
On the other hand, as shown in the right panels in Figure 27, the metallicity of the fallback
models monotonically increase with time. The final metallicities of 12 + log(O/H) for the fallback
models are listed in Table 16. As a result, the fallback model relaxes the discrepancy of the present
metallicity between the models and observations for NGC 6822 and Pegasus.
D.2. Effects of the Relation Between Gas Mass and Star Formation Rate on Chemical
Evolution
We investigate the effects of the time-dependent SFE on our model results by adopted α ̸= 1
in Equation (4). We calculate the cases of α = 0.5, 1.5, and 2.0. The best-fit models for each case
are shown in Figure 28.
As shown in the left panels in Figure 28, the best-fit MDFs for IC 1613 and Pegasus are
slightly different with each value of α. However, the best-fit MDFs for NGC 6822 are significantly
different with each value of α and fit worse to the observed MDF with larger α.
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On the other hand, the models with larger α for NGC 6822 and Pegasus result in larger final
metallicities (see the middle panels of Figure 28). We list the final metallicities of 12 + log(O/H)
for each case of α in Table 16. The discrepancy of the present metallicity between the models and
observations for NGC 6822 and Pegasus is relaxed by adopting larger α.
However, the model with larger α predicts larger present gas mass and overestimates the
observed data for the dIrrs (see the right panels in Figure 28). Therefore, small α is required to
reproduce the observed present gas masses for the dIrrs.
We find that it is difficult to resolve both discrepancies of the underestimate the metallicities of
H II regions and overestimate the present gas masses of the dIrrs simultaneously only by adopting
free parameter of α. Since the present gaseous metallicity and gas mass of a galaxy depend on
various ingredients such as outflow, infall, and star formation activities, we need more careful
study to resolve the discrepancies between the model results and observations.
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Table 16. The Final Metallicities of 12 + log(O/H) for the Two Modified Models
Fallback model Model with different α
dIrr tdelay,min tfall = 1 Gyr tfall = 2 Gyr tfall = 3 Gyr α = 0.5 α = 1.5 α = 2.0
IC 1613 0.1 Gyr 7.77 7.71 7.75 7.51 7.59 7.62
0.5 Gyr 7.98 7.95 7.91 7.56 7.68 7.71
NGC 6822 0.1 Gyr 7.94 7.89 7.89 6.64 7.16 7.37
0.5 Gyr 8.16 8.12 8.09 6.91 7.39 7.58
Pegasus 0.1 Gyr 7.67 7.64 7.61 6.84 7.04 7.19
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Fig. 27.— Comparison the best-fit models with changing the fallback timescale. The best-fit
models with the fallback timescales of 1, 2, and 3 Gyr are shown as red, green, and blue curves,
respectively. The resultant models with tdelay,min = 0.1 and 0.5 Gyr are shown in top and bottom
panels, respectively. The best-fit models of MDFs and AMRs are shown in left and right col-
umn, respectively. For reference, the histograms and dashed curves are the best-fit models without
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Fig. 28.— Comparison the best-fit models with changing the parameter α. The best-fit models
with α = 0.5, 1.5, and 2.0 are shown as blue, green, and red curves, respectively. The resultant
models with tdelay,min = 0.1 and 0.5 Gyr are shown in top and bottom panels, respectively. The
best-fit models of MDFs, AMRs, and gas masses are shown in left, middle, and right column,
respectively. For reference, the histograms and dashed curves are the best-fit models with α = 1.0
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