Reanalysis of phosphoproteomics data uncovers ADP-ribosylation sites
To the Editor: A recent editorial in Nature Methods 1 stated that proteomics raw "data can be reprocessed with new questions in mind, such as examining different post-translational modifications than the original study." In our view, this will be the main contribution to biology arising from the reprocessing of raw data. A significant percentage of fragmentation spectra generated by shotgun proteomics remains unassigned, which leaves space for other scientists to use their creativity and knowledge to extract additional information by developing and implementing sophisticated data analysis strategies. However, the lack of a suitable repository that allows easy deposition and access to this data has discouraged many scientists from sharing and reprocessing raw data. Here we show the utility of raw data by obtaining insight into adenosine diphosphate (ADP)-ribosylation via reanalysis of a phosphoproteomics data set.
ADP-ribosylation is an evolutionarily ancient post-translational modification (PTM) that is generated by poly(ADP-ribose) polymerases and mono-ADP-ribose transferases. These enzymes control important cellular processes, and some of them have attracted great attention as potential targets in the treatment of human disease. Despite the strong need to characterize the sites of this PTM, mass spectrometric identification of ADP-ribosylated peptides has been restricted to studies on synthetic peptides or recombinant proteins 2 . Because phosphopeptide enrichment techniques can be applied to the isolation of ADP-ribosylated peptides 3 , we reasoned that some spectra generated in phosphoproteomics studies could match ADP-ribosylated peptides. We added this modification to the search engine Andromeda, implemented in MaxQuant, and interrogated the raw data from a large-scale mouse tissue phosphoproteomics study 4 . Traditional search algorithms inadequately interpret the atypical fragmentation pattern of this technically challenging PTM 2 ; to overcome their deficiencies, we performed extensive manual analysis to identify ADP-ribosylation-specific fragment ions and to obtain good sequence coverage of the peptide backbone (Supplementary Methods). We confidently identified a total of 88 mono-ADP-ribosylation sites from 79 proteins, with 8 sites found to be also modified by ribose phosphate, a modification derived from ADP-ribose 5 ( Fig. 1 and Supplementary Data 1 and 2). Arginine was the modified residue in all cases except for one glutamate ADPribosylation site. Interestingly, the vast majority of the identified sites were found on proteins expressed in the liver, and no modified peptides were detected in five out of nine tissues. The identified protein targets revealed that intracellular ADP-ribosylation on arginine residues is much more common than previously thought (all known arginine-specific ADP-ribose transferases in mammals modify extracellular proteins) 5 . Most notably, arginine-specific ADP-ribosylation was found prominently on tubulins and on translation initiation factors.
This work shows that the re-interrogation of existing proteomics raw data files is a valid approach for the discovery of new, biologically important PTMs. We provide a data set for the ADP-ribosylation research community, and we expect that easier access to existing and future raw data will substantially increase the number of identified sites. We urge the proteomics community to find a solution to the pressing problem of raw-file storage so that these valuable resources are not left untapped. Note 3) . Using the Bayesian information criterion 4 for model selection, jModelTest 2 identified the generating model 89% of the time (Supplementary Table 2) ; in the remaining cases, jModelTest 2 selected a model similar to the generating one. Accordingly, model-averaged estimates of model parameters were highly precise (Supplementary Table 3 ). In these simulations, the two selection heuristics that we developed were accurate and efficient. Using the hierarchical clustering heuristic, we found the same best-fit model as the full search 95% of the time. With the similarity filtering approach, we reduced the number of models evaluated by 60% on average and found the global best-fit model 99% of the time (Fig. 1 and Supplementary Note 2) . jModelTest 2 can be executed in high-performance computing environments as (i) a desktop version with a user-friendly interface for multicore processors, (ii) a cluster version that distributes the computational load among nodes, and (iii) as a hybrid version that can take advantage of a cluster of multicore nodes. An experimental study with real and simulated data sets showed remarkable computational speedups compared to previous versions (Supplementary Note 4) . For example, the hybrid approach executed on the Amazon EC2 cloud with 256 processes was 182-211 times faster. For relatively large alignments (138 sequences and 10,693 sites), this could be equivalent to a reduction of the running time from nearly 8 days to around 1 hour. 
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jModelTest 2: more models, new heuristics and parallel computing
To the Editor: The statistical selection of best-fit models of nucleotide substitution is routine in the phylogenetic analysis of DNA sequence alignments 1 . With the advent of next-generation sequencing technologies, most researchers are moving from phylogenetics to phylogenomics, in which large sequence alignments typically include hundreds or thousands of loci. Phylogenetic resources therefore need to be adapted to a high-performance computing paradigm so as to allow demanding analyses at the genomic level. Here we introduce jModelTest 2, a program for nucleotide-substitution model selection that incorporates more models, new heuristics, efficient technical optimizations and parallel computing. jModelTest 2 includes important features not present in the previous versions 2, 3 (Supplementary Table 1) . We expanded the set of candidate models from 88 to 1,624, and we implemented two heuristics for model selection: a greedy, hill-climbing hierarchical clustering approach (Supplementary Note 1) and a filtering algorithm based on similarity among parameter estimates (Supplementary Note 2) . 
