Abstract. This is a survey article on real algebra and geometry, and in particular on its recent applications in optimization and convexity. We first introduce basic notions and results from the classical theory. We then explain how these relate to optimization, mostly via semidefinite programming. We introduce interesting geometric problems arising from the classification of feasible sets for semidefinite programming. We close with a perspective on the very active area of non-commutative real algebra and geometry.
Real Algebra and Geometry
The main objects of interest in classical algebraic geometry are varieties, i.e. solution sets of systems of polynomial equations. In order not to complicate this already hard topic, the varieties are often considered over an algebraically closed field. Broadly speaking, real algebraic geometry deals with real numbers as ground field instead. This involves considering varieties over the reals, but in fact much more. Since the real numbers admit an ordering, one can consider polynomial inequalities, leading to semialgebraic sets. It is also important in many proofs not to restrict to real numbers, but allow for general real closed fields (see for example [6, 23, 26, 35] for more detailed explanations): Definition 1. A field R is real closed, if it does not contain a square root of −1, and R( √ −1) is algebraically closed.
Any real closed field has characteristic zero, and the real numbers R are the standard example of a real closed field. In any real closed field R, one obtains a linear ordering by setting a b :⇔ b − a has a square root in R.
This ordering is compatible with the algebraic structure, as it fulfills:
a b ⇒ a + c b + c and 0 a, b ⇒ 0 ab.
Any such compatible ordering on a field is called a field ordering. Now there are many more examples of real closed fields. For example, any ordered field (F, ) admits an algebraic extension to a real closed field R, whose ordering extends the ordering on F . This is called the real closure of (F, ). For example, the field R(t) of rational functions admits a unique field ordering with r < t for all r ∈ R. Then t −1 is positive and smaller than any positive real number. The real closure is thus a real closed field R with infinitesimal elements.
Definition 2. Let R be a real closed field and p 1 , . . . , p r ∈ R[x 1 , . . . , x n ] polynomials. The set W(p 1 , . . . , p r ) = {a ∈ R n | p 1 (a) 0, . . . , p r (a) 0}
is called a basic closed semialgebraic set. A general semialgebraic set is a Boolean combination of basic closed semialgebraic sets.
An important result on the geometry of semialgebraic sets is the Projection Theorem. It can be proven directly (a non-trivial proof!), but also deduced from a deep model theoretic fact, the so-called quantifier elimination in real closed fields.
Theorem 3 (Projection Theorem). Any polynomial image (for example a projection) of a semialgebraic set is again semialgebraic.
In classical algebraic geometry, Hilbert's Nullstellensatz provides an algebraic certificate for solvability of a polynomial equation system over an algebraically closed field K; the system 0 = p 1 (x 1 , . . . , x n ) = · · · = p r (x 1 , . . . , x n ) has a solution in K n if and only if 1 / ∈ (p 1 , . . . , p r ), the ideal generated by the equations in the polynomial ring K[x 1 , . . . , x n ]. This is a very helpful result, since the last condition can be checked with symbolic computation via Gröbner bases. The set W(p 1 , . . . , p r ) is the solution set of the system of polynomial inequalities
One of the fundamental results in real algebra provides a similar characterization for solvability of this system. For this Nichtnegativstellensatz we need the notion of a preordering, replacing the ideal in Hilbert's Nullstellensatz: Definition 4. Let A be a commutative ring and p 1 , . . . , p r ∈ A. The preordering P(p 1 , . . . , p r ) generated by p 1 , . . . , p r is the smallest set closed under addition and multiplication, containing p 1 , . . . , p r and all sums of squares. In closed form:
In the case of a polynomial ring A = R[x 1 , . . . , x n ], the preordering P(p 1 , . . . , p r ) contains polynomials that are obviously nonnegative as functions on W(p 1 , . . . , p r ). A full characterization of nonnegative functions is the following:
Theorem 5 (Nichtnegativstellensatz). Let R be a real closed field and p, p 1 , . . . , p r ∈ R[x 1 , . . . , x n ]. Then the following are equivalent:
In particular W(p 1 , . . . , p r ) = ∅ if and only if −1 ∈ P(p 1 , . . . , p r ).
The Nichtnegativstellensatz deserves some detailed remarks. First, the case r = 0 corresponds to W(p 1 , . . . , p r ) = R n and P(p 1 , . . . , p r ) the set of sums of squares of polynomials. In this case the statement simplifies to [4] . For more technical and historical remarks on Hilbert's 17th Problem and the Nichtnegativstellensatz see [35] . Second, since −1 0 on W if and only if W = ∅, solvability of the inequality system
is characterized by the condition −1 / ∈ W(p 1 , . . . , p r ). Interestingly, this algebraic condition also admits an effective algorithmic approach, which is numerical however, in contrast to the symbolic approach to Hilbert's Nullstellensatz. We give some more detailed explanations in the next section. Third, we want to give an idea of the proof of Hilbert's 17th Problem. The proof of the general Nichtnegativstellensatz ist slightly more involved, but not conceptually different. One direction is clear; if q 2 p is a sum of squares, then q 2 p is globally nonnegative, and so is p by continuity, since q vanishes only on a low-dimensional set. The other direction splits up into two parts (Theorem 6 and Theorem 8 below), and is far more complicated than the proof of Hilbert's Nullstellensatz. Especially the first part relies again on hard model-theoretic facts. It translates geometric positivity of a polynomial to an abstract positivity in the field of rational functions: Theorem 6. Let R be a real closed field and p ∈ R[x 1 , . . . , x n ] with p 0 on R n . Then for any field ordering ≥ of R(x 1 , . . . , x n ) we have p ≥ 0.
Proof. Assume ≥ is a field ordering of R(x 1 , . . . , x n ) with p < 0. Let S be the real closure of R(x 1 , . . . , x n ) with respect to this ordering. Then the following semialgebraic set in S n is non-empty:
In fact the tuple of variables (x 1 , . . . , x n ), which are all elements in R(x 1 , . . . , x n ) and thus in S, belongs to this set. Now by Tarski's Transfer Principle (see Theorem 7 below) the set contains a point from R n , contradicting the fact that p 0 on R n .
The model theory is contained in the following result, which can again be deduced from the even stronger quantifier elimination mentioned above. The second part of the proof of the Nichtnegativstellensatz is easier to prove and of algebraic nature, see [6, 23, 26, 35] :
Theorem 8. Let K be a field and p ∈ K, such that in each field ordering ≥ of K we have p ≥ 0. Then p is a sum of squares in K.
The Nichtnegativstellensatz yields denominators in the algebraic certificate, i.e. we have to multiply p with some f before we obtain a representation in P(p 1 , . . . , p r ). The first denominator-free result is Schmüdgen's Theorem, which triggered a whole series of new developments.
Let us add some comments on Schmüdgen's Theorem. First, it only holds for R, not for arbitrary real closed fields. Second, the boundedness of W(p 1 , . . . , p r ) is a necessary condition, as is the strict positivity of p in general. Third, the result admits innovative applications to polynomial optimization, as we will demonstrate in the next section.
We conclude with some remarks on the question whether
can ever hold. If n = 1, this is quite frequent. It holds true whenever the defining polynomials p i are chosen in the canonical way for the definition of W(p 1 , . . . , p r ) ⊆ R (see [16, 17] ). Surprisingly, if n 3 and W(p 1 , . . . , p r ) has nonempty interior, it never holds. There are always nonnegative polynomials p that do not belong to P(p 1 , . . . , p r ), no matter which and how many p i we choose to define the set [38] . For n = 2 the situation is quite subtle. For certain compact sets there is an affirmative answer by deep results of Scheiderer [39] , and there is an interesting non-compact example by Marshall [24] .
Optimization
The results from the last section are closely related to optimization, mostly via semidefinite programming.
Definition 10.
A semidefinite program is an optimization problem of the following form:
where c 1 , . . . , c n ∈ R, M 0 , M 1 , . . . , M n ∈ Sym N (R) are symmetric matrices, and M 0 means that M is positive semidefinite.
So the feasible set of a semidefinite program is an affine-linear section of a cone of positive semidefinite matrices. Semidefinite programming is a generalization of linear programming.
is a polyhedron if all matrices are diagonal. With non-diagonal matrices we obtain a larger class of sets. For example, the condition
defines the unit disk in R 2 . Solving a semidefinite program can be done with efficient numerical algorithms, mostly interior-point methods, and there is also a duality theory for semidefinite programs (see for example [45] ). The connection to polynomials and sums of squares is via Gram matrices. Let d ∈ N be a fixed degree, and
of degree 2d, and any polynomial of degree 2d is of this form.
The connection between sums of squares and semidefinite programming relies essentially on the following observation:
2d is a sum of squares in R[x 1 , . . . , 
and thus M = i c i c t i is a positive semidefinite Gram matrix of p.
. Every positive semidefinite matrix is a sum of rank one squares, i.e. there are vectors c i ∈ R N with M = i c i c t i . Now
is a sum of squares.
This observation is the key ingredient in Lasserre's hierarchy for polynomial optimization [20] . Given p, p 1 , . . . , p r ∈ R[x 1 , . . . , x n ], the initial problem is to determine inf p(a)
We will denote this problem by (P ), and its optimal value by p * . It is a general constrained polynomial optimization problem, and thus hard to solve. In particular, there is no convexity or linearity involved. The idea now is to relax this problem to a series of easier ones. For fixed d ∈ N we consider the following problem, which we denote by (P d ):
, σ e sums of squares of degree 2d.
So we maximize λ, such that p−λ admits a representation in the preordering P(p 1 , . . . , p r ), with a bound of 2d on the degree of the sums of squares σ e . The optimal value of (P d ) is denoted by λ * d . Theorem 13 (Lasserre) . With p, p 1 , . . . , p r ∈ R[x 1 , . . . , x n ] as above we have:
For two polynomials p, q we write p ∼ q if p and q coincide up to the constant term. Now consider the following set:
It is not hard to see that S can be realized as an affine-linear section of the convex cone of all positive semidefinite matrices of size 2rN . This involves building a large block-diagonal matrix from the matrices M e , and comparing coefficients (except for the constant term) in the equation W(p 1 , . . . , p r ), since it belongs to P(p 1 , . . . , p r ). Thus λ p * .
(iii) For any ǫ > 0 we have p − p * + ǫ > 0 on W(p 1 , . . . , p r ). By Schmüdgen's Theorem thus p − p * + ǫ ∈ P(p 1 , . . . , p r ). In such a fixed representation there is clearly an upper bound 2d on the degrees of the sums of squares σ e , and thus λ *
This relaxation method for polynomial optimization is implemented in the free Matlab plugin Yalmip [21] . It works well in practice if the degree and the dimension of the involved polynomials is not too large. The rate of convergence is closely linked to degree bounds in Schmüdgen's Theorem, which are analyzed in [31, 35, 43] . Beyond being useful for polynomial optimization, semidefinite programming also raises some interesting geometric questions, that we will describe in the following section.
Algebraic Convexity
The feasible sets of semidefinite programming turn out to be of interesting geometric nature. They are called spectrahedra [36] : Definition 14. A set S ⊆ R n is called a spectrahedron, if there exist symmetric matrices M 0 , . . . , M n such that
Recall that M 0 means that M is positive semidefinite. The expression
is called a linear matrix polynomial, and the expression
It is straightforward to see that spectrahedra are closed, convex and even basic closed semialgebraic. The principal minors of M 0 + x 1 M 1 + · · · + x n M n for example define S as a basic closed semialgebraic set.
Example 15. The convex hull of two disjoint disks in the plane is a closed, convex and semialgebraic set. It is however not basic closed semialgebraic, i.e. not definable by simultaneous polynomial inequalities. This is a nice exercise, see also [44] . So it is not a spectrahedron. This set is called the football stadium.
But spectrahedra have more properties. For example, each face of a spectrahedron S is exposed, i.e. realizable as the intersection of S with a supporting hyperplane.
Example 16. Consider the set (a, b) ∈ R 2 | a 3 b, −1 a, 0 b 1 . It is compact, basic closed semialgebraic and convex, but has a non-exposed extreme point (the origin).
It is thus not a spectrahedron.
But these properties by far not characterize spectrahedra. The crucial property is hyperbolicity, which in fact implies all the before mentioned properties.
Definition 17. Let p ∈ R[x 1 , . . . , x n ] and e ∈ R n . (i) p is called hyperbolic with respect to e, if p(e) = 0 and for each v ∈ R n , the univariate polynomial p v (t) := p(e + tv) ∈ R[t] has only real roots.
(ii) If p is hyperbolic with respect to e, then
is called the hyperbolicity region of h with respect to e.
Geometrically, a polynomial p is hyperbolic if any real line through e intersects the complex hypersurface of p in only real points. The hyperbolicity region is the area within the innermost ring or zeroes of p around e. Interestingly, it can be shown that hyperbolicity regions are always convex and basic closed semialgebraic. They also have only exposed faces (see [37] ). Note that a hyperbolic polynomial is sometimes also called a real zero polynomial in the literature, and the hyperbolicity region a rigidly convex set; the notion of hyperbolicity is then used for a similar concept for homogeneous polynomials.
is hyperbolic w.r.t. e = (0, 0). The hyperbolicity region is the unit disk.
(ii) The polynomial p = 1 − x 4 1 − x 4 2 is not hyperbolic w.r.t. e = (0, 0) (or any other point). On any line through the origin, the quartic p v (t) ∈ R[t] has 2 real and 2 strictly complex roots. It is thus not hard to see that the region (a, b) ∈ R 2 | a 4 + b 4 1 is not the hyperbolicity region of any hyperbolic polynomial. This set is called the TV-screen.
Proposition 19. Every spectrahedron with nonempty interior is the hyperbolicity region of a hyperbolic polynomial.
Sketch of proof. Assume without loss of generality that the origin belongs to the interior of the spectrahedron S. Then S can be defined by a monic linear matrix inequality, i.e.
This involves some technical details that we skip. Then
is hyperbolic with respect to the origin. This follows easily from the fact that symmetric matrices have only real Eigenvalues. It is then also not hard to see that the hyperbolicity region of p coincides with S.
So the TV-screen is not a spectrahedron, although is is convex, basic closed semialgebraic and has only exposed faces. One of the main open questions concerning spectrahedra is the following. If true, it would classify spectrahedra in terms of the behavior of their boundary surface.
Conjecture 20 (Geometric Lax Conjecture). Every hyperbolicity region is a spectrahedron.
In full generality, the conjecture is open. There are different approaches and partial positive results (for example [7, 30] ), but most importantly, a solution in dimension two. For simplicity, we will assume from now on that e is the origin and p(e) = 1.
Theorem 21 (Helton & Vinnikov [15]). The Geometric Lax Conjecture holds true in
This is a deep mathematical result, and the proof employs hard algebraic geometry. There are now some easier and also algorithmic proofs of slightly weaker statements (see [33, 34] ). Concerning determinantal representations, let us mention two more results.
Theorem 22 (Kummer [18] ). For every hyperbolic polynomial p ∈ R[x 1 , . . . , x n ] there is a determinantal representation of some multiple
Unfortunately, there is no control over the factor q in the representation. So the hyperbolicity region of qp might be strictly smaller than the one of p. The next result is a statement about rational representations (with no obvious consequences for the Geometric Lax Conjecture). The class of spectrahedral shadows is closed under any reasonable operation on convex sets. This includes duals, closures, interiors, products, sums and convex hulls of unions (see for example [27] ). Spectrahedral shadows are convex and semialgebraic (by the Projection Theorem), but no other necessary condition is known:
Conjecture 25 (Helton-Nie Conjecture). Every convex semialgebraic set is a spectrahedral shadow.
If this was true, it would allow to apply semidefinite programming on any convex semialgebraic set. One can pull back the problem from the linear image of a spectrahedron to the spectrahedron itself. There are many results in support of the Helton-Nie Conjecture. The basic construction of spectrahedral shadows is the following, building a bridge to results of real algebra, in particular Positivstellensätze:
Theorem 26 (Lasserre [19] ). Let p 1 , . . . , p r ∈ R[x 1 , . . . , x n ] and set
Assume there exists some d ∈ N, such that whenever a polynomial ℓ of degree
with sums of squares σ e of degree 2d. Then the closed convex hull
is a spectrahedral shadow.
Sketch of proof. The polar dual W
This can be seen via Gram matrices as above, since every ℓ ∈ W • admits a preordering representation with degree bounds. The dual of a spectrahedral shadow is again a spectrahedral shadow, and thus so is the double dual of W, which coincides with conv(W ).
So if preordering representations of nonnegative linear polynomials (with degree bounds) can be proven for a set, its closed convex hull is a spectrahedral shadow. Helton and Nie prove this for a large class of sets [13, 14] . For example:
Theorem 27 (Helton & Nie 
Thus the TV-screen is a spectrahedral shadow.
Recently, Scheiderer has settled the Helton-Nie Conjecture in dimension 2, building upon his deep results about sums of squares on algebraic curves:
Theorem 29 (Scheiderer [40] ). Every convex semialgebraic set in R 2 is a spectrahedral shadow.
For a more thorough treatment of the topics in the last two section see for example also [5] .
Non-commutative theory
In recent years, the theory of non-commutative real geometry has attracted more and more interest, in part motivated by applications in systems engineering and control theory [9] . The most important algebraic objects are non-commutative polynomials. The noncommutative polynomial ring R z 1 , . . . , z n has as its elements R-linear combination of words in the letters z 1 , . . . , z n , which do not commute. So z 1 z 2 and z 2 z 1 are different polynomials. Non-commutative polynomials are naturally evaluated at tuples of matrices; if A 1 , . . . , A n ∈ Mat s (R), then p(A 1 , . . . , A n ) ∈ Mat s (R). There is an involution on R z 1 , . . . , z n with z * i = z i for all i and * = id on R. Thus * just reverses the order of variables in a monomial, for example
Let R z 1 , . . . , z n h denote the set of Hermitian polynomials, i.e. fixed points of the involution. For any p ∈ R z 1 , . . . , z n h and A 1 , . . . , A n ∈ Sym s (R), the matrix p(A 1 , . . . , A n ) is again symmetric. So for s 1 and p 1 , . . . , p r ∈ R z 1 , . . . , z n h it makes sense to define
and
So such a non-commutative semialgebraic set consists of a collection of matrix tuples, for all matrix sizes simultaneously. Since it contains much more information than a classical semialgebraic set in R n , it is not surprising that stronger Positivstellensätze can be proven. Note that Σ 2 R z 1 , . . . , z n here denotes the set of sums of Hermitian squares, i.e. sums of elements of the form p * p with p ∈ R z 1 , . . . , z n . This is the correct notion to reflect positivity. The following is a non-commutative version of Hilbert's 17th problem, without denominators:
Theorem 30 (Helton [8] ). Assume p ∈ R z 1 , . . . , z n h fulfills
for all A 1 , . . . , A n ∈ Sym s (R) and s 1. Then p ∈ Σ 2 R z 1 , . . . , z n .
Here, as in most of the non-commutative results, the proof methods differ quite strongly from the commutative theory. They are much more functional-analytic in nature, and often require some knowledge about operator theory; see also [41] for more details. There are more Positivstellensätze in the spirit of the above, which we don't mention here, see for example [1, 10, 12] . It is unclear to which extend a Projection Theorem (or quantifier elimination) holds for non-commutative semialgebraic geometry. It is definitely even harder as in the commutative setup, as some examples indicate.
There is also an interesting notion of convexity in the non-commutative setup (see also [9] ). For A = (A 1 , . . . , A n ) ∈ Sym s (R) n , B = (B 1 , . . . , B n ) ∈ Sym r (R) n and V ∈ Mat s,r (R) we set
Definition 31. Let W s ⊆ Sym s (R) n be given, for every s 1. The collection W = s 1 W s is matrix convex, if it fulfills the following conditions:
Matrix convexity implies classical convexity for each W s , but is stronger than this in general.
The standard example of a matrix convex set is the following. Let M 1 , . . . , M n ∈ Sym d (R) be given and define
Here ⊗ denotes the Kronecker product of matrices. To finish this review article, we mention a rather surprising application of non-commutative real algebra to group theory. For this let G be a group and R[G] its group algebra, i.e. its elements are formal (finite) linear combinations of group elements, with multiplication induced by the group operation. There is an involution on R[G], defined by g * := g −1 for g ∈ G, and * = id on R. Then Σ 2 R[G] denotes the set of sums of Hermitian squares. If S ⊆ G is a finite set, closed under forming inverse elements, define ∆(S) = |S| · e − s∈S s ∈ R[G] h , and call it the Laplace operator defined by S. Here, e denotes the identity element of G.
Theorem 33 (Ozawa [32] ). Let G be finitely generated by S. Then G has Kazhdan's Property (T) if and only if
for some ε > 0.
Kazhdan's Property (T) is an abstract property, introduced by Kazhdan in the 1960's, to prove that certain lattices are finitely generated. It is also important when examining random walks on Cayley graphs, and algorithms to produce random group elements [3, 22] . Ozawa's result is in particular surprising since all known definitions of property (T) refer to the class of unitary representations of the group on Hilbert space. In view of the available semidefinite programming methods for sums of squares, it opens the way for algorithmic approaches towards property (T):
Theorem 34 (Netzer & Thom [29] ). For G = SL 3 (Z) (with canonical generating set S of elementary matrices and their inverses) we have
The sums of squares representation from this theorem was found numerically, with semidefinite programming via Gram matrices, as described in Section 2. The (inexact) numerical solution was then transformed into an exact proof, with an additional argument. Although it was known that SL 3 (Z) has property (T), it is interesting that Ozawa's result is of real computational relevance. Also surprising is the explicit factor of ε = 1 6 , which is by far larger than any previously known value. This is indeed relevant, since ε gives information about the rate of convergence of the product replacement algorithm for abelian groups (see for example [22] ).
