Primitive Height Smooth word LFE word a b s t r a c t Let γ a,b (n) be the number of smooth words of length n over the alphabet {a, b} with a < b. Say that a smooth word w is left fully extendable (LFE) if both aw and bw are smooth. In this paper, we prove that for any positive number ξ and positive integer n 0 such that the proportion of b's is larger than ξ for each LFE word of length exceeding n 0 , there are two constants c 1 and c 2 such that for each positive integer n, one has
Introduction
The curious Kolakoski sequence K which Kolakoski introduced in [18] , is the infinite sequence over the alphabet Σ = {1, 2}, which starts with 1 and equals the sequence defined by its run lengths: Here, a run is a maximal subsequence of consecutive identical symbols. The Kolakoski sequence K has received a remarkable attention in [2] [3] [4] [6] [7] [8] 10, 13, 14, 16, 17, 19, 20, 24, 25] . For research situation of the Kolakoski sequence K and related problems before 1996, readers can refer to Dekking [12] . Baake and Sing [1] and Sing [21, 22] established a connection between generalized Kolakoski sequences and model sets. Intriguingly, the generalized Kolakoski sequences over 2-letter alphabets having same parity may shed light on describing where atoms are located in unusual materials known as quasicrystals, which further motivates our interests to study (finite or infinite) smooth words on arbitrary n-letter alphabets.
In order to study whether the Kolakoski sequence K is recurrent and/or is closed under complement, Dekking [11] introduced the notion of C ∞ -words over the alphabet {1, 2} for the first time and noted that the finite factors of K must be C ∞ -words. Moreover, he proved that there exists a suitable positive constant c such that c · n 2.15 ≤ γ (n) ≤ n 7.2 and conjectured that there are suitable constants c 1 and c 2 such that c 1 · n q ≤ P K (n) ≤ c 2 · n q , where γ (n) denotes the number of each n satisfying B(k − 1) + 1 ≤ n ≤ A(k) + 1 for some k, C 1 n q ≤ γ (n) ≤ C 2 n q , where A(k), B(k) denote respectively the minimum and the maximum length of FE words of height k [26, Corollary 9] .
Recently Huang and Weakley [15] proved that for any positive number φ and positive integer N satisfying the proportion of 2's being larger than 1 2 − φ in each LDE word of length exceeding N, there are two suitable constants c 1 and c 2 such that c 1 · n log 3 log((3/2)+φ+(2/N)) < γ (n) < c 2 · n log 3 log((3/2)−φ) for each n ∈ N.
With the best value known for φ, and large N, this gives c 1 · n 2.7087 < γ (n) < c 2 · n 2.7102 .
A naturally arising question is whether or not we can establish the estimates of the enumeration function of smooth words for the other 2-letter alphabets. This paper is a study of the enumeration function of smooth words for any 2-letter alphabets (Theorem 12). We establish the bounds of minimal and maximal heights of smooth words of length n (Lemma 11), and give both the best bounds of minimum and maximum heights of smooth words of length n (Lemma 15) and good lower and upper bounds of the enumeration function γ a,b (n) for a 2-letter alphabet {a, b} with a and b being both even (Theorem 16), which gives γ a,b (n) ≈ c · n log(2b−1)/ log a+b 2 , where c is a suitable constant. The paper is structured as follows. In Section 2, we shall first fix the notation and introduce some notions. Second in Section 3, we give some lemmas which are needed to establish the estimates of the enumeration function for arbitrary 2-letter alphabets. Third, in Section 4, we obtain lower and upper bounds of the enumeration function of smooth words.
Moreover, in Section 5, we establish good lower and upper bounds of the enumeration function γ a,b (n) for 2-letter even alphabets. Finally, in Section 6, we end this paper with some concluding remarks.
Definitions and notation
Let Σ = {a, b} with a < b and a, b being positive integers, Σ * denotes the free monoid over Σ, with ε as the empty word (the identity element of the monoid), and Σ + denotes Σ * − {ε}. Moreover, if a and b are both even, then Σ is said to be a 2-letter even alphabet.
A finite word over Σ is an element of Σ * . If w = w 1 w 2 . . . w n , w i ∈ Σ for i = 1, 2, . . . , n, then n is called the length of the word w and is denoted by |w|. Let |w| α be the number of occurrences of α in w, where α = a, b. Then |w| = |w| a + |w| b .
Let N be the set of positive integers. Then an infinite word on Σ is a function w : N → Σ, that is w = w 1 w 2 . . . w n . . . . The set of all infinite words is denoted by Σ ω . Given a word w ∈ Σ * , a factor (or subword) u of w is a word u ∈ Σ * such that there exist x, y ∈ Σ * such that w = xuy. A run (or block) is a maximum factor of consecutive identical letters. Finally, N * and N ω denote respectively the free monoid and the set of all infinite words over N. The cardinal number of A is denoted by |A| for a set A.
* is the wordū =ū 1ū2 . . .ū n , whereā = b,b = a. We see that every word w ∈ Σ + can be uniquely written as a product of factors as follows:
if 2|k then β =ᾱ, or else β = α. Then we introduce the run-length encoding operator ∆ borrowed from [5] . The operator giving the size of the blocks appearing in the coding, which is a simple and effective data-compression method, is a function:
which is easily extended to infinite words.
For any w ∈ Σ + (or Σ ω ), first(w) denotes the first letter of the word w. For each w ∈ Σ + , last(w) denotes the last letter of the word w. It is clear that the operator ∆ satisfies the property:
The function ∆ is not bijective because ∆(w) = ∆(w) for every word w. However, pseudo-inverse functions:
can be defined by
The following property is immediate:
is an infinite sequence over the alphabet Σ = {a, b}, which starts with a (or b) and equals the sequence defined by its run lengths.
If a > 1 then
Now we generalize the definition of differentiable words, which Dekking first introduced in [11] , to an arbitrary 2-letter alphabet {a, b} from the alphabet {1, 2}. To do so, for w ∈ Σ * , r(w) denotes the number of runs of w, fr(w) and lr(w) denote the first run and last run of w respectively, and lfr(w) and llr (w) 
Thenŵ is said to be the closure of a word w.
For example, if w = 3311133313133311133, u = 3313133311, then u is a factor of w, andŵ = 333111333131333111333,û = 333131333111. Thusû is a factor ofŵ, which also holds in general (see Lemma 5 (1)).
Definition 2.
Let w ∈ Σ * be of the form (2.1). If the length of every run of w only takes a or b except for the length of first and last runs, then we say that w is differentiable, and its derivative, denoted by D(w), is the word whose jth symbol equals the length of the jth run of w, discarding the first and/or the last run if its length is less than b.
In particular, we define D(ε) = ε. Then it is easy to see D(α sᾱt ) = ε and D(α sᾱb α t ) = b for α ∈ Σ and 0 ≤ s, t < b, which means that α sᾱt and α sᾱb α t are both differentiable words.
Ifŵ is differentiable, then we say that w is closurely differentiable. If a finite word w is arbitrarily many times closurely differentiable, then we call w a C Moreover, it is clear that D is an operator from Σ * to Σ * , r(w) ≤ |D(w)| + 2 and
otherwise. The height of a smooth word w is the smallest integer k such that D k+1 (w) = ε. We write ht(w) for the height of w. For example, if w = 32 3 3  3 2  3 3  2 2  2 3  2 2  3 3  3 2 3 3, then ht(w) = 3. Especially, we set ht(ε) = −1. Obviously, if w is a smooth word and |w| > 0, then |D(w)| < |w|. Moreover, D and ∆ can be both iterated. (2), each smooth word has a right smooth extension, so it must be a finite factor of some infinite smooth word. Thus finite smooth words [2] are the same as C
It is easy to check that ∆ and D commute with the mirror image (˜) and are stable for the complementation (¯) on the 2-letter alphabet {a, b}. Thus Proposition 4 in [5] still holds for the 2-letter alphabet {a, b}.
Lemma 4 (Proposition 4 in [5]). (1) For all
Lemma 4 (2) indicates that C ω is closed under the complementation:
Some lemmas
The following Lemmas 5 to 7 reveal the relations among the operators mirror image, complement, closure, derivative and run-length encoding.
Lemma 5. Let w be a differentiable word and u is a factor of w. Then 
Lemma 5 (4) means that C ∞ is closed under the operators mirror image and complementation:
w ∈ C ∞ ⇐⇒w,w ∈ C ∞ . Second, we need to establish the corresponding results to Lemma 1 and Proposition 2 in Weakley [26] . From Definitions 1 and 2, it immediately follows that Lemma 6. Let w = w 1 w 2 . . . w n be a differentiable word with n ≥ a + 1.
Lemma 7.
(1) Let w = w 1 w 2 . . . w n be a smooth word. Then any factor of w is also a smooth word; (2) Any smooth word w = w 1 w 2 . . . w n has both a left and a right smooth extensions;
Proof.
(1) If w is a smooth word and u is a factor of w, then note that w ∈ C ∞ ⇐⇒ ρ k (w) = ε for some positive integer k, by Lemma 5 (4), we obtain that ρ i (u) is a factor of ρ i (w) for any positive integer i ≤ k. And hence ρ k (w) = ε suggests ρ k (u) = ε, so that u is a smooth word.
(2) We verify the assertion (2) by induction on |w|. Since D(w) =  D(w), we only need to verify that w has a left smooth extension. It is clear that if r(w) ≤ 1, where r(w) is the number of runs of w, then the assertion (2) holds. We proceed to the induction step. Assume now that r(w) ≥ 2 and the assertion (2) holds for smooth words shorter than w. (3) holds.
Weakley introduced the notion of LDE words over the alphabet {1, 2} in [26] . Now we are in a position to generalize this notion to words over an arbitrary 2-letter alphabet.
If aw and bw are both smooth, then the word w is said to be left fully extendable (LFE). Clearly, LFE words are closed under complement. For every nonnegative integer k, let LF k denote the set of LFE words of length k.
Let γ a,b (k) denote the number of smooth words of length k over the alphabet {a, b}. Being similar to Weakley [26] , define the differences of γ a,b by γ Let LF denote the set ∪ ∞ i=0 LF i and P(A) = {u ∈ LF : |u| > 0 and D(u) ∈ A} for A ⊆ Σ * . We now give the number of the elements contained in P j (ε) for j ∈ N.
Proof. By Lemma 8 and the definition of P(A), we see that P j+1 (ε) is exactly composed of all LFE primitives of P j (ε). Since for each LFE words of the form α . . . b there are exactly 2b LFE primitives:
For each LFE words of the form α . . . a there are exactly 2(b − 1) LFE primitives: 
which suggests that So, from (3.5) to (3.7) it follows that |w| < β|D(w)| + 2(b − 1) for |w| ≥ N 0 . Since there are only finitely many LFE words satisfying their lengths less than N 0 , we can choose a suitable positive constant q such that (2) holds.
The next lemma establishes the bounds of the heights of C ∞ -words of length n, which is of independent interest. 
Lemma 11. Let ht max (n) and ht min (n) denote respectively the maximal and minimal heights of LFE words of length n. Then for any positive number ξ and positive integer n
.
Since there are only finitely many LFE words satisfying ht(w) < k 0 , so there is a suitable constant t 2 such that (3.9) holds for each LFE word.
Second, by Lemma 10 (2), one has |w| < β|D(w)| + q for each LFE word w, where β = 1 + (a + b − 2)(1 − ξ ), q is a suitable positive constant, which means that
, k is the height of w. Thus the length |w| of an LFE word w of height k is less than mβ k , and it follows that k > (log |w| − log m)/ log β, which gives the desired lower bound of ht min (n), where t 1 = − log m/ log β.
Remark 1.
(1) From the proof of Lemma 10 we easily see that if we substitute LFE words in Lemma 10 with some infinite subclass of smooth words, which is closed under complement, then the corresponding result also holds.
(2) From the proof of Lemma 11 we see that if we replace LFE words in Lemma 11 with some infinite subclass of smooth words, which is closed under both complement and the operator D, then the corresponding result still holds.
The complexity of smooth words
Now, we can establish our main result on the enumeration function γ a,b (n) of smooth words over 2-letter alphabets. for every nonnegative integer n.
Proof. First, from the definition of ht max (n), one sees that the length of LFE words of the height larger than ht max (n) must be larger than n.
. So from (3.1) and Lemma 9, for any n ∈ N, one has
So combining (3.9) and (4.1) yields the desired upper bound of γ a,b (n), where c 2 = 2(2b − 1)
Second, from the definition of ht min (n), it follows that the length of all LFE words with the height no more than ht min (n)−1 must be less than n. Thus, again from (3.1) and Lemma 9, for any n ∈ N one can get
where k = ht min (n) − 1. Thus, the desired lower bound of γ a,b (n) is obtained from (3.8) and (4.2), where c 1 = 2(2b − 1) This method is also applied to bound the letter frequencies of smooth words for other 2-letter alphabets.
Taking Σ = {1, 2} in Theorem 12, we obtain 
It is obvious that Corollary 13 suggests the main Theorem 1 in [15] . And our lower bound of γ 1,2 (n) is independent of n 0 and better than the corresponding lower bound c 1 · n log 3 log(3/2+φ+2/N) of Theorem 1 in [15] , where N = n 0 and φ = 1 − ξ .
The complexity of smooth words for 2-letter even alphabets
We first need to give the following more accurate bounds of letter frequencies of 2-times closurely differentiable words for 2-letter even alphabets.
Lemma 14.
If w is a 2-times closurely differentiable finite word over a 2-letter even alphabet {a, b}, then
Proof. It is obvious that (1) ⇒ (2) ⇒ (3). So we only need to check (1) and (4).
where ξ ∈ Σ, c i < b for i = 1, 2, if s + t is even then η =ξ , or else η = ξ . 2.1. t = 0 or s = 0. Without loss of generality, we assume s = 0. Then 
Since 1 ≤ t, s ≤ b − 1, we get t = a or s = a. This contradicts the assumption that both t and s are odd.
• c i ≤ a for i = 1, 2. Then it follows from (5.1) that
• c 1 ≤ a and c 2 > a. Then it follows from s being odd and
• c 2 ≤ a and c 1 > a. Then, since t is odd and bα
If t and s have different parity. Without loss of generality, assume that s is odd and t is even.
• • If at least one of c 1 and c 2 is not larger than a. Without loss of generality, let c 1 ≤ a. Then we obtain
Note that a and b are both even numbers, from (5.2) it immediately follows
where α, β, γ , γ 1 , . . . , γ k+1 ∈ Σ.
Then (5.4) gives
Now from (5.3) we have
It follows from (5.6) and (5.5)
Note that if 2| ∑ k i=1 t i then γ 1 ̸ =γ k+1 , otherwise γ 1 =γ k+1 . Thus using (5.6) and (5.7), an argument similar to Case 2
gives the desired result. Now combining (3.5) with the right half part of (5.10) gives the right half part of (4) . Similarly, we can get the left half part of (4).
From Lemma 14 (4), we can establish the following useful bounds of the heights of smooth words of length n for 2-letter even alphabets. 
where
Proof. First, from the proof of (3.8) and the right half part of Lemma 14 (4) it immediately follows the desired lower bound of ht min (n), where
and if a = b − 2 then
If b = 4 then a = 2, which means t 1 = − log 13 log 3
. For b ≥ 4, we have (5.14)
Now assume w is a smooth word of length n with height k larger than or equal to 2. Since ht(w) ≥ 2, from (5.14), we arrive . Finally, machine computation shows log(a+b)−log 2 .
Concluding remarks
Establishing the estimates of the enumeration function of smooth words to follow our paper's thoughts and methods is an interesting problem for large alphabets Σ n containing n letters, where n ≥ 3. For the 3-letter alphabet Σ 3 = {2, 4, 6}, let
