It is difficult to develop accurate mathematical models to describe the range extender electric vehicles due to the nonlinear and complex coupling of the monitoring signal sources resulted from the massive moving parts and complex architecture in range extender and the limited storage space of the diagnostic device. In this study, we proposed the smooth iterative online support tensor machine algorithm, which is combined with support higher-order tensor machine and online stochastic gradient descent method, and applied it to the fault diagnosis of the range indicator. Four methods with different algorithms, support vector machine, smooth iterative online support vector machine, linear support higherorder tensor machine, and smooth iterative online support tensor machine algorithms, were adopted to diagnose and classify the fault samples of the range indicator by comparing the diagnostic accuracy and model learning time. It is found that the fault diagnosis method based on the smooth iterative online tensor machine showed a higher accuracy, shorter learning time, and less storage space. Based on the experimental results, it is feasible to apply smooth iterative online support tensor machine model to the fault diagnosis of electric vehicle extenders.
Introduction
Due to the shortage of energy and environmental pollution, the development of traditional electric vehicles is restricted while the extended electric vehicles have been developing fast. 1 However, the fault of range extender will directly affect the reliability and safety of the electric vehicles. Therefore, to improve the safety, reliability, and economy of the extended range electric vehicles, it is of great significance to diagnose the working condition of range extender accurately. 2, 3 For the extender-fault diagnosis technology, the traditional simple diagnosis method was first applied and then the conventional diagnostic technology based on sensor, dynamic testing, and signal processing was developed. With the improvement of the computational technology, intelligent diagnosis technology methods using artificial intelligence have been developed, which includes expert system fault diagnosis method, 4 particle filter diagnosis method, 5 multi-source information fusion diagnosis method, 6 neural network diagnosis method, 7 and support vector machine (SVM) diagnosis method. 8 Traditional intelligent diagnosis techniques are using the vector as input samples for classification learning, which would easily result in the loss of information and destroy data correlation structure. To avoid these problems, Tao et al. 9 proposed support tensor learning (STL), which extends the vector classification model to tensor patterns by making full use of the structural information of the data and their correlation. In 2013, Hao et al. 10 proposed a support higher-order tensor machine (SHTM) model, which uses CP decomposition to reduce computational and storage space greatly. In 2015, Liu et al. 11 designed the concave-convex procedure-based transient support tensor machine (CCCP-TSTM), which can solve the nonconvex sample problems and shorten the iteration time. As the expansion and complement of the vector model, the tensor model has a certain improvement in the fault diagnosis accuracy and the sample learning time. In recent years, many researchers have put forward various learning algorithms based on tensor pattern, which has aroused wide attention and application, such as face recognition, 12 ,13 data mining, 14 machine learning, 15 computer vision, 16 and three-dimensional liquid crystal flows. 17 The above models often use batch or off-line learning methods. However, in the engineering application of extender failure prediction, the signal data for machine learning are collected one by one in a sequence and sent to the learning system in an endless stream. It is unrealistic to proceed the machine learning in favorable performance with one or several stationary classifiers for the long and changeable data sequence. 18 In this case, the training for large-scale samples will not only cost a long time but also have a relatively low precision. Therefore, the online learning algorithm is introduced into the prediction model. 19 The common online learning algorithms include online support vector classifiers (OSVC), 20 online independent support vector machine (OISVM), 21 double updating online learning (DUOL), 22 and adaptive and self-confident on-line learning. 23 Because of low cost, time consumption, and high precision of online learning for large-scale samples, online learning is applied to multiple fields, such as dynamic two categories, 24 vowel imitation learning, 25 and modular robots. 26 In this article, the smooth iterative online support tensor machine (SIOSTM) algorithm was developed by combining the two algorithms of linear SHTM and online stochastic gradient descent (OSGD). Using the tensor-type data as input, the characteristic parameters of the fault samples of the electric vehicle extension were extracted and the fault parameters were diagnosed.
SIOSTM
In pattern recognition, machine learning, computer vision, and image processing and other research areas, such as face image, 27 are represented by second-order tensor; color image, 28 gray video sequence, 29, 30 silhouette sequence, 31 and multispectral image 32 are usually expressed as third-order tensor; color video sequence 33, 34 can be seen as fourth-order tensor. The fault diagnosis samples in this article are represented as third-order tensor.
In this article, we propose the SIOSTM and take the fault samples of the third-order tensor as the classification object. In 2013, R Zhou et al. 35 proposed the online support tensor machine (OSTM), but with the algorithm for fault diagnosis, it was found that when the number of samples was small, the algorithm was difficult to obtain the optimal hyperplane. In addition, the Lagrange multiplier will oscillate in the process of online iterative updating, so that it is difficult to converge. To solve this problem, we propose SIOSTM. The Lagrangian multiplier in the initial iteration has been close to the optimal hyperplane, and in the process of online learning is a smooth iterative way to achieve the optimal value.
Smooth iterative online support vector machine
Using the basic formula of tensor and the definition of n-modulus and norm, the alternate projection algorithm proposed by Q Zhao et al. 36 is simplified as the SVM model with the tensor as the input sample, also known as the generalized support tensor model
where the weight parameter W and the input sample X i are same scale-sized tensor-type data. Based on model (1)- (3), we have proposed online learning. Because we only can deal with one sample at a time by online learning, so select a sample fX t , y t g arbitrarily, and j t = max (0, 1 À y t (hW, X t i + b)), the following cost functions are considered
In order to make the cost function reach the minimum, we use the stochastic gradient descent methods 37 to get the updated formula of W and b at step k as follows
where h is the learning efficiency factor. Based on the above update formula and the OSGD 38 method, we can get the updated formula of the weight parameter as follows:
When y t (hW kÀ1 ,
When we use OSGD to solve the classification problem, we find that W and b may produce oscillations in the course of the iterative, that is to say that the W and b values of k -1 are quite different from those of step k, and even they may change from positive to negative. When the number of samples is small, W and b may not reach the optimal values, so that the online learning effect is not ideal. In order to solve this problem, we first use the SVM algorithm to train the training samples before using the online support vector machine model, then get the initial W and b values, and then carry out online learning.
When the training samples are sorted by the SVM algorithm, the initial W 0 and b 0 values are close to the optimal W and b values. We hope that the W kÀ1 and b kÀ1 values of the k -1 step are close to the W k and b k values of k step, that is, the amount of change in W k and b k should be small, they are in a gentle and stable process to achieve the best values. In order to achieve this purpose, we set the following conditions
That is
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where W kÀ1 and b kÀ1 are the initial Lagrangian multiplier W 0 , b 0 , i 2 I after training for the SVM model. Then h is
In this article, the above algorithm is the smooth iterative online support vector machine (SIOSVM).
SIOSTM
When we want to obtain the SHTM formula, we first optimize equations (1)- (3) and obtain the following Lagrange function
where
derivative for the variables W, b, and j i and the result is equal to zero, so we can get the following formula
The weight parameter W is only related to the input sample X i , in the case of a i 6 ¼ 0. Therefore, a i 6 ¼ 0, the input sample X i is the support tensor, and the sequence set of the support tensor is defined as
Thus, the dual problems of formulas (1)- (3) are as follows min a 1 2
s:t:
jq , you can get the following formula
Substituting formula (25) into formulas (22)- (24) to obtain the SHTM model as follows
Before each update (9)- (12), it is necessary to calculate the value of y t (hW kÀ1 , X t i + b kÀ1 ) and compare it with the value 1 to determine the update mode of W and b.
In the OSGD algorithm, each iteration needs to calculate the W. The inner product calculation of W and X i , which are the high-order high-dimensional tensor type, will lead to a longer calculation time, which is called ''dimension disaster.'' To save time costs, a can be used directly instead of W for update, and the specific steps are as follows.
In order to make a and b values reach the optimal value quickly, the SHTM model is used to train the tensor training samples to obtain the initial Alpha½i 0 and b 0 values, and the sequence set I consisting of support tensor.
In the iteration process, in order to avoid the values of variables a and b fluctuating frequently, the objective function can reach the optimal values in a smooth and stable way. Firstly, the learning efficiency factor was induced to perform online update calculations, whose value can be obtained by formula (18) . And then the sample T was brought into the weight parameter calculation.
1. When y t (hW kÀ1 , X t i + b kÀ1 ) ø 1, the sample can be correctly classified in the current model, not the support tensor, and the tensor sequence set I remains unchanged. By formulas (9) and (21)
Deduce that
By formula (10)
2. When y t (hW kÀ1 , X t i + b kÀ1 )\1, the sample cannot be correctly classified in the current model, there are two kinds of situations:
When the serial number t of the sample X t is not in the set I, the sample serial number t will be added to the set I, 36 but the sample set will become more and more as time goes on until it reaches the storage capacity. So it is required to add the sequence number t of X t to the set I and to remove one of the samples in set I and its corresponding a value. Since the smaller the value of a, the smaller the weight of the corresponding X value, and the elimination rule is to remove the smallest value of a j and its corresponding sample X j . From formulas (11) and (21)
By formula (12)
When the serial number t of the sample X t is in the set I, keeping the set I unchanged. From formulas (11) and (21) 
It is necessary to calculate y t (hW kÀ1 , X t i + b kÀ1 ) before each iteration update. However, when the tensor inner product is used to calculate the formula, the model is based on the SVM model with tensor as the training sample, so that the result is no different from the direct use of SVM. Therefore, tensor data samples are processed by canonical polyadic (CP) decomposition, which can not only reflect the spatial structure of tensor and can improve the speed of operation but also can achieve the purpose of noise reduction, which makes the calculation results more accurate and more efficient.
According to formula (25)
Seen from formula (37), the multiplication number of CP decomposition is (
However, the multiplication number of inner product is I 1 3 I 2 3 Á Á Á 3 I N . It is obvious that the calculation speed of the model after CP decomposition is faster. Meanwhile, the storage space of CP decomposition is (I 1 + I 2 + Á Á Á + I N ) 3 R and the storage space of tensor calculation is I 1 3 I 2 3 Á Á Á 3 I N . It is clear that the CP decomposition will save a lot of storage space, which is related to R. In this paper, the value of R as set to 1.
Multi-class support tensor machine
To distinguish the normal and four cylinders in five cases, the two-class support tensor machine will be extended to multi-class support tensor machine.
For the multi-class SVM problem, we choose one against one-SVM (OAO-SVM) algorithm. For a class c classifier problem, the algorithm needs to construct c(c -1)/2 two-classification STM models. In this algorithm, we need to obtain the classification decision function of any two kinds of samples. For the training samples from the p and q classes, where p 6 ¼ q, the class label corresponding to the p class is 1 and the q class is -1, and the two-class STM model is solved as follows
Test sample X can be calculated using formula (41) as follows
Extender fault diagnosis method
Diagnostic process
Comprehensive use of SHTM and OSTM algorithm and the diagnosis process are shown in Figure 1 . First, the extender of electric vehicles as the object, and the signals of crankshaft torque, flywheel moment of inertia, the crank pin connecting force, and connecting rod axial force were collected under its five working conditions of normal and single cylinder failure with different cylinders. Each of the signals is a function of the crank angle at different speeds, and they were used to construct the state of extender in tensor space. Then, the tensor CP decomposition algorithm is used to decompose the constructed tensor sample, and the core tensor of the extender state sample is extracted. Second, 25% samples are trained by SHTM model, and the initial Lagrange multiplier is obtained. Finally, the online algorithm of stationary iteration is used to train core tensor sample set to identify and locate the fault and compare with SVM, SHTM, and SIOSVM to verify the feasibility of SIOSTM fault diagnosis method.
Construction of extender fault tensor
Constructing state samples of range extender in tensor space, each order can be regarded as a kind of influence factor of the range extender, and each element in the tensor can be considered as the interaction results of various factors. A third-order tensor A 2 R I 3 J 3 K was constructed as the state samples of the range extender. The first order I of the influence factors stands for the category of the signals, including the crankshaft angular velocity, crankshaft angular acceleration, reciprocating piston inertia force, and the bearing support force. The second-order J is the crank angle, and the third-order K is the rotation speed which is the average speed of the crankshaft. As shown in Figure 2 , the third-order tensor range extender state feature sample was constructed by ''signal type I 3 crank angle J 3 rotate speed K.'' Each element of the third-order tensor samples is presented as x ijk , where i 2 I, j 2 J, k 2 K, which represents its j type signal under the rotational speed of k and crankshaft angle of i.
Algorithm flow
The main differences between SIOSTM and SIOSVM include the training method of training samples, the update method of weight parameters, and the calculation method of inner product. For the training model of the training samples, the SIOSTM model adopts the SHTM algorithm; the training samples are the tensor samples after CP decomposition, which achieves the purpose of noise reduction and dimension reduction. However, SIOSVM model can only deal with vector input samples. So tensor pattern samples need to be expanded into vector pattern samples for training and classification, which will destroy the data structure. For updates, SIOSTM model updates a and b, the number of updates' times is only related to the number of initial training samples and the number of test samples, SIOSVM model updates are W and b, then it needs to do I 1 3 I 2 3 Á Á Á 3 I n + I 1 3 I 2 3 Á Á Á 3 I N times updates, SIOSTM model updates can be more simple. For the inner product, after the CP decomposition of the SIOSTM model, the storage space and computing time are greatly reduced. For example, in this article, each sample processed by CP decomposition requires only 4 + 501 + 31 storage spaces, that is, only 536 feature attributes, and without CP decomposition requires 4 3 y¨501 3 31 storage space, that is, 62,124 feature attributes. In general, the SIOSTM model is more suitable for complex tensor data. The steps of the SIOSTM model are shown in Table 1 .
Fault diagnosis results and analysis

Data acquisition
To verify the feasibility of SIOSTM in the fault diagnosis of the extended-range electric vehicle, the crankshaft angular velocity, crankshaft angular acceleration, reciprocating piston inertia force, and bearing support force of four kinds of the signals were selected as normal and misfire fault diagnosis data source. The in situ test bench and acquisition equipment are shown in Figure 3 . The oil supply pipe is cut off for a short time to simulate a single cylinder misfire fault.
In the process of data acquisition, the speed range of the extender is 1500-3000 r/min, the sampling interval is 100 r/min, sampling times 31 times, the sampling range 0°-720°, and the equal interval of 501 data. Therefore, 31 times sampling data of 5 states, 4 types of signals, and 16 rotational speeds are obtained. Moreover, according to the tensor type of ''signal type 3 y¨crank angle 3 speed,'' we can build 80 sizes of 4 3 501 3 31 tensor samples. According to this method, the construction of the tensor-type extender state characteristic samples are completed, and selecting randomly 20 samples as the training set, and all the sample sets are used as the test set for the verification of the diagnosis method.
Sample types
To verify the rationality of the construction method of the tensor-type extender state, the vector-type extender state sample and tensor-type sample set are input to the classification learning machine for training and diagnosis, respectively. The vector-type extender state sample set and tensor-type extender state sample set parameters are shown in Tables 2 and 3 .
Experimental results analysis
The data analysis of this article uses MATLAB R2016b as the data analysis tool. The CPU used by the computer is Intel (R) Core (TM) i3-3110M 2.40 GHz, the memory is 4 GB, and the operating system is Windows 7.
In this article, the evaluation index of the algorithm is based on ''test accuracy'' and ''learning time,'' in which the learning time is taken as the average time when the algorithm runs 10 times in MATLAB. The learning time includes the training time and the estimated time of the class. The SIOSTM algorithm also includes the time of CP decomposition at R = 1, but does not include the time of building the sample and the time of the output. For all classification models, the training set consists of 25% randomly selected from all samples. To verify the stability of the SIOSTM model, different learning efficiency factors, h, are chosen and compared with the learning efficiency factors calculated by formula (21) . The results are shown in Table 4 . Table 1 . SIOSTM algorithm process.
Input:
The sample set T = fX i , y i g l i = 1 , X i 2 R II3I23I3 , y i 2 fÀ1 + 1g, maximum number of iterations J Output:
Alpha½i, i = 1, 2, . . . , l ð Þ and b T Step 1:
In the sample set, 25% of the samples were selected as the training set, and trained by the SHTM model to obtain the initial Alpha½i 0 i = 1, 2, . . . , l ð Þ , b 0 , and the set I composed of support tensors Step 2:
Calculate the learning efficiency h according to formula (21) , make k = 1 Step 3:
A sample X t is selected randomly from the sample set T Step 4:
According to formulas (4)- (26):
If H\1, b k = b kÀ1 + Chy t , Alpha½i update is divided into two types: ffiIf t 6 2 I, then:
Step 7:
Let k = k + 1, if k<J, go to step 3, otherwise, terminate the algorithm SIOSTM: smooth iterative online support tensor machine; SHTM: support higher-order tensor machine. It can be seen from Table 4 that the classification accuracy of the learning efficiency factor is higher than that of the other factors because the improper learning efficiency factors will lead to oscillation of the model. Compared with the results obtained by using common learning efficiency factors, the classification accuracy of the model can be improved by using the learning efficiency factors calculated by formula (21) .
The accuracy of the different learning efficiency factors h is described above. Table 5 compares the accuracy of SIOSTM, SIOSVM, SHTM, and SVM models, and the accuracy rate equals the total number of samples identified divided by the total number of samples.
It can be seen from Table 5 that compared with the SHTM model and the SVM model, the SHTM model can correctly identify 78 samples, while the SVM model can only identify 40 samples. The accuracy of the SHTM model is 47.5% higher than that of the SVM model. Considering the classification accuracy of each state of the extender, the accuracy of the normal state of the SHTM model is slightly lower than the SVM model, while the accuracy rate of the rest of the state is much higher than that of the SVM model. So, using tensor as input samples has certain advantages in the sample classification, which can maintain the structure information of the data and achieve the purpose of noise reduction, so that the model test accuracy will be higher.
Compared with SVM and SIOSVM model, SIOSVM model can correctly identify 64 samples, while the SVM model can only correctly identify 40 samples. The accuracy of SIOSVM model is 30% higher than that of the SVM model, and the accuracy rate of each state of SIOSVM model is also higher than the SVM model. We can see that the accuracy of the model is greatly improved using the OSGD method. Therefore, online learning can not only satisfy the problem that the accuracy of the series changes with time but also can meet the problem of insufficient storage space.
The accuracy of SIOSTM model was as high as 96.25%, and the accuracy of other models was lower than SIOSTM except that the SHTM model was 1.25% higher than that of SIOSTM. Comparison of SIOSTM and SIOSVM shows that the accuracy of SIOSTM model with SIOSVM model is improved by 16.25%, and the SIOSTM model only under normal working state was about 6.25% lower than the SIOSVM model, the accurate rate of other working state is higher than the SIOSVM model, and there are even higher than about 25% SIOSVM model. What is more, the SHTM model needs to store all the samples, while the SIOSTM model only needs to store 0.25% of the samples, so that the storage space of the SIOSTM model is smaller than that of the SHTM model. Therefore, in order to solve the problems that the natural structural information may be lost and the correlation of the original data may also be broken down in vector mode, and the classification effect of offline learning mode becomes worse with time and the storage space is insufficient, this article adopts the SIOSTM model. The experimental results verify that SIOSTM can be used in the fault diagnosis of extended range. The model has a higher test accuracy and is able to maintain the effectiveness of the data changing with time and solve the storage space and other issues. The accuracy of the different classification models is described above. Figure 4 compares the learning times of SIOSTM, SIOSVM, SHTM, and SVM models.
As shown in Figure 4 , the SIOSTM model of learning time is 5.09 s, the SHTM model of learning time is 5.59 s, the SIOSVM model of learning time is 11.25 s, and the SVM model of learning time is 9.42 s. The SIOSTM model of learning time is quicker than the SIOSVM model (6.16 s), increased by 54.76%, and the SHTM model of learning time is faster than the SVM model (3.83 s), increased by 40.66%. Therefore, the experimental results show that using tensor samples and CP decomposition will greatly shorten the learning time. In addition, the SIOSTM and SHTM models are more advantageous in terms of time when having more samples and the data dimension is higher.
According to the ''test precision'' and ''learning time,'' SIOSTM and SHTM models can achieve the purpose of noise reduction and maintain the data's structural information and correlation. The models showed a higher test accuracy, shorter learning time, and faster convergence speed. When considering the problem of storage space, the SIOSTM model, which has more advantages, is feasible in extender fault diagnosis.
Conclusion
Lots of issues are involved in the range extender electric vehicles' fault diagnosis, such as large samples, nonlinear data, and high-dimensional data. In addition, to avoid the loss of structure information and the destruction of data dependency caused by vector input, the off-line learning algorithm often leads to the problem that the classification effect is worse with the passage of time and the storage space is not enough. In this article, we proposed the SIOSTM model to diagnose the fault parameters by combining the two algorithms of SHTM algorithm and OSGD algorithm.
The SVM, SIOSVM, SHTM, and SIOSTM algorithms were used to classify the fault parameters, and the diagnostic accuracy and model learning time were used as the evaluation indexes. The experimental results show that the accuracy rate of SIOSTM model is 96.25%, except that the SHTM model is 1.25% higher than SIOSTM, and the accuracy of the other models is lower than SIOSTM. In terms of learning time, the SIOSTM model only needs 5.09 s, which is the shortest time in all classification models. In addition, the SIOSTM model can solve the problem of storage space as it only needs to store 0.25% of the samples.
In summary, the fault diagnosis method based on the SIOSTM can not only reduce the noise but also maintain the data's structural information and correlation, which makes the diagnosis model more accurate, faster convergence speed, and shorter learning time. At the same time, the fault diagnosis method based on SIOSTM model can do online learning under the premise of ensuring classification accuracy and solves the problem of data storage capacity. Therefore, it is feasible to apply the SIOSTM model to the fault diagnosis of electric vehicle range extender.
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