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Abstract
A precision measurement of jet cross sections in neutral current deep-inelastic scatter-
ing for photon virtualities 5.5 < Q2 < 80GeV2 and inelasticities 0.2 < y < 0.6 is presented,
using data taken with the H1 detector at HERA, corresponding to an integrated luminosity
of 290 pb−1. Double-differential inclusive jet, dijet and trijet cross sections are measured
simultaneously and are presented as a function of jet transverse momentum observables
and as a function of Q2. Jet cross sections normalised to the inclusive neutral current DIS
cross section in the respective Q2-interval are also determined. Previous results of inclusive
jet cross sections in the range 150 < Q2 < 15 000GeV2 are extended to low transverse jet
momenta 5 < PjetT < 7GeV. The data are compared to predictions from perturbative QCD
in next-to-leading order in the strong coupling, in approximate next-to-next-to-leading or-
der and in full next-to-next-to-leading order. Using also the recently published H1 jet data
at high values of Q2, the strong coupling constant αs(MZ) is determined in next-to-leading
order.
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1 Introduction
Jet production in neutral current (NC) deep-inelastic scattering (DIS) at HERA is an important
process to test perturbative calculations based on the theory of strong interactions, which is
described by Quantum Chromodynamics (QCD) [1–5]. In contrast to inclusive DIS, where
QCD is probed by means of scaling violations, jet production in the Breit frame [6, 7] is a
process which always involves at least one strong vertex even at Born level and thus more
directly probes QCD.
In the Breit frame, where the virtual photon and the proton collide head on, the Born level
contribution to DIS (figure 1(a)) generates no transverse momentum. Significant transverse
momentum of the outgoing partons, PT, can however be produced at leading order (LO) in the
strong coupling αs by the photon-gluon-fusion process (figure 1(b)) and the QCD Compton
process (figure 1(c)). Photon-gluon fusion dominates jet production for the range of photon
virtualities Q2 accessible in this analysis and provides direct sensitivity to the gluon density
function of the proton [8]. One of the diagrams of the next-to-leading order contribution is
displayed in figure 1(d), which also illustrates one of the leading-order diagrams of the trijet
perturbative QCD (pQCD) calculation.
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Figure 1: Deep-inelastic ep scattering at different orders in αs: (a) Born contribution to inclusive NC
DIS (O(α2em)), (b) photon-gluon fusion (O(α2emαs)), (c) QCD Compton scattering (O(α2emαs)) and (d) a
trijet process O(α2emα2s).
About 25 years after next-to-leading order corrections to jet production cross sections in DIS
have been studied for the first time [9,10], complete predictions at next-to-next-to-leading order
in the strong coupling are now available for inclusive jet and dijet production in DIS [11, 12]
and in hadron-hadron collisions [13]. These new theoretical developments together with precise
measurements and greater kinematic reach of the data allow the use of DIS jet cross sections
for precise studies of QCD.
Measurements of jet production in NC DIS at HERA were performed by the H1 Collabora-
tion [8, 14–26] and the ZEUS Collaboration [27–35]. In this paper new double-differential
measurements of inclusive jet, dijet and trijet cross sections are presented, extending the kine-
matic range of an earlier analysis [26] both to lower momentum transfer, 5.5 < Q2 < 80GeV2,
and to lower jet transverse momenta, as detailed in the following.
At low momentum transfer 5.5 < Q2 < 80GeV2, the transverse momenta of jets in the Breit
frame, PjetT , are required to exceed 4GeV. Inclusive jet cross sections are measured in the range
4.5 < PjetT < 50GeV. Inclusive dijet cross sections are measured as a function of the average
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transverse momentum of the two jets with the highest PjetT in an event, 〈PT〉2 = 12(P
jet1
T + P
jet2
T ),
in the range 5 < 〈PT〉2 < 50GeV, and trijet cross sections as a function of 〈PT〉3 = 13 (P
jet1
T +
P
jet2
T + P
jet3
T ) in the range 5.5 < 〈PT〉3 < 40GeV. Compared to previous H1 jet cross section
measurements in a similar kinematic domain [24] the overall uncertainty is reduced mainly due
to the larger data set together with an improved calibration of the hadronic energy [26, 36].
At large momentum transfer, 150 < Q2 < 15 000GeV2, an extension of previously published
inclusive jet cross section measurements [26] to lower transverse jet momenta, 5 < PjetT <
7GeV, is presented. In parallel to all cross section measurements, the corresponding normalised
jet cross sections are presented, as the ratio of jet cross sections to inclusive NC DIS cross
sections measured in the same Q2-ranges.
The results are compared to pQCD predictions corrected for hadronisation effects. The pre-
dictions include next-to-leading order (NLO) calculations [37, 38], NLO calculations supple-
mented with two-loop threshold corrections (aNNLO) [39, 40] and next-to-next-to-leading or-
der (NNLO) [11, 41] calculations. The experimental sensitivity to the strong coupling constant
at the mass of the Z-boson, αs(MZ), is studied in a fit of NLO predictions to the data. To-
gether with the jet data at high Q2 [26], the data test the running of αs(µr) in the range of the
renormalisation scale µr between about 5 and 90GeV.
This publication represents the first H1 analysis completely performed using the newly devel-
oped data preservation model [42]. Through a planned and documented programme, begun
shortly after the end of HERA data taking, all aspects of H1 data analysis have been redevel-
oped into a framework suitable for continued use into the next decade and beyond [43, 44]. In
particular for this analysis, the continued ability to produce newMonte Carlo samples, including
full detector simulation, access archived trigger information and documentation covering earlier
analyses and create working event displays has proved to be crucial. This paper, therefore, also
represents a proof-of-concept of the H1 data preservation model.
2 Experimental method
In the following sections 2.1 to 2.3 the analysis of jet cross sections in the range 5.5 < Q2 <
80GeV2 is described. This kinematic range is denoted as ‘low-Q2’ in contrast to the ‘high-Q2’
regime, which is experimentally distinct by detecting the scattered electron in different detector
components. In section 2.4 the phase space of the new low-Q2 cross sections is given. In section
2.5 an extension of previous high-Q2 inclusive jet cross section measurements [26] to lower jet
transverse momenta is described.
For the low-Q2 analysis, the data sample was collected with the H1 detector at HERA in the
years 2005 to 2007, where electron or positron1 beams with an energy of Ee = 27.6GeV col-
lided with protons of energy Ep = 920GeV, resulting in a centre-of-mass energy of
√
s =
319GeV. The integrated luminosity corresponds to 290 pb−1.
1The term ‘electron’ is used in the following to refer to both electron and positron.
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2.1 The H1 detector
A full description of the H1 detector2 can be found elsewhere [45–48]. The essential detector
components used in the analysis are the Liquid Argon (LAr) calorimeter, the lead-scintillating
fibre calorimeter (SpaCal) and the inner tracking detectors. The central tracking system and
the LAr calorimeter are surrounded by a superconducting solenoid providing a uniform field
of 1.16 T inside the tracking volume, thus enabling the measurement of transverse momenta of
charged particles.
The central tracking system, covering 15◦ < θ < 165◦, is located inside the LAr calorimeter.
It consists of drift and proportional chambers and is complemented by a silicon vertex detector
covering the range 30◦ < θ < 150◦ [49]. The trajectories of charged particles are measured
with a transverse momentum resolution of σPT/PT = 0.2%PT/GeV ⊕ 1.5%. The main tracking
devices for this analysis are the Central Jet Chamber (CJC) and the Central (CST) and Backward
(BST) Silicon Tracker.
The LAr calorimeter, covering the polar angular range 4◦ < θ < 154◦ over the full azimuth [48],
is used in the analysis in the reconstruction of the hadronic final state. The LAr calorimeter
consists of an electromagnetic section made of lead absorbers and a hadronic section with steel
absorbers, with both sections equipped with highly segmented readout cells in the transverse and
longitudinal directions. The energy resolution is σE/E = 11%/
√
E/GeV ⊕ 1% for electrons
and σE/E ≃ 50%/
√
E/GeV ⊕ 3% for pions [50, 51].
The lead-scintillating fibre calorimeter (SpaCal) [47] covers the region 153◦ < θ < 177.5◦ with
its electromagnetic and hadronic sections. The calorimeter is used to measure the scattered
electron and hadronic energy in the backward region. The energy resolution for electrons in
the electromagnetic section is σE/E = 7.1%/
√
(E/GeV) ⊕ 1%, as determined in test beam
measurements [48, 52]. The SpaCal also provides energy and time-of-flight information used
for triggering purposes. The Backward Proportional Chamber (BPC) in front of the SpaCal
assists the measurement of the electron scattering angle.
The luminosity is determined by measuring the event rate for the Bethe-Heitler process of QED
bremsstrahlung ep → epγ, where the photon is detected in a calorimeter close to the beam
pipe at z = −103m. The overall normalisation is determined using a precision measurement
of the QED Compton process with the electron and the photon detected in the SpaCal [53]
(e + p → e + γ + p).
2.2 Event selection
The data sample of this analysis is obtained by reconstructing the scattered lepton, defined as
the most energetic compact deposit (cluster) in the SpaCal, with an energy Ee′ > 10.5GeV.
The cluster is required to be well contained within the acceptance of the SpaCal with a radial
distance Rclus from the beam axis of 12.5 < Rclus < 75 cm. The energy weighted cluster radius is
required to be less than 4 cm, and the energy deposit associated to the cluster in the hadronic part
2The H1 detector uses a right-handed coordinate system, which is defined such that the positive z-axis points
in the direction of the proton beam (also called ‘forward direction’) and the nominal interaction point is located at
z = 0. The polar angle θ is defined with respect to this axis. The pseudorapidity is defined as η = − ln tan(θ/2).
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must not exceed 0.5GeV, both cuts following the expectations for an electromagnetic shower.
The event vertex position is obtained from tracks reconstructed in the tracking detectors [54].
Its longitudinal position is restricted to the range −35 < zvtx < 35 cm.
The polar angle of the scattered electron θe′ is determined from hits in the BPC, if these are
associated with the SpaCal cluster [55] and if Rclus > 20 cm, otherwise from the aligned SpaCal
position [53]. The four-vector of the scattered lepton is calculated from the event vertex posi-
tion, the hit position in the BPC or SpaCal and the measured energy in the SpaCal, assuming
the charge to be equal to the beam charge [53]. Four-vectors of hadronic final state (HFS)
objects are formed from tracker and calorimeter measurements avoiding double-counting of
energy [56, 57].
The events are collected using time-dependent trigger conditions. The selection is based on the
detection of a compact cluster in the SpaCal. This condition is fully efficient in the years 2006–
2007 for both the selection of inclusive NC DIS events and for NC DIS events with jets. For
the year 2005, this condition is not available in the lower Q2 range of about Q2 . 25GeV2, and
instead a mix of triggers is used. At lower Q2, in addition to the SpaCal cluster a trigger signal
originating from the hadronic final state, either in the tracker or in the LAr is required [58–60].
Events triggered by the LAr calorimeter alone are also accepted. This strategy is fully efficient
for NC DIS events with jets, but has some inefficiency for the inclusive NC DIS selection. For
this reason, the data samples for 2005 and 2006–2007 are used to measure the jet cross sections,
whereas only the data of 2006–2007 are used for the inclusive NC DIS measurement, in order
to obtain normalised jet cross sections. The data from the year 2005 correspond to an integrated
luminosity of 106 pb−1.
The total longitudinal energy balance, determined as the difference of the total energy Etot and
the longitudinal component of the total momentum Pz,tot, calculated from all detected particles
(HFS objects and the scattered electron) is restricted to 35 < Etot − Pz,tot < 65GeV. In a
perfect detector without longitudinal energy loss the quantity Etot − Pz,tot is equal to twice the
electron beam energy, and this requirement thus reduces background from photoproduction
events (Q2 → 0GeV2), where the scattered lepton remains undetected at small angles. Events
with significant initial state radiation are also removed.
Cosmic muon and beam induced backgrounds are reduced to a negligible level after the ap-
plication of dedicated background finder algorithms. A system of scintillators upstream and
downstream of the interaction point and the SpaCal provide time-of-flight information to re-
ject particles from non-ep background at trigger level. The resulting veto inefficiencies are
about 0.8% and are corrected for by applying time-dependent weights to the data. Background
from QED Compton processes is suppressed using a topological cut against events with two
azimuthally back-to-back electromagnetic clusters reconstructed in the SpaCal [55].
The NC DIS kinematical variables are reconstructed from the four-momenta of the scattered
electron e′ and the hadronic final state particles using the IΣ (‘ISigma’) method [61] as
y =
∑
i∈had(Ei − Pi,z)
∑
i∈had(Ei − Pi,z) + Ee′(1 − cos θe′)
, (1)
Q2 =
E2e′ sin
2 θe′
1 − y and x =
Ee′
Ep
cos2(θe′/2)
y
, (2)
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where the sum
∑
i∈had runs over all reconstructed HFS objects. This reconstruction is insensitive
to initial state QED radiation off the electron beam, since the beam energies do not enter the
calculation of Q2 and y. The energy of photons radiated collinearly to the scattered lepton is
contained in the measured cluster energy. The resulting radiative correction factors are close to
unity.
The kinematic region for the NC DIS event selection is defined by 3.0 < Q2 < 120GeV2 and
0.08 < y < 0.7, which is larger than the final phase space of the cross sections in order to control
migrations in the variables Q2 and y. After this event selection, 24 million events are kept for
further analysis.
2.3 Reconstruction of jets
In the selected NC DIS event sample, jets are constructed from the HFS objects in the Breit
frame. The Breit frame is defined by 2x~P + ~e − ~e′ = 0, with ~P being the momentum of the
beam proton, ~e′ the momentum of the scattered electron, x as given in equation 2, and ~e is the
momentum of the incoming electron. In order to account for collinear initial state radiation,
the z-component of the incoming electron momentum in the laboratory frame is calculated
as ez = −Ee = −(Etot − Pz,tot)/2. The objects of the hadronic final state are clustered into
jets using the inclusive kT algorithm with the massless PT recombination scheme and with the
distance parameter R = 1 as implemented in the FastJet package [62, 63]. Monte Carlo studies
indicate that this choice of the distance parameter ensures that the hadronisation corrections are
close to one and that there is a good correspondence of jets reconstructed before and after the
detector simulation. Jets are selected within an extended phase-space, in transverse momentum
in the Breit frame PjetT > 3GeV, and in pseudorapidity of these jets boosted to the laboratory
frame, −1.5 < ηjetlab < 2.75. The transverse momentum of these jets in the laboratory frame is
required to exceed PjetT,lab > 2.5GeV, in order to remove jets which are not well measured. The
inefficiency of this requirement is small and is corrected for. The jet with highest PjetT is referred
to as the leading jet. Throughout this article PT denotes the observables P
jet
T , 〈PT〉2 or 〈PT〉3
for the inclusive jet, dijet or trijet measurements, respectively. Jet cross sections are denoted
as ‘absolute’, to make clear they are not normalised to NC DIS data. Here, ‘differential’ cross
sections are bin-integrated cross sections obtained in adjacent phase space regions (‘bins’). All
absolute jet cross section values are obtained in units of pb for given kinematic ranges.
2.4 Phase space of cross section measurements at low Q2
The NC DIS and the jet phase space described for the event selection and data correction of
the low-Q2 analysis refers to an ‘extended phase space’ compared to the ‘measurement phase
space’ of the given cross sections. Extending the event selection to a larger phase space helps
to describe migrations at the phase space boundaries, and thus stabilises the measurement and
the determination of the uncertainties. The relevant quantities are summarised in table 1.
The final cross sections for jet production are measured in the NC DIS phase space given by
5.5 < Q2 < 80GeV2 and 0.2 < y < 0.6. To ensure that the jets are well contained in the LAr
8
Low-Q2 extended Low-Q2 measurement High-Q2 measurement
phase space phase space phase space extension
Application Used for event Phase space of Phase space of
selection and unfolding jet cross sections jet cross sections
NC DIS phase space 3 < Q2 < 120GeV2 5.5 < Q2 < 80GeV2 150 < Q2 < 15 000GeV2
0.08 < y < 0.7 0.2 < y < 0.6 0.2 < y < 0.7
Phase space common −1.5 < ηjetlab < 2.75 −1.0 < η
jet
lab < 2.5 −1.0 < η
jet
lab < 2.5
for all jets PjetT > 3GeV P
jet
T > 4GeV
Inclusive jet PjetT > 3GeV 4.5 < P
jet
T < 50GeV 5 < P
jet
T < 7GeV
(7 < PjetT < 50GeV published in [26])
Dijet Njet ≥ 2 Njet ≥ 2
〈PT〉2 > 3GeV 5 < 〈PT〉2 < 50GeV
Trijet Njet ≥ 3 Njet ≥ 3
〈PT〉3 > 3GeV 5.5 < 〈PT〉3 < 40GeV
Table 1: Summary of the measurement phase space of the jet cross sections and the extended analysis
phase space of the low-Q2 analysis, and the cross section phase space of the additional high-Q2 data.
calorimeter, they are required to have −1.0 < ηjetlab < 2.5 and PjetT > 4.0GeV.
Cross sections for inclusive jet production are defined by counting all jets in a given event within
the ηjetlab-range and 4.5 < P
jet
T < 50GeV. Cross sections for P
jet
T > 50GeV cannot be determined
reliably due to small event counts.
Dijet events are defined by requiring at least two jets passing the above criteria and are measured
as a function of 〈PT〉2 in the range 5.0 < 〈PT〉2 < 50GeV. Trijet events are defined by requiring
at least three jets and are measured as a function of 〈PT〉3 in the range 5.5 < 〈PT〉3 < 40GeV.
The lower bounds on 〈PT〉2,3 are set to the peak-region of the 〈PT〉2,3 distributions in the ex-
tended phase space in order to reduce the dependence on the requirement of PjetT > 4GeV. This
asymmetry between the bound on PjetT and the bound on 〈PT〉2,3 furthermore removes infrared
sensitive parts of the phase space and thus secures stability of the pQCD calculations [11,64,65].
In order to reduce limitations of the theory at lower scales, e.g. from effects of the heavy-quark
masses or higher twist effects, the phase space may be restricted for phenomenological analyses.
For this purpose, the dijet and trijet bin boundaries are chosen such that only few percent of the
events above 〈PT〉2 = 7GeV or 〈PT〉3 = 8GeV contain jets with PjetT < 5GeV which contribute
to the measured observable.
2.5 Phase space extension at high Q2
Cross sections for jet production in NC DIS at high values of Q2 have already been published
earlier [26] for a data taking period similar to the low Q2 sample described above. For the high
Q2 sample, the scattered electron is identified in the LAr calorimeter. The NC DIS kinematic
region was defined as 150 < Q2 < 15 000GeV2 and 0.2 < y < 0.7, and jets were measured in the
range of 7 < PjetT < 50GeV. These measurements were performed using a regularised unfolding
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procedure with data taken in an extended phase space. Migrations outside the measurement
phase space were controlled by measuring additional columns in the migration matrix. The
migration matrix of the inclusive jet measurement contained side-bins 3 < PjetT < 5GeV and
5 < PjetT < 7GeV of the extended phase space. With the improved understanding of the low-
P
jet
T region as already used in earlier works [66, 67], the measurement phase space could be
slightly extended, and cross section measurements for 5 < PjetT < 7GeV as a function of Q
2 are
provided.
3 Monte Carlo simulations
The experimental data are corrected for effects of limited detector acceptance and resolution
in order to extract the cross sections at hadron level. The hadron level of the Monte Carlo
(MC) generator refers to all stable particles in an event with a proper lifetime cτ > 10mm.
The coefficients for this unfolding process are obtained from simulated NC DIS events. The
generated NC DIS events are passed through a detailed simulation of the H1 detector and are
subjected to the same reconstruction and analysis chain as the data.
Two Monte Carlo generators are used to model NC DIS events for Q2 > 2GeV2, both imple-
menting Born-level matrix elements for the NC DIS, boson-gluon fusion and QCD Compton
processes: Djangoh [68], which uses the Colour Dipole Model as implemented in Ariadne [69]
for higher order emissions, and Rapgap [70], which simulates parton showers in the leading-
logarithmic approximation. The hadronisation process is modelled in both programs with the
Lund string fragmentation model [71, 72] using the ALEPH tune [73]. The QED effects on the
leptonic tensor are simulated in both event generators using the Heracles program [74]. With
both Monte Carlo generators the CTEQ6L LO PDF set [75] is used.
The effects of QED radiation, QED vertex corrections and self-energies of the lepton lines, but
not the running of αem(Q2), are corrected for using bin-wise correction factors cradi calculated
from generated events with these QED effects switched on or off in Heracles. In the generated
events including QED radiation, which are also used for the unfolding, the kinematics is cal-
culated by merging the photon which is radiated off the final state electron with this electron.
The size of the resulting correction factors is 1.01 for NC DIS and ranges from 1.00 to 1.09 for
inclusive jet, 0.96 to 1.12 for dijet and 1.01 to 1.08 for trijet cross sections.
To improve the reliability of the unfolding, the MC events are weighted to give a reasonable
description of the data on detector level. Weights are determined from observables on detector
level for each MC model and applied to the respective hadron level quantities. The weights are
calculated from a linear interpolation of values obtained from two-dimensional histograms in
order to have continuous functions. The procedure is repeated for various jet and NC DIS ob-
servables, and weights are applied to all generated MC events used in the unfolding procedure.
The purity defined as the fraction of events reconstructed in a bin that originate from that bin
on hadron level, is found to be around 70% for the inclusive NC DIS measurement, while
the acceptance, defined as the fraction of events reconstructed in a bin to the number of events
generated in that bin, is around 80%. The lowest and highestQ2-ranges have somewhat reduced
acceptances of about 60% and 70%, respectively, due to the SpaCal geometry. The purity of
the double-differential jet measurements is typically around 40 to 45%. Lower values of 35%
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are observed at the lowest PT bin.
The distributions of the NCDIS kinematic of the weighted and non-weightedMC generators are
compared to data in figure 2. The generators Rapgap and Djangoh provide a good description
of the NC DIS quantities, but both generators have difficulties describing accurately all jet
observables prior to reweighting, in particular at lower values of Q2 or at higher values of PjetT ,
as well as for events with several jets. This is illustrated for instance in figure 3, which shows
the jet multiplicity, defined inclusively, and the distribution of the jet transverse momenta. The
non-weighted Rapgap event generator has in particular problems to describe the jet multiplicity
and also predicts too few jets, whereas the overall shape of the PjetT -distribution is reasonably
well modelled. In contrast, the non-weighted Djangoh prediction has too few jets at low values
of PjetT , and overshoots the data at high values of P
jet
T significantly. The distributions of 〈PT〉2
and 〈PT〉3 for a dijet and trijet event selection, corresponding to the measurement phase space
on detector level, are displayed in figure 4. Djangoh fails to describe these whereas Rapgap is
off in normalisation, but gives a reasonable description of the shape.
Simulations from Pythia [76] are used to estimate background contributions from the photopro-
duction regime with Q2 < 2GeV2, where a hadron is misidentified as the scattered electron.
The normalisation of these events is determined from an event sample where the contribution
from photoproduction is enriched. This normalisation factor of 1.3 is validated with two alter-
native methods, one which reconstructs and makes use of the charge of the scattered electron
candidate, and one which uses data from the Photon and Electron Tagger of the luminosity
system [45, 77]. The methods agree within 50%. This value is taken as the normalisation
uncertainty on this background.
4 Unfolding
The measured jet data are corrected for effects of detector acceptance, efficiency and resolution
using a regularised unfolding as implemented in the TUnfold package [78]. A detector response
matrix A, with elements ai j expressing the probability for an observable originating in the gen-
erated MC sample from an interval i to be measured in an interval j, is determined using the
average of the reweighted Djangoh and Rapgap MC simulations. It accounts for migration ef-
fects and efficiencies. Migrations from the ‘extended analysis phase space’ to the ‘measurement
phase space’, are included via additional rows and columns in the detector response matrix. The
unfolded hadron level distribution x in the folding equation y = Ax, where y is the detector level
distribution after subtracting background from photoproduction (Q2 < 2GeV2) and A is the de-
tector response matrix, is given by minimising the χ2 expression
χ2 := (y − Ax)TV−1y (y − Ax) + τ2(x − x0)T(LTL)(x − x0) , (3)
where Vy is the covariance matrix on detector level, and the second term is a regularisation term
to suppress fluctuations of the result. The matrix L contains the regularisation condition and
is set to unity, and the bias vector x0 represents the hadron level distribution of the MC model.
The regularisation parameter τ is a free parameter and is set to a small value, τ = 10−6, where
no significant dependence of the results on τ are observed. The hadron level distribution x is
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calculated as the stationary point of equation 3 and thus given by
x = (ATV−1y A + τ
2LT L)−1 ATV−1y y . (4)
The detector response matrix A is derived from another matrix M [78], called migration matrix
throughout this article. Here the matrix M is constructed from the observables of the inclusive
NC DIS, the inclusive jet, the dijet and the trijet measurements simultaneously. The matrix Vy
is constructed from data and takes into account statistical correlations between the NC DIS,
inclusive jet, dijet and trijet measurements. For example, a trijet event may create entries for
each jet in inclusive jet bins and in addition entries in three bins corresponding to the NC DIS,
dijet and trijet measurements, respectively. Such events populate the corresponding off-diagonal
elements of the matrix Vy.
The sub-matrix describing the inclusive NC DIS migrations is constructed from the observ-
ables Q2 and y. The sub-matrix of the dijet measurement is constructed from migrations in
〈PT〉2, Q2, y. Migrations of dijet events found in the analysis phase space extended in ηjetlab, Pjet2T ,
〈PT〉2, Q2 and y are considered as additional side-bins. The sub-matrix of the trijet measurement
considers migrations in 〈PT〉3, Q2 and y. Trijet events found in the extended phase space, i.e.
by successively enlarging the measurement phase space in the variables ηjetlab, P
jet2
T and P
jet3
T are
considered as additional side-bins. The sub-matrices for the inclusive NC DIS, dijet and trijet
measurements are constructed from single entries for each MC event. For the inclusive jet mea-
surement a jet matching between the detector and hadron level is performed in the laboratory
frame, applying a closest pair algorithm with a distance variable R2 = (∆ηjetlab)
2 + (∆φjetlab)
2, and
the maximum distance is set to R = 0.9.
The bins of the migration matrix are arranged similarly to those in reference [26]. The main
differences are described in the following. In contrast to the analysis in reference [26], the phase
space of the dijets and trijets is not constrained by a cut on the dijet mass. Therefore there is one
variable less for which migrations have to be considered and this enables a finer binning in the
remaining variables. The migrations into the phase space from y > 0.6 are considered as one
column in the matrix and are constrained by data measured in the range 0.6 < y < 0.7. Large
negative correlations between neighbouring bins of the unfolded cross sections are minimised
by using two bins on hadron level in PjetT , 〈PT〉2 or 〈PT〉3, which later are combined to obtain
the final cross section bin. In case of inclusive jets, two bins are also combined in ηjetlab. The
QED correction factors (see section 3) are determined as bin-wise correction factors after the
unfolding.
The entries representing the NC DIS measurement in the matrices A and Vy, as well as the
measurement vector y, do not include events from the year 2005. In order to account for this
excluded event sample, the events of the years 2006 and 2007 obtain an additional weight
factor for the NC DIS entries, whereas the entries of the jet measurements remain unaffected
(see section 2.2).
The resulting migration matrix has a size of 3381 times 12 300 elements, and the matrix Vy
consists of 12 300 times 12 300 elements. For the final cross sections, 320 unfolded values are
used. For the final inclusive jet cross sections, 168 unfolded values are used to calculate the 48
data points. For the dijet and trijet cross sections, 88 and 56 unfolded values are used to obtain
the 48 and 32 data points, respectively.
12
5 Definition of the cross sections
The jet cross sections presented are hadron level cross sections corrected for radiative QED
effects. The cross section in bin i is defined as
σi = c
rad
i
nunfolded
i
L , (5)
where nunfolded
i
is the sum of the unfolded number of events in bin i calculated as the sum of
unfolded values xk as defined in section 4, and cradi denotes the correction for QED radiative
effects. The data correspond to an integrated luminosity of L = 290 pb−1, where about half of
the data was taken with electron beams, otherwise with positrons.
The simultaneous unfolding of the inclusive NC DIS measurement together with the jet mea-
surements, respecting all statistical correlations, allows for the determination of jet cross sec-
tions normalised to the inclusive NC DIS cross section. Normalised jet cross sections are de-
fined as the ratio of the double-differential absolute jet cross section to the NC DIS cross section
in the respective Q2-bin iq:
σnormi =
σi
σNC
iq
(6)
The covariance matrix of the statistical uncertainties is determined taking the statistical corre-
lations between NC DIS and the jet measurements into account. The systematic experimental
uncertainties are correlated between the NC DIS and the jet measurements. Consequently, the
systematic uncertainties cancel to some extent.
6 Experimental uncertainties
Statistical uncertainties, δstat, are determined on detector level and are propagated through the
unfolding equations. The statistical covariance matrix Vy includes all correlations of the inclu-
sive jet data and between the different observables.
The following systematic uncertainties are estimated by determining alternative migration ma-
trices, i.e. by varying the detector response in the simulations by one standard deviation (re-
ported as ‘up’ and ‘down’ variations where appropriate) of each uncertainty described below:
• The energy of the scattered lepton is measured with a precision of 0.5% in the SpaCal [79],
which defines the electron energy uncertainty, δEe′ .
• The azimuthal angle of the scattered lepton is measured with a precision of 0.5mrad [79],
which defines the electron angle uncertainty, δθe′ .
• The calibration procedure for HFS objects [26,36] results in two independent uncertainty
contributions: the ‘jet energy scale uncertainty’ (JES), δJES, for HFS objects contained in
a laboratory jet with high transverse momentum, and the ‘remaining cluster energy scale’
(RCES) for the remaining clusters, δRCES. Both uncertainties are determined by varying
the energy of the HFS object by 1% [26]. The JES uncertainty is a dominant uncertainty
at high values of PT, and the RCES uncertainty is sizable at low values of PT.
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• The model uncertainty, δModel, accounts for uncertainties in the MC simulation stemming
from differences in the modelling of the hadronic final states in Djangoh and Rapgap.
It is obtained as the difference between the nominal result and the result obtained using
the migration matrix from the reweighted Djangoh or the reweighted Rapgap predictions
alone.
• The reweighting uncertainty, δModelRW, accounts for changes of the result due to the
weighting of the simulations to data. Three different sets of weighting constants are
determined: Two sets with only few weights, where one is focused on more exclusive
jet quantities, like e.g. PjetT or η
jet
lab of the leading, sub-leading or third jet in an event, and
the other focused on more inclusive jet quantities like the invariant mass M12 of the two
leading jets or 〈PT〉2 and 〈PT〉3. The nominal set of weights contains a mixture of both
and there are altogether sixteen 2D reweighting functions. The reweighting uncertainty is
then defined as the difference of the nominal set to one of the alternative sets. Using the
other alternative set leads to very similar uncertainties.
The uncertainty on the cross sections is obtained by propagating the difference to the nominal
response matrix A to the hadron level in equation 4. This calculation is performed with sim-
ulated events in order to avoid fluctuations caused by the limited data statistics. The quoted
relative uncertainties are obtained by dividing the estimated absolute uncertainties by the data
cross sections.
The following additional systematic uncertainties are further assigned to the jet cross section
without having to alter the response matrix:
• The uncertainty of the luminosity measurement and the overall normalisation is known
with a precision of 2.5% [53] (denoted as δNorm), which includes a 1.5% normalisation
uncertainty on each data taking period [53, 80]. The latter contribution does not fully
cancel for normalised jet cross sections, and thus the normalised jet cross sections obtain
a luminosity uncertainty of 0.8%.
• A correlated uncertainty due to the algorithm to suppress electronic noise in the LAr is
found to change by 0.5% the inclusive jet, by 0.6% the dijet and by 0.9% the trijet cross
sections [26] (denoted as δLArNoise).
• An uncorrelated uncertainty of 1% is assigned to each data point to account for various
smaller sources of uncertainties, such as the momentum resolution of the electron, un-
certainties introduced due to combining of cluster and track information, inefficiencies of
SpaCal clusters or e.g. uncertainties on the track or vertex reconstruction.
• The uncertainty on the QED radiative corrections, δrad, based on Heracles, is estimated as
half of the difference between the correction factors obtained with Djangoh or Rapgap.
The statistical uncertainty on that correction factor reaches up to 5% for high PT data
points and is added quadratically to obtain the quoted uncorrelated uncertainties.
The analysis also takes into account:
• The normalisation uncertainty on the background events, as well as their statistical uncer-
tainty, are added to the covariance matrix prior to the unfolding. The resulting statistical
and normalisation uncertainty of the background is found to be smaller than 0.1% and is
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not included in the results.
• The estimated statistical uncertainty of the MC simulations (δMCstat) on the elements ai j
of the detector response matrix are propagated to the cross sections [78] and are typically
around one third of the data statistical uncertainty. The effect of statistical correlations
of an element ai j with another element akl, similar to the effect giving rise to the off-
diagonal elements in the matrix Vy, is neglected in this analysis. Given that the MC
statistical uncertainty, when neglecting these effects, is only one third of the data statistical
uncertainty, the effect is expected to be small.
The calculation of the statistical uncertainty of the normalised jet cross sections takes the statis-
tical correlations between the jet observable and the NC DIS measurement into account. Sys-
tematic uncertainties of normalised jet cross sections are calculated separately for each source,
where numerator and denominator are varied simultaneously.
The quadratic sum of all experimental uncertainties is denoted as systematic uncertainty δsys,
where uncertainties of the same sign are summed up in order to calculate the ‘plus’ and ‘minus’
variations.
The jet cross sections measured at higher values ofQ2 are statistically independent of the low-Q2
data points, discussed above. For a common analysis of the low- and high-Q2 jet measurements,
the uncertainties on the reconstruction of the scattered lepton are uncorrelated between the
two kinematic regimes, since different detectors were used for the lepton reconstruction. The
uncertainties on the reconstruction of jets are taken to be correlated.
For the calculation of the covariance matrix of the experimental uncertainties, the normalisation,
the LAr noise, and uncertainties on the electron reconstruction are taken as correlated between
the data points. Uncertainties on the cross sections due to the MC models as well as the jet
energy scale uncertainties are divided into two equally sized components3, where one part is
treated as correlated and the other as uncorrelated. The statistical uncertainty of the MCmodels,
the uncorrelated uncertainty of 1% and the uncertainty on the radiative corrections are treated
as uncorrelated for the calculation of the covariance matrix.
7 QCD calculations
The absolute and normalised jet cross sections are compared to theoretical predictions in next-
to-leading order (NLO), approximate next-to-next-to-leading order (aNNLO) and full NNLO
in pQCD. The pQCD calculations are corrected for hadronisation effects by applying multi-
plicative bin-wise hadronisation correction factors. Normalised jet cross section predictions are
calculated by dividing predictions for jet cross sections in the numerator by inclusive NC DIS
cross sections in the denominator. QED radiation is not included in the theoretical predictions,
but the running of the electromagnetic coupling [81, 82] with Q2 is taken into account.
The different theoretical calculations are summarised in table 2 and are explained in the follow-
ing:
3Whenever an uncertainty is split up into a correlated and uncorrelated part, the quadratic sum of those two
yield the initial value of the uncertainty.
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Predictions NLO aNNLO NNLO
Program for jet cross sections nlojet++ JetViP NNLOJET
pQCD order NLO approximate NNLO NNLO
Calculation detail Dipole subtraction Phase space slicing Antenna subtraction
NNLO contributions
from unified threshold
resummation formalism
Program for NC DIS QCDNUM APFEL APFEL
Heavy quark scheme ZM-VFNS FONLL-C FONLL-C
Order NLO NNLO NNLO
PDF set NNPDF3.0_NLO NNPDF3.0_NNLO NNPDF3.0_NNLO
αs(MZ) 0.118 0.118 0.118
Hadronisation corrections Djangoh and Rapgap
Available for
(Normalised) Inclusive jet X X X
(Normalised) Dijet X X X
(Normalised) Trijet X
Table 2: Summary of the theory predictions for the normalised jet cross sections.
• Predictions for jet cross sections in NLO are obtained using the program nlojet++ [37,
38, 83]. The matrix elements are calculated in the MS scheme for five massless quark
flavours. The calculations are interfaced to FastNLO [84, 85] and a value of the strong
coupling constant of αs(MZ) = 0.118 and the PDF set NNPDF3.04 [87] is used. The PDF
set NNPDF3.0 was chosen, because for its determination, besides inclusive DIS data, jet
production data from the LHC [88–90] and the Tevatron [91–93] were used.
• Predictions for inclusive jet and dijet cross sections in approximate next-to-next-to-leading
order, applying the unified threshold resummation formalism [39], are obtained [40] us-
ing the program JetViP [65, 94–97]. The approximation is expected to agree with exact
calculations at very large jet transverse momenta, possibly beyond the reach of this anal-
ysis.
• Predictions in full next-to-next-to-leading order pQCD (NNLO) are obtained [41] us-
ing the program NNLOJET [11, 12, 98] for inclusive jet and dijet production, where the
infrared and collinear singularities are cancelled using the antenna subtraction formal-
ism [99–102]. These predictions are available for this analysis only at a fixed choice
of PDF (NNPDF3.0 NNLO) and at fixed αs(MZ). The scale is given by µ2r = µ
2
f
=
(Q2 + P2
T
)/2, only allowing for variations of the scale up and down by a factor of two.
• In order to account for small numerical differences of different fixed order predictions for
jet cross sections, originating from effects such as limited statistical precision or small
numerical differences of input constants [64], the aNNLO and NNLO cross sections pre-
sented here are calculated as multiplicative corrections to the NLO predictions obtained
4The LHAPDF [86] PDF set ‘NNPDF30_nlo_as_0118’ is used for NLO calculations and the set
‘NNPDF30_nnlo_as_0118’ for aNNLO and NNLO calculations.
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from nlojet++. This procedure is only of relevance for the JetVip predictions at high
values of PjetT .
• For inclusive NC DIS cross sections in NLO the program QCDNUM [103] with the
zero-mass variable-flavour-number scheme (ZM-VFNS) [104] is used, with the PDF set
NNPDF3.0 and αs(MZ) = 0.118.
• For inclusive NC DIS cross sections in NNLO the program APFEL [105, 106] with the
FONLL-C heavy quark scheme [107] is used. These inclusive NC DIS cross sections
are calculated as in the NNPDF3.0 PDF extraction [106]. The predictions employing
the FONLL-C scheme are about 2.5% higher at Q2 ≈ 6GeV2 and 1% higher at Q2 ≈
70GeV2 than predictions employing the ZM-VFNS in NNLO [108–111].
The dependence of the jet cross section predictions on the choice of the PDF set is shown in
figure 5. Predictions obtained with the NNPDF3.0 are compared to predictions using the PDF
sets MMHT [112], CT14 [113], HERAPDF2.0 [114] and ABMP16 [115]. All PDF sets shown
are obtained in NNLO precision5 with a value for the strong coupling constant of αs(MZ) =
0.118. For comparison, also the NNPDF3.0 PDF set extracted at NLO is displayed in figure 5.
Most predictions are consistent within 2%, but the ABMP16 prediction differs by up to 10% at
high PjetT .
For the calculation of the jet cross sections, the squares of the factorisation and the renormali-
sation scales, µ2
f
and µ2r , are taken to be
1
2 (Q
2 + P2T). This choice ensures that the squared scales
are always greater than 12GeV2, where the PDFs are well in the perturbative regime [114,116].
Predictions in NLO using other choices for µ2r and µ
2
f
are displayed in figure 6. The predictions
with scales which involve PT are covered within the scale uncertainty (see below). A scale
choice of µ2 = Q2 results in very high cross sections at high values of PT as compared to other
scale choices, because Q2 may be small compared to P2T. Such a choice for the two scales is
disfavoured by the data (see section 8).
The uncertainty on the pQCD predictions is estimated by varying the renormalisation and fac-
torisation scales by factors of 0.5 and 2, using the 6-point scale variation prescription [117,118]
where opposite variations of the two scales are excluded. The highest and the lowest cross
sections out of the resulting six variations are displayed as scale uncertainty. For the calcula-
tions of the normalised jet cross sections scale uncertainties on the NC DIS cross sections are
neglected, because they are expected to be small compared to the scale uncertainties of the jet
cross section predictions. The uncertainty originating from the PDFs is small compared to the
size of the scale uncertainty.
Corrections to the fixed order pQCD predictions for hadronisation effects are calculated for each
data point using the Monte Carlo event generators Djangoh and Rapgap with QED radiative ef-
fects switched off. These corrections are defined as the ratio of the cross section at hadron level
to the cross section at the parton level, i.e. after parton showers and with coloured partons as
input to the jet algorithm. The correction factors are determined as the average values obtained
from Djangoh and Rapgap simulations. The hadronisation uncertainty is taken as half of the
difference between Djangoh and Rapgap. For inclusive and dijet cross sections the hadronisa-
5Since the NNLO predictions for the jet cross sections could not be obtained with varying NNLO PDFs, the
PDFs are convoluted with NLO matrix elements for this study.
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tion corrections are typically around 0.86 to 0.97 and agree to better than 5% between the two
MC programs. For trijet cross sections the hadronisation correction factors are in the range 0.73
to 0.86 with up to 8% differences between the two MC models.
8 Cross section measurements
In the following, the differential cross sections, corresponding to the measurement phase space
given in Table 1, are presented for absolute and normalised inclusive jet, dijet and trijet pro-
duction at hadron level and are compared to the predictions. The measurements are shown
in tables 6 to 13 and figures 7 to 20. The agreement of the various predictions with the data
is judged by calculating values of χ2/ndof [26]. Here ndof is the number of data points in the
calculation. The covariance matrix is calculated from the experimental and the hadronisation
uncertainty, while half of the hadronisation uncertainty is taken as uncorrelated and the other
half is taken to be correlated. PDF uncertainties are not included, because they were not avail-
able for the aNNLO and NNLO jet cross section predictions. The values of χ2/ndof for the
absolute and the normalised jet cross sections are listed in table 3.
ndof Value of χ2/ndof
NLO aNNLO NNLO NLO aNNLO NNLO
Absolute jet cross sections Normalised jet cross sections
Inclusive jet at low-Q2 48 1.7 2.1 0.8 1.9 1.6 1.3
Inclusive jet at low- and high-Q2 78 1.7 2.0 1.3 1.9 2.2 2.2
Dijet at low-Q2 48 1.4 1.9 0.6 1.6 1.7 1.0
Trijet at low-Q2 32 0.6 0.6
Table 3: Summary of values of χ2/ndof for absolute and normalised jet cross sections for the NLO,
aNNLO and NNLO predictions, whenever those are available.
Overall, all calculations provide a reasonable value of χ2/ndof, taking into account the fact that
uncertainties on the theory predictions, such as scale variations or the PDF uncertainties, are not
included. Having neglected these uncertainties may explain the larger value of χ2/ndof observed
for the experimentally more precise normalised jet cross sections as compared to the absolute
ones. In the following, the individual measurements are discussed in greater detail.
8.1 Statistical correlations of cross sections
Statistical correlations of the data points are displayed in figure 7. Large positive correlations
are present in particular in the highest PT bins between the inclusive jet, dijet and trijet cross
sections. Negative correlations of typical size −0.2 are present between adjacent bins in Q2.
The correlations between adjacent PT-bins are small, because the final data points are formed
by combining unfolded smaller bins, which have sizable negative correlations. Positive corre-
lations due to the counting of multiple jets in events are found to be small as compared to the
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predominant negative correlations arising in the unfolding procedure caused by the finite de-
tector resolution. The individual entries of the correlation matrix are provided elsewhere [119].
The correlations of the normalised jet cross section measurements are very similar to those
displayed in figure 7.
8.2 Inclusive jet cross section
The measured double-differential inclusive jet cross sections as function of PjetT and Q
2 for low
and high values of Q2 are compared to different theoretical predictions in figure 8. Ratios of the
data and of the predictions in aNNLO and full NNLO to the NLO predictions are provided in
figure 9.
8.2.1 Inclusive jet cross sections at low-Q2 (Q2 < 80 GeV2)
The data points at lower values of PjetT have a significantly lower statistical than systematic un-
certainty. At higher values of PjetT these two uncertainties are of about equal size. The dominant
experimental uncertainties are δJES, δRCES, δModel and δModelRW.
In general, the data are well described by the predictions within experimental and theoretical
uncertainties. The central values of the NLO and the aNNLO predictions are lower than the
data in most bins, while the NNLO predictions have a tendency to lie above the data. At lower
values of Q2, NLO predicts harder PjetT -spectra than observed. The NNLO predictions give a
good description of the PjetT -distributions explaining the excellent value of χ
2/ndof (table 3). The
aNNLO predictions provide a reasonable description of the shape of the PjetT -distributions.
Some of the differences between data and predictions may be attributed to the PDFs which
are evaluated in the range x > 0.08 (x > 0.04) to obtain the predictions for PjetT > 35GeV
(PjetT > 25GeV). In this high-x domain the gluon PDF is not well known and sizable differences
between PDF sets are present as shown in figure 5.
The NNLO corrections to the cross section predictions, which are defined as ratios of NNLO to
NLO predictions and are displayed in figure 9, are particularly large at low values of PjetT or at
low values of Q2, equivalent to low values of the renormalisation and factorisation scales µr and
µ f . The NNLO predictions themselves have significantly smaller scale uncertainties than the
NLO predictions, in particular at high values of the renormalisation scale. At lower values of
P
jet
T , where the data are most precise, the uncertainties from scale variations of all predictions,
however, are significantly larger than the experimental uncertainties. At higher values of PjetT the
relative theoretical uncertainties are becoming smaller, but the data uncertainties, both statistical
and systematic, increase and overshoot the uncertainties from scale variations.
8.2.2 Measurement of inclusive jets at high-Q2 (Q2 > 150 GeV2)
In this section, the extension of the measurement of inclusive jet production at high-Q2 [26] to
lower transverse momenta is described.
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The phase space of additional inclusive jet cross sections at high values of Q2 is extended to
the region PjetT < 7GeV by adding an extra bin at low P
jet
T as outlined in section 2.5. These
additional cross section points as a function of Q2 for inclusive jet production in the range
5 < PjetT < 7GeV are shown in figures 8 and 9. The statistical correlations of these data points
to other data points [26] are listed elsewhere [119].
The new low-PjetT inclusive jet cross sections at high-Q
2 are underestimated by the NLO and
aNNLO predictions, while the NNLO predictions give a good description of these new data
points. For each of the Q2-bins there is a sizable negative correlations of around -0.55 between
the new measurement at 5 < PjetT < 7GeV and the previously published measurement at 7 <
P
jet
T < 11GeV. In the high-Q
2 domain the NNLO predictions have significantly smaller scale
uncertainties than the NLO calculations, and the NNLO scale uncertainties typically are smaller
than the experimental uncertainties. Figure 9 and the values of χ2/ndof in table 3 indicate that
the aNNLO and NNLO predictions have difficulties describing the previously published high-
Q2 inclusive jet data [26] accurately [11]. As shown in figure 5, the jet cross sections at high PjetT
depend significantly on the PDF set, which is a possible explanation of part of the discrepancies
observed. The H1 jet data thus can be used to improve future PDF determinations.
8.3 Normalised inclusive jet cross section
In order to obtain the normalised jet cross sections, cross sections for inclusive NC DIS are mea-
sured for 0.2 < y < 0.6 in the Q2 bins in the range 5.5 < Q2 < 80GeV2. The single-differential
inclusive NC DIS cross sections are displayed in figure 10 and are compared to predictions in
NLO and NNLO, which are used for the predictions of the normalised jet cross sections. The
statistical uncertainties on these data are almost negligible compared to the dominant luminosity
uncertainty of 2.5% and the other experimental uncertainties of 1 to 2%. The inclusive NC DIS
cross sections are well described by the NLO predictions within the experimental uncertainties.
The NNLO predictions for the inclusive NC DIS cross section undershoot the data by about 6
to 8%.
The normalised inclusive jet cross sections, derived using the inclusive NC DIS and the absolute
inclusive jet cross sections, are displayed together with theoretical predictions in figure 11. The
normalised jet cross sections increase as a function of Q2 for a given interval in PjetT . This effect
is most pronounced at high values of PjetT . The ratio of normalised inclusive jet cross sections
to NLO prediction and the predictions in aNNLO and full NNLO to the NLO predictions is
shown in figure 12. The dominating systematic uncertainties do not cancel in the normalisation,
and the systematic uncertainty is significantly reduced only in bins where the overall systematic
error is small, typically at low PjetT . The normalised jet cross sections hence do not lead to
stronger conclusions when confronted with theoretical predictions, as compared to the absolute
cross sections.
8.4 Dijet cross sections
The double-differential dijet cross sections as function of 〈PT〉2 andQ2 are displayed in figure 13
and compared to theoretical predictions in NLO, aNNLO and NNLO. A comparison of the ratio
of data to NLO predictions is provided in figure 14 together with the predictions in NNLO.
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Within the scale uncertainties, the data are described well by the NLO predictions. The aNNLO
and NNLO predictions provide a better description of the shapes. The uncertainty from scale
variations of the NLO predictions is larger than the experimental uncertainty for 〈PT〉2 <
35GeV, while the scale uncertainty of the NNLO calculations is reduced compared to the NLO
predictions and is larger than the experimental uncertainties only for 〈PT〉2 < 25GeV.
The normalised dijet cross sections are displayed together with theoretical predictions in fig-
ure 15, and the ratio to NLO predictions is shown in figure 16. The relative experimental
uncertainties of the normalised jet cross sections are of similar size as the ones of the absolute
jet cross sections. When comparing normalised dijet cross sections to theory predictions, the
features observed with the absolute dijet cross sections are confirmed.
8.5 Trijet cross sections
The double-differential trijet cross sections as function of 〈PT〉3 andQ2 are displayed in figure 17
and compared to NLO predictions. A comparison of the ratio of data to NLO predictions is
provided in figure 18.
The experimental uncertainty is smaller than the uncertainty on the NLO predictions from scale
variations for most of the data points. The NLO calculations give an overall good agreement
with the data over the full phase space, and the overall good description is confirmed by the
value of χ2/ndof = 0.8. However, a trend to undershoot the data at lower values of 〈PT〉3 is
observed, which is more pronounced at lower values of Q2, while the NLO predictions tend to
overshoot the data at higher values of 〈PT〉3.
The normalised trijet cross sections are displayed together with theoretical predictions in fig-
ure 19, and the ratio to NLO predictions is shown in figure 20. A similar level of agreement of
predictions and data is observed as for the absolute trijet cross sections.
As for the case of normalised inclusive jet and dijet cross sections, the normalised trijet cross
sections increase as a function of Q2 for a given interval in 〈PT〉3. This effect is sizable even at
the lowest values of 〈PT〉3.
9 Strong coupling determination
The presence of a strong vertex in leading order for jet production in the Breit frame allows a
precision extraction of the strong coupling constant. Since the full NNLO calculations are not
yet available for an extraction of the strong coupling, the sensitivity of the data to αs(MZ) is
studied in fits of NLO predictions to the data. The sensitivity is quantified in terms of the ex-
perimental uncertainty on the fit result. Beyond experimental uncertainties, uncertainties in the
theory predictions from PDFs, the strong coupling used in the PDF extraction, the uncertainty
on the hadronisation correction and uncertainties from the scale choice and missing higher or-
ders also have to be considered.
The strong coupling constant is extracted in a χ2 minimisation procedure of NLO predictions
with respect to data, where the NLO predictions are obtained as described in section 7. The
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covariance matrix in the χ2 minimisation is calculated using the experimental uncertainties, the
PDF uncertainties, as determined from NNPDF3.0 replicas, and the uncertainty on the hadroni-
sation corrections.
To improve the sensitivity to the strong coupling, data points from the high-Q2 domain are
also considered in the fit [26]. The uncertainties of these data are treated as described in [26].
The correlated components of the JES, RCES and model uncertainty as well as the luminosity
uncertainty are considered to be correlated between the low- and high-Q2 data set in the χ2-
calculation.
The experimental uncertainties on αs(MZ) from the fit of NLO predictions to different sets
of data points are displayed in table 4. The fits are repeated using only the data points with
Q2 ≥ 11GeV2 and PT ≥ 7GeV, since the pQCD predictions do not include quark masses in the
matrix elements. This may become important at low PjetT , close to the beauty quark production
threshold. The values of χ2/ndof range from 0.7 to 2.0, where ndof is defined as the number
Dataset Low-Q2 jet data Low-Q2 and high-Q2 jet data
Kinematic range All data points Q2 ≥ 11GeV2 and All data points Q2 ≥ 11GeV2 and
PT ≥ 7GeV PT ≥ 7GeV
Inclusive jet ±(0.0013)exp ±(0.0022)exp ±(0.0012)exp ±(0.0018)exp
Dijet ±(0.0014)exp ±(0.0016)exp ±(0.0014)exp ±(0.0015)exp
Trijet ±(0.0015)exp ±(0.0018)exp ±(0.0012)exp ±(0.0013)exp
Norm. inclusive jet ±(0.0008)exp ±(0.0019)exp ±(0.0005)exp ±(0.0007)exp
Norm. dijet ±(0.0009)exp ±(0.0011)exp ±(0.0007)exp ±(0.0007)exp
Norm. trijet ±(0.0012)exp ±(0.0015)exp ±(0.0008)exp ±(0.0009)exp
Incl. jet, dijet and trijet ±(0.0011)exp ±(0.0013)exp ±(0.0009)exp ±(0.0011)exp
Norm. incl. jet, dijet and trijet ±(0.0007)exp ±(0.0009)exp ±(0.0004)exp ±(0.0005)exp
Table 4: Experimental uncertainties on αs(MZ) in a fit of NLO predictions to low-Q2 and high-Q2 jet
data [26].
of data points minus one. The value of χ2/ndof is observed to become sizable whenever data
at lower values of Q2 and PT and thus at low values of the renormalisation scale, have high
experimental precision. In this kinematic region the contributions beyond NLO are sizable, as
can be observed in the ratio NNLO to NLO in figures 9, 12, 14 and 16.
The inclusive jet, dijet and trijet cross sections separately show a similar sensitivity to αs(MZ),
if all data points are considered. The restriction of the data points to Q2 ≥ 11GeV and
PT ≥ 7GeV, significantly degrades the experimental precision of αs(MZ) in particular for the
inclusive jets. The inclusion of the high-Q2 data improves the experimental precision in all
cases. As expected, the highest precision is obtained from a combined fit to all the normalised
jet cross sections at low- and high-Q2, with an ‘experimental’ precision on αs(MZ) of better than
0.5%.
The value of the strong coupling, extracted in NLO from the normalised inclusive jet, dijet and
trijet cross sections at low- and high-Q2, is
αs(MZ) = 0.1172 (4)exp (3)PDF (7)PDF(αs) (11)PDFset (6)had (
+51
−43)scale . (7)
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The following uncertainties on the NLO predictions are considered:
• The PDF uncertainty (denoted as ‘PDF’) is calculated as the square root of the difference
of the quadratic uncertainties of the nominal result and of a fit where the PDF uncertainties
are not included in the covariance matrix.
• The uncertainty on the choice of the PDF set (denoted as ‘PDFset’) is estimated by calcu-
lating half of the maximum difference of fits employing the ABM11 [120], CT14, HER-
APDF2.0, NNPDF3.0 or MMHT PDF sets.
• The uncertainty due to the value of αs(MZ) as input to the PDF extraction (denoted as
‘PDF(αs)’) is estimated by repeating the fit with PDF sets for two available αs(MZ) values
of 0.117 and 0.121, corresponding to a variation by ±0.002 [121,122]. The uncertainty is
calculated as half the difference of the corresponding fit results.
• The hadronisation uncertainty (denoted as ‘had’) is obtained as the square root of the
difference of the quadratic uncertainty of the nominal result and of a fit where the hadro-
nisation uncertainty is not included in the covariance matrix.
• The scale uncertainty is obtained from refits with scale-factors for the renormalisation
and factorisation scale according to the 6-point prescription.
A value of χ2/ndof = 1.36 is obtained in the fit of 198 data points using NNPDF3.0. Fits using
ABM11, CT14, HERAPDF2.0 or MMHT result in an improved description of the data with
values of χ2/ndof of about 1.1, where in each case the respective PDF uncertainties are used in
the χ2 calculation.
The extracted value of αs(MZ) is compatible with the world average value [123] of 0.1181 (11).
The uncertainty on αs(MZ) from scale variations is much larger than the experimental uncer-
tainty. Given the reduction of scale uncertainties observed for the NNLO as compared to the
NLO predictions, future fits of the inclusive jet and dijet data at NNLO may reduce the theoret-
ical uncertainties on the extracted αs(MZ) significantly.
The sensitivity of the normalised jet cross section data, at low and high values of Q2, to the run-
ning of αs(µr) is studied in a fit of NLO predictions to the data. The data points for normalised
inclusive jet, dijet and trijet production are grouped into ten groups with comparable values of
µr, and the value of αs(MZ) is obtained from minimising χ2 separately for each group. The
value of αs(µr) is calculated from αs(MZ) by applying the solution for the evolution equation of
αs(µr) using a representative value of µr for each group. The scale uncertainty is obtained by
repeating the fits using the 6-point scale variation prescription (see section 7).
The results are shown in table 14 and are compared to extractions from other jet data [124–129]
in figure 21. The H1 jet data probe the running of the strong coupling in the range 5 < µr <
90GeV.
10 Summary
Measurements of the inclusive jet, dijet and trijet cross sections in neutral current deep-inelastic
electron-proton scattering in the range 5.5 < Q2 < 80GeV2 as well as these jet cross sections
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normalised to the NC DIS cross sections are reported. At values of 150 < Q2 < 15 000GeV2
new cross section measurements for inclusive jet cross sections for jet transverse momenta of
5 < PjetT < 7GeV are presented, extending the kinematic reach of previously published results.
The jets are reconstructed using the inclusive kT algorithm in the Breit frame and are required
to have a minimum transverse momentum of 4GeV. The precision of the measurements is in
the range of 6% to 20%, with the exception of the highest PjetT bins. Calculations at NLO QCD,
corrected for hadronisation effects, provide a reasonable description of the double differential
cross sections as functions of the jet transverse momentum PT and the boson virtuality Q2.
New theoretical calculations in the threshold resummation formalism with 2-loop contributions
give a good description of the data overall.
New predictions in next-to-next-to-leading order in perturbative QCD improve the descriptions
of the inclusive jet and dijet cross sections compared to NLO predictions, and give an overall
good description of the new data at low Q2. At high PjetT , in particular when extending the
comparisons to previously published H1 data at high Q2, discrepancies to the data emerge.
However, at high PjetT the predictions also depend significantly on the PDF set used. The H1 jet
data thus may be useful to further constrain PDF parametrisations.
The strong coupling αs(MZ) is determined from a fit of NLO predictions to the measured nor-
malised jet cross sections as αs(MZ) = 0.1172 (4)exp (+53−45)th, which is consistent with other ex-
tractions and demonstrates the high experimental precision of the data. The running of αs with
the scale µr is probed by the H1 data in the range 5 < µr < 90GeV and is found to be consistent
with other data and with expectations.
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Bin boundaries and labels
Q2-range [GeV2] [5.5 ; 8] [8 ; 11] [11 ; 16] [16 ; 22] [22 ; 30] [30 ; 42] [42 ; 60] [60 ; 80]
P
jet
T -range [GeV ] Inclusive jet
[4.5 ; 7] 1 7 13 19 25 31 37 43
[7 ; 11] 2 8 14 20 26 32 38 44
[11 ; 17] 3 9 15 21 27 33 39 45
[17 ; 25] 4 10 16 22 28 34 40 46
[25 ; 35] 5 11 17 23 29 35 41 47
[35 ; 50] 6 12 18 24 30 36 42 48
〈PT〉2-range [GeV ] Dijet
[5 ; 7] 1 7 13 19 25 31 37 43
[7 ; 11] 2 8 14 20 26 32 38 44
[11 ; 17] 3 9 15 21 27 33 39 45
[17 ; 25] 4 10 16 22 28 34 40 46
[25 ; 35] 5 11 17 23 29 35 41 47
[35 ; 50] 6 12 18 24 30 36 42 48
〈PT〉3-range [GeV ] Trijet
[5.5 ; 8] 1 5 9 13 17 21 25 29
[8 ; 12] 2 6 10 14 18 22 26 30
[12 ; 20] 3 7 11 15 19 23 27 31
[20 ; 40] 4 8 12 16 20 24 28 32
Table 5: Overview of bin labels and bin boundaries for cross section and correlation tables.
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Inclusive jet cross sections in bins of Q2 and P
jet
T
Bin σ δstat δsys [%] δModel δModelRW δJES [%] δRCES [%] δEe′ [%] δθe′ [%] δMCstat δrad chad δhad crad
label [pb] [%] plus minus [%] [%] up down up down up down up down [%] [%] [%]
1 1.50 · 103 2.0 +5.5 − 4.4 0.7 1.1 +1.0 − 1.1 −2.7 + 4.2 +0.7 − 0.0 +0.6 + 0.1 1.3 0.4 0.86 6.1 1.01
2 4.38 · 102 2.2 +12.3 − 11.7 3.0 2.5 −8.1 + 9.2 +6.4 − 6.9 +0.3 + 0.2 +0.7 − 0.3 1.3 0.8 0.90 4.5 1.02
3 1.06 · 102 2.8 +8.5 − 8.4 4.9 3.4 −4.9 + 5.1 −0.3 − 0.9 +0.1 + 0.2 +0.4 − 0.4 1.3 0.9 0.93 3.0 1.02
4 1.81 · 10 5.7 +9.2 − 9.1 4.2 4.9 −5.1 + 5.3 +0.8 − 0.9 +0.5 − 0.3 −0.2 + 0.3 2.4 0.9 0.95 2.2 1.02
5 2.16 16.4 +13.7 − 14.4 6.5 6.1 −8.4 + 7.6 +0.6 − 3.1 +0.4 + 0.8 +0.8 − 0.3 6.3 1.5 0.95 0.9 1.03
6 3.26 · 10−1 31.1 +22.1 − 23.5 12.0 −0.7 −13.4 + 10.1 +2.5 − 2.8 +1.4 − 0.0 −1.1 + 3.8 14.2 2.8 0.95 0.2 1.05
7 1.08 · 103 2.0 +9.7 − 9.5 6.6 4.6 +0.3 − 0.9 −3.9 + 4.4 +0.5 − 0.6 +0.2 − 0.2 1.2 0.4 0.87 5.4 1.02
8 3.61 · 102 2.1 +11.4 − 10.8 6.0 2.5 −6.9 + 8.2 +3.3 − 4.1 +0.7 − 0.8 +0.3 − 0.1 1.1 0.3 0.90 4.2 1.02
9 8.48 · 10 3.0 +7.4 − 6.8 4.9 1.2 −3.1 + 4.4 −1.1 + 0.2 +0.5 − 1.0 −0.4 − 0.0 1.2 0.7 0.93 2.8 1.02
10 1.27 · 10 6.9 +13.0 − 12.9 9.4 6.1 −5.1 + 5.6 −0.0 − 1.1 −0.4 − 0.1 +0.2 − 0.6 2.2 0.6 0.95 1.9 1.03
11 1.56 21.2 +16.0 − 11.9 −1.9 2.9 −7.5 + 12.2 −0.9 + 1.8 +3.1 − 3.4 −0.3 + 4.6 7.2 1.3 0.95 0.9 1.04
12 2.51 · 10−1 34.8 +25.5 − 25.7 17.8 4.3 −8.4 + 11.0 +1.3 − 5.8 −3.6 + 1.0 +1.4 − 4.4 13.2 2.8 0.96 2.0 1.03
13 1.06 · 103 1.9 +5.1 − 5.0 1.2 2.0 +0.9 − 1.1 −3.1 + 3.3 +0.6 − 0.6 −0.3 + 0.3 1.0 0.2 0.88 4.7 1.02
14 3.58 · 102 1.9 +11.4 − 11.7 4.5 5.9 −6.9 + 7.1 +3.9 − 5.1 +0.3 − 0.6 −0.2 − 0.1 0.9 0.6 0.91 3.8 1.02
15 9.04 · 10 2.7 +7.9 − 7.7 4.9 3.1 −4.0 + 4.5 −0.0 − 0.9 +0.5 − 0.4 −0.1 + 0.1 1.0 0.8 0.93 2.8 1.03
16 1.49 · 10 5.9 +8.3 − 7.7 5.2 2.1 −4.0 + 5.2 +0.2 − 0.6 +0.7 − 0.8 −0.2 − 0.0 1.7 0.8 0.95 2.0 1.04
17 2.38 16.0 +12.4 − 13.0 8.8 5.6 −4.6 + 2.8 +0.5 − 1.5 −0.4 + 0.6 +0.5 − 0.9 5.2 1.3 0.96 1.6 1.05
18 4.48 · 10−1 22.1 +18.6 − 17.7 12.5 6.8 −4.8 + 6.8 +1.3 + 2.0 +2.1 − 1.1 −0.3 + 1.8 7.2 5.2 0.96 0.6 1.00
19 7.41 · 102 2.2 +5.0 − 5.5 2.1 −0.9 +0.5 − 0.7 −3.9 + 3.1 +0.0 − 0.2 +0.8 − 0.6 1.1 0.2 0.89 4.0 1.02
20 2.78 · 102 2.2 +8.9 − 9.1 3.6 2.0 −6.6 + 6.7 +2.8 − 3.8 +0.6 − 0.3 +0.7 − 0.4 0.9 0.5 0.92 3.4 1.02
21 7.13 · 10 3.0 +5.6 − 5.1 1.8 −0.1 −3.7 + 4.4 −0.2 − 0.6 +0.2 − 0.4 +0.5 − 0.5 1.0 0.5 0.94 2.7 1.03
22 1.33 · 10 6.1 +8.1 − 7.7 4.9 3.2 −3.2 + 3.9 −0.2 − 0.2 +0.3 − 0.1 +0.3 + 0.1 1.7 2.3 0.95 1.7 1.03
23 1.77 17.9 +17.8 − 17.7 12.7 7.8 −7.2 + 7.2 −0.5 + 1.5 +1.0 − 0.0 +1.8 − 1.2 4.9 2.5 0.96 1.5 1.05
24 2.55 · 10−1 36.3 +16.6 − 16.3 −2.2 −5.1 −8.5 + 8.9 +1.1 − 0.2 −0.1 − 2.3 +3.8 − 2.6 11.5 3.3 0.94 0.5 1.06
25 5.59 · 102 2.6 +7.0 − 7.0 4.3 2.2 +0.8 − 1.1 −4.0 + 4.0 +0.6 − 0.5 +0.2 + 0.2 1.1 0.3 0.89 3.3 1.02
26 2.30 · 102 2.4 +9.4 − 8.9 2.7 4.0 −5.8 + 6.7 +3.4 − 3.7 +0.1 − 0.4 −0.4 + 0.2 1.0 0.3 0.93 2.9 1.03
27 6.31 · 10 3.3 +8.5 − 8.1 5.0 4.5 −3.3 + 4.2 +0.7 − 1.1 +0.4 − 0.3 −0.1 + 0.2 1.0 0.7 0.94 2.8 1.02
28 1.05 · 10 7.7 +9.2 − 8.1 4.0 4.7 −3.8 + 5.6 +1.7 − 1.1 +0.6 − 0.3 +0.3 + 0.4 2.0 0.7 0.95 2.1 1.03
29 1.81 16.0 +11.9 − 9.2 4.5 4.0 −3.4 + 8.1 +1.5 − 1.5 +0.2 − 0.8 −0.9 + 1.9 4.8 1.8 0.96 0.9 1.01
30 4.06 · 10−1 24.9 +16.0 − 16.2 −8.9 −6.8 −3.4 + 3.6 −0.7 + 0.1 +1.1 − 1.3 −2.5 − 0.1 8.4 6.3 0.95 1.4 1.00
31 5.36 · 102 2.5 +6.5 − 6.4 −0.1 −4.7 +0.9 − 0.8 −2.9 + 3.2 −0.0 − 0.1 +0.4 − 0.5 1.0 0.3 0.89 2.6 1.03
32 2.43 · 102 2.3 +7.5 − 7.7 1.8 −0.2 −6.1 + 6.2 +2.4 − 3.2 +0.1 − 0.3 +0.3 − 0.4 0.8 0.1 0.94 2.3 1.02
33 6.56 · 10 3.1 +7.0 − 6.8 3.3 3.7 −3.7 + 4.0 +0.3 − 0.7 +0.3 − 0.4 −0.2 + 0.2 0.8 0.4 0.95 2.3 1.02
34 1.29 · 10 6.3 +9.5 − 9.6 6.1 5.4 −3.9 + 3.8 +0.6 − 0.6 +0.3 − 0.2 +0.2 + 0.3 1.6 0.9 0.95 2.0 1.03
35 1.55 19.6 +15.9 − 16.1 12.6 1.9 −7.8 + 7.1 +1.2 − 0.4 +1.0 + 0.4 −0.5 + 1.6 5.0 1.7 0.96 1.3 1.02
36 2.32 · 10−1 40.1 +64.3 − 63.6 41.7 41.0 −6.1 + 5.6 +6.5 + 0.9 −0.4 + 3.2 +6.5 − 0.3 23.7 4.6 0.95 1.2 1.07
37 3.88 · 102 2.9 +5.0 − 4.7 0.8 0.3 +0.2 − 0.7 −3.5 + 3.9 +0.3 − 0.1 −0.1 − 0.0 1.2 0.4 0.89 1.9 1.03
38 1.96 · 102 2.4 +9.3 − 9.1 3.8 4.7 −5.8 + 6.0 +2.6 − 2.3 +0.2 − 0.1 +0.2 + 0.0 0.8 0.1 0.94 1.8 1.02
39 5.96 · 10 3.2 +5.5 − 4.7 1.3 2.4 −2.5 + 3.8 +0.5 − 0.1 +0.2 − 0.1 +0.3 + 0.0 0.8 0.3 0.96 2.1 1.01
40 1.26 · 10 6.3 +8.5 − 8.0 5.0 4.2 −3.2 + 4.2 +0.1 − 0.3 −0.2 + 0.1 +0.2 − 0.4 1.4 1.5 0.96 1.8 1.03
41 2.27 13.7 +6.4 − 8.1 −3.4 −0.0 −5.3 + 2.5 +0.1 − 0.5 +0.3 − 0.8 −1.3 − 0.2 3.6 1.5 0.96 1.3 1.02
42 3.72 · 10−1 25.0 +15.9 − 15.1 6.5 8.9 −2.3 + 6.4 +0.5 + 2.8 +0.3 − 2.3 −3.9 − 1.1 7.6 4.2 0.95 1.2 1.03
43 2.76 · 102 3.9 +8.5 − 8.4 0.1 −6.7 +0.6 − 0.3 −3.9 + 4.1 +0.3 − 0.1 +0.4 + 0.4 1.4 0.6 0.89 1.3 1.03
44 1.22 · 102 3.7 +8.9 − 8.7 1.4 −5.3 −6.0 + 6.3 −0.1 − 0.3 +0.4 + 0.1 −0.4 + 0.6 1.2 0.4 0.95 1.2 1.02
45 3.84 · 10 4.9 +6.5 − 6.5 1.1 1.8 −5.2 + 5.2 −1.0 + 1.0 +0.3 − 0.2 −0.5 + 0.3 1.3 0.4 0.96 1.8 1.00
46 9.37 8.5 +5.2 − 5.7 0.2 −1.9 −3.9 + 3.1 −1.0 + 1.1 +0.2 − 0.4 −0.2 + 0.4 2.0 0.7 0.96 2.0 1.01
47 9.99 · 10−1 31.3 +29.2 − 27.3 18.4 14.9 −8.0 + 12.8 −0.0 + 0.0 −0.1 − 1.1 −0.1 + 2.6 10.4 2.9 0.96 0.9 1.03
48 1.70 · 10−1 54.7 +28.7 − 24.5 −2.5 13.2 −6.0 + 13.6 +7.1 − 2.4 +2.6 + 0.7 +1.4 + 5.1 18.8 3.5 0.95 1.8 0.99
Table 6: Double-differential inclusive jet cross sections measured as a function of Q2 and PjetT . The
bin labels are defined in table 5. The data points are statistically correlated and the correlations are
displayed in figure 7. The experimental uncertainties quoted are defined in section 6. The total systematic
uncertainty, δsys, sums all systematic uncertainties in quadrature, including the uncertainty due to the
LAr noise of δLArNoise = 0.5%, the total normalisation uncertainty of δNorm = 2.5% and the uncorrelated
uncertainty of 1%. The correction factors on the theoretical cross sections chad, together with their
uncertainties δhad are listed on the right. The radiative correction factors crad are already included in the
quoted cross sections.
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Dijet cross sections in bins of Q2 and 〈PT〉2
Bin σ δstat δsys [%] δModel δModelRW δJES [%] δRCES [%] δEe′ [%] δθe′ [%] δMCstat δrad chad δhad crad
label [pb] [%] plus minus [%] [%] up down up down up down up down [%] [%] [%]
1 2.99 · 102 3.3 +14.2 − 14.0 7.2 6.1 +5.4 − 5.7 −7.9 + 8.2 +0.8 − 0.2 −0.3 + 1.0 2.1 0.6 0.86 5.0 1.02
2 1.85 · 102 2.0 +7.4 − 7.3 5.0 3.9 −2.0 + 2.0 +0.2 + 0.5 −0.1 − 0.0 +0.5 − 0.5 1.0 1.1 0.90 3.9 1.02
3 3.97 · 10 2.8 +7.5 − 7.4 4.4 3.3 −3.8 + 3.9 +0.6 − 0.8 −0.2 − 0.1 +0.3 − 0.3 1.1 1.0 0.93 2.8 1.02
4 6.65 5.9 +7.0 − 5.8 2.1 1.0 −3.7 + 5.4 +0.4 − 0.5 +0.1 − 0.4 −0.2 + 0.1 2.1 1.3 0.95 2.3 1.01
5 1.14 12.7 +9.1 − 8.4 −4.9 −2.1 −1.6 + 4.0 +1.8 − 1.9 −0.9 + 0.5 +0.2 + 0.1 5.0 2.0 0.94 1.2 1.04
6 2.14 · 10−1 21.6 +19.2 − 21.2 11.9 10.6 −9.1 − 0.2 +1.0 − 1.5 −0.2 + 1.7 +0.8 + 0.3 9.4 3.8 0.97 3.0 1.04
7 2.55 · 102 3.0 +8.8 − 8.4 −1.2 −1.0 +4.0 − 4.0 −6.5 + 6.9 +0.4 + 0.3 +1.1 − 0.8 1.6 0.6 0.87 4.3 1.01
8 1.49 · 102 2.1 +4.1 − 4.1 1.0 0.7 −1.8 + 2.2 −1.6 + 1.1 +0.9 − 0.8 +0.0 + 0.1 0.9 0.3 0.90 3.5 1.02
9 3.20 · 10 3.0 +8.1 − 8.2 4.6 4.4 −4.0 + 3.9 +0.1 − 0.4 +0.7 − 0.5 +0.3 − 0.3 1.0 0.8 0.94 2.8 1.02
10 5.05 6.7 +10.2 − 10.5 8.2 2.9 −4.6 + 3.8 +1.3 − 1.2 +0.0 + 0.1 +0.9 − 0.7 2.0 0.9 0.95 2.0 1.02
11 9.01 · 10−1 14.5 +8.8 − 10.1 3.6 −1.2 −5.4 + 2.7 +1.1 − 1.4 −0.3 − 0.7 −1.3 + 0.9 6.4 2.5 0.95 1.7 1.05
12 6.44 · 10−2 73.1 +50.7 − 49.7 −27.6 −21.2 −11.5 + 16.2 −2.3 − 4.2 −6.1 − 5.6 −2.4 − 4.2 32.1 4.3 0.96 2.3 1.05
13 2.37 · 102 3.0 +9.2 − 8.5 2.0 −3.6 +4.1 − 3.4 −5.6 + 6.4 +0.4 − 1.3 −0.6 + 0.5 1.5 0.5 0.89 3.6 1.02
14 1.48 · 102 2.1 +4.4 − 3.9 1.7 0.6 −1.8 + 2.4 −0.6 + 1.1 +0.4 − 0.4 +0.1 + 0.2 0.8 0.5 0.91 3.2 1.02
15 3.62 · 10 2.7 +7.0 − 6.7 3.6 3.1 −3.5 + 4.0 −0.0 + 0.6 +0.6 − 0.4 −0.1 + 0.4 0.8 0.9 0.94 2.5 1.03
16 6.82 5.2 +6.6 − 6.5 3.9 0.6 −4.0 + 4.0 +0.7 + 0.1 +0.3 − 0.5 +0.0 + 0.1 1.4 0.8 0.96 2.2 1.05
17 1.07 13.5 +7.4 − 5.8 −0.1 0.7 −2.9 + 4.9 +1.9 − 0.1 +1.0 + 0.3 +1.1 + 1.0 3.7 1.9 0.96 1.8 1.04
18 1.24 · 10−1 36.5 +19.9 − 19.5 5.8 8.7 −9.2 + 10.3 −1.7 − 0.4 +0.9 − 0.6 −1.8 + 0.7 10.4 7.9 0.96 3.0 0.98
19 1.69 · 102 3.8 +8.7 − 9.5 0.5 1.8 +3.9 − 4.8 −7.2 + 6.8 +0.5 − 0.5 +0.5 − 0.3 1.8 0.3 0.89 2.7 1.03
20 1.14 · 102 2.4 +6.0 − 6.3 4.1 3.0 −1.7 + 1.0 −1.7 + 0.8 +0.5 − 0.6 −0.1 − 0.2 0.8 0.4 0.92 2.7 1.02
21 2.72 · 10 3.1 +9.0 − 9.4 5.9 5.3 −4.1 + 3.0 −0.2 − 0.6 +0.1 − 0.4 −0.1 − 0.5 0.8 0.7 0.94 2.6 1.03
22 4.84 6.7 +10.5 − 10.4 6.7 5.8 −3.4 + 3.9 +0.3 − 0.5 −0.1 + 0.0 +0.1 − 0.6 1.8 2.5 0.95 1.8 1.03
23 7.86 · 10−1 15.2 +11.9 − 9.6 5.4 4.8 −2.0 + 7.2 +0.2 + 0.2 +1.2 − 0.4 +0.5 + 1.4 4.3 3.1 0.96 1.5 1.05
24 1.24 · 10−1 41.4 +30.5 − 30.2 12.5 14.2 −6.3 + 4.5 +1.6 − 0.2 −0.2 − 0.1 +6.2 − 1.9 21.4 7.1 0.94 −0.3 1.07
25 1.44 · 102 4.2 +8.9 − 7.0 1.8 −1.4 +4.1 − 3.7 −4.4 + 6.8 +0.5 − 0.5 +0.5 + 0.8 1.7 0.3 0.90 2.1 1.03
26 1.04 · 102 2.4 +4.0 − 3.5 1.0 1.2 −0.9 + 1.5 −0.9 + 1.6 +0.3 − 0.2 +0.1 + 0.3 0.7 0.3 0.93 2.2 1.03
27 2.65 · 10 3.1 +7.0 − 6.9 4.0 3.5 −3.2 + 3.4 +0.1 + 0.1 +0.5 − 0.3 −0.2 + 0.2 0.8 0.6 0.95 2.4 1.02
28 4.82 6.5 +7.9 − 8.4 4.8 2.6 −5.4 + 4.5 +0.7 − 0.1 +0.6 − 0.1 +0.5 + 0.4 1.6 0.9 0.96 2.0 1.03
29 8.38 · 10−1 13.5 +12.6 − 12.4 8.0 5.5 −4.2 + 4.8 +1.1 + 0.7 +0.2 − 0.6 −0.3 + 0.2 3.7 4.4 0.95 2.5 1.03
30 1.65 · 10−1 27.8 +20.5 − 18.7 10.4 7.5 −3.8 + 9.0 −2.3 + 3.2 +1.9 − 2.3 −1.0 − 0.6 8.7 8.4 0.95 1.1 0.96
31 1.16 · 102 5.4 +8.9 − 8.3 0.9 −0.3 +3.8 − 3.8 −6.3 + 7.0 −0.4 + 0.1 +1.0 − 1.0 2.4 0.5 0.90 1.5 1.03
32 9.39 · 10 2.7 +5.6 − 5.5 3.6 2.6 −0.8 + 1.1 −1.2 + 1.5 +0.1 − 0.3 +0.2 − 0.3 0.9 0.2 0.94 1.8 1.03
33 2.67 · 10 3.1 +5.8 − 5.9 2.3 3.3 −3.2 + 2.9 +0.1 + 0.3 +0.2 − 0.3 −0.1 − 0.1 0.7 0.4 0.95 2.0 1.03
34 5.11 6.2 +8.9 − 9.0 5.6 4.8 −3.8 + 3.6 +0.8 − 0.4 +0.3 − 0.1 +0.4 − 0.1 1.5 1.0 0.96 1.6 1.03
35 8.37 · 10−1 14.4 +10.5 − 8.1 −2.7 −2.1 −4.7 + 8.0 +0.3 − 0.9 +1.1 + 0.2 −0.3 + 1.8 4.3 2.3 0.96 1.8 1.03
36 1.26 · 10−1 36.0 +29.9 − 29.4 15.5 17.9 −1.1 + 5.3 +2.9 − 2.9 −2.2 + 0.8 +3.3 − 2.3 15.3 6.7 0.96 3.0 1.04
37 1.04 · 102 5.2 +7.6 − 6.9 1.6 −0.4 +3.0 − 3.0 −4.9 + 5.9 +0.4 − 0.4 +0.0 + 0.0 1.8 0.5 0.90 1.0 1.04
38 8.76 · 10 2.5 +5.3 − 5.2 3.2 2.3 −1.4 + 1.6 −1.2 + 1.3 +0.2 − 0.3 +0.1 + 0.2 0.7 0.3 0.94 1.3 1.03
39 2.51 · 10 3.1 +6.2 − 6.1 2.8 3.1 −3.5 + 3.6 +0.0 + 0.3 +0.4 − 0.3 +0.3 + 0.2 0.7 0.4 0.96 1.8 1.02
40 5.09 6.7 +13.2 − 13.3 8.6 8.1 −5.0 + 4.6 +0.2 − 0.5 +0.1 − 0.2 −0.1 − 0.1 2.0 1.0 0.96 1.8 1.03
41 9.44 · 10−1 13.8 +8.0 − 9.7 1.4 3.5 −7.2 + 4.6 +1.0 + 0.1 −0.6 − 0.8 −1.2 − 0.1 3.6 2.5 0.95 2.5 1.04
42 1.09 · 10−1 35.2 +29.4 − 30.1 9.5 21.1 −7.9 + 8.9 +1.2 + 1.2 +0.4 − 2.1 −7.8 − 2.4 12.7 8.4 0.97 −0.5 0.99
43 7.04 · 10 5.9 +8.9 − 8.4 3.9 −3.5 +1.5 − 2.2 −4.8 + 6.0 −0.1 − 0.3 −1.4 + 0.2 2.0 1.1 0.89 0.5 1.05
44 5.59 · 10 3.7 +7.2 − 7.4 5.5 1.2 −2.1 + 1.7 −3.0 + 2.8 +0.2 − 0.4 −1.0 + 0.5 1.0 0.4 0.95 0.7 1.03
45 1.81 · 10 4.4 +6.5 − 7.2 4.3 2.3 −3.8 + 3.1 −2.1 + 0.4 −0.1 − 0.3 −0.7 − 0.2 1.2 0.5 0.97 1.4 1.01
46 3.41 9.5 +9.2 − 8.2 4.3 1.9 −5.1 + 6.6 −0.9 + 1.5 +0.5 − 0.6 −1.8 + 1.1 2.4 1.4 0.96 2.2 1.02
47 4.63 · 10−1 26.9 +15.5 − 10.7 4.1 −1.9 −3.4 + 9.3 +1.7 + 1.0 +1.1 + 2.3 +6.8 + 1.8 7.9 2.9 0.96 1.1 1.05
48 9.99 · 10−2 45.8 +25.9 − 24.4 2.3 16.9 −7.7 + 11.7 +1.8 + 0.8 −1.4 − 1.1 +0.8 + 0.9 14.4 4.9 0.96 2.2 0.97
Table 7: Double-differential dijet cross sections measured as a function of Q2 and 〈PT〉2. For an ex-
planation of the column headings, see table 6. The LAr noise uncertainty for the dijet cross sections is
δLArNoise = 0.6%.
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Trijet cross sections in bins of Q2 and 〈PT〉3
Bin σ δstat δsys [%] δModel δModelRW δJES [%] δRCES [%] δEe′ [%] δθe′ [%] δMCstat δrad chad δhad crad
label [pb] [%] plus minus [%] [%] up down up down up down up down [%] [%] [%]
1 4.77 · 10 7.1 +30.4 − 30.0 21.5 17.7 +5.4 − 5.3 −8.8 + 10.0 +0.8 + 0.1 −0.1 − 0.3 3.6 0.7 0.74 7.4 1.02
2 2.38 · 10 5.4 +15.5 − 15.2 9.3 11.4 −0.5 + 2.0 −0.2 + 2.6 +0.4 − 0.2 −0.5 − 0.1 2.3 0.6 0.79 4.9 1.02
3 5.51 7.4 +7.3 − 6.8 2.3 3.8 −3.0 + 3.9 +0.6 + 0.7 +0.4 − 0.4 +0.1 + 0.6 2.7 1.3 0.84 2.6 1.02
4 4.43 · 10−1 19.8 +12.2 − 11.4 3.2 5.6 −2.3 + 2.7 +3.2 − 0.7 +0.7 + 0.8 +0.7 + 2.6 6.5 5.8 0.84 0.3 1.04
5 4.16 · 10 6.3 +18.8 − 18.8 12.4 10.3 +5.8 − 6.2 −6.1 + 6.5 +0.8 − 1.0 +0.4 + 0.8 2.9 0.5 0.74 7.5 1.03
6 1.77 · 10 5.8 +14.1 − 14.1 8.8 10.0 −2.1 + 1.3 −2.2 + 2.5 +0.4 − 0.7 −0.0 + 0.3 2.2 0.6 0.79 4.7 1.04
7 3.90 9.1 +8.0 − 7.0 3.5 2.4 −3.4 + 5.2 −0.4 − 0.6 +0.1 − 0.8 −0.7 − 0.6 3.0 1.2 0.84 2.1 1.03
8 2.80 · 10−1 27.5 +19.9 − 19.5 −14.0 −4.5 +2.4 + 6.2 −0.2 − 3.1 +0.8 − 2.3 −2.8 + 0.8 10.8 3.9 0.84 0.7 1.08
9 4.17 · 10 5.4 +16.8 − 16.6 9.5 9.2 +4.4 − 4.0 −8.4 + 8.7 +0.7 − 1.2 −0.8 − 0.3 2.4 0.5 0.73 7.3 1.03
10 2.18 · 10 4.8 +14.8 − 14.4 7.5 11.5 −1.9 + 2.6 −1.9 + 3.5 +1.0 − 0.3 −0.0 + 0.3 1.7 0.6 0.79 4.7 1.05
11 5.03 6.9 +9.6 − 10.0 6.3 5.6 −3.8 + 2.8 −0.2 + 0.4 +0.6 − 1.0 −0.2 + 0.2 2.1 1.1 0.84 2.7 1.04
12 3.95 · 10−1 19.6 +11.0 − 11.6 3.4 −0.4 −7.7 + 7.2 +0.9 − 2.2 −1.5 + 1.5 +1.6 − 1.9 5.8 3.5 0.86 0.2 1.03
13 2.56 · 10 8.2 +19.4 − 18.2 9.6 12.9 +6.0 − 4.4 −6.0 + 7.9 +0.9 + 0.1 +1.6 + 0.8 3.0 0.6 0.73 7.3 1.04
14 1.53 · 10 6.2 +11.3 − 11.3 5.7 8.6 −1.1 + 1.7 −2.6 + 2.1 −0.1 − 0.5 −0.4 − 0.2 1.9 0.8 0.79 5.2 1.04
15 4.46 7.4 +8.7 − 8.6 5.3 4.6 −3.2 + 3.5 +0.3 + 0.2 +0.0 + 0.4 +0.5 − 0.4 2.1 1.3 0.83 2.8 1.07
16 2.48 · 10−1 30.1 +22.0 − 26.9 16.1 8.4 −16.4 + 6.3 −2.2 + 0.3 +2.7 − 3.3 −1.5 + 2.1 9.3 3.6 0.86 0.9 1.03
17 2.05 · 10 9.5 +15.9 − 12.4 5.1 8.0 +6.8 − 4.0 −5.2 + 9.8 +0.7 − 0.7 −0.7 + 0.5 3.2 0.8 0.73 7.5 1.04
18 1.30 · 10 7.2 +10.1 − 9.9 5.4 7.1 −1.2 + 0.7 −1.9 + 2.9 +0.5 − 0.3 +0.3 + 0.0 2.1 0.6 0.79 5.4 1.04
19 3.76 8.6 +6.9 − 6.8 3.7 2.4 −3.0 + 2.8 −0.1 + 1.8 +0.6 − 0.7 −0.3 + 0.3 2.3 1.8 0.84 2.8 1.04
20 2.57 · 10−1 27.8 +14.6 − 14.3 −0.4 −4.9 −7.2 + 7.6 −1.0 + 1.6 −0.0 − 0.7 −1.0 + 0.5 7.4 8.2 0.86 1.7 1.03
21 2.15 · 10 8.7 +13.7 − 10.7 2.2 6.5 +5.7 − 3.2 −6.4 + 9.5 +0.8 + 0.1 +0.8 − 0.2 2.8 0.6 0.73 7.2 1.04
22 1.39 · 10 6.2 +13.5 − 13.6 7.6 10.3 −1.6 + 1.1 −2.8 + 2.2 +0.4 − 0.4 −0.1 − 0.0 1.6 1.0 0.79 5.2 1.04
23 3.32 9.1 +12.3 − 11.5 8.1 6.5 −2.6 + 4.6 −0.3 + 1.6 +1.0 − 0.3 +0.4 + 1.0 2.3 1.9 0.83 2.5 1.05
24 1.32 · 10−1 50.8 +32.7 − 26.4 14.4 6.7 −13.9 + 20.9 +9.8 − 0.2 +3.0 + 1.1 +3.1 + 6.2 14.8 3.6 0.85 0.8 1.05
25 1.73 · 10 10.4 +8.6 − 9.3 −1.0 1.6 +3.9 − 4.4 −6.7 + 6.1 +0.2 − 0.4 −1.2 + 0.7 3.1 0.5 0.73 6.8 1.04
26 1.32 · 10 6.7 +4.5 − 4.4 0.2 1.1 −0.7 + 0.9 −2.0 + 2.3 +0.2 − 0.5 −0.8 + 0.4 1.7 1.3 0.78 5.6 1.04
27 3.75 8.6 +9.9 − 10.9 6.7 5.7 −4.9 + 2.2 −1.2 − 0.5 −0.6 − 0.3 −0.6 − 0.7 2.1 1.2 0.84 3.6 1.04
28 2.95 · 10−1 26.7 +10.8 − 12.2 −2.1 −5.1 −5.7 + 3.3 −1.4 − 0.1 +0.3 − 0.1 −2.7 + 0.2 7.4 4.0 0.83 1.5 1.08
29 1.34 · 10 11.0 +9.4 − 10.7 −0.5 −4.6 +2.7 − 2.5 −8.2 + 6.4 −0.1 − 0.6 −1.5 + 1.4 3.0 0.7 0.73 6.1 1.04
30 9.07 8.8 +6.5 − 6.0 3.0 0.5 −2.1 + 2.7 −2.8 + 3.2 −0.1 + 0.1 −0.1 + 0.5 2.2 1.4 0.78 4.8 1.03
31 2.77 12.0 +7.9 − 5.7 2.6 1.7 −1.8 + 4.8 +0.0 + 2.7 +0.3 − 0.2 −0.0 + 1.8 2.9 1.6 0.83 3.2 1.04
32 3.13 · 10−1 27.5 +14.6 − 15.3 −3.0 5.1 −5.1 − 0.2 +1.7 + 0.5 −1.5 + 0.6 +3.0 − 2.0 9.8 8.4 0.84 0.8 1.06
Table 8: Double-differential trijet cross sections measured as a function of Q2 and 〈PT〉3. For an ex-
planation of the column headings, see table 6. The LAr noise uncertainty for the trijet cross sections is
δLArNoise = 0.9%.
34
Normalised inclusive jet cross sections in bins of Q2 and P
jet
T
Bin σ/σNC δ
stat δsys [%] δModel δModelRW δJES [%] δRCES [%] δEe′ [%] δθe′ [%] δMCstat δrad chad δhad crad
label [%] plus minus [%] [%] up down up down up down up down [%] [%] [%]
1 1.10 · 10−1 2.0 +4.6 − 3.4 0.5 0.9 +1.0 − 1.1 −2.3 + 3.8 +0.2 + 0.6 +0.5 + 0.1 1.3 0.4 0.86 6.1 1.01
2 3.23 · 10−2 2.2 +12.6 − 12.1 2.8 2.3 −8.4 + 9.5 +7.1 − 7.6 −0.4 + 0.9 +0.6 − 0.3 1.4 0.8 0.90 4.5 1.02
3 7.83 · 10−3 2.8 +8.2 − 8.2 4.8 3.2 −5.1 + 5.3 +0.2 − 1.5 −0.5 + 0.8 +0.3 − 0.3 1.4 0.9 0.93 3.0 1.02
4 1.33 · 10−3 5.7 +9.0 − 8.9 4.1 4.8 −5.3 + 5.5 +1.2 − 1.4 −0.1 + 0.3 −0.3 + 0.4 2.5 0.9 0.95 2.2 1.02
5 1.59 · 10−4 16.4 +13.7 − 14.6 6.4 5.9 −8.7 + 7.9 +1.2 − 3.9 −0.4 + 1.6 +0.7 − 0.3 6.4 1.5 0.95 0.9 1.03
6 2.41 · 10−5 31.1 +22.5 − 24.0 12.0 −1.1 −13.9 + 10.5 +3.2 − 3.6 +0.5 + 0.9 −1.2 + 4.0 14.6 2.8 0.95 0.2 1.05
7 1.23 · 10−1 2.0 +8.9 − 8.7 6.2 4.6 +0.2 − 0.9 −3.4 + 3.9 −0.3 + 0.2 +0.5 − 0.4 1.2 0.4 0.87 5.4 1.02
8 4.09 · 10−2 2.2 +11.3 − 10.7 5.6 2.4 −7.1 + 8.4 +4.0 − 4.9 −0.2 + 0.1 +0.5 − 0.3 1.1 0.3 0.90 4.2 1.02
9 9.63 · 10−3 3.0 +6.7 − 5.9 4.4 1.1 −3.2 + 4.5 −0.4 − 0.5 −0.3 − 0.1 −0.1 − 0.2 1.2 0.7 0.93 2.8 1.02
10 1.44 · 10−3 6.9 +12.6 − 12.6 9.0 6.1 −5.3 + 5.7 +0.7 − 1.9 −1.3 + 0.9 +0.4 − 0.8 2.3 0.6 0.95 1.9 1.03
11 1.77 · 10−4 21.2 +15.9 − 11.7 −2.8 2.8 −7.8 + 12.5 +0.1 + 0.8 +1.9 − 2.1 +0.0 + 4.4 7.4 1.3 0.95 0.9 1.04
12 2.84 · 10−5 34.8 +25.5 − 26.1 17.3 4.2 −8.6 + 11.3 +2.5 − 7.0 −5.1 + 2.5 +1.8 − 4.8 13.5 2.8 0.96 2.0 1.03
13 1.36 · 10−1 1.9 +4.1 − 4.1 0.6 2.3 +0.9 − 1.1 −2.6 + 2.7 −0.2 + 0.1 −0.1 + 0.0 1.0 0.2 0.88 4.7 1.02
14 4.59 · 10−2 1.9 +11.6 − 12.0 4.0 6.3 −7.1 + 7.3 +4.6 − 5.9 −0.5 + 0.2 +0.0 − 0.4 0.9 0.6 0.91 3.8 1.02
15 1.16 · 10−2 2.7 +7.6 − 7.4 4.5 3.4 −4.1 + 4.6 +0.6 − 1.6 −0.2 + 0.4 +0.2 − 0.2 1.0 0.8 0.93 2.8 1.03
16 1.91 · 10−3 5.9 +7.9 − 7.2 4.7 2.5 −4.2 + 5.3 +0.9 − 1.3 −0.1 + 0.0 +0.1 − 0.4 1.7 0.8 0.95 2.0 1.04
17 3.06 · 10−4 16.0 +12.2 − 13.0 8.4 6.0 −4.7 + 2.9 +1.3 − 2.3 −1.3 + 1.5 +0.8 − 1.3 5.3 1.3 0.96 1.6 1.05
18 5.74 · 10−5 22.1 +18.4 − 17.6 12.1 7.3 −4.9 + 7.0 +2.0 + 1.3 +1.2 − 0.2 +0.0 + 1.4 7.3 5.1 0.96 0.6 1.00
19 1.53 · 10−1 2.2 +3.8 − 4.5 1.6 −0.5 +0.4 − 0.7 −3.4 + 2.6 −0.6 + 0.5 +1.2 − 1.0 1.2 0.2 0.89 4.0 1.02
20 5.75 · 10−2 2.2 +8.9 − 9.2 3.1 2.5 −6.8 + 6.9 +3.4 − 4.5 −0.0 + 0.4 +1.1 − 0.8 0.9 0.5 0.92 3.4 1.02
21 1.48 · 10−2 3.0 +5.1 − 4.6 1.3 0.3 −3.8 + 4.5 +0.4 − 1.2 −0.5 + 0.3 +0.9 − 0.8 1.0 0.5 0.94 2.7 1.03
22 2.76 · 10−3 6.1 +7.8 − 7.4 4.4 3.8 −3.3 + 4.0 +0.4 − 0.8 −0.3 + 0.6 +0.7 − 0.3 1.7 2.3 0.95 1.7 1.03
23 3.67 · 10−4 17.9 +17.8 − 17.7 12.3 8.5 −7.4 + 7.4 +0.2 + 0.7 +0.1 + 0.9 +2.4 − 1.8 5.0 2.5 0.96 1.5 1.05
24 5.27 · 10−5 36.3 +17.0 − 16.4 −3.2 −4.3 −8.8 + 9.1 +2.2 − 1.3 −1.4 − 1.1 +4.6 − 3.3 11.7 3.3 0.94 0.5 1.06
25 1.61 · 10−1 2.6 +6.3 − 6.4 3.9 3.0 +0.8 − 1.1 −3.5 + 3.5 +0.0 + 0.1 +0.5 − 0.2 1.1 0.3 0.89 3.3 1.02
26 6.61 · 10−2 2.4 +9.6 − 9.1 2.3 4.7 −5.9 + 6.8 +4.0 − 4.3 −0.5 + 0.1 −0.2 − 0.2 1.0 0.3 0.93 2.9 1.03
27 1.82 · 10−2 3.3 +8.5 − 8.1 4.6 5.3 −3.3 + 4.2 +1.2 − 1.6 −0.1 + 0.2 +0.1 − 0.2 1.0 0.7 0.94 2.8 1.02
28 3.03 · 10−3 7.7 +9.4 − 8.3 3.5 5.6 −3.9 + 5.7 +2.3 − 1.8 −0.0 + 0.3 +0.6 − 0.1 2.1 0.7 0.95 2.1 1.03
29 5.20 · 10−4 16.0 +11.9 − 9.2 4.0 5.0 −3.4 + 8.2 +2.2 − 2.2 −0.4 − 0.2 −0.5 + 1.5 4.8 1.8 0.96 0.9 1.01
30 1.17 · 10−4 24.9 +15.9 − 16.0 −9.4 −6.1 −3.5 + 3.7 −0.2 − 0.4 +0.5 − 0.8 −2.2 − 0.5 8.5 6.2 0.95 1.4 1.00
31 1.93 · 10−1 2.5 +5.0 − 4.9 −0.3 −3.5 +0.9 − 0.8 −2.6 + 2.9 −0.4 + 0.3 +0.7 − 0.8 1.0 0.3 0.89 2.6 1.03
32 8.74 · 10−2 2.3 +7.3 − 7.6 1.6 1.0 −6.2 + 6.3 +2.8 − 3.6 −0.3 + 0.1 +0.6 − 0.7 0.8 0.1 0.94 2.3 1.02
33 2.36 · 10−2 3.1 +7.3 − 7.2 3.1 4.9 −3.7 + 4.0 +0.6 − 1.1 −0.1 + 0.1 +0.1 − 0.1 0.8 0.4 0.95 2.3 1.02
34 4.62 · 10−3 6.3 +10.1 − 10.1 5.9 6.7 −3.9 + 3.8 +1.0 − 1.0 −0.1 + 0.3 +0.5 − 0.0 1.6 0.9 0.95 2.0 1.03
35 5.56 · 10−4 19.6 +16.0 − 16.2 12.4 3.8 −8.0 + 7.2 +1.7 − 1.0 +0.3 + 1.1 −0.0 + 1.1 5.1 1.7 0.96 1.3 1.02
36 8.35 · 10−5 40.1 +66.5 − 65.6 41.7 43.9 −6.2 + 5.6 +7.3 + 0.1 −1.2 + 4.1 +7.2 − 0.9 23.9 4.5 0.95 1.2 1.07
37 1.88 · 10−1 2.9 +3.6 − 3.4 0.4 0.9 +0.3 − 0.8 −2.4 + 2.8 −0.2 + 0.3 +0.5 − 0.7 1.2 0.4 0.89 1.9 1.03
38 9.50 · 10−2 2.4 +9.5 − 9.3 3.5 5.2 −5.8 + 5.9 +3.6 − 3.3 −0.2 + 0.3 +0.8 − 0.6 0.8 0.1 0.94 1.8 1.02
39 2.89 · 10−2 3.2 +5.4 − 4.4 0.9 2.9 −2.4 + 3.7 +1.5 − 1.0 −0.2 + 0.3 +0.9 − 0.6 0.8 0.3 0.96 2.1 1.01
40 6.12 · 10−3 6.3 +8.3 − 7.9 4.7 4.7 −3.2 + 4.2 +1.0 − 1.3 −0.7 + 0.5 +0.8 − 1.1 1.4 1.5 0.96 1.8 1.03
41 1.10 · 10−3 13.7 +6.3 − 7.9 −3.8 0.4 −5.3 + 2.5 +1.0 − 1.4 −0.1 − 0.3 −0.7 − 0.8 3.7 1.5 0.96 1.3 1.02
42 1.80 · 10−4 25.0 +15.9 − 15.1 6.2 9.5 −2.3 + 6.3 +1.5 + 1.8 −0.2 − 1.9 −3.3 − 1.8 7.7 4.2 0.95 1.2 1.03
43 2.36 · 10−1 3.9 +6.7 − 6.4 −0.7 −5.6 +1.0 − 0.7 −2.1 + 2.3 −0.1 + 0.4 +1.5 − 0.7 1.5 0.6 0.89 1.3 1.03
44 1.04 · 10−1 3.7 +7.8 − 7.6 0.6 −4.0 −5.6 + 6.0 +2.0 − 2.4 −0.0 + 0.6 +0.8 − 0.6 1.3 0.4 0.95 1.2 1.02
45 3.27 · 10−2 4.9 +6.3 − 6.3 0.2 3.3 −4.8 + 4.8 +1.1 − 1.1 −0.1 + 0.3 +0.8 − 0.9 1.3 0.4 0.96 1.8 1.00
46 8.00 · 10−3 8.5 +4.0 − 4.6 −0.6 −0.7 −3.6 + 2.7 +0.9 − 0.8 −0.2 + 0.0 +0.9 − 0.7 2.0 0.7 0.96 2.0 1.01
47 8.53 · 10−4 31.3 +29.9 − 28.3 17.4 17.5 −7.5 + 12.3 +3.3 − 3.3 −0.9 − 0.3 +1.9 + 0.7 10.6 2.8 0.96 0.9 1.03
48 1.45 · 10−4 54.7 +31.1 − 27.2 −4.1 16.1 −5.4 + 13.0 +11.0 − 6.2 +1.8 + 1.6 +3.7 + 3.0 19.2 3.5 0.95 1.8 0.99
Table 9: Double-differential normalised inclusive jet cross sections measured as a function of Q2 and
P
jet
T . For an explanation of the column headings, see table 6. The residual normalisation uncertainty is
δNorm = 0.8%.
35
Normalised dijet cross sections in bins of Q2 and 〈PT〉2
Bin σ/σNC δ
stat δsys [%] δModel δModelRW δJES [%] δRCES [%] δEe′ [%] δθe′ [%] δMCstat δrad chad δhad crad
label [%] plus minus [%] [%] up down up down up down up down [%] [%] [%]
1 2.21 · 10−2 3.3 +13.7 − 13.6 7.1 6.0 +5.5 − 5.8 −7.6 + 7.9 +0.2 + 0.5 −0.4 + 1.1 2.2 0.6 0.86 5.0 1.02
2 1.36 · 10−2 2.0 +6.9 − 6.9 4.9 3.8 −2.1 + 2.1 +0.7 + 0.0 −0.8 + 0.6 +0.4 − 0.5 1.0 1.1 0.90 3.9 1.02
3 2.93 · 10−3 2.8 +7.1 − 7.1 4.3 3.2 −3.9 + 4.1 +1.1 − 1.4 −0.9 + 0.6 +0.2 − 0.3 1.1 1.0 0.93 2.8 1.02
4 4.90 · 10−4 5.9 +6.7 − 5.4 2.0 0.8 −3.9 + 5.6 +0.9 − 1.0 −0.5 + 0.2 −0.3 + 0.1 2.2 1.3 0.95 2.3 1.01
5 8.38 · 10−5 12.7 +9.4 − 8.7 −5.2 −2.4 −1.7 + 4.1 +2.3 − 2.4 −1.5 + 1.1 +0.2 + 0.1 5.1 1.9 0.94 1.2 1.04
6 1.58 · 10−5 21.6 +19.4 − 21.5 12.1 10.7 −9.4 − 0.1 +1.3 − 1.9 −0.7 + 2.2 +0.8 + 0.4 9.6 3.8 0.97 3.0 1.04
7 2.90 · 10−2 3.0 +8.4 − 7.9 −1.7 −1.1 +4.0 − 4.1 −6.0 + 6.4 −0.3 + 1.1 +1.4 − 1.0 1.6 0.6 0.87 4.3 1.01
8 1.69 · 10−2 2.1 +3.0 − 2.9 0.5 0.6 −1.9 + 2.2 −1.0 + 0.5 +0.1 + 0.1 +0.2 − 0.1 0.9 0.3 0.90 3.5 1.02
9 3.64 · 10−3 3.0 +7.6 − 7.6 4.1 4.4 −4.2 + 4.0 +0.8 − 1.1 −0.2 + 0.5 +0.5 − 0.5 1.0 0.8 0.94 2.8 1.02
10 5.73 · 10−4 6.7 +9.9 − 10.2 7.8 2.9 −4.7 + 3.9 +2.1 − 1.9 −0.9 + 1.1 +1.2 − 1.0 2.0 0.9 0.95 2.0 1.02
11 1.02 · 10−4 14.5 +8.6 − 10.0 3.1 −1.4 −5.6 + 2.8 +1.8 − 2.0 −1.1 + 0.1 −1.1 + 0.7 6.5 2.5 0.95 1.7 1.05
12 7.31 · 10−6 73.1 +52.3 − 52.0 −29.5 −21.9 −11.8 + 16.6 −0.9 − 5.8 −8.1 − 3.7 −1.9 − 4.7 32.8 4.2 0.96 2.3 1.05
13 3.04 · 10−2 3.0 +8.3 − 7.5 1.5 −3.4 +4.1 − 3.5 −5.1 + 5.9 −0.3 − 0.6 −0.3 + 0.2 1.6 0.4 0.89 3.6 1.02
14 1.89 · 10−2 2.1 +3.4 − 3.0 1.2 0.9 −1.9 + 2.5 +0.1 + 0.5 −0.4 + 0.3 +0.4 − 0.2 0.8 0.5 0.91 3.2 1.02
15 4.64 · 10−3 2.7 +6.5 − 6.2 3.1 3.5 −3.6 + 4.1 +0.6 − 0.1 −0.2 + 0.3 +0.2 + 0.1 0.8 0.9 0.94 2.5 1.03
16 8.75 · 10−4 5.2 +6.1 − 5.9 3.5 0.9 −4.1 + 4.1 +1.3 − 0.6 −0.4 + 0.2 +0.3 − 0.2 1.4 0.8 0.96 2.2 1.05
17 1.37 · 10−4 13.5 +7.5 − 5.5 −0.7 1.0 −3.0 + 5.0 +2.6 − 0.8 +0.3 + 1.0 +1.4 + 0.7 3.8 1.8 0.96 1.8 1.04
18 1.58 · 10−5 36.5 +20.1 − 19.6 5.1 9.3 −9.4 + 10.6 −0.8 − 1.3 −0.2 + 0.4 −1.4 + 0.2 10.7 7.8 0.96 3.0 0.98
19 3.50 · 10−2 3.8 +8.2 − 9.0 −0.0 2.3 +3.9 − 4.9 −6.8 + 6.4 −0.1 + 0.2 +0.9 − 0.6 1.8 0.3 0.89 2.7 1.03
20 2.36 · 10−2 2.4 +5.4 − 5.7 3.7 3.5 −1.7 + 1.1 −1.1 + 0.2 −0.1 + 0.1 +0.3 − 0.6 0.8 0.4 0.92 2.7 1.02
21 5.64 · 10−3 3.1 +8.8 − 9.4 5.4 5.9 −4.2 + 3.1 +0.4 − 1.3 −0.7 + 0.3 +0.3 − 0.9 0.9 0.7 0.94 2.6 1.03
22 1.00 · 10−3 6.7 +10.5 − 10.3 6.3 6.4 −3.5 + 4.1 +1.0 − 1.2 −0.8 + 0.8 +0.6 − 1.0 1.8 2.5 0.95 1.8 1.03
23 1.63 · 10−4 15.2 +11.8 − 9.5 4.9 5.4 −2.1 + 7.3 +0.8 − 0.5 +0.5 + 0.4 +1.0 + 1.0 4.4 3.1 0.96 1.5 1.05
24 2.56 · 10−5 41.4 +31.2 − 30.8 12.1 15.1 −6.4 + 4.6 +2.4 − 1.1 −1.0 + 0.8 +6.8 − 2.4 21.9 7.0 0.94 −0.3 1.07
25 4.13 · 10−2 4.2 +8.1 − 6.1 1.4 −0.7 +4.1 − 3.8 −3.9 + 6.4 −0.0 − 0.0 +0.8 + 0.5 1.7 0.3 0.90 2.1 1.03
26 2.99 · 10−2 2.4 +3.2 − 2.8 0.6 1.9 −1.0 + 1.5 −0.4 + 1.2 −0.1 + 0.3 +0.3 − 0.1 0.7 0.3 0.93 2.2 1.03
27 7.62 · 10−3 3.1 +6.9 − 6.7 3.6 4.3 −3.2 + 3.5 +0.6 − 0.4 −0.1 + 0.2 +0.1 − 0.2 0.8 0.6 0.95 2.4 1.02
28 1.39 · 10−3 6.5 +7.7 − 8.1 4.4 3.4 −5.4 + 4.5 +1.2 − 0.7 +0.1 + 0.4 +0.8 − 0.0 1.6 0.9 0.96 2.0 1.03
29 2.41 · 10−4 13.5 +12.6 − 12.3 7.6 6.3 −4.3 + 4.8 +1.6 + 0.2 −0.4 − 0.1 −0.0 − 0.2 3.8 4.3 0.95 2.5 1.03
30 4.73 · 10−5 27.8 +20.4 − 18.6 10.1 8.2 −3.8 + 9.1 −1.9 + 2.8 +1.5 − 1.9 −0.8 − 0.9 8.8 8.3 0.95 1.1 0.96
31 4.19 · 10−2 5.4 +8.4 − 7.9 0.6 1.1 +3.8 − 3.8 −6.0 + 6.6 −0.9 + 0.6 +1.3 − 1.4 2.4 0.5 0.90 1.5 1.03
32 3.38 · 10−2 2.7 +5.7 − 5.6 3.4 3.9 −0.8 + 1.1 −0.8 + 1.1 −0.3 + 0.1 +0.5 − 0.6 0.9 0.2 0.94 1.8 1.03
33 9.62 · 10−3 3.1 +6.1 − 6.3 2.1 4.6 −3.2 + 3.0 +0.5 − 0.1 −0.3 + 0.2 +0.3 − 0.5 0.7 0.4 0.95 2.0 1.03
34 1.84 · 10−3 6.2 +9.4 − 9.5 5.4 6.2 −3.9 + 3.7 +1.2 − 0.8 −0.2 + 0.4 +0.7 − 0.5 1.5 1.0 0.96 1.6 1.03
35 3.01 · 10−4 14.4 +10.2 − 7.7 −2.9 −0.8 −4.7 + 8.1 +0.7 − 1.3 +0.6 + 0.7 +0.1 + 1.4 4.4 2.3 0.96 1.8 1.03
36 4.54 · 10−5 36.0 +31.1 − 30.6 15.4 19.7 −1.1 + 5.4 +3.4 − 3.5 −2.8 + 1.4 +3.8 − 2.7 15.5 6.7 0.96 3.0 1.04
37 5.02 · 10−2 5.2 +6.4 − 5.8 1.3 0.1 +3.1 − 3.1 −4.0 + 4.9 −0.0 + 0.1 +0.6 − 0.6 1.8 0.5 0.90 1.0 1.04
38 4.24 · 10−2 2.5 +4.6 − 4.5 2.9 2.8 −1.3 + 1.5 −0.3 + 0.4 −0.2 + 0.1 +0.6 − 0.3 0.7 0.3 0.94 1.3 1.03
39 1.21 · 10−2 3.1 +6.0 − 5.8 2.5 3.6 −3.4 + 3.5 +1.0 − 0.7 −0.1 + 0.2 +0.9 − 0.4 0.7 0.4 0.96 1.8 1.02
40 2.47 · 10−3 6.7 +13.2 − 13.4 8.3 8.7 −4.9 + 4.6 +1.2 − 1.6 −0.4 + 0.3 +0.5 − 0.7 2.1 1.0 0.96 1.8 1.03
41 4.57 · 10−4 13.8 +7.9 − 9.6 1.1 3.9 −7.2 + 4.6 +1.9 − 0.8 −1.1 − 0.4 −0.7 − 0.7 3.7 2.5 0.95 2.5 1.04
42 5.27 · 10−5 35.2 +30.0 − 30.3 9.1 22.0 −7.8 + 8.8 +2.5 − 0.1 −0.2 − 1.5 −7.1 − 3.2 12.8 8.3 0.97 −0.5 0.99
43 6.00 · 10−2 5.9 +6.8 − 6.4 3.3 −2.4 +1.9 − 2.6 −3.1 + 4.4 −0.5 + 0.1 −0.4 − 0.8 2.0 1.1 0.89 0.5 1.05
44 4.77 · 10−2 3.7 +6.0 − 6.2 4.9 2.5 −1.8 + 1.3 −1.1 + 1.0 −0.2 + 0.1 +0.1 − 0.7 1.1 0.4 0.95 0.7 1.03
45 1.55 · 10−2 4.4 +6.1 − 6.8 3.5 3.7 −3.5 + 2.7 −0.2 − 1.5 −0.5 + 0.2 +0.4 − 1.3 1.2 0.5 0.97 1.4 1.01
46 2.91 · 10−3 9.5 +8.6 − 7.5 3.4 3.6 −4.7 + 6.2 +1.3 − 0.8 +0.0 − 0.0 −0.5 − 0.2 2.4 1.3 0.96 2.2 1.02
47 3.95 · 10−4 26.9 +16.4 − 9.8 3.0 0.1 −2.8 + 8.8 +4.6 − 1.9 +0.5 + 3.0 +8.7 + 0.1 8.1 2.8 0.96 1.1 1.05
48 8.53 · 10−5 45.8 +27.5 − 25.8 1.3 18.9 −7.4 + 11.4 +4.3 − 1.6 −2.0 − 0.5 +2.3 − 0.5 14.7 4.9 0.96 2.2 0.97
Table 10: Double-differential normalised dijet cross sections measured as a function of Q2 and 〈PT〉2.
For an explanation of the column headings, see table 6. The residual normalisation uncertainty is δNorm =
0.8% and the LAr noise uncertainty is δLArNoise = 0.6%.
36
Normalised trijet cross sections in bins of Q2 and 〈PT〉3
Bin σ/σNC δ
stat δsys [%] δModel δModelRW δJES [%] δRCES [%] δEe′ [%] δθe′ [%] δMCstat δrad chad δhad crad
label [%] plus minus [%] [%] up down up down up down up down [%] [%] [%]
1 3.52 · 10−3 7.1 +30.6 − 30.2 21.8 17.8 +5.5 − 5.4 −8.5 + 9.6 −0.0 + 0.9 −0.2 − 0.2 3.7 0.7 0.74 7.4 1.02
2 1.76 · 10−3 5.4 +15.3 − 15.0 9.3 11.4 −0.6 + 2.1 +0.3 + 2.1 −0.3 + 0.5 −0.6 − 0.1 2.4 0.6 0.79 4.9 1.02
3 4.06 · 10−4 7.4 +6.9 − 6.3 2.1 3.7 −3.1 + 4.1 +1.1 + 0.2 −0.3 + 0.2 −0.0 + 0.7 2.8 1.3 0.84 2.6 1.02
4 3.27 · 10−5 19.8 +12.2 − 11.2 3.1 5.6 −2.5 + 2.8 +3.7 − 1.1 +0.2 + 1.4 +0.7 + 2.7 6.7 5.7 0.84 0.3 1.04
5 4.72 · 10−3 6.3 +18.4 − 18.3 12.1 10.4 +5.9 − 6.2 −5.5 + 6.0 −0.1 − 0.0 +0.6 + 0.6 3.0 0.5 0.74 7.5 1.03
6 2.00 · 10−3 5.9 +13.5 − 13.6 8.3 10.0 −2.2 + 1.4 −1.4 + 1.8 −0.6 + 0.3 +0.2 + 0.0 2.3 0.6 0.79 4.7 1.04
7 4.42 · 10−4 9.1 +7.4 − 6.5 2.9 2.3 −3.5 + 5.3 +0.4 − 1.4 −0.9 + 0.3 −0.4 − 0.8 3.0 1.2 0.84 2.1 1.03
8 3.18 · 10−5 27.5 +20.7 − 20.3 −15.0 −4.8 +2.4 + 6.4 +0.7 − 4.0 −0.2 − 1.2 −2.5 + 0.6 11.0 3.9 0.84 0.7 1.08
9 5.35 · 10−3 5.4 +16.5 − 16.3 9.2 9.7 +4.5 − 4.0 −7.9 + 8.2 −0.1 − 0.4 −0.5 − 0.6 2.4 0.5 0.73 7.3 1.03
10 2.80 · 10−3 4.8 +14.7 − 14.4 7.1 12.0 −2.0 + 2.7 −1.3 + 2.9 +0.2 + 0.4 +0.2 − 0.1 1.7 0.6 0.79 4.7 1.05
11 6.45 · 10−4 6.9 +9.3 − 9.7 5.8 6.0 −3.9 + 2.9 +0.5 − 0.3 −0.3 − 0.2 +0.1 − 0.2 2.1 1.1 0.84 2.7 1.04
12 5.07 · 10−5 19.6 +11.1 − 11.8 2.8 −0.1 −7.9 + 7.4 +1.6 − 3.0 −2.4 + 2.4 +2.0 − 2.4 5.9 3.5 0.86 0.2 1.03
13 5.29 · 10−3 8.2 +19.4 − 18.2 9.1 13.7 +6.1 − 4.5 −5.4 + 7.3 +0.1 + 0.9 +2.1 + 0.4 3.1 0.6 0.73 7.3 1.04
14 3.16 · 10−3 6.2 +11.2 − 11.3 5.2 9.3 −1.2 + 1.8 −2.0 + 1.5 −0.8 + 0.2 +0.0 − 0.6 2.0 0.8 0.79 5.2 1.04
15 9.23 · 10−4 7.4 +8.6 − 8.4 4.9 5.1 −3.3 + 3.6 +0.9 − 0.4 −0.6 + 1.1 +0.9 − 0.8 2.1 1.3 0.83 2.8 1.07
16 5.13 · 10−5 30.1 +21.9 − 26.9 15.6 9.2 −16.8 + 6.4 −1.4 − 0.6 +1.8 − 2.3 −1.0 + 1.6 9.5 3.5 0.86 0.9 1.03
17 5.90 · 10−3 9.5 +15.7 − 12.3 4.6 8.9 +6.8 − 4.0 −4.6 + 9.2 +0.1 − 0.1 −0.3 + 0.0 3.2 0.8 0.73 7.5 1.04
18 3.73 · 10−3 7.2 +10.1 − 9.9 4.9 8.0 −1.3 + 0.8 −1.4 + 2.3 −0.1 + 0.3 +0.6 − 0.4 2.2 0.6 0.79 5.4 1.04
19 1.08 · 10−3 8.6 +6.4 − 6.4 3.3 3.2 −3.1 + 2.8 +0.4 + 1.2 −0.0 − 0.2 +0.0 − 0.1 2.3 1.7 0.84 2.8 1.04
20 7.38 · 10−5 27.8 +14.1 − 13.9 −1.0 −3.9 −7.3 + 7.7 −0.4 + 1.0 −0.7 − 0.0 −0.6 − 0.0 7.5 8.2 0.86 1.7 1.03
21 7.74 · 10−3 8.7 +14.0 − 11.2 1.9 8.0 +5.7 − 3.2 −6.1 + 9.1 +0.4 + 0.6 +1.2 − 0.5 2.8 0.6 0.73 7.2 1.04
22 4.98 · 10−3 6.2 +14.3 − 14.4 7.4 11.7 −1.6 + 1.1 −2.5 + 1.8 −0.0 + 0.1 +0.2 − 0.4 1.7 1.0 0.79 5.2 1.04
23 1.19 · 10−3 9.1 +12.8 − 12.2 7.9 8.2 −2.7 + 4.7 +0.2 + 1.1 +0.5 + 0.3 +0.9 + 0.7 2.3 1.9 0.83 2.5 1.05
24 4.74 · 10−5 50.8 +33.8 − 27.6 13.9 10.4 −14.1 + 21.2 +10.9 − 1.3 +1.8 + 2.4 +4.1 + 5.4 15.0 3.6 0.85 0.8 1.05
25 8.40 · 10−3 10.4 +7.8 − 8.5 −1.4 2.2 +4.1 − 4.5 −5.7 + 5.0 −0.3 + 0.0 −0.6 + 0.0 3.1 0.5 0.73 6.8 1.04
26 6.40 · 10−3 6.7 +3.4 − 3.3 −0.1 1.6 −0.6 + 0.8 −1.1 + 1.3 −0.2 − 0.0 −0.3 − 0.2 1.7 1.3 0.78 5.6 1.04
27 1.81 · 10−3 8.6 +9.7 − 10.9 6.4 6.3 −4.9 + 2.1 −0.2 − 1.6 −1.1 + 0.1 +0.1 − 1.3 2.1 1.2 0.84 3.6 1.04
28 1.43 · 10−4 26.7 +10.5 − 11.7 −2.5 −4.5 −5.6 + 3.2 −0.3 − 1.2 −0.3 + 0.4 −2.0 − 0.5 7.5 3.9 0.83 1.5 1.08
29 1.14 · 10−2 11.0 +7.6 − 8.8 −1.3 −3.4 +3.2 − 3.0 −6.5 + 4.7 −0.5 − 0.2 −0.4 + 0.3 3.0 0.7 0.73 6.1 1.04
30 7.74 · 10−3 8.8 +5.2 − 4.8 2.3 1.8 −1.8 + 2.3 −1.0 + 1.4 −0.5 + 0.6 +1.0 − 0.6 2.2 1.4 0.78 4.8 1.03
31 2.36 · 10−3 12.0 +7.2 − 5.4 1.8 3.1 −1.4 + 4.5 +2.0 + 0.7 −0.1 + 0.3 +1.2 + 0.6 3.0 1.6 0.83 3.2 1.04
32 2.67 · 10−4 27.5 +15.8 − 16.1 −3.8 6.4 −4.9 − 0.6 +3.4 − 1.2 −1.9 + 1.0 +4.1 − 3.0 10.0 8.3 0.84 0.8 1.06
Table 11: Double-differential normalised trijet cross sections measured as a function of Q2 and 〈PT〉3.
For an explanation of the column headings, see table 6. The residual normalisation uncertainty is δNorm =
0.8% and the LAr noise uncertainty is δLArNoise = 0.9%.
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Inclusive jet cross sections at high Q2 for 5<P
jet
T
<7GeV
Q2-range σ δstat δsys δModel δJES δRCES δEe′ δθe′ δID(e) chad δhad cew
[GeV2] [pb] [%] [%] [%] [%] [%] [%] [%] [%] [%]
150–200 8.85 · 101 3.7 4.4 +2.0 −0.85
+1.07
+1.97
−2.12
−1.09
+1.20
−0.36
+0.36
+0.48
−0.48 0.90 2.5 1.00
200–270 7.19 · 101 3.9 4.2 +1.6 −0.89
+0.91
+1.72
−2.08
−1.23
+1.02
−0.42
+0.41
+0.49
−0.49 0.90 2.5 1.00
270–400 6.59 · 101 4.0 3.8 −1.3 −0.65
+0.66
+1.42
−1.45
−0.86
+1.12
−0.26
+0.32
+0.47
−0.47 0.90 2.2 1.00
400–700 4.68 · 101 5.6 3.6 +0.6 −0.32
+0.48
+1.24
−1.16
−1.35
+1.21
−0.16
+0.22
+0.40
−0.40 0.90 2.2 1.00
700–5000 4.04 · 101 6.4 3.5 +1.2 −0.29
+0.42
+0.71
−0.61
+0.15
+0.10
−0.33
+0.34
+1.12
−1.12 0.91 2.0 1.02
5000–15 000 9.13 · 10−1 79.2 17.4 +16.7 −0.74−0.21 +0.84−0.49 +3.47+1.20 −0.78−0.61 +2.03−2.03 0.91 2.0 1.11
Table 12: Inclusive jet cross sections for 5 < PjetT < 7GeV measured as a function of Q
2 in the range
150 < Q2 < 15 000GeV2 and 0.2 < y < 0.7. The total systematic uncertainty, δsys, sums all the
quoted systematic uncertainties in quadrature, including in addition the uncertainty due to the LAr noise
of δLArNoise = 0.5% and the total normalisation uncertainty of δNorm = 2.5%. The labels δEe′ and δθe′
denote the uncertainty on the scattered electron energy and azimuthal angle, respectively. The label
δID(e) denotes the uncertainty on the electron identification as defined in reference [26]. The label cew
denotes the multiplicative corrections for electroweak effects. The column labels chad and δhad denote
the multiplicative hadronisation correction factors and their uncertainties, respectively. The cross section
values and uncertainties have been determined in the scope of the analysis of reference [26].
Normalised inclusive jet cross sections at high-Q2 for 5<P
jet
T
<7GeV
Q2-range σ/σNC δstat δsys δModel δJES δRCES δEe′ δθe′ chad δhad
[GeV2] [%] [%] [%] [%] [%] [%] [%] [%]
150–200 2.05 · 10−1 3.7 2.7 1.9 −1.20
+1.44
+1.30
−1.40
−1.08
+1.24
+0.13
−0.12 0.90 2.5
200–270 2.27 · 10−1 3.9 2.5 1.2 −1.29
+1.31
+1.15
−1.48
−1.27
+1.01
+0.05
−0.08 0.90 2.5
270–400 2.39 · 10−1 3.9 2.6 −2.1 −1.12
+1.15
+1.05
−1.07
−0.86
+1.14
+0.11
−0.06 0.90 2.2
400–700 2.14 · 10−1 5.6 2.1 1.3 −0.90
+1.07
+1.02
−0.93
−1.31
+1.17
+0.05
−0.01 0.90 2.2
700–5000 2.25 · 10−1 6.4 1.3 −0.5 −0.79
+0.93
+0.64
−0.54
−0.01
+0.26
+0.14
−0.11 0.91 2.0
5000–15 000 1.07 · 10−1 79.1 15.1 −14.6 −1.30
+0.33
+0.81
−0.48
+2.94
+1.77
−0.48
−0.92 0.91 2.0
Table 13: Normalised inclusive jet cross sections for 5 < PjetT < 7GeV measured as a function of Q
2 in
the range 150 < Q2 < 15 000GeV2 and 0.2 < y < 0.7. The normalisation uncertainty δNorm equals zero
for this measurement. The total systematic uncertainty, δsys, includes the quoted uncertainties and the
uncertainty on the LAr noise δLArNoise = 0.5%. Other details are given in the caption of table 12.
µr [GeV] αs(MZ ) αs(µr)
5.29 0.1257 (10)exp (+113−105)th 0.2357 (37)exp (
+456
−354)th
7.21 0.1252 (10)exp (+104−93 )th 0.2131 (31)exp (
+335
−263)th
9.38 0.1218 (13)exp (+79−66)th 0.1899 (32)exp (
+204
−159)th
12.2 0.1186 (8)exp (+64−51)th 0.1713 (17)exp (
+141
−107)th
14.2 0.1170 (14)exp (+59−51)th 0.1625 (27)exp (
+119
−97 )th
17.3 0.1179 (10)exp (+53−45)th 0.1576 (19)exp (
+98
−81)th
20.7 0.1146 (24)exp (+69−52)th 0.1466 (40)exp (
+117
−84 )th
25.4 0.1142 (30)exp (+68−55)th 0.1405 (46)exp (
+106
−82 )th
34.6 0.1155 (11)exp (+39−25)th 0.1348 (15)exp (
+53
−34)th
54.8 0.1129 (39)exp (+51−27)th 0.1218 (46)exp (
+60
−32)th
Table 14: The strong coupling extracted from the normalized inclusive jet, dijet and trijet data at NLO as
a function of the renormalisation scale µr. For each µr the values of the strong coupling αs(µr) and the
equivalent values αs(MZ) are given with experimental (exp) and theoretical (th) uncertainties.
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Figure 2: Distributions of Q2 and y for the selected NC DIS data at detector level. The data are compared
to predictions obtained from the Rapgap and Djangoh MC simulations, which are weighted to achieve
a better description of the data (labelled as ‘MC’). The non-weighted predictions of the generators are
shown as thin lines. The background is obtained from simulated photoproduction events. The shaded
areas indicate kinematic regions which are considered in the extended phase space of the unfolding
procedure.
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Figure 3: Distributions of the inclusive jet multiplicity for the NC DIS data and the jet transverse mo-
menta PjetT of the inclusive jet measurement on detector level. Other details as in figure 2.
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Figure 4: Distributions of 〈PT〉2 of the dijet and 〈PT〉3 of the trijet data on detector level for the measure-
ment phase space. Other details as in figure 2.
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Figure 5: Comparison of predictions obtained with different PDF sets for selected Q2 bins of the in-
clusive jet, dijet and trijet cross sections. The ratios of predictions obtained using the CT14, MMHT,
HERAPDF2.0 and ABMP16 to the NNPDF3.0 NNLO PDF set are displayed, where NLO matrix ele-
ments have been used in all cases. For comparison, also the ratio of NNPDF3.0 PDF set extracted at
NLO precision to NNPDF3.0 NNLO is shown. The shaded area indicates the PDF uncertainty deter-
mined using NNPDF3.0 NNLO. The predictions based on ABMP16 shown here are valid only for five
active flavours, and hence are shown only for (Q2 + P2T)/2 > 25GeV
2.
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Figure 6: Comparison of NLO predictions obtained with scale choices of µ2r = µ
2
f
= 12 (Q
2 + P2T),
µ2r = µ
2
f
= P2T, µ
2
r = µ
2
f
= Q2, and µ2r =
1
2 (Q
2 + P2T) with µ
2
f
= Q2 for selected Q2 bins of the inclusive
jet, dijet and trijet cross sections, using the NNPDF3.0 PDF set. The shaded area around the theory
predictions indicates the scale uncertainty on the nominal scale choice of µ2r = µ
2
f
= 12 (Q
2 + P2
T
) as
described in the text.
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Figure 7: Matrix of statistical correlation coefficients of the unfolded cross sections. The bin labels are
specified in table 5.
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Figure 8: Cross sections for inclusive jet production in NC DIS as a function of PjetT for different Q
2
ranges. The new data are shown as full circles whereas full triangles indicate previously published
data. The error bars indicate statistical uncertainties. The hatched area indicates all other experimental
uncertainties added in quadrature. The NLO and NNLO QCD predictions corrected for hadronisation
effects together with their uncertainties from scale variations are shown by the shaded and hatched band,
respectively. The aNNLO calculations are shown as full red line. The cross sections in each bin are
divided by the bin-size in PjetT and Q
2.
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Figure 9: Ratio of inclusive jet cross sections to the NLO predictions and ratio of aNNLO and NNLO to
NLO predictions as function of Q2 and PjetT . More details are given in figure 8.
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Figure 10: Cross sections for inclusive NC DIS in the Q2 bins as for the jet cross sections for 0.2 <
y < 0.6 compared to NLO and NNLO predictions as used for the calculation of the normalised jet cross
sections. The cross sections are divided in each bin by the bin size in Q2. The experimental uncertainties
are indicated by a dark hatched area and are dominated by the luminosity uncertainty of 2.5%. The
bands around the predictions, visible in the ratio, indicate the PDF uncertainties.
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Figure 11: Normalised inclusive jet cross sections compared to NLO, aNNLO and NNLO predictions
as a function of Q2 and PjetT . The cross sections are divided in each bin by the bin size in P
jet
T . Further
details can be found in the caption of figure 8.
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Figure 12: Ratio of normalised inclusive jet cross sections to NLO predictions and ratio of the NNLO
and aNNLO to the NLO predictions as a function of Q2 and PjetT . Further details can be found in the
caption of figure 8.
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Figure 13: Dijet cross sections compared to NLO, aNNLO and NNLO predictions as a function of Q2
and 〈PT〉2. The cross sections in each bin are divided by the bin-size in 〈PT〉2 and Q2. Further details can
be found in the caption of figure 8.
49
 [GeV]
2
〉
 TP 〈
6 10 20 30 40
N
LO
σ
 
/ 
σ
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2 28 GeV
 
<
 
2Q
 
<
 
  5.5
 [GeV]
2
〉
 TP 〈
6 10 20 30 40
N
LO
σ
 
/ 
σ
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2 2GeV 11
 
<
 
2Q
 
<
 
  8
 [GeV]
2
〉
 TP 〈
6 10 20 30 40
N
LO
σ
 
/ 
σ
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2 2GeV
 
16
 
<
 
2Q
 
<  11
 [GeV]
2
〉
 TP 〈
6 10 20 30 40
N
LO
σ
 
/ 
σ
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2 2GeV 22
 
<
 
2Q
 
<
 
 16
 [GeV]
2
〉
 TP 〈
6 10 20 30 40
N
LO
σ
 
/ 
σ
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2 2GeV
 
30
 
<
 
2Q
 
<  22
 [GeV]
2
〉
 TP 〈
6 10 20 30 40
N
LO
σ
 
/ 
σ
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2 2GeV 42
 
<
 
2Q
 
<
 
 30
 [GeV]
2
〉
 TP 〈
6 10 20 30 40
N
LO
σ
 
/ 
σ
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2 2GeV
 
60
 
<
 
2Q
 
<  42
 [GeV]
2
〉
 TP 〈
6 10 20 30 40
N
LO
σ
 
/ 
σ
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2 2GeV
 
80
 
<
 
2Q
 
<
 
 60 H1 Dijets
H1 HERA-II
Systematic uncertainty
 hadr. corr.⊗NLO 
 hadr. corr.⊗aNNLO 
 hadr. corr.⊗NNLO 
Figure 14: Ratio of dijet cross sections to NLO predictions and ratio of the aNNLO and NNLO to the
NLO predictions as a function of Q2 and 〈PT〉2. Further details can be found in the caption of figure 8.
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Figure 15: Normalised dijet cross sections compared to NLO, aNNLO and NNLO predictions as a
function of Q2 and 〈PT〉2. The cross sections are divided in each bin by the bin size in 〈PT〉2. Further
details can be found in the caption of figure 8.
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Figure 16: Ratio of normalised dijet cross sections to NLO predictions and ratio of the aNNLO and
NNLO to the NLO predictions as a function of Q2 and 〈PT〉2. Further details can be found in the caption
of figure 8.
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Figure 17: Trijet cross sections compared to NLO predictions as a function of Q2 and 〈PT〉3. The cross
sections in each bin are divided by the bin-size in 〈PT〉3 and Q2. Further details can be found in the
caption of figure 8.
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Figure 18: Ratio of trijet cross sections to NLO predictions as a function of Q2 and 〈PT〉3. Further details
can be found in the caption of figure 8.
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Figure 19: Normalised trijet cross sections compared to NLO predictions as a function of Q2 and 〈PT〉3.
The cross sections are divided in each bin by the bin size in 〈PT〉3. Further details can be found in the
caption of figure 8.
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Figure 20: Ratio of normalised trijet cross sections to NLO predictions as a function of Q2 and 〈PT〉3.
Further details can be found in the caption of figure 8.
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Figure 21: Values of αs(MZ) extracted from the normalised inclusive jet, dijet and trijet cross sections us-
ing NLO predictions compared to values extracted from other jet data. The upper panel shows the values
of the strong coupling αs(µr) and the lower panel the equivalent values of αs(MZ) for all measurements.
The full circles show the extracted values from the low- and high-Q2 normalised inclusive jet, dijet and
trijet data as outlined in the text. The inner error bars indicate the experimental uncertainty, while the full
error bars indicate the total uncertainty, including the experimental and theoretical contributions. The
solid line shows the world average value of αs(MZ) = 0.1181 ± 0.0011 and its value evolved to µr using
the solution of the QCD renormalisation group equation. Also shown are the values of αs from inclusive
jet measurements in photoproduction by the ZEUS experiment (upper triangles), from the 3-jet rate y3
in a fit to ALEPH data taken at LEP (diamonds), from the 4-jet rate measured by the JADE experiment
at PETRA (stars), from the jet transition value y23 measured by OPAL at LEP (squares), from inclu-
sive jet cross sections as measured by the CMS experiment at the LHC (crosses) and from jet angular
correlations R∆R by the D0 experiment at the Tevatron (lower triangles).
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