In a video streaming scenario, to cope with bandwidth variations, buffer management and intelligent drop packets policies play a critical role in the final quality of the video received at the user side. In this context, we present a buffer management strategy implemented at the source of a video communication system. This scheme uses priority information from the H.264/SVC encoder, network information from a Bandwidth Estimation approach (BE), based on Hidden Markov Model (HMM) and monitors buffer fullness: when it exceeds a defined threshold, the selective discard strategy takes place. To get more flexibility, we employed SNR quality scalability (Medium Grain Scalability), to get more than one rate point for each enhancement layer. Low priority packets correspond to higher quality layers and are discarded first, with the aim to preserve as much as possible more relevant lower layer packets. Dependencies created by the encoding process are kept into account. We show that the strategy presented ensures that the video transmitted has the highest possible quality under the given network conditions and buffer resources.
Introduction
Delivering variable bit-rate video streaming over the Internet is a challenging task. In order to guarantee the presentation quality of multimedia applications, QoS requirements such as packet loss rate, bandwidth, delay and jitter must be satisfied. Normally, transmission of video requires high bandwidth and low delay, while a certain amount of packet loss can be accepted [23] . Buffer management and scheduling algorithms represent the main class of techniques traditionally applied to maximize performance in communication networks, either wired or wireless. Video transmission makes no exception. Several works in the literature, present buffer management strategies applied to video communications that consider the specific features of video.
As an example, a study in [14] found that, for the case of low bit rate coded sequences, in most cases higher quality low frame rate videos are preferable to lower quality full frame rate ones. Following this consideration and the result from network analysis that outlined the fact that most of the loss occurs at the transmission point and not at the nodes inside the network, [1] proposes a simple buffer management scheme implemented at the transmission source which drops low priority packets in response to congestion, where priority is related to frame rate. In this work, the video sequences are encoded into multiple priority layers using H.26L video encoder and a robust scalable sub-band/wavelet video coder. The buffer management algorithm performs a greedy strategy on the packets being transmitted, trying to maximize the quality of the video which can be reconstructed from the transmitted packets. Basically, the algorithm constantly controls the buffer size. When the current size exceeds a defined threshold, packets are dropped considering their transmission probability. On the other hand, if the size exceeds the maximal allowed buffer size, an arriving packet is dropped without considering its priority. 2 In [2] the buffer management and congestion control presented in [1] are applied to video streaming. Also in this case the buffer is implemented at the source and it queues packets from the encoder and dequeued packets are transmitted using a randomized binomial scheme. The buffer algorithm is the same as the one presented in [1] . However, differently from the previous work, the Round Trip Times (RTT) are used to estimate the drop probability of a packet. An integrated video communication scheme for stored variable bit-rate (VBR) video streaming in a congested network is presented in [23] . This scheme regulates the transmission rate through a refined rate control algorithm based on the Program Clock References (PCR) value embedded in the video streams. Furthermore, multiple buffers for different importance levels, along with an intelligent selective frame discard algorithm are applied at the source. An architecture which includes an input buffer at the server coupled with the congestion control scheme of TCP at the transport layer is presented in [9] . This work assumes that the available bandwidth is sufficient to deliver the high priority frames and the goal is to maximize the number of transported low priority frames subject to the constraint that the loss rate for the high priority frames would be minimal. In [15] , different reactive and proactive queue management schemes are discussed and investigated with respect to enhancing the objective video quality of a streaming application in a HSDPA network. A proactive buffer management scheme with data differentiation is proposed, which significantly increases the video quality by taking into account MPEG frame dependencies. Considering that a viewer can detect the discontinuity of video easier than the spatial degradation, a Weighted MultiPlayback Buffer Management (Weighted MPBuff) is proposed in [16] . The Weighted MPBuff and scheduling algorithm provides more protection to the lower layers compared to the higher ones. To archive weighted protection, the sender schedules the video data considering the transmission sequence of the video and sending different number of GOPs in each slot to build up an unequal buffer at the receiver. The playout buffer is composed by as many buffers as coded layers, and the buffer size decreases from the base layer to the highest enhancement layer. Each time period, the receiver calculates the video buffer time using the highest timestamp and the timestamp of the current playback time. This information is used to decide whether the video data unit in layer i+1 will be scheduled or not. If the current available bandwidth is not enough to transmit the layer i+1, clearly also the layers above will not be sent. Moreover, regarding a multi-stream video transmission scenario, [6] proposes a perceptual quality-aware active queue management, which is designed for scalable video traffic. In order to reduce the queuing delay and queue length, the proposed scheme selectively drops packets from layers that have little influence on video quality, introducing a minimal perceptual quality reduction (PQR) in the stream. The dropping strategy regards the fact that losses in base quality layers cause considerably higher quality reduction than losses in quality enhancement layers. Finally, several works have exploited scalability in wireless environments mixing with adaptive modulation and coding (AMC) and resource allocation. As an example, [12] proposes a dynamic sharing of the resources by combining SVC with appropriate radio link buffer management for multiuser streaming services. Since the pictures belonging to the lowest temporal layer are most important for decoding, these own the highest priority. Then the respective progressive refinement (PR) fragments have next lower importance, and so on. Hence, by assuming that the temporal resolution has highest priority, this work recommends a dropping order, based on the temporal level of the fragments, in case that a rate adaptation on the fly is necessary. First, the PR fragments of the present highest temporal level are dropped. If there are only packets containing base layer fragments, the base layer of the highest temporal level present is discarded. Furthermore, following the same aforementioned drop concept, this work develops a priority labeling technique, which is applied in the radio link buffer. In this paper we present a buffer management strategy with selective packet discard for Medium Grain Scalable (MGS) video encoded H.264 video sequences, based on two main blocks: When the source transmission buffer length exceeds a given threshold, the buffer management strategy takes place, dropping low priority packets and sending the most important packets fitting the available bandwidth. Packets are discarded taking into account their quality and temporal level as defined in the MGS-SVC hierarchical dependency between layers. Base layer packets clearly have the highest priority and the packets belonging to the highest enhancement layer have the lowest one. When more than one packet has the same quality, the packet with the highest temporal level is considered to be discarded first. The algorithm developed guarantees, that the transmitted video has the highest possible quality. The reminder of the paper is organized as follows. Section II explains the Bandwidth Estimation Model based on Hidden Markov Model and the application of this model in SVC video sequences. Section III describes the buffer management to SVC video sequences and presents the discard packets strategy proposed in this paper. Section IV presents and discusses the results obtained by the simulations. Section V gives the final conclusions and future works.
Bandwidth Estimation Model
The estimation of the available bandwidth (AB) of an endto-end path has received noticeable attention due to its relevance in several network applications. Transport layer protocols might also use AB information to change the transmission rate according to the amount of available bandwidth in the path, using the network resources efficiently while avoiding congestion [8] . Two main available bandwidth estimation approaches have been reported. The first approach is called the Probe Gap Model (PGM), which bases the estimation on the gap dispersion between two consecutive probing packets at the receiver [21] . The second approach called Probe rate model (PRM) is based on the idea of induced congestion, in which the available bandwidth is determined by the variation in the probing packet rate from sender to receiver. This paper uses an accurate, non-intrusive and fast endto-end approach based on PGM. Hence, using the delay variation of probe packets and the Hidden Markov Model it is possible to estimate the AB.
Hidden Markov Model
The available bandwidth can be modeled by N states, each one representing a certain level of availability. We consider a one-step transition Markov chain to estimate the probability of being in a particular state or AB range. As the available bandwidth cannot be directly observed, the probing packets approach is employed to get the delay time between packets. Figure 1 represents the Hidden Markov Model (HMM) with discrete hidden states X representing the available bandwidth levels and discrete observation variables ξ representing probing packet pair dispersions. A particular observation has associated a probability B to be generated by a particular hidden state. Transitions between states are governed by probabilities specified in the transition probability matrix A.
As defined in [19] , the Hidden Markov Model is defined by a tuple of five elements:
1. number of states (N) 2. number of distinct observation symbols per state (M) 3. state transition probability matrix (A) 4. observation probabilities (B)
initial state probabilities (П)
Since with MGS the video sequences are encoded with a finite number of possible rates, a finer granularity in bandwidth is not useful for our purposes. Therefore, the number of states in the model (N) is related with the number of the target bit-rates used to encode the video sequence. The set of states is defined by where the available bandwidth grows from (low) to (high). The state at time t is denoted by . The number of symbols (M) is the set of symbols denoted by corresponding to observed dispersions from the probing sampling method. These symbols are decimal number corresponding to the delay between consecutive packets; these delay values are grouped in M intervals of values to convert every single observation to a discrete symbol.
The matrix A contains the transition probability between the states. where Since only one-step transitions between states are considered possible, the number of unknown elements in the matrix is reduced to the three main diagonals:
The matrix B has the set of probabilities that indicates how likely is that at time t a specific observation symbol is generated by each state from the set S. More specifically, where for and :
It is expected that the small values of ξ are the result of a highly available bandwidth and therefore more likely generated by a high index state and conversely for high values.
Given an observation sequence , that is, a set o samples from the network during T, it is desired to estimate the model that most likely generated that sequence. In order to do this, matrix A and matrix B must be determined based on some experimental data sequence via some estimation algorithm, the most commonly used of which is the Baum Welch (BW) [18] one. Once A and B are given, the HMM can be used to generate an estimated symbol and state sequence with the same statistical properties of the original sequence. The bandwidth estimation model used in this paper is based on the estimation model presented in [8] . With the purpose to analyze the implemented model and its accuracy, two experiments changing the values of the transition matrix A and the observation probabilities B have been carried on.
In the first experiment, the initial values of the A matrix are constructed using random or equally likely values. In both cases, the obtained results after the BW are quite similar. Therefore, it is possible to construct the initial matrix A (one-step transition) randomly. In the second experiment, we repeat the same procedure for the B matrix. This matrix can be constructed using random values, equally likely values or a defined pattern. This pattern considers the fact that small values of ξ (delay) are the result of a non loaded network and therefore more likely generated by a high order state (corresponding a high available bandwidth) and vice versa.
From the simulations, the last case presents higher accuracy and coherence with the expected output. The first case, random values, does not represent exactly the model but is pretty close and could be used. Furthermore, in the second case, using equally likely values, the symbol sequence constructed by the model is similar to the initial one, but the state sequence drastically varies and it is not consistent. The reason is due to the fact that matrix B does not have any specific pattern and all the states have the same occurrence probability, that it is not true.
Therefore, to generate the symbol sequence and the state sequence, in this paper, we will use a matrix A composed by random values and a matrix B made by values which represent the pattern defined in the model. Examples of the A and B matrices employed in this work are presented below, where we have 7 states (available bandwidths) and 7 symbols (delay time ranges).
Bandwidth Estimation Model applied in SVC video sequences
In SVC a signal is encoded once at the highest quality (resolution, frame rate, quality) with appropriate packetization, and then it can be decoded from partial streams for a specific rate, quality or complexity requirements [22] . There are three types of scalability: SNR scalability (fidelity), spatial scalability (resolution), and temporal scalability (frame rate). Moreover, the quality scalability offers two options: CGS (coarse-grain quality scalable coding) and MGS (medium-grain quality scalability). In the first one, the number of available bit rates is restricted since number of layers that can be defined is not too high because it implies worse coding efficiency. MGS allows partitioning a CGS layer into several MGS layers with the aim of increasing the flexibility of bit stream adaptation and in this way improving the coding efficiency.
In this work, some test cif resolution video sequences † are encoded using the JSVM (Joint Scalable Video Model), version 9.19.15 using MGS with configuration:
, i.e. one base layer and three enhancement layers. Each of these enhancement layers defines two MGSVector. The video sequences are encoded using pre-established suitable bitrates values obtained using the Kush Gauge [11] formula (1), based on several parameters as video width and height, frame rate and amount of motion present in the video.
. (1) Where the motion factor could take three different values: (a) Low motion =1; (b) Medium motion =2 and (c) High motion =4.
Buffer management for MGS video sequences
In a server-client adaptive streaming environment, a client makes request for multimedia objects to a centralized video server. The server sends the packets sequentially and usually selects the content from a set of files where the content is encoded at different rate to match the available bandwidth. Switching from one chunk to the other is made based on the estimates of the bandwidth obtained by some feedback mechanism based on either proprietary or standard protocols such as DASH [20] . This part is transparent to our simulation as we only assume that some information about RTT is received so that the HMM-BE model can adapt the estimated bandwidth periodically. In the present work we assume this happens every second. All encoded packets are sent to the transmission buffer. Buffer fullness obviously depends on the difference between encoding rate and available bandwidth. Losses can be reduced with larger buffers at the expenses of higher delays. We show that using scalable coded sequences and the selective discard procedure proposed, allows reducing losses while maintaining minimum delays.
When a video sequence is encoded with Scalable Video Coding, the encoded video defines one base layer and several enhancement layers, which improve the quality. In SVC, the upper layers depend upon the lower layers. In such way, if a lower layer is missing, it will not be possible to decode the above layers. † In this paper, we propose a Quality Discard Packets (QDP) policy based on the above consideration regarding the priority of the packets. Hence, the base layer packets have the highest priority and the packets belonging to the highest enhancement layer have the lowest priority.
Figure 2. Quality Discard Packets scenario
The Quality Discard Packets policy is developed considering the scenario shown in Figure 2 . When a H.264/SVC video is encoded, the encoder also generates a trace file which specifies various parameters for each single "packet" inside the bit-stream. The parameters include the start position (in units of bytes) of the packet, its length (in units of bytes), its values of dependency_id (Lid), its temporal level (Tid), and quality level (Qid), its type, and two flags indicating whether the packet is discardable or truncatable [10] .
We set up the buffer size and define a threshold lower than the total buffer size. In this work, the threshold is equal to 50% of the maximum buffer size. When this threshold is attained, we assume the buffer is close to the risk of overflowing and the QDP policy must be applied.
The discarding packets process is governed by Algorithm 1, where is the instantaneous buffer size, MaxBufSize is the total buffer size and BufThr is the buffer threshold indicating the buffer size at which the discard policy starts being enforced. If the queue size exceeds the threshold, the packets belonging to the highest layers, which own the highest quality, are discarded first that the other ones. Video encoded with SVC presents different temporal levels (Tid), exhibiting a hierarchical dependency. So, the packets with the highest Tid are discarded first. On the other hand, when the queue size exceeds the imposed maximum buffer size, the arriving packet is dropped. The buffer works like a FIFO queue. At the end, the video received is decoded using the decoder tool included in JSVM and FFMPEG [3] . Since the last one conceals whole frame losses using temporal frame interpolation, a lost P frame is concealed by copying the pixels from the previous reference frame, and a lost B frame is concealed by temporal interpolation between the frame pixels of the previous and the future frames [13] .
Simulations results
To evaluate the performance of the Quality Discard Packets algorithm, several cif video sequences with a duration of one minute and different characteristics, were encoded in H.264/SVC with MGS. Table 1 presents the main encoding parameters used in the Football video sequence. This video sequence which is analyzed in this section presents high spatial detail and high amount of movement. The video sequences are encoded using the FixedQPEncoderStatic tool included in the JSVM software. This tool provides two options:
 Encode the video fixing the Quantization Parameter value (QP) to each layer.  Set the target bit rate that will be reached by each layer.
Here the second option is used as it allows a better match with the variations of the bandwidth conditions over the network. The following bit rates are used for a CIF sequence:
 Base Layer -200 kbps  Enhancement Layer 1 -400 kbps  Enhancement Layer 2 -600 kbps  Enhancement Layer 3 -800 kbps Moreover, each enhancement layer defines two MGSVectors, achieving in this way a video encoded with seven target points.
Using the packet size information provided by the trace file, the next step is to calculate the times when the packets arrive at the buffer from the server, as well as the times in which the packets will leave the buffer. The first one, is obtained dividing the size by the maximum bit rate at which the video was encoded. The departure time depends on the playout rate, which varies each second of time. The values of the playout rate are obtained using the Bandwidth Estimation Model presented in section II. Figure 3 shows an example of the bandwidth fluctuations, obtained with the HMM-BE model, during 60 seconds representing the duration of the employed video sequences. We selected to start with a conservative approach about bandwidth availability since it has been shown that Quality of Experience (QoE) from a user's perspective is worse when the quality is reduced along the sequence [7] .
Figure 3. Bandwidth obtained with the HMM-BE model
The performance of the Quality Discard Packets algorithm is compared with a case with No Buffer Management and a pure buffer management strategy unaware of the specific content, the Random Early Detection (RED). The RED calculates the average queue size and then, this value is compared to two thresholds: a minimum and a maximum threshold. When the average queue size is less than , no packets are discarded. When the average queue is greater than , every arriving packet is discarded. When the average queue size is between the and thresholds, each arriving packet is discarded with a probability , where is a function of the average queue size [5] .
According to [5] , the maximum threshold should be set to at least twice the minimum one, or three times following the rule of thumb [4] . However, a higher maximum threshold could be used in order to get a better use of buffer space and reduce the packet drops. Therefore, the RED implementation used in this work, employs a minimum and a maximum buffer threshold equivalent to the 10% and 50% of the total buffer size, respectively. Furthermore, according to [17] , the RED performance is highly dependent on the thresholds and sensitive to its parameter settings. The optimization of these parameters is out of the scope of this paper. Table 2 presents the results obtained, applying the three approaches in the football video sequence. It is important to highlight that the total number of frames in the original sequence is equal to 1800 frames, corresponding to one minute of duration, and that the original trace file is composed by 16209 packets.
We can notice that in both RED and No Buffer Management cases, the buffer size must be greater or equal to 3 MB in order to get a good PSNR value recovering all the frames. However, when the QDP is used, it is possible to get a good PSNR value and recover all the frames, when a buffer size is greater or equal than 100 KB is used. This is due to the priority discard packets policy.
Considering the fact that the current version of JSVM cannot decode video streams affected by out order, corrupted or missing NALUs, we decided in these cases to use another decoder, FFMPEG, which uses error concealment techniques in order to reconstruct the original video. In Table 2 , blue colored results were decoded using the JSVM decoder and the green ones were decoded with FFMPEG.
As we can see, in Table 2 (c), if FFMPEG is used for the decoding process and the QDP strategy is applied, it is possible to get an acceptable PSNR value recovering all the frames, even with a buffer size constrained. As showed in Table 2 (c), a buffer size of 10 KB presents a PSNR equal to 27.24 dB, decoding all the frames. This is possible because since we limit the number of lost packets, the concealment and recovery abilities of the FFMPEG decoder can achieve much better results. 
(a)RED, (b) No Buffer Management and (c) QDP
In the first case, when the maximum buffer size is equal to 3MB, the QDP algorithm is not even applied because the threshold, which is established to be the 50% of the total buffer size, is not attained. The same situation occurs when any buffer management technique is used. In contrast, RED takes place when the buffer size is less or equal than 3 MB. As it is shown in Table 2 (a), one packet is discarded by the algorithm. The loss of this packet leads to that just 920 of the 1800 frames can be decoded by the JSVM decoder , and thus FFMPEG is employed.
Furthermore, we can see that even when the buffer size decreases, our Quality Discard Packets approach overcomes the other ones, recovering all the frames as the original video sequence and getting a good PSNR value. A PSNR value is considered good when it is greater than 30 dB. Moreover, when the buffer size is greater than 100 KB, the one hundred percent of the frames are recovered, attaining a PSNR equal or greater to 30.63 dB. On the other hand, to buffer sizes between 500 KB and 10 KB, all the frames are also rebuild by FFMPEG at the same time that a suitable PSNR (27.24 dB) is obtained.
It is important to mention that when a packet which is signaled as a non discardable packet in the original trace file, is discarded some distortion is inserted in the belonging frame. Moreover, as we can see in Table 2 (a), when RED algorithm is applied, the 100 percent of the decoded frames is never attained, due to its random packet discard. This prevents further that FFMPEG reconstructs the sequence with the available packets. Consequently, the PSNR is drastically decline.
Then, Figure 4 presents the PSNR values attained by each frame of the video sequence. The PSNR of the three approaches is compared considering different buffer sizes. As can be seen in Figure 5 (a), when a buffer size of 1 MB is used, all the 1800 frames are recovered by both RED and QDP. No Buffer management reconstruct 1715 frames and this number decreases as the buffer is smaller. For instance, when the buffer size is constrained to 50KB, Figure 5 (d) , only 1.4 % of the total number of frames are rebuilt.
It is worth noting that for all the cases presented in Figure  4 , the QDP strategy is able to reconstruct all the frames as the original sequence and produce a good PSNR.
In order to analyze the variation of buffer occupancy, the queue size is measured each time that a packet is read from the trace file. Depending on the current queue size, the packet will be added or not to the buffer. Figure 5 illustrates the buffer occupancy, to all the three analyzed approaches, when the buffer is set to four different buffer sizes.
It is important to remind that the total number of packets in the bitstream is equal to 16209 packets. Initially, due to that the bit rate with which the packets leave the buffer is less than the bit rate used to arrive into it, the buffer occupancy is continually increased. Once the queue size has attained the defined buffer threshold, the buffer occupancy fluctuates As is shown in Figure 5 , when No Buffer management is employed, the buffer occupancy grows until its fullness. This state is kept during all the enqueue process, then the buffer starts to be emptied. On the other hand, RED and QDP produce a similar buffer occupancy, except that RED does not reconstruct the video sequence as the original one. Contrary to RED, which discard packets randomly, QDP discard packets regarding its priority and influence on the other ones. Moreover, we have to stress the fact that due to the "intelligent" discard packets used in our QDP approach, the buffer is never saturated, it means that any packet is dropped because the buffer is full. Hence, the possibility of losing some essential packet, which could be indispensable to the video sequence reconstruction, is reduced to zero. This does not occur with RED, where at certain time the maximum buffer size is attained (i.e. buffer sizes less or equal than 50 KB ) and the arrival packets have to be dropped.
As we can see in Figure 5 (a) to (d), the buffer occupancy to the QDP is reduced significantly which corresponds to small playout delays. In Figure 6 , the average delay obtained with some of the buffer sizes used to test our algorithm are showed. As aforementioned, in 3MB the QDP strategy is not even applied, but when our approach takes place the delay is reduced considerably. We only compare the delay time obtained by the three approaches when the buffer size is equal to 3 MB because, just in this case all the approaches are able to recover all the 1800 frames. Moreover, blending FFMPEG and the QDP strategy as in the cases of a buffer size equal to 25 KB and 10 KB (Figure 6 ), the average delay is decreased to 2.18 and 1.81 seconds respectively. It is evident that the discard packets algorithm proposed in this paper produces better results and due to its priority discard packets is possible to reconstruct the original video sequence in the highest quality available.
Work is in progress to move the analysis to a scenario where we statistically multiplex several streams and the bandwidth fluctuations affect the multiplexed stream. Furthermore, for the Bandwidth Estimation model, in this work, the initial state probabilities are set up in default mode. In such way, the initial state is the lowest state index which is related to the lowest bandwidth. This initial values could be modified in order to analyze other scenarios and buffer behavior under different networks.
Figure 6. Buffer Size vs. Delay
A final consideration is related to the applicability of the proposed approach to a large set of independent connections thus comparing it to some adaptive streaming algorithms. It is worth noting that the exploitation of scalable coding avoids the need to pre-encode a large set of copies of the same content. Furthermore, as seen from the results above, the requirements on buffer size to compensate for the bandwidth fluctuations are clearly smaller than for the other two approaches therefore reducing the latency of the transmission chain.
Conclusions
In this paper, we presented a discard packets strategy which considers the priority of the packets before discard them. This priority is assigned considering the quality (Qid) and temporal (Tid) level of a packet. The proposed discard algorithm takes into account the current available network bandwidth, given by a Bandwidth Estimation Model, to apply an intelligent discard of the packets stored in the buffer. The packets are dropped from low to high priority. In the simulations, we compare our discard strategy with two other approaches and the simulations results have shown that the proposed algorithm outperforms the other two approaches and shows significant reduction in required buffer size and therefore delay. Work still needs to be performed to correctly determine the thresholds, based on the delay constraints and the type of sequence. 
