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Abstract
Massive theories of abelian p-forms are quantized in a generalized
path-representation that leads to a description of the phase space in
terms of a pair of dual non-local operators analogous to the Wilson
Loop and the ’t Hooft disorder operators. Special atention is devoted
to the study of the duality between the Topologically Massive and the
Self-Dual models in 2 + 1 dimensions. It is shown that these models
share a geometric representation in which just one non local operator
suffices to describe the observables.
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1 Introduction
As it is known, the electric-magnetic duality of free Maxwell theory may be
seen as a particular case of a duality tansformation relating different abelian
gauge theories of arbitrary rank in the appropriate space time dimensions[1,
2]. In D dimensions, the ranks p1, p2 of the generalized potentials describing
the dual abelian theories must obey the equality p1 + p2 = D − 2. For
example, in four dimensions, Maxwell theory is self-dual, while the second
rank gauge theory is dual to the massles scalar field.
In reference[3] it was shown that the “electric-magnetic” duality of abelian
gauge theories allows to describe their physical phase space in terms of a pair
of non-local observables that are dual in the Kramers-Wannier sense[4]. The
algebra that they obey results to be invariant under spatial diffeomorphisms.
This topological algebra, the Dual Algebra (DA), admits a realization in
terms of operators acting on functionals that depend on extended objects,
inasmuch as the dual operators themselves. For instance, in the case of
Maxwell theory in four space time dimensions, the dual operators are the
Wilson Loop and the ’t Hooft disorder operator[5]. Both operators depend
on closed spatial loops, and may be realized on a loop-dependent Hilbert
space (see section 2). The DA of the three and four dimensional Maxwell
theory had been previously analized[6], due to their close relation with the
Yang-Mills field. Furthermore, non local operators that obey commutation
relations of the DA type have been used to quantize topological excitations
in interacting field theories[7].
In this paper we discuss how the ideas of reference[3] can be extended to
the conventional (i.e., non topological) Abelian massive theories in arbitrary
dimension, and to the Self- Dual [8] and Topologically Massive theories[9]
in 2+1 dimensions, which are known to be dual to each other[10]. In all
the cases, the program that we develop is as follows: one starts from a first
order master lagrangian that encodes the dual theories simultaneously. We
take this master lagrangian to be of the Stu¨eckelberg form [11], in order to
maintain gauge invariance even in the massive case. The master theory is
then quantized within the Dirac scheme[12], and the phase space is taken into
account by choosing non local operators that encode all the gauge invariant
content of the original canonical operators. The algebra obeyed by these dual
operators is then studied and realized onto an appropriate set of functionals.
We shall see that the DA of massive Abelian theories is also character-
ized by a topological quantity, namely, the intersection number between the
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extended objects that support the non-local dual operators. This contrasts
with the masless case, where the DA is governed by the linking number
of the closed extended objects that enter in the construction of the dual
operators[3, 6]. This and other differences between both cases are studied.
The case of the Self-Dual and Topologically Massive theories presents
several interesting peculiarities, regarding the DA study. Perhaps the more
relevant one is that instead of a pair of Wilson Loop operators, as in both
the massless and the conventional massive theories, it suffices with only one
non-local operator to describe the gauge invariant content of the theory. Con-
secuently, this operator has to play both the “coordinate” and “momentum”
roles. As we shall see, this feature has an interesting geometrical counterpart
when the non-local operator is realized in a path-dependent Hilbert space.
In other direction the Proca model in 2+1 dimensions is equivalent to two
non-interacting Self-Dual models with opposite spins.
The paper is organized as follows. In section 2 we review the massless
case, following reference[3], focusing mainly in the study of Maxwell theory
in four dimensions. In section 3 the DA of the Proca model in three dimen-
sions is considered. Section 4 is dedicated to the study of the Self-Dual and
Topologically Massive theories. Some concluding remarks are given in the
last section. In the Appendix we summarize the generalization of the study
presented in section 3, to the case of forms of arbitrary rank in arbitrary
dimension.
2 Maxwell theory
Let us summarize the results of reference[3] regarding Maxwell theory. The
starting point is the first order Lagrangian density
L = 1
2
ǫµνλρ∂µAνBλρ − 1
4
(Bλρ + ∂λCρ − ∂ρCλ)
(
Bλρ + ∂λCρ − ∂ρCλ
)
, (1)
which is invariant under the simultaneous gauge transformations
δAµ = ∂µΛ, (2)
δBλρ = ∂ρξλ − ∂λξρ, (3)
δCρ = ξρ + ∂ρξ. (4)
Equation (4) shows that the field Cρ is pure gauge. Its presence just serves to
enforce gauge invariance. When this field is gauged away in (1), the equations
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of motion become
ǫµνλρ∂µAν = B
λρ, (5)
ǫµνλρ∂µBλρ = 0. (6)
Substituting Bλρ from (5) into the master lagrangian (with Cρ = 0), one
finds the standard Maxwell lagrangian. If, instead, one solves equation (6)
locally
Bλρ = ∂λA˜ρ − ∂ρA˜λ, (7)
and substitutes the above expression into the equation (1) (again with Cρ =
0) we obtain (after an integration by parts) the “dual” lagrangian density
L˜ = −1
4
Fµν(A˜)F
µν(A˜), (8)
in correspondence with the fact that in D = 4 Maxwell theory is self-dual.
The canonical analysis may be summarized as follows. There are three
secondary first class constraints
ψ = −1
2
ǫijk∂iBjk ≈ 0, (9)
θi = −(πiC − ǫijk∂jAk) ≈ 0 (10)
θ = −∂iπiC ≈ 0 (11)
where πic is the momentum canonically conjugate to Ci. We are taking gµν =
diag(1,−1,−1,−1). These constraints are reducible (∂iθi−θ = 0) and appear
associate, respectively, to A0, B0i and C0 as their Lagrange multipliers.
The fields Ai and
1
2
ǫijkBjk are mutually conjugate[
Ak(~x),
1
2
ǫlijBij(~y)
]
= iδlkδ
(3)(~x− ~y), (12)
as can be seen from the first order BF term in the master lagrangian (see
[13]). ψ, θi and θ generate the gauge transformations for Ai, Bij, Ci and π
i
C .
The gauge transformations for the remaining fields are obtained imposing the
gauge invariance on the extended action, taking into account the reducibility
of the first class constraints.
On the physical sector, the Hamiltonian reduces to
H =
∫
d3~x
1
2
(
BiBi + E iE i
)
, (13)
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with the magnetic and electric fields given, respectivelly, by
Bk ≡ ǫijk∂jAi, (14)
E i ≡ 1
2
ǫijk (Bjk + Fjk(C)) . (15)
The gauge invariant combinations of the operators appearing in the above
expressions indicate which are the non-local dual operators we are interested
in. They are the Wilson loop
W (γ) = exp
(
i
∮
γ
dyiAi(~y)
)
, (16)
with γ a closed spatial path, and the operator
Ω(Σ,Γ) = exp
(
i
∮
Γ
dyiCi(~y)
)
exp
(
i
∫
Σ
dΣkǫ
kijBij
)
, . (17)
wich depends on the spatial open surface Σ whose boundary is Γ. In virtue
of the constraint (9), one has
Ω
(
Σclosed
) ∣∣∣ψphysical
〉
=
∣∣∣ψphysical
〉
, (18)
i.e. Ω does not depend on the surface Σ, but only on its boundary Γ. The
algebra obeyed by the dual operators (the DA) is given by
W (γ)Ω(Γ) = eiL(γ,Γ)Ω(Γ)W (γ). (19)
where the quantity
L(γ,Γ) = 1
4π
∮
γ
dxi
∮
Γ
dyjǫijk
(~x− ~y)k
|~x− ~y|3 , (20)
measures the Gauss linking number between γ and Γ, which are closed curves
in R3, and is a topological object, since it does not depend on the metric
properties of the space.
The operator Ω(Γ) results to be the “dual” Wilson loop, i.e. the contour
integral of the dual potential A˜ along Γ[6]. It must be noticed, however,
that these results are obtained from a formulation that does not include this
potential as a lagrangian variable, which would be redundant.
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The DA (19) is fulfilled if the operators are defined to act onto loop
dependent functionals Ψ(γ) as
W (γ)Ψ(γ1) = Ψ(γ ◦ γ1), (21)
Ω(Γ)Ψ(γ1) = e
−iL(Γ,γ1)Ψ(γ1). (22)
Here γ ◦ γ′ denotes the Abelian group of loops product[14, 15]. It is worth
recalling that an Abelian loop is an equivalence class of closed curves, defined
as follows. The curves γ1 and γ2 are equivalent if their form factors T
i(~x, γ1)
and T i(~x, γ2), with
T i(~x, γ) ≡
∫
γ
dyiδ(3)(~x− ~y), (23)
are equal. With this definition it is easy to see that the usual composition of
curves is lifted to a group product.
The electric and magnetic fields may be obtained from W (γ) and Ω(Γ)
through the expressions
Bi(~x) = −iǫijk∆jk(~x)W (γ)
∣∣∣
γ=0
, (24)
E i(~x) = −iǫijk∆jk(~x)Ω(Γ)
∣∣∣
Γ=0
, (25)
where we have made use of the loop derivative ∆ij(x) of Gambini-Trias[14],
δσij∆ij(~x)f(γ) ≡ f(δγ ◦ γ)− f(γ), (26)
that measures the change experimented by a loop dependent object f(γ)
when its argument γ is modified by attaching a small plaquette δγ of area
δσij at the point ~x. In view of equations (24),(25), the Hamiltonian and
the other observables of the theory may be expressed in terms of the basic
operators W and Ω. Equations (19), (21) and (22) are the basic results of
the geometric formulation of massless theories that we are going to extend to
massive cases, with and without topological terms, in the following sections.
3 Proca theory in three dimensions
In order to preserve gauge invariance, we start from lagrangian of the Proca
model in the Stu¨eckelberg form
L = −1
4
FµνF
µν +
1
2
m2(Aµ + ∂µf)(A
µ + ∂µf). (27)
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It is a trivial matter to see that the equation of motion associated to the
auxiliar field f is nothing but a consistence requisite for the other equation,
which is the relevant one. This reflects the invariance of the lagrangian
density (27) under the gauge transformations
δAµ = ∂µΛ, (28)
δf = −Λ. (29)
As in the Maxwell case, f may be eliminated by choosing f = 0. To incorpo-
rate the dual formulation of the theory (27), we take the master lagrangian
L′ = mǫµνλ∂µAνBλ+m
2
2
(Bµ + ∂µω) (B
µ + ∂µω)+
m2
2
(Aµ + ∂µf) (A
µ + ∂µf) ,
(30)
which is first order in the Proca field Aµ and the dual field Bµ. Besides f
we have introduced the Stu¨eckelberg field ω, associated to Bµ, to promote
gauge invariance.
It can be seen that (30) corresponds to two self-dual models [8] with
opposite spins. In fact if we do the change
Aµ =
1√
2
(
a1µ + a
2
µ
)
,
Bµ =
1√
2
(
a1µ − a2µ
)
,
f =
1√
2
(f1 + f2) ,
ω =
1√
2
(f1 − f2) . (31)
we will get two decoupled self-dual lagrangians (see equation (54) further)
in Stu¨ckelberg form. Each of them describe a massive mode with spin +1
for one mode and spin -1 for the other [10]. The invariance under P and T
transformations is accomplished if we exchange the fields a1µ and a
2
µ (and so
with the fields f1 and f2). In this sense we see that the field Bµ behaves as
a pseudovector.
The equations of motion that results after eliminating the Stu¨eckelberg
fields are
ǫµνλ∂νBλ +mA
µ = 0, (32)
ǫµνλ∂νAλ +mB
µ = 0. (33)
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By substitution of Bλ from (33) into (30) we obtain the Proca lagrangian (27)
(with f = 0). Doing an analogous procedure with Aµ from (32) we obtain
the same Proca lagrangian, but this time in terms of the dual field Bµ. In
this sense, one says that the theory is self dual, and the master lagrangian
L′ is a good starting point to explore the geometrical consequences of this
duality.
Let us now quantize the theory. From the “BF” term we directly read
the commutator[13]
[
Ai(~x), ǫ
kjBj(~y)
]
= i
1
m
δki δ
(2)(~x− ~y). (34)
The Hamiltonian results to be
H =
∫
d2~x
(
1
2m2
π2ω +
1
2m2
πf2 +
m2
2
(Bi + ∂iω)(Bi + ∂iω)
+
m2
2
(Ai + ∂if)(Ai + ∂if)− A0
(
πf +mǫ
ij∂iBj
)
−B0
(
πω +mǫ
ij∂iAj
))
, (35)
where πw and πf are the momenta conjugate to ω and f respectivelly. We
did not consider A0 and B0 as canonical variables since their role as lagrange
multipiers is clear. They are associate to the first class constraints
πf +mǫ
ij∂iBj ≈ 0, (36)
πω +mǫ
ij∂iAj ≈ 0, (37)
that generate the time independent gauge transformations of the theory. At
this point we can compare equation (35) with the hamiltonian of the Proca
theory obtained from the standard action. Starting from equation (27) with
f = 0, and following the canonical quantization procedure one obtains the
hamiltonian
HProca =
∫
d2~x
(
1
4
FijFij +
m2
2
AiAi +
1
2
πiπi
+
1
2m2
(
∂iπ
i
)2)
, (38)
after solving the second class constraint to eliminate the time component of
the vector field. In equation (38), Ai and π
i are canonically conjugate. On
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the other hand, in the gauge invariant model the Hamiltonian H may be
expressed as
H =
∫
d2~x
(
1
2
(
ǫij∂iAj
)2
+
1
2
(
ǫij∂iBj
)2
+
m2
2
(Bi + ∂iω) (Bi + ∂iω) +
m2
2
(Ai + ∂if) (Ai + ∂if)
)
. (39)
The equivalence of the two formulations is clear after fixing f = 0, ω = 0
and identifying πi with mǫijBj.
Examining the first class constraints one realizes that the gauge invariant
combinations that can be formed from the canonical fields Ai, Bi, f and ω
are Ai + ∂if and Bi + ∂iω. Hence, it is natural to introduce the non local
Wilson like operators
W (γx
′
x ) = exp
(
ie
∫
γx
′
x
dxi (Ai + ∂if)
)
, (40)
Ω(Γy
′
y ) = exp
(
ie
∫
Γy
′
y
dxi (Bi + ∂iω)
)
, (41)
where γx
′
x (Γ
y′
y ) is an open curve in R
2, starting at x (y) and ending at x′
(y′) and e is a constant with units L−
1
2 . These operators play the role of
the Wilson Loop and its dual (equations (16),(17)) in the four dimensional
Maxwell theory. In virtue of the constraints (36), (37) the introduction of
non-local operators associated with πf and πω would be redundant. In fact,
the exponential of i times the integral of πω over the region of R2 bounded
by a closed contour C is equivalen to W (C). A similar argument holds for πf
and Ω.
It is simple to show that the operators (40),(41) obey
W (γ)Ω(Γ) = e−i
e2
m
N(γ,Γ)Ω(Γ)W (γ), (42)
where
N(γ,Γ) =
∫
γ
dyi
∫
Γ
dxjǫijδ(2)(~x− ~y),
=
∫
Γ
dxjǫijT i(~x, γ),
=
∫
γ
dxiǫijT j(~x,Γ), (43)
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is the oriented number of intersections between the curves γ and Γ. This
topological quantity obeys the relations
N(γ,Γ) = −N(Γ, γ), (44)
N(γ1, γ2 · γ3) = N(γ1, γ2) +N(γ1, γ3). (45)
Ec.(42) is the Dual Algebra for the D = 2+1 Proca theory. As it was pointed
out in the introducction, its topological ”structure constant” involves the
intersection index of the curves that enter in the definition of the non-local
operators, instead of linking numbers, which are the objects that appear in
the DA of masless theories[3].
Our next step will be to realize the DA (42) in an appropriate geometrical
representation. To this end we employ the Abelian open path representation,
which has been discussed in references[16, 17]. The main features may be
summarized as follows. One groups the piecewise continue (and not necessar-
ily closed) curves of R2 in equivalence classes characterized by the equality
of their form factors T (~x, γ). Then the usual composition of curves turns
into a group product. It is a trivial matter to show that the Abelian group
of loops is a subgroup of the Abelian group of open paths. Besides the loop
derivative eq. (26), one can define the path derivative[16, 18]
hiδi(~x)Ψ(γ) = Ψ(δγ ◦ γ)−Ψ(γ), (46)
which computes the variation of a path-dependent function when an infinites-
imal open path δγx+hx going from x to x+ h (h→ 0) is appended to γ. It is
related to the loop derivative through the expression
∆ij(~x) = ∂iδj(~x)− ∂jδi(~x). (47)
The DA (42) may be realized onto open-path dependent wave functionals
in the form
W (γ)Ψ(γ1) = Ψ(γ ◦ γ1), (48)
Ω(Γ)Ψ(γ1) = e
i e
2
m
N(Γ,γ1)ψ(γ1). (49)
As in the Maxwell case, we have chosen a geometric representation in which
the non local operator associated to the “direct” field, i.e., the Wilson path,
produces a “translation” in path-space, while that associated to the dual field
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is diagonal. One could also interchange these roles. Since the theory is self-
dual, the dual geometric representation results to be a path representation
too.
With the use of the derivative (46), the basic local observables of the
theory may be obtained from the non local dual operators
Ai + ∂if = −iδi(~x)
e
W (γ)
∣∣∣∣∣
γ=0
, (50)
Bi + ∂iω = −iδi(~x)
e
Ω(Γ)
∣∣∣∣∣
Γ=0
. (51)
As we show in the Appendix, the program developed in this section can
also be carried out for massive p-forms in arbitrary dimensions. In D dimen-
sions, Abelian massive theories of p1 and p2-forms are dual for p1+p2 = D−1.
For instance, the four dimensional Proca theory is dual to the massive
Kalb-Ramond model. On the other hand, massive p-form theories are asso-
ciated to generalized Wilson Surfaces W (Σp), where Σp is an open p-surface.
Then the Dual Algebra generalizes to
W (Σp1)Ω(Σp2) = e
−iN(Σp1 ,Σp2 )Ω(Σp2)W (Σp1), (52)
where N(Σp1 ,Σp2) is the intersection index of the open surfaces Σp1 and Σp2 .
4 Self-Dual and Topologically Massive theo-
ries
4.1 Master Lagrangian and Canonical Quantization
It is well known that the Topologically Massive [9]
STM =
∫
d3x
(
−1
4
FµνF
µν +
m
4
εµνλFµν(A)Aλ
)
, (53)
and Self-Dual theories [8]
SAD =
∫
d3x
(
−m
4
εµνλFµνAλ +
m2
2
AµA
µ
)
, (54)
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provide locally equivalent descriptions of spin 1 massive particles in 2 + 1
dimensions [10], although they exhibit different global behaviors depending
on the topological properties of the space time where they are defined[19, 20].
The local equivalence between these models may be viewed by noticing
that they are dual, in the sense that both may be obtained from the master
action [10]
SM =
m
2
∫
d3x
(
εµνλFµν(A)
(
Cλ +
1
2
Aλ
)
+mCµC
µ
)
, (55)
where Fµν = ∂µAν − ∂νAµ. We shall take gµν = diag(1,−1,−1). The equa-
tions of motions, obtained by varying the independent fields Aµ, Cµ, are
εµνλ∂ν (Cλ + Aλ) = 0, (56)
εµνλ∂νAλ +mC
µ = 0. (57)
Using equation (56) to eliminate Aλ in (57) we obtain the equations of motion
for the SD model. In other direction, from equation (57) we can eliminate Cµ
in (56) to obtain the equations of of motion of the TM model. This proves
the local classical equivalence.
As in the previous sections, the “C2” term spoils gauge invariance. We
remedy this fact by introducing an auxiliary Stu¨eckelberg field ω
S ′M =
m
2
∫
d3x
(
εµνλFµν(A)
(
Cλ +
1
2
Aλ
)
+m(Cµ + ∂µω)(C
µ + ∂µω)
)
. (58)
This action is invariant under the simultaneous gauge transformations
δAµ = ∂µξ, (59)
δCµ = ∂µζ, (60)
δω = −ζ. (61)
From equation (61) we see that the field ω is pure gauge, as corresponds to
the Stu¨eckelberg formulation.
Now we apply the canonical procedure of quantization to the master
model. First, we decompose the action (58) into spatial and temporal parts
12
S ′M =
∫
d3x
(
mεijF0i
(
Cj +
1
2
Aj
)
+
m
2
εijFij
(
C0 +
1
2
A0
)
+
m
2
(C0 + ω˙)
2
−m
2
(Ci + ∂iω)(Ci + ∂iω)
)
. (62)
The canonical momenta conjugate to the dinamical variables Ai, Ci and ω
are
πiA = mε
ij
(
Cj +
1
2
Aj
)
, (63)
πiC = 0, (64)
πω = m(C0 + ω˙). (65)
We consider the fields A0 and C0 as non dynamical. They will appear in the
next step as Lagrange multipliers. Equations (63) and (64) are just primary
constraints among the phase space variables
ψAi ≡ πiA −mεij
(
Cj +
1
2
Aj
)
≈ 0, (66)
ψCi ≡ πiC ≈ 0 (67)
while equation (65) allows us to obtain the velocities associated to ω. Thus,
the Hamiltonian on the manifold defined by the primary constraints is given
by
H =
∫
d2~x
(
1
2m2
π2ω +
m2
2
(Ci + ∂iω)
2 + A0θ1 + C0θ2
)
, (68)
where
θ1 ≡ −mεij∂i(Aj + Cj); θ2 ≡ −mεij∂iAj − πω. (69)
Following the scheme of quantization of Dirac, we extend the Hamiltonian
to the whole phase space:
H˜ =
∫
d2~x
(
1
2m2
π2ω +
m2
2
(Ci + ∂iω)(Ci + ∂iω)
+A0θ1 + C0θ2 + λ
i
Aψ
A
i + λ
i
Cψ
C
i
)
. (70)
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At this point we observe that the variables A0 and C0 are the Lagrange
multipliers associated to the “secondary” constraints θ1 and θ2, respectively.
Now, we define the Poisson Brackets among the canonical variables by{
Ai(~x), π
j
A(~y)
}
= δji δ
(2)(~x− ~y) (71){
Ci(~x), π
j
C(~y)
}
= δji δ
(2)(~x− ~y) (72)
{ω(~x)πω(~y)′} = δ(2)(~x− ~y) (73)
(the remaining Poisson brackets vanish) and proceed to require the preserva-
tion in time of the contraints, taking H˜ as the generator of time translations.
This leads to determine the Lagrange multipliers associated to the primary
constraints (63) and (64)
λiA = ∂iA0 +mε
ij(Cj + ∂jω), (74)
λiC = ∂iC0 −mεij(Cj + ∂jω), (75)
and it is seen that no further secondary constraints arise. Substituting the
multipliers into the Hamiltonian yields
H˜ =
∫
d2~x
(
1
2m2
π2ω +
m2
2
(Ci + ∂iω)(Ci + ∂iω) + A0ϕ1
+C0ϕ2 + µε
ij(Cj + ∂jω)ψ
A
i
−µεij(Cj + ∂jω)ψCi
)
, (76)
where
ϕ1 ≡ −∂iψAi + θ1 = −∂iπiA −
m
2
εij∂iAj,
ϕ2 ≡ −∂iψCi + θ2 = −∂iπiC − πω −mεij∂iAj, (77)
result to be the first class constraints of the theory.
The matrix associated to the second class constraints Ψa ≡ (ψAi , ψCi ) may
be written down as
Cab(~x, ~y) ≡ {Ψa(~x),Ψb(~y)} = −mεij
(
1 1
1 0
)
δ(2)(~x− ~y). (78)
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Its inverse is given by
C−1ab (~x, ~y) ≡ {Ψa(~x),Ψb(~y)}−1
= − 1
m
εij
(
0 1
1 −1
)
δ(2)(~x− ~y), (79)
and allows us to define the Dirac brackets
{F,G}∗ ≡ {F,G} −
∫
d2~xd2~y {F,Ψa(~x)}C−1ab (~x, ~y) {Ψb(~y), G} . (80)
Recalling that Dirac brackets are consistent with second class constraints, we
can eliminate πiA and π
i
C from now on, employing the constraints Ψa. The
brackets between the reduced phase space variables are then
{Ai(~x), Aj(~y)}∗ = 0 (81)
{Ai(~x), Cj(~y)}∗ = 1
m
ǫijδ(2)(~x− ~y) (82)
{Ci(~x), Cj(~y)}∗ = − 1
m
ǫijδ(2)(~x− ~y) (83)
{ω(~x), πω(~y)}∗ = δ(2)(~x− ~y). (84)
Once the phase space has been reduced, the first class constraints become
θ1 ≈ 0 , θ2 ≈ 0. (85)
and it can be seen that the time independent gauge transformations generated
by these constraints on the reduced phase space variables are given by
δAi(~x) = ∂iξ, (86)
δCi(~x) = ∂iζ, (87)
δω(~x) = −ζ, (88)
δπω = 0, (89)
as expected.
The next step in the quantization procedure is to promote the fields to op-
erators acting on a Hilbert space H, obeying commutation relations given by
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i {·, ·}∗, and ask the physical vectors |ψ〉 to belong to the kernel of both first
class constraint operators: θ1 |ψ〉 = 0 and θ2 |ψ〉 = 0 . The basic observables
(in the sense of Dirac), from which all relevant gauge invariant information
of the theory can be recovered, are the operators −ǫij∂iAj , Ci + ∂iω and πω.
It is then natural, within the spirit of the previous sections, to introduce the
non-local operators
W (C) ≡ exp
(
ie
∮
C
Aidx
i
)
, (90)
Ω(γx
′
x ) ≡ exp
(
ie
∫
γx
′
x
(Ci + ∂iω) dx
i
)
. (91)
In this expression, e is a constant with dimensions L−
1
2 . The Wilson Loop
(W ) and Wilson Path (Ω) operators, depend on the closed and open paths
C and γ respectivelly. It is easy to see from equations (81)-(84) that these
operators obey
W (C)W (C′) = W (C′)W (C) (92)
W (C)Ω(γ) = e−i e
2
m
N(C,γ)Ω(γ)W (C) (93)
Ω(γ)Ω(Γ) = ei
e2
m
N(γ,Γ)Ω(Γ)Ω(γ), (94)
where N(γ,Γ), the oriented number of intersections between γ and Γ, was
defined in equation (43).
One could also introduce a non local operator associated to πω: the ex-
ponential of i times the integral of πω over the region of R2 bounded by a
closed contour C. However, in virtue of the first class constraint θ2 ≈ 0, this
operator would be just another representation for the Wilson Loop (90) when
restricted to the physical space of states, so we do not gain anything with its
introduction.
It should be remarked that, as in the previous cases, the local gauge
invariant operators may be obtained from the non-local ones. In fact, the
local operator Ci+∂iω can be recovered from the Wilson path by considering
an infinitesimal open path δγ, i.e.
Ω(δγ) = 1 + ieδγi (Ci + ∂iω) +O(δγ
2). (95)
On the other hand, if δγ is closed, we have
Ω(δγ) = 1 + ieδσijF˜ij +O(δσ
2), (96)
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where F˜ij ≡ ∂iCj−∂jCi. In a similar way, the local gauge invariant operator
Fij = ∂iAj − ∂jAi ≡ ǫijB and the Wilson Loop are related through
W (δγ) = 1 + ieδσijǫijB +O(δσ
2), (97)
where δγ is an infinitesimal loop. From the latter expansions it is straight
forward to see that
Ci + ∂iω = − i
e
δi(~x)Ω(γ)
∣∣∣∣
γ=0
, (98)
B = − i
2e
ǫij∆ij(~x)W (C)
∣∣∣∣
C=0
. (99)
Finally, the evolution of the physical states is governed by the Schro¨dinger
equation
i
d
dt
|ψ(t)〉 =
∫
d2~x
(
1
2
B2 +m2(Ci + ∂iω)
2
)
|ψ(t)〉 . (100)
4.2 Geometrical Representation and the Dual Algebra
The algebra of non local operators (92)- (94) may be realized on the space
of open-path dependent functionals ψ(γ) of section 3, if we prescribe
W (C)ψ(γ) ≡ exp
(
i
e2
m
N(C, γ)
)
ψ(γ) (101)
Ω(Γ)ψ(γ) ≡ exp
(
−i e
2
2m
N(Γ, γ)
)
ψ(Γ ◦ γ). (102)
For instance, using eq. (102) one has
Ω(Γ)Ω(Γ′)ψ(γ) = Ω(Γ)
[
e−i
e2
2m
N(Γ′,γ)ψ(Γ′ ◦ γ))
]
= e−i
e2
2m
N(Γ,γ)e−i
e2
2m
N(Γ′,Γ◦γ)ψ(Γ ◦ Γ′ ◦ γ)
= ei
e2
m
N(Γ,Γ′)Ω(Γ′)Ω(Γ)ψ(γ), (103)
in agreement with eq. (94). Besides realizing the non-local algebra, we have
to consider the restrictions that the first class constraints impose onto the
path dependent states. The constraint θ2 is automatically satisfied if the
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non local operator associated to πω (see comment after (94)) is realized as
(essentially) the Wilson Loop W . So it remains to study the constraint θ1 :
ǫij∂i(Aj + Cj) ≈ 0, (104)
which may be imposed onto the states as
exp
(
ie
∮
C
(Aˆi + Cˆi)dx
i
)
|ψ〉 = exp
(
−1
2
∮
C
∮
C
dxidyj
[
Aˆi(~x), Cˆj(~y)
])
W (C)Ω(C) |ψ〉 ,
= W (C)Ω(C) |ψ〉 ,
= |ψ〉 , (105)
or, in other words,
W (C) ≈ Ω(C), (106)
within the physical sector of the Hilbert Space. To obtain this result we used
that N(C1, C2) = 0 for closed paths C1, C2. Equation (106) states that instead
of a pair of ”Wilson” operators it suffices with just one of them, namely, Ω(γ)
, that simultaneously plays the role of ”coordinate” and ”momentum”. That
N(C1, C2) vanishes when the curves are closed also matters to see that when
eq. (106) holds (i.e., on the physical sector), equation (94) already implies
eqs. (92) and (93). Therefore, it is just eq. (94) which corresponds to the
Dual Algebrae of the previous sections (equations (19) and (42)), with which
it should be compared.
So far, it remains to study how eq. (106) restricts the space of states.
Combining equation (106) with (101) and (102) one obtains
ψ(C ◦ γ) = e−i e
2
2m
N(C,γ)ψ(γ). (107)
Taking C to be an infinitesimal closed path we can see that this equation is
just the non-local version of the differential constraint recently obtained in
a study of the path-space quantization of the Maxwell-Chern-Simons theory
[18] (
ρ(~x, γ)− im
e2
ǫij∆ij(~x)
)
ψ(γ) = 0, (108)
where
ρ(~x, γ) ≡ −∂iT i(~x, γ)
= −∑
s
(δ2(~x− ~βs)− δ2(~x− ~αs)), (109)
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is a functional that depends on the boundary (~α, ~β ) of the path γ. Since
the path may comprises several pieces s, both ~α and ~β denote the set of
starting and ending points, respectivelly. It can be said then that ρ(~x, γ) is
the ”density of extremes” of the path γ. The solution to (108) was found to
be[18]
ψ(γ) = eiχ(γ)Φ(~α, ~β), (110)
where Φ(~α, ~β ) is an arbitrary functional of the boundary (~α, ~β ) and
χ(γ) = −i e
2
4πm
∑
s
∫
γ
dxiǫij
(
(xj − βjs)
|~x− ~βs|2
− (x
j − αjs)
|~x− ~αs|2
)
= −i e
2
4πm
∆Θ(γ), (111)
with ∆Θ(γ) being the algebraic sum of the angles subtended by the pieces
of γ, measured from their ending points ~β, minus that measured from their
starting points ~α.
The path-dependent function χ(γ) is ill defined due to the ambiguous
definition of the angle subtended by a path when it is measured from their
own ending points. In fact, when the point from which the angle is measured
coincides with one of the extremes of the path, one loses the straight line
connecting that point with the extreme, which would serve as a reference
to compute the desired angle. We can replace that fidutial straight line by
the tangent to the path at the problematic point. For instance, if we want
to compute the angle subtended by the path γ, given as a map from the
interval [0, 1] to R3, measured from its starting point ~y(0) = ~α, we can take
the prescription
Θ(γ, ~α) ≡ lim
a→0+
∫ 1
a
dt
dyi(t)
dt
ǫij
(yj(t)− αj)
|~y − ~α|2 . (112)
It may be seen that this prescription is consistent with the fact that χ(γ)
must be a path-dependent function, and not merely a curve-dependent one.
It is worth noticing, from eq. (110), that the path dependence of the
wave functionals is realized through the boundary points of the paths, and
through the way they wind around these points. Hence, we see that in this
case not only the DA shows a topological character, but also the geometrical
representation of the algebra carries a topological content.
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Equations (95)-(97) together with the realization (101) and (102) for the
DA allow us to see that the gauge invariant operators B(~x) and Ci(~x)+∂iω(~x)
are realized as
B(~x) → −ie
2
m
ρ(~x, γ) (113)
Ci(~x) + ∂iω(~x) → −iDi(~x) ≡ −iδi(~x)− e
2
2m
ǫijT j(~x, γ), (114)
whose action on gauge invariant functionals can be seen to respect the form
given in eq.(110) [18]. The same is then true for the non-local operator Ω(γ),
in view of its definition (91).
Now, let us quote the path-representation expressions for the Poincare
generators of the theory:
H =
m2
e2
∫
d2~x
[
−∆ij(~x)∆ij(~x)− 1
2
Di(~x)Di(~x)
]
(115)
P i =
m
2e2
∫
d2~xǫjk∆jk(~x)iDi(~x), (116)
J =
m
e2
∫
d2~xǫijxiǫkl∆kl(~x)Dj(~x) (117)
It can be shown that the operator P i (J) generates rigid translations (rota-
tions) of the path γ appearing in the argument of the wave functional ψ(γ),
as it should be expected. Since χ(γ) is invariant under both translations
and rotations, the above results does not contradict the fact that P i and J
are gauge invariant operators. In other words, one has, for an infinitesimal
translation along ui(
1 + uiP i
)
ψ(γ) = eiχ(γ)
(
1 + uiP i
)
Φ(~α, ~β). (118)
Thus, P i translates the boundary (~α, ~β) of the path while maintaining the
form of the wave functional given by (110), which is dictated by gauge in-
variance. A similar argument holds for infinitesimal rotations.
5 Discussion
We have studied the duality symmetry between massive Abelian p−forms,
with and without topological terms, from the point of view of the geomet-
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rical representations that, in each case, generalize the loop representation
of Maxwell theory. We found that in the cases without topological terms,
and within the physical sector of the Hilbert space, the canonical algebra
of local operators can be translated into a non local albegra of a pair of
gauge invariant operators, that exhibit an interesting geometrical content,
and that is characterized by a topological quantity, namely, the intersection
index between the geometrical objects that constitute the argument of the
gauge invariant operators. This algebra, the Dual Algebra, may be realized
in a basis of wave functionals depending on open paths, or p−surfaces, ac-
cording to the rank of the forms involved. In general, for any pair of dual
theories, there is also a pair of dual geometric representations. This situation
degenerates in the case of self-duality, since then the “direct” and the “dual”
theories are equivalent.
Regarding the study of the TM and SD case theories in 2+1 dimensions,
we found that, as in the Proca model in 2 + 1 dimensions, the topological
quantity that characterizes the DA is the number of intersections of two
paths. However, unlike the Proca’s case, these paths are different arguments
of the same operator. Another important difference is that in the TM and
SD models, the open paths involved fall into equivalence classes labeled by
their boundary ∂γ and their winding properties described by ∆Θ(γ). One
could say that in this case the geometric representation in one of “rubber
bands with fixed ends”, rather than a path representation.
The results of this study could contribute to put both massless and mas-
sive Abelian gauge theories under a common scope, regarding their geomet-
rical properties. It remains to explore whether or not these ideas find a
suitable extension to the non-Abelian case. Also, it would be interesting to
study how the equivalence between the Proca model and two selfdual models
with opposite spins is manifested in the geometrical representation.
A Conventional Massive Theories
In this appendix we discuss briefly how to extend the results of section 3
to the general case of duality between massive Abelian forms Aµ1···µp and
Bµ1···µD−p−1, for p = 0, 1, · · · , D − 1, in D spacetime dimensions. We start
from the Stu¨ckelberg form of the master action, i.e.
I
(p,D)
M =
∫
dDx
(
g(−1)pD
(p+ 1)!(D − p− 1)!ǫ
µ1···µp+1ν1···νD−p−1Fµ1···µp+1(A)Bν1···νD−p−1−
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− g(−1)
p
2(D − p− 1)!(Bµ1···µD−p−1 + Fµ1···µD−p−1(C))
2 −
−g(−1)
pµ2
2p!
(Aµ1···µp + Fµ1···µp(ω))
2
)
, (119)
with F (f) ≡ df for any form f . Here, ω and C are auxiliary Stu¨ckelberg
p− 1 and D− p− 2 forms respectivelly. From the space-time decomposition
of the master action (119), which is given by
I
(p,D)
M =
∫
dDx
(
1
2(D − p− 2)!(B0i1···iD−p−2 + F0i1···iD−p−2(C))
2
− 1
2(D − p− 1)!(Bi1···iD−p−1 + Fi1···iD−p−1(C))
2
+
µ2
2(p− 1)!(A0i1···ip−1 + F0i1···ip−1(ω))
2 − µ
2
2p!
(Ai1···ip + Fi1···ip(ω))
2
+
g(−1)pD
p!(D − p− 1)!ǫ
i1···ipj1···jD−p−1A˙i1···ipBj1···jD−p−1
− g(−1)
pD
(p− 1)!(D − p− 1)!ǫ
i1···ipj1···jD−p−1∂i2A0i2···ip−1Bj1···jD−p−1
− g(−1)
pD
p!(D − p− 2)!(−1)
pǫi1···ip+1j1···jD−p−2∂i1Ai2···ip+1B0j1···jD−p−2
)
,
(120)
we can read the fundamental Poisson bracket{
Ai1···ip(~x), Bj1···jD−p−1(~y)
}
= gǫi1···ipj1···jD−p−1δ(d)(~x− ~y), (121)
and obtain the Hamiltonian as
H
(p,D)
M =
∫
dd~x
{
1
2(D − p− 2)!
(
π
i1···iD−p−2
C
)2
+
1
2(p− 1)!
(
πi1···ip−1ω
)2
+
1
2(D − p− 1)!
(
Bi1···iD−p−1 + Fi1···iD−p−1(C)
)2
+
1
2p!
(
Ai1···ip + Fi1···ip(ω)
)2
+B0i1···iD−p−2Θ
i1···iD−p−2
1 + C0i1···iD−p−3Θ
i1···iD−p−3
2 + ω0i1···ip−2Θ
i1···ip−1
3
+A0i1···ip−1Θ
i1···ip−1
}
. (122)
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In this equation, the quantities
Θ
i1···iD−p−2
1 = −
1
(D − p− 2)!
[
π
i1···iD−p−2
C +
g(−1)p(D+1)
p!
ǫj1···jp+1i1···iD−p−2∂j1Aj2···jp+1
]
Θ
i1···iD−p−3
2 = −
1
(D − p− 3)!∂iπ
ii1···iD−p−3
C ,
Θ
i1···ip−2
3 = −
1
(p− 2)!∂iπ
ii1···ip−2
ω , (123)
Θ
i1···ip−1
4 =
1
(p− 1)!
[
πi1···ip−1ω +
g(−1)p(D+1)
(D − p− 1)!ǫ
i1···ip−1j1···jD−p∂j1Bj2···jD−p
]
, (124)
are the secondary first class constraints associated to the Lagrange multipliers
B0, C0, ω0 y A0, respectively.
The non-local and gauge-invariant ”Wilson operators” of this theory are
W (Σp) = exp
(
i
∫
Σp
(A + dω)
)
, (125)
Ω(ΣD−p−1) = exp
(
i
∫
ΣD−p−1
(B + dC)
)
. (126)
They obey the Dual Algebra
W (Σp)Ω(ΣD−p−1) = exp (−iN(Σp,ΣD−p−1))Ω(ΣD−p−1)W (Σp), (127)
where N(Σp,ΣD−p−1) is the oriented number of intersection between the
hypersurfaces Σp and ΣD−p−1. This model admits two dual geometric repre-
sentations. In one of them, W (Σp) appends a p−surface Σp to the argument
of the surface-dependent functional Ψ(Σ′p) on which it acts, while Ω(ΣD−p−1)
counts (i times the exponential of) how many times Σ′p and ΣD−p−1 intersect
each other. In the ”dual” geometric representation, on the other hand, these
roles are interchanged: Ω appends ΣD−p−1 surfaces while W counts intersec-
tion numbers. This result should be compared with the 2 + 1 case discussed
in section 3.
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