Abstract. We establish a density theorem on automorphic L-functions and give some applications on the extreme values of these L-functions at s =1 and the distribution of the Hecke eigenvalue of holomorphic cusp forms.
The distribution of zeros is an important area of the study of L-functions. There are many arithmetical problems related to the location of the zeros. It is widely believed that the generalized Riemann hypothesis (GRH) holds but a proof for this seems out of reach at present. In the absence of GRH, the zero density estimates are often used as a substitute in many applications, especially for the number of possible zeros close to the boundary of the critical strip. The result of such an estimate is called a density theorem. The first zero density result for the symmetric square L-function of Maass forms with large eigenvalues was obtained by Luo [18] . Very recently Kowalski & Michel [16] have proved a very general density theorem for automorphic L-functions with large conductors, which includes the case of holomorphic cusp forms for large levels.
In this paper, we shall consider the analogue on the weight aspect. Our work is motivated by two factors. Firstly it is natural to investigate the behaviour of an automorphic L-function by varying each intrinsic parameter. Secondly we are interested in the following applications: the extreme values of automorphic L-functions at s = 1 and the distribution of Fourier coefficients of holomorphic cusp forms.
Let us begin with our notation. For a positive even integer k and a positive square-free integer N , we denote by H * k (N ) the set of all normalized Hecke primitive eigencuspforms of weight k for the congruence modular group Γ 0 (N ). Then, H * k (N ) forms an orthogonal basis of the space of holomorphic cuspidal newforms (of weight k and of level N ). We have where λ f (n) is the n-th eigenvalue of the (normalized) Hecke operator T n , in particular it is a multiplicative function of n. According to Deligne, for any prime number p there are α f (p) and β f (p) such that
and (1. 0 otherwise. For m = 1, 2, 3, 4, it is known (see [10] for m = 1, [5] for m = 2 and [12, 13, 14] for m = 3, 4) that the function
is entire on C and satisfies the functional equation
where ε sym m f = ±1.
We consider the possibility of the existence of a zero ρ = β + iγ of L(s, sym m f ) for which β is near 1. It is hopeful to show that such f ∈ H * k (1) are very few. In other words, "almost all" f ∈ H * k (1) satisfy the quasi-hypothesis of Riemann. Let N (α, T, sym m f ) be the number of
Our result is as follows.
Theorem 1. Let m = 1, 2, 3, 4, any ε > 0 and r ≥ 1 be given. Define E m,r = (m+1)(m+r)+4.
Then we have
The implied constant depends on ε and r only. Remark 1. (i) This theorem is nontrivial only when α is very close to 1 and the T -aspect is essentially irrelevant. We have not put effort to reduce the exponents 1 + 1/r and E m,r .
(ii) Since we are interested in the k-aspect, we restrict ourselves to the case N = 1 for simplicity. All results of this paper can be generalized (without too much difficulty) to H * k (N ) with square-free N .
(iii) Theorem 1 is established only for the case 1 ≤ m ≤ 4 due to the lack of knowledge about the high symmetric powers. One can extend the result to the general case for all positive integers m under suitable assumptions (Hypothesis Sym m (f )). Interested readers are referred to [2] for an excellent paradigm.
For each η ∈ (0,
where S := {s : σ ≥ 1 − η, |τ | ≤ 100k η } ∪ {s : σ ≥ 1}, and
. Then an immediate consequence of Theorem 1 (with r = 1) is
Combining this with (1.1), we obtain the following result. ). Then we have, for k → ∞,
This shows that for m = 1, 2, 3, 4, the functions L(s, sym m f ) of almost all f ∈ H * k (1) satisfy a weak form of GRH. Thus the zero density result is very useful and often replaces partially the role of GRH in practice. As opposed to previous works (see [22] , [23] , [24] , [25] , [8] and [2] ), we shall consider H + k,sym m (1; η) instead of H * k (1). An advantage of this choice is that we can avoid some assumptions there (such as GRH in [25] and Cogdell & Michel's hypothesis LSZ m (N ) in [2] ). Next we shall present some applications of Theorem 1 and Corollary 1.
Extreme values of
Motivated by problems in spectral deformation theory, Luo [18] studied the distribution of the values of the symmetric square L-functions of Maass forms at s = 1. Luo's work was extended and further developed in [22] , [23] , [24] , [25] , [8] and [2] , where the symmetric power L-functions attached to holomorphic cusp forms with large square-free levels were investigated. Here we are interested in the extreme values of L(1, sym m f ) on the weight aspect.
The Hoffstein-Lockhart bounds for L(1, sym m f ) are (see [9] and [6] )
for all f ∈ H * k (N ) and m = 1, 2, where the implied constants are absolute. When m ≥ 3, the relevant results can be found in [2] on the level aspect and in Proposition 3.2 below on the weight aspect for N = 1. The order of magnitudes of both the upper and lower bounds are (respectively positive and negative) powers of log k.
We prove the following result in the opposite direction. As usual, we denote by log j the j-fold iterated logarithm. 
where A 
and
Here γ is Euler's constant and γ 0 is given by (7.4) below.
There are wide gaps between the results mentioned in (1.12) and those in Theorem 2: the former is of size powers of log k while the latter is of powers of log 2 k. Our next result suggests that the latter estimates should be closer to the truth. For almost all f ∈ H * k (1), the magnitude of L(1, sym m f ) lies between the powers of log 2 k shown in (1.13) and (1.14), so Theorem 2 is the best possible up to a constant factor. To determine the plausible constants, we consider the conditional result under GRH. The constants obtained turn out to be quite near those in Theorem 2.
Theorem 3. Let m = 1, 2, 3, 4 and 2 | k.
The constants A aspect is different from that on the level aspect. As proved in [24] and [25] , the extreme values of L(1, sym m f ) are attained only for special levels (free of small prime factors).
(ii) Only the factor 2 in (1.18) remains in doubt on either side, in view of (1.13) and (1.14).
Asymptotic distributions of λ f (p)
The distribution of Fourier coefficients of modular forms is one of the most important problems in the theory of modular forms. Various questions are raised and studied: upper bound estimate, equidistribution property, lacunarity, etc. Let τ (n) be Ramanujan's function, defined by
The function ∆(z) is a holomorphic cusp form of weight 12, i.e. ∆(z) ∈ H * 12 (1). The classical Ramanujan's conjecture states as
which is essentially optimal since Rankin [21] showed that
Ramanujan's conjecture was proved by Deligne in 1974 as a particular case of his well known inequality (1.6). In particular this inequality gives us
for all f ∈ H * k (N ) and all prime number p. Serre ([28] , page 81) showed that this inequality is essentially optimal: for any fixed prime number p and for any ε > 0, there is a constant
Later he proved that (1.22) holds for any fixed finite set of prime numbers ( [28] , page 87). Very recently, under GRH for L(s, sym 1 f ), Royer and Wu [25] extended it to the case of unbounded set of primes for some primitive forms of sufficiently large levels.
Here we shall establish an analogue of ( [25] , théorème 1) for large weights, but the assumption of GRH is removed !
respectively.
Remark 3. The well-known Sato-Tate's conjecture describes the distribution of the Fourier coefficients, as follows: for any −2 ≤ α ≤ β ≤ 2 and any f ∈ H * k (N ), one has
Theorem 4 shows that almost all initial terms of {λ f (p)} p cluster around 2 or −2. Hence Sato-Tate's conjecture is not yet valid for
Another problem of significant interest concerns the nonvanishing of Fourier coefficients of modular forms. A famous open problem is the conjecture on the Ramanujan function τ (n) due to Lehmer [17] . Lehmer found that τ (n) = 0 for n ≤ 10 15 and conjectured that this is true for every integer n. Although this conjecture remains open, Serre ([27] , page 179) has made substantial progress by proving that τ (n) is nonzero for the vast majority of n. The next result gives some complementary information, which is an analogue of ( [25] , théorème 2), but the assumption of GRH is also removed.
In what follows, η ∈ (0, 1 2 ) is a suitably fixed constant and we use c 1 , c 2 , . . . to denote positive constants depending on η at most, which may take different values at each occurrence. Since all results of this paper are trivial when k is bounded, we can suppose that k ≥ k 0 (η), where k 0 (η) is a sufficiently large constant depending on η such that both inequalities (log k) 1000/η ≤ k η and
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In order to prove our density theorem, we need a large sieve inequality. It is then necessary to investigate the corresponding Rankin-Selberg L-function. Since we are interested in the kaspect, we have to evaluate explicitly the associated archimedean local factor, which is one of the main difficulties. Thanking to the recent work of Cogdell & Michel [2] and the explanation of Cogdell (in private communication), we can compute the factor along the same line -via the local Langlands correspondence.
For
where α f (p) and α g (p) are the "local roots" of L p (s, sym m f ) and L p (s, sym m g), determined by (1.2) and (1.3).
The next result provides all information we need.
where
(ii) Let m = 1, 2, 3, 4, then the function
is entire except possibly for simple poles at s = 0, 1 and satisfies the functional equation
Proof. Part (ii) comes from RS 2 and RS 3 of [26] , and part (i) with m = 1 is well known (see [10] , Theorem 13.8). Thus we only prove the assertion (i) for m ≥ 2, which is done by the method in [2] . Following the notation in [2] , we let ≥ 2 be an integer and D the discrete series representation of GL 2 (R) of weight . The representation D corresponds to the infinite component of the automorphic representation associated to a classical cusp form of weight . Let W R be the Weil group of R, which can be realized as
Then we introduce the following Weil group representations.
Let ρ ± 0 be the one dimensional representations of W R defined by ρ
Define the two dimensional representation ρ of W R on the two dimensional vector space V 2 = e 0 , e 1 given by
In matrix form, for z = re iθ , we can write
Then under the local Langlands correspondence ρ corresponds to D . Now we compute sym
is selected when n is even or odd respectively. We first consider the case m = 2n + 1. By using (2.2), we have
It reduces to calculate ρ a ⊗ ρ b where a, b ≥ 2. Tensoring the corresponding matrices, it follows that
Thus ρ a ⊗ ρ b is decomposable with
Moreover
Reversing the roles of a and b, we obtain ρ a ⊗ ρ b e0⊗e1, e1⊗e0 ∼ = ρ b−a+1 for a < b. In the case a = b, it is reducible and indeed, ρ a ⊗ ρ a e0⊗e1, e1⊗e0
It yields immediately that
From [15] , we know that for ≥ 2,
In view of the definition of ρ 1 and Γ R (s)Γ R (s + 1) = Γ C (s), the first relation in (2.3) also holds for = 1 from the last two. Thus we obtain
which is equivalent to the required formula, in view of
and 0≤ν1,ν2≤n |ν1−ν2|=ν
For the case m = 2n, a similar argument yields the following formula:
From this and (2.3), we can obtain, as before, the desired result. § 3. Bounds for symmetric power L-functions
In this section, we shall establish some estimates for the symmetric power L-functions in the weight aspect, which will be needed later. Since they are known or easy to prove, we shall briefly sketch the proof. We begin with the convexity bounds for L(s, sym m f ) and L(s, sym m f ×sym m g) on the k-aspect. We need an estimate for Γ(s) in order to prove Proposition 3.1.
Lemma 3.1. Let A > 0 be a fixed number and k 0 = k 0 (A) a sufficiently large constant. Then for all sufficiently large k ≥ k 0 , we have
uniformly for |σ| ≤ A, where the implied constants depend on A only.
Proof. As usual we define the function log on C (−∞, 0], the argument of which varies from −π to π anticlockwisely. We apply Stirling's formula (see [30] , § 4.42) 
The relations (3.1) and (3.4) allow us to deduce that for |σ| ≤ A and k ≥ k 0 ,
which implies the required inequality.
We are now ready to prove Proposition 3.1. By (1.6), we have
On the other hand, in view of the relation Γ(s + 1) = sΓ(s) and (1.7), we have
if m = 2n + 1, and
From these, we use Stirling's formula or Lemma 3.1 (for k small or large respectively) to deduce that for s = −ε + iτ ,
if 2 m,
Thus (3.5) and the functional equation (1.9) imply that for s = −ε + iτ ,
if 2 m, Next we introduce the function log L(s, sym m f ) and prepare some results for later use.
Then it is apparent that |Λ sym m f (n)| ≤ (m + 1) log n (n ≥ 1) and we have
for σ > 1. This follows easily from taking logarithmic derivative on both sides of (1.4):
which is equivalent to (3.8).
2 ). Then L(s) is holomorphic and zero-free in the region S (see (1.10)), hence the integral of L(s) from 2 to s (s ∈ S) defines the logarithm log L(s, sym m f ), with the initial value taken as the usual natural logarithm of L(2, sym m f ). In particular, we have the absolutely convergent series
and the rather crude estimate
Let us write σ 0 = 1 − η for simplicity. The Borel-Carathedory theorem with the estimate (3.1) implies that for σ > σ 0 and |τ | ≤ 100k η ,
where the implied constant is absolute. (See [7] for a detailed proof of the Dirichlet L-function case.) Similar to Lemma 7.1 of [25] , we can easily prove a better estimate under GRH. Even without GRH, (3.11) can be refined for f ∈ H + k,sym m (1; η). To this end, we provide the k-analogue of Lemma 4.3 in [2] . 
2 and |τ | ≤ T , where
Further for any 0 < ε < 
Proof. From the absolute convergence of (3.9) and the lemma in [31, § 7.9], we have
Now we deplace the line of integration e z = κ to the path C consisting of straight lines joining
where κ := 1 + 1/ log T and σ 1 := (σ + σ 0 )/2. By the residue theorem, it follows that
Then we estimate the contribution from each line segment of C in the last integral. Applying (3.10) and (3.11), we infer that the integral over C is
To handle the gamma function, we use Stirling's formula of the form: for any fixed constant 
by (3.12) and α − σ ≤ −ε . This ends the proof after replacing 2ε by ε. 
Proof. It suffices to consider k ≥ 16 and 1 − α ≤ σ ≤ 3 2 in view of (3.10) and (3.11). We take T = (log k) 4/η in Proposition 3.4 (recall σ 0 = 1 − η), therefore the error term R in (3.14) is 
The contribution of p > T can be estimated as follows
Our assertion follows from inserting (3.21) and (3.22) into (3.19). § 4. A large sieve inequality 
Proof. By the duality principle (which follows from the same norms of a Hilbert space operator and its adjoint), it suffices to show (4.1)
for any sequence of complex numbers {b f } f ∈H * k (1) . The left-hand side of (4.1) is
From the well known formula
we obtain, together with a shift of line of integration,
The residue term comes only for f = g by [2, Section 5.1]. With the estimate (3.2), we have
where δ f,g = 1 if f = g, and = 0 otherwise.
2) again and (3.17). Therefore,
Inserting (4.5) into (4.2) with H * k (1) k, we obtain the result. § 5. Proof of Theorem 1
Our proof is based on the method of Montgomery in [20] , but at first, we show a factorization to prepare a convenient mollifier for zero detection. The approach here is kindly suggested by the referee.
2 be any fixed number and P (z) = p≤z p. For any
where the Dirichlet series G f (s) converges absolutely for σ > 
by (1.4). If p > z, the p-local factor of G f (s) is of the form 1 + O m (p −2σ ), whence both the absolute and uniform convergence of G f (s) are justified in our specified regions.
Remark 5. Such a factorization (together with other delicate methods) is applied in Kowalski & Michel [16] to count the zeros of automorphic L-functions on GL(n). Now we are in a position to prove Theorem 1. Let us make two simple observations. Firstly an argument similar to [31, §9.2] yields that
Thus the result of Theorem 1 is trivial if T ≥ k r , in view of (1.1).
Secondly the case 1 ≤ T ≤ (log k) 3 can be deduced from the particular case T = (log k) 3 , by (5.1) again. Therefore we assume
We cut the rectangle α ≤ σ ≤ 1 and 0 ≤ τ ≤ T horizontally into boxes of width 2(log k) 2 .
By (5.1) each box α ≤ σ ≤ 1 and
n sym m f be the number of boxes which contain at least one zero ρ of L(s, sym m f ). Then
We shall complete the proof by showing that
where G f (s) and P (z) are defined as in Lemma 5.1. By Lemma 5.1, for σ > 1 2 we have
Let ρ = β + iγ with β ≥ α (> 1 2 + ε) and 0 ≤ γ ≤ T be a zero of L(s, sym m f ), and write
In view of the preceding identity and (4.3) with c = κ 1 , we obtain
Observing that the zero of L(ρ + w, sym m f ) cancels the simple pole of Γ(w) at w = 0, we translate the line of integration of the second integral to e w = κ 2 without introducing extra terms. Thus we have
Next we estimate the contribution of | m w| ≥ (log k) 2 in the integrals of (5.4). Note that for e w = κ 2 = 1 2 − β + ε, we have the convexity bound (by (3.1))
and the trivial estimate (with (1.6) and G f (s) ε 1 by Lemma 5.1)
Thus the contribution of | m w| ≥ (log k) 2 to the second integral of (5.4) is
By (1.5) and (1.6), L(s, sym m f ) ζ(σ) m+1 for σ > 1. Together with Lemma 5.1, we get that for e w = κ 1 = 1 − β + κ and x ≥ 1,
Hence the portion of | m w| ≥ (log k) 2 in the first integral of (5.4) is Cauchy-Schwarz's inequality that
We label the boxes and separate them into two groups, for the odd-indexed and the evenindexed respectively. This ensures the separation between two zeros from distinct boxes in the same group at least 2(log k)
2 . Therefore, the number of boxes which contain at least a zero is
Apparently (5.5) and (5.6) imply (5.12)
Similarly to (5.9), we can write
where X = e 4(log k) 2 . Splitting −κ/2 out of the second sum, this term is
For any L ∈ [x, X], we apply Proposition 4.1 with the sequence a = µ( ) −(1+κ+iv) for L < ≤ 2L with ( , P (z)) = 1 and 0 otherwise to get
Separating the range x < ≤ X in (5.13) into dyadic intervals, it follows with Cauchy-Schwarz's inequality that
Thus we conclude
Taking x = k 2Dm and y = k Em,r/(2(3−2α)) , the proof of (5.3), hence Theorem 1, is complete with
The aim of this section is to prove Proposition 6.1 below. We first introduce the preliminary notation: for θ ∈ R, m ∈ N and |x| < 1, Further, letting δ(a, b) be 1 for a = b and 0 otherwise, we have
Proof. We start with the observation that θ → D x, sym m [g(θ)] z is even and We thus obtain (6.9) in view of (6.8) and (6.5) . By the series expansion Thus we deduce from (6.14) that for any θ ∈ R, The proof is then complete with (3.17).
Now we are ready to prove Proposition 6.1. We deduce from Lemma 6.6 that (6.26)
The choice r = c log k/ log 2 (8k) log 3 (8k) in (7.1) gives the required result.
In view of (6.1), the constants A It is then easy to show that θ Λ sym m f (n) n log n e −n/T + o(1).
With the trivial estimate for (3.7), Lebesgue's dominated convergence theorem implies that p ν≥2
Thus we manipulate with (3.7) as follows, 
