This project aims to create a computer-aided diagnosis (CAD) system that can be used to identify tuberculosis (TB) from chest radiographs (CXRs) and, in particular, to observe the progress of the disease where patients have had multiple images over a period of time. Such a CAD tool, if sufficiently automated could run in the background checking every CXR taken, regardless of whether the patient is a suspected carrier of TB. This paper outlines the first phase of the project: segmenting the lung region from a CXR. This is a challenge because of the variation in the appearance of the lung in different patients and even in images of the same patient.
Introduction
TB remains a global health challenge. Estimates of the number of people infected with TB are likely to be an underestimate since they are based on calculations from reported cases, notification data and expert opinion, however in 2013 the World Health Organisation (WHO) estimated that there were 9 million people with TB, including an estimated 1.2 million people with TB and HIV. TB is believed to be responsible for around 1.5 million deaths a year [1] . In Africa, the size of the TB problem is technically considered undefined due to the poor infrastructure for case detection, recording and reporting [2] .
Multi-drug-resistant tuberculosis (MDR-TB) and extensively drug-resistant TB (XDR-TB) are now major threats to health in Europe, Asia and southern Africa. The number of new cases of MDR-TB caused by Mycobacterium tuberculosis (M.tb) strains resistant to rifampicin and isoniazid is increasing. An increase in numbers is also seen in strains of TB resistant to Rifampicin, Isoniazid, plus any fluoroquinolone and at least one of the three injectable second-line TB drugs: Amikacin, Kanamycin, Capreomycin [2] . In 2013 there were an estimated 480,000 new cases of MDR-TB discovered around the world. This number is also likely to be an underestimate [2] .
The development of an effective vaccine against TB is a very difficult challenge. Avenues for research and development include experimental medicine, biomarker discovery, and proof of concept studies that aim to streamline vaccine development and maximise the probability of success in late-stage trials [3] .
The pathophysiology of TB is very complicated, the disease can have various effects on the lung and other organs. The morphological patterns that are observable on a CXR vary significantly. This variation depends on factors such as age, ethnicity and HIV infection [4] . Appearance also varies as the disease progresses. TB, lesions are small in the early stages and change their morphology over time.
Public Health England's issues the following guidelines for the management of patients with active pulmonary TB. A patient with any of the following findings on a CXR must submit sputum specimens for examination [5] In a recent study, it was estimated that the prevalence of tuberculosis in hard to reach groups in London was 788 per 100,000 in homeless people, 354 per 100,000 in people with problematic drug use, and 208 per 100,000 in prisoners. In comparison, the overall prevalence of tuberculosis in London was 27 per 100,000 people. Although only 17% of tuberculosis cases in London are in hard to reach areas, they make up nearly 38% of non-treatment cases, 44% of lost cases, and 30% of all highly infectious cases. Tuberculosis controls are therefore needed in targeted interventions to address transmission within these groups. In April 2005, the English Department of Health provided funding to set up a mobile radiography unit that could actively screen for tuberculosis disease in London's vulnerable populations. The service, known as Find and Treat visits locations where high-risk groups can be found, including drug treatment services and hostels or day centres for homeless and impoverished people. All individuals are screened on a voluntary basis regardless of their current symptom status [6] .
This project uses over 90,000 images recorded by Find and Treat between 2005 and 2015. All the images used in this project were obtained by the same machine.
The first phase of the project involves the segmenting the lungs and then dividing them up into regions of interest. The approach taken here uses SLICO superpixels. Superpixel algorithms group pixels into clusters whose boundaries replace the conventional pixel grid [7] . Since clusters are groups of similar pixels, they can be treated as single entities reducing the computational cost of processing the image post-segmentation [8, 9] . Many computer vision algorithms now use superpixels as a basic building block due to their effectiveness at multiclass object segmentation [10] , depth estimation [11] , body model estimation [12] , and object localization [8] .
There are many different techniques to generate superpixels, each has its own advantages and disadvantages that may be more useful in certain scenarios. Simple linear iterative clustering (SLIC) by Achanta et al. [7] is a novel method for generating superpixels. The benefits of SLIC are that it is faster than existing methods, more memory efficient has extremely accurate boundary conformity, and improves the performance of segmentation algorithms. In this project, we used a modified version of SLIC called SLICO. The difference is in the input parameters: SLIC requires the user to input both the number of superpixels to create and the compactness factor, SLICO only needs the number of superpixels. Compactness is a measure of shape calculated as a ratio of the perimeter to the area. In the case of SLIC, this means that if there are regions in the image with a smooth texture then smooth regular sized superpixels are produced. If the region texture is coarse then the superpixels will be very irregular in shape. This issue arises from the dependence on a compactness factor. SLICO only requires the number of superpixels required. It adaptively changes the compactness factor depending on the texture of the region, this creates regularly shaped superpixels regardless of the texture. This improvement is claimed to have a very little impact on performance, making it an ideal solution for complex segmentations. Figure 1 shows a comparison of performance between SLIC and SLICO algorithms.
Proposed segmentation method
The proposed method for segmenting the lungs involves at first making a rough segmentation using basic image processing techniques. The first step involves some pre-processing. The CXRs in our dataset are 16-bit images giving a very large range of available grey values. We reduced the number of grey values from 2 16 to 64. This makes the edges more prominent, eliminating the gradual changes in gradient typically found in the image. This binning process is done using histogram equalization: an approximately equal number of pixels is mapped to each the bin. This step results in a huge loss of detail that is not required for segmentation. The next step is to adjust the contrast of the image. This removes even more of the detail in the image by mapping the intensity values in the grayscale image to new values so that 1% of the data is saturated at low and high intensities (this value was determined through trial and error). This increases the contrast of the output image. It makes the inside of the lung almost entirely white and shows much clearer edges in areas where the lung is obscured by other tissue. However, this is only the first step and subsequent work is needed to drastically improve the result. Each pre-processing step aims to show a better definition of the Lung edges. The following step does this through an algorithm that creates a small user-defined box (In testing a 9 by 9 box performed well). The values of the pixels that make up the box are analysed and a decision is made about and the box in order to decide if it lies on an edge within the image or not. It then moves on to the adjacent area and repeats the process, scanning the entire image as it moves. The analysis within the box begins with the centre pixel which is taken as the reference point and all pixels around it are investigated. It is known the bones in the image are dark and the inside of the Lungs are lighter in appearance (a colour map is used to show the bones as white when observed by humans Fig. 2 ).
This step is followed by a SLICO superpixel segmentation to provide a more accurate delineation of the lung boundaries in the CXR. The superpixel algorithm is run on the original image and overlaid on the processed image created in the previous step. The accuracy of the SLICO segmentation is dependent on the number of superpixels used.
The process of finding the lungs begins by randomly choosing superpixels a third of the way in from the image left and right edges, and halfway down from the top. Unless the CXR quality is extremely poor and too bad for even human reading this guarantees the first superpixel will always be inside the lungs. The surrounding superpixels are then investigated to see if they overlap with the pixels representing the lung edge in the pre-processed image; this process is repeated until the edges are found (Fig. 3) .
Evaluation
To assess the accuracy of the segmentation algorithm, the generated segmentations were compared to a gold standard of hand segmentations performed by two radiographers and a doctor. All three work for Find and Treat and have a wealth of experience reading CXR's and diagnosing TB. 40 images were used with each of the three human readers segmenting all 40. The images were segmented using a Surface Pro Tablet and digital pen. The software used was MicroDicom which is an application for primary processing and preservation of medical images in the DICOM format. The hand segmentations were done by the participant drawing an outline with the pen tool in the software around the lung edge. The images were then imported into a photo editing program to turn it into a binary image for comparison, using selection tools to mark where the hand segmentation was made.
The images segmented using the algorithm are processed in a similar fashion. The algorithm identifies the superpixels that make up the lung edges in the images and therefore can be turned into binary images quite easily. The binary images being compared were overlaid to show how much overlap there was as well as the areas that didn't overlap. The comparison between the images was made using DICE similarity scores calculated for the algorithm compared to each of the three hand segmentations. The doctor's segmentation was also compared against each of the radiographers and the radiographers were compared with each other. Due to variances in the hand segmentations, the results were calculated twice. Firstly, with each hand segmentation individually against the algorithm and secondly with a combination of the three hand segmentations against the algorithm. Table 1 shows the mean DICE scores for all 40 images on each of six pairwise comparisons and one comparison between the algorithm and the pooled result. A similarity score closer to 1.0 between manual and automatic indicates that the result was similar. 
Results

Discussion
All the segmentations had an acceptable range of variation from each other. The similarity scores showed that the doctor and second radiographer were almost identical in terms of the similarity between their segmentations and that of the algorithm, the first radiographer fell behind only slightly. The largest difference between any two scores was not more than 0.07, the lowest score was 0.76 between radiographer 1 and the algorithm. This image had very small lungs most likely due to the patient not taking the correct breath, however, this didn't affect the clarity of the lung edges. The overlap area image in Fig. 8 shows that the algorithm seems to have over segmented the Lung, including part of the heart and more of the rib cage wall. This error is most likely due to the parameters used by the algorithm in the preprocessing phase. Inspection of the DICE scores across the test set suggests that this is an isolated problem. 
Conclusion
The DICE scores show that the performance of the algorithm is very similar to that of the manual segmentations. The result of combining the manual segmentation produced a closer result to the automated segmentation than any of the comparisons between individual manual segmentations. The variation between human readers seems higher than between the algorithm and the human readers, which suggests that the algorithm is accurate. Figures 4, 5, 6 , 7 and 8 show some typical examples of segmentations. The grey region is the overlap between manual and automated segmentations. The white, non-overlapping, region mostly comes from the automated segmentation, which is appropriate for this application because the role of the segmentation step is to define a region of interest to be processed in subsequent steps looking for abnormalities. Over-segmenting slightly is therefore preferable to undersegmenting.
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