With the usefulness of data mining in various fields of information science, various mining methods have been proposed in previous research. Recently, in these fields, data has taken the form of continuous data streams rather than finite stored data sets. In this paper, a mining method of sequential patterns over an online sequence data stream is proposed, which is useful for retrieving embedded knowledge in the data stream. The proposed method can minimize memory usage of the mining process while an error is allowed in its mining result, and supports flexible trade-off between memory usage and mining accuracy. However, the error is minimized by an accurate estimation method for the count of a sequence, which considers the ordering information of items. The proposed method can catch a recent change in a sequence data stream in a short time, by a decaying mechanism gracefully discarding old information that may be no longer useful.
Introduction

Backgrounds: data mining in information
science, and data stream 1.1.1. Data mining in information science. As information institutions transform their role from passive data collection to a more active exploration and exploitation of information, they face a serious challenge: how can they handle the massive amount of data that the institutions generate, collect and store? There is a need to have a technology that can access, analyze, summarize, and interpret information intelligently and automatically [1] . Responding to this challenge, the field of data mining has emerged. Data mining is the process of extracting valuable information from large amounts of data [2] . The main application domains that data mining can support in the field of information science include personalized environments, electronic commerce, and search engines as shown in Table 1 .
Time series analysis (sequential mining).
In business operations, decision makers need a solid description of possible future developments in order to formally include the future uncertainty in a decision process [3] . One of the ways to achieve such a description is by analyzing time series data. A time series is a sequence of observations that is ordered in time, which can be useful for the discovery and use of patterns and prediction of future values [4] . Time series analysis is an integral part of effective electronic commerce and is useful for many applications, such as economic forecasting, sales forecasting, budgetary analysis, and stock market analysis. The main difference between traditional time series analysis and data mining on time series is that the latter can handle a large number of
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series. Many time series may be collected during normal business operations, so data mining is a useful technique to analyze time series data for electronic commerce.
As a representative approach in time series analysis tasks, sequential mining can be considered. It discovers embedded knowledge, i.e. frequent sequences in a target data set. The mining problem of frequent sequences is defined as follows. Given a time series transactional data set, where each transaction consists of a list of elements, and given a user-specified minimum support threshold, mining of frequent sequences finds all the frequent subsequences whose frequency in the data set is greater than or equal to a minimum support [5, 6] .
Data stream.
Recently, in various application fields such as sensor networks, network monitoring, anomaly intrusion detections, financial tickers, bioinformatics, telecommunications data management, web personalization, and others, data has taken the form of continuous data streams rather than finite stored data sets. A data stream is a massive unbounded sequence of data elements continuously generated at a rapid rate. In data stream processing, each data element should be examined at most once to analyze a data stream, and memory usage for data stream analysis should be restricted finitely although new data elements are continuously generated in a data stream. Moreover, newly generated data elements should be processed as fast as possible to produce the up-to-date analysis result of a data stream, so that it can be instantly utilized upon request [7] . To satisfy these requirements, data stream processing sacrifices the correctness of its analysis result by allowing some error.
Moreover, the knowledge embedded in an online data stream is more likely to be changed as time goes by [8] . Therefore, to find the gradual change of knowledge embedded in the online data stream, the obsolete information of old transactions should be excluded efficiently from the current mining result. As a simple solution, it is possible to consider a sliding window approach [9, 10] . Its current mining result totally depends on recently generated transactions in the range of a current window. In particular, all the transactions in the window are maintained in order to remove their effects on the current mining result when they are out of the range of a sliding window. However, a decay mechanism that is described in Chang and Lee [11] for finding recently frequent itemsets can support finding the gradual change of embedded knowledge in a data stream without maintaining any transaction itself physically. It can also be utilized to find recently frequent sequences over a data stream.
Contributions
In the previous studies, several algorithms [5, 6, 12] for efficient mining of frequent sequences have been actively proposed, but they focus on a fixed data set. They require multiple scans of a target data set, so that the information of an individual transaction should be maintained to the end of the mining process and they also require long processing time to get a resulting set. Consequently, the conventional mining methods for finding sequences are not suitable for retrieving frequent sequences over an online data stream. Recently, various algorithms [9, [13] [14] [15] [16] [17] [18] [19] have been actively proposed to extract different types of knowledge embedded in a data stream, but they do not focus on finding frequent sequences over data streams. 
Application Contributions
Personalized environments • adapt content presentation and navigation support based on each individual's characteristics • understand users' access patterns by mining the data collected from log files • tailor to the users' perceived preferences by matching usage and content profiles Electronic commerce
• divide customers into several segments based on their similar purchasing behavior • explore the association structure between the sales of different products • discover patterns and predict future values by analyzing time series data Search engine
• identify the ranking of the pages by analyzing the interconnections of a series of related pages • improve precision by examining textual content and users' logs • recognize the intellectual structure of works by analyzing how authors are cited together
Efficient mining method
With this motivation, a novel mining method for retrieving sequential patterns over an online data stream is proposed in this paper. A sequence is a frequent sequence if its support in a data stream is greater than or equal to a predefined minimum support S min ∈ (0,1). The proposed method examines each transaction in a data stream one by one without any candidate generation. Among all the sequences in the transactions of a data stream, only those sequences that should be monitored closely are maintained in main memory by a lexicographic tree structure [20] [21] [22] . In this paper, a sequence is called a significant sequence when the current support of the sequence is greater than or equal to a predefined significant support S sig ∈ (0,S min ), and only those significant sequences are maintained in main memory. Moreover, no transaction of a data stream needs to be maintained physically in the proposed method. It allows the up-to-date mining result to be found in a short time. On the other hand, by applying a decay mechanism [11] , it can find recently frequent sequences as well as frequent sequences.
Organization
The rest of this paper is organized as follows. Section 2 describes related work and Section 3 describes the target data stream of the proposed method and how to differentiate the weight of the information in transactions of a data steam. In Section 4, the proposed method is explained in detail. The performance of the proposed method is analyzed in Section 5 by a series of experiments to identify its various characteristics. Finally, Section 6 concludes this paper.
Related work
Almost all the previously proposed methods for finding frequent sequences are based on the a priori property proposed in [23] . A typical a priori-like method is a multi-pass algorithm, so that it needs up to n + 1 scans on a data set when the maximal cardinality of a frequent sequence is n. In the first scan, all the frequent items, i.e. single sequences, are found. Each subsequent pass starts with a seed set of sequences, which is the set of sequences found in the previous pass. This seed set is used to generate new potential patterns that are called candidate sequences. In the candidate sequences, a set of new sequences whose support in a database is greater than or equal to a minimum support is found by scanning the database. This set then becomes the seed set for the next pass. The algorithm terminates when no new sequences are found in a pass, or no candidate sequence can be generated. The a priori-like methods have some drawbacks [6] . First, a set of candidate sequences is potentially very large. Second, they require multiple scans of a target data set to get a resulting set of frequent sequences. Unlike the a priori-like methods, the PrefixSpan method [6] does not generate or test any candidate sequence nonexistent in a data set and only the projected data set is scanned for each frequent prefix sequence. Moreover, in order to improve mining efficiency, some techniques such as bi-level-projection and pseudo-projection are used. However, the PrefixSpan method also partially requires multiple scans of target data sets, i.e. projected data sets. Therefore, transactions of a target data set should be maintained physically. To find frequent sequences in a data set where a set of transactions is incrementally added in, an incremental algorithm [12] is proposed. The algorithm focuses on efficiently utilizing the previous mining result of a data set to find the up-to-date mining result of the data set. However, it needs to maintain the information of an individual transaction and it also partially requires multiple scans of the target data set. Consequently, the conventional mining methods for finding sequences are not suitable for finding frequent sequences over an online data stream.
In various algorithms to extract different types of knowledge embedded in a data stream, the Lossy Counting algorithm [18] and the estDec method [11] focus on finding frequent itemsets over a data stream. In the Lossy Counting algorithm, to reduce the memory usage of the mining process, a data structure for maintaining the counts of itemsets is kept in secondary storage and only a buffer structure for the batchprocessing of transactions is kept in main memory. Since a greater number of newly generated transactions can be batch-processed together as the buffer is enlarged, the algorithm is efficient when the size of the buffer is large. However, this increases the amount of memory space for finding frequent itemsets. Moreover, the processing time to get a resulting set of frequent itemsets may be long since the secondary storage should be traversed to get the resulting set. For this reason, this algorithm is not efficient for an online data stream whose mining result may be requested at any moment. To minimize the number of itemsets to be monitored in order to find frequent itemsets over an online data stream, the estDec method is proposed in previous work; it finds recently frequent itemsets over an online data stream adaptively. The estDec method examines each transaction in a data stream one by one without any candidate generation. Among all the itemsets in the transactions of a data stream, only those itemsets that should be monitored closely are maintained in main memory. The effect of the information in an old transaction on the current mining result is diminished by decaying the old occurrence count of an itemset as time goes by. The target of the estDec method is finding recently frequent itemsets in a data stream and the weight of information in each transaction is differentiated. However, these methods also concentrate on the problem of finding frequent itemsets, so that they cannot be efficiently applied to finding frequent sequences.
Preliminaries
For finding sequences, a data stream can be viewed as an infinite set of continuously generated transactions that are composed of ordered items as follows: (1) Let I = {i 1 , i 2 , . . . , i n } be a set of current items that have been used as a unit information of an application domain. (2) A sequence s is an ordered list of items and is denoted by <e 1 e 2 . . . e l >, where e j is an item, i.e. e j ∈ I for 1 Յ j Յ l. e j is also called an element of the sequence. The length |s| of a sequence s is the number of items that form the sequence and a sequence with n items is called an n-sequence. A sequence α = <a 1 a 2 . . . a n > is called a subsequence of another sequence β =< b 1 b 2 . . . b m > and β is a super-sequence of α, and denoted as α ⊆ β if there exist integers 1
. . , a n = b jn . A sequence <a b c> is denoted by abc in this paper. (3) A transaction is a non-empty ordered list of items and each transaction has a unique transaction identifier TID. A transaction generated at the kth turn is denoted by T k and its transaction identifier TID is k. (4) When a new transaction T k is generated, the current data stream D k is composed of all transactions that have ever been generated so far, i.e. D k = <T 1 , T 2 , . . . , T k > and the total number of transactions in D k is denoted by |D| k . When a transaction T k is generated currently, the current count C k (s) of a sequence s is the number of transactions that contain the sequence among the k transactions. Likewise, the current support S k (s) of a sequence s is the ratio of its current count C k (s) over |D| k . Given a predefined minimum support S min , a sequence s whose current support S k (s) is greater than or equal to S min is a frequent sequence in the current data stream D k .
To differentiate the information of recently generated data elements from the obsolete information of old data elements which may be no longer useful or possibly invalid at present, a decay rate d [11] is used as follows:
If a decay-base is set to 1, frequent sequences are found as a mining resulting set as in the other mining methods of frequent sequences [5, 6, 12] , while, if a decay-base is set to be greater than 1, recently frequent sequences are found as a mining resulting set. When a decay-base is set to be greater than 1, to prevent fluctuation in the set of recently frequent sequences, a decaybase-life h of a decay rate d = b -(1/h) should be set to be greater than or equal to its lower bound h LB , found as follows [11] :
To find frequent sequences over an online data stream accurately, the occurrence of every sequence in each transaction should be carefully monitored. When a new sequence appears in a newly generated transaction, it cannot be simply ignored just because it is not a frequent sequence currently. If it is ignored, there are no frequent sequences forever since every frequent sequence was a new one at its first appearance. Despite this, it is almost impossible to monitor every sequence that appears in a data stream. Such monitoring causes the number of monitored sequences to be large, which not only requires a large amount of main memory but also prolongs the processing time to find frequent sequences for a current data stream.
Among all sequences that appear in a data stream, some sequences are insignificant for finding frequent sequences. The count of a sequence is one at its first appearance in a data stream. On the other hand, the total number of transactions is very large in general since it increases monotonically. The support of a sequence is usually much less than S min at its first appearance, i.e. the sequence is insignificant at that moment. Consequently, monitoring the count of the sequence can be delayed until the sequence can possibly be a frequent sequence in the near future. When monitoring a new sequence is initiated, the count of the sequence can be estimated as a value that is close to its actual value by a count estimation mechanism that will be described in Section 4.1. On the other hand, an efficient pruning technique is obviously another way of reducing the usage of memory space. Although a sequence was significant in the past, if its current support becomes much less than S min , it is not necessary to monitor the count of the sequence.
Finding frequent sequences
This section proposes a knowledge retrieval method, called an eISeq method, for finding frequent sequences over an online data stream. In the proposed method, for a new sequence that appears in a newly generated transaction, when its estimated current support becomes greater than or equal to S sig , monitoring its actual count is started. The initial count of a newly monitored sequence should be estimated accurately to minimize its support error. On the other hand, when the current support of a sequence becomes less than S sig , monitoring its count is stopped. Section 4.1 describes how to estimate the current count of a sequence. In Section 4.2, the proposed method is presented in detail.
Count estimation of a sequence
For finding frequent itemsets over a data stream, the maximum possible count of an itemset is estimated by the counts of its subsets that are currently monitored [24] . Similarly, the maximum count of a sequence that is not currently monitored can be estimated by the counts of its subsequences that are currently monitored. In the current data stream D k , it can be considered that the count of an n-sequence s (n Ն 2) is maximized when all the items in the sequence s appear together in as many transactions as possible, i.e. they are least exclusively distributed (LED). When the items of an n-sequence s (n Ն 2) have appeared together in as many transactions as possible, the maximum count C k max (s) of the sequence s is the smallest value among the counts of all the subsequences. When all items in an n-sequence s (n Ն 2) appear together in as many transactions as possible, the count of the sequence s cannot be greater than those of its subsequences. Based on this observation, the maximum count C k max (s) of the sequence s can be estimated from the counts of its subsequences, and the smallest value of the counts is regarded as the maximum count C k max (s). However, since the (n -1)-subsequences of the n-sequence s can provide the most accurate information about the count of the sequence, C k max (s) can be estimated by only the (n -1)-subsequences. Therefore, when min(L) denotes the smallest value in a set of values L, the maximum count C k max (s) of an n-sequence s (n Ն 2) is found as follows:
Definition 1. For an n-sequence s (n Ն 2), a prefix-item P(s) and a remaining-sequence R(s) of the sequence are defined as follows:
(1) A prefix-item P(s) is the first item of the sequence s. (2) A remaining-sequence R(s) is a subsequence of s that is composed of all items of s except P(s). Definition 2. For a transaction T k , a prefix-item P(T k ) and a remaining-transaction R(T k ) of the transaction are defined as follows:
that is composed of all items of T k except P(T k ). On the other hand, since the ordering information of items is important in mining of frequent sequences, it should be considered in the estimation process for the count of a sequence. For this purpose, a prefix-item and a remaining-sequence of a sequence s are defined as in Definition 1. A prefix-item and remaining-transaction of a transaction are also defined as in Definition 2. To estimate the count of an n-sequence s (n Ն 2), when the counts of its (n -1)-subsequences are found, ordering information of the remaining-sequence R(s) of the sequence s should be considered, which is one of the (n -1)-subsequences of the sequence s. In other words, for the (n -1)-subsequence R(s), its appearance information in the remaining-transaction of each transaction is considered only. This is because the (n -1)-subsequence R(s) is initiated from the second item of the sequence s.
eISeq method
In the proposed method, all currently significant sequences are maintained by a lexicographic tree structure [20] [21] [22] , which is called a monitoring tree. Every node in a monitoring tree contains an item and it denotes a sequence s composed of the items that are in the nodes of its path from the root. Each node maintains an entry (cnt, cnt_r, tid, tid_r) for its corresponding sequence s. The cnt is the count of the sequence s that represents the decayed number of transactions that are super-sequences of the sequence s in the current data stream D k . To be more specific, it is the approximation of the count C k (s) of the sequence s. The cnt_r is the remaining count of the sequence s that represents the decayed number of transactions whose remainingtransactions are super-sequences of the sequence s in the current data stream D k . The tid denotes the transaction identifier of the latest transaction that is a supersequence of the sequence. The tid_r denotes the transaction identifier of the latest transaction whose remaining-transaction is a super-sequence of the sequence. The other components are the same as in the general lexicographic tree structure described in [20] [21] [22] . On the other hand, duplicated items can be contained in a sequential transaction. A monitoring tree efficiently represents a sequence that has duplicated items. When an item appears twice or more in a sequence, each appearance in the transaction is placed in a monitoring tree on a different level. For example, among the duplicated bs in a sequence babcd, the corresponding node for the first b is placed in the highest level of a monitoring tree and that for the other b is placed in the third level of the monitoring tree.
The eISeq method is composed of five steps: a parameter updating step (step I), a count updating step (step II), a sequence insertion step (step III), a frequent sequence selection step (step IV) and a force-pruning step (step V). These steps, except step IV and step V, are performed in sequence for a new transaction.
Step IV is performed only when the up-to-date set of frequent sequences is requested.
Step V is usually performed periodically or when it is needed. The detailed operations of these steps are as follows.
For a data stream with a decay rate
, when a new transaction T k is generated in the data stream, the total number of transactions in the current data stream is updated.
[
Step I] (Parameter updating) The total number of transactions in the current data stream |D| k is updated as follows:
Subsequently, in the count updating step, the counts of monitored sequences that appear in the new transaction T k are updated. In a monitoring tree, all the paths induced by the items of the new transaction T k are traversed respectively and the previous counts of each node in the paths are updated to the current values. Moreover, for the sequences whose counts are updated, it is decided whether the corresponding node of each sequence is to be pruned from the monitoring tree or not.
Step II] (Count updating) For a sequence s that appears in the new transaction T k , if its corresponding node with an entry (cnt, cnt_r, tid, cnt_r) is in the monitoring tree and it is not traversed yet by the new transaction T k , i.e. tid < k, the cnt of the entry is updated and the tid of the entry is subsequently updated as follows:
If the sequence s is a subsequence of the remaining-transaction R(T k ) of the new transaction T k and tid_r < k, the cnt_r of the entry is updated and the tid_r of the entry is subsequently updated as follows:
Subsequently, if the updated support, i.e. cnt/|D| k of the sequence s is less than S sig , the sequence s is an insignificant sequence, so that it is pruned from the monitoring tree as in conventional data mining methods based on a lexicographic tree [20] [21] [22] . This mechanism is called a pruning operation. However, if a 1-sequence is pruned from the monitoring tree, it is impossible to estimate its count later. Therefore, it should not be pruned.
On the other hand, a sequence that is pruned at present can be inserted into the monitoring tree in the future if it appears frequently in new transactions. After all the sequences induced by the new transaction T k have been updated, the sequence insertion step is performed to insert any new significant sequence in the monitoring tree. In this step, by filtering out insignificant items of the new transaction T k previously, the processing time can be shortened. This is because a sequence that contains an insignificant item cannot be a new significant sequence.
Step III] (Sequence insertion) First, any insignificant item in the new transaction T k is filtered out. For this purpose, the current count of every single item that appears in T k is examined by visiting its corresponding node in the monitoring tree. If the current support of the item is less than S sig , it is regarded as an insignificant item, so it is filtered out. At the same time, if the transaction T k contains an item that is not currently maintained in the monitoring tree, the item is inserted in the monitoring tree without estimation. Therefore, the count of every single item maintained in the monitoring tree is its actual count in the current data stream. The cnt and tid of the corresponding node with entry (cnt, cnt_r, tid, tid_r) of a newly inserted single item are initialized as follows:
If the item appears in the remaining-transaction R(T k ) of the new transaction T k , the cnt_r and tid_r are also initialized as follows:
After all insignificant items in the transaction T k have been filtered out, a filtered transaction T -k for the new transaction T k is obtained.
Subsequently, in order to find any new significant sequence induced by the significant items in the new transaction T k , the monitoring tree is traversed once more for the filtered transaction T -k . In order to be a new significant n-sequence s (n Ն 2), all of its subsequences should be currently significant sequences, i.e. their current supports should be greater than or equal to S sig respectively and maintained in the monitoring tree. This is because its C k max (s) is always estimated to 0 if any of its subsequences are not currently maintained in the monitoring tree. When a node corresponding to an n-sequence s (n Ն 1) is visited, the maximum count C k max (sЈ) of every insignificant (n + 1)-sequence sЈ which is composed of the sequence s and one of the remaining significant items is estimated as described in Section 4.1. In this estimation process, for the remainingsequence R(sЈ) of the (n + 1)-sequence sЈ that is a subsequence of the (n + 1)-sequence sЈ, its remaining count cnt_r in the entry of the corresponding node is considered. If the estimated support of the (n + 1)-sequence sЈ is greater than or equal to S sig , it is regarded as a new significant sequence, so it is inserted in the monitoring tree. Moreover, the maximum remaining count C k max_r (sЈ) of the (n + 1)-sequence sЈ, i.e. the maximum number of transactions whose remaining-transactions are super-sequences of the (n + 1)-sequence sЈ, is also estimated. Differently from the estimation process for C k max (sЈ), for each subsequence used in this estimation process for C k max_r (sЈ), the remaining count cnt_r in the entry of the corresponding node is considered. This mechanism is called a delayed-insertion operation.
Similarly in finding frequent itemsets over a data stream [24] , when a new significant n-sequence s (n Ն 2) is identified in the current data stream D k , the upper bound C k upper (s) of its actual count is found as follows:
On the other hand, since the information of a data stream is not decayed if a decay-base is set to 1, the upper bound C k upper (s) of its actual count is found as in Theorem 1. This is because the count of the sequence s is a discrete value, i.e. integer, at each time.
Based on this observation, if the maximum counts C k max (s) and C k max_r (s) for cnt and cnt_r are greater than the upper bound C k upper (s), they are substituted by C k upper (s). Accordingly, the current values of the corresponding node with entry (cnt, cnt_r, tid, tid_r) of the sequence s are initialized as follows: upper (s) of the count of a new n-sequence s (n Ն 2) that is newly identified in the current data stream is found as follows:
Proof. Among the k transactions generated so far, at least n transactions that contain the sequence s are required to start monitoring the counts of all of its
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Journal of Information Science, 31 (5) subsets as well as its count. Therefore, the count of the sequence is maximized when one of the n transactions is the first transaction of the data stream and the remaining n -1 transactions are most recently generated as shown in Figure 1 . In addition, the maximum possible count of the sequence s between T 2 and T k-(n-1) should be less than ⎡S sig ϫ (k -n)⎤ since the maximum possible support of the sequence in this interval should be less than S sig . Since the count of the sequence should be a discrete integer value, based on this observation, C k upper (s) is found as follows:
The frequent sequence selection step is performed only when the mining result of the current data stream is required. It produces all frequent sequences in the same way as in conventional mining methods [20] [21] [22] based on a lexicographic tree structure.
Step IV] (Frequent sequence selection) For the current data stream D k , a sequence s that corresponds to a node with entry (cnt, cnt_r, tid, tid_r) in the monitoring tree is a frequent sequence if its current support S k (s) = {cnt ϫ d (k-tid) }/|D| k is greater than or equal to a predefined minimum support S min .
[
Step V] (Force-pruning) All insignificant sequences in a monitoring tree can be pruned together by examining the current support of every sequence in the monitoring tree. Since all paths in a monitoring tree should be traversed, the processing time of a force-pruning operation is relatively large. Therefore, it can be performed periodically or when the current size of a monitoring tree reaches a predefined threshold value.
Experimental results
In this section, the performance of the proposed method eISeq is analyzed by several data sets. Following the conventions set forth in Agarwal and Srikant [23] , the names of the data sets are T10.I4.D1000K, T5.I4.D1000K-AB, T5.I4.D100K, T10.I4.D100K and T15.I6.D100K, where the three numbers of each data set denote the average transaction size (T), the average maximal potentially frequent sequence size (I) and the total number of transactions (D) respectively. The total number of items in each data set is 1000. The data set T5.I4.D1000K-AB is composed of two consecutive subparts TA and TB. TA denotes a set of transactions generated by a set of items A while TB denotes a set of transactions generated by a set of items B. There is no common item between the two sets of items A and B. Each of the two subparts contains 500,000 transactions. The total number of items in each subpart is 1000. These data sets are generated by the same method as described in Agarwal and Srikant [23] . However, a sequential transaction can contain duplicated items. Therefore, for each transaction of these data sets, some items in the transaction are randomly substituted by one of the other items in the transaction to simulate a sequential transaction. In all experiments, the transactions of each data set are looked up one by one in sequence to simulate the environment of an online data stream. All experiments are performed on a 1.8 GHz Pentium PC machine with 512 MB main memory running on Linux 7.3 and all programs are implemented in C. Figure 2 shows the performance of the eISeq method for the data set T10.I4.D1000K by varying a significant support S sig . A minimum support S min , a decay-base b, and a decay-base-life h are set to 0.001, 1, and 1 respectively. A force-pruning step is performed every 1000 transactions. The sequence of generated transactions is divided into five intervals each of which consists of 200,000 transactions. Figure 2(a) shows the memory usage of the proposed method. For each interval, the memory usage of the eISeq method is represented by the maximum usage of the interval. Since only significant sequences are maintained by delayed-insertion and pruning operations, the memory usage of the eISeq method remains almost the same although new transactions are continuously generated. In addition, it decreases as the value of S sig is increased. Figure 2(b) shows the average processing time per transaction of the eISeq method in each interval. The processing time per transaction is measured by a period from the generation of a new transaction to the sequence insertion step (Steps I-III) of the eISeq method. As shown in this figure, the average processing time is less than 15 ms. The processing time of a newly generated transaction is influenced by not only the number of new sequences whose current support should be estimated for delayed-insertion but also the current size of a monitoring tree. The number of sequences maintained in a monitoring tree is inversely proportional to the value of S sig as shown in Figure 2(a) . Therefore, as the value of S sig is increased, the average processing time per transaction is decreased. Figure 2 0~200,000~400,000~600,000~800,000~1,000,000 0~200,000~400,000~600,000~800,000~1,000,000 0~200,000~400,000~600,000~800,000~1,000,000 0~200,000~400,000~600,000~800,000~1,000,000 of sequences maintained in a monitoring tree is decreased. Consequently, as the value of S sig becomes larger, the processing time of the eISeq method is shortened but its mining result becomes less accurate. Figure 3 shows the performance of the eISeq method for the data set T10.I4.D1000K by varying a decay rate. The proposed method finds frequent sequences if a decay-base b is set to 1 and it finds recently frequent sequences if the decay-base b is set to 2. A minimum support S min and a significant support S sig are set to 0.001 and 0.3 ϫ S min . A force-pruning step is performed every 1000 transactions. Figure 3(a) shows the memory usage of the proposed method. As seen in this figure, the number of monitored sequences in case b = 1 is larger than that in case b = 2. When a decay-base is set to 2, as a decay-base-life is enlarged, the old count of a significant sequence is less decayed, so that the number of sequences in a monitoring tree is increased. Figure  3(b) shows the average processing time of steps I-III and Figure 3(c) shows the average processing time of step IV in each interval. They are little affected by the variation in decay rate. However, when a decay-base is set to 2, a mathematical library function for decaying the count of a sequence is used in implementing the proposed method, so that the average processing time is relatively large. For the same decay-base, the processing time of step IV is increased as the decaybase-life is enlarged. This is because the number of sequences in a monitoring tree is increased as a decaybase-life is enlarged. Figure 4 shows the adaptability of the eISeq method for the change of information in a data stream. In this experiment, the data set T5.I4.D1000K-AB is used. S min , S sig , and b are set to 0.001, 0.3 ϫ S min , and 2 respectively. A force-pruning operation is performed every 1000 transactions. In order to illustrate how rapidly the eISeq method can adapt to the change of information in a data stream, similarly in a resulting set of frequent itemsets, a coverage rate CR is used. Between two mutually exclusive sets of items X i and X j (X i ∩ X j = ∅), a coverage rate CR(X i ) denotes the ratio of the number of frequent sequences for X i as follows:
where |F(X i )| denotes the number of frequent sequences composed of the items in X i . As the value of a decay-base-life h becomes smaller, the eISeq method adapts more rapidly to the transition of information between the two subparts of the data set.
The performance of the eISeq method for the three 0~200,000~400,000~600,000~800,000~100,000,000 0~200,000~400,000~600,000~800,000~100,000,000 0~200,000~400,000~600,000~800,000~100,000,000 Figure 5 . In this experiment, the values of S sig , a decay-base b, and a decay-base-life h are set to 0.3 ϫ S min , 1, and 1 respectively. A force-pruning operation is performed every 1000 transactions. Figure  5 (a) shows the memory usage of the eISeq method for the three data sets by varying S min . For each data set, the maximum number of monitored sequences is decreased as the value of S min becomes larger. For the same value of S min , the number of monitored sequences is increased as the value of T or I is increased. Figure  5 (b) and (c) show the average processing times of the eISeq method for the three data sets. For each data set, the size of the monitoring tree is reduced as the value of S min becomes larger. Furthermore, the number of sequences whose counts should be estimated is decreased as well. As a result, the average processing time is shortened. For the same value of S min , it is increased as T or I is increased. This is because the size of a monitoring tree and the number of sequences whose counts should be estimated is increased as T or I is increased. Figure 5(d) shows the variation of ASE(R eISeq |R PrefixSpan ) for each data set. The average support error is computed after the last transaction of each data set is processed. The mining accuracy of each data set is improved as the value of S min is increased.
Concluding remarks
With the usefulness of data mining in various fields of information science such as personalized environments, electronic commerce, and search engines, various mining methods have been proposed in previous research. However, they mainly focus on a finite stored data set rather than a continuous data stream. In general, a mining method for an online data stream sacrifices the accuracy of its mining result to satisfy the requirements in memory usage and processing time of data stream processing. This paper proposes the eISeq method, which finds frequent sequences over an online transactional data stream. Each transaction of the online data stream is composed of ordered items. In order to catch recent change in an online data stream, the proposed method applies a decay mechanism. When a decay rate is set to be less than 1, the obsolete information of old transactions is diminished, so that recently frequent sequences are found. On the other hand, given a significant support S sig , the number of significant sequences maintained in main memory is minimized by delayed-insertion and pruning operations. In other words, by controlling the value of a significant support S sig , the memory usage of the eISeq method in finding frequent sequences can be controlled. Moreover, the mining accuracy of the proposed method is inversely proportional to its memory usage. The proposed method examines each transaction in an online data stream one by one without any candidate generation. Moreover, when a resulting set of frequent sequences is requested, no transaction needs to be re-examined, so that no transaction is maintained physically in the proposed method. Consequently, even though new transactions are continuously generated in an online data stream, the resulting set of frequent sequences of the online data stream can be found in a fixed time at any moment.
