ABSTRACT Large-scale data centers are major infrastructures in the big data era. Therefore, a stable and optimized architecture is required for data center networks (DCNs) to provide services to the applications. Many studies use software-defined network (SDN)-based multipath TCP (MPTCP) implementation to utilize the entire DCN's performance and achieve good results. However, the deployment cost is high. In SDNbased MPTCP solutions, the flow allocation mechanism leads to a large number of forwarding rules, which may lead to storage consumption. Considering the advantages and limitations of the SDN-based MPTCP solution, we aim to reduce the deployment cost due to the use of an extremely expensive storage resourceternary content addressable memory (TCAM). We combine MPTCP and segment routing (SR) for traffic management to limit the storage requirements. And to the best of our knowledge, we are among the first to use the collaboration of MPTCP and SR in multi-rooted DCN topologies. To explain how MPTCP and SR work together, we use four-layer DCN architecture for better description, which contains physical topology, SR over the topology, multiple path selection supplied by MPTCP, and traffic scheduling on the selected paths. Finally, we implement the proposed design in a simulated SDN-based DCN environment. The simulation results reveal the great benefits of such a collaborative approach.
I. INTRODUCTION
Recently, the rapid development of large data centers is promoted by the ever-increasing computing resource demand. Data centers are deployed worldwide, and the distributed services running in modern data centers such as massive data processing, analysis, and storage are increasing [1] . To meet the service demands effectively, data centers should always provide high quality services. Traditionally, computation and storage are spread across hundreds and thousands of servers in a data center network (DCN) as a distributed way so that achieving a stable communication solution is very important. Within the process of communication, large number of flows is generated inevitably in peak periods or other occasions, resulting in network congestion. Therefore, the primary problem in DCNs is finding solutions to satisfy the network transmission demand and increase the network throughput simultaneously.
Several network topologies have been proposed to solve the congestion problem in DCNs. One of the most commonly used is the multi-rooted topology, with implementations like Fat Tree [2] and VL2 [3] . In a multi-rooted topology, there are multiple paths between a pair of hosts, and the Equal Cost Multiple Path (ECMP) algorithm is used to select a path randomly for load balancing. When the traffic increases with time or demand, the random selection may cause some flows to collide on related links. This leads to congestion. In order to realize the full potential of the multi-rooted topology, the SDN-based Multipath TCP (MPTCP) [4] implementation method is used instead. MPTCP allows for flow splitting, and subflows are obtained from a large flow. Then, the SDN technique is used to realize flow control in a finer granularity: In the control plane, the network status is acquired and path allocation is accomplished individually by real-time link information. Then, the forwarding rules is stored in a switch flow table. This flow allocation mechanism decreases both the number of idle links and the overloaded link to improve network resource utilization and reduce congestion. However, this approach may not be as successful in rather large DCNs, because it need to store much more forwarding rules in an extremely expensive resource -Ternary Content Addressable Memory (TCAM). TCAM is the dominant hardware that realize the packet forwarding at high speed. Switches stores a number of forwarding rules in TCAM that offers the line rate parallel lookup. Beyond these competitive advantages, TCAM is extremely expensive and power-hungry. Therefore, SDN switches usually have the integrated TCAM with limited size and it only support 2k-20k rules in practical applications [5] , achieved much less than the number of active flows in a normal-scale DCN. Obviously, if we use MPTCP techniques in a SDN-based DCN, it will generate more data flows and increase TCAM resource consumption. Limited TCAM resource makes constraints on SDN strategies' granularity and affects DCN's scalability. The extremely expensive deployment cost makes it not a perfect solution for data centers which have a successive increasing scale these years.
Motivated by the former reasons, we introduced a collaborating approach to alleviate MPTCP's demand for TCAM resources by using Segment Routing (SR) technique to reduce the flow table size in large DCNs. When using our collaboration approach to realize multipath transmission, SR can reduce the demand for TCAM resource, at the same time, the extra network overhead caused by SR segment labels in packet header will be alleviated by MPTCP. The two techniques make up for each other's shortcomings effectively by such collaboration. For better description, we use a DCN network's architecture to show our collaboration approach, which consists of four parts shown in Figure 1: • Physical topology • Segment Routing over the topology • Multiple path selection supplied by MPTCP • Traffic scheduling on the selected paths We illustrated the proposed architecture in Figure 1 . The four layers contact with each other to form an integrated VOLUME 5, 2017 data transmission mechanism. In the first layer, we still use the multi-rooted topology as the physical topology due to its advantages. In the second layer, different from most of existing works, we use SR technology for packet transmission. So it is able to release the SDN switches' pressure caused by an increasing number of subflows. In the third layer, when there is a flow arrived, we use MPTCP to split the flow and select multiple path by SDN controller. After that, the fourth layer responsible for the traffic scheduling includes path allocation for the subflows. In the architecture we proposed, we use SR technology to store the forwarding strategy in the packet header instead, which reduces the size of the flow table. Our contribution is summarized below:
• We proposed a traffic management method based on the collaboration of MPTCP and SR. The implementation is SDN-based and it with respect to both techniques' advantages.
• We describe the SDN controller design and explain the collaborative working process in detail.
• We carry out NS3-based simulations, and the results indicate that our method can achieve better network performance in DCNs.
The rest of this paper is organized as follows. We introduce the related previous works in Section II. We present our proposed system architecture in Section III. The implementation is presented in Section IV and simulation evaluation is discussed in Section V. Finally, we conclude the paper in Section VI.
II. RELATED WORK
To the best of our knowledge, we are among the first to use the collaboration of MPTCP and SR in multi-rooted DCN topologies. Therefore, there are few similar works in the literature. In this section, we mainly review studies on three aspects instead. First, we discuss previous works on MPTCP implementation based on SDN for data centers. Moreover, we analyze the application of SR for traffic engineering of DCN. Finally, their characteristics are compared to explain why we use a collaboration solution for the transmission mechanism design in DCNs.
In the MPTCP protocol, the resource utilization rate is increased by making full use of the multiple paths that exist in pairs of hosts. The use of MPTCP has become more and more popular within large DCNs, and it obtains a better network throughput rate and higher fairness [6] . However, there are still some shortcomings: MPTCP will generate subflows by splitting large flows, with a result that DCN may come close to the balancing traffic. In this case, some links crossed by to many subflows may become overloaded, so there is a higher probability of lost packets and transmission delay. To handle this situation, an MPTCP receiver requires a large cache to deal with out-of-order packets and a growing congestion window [7] . Therefore, most MPTCP implementation is based on the SDN technique for convenience and validity.
SDN-based MPTCP offers a good way to manage such issues, because the control plane and the data plane is separated. It finds paths in the control plane according to the network topology and the link status of the DCN. Then, flow transmission is accomplished by forwarding strategies at the data plane. In the first study on SDN-based MPTCP [8] , Open Flow was used for wide-area traffic engineering, and it distributed flows to multiple paths by MPTCP. Although the method proposed in that study was practical, it did not take the real-time load status of links into consideration. Furthermore, a random path selection algorithm was used for routing called ECMP [9] , which only selected the shortest path and caused flows to collide on some links [10] . Aiming at its shortage, a solution was given by detecting the transmission rate of flows and calculating the subflow routing in the SDN controller to increase the available bandwidth [11] . Moreover, a multiflow component was developed, to facilitate flow transmission in disjoint paths, reducing the probability of shared bottlenecks and controls network congestion effectively [10] .
The existing works indicate that SDN-based MPTCP for DCNs is effective and practical. However, the SDN technique still has some weakness and bottlenecks. To realize fine-grained traffic control, SDN needs to implement a forwarding rule for every flow and store these rules in a flow table of a specific SDN switch. Obviously, the flow table grows gradually, and it requires a larger storage resource [12] . Flow tables store in TCAM, which is expensive and energy-consuming [13] . Therefore, the growing flow tables lead to a high deployment cost and low scalability. When using SDN-based MPTCP in DCNs, the growing number of new subflows increases the resource consumption on TCAM and makes the cost of this solution too high.
To solve this problem, in contrast to previous works, we use SR to control the size of the flow tables. As a new technology for traffic engineering, the basic concept of SR [14] is to separate the flow into many segments and the packet transmission is accomplished by segment label list, which is stored in the packet header. SR technology reduces the number of forwarding rules and solves TCAM utilization problem effectively. In some previous works, the use of a routing mechanism was proposed based on SR in SDN [15] , [16] . These showed that SDN provides a better control strategy that based on the characteristics of centralized control. Existing works indicated that SR alleviates the problem of resource shortage in SDN switches. This inspired us to present a collaboration solution of SR and MPTCP for traffic management in DCNs. Through this collaboration, we retain the advantages of MPTCP and develop appropriate solution to resolve TCAM resource's constraints by SR.
III. SYSTEM ARCHITECTURE
Our research aims to provide a better traffic management solution, which is still effective in DCNs' peak hours. Therefore, we design a traffic transmission mechanism based on a collaboration strategy. We consider a data center network based on SDN as a premise: Switches contact the SDN controller so that the controller can control the data plane of the DCNs and maintain communications with hundreds and thousands of servers. In the SDN switch, we use SR to define the path via multi-protocol label switching (MPLS). When there is a large flow arriving, MPTCP will transmit the flow and the host will contact with controller. Following, we introduce MPTCP and SR, and then we give a general view of our solution in this section. 
A. MULTIPATH TCP (MPTCP)
Multipath TCP, as an extension of the traditional TCP protocol, is used for multipath operation with multiple addresses. It provides a traffic splitting function that splits a flow into one or more subflows. In DCNs, MPTCP has a flow distribution function so that one single flow can be transmitted by multiple paths simultaneously between peers. When a path is unavailable or in poor performance, the flow can be transmitted through another path. MPTCP increases the throughput of DCN and decreases the probability of network failures. The main architecture is illustrated as Figure 2 . It consists of four parts: path management, packet scheduling, subflow interface, and congestion control.
• Path Management: responsible for add/remove paths.
The path selection is subject to requirements.
• Packet Scheduling: responsible for the flow allocation on the paths. The path that exhibits better performance will transmit more flows. The control plane of SDN can provide decisions for both path management and packet scheduling parts.
• Subflow Interface and Congestion Control: transmits flow by the allocated path and controls the transmission rate to prevent congestion. In order to make optimal use of MPTCP, the implementation is often based on SDN technology in multi-rooted topologies of DCNs to provide a flexible path allocation strategy. In particular, we give an example in Figure 3 : a flow will be transmitted between nodes A and J . With the support of multiple paths, the SDN controller can choose among three transmission paths, and the flow is split into three subflows. According to the performance of the paths, the transmission rate can be controlled so that there are less idle links. When link A-D's performance is decreased by overload or for other reasons which shown in Figure 4 , SDN controllers can bypass this link by stop using it. Therefore, MPTCP in SDN-based DCNs can decrease the probability of lost packets and network delays.
B. SEGMENT ROUTING (SR)
Segment Routing is a rather new network technology for traffic engineering (TE), which is simple and easy in its operation. SR need to make TE decisions for the entire network so that it typically used an implementation with centralized control plane (i.e., SDN) [17] . The key feature of SR is using the segment as an ordered list of instructions for packet routing. The segment in SR usually falls in two categories:
• Node segment: it is the unique identification of nodes in the network domain. The node segment is globally significant so that other nodes can transmit packets according these identifications. The default protocol is Open Shortest Path First (OSPF).
• Adjacency segment: it is the local interface of a node. Different from the node segment, it is locally significant.
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Accordingly, a packet can be transmitted to a certain adjacent node through an interface. The transmission path is thus represented by node segments and adjacency segments. A segment list is stored in the packet header. Therefore, a packet that needs to be transmitted can be allocated to a path directly, since the segment list is carried by the packet header. Switches is not required to maintain the status of the path, so that the control process is simplified and the load on the switch is reduced. When we decide to use SR technology, we need to find a centralized control plane to realize all the decisions of network traffic engineering. We can easily find that the SDN controller is suitable for this task. According to Figure 5 , when there is a new packet arriving at an ingress switch, it is uploaded to the SDN controller, and the controller calculates the transmission path using the routing algorithm. At the same time, the transmission path is mapped as a segment label list. Then, the segment label list is returned to the ingress switch and stored in the packet header. The temporary destination address is selected based on the top label, so the packet can transmit to an intermediate destination. When the packet arrives at the intermediate destination, the top label is popped and the packet transmit to the segment node, which is represented by the next label. As shown in Figure 5 , when there is a packet to be transmitted from Switch A to Switch J , the packet will arrive at Switch E according to the top label of the segment label list. Then, Switch E pop the top label as intermediate address so that the packet will transmit to the next switch. The above process is repeated until the packet arrives at the destination Switch J. The packet uses a standard shortest path algorithm for routing. This mechanism makes the switch store less forwarding rules, so the TCAM resource can be released. However, SR must add a label list to every packet header. Thus, it increases the extra network overhead.
C. THE COLLABORATION OF MPTCP AND SR IN SDN-BASED DCNs
MPTCP in SDN-based DCNs can provide a more flexible routing method, which increases the network throughput effectively. However, an SDN switch needs to store more forwarding rules to support multiple path transmission, which increases the TCAM resource consumption. In order to take advantage of MPTCP and lower the deployment cost, we propose a collaboration method to construct the flow management mechanism for DCNs.
Here, we consider a DCN based on SDN and the primary problem is how to deal with the large flow while maintaining lower cost and higher flexibility. In a large DCN or during a peak period, there will be many large flows generated that has been treated as an issue of network performance, since they bring substantial delays and low throughput to the entire network. We use MPTCP and SR to solve this problem. When there is a large flow arriving, the flow will be transmitted using the MPTCP protocol as a number of subflows. The SDN controller allocates the subflows to transmission paths and maps each path into an SR path. As shown in Figure 6 , the packet is uploaded to the SDN controller from the ingress switch, so the controller can use the routing algorithm to calculate the transmission path for the subflows that come from the same MPTCP flow. In the example, the controller selects three paths:
{A-B-E-G-H-J}, {A-D-G-J}, and {A-C-F-G-I-J}.
Then, all three paths are expressed with a segment label list by the SR technology. When the packet receives the segment label list from the controller, the transmission process can be completed according to the instructions of SR. The pressure coming from new subflows by MPTCP is released, and the additional bandwidth caused by the larger size of the packet can be accommodated by multipath transmission of MPTCP. Therefore, the collaboration of MPTCP and SR in SDN-based DCNs can utilize the network resource by this flow transmission strategy. The collaboration method is still available in multi-controller environment. As a result, our work focuses on the issue of the collaboration mechanism rather than describing the implementation details in other working environment.
IV. IMPLEMENTATION
In this section, we describe the flow management method clearly in a three-layer construction. We consider a DCN architecture based on SDN, which contains a control layer, a data layer, and a host cluster which is shown in Figure 7 . The control layer is responsible for the path allocation of the subflows by the SDN controller. The data layer consists of SDN switches that use MPLS technology to implement SR. The host cluster, supported by the MPTCP protocol, transmits flow and maintains communications with the control layer to allow for flow splitting. 
A. CONTROL LAYER
The control layer is based on the SDN controller to realize information collection, path calculating, SR path generation, and flow management:
• Information Collection Module: Its primary task is network topology discovery and link information collecting. It sends an LLDP packet periodically to detect network nodes and maintain the real-time network topology. In addition, the information collection module collects the link information including the network delay and the available bandwidth, in order to obtain the performance of the DCN.
• Path Calculating Module: It is used to calculate the flow transmission path through a certain routing algorithm. According to the available paths in the current topology and the link information from the Information Collection Module, it selects the better performance paths for transmission.
• SR Path Generation Module: After the Path Calculating Module selects the right paths, it converts them to the SR paths using the SR Path Generation Module and represents them in the segment label list.
• Flow Management Module: It records the status of the flow and responsible for path allocation in the current topology. Compared to traditional SDN controller, in our approach, we only install segment label lists in ingress switch instead of installing forwarding rules in all the switches of the path accordingly. Thus, it reduced the communication cost between controller and switches. The segment label list is stored in the packer header, in other words, it exists in the message itself. Thus, the flow table will not become too large when there is a large number of flows in the DCNs.
To realize multipath transmission by MPTCP in our solution, we must select a different method to deal with new or existing MPTCP flows when a packet arrives at the controller. Figure 8 shown the work process of the SDN controller we designed. When the packet is from a new MPTCP flow, the path selection module in the controller prepares multiple subpaths for the subflows. All the sub-paths are expressed with the SR paths, and they are stored in the flow management module. Eventually, one SR path is selected as the transmission path for this packet. When the packet belongs to a new arriving subflow of a MPTCP flow that has been allocated to some paths already, the controller assigns another existing transmission path to it.
B. ROUTING ALGORITHM
There are many routing algorithms for generating the SR path [16] [17] . In this study, we use a different routing algorithm that discussed in [18] to represent the path using a segment label list without constraints on performance. Compared to the SR algorithm, we concentrate more on the design of the routing algorithm in the path calculation module.
In the routing algorithm that is used in the path calculation module, it is necessary to split the MPTCP flow into a number of subflows and find the transmission paths for them. There are two challenges: reducing the out-of-order packets and deciding the number of subflows.
We use the delay index to solve the first challenge. Each subflow passes through a different path with a different performance (lost-packet rate, delay. . .) so the number of out-oforder packets is increased [19] while the cost of the receivers remains large. In a previous work [20] , the difference was small among these paths' delay, and thus the probability of out-of-order incidents was low. Inspired by this observation, we introduce the delay index for the path. The value of the delay index is the sum of the link delays of all the paths. According the delay index from low to high, we select the transmission path for subflows to reduce the out-of-order incidents.
To select the appropriate number of subflows, we try to select as many as is theoretically possible [20] . This is not practical, however, since the maintenance cost and the resource consumption are too high. Instead, we constrain the number of subflows when the transmission requirement is satisfied. We use Hedera [10] to acquire the transmission requirements of the flows and select paths by checking the delay index until the sum of the available bandwidth meets the transmission requirements. The pseudo-code is shown below in Algorithm 1:
To give a clearer description of our method, the main steps of the process with a typical scenario are given in Figure 9 . When Host A has a flow transmission request to Host B, the request will be processed by following steps: Host A transmit flow to Switch A (Step 1); There is no available forwarding rules so Switch A send a Packet-In message to Controller. When the Controller received the transmission request from Host A to Host B at the first time, Controller obtain three available paths according to the network topology and then selects path_1 (A-B-E) and path_2 (A-C-E) as the transmission path after computing their path delay and capacity. After that, Controller sends a message about the number of transmission paths to notify Host A (Step 2-3) . Meanwhile, 
Algorithm 1 Routing Algorithm
Input : Link delay, available bandwidth of links, source node S and target node T Output : Transmission path
Step 1: Computing all the available path according transmission source node S and target node T
Step 2: Computing delay and available bandwidth for all the paths and stores in path_delay and path_bandwidth
Step 3: Sort the available path in an increasing order according to path_delay
Step 4: Using Hedera algorithm to compute the transmission requirement and store in req_bandwidth
Step 5: Select transmission path in order until path_bandwidth ≥ req_bandwidth
Step 6: Output the selected transmission path the segment label list of path_1 will be send to Switch A. Switch A push the segment label list into every packet header of the flow so that the packets will be transmitted to Host B along path_1 (Step 4-5).
According to the number of transmission paths, Host A uses MPTCP to split the flow into two subflows. One of the subflows transmitted along path_1 and the other one send to Switch A (Step 6). Therefore, Switch A sends a PacketIn message to Controller again. When Controller finds that there is a new arriving subflow of existing MPTCP flow, it will select path_2 as the transmission path and express it with segment label list that send to Switch A (Step 7-8). Now, Switch A push the segment label list into every packet header of this subflow so that it can be transmitted along path_2 (Step 9). Obviously, there is no need for other switches to 
V. SIMULATIONS AND ANALYSIS
Moreover, we perform simulations to evaluate the performance of our proposed method. We use Network Simulator NS-3.26 [21] as the simulation platform. All the simulations are performed on a k = 4 Fat Tree topology (Figure 10 ) with 20 switches and 64 hosts to simulate a data center network that work with TCP-NewReno [22] . The summary of link bandwidth and delay are given in Table 1 . The packet size is 1 KB and the flow size range from 10 KB-100 MB. The simulation of distributions of flow sizes is according to a real DCN traffic dataset [23] . There are 2 senders during initiation phase and every 30 seconds we add 2 senders to the entire network. Sources and destinations are randomly selected among the network nodes. After the warm-up phase (0-4 senders), the simulation data began to collect when there are 4 senders. Every simulation experiment is ended when the number of senders is 64. We compare our method with Single TCP and MPTCP in terms of network throughput, link utilization rate, flow completion time, and switch load. The simulation results shown in this section are based on ten simulation runs per parameter and different methods. The 95 percent confidence intervals are given for the simulation results in Figure 11 , 12. Then, we discuss the simulation results. Figure 11 shows a comparison of the network throughput in these three methods. The throughput is the total size of successfully transferred data in a temporal interval. We increased the number of senders to add more data volume to the entire network. In the early stage, the throughput of the three methods grew with the increasing transmission demand. However, the growing rate responded quite differently. With the single-TCP method, flow was only transmitted through one path. Consequently, the throughput increased less, whereas the other two methods gave almost similar results. When the transmission demand continuously increased, there was a significant difference between the three methods: the allocated path of Single TCP began to coincide, and the many data flows collided on the link, leading to throughput reduction. Single TCP cannot handle this congestion situation by its single path feature so that the system throughput decreased sharply. MPTCP and our proposed method MPTCP & SR are not influenced by the multipath feature, but show a rather lower increasing throughput rate. After a period of sustainable transmission demand, MPTCP meets throughput reduction problem as well because the high load of switches. At the same time, our method can maintain a high throughput and has a more stable performance. Figure 12 shows the comparison of the average link utilization among the three methods. The average link utilization is the total consumption of bandwidth by each link over the total default capacity of the network, which is affected by network congestion. Figure 12 indicates that, in all the methods, the average link utilization increases with the network request, but the increasing rate is quite different. Single TCP uses a single path to transfer data so it has a lower increasing rate, whereas MPTCP and MPTCP & SR have similar results in the early stage. After a while, we find that our method has a higher average link utilization compared to MPTCP because it can adjust the number of paths dynamically. When the request is increasing, the load of the MPTCP switch becomes larger so that the response and transmission delays grow. In our method, the switches were always in a light-load status so that the response speed did not decreased. We observe that MPTCP & SR uses more paths than MPTCP and has the highest average link utilization among the three methods. Figure 13 plots the CDF of the flow completion time for the three methods to transfer 20 data flows. We observe that Single TCP has the lowest throughput and some data flow have a rather long transmission time. MPTCP and our method need more processing time because the multipath feature causes out-of-order problem. However, our method requires less flow completion time, because the path selecting strategy we use can reduce the possibility of out-of-order problem. Figure 14 shows the comparison of switch load. The switch load is defined as the ratio of installed forwarding rules VOLUME 5, 2017 and switch's flow table size. We assumed that the flow table capacity of each switch is 20000 entries. We observe that when more forwarding rules need to be installed on the switch, the load on the switch increases. In the simulation, when the network request increases, the load of the 20 switches becomes larger. However, the Single TCP method can maintain a low increasing rate, whereas MPTCP has a rather high load-increasing rate, because the switch needs install a large number of forwarding rules. Obviously, the MPTCP method affects the network performance because of the multipath feature itself. At the same time, MPTCP & SR can maintain a light-load status because we use SR to transfer data instead of installing forwarding rules for every single flow. Therefore, we can conclude that Single TCP can transfer data as usually, although the load will be increased when the network traffic changes; the MPTCP method installs too many forwarding rules to the switch and it affect the entire network performance; our method MPTCP & SR can maintain a better performance since the switch is always in a lightload status.
These simulation results indicate that our method MPTCP & SR can maintain the advantage of MPTCP's high throughput, while reducing the flow completion time and improving the use of the link resources by resolving the switch-load problem in SDN-based DCNs.
VI. CONCLUSION
This paper presents a collaboration method of MPTCP and SR to resolve the resource consumption problem in a SDNbased DCN. In our method, the flow is split into a number of subflows by MPTCP that are routed by SR technology. The entire method is implemented in a SDN-based DCN simulation environment, which has a centralized controller to manage the entire network. A NS3-based simulation shows that our method achieves high throughput by saving storage resource. In addition, the simulation results show that our method obtains even better throughput and link utilization.
Our collaborating method is designed to be effective for reducing demand for TCAM resource. However, existing SR technique has a well-known limitation that it introduces network overhead by an increased packet header size. Our method takes this limitation into consideration and it is effective to some extent but it is impossible to be totally avoided. In a single-controller mode, the controller's capability couldn't meet the increasing transmission demand all the time especially when the DCN's scalability is high. In future work, we will consider to propose an effective routing method to control the length of label list, reduce the packet header size and propose an improved collaboration method that can still work effectively in multi-controller environment.
