For automated driving technology to move beyond the proof stage and into actual automated driving, it is important to verify the safety of the automated driving system. In this paper, a method to ensure lateral control safety for the lane detection function is proposed to address a failure of the image-sensor-based automated driving system, which is the system with the highest possibility for practical mass production. The proposed algorithm consists of three parts: the first part is the ego-motion estimator that estimates the movement of a vehicle; the second is an integrated lane detection sensor module, which response to failure by estimating lane information at the corresponding time; the last is a lane estimator, which tracks lane coefficients based on constant lane widths. A combination of these three modules and the prediction of the lane coefficient, C3, in the virtual sensor, which was not reflected in our previous study, enables a more robust response to lane detection failure. The performance difference between the proposed algorithm and an existing algorithm was confirmed by simulated evaluations for identical situations based on actual data. Through this result, it was confirmed that not only could near-lane estimation accuracy but also lane estimation accuracy at a far distance could be improved when compared to the existing algorithm. The results of this study are expected to help obtain lateral safety during minimal risk maneuver. The proposed algorithm may also contribute to ensuring the safety of image-sensor-based automated driving systems.
I. INTRODUCTION
Automated driving system (ADS) technology has advanced rapidly over the past decade owing to advances in other fundamental technologies, such as sensors and computing modules for self-driving, and the efforts of numerous researchers. Accordingly, many countries are preparing for the upcoming era of automated driving by enacting legislations for automated driving. However, there are some remaining problems that need to be addressed in order to successfully move forward to producing actual automated driving systems through mass production. Above all, unless the issues concerning safety are solved, automated driving systems will continue to remain only in the proof stages.
The associate editor coordinating the review of this manuscript and approving it for publication was Yue Cao .
Ensuring safety in an automated driving system implies the ability to go back to a safe state without abrupt behavioral changes that can cause harm when various failures occur in automated vehicles, including sensor and actuator failures or urgent situations such as out of operational design domain (ODD) issues. To address this, the Society of Automotive Engineers (SAE) suggests that the minimum safety level of the automated driving system be increased from level 3 automated driving, which indicates actual automated driving, to level 5 automated driving, which indicates complete automated driving, based on the scale of 0-5 automated driving levels [1] . The level 3 system provides the user with a fallback ready time to take control of the vehicle in case of system or ODD failures. It is observed here that higher level systems should be able to achieve control over themselves to the Minimal Risk Condition (MRC). Even in the level-3 system, where a direct fallback is not performed, the safety of the system must be maintained during the transition time. Therefore, maintaining safety and robustness is very important for all automated driving systems [2] .
Failures in automated driving systems can be largely categorized as due to failure of the vehicle or the automated driving system (ADS). Vehicle failure indicates a problem with an actuator in the vehicle platform, such as the brake or steering system, and ADS failure indicates a problem in the computing modules and other sensors that are used for automated driving. Unlike vehicle platforms whose safety has been verified over a long period of time through mass production, the safety of the ADS sensors, which are recently developed, is not yet sufficient. Therefore, it is important to ensure the safety of ADS sensors that are used in various climates and environmental conditions.
The hardware (HW) components of ADSs can be classified into the computing module, surround sensors for identifying obstacles around vehicles, and sensors for path following. In general, the safety of the computing module is ensured through HW redundancy, and the safety of the sensor for identifying obstacles around vehicles is ensured using a fusion of various sensors such as lidar and radar [3] . On the other hand, the number of sensors available for path tracking is limited, and even such limited number of sensors have different applications.
The methods for path following include using a vision sensor, 3D map, and lidar; using a HD map and GPS; and using a 3D map and lidar. The method using the vision sensor detects lanes that are located in front of the vehicle and follows the corresponding lane; the method using the HD map and GPS detects the position of the vehicle using the GPS in the HD map to follow the route to destination [4] . These methods are suitable for relatively major public roads, such as highways or motorways. The method using the 3D map and lidar is a method of following a path through matching between the 3D map, which consists of cloud points, and the value that is measured with the lidar [5] . While the method based on the vision sensor can be used anywhere on a general road where lanes are drawn, the other methods can only be used in an environment where a map is built. Both the HD map and 3D map have similar characteristics to the infrastructure on the ground as maps need to be continuously updated whenever the road environment changes due to construction, and they are not easy to build in all areas with roads. For this reason, the most realistic ADS, which can be mass produced and implemented at the vehicle level, is the system based on the image sensor.
In the vision-sensor-based path following method, the most important function is to detect the lane that the vehicle will follow. Detection failure may occur due to external factors, including lane loss and sudden changes in illuminance, and internal factors, including problems in the algorithm. In other words, ensuring the robustness to lane detection will ensure the safety of the vision-sensor-based path following approach, while further ensuring the safety of the ADS.
Existing studies have also tried to overcome the shortcomings of the vision sensor. Heimes et al. attempted to overcome lane detection failures in urban areas by integrating GPS and vision sensors [6] . Clanton et al. attempted to compensate for the failure of the vision sensors based on low-cost GPS and inertial sensors [7] . However, the GPS-based method may have limitations in that it requires HD maps and is not suitable for GPS-denied areas such as downtown areas and tunnels.
Some studies have tried to overcome this using various virtual lane tracking techniques. Son [10] . Furthermore, Gackstatter et al. proposed an algorithm for estimating clothoid parameters using numerical optimization [11] . Apostoloff et al. announced a lane estimation algorithm based on an enhanced particle filter using multiple cues [12] . Lotfy et al. proposed a lane tracking algorithm based on the existing detection information and scoring mechanism [13] . Finally, in their previous paper, the authors proposed an algorithm that applies a virtual sensor to calculate clothoid modelbased lane coefficients for lane detection failure that restores the clothoid parameters based on the assumption that the lane widths are constant [14] .
In this paper, a lane tracking algorithm based on a stereo vision sensor is proposed to estimate a lane more robustly in the event of lane detection failure. There are two major objectives of the present paper. Firstly, it accurately estimates the ego-motion of the vehicle itself and uses it to improve the accuracy of the proposed virtual sensor. The basic principle of the virtual sensor is to estimate the position of the current lane by inversely calculating the movement of the vehicle based on the last reliable detection value. For this reason, it is important to estimate the exact ego-motion of the vehicle. The egomotion estimation technique based on the stereo vision sensor with depth information overcomes the limitations of the existing vehicle behavior estimation based on the in-vehicle sensor, which contains high noise and bias [15] . Secondly, the virtual sensor performance is improved by improving the lane coefficient estimation technique. Lane estimation accuracy is improved by estimating curvature-rate, which was not estimated in the existing virtual sensor, using vehicle dynamic information.
II. OVERALL FRAMEWORK
The framework of a lane estimator, which is proposed for the first time through this paper, is shown in Fig. 1 . From the ego-motion estimator to the integrated lane detection sensor module, to the lane estimator, the lane detection results are finally produced.
The first ego-motion estimator receives input information through both a stereo vision sensor and an in-vehicle sensor. The stereo vision sensor provides disparity map results through two image streams, and one of the two vision sensors is used to provide optical flow information for fixed obstacles in the driving environment. Vehicle status information, such as longitudinal and lateral acceleration, yaw rate, and steering angle are obtained from the in-vehicle sensor through vehicle CAN communication. Based on this, three-axis translation velocity, rotation velocity, and acceleration in the longitudinal and lateral directions are estimated.
The second integrated lane detection sensor module determines lane detection failure by combining lane detection information and ego-motion information, which were provided through the vision sensor. If the lane detection fails, the virtual lane information, which is calculated through the virtual sensor, is produced as an output.
Finally, the lane estimator filters the lane information that was provided by the integrated lane detection sensor module based on the limitation that the lane width is constant. By using the lane detection information, which was obtained through such a series of processes, lane information can be provided to the ADS robustly even in a situation where lane detection failure occurs.
III. EGO-MOTION ESTIMATOR
The ego-motion estimator estimates the three-axis velocity, angular velocity, and longitudinal/lateral acceleration of the vehicle. The estimator uses Kalman filter, stereo vision sensor output information, and vehicle status information for calculations.
A. EGO-MOTION ESTIMATOR SYSTEM MODEL
Because the ego-motion estimator is based on the Markov chain assumption that state variables, x(k), at each time are only related to the state variables at the previous time, x(k−1), the performance depends on how accurately the system model reflects the behavior of the actual system. In order to further refine the movement of the vehicle platform, the system model was reinforced by adding the vehicle lateral dynamics and vanishing point estimation factor.
1) VEHICLE DYNAMICS
The system models used in the previous studies assumed that the state variables, which are to be estimated, basically are a random walk as shown (1) .
Or the equation of motion of the velocity on X-and Y-axis was expressed by adding longitudinal/lateral acceleration to the state variables as shown in (2) [16] .
However, if the behavior of a vehicle is simplified in this way, an error occurs in the estimated value. In this paper, in order to solve this problem, the state-space equation is reinforced by reflecting the lateral vehicle dynamics [17] .
where
I z l f and C αf , which are vehicle parameters and used in the calculation, were measured using an in-vehicle sensor or estimated through actual vehicle experiments. Finally, (3) shows a continuous-time model. Since the actual Kalman filter operation is conducted using discretetime data, (4) and (5) are used to convert the discrete-time system matrix and input matrix, respectively.
The ego-motion estimator estimates the vehicle's movement by inversely calculating the optical flow and the disparity flow for the fixed obstacles in front. In this case, the fixed obstacle in the image coordinate system is not radiated from the center of the screen, as shown in Fig. 2(a) , but from the vanishing point, as shown in Fig. 2 as shown in (6) . 
The state variables in Eq. (11) consist of three-axis linear velocity, V = [V x , V y , V z ] T , three-axis angular velocity, ω = [ω x , ω y , ω z ] T , longitudinal/lateral accelerations, a x and a y , and vanishing point estimation factor, α vp . In the state matrix, F ij is the state matrix element for vehicle lateral dynamics and G ij in the input matrix is also the input matrix element for vehicle lateral dynamics, where ω indicates the white process noise.
B. EGO-MOTION ESTIMATOR MEASUREMENT MODEL
This chapter describes the measurement equation h( x k ) for the optical flow, which consists of fixed feature points, corresponding variations in disparity, and the measurement value − → z , which was measured using in-vehicle sensors.
1) LONGET-HIGGINS EQUATION
If the position coordinates of the fixed feature point, P, in the vehicle coordinate system is defined as
T are defined as the linear velocity and angular velocity of the vehicle, respectively, the movement per unit time of the feature point, P, can be expressed as (7) .Ṗ
The pinhole model for projecting to the camera pixel coordinate system is shown in (8) .
where f x , f y are the focal lengths for each axis and c x , c y are principal scene coordinates. By substituting (8) into (7), the velocity of the feature point in the image coordinate system can be obtained. Equations (9) and (10) can be obtained by reflecting the vanishing point estimation factor, α vp , which were estimated in real-time in Section 3.1.2 ([18] ).
2) VARIATION OF DISPARITY PER UNIT TIME
The distance (Depth, X) measurement equation using the stereo vision can be expressed as (11) .
After this equation is rearranged to an equation in terms of disparity and differentiated with respect to distance (x), it becomes a mathematical model for the variation of disparity per unit time. After that, like the Longet-Higgins equation, the vanishing point estimation factor, α vp , can be reflected to derive Equation (12) as follows.
The measurement model in this paper substitutes the corresponding vehicle information to the state variables that need to be estimated using longitudinal/lateral acceleration and yaw-rate sensors, a method using in-vehicle sensors, which uses the accurate governing equation of motion for the vehicle, is designed. The state variables and the governing equation of motion that correspond to the measured longitudinal acceleration and yaw-rate are shown in (13) and (14) as follows.
Since the governing equation of motion for vehicle lateral acceleration (a lat,Measured ), which was received from the 2G1Y sensor, is based on the inertial coordinate system, it is expressed as the sum of the linear acceleration in the Y-axis direction, a y , and the lateral acceleration of the vehicle due to the rotation,
4) EGO-MOTION ESTIMATOR MEASUREMENT MODEL
The measurement model equation of the extended Kalman filter is expressed as follows:
where − → z is the measurement value and h( x k ) is the measurement relational equation. If the number of the feature points that were obtained through the optical flow is n, the measurement matrix, − → z , comprises the variation of pixels of the n feature points along the x-axis per unit time (ẋ i , i = 1, 2, · · · , n), the variation of pixels of the n feature points along y-axis per unit time (ẏ j , j = 1, 2, · · · , n), and the variation of the disparity per unit time (ḋ k , k = 1, 2, · · · , n). Furthermore, when each image (a lat,Measured , a lot,Measured , ψ Measured )is updated, in-vehicle sensor information are also used. The measurement matrix of these values is consequently represented as a (3n + 3) × 1 column vector. This can be expressed as follows:
− → z = [ẋ 1 , · · · ,ẋ n ,ẏ 1 , · · ·ẏ n ,ḋ 1 , · · ·ḋ n ,
The measurement relational equation can be derived through (9), (10), (12) , (13) , (14) , and (15) .
IV. INTEGRATED LANE DETECTION SENSOR MODULE
To obtain the stability of vision sensors-based automated driving in this study, the failures of the vision sensor, which is essential for lateral control and lane detection, should be detected and addressed promptly. This chapter examines the failure situation of the lateral parameter output of the vision sensor and introduces an analytical sensor redundancy method to address it.
A. ENHANCED ANALYTICAL SENSOR REDUNDANCY
Commercial vision sensors typically output clothoid modelbased lane coefficients as the information regarding left and right lanes. The output lane coefficients are C 0 , C 1 , C 2 , and C 3 , which represent lateral offset, relative heading angle, curvature, and curvature-rate, respectively [19] . The lane coefficients at the next time step can be estimated using the following equation:
Lateral offset
C 0,k , at the present time k, can be inferred from previous C 0,k−1 values and the lateral velocity of the vehicle, V y , which was derived using the ego-motion estimator.
Relative heading angle
Similarly, C 1,k , at the present time k, can be inferred from previous C 0,k−1 values and the angular velocity with respect to the vertical axis, ω z , which was derived using the egomotion estimator. Curvature
C 2,k can be inferred by calculating the curvature at the position of the vehicle using the vehicle longitudinal velocity, V x,k , which was estimated using the ego-motion estimator, and ω z , which corresponds to the yaw rate.
Curvature-rate The lateral acceleration that is generated in the vehicle during driving is expressed as follows:
If the variation rate of curvature of a road is assumed to be constant, the curvature of a road is expressed in terms of the present curvature, C 2 , and the constant variation rate of the curvature, C 3 .
The C 3 value at the present time can be estimated by substituting (22) into (21) and rearranging the equations to solve for C 3 .
FAULT MANAGEMENT
Most commercial sensors internally estimate the reliability of the performance such as quality index, and this can be used to determine the failure situation. Alternatively, the road design or empirical methods could be used to determine the reliability of the sensor detection result. Because this method was introduced through previous research [14] , the present paper does not discuss it. If a failure is detected in this manner, the sensor reconfiguration that is appropriate for each situation is conducted through fault management.
There are three situations that fault management can face. 
Based on the assumption that the lane width is constant, the lateral offset, C 0,fai , is obtained using the lane width at the last time step, and the lateral offset of the lane measured at the present time, C o,detect .
and C 3 use the lane information of the detected side.
Case 3. When detection of both lanes fails. Update using the virtual sensor that was obtained in the previous section.
In this manner, the sensor measurement information is provided to the lane estimator, even in the event of a sensor fault, by determining the detection failure and reconfiguring the sensor.
V. LANE ESTIMATOR
The lane estimator has two objectives. The first is to improve the accuracy of low lane detection over long distances based on the assumption that lane widths are constant within the same road. Based on this assumption, the results C 0 ∼ C 3 are refined. The second is to perform smoothing such that an error in the output value, which is generated when the sensor is reconfigured owing to the sensor situation, does not produce a sudden impact on the behavior of the vehicle. Here, the state vector, x, comprises left/right lane coefficients, as given below:
The variation rate of lateral offset, C 0 , can be expressed as a product of vehicle longitudinal speed and heading angle error. The variation rate for the heading error comprises a product of the vehicle longitudinal speed and curvature, vehicle yaw rate, and sideslip angle. The variation in curvature comprises a product of vehicle longitudinal speed and curvature rate. This can be rearranged as follows:
This can be discretized and rearranged in the form of the state space equation as follows:
B. LANE ESTIMATOR MEASUREMENT MODEL 1) CONSTRAINT OF CONSTANT LANE WIDTH
If an automated vehicle has an ODD that the vehicle should only be driven on a regular road, according to the road design policy, the lane width is assumed to be constant for the same type of road. The lane width at the vehicle position and in the lane detection limit region at the current time can be expressed as follows:
Thus, the following can be derived according to the above assumption [20] :
Basically, each of the estimated state variables can be matched to each of the measured output values from the sensor. By using the sensor measurement value and (30), the measurement relational equation can be expressed as follows: 
The measurement value − → z that corresponds to (31) can be expressed as follows: The first eight measurement values are the same as the state vector, x, and the results that were obtained from the fault tolerant sensor in Section III are used. The last 9 th measurement value is zero as shown in (30).
VI. EXPERIMENTAL RESULT
In this chapter, the results that were derived by combining an ego-motion estimator, an enhanced integrated lane detection sensor module, and a lane estimator are compared with those obtained in previous studies. To compare the result of the existing method with that of the method developed through this study, at the same time under the same environmental conditions, the data at a normal situation were acquired and off-line simulation was conducted using the two algorithms based on the results. The results for each module are not verified in this study and was confirmed in previous studies ( [14] , [15] ).
A. TEST ENVIRONMENT
The test setup for the simulation data acquisition is shown in Fig. 3 . The Hyundai's Sonata platform was used for the data acquisition, and 1280x960 [pixel] images of lane detection, stereo image, and disparity map information were acquired at 30 fps using a Sekonix stereo camera. Because it is difficult to ensure accurate GPS maps owing to the characteristics of actual road driving where regular road drivers are driving together, an image synchronized with the detection result of the ibeo ScaLa Lidar was obtained and used as reference data for the detection result. Data were synchronized and stored in 10 ms units.
The data acquisition section is divided into a straight section, curvature transition section, and curvature section with a constant curvature as shown in Fig. 4 . The speed of the vehicle was in the range 60-70 kph, and an experienced driver drove at the center of the lane.
An off-line simulation was conducted using C-code-based Intel i7-6700 (8M Cache, 3.4/4.0 GHz, 65W TDP) and an evaluation was conducted by arbitrarily creating a lane detection failure situation. is the reference data that is compared with the ego-motion estimator results.
B. TEST RESULT 1) EGO-MOTION ESTIMATION RESULT
The first graph in Fig. 5 represents the vehicle longitudinal velocity, V x . The reference data (red solid line) is the wheel speed from in-vehicle network. Considering that the velocity of the vehicle is concentrated in the longitudinal velocity, an appropriate estimation can be confirmed. The second graph in Fig. 5 shows the vehicle lateral velocity, V y . The reference data (red solid line) is the rate of lateral offset (C 0 ). As the lateral velocity from the ego-motion estimator converges to zero, the ego-motion estimator estimated the lateral velocity from which the measured noise was removed. The right next graph shows the results of the lateral acceleration. The lateral acceleration value measured in the vehicle IVN has a bias of about 0.53 m/s 2 . In contrast, the bias is removed from the data output of the ego-motion estimator. The last graph shows the yaw rate value (red solid line), measured through the vehicle IVN, and the ω z value derived from the ego-motion estimator (blue solid line). As with the lateral acceleration results, the yaw rate results eliminate the measurement noise and bias. These results confirm that the ego-motion estimator outputs the estimated behavior of the vehicle; further, this difference was confirmed to influence the final result shown below. The three green dotted lines from (a) to (c) in the middle of the resulting graph are plotted to visually understand the detection result at each time scene, confirmed through Table 2 . The geometrical image in Table 2 According to the aspect of the result values, as the vehicle longitudinal/lateral velocity, lateral acceleration, and Z-axis angular velocity that were obtained through the ego-motion estimation are reflected, the lane coefficients, C 0 ∼ C 2 , which were derived through the proposed algorithm, exhibit a similar detection pattern as the sensor values. The effectiveness of the C 3 value, which was derived from the reinforced virtual sensor, can be verified, as a pattern similar to that of the measured values of the sensor is obtained.
2) LANECOEFFICIENTS ESTIMATION RESULT
This improvement result can be confirmed more accurately through the results in Table 2 . At scene(a), the existing algorithm assumes that the vehicle in the next lane and 95 m ahead is in the same lane; at scene(b), the result after 30 m is, in fact, unreliable information. In contrast, the results obtained through the proposed algorithm demonstrate that the actual lanes are estimated almost similarly even at a distance of 60 [m] or more. Through this, it can be inferred that the clothoid parameters, C 2 and C 3 , which increase with the distance from the vehicle, were accurately estimated. At scene(c), when the sensor is reconfigured, both lanes diverge momentarily. However, the proposed algorithm can perform a stable lane estimation under the same conditions.
These results help conclud that the proposed algorithm achieves better performance than the existing algorithm.
VII. CONCLUSION
This paper proposed an improved method for enhancing the responsiveness to the lane detection failure of an image sensor-based lane detection system. To improve the accuracy of virtual sensors during the lane detection failure, an estimation method using three-axis linear and angular velocities of a vehicle was introduced, as an alternative to internal sensors of the vehicle. To this end, the integration method between the integrated lane detection sensor modules and the ego-motion estimation method based on the stereo vision sensor were described.
Furthermore, to improve an accuracy of virtual sensor, which is based on the vehicle dynamics, a governing equation for estimating the lane coefficient value, C 3 , which corresponds to the curvature variation, was applied.
Through the off-line simulation using the data obtained from the situation on the actual road, the proposed method exhibited performance improvement. The evaluation results indicate that the estimation performance was improved in general. The result from the ego-motion estimator have demonstrated that they can eliminate noise and bias in the measurements that are actually used. In particular, the improvement in the lane estimation capability to detect distant lanes was improved using the ego-motion results.
The proposed algorithm is expected to contribute to ensuring a high safety of the image-sensor-based automated driving systems.
For future works, the research of the minimal risk maneuver (MRM) for passenger safety will be conducted in more detail when the automated driving system fails due to vehicle failure. The results of this study help obtain a lateral safety during the MRM. Finally, based on the results, an appropriate method will be studied and developed to ensure longitudinal safety based on the situation.
