Electrostatics of liquid interfaces by Matyushov, Dmitry V.
ar
X
iv
:1
40
2.
62
18
v4
  [
co
nd
-m
at.
so
ft]
  1
4 M
ay
 20
14
Electrostatics of liquid interfaces
Dmitry V. Matyushov1, a)
Department of Physics and Department of Chemistry & Biochemistry, Arizona State University,
PO Box 871504, Tempe, AZ 85287-1504
The standard Maxwell formulation of the problem of polarized dielectrics suffers from a number of difficulties,
both conceptual and practical. These difficulties are particularly significant in the case of liquid interfaces,
where the ability of the interfacial multipoles to change their orientations to minimize their free energies leads
to interfacial polarization localized within a thin microscopic layer. A formalism to capture this physical
reality of localized interfacial polarization is proposed and is based on the surface charge as the source
of microscopic electric fields in dielectrics. The surface charge density incorporates the local structure of
the interface into electrostatic calculations. The corresponding surface susceptibility and interface dielectric
constant provide local closures to the electrostatic boundary value problem. A robust approach to calculate
the surface susceptibility from numerical simulations is proposed. The susceptibility can alternatively be
extracted from a number of solution experiments, in particular those sensitive to the overall dipole moment
of a closed dielectric surface. The theory is applied to the solvent-induced spectral shift and high-frequency
dielectric response of solutions.
I. INTRODUCTION
Difficulties with continuum electrostatic models of di-
electric interfaces have been recognized in the past,1 even
though not commonly discussed. The present account
aims at resolving them for interfaces in liquid dielectrics,
where the problems, both conceptual and technical, are
particularly difficult and pressing. The discussion starts
with the outline of conceptual difficulties of Maxwell’s
formulation of dielectric polarization.
For a homogeneous dielectric, one commonly starts
with the definition of the Maxwell electric field E in a
continuous material made of discrete molecules carry-
ing molecular charges. Those are typically represented
by distributed partial charges of atoms and molecular
groups. We adopt this convention here and consider the
permanent charge distribution and neglect the electronic
molecular polarizability. One, therefore, only needs to
deal with the changes in positions and orientations of the
molecules, leading to fluctuating internal electric fields.
These fields are strong and highly non-uniform on the
length-scale of individual molecules. The standard ap-
proach is to smooth out the variations of the micro-
scopic internal field E over a “physically small volume”
Ω: Ep = 〈E〉Ω. The dimensions of the volume Ω need to
be small relative to the length-scale of a particular mea-
surement, but large enough to contain many molecules.2
The Maxwell field is then defined as the sum of the field
E0 of external charges and the smoothed-out field of in-
ternal charges
E = E0 + Ep. (1)
The measurable quantity is actually not the field itself,
but its (macroscopic) line integral defining the voltage
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difference V =
∫
E · dl. The standard dielectric ex-
periment measures the material’s dielectric constant ǫ
as the drop of the voltage in the material compared to
vacuum.1,3
The macroscopic dielectric constant ǫ also enters the
Maxwell constitutive relation connecting the field E to
the displacement vector D
D = ǫE. (2)
The electric field and displacement vectors enter the free
energy density of the electric field in the dielectric as
conjugate variables,2 ∝ D · E. The displacement vector
thus bears an analogy with the displacement of a physical
body under the action of a force, associated with the
electric field, such that the mechanical work is given by
their scalar product.
The constitutive relation is supplemented by boundary
conditions at dielectric interfaces. The tangential compo-
nent of the longitudinal (see below) electric field is contin-
uous at the dielectric interface, while the transverse dis-
placement vector preserves its normal component. These
boundary conditions, together with the constitutive re-
lation given by Eq. (2), complete the boundary value
problem of the Maxwell electrostatics.1–4
The uniform macroscopic electric field E = V/d is
directly accessible from the dielectric experiment mea-
suring the voltage V across the plates separation d.
On the contrary, how to define the generally inhomo-
geneous field Ep in Eq. (1) at the micro-to-meso length
scale has never been adequately resolved. It might ap-
pear to have become a straightforward task with the
advent of numerical simulations, but exactly how one
should perform the average 〈. . . 〉Ω remains unclear. The
fields typically reported in the bulk materials by either
simulations or by spectroscopy are those produced at
a given target molecule by the surrounding condensed
phase. It is, however, well established that this local
field (which is often identified with the cavity field5) is
distinct from E. In fact, the connection between the two
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fields has been sought by essentially all mean-field theo-
ries of dielectrics.5,6 Alternatively, following the idea orig-
inally advanced by Kelvin for magnetic materials7 and by
Maxwell for dielectrics,8 one can measure the field inside
a hollow cavity in the dielectric. However, this approach
inevitably requires an interface and the corresponding
interfacial polarization when external fields are applied.
We address the problem of the field inside a cavity in our
discussion below because of its close relation to the gen-
eral issue of defining fields inside materials, even though
the dielectric constant can be defined without invoking
cavities.9 What needs to be stressed though is that only
the voltage difference, local field at a target particle, or a
field next to an interface can be measured experimentally.
The discussion presented below starts with the general
properties of fields in dielectrics based on the Helmholtz
theorem.1,4 We then proceed to the formulation of the
boundary value problem and the formalism of extracting
the dielectric susceptibility of the interface from numeri-
cal simulations, followed by the connection of the theory
to spectroscopic and dielectric experiments.
II. LONGITUDINAL AND TRANSVERSE
FIELDS
Introduction of interfaces into dielectrics makes con-
ceptual difficulties more severe. In order to set up the
problem, we will consider an interface between vacuum
and a dielectric polarized by some external charges in-
dicated by a positive point charge in Fig. 1. We will
next consider a part of the interface where there are no
external charges, shown by the dashed rectangle in the
figure.
The first conceptual problem appears in introducing a
dividing surface between dielectrics of different polarity.
One can draw a mathematical surface separating the di-
electric from a void. This infinitely thin mathematical
surface will cut through some surface molecules, remove
the corresponding molecular charges, and create the sur-
face charge density2,4
σ(rS) = P(rS) · nˆ. (3)
Here, P is the dipolar polarization density of the dielec-
tric and the normal unit vector nˆ is directed outward
to the dielectric; rS is the position at the surface. It is
immediately clear that the concept of the dividing sur-
face, and the corresponding surface charge, even though
a purely macroscopic construct, requires recognizing the
molecular granularity of the material and the separation
of charge within the molecule. A surface drawn within
the void (dashed line in Fig. 1) will produce zero sur-
face charge and thus will not capture the interfacial po-
larization by external fields. There is a clear concep-
tual contradiction between the macroscopic character of
the dividing surface and the microscopic distribution of
molecular charge and the orientational molecular order
at the interface on which the surface charge density must
depend.
The exact position of the surface inside the dielectric
does not need to be well defined when fields are uniform.
In that case, the total dipole between two surfaces of ar-
bitrary shape is zero, and the calculations are not affected
by the surface position.10 This is obviously not true for
inhomogeneous fields, as is well documented when dielec-
tric cavities need to be defined in solvation models. We
next show that inhomogeneous fields present even more
severe conceptual difficulties since Eq. (2) connects fields
of different symmetry, longitudinal for E and transverse
for D.
Since no external charges are present in the region
within the selected area in Fig. 1, the first differential
Maxwell equation for the displacement vector D reads
∇ · D = 0 for any point r within the region. The dis-
placement vector connects the Maxwell field E to the
dipolar polarization density P as follows
4πP = D−E. (4)
The displacement vector is transversal (divergence-free,
∇ ·D = 0), while the electric field is longitudinal (curl-
free, E = −∇Φ, Φ is the electrostatic potential). There-
fore, Eq. (4) represents, according to the Helmholtz
theorem,1 the separation of the polarization field into
longitudinal (L) and transverse (T ) components.11,12
The Helmholtz theorem1,4 is a general mathemati-
cal statement stipulating that any inhomogeneous vector
field A can be split into the longitudinal (irrotational)
AL and transverse (solenoidal)AT components such that
∇ · AT = 0, ∇ × AL = 0, and
∫
AL · AT dr = 0. The
longitudinal component is
AL = −
1
4π
∇
∫
∇′A′
|r− r′|
dr′, (5)
where here and below A′ = A(r′). When this equation
is applied to a general vector field of the dipolar polar-
ization P, one directly gets
4πPL = −Ep, (6)
where Ep = −∇Φp and Φp is the electrostatic potential
created by the molecular charges of the dielectric
Φp =
∫
ρ′p
|r− r′|
dr′. (7)
Here, ρp = −∇ ·P is the polarization charge density.
Equation (6) indicates that the knowledge of the lon-
gitudinal component of the polarization density gives ac-
cess to the field Ep of the molecular charges. It also
implies Ep = 0 outside of the dielectric (or inside a void)
where PL = 0. The remaining transverse component of
the polarization density contributes to the displacement
vector. Specifically, since ∇ · E0 = 0 (E0 = −∇Φ0) in
the selected region, one gets
4πPT = D−E0. (8)
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Combining Eqs. (4), (6), and (8), the Maxwell field be-
comes
E = −∇Φ, Φ = Φ0 +Φp. (9)
Equation (9) indicates that the electric field inside the
material is the sum of the field of the volume polarization
and the external field. This result is of course consis-
tent with the microscopic picture of fields within materi-
als, which, according to the Coulomb law, are caused by
the combined effect of the external and internal charges.
In the presence of interfaces, the polarization field P is
highly inhomogeneous, on the molecular length-scale, in
the interface. The macroscopic polarization, averaged
over a physically small region Ω, does not account for
these effects and the microscopic molecular structure of
the interface is required to calculate the electrostatic po-
tential arising from the interface. Given the difficulty
of reliable calculation of interfacial P, we will coarse-
grain the interfacial molecular structure into the surface
charge density σ(rS). This property requires introduc-
ing the mathematical dividing surface, which itself car-
ries conceptual difficulties specified above. Therefore, a
formalism to calculate the surface charge density needs
to be additionally supplied. This is achieved below by
relating σ(rS) to either correlation functions involving
the interfacial dipolar polarization provided by numeri-
cal atomistic simulations or to experimental observables.
We first turn to conceptual difficulties arising when ap-
plying the constitutive Maxwell relation given by Eq. (2)
to the electrostatics of dielectric interfaces.
III. MAXWELL DIELECTRICS
Solving differential Maxwell equations requires a con-
stitutive relation connecting D and E. For isotropic
materials, this is commonly supplied in the form of a
simple proportionality given by Eq. (2). The equation
∇ ·D = 0 then reduces to the Laplace equation ∆Φ = 0
in a piecewise homogeneous medium. This equation is
supplemented by the boundary conditions
ǫ1nˆ12 · ∇Φ1 = ǫ2nˆ12 · ∇Φ2 (10)
and Φ1 = Φ2 at the dividing surface. Here, nˆ12 is the unit
normal to the surface directed from region 1 to region 2;
ǫ1 and ǫ2 are the dielectric constants of the materials at
contact.
The Maxwell constitutive relation also implies the pro-
portionality between P and E through the susceptibility
χ = (ǫ− 1)/(4π), P = χE. One therefore obtains1
∇ ·P = ∇ ·PL = χ (∇ ·E0 +∇ · Ep) . (11)
On the other hand, from Eq. (6),
∇ ·PL = −4π∇ ·Ep. (12)
Since ∇ · E0 = 0 in the interfacial region, Eqs. (11) and
(12) can be simultaneously satisfied only when ∇·P = 0.
+
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Figure 1. Cartoon of the interface between a dielectric with
the dielectric constant ǫ and vacuum. The source of external
field is indicated by a positive point charge. The dividing,
dielectric-vacuum surface is shown by the solid line. It cuts
through surface molecules of the dielectric producing a surface
charge density. The latter is sensitive to the choice of the
dividing surface since a surface drawn inside the void (long
dashed line) produces no surface charge. The area indicated
by the dashed rectangle separates a part of the interface with
no external charges; nˆ12 is the surface normal pointing from
medium 1 to medium 2.
This requirement implies that the volume charge density
inside the dielectric is zero, ρp = 0, and from Eq. (7)
Φp = 0. (13)
Deriving Eq. (13) requires only the Helmholtz theorem,
the transverse character of D in the dielectric, and the
constitutive Maxwell equation [Eq. (2)]. Its surprising
result is the disappearance of the potential of the bulk
charges Φp in the overall Maxwell potential in Eq. (9).
For microscopic dielectrics, this result indicates that the
Maxwell constitutive relation cannot be correct in the in-
terface where the polarization field experiences fast varia-
tions. For the continuum representation of the dielectric,
the missing term is of course the potential created by
the surface charge, which appears when the microscopic
interface is replaced by the mathematical dividing sur-
face. The surface charge density σ(rS) is given by Eq.
(3). In the Maxwell formulation, the polarization density
in Eq. (3) is related to the potential Φ through the bulk
dielectric susceptibility χ. We adopt below an alternative
approach in which the surface charge density, incorporat-
ing microscopic properties of the interface, is supplied as
the constitutive relation. The condition of disappearing
volume polarization charge, ρp = 0, is used to get rid of
the polarization potential Φp. The problem of the dielec-
tric response can then be consistently formulated based
solely on the Coulomb law.
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IV. ELECTROSTATIC BOUNDARY
PROBLEM
We start with the microscopic polarization density
P(r) =
∑
j
〈mjδ (r− rj)〉 (14)
specified by the positions rj and orientations of the
medium dipoles mj ; angular brackets denote an ensem-
ble average. The microscopic electrostatic potential Φm
directly follows from the dipole-truncated multipolar ex-
pansion of the Coulomb law
Φm = Φ0 +
∫
∇′
1
|r− r′|
·P′dr′. (15)
By using the Gauss theorem, this equation transforms
into
Φm = Φ0 +Φp +ΦS , (16)
where Φp is the scalar potential given by Eq. (7) and the
last summand is the potential of the surface charge
ΦS =
∮
σ(rS)dS
|r− rS |
, (17)
which appears in the overall potential as a result of intro-
ducing the dividing surface. As mentioned above, there
is no dividing surface for a microscopic interface and po-
larization decays continuously into the void. The surface
integral does not appear in Eq. (16), which is an exact
consequence of the Helmholtz theorem. It is clear that
the surface term needs to be “introduced”, by providing
a dividing surface, into the electrostatic potential and
does not necessarily follow from the general properties of
inhomogeneous vector fields used to describe dielectrics.
The microscopic electric field Em = −∇Φm is a non-
local property, which is the fundamental reason for the
difficulties with Maxwell’s constitutive relations. It is
given by the equation
Em = E0 +
∫
T(r− r′) ·P′dr′, (18)
in which T(r − r′) = −∇∇′ |r− r′|
−1
is the long-range
dipolar tensor combining both longitudinal and trans-
verse components and thus propagating the correspond-
ing components of P. The real-space convolution in Eq.
(18) is eliminated only in inverted k-space, where this
equation becomes an algebraic relation.
One can next use the Helmholtz theorem [Eq. (5)] to
simplify Eq. (18). The result differs inside and outside
of the dielectric. Since 4πPL = −Ep = 0 outside the
dielectric, the microscopic field becomes
Em = E0 +ES , (19)
where ES = −∇ΦS . When the field is calculated inside
the dielectric, a small region around the point of singu-
larity of T(r− r′) needs to be taken out,4 with the result
Em = E0 −
8π
3
PL +
4π
3
PT +ES . (20)
When the Maxwell constitutive relation is used in Eq.
(20), one gets
Em =
ǫ+ 2
3
E+ES. (21)
The first summand here is the Lorentz field,6 which is
the only term required for Em far from interfaces where
ES vanishes.
Both equations (19) and (20) show that the only non-
local part of the microscopic field Em caused by the
polarized dielectric comes from the field of the surface
charges. According to Eq. (19), it is the only field of
the polarized dielectric that a measuring device (e.g., a
spectroscopic probe) placed either outside of the dielec-
tric or inside a void can directly detect. It is, therefore,
this field, and the corresponding surface charge density
σ, that is the main focus of our formalism.
The approach we adopt here is to put Φp = 0 in Eq.
(16), following the discussion leading to Eq. (13). Here
we follow Eyges,1,13 who applied this anzatz to dielectrics
in general to eliminate contradictions of the standard
Maxwell formulation. In this approach, all polarization
of the dielectric body contributing to Φm is concentrated
in the interface, also in agreement with the standard di-
electric experiment in which P = Const and ρp = 0.
While this approach is just a convenient approximation
for dielectrics in general, it provides the correct physi-
cal picture for liquid dielectrics. The interfacial dipoles
of liquids can nearly freely change their orientation to
minimize the surface free energy.14 Effective screening of
the perturbation produced by creating the interface oc-
curs as the result of this structural adjustment, and both
the density and orientational perturbations of the liquid
propagate only a few molecular layers into the bulk.15–20
The polar response is then dominated by the interface,
and the language of interfacial polarization is the most
relevant for describing polarized polar liquids.17 If, next,
the microscopic orientational structure of the interface
is incorporated into the definition of the surface charge
density, one can arrive at a physically motivated formu-
lation of the electrostatics of liquid dielectrics. This is
the program of this development, which also attempts
to identify experimental observables probing local prop-
erties of the interface in order to connect them to the
surface charge density.
The potential Φm = Φ0+ΦS is created by external and
surface charge sources and satisfies the Poisson equation.
In order to formulate the boundary conditions, one re-
calls that the normal component of the field should be
discontinuous at the dividing surface, with the disconti-
nuity related to the surface charge density4
nˆ12 · ∇Φm1 = nˆ12 · ∇Φm2 + 4πσ, (22)
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where the surface charge density is given as
σ = (P1 −P2) · nˆ12. (23)
We next proceed to identifying the constitutive relations
connecting the surface charge density to the electric field
Em = −∇Φm.
V. SURFACE DIPOLAR SUSCEPTIBILITY
The potential of polarized charges Φm is a solution
of the Poisson equation, satisfying continuity of Φm at
the dividing surface and the second boundary condition
given by Eqs. (22) and (23). The second boundary con-
dition needs to be closed by relating σ to Φm or Em.
This connection is achieved in the plane capacitor dielec-
tric experiment. The electric field inside the capacitor
is obviously E = Em = 4π(σext + σ), where σext is the
surface charge density at the capacitor’s plates. Measur-
ing the capacitance at constant charge with and without
the dielectric specifies the susceptibility linking σ to σext:
σ = χσσext, χσ = ǫ
−1 − 1 < 0. The problem of calculat-
ing the potential Φp is avoided in this experimental setup
by the condition P = Const and ρp = 0.
Following the logic of the plane capacitor calcula-
tion, one needs to find the susceptibility connecting σ
to E0. This can be achieved by using the linear response
theory.11,21 To simplify the discussion, we consider the
dividing surface separating the dielectric from a void, as
in Fig. 1. The interface between two dielectrics follows
from subtracting two dielectric/void solutions or, alterna-
tively, by replacing ǫ with ǫ1/ǫ2 since only the ratio of the
dielectric constants enters the boundary value problem.2
The projection of the polarization density field on the
surface normal nˆ12 can be calculated in the linear re-
sponse approximation under the common assumption of
a weak external field E0
〈Pn〉 = β
∫
〈δPnδP
′
L〉 · E
′
0dr
′, (24)
where Pn = nˆ12 ·P(rS), β = 1/(kBT ) is the inverse tem-
perature, and the angular brackets denote an ensemble
average. Since E0 is a longitudinal field, only the longi-
tudinal polarization density P′L gives a nonzero contribu-
tion to the integral over r′. The longitudinal and trans-
verse fields mostly fluctuate independently.11,22 There-
fore, both the surface polarization P(rS) and the correla-
tion function between the polarization fluctuations δP in
Eq. (24) refer to their longitudinal projections. For a con-
tinuum dielectric β〈δPL,α(r)δPL,β(r
′)〉 = χLδαβδ(r−r
′),
where χL = (1 − ǫ
−1)/(4π) is the longitudinal dielectric
susceptibility and α, β are the Cartesian components of
the vector fields.23
If the range of the external field variation exceeds the
correlation length of the polarization density, the exter-
nal field can be taken out of the integral in Eq. (24).
If one additionally neglects correlations between normal
3000
2000
1000
0
 
χ 0
(
r
)
 
4.03.02.01.0
 r/σ
 3.6
 8.5
 17.0
  30.6
Figure 2. Susceptibility χ0(r) from Eq. (27) calculated for
spherical concentric layers around the spherical cavity of the
radius R0/σ = 1.0 in fluids of dipolar hard spheres. The dis-
tance from the cavity’s center is scaled with the hard-sphere
diameter σ. Dielectric constants of dipolar fluids are shown
in the legend and the fluids’ density is ρσ3 = 0.8.
and tangential projections of the polarization density, one
gets
〈Pn〉 = χ0nE0n, χ0n = β〈δPnδMsn〉, (25)
where E0n = nˆ12 ·E0(rS) and
Ms =
∫
PL(r)dr (26)
is the total dipole moment of the solvent.
The requirement to use longitudinal fields in Eq. (25)
makes this relation largely impractical for the direct anal-
ysis of simulations. As is seen from Eqs. (5)–(7) the cal-
culation of the longitudinal projection PL from the over-
all polarization density P, directly available from simu-
lations, requires convoluting the polarization density of
the entire simulation box with the dipolar tensor at each
instantaneous configuration. This calculation needs to be
repeated for each point r where the longitudinal polar-
ization density is calculated. Failing to limit the consid-
eration by longitudinal fluctuations incorporates strong
transverse polarization fluctuations, which do not couple
to the longitudinal electric field and cannot contribute to
the susceptibility.
In order to illustrate the extent of error introduced by
transverse fluctuations, we show in Fig. 2 the susceptibil-
ity calculated from the overall polarization density of a
spherical layer, correlated with the total dipole moment
Ms of the simulation cell. The polarization density is
calculated for radial layers of the fluid of dipolar hard
spheres around a spherical cavity. The corresponding
distance-dependent susceptibility is given by the follow-
ing relation
χ0(r) = β〈P(r) ·Ms〉. (27)
The details of the simulation protocol and the data analy-
sis are given in the Supplementary Material (SM),24 here
we discuss only the results.
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Figure 3. χ0n(r) from Eq. (29) calculated for concentric layers
around a spherical cavity of the radius R0/σ = 1.0 in dipolar
hard-sphere fluids with dielectric constants indicated in the
plot. The dashed lines indicate the results of calculations
using a linear fit of the radial correlation functions in Eq. (30)
(see text and SM24). All system parameters are the same as in
Fig. 2, the dielectric constants of dipolar fluids are indicated
in the legend.
The susceptibility χ0(r) spikes to very high values near
the interface, then slowly decays to the bulk. Quali-
tatively similar results have been reported for aqueous
interfaces.19,25,26 On the other hand, the longitudinal
symmetry of the polarization field, which makes direct
calculations according to Eq. (25) largely impractical,
can be used to obtain an equation more suitable for nu-
merical applications. By applying Eqs. (6) and (7) one
can re-write Eq. (24) as follows
〈Pn〉 = β
∑
i
qi〈δPnδΦp,i〉. (28)
Here, the sum is over the external charges qi and fluctu-
ations δΦp,i of the solvent potential at those charges. If
the source of the electrostatic field is the solute dissolved
in a liquid, the above equation can be re-written as
〈Pn〉 = β〈δPnδE
C〉, (29)
where EC is the solute-solvent electrostatic (Coulomb)
interaction energy. This relation directly provides a map
of σ(rS) of the solvation layer surrounding a solute.
Figure 3 illustrates the application of this formula
when one probe charge is placed at the center of the
spherical cavity carved from the fluid of dipolar hard
spheres. The susceptibility is calculated for concentric
shells of radius r around the cavity and thus becomes a
function of r. As is seen, eliminating the transverse fluc-
tuations from χ0(r) in Eqs. (25) and (29) significantly
reduces the susceptibility. It still preserves its spike at
the distance of the closest approach of the solvent to the
cavity and oscillations decaying into the bulk.
The uncertainty with the choice of the interfacial sus-
ceptibility χ0n from the distance-dependent, and oscilla-
tory, function χ0n(r) can be resolved by calculating the
integrated radial dipole moment of the hydration layer
within the r-shell: M(r) =
∑
rj<r
mj · rˆj , rˆj = rj/rj .
For a charge placed at the center of the cavity one gets
χ0n(r) = (β/4π)
d
dr
〈δM(r)δΦp(0)〉, (30)
where Φp(0) is the solvent potential at the center of the
cavity. As is shown in the SM,24 〈δM(r)δΦp(0)〉 is well
represented by a linear function of r, thus producing a
constant χ0n for the derivative in Eq. (30). The results of
these calculations are shown by the dashed lines in Fig.
3, confirming that taking the derivative in Eq. (30) is
consistent with averaging the oscillations of χ0n(r) out.
We turn to the polarity of the interface below again, but
first discuss the closure of the boundary value problem in
Eqs. (22) and (23) in terms of the electrostatic potential
Φm and define the dielectric constant of the interface.
We will use the plane capacitor geometry to establish
the connection between χ0n and the susceptibility to the
overall field 〈Pn〉 = χnEn, En = nˆ12 · Em(rS). For the
plane capacitor, En = E0n−4π〈Pn〉 (note the convention
for the surface normal), and one gets
χn = χ0n/ (1− 4πχ0n) . (31)
The second boundary condition can now be re-written in
the form commonly accepted in the theories of dielectrics
ǫ˜1nˆ12 · ∇Φm1 = ǫ˜2nˆ12 · ∇Φm2, (32)
where
ǫ˜i = 1 + 4πχn,i = (1− 4πχ0n,i)
−1
. (33)
Spontaneous polarization is possible when dipole and
quadrupole moments of the liquid compete to minimize
their free energy in the interface.14 This effect is particu-
larly strong for water,20 where the competition is between
an axial dipole and a mostly non-axial quadrupole. The
spontaneous polarization of the interface leads, accord-
ing to Eq. (3), to a spontaneous surface charge density
σs, which exists even at zero field. The total surface
charge density then combines the response to the electric
field with the spontaneous component: σ = σs + χnEn.
Equation (32) modifies to
ǫ˜1nˆ12 · ∇Φm1 = ǫ˜2nˆ12 · ∇Φm2 + 4πσs. (34)
In addition to a non-zero offset of the surface charge
density, one can also anticipate a possibility of χn de-
pending on the sign of En to reflect the well-established
asymmetry of the water’s linear response to ions of op-
posite charge.27,28 This dependence of susceptibility on
ion’s charge is prominent for small ions, but disappears
with the growing size of the solute once the charge-dipole
interaction becomes comparable with kBT .
29
The equations for the potential Φm are the same as
Maxwell’s equations and, therefore, standard numerical
Poisson equation solvers can be used. Similarly to the
Maxwell formulation, the theory requires only one sus-
ceptibility parameter. On the other hand, even though
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Figure 4. ǫ˜ calculated from Eqs. (33) and (30) vs. the bulk ǫ of
fluids of dipolar hard spheres. The points are the simulation
results for the cavity radius R0/σ = 1.0 (closed circles) and
R0/σ = 3.0 (open circles). The dashed-dotted line marks
ǫ˜ = ǫ to guide the eye. The dashed line with the slope 0.65 is
a linear regression through seven lowest polarity points shown
by the open circles.
Eq. (34) casts the problem of interfacial electrostatics in
the familiar terms of the boundary value problem, the
knowledge of the susceptibility χ0n responding to the
field of external charges is sufficient for the direct calcu-
lation of the electrostatic potential Φm from the known
distribution of external charges and the corresponding
electric field E0. Although we cannot prove it here, the
connection between χn and χ0n given by Eq. (31) might
be nonuniversal (the universality of the corresponding re-
lation for bulk dielectrics is simply an experimental fact).
The formulation in terms ofE0 and χ0n is preferable from
this perspective.
The “interface dielectric constant” ǫ˜i in Eqs. (33) and
(34) will in most cases of interest be distinct from the
standard dielectric constant supplied by the dielectric
experiment, which is specified by the “tilde” sign. How-
ever, for the dielectric polarization in a plane capacitor
we get ǫ˜ = ǫ and the standard longitudinal susceptibil-
ity χ0n = χL =
(
1− ǫ−1
)
/(4π). Therefore, for a plane
capacitor, ǫ˜ yields the enhancement of the capacitance
reported experimentally as the dielectric constant of the
material. This agreement is not expected to hold for
more complex interfacial geometries and nonuniform ex-
ternal fields, as we show next for the problem of spherical
cavities in fluids of dipolar hard spheres.
The free energy of polarizing the dielectric can be writ-
ten in terms of the polarization charges as follows2
∆F = 12
∫
σΦ0dS +
1
2
∫
ρpΦ0dr. (35)
In the current model, ρp = 0 and only the first integral
appears in the free energy. On the contrary, for a micro-
scopic interface, there is no dividing surface and only the
second integral contributes. Since the polarization free
energy should not depend on the model, one can use this
condition to formulate the sum rule for σ. By applying
Eq. (6), we can write this condition in the form∫
σΦ0dS =
∑
qiΦp,i, (36)
0.001
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Figure 5. −σ0S/q vs. a/σ = R0/σ+1/2 for cavities in dipolar
hard spheres with ǫ = 3.6 (red), 8.5 (blue), 30.6 (green), and
93.7 (magenta); R0 is the radius of the hard-sphere cavity and
R0+σ/2 is the distance of the closest approach of the solvent.
The solid lines are linear fits to large cavity portions of the
data. The regression slopes are: −3.8 (red), −4.1 (blue), −4.7
(green), and −5.1 (magenta). The dashed lines indicate the
results of Eq. (38).
where, as in Eq. (29) above, qi are the external charges
producing the external potential Φ0; Φp,i are the poten-
tials of the polarized solvent at the positions of these
charges. In the specific case of a single ion at the center
of a spherical void of radius a one gets
Φp(0) = 4πaσ0 = −4πaPr
∣∣
r=rS
, (37)
where Pr is the radial projection of the average polariza-
tion density and σ0 is the angular-averaged surface charge
density (ℓ = 0 expansion term in Eq. (42) below). The
potential Φp(0) at the void’s center adds to the potential
difference at the planar liquid-air interface to make the
electrochemical potential measuring the work of transfer-
ring an ion from the gas phase into its cavity inside the
liquid.20,30,31
We illustrate the application of the sum rules in
Eq. (36) to numerical simulations of cavities in dipolar
fluids.17 We consider polarization of the dielectric by an
ion with charge q placed at the center of the cavity of ra-
dius a. Dielectric models suggest that the product of the
surface charge density with the surface area S = 4πa2
remains constant
− q−1σ0S = 1− ǫ
−1, (38)
This relation, used in the sum rule in Eq. (37), yields
Φp(0) = −(1 − ǫ
−1)(q/a) and the corresponding Born
solvation free energy (q/2)Φp(0).
The potential Φp(0) can be extracted from simulations
of cavities in liquids by the use of the linear response
approximation,21 which suggests that the average poten-
tial of the solvent in response to the charge can be ob-
tained from the variance of the potential fluctuations in
the absence of the charge.17 One then gets
− q−1σ0S = (βa/2)〈(δΦp(0))
2〉. (39)
The results of MC simulations17 for three fluids of dipolar
hard spheres surrounding cavities of varying radius are
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shown in Fig. 5. The points are the simulation results
plotted against the cavity size. They are compared to
the predictions of Eq. (38) shown by the dashed lines.
The results presented in Fig. 5 illustrate why the focus
on the interfacial properties is required for a physically
motivated model of liquid electrostatics. As the size of
the cavity grows, the orientational structure of the in-
terface changes, thus altering the corresponding surface
charge density and the cavity potential related to it. As a
result of these structural changes, the invariance of σ0S
suggested by Eq. (38) does not hold anymore. A new
scaling σ0S ∝ a
−α, α ≃ 4−5 emerges, which is not antici-
pated by the standard electrostatic arguments. With this
new scaling, the solvent response Φp(0) to a charge inside
a void scales down faster than a−1 for voids larger than
the critical size approximately four times the size the sol-
vent molecule. We note that the average potential Φp(0)
may contain a contribution Φs(0) arising from the spon-
taneous polarization of the interface, which is zero for
dipolar liquids20 considered here. For water, Φs(0) satu-
rates to a nearly constant positive value at a ≃ 12 − 17
A˚ and needs to be subtracted from the overall Φp(0) to
address the issue of scaling with the cavity size.29
The appearance of a faster than a−1 decay of the cavity
potential can be explained from the following arguments.
In the standard picture, charge q placed in the center of
a void generates the radial polarization Pr = χq/(ǫr
2)
propagating into the volume of the dielectric. The solvent
potential at the position of the charge is then
Φp(0) = −
∫
r>a
(Pr/r
2)dr ∝ a−1 (40)
If, on the contrary, the liquid polarization is limited to a
thin interfacial layer, the above integral can be written
as
Φp(0) = −
χq
ǫa4
Nd(a)vd, (41)
where the interface is represented byNd(a) correlated do-
mains with the domain volume vd. If dipoles respond in-
dependently, Nd(a) ∝ a
2 and one expects the a−2 scaling
for Φp(0). This is not observed in simulations, suggesting
that the dipolar response of the interface is both localized
and highly correlated. The origin of the α ≃ 4− 5 expo-
nent in the decay of σ0S with the radius a is currently
not clear. However, the direct physical consequence of
this result is that internal charges of large solutes receive
less solvation stabilization than is traditionally expected.
Solubility of large solutes requires surface charges and
corresponding surface solvation.32
VI. POLARIZED CAVITY IN A UNIFORM
ELECTRIC FIELD
Here we illustrate the new boundary conditions for the
electrostatics of liquids by applying them to the prob-
lem of a spherical void polarized by a uniform external
21
Figure 6. Spherical cavity polarized by the field of external
charges E0.
field (Fig. 6). This problem directly applies to the high-
frequency dielectric response of solutions33 and to optical
spectroscopy as we discuss below.
In order to come up with specific parameters of the
void’s interface, we will use the axial symmetry of
the problem and expand σ in Legendre polynomials
Pℓ(cos θ0) of the polar angle θ0 between the z-axis aligned
with the external field and the position rS at the dividing
spherical surface (Fig. 6)
σ(θ0) =
∑
ℓ
σℓPℓ(cos θ0). (42)
It is easy to see that expansion terms of order ℓ are con-
nected to the z-components of surface multipoles of the
corresponding order. One gets the z-projection of the in-
terfacial dipole M int0z = σ1Ω0 at ℓ = 1 and zz-projection
Qint0,zz = (3/5)σ2aΩ0 of the surface quadrupole at ℓ = 2;
Ω0 is the void’s volume.
The potential Φm (see SM
24) is the solution of the
Poisson equation for a spherical cavity polarized by a
uniform external electric field such that the local field Em
becomes the Maxwell field E in the bulk of the polarized
dielectric. From this solution, the local electrostatic field
at the void’s center is
Em,z(0) = E − (4π/3)σ1. (43)
The field at the center of the cavity is fully defined by
the interface dipole, or the σ1 projection of the surface
charge density.
One can make one step further to connect σ1 to χn.
The field En at the cavity’s surface (SM
24), is related,
through χn, to the surface charge density given by Eq.
(42). By equating the ℓ = 1 components in the two
equations, one gets the desired relation
σ1 = −
χnE
1 + (8π/3)χn
= −
χ0nE
1− (4π/3)χ0n
. (44)
In terms of the local dielectric constant ǫ˜ in Eq. (33), this
relation becomes
σ1 = −
3
4π
ǫ˜− 1
2ǫ˜+ 1
E. (45)
The second term in this equation is easily recognized as
the dielectric reaction field response appearing in theo-
ries dielectrics;5,6 Em,z(0) in Eq. (43) then becomes the
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corresponding expression for the cavity field.6 If one as-
sumes ǫ˜ = ǫ, one arrives at the Maxwell result for the
dipole moment induced at a spherical void by a uniform
external field4
M int0z = −
3Ω0
2ǫ+ 1
P, (46)
where P = (4π)−1(ǫ − 1)E is the dielectric polarization
far away from the interface.
These calculations illustrate that the results of
Maxwell’s electrostatics are a part of the proposed for-
malism. However, the polarization of the interface of a
polar liquid facing a void deviates significantly from the
predictions of Maxwell’s electrostatics due to anisotropic
orientational structure of the interfacial dipoles, imply-
ing that Eq. (46) does not agree with simulations,34 or,
alternatively, ǫ˜ 6= ǫ. The current formulation provides
more flexibility to account for such results by connecting
electrostatic calculations to experiments reporting local
interfacial properties, such as interfacial multipolar mo-
ments.
VII. CONNECTION TO EXPERIMENT
Electrostatic fields in condensed media are tradition-
ally quantified by the solvent induced shift of optical35 or
vibrational36 transition lines. The electrostatic compo-
nent of the shift, often dominant,37 is given by the prod-
uct of the dipole moment change of the chromophore ∆m
and the reaction field R in the ground state in equilib-
rium with the ground-state dipole mg
h∆ν = −∆mR. (47)
From derivations presented above, R = −(4π/3)σ1,
but the interface dipole, represented by σ1, now needs
to be updated with the account for the polarizing field
of the central dipole of the chromophore mg. Repeating
the steps leading to Eq. (45), we obtain
σ1 = −
2mg
a3
χn
1 + (8π/3)χn
. (48)
From this relation, the reaction field becomes
R =
mg
a3
(8π/3)χn
1 + (8π/3)χn
=
2mg
a3
ǫ˜ − 1
2ǫ˜+ 1
. (49)
One recovers the standard Onsager relation5 for R(ǫ)
when ǫ˜ = ǫ. Note that R(ǫ)−R(ǫ∞) is often used in Eq.
(47) to separate the response due to the high-frequency
dielectric constant ǫ∞ from the total polar response R(ǫ).
This is not required in Eq. (49) since χn can be under-
stood as the permanent dipole susceptibility of the inter-
face. This susceptibility can, therefore, be tabulated by
spectroscopic shifts of dipolar dyes.37 The same function
can be extracted from high-frequency dielectric measure-
ments of solutions as we discuss next.
When the frequency of the capacitor field or of radi-
ation exceeds the characteristic relaxation frequency of
the solute dipole, the solution response approaches that
of the solution of voids. The measurement of the absorp-
tion coefficient or the dielectric constant of the solution
gives access to the dipolar susceptibility of the cavities
produced by the excluded solute volumes in the solvent,
χ1 = σ1/E.
33 The solution dielectric constant ǫsol can be
found from the equation33
(ǫ/ǫsol) = 1 + η0(ǫ− 1) [1 + (8π/3)χ1] (50)
in which η0 is the solute volume fraction. In this equa-
tion, both ǫ and ǫsol should be understood as ǫ(ω) and
ǫsol(ω) at ω0 ≪ ω ≪ ωD, where ω
−1
0 is the relaxation
time of the solute dipole and ω−1D is the characteristic
(Debye) relaxation time of the solvent.
The slope of the dielectric decrement ∆ǫ = ǫsol − ǫ
vs. η0 gives access to the susceptibility χ1 = σ1/E and,
through Eq. (44), to χn. Experimental absorption data
for aqueous solutions show that the slope, and χ1 ex-
tracted from it, change significantly depending on the
nature of the solute and the corresponding interfacial
structure of water.38 Dielectric constant obviously does
not capture these variations. Therefore, measurements of
solution absorption can potentially replace the dielectric
experiment in providing the local interface susceptibility.
Equations (47), (49), and (50) suggest that high-
frequency dielectric and spectroscopic measurements give
access to the same interface susceptibility. One can,
therefore, combine these equations into a relation includ-
ing only experimentally accessible properties of solutions
(ǫ/ǫsol) = 1 + η0(ǫ− 1)
[
1 + h∆νa3/(∆mmg)
]
. (51)
An alternative approach to access the susceptibility χ1
is through dielectrophoresis. Electric field gradient exerts
a force on the interface dipole M int0z . The force along the
z-direction is given by the expression39
F0z =
3Ω0ǫ
8π
K
∂
∂z
E2, (52)
where K is the dielectrophoresis constant. Since the
free energy of a polarized (non-polar) solute is equal to
−M int0z E0 it follows from the previous discussion that
K = (4π/3)χ1. (53)
The dielectric constant of an ideal solution gives, there-
fore, access to the dielectrophoresis constant and, alter-
natively, dielectrophoresis of non-polar particles can be
used as input to predict the dielectric constant of an ideal
solution in Eq. (50). We note that dielectric models give
the following expression for K39
K =
ǫ2 − ǫ1
ǫ2 + 2ǫ1
, (54)
where we explicitly specified the dielectric constant of
the solute ǫ2 (Fig. 1). This equation can be contrasted
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with Eq. (53) to quantify surface polarization effects not
accounted for by the standard formulation.
While mobility in the field gradient gives access to
the interface dipole susceptibility χ1, measuring mobility
of particles in a uniform electric field (electrophoresis40)
provide access to the quadrupole moment of the inter-
face, Qint0,zz = (3/5)σ2aΩ0. This second multipolar mo-
ment of the interface arises from a non-zero second-order
term σ2 in the expansion of the surface charge density in
rotational invariants [Eq. (42)].41 The anisotropic orien-
tational structure of the interface creates conditions for
an anisotropic response to the applied field. The differ-
ence in response results in different values of the local
electric field Em on the opposite sides of the suspended
particle and, correspondingly, different electrostatic en-
ergy densities. This condition results in a gradient of the
chemical potential projected on a dragging force acting
on the suspended particle. The force along the external
field applied to a particle carrying the charge q becomes41
Fz =
(
q + 2Qint0,zz/a
2
)
E. (55)
Measuring the force, or electrophoretic mobility, pro-
vides experimental access to the quadrupole moment of
a closed interface.
VIII. CONCLUSIONS
The Maxwell constitutive relations D ∝ E, P ∝ E es-
tablish simple proportionality rules between fields of dif-
ferent symmetry. The longitudinal and transverse com-
ponents of the polarization density field P, mixed in the
Maxwell constitutive relations, carry distinctly different
physical properties.12 This distinction is particularly pro-
nounced when looking at the k → 0 behavior of their
corresponding structure factors:23 nearly flat for the lon-
gitudinal projection and strongly peaked, and infinitely
increasing at the ferroelectric transition, for the trans-
verse projection.22 Since continuum electrostatics is re-
covered in the k → 0 limit of k-dependent dipolar re-
sponse functions,42 there is a good physical reason for the
linear constitutive relations to be successful for the lon-
gitudinal projection, but they are expected to fail for the
transverse projection. The distinctions between longitu-
dinal and transverse projections of the polarization field,
well established for homogeneous dielectrics, require par-
ticular care when considering interfaces.
The enormous simplification provided by the consti-
tutive relations is the ability to cast the problem in
terms of the Poisson equation with a single susceptibility
(dielectric constant) entering the boundary conditions.4
This procedure presents some clear conceptual difficul-
ties, but, from the practical perspective, has also run into
problems when applied to molecular-size objects22,43 and
to nanometer-scale liquid interfaces.17,34 The deviations
from the expected behavior are not limited to quanti-
tative disagreements in calculated electrostatic energies,
but reach the level of qualitative differences. The scaling
of the liquid polar response to an ion placed in the center
of a void17 shows a cross-over from the expected ∝ a−1
scaling (Born model) to ∝ a−(4−6) scaling with increas-
ing void’s radius a (Fig. 5). In addition, the electric field
inside a void carved from a uniformly polarized dielec-
tric does not reach the value ≃ (3/2)E at ǫ ≫ 1,5,6 but
instead shows the behavior consistent with the Lorentz
formula for the cavity field ≃ (ǫ/3)E.22,34
These effects, and potentially a number of others,
are different manifestations of the same physical phe-
nomenon: the localization of the polar response in the
liquid’s interfacial layer, instead of its spreading through
the dielectric, as anticipated by the Maxwell picture16
(see discussion leading to Eq. (41)). For the localized
interfacial response, the specific orientational structure
of the interfacial multipoles strongly affects the electro-
static potential and field produced by the interface. The
electrostatic problem can then be recast in terms of the
interface-specific surface charge density.
An approach consistent with the picture of surface po-
larization dominating the electrostatic response of a liq-
uid dielectric17,22,34 is proposed here. It reformulates the
boundary value electrostatic problem in terms of the sur-
face charge density and the corresponding surface charge
susceptibility. Importantly, the local surface susceptibil-
ity is introduced for the longitudinal component of the
polarization field only, thus avoiding transverse polar-
ization fluctuations strongly enhancing the susceptibility,
but decoupled from the longitudinal external field. This
formalism offers a robust route to the calculation of the
dielectric constant of the interface.
The interface susceptibility characterizes specific inter-
faces and aims to replace the dielectric constant as the
input into the electrostatic boundary value problem. It
can be calculated from polarization correlation functions
supplied by numerical simulations or related to exper-
imental observables. In particular, the dipole moment
of the interface (the first multipole of the surface charge
density) enters a number of observables characterizing
solutions polarized by long-wavelength stationary or os-
cillatory (e.g., radiation) fields.
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