ABSTRACT Synchronization is a critical issue in molecular communications (MC). Additionally, the lack of an appropriate time-slotted framework for MC systems hinders the in-depth analysis of desynchronization. Therefore, this paper addresses both issues. First, taking inspiration from oscillators found in nature, we propose a time-slotted framework suitable for MC systems where the time instances of the oscillations demarcate the time-slot boundaries. The use of biological oscillators readily satisfies biocompatibility requirements. We name such system as a time-slotted molecular communication-based (TS-MOC) system. A TS-MOC system will be beneficial to many MC applications, such as when multiple nanomachines have to transmit data simultaneously to a control/sink node or share the channel in a time-division multiplexing manner. Second, oscillation perturbations induce desynchronization -the misalignment of time-slots. Desynchronization combined with large propagation delay results in a time difference between the arrival of a signal and the beginning of a time-slot. This phenomenon is called time-slot error, and it can degrade a system's performance. Therefore, the immediate goal is to mitigate time-slot errors. Depending on the initiation type, we propose two synchronization schemes: sender-initiated time-slot alignment and receiver-initiated time-slot alignment. An analytical model for time-slot error is also derived. Our analysis demonstrates that the proposed schemes are robust and energy-efficient -they achieve relatively low errors indicating robustness and relatively less synthesizing energy costs indicating energy efficiency. Our analysis also highlights the good agreement between the simulations and the analytical model. Finally, in conclusion, we provide brief insights into key open research challenges.
FIGURE 1.
Illustration of packet errors in a TDMA system, which are caused by time-slot errors (ε) introduced by the oscillation perturbations and propagation delay (T delay ).
and complexity of a nanomachine's hardware. The second solution is to relay the information periodically from an external source. There may be delays in the arrival of the information, or the information may even get corrupted and lost.
A practical approach would be to use the periodic pulses that result from the fluctuations in a molecule's concentration found in biological oscillators [3] . Being periodic means that a pulse of concentration repeats after a fixed duration of time and therefore the boundaries of the time-slots, which are also repetitive, can be marked by the pulse times. Besides periodicity, one other characteristic of biological oscillators is that they are biocompatible -a key requirement for MC systems targeted towards the human body. Biological oscillators may be natural, such as calcium oscillators and circadian oscillators; or synthetic, such as the repressilator [3] .
Inspired by the periodic property of biological oscillators, one of the goals of this study is to design a time-slotted framework based on biological oscillators for MC systems. In particular, we wish to position the peaks of the oscillations from biological oscillators as the boundaries of the timeslots. We believe time-slotted systems will be beneficial for MCN applications such as when multiple nanomachines have to transmit data simultaneously to a control/sink node or share the channel in a time-division multiplexing manner. Additionally, the use of biological oscillators readily meets the biocompatibility requirement for MC systems.
In practical scenarios, biological oscillators suffer from oscillation perturbations that are caused by noises arising from the stochastic nature of chemical reactions [8] , [9] . Such perturbations will lead to misalignment of the pulses of two identical oscillators, meaning they no longer oscillate at the same time instants. In conventional oscillators, such as quartz crystal oscillators, these perturbations are of two kinds: skews and offsets. Skews refer to the differences in the frequencies of the oscillations while offsets refer to the advance or lag in the oscillations. These type of perturbations are also applicable to biological oscillators. Owing to these perturbations the time-slots will desynchronize and may affect ongoing communication. As an example, Fig. 1 illustrates the time-slot desynchronization between a sender nanomachine (SN) and a receiver nanomachine (RN) in a time-division multiple access (TDMA) system setting. SN and RN refers to a nanomachine that has to transmit data and a nanomachine that has to receive the data, respectively. Let us say that to transmit a packet, the SN releases a set of molecules and the packet is detected by RN when a threshold is crossed. When the SN, unaware of the time-slot desynchronization, tries to establish communication, the transmitted packet may not arrive at the allocated time duration (i.e., time-slot) resulting in packet errors. The large propagation delay -the time taken to cross the threshold -amplifies the problem by further reducing the probability that a packet could arrive at the allocated timeslot. The net effect of the perturbations and the propagation delay creates a difference between the arrival time of a signal and the allocated time-slot. We name this difference in time as the time-slot error and denote it by ε (cf. Fig. 1 ).
On that note, we formulate the problem mentioned above as a time-slot synchronization problem as it concerns coordinating the transmitted signal to be received at the beginning of the intended time-slot. Since the perturbations are largely system design related issues, we focus on finding a solution to address the propagation delay aspect of the problem. That brings us to the other goal of this study, that is, to develop methods that can handle time-slot errors. The main objective, here, is to determine a signal's transmission time that combats the variable propagation delay without employing a typical synchronization mechanism of finding the perturbations via time-stamps. Table 1 list the notations frequently used throughout the paper.
We summarize the main contributions of this paper as follows. VOLUME 7, 2019 • As a first in the literature, we position the peaks of the oscillations from biological oscillators to estimate the boundaries of the time-slots, and name such system as time-slotted molecular communication (TS-MOC) system. Furthermore, we investigate a critical problemtime-slot error -that may degrade the performance of a TS-MOC system.
• Using different initiation approaches, we propose two novel energy-efficient time-slot synchronization techniques, namely the sender-initiated time-slot alignment (SIT-Algn) and the receiver-initiated time-slot alignment (RIT-Algn) technique. Prior works have not addressed the issue of time-slot errors, and that makes our work the first.
• To evaluate the performance of the proposed schemes, we carry out computer simulations concerning oscillation perturbations, guard interval, and the number of emitted molecules. We also investigate the energy spent in the emission of the signal molecules during synchronization. The results highlight the effectiveness of the proposed schemes, such as their ability to handle the perturbations despite not explicitly designed to counteract the perturbations.
• Finally, we derive an analytical model for time-slot errors and demonstrate the agreement between the simulation results and the analytical model. The remainder of this paper is organized as follows. Section II reviews existing literature on synchronization for MC and outlines the motivation behind time-slot synchronization. Section III presents the system model considered in our study. Section IV describes the design of the TS-MOC system, where we lay down the formal definition of TS-MOC. Additionally, we also present the proposed SIT-Algn and RITAlgn schemes. This section is followed by Section V where we discuss the simulation settings and the results in detail. Finally, in Section VI we conclude the paper with insights into key open research challenges.
II. RELATED WORKS ON SYNCHRONIZATION
Prior works on synchronization studied various cases of synchronization. We classify and review them categorically based on the approach taken -bio-inspired or traditional.
Taking the bio-inspired approach, an MCN attains synchronization when the concentration of the self-regulating molecules known as autoinducers reaches a certain threshold [10] . Extending the same concept to a cluster of nanomachines, an MCN is able to achieve frequency synchronization [11] . Furthermore, the authors approximate the oscillations as clock signals. In contrast, molecules known as inhibitors are used to achieve different patterns of frequency synchronization [12] , [13] . The patterns -in-phase or anti-phase -are influenced by the distance between the nanomachines and the concentration threshold. In [14] , phase synchronization was achieved through the exchange of molecular beacon signals. Similarly, extending the concept of the phase-locked loop (PLL) to MC, a molecular PLL was designed to perform phase synchronization [15] . A joint synchronization and detection scheme exploiting the differences in the arrival times between a pilot signal and a data signal was studied in [16] .
In the traditional approach, an MCN achieves synchronization through the exchange of time-stamped messages to obtain the time information. The time information may be used to estimate various parameters, such as skew, offset, and propagation delay. In [6] , [17] - [19] , estimators are derived to obtain the offsets and the skews for Inverse Gaussian channels and Gaussian channels. Similarly, estimators are proposed to achieve symbol synchronization [20] - [22] . A blind synchronization using non-decision directed maximum likelihood estimator is derived in [23] .
We note that while these works lay the foundation for synchronization in MC, they do not address time-slot errors. Motivated by the gap in the literature, we draw our attention to time-slot synchronization. Rather than focusing on a common time (namely, time-synchronization, which may be energy inefficient and complex), time-slot synchronization aims to synchronize the time-slots and are, therefore, energy efficient [24] . In that sense, time-slot synchronization is considered a special case of time-synchronization [25] .
III. SYSTEM MODEL
We consider two spherical nanomachines separated by a distance, d, between their closest surface points. The transmitter emits a pulse of molecules, G, into the environment. This behavior is similar to the instantaneous release of molecules from a vesicle and the shape of the released molecules is analogous to an impulse signal [12] , [26] . The emitted molecules traverse independently in an unbounded three-dimensional environment towards the receiver. Flow is absent in the channel, and therefore the molecules rely solely on Brownian motion for their movements. Consequently, the molecules arrive independently at the receiver and the distribution of their arrival or hitting time is left-skewed with a heavyright tail, namely Lévy distribution [27] - [29] . The transmitter is considered to be a reflecting transmitter (i.e., hitting molecules are reflected) while the receiver is considered to be a fully-absorbing receiver (i.e., whenever a molecule hits the receiver the molecule is absorbed by the receiver and removed from the environment) [29] - [31] . Furthermore, we assume that a receiver can immediately transmit a signal back to the channel.
Information is encoded using concentration shift keying where a set of molecules are emitted from a transmitter, and the concentration is monitored and thresholded for signal detection at the receiver [32] . In this work, the propagation delay is defined as the peak time of the signal (i.e., the time it takes to reach the maximum concentration of the arriving molecules at the receiver), which is similarly defined in [29] . (Note that peak time of a signal should not be confused with the peak time of an oscillation. To avoid confusion, we refer to the peak time of a signal as the maximum concentration of the arriving molecules, wherever necessary.) Owing to the stochastic motion of the signal molecules, we consider noises in the measured concentration, which leads to variability in the propagation delay. Therefore, we note that the propagation delay is a random variable and is different from the hitting time random variable since it focuses on the probability of absorbing the maximum amount of molecules at a specific time. We also note that there is no firm analytical model of propagation delay that we defined for a molecular diffusion channel, unlike the hitting time distribution in simple scenarios such as point source and spherical absorber. Furthermore, we reiterate that the definition of propagation delay differs from that defined in the literature of timing channels [33 and references therein].
Additionally, we consider the nanomachines to be equipped with identical excitatory biological oscillators [34] . For the sake of brevity, we do not describe the internal workings of the oscillator and direct the readers to the original article [34] and for more background information on oscillators, we direct the readers to the survey article [3 and references therein]. For simplicity, the oscillators have a fixed frequency, i.e., skews are assumed absent. By laying down that assumption, the oscillators will have the same oscillation period for the duration of the study. We note that though the oscillators are free of skews, time-slot errors will persist as it is a function of the offset in addition to the propagation delay. Furthermore, that assumption allows us to study in isolation the effects of the offsets and the propagation delay on the time-slot error. We note that addressing the skew issue is beyond the scope of this study.
IV. TIME-SLOTTED MOLECULAR COMMUNICATION SYSTEM
We name the proposed framework that utilizes biological oscillators to estimate the boundaries of the time-slots as time-slotted molecular communication (TS-MOC) system. As might be expected, TS-MOC divides time into timeslots where each time-slot duration has a length equal to integer multiples of the oscillation period (duration between the peaks of two consecutive pulses). In each time-slot, a nanomachine may perform simple functions: message transmission, reception, or both; overhead functions such as synchronization; and advanced overhead functions such as channel estimation. We consider TS-MOC to be a generic framework in the sense that one may employ any biological oscillator and in any manner depending on a system's requirements. For example, a nanomachine could obtain the boundary information either from an embedded oscillator, such as the repressilator or from a central oscillator, such as the rhythmic heartbeat. From the perspective of a network topology, the former leads to a distributed topology, while the latter leads to a centralized topology. In this study, we considered the former. T , T slot , t gi , and t dp denotes the oscillation period, the durations of the time-slot, guard interval part, and the data part, respectively. Pulses are exaggerated for illustration purposes.
is mapped to the peaks of the oscillation. A unique feature of biological oscillators is the relatively slow oscillation frequencies (up to 500 mHz) compared with quartz crystal oscillators (up to 4 GHz) [3 and references therein]. Therefore, T , which is inversely proportional to the frequency, will be sufficiently large to be considered the time-slot duration, T slot .
Definition 1: TS-MOC is a time-slotted molecular communication system, wherein the beginning and the end of a timeslot is demarcated by the time instants at which the peaks of the oscillations from a biological oscillator occur.
A single bipartite time-slot is composed of a guard interval part and a data part (cf. Fig. 2 ). The guard interval part, inserted at the start of the time-slots, act as tolerance against the errors. The data part is used to perform any of the functions mentioned earlier. Therefore, the duration of T slot is the sum of the guard interval duration (t gi ) and the data part duration (t dp ) given as T slot = t gi + t dp , t gi << t dp .
(
One of the systems where we can implement the TS-MOC framework is a TDMA system. In a TDMA system, a timeslot at the receiver (which could be a central node that gathers data from multiple nodes) needs to be exclusively allocated to a single sender. Intuitively, to use the allocated time-slot efficiently, the message needs to arrive at the beginning of a time-slot. That intuition leads us to establish the following criterion.
Criterion 1: In TS-MOC, the transmission of a signal may not necessarily be at the beginning of a time-slot. However, the reception of the signal must be at the beginning of a time-slot.
To elaborate further on the importance of criterion 1, we consider the following example as shown in Fig. 3 .
Example 1: Suppose, a signal is transmitted by the SN at the beginning of a transmission time-slot, say t 0 . The signal arrives after some delay at the RN at t arv given by
Let t bgn denote the beginning of a time-slot at which the signal is expected to arrive. From Criterion 1, t arv must be equal to t bgn . Clearly, for t arv = t bgn , the transmission time t must take into account the T delay , otherwise time-slot errors (ε) will occur, i.e., ε = t arv − t bgn > 0. We refer to the time instant t 0 that guarantees t arv = t bgn as the actual transmission time, denoted by t att , and can be expressed as
In addition to the importance of criterion 1 that we just described, Criterion 1 may help reduce the influence of the heavy-right tail distribution of the molecules on the subsequent time-slots, which may effectively combat the interferences, such as inter-symbol interferences (ISI). We note that the analysis of ISI is beyond the scope of the paper.
A. SENDER-INITIATED TIME-SLOT ALIGNMENT
To address time-slot errors, through the determination of t att , we develop a novel time-slot synchronization technique, namely, the sender-initiated time-slot alignment (SIT-Algn) technique. SIT-Algn combats the effects of the random propagation delay on t arv . More specifically, without using timestamps, SIT-Algn estimates T delay and t bgn , which are then used to obtain the t att . T delay will be different for each signal, which we denote as T (1) delay , T (2) delay , T (3) delay , and T (4) delay . We note that the numbers in round brackets identify the propagation delays associated with every signal transmission. As we stated earlier and to the best of our knowledge, there is no firm analytical model of the propagation delay (i.e., the distribution of the peak time of a signal) in a molecular diffusion channel. Hence, we adopt an approximated model, where the propagation delay is once estimated, and then all remaining propagation delays are assumed the same as the estimated value.
Note that in naming the proposed scheme, without loss of generality, we prefer the term 'alignment' over 'synchronization' mainly because to attain synchronism the goal of the proposed scheme is to align the signal arrival time to the beginning time of a time-slot.
SIT-Algn's operation consists of a series of signal exchanges. As shown in Fig. 4 , SIT-Algn begins with the SN transmitting a signal at a time S = 0 s to the RN. The signal arrives at the RN at P A = S+T (1) delay , where T (1) delay is unknown. On receiving the signal, the RN immediately responds with a signal to the SN, which arrives at the SN at P B = P A +T (2) delay . SN records P B . Then using the observed value of P B , the SN can estimate the propagation delay aŝ
whereT delay is the estimated T delay . Meanwhile, soon after RN records P A , RN performs a second action by transmitting another signal at the time P C , which is the beginning of the next time-slot following P A . The signal arrives at the SN at
delay . Then SN records the arrival time as P D . Using the information of P D andT delay , SN can obtain the time at which the second signal was transmitted, P C , aŝ
Next, we need to obtain the parameter m, which is the number of time-slots betweenP C and the t bgn of the time-slot whose beginning we intend to align with the t arv . Then m is given by
where x is the ceiling operator that maps x to the nearest integer greater than or equal to x. The constant 2 denotes the number of propagation delays occurring betweenP C and t bgn . Recall thatT delay is an approximation and as such the product of the constant andT delay is also an approximation. Then the t bgn of the time-slot at which we intend to align the t arv is given byt
wheret bgn is the estimate of t bgn . Substituting (4) and (7) in (3), the t att can be obtained as
By obtaining the t att through (8), the SN can proceed to perform a signal transmission such that the signal will arrive at t bgn . Substituting (4) - (7) in (8) and rearranging in terms of P D and P B we obtain
From (9), we can see that SIT-Algn requires only two recorded observations, i.e., P B and P D . Moreover, from (1), it follows that a signal transmitted at t att will arrive after a delay T
delay as
delay . 
1) ANALYTICAL MODEL OF THE TIME-SLOT ERROR
We shall now derive the analytical model of the time-slot error. Substituting (9) in (10) we get
Representing the terms P B and P D outside the ceiling operator by their respective propagation delays yields
From (12) we can obtain the error as
where
delay , T
delay , and T (4) delay are independent and identically distributed (i.i.d.) random variables with Normal distribution N (µ, σ 2 ). For simplicity, we treat propagation delays as Normal distribution as was done in the literature [19] . Due to the property of Normal distribution, ε also follows a Normal distribution with zero mean and 4σ 2 variance [35] . In terms of the expectation operator, we get
= 4σ 2 . Remark 1: SIT-Algn may be applied to MCNs analogous to sensor networks. For instance, scenarios where a sensor node (i.e., the sender) needs to establish synchronization before it transmits data to the sink (i.e., the receiver). Such cases may arise when a sensor node has critical data for transmission and requires establishing the synchronization immediately. Another plausible scenario is a sensor node requiring synchronization before carrying out a point-to-point communication with a nearby sensor node.
B. RECEIVER-INITIATED TIME-SLOT ALIGNMENT
Receiver-initiated time-slot alignment (RIT-Algn), much like SIT-Algn, aims to address the time-slot errors through the determination of t att . Additionally, RIT-Algn does not use time-stamps as well. In contrast, however, as the name suggests RIT-Algn is a receiver-initiated scheme and operates differently.
As shown in Fig. 5 , the synchronization begins with the RN transmitting a signal at time S = 0 s to the SN. The signal arrives at the SN at P A = S + T (1) delay . On receiving the signal, the SN records P A and immediately responds to the RN with a signal, which arrives at RN at P B = P A + T (2) delay . Then, RN does not need to observe the arrival time and immediately responds to the SN with a signal, which arrives at the SN at P C = P B + T (3) delay . SN records P C . Using the observed values of P A and P C , the SN can estimate the propagation delay aŝ
On obtaining the information ofT delay , the SN can proceed to obtain the t att . To do so, first, it obtains the parameter m. For RIT-Algn, m is the number of time-slots between S and the t bgn of the time-slot whose beginning we intend to align with the t arv . Then m is given by
Similar to (6), the constant 4 denotes the number of propagation delays occurring between S and t bgn . Here again, we note that the product of the constant andT delay is also an approximated value. Let the estimation of S bê
Then the estimate of t bgn is given bŷ
Substituting (14) and (17) in (3), the t att can be obtained as By obtaining the t att through (18), the SN can proceed to perform a signal transmission such that the signal will arrive at the expected t bgn . Substituting (14) - (17) in (18) and rearranging in terms of P C and P A yields
From (19) , similar to SIT-Algn, we can see that RIT-Algn also requires only two recorded observations, i.e., P A and P C . Moreover, from (1)
delay .
By applying the same mathematical treatment discussed in Section IV-A-a, we can easily obtain the same analytical model of the time-slot error as ε ∼ N (0, 4σ 2 ). We note that mapping of the distribution parameters to the physical attributes of a molecular channel and a nanomachine remains as an open research challenge.
Remark 2: RIT-Algn can be applied to MCNs analogous to sensor networks where a sink (i.e., the receiver) needs to establish synchronization before it starts to receive data from a sensor node or multiple sensor nodes (i.e., the sender(s)).
V. SIMULATION MODEL AND RESULTS
An event-driven simulator was built upon the particlebased MolecUlar CommunicatIoN (MUCIN) simulator in MATLAB software [30] . Through MUCIN, we simulated and recorded the propagation delays experienced by the signals. Then, we built an event-driven simulator that implements the events described in (4) to (10) and (14) to (18) . For the detailed working of MUCIN, we direct the readers to the main literature [30] . The radius of the spherical nanomachines are set to 4µm, diffusion coefficient, D, is set at 79.4 µm 2 /s, and data are sampled after every 0.001 s. Unless specified otherwise, distance, guard intervals, and the number of emitted molecules are varied as d = {5, 6, 7, 8, 9, 10} µm, t gi = {0.1, 0.2, 0.3, 0.4, 0.5} s, and G = {1000, 2000, 4000, 6000, 8000} molecules, respectively. T slot is set to 2 s, which is reported to be the period of oscillation of a biological oscillator [34] ; and in addition, for our system model, this value is sufficiently long to avoid ISI. Except for the values of t gi , which are 5%, 10%, 15%, 20%, and 25% of T slot , the remaining parameters' values are those that are commonly found in the literature [30] , [36] . The perturbations are uniformly generated in the range [−T slot , T slot ] s that covers all possible cases of desynchronization that a time-slot might suffer. This range also includes the worst-case scenario -advanced or lagged by a whole time-slot duration. We note that using a uniform random generator allows us to check the robustness against any values of perturbations.
To evaluate the performances of the schemes, we calculate the time-slot error as
In addition to ε, the mean squared error (MSE) between t arv and t bgn is also used as an evaluation metric. The MSE is expressed as
where t bgn are the values of t arv and t bgn obtained in the j-th replication, respectively. M is the number of replications, which is set to 10 6 . We note that MSE obtained in (22) is the simulation result that corresponds to the analytical result Var [ε] (= 4σ 2 ) obtained using the analytical model of the time-slot error in (13) 
, where E [ε] = 0. We also note that the analytical model derived in (13) applies only to the case without guard intervals.
Another evaluation metric we considered is the energy cost -the total energy spent in the emission of the signal molecules used during synchronization. To calculate the energy cost, we use the model of the energy required for the synthesis and transportation of hexose isomers presented in [37] , which is a modified version of the model developed for proteins presented in [38] . Then, the energy cost, E cost , is given by
where E T is the total energy required to synthesize G number of molecules and n is the total number of signaling overheads required to complete synchronization. For the sake of clarity, we reproduce the formulation of E T which is given by [37] 
where E S is the synthesizing cost of one hexose molecule calculated from the sum of bond energies (e.g., the enthalpy change), and E V is the vesicle-synthesizing cost having a radius of r V . E C is the cost of intra-cellular transportation having cell radius of r unit , E E is for membrane fusion, and c V is the vesicle capacity, the number of messenger molecules one vesicle can carry, which is related to the radius of messenger molecules r m .
To highlight the effectiveness of the proposed schemes, we compare their performances with an MLE-based synchronization scheme [18] . The rationale for choosing [18] as the comparing scheme is mainly for two reasons. Firstly, for the fact that they also consider clock offsets as the only source of perturbations in the oscillators. Secondly, unlike our approach, they consider time-stamps to perform synchronization. Briefly, the comparing scheme performs N rounds of two-way message exchanges to obtain the time observations and use that information to estimate the offset and the propagation delay. We set N = 5, which is a feasible value to find a reasonable estimate of the parameters mentioned above while maintaining a lower energy cost. We note that the transmission time in the comparing scheme is the time within a time-slot immediately after the estimation of the parameters and it is calculated using the estimates of the offset and propagation delay.
In the following sections, we present the performance analysis in terms of ε, MSE, and energy cost. First, we analyze the behavior of ε under different perturbation conditions with a fixed G and without guard interval.
A. ANALYSIS OF ε BEHAVIOR TO PERTURBATIONS
The cumulative distribution function (CDF) of ε with t gi = 0 s, d = 5 µm, and G = 8000 molecules is presented in Fig. 6 . We reiterate that the value of ε indicates how close t arv is to the t bgn . It can be observed that the proposed schemes have relatively higher convergence rates. The convergence rate is the rate at which the CDF curves converge towards 1. Additionally, we can observe that the proposed schemes have smaller error limits relative to the comparing scheme. Error limits refer to the maximum error value. When perturbations are introduced, we can observe that the performances of the proposed schemes are identical to the case without perturbations and hence the schemes are perturbation-invariant (cf. Fig. 6 : the curves without and with perturbations are overlapping with one another). The perturbation-invariant behavior suggests that the initial perturbations do not affect the performance. A similar observation was also reported in [18] , which supports our observations and implies that SIT-Algn and RIT-Algn are robust to perturbations. Evidently, that observation makes us believe that while the proposed SIT-Algn and RIT-Algn schemes are not designed to estimate the perturbations and do not utilize time-stamped messages, they can to some degree inherently counteract the perturbations. In contrast, we can observe that the performance of the comparing scheme worsens with the introduction of the perturbations. This relatively poor performance is because the comparing scheme lacks determination of t att whereas the proposed schemes do not.
Additionally, we can observe that the SIT-Algn and RIT-Algn perform identically to each other (cf. Fig. 6 : overlapped solid, dashed, squared, and asterisked lines). Recall that they are designed with different initiation approaches. This observation implies that while they may differ in the operation mechanism, they aim to reduce time-slot error in the same fashion.
In the next section, we analyze the effects of the guard interval. Unless specified otherwise, hereon, we consider the presence of oscillation perturbations.
B. ANALYSIS OF ε BEHAVIOR TO GUARD INTERVAL
In Fig. 7 , the CDF of ε in response to guard interval, i.e., t gi > 0 s, is plotted and analyzed. We can observe that the performance improves with the insertion of the guard intervals. For instance, for the proposed schemes, when t gi = 0.2 s, ninety-five percent of the time there are no time-slot errors and when t gi = 0.4 s, it is approximately a hundred percent. In other words, the errors can be reduced to almost zero percent or to about five percent. Merely doubling the guard interval yields an improvement of five percent. In contrast, for the comparing scheme, when t gi = 0.2 s, forty percent of the time there are no time-slot errors and when t gi = 0.4 s, it is approximately seventy-five percent, which translates to an improvement of about thirty-five percent. While this margin may seem remarkable, it is negated by the fact that nearly twenty-five to sixty percent of errors remain in the system. Cleary, we can see that the proposed schemes can perform up to twenty-five times better than the comparing scheme. We note that beyond the given t gi values, the straight lines turn into curves that ascend towards 1. These ascending curves reflect the fact that errors higher than the assigned t gi value cannot be mitigated and therefore the curves represent the errors that remain in the system.
In the next section, we analyze the number of emitted molecules per signal transmission on the performances. Unless specified otherwise, hereon, we consider the addition of guard intervals. Fig. 8 plots the CDF of ε in response to different numbers of emitted molecules with d = 5 µm. For the proposed schemes, we can observe that the convergence rate improves as the number of emitted molecules increases. The improvement is because increasing the number of emitted molecules reduces noises in the measured concentration. As a result, the variances in the propagation delay are lowered. Moreover, we can observe that the error limits are constrained to 0.12 s and 0.2 s for G = 8000 and G = 2000, respectively (cf. red 'x' markers in Fig. 8) . We, therefore, note that in the proposed schemes the time-slot error is a function of the number of emitted molecules. In contrast, the convergence rates and the error limits for the comparing scheme are relatively slow and relatively large, respectively. (Marker for error limit of 2 s is not shown to avoid compression of the x-axis). Although we do not show the error limits of the comparing scheme, we note that they are the same for both cases of the number of emitted molecules. This error limit suggests a plausible correlation between the errors in the comparing scheme and the maximum offset considered in our simulations: 2 s. From here, we can infer that the proposed schemes can effectively reduce the error limits to values that are significantly smaller than that of the comparing scheme.
C. ANALYSIS OF ε BEHAVIOR TO THE NUMBER OF EMITTED MOLECULES
In the next section, we analyze the performance in terms of the MSE against distance, guard interval, and the number of emitted molecules. Table 2 . Regardless of guard intervals, we can observe that MSE is an increasing function of the distance. The increase is expected because larger the distance, lesser number of molecules reach the receiver and that increases the noises in measured concentration. Recall that noises in measured concentration affect the variance of the propagation delay. Thus, the distance also influences the variance of the propagation delay. Without guard intervals, the proposed schemes outperform the comparing scheme by up to three orders of magnitude. Clearly, it is evident that the proposed schemes can effectively handle time-slot errors even in the absence of time-stamps and perturbation knowledge. With guard intervals, we can observe that the proposed schemes outperform the comparing scheme by up to five orders of magnitude. That implies, with guard intervals, the proposed schemes are enhanced by up to two orders of magnitude. Furthermore, we can observe that the To analyze the individual effects of the guard intervals on the performance, we plot Fig. 10 . Here, each data point represents the data averaged over varying distances for each fixed value of guard interval and with G = 8000 molecules. For the proposed schemes, we can observe that the MSE is a concave downward function of the guard interval. The improvement is expected because guard intervals increase the error tolerance. However, the comparing scheme has negligible improvements in comparison to the proposed schemes. Clearly, this negligible improvement indicates that large durations of guard interval are required for the comparing scheme to compensate for the lack of t att . This method may be inefficient. As we know, the use of large guard interval durations will reduce the duration of the data part, which will negatively affect the throughput of a system. Therefore, as the proposed schemes do not require large durations of the guard interval, we note that they are well suited for TS-MOC systems. Fig. 11 plots the behavior of the MSE against the number of emitted molecules. Each data point represents the data averaged over different guard intervals for each fixed value of the number of emitted molecules and with d = 5 µm. For the proposed schemes, we can observe that the MSE decreases as a function of the number of emitted molecules owing to the decrease in the noises of the measured concentrations. In contrast, we observe that the number of emitted molecules does not bear any significant influence on the comparing scheme. From these observations, we can infer two things. On the one hand, it is evident that increasing the number of emitted molecules enhances the performance of the proposed schemes by up to three orders of magnitude (without guard intervals case). On the other hand, since the VOLUME 7, 2019 comparing scheme inherently cannot handle time-slot errors, it is evident that increasing the number of emitted molecules does not enhance its performance whatsoever. With guard intervals, we observe that the performance of the proposed schemes is enhanced even further. In contrast, we observe no significant enhancements for that of the comparing scheme. We note that the overall improvements in terms of the order of magnitude are the same as those observed in Fig. 9 . Here again, we observe that the simulation results (without guard intervals case) are in good agreement with the analytical results.
Finally, in the next section, we study the energy spent during synchronization. In particular, we consider the energy spent in synthesizing and transporting the signaling molecules for synchronization.
E. ANALYSIS OF ENERGY COST
We evaluate the energy cost as defined by (22) . The value of n is 4 for the proposed schemes, while for the comparing scheme n is 2N +1, where N is the number of rounds of signal exchanges, each round consists of two signal exchanges, hence the product term 2N . For fairness, we included an additional signal to the comparing scheme to check the time-slot synchronization accuracy, hence the integer 1. The parameter values of (23) are the same as those found in the literature [37] , [38] .
As shown in Fig. 12 , when the number of emitted molecules increases, E cost grows linearly. We observe that E cost is the same for the proposed schemes as they have the same number of signal exchanges. The E cost of the comparing scheme increases drastically and is almost three times the E cost of the proposed schemes at G = 8000. From here, we can clearly see that the proposed schemes require low amounts of energy to perform synchronization. Comparing the results obtained in Fig. 11 and Fig. 12 , we observe that a trade-off exists between E cost and MSE. This trade-off is vividly reflected for the proposed schemes but not for the comparing scheme. To this end, we remark that the schemes which are not inherently designed for TS-MOC systems, and more specifically for handling the time-slot errors, this particular trade-off may be non-existent.
In Fig. 13 , we plot the E cost per unit time -energy cost over the total time taken to complete synchronizationversus the number of emitted molecules. Here, we observe that SIT-Algn has a lower E cost per unit time than RIT-Algn. Recall that the proposed schemes spent the same E cost . Thus, we can infer that SIT-Algn takes a longer time to complete synchronization, which we found out to be about 3.2 s and RIT-Algn's is about 2 s. In the case of the comparing scheme, the time taken to complete synchronization is larger than the proposed schemes, i.e., about 5.2 s. The larger completion time may make one believe that this might result in a lower E cost per unit time. That is not the case. As we just observed that the comparing scheme has a very high E cost , which negates the possibility that the high completion time could effectively lower its E cost per unit time. Therefore, the E cost per unit time of the comparing scheme remains higher than that of the proposed schemes. From here, we can infer that E cost per unit time can be lowered either by having a low E cost or large completion time. However, we caution that it is preferable to have a smaller completion time alongside a lower E cost .
VI. CONCLUSIONS AND DISCUSSIONS
In this paper, we proposed the design of a TS-MOC system based on the peak times of a biological oscillator. We positioned that such a bioinspired approach will greatly benefit applications of MC that are targeted towards the human body. To overcome the time-slot error problem, which was revealed to be attributed to the combined effects of oscillation perturbations and the variances in the propagation delay, we proposed two time-slot synchronization techniques, namely, SIT-Algn and RIT-Algn. We designed both schemes to obtain the appropriate transmission time of a signal to compensate for the propagation delay, effectively reducing the time-slot errors. Additionally, we derived an analytical model for the mean squared error.
The results show that the proposed schemes achieve timeslot synchronization with relatively lower errors and energy costs, which indicates that the proposed schemes are well suited for TS-MOC systems in terms of robustness and energy-efficiency. It was further shown that that SIT-Algn and RIT-Algn could counteract, to some degree, the perturbations despite not being explicitly designed to handle the perturbations, proving further their effectiveness. A key finding of the study is the tradeoff between the time-slot errors and the energy costs, which can be a useful tool for determining the number of emitted molecules in relation to the permissible errors in a system. Additionally, we observed that the distance parameter has a strong influence on the errors, which can be a useful tool in determining the network coverage area. Although the proposed schemes have identical performances, they are designed for different deployment scenarios. Nonetheless, we observed that SIT-Algn has a longer completion time than RIT-Algn. Finally, we also demonstrated that the simulations are in good agreement with the analytical model. This study, however, disregards the propagation time of the signal molecules within a nanomachine, such as the time it takes the vesicles to reach the surface of a cell and release the molecules into the environment. For simplicity, this propagation time may be considered to be fixed (and may, therefore, be known to the nanomachines). In reality, the propagation time of the vesicles may be random. The study also disregards the effects of the non-trivial tailing molecules of a signal (or heavy-right tail distribution), which could linger in the subsequent time-slots if the time-slots' duration is not sufficiently long to compensate for the tailing molecules. In such cases, these tailing molecules may interfere with a current signal in a current time-slot and is a pervasive problem faced by MC systems. Additionally, the investigations solely pertain to the case where a receiver is not performing any other communication-related operation, such as receiving a transmission from another nanomachine. Practically, if a receiver is busy, it may not be able to accept an incoming transmission and may lead to collisions. These collisions may affect the throughput of an MCN.
The issues mentioned above remain as open research challenges and addressing them will be vital to the advancement of the research topic under consideration.
