Abstract. Let n and a be relatively prime positive integers, n > 1. We prove that the multiplicative inverse of a modulo n is the first remainder less than n when the Euclidean algorithm is performed with n 2 and an + 1. The algorithm emerges from symmetries in the sequences of quotients and remainders.
Let's work through an example. Choose two relatively prime positive integers n and a, and to simplify matters assume that n > 2a. We'll choose n = 232 and a = 105, but we encourage you to follow along with your own choices. Perform the Euclidean algorithm with n 2 and an+1. The first remainder less than n is 137, and 137 is an inverse for n modulo a.
The algorithm emerges from two elegant symmetries in the above equations.
1. The easier to spot is the near-symmetry of the sequence of quotients just to the right of the equality signs:
(1) 2, 4, 1, 3, 2, 3, 1, 2, 3, 1, 4, 2
This near-symmetry, spoiled only by a middle pair of terms that differ by 2, will be shown to arise if and only if the inputs to the Euclidean algorithm have the form n 2 , an ± 1.
2.
The other pattern becomes visible upon multiplying all of the remainders by a and computing for each such product the residue modulo n that is smallest in absolute value. In our example, we multiply 5102 by 105 and reduce modulo 232 to get 22. Doing the same with the succeeding remainders 3953, 1149, etc., stopping at the remainder 2, gives the sequence of residues:
(2) 22, 17, 5, 2, 1, −1, 2, −5, 17, −22
Ignoring signs, it's a symmetric sequence. We may incorporate the final two remainders 1 and 0 into the sequence by considering the initial numbers n 2 and an + 1 to be "remainders" themselves. The sequence obtained by appending and prepending corresponding terms is again symmetric up to signs.
It is no accident that the first half of sequence (2) is positive and decreasing. In our example, the Euclidean algorithm with n and a has the steps 232 = 2 · 105 + 22 105 = 4 · 22 + 17 22 = 1 · 17 + 5
The first five quotients and remainders match the first five terms in the sequences (1) and (2) respectively. The new algorithm for computing multiplicative inverses arises from observing that for all choices of n and a, the residue 1 will be a term in the sequence produced in the same manner as (2). We will verify the patterns described above in Section 2. Section 3 will give some perspective and describe related results. The sufficiently intrigued reader will be thinking, "What if n and a are not relatively prime?" or, "What if we consider instead n 3 and an 2 + 1"? These and other questions be investigated in Section 4.
We believe that this article has pedagogical value. Students are less prone to mistakes working by hand with the new algorithm rather than the extended Euclidean algorithm or Blankinship's matrix algorithm [1] . While the new algorithm is non-intuitive, it's proof is elementary and is an amalgam of topics encountered by a student learning formal reasoning: the Euclidean algorithm, basic properties of congruences, and mathematical induction. The student who does not yet grasp the importance of quantification in the division algorithm would do well to study the proof of Theorem 1.
Furthermore, the patterns and algorithm described above all carry over to the setting of polynomials with coefficients in a field (the algorithm should be terminated at the remainder whose degree equals that of n). Adapting the proofs to the polynomial setting could be an instructive project for a student of abstract algebra.
Continuants
For positive integers u and v, let EA(u, v) denote the sequence of equations of the Euclidean algorithm when commenced by dividing v into u. If d is the greatest common divisor of u and v, then EA(u, v) has the form
. . . 
Proof. For i = 0, the equation is just u = u. Assume that u = β i r i−1 + β i−1 r i for some i with 0 ≤ i ≤ s − 1. Then 
1 . The induction step can be proved by tedious algebra or simply by taking determinants of both sides of
Fix positive integers n and a with gcd(n, a) = 1. In this section we give an explicit description of the quotients and remainders of EA(n 2 , an ± 1) in terms of the quotients, remainders, and continuants of EA(n, a). The algorithm for computing inverses in modular arithmetic falls out of this description. 
is the sequence of 2s equations
If a > n 2 , then EA(n 2 , an ± 1) has 2s−1 equations -the same as above except the final two equations are replaced by one of these:
Proof. Because gcd(n, a) = 1, the final quotient q s of EA(n, a) equals the remainder r s−2 , hence is at least 2. That the numbers t i with −1 ≤ i ≤ s − 1 are positive follows from the inequality n > β i , which itself follows from Lemma 2 with u = n and v = a. The purported quotients and remainders of EA(n 2 , an ± 1) given in the theorem are therefore positive (except the final remainder, which is zero). Thus, to prove that the steps of EA(n 2 , an ± 1) are as described, we must show two things:
(1) Each of the given steps is a valid equality (2) Each remainder is less than the corresponding divisor Everything will then follow from the uniqueness of the quotient and remainder in the division algorithm. For s + 2 ≤ i ≤ 2s, the equation β 2s+1−i = q 2s+1−i · β 2s−i + β 2s−1−i is simply the recurrence relation for the sequence of continuants. For 1 ≤ i ≤ s − 1, the equality t i−2 = q i t i−1 + t i can be deduced from the equation EA i (n, a) and the recurrence relation for the continuants. To verify the middle two equations in the theorem, we first note that because n and a are relatively prime, we have r s−1 = 1, t s−1 = n ± (−1) s−1 β s−1 , and q s = r s−2 . The equations can then be verified using Lemma 2 with u = n, v = a, and i = s − 1:
To prove that each remainder is less than the corresponding divisor, note that when t i = r i n − β i , the inequality t i < t i−1 is immediate from r i < r i−1 . Otherwise, when t i = r i n + β i , the inequality t i < t i−1 is equivalent to β i−1 + β i < (r i−1 − r i ) n, which follows from Lemma 2. For the sth step, we must check that β s−1 < t s−1 . This follows from the s + 1th step t s−1 = q s ± (−1) s−1 β s−1 + β s−2 that we verified above. Finally, if a < n 2 , then q 1 ≥ 2. That β i−1 < β i for 0 ≤ i ≤ s then follows from the recurrence relation for the continuants. When a > n 2 , the inequalities β i−1 < β i still hold except that β 0 = β 1 . Thus, the last two steps must be altered -but the 2s − 1th step will be dividing β 1 = 1 into β 2 when s > 2 or into t 1 when s = 2, so will be the terminal step.
Visible in Theorem 1 is pattern 1 from the introduction, the near-symmetry of the sequence of quotients when a < n 2 . Turning to the remainders, we see the ith and (2s−1−i)th remainders are t i = r i n ± (−1) i β i and β i for −1 ≤ i ≤ s − 1. Modulo n they differ by at most a sign. Furthermore, multiplying t i by a and applying Lemma 1 with u = n and v = a, we find the residue of at i modulo n is r i . Pattern 2 is verified.
Proof of the algorithm for multiplicative inverses. When a = 1, the algorithm is easily validated. If a > n, then the third step of EA(n 2 , an + 1) will be division of rn + 1 into n 2 , where r is the remainder when a is divided by n. Thus, it suffices to assume n > a > 1, so also s > 1.
Theorem 1 implies the first remainder less than n in EA(n 2 , an + 1) is the remainder at the sth step when s is odd and the remainder at the s− 1th step when s is even. For when s is odd and greater than 1, the remainder of EA s−1 (n 2 , an + 1) is t s−1 = n + β s−1 > n, while the remainder of EA s (n 2 , an + 1) is β s−1 , which is less than n by Lemma 2. When s is 2, the first remainder t 1 = n − β 1 is already less than n. When s is even and greater than 2, the remainder of EA s−2 (n 2 , an + 1) is t s−2 = r s−2 n + β s−2 > n, while the remainder of EA s−1 (n 2 , an + 1) is t s−1 = n − β s−1 < n.
If we apply Lemma 1 to EA(n, a), we find aβ s−1 ≡ (−1) s−1 (mod n). Thus when s is odd, the product of a and the first remainder less than n is
When s is even, the product is
We now show that when performing the Euclidean algorithm with relatively prime integers, the pattern of quotients in Theorem 1 can only arise from integers of the form n 2 and an ± 1.
Theorem 2.
Assume that u and v are relatively prime positive integers for which EA(u, v) has sequence of quotients of the form
Then there are positive integers n and a with u = n 2 and v = an ± 1. We have v = an + 1 when the the sth quotient is q s + (−1) s and v = an − 1 when it is q s + (−1)
Proof. Define the sequences (β i ) 
We will show that we may take n = β s and a = α s .
From Lemma 3, the equations EA s (u, v) and EA s+1 (u, v) have the forms
By Lemma 2, u = β i r i−1 + β i−1 r i for i = 0, . . . s. Taking i = s − 1 and substituting the above expressions for r s−2 and r s−1 , we have
If r 1 is the first remainder appearing in EA(u, v), then similar consideration of EA(v, r 1 ) gives v = α s−1 r s−2 + α s−2 r s−1 . Substituting the above expressions for r s−1 and r s , we obtain
The theorem now follows from Lemma 4.
Some perspective
The algorithm presented above resembles an old algorithm for representing a number as a sum of two squares. According to the Two Squares Theorem, an odd prime number is a sum of two squares precisely when it is congruent to 1 modulo 4. Fermat formulated this theorem and proposed to prove it using the "method of descent", but it seems Euler was the first to furnish the details. Several other methods were known to work by the middle of the nineteenth century when there arose three new proofs ( [4] , [6] , and [7] ) exploiting the same observation: for each prime p congruent to 1 modulo 4, there is a unique integer a with 1 < a < p 2 for which the simple continued fraction expansion of p a is symmetric. We make this more precise in the following theorem; for a proof, see [5] . [4] , [6] , and [7] give rise to rather ungainly algorithms for representing a prime as a sum of squares. We obtain a charming and efficient algorithm by changing our perspective from continued fractions to the Euclidean algorithm (see [3] and [2] ). If n a has the continued fraction expansion in the above theorem, it is well known that q 1 , q 2 , q 3 , . . . , q 3 , q 2 , q 1 is the sequence of quotients produced by the Euclidean Algorithm with n and a. The two squares algorithm comes from considering the corresponding remainders. If we perform the Euclidean algorithm with a prime n congruent to 1 modulo 4 and the smallest positive integer a satisfying a 2 ≡ −1 mod n, then the first two remainders less than √ n are what we want -their squares sum to n.
We will not do much to demystify the striking analogy between this algorithm and the new multiplicative inverse algorithm, and also between the symmetries occurring in the corresponding sequences of quotients. However, we note that the symmetries require the sequences to have even length. The following proposition shows when this parity condition is met. 
The proposition thus shows that EA(n 2 , an ± 1) with arbitrary n and a and EA(n, a) with a 2 ≡ −1 (mod n) both take an even number of steps when a < n 2 -a fact apparent in Theorems 1 and 3. Proof of Proposition. We use induction on the number of steps s of EA(u, v). If s = 1, then v and v −1 are both 1. Now fix s and assume the proposition is true whenever EA(u, v) takes s steps. Fix a pair u, v for which EA(u, v) takes s + 1 steps. Let the first step be u = q 1 v + r 1 , so EA(v, r 1 ) takes s steps. Let k be the integer for which vv We can hope to find symmetry in the sequence of quotients of EA(u, v) when we can systematically produce pairs u, v for which EA(u, v) has an even number of steps. Proposition 3 indicates where to look. We might, for instance, try to generalize the results of Section 2 to
, it takes an even number of steps. Computing some examples reveals there is indeed some structure, but also that this structure can arise from other pairs of integers. A complete classification result requires us to generalize further to EA(bn 2 , ban ± 1) for positive integers a, b, and n; EA(n d , an d−1 ± 1) arises as the special case where b = n d−2 . We now give a complete description of EA(bn 2 , ban ± 1) for positive integers a, b, and n. Thus, to describe EA(bn 2 , ban ± 1) in general, we need only consider triples a, b, n with gcd(n, a) = 1. The case b = 1 is the subject of Section 2, so we assume b ≥ 2. i+k
is the sequence of 2s + 2 equations
When a < n 2 and (−1) s+k = 1, steps s through s + 3 change to:
If a > n 2 , then EA(bn 2 , ban + (−1) k ) has 2s + 1 equations -the same as above, except that the final two equations are replaced by one of these:
Proof. It follows as in the proof of Theorem 1 that the purported quotients and remainders given above are positive (excluding the final remainder), and as in that proof, we must show:
(1) Each of the given steps is a valid equality (2) Each remainder is less than the corresponding divisor The equations β 2s+3−i = q 2s+3−i · β 2s+2−i + β 2s+1−i and t i−2 = q i t i−1 + t i can be deduced as in the proof of Theorem 1. The equations t s−1 = 1 · (t s−1 − n) + n and n = 1 · (n − β s−1 ) + β s−1 are clearly true. Setting u = n, v = a, and i = s in Lemma 2, we see that β s = n. Thus, the equations n = q s · β s−1 + β s−2 and n − β s−1 = (q s − 1)β s−1 + β s−2 express the recurrence relation for the continuants.
Since gcd(n, a) = 1, we have r s−1 = 1, t s−1 = bn − (−1) s+k β s−1 , and q s = r s−2 . From this, we obtain the equations t s−1 − n = (b − 1)n + β s−1 when (−1) s+k = −1 and t s−1 = (b − 1)n + (n − β s−1 ) when (−1) s+k = 1. When (−1) s+k = −1, the sth equation is valid since
Similarly, when (−1) s+k = 1,
When (−1) s+k = −1, the inequality t s−1 − n < t s−1 is clear and the inequality n < t s−1 − n follows from the definition of t s−1 and the assumption that b ≥ 2. When (−1) s+k = 1, the inequality n < t s−1 follows from the assumption that b ≥ 2 and from n = β s > β s−1 . The inequality n − β s−1 < n is clear, and the inequality β s−1 < n − β s−1 follows from n = q s β s−1 + β s−2 and q s ≥ 2. That t i < t i−1 for 1 ≤ i ≤ s − 1 follows as in the proof of Theorem 1.
All other inequalities to be verified have the form β i−1 < β i for 0 ≤ i ≤ s. These are valid when a < n 2 . When a > n 2 , the inequalities β i−1 < β i still hold except that β 0 = β 1 . Thus, the last two steps must be altered -but the 2s + 1th step will be dividing β 1 = 1 into β 2 if s > 2 or k is odd, and will be dividing β 1 = 1 into n − β 1 otherwise, so will be the terminal step.
From Theorems 1 and 4, we can devise a new algorithm for writing gcd(n, a) as a linear combination of n and a. It is clunkier than the algorithm for computing multiplicative inverses, so we leave it to the interested reader to write it down.
We now show that the pattern of quotients in Theorem 4 can only arise from integers of the form bn 2 and ban ± 1. We will show that we may take n = β s , a = α s , and b = p + 1. We will verify this for a sequence of quotients of the first form; the other verification is similar.
Assume that EA(u, v) has sequence of quotients of the form The theorem now follows from Lemma 4.
