Abstract. In this paper we study invariant rings arising in the study of finite dimensional algebraic structures. The rings we encounter are graded rings of the form
Introduction
Let K be a field of characteristic zero. Let W be a finite dimensional algebraic structure over K. This can be, for example, an algebra, a Hopf algebra, a comodule algebra et cetera (see [Me16] for a discussion about finite dimensional algebraic structures). Such algebraic structures are given by structure tensors, which are linear maps between tensor powers of W . For example, a multiplication is given by a map m : W ⊗ W → W , and a comultiplication by a map ∆ : W → W ⊗ W . We then understand the algebraic structure as the tuple formed by all structure tensors (m, ∆, . . .).
Geometric invariant theory provides a natural tool to study such algebraic structures. This was carried out in [Me17] and [DKS03] for finite dimensional semisimple Hopf algebras. The idea is the following: by fixing some discrete invariants such as the dimension of the Hopf algebra in [DKS03] or the dimension of the irreducible representations in [Me17] , and by fixing a basis for the Hopf algebra, the Hopf algebra can be described using structure constants. In this way a Hopf algebra can be seen as a point in a certain affine space A N (where N is the total number of structure constants involved). Not all points in A N , however, define Hopf algebras. The subset of points which do define Hopf algebras is an affine sub-variety X ⊆ A N . The structure constants, while containing all the information about the Hopf algebra, are not invariants. They depend on the particular choice of basis for the Hopf algebra or for the irreducible representation of it. The affine space A N is equipped with an action of a reductive algebraic group Γ which stabilizes X such that two points in X define isomorphic Hopf algebras if and only if they lie in the same orbit of Γ. For this reason, the ring of invariants K [X] Γ comes into play here. Indeed, it is known that all the orbits of the action of Γ on X are closed. Geometric Invariant Theory (GIT) tells us that in this case the quotient set X/Γ is again an affine variety, and that K[X/Γ] ∼ = K [X] Γ .
Since the group Γ is reductive, and since restriction of polynomial functions from A N to X is surjective, the short exact sequence
gives rise to a short exact sequence
In other words,
Γ . This means that in order to study K[X] Γ we should study K[A N ] Γ and I Γ . Using Schur-Weyl duality, a set of generators (and in fact, a linear spanning set) for K[A N ] Γ was described in [DKS03] and in [Me17] . The use of Schur-Weyl duality to describe the invariants stems from the work of Procesi [Pr76] who studied tuples of linear endomorphisms of a finite dimensional vector space. Understanding the relations between the generators arising from the Schur-Weyl duality is more difficult. In [Me19] a similar GIT quotient was studied for two-cocycles over an arbitrary finite dimensional Hopf algebra. A description of all relations among these generators was also given. The resulting presentation, however, still has infinitely many generators and infinitely many relations. A finite presentation for the ring of invariants was then given in specific cases.
The most difficult part of the relations among the generators of the ring of invariants are the relations arising from the dimensions of the associated vector spaces. In this paper we will study the Hilbert function and Hilbert series of the rings of invariants using the representation theory of the symmetric groups. We shall do so for two different invariant theory problems. The first will be the invariants for an endomorphism of a tensor product of vector spaces. This problem arises in the study of finite dimensional semisimple Hopf algebras. The second one will be the invariants of a tuple of endomorphisms of a vector space, a problem that was studied by Procesi in [Pr76] .
In [Me17] the affine space A N mentioned above was ⊕ i,j End(V i ⊗ W j ) where (V i ) i are the irreducible representations of the Hopf algebra H and (W j ) j are the irreducible representations of the Hopf algebra H * . The affine group was i GL(V i ) × j GL(W j ). We will relax this problem here, and study the invariant ring
In Section 4 we will prove the following:
where g(λ, µ, ν) are the Kronecker coefficients of S n , and the sum is taken over all partitions λ of n with at most d 1 rows and all partitions µ of n with at most d 2 rows.
In the specific case where d 1 = d 2 = 2, we have the following more concrete calculation:
is the following rational function:
Studying rings of invariants using the combinatorics of the symmetric groups was initiated in [Pr76] . Procesi studied k-tuples of d × d matrices under the action of conjugation by the same invertible matrix. In the language of algebraic structures, this can be understood as a vector space of dimension d equipped with k linear endomorphisms. If we denote the matrices by (M 1 , . . . M k ) then a generating set of invariants is given by
Procesi also proved that all the relations between these invariants are derived from the cyclic property of the trace and the Cayley-Hamilton Theorem.
In this paper we will give a concrete description of the Hilbert function of the invariant ring K[End (W ) ⊕k ] GL(W ) using the Littlewood-Richardson coefficients. We have the following result:
where for λ i ⊢ n i the iterated Littlewood-Richardson coefficient c λ (λ i ) is given in Definition 5.1.
Again, in case d = 2 we get a more concrete description of the Hilbert series:
This paper is organised as follows: In Section 2 we recall some well known results about Hilbert functions, Hilbert series and representations of the symmetric groups. We will also recall Zelevinsky's approach to the representation theory of the symmetric groups, using the PSH-algebra Zel. In Section 3 we will explain how the Kronecker product of representations can be understood in terms of Zelevinsky's algebra Zel. In Section 4 we will apply the results from previous sections to the study the Hilbert function of the invariant ring K[End(V ⊗ W )] GL(V )×GL(W ) in terms of the Kronecker coefficients, and calculate the Hilbert series explicitly in case dim(V ) = dim(W ) = 2. In Section 5 we will study the Hilbert function of the invariant ring K[End (W ) ⊕k ] GL(W ) in terms of the Littlewood-Richardson coefficients, and calculate explicitly the Hilbert series in case dim(W ) = 2.
Preliminaries and notations
Throughout this paper we will work over a field K of characteristic zero. All vector spaces we will consider will be over K, all tensor products will be taken over K (unless otherwise specified), and all dimensions we will consider will be dimensions over K. We recall that for a graded algebra
in which all the homogeneous components A n are finite dimensional the Hilbert function is given by f (n) = dim A n (2.2) and the Hilbert series is
If A is a Noetherian commutative ring its Hilbert series is in fact a rational function (see Chapter 11 of [AM69] ). If m ∈ N is a positive integer then
where it is understood that f (n) = 0 for n < 0. This equation will be used later when calculating recursive relations the Hilbert function satisfies.
2.1. The representation theory of the symmetric group. We will follow here the approach of Zelevinsky to the representation theory of the symmetric groups from [Ze81] . The idea is to study the representation theory of all the symmetric groups together, by combining them into one Hopf algebra over Z. For a finite group G, we write R(G) for the Grothendieck group of the category of complex representation of G. This is a free abelian group which has a canonical basis given by the irreducible representations of G. For any representation V of G we write [V ] for the isomorphism class of V inside R(G). We will use here freely the identification
where G and H are two finite groups.
This is an abelian group which has an additional and much richer structure of a positive self-adjoint Hopf algebra (or PSH-algebra) which we will describe now. The multiplication in Zel is graded and is given by the formula
where [V ] ∈ R(S n ) and [W ] ∈ R(S m ). The unit is the isomorphism class of the trivial representation of the symmetric group S 0 . The comultiplication is given by the formula
The pairing of characters gives us an inner product on R(S n ) for every n. The term "self adjoint" refers to the fact that by Frobenius reciprocity the multiplication is the adjoint operator to the comultiplication with respect to the inner product. The term "positive" refers to the fact that all the structure constants for the Hopf algebra operations with respect to the basis given by the irreducible representations of S n are positive. Zelevinsky proved in [Ze81] that the PSH-algebra Zel is isomorphic to the polynomial algebra Z[x 1 , x 2 , . . .], where the comultiplication is given by
(2.10)
The element x n has degree n and corresponds to the trivial representation of S n . He also proved that every PSH-algebra is isomorphic to a tensor product of copies of this PSH-algebra after rescaling of the degree (see Chapter I.2 in [Ze81] ).
If n is a non-negative integer a partition of n is a sequence λ = (l 1 , . . . , l r ) of nonnegative integers such that l 1 ≥ l 2 ≥ · · · ≥ l r > 0 and i λ i = n. We call r the length of λ and write r(λ) = r. We write λ ⊢ n to indicate that λ is a partition of n, and for any natural number k we write P k (n) := {λ|λ ⊢ n and r(λ) ≤ k}.
(2.11)
The irreducible representations of S n are in one-to-one correspondence with partitions of n. To the partition λ we assign the Specht module S λ (see Chapter 2 of [Sa01] 
This implies in particular that if λ = (a, n − a) with a ≥ n − a then
This is consistent with the previous assertion, that x n corresponds to the trivial representation of S n . The structure constants for the algebra Zel are given by the Littlewood-Richardson coefficients (see also Chapter 4.9. of [Sa01] ). For λ ⊢ n and µ ⊢ n we have
(2.15)
Another important property of the Specht Modules is that they are all self-dual. Indeed, since it is known that all the Specht modules are defined over the field of rational numbers (Chapter 2 of [Sa01] ), it holds that their all their character values are rational. But this already implies that they are self-dual, since the character of the dual representation is given by the complex conjugation of the character of the representation.
2.2. Schur-Weyl duality. The connection between invariants with respect to general linear groups and representations of the symmetric groups is given by Schur-Weyl duality. We recall here the details. For a finite dimensional vector space V and n ∈ N, V ⊗n is a representation of S n in a natural way. A permutation σ ∈ S n acts via the formula
(2.16)
We denote the resulting linear map
. This map commutes with the natural diagonal action of GL(V ). Schur-Weyl duality can be phrased as the following statement (see the discussion in I.1 and Theorem 4.3. in [Pr76] ):
Theorem 2.1 (Schur-Weyl duality).
(1) The linear map
is a surjective ring homomorphism. (2) If we write the Wedderburn decomposition of the group algebra of S n ,
where S λ is the Specht module corresponding to the partition λ, then the kernel of
As a result, we have an isomorphism of algebras
Remark 2.2. Another way of understanding the kernel of Φ V is the following: If dim(V ) ≥ n then Φ V is injective, and if dim(V ) < n then Ker(Φ V ) is the two-sided ideal of KS n generated by the idempotent
The following lemma will be useful when calculating invariants:
is S n -equivariant, where S n acts on KS n by conjugation, and on End(V ⊗n ) by conjugation.
Proof. This is direct, since Φ V is an algebra homomorphism, and the action of σ ∈ S n on End(V ⊗n ) is given by conjugation with L σ .
Schur-Weyl duality reduces the calculation of invariants of general linear groups to calculations in the representation theory of the symmetric group. In this paper we will encounter several different reductive groups. We will use the following lemma frequently, following Section 4 in [Me19] .
Lemma 2.4. Let Γ be a reductive group, and let U be a rational representation of Γ.
The ring of invariants K[U]
Γ is then graded and we have a natural isomorphism
where S n acts on (U * ) ⊗n as in the Schur-Weyl duality and (−) Sn are the S n -coinvariants.
Proof. We start by considering the bigger graded ring
n . This is a quotient of the graded tensor algebra
For every n we have an exact sequence of Γ-representations
where the map i is given by i(
⊗n . Taking Γ-invariants, the fact that Γ is a reductive group gives us an exact sequence
which can be re-written as
This short exact sequence gives us the result:
The following lemma about restriction of representations will be needed in Section 5:
Lemma 2.5. Let G be a finite group, and let H be a subgroup of G. For every Grepresentation V we have a canonical isomorphisms
The isomorphism is given explicitly by
A direct verification shows that this is well defined and an isomorphism.
We finish this section with the theorem of residues from complex analysis (see Theorem 19 in Section 4.5 of [Ah79] ). This will become useful in explicitly calculating some of the rational functions arising as Hilbert series. Theorem 2.6 (Residues Theorem). Let f : C → C be a meromorphic function and let γ : [a, b] → C be a smooth closed positively oriented curve. Assume that z 1 , · · · , z m are all the poles of f inside the interior of γ, and that the index of each one of them with respect to γ is 1. Then
Res z=z i (f ).
If z i is a pole of order a i then the residue at z i is equal to
If the Laurent series of f around z i is j∈Z c j z j then
The star product on Zel
For any finite group G, the abelian group R(G) has an additional structure of a commutative ring. The product is the tensor product of representations over the ground field:
where
For the symmetric group, the structure constants for this multiplication are usually referred to as the Kronecker coefficients. For partitions λ and µ of n we write
The Kronecker coefficients g(λ, µ, ν) are much harder to calculate then the LittlewoodRichardson coefficients mentioned above. See for example [IMW17] and the introduction in [BVO15] .
gives us a new multiplication on Zel. This multiplication was not considered in the work of Zelevinsky. We will calculate this multiplication explicitly with respect to the basis of monomials in the indeterminates x i . We begin with the following lemma:
Lemma 3.1. The product ⋆ satisfies the following properties:
(1) The product ⋆ is associative.
(2) The product ⋆ is commutative.
(3) the product ⋆ is distributive with respect to addition, that is x⋆(y +z) = x⋆y +x⋆z.
(4) The map ⋆ : Zel ⊗ Z Zel → Zel is a coalgebra map.
(5) The element x n ∈ R(S n ) is a unit with respect to ⋆. That is: for every y ∈ R(S n ) it holds that y ⋆ x n = x n ⋆ y = y.
Proof. The first three claims are straightforward. The fourth part follows from the fact that taking tensor product of representations commutes with restricting to a subgroup. The last claim is immediate from the fact that x n represents the trivial representation of S n .
The PSH-algebra Zel has a Z-basis given by monomials in the indeterminates x n . We now write down the ⋆ product with respect to this basis. The homogeneous component R(S n ) has a basis given by all monomials x a 1 x a 2 · · · x ar such that i a i = n. We write a = (a 1 , . . . , a r ) and similarly b = (b 1 , . . . , b s ). For two such monomials x a 1 · · · x ar and x b 1 · · · x bs , we consider the following set of matrices with non-negative integer values:
For any c ∈ C a,b we write
We claim the following:
In order to prove the proposition, we begin by proving the following auxiliary result, following the principle of the Mackey formula:
Lemma 3.3. Let G be a finite group, and let H 1 and H 2 be two subgroups. Let D be a set of representatives for the double
Proof. We can think of Ind G H 1 1 as the permutation representation KG/H 1 , and similarly for H 2 . As such, Ind
1 is isomorphic to the permutation representation G/H 1 × G/H 2 . It is easy to see that every G-orbit contains a unique element of the form (H 1 , gH 2 ) for a unique g ∈ D. The stabilizer of (H 1 , gH 2 ) is just H 1 ∩ gH 2 g −1 . The result now follows easily.
Proof of Proposition 3.2. Considered as representations of S n , the definition of the multiplication in Zel gives us
(3.4)
Using the above lemma, we just need to analyze the double H 1 − H 2 cosets in S n and the relevant intersections, where
For this, consider the action of S n on the set
The action of S n on this set is transitive, and the stabilizer of the element (X 1 , . . . , X r ) with
we define the set
The group S n acts transitively on this set, and the stabilizer of the element
) ∈ X are two tuples which are conjugate by the action of
The assignment
gives a bijection between the set of double H 1 − H 2 cosets in S n and C a,b . For every matrix (c i,j ) ∈ C a,b let σ c ∈ S n be a permutation which belongs to the double
is then the intersection of the stabilizer of (X 1 , . . . , X r ) ∈ X and the stabilizer of (Y 1 , . . . , Y s ). This is the same as the stabilizer of the subsets X i ∩ Y j , which is isomorphic to i,j S c i,j .
By Lemma 3.3 and by the calculation above we get
This finishes the proof of the proposition.
Following the proposition above, we get the following calculation which will be the key in getting concrete results when the dimensions of the relevant vector spaces is 2.
Proposition 3.4. The following equation holds in Zel:
Proof. We use Equation 2.13 and Proposition 3.2. If λ = (l 1 , l 2 ) with l 1 ≥ l 2 then 
By considering all partitions λ ∈ P 2 (n) and recalling that l 1 ≥ l 2 we get λ∈P 2 (n)
Similarly, We then have
where we write i = c 12 , j = c 11 and k = c 22 . By switching the j and k indices in the C 2 summation we get
For the C 3 sum we use a similar manipulation for changing the indices. We get
Summing it all up, we get
where we used the equality 2i+2k−1=n
which follows by relabeling the indices i, j, k. This concludes the proof of the proposition.
The invariant ring-the tensor product case
In this section we will calculate the Hilbert function of
in terms of the Kronecker coefficients. We will then calculate the Hilbert series explicitly in case dim(V ) = dim(W ) = 2. We write U = End(V ⊗ W ) and Γ = GL(V ) × GL(W ).
We write d 1 = dim(V ) and d 2 = dim(W ) Lemma 2.4 gives us
Schur-Weyl duality gives us an isomorphism of S n -representations:
End(S λ ) and (4.2)
These isomorphisms are then combined to give us
Since S n is a finite group, the natural map X Sn → X → X Sn is an isomorphism between the S n -invariants and S n -coinvariants for every S n -representation X (we use here the fact that K has characteristic zero). This implies that
In order to understand the endomorphism ring of the last S n -representation, we can use the decomposition of the tensor product using the Kronecker coefficients g(λ, µ, ν). Indeed, we have:
and therefore
So we have
and we get the following formula for the dimension of A n :
Theorem 4.1. We have
The last formula describes the dimension of A n using the Kronecker coefficients of S n . The Kronecker coefficients, however, are difficult to calculate. We would like to get a more concrete description for the dimension of A n , at least in case that dim(V ) and dim(W ) are small. In case dim(V ) = 1 we just get the invariant ring K[End(W )] GL(W ) , which is known to be the polynomial ring on the coefficients of the characteristic polynomial. The case where dim(W ) = 1 is similar. We will next study the case where dim(V ) = dim(W ) = 2 4.1. The case dim(V ) = dim(W ) = 2. We use now the fact that all the Specht modules are self-dual (see Section 2). For every two partitions λ, µ ⊢ n we thus have
We rewrite A n in the following way:
We showed in Proposition 3.4 that as an element of Zel the representation λ∈P 2 (n)
(4.13)
The dimension of A n is thus the following inner product:
Since for any representation V of S n , [V ], x n is the dimension of the S n -invariant subspace. We start with calculating the star product
We use the fact that ⋆ is distributive with respect to the addition. Let us start with calculating
By Proposition 3.2 we get
where a = (i 1 , i 1 , j 1 , k 1 ) and b = (i 2 , i 2 , j 2 , k 2 ). We are taking here the sum over all the monomials M(c) where c is a 4 × 4 matrix in which the sums of the rows are (i 1 , i 1 , j 1 , k 1 ) and the sums of the columns are (i 2 , i 2 , j 2 , k 2 ). When we take now the product
we get a sum of the form c M(c) where c now runs through all the 4 × 4 matrices in which the sum of the first row is equal to the sum of the second row and the sum of the first column is equal to the sum of the second column. We introduce the following notations: for i, j ∈ Z and n ∈ N we write
The above calculation shows us that
A similar calculation shows that
This leads us to the following conclusion:
Proposition 4.2. We have
This already gives us a combinatorial description of the Hilbert function of A. Next, we will calculate the Hilbert series explicitly. To do so, we write
We claim the following: 
The proof of the above theorem will be carried in a few steps. We will first consider the commutative ring
(4.25) and describe i,j∈Z,k∈N f (i, j, k)a i b i x k as the product of reciprocals of linear polynomials in x. We then use this to prove that dim A n satisfies a specific recurrence relation. Finally, in the appendix we calculate enough values of f (i, j, k) using Mathematica to conclude the formula for F (x).
The elements of B can be written as infinite sums of the form
We will write elements of B in a different way, which will be more efficient for the calculations we have here. Every element of B can be written uniquely as a sum of the form
where for every k ≥ 0, |{(i, j)|c i,j,k = 0}| < ∞. We will change the order of summation and re-write this element as
] enables us to write the above element as i,j∈Z
Notice that not every collection
] will give us an element of B. Indeed, the elements g i,j should satisfy the following condition: if we write m(g) = min{i|d i = 0} for g = ∞ k=0 d k x k then it must hold that for every k ∈ N the set {(i, j)|m(g i,j ) = k} is finite. We use here the convention that m(0) = ∞. It is easy to show that if (g i,j ) is a collection of elements of Z [[x] ] which satisfy the above condition, then i,j∈Z a i b j g i,j is an element of B. We call g i,j the (i, j)-part of i,j∈Z a i b j g i,j . For every element c ∈ a, b = {a i b j } i,j∈Z the element 1 − cx is invertible in B. The inverse is given explicitly by
Lemma 4.4. Consider the following element of B:
Then g can be written as
Proof. Using the above expansion for The coefficient of a i b j x k in the above expression will then be the number of all 4 × 4 matrices (k ij ) with non-negative integer entries such that the difference between the sum of the elements of the first row and the sum of the elements of the second row is i, the difference between the sum of the elements of the first column and the sum of the elements of the second column is j, and the overall sum of the matrix entries is k. But this is exactly f (i, j, k).
The next proposition will reduce the calculation of the rational function F to a finite computation which will be carried out in Mathematica in the appendix. We write
Proposition 4.5. For (i, j) ∈ {(0, 0), (0, 1), (1, 0), (1, 1)} the rational function
is a polynomial in x of degree ≤ 37.
Remark 4.6. If i = ±1 or j = ±1 we still get a polynomial, which might be of higher degree. We will not use these polynomials here.
Proof. For the proof of the proposition, we abbreviate some elements of B, and we also introduce a group action on B. We write:
(4.32)
(4.33)
Thus, by Lemma 4.4 g = t 1 t 2 t 3 t 4 t We have an action of the dihedral group of order 8
on the free abelian group of rank 2 generated by a and b. This action is given by
The action of Θ on a, b induces in a natural way an action on B. In particular, a direct verification shows that the elements of Θ permute the elements {t 1 , t 2 , . . . t 8 } and stabilize t 9 . We will use this symmetry to reduce some of the calculation in what follows. For a subset Z ⊆ B we write span Θ {Z} for span Q {θ ·z} θ∈Θ,z∈Z . We also notice that the element f ∈ B is stable under the action of Θ. During the course of the proof we will use the following equations, which are easy to verify: s 2 t 1 t 4 = t 1 + t 4 − 1 (4.39) s 2 t 2 t 3 = t 2 + t 3 − 1 (4.40) s 2 t 5 t 6 = t 5 + t 6 − 1 (4.41) s 2 t 7 t 8 = t 7 + t 8 − 1 (4.42) 
We would like to show that for every (i, j 1 , j 2 , k 1 , k 2 ) ∈ I the (0, 0), (0, 1), (1, 0) and (1, 1) parts of
are polynomials of low degree. For this it is enough to show that the (r 1 , r 2 ) parts of t
8 are polynomials of low degree, where r 1 ∈ {−1, 0, 1, 2, 3}, r 2 ∈ {−1, 0, 1} and (i, j 1 , j 2 , k 1 , k 2 ) ∈ I. We claim the following:
Lemma 4.7. For parameters as above the (r 1 , r 2 ) part of t
8 is a polynomial in x of degree at most 8.
Proof. We recall the specific description of the elements
for any c ∈ a, b , we get that in all of the products above the following condition holds: one of a or b appears in the product only with positive or only with negative powers. This already limits the possible powers of x which might appear. We will exhibit this with t 1 t 5 t 8 and with t 5 t 7 . All the other calculations are similar. We have:
If we write l 1 + l 2 = r 1 and l 1 − l 3 = r 2 then l 3 = l 1 − r 2 ≤ r 1 − r 2 ≤ 4 and l 1 + l 2 ≤ 4, so the highest power in which x will appear in the (r 1 , r 2 ) part is 4+3=7. For t 5 t 7 we get :
and the powers of x which appear in the (r 1 , r 2 ) parts which are relevant for us are at most 3 + 1 = 4. The other calculations are similar.
The proof that for any i, j ∈ Z the (i, j)-part of s f is a polynomial (possibly of degree bigger than 37) follows from a similar argument to that which appears in the last lemma. For (i, j) ∈ {(0, 0), (0, 1), (1, 0), (1, 1)} the last lemma shows that the we get a polynomial of degree bounded by 8 + 29 = 37. This finishes the proof of Proposition 4.5. Proposition 4.5 proves that dim A n satisfies a specific recursive relation. In the appendix we will calculate enough values of dim A n , and deduce the formula for the rational function in Theorem 4.3.
Invariants for a tuple of endomorphisms
In this section we will study the ring of invariants A = K[U]
Γ where U = End(W ) ⊕k and Γ = GL(W ). In other words-these are invariants for k-tuple of endomorphisms of W under conjugation by the same automorphism. This question was studied by Procesi in [Pr76] . For a tuple (M 1 , . . . M k ) in End(W ) ⊕k Procesi showed that all the Γ-invariants are generated by polynomials of the form T r(M i 1 M i 2 · · · M ir ). He also described the relations between these polynomials, showing that they all can be deduced from the Cayley-Hamilton Theorem. We will give here a description of the Hilbert function of the invariant ring. To do so, we introduce the following iterated Littlewood-Richardson coefficients.
Definition 5.1. Let n = n 1 + n 2 + · · · + n k . Let λ i ⊢ n i and let λ ⊢ n. The iterated Littlewood-Richardson coefficient c λ (λ i ) is the unique non-negative integer for which the formula
holds in the Algebra Zel.
Using the associativity of the multiplication in Zel one can easily show that
We write
We will thus think of the tuple (M 1 , . . . M k ) as i M i e i . We have:
The direct sum has k n direct summands, which the group S n permutes. As an S n -set the set of direct summands is the same as the S n -set {1, . . . , k} n in which the action is given by
The orbits for this action are in one to one correspondence with non-ordered partitions (n 1 , . . . , n k ) of n. The orbit which corresponds to (n 1 , . . . n k ) is
This orbit contains a unique point (i 1 , i 2 , . . . i n ) such that i 1 ≤ i 2 ≤ · · · ≤ i n . The stabilizer of this point is the subgroup S n 1 × · · · × S n k . Thus, the S n coinvariants in the description of A n above is given by
Using Schur-Weyl duality, we get
where d = dim(W ). Using again the isomorphism X G → X → X G between coinvariants and invariants, this time for the finite group G = S n 1 × · · · × S n k , we get
(5.7)
The restriction of S λ to S n 1 × · · · × S n k is given by
this implies that
This gives us the following formula for the dimension of A n :
Theorem 5.2. For every n ≥ 0 we have
We finish this section with concrete calculations in case d = dim(W ) = 2.
5.1. The case dim(W ) = 2. We will use Frobenius Reciprocity and Lemma 2.5 to give a more concrete formula for the dimension of A n . We have The first isomorphism comes from Frobenius reciprocity, while the second isomorphism comes from Lemma 2.5. We thus need to calculate the coefficients of a 0 and of a 1 for the function h. We shall do so by using the Theorem of Residues from complex analysis.
For this, consider the function h as a function of the complex variable a, and assume that x is a complex number with small modulus. The expansion
is valid when |a| < 1/|x| and the expansion
is valid when |x| < |a|. We will assume for the rest of this section that |x| < 0.1 and that 0.9 < |a| < 1.1. We then get that the desired rational function we are looking for is given by 1 2πi |a|=1
(a −1 − 1)da (1 − ax) k (1 − a −1 x) k (1 − x) 2k (5.14)
where we have used the fact that the function g is symmetric with respect to inverting i, that is g(i, n) = g(−i, n) and in particular g(−1, n) = g(1, n). Since a = x is the only pole of the integrand in the domain {a||a| < 1} ⊆ C we get
In order to find the residue we write the Laurent series of the function around a = x, and we use the equality
n − 1 w i for w ∈ C with |w| < 1.
(5.16)
We introduce the variable z = a − x. By substitute we get This is consistent with the fact that in this case the invariant ring is a polynomial ring in the variables T r(M 1 ) and T r(M
