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Introduction
The accurate measurement of isotope abundance ratios is an extremely important and, in fact, often an indispensable research tool in a wide variety of natural sciences, such as bio-medicine, hydrology, palaeoclimatology and atmospheric physics. The natural variation of isotope ratios, due to chemical reactions and physical processes such as condensation and evaporation, can effectively be used to identify and even quantify sources and sinks in, e.g., the global hydrological and carbon cycles (by virtue of providing an extra mass-balance equation for the rare isotope). Moreover, such variations often yield information on the history of the substance, such as the temperature dependent evaporation and u Fax: +31-50-3634738, E-mail: e.r.t.kerstel@rug.nl condensation history of atmospheric moisture. Isotopically substituted molecules (isotopologues) can also act as virtually ideal tracers.
Isotope ratio mass spectrometry (IRMS) is the conventional method for measuring isotope ratios and has benefited from over 40 years of research and development. Nowadays IRMS instrumentation is commercially available that reaches a high throughput (several minutes' analysis time per sample) and impressively high levels of precision, typically better than 0.1‰ for 18 O/ 16 O and 13 C/ 12 C, and 0.5‰ for 2 H/ 1 H (see, e.g., [2, 3] ). 1 Unfortunately, IRMS is incompatible with a condensable gas or a sticky molecule such as water. Therefore, in general, chemical preparation of the sample is required to transfer the water isotope ratio of interest to a molecule that is more easily analyzed. Several techniques, most still commonly used, exist, each with its specific properties, advantages, and shortcomings (see, e.g., [4] ). It may be clear that for the larger part the required chemical conversion steps are time-consuming, and often compromise the overall accuracy and throughput [1] [2] [3] [4] [5] [6] . Apart from these drawbacks specific to water, IRMS instrumentation is expensive, voluminous and heavy, confined to a laboratory setting, and usually requires a skilled operator. All or most of these issues may be addressed by optical measurement techniques.
In this paper we present an overview of the state-of-the-art, and selected applications, in infrared spectroscopic methods for measuring the stable isotope ratios of water and carbon dioxide as alternatives to isotope ratio mass spectrometry (IRMS).
Infrared spectrometry
The gas phase, near and mid-infrared absorption spectra of most small molecules that are of environmental interest show a large number of highly characteristic rotational-vibrational transitions that are very sensitive to isotopic substitution. At sufficiently low vapor pressure and high instrumental resolution the individual ro-vibrational transitions are easily resolved, and can be uniquely assigned to a particular isotopologue. Since the intensity of the experimentally recorded spectral features (whether individually resolved ro-vibrational transitions, or an unresolved vibrational 440 Applied Physics B -Lasers and Optics band) can be related directly to the abundance of the absorbing species, recording the spectrum containing abundant and rare isotopologue features, in both an unknown sample and an isotopically well-known reference material, enables one to relate the isotopic composition of the sample to that of the reference material in a manner as described in, e.g., [1] . Generally, the registration of the absorption signals is achieved by tuning the laser frequency in a (semi-)continuous manner over the spectral range of interest. In an alternative measurement scheme (at least) two different lasers are locked to the center-line frequencies of the abundant and rare isotopologue absorption features [7] .
The relative deviation x δ r (s) of the isotopic ratio of the sample (
x R s ), with respect to that of the reference ( x R r ) is given by:
The subscript "s" refers to the sample, "r" to the reference material. The superscripts a and x refer to the most abundant (e.g., 12 C 16 O 2 ) and the rare isotope species (e.g., 13 C 16 O 2 ), respectively. With a proper choice of experimental conditions, the δ-value follows directly from the intensities in the spectra:
Here, α = α(ν 0 ) = S f(ν 0 )n represents the experimentally determined (maximum) absorption coefficient at center-line frequency, provided that the line shape, given by the normalized line shape function f , is the same for all transitions. If not, one has to use the integrated line intensity (which, obviously, requires that the line profiles are determined over a sufficiently large spectral range). In (2) the (normally justified) assumption has been made that the (effective) optical path length l is the same for each isotopic species, or for the sample and reference spectra, or for both. Since the line strength S depends on the number of molecules in the lower level of the transition, it is in general temperature-dependent (see, for example, [1] ). Sample and reference spectra should therefore be measured at exactly the same temperature, and/or the isotopologue lines should be chosen such that their temperature coefficients are nearly equal. However, since to good approximation the measurement does not depend on the absolute temperature, but rather the difference between the sample and reference gas cells, passive stabilization with a good thermal contact between both gas cells is in most cases sufficient. With typical temperature coefficients for H 2 O and CO 2 isotopologue lines in the range of (−5)-(+5)‰ K −1 , a differential temperature stability of 10 mK suffices to keep the temperature induced error below 0.1‰. Long-term absolute temperature stability is, however, important for measurement schemes that measure the sample and reference spectra not simultaneously but rather sequentially (in the same gas cell).
A careful selection of the spectral features is also important to assure that no interference from other species (whether other isotopologues or entirely different molecules) is present, while a similar absorption of the different isotopologues is desired in order to assure a comparable signal-to-noise ratio on all spectral lines of interest, and eventually the best precision on the isotope ratio determination. This is generally achieved by searching for a set of lines with similar absorption coefficients (taking into account the natural abundances of the isotopologues). The alternative of compensating a lower absorption coefficient (usually for the rare isotopologue) with a correspondingly longer optical path length has been used first, to the best of our knowledge, in [7] , and was explored extensively for CO 2 in [8, 9] .
The search for the best spectral region is further complicated by the requirement that all isotopologue lines, including at least one belonging to the major isotopologue and one to (one of) the rare isotopologue(s), occur within a narrow wavelength range, limited by the tuning range of the laser. In fact, the simultaneous measurements of the three major isotopic ratios in water (δ 18 [7, 12] . Whereas Uehara and colleagues [7] lock the two lasers to the peak of the absorption features of the rare and abundant isotopologues, in the scheme proposed by Gianfrani and colleagues [12] , the two lasers are tuned over the respective absorptions, while being wavelength modulated at different, incommensurate frequencies. The two corresponding absorption spectra are retrieved from the detector signal using for each gas cell channel two phase-sensitive detectors, one for each modulation frequency. An alternative to this dual-wavelength multiplexing technique would be to time-division multiplex the signals from each gas cell, resulting in a slightly less complex setup, but at the cost of an increased measurement time.
3
Selected applications
Applications of carbon dioxide and water isotope measurements
As mentioned in the introduction, this paper focuses on laser-based isotope ratio measurements on carbon dioxide and water. Both are also highly relevant to the environment. Carbon dioxide is recognized as the principal anthropogenic driver of climate change, even though it is considered a trace gas in the Earth's atmosphere. In fact, its strong opacity in the infrared spectral region has a big impact on the environment, and is the principal component of the manmade contributions to the greenhouse effect. Analyses of the 13 CO 2 / 12 CO 2 ratio, in conjunction with CO 2 concentration measurements, place important constraints on the global budget of atmospheric CO 2 . Apart from the use in atmospheric research, δ 13 CO 2 finds many other relevant applications in several research fields, including soil science and ecology, plant and animal biology, geochemistry and vulcanology. In geochemical investigations of volcanic emissions, the δ 13 CO 2 parameter enables researchers to understand source-region changes, which are fundamental to monitor and forecast volcanic activity [13] . Helicobacter pylori infections can be diagnosed in a non-invasive way by δ 13 CO 2 analysis of a subject's breath, after the ingestion of 13 Clabeled urea [14] . Stable carbon isotopic methods have been successfully applied for decades in various studies in ecology. For instance, it is possible to investigate the CO 2 exchanges among the different compartments of the environment, as well as the aboveground and belowground respiratory processes, including plant respiration, and litter and soil organic matter decomposition [15, 16] .
Similarly, oxygen isotope analyses in oxygen-bearing molecules play an important role in atmospheric research for a number of interesting applications in which 17 [17] [18] [19] .
Although CO 2 is the greenhouse gas most strongly affected by human activity, water vapor is the most important natural greenhouse gas. In the troposphere, water vapor is responsible for global movement of latent heat energy, and controls radiation and cooling rates through its effect on cloud coverage. In the stratosphere, water vapor affects both the production of odd-hydrogen and the formation of stratospheric clouds, which in turn modulate polar ozone destruction [20] [21] [22] [23] . Understanding the process of dehydration of air entering the stratosphere through the tropical tropopause, the relative importance of large scale and convective transport processes, and the origin and microphysical properties of radiatively important thin cirrus clouds in the tropical tropopause layer, are among the key issues in atmospheric science. In situ measurement of the water isotopic composition is believed to be vital in addressing these [24] [25] [26] [27] . Close to the surface, the isotopic composition of moisture is crucial in understanding the hydrological cycle and its link to the carbon cycle through the exchange of oxygen atoms in the ecosystem [15, 28] . Isotope measurements on precipitation, whether recent or old (stored in the form of compressed snow in polar ice caps), are highly relevant for (palaeo-)climate studies [29, 30] . Finally, we mention the use of water isotopes in biomedical energy expenditure (metabolism) and total body water determinations [31, 32] .
3.2
Implementations of isotope measurements at elevated concentration levels
The methane isotope measurements carried out by Bergamaschi and colleagues in the early 90s, using a leadsalt laser spectrometer, arguably represent the first successful application of a laser-based isotope ratio analyzer in the environmental sciences [33] . Inspired by this early work, the group at the University of Groningen, using a color center laser at 2.7 µm [10] and later diode lasers near 1.4 µm [11] , demonstrated that a sufficiently high level of precision, as well as accuracy, can be attained in the measurement of water isotope ratios to be able to apply the technique successfully to biomedical energy expenditure measurements [34] [35] [36] , icecore palaeoclimate reconstruction [37] , and plant leaf evaporation studies [38] . In fact, for the deuterium isotope ratio (δ 2 H), and at high isotopic enrichment levels also the oxygen isotope ratios (δ 17 O and δ 18 O), the level of precision is comparable to or exceeds that of IRMS. In these studies, liquid water samples ranging in size from 1 to 10 µl were injected into 20-m optical path length multiple pass cells. The one order of magnitude lower transition strength of the transitions at 1.4 µm, compared to the situation at 2.7 µm, was easily compensated for by the use of sensitive wavelength modulation detection. In Fig. 1 we show the layout of a typical experiment. For a more detailed discussion of these laboratory instruments we refer the reader to [1, 4] . Comparable or better performance can now be obtained with commercial near-infrared, cavity-based absorption spectrometers [39] [40] [41] . Furthermore, with the recent availability of a new generation of long wavelength, lateral grating, distributed feedback (DFB) diode lasers based on GaSbAs semiconductor heterostructures, it has become interesting and practical to return to the 2.7 µm region. These lasers have operational characteristics that are very similar to those of their shorter wavelength counterparts, including room temperature single-mode operation and an output power level of several mW [42] . The use of such a laser in our dual multiple-pass gas cell spectrometer enables us to work with a much shorter absorption path length, and will eventually result in a more compact setup [43] . Others have adopted this laser technology to develop a compact spectrometer that may one day measure water isotopes in the lower Martian atmosphere [44] .
Similarly, near-infrared laser absorption spectroscopy has been extensively used to measure the 13 C/ 12 C isotope abundance ratio in gas phase carbon dioxide. The spectral window around the wavelength of 2 µm is very attractive for two im-FIGURE 1 Layout of a typical dual gas cell, wavelength-modulation, diode laser spectrometer. DFB -distributed feedback diode laser, LIA -phase sensitive detector. The laser output passes an optical isolator before arriving at a 50% beam splitter. The sample and reference materials are held inside two identical multiple-reflection gas cells. The output is registered by two infrared detectors, of which the output signal is sent to a phase-sensitive detector for first or second harmonic signal recovery. A low pass filter permits the registration of the direct absorption signal (with the laser residual amplitude modulation removed) portant reasons. First, it exhibits relatively strong 13 CO 2 and 12 CO 2 absorption features: Although three orders of magnitude weaker than the fundamental vibration at 4.3 µm, it is still two orders of magnitude stronger than the band in the telecom region at 1.6 µm. Several pairs of ro-vibrational lines show good properties for isotope ratio measurements in terms of spectral overlap, absorption intensity and temperature sensitivity [45] . Secondly, high quality, room temperature, DFB diode lasers are commercially available in this region. Implementing wavelength modulation spectroscopy to sensitively monitor the laser absorption in a multiple reflection cell, the feasibility of high precision δ 13 C determinations in a 2% CO 2 /N 2 mixture, representative of exhaled breath, was demonstrated [46] .
Subsequently, a simplified implementation of this methodology, in which a single detector and associated electronics were used to probe absorptions from a pair of 13 CO 2 and 12 CO 2 lines, simultaneously in a sample and a reference single-pass cell, revealed great potential for in-situ δ 13 CO 2 determinations. Installed inside the crater of the Solfatara volcano (near Naples, Italy), the laser spectrometer was able to operate in a very harsh environment, providing isotope ratio data, back-traceable to the international standard material, with a precision and accuracy of 0.5‰ [47] . Examples of field determinations of the 13 CO 2 / 12 CO 2 ratio are reported in Fig. 2 , where the results of 10 repeated measurements are displayed for volcanic gases, properly sampled using either FIGURE 2 Examples of in situ measurements of the 13 C/ 12 C isotope ratio in CO 2 , by means of a diode-laser based spectrometer, installed inside the crater of a volcano near Naples. The volcanic gas was sampled by means of an off-line, flask-based method (a), and a direct collection system (b). In the latter case, after being sampled through a homemade gas dryer and cooler, the volcanic gas was directly conveyed to the sample cell, thus ensuring a δ 13 Cmonitoring in a quasi-continuous way. Each point is the result of a non-linear least squares analysis of a pair of sample and reference spectra. The overall acquisition time was about 83 and 50 min, respectively, for the measurement sets of (a) and (b) Fig. 3 ) [48] . These isotope ratio measurements were carried out in a mixture of 2% CO 2 in N 2 . The absorption path length in the single-pass gas cells of the wavelength modulated spectrometer amounted to just 25 cm. Increasing the path length to a still modest value of a few meters in a multiple-pass setup, would result in a robust, compact, and sensitive spectrometer for atmospheric studies.
Isotope ratio measurements at trace level concentrations
In the experiments we have considered so far, the concentration of the sample is not the limiting factor when considering the attainable precision. Rather, what is important is a very high signal-to-noise ratio, combined with an excellent instrument stability on a time scale comparable to the (re-) calibration of the isotope ratio measurement. Ultimately then, the measurements are limited by sample handling and sample introduction errors, but in practice many infrared instruments are limited by optical fringes.
There is, however, a growing interest in using optical instruments in applications in which the concentration of the sample is very low, most notably in situ isotopic analyses of atmospheric trace gases. Assuming that a further reduction of the noise level is not practically feasible, the use of either stronger transitions, or a longer effective optical path length can still increase the sensitivity of the absorption measurement.
Taking advantage of mid-infrared absorption strengths.
The first option requires that one moves from the nearinfrared, overtone and combination band region to the midinfrared, in order to excite stronger fundamental vibrations. This is particularly effective for molecules that exhibit strongly harmonic vibrations like CO 2 , as we showed in the previous section. Since X−H (X=C, N, O, . . .) oscillators are more anharmonic, the intensity difference between fundamental and overtone transitions is much less pronounced in the case of a molecule like water: the 2.7-µm fundamental stretching mode is only about one order of magnitude stronger than the band at 1.4 µm, while the bending mode near 7 µm is not much stronger than the 2.7-µm band. Thus, Bowling and co-workers put wavelength modulation of the 4.3-µm emission of a lead-salt diode laser to effective use in ecosystem-atmosphere exchange studies involving the measurement of the 13 CO 2 / 12 CO 2 ratio [49] . In order to get away from the use of cryogenics, pulsed operation of a QCL in the same spectral region has been pioneered by McManus and colleagues at Aerodyne Research [50] , as well as by Tittel and co-workers [51, 52] . Nelson and co-workers recently reported good results on δ 13 CO 2 and δ 18 OCO measurements in atmospheric carbon dioxide, using a room-temperature QCL at 4.33 µm in combination with dual multiple-pass gas cells (reference and sample), and a novel spectral ratio data analysis method [53] .
Non-cryogenic operation in the mid-infrared region can also be achieved through difference frequency generation (DFG), mixing the output of two high-quality near infrared lasers in a non-linear crystal. Although characterized by an excellent beam quality (desirable in order to suppress optical fringes in multiple-pass systems and to achieve good modematching in cw-CRDS setups) and good spectral coverage, such lasers have long suffered from very low output powers and high complexity (read: cost). Progress in near-infrared diode lasers, fiber technology, and the use of waveguides to increase the conversion efficiency, have assured that DFG lasers are still an important alternative to QCLs [54, 55] .
Using optical cavities to increase the effective absorption path length.
Increasing the optical path length, the second option, can be done very effectively through the use of a high finesse resonant optical cavity, in techniques like cavity ring down spectroscopy (CRDS) and cavity enhanced absorption spectroscopy (CEAS) [56, 57] . Compared to the commonly used multiple-pass cells, optical cavities offer the advantage of a 100-1000 times greater absorption path length, typically obtained in an equally smaller volume (with the prominent exception of off-axis CEAS -see below). In fact, in the presence of an absorbing medium, but in the thin sample regime, the absorption path length is enhanced with respect to the cavity length by a factor 2F/π, F being the empty cavity finesse [59] .
A fundamental problem with these techniques is that the higher the finesse, the narrower the transmission mode envelope of the cavity, and the more difficult it becomes to inject light into the cavity. This is particularly true for a cavity enhanced technique like off-axis cavity enhanced absorption spectroscopy (OA-CEAS), also known as off-axis integrated cavity output spectroscopy (OA-ICOS). 2 In OA-CEAS, the light throughput is reduced by a factor 2/(1 − R), the same factor as associated with the absorption path length enhancement, but additionally by the practical inability to capture all of the light intensity at the exit of the relatively large diameter cavity (see, e.g., [58] ). The large size of the cavity also increases the pumping requirements if a fast gas exchange is desired.
A possible solution to this light injection problem involves the use of a fast electronic feedback loop to lock the laser emission frequency to the transmission peak of the cavity, which is now generally used on-axis [40, 59, 60] . A tight lock is needed to produce a stable transmitted power, since the cavity acts as a sharp frequency discriminator, converting residual laser frequency noise into amplitude noise on the cavity transmission. This is particularly problematic in the case of CEAS, which, unlike CRDS, is sensitive to laser power noise. In other words, the bandwidth of the feedback loop must be as large as possible, with an optimum phase delay between error and correction signals [61] .
The use of cw-CRDS alleviates this problem, and can yield a robust system, as demonstrated by the commercial spectrometers developed by Picarro Inc. [40] .
Romanini and co-workers have advanced a different, but very elegant solution that involves the self-locking of the laser, due to feedback to the laser of the field present in the cavity. This approach has been shown to work with DFB diode lasers [62] , as well as with extended cavity diode lasers [63] . The first isotope ratio measurements with this technique of optical feedback cavity enhanced spectroscopy (OF-CEAS) were done on water with an instrument designed to be flown on high-altitude aircraft [64] . It should deliver a better sensitivity than a traditional multi-pass arrangement, as used in the airborne Alias water isotope spectrometer of Webster and co-workers [65] , by virtue of an about two orders of magnitude longer effective optical absorption path length. At the same time the gas cell volume is reduced by about the same factor (down to about 10 mL). This significantly reduces the flow rate needed to bring the gas exchange time, and therewith the memory-limited response time, down to an acceptable level (shorter than a few seconds). Ultimately, this reduces the weight (51 kg) and size of the instrument (< 50 l). Together with a low power consumption and the absence of cryogens, this makes it uniquely suited for operation on unmanned aerial vehicles and high altitude platforms. It flew on both the NASA DC-8 research aircraft and the stratospheric WB-57F. In the summer of 2006 it participated in the African Monsoon Multidisciplinary Analysis (AMMA) campaign on board the European M55 Geophysica stratospheric airplane, out of Ouagadougou, Burkina Faso [66] . Its laboratory precision at a water volume mixing ratio of 40 ppm is between 5‰ (for δ 18 O) and 50‰ (δ 2 H) with a 50 s averaging time. Due to a temperature control problem, the effective averag- 2 We prefer to use the term cavity enhanced absorption spectroscopy (CEAS), since the acronym ICOS is also used for the Integrated Carbon Observatory System, a new European research infrastructure with the aim of quantifying and understanding the greenhouse gas balance of the European continent and of adjacent regions (http://icosinfrastructure.ipsl.jussieu.fr/). ing time during the Geophysica deployment was limited to about 1 s, with a corresponding penalty for the measurement precision.
Essentially the same device was used to analyze nearsurface atmospheric moisture, sampled from just outside the Groningen laboratory. In this case, instrumental precision ranges from 0.15‰ (δ 18 O) to 1.3‰ (δ 2 H) for a 20 s averaging time for water mixing ratios of 2500 ppm and above (see Fig. 4 ). Using a commercial (Campbell Scientific) liquidnitrogen cooled, lead-salt diode laser spectrometer, Lee et al. obtained the same level of precision on δ 18 O of ambient air (New Haven, CT), albeit with an averaging time of 1 h [67] .
We are aware of only one other water isotope ratio spectrometer that has been flown on a high altitude aircraft. In order to obtain the highest possible precision of water isotope ratio measurements in the stratosphere by means of an insitu instrument, the Anderson group at Harvard selected again a derivative of CRDS, in this case off-axis cavity enhanced absorption spectroscopy (OA-CEAS) [58, 68] . But instead of working in the near-infrared region, a cryogenically cooled mid-infrared quantum cascade laser was used to excite transitions in the 6.7 µm region. However, the one order of magnitude gain in sensitivity compared to the near-infrared comes at a cost: In order to suppress spurious noise, large diameter (4 ) mirrors had to be used, significantly increasing the size of the optical cavity and the overall instrument, as well as its power consumption.
The high sensitivity of the OF-CEAS approach is presently being exploited also for the accurate determination of the 13 C/ 12 C isotope ratio in atmospheric carbon dioxide [69] . Perhaps the ultimate in spectroscopic, trace gas level, isotope ratio measurements is represented by recent efforts to measure 14 CO 2 at natural abundance (∼ 10 −12 ), both presented at the SIRIS 2007 meeting. Cancio Pastor reported on the use of a frequency-comb referenced difference frequency generation laser in combination with cavity ring down spectroscopy to achieve a detection limit of ∼ 8 × 10 −11 in a 1 s bandwidth [70] . Murnick, using intra-cavity optogalvanic detection, reported a projected detection limit of better than 10 −12 on microgram CO 2 samples and a few minutes averaging, making the method a viable alternative to accelerator mass spectrometry, for example for biomedical 14 C-tracer experiments [71, 72] .
Calibration of isotope ratio measurements
The precision (repeatability) of isotope ratio measurements is determined by optical and electronic noise inherent to the experimental setup, as well as by (uncorrected variations in the) environmental parameters (such as temperature, pressure, or vibrations) that affect either the instrument, or the sample density, or both. A good way to visualize the precision of the instrument is to graph the Allan variance, or its square root, against the total measurement time [73, 74] . If this is done for the isotope determination on one given sample, the resulting "Allan plot" will reveal the stability time of the spectrometer (obviously, especially in the case of a continuous, on-line measurement, care should be taken that the concentration and composition of the sample do not change). Most optical spectrometers will initially show an Allan variance proportional to the reciprocal of the integration time, typical of white, random, uncorrelated noise, up to an optimum integration time, beyond which drift starts to dominate. The optimum integration time is often found to be in the range of 10 to several 100 s. If carried out in the above-described manner, the precision of the spectrometer may be reported as the square root of the Allan variance for a given integration time. This precision will, however, not include effects associated with the sample introduction (sample injection and subsequent incomplete evacuation of the gas cell, leading to memory effects) in a setup that operates in batch-mode. For this reason, we have more often reported the standard deviation of a series of repeated measurements, as a function of the total measurement time or number of averaged measurements, including re-introduction of a fresh sample of the same isotopic composition before each measurement.
In any case, ultimately more important than the precision is the measurement accuracy (trueness). We define the accuracy of the isotope ratio measurement as the root mean square of the difference between the calibrated (i.e., the corrected) measurements and the "true" values of a series of samples with known isotopic composition. These samples could be international standard materials as distributed by the International Atomic Energy Agency (IAEA), or local reference materials with their isotopic ratios determined by repeated mass spectrometric determinations. In what follows we discuss the calibration procedure and the data analysis that precedes it.
An advantage of the optical isotope ratio measurement is its conceptual simplicity: the ability to quantitatively understand the optical detection (Lambert-Beer) in great detail. This is a very fortunate situation compared to isotope ratio mass spectrometry, as the processes inside the ionization source of the mass spectrometer cannot be quantitatively understood at the same level of detail. Therefore, ideally, the calculation of the isotope signals takes as much experimental detail into account as possible. That is, the raw isotope ratio results ("delta-values") are corrected for all experimental imperfections that are theoretically and quantitatively understood. The thus corrected results are then calibrated on an internationally agreed upon isotope scale. For water the standard procedure calls for an absolute reference to the Vienna standard mean ocean water (VSMOW) international standard material and a linear stretching of the delta-scale, such that the measured values of VSMOW and standard light Antarctic precipitation (SLAP) match the internationally accepted values [75, 76] . A similar procedure is used for CO 2 [77] [78] [79] . The above is nicely demonstrated by the calibration procedure described by [10] : The practical difficulty of determining the true area under the measured absorption curves, due to spectral overlap and the recording of only a limited (and uncertain) spectral range, was circumvented by implementation of a data analysis procedure in which the isotope ratios ("δ-values") are retrieved by means of a line-by-line non-linear least-squares fit of the sample spectrum to the sum of the reference spectrum and a quadratic baseline, with a scaling parameter proportional to the ratio of the molecular densities of the corresponding isotopologues. The non-linear baseline is included to be able to account for wavelength dependence in the optic that splits the laser beam into the reference and sample beams, as well as for (stationary) slow etalon fringes in the optical system. This procedure, however convenient, introduces a dependence of the calculated delta-value on the pressure difference between the sample and gas cell. The resulting apparent shift in isotope ratio is an artifact of the data analysis procedure. It was experimentally measured, enabling the correction of the raw delta-values, and was shown to be in excellent agreement with computer model simulations [10] .
The same data analysis procedure can also be used in experiments based on wavelength modulation spectroscopy (WMS) if one realizes that this procedure can be applied in the small absorption regime, assuring that the Fourier coefficients of the absorption profile are proportional to the species concentration associated with each spectral feature [11, 46] . In WMS-based isotope ratio spectrometry, an alternative spectral analysis procedure can be used, also in the "large absorption" regime, exploiting the formalism of the Fourier expansion of the harmonic signals. In fact, in the case of a second-harmonic detection scheme, an efficient approximation for the reconstruction and fitting of second-harmonic, wavelength-modulated, absorption spectra has been recently proposed and implemented [80] . The starting point was the work by Axner and co-workers [81, 82] , but in our approach the Fourier analysis of WMS signals was combined with an analytical approximation to the Voigt line shape. It was shown to be highly accurate for trace gas concentration measurements and very significantly faster, and is likely to be extended to pairs of sample and reference spectra for retrieval of isotope ratios.
Other sources of systematic errors in the isotope ratio measurement include: 1) non-equal optical absorption path lengths associated with the reference and sample spectra; 2) a different chemical composition between sample and reference materials, and 3) detector non-linearity. The first effect plays a role only in the non-linear ("large absorption") regime of the Lambert-Beer law. Both the first and the second effect can be corrected for very precisely, in the case of a direct detection scheme, as demonstrated elsewhere [46, 83] . In the case of WMS detection, the calculation of the apparent isotope ratio shift, even though far from being trivial, is still possible by means of model simulations mentioned above. In WMS experiments, based on diode or quantum cascade lasers, a further source of systematic deviations comes from a small non-linear component in the detector responsitivity. Particularly when a large frequency separation occurs between the pair of isotopologue lines under investigation, the laser source must undergo a wide excursion of the injection current in order to enter into resonance with the two lines within a single frequency scan. This may translate into a significant power variation. As a consequence, the responsitivity of the signal and reference detectors may change slightly when the laser frequency moves from one absorption line to the other, the two variations not being necessarily equal. This effect can introduce an apparent shift in the measured isotope ratio.
It is possible to derive a theoretical formula to quantify the systematic error described above, under the assumption of (WMS) signals proportional to the fractional absorption, in the limit of identical temperatures and total pressures in the two cells [84] . According to (1), the measured δ-value is given by:
where W is the WMS signal, the subscripts "r" and "s" refer to the reference and sample gases, while the superscripts "x" and "a" refer to the rare and most abundant isotopic species, respectively, and A represents the chemical species of interest. If ∆ denotes the center line fractional absorption, P the laser power, and the detector responsitivity, the δ-value can be rewritten in this way:
with T the zero-pressure transmission of each cell, determined by the mirror reflectivity and by the number of reflections. Equation (4) takes into account the fact that the laser beams shining on the two cells may be of different power, which is determined by the reflectivity R BS of the beam splitter dividing the primary beam into the two parts, as well as the fact that two detectors may exhibit a different responsitivity, s and r , for the sample and reference channels respectively. In particular for mid-infrared photoconductive detectors, the responsitivity may be a function of the laser power impinging on the detector. Not surprisingly, the larger the difference in the non-linear behavior of the detectors, the larger the error. But a less intuitive result is that, even if the two detectors exhibit the same non-linearity (or a single detector scheme is adopted), a systematic measurement error is made if the reference and signal detector (beams) do not receive the same level of optical power.
Standard InGaAs detectors are extremely linear, and this effect can be safely ignored in the near infrared region at wavelengths shorter than say 1.7 µm. However, extendedInGaAs detectors exhibit an appreciable non-linearity, as do all common mid-infrared detectors, and the described effect can be observed. Depending on the power levels and the degree of detector non-linearity, the apparent delta-shift can range from −2 to +2‰, in the case of an experiment at 2 µm using extended-InGaAs detectors [84] .
In many cases, the systematic measurement errors mentioned above can be calibrated "away", through repeated measurements of reference materials, as long as the instrument is sufficiently precise and remains stable over time intervals larger than the time between calibration measurements. One should not, however, desire such a situation, as it makes the calibration process susceptible to unknown variations in environmental variables (pressure, temperature, laser power, etc.), and (often needlessly) complicated. For example, the correction terms determined in the calibration process may also show a dependence on the actual isotope ratio value, besides the dependence on the environmental variable. It is for these reasons that we prefer to correct the raw measurement results for experimental artifacts, as long as these are quantitatively well understood, before calibrating the measurements, based on the measurement of reference materials that are back-traceable to international standard materials (such as SLAP and VSMOW in the case of water isotope ratio measurements).
Conclusions
Recent developments in the field of laser spectroscopy, most notably the availability of easier to use midinfrared laser sources and robust ultra-sensitive, cavity-based detection techniques, have led to important advances in our ability to measure isotope ratios at low concentrations of the gas of interest, under difficult conditions, and on more difficult systems. We have shown examples of attempts to measure in the harsh environment of a volcano, as well as at trace gas concentration levels on airborne platforms. Measurements have already been carried out on molecular systems that can be considered more difficult in terms of spectroscopic complexity than, for example, carbon dioxide. If we ignore sample handling related difficulties (such as may be prominent in the case of "sticky" or reactive species), and do not consider the environment in which the measurement needs to be carried out (e.g., on a moving platform, high temperature variability, or in the presence of other, interfering species), we propose that the product of the concentration of the isotopic species and the band strength, divided by the partition function, is a measure of the spectroscopic "ease of measurement". The latter may be quantified by:
Here, p represents the total pressure of the sample, υ is the volume mixing ratio of the abundant isotopologue, R is the isotope ratio, S r is the line strength of the spectral feature used to probe the rare isotopologue, while S a is that of the abundant isotopologue (for which we assume R a = 1). Note that a molecular spectroscopy database like HITRAN reports the product of R and S as the line strength [85] . The formula takes into account that the ease of measurement is predominantly determined by the spectral feature (corresponding to the rare or abundant isotopologue) with the lowest signal strength. Underlying assumptions are that the laser line width is narrow compared to the absorption line width, that the absorption path lengths associated with the rare and abundant spectral features are equal, and that the measurement is carried out at a total pressure sufficiently low for the line broadening to remain within the Doppler limit, as at higher pressure the center line intensity no longer increases approximately linearly with pressure and spectral line overlap may result in isotopologue cross-correlations. In Table 1 we list the calculated values of E for a number of molecular systems, and experimental conditions (pressure, volume mixing ratio, line selection) as encountered in selected publications. We also report the inverse of the relative value, E * , with respect to the determination of δ 18 O in 100% water vapor at 2.73 µm (which thus has E * = 1). Roughly speaking, when the value of 1/E * does not exceed 1000, a precise measurement can be carried out without the need to resort to very long optical path length, cavity enhanced techniques. Long path length multiple-pass cells can be rather susceptible to sinusoidal modulations of the spectrum baseline (fringes), induced by partial overlap of beam paths inside the cell. High finesse optical cavity based techniques too can suffer from unwanted reflections in the optical system, similarly leading to optical fringes, as well a a Note that the mixing ratios used in these two studies ( [86] and [87] ) are a factor of, respectively, ∼ 2600 and ∼ 550 higher than natural.
TABLE 1
The "ease of measurement" parameter E for a number of selected molecular systems. The next to last column gives the parameter scaled to 1 for the reference measurement at 2.73 µm of H 18 OH in a 100% water vapor sample, while the final column gives the inverse of the relative parameter (thus increasing with the difficulty of the measurement). Note that the parameter does not account for the technique used to perform the measurement, nor does it relate to the success (precision, accuracy) of the experiment mentioned in the first column as from unwanted feedback to the laser and laser phase noise. Short path length operation, using mid-infrared lasers if needed, may be preferable for these reasons alone. In addition, a multiple-pass cell is more easily used in a dual gas cell configuration, in which the sample spectrum can be recorded simultaneously with a reference spectrum. This will result in a partial cancelation of coherent (laser) noise when these spectra are compared (either by determining the ratio of absorptions, or the difference, as done in [54] ). It also relaxes the stability requirements on the spectrometer, as the reference measurements will otherwise need to be interspersed at regular intervals (which should ideally be shorter than the Allan variance stability time of the spectrometer) between the sample measurements. It may be clear that these reference measurements do not eliminate the need for the frequent measurement of a number (minimum two) of standard materials that can be used for the isotope scale calibration as discussed in the previous section.
As the table shows, there are a (growing) number of applications that demand the utmost in detection sensitivity. Two promising techniques that can deliver such sensitivity are OA-CEAS and OF-CEAS. The first suffers from a low light throughput, and consequently requires a fairly high laser power and a good signal detection system. It also uses large diameter mirrors and therefore a large volume gas cell. This, in turn, results in a large pumping requirement, if the gas exchange time needs to be kept short. OF-CEAS shares the advantage of a very small cavity volume with cw-CRDS, but has the added advantage of a very high light transmission. However, OF-CEAS places specific requirements on the laser in terms of its sensitivity to optical feedback, excluding, for example, the use of a fibred DFG source. It is also the (slightly) more difficult technique to implement, due to the necessity to control the phase of the light field fed back to the laser, which is done by fine adjusting the distance between the laser and the cavity entrance mirror. The required bandwidth of this control loop (< 100 Hz) is, however, orders of magnitude lower than that required in conventional CEAS. As so often therefore, each technique presents its specific advantages and shortcomings, making the choice of technique highly dependent on the details of the application.
