Recent researches use margin theory to analyze the generalization performance for deep neural networks. The main results are based on the spectrally-normalized minimum margin. However, optimizing the minimum margin ignores a mass of information about margin distribution which is crucial to generalization performance. In this paper, we prove a generalization bound dominated by a ratio of the margin standard deviation to the margin mean, where the huge magnitude of spectral norms is reduced. Compared with the spectral norm terms in the existing results, the margin ratio term in our bound is orders of magnitude better in practice. On the other hand, our bound inspires us to optimize the margin ratio. We utilize a convex margin distribution loss function on the deep neural networks to validate our theoretical results. Experiments and visualizations confirm the effectiveness of our approach in terms of performance and representation learning ability.
Introduction
Deep neural networks (DNNs) is making major advances in solving problems that have resisted the best attempts of the artificial intelligence community for many years [17] . Recently, many researchers try to explain the practical success of DNNs. Although several common techniques, such as dropout [29] , batch normalization [11] , and weight decay [15] , do improve the generalization performance of the over-parameterized deep models, these techniques do not have a solid theoretical foundation to explain the corresponding effects. Therefore, some work [4, 23, 10, 1] tries to find the key factors that affect the generalization performance of deep models and inspire us to design algorithms.
Since the large margin principle plays an important role in the theoretical analysis of generalization performance [26, 30, 21] , recent works start using margin theory to bound the generalization error for DNNs. To introduce these works, we need to state some notations.
Samples. Consider the multi-class task with feature domain X B,n = {x ∈ R n x 2 2 ≤ B 2 } and label domain Y = {1, 2, . . . , k}. Let D be an unknown (underlying) distribution over X × Y. A training set S = {(x 1 , y 1 ), . . . , (x m , y m )} is drawn identically and independently (i.i.d.) according to D. We denote a labeled sample as (x, y) ∈ D.
Neural networks. Let f w : X B,n → Y be the function represented by a d-layer feed-forward network with parameters w = {W 1 , W 2 , . . . , W d } and output domain Y = R k . The entire network can be formulated [3] ; Frobenius: 1
in Neyshabur et al. [22] ; spec-
in Bartlett et al. [4] ; spec-fro: ρ
in Neyshabur et al. [23] ; compression:
in Arora et al. [1] ; our bound: (1+λ) 2
where φ is the ReLU activation function and let ρ be an upper bound on the number of output units in each layer.. We can define the fully connected networks (FNNs) recursively:
, where x i denotes the output of the i-th layer.
Margin. The predicted label is denoted by h(x) = arg max j f w,j (x) ∈ H, where h : X B,n → Y is a map from the feature domain to the label domain and f w,j is the j-th element of the score vector. Then the decision function naturally leads to the multi-class margin for a labeled sample:
Recently, Bartlett et al. [4] and Neyshabur et al. [23] proved a spectrally-normalized margin bound for DNNs with two different proofs (Rademacher complexity and PAC-Bayesian method). We summarize the main results below (property (2) is proved by Bartlett et al. [4] whose spectral norm term is (3) and Neyshabur et al. [23] whose spectral norm term is (4)).
where L 0 (h) = Pr (x,y)∼D [h(x) = y] and L γ (h) = 1 m m i=1 (γ h (x i , y i )) denotes the generalization error and the empirical estimation of expected loss with (γ h ) = min 1, max 0, 1 − γ h γ denotes the γ-margin loss function. Here, the spectral norm term R w is defined as:
where · 2 , · F , · 2,1 denote the spectral norm, the Frobenius norm and the (2,1) matrix norm (sum of 2 norms of each unit). Both the two spectral norm terms above are dominated by the product term d i=1 W i 2 , which is always orders of magnitude larger than the VC-dimension bound Θ(ρ 2 d 2 ) [8] in practice (detailed results are shown in Figure 1 ). It is hard to say that these results can inspire new algorithms for deep models. This vacuous situation is caused by focusing on the minimum margin, which ignores a mass of information on margin distribution.
Our results
The margin distribution principle [25, 7, 31] claims that the margin distribution rather than the minimum margin has much leverage in generalization performance. Following this principle, we improve the upper bound on generalization gap to O(Λ λ,w 1/m), the margin ratio term is defined as
where
is a parameter denoting the ratio of the margin standard deviation to the margin mean over the underlying distribution D, and the error-resilience term
relies on the noise sensitivity [1] quantified by parameters c, µ i , µ i→ (see Definition 1, 2, 3 for details). Since our bound is dominated by the margin ratio at the last layer, where the huge magnitude of spectral norms are reduced, our bound can achieve a non-vacuous result. The contributions of this paper are as follows:
Margin distribution. Our bound shows that we can restrict the complexity of deep nets by the ratio of second-to first-order statistic of margin distribution at the last layer. Compared with the existing results [4, 23] , this bound contains more information on the margin distribution to estimate the generalization error. Moreover, the empirical evaluation shows that our bound is consistent with the change of test accuracy over epochs in practice (see Figure 1 ).
Magnitude. Since the error-resilience term in our bound inherits the property of that in Arora et al. [1] , our bound is orders of magnitude better than the existing margin bounds based on the product of spectral norms. Considering that the noise sensitivity parameters are similar to the stable rank 1 of a matrix, our capacity measure is even comparable to the VC dimension.
Optimization. Inspired by our theoretical result, we encourage the DNNs to optimize the margin ratio λ. Therefore, we propose a new approach called Margin Distribution NETworks or MDNET, which utilizes an appropriate margin distribution loss function to optimize the first-and second-order statistics of margin. Moreover, we empirically evaluate our loss function on deep neural networks across different image datasets and model structures. Specifically, empirical results demonstrate the effectiveness of the proposed MDNET in learning tasks with limited training data. 1 The stable rank of a matrix A is A 2 F / A 2 2 , where A F denotes Frobenius norm and A 2 denotes spectral norm. It describes the degree of sparsity of the matrix.
Additional related work
Margin-based deep neural networks. Recently, margin-based deep learning algorithms developed rapidly. Schroff et al. [27] used the triplet loss to encourage a distance constraint similar to the contrastive loss. Similarly, Chan et al. [5] enhanced the supervision of the learned filters by incorporating the information of class labels in the training data and learn the filters based on the idea of multi-class linear discriminant analysis (LDA) for classification task. Liu et al. [18] proposed a generalized large-margin softmax loss which explicitly encourages intra-class compactness and inter-class separability in the learned representation space. Recently, Jiang et al. [12] presented abundant empirical evidence to validate that the generalization in deep learning can be estimated from the margin statistics. Experiments in this paper also verifies this strong relationship (see Figure 1 ). The relationship between the generalization performance and the margin compactness (second-order statistics) in deep learning has not been analyzed theoretically.
Compression approach. Arora et al. [1] proposed a stronger generalization bound for deep networks via a compression approach, which is several orders of magnitude better in practice. Their work offers a new formalization of noise-stability for neural networks. This formalization help us to bound the perturbation of neural networks f w+u (x) − f w (x) 2 with the first-and second-order statistics of the margin distribution, which avoids using the large magnitude of norms. Although our bound relies on the definitions of the noise sensitivity, our proof does not need the compression-based framework [1] which is not natural for general neural networks.
Generalization Analysis

Preliminaries
Error-resilience properties: Here we formalize the error-resilience properties for deep neural networks. Arora et al. [1] show that if we inject a scaled Gaussian noise to the input of deep nets, as it propagates up, the noise has rapidly decreasing effect on higher layers. This fact implies compressibility of deep nets, i.e., low rank of parameters' matrix, which inspires us to bound the perturbation caused by Gaussian noise with the noise-sensitivity parameters below (Definition 1, 2, 3 are defined by Arora et al. [1] ).
Definition 1 (Layer Cushion). The layer cushion of layer i is defined to be largest number µ i such that for any x ∈ S:
Definition 2 (Interlayer Cushion). For any two layers i < j, we define the interlayer cushion µ i,j , as the largest number such that for any x ∈ S:
Furthermore, for any layer i we define the minimal interlayer cushion as µ i→ = min i≤j≤L µ i,j = min{ 1 √ ρ , min i≤j≤L µ i,j }. For any two layer i < j, denote by M i,j the operator for composition of these layers and J i,j x be the Jacobian matrix (the partial derivative) of this operator at input x. Therefore, we have x j = M i,j (x i ). Furthermore, since the activation functions are ReLU (hence piece-wise linear), we
Definition 3 (Activation Contraction). The activation contraction c is defined as the smallest number such that for any layer i and any x ∈ S:
These cushion parameters essentially serve as data-dependent versions of various worst-case layer-wise Lipschitz parameters that have appeared in previous work [1] , but their bound can be tighter because they are only defined over the emprical dataset, and therefore are point-wise rather than worst-case properties of the network. However, the Lemma 3 in the PAC-Bayesian framework requires high probability over closeness the underlying data distribution rather than just point-wise closeness over the empirical dataset.
Here we can regard the point-wise sparsity of layer-wise parameters' matrix (
as a random variable over reals based on the randomness of variable x. Then, the cushion parameters defined in Definition 1, 2, 3 can be interpreted as choosing the maximum of multiple independent samples. Therefore, we first prove a bound on the tail of a random variable v ∼ Q by choosing the maximum of multiple independent samples of the random variable. Specifically, the following simple lemma:
Proof. Let the Cumulative Distribution Function (CDF) and Probability Density Function (PDF) of random variable v be F (x) and f (x), and we denote the maximum of a set of m random variables by
In other word, the CDF and PDF of the minimum v (m) are F m (x) and mF m−1 (x)f (x). Then we can use the minimum value of the sample's set to bound the random variable v with a probability m m+1 , which converges to 1 with a rate O(1/m):
According to last equations (16) and (17), we have
Using such a simple lemma based on the distribution of the maximum, we can guarantee the point-wise sparsity of the learned parameters over the underlying data distribution D with a high probability by calculating the maximum of the empirical data set, i.e., 1 µ i , 1 µ i,j and c. Specifically, the following lemma:
Lemma 2 For any x ∈ S and for any layer i, the point-wise sparse properties of the layer-wise parameters can holds with a probability 1 − 1 m+1 as follows:
Margin distribution loss function: Instead of focusing on the minimum margin, we utilize more information about the margin distribution. For any parameter r > θ > 0, we can define a (r, θ)-margin distribution loss function that, that penalizes h with a cost of 1 when it predicts x with a margin smaller than r − θ, but also penalizes h when it predicts x with a margin larger than r + θ. The margin distribution generalization bound of this section is presented in terms of this loss function, which is formally defined as follows.
Definition 4 (Expected distribution loss function). For any r > θ > 0, the (r, θ)-margin loss is the function L r,θ (·) defined for all h ∈ H as:
Intuitively, our (r, θ)-margin distribution loss function looks for a classifier h which forces as many data points as possible into the zero-loss band (r − θ ≤ γ h (x, y) < r + θ). In particular, for r = θ and θ → ∞, the zero-loss band is the positive area (γ h (x, y) > 0) and L r,θ corresponds to the 0-1 loss L 0 . Let L r,θ (f w ) be the empirical estimate of the expected margin distribution loss. So we will also denote the expected risk and the empirical risk as L 0 (f w ) and L 0 (f w ), which are bounded between 0 and 1.
Generalization bound
The proof framework of the generalization bound in this paper is based on the PAC-Bayesian framework proposed by Neyshabur et al. [23] . We only list our innovative results here (i.e., the margin distribution information and the noise-sensitivity parameters). Detailed proofs can be found in the supplementation.
To guarantee that the perturbation of the random variable u will not cause a large change on the output with high possibility, we need a perturbation bound to relate the change of output to the structure of the network and the prior distribution P over H. Neyshabur et al. [23] have proved a restriction on the change of the output by the norms of the parameter weights. Here we can bound the change of output by the noise-sensitivity parameters and the statistics of margin distribution:
, E[ββ ] = σ 2 I, the change of the output of the network can be bounded with a fixed probability (δ = 1/2) as follows:
Note. We let θ 2 = Var S [γ h (x, y)], which implies that the margin mean is larger than the standard deviation. Actually, θ just need to be a second-order statistic. In other words, we can re-scale θ = a · Var S [γ h (x, y)] to satisfy r > θ. In this way, the (r, θ)-margin loss is a surrogate loss function.
Proof. First, we need to bound the perturbation of linear operator caused by injecting a scaled Gaussian noise U = β W F , E[ββ ] = σI. For any fixed vectors a, b, we have
According the Markov inequality, we have
Now, we will bound the perturbation of the d-layer deep nets by induction. For any layer i ≥ 0, let x j be the output at layer j with original net andx j i be the output at layer j if the weights W 1 , . . . , W i in the first layers are replaced with W 1 + U 1 , . . . , W i + U i . The induction hypothesis is then following: Consider any 0 < ≤ 1, the following is true with probability 1 − iδ d over W 1 + U 1 , . . . , W i + U i for any j ≥ i:
For the base case i = 0, since we are not perturbing the input, the inequality is trivial. Now assuming that the induction hypothesis is true for i − 1, we consider what happens at layer i.
The second term in (29) can be bounded by i−1 l=1 c 2 σ 2 µ 2 l µ 2 l→ x j 2 2 by induction hypothesis. Therefore, it is enough to show that the first term in (29) is bounded by c 2 σ 2
We decompose the error into two error terms one of which corresponds to the error propagation through the network if activation were fixed and the other one is the error caused by change in the activations:
The first term in (32) is bounded by:
Interlayer Cushion
The second term in (32) can be bounded as:
Both terms in (35) can be bounded using interlayer smoothness condition of the network:
INTERLAYER SMOOTHNESS. (Arora et al. [1] ) Interlayer smoothness is defined the smallest number such that with probability 1 − δ over noise η for any two layers i < j any x ∈ S:
)d x j /3. Similar to this term, again we have
Putting everything together completes the induction with probability at least 1 − δ/2 (if i = d).
Since we can calculate the first-and second-statistics of the margin in the last layer E x∈S [γ h (x, y)] = r, Var x∈S [γ h (x, y)] = θ 2 , we use them to bound the perturbation instead of the worst situation:
Connecting these two inequalities we prove the lemma (fixing the probability δ = 1/2):
Since Lemma 3 proves that the perturbation by the random variable u is bounded by a term relative to the variance σ, we can preset the value of σ to make the random perturbation satisfy the condition for PAC-Bayesian theorem [20, 23] below.
Lemma 4 (PAC-Bayesian Theorem) Let f w : X → R k be any predictor with parameters w, and P be any distribution on the parameters that is independent of the training data. Then, for any r > θ > 0, δ > 0, with probability at least 1 − δ over the training set of size m, for any w, and any random perturbation u
Bounding the Kullback-Leibler divergence term by w 2 2 / u 2 2 in PAC-Bayesian theorem, we can attain the following generalization bound based on a specific margin distribution.
Theorem 1 (Generalization Bound). For any d, ρ > 0, let f w : X → R k be a d-layer feed-forward network with ReLU activations. Then, for any δ > 0, with probability ≥ 1 − δ over a training set of size m, for any w, we have:
where the margin distribution term is defined by Λ λ,w = 1+λ
Remark. Instead of being dependent on the original data distribution, our bound is dependent on the statistics of the margin distribution. Since the margin mean r and variance θ rely on the specific learning algorithm, the complexity measure in our bound is relative to both the data distribution and the specific algorithm used to train the model (while the previous margin bounds [4, 23, 6] rely on the worst case of the margin distribution R 2 w B 2 which is independent to the specific algorithm). Moreover, we analyze the superiority of this distribution-type bound in Section 1.
Proof. The proof involves chiefly two steps. In the first step we bound the maximum value of perturbation of parameters to satisfied the condition that the change of output restricted by hyper-parameters of margin r and θ, using Lemma 3. In the second step we prove the final margin generalization bound through Lemma 4 with the value of Kullback-Leibler divergence term calculated based on the bound in the first step.
from the above inequality. Naturally, we can calculate the Kullback-Leibler divergence in Lemma 3 with the chosen distributions for P ∼ N (0, σ 2 I).
Hence, with probability at least 1 − δ and for all w such that, we have:
Convex Margin Distribution Loss Function
The generalization theory shows the importance of optimizing the margin distribution ratio λ. The result inspires us to find a margin distribution band (r − θ ≤ γ h (x, y) < r + θ) containing as many training samples as possible (to minimize the empirical estimate loss L r,θ ) but also a ratio λ = θ/r as small as possible (to minimize the size of the generalization gap L 0 (h) − L r,θ (h)). This type of loss function was first proposed by Zhang and Zhou [31] to optimize the first-and second-order statistics of margin distribution 2 . Here we formulate a convex margin distribution loss function for deep neural networks (MDNET):
Definition 5 (Convex margin distribution loss function). For a labeled sample (x, y) ∈ D, we denote its margin by γ h which is defined as (1) . We define the margin distribution loss for networks (MDNET loss) as:
where r is the margin mean, θ is the margin variance and η is a parameter to trade off two different kinds of deviation (keeping the balance on both sides of the margin mean).
(44) will produce a square loss when the margin satisfies γ h ≤ r − θ or γ h ≥ r + θ. Therefore, our margin loss function will force the zero-loss band to contain as many sample points as possible. The ratio of hyper-parameters λ = θ/r can control the capacity measure, which implies our measure is dependent to our specific learning algorithm (loss function with specific hyper-parameters). Our loss function aims at finding a decision boundary which is determined by the whole sample margin distribution, instead of the minority samples that have minimum margins.
Experiment
In this section, we offer experiments and visualizations to confirm the effectiveness of MDNET in terms of generalization performance and representation learning ability. We first compare different loss models under limited training data situation, to show its ability to alleviate overfitting problem. Then we compare different regularization situations, investigating the combination of margin distribution loss with dropout [29] and batch normalization [11] . Finally, we visualize and compare the features learned by the deep models of four different loss functions.
Datasets and Architectures
Since our method only works on the loss function part of deep models and does not change the architecture of deep neural networks, we can verify the effectiveness of MDNET on the classic CNNs (convolutional neural networks) and image classification benchmark datasets. We consider the following architectures and datasets: a LeNet architecture for MNIST dataset [16] , an AlexNet architecture [14] for CIFAR-10 dataset [13] . From the literature, these datasets come pre-divided into training and testing sets, therefore in our experiments, we use them in their original format.
As for details about the architecture, we remove the weight decay [15] , dropout [29] and batch normalization (BN) [11] from all the models and do not use the complex models, e.g., ResNet [9] and VGG-Net [28] . The batch normalization operation and weight decay will shift the data distribution. The notable dropout technique, in which some of the neurons are dropped from the DNNs in each iteration, can also be viewed as an ensemble method composed of different neural networks, with different dropped neurons [2] . ResNet and VGG-Net have also been viewed as ensemble methods [10, 28] . It is hard to analyze the influence of the ensemble structure on the margin distribution, so we remove these architectures and models except to investigate the interplay between the MDNET loss function and regularization. 
Configuration
For special hyper-parameters, including the margin mean parameter and margin variance parameter for MDNET loss model, and margin parameter for hinge loss model, we performed hyper-parameter search. We held out 5000 samples of the training set as a validation set, and used the remaining samples to train models with different special hyper-parameters values, on both the MNIST dataset and the CIFAR-10 dataset. As for the common hyper-parameters, such as learning rate and momentum, we set them as the default commonly used values in PyTorch [24] for all the models. We chose batch stochastic gradient descent as the optimizer. As for the influence of the different hyper-parameters on the test accuracy, we discuss it empirically in the supplementary.
Tasks and Results
Test accuracy without regularization. Evaluated on the MNIST dataset, the baseline cross-entropy model achieves 99.09% of test accuracy; the hinge loss model 98.95%; the soft-hinge loss model 99.14% and MDNET loss model 99.16%. On the CIFAR-10 dataset, the baseline cross-entropy model achieves 72.22% of test accuracy; the hinge loss model 71.15%; the soft-hinge loss model 73.96% and MDNET model 76.79%. The result shows that optimizing the margin ratio improves the performance of deep models, compared to the other loss functions that ignore the margin distribution.
Small Sample Learning. It is well-known that deep learning is very data-hungry, which means that if the training data size decreases, the model's performance will decrease significantly. This disadvantage of deep learning can seriously restrict its applicability to real-world problems where sufficient amounts of data are not available. Therefore, a desirable property of MDNET loss models is that it can generalize well even when the training data is insufficient.
To evaluate the performance of MDNET loss on small amounts of data, we train our different models on random subsets of the training sets. In particular, we consider from 100% of the training samples to 0.125% on the MNIST dataset, and from 100% of the training samples to 0.5% on the CIFAR-10 dataset, and train the models accordingly. In Figure 2 , we show the test accuracy of all four models decreases with the amount of training samples. Obviously, the MDNET model clearly outperforms all the other models constantly across different datasets and different fractions. Furthermore, the less training data there are, the larger the performance gain MDNET models can have. The empirical results demonstrate that, by searching an appropriate zero-loss band to estimate the statistics of margin distribution, the MDNET model can achieve better performance with small amounts of training data.
Regularization Methods. We also compare the MDNET loss with the baseline cross-entropy loss under different regularization methods and different amounts of training data in Table 1 . The MDNET loss outperforms the baseline consistently across different situations, no matter whether dropout, batch normalization or the entire the CIFAR-10 dataset are used or not. Specifically, when the amount of training samples is small (5% fraction of the CIFAR-10 training set), the advantage of MDNET loss is significant. Moreover, the MDNET loss function can cooperate with both batch normalization and dropout, achieving the best performance in Table 1 , which is highlighted in bold red text. Unlike dropout and batch normalization which lack solid theoretical grounds, the MDNET loss function is inspired by the margin distribution bound in Theorem 1, which guides us to find the suitable ratio λ to restrict the capacity measure and alleviate the overfitting problem efficiently.
Feature Visualization. Since the performance of the MDNET loss models is excellent, we observe that the distribution of data in the learned feature space (the last hidden layer) is consistent with the generalization results. In this experiment, we use t-SNE method to visualize the data distribution on the last hidden layer for training samples and test samples. Figure 3 plots the 2-D embedding image on a limited CIFAR-10 dataset, with only 10% of the whole training samples. The t-SNE [19] is a tool to visualize high-dimensional data. It converts similarities between data points to joint probabilities and tries to minimize the Kullback-Leibler divergence between the joint probabilities of the low-dimensional embedding and the high-dimensional data.
Consistently, we can find that the result of MDNET . We can find that the feature distribution of MDNET-loss model is better, i.e., the intra-class compactness and inter-class separability is better compared to the others. of samples which have the same label are more compact. To quantify the degree of compactness of data distribution, we perform a variance decomposition on the data in the embedding space. By comparing the ratio of inter-class variance S E to intra-class variance S A in Table 2 , we see that the MDNET loss always attain the most compact distribution among these four loss functions. Moreover, the visualization result is consistent with 1/λ, the margin distribution ratio of these four models Table 2 , which means that optimizing the margin distribution (searching an appropriate margin ratio λ) is helpful to attain a good learned representation space. This representation features space can further alleviate the overfitting problem of deep learning. Hence, the margin distribution loss function can significantly outperforms the other loss functions in generalization task through limited training data.
Conclusion
This paper proves a margin bound orders of magnitude better than existing results by considering the margin distribution at the last layer instead of the minimum margin. The theoretical result inspires us to utilize a margin distribution loss function to improve the generalization performance of neural networks (the MDNET loss). As for experiments, the results validate the superiority of our method in small sample learning problems, and show that our convex margin distribution loss function can even cooperate with batch normalization and dropout, achieving a better generalization performance. In future work, we will explore the effectiveness of regularization methods from a margin theory perspective.
