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Abstract: Automatic detection of heart beats constitutes the basis for electrocardiogram (ECG) analysis and mainly
relies on detecting QRS complexes. Detection is typically performed by analyzing the ECG signal. However, when
signal quality is low, it often leads to the triggering of false alarms. A contemporary approach to reduce false alarm rate
is to use multimodal data such as arterial blood pressure (ABP) or photoplethysmogram (PPG) signals. To leverage
the correlated temporal nature of these signals, a probabilistic data fusion model for heart beat detection is proposed.
A hidden Markov model is used to decode waveforms into segments. A Bayesian network is employed for capturing
intersegmental coupling between waveforms and detecting heart beats. The performance of the proposed system was
evaluated on a dataset provided by PhysioNet Challenge 2014: Robust Detection of Heart Beats in Multimodal Data. The
proposed method is comparatively analyzed with a baseline hidden Markov model method for ECG and an improvement
of 9% in sensitivity and 26% in positive predictivity is observed. The eﬃciency of the proposed model is also compared
with related data fusion methods and a comparable performance is found. The robustness of the method is analyzed
by inducting Gaussian noise into the dataset. A performance gain of 31% both in sensitivity and positive predictivity is
obtained in the worst case where both ECG and ABP are noisy with –6 dB signal-to-noise ratio.
Key words: Electrocardiogram, QRS, arterial blood pressure, hidden Markov model, Bayesian network

1. Introduction
Automatic detection of a heart beat constitutes the basis for electrocardiogram (ECG) analysis and mainly relies
on detecting peaks (or QRS complexes, shown in Figure 1a) [1]. Beat detection is vital for monitoring patients’
cardiac health through diﬀerent diagnostics, e.g., heart rate (HR) estimation and detection of premature beats.
Therefore, the eﬀectiveness of beat detection is crucial because it determines eﬃcacy of ECG analysis.
The use of the hidden Markov model (HMM) has been demonstrated to be an eﬀective ECG analysis
approach. For example, Costa et al. showed that the HMM can be used to simultaneously model waveform
sequence duration as well as segment duration [2]. In [3], a two-stage modeling paradigm for ECG is proposed;
in the first stage each interval is modeled using a separate HMM, and the interval models are then combined
to form a beat waveform model. In [4], it was shown that the HMM is convenient for modeling intraindividual
variations. The state duration can also explicitly be modeled by using a hidden semi-Markov model (HSMM)
[5]. In [6], it was demonstrated that the HMM can also be used for online adaptation by using incremental
expectation maximization and segmental K-means algorithms [6].
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Figure 1. Correspondence between (a) ECG waveform and (b) ABP waveform.

A common limitation of the proposed methods is their reliance only on ECG signal, which makes them
error-prone when the ECG quality varies over time. This causes a high false alarm rate, such as high HR
estimations or false detection of premature beats. Recently, it was shown that the false alarm rate can be
reduced by using pulsatile signals such as continuous arterial blood pressure (ABP) or photoplethysmogram
(PPG) along with ECG. Since the pulsatile signals reflect cardiac activity, they can be utilized as a redundant
and independent source of information. For instance, the corresponding relevancy between ECG and ABP is
shown in Figure 1 [7]; the ECG waveform is shown in Figure 1a and ABP in Figure 1b. Because the signal-tonoise ratios (SNRs) may diﬀer for ECG and ABP, they can be employed as complementary sources [8]. Recently,
a HSMM-based fusion approach was proposed for detecting heart beats from ECG and ABP signals [9]. The
feature vectors (or observation sequences) are extracted from both signals by using slope-sum functions. A
multivariate Gaussian distribution was derived for the ECG and ABP observation sequences for each state.
The probabilities derived from each of the ECG and ABP distributions for a specific state were averaged (i.e.
fused) into a single observation probability value.
Various models have been proposed to generalize data fusion process. The joint director of laboratories
(JDL) is regarded as most popular model that oﬀers the idea of level-based processing [10]. Inspired by the
JDL model, we propose a heartbeat (or QRS complex) detection method as shown in Figure 2. The method
leverages the correlated temporal nature of ECG and ABP signals to detect heartbeats. A HMM is used to
decode waveforms into segments. A Bayesian network (BN) is employed for capturing intersegmental coupling
between waveforms and detecting heat beats. A detailed description of the proposed methodology is presented
in Section 4. The approach for modeling and segmenting ECG and ABP signals using HMMs are described in
Section 2. In Section 3, the BN-based data fusion model for QRS classification is explained. The methodology
is presented in Section 4 and results are given in Section 5.

Figure 2. General block diagram of proposed method.
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2. Modeling and decoding waveforms using HMMs
2.1. HMM
Since ECG and ABP signals can be characterized as discrete time and continuous values, HMMs provide an
appropriate modeling framework. A HMM is stochastic finite state automaton, characterized by three types of
parameters:
λ = (A, B, π),
where A is known as state transition probability and represents state transition behavior, B is the observation
probability, and π is the initial state probability. The observations in HMM O = (o1 , o2 , . . . , oT ) are continuous
features of a signal, modeled using a Gaussian probability density function as:
{
}
1
1
T
−1
bj (ot ) = √
exp − (ot −uj ) Uj (ot −uj )
2
2πUj

(1)

where ot is a vector of observation symbols (i.e. discrete or continuous features of the signal) at time t , and
uj and Uj are respectively the mean vector and covariance matrix of a state j . Most applications of HMMs
require three fundamental problems to be solved [11]: learning, evaluation, and decoding. Learning usually
involves parameter estimation and is seen as an optimization problem, whereby the task is to maximize a
likelihood function: P (O|λ). An iterative method, known as the Baum–Welch method, is a widely adopted
algorithm for learning in HMMs [12]. The evaluation problem is associated with a classification task and is
solved by finding the probability of the observation sequence, given the model: P (O|λi ). A forward-backward
algorithm is mostly used for this task [11]. Finally, the decoding task deals with finding the most probable
sequence of states from observations. The task is addressed using the Viterbi algorithm and is mainly employed
for segmenting signals.

2.2. Modeling waveforms
This section deals with modeling signals according to the HMM framework. One way to characterize HMMs
is based on topology of the model. Two commonly used topologies are ergodic and left-right [12]. In ergodic
HMMs, arbitrary state transitions are authorized, while in left-right models the state transitions occur only in
the forward direction as time increases.

2.2.1. ECG waveform structure modeling
Prior to modeling the structure, it may be useful to represent the ECG signal in terms of feature vector as an
observation sequence. Various signal processing techniques can be used for this purpose, for instance Fourier
transforms coeﬃcients and linear predictive coding. However, in ECG signals most of the vital diagnostic
information is contained in the morphology of waveforms and interval timing [2]. Therefore, we have used scalar
values as observation sequences as suggested in [2]. Moreover, the ECG waveform is a sequential waveform that
consists of isoelectric segments (such as PQ and ST). Hence, left-right topology is a reasonable modeling choice.
As shown in Figure 3, we have represented each isoelectric segment as a state except QRS, which is further
divided into three states (Q, R, and S) for better segment modeling as proposed in [12].
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Figure 3. Left-right HMM of ECG waveform.

2.2.2. ABP waveform structure modeling
The ABP waveform is a representation of blood flow over time. The pulse morphology of ABP is well known and
consists of four main elements: systolic BP, diastolic BP, the diastolic cusp, and waveform oﬀset [13]. Cliﬀord
et al. described coupling between ECG and ABP waveforms [7] as shown in Figure 1. It can be noticed that the
main points of the ABP waveform, i.e. systolic BP, diastolic BP, diastolic cusp, and waveform oﬀset, correspond
to main points on the ECG waveform, i.e. Q, R, S, and T, respectively.
In order to capture the morphological correspondence between the ECG and ABP, we consider scalar
values of ABP as an observation sequence like the ECG waveform. Since the ABP waveform is also sequential
and cyclic, similar to the ECG, the left-right HMM is an appropriate modeling choice for the waveform. To be
consistent with morphology, we have adopted a HMM topology as shown in Figure 4.

Figure 4. Left-right HMM of ABP waveform.

2.3. Parameter estimation
This phase deals with estimation of model parameters (i.e. λ = (A, B, π)) from the observation sequence. The
task is performed using the Baum–Welch algorithm, which is a special case of the expectation-maximization
method [11]. Each state is represented by a single Gaussian density function. As noticed in [3,6], a single model
is insuﬃcient to deal with all morphological variations of ECGs. A commonly used approach for dealing with
that is to cluster the dataset and maintain a HMM for each cluster. We have utilized the HMM likelihood
clustering method for clustering signals as suggested in [3]. The clustering is performed independently for ECG
and ABP.
2.4. Waveform segmentation
This section deals with segmenting waveforms into local segments. The task is commonly posed as a decoding
procedure and the Viterbi algorithm is used as described below. Suppose δt (i) is the likelihood of the most
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probable state sequence that ends in state i by the given first t observations:
δt (i) = maxq1 q2 ...qn−1 p (q1 q2 . . .qt = i, o1 o2 . . .ot | λ)

(2)

where δt (i) is known as the Viterbi path probability (vpp). The symbols qt and ot are state and observation
at time t, respectively. The computation of δt (i) can be performed by initializing the vpp as:
δ1 (i) = πbi (o1 )

(3)

where bi (o1 ) is the observation probability of initial symbol o1 in state i . On expanding δt (i) from time t − 1
to t, the path with the best probability to the next state j can be computed as:
δt (j) =maxi,j (δt−1 (i) aij bj (ot ))

(4)

Though the vpp provides the probability of an optimal path on choosing the most probable state at each time
step, our objective is to find the path and not the probabilities. A variable φt (i) is used for that purpose by
remembering the predecessor state that optimally provoked the current state as:
φt (i) =arg maxi (δt−1 (i) aij )

(5)

3. QRS classification using Bayesian networks
In this section, we have presented a BN-based method for modeling segment-level (i.e. methodologically state
level) coupling between the ECG and ABP for QRS detection. The proposed method receives decoded states
of the ECG and ABP as input and identifies the QRS segment. We have adopted the framework of the BN to
model the relationship between the waveforms. In Section 3.1, the BN and dynamic Bayesian network (DBN)
are introduced. The data fusion approach is presented in Section 3.2.
3.1. Bayesian and dynamic Bayesian networks
A BN is a graphical model to encode probabilistic relationships among variables of interest. The model is
represented by using two components: a directed acyclic graph (DAG) and local conditional probabilities [14].
The BN describes joint distribution over a set of variables X = {x1 x2 , . . . , xn } as:
P (X) = P (x1 , x2 , . . . , xn ) =

n
∏

P (xi |P arents(xi ))

(6)

i=1

where P arents (xi ) represents a set of predecessors of xi in the DAG and P (xi |P arents(xi )) denotes the local
conditional probability of variable xi . BNs can automatically be learned from data and there can be various
learning settings. For instance, the network structure may be known or unknown and network variables may
be observed from training data or not. In the case where the network structure is known and training data are
observed, learning deals with estimating the local conditional probabilities of variables.
A DBN is an extension of the BN for modeling probability distributions over a semiinfinite collection
of random variables Z1 , Z2 , . . . [15]. The DBN is mostly employed to represent a time-dependent stochastic
process. Generally, discrete-time processes are considered. A DBN can be defined as a pair (B1 , B→ ) where
B1 is a usual BN and B→ is a 2 time-slice Bayesian network (2TBD) that can be defined P (Zt | Zt−1 ) as:
P (Zt | Zt−1 ) =

N
∏

i

P (Zti |P ar(Z t )),

(7)

i=1
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where Zti denotes ith node at time t. In the 2TBN, no parameters are associated with the 1st slice but each
i

node in the 2nd slice has an associated conditional probability distribution that defines P (Zti |P ar(Z t )) for all t
> 1. The DBN also involve two aspects of learning: structure and parameter learning. Given a model structure,
parameter learning can be performed by computing posterior distribution over parameters as:
P (θ | M, D) =

P (D|θ, M )P (θ|M )
P (D|M )

(8)

By assuming D = {y1 , y2 , . . . , yn } to be a vector or time series of vectors, the likelihood of the dataset is
defined as:
n
∏
P (D|θ, M ) =
P (yi |θ, M )
(9)
i=1

The maximum likelihood estimation of parameters is performed by maximizing the likelihood or equivalently
log likelihood as:
n
∑
ζ (θ) =
log P (yi |θ, M )
(10)
i=1

3.2. Model structure
This section deals with modeling the structure of BNs to represent the relationship between ECG and ABP
segments or states (since segments are represented as states). The idea is illustrated in Figure 5 as a bottom-up
approach where each layer gives input to the upper layer. The lowest layer (layer 0) carries input signals.
The signals are decoded into state sequences at layer 1. The decoded state sequences are used to generate a
classification sequence at layer 2. The states of the classification sequence are either black (signifying the presence
of QRS) or white (representing the absence of QRS). One hurdle underlying the scenario is availability of training
data for the classification sequence to model the relationship with ECG and ABP sequences. However, with
the availability of annotated data, one can readily generate such a classification sequence from the annotation
sequence.

Figure 5. Bottom-up QRS identification approach.

To model the relationship between decoded states of ECG and ABP waveforms, three random variables
E, B, and C are considered respectively to represent the states of ECG, ABP, and classification. The possible
values for variables E and B are distinct states within ECG and ABP sequences. The variable C is binary and
indicates the presence or absence of the QRS segment. The next modeling task is to model dependencies among
variables. The question underlying this task is which dependencies are appropriate to detect C from E and B.
We have considered two settings:
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• The variables E and B independently participate for decision-making about C. Figures 6a and 6b depict
this setting.
• The variables E and B are dependent on each other for detecting C. Figures 6c and 6d represent this
setting.

Figure 6. Bayesian networks for QRS identification. In (a) and (b) E and B independently participate in decisionmaking about C. In (c) and (d) E and B are conditionally dependent on each other.

Since segments (or states) of ECG and ABP waveforms appear in chronological order, it may be useful to
incorporate this ordering information into the network for QRS detection. The information can be incorporated
by modeling state transitions. The DBN can be an appropriate modeling framework. To evaluate the impact of
dependencies, we have analyzed four DBNs as shown in Figure 7. The networks as shown in Figures 7a, 7b, and
7c belong to Setting 1, where diﬀerent state transitions’ dependencies are considered to analyze their impact.
The network shown in Figure 7d is an example of Setting 2.

Figure 7. Dynamic Bayesian networks for QRS identification; nodes with symbols E, Q, and B are state variables
correspondingly for ECG, QRS, and ABP. In (a) E and B independently participate in decision-making about C. In (b),
(c), and (d) E and B are conditionally dependent on each other.

Given a Bayesian network and decoded states of variables E and B, the presence of QRS can be identified
by posing a conditional probability query over values of variable C. For instance, if the decoded states of ECG
and ABP at time step t are p and s, the hypothesis for identifying the value of C can be formulated as a
conditional probability query where the probability of C being in state yes can be estimated as P (yes|p, s).
The computation of the query can be performed using chain rules according to DAG.
4. Experimentations and results
4.1. Data collection and performance evaluation
The analysis of the proposed approach is performed on a dataset that is available as a part of the PhysioNet
Challenge along with a detailed description [16]. The dataset consists of 200 samples and contains time-aligned
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physiological signals including ECG, ABP, respiration, and fingertip PPG, etc. The dataset is annotated with
reference QRS locations. Each record is 10 min long or occasionally shorter, sampled at a uniform rate of 250
samples/s. A sample of 2 min of ECG and ABP signals with annotations is shown in Figure 8. The dataset is
further divided into training and test sets, each containing 100 samples (randomly selected from the dataset).

Figure 8. A sample of ECG and ABP signals with annotations, marked as red circles.

We have measured the eﬀectiveness of inter- and intrasignal identification and QRS detection phases individually. The eﬀectiveness is analyzed by using standard criteria of sensitivity (SE) and positivity predictivity
(P P ) as suggested in [3,13,14].
4.2. Results: QRS detection
We have analyzed the comparative performance of four approaches for QRS detection: the first approach is
the traditional HMM with unimodal data. The performance of the HMM is independently tested for both
ECG and ABP waveforms. The ECG waveform-based HMM has shown better sensitivity relative to the ABP
waveform-based method. However, in both approaches false positive rates are significantly high (see their PP
values), which makes their credibility questionable for real scenarios. In the second approach (called HMM +
postprocessing), we have employed postprocessing techniques after HMM detection to curtail false positives.
Various postprocessing heuristics have been analyzed and threshold and segment classification was found to be
eﬀective. Two types of threshold-based constraints are implied to verify the validity of the true QRS segment.
They include a horizontal constraint to verify the approximate length of the segment and a vertical constraint
to verify the approximate heights and depths of the segment. For segment classification we have trained a
separate HMM over only QRS segments and we use the model for finding the probability of the detected QRS.
Finally, an AND logic-based decision rule is applied over threshold values and estimated probability to classify
the detected QRS as true or false. The method shows eﬀectiveness in terms of reducing false positives. In the
third approach, BNs with ECG and ABP signals are evaluated for all networks as shown in Figure 6. We have
noticed that dependence between ECG and ABP states has an advantage over an independent relationship.
Finally, the performances of DBNs are analyzed for the networks shown in Figure 7. Here again, the network
structure that has dependence between ECG and ABP states has shown better performance than the others.
Overall, the results led us to conclude that the BN is a more eﬃcient data fusion framework for detecting QRS
from ECG and ABP state sequences.
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In Table 2, we present a performance comparison of our proposed method (called HMM & BN) with
the top-performing method of PhysioNet Challenge (called FSQI) along with a sample C-code entry (called
Sample) and a recently proposed hidden semi-Markov model (called HSMM). Results show the performance
of these methods over the training dataset of the original PhysioNet Challenge 2014. It can be seen that our
method has a performance comparable to those of other methods.
Table 1. Performance evaluation of four approaches: HMM using unimodal data, HMM with postprocessing using
unimodal data, Bayesian networks using ECG and ABP, and dynamic Bayesian networks using ECG and ABP signals.

S. no
1
2
3
4
5
6
7
8
9
10
11

Signal
ECG
ECG
ABP
ECG +
ECG +
ECG +
ECG +
ECG +
ECG +
ECG +
ECG +

ABP
ABP
ABP
ABP
ABP
ABP
ABP
ABP

Method
HMM
HMM + postprocessing
HMM
BN: model 1
BN: model 2
BN: model 3
BN: model 4
DBN: model 1
DBN: model 2
DBN: model 3
DBN: model 1

SE
0.85
0.85
0.69
0.83
0.95
0.94
0.94
0.80
0.80
0.80
0.85

PP
0.67
0.98
0.70
0.92
0.74
0.93
0.93
0.86
0.86
0.87
0.95

Table 2. Summary of related data fusion approaches including first ranked entry (FSQI) and sample challenge entry of
PhysioNet Challenge 2014, hidden semi-Markov model, and our HMM & BN approach.

S. no
1
2
3
4

Method
Sample
FSQI
HSMM
HMM & BN

SE
0.92
0.94
0.94
0.94

PP
0.93
0.94
0.95
0.93

Note: The results show the performance of data fusion methods over the training dataset of PhysioNet Challenge 2014.

4.3. Results: QRS Detection from Noisy Signals
In these experimentations the dataset was artificially corrupted with Gaussian noise as suggested in [17,18].
We have analyzed two test cases: first, the ECG signal is corrupted with noise while the ABP signal is clean.
Second, both ECG and ABP signals are corrupted. Four types of datasets are generated by inducting noise
with SNRs of –6, 0, 6, and 12. Examples of noisy ECG and ABP signals are shown correspondingly in Figures
9 and 10.
The performance of four approaches is comparatively analyzed, including the simple HMM, HMM +
postprocessing, BNs, and DBNs. As previously, two types of network settings are considered for the BN and
DBN, Setting 1 and Setting 2 (as described in Section 3.2). The results of the first and second test case are
shown respectively in Tables 3 and 4 (models 1 and 2 refer respectively to models with Setting 1 and 2). The
results are consistent with previous outcomes. That is, BNs with Setting 2 structure have an advantage over
other methods.
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Figure 9. An excerpt of 2 s of ECG signals with SNRs of 12 dB, 6 dB, 0 dB, and –6 dB.

Figure 10. An excerpt of 2 s of ABP signals with SNRs of 12 dB, 6 dB, 0 dB, and –6 dB.

Table 3. Performance evaluation of four approaches: HMM using unimodal data, HMM with postprocessing using
unimodal data, Bayesian networks using ECG and ABP, and dynamic Bayesian networks using ECG and ABP signals.
In these results, ECGs are considered noisy while ABPs are clean.

AWGAN
(SNR)
–6 dB
0 dB
6 dB
12 dB
458

HMM
SE
0.57
0.55
0.55
0.55

PP
0.40
0.48
0.55
0.64

HMM +
postprocessing
SE
PP
0.66 0.40
0.73 0.49
0.76 0.55
0.77 0.64

BN: Model 1

BN: Model 2

DBN: Model 1

DBN: Model 2

SE
0.73
0.82
0.88
0.89

SE
0.70
0.78
0.87
0.89

SE
0.82
0.83
0.82
0.81

SE
0.89
0.92
0.94
0.94

PP
0.8
0.81
0.82
0.82

PP
0.88
0.92
0.93
0.94

PP
0.72
0.74
0.79
0.80

PP
0.71
0.74
0.79
0.80

ZIA and ARIF/Turk J Elec Eng & Comp Sci

Table 4. Performance evaluation of four approaches: HMM using unimodal data, HMM with postprocessing using
unimodal data, Bayesian networks using ECG and ABP, and dynamic Bayesian networks using ECG and ABP signals.
In these results, both ECG and ABP signals are considered noisy.

AWGAN
(SNR)
-6 dB
0 dB
6 dB
12 dB

BN: Model 1
SE
PP
0.89 0.71
0.92 0.73
0.94 0.79
0.94 0.80

BN: Model 2
SE
PP
0.88 0.71
0.92 0.79
0.93 0.87
0.94 0.89

DBN:
SE
0.82
0.83
0.82
0.81

Model 1
PP
0.72
0.73
0.79
0.80

DBN:
SE
0.89
0.92
0.94
0.94

Model 2
PP
0.71
0.74
0.79
0.80

5. Conclusion and future work
We proposed a data fusion method for detecting the QRS segment from ECG and ABP signals. The method
mainly includes two levels of processing. In the first level, signals are decoded in terms of waveform segments.
For instance, the segments can be P, PQ, QRS, ST, and T for the ECG beat waveform. This task is performed by
modeling waveforms through HMMs. An important aspect of this work is the modeling of the ABP waveform,
which in the future can be a subject for further improvement. The performance of this level mainly depends
on whether or not an appropriate HMM is used for decoding. This mainly depends on identification of signal
type so that a relevant HMM model can be used. We have evaluated dynamic time warping and the HMM
comparatively for signal identification, where the HMM shows an advantage. In the second level, QRS is
detected on the basis of decoded signals. We have employed the framework of the Bayesian network to model
the relationship between intersignal segments. The results show an advantage of our method comparably with
the traditional HMM-based method and HMM with postprocessing in all three cases.
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