Abstract-A Human Proximity Operations System (HPOS) poses numerous risks in a real world environment. These risks range from mundane tasks such as avoiding walls and fixed obstacles to the critical need to keep people and processes safe in the context of the HPOS's situation-specific decision making. Validating the performance of an HPOS, which must operate in a real-world environment, is an ill posed problem due to the complexity that is introduced by erratic (non computer) actors. In order to prove the HPOS's usefulness, test cases must be generated to simulate possible actions of these actors, so the HPOS can be shown to be able perform safely in environments where it will be operated. The HPOS must demonstrate its ability to be as safe as a human, across a wide range of foreseeable circumstances. This paper evaluates the use of test cases to validate HPOS performance and utility. It considers an HPOS's safe performance in the context of a common human activity, moving through a crowded corridor, and extrapolates (based on this) to the suitability of using test cases for AI validation in other areas of prospective application.
The collection of test cases must be sufficient to demonstrate that the HPOS is able to perform tasks while avoiding people that are also within the operating space. Generating and considering test cases beyond the amount required to do this is wasteful. However, it is not clear, a priori, what number or configuration of test cases satisfies this minimum requirement. An infinite number of prospective scenarios exist to be tested; however, these can be abstracted in a variety of ways into a manageable number. For example, all test cases that, while occupying different positions in real space, are so insubstantially different as to be perceived and/or processed as the same by the HPOS can be grouped. An automated (limited-scope AI) use case producer (UCP) will be used to generate test cases for testing the HPOS. The AI UCP will employ pseudo-random operation script generation techniques to generate paths for simulating the human actors. This paper presents work on using use and test cases for validating the safe and effective operations of a robust HPOS. The challenge of validating HPOS safety, given a nearly infinite set of possible circumstances that it may encounter, is explored. The benefits and drawbacks of using the AI UCP are then considered and differences in testing throughput from using the AI UCP as opposed to human test case generation is characterized.
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INTRODUCTION
Real-world application of autonomous systems is an ongoing research and developmental field that is continuously providing advancements in human task operation, safety, and research on the universe we live in. Autonomous systems range from mundane tasks, such as janitorial work, to information seeking military drones, to space drones gathering resources from distant planets. Application of an autonomous system in the real world can provide great benefits to everyday tasks and research, but great care must be taken to ensure they are functioning properly before deployment. This is done through sufficient testing of the application.
Proper test case generation is crucial to ensuring the system's success and system failure prevention. However, sufficient validation on the performance of a complex autonomous system designed to operate in the real world becomes a problem due to the complexity introduced by erratic actors the real world provides. Generating test cases for a seemingly infinite set of scenarios caused by outside actors takes time and resources that may not be available or feasible.
This paper looks to find a solution to the aforementioned problem. We propose to create an artificially intelligent system, a use case producer, to generate test cases on which to validate an autonomous system designed for real-world application. The autonomous system will be tasked with the simple operation of moving through a space and avoiding stationary obstacles and outside actors along the way. Related research in test cases for artificially intelligent systems will be reviewed. It will be shown that through an artificially intelligent use case producing system, we can create significantly more test cases in a given amount of time resulting in a more robustly tested AI, which in return operates under a high chance of success.
BACKGROUND
Prior work [1] demonstrated the utility of using an artificial intelligence testing mechanism to test an artificial intelligence system. It demonstrated the speed of the autonomous operations and how this far exceeded human capabilities. Both qualitative and quantitative analysis of these benefits was discussed. However, this work did not directly address the human testing element, how it was performed or the methods used to assess it.
Dai, Mausam and Weld [2] present conceptually related work on utilizing an artificial intelligence system to assess human performance.
Their work utilized Amazon's Mechanical Turk and their TurkKontrol software. They discovered that automated analysis and extrapolation of scoring of performance data from human non-experts was the preferred approach to maximizing quality and minimizing cost. This same notion can be extended to the evaluation of autonomous systems.
Mondada and Floreano [3] look at the use of biological system derived mechanisms for the creation of intelligent behaviors in autonomous systems. A robot called Khepera was built and outfitted with sensors (primarily on the front, with two on the reverse side). Training caused the robot's control software to prefer to conduct many maneuvers with the front side facing the direction of travel or obstacle, so as to benefit from the presence of the larger number of sensors. This was demonstrated with training and testing exercises comprising obstacle avoidance, time management and object collection.
Brooks [4] presents conceptual work related to issues with virtual testing of software that will eventually run on physical robots. Brooks proffers that, while basic control issues may be discovered during virtual testing, real world conditions, data issues, space use contention and noise will pose additional problems for AI control systems. It is asserted that these cannot be adequately identified within the controlled simulation environment.
Billings, et al. [5] presents an example of using an AI to test another AI in a Texas Hold'em tournament. In this case, different versions of the AI are pitted against each other (e.g., the last good version is used to test the current version) allowing their performance to be contrasted, across a large number of hands (removing random-chance noise). Billings, et al. 's work, however, relies on the nature of a two-player competitive card game to create an effective testing system. It does not deal with the more typical case where operation cannot be tested via a competition between two instances of a particular type of AI and a performance evaluation metric must be created for research purposes.
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AI PERFORMANCE VALIDATION
Before serious work can be done on autonomous test case generation for validating the performance of our artificially intelligent autonomous system, the basic function of the AI must first be verified. An understanding on what the AI is designed to perform in the operating space and how it makes decisions should be formalized. Two areas are discussed in this section, validation on the function of the AI and a method used to test that validity.
Functional Validation
In order to ensure the proper validation on the function of the AI, the AI must show that it is able to perform two basic tasks within the confines of the simulated operating space. First the AI needs to be able to move freely around the environment without interruption. Second the AI needs to be aware of random actors passing through the space and avoid contact with said actors. Successful control over these actions will show sufficient operation allowing for more rigorous automatic testing.
Navigation within the operating space is the most basic of actions that will need to be verified. The AI will be expected to move about while staying within the confines of the designed space. In simulation the environment is simply defined by pre-selected boundaries or edges in the program. Real-world translations to this could range from walls inside a building to coordinates in the atmosphere or space. Stationary obstacles within the boundaries will also need to be considered by the AI's path decision making. Going through the obstacle will be determined as unacceptable so the AI will need to demonstrate the ability to move around obstacles while also staying within the predetermined limits.
Interference from outside actors into the operating space will also need to be taken into consideration in the AI's decision making. The AI will need to demonstrate its ability to sense an incoming object moving within its immediate space and determine the best path correction that will allow it to avoid collision while also fulfilling its prior function of avoiding stationary obstacles and boundaries.
Manual Test Cases
Fulfilling the aforementioned function requirements will be validated first through non autonomous, or manual, generated test cases. A program will be generated for simulating the AI and its movements. The simulated space will be defined in a coordinate system wherein the AI will be able to freely make a decision if it should move forward, backward, side-to-side, or diagonally through the space one coordinate point at a time. Once the AI is observed to be able to successfully move within the coordinate boundaries and around coordinates designated as obstacles, if any, an outside actor will be introduced. This actor will be manually controlled by the human tester. Movement through the space will be done in turns. The human tester will input a new coordinate for movement of the non-AI object based on the same movement rules as the AI itself. Once the human controlled actor has a new coordinate, the AI will be allowed to make its decision on where it would like to go. Successful testing will be achieved by showing that the AI was able to maintain both its prior defined functions.
USING AI TO TEST AI
Demonstrating and characterizing the performance of the autonomous testing of an autonomous control system is the long-term goal of this work. The initial experiments, presented herein, consider the most basic version of this. A simplified testing environment (which does not incorporate a physics model) based on a tum-based operating methodology, common to many computer simulation mechanisms, has been created.
Two robotic control algorithms have been created and implemented. These govern the activities of the robot that seeks to perform work while avoiding contact with simulated humans. To enable the assessment of the testing techniques, one of these algorithms has incorporated intentional defects that can result in a control failure (i.e., a collision with the human actor). To allow comparison between the utility of a human tester and an autonomous testing routine, a user interface for human testing and an autonomous testing routine have also been implemented.
Development of an Al Testing Tool
For the purposes of this initial experiment a purpose-built testing tool was created. This tool is based on a worst-case scenario of a robotic actor trying to avoid a human that is deliberately attempting to cause the robot to have a collision with it (but not actually be the collider itself). The tool can be connected to an AI player or be manually operated by a human. Several settings exist to allow exploration of the problem space: robotic actor speed (spaces per round), human actor speed (spaces per round), human size, robot size, and maximum acceleration and deceleration speeds for both the human and robotic actors.
A grid-based display mechanism is included which is used for the human control interface and can be utilized to visualize data for tests when the human actor is simulated with software. The testing tool records the result of each time-limited experiment as well as key statistics such as the level of coverage of the grid-space, the different angles that the human or simulated human actor attempts to approach the robot from and how many collisions occur.
While the human/simulated human actor is given the benefit of a complete knowledge of the grid-space, the robot is limited by the configuration of its sensors. For this initial experiment, this is a I80-degree field of view centered on its front.
The robot has no rear-view or rear-side-view capability (despite being able to move in these directions).
Test Case Creation
Three approaches for test case creation have been 978-1-4673-1813-6/13/$31.00 ©2013 IEEE 3 implemented. Under the first, a human test case designer creates a script for the movement of the human actor, which is run. This approach is not adaptive to the location or actions of the robot. The second approach allows a human player to control the human actor in real time and make whatever decisions he or she believes will result in the best chance of causing the robot to collide with the human actor. Cases where the human collides with the robot (as opposed to positioning the human actor for the robot to collide with it) will be recorded separately.
The third approach involves the creation of an algorithm that causes the simulated human actor to move in the direction of the robot at all times (but not to directly collide with it). This algorithm is run in real time in conjunction with the robot's decision-making software. The human test initiator can designate how many fixed length (number of turns) simulations to perform in a batch.
EXPERIMENTAL DESIGN
This work seeks to compare the utility of manual and autonomous testing. To thoroughly examine this, several experimental conditions must be considered. These include the performance of human testing relative to a properly operating robot control routine, the performance of human testing relative to an intentionally defective robot control routine, the performance of autonomous testing relative to a properly operating robot control routine and the performance of autonomous testing relative to an intentionally defective robot control routine. For each of these experimental conditions, several metrics are calculated and/or recorded.
These include the coverage of the operational area, the various approach angles to the robot attempted by the tester, the number of collisions that occur (if any) and which actor (robot or human/simulated human) was the collider. Additionally, the amount of actual time required for the simulation run is recorded (all simulations are a fixed number of turns, to facilitate statistical comparison).
EXPERIMENTAL RESULTS

Manual Testing
Two rounds of manual testing are performed on the two different versions of the artificial intelligence as described in section 4, one with intentional defects and one, in design, without defects. Both rounds conducted 30 tests and recorded the number of collisions made by the artificial intelligence into the human controlled object. Each test was limited to 500 moves, where a "move" is recorded when both the AI and Manual Tester shift in any direction on the test grid. The method and goals of these tests were followed by the rules outlined section 3. By the end of each test we hoped to see that the non-defective AI showed an improvement over the defective AI. Results of the tests are shown below in Tables I and 2 . In the 60 total tests performed on both versions of the AI there were 36 collisions, all within the testing of the AI with defects. The 36 collisions in 15,000 moves show a less than 1 % chance of collision even with intentional defects in the AI. The AI without defects showed a 100% improvement over the defective AI with 0 collisions in the 30 tests. After the initial rounds of manual testing, two rounds of 978-1-4673-1813-6/13/$31.00 ©2013 IEEE 4 automated testing were conducted. Both rounds used the same versions of the artificial intelligence system as the manual testing rounds. Each AI had six rounds of 5,750 tests, each taking one minute to complete. The number of tests were chosen specifically to fit into a one minute mark so that comparisons could be made easily with the manual testing. This time however, the actor previously controlled by a human tester is represented by another artificial intelligence. The AI representation of a human must follow the same rules as outlined in section 3 for testing. As with the manual testing, we hoped to see an improvement in results from the non-defective AI when compared to the defective AI. Data from the tests is shown below in Tables 3  and 4 . Results showed 60,292 collisions translating to less than a 1 % collision rate even with intentional defects in the AI system. The AI without intentional defects showed a 100% improvement over the defective AI with zero collisions. Tables 5, 6 , 7 and 8 show a side-by-side comparison of the manual and automated testing results with respect to collisions and time. Analysis of the data presented in the table will be discussed in the subsequent section. At a glance however, we can clearly see the benefit of the automated test results. Within 7% of the same timeframe as manual testing, the automated tests were able to complete 34,498 additional tests on the AI. This is a 172,400% increase in only six minute's time.
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ANALYSIS OF DATA
The data shown in Tables 5, 6 , 7 and 8 indicate three items of interest. First, the AI without defects appears to be operating under the expected qualifications. The AI demonstrated this even as the number of tests significantly increased.
Second, both the manual and automated testing methods show about the same number of collisions recorded per test based on a 500 move limit on the defective AI. This, of course, could change based on number of moves allowed per test and how well the manual tester performs as the number of tests increase.
Finally, the automated testing method is showing a significant increase in the number of tests allowed in a specific time frame when compared to manual testing. Where manual testing took, on average, two minutes to complete one test, or 500 moves, the automated testing, on average, completed 11,500 tests, or 5,750,000 moves, in the same amount of time. These numbers could shift slightly as the user performing the test becomes more familiar with the process and completes tests at a faster rate. However, it would still be exceptionally difficult to measure up to the speed of automated testing as the automated test can perform 47,916 moves per second.
The increase in the amount of tests conducted from automated methods shows the inefficiency of the manual tests. It would take an additional 87,324 minutes, or 1,455 plus hours, of manual testing per round at the pace shown to match the production of automated testing. This would prove costly in man hours, and could cut into development time as well.
This supports the fundamental premise of the research: namely that by using an AI system in lieu of a human to test another AI system, significantly more test cases can be generated and run within a given period of time. Further, these test cases appear to be more sufficient (though the limited number of human tests dramatically limits the significance of this statement) than human testing. This will help ensure a more robustly tested AI system.
CONCLUSIONS AND FUTURE WORK
The foregoing has demonstrated the utility of using an artificial intelligence-based simulation utility to test an artificial intelligence control software package. The utility used, however, was in its most basic form. More functionality could be added in order to further test the AI under its specifications. Introducing two or more additional actors as well as obstacles other than the boundary walls into the AI's operating environment would further validate the AI's decision making. In its current form, the utility also only allows for moves to be made in eight directions limited to 45° angles each. Additional testing should be done which allows for all possible angles allowed for movement. Concurrency is also another factor that would be ideal for testing. The utility now only allows for each member of the operating space to move once per turn and only one of them can move at any given time. This is not reflective of a real world scenario as the AI and the other actors in physical environment would behave according to their own agenda. Concurrency could also introduce bugs in the good AI that the previous testing model and operation did not discover.
Once concurrency is introduced and tested, another possible expansion to the testing set would be to test the AI against actors of varying movement speeds. Instead of limiting the AI or the human! AI actors to one grid square per movement, allow for multiple squares where one square represents moving at a normal pace, or walking, while two to three square movements could represent running or sprinting or even a jump. The AI itself would not normally take on these actions but in a real world scenario these are possible for outside actors and objects.
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The application tested was a basic planar grid-based example; however, the principles demonstrated herein can easily be expanded to testing a variety of robotic control processes in three-dimensions. One prospective area of immediate application is testing the control and planning software for VA Vs in the national air space. Particularly given the fact that the VA Vs will not, generally, utilize the standard routings used by most commercial flights, there are a virtually unlimited number of prospective collision scenarios that must be considered. Autonomous testing, as part of a documented and defensible testing program, is a key solution to this problem. The work presented is a first step towards developing this test plan.
