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ABSTRACT 
 
FORM IN DARKNESS: LINKING VISUAL CORTEX STRUCTURE WITH SPONTANEOUS 
NEURAL FUNCTION 
Omar H. Butt 
Geoffrey K. Aguirre 
 
Spontaneous neural activity within visual cortex is synchronized at varying spatial 
scales, from the cytoarchitecural level of individual neurons to the coarse scale of 
whole regions. The neural basis of this synchronicity remains ambiguous. In this 
thesis, we focus on the role visual experience plays in organizing the spontaneous 
activity within the visual system. We start in Chapter 2 by creating a means by which 
to analyze homologous patches of cortex between sighted and blind individuals, as 
lack of vision precludes the use of traditional stimulus-driven mapping techniques. 
We find that anatomy alone could indeed predict the retinotopic organization of an 
individual’s striate cortex with an accuracy equivalent to the length of a typical 
mapping experiment. Chapter 3 applies this approach to analyze the organization of 
spontaneous signals within the striate cortex of blind and sighted subjects. We find 
that lack of visual experience produces a subtle change in the pattern of 
corticocortico correlations only between the hemispheres, and that these correlations 
are best modeled as function of cortical distance, not retinotopy. Chapter 4 expands 
our analysis to include areas V2 and V3. Here, we find that persistent visual 
experience supports network-level neural synchrony between spatially distributed 
cortical visual areas at both a coarse (regional) and fine (topographic) scale. 
Together, these results allow us model the organization of spontaneous activity in 
visual cortex as a combination of network signals linked to visual function and 
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intrinsic signals coupled to structural connections. In the final chapter, we examine 
possible top-down mediators that may further modulate this network-level 
correlation. Minimal change in synchronicity is observed in a subject with a corpus 
callosotomy, suggesting the preeminence of bottom-up inputs. Taken together, this 
work advances our understanding of the origins of coherent spontaneous neural 
activity within visual cortex.   
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CHAPTER 1 - Introduction 
 
Coupling function with structure across spatial scales: insights from the 
organization of sensory cortices 
 
 The human brain represents a complex web of networks, each comprised of 
functionally and structurally interconnected regions, shaped throughout development 
for the efficient integration and processing of information. Specialized clusters 
emerge in these networks that share fundamental properties of responsivity, tuning, 
and function. The arrangement within and between these clusters is intimately tied 
to the underlying structural organization of the cortex, as the structural connections 
further form the architectural basis subserving functional coupling across varying 
spatial scales. 
 For an example, we turn to the processing of visual information. Within visual 
cortex there exists multiple complete representations of the visual field. Each 
representation is topographically encoded on the cortical surface, and forms the 
basis of regional-level parcellations of visual cortex (Engel et al., 1994; Dumoulin & 
Wandell 2008). At a finer spatial scale, patches of cortex millimeters in diameter are 
responsive to particular portions of the visual field. This “retinotopic” organization 
couples cortical patches sharing functional response properties between discrete 
regions through extensive monosynaptic connections (Bauer et al., 1999; Lyon & 
Kaas, 2002). As we move to a yet finer spatial scale, the neural specialization for 
stimulus orientation, color, source eye (i.e. ocular dominance) manifest. Here too, 
responsivity is embedded within a standardized (here cytoarchitectural) structural 
framework such that neurons with similar specialization within and across regions 
are connected. For example, V1 blobs are preferentially responsive to color 
information project to thin stripes of V2, V1 interblobs have orientation selectivity 
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and project pale stripes in V2, and so on (Baldwin et al., 2012). This segregation and 
then progressive integration across the visual hierarchy is a fundamental feature of 
the cortical architecture for sensory processing. 
Spontaneous neural activity recapitulates neural specialization 
 
 Traditionally, linking neurons with similar response properties has been studied 
under active stimulus presentation. In the absence of stimuli, spontaneous neuronal 
firing was thought of as a noisey, stochastic process, that minimally correlated 
between neural clusters (Softky & Koch, 1993). However, studies using optical 
imaging in cats reveal coherent spontaneous activity whose amplitude (Arieli et al., 
1995) and spatial pattern (Tsodyks et al., 1999) replicate results obtained under 
optimal visual stimulation, and may dynamically encode the spatial arrangement of 
orientation maps themselves (Kenet et al., 2003). The properties of spontaneous 
neural signals may therefore be used to study the organization and connection of 
neural systems without presentation of overt stimuli.  
 What sustains the synchronicity between spontaneous neural signals remains 
ambiguous. It may represent an intrinsic property of neuroarchitecture within a given 
region, a history of mutual neuronal firing to a similar stimulus, or possibly residual 
signals from shared feedback connections. We may gain some traction on the source 
of synchronicity by examining how neural systems organize in the absence of 
sustained primary sensory input. 
Resting-state BOLD signal fluctuations reflect underlying neural activity  
 
 Resting-state fMRI examines the synchronicity between spontaneous 
fluctuations in the blood-oxygen-level dependent (BOLD) signals of different brain 
regions (Biswal, 1995; Greicius, 2003). This correlation, termed functional 
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connectivity, is theorized to reflect synchronous variation in neural activity over time 
between brain regions (Hagmann et al., 2008; Greicius et al., 2009; van den Heuvel 
et al., 2009; Honey et al., 2009). Broadly speaking, functional connectivity is often 
considered a proxy for the health of brain networks (Honey et al., 2010), with broad 
range changes reported in subjects with Alzheimer’s disease (Greicus et al., 2004; 
Sorg et al., 2007; Supekar et al., 2008), multiple sclerosis (Roosendaal et al., 2010; 
Valsasina et al., 2011), and schizophrenia (Bassett  et al., 2008, 2012). 
 The neural basis of functional connectivity remains enigmatic. Functional 
connectivity tends to be most pronounced between structurally-linked brain regions 
subserving similar functions. Yet, elevated correlation between brain regions may 
still be present despite few if any direct structural connections. The goal of this thesis 
is to explore the neural basis of functional connectivity in the visual system, 
particularly the source of these correlations that occur between spatially and 
structurally distributed patches of cortex. To understand these topics, we will 
examine the role of visual experience in organizing resting-state signals. 
Cytoarchitectural basis of resting-state BOLD signal fluctuations 
 
 In order to understand functional connectivity, we must first understand the 
main measure upon which it is build: the BOLD signal. BOLD signals are an indirect, 
time-varying measure of neural activity, as BOLD signals are also inextricably 
coupled to cerebral blood volume, blood flow, and oxygen metabolic rate (D'Esposito, 
2003; Brown, 2007; Logothetis, 2008). The BOLD signal’s reliance on vascular 
architecture further acts as a low-pass filter, attenuating the faster neural oscillations 
typically observed with direct electrophysiology (Logothetis and Wandell, 2004).  
 At the cytoarchitectural level, it has been reported that BOLD signals correlate 
with the local-field potential (LFP) and infraslow (<0.5Hz) fluctuations of a given area 
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(Logothetis, 2001; Rauch, 2008; Shmuel and Leopold, 2008; Magri  et al., 2012; Pan 
2013). LFP represents a net sum potential driven by synchronized synaptic currents 
spanning across multiple neuronal clusters rather than the activity of individual 
neuronal action potentials (Be ́dard, 2004). In particular, LFP represents the complex 
interplay between the somatodendritic inputs of a given cortical area with local 
neuromodulatory intracortical processing (Logothetis, 2003, 2008). Like LFPs, the 
neural basis of infraslow fluctuations is synaptic activity at apical dendrites in 
superficial layers of cortex (Mitzdorf, 1985; He and Raichle, 2009), only possessing a 
lower frequency correspondence compared to traditional LFP bands (Khader et al., 
2008). Infraslow fluctuations share both the topographical pattern (He et al., 2008) 
and in animal models, significant temporal correlation with resting-state BOLD 
signals (Pan et al., 2013). Taken together, the BOLD signals that underlie resting-
state fMRI may be seen as an indirect proxy for synchronous neuronal activity within 
a patch for cortex. 
Synchronous resting-state BOLD signal fluctuations between regions: a 
framework for neural “traffic” along neuroanatomical “roads” 
 
 In the most simplistic terms, functional connectivity reflects the correlation 
between the low frequency (generally 0.01-0.08Hz) component of BOLD signals of 
different brain regions (Biswal, 1995; Greicius, 2003). While such a measure is 
strictly data-driven from either spontaneous (ie resting-state) or task-driven 
paradigms, nonetheless it is intimately tied to neuroanatomical connectivity 
(Hagmann et al., 2008). This is to be expected given the plausible dendrictic origin of 
both local-field and infraslow potentials, and by proxy, the BOLD signals underlying 
functional connectivity (Logothetis, 2001; Rauch, 2008; Shmuel and Leopold, 2008; 
Magri  et al., 2012; Pan 2013). Structural connections, particularly the arrangement 
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and density of white matter tracts (Hagmann et al., 2008; Skudlarski et al., 2008), 
are hypothesized to be involved in shaping the large-scale, long-range functional 
connectivity in normally developed, healthy adult brains (Honey et al., 2009).  
 However, the magnitude and spatial pattern of functional connectivity is only 
partially a byproduct of anatomy (Messé et al., 2014), as complex interactions within 
distributed functional networks further scale individual correlations between regions 
(Honey et al., 2009, 2010; Damoiseaux & Greicius 2009). Effectively, the white 
matter may be considered the “roads” and neural activity the “traffic” within a given 
network (Messé et al., 2014). 
 The disassociation between structural and functional connectivity becomes 
most apparent when examining the correlation between regions with few direct 
structural connections, but strong functional connectivity. In such cases, collective 
network-level effects are thought to drive the functional connectivity between these 
structurally-uncoupled regions. Examining the dissonance between structural and 
functional connectivity in primate brains allowed Adachi et al. (2012) to construct 
computational models which described these relationships. Functional connectivity 
between disjointed regions was found to be dependent on common afferents and 
efferents (Adachi et al., 2012). Synchrony then arrises based on the symmetry of the 
interactions with other brain regions (Vuksanović et al., 2014). These models predict 
that significant changes in functional connectivity may be observed despite otherwise 
identical neuroanatomical architecture, simply due to broad changes in network input 
and outputs (such as in response to an injury, disease, or other neuroplastic drive).  
 Even if network-level effects impart a degree of robustness to the functional 
correlations between distributed regions, questions remain regarding the source of 
network synchrony. Broadly speaking, network synchrony may be based on shared 
bottom-up throughput or top-down feedback forming the basis of a putative 
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“synthetic circuit” coupling disjointed cortical regions. The model presented by 
Adachi et al. (2012) predicts two key properties of the synthetic circuit: (1) it is not 
necessarily mediated through a single anatomical structure, and (2) direct 
anatomical connection with the disjointed regions is not essential (i.e. the extant 
connection does not need to serve as a putative “third” area in a serial relay 
connecting the disjointed regions, but rather need only exist within the network as a 
whole). Together, this suggests bottom-up and top-down signals may influence 
functional connectivity concurrently. Recent models further support this notion, 
noting a network of reciprocal connections in setting of shared botttom-up drive 
mostly robustly synchronizes neural signal between brain regions (Gollo et al., 
2014).  
Visual system: a candidate network for deconstructing the components of 
functional connectivity  
 
 Our goal is to deconstruct the components underlying functional connectivity, 
particularly network-level and structural effects. We focus our attention on the visual 
network as it has a number of key properties which will aid in this endeavor. First, 
structural connections between regions are well established and relatively fixed in 
adulthood. While early retinal input does refine the immature cortex by selectively 
favoring connections between preferred adult loci (Innocenti & Price, 2005; Baldwin 
et al., 2012), the basic neuroanatomical architecture is established prior to birth 
(Coogan and Van Essen, 1996). Second, the normative profile of functional response 
to stimuli (visual input) is well established at both a regional and fine (topographic) 
scale. Third, bottom-up throughput consists predominately of the retinogeniculate 
signal, which is absent in individuals with vision loss. This allows us to examine the 
influence of bottom-up throughput on functional connectivity by comparing the 
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correlations in blind subjects to correlations in subjects with preserved vision. 
Together, these properties provide a framework to examine the structural and 
network basis of functional connectivity. For example, as the functional connectivity 
between indirectly connected regions is particularly sensitive to network effects, our 
prediction is that these correlations in particular would be detrimentally affected by 
vision loss. 
Visual cortex organization 
 
 Much of the posterior half of the primate brain is responsive to visual 
stimulation. In this large area of cortex, which includes parts of parietal and 
temporal cortex and the entirety of the occipital lobe, subregions with specialized 
functional properties emerge. While abrupt and histologically apparent architectonic 
transitions help define some of these regions, such as the line of Gennari in V1 
(Hinds et al., 2008), the majority have ambiguous anatomic boundaries. Here, the 
topographic response to visual stimuli helps to parcellate this area into distinct 
functionally-defined regions. In occipital cortex, multiple complete representations of 
visual space are topologically encoded on the cortical surface, with adjacent patches 
of cortex best responding to adjacent stimuli in the visual field (Engel & Wandell, 
1997). This mapping of the visual field to the cortical surface is termed retinotopy. 
On the cortical surface, borders between retinotopic regions fall on representations of 
either the vertical or horizontal meridian. Each complete visual field representation 
can then be enumerated based on the order in which feedfoward retinogeniculate 
signals first arrive to a given area, yielding the sequentially labeled visual maps V1 
through V3, and then further on to a large set of hierarchically arranged and ever 
more specialized visual areas. 
 The first 3 visual areas are uniquely arranged such that each consecutive area 
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effectively encloses earlier areas in a given hemisphere. The first visual area, striate 
cortex or V1, lies along the calcarine sulcus. Right hemisphere V1 represents the left 
visual hemifield and vice versa. The dorsal gryral wall of each hemisphere’s V1 
represents the lower quarter-field of that hemisphere’s visual hemifield while the 
ventral wall encodes the upper quarter-field. This dorsal-ventral functional divide 
persists across the dorsal and ventral halves of extrastriate areas V2 and V3 
(Dougherty et al., 2003). 
Functional connectivity between visual cortices in the sighted and blind 
 
 Previous studies report the structure of resting-state signals in visual cortex 
broadly fall into two categories. Specifically, there is a striate versus extrastriate 
cortex effect (Cohen et al., 2008; Wig et al., 2013; Raemaekers et al., 2013; 
Buckner & Yeo 2013), and a fine-scale topographic structure that appears related to 
retinotopic organization. More specifically, there is synchronized activity between 
positions with matching eccentricity representations which spans V1, V2 and V3 (Yeo 
et al., 2011; Buckner & Yeo 2013; Jo et al., 2012; Raemaekers et al., 2013). This 
isoeccentric coupling of correlation does not necessarily imply a retinotopic basis of 
fine-scale resting-state signal, rather that correlation decays as a function of 
distance along the anterior-posterior axis which also encodes eccentricity.  
 The role of visual experience in organizing these two properties remains to be 
determined, particularly at the fine-scale. At this retinotopic level, the analysis of 
resting-state organization in blind subjects is a particular challenge. Fine-scale 
analyses rely on first aligning the cortical representation of the retinotopic map 
between subjects. This alignment allows for the study of spontaneous signal 
synchrony within a retinotopically-arranged space. However, lack of vision precludes 
the use of traditional mapping techniques used to identify a subject’s retinotopic 
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map: moving stimuli are presented which selectively stimulate different parts of the 
visual field over time, allowing the reconstruction of a subject’s retinotopic map 
(Engel et al., 1997; Dumoulin & Wandell, 2008). Because of this property of 
retinotopic mapping experiments, earlier studies have generally been limited to the 
coarse, regional level. At this scale, lack of visual experience has been reported to 
generally decrease correlation between occipital cortex and the rest of the brain (Liu 
et al., 2007), particularly between hemispheres (Watkins et al. 2012). To date, there 
is no systematic study which evaluates the the role of visual experience in the 
organization of resting-state signals in visual cortex at both a regional and fine-scale 
level, particularly in the context of established network models of functional 
connectivity. 
Research Aims 
 
 The goal of this dissertation is to examine the role of visual experience in 
shaping the organization of spontaneous neural signals within visual cortex. To 
provide insight into this relationship, we examine the resting-state correlations 
obtained in blind and sighted subjects using fMRI. The first chapter contributes to 
this study by constructing a common template space subserving detailed, fine-scale 
comparisons between our blind and sighted groups. The next two chapters then 
directly examine first the fine-scale spatial pattern of area V1, then both regional and 
fine-scale correlations across visual areas V1, V2, and V3 in our template space. 
Both chapters provide the essential information to construct a putative model of 
resting-state correlations in the visual system. In the final chapter, we discuss this 
model by examining a subject with focal alterations anatomical connectivity 
secondary to surgical intervention.  
 We begin, in Chapter 2, with an fMRI study of predicting the fine-scale 
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functional response properties of visual cortex strictly from anatomy. Earlier work 
demonstrated whole regions, particularly area V1, could reliably be identified based 
on surface topology. However, whether predictive power could be retained at a finer 
scale, such as at the level of retinotopy, remains unknown. In this chapter, we asked 
whether the surface topology of the human brain can be used to accurately predict 
the internal, retinotopic function of area V1 (striate cortex). We find that anatomy 
alone could indeed be used to predict the retinotopic organization of an individual’s 
V1 with an accuracy equivalent to ~10-25 minutes of functional mapping. This 
provides us with a template to examine homogolous patches of cortex between 
individuals at a fine, topographic scale. 
 In chapter 3, we now apply the template derived in chapter 2 to the study of 
spontaneous signals in blind and sighted subjects. Here we examine the extent by 
which vision organizes the spatial pattern of spontaneous neural signals within area 
V1. Lack of visual experience in the blind produces a subtle change in the pattern of 
corticocortico correlations between, not within the hemispheres. These corticocortico 
correlations are best modeled as a Gaussian point-spread function across millimeters 
of cortical surface, rather than degrees of visual angle (ie true retinotopy). Together, 
this suggests the pattern of spontaneous resting-state signals is not merely a 
reflection of retinotopic organization, but rather an interplay of structural and 
network forces shaped in part by visual experience.  
 Chapter 4 bears focus on this relationship between visual experience and both 
monosynaptic structural connections and network-level activity, while expanding to 
include extrastriate areas V2 and V3. We find that on-going visual experience 
supports network-level neural synchrony between spatially distributed cortical visual 
areas at both a coarse (regional) and fine (topographic) scale. Furthermore, 
blindness at birth broadens corticocortico correlations between monosynatpically 
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linked positions. Together, this builds support of a model of spontaneous activity 
within the visual system based on a combination of network throughput linked to 
visual function and intrinsic signals coupled to structural connections.  
 Finally, we discuss this model in detail in Chapter 5. Network-level activity in 
visual cortex is a combination of bottom-up (retinal) and top-down network 
influences. Here, we focus on dissevering these two sources by examining the 
spontaneous resting-state correlation following disruption of top-down inter-
hemispheric feedback circuits as a result of a corpus callosotomy. We find no 
differences in either regional or fine-scale correlations in our callosotomy subject, 
favoring a bottom-up throughput model as the basis of global synchronization of 
indirectly coupled visual loci. 
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CHAPTER 2 - The retinotopic organization of striate cortex is well 
predicted by surface topology 
 
Benson NC & Butt OH; Datta R; Radoeva PD; Brainard DH; Aguirre GK. (2013). 
Current Biology, 22(21): 2081–2085. 
 
Summary 
 
In 1918, Gordon Holmes combined observations of visual field scotomas across brain 
lesioned soldiers to produce a schematic map of the projection of the visual field 
upon the striate cortex (Holmes, 1918). One limit to the precision of his result, and 
the mapping of anatomy to retinotopy generally, is the substantial individual 
variation in the size (Andrews et al., 1997; Dougherty et al., 2003), volumetric 
position (Amunts et al., 2000), and cortical magnification (Qiu et al., 2006) of area 
V1. When viewed within the context of the curvature of the cortical surface, 
however, the boundaries of striate cortex fall at a consistent location across 
individuals (Hinds et al., 2008). We asked if the surface topology of the human brain 
can be used to accurately predict the internal, retinotopic function of striate cortex as 
well. We used fMRI to measure polar angle and eccentricity in 25 participants and 
combined their maps within a left-right, transform-symmetric representation of the 
cortical surface (Greve et al., 2011). These data were then fit using a deterministic, 
algebraic model of visual field representation (Schira et al., 2010). We found that an 
anatomical image alone can be used to predict the retinotopic organization of striate 
cortex for an individual as accurately as 10–25 minutes of functional mapping. This 
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indicates tight developmental linkage of structure and function within a primary, 
sensory cortical area. 
Results 
 
We obtained retinotopic mapping (RM) data for the central 10° of visual field from 19 
participants and the central 20° from a separate group of 6 participants. Voxel-wise 
polar angle and eccentricity were determined using population receptive field (pRF) 
methods (Dumoulin & Wandell, 2008). Spatially unsmoothed data were combined 
across hemispheres and subjects within a left-right symmetric, spherical atlas of 
sulcal topology (Greve et al., 2011; Fischl & Dale, 2000). Figure 1A illustrates the 
transformation of polar angle data from the initial pial representation for one subject 
to the template cortical sphere. Analyses of retinotopic organization were conducted 
within a region predicted by cortical topology to contain striate cortex (Hinds et al., 
2008; Figure 1B). We developed an automatic and deterministic algorithm for fitting 
a retinotopic model to anatomically defined area V1 in the absence of user input (see 
Methods). We then asked if the RM data from a group could be used to predict the 
RM of an individual given only an anatomical brain image. 
Anatomical Prediction of Polar Angle 
Representation of polar angle has been found to correspond to the gyral and sulcal 
curvature of the cortical surface (Rajimehr & Tootell, 2009). When aligned using 
sulcal topology as a guide, the average polar angle representation across subjects 
from the 10° data set (Figure 2A) demonstrates this relationship and confirms the 
accuracy of the anatomically defined borders of V1 (Hinds et al., 2008). At the 
posterior extent of V1, the measured polar angle representation becomes 
disorganized as multiple lines of azimuth intersect within the foveal confluence 
(Schira et al., 2009).  
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The aggregate polar angle data were compared to an algebraic template fit to 
the polar angle data of all subjects in the 10° dataset (Figure 2B). This template 
performed nearly uniformly over the extent of V1 for which retinotopic mapping data 
were available (Figure 2C). 
We next asked how well the retinotopic template generated using our 
procedure could predict the measured polar angle for an individual. For each subject, 
a template to which they were compared was constructed using data from all other 
subjects in a leave-one-out fashion. This template was then used to predict the 
spatially unsmoothed polar angle organization of the excluded subject, guided only 
by that subject’s cortical anatomy. Figure 2D shows the median absolute error across 
subjects for the prediction of polar angle along iso-angular bands defined by the 
template. The median absolute error in the prediction of polar angle was below 12° 
when aggregated across subjects in a leave-one-out fashion (median absolute and 
signed errors across all vertices in V1 were 11.43° and -0.93° respectively for leave-
one-out comparisons). 
Finally, we confirmed that the polar angle fits derived from one group of 
subjects generalized to a second group. The polar angle fit to the aggregate of data 
from the 10° dataset (Figure 2E) matched the fit to the aggregate data from subjects 
in the 20° dataset (Figure 2F). 
Anatomical prediction of eccentricity 
The unsmoothed eccentricity measurements from 19 subjects, studied with 
RM stimulation out to 10°, were combined (Figure 3A). An area of low-eccentricity 
values can be seen extending posteriorly beyond the predicted border of area V1, 
corresponding to the foveal confluence. 
The aggregate eccentricity data were fit with an exponential template (Figure 
3B). Only those points with an assigned eccentricity below 8° and above 2.5° 
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informed the fit, to avoid a bias in the measurement of eccentricity that occurs near 
the border of the mapping stimulus (Penfield & Boldrey, 1937 and near the foveal 
confluence. The residuals of the fit to the aggregate data (Figure 3C) show increasing 
error as the template approaches 10° of eccentricity; below we demonstrate that 
bias in the empirical measurement of eccentricity is responsible for this deviation. 
A leave-one-out analysis tested if unsmoothed retinotopic eccentricity could 
be predicted for individual subjects from their anatomy (Figure 3D). The error across 
subjects in specification of retinotopic eccentricity from anatomy is generally <1.0° 
but, as with the aggregate residual error (Figure 3C), increases sharply beyond 
approximately 8° of template eccentricity (the median absolute and signed leave-
one-out errors for all vertices in V1 with template values between 2.5° and 8° were 
0.91° and 0.39°). 
If measurement bias near the edge of the stimulus is responsible for the 
apparent template inaccuracy between 8–10° eccentricity, then the performance of 
the template in this range should be restored for data collected with more eccentric 
stimulation. We fit our model to the aggregate of subjects studied with a stimulus 
that extended to 20°, again excluding those points within 2° of the outer edge of the 
stimulus. We asked how well the cortical eccentricity function derived from these 
data would match that measured using the inner 8° of the 10° dataset. Figure 3E is 
a histogram of every vertex from every subject from the 10° study while Figure 3F 
plots all vertices from the 20° study. We find that the exponential cortical 
eccentricity functions fit to the two independent datasets are almost perfectly 
superimposed and that the spread of points seen near the stimulus border of the 10° 
dataset (Figure 3E) has condensed. 
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Therefore, not only can cortical anatomy predict eccentricity organization with 
a median absolute error <1°, it is more accurate than measurement itself near the 
stimulus border. 
Measurement error 
A limit on the accuracy of template prediction is error in the measurement of visual 
field values for individual subjects. We examined the within-subject, median split-
halves measurement error of eccentricity in the 10° dataset (Figure 4) and found 
that it is only modestly lower (0.75°) than the median leave-one-out error of the 
anatomical template (0.91°). This comparison suggests that a substantial proportion 
of the residual error of the template can be attributed to measurement error in 
individual subjects; this error would persist even in the presence of a perfect 
template representation. The corresponding split-half analysis of polar angle (Figure 
S3A, B) yielded similar results, with a median absolute error of 7.76°, compared to 
the template’s leave-one-out error of 11.43°. The supplemental information 
considers other sources of variability, including anatomical registration and 
hemispheric differences (Figure S2). 
To estimate the scan time needed to obtain retinotopic mapping with the 
same median absolute error as that of anatomical prediction, we collected 96 
minutes of RM data for a single example subject (a 22 year old male with normal 
vision). Forty-eight minutes of data were compared to disjoint 16, 32, and 48 minute 
subsets of the scan, and the median absolute errors of each comparison was fit with 
a decaying exponential (Figure S3D, E). We found ~25 minutes of retinotopic 
mapping data in this (arguably optimal) participant was needed to match the 
prediction performance of our template for polar angle in the other 19 subjects, and 
~10 minutes of scanning to match the template eccentricity performance. 
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Discussion 
 
Topographic maps are a common motif in the cortical organization of sensory 
information. Such maps have been observed in the tonotopic mapping of the primary 
auditory cortex (Formisano et al., 2003; Humphries et al., 2010; Striem-Amit et al., 
2011) and the somatotopic mapping of the sensorimotor cortex (Penfield & Boldrey 
1937; Grafton et al., 1991; Rao et al., 1995). A fundamental question is whether 
these maps develop in a systematic manner with respect to cortical structure. In the 
case of sensorimotor cortex, for example, a characteristic “knob” on the precentral 
gyrus is associated with the motor representation of the hand (Yousry et al., 1997). 
For the primary visual cortex, prior work has established the calcarine sulcus 
represents the horizontal azimuth (Rajimehr R & Tootell, 2009). We extend this 
finding by demonstrating that the polar angle and eccentricity representation of the 
visual world is tightly coupled to sulcal folding anatomy. 
This regularity is captured within an algebraic template of the retinotopic 
map. The template fitting procedure is automatic, non-stochastic, and independent 
of user choices, such as anatomical landmarks. These features allow the ready 
comparison of retinotopy from individuals or populations while avoiding sources of 
human error. 
The automated fit to V1 may also serve as a starting point for template fitting 
of higher-order visual areas. The Schira et al. model (2010) upon which we based 
our template, extends lines of eccentricity and polar angle to surrounding visual 
areas, providing a ready mechanism for template extension. Another useful target is 
the foveal confluence, which is challenging to define by RM methods. Notably, data 
collected with higher spatial resolution (Schiraz et al., 2009) could be used to further 
refine our template within this region. The success of these extensions is both 
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dependent upon and informative regarding the presence of subject variability in 
structure-function mapping beyond primary visual cortex. Examination of 
cytoarchitecture in cadaveric brains within an automated surface template has shown 
that higher-order cortical areas (e.g., V2, Broca’s area) are more variable in location 
than primary areas such as V1 or primary sensory cortex (Fischl et al., 1999). 
Further improvements in anatomical registration may resolve this variability, 
although the automated software used here (FreeSurfer) already has accuracy 
comparable to human-guided, landmark-based alignment for the calcarine sulcus 
(Pantazis, et al., 2010). Alternatively, the extent of striate cortex may be defined by 
direct imaging of intracortical myelination (Trampel et al., 2011), providing a still 
firmer basis for initial, between-subject alignment of area V1. 
Practically, we have found that anatomical imaging alone can predict 
retinotopic arrangement with a precision that is comparable to 10–25 minutes of 
fMRI. The relative performance of anatomical prediction is doubtless better in 
populations less able to cooperate with maintaining the attention, gaze fixation, and 
head immobility required for functional mapping studies. Patients with 
ophthalmologic disease are an obvious target for the use of anatomically derived 
retinotopic maps. 
Finally, our work may be regarded as the culmination of an enterprise started 
by Gordon Holmes in 1918, when he provided a map of the “cortical retina” by 
relating perimetric, visual field scotomas to the trajectory of missile wounds to the 
brain. The final diagram of his report offers a “probable representation of the 
different portions of the visual fields in the calcarine cortex”. In the legend below this 
figure—remarkable for its timelessness given the crude technique he had available—
Holmes cautions that “this diagram does not claim to be in any respect accurate; it is 
merely a schema”. The atlas we have produced is a descendent of Holmes’ effort but 
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for which we can claim accuracy, and with known precision. Noah Benson et al. 
(2014) would go on to expand this template to include extrastriate visual areas V2 
and V3. 
Experimental Procedures 
 
Subjects and Stimuli 
Twenty-five subjects with normal vision participated in fMRI scanning experiments 
(15 women, mean age 24, range 20–42). The study was approved by the University 
of Pennsylvania Institutional Review Board, and all subjects provided written 
informed consent. 
Two primary datasets were collected. The first, 10° dataset (19 subjects), 
used a single sweeping bar of 2.5° thickness which flickered at 5 Hz Dumoulin & 
Wandell, 2008). The bar traveled 1.25° every 3 s within a central 20° aperture in 4 
orientations (horizontal, vertical, oblique +45°, oblique −45°) over 27 minutes while 
subjects maintained central fixation. For the second, 20° dataset (6 subjects), 
subjects fixated on the left or right edge of the screen each for 64 minutes while 
standard “ring and wedge” stimuli (Engel et al., 1997) swept in the periphery in 16 
steps. 
Magnetic Resonance Imaging 
Whole-brain BOLD fMRI data (TR 3 s, 3 mm isotropic voxels) and a standard T1-
weighted anatomical image (1 mm isotropic voxels) were acquired at 3-Tesla. 
Anatomical data were processed using the FMRIB Software Library (FSL) toolkit 
(http://www.fmrib.ox.ac.uk/fsl/) and individual subject brain surfaces reconstructed 
and inflated using FreeSurfer (v5.1) (http://surfer.nmr.mgh.harvard.edu/) (Dale et 
al., 1999; Fischl & Dale 2000; Salat et al., 2004). Individual hemispheric maps were 
registered to a common FreeSurfer template surface pseudo-hemisphere 
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(fsaverage_sym) (Fischl et al., 1999; Greve et al., 2011). Probabilistic boundaries for 
V1 in the reconstructed brain surface for each subject were generated using atlas 
definitions (Hinds et al., 2008).  
Calculation of retinotopic mapping values 
Initial statistical analysis used a finite-impulse-response (FIR) basis of shifted delta 
functions to model neural response to the stimulus positions. The BOLD signal was 
modeled with a population average hemodynamic response (HRF; Aguirre et al., 
1998) (for the 10° dataset) or with a subject-specific HRF derived from a separate, 
blocked visual stimulation scan (for the 20° dataset). Nuisance covariates included 
effects of scan, global signals, spikes (periods of raw signal deviation greater than 
two standard deviations from the mean), and cardiac and respiratory fluctuations 
from simultaneously recorded pulse-oximetry (when available; Verstynen & 
Deshpande, 2011); 
Polar angle and eccentricity values were defined either by the population 
receptive field (pRF) approach [9] (for the 10° dataset) or by identification of the 
peak of a Gaussian fit to the set of FIR β weights derived from the initial linear model 
analysis (for the 20° dataset). 
Data aggregation and Template Fitting 
Vertices from the predicted V1 region (Hinds et al., 2008) were projected 
from 3D surface coordinates to a 2D map with a shear transformation applied to 
reduce spherical curvature in the embedding. Aggregate maps were constructed by 
taking the mean polar angle or eccentricity for each vertex position across all 
subjects with responses at that position. Vertices for which two or fewer subjects had 
significant BOLD responses or for which the standard deviation of responses was 
greater than 3.3° of eccentricity or 60° of polar angle were excluded from the 
aggregate fits due to low confidence. 
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An algebraic model was fit to the aggregate RM data within the 2D space. The 
boundaries of V1 were defined by an ellipse. Iso-eccentric bands within V1 followed 
hyperbolas that were orthogonal to the iso-angular bands, which were also ellipses 
(Figure S1).  
For fitting of the eccentricity model, all vertices whose eccentricity values 
were within 2° of the outer stimulus border were discarded to avoid previously 
described measurement bias at the stimulus edges (Baseler et al., 2002), as were 
voxels whose responses were <2.5°. Fitting was performed using a nonlinear 
numeric log-error minimization technique on the spatially unsmoothed retinotopic 
data. For eccentricity, the template was exponential along iso-angular bands (i.e., 
eccentricity varied exponentially across iso-angular bands) using published starting 
parameters (Qiu et al., 2006). The template was given the form r = 90°exp(q(x − 
1)), where x is the coordinate of the iso-eccentric band passing through a particular 
point and q is the fit parameter. For polar angle, the template was polynomial with a 
starting parameter of 1. The template was given the form θ = 90° + 90° sgn(y) |y|q, 
where y is the coordinate of the iso-angular band passing through a particular point 
and q is the fit parameter. 
 
 
 Figure 1. 
  
Cortical surface atlas space. 
(left), inflated (center), and spherical (right) hemisphere of a single subject. The 
black line shows the Hinds et al. [6] V1 outline throughout. (B) Cortical folding and 
landmarks around area V1. The cal
are indicated. The red ellipse defines the border of the algebraic template. 
illustrates the projection of the visual field onto this patch of cortex.
 
 
 
 
22 
(A) Polar angle assignment is plotted on the folded 
carine sulcus, and parieto-occipital fissure (p.o.f.) 
 
 
Figure S1 
 
 Figure 2.  
Polar angle prediction. (A) Aggregate polar angle data of 18 of the 19 subjects shown 
visual stimuli within 10º of fixation (one significant outlier excluded). White asterisk 
is the foveal confluence; black dotted line is the Hinds et al. V1 border [6]. (B
Algebraic template, fit to the aggregate polar angle map. (C) Absolute residual error 
between the template fit and aggregate data. (D) Median absolute prediction error 
across vertices and subjects by template polar angle. The median error (grey), is fit 
by a fifth-order polynomial (black) with the similarly fit upper and lower quartiles 
defining the border of the pink region. (E) Contour histogram of all vertices from 10° 
dataset subjects, binned by measured polar angle and superior
the template space. The template fit is shown in red. Each contour line corresponds 
to ~2,000 vertices. (F) Corresponding contour histogram from 20° dataset subjects. 
The template fit to the 20° dataset is in pink, and the fit to the 10°
reproduced from Fig 2E in red. Each contour line corresponds to ~700 vertices. Inset 
is the aggregate map for the 20° dataset. 
aggregates and fits by hemisphere
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 Figure 3.  
Eccentricity prediction. (A) Aggregate eccentricity 
visual stimuli within 10º of fixation. White asterisk is the foveal confluence; black 
dotted line is the Hinds et al. V1 border [6]. (B) Algebraic model, fit to the aggregate 
eccentricity map, after excluding those points wi
Absolute residual error between the template fit and aggregate data. (D) Median 
absolute prediction error across vertices and subjects by template eccentricity. The 
median error (grey), is fit by a fifth
upper and lower quartiles defining the border of the pink region. (E) Contour 
histogram of all vertices from 10° dataset subjects, binned by measured eccentricity 
and posterior-anterior position in the template space. The exponenti
shown in red. Each contour line corresponds to ~2,000 vertices. (F) Corresponding 
contour histogram from 20° dataset subjects. The template fit to the 20° dataset is 
in pink, and the fit to the 10°
line corresponds to ~800 vertices. Inset is the aggregate map for the 20° dataset. 
Figure S2B presents the polar angle aggregates and fits by hemisphere
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data of subjects (n = 19) shown 
th values ≤2.5° and ≥8°. (C) 
-order polynomial (black) with the similarly fit 
al template fit is 
 dataset is reproduced from Fig 2E in red. Each contour 
 
 
 Figure 4.  
Split-halves reliability of eccentricity.
eccentricity measured for each vertex for each subject from the first half of each ~30 
minute scan against the eccentricity derived from the same vertex during the second 
half-scan. Each contour line corresponds to ~
split-halves error across vertices and subjects by template eccentricity. The median 
error (grey), is fit by a fifth
lower quartiles defining the border of the pin
residuals between first- 
cortical surface. Figure S3 presents the corresponding measurements for polar angle.
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 (A) A split-halves analysis plotted the 
4,100 vertices (B) Median absolute 
-order polynomial (black) with the similarly fit upper and 
k region. (C) Test-retest absolute 
and second-half measurements for each vertex shown on the 
 
 Figure S1. 
Figure 1 presents the projection of ret
surface containing striate cortex. Shown here is a projection of the visual field (A) 
onto the cortical surface (B). 
the apparent magnification about t
expansion of the cortical surface along the depths of the calcarine sulcus during 
cortical inflation and projection to a two
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inotopic mapping data onto a patch of cortical 
Projected grid on the cortical surface. Note that some of 
he horizontal meridian is a consequence of 
-dimensional surface. 
 
 Figure S2.  
(A) Polar angle and (B) eccentricity aggregate 
of all subjects shown stimuli out to 10° and 20° of eccentricity. (C) The average 
across subject polar angle and (D) eccentricity template fits, plotted as a prediction 
of polar angle or eccentricity against a normal
Data is plotted in black/gray for the left hemisphere, and red/pink for the right 
hemisphere.The thick lines indicate the template predictions in terms of normalized 
distance from the calcarine sulcus (polar angle) a
while the shaded regions indicate standard errors across the population of 25 
subjects. 
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-angular axis. 
 
 Figure S3.  
(A) Contour histogram of all vertices for the 10° dataset determined by calculation of 
polar angle separately for each half of the fMRI scan. Each contour line corresponds 
to ~4,100 vertices (B) Median absolute split
subjects by template eccentricity. The median error (grey), is fit by a fifth
polynomial (black) with 
of the pink region. (C) Test
measurements for each vertex shown on the cortical surface.
The lower two panels present the median absolute err
(D) polar angle and (E) eccentricity derived from an fMRI, retinotopic mapping 
session of a given duration (x
minute scan from the same individual. A decaying polynomial of t
was fit to the data and is plotted with a dashed black line. The performance of our 
template across the population of 19 other subjects shown stimulus out to 10° of 
eccentricity is indicated by a dotted red cross
the median absolute leave
subject) to the left-out subject. The corresponding x
scanner time required in the example subject to obtain a precision of retino
mapping equivalent to the anatomical, template approach.
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CHAPTER 3 - The Fine-Scale Functional Correlation of Striate Cortex in 
Sighted and Blind People 
 
Butt OH & Benson NC; Datta R; Aguirre GK. (2013). Journal of Neuroscience, 
33(41):16209-19. 
 
Abstract 
To what extent are spontaneous neural signals within striate cortex organized by 
vision? We examined the fine-scale pattern of striate cortex correlations within and 
between hemispheres in rest-state BOLD fMRI data from sighted and blind people. In 
the sighted, we find that cortico-cortico correlation is well modeled as a Gaussian 
point-spread function across millimeters of striate cortical surface, rather than 
degrees of visual angle. Blindness produces a subtle change in the pattern of fine-
scale striate correlations between hemispheres. Across participants blind before the 
age of 18, the degree of pattern alteration covaries with the strength of long-range 
correlation between left striate cortex and Broca’s area. This suggests that early 
blindness exchanges local, vision-driven pattern synchrony of the striate cortices for 
long-range functional correlations potentially related to cross-modal representation. 
Introduction 
 
Spontaneous neural activity is observed in the absence of structured sensory input or 
motor output (Arieli et al., 1995,1996, Fiser et al., 2004, He et al., 2008, 2010) and 
these signals display informative spatiotemporal synchrony (Fox et al., 2007). Slow 
fluctuations in the BOLD fMRI signal measured at rest reflect neural activity (Biswal 
et al., 1995, Grecius et al. 2003), and show correlation across brain regions 
30 
 
(Hagmann et al., 2008, Greicius et al., 2009, van den Heuvel et al., 2009, Honey et 
al., 2009). Recent work has examined correlation structure at a fine (millimeter) 
scale, for example revealing that the pattern of resting-state correlations in the 
somatosensory cortex of the squirrel monkey reflects the representation of individual 
digits of the hand (Chen et al., 2012). This scale of analysis allows for tests of the 
relationship between the spontaneous signals and the functional organization of 
sensory cortex. 
In visual cortex, the fine-scale structure of correlations measured with functional 
MRI reveals a pattern aligned with retinotopy (Heinzle et al., 2011, Jo et al., 2012), 
which is the mapping of the visual field to the two-dimensional surface of cortex. 
Spontaneous neural signals may be organized by this fundamental, functional 
property of visual cortex, linking together neurons that share representation of 
similar positions in the visual world. A limitation to such claims, however, is that 
these studies have generally not tested if the pattern of correlations reflect visual 
function per se, or are instead an intrinsic property of cortex that happens to align 
with retinotopy. This is a plausible concern as retinotopic organization is a spatially 
smooth gradient of eccentricity and polar angle visual field position across the 
cortex, and thus could resemble other spatial gradients of spontaneous neural 
activity, or even non-neural physiologic processes.  The current study asks if the 
fine-scale properties of functional correlation reflect subtle, specific properties of 
retinotopic organization. We examine in particular the first cortical visual area, the 
striate cortex. We test if resting-state correlations display “magnification” along the 
eccentricity axis and enhanced correlation along the vertical meridian between 
hemispheres, both specific functional properties of the visual cortex. 
We then examine how the pattern of fine-scale correlation is altered in blindness. 
Prior studies demonstrate that the structure (Park et al., 2009; Trampel et al., 2011) 
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and function (Bendy et al., 2011; Cohen et al., 1999; Liu et al., 2007; Sadato et al., 
2002; Watkins et al., 2012) of striate cortex is altered in blind people. 
To date, studies of resting-state signals in blind people have only examined 
whole-region correlations, finding a reduction in correlation of extra-striate (although 
not striate) occipital cortex between hemispheres (Watkins et al., 2012). In animal 
studies, visual experience drives the pruning of diffuse synaptic connections in the 
occipital cortex (Innocenti & Price, 2005), leading to the prediction of an altered 
(perhaps broadened) pattern of fine-scale correlation in the visual cortex of blind 
humans. 
To allow comparisons between blind and sighted subjects within a common 
framework, we make use of recent methodological advances that establish 
hemispheric homology and functional assignment based upon cortical surface 
topology. Gray matter surface alignment using gyral landmarks (Fischl et al., 1999) 
allows for accurate prediction not only of the boundaries of striate cortex (Hinds et 
al., 2008) but the assignment of retinotopic polar angle and eccentricity (Benson et 
al., 2012). 
Material and Methods 
 
Subjects 
 A total of 47 subjects participated in resting-state experiments (Table 1; 21 females 
and 26 males), 25 of whom had severe or complete vision loss, and 22 normally 
sighted controls. The blind participants (mean age of 54) varied in the age at which 
they lost vision (Table 1), with 16 losing sight before the age of 18. The 22 sighted 
subjects had normal or corrected-to-normal visual acuity and were on average 
younger (mean age of 37). As normal aging is associated with changes in resting 
state correlations which could confound our measures (Ferreira et al., 2013; Zuo et 
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al., 2010), we identified age-matched sub-groups of 12 subjects each for our two 
populations, each of which had a mean age of 48. Participants were screened to 
exclude those who had recently taken cyclooxygenase-1 inhibitors (e.g., ibuprofen). 
Handedness was assessed using a standard questionnaire (Bryden et al., 1982). The 
study was approved by the University of Pennsylvania Institutional Review Board, 
and all subjects provided written informed consent.  
Magnetic Resonance Imaging  
Scans were acquired using a 3-Tesla Siemens Trio with an 8-channel Siemens head 
coil. Echoplanar BOLD fMRI data were collected with whole brain coverage (TR=3 s; 
3 × 3 × 3 mm isotropic voxels; 42 axial slices, interleaved; 64 × 64 voxel in-plane 
resolution). Head motion was minimized with foam padding. Functional scans were 
obtained in total room darkness with subjects instructed to keep their eyes closed for 
a duration of 150 TRs (38 subjects). Nine sighted subjects were scanned under a 
second protocol, otherwise identical except for a duration of 160 TRs; only the first 
150 TRs of these data were used to equate data length across subjects. Stray light in 
the room was minimized by the use of opaque shades and covering light sources. 
Continuous pulse-oximetry was recorded for 40 of 47 scanning sessions. One or 
more anatomical images using a standard T1-weighted, high-resolution anatomical 
scan of Magnetization Prepared Rapid Gradient Echo (3D MPRAGE) (160 slices, 1 × 1 
× 1 mm, TR = 1.62 s, TE = 3.09 ms, TI = 950 ms, FOV= 250 mm, FA = 15°) were 
acquired for each subject. 
Image pre-processing  
Anatomical data from the subjects were processed using the FMRIB Software Library 
(FSL) toolkit (http://www.fmrib.ox.ac.uk/fsl/) to correct for spatial inhomogeneity 
and to perform non-linear noise-reduction. Brain surfaces were reconstructed and 
inflated from the MPRAGE images using the FreeSurfer (v5.1) toolkit 
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(http://surfer.nmr.mgh.harvard.edu/) as described previously (Fischl and Dale, 
2000; Dale et al., 1999; Salat et al., 2004).  
Raw echoplanar (volumetric) data were sinc interpolated in time to correct for the 
slice acquisition sequence and motion corrected with a six parameter, least-squares 
rigid body realignment routine using the first functional image as a reference. The 
echoplanar data in subject space were co-registered to subject specific anatomy in 
FreeSurfer using FSL-FLIRT with 6 degrees-of-freedom under a FreeSurfer wrapper 
(bbregister).  
Serial whole brain (right & left hemisphere) surface maps for each individual TR 
were registered to a common FreeSurfer template surface pseudo-hemisphere 
(fsaverage_sym) using the FreeSurfer spherical registration system (Greve et al., 
2011; Fischl et al., 1999). 
The surface-sampled raw data were smoothed using a 2mm full-width at half-max, 
2-dimensional Gaussian kernel. Modest spatial smoothing increases the sensitivity 
and specificity of the final correlation structure (Vincent et al., 2006), while 
decreasing spatial noise (Greicius et al., 2003). A 0.01-0.08Hz bandpass filter was 
then applied to the time-series (Biswal et al.,1995; Yeo et al., 2011). The effect of 
nuisance variance was removed, including the effects of the scan, spikes (periods of 
raw signal deviation greater than two standard deviations from the mean), head-
motion as modeled by 3 translation and 3 rotation covariates, and cardiac and 
respiratory fluctuations (when available). The latter were derived from raw, 50 Hz 
pulse oximetry measurements taken during BOLD scanning. After aligning raw pulse 
data with DICOM image time-stamps, raw pulse arrays were split into high (cardiac) 
and low (respiratory) frequency covariates (Verstynen and Deshpande, 2011). Global 
signal covariates were not included as these may bias correlation measures (Saad et 
al., 2012). 
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Test for differences in head motion 
For each subject, absolute head displacement during a given scan was recorded. The 
Euclidean distance of translational movement of the head from one TR to the next 
was obtained, then averaged over time. This measure has been shown to scale with 
artifactual short-range correlation in resting-state studies (Van Dijk et al. 2012, 
Power et al., 2012). 
Striate cortex mean surface area and deformation values 
Regional cortical surface area (mm2) was defined as the sum of the area enclosed by 
all vertices comprising striate cortex at the gray-white matter boundary. The mean 
areal deformation warp for striate cortex on the white surface was quantified by 
obtaining the log of the determinant of the Jacobian matrix (Fischl et al., 2001) for 
all striate vertices. The standard deviation of these values may be taken as a 
“goodness of fit” for registration of any one participant’s cortical surface anatomy 
within striate cortex to the anatomical template. 
Striate Indexing and Difference Matrices  
As retinotopic mapping data cannot be collected for blind subjects, we identified 
3091 vertices in the occipital cortex of each subject that fall within a probabilistic 
striate cortex boundary (Hinds et al., 2008). The vertices were indexed (Figure 1A) 
so that their ordering reflects a steady progression along the superior-inferior (SI) 
axis (corresponding to polar angle) and the anterior-posterior (AP) axis 
(corresponding to eccentricity) (Figure 1B). The cortical surface distance matrix 
(Figure 1C) expresses the Euclidean distance along the flattened cortical surface 
between any two vertices. Matrices may also be constructed which express distance 
between the pairs of vertices projected onto either the SI or AP axes. 
Generating Pattern Matrices 
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Within-hemisphere pattern matrices for the striate cortex from each hemisphere 
from each participant were generated by obtaining the correlation of the processed 
time-series for all pairings of the vertices (Figure 1D). A between-hemisphere 
pattern matrix was generated for each subject by obtaining the correlation of time-
series data from pairings of the vertices in the striate cortex in one hemisphere with 
those of the other hemisphere. In all, two within-hemisphere pattern matrices (right 
and left) and one between hemisphere pattern matrix were generated for each 
subject; the within-hemisphere matrices for each subject were averaged. Following a 
Fisher’s r-to-z transformation, group mean within-hemisphere and between-
hemisphere pattern matrices were created for the sighted and blind groups. 
 A “cortico-cortico receptive field” (CCRF; Heinzle, et al. 2011) representation 
was also constructed and used to test differences in correlation between vertices 
representing the vertical and horizontal meridia. For each subject the between-
hemisphere CCRFs were separately obtained for those vertices within 45° of the 
vertical and horizontal meridia. For each CCRF, the difference in mean correlation 
values (z’) between the center and periphery of the CCRF was calculated (center 
being defined as within 25% the long axis length of the center of the CCRF plot). 
Characterizing digital image structure with simulations 
While we intend to measure the correlation structure of spontaneous neural activity, 
some organization in our measure will be induced by extrinsic digital processing from 
the imaging method and the surface reconstruction approach. To characterize this 
artifact component of the pattern matrix, we first created spatially uncorrelated 
(volumetric) random signals which were then passed through our pre-processing and 
analysis routines. The analyses from 9 randomly selected subjects were repeated but 
supplied with this fabricated data containing 150 volumetric image time-series of 
normally distributed pseudorandom values. The fabricated data were passed through 
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the same image pre-processing routine that matched the analysis conducted for a 
given subject, including: resampling to the standard surface space, 2mm surface 
smoothing, band-pass filtering, and linear regression of nuisance covariates. Within 
and between hemisphere pattern matrices were then generated for the simulated, 
processed time-series data. As before, individual within-hemisphere and between-
hemisphere pattern matrices were averaged following a Fisher’s r-to-z 
transformation into group pattern matrices. Ten such simulations were conducted, 
and the data from all simulations averaged together to produce a representation of 
the digital image structure induced by the processing pipeline. The resulting 
structure (Figure 2, left panels) is a consequence of the surface interpolation 
technique and the minimal spatial smoothing that was applied to the simulated data. 
No structure is seen in the simulation for between hemisphere correlations (Figure 2, 
right panels). This is both sensible, given the spatial separation of the hemispheres, 
and reassuring, as signals from vertices close to the inter-hemispheric fissure could 
in principle be mixed.  
Model Fitting 
The simulations revealed digital image structure in the within-hemisphere pattern 
matrix that was well fit by a decaying exponential. In empirical data, the local 
smoothness in correlations appeared to contain both this decaying exponential and a 
more spatially extended, 2D Gaussian structure. Iterative fitting to group average 
data was performed in MatLab (Mathworks, Inc.) using a weighted nonlinear 
regression (nlinfit) for within and between hemisphere resting correlation patterns. 
As the digital image structure did not vary between groups, within hemisphere 
pattern matrices (both full matrices and CCRF view) had the digital image artifact 
removed for display purposes using a piecemeal regression based on the decaying 
exponential component of the best-fit model. 
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Tests of group differences 
Group differences in the amplitude of fine-scale correlations were tested by obtaining 
for each subject the average correlation across all cells in the pattern matrix for that 
subject. 
We conducted leave-one-out analyses to test for group differences in the spatial 
pattern of the correlation matrices. The aggregate pattern matrix of all sighted 
subjects except one was obtained. The correlation of the pattern matrix of the left-
out subject to the aggregate was obtained and termed the pattern similarity score. 
This was repeated in a typical leave-one-out fashion. For the blind subjects, the 
pattern matrix for a given subject was correlated with each possible leave-one-out 
aggregate of the sighted or blind subjects, and the average correlation across these 
partitions obtained. 
Long-range Correlation with Broca’s area  
An anatomical region-of-interest (ROI) corresponding to left Broca’s area was 
defined on the FreeSurfer template (fsaverage_sym) as the union of the pars 
opercularis and pars triangularis (Destrieux et al., 2010). The correlation was then 
obtained for each subject between the average rest signal within Broca’s area and 
the left striate cortex. A whole cortical surface analysis to test for group differences 
in long-range correlation with left striate cortex was also conducted following 15mm 
FWHM surface smoothing. Signal correlation with the mean left-hemisphere striate 
signal on a vertex-by-vertex basis for each subject was calculated for the whole 
brain. Unpaired, two-tailed t-tests were used to assess between-group differences. 
To account for multiple comparison testing, a cluster-based (whole map), false 
discovery rate (Heller et al., 2006) was computed and only clusters with q values < 
0.05 retained.  
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Results 
 
We obtained BOLD fMRI data from sighted and blind participants while they rested in 
the scanner in darkness. The location of the striate cortex was defined for each 
subject based upon the pattern of cortical surface topology, and within this region we 
obtained the resting state signal correlation of every pair of cortical points. We begin 
by characterizing the pattern of these striate correlations in sighted subjects, and 
then examine how the correlation structure is altered in blindness. 
Striate cortex has a Gaussian point-spread function of correlation within and between 
hemispheres 
Figure 3A (left) is a matrix of average correlation values (across all sighted subjects) 
between any pair of points in the striate cortex (after modeling and removing the 
effects of local digital image structure; see Methods). The pattern within the matrix 
reflects the particular numerical ordering used to map two-dimensional locations 
within striate cortex to the rows and columns of cells (Figure 1A). Visual comparison 
with model predictions in Figure 1C suggests primarily an effect of cortical surface 
distance: the correlation between two striate cortex points declines as the surface 
distance between the pair increases. This effect is present both along the superior-
inferior axis—corresponding to polar angle—seen as a decline in correlation strength 
with distance from the diagonal of the matrix, and along the anterior-posterior axis—
corresponding to eccentricity—which produces the diamond-shaped changes in 
correlation as the indexed vertices traverse from the occipital pole forward along the 
calcarine sulcus and back. 
These data may also be expressed as a cortico-cortico receptive field (CCRF; 
Heinzle, et al. 2011) by averaging the two-dimensional field of correlations 
surrounding each vertex (Figure 3B, left). A two-dimensional Gaussian was found to 
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fit well the decay in correlation strength with distance and had a similar width in both 
the anterior-posterior (AP σ = 17.4 mm) and superior-inferior directions (SI σ = 19.7 
mm).  
We next examined the resting-state pattern matrix derived from between-
hemisphere correlations for vertices with mirror-matched visual field positions. We 
were motivated to test mirror-symmetric points of visual cortex given prior 
observations of inter-hemispheric correlations in sensory cortical areas (Jo et al., 
2012; Heinzle et al. 2011). The between-hemisphere pattern matrix shows a spatial 
pattern very similar to the within-hemisphere matrix (the Pearson correlation 
between the two aggregate matrices is 0.91). 
In the CCRF representation (Figure 3B, right), a local correlation structure is again 
seen that is fit by a 2D-Gaussian. The width of this local correlation structure was 
found to be nearly identical to that observed in the within-hemisphere data, in both 
the AP (σ=17.4 mm) and SI dimensions (σ=19.1 mm). Given the spatial separation 
of the hemispheres, this organization cannot be attributed solely to the physical 
proximity of adjacent patches of cortex.  
Therefore, both the within and between-hemisphere functional correlations of the 
striate cortex contains structure that can be described as a Gaussian point-spread 
function of local correlation of resting signals over approximately 20 mm of cortex.  
The pattern of striate correlations reflect surface distance, not degrees of visual 
angle 
The Gaussian point-spread of correlation structure within and between hemispheres 
suggests that nearby (and mirror homologous) regions of cortex share neural signal. 
Given retinotopic organization, a reasonable hypothesis is that striate cortex 
correlations reflect the similar receptive field tuning (or mirror symmetric tuning) of 
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nearby neurons. It is possible, however, that the observed functional correlations do 
not reflect retinotopy per se, but instead physical proximity on the cortical surface 
(or proximity to a hemisphere symmetric location). These two accounts differ as to 
whether the proper units in which to model the pattern matrix are those of 
millimeters of cortical distance, or change in visual angle. As a consequence, these 
two models make different predictions, and thus may be distinguished, in the setting 
of cortical magnification of eccentricity for which a unit change in cortical distance 
implies a different change in represented visual angle at different points within the 
cortex. 
We tested if the Gaussian point-spread model of local correlation structure better 
explained the entire pattern matrix if it was cast in millimeters of cortical distance or 
degrees of visual angle. This test is difficult to conduct for the within-hemisphere 
pattern matrix, as there is an additional free parameter (the modeling of digital 
image structure with an exponential decay; see Methods). Therefore, we examined 
model performance in the between-hemisphere pattern matrix. This test is 
implemented using an anatomically-based model of retinotopic organization (Benson 
et al., 2012) which assigns polar angle and eccentricity values to each vertex within 
the left and right striate cortices with an accuracy comparable to functional MRI 
retinotopic mapping. 
Figure 4A re-presents the average, between-hemisphere pattern matrix for the 22 
sighted participants. Adjacent are the best-fit 2D-Gaussian models—calculated in 
terms of degrees of visual angle and in terms of millimeters of cortical distance—
displayed in matrix form. The model calculated in terms of millimeters of cortical 
distance is clearly superior, with an R2 value twice that of the model that used 
degrees of visual angle (0.49 vs. 0.23). 
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We formalized this impression using a leave-one-out analysis (See Methods). 
Figure 4B presents a histogram of R2 values obtained across subjects for the two 
models. A paired t-test confirmed the superior performance of the model that used 
cortical distance [t(21 df) = 2.9, p = 0.008]. While not formally tested, it is visually 
apparent that the within-hemisphere pattern matrix (Figure 3A, left) also reflects 
correlations over millimeters of cortex, as opposed to visual angle. 
Having rejected degrees of visual angle as the relevant units of the decline in 
correlation strength with distance, we next asked if the correlation function is better 
characterized by distance in 2D-surface or 3D-volumetric space. A finding in support 
of the latter would implicate non-neural mechanisms, such as pulsatile blood flow or 
head-motion, as the basis of the correlation measures. While the surface and 
volumetric distance measures are strongly correlated, they may be distinguished due 
to the folding of the cortical surface plane. We repeated the leave-one-out analysis, 
now comparing a surface based, 2D Gaussian decay model with a spherical 3D 
Gaussian decay model based on direct Euclidian distance in the subject’s 
idiosyncratic, 3D volumetric space. The 2D surface-model performed significantly 
better than the 3D, volumetric model (paired two-tail t-test, [t(21 df) = 2.8, p = 
0.01]). An “average” 3D model fit across subjects is not meaningful given individual 
differences in cortical folding. 
This finding suggests that the pattern of resting state correlations in striate cortex 
within and between hemispheres is best understood as a connection between 
homologous positions on the cortex that declines in strength with distance along the 
cortical surface. 
42 
 
Inter-hemispheric striate correlations do not differ between vertical and horizontal 
meridia 
We asked if between-hemisphere correlations vary for the vertical and horizontal 
meridia. In the human striate cortex, only those neurons with receptive fields close 
to the vertical meridian have monosynaptic, callosal connections (Clarke et al., 
1990). Heinzle and colleagues (2011) observed greater between-hemisphere 
correlations of areas V1 and V3 for voxels representing the vertical meridian 
compared to the horizontal meridian. We replicated the Heinzle analysis in our data 
for between-hemisphere striate correlations and examined the height of the 
Gaussian point-spread function from individual subjects for vertices located close to 
the horizontal and vertical meridia of striate cortex. (with height computed as the 
difference between the center and surround of the Gaussian). No difference was 
found between those striate cortex points that represent the vertical meridian (mean 
z‘ height = 0.10±0.01 SEM across subjects) and those that represent the horizontal 
meridian (mean z’ difference = 0.11±0.01 SEM across subjects). 
We further examined only those vertex pairings for exactly mirror symmetric 
locations (the diagonal of the between-hemisphere pattern matrix). Across subjects, 
there was no greater correlation for pairings drawn from near the vertical meridian 
as compared to the horizontal meridian. Indeed, the trend was for an effect in the 
opposite direction. In sum, we found no evidence of a special status for between-
striate correlations arising from cortical points close to the vertical meridian. 
The average pattern of striate correlation is similar in the blind and sighted 
We find that the pattern of correlated signals between the striate cortices reflect 
visual cortex position, as opposed to visual field. Vision may be required, however, to 
establish or maintain the functional coupling between cortical points as defined by 
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visual field location, even if the spread of correlation around those points is a 
function of cortical distance. To test this idea, we examined the within and between-
hemisphere pattern matrix derived from a population of twenty-five blind 
participants (Tab. 1). Fourteen of these participants have no light perception, while 
the remainder have minimal light or hand-motion perception. The age at vision loss 
and cause of blindness in the group is also variable, although eighteen of the twenty-
five had reached their maximal visual impairment before the age of 18. 
Despite the altered visual experience of this group, the average within-
hemisphere, resting-state structure found was similar to that of sighted controls 
(Figure 5A, left) in both pattern and amplitude. This was seen as well in the 
corresponding CCRF representation (Figure 5B, left), which was well fit with the 
same 2D Gaussian and decaying exponential model fit. The Pearson correlation of 
the average, within-hemisphere pattern matrices from the blind and sighted 
populations was 0.78 (0.74 when calculated using only age and gender matched 
subjects). The across-subject, average pattern of between-hemisphere correlation 
(Figure 5, right column) also resembled that of the sighted group. In this case, 
however, there was a greater difference between the sighted and blind groups, with 
a Pearson correlation of the average, between-hemisphere pattern matrices from the 
blind and sighted populations of 0.67 (0.53 when calculated using only age and 
gender matched subjects). A quantitative comparison of these pattern matrices is 
provided below. 
For both the within and between-hemisphere 2D Gaussian fits, the widths were 
similar but slightly wider than seen in sighted controls (within-hemisphere AP σ = 
19.1 mm, SI σ = 14.4 mm; between-hemisphere AP σ = 20.4 mm, SI σ = 19.0 
mm). These measures, however, are made in standardized units within a surface 
template space to which all subjects have been registered. The surface area of V1 
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tends to be smaller in the blind as compared to the sighted (Park et al., 2009), an 
effect we replicate in our data [striate surface area in the blind: 1890 mm2; sighted: 
2530 mm2; unpaired t-test: t(45 df) = 5.4, p = 2.8e-6]. This difference in surface 
area implies that surface distance measurements in the blind are inflated by 15% 
when measured in the standard space. After accounting for this effect, the between-
hemisphere Gaussian spread of correlation is nearly equal in the blind and sighted 
when considered in absolute units of millimeters in native surface space. 
The blind differ from the sighted in the pattern, not amplitude, of between-
hemisphere striate correlation 
In across-subject, aggregate data, the blind and sighted populations have a similar 
appearing pattern of fine-scale striate correlation, although there is the suggestion of 
a group difference between-hemispheres. We obtained a measure from our individual 
subjects to allow a statistical test for group differences. 
We examined for each blind and sighted subject the average correlation across all 
vertices in the within and between hemisphere pattern matrices (Fig 6A). This is a 
measure of the average amplitude of fine-scale correlation for each individual, 
independent of the pattern. There was no difference between the populations for 
either the within (two-tail t[42 df]= 1.5, p = 0.14) or between-hemisphere measure 
(two-tail t[42 df]= 1.1, p = 0.27). This was the case as well for tests restricted to 
twelve age and gender matched subjects from each group (within t[22 df]= -0.1, p 
= 0.93; between t[22 df]= 0.4, p = 0.67). 
We next examined the similarity of the pattern matrix obtained for each subject to 
the aggregate pattern matrix of the sighted subjects (Fig 6B). This is a measure of 
the structure of the pattern matrix, independent of its overall amplitude. A leave-
one-out approach was used so that the pattern matrix of the subject being examined 
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did not contribute to the aggregate matrix (see Methods). Within hemisphere, there 
was no difference between the sighted and blind populations in either the entire 
(two-tail t[48 df]= -0.8, p = 0.47), or age-matched sub-groups (two-tail t[22 df]= -
0.4, p = 0.67). Between hemispheres, however, there was a lower average 
correlation of pattern matrices from individual blind subjects to the sighted 
aggregate (two-tail t[48 df]= -2.8, p = 0.01). This was also the case in the matched 
sub-groups (two-tail t[22 df]= -2.2, p = 0.04). A t-test of the interaction of the 
effect of group and within/between hemisphere comparison confirmed that the 
difference between the groups is greater for the between-hemisphere pattern 
matrices (two-tail t[22 df]= 3.2, p = 0.004). 
There is variability in age of onset of vision loss in our population of blind subjects. 
We conducted post-hoc tests to examine if individual differences in the structure of 
the between hemisphere pattern matrix is related to age at vision loss. We treated 
age of vision loss as a categorical variable (congenital, less than age 18, after age 
18) and did not observe a significant relationship between striate pattern similarity 
and age of vision loss in an ANOVA analysis (F[2,22]=0.219, p=0.8). Independently 
tested, each blind group also tended to be different from the sighted group 
(congenitally blind vs. sighted, one-tailed t[28 df]= 1.6, p = 0.06; blind before age 
18 vs. sighted, one tailed t[29 df]= 28, p = 0.11; blind after age 18 vs. sighted, one 
tailed t[29 df]= 2.5, p = 0.009). We note, however, that there are multiple factors 
that contribute to the integrated visual deprivation that a given subject experiences 
(e.g., severity of blindness, trajectory of vision loss, anterior vs. posterior segment 
damage) and that these factors are not controlled in these post-hoc groupings. 
The finding of a group difference in the pattern of resting state correlations does 
not distinguish between two alternatives: 1) the blind population has the same 
aggregate spatial organization of functional connectivity as the sighted, only more 
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variable in individuals, or 2) the blind population has a systematically different 
between-hemisphere pattern matrix from that seen in the sighted. To test this idea, 
we repeated our pattern similarity, leave-one-out analysis, only now comparing to 
the aggregate matrix of the blind population. If we found that the data from blind 
individuals are better correlated with the aggregate of other blind subjects than the 
aggregate of sighted subjects, this would support a claim that the blind have a 
systematically different between-hemisphere connectivity structure. This was not 
found. Instead, essentially the same average correlation was found for blind subjects 
compared to a blind aggregate (z’=0.24) as blind subjects compared to the sighted 
aggregate (z’=0.24, paired t[24 df]=0.31, p=0.76 for the comparison). 
Overall, the effect of blindness upon resting-state, striate correlations is subtle. 
Averaged across individuals, the blind and the sighted have a generally similar 
pattern of fine-scale correlation. This suggests that blindness does not produce a 
systematically different organization of correlations within and between the striate 
cortices. Further, individual blind subjects do not show a reduction in the average 
strength of point-to-point striate correlations, either within or between hemispheres. 
The groups do differ in that the pattern of correlations observed in individual blind 
subjects is different from that of the sighted (as is shown in Figure 6B), but these 
differences are not the same across blind individuals. We next asked if this individual 
variation in the blind is related to another, established measure of functional 
alteration in blindness. 
Alteration of the between-hemisphere correlation pattern is related to Broca’s area 
correlation in the blind 
Changes in long-range, inter-regional, functional correlation have been previously 
reported in the blind. Specifically, left hemisphere occipital areas have been 
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observed to have increased resting signal correlation with anterior language regions 
(specifically, Broca’s area) in the blind (Bedny et al., 2011; Watkins et al., 2012). 
These alterations in correlation have been proposed to subserve cross-modal 
representations in occipital cortex. 
We examined if individual differences in the striate correlation pattern could be 
related to the degree of long-range functional correlation between regions. First, we 
reproduced prior findings of altered long-range correlation in the blind (Figure 7A). 
The thresholded map shows that a region within the pars opercularis and pars 
triangularis (classic Broca’s area) has differential functional correlation to the left 
striate cortex in the blind and sighted, in general agreement with prior findings 
(Bedny et al., 2011; Watkins et al., 2012; although these prior studies used the 
lateral occipital cortex as a seed region). Also in agreement with prior findings, a 
small area within the somatosensory cortex demonstrated decreased functional 
correlation to the left striate cortex in the blind population (Bedny et al., 2011; Liu et 
al., 2007; Yu et al., 2008). 
Age of onset of blindness was related to long-range Broca’s area correlation. An 
ANOVA that modeled a categorical effect of age of blindness onset (congenital, 
before 18 years old, or after 18) confirmed lower long-range correlation scores in 
those who became blind after the age of 18 (t[19 df]=-2.4, p=0.03). 
We then asked if the degree of long-range functional correlation with Broca’s area 
is related to variation in between-hemisphere striate pattern. Effectively, is blindness 
associated with the exchange of local, synchronous inter-hemispheric visual cortex 
correlation for long-range, cross-modal correlation? We modeled long-range 
functional correlation for the blind participants within an ANOVA that included the 
between-hemisphere striate pattern similarity score, the categorical effect of age of 
blindness onset, and the interaction of these. Overall, there was a significant 
48 
 
negative relationship between the striate pattern similarity and long-range functional 
correlation with Broca’s area (t[19 df]=-2.5, p=0.02). That is, those blind 
participants who had more altered between-hemisphere striate signals had a greater 
left striate correlation with Broca’s area. This effect interacted with age of blindness 
onset, with those participants who were blind at birth or before the age of 18 (Figure 
7B; red triangles) showing a stronger relationship between these two measures (t[19 
df]=2.4, p=0.03). 
In the sighted population, no relationship was seen between across-hemisphere 
pattern similarity in striate cortex and long-range correlation between the left striate 
and Broca’s area (t[21 df]=0.3, p=0.8; Figure 7B, gray points). 
In a post-hoc ANOVA analysis, we asked if the striate pattern similarity measure 
itself predicts Broca’s correlation in the blind, or if both measures are themselves 
driven by age of onset of blindness. A direct comparison of the effect of age of 
blindness onset and the effect of the pattern similarity measure found that these 
factors were not significantly different in predicting Broca’s area correlation (p = 
0.24). Therefore, it is possible that age of blindness is the common factor that alters 
both striate pattern similarity and long-range functional correlation in the blind. 
Group differences are not explained by differences in head motion or structural 
registration 
Group differences in head motion may lead to artifactual differences in measured 
functional correlation. Specifically, head motion enhances correlations locally and 
between symmetric hemispheric locations, while decreasing long range correlation 
between regions (Van Dijk et al. 2012, Power et al., 2012). We tested for group 
differences in head motion by calculating the mean Euclidean displacement of the 
head (Van Dijk et al. 2012) during the resting-state scan for each subject. The small 
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difference between the groups was not significant (blind group displacement = 0.09 
mm ± 0.055 SD, sighted group displacement = 0.07 mm ± 0.043 SD; t(45 df) = 
1.39, p = 0.17). Moreover, the blind group had slightly greater (albeit insignificantly 
so) head motion than the sighted group, which would be associated with an 
artifactual result opposite to that we observe in our data. A further test 
demonstrated that there was no significant correlation (all p-values > 0.05) between 
the individual subject head motion measures and the measures of within hemisphere 
pattern similarity (blind R = -0.10; sighted R = 0.24), between hemisphere pattern 
similarity (blind R = -0.07; sighted R = 0.18), or long-range functional correlation 
with Broca’s area (blind R = 0.24; sighted R = -0.29). 
 Our findings also depend upon the ability to identify mirror-homologous patches 
of cortex within the striate cortex. To do so, we make use of a cortical surface 
template (Benson et al., 2012) that provides a probabilistic location for the stria of 
Gennari (Hinds et al., 2008) based upon gyral topology. The decreased between 
hemisphere pattern similarity observed in individual blind subjects, could in principle 
be a consequence not of a true reduction in between-hemisphere correlation, but of 
systematic differences in cortical registration and surface warping in the blind. This is 
a plausible concern as, while the early blind possess an intact stria of Gennari 
(Trampel et al., 2011), the surface area is reduced (Park et al., 2009 and as seen in 
our participants).  
 We used two tests to determine if differences across groups and individuals in the 
quality of anatomical registration and normalization could explain our results. First, 
we tested if differences in the degree of anatomical transformation between the two 
hemispheres could contribute to the between hemisphere pattern similarity measure. 
Despite the previously reported smaller overall striate surface area in the blind, the 
surface area of the two hemispheres is as highly correlated across subjects in the 
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sighted (R = 0.75) and blind (R = 0.79) groups. Thus, there is no tendency in blind 
subjects to have greater differences in the size of the labeled striate region between 
hemispheres. Next, we examined the degree of anatomical warping required to 
register the brain of each subject to the surface template space. Group differences in 
the magnitude or variability of warping could impair the application of a striate 
cortex template. This was quantified by obtaining for each subject the mean and 
standard deviation of the Jacobian areal warp values (Fischl et al., 2001) calculated 
for each surface vertex within the striate cortex. After accounting for group 
differences in the mean surface area (which contributes to the Jacobian measure) 
there was no difference in either mean Jacobian (p = 0.74) or standard deviation (p 
= 0.67) between the two groups. 
Discussion 
 
Our study examines the fine-scale pattern of correlations within BOLD fMRI data 
collected during darkness. We distinguish the modeling of fine-scale correlation 
within a cortical region from studies of the relationship between entire cortical 
regions (Liu et al., 2007, Yu et al., 2008, Watkins et al., 2012). By measuring the 
point-to-point structure of correlations within a cortical region we may examine if 
resting-state signals are related in a systematic way to the local functional 
organization of cortex. Here, we asked if resting-state correlations within and 
between the striate cortices reflect retinotopic organization, and if this structure is 
altered in blindness. 
 Previous examinations of the fine-scale correlation structure of visual cortex have 
been conducted in sighted participants. Heinzle et al., 2011 measured the point-to-
point correlation of visual area V1 with V3, and established the correspondence of 
cortical points by functional retinotopic mapping. Aggregating data across cortical 
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locations and subjects, they found roughly circular cortico-cortico receptive fields 
(CCRFs) across the cortical surface for the spread of correlations between 
homologous V1 and V3 locations both within and between hemispheres. Yeo et al. 
2011 also reported correlation between non-adjacent patches of V1 and V3, although 
observed a gradient of correlation strength primarily along the anterior-posterior 
(eccentricity) dimension. Finally, Haak et al. 2012 applied a modeling approach (the 
population receptive field model) to the structure of correlated signals between 
retinotopically organized visual areas. These analyses, conducted upon data collected 
during retinotopic mapping visual stimulation, revealed CCRFs which were well 
described as a 2D Gaussian function of correlation across the cortical surface. 
In the present study, we confirm the observation of Heinzle and colleagues of a 
circular CCRF within striate cortex for spontaneous neural signals, and further 
demonstrate that this is well modeled by a Gaussian form, as described by Haak et 
al. In our data, the point-spread function of correlation within and between striate 
cortex was constant across the eccentricity dimension. At the level of within-V1 
connections, therefore, it seems that equivalent sized patches of cortex share a 
functional correlation, as opposed to equivalent areas of the visual field. Instead of 
retinotopy per se, this functional organization may reflect the equivalent areal 
pooling across striate cortex of density of retinal ganglion cells (Wässle et al., 1990). 
We note our result is consistent with the findings of Haak et al., 2012 who observed 
in stimulus-driven signals a negligible dependence of connective field size upon 
eccentricity position for V1 to V2 connections. This dependence grew, however, for 
connections of V1 to ever higher level extrastriate regions. 
This finding prompted us to ask to what extent striate cortex correlation reflects 
vision per se, as opposed to a more basic organizational property of cortex. In our 
population of blind subjects, we found that the structure of within-hemisphere, 
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striate correlation is not altered. This suggests that the properties of neural 
correlation (e.g., diffuse horizontal connections; Bosking et al., 1997) that mediate 
within region, within hemisphere correlations are independent of visual experience. 
In contrast, we found that individual blind subjects had a subtle, but significant 
alteration of the pattern of between-hemispheric striate correlation. As the aggregate 
fine scale correlation pattern across blind subjects resembles that of the sighted, this 
finding indicates that our individual blind subjects have variability in their between-
hemisphere striate correlation structure that is not systematic across participants. 
We did not find any difference in the extent of this alteration as a function of the age 
of onset of blindness, although our study was not well powered to detect such 
differences. 
 The degree of the departure from the sighted pattern of correlation was, 
however, found to be associated with increased correlation between striate cortex 
and frontal language regions, and to a greater extent in those blind before the age of 
18. This suggests that the degree of alteration of visual cortex is related to more 
basic aspects of visual deprivation. 
Our study is limited in the ability to examine how features of blindness (e.g., age 
of onset of vision loss, age at maximal vision less, severity of vision loss) relate to 
the observed differences in functional correlation. One reason for this limitation is 
that the effect of blindness upon our measures was quite subtle. While a population 
of 25 blind subjects is relatively large for studies of this kind, it is insufficient to 
disentangle the correlated factors that might impact total visual experience before 
and after maturation of the visual system. At the least, however, the alteration of 
the pattern of between-hemisphere correlation was present in those who became 
blind in adulthood. Therefore, ongoing visual input appears necessary to synchronize 
mirror symmetric patches of cortex between the hemispheres. 
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The source and function of inter-hemispheric resting correlation remains unclear. 
It is generally held that homologous right and left cortical areas communicate 
through the corpus callosum (for review see Pietrasanta et al., 2012). While callosal 
connections generally synchronize the activity of large groups of neurons (Engel et 
al., 1991; Kiper et al., 1999; Knyazeva et al., 1999, Carmeli et al., 2007), the extent 
and distribution of this effect varies over the course of development. In the striate 
cortex, visual experience drives the transition from the diffusely-connected juvenile 
state to the adult state (Innocenti & Price, 2005) in which callosal connections are 
localized to the border between visual areas (Manger et al., 2002). Early vision is 
essential to trigger this reorganization, but not to maintain the adult distribution 
(Zufferey et al., 1999). 
In our study, no difference in correlation strength in the sighted was observed 
between those points that connect the horizontal and vertical meridia. This suggests 
that direct mono-synaptic connections transversing the corpus callosum are not the 
source of striatal inter-hemispheric resting structure. This is in agreement with 
recent studies of resting-state networks in subjects with chronic callosal 
disconnection—due to either surgical resection (Corsi-Cabrera et al., 2006; Uddin et 
al., 2008) or agenesis (Tyszka et al., 2011)—who demonstrate preserved between 
hemisphere resting correlations (although there is disruption of inter-hemispheric 
correlation in the immediate period following corpus callosotomy; Johnston et al., 
2008). Presumably, this synchronization is being mediated by extra-callosal, inter-
hemispheric connections. In studies in cats, for example, inter-hemispheric transfer 
of visual information for behavior was preserved even after sectioning the optic 
chiasm and corpus callosum (Peck et al., 1979). In a recent resting-state fMRI study 
in rhesus monkeys, only sectioning of the callosum and anterior commissure altered 
regional, between-hemisphere correlations, although even then inter-hemisphereic 
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correlation of the visual cortex was not affected (O'Reilly et al., 2013). These results 
implicate the posterior commissure and / or optic tectum as the basis of 
interhemispheric correlations in the visual system. 
While subcortical interhemispheric connections may contribute to the between 
hemisphere striate signal correlation, left unexplained is the fine-scale alignment of 
this correlation structure. One possibility is the presence of feed-back projections 
from higher visual areas which contain neurons whose receptive fields span the 
vertical meridian. Behavioral and neuroimaging studies in callosotomy patients 
(Clarke  et al., 2000; Noudoost  et al., 2006) demonstrate bilateral recruitment of 
higher-level, dorsal visual areas by stimuli presented to a single hemifield. Therefore, 
hemispheric synchronization of dorsal visual areas may lead in turn to 
topographically organized synchronization of the striate cortices through feed-back 
projections. 
A deeper question is why this correlation structure should have mirror symmetry 
across the visual field. While unclear, there is at least evidence of behavioral 
consequences of visual field symmetry. For example, using Gabor patches placed 
symmetrically about the vertical meridian, Tanaka et al. (2007) reported an effect 
upon detection threshold specific to the mirrored retinotopic position, orientation, 
and phase. Further, patients with occipital lobe damage and consequent visual field 
scotomas show detection impairments in the (theoretically intact) ipsi-lesional visual 
field (Snow et al., 2006; Snow et al., 2011). To these findings, we add the 
observation that altered visual experience disrupts the hemispheric symmetry of 
spontaneous neural activity. 
Finally, we examined here the functional properties of striate cortex, the first of 
many cortical visual areas. Our focus upon striate cortex in part derives from the 
technique used to assign retinotopic position to points on the cortical surface. The 
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topology of cortical folding (a measure of anatomy) can be used to predict accurately 
the retinotopic organization of striate cortex (Benson et al., 2012), and permitted the 
blind and sighted subjects to be assessed within a common framework. It would be 
of interest to examine how the pattern of correlations within and between the extra-
striate visual areas is altered by blindness. We predict that on-going vision is 
required as well to synchronize cortical points that share retinotopic assignment 
across visual areas (e.g., V1 to V3). The test of this hypothesis must await the 
development of an anatomically-based approach that can accurately predict 
retinotopic organization beyond striate cortex. 
 
 Figure 1.  
 
Measurement of fine-scale correlation structure
cortical patch corresponding to striate cortex (area V1) is centered about the
calcarine sulcus on the medial aspect of the occipital lobe. V1 was identified by 
position in surface topology. The two primary axes of striate cortex
posterior (AP) and superior
eccentricity and polar angle dimensions of retinotopic organization, respectively. In 
standard template space, V1 comprises 3091 surface vertices, as outlined on the 
surface mesh. V1 vertices were indexed as outlined in the lower right of A. The 
selected arrangement was t
no effects upon the quantitative results of the analyses.
B, SI and AP arrangement of vertices. The two panels illustrate the indexing of 
vertices within area V1 by mapping different shades of co
color scales demonstrate how the vertices were numbered along 6 discrete bands 
along the SI dimension (corresponding to polar angle). Within each band, vertices 
were then numbered along the AP dimension (corresponding to eccentri
C, Cortical surface distance matrix. The distance along the cortical surface may be 
calculated for any pair of points within striate cortex. The distances between all 
possible pairings of vertices is shown as a matrix. The structure seen within the 
matrix is a consequence of the numbered ordering of the vertices shown in panels A 
and B. This structure may be more easily understood by examining the matrices that 
express distance between points only along the SI or AP directions.
D, Calculating the neural pattern matrix. Within the set of indexed V1 vertices, the 
Pearson’s (R) correlation of the resting
was obtained. Each pair-
matrix. The pattern matrix was derived for each subject for both within hemisphere 
correlation structure, and between
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 Figure 2.  
Pattern Matrices for Simulated fMRI Data
pattern matrices. Normally
particular anatomical and image processing routines for 9 randomly selected 
subjects. The resulting pattern matrices for simulated data w
a Fisher’s r-to-z transformation. Structure about the diagonal of the matrix is readily 
apparent in the within-hemisphere matrix, which we term “digital image structure”. 
B, Cortico-cortico receptive field depictions derived from th
Correlation data depicted in A are replotted for the receptive field view by change (in 
mm of cortex) along the anterior
dimensions. A local, circular area of high correlation within 10 mm of ea
seen for the within-hemisphere simulation. 
C, Anterior-posterior axis plots. A cross
receptive field plot is shown. Each gray point corresponds to a given pairing of 
vertices, with the position along the
in millimeters along the AP axis. In red is the fit of the decaying exponential model.
 
57 
. A, Within and between-hemisphere striate 
-distributed, pseudorandom data was passed through the 
ere averaged following 
e pattern matrices. 
-posterior (AP) and superior-inferior (SI) 
 
-section along the AP dimension of each 
 x-axis given by the distance between the points 
 
 
ch vertex is 
 
 Figure 3.  
Striate Pattern Matrices from Sighted Subjects
striate pattern matrices. Following a Fisher’s r
pattern matrices from 22 sighted subjects were averaged. The effect of digital image 
structure in the within-hemisphere data was modeled and removed from both this 
representation and in panel B.
B, Cortico-cortico receptive field depictions derived from the pattern matrices. In the 
first row, correlation data
change (in mm of cortex) along the anterior
dimensions. The second row presents the 2D Gaussian fit to these data. The third 
row shows the absolute value of the residuals of the model fits to the data. Minimal 
residual structure is seen, supporting the validity of the model.
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-hemisphere 
-inferior (SI) 
 Figure 4.  
Comparison of Modeling by Visual Angle and Cortical Distance
aggregate, along with models based on visual angle and cortical distance (mm). The 
between-hemisphere aggregate (n = 22) pattern matrix for the sighted group was 
modeled using a 2D Gaus
or change in cortical position between vertices. The R
aggregate pattern matrix is shown. 
B, Histograms of leave-one
2D Gaussian model in units of either cortical position of visual angle was fit to an 
aggregate pattern matrix derived from 21 subjects. The correlation of this fit to the 
pattern matrix of the 22nd subject was obtained in a leave
Gaussian model cast in units of cortical distance had superior performance.
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 Figure 5.  
Striate Pattern Matrices from Blind Subjects
striate pattern matrices. Following a Fisher’s r
pattern matrices from 25 blind subjects were averaged. 
B, Cortico-cortico receptive field depictions derived from the pattern matrices. 
Conventions are as in Figure 3B. 
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 Figure 6.  
Group comparisons of the amplitude and similarity of pattern matrices
correlations. The average correlation across all vertices in the within and between 
hemisphere pattern matrices was obtained for each subject, and then averaged 
across the age-matched sighted and blind groups. No differences between the blind 
and the sighted groups in this measure of the aggregate amplitude of correlation 
strength was seen. 
B, Pattern Similarity. The within and between hemisphere pattern matrix from each 
subject was correlated with the aggregate pattern matrix across sighted sub
(using a leave-one-out approach). The average of these correlations was obtained 
within the age-matched sighted and blind groups. The between
matrices from blind subjects were consistently less similar to the aggregate sighted 
matrix. 
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 Figure 7.  
Differences in Striate Cortex Long Range Correlation and its Relation to Pattern 
Similarity. A, Whole brain group difference in correlation with mean left
striate cortex signal. Areas in red had a larger average correlation wi
striate cortex in the blind group as compared to the sighted controls. No differences 
at this map-wise threshold were found either on the medial surface of the brain or 
the right hemisphere. The location of Broca’s area is indicated in green ou
(defined as the union of the pars opercularis and pars triangularis). 
B, Long-range correlation versus inter
hemisphere pattern similarity measure from each subject (Figure 6B) was related to 
the correlation between the left striate cortex and Broca’s area. A significant 
relationship between these measures was observed for blind group (red triangles), 
but not for the sighted group (black squares).
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Table 1.  
Subject Population Demographics. Twenty-five blind (B1-25) and twenty-two sighted 
(S1-22) individuals participated in the study. The blind population was heterogenous 
with respect to age of onset and cause, although all had severe vision loss. Age-
matched subgroups of 12 participants each are indicated in gray. M - male, F - 
female, R - right-handed, L - left-handed, A - ambidextrous, NLP - no light 
perception, LP - best vision light perception only, HM - best vision hand-motion 
perception. Missing values indicated with an n-dash. 
 
 
ID 
Sex / Age (yrs) 
/ Handedness 
Age onset/severity 
(yrs) 
Visual 
Acuity 
Cause / Notes 
B01 F 33 L 0/0 LP Congenital hypoplasia 
B03 F 32 R 0/18 NLP Retinopathy of prematurity (ROP) 
B04 M 59 R 28/32 NLP Diabetic retinopathy 
B05 F 23 R 0/18 LP Congenital cataracts, detached retinas 
B06 F 48 - 0/20 NLP ROP; glaucoma; vitreous hemorrhage 
B07 F 55 R 8/8 NLP Uveitis 
B08 F 53 A 0/0 NLP ROP 
B09 F 61 - 40/50 HM Retinitis pigmentosa (RP) 
B10 M 58 R 0/0 NLP ROP 
B12 F 46 R 8/8.5 NLP RP 
B13 M 58 R 0/0 NLP ROP 
B17 M 48 R 0/0 HM ROP 
B02 F 69 R 7/7 HM Cone-rod dystrophy 
B11 F 69 R 13/35 HM Juvenile macular degeneration 
B14 F 62 R 0/0 NLP ROP 
B15 M 40 R 36/36 HM Glaucoma (primary); Cataracts (secondary) 
B16 F 61 R 0/16 HM Optic atrophy 
B18 M 50 R 0/0 HM Congenital cataracts 
B19 M 53 R 20/35 HM Congenital infection 
B20 F 63 R 54/56 NLP Diabetic retinopathy; detached retina 
B21 M 69 R 0/15 NLP RP; glaucoma (secondary); detached retinas 
B22 F 61 R 14/14 NLP Retinoblastoma; Left eye blind at age of 3; right at 14 
B23 M 48 R 12/12 NLP Trauma 
B24 M 62 L 0/9 HM Congenital cataracts; glaucoma (secondary) 
B25 F 69 R 0/0 NLP Congenital optic atrophy 
S01 M 33 R    
S06 M 41 R    
S11 M 32 R    
S13 F 58 R    
S14 F 52 R    
S15 F 46 R    
S16 M 48 R    
S17 F 68 R    
S19 F 43 R    
S20 F 51 R    
S21 M 58 R    
S22 F 44 R    
S02 F 22 R    
S03 M 25 A    
S04 M 27 R    
S05 F 25 R    
S07 M 26 R    
S08 F 22 R    
S09 M 28 R    
S10 F 22 R    
S12 F 19 R    
S18 F 24 R    
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CHAPTER 4 - A dissociation of the congenital and postnatal effect of 
blindness upon spontaneous neural activity in the human visual cortex 
 
Butt OH; Benson NC; Datta R; Aguirre GK. (2014). in review 
 
Abstract 
 
Spontaneous neural activity within visual cortex is synchronized by both 
monosynaptic structural connections and network-level activity. We examined these 
two sources of synchrony by measuring the organization of spontaneous neural 
signals within the visual cortex of blind and sighted subjects, obtained using 
functional magnetic resonance imaging (fMRI) in total darkness. At both a coarse 
(regional) and fine (retinotopic) scale, vision was found to support network-level 
neural synchrony between spatially distributed cortical visual areas. A specific effect 
of congenital, but not postnatal, blindness was to broaden the cortico-cortico 
connections between hierarchical visual areas. This finding, along with thickened 
gray matter, is consistent with early vision loss disrupting normal cortical 
maturation, leading to larger axonal terminal arborization. We therefore find 
separable developmental and continuing roles for vision in organizing the intrinsic 
neural activity of visual cortex. 
 
Introduction 
 
Synchronized neural activity between brain regions creates correlations in 
functional magnetic resonance imaging (fMRI) signals (Friston, 1994; Biswal et al., 
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1995; Greicius et al., 2003). The form and distribution of functional correlations, also 
known as “resting state functional connectivity”, reflects both the direct, 
monosynaptic connections between brain areas (Hagmann et al., 2008; Skudlarski et 
al., 2008) and the ongoing, dynamic pattern of neural activity in the system (Honey 
et al., 2009; Damoiseaux & Greicius 2009). Effectively, the white matter may be 
considered the “roads” and neural activity the “traffic” within a given network (Messé 
et al., 2014). Here, we examine the developmental and ongoing role of vision in 
these two components of functional correlation. 
Within the human visual system, structured correlations have been observed in 
spontaneous signals collected at rest that could reflect either direct anatomical 
connections or the indirect effects of network activity. The visual cortex is composed 
of multiple, retinotopic visual areas (Engel et al., 1994; Sereno et al., 1995; DeYoe 
et al., 1996; Dumoulin & Wandell 2008). Hierarchical, monosynaptic connections 
couple retinotopically-aligned neurons across visual areas (Bauer et al., 1999; Lyon 
& Kaas, 2002). Rudimentary connections between visual areas are established prior 
to birth (Coogan and Van Essen 1996) and early retinal input, including visual 
experience shortly after birth, guides the targeted invasion of cortex by interstitial 
branches at topographically-coupled loci (Innocenti & Price, 2005; Ruthazer et al., 
2010; Baldwin et al., 2012). Functional MRI correlations between hierarchical visual 
areas may reflect these direct, white-matter connections observed at regional (Liu et 
al., 2007) and retinotopic scales (Heinzle et al., 2011; Raemaekers et al., 2013). 
Functional correlations are also found between areas of the visual cortex that are 
not directly connected. Most prominently, there is synchronization of neural signals 
across the visual cortex at locations with similar retinotopic representations of visual 
field eccentricity (Heinzle et al., 2011; Yeo et al., 2011; Buckner & Yeo 2013; 
Raemaekers et al., 2013; although the signal may not reflect eccentricity per se, see 
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Butt et al., 2013). This signal extends across visual areas and hemispheres of the 
brain and does not correspond to any known structural, white matter pathway (Jeffs 
et al., 2009; Manger et al., 2002; Innocenti & Price 2005). These “indirect” 
correlations arise from the pattern of synchronous activity across a network of brain 
areas that share common afferents and efferents (Adachi et al., 2012). 
The relative contribution of these direct and indirect components of spontaneous 
neural activity in visual cortex may be revealed by studying people with either 
congenital or postnatal blindness. Congenital blindness is associated with a decrease 
in the precision of visual cortico-cortical connections (Bock & Olavarría, 2011). 
Specifically, peri-natal vision loss causes a broadening of axonal terminal 
arborization that connect hierarchical visual areas (Fish et al., 1991; Olavarría et al., 
2008), leading to the prediction of broadened functional correlations between 
hierarchical visual areas in the blind. 
Blindness, regardless of age of onset, also alters on-going network activity 
throughout the visual system. The removal of bottom-up retinal activity could reduce 
the synchronization of signals between the hemispheres, and alter the network 
relationship of the visual cortex with the rest of the brain (Liu et al., 2007). This 
would be predicted to reduce the indirect correlations found between visual areas, 
and such an effect has already been observed at a regional scale between the 
hemispheres (Watkins et al., 2012) and at a fine scale within area V1 (Butt et al., 
2013). 
To determine the role of visual experience in shaping and maintaining the 
functional organization of visual cortex, we examined direct and indirect correlations 
in fMRI data obtained from 22 sighted and 25 blind people while they rested in 
darkness. The blind population included 14 subjects with congenital blindness and 11 
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with postnatal blindness (onset after age 7), allowing us to dissociate prenatal 
developmental changes from the network effect of sustained blindness. 
Results  
 
The imaging data from each subject were aligned to a hemisphere-symmetric, 
cortical-surface template that defines visual areas V1 through V3 by sulcal topology 
(Figure 1A; Benson et al., 2012; Benson et al., 2014). The visual areas were divided 
into their dorsal and ventral halves (each of which represents a quarter of the visual 
field; i.e., quarter-areas). We examined the correlation of the blood oxygenation 
level dependent (BOLD) signal between these regions within and across the 
hemispheres for sighted and blind participants. These analyses were first conducted 
at a coarse, regional scale; later we consider the fine-scale correlation between the 
vertices comprising each region. The set of correlations from each pairing of visual 
area quadrant can be expressed in a matrix, and within that matrix we examined 
pairings which reflect direct, hierarchical connections (Figure 1B) and indirect 
correlations across the vertical or horizontal meridians (Figure 1C). The direct 
correlations are entirely defined within hemisphere. The indirect correlations are 
between the quarter-fields of a visual area which are separated across hemispheres 
and between the dorsal and ventral portion of the occipital cortex. The indirect 
correlations have also been termed “homotopic” (Jo et al., 2012; Watkins et al., 
2012), and with the exception of sparse monosynaptic connections adjacent to the 
horizontal meridian (Jeffs et al., 2009), these regions do not have direct 
neuroanatomical coupling. They would, however, be expected to have enhanced 
mutual correlation given their shared position within a network of afferent and 
efferent connections (Adachi et al., 2012). 
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Blindness increases regional hierarchical correlations and decreases indirect 
correlation 
We obtained the regional correlation matrices within and between hemispheres for 
the blind and sighted subjects (Figure 2A). Structure can be seen within each matrix 
corresponding to increased direct correlations between visual areas with a 
hierarchical relationship and increased indirect correlations between the spatially 
distributed quarter fields of a given visual area (e.g., V2d and V2v in the left and 
right hemisphere). Control studies using a water phantom confirmed that the indirect 
correlation structure is not a property of the MRI images themselves (see Figure S1). 
As cortical regions that share a hierarchical, direct relationship are also adjacent in 
volumetric space, there is non-zero correlation between these regions attributable to 
image properties (Figure S1). Consequently, we do not ascribe a neural 
interpretation to the absolute level of the direct regional correlations measured from 
our human subjects, but do regard the relative level of correlation between groups 
as meaningful. Our desire to examine direct, hierarchical correlations free from this 
confound of volumetric adjacency in part motivates our study of fine-scale, 
retinotopic correlation discussed below. 
To compare the blind and sighted groups, we obtained the average correlation 
corresponding to direct and indirect regional pairings (Figure 2B). Across the 
populations, the blind subjects were found to have a greater correlation between 
cortical visual areas with a direct, hierarchical relationship (Figure 2B, top). This 
effect was significant for the entire group (two-tail t[45 df]= 3.7, p = 0.0006; 
means: [0.12 0.04]) and in age-matched sub-groups (two-tail t[28 df]= 3, p = 
0.005; means: [0.13 0.041]). 
In contrast to the enhanced correlation found for hierarchically related visual 
areas, the blind had significantly reduced correlation between the distributed 
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quarter-fields of the same visual area as compared to the sighted (Figure 2B, 
bottom). This effect was significant for the entire group (two-tail t[45 df]= -4.0, p = 
0.00025; means: [0.058 0.18]) and in age-matched sub-groups (two-tail t[28 df]= -
3.3, p = 0.0029; means: [0.044 0.19]). Moreover, the interaction of the type of 
correlation (direct or indirect) with group (blind or sighted) was significant (two-tail 
t[45 df]= 4.2, p = 0.00015). 
We examined an additional form of hierarchical correlation within the visual 
system by identifying the lateral geniculate nucleus (LGN) in volumetric space for 
each subject and obtaining the correlation between the mean BOLD fMRI signal in 
the LGN and visual areas V1, V2, and V3 (Figure S2). In the sighted, the correlation 
between the LGN and each visual area was smaller at each step along the visual 
pathway. In contrast, no significant drop in correlation between the LGN and 
successive visual areas was observed in the blind population. This was quantified in 
post-hoc tests by examining the interaction of LGN correlation between different 
visual areas including LGN-V1 and LGN-V2 (t[45 df]= -3.3, p = 0.0019), LGN-V2 and 
LGN-V3 (t[45 df]= -2.4, p = 0.021), and LGN-V1 and LGN-V3 ([45 df]= -3.7, p = 
0.00064). In short, a greater degree of synchronization of neural signals is present 
throughout hierarchically connected visual pathway structures in the blind as 
compared to the sighted. 
Could the differences between the blind and sighted groups be a consequence of 
differences in head motion? Head motion enhances correlations locally and between 
symmetric hemispheric locations, while decreasing long range correlation between 
regions (Van Dijk 2012; Power 2012). These reported confounding effects do not 
map neatly onto the measurements we have made, as our “indirect” correlation (for 
example) is a mix of both hemisphere symmetric and within hemisphere (dorsal / 
ventral) measures. Nonetheless, we tested for group differences in head motion by 
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calculating the mean Euclidean displacement of the head during the resting-state 
scan for each subject (Van Dijk 2012). The small difference between the groups was 
not significant (blind group displacement = 0.09 mm ± 0.055 SD, sighted group 
displacement = 0.07 mm ± 0.043 SD; t(45 df) = 1.39, p = 0.17). Further there was 
no significant correlation between the individual subject head motion measures and 
the measurement of direct or indirect correlation across subjects, including their 
interaction (all p-values > 0.4). 
Therefore, at the coarse regional level, we find that blindness is associated with 
an increase in the strength of direct correlations between hierarchically connected 
visual areas and with a decrease in indirect correlations. These differences could be 
related to developmental differences in early cortical maturation or to differences in 
sustained network activity within the visual cortex. We examined the relative 
contribution of these factors by comparing the average “direct” and “indirect” 
correlations for the congenitally (n=14) and postnatally (n=11) blind groups (Figure 
S3). Both groups have similarly severe, current vision loss (as measured by full field 
threshold sensitivity; see Table S1) despite having a difference in age of onset of 
their disease. There was no difference between the congenital and postnatal groups 
in the regional, direct correlation (two-tail t[23 df]= 0.14, p = 0.89; means: [0.12 
0.12]), in the indirect correlations between the separated quarter-fields of a visual 
area (two-tail t[23 df]= -1.8, p = 0.087; means: [0.042 0.078]), or in the 
correlations between the LGN and visual areas V1 (t[23 df]= 0.35, p = 0.73), V2 
(t[23 df]= 0.24, p = 0.81), or V3 (t[23 df]= 0.22, p = 0.83). Therefore, at a regional 
level, the alteration in visual area correlation in the blind is better attributed to 
differences in sustained neural “traffic” in the visual network, as opposed to 
developmental differences in cortical maturation. 
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Fine-scale correlation between visual areas is organized along the eccentricity 
dimension 
The spatial extent of cortico-cortico connective fields in visual areas is on the 
order of several millimeters (Stepniewska and Kaas, 1996; Van den Bergh et al., 
2010). We considered the possibility that developmental, group differences in 
correlation structure is present at this smaller scale, and not revealed in the 
synchronous, aggregate behavior of cortical regions. Further, examination of 
correlations at this finer scale can avoid the confound of MRI volumetric adjacency 
present at the regional level. We therefore examined the fine-scale structure of 
correlations between visual areas as organized by assigned eccentricity within a 
cortical surface template of retinotopy (Benson et al., 2012; Benson et al., 2014). 
Previous studies have identified fine-scale structure in occipital lobe resting state 
correlations that appears related to retinotopic organization. Specifically, there is an 
anterior-posterior organization of spontaneous neural activity that synchronizes 
signals across cortical areas with matching eccentricity representations (Yeo et al., 
2011; Buckner & Yeo 2013; Jo et al., 2012; Butt et al., 2013; Raemaekers et al., 
2013). It may be the case that this signal is not organized by eccentricity per se, but 
instead by another cortical property closely coupled to eccentricity (e.g., receptive 
field size, Butt et al., 2013). Regardless, this spontaneous signal may be measured 
on a scale commensurate with monosynaptic white-matter connections between 
visual areas, and may be considered both in terms of direct, hierarchical signals and 
indirect coupling between visual areas. 
We expressed the fine-scale correlation between visual areas in a radial 
symmetry plot (Figure 3; Bao & Tjan, 2009). Each of many “seed points” are 
examined on the cortical surface within a source visual area. The map of correlation 
between a seed point and all points within a target visual area is obtained, and then 
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projected to the visual field. The set of projected maps across all seed points are 
aligned and combined. The resulting image captures the degree to which the 
correlation of signals across quadrants of a visual area or between visual areas 
reflects eccentricity organization. The mean regional signal is removed from these 
data, allowing the fine-scale correlations to be measured and compared between 
groups separately from the regional effects described earlier. 
Figure 4A presents the average radial symmetry plot for sighted subjects from 
cortical points in V1 to locations in V2. There is a prominent “ring” in the plot, 
reflecting the elevated correlation that cortical points share with other cortical points 
that have the same eccentricity assignment. The lower-right quadrant of the plot 
contains the direct, hierarchical correlation between a visual area and matched 
points in the subsequent visual area. For a radial symmetry plot that examines fine-
scale structure within a visual area (e.g., V1 → V1), the lower right quadrant would 
contain the highest values and reflect the correlation of cortical surface points with 
adjacent points within the same quarter-field. These locally elevated values reflect 
properties of the MR image and data pre-processing (Butt et al., 2013) and not 
necessarily neural signal correlation. Control studies using a water phantom 
demonstrate that minimal image artifact structure is present for hierarchical direct or 
indirect correlations (see Figure S4). 
The plots in Figure 4B examine how correlation values change for sighted 
subjects as a function of change in eccentricity representation from seed points, 
separated by visual quadrant relationship. Thus, the “diagonal” relationship plot 
shows the correlation function for seed points related to target points in the contra-
lateral and contra-vertical quadrant representation. As can be seen, correlation 
strength between a point on the cortical surface and other cortical points declines as 
a Gaussian function of difference in eccentricity representation. 
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Blindness alters the relative amplitude of fine-scale correlations 
We calculated the radial symmetry plots for all pairings of visual areas for the 
sighted and blind subjects (Figure 5). Each plot reflects either correlation across 
quadrants within a given visual area (e.g., V1 points correlated with other V1 points 
within and between hemispheres) or the correlation between visual areas (e.g., V1 
points correlated with points in V2). Generally, a ring of enhanced correlation can be 
seen for all visual area pairings in both the blind and sighted, reflecting the tendency 
of cortical points to share signals with other points that have similar eccentricity 
assignments. 
For the plots that measure correlations entirely within a visual area, there are 
elevated values in the lower-right corner, consistent with local digital image 
smoothness. For the plots that examine correlations between visual areas, the lower-
right corner of the plot reflects the direct, hierarchical relationship between visual 
areas as a function of change in eccentricity. 
We then asked if there are systematic differences in this fine-scale, radial 
correlation structure between the blind and the sighted. Two components were 
examined: 1) the direct correlations between hierarchically-coupled visual area 
quadrants (Figure 1B) and 2) the indirect correlations across quadrants within a 
visual area (Figure 1C). For each subject, we obtained the average amplitude and 
width of the Gaussian fit to these two types of correlations (Tables S2-5 provides the 
full set of measurements for each quadrant relationship). 
The blind population had a larger amplitude of fine-scale correlations between 
eccentricity-coupled positions sharing direct, hierarchical connections, and a smaller 
amplitude of correlations between the spatially distributed quarter fields of a given 
visual area (Figure 6A). While these differences themselves were not significant 
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(direct: two-tail t[45 df]= 0.9, p = 0.37; means: [0.28 0.25]; indirect: two-tail t[44 
df]= -1.2, p = 0.23; means: [0.22 0.26]), the interaction of group and form of 
correlation was significant (two-tail t[44 df]= 3, p = 0.005), as found previously at 
the regional level. This interaction was present as well in age-matched sub-groups of 
blind and sighted subjects (two-tail t[28 df]= 2.6, p = 0.016). 
Following the same logic applied to the analysis of regional correlations, we asked 
if the effect of blindness upon the amplitude of fine scale correlations differed 
between the congenitally and postnatally blind. Again, as was seen for regional 
correlations, there was no significant effect of age of onset of blindness upon the 
amplitude of fine-scale correlations (Figure 6B). Therefore, these results suggest that 
the amplitude of both direct and indirect correlations at both the regional and fine-
scale level is the result of sustained removal of visual input, as opposed to possible 
developmental effects of blindness. 
The width of fine-scale correlations is altered by congenital blindness 
The analysis of fine-scale correlations allows the measurement of not only the 
amplitude but also the width of cortico-cortico correlations. The measurement of 
correlation width is of particular interest, as early visual deprivation is associated 
with larger axonal terminal arborization, resulting in broader projection zones of 
hierarchical, monosynaptic connections between visual areas in animal models (Fish 
et al., 1991; Zufferey et al. 1999; Olavarría et al., 2008). 
Consistent with this hypothesis, we found that the width of fine-scale correlation 
was broader in the blind as compared to the sighted for direct, hierarchical 
correlations (Figure 6C; two-tail t[45 df]= 2.5, p = 0.017; means: [7.6 6.1]). A 
similar magnitude and direction of effect was seen for indirect correlations, although 
this effect was not significant (two-tail t[44 df]= 1.4, p = 0.17; means: [8.9 7.5]). 
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The interaction term between direct and indirect correlation width was not significant 
(two-tail t[28 df]= 1.1, p = 0.29). 
Interestingly, this effect of blindness upon the spatial extent of fine-scale 
correlation was only present for the congenitally blind group (Figure 6D). The 
correlation width observed for the postnatally blind group was very similar to that 
found for the sighted for both the direct and indirect fine-scale correlations. In 
contrast, the congenitally blind had a significantly broader projection of correlations 
as compared to the postnatally blind for both direct (two-tail t[23 df]= 2.5, p = 
0.019) and indirect (two-tail t[23 df]= 2.5, p = 0.019) relationships. We therefore 
interpret this alteration of spontaneous correlation structure in the blind as reflecting 
primarily early developmental changes, perhaps related to altered cortical 
maturation. In support of this possibility, we find that our congenitally blind subjects 
have a relatively thicker V1, V2, and V3 gray-matter layer as compared to the 
postnatally blind (V1: t[23 df]= 3.5, p = 0.0020; V2: t[23 df]= 2.8, p = 0.0098; V3: 
t[23 df]= 2.3, p = 0.032). This effect has been reported previously for area V1 and 
has been related to disrupted synaptic pruning in the early blind (Jiang et al., 2009). 
We considered the possibility that the difference in correlation width between the 
blind and sighted groups is a result of differences in surface area of visual cortex. If 
it were the case that fine-scale correlations have the same width across groups in 
millimeters of cortical distance, then a reduction in the relative size of the visual 
cortex in blind subjects could be mistaken for a broadening of correlation width. A 
reduction in the surface area of V1 (relative to the surface area of the entire brain) 
has been described previously in the blind compared to sighted controls (Park et al., 
2009), and we observe a similar effect in our data (two-tail t[45 df]= -5.1, p = 
0.000006; means: [0.024 0.029]). However, there was no difference in surface area 
between the sighted and blind groups for areas V2 and V3 (two-tail t[45 df]= -0.64, 
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p = 0.529; means: [0.044 0.045]); see Table S6). Further, the correlation widths 
(including the direct/indirect interaction terms) measured for each participant were 
not themselves correlated across subjects with the relative surface area of V1, V2, 
V3, or V2+V3 (all p values > 0.05 for both Spearman and Pearson correlation tests). 
Therefore, differences in fine-scale correlation width do not appear to be explained 
by differences in visual cortex surface area. 
Finally, our findings depend upon the ability to register individual brains to a 
common cortical surface template (Benson et al., 2014). Systematically different 
cortical surface topology in the blind population could confound our observed group 
differences. We tested this by obtaining for each subject the mean and standard 
deviation of the log Jacobian areal warp values (Fischl et al., 2001) calculated for 
each surface vertex within V1, V2 and V3. This value indexes the degree to which the 
cortical surface of a given subject required warping to fit the common surface atlas. 
After accounting for group differences in mean surface area (which contributes to the 
Jacobian measure), there was no difference in either mean or standard deviation of 
the Jacobian between the groups for V1, V2, or V3 (all p values > 0.5). 
Discussion  
 
In the absence of extensive monosynaptic connections, the synchronization of 
signals between the quadrants of a visual area—separated vertically and across the 
hemispheres—must be achieved indirectly by shared input signals. In contrast, 
signals intrinsic to a patch of cortex can propagate by a monosynaptic route directly 
along the visual hierarchy. We find that the relative contribution of these indirect and 
direct signals is altered by vision loss. Moreover, the timing of blindness impacts the 
fine-scale structure of correlations in a manner suggestive of altered cortical 
maturation. 
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Figure 7 presents a simple model that accounts for our findings. In sighted 
individuals, the spatially separated hemifields of area V1 receive a common input 
signal (via the LGN) which is a mix of independent signals from each eye. A time-
varying, spatially structured monocular signal could result (for example) from 
spontaneous, synchronous retinal ganglion cell activity (Martin et al., 1999). This 
shared mixture of input from the left and right eye synchronizes signals between the 
spatially separated portions of V1, and is inherited by subsequent visual areas, 
synchronizing their signals as well. 
In addition to shared input, each separated patch of area V1 has its own intrinsic, 
spontaneous signal, perhaps emerging from coherent neural oscillations within or 
between areas (Usrey & Reid, 1999). A mixture of the shared retinal input and the 
intrinsic, quadrant specific V1 signal is then propagated to higher visual areas via 
cortico-cortico connections. 
Blindness reduces synchronizing retinal input, increasing the relative contribution 
of intrinsic regional signal to functional correlation, and thus increasing the 
correlation of directly connected, hierarchical regions as compared to the indirect 
correlation between the spatially separated quadrants of a particular visual area 
(Figure 2, Figure 6A). This effect is present at both the regional and fine scale, and is 
a common effect of blindness, regardless of the timing of vision loss. When the width 
of cortico-cortical connections are examined, we find that congenital blindness is 
additionally associated with a widening of hierarchical correlations (Figure 6D). This 
is seen for both direct and indirect correlation measures, as the monosynaptic, 
hierarchical connections carry both the shared input and local, intrinsic regional 
variations. 
These results are not explained by intrinsic volumetric correlation in MR images, 
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differences in subject head motion, unbalanced differences in age or gender of our 
studied groups, or differences in the size or quality of spatial registration of the 
studied cortical areas. 
While we describe the shared input that synchronizes visual areas as a “bottom-
up” retinal signal, there is also a contribution from higher-order cortex that has 
reciprocal connections with visual areas in both hemispheres. The presence of non-
zero, between-hemisphere visual area correlations in anophthalmic people confirms 
the existence of this “top-down” component (Watkins et al., 2012). The mechanism 
of between-hemisphere, top-down synchronization is unclear. Computational models 
suggest that a network of reciprocal connections, more than a shared direct input, is 
responsible (Gollo et al., 2014). As an example of altered, shared signal, blindness 
has been found to differentially alter the correlation of the left and right visual cortex 
with frontal language areas (Bedny 2011), and the size of this change is related to 
the degree of de-synchronization of left and right V1 signals (Butt 2012). 
Interestingly, sectioning of the corpus callosum does not abolish correlation between 
the hemispheres (Uddin et al., 2008), leaving sub-cortical connections (e.g., via a 
collicular-thalamic route) as a possibility (Savazzi et al., 2004, 2007). 
We measured the width of fine-scale correlations between visual areas. The 
spatial scale of this correlation structure (about 8°) is commensurate with the ~8° 
eccentricity suppressive surrounds observed in V2 neurons in the macaque (Van den 
Bergh et al., 2010). We found a broader spread of fine-scale correlations in the 
congenitally blind. This could reflect the altered cortical maturation process that has 
been observed in animal models. Axonal projections with rudimentary retinotopic 
organization are established between hierarchical visual areas prenatally (Coogan 
and Van Essen 1996). Shortly after birth, visual input guides these axonal 
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projections to their retinotopically linked targets (Innocenti & Price, 2005; Ruthazer 
et al., 2010; Baldwin et al., 2012). Disruption of vision during this peri-natal period 
causes the axon terminals to reach more broadly within the target visual cortex 
(Bock & Olavarría, 2011). 
An aspect of our data not reflected in white matter connectivity is the radial 
spread of correlation signal across polar angle positions. The eccentricity-aligned 
organization of spontaneous signals in visual cortex has been described previously 
(Yeo et al., 2011; Buckner & Yeo 2013; Raemaekers et al., 2013). In previous work, 
we have shown that this signal is aligned with the eccentricity axis of cortex but does 
not reflect eccentricity representation per se (Butt et al., 2013). In the current study, 
we find no signal component related to the orthogonal dimension of polar angle 
(although see Heinzle et al., 2011). Like others (Cohen et al., 2008; Wig et al., 
2013; Raemaekers et al., 2013; Buckner & Yeo 2013), we do find a signal 
component in the sighted that distinguishes striate from extra-striate cortex, and 
which can be explained by the presence of LGN signal within area V1 (Figure S2). As 
there are no monosynaptic connections that would result in a distribution of neural 
signal across polar angle, this feature of the data presumably arises from network-
level properties of spontaneous activity to create organization along the eccentricity 
dimension. 
Our work uses variations in visual experience to delineate the separate components 
of spontaneous neural activity within visual cortex. Post-natal visual experience 
sustains network-level neural activity in darkness and synchronizes firing between 
spatially distributed cortical visual areas. Congenital blindness disrupts normal 
cortical maturation, broadening neural signals between hierarchical visual areas. 
Many studies of “resting state” signals have identified group differences in the 
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amplitude and pattern of spontaneous neural activity. Our findings in the blind 
suggest that functional alterations related to the mono-synaptic, white matter 
“roads” are subtle, hidden within the more dramatic alterations in neural network 
traffic. 
Experimental Procedures 
 
Subjects 
A total of 47 subjects participated in resting-state experiments (21 females and 26 
males), 25 of whom had severe or complete vision loss, and 22 of whom were 
normally sighted controls. The blind participants (mean age of 54) varied in the age 
at which they lost vision, with 14 congenitally blind individuals. The 22 sighted 
subjects had normal or corrected-to-normal visual acuity and were on average 
younger (mean age of 37). As normal aging is associated with changes in resting 
state correlations that could confound our measures (Ferreira & Busatto, 2013; Zuo 
et al., 2010), we identified sub-groups of 15 subjects each with similar mean ages 
(47 for the blind group, 44 for the sighted group). Participants were screened to 
exclude those who had recently taken cyclooxygenase-1 inhibitors (e.g., ibuprofen). 
Handedness was assessed using a standard questionnaire (Bryden, 1982). The study 
was approved by the University of Pennsylvania Institutional Review Board, and all 
subjects provided written informed consent.  
Full-field visual threshold 
Full-field visual threshold (FST) represents the minimum achromatic light intensity 
threshold a dark-adapted subject can perceive. Full-field thresholds were determined 
for 14 of the 16 blind patients with residual light perception; the two subjects who 
declined FST testing had light but not hand motion perception. Following 
pharmacologic pupil dilation and twenty minutes of dark adaptation, subjects were 
81 
 
studied using an Espion Full-Field ERG system supplemented with a full field visual 
threshold determination module running Espion Diagnosys V5.0.34 software. Each 
eye was tested sequentially and the best performance (lowest threshold) retained. 
Over the course of a testing session, the intensity of flashed light (4ms, 6,500 K) 
was varied on each of many trials during which the subject was prompted to indicate 
by button press if a given stimulus was seen. Starting at 0.01 cds/m2 the stimulus 
intensity was increased and then decreased over multiple staircase runs until until a 
50% response threshold was identified, typically after 225 trials. Thresholds were 
expressed in decibels (dB) relative to 0.01 cds/m2, with normal threshold 
performance falling between -35 and -50 dB (Messias et al., 2013). 
Magnetic Resonance Imaging  
Scans were acquired using a 3-Tesla Siemens Trio with an 8-channel Siemens head 
coil. Echoplanar BOLD fMRI data were collected with whole brain coverage (TR=3 s; 
3 × 3 × 3 mm isotropic voxels; 42 axial slices, interleaved; 64 × 64 voxel in-plane 
resolution). Head motion was minimized with foam padding. Functional scans were 
obtained in total room darkness with subjects instructed to keep their eyes closed for 
a duration of 150 TRs (38 subjects). Nine sighted subjects were scanned under a 
second protocol, otherwise identical except for a duration of 160 TRs; only the first 
150 TRs of these data were used to equate data length across subjects. Stray light in 
the room was minimized by the use of opaque shades and covering light sources. 
Continuous pulse-oximetry was recorded for 40 of 47 scanning sessions. One or 
more anatomical images using a standard T1-weighted, high-resolution anatomical 
scan of Magnetization Prepared Rapid Gradient Echo (3D MPRAGE) (160 slices, 1 × 1 
× 1 mm, TR = 1.62 s, TE = 3.09 ms, TI = 950 ms, FOV= 250 mm, FA = 15°) were 
acquired for each subject. 
Image pre-processing  
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Anatomical data from the subjects were processed using the FMRIB Software Library 
(FSL) toolkit (http://www.fmrib.ox.ac.uk/fsl/) to correct for spatial inhomogeneity 
and to perform non-linear noise-reduction. Brain surfaces were reconstructed and 
inflated from the MPRAGE images using the FreeSurfer (v5.1) toolkit 
(http://surfer.nmr.mgh.harvard.edu/) as described previously (Fischl & Dale, 2000; 
Dale et al., 1999; Salat et al., 2004). This approach matches morphologically 
homologous cortical areas based on the cortical folding patterns with minimal metric 
distortion and allows sampling at subvoxel resolution and detection of cortical 
thickness differences at the sub-millimeter level. Cortical thickness was estimated at 
each point across the cortical mantle by calculating the distance between the 
gray/white matter boundary and the cortical surface. Thickness values from 
individual subjects were further scaled by the mean thickness across cortex. 
Raw echoplanar (volumetric) data were sinc interpolated in time to correct for the 
slice acquisition sequence and motion corrected with a six parameter, least-squares 
rigid body realignment routine using the first functional image as a reference. The 
echoplanar data in subject space were co-registered to subject specific anatomy in 
FreeSurfer using FSL-FLIRT with 6 degrees-of-freedom under a FreeSurfer wrapper 
(bbregister).  
Serial whole brain (right & left hemisphere) surface maps for each individual TR 
were registered to a common FreeSurfer template surface pseudo-hemisphere 
(fsaverage_sym) using the FreeSurfer spherical registration system (Greve et al., 
2013; Fischl et al., 1999). 
The surface-sampled raw data were smoothed using a 2mm full-width at half-max, 
2-dimensional Gaussian kernel. Modest spatial smoothing increases the sensitivity 
and specificity of the final correlation structure (Vincent et al., 2006), while 
decreasing spatial noise (Greicius et al., 2003). A 0.01-0.08Hz bandpass filter was 
83 
 
then applied to the time-series (Biswal et al.,1995; Yeo et al., 2011). Nuisance 
covariates were then removed, including the effects of the scan, spikes (periods of 
raw signal deviation greater than two standard deviations from the mean), head-
motion as modeled by 3 translation and 3 rotation covariates, and cardiac and 
respiratory fluctuations (when available). The latter were derived from raw, 50 Hz 
pulse oximetry measurements taken during BOLD scanning. After aligning raw pulse 
data with DICOM image time-stamps, raw pulse arrays were split into high (cardiac) 
and low (respiratory) frequency covariates (Verstynen & Deshpande, 2011). Global 
signal covariates were not included (Saad et al., 2012). 
Visual cortex mean surface area, thickness, and deformation values. 
Regional cortical surface area (mm2) was obtained as the area enclosed by vertices 
comprising V1, V2, and V3 cortex at the gray-white matter boundary. The mean 
segmented gray-matter thickness was obtained for each region and scaled by the 
mean cortical thickness for the entire brain. The mean areal deformation warp for 
the visual cortical region on the white surface was quantified by obtaining the log of 
the determinant of the Jacobian matrix (Fischl et al., 2001) for all vertices. The SD of 
these values may be taken as a “goodness of fit” for registration of the cortical 
surface anatomy to the anatomical template. 
Phantom Scans  
To characterize the artifactual component of direct and indirect spatial correlation 
induced by intrinsic MR image properties and extrinsic processing and spatial 
reconstruction of our data, we obtained eight functional scans of a Siemens phantom 
(plastic bottle 1900 mL, approximately 115mm diameter x 200mm height, filled with 
distilled water containing per 1000g H2O 3.75g NiSO4). The analyses from 8 
randomly selected subjects were repeated but supplied with this phantom data 
containing 150 volumetric image time-series. The phantom data were passed 
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through the same image preprocessing routine that matched the analysis conducted 
for a given subject, including the following: resampling to the standard surface 
space, 2 mm surface smoothing, bandpass filtering, and linear regression of nuisance 
covariates. Measurements of direct and indirect correlation at both the regional and 
fine-scale level were then recorded for the phantom processed time-series data. 
Calculating Whole-Region Functional Correlation matrices  
Anatomical regions-of-interest (ROIs) corresponding to the dorsal and ventral halves 
of V1 through V3 (Figure 1A) were defined on the FreeSurfer standard surface 
(fsaverage_sym) according a probabilistic high-resolution visual area atlas (Benson 
et al., 2014). For each subject, the Pearson’s (R) correlation of the mean resting 
signal between each pair of regions was obtained within a given hemisphere. Each 
pair-wise correlation provided one cell of a resulting 6x6 correlation matrix. This 
within-hemisphere (ipsilateral) matrix is symmetric about the diagonal. A similar 
approach also obtained the Pearson’s (R) correlation of the mean resting signal 
between each pair of regions across hemispheres. Here, the resulting 6×6 correlation 
matrix (Figure 1B) is not necessarily symmetric, as all regions in the left hemisphere 
were compared to those in the right hemisphere. Following a Fisher’s r-to-z 
transformation, one ipsilateral correlation matrix (an average of the right and left 
hemisphere correlation matrices), and one between-hemisphere correlation matrix 
was generated for each subject, then averaged across groups. Individual pairings in 
both the ipsilateral and between-hemisphere correlation matrices are highly inter-
correlated with one another. To accentuate differences between individual pairings of 
quarter areas, the average correlation of the matrix was subtracted from each cell. 
This also scaled individual region pairings by the average correlation observed across 
all visual quarter areas for each subject.  
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The resulting ipsilateral regional correlation matrices compare mean signals 
between quarter-areas. Certain visual area pairings reflect direct, hierarchical 
connections (e.g. V1-V2 and V2-V3; Figure 1B). For a given subject, all pairings 
reflecting direct connections were averaged, then compared between age-matched 
subgroups using an unpaired t-test. An identical approach was then applied for 
pairings reflecting indirect intra-visual connections (reflecting vertical, horizontal, 
and diagonal symmetry; Figure 1C).  
LGN correlation and modeling 
The lateral geniculate nucleus (LGN) is a key subcortical thalamic structure in the 
visual pathway. An LGN mask was defined within standard volumetric (MNI) space 
using the Juelich Histological atlas (Eickhoff et al., 2005). Each subject’s anatomical 
image was first registered to a template in MNI space using SPM8. The LGN region in 
MNI space was then projected back to the anatomical space for each subject via an 
inverse of the transformation matrix which was calculated using SPM8 in the 
previous step.  
 The time series of all voxels within the LGN mask were averaged to obtain an 
average LGN signal for each subject. No additional spatial smoothing was applied. 
The mean LGN signal was then filtered and bandpassed before being correlated with 
the mean regional signal for areas V1, V2 and V3. Unpaired t-tests compared the 
significance of the decays between groups. 
Visualizing Fine-scale Correlation: Radial Symmetry Plot 
Vertices were first identified as all those comprising the V1-3 ROIs within the high-
resolution visual area atlas (Benson et al., 2014), totaling 9773 vertices. For a given 
area pairing, the correlation of each individual point to all other points were plotted 
between 1° and 15° eccentricity according to their respective polar angle and 
eccentricity position (Figure 3-2). This comprised the range with the greatest fidelity 
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within the high-resolution visual area atlas. The resulting plot was flipped along the 
horizontal and/or vertical meridian such that the source point always fell in the lower 
right quadrant (Figure 3-3). This standardized the lower right quadrant as the source 
quadrant. The eccentricity of the source point was then subtracted from all values in 
the polar plot, allowing for isoeccentric alignment across plots (Figure 3-4). After 
repeating for all positions within the pairing of interest (Figure 3-4), the ring plots 
were averaged together producing the radial symmetry plot (Figure 3-5). This 
display standardizes the quadrantic relationships across all isoeccentric bands: 
ipsilateral vertical symmetry in the upper right quadrant, inter-hemispheric 
horizontal symmetry in the lower left, and inter-hemispheric diagonal symmetry in 
the upper left quadrant. The horizontal axis continues to represent the horizontal 
meridian, and the vertical continues to represent the vertical meridian, though 
angular position is relative to source/starting vertex. Finally, the mean, whole-region 
area signal was regressed from the time series of each point comprising each area 
(Figure 3-7) to limit bias in fine-scale correlations introduced from coarse, regional 
correlation. 
Tests of fine-scale group differences 
Group differences in the fine-scale IPR views were determined by first calculating 
mean radial plots for each of the four quadrants (Figure 4). Each mean radial plot 
first averaged all angular values within a given quadrant, then plotted the change in 
eccentricity by correlation (Fischer z’). The average radial quadrant plot was then fit 
with a Gaussian point spread function for amplitude (z’) and width (∆Eccen), with 
excellent group fits (adjusted R2 > 0.90). Group differences were assessed using 
standard unpaired t-tests on individual fits. A single measure of indirect correlation 
from one subject was excluded because of poor model fitting (R2 = 0.28). To obtain 
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individual quadrant and area fits across all subjects, a 100-iteration bootstrap was 
employed. 
 
 Figure 1.  
Visual areas and correlation relationships. A. The dorsal and ventral aspects of visual 
areas V1-V3 were identified by reference
“quarter area” cortical representations in each brain hemisphere, corresponding to 
the dorsal and ventral aspects of visual areas V1
pair-wise correlations between each of these 
regions and their homologs in the opposite hemisphere. B. Within a hemisphere, 
visual areas have a direct, hierarchical representation if they represent the same 
quarter field of visual space. Directly related areas are re
surface, within the visual field, and in the correlation matrix. C. Within and between 
hemispheres, indirectly related visual areas represent different quarter fields of 
visual space but are at the same level of the visual hierarc
relationship between different quarter fields of area V2, for example, are shown on 
the cortical surface, within the visual field, and in a correlation matrix. Note that two 
correlation matrices are shown, corresponding to within and betwe
relations. 
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 Figure 2.  
Blindness alters direct and indirect regional correlations. A. The across subject, 
average correlation matrix is shown for within hemisphere and between hemisphere 
region relations, in sighted (n=22) and blind (n=25)
the diagonal represents the correlation of a region with itself and is therefore not 
shown. The cells that represent direct and indirect relationships between quarter 
areas are outlined in solid and dotted gray lines, respecti
and indirect (bottom) regional correlations for the sighted and blind.
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 Figure 3. 
Radial symmetry plots express the organization of fine
projected to the visual field. (1) A seed point is selected
(e.g., area V1) and a map of correlation between that seed point and the remainder 
of visual cortex is created. (2) The correlation map for the target visual area (also V1 
in this example) is projected to the visual field. (3) Th
place the seed point in the lower right quadrant and then (4) expressed in units of 
eccentricity relative to that of the seed point. This process is repeated for all seed 
points in a source region (5) and the average of all 
Finally, the mean, whole
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 in the source visual area 
e plot is mirrored as needed to 
resulting plots obtained (6). 
-region area signal is removed (7). 
 
 Figure 4.  
Fine-scale correlation is well modeled by a Gaussian function over change in 
eccentricity. A. The average radial symmetry plot from sighted subjects (n=22) for 
V1 source points and V2 target points. Each quadrant of the plot indicates the 
correlation of cortical points with symmetry across the vertical or horizontal meridian 
(or both), or hierarchical relations within a visual quadrant. 
across isoeccentric bands for V1
in individual quadrants may be plotted as a function of change in eccentricity. Here, 
correlation strength is well fit by a Gaussian function of difference in eccentricity 
representation (adjusted R
width (sigma). While this relationship may in principle be expressed in units of 
millimeters of cortex instead 
eccentricity units for simplicity. 
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-V2 correlation in the sighted group. The correlation 
2 > 0.95), the parameters of which are amplitude and 
of change in eccentricity (Butt et al. 2013), we adopt 
 
 
 
 Figure 5.  
Radial symmetry plots from sighted and blind subjects.
plots from sighted subjects (n=22) between V1, V2, and V3. Each sub
the correlation between a source and target visual area. This may be the same area 
(such as V1 to V1), or between different areas isoeccentricaly aligned. The quadrants 
reflecting direct, hierarchical correlation are shaded in light grey. W
visual area is compared to itself, this same lower right quadrant corresponds with the 
area of local digital image smoothness. 
subjects (n=25) between V1, V2, and V3.
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 Figure 6.  
Group comparisons of fine
A. For each subject, the correlation in the quadrants reflecting direct and indirect 
connections were averaged and fit with a 1D Gaussian model across change in 
eccentricity. Individual amp
subjects within a group. 
amplitude. The blind group was divided into two subgroups based on onset of 
blindness. C. Average correlation widths from
simultaneously returned the spread of correlation (sigma), in addition to amplitude. 
D. Postnatal and congenital blind average correlation widths.
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litude fits were obtained, and then averaged across all 
B. Postnatal and congenital blind average correlation 
 sighted and blind subjects. Model fits 
 
 
 
 Figure 7.  
Summary model. The correlation of spontaneous signals between cortical visual 
areas is influenced by both shared input signals and intrinsic neural activity. 
Blindness reduces shared, across
and higher cortical sources. The signals intrinsic to hierarchical, connected visual 
areas therefore constitute a greater proportion of spontaneous neural activity, 
enhancing the relative strength of direct correlation measures as compared to 
indirect. Congenital blind
area axonal arborization and thus measured 
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-hemisphere input to visual areas, from both retinal 
ness has the additional effect of broadening between
cortico-cortico receptive fields.
 
-visual-
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Figure S1.  
 
Coarse, regional-level correlation matrices derived from phantom data. A. Within and 
between hemisphere correlation matrices. Raw volumetric time-series data from 8 
random subjects were replaced with data obtained from a water phantom scanned 
under otherwise identical conditions. Similar to 2A, the resulting correlation matrices 
for phantom data were then averaged following a Fisher's r-to-z transformation and 
the subtraction of the average correlation of the matrix from each cell. B. Group 
comparisons of direct and indirect regional correlations. The average of all cells 
reflecting direct correlation, top, were plotted for the phantom-substituted data. A 
small, non-zero correlation was observed for direct regional correlation within the 
water phantom. In contrast, bottom, no correlation above baseline was observed in 
indirect correlation.  
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Figure S2.  
Group comparisons of regional-level correlation between LGN and visual areas V1, 
V2, and V3. For each subject, the time-series of voxels corresponding to the LGN 
were identified and averaged, then correlated with the average time-series of areas 
V1, V2, and V3. In the sighted, the correlation between the LGN and each successive 
visual area declines along the visual hierarchy. No drop in correlation was observed 
in the blind population.  
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Figure S3.  
Group comparisons of direct and indirect regional correlations between congenital 
and postnatal blind subjects. Similar to 2B, the average of all cells reflecting direct 
correlation, top, and indirect correlation, bottom, were plotted for the congenital and 
postnatal subgroups. No differences in these measures were seen. Together, this 
suggests a non-developmental origin of the blind/sighted group relationship 
observed in 2B. 
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Figure S4.  
Fine-scale radial symmetry data derived from phantom scans. A. Phantom (n=8) 
radial symmetry plots between V1, V2, and V3. The raw time-series data from 8 
random subjects were replaced with data from a water phantom scanned under 
otherwise identical conditions. Radial symmetry plots were then constructed as 
described in Figure 3. Local digital smoothness is visible in plots of a given visual 
area compared to self (V1-V1, V2-V2, V3-V3). B. Fine-scale amplitude derived from 
phantom data. The central peak of the correlations for each of the quadrants was 
obtained and aggregated. We find that MR image correlation itself contributes no 
more than 0.02 to the Fisher z’ values measured for the direct, fine-scale correlation 
effect. 
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Table S1.  
 
Subject Population demographics. Twenty-five blind (B1–B25) and 22 sighted (S1–
S22) individuals participated in the study. The blind population was heterogeneous 
with respect to age of onset and cause, although all had severe vision loss. R, Right-
handed; L, left-handed; A, ambidextrous. Subjects with residual light perception (LP) 
were further tested for their minimum light sensitivity threshold, reported in dB 
(normal performance is < -35 db); NLP, no light perception; —, missing value 
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Table S2. 
 
Sighted Group Fine-Scale Amplitude Fits. Raw correlation (z’) data reflecting 
hierarchical, vertical, horizontal and diagonal correlations were first averaged across 
all sighted subjects. The group mean data was then fit with a Gaussian over change 
in eccentricity, from which an amplitude and sigma fit term was obtained. 
Hierarchical correlations were only calculated between visual areas, as local digital 
image smoothness preludes its measurement within an area itself.  
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Table S3.  
Sighted Group Fine-Scale Sigma Fits. 
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Table S4.  
Blind Group Fine-Scale Amplitude Fits. 
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Table S5.  
Blind Group Fine-Scale Sigma Fits. 
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Table S6.  
Group comparison in surface area. For each subject, the cortical surface area for 
each visual area was obtained and scaled by total brain surface area. Only the 
relative surface area of V1 was significantly smaller in the blind group as compared 
with the sighted group.  
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CHAPTER 5 – Conclusions: Comparing models of functional 
connectivity in visual cortex 
 
Abstract 
 
Spontaneous neural activity between visual cortices lacking underlying structural 
connections is synchronized by network-level activity. Whether this activity 
represents bottom-up or top-down signals remains unknown. To determine the 
source of this synchrony, we examined the organization of spontaneous neural 
signals within the visual cortex of subject with a complete corpus callosotomy along 
with 22 controls, obtained using functional magnetic resonance imaging (fMRI) in 
total darkness. Theoretically, lack of a corpus callosum would detrimentally affect 
top-down feedback. However, the absence of callosal connections provided 
statistically indistinguishable results from our control group, at both the coarse, 
regional and fine (retinotopic) scales. These findings are constant with a bottom-up 
throughput-based model of functional connectivity. We therefore find shared input 
signals act as the major mechanism guiding bilateral coherence in spontaneous 
neural activity. 
Introduction 
 
Correlation between spontaneous low-frequency fluctuations in fMRI blood-oxygen-
level dependent (BOLD) signals reflects synchronous variation in neural activity 
between brain regions (Friston, 1994; Biswal, et al., 1995; Greicius et al., 2003). 
This correlation, termed functional connectivity, is driven by both direct connections 
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through white matter tracts and the ongoing, dynamic pattern of neural activity in 
the system (Damoiseaux & Greicius 2009). The corpus callosum is the major white 
matter track linking homologous regions between the hemispheres and plays a key 
role in mediating bilateral coherence in task paradigms (Gazzaniga, 2000; 
Pietrasanta et al., 2012). Here, we examine how severing callosal connections effects 
spontaneous inter-hemispheric resting-state correlation in visual cortex.  
 Earlier studies in humans indicate persevered inter-hemispheric regional 
correlation between visual cortices in the absence of callosal connections due to 
surgical intervention (Uddin et al., 2008) or developmental agenesis (Tyszka et al., 
2011). Whether this preserved inter-hemispheric correlation at a regional level scales 
down to correlation between topographically-linked positions is unknown. What is 
known is that structural connections in the early visual system transverse the corpus 
callosum and are highly localized to representations of the vertical meridian. Taken 
together, this intimates that region pairings in opposite hemispheres represent 
functional connections which strongly favor network over structural connectivity.  
 The source of network-driven, inter-hemispheric correlation remains enigmatic. 
It may predominately represent shared bottom-up throughput (Butt et al., in review) 
or reciprocal top-down synchrony (Gollo et al., 2014; Figure 1A). If shared retinal 
bottom-up throughput is the basis of inter-hemispheric correlation, we expect 
minimal change in a subject with a corpus callosotomy (“input model”). Shared 
retinal input, in this case representing the majority of bottom-up signal, would be 
unaffected following surgical hemispheric decoupling (Figure 1B). Alternatively if top-
down feedback through reciprocal links drives inter-hemispheric correlation in early 
visual areas, a significant drop in correlation would be observed (“reciprocal model”; 
Figure 1C). Here, a complete corpus callosotomy would decouple not only early 
visual cortices, but the entirety of cortex including higher visual and association 
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areas which would otherwise mediate bilateral coherence through large receptive 
fields spanning across both visual hemifields. 
 In this chapter, we will examine the coarse, regional and fine-scale correlation 
between visual loci in opposite hemispheres in a subject with a surgical callosotomy. 
To test the hypothesis that the inter-hemispheric correlation between indirectly 
connected visual loci is driven by bottom-up network forces, we obtained functional 
MRI data from a single subject (CX) with a corpus callosotomy and 22 control 
subjects while they rested in darkness. Cortical surface anatomy (Benson et al., 
2012; 2014) was used to identify the boundaries and predicted retinotopic 
organization of visual areas V1, V2 and V3 for all subjects, allowing us to directly 
compare data in a standardized template space. We examined functional correlations 
both at the level of entire cortical regions, and at the fine-scale of correlations 
between retinotopically matched locations on the cortical surface, allowing us to 
directly measure both the amplitude and spread of functional signals. 
Results 
 
Inter-hemispheric correlation is preserved in the absence of callosal connections at 
the regional level 
Indirectly-related visual areas represent different quarter fields of visual space at the 
same level of the visual hierarchy (Figure S1). Within hemispheres, these areas 
express symmetry about the horizontal meridian and are termed vertical correlation. 
Between hemispheres, symmetry may be about the vertical meridian (horizontal 
correlation; also been termed “homotopic” (Jo et al., 2012; Watkins et al., 2012) or 
both vertical and horizontal meridians (diagonal correlation). With the exception of a 
few sparse, highly localized monosynaptic connections (Jeffs et al., 2009), these 
regions do not have direct neuroanatomical coupling. They would, however, be 
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expected to have enhanced mutual correlation given their shared position within a 
network of afferent and efferent connections (Adachi et al., 2012). Therefore, 
examining horizontal and diagonal correlations allows us to gauge the affect of 
callosotomy on network health.  
 To compare CX with the control group, we obtained the average correlation 
corresponding to the three forms of indirect regional pairings (Figure 2). We found 
no difference between CX and the control group in direct examinations of either 
vertical, horizontal, or diagonal correlation, with any given mean CX correlation 
approximately one standard deviation away from control mean (Figure 2A-C; 
vertical: 0.94SD, horizontal: 0.99SD; diagonal: 1.0SD; all indirect sum: 0.99SD). By 
next comparing horizontal and diagonal correlations to a subject’s own vertical 
correlation, we may further isolate the effect of pan-hemispheric decoupling on 
indirect correlation (Figure 2D,E). Here too, we found no difference between CX and 
the control group, with both the interaction terms less than one standard deviation 
away from control means (vertical-horizontal: 0.62SD; vertical-diagonal: 0.60SD).  
 Therefore, at a coarse regional level, we find preserved correlation between the 
hemispheres despite the absence of a corpus callosum. We replicate and expand on 
earlier findings of preserved inter-hemispheric regional correlation between 
homotopic (horizontal) cortices (Uddin et al., 2008; Tyszka et al., 2011) by also 
examining regions with other forms of visual field symmetry, namely vertical and 
diagonal. Finally, we note even relative asymmetry between within and between 
hemisphere indirect correlations is also unchanged. Together with the observation 
indirect regional correlations are attenuated in blindness (Watkins et al., 2012), this 
suggests the network origins of indirect, inter-hemispheric visual area correlation 
may better be attributed to sustained bottom-up neural “traffic” through the visual 
network at a regional level, favoring the input model presented in Figure 1. 
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Preservations of Inter-hemispheric correlation in the absence of callosal connections 
further scales down to the fine-scale level 
We calculated radial symmetry plots for all pairings of visual areas to self as 
previously described (Figure 3A; Bao & Tjan, 2009; Butt et al., in review). Each plot 
reflects correlation across quadrants within a given visual area (e.g., V2 points 
correlated with other V2 points within and between hemispheres). In this view, the 
relative indirect relationships are fixed such that, for example, the upper left 
quadrant always reflects isoeccentric pairings with diagonal symmetry and so on. A 
qualitative impression of the plots reveals similar structure between CX and the 
control group. Further analysis of individual indirect correlations quantified this 
observation (Figure 3B). Within each quadrant, correlation values decay as a function 
of change in eccentricity representation from seed points. This decay is best fit by a 
Gaussian function of difference in eccentricity representation (Butt et al., in review), 
from which a measure of amplitude and width is obtained.  
 Following the same logic applied to the analysis of regional correlations, we asked 
if the severing the corpus callosum affected indirect correlation between the 
hemispheres. Again, as was seen for regional correlations, there was no significant 
effect a long-standing corpus callosotomy. Both the mean amplitude and width 
(sigma) fits for CX varied less then one standard deviation away from the control 
group. Further examination of the interaction term comparing within to between 
hemisphere indirect correlation (Figure S2) also found no difference between CX and 
the control group. 
 Thus at the fine (retinotopic) level as well, we find preserved correlation between 
the hemispheres despite the absence of a corpus callosum. Together with the 
observation blindness attenuates indirect correlation at both the regional and fine-
scale level (Butt et al., in review), these results support the input model (Figure 1): 
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the indirect correlations at both the regional and fine-scale level are the result of 
sustained bottom-up throughput, rather then reciprocal connections from higher-
order areas whose receptive fields span the visual field.  
Discussion 
 
The origin of indirect correlation between the spontaneous signals of cortical areas in 
opposite hemispheres has remained equivocal. Here, we obtained resting state fMRI 
data on a subject with a long standing corpus callosotomy, affording the opportunity 
to examine the effect of broad-scale disruption of inter-hemispheric structural 
connections on bilateral functional connectivity. Our results support a bottom-up 
input model as mediating the elevated functional correlation observed between 
structurally uncoupled regions in normally sighted individuals.  
There are limited, highly localized structural connections between early visual 
areas in opposite hemispheres, and these connections are unlikely to mediate inter-
hemispheric functional correlation (Butt et al., 2013). Functional connectivity 
between these indirectly connected regions is mediated instead by network level 
effects (Honey et al., 2009), and dependent on common afferents and efferents 
(Adachi et al., 2012). Earlier work from our group examining functional connectivity 
in blindness supports this hypothesis, but could not distinguish if the source of 
network-driven correlation was mediated by bottom-up input into the visual system 
or top-down feedback connections. In this study we dissever the role of these two 
sources of network synchrony by examining a subject with a corpus callosotomy. 
Sectioning the corpus callosum disrupts the majority of the structural connections 
between the hemispheres across the cortex. This includes downstream visual and 
association cortices who, unlike early visual areas, have receptive fields that span 
the breath of the visual field. These downstream cortices in turn have reciprocal 
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connections to earlier visual areas which may mediate the bilateral coherence of 
spontaneous signals reported between visual areas in opposite hemispheres. We 
refer to this feedback-based mechanism as the ‘reciprocal’ model (Figure 1C). The 
reciprocal model would predict an attenuation in correlation following sectioning of 
the corpus callosum. Alternatively, if minimal change is observed, then synchrony 
instead originalities from bottom-up input sources. We refer to this mechanism as 
the “input” model (Figure 1B). In our earlier study (Butt et al., in review), we infer 
synchronization in the input model is by means of shared retinal signal relaying 
through the LGN. As both our control population and CX have normal vision, this 
remains a plausible scenario. The results of this study, both at a coarse, regional-
level and fine (retinotopic) level support the input model, we observe no change at 
either of these spatial scales for inter-hemispheric correlations. 
However, we can not rule out the possibility of top-down sources whose 
bilaterality is not mediated by the corpus callosum, such as sub-cortical connections 
(e.g., via a collicular-thalamic route; Savazzi et al., 2004, 2007). Johnston et al. 
(2008) report attenuated inter-hemispheric correlation shortly after callosotomy 
surgery in a young patient, seemly counter to both the results presented here and in 
other studies of regional-level correlation in subjects with surgical sectioning (Uddin 
et al., 2008) or developmental agenesis (Tyszka et al., 2011) of the corpus callosum. 
Furthermore, studies with anophthalmic subjects also report persistent, if 
attenuated, inter-hemispheric regional correlation (Watkins et al., 2012). Taken 
together, these studies suggest a portion of inter-hermispheric functional 
connectivity derives from top-down connections, possibly mediated through a 
redundant circuit when traditional callosal connections are absent. In the case of 
Johnston et al. (2008), insufficient time had passed to allow for this redundant circuit 
to be fully manifest/established. Sub-cortical connections may be the basis of a 
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putative redundant circuit, though further testing is needed to identify the role of 
sub-cortical connections in originating or maintaining bilateral functional connectivity.  
Our study is limited in the ability to examine how inter-hemspheric correlation 
varies with time following surgical severing of the corpus callosum. Furthermore, we 
may simply lack the power to observe changes in subject CX, though the consistency 
of the results across lend credence to our findings.  
Our work examines a subject with a corpus callosotomy to delineate the source of 
network driven synchrony between structurally-decoupled visual cortices. At both the 
regional and fine-scale level, our results support a bottom-up input model as the 
major mechanism guiding bilateral coherence in spontaneous neural activity. Our 
findings suggest the collective network input acts as harmonizing force upon neural 
traffic, guiding even spatially remote cortices to align across time. 
Materials and Methods 
 
Clinical details. CX was a right-handed 54 year old male with history of epilepsy who 
underwent a complete corpus callosotomy 12 years ago prior to scanning. 
Neurologically, the patient was of normal intelligence and without focal deficits. He 
current medications at the time of the scan were phenobarbital and zonisamide. 
Control Subjects. A total of 22 normal sighted individuals (13 females, 9 males; 
mean age of 37) with normal or corrected-to-normal visual acuity also participated. 
Participants were screened to exclude those who had recently taken cyclooxygenase-
1 inhibitors (e.g., ibuprofen). Handedness was assessed using a standard 
questionnaire (Bryden, 1982). The study was approved by the University of 
Pennsylvania Institutional Review Board, and all subjects provided written informed 
consent. 
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Magnetic Resonance Imaging. Scans were acquired using a 3-Tesla Siemens Trio 
with an 8-channel Siemens head coil. Echoplanar BOLD fMRI data were collected with 
whole brain coverage (TR=3 s; 3 × 3 × 3 mm isotropic voxels; 42 axial slices, 
interleaved; 64 × 64 voxel in-plane resolution). Head motion was minimized with 
foam padding. Functional scans were obtained in total room darkness with subjects 
instructed to keep their eyes closed for a duration of 150 TRs. Nine control subjects 
were scanned under a second protocol, otherwise identical except for a duration of 
160 TRs; only the first 150 TRs of these data were used to equate data length across 
subjects. Subject CX was scanned for 9 non-consecutive runs, each with a duration 
of 160 TRs. Again, only the first 150 TRs of these data were used to equate data 
length across subjects. Stray light in the room was minimized by the use of opaque 
shades and covering light sources. Continuous pulse-oximetry was recorded for when 
available. One or more anatomical images using a standard T1-weighted, high-
resolution anatomical scan of Magnetization Prepared Rapid Gradient Echo (3D 
MPRAGE) (160 slices, 1 × 1 × 1 mm, TR = 1.62 s, TE = 3.09 ms, TI = 950 ms, 
FOV= 250 mm, FA = 15°) were acquired for each subject. 
Image pre-processing. Anatomical data from the subjects were processed using the 
FMRIB Software Library (FSL) toolkit (http://www.fmrib.ox.ac.uk/fsl/) to correct for 
spatial inhomogeneity and to perform non- linear noise-reduction. Brain surfaces 
were reconstructed and inflated from the MPRAGE images using the FreeSurfer 
(v5.1) toolkit (http://surfer.nmr.mgh.harvard.edu/) as described previously (Fischl & 
Dale, 2000; Dale et al., 1999; Salat et al., 2004). This approach matches 
morphologically homologous cortical areas based on the cortical folding patterns with 
minimal metric distortion and allows sampling at subvoxel resolution and detection of 
cortical thickness differences at the sub-millimeter level. Cortical thickness was 
estimated at each point across the cortical mantle by calculating the distance 
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between the gray/white matter boundary and the cortical surface. Thickness values 
from individual subjects were further scaled by the mean thickness across cortex. 
Raw echoplanar (volumetric) data were sinc interpolated in time to correct for the 
slice acquisition sequence and motion corrected with a six parameter, least-squares 
rigid body realignment routine using the first functional image as a reference. The 
echoplanar data in subject space were co-registered to subject specific anatomy in 
FreeSurfer using FSL-FLIRT with 6 degrees-of-freedom under a FreeSurfer wrapper 
(bbregister). 
Serial whole brain (right & left hemisphere) surface maps for each individual 
TR were registered to a common FreeSurfer template surface pseudo-hemisphere 
(fsaverage_sym) using the FreeSurfer spherical registration system (Greve et al., 
2013; Fischl et al., 1999). 
The surface-sampled raw data were smoothed using a 2mm full-width at half-
max, 2- dimensional Gaussian kernel. Modest spatial smoothing increases the 
sensitivity and specificity of the final correlation structure (Vincent et al., 2006), 
while decreasing spatial noise (Greicius et al., 2003). A 0.01-0.08Hz bandpass filter 
was then applied to the time-series (Biswal et al.,1995; Yeo et al., 2011). Nuisance 
covariates were then removed, including the effects of the scan, spikes (periods of 
raw signal deviation greater than two standard deviations from the mean), head-
motion as modeled by 3 translation and 3 rotation covariates, and cardiac and 
respiratory fluctuations (when available). The latter were derived from raw, 50 Hz 
pulse oximetry measurements taken during BOLD scanning. After aligning raw pulse 
data with DICOM image time-stamps, raw pulse arrays were split into high (cardiac) 
and low (respiratory) frequency covariates (Verstynen & Deshpande, 2011). Global 
signal covariates were not included (Saad et al., 2012). 
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Calculating Whole-Region Functional Correlation matrices. Anatomical regions-of-
interest (ROIs) corresponding to the dorsal and ventral halves of V1 through V3 
(Figure S1A) were defined on the FreeSurfer standard surface (fsaverage_sym) 
according a probabilistic high-resolution visual area atlas (Benson et al., 2014). For 
each subject, the Pearson’s (R) correlation of the mean resting signal between each 
pair of regions was obtained within a given hemisphere. Each pair-wise correlation 
provided one cell of a resulting 6x6 correlation matrix. This within-hemisphere 
(ipsilateral) matrix is symmetric about the diagonal. A similar approach also obtained 
the Pearson’s (R) correlation of the mean resting signal between each pair of regions 
across hemispheres. Here, the resulting 6×6 correlation matrix is not necessarily 
symmetric, as all regions in the left hemisphere were compared to those in the right 
hemisphere. Following a Fisher’s r-to-z transformation, one ipsilateral correlation 
matrix (an average of the right and left hemisphere correlation matrices), and one 
between-hemisphere correlation matrix was generated for each subject, then 
averaged across groups. Individual pairings in both the ipsilateral and between-
hemisphere correlation matrices are highly inter-correlated with one another. To 
accentuate differences between individual pairings of quarter areas, the average 
correlation of the matrix was subtracted from each cell. This also scaled individual 
region pairings by the average correlation observed across all visual quarter areas 
for each subject. 
The resulting ipsilateral regional correlation matrices compare mean signals 
between quarter- areas. Certain visual area pairings reflect different indirect intra-
visual field connections (reflecting vertical, horizontal, and diagonal symmetry; 
Figure S1B). For a given subject, all pairings reflecting a given indirect correlation 
were averaged. The mean and standard error of the mean was calculated for subject 
CX across his 9 scans. As we were comparing across a group to an individual subject, 
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significance was assessed by whether CX’s mean was greater then 2 standard 
deviations from the mean of the control group.  
Visualizing Fine-scale Correlation: Radial Symmetry Plot. Vertices were first identified 
as all those comprising the V1-3 ROIs within the high-resolution visual area atlas 
(Benson et al., 2014), totaling 9773 vertices. Radial symmetry plots were then 
constructed as described previously (Butt et al., in review). Group differences in the 
fine-scale radial symmetry plots views were determined by first calculating mean 
radial plots for each of the four quadrants (Figure 3A). Each mean radial plot first 
averaged all angular values within a given quadrant, then plotted the change in 
eccentricity by correlation (Fischer z’). The average radial quadrant plot was then fit 
with a Gaussian point spread function for amplitude (z’) and width (∆Eccen), with 
excellent group fits (adjusted R2 > 0.90). Group differences between the control 
group and subject CX were assessed by comparing individual amplitude and widths 
in a manner similar to the regional values: significance was assessed by whether 
CX’s mean was greater then 2 standard deviations from the mean of the control 
group.  
 
 
 
 
 Figure 1.  
Models of functional connectivity in visual cortex. A. Typical organization in normal
sighted control. The correlation of spontaneous signals between cortical visual areas 
lacking direct connections is influenced by 
top-down feedback from higher order visual and association areas. Callosal 
connections are delineated in blue, and serve as a key mediator for top
signals. B. Input Model. This model assumes bottom
synchrony in early visual cortex. In the absence of callosal connections, synchrony 
would be remain unchanged.  C. Reciprocal Model. Here, top
dominates network synchrony in early visual cortex. Therefore in the absence of 
callosal connections, indirectly coupled visual cortices will fall out of synchrony.
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 Figure 2.  
Indirect regional correlations.
symmetry. These connections are derived from strictly within hemisphere/ispilat
results and would not necessarily be changed following loss of inter
coupling. Error bars represent 2*standard deviation for the control group, and the 
standard error of the mean for subject CX. B. Indirect connections with horizontal 
symmetry.  C. Indirect connections with diagonal symmetry. D. The interaction of 
vertical and horizontal indirect connections. This term explores the relative disparity 
between within and between hemisphere indirect correlation. E. The interaction of 
vertical and diagonal indirect connections. Similar to D, this term also explores the 
relative disparity between within and between hemisphere indirect correlation. 
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 Figure 3.  
Fine-scale radial symmetry plots and gaussian fits. A. Average radial symmetry plo
for area V1, V2, and V3 for the control group and subject CX. Each radial symmetry 
plots represents correlation within a given visual area (i.e. V1 plot comprises solely 
of V1 points, etc). Indirect relationships are fixed by quadrant, with the upper le
reflecting diagonal symmetry, upper right reflecting vertical symmetry, and lower left 
reflecting horizontal symmetry. Here, the lower right quadrant corresponds with the 
area of local digital image smoothness (Butt et al., 2013). B. Fine
correlation amplitude and width. For each subject, the correlation in the quadrants 
reflecting direct and indirect connections were averaged and fit with a 1D Gaussian 
model across change in eccentricity. Individual amplitude and sigma fits were 
obtained, and then averaged across all subjects within a group. Subject CX was 
averaged across scans. Error bars represent 2*standard deviation for the control 
group, and the standard error of the mean for subject CX.
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 Figure S1.  
Fine-scale radial symmetry plo
relationships. A. The dorsal and ventral aspects of visual areas V1
by reference to cortical surface topology. There are six “quarter area” cortical 
representations in each brain hem
aspects of visual areas V1
between each of these regions, or between each of these regions and their homologs 
in the opposite hemisphere. B. Within and
visual areas represent different quarter fields of visual space but are at the same 
level of the visual hierarchy. The indirect relationship between different quarter fields 
of area V2, for example, are shown on the
and in a correlation matrix. Note that two correlation matrices are shown, 
corresponding to within and between hemisphere relations. Furthermore, only 
horizontal and diagonal correlation represent inter
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ts and gaussian fits. A. Visual areas and correlation 
- V3 were identified 
isphere, corresponding to the dorsal and ventral 
-V3. A 6x6 matrix can express the pair-wise correlations 
 between hemispheres, indirectly related 
 cortical surface, within the visual field, 
-hemispheric indirect correlation.  
 Figure S2.  
Interaction terms between fine
within and between hemispheres. Both of these terms explore the relative disparity 
between within and between hemisphere indirect correlation. A. Interaction between 
vertical and horizontal fits. B. Interaction between vertical and diagonal fits. 
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