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Abstract. The problem of electron scattering on the one-dimensional complexes is considered. We propose
a novel theoretical approach to solution of the transport problem for a quantum graph. In the frame of the
developed approach the solution of the transport problem is equivalent to the solution of a linear system of
equations for the vertex amplitudes Ψ. All major properties, such as transmission and reflection amplitudes,
wave function on the graph, probability current, are expressed in terms of one Γ-matrix that determines
the transport through the graph. The transmission resonances are analyzed in detail and comparative
analysis with known results is carried out.
PACS. 73.23.-b Electronic transport in mesoscopic systems – 73.63.-b Electronic transport in nanoscale
materials and structures – 85.35.Gv Single electron devices – 03.65.Nk Scattering theory
1 Introduction
Impressive progress in the development, manufacturing
and understanding of various nanostructures is observed
in recent times [1,2,3,4,5,6,7,8,9,10]. This makes scien-
tists not only to formulate the new theoretical problems
and to reconsider the existing ones but also to look for the
new approaches to the solution of these problems. That
”new” approaches usually have their own history.
The classical example is the dynamics of the electron in
a graph (one-dimensional complex [11]). This problem has
more than seventy years history and was introduced into
physics in connection with calculation of the properties
of conjugated organic molecules [12,13,14,15,16,17], but
then gradually lost its relevance to the quantum chemistry.
Nevertheless, the model of electron in a graph stimulated
the emergence of the new field in the mathematics related
to the investigation of the spectrum of self-adjoint opera-
tors in compact and noncompact graphs [18,19,20,21,22,
23]. In recent years the renewed interest in this area in-
volved significant redevelopment and enhancement of the
existing theory [24,25,26].
The quantum mechanics in the graph demonstrates
many interesting peculiarities. One of them is the spec-
trum of the Schro¨dinger operator. To find it one should
construct its self-adjoint extension which is not unique [19].
This is most commonly done in way that was first pro-
posed by Griffith [27]. The classical counterpart of the
Griffith’s extension is the well known Kirchhoff rules for
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current conservation in each node supplemented with the
wave function continuity condition resulting from the quan-
tum mechanics ideology. The spectrum of this self-adjoint
extension is discrete on compact graph [22,28].
The more interesting property of the spectrum is the
existence of the discrete eigenenergies embedded in the
continuum (in what follows, it is abbreviated as BIC).
The possibility of such states was shown in the promi-
nent paper of Wigner and von Neumann [29] and the
method to construct them was proposed. Later, it was
improved by Stillinger and Herric [30]. The central idea
of this approach consists in such a choice of the potential
that the continuum wave function becomes integrable. In
the same work of Stillinger and Herrick the BIC were pre-
dicted in the semiconductor superlattices. In 1992 it was
confirmed in the experiment on the IR irradiation of the
Al0.48In0.52As/Ga0.47In0.53As superlattice [31].
The discrete spectrum superimposed on the continuum
in quantum graph was considered in details in a number of
papers [24,32,33]. Such states in the graph behave quite
similarly to the ordinary (in the presence of potential)
BIC. This fact encouraged Bulgakov et.al. [32] to use the
term BIC in the case of graph. In the works of Texier [24,
33] the presence of the discrete eigenvalues for positive en-
ergies on the graph is more carefully interpreted as decou-
pling of the compact part of the graph from the external
leads.
The considered phenomena can be interpreted in the
formalism of the de Broglie waves dynamics [34]. However
the results of Xia [34] are rather cumbersome to analyze
and to make any generalizations.
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In connection with the above the aim of the presented
work consists in the development of the successive mathe-
matical technique based on the scattering theory to solve
the following problems: wave function of the electron in
the one-dimensional complexes (graph-like structures), en-
ergy spectrum, transmission and reflection amplitudes,
Green’s function and response to the external electromag-
netic field. These objects are treated in the frame of the
single technique in contrast to the current papers in this
field that use the different mathematical methods. In addi-
tion, the developing approach gives the results with clear
physical meaning. Moreover, using the proposed technique
allows not only to explain the some fascinating effects [24,
31,32], but also to formulate the conditions of their occur-
rence.
This paper is organized as follows. In section 2 we
briefly consider the basics of electron transmission through
the quantum graphs; we give the general considerations
and equations for electron moving on the quantum graph.
The main mathematical formalism of the developed method
and its application to the electron transmission through
the potential with finite support is described in section 3.
In section 4 we apply the proposed formalism to the prob-
lem of electron transmission through symmetric and asym-
metric (with and without Aharonov-Bohm flux) quantum
ring. In section 5 the obtained results are summarized.
The application of the vertex amplitudes method to the
classical quantum mechanics problem of electron scatter-
ing by the potential with finite support is presented in
Appendix A. In Appendix B the problem of electron scat-
tering by the system of parallel coupled quantum wells is
considered.
2 Preliminaries
Most of the problems of one-dimensional quantum me-
chanics can be formulated in the language of quantum
graphs. Moreover, the solution of these problems in the
frame of the graphs formalism could be more efficient
and ”elegant” in comparison with the traditional meth-
ods of quantum mechanics. One of such problems is the
electron scattering on the system of connecteed in paral-
lel quantum wells (the detailed analysis is carried out in
Appendix B). A simple and clear example which demon-
strates the use of the graphs formalism is the problem of
the one-dimensional quantum well (see fig. 1).
There are various ways to solve the Schro¨dinger equa-
tion on the graph [34,24,26]. In the presented work we
develop the vertex amplitudes method. The main idea of
this method is to express the parameters of the problem
through the values of the wave function at the vertex of
graph Ψ1 and Ψ2. As will be shown below the considered
method allows to solve the scattering problem in the quan-
tum graph, to find the energy spectrum and to construct
the wave functions. The classical analog of the presented
vertex amplitudes method is the Kirchhoff’s nodal poten-
tials method in the theory of electrical circuits.
Let us consider the one-dimensional scattering prob-
lem for a quantum graph with the potentials that are
Fig. 1. The one-dimensional scattering on the potential well
(barrier) as a problem on the graph. Wavy line represents the
potential well (barrier), Ψ1 and Ψ2 are the values of the elec-
tron wave function at the graph’s vertices, γ1, γ2 and γ3 are
the graph’s edges. The coefficients (ai, bi), i = 1, 2, 3 are the
coefficients of the wave function: ψi(x) = aie
ikx + bie
−ikx.
placed on the graph’s edges. The quantum graph is a met-
ric graph with the self-adjoint Hamilton operator defined
on it [35].
We assume that the quasi-one-dimensional dynamics
takes place. The quasi-one-dimensional dynamics may be
realized in the lowest sub-band of a very narrow quantum
wire. The wire width in the real experiments can not be in-
finitely narrow. But, for the quantum wire under low tem-
perature the electron dynamics is quasi-one-dimensional
because the higher transverse levels can not be excited.
The considered quantum graph consists of a compact
part connected with the reservoirs of the charge carries
by the semi-infinite edges. We denote these edges as the
in,out -edges. In this edges the asymptotic conditions for
the electron wave functions with respect to the compact
part of the graph are realized.
In the general case, topology of the graph may be fairly
sophisticated. In this connection the graph considered here
is the two-dimensional array with the real potentials with
finite support placed on the edges (see fig. 2).
Fig. 2. General form of a quantum graph considered in the
paper. Coefficients (ain, bin), (aout, bout) correspond to the
in,out-wave functions (see equations (1, 2). Wavy lines rep-
resent the potentials on the edges. Dashed lines show that the
node with only two intersected edges equivalent to the one edge
without nodes.
The wave functions of the electron in the in,out -edges
are:
ψin = ain exp(ikx) + bin exp(−ikx), (1)
ψout = aout exp(ikx) + bout exp(−ikx), (2)
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where k is the electron wave-number. As it follows from (1)
and (2) the elastic scattering takes place. This assumption
is not necessary and does not influence on the generality of
the proposed method, but facilitates further mathematics.
The physical meaning of the coefficients ain, bin, aout, bout
depends on the considered problem (see tab. 1).
Table 1. Coefficients of the wave functions for different “scat-
tering problems” (“sc.pr.”).
“Left sc. pr.” First Jost’s solution
ain(k) = 1 ain(k) = M11
bin(k) = r(k) bin(k) = M21
aout(k) = t(k) aout(k) = 1,
bout(k) = 0 bout(k) = 0
Second Jost’s solution “Right sc. pr.”
ain(k) = 0 ain(k) = 0
bin(k) = 1 bin(k) = t(k)
aout(k) = −M12 aout(k) = r(k)
bout(k) = M11 bout(k) = 1
In table 1M represents the transfer matrix [36,37] and
r(k), t(k) are the reflection and transmission amplitudes
respectively [38,39]. The explicit form of M is discussed
below.
In each edges γn of length lγn the proper coordinates
are used ξγn ∈ [0, lγn ]. In the in,out -edges coordinates
are defined in a different way: ξin ∈ (−∞, 0), ξout ∈
(0,∞). These coordinates are just a natural parameter
in differential geometry [40]. The electron wave function
Ψ in the graph is represented by a set of components
ψγn(ξγn), n = 1, 2, . . . ,M , whereM is the number of edges
in graph. Each element ψγn(ξγn) of the set is governed by
the Schro¨dinger equation:
Hγnψγn(ξγn) = εγnψγn(ξγn),
Hγn =
[
− h¯
2
2
d
dξγn
(
1
mγn
d
dξγn
)
+ Vγn(ξγn)
]
,
D(Hγn) = {ψγn : ψγn ∈ C∞0 [γn]} ,
(3)
where mγn is an effective mass of the electron in the edge
γn, Vγn is the real and locally measurable potential placed
on the edge γn. The operators Hγn are the symmetric op-
erators with the defect indexes (2, 2) [22]. It is known [41,
42], that there exists a self-adjoint extension HG of oper-
ator
H˜G =
M∑
i=n
⊕
Hγn ,
where M is a number of edges in the graph G. The self-
adjoint extension HG can be constructed by imposing ad-
ditional boundary conditions on the wave functions ψγn [41,
42], namely:
1. the standard continuity conditions at vertices vn:
ψγ1(ξvn) = . . . = ψγN (ξvn) = Ψn, (4)
where N is a number of edges intersected at vertex vn,
ξvn is the value of local coordinate ξγn in vertex vn,
and Ψn ≡ Ψ(ξvn);
2. the restriction on the sum of derivatives of the wave
functions at vertex vn:
N∑
j=1
εj
1
mγj
dψγj
dξγj
∣∣∣∣∣
ξγj=ξvn
= 0, (5)
where
εj =
{−1, for the edges terminating at vertex vn
1, for the edges emmanating from vertex vn
and the index j numerates the edges which are incom-
ing at vertex vn or outgoing from it.
Let us note that the boundary conditions (5) are similar
to the well known Kirchhoff rules [26,43].
In what follows, we work with the self-adjoint operator
H˜Γ only and the tilde is omitted for simplicity.
Now, we consider the edge γn with an potential that is
localized somewhere on this edge. The wave function ψγn
can be determined by the following pairs of coefficients:
(aγn , bγn) and (cγn , dγn). They have the following mean-
ing: the wave function in every edge outside the potential
can be taken in the form a exp(ikx)+b exp(−ikx), thereby,
the pair (aγn , bγn) are the coefficients of ψγn before the po-
tential and the pair (cγn , dγn) are the coefficients of ψγn
beyond the potential.
It should be noted that the wave functions in the edge
is not necessary to be a linear combination of the plane
waves exp(±ikx). If there any potential on the edge that
nowhere turns into zero then the wave function is a linear
combination of two appropriate solutions of Schro¨dinger
equation. Such potentials, (e.g. V (x) = −V0 sech2γx) were
used for description of the aromatic molecules in the frame
of the “graph model” (when the aromatic molecule can be
treated as a graph) [44].
3 Main formalism
Let us consider the left scattering problem. Thus, accord-
ing to table 1, the in,out -wave functions are:
ψin = exp(ikx) + r(k) exp(−ikx),
ψout = t(k) exp(ikx).
(6)
An application of the conditions (4), (5) leads to the
system of linear algebraic equations for the vertex ampli-
tudes Ψ = (Ψin ≡ Ψ1, Ψ2, . . . ,Ψout ≡ Ψn)T . This system
contains the coefficients of functions ψγn . Hence to solve
the obtained system forΨ it is needed to express aγn , bγn ,
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cγn and dγn in terms of (Ψ1, Ψ2, . . . ,Ψn). To do this we
use the following obvious relations:(
aγn
bγn
)
= Γ(1,γn)
(
Ψn
Ψn+1
)
,
(
cγn
dγn
)
= Γ(2,γn)
(
Ψn
Ψn+1
)
.
(7)
The pairs of coefficients (aγn , bγn) and (cγn , dγn) are re-
lated by the transfer-matrix M [36,37]:(
aγn
bγn
)
=M(γn)
(
cγn
dγn
)
. (8)
The elements of the M-matrix are
M(γn) =
(
1/tγn rγn/tγn
r∗γn/t
∗
γn
1/t∗γn
)
, (9)
tγn(rγn) is the transmission (reflection) amplitude for the
potential placed on the edge γn. Using relations (7), (8)
and condition (5) one get:
Γ(1,γn) =
1
ζ − ζ∗
(
ζ −1
−ζ∗ 1
)
,where
ζ = exp(−ikξvn+1)M(γn)11 − exp(ikξvn+1)M(γn)12 .
(10)
From (7), (8) it follows
Γ(2,γn) =
[
M(γn)
]−1
Γ(1,γn). (11)
Finally, (5), (7) and (10), (11) lead to the system of linear
equation for unknown vector Ψ. Finding the Ψ solves the
transport problem for graph because the wave functions
ψin, ψout satisfy the following conditions at the in,out -
vertices:
1 + r(k) = Ψin, t(k) = Ψout. (12)
The wave function on the edge can be constructed us-
ing (7), (10). If there is no potential on the edge then
Γ(1,γ1) and Γ(2,γ2) are identical and:
aγn = Γ
(1,γn)
11 Ψn + Γ
(1,γn)
12 Ψn+1 ,
bγn = Γ
(1,γn)
21 Ψn + Γ
(1,γn)
22 Ψn+1 ,
or
aγn =
i
2 sinklγn
[exp(−iklγn)Ψn −Ψn+1] ,
bγn =
i
2 sinklγn
[Ψn+1 − exp(iklγn)Ψn] .
The last gives
ψγn =
1
sin klγn
[Ψn+1 sin kξγn −Ψn sin(kξγn − klγn)] .
(13)
The obtained form of the wave function (13) still correct
for a general graph without potential on the edges and is
used in a number of works [24,26,45].
The wave function (13) creates the current jγn in the
edge γn:
jγn = k|Ψn||Ψn+1| sin(argΨn − argΨn+1) csc klγn ,
csc klγn ≡
1
sin klγn
.
(14)
As it can be seen from (14) the current on edge is de-
termined by the relation between arguments of the wave
function Ψ at the appropriate vertices. This situation is
similar to the Josephson current [46], and, more general,
to the interference of the currents in the graph. It follows
from (14) that current turns into zero when one of the ab-
solute values is zero or if argΨn− argΨn+1 = pi n, n ∈ Z.
Below we demonstrate the application of the proposed
method on some well known quantum graphs.
4 Scattering by the quantum ring
In this section we consider the well known example of
quantum ring [32,34,47] (see eq. (3)). This model plays
the same role in quantum transport as the harmonic oscil-
lator in quantum mechanics. There are plenty of articles
examined the transport properties of the quantum ring.
The quantum ring is widely used (or proposed to be used)
in different fields, namely spintronics [48,49,50], near-field
optics [51], optics of nanostructures [52], Aharonov-Bohm
interferometry [53,54] etc.
Fig. 3. The scheme of scattering by the quantum ring. The
lengths of the upper and lower arms are different, namely lγ1
and lγ2 respectively. The form of the arm can significantly dif-
fer from the semicircle. The main demand to the curve repre-
sented the arm is the smoothness. This condition provides the
existence of the tangent to this curve.
A.F. Klinskikh et al.: On the electron scattering in one-dimensional complexes: the vertex amplitudes method 5
An application of the condition (5) at each vertex yields:
at vertex v1:
−[1− r(k)] +
2∑
n=1
[(
Γ
(1,γ1)
11 − Γ(1,γ1)21
)
Ψ1+
+
(
Γ
(1,γ1)
12 − Γ(1,γ1)22
)
Ψ2
]
= 0,
at vertex v2:
−t(k) +
2∑
n=1
{ [
Γ
(2,γ1)
11 exp(iklγn)−
−Γ(2,γ1)21 exp(−iklγn)
]
Ψ1 +
[
Γ
(2,γ1)
12 exp(iklγn)−
−Γ(2,γ1)22 exp(−iklγn)
]
Ψ2
}
= 0.
(15)
Applying the continuity conditions (4) at vertices Ψ1 and
Ψ2 one obtains:
t(k) = Ψ2, 1 + r(k) = Ψ1 (16)
Equations (15) and (16) represent the system of linear
equations for the unknown vector of vertex amplitudes
Ψ = (Ψ1,Ψ2)
T
ΓΨ = F, Γ = I+ Γt, (17)
where
(Γt)11 =
2∑
n=1
Γ
(1,γn)
11 − Γ(1,γn)21 ,
(Γt)12 =
2∑
n=1
Γ
(1,γn)
12 − Γ(1,γn)22 ,
(Γt)21 =
2∑
n=1
Γ
(2,γn)
11 exp(iklγn) + Γ
(2,γn)
21 exp(−iklγn),
(Γt)22 =
2∑
n=1
Γ
(2,γn)
12 exp(iklγn) + Γ
(2,γn)
22 exp(−iklγn),
I =
(
1 0
0 1
)
, F =
(
2
0
)
.
The solution of (17) is:
Ψ = (I+ Γt)
−1F,
(
Ψ1
Ψ2
)
=
2
detΓ
(
Γ22
−Γ21
)
. (18)
Finally, according to (16), one obtains for transmission
and reflection amplitudes:
t(k) = −2 Γ21
detΓ
, r(k) = 2
Γ22
detΓ
− 1 (19)
Note, that the vector Ψ can never be zero. The physical
meaning of this fact is that simultaneous decoupling of the
ring from the both external leads is not possible. This fact
follows from the current conservation law.
Equation (17) is the main equation of the vertex am-
plitudes method. Once we construct the Γ-matrix the fur-
ther analysis of the problem can be completely conducted
by means of its elements. The transmission and reflection
amplitudes, wave function of electron, probability current
density, Green’s function (not presented in this paper) are
all expressed through the Γ-matrix elements.
The mathematical base of the method can be formu-
lated as follows: the vertex amplitudes method reduces the
Schro¨dinger equation for the quantum graph to the system
of linear algebraic equation (see eq. (17)) for the unknown
vector of vertex amplitudes Ψ = {Ψ1, . . . ,Ψn}.
4.1 Symmetric quantum ring
Let us begin with the most simple case corresponding to
the symmetric ring (ring with equal arm lengths) with
absence of any potentials on the edges. It suggests that
M is identity matrix [55]:
M11 = M22 = 1,M12 = M21 = 0, ζ = exp (−ikl) . (20)
Since M is identity matrix then Γ(1,γn) ≡ Γ(2,γn). More-
over, when the edges of the ring are identical the matrices
Γ(1,γ1) and Γ(1,γ2) are identical too.
Thus, the elements of Γ-matrix for the ring with two
equal arms of length l take the following form:
Γ11 = 1 + 2
(
Γ
(1,γ1)
11 − Γ(1,γ1)21
)
,
Γ12 = 2
(
Γ
(1,γ1)
12 − Γ(1,γ1)22
)
,
Γ21 = 2
[
Γ
(1,γ1)
11 exp(ikl)− Γ(1,γ1)21 exp(−ikl)
]
,
Γ22 = 2
[
Γ
(1,γ1)
12 exp(ikl)− Γ(1,γ1)22 exp(−ikl)
]
− 1.
(21)
Recalling the definition of Γ(1,γn) matrix (10) gives the
explicit form of the differences in (21):
Γ
(1,γ1)
11 − Γ(1,γ1)21 = i cotklγn ,
Γ
(1,γ1)
12 − Γ(1,γ1)22 = −i csc klγn ,
Γ
(1,γ1)
11 exp(iklγn)− Γ(1,γ1)21 exp(−iklγn) = i csc klγn ,
Γ
(1,γ1)
12 exp(iklγn)− Γ(1,γ1)22 exp(−iklγn) = −i cotklγn .
(22)
Therefore, the Γ-matrix for quantum ring with equal arms
of length l has the form:
Γ =
(
1 + 2i cotkl −2i csckl
2i csc kl −1− 2i cotkl
)
. (23)
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Using (19) and (23) we obtain the following useful for anal-
ysis expressions for the transmission and reflection ampli-
tudes:
t(k) =
4i
5 sin(kl) + 4i cos(kl)
, (24)
r(k) = − 3
5 + 4i cot(kl)
. (25)
As it can be seen from (24), t(k) never turns into zero.
It is easy to see that values kn = pin/l, n = 1, 2, . . .
correspond to the zeroes of reflection amplitude.
4.2 Asymmetric quantum ring
The situation dramatically changes if one takes the ring
with different arm lengths (asymmetric ring). In this case
the Γ-matrix takes form:
Γ11 = 1 + i cotklγ1 + i cotklγ2 ,
Γ12 = −i csc klγ1 − i csc klγ2 ,
Γ21 = i csc klγ1 + i csc klγ2 ,
Γ22 = −1− i cot klγ1 − i cot klγ2 .
(26)
As before, the transmission and reflection amplitudes are
defined by (19) and it is easy to show that:
t(k) = i(sin klγ1 + sinklγ2)×
[
3
2 sin klγ1 sin klγ2+
+ i sin(klγ1 + klγ2)− cos klγ1 cos klγ2 + 1]−1 ,
(27)
r(k) =
{
[sin klγ1 sinklγ2 + i sin(klγ1 + klγ2)]×
× [32 sin klγ1 sinklγ2 + i sin(klγ1 + klγ2)−
− cosklγ1 cos klγ2 + 1]−1
}
− 1.
(28)
In the quantum ring transport experiments the ques-
tion of resonance transmission has a fundamental aspect.
By resonance transmission is meant not only the loss-
less passing of electron (transmission coefficient is equal
to one) but also the total absence of transmission when
transmission coefficient is equal to zero. The perfect trans-
mission (|t(k)| = 1) is observed for electron energies equal
to the eigenvalues of the compact graph, in our case it is
the closed ring with different arm lengths.
From (27) it follows that t(k) becomes zero if
klγ2 + klγ1 = 2pin, n = 1, 2 . . . , (29)
klγ2 − klγ1 = (2n+ 1)pi, n = 0, ±1, ±2 . . . . (30)
These conditions are the same as obtained by Xia [34].
The problem of the quantum ring under consideration
contains the two type of parameters: energetic parameters
represented by the wave number k and geometric param-
eters represented by the arm lengths lγ1 , lγ2 . Therefore,
there are two ways to investigate the transport through
the ring. In short, we could fix the arms lengths vary-
ing only the wave number and vice versa. In both cases
condition (29) gives the narrow (even of zero width) res-
onances of t(k) while condition (30) corresponds to the
more smooth resonances with finite width. The first reso-
nance will be referred to below as the first type resonance
(FTR), the second one – as the second type resonance
(STR).
Let us first consider the energy dependence of the trans-
mission amplitude (see fig. 4). Transmission coefficient
Fig. 4. Different type of the transmission resonances. The
transport through the ring can be significantly different for
commensurate (dashed line, lγ1 = 1nm, lγ2 = 2nm) and
incommensurate (solid line, lγ1 = 1nm, lγ2 = 2.1 nm) arm
lengths. The diamonds correspond to the condition (29), while
the black points to condition (30).
demonstrates characteristic peculiarities in the case of in-
commensurate lengths for the values of k satisfying the
condition (29). Namely, the very narrow dips. Such be-
havior can be explained by analysis of the series expansion
of the transmission amplitude t(k). For instance, near the
point k =
6pi
3.1
, marked in fig. 4 by the diamond, it has the
following form:
t(k) ≈ β∆k
∆k +Ω
, ∆k = k − 6pi
lγ1 + lγ2
≈ k − 6.08, (31)
where
β = 2i
[
−1 + 2 cos
(
2pi
lγ2 − lγ1
lγ2 + lγ1
)]
cos
(
pi
lγ2 − lγ1
lγ2 + lγ1
)
4− i lγ2 − lγ1
lγ2 + lγ1
sin
(
6pi
lγ2 − lγ1
lγ2 + lγ1
) ,
and
Ω = −i
−1 + cos
(
6pi
lγ2 − lγ1
lγ2 + lγ1
)
4(lγ2 + lγ1)− i(lγ2 − lγ1) sin
(
6pi
lγ2 − lγ1
lγ2 + lγ1
) .
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The parameter Ω in the denominator of this expan-
sion determine the width of the resonance. One can eas-
ily obtain that for commensurate lengths (lγ2 = 1nm,
lγ1 = 2nm) this term is equal to zero and amplitude t(k)
is equal to one. In opposite case of the incommensurate
lengths (namely,lγ2 = 1nm, lγ1 = 2.1 nm) the parame-
ter Ω is nonzero and in fig. 4 we see the narrow reso-
nance. Figure 4 illustrates that the resonances width grows
with increasing of k. In fact, the resonance width changes
periodically upon varying the k (see fig. 5). The reduc-
tion of the transmission coefficient, similar to presented
in fig. 5, was revealed by Wu and Mahler [56] in studies
of Aharonov-Bohm effect in metals and semiconductors.
The STR position are marked by the black points in fig. 4
Fig. 5. The dependence of the FTR width on the electron
wave number k, lγ2 = 1nm, lγ1 = 1.1 nm. The black squares
show the position of the FTR, black points correspond to the
STR. The periodical variation of the parameter |Ω| in (31) is
illustrated in the inset.
and 5. One can see that they are significantly smoother
compared with the FTR. There width is always finite for
a finite values of k.
Now, let us consider the “geometric” resonances con-
ditioned by the dependence of the transmission amplitude
on the ring lengths. The wave number of electron is fixed
in this case. As it was noted above there are two different
type of resonances (see fig. 6). The forms of resonances
resemble the ones considered above (see fig. 4). Never-
theless, there is important distinction between these two
cases. Expanding the numerator and denominator of t(k)
defined in (27) in powers of klγ2 up to the first-order terms
near two points klγ2 = 2pi − klγ1 and klγ2 = pi + klγ1 we
Fig. 6. The transmission coefficient versus second arm length.
The general view of the transmission coefficient resembles the
one presented in Fig. 4. One can see the characteristic form of
the FTR. Their positions are marked by the squares. Depend-
ing on the upper arm length the width of these resonances
is changing, lγ1 = 0.22 nm (solid line), lγ1 = 0.8pi nm (dashed
line). Dashed-dotted line (lγ1 = pi/2 nm) presents the situation
when the lengths of the arms are equal. When this condition
takes place the transmission coefficient turns into zero (black
diamond in the x-axis). The electron wave number is fixed to
be k = 1nm−1.
obtain:
t(k) ≈ i∆y cosx
∆y
(
1
4 sin 2x+ i
)− 12 sin2 x , ∆y = y + x− 2pi;
t(k) ≈
i∆y cosx
∆y
(
5
4 sin 2x− i cos 2x
)
+
(
3
2 cos
2 x− 12 cos 2x− i sin 2x
) ,
∆y = y − x+ pi,
(32)
where x ≡ klγ1 , y ≡ klγ2 . The main difference of two
expansions (32) consists in behavior at the vicinity of the
points x = pin, n = 1, 2, . . .. It can be obtained directly
from (32) that the limits ∆y → 0 and x → pin do not
commutate in the first case:
lim
x→pin
lim
∆y→0
{t(k), r(k)} = {0, 1} ,
lim
∆y→0
lim
x→pin
{t(k), r(k)} = {(−1)n, 0} ,
(33)
and commutate in the second. This non-commutativity is
even more sharply manifested for coefficients of the wave
function (a1, b1), (a2, b2)
lim
x→pin
lim
∆y→0
a1 = const,
lim
∆y→0
lim
x→pin
a1 = i∞.
(34)
Bulgakov et.al. [32] associate such a behavior of the trans-
mission amplitude and the wave function in the ring with
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the existence of the bounded states in continuum. In de-
tails it is discussed below.
The noncommutative properties of the wave function
coefficients and transmission amplitude can be understood
using the Γ-matrix (26). On the one hand, if klγ2 = 2pin−
klγ1 then Γt ≡ 0, on the other hand klγ1 = pin are the
points of singularity of all elements of Γt. This fact shed
light to non-commutativity of the two aforementioned lim-
its (34).
While klγ2 = 2pin − klγ1 make the Γt be zero ma-
trix, the values klγ2 = pin + klγ1 keep diagonal elements
nonzero. The diagonal elements in this case, ±2i cotklγ1 ,
determine the phase of the reflection amplitude, namely
ϕ ≡ arg[r(k) + 1]:
tanϕ = −2 cotklγ1 . (35)
It can be useful to note that at the same time ϕ is the
phase of the wave function at vertex v1 according to (16).
4.3 Asymmetric Aharonov-Bohm ring
The problem becomes more complicated if at the center of
the ring there is an infinitely thin solenoid carrying finite
magnetic flux. At the same time it is a standard situation
in the quantum transport [32].
Let us consider the asymmetric quantum ring with dif-
ferent arms of length lγ1 and lγ2 penetrated by the mag-
netic flux Φ. From the mathematical point of view it is
picewise-smooth contour. Thus, it can be parameterized
by the two natural parameters, namely, ξγ1 and ξγ2 . We
choose the “solenoid” in such a way that the vector po-
tential A has only tangent to the contour component (see
fig. 7).
Al1
Al2
dl2
dl1
1
( )r k
æ ö
ç ÷
è ø
( )
0
t k
æ ö
ç ÷
è ø
Fig. 7. The quantum loop with arms of arbitrary form cou-
pled to the two leads. The loop is penetrated by the Aharonov-
Bohm flux. One can see that directions of tangential compo-
nent of the vector potential A and vector dlγn are opposite on
the upper and lower arms.
The Stokes’ theorem gives∮
L
Adl = Φ.
According to our choice of the vector potential∮
L
Adl = Alγ1 lγ1 +Alγ2 lγ2 .
If one takes Alγ1 = Alγ2 = A, then
A =
Φ
lγ2 + lγ1
.
Thus, the magnetic flux modifies the phase of the wave
function in the ring while the in,out -wave functions are
still the same:
ψin = exp(ikx) + r(k) exp(−ikx),
ψout = t(k) exp(ikx),
ψγ1 = aγ1 exp(ik
−x) + bγ1 exp(−ik+x),
ψγ2 = aγ2 exp(ik
+x) + bγ2 exp(−ik−x),
(36)
where k− = k − α, k+ = k + α, α = Φ/(Φ0L), Φ is the
magnetic flux through the loop section area, Φ0 = 2pih¯c/e
and L = lγ1 + lγ2 .
Applying the developed in previous sections method,
one obtains the following expressions for the elements of
matrices Γ(1,γ1), Γ(1,γ2)
Γ
(1,γ1)
11 =
exp(−ik+lγ1)
exp(−ik+lγ1)− exp(ik−lγ1)
,
Γ
(1,γ1)
12 =
−1
exp(−ik+lγ1)− exp(ik−lγ1)
,
Γ
(1,γ1)
21 =
− exp(ik−lγ1)
exp(−ik+lγ1)− exp(ik−lγ1)
,
Γ
(1,γ1)
22 =
1
exp(−ik+lγ1)− exp(ik−lγ1)
,
Γ
(1,γ2)
11 =
exp(−ik−lγ2)
exp(−ik−lγ2)− exp(ik+lγ2)
,
Γ
(1,γ2)
12 =
−1
exp(−ik−lγ2)− exp(ik+lγ2)
,
Γ
(1,γ2)
21 =
− exp(ik+lγ2)
exp(−ik−lγ2)− exp(ik+lγ2)
,
Γ
(1,γ2)
22 =
1
exp(−ik−lγ2)− exp(ik+lγ2)
,
(37)
and Γ
Γ11 = 1 + i cotklγ1 + i cotklγ2 ,
Γ12 = −i exp(iαlγ1) csc klγ1 − i exp(−iαlγ2) csc klγ2 ,
Γ21 = i exp(−iαlγ1) csc klγ1 + i exp(iαlγ2) csc klγ2 ,
Γ22 = −1− i cot klγ1 − i cot klγ2 .
(38)
Note that the same matrix was used by Texier and
Bu¨ttiker in studies of the quantum ring with the Aharonov-
Bohm flux [33].
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From (19), (38) we obtain the transmission amplitude
for the ring with different arms lγ1 , lγ2 penetrated by the
magnetic flux Φ:
t(k) = 2i
exp(iαlγ1) sinklγ2 + exp(−iαlγ2) sin klγ1
sinklγ1 sin klγ2 detΓ
. (39)
Comparing this with (27), we understand that the pres-
ence of the new parameter α modifies the conditions of the
transmission amplitude zeros (29). One can see from (38)
that α keeps the same points of Γ-matrix singularity but
changes condition (29). Straightforward calculation shows
that if klγ2 + klγ1 = 2pi then
Γ21 = csc klγ1 exp (−iαlγ2)
[
1− exp
(
i
Φ
Φ0
)]
. (40)
The condition Γ21 = 0 gives Φ/Φ0 = 2pin or αL = 2pin,
where n = 0,±1,±2, . . .. Thus, to observe the FTR the
two simultaneous conditions is needed to take place:
1. klγ2 + klγ1 = 2pin, n = 1, 2, . . . ;
2. αL = 2pim, m = 0,±1,±2, . . . .
It can be directly verified that in the case of symmetric
ring these conditions and ones obtained by Bulgakov et.al. [32]
appears to be the same.
The noncommutative properties of the transmission
amplitude emerge upon calculation the limits ∆k → 0
and ∆α→ 0. For the ring with equal arms it was done by
Bulgakov et.al. [32]. Figure 8 illustrates this noncommu-
tative behavior of transmission amplitude.
One feature needs to be recognized. When one takes
αL = 2pim, m = 0,±1,±2, . . . the value of the transmis-
sion amplitude differs from ones with αL = 0, but trans-
mission coefficient is the same. From the other hand, the
values of the parameter α 6= 2pim can lead to the change of
the resonance type or appearance of new resonances (see
fig. 9).
4.4 Scattering by the cascade of quantum rings
Let us consider the quantum transport in the cascade of
quantum rings. It is well known that convenient method to
work with one-dimensional quantum cascades is the trans-
fer matrix method [36,37]. Transfer matrix of the linear
chain of N quantum rings and transmission amplitude of
this cascade are calculated as:
Mtot =M1 . . .MN,
t(k) = [Mtot11 ]
−1
,
(41)
where M1, . . . ,MN are the transfer matrices of interme-
diate rings, Mtot is the transfer matrix of the chain and
t(k) is the transmission amplitude of the chain.
Using expressions for transmission and reflection am-
plitudes (24), (25), (27), (28), (39) one can construct the
transfer matrix of appropriate quantum ring (symmetric
or asymmetric) according to the definition (9).
In fig. 10 the transmission coefficient for the different
chains of quantum rings as a function of the electron wave
number is presented.
Fig. 8. The nonuniform nature of the transmission ampli-
tude in the vicinity of the FTR. The arms are of the same
length, lγ1 = lγ2 = 1/2 nm. The conditions of the FTR
are formulated above and coincide with the ones obtained
by Bulgakov et.al. [32]. It is seen that the limits ∆k → 0
and ∆α → 0 do not commutate: (a) lim
∆k→2pi
lim
∆α→2pi
= 0, (b)
lim
∆α→2pi
lim
∆k→2pi
= 1. Here ∆k = k− k0, ∆α = α−α0 and k0, α0
are the points of FTR. For example, these can be k0 = 2pi,
α0 = 2pi.
5 Conclusion
In this paper, we have demonstrated the successive analyt-
ical approach to the solution of the transport problem for
a quantum graph. Within the framework of the developed
approach the solution of the transport problem is equiva-
lent to the solution of a linear system of equations for the
vertex amplitudes Ψ. All major properties, such as trans-
mission and reflection amplitudes, wave function on the
graph, probability current, then are expressed in terms of
one Γ-matrix that determines the transport through the
graph.
The simplicity and convenience of the proposed method
have been illustrated on the example of quantum ring on
the different assumptions. The compact part of the graph
under consideration has the two-terminal structure. How-
ever, the possibility of the expansion of the vertex ampli-
tudes method on the many-terminal systems is obvious.
This will resulted only in the increasing of the size of the
Γ-matrix .
The carried out analysis revealed the two kind of res-
onances upon transport through the ring. The most in-
teresting is the first one. The nonuniform behavior of the
transmission amplitude (see 33), features of the resonance
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Fig. 9. The illustration of the induced by the Aharonov-Bohm
flux change of the resonance type and appearance of new res-
onances. The black squares correspond to the condition (29),
the black points correspond to the condition (30). Dashed line
presents the transmission coefficient for lγ1 = 1nm, lγ2 = 2nm,
α = 0, solid line – lγ1 = 1nm, lγ2 = 2nm, α = 3. Thereby, the
Aharonov-Bohm conditions induce the FTR even for commen-
surate arms lengths.
width, the specific structure of the resonance in the com-
plex energy plane (not presented here) make the FTR very
similar to the BIC considered by Pursey and Webber [57].
In this paper we intentionally avoided the use of term BIC
for the quantum ring. From our point of view, the direct
analogy with the results of von Neuman and Wigner [29],
Pursey and Webber [57] is not correct in the case of the
quantum ring without any potentials. One of the central
idea of von Neuman and Wigner was in special choice of
the potential the electron is subjected to. This choice leads
to the integrability of the continuum wave function. The
relationship between the properties of the wave function
and potential is crucial in the definition of the BIC. For
the quantum ring we observe the emergence of the FTR
(in both cases of rings with and without Aharonov-Bohm
flux) in the absence of any potential.
The transmission resonances for the quantum graphs
and, in particular, for the quantum ring, were studied in
a number of works [53,58,59,60]. Upon studying the res-
onance line-shape features it was established these reso-
nances are the Fano resonances. The Fano resonances ap-
pear when the coupling between the discrete spectrum and
continuum takes place. Most often, the discrete spectrum
originates from the transverse quantization. However, even
in a more simple quasi-one-dimensional model the Fano
resonances emerge [58]. In this case, they come from the
coupling of quasi-bound states of the compact part of the
graph and continuum of the external leads. This in turn
gives rise to the peculiarities of the the resonance struc-
ture in the complex energy plane [58]. The classical analog
of this phenomena are the Helmholtz resonances [61]. The
ring play the role of the resonator connected to the waveg-
uides. The quasi-bound states can leak out from the ring,
that is the coupling is done by the contacts.
Let us notice that the theoretical framework develop-
ing during research of quantum graph is interesting for
Fig. 10. This figure shows the transmission coefficient through
the linear chain of the connected quantum rings. The line-
shape can be rather different depending on the ratio of the
arm lengths: (a) transmission coefficient for the three quan-
tum ring with different, but commensurate arm lengths lγ1 =
1nm, lγ2 = 2nm; (b) transmission coefficient for the three
quantum ring with different and incommensurate arm lengths
lγ1 = 1nm, lγ2 = 2.1 nm.
a field that are, at first glance, far from the considered
problem. These are neurobiology and cellular biology. The
first reason follows from the usability of the graph to es-
tablish the relationships between the different parts of
complex system. The modular constitution of biological
systems becoming more and more convenient [62]. Thus,
the action potentials characteristic of nerve and muscle
cells have been reconstituted by transplanting ion channels
and pumps from such cells into non-excitable cells [63].
Thereby, the properties of single modules and molecular
connections between them are similar to electrical circuits
(with the Kirchhoff rules) and quantum graphs (with the
principles of quantum mechanics).
The second reason concerned with the existence of bi-
ological systems that are the natural graphs. For example,
it is neural networks in brain [64,65,66]. The fundamen-
tal properties of neural networks strongly depend on its
topology and coupling conditions at the nodes. Note, that
the same is typical for the quantum graphs.
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A Scattering by the potential with finite
support
By way of illustration of the vertex amplitudes method,
let us consider a well known problem of electron scatter-
ing on the one-dimensional potential with finite support
(see fig. 11). Below, we derive some general expressions
for transmission and reflection amplitudes using the ver-
tex amplitudes approach. It must be pointed out that the
obtained expressions are valid for the potentials with arbi-
trary profiles (not only for the square barriers, wells etc.).
Let us consider the left scattering problem in the infi-
Fig. 11. Schematic representation of the scattering by the po-
tential with finite support. Wavy line represents the potential.
nite quasi-one-dimensional lead with real potential V (x) ∈
C∞0 . In fact, these requirements are more stringent than
those actually needed for the validity of the results re-
ported below. Following the graph ideology we treat this
system as a graph consisting of three edges γ1, γ2, γ3 and
two vertices v1, v2. The local coordinates ξγ1 ∈ (−∞, ξ(1)v1 ],
ξγ2 ∈ [ξ(2)v1 , ξ(2)v2 ] and ξγ3 ∈ [ξ(3)v2 ,+∞) are defined in their
respective edges. Let potential V (x) to be located on the
edge γ2. For simplicity, we assume that the electron’s ef-
fective mass mγn to be equal to the mass of the free elec-
tron. According to the scattering theory ideology the wave
functions in the edges γ1, γ3 are taken in the form (6).
According to theory of differential equations [67], there
are two linearly independent solutions u(x) and v(x) of the
Schro¨dinger equation in the edge γ2. Thus, the wave func-
tion ψγ2 can be chosen as a linear combination of functions
u and v, namely:
ψγ2(ξγ2) = a u(ξγ2) + b v(ξγ2). (42)
Let us express the coefficients (a, b) of the ψγ2 in terms of
Ψ1 and Ψ2, where Ψ1 and Ψ2 are the values of the electron
wave function at the vertices v1 and v2 respectively. To do
this, we use the obvious relations:
a u(ξ
(2)
v1 ) + b v(ξ
(2)
v1 ) = Ψ1,
a u(ξ
(2)
v2 ) + b v(ξ
(2)
v2 ) = Ψ2.
(43)
Solving this system one obtains:(
a
b
)
=
1
u(ξ
(2)
v1 )v(ξ
(2)
v2 )− u(ξ(2)v2 )v(ξ(2)v1 )
×
×
(
v(ξ
(2)
v2 ) −v(ξ(2)v1 )
−u(ξ(2)v2 ) u(ξ(2)v1 )
)(
Ψ1
Ψ2
)
.
(44)
Applying the hermiticity conditions (5) to the wave func-
tion at vertices v1, v2 one obtain the two equations:
ik exp(ikξ(1)v1 )[1−r(k)]−
[
au′(ξ(2)v1 ) + bv
′(ξ(2)v1 )
]
= 0, (45)
− ik t(k) exp(ikξ(3)v2 ) +
[
au′(ξ(2)v2 ) + bv
′(ξ(2)v2 )
]
= 0, (46)
where a prime denotes differentiation with respect to ap-
propriate local coordinate. Using the continuity condi-
tions (4) in vertices and (44) we obtain the system of two
linear equations for unknown vector of vertex amplitudes
Ψ = (Ψ1,Ψ2)
T that can be written in the matrix form:
ΓΨ = F, (47)
where
Γ11 = u
′(ξ
(2)
v1 )v(ξ
(2)
v2 )− u(ξ(2)v2 )v′(ξ(2)v1 ) + ik∆˜,
Γ12 = u(ξ
(2)
v1 )v
′(ξ
(2)
v1 )− v(ξ(2)v1 )u′(ξ(2)v1 ),
Γ21 = v
′(ξ
(2)
v2 )u(ξ
(2)
v2 )− u′(ξ(2)v2 )v(ξ(2)v2 ),
Γ22 = u
′(ξ
(2)
v2 )v(ξ
(2)
v1 )− u(ξ(2)v1 )v′(ξ(2)v2 ) + ik∆˜,
F =
(
2ik∆˜ exp(ikξ
(1)
v1 )
0
)
,
∆˜ = u(ξ
(2)
v1 )v(ξ
(2)
v2 )− u(ξ(2)v2 )v(ξ(2)v1 ).
The solution of (47) is:
Ψ = (ik∆˜I+ Γt)
−1F,(
Ψ1
Ψ2
)
=
2ik exp(ikξ
(1)
v1 )∆˜
detΓ
(
Γ22
−Γ21
)
.
(48)
The transmission and reflection amplitudes are easily cal-
culated according to (12):
t(k) = Ψ2 exp(−ikξ(3)v2 ),
r(k) =
[
Ψ1 − exp(ikξ(1)v1 )
]
exp(ikξ
(1)
v1 ).
(49)
Substitution of (48) into (49) gives:
t(k) =
2i k (ν2 − µ2) exp[−ik(ξ(3)v2 − ξ(1)v1 )]
u1
u2
(ν2 − ik)(µ1 + ik)− v1
v2
(ν1 − ik)(µ2 + ik)
,
(50)
where
(u1,2; v1,2) ≡
(
u(ξ
(2)
v1,2 ); v(ξ
(2)
v1,2 )
)
,
(µ1,2; ν1,2) ≡
u′(ξ)
u(ξ)
∣∣∣∣∣
ξ=ξ
(2)
v1,2
;
v′(ξ)
v(ξ)
∣∣∣∣∣
ξ=ξ
(2)
v1,2
 .
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The expression for the reflection amplitude can be ob-
tained in analogous manner, namely:
r(k) =
u2v1(µ2 − ik)(ν1 − ik)− u1v2(ν2 − ik)(µ1 − ik)
u1v2(ν2 − ik)(µ1 + ik)− u2v1(ν1 + ik)(µ2 − ik)×
× exp
(
2ikξ
(1)
v1
)
.
(51)
The transfer-matrix of potential V (x) could be written
down according to (9).
It is significant to point out that the Γ-matrix carries
information about discrete spectrum of potential V (x).
Using the standard method [38], or directly from the prop-
erties of the transmission amplitude [39] it follows:
detΓ(k)
∆˜(k)
∣∣∣
k=iκn
= 0, (52)
κn = 2m|En|/h¯2, En is the energy of the n-th bound
state of the electron in potential V (x). To explain it, let
us note that the denominator of expression (50) is equal
to detΓ/∆˜(k). Therefore, the solutions of (52) correspond
to the poles of the transmission amplitude (50).
Thus, the proposed technique allows to resolve the
scattering problem in terms of two linearly independent
solutions of the Schro¨dinger equation for potential V (x)
and to calculate the binding energies of this potential.
B Scattering by the system of parallel
quantum wells
The problem of electron scattering on the system of n
connected in parallel quantum wells (see fig. 12) can be
easily solved using the vertex amplitudes method. To do
Fig. 12. The graph which corresponds to the scattering prob-
lem on the system of n connected in parallel quantum wells.
Wavy line represents the potential (in the considered case the
potential is the rectangular quantum well).
this one need to construct the Γ-matrix of the system.
In the considered case the elements of Γ-matrix have the
following form:
Γ11 = 1 +
n∑
s=1
Γ
(1,γs)
11 − Γ(1,γs)21 ,
Γ12 =
n∑
s=1
Γ
(1,γs)
12 − Γ(1,γs)22 ,
Γ21 =
n∑
s=1
Γ
(2,γs)
11 exp(iqslγs) + Γ
(2,γs)
21 exp(−iqslγs),
Γ22 =
n∑
s=1
Γ
(2,γs)
12 exp(iqslγs) + Γ
(2,γs)
22 exp(−iqslγs).
Here qs =
√
k2 − Vs, Vs = 2meUs/h¯2 and Us is the well’s
depth on the edge s. Let us transform to dimensionless
variables by taking 1 nm as length’s unit. As one can see,
the above Γ-matrix coincides with the Γ-matrix of the
quantum ring up to the replacement of q by k. If all wells
have a similar depth U0 and width l, then the expression
for Γ-matrix can be significantly simplified. Using (22),
one obtain:
Γ =

1 + i
nq
k
cot ql −inq
k
csc ql
i
nq
k
csc ql −1− inq
k
cot ql
 , (53)
where q =
√
k2 − V0. The transmission and reflection am-
plitudes can be found using equations (19). Namely, for
the transmission amplitude we get:
tn(k) =
2inkq
(k2 + n2q2) sin ql + 2inkq cos ql
. (54)
As it should be, at n = 1 this expression turns into the
standard expression for the scattering amplitude for the
one-dimensional single quantum well. Using (54) we can
analyze the dependence of the energy spectrum and trans-
mission coefficient of such a system on the number of con-
nected quantum wells.
At first, let us consider the transmission probability.
From fig. 13 it follows, for the connected in parallel quan-
tum wells the characteristic oscillations of the transmis-
sion coefficient take place. These oscillations are resulted
from quantum interference effects in analogous to the above
considered quantum rings. It is also seen that in the region
of energy far enough from the well’s bottom, κ≫ √−V0,
the period of oscillations does not depend on the number
of wells. Indeed, the elementary calculations show that
in this case the transmission coefficient becomes unity at
k = pis/l, s = 1, 2, . . . and minimal at k = (2s + 1)pi/l,
s = 0, 1, 2, . . .. The minimum value Tmin is approximately
determined by the following expression:
Tmin ≈ 4n
2
1 + 4n2 + n4
.
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Fig. 13. Transmission coefficient vs. wave number of electron
k. Solid line corresponds to the single well, dashed line cor-
responds to the two wells, dashed-dotted line corresponds to
the twenty wells. All quantum wells have the same depth and
width, namely U0 = −0.5 eV and l = 1nm. The single quan-
tum well with of such depth and width possesses one bound
state with energy equal to −0.04 eV.
This expression shows that with increase of the the num-
ber of parallel quantum wells the resonances of the trans-
mission coefficient become “narrower” and values of trans-
mission coefficient between resonances become closer to
zero.
Using (54) we can analyze the energy spectrum of the
system under consideration. To do this, recall that ener-
gies of bound states correspond to the simple poles of the
transmission amplitude [38,39]. In order to determine the
bound states energies construct the analytic continuation
of the transmission amplitude t(iκ). The bound states are
placed in the half-line Im k > 0. In fig. 14 the maxima of
the logarithm of the transmission coefficient square corre-
spond to the bound states of the system of n connected
in parallel quantum wells. With increase of the number
of the quantum number the bound state energy increases
and tends to a limiting value κ =
√−V0, fig. 15.
It is interesting to note that if one change the number
of connected in parallel identical quantum wells the new
bound states in the system will not appear.
References
1. C.P. Umbach, S. Washburn, R.B. Laibowitz, R.A. Webb,
Phys. Rev. B 30, 4048 (1984)
2. C.P. Umbach, C. Van Haesendonck, R.B. Laibowitz,
S. Washburn, R.A. Webb, Phys. Rev. Lett. 56, 386 (1986)
3. R.A. Webb, S. Washburn, C.P. Umbach, R.B. Laibowitz,
Phys. Rev. Lett. 54, 2696 (1985)
4. V. Chandrasekhar, M.J. Rooks, S. Wind, D.E. Prober,
Phys. Rev. Lett. 55, 1610 (1985)
5. L.P. Le´vy, G. Dolan, J. Dunsmuir, H. Bouchiat, Phys. Rev.
Lett. 64, 2074 (1990)
6. G. Timp, A.M. Chang, J.E. Cunningham, T.Y. Chang,
P. Mankiewich, R. Behringer, R.E. Howard, Phys. Rev.
Lett. 58, 2814 (1987)
Fig. 14. The logarithm of the transmission coefficient as the
function of the number of identical parallel quantum wells. Ad-
dition of the new quantum well leads to the shift of the bound
state energy position closer to a limiting value κ =
√−V0.
Solid line corresponds to single well, dashed line corresponds
to three wells, dashed-dotted line corresponds to ten wells. The
single well parameters are U0 = −0.5 eV and l = 1nm.
Fig. 15. The dependence of the bound state energy in a system
of parallel coupled quantum wells on the number of wells n.
The dashed horizontal line shows the limiting value κ =
√−V0.
The parameters of wells are U0 = −0.5 eV and l = 1nm. The
parameters of the wells are chosen so that each of them contains
the one bound state only with energy equal to −0.04 eV. Points
in the vertical axis indicate the value of κ for the bound state
in single isolated quantum well (lower point) and the value of
κ =
√−V0 (upper point).
7. G.J. Dolan, J.C. Licini, D.J. Bishop, Phys. Rev. Lett. 56,
1493 (1986)
8. C¸. Kurdak, A.M. Chang, A. Chin, T.Y. Chang, Phys. Rev.
B 46, 6846 (1992)
9. A.D. Benoit, S. Washburn, C.P. Umbach, R.B. Laibowitz,
R.A. Webb, Phys. Rev. Lett. 57, 1765 (1986)
10. K. Ishibashi, Y. Takagaki, K. Gamo, S. Namba, S. Ishida,
K. Murase, Y. Aoyagi, M. Kawabe, Solid State Commun.
64, 573 (1987)
11. P. Bamberg, S. Stenberg, A course in mathematics for stu-
dents of physics, Vol. 2 (Cambridge University Press, 1991)
12. L. Pauling, J. Chem. Phys. 4, 673 (1936)
13. K. Ruedenberg, C.W. Scherr, J. Chem. Phys. 21, 1565
(1953)
14 A.F. Klinskikh et al.: On the electron scattering in one-dimensional complexes: the vertex amplitudes method
14. H.B. Klevens, J.R. Platt, J. Chem. Phys. 17, 470 (1949)
15. J.R. Platt, J. Chem. Phys. 17, 484 (1949)
16. H.H. Schmidtke, J. Chem. Phys. 45, 3920 (1966)
17. R. Mallion, Proc. R. Soc. Lond. A 341, 429 (1975)
18. J. Dowker, J. Phys. A: Math. Gen. 5, 936 (1972)
19. L. Schulman, J. Math. Phys 12, 304 (1971)
20. A.B. Budgor, J. Math. Phys. 17, 1538 (1976)
21. G. Ringwood, J. Math. Phys. 22, 96 (1981)
22. N. Gerasimenko, B. Pavlov, Theor. Math. Phys. 74, 230
(1988)
23. N. Gerasimenko, Theor. Math. Phys. 75, 460 (1988)
24. C. Texier, G. Montambaux, J. Phys. A: Math. Gen. 34,
10307 (2001)
25. J. Desbois, J. Phys. A: Math. Gen. 33, L63 (2000)
26. E. Akkermans, Ann. Phys. 284, 10 (2000)
27. J.S. Griffith, J. Chem. Phys. 21, 174 (1953)
28. P. Kuchment, Wave Random Complex 14, S107 (2004)
29. J. Von Neuman, E. Wigner, Phys. Z. 30, 467 (1929)
30. F. Stillinger, D. Herrick, Phys. Rev. A 11, 446 (1975)
31. F. Capasso, C. Sirtori, J. Faist, D.L. Sivco, S.G. Chu, A.Y.
Cho, Nature 358, 565 (1992)
32. E.N. Bulgakov, K.N. Pichugin, A.F. Sadreev, I. Rotter,
JETP Lett. 84, 430 (2006)
33. C. Texier, M. Bu¨ttiker, Phys. Rev. B 67, 245410 (2003)
34. J. Xia, Phys. Rev. B 45, 3593 (1992)
35. P. Kuchment, Arxiv preprint arXiv:0802.3442 pp. 1 – 39
(2008)
36. E. Merzbacher, Quantum mechanics, 2nd edn. (Wiley,
1970)
37. A.F. Klinskikh, D.A. Chechin, A.V. Dolgikh, J. Phys. B:
At. Mol. Opt. 41, 161001 (2008)
38. L.D. Landau, E.M. Lifshitz, Quantum mechanics (Nonrel-
ativistic theory) (Pergamon, Oxford, 1977)
39. S.P. Novikov, S.V. Manakov, L.P. Pitaevskii, V.E. Za-
kharov, Theory of Solitons. The Inverse Scattering Trans-
form Method (Springer, 1984)
40. B.A. Dubrovin, A.T. Fomenko, S.P. Novikov, Modern Ge-
ometry - Methods and Applications: Part I: The Geometry
of Surfaces, Transformation Groups, and Fields (Springer-
Verlag, New-York, 1992)
41. R.D. Richtmyer, Principles of Advanced Mathematical
Physics, Vol. 1 (Springer, 1979)
42. N.I. Akhiezer, I.M. Glazman, Theory of Linear Operators
in Hilbert Space, 2nd edn. (Dover, 1993)
43. Y.V. Nazarov, Y.M. Blanter, Quantum Transport: In-
troduction to Nanoscience (Cambridge University Press,
2009)
44. E.W. Montroll, J. Math. Phys. 11, 635 (1970)
45. S. Alexander, Phys. Rev. B 27, 1541 (1983)
46. Y. Imry, Introduction to mesoscopic physics (Oxford Uni-
versity Press:New York, 1997)
47. K.K. Voo, C. Chu, Phys. Rev. B 74, 155306 (2006)
48. G. Cohen, O. Hod, E. Rabani, Phys. Rev. B 76, 235120
(2007)
49. P. Fo¨ldi, B. Molna´r, M. Benedict, F. Peeters, Phys. Rev.
B 71, 033309 (2005)
50. D.Y. Liu, J.B. Xia, Y.C. Chang, J. Appl. Phys. 106,
093705 (2009)
51. M. Suarez, T. Grosjean, D. Charraut, D. Courjon, Optics
Communications 270, 447 (2007)
52. T. Shahbazyan, I. Perakis, M. Raikh, Physica E 14, 172
(2002)
53. E.R. Hedin, R.M. Cosby, Y.S. Joe, a.M. Satanin, J. Appl.
Phys. 97, 063712 (2005)
54. M.A. Kokoreva, V.A. Margulis, M.A. Pyataev, Arxiv
preprint arXiv:0912.1033 pp. 1 – 25 (2009)
55. A.V. Dolgikh, P.A. Meleshenko, A.V. Kolupanova, A.F.
Klinskikh, Proc. Voronezh State Univ. Ser. Phys. Math.
1, 37 (2009)
56. C.H. Wu, G. Mahler, Phys. Rev. B 43, 5012 (1991)
57. D. Pursey, T. Weber, Phys. Rev. A 52, 3932 (1995)
58. Z. Shao, W. Porod, C.S. Lent, Phys. Rev. B 49, 7453
(1994)
59. A. Satanin, Y. Joe, Phys. Rev. B 71, 205417 (2005)
60. P.S. Deo, M. Manninen, J. Phys.-Condens. Mat. 18, 5313
(2006)
61. T. Rossing, ed., Springer handbook of acoustics (New York:
Springer, 2007)
62. L.H. Hartwell, J.J. Hopfield, S. Leibler, A.W. Murray, Na-
ture 402, C47 (1999)
63. H. Hsu, E. Huang, X. Yang, A. Karschin, C. Labarca,
A. Figl, B. Ho, N. Davidson, H. Lester, Biophys. J. 65,
1196 (1993)
64. O. Sporns, D.R. Chialvo, M. Kaiser, C.C. Hilgetag, Trends
Cogn. Sci. 8, 418 (2004)
65. Y. Iturria-Medina, R.C. Sotero, E.J. Canales-Rodr´ıguez,
Y. Alema´n-Go´mez, L. Melie-Garc´ıa, NeuroImage 40, 1064
(2008)
66. M. Galarreta, S. Hestrin, Nature 402, 72 (1999)
67. E.A. Coddington, N. Levinson, Theory of ordinary differ-
ential equations (McGraw-Hill:New York, 1955)
