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Introduction
Ever since the invention of calculus by Leibniz and Newton differential equations have played
an essential role in the development of mathematics and the applied sciences. One of the most
important theoretical questions, and maybe the most basic one concerning the study of differential
equations is the question of solvability.
Of course, it is easy to give examples of equations like ef
′
= 0 which cannot be solvable
in any reasonable sense. To comment on positive results, apart from basic examples, we first
turn to ordinary differential equations (ODEs). Here existence and also uniqueness theorems
for the Cauchy problem are available under rather mild conditions on the right-hand side. More
precisely Cauchy’s theorem guarantees existence for continuous right-hand sides and the theorem of
Picard-Lindelo¨f in addition gives uniqueness provided the right-hand side satisfies a local Lipschitz
condition. These results are local in nature, that is the solutions are only guaranteed to exist for
a (possibly very small) finite time interval. However, the class of linear ODEs allow for global in
time solutions which can even be given explicitly.
Taking a look at partial differential equations (PDEs) we first have to point out that the
situation here is far more complicated, even if we restrict ourselves to linear PDEs, as we will
do from now on. Historically, PDE-theory started with the study of examples originating from
physics, most prominently the three classical equations: Laplace, wave and heat equations, which
have been part of any introductory course about PDEs until today. There is a multitude of
explicit solutions known depending on initial or boundary conditions and the methods to solve
these equations have been extended and generalized successively to the classes of elliptic, parabolic
and hyperbolic equations.
However, there is one general existence result in PDE-theory. The theorem of Cauchy-
Kowalevskaya requires the linear partial differential equation∑
|α|≤m
aα(x)
∂α
∂xα
u(x) = f(x)
only to be of analytic type, i.e. the coefficients aα and the right-hand side f need to be (real-)
analytic on some open set Ω⊆Rn, then the equation is locally solvable. More precisely for each
point of Ω there exists a neighbourhood such that there is an analytic function u satisfying the
equation on that neighbourhood. Note the difference between the results mentioned above and
the theorem of Cauchy-Kowalevskaya: While the latter does not make any assumption on the
type of equation (e.g. hyperbolic) it puts quite strong regularity requirements on the coefficients
of the operator. On the other hand the regularity condition on the data in the statements above
is usually C∞ but can often be relaxed.
Now, the next natural step seems to be an extension of the Theorem of Cauchy-Kowalevskaya
to the smooth category. More precisely, let Ω be some open subset of Rn and bα and f be smooth
functions on Ω. We consider the linear partial differential equation∑
|α|≤m
bα(x)
∂αu
∂xα
(x) = f(x) (1)
on Ω. Analogous to the theorem of Cauchy-Kovalevskaya this equation should have smooth so-
lutions locally, i.e. solutions on some neighbourhood of any point. However, this setting may be
too difficult. In order to avoid problems steming from the behaviour of f on the boundary or
at infinity it seems natural to localize the problem of solvability by assuming f to be compactly
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supported in Ω. Note, however, that this assumption is at odds with analyticity since there is no
nontrivial analytic function of compact support.
On the other hand our demand for smooth solutions may be too restrictive as can be seen
from many examples (e.g. conservation laws). Indeed throughout the 20th century many different
kinds of generalized solution concepts have appeared. For our purpose, that is considering linear
PDEs with smooth data, distributions are the approbiate solution spaces to look at.
In the functional analytic approach of PDE-theory it is useful to distinguish between the
coefficients of the equation and its right-hand side more carefully. The favouarable viewpoint is
to consider linear partial differential operator with smooth coefficients (PDOs)
P (x, ∂) =
∑
|α|≤N
cα(x)
∂α
∂xα
cα ∈ C∞(Ω)
on Ω. Now the problem we want to handle can be stated as follows: If x0 is a point in Ω; is there
a neighbourhood of x0 such that for all test functions f there is a distribution defined on this
neighbourhood which satisfies the equation
P (x, ∂)u = f ?
Up to the fifties of the 20th century the general belief among the mathematicians – even among
specialists – had been that all linear PDOs with smooth coefficients are solvable in this sense.
This viewpoint was supported by a contemporary result in distribution theory, which was proven
indepedently by Malgrange and Ehrenpreis in 1955:
Theorem of Malgrange-Ehrenpreis. Let P a PDO with constant coefficients. Then there
exists a fundamental solution E∈D′(Rn) of P , that is we have
P (D)E = δ.
This result immediately implies local solvability of all PDOs with constant coefficients in the
sense introduced above where the neighbourhood actually may be taken all of Ω: Set u=E ∗ f
then we obtain
P (D) (E ∗ f) = P (D)E ∗ f = δ ∗ f = f,
since δ is the unit element for convolution and E ∗ f is defined thanks to the compact support of
the function f .
On trying to generalize the above result to the case of operators with smooth coefficients we
first meet another indication that we really have to formulate our problem locally. Indeed, it is
generally not possible to find a solution on all of Ω as the following example shows:
Consider the operator
T (x, ∂) = x
∂
∂y
− y ∂
∂x
on the open set Ω =R2\{0} (Note that in polar coordinates we have T = ∂∂θ ). Furthermore let g
be a smooth function on the real line, that equals zero outside the interval [1, 2] and g(3/2)=1. If
we put f(x, y) :=g(x2 + y2)∈D(Ω) then suppose that there exists a distribution u∈D′(Ω) which
satisfies the equation
Tu = f (2)
on Ω. Then we reach a contradiction by calculating
0 <
∫
Ω
|f(x, y)|2 dxdy = (Tu, f) =
(
u,
(
−x ∂
∂y
+ y
∂
∂x
)
f
)
=
(
u,−2xyg′ (x2 + y2)+ 2xyg′ (x2 + y2)) = 0,
hence there cannot be a distribution on Ω that satisfies (2).
In view of the previous considerations let us formalize our notion of solvability:
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Definition. We call a partial differential operator P with smooth coefficients defined on Ω⊆Rn
locally solvable at x0 ∈Ω, if there is a neighbourhood U of x0 in Ω such that for each f ∈D(Ω)
there is a distribution u on U which satisfies the equation
Pu = f.
It has already been said that it was the predomiant opinion in the 1950’s that every PDO
with smooth coefficients should be locally solvable at every point of its domain of definition. But
in 1957 Hans Lewy showed that there are smooth functions F on R3 such that the equation
Lu = −∂u
∂x
− i∂u
∂y
+ 2(x+ iy)
∂u
∂t
= F
has no continuously differentiable solution u with Ho¨lder continuous first order partial derivatives
on any open subset of R3. Of course, this result was quite a surprise, in particular, since the only
non-constant coefficient is actually a first-order polynomial. The task then was to ”explain” this
result somehow und answer the question, whether it also holds for distributional solutions.
In 1960 Lars Ho¨rmander was able to prove a geometric necessary condition for local solvability
of partial differential operators with C∞-coefficients. This result implies the existence of partial
differential operators, like the above operator L, which are not locally solvable at any point of
their domain. To formulate Ho¨rmander’s condition we introduce the following notation. We call
pm(x, ξ) =
∑
|α|=m
cα(x)ξ
α x ∈ Ω ξ ∈ Rn
the principal symbol of the operator P . If P is locally solvable at some point x then Ho¨rmander’s
condition says that the principal symbol of the commutator [P, P¯ ] = PP¯ − P¯P vanishes at any
point (x, ξ) in the cotangent bundle where pm has a zero (see [12] and also [23]). Later, in 1967
Ho¨rmander [14] generalized his necessary condition to the case of pseudodifferential operators.
Although this work focuses on necessary conditionss for local solvability of (pseudo-)differential
operators we now briefly turn to discuss some results on the contemplementary task of finding
sufficient conditions, for a more detailed discussion see [23]. First studies of this topic were
primarily concerned with operators of principal type. Such operators are defined by the condition
grad ξ pm(x, ξ) 6= 0 whenever pm(x, ξ) = 0
for (x, ξ) being a point in Ω×Rn\{0}. Note that the operator in the example of Lewy is of principal
type.
This class of operators was introduced by Ho¨rmander in his PhD-thesis 1955 ([10]), where
among other things he proved that PDOs of principal type with real-valued principal symbol are
always locally solvable. The property of an operator to be of principal type means essentially that
any non-trivial zero of the principal symbol is simple. This makes the investigation of conditions
on the principal symbol like Ho¨rmander’s condition much easier.
In 1963 Louis Nirenberg and Francios Tre´ves ([28–30], see also [37]) began to study the
problem of local solvability for principal type pseudodifferential operators. They conjectured that
local solvability for pseudodifferential operators is equivalent to a certain condition on the principal
symbol. In order to formulate this condition we need to define some notations beforehand:
Definition. Let A(x, ξ) be a real-valued smooth function in a neighbourhood of a point (x0, ξ0)∈
Ω × Rn \{0}. The bicharacteristic strip of A through (x0, ξ0) is the solution (x(s), ξ(s)) of the
Hamilton-Jacobi equations
dx
ds
= grad ξ A(x, ξ),
dξ
ds
= −grad xA(x, ξ)
with the initial value (x0, ξ0). If A(x0, ξ0) = 0 we call the respective bicharacteristics srip a null
bicharacteristic strip.
Of course, A is constant on any bicharacteristic strip. Hence on the null bicharacteristic strips
A vanishes.
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The Nirenberg-Tre´ves conjecture says that, if P is a pseudodifferential operator of principal
type (see the next chapter for the definition of the principal symbol of a pseudodifferential opera-
tor), then P is locally solvable (see Definition 2.1.2) at some point x0 if and only if there is some
neighbourhood U where the following condition is satisfied:
On every null bicharacteristic strip of Re pm the function Im pm does not change sign (Ψ)
from − to + while the parameter is moving in the positive direction.
For differential operators condition (Ψ) simplifies to
On every null bicharacteristic strip of Re pm, Im pm does not change sign. (P)
Nirenberg and Treves proved the validity of their conjecture in various special cases: operators
of first order ([28]) and higher order operators with analytic principal symbol ([29, 30]). In
1973 Beals and Fefferman ([3]) proved that Condition ((P)) is sufficient for local solvability of
pseudodifferential operators.
In 1978 Moyer ([27]) proved the necessity of ((Ψ)) for local solvability of pseudodifferential
operators of principal type in two dimensions. Using some of his ideas Lars Ho¨rmander ([15]) was
able to extend this result to operators in any dimensions in 1981.
The proof of sufficiency of ((Ψ)) turned out to be rather difficult. In 1988 Nicolas Lerner
([22]) was able to show that condition (Ψ) is sufficient for pseudodifferential operators in two
dimensions. It took more than a decade before Nils Dencker ([4]) finally proved the sufficiency of
condition (Ψ) for the local solvability of principal type pseudodifferential operators in arbitrary
dimensions (see also [24] and [19]).
In this thesis we begin with a presentation of several partial differential operators, which are
not locally solvable and whose non-solvability can be proven in a rather elementary way. That
includes especially Lewy’s result which we reproduce here.
Then we give a detailed proof of Ho¨rmander’s necessary condition for local solvability of clas-
sical pseudodifferential operators. Finally we apply Ho¨rmander’s condition to show non-solvability
results for various operators.
We have formulated here and also in the rest of the thesis local solvability in terms of the
euclidean space Rn, but since it is by definition a local concept all results can be extended to
operators acting on manifolds.
Prerequisites
In this section we recall some facts on distribution theory and pseudodifferential operators
which we are going to use throughout this thesis.
First we fix some notations. We denote by N :={1, 2, . . . } the natural numbers starting with 1
whereas N0 :=N ∪ {0}. Generally, if not explicitly stated otherwise, Ω denotes a non-empty open
subset of the Euclidean space Rn. As usual, ∂j = ∂∂xj is the partial derivative with respect to xj
and Dj=(−i) ∂∂xj . If α is a multi-index, i.e. α∈Nn0 then we define for x∈Rn
|α| =
n∑
j=1
αj x
α =
n∏
j=1
x
αj
j
∂α =
∂α
∂xα
=
n∏
j=1
∂αj
∂x
αj
j
Dα =
n∏
j=1
D
αj
j .
We also set for x, ξ∈Rn
xξ =
n∑
j=1
xjξj .
The usual hermitian product on Cn is denoted by
(z, w) =
n∑
j=1
zjw¯j z, w ∈ Cn.
Next we summarize the main facts about the spaces used in distribution theory. For details see
[7] or [16]. The spaces
C(Ω) = C0(Ω) = {f : Ω −→ C continuous}
and (k ∈ N)
Ck(Ω) = {f ∈ C(Ω) : ∂αf ∈ C(Ω) : ∀α ∈ Nn0 with |α| ≤ k} .
are Fre´chet spaces. The same is true for the space
E(Ω) = C∞(Ω) =
⋂
k∈N0
Ck(Ω)
with respect to the seminorms
|f |K,α = sup
x∈K
|∂αf(x)| (K ⊆ Ω compact, α ∈ Nn0 ).
Another family of function spaces of interest are the Lp-spaces (for 0≤p<∞) defined by
Lp(Ω) =
f : Ω −→ C measurable :
∫
Ω
|f(x)|p dx <∞
 .
which are Banach spaces with respect to the norms
‖f‖Lp =
∫
Ω
|f(x)|p dx
 1p , p <∞.
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For p=∞ we put
L∞(Ω) := {f : Ω −→ C measurable : ∃M |f(x)| ≤M a.e.}
which is also a Banach space with respect to the norm
‖f‖∞ = inf {M : |f(x)| ≤M a.e.} .
Here we follow the usual habit of surpressing the fact that functions in Lp actually are equivalence
classes with respect to equality almost everywhere.
The scalar product
(f |g) =
∫
Ω
f(x)g¯(x) dx
turns L2(Ω) into a Hilbert space.
The support of a function f : Ω→ C is defined by
suppf = {x ∈ Ω : f(x) 6= 0}
Now let K be a compact subset of Ω. The spaces
D(K) = {f ∈ C∞(Ω) : suppf ⊆ K}
are Frechet spaces with respect to the seminorms (| . |K,α)α∈Nn0 .
We consider the space of test functions
D(Ω) ≡ C∞0 (Ω) = {f ∈ C∞(Ω) : supp f compact}
with the topology induced by the subspaces D(K) (K ⊆ Ω compact). Thus D(Ω) is the strict
inductive limit of the Frechet spaces, i.e. a LF-space and as such a Montel space (see [36] or [41]
for more details).
The elements of the dual
D′(Ω) = {u : D(Ω) −→ C antilinear & continuous}
are called distributions over Ω. A semilinear form u on D(Ω) is continuous, i.e. a distribution if
and only if
∀K ⊆ Ω compact ∃m ∈ N0 ∃C > 0 ∀ϕ ∈ D(Ω) with suppf ⊆ K
|u(ϕ)| ≤ C
∑
|α|≤m
|ϕ|K,α
Any f ∈Lp(Ω) gives rise to a distribution uf ∈D′(Ω) by
uf (ϕ) =
∫
Ω
f(x)ϕ¯(x) dx.
We identify f with uf and in this way obtain an embedding L
p(Ω)⊆D′(Ω). Instead of u(ϕ) we are
going to write (u, ϕ) for the action of u∈D′(Ω) on ϕ∈D(Ω). We continuously extend differention
and multiplication with C∞-functions on D(Ω) to D′(Ω) by duality, i.e. we define for u∈D′(Ω),
ϕ∈D(Ω) and f ∈C∞(Ω)
(Dαu, ϕ) := (u,Dαϕ) (fu, ϕ) = (u, f¯ϕ).
Similarly if we set fˇ(x)=f(−x) for f ∈C(Ω) we may define
(uˇ, ϕ) = (u, ϕˇ).
Let Ω′⊆Ω an open subset of Ω. We have D(Ω′)⊆D(Ω) continuously which implies that the
restriction
D′(Ω) 3 u 7−→ u∣∣
Ω′ : D(Ω′) 3 ϕ 7→ (u, ϕ)
is continuous as well. The distribution u|Ω′ ∈D′(Ω′) is called the restriction of u to Ω′. We then
define the support of a distribution u∈D(Ω) by
suppu = Ω \ {x ∈ Ω : ∃U open neighbourhood of x : u|U = 0}
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The space of distributions with compact support is exactly the spce of continuous antilinear forms
on D(Ω) which can be extended continuously to antilinear forms on E(Ω), i.e. they form the dual
E ′(Ω) of E(Ω).
Another important function space is the space of rapidly decreasing functions
S(Rn) =
{
f ∈ C∞(Rn) : ∀k ∈ N0 ∀α ∈ Nn0 sup
(
1 + |x|2)k/2 |Dαf | <∞}
which is also a Fre`chet space with respect to the seminorms
|f |α,β = sup
x∈Rn
∣∣xαDβf(x)∣∣ .
Its dual
S ′(Rn) = {u : S(Rn) −→ C semilinear & continuous}
is the space of tempered distributions.
The Fourier transform of ϕ∈L1(Rn) is defined by
F(ϕ)(ξ) =
∫
Rn
ϕ(x)e−ixξ dx.
It follows immediately that F(ϕ)∈C(Rn) and
sup
x∈Rn
|ϕ(x)| ≤ ‖ϕ‖L1 .
The Fourier transform induces a linear isometric isomorphism on L2(Rn), i.e.
F : L2(Rn) '−→ L2(Rn)
and
‖F(ϕ)‖L2 = ‖ϕ‖L2 .
The Fourier transform is also an isomorphism on S(Rn)⊆L1(Rn) and by duality, i.e.
(F(u), ϕ) = (uˇ,F(ϕ)) (u ∈ S ′(Rn), ϕ ∈ S(Rn))
the Fourier transform is extended to an isomorphism on S ′(Rn). We obtain the following exchange
formulae
F(Dαf)(ξ) = ξαF(f)(ξ), F(xαf)(ξ) = (−D)αF(f)(ξ).
Next we recall the main facts on L2-based Sobolev spaces. The Sobolev space of exponent
s∈R is defined by
Hs = Hs(Rn) =
{
u ∈ S ′(Rn) : (1 + |ξ|2) s2 F(u) ∈ L2(Rn)} .
The space Hs is a Hilbert space with respect to the scalar product
(u | v)s =
∫
Rn
(1 + |ξ|2)sF(u)(ξ)F(v)(ξ) dξ.
The derived (Sobolev) norm is
‖u‖s =
(∫
Rn
(1 + |ξ|2)s|F(u)|2 dξ
) 1
2
.
Since Hs⊆Ht for s≥ t we may set
H−∞ :=
⋃
s∈R
Hs, H∞ :=
⋂
s∈R
Hs
We note that we have the following isometric isomorphism
H−s(Rn)
∼=−→ (Hs(Rn))′ . (3)
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Since S(Rn) is dense in Hs for any s we have that this duality is characterized by the following
fact: Let u∈S ′(Rn) be a tempered distribution and ϕ∈S(Rn), if we have an estimate of the form
|(u, ϕ)| ≤ C‖ϕ‖−s
for some constant C>0, then u∈Hs and ‖u‖s≤C.
Let m∈N0 then
Hm =
{
u ∈ L2(Rn) : Dαu ∈ L2(Rn) ∀|α| ≤ m} .
and
‖u‖2m =
∑
|α|≤m
‖Dαu‖2L2
Hence we may define for arbitrary open Ω⊆Rn the Sobolev space
Hm(Ω) =
{
u ∈ L2(Ω) : Dαu ∈ L2(Ω) ∀|α| ≤ m}
with norm
‖u‖m =
 ∑
|α|≤m
‖Dαu‖2L2
1/2
There are various options to define Sobolev spaces on Ω with arbitrary exponent s. We
consider the following: The local Sobolev space with exponent s is defined by
Hsloc(Ω) = {u ∈ D′(Ω) : ϕu ∈ Hs ∀ϕ ∈ D(Ω)} .
It carries the initial topology with respect to the mappings
Tϕ : H
s
loc(Ω) −→ Hs
u 7−→ ϕu.
Thus it is easy to see that Hsloc(Ω) is a Frechet space.
We denote by Hsc (Ω) the (strict) inductive limit with respect to the spaces
Hsc (K) = {u ∈ Hs(Rn) : suppu ∈ K}
where K∈Ω is compact. Thus Hsc (Ω) is an LF-space.
Furthermore, recall that D(Rn)⊆Hs(Rn) for any s, hence we can consider the spaces
Hs0(Ω) = D(Ω)
Hs(Rn)
where A
Hs(Rn)
means the closure of the set A ∈Hs(Rn) with respect to the Hs-topology. We
obtain immediately that Hs0(Ω) is a Banach space.
Partial differential operators (PDOs) with smooth coefficients on Ω are linear operators of the
form
P (x,D) =
∑
|α|≤m
aα(x)D
α (aα ∈ C∞(Ω)).
They are continuous operators on D(Ω) as well as on E(Ω). By duality we obtain that P is a
continuous operator on the distribution spaces D′(Ω) and E ′(Ω). PDOs are local operators, i.e.
suppPu ⊆ suppu ∀u ∈ D′(Ω)
We also have that P is a continuous operator
P : Hsc (Ω) −→ Hs−mc (Ω) ∀s ∈ R,
P : Hs0(Ω) −→ Hs−m0 (Ω) ∀s ∈ R
resp.
P : Hsloc(Ω) −→ Hs−mloc (Ω) ∀s ∈ R.
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The expression
p(x, ξ) =
∑
|α|≤m
aα(x)ξ
α (x, ξ ∈ Rn) (4)
is called the (differential) symbol of the operator P . The principal symbol of P is given by
p0(x, ξ) =
∑
|α|=m
aα(x)ξ
α.
Finally we recall some basic facts on the theory of pseudodifferential operators. More details
and proofs can be found in [6, chapter 8], [17], [32] or [39].
A function a∈C∞(Ω×Rn) is said to be a symbol of order m on Ω if for all pairs of multi-indicies
(α, β)∈Nn0×Nn0 and every compact subset K of Ω there is a constant C>0 such that∣∣∣∣ ∂α∂xα ∂β∂ξβ a(x, ξ)
∣∣∣∣ ≤ C (1 + |ξ|2)m−|β|2 x ∈ Ω, ξ ∈ Rn. (5)
Obviously any differential symbols, i.e. functions of the form (4), is a symbol in the sense of (5).
We denote the space of symbols of order m by Sm(Ω) and observe that Sk(Ω)⊆Sl(Ω) for k≤ l.
Thus we set
S∞(Ω) =
⋃
m∈R
Sm(Ω), S−∞(Ω) =
⋂
m∈R
Sm(Ω).
If a∈Sm(Ω) and b∈Sl(Ω) then we have a+ b∈Smax(m,l) and ab∈Sm+l(Ω).
A widely used way to construct new symbols from existing ones is the following method: Let
(pj)j be a sequence of symbols such that pj ∈Sm−j(Ω) for some m∈R and all j∈N0. We say that
the formal series
∑∞
j=0 pj is an asymptotic expansion of a symbol p∈Sm(Ω) if
p−
∑
j<k
pj ∈ Sm−k(Ω) ∀k > 0
and we write
p ∼
∞∑
j=0
pj
Observe that the sum need not converge at all. Nevertheless we have that for any sequence
pj ∈Sm−j(Ω) there is a symbol p∈Sm(Ω) (unique modulo S−∞(Ω)) such that p∼
∑∞
j=0 pj .
If a∈Sm(Ω) and b∈Sl(Ω) are symbols then we define new symbols in Sm resp. Sm+l by
a∗(x, ξ) =
∫
Ω
∫
Rn
e−iyηa(x− y, ξ − η) dηdy (6)
and
a]b(x, ξ) =
∫
Ω
∫
Rn
e−yηa(x, ξ − η)b(x− y, ξ)dηdy (7)
where all integrals have to be considered strictly as oscillatory integrals. (See [32] for technical
details). We have the following asymptotic expansions
a∗ ∼
∑
α
1
α!
∂αξ D
α
x a¯, a]b ∼
∑
α
1
α!
∂αξ aD
α
x b
We note that the prodecure to obtain a symbol from an asymptotic expansion
∑
j pj does not
depend on the fact that the pj ’s are smooth on the whole set Ω×Rn: Let m∈R be a real number
and pj ∈C∞(Ω×Rn\{0}) smooth functions, which are positively homogeneous of degree m− j in
10 LOCAL SOLVABILITY OF ΨDE
the second factor. It is easy to see that pj satisfies (5) in K ×Rn\{0} for s=m− j. Now, we can
construct a symbol p from the sequence (pj)j such that for all k∈N and K∈Ω compact∣∣∣∣∣∣ ∂
α
∂xα
∂β
∂ξβ
p(x, ξ)−∑
j<k
pj(x, ξ)
∣∣∣∣∣∣ ≤ C (1 + |ξ|2)
m−|β|
2 ∀x ∈ K, ∀ξ ∈ Rn \ {0}, ∀α, β ∈ Nn0
and we write again p∼∑j pj . We say that ∑j pj is the asymptotic expansion (in homogeneous
terms) of p. We call such symbols polyhomogeneous or classical and denote the subspace of Sm(Ω)
of classical symbols of order m on Ω by Smcl (Ω). Any differential symbol of order m is of course
an element of Smcl (Ω). A non trivial example of a classical symbol of order m is
λm(ξ) =
(
1 + |ξ|2)m2
since it can be written in the form
|ξ|m (1 + |ξ|−2)m2 = ∞∑
j=1
bj |ξ|j .
For each symbol p there is a linear operator P on C∞0 defined by
P (x,D)u = op p(u) =
1
(2pi)n
∫
Rn
eixξuˆ(ξ) dξ (u ∈ C∞0 ). (8)
We call P the pseudodifferential operator associated with the symbol p and set
Ψm(Ω) = {op p : p ∈ Sm(Ω)}
and accordingly
Ψ∞(Ω) =
⋃
m∈R
Ψm(Ω), Ψ−∞(Ω) =
⋂
m∈R
Ψm(Ω).
We recall that P is a linear continuous operator
P (x,D) : D(Ω) −→ C∞(Ω).
In order to extend P to distributions we note that, if u, ϕ∈D(Ω) we have
(P (x,D)u, ϕ) =
∫∫
eixξp(x, ξ)uˆ(ξ)ϕ(x) dξdx =
∫
gϕ(ξ)uˆ(ξ) dξ,
where
gϕ(ξ) =
∫
Ω
eixξp(x, ξ)ϕ(x) dx
is a rapidly decreasing function, i.e. gϕ∈S ([6, Lemma 8.5.]).
Now let u∈E ′(Ω), then there is some s∈R (c.f. [36, Theorem 29.2]) such that
F(u)(1 + |ξ|2) s2 ∈ L2(Rn).
Hence we may define P (x,D)u by
(P (x,D)u, ϕ) =
∫
Rn
uˆ(ξ)gϕ(ξ) dξ
for any ϕ∈D(Ω) and hence
P : E ′(Ω) −→ D′(Ω).
is a linear, sequentially continuous operator.
Let P ∈Ψm(Ω) be a pseudodifferential operator of order m then also
P : Hsc (Ω) −→ Hs−mloc (Ω)
and
P : Hs0(Ω) −→ Hs−mloc (Ω)
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is a continuous and linear mapping for any s∈R.
Moreover, if P ∈Ψ−∞(Ω) then Pu∈C∞(Ω) for any u∈E ′(Ω). Thus such operators are called
regularizing and Ψ−∞(Ω) is called the space of regularizing operators.
Any linear and continuous mapping
T : D(Ω) −→ D′(Ω)
has a distributional kernel by the Schwartz kernel theorem ([36, Theorem 51.7]). More precisely,
there is a distribution K∈D′(Ω×Ω) such that for all test functions u, v∈D(Ω)
(Tu, v) = (K,u⊗ v)
where u⊗v(x, y)=u(x)v(y).
A pseudodifferential operator P ∈ Ψ∞(Ω) is said to be properly supported iff the support
suppψ of its distributional kernel ψ is a proper subset of Ω × Ω, i.e. for any compact K⊆Ω the
sets pr−11 (K)∩suppψ and pr−12 (K)∩suppψ are compact subsets of Ω. Here pr1 and pr2 denote
the projection of Ω× Ω onto the first and second factor, respectively.
We denote the space of properly supported pseudodifferential operators of order m on Ω
by Ψmps(Ω) and define, similarly to above, Ψ
∞
ps(Ω) =
⋃
Ψmps(Ω). Now a properly support operator
P ∈Ψmps(Ω) actually maps D(Ω) into itself and also extends uniquely to a continuous linear operator
P : C∞(Ω) −→ C∞(Ω),
since D(Ω) is dense in C∞(Ω). Moreover, we obtain that
P : E ′(Ω) −→ E ′(Ω)
and
P : D′(Ω) −→ D′(Ω)
are linear and continuous mappings (see [39, Proposition 3.2]).
We observe that for any P ∈Ψm(Ω) there is a properly supported operator P˜ ∈Ψmps(Ω) such
that P − P˜ is a regularizing operator, i.e.
P − P˜ ∈ Ψ−∞(Ω).
Now let P ∈Ψm(Ω) and Q∈Ψlcl(Ω) with symbols p and q, respectively, then p∗ (see (6)) is the
symbol of the adjoint of P defined by
(P ∗ψ,ϕ) = (ψ, Pϕ) ψ,ϕ ∈ D(Ω),
i.e. P ∗=op p∗ is also a pseudodifferential operator of order m. Furthermore P ◦Q is well-defined
and it is a pseudodifferential operator of order m + l with symbol p]q (see (7)). If in addition
P ∈Ψmps(Ω) then P ∗∈Ψmps(Ω) and P ◦Q∈Ψm+lps (Ω).
Now we can define the class of pseudodifferential operators we will mainly deal with. The
elements of
Ψmcl (Ω) =
{
P ∈ Ψmps(Ω) : ∃p ∈ Smcl (Ω) op p = P
}
are called polyhomogeneous or classical pseudodifferential operators of order m on Ω. If P is a
PDO of order m then P ∈Ψmcl (Ω) and also
Λm(D) = opλm ∈ Ψmcl .
Let p∈Smcl (Ω) be a classical symbol with asymptotic expansion
∑
j pj . The term of the highest
degree in homogeneity, i.e. p0, is called the principal symbol of the operator P =op p.

CHAPTER 1
Basic Examples
1.1. The Lewy-Operator
In 1957 Hans Lewy published a remarkable article [25], which surprised and amazed the
mathematical community. In constrast to the general belief of that time he gave an example
of a linear partial differential equation with smooth coefficients and right-hand side that is not
solvable. More precisely, he proved in this article, which has no references, that for the operator
– now called the Lewy operator –
L(x, ∂) = − ∂
∂x
− i ∂
∂y
+ 2i(x+ iy)
∂
∂t
(1.1.1)
there are infinitely differentiable functions f such that the equation Lu=f cannot have solutions u
which are continuously differentiable with Ho¨lder continuous first derivatives in any open subset of
R3. This result has a multitude of consequences not only in the theory of linear partial differentiable
equations but also in complex analysis.
We give an account on this result mainly following the presentation of [20]. The main result
is
1.1.1. Theorem. There exists a function f ∈C∞(R3) such that the Lewy equation
Lu = f (1.1.2)
has no solution on any open subset Ω⊆R3 with u∈C1(Ω) and ux, uy and ut being Ho¨lder continuous
on Ω. Furthermore, the set of such functions is not meager in C∞(R3).
We begin with some preparatory results, which are going to be employed to prove Theorem
1.1.1. The main idea of this proof is that if a C1-function u solves the equation Lu= f , then f
already has to be real-analytic. A first result is
1.1.2. Lemma. Let ψ∈C∞(R) be real-valued and u let a C1-solution of the equation
Lu = ψ′(t) (1.1.3)
on the cylinder Ωδ := {(x, y, t) ∈ R3
∣∣x2 +y2 < δ , |t−t0| < δ}, where δ>0. Then ψ is real-analytic
at t0.
Proof. We begin by introducing new coordinates on Ω by setting
x =
√
r cos θ
y =
√
r sin θ
and therefore
x+ iy =
√
reiθ. (1.1.4)
Defining the function
U(t, r) := i
√
r
2pi∫
0
u
(√
r cos θ,
√
r sin θ, t
)
eiθ dθ (1.1.5)
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we obtain the following, where for brevity we supress the variables of the function u
∂U
∂r
(t, r) = i
1
2
√
r
2pi∫
0
ueiθ dθ + i
√
r
1
2
√
r
2pi∫
0
(
cos θ ux + sin θ uy
)
eiθ dθ
=
1
2
√
r
ueiθ
∣∣∣∣2pi
θ=0
+ i
i
2
2pi∫
0
eiθ
(− sin θ ux + cos θ uy) dθ
+ i
1
2
2pi∫
0
(
cos θ ux + sin θ uy
)
eiθ dθ
=
1
2
i
2pi∫
0
(
ux + i uy
)
dθ.
Moreover, by (1.1.4) we have
∂U
∂t
(t, r) = i
√
r
2pi∫
0
ut e
iθ dθ = i
2pi∫
0
(x+ iy)ut dθ.
Hence, using (1.1.3) we obtain
i
∂U
∂r
(t, r) +
∂U
∂t
(t, r) =
2pi∫
0
(
−1
2
∂x − 1
2
i∂y + i(x+ iy)∂t
)
u dθ =
1
2
ψ′(t)
2pi∫
0
dθ = piψ′(t).
Now setting
G(t, r) := U(t, r)− piψ(t)
we conclude that
i∂rG+ ∂tG = i∂rU + ∂tU − piψ′ = 0,
and G is therefore a holomorphic function for z= t+ ir with 0 < r < δ and |t− t0| < δ. By (1.1.5)
G is continuous at r = 0 as well and G(t, 0) = −piψ(t) ∈ R. By the Schwarz reflection principle
(see [8, Theorem X.3]) we may extend G by setting G(t,−r) = G(t, r) to a holomorphic function
on a neighbourhood of (0, t0) and hence G(t, 0) = −piψ(t) is real analytic at t0. 
1.1.3. Remark. Observe that from Lemma (1.1.2) we already obtain the following non-existence
result: Let ψ∈C∞\Cω in a neighbourhood of t0 then Lu=ψ′ has no classical (i.e. C1-) solution in
this neighbourhood. This result can be extended to weak L2-solutions by (c.f. [2])
1.1.4. Lemma. Let ψ ∈ C∞(R), Ω=Ωδ as in Lemma 1.1.2 and let u ∈ L2(Ω) be a weak solution
of
Lu = ψ′ (1.1.6)
on Ω. Then ψ is real analytic at t0.
Proof. Let u∈L2 be a weak solution of (1.1.6), i.e.,∫
Ω
u(x, y, t)(ϕx + iϕy − 2i(x+ iy)ϕt) dxdydt =
∫
Ω
ψ′(t)ϕ(x, y, t) dxdydt ∀ϕ ∈ D(Ω). (1.1.7)
We consider, in particular, ϕ(x, y, t)=φ(x2+y2, t), where φ∈D(Ω˜) and Ω˜ :={(r, t)∈R2 | 0 < r <
δ, |t− t0| < δ}. We set as in the proof of Lemma 1.1.2 x=
√
r cos θ, y=
√
r sin θ. Then we obtain
ϕx = 2xφr, ϕy = 2yφr, and
∣∣∣∣det ∂(x, y, t)∂(r, θ, t)
∣∣∣∣ =
∣∣∣∣∣∣
1
2
√
r
cos θ −√r sin θ 0
1
2
√
r
sin θ
√
r cos θ 0
0 0 1
∣∣∣∣∣∣ = 12 .
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Keeping (1.1.4) in mind we obtain thus for all φ∈D(Ω˜)
δ∫
0
t0+δ∫
t0−δ
2pi∫
0
u
(√
r cos θ,
√
r sin θ, t
)(
2xφr + 2iyφr − 2i(x+ iy)φt
)1
2
dθdtdr
=
δ∫
0
t0+δ∫
t0−δ
2pi∫
0
u
(√
r cos θ,
√
r sin θ, t
)
eiθ
(√
rφr − i
√
rφt
)
dθdtdr
= pi
δ∫
0
t0+δ∫
t0−δ
ψ′(t)φ(r, t) dtdr.
(1.1.8)
Now we again set
U(t, r) := i
√
r
2pi∫
0
eiθu
(√
r cos θ,
√
r sin θ, t
)
dθ, (1.1.9)
and we obtain that U ∈L2(Ω˜) since u∈L2(Ω). More precisely, we have
∣∣U(r, t)∣∣2 ≤ r 2pi∫
0
|u(√r cos θ,√r sin θ, t)|2 dθ,
hence ∫
Ω˜
∣∣U(r, t)∣∣2 drdt ≤ δ δ∫
0
t0+δ∫
t0−δ
2pi∫
0
|u(√r cos θ,√r sin θ, t)|2 dθdtdr <∞
and by Fubini’s theorem the integral in (1.1.9) converges absolutely for almost all r, t. Now
equation (1.1.8) implies that∫
Ω˜
U(r, t)(−iφr − φt) dtdr = pi
∫
Ω˜
ψ′(t)φ(t, r) dtdr ∀φ ∈ D(Ω˜).
So U is a weak solution of −iUr + Ut = piψ′(t) on Ω˜. The operator −i∂r + ∂t =−i(∂r + i∂t) is
hypoelliptic [38, Theorem 3.1 & Theorem 5.1], hence smoothness of ψ′ implies U ∈C∞(Ω˜). Now
the proof of Lemma 1.1.2 shows that ψ is real analytic at t0. 
Returning to classical solutions we prove a ”translated” version of Lemma 1.1.2.
1.1.5. Lemma. Let ψ∈C∞(R) and let u be a C1-solution of the equation
Lu(x, y, t) = ψ′(t− 2y0x+ 2x0y)
on a neighbourhood of (x0, y0, t0). Then ψ is real analytic at t0.
Proof. Set x˜ :=x−x0, y˜ :=y− y0, t˜ := t− 2y0x+ 2x0y and define a new function u˜(x˜, y˜, t˜) :=
u(x(x˜, y˜, t˜), y(x˜, y˜, t˜), t(x˜, y˜, t˜)). Then u˜ is a C1-solution of the equation Lv=ψ′(t) since
Lu˜(x˜, y˜, t˜) =
(−u˜x˜ − iu˜y˜ + 2i(x˜+ iy˜)u˜t˜)
= −(ux + 2y0ut)− i(uy − 2x0ut) + 2i(x+ iy)ut − 2ix0ut + 2y0ut
= −ux − iuy + 2i(x+ iy)ut
= Lu(x, y, t) = ψ′(t˜)
Hence ψ(t¯) is real analytic at t0 by Lemma 1.1.2. 
Next we recall the fact that there are smooth functions that are not analytic at any point of
their domain.
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1.1.6. Lemma. Let Ω be an open subset of Rn. Then there are functions f ∈C∞(Ω), that are not
analytic at any point in Ω.
Proof. Let Kl := {x ∈ Ω | dist(x, ∂Ω) ≥ 1l ∧ |x| ≤ l}. Then we have that Kl is compact,
Kl⊆Kl+1 and
⋃
l∈N
Kl=Ω. We define a family of seminorms on C∞(Ω) by
pl : C∞(Ω) −→ R+
f 7−→ sup
x∈Kn
|α|≤l
∣∣Dαf(x)∣∣
Then, C∞(Ω) equipped with the seminorms (pl)l is a Fre´chet space. We recall that a function
f ∈C∞ is real analytic at p∈Ω iff
∃R > 0 ∀x : |xi − pi| < R (1 ≤ i ≤ n) f(x) =
∑
α≥0
Dαf(p)
α!
(x− p)α.
Hence, if f is analytic at p, then sup
α
|Dαf(p)| r|α|α! <∞ for all 0<r<R.
We show that the set M(p, r) := {f ∈ C∞ | sup
α
|Dαf(p)| r|α|α! < ∞} is meager in C∞(Ω): We
consider the following linear functionals on C∞(Ω)
Lα,p(f) =
Dαf(p)
α!
r|α|.
The functional Lα,p is continuous, since
|Lα,p(f)| ≤ Cpl(f) for p ∈ Kl, |α| ≤ l.
Moreover, it holds that
M(p, r) =
∞⋃
m=1
{f ∈ C∞(Ω) | sup
α
|Lα,p(f)| ≤ m} =:
∞⋃
m=1
Mm.
Note that Mm=
⋂
α
{f ∈C∞(Ω) : |Lα,p(f)|≤m} is closed. Now suppose that M(p, r) is not meager,
i.e.
∃m ∈ N : M◦m 6= ∅
which implies
∃l ∈ N ∃f0 ∈ C∞(Ω) ∃ε > 0 : Blε(f0) := {f : pl(f − f0) < ε} ⊆Mm
The set Blε(0) is a neighbourhood of 0. If f ∈C∞(Ω) is arbitrary then
f0 +
ε
2pl(f)
f ∈ Blε(f0) ⊆Mm
and by definition ∣∣∣Lα,p(f0 + ε
2pl(f)
f
)∣∣∣ ≤ m,
which gives ∣∣Lα,p(f)∣∣ ≤ ε
2pl(f)
(
m+ |Lα,p(f0)|
)
= Cpl(f) ∀α ∈ Nn0
and hence ∣∣Dαf(p)∣∣ ≤ C(r)pl(f) ∀α ∈ Nn0 .
But this certainly does not hold for general f ∈ C∞(Ω), so M(p, r) is meager.
The proof is clearly finished, if we show that F :={f ∈C∞(Ω) | ∃p∈Ω : f real analytic at p}
is meager in C∞(Ω). To see this let p ∈ Ω and M(p) := {f ∈ C∞ | f real analytic at p}. We
immediately have that M(p)⊆
∞⋃
n=1
M
(
p, 1l
)
, hence it follows from the above that M(p) is meager
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in C∞(Ω). Now let {pi∈Ω | i∈N} be a dense subset of Ω, then
⋃
i∈N
M(pi) is also meager in C∞(Ω).
If f ∈F , then by definition there is a point p∈Ω such that f is real analytic at p. But there is
also a number i∈N such that f ∈M(pi), hence F⊆
⋃
i∈N
M(pi) and so F is meager in C∞(Ω). 
Next we construct a special smooth function, that will be not analytic at any point of its
domain. We are going to use this particular function as the right-hand side of (1.1.2) and show
that a solution for the resulting equation cannot exist.
1.1.7. Lemma. Let ψ ∈ C∞(R) be periodic and nowhere analytic. Let {pj = (xj , yj , tj) | j ∈N}
be a dense subset of R3. Furthermore let cj =max{j, |xj |, |yj |}, σ∈ l∞ be a bounded sequence and
ξj= t− 2yjx+ 2xjy. Then the function
Fσ(x, y, t) :=
∞∑
j=0
σjc
−cj
j ψ(ξj). (1.1.10)
is smooth on R3.
Proof. Let ν=(ν1, ν2, ν3)∈N30 be a multi-index. Taking into account the boundedness of ψ
we obtain ∣∣DνFσ(x, y, t)∣∣ = ∣∣∣∣ ∞∑
j=0
σjc
−cj
j
(
Dνψ(ξj)
)
(−yj)ν1xν2j 2ν1+ν2
∣∣∣∣
≤ 2|ν|‖σ‖∞‖Dνψ‖∞
∞∑
j=0
c
|ν|−cj
j
(1.1.11)
Since for large j that c
|ν|−cj
j ≤ c
cj
2 −cj
j ≤ c−
j
2
j ≤ j−2 we see that DνFσ converges uniformly and
absolutely. 
To further proceed we introduce the following notations. Again let {pj = (xj , yj , tj}⊆R3 be
dense and denote by
Uj,n :=
{
p∈R3 ∣∣ |p− pj | ≤ 1
n
}
the ball around pj with radius
1
n . Then clearly every open subset of R
3 contains some Uj,n.
We denote for any open Ω⊆Rn by C1j,n(Ω) the Banach space of all continuous functions on Ω
that are C1 on Ω and the first derivatives can be continuously extended to Ωj,n (see [1]).
Now define Hj,n⊆C1(U j,n) by the conditions
(1) u(pj) = 0
(2)
∣∣Dαu(p)∣∣ ≤ n ∀|α| ≤ 1,∀p ∈ Uj,n
(3)
∣∣Dαu(p)−Dα(q)∣∣ ≤ n∣∣p− q∣∣ 1n ∀|α|=1, ∀p, q ∈ Uj,n
Note that (3) means that for all |α| = 1 the derivative Dαu is Ho¨lder continuous in Uj,n with
exponent 1n .
1.1.8. Lemma. The set Hj,n is compact in C1
(
U j,n
)
.
Proof. It is sufficient to show that Hj,n is closed and precompact for any choice of j and
n. Since closedness of Hj,n is obvious we prove precompactness by applying the Arzela-Ascoli
theorem: Indeed by (2) the functions u∈Hj,n together with their first-order derivatives are equi-
bounded. By (3) the derivatives are equi-continuous while equi-continuity of the functions follows
from the mean-value theorem and again (2). 
We now define for j, n∈N the following subsets of l∞:
Ej,n := {σ ∈ l∞ | Lu = Fσ has a solution in Hj,n}.
where Fσ is the function defined in (1.1.10). Then we have
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1.1.9. Lemma. The sets Ej,n are nowhere dense.
Proof. We first prove that the sets Ej,n are closed. Let σk ∈ Ej,n be a sequence which
converges to σ in l∞. Then there are uk ∈ Hj,n such that Luk = Fσk . By compactness of the
Hj,n we may assume w.l.o.g. that uk converges to some u∈Hj,n, i.e. Dαuk → Dαu uniformly for
|α| ≤ 1 and that Luk also converges to Lu. On the other hand we have Fσk→Fσ since (1.1.11)
implies ∣∣Fσk − Fσ∣∣ = ∣∣F(σk−σ)∣∣ ≤ C‖σk − σ‖∞
But then Lu=Fσ and so σ∈Ej,n.
In order to finish the proof we just have to show that E◦j,n=∅. Assume to the contrary there
exist ε>0 and σ0∈Ej,n such that
S = S(σ0, ε) := {σ ∈ l∞ : ‖σ − σ0‖∞ < ε} ⊆ Ej,n.
Let δ= ε2el∈ l∞ and σ=σ0+δ, then σ∈S since ‖σ− σ0‖∞= ε2 <ε. So there is u1∈Hj,n such that
Lu1 =Fσ=Fσ0 +Fδ. Since σ0∈Ej,n there exists v1∈Hj,n with Lv1 =Fσ0 and we may conclude
L(u1 − v1) = Fσ−σ0 = Fδ =
ε
2
c−cll ψ(ξl)
and u1 − v1∈Hj,n. It follows that
L
(
2
ε
c
cj
j (u1 − v1)
)
= ψ(ξl) = ψ(tl − 2yl + 2xly).
Clearly 2ε c
cj
j (u1−v1) is C1 and therefore ψ is analytic at tj by Lemma 1.1.5 which contradicts the
choice of ψ. 
Finally we have collected enough facts to finish the proof of the main theorem of this section,
i.e. Lewy’s result [25, Theorem]:
Proof of Theorem 1.1.1. We proceed by contradiction. Assume that for all bounded se-
quences σ there is an open subset Ω of R3 such that Lu = Fσ in Ω with u being continuously
differentiable and having Ho¨lder continuous first derivatives.
On the other hand there is some pj in Ω, hence Ω includes some Uj,n for n large enough. Then
also u is an element of Hj,n for n large enough, since we obtain (1) by substracting u(pj) whereas
(2) & (3) clearly hold for n large enough.
So we conclude that σ ∈Ej,n, hence l∞ =
⋃
j,nEj,n may be the countable union of nowhere
dense subsets. But this contradicts the Baire category theorem. 
1.1.10. Remark.
(1) From the Introduction we know that linear differential equations from with analytic
data (i.e. coefficients and right-hand side being analytic) always have analytic solutions
at least locally. Moreover, differential equations with constant coefficients are locally
solvable at any point by the Theorem of Malgrange-Ehrenpreis.
The Lewy-Operator L is closely related to both of these important classes of PDEs:
Only one of its coefficients is not constant but a simple polynomial of degree 1. Never-
theless, we have shown that L has no C1-solution with Ho¨lder continuous first derivatives
in any open subset of R3.
(2) The result of Lewy can be generalized to the statement that Lu=f has no distributional
solutions for some smooth functions in any open subset of R3. This is done via a neces-
sary condition for local solvability of PDOs given by Lars Ho¨rmander in 1960 [11] (see
also [12, Chapter 6]). We are going to present a more general statement also valid for
pseudodifferential operators in the next chapter.
(3) We have seen that proof of the non-solvability of the Lewy operator is based on complex
analysis (c.f. the proof of Lemma 1.1.2). This is not at all surprising: The Lewy oper-
ator L is the Cauchy-Riemann operator
∂
∂z¯1
+
∂
∂z¯2
in two dimensions restricted to the
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boundary of the pseudoconvex domain{
(z1, z2) ∈ C2 : |z1|2 + 2Im z2 < 0
}
,
(see [23, page 712]).
1.2. The Mizohata-Operator
There are even simplier operators than the Lewy-operator that are not locally solvable in the
sense of the definition given in the Introduction . In this case we may even show easily that there
are no distributional solutions. We consider the family of differential operators in two independent
variables of the form
Mk(x, ∂) =
∂
∂x
+ ixk
∂
∂y
k ∈ N0. (1.2.1)
This family of operators was introduced by S. Mizohata [26] in 1962, who examined the (analytic-)
hypoellipticity of these operators. Many authors have studied various properties of these operators,
most notable Nirenberg & Tre`ves [28] who showed that Mk is not locally solvable at x= 0 for k
odd and locally solvable everywhere for k even. Through the study of these and similar operators
Nirenberg and Treves [28] were led to state and prove a necessary and sufficient condition for local
solvability of first order differential operators of principal type (see [37, page 559] and [23, page
714]).
Grushin [9] gave an elementary proof of the non-solvability of
M2k−1(x, ∂)u = f k ∈ N (1.2.2)
for some smooth function f in a neighbourhood of the origin. Here we follow the exposition in [5]
and state
1.2.1. Theorem. Let Ω be a neighbourhood of 0. Then there is a function f ∈D(Ω) such that
equation (1.2.2) has no solution u∈D′(Ω).
Proof. Without loss of generality let Ω =BR = {z ∈ R2 : |z| < R} for some R and denote
by H :={(x, y) | x > 0} the right half plane. Let (Dn)n∈N be a sequence of disjoint open discs in
HΩ :=Ω∩H which converges to 0, more precisely let
Dn := {z ∈ R2 : |z − zn| < rn}
such that
HΩ 3 zn → 0, R+ 3 rn → 0
and for all m and n
Dn ⊆ HΩ, Dn ∩Dm 6= ∅
Furthermore let f ∈ C∞0 (Ω) such that f ≥ 0, f(x, y) = f(−x, y) and the support of f intersected
with HΩ is contained in the union of the discs Dn, i.e.
suppf ∩HΩ ⊆ D :=
∞⋃
n=1
Dn.
Finally, suppose that f >0 in Dm for some m.
Now assume that u∈D′(Ω) is a solution of the equation
M2k−1u(x, y) =
∂u
∂x
(x, y) + ix2k−1
∂u
∂y
(x, y) = f(x, y) (1.2.3)
on Ω. Since Ω is a disc we have u(−x, y)∈D′(Ω) for any distribution u∈D(Ω). We remark that
u(−x, y) actually is the pull back of u under the diffeomorphic change of variables (x, y) 7→(−x, y),
see [7] for details. For simplicity we proceed in a somewhat sloppy fashion to deduce from (1.2.3)
that on Ω
∂(u(−x, y))
∂x
+ ix2k−1
∂(u(−x, y))
∂y
= −f(−x, y). (1.2.4)
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Figure 1. Ω and the sequence Dn
Setting
v(x, y) :=
u(x, y) + u(−x, y)
2
w(x, y) :=
u(x, y)− u(−x, y)
2
we obtain by (1.2.3) and (1.2.4), that
∂v
∂x
+ ix2k−1
∂v
∂y
= 0 (1.2.5a)
∂w
∂x
+ ix2k−1
∂w
∂y
= f(x, y). (1.2.5b)
on Ω. Equations (1.2.5a) and (1.2.5b) change after substituting s=x2k/2k to
∂v
∂s
+ i
∂v
∂y
= 0 (1.2.6a)
∂w
∂s
+ i
∂w
∂y
= f, (1.2.6b)
where we have written again v respective w for the distributions v
(
x2k
2k , y
)
respectively w
(
x2k
2k , y
)
.
By the hypoellipticity of the Cauchy-Riemann operator ∂∂s + i
∂
∂y [38, Theorem 5.1] we have that
v and w are smooth functions on Ω. Moreover, v is an analytic function of the variable ζ=s+ iy.
Analogously, we obtain that w is an analytic function of the variable ζ outside the support of f ,
and in particular outside the set D. The set HΩ\D is connected and w=0 on the line x=0, hence
we have that w= 0 on HΩ\D by the analyticity of w. Therefore also w= 0 at the boundary of
every disc Dn. Using Green’s formula we obtain∫∫
Dm
f dxdy =
∫∫
Dm
(
wx + ix
2k−1wy
)
dxdy =
∮
∂Dm
(
w dy − ix2k−1w dy) = 0
which contradicts the fact that f >0 on Dm. 
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1.2.2. Remark. Since M2k−1 is invariant under translations along the y-axis we obtain that
M2k−1 is not locally slovable at any point of the y-axis.
1.2.3. Remark. In 1962 Mizohata [26] showed that M2k is hypoelliptic and analytic-hypoelliptic
on every open subset of the plane R2 whereasM2k−1 is neither hypoelliptic nor analytic-hypoelliptic
on any neighbourhood of 0 (see [31, Theorem 2.2.4 & Theorem 2.2.5]). This indicates a possible
connection between hypoellipticity and local solvability. We return to this topic at the end of this
work, see Remark 2.4.8.
The hypoelliptic properties of the Mizohata operator Mk is essentially established by the
coordinate transformation x
k+1
k+1 7→ x′ which transforms Mk into the Cauchy-Riemann operator,
which is locally solvable at any point of the plane (c.f. Theorem of Malgrange & Ehrenpreis )
and also hypoelliptic and analytic-hypoelliptic (see [38, Theorem 5.1]). For k even the coordinate
transform is bijective, whereas for k odd it is obviously singular at 0. We may use that this
coordinate transformation is bijective in order to obtain that M2k is locally solvable everywhere
and that M2k−1 is locally solvable at every point outside of the y-axis (c.f. [29, page 334] and
[31, page 65]). But we can easily give a result (c.f. [40, pages 869-871]) using rather elementary
methods, which implies immediately that M2k is locally solvable at any point of R2.
1.2.4. Proposition. Let f ∈S(R2). Then the equation
M2ku =
∂u
∂x
+ ix2k
∂u
∂y
= f (1.2.7)
has a solution u∈S ′(R2) for any k∈N0.
Proof. We denote by G the partial Fourier transform with respect to y defined by
Gf(x, η) :=
∞∫
−∞
e−iyηf(x, y) dy.
The transform G is an isomorphism from S(R2) into itself and can be extended to an isomorphism
on S ′(R2) by duality. For brevity we write fˆ :=Gf .
Applying G to equation (1.2.7) we obtain the ODE
∂uˆ
∂x
(x, η)− x2kηuˆ(x, η) = fˆ(x, η). (1.2.8)
In order to prove the Proposition it is sufficient to show that (1.2.8) has a solution v in S ′(R2).
Indeed, in this case we obtain
M2k
(G−1v) = G−1(∂v
∂x
− x2kηv
)
= G−1Gf = f.
Using basic ODE-theory we find that
v1(x, η) =
x∫
−∞
e−η
xk+1−sk+1
k+1 fˆ(s, η) ds
v2(x, η) = −
∞∫
x
e−η
xk+1−sk+1
k+1 fˆ(s, η) ds
are solutions of (1.2.8). They are smooth functions on R2 but obviously not in S′(R2) since they
grow faster than any polynomial at infinity. The function v defined by
v(x, η) =
{
v1(x, η) if η≤0
v2(x, η) if η>0
is infinitely differentiable with respect to the first variable for any fixed η and hence v is a solution
of (1.2.8) as well. Furthermore we have that v∈L∞(R2) since fˆ ∈S(R2) and the exponentials are
bounded in the respective areas and therefore v is a tempered distribution. 
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We have proved that there is a distributional solution of the equation (1.2.7) for any f ∈S.
But in fact the hypoellipticity of M2k yields
1.2.5. Corollary. The equation (1.2.7) has a smooth solution for any f ∈S(R2).
CHAPTER 2
A Necessary Condition
In this chapter we will present a full proof of Ho¨rmander’s necessary condition of local solvabil-
ity for classical pseudodifferential operators. In the first section we introduce the definition of local
solvability for pseudodifferential operators. The next two sections are essentially devoted to the
proof of Ho¨rmander’s condition. In the last section we use this condition to show non-solvability
results for various operators.
Throughout this chapter Ω is going to be an arbitrary open subset of Rn.
2.1. Local Solvability
We begin with repeating the definition of local solvability for linear partial differentiable
operators from the Introduction and give the definition of local solvability for pseudodifferential
operators according to Lerner [24]. Then we discuss first consequences of local solvability and
state Ho¨rmander’s necessary condition.
2.1.1. Definition. A partial differentiable operator P defined on Ω is called locally solvable at
the point x0∈Ω, if there exists an open neighbourhood U⊆Ω of x0 such that for all f ∈D(U)
Pu = f (2.1.1)
has a solution u∈D′(U).
2.1.2. Definition ([24, Definition 1.2.25]). Let P ∈Ψ∞ps(Ω) be a properly supported pseudodif-
ferential operator on Ω. The operator P is said to be locally solvable at x0∈Ω, if there exists an
open neighbourhood V ⊆Ω of x0 such that for every f ∈D(V ) there is a distribution u∈D′(Ω)
with
Pu = f on V .
2.1.3. Remark. Obviously the set of points, where P is locally solvable, is open.
2.1.4. Remark. For a partial differential operator P we now have two definitions of local solvabil-
ity of P : either we consider P as a partial differential operator or as a pseudodifferential operator.
However, in that case both definitions 2.1.1 and 2.1.2 coincide:
If P is a PDO which is locally solvable when considered as a ΨDO then it is obviously locally
solvable in the sense of Definition 2.1.1, i.e. is locally solvable as a PDO.
Conversely, if P is a PDO which is locally solvable in the sense of 2.1.1 it is also locally solvable
as a ΨDO, i.e. in the sense of Definition 2.1.2: Indeed we may choose V a relatively compact subset
of U containing x0 and apply a cutoff on V to the solution u∈D′(U) from 2.1.1. More precisely,
let χ ∈D(U) such that 0≤ χ≤ 1 and χ≡ 1 on V . Then v := χu satisfies v ∈ E ′(U)⊆D′(Ω) and
Pu=f on V hence v is a solution as required by 2.1.2.
A first consequence of local solvability is the following property of the adjoint operator:
2.1.5. Lemma. Let P ∈Ψ∞ps(Ω) which is locally solvable at x0 ∈ Ω. Then there exists a neigh-
bourhood V of x0, such that the adjoint operator P
∗ : D(V )→ D(Ω) is injective.
Proof. By hypothesis there exists an open neighbourhood V ⊆Ω of x0 such that for each
f ∈D(V ) there is a distribution uf ∈D′(Ω) such that Puf = f on V . Let v∈D(V ) with P ∗v= 0
and f ∈D(V ) be arbitrary. We may calculate
0 = (uf , 0) = (uf , P
∗v) = (Puf , v) = (f, v) = (v, f).
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So v equals zero in D′(V ), hence in D(V ). 
The injectivity of P ∗ in fact implies a much stronger statement, which will be used to prove
a necessary condition for local solvability of a pseudodifferential operator P .
2.1.6. Proposition. If P ∈Ψ∞ps(Ω) is locally solvable at a point x0∈Ω, then there is a neighbour-
hood U such that.
‖g‖s ≤ ‖P ∗g‖t (2.1.2)
for all g∈D(U) and some s, t∈R.
Proof. By assumption there is a neighbourhood V ⊆Ω of x0 such that for all f ∈D(V ) there
is a distribution u∈D′(Ω) with Pu=f in V .
First, we claim that the following inequality holds
|(f, g)| ≤ C‖f‖−s‖P ∗g‖t, f ∈ C∞0 (X), g ∈ C∞0 (Y ) (2.1.3)
where X and Y are compact neighbourhoods of x0 with Y ⊆X◦⊆X ⊆V . We recall that the space
E := C∞0 (X) together with the topology defined by the (semi-)norms ‖ . ‖n (n ∈ N) is a Fre´chet
space, where completness follows from the Sobolev embedding theorem (c.f. [36, Proposition
31.11]). Moreover, F := C∞0 (Y ) is metrizable with the topology induced by the (semi-)norms
‖P ∗. ‖n, (n∈N) (recall that P ∗ is injective by Lemma 2.1.5, hence ‖P ∗. .‖n is really a seminorm).
For any fixed g∈F the mapping Bg : f 7→ (f, g) is continuous on E, since
|(f, g)| ≤
∫
|fg| dx ≤ ‖f‖0‖g‖0 = C‖f‖0.
If we fix f ∈E then also the map Bf : g 7→ (f, g) is continuous on F since by local solvability
there is a u∈D′(Ω) with Pu=f on V and thus
|(f, g)| = |(Pu, g)| = |(u, P ∗g)| ≤ C
∑
|α|≤N
sup |DαP ∗g| ≤ C‖P ∗g‖m
for some m>N + n/2 by the Sobolev embedding theorem.
So we have proven that the bilinear mapping
B : E × F −→ C
f , g 7−→ (f, g)
is separately continuous, hence continuous by [36, Corollary of Theorem 34.1], which gives (2.1.3).
Inequality (2.1.3) also holds for all f ∈C∞0 (Ω), since
|(f, g)| = |(χf, g)| ≤ C‖χf‖−s‖P ∗g‖t ≤ C‖P ∗g‖t‖f‖−s
where χ∈D(X) is a cut-off for Y , i.e. χ|Y¯ =1. By duality (see (3) on page 7) it follows that g∈Hs
with
‖g‖s ≤ C‖P ∗g‖t.

2.1.7. Remark. As we have mentioned above we are going to use Proposition 2.1.6 in order to
show a necessary condition on pseudodifferential operators to be locally solvable at a point. This
will be done by contradiction, i.e. by showing that an inequality of the form (2.1.2) does not hold
in any neighbourhood of that point, if we assume the necessary condition to fail. In fact, most
necessary conditions are proven this way (see e.g. [5,12,29] etc.).
In the case of PDOs one often uses alternative semi-norms. More precisely, ‖ . ‖s can be
replaced by sup |Dα. | in the proof of Proposition 2.1.6 as we discuss now (see [12, Lemma 6.1.2]).
To this end suppose P is locally solvable at x0 with U as in Definition 2.1.1. Without loss of
generality we can assume that U is relatively compact. We set E =D(U¯) and F =D(U). Note
that (D(U¯), sup |Dα. |), resp. (D(U), sup |DβP ∗. |) are Fre´chet, resp. metrizable spaces. Hence we
may estimate (f, g) for fixed g by
|(f, g)| ≤ sup
x
|f |
∫
|g| dx ≤ C sup
x
|f |
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and for fixed f by
|(f, g)| = |(uf , P ∗g)| ≤ C
∑
|β|≤N
sup
x
|DβP ∗g|
where uf ∈D′(U) is a solution of the equation Pu=f .
Hence, again by [36, Corollary of Theorem 34.1] we obtain joint coninuity which gives∣∣∣∣ ∫ f(x)g(x) dx ∣∣∣∣ ≤ C ∑
|α|≤k
sup
x
|Dαf |
∑
|β|≤N
sup
x
|DβP ∗g| ∀f, g ∈ D(U) (2.1.4)
for some C>0, k, N ∈ N0.
In order to formulate Ho¨rmander’s condition in a brief and precise manner we introduce the
following
2.1.8. Definition (Poisson-Bracket). Let f, g ∈ C1(R2n,C). We define the Poisson-Bracket of f
and g by
{f, g}(x, ξ) =
n∑
j=1
(
∂f(x, ξ)
∂ξj
∂g(x, ξ)
∂xj
− ∂f(x, ξ)
∂xj
∂g(x, ξ)
∂ξj
)
. (2.1.5)
Note that, if P and Q are ΨDOs of order m resp. l with principal symbols p0 resp. q0 then the
commutator [P,Q]=PQ−QP is a ΨDO of order m+ l − 1 and its principal symbol [P,Q]0 is of
the form
[P,Q]0(x, ξ) = −i{p0, q0}(x, ξ)
Now we are able to state the announced necessary condition for local solvability of pseudodif-
ferential operators due to Lars Ho¨rmander, which is the main theorem of this chapter.
2.1.9. Theorem ([14, Theorem 1.4.8]). Let P ∈Ψmcl (Ω) be locally solvable at a point x0∈Ω and
let ξ0∈Rn\{0} be a vector such that
p0(x0, ξ0) = 0.
Then
{Re p0, Im p0} (x0, ξ0) ≤ 0. (2.1.6)
2.1.10. Remark. Note that if P is a PDO with constant coefficients then obviously
{Re p0, Im p0} (x, ξ) = 0
for any x and ξ, which corresponds to the fact that P is locally solvable by the Theorem of
Malgrange-Ehrenpreis as mentioned above.
Furthermore, if P is a ΨDO with real-valued principal symbol p0(or p0 taking only purely
imaginary values) we see immediately that the above bracket also equals 0. Hence we may say
that (2.1.6) is not sensitive for real-valued operators (c.f. Example 2.4.4).
In [14] Ho¨rmander used a different expression for the bracket condition, namely
Re i
n∑
j=1
∂p0(x0, ξ0)
∂ξj
∂p0(x0, ξ0)
∂xj
≤ 0.
But this formula coincides with (2.1.6) since we have
Re i
n∑
j=1
∂p0(x, ξ)
∂ξj
∂p0(x, ξ)
∂xj
=
i
2
n∑
j=1
(
∂p0(x, ξ)
∂ξj
∂p0(x, ξ)
∂xj
− ∂p0(x, ξ)
∂ξj
∂p0(x, ξ)
∂xj
)
=
i
2
n∑
j=1
(
−2iRe ∂p0(x, ξ)
∂ξj
Im
∂p0(x, ξ)
∂xj
(2.1.7)
+2iIm
∂p0(x, ξ)
∂ξj
Re
∂p0(x, ξ)
∂xj
)
= {Re p0, Im p0} (x, ξ)
for all x and ξ.
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For the sake of simplicity we have restricted ourselves to classical pseudodifferential operators
in Theorem 2.1.9. But the same result holds also for more general classes of pseudodifferential
operators (see [18]). However, in this case the notion of the prinipal symbol more subtle (see [5]
todogenauer) and the proof is far more complicated (c.f. [29]).
The proof of Theorem 2.1.9 will keep us occupied the next two sections. Its main idea is
based on the proof of Ho¨rmander’s necessary condition of local solvability for partial differential
operators in [12, Theorem 6.1.1]. There the bracket condition takes the form {p0, p¯0}(x0, ξ0)=0.
Similar to above we have
i
2
{p0, p¯0} (x, ξ) = {Re p0, Im p0} (x, ξ) (2.1.8)
We regain Ho¨rmander’s necessary condition for PDOs from Theorem 2.1.9 by
2.1.11. Corollary. Let P be a partial differential operator on Ω which is locally solvable at a
point x0∈Ω. Furthermore let ξ0∈Rn be a zero of the principal symbol pm of P at x0, i.e.
pm(x0, ξ0) = 0.
Then we have
{pm, p¯m}(x0, ξ0) = 0.
Proof. By assumption we can apply Theorem 2.1.9 (c.f. Remark 2.1.10), hence for all ξ0
with pm(x0, ξ0)=0 we have
{Re pm, Im pm} (x0, ξ0) ≤ 0.
Now assume there is some vector ξ′∈Rn such that pm(x0, ξ′)=0 and
{Re pm, Im pm} (x0, ξ′) < 0.
Then we obtain that pm(x0,−ξ′)=0 since pm is a homogeneous polynomial in the second variable.
Furthermore {Re pm, Im pm}(x, ξ) is a homogeneous polynomial of degree 2m − 1 and hence an
odd function in ξ. Therefore we have
{Re pm, Im pm}(x0,−ξ′) > 0
Thus P cannot be locally solvable at x0 by Theorem 2.1.9.
Hence we have
{Re pm, Im pm} (x0, ξ0) = 0
and the result follows with (2.1.8). 
2.2. The characteristic equation
In a first step of the proof of Theorem 2.1.9 we consider solutions of the characteristic equation
q0(x, gradw) = 0
of the adjoint Q=P ∗ of the operator P . More precisely, in this section we want to construct an
approximative solution with certain properties of the characteristic equation, which we are going
to use in the next section to contradict inequality (2.1.2).
We begin by taking a close look at the derivatives of special functions. In order to do so we
introduce the following notations.
2.2.1. Notation. We recall that we, as usual, have been using the following abbrevations for
partial derivatives
∂j =
∂
∂xj
and Dj = −i ∂
∂xj
j = 1, . . . , n
and if α∈Nn0 is a multi-index
∂α =
∂α
∂xα
and Dα = (−i)|α|∂α.
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If f(x, ξ) is a C1 function of two variables x, ξ∈Rn then we will write
f(j)(x, ξ) =
∂f
∂xj
(x, ξ), resp. f (j)(x, ξ) =
∂f
∂ξj
(x, ξ).
For brevity we define f (j1,j2) := f (j1)(j2). If α is a multi-index then we write
f(α)(x, ξ) =
∂αf
∂xα
(x, ξ), resp. f (α)(x, ξ) =
∂αf
∂ξα
(x, ξ).
In the follwowing we will have to examine frequently in detail derivatives of composite functions
in terms of their building blocks. To this end we introduce the following notation. For any multi-
index α we define a function
p = pα : {1, . . . , |α|} =: M = Mα −→ {1, . . . , n}
such that ∑
j∈M
ep(j) = α.
where el denotes the l
th unit vector. We call such a function a characteristic coordinate function
(ccf) of α. Note that possibly there are many ccfs for a multi-index α.
If Q is a subset of M we are able to define the following multi-index using the function p
p(Q) :=
∑
j∈Q
ep(j) ≤ α.
In particular we have p(M)=α. Furthermore we set
∂Q := ∂p(Q) DQ := Dp(Q)
f (Q)(x, ξ) := f (p(Q))(x, ξ) f(Q)(x, ξ) := f(p(Q))(x, ξ).
Observe that these operators depend on the choice of a ccf p which is not visible from our notation.
2.2.2. Lemma. Let m ∈N and α ∈Nn0 with |α|=m, f ∈ C∞
(
Ω × RN) and g ∈ C∞(Ω,RN) for
some N ∈N. Then we have
∂α
(
f ◦ (id, g))(x) = f(M)(x, g(x))
+
∑
R(M
m−|R|∑
l=1
N∑
j1,...,jl=1
∑
{Q1,...,Ql}
partition of M\R
f
(j1,...,jl)
(R) (x, g(x))
l∏
k=1
∂Qkgjk(x),
(2.2.1)
where gl denote the l-th component function of g, 1≤ l≤N .
Note the implicit use of pα in (2.2.1). However, another choice of a characteristic coordinate
function would only change the summation order, hence (2.2.1) is invariant under a change of ccfs.
Proof. We are going to prove this formula by induction. So let m= 1, i.e. α= eh for some
h∈{1, . . . , n}, then by the chain rule
∂eh
(
f ◦ (id, g))(x) = f(eh)(x, g(x)) + N∑
j1=1
f (j1)(x, g(x))∂ehgj1(x). (2.2.2)
That equation is obviously of the form (2.2.1), since m= 1 hence the only possible set R in the
last sum on the right-hand side of (2.2.1) is the empty set and thus l=1 and Q1 ={1}.
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Now let δ∈Nn0 be a multi-index of order m+ 1. Then δ is of the form δ=α+ eh, where α is
a multi-index of order m and again h∈{1, . . . , n}. We extend a(n arbitrary) ccf p of α by setting
p(m+ 1)=h, thus p becomes a ccf of δ. From the induction assumption we conclude that
∂δ
(
f ◦ (id, g))(x) = ∂eh(f(M)(x, g(x))
+
∑
R(M
m−|R|∑
l=1
N∑
j1,...,jl=1
∑
{Q1,...,Ql}
partition of M\R
f
(j1,...,jl)
(R) (x, g(x))
l∏
k=1
∂Qkgjk(x)
)
= f(M∪{m+1})(x, g(x))
+
N∑
j1=1
f
(j1)
(M)(x, g(x))∂
ehgj1(x)
+
∑
R(M
m−|R|∑
l=1
N∑
j1,...,jl=1
∑
{Q1,...,Ql}
partition of M\R
(
f
(j1,...,jl)
(R∪{m+1})(x, g(x))
+
N∑
jl+1=1
f
(j1...,jl,jl+1)
(M) (x, g(x))∂
ehgjl+1(x)
) l∏
k=1
∂Qkgjk(x)
+
∑
R(M
m−|R|∑
l=1
N∑
j1,...,jl=1
∑
{Q1,...,Ql}
partition of M\R
f
(j1,...,jl)
(R) (x, g(x))
N∑
u=1
∂eh∂Qugju(x)
l∏
k=1
k 6=u
∂Qkgjk(x)
= f(M ′)(x, g(x))
+
N∑
j1=1
f
(j1)
(M)(x, g(x))∂
ehgj1(x) (1)
+
∑
R(M ′
m+1∈R
m+1−|R|∑
l=1
N∑
j1,...,jl=1
∑
{Q1,...,Ql}
partition of M ′\R
f
(j1...,jl)
(R) (x, g(x))
l∏
k=1
∂Qkgjk (0)
+
∑
R(M
m+1−|R|∑
l=2
N∑
j1,...,jl=1
∑
{Q1,...,Ql}
partition of M\R
f
(j1,...,jl)
(R) (x, g(x))
∂ehgjl
l−1∏
k=1
∂Qkgjk(x)
(2)
+
∑
R(M
m−|R|∑
l=1
N∑
j1,...,jl=1
∑
{Q1,...,Ql}
partition of M\R
f
(j1,...,jl)
(R) (x, g(x))
l∑
u=1
∂Qu∪{m+1}gju(x)
l∏
k=1
k 6=u
∂Qkgjk(x),
(3)
where we have set M ′ :=M ∪ {m+ 1}.
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Now we claim that (1) + (2) + (3) is of the form (0) with the first sum replaced by
∑
R(M ′
m+1/∈R
.
This implies immediately the result since then we may write
∂δ
(
f ◦ (id, g)) = f(M ′)(x, g(x))
+
∑
R(M ′
m+1−|R|∑
l=1
N∑
j1,...,jl=1
∑
{Q1,...,Ql}
partition of M ′\R
f
(j1...,jl)
(R) (x, g(x))
l∏
k=1
∂Qkgjk ,
So we just need to verify the claim. We begin by computing
(2) + (3) =
∑
R(M
m−|R|∑
l=2
N∑
j1,...,jl=1
f
(j1,...,jl)
(R) (x, g(x))
 ∑
{Q1,...,Ql−1}
partition of M\R
∂ehgjl(x)
l−1∏
k=1
∂Qkgjk(x)
+
∑
{Q1,...,Ql}
partition of M\R
l∑
u=1
∂Qu∪{m+1}gju
l∏
k=1
k 6=u
∂Qkgjk(x)

+
∑
R(M
N∑
j1=1
...
jm+1−|R|=1
∑
{Q1,...,Qm−|R|}
partition of M\R
f
(j1,...,jm+1−|R|)
(R) (x, g(x))∂
ehgjm+1−|R|(x)
m−|R|∏
k=1
∂Qkgjk(x)
+
∑
R(M
N∑
j1=1
f
(j1)
(R) (x, g(x))∂
M\R∪{m+1}gj1(x).
We want to write these sums in terms of M ′, subsets of M ′ and M ′\R, respectively. The condition
R(M can be written as R(M ′, R 6=M , and m + 1 /∈R. The sums inside the bracket can be
written in terms of partitions of M ′ \R in the following way:
∑
{Q1,...,Ql−1,Ql={m+1}}
partition of M ′\R
l∏
k=1
∂Qkgjk(x) +
∑
{Q1,...,Ql}
partition of M ′\R
Qu 6={m+1} ∀u
l∏
k=1
∂Qkgjk(x)
=
∑
{Q1,...,Ql}
partition of M ′\R
l∏
k=1
∂Qkgjk(x),
since all partitions of M ′ \R into l sets for 2≤ l≤m−|R| are either of the form such that {m+ 1}
is a partition set itself or no partition set is equal to it. Hence we obtain
(2) + (3) =
∑
R(M ′
R 6=M
{m+1}/∈R
m−|R|∑
l=2
N∑
j1,...,jl=1
f
(j1,...,jl)
(R) (x, g(x))
∑
{Q1,...,Ql}
partition of M ′\R
l∏
k=1
∂Qkgjk(x)
+
∑
R(M ′
R 6=M
{m+1}/∈R
N∑
j1=1
...
jm+1−|R|=1
∑
{Q1,...,Qm−|R|,{m+1}}
partition of M ′\R
f
(j1,...,jm+1−|R|)
(R) (x, g(x))
m+1−|R|∏
k=1
∂Qkgjk(x) (i)
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+
∑
R(M ′
R 6=M
{m+1}/∈R
N∑
j1=1
f
(j1)
(R) (x, g(x))∂
M ′\Rgj1(x) (ii)
=
∑
R(M ′
R 6=M
{m+1}/∈R
m+1−|R|∑
l=1
N∑
j1,...,jl=1
∑
{Q1,...,Ql}
partition of M ′\R
f
(j1,...,jl)
(R)
l∏
k=1
∂Qkgjk(x) (iii)
since there is just one partition into m + 1 − |R| sets resp. 1 set, namely the one where every
element forms a partition set resp. the one where the only partition set is the entire set M ′ \ R
itself. We see at once that the terms (i) and (ii) are the sums corresponding to these partitions.
Term (iii) is nearly of the desired form, i.e. (0) with the first sum is over all proper subsets R of
M ′ with m+ 1 /∈R instead of m+ 1∈R. The only missing term is the one with R=M . But that
term is (1). Hence the claim is proven. 
2.2.3. Lemma. Let f, g be smooth functions on Ω, α∈Nn0 a multi-index of order m and τ ∈R a
real parameter. Furthermore set
Ψkτ (x) = e
τf(x)
eτg(x) − k−1∑
j=0
(τg(x))j
j!
 (2.2.3)
with k>m. Then we have
DαΨkτ = Ψ
k
τ
m∑
r=1
τ r
∑
{S1,...,Sr}
partition of M
r∏
b=1
DSbf
+
m∑
l=1
τ lΨk−lτ
∑
Q⊆M
|Q|≥l
∑
{Q1,...,Ql}
partition of Q
l∏
a=1
DQag
|M\Q|∑
r=1
τ r
∑
{S1,...,Sr}
partition of M\Q
r∏
b=1
DSbf
(2.2.4)
If we set g=0 in (2.2.4) then we immediately obtain:
2.2.4. Corollary. Let f ∈C∞(Ω), α∈Nn0 and τ ∈R. Then we have
Dα(eτf ) = eτf
|α|∑
r=1
τ r
∑
{S1,...,Sr}
partition of M
r∏
b=1
DSbf. (2.2.5)
Proof of Lemma 2.2.3. We will prove this equation by induction in a similar manner as
(2.2.1). First let α=eh for an h∈{1, . . . , n}, then by the Leibniz and the chain rule we have
DehΨkτ = τ
(
Dehf
)
Ψkτ + τ
(
Dehg
)
Ψk−1τ , (2.2.6)
which is clearly of the form (2.2.4) since M={1}.
Now let δ=α + eh. As in Lemma 2.2.2 we extend a characteristic coordinate function of α
to one of δ. Then we conclude with (2.2.6), the induction hypothesis and once again the Leibniz
rule that
DδΨkτ =
(
DehΨkτ
) m∑
r=1
τ r
∑
{S1,...,Sr}
partition of M
r∏
b=1
DSbf
+ Ψkτ
m∑
r=1
τ r
∑
{S1,...,Sr}
partition of M
r∑
v=1
DehDSvf
r∏
b=1
b 6=v
DSbf
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+
m∑
l=1
τ l
(
DehΨk−lτ
) ∑
Q⊆M
|Q|≥l
∑
{Q1,...,Ql}
partition of Q
l∏
a=1
DQag
|M\Q|∑
r=1
τ r
∑
{S1,...,Sr}
partition of M\Q
r∏
b=1
DSbf
+
m∑
l=1
τ lΨk−lτ
∑
Q⊆M
|Q|≥l
∑
{Q1,...,Ql}
partition of Q
l∑
u=1
DehDQug
l∏
a=1
a 6=u
DQag
|M\Q|∑
r=1
τ r
∑
{S1,...,Sr}
partition of M\Q
r∏
b=1
DSbf
+
m∑
l=1
τ lΨk−lτ
∑
Q⊆M
|Q|≥l
∑
{Q1,...,Ql}
partition of Q
l∏
a=1
DQag
|M\Q|∑
r=1
τ r
∑
{S1,...,Sr}
partition of M\Q
r∑
v=1
DehDSvf
r∏
b=1
b 6=v
DSbf
= Ψkτ
m∑
r=1
τ r+1Dehf
∑
{S1,...,Sr}
partition of M
r∏
b=1
DSbf
+ τ Ψk−1τ D
ehg
m∑
r=1
τ r
∑
{S1,...,Sr}
partition of M
r∏
b=1
DSbf
+ Ψkτ
m∑
r=1
τ r
∑
{S1,...,Sr}
partition of M
r∑
v=1
DehDSvf
r∏
b=1
b6=v
DSbf
+
m∑
l=1
τ lΨk−lτ
∑
Q⊆M
|Q|≥l
∑
{Q1,...,Ql}
partition of Q
l∏
a=1
DQag
|M\Q|∑
r=1
τ r+1Dehf
∑
{S1,...,Sr}
partition of M\Q
r∏
b=1
DSbf
+
m∑
l=1
τ l+1Ψk−l−1τ
∑
Q⊆M
|Q|≥l
Dehg
∑
{Q1,...,Ql}
partition of Q
l∏
a=1
DQag
|M\Q|∑
r=1
τ r
∑
{S1,...,Sr}
partition of M\Q
r∏
b=1
DSbf
+
m∑
l=1
τ lΨk−lτ
∑
Q⊆M
|Q|≥l
∑
{Q1,...,Ql}
partition of Q
l∑
u=1
DehDQug
l∏
a=1
a6=u
DQag
|M\Q|∑
r=1
τ r
∑
{S1,...,Sr}
partition of M\Q
r∏
b=1
DSbf
+
m∑
l=1
τ lΨk−lτ
∑
Q⊆M
|Q|≥l
∑
{Q1,...,Ql}
partition of Q
l∏
a=1
DQag
|M\Q|∑
r=1
τ r
∑
{S1,...,Sr}
partition of M\Q
r∑
v=1
DehDSvf
r∏
b=1
b 6=v
DSbf.
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Reordering terms and shifting the summation indicies at several places we obtain
DδΨkτ = Ψ
k
τ
m+1∑
r=2
τ rD{m+1}f
∑
{S1,...,Sr−1}
partition ofM
r−1∏
b=1
DSbf
+
m∑
r=1
τ r
∑
{S1,...,Sr}
partition of M
r∑
v=1
DSv∪{m+1}f
r∏
b=1
b 6=v
DSbf
 (I)
+ τΨk−1τ D
{m+1}g
m∑
r=1
τ r
∑
{S1,...,Sr}
partition of M
r∏
b=1
DSbf
+
m+1∑
l=2
τ lΨk−lτ
∑
Q⊆M
|Q|≥l−1
Dehg
∑
{Q1,...,Ql−1}
partition of Q
l−1∏
a=1
DQag
|M\Q|∑
r=1
τ r
∑
{S1,...,Sr}
partition of M\Q
r∏
b=1
DSbf
+
m∑
l=1
τ lΨk−lτ
∑
Q⊆M
|Q|≥l
∑
{Q1,...,Ql}
partition of Q
l∑
u=1
DQug
l∏
a=1
a6=u
DQag
|M\Q|∑
r=1
τ r
∑
{S1,...,Sr}
partition of M\Q
r∏
b=1
DSbf

(II)
+
m∑
l=1
τ lΨk−lτ
∑
Q⊆M
|Q|≥l
∑
{Q1,...,Ql}
partition of Q
l∏
a=1
DQag
|M\Q|+1∑
r=1
τ rDehf
∑
{S1,...,Sr−1}
partition of M\Q
r−1∏
b=1
DSbf
+
m∑
l=1
τ lΨk−lτ
∑
Q⊆M
|Q|≥l
∑
{Q1,...,Ql}
partition of Q
l∏
a=1
DQag
|M\Q|∑
r=1
τ r
∑
{S1,...,Sr}
partition of M\Q
r∑
v=1
DSv∪{m+1}f
r∏
b=1
b 6=v
DSbf.

(III)
Now we claim that
(I) = Ψτk
m+1∑
r=1
τ r
∑
{S1,...,Sr}
partition of M ′
r∏
b=1
DSbf, (a)
where we have again set M ′=M ∪ {m+ 1},
(II) =
m+1∑
l=1
τ lΨk−lτ
∑
Q⊆M ′
|Q|≥l
m+1∈Q
∑
{Q1,...,Ql}
partition of Q
l∏
a=1
DQag
|M ′\Q|∑
r=1
τ r
∑
{S1,...,Sr}
partition of M ′\Q
r∏
b=1
DSbf (b)
and
(III) =
m+1∑
l=1
τ lΨk−lτ
∑
Q⊆M ′
|Q|≥l
m+1/∈Q
∑
{Q1,...,Ql}
partition of Q
l∏
a=1
DQag
|M ′\Q|∑
r=1
τ r
∑
{S1,...,Sr}
partition of M ′\Q
r∏
b=1
DSbf. (c)
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This finishes the proof, since inserting (a),(b) and (c) for (I), (II) and (III) we are able to
conclude that
DδΨkτ = Ψ
k
τ
m+1∑
r=1
τ r
∑
{S1,...,Sr}
partition of M ′
r∏
b=1
DSbf
+
m+1∑
l=1
τ lΨk−lτ
∑
Q⊆M ′
|Q|≥l
m+1∈Q
∑
{Q1,...,Ql}
partition of Q
l∏
a=1
DQag
|M ′\Q|∑
r=1
τ r
∑
{S1,...,Sr}
partition of M ′\Q
r∏
b=1
DSbf
+
m+1∑
l=1
τ lΨk−lτ
∑
Q⊆M ′
|Q|≥l
m+1/∈Q
∑
{Q1,...,Ql}
partition of Q
l∏
a=1
DQag
|M ′\Q|∑
r=1
τ r
∑
{S1,...,Sr}
partition of M ′\Q
r∏
b=1
DSbf
= Ψτk
m+1∑
r=1
τ r
∑
{S1,...,Sr}
partition of M ′
r∏
b=1
DSbf
+
m+1∑
l=1
τ lΨk−lτ
∑
Q⊆M ′
|Q|≥l
∑
{Q1,...,Ql}
partition of Q
l∏
a=1
DQag
|M ′\Q|∑
r=1
τ r
∑
{S1,...,Sr}
partition of M ′\Q
r∏
b=1
DSbf.
So we only need to verify the above claim. The proofs of the three equations are analogous
to the correspending part in the proof of Lemma 2.2.2. We start with the simpliest of the three,
i.e. (I)=(a). This equation is proven, if we can show that
m+1∑
r=2
τ rD{m+1}f
∑
{S1,...,Sr−1}
partition of M
r−1∏
b=1
DSbf +
m∑
r=1
τ r
∑
{S1,...,Sr}
partition of M
r∑
v=1
DSv∪{m+1}f
r∏
b=1
b6=v
DSbf
=
m+1∑
r=1
τ r
∑
{S1,...,Sr}
partition of M ′
r∏
b=1
DSbf.
(2.2.7)
The left hand side of (2.2.7) is apparently equal to
m∑
r=2
τ r

∑
{S1,...,Sr−1,Sr={m+1}}
partition of M ′
r∏
b=1
DSbf +
∑
{S1,...,Sr}
partition of M ′
Sv 6={m+1} ∀v
r∏
b=1
DSbf

+ τm+1D{m+1}
m∏
b=1
D{b}f + τDM∪{m+1}f.
Applying the argument used in the last part of the proof of Lemma 2.2.2 we obtain that the sum
from above equals
m∑
r=2
τ r
∑
{S1,...,Sr}
partition of M ′
r∏
b=1
DSbf + τm+1D{m+1}
m∏
b=1
D{b}f + τDM∪{m+1}f,
but this is just the right hand side of (2.2.7), since the last two summands from above are the
terms corresponding to the values r=m+ 1 and r=1 in the right hand side of (2.2.7).
34 LOCAL SOLVABILITY OF ΨDE
Next we show that (III)=(c). We begin with the left-hand side, which, similar to the above,
can be written as
m∑
l=1
τ lΨk−lτ
∑
Q⊆M ′
|Q|≥l
m+1/∈Q
∑
{Q1,...,Ql}
partition of Q
l∏
a=1
DQag
|M\Q|∑
r=2
τ r
·

∑
{S1,...,Sr−1,Sr={m+1}}
partition of M ′\Q
r∏
b=1
DSbf +
∑
{S1,...,Sr}
partition of M ′\Q
Sv 6={m+1} ∀v
r∏
b=1
DSbf

+
m∑
l=1
τ lΨk−lτ
∑
Q⊆M ′
|Q|≥l
m+1/∈Q
∑
{Q1,...,Ql}
partition of Q
l∏
a=1
DQag τ |M
′\Q| ∏
σ∈M ′\Q
D{σ}f
+
m∑
l=1
τ lΨk−lτ
∑
Q⊆M ′
|Q|≥l
m+1/∈Q
∑
{Q1,...,Ql}
partition of Q
l∏
a=1
DQag τ DM
′\Qf
=
m∑
l=1
τ lΨk−lτ
∑
Q⊆M ′
|Q|≥l
m+1/∈Q
∑
{Q1,...,Ql}
partition of Q
l∏
a=1
DQag
|M\Q|∑
r=2
τ r
∑
{S1,...,Sr}
partition of M ′\Q
r∏
b=1
DSbf
+
m∑
l=1
τ lΨk−lτ
∑
Q⊆M ′
|Q|≥l
m+1/∈Q
∑
{Q1,...,Ql}
partition of Q
l∏
a=1
DQag τ |M
′\Q| ∏
σ∈M ′\Q
D{σ}f
+
m∑
l=1
τ lΨk−lτ
∑
Q⊆M ′
|Q|≥l
m+1/∈Q
∑
{Q1,...,Ql}
partition of Q
l∏
a=1
DQag τ DM
′\Qf.
But that is in fact (c), since the last two terms are the summands with the indicies r= |M ′ \Q|=
|M \Q|+ 1 and r=1 in (c).
The last equation to show is (II)=(b). We start with the calculation of the sum of the second
and last line of (II), which is equal to
m∑
l=1
τ lΨk−lτ

∑
Q⊆M ′
|Q|≥l
m+1∈Q
∑
{Q1,...,Ql−1,Ql={m+1}}
partition of Q
l∏
a=1
DQag
|M ′\Q|∑
r=1
τ r
∑
{S1,...,Sr}
partition of M ′\Q
r∏
b=1
DSbf
+
∑
Q⊆M ′
|Q|≥l+1
m+1∈Q
∑
{Q1,...,Ql}
partition of Q
Qu 6={m+1} ∀u
l∏
a=1
DQag
|M ′\Q|∑
r=1
τ r
∑
{S1,...,Sr}
partition of M ′\Q
r∏
b=1
DSbf

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+ τm+1Ψk−m−1τ
m+1∏
σ=1
D{σ}g
+ τΨk−1τ
∑
Q⊆M ′
|Q|≥2
m+1∈Q
DQg
|M ′\Q|∑
r=1
τ r
∑
{S1,...,Sr}
partition of M ′\Q
r∏
b=1
DSbf
=
m+1∑
l=2
τ lΨk−lτ
∑
Q⊆M ′
|Q|≥l
m+1∈Q
∑
{Q1,...,Ql}
partition of Q
l∏
a=1
DQag
|M ′\Q|∑
r=1
τ r
∑
{S1,...,Sr}
partition of M ′\Q
r∏
b=1
DSbf
+ τΨk−1τ
∑
Q⊆M ′
|Q|≥2
m+1∈Q
DQg
|M ′\Q|∑
r=1
τ r
∑
{S1,...,Sr}
partition of M ′\Q
r∏
b=1
DSbf.
This is almost (b). The only missing term is for l=1 the sum over the subsets Q of M ′ of length 1
and which contain m+1. The only term in the missing sum is therefore the one where Q={m+1}.
But this sum is just the first line of (II) and so we have shown that (II) is equal to (b) and the
proof is finished. 
2.2.5. Theorem. Let q∈N, Q∈Ψ∞cl (Ω) and ξ0 ∈Rn\{0} a zero of the principal symbol of Q at
0, i.e.
q0(0, ξ0) = 0
and assume
{Re p0, Im p0}(0, ξ0) < 0. (2.2.8)
Then there exists a polynomial w1 such that∑
|α|<q
q
(α)
0 (x, ξ0)
(grad w1)
α
α!
= O(|x|q) x −→ 0 (2.2.9)
and w1 is of the form w1 = w2 + w3, where w2 is a homogeneous polynomial of degree 2 with
positive definite imaginary part and w3 =O(|x|3) (x→ 0).
Proof. For an arbitrary positive integer q∈N set
Tq(x, ξ) :=
∑
|β|<q
q
(β)
0 (x, ξ0)
β!
ξβ .
To begin with we observe that for all α∈Nn0 with |α|<q we obtain
T (α)q (x, ξ) =
∑
|β|<q
α≤β
q
(α)
0 (x, ξ0)
β!
(α− β)!β!ξ
β−α
and hence
T (α)q (0, 0)=q
(α)
0 (0, ξ0).
We now define a function Ψ : Ω→ C by
Ψ(x) = Tq(x, grad p(x))
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where p is a polynomial to be specified later. Expanding Ψ in its Taylor series around 0 up to
order q − 1 we obtain
Ψ(x) =
∑
|α|<q
∂αΨ(0)
xα
α!
+O(|x|q). (2.2.10)
By exploiting the relation between the Taylor coefficients of Ψ and the derivatives q
(α)
0 of the
principal symbol of Q and sucessively choosing the coefficients of p in such a way that ∂αΨ(0)
vanishes for all |α| < q we are going to prove the theorem. To this end we write
p(x)=
∑
|β|<q
aβx
β
with coefficients aβ to be specified below. First we set a0 =0=aγ for all |γ| = 1.
The fact that the first order part of p vanishes immediately implies
Ψ(0) = Tq(0, 0) = q0(0, ξ0) = 0,
which proves the theorem for q=1, since in this case Ψ(x)=T1(x, grad p(x))=q0(x, ξ0). Moreover,
it implies that the constant part in (2.2.10) can be ignored for general q.
The case q= 2 deserves special attention since it is here we have to deal with the assertions
on w2. So let |α|=1, i.e. , α=ek for some 1≤k≤ n. Then we have
∂Ψ
∂xk
(0) = q0,(k)(0, ξ0) +
n∑
j=1
q
(j)
0 (0, ξ0)
∂2p
∂xj∂xk
(0).
Labelling the coefficients aβ for |β|= 2 by cjk = aej+ek we see they have to satisfy the following
system of linear equations
q0,(k)(0, ξ0) +
n∑
j=1
q
(j)
0 (0, ξ0)cjk = 0 k = 1, . . . , n. (2.2.11)
Indeed, according to Lemma 2.2.7 below we may find a matrix (cjk)jk with positive definite
imaginary part that solves (2.2.11) since (2.2.8) implies the assumptions of Lemma 2.2.7.
Finally we deal with general α, i.e. |α|=m<q. We may assume that by induction we have
chosen the coefficients aβ up to order m such that ∂
γΨ(0)=0 for all |γ|≤m− 1. By Lemma 2.2.2
we have that
∂αΨ(0) = bα +
n∑
j=1
q
(α+ej)
0 (0, ξ0)
∂α+ejp
∂xα+ej
(0)
where here the only relevant term is the one with R= ∅, l= 1, Q1 =M and we observe that bα
only depends on the coefficients aβ of order |β| ≤m. Thus we obtain another system of linear
equations for the coefficients aα+ej of order m+ 1 of p which reads
bα +
n∑
j=1
q
(α+j)
0 (0, ξ0) cα+ej = 0 ∀|α| = m.
This system is solvable since the number of variables exceeds the number of equations. 
2.2.6. Remark. Let w1 a function which satisfies (2.2.9). The polynomial w := ixξ0 + w1 then
satisfies the equation q0(x, gradw) = O(|x|q), since if Sq(x, ξ) :=
∑
|α|<q q0(x, ξ0)(ξ − ξ0)α is the
Taylor expansion of q0 in the second variable at the point ξ0 it holds that
q0(x, gradw(x)) = Sq(x, gradw(x)) +O(|gradw1(x)|q) = Tq(x, gradw1(x)) +O(|x|q) = O(|x|q)
So w really is an approximative solution for the characteristic equation.
We close this section with a Lemma from complex linear algebra ([12, Lemma 6.1.4]), which
finishes the proof of Theorem 2.2.5.
2. A NECESSARY CONDITION 37
2.2.7. Lemma. Let a=(a1, . . . , an), f=(f1, . . . , fn)∈Cn be two vectors such that aj 6=0 for some
j. Then there exists a symmetric matrix α = (αjk)jk with positive definite imaginary part such
that
n∑
j=1
αkj aj = fk k = 1, . . . , n (2.2.12)
if and only if
Im
n∑
k=1
fk a¯k > 0. (2.2.13)
Proof. Equation (2.2.13) is necessary, since, if aj = bj + icj with bj , cj ∈ Rn, it follows that
(f, a) =
n∑
k=1
fk a¯k =
n∑
k,j=1
αkjaj a¯k =
n∑
k,j=1
αkj(bj + icj)(bk − ick)
=
n∑
k,j=1
αkjbjbk −
n∑
k,j=1
iαkjbjck +
n∑
k,j=1
i αkj︸︷︷︸
αjk
bkcj +
n∑
k,j=1
αkjcjck
=
n∑
k,j=1
αkjbjbk +
n∑
k,j=1
αkjcjck.
Now, since Imα is positive definite and at least one bj or cj 6= 0, we conclude that
Im (f, a) = Im
n∑
k=1
fk a¯k =
n∑
k,j=1
(
Imαkjbjbk + Imαkjcjck
)
= (Imα b, b) + (Imα c, c) > 0.
In order to prove the sufficiency of equation (2.2.13) we distinguish the following two cases:
First, assume that a is proportional to a real vector. After multiplication of a and f with the
same complex number we may assume w.l.o.g. that a is real. The system of equations (2.2.12) is
of the form
βa = g, γa = h,
where we have set α = β + iγ and f = g + ih with real β, γ, g, h. The first equation gives the
following (real) system of linear equations for symmetric β
n∑
j=1
βkjaj = fk k = 1, . . . , n.
Hence there are n equations for n(n+1)2 variables, thus there exists a nontrivial solution since there
is some j such that aj 6=0.
In order to construct γ we set h=h1 + a(h, a)/2(a, a). Then (h1, a)=(h− a(h, a)/2(a, a), a)=
(h, a)− (h, a)(a, a)/2(a, a)=(h, a)/2=(Im f, a)/2=Im (f, a)/2>0. We define γ as follows
γx :=
(h, a)
(2a, a)
x+
(x, h1)
(a, h1)
h1.
Then γ is obviously a linear mapping on Rn (i.e. a matrix) and symmetric, because
(γx, y) =
(
(h, a)
(2a, a)
x+
(x, h1)
(a, h1)
h1, y
)
=
(h, a)
(2a, a)
(x, y)+
(x, h1)
(a, h1)
(h1, y)
=
(h, a)
(2a, a)
(y, x) +
(h1, x)
(a, h1)
(y, h1) =
(
(h, a)
(2a, a)
y +
(y, h1)
(a, h1)
h1, x
)
= (γy, x).
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Furthermore, γ is positive definite: Let x 6=0 then
(γx, x) =
(
(h, a)
(2a, a)
x+
(x, h1)
(a, h1)
h1, x
)
=
(h, a)
(2a, a)
(x, x) +
(x, h1)
(a, h1)
(h1, x)
=
(h, a)
(2a, a)
(x, x) +
(x, h1)
2
(a, h1)
> 0.
Finally we have
γa =
(h, a)
(2a, a)
a+
(a, h1)
(a, h1)
h1 =
(h, a)
(2a, a)
a+ h− (h, a)
2(a, a)
a = h.
Now, assume that a is not proportional to a real vector. We are going to prove that the matrix
α = i
Im(f, a)
(a, a)
I + β
satisfies equation (2.2.12) with β being a real symmetric matrix to be determined below and I
the identity matrix. Note that a= 0 and that α is symmetric and its imaginary part is positive
definite since
Im (f, a) = Im
n∑
j=1
fj a¯j > 0.
Inserting our ansatz into (2.2.12) we obtain that
f = αa = i
Im (f, a)
(a, a)
a+ βa
hence
βa = f1 := f − i Im (f, a)
(a, a)
.
We observe that
Im (f1, a) = Im (f, a)− Im
(
iIm (f, a)
(a, a)
(a, a)
)
= Im (f, a)− Im (f, a) = 0.
(2.2.14)
Now we show the existence of such a β and hereby finish the proof of the Lemma. To begin
with note that
A =
{
z ∈ Cn
∣∣∣ z = βa for some real symmetric matrix β}
is a linear set with respect to real scalars. Any real hyperplane containing A is given by a
H =
{
z ∈ Cn
∣∣∣ Im (z, g) = 0} (2.2.15)
for some g∈Cn. Now we consider real, symmetric matrices Ξ of the form
Ξx = ξ(x, ξ)
for ξ∈Rn. Thus, by the definitions of A and (2.2.15) we obtain that
0 = Im (Ξa, g) = Im ((a, ξ)ξ, g) = Im (a, ξ)(ξ, g) (2.2.16)
for any ξ∈Rn. Now we claim that (2.2.16) together with the fact that a is not proportional to a
real vector implies that
g = λa for some λ ∈ R.
First, note that a /∈zRn for all z∈C implies that Im a and Re a are linearly independent. So
we may write a=b+ ic with b, c∈Rn linearly independent and g=x+ iy. Then we find
0 = Im ((ξ, g)(a, ξ)) = Im
[(
(ξ, x)− i(ξ, y))((b, ξ) + i(c, ξ))]
= (ξ, x)(c, ξ)− (ξ, y)(b, ξ) (2.2.17)
This means that for all ξ∈Rn
(ξ, x)c− (ξ, y)b ⊥ ξ. (2.2.18)
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Since x=0 implies g=0 we assume from now on that x 6=0. Now we choose ξ∈Rn is orthogonal
to x and y then by (2.2.18) ξ is orthogonal to b and c. Hence we have
〈x〉⊥ ⊆ 〈b〉⊥, 〈y〉⊥ ⊆ 〈c〉⊥
and so there exist λ, µ such that x=λb, y=µc. Hence (2.2.17) implies for all ξ∈Rn
λ(ξ, b)(ξ, c)− µ(ξ, c)(ξ, b) = 0.
So by the linear independence of b and c we obtain λ= µ hence x + iy = λ(b + ic) which is the
claim.
The equation Im (z, g) = 0 is therefore a consequence of Im (z, a) = 0. So by (2.2.14) we have
f1 ∈H. Since A is the intersection of all hyperplanes H as above we have f1 ∈ A, hence there
exists β as claimed. 
2.2.8. Corollary. Assuming (2.2.13) the matrix α given by Lemma 2.2.7 can be chosen diagion-
alizable, more precisely there exist a real matrix σ and a diagonal matrix λ such that
σασ−1 = λ, (2.2.19)
with the imaginary part of λ being positive definite.
Proof. We will repeat the construction from the proof of Lemma 2.2.7. But first we re-
call some general facts about matrices. We note that the real and the imaginary part of α are
diagonalizable (by a real matrix) since they are real symmetric matrices. It is obvious that the
statement of the corollary is equivalent to the diagonalization of β=Reα and γ=Imα by the same
real matrix. It is a well known fact from linear algebra that this is possible iff β and γ commute.
Following the argument of the sufficiency part of the proof of Lemma 2.2.7 we have to distinguish
two cases, whether the vector a in Lemma 2.2.6. is proportional to a real vector or not. In the
latter case we have that γ=cI for some c∈R, hence γ commutes with any other n× n-matrix. In
the former case we may assume w.l.o.g. that a is real and we have set for some real vectors h and
h′
γx =
(a, h)
(2a, a)
x+
(x, h′)
(a, h′)
h′.
The conditions on β from Lemma 2.2.7 are
βa = g
βt = β,
where g is some real vector. Now we claim that β can be chosen such that the above equations
are satisfied and that β commutes with γ, i.e.
βγ − γβ = [β, γ] = 0,
which is equivalent to
(x, h′)βh′ = (βx, h′)h′ ∀x ∈ Rn. (2.2.20)
It suffices to consider (2.2.20) for the standard basis, which leads to
h′k
n∑
j=1
βijh
′
j = h
′
i
n∑
j=1
βjkh
′
j i, k = 1, . . . n.
Summarizing we have that the coefficients of β have to satisfy the following systems of linear
equations
n∑
j=1
βkjaj = gk k = 1, . . . , n (2.2.21a)
βjk = βkj j 6= k = 1, . . . , n (2.2.21b)
h′k
n∑
j=1
βijh
′
j = h
′
i
n∑
j=1
βjkh
′
j i, k = 1, . . . , n. (2.2.21c)
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These are 3n
2+n
2 equations for n
2 variables, but only n2 equations are linear independent: It is
easy to see that the equation (2.2.21c) for i=k is a consequence of (2.2.21b). Furthermore we have
for l= 1, . . . , n, (2.2.21b) implies that the equations (2.2.21c) for i= l, k=n − l and for i=n − l,
k= l, respectively, are identical, since the equations are of the form
h′n−l
n∑
j=1
βljh
′
j = h
′
l
n∑
j=1
βj(n−l)h′j .

2.2.9. Remark. It holds in general, that two symmetric matrices, one of them being positive
definite, are simultaneous diagonalizable. ([24, Remark 4.2.2]).
2.3. Proof of Theorem 2.1.9
In this section we finally want to prove the announced necessary condition (i.e. Theorem 2.1.9)
for local solvability of an operator P . The proof is based on the construction of approximative
solutions of the equation P ∗u=0 which are of the form u(x)=ϕτ (x)eiτw where w(x)=xξ0 +w1(x)
is the smooth function constructed in section 2.2.
To begin with, we investigate the properties of functions f of the form f := ψeiτw, where
τ ∈R is a real parameter and ψ∈D a test function, while w is the function from Theorem 2.2.5,
i.e.
w(x) = xξ0 + w1(x) = ixξ0 + w2(x) + w3(x) (2.3.1)
with ξ0∈Rn fixed, w2 being a homogeneous second order polynomial with positive definite imag-
inary part and w3 =O(|x|3) (x → 0) a polynomial. In a sufficiently small neighbourhood of 0 it
obviously holds that
∃c > 0 Im(w2(x))− |w3(x)| ≥ c|x|2. (2.3.2)
2.3.1. Lemma ([33, Section 3.5]). Let u∈C with Reu>0. Then it holds for ξ∈R, that
F
(
e−ux
2
)
(ξ) =
+∞∫
−∞
e−ixξe−ux
2
dx =
√
pi
u
e−
ξ2
4u , (2.3.3)
where
√
z denotes the complex square root w of z with Rew≥0.
Proof. First we write the exponent in the integral of (2.3.3) as a complete square:
−ixξ − ux2 = − ξ
2
4u
+
ξ2
4u
− ixξ − ux2 = − ξ
2
4u
+
(
ξ
2
√
u
− i√ux
)2
= − ξ
2
4u
+
(−i√u)2(i ξ
2u
+ x
)2
= − ξ
2
4u
− u
(
x+ i
ξ
2u
)2
= − ξ
2
4u
− u
(
x+ i
ξu¯
2|u|2
)
= − ξ
2
4u
− u
(
x+
ξ
2|u|2 Imu+ i
ξ
2|u|2 Reu
)2
.
Hence we obtain
+∞∫
−∞
e−ixξe−ux
2
dx = e−
ξ2
4u
+∞∫
−∞
e
−u
(
x+ ξ
2|u|2 Imu+i
ξ
2|u|2 Reu
)2
dx = e−
ξ2
4u
+∞∫
−∞
e
−u
(
y+iξReu|u|2
)2
dy. (2.3.4)
We use contour integrals in order to compute the last integral in (2.3.4). More precisely, we
consider the entire function f(z) = e−uz
2
. For R > 0 and w.l.o.g. ξ > 0 we denote by ΓR the
boundary of the rectangle
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Figure 1. The path ΓR
The sides of the rectangle are parametrized by
Γ1(t) = t Γ3(t) = −t− iξReu|u|2 −R ≤ t ≤ R
Γ2(t) = R− it Γ4(t) = −R− i
(
ξ
Reu
|u|2 − t
)
0 ≤ t ≤ ξReu|u|2
Hence, by Cauchy’s theorem we have
0 =
∫
ΓR
f(z) dz =
∫
Γ1
f(z) dz +
∫
Γ2
f(z) dz +
∫
Γ3
f(z) dz +
∫
Γ4
f(z) dz
=
R∫
−R
e−ut
2
dt+
ξReu|u|2∫
0
e−u(R−it)
2
(−i) dt
−
R∫
−R
e
−u
(
t−iξReu|u|2
)2
dt+
ξReu|u|2∫
0
e
−u
(
−R−i
(
ξReu|u|2 −t
))2
i dt.
(2.3.5)
The integrals over the contours Γ2 and Γ4 converge to 0, if R tends to ∞, since we have∣∣∣∣∣
ξReu|u|2∫
0
e−u(±R−i(x−yt))
2
i dt
∣∣∣∣∣ ≤
ξReu|u|2∫
0
∣∣∣e−u(R2∓2iR(x−yt)−(x−yt)2)∣∣∣ dt
=
ξReu|u|2∫
0
e−Reu(R
2−(x−yt)2)±Imu2R(x−yt) dt
≤ Ce−cR2+k1R+k2 ≤ Ce−cR2 ,
therefore it follows for the limit R −→∞
+∞∫
−∞
e−ut
2
dt =
+∞∫
−∞
e
−u
(
t−iξReu|u|2
)2
dt. (2.3.6)
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Hence we only have to calculate the left integral, which, as we note, is also the integral (2.3.4) for
ξ=0. We obtain by the theorem of Fubini that +∞∫
−∞
e−ux
2
dx
2 = ∫
R2
e−u(x
2+y2) d(x, y) =
2pi∫
0
dϕ
∞∫
0
re−ur
2
dr
= pi
∞∫
0
e−us ds = pi
[
−e
−us
u
]∞
s=0
=
pi
u
,
since − e−usu is an antiderivative of e−us. It therefore holds that
+∞∫
−∞
e−ux
2
dx =
√
pi
u
and the result follows with (2.3.4). 
2.3.2. Lemma. For τ >0, N ∈N and the homogeneous polynomial w2(x)=(αx, x) from Theorem
2.2.5 we have ∫
|ξ|>√τ
∣∣F(eiw2)(ξ)∣∣(√τ |ξ|)N dξ = O(e−c′τ), (2.3.7)
where c′>0 is a constant.
Proof. By corollary 2.2.8 there is a real and orthogonal matrix σ such that λ= σασt is a
diagonal matrix with the eigenvalues of α as entries. It follows that
F(eiw2)(ξ) =
∫
Rn
e−ixξei(αx,x) dx =
∫
Rn
e−ixξei(σ
tλσx,x) dx =
∫
Rn
e−i(x,ξ)ei(λσx,σx) dx
=
1
|detσ|
∫
Rn
e−i(σ
ty,ξ)ei(λy,y) dy = |detσ|
∫
Rn
e−iyηei(λy,y) dy
=
n∏
j=1
+∞∫
−∞
e−iyjηjeiλj |yj |
2
dyj .
where y=σx and η=σξ.
The imaginary part of the eigenvalue λj is larger than 0 since Imα is positive definite and
hence the real part of −u= iλj is negative. Therefore it holds by Lemma 2.3.1 that
F(eiw2)(ξ) =
n∏
j=1
+∞∫
−∞
e−iyjηjeiλj |yj |
2
dyj =
n∏
j=1
√
pi
−iλj e
η2j
4iλj = (−4pi)n2
√
det(Λ)e(Λη,η)
where Λ is a diagonalmatrix with the entries 14iλj . Since η=σξ, it follows that
F(eiw2)(ξ) = (−4pi)n2
√
det(Λ)e(Λση,ση) = (−4pi)n2
√
det(Λ)e(σ
tΛσξ,ξ)
= (−4pi)n2
√
det(Λ)e(∆ξ,ξ) = (−4pi)n2
√
det(Λ)ep(ξ)
where p(η)=(∆η, η)=(σtΛσξ, ξ) is again a homogeneneous polynomial of degree 2 with negative
definite real part, since
Re
1
4iλj
= Re
−iλj
4|λ|2 =
−Imλj
4|λ|2 < 0.
Hence it holds for a number c>0 that∫
|ξ|>√τ
|F(eiw2)(ξ)|(√τ |ξ|)N dξ = τ N2 (−4pi)n2
√
det(Λ)
∫
|ξ|>√τ
|ep(ξ)||ξ|N dξ ≤ Cτ N2
∫
|ξ|>√τ
e−c|ξ|
2 |ξ|N dξ.
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By using n- dimensional polar coordinates and choosing m∈N such that 2m+ 1≥N + n− 1 we
obtain ∫
|ξ|>√τ
|F(eiw2)(ξ)|(√τ |ξ|)N dξ ≤ C
∫
r>
√
τ
e−cr
2
rN+n−1 dr ≤ C
∫
r>
√
τ
e−cr
2
r2m+1 dr.
The variable transformation s=r2 gives∫
r>
√
τ
e−cr
2
r2m+1 dr =
1
2
∞∫
τ
sme−cs ds.
Now, if we apply integration by parts we obtain the result. 
2.3.3. Lemma. Let s ≥ 0 and w be a polynomial of the form (2.3.1). Furthermore let U be a
neighbourhood of 0 with U ⊆ Ω such that (2.3.2) holds. Then we have for any ψ ∈ D(U) with
ψ(x)=O
(|x|2s) (x→0)
sup
∣∣Dα(ψeiτw)∣∣ = O(τ |α|−s) τ −→∞. (2.3.8)
Proof. It is sufficient to show that
sup
∣∣eiτwDβψ∣∣ = O(τ |β|−s) τ −→∞ (2.3.9)
since by the Leibniz rule and Corollary 2.2.4 we have that
sup
∣∣Dα(ψeiτw)∣∣ = sup ∣∣∣∣∣∑
β≤α
(
α
β
)
Dβψ eiτw
|α|−|β|∑
r=1
τ r
∑
{S1,...,Sr}
partition of M
r∏
b=1
DSbw
∣∣∣∣∣
≤
∑
β≤α
(
α
β
)
sup
∣∣eiτwDβψ∣∣ |α|−|β|∑
r=1
sup
∣∣∣∣∣τ r ∑{S1,...,Sr}
partition of M
r∏
b=1
DSbw
∣∣∣∣∣
and furthermore supx∈U
∣∣τ rf(x)∣∣ = O(τ r) for any f ∈ C∞(U). Also note that on U
Imw1 ≥ c|x|2,
since Imw1≥ Imw2 − |w3| ≥ c|x|2.
We finish the proof by establishing (2.3.9) by distinguishing two cases: First, if |β| ≥ s then
we have
sup
∣∣eiτwDβψ∣∣ ≤ Ce−τImw1 ≤ Ce−τc|x|2 ≤ C.
On the other hand, for |β|<s we obtain
τs−|β||eiτwDβψ| ≤ C(τ |x|2)s−|β|e−cτ |x|2 ≤ C
since Dβψ(x) = O
(|x|2s−|β|) = O(|x|2(s−β)), (x→ 0), and e−cτ |x|2 ∈S(Rn). 
2.3.4. Proposition. Let Q∈Ψmcl (Ω), w of the form (2.3.1) and let U ⊆Ω be a neighbourhood of
0 such that (2.3.2) holds for some c > 0 and all x ∈U . Finally, let ϕ ∈D(U), then we have the
following asymptotic formula
Q
(
ϕeiwτ
) ∼ eixξ0 ∑
α,j
q
(α)
j (x, τξ0)
Dα
(
ϕeiτw1
)
α!
(2.3.10)
in the sense that
∀N, J :
∣∣∣∣Q(ϕeiwτ)− eixξ0 ∑
|α|<N,j<J
q
(α)
j (x, τξ0)D
α
(
ϕeiτw1
) 1
α!
∣∣∣∣ = O(τm−J + τm−N2 ). (2.3.11)
Moreover, the asymptotic formula remains valid after any number of differentations.
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Proof. To begin with, note that eiw2 ∈S(Rn): Indeed, Imw2≥ 0 on U by assumption thus
eiw2 together with all its derivatives is exponentially decreasing. Hence K(η)=F(eiw2)(η)∈S(Rn)
and we may calculate
F(eiτ(xξ0+w2))(η) = ∫
Rn
e−ixηeiτ(xξ0+w2) dx =
∫
Rn
e−ix(η−τξ0)eiw2(
√
τx) dx
= τ−
n
2
∫
Rn
e
−i y√
τ
(η−τξ0) = τ−
n
2 K
(
η − τξ0√
τ
)
.
(2.3.12)
Next we simplify the function
ϕ(x)eiτw=ϕ(x)eiτ(xξ0+w2(x)+w3(x))
by expanding the last factor eiτw3 into its Taylor series, i.e.,
ϕ(x)eiτw = ϕ(x)eiτ(xξ0+w2(x))
k−1∑
j=0
(iτw3(x))
j
j!
+ Φkτ (x). (2.3.13)
Taking into account that ∣∣∣∣ez − k−1∑
j=0
|zj |
j!
∣∣∣∣ ≤ |z|ke|z|
and using (2.3.2) and the fact that w3 =O(|x3|) on U we are able to estimate the remainder term
Φkτ =ϕe
iτ(xξ0+w2)(eiτw3 −∑k−1j=0 (iτw3)jj! ) by∣∣Φkτ (x)∣∣ ≤ Ce−τ(Imw2(x)−|w3(x)|)|τw3(x)|k
≤ Ce−cτ |x|2(τ |x|3)k ≤ Ce−cτ |x|2(τ |x|2) 3k2 τ− k2 .
(2.3.14)
Since e−cτ |x|
2
is exponentially decreasing in the variable τ |x|2 we obtain∣∣Φkτ (x)∣∣ ≤ Cτ− k2 . (2.3.15)
Next we want to estimate the derivatives of Φkτ which we denote by Φ
k
τ =ϕ · Φ˜kτ with
Φ˜kτ (x) = e
iτ(xξ0+w2(x))
eiτw3(x) − k−1∑
j=0
(iτw3(x))
j
j!
 .
By the Leibniz rule we have
DαΦkτ =
∑
β≤α
(
α
β
)(
Dα−βϕ
)(
DβΦ˜kτ
)
=
∑
β≤α
ϕβD
βΦ˜kτ , (2.3.16)
where we have set ϕβ :=
(
α
β
)
Dα−βϕ∈D(U). Hence we only have to estimate functions of the form
ψDαΦ˜kτ with ψ a test function. By Lemma 2.2.3 it holds that
ψDαΦ˜kτ = Φ
k
τ
m∑
r=1
τ r
∑
{S1,...,Sr}
partition of M
r∏
b=1
DSbf
+
m∑
l=1
τ lΦk−lτ
∑
Q⊆M
|Q|≥l
∑
{Q1,...,Ql}
partition of Q
l∏
a=1
DQag
|M\Q|∑
r=1
τ r
∑
{S1,...,Sr}
partition of M\Q
r∏
b=1
DSbf
(2.3.17)
with f(x)= i(xξ0 +w2(x)) and g(x) :=w3(x). Slightly abusing notation we have again written Φ
k
τ
for ψΦ˜kτ .
Now we claim that ∣∣∣ψDαΦ˜kτ ∣∣∣ ≤ Cτ |α|− k2 (2.3.18)
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For brevity we introduce the following notations for the summands on the right-hand side of
(2.3.17):
Γ0,kτ := Φ
k
τ
m∑
r=1
τ r
∑
{S1,...,Sr}
partition of M
r∏
b=1
DSbf
Γl,kτ := τ
lΦk−lτ
∑
Q⊆M
|Q|≥l
∑
{Q1,...,Ql}
partition of Q
l∏
a=1
DQag
|M\Q|∑
r=1
τ r
∑
{S1,...,Sr}
partition of M\Q
r∏
b=1
DSbf (l = 1, . . . ,m)
It is easy to see that in order to establish (2.3.18) it suffices to show that for each l=0, . . . ,m∣∣Γl,kτ ∣∣≤Cτm−k/2. (2.3.19)
We note that for each 0≤ l≤m the term Γl,kτ is the product of Φk−lτ and a polynomial of degree
m in τ with smooth coefficients. Therefore in view of (2.3.15) we immediately have∣∣Γ0,kτ ∣∣ ≤ Cτm− k2
which is (2.3.19) for l=0.
For l>0 we have to argue differently. First, we have to study closely the connection between
the powers of τ and the derivatives of g= iw3 in (2.3.17). We see that the power of τ is large if
Q is small and M \ Q is divided into many partition sets Sb, since the number of the partition
sets Sb is the exponent of the last power of τ in (2.3.17). For technical reasons we distinguish the
cases l ≤ m2 and l> m2 . So let l≤ m2 , then we have that
Γl,kτ = Φ
k−l
τ
Pl(x, τ) + τ l l∑
r=1
τ (m−l)−(l−r)
∑
{i1,...,ir}⊆M
r∏
a=1
D{ia}(iw3)ψli1,...ir

where Pl is a smooth function which is a polynomial of degree m − l in the second variable and
ψli1,...,ir ∈D. Since w3 =O(|x|3) we conclude that Dj(iw3) = ∂jw3 =O(|x|2). Using also (2.3.14)
we obtain as in (2.3.15)
|Γl,kτ | ≤ Cτ−
k−l
2 e−cτ |x|
2 (
τ |x|2) 3(k−l)2 (τm−l + l∑
r=1
τm−l+r|x|2r
)
≤ C
(
τm−
k+l
2 e−cτ |x|
2 (
τ |x|2) 3(k−l)2 + τm− k+l2 l∑
r=1
e−cτ |x|
2 (
τ |x|2) 3(k−l)2 +r)
≤ Cτm− k+l2
≤ Cτm− k2 .
If l> m2 then we have
Γl,kτ = Φ
k−l
τ τ
l
l∑
r=l−(m−l)
τ (m−l)−(l−r)
∑
{i1,...,ir}⊆M
r∏
a=1
D{ia}(iw3)ψli1,...ir .
Similar to above we estimate
|Γl,kτ | ≤ Cτ−
k−l
2 e−cτ |x|
2 (
τ |x|2) 3(k−l)2 l∑
r=l−(m−l)
τm−l+r|x|2
≤ Cτm− k+l2 e−cτ |x|2
l∑
r=l−(m−l)
(
τ |x|2) 3(k−l)2 +r
≤ Cτm− k+l2
≤ Cτm− k2 .
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Hence we have proven (2.3.19) and therefore we have established (2.3.18). With (2.3.16) we
conclude ∥∥DαΦkτ∥∥L∞ ≤∑
β≤α
∣∣∣ϕβDβΦ˜kτ ∣∣∣ ≤ m∑
l=1
Clτ
m−l− k2 ≤ Cτm− k2 (2.3.20)
Since Q is a properly supported pseudodifferential operator it maps D(Ω) continuously to
D(Ω), hence we have that ∥∥DβQ(Φkτ )(x)∥∥L∞ ≤ C ∑
|α|≤d
∥∥DαΦkτ (x)∥∥L∞ . (2.3.21)
Combining (2.3.21) with (2.3.20) we find for all γ by choosing k large enough that
τγQΦkτ −→ 0 if τ −→∞. (2.3.22)
Now let ψ∈D(U) and let R be the pseudodifferential operator defined by
R : u 7−→ Q(ψu). (2.3.23)
We denote by r(x, η) :=(q]ψ)(x, η) the symbol of R. By [13] we have
r(x, η) ∼
∑
α,j
q
(α)
j (x, η)
Dαψ(x)
α!
,
hence r has the following asymptotic expansion
r(x, η) ∼
∑
j
rj(x, η)
where
rj(x, η) :=
j∑
k=0
∑
|α|=j−k
q
(α)
k (x, η)
Dαψ(x)
α!
. (2.3.24)
The smooth functions rj are homogenenous of degree m − j in the second variable, since the qk
are homogeneous of degree m− k in η.
In view of (2.3.23) and using (2.3.12) we can write for the action of Q on the function
ϕeiτ(xξ0+w2):
Q
(
ϕeiτ(xξ0+w2)
)
(x) = (2pi)−n
∫
eixηr(x, η)K
(
η − τξ0√
τ
)
τ−
n
2 dη
= (2pi)−neiτxξ0
∫
ei
√
τxηr
(
x, τξ0 +
√
τη
)
K(η) dη.
(2.3.25)
We introduce a Taylor expansion of r around the point τξ0 and so we write
r
(
x, τξ0 +
√
τη
)
=
∑
j<J
∑
|α|<N
r
(α)
j (x, τξ0)
(
√
τη)α
α!
+ RJ,Nτ (x, η). (2.3.26)
We note that by Taylor’s formula and the definition of pseudodifferential symbols the remainder
term
RJ,Nτ (x, η) = r
(
x, τξ0 +
√
τη
)−∑
j<J
∑
|α|<N
r
(α)
j (x, τξ0)
(√
τη
)α
α!
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can be estimated as follows
∣∣RJ,Nτ (x, η)∣∣ ≤
∣∣∣∣∣r(x, τξ0 +√τη)− ∑|α|<N r(α)(x, τξ0)
(
√
τη)|α|
α!
∣∣∣∣∣
+
∣∣∣∣∣∣
∑
|α|<N
(
r(α)(x, τξ0)−
∑
j<J
r
(α)
j (x, τξ0)
)
(
√
τη)|α|
α!
∣∣∣∣∣∣
≤ C
 sup
ζ∈B√τη(τξ0)
|α|=N
∣∣r(α)(x, ζ)∣∣∣∣√τη∣∣N + ∑
|α|<N
τm−|α|−J+|α|/2
(
1 + |η|
)|α|
≤ C
(
τm−J
(
1 + |η|)N + ∣∣√τη∣∣N sup
ζ∈B√τη(τξ0)
|α|=N
∣∣r(α)(x, ζ)∣∣).
(2.3.27)
We insert the expansion (2.3.26) into equation (2.3.25) and thus obtain the following expression
for the action of Q on functions of the form ϕeiτ(xξ0+w2)
Q
(
ϕeiτ(xξ0+w2(x))
)
= (2pi)−neiτxξ0
∑
j<J
|α|<N
r
(α)
j (x, τξ0)
∫
Rn
ei
√
τxη
(√
τη
)α
α!
K(η) dη
+ (2pi)−neiτxξ0
∫
Rn
ei
√
τxηRJ,Nτ (x, η)K(η) dη
= eiτxξ0
∑
j<J
|α|<N
r
(α)
j (x, τξ0)(2pi)
−n
∫
τ−
n
2 eixζ
ζα
α!
K
(
ζ√
τ
)
dζ + eiτxξ0SJ,Nτ (x)
= eiτxξ0
∑
j<J
|α|<N
r
(α)
j (x, τξ0)
Dαeiτw2(x)
α!
+ eiτxξ0SJ,Nτ (x),
where
SJ,Nτ (x) :=
∫
ei
√
τxηRJ,Nτ (x, η)K(η)dη.
We note that if |η| ≤ |ξ0|
√
τ
2 then we have
sup
ζ∈B√τη(τξ0)
|α|=N
∣∣r(α)(x, ζ)∣∣ ≤ sup
ζ∈B√τη(τξ0)
(
1 + |ζ|2
)m−N
2
≤ C
(
1 +
∣∣τξ0∣∣2 + ∣∣√τη∣∣2)m−N2
≤ C
(
1 +
3
2
|ξ0|2τ2
)m−N
2
and if |η| > |ξ0|
√
τ
2 then
sup
ζ∈B√τη(τξ0)
|α|=N
∣∣r(α)(x, ζ)∣∣
is clearly bounded for N≥m.
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Hence we are able to estimate SJ,Nτ considering the above, (2.3.27), the definition of classic
pseudodifferential symbols and the fact that
∫
(1 + |x|2)− s2 <∞ for s>n b¡∣∣∣SJ,Nτ (x)∣∣∣ ≤ C ∫ ∣∣∣∣ ei√τxη(τm−J(1 + |η|)N + ∣∣√τη∣∣N sup
ζ∈B√τη(τξ0)
|α|=N
∣∣r(α)(x, ζ)∣∣)K(η)∣∣∣∣ dη
= C
(∫
τm−J
(
1 + |η|)N |K(η)| dη + ∫ sup
ζ∈B√τη(τξ0)
|α|=N
∣∣r(α)(x, ζ)∣∣∣∣√τη∣∣N |K(η)| dη)
≤ C
(
τm−J +
∫
|η|≤|ξ0|
√
τ
2
∣∣√τη∣∣N |K(η)| sup
ζ∈B√τη(τξ0)
|α|=N
∣∣r(α)(x, ζ)∣∣ dη
+
∫
|η|>|ξ0|
√
τ
2
∣∣√τη∣∣N |K(η)| sup
ζ∈B√τη(τξ0)
|α|=N
∣∣r(α)(x, ζ)∣∣ dη)
≤ C
(
τm−J + τm−
N
2 +
∫
|η|>|ξ0| τ2
|K(η)|(√τ |η|)N dη).
The last integral is O
(
e−c
′τ
)
by Lemma 2.3.2, hence it is irrelevant for the asymptotic expansion.
Combining this result with (2.3.24) we obtain
Q
(
ϕeiτ(xξ0+w2(x))
)
∼ eiτxξ0
∑
j,α
r
(α)
j (x, τξ0)
Dα
(
eiτw2(x)
)
α!
∼ eiτxξ0
∑
j,α,β
q
(α+β)
j (x, τξ0)
DβϕDα
(
eiτw2(x)
)
α!β!
= eiτxξ0
∑
j,α
q
(α)
j (x, τξ0)
Dα
(
ϕeiτw2(x)
)
α!
.
By (2.3.22) we have
Q(ϕeiτw) ∼ Q
(
ϕeiτ(xξ0+w2(x))
∑
k
(iτw3(x))
k
k
)
.
Putting the last two equations together with (2.3.15) and (2.3.20) we conclude
Q(ϕeiτw) ∼ Q
(
ϕeiτ(xξ0+w2(x))
∑
k
(iτw3(x))
k
k!
)
∼ eiτxξ0
∑
j,k,α
q
(α)
j (x, τξ0)
Dα
(
((iτw3(x))
kϕeiτw2(x)
)
α! k!
∼ eiτxξ0
∑
j,α
q
(α)
j (x, τξ0)
Dα
(
ϕeiτw1(x)
)
α!
,
which is the statement for the zero order derivative. The statement for higher derivatives follows
when we repeat the whole proof for the operator P (D)Q(x,D) where P is a linear PDO with
constant coefficients. 
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2.3.5. Theorem. Let Q∈Ψmcl (Ω) and assume that there are x0∈Ω and ξ0∈Rn\{0} such that
q0(x0, ξ0) = 0
and
{Re q0, Im q0} (x0, ξ0) < 0. (2.3.28)
Then no estimate of the form
‖u‖s ≤ C‖Qu‖t ∀u ∈ D(U) (2.3.29)
can be valid for any neighbourhood U of x0.
Proof. Without loss of generality the proof can be reduced to the case x0 =0. Furthermore
we can set s= t=0 since assume that we have
‖u‖s ≤ C‖Qu‖t ∀u ∈ D(U)
for some s, t and some neighbourhood U of 0. Then let V (U be another open neighbourhood of
0 and h∈D(U) a cut-off of V , i.e. h ≡ 1 on V . We define an elliptic operator A via its symbol
a(x, ξ) = λ−s(ξ)h(x).
We immediately have for v∈D(V ) that u :=A(x,D)v∈D(U) and
‖v‖0 ≤ C
(‖Av‖s + ‖v‖−1)
by [5, II, Theorem 3.3]. Since ‖v‖−1≤C‖v‖0 it follows that
‖v‖0 ≤ C‖u‖s ≤ C‖Qu‖t = C‖
(
λt ] q ] λ−s
)
( . , D)v‖0.
Hence the operator Q˜ :=Λ−sQΛt with symbol λt]q]λ−s satisfies
‖v‖0 ≤ C‖Q˜∗v‖0 ∀v ∈ D(V )
and the assumptions of Theorem 2.1.9:
The principal part of Q˜ is of the form q˜0(x, ξ)= |ξ|t−sq0(x, ξ). Hence we obtain that
q˜0(0, ξ0) = |ξ0|t−sq(0, ξ0) = 0
since ξ0 6=0. Furthermore, if j∈{1, . . . , n} we have that
∂q˜0
∂xj
(0, ξ0) = |ξ0|t−s ∂q0
∂xj
(0, ξ0)
and
∂q˜0
∂ξj
(0, ξ0) = (t− s)|ξ0|t−s−1ξj0q0(0, ξ0) + |ξ0|t−s
∂q0
∂ξj
(0, ξ0)
= |ξ0|t−s ∂q0
∂ξj
(0, ξ0).
Thus we have
{Re q˜0, Im q˜0}(0, ξ0) = |ξ0|2(t−s){Re q0, Im q0}(0, ξ0) < 0.
Therefore, in order to prove Theorem 2.3.5 we have to show that for any neighbourhood of 0
and constant C>0 the following estimate cannot hold:
‖u‖0 ≤ C‖Qu‖0 ∀u ∈ D(U). (2.3.30)
As already said at the beginning of this section, we are going to construct functions
uτ (x)=e
iτw(x)
σ−1∑
ν=0
ϕν(x)τ
−ν ,
where τ and σ are real parameters, the functions ϕν ∈ D(U) are to be specified later on and
w(x) = xξ0 + w1(x) as in Theorem 2.2.5 for q = 2σ. Shrinking U , if necessary, we obtain that
Imw2(x) − |w3(x)| ≥ c|x|2 holds in U hence the assumptions needed for applying Lemma 2.3.3
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and Theorem 2.3.4 is in effect. We can now estimate the L2-norm of the functions uτ , when we
assume that ϕ0(0) 6=0, by
‖uτ‖20 =
1
(2pi)n
∫
e−2τImw1(x)
∣∣∣∣∣
σ−1∑
ν=0
ϕν(x)τ
−ν
∣∣∣∣∣
2
dx
=
∫ ∣∣∣σ−1∑
ν=0
τ−νϕν(x)
∣∣∣2e−Imw2(√2τx)−2τImw3(x) dx
= (2τ)
n
2
∫ ∣∣∣∣σ−1∑
ν=0
τ−νϕν
(
y√
2τ
)∣∣∣∣2e−Imw2(y)−2τIm w3( y√2τ ) dy
∼ τ n2
∫
|ϕ0(0)|2e−Imw2(y)−2τImw3
(
y√
2τ
)
dy
∼ τ n2 |ϕ0(0)|2
∫
e−Imw2(y) dy
(2.3.31)
where f(t) ∼ g(t) here means that ∃C1, C2 and s such that C1g(t) ≤ f(t) ≤ C2g(t) for ∀t ≥ s.
Furthermore we have by Proposition 2.3.4 that
Quτ (x) = e
iτxξ0
∑
|α|<2σ
∑
j<σ
∑
ν<σ
q
(α)
j (x, τξ0)
Dα
(
ϕνe
iτw1(x)
)
τ−ν
α!
+Rστ (x) (2.3.32)
where Rστ =O(τ
m−σ). The L2(Ω)-norm of the error term Rστ can be estimated by Cτ
m−σ, since Q
is a properly supported operator and so the support of Rστ is compact. The first term in (2.3.32)
can be written in the following way
eiτxξ0
∑
ν<σ
∑
j<σ
∑
|α|<2σ
q
(α)
j (x, τξ0)
Dα
(
ϕνe
iτw1
)
α!
τ−ν
= eiτxξ0
∑
ν<σ
∑
j<σ
∑
|α|<2σ
q
(α)
j (x, ξ0)
τm−j−|α|−ν
α!
∑
β≤α
(
α
β
)
(Dα−βϕν)Dβ(eiτw1)
= eiτxξ0
∑
ν<σ
∑
j<σ
∑
|α|<2σ
q
(α)
j (x, ξ0)
τm−j−|α|−ν
α!
∑
β≤α
(
α
β
)
(Dα−βϕν)eiτw1
|β|∑
r=1
τ r
∑
{S1,...,Sr}
partition of Mβ
r∏
b=1
DSb(iw1)
= τmeiτw
∑
ν<σ
∑
j<σ
τ−j−ν
∑
|α|<2σ
q
(α)
j (x, ξ0)τ
−|α|
α!
|α|∑
k=0
k∑
r=0
∑
|β|=k
β≤α
(
α
β
)
Dα−βϕντ r
∑
{S1,...,Sr}
partition of Mβ
r∏
b=1
DSb(iw1)
= τmeiτw
∑
ν<σ
∑
j<σ
τ−j−ν
∑
l<2σ
∑
|α|=l
q
(α)
j (x, ξ0)τ
−l
α!
l∑
r=0
l∑
k=r
∑
|β|=k
β≤α
(
α
β
)
Dα−βϕντ r
∑
{S1,...,Sr}
partition of Mβ
r∏
b=1
DSb(iw1)
= τmeiτw
∑
ν<σ
∑
j<σ
∑
s<2σ
τ−j−ν−s
∑
l−r=s
l<2σ
r≤l
∑
|α|=l
l∑
k=r
∑
|β|=k
β≤α
q
(α)
j (x, ξ0)
α!
(
α
β
)
Dα−βϕν
∑
{S1,...,Sr}
partition of Mβ
r∏
b=1
DSb(iw1)
= τmeiτw
∑
µ<4σ
τ−µ
∑
j+ν+s=µ
s<2σ
j,ν<σ
∑
l−r=s
l<2σ
r≤l
∑
|α|=l
l∑
k=r
∑
|β|=k
β≤α
q
(α)
j (x, ξ0)
α!
(
α
β
)
Dα−βϕν
∑
{S1,...,Sr}
partition of Mβ
r∏
b=1
DSb(iw1)
= τmeiτw
∑
µ<4σ
aµτ
−µ, (2.3.33)
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where we have set the coefficients aµ to be
aµ =
∑
j+ν+s=µ
s<2σ
j,ν<σ
∑
l−r=s
l<2σ
r≤l
∑
|α|=l
l∑
k=r
∑
|β|=k
β≤α
q
(α)
j (x, ξ0)
α!
(
α
β
)
Dα−βϕν
∑
{S1,...,Sr}
partition of Mβ
r∏
b=1
DSb(iw1).
To derive the asymptotic behaviour of the aµ we calculate
a0 =
∑
j+ν+s=0
s<2σ
j,ν<σ
∑
l−r=s
l<2σ
r≤l
∑
|α|=l
l∑
k=r
∑
|β|=k
β≤α
q
(α)
j (x, ξ0)
α!
(
α
β
)
Dα−βϕν
∑
{S1,...,Sr}
partition of Mβ
r∏
b=1
DSb(iw1)
=
∑
|α|<2σ
q
(α)
0 (x, ξ0)
α!
ϕ0
∑
{S1,...,S|α|}
partition of Mα
r∏
b=1
DSb(iw1) =
∑
|α|<2σ
q
(α)
0 (x, ξ0)
α!
ϕ0
n∏
j=1
(∂jw1)
αj
= ϕ0
∑
|α|<2σ
q
(α)
0 (x, ξ0)
α!
(gradw1)
α = Aϕ0,
where
A(x) :=
∑
|α|<2σ
q
(α)
0 (x, ξ0)
(gradw1)
α(x)
α!
.
We also have
a1 =
∑
j+ν+s=1
s<2σ
j,ν<σ
∑
l−r=s
l<2σ
r≤l
∑
|α|=l
l∑
k=r
∑
|β|=k
β≤α
q
(α)
j (x, ξ0)
α!
(
α
β
)
Dα−βϕν
∑
{S1,...,Sr}
partition of Mβ
r∏
b=1
DSb(iw1)
=
∑
|α|<2σ
q
(α)
1 (x, ξ0)
α!
(gradw1)
αϕ0 +
∑
|α|<2σ
q
(α)
0 (x, ξ0)
α!
(gradw1)
αϕ1
+
∑
l<2σ
∑
|α|=l
l∑
k=l−1
∑
|β|=k
β≤α
q
(α)
0 (x, ξ0)
α!
(
α
β
)
Dα−βϕ0
∑
{S1,...,Sl−1}
partition of Mβ
l−1∏
b=1
DSb(iw1)
=
∑
|α|<2σ
q
(α)
1 (x, ξ0)
α!
(gradw1)
αϕ0 +
∑
|α|<2σ
q
(α)
0 (x, ξ0)
α!
(gradw1)
αϕ1
+
∑
l<2σ
∑
|α|=l
q
(α)
0 (x, ξ0)
α!
∑
{S1,...,Sl−1}
partition of Mα
l−1∏
b=1
DSb(iw1)ϕ0
+
n∑
j=1
∑
|β|<2σ−1
q
(β+ej)
0 (x, ξ0)
β!
(gradw1)
βDjϕ0
= Aϕ1 +
n∑
j=1
AjDjϕ0 +Bϕ0
with A as above and
Aj(x) :=
∑
|α|<2σ−1
q
(α+ej)
0 (x, ξ0)
(gradw1)
α(x)
α!
,
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B(x) :=
∑
|α|<2σ
q
(α)
1 (x, ξ0)
Dαw1(x)
α!
+
∑
l<2σ
∑
|α|=l
q
(α)
0 (x, ξ0)
α!
∑
{S1,...,Sl−1}
partition of Mα
l−1∏
b=1
DSb(iw1).
By (2.2.9) we have that A(x) = O(|x|2σ) and by (2.3.28) that there is at least one j such that
Aj(0)=q
(j)
0 (0, ξ0) 6=0. In general we obtain, if we set ϕν = 0 for ν≥σ and ν<0, that
aµ = Aϕµ +
m∑
j=0
AjDjϕµ−1 +Bϕµ−1 + Lµ (2.3.34)
where Lµ is a linear combination of the functions ϕν with ν <µ and their derivatives. We claim,
that ϕµ∈C∞0 (U) can be chosen sukzessively such that ϕ0(0)=1 and
aµ(x) = O
(
|x|2(σ−µ)
)
µ < σ x −→ 0. (2.3.35)
In case µ=0 the inequality follows from A(x)=O(|x|2σ), x→ 0. These formula also implies that
in expression (2.3.34) for aµ the first term is irrelevant for the estimate (2.3.35). So we have to
choose ϕµ−1 such that
n∑
j=1
AjDjϕµ−1 +Bϕµ−1 + Lµ = O
(
|x|2(σ−µ)
)
x −→ 0 (2.3.36)
Assuming that all ϕν with ν < µ − 1 are already constructed, we can suppose, that w.l.og. Aj ,
B and Lµ are analytic functions, since (2.3.36) does not change, if these smooth functions are
replaced by their Taylor expansions of order 2σ at 0. We use the theorem of Cauchy-Kovalevskaya
to get a solution of the equation
n∑
j=1
AjDjΦµ−1 +BΦµ−1 + Lµ = 0 (2.3.37)
in a neighbourhood V of 0. We can even specify the value of Φµ−1 on a non-characterizing surface
through 0 (such a surface exists since Aj(0) 6=0 for a j). Let W ⊆U ∩V a neighbourhood of 0 and
χ∈D(U∩V ) with χ|W = 1. Then the test function ϕµ−1 :=χ·Φµ−1 ∈D(U) satisfies (2.3.36). Of
course one can set ϕ0(0) = 1.
Now we are able to estimate the L2-norm of Quτ , using (2.3.33) and Lemma 2.3.3,∫
|Quτ (x)|2 dx =
∫ ∣∣∣eiτwτm ∑
µ<4σ
aµ(x)τ
−µ
∣∣∣2 dx+ Cτ2(m−σ)
≤
∫ ∑
µ<4σ
∣∣eiτwaµ(x)∣∣2 τ2(m−µ) dx+ Cτ2(m−σ)
=
∑
µ<σ
∫ ∣∣eiτwaµ(x)∣∣2 τ2(m−µ) dx+ ∑
σ≤µ<4σ
∫ ∣∣eiτwaµ(x)∣∣2 τ2(m−µ) dx+ Cτ2(m−σ)
≤
∑
µ<σ
Cµτ
2m−2µ+2µ−2σ +
∑
σ≤µ<4σ
Cµτ
2m−2µ + Cτ2(m−σ)
≤ C ′τ2(m−σ).
If we choose σ large enough we see that a formula of the form (2.3.30) would contradict (2.3.31). 
Now we have finally reached the point, where we are able to prove Ho¨rmander’s famous
necessary condition for local solvability of pseudodifferential operators. Due to our preparations
above, the proof reduces to an appropriate application of our arguments, i.e. Proposition 2.1.6
and Theorem 2.3.5.
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Proof of Theorem 2.1.9. We proceed by contradiction. Assume that P is locally solvable
at x0 that there is a vector ξ0 ∈ Rn such that p0(x0, ξ0) = 0 but the bracket condition (2.1.6) is
violated, that is
{Re p0, Im p0} > 0. (2.3.38)
Then by Proposition 2.1.6 an estimate of the form (2.1.2) holds, i.e. we have
‖g‖s ≤ ‖P ∗g‖t ∀g ∈ D(U) (2.3.39)
in a neighbourhood U of x0 for some s, t.
We now consider the adjoint P ∗ of P more closely: its principal part p∗0 = p¯0 has also a zero
at the point (x0, ξ0), i.e. p
∗
0(x0, ξ0)=0 and by (2.3.38) we have
{Re p∗0, Im p∗0} (x0, ξ0) < 0.
Hence the operator Q=P ∗ satifies the assumptions of Theorem 2.3.5. Therefore there cannot be
an inequality of the form (2.1.2), which contradicts (2.3.39). 
2.4. Applications
We now apply Theorem 2.1.9 to show non-solvability results for various operators. To begin
with we revisit the operators already discussed in chapter 1.
Later on, we also present some operators which satisfy the bracket condition (2.1.6) although
they are not locally solvable.
2.4.1. Example. Let
L(x,D) = −iD1 +D2 − 2(x1 + ix2)D3
= − ∂
∂x1
− i ∂
∂x2
+ 2i(x1 + ix2)
∂
∂x3
be the Lewy operator considered in section 1.1. Its (principal) symbol is
l(x, ξ) = −iξ1 + ξ2 − 2(x1 + ix2)ξ3
and the Poisson bracket condition takes the form
{Re l, Im l}(x, ξ) = −4ξ3.
Hence if ξ1 =−2x2, ξ2 = 2x1 and ξ3 =−1, then l(x, ξ) = 0 but {Re l, Im l}(x, ξ) = 4 > 0 for each
point (x1, x2, x3)∈R3. It follows by Theorem 2.1.9 that L is not locally solvable at any point of
R3, i.e. for any open subset U of the space R3 there exists a smooth function f with compact
support contained in this subset, such that the equation Lu= f has no solution u∈D′(U). This
is the desired extension of Theorem 1.1.1 to the distributional case.
2.4.2. Example. Let
M(x,D) = M1(x,D) = iD1 − x1D2
be the Mizohata operator for k = 1 from Section 1.2. Its (principal) symbol takes the form
m(x, ξ) = iξ1 − x1ξ2
and we have
{Rem, Imm}(x, ξ) = ξ2.
Now let x = (0, x2) ∈ R2 be an arbitrary point on the x2-axis and set ξ = (0, 1). We then have
m(x, ξ)=0 and {Rem, Imm}=1. Therefore M is not solvable at x and we have rederived Theorem
1.2.1 (see Remark 1.2.2) in the case k=1.
2.4.3. Remark. In Theorem 1.2.1 we have also proved that the operators
M2k−1(x,D) = iD1 + x2k−11 D2 k ∈ N
are not locally solvable at any point of the x2-axis.
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However, note that we cannot use Theorem 2.1.9 to show the non-solvability of M2k−1 for
k≥2. If x=(0, x2)∈R2 is an abritrary point of the x2-axis, then ξ= (ξ1, ξ2) ∈R2 is a zero of the
principal symbol
m2k−1(x, ξ) = iξ1 − x2k−11 ξ2
if and only if ξ1 =0. The bracket condition of 2.1.11 takes the form
{Rem2k−1, Imm2k−1} (x, ξ) = (2k − 1)x2k−21 ξ2
and hence {Rem2k−1, Imm2k−1}(x, ξ)=0 for all x=(0, x2).
Recall that M2k−1 is locally solvable at all points off the x2-axis (see Remark 1.2.3).
2.4.4. Example ([34,35]). The operator
T (x, ∂) :=
(
1
4
(
∂2
∂x2
+
∂2
∂y2
)
+
(
x2 + y2
) ∂2
∂t2
+
(
x
∂
∂y
− y ∂
∂x
)
∂
∂t
)2
+
∂2
∂t2
is not locally solvable at any point of R3, since it can be written as T = LL¯L¯L, where L is the
Lewy operator of section 1.1, however T verifies the bracket condition (2.1.6) since its symbol is
real-valued (c.f. Remark 2.1.10).
2.4.5. Example. Denote by H the operator on R3 which is defined by the symbol
h(x, ξ) := ξ21 + iξ
2
2 −
(
4x22 + ix
2
1
)
ξ23 .
The real zeroes of the polynomial h(x, ξ) are the vectors ξ= (±2x2,±x1, 1) with all four combi-
nations of signs for any point x= (x1, x2)∈R2. Using Corollary 2.1.11 we check for {h, h¯}. We
obtain
{h, h¯} = 8iξ23(x1ξ1 − 4x2ξ2)
and thus {h, h¯} is different from 0 when x1x2 6=0. Hence H is non-solvable at all points (x1, x2)∈R2
where x1 6=0 6=x2. It follows that H is not locally solvable at any point of the plane since the set
of points, where the operator may not be locally solvable is closed. (See Remark 2.1.3)
2.4.6. Example ([21]). In Example 2.4.2 (and section 1.2.2) we showed that M = M1 is not
locally solvable at any point of the x2-axis. Here we will prove that the similar looking operator
A(x,D) = D1 + ix1D
2
2
with principal symbol a0 = iξ
2
1 is not locally solvable at any point on the x2-axis, too. For any
x, ξ∈R2 we have {
a0, a¯0
}
(x, ξ) = 0
hence we cannot use Theorem 2.1.9.
By the same argument as in 1.2.2 it suffices to prove non-solvability for the origin. In order
to do so we imitate the proof of Theorem 2.1.9, but instead of proving that there is no estimate
of the form (2.3.29) we will show that the inequality∣∣∣∣∫
U
f(x)v(x) dx
∣∣∣∣ ≤ C ∑
|α|≤k
sup
x
∣∣Dαf ∣∣ ∑
|β|≤N
sup
x
∣∣DβA∗v∣∣ f, v ∈ D(U) (2.4.1)
does not not hold for any neigbourhood U of 0 and any choice of C > 0 and k,N ∈ N0. Then
Remark 2.1.10 gives the non-solvability of A at 0.
In order to contradict (2.4.1) we construct for any k,N ∈N0 and any neighbourhood U of 0
families of functions fτ , vτ ∈D(U), where τ is a real parameter, satisfying
lim sup
τ→∞
∑
|α|≤k
sup
x
∣∣Dαfτ ∣∣ <∞ (2.4.2a)
lim sup
τ→∞
∑
|β|≤N
sup
x
∣∣DβA∗vτ ∣∣ <∞ (2.4.2b)
lim
τ→∞
∣∣∣∣∣
∫
Ω
fτvτ dx
∣∣∣∣∣ =∞. (2.4.2c)
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Similarly to the proof of Theorem 2.3.5 we use solutions of the homogeneous equation A∗u=0.
It is easy to verify that the functions
uτ (x1, x2) =
1√
τx21 + 1
exp
(−τ2x21 − τx22 + 2iτx2
2(τx21 + 1)
)
(2.4.3)
are such solutions for each τ .
Furthermore let δ> 0 such that 2δ<1 and B2δ := {x∈R2 | ‖x‖<2δ} ⊆ U . We note that, if
‖x‖≥δ and λ≥1 then
−τ2x21 − τx22
2(τx21 + 1)
≤ −τ‖x‖
2
2
≤ −τδ
2
2
. (2.4.4)
Recalling Notation 2.2.1 and setting
f(x) = (τx21 + 1)
1
2
g(x) =
−τ2x21 − τx22 + 2iτx2
2(τx21 + 1)
we obtain by Corollary 2.2.4
Dαuτ (x1, x2) =
∑
β≤α
(
α
β
)
Dα−βf(x)Dβeg(x)
= eg
∑
β≤α
(
α
β
)
Dα−βf(x)
|β|∑
r=1
∑
{S1,...,Sr}
partition of Mβ
r∏
b=1
DSbg
= Rα
(
x1, x2.τ,
√
τx21 + 1
)
exp
(−τ2x21 − τx22 + 2iτx2
2(τx21 + 1)
)
.
We see that Rα is a rational function of its arguments, which is regular if
√
τx21 + 1 6= 0. Using
(2.4.4) we conclude that for all α∈N20 there are constants Cα and cα, only depending on α, such
that
|Dαuτ (x1, x2)| ≤ Cατ cαe
−τδ2
2 (2.4.5)
for 1 ≥ ‖x‖≥δ.
Let ϕ∈D(R2) be a test function such that ϕ≥0, ϕ(x)=1 for ‖x‖≤1 and ϕ(x)=0 for ‖x‖≥2.
We have that Dαϕ(x)=0 for any multi-index α and ‖x‖≤1, and furthermore
A∗
(
ϕ
(x
δ
)
uτ (x)
)
=
1
δ
D1ϕ
(x
δ
)
uτ (x) + ϕ
(x
δ
)
D1uτ (x)
− ix1
δ2
D22ϕ
(x
δ
)
uτ (x)− ix1
δ
D2ϕ
(x
δ
)
D2uτ (x)− ix21ϕ
(x
δ
)
D22uτ (x)
=
1
δ
D1ϕ
(x
δ
)
uτ (x)− ix1
δ2
D22ϕ
(x
δ
)
uτ (x)− ix1
δ
D2ϕ
(x
δ
)
D2uτ (x).
Hence we obtain
Dα
(
A∗
(
ϕ
(x
δ
)
uτ (x)
))
=Dα
(
1
δ
D1ϕ
(x
δ
)
uτ (x)− ix1
δ2
D22ϕ
(x
δ
)
uτ (x)− ix1
δ
D2ϕ
(x
δ
)
D2uτ (x)
)
=
∑
β≤α
(
α
β
)(
δ−|α|+|β|−1Dα−β+e1ϕ
(x
δ
)
− i
δ2
∑
γ≤α−β
(
α− β
γ
)
Dα−β−γ(x1)δ−|γ|Dγϕ
(x
δ
))
Dβuτ (x)
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+
∑
β≤α
(
α
β
)
δ−|α|+|β|Dα−βϕ
(x
δ
)
Dβ+e2uτ (x)
= eg(x)
∑
β≤α
(
α
β
)
Rβ
(
x1, x2, τ,
√
τx21 + 1
)
(
δ−|α|+|β|−1Dα−β+e1ϕ
(
x
δ
)
− i
δ2
∑
γ≤α−β
(
α− β
γ
)
Dα−β−γ(x1)δ−|γ|Dγϕ
(x
δ
))
+ eg(x)
∑
β≤α
(
α
β
)
δ−|α|+|β|Dα−βϕ
(x
δ
)
Rβ+e2
(
x1, x2, τ,
√
τx21 + 1
)
Note that A∗(ϕ(x/δ)uτ (x)) 6=0 only for δ ≤ ‖x‖≤ 2δ<1. Then it follows from (2.4.5) that∣∣∣DαA∗ (ϕ(x
δ
)
uτ (x)
)∣∣∣ ≤ Cδ−|α|−2τ ce−τδ22 (2.4.6)
Now we choose a function F ∈D(U) with∫∫
F (x1, x2) exp
(−x21 + 2ix2
2
)
dx1dx2 6= 0.
Then we have
lim
τ→∞τ
∫
F (λx)ϕ
(x
δ
)
uτ (x) dx
= lim
τ→∞
∫∫
F (y1, y2)ϕ
( y
δτ
)(y21
τ
+ 1
)− 12
exp
−y21 − y22τ + 2iy2
2
(
y21
τ + 1
)
 dy1dy2
= ϕ(0)
∫∫
F (y1, y2)e
−y21+2iy2
2 dy1dy2 6= 0
(2.4.7)
since ϕ(0)=1. On the other hand the function fτ (x)=τ
−k−1F (τx) satisfies∑
|α|≤k
sup
x∈R2
|Dαfτ (x)| ≤ Cτ−1 (2.4.8)
for some constant C.
If we define vτ (x) :=τ
k+3uτ (x)ϕ(x/δ) we obtain from (2.4.6) that∑
|β|≤N
sup |DβA∗vτ (x)| ≤
∑
|β|≤N
τk+3DβA∗
(
uτϕ
(x
δ
))
≤
∑
|β|≤N
Cβτ
k+3+cβδ−N−2e−
τδ2
2 .
(2.4.9)
Hence the functions fτ and vτ satisfy (2.4.2): (2.4.7) implies immediately (2.4.2c), whereas (2.4.2a)
follows from (2.4.8). Finally, the powers of τ and δ in (2.4.9) are compensated by the exponential
decrease and thus (2.4.2b) holds.
2.4.7. Remark. The operator A from Example 2.4.6 is locally solvable outside the x2-axis, since
A is elliptic, if x1 6=0.
2.4.8. Remark. The question of solvability for an operator P is closely related with the hypoel-
lipticity of its adjoint operator P ∗. If a PDO is hypoelliptic then there exists an a-priori estimate
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for the operator (c.f. [12, Section 4.1]), whereas an a-priori estimate for the adjoint estimate im-
plies local solvability, (see e.g. [24, Lemma 1.2.30]). In view of Proposition 2.1.6 we may state that
local solvability is in fact equivalent to some kind of a-priori estimate (c.f. [24, Remark 1.2.31])
Kannai [21] showed that the operator A in Example 2.4.6 is hypoelliptic on the whole plane,
hence the adjoint A∗ is locally solvable at every point in R2. But A∗ can not be hypoelliptic in
any open set that intersects the x2-axis, since this would imply local solvability of A. A more
elementary proof of the solvability of A∗ is feasible along the lines of the proof of Proposition 1.2.4
using partial Fourier transformation.
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Abstract
A linear partial differential operator P (x,D) with smooth coefficients on an open subset Ω of
Rn (or a manifold) is said to be locally solvable at a point x0 if there is an open neighbourhood
U of x0 such that for any test function f ∈D(U) there is a distribution u∈D′(U) which satisfies
the equation Pu= f on U . In view of the Theorem of Cauchy-Kowalewskaya it had been taken
for granted that any PDO with smooth coefficients is locally solvable. But in 1957 Hans Lewy
surprised the mathematical community by showing that there is a smooth function F on R3 such
that the equation
−∂u
∂x
− i∂u
∂y
+ 2i(x+ iy)
∂u
∂t
= F
has no C1-solution with Ho¨lder continuous first derivatives on any open subset of R3.
Wanting to describe the property of local solvability by a geometric condition, Lars Ho¨rmander
proved a necessary condition for local solvability of a linear PDO in 1960. Later he generalized
this condition to a necessary condition for local solvability of pseudodifferential operators.
In this thesis we provide a self-contained presentation of these results. More precisely we
start with a discussion of the Lewy example mentioned above and give a proof of Lewy’s original
result. Then we turn to discuss the Mizohata operator which provides another example of a non
local solvable operator. Finally we present a full proof of Ho¨rmander’s necessary condition for
pseudodifferential operators.
61

Zusammenfassung
Ein partieller Differentialoperator P heißt lokal lo¨sbar in einem Punkt x0, falls es eine Umge-
bung U gibt, sodaß fu¨r alle Testfunktionen f ∈D(U) eine Distribution u∈D′(U) existiert, die die
Gleichung Pu= f in U erfu¨llt. In Anlehnung an das Theorem von Cauchy-Kowalewskaya wurde
lange vermutet, daß jeder partielle Differentialoperator mit glatten Koeffizienten lokal lo¨sbar ist.
Diese Vermutung wurde allerdings von Hans Lewy im Jahre 1957 faktisch widerlegt, als er zur
allgemeinen U¨berraschung zeigte, daß es eine glatte Funktion F auf R3 gibt sodaß die Gleichung
−∂u
∂x
− i∂u
∂y
+ 2i(x+ iy)
∂u
∂t
= F
auf keiner offenen Teilmenge des R3 eine stetig differenzierbare Lo¨sung u mit Ho¨lder stetigen
partiellen Ableitungen zula¨ßt.
Im Jahr 1960 gelang es Lars Ho¨rmander eine notwendige Bedingung fu¨r die lokale Lo¨sbarkeit
eines partiellen Differentialoperators mit glatten Koeffizienten zu formulieren und zu beweisen: es
handelt sich um eine einfach zu u¨berpru¨fende, geometrische Bedingung an das Hauptsymbol des
Operators. Einige Jahre spa¨ter, gelang es Lars Ho¨rmander dieses Resultat auf Pseudodifferential-
operatoren zu verallgemeinern.
Diese Diplomarbeit stellt die oben genannten Resultate ausfu¨hrlich dar. Nach einer vollsta¨ndigen
Diskussion des Lewy-Operator und des Mizohata-Operators – eines weiteren Beispiels eines nicht
lokal lo¨sbaren Operators – geben wir einen vollsta¨ndigen Beweis fu¨r Ho¨rmanders notwendige Be-
dingung fu¨r die lokale Lo¨sbarkeit von Pseudodifferentialoperatoren.
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