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RESUMO 
 
O surgimento da videoendoscopia digestiva alta e baixa e da telemedicina 
constituem importantes avanços tecnológicos para o diagnóstico e o treinamento em 
procedimentos de exames do trato gastrointestinal por métodos ópticos. Nesse 
cenário, a transmissão e o armazenamento de imagens e vídeos digitais demandam 
técnicas de compressão adequadas às características da aplicação. Além disso, com 
a formação de grandes bases de dados, a recuperação por conteúdo das imagens de 
modo efetivo é também necessária. Assim sendo, este trabalho propõe um método 
original de codificação, indexação e recuperação de imagens e vídeos. O método usa 
a decomposição em valores singulares como técnica algébrica de fatoração que 
permite a ordenação dos fatores constituintes por nível de importância na constituição 
da imagem. O método apresenta, também, uma análise estatística prévia de cores 
obtidas de amostras representativas, formando um mapa de probabilidade baseado 
na frequência de cores, e que resulta na representação compacta das mesmas. Por 
meio de experimentos realizados com 2.700 quadros de endoscopia digestiva alta, o 
método de codificação alcançou taxa de compressão média de 82,07%, com desvio 
padrão de 6,37%, e qualidade objetiva de 38,85 dB com desvio padrão de 1,06 dB. 
Em comparação com o padrão de codificação H.263, houve diferença estatisticamente 
significativa em termos da taxa de compressão e da qualidade objetiva (p ≤ 0,05). Para 
a recuperação, foram indexados 7.212 quadros e utilizadas 97 imagens de exemplo 
para a busca. Como resultado, a precisão média alcançada foi de 94,85% na 
configuração que obteve o melhor desempenho geral, tendo sido igual ou superior a 
outros métodos reportados na literatura. Por meio dos experimentos realizados 
conclui-se que o método original proposto foi eficaz em codificar e indexar 
automaticamente vídeos de exames médicos para aplicações de telemedicina. 
Palavras-chaves: Colonoscopia; gastroscopia; endoscopia; compressão de dados; 
armazenamento e recuperação da informação. 
  
 
 
ABSTRACT 
 
 The emergence of upper and lower gastrointestinal (GI) video endoscopy and 
telemedicine are essential technological advancements for the diagnosis and training 
related to examination procedures of the digestive tract using optical methods. In this 
context, transmission and storage of digital images and videos require compression 
techniques that are suitable for the application characteristics. Moreover, as the media 
databases grow massive, effective search and retrieval by image content become 
necessary. Thus, this work proposes an original method for coding, indexing and 
retrieving images and videos. The proposed method uses the singular value 
decomposition as the algebraic technique for matrix factorization that allows sorting 
the components by their level of relevance in the image composition. The process also 
presents a statistical analysis of colors, obtained from typical image samples, to form 
a probability map based on the color frequency, that further leads to a compact 
representation. Through the experiments executed on 2,700 frames of upper GI 
endoscopy, the coding method achieved an average compression ratio of 82.07% with 
a standard deviation of 6.37%, and objective quality of 38.85 dB with a standard 
deviation of 1.06 dB. In comparison with the H.263 coding standard, it was observed a 
statistically significant difference in terms of compression ratio and objective quality (p 
≤ 0,05). As for the retrieval, 7212 frames were indexed and 97 sample images were 
used as search queries. As a result, an average precision of 94,85% was achieved for 
the configuration with best overall performance, outperforming other methods reported 
in the literature. Based on the results of the experiments it is possible to conclude that 
the proposed original method was effectively able to encode and automatically index 
medical examination videos for telemedicine applications. 
Keywords: Colonoscopy; gastroscopy; endoscopy; data compression; information 
storage and retrieval. 
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1. INTRODUÇÃO 
O câncer no trato digestório é considerado uma das enfermidades mais 
graves na medicina, pois exige acompanhamento e terapêutica complexa e por essa 
razão torna-se vital detectar precocemente essa patologia (1-3). 
De acordo com o Instituto Nacional de Câncer José Alencar Gomes da Silva 
(INCA), a neoplasia maligna do cólon e do reto configura-se como a terceira 
modalidade de maior ocorrência entre homens, e segunda entre mulheres (3-5). Até 
o ano de 2013, o câncer colorretal consistia no terceiro tipo mais frequente entre as 
mulheres, porém a partir de 2014 passou a ocupar a segunda posição, superando o 
câncer de colo do útero em novos casos (4-6). Vale ressaltar que, para cada ano do 
biênio 2018-2019, essa instituição estima o surgimento de câncer nesses segmentos 
intestinais em aproximadamente 6,24% do total de novos casos (3).  
Decorrente à evolução grave, a detecção precoce de lesões pré-malignas 
ou malignas constitui-se fator decisivo, pois a constatação dessas lesões aumenta 
significativamente a eficácia do tratamento, e, consequentemente, a cura (7-9). 
O tipo mais frequente de neoplasia colorretal, o adenocarcinoma, quando 
diagnosticado ainda na fase inicial da enfermidade, apresenta percentual de sobrevida 
dos pacientes em cinco anos entre 90 a 100%, e essa condição tornou-se ainda mais 
viável com o advento dos exames colonoscópicos (10-13). 
Sob esse aspecto, a investigação do cólon completo foi viabilizada na 
década de 1960 com o advento da fibra óptica, sendo esse componente utilizado na 
concepção do fibroendoscópio (14). Antes, os instrumentos para inspeção da região 
intraluminal eram rígidos, e por isso limitavam-se ao canal anal, reto e região terminal 
do cólon sigmoide (15).  
Na década de 1980 e 1990, com o surgimento do videocolonoscópio e dos 
aparelhos com magnificação de imagem, respectivamente, foram alcançados avanços 
tecnológicos importantes que favoreceram, em muito, o diagnóstico médico, e, 
consequentemente, as indicações terapêuticas e de acompanhamento dos pacientes 
(16-18). Vale ressaltar que nesse mesmo período iniciou-se no Brasil o esforço de 
interconexão de redes universitárias e de pesquisa à rede mundial de computadores, 
bem como sua expansão para redes comerciais, marcando assim, o início da Internet 
no Brasil (19). 
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O advento da Internet provocou mudanças fundamentais nas tecnologias 
voltadas para o campo da saúde, e, especificamente, a área de telemedicina ganhou 
impulso nesse período devido à redução nos custos dos canais de comunicação de 
dados e aos avanços nas técnicas de compressão de imagens e de vídeos (20,21). 
Historicamente, o primeiro relato de assistência remota considerada 
pioneira em telemedicina data de 1879, e foi realizada por via telefônica (21). Desde 
então a telemedicina tem demonstrado ser uma ferramenta útil na melhoria da 
prestação de assistência médica, especialmente em regiões isoladas ou distantes dos 
grandes centros urbanos. Em particular, a redução de custos e a celeridade no 
atendimento ao evitar deslocamentos, a disseminação da medicina especializada para 
regiões remotas e a possibilidade de aumento da cooperação entre pesquisadores e 
especialistas, são os principais benefícios obtidos com essa tecnologia (22-24). 
Nesse cenário, a transmissão de imagens e de vídeos constitui a principal 
aplicação em telemedicina, e dentre as modalidades de assistência mediada por 
tecnologias descritas por Hoyt e Fleury (25) e por Starren et al. (21) apenas a 
teleconsulta por mensagens eletrônicas não utiliza comunicação audiovisual. No 
Brasil, o Conselho Federal de Medicina publicou a Resolução nº 2.227/2018 (26) 
autorizando novas modalidades de assistência por telemedicina apoiadas no 
compartilhamento síncrono e ou assíncrono de imagens e ou de vídeos. Dentre essas 
modalidades, apenas no telemonitoramento a comunicação audiovisual não era 
obrigatória. Essa resolução foi revogada um mês após sua publicação por meio da 
Resolução nº 2.228/2019 (27), porém indicou o caminho provável de evolução da 
telemedicina no Brasil, e reforçou o papel central das tecnologias de transmissão de 
imagens e de vídeo nesse contexto. 
Além da transmissão, é também necessário nos sistemas de telemedicina 
a gravação e o armazenamento de todas as comunicações para posterior consulta ou 
auditoria. Nesse sentido, a transmissão e o armazenamento de imagens e de vídeos 
digitais tornaram-se viáveis graças ao desenvolvimento de técnicas de compressão, 
tais como os padrões Joint Photographic Experts Group (JPEG) e Motion Picture 
Experts Group (MPEG), respectivamente (28,29). Sem compressão, a transmissão, 
em tempo real, e o armazenamento seriam inviabilizados pelo enorme volume de 
dados gerados pelas imagens e vídeos (30,31). 
Por esse motivo, a codificação de imagens e ou de vídeos digitais envolve 
a definição de algoritmos e técnicas de compressão de dados, mas seu principal 
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objetivo é estabelecer a sintaxe do fluxo de bits que o codificador e o decodificador 
devem obedecer (32,33). Apesar de existirem formatos sem compressão para 
imagens e vídeos, por padrão a codificação implica na compressão dos dados e, 
decorrente ao fato, os termos “compressão” e “codificação” são frequentemente 
usados como sinônimos no contexto de imagens e de vídeos digitais (34). Nesse 
sentido, a codificação está associada aos padrões e formatos de imagem e de vídeo, 
tais como JPEG e MPEG, enquanto a compressão trata das técnicas e algoritmos 
utilizados pelos codificadores, tais como a transformada discreta de cosseno (DCT), 
a transformada wavelet discreta (DWT) e a codificação de comprimento variável (VLC) 
(28-34). 
Em se tratando de imagens médicas, o padrão Digital imaging and 
communications in medicine (DICOM) suporta a representação de imagens sem 
compressão. No entanto, a necessidade de compressão foi observada desde a sua 
concepção (35), sendo aceitos atualmente os formatos JPEG, Run-length encoding 
(RLE), ZIP, JPEG2000 e JPEG-LS (36). 
Sob a ótica da engenharia, imagens e vídeos são sinais multidimensionais, 
e por esse motivo as técnicas de codificação aplicáveis foram, na maioria das vezes, 
herdadas das técnicas desenvolvidas para a análise e o processamento de sinais 
unidimensionais (31,33). Um sinal unidimensional é uma sequência ordenada de 
números que descrevem as tendências e variações de uma grandeza física, medida 
ao longo do tempo e ou do espaço (37). 
Dentre os padrões de compressão de imagens bidimensionais já propostos 
até os dias atuais, o JPEG foi o primeiro esforço conjunto para elaboração de um 
padrão internacional de compressão de imagens digitais (28). A primeira versão foi 
lançada em 1992, mas ainda hoje é amplamente utilizada, sendo referência em 
compressão de imagens (28,38,39). 
Em relação à compressão de vídeos, as mesmas técnicas utilizadas na 
compressão de imagens são também aplicadas para compactar quadros individuais. 
No entanto, as redundâncias temporais, presentes nas sequências de quadros do 
vídeo, são também eliminadas por meio da aplicação de técnicas de estimação e 
compensação de movimento. Nesse contexto, o padrão MPEG foi um marco e 
principal referência em codificação de vídeo, criado também por um esforço conjunto 
para elaboração de padrões internacionais para a indústria de áudio e de vídeo digital 
(29,40,41). 
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Esses padrões de codificação contribuíram para massificar a tecnologia de 
imagens e de vídeos digitais em diversas áreas, como exemplo a médica 
(30,36,42,43). Desse modo, com o acúmulo de vídeos e de imagens armazenadas 
nas bases de dados de hospitais e clínicas, torna-se também necessário adicionar a 
essas bases de dados, maneiras eficientes de recuperar o conteúdo. É digno de nota 
que a indexação e a recuperação de imagens e de vídeos baseados em conteúdo são 
áreas de pesquisa que buscam preencher essa lacuna (44-46). 
O procedimento habitual de busca em bases de dados por expressões 
textuais, apesar de natural para os usuários, em diversos casos não permite expressar 
com precisão todo o conteúdo da imagem ou do vídeo desejado e, por esse motivo, 
abordagens alternativas tem sido investigadas e propostas. Essas abordagens são 
denominadas Content-based image retrieval (CBIR) e Content-based video retrieval 
(CBVR), ou ainda Content-based video indexing and retrieval (CBVIR), e consistem 
na recuperação de imagens e vídeos baseada em conteúdo (47-51). 
Diferentes técnicas de indexação e recuperação baseada em conteúdo já 
foram propostas e avaliadas, bem como diferentes métodos de codificação de 
imagens e vídeos. Porém, as abordagens já relatadas tratam cada aspecto de maneira 
isolada e independente. Como resultado, a indexação é usualmente realizada a 
posteriori, depois da transmissão ou do armazenamento da imagem ou do vídeo 
codificado (44,47). 
Com isso, este trabalho propõe um método original de codificação, 
indexação e recuperação de imagens e vídeos que trata essas tarefas de modo 
integrado, utilizando-se de diferentes técnicas matemáticas usualmente aplicadas a 
essas finalidades. Desse modo, a indexação é realizada simultaneamente à 
codificação, e o processo de recuperação será capaz de ser realizado imediatamente 
após o término do processo. 
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2. OBJETIVO 
Propor e analisar um método de codificação, indexação e recuperação automática de 
vídeos de exames médicos para aplicações de telemedicina. 
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3. REVISÃO DA LITERATURA E BASE DE DADOS MUNDIAIS DE 
PATENTES   
 
3.1. Imagens e vídeos digitais 
Imagens digitais são compostas por um conjunto de pontos luminosos, 
denominados pixels, distribuídos espacialmente (52). Para obter ou produzir uma 
imagem digital, a intensidade e a cor da luz emitida em cada ponto da cena são 
amostradas e medidas quantitativamente, sendo os valores obtidos agrupados e 
organizados na forma de matrizes. Desse modo, os índices da matriz correspondem 
à posição do pixel na cena capturada pela imagem, sendo a origem, por convenção, 
posicionada no canto superior esquerdo (53), conforme ilustra a Figura 1. 
 
 
 
 
Figura 1 – Posição dos índices da matriz de pixels no sistema de coordenadas. 
A distância entre cada pixel da imagem e a quantidade de linhas e colunas 
amostradas determinam a resolução espacial da imagem, sendo maior quanto mais 
amostras forem obtidas. Assim, a fidelidade de uma imagem digitalizada à cena real 
depende não somente da quantidade de linhas e colunas amostradas, mas também 
da densidade de pixels por unidade de área, usualmente indicada em pixels por 
polegada (DPI) (33,52). 
Nos dispositivos e sensores de captura de imagens utilizados, por exemplo, 
em câmeras fotográficas, a resolução espacial é fixa, e a densidade de pixels por área 
é ajustada externamente por meio de lentes e ou pela distância física do objeto ou 
cena. Vale ressaltar que a resolução espacial ideal é determinada pela necessidade 
de cada aplicação. A Figura 2 ilustra uma ampliação gradativa (zoom) de uma imagem 
de exame endoscópico, na qual é possível observar os pixels de uma pequena área 
da figura (31,54). 
0,0 x 
y 
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Figura 2 – Vista aproximada dos pixels de uma área da imagem. 
Além da resolução espacial, a resolução da intensidade em cada ponto da 
imagem é um fator que deve ser considerado e ajustado conforme a aplicação, pois 
pode afetar a qualidade de imagem. A resolução da intensidade refere-se à menor 
variação perceptível na intensidade da luz e ou da cor do pixel, e deve permitir 
representar e reproduzir quantos níveis diferentes forem necessários. A quantidade 
de níveis de intensidade é usualmente definida em potências de dois devido ao 
sistema de representação binária empregado em sistemas digitais (53).  
Nesse sentido, para imagens monocromáticas de aplicação genérica, é 
suficiente utilizar 256 (ou 28) níveis de intensidade para representar todas as variações 
possíveis observadas em cada ponto na cena. Entretanto, em imagens médicas de 
diagnóstico por imagem, como exemplo as radiográficas, ultrassonográficas e de 
ressonância magnética, é comum utilizar 65.536 (ou 216) níveis diferentes de 
intensidade a fim de preservar o máximo possível de detalhes das estruturas 
anatômicas observadas (35).  
Vale ressaltar que todos os dispositivos e processos utilizados na captura, 
armazenamento e apresentação da imagem, tais como sensores, protocolos de 
codificação e monitores de vídeo, devem suportar a mesma resolução de intensidade, 
caso contrário os benefícios da resolução superior não serão aproveitados (37). 
No caso de imagens coloridas, a cor de cada pixel é resultante da 
combinação de três cores primárias: vermelho, verde e azul. Essa modalidade de 
representação de imagens coloridas é denominada RGB, acrônimo para Red green 
blue. Portanto, em lugar de uma única matriz de intensidades, imagens coloridas são 
representadas por três matrizes que indicam, cada uma, quanto de cada cor primária 
existe em cada pixel (31). A Figura 3 exemplifica uma imagem decomposta em seus 
componentes R, G e B. 
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Figura 3  – Imagem original decomposta em componentes R, G e B. 
Esse modelo de cores foi inspirado nas características do olho humano. As 
células presentes na retina responsáveis pela percepção de cores, os cones, possuem 
níveis de sensibilidade diferentes para cada espectro da luz, resultando em três tipos 
de cones específicos. Por esse motivo os cones são denominados conforme o 
comprimento de onda para o qual possuem maior sensibilidade, ou seja, S para ondas 
curtas, M para ondas médias, e L para ondas longas (52,55). 
Os comprimentos de onda curtos, médios e longos correspondem, 
respectivamente, às cores azul, verde e vermelho. Na Figura 4 são apresentadas as 
respostas normalizadas de cada tipo de cone, em termos de sensibilidade, segundo o 
comprimento de onda da luz. 
 
 
 
 
 
 
Figura 4 – Sensibilidade dos cones S, M e L segundo o comprimento de onda. 
Fonte: Adaptado de LMS Color Space (56). 
Pela Figura 4 pode-se observar também o fato de a percepção visual de 
cores nos seres humanos ser resultante da estimulação simultânea dos três tipos de 
cones, assim como diferentes tonalidades e matizes podem ser reproduzidas a partir 
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da mistura dessas cores primárias (56). Como consequência, foi possível desenvolver 
telas de TV e monitores de vídeo capazes de reproduzir uma grande variedade de 
cores a partir de apenas três. Portanto, as diferentes cores reproduzidas pelos 
dispositivos eletrônicos mencionados não resultam da emissão da luz com diferentes 
comprimentos de onda no espectro visível, mas da mistura, em gradações variadas, 
de três cores fixas. Essa característica promove a estimulação dos cones na retina de 
modo igual ou compatível com a estimulação que cada comprimento de onda visível 
produz (57). 
Para mapear a relação entre o comprimento de onda e a percepção às 
cores de um observador humano padrão, a Comissão Internacional de Iluminação 
(CIE) estabeleceu, em 1931, funções de mapeamento para as cores visíveis, 
definindo-as como combinações lineares das três cores primárias, nos comprimentos 
de onda de 435,8 (B), 546,1(G) e 700 nm (R) (58). O modelo de cores proposto, 
denominado XYZ, foi elaborado de tal maneira que as misturas de cores possíveis, 
com nível máximo de saturação e intensidade luminosa constante, fossem projetadas 
sobre um dos planos do espaço de cores tridimensional (57,58). A Figura 5 ilustra 
essa característica, com as cores projetadas sobre o plano 𝑥𝑦. Na figura, os valores 
de x e y correspondem aos valores de X e Y normalizados de modo que sejam 
limitados entre 0 e 1, e podem ser calculados por meio das Equações 1 e 2 (33). 
 
Figura 5 – Gráfico de mapeamento de cores da CIE. 
Fonte: Adaptado de CIE 1931 Color Space (59). 
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𝑥 =   𝑋/(𝑋 + 𝑌 + 𝑍)  (1) 
𝑦 =   𝑌/(𝑋 + 𝑌 + 𝑍)  (2) 
Adicionalmente, no modelo XYZ a luminância é representada 
separadamente. Esse modelo é utilizado como base para definir outros espaços de 
cor conhecidos, entre eles os modelos YUV para sinais de TV analógica, e YCbCr, 
utilizado na codificação de vídeos digitais (52,53). Em particular, os espaços de cor 
aplicados a sistemas de TV e ou vídeo utilizam essa separação entre luminância e 
cores, pois viabiliza a codificação de um fluxo único compatível com sistemas 
monocromáticos e coloridos, além de permitir comprimir os sinais de cor sem perda 
perceptível de qualidade (31,33). A Figura 6 ilustra o espaço de cores do modelo YUV 
para um nível de luminância específico. 
 
Figura 6 – Espaço de cores YUV para um nível de luminância específico. 
Fonte: Adaptado de YUV e YUV Colorspace (60,61). 
Outro aspecto relevante em relação à seleção do espaço de cores diz 
respeito ao fato de o olho humano ser mais sensível à percepção de variações de 
intensidade do brilho, quando comparado à percepção de cores (31). Por esse motivo 
a utilização de um modelo de cores que separa os componentes de cor do 
componente de luminância é mais vantajosa para aplicações de vídeo. Desse modo 
é possível alcançar melhor qualidade do vídeo dando maior ênfase à luminância 
(31,33). 
O principal modelo de cor utilizado em vídeos digitais é o YCbCr, o qual 
baseia-se no modelo YUV. No modelo YUV os componentes de cor (U e V) são 
normalizados de modo que os valores mínimo e máximo sejam 0 e 1, enquanto no 
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modelo YCbCr os valores das matrizes são quantizados em 256 níveis, sendo, 
consequentemente, representados por números inteiros de oito bits (31). 
A Figura 7 exemplifica as camadas do modelo YCbCr para uma imagem de 
endoscopia. A camada de luminância corresponde à imagem em escala de cinza, e 
favorece a identificação de características e a indexação. 
 
Figura 7 – Camadas do modelo YCbCr. 
Estas mesmas características aplicadas a imagens são válidas também 
para vídeos, e um vídeo é formado por imagens sequenciais exibidas a intervalos 
breves e regulares. Nesse sentido, a rápida sucessão de imagens produz a sensação 
de movimento e a Figura 8 ilustra uma sequência de imagens de um fluxo de vídeo. 
 
Figura 8 – Sequência de quadros de vídeo. 
As imagens individuais que formam o vídeo são denominadas quadros ou 
frames. No processo de codificação de imagens e ou de quadros, busca-se explorar 
redundâncias espaciais, tais como as repetições de pixels em posições adjacentes, 
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de modo a representar grupos de pixels iguais ou semelhantes em conjunto. Desse 
modo, obtém-se uma representação compactada da informação visual (62). 
No caso de vídeos, além das redundâncias espaciais presentes nos 
quadros, existem também redundâncias temporais, ou seja, semelhanças entre 
quadros subsequentes, que podem ser exploradas a fim de obter níveis de 
compressão mais elevados. As técnicas de codificação “inter-quadros” aplicam a 
codificação sobre a diferença numérica entre quadros subsequentes ou “resíduo”, 
obtendo uma redução da informação a ser codificada (33,62).  
 
3.2. Decomposição em valores singulares 
A decomposição em valores singulares (DVS) é uma técnica de fatoração 
de matrizes que obtém, como resultado, uma decomposição na forma: 
𝐴 = 𝑈 × Σ × 𝑉𝑇  (3) 
Na Equação 3 (63,64), Σ é uma matriz diagonal de valores singulares, e U 
e V são matrizes ortogonais de vetores associados aos valores singulares. 
O objetivo da DVS é encontrar um conjunto de vetores 𝑣𝑖 que ao serem 
multiplicados pela matriz de entrada A se igualem a um único vetor de direção 𝑢𝑖 e 
comprimento 𝜎𝑖,𝑖. Essa igualdade pode ser expressa na forma da Equação 4 (63): 
𝐴 × 𝑣𝑖 = 𝜎𝑖,𝑖 × 𝑢𝑖  (4) 
Essa operação pode ser interpretada geometricamente como uma projeção 
do vetor 𝑣𝑖 orientada pela multiplicação pela matriz A, de tal modo que o vetor 𝜎𝑖,𝑖 × 𝑢𝑖 
represente a magnitude e a orientação da transformação produzida pela matriz A 
sobre o vetor 𝑣𝑖 (63). Desse modo pode-se inferir em quais direções a matriz A 
concentra suas características mais relevantes. A Figura 9 ilustra esses 
procedimentos para a obtenção do primeiro valor singular e vetor 𝑢 respectivo. 
Esse procedimento é repetido em sequência até que todos os valores e 
vetores singulares da matriz A sejam encontrados. A Figura10 ilustra o segundo passo 
de obtenção dos valores e vetores singulares da matriz A. 
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Figura 9 – Interpretação geométrica da fatoração de A no valor singular σi,i e nos 
vetores singulares vi e ui. 
Fonte: Adaptado de Poole (63). 
 
Figura10 – Interpretação geométrica da fatoração de A para obtenção do segundo 
valor singular 𝜎𝑖,𝑖 e vetores singulares 𝑣𝑖 e 𝑢𝑖 respectivos. 
Fonte: Adaptado de Poole (63). 
O conjunto de vetores e valores singulares podem ser ordenados de modo 
decrescente segundo a magnitude dos valores singulares 𝜎𝑖,𝑖. Desse modo, obtém-se 
uma sequência de vetores na qual os vetores mais representativos da matriz A são 
posicionados no início da relação. O conjunto de vetores 𝑢𝑖 e 𝑣𝑖 agrupados compõem 
as matrizes U e V, e são denominados vetores singulares à esquerda e à direita, 
respectivamente, enquanto os valores singulares 𝜎𝑖,𝑖 formam a diagonal principal da 
matriz Σ (63,64). 
O número de autovalores e autovetores da matriz A corresponde ao 
número de vetores linha linearmente independentes da matriz (65).  
Os valores singulares 𝜎𝑖,𝑖 são obtidos a partir das raízes quadradas dos 
autovalores da matriz resultante da multiplicação da matriz de entrada A por sua 
transposta, ou seja, 𝐴𝑇 × 𝐴  (64,65). A multiplicação de uma matriz por sua transposta 
 
𝑣 
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produz uma matriz simétrica, e este fato possui a vantagem de evitar a presença de 
números complexos nos autovalores devido a todas as raízes do polinômio 
característico serem valores positivos, simplificando o cálculo e a representação 
desses valores (63). 
A fatoração representada pela DVS é um procedimento reversível, ou seja, 
a matriz original A pode ser reconstruída a partir das matrizes fatoradas U, Σ e V. Vale 
ressaltar que o produto 𝑈 × Σ × 𝑉𝑇 pode ser alcançado de maneira gradual por meio 
do somatório: 
∑  𝑢𝑖  × σ𝑖,𝑖  × 𝑣𝑖
𝑇𝑘
𝑖=   (5) 
Desse modo, a cada parcela adicionada, a soma resultante se aproxima 
gradualmente da matriz original. Na Equação 5 (65), o valor de 𝑘 é o posto da matriz 
A, e equivale ao número de vetores linearmente independentes na matriz. 
No contexto de imagens digitais, a redundância espacial presente nas 
imagens se traduz em matrizes compostas de vetores semelhantes, e com frequência 
um subconjunto desses vetores são iguais. Em consequência dessa característica, o 
número de vetores linearmente independentes da matriz é menor que o total de 
vetores da matriz, resultando em um posto de menor valor. No somatório da Equação 
5, isso significa que o valor de k será menor que as dimensões da matriz original, e, 
portanto, os vetores repetidos serão representados apenas uma vez (63).  
Além disso, valores singulares de menor magnitude e seus respectivos 
vetores associados, possuem pouca ou nenhuma relevância na reconstrução da 
matriz original quando se trata de imagens digitais, e podem ser desconsiderados. 
Dessa forma é possível representar a matriz original com menos informações e 
alcançar uma compressão dos dados originais (63). 
3.3. Codificação de imagens e vídeos 
Para reduzir a demanda por espaço de armazenamento e por largura de 
banda dos canais de comunicação, imagens e vídeos são submetidos ao processo de 
compressão (33,40,41,66-68). Nesse cenário, as técnicas de compressão mais 
frequentes incluem as seguintes etapas: 
1. Transformação da imagem do domínio espacial para o domínio de 
frequência por aplicação da transformada discreta de cosseno (DCT); 
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2. Quantização dos coeficientes da matriz transformada; 
3. Codificação de símbolos utilizando o algoritmo de Huffman ou a 
codificação aritmética (28,52). 
Vale ressaltar que exemplos de padrões que se baseiam nessas etapas e 
técnicas são o JPEG para imagens estáticas e MPEG para vídeos (28-30,33).  
Depois do surgimento do MPEG, definiu-se o padrão H.263 pelo ITU-T 
SG15, grupo de estudo 15 do setor de normatização das telecomunicações da União 
Internacional de Telecomunicações. Esse padrão foi amplamente adotado em 
sistemas de videoconferência, e na distribuição de vídeos na Internet por meio da 
tecnologia Flash, tais como YouTube e MySpace (33,69-71). 
Em termos de desempenho, o padrão H.263 é capaz de operar em 
diferentes taxas de bits, apresentando diferentes níveis de qualidade visual, e, como 
exemplo, aplicando-se resolução 352 x 288 a 15 quadros por segundo, a taxa de bits 
média, nessa modalidade de compressão, varia entre 70 e 1.152 Kbps, e a qualidade 
medida pelo PSNR entre 25 e 36 dB (70). 
Em alternativa à codificação baseada na transformação de domínio, foram 
propostas técnicas de compressão baseadas na decomposição em valores singulares 
(DVS) (72-77). 
Koshi et al. (78), na patente US 5615288A (Singular Value Decomposition 
coding and decoding apparatuses), reivindicaram um aparato de codificação e 
decodificação de imagens que usa DVS. O objetivo da invenção é reduzir a quantidade 
de cálculos necessários na codificação de imagens usando DVS. Trata-se, portanto, 
de método de codificação de imagens que utiliza a fatoração das matrizes de entrada. 
Por essa patente, a imagem de entrada é dividida em blocos e para cada bloco os 
valores singulares são calculados usando, por exemplo, o método de Jacobi (65). Os 
autovalores e os autovetores são codificados, e após o cálculo dos autovalores e 
autovetores, e dos autovetores normalizados, é determinada a força do último valor 
singular obtido, que é então acumulada. No momento em que a força acumulada dos 
valores singulares alcança taxa pré-determinada, ou quando a diferença da força 
acumulada e da força total do bloco de entrada alcança um valor fixo, não indicado no 
documento, o cálculo de valores singulares cessa. Os autovetores obtidos na 
decomposição são agrupados em classes de acordo com a magnitude dos valores 
singulares, e comparados com limiares pré-estabelecidos. A partir dessa comparação, 
os valores singulares e autovetores são agrupados em classes, e depois quantizados 
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linearmente de acordo com a faixa dinâmica da classe à qual pertencem. Em relação 
aos autovetores de uma segunda classe, estes são submetidos ao cálculo da 
diferença entre os elementos por meio de técnica denominada differential pulse-code 
modulation (DPCM) (79,77), sendo a diferença também quantizada linearmente. 
Ainda, a patente avaliada faz referência aos resultados obtidos por 
Andrews e Patterson (72) e Garguir (80), e estabelece método para reduzir a 
quantidade de cálculos necessários na codificação, buscando manter os mesmos 
resultados. Andrews e Patterson (72) compararam a DVS com outras transformações, 
tais como as transformadas de cosseno e de Fourier, e demonstraram que a DVS era 
a melhor transformação ortogonal para compressão de energia de imagem. Porém, 
em termos do custo computacional, a DVS apresentou complexidade de tempo da 
ordem de 𝑁3, enquanto a DCT, complexidade da ordem de 4𝑁2 ∙ log2 2𝑁.  
Sob esse escopo, Garguir (80) propôs método de codificação de imagens 
monocromáticas baseado na DVS e comparou o desempenho do codificador com 
outra abordagem baseada na DCT. O autor concluiu que, em relação às taxas de 
compressão, as imagens reconstruídas usando o método DVS são ligeiramente 
melhores quando comparadas ao uso da DCT, e que a reconstrução pelo método DVS 
leva de 30 a 50 vezes menos tempo que a DCT. Porém, a DCT não possui limite 
teórico para a taxa de compressão, enquanto a DVS apresenta limite experimental de 
0,6 bit/pixel. 
O método mencionado é referenciado na patente US 8160368 B2 (81), a 
qual aplica a DVS sobre subdivisões da imagem original com objetivo de compressão 
e extração de característica. Nesse documento, os autores registraram que o método 
apresentou qualidade de imagem superior ao padrão JPEG para a mesma taxa de 
compressão. 
Ashin et al. (82) propuserem um método híbrido de transformação e 
compressão das imagens que combina DVS e a transformada wavelet discreta (DWT) 
para obter melhores taxas de compressão ao mesmo tempo em que preserva a 
qualidade. Nesse trabalho, o método de compressão compreende três passos:  
1. Transformação da imagem X na imagem X1 pela DWT de nível dois usando 
wavelets biortogonais 9/7; 
2. Decomposição de X1 em blocos de tamanho 2×2 com análise multi-
resolução da DVS até o nível 6 para obter X2; 
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3. Compressão de X2 usando SPIHT – set partitioning in hierarchical trees, e 
compressão da imagem resultante com gzip.  
Os autores realizaram experimentos comparando a qualidade da imagem 
reconstruída após codificação pelo método proposto e por outros métodos. As taxas 
de compressão alvo foram parametrizadas em 1, ½ e ¼ bpp (bit por pixel), e os 
resultados apontaram o seguinte: 
1. No caso de alta taxa de compressão (¼ bpp) o método proposto 
apresentou equilíbrio entre efeitos de bloco e imagens desfocadas. Vale 
ressaltar que, enquanto os codificadores baseados em DVS, Karhunen-
Loève Transform (KLT) e JPEG apresentaram efeitos de bloco, o 
codificador wavelet com filtros longos apresentou imagens desfocadas; 
2. Para a figura da impressão digital o desempenho do método proposto foi 
superior (PSNR = 40,22 dB); 
3. Para a figura “Yogi” os codificadores baseados em DVS e KLT foram 
superiores decorrente ao fato da imagem possuir menos níveis de cinza 
(PSNR = 51,15 dB e 47,99 dB, respectivamente); 
4. Para as demais imagens, o método proposto foi ligeiramente inferior ao 
codificador wavelet, mas superior aos demais (PSNR = 28,3 dB ~ 39,19 
dB). 
Gu et al. (77) propuseram um método de codificação de vídeo que utiliza a 
fatoração das matrizes de entrada por meio da DVS. O método descrito baseia-se na 
redução da redundância temporal presente nas imagens subsequentes de vídeo, 
alcançando taxa de compressão superior em comparação com a obtida sem a 
remoção. Nesse contexto, o processo algébrico empregado foi o 2-D DVS (75), que 
consiste em aplicar a fatoração sobre a média do grupo de N quadros e transmitir as 
matrizes de vetores singulares U e V do grupo, e os valores singulares de cada 
quadro. Assim, a quantidade de coeficientes transferidos a partir da aplicação do 
esquema proposto é reduzida para: 
(2 +  𝑛) ∙ 𝑊𝐻 
Onde: 
 n é o número de quadros considerados; 
 W corresponde à largura do quadro; 
33 
 
 H corresponde à altura do quadro. 
De outro modo, sem o uso do método, o número de coeficientes 
necessários na transmissão equivale a: 
𝑛𝑊𝐻 ∙ (2𝑚2 +𝑚)/𝑚2 
Onde: 
 n, W e H referem-se, respectivamente, ao número de quadros 
considerados, à largura e à altura do quadro; 
 m corresponde ao tamanho do bloco.  
Como resultado, o número de coeficientes necessários para a 2-D DVS 
corresponde, aproximadamente, à metade da quantidade necessária para a 1-D DVS. 
Com isso, o método proposto apresentou ganho médio em codificação de 6,15 dB 
para o mesmo bit-rate quando comparado à codificação baseada na DCT. Ainda, 
comparado aos codificadores H.264 sem estimação de movimento, codificador de 
vídeo distribuído (DVC) com predição intra-quadro, H.264 com predição intra-quadro 
e MJPEG DPCM, o método do documento foi superior em qualidade de imagem em 
11 de 17 cenários para o mesmo bit-rate.  
A patente US 8433148 (83) descreve um método para compressão de 
imagens texturizadas e particionadas em blocos de pixels. Nesse método, a matriz é 
decomposta em uma matriz-coluna e uma matriz-linha, de modo que a largura da 
matriz-coluna seja substancialmente menor que a altura da matriz-coluna, e a altura 
da matriz-linha seja consideravelmente inferior à largura da matriz-linha. A 
decomposição do método é caracterizada pela generalização do algoritmo K-médias 
ou K-means, que utiliza a DVS para calcular as matrizes coluna e linha, e por esse 
motivo é denominado k-means SVD (do inglês singular value decomposition) ou K-
SVD (84). Cabe ressaltar que esse processo de decomposição busca minimizar o erro 
residual de modo que a norma de Frobenius de ‖𝑌 − 𝐷𝑋‖𝐹
2  seja mínima, onde Y é a 
imagem original, e D e X as matrizes-coluna e linha respectivamente. Para obter esse 
resultado, o método K-SVD usa um processo de busca que alterna entre codificação 
esparsa e atualização de tabela de códigos até convergir ou alcançar uma condição 
de terminação; o estágio de codificação esparsa determina os vetores x para cada 
pixel y, minimizando o resíduo ‖𝑦 − 𝐷𝑥‖2.  Depois da decomposição, as linhas da 
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matriz-coluna são agrupadas usando um bit-rate alvo e um parâmetro de qualidade 
alvo. Em seguida, para obter maior compressão em imagens com padrões repetitivos, 
encontra-se a menor frequência dominante para a matriz-coluna usando uma 
transformada de Fourier. A partir do valor da frequência dominante seleciona-se uma 
submatriz da matriz-coluna que representa o padrão que se repete na imagem. Ainda, 
o método suporta forma alternativa de compressão na qual a imagem 2-D é 
particionada em vetores 1D, e sobre cada vetor são aplicadas a transformada wavelet 
ou DCT. Em seguida, os vetores transformados são comprimidos por codificação de 
entropia. 
A patente US 8451906 (85) descreve um método e sistemas para 
reconstrução de sequências de quadros de vídeo recebidos de um dispositivo emissor 
num ambiente de codificação distribuída. O método descrito pressupõe uma 
arquitetura em que o vídeo codificado é transmitido pelo dispositivo cliente para um 
servidor, e do servidor para outro cliente. Segundo os autores, esse arranjo se justifica 
pelo fato de o servidor ter maior capacidade de processamento, e poder recodificar o 
vídeo de modo a aliviar a carga de processamento do cliente receptor. Nesse cenário, 
o dispositivo emissor do vídeo codifica quadros-chaves por completo utilizando um 
método projetado para demandar uma carga de processamento mínima. Por outro 
lado, para os quadros não-chave apenas uma parte dos blocos de pixels são 
codificados pelo emissor e, esse emissor identifica, por meio de cálculo, quais blocos 
podem ser substituídos com segurança por blocos correspondentes no quadro-chave. 
Nesse contexto, a decomposição em valores singulares é utilizada para codificar os 
blocos de pixels de quadros não-chave. 
Na patente CN103237205 (86) é descrito um método de compressão de 
imagens para câmera digital baseado na observação da matriz de Toeplitz e em 
técnica de aprendizagem de dicionário. O método pretende resolver o problema 
relacionado à dificuldade de aplicar a matriz de observação aleatória gaussiana em 
sistemas reais. Por isso, aplica-se a matriz de observação de Toeplitz, a qual está 
relacionada ao corpo teórico de sensoriamento comprimido, cuja hipótese estabelece 
a possibilidade de obtenção de uma representação esparsa do sinal original por meio 
da construção de um sistema de observação não relacionado ao dicionário. Ainda, a 
partir da representação esparsa é possível reconstruir o sinal com alta probabilidade 
por meio do algoritmo de otimização. A técnica de aprendizado de dicionário aplicada 
pelos autores é a K-SVD. Nesse cenário, os autores compararam a qualidade da 
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reconstrução utilizando o dicionário DCT e a K-SVD, e verificaram que o desempenho 
da K-SVD é superior para todas as taxas de amostragem testadas. Após avaliações, 
observou-se que o PSNR variou de 24,32 dB a 36,14 dB para a imagem “Lena”, e de 
24,94 dB a 38,37 dB para a imagem “House”. Cabe destacar que a qualidade das 
imagens reconstruídas pelo método depende do dicionário construído. 
Pace (87) propõe, na patente US 8964835, método e sistema de 
processamento de vídeo para detecção de uma ou mais instâncias de uma 
característica candidata. Nessa patente, os quadros decodificados previamente são 
processados para identificar potenciais coincidências da característica candidata, e, 
no momento em que uma quantidade substancial de partes do quadro apresenta 
instâncias da característica candidata, estas são reunidas num conjunto. Vale 
ressaltar que cada conjunto de características candidatas é usado para criar um 
modelo baseado em característica, que considera a variação de deformação e a 
variação de aparência das instâncias. Os modelos de aparência e estruturais são 
criados usando a análise de componentes principais (PCA). A partir disso, a 
codificação do vídeo é feita com o protocolo MPEG, com exceção das regiões cuja 
taxa de compressão for maior usando a compressão baseada em características. 
Neste caso a região é codificada utilizando o método de compressão baseado em 
características, e as demais utilizando o codificador convencional (MPEG).  
A patente US20160241861 (88) descreve uma unidade de predição intra-
quadro cuja finalidade é melhorar a eficiência das predições entre planos de cor de 
uma imagem RGB para o protocolo de codificação High efficiency video coding 
(HEVC) (89). Esta unidade de predição remove componentes de alta frequência com 
um filtro passa-baixa, e separa o valor de luminância do pixel. Em seguida é gerado 
um bloco de predição para o qual estima-se o valor de crominância usando um filtro 
passa-baixa de modo LM chroma. O modo LM chroma consiste em uma técnica para 
geração do bloco de predição a partir da correlação entre os planos de cor e de 
luminância, aplicado após remoção dos ingredientes de alta-frequência. O protocolo 
HEVC prevê a possibilidade de agregação de extensões, e nesse sentido a proposta 
dessa patente se aplica a imagens em formato RGB com amostragem uniforme dos 
componentes de cor (formato de pixel 4:4:4). 
Também aplicada ao protocolo HEVC, a patente US20160261885 (90) 
propõe a análise da imagem de entrada com o objetivo de identificar o espaço de 
cores, a taxa de amostragem e a profundidade de bits (número de bits necessários 
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para representar cada pixel) que melhores níveis de compressão podem oferecer ao 
codificador. O método propõe estratégias de adaptação aplicáveis à mesma imagem, 
ou a uma sequência de quadros de um vídeo. Para selecionar a melhor configuração, 
o método propõe uma análise de taxa de distorção de diferentes estratégias, e 
favorece os parâmetros que apresentam a menor distorção. Considerando o espaço 
de cores, a estratégia proposta prioriza o modelo de cores YUV para cenas e RGB 
para telas de computadores. 
A patente CN105763880 (91) descreve um método iterativo para cálculo de 
valores singulares e vetores correspondentes que objetiva reduzir ou eliminar o efeito 
de bloco de um processo de codificação de vídeo não descrito no documento. O 
método prevê a aplicação de um filtro baseado na DVS, e propõe técnica para 
decompor a matriz apenas o suficiente para as necessidades do método, com 
possibilidade de ajuste da precisão da decomposição. No trabalho em consideração, 
o processo de eliminação do efeito de bloco inicia-se com a obtenção de uma matriz 
de grupo de similaridade estrutural a partir do conteúdo do vídeo codificado. Essa 
matriz é usada como entrada para o processo iterativo de cálculo, que se desdobra 
em dois laços de repetição aninhados para que as linhas e as colunas da matriz sejam 
processadas gradualmente. Pelo laço interno, a matriz de grupo de similaridade 
estrutural é reconstruída utilizando-se o maior valor singular e respectivos vetores 
singulares à direita e à esquerda. Em seguida, a matriz de entrada é subtraída da 
matriz reconstruída, gerando uma matriz residual que serve de entrada para o laço 
externo. No laço externo, o valor singular final e os vetores calculados são novamente 
combinados, e ao ser concluído obtém-se uma matriz de grupo de similaridade 
estrutural na qual o efeito de bloco é eliminado. 
A patente US 10027974 (92) descreve um método de codificação de 
imagens que aplica a DVS sobre bloco de predição para obter as matrizes de 
autovetores U e V, e realiza a codificação sobre os dados residuais da diferença entre 
o bloco predito e o bloco efetivamente a ser codificado. O método prevê o cálculo de 
uma segunda transformação sobre os dados residuais para obter um segundo 
conjunto de coeficientes de transformação. Após, o desempenho de ambas as 
transformações é comparado a fim de embasar a escolha da transformação e dos 
coeficientes correspondentes. Além da segunda transformação, o método ainda prevê 
a possibilidade de uma terceira, cujo desempenho também será confrontado e, caso 
seja superior, será selecionado.  
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3.4. Indexação e recuperação 
A indexação é uma técnica utilizada para acelerar o acesso a um dado ou 
a um conjunto de dados armazenados (93). Este processo consiste no mapeamento 
de um conjunto de objetos (documentos, imagens, vídeos, etc.) por meio de símbolos 
representativos desses objetos, que podem ser palavras, números ou outras 
características, com o objetivo de tornar efetivo e eficiente o acesso aos objetos de 
interesse (44,45,47). 
Nesse contexto, a busca de informações por meio de palavras-chaves 
constitui a maneira mais frequente e simples de obter acesso a documentos e ou 
objetos de interesse (47,94,95). Porém, no caso da busca por informações não 
textuais como imagens e vídeos, para que tais conteúdos possam ser recuperados 
por meio de uma pesquisa textual é necessário atribuir rótulos identificadores a cada 
objeto (44,47). A Figura 11 exemplifica a atribuição manual de rótulos ao quadro de 
nº 1852 do conjunto de entrada utilizado nos experimentos. 
 
Figura 11 – Exemplo de indexação por rótulo. 
O trabalho de atribuição de rótulos pode ser manual e ou executado 
automaticamente por meio de técnicas de reconhecimento de padrões. A atribuição 
manual tem a vantagem de ser acurada e precisa, porém, é custosa e torna-se inviável 
quando se trata de indexar vídeos completos e grandes bases de dados de imagens. 
Nesse caso, a atribuição de rótulos automaticamente por meio de técnicas 
Duodeno; 
Metaplasia; 
Etc. 
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computacionais torna-se mais vantajoso, mesmo que apresentem perdas em precisão 
e acurácia dos resultados obtidos (44,45,96,97). 
Alternativamente à atribuição de rótulos, a indexação pode ser feita com 
base em características extraídas das imagens. Os tipos de características utilizadas 
podem ser classificados em três tipos: cores, textura e características morfológicas 
(47,52,96). Na Figura 12 é apresentado o histograma de cores para a imagem da 
Figura 11, exemplificando uma característica de cor comumente utilizada na 
indexação de imagens. O histograma de cores apresenta a frequência absoluta de 
ocorrência, na imagem, de cada nível dos componentes R, G e B dos pixels. 
 
Figura 12 – Histograma de cores RGB do quadro nº 1852. 
Para a extração de características de textura e morfológicas costuma-se 
submeter a imagem indexada a um filtro, de modo a revelar ou ressaltar as 
características desejadas (52). A Figura 13 exemplifica o resultado da aplicação do 
filtro Local Range para análise de textura da imagem da Figura 11.  
Após a aplicação do filtro Local Range obtém-se uma matriz cujos valores 
indicam a variabilidade dos pixels para uma área delimitada em torno de cada pixel. 
A partir dos coeficientes da matriz resultante, após a aplicação do filtro, é possível 
obter um valor representativo da característica analisada para toda ou parte da 
imagem. Esse valor, situado em uma escala específica para a característica, permite 
realizar comparações posteriores entre imagens (52,53). 
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Figura 13 – Resultado da aplicação do filtro Local Range ao quadro nº 1852. 
Características morfológicas em imagens referem-se à forma, quantidade, 
localização e aspecto dos objetos presentes na cena, e podem incluir, dentre as 
características extraídas, informações a respeito da geometria e topologia dos objetos 
detectados, além de cor e textura. O processo de detecção de objetos é denominado 
segmentação, e pode envolver etapas de filtragem, detecção de bordas, limiarização 
e identificação de regiões (53). Em seguida, as características morfológicas são então 
extraídas dos segmentos identificados. A Figura 14 ilustra o resultado da aplicação do 
filtro Sobel, comumente utilizado para auxiliar na tarefa de detecção de bordas e 
segmentação de imagens (52). 
 
Figura 14 – Resultado da aplicação do filtro Sobel ao quadro nº 1852. 
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As características de cor, textura e forma são ditas de “baixo nível”, pois 
são processamentos algébricos e estatísticos que resultam em dados de baixo nível 
de abstração. Sem o contexto, características de baixo nível são insuficientes para 
identificar o conteúdo das imagens. Por outro lado, rótulos textuais são características 
ditas de “alto nível”, pois possuem alto nível de abstração e permitem a identificação 
do conteúdo das cenas (45). 
As características de baixo nível são agrupadas de modo a formar vetores 
de características. Em um passo posterior, a recuperação das imagens ocorre por 
comparação entre os vetores de características da imagem buscada e das imagens 
indexadas previamente, sendo o grau de semelhança entre imagens determinado por 
uma medida de distância entre os vetores (44,47,96). 
A obtenção de características de alto nível de modo automático envolve a 
utilização de técnicas de aprendizado de máquina e reconhecimento de padrões. 
Essas técnicas permitem, entre outros aspectos, atribuir rótulos automaticamente e 
ou identificar novas classes segundo o conteúdo das imagens (45). 
Vale ressaltar que a maneira de buscar e recuperar as imagens depende 
do tipo de indexação realizada, sendo comuns a busca textual e a busca por exemplo. 
Na busca por exemplo uma imagem é fornecida como critério de busca, e obtém-se 
como resposta um conjunto de imagens considerados mais semelhantes e ou de 
vídeos contendo quadros similares à imagem buscada, ou apenas as imagens e ou 
vídeos que alcançarem um nível de similaridade mínimo previamente estabelecido. 
Portanto, a busca pode ocorrer por meio da combinação de palavras e ou de 
características extraídas das imagens, ou ainda por meio de exemplos (96,98). 
Dentre as características ditas de “baixo nível” mais frequentes pode-se 
destacar: histograma de cores, características de textura tais como aspereza, 
contraste e direcionalidade, e características morfológicas tais como as dimensões e 
a posição dos objetos presentes na imagem (53,95).  
Além da indexação baseada em características, foram propostas e 
descritas na literatura técnicas que buscam identificar características específicas nas 
imagens e descrevê-las em termos dos aspectos detectados, e por isso são chamados 
de detectores e descritores de características. Exemplos de detectores e descritores 
incluem: Scale invariant feature transform (SIFT), Maximally stable extremal regions 
(MSER),  Features from accelerated segment test (FAST), Speeded up robust features 
(SURF), Binary robust independent elementary features (BRIEF), Oriented FAST and 
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rotated BRIEF (ORB), Color and edge directivity descriptor (CEDD), Color layout 
descriptor (CLD) e Pyramid histogram of orientation gradients (PHOG) (99-101). 
Indexação e recuperação são usualmente tratadas de modo independente 
da codificação, mesmo nos casos em que a indexação é realizada sobre imagens e 
vídeos codificados (95). No entanto, Vasconcelos e Lippman (102) exploraram a 
relação entre modelagem probabilística e compressão de dados para propor um 
método de codificação e de recuperação de vídeos codificados. A proposta dos 
autores consiste em aplicar um tipo de codificação denominada library-based coding 
ao método MPEG, a qual estabelece um conjunto de classes de probabilidades 
calculado para cada quadro processado, adicionando-o ao fluxo de dados codificados. 
Desse modo, a biblioteca de classes substitui as tabelas de códigos da quantização, 
e por esse motivo não prejudica a taxa de compressão do método. Além disso, por 
serem obtidas a partir de análise probabilística dos quadros, são utilizadas como 
índice para a recuperação. De acordo com os experimentos realizados pelos autores, 
os resultados indicaram acurácia de 99,2% para a primeira imagem recuperada, e 
87,7% para a quarta imagem recuperada. Para o cálculo destes resultados, a imagem 
idêntica à utilizada na busca não foi considerada. 
Na patente CA 2155901 (103) é descrito um método para identificação de 
rostos e extração de características com a finalidade de permitir a recuperação de 
fotos em que determinada pessoa se encontra registrada na cena. Nessa patente, o 
processo é constituído de quatro módulos ou unidades:  
1. Uma unidade de aquisição de imagens em formato digital; 
2. Uma unidade de pré-processamento para normalização da geometria e 
intensidade de valores; 
3. Uma unidade para codificação das imagens e atualização da base de 
dados; 
4. Uma unidade de interface gráfica para facilitar o uso do sistema. 
O documento relacionado se aplica exclusivamente à recuperação de 
imagens de pessoas em arquivos fotográficos. 
A patente US 5991028 (104) descreve aparato e sistema para classificação 
automática ou semi-automática de células, cujas imagens são obtidas a partir da 
técnica de espectroscopia. A espectroscopia e a espectrometria constituem a principal 
característica tecnológica dessa patente, pois determinam os procedimentos e 
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análises posteriores à captura das imagens. Pelo referido trabalho, observou-se que 
cada tipo de célula apresenta resposta diferente a um mesmo espectro de frequência, 
e por isso são obtidas diversas imagens da mesma amostra de células ou tecido 
biológico, sendo cada uma correspondente a um espectro em particular. Em seguida, 
estas imagens são comparadas com um grupo de referência, gerando um mapa de 
similaridades, que pode ser apresentado na forma de uma imagem em escala de cinza 
para ser analisado por técnicas de processamento de imagens e ou visão 
computacional. A partir disso, as amostras são classificadas de acordo com a 
quantidade e os tipos de células presentes nas imagens/amostras.  
Em experimento realizado com 21 amostras de células de carcinoma de 
mama, diversas imagens da mesma amostra, obtidas a partir da espectroscopia, 
foram agrupadas na forma de cubos espectrais, conforme determina o método. Após 
redução da dimensionalidade, os cubos tiveram seus pixels corretamente 
classificados em seis grupos por uma rede neural de dois níveis, conforme o tipo de 
resposta espectral obtida. Em seguida, os grupos de pixels já classificados no passo 
anterior, foram novamente submetidos a uma rede neural que classificou as amostras 
em oito grupos, sendo cada qual relativo a um tipo de célula maligna. Como resultado, 
o desempenho das duas redes em cascata foi considerado excelente pelos autores, 
pois classificou corretamente 20 das 21 amostras (95%). Nesse experimento, apenas 
uma amostra do tipo lobular in situ foi incorretamente classificada como sendo do tipo 
ductal in situ cribriforme. Além da classificação automática, o método produz imagens 
de classificação morfométricas determinadas espectralmente que apresentam mais 
claramente as características de células cancerosas, em comparação com imagens 
no padrão RGB. 
A patente US 6574378 (105) descreve um processo para indexação e 
recuperação de imagens usando “palavras-chaves visuais”, cujo método prevê a 
formação de uma espécie de dicionário de palavras-chaves visuais a partir de um 
conjunto de imagens pré-selecionadas, consideradas como documentos. Para realizar 
a indexação do conteúdo e assim viabilizar a busca de modo otimizado, as palavras-
chaves visuais de amostras dos documentos são extraídas por meio de processos de 
aprendizado de máquina supervisionado e ou não supervisionado. Uma imagem ou 
quadro-chave de uma sequência de vídeo é então descrita e indexada por uma 
assinatura que registra a distribuição espacial das palavras-chaves visuais presentes 
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na cena. A recuperação é feita por semelhança entre as assinaturas da consulta e dos 
documentos presentes na base de dados.  
O método descrito na patente US 7158692 B2 (106) possui diversas 
funções complexas que envolvem a obtenção, o tratamento, a segmentação de 
imagens aplicando várias técnicas possíveis, o alinhamento de imagens 
correlacionadas, a extração de características, o armazenamento em banco de dados 
e a busca/recuperação. Nessa patente, a finalidade principal é auxiliar no registro e 
acompanhamento do resultado de testes clínicos, em particular na avaliação de novas 
drogas. Por esse método, o acompanhamento é realizado por meio da comparação 
entre imagens obtidas em momentos diferentes, para um mesmo paciente ou para 
múltiplos pacientes. Desse modo, as imagens de um conjunto são alinhadas semi-
automaticamente e em seguida segmentadas com base em características de forma 
e textura. De cada segmento são extraídas as seguintes características: volume total, 
coordenadas do centroide, coordenadas dos limites do cubo, extensão das linhas, 
colunas e lâminas, produto cruzado dos diâmetros, coordenadas dos pontos finais dos 
diâmetros dos eixos principais, e média, desvio padrão, mínima e máxima intensidade 
dos pixels.  
Em trabalho anterior desenvolvido pelos autores e citado no documento de 
patente (107), a segmentação do parênquima cerebral e seus tecidos constitutivos foi 
realizada automaticamente com dois algoritmos diferentes. O algoritmo de 
segmentação morfológica obteve índice de similaridade média de 91,8% em relação 
à segmentação manual, e o algoritmo de alinhamento das imagens de ressonância 
magnética do cérebro de um atlas com as de um sujeito obteve média de 95,3% de 
similaridade. Ainda, o algoritmo de classificação do tipo de tecido obteve um índice de 
similaridade de 83,3% para matéria cinza, e 76,6% para matéria branca. Como 
resultado, o desempenho alcançado foi considerado aceitável pelos usuários finais 
em termos de precisão e tempo de processamento. Ao final do processo, as 
características extraídas e as imagens são armazenadas em banco de dados e podem 
ser consultadas utilizando recursos do próprio sistema gerenciador de bases de 
dados. 
As reivindicações apresentadas na patente US 7689544 B2 (108) 
estabelecem um método geral para indexação e recuperação de documentos 
baseados em conteúdo, e de imagens referenciadas pelos documentos. No referido 
trabalho, os textos armazenados em um sistema de gerenciamento de documentos 
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são processados com base em uma gramática livre de contexto, e submetidos à 
extração de características. A gramática permite apenas a análise da estrutura 
sintática das frases, a partir de um vocabulário predefinido. Nesse contexto, as 
características são termos relevantes no cenário de aplicação do método, que depois 
de selecionadas são usadas para construir um índice binário reverso. Arquivos de 
imagens são também associados às características detectadas nos documentos, e 
referenciadas no índice reverso. Além do sistema gerenciador de documentos e de 
imagens, o método inclui uma arquitetura cliente-servidor para permitir a busca de 
modo distribuído, enquanto os dados e índices permanecem centralizados. Trata-se, 
portanto, de um método genérico para organização de documentos e imagens, que 
prevê a indexação, a busca e a recuperação de imagens baseada em conteúdo, 
porém não especifica técnicas utilizadas na indexação. 
O método descrito na patente US 8682093 (109) inclui a captura de duas 
imagens formadas por dados de espectros eletromagnéticos visíveis e não visíveis, 
como exemplo as provenientes de ressonância magnética, e os combina de maneira 
que contornos e elementos de interesse para o diagnóstico sejam ressaltados. O 
método permite ainda adequar a apresentação da imagem final de acordo com a 
necessidade da aplicação, por exemplo, substituindo determinada cor por outra de 
modo a favorecer a visão de uma pessoa portadora de daltonismo. Nesse trabalho, a 
maneira como os dados visuais são combinados passa pela separação das imagens 
de entrada em dados espectrais e de contorno, que são obtidos após calcular os 
gradientes das imagens de entrada. A decomposição em valores singulares (DVS) é 
aplicada sobre os gradientes das imagens e não sobre as imagens originais, de modo 
que as informações espectrais possam ser combinadas, e os contornos preservados. 
Os autovetores da decomposição dessa matriz Z de gradientes, chamada de matriz 
Di Zenzo, correspondem às direções em 𝑥 e 𝑦 das mudanças máxima e mínima do 
gradiente relativo a cada pixel, e os valores singulares representam a magnitude das 
mudanças. 
Roldan-Carlos et al. (100) propõem um método cujo objetivo é permitir a 
recuperação do vídeo e do momento no vídeo em que uma imagem foi capturada, 
durante procedimentos cirúrgicos, bem como a recuperação de vídeos com conteúdo 
semelhante. O método possui aplicação particular em grandes bases de vídeos 
médicos cujo conteúdo não foi indexado durante a realização dos procedimentos. 
Para o processamento dos vídeos, foram extraídos dos quadros três descritores 
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globais (CEDD, Auto Color Correlogram e PHOG) e um descritor local (CEDD 
localizado) (110-113). Os descritores foram então combinados por técnica de fusão 
tardia de modelos, a fim de gerar um descritor unificado. Para os experimentos foram 
indexados 593.446 quadros, e realizadas 600 buscas a partir de imagens capturadas 
por cirurgiões. O tempo médio de recuperação foi de 30 segundos, e a precisão média 
alcançada, na melhor configuração, foi de 79,8% considerando apenas o primeiro 
resultado, e 84,6% considerando os três primeiros resultados. 
Beecks et al. (113), partem do trabalho de Roldan-Carlos et al. (100) e 
propõem um método para cálculo do grau de correspondência entre uma imagem 
estática e trechos de vídeo baseado em assinatura. Os autores propõem a 
combinação entre uma assinatura de características baseada em categorização 
adaptativa e uma medida de distância da correspondência entre assinaturas. O 
delineamento experimental foi o mesmo de Roldan-Carlos et al., e o desempenho 
obtido, na melhor configuração, em termos de sensibilidade foi de 88,2% 
considerando apenas o primeiro resultado, e de 90,5% considerando os três primeiros 
resultados. 
Na patente JP 5734460B (114) é descrito um método que busca objetos 
em imagens, e realiza a comparação entre os objetos ou cenas encontradas a fim de 
permitir a recuperação. Inicialmente são identificados pontos chaves nas imagens de 
busca e de referência. Em seguida são comparadas características locais da área ao 
redor dos pontos-chaves em ambas as imagens, de modo a determinar se existe 
correspondência entre os pontos. Nesse cenário, os pontos que possuem 
correspondência entre si são chamados inliers, enquanto os que não possuem são 
chamados outliers. Num primeiro e principal estágio a compatibilidade geométrica 
entre os inliers é avaliada a fim de determinar se as visões dos objetos existentes na 
cena são correspondentes, e em caso positivo o grau de similaridade é calculado. O 
segundo e terceiro estágios podem ainda ser executados, nos quais as distâncias 
entre os pontos chaves são calculadas e resumidas na forma de “taxas de distância”, 
e posteriormente analisadas estatisticamente. 
No trabalho de Varytimidis et al. (101), os autores também buscam detectar 
correspondências entre pontos em imagens diferentes, porém com a finalidade de 
filtrar características que sejam irrelevantes para a segmentação de vídeos de 
cirurgias laparoscópicas. As características que se repetem por cinco ou mais quadros 
subsequentes são utilizadas na identificação de pontos ideais para a segmentação 
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automática do vídeo, sendo a presença de instrumentos cirúrgicos na cena o principal 
elemento de diferenciação entre trechos. As características dos quadros são extraídas 
e sistematizadas por meio de descritores SIFT, que por sua vez são fundidos com os 
descritores que se repetem em quadros subsequentes, e depois agrupados utilizando 
a técnica k-means a fim de obter um descritor global do trecho. Ainda, os autores 
utilizam um modelo baseado em características “profundas”, obtidas após a 
submissão do vídeo a uma rede neural convolucional (CNN), para avaliar a 
recuperação de trechos de vídeo similares. Para a segmentação automática do vídeo 
a precisão foi de 78,3% no melhor caso. Na recuperação, o melhor desempenho foi 
de 81,7%. 
A patente CN 107330950A (115) apresenta um método utilizado na 
reconstrução de imagens de ressonância magnética utilizando uma técnica 
modificada de decomposição em valores singulares chamada Non-Local SVD, 
adequada para matrizes tridimensionais, cujo objetivo é melhorar a qualidade das 
imagens reconstruídas. Pela técnica descrita, a imagem obtida é dividida em blocos, 
e para cada bloco um conjunto de blocos similares é buscado na mesma imagem. Os 
blocos similares são fatorados usando a DVS para obter um coeficiente de valor 
singular correspondente. A partir disso, um valor singular é estimado utilizando como 
critério o menor erro quadrático médio linear, e a variância do ruído para o conjunto 
de blocos similares é estimada a fim de aumentar a precisão do autovalor estimado. 
Com o ajuste do coeficiente do valor singular do bloco, os autores esperam melhorar 
a qualidade da imagem. 
A patente CN 106651930 A (116) descreve um método de análise de 
imagens médicas denominado “método de percepção de cores” cuja finalidade é 
colorir regiões de interesse em imagens monocromáticas de exames médicos, a fim 
de ressaltar estruturas ou áreas relevantes para o diagnóstico. Para alcançar o 
objetivo, o método prevê a aplicação de um filtro Sobel em quatro orientações 
diferentes (0º, 45º, 90º e 135º) que identifica os gradientes de variação de cores 
nessas quatro direções e, assim, ressalta os contornos de elementos presentes na 
imagem. Após a eliminação de ruídos por meio de filtro gaussiano, as quatro matrizes 
de gradientes são combinadas para identificar áreas da imagem que pertencem às 
mesmas estruturas anatômicas, e cores que devem ser aplicadas em cada área. No 
processo de combinação dos gradientes, são geradas múltiplas camadas a partir das 
comparações entre os gradientes, sendo que cada camada possui dimensões 
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superiores em relação às camadas inferiores. A decomposição em valores singulares 
(DVS) é aplicada nesse momento para reduzir a dimensionalidade da matriz da 
camada mais externa, e identificar os valores de RGB para o pixel correspondente, a 
partir dos três autovalores mais significativos. 
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4. MATERIAL E MÉTODOS 
Este trabalho foi submetido à avaliação da Comissão de Ética em Pesquisa 
da Unicamp sob o número CAAE 53887216.3.0000.5404, tendo sido aprovado no 
parecer de número 1.477.557 (Anexo A). 
4.1. Material 
Os materiais utilizados nesse trabalho foram: 
1. Gravação de videoendoscopia digestiva alta de paciente mulher, com idade 
de 40 anos, realizada com videoendoscópio Pentax EPKi e obtida por meio 
de software de captura Zscan, com as seguintes características: 
a. Duração: 9 minutos; 
b. Resolução do vídeo:  720 x 576 pixels; 
c. Taxa de quadros: 15 quadros por segundo (qps); 
d. Formato de pixel: YUV 4:2:0; 
e. Total de quadros não repetidos: 7.212. 
2. Memória flash USB (pen drive) da marca Kingston, com capacidade de 
16GB; 
3. Computador pessoal laptop com as seguintes características: 
a. Marca e modelo: Lenovo Ideapad; 
b. Processador: Intel Core i3 – 3217U 1,8GHz; 
c. Memória: 4 GB; 
d. Sistema operacional: Microsoft Windows 8. 
4. Ambiente e linguagem de programação para cálculo numérico MathWorks 
MATLAB versão 2017a; 
5. Linguagem R versão 3.4.3 para cálculo dos testes estatísticos; 
6. Ferramenta FFmpeg para codificação e decodificação de vídeos em 
formato FLV (H.263), versão N-81234-ge1be80a para sistema operacional 
Windows. 
4.2. Métodos 
Os métodos de codificação e de indexação/recuperação possuem uma 
etapa comum, referente à fatoração das matrizes que formam as imagens de entrada. 
A técnica de fatoração utilizada pôde ser aplicada à compressão e à indexação de 
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imagens por permitir a ordenação dos vetores mais significativos que caracterizam as 
matrizes. Além disso, conforme pode ser observado na Figura 15, os processos de 
indexação e recuperação foram representados juntos pelo fato de formarem único 
ciclo, estando separados apenas temporalmente. A indexação ocorre antes, 
simultaneamente à codificação, enquanto a busca e recuperação das imagens ocorre 
em momento posterior, tendo como base os índices gerados na indexação. 
 
Figura 15 – Diagrama de blocos dos métodos. 
A descrição dos passos do diagrama é apresentada a seguir. 
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 C1 – Pré-codificação de cores:  envolve a conversão da imagem para o 
modelo YCbCr, e a compressão dos componentes Cb e Cr para um único 
byte. A saída deste passo são imagens compostas por apenas duas 
matrizes, diferente das imagens de entrada compostas por três matrizes; 
 2 – Fatoração: decomposição das matrizes de entrada em U, Σ e V. As 
matrizes são fatoradas por meio da decomposição em valores singulares;  
 C3 – Codificação binária dos valores e vetores singulares: os vetores e 
valores singulares mais importantes obtidos após a decomposição são 
codificados em formato binário; 
 I1 – Acromatização: as imagens de entrada são convertidas para tons de 
cinza; 
 I3 – Sumarização: os vetores singulares são sintetizados por meio do 
cálculo do valor RMS (média quadrática); 
 I4 – Ordenação: os vetores resumidos são dispostos em uma tabela de 
modo ordenado; 
 I5 – Determinação: comparação com a tabela de índices. Os vetores 
singulares obtidos após a decomposição da imagem de exemplo são 
comparados com o índice; 
 I6 – Seleção: as imagens mais semelhantes são selecionadas e ordenadas 
segundo o grau de similaridade. 
4.3. Busca de anterioridade 
Para a avaliação da patenteabilidade do método proposto, foi realizada 
uma busca de anterioridade em bases mundiais de patentes (CIPO, Esp@cenet, FPO, 
INPI, JPO, USPTO, WIPO), bem como nas principais bases de artigos científicos 
relacionadas ao tema do trabalho (ACM, IEEEXplore, Scopus) no período entre 26 de 
junho de 2017 a 15 de julho de 2018. Foram realizadas duas buscas: uma por 
trabalhos relacionados à codificação de imagens e vídeos, e outra por trabalhos 
relacionados à indexação e recuperação. 
Para a busca relacionada à codificação de imagens e vídeos foram 
utilizadas duas expressões diferentes, sendo uma específica e outra ampla. A 
expressão ampla foi utilizada para a busca de patentes, enquanto a específica foi 
aplicada na busca por patentes e artigos científicos. 
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De modo análogo, para a busca relacionada à indexação e recuperação 
foram utilizadas duas expressões, sendo a ampla utilizada na busca por patentes, e a 
específica utilizada na busca por artigos científicos relacionados. 
No Tabela 1 são apresentadas as expressões de busca ampla e específica 
utilizadas nesta etapa. 
Tabela 1– Expressões de busca. 
Método Expressão de busca 
Codificação 
Busca ampla: 
 
((image OR picture  OR video) AND (("singular value decomposition" 
OR "factor analysis" OR "principal component decomposition" OR 
"empirical orthogonal function analysis") AND "diagonal matrix")  AND 
(compress* OR coding)) 
 
Busca específica: 
 
(color*) AND (analysis OR statistic* OR frequency) AND ("singular 
value decomposition" OR "factor analysis" OR "principal component 
decomposition" OR "empirical orthogonal function analysis") AND 
(compress* OR coding)) 
 
Indexação e 
recuperação 
Busca ampla: 
 
(image OR picture  OR video) AND ("diagonal matrix" OR "singular 
value" OR eigenvalue) AND (index OR retriev* OR label) AND 
("coefficient of determination" OR "R squared" OR "determination 
coefficient") 
 
Busca específica: 
 
(image OR picture  OR video) AND ("diagonal matrix" OR "singular 
value" OR eigenvalue) AND (index OR retriev* OR label) AND 
("coefficient of determination" OR "determination coefficient") 
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4.4. Delineamento experimental 
Os experimentos foram realizados em duas etapas, sendo uma primeira 
etapa de codificação e indexação, e uma segunda de recuperação.  
4.4.1. Etapa 1: Codificação e indexação 
Os quadros originais foram submetidos, um a um em sequência, aos 
passos ilustrados na Figura 16, e detalhados a seguir. 
 
Figura 16 – Passos da Etapa Experimental 1. 
 
C1 – Pré-codificação 
Inicialmente os quadros de entrada foram convertidos para o formato 
YCbCr. Com base em uma tabela de conversão previamente estabelecida, cujo 
cálculo é demonstrado na etapa C1.a, as matrizes correspondentes aos componentes 
Cb e Cr foram convertidas a uma única matriz CbCr’. Na nova matriz CbCr’ os valores 
de Cb e Cr correspondentes a cada pixel são combinados em um único valor. Vale 
ressaltar que a matriz relativa ao componente Y foi mantida inalterada. 
C1.a) Cálculo da tabela de pré-codificação de cores 
Os quadros que compõem o vídeo de referência foram representativos do 
domínio de aplicação do método. Assim, sobre eles foi realizada análise estatística 
descritiva a fim de obter a média e o desvio padrão das cores mais frequentes para 
cada nível de luminância. Esta etapa, considerada de treinamento, objetivou criar uma 
tabela de conversão para servir de suporte para a pré-codificação das cores, sem 
prejudicar a qualidade da imagem. 
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No processo de análise das imagens ou vídeos de treinamento, uma 
estrutura de dados auxiliar do tipo árvore foi construída para armazenar os valores 
mais frequentes encontrados na análise, conforme ilustrado na Figura 17. Os valores 
mínimo e máximo de Cb e Cr foram determinados a partir da média e desvio padrão 
encontrados. Além dos valores dos componentes Y, Cb e Cr, cada nó da árvore 
também armazena a média e o desvio padrão para permitir a decodificação. 
Figura 17 – Árvore de cores mais frequentes. 
A partir da árvore de dados foi criada uma tabela de conversão, conforme 
ilustrado na Figura 18. 
Figura 18 – Tabela de conversão para pré-codificação de cores. 
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A abordagem utilizada na construção da tabela consiste em codificar o novo 
valor a partir da distância em relação à média. Desse modo, para encontrar o valor de 
Cb’ e Cr’ foi necessário aplicar uma regra de três. Após a conversão, os valores de 
Cb’ e Cr’ foram concatenados, dando origem a um número de oito bits. 
O procedimento de reversão de Cb’ e Cr’ para os valores originais utilizou 
a mesma tabela de conversão, portanto o decodificador deve conhecer a mesma 
tabela de cores utilizada na codificação. 
C2 – Fatoração 
As matrizes de entrada foram fatoradas nas matrizes U, Σ e V pela DVS. 
Antes de serem fatoradas, as matrizes foram subdivididas em blocos menores de 
60x60 pixels. A Figura 19 ilustra os passos da fatoração para o caso hipotético de uma 
matriz 2×2. 
 
Figura 19 – Ilustração dos passos da fatoração do bloco. 
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O objetivo da DVS é encontrar duas matrizes ortogonais U e V que 
satisfazem à igualdade: 
𝐴 =  𝑈 ×  𝛴 ×  𝑉𝑇 
Onde Σ é uma matriz diagonal de valores singulares. 
Para simplificar o cálculo da DVS partiu-se da condição de que a matriz de 
entrada era simétrica. Uma matriz simétrica pode ser obtida a partir da multiplicação 
da matriz de entrada A transposta (AT) por ela própria:  
𝐴𝑇 ×  𝐴 
Os elementos da diagonal principal de Σ foram unicamente determinados e 
correspondem às raízes quadradas dos autovalores de AT×A. Estes satisfazem à 
condição da Expressão 4:  
σ1, σ 2, ... , σ p, 0  (onde p = min {m, n}, e σ 1 ≥ σ 2 .... ≥ σ p)       (6) 
Onde m e n correspondem, respectivamente, ao número de linhas e 
colunas de A. 
Desse modo, os elementos diagonais de Σ são os valores singulares, as 
colunas de U são os vetores singulares à esquerda, e as colunas de V são os vetores 
singulares à direita. 
Após a fatoração, apenas os 𝑘 primeiros fatores de cada bloco foram 
aproveitados. O valor de 𝑘 foi obtido a partir do cálculo da qualidade após a 
reconstrução da imagem, sendo 𝑘 menor que a largura e a altura do bloco. A qualidade 
da reconstrução foi medida pela relação sinal-ruído de pico (PSNR), e é dada pela 
fórmula abaixo: 
PSNR =  10 ∙ log 0 (
𝐴𝑠max
2
∑ ∑ (𝑒[𝑥,𝑦])2𝑌−1𝑦=0
𝑋−1
𝑥=0
)   (7) 
Onde: 
 𝑋 e 𝑌 são as dimensões da imagem (largura e altura); 
 𝐴 é a “área” da imagem, ou seja, 𝑋 ∙ 𝑌; 
 𝑠𝑚𝑎𝑥  é o valor máximo do pixel, neste caso 256; 
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 𝑒[𝑥, 𝑦] é a diferença entre o valor original do pixel em (𝑥, 𝑦) e seu 
correspondente após a reconstrução. 
Na indexação, o valor de 𝑘 é fixo pois a matriz original não precisa ser 
reconstruída, sendo menor ou igual a dez. 
C3. Codificação binária 
A codificação das imagens ou dos vídeos utilizando as matrizes resultantes 
da decomposição em valores singulares foi expressa na forma de combinação linear, 
a qual consiste na soma dos 𝑘 fatores 𝑢𝑖 , 𝜎𝑖 e 𝑣𝑖
𝑇 mais significativos da decomposição.  
A combinação linear permite que os valores sejam serializados, e o 
acréscimo de fatores acontece até o nível em que a reconstrução do quadro alcance 
um valor mínimo de qualidade objetiva. A Figura 20 ilustra a serialização dos vetores 
e valores singulares. 
 
Figura 20 – Codificação binária e serialização dos valores e vetores singulares. 
Os valores singulares, bem como os componentes dos vetores singulares 
U e V são números reais. Desse modo, para simplificar a representação, os valores 
foram convertidos a números inteiros de 16 bits. Os valores que compõem os vetores 
singulares variam entre -1 e 1, e por isso sua conversão a inteiro é obtida 
multiplicando-os pelo número 32.768 (215). Após convertida a inteiro, a sequência de 
valores foi gravada em arquivo. 
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I3 – Sumarização 
Os dez vetores singulares à direita mais significativos foram resumidos 
aplicando-se o cálculo da média quadrática (RMS) sobre os valores de cada autovetor. 
O número de vetores singulares considerados pode variar conforme a aplicação, não 
sendo superior a 10. O cálculo do valor RMS é dado pela Equação 8. 
𝑉𝑖𝑅𝑀𝑆𝑗 = √
 
𝑛
(𝑣𝑖𝑗1
2 + 𝑣𝑖𝑗2
2 +⋯+ 𝑣𝑖𝑗𝑛
2)   (8) 
 
Onde: 
 i é o índice do autovetor, e varia de 1 a 10, 
 j é o índice do valor RMS que resume n valores do autovetor i, e  
 n é o número de elementos do autovetor tomados em grupo para calcular 
o RMS.  
O valor de n na Equação 8 corresponde ao divisor do tamanho do autovetor 
original, e foi estipulado em 20. A Figura 21 ilustra o efeito da sumarização pela média 
quadrática sobre um autovetor, apresentado na forma gráfica. 
 
Figura 21 – Efeito da sumarização sobre um autovetor. 
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I4 – Atualização dos índices 
As sequências de autovetores sumarizados foram concatenadas e 
adicionadas à tabela de índices em ordem, com a referência para o quadro 
correspondente, conforme ilustrado na Figura 22. 
 
Figura 22 – Atualização da tabela de índices. 
4.4.2. Etapa 2: Recuperação 
Os passos da Etapa 2 estão representados graficamente na Figura 23, e 
detalhados em seguida. 
 
Figura 23 – Passos da Etapa Experimental 2. 
R1 – Preparação 
A imagem de exemplo foi convertida para uma representação 
monocromática em tons de cinza. No caso de imagens com formato de pixel YCbCr, 
o componente Y corresponde à imagem original em tons de cinza, e não requer outra 
conversão. 
C2 – Fatoração 
O procedimento de fatoração foi o mesmo descrito no passo C2 da 
Subseção 4.4.1 – Etapa 1. 
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I3. Sumarização 
Nesta etapa, a sumarização também envolveu os mesmos procedimentos 
do passo I3 da Subseção 4.4.1 – Etapa 1.  
R5. Determinação 
A determinação é um passo exclusivo do processo de recuperação. Nele 
os vetores singulares resumidos extraídos da imagem de entrada (VE) foram 
comparados com os vetores singulares resumidos presentes na tabela de índices (VT) 
um a um. Para esta comparação utilizou-se o coeficiente de determinação (R²), cujo 
cálculo é dado pela Equação 9. 
 
𝑅2 = 1 −
𝑆𝑄𝑒
𝑆𝑄𝑒 + 𝑆𝑄𝑟
       (9) 
 
Onde: 
 𝑆𝑄𝑒 ou a variação não explicada é o somatório do quadrado dos erros, ou 
seja, das diferenças entre o valor de 𝑣𝑇 e o valor correspondente de 𝑣𝑇 
previsto pelo modelo (Equação 9.1); 
 𝑆𝑄𝑟 ou a variação explicada é o somatório do quadrado das diferenças 
entre o valor de 𝑣𝑇 previsto e a média de 𝑣𝑇 (Equação 9.2). 
 
𝑆𝑄𝑒 =∑(𝑣𝑇𝑖 − ?̂?𝑇)
2
𝑖
          (9.1) 
 
𝑆𝑄𝑟 =∑(?̂?𝑇 − ?̅?𝑇)
2
𝑖
           (9.2) 
Onde: 
 𝑣𝑇𝑖 corresponde aos valores de cada vetor singular resumido VT;  
 ?̂?𝑇 corresponde ao valor de 𝑣𝑇 previsto usando o modelo de regressão 
linear derivado dos dados de VE e VT. O valor de 𝑣𝑇, por sua vez, é 
determinado pela Equação 9.1.1; 
 ?̅?𝑇 é a média dos valores do vetor singular resumido VT. 
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?̂?𝑇 = ?̂?0 + ?̂? ∙ 𝑣𝐸𝑖                     (9.1.1) 
Onde: 
 𝛽0 e 𝛽  são, respectivamente, o intercepto e a inclinação do modelo de 
regressão linear, estimados a partir dos valores de VE e VT utilizando o 
método de mínimos quadrados; 
 𝑣𝐸𝑖 corresponde aos valores de cada vetor singular resumido VE. 
I6. Seleção e ordenação 
Para a realização dos experimentos, 97 quadros relevantes para o 
diagnóstico foram selecionados por especialista médico. As imagens escolhidas foram 
utilizadas como exemplos a serem recuperados. 
No processo de seleção e ordenação, após o passo anterior (R5. 
Determinação), foram selecionados os quadros da tabela de índice cujo valor de R² 
relativo ao primeiro vetor singular foi igual ou superior ao limiar de correspondência. 
Nesse sentido, foram avaliados três valores para o limiar de correspondência: 0,9, 
0,95 e 0,975.  
Após a seleção, os quadros foram ordenados segundo dois critérios 
diferentes. No primeiro caso, os resultados foram ordenados, de modo decrescente, 
pela soma dos valores de R2 maiores que 0,9.  
No segundo caso, os valores de R2 foram agrupados por faixa de valores, 
e ordenados, de maneira decrescente, pela quantidade de valores em cada faixa, 
priorizando as faixas de maior valor. Assim, foram definidas dez faixas no intervalo de 
0 a 1, conforme ilustrado na Tabela 2. 
Os resultados foram ordenados segundo a contagem de cada faixa de 
valores de R2, considerando primeiro a Faixa 1 e depois as seguintes, até a Faixa 10. 
Tabela 2 – Faixas de valores de R2 consideradas para ordenação. 
Faixa Valores de R2 
1 0,9 < R2 ≤ 1,0 
2 0,8 < R2 ≤ 0,9 
3 0,7 < R2 ≤ 0,8 
4 0,6 < R2 ≤ 0,7 
Continua na próxima página 
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Conclusão da Tabela 2. 
Faixa Valores de R2 
5 0,5 < R2 ≤ 0,6 
6 0,4 < R2 ≤ 0,5 
7 0,3 < R2 ≤ 0,4 
8 0,2 < R2 ≤ 0,3 
9 0,1 < R2 ≤ 0,2 
10 0,0 < R2 ≤ 0,1 
 
As configurações experimentais para os Casos 1 e 2 estão resumidas na 
Tabela 3. 
Tabela 3 – Resumo das configurações aplicadas à recuperação. 
Caso Configuração Seleção (R
2 para o 
primeiro autovetor) 
Ordenação 
1 
a > 0,9 
Soma dos valores de R2 
> 0,9 b > 0,95 
c > 0,975 
2 
a > 0,9 Quantidade de valores 
de R2 nas faixas de 
valores superiores. 
b > 0,95 
c > 0,975 
 
Os Algoritmos 1 e 2 detalham os passos de seleção e ordenação para os 
Casos 1 e 2 respectivamente. 
Por meio desses procedimentos, foram retornadas dez referências para as 
imagens ou vídeos com maior semelhança à imagem de entrada. 
Algoritmo 1 – Seleção e ordenação para o Caso 1, formatado segundo padrão IEEE. 
Descrição Algoritmo para seleção e ordenação dos resultados da busca para 
o Caso 1. 
Entrada: Autovetores resumidos da imagem de exemplo para a busca, e 
tabela de índices. 
Saída: Lista das dez imagens mais semelhantes. 
 Definição de parâmetros constantes: 
 p: quantidade de autovalores considerados na comparação 
1: p = 10 
Continua na próxima página. 
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Conclusão do Algoritmo 1. 
 limiar_correspondencia: valor mínimo de R2 a ser aplicado na 
seleção 
2: limiar_correspondencia = 0,9, 0,95 ou 0,975 
 k: quantidade de imagens a ser retornada na recuperação 
3: k = 10 
 
 Definição de variáveis: 
 contador: quantidade de autovetores com R2 maior que 0,9 
4: contador = 0 
 soma_R2: valor acumulado de R2 para imagem avaliada 
5: soma_R2 = 0 
 
6: Para cada imagem indexada, faça: 
7:   Faça i variando de 1 a p: 
8:     resumo_ref  autovetor_i resumido da imagem de exemplo 
9:     resumo_ind  autovetor_i resumido da imagem indexada  
10: R2  coeficiente de determinação entre resumo_ref e 
resumo_ind 
11: Se i == 1 e R2 ≥ limiar_correspondencia 
12: Selecione a imagem indexada 
13: Senão 
14: Desconsidere a imagem indexada e salte para a 
próxima 
15: Fim-Se 
16: Se R2 ≥ 0,9 
17: contador  contador + 1 
18: soma_R2  soma_R2 + R2 
19: Fim-Se 
20: Fim_Faça 
21: Fim-Para 
22: Ordene a lista selecionada pelos valores de contador e de 
soma_R2 
23: Retorna as k primeiras imagens da lista 
 
Algoritmo 2 - Seleção e ordenação para o Caso 2, formatado segundo padrão IEEE. 
Descrição Algoritmo para seleção e ordenação dos resultados da busca para 
o Caso 2. 
Continua na próxima página. 
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Continuação do Algoritmo 2. 
Entrada: Autovetores resumidos da imagem de exemplo para a busca, e 
tabela de índices. 
Saída: Lista das dez imagens mais semelhantes. 
 Definição de parâmetros constantes: 
 p: quantidade de autovalores considerados na comparação 
1: p = 10 
 limiar_correspondencia: valor mínimo de R2 a ser aplicado na 
seleção 
2: limiar_correspondencia = 0,9, 0,95 ou 0,975 
 k: quantidade de imagens a ser retornada na recuperação 
3: k = 10 
 
 Definição de variáveis: 
 contadores: vetor de contadores de autovetores, agrupados 
por faixa de valor de R² 
4: contadores[1..10] = 0 
5: Para cada imagem indexada, faça: 
6:   Faça i variando de 1 a p: 
7:    resumo_ref  autovetor_i resumido da imagem de exemplo 
8:    resumo_ind  autovetor_i resumido da imagem indexada  
9: R2  coeficiente de determinação entre resumo_ref e 
resumo_ind 
10: Se i == 1 e R2 ≥ limiar_correspondencia 
11: Selecione a imagem indexada 
12: Senão 
13: Desconsidere a imagem indexada e salte para a próxima 
14: Fim-Se 
15: Escolha R2 
16: caso > 0,9 e ≤ 1 faça contadores[1]  contadores[1]+1 
17: caso > 0,8 e ≤ 0,9 faça contadores[2]  contadores[2]+1 
18: caso > 0,7 e ≤ 0,8 faça contadores[3]  contadores[3]+1 
19: caso > 0,6 e ≤ 0,7 faça contadores[4]  contadores[4]+1 
20: caso > 0,5 e ≤ 0,6 faça contadores[5]  contadores[5]+1 
21: caso > 0,4 e ≤ 0,5 faça contadores[6]  contadores[6]+1 
22: caso > 0,3 e ≤ 0,4 faça contadores[7]  contadores[7]+1 
23: caso > 0,2 e ≤ 0,3 faça contadores[8]  contadores[8]+1 
24: caso > 0,1 e ≤ 0,2 faça contadores[9]  contadores[9]+1 
25: caso ≤ 0,1 faça contadores[10]  contadores[10] + 1 
26: Fim-Escolha 
Continua na próxima página. 
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Conclusão do Algoritmo 2. 
27:   Fim_Faça 
28: Fim_Para 
29: Ordene a lista selecionada pelos valores de contadores[1], 
em seguida pelos valores de contadores[2], e assim 
sucessivamente 
30: Retorne as k primeiras imagens da lista 
 
4.4.3. Etapa 3: Análise estatística 
O resultado da compressão (Etapa 1) foi avaliado pela taxa de compressão 
obtida para cada quadro, e pela qualidade objetiva da reconstrução da imagem, dada 
pelo cálculo de PSNR. 
Após, o desempenho obtido foi comparado estatisticamente com o 
desempenho do codificador H.263 para o mesmo grupo de imagens de entrada e as 
mesmas configurações. 
Os grupos de dados comparados referem-se à taxa de compressão e à 
qualidade objetiva calculada pelo PSNR. Cada grupo foi submetido ao teste de 
normalidade Shapiro-Wilk, com rejeição da hipótese nula para p-valor ≤ 0,05. 
Com o resultado do teste de normalidade, foi definido o teste estatístico 
para dados pareados fixando-se o intervalo de confiança de 95%. 
4.4.4. Etapa 4: Avaliação do resultado da recuperação 
A recuperação dos quadros foi considerada adequada sempre que o 
próprio quadro foi reconhecido e ordenado em primeiro lugar. Os demais quadros 
recuperados deveriam estar próximos ou adjacentes à cena buscada e serem 
visualmente semelhantes.  
A verificação da semelhança visual foi feita com a supervisão de 
especialista da área médica. 
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5. RESULTADOS 
Neste trabalho, os resultados da busca de anterioridade, bem como os 
alcançados por meio da avaliação experimental estão apresentados a seguir. 
5.1. Busca de anterioridade 
Nas Tabelas 4 a 7 estão apresentados os resultados das quatro buscas 
realizadas. Na primeira e na segunda tabelas encontram-se os resultados da busca 
relacionada à codificação, enquanto na terceira e na quarta tabelas os resultados 
relativos à indexação e recuperação. Em cada tabela, na primeira coluna estão 
identificadas as bases consultadas, e nas colunas que seguem à direita constam o 
número de resultados retornados (segunda coluna), e o número de trabalhos 
selecionados para comparação (terceira coluna) após a leitura dos resumos e ou das 
reivindicações. 
Tabela 4 – Resultados da busca ampla para a codificação atualizada em maio de 
2018. 
Base Resultados 
Documentos 
selecionados 
Esp@cenet 10 0 
USPTO  332 3 
 
Tabela 5 – Resultados da busca específica para a codificação atualizada em maio 
de 2018. 
Base Resultados 
Documentos 
selecionados 
CIPO  4 0 
Esp@cenet 0 0 
JPO 57 0 
USPTO  6 0 
 
Tabela 6 – Resultados da busca ampla para a indexação realizada em junho e julho 
de 2018. 
Base Resultados 
Documentos 
selecionados 
CIPO 4 1 
Continua na próxima página. 
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Conclusão da Tabela 6. 
Base Resultados 
Documentos 
selecionados 
Esp@cenet 0 0 
FPO (todas as bases 
selecionadas) 
198 0 
INPI 0 0 
JPO 2 0 
USPTO 13 1 
WIPO 1 1 
 
Tabela 7 – Resultados da busca específica para a indexação realizada em julho de 
2018. 
Base Resultados 
Documentos 
selecionados 
ACM 1 0 
IEEEXplore 33 0 
Scopus 1 0 
 
5.2. Etapa 1 – Codificação e indexação  
A Figura 24 ilustra, na forma de imagem monocromática, a decomposição 
em matrizes e a reconstrução utilizando três, dez e 20 valores e vetores singulares. 
 
Figura 24 – Fatoração e reconstrução gradual. 
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Os resultados da codificação em termos da taxa de compressão alcançada 
e a qualidade obtida estão expressos na Tabela 8. Nas colunas do lado esquerdo da 
tabela estão indicados os desempenhos alcançados por ambos os codificadores para 
a taxa de compressão. Por outro lado, nas colunas do lado direito, constam os 
desempenhos alcançados para a qualidade de imagem, medidas em decibéis pelo 
PSNR. 
Tabela 8 – Desempenho do método de codificação. 
 Taxa de compressão PSNR 
 
Método 
proposto 
H.263 
Método 
proposto 
H.263 
Média 82,07% 90,28% 38,85 dB 53,93 dB 
Desvio 
padrão 
6,37% 2,44% 1,06 dB 0,50 dB 
 
O resultado do teste de normalidade indicou que os grupos de dados não 
apresentaram distribuição normal. Desse modo, foi aplicado o teste de Wilcoxon, o 
qual demonstrou diferença estatisticamente significativa entre os grupos (p-valor < 
0,0001). A Tabela 9 sintetiza estes resultados. 
Tabela 9 – Análise estatística dos resultados. 
Teste estatístico 
Taxa de 
compressão 
PSNR 
Wilcoxon 
Método proposto 
vs. H.263 < 0,0001 < 0,0001 
(P-valor) 
 
Na Figura 25 estão demonstradas, lado a lado, uma imagem de exemplo 
(esquerda) e as versões da mesma imagem após terem sido comprimidas e 
reconstruídas utilizando o método proposto (centro) e o codificador H.263 (direita). 
Imagem de exemplo Método proposto   H.263 
 
Figura 25 – Imagem codificada e reconstruída com método proposto e H.263. 
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5.3. Etapa 2 – Recuperação 
Na Tabela 10 estão inseridos os resultados alcançados nos experimentos 
em termos de precisão, sensibilidade, especificidade e tempo médio de busca, 
considerando os três primeiros quadros recuperados para cada imagem de exemplo. 
Os dados relativos ao Caso 1 constam nas colunas 2, 3 e 4, cada qual 
correspondendo a um critério específico de seleção e ordenação dos resultados, 
conforme detalhado na Tabela 3. De modo similar, os resultados para o Caso 2 
figuram nas colunas 5, 6 e 7.  
Cada linha da tabela corresponde a uma medida de desempenho do 
recuperador. As medidas de precisão, sensibilidade e especificidade foram calculadas 
considerando os três primeiros quadros de cada busca. Na precisão foram 
considerados relevantes os quadros com semelhança visual da mesma região 
anatômica, e com distância máxima de 100 quadros (antes ou depois) em relação ao 
quadro buscado. Para o cálculo de sensibilidade, a distância em relação ao quadro de 
referência foi desconsiderada, e apenas a compatibilidade visual e anatômica foi 
levada em consideração.  
Tabela 10 – Resultados dos experimentos de recuperação considerando os três 
primeiros quadros recuperados. 
 Caso 1 Caso 2 
Configuração a b c a b c 
Precisão  94,85% 94,85% 94,85% 94,50% 94,50% 95,19% 
Sensibilidade 96,22% 96,22% 96,22% 94,85% 94,85% 95,88% 
Especificidade 99,99% 99,99% 99,99% 99,98% 99,98% 99,98% 
Tempo médio 
(s) 
1,70 1,30 1,10 59,56 42,37 20,80 
Na Tabela 11 são apresentados os resultados em termos de precisão 
considerando os cinco e os dez primeiros quadros recuperados para cada imagem de 
exemplo.  
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Tabela 11 – Precisão da recuperação considerando os cinco e os dez primeiros 
quadros recuperados. 
 Caso 1 Caso 2 
Configuração a b c a b c 
Precisão  
(Cinco 
primeiros 
quadros) 
89,69% 89,69% 89,69% 90,93% 90,93% 90,93% 
Precisão 
(10 primeiros 
quadros) 
77,42% 77,42% 77,42% 80,41% 80,41% 80,62% 
 
Na Tabela 12 são apresentados os resultados da recuperação para os 
primeiros 20 quadros, referentes ao Caso 1. A tabela completa contendo os resultados 
para todas as imagens buscadas encontra-se no Anexo C, Tabela C.1. Na primeira 
coluna à esquerda estão identificados os quadros buscados, e na segunda coluna os 
quadros recuperados, listados em ordem decrescente de similaridade. Embora a 
recuperação tenha retornado dez quadros para cada busca, na tabela foram 
apresentados apenas os três quadros melhor classificados. 
Nas colunas restantes estão listados os valores que embasam a ordenação 
dos resultados. A terceira coluna apresenta a quantidade de vetores singulares para 
os quais o cálculo de R2 resultou maior que o limiar de correspondência. Similarmente, 
na quarta coluna são apresentados os resultados da soma dos R2 que foram maiores 
que 0,9.  
Tabela 12 – Quadros recuperados para o Caso 1. 
Nº do quadro 
buscado 
Quadros 
retornados 
Vetores com R2 > 
0,9 
Soma dos R2 > 
0,9 
9 
9 10 10,0000 
7228 1 0,9927 
7229 1 0,9922 
10 
10 10 10,0000 
6984 1 0,9839 
6988 1 0,9838 
216 
216 10 10,0000 
215 1 0,9958 
217 1 0,9956 
Continua na próxima página. 
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Continuação da Tabela 12. 
Nº do quadro 
buscado 
Quadros 
retornados 
Vetores com R2 > 
0,9 
Soma dos R2 > 
0,9 
231 
231 10 10,0000 
230 1 0,9993 
228 1 0,9991 
232 
232 10 10,0000 
229 1 0,9992 
228 1 0,9990 
236 
236 10 10,0000 
239 1 0,9992 
269 1 0,9991 
290 
290 10 10,0000 
289 1 0,9999 
291 1 0,9999 
339 
339 10 10,0000 
338 2 1,9375 
340 1 1,0000 
340 
340 10 10,0000 
338 2 1,9211 
341 2 1,9019 
342 
342 10 10,0000 
341 2 1,9110 
343 1 0,9999 
346 
346 10 10,0000 
347 1 0,9998 
345 1 0,9997 
406 
406 10 10,0000 
397 1 0,9995 
398 1 0,9995 
407 
407 10 10,0000 
409 1 0,9997 
410 1 0,9996 
439 
439 10 10,0000 
440 2 1,9500 
438 1 0,9998 
Continua na próxima página. 
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Conclusão da Tabela 12. 
Nº do quadro 
buscado 
Quadros 
retornados 
Vetores com R2 > 
0,9 
Soma dos R2 > 
0,9 
527 
527 10 10,0000 
526 1 0,9999 
529 1 0,9997 
566 
566 10 10,0000 
565 1 0,9990 
530 1 0,9986 
624 
624 10 10,0000 
631 1 0,9991 
632 1 0,9987 
691 
691 10 10,0000 
692 1 0,9976 
693 1 0,9965 
696 
696 10 10,0000 
697 2 1,9115 
706 1 0,9992 
702 
702 10 10,0000 
703 3 2,8458 
698 1 0,9997 
 
Na Tabela 13 são apresentados os resultados da recuperação para as 
primeiras 20 imagens referentes ao Caso 2, na configuração que obteve melhor 
desempenho. A tabela completa encontra-se no Anexo C, Tabela C.2.  
Semelhantemente à Tabela 12, na primeira coluna à esquerda estão 
identificados os quadros buscados, na segunda coluna os quadros recuperados, 
listados em ordem decrescente de similaridade, e nas duas colunas restantes constam 
os valores que embasam a ordenação dos resultados. A terceira coluna apresenta a 
quantidade de vetores singulares para os quais o cálculo de R2 resultou maior que 
0,9, correspondendo à Faixa 1 (Tabela 2). Ademais, na quarta coluna consta a 
quantidade de vetores comparados cujo R2 ficou entre 0,8 e 0,9, correspondendo à 
Faixa 2 de valores. As colunas referentes às faixas de valores seguintes foram 
omitidas por não terem influência sobre os resultados apresentados. 
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Tabela 13 – Quadros recuperados para o Caso 2. 
Nº do quadro 
buscado 
Quadros 
retornados 
Nº de vetores 
com R2 > 0,9 
Nº de vetores 
com 0,9 ≥ R2 > 0,8 
9 
9 460 0 
6864 90 26 
7 86 20 
10 
10 460 0 
7026 92 10 
7015 89 18 
216 
216 460 0 
217 83 44 
215 74 45 
231 
231 460 0 
230 154 56 
229 125 51 
232 
232 460 0 
227 162 56 
228 134 46 
236 
236 460 0 
247 212 21 
235 207 34 
290 
290 460 0 
289 333 19 
288 294 34 
339 
339 460 0 
338 212 47 
340 186 36 
340 
340 460 0 
341 279 43 
338 274 56 
342 
342 460 0 
343 294 35 
341 287 36 
346 
346 460 0 
345 282 38 
347 257 48 
Continua na próxima página. 
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Conclusão da Tabela 13. 
Nº do quadro 
buscado 
Quadros 
retornados 
Nº de vetores 
com R2 > 0,9 
Nº de vetores 
com 0,9 ≥ R2 > 0,8 
406 
406 460 0 
407 240 32 
405 229 40 
407 
407 460 0 
406 240 32 
411 229 26 
439 
439 460 0 
440 352 26 
441 305 31 
527 
527 460 0 
528 249 33 
529 245 28 
566 
566 460 0 
565 290 29 
564 249 16 
624 
624 460 0 
623 145 16 
631 134 7 
691 
691 460 0 
690 139 36 
692 133 42 
696 
696 460 0 
697 188 59 
695 145 33 
702 
702 460 0 
703 222 63 
704 160 51 
 
As Figuras 26 a 30 exemplificam resultados da recuperação para quadros 
representativos de diferentes regiões anatômicas, incluindo esôfago, estômago e 
duodeno. No canto esquerdo de cada figura consta a imagem de exemplo utilizada na 
busca, seguida à direta pelas duas imagens melhor classificadas. As imagens da fileira 
superior correspondem ao Caso 1, e as da fileira inferior ao Caso 2. 
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Figura 26 – Recuperação do quadro nº 696 (busca nº 19). 
 
 
Figura 27 – Recuperação do quadro n° 1206 (busca nº 28). 
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Figura 28 – Recuperação do quadro nº 2240 (busca nº 35). 
 
 
 
Figura 29 – Recuperação do quadro nº 2394 (busca nº36). 
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Figura 30 – Recuperação do quadro nº 3370 (busca nº 50). 
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6. DISCUSSÃO 
A compressão de dados aplicada a informações multimídia foi um fator 
preponderante na massificação de tecnologias de imagem, áudio e vídeo digital (28-
33). A possibilidade de armazenar e transmitir grandes volumes de imagens e vídeos 
médicos deve-se, em grande parte, aos avanços alcançados pelas técnicas de 
codificação (35,37). Atualmente, aplicações de vídeo-chamada e videoconferência 
tornaram-se comuns no cotidiano, e podem ser realizadas a partir de aparelhos 
pessoais de telefonia celular, com qualidade e segurança (117,118).  
Nesse cenário, a busca de anterioridade e a revisão de literatura 
objetivaram identificar trabalhos relacionados à codificação de imagens e de vídeos 
que tivessem finalidades e campos de aplicação similares, além de executarem 
técnicas semelhantes às utilizadas neste trabalho. Por outro lado, devido à 
característica de originalidade do método foram utilizadas duas expressões de busca 
complementares, sendo uma ampla e outra específica. Pela busca ampla foram 
identificados trabalhos assemelhados em termos dos objetivos e ou técnicas 
utilizadas, enquanto na busca específica foram identificados possíveis trabalhos com 
grau de semelhança alto o suficiente para caracterizar a ausência de novidade no 
método proposto. Os resultados das buscas relacionadas à codificação estão 
resumidos nas Tabelas 4 e 5. 
O método proposto neste trabalho difere dos métodos usuais de 
compressão nos seguintes aspectos: 
1. A transformação algébrica não tem por objetivo a mudança da 
representação das imagens do domínio espacial para o domínio de 
frequência, mas a fatoração em componentes que possam ser ordenados 
por relevância; 
2.  A compressão ocorre como resultado do descarte de componentes 
irrelevantes; 
3. Os componentes de cor são pré-codificados a fim de aumentar a taxa de 
compressão; 
4. A indexação é realizada simultaneamente à codificação, pois ambos os 
processos utilizam a mesma técnica de fatoração das matrizes de entrada. 
Quanto ao método algébrico de fatoração das matrizes utilizado (DVS), 
este difere de outras transformações algébricas no aspecto do pré-condicionamento 
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da matriz de entrada (33,64,119,120). Por este pré-condicionamento a matriz de 
entrada é multiplicada por sua transposta, resultando em uma matriz quadrada 
simétrica que apresenta duas vantagens principais: 
 A matriz de entrada (imagem ou bloco) pode ter linhas e colunas de 
tamanhos diferentes (matriz retangular), sendo mais flexível que outros 
codificadores que requerem blocos quadrados; 
 Evita a presença de números complexos na determinação dos valores 
singulares de Σ. 
Após a fatoração, os vetores e valores singulares são ordenados de modo 
decrescente. Desse modo, obtém-se uma decomposição na qual os componentes 
mais representativos da matriz original são dispostos nas posições iniciais das 
matrizes U, Σ e V. Assim, tanto a compressão quanto a indexação podem tirar proveito 
desse fato, concentrando-se nos primeiros componentes das matrizes, pois neles 
estão acumuladas as informações mais relevantes para a reconstrução e a indexação 
das imagens (65,72,80). Conforme já indicado por Andrews e Patterson (72), a DVS 
é a melhor transformada ortogonal para compressão da energia de imagens. 
Portanto, o método de codificação, indexação e recuperação de imagens e 
de vídeos apresentado neste trabalho trata essas tarefas como procedimento 
integrado, e por isso utiliza um processo algébrico comum. 
Como resultado, a indexação é realizada simultaneamente à codificação, 
eliminando-se a necessidade de reprocessamento da imagem ou do vídeo, como 
acontece nas abordagens tradicionais (45-51). Por esse motivo, a maioria dos 
documentos selecionados na revisão de literatura foram obtidos na pesquisa de 
anterioridade para a análise de patenteabilidade do método. Os temas codificação e 
indexação são tradicionalmente tratados separadamente, tendo sido encontradas 
apenas duas referências que abordassem os dois aspectos no mesmo método, porém 
utilizando abordagens e estratégias diferentes (81,102). 
Em Nakamura et al. (81) os autores apresentaram método integrado de 
compressão de imagens e de extração de características, tendo sido o trabalho com 
maior semelhança ao método proposto em termos do delineamento metodológico. 
Porém, os autores buscaram obter taxas de compressão mais elevadas em 
comparação com o padrão JPEG. Como consequência, o custo computacional se 
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eleva e inviabiliza a codificação de vídeos em tempo real, diferente do método 
proposto neste trabalho que tem por objetivo viabilizar a codificação e a indexação em 
tempo real. Além disso, o processo metodológico do trabalho relacionado não 
especifica quais as características são extraídas para a finalidade, portanto não 
estabelece um método de indexação e recuperação, mas apenas indica de modo 
superficial o processo de compressão. Ainda, em tarefas de recuperação em que são 
utilizados atributos de baixo nível, além da construção do índice, é necessário definir 
uma medida de distância a fim de mensurar o grau de similaridade entre os objetos, 
grandeza essa não especificada no documento relacionado. Sob esse aspecto, a 
medida de distância utilizada neste trabalho foi o coeficiente de determinação (R2), o 
qual permite comparar dois vetores numéricos com precisão (121). 
Em outra abordagem similar, Vasconcelos e Lippman (102) sugeriram a 
adaptação do padrão MPEG para que a indexação fosse realizada simultaneamente 
à codificação. Os autores exploraram formas de calcular a biblioteca de códigos, e 
reconheceram que, dependendo da precisão desejada, é necessário reprocessar os 
quadros de entrada, tornando o processo computacionalmente custoso. Adicional a 
este cenário, a técnica proposta ainda apresentou menor capacidade discriminatória 
em relação a imagens homogêneas devido à semelhança existente entre os blocos 
que as constituem. Cabe ressaltar que imagens endoscópicas possuem alto grau de 
homogeneidade, ou seja, os pixels que compõem a imagem se distribuem em uma 
faixa ampla de valores, porém a variação ocorre de modo gradual em relação aos 
pixels da vizinhança (122). Este aspecto pode ser representado numericamente por 
um valor entre 0 e 1, constituindo, assim, uma característica útil na comparação entre 
imagens (52). Apesar disso, graus elevados de homogeneidade dificultam as tarefas 
de indexação por características visuais, conforme relatado também por Beecks et al. 
(113) e Munzer et al. (123). 
Além do aspecto de homogeneidade presente em vídeos e imagens 
médicas em geral, os procedimentos endoscópicos possuem particularidades 
adicionais que dificultam a aplicação de técnicas convencionais de visão 
computacional a vídeos, exigindo abordagens específicas (113,123-125). Dentre 
essas peculiaridades estão a ausência de cortes ou mudanças abruptas de cena, o 
deslocamento rápido e de grande amplitude devido à magnificação, e a ocorrência de 
quadros borrados ou desfocados (124,125). Tais características não favorecem a 
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segmentação temporal em vídeos, nem a segmentação espacial em imagens ou 
quadros, para fins de indexação e recuperação (124-126). 
Beecks et al. (113) abordaram tal dificuldade em lidar com indexação e 
recuperação de imagens endoscópicas propondo sintetizar diversas características 
em uma assinatura adaptável à faixa de variação das cores presentes nas imagens, 
cujo objetivo foi diferenciar mais claramente imagens com cores homogêneas. Além 
disso, os autores propuseram uma medida de distância para tais assinaturas que 
permite o pareamento parcial, e a comparação entre assinaturas de tamanhos 
diferentes. Estes aspectos contrastam com o método proposto neste trabalho, o qual 
não é afetado pela homogeneidade cromática pois as características são extraídas 
das imagens convertidas a tons de cinza. Além disso, as assinaturas são um resumo 
dos vetores que mais contribuem para a conformação das imagens, promovendo a 
identificação pelo seu aspecto global mais relevante. Por outro lado, diferentemente 
da medida de distância proposta por Beecks et al. (113) que permitem assinaturas de 
tamanhos diferentes, neste trabalho os vetores devem necessariamente possuir o 
mesmo tamanho. 
Primus (124) e Primus et al. (127) também abordaram o problema da 
indexação e recuperação de imagens endoscópicas, e reconheceram a necessidade 
de desenvolver e aplicar técnicas específicas, que considerassem as características 
de homogeneidade cromática e ausência de cortes ou mudanças de cenas nos 
vídeos. Nesse sentido, os autores analisaram as imagens codificadas no modelo de 
cores HSV (53) a fim de detectar a presença e identificar os instrumentos presentes 
nos vídeos. Com isso, observaram que os valores de saturação (S) são baixos nos 
pixels que constituem os instrumentos cirúrgicos, enquanto nas regiões de tecido 
biológico os pixels possuem saturação alta e predominância do matiz vermelho. A 
mesma diferenciação entre as cores predominantes nos instrumentos e em tecidos do 
corpo foi observada no modelo de cores CIE L*a*b* (52). Porém, a diferenciação entre 
regiões de tecidos sem a presença de instrumentos não foi abordada, e a indexação 
e a recuperação de segmentos foi reportada como trabalho futuro.  
Cao et al. (125,126) também descreveram os aspectos desafiadores de 
imagens endoscópicas, e propuseram um método de segmentação de vídeos 
específico para exames colonoscópicos. Para apoio à segmentação do vídeo, os 
autores estabeleceram um modelo no qual os seis segmentos do intestino grosso são 
representados (ceco, restante do cólon ascendente, cólon transverso, cólon 
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descendente, sigmoide e reto), e buscaram detectar as transições entre os trechos a 
partir da presença de quadros borrados devido à aproximação da câmera em relação 
à mucosa nas curvaturas que demarcam os segmentos do cólon. Os autores, no 
entanto, não mencionaram outros aspectos que demarcam transições sem curvas 
entre os segmentos, tais como saliências ou depressões na parede interna das alças 
intestinais, e por isso não deixam claro como o método detecta as transições entre 
ceco e restante do cólon ascendente, e entre sigmoide e reto (126). Além disso os 
autores tampouco reportam a indexação e recuperação dos vídeos por semelhança 
de imagens, diferentemente deste trabalho que visa permitir a recuperação de vídeos 
a partir de imagens de exemplo. 
Ainda neste trabalho, a identificação do conteúdo presente nas imagens 
não considera características de cor, pois conforme discutido anteriormente, o alto 
grau de homogeneidade cromática de imagens endoscópicas não favorece a 
diferenciação baseada em características de cor. Essa característica foi evidenciada 
de outro modo por Haneishi et al. (128) em estudo sobre o fator de reflexão espectral 
da mucosa gastrointestinal, no qual ficou demonstrado que a resposta de maior 
intensidade da mucosa se concentra na região entre as cores vermelha e púrpura.  
Contudo, a homogeneidade cromática pode ser aproveitada na codificação 
de imagens e de vídeos endoscópicos para obter melhores taxas de compressão, 
conforme proposto neste trabalho. Na etapa de pré-codificação de cores buscou-se 
explorar a maior ocorrência de pixels de tonalidade vermelha estabelecendo uma 
tabela de conversão por meio da qual os códigos das cores foram reduzidos pela 
metade. Os códigos foram calculados com base na frequência de ocorrência das 
cores, conforme detalhado no passo C.1 da etapa de Codificação e Indexação do 
Delineamento Experimental (Seção 4.4.1).  
Além disso, a pré-codificação de cores não afeta as características de 
luminância das imagens, as quais são mantidas com maior resolução, resultando em 
maior qualidade visual da imagem reconstruída após a decodificação. A preservação 
da luminância na pré-codificação também favorece a indexação das imagens, pois 
estas são submetidas à extração das assinaturas em seu formato original (31). 
6.1. Codificação  
No cenário de codificação de cores, Choe e Choi (88) apresentaram 
método que realiza análise cromática para identificar correlações entres os 
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componentes de luminância e de cor, cujo objetivo é melhorar a eficiência da 
compressão. A abordagem dos autores é uma extensão aplicada ao padrão HEVC 
(41,89) na qual é proposto um método de predição de cores que explora a correlação 
existente entre os componentes de baixa frequência de luminância e de cor. Com o 
aumento da eficácia na predição, o resíduo a ser codificado torna-se menor, 
resultando em melhores taxas de compressão. Desse modo, no que concerne à 
codificação de cores, o trabalho mencionado não considera a frequência de ocorrência 
das cores no cálculo de predição, o que resulta, em última instância, em códigos de 
cores de tamanho variável. Além disso o método citado não trata do processo 
completo de codificação, mas apenas de uma pequena parte associada à predição ou 
estimação de pixels de blocos adjacentes. No método proposto neste trabalho os 
códigos de cores possuem tamanhos fixos, e são calculados com base na frequência 
de ocorrência observada nas imagens de treinamento.  
De maneira semelhante, Li et al. (90) também apresentaram uma técnica 
direcionada ao padrão HEVC de codificação cuja finalidade é permitir que a 
codificação de cores seja adaptável em termos do espaço de cores, da taxa de 
amostragem de cores, e da quantidade de bits usados na representação das cores. 
Os autores estabelecem a possibilidade de alternar os critérios de codificação de 
cores mencionados entre quadros de um vídeo, ou mesmo entre blocos de um mesmo 
quadro. No método proposto neste trabalho os parâmetros de codificação de cores 
são fixos, e o espaço de cores deve representar a luminância separadamente da cor 
para favorecer a indexação concomitante à codificação, sem a necessidade de 
processamento extra para uniformizar a imagem. Além disso, o trabalho relacionado 
não consiste em um algoritmo de codificação completo como o atual método proposto. 
Outros trabalhos relacionados são comparáveis ao método proposto na 
tarefa de codificação propriamente dita, ou em alguma parte desse processo. Neste 
sentido, Zhang et al. (91) propuseram a aplicação da DVS com finalidade específica 
de eliminação do efeito de bloco, não indicando seu uso para codificação ou indexação 
do conteúdo. Ainda, o documento não faz distinção a respeito dos componentes de 
cor, nem menciona o modelo de cores adotado. O enfoque do trabalho citado é no 
método de cálculo da DVS com nível de precisão apenas o suficiente para os 
propósitos do método, porém os autores não especificam o valor. Contrariamente ao 
trabalho citado, neste trabalho não foi estabelecida restrição em relação ao método 
de cálculo da DVS, porém sabe-se que métodos numéricos iterativos, tais como o 
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método de Jacobi, são mais apropriados que métodos algébricos exatos por tornarem 
a DVS de grandes matrizes um problema tratável. Apesar de serem aproximados, os 
métodos numéricos iterativos apresentam aproximações adequadas aos propósitos 
do método (65). 
Sob esse escopo, no método apresentado por Cao et al. (92), também 
focado em codificação, a escolha dos coeficientes de transformação pela DVS implica 
em até três repetições do cálculo algébrico por bloco de predição. Consequentemente, 
as repetições resultam em processamento extra e maior tempo de execução. Além 
disso, a patente indica que os valores codificados são a diferença entre os autovetores 
do resíduo e os autovetores do bloco predito. Os valores dos autovetores singulares 
são números reais que variam entre -1 e 1, e por isso os valores residuais podem 
sofrer perdas de acurácia em consequência dos arredondamentos decorrentes da 
representação binária compactada, caso o processo de quantização não leve esses 
aspectos em consideração (129). 
O método da patente US 8964835 (87) não substitui o método de 
codificação convencional, mas o estende com objetivo de obter melhores taxas de 
compressão utilizando técnicas de visão computacional. Por aplicar técnicas de 
extração de características, o método é empregado em quadros completos, o que 
pode levar a atrasos que prejudicam sua utilização em aplicações de tempo real. 
Beecks et al. (130) corroboram com essa afirmação ao relatar tempos de 
processamento variando desde segundos até minutos para o cálculo de assinaturas 
de imagens utilizadas em tarefas de recuperação por conteúdo. Embora sejam 
aplicações diferentes da patente US 8964835 (87), o uso de técnicas de visão 
computacional pressupõe a extração de características e a identificação de padrões 
nas imagens, sendo, por isso, comparável com os experimentos relatados por Beecks 
et al. 
Também em Porikli (83) o método descrito possui complexidade de tempo 
e custo computacional alto, pois aplica a DVS para obter duas matrizes de dimensões 
menores que a matriz original, e posteriormente emprega a transformada de Fourier 
com o objetivo de alcançar taxas de compressão maiores. A complexidade 
equivalente a esses passos é da ordem de 𝑁3 + 2𝑁2 log2𝑁 conforme reportado por 
Andrews e Patterson (72). A patente mencionada prevê ainda a possibilidade de 
realizar o pré-processamento da imagem utilizando a técnica PCA, o que elevaria a 
complexidade do método para ordem de 2𝑁3 + 2𝑁2 log2𝑁. Tais características de 
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complexidade podem tornar o método inapropriado para aplicações de tempo real, 
particularmente nos cenários em que os dispositivos decodificadores possuem menor 
poder computacional. Nesse sentido, o método proposto neste trabalho executa a 
DVS apenas uma vez, e da própria matriz decomposta extrai as características para 
a indexação das imagens. Desse modo, a complexidade de tempo para ambas as 
tarefas de codificação e indexação em conjunto é da ordem de 𝑁3. 
Em Rajagopalan et al. (85), o método descrito baseou-se em um paradigma 
de compressão de vídeo que desloca a maior carga de processamento do emissor 
para o receptor (131), por isso os autores especificaram um componente servidor 
intermediário a fim de absorver parte da carga de trabalho e reduzir o custo 
computacional da decodificação. Porém, ao fazê-lo, adicionaram ao processo um 
ponto suscetível a falhas representado pelo servidor, do qual depende o 
funcionamento do método. Além disso, a tecnologia descrita pelos autores propôs 
uma codificação híbrida que não favorece a indexação direta a partir das imagens 
decompostas, pois a DVS foi aplicada na codificação de blocos residuais de quadros 
não-chave. Este aspecto ocorreu devido ao pressuposto de que as matrizes que 
correspondem a esses blocos possuem rank baixo e, consequentemente, geram 
menos valores e vetores singulares significativos na decomposição (64). Esta 
abordagem pode ser vantajosa para a compressão, porém prejudica a indexação, pois 
seria necessário reconstruir os quadros chaves para então poder reconstruir quadros 
não chave, e então proceder à extração de características, resultando em 
processamentos extras (95,132,133). 
A técnica aplicada por Yang et al. (86) de aprendizado de dicionário K-SVD 
obteve bom desempenho em termos de qualidade da reconstrução (PSNR entre 24,31 
dB e 38,37 dB, e SSIM entre 0,92 e 0,99) conforme relatado pelos autores, porém é 
susceptível a um treinamento inadequado, e sua aplicação à codificação de vídeo em 
tempo real é limitada (134,135). Ainda, o paradigma de amostragem das imagens 
utilizado no documento relacionado difere do paradigma convencional. Por aplicar 
sub-amostragem na origem para obter maior compressão, o método estabelece um 
limite a priori de qualidade da imagem reconstruída. Desse modo, o método descrito 
não permite aumentar a qualidade das imagens sem que seja modificado, e por isso 
possui aplicabilidade restrita. 
O método descrito em Gu et al. (77) embora tenha conseguido, com 
qualidade superior, taxa de compressão compatível com outros codificadores 
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baseados na DCT, possui custo computacional mais alto em comparação com a DCT 
(72). Além disso, devido à necessidade de agrupar quadros para o cálculo dos vetores 
singulares do grupo, o tempo de processamento e transmissão pode ultrapassar o 
limite máximo de 150 ms de atraso desejável para aplicações de vídeo telefonia (29). 
De fato, os resultados reportados pelos autores foram obtidos considerando grupos 
de 24 quadros, o que em muitos casos corresponde a um segundo de vídeo. Portanto, 
aplicações de tempo real, ou que envolvam conversação por vídeo ficam 
impossibilitadas, diferindo do método inédito proposto. Em particular, a DVS é mais 
vantajosa que a DCT no processo de decodificação, pois conforme reportado por 
Garguir (80) a reconstrução pela DVS pode ser até 50 vezes mais rápida que a DCT. 
Tal aspecto pode favorecer aplicações nas quais os dispositivos decodificadores 
apresentem menor poder computacional. 
Também inadequado para a codificação de vídeos em tempo real é o 
método proposto por Ashin et al. (82), pois requer a aplicação de dois processos 
algébricos diferentes (DWT e DVS), o que torna o método mais complexo e de elevado 
custo computacional. Além disso, em comparação com o codificador baseado na 
DWT, o método proposto teve desempenho ligeiramente inferior, aproximadamente 
1% em quatro de seis imagens avaliadas. Portanto sua aplicação seria justificável 
apenas nos casos envolvendo altas taxas de compressão, pois os outros métodos 
apresentaram qualidade de imagem inferior, ou para a codificação de impressões 
digitais. 
O método proposto por Koshi et al. (78) possui diferenças relevantes em 
relação ao critério de seleção da quantidade de valores singulares e autovetores que 
são aproveitados, e em relação à quantização e à codificação dos valores utilizados 
neste trabalho. Em relação ao critério de parada, a patente em questão utiliza um 
parâmetro de qualidade indireto, ou seja, a relação da energia acumulada nos 
autovalores com a energia total do bloco, diferentemente deste trabalho de tese 
apresentado, que utilizou um parâmetro direto obtido a partir do cálculo da qualidade 
alcançável da reconstrução. 
Além disso, no documento relacionado, Koshi et al. (78) empregam 
estratégia de quantização em dois níveis, e a técnica DPCM na codificação. A técnica 
DPCM pode favorecer a compressão, permitindo que o método alcance taxas mais 
elevadas, porém requer processamento adicional em aplicações de indexação e 
recuperação, pois a obtenção dos valores originais da DVS somente é possível após 
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a decodificação. Ainda, os autores não reportaram as taxas de compressão obtidas 
com a aplicação do método. No método proposto no trabalho de tese, a quantização 
e a codificação são simples e diretas, pois visam favorecer a busca e a comparação 
com imagens de referência sem a necessidade de decodificação. Ademais, priorizou-
se a pré-codificação da informação de cores, e com esse processo ocorreu a produção 
de compressão preliminar em até 33% em relação à imagem original, e uma taxa de 
compressão de 82,07% no desempenho geral. 
6.2. Indexação e recuperação 
A indexação de imagens e vídeos torna-se mais importante à medida que 
grandes bases de dados de imagens e vídeos são formadas. Em particular, a 
recuperação de imagens e vídeos de procedimentos médicos por semelhança pode 
ser útil na formação e treinamento de profissionais, no apoio ao diagnóstico, e na 
revisão de procedimentos realizados (100,101,113,124,126). 
Nesse cenário, a busca de anterioridade e a revisão de literatura 
relacionada à indexação e recuperação objetivaram identificar trabalhos semelhantes 
em termos das técnicas utilizadas neste trabalho. Por outro lado, de modo análogo à 
codificação foram também utilizadas duas expressões de busca complementares, 
sendo uma ampla e outra específica, devido à característica de originalidade do 
método. Pela busca ampla foram identificados trabalhos assemelhados em termos 
dos objetivos e ou técnicas utilizadas. Por outro lado, na busca específica não foram 
identificados trabalhos com grau de semelhança alto o suficiente para caracterizar a 
ausência de novidade no método proposto. Os resultados das buscas relacionadas à 
indexação e recuperação estão resumidos nas Tabelas 6 e 7. 
Nos trabalhos mais semelhantes do ponto de vista das técnicas aplicadas, 
a DVS foi utilizada para reduzir a dimensionalidade de vetores de características e, 
consequentemente, agilizar o processo de comparação entre vetores necessário à 
recuperação. 
Na patente US 6574378 (105) a DVS é aplicada às assinaturas relativas à 
distribuição espacial das palavras-chaves visuais na obtenção de uma descrição 
codificada e de menores dimensões, e como consequência tornar a comparação mais 
rápida. A técnica apresentada indexa e recupera imagens com base em 
características extraídas da imagem, atuando num nível de abstração intermediário 
entre os dados brutos e o conteúdo semântico (45), enquanto no método proposto 
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neste trabalho, este atua sobre os dados brutos, com menor perspectiva de perdas de 
dados reais. 
Em outro método, no qual é utilizada a técnica de espectroscopia para 
análise de tecidos biológicos (104), o uso de DVS foi mencionado como técnica de 
análise estatística alternativa à PCA para descorrelacionar grandes volumes de 
dados. Como resultado da PCA obtém-se também representações compactas das 
imagens, no entanto a transformação reversa para reconstrução dos dados originais 
não é possível pelo método apresentado. Nesse sentido, embora o método não tenha 
como objetivo indexar e recuperar imagens por conteúdo, a aplicação da PCA à 
indexação e recuperação é factível, porém inviabiliza a codificação pelo mesmo 
processo matemático.  
Também na patente CA 2155901 (103) os autores indicaram a fatoração 
das imagens segmentadas para obter uma representação compactada, e ao mesmo 
tempo permitir que fossem reconstruídas. Entretanto há passos não detalhados que 
dificultam a avaliação do processo de análise realizado. Ainda, o documento não 
menciona a análise ou recuperação de vídeos, e é restrito à análise com extração de 
características de rostos de pessoas para fins de identificação, não sendo, portanto, 
um método genérico. 
A patente CN 106651930 proposta por Zeng e He (116) também utiliza a 
DVS em seu processo com objetivo de reduzir a dimensionalidade de matrizes 
geradas pelo próprio método, porém não prevê a indexação das imagens e a 
recuperação com base nos índices gerados. Nessa patente a redução no tamanho 
das matrizes tem por objetivo permitir a alinhamento de imagens médicas e a 
determinação de cores a serem aplicadas às regiões anatômicas delineadas pelo 
método. 
Com esses processos posicionados, no método de indexação proposto 
neste trabalho, a DVS tem a função de extrair das imagens as características mais 
relevantes, o que é obtido após a ordenação dos autovetores de acordo com a 
magnitude dos valores singulares correspondentes (64). A redução no tamanho dos 
vetores é promovida pela aplicação da média quadrática, conforme detalhado no 
Passo I.3 da etapa de codificação e indexação do método (Seção 4.4.1).  
Na patente CN 107330950A, Liu et al. (115) propuseram melhorar a 
qualidade da reconstrução de imagens de ressonância magnética por meio do ajuste 
dos coeficientes dos valores singulares de blocos da imagem com base em blocos 
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similares. No entanto, os parâmetros utilizados no processo não foram detalhados. 
Por isso, não foi possível avaliar se o método de fato aperfeiçoa a imagem em termos 
visuais e ou diagnósticos, ou se apenas uniformiza a qualidade. Além disso, a 
fatoração empregada neste documento não é aplicada à indexação ou recuperação 
de imagens. 
O método proposto na patente JP5734460B (114) permite correlacionar 
objetos presentes em imagens diferentes mesmo na presença de alterações de escala 
e perspectiva, sendo uma vantagem do método. Porém o processamento torna-se 
computacionalmente custoso, em particular se comparado ao método proposto neste 
trabalho que não requer processamento extra, além do realizado na codificação, para 
obter as assinaturas das imagens. Os autores citaram o uso de valores singulares 
para condicionar os valores de taxa de distância no processo de cálculo da 
correspondência entre pontos chaves. Contudo, a DVS não é aplicada às imagens 
brutas como ocorre no presente trabalho. 
Em Connah et al. (109) – patente US 8682093, a aplicação da DVS tem a 
finalidade de permitir que as informações/dados espectrais de contraste de uma 
imagem sejam “transportados” para a outra, gerando uma nova imagem colorida 
automaticamente, e sem a remoção de bordas e contornos necessários para a 
avaliação diagnóstica. A patente descrita não tem por finalidade indexar imagens para 
permitir a recuperação posterior. 
A patente US 7689544 B2 (108) não detalha as técnicas utilizadas para 
indexar o conteúdo das imagens, apenas indica, de modo superficial, o 
processamento de documentos textuais associados às imagens. Apesar de o 
documento mencionar a busca e recuperação com base em conteúdo e extração de 
características de documentos, o autor não deixou claro se características de imagens 
foram também extraídas. Ainda, o autor limitou-se a estabelecer que o índice foi 
gerado a partir de pelo menos duas características extraídas dos arquivos, sem 
especificar quais. Além disso, as técnicas para buscar e recuperar as imagens a partir 
dos índices tampouco foram detalhadas. 
Também na patente US 7158692 B2 (106) o método não detalha quais 
técnicas utiliza em cada passo, apenas define um processo que envolve a extração 
de um conjunto de características de imagens previamente segmentadas, 
armazenando-as em bancos de dados para consulta posterior. Os métodos de 
indexação e recuperação são disponibilizados pelo sistema gerenciador de banco de 
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dados, e não apresentam novidade. Além disso, o documento não cita o uso de 
fatoração de matrizes por DVS, diferentemente deste trabalho. 
No método proposto neste trabalho de tese, após a aplicação do processo 
algébrico de fatoração pela DVS, as imagens ou quadros são representados de 
maneira condensada e ordenada, facilitando a seleção/recuperação de imagens 
semelhantes em conteúdo, ou mesmo a seleção baseada em rótulos previamente 
atribuídos. A representação condensada alcançada pelo cálculo do RMS reduz o 
tamanho dos autovetores a um percentual do comprimento original do vetor, por 
exemplo 5%, que ao serem tomadas em conjunto sintetizam as características mais 
significativas da imagem. 
Cabe destacar que uma vantagem importante do método de decomposição 
em valores singulares é o fato dos autovetores serem normalizados, ou seja, o vetor 
possui comprimento igual a 1 (64,65). Como efeito a imagem também sofre uma 
normalização em relação à luminância, e desse modo duas imagens da mesma cena 
resultarão em autovetores idênticos ou quase idênticos, mesmo que obtidas com 
níveis de iluminação diferentes. Para os procedimentos de indexação e recuperação 
essa característica torna o método mais robusto em relação às diferenças de 
luminosidade nas imagens e apresenta-se como uma das características originais do 
método. 
Além disso, apesar do custo computacional da DVS ser teoricamente 
superior ao da DCT (72), o processo de reconstrução das imagens não requer a 
aplicação da transformada inversa, mas de operações simples de multiplicação e 
adição de matrizes. Essa característica do método proposto torna a reconstrução 
menos custosa, e por isso pode favorecer aplicações que tenham como 
receptores/decodificadores dispositivos com baixo poder computacional (80). 
Em relação à recuperação, o nível de semelhança pode ser ajustado, bem 
como a quantidade de resultados considerados significativos. O método permite ainda 
o tratamento do quadro por inteiro ou subdividido em blocos de pixels de dimensões 
variáveis, ou mesmo de apenas parte do quadro, de modo a melhor ajustar-se às 
aplicações e tipos de conteúdo visual. 
A partir dos experimentos realizados, observou-se que a precisão média 
obtida em relação aos três primeiros quadros foi de 94,85% para o Caso 1, e de 
95,19% para o Caso 2. As buscas que tiveram desempenho baixo em termos de 
precisão foram de imagens sem foco ou com pouca definição, e por isso irrelevantes 
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do ponto de vista diagnóstico. Se essas imagens forem desconsideradas, a precisão 
alcança 100% para o conjunto de imagens utilizado. 
Apesar do Caso 2 ter obtido desempenho ligeiramente superior em termos 
de precisão, em termos do tempo de processamento o desempenho alcançado foi 
significativamente inferior. Portanto, na avaliação geral, o melhor resultado foi obtido 
com os parâmetros utilizados no Caso 1.c, conforme pode ser observado na Tabela 
10. 
Ao comparar com outros trabalhos reportados na literatura, constatou-se 
que o desempenho foi compatível ou superior. Ahmed (51) relata precisão média em 
relação aos dez primeiros quadros entre 59,7% e 100% para dez bases de dados 
diferentes. Em Lux (136), a precisão alcançada foi de 58,6%, enquanto em Barra et 
al. (137), a precisão foi de 23%, apesar das diferenças metodológicas. Por outro lado, 
Howarth e Ruger (138) analisaram dois conjuntos de características diferentes, tendo 
obtido 14,3% de precisão com uma combinação de três características padrões de 
Tamura (139), e 12,2% com características de homogeneidade. Neste trabalho, a 
precisão média em relação aos 10 primeiros quadros recuperados foi de 77,42% para 
o Caso 1, e 80,62% para o Caso 2, conforme pode ser observado na Tabela 11. 
Roldan-Carlos et al. (100) relataram a aplicação de descritores de 
características de imagens em conjunto com o software LIRE (136) de indexação e 
recuperação de imagens, com o objetivo de recuperar vídeos de cirurgias 
laparoscópicas a partir de “fotos” obtidas durante o procedimento. Os autores 
utilizaram três abordagens, duas baseadas em características globais das imagens e 
técnicas de fusão de características, e outra baseada em características locais de 
áreas de interesse identificadas nas imagens. Ainda, estes calcularam e reportaram a 
precisão alcançada nos experimentos para apenas os três primeiros resultados. O 
melhor desempenho obtido utilizou o descritor SIMPLE local (140). Nesse caso, os 
autores relataram que em 79,8% das consultas o vídeo-fonte da imagem de busca foi 
o primeiro da lista de resultados, e em 84,6% o vídeo-fonte estava entre os três 
primeiros resultados. Os autores avaliaram ainda outros tipos de descritores, e o 
melhor desempenho foi obtido utilizando um descritor local. Diferentemente do 
trabalho citado, o método proposto neste trabalho utiliza características globais da 
imagem, e obteve desempenho de 94,85% para os três primeiros quadros 
recuperados. 
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Beecks et al. (113) partiram do trabalho de Roldan-Carlos et al. (100) e 
utilizam o mesmo delineamento experimental e a mesma base de dados, porém 
propuseram uma forma de caracterização do conteúdo das imagens baseada em 
assinaturas de características com agrupamento adaptativo, e avaliaram diferentes 
medidas de distância baseadas em assinaturas. Os autores reportaram um 
desempenho superior em relação ao trabalho de Roldan-Carlos, indicando a 
recuperação correta de até 88,2% para o primeiro resultado. As características que 
formam a assinatura combinaram aspectos globais e locais de cor, posição e textura. 
Conforme mencionado anteriormente, neste trabalho de tese, o método proposto 
utiliza características globais da imagem, e obteve desempenho de 94,85% para os 
três primeiros quadros recuperados. 
No cenário de aplicação médica, é frequente a captura de imagens de 
pontos importantes durante exames ou procedimentos cirúrgicos, de modo que 
possam compor o laudo ou relatório final e, ainda, em circunstâncias de 
aperfeiçoamento de conhecimento (141).  
Assim sendo, com o método proposto é possível recuperar o ponto exato 
do vídeo em que a foto foi capturada, e ainda indicar outros trechos de conteúdos 
semelhantes no próprio ou em outros vídeos, contribuindo assim e de modo positivo, 
para a finalidade proposta. 
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7. CONCLUSÃO 
 
Neste trabalho, por meio dos resultados alcançados, conclui-se a 
efetividade do método original proposto para codificação e indexação automática de 
vídeos de exames médicos para aplicações de telemedicina. 
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8. GLOSSÁRIO 
Acurácia: proximidade entre o valor obtido experimentalmente e o valor verdadeiro 
na medição de uma grandeza física (142). Medida estatística que envolve tanto erros 
sistemáticos (tendência) como aleatórios (dispersão) (143). 
Alinhamento de imagens: técnica de processamento de imagens usada para alinhar 
automaticamente duas ou mais imagens da mesma cena. Também denominado 
“registro de imagens” (52). 
Analógico: diz-se de sinal representativo de uma grandeza física cuja variação ocorre 
de modo contínuo, sem lacunas ou hiatos (142). 
Aprendizado de máquina supervisionado: tipo de aprendizado de máquina no qual 
o conjunto de dados utilizado como treinamento inclui a classe. Desse modo, o 
esquema opera sob “supervisão” considerando que a classificação correta de cada 
exemplo de treinamento é conhecida (134). 
Aprendizado de máquina não supervisionado: tipo de aprendizado de máquina no 
qual o conjunto de dados de treinamento não inclui a classe (134). 
Aprendizagem de dicionário: técnica aplicada no processamento de sinais que 
consiste na determinação de vetores representativos, denominados átomos, que são 
selecionados por meio de vetores esparsos na codificação de sinais. O sinal codificado 
é, portanto, compactado pois é constituído de vetores esparsos, que representam uma 
combinação linear de átomos do dicionário (144). 
Aspereza: aspecto de textura de uma imagem ou região da imagem, caracterizada 
por baixa uniformidade e alta entropia (52). 
Autovalor: o autovalor de uma matriz A é um escalar 𝜆 que, multiplicado pelo 
autovetor associado 𝑥, torna verdadeira a igualdade 𝐴𝑥 =  𝜆𝑥  (64).  
Autovetor: o autovetor 𝑥 de uma matriz A é um vetor não nulo que, multiplicado pela 
matriz A, mantém sua direção inalterada, e sua magnitude expandida ou reduzida pelo 
fator 𝜆 , denominado autovalor (64). Pode ser entendido como um operador linear que 
projeta e resume a matriz A em um único vetor de comprimento 𝜆. 
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Bit: dígito binário. Menor parcela de informação processada por um computador. 
Algarismo do sistema binário que somente pode assumir os valores 0 ou 1 (142). 
Bit-rate: ver “Taxa de bits”. 
BRIEF: “Binary robust independent elementary features” é um descritor de 
características extraídas de pontos de interesse em imagens que utiliza cadeias de 
bits para representar os pontos. É calculado utilizando testes simples de diferença de 
intensidade. Diferentemente de outros descritores que utilizam técnicas para redução 
da dimensionalidade dos vetores de características, o BRIEF calcula as sequências 
reduzidas de bits diretamente a partir das imagens (145,99). 
Byte: conjunto de oito bits adjacentes (142). 
CEDD: ver “Color and edge directivity descriptor”. 
Centroide: centro geométrico de uma figura plana que corresponde à posição média 
de todos os pontos da figura. Baricentro (142). 
Cliente: em sistemas distribuídos, cliente é o processo ou computador que requisita 
a execução de operações de um servidor interligado em rede (146). 
Codificação de comprimento variável: técnica de codificação de entropia que 
consiste em atribuir códigos de menor tamanho aos símbolos mais frequentes, 
utilizando uma estratégia que garante que nenhum código seja igual ao prefixo de 
outro código (41,147). 
Codificação de entropia: processo reversível que permite a compressão adicional 
por meio da codificação dos elementos sintáticos (coeficientes de transformação, 
modos de predição, vetores de movimento, etc.) em um arquivo final de saída (41). 
Entropia, no contexto da teoria da informação, tem relação direta com informação e 
incerteza (148), ou seja, quanto maior a incerteza, e consequentemente maior a 
surpresa na ocorrência de um símbolo, maior a informação. Neste caso, a entropia é 
sinônimo de informação. Desse modo, a codificação de entropia leva em consideração 
a probabilidade de ocorrência dos símbolos de entrada a fim de obter representações 
compactadas como saída. 
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Color and edge directivity descriptor (CEDD): descritor de características de baixo 
nível extraídos de imagens, que pode ser usado para indexação e recuperação. O 
método incorpora informações de textura e cor em um histograma para descrever 
imagens, sendo o tamanho do descritor limitado a 54 bytes. O atributo mais importante 
considerado pelos autores é a baixa complexidade computacional do algoritmo para 
extração das características (110). 
Color layout descriptor: descritor de características cromáticas de imagens, utilizado 
em aplicações de indexação e recuperação de vídeos e imagens. O método especifica 
a distribuição espacial das cores a partir de alguns coeficientes DCT quantizados de 
modo não linear, obtidos a partir de cores médias, e organizados na forma matricial. 
O descritor ocupa apenas 63 bits (aproximadamente 8 bytes) por imagem (111). 
Combinação linear: expressão matemática construída a partir da soma de um 
conjunto de termos (𝑥 , 𝑥2, … 𝑥𝑛), cada qual multiplicado por uma constante (𝑎𝑥 +
𝑏𝑥2 +⋯𝑘𝑥𝑛) (64). 
Compressão: em Ciência da Computação, compressão de dados consiste em reduzir 
a representação da informação de modo que ocupe menos espaço de 
armazenamento, sem perda de conteúdo. A compressão de imagens é a técnica de 
reduzir a quantidade de dados necessários para representar uma imagem (52). 
Crominância: refere-se às propriedades da luz que definem sua cor, caracterizada 
pelo comprimento de onda predominante na combinação de ondas de luz (matiz), e 
pelo grau de pureza ou mistura com a luz branca (saturação) (53).  
Contraste: variação nas tonalidades de luz e sombra, claro e escuro, zonas opacas 
e transparentes, numa imagem ou vídeo (142). 
Decomposição: ver “Fatoração”. 
Direcionalidade: propriedade global de uma imagem, ou região da imagem, que 
indica se o padrão de textura apresenta direção. Envolve aspectos relativos à forma 
dos elementos e à regra de posicionamento desses elementos, podendo ser direcional 
ou não direcional (139). 
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Domínio de frequência:  domínio de uma função periódica cujos valores de entrada 
são valores de frequência.  Sinais periódicos podem ser representados como um 
conjunto de todas as frequências que os constituem, sendo expressos como uma 
soma de senos e cossenos. Quando representados dessa forma, diz-se que o sinal 
está expresso no domínio de frequência (148). 
Domínio espacial: domínio de uma função cujos valores de entrada são a posição 
no espaço. Imagens digitais podem ser interpretadas como funções cujo domínio são 
as coordenadas nos eixos horizontal (x) e vertical (y). O valor da função em cada ponto 
corresponde ao valor do pixel, que tomados em conjunto, reconstituem a imagem em 
sua totalidade. Desse modo, o domínio espacial refere-se ao próprio plano da imagem 
(53). 
Efeito de bloco: tipo de distorção perceptível em imagens digitais caracterizado por 
um efeito quadriculado na imagem, resultante da codificação em blocos. Em 
decorrência da aplicação de níveis de quantização diferentes em blocos adjacentes 
de uma mesma imagem, e, consequentemente, do nível de qualidade visual, os limites 
entre um bloco e outro podem tornar-se visíveis, produzindo o efeito visual indesejado 
da divisão artificial da imagem em blocos (33,149). 
Entropia: medida da desordem ou da imprevisibilidade da informação (142). Na teoria 
da informação, a entropia está diretamente relacionada a incerteza e surpresa, ou 
seja, um valor ou símbolo com alta probabilidade de ocorrência possui baixa incerteza 
e causa pouca surpresa, por isso porta pouca informação, e consequentemente 
apresenta baixa entropia (148). 
Erro quadrático médio: é a média das diferenças, elevadas ao quadrado, entre os 
valores estimados e os valores efetivamente observados. O erro quadrático médio 
enfatiza o efeito de erros maiores, independentemente de serem positivos ou 
negativos em relação ao valor estimado, pois os valores são elevados ao quadrado. 
Desse modo, quando aplicado à análise da qualidade de imagens, quanto menor a 
métrica, mais a imagem distorcida se aproxima da imagem original (52,53,64). 
Espectroscopia: conjunto de métodos para análise de substâncias baseados na 
produção e interpretação de seus espectros de emissão ou absorção de radiações 
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eletromagnéticas (p.ex., nas regiões do infravermelho, ultravioleta, raios X, visível etc.) 
(142). 
Fatoração: a fatoração de matrizes consiste na decomposição da matriz original em 
um produto de duas ou mais matrizes. Há diferentes tipos de decomposição matricial, 
com propriedades e finalidades distintas, como a solução de sistemas de equações 
lineares e a resolução de sistemas de equações diferenciais. As fatorações favorecem 
a análise e interpretação de características dos sistemas representados na forma 
matricial (64). 
FAST: ver “Features from accelerated segment test”. 
Features from accelerated segment test (FAST): é um método para detecção de 
quinas em imagens que utiliza técnicas de aprendizado de máquina, cujo objetivo é 
permitir a detecção de características em tempo real, de modo que possa ser utilizado 
no processamento de vídeos sem perdas de quadros. Por esse método, os critérios 
para detecção são decisões acerca da classe dos pixels, os quais podem pertencer 
ou não a uma quina. Os critérios são organizados na forma de regras de uma árvore 
de decisão capaz de classificar corretamente todos as quinas presentes nas imagens 
de treinamento, sendo posteriormente aplicadas a outras imagens (150). 
Filtro: dispositivo ou técnica aplicada sobre um sinal de entrada para separar o sinal 
ou componente desejado de outros sinais modulados associados, com o objetivo de 
remover ou atenuar componentes e ou características indesejadas, ou ressaltar 
aspectos de interesse (53,148). 
Filtro gaussiano: em sistemas de comunicação e ou de processamento de sinais, é 
um filtro cuja função de resposta ao impulso se aproxima de uma função gaussiana. 
No processamento de imagens, a aplicação de filtros no domínio espacial é realizada 
por meio de matrizes denominadas máscaras, as quais são aplicadas sobre cada pixel 
da imagem, considerando os pixels da vizinhança. No filtro gaussiano, os coeficientes 
da máscara são derivados dos pixels da vizinhança, a partir de uma função gaussiana 
bidimensional. Desse modo, o filtro gaussiano produz uma suavização da imagem por 
meio da substituição de cada pixel por uma média ponderada dos pixels vizinhos, de 
modo que o peso atribuído a um vizinho decresce gradualmente com a distância do 
pixel central (53,148). 
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Filtro passa-baixa: filtro que atenua as altas frequências, selecionando as 
frequências baixas e médias. Na análise e processamento de imagens, altas 
frequências estão relacionadas com a informação de detalhes, portanto os efeitos 
visuais de um filtro passa-baixa são a suavização da imagem e a redução de ruídos 
(53). 
Filtro passa-faixa: filtro que seleciona um intervalo de frequências do sinal a ser 
realçado, removendo frequências muito baixas e muito altas. O efeito visual obtido 
caracteriza-se pelo realce de bordas e limites em consequência da remoção de 
frequências baixas, e ao mesmo tempo a eliminação de ruídos como consequência 
da remoção de altas frequências (53).  
Filtro Sobel: filtro utilizado para ressaltar transições em uma determinada direção 
(vertical, horizontal, etc.) por meio da ampliação das diferenças entre pontos 
localizados em lados opostos de uma fronteira. Portanto, este filtro favorece a 
detecção de bordas em imagens (37).  
Frame: ver “quadro”. 
Gradiente: valor indicativo da direção e inclinação de uma reta. O gradiente é dado 
pela razão entre a variação vertical e a variação horizontal da reta. Quando aplicado 
ao cálculo vetorial, o gradiente de uma função de múltiplas variáveis é um vetor cujos 
componentes são as derivadas parciais da função em um ponto (151).  
Gramática livre de contexto: é uma especificação para a estrutura sintática de uma 
linguagem. A denominação “livre de contexto” deve-se ao fato da substituição das 
classes de elementos sintáticos pelos símbolos denominados terminais (palavras 
reconhecidas pela linguagem, pontuação e outros sinais gráficos) poder ser realizada 
em qualquer contexto, ou seja, sem depender de qualquer análise quanto às regras 
de substituição ou símbolos que antecedem ou sucedem a regra em questão (152-
154). 
HSV: modelo de cores alternativo ao RGB que representa separadamente as 
informações de cor e de luminância. Nesse modelo, as cores são mapeadas em 
valores de matiz e saturação, sendo o matiz a cor essencial, e a saturação o grau de 
pureza do matiz (53). 
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Indexação: técnica ou procedimento que conecta um símbolo para um tópico 
(palavra, número, característica ou imagem) com o material pertinente àquele tópico, 
com objetivo de tornar efetivo e eficiente o acesso à informação (155). 
Índice reverso: estrutura de dados que mapeia uma palavra a um conjunto de 
documentos que contém a palavra, ou um item de busca mínimo a um conjunto de 
unidades indexadas que contém o item. Semelhante a um índice remissivo, porém 
com referência a múltiplos documentos por palavra ou item de busca. A maioria dos 
métodos e ferramentas de busca e recuperação de informações baseadas em texto 
livre são implementadas utilizando índices reversos (156). 
Largura de banda: é uma propriedade física do meio de transmissão, medida em 
hertz (Hz), que consiste na faixa de frequências que passam pelo meio com atenuação 
mínima. Essa característica do meio limita a quantidade de dados que o sinal aceito 
pelo canal pode transportar. Desse modo, em comunicação de dados, a largura de 
banda do meio físico está diretamente relacionada à taxa de dados que o canal é 
capaz de transmitir. Por esse motivo, a taxa de bits suportada pelo canal é 
frequentemente (e equivocadamente) usada para indicar a largura de banda (157). 
Luminância: relação entre a intensidade luminosa de uma superfície e a área da 
superfície projetada na direção de observação. A luminância corresponde ao brilho 
medido em um ponto da superfície, e é medida em candelas/m² (53). 
Matriz de co-ocorrência: representação, na forma de matriz, das relações espaciais 
entre pares de valores de pixels em uma imagem digital. As matrizes de co-ocorrência 
descrevem com que frequência pares de pixels com determinados níveis de cinza ou 
de cores, separados por uma distância específica e alinhados em certa direção, 
ocorrem na imagem. A partir da matriz de co-ocorrência são calculadas medidas 
estatísticas que descrevem a textura da imagem (53). 
Matriz de Toeplitz: é uma matriz cujos valores das diagonais descendentes da 
esquerda para a direita são iguais, ou seja, uma matriz 𝑇𝑛 tal que 𝑡𝑘,𝑗 = 𝑡𝑘−𝑗 . A matriz 
de Toeplitz é utilizada na análise de sinais porque a multiplicação por um polinômio 
trigonométrico, condensado para um espaço finito, pode ser representado utilizando 
essa matriz (158). 
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Média quadrática: a média quadrática é dada pela raiz quadrada da média aritmética 
dos quadrados dos valores (142). 
Maximally stable extremal regions (MSER): trata-se de um método para detecção 
de objetos binários em imagens que tem por objetivo estabelecer correspondências 
entre pares de imagens cujas cenas foram obtidas de perspectivas diferentes. O 
método propõe o conceito de regiões extremas, que são regiões que possuem 
propriedades desejáveis para o objetivo do método. Estas propriedades dizem 
respeito ao conjunto de dados que compõe essas regiões que é fechado sob duas 
condições: (a) transformações contínuas e, portanto, projetivas de coordenadas, e (b) 
transformações monotônicas dos níveis de intensidade da imagem (variações da 
iluminação). Desse modo, o método se torna independente de escala e rotação. As 
regiões são detectadas usando uma análise de conectividade e calculando regiões 
conectadas de intensidade máxima e mínima (159,99). 
MSER: ver “Maximally stable external regions”. 
Norma de Frobenius: norma de matrizes dada pela raiz quadrada da soma dos 
quadrados dos elementos da matriz. A norma é considerada geometricamente como 
o comprimento de um vetor. Neste caso, a norma da matriz é uma norma de vetor no 
espaço vetorial cujos elementos são matrizes (65). 
ORB: ver “Oriented FAST and rotated BRIEF”. 
Oriented FAST and rotated BRIEF (ORB): detector e descritor de características de 
imagens proposto como alternativa mais rápida ao SURF. O método prevê a adição 
de um componente de orientação rápido e preciso ao FAST, o cálculo eficiente de 
características BRIEF orientadas, a análise de variância e correlação das 
características BRIEF orientadas, e um método de aprendizagem para 
descorrelacionar as características BRIEF sob rotação da imagem (160,99).  
PHOG: ver “Pyramid of histograms of orientation gradients”. 
Pixel: cada ponto de uma imagem digital. Acrônimo do inglês Picture Element (53). 
Pyramid of histograms of orientation gradients: descritor de características de 
imagens cujo objetivo é representar o conteúdo da imagem por suas características 
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de forma e layout espacial. A forma localizada é capturada pela distribuição sobre as 
orientações de bordas dentro de uma região, enquanto o layout espacial é capturado 
pela subdivisão da imagem em blocos em múltiplas resoluções. O descritor consiste 
em um histograma dos gradientes de orientação em cada sub-região da imagem, em 
cada nível de resolução, sendo, por isso, denominado pirâmide de histogramas de 
gradientes de orientação (112). 
Precisão: grau de consistência da grandeza medida com sua média. Medida 
estatística que envolve apenas erros aleatórios (143). 
Predição intra-quadro: técnica utilizada na codificação de vídeos pela qual os pixels 
de um quadro são estimados a partir de pixels adjacentes do mesmo quadro, sendo 
codificadas a posição da referência e a diferença entre os pixels estimados e os 
observados. Esta técnica explora a correlação espacial existente entre blocos de 
pixels adjacentes, contribuindo para a obtenção de taxas de compressão maiores (33). 
Profundidade de bits: corresponde ao número de bits necessários para representar 
todos os valores possíveis de cada pixel. Por exemplo, no caso de uma imagem 
monocromática, com até 256 tons de cinza, a profundidade de bits é dada por 
log2 256 = 8. De modo análogo, para imagens coloridas em formato RGB, a 
profundidade de bits equivale a 3 × log2 256 = 24 (53). 
Quadro: cena completa obtida em um instante de tempo. O conjunto de quadros 
agrupados em sequência constituem o vídeo digital (31). 
Quadro-chave: em algoritmos de compressão de vídeo que aplicam predição de 
movimento entre quadros, é o quadro utilizado como referência. Quadros-chaves são 
codificados por completo sem dependência em relação a outros quadros (31,33). 
Quantização: procedimento que visa enquadrar os valores de uma função a um 
conjunto finito e predeterminado de valores discretos. Portanto, a quantização mapeia 
um valor de entrada a um valor de saída com objetivo de obter uma representação 
discreta para um sinal contínuo, ou para reduzir a faixa dinâmica de valores de um 
sinal já digitalizado (31,33). 
Rank: quantidade de colunas ou de linhas linearmente independentes de uma matriz. 
Mesmo que posto (64,65). 
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Rede neural:  rede neural artificial é um método de aprendizagem de máquina 
inspirado no modelo biológico, cujo sistema de aprendizado é construído sobre 
complexas redes de neurônios artificiais interconectados (161). 
Redundância espacial: correlação existente entre pixels ou blocos de pixels 
adjacentes de um mesmo quadro ou imagem (33). 
Redundância temporal: correlação existente entre quadros, temporalmente 
adjacentes, de uma sequência de vídeo (33). 
Resolução:  dimensões espaciais de uma imagem ou quadro, indicado pelo número 
de colunas e linhas da imagem (33). 
Scale invariant feature transform (SIFT): detector e descritor de características de 
imagens independente de escala e rotação. Pelo método de detecção, pontos de 
interesse são extraídos das imagens em dois passos. No primeiro, a imagem de 
entrada é repetidamente suavizada utilizando filtros gaussianos, e dela são extraídas 
sub-imagens em escalas menores. Desse modo uma pirâmide de imagens é 
construída tendo a imagem de entrada posicionada na base. No segundo passo, os 
pontos de interesse são descobertos considerando uma vizinhança de tamanho igual 
a três pixels (vizinhança 3 × 3 × 3). Os pontos são obtidos onde a diferença dos valores 
gaussianos estiverem dentro de um limite máximo, tanto no domínio espacial quanto 
no nível da escala da pirâmide. Assim, os pontos de interesse extraídos independem 
da escala e de rotação. O método prevê ainda um descritor para os pontos de 
interesse que se baseia no histograma das direções dos gradientes da imagem local 
em torno dos pontos de interesse (99). 
Segmentação: é a subdivisão da imagem em suas regiões ou objetos constitutivos, 
podendo ser realizada manual ou automaticamente. No caso de segmentação 
automática, o nível de detalhes que orienta a subdivisão depende do tipo de problema 
a ser resolvido (52). 
Sensoriamento comprimido: técnica de aquisição de dados de modo comprimido 
que tem por objetivo obter diretamente apenas a porção dos dados relevantes para a 
reconstrução do sinal ou da informação original. Considerando que no processo de 
compressão de sinais, parte dos dados é descartada sem perda perceptível de 
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informação, a abordagem de sensoriamento comprimido busca adquirir diretamente a 
parte dos dados que não é descartada pelos processos de compressão (162). 
Servidor: em sistemas distribuídos, servidor refere-se a um programa em execução 
(um processo) em um computador interligado em rede, que aceita pedidos de 
programas em execução em outros computadores para efetuar um serviço e 
responder apropriadamente (146). 
SIFT: ver “Scale invariant feature transform”. 
SIMPLE: acrônimo para “searching images with MPEG-7-like powered localized 
descriptors”, é um descritor de características de imagens que combina o detector de 
pontos locais do SURF para identificação de pontos de interesse, e três descritores 
globais do padrão MPEG-7, juntamente com o descritor global CEDD. Os descritores 
obtidos são combinados em um esquema denominado Bag-of-Visual-Words, que 
busca descrever o conteúdo de imagens como “palavras visuais”, sendo utilizado em 
aplicações de recuperação de imagens baseada em conteúdo (140). 
Sinal: é uma sequência ordenada de números que descrevem as tendências e 
variações de uma grandeza física, medida ao longo do tempo e ou do espaço (37). 
Um sinal pode ser representado como uma função de uma ou mais variáveis 
independentes (53). 
Speeded up robust features (SURF): algoritmo para detecção e descrição de 
características de imagens independente de escala e rotação. O método é similar ao 
SIFT, porém baseado em matriz hessiana gerada a partir da convolução da derivada 
gaussiana de segunda ordem. Os pontos de interesse são extraídos da mesma 
maneira que o SIFT. O detector SURF é encontrado em cada ponto de interesse por 
meio de atribuição de orientação e da análise do componente descritor. A orientação 
do ponto é calculada pela resposta wavelet de Haar nas direções x e y, na vizinhança 
circular de cada ponto de interesse, e a orientação dominante é encontrada a partir 
da soma das orientações. As respostas wavelet na região quadrada, direcionada na 
orientação dominante produz os descritores SURF (163,99). 
SURF: ver “Speeded up robust features”. 
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Taxa de bits: em comunicação de dados, é a quantidade de informação transmitida 
por um canal por unidade de tempo, sendo igual ao número de símbolos transmitidos 
por segundo multiplicado pelo número de bits necessários para representar cada 
símbolo. No caso de vídeos digitais, a taxa de bits corresponde à quantidade de bits 
usados para representar um segundo de vídeo (33,157). 
Taxa de compressão: é a razão entre o tamanho original da imagem ou vídeo e o 
tamanho alcançado após compressão (33). 
Transformada: transformada ou Transformação é uma função (𝑓) que relaciona um 
espaço vetorial de domínio (𝑉) a um espaço vetorial de contradomínio (𝑊), ou seja, 𝑓 
é uma transformação de 𝑉 em 𝑊 (64). 
Variable length coding: ver “codificação de comprimento variável”. 
Wavelet: transformação algébrica baseada em pequenas ondas de frequências 
variáveis e duração limitada. Diferente da transformada de Fourier, na qual a 
informação relativa à duração é perdida no processo de transformação, a 
transformada wavelet provê informações sobre frequência e informações espaciais da 
imagem ou quadro de entrada (33,52). 
XYZ: modelo de cores teórico que utiliza três valores para representar todas as cores 
do espectro visível. Cada valor, identificado individualmente como X, Y ou Z, 
representa uma cor primária. Nesse modelo, a variação das cores, percebidas 
visualmente, é resultado da combinação aditiva das cores primárias em quantidades 
diferentes (52,53). 
YCbCr: modelo de cores mais utilizado em vídeos digitais no qual as informações de 
luminância e de cor são representados separadamente. Nesse modelo, o componente 
Y representa a luminância, enquanto o valor de Cb representa a diferença entre o 
componente azul da cor e um valor de referência, e o valor de Cr representa a 
diferença entre a cor vermelha e um valor de referência (31,53). 
YUV: modelo de cores utilizado em vídeo analógico dos padrões PAL (acrônimo para 
Phase Alternation by Line) e SECAM (acrônimo para Séquentiel Couleur à Mémoire). 
De modo similar ao modelo YCbCr, o componente Y representa a luminância, e os 
valores de U e V correspondem aos componentes de cor dos pixels (31,53).  
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A – Parecer do Comitê de Ética em Pesquisa 
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B – Depósito da patente do método proposto – primeira página 
 
  
127 
 
C – Tabelas de resultados dos experimentos de recuperação 
Tabela C.1 – Resultados da recuperação para o Caso 1. 
Nº do quadro 
buscado 
Quadros 
retornados 
Vetores com  
R2 > 0,9 
Soma dos  
R2 > 0,9 
9 
9 10 10,0000 
7228 1 0,9927 
7229 1 0,9922 
10 
10 10 10,0000 
6984 1 0,9839 
6988 1 0,9838 
216 
216 10 10,0000 
215 1 0,9958 
217 1 0,9956 
231 
231 10 10,0000 
230 1 0,9993 
228 1 0,9991 
232 
232 10 10,0000 
229 1 0,9992 
228 1 0,9990 
236 
236 10 10,0000 
239 1 0,9992 
269 1 0,9991 
290 
290 10 10,0000 
289 1 0,9999 
291 1 0,9999 
339 
339 10 10,0000 
338 2 1,9375 
340 1 1,0000 
340 
340 10 10,0000 
338 2 1,9211 
341 2 1,9019 
342 
342 10 10,0000 
341 2 1,9110 
343 1 0,9999 
346 
346 10 10,0000 
347 1 0,9998 
345 1 0,9997 
Continua na próxima página. 
 
128 
 
Continuação da Tabela C.1. 
Nº do quadro 
buscado 
Quadros 
retornados 
Vetores com  
R2 > 0,9 
Soma dos  
R2 > 0,9 
406 
406 10 10,0000 
397 1 0,9995 
398 1 0,9995 
407 
407 10 10,0000 
409 1 0,9997 
410 1 0,9996 
439 
439 10 10,0000 
440 2 1,9500 
438 1 0,9998 
527 
527 10 10,0000 
526 1 0,9999 
529 1 0,9997 
566 
566 10 10,0000 
565 1 0,9990 
530 1 0,9986 
624 
624 10 10,0000 
631 1 0,9991 
632 1 0,9987 
691 
691 10 10,0000 
692 1 0,9976 
693 1 0,9965 
696 
696 10 10,0000 
697 2 1,9115 
706 1 0,9992 
702 
702 10 10,0000 
703 3 2,8458 
698 1 0,9997 
707 
707 10 10,0000 
706 1 0,9997 
708 1 0,9993 
797 
797 10 10,0000 
798 1 0,9990 
799 1 0,9985 
798 
798 10 10,0000 
799 1 0,9991 
802 1 0,9990 
Continua na próxima página. 
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Continuação da Tabela C.1. 
Nº do quadro 
buscado 
Quadros 
retornados 
Vetores com  
R2 > 0,9 
Soma dos  
R2 > 0,9 
942 
942 10 10,0000 
941 1 0,9990 
943 1 0,9980 
1047 
1047 10 10,0000 
1049 1 0,9969 
1070 1 0,9953 
1155 
1155 10 10,0000 
1154 2 1,9018 
1156 1 0,9998 
1188 
1188 10 10,0000 
1187 1 0,9989 
1186 1 0,9966 
1206 
1206 10 10,0000 
1205 1 0,9996 
1207 1 0,9995 
1338 
1338 10 10,0000 
1336 1 0,9999 
1340 1 0,9994 
1477 
1477 10 10,0000 
1479 1 0,9992 
1480 1 0,9986 
1497 
1497 10 10,0000 
1495 1 0,9993 
1493 1 0,9959 
1852 
1852 10 10,0000 
1849 1 0,9947 
1856 1 0,9923 
1944 
1944 10 10,0000 
1943 1 0,9979 
1942 1 0,9941 
2198 
2198 10 10,0000 
2195 5 4,6886 
2197 3 2,8553 
2240 
2240 10 10,0000 
2247 1 0,9985 
2248 1 0,9984 
Continua na próxima página. 
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Continuação da Tabela C.1. 
Nº do quadro 
buscado 
Quadros 
retornados 
Vetores com  
R2 > 0,9 
Soma dos  
R2 > 0,9 
2394 
2394 10 10,0000 
2395 1 0,9998 
2393 1 0,9998 
2414 
2414 10 10,0000 
2413 2 1,9186 
2412 1 0,9998 
2472 
2472 10 10,0000 
2473 1 0,9990 
2478 1 0,9983 
2511 
2511 10 10,0000 
2513 1 0,9995 
2510 1 0,9993 
2637 
2637 10 10,0000 
2639 1 0,9994 
2636 1 0,9990 
2658 
2658 10 10,0000 
2663 1 0,9995 
2662 1 0,9988 
2759 
2759 10 10,0000 
2761 1 0,9992 
2762 1 0,9972 
2957 
2957 10 10,0000 
2956 1 0,9999 
2955 1 0,9996 
3022 
3022 10 10,0000 
3026 1 0,9962 
3027 1 0,9959 
3047 
3047 10 10,0000 
3048 1 0,9994 
3046 1 0,9993 
3189 
3189 10 10,0000 
3190 1 0,9998 
3191 1 0,9995 
3280 
3280 10 10,0000 
3281 1 0,9999 
3279 1 0,9998 
Continua na próxima página. 
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Continuação da Tabela C.1. 
Nº do quadro 
buscado 
Quadros 
retornados 
Vetores com  
R2 > 0,9 
Soma dos  
R2 > 0,9 
3333 
3333 10 10,0000 
3332 1 0,9997 
3334 1 0,9997 
3350 
3350 10 10,0000 
3349 1 0,9999 
3351 1 0,9998 
3370 
3370 10 10,0000 
3369 1 0,9998 
3371 1 0,9997 
3376 
3376 10 10,0000 
3377 3 2,8285 
3375 2 1,9523 
3515 
3515 10 10,0000 
3517 1 0,9996 
3518 1 0,9977 
3568 
3568 10 10,0000 
3569 3 2,8454 
3571 3 2,8253 
3597 
3597 10 10,0000 
3596 3 2,8709 
3598 1 0,9999 
3609 
3609 10 10,0000 
3610 1 0,9996 
3608 1 0,9995 
3677 
3677 10 10,0000 
3200 1 0,9982 
3202 1 0,9982 
3696 
3696 10 10,0000 
3691 1 0,9985 
1305 1 0,9975 
3820 
3820 10 10,0000 
3819 1 0,9985 
787 1 0,9965 
3893 
3893 10 10,0000 
3892 9 8,3323 
3894 3 2,8781 
Continua na próxima página. 
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Continuação da Tabela C.1. 
Nº do quadro 
buscado 
Quadros 
retornados 
Vetores com  
R2 > 0,9 
Soma dos  
R2 > 0,9 
3945 
3945 10 10,0000 
3944 2 1,9331 
3946 1 0,9999 
3992 
3992 10 10,0000 
3993 10 9,7122 
3994 10 9,5157 
4041 
4041 10 10,0000 
4040 1 0,9999 
4039 1 0,9990 
4098 
4098 10 10,0000 
4097 1 0,9998 
4099 1 0,9996 
4194 
4194 10 10,0000 
4195 1 0,9996 
4192 1 0,9995 
4230 
4230 10 10,0000 
4231 2 1,9392 
4228 2 1,9232 
4531 
4531 10 9,9950 
4532 1 0,9995 
4530 1 0,9991 
4567 
4567 10 10,0000 
4566 1 0,9997 
4568 1 0,9995 
4600 
4600 10 10,0000 
4599 1 0,9998 
4570 1 0,9996 
4674 
4674 10 10,0000 
4675 1 0,9980 
4677 1 0,9972 
4934 
4934 10 10,0000 
4935 5 4,6660 
4933 3 2,8457 
4970 
4970 10 10,0000 
4971 1 0,9958 
4972 1 0,9949 
Continua na próxima página. 
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Continuação da Tabela C.1. 
Nº do quadro 
buscado 
Quadros 
retornados 
Vetores com  
R2 > 0,9 
Soma dos  
R2 > 0,9 
5122 
5122 10 10,0000 
5683 1 0,9884 
5121 1 0,9878 
5240 
5240 10 10,0000 
5238 2 1,9245 
5237 2 1,9170 
5335 
5335 10 10,0000 
5333 1 0,9987 
5336 1 0,9986 
5479 
5479 10 10,0000 
5478 10 9,4410 
5480 3 2,8601 
6014 
6014 10 10,0000 
6013 1 0,9975 
6015 1 0,9940 
6097 
6097 10 10,0000 
6096 1 0,9996 
6098 1 0,9995 
6385 
6385 10 10,0000 
6384 3 2,8378 
6386 1 0,9956 
6513 
6513 10 10,0000 
6514 1 0,9998 
6512 1 0,9996 
6861 
6861 10 10,0000 
6860 3 2,9100 
6859 2 1,9281 
6864 
6864 10 10,0000 
6865 2 1,9085 
6866 1 1,0000 
6941 
6941 10 10,0000 
6942 2 1,9398 
6943 1 0,9992 
6949 
6949 10 10,0000 
6950 1 0,9984 
6951 1 0,9982 
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Continuação da Tabela C.1. 
Nº do quadro 
buscado 
Quadros 
retornados 
Vetores com  
R2 > 0,9 
Soma dos  
R2 > 0,9 
6985 
6985 10 10,0000 
6987 3 2,8565 
6986 2 1,9527 
7122 
7122 10 10,0000 
1181 1 0,9933 
3512 1 0,9929 
7183 
7183 10 10,0000 
7184 2 1,9667 
7186 2 1,9074 
7243 
7243 10 10,0000 
7244 4 3,7324 
7242 2 1,9164 
7310 
7310 10 10,0000 
7311 3 2,8576 
7308 1 0,9999 
7325 
7325 10 10,0000 
7323 1 0,9996 
7326 1 0,9996 
7405 
7405 10 10,0000 
7404 1 0,9999 
7406 1 0,9995 
7424 
7424 10 10,0000 
3769 1 0,9950 
135 1 0,9945 
7504 
7504 10 10,0000 
7503 1 0,9984 
7502 1 0,9973 
7550 
7550 10 10,0000 
7551 1 0,9938 
7549 1 0,9932 
7610 
7610 10 10,0000 
7611 2 1,9214 
7609 1 0,9995 
7671 
7671 10 10,0000 
7473 1 0,9917 
2337 1 0,9916 
Continua na próxima página. 
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Conclusão da Tabela C.1. 
Nº do quadro 
buscado 
Quadros 
retornados 
Vetores com  
R2 > 0,9 
Soma dos  
R2 > 0,9 
8022 
8022 10 10,0000 
8021 2 1,9061 
8023 1 0,9983 
8075 
8075 10 10,0000 
8076 2 1,9257 
8077 1 0,9996 
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Tabela C.2 – Resultados da recuperação para o Caso 2. 
Nº do quadro 
buscado 
Quadros 
retornados 
Nº de vetores 
com R2 > 0,9 
Nº de vetores com  
0,9 ≥ R2 > 0,8 
9 
9 460 0 
6864 90 26 
7 86 20 
10 
10 460 0 
7026 92 10 
7015 89 18 
216 
216 460 0 
217 83 44 
215 74 45 
231 
231 460 0 
230 154 56 
229 125 51 
232 
232 460 0 
227 162 56 
228 134 46 
236 
236 460 0 
247 212 21 
235 207 34 
290 
290 460 0 
289 333 19 
288 294 34 
339 
339 460 0 
338 212 47 
340 186 36 
340 
340 460 0 
341 279 43 
338 274 56 
342 
342 460 0 
343 294 35 
341 287 36 
346 
346 460 0 
345 282 38 
347 257 48 
406 
406 460 0 
407 240 32 
405 229 40 
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Continuação da Tabela C.2. 
Nº do quadro 
buscado 
Quadros 
retornados 
Nº de vetores 
com R2 > 0,9 
Nº de vetores com  
0,9 ≥ R2 > 0,8 
407 
407 460 0 
406 240 32 
411 229 26 
439 
439 460 0 
440 352 26 
441 305 31 
527 
527 460 0 
528 249 33 
529 245 28 
566 
566 460 0 
565 290 29 
564 249 16 
624 
624 460 0 
623 145 16 
631 134 7 
691 
691 460 0 
690 139 36 
692 133 42 
696 
696 460 0 
697 188 59 
695 145 33 
702 
702 460 0 
703 222 63 
704 160 51 
707 
707 460 0 
706 148 54 
708 136 34 
797 
797 460 0 
798 140 38 
799 124 44 
798 
798 460 0 
799 183 57 
800 170 53 
942 
942 460 0 
943 89 14 
941 85 19 
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Continuação da Tabela C.2. 
Nº do quadro 
buscado 
Quadros 
retornados 
Nº de vetores 
com R2 > 0,9 
Nº de vetores com  
0,9 ≥ R2 > 0,8 
1047 
1047 460 0 
1049 60 32 
7328 26 5 
1155 
1155 460 0 
1154 104 65 
1156 102 49 
1188 
1188 460 0 
1187 84 7 
6998 82 8 
1206 
1206 460 0 
1207 103 84 
1205 96 83 
1338 
1338 460 0 
1336 52 36 
1340 44 22 
1477 
1477 460 0 
1479 36 25 
1328 34 4 
1497 
1497 460 0 
1495 56 63 
1498 33 12 
1852 
1852 460 0 
1856 51 27 
1849 39 26 
1944 
1944 460 0 
1943 59 39 
1942 45 24 
2198 
2198 460 0 
2195 109 86 
2197 100 78 
2240 
2240 460 0 
2238 48 21 
2248 47 11 
2394 
2394 460 0 
2395 72 35 
2393 60 34 
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Continuação da Tabela C.2. 
Nº do quadro 
buscado 
Quadros 
retornados 
Nº de vetores 
com R2 > 0,9 
Nº de vetores com  
0,9 ≥ R2 > 0,8 
2414 
2414 460 0 
2413 78 36 
2412 63 23 
2472 
2472 460 0 
2477 49 19 
2476 48 21 
2511 
2511 460 0 
2513 75 39 
2510 70 32 
2637 
2637 460 0 
2639 43 14 
2641 40 5 
2658 
2658 460 0 
2659 106 34 
2657 91 21 
2759 
2759 460 0 
2761 50 26 
2767 34 8 
2957 
2957 460 0 
2958 109 45 
2956 102 47 
3022 
3022 460 0 
3033 45 19 
490 44 22 
3047 
3047 460 0 
3048 94 31 
3046 84 22 
3189 
3189 460 0 
3190 81 45 
3188 67 22 
3280 
3280 460 0 
3281 53 15 
3279 44 20 
3333 
3333 460 0 
3332 72 35 
3334 64 35 
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Continuação da Tabela C.2. 
Nº do quadro 
buscado 
Quadros 
retornados 
Nº de vetores 
com R2 > 0,9 
Nº de vetores com  
0,9 ≥ R2 > 0,8 
3350 
3350 460 0 
3351 89 38 
3349 65 28 
3370 
3370 460 0 
3369 73 48 
3371 62 34 
3376 
3376 460 0 
3377 93 43 
3375 68 42 
3515 
3515 460 0 
3517 44 23 
3691 37 2 
3568 
3568 460 0 
3567 92 45 
3569 79 62 
3597 
3597 460 0 
3596 141 84 
3598 120 62 
3609 
3609 460 0 
3610 116 59 
3608 106 68 
3677 
3677 460 0 
520 91 15 
3678 90 11 
3696 
3696 460 0 
2257 51 9 
2357 50 9 
3820 
3820 460 0 
3819 86 26 
3821 79 13 
3893 
3893 460 0 
3894 93 55 
3892 89 44 
3945 
3945 460 0 
3946 105 39 
3944 90 38 
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Continuação da Tabela C.2. 
Nº do quadro 
buscado 
Quadros 
retornados 
Nº de vetores 
com R2 > 0,9 
Nº de vetores com  
0,9 ≥ R2 > 0,8 
3992 
3992 460 0 
3993 237 50 
3991 229 45 
4041 
4041 460 0 
4040 160 56 
4039 105 51 
4098 
4098 460 0 
4099 132 39 
4097 117 33 
4194 
4194 460 0 
4195 108 24 
4196 88 12 
4230 
4230 460 0 
4228 60 46 
4231 35 10 
4531 
4531 460 0 
4532 112 43 
4530 110 55 
4567 
4567 460 0 
4568 79 63 
4566 78 64 
4600 
4600 460 0 
4599 86 66 
4596 81 62 
4674 
4674 460 0 
4672 54 29 
4675 53 16 
4934 
4934 460 0 
4933 125 49 
4935 114 66 
4970 
4970 460 0 
4971 96 39 
4972 86 34 
5122 
5122 460 0 
5121 75 29 
5123 71 21 
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Continuação da Tabela C.2. 
Nº do quadro 
buscado 
Quadros 
retornados 
Nº de vetores 
com R2 > 0,9 
Nº de vetores com  
0,9 ≥ R2 > 0,8 
5240 
5240 460 0 
5239 78 47 
5238 74 44 
5335 
5335 460 0 
5336 71 58 
5333 68 35 
5479 
5479 460 0 
5480 128 86 
5478 102 80 
6014 
6014 460 0 
6015 182 75 
6016 132 64 
6097 
6097 460 0 
6096 122 80 
6098 112 85 
6385 
6385 460 0 
6384 115 50 
6386 95 46 
6513 
6513 460 0 
6514 243 100 
6512 232 87 
6861 
6861 460 0 
6860 264 67 
6859 227 53 
6864 
6864 460 0 
6865 291 21 
6866 241 18 
6941 
6941 460 0 
6942 165 65 
6940 118 42 
6949 
6949 460 0 
6950 101 33 
6951 87 29 
6985 
6985 460 0 
6987 185 44 
6986 177 64 
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Continuação da Tabela C.2. 
Nº do quadro 
buscado 
Quadros 
retornados 
Nº de vetores 
com R2 > 0,9 
Nº de vetores com  
0,9 ≥ R2 > 0,8 
7122 
7122 460 0 
7123 175 9 
7032 173 3 
7183 
7183 460 0 
7184 202 45 
7182 157 36 
7243 
7243 460 0 
7244 85 67 
7242 75 75 
7310 
7310 460 0 
7311 106 61 
7308 86 55 
7325 
7325 460 0 
7326 63 32 
7327 48 18 
7405 
7405 460 0 
7404 69 30 
7406 62 36 
7424 
7424 460 0 
695 62 9 
698 57 7 
7504 
7504 460 0 
7503 51 15 
7505 43 9 
7550 
7550 460 0 
7549 100 23 
2938 100 9 
7610 
7610 460 0 
7609 94 60 
7611 87 30 
7671 
7671 460 0 
7670 155 53 
7672 130 52 
8022 
8022 460 0 
8021 128 62 
8023 89 30 
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Conclusão da Tabela C.2. 
Nº do quadro 
buscado 
Quadros 
retornados 
Nº de vetores 
com R2 > 0,9 
Nº de vetores com  
0,9 ≥ R2 > 0,8 
8075 
8075 460 0 
8076 242 44 
8074 216 37 
 
