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We study the variation in the Lande´ g-factor of electron spins induced by both anisotropic gate
potentials and magnetic fields in InAs quantum dots for possible implementation towards solid state
quantum computing. In this paper, we present analytical expressions and numerical simulations of
the variation in the Lande´ g-factor for both isotropic and anisotropic quantum dots. Using both
analytical techniques and numerical simulations, we show that the Rashba spin-orbit coupling has a
major contribution in the variation of the g-factor with electric fields before the regime, where level
crossing or anticrossing occurs. In particular, the electric field tunability is shown to cover a wide
range of g-factor through strong Rashba spin-orbit interaction. Another major result of this paper
is that the anisotropic gate potential gives quenching effect in the orbital angular momentum that
reduces the variation in the E-field and B-field tunability of the g-factor if the area of the symmetric
and asymmetric quantum dots is held constant. We identify level crossings and anticrossings of
the electron states in the variation of the Lande´ g-factor. We model the wavefunctions of electron
spins and estimate the size of the anticrossing for the spin states |0,−1,+1/2 > and |0, 0,−1/2 >
corresponding to a quantum dot that has been recently studied experimentally (Phys. Rev. Lett.
104, 246801 (2010)).
I. INTRODUCTION
Single electron spins in an electrostatically defined
quantum dot in a 2-dimensional electron gas (2DEG)
have been manipulated and studied by several groups.1–7
Quantum dots in III-V type semiconductors provide an
opportunity to study the variation in the Lande´ g-factor
vs. gate potentials and magnetic fields.8–13 The shape
and size of the quantum dots can be modified by chang-
ing the gate controlled electric fields that influence the
variation in the energy spectrum as well as the Lande´
g-factor of the dots.3,14,15 The results of this research
might enhance the opportunities of building spintronic
logic devices for possible implementation towards solid
state quantum computing.16–20
The orbital and spin angular momentum of the elec-
tron in a semiconductor quantum dot interact through
the Rashba and Dresselhaus spin-orbit couplings.21,22
These two spin-orbit coupling effects arise from two dif-
ferent types of symmetry operations in III-V type semi-
conductors. The Rashba spin-orbit coupling arises from
the structural inversion asymmetry of the triangular
shaped quantum well confining potential. The Dressel-
haus spin-orbit coupling arises from bulk inversion asym-
metry. The mathematical expressions for the Rashba and
Dresselhaus spin-orbit couplings that are implemented
into the theoretical model are given in this paper in
Section II. The strength of the Rashba and Dresselhaus
spin-orbit couplings is determined by the gate controlled
electric fields and is an important parameter in control-
ling the Lande´ g-factor for both isotropic and anisotropic
quantum dots.
The goal of the present work is to explore the non-
degenerate energy spectrum of electrostatically defined
InAs quantum dot by both analytical techniques and
numerical simulations. These approaches provide real-
istic information for controlling the Lande´ g-factor for
both isotropic and anisotropic quantum dots through the
application of gate potentials. We also model realistic
wavefunctions of electrons in InAs quantum dots that
were recently studied by experimentalists in Ref. 23.
We estimate the size of avoided anticrossing is approx-
imately 65 µeV, which is in agrement with the exper-
imentally reported values.23 In this paper, by utilizing
both analytical and numerical techniques, we find that
the Rashba spin-orbit coupling produces the dominant
effect on the variation of the Lande´ g-factor vs. elec-
tric field strength below the level crossing or anticross-
ing. Also, anisotropic gate potential lead to a quenching
effect in the orbital angular momentum that reduces the
variation in the g-factor. Our work is similar to those of
Refs. 3, 4, 5, 24, 25 and 26 but differs in that we utilize
both analytical and numerical approaches based on the
finite element method.
The paper is organized as follows. In Sec. II, we ex-
actly diagonalize the Hamiltonian of a quantum dot con-
fined in an asymmetric potential including spin-orbit in-
teraction and a magnetic field along z-direction. In Sec.
III, based on a second order perturbation calculation,
we present analytical expressions of the Lande´ g-factor
for both isotropic and anisotropic quantum dots. In Sec.
IV, we plot the Lande´ g-factor induced by gate controlled
electric fields vs. magnetic field as well as quantum dot
radii for pure Rashba case (αD = 0), pure Dresselhaus
case (αR = 0) and mixed cases (both αR, αD present)
where αR and αD are two parameters related to the
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FIG. 1. Contributions of Rashba and Dresselhaus spin-orbit
couplings (αR/αD) vs. Electric Field. It can be seen that
Rashba and Dresselhaus spin-orbit couplings becomes equal
at the electric field, E = 3.05 × 103 V/cm. This plot is ob-
tained from Eq. 9.
strength of the Rashba and Dresselhaus spin-orbit in-
teractions respectively. We also model the wavefunctions
of electron states that were recently reported by experi-
mentalists in Ref. 23. Finally, in Sec. V, we summarize
our results.
II. THEORETICAL MODEL
The Hamiltonian of an electron in a quantum dot in the
plane of a 2DEG, in the presence of an external magnetic
field along z-direction can be written as7,27
H = Hxy +Hso, (1)
where the Hamiltonian Hso is associated to the Rashba-
Dresselhaus spin-orbit couplings and Hxy is the Hamil-
tonian of the electron along the lateral direction in the
plane of the 2DEG. Hxy can be written as
Hxy =
~P 2
2m
+
1
2
mω2o(ax
2 + by2) +
1
2
goµBσzB, (2)
where ~P = ~p + e ~A is the kinetic momentum operator,
~p = −ih¯(∂x, ∂y, 0) is canonical momentum operator and
~A = Ba+b (−yb, xa, 0) is the vector potential in the asym-
metric gauge. Here, −e < 0 is the electronic charge, m is
the effective mass of the electron in the conduction band,
µB is the Bohr magneton, σz is the Pauli spin matrix
along z-direction. Also, ω0 =
h¯
mℓ2
0
is a parameter charac-
terizing the strength of the confining potential and ℓ0 is
used as the radius of the quantum dot. By choosing the
appropriate values of a and b, one can define the shape
of the quantum dot from circle to ellipse. The Hamil-
tonian Hxy can be exactly diagonalized (see Appendix
A) by writing the Hamiltonian as a function of number
operators n± = a
†
±a± and its energy spectrum can be
written as,28
εn+n− = (n+ + n− + 1) h¯ω+ + (n+ − n−) h¯ω− +
1
2
goµBσzB, (3)
a± =
1
(s+ − s−) (1 + i)
[
± (s∓ ± i) ℓ
h¯
px + (s± ± i) ℓ
h¯
py + (1∓ is∓) 1
ℓ
x± (1∓ is±) 1
ℓ
y
]
, (4)
a†± =
1
(s+ − s−) (1− i)
[
± (s∓ ∓ i) ℓ
h¯
px + (s± ∓ i) ℓ
h¯
py + (1± is∓) 1
ℓ
x± (1± is±) 1
ℓ
y
]
, (5)
where,
s± =
ω+
ωc
√
Ω2
Ω1

Ω2
Ω1
− 1±
√
ω2c
Ω2
Ω1
ω2+
+
(
1− Ω2
Ω1
)2 , (6)
ω± =
1
2
[
ω2c + (Ω1 ± Ω2)2
]1/2
, (7)
provided that
[
a±, a
†
±
]
= 1 and [x, px] = [y, py] = ih¯.
Here Ω1 = ω0
√
a, Ω2 = ω0
√
b, ℓ =
√
h¯
mΩ , Ω =√
ω20 +
1
4ω
2
c and ωc =
eB
m is the cyclotron frequency.
Note that a similar type of expression for the energy
spectrum of an anisotropic quantum dot is also discussed
in Ref. 26. However, our methodology for diagonaliz-
ing the Hamiltonian is slightly different (see in Appendix
A). Also, we verified that by substituting a = b = 1, Eqs.
(3-6) are exactly the same as those in Ref. 7. The eigen-
states of Hxy in Eq. 2 with a = b = 1 are well-known
Fock-Darwin energy states.29,30
The Hamiltonian associated with the spin-orbit cou-
plings can be written as21,22
Hso =
αR
h¯
(σxPy − σyPx) + αD
h¯
(−σxPx + σyPy) . (8)
The spin-orbit Hamiltonian consists of the Rashba cou-
pling whose strength is characterized by the parameter
αR and the Dresselhaus coupling with αD. These cou-
pling parameters depend on the electric field E of the
3quantum well confining potential (i.e., E = −∂V/∂z)
along z direction at the interface in a heterojunction as
αR = γReE, αD = 0.78γD
(
2me
h¯2
)2/3
E2/3, (9)
where the Rashba coefficient γR = 110A˚
2
, Dresselhaus
coefficient γD = 130 eV A˚
3
and effective massm = 0.0239
have been considered for InAs quantum dots.7
The Rashba and Dresselhaus spin-orbit Hamiltonian
can be written in terms of raising and lowering operators
as:7
Hso = αR (1 + i)
[
b1/4κ+ (s+ − i)a+ + b1/4κ+ (s− + i) a− + a1/4η− (i− s−) a+ + a1/4η− (i+ s+) a−
]
+αD (1 + i)
[
a1/4κ− (i− s−) a+ + a1/4κ− (i+ s+) a− + b1/4η+ (−i+ s+) a+ + b1/4η+ (i+ s−) a−
]
+ h.c., (10)
where,
κ± =
1
2 (s+ − s−)
{
1
ℓ
σx ± i eBℓ
h¯
(
1√
a+
√
b
)
σy
}
,
η± =
1
2 (s+ − s−)
{
1
ℓ
σy ± i eBℓ
h¯
(
1√
a+
√
b
)
σx
}
,
and h.c. represents the hermitian conjugate. It is clear
that the spin-orbit Hamiltonian and the Zeeman spin
splitting energy in both isotropic and anisotropic quan-
tum dots obeys a selection rule in which the orbital an-
gular momentum can change by one quantum.
III. ANALYTICAL EXPRESSION FOR THE
LANDE´ g-FACTOR
Our conventional definition of the electron g-factor in
the conduction band in the presence of magnetic field
along z-direction can be written as5,7
g =
ε0,0,+1/2 − ε0,0,−1/2
µBB
, (11)
where ε0,0,+1/2 and ε0,0,−1/2 are the eigenvalues of the
electron in the conduction band with spin up and down
respectively having the lowest orbital angular momen-
tum.
At low electric fields and small quantum dot radii, we
treat the Hamiltonian associated to the Rashba and Dres-
selhaus spin-orbit couplings as a perturbation. Based on
second order perturbation theory, the energy of the elec-
tron spin states can be written as,
ε0,0,+1/2 = ε
(0)
0,0,+1/2 + ε
(2)
0,0,+1/2, (12)
ε0,0,−1/2 = ε
(0)
0,0,−1/2 + ε
(2)
0,0,−1/2. (13)
The zero order energy correction can be easily calculated
from Eq. (3). The first order energy correction is zero.
The calculation for the second order energy correction
can be written as:
ε
(2)
0,0,+1/2 =
α2Rξ+ + α
2
Dς+
ε
(0)
0,0,+1/2 − ε
(0)
1,0,−1/2
+
α2Rς− + α
2
Dξ−
ε
(0)
0,0,+1/2 − ε
(0)
0,1,−1/2
,(14)
ε
(2)
0,0,−1/2 =
α2Rς+ + α
2
Dξ+
ε
(0)
0,0,−1/2 − ε
(0)
1,0,1/2
+
α2Rξ− + α
2
Dς−
ε
(0)
0,0,−1/2 − ε
(0)
0,1,+1/2
,(15)
where,
ξ± =
1
2(s+ − s−)
{
± 1
s±
α2± + 2α±β± ∓
1
s∓
β2±
}
,(16)
ς± =
1
2(s+ − s−)
{
± 1
s±
α2∓ − 2α∓β∓ ∓
1
s∓
β2∓
}
,(17)
α± = a
1/4

1ℓ ± eBℓh¯ 1(√a+√b)

 ,(18)
β± = b
1/4

1ℓ ± eBℓh¯ 1(√a+√b)

 . (19)
By substituting Eqs. 12 and 13 in Eq. 11, the expression
for the Lande´ g-factor of anisotropic quantum dots can
be written as,
gasym = g0 − 1
µBB
{
α2Rξ+ + α
2
Dς+
h¯ωx −∆ +
α2Rς− + α
2
Dξ−
h¯ωy −∆ −
α2Rς+ + α
2
Dξ+
h¯ωx +∆
− α
2
Rξ− + α
2
Dς−
h¯ωy +∆
}
. (20)
In the above expression, we use the relation ωx = ω+ + ω−, ωy = ω+ − ω− and ∆ = g0µBB. By substituting
4a = b = 1 in Eq. 20, one find the Lande´ g-factor for isotropic quantum dot:
gsym = g0 + 2
mem
h¯4
[
α2D (1− δ)− α2R (1 + δ)
]
ℓ20
−1
2
mem
3
h¯6
[
α2D
(
1
2
− 1
2
δ + δ2 + δ3
)
− α2R
(
1
2
+
1
2
δ + δ2 − δ3
)]
ω2cℓ
6
0 + · · · , (21)
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FIG. 2. (Color online) (a) Eigenenergy levels for ground, first
and second excited states vs. magnetic fields. (b) Effective
Lande´ g-factor vs. magnetic fields. In both cases, solid lines
represent pure Dresselhaus case (αR = 0), dashed lines rep-
resent pure Rashba case (αD = 0) and open circles represent
mixed cases (both αR and αD present). Also in both cases,
we choose the electric field E = 3× 105 V/cm and the quan-
tum dot radius, ℓ0 = 20 nm for symmetric quantum dots
(a = b = 1).
where g0 = −15 is the bulk g-factor for InAs quantum
dots and δ = g0m/me. Here me is the mass of electron.
The analytical expressions for the Lande´ g-factor of both
anisotropic and isotropic quantum dots in Eqs. (20) and
(21) respectively are valid before the level crossing or an-
ticrossing occurs. It can be seen that the g-factor for
both isotropic and anisotropic quantum dots depends on
the anisotropic gate potentials, quantum dot radii and
magnetic fields. These are our control parameters in ma-
nipulating the g-factor for both isotropic and anisotropic
quantum dots.
IV. RESULTS AND DISCUSSIONS
We have used the Finite Element Method31 to solve
numerically the corresponding eigenvalue problem with
Hamiltonian given by Eq. (1) to study the variation in
the Lande´ g-factor at high electric fields for the values
αR/αD > 1, large quantum dot radii and magnetic fields
for both isotropic (a = b) and anisotropic (a 6= b) quan-
tum dots. Throughout the simulations, unless otherwise
stated, we consider ℓ0 = 20 nm for g/g0 vs. magnetic
field and B = 1 T for g/g0 vs. quantum dot radius. Our
numerical simulations related to the g-factor in quantum
dots are valid before the level crossing or anticrossing
occurs. At or after the level crossing or anticrossing,
g-factor simply captures the effects of two lowest eigen-
states in quantum dots.
In Fig. 1, we investigate the strength of the Rashba
and Dresselhaus spin-orbit interactions vs. electric fields.
The strength of the Rashba and Dresselhaus spin-orbit
couplings for InAs quantum dots can be determined by
the relation αR/αD = 0.015E
1/3 (see Eq. 9). From this
relation, it can be found that both Rashba and Dres-
selhaus spin-orbit couplings become equal at the electric
field E = 3.05× 103 V/cm. However, at this value of the
electric field where αR = αD, the rotational symmetry
is not broken and the spin splitting energy mainly corre-
sponds to the Zeeman energy. For E = 104 V/cm to 106
V/cm, αR/αD varies from 1.5 to 6.88 (see Fig. 1). Since
αR/αD > 1, only the Rashba spin-orbit coupling has an
appreciable contribution to spin splitting energy.
Figure 2 illustrates the eigenenergy of the states
|0, 0,+1/2 >, |0, 0,−1/2 >, and |0,−1,+1/2 > and g-
factor vs. magnetic fields of symmetric quantum dots
(a = b = 1) for pure Rashba (αD = 0, solid lines),
pure Dresselhaus (αR = 0, dashed lines) and mixed cases
(both αR and αD present, open circles). It can be seen
that the Dresselhaus spin-orbit coupling has almost no
effect on the manipulation of the g-factor. For the pure
Dresselhaus case, we find a level crossing at 3.5 T. How-
ever, for the pure Rashba and mixed spin-orbit couplings,
we find an avoided anticrossings in the manipulation of
the g-factor.
Figure 3 explores the variation of several eigenenergy
states and the g-factor vs. magnetic field for a symmetric
quantum dot (a = b = 1). In Fig. 3(a), we plot several
eigenenergy levels (ground, first, etc.) vs. magnetic field
for symmetric quantum dots with gate induced electric
5fields E = 104 V/cm (solid lines) and E = 5× 105 V/cm
(dashed lines). Here we find level crossing shown by open
circles at magnetic field, B = 3.5 T for the electric field
E = 104 V/cm (solid lines) . However, we find an anti-
crossing for electric field E = 5×105 V/cm (dashed lines).
The symbol × in Fig. 3 (a) represents the data from per-
turbation theory which is in agreement with the numeri-
cal simulations. In Fig. 3(b), we plot the Lande´ g-factor
vs. magnetic field at the electric fields E = 104 V/cm
(solid lines), 3× 105 V/cm (dashed lines), 5× 105 V/cm
(dotted lines), 7 × 105 V/cm (dashed-dotted lines) and
106 V/cm (dashed-dotted-dotted lines) for a symmetric
quantum dot. It is clear that there is a level crossing be-
tween the states |0, 0,−1/2 > and |0,−1,+1/2 > in the
manipulation of the g-factor at B = 3.5 T for E = 104
V/cm (solid lines). However, with the increase in the
electric field, we have an anticrossing in the variation of
the g-factor. This is also consistent with previously pub-
lished work by R. de Sousa and S. Das Sarma7 and we
consider this result as a benchmark for our computational
work.
In Fig. 4, we analyze anisotropy effects on the variation
of the eigenenergy and of the Lande´ g-factor vs. magnetic
fields. In Fig. 4(a), we plot the eigenenergy vs. magnetic
field for quantum dots in the potentials characterized by
a = b = 1 (solid lines), a = b = 3 (dashed lines) and a =
1, b = 9 (dotted lines). Here, we choose E = 104 V/cm.
We find a level crossing at B = 3.5 T for the symmetric
quantum dot (a = b = 1). However, the level crossing
extends approximately to B = 6.2 T for the symmetric
quantum dots (a = b = 3). The extension of the level
crossing to the larger magnetic fields is mainly due to
the increase on the lateral size of the quantum dots. We
quantify that the area of the quantum dots with (a = b =
3) is 9 times larger than the dots with (a = b = 1). For
anisotropic quantum dots with the potential (a = 1, b =
9), we find the level crossing at around B = 6 T. Note
that the area of the asymmetric dots in the potential (a =
1, b = 9) is exactly equal to the area of the symmetric dots
with the potential (a = b = 3). In Fig. 4(b) and (c), we
plot the variation in the Lande´ g-factor vs. magnetic field
for quantum dots in the confining potentials of a = b = 3
and a = 1, b = 9. In both cases, we choose the electric
fields as same as in Fig. 3(b). In Fig. 4 (b) for symmetric
quantum dots (a=b=3), we find a crossover point (all
the curves collapse to a single point) at around B = 5 T.
However, this point decreases to approximately B = 4.5
T for asymmetric quantum dots (a=1, b=9) as shown in
Fig. 4(c). At this point, the value of g-factor is equal to
the bulk g-value of InAs dots (i.e., g = g0 = −15) for
all gate induced electric fields. Also, in Fig. 4(c), we see
that the anisotropic potential gives a quenching effect in
the orbital angular momentum that reduces the electric
field tunability of the g-factor.
Finally, Fig. 5 illustrates the manipulation of the
Lande´ g-factor vs. quantum dot radii for both symmet-
ric and asymmetric quantum dots. Again, the electric
fields are chosen as same as in Fig. 3(b). In Fig. 5(a) and
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FIG. 3. (Color online) (a) Several eigenenergy levels vs. mag-
netic fields at the electric fields: E = 104 V/cm (solid lines)
and E = 5× 105 V/cm (dashed lines). The symbol × repre-
sents data from perturbation theory. A level crossing occurs
at the magnetic field, B = 3.5 Tesla for the electric field,
E = 104 V/cm (solid line) and is shown by open circles. (b)
Effective Lande´ g-factor vs. magnetic field at the electric fields
E = 104 V/cm (solid line), 3×105 V/cm (dashed line), 5×105
V/cm (dotted line), 7 × 105 V/cm (dashed-dotted line) and
106 V/cm (dashed-dotted-dotted line). In (a) and (b), we
choose the quantum dot radius, ℓ0 = 20 nm for symmetric
quantum dots (a = b = 1).
(b), we consider isotropic confining potentials: a = b = 1
and a = b = 3. In Fig. 5(b), level crossing point ex-
tends to the larger quantum dot radii compared to that
of Fig. 5(a) mainly due to the increase in the lateral
size of the quantum dots. In Fig. 5(c), we capture the
anisotropic effect of the E-field tunability of the g-factor
vs. quantum dot radii with the potential a = 1, b = 9.
Again, we see that the anisotropic potential a = 1, b = 9
(Fig. 5(c)) reduces the E-field tunability compared to
that of isotropic potential a = b = 3.
Now we consider the wavefunctions and estimate the
size of the anticrossing point in an experimentally re-
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FIG. 4. (Color online) (a) Several eigenenergy levels vs. magnetic field at the electric field E = 104 V/cm for both symmetric
(a = b = 1 (solid lines), a = b = 3 (dashed lines)) and asymmetric quantum dots (a = 1, b = 9, (dotted lines)). In (b) and (c),
we plot effective Lande´ g-factor vs. magnetic fields. The electric fields are chosen as same as in Fig. 3(b). Also, in (b) and (c),
we choose a = b = 3 and a = 1, b = 9 respectively. In all cases, we choose the quantum dot radius, ℓ0 = 20 nm.
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FIG. 5. (color online) Lande´ g-factor vs. quantum dot radius for both symmetric (a = b) and asymmetric (a 6= b) quantum
dots. Again, the electric fields are chosen as same as in Fig. 3(b). Also we choose a = b = 1, a = b = 3 and a = 1, b = 9 in
(a),(b) and (c) respectively. In all cases, we consider the magnetic field B = 1 T.
FIG. 6. (color online) In-plane wavefunctions in an asymmetric quantum dot. Here we choose a = 1.5, b = 4,
E = 1.6 × 104 V/cm, B = 2.9 T and ℓ0 = 28 nm. These parameters mimic the wavefunctions of the quantum states
|0, 0,+1/2 > , |0,−1,+1/2 > and |0, 0,−1/2 > (from left to right) in Ref. 23 of Fig.(2a).
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FIG. 7. Eigenenergy of electron states |0, 0,+1/2 >
, |0,−1,+1/2 > and |0, 0,−1/2 > vs. magnetic field. The
symbol × represents the data from perturbation theory. The
inset shows the energy difference vs. magnetic field near the
level crossing point. Here we estimate the size of the anti-
crossing point to be approximately 65 µeV . Here we again
consider a = 1.5, b = 4, E = 1.6 × 104 V/cm, and ℓ0 = 28
nm.
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magnetic and electric fields for quantum dots in the potential
characterized by (top to bottom) a = b = 3 (solid lines), a =
2, b = 4.5 (dashed lines), a = 1.5, b = 6 (dashed-dotted line)
and a = 1, b = 9 (dashed-dotted-dotted lines). We consider
electric field, E = 7 × 105 V/cm in case (a) and magnetic
fields B = 1 T in case (b). In both cases, we consider the
quantum dot radius ℓ0 = 20 nm.
ported self assembled InAs quantum dot in Ref. 23.
The authors in Ref. 23 characterize the lateral size of
the quantum dots by two anisotropic gate potentials,
h¯ωx = 1.5 meV and h¯ωy = 4 meV. This anisotropic
potentials give 46 nm lateral size of the quantum dots
along the x-axis and 28 nm along the y-axis in the plane
of 2DEG. By substituting a = 1.5, b = 4 and ℓ0 = 28 nm
in our theoretical model, this will mimic the experimen-
tally reported values of the lateral size of the quantum
dots. The authors in Ref. 23 also report that the height
of the pyramidal shape quantum dots is 20 nm. In our
theoretical model, the quantum dot is formed in the plane
of 2DEG so we choose the average height of the quantum
dots as 10 nm. In very crude approximation, this thick-
ness of the 2DEG is their height of the pyramidal shape
quantum dots.32 Now, the expression (2meE/h¯2)−1/3 in
our theoretical model gives an estimate of the thickness
of 2DEG which basically defines the size of the quantum
dot along z-direction. 10 nm vertical size of the quan-
tum dot in the above expression gives an estimate of the
electric fields, E = 1.6 × 104 V/cm. We find the anti-
crossing point at around B = 2.9 Tesla and consider this
value to capture the realistic wavefunctions for the states
|0, 0,+1/2 >, |0, 0,−1/2 > and |0,−1, 1/2 >. From Fig.
6, the first excited state wavefunction is |0,−1,+1/2 >
which is a clear indication of the level crossing point.
In Fig. 7, we plot eigenenergy of the electron states
|0, 0,+1/2 >, |0,−1,+1/2 > and |0, 0,−1/2 > vs. mag-
netic field. Again, the symbol × in Fig. 7 represents the
data from perturbation theory for asymmetric potentials
which is in agreement with the numerical simulations.
It can be seen that there is an anticrossing point at the
magnetic field of around 2.9 Tesla. Theoretically inves-
tigated level crossing point (B=2.9 T) is slightly smaller
than the experimentally reported values (B=3.5 T, see
Ref. 23) which indicates that the characterization of the
lateral size of the quantum dots by anisotropic potentials
has an estimate error of 20%. The inset plot shows the
magnified image near the level crossing point. Here we
estimate the size of the anticrossing to be nearly 65 µeV
which is in agreement with the experimentally reported
values in Ref. 23.
In Fig. 8, we summarize our results for the manipu-
lation of the Lande´ g-factor with respect to both mag-
netic and electric fields in isotropic and anisotropic quan-
tum dots. In Fig. 8(a), we plot the g-factor vs. mag-
netic field at E = 7 × 105 V/cm. Also, we plot the
g-factor vs. electric field at B = 1 T in Fig. 8(b). In
both cases, we compare the result for isotropic quantum
dots (a = b = 3, solid lines) and for anisotropic quan-
tum dots a = 2, b = 4.5 (dashed lines), a = 1.5, b = 6
(dashed-dotted lines) and a = 1, b = 9 (dashed-dotted-
dotted lines). Note that the quantum dots in the above
confining potentials have the same area. At large mag-
netic fields, B ∼ 5 T in Fig. 8(a) and small electric fields,
E ∼ 105 V/cm in Fig. 8(b), the effect of the resulting spin
and orbital angular momentum of the quantum states on
the eigenvalues (ε0,0,+1/2 − ε0,0,−1/2) are small, leading
8towards the bulk g-factor i.e. g/g0 ∼ 1 or g = −15. How-
ever, at small magnetic fields, B ∼ 1 T in Fig. 8(a) and
large electric fields, E ∼ 106 V/cm in Fig. 8(b), the effect
on (ε0,0,+1/2 − ε0,0,−1/2) is large enough to drag the g-
factor towards the free electron value i.e. g/g0 ∼ 2. Also,
in both cases, if we compare the g-factor in both isotropic
and anisotropic quantum dots, we find that anisotropic
potentials (a 6= b) give the quenching effect in the or-
bital angular momentum that reduces the variation in
the B-field tunability and E-field tunability of the Lande´
g-factor. This is also expected from Eqs. 20 and 21. For
example, suppose B = 1 T, ℓ0 = 20 nm and E = 3× 105
V/cm. Then from Eq. 20, we find gasym = 1.04 for
anisotropic quantum dots (a = 1, b = 9). However, from
Eq. 21, we find gsym = 1.07 for isotropic quantum dots
( a = b = 3). Also in Fig. 8 (a) and (b), it can be seen
that gsym > gasym. Again, this quantitative analysis is
in excellent agreement with our numerical simulations.
V. CONCLUSIONS
By utilizing both analytical expressions and numeri-
cal simulations (based on Finite Element Method), from
Figs. 1-5, we have shown that the Rashba spin-orbit cou-
pling has the major contribution on the variation of the
g-factor with electric fields before the level crossing or
anticrossing occurs. In Fig. 6, we have demonstrated
the results of modeling of the realistic wavefunctions of
the states |0, 0,+1/2 >, |0,−1,+1/2 > and |0, 0,−1/2 >
near the level crossing point and estimate 65 µeV as the
size of the anticrossing in Fig. 7. Finally, in Fig. 8, we
have shown that the anisotropic gate potential gives the
quenching effect in the orbital angular momentum that
reduces the variation in the B-field tunability and E-field
tunability of the g-factor.
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Appendix A: Energy spectrum of asymmetric
quantum dot
The Hamiltonian of an electron in a quantum dot in
the plane of a 2DEG can be written as
Hxy =
~P 2x + ~P
2
y
2m
+
1
2
mω2o(ax
2 + by2). (A1)
The Eq. (A1) can be exactly diagonalized28 by making
a canonical transformation of position and momentum
operators as
x1 =
√
Ω1
ω0
x, P1 =
√
ω0
Ω1
Px, (A2)
x2 =
√
Ω2
ω0
y, P2 =
√
ω0
Ω2
Py, (A3)
where Ω1 = ω0
√
a and Ω2 = ω0
√
b. Also, the Gauge
potential can be written as
Ax = −x2B
√
Ω2ω0
Ω1 +Ω2
, Ay =
x1B
√
Ω1ω0
Ω1 +Ω2
. (A4)
Substituting Eqs. (A2, A3, A4) into Eq. (A1), we get the
Hamiltonian in the form of:
Hxy =
Ω1
2mω0
[
P 21 + x
2
1 + e
(
P 22 + x
2
2
)
+ c (x1P2 − x2P1)
]
.
(A5)
The abbreviations used in Eq. (A5) are as follows:
e = Ω2/Ω1, c =
(
2ωc
√
Ω2/Ω1
)
/
[
ω2c + (Ω1 +Ω2)
2
]1/2
.
Also we use the relation mω0γ = 1, where γ
2 = 1 +[
ω2c/ (Ω1 +Ω2)
2
]
.
The energy spectrum of Hamiltonian (A5) can be
found as follows. First, we need to find the canonical
transformation U of the four-dimensional phase space,
P t ≡ (Px, Py, x, y) which diagonalizes the quadratic form
of the Hamiltonian (A5). To be more specific, Hamilto-
nian (A1) can be written as
Hxy =
(
Ω1
2mω0
)
P tMP, M =


1 0 0 −c/2
0 e c/2 0
0 c/2 1 0
−c/2 0 0 e

 ,
(A6)
where t represents the transpose of a vector. The or-
thogonal unitary matrix U which exactly diagonalizes the
matrix M can be written as,
U =
1
(s+ − s−)


1 1 −s− −s+
1 −1 s+ −s−
s− s+ 1 1
−s+ s− 1 −1

 , (A7)
where cs± ≡ e − 1± d and
d =
√
4ω2cΩ2/Ω1
ω2c + (Ω1 +Ω2)
2 +
(
1− Ω2
Ω1
)2
. (A8)
Also, the expression for s± is written in Eq. (6). In terms
of rotated operators P ′ = UP , the Hamiltonian (A6) can
be written as
Hxy =
(
Ω1
2mω0
)
[
1
2
(cs− + 2)
(
p
′2
x + x
′2
)
+
1
2
(cs+ + 2)
(
p
′2
y + y
′2
)]
.
The above Hamiltonian is identified as the superposition
of two independent harmonic oscillators and its energy
spectrum can be written as
εn+n− = (n+ + n− + 1) h¯ω+ + (n+ − n−) h¯ω−, (A9)
9provided that
[
a†±, a±
]
= 1. Also ω± = 1
2
[
ω2c + (Ω1 ± Ω2)2
]1/2
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