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POINTS FIXES DES APPLICATIONS COMPACTES DANS
LES ESPACES ULC
ROBERT CAUTY
Re´sume´. A topological space is locally equiconnected if there exists a
neighborhood U of the diagonal in X × X and a continuous map λ :
U × [0, 1]→ X such that λ(x, y, 0) = x, λ(x, y, 1) = y and λ(x, x, t) = x
for (x, y) ∈ U and (x, t) ∈ X × [0, 1]. This class contains all ANRs, all
locally contractible topological groups and the open subsets of convex
subsets of linear topological spaces. In a series of papers, we extended
the fixed point theory of compact continuous maps, which was well deve-
lopped for ANRs, to all separeted locally equiconneced spaces. This ge-
neralization includes a proof of Schauder’s conjecture for compact maps
of convex sets. This paper is a survey of that work. The generalization
has two steps, which needs entirely different methods : the metrizable
case, and the passage from the metrizable case to the general case. The
metrizable case is, by far, the most difficult. To treat this case, we intro-
duced in [4] the notion of algebraic ANR. Since the proof that metrizable
locally equiconnected spaces are algebraic ANRs is rather difficult, we
give here a detailed sketch of it in the case of a compact convex subset
of a metrizable t.v.s.. The passage from the metrizable to the general
case uses a free functor and representations of compact spaces as inverse
limits of some special inverse systems of metrizable compacta.
1. Introduction
Soit I = [0, 1]. Un espace topologique X est dit uniforme´ment localement
contractile, ou ULC, s’il existe un voisinage U de la diagonale de X ×X et
une fonction continue λ : U × I → X ve´rifiant λ(x, y, 0) = x, λ(x, y, 1) = y
et λ(x, x, t) = x pour (x, y) ∈ U et (x, t) ∈ X × I. Si une telle fonction
existe sur X ×X × I, alors X est dit uniforme´ment contractile, ou UC. La
classe des espaces ULC contient tous les sous-ensembles convexes des e.v.t.,
tous les groupes topologiques localement contractiles et tous les re´tractes de
voisinages de tels espaces. En particulier, tout re´tracte absolu de voisinage
est ULC, mais l’exemple construit dans [1] montre que les espaces ULC
me´trisables ne sont pas tous des re´tractes absolus de voisinage.
La the´orie des points fixes des applications compactes (univoques ou mul-
tivoques) est bien de´veloppe´e dans la classe des re´tractes absolus de voi-
sinage et dans celle des e.v.t. localement convexes. Malheureusement, les
de´monstrations utilise´es dans ces deux classes ne s’appliquent pas a` tous les
espaces me´triques line´aires, car elles emploient des proprie´te´s de prolonge-
ment ou d’approximation des applications compactes que, comme le montre
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l’exemple de [1], ne posse`dent pas tous les espaces me´triques line´aires. Il
est cependant possible d’e´tendre aux espaces ULC tous les the´ore`mes de
point fixe connus pour les applications compactes dans les re´tractes ab-
solus de voisinage, et le but de cet article est d’expliquer comment faire
syste´matiquement cette extension.
Selon un sche´ma introduit dans [2], la de´monstration d’un re´sultat de
point fixe pour les applications compactes dans les espaces ULC se fait en
deux e´tapes, qui ne´cessitent des techniques comple`tement diffe´rentes : le cas
des espaces me´trisables et le passage du cas me´trisable au cas ge´ne´ral.
Le cas me´trisable est la partie la plus de´licate. L’approche utilise´e dans [2]
est a` oublier, e´tant avantageusement supplante´e par la the´orie des re´tractes
absolus de voisinage alge´briques de´veloppe´e dans [4], qui fournit des re´sultats
beaucoup plus forts (il y a d’ailleurs une erreur dans la de´monstration du
lemme 3 de [2], qu’il n’y a plus de raison de corriger, vu la supe´riorite´ de la
nouvelle approche). La the´orie des re´tractes absolus de voisinage alge´briques
permet aussi de comprendre pourquoi les espaces me´triques line´aires ont la
proprie´te´ du point fixe pour les applications compactes alors que ce ne sont
pas ne´cessairement des extenseurs pour la classe des compacts me´trisables :
c’est une manifestation des diffe´rences de proprie´te´s entre les groupes d’ho-
mologie et ceux d’homotopie ! La de´finition et les principales proprie´te´s des
re´tractes absolus de voisinage alge´briques seront rappele´es a` la section 2.
Dans les re´tractes absolus de voisinage alge´briques, il est naturel d’e´tudier
les points fixes des fonctions continues par l’interme´diaire des morphismes
qu’elles induisent sur le complexe des chaˆınes singulie`res. L’existence de
supports bien de´finis pour les chaˆınes singulie`res permet d’introduire une
notion de point fixe pour les morphismes de chaˆınes telle que, pour toute
fonction continue f : X → X, un point de X soit un point fixe de f si,
et seulement si, c’est un point fixe du morphisme de chaˆınes induit par f .
Cette approche a e´te´ utilise´e dans [5] pour construire l’indice de point fixe
des fonctions compactes admissibles ; nous l’exposerons a` la section 3. A la
section 4, nous de´finirons une notion d’approximation des fonctions mul-
tivoques compactes semi-continues supe´rieurement par des morphismes de
chaˆınes, et la the´orie des points fixes des morphismes de chaˆınes permettra
d’obtenir des the´ore`mes de point fixe pour ces fonctions multivoques.
Le passage du cas me´trisable au cas ge´ne´ral utilise deux ingre´dients. Le
premier est un foncteur associant a` tout compact X un espace uniforme´ment
contractile U(X) le contenant et ayant la proprie´te´ que toute fonction conti-
nue de X dans un espace UC se prolonge continuˆment a` U(X). Cette
proprie´te´ permet de re´duire la de´monstration de tout the´ore`me de point
fixe pour les fonctions compactes (univoques ou multivoques) des espaces
UC au cas particulier des fonctions envoyant U(X) dans X, X compact.
Si le the´ore`me qui nous inte´resse est de´ja` de´montre´ por les espaces UC
me´trisables, la ve´rification de ce cas particulier est simple lorsque le com-
pact X est me´trisable. Le deuxie`me ingre´dient, qui permet de passer des
compacts me´trisables aux compacts arbitraires dans le cas particulier, est
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un type spe´cial de syste`mes projectifs de compacts me´trisables. Ces deux
ingre´dients et la fac¸on de les utiliser seront de´crits aux sections 6 et 7. Les
de´monstrations qui suiven t ce plan sont parfois longues, mais me´caniques.
Nous donnerons un exemple d’une telle de´monstration dans la dernie`re sec-
tion.
Si U est un recouvrement ouvert d’un espace X et A un sous-ensemble
de X, nous posons St(A,U) =
⋃
{U ∈ U |U ∩A 6= ∅}, et nous de´finissons le
recouvrement ouvert St(U) par St(U) = {St(U,U) |U ∈ U}. Le recouvrement
de A par les ensembles A∩U avec U ∈ U sera note´ U|A. Si U1 et U2 sont des
recouvrements ouverts de X1 et X2 respectivement, nous notons U1 × U2 le
recouvrement de X1×X2 forme´ par les ensembles U1×U2, ou` U1 appartient
a` U1 et U2 a` U2.
Npous notons |K| la re´alisation ge´ome´trique du complexe simplicial K.
Si σ, σ′ sont deux simplexes de K, la notation σ ≤ σ′ signifie que σ est
une face de σ′ et σ < σ′ que σ est une face propre de σ′. Si les sommets
v0, . . . , vk de K engendrent un simplexe, nous notons [v0, . . . , vk] ce simplexe
et |v0, . . . , vk| sa re´alisation ge´ome´trique. La subdivision barycentrique de
K est note´e K ′. Pour tout simplexe σ de K, nous notons bσ son barycentre
et Trσ le sous-complexe de K ′ forme´ des simplexes [bσ0 , . . . , bσk ] tels que
σ ≤ σ0 < · · · < σk.
2. Les re´tractes absolus de voisinage alge´briques
Soit R un anneau unitaire. Pour tout espace topologique X, nous notons
S(X,R) le complexe des chaˆınes singulie`res de X a` coefficients R, H(X,R)
son groupe gradue´ d’homologie et H˜(X,R) son homologie re´duite. Pour
tout sous-ensemble A de X, nous identifions S(A,R) a` un sous-complexe
de S(X,R). Si f : X → Y est une fonction continue, nous notons f# :
S(X,R) → S(Y,R) et f∗ : H(X,R) → H(Y,R) les morphismes qu’elle
induit. Nous identifions chaque simplexe singulier σ de X a` l’e´le´ment 1.σ
de S(X,R), et notons ||c|| le support d’une chaˆıne c ∈ S(X,R). Si U est
un recouvrement ouvert de X, nous notons S(X,U , R) le sous-complexe
de S(X,R) engendre´ par les simplexes singuliers dont l’image est contenue
dans un e´le´ment de U . Il existe (voir [11]) un morphisme de chaˆınes Sd :
S(X,R)→ S(X,U , R), appele´ un ope´rateur de subdivision, e´gal a` l’identite´
sur S(X,U , R) et ve´rifiant ||Sd(c)|| ⊂ ||c|| pour toute chaˆıne c ∈ S(X,R) ; en
outre, il existe une homotopie h entre l’identite´ de S(X,R) et Sd telle que
||h(c)|| ⊂ ||c|| pour toute chaˆıne c. En particulier, l’inclusion de S(X,U , R)
dans S(X,R) induit un isomorphisme sur l’homologie, par lequel nous iden-
tifions l’homologie de S(X,U , R) a` H(X,R) et, si ϕ : S(X,U , R)→ S(X,R)
est un morphisme de chaˆınes, nous regardons l’homomorphisme ϕ∗ qu’il
induit sur l’homologie comme un endomorphisme de H(X,R).
Pour tout complexe simplicial K, nous notons C(K,R) le complexe des
chaˆınes oriente´es de K a` coefficients R (voir [11]), Cq(K,R) le groupe des
q-chaˆınes de ce complexe et H(K,R) son groupe gradue´ d’homologie. Pour
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tout q ≥ 0, nous identifions Cq(K,R) au R-module libre engendre´ par les
q-simplexes de K en fixant un ge´ne´rateur σ de Cdim σ(σ,R) pour chaque
simplexe σ de K. Le symbole σ de´signera donc a` la fois un simplexe de K
et l’e´le´ment correspondant de C(K,R).
Tous les complexes de chaˆınes utilise´s dans cet article sont naturellement
augmente´s, et tous les morphismes de chaˆınes entre deux tels complexes
seront suppose´s pre´server l’augmentation.
La de´finition des re´tractes absolus de voisinage alge´briques est un ana-
logue de la caracte´risation de Lefschetz des re´tractes absolus de voisinage
([10], the´ore`me 4.1, p 122) dans laquelle les re´alisations des complexes sim-
pliciaux relativement a` un recouvrement ouvert, qui sont des fonctions, sont
remplace´es par des re´alisations alge´briques, qui sont des morphismes de
chaˆınes.
De´finition 1. Soient X un espace topologique, U un recouvrement ouvert
de X et K un complexe simplicial. Une re´alisation alge´brique partielle de K
relativement a` U est la donne´e d’un sous-complexe L de K contenant tous
les sommets de K et d’un morphisme de chaˆınes µ : C(L,R)→ S(X,R) tel
que, pour tout simplexe σ de K, il existe un e´le´ment de U contenant ||µ(τ)||
pour toute face τ de σ appartenant a` L. Si L = K, la re´alisation alge´brique
est dite comple`te.
De´finition 2. Un espace me´trisable X est appele´ un re´tracte absolu de
voisinage alge´brique, ou RAV alge´brique, si, pour tout recouvrement ouvert
U de X, il existe un recouvrement ouvert V de X qui est plus fin que U et tel
que, pour tout complexe simplicial K, toute re´alisation alge´brique partielle
de K relativement a` V se prolonge en une re´alisation alge´brique comple`te
de K relativement a` U .
La de´finition d’un RAV alge´brique de´pend de l’anneau R de coefficients.
Lorsque nous voudrons pre´ciser cet anneau, nous parlerons d’un R-RAV
alge´brique.
Pour l’e´tude des RAV alge´briques, il est avantageux d’utiliser aussi cer-
tains CW-complexes particuliers. Par une cellule d’un CW-complexe M ,
nous entendrons toujours un sous-ensemble ferme´ de M , et nous noterons
◦
σ l’inte´rieur formel de la cellule σ. Si M est un CW-complexe, nous no-
tons C(M,R) le complexe des R-chaˆınes cellulaires de M . C’est un mo-
dule libre ayant une base en correspondance biunivoque avec les cellules
de M , le ge´ne´rateur correspondant a` une cellule σ de M appartenant a`
Hdimσ(σ, σ˙, R) ; nous supposerons toujours avoir fixe´ une telle base, et no-
terons le ge´ne´rateur correspondant a` la cellule σ par la meˆme lettre. Nous
dirons qu’un CW-complexe M est spe´cial si toutes ses cellules sont des sous-
complexes et s’il admet une subdivision simpliciale. Les notions de sommet
et de face d’une cellule ont un sens pour tout CW-complexe spe´cial, donc
la de´finition d’une re´alisation alge´brique (partielle) relativement a` un recou-
vrement ouvert s’applique aussi aux CW-complexes spe´ciaux. Il est prouve´
au lemme 1 de [4] que si le recouvrement ouvert V ve´rifie la condition de
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la de´finition 2 relativement au recouvrement ouvert U et a` tout complexe
simplicial, alors il ve´rifie aussi cette condition relativement au recouvrement
St(U) et a` tout CW-complexe spe´cial. Il est donc possible, pour de´finir les
RAV alge´briques, d’utiliser aussi bien les CW-complexes spe´ciaux que les
complexes simpliciaux. Les CW-complexes spe´ciaux se rencontrent naturel-
lement de deux fac¸ons :
I) SiM est un CW-complexe spe´cial, alorsM×I est un CW-complexe spe´cial
de cellules σ0 = σ×{0}, σ1 = σ×{1} et σI = σ×I, ou` σ parcourt les cellules
de M . Nous choisissons les ge´ne´rateurs σ0, σ1 et σI correspondant a` ces
cellules de fac¸on que la projection envoie σ0 et σ1 sur σ, puis, inductivement
sur la dimension de σ, de fac¸on que ∂σI = σ1−σ0−(∂σ)×I (ou`, si c =
∑
ǫiσ
i,
alors c × I =
∑
ǫiσ
i
I). Un morphisme de chaˆınes ϕ : C(M × I,R) → C
′
correspond alors a` deux morphismes de chaˆınes ϕ0, ϕ1 de C(M,R) dans
C ′ et a` une homotopie h entre ϕ0 et ϕ1 (ϕ1 − ϕ0 = ∂h + h∂) de´finis par
ϕ0(σ) = ϕ(σ0), ϕ1(σ) = ϕ(σ1) et h(σ) = ϕ(σI). La de´finition 2, applique´e
a` M × I, permet donc de construire une homotopie entre deux morphismes
de chaˆınes ou de prolonger une homotopie alge´brique de´finie sur un sous-
complexe (un analogue alge´brique de la proprie´te´ classique d’extension des
homotopies).
II) Pour tout espace topologique Y , soit Σ(Y ) la re´alisation ge´ome´trique
(au sens de Giever [8]) du complexe singulier de Y . C’est un CW-complexe
spe´cial dont les cellules sont en correspondance biunivoque avec les sim-
plexes singuliers de Y et dont le complexe cellulaire C(Σ(Y ), R) est naturel-
lement isomorphe au complexe singulier S(Y,R). Cela permet d’appliquer
la de´finition 2 pour construire des morphismes de chaˆınes sur des sous-
complexes de S(Y,R).
De meˆme que les re´tractes absolus de voisinage sont de´finis en termes
de re´tractions, les RAV alge´briques peuvent eˆtre caracte´rise´s en termes de
re´tractions alge´briques.
De´finition 3. Un sous-espace A d’un espace X est appele´ un re´tracte de voi-
sinage alge´brique de X s’il esiste un voisinage U de A dans X, un recouvre-
ment ouvert U de U et un morphisme de chaˆınes µ : S(U,U , R) → S(A,R)
ve´rifiant :
(i) µ(c) = c pour c ∈ S(A,R) ∩ S(U,U , R),
(ii) pour tout x ∈ A et tout voisinage V de x dans A, il existe un voisi-
nage W de x dans X tel que µ
(
S(W,R) ∩ S(U,U , R)
)
⊂ S(V,R) 1.
Tout re´tracte de voisinage est un re´tracte de voisinage alge´brique car le
morphisme r# : S(U,R) → S(A,R) induit par une re´traction r : U → A
ve´rifie les conditions de la de´finition pre´ce´dente.
The´ore`me 1. Pour un espace me´trisable X, les deux conditions suivantes
sont e´quivalentes.
1. Cette de´finition de´pend aussi de l’anneau R. Nous utiliserons toujours un seul anneau
a` la fois, le meˆme pour les RAV alge´briques et pour les re´tractions alge´briques.
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(i) X est un RAV alge´brique.
(ii) X est un re´tracte de voisinage alge´brique de tout espace me´trisable
le contenant comme ferme´.
Il re´sulte du the´ore`me 1 et de la remarque qui le pre´ce`de que tout re´tracte
absolu de voisinage est un RAV alge´brique, mais la classe des RAV alge´bri-
ques est beaucoup plus large que celle des re´tractes absolus de voisinage,
comme le montre en particulie le the´ore`me 3 ci-dessous.
Le re´sultat suivant est un analogue de la caracte´risation des re´tractes
absolus de voisinage en termes de petites dominations par des complexes
simpliciaux ([10], the´ore`me 6.3, p 139). Il joue un roˆle essentiel dans notre
approche de l’indice de point fixe.
The´ore`me 2. Pour un espace me´trisable X, les conditions suivantes sont
e´quivalentes.
(i) X est un RAV alge´brique.
(ii) Pour tout recouvrement ouvert U de X, il existe un recouvrement
ouvert V de X plus fin que U , un complexe simplicial K, des mor-
phismes de chaˆınes ψ : S(X,V, R) → C(K ′, R), ζ : C(K ′, R) →
S(X,R) et une homotopie h : S(X,V, R) → S(X,R) entre l’inclu-
sion et ζ ◦ ψ ve´rifiant
(a) Pour tout V ∈ V, il existe un simplexe s de K tel que ψ(S(V,R))
soit contenu dans C(Tr s,R) [et il y a un e´le´ment de U contenant
V et ||ζ(t)|| pour tout t ∈ Tr s].
(b) ζ est une re´alisation alge´brique comple`te de K ′ relativement a`
U .
(c) Pour tout simplexe singulier σ appartenant a` S(X,V, R), il
existe U ∈ U contenant ||τ || ∪ ||ζ ◦ ψ(τ)|| ∪ ||h(τ)|| pour toute
face τ de σ.
En outre
(d) Si C est un compact fixe´ de X, ces objets peuvent eˆtre choi-
sis de fac¸on qu’il existe un voisinage O de C dans X et un
sous-complexe fini L de K ′ tels que ψ
(
S(X,V, R)∩ S(O,R)
)
⊂
C(L,R).
Ce the´ore`me est prouve´ dans [4] sans la deuxie`me partie (entre crochets)
de la condition (a), qui n’est pas ne´ce´ssaire pour la de´monstration de l’impli-
cation (ii) ⇒(i). Le fait que la de´monstration donne´e dans [4] permet aussi
d’obtenir la deuxie`me partie de (a) est remarque´ dans [5].
Le corollaire suivant permet, en particulier de de´finir le nombre de Lef-
schetz d’une fonction continue compacte.
Corollaire. Soient R un anneau nœthe´rien et X un R-RAV alge´brique.
Pour tout compact C de X, il existe un voisinage O de C dans X tel que
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l’image de l’homomorphisme de H(O,R) dans H(X,R) induit par l’inclu-
sion soit engendre´e par un nombre fini d’e´le´ments.
The´ore`me 3. Tout espace me´trisable ULC est un RAV alge´brique.
La de´monstration de ce the´ore`me est longue et de´licate. Nous l’esquis-
serons dans le cas d’un sous-ensemble convexe compact d’un e.v.t. ; ce cas
particulier contient les ide´es les plus importantes et les plus originales de la
de´monstration.
Posons ∆n = {(t0, . . . , tn) ∈ R
n+1 | ti ≥ 0 pour tout i et
∑n
i=0 ti = 1}, et,
pour tout n ≥ 1, soit λn : X
n+1 ×∆n → X la fonction continue de´finie par
λn(x0, . . . , xn; t0, . . . , tn) =
n∑
i=0
tixi.
Plongeons X dans le cube de Hilbert Y =
∏∞
i=1 Ii, ou` Ii = [0, 1] pour
tout i, muni de la distance de´finie, pour x = (xi) et y = (yi) par d(x, y) =∑∞
i=1 2
−i|xi − yi|. Pour x ∈ X et ǫ > 0, B(x, ǫ) de´signera la boule ouverte
de centre x et de rayon ǫ dans X pour la distance induite par d. Pour n ≥ 1,
soient Y n =
∏n
i=1 Ii et pn la projection de Y sur Y
n.
Nous voulons montrer que X ve´rifie la condition (ii) du the´ore`me 2. La
taˆche est simplifie´e par le lemme 4 de [4] graˆce auquel nous n’avons pas a` nous
soucier de construire l’homotopie h. Par compacite´, il suffit de conside´rer
le cas ou`, pour ǫ > 0 fixe´, U est le recouvrement forme´ par les boules
B(x, ǫ), x ∈ X. Puisque λ2(x, x, x; t0, t1, t2) = x pour tout x ∈ X et tout
(t0, t1, t2) ∈ ∆2, nous pouvons trouver 0 < ǫ1 < ǫ tel que
(1) diamλ2(B(x, ǫ1)
3 ×∆2) < ǫ/4 pour tout x ∈ X.
Soit n > 0 tel que 2−n < ǫ1/8. Il existe δ > 0 ve´rifiant
(2) diamλn+1(B(x, δ)
n+2 ×∆n+1) < ǫ1/2 pour tout x ∈ X.
Soit k > n tel que 2n+1−k < δ. De´composons chaque intervalle Ii en
2k sous-intervalles ferme´s de longueur 2−k, et munissons Y n et Y k des
de´compositions cellulaires produits. Soit N le sous-complexe de Y n forme´
des cellules σ telles que p−1n (
◦
σ) ∩ X 6= ∅ et de toutes les faces de telles
cellules, et soit M le sous-complexe de Y k forme´ des cellules τ telles que
p−1k (
◦
τ) ∩X 6= ∅ et de toutes les faces de telles cellules. La restriction a` M
de la projection de Y k sur Y n est une application cellulaire que nous no-
tons π. Si les points (xi) et (yi) appartiennent a` une cellule σ de N , alors
|xi − yi| ≤ 2
−k pour i ≤ n, d’ou`
(3) diam p−1n (σ) < 2
−n + 2−k < 2.2−n pour toute cellule σ de N .
De meˆme,
(4) diam p−1k (τ) ≤ 2.2
−k pour toute cellule τ de M .
Pour toute cellule σ de N , soit M(σ) le sous-complexe de M forme´ des
cellules τ telles que π(τ) = σ et de toutes les faces de telles cellules. M(σ)
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est de la forme M(σ) = σ × L(σ), ou` L(σ) est un sous-complexe de la
de´composition CW produit de
∏k
i=n+1 Ii. Soient Lj, j ∈ Jσ, les composantes
de L(σ) ; alors les Mj = σ × Lj sont les composantes de M(σ). Soit J la
re´union disjointe des Jσ, ou` σ parcourt les cellules de N . Si σ
′ est une face
de σ, alors M(σ)∩ π−1(σ′) est contenu dans M(σ′), de sorte que, pour tout
j ∈ Jσ , il existe un unique j
′ ∈ Jσ′ tel que Mj ∩ π
−1(σ′) = σ′ × Lj ⊂ Mj′ .
Nous e´crivons j′ ≤ j si j′ ∈ Jσ′ et j ∈ Jσ avec σ
′ ≤ σ etMj ∩π−1(σ′) ⊂Mj′ .
L’ensemble des sommets du complexe simplicialK est J et s = [j0, . . . , jm]
est un simplexe de K si la nume´rotation peut eˆtre choisie de fac¸on que
j0 ≤ · · · ≤ jm. Si tous les M(σ) sont connexes, alors K est isomorphe a`
la subdivision barycentrique de N (qui est un complexe simplicial puisque
toutes les cellules de K sont convexes). Dans le cas ge´ne´ral, la fonction q
qui fait correspondre a` chaque e´le´ment de Jσ le barycentre de la cellule σ
est une application simpliciale de K dans la subdivision barycentrique de N
dont la restriction a` chaque simplexe de K est injective, donc dimK ≤ n.
Pour construire V, nous avons besoin d’un recouvrement auxiliaire G =
{Gj | j ∈ J} indexe´ par les sommets de K. Pour j ∈ Jσ, p
−1
k (Mj) est contenu
dans p−1n (σ), donc de diame`tre infe´rieur a` 2.2
−n d’apre`s (3). Pour j ∈ Jσ,
posons dim j = dimσ, et, pour tout entier r ≥ 0, soit Jr = {j ∈ J | dim j =
r}. Les ensembles p−1k (Mj) ∩X avec j dans J0 sont ferme´s, disjoints et de
diame`tres infe´rieurs a` 2.2−n, donc nous pouvons trouver une famille {Gj | j ∈
J0} d’ouverts disjoints de X ve´rifiant p
−1
k (Mj) ∩ X ⊂ Gj et diamGj <
2.2−n pour tout j ∈ J0. Supposant les Gj′ construits pour dim j
′ < r, soit
Or =
⋃
dim j′<rGj′ . Alors {p
−1
k (Mj) ∩ (X \ Or) | j ∈ Jr} est une famille
finie de ferme´s disjoints de diame`tres infe´rieurs a` 2.2−n, donc nous pouvons
trouver une famille {Gj | j ∈ Jr} d’ouverts disjoints ve´rifiant p
−1
k (Mj)∩ (X \
Or) ⊂ Gj et diamGj < 2.2
−n pour tout j ∈ Jr. Si les Gj sont construits
avec suffisamment de soin, le nerf de G est un sous-complexe de K. Soit
R l’ensemble des simplexes de K. Pour s = [j0, . . . , jr] ∈ R, posons Vr =
Gj0 ∩ · · · ∩Gjr . Alors V = {Vs | s ∈ R} est le recouvrement cherche´ de X.
Le morphisme ψ : S(X,V, R) → C(K ′, R) est construit de fac¸on que
ψ(S(Vs, R)) ⊂ C(Tr s,R) pour tout s. Pour tout simplexe s de K, soit d(s)
la dimension de Tr s. Comme le nerf de G est un sous-complexe de K, si s1 et
s2 sont deux simplexes distincts de K tels que Vs1 ∩Vs2 6= ∅, alors s1∪s2 est
un simplexe de K et Vs1∪s2 ⊂ Vs1 . Par suite, si S(Vs1 , R)∩ S(Vs2 , R) 6= {0},
alors s1 ∪ s2 est un simplexe de K et nous avons Tr s1 ∪ s2 ⊂ Tr s1 et
d(s1) > d(s1 ∪ s2) si s2 n’et pas une face de s1. L’acyclicite´ des complexes
Tr s permet alors de construire ψ en de´finissant par re´currence sur d(s) sa
restriction aux complexes S(Vs, R) dont S(X,V, R) est la somme.
La construction de ζ : C(K ′, R) → S(X,R) est plus complique´e. Nous
avons besoin de quelques objets auxiliaires : une de´composition CW K˜ de
|K| 2, un sous-complexe Q de M , un CW-complexe P contenant Q et une
2. Bien que K˜ = |K|, nous utilisons cette nouvelle notation pour distinguer les com-
plexes cellulaires C(K˜, R) et C(|K|, R).
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fonction continue f : P → X. Le morphisme ζ sera donne´ par une composi-
tion
C(K ′, R)
ν
−→ C(K˜,R)
ϑ
−→ C(P,R)
µ
−→ S(P,R)
f∗
−→ S(X,R)
Soient j ∈ J et σ la cellule de N telle que j ∈ Jσ. Pour toute face σ
′
de σ, soit j(σ′) l’e´le´ment de Jσ′ tel que Mj ∩ π
−1(σ′) ⊂ Mj(σ′), et soit cj
le sous-complexe plein de K engendre´ par les j(σ′), σ′ ≤ σ. L’application
simpliciale q envoie cj isomorphiquement sur la subdivision barycentrique de
σ, donc |cj | est une cellule, et les |cj |, j ∈ J , forment une de´composition CW
spe´ciale de |K|, que nous notons K˜. Pour tout simplexe s′ de K ′, soit |cj(s′)|
la plus petite cellule de K˜ contenant |s′|. Soit ν : C(K ′, R) → C(K˜,R) un
morphisme de chaˆınes tel que ν(s′) ∈ C(|cj(s′)|, R) pour tout simplexe s
′ de
K ′.
Pour j ∈ J , soit Sj le 1-squelette de Lj ; puisque Lj est connexe, Sj aussi.
Si σ est la cellule telle que j ∈ Jσ, posons Qj = σ×Sj ; c’est un complexe de
dimension au plus dimσ+1, donc Q =
⋃
j∈J Qj est un sous-complexe deM
de dimension au plus n+ 1. Soit {vj | j ∈ J} une famille de points distincts
n’appartenant pas a` M . Pour j ∈ J , soit Cj =
⋃
{Qj′ | j
′ ≤ j}, et soit Dj le
coˆne de base Cj et de sommet vj . Pour j
′ < j, soit E(j′, j) le joint de Cj′ et
du 1-simplexe ge´ome´trique |vj′vj |. Posons
P = Q ∪
⋃
j∈J
Dj ∪
⋃
j′<j
E(j′, j).
C’est un CW-complexe spe´cial dont les cellules sont celles de P , les coˆnes
de sommet vj sur les cellules de Cj et les joints de |vj′vj | avec les cellules
de Cj′. Soit µ : C(P,R)→ S(P,R) un morphisme de chaˆınes tel que µ(τ) ∈
S(τ,R) pour toute cellule τ de P .
Les cellules de M e´tant convexes, sa subdivision barycentrique en est
une triangulation. Nous notons bτ le barycentre de la cellule τ de M . Pour
chaque cellule τ deM , il existe une cellule τ ′ deM dont τ est face et telle que
p−1k (
◦
τ
′
) ∩X 6= ∅ ; fixons une telle cellule τ ′ et un point x(τ) de p−1k (
◦
τ
′
) ∩X.
Soit t = |bτ0 , . . . , bτr | un simplexe de la subdivision barycentrique de Q.
Pour un point x =
∑r
i=0 aibτi de t ((a0, . . . , ar) ∈ ∆r), posons f(x) =∑r
i=0 aix(τi). Pour tout j ∈ J , choisissons une cellule τ(j) de Cj et posons
f(vj) = x(τ(j)). Tout point y ∈ Dj (resp. z ∈ E(j
′, j)) peut s’e´crire y =
t0x + t1vj (resp. z = t0x + t1vj + t2vj′) ou` x appartient a` Cj (resp. Cj′)
et (t0, t1) a` ∆1 (resp. (t0, t1, t2) a` ∆2). Posons f(y) = t0f(x) + t1f(vj) et
f(z) = t0f(x) + t1f(vj) + t2f(vj′).
Pour tout j ∈ J , posons Πj =
⋃
j′≤jDj′ ∪
⋃
j′′<j′≤j E(j
′′, j′). C’est un
sous-complexe de P contenant Qj et j
′ ≤ j entraˆıne Πj′ ⊂ Πj. Pour tout j,
nous avons
(5) diam f(Πj) < ǫ/2.
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En effet, pour j′′ < j′ ≤ j, les intersections Dj ∩ Dj′ et Dj ∩ E(j
′′, j′)
sont non vides, donc il suffit de ve´rifier que chacun des ensembles f(Dj)
et f(E(j′, j)) a un diame`tre infe´rieur a` ǫ/4. D’apre`s (1), il suffit pour cela
de constater que les points f(vj′), j
′ ≤ j, et f(x), x ∈ Cj , sont dans la
boule B(f(vj), ǫ1). Soit σ tel que j ∈ Jσ . Alors Cj est contenu dans π
−1(σ),
donc τ ′ ∩ π−1(σ) 6= ∅ pour toute cellule τ de Cj. Utilisant (3) et (4), nous
constatons que, si τ1 et τ2 sont deux cellules de Cj , alors
d(x(τ1), x(τ2)) ≤ diam p
−1
k (τ
′
1) + diam p
−1
n (σ) + diam p
−1
k (τ
′
2)
< 2.2−n + 4.2−k < 4.2−n < ǫ1/2.
Comme τ(j′) appartient a` Cj′ ⊂ Cj pour j
′ ≤ j, nous avons en particulier
d(f(vj), f(vj′)) < ǫ1/2. Si t = |bτ0 , . . . , bτr |, τ0 < · · · < τr, est un simplexe de
la subdivision barycentrique de Cj , nous avons τ0 ⊂ τ
′
0 ∩ τ
′
i pour 0 ≤ i ≤ r,
donc d(x(τ0), x(τi)) < 4.2
−k < δ d’apre`s (4). Puisque dimQ ≤ n + 1, nous
avons r ≤ n+1, et (2) entraˆıne que le diame`tre de f(t) est infe´rieur a` ǫ1/2 ;
comme f(bτ0) = x(τ0), nous obtenons, pour x ∈ t,
d(f(vj), f(x)) ≤ d(f(vj), x(τ0)) + d(x(τ0), f(x)) < ǫ1.
Notant cj le ge´ne´rateur de C(K˜,R) correspondant a` la cellule |cj |, le
morphisme ϑ est construit de fac¸on que ϑ(cj) appartienne a` C(Πj , R). Il ne
reste plus alors qu’a` ve´rifier la condition (b) et la version de la condition
(c) dans laquelle l’homotopie h est omise. Si s′ est un simplexe de K ′ et
|cj(s′)| la plus petite cellule de K˜ contenant |s
′|, les constructions pre´ce´dntes
garantissent que ζ(s′′) appartient a` S(f(Πj(s′)), R) pour toute face s
′′ de
s′ ; d’apre`s (5), f(Πj(s′)) est contenu dans une boule B(x, ǫ), d’ou` (b). Soit
Vs = Gj0 ∩ · · · ∩ Gjr un e´le´ment non vide de V, ou` s = [j0, . . . , jr] (j0 <
· · · < jr) est un simplexe de K, et soit σ tel que jr ∈ Jσ. Fixons un point
xs de Gjr ∩ p
−1
k (Mjr). Si s
′ est un simplexe de Tr s, alors |cj(s′)| contient
|cjr | et jr ≤ j(s
′), donc ζ(C(Tr s,R)) est contenu dans S(f(
⋃
jr≤j
Πj), R)
et, pour ve´rifier la version simplifie´e de (c), il suffit de montrer que B(xs, ǫ)
contient Vs ∪ f(
⋃
jr≤j
Πj). Comme diamGjr < 2.2
−n < ǫ, Vs est contenu
dans B(xs, ǫ). Soient τ une cellule de Cjr et τ
′ telle que x(τ) ∈ p−1k (τ
′).
Comme p−1n (σ) contient xs ainsi que p
−1
k (τ) ⊂ p
−1
k (τ
′), nous avons
d(xs, x(τ)) ≤ diam p
−1
n (σ) + diam p
−1
k (τ
′) < 2.2−n + 2.2−k < 3.2−n.
Pour j ≥ jr, Πj contient Πjr et, comme x(τ) appartient a` f(Πjr), nous
obtenons, pour y ∈ Πj ,
d(xs, f(y)) ≤ d(xs, f(Πjr)) + diam f(Πjr)
< d(xs, x(τ)) + ǫ/2 < 3.2
−n + ǫ/2 < ǫ,
d’ou` l’inclusion f(
⋃
jr≤j
Πj) ⊂ B(xs, ǫ).
La construction de ϑ est le seul point de cette de´monstration ou` il est
indispensable d’utiliser des morphismes de chaˆınes plutoˆt que des fonctions
continues. En effet, si {Hs | s ∈ R} est un recouvrement ferme´ de X tel que
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Hs ⊂ Vs pour tout s, on peut trouver une fonction continue g : X → |K|
telle que g(Hs) ⊂ |Tr s| pour tout s. S’il e´tait toujours possible de construire
une fonction continue α : K˜ → P telle que α(|cj |) ⊂ Πj pour tout j, on
en de´duirait que X est un re´tracte absolu de voisinage. Il est instructif de
comparer les deux cas. Nous sommes dans la situation suivante : a` tout j ∈ J
est associe´ un sous-complexe Qj de Q de fac¸on que Qj′ ⊂ Qj pour j
′ ≤ j. Les
complexes Qj sont connexes, mais leurs groupes d’homologie et d’homotopie
sont a priori arbitraires. Nous voulons construire un CW-complexe P et des
sous-complexes Πj de P ve´rifiant Qj ⊂ Πj et Πj′ ⊂ Πj pour j
′ ≤ j, de
fac¸on qu’il existe soit une fonction contine α : K˜ → P ve´rifiant α(|cj |) ⊂ Πj
pour tout j, soit un morphisme de chaˆınes ϑ : C(K˜,R)→ C(P,R) ve´rifiant
ϑ(cj) ∈ C(Πj, R) pour tout j. Le reste de la de´monstration est ensuite
adapte´ a` la nature de P .
Examinons d’abord le cas des fonctions. Si dim j (= dim cj) = 0, envoyons
|cj | sur un point de Qj. Si dim j = 1, la connexite´ du complexe Qj garantit
que α se prolonge en une fonction de |cj | dans Qj . Nous pouvons donc
prendre Πj = Qj pour dim j ≤ 1. Si dim j = 2, α est de´finie sur le bord de |cj |
et a` valeurs dans Qj , mais ne se prolonge pas ne´ce´ssairement en une fonction
continue de |cj | dans Qj ; pour pouvoir la prolonger, nous ajoutons a` Qj des
coˆnes sur des sous-ensembles de Qj , ce qui de´finit le complexe Πj . Si dim j =
3, α est de´finie sur le bord de |cj | et a` valeurs dans Zj = Qj ∪
⋃
j′<j Πj′ et,
pour pouvoir la prolonger, nous construisons Πj en ajoutant a` Zj des coˆnes
sur certains sous-ensembles de Zj ; cette ope´ration introduit des coˆnes sur des
sous-ensembles qui sont eux-meˆmes des coˆnes, c’est a` dire des joints de sous-
ensembles de Qj avec des 1-simplexes. Cette ope´ration se re´pe`te a` chaque
e´tape : pour construire la restriction de α a` une cellule |cj | de dimension
r, nous devons ajouter a` Qj des joints de sous-ensembles de Qj avec des
(r − 1)-simplexes. La dimension maximale des simplexes avec lesquels nous
formons des joints de´pend de n, donc de ǫ, et il est impossible de la fixer
une fois pour toutes au de´but de la de´monstration (ce qui est en fait la cle´
de cette de´monstration).
Conside´rons maintenant le cas des morphismes de chaˆınes. Si dim j = 0,
prenons pour ϑ(cj) le ge´ne´rateur correspondant a` un sommet de Qj . Si
dim j = 1, Qj contient une 1-chaˆıne ϑ(cj) telle que ∂ϑ(cj) = ϑ(∂cj). Si
dim j = 2, nous construisons encore Πj en ajoutant a` Qj des coˆnes sur cer-
tains de ses sous-ensembles. La chaˆıne ϑ(cj) fait alors intervenir des chaˆınes
coniques vd, joint d’un sommet v et d’une chaˆıne d ∈ C(Qj , R). Si dim j = 3,
Πj s’obtient comme pre´ce´demment en ajoutant a` Zj des coˆnes sur certains
de ses sous-ensembles et, dans la de´finition de ϑ(cj), apparaissent des chaˆınes
vv′d, joint d’un 1-simplexe vv′ et d’une chaˆıne d ∈ C(Qj, R). C’est ici que la
situation se distingue du cas pre´ce´dent. En effet, soit vd une chaˆıne conique,
et soit v′ un sommet distinct de v. La chaˆıne vv′d a pour bord v′d−vd+vv′∂d.
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Ajoutant ce bord a` vd, nous obtenons v′d+vv′∂d ; cette ope´ration nous per-
met donc de changer de sommet en ajoutant un terme correcteur qui s’an-
nule sur les cycles. Graˆce a` cette simple manipulation alge´brique, il n’est pas
ne´ce´ssaire de prendre des joints avec des simplexes de dimensions supe´rieures
a` un, et le complexe P peut eˆtre construit comme indique´ plus haut. Nous
renvoyons le lecteur a` [4] pour la de´finition de ϑ(cj) et la ve´rification de la
relation ϑ∂ = ∂ϑ, qui sont assez longues.
En re´sume´, c’est une proprie´te´ alge´brique e´le´mentaire, la possibilite´ de
changer le sommet d’une chaˆıne conique en introduisant un terme correcteur
nul sur les cycles, qui permet de prouver que les espaces ULC me´trisables
sont des RAV alge´briques. Cette proprie´te´ n’a aucun analogue homotopique,
et il existe des convexes me´trisables qui ne sont pas des re´tractes absolus, ni
meˆme des extenseurs absolus pour la classe des compacts me´trisables. Les
the´ore`mes de point fixe pour les fonctions compactes des re´tractes absolus de
voisinage sont de nature homologique et, comme nous le verrons ci-dessous,
s’e´tendent aux RAV alge´briques. En particulier, le fait que les convexes
me´trisables ont la proprie´te´ du point fixe pour les fonctions compactes alors
que ce ne sont pas ne´ce´ssairement des extenseurs absolus pour la classe
des compacts me´trisables est une manifestation en dimension infinie des
diffe´rences de proprie´te´s entre homologie et homotopie.
3. L’indice de point fixe pour les RAV alge´briques
Dans toute cette section, R de´signe un anneau principal.
Soient X un espace topologique se´pare´, A un sous-ensemble de X, U un
recouvrement ouvert de A et ϕ : S(A,U , R) → S(X,R) un morphisme de
chaˆınes. Un point x de A est appele´ un point fixe de ϕ si, pour tout voisinage
V de x dansX, il existe une chaˆıne c ∈ S(V,R)∩S(A,U , R) telle que ||ϕ(c)||∩
V 6= ∅. L’ensemble des points fixes de ϕ est note´ Fixϕ ; ce sous-ensemble
est ferme´ dans A. Le morphisme ϕ est dit compact s’il existe un compact
C de X telque S(C,R) contienne l’image de ϕ. Des de´finitions analogues
s’appliquent aux homotopies alge´briques h : S(A,U , R)→ S(X,R).
Si f : A → X est une fonction continue, alors un e´le´ment x de A
est un point fixe de f si, et seulement si, c’est un point fixe du mor-
phisme f# : S(A,R) → S(X,R). Les points fixes des fonctions peuvent
donc eˆtre e´tudie´s au niveau des morphismes induits. Cette approche est
particulie`rement adapte´e aux RAV alge´briques ; suivant [5], nous indique-
rons ici comment elle permet de construire dans ces espaces un indice de
point fixe pour les fonctions compactes. La premie`re taˆche est de de´finir
l’indice de point fixe des morphismes de chaˆınes. Nous avons besoin pour
cela de quelques rappels alge´briques.
Un module (gradue´ ou non) est de type fini s’il est engendre´ par un nombre
fini d’e´le´ments. Un morphisme ϕ : C → C ′ entre R-modules (gradue´s ou
non) est de type fini si son image est de type fini. Le corollaire du the´ore`me
2 entraˆıne que si ϕ : S(Y,U , R) → S(X,R) est un morphisme de chaˆınes
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compact, ou` X est un R-RAV alge´brique, alors l’homomorphisme ϕ∗ induit
par ϕ sur l’homologie est de type fini. Si ϕ est un endomorphisme de type fini
d’un R-module C, il est possible de de´finir sa trace. Dans le cas ou` R est un
corps, cela est explique´ au §15 de [9]. Si R est un anneau principal de corps
des fractions Q, la trace de ϕ est de´finie comme la trace de l’endomorphisme
ϕ⊗ id du Q-espace vectoriel Q⊗R C.
Soit X un R-RAV alge´brique. Un morphisme de chaˆınes ϕ : S(U,U , R)→
S(X,R), ou` U est un ouvert de X et U un recouvrement ouvert de U , sera
dit admissible s’il est compact et si Fixϕ est un sous-ensemble compact de
U . De meˆme, une homotopie h : S(U,U , R)→ S(X,R) sera dite admissible
si elle est compacte et si Fix h est un sous-ensemble compact de U .
L’indice de point fixe ind(ϕ,U) d’un morphisme admissible ϕ : S(U,U , R) →
S(X,R) est de´fini comme suit. Prenons des voisinages ouverts A et B de
X \ U et Fixϕ respectivement tels que A ∩ B = ∅, puis un recouvrement
ouvert V de X ve´rifiant
(α) St(A,V) ∩ St(B,V) = ∅,
(β) tout e´le´ment de V rencontrant X \A est contenu dans un e´le´ment de
U ,
(γ) si V est un e´le´ment de V tel que V \ (A ∪ B) 6= ∅, alors ||ϕ(c)|| ∩
St(V,St(V,V)) = ∅ pour toute chaˆıne c ∈ S(V,R).
La possibilite´ d’obtenir (γ) re´sulte du fait que tout point du ferme´ X \
(A∪B) appartient a` U \Fixϕ, donc a un voisinage O qui est contenu dans
un e´le´ment de U et tel que ||ϕ(c)|| ∩O = ∅ pour toute c ∈ S(O,R).
Soit C un compact de X tel que S(C,R) contienne l’image de ϕ. Prenons
un recouvrement ouvertW de X, un complexe simplicial K, des morphismes
de chaˆınes ψ : S(X,W, R) → C(K ′, R), ζ : C(K ′, R) → S(X,R) et une
homotopie h : S(X,W, R) → S(X,R) ve´rifiant les conditions (a)-(d) du
the´ore`me 2 relativement a` V et C. De´finissons un endomorphisme ϑA du
groupe gradue´ S(X,R) en posant, pour tout simplexe singulier σ de X,
ϑA(σ) =
{
0 si ||σ|| ∩A 6= ∅
σ sinon.
L’image de ϑ est contenue dans S(U,R), donc si Sd1 : S(U,R)→ S(U,U , R)
et Sd2 : S(X,R)→ S(X,W, R) sont des ope´rateurs de subdivision, alors
ξ = ψ ◦ Sd2 ◦ ϕ ◦ Sd1 ◦ ϑA ◦ ζ
est un endomorphisme du module gradue´ C(K ′, R). Comme imϕ ⊂ S(C,R),
la condition (d) du the´ore`me 2 garantit que ξ est de type fini, donc Λ(ξ)
est de´fini, et nous posons ind(ϕ,U) = Λ(ξ), ce qui est justifie´ par le lemme
suivant.
Lemme 1. (i) ind(ϕ,U) ne de´pend pas du choix de A, B, C, V, W, K, ψ,
ζ, Sd1 et Sd2.
(ii) Si U ′ est un recouvrement ouvert de U plus fin que U et si ϕ′ est la
restriction de ϕ a` S(U,U ′, R), alors ind(ϕ′, U) = ind(ϕ,U).
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Les proprie´te´s de cet indice sont analogues aux proprie´te´s habituelles des
indices de point fixe des fonctions continues.
The´ore`me 4. L’indice de point fixe pour les morphismes admissibles ϕ :
S(U,U , R)→ S(X,R), ou` U est un ouvert d’un R-RAV alge´brique X, a les
proprie´te´s suivantes :
(I) (Normalisation) Si U = X, alors ind(ϕ,X) = Λ(ϕ∗).
(II) (Additivite´) Si V1, V2 sont deux ouverts disjoints contenus dans U
tels que Fixϕ ⊂ V1 ∪ V2, alors ind(ϕ,U) = ind(ϕ, V1) + ind(ϕ, V2).
(III) (Existence) Si ind(ϕ,U) 6= 0, alors Fixϕ 6= ∅.
(IV) (Homotopie) Si ϕ0, ϕ1 : S(U,U , R) → S(X,R) sont admissibles et
s’il existe une homotopie admissible µ : S(U,U , R)→ S(X,R) entre ϕ0
et ϕ1, alors ind(ϕ0, U) = ind(ϕ1).
(V) (Contraction) Soit Y un sous-espace de X qui est aussi un R-RAV
alge´brique. Supposons qu’il existe un compact C de Y tel que S(C,R)
contienne imϕ. Si ϕY : S(U ∩ Y,U|U ∩ Y,R)→ S(Y,R) est induit par
ϕ, alors ind(ϕ,U) = ind(ϕY , U ∩ Y ).
L’indice de point fixe pour les morphismes admissibles a aussi une pro-
prie´te´ correspondant a` la multiplicativite´ de l’indice de point fixe des fonc-
tions. Soient Φ : S( . × . , R)→ S( . , R)⊗S( . , R) et Ψ : S( . , R)⊗S( . , R)→
S( . × . , R) des morphismes d’Eilenberg-Zilber, c’est a` dire des transfor-
mations naturelles entre bifoncteurs. Pour j = 1, 2, soient Xj un R-RAV
alge´brique, Uj un ouvert de Xj et ϕj : S(Uj ,Uj , R) → S(Xj , R) un mor-
phisme admissible. Le produit X1 × X2 est encore un R-RAV alge´brique
([4], the´ore`me 4) et ϕ0 = Ψ ◦ (ϕ1 ⊗ ϕ2) ◦Φ est un morphisme admissible de
S(U1 ×U2,U1 ×U2, R) dans S(X1 ×X2, R). Avec ces notations, nous avons
le re´sultat suivant :
The´ore`me 5. ind(ϕ0, U1 × U2) = ind(ϕ1, U1). ind(ϕ2, U2).
La de´monstration de ce the´ore`me ne´cessite un chemin de´tourne´, l’utilisa-
tion directe de la de´finition de l’indice e´tant ici mal commode :
1) Soit ϕ : S(U,U , R)→ S(X,R) un morphisme admissible, ou` X est un
R-RAV alge´brique. Si ϕ est de type fini, alors, avec les notations utilise´es plus
haut, la restriction κ de Sd2◦ϕ◦Sd1◦ϑA a` S(X,W, R) est un endomorphisme
de type fini du module gradue´ S(X,W, R) tel que Λ(κ) = ind(ϕ,U) ([5],
lemme 3). Cela permet de de´montrer le the´ore`me 5 dans le cas particulier
ou` ϕ1 et ϕ2 sont de type fini, en utilisant le fait que le nombre de Lefschetz
d’un produit tensoriel de morphismes de type fini est le produit de leurs
nombres de Lefschetz.
2) Plongeons Xi comme ferme´ dans un espace norme´ Ei. D’apre`s le
the´ore`me 1, Xi est un re´tracte de voisinage alge´brique de Ei, ce qui entraˆıne
l’existence d’un ouvert Ûi de Ei tel que Ûi∩Xi = Ui, d’un recouvrement ou-
vert Ûi de Ûi tel que Ûi|Ui soit plus fin que Ui et d’un morphisme de chaˆınes
ϕˆi : S(Ûi, Ûi, R) → S(Xi, R) tel que ϕˆi|S(Ui, Ûi|Ui, R) = ϕi|S(Ui, Ûi|Ui, R).
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Le morphisme ϕˆi est admissible et il re´sulte du lemme 1(ii) et de la pro-
prie´te´ de contraction que ind(ϕi, Ui) = ind(ϕˆi, Ûi), ce qui permet de re´duire
la de´monstration du the´ore`me 5 au cas ou` les Xi sont des espaces norme´s.
3) Soient U un ouvert d’un espace norme´ X et ϕ : S(U,U , R)→ S(X,R)
un morphisme admissible. Si U ′ est un ouvert de X ve´rifiant Fixϕ ⊂ U ′ et
U
′
⊂ U , il existe un morphisme admissible ϕ′ : S(U ′,U|U ′, R)→ S(X,R) tel
que imϕ soit de type fini et une homotopie admissible χ : S(U ′,U|U ′, R)→
S(X,R) entre ϕ′ et la restriction de ϕ, ce qui ache`ve de ramener la de´monstra-
tion au cas particulier 1).
Soit U un ouvert d’un espace topologique X. Une fonction continue f :
U → X est dite admissible si elle est compacte et si Fix f est un sous-
ensemble compact de U . De meˆme, une homotopie F : U × I → X est dite
admissible si elle est compacte et si
⋃
t∈I FixFt est un sous-ensemble com-
pact de U . Le morphisme f# : S(U,R) → S(X,R) induit par une fonction
admissible est admissible donc, si X est un R-RAV alge´brique, nous pou-
vons de´finir l’indice de point fixe de f en posant ind(f, U) = ind(f#, U). Cet
indice a toutes les proprie´te´s habituelles d’un indice de point fixe.
The´ore`me 6. L’indice de point fixe ainsi de´fini a les proprie´te´s suivantes :
(I) (Normalisation) Si U = X, alors ind(f, U) = Λ(f).
(II) (Additivite´) Si V1, V2 sont deux ouverts disjoints contenus dans U
tels que Fix f ⊂ V1 ∪ V2, alors ind(f, U) = ind(f, V1) + ind(f, V2).
(III) (Existence) Si ind(f, U) 6= 0, alors f a un point fixe.
(IV) (Homotopie) Si F : U × I → X est une homotopie admissible, alors
ind(F0, U) = ind(F1, U).
(V) (Contraction) Soit Y un sous-espace de X qui est aussi un R-RAV
alge´brique. Si f(U) est contenu dans un compact de Y et si fY : U∩Y →
Y est induite par f , alors ind(f, U) = ind(fY , U ∩ Y ).
(VI) (Multiplicativite´) Si f1 : U1 → X1 et f2 : U2 → X2 sont admissibles,
ou` U1 et U2 sont des ouverts des R-RAV alge´briques X1 et X2, alors
ind(f1 × f2, U1 × U2) = ind(f1, U1). ind(f2, U2).
(VII) (Commutativite´) Soient U0 et U1 des ouverts des R-RAV alge´bri-
ques X0 et X1, et soient f0 : U0 → X1 et f1 : U1 → X0 des fonc-
tions continues. Si les fonctions f1f0 : U
′
0 = f
−1
0 (U1) → X0 et f0f1 :
U ′1 = f
−1
1 (U0) → X1 sont admissibles et si f1 est compacte, alors
ind(f1f0, U
′
0) = ind(f0f1, U
′
1).
Les proprie´te´s (I)-(VI) re´sultent imme´diatement des the´ore`mes 4 et 5.
Par contre, la commutativite´, qui n’a aucun analogue simple et ge´ne´ral pour
les morphismes de chaˆınes, a une de´monstration plus de´licate. Notons que,
contrairement aux constructions habituelles de l’indice, la commutativite´
ne joue aucun roˆle dans notre approche de l’indice ; seul est utilise´ le cas
particulier (V), ou plutoˆt son analogue pour les morphismes de chaˆınes.
Une autre proprie´te´ importante de l’indice, le the´ore`me mod p, s’e´tend
aux RAV alge´briques. Si U est un ouvert de X, f : U → X une fonction
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continue et m ≥ 1 un entier, nous notons fm la compose´e de m copies de
f ; cette fonction est de´finie sur un sous-ensemble de U .
The´ore`me 7. Soient X un Z-RAV alge´brique, U un ouvert de X, f : U →
X une fonction compacte et U ′ un ouvert contenu dans U sur lequel fm est
de´finie, ou` m = pk avec p premier. Supposons que S = {x ∈ U ′ | fm(x) = x}
soit compact et que f(S) ⊂ S. Alors ind(fm, U ′) ≡ ind(f, U ′) mod p.
D’apre`s le the´ore`me 3, l’indice de´crit dans cette section s’applique en
particulier a` tous les sous-ensembles convexes me´trisables des e.v.t. et a`
tous les groupes me´trisables localement contractiles. A titre d’illustration,
le re´sultat suivant, qui ge´ne´ralise un the´ore`me bien connu de Borsuk, est
prouve´ dans [5].
The´ore`me 8. Soit G un groupe topologique me´trisable contractile tel que
la fonction x 7→ x2 soit un home´omorphisme de G sur G. Soient U un
voisinage ouvert syme´trique de l’e´le´ment neutre de G et f : U → G une
fonction continue compacte sans point fixe sur U \ U . Si f(x−1) = f(x)−1
pour tout x ∈ U \ U , alors ind(f, U) est impair.
4. Fonctions multivoques et morphismes de chaˆınes
Toutes les fonctions multivoques conside´re´es dans cet article seront sup-
pose´es faire correspondre a` tout point x d’un espace topologique X un sous-
ensemble ferme´ non vide F (x) d’un espace topologique Y . La fonction F est
dite semi-continue supe´rieurement, ou s.c.s., si, pour tout ouvert U de Y ,
l’ensemble des x ∈ X tels que F (x) ⊂ U est ouvert dans X, et F est dite
compacte si son image est contenue dans un compact de Y .
Tous les espaces me´trisables conside´re´s dans cette section seront suppose´s
munis d’une distance, arbitraire mais fixe´e et note´e d, et si A est un sous-
ensemble d’un tel espace X, nous poserons B(A, ǫ) = {x ∈ X | d(x,A) < ǫ}.
Nous n’utilserons dans cette section que des coefficients rationnels, bien
que la de´finition ci-apre`s se ge´ne´ralise a` des coefficients arbitraires.
De´finition 4. Soient X, Y des espaces me´trisables et F : X ⊸ Y une
fonction multivoque compacte s.c.s.. Nous dirons que F est approximable par
des morphismes de chaˆınes compacts si, pour tout recouvrement ouvert U de
X et tout ǫ > 0, il existe un recouvrement ouvert V de X et un morphisme
de chaˆınes compact ϕ : S(X,V,Q) → S(Y,Q) tels que, pour tout V ∈ V, il
existe U ∈ U contenant V et ve´rifiant ϕ(S(V,Q)) ⊂ S(B(F (U), ǫ),Q).
La compacite´ de F garantit que cette de´finition ne de´pend pas de la
distance utilise´e sur Y .
Soient X un Q-RAV alge´brique et F : X ⊸ X une fonction multivoque
compacte s.c.s. approximable par des morphismes de chaˆınes compacts. Il
est possible d’associer a` F un ≪ nombre de Lefschetz ≫Λ(F ), mais cette
de´finition est un peu inhabituelle. En effet, soient U un recouvrement ouvert
de X et ǫ > 0, et supposons que, pour i = 1, 2, le recouvrement ouvert Vi et
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le morphisme de chaˆınes compact ϕi : S(X,Vi,Q) → S(X,Q) ve´rifient les
conditions de la de´finition 4 relativement a` U et ǫ. Soit V le recouvrement
ouvert de X forme´ des ensembles V1 ∩ V2 ou` V1 appartient a` V1 et V2 a` V2,
et soit ϕ′i la restriction de ϕi a` S(X,V,Q), de sorte que Λ(ϕ
′
i∗) = Λ(ϕi∗).
Pour tout rationnel q, soit ϕq = qϕ
′
1 + (1 − q)ϕ
′
2 ; c’est un morphisme de
chaˆınes compact de S(X,V,Q) dans S(X,Q) (qui, comme nous l’imposons,
pre´serve l’augmentation). Pour V = V1 ∩ V2 ∈ V, il existe, pour i = 1, 2,
Ui ∈ U contenant Vi et tel que ϕi(S(Vi,Q)) ⊂ S(B(F (Ui), ǫ),Q). Alors
ϕq(S(V,Q)) est contenu dans
S(B(F (U1), ǫ),Q) + S(B(F (U2), ǫ),Q) ⊂ S(B(F (U1 ∪ U2), ǫ),Q),
ce qui montre que V et ϕq ve´rifient les conditions de la de´finition 4 relative-
ment a` St(U) et ǫ. Si Λ(ϕ1∗) 6= Λ(ϕ2∗), alors
Λ(ϕq∗) = qΛ(ϕ1∗) + (1− q)Λ(ϕ2∗)
est un rationnel arbitraire. Deux cas sont donc possibles :
(1) Il existe un recouvrement ouvert U0, un ǫ0 > 0 et un rationnel q0
tels que, pour tout recouvrement ouvert U plus fin que U0 et tout
0 < ǫ < ǫ0, si le recouvrement ouvert V et le morphisme de chaˆınes
compact ϕ : S(X,V,Q) → S(X,Q) ve´rifient les conditions de la
de´finition 4 relativement a` U et ǫ, alors Λ(ϕ∗) = q0. Nous posons
alors Λ(F ) = q0.
(2) Pour tout recouvrement ouvert U , tout ǫ > 0 et tout rationnel q,
il existe un recouvrement ouvert V et un morphisme de chaˆınes
compact ϕ : S(X,V,Q) → S(X,Q) ve´rifiant les conditions de la
de´finition 4 relativement a` U et ǫ et tels que Λ(ϕ∗) = q. Nous posons
alors Λ(F ) = Q.
Un exemple du deuxie`me cas est fourni par la fonction F : S2 ⊸ S2
de´finie par F (x) = {x,−x}. Les fonctions f(x) = x et g(x) = −x sont des
se´lections continues de F , donc, pour tout recouvrement ouvert U de S2,
V = U et la restriction ϕ de f∗ ou g∗ a` S(S
2,U ,Q) ve´rifient les conditions de
la de´finition 4 relativement a` U et a` tout ǫ > 0, mais Λ(f∗) = 2 6= 0 = Λ(g∗).
The´ore`me 9. Soient X un Q-RAV alge´brique et F : X ⊸ X une fonc-
tion multivoque compacte s.c.s. approximable par des morphismes de chaˆınes
compacts. Si Λ(F ) 6= 0, alors F a un point fixe. En particulier, F a un point
fixe si H˜(X,Q) = 0.
De´monstration. Si F n’a pas de point fixe, il existe ǫ > 0 tel que d(x, F (x)) >
3ǫ pour tout x ∈ X. Soit U le recouvrement de X par les boules ouvertes
B(x, ǫ), x ∈ X. Soient V et ϕ : S(X,V,Q) → S(X,Q) un recouvrement
ouvert et un morphisme de chaˆınes compact ve´rifiant les conditions de la
de´finition 4 relativement a` U et ǫ. Pour tout V ∈ V, il existe x ∈ X tel
que B(x, ǫ) contienne V et que S(B(F (B(x, ǫ)), ǫ),Q)contienne ϕ(S(V,Q)).
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Pour toute chaˆıne c ∈ S(V,Q) et tout point a de ||ϕ(c)||, il existe y ∈ B(x, ǫ)
et z ∈ F (y) tels que d(a, z) < ǫ. Nous avons alors
d(a, x) ≥ d(y, z) − d(a, z) − d(x, y) > 3ǫ− ǫ− ǫ = ǫ,
ce qui montre que ||ϕ(c)||∩V ⊂ ||ϕ(c)||∩B(x, ǫ) = ∅. L’ouvert V ne contient
donc aucun point fixe de ϕ et, ceci e´tant vrai pour tout V ∈ V, ϕ n’a pas de
point fixe, donc Λ(ϕ) = 0 d’apre`s le the´ore`me 4. Nous sommes donc dans le
cas (1) et Λ(F ) = 0. 
Les deux the´ore`mes suivants donnent des exemples de classes auxquelles
s’applique le re´sultat pre´ce´dent. Un compact est dit Q-acyclique si son ho-
mologie de Cˇech re´duite a` coefficients rationnels est triviale.
The´ore`me 10. Soient X, Y des espaces me´trisables et F : X ⊸ Y une
fonction multivoque compacte s.c.s. telle que F (x) soit Q-acyclique pour tout
x ∈ X. Si Y est un Q-RAV alge´brique, alors F est approximable par des
morphismes de chaˆınes compacts.
Une fonction multivoque F : X ⊸ Y est dite continue si elle est continue
lorsque l’ensemble des ferme´s de Y est muni de la topologie de Vietoris.
The´ore`me 11. Soient X, Y des espaces me´trisables, q > 1 un entier et
F : X ⊸ Y une fonction multivoque compacte continue telle que, pour tout
x ∈ X, F (x) ait une ou q composantes, chacune de ces composantes e´tant
Q-acyclique. Si Y est un Q-RAV alge´brique, alors F est approximable par
des morphismes de chaˆınes compacts.
La preuve du the´ore`me 10 est implicite dans la de´monstration du the´ore`me
7 de [4], et une modification de cet argument prouve le the´ore`me 11 (cette
modification est un peu inhabituelle ; en particulier, avec les notations de
[4], si σ est un 0-simplexe de X d’image x et n ≥ 1 est un entier, µ(σn) est
soit un 0-simplexe de X, soit une combinaison line´aire 1
q
(x1σ + · · · + x
q
σ) de
0-simplexes distincts selon que F (x) a une ou q composantes).
5. Construction universelle et points fixes
Soit X un compact. Nous construirons inductivement une suite croissante
de compacts {Un(X)} et des fonctions continues λn : Un−1(X)×Un−1(X)×
I → Un(X) ve´rifiant λn(x, y, 0) = x, λn(x, y, 1) = y et λn(x, x, t) = x quels
que soient x, y dans Un−1(X) et t dans I. Posons U−1(X) = ∅, U0(X) = X, et
soit λ0 la fonction vide. Supposant Un(X) et λn construits, soit R la relation
d’e´quivalence sur Un(X) × Un(X) × I qui, pour tout z ∈ Un(X), identifie
({z}×Un(X)×{0})∪ (Un(X)×{z}×{1})∪ ({z}×{z}×I)a` un point et qui
identifie aussi (x, y, t) a` (λn(x, y, t), λn(x, y, t), 0) quels que soient x, y dans
Un−1(X) et t dans I. La relation R est ferme´e, donc le quotient de Un(X)×
Un(X)× I par R est un compact, que nous appelons Un+1(X). Nous notons
[x, y, t] l’image du point (x, y, t) dans Un+1(X). La fonction z 7→ [z, z, 0] est
un plongement de Un(X) dans Un+1(X) par lequel nous identifions Un(X)
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a` un sous-espace de Un+1(X), et la fonction λn+1 : Un(X) × Un(X) × I →
Un+1(X) de´finie par λn+1(x, y, t) = [x, y, t] est continue, a les proprie´te´s
souhaite´es, et la de´finition de R garantit que λn+1|Un(X)×Un(X)×I = λn.
Nous munissons U(X) =
⋃∞
n=1 Un(X) de la topologie limite inductive de la
suite croissante de compacts {Un(X)}, et nous pouvons de´finir une fonction
λX : U(X) × U(X) × I → U(X) par λX |Un(X) × Un(X) × I = λn pour
tout n. La fonction λX est continue et fait de U(X) un espace uniforme´ment
contractile. Cette construction a la proprie´te´ importante suivante ([6], lemme
1).
Lemme 2. Soient X un compact, Y un espace topologique et u : X → Y
une fonction continue.
(i) Si Y est UC, il existe une fonction continue v : U(X)→ Y prolongeant
u.
(ii) Si Y est ULC, il existe un voisinage O de X dans U(X) et une
fonction continue w : O → Y prolongeant u.
Soient Y un espace ULC et X un compact de Y . Le lemme 2 nous fournit
un voisinage ouvert O de X dans U(X) et une fonction continue r : O → Y
telle que r(x) = x pour tout x ∈ X. Si f : Y → Y est une fonction continue
dont l’image est contenue dans X, nous de´finissons une fonction continue
g : O → O en posant g(x) = f(r(x)) pour tout x ∈ O. Les fonctions
f et g ont les meˆmes points fixes et si f∗ et g∗ sont de type fini (ce qui
est en fait toujours le cas) et si l’anneau de coefficients est principal, alors
Λ(f) = Λ(g) (car si f ′ : Y → O est la fonction induite par f , alors f = r ◦f ′
et g = f ′ ◦ r). Si F : Y ⊸ Y est une fonction multivoque dont l’image
est contenue dans X, nous de´finissons une fonction multivoque G : O⊸ O
par G(x) = F (r(x)). Les fonctions F et G ont les meˆmes points fixes et
G est s.c.s. (resp. continue) si F est s.c.s. (resp. continue). En outre, toute
hypothe`se ve´rifie´e par les ensembles F (y), y ∈ Y , est automatiquement
ve´rifie´e par les ensembles G(x), x ∈ O. Enfin, soient U un ouvert de Y et
f : U → Y une fonction dont l’image est contenue dans X. Si V = r−1(U)
et si g : V → O est de´finie par g(x) = f(r(x)), alors g est admissible si f
l’est. Nous pouvons ainsi re´duire tout proble`me de point fixe pour les espaces
ULC au cas particulier des fonctions de´finies sur des ouverts de U(X) et a`
valeurs dans X.
Pour tout compact X, soit T (X) l’ensemble des topologies me´trisables τ
sur U(X) qui sont moins fines que la topologie limite inductive et telles que
λX : (U(X), τ)× (U(X), τ)× I → (U(X), τ) soit continue. Chaque e´le´ment
de T (X) induit sur X sa topologie d’origine, donc T (X) = ∅ si X n’est
pas me´trisable. Lorsque le compact X est me´trisable, les e´le´ments de T (X)
permettent de ramener les proble`mes de point fixe pour les fonctions d’un
ouvert de U(X) a` valeurs dans X a` des questions analogues pour les espaces
ULC me´trisables graˆce au lemme suivant.
Lemme 3. Soient X et C des compacts me´trisables et V un ouvert de
U(X).
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(i) Si f : V → C est une fonction continue, il existe τ ∈ T (X) telle que
f : (V, τ)→ C soit continue.
(ii) Si F : V ⊸ C est une fonction multivoque s.c.s., il existe τ ∈ T (X)
telle que F : (V, τ)⊸ C soit s.c.s..
L’affirmation (i) est contenue dans le lemme 2 de [6]. L’affirmation (ii) est
le lemme 1 de [3] quand C = X et V = U(X), mais la de´monstration de ce
lemme s’applique au cas ge´ne´ral.
Notons aussi que le passage de la topologie libre a` une topologie me´trisable
τ ∈ T (X) pour laquelle une fonction f de´finie sur un ouvert de U(X) reste
continue ne change pas les proprie´te´s homologiques de f . Cela re´sulte du
fait suivant, qui est un cas particulier du lemme 4 de [6].
Lemme 4. Soient X un compact me´trisable et τ ∈ T (X). Pout tout sous-
ensemble τ -ouvert V de U(X), l’identite´ de (V, τ) dans V est une e´quivalence
homotopique faible.
6. Utilisation des ω-syste`mes projectifs
Nous expliquerons dans cette section comment l’utilisation de syste`mes
projectifs particuliers permet de passer des compacts me´trisables aux com-
pacts arbitraires dans l’e´tude des points fixes de fonctions de U(X) dans
X.
Un syste`me projectif d’espaces topologiques sur un ensemble ordonne´ fil-
trant A sera note´ S = (Xα, p
β
α, A) ( les Xα sont des espaces topologiques
et, pour α ≤ β, pβα : Xβ → Xα est continue ). Nous notons limS la limite
projective de ce syste`me et pα la projection de limS dans Xα. Si B est
un sous-ensemble filtrant de A, nous notons S|B = (Xα, p
β
α, B) le syste`me
obtenu en restreignant l’ensemble des indices a` B. Si B est cofinal dans
A, nous identifions naturellement lim(S|B) a` limS. Si S1 = (Xα, p
β
α, A) et
S2 = (Yα, q
β
α, A) sont deux syste`mes projectifs ayant le meˆme ensemble d’in-
dices, un morphisme de S1 dans S2 est une famille de fonctions continues
fα : Xα → Yα, α ∈ A, telle que fαp
β
α = q
β
αfβ pour α ≤ β. Un tel morphisme
induit une fonction continue lim(fα) de limS1 dans limS2.
Un syste`me projectif S = (Xα, p
β
α, A) est appele´ un ω-syste`me projectif
s’il ve´rifie les conditions suivantes :
(∗) Tout sous-ensemble de´nombrable totalement ordonne´ de A a une
borne supe´rieure.
(∗∗) Pour tout sous-ensemble totalement ordonne´ B de A admettant une
borne supe´rieure β, la fonction limα∈B p
β
α : Xβ → lim(S|B) est un
home´omorphisme.
(∗ ∗ ∗) Chaque Xα a une base de´nombrable.
Un sous-ensemble B d’un ensemble filtrant A est dit ferme´ si, pour tout
sous-ensemble totalement ordonne´ C ⊂ B admettant une borne supe´rieure
dans A, cette borne supe´rieure appartient a` B. Si S = (Xα, p
β
α, A) est un
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ω-syste`me projectif et si B est un sous-ensemble cofinal et ferme´ de A, alors
S|B est aussi un ω-syste`me projectif.
La proprie´te´ suivante des ω-syste`mes projectifs, qui est un cas particulier
du the´ore`me 3.1.9 de [7], joue un roˆle essentiel dans nos arguments.
Lemme 5. Soient S1 = (Xα, p
β
α, A) et S2 = (Yα, q
β
α, A) deux ω-syste`mes
projectifs de compacts sur un meˆme ensemble d’indices A, et soit f une
fonction continue de limS1 dans limS2. Si, pour tout α ∈ A, la projection
pα : limS1 → Xα est surjective, alors il existe un sous-ensemble cofinal
ferme´ B de A et un morphisme de S1|B dans S2|B dont la limite est f .
Tout compact non me´trisable X peut eˆtre repre´sente´ comme limite d’un
ω-syste`me projectif S = (Xα, p
β
α) tel que les projections pα : X → Xα
soient surjectives. Un tel syste`me peut se construire comme suit. Plongeons
X dans un cube de Tychonoff IK . Soit A l’ensemble des sous-ensembles
de´nombrables de K. Pour α, β dans A, posons α ≤ β si α est contenu dans
β. Pour α ∈ A, soit Xα la projection de X sur le sous-cube I
α et, pour
α ≤ β, soit pβα : Xβ → Xα la restriction a` Xβ de la projection de I
β sur Iα.
Dans toute la suite de cette section, S = (Xα, p
β
α, A) de´signera un ω-
syste`me de compacts (me´trisables d’apre`s (∗∗∗)) de limite X tel que toutes
les projections pα soient surjectives. Les constructions Un( . ) et U( . ) de´crites
a` la section pre´ce´dente sont des foncteurs. Nous noterons pβα,n : Un(Xβ) →
Un(Xα), pα,n : Un(X) → Un(Xα), p˜
β
α : U(Xβ) → U(Xα) et p˜α : U(X) →
U(Xα) les prolongements naturels des fonctions p
β
α et pα, et nous poserons
Un(S) = (Un(Xα), p
β
α,n, A) et U(S) = (U(Xα), p˜
β
α, A). Les foncteurs Un,
n ≥ 1, commutent aux limites projectives, mais U ne commute pas toujours
aux limites projectives. Pour tout n, Un(S) est un ω-syste`me projectif de
limite Un(X), et les projections pα,n : Un(X)→ Un(Xα) sont surjectives.
Soit f : U(X) → X une fonction continue. Appliquant le lemme 5 a` la
restriction de f a` X = U1(X), nous obtenons un sous-ensemble A1, co-
final et ferme´ dans A et un morphisme (f1α) : U1(S)|A1 → S|A1 de limite
f |X. Comme U2(S)|A1 et S|A1 sont des ω-syste`mes projectifs, nous pouvons
appliquer le lemme 5 a` la restriction de f a` U2(X) pour obtenir un sous-
ensemble A2 de A1, cofinal et ferme´ dans A1, donc aussi dans A, et un mor-
phisme (f2α)α∈A2 : U2(S)|A2 → S|A2 de limite f |U2(X). Inductivement, nous
construisons ainsi une suite de´croissante {An} de sous-ensembles cofinaux
et ferme´s de A et des morphismes (fnα )α∈An : Un(S)|An → S|An de limite
f |Un(X). La condition (∗) garantit que B =
⋂∞
n=1An est cofinal dans A.
Pour α ∈ B et n ≤ m, nous avons fnα ◦pα,n = pn◦(f |Un(X)) = (f
m
α |Un(X))◦
pα,n ; comme pα,n est surjective, il en re´sulte que f
n
α = f
m
α |Un(Xα), et nous
pouvons de´finir une fonction continue fα : U(Xα) → Xα par fα|Un(Xα) =
fnα pour tout n. Pour α ≤ β dans B, nous avons alors fα ◦ p˜
β
α = p
β
α ◦ fβ. Les
re´sultats des sections pre´ce´dentes impliquent que l’ensemble Zα des points
fixes de fα n’est pas vide. Evidemment, p
β
α(Zβ) ⊂ Zα pour α ≤ β dans B,
donc (Zα, p
β
α|Zβ , B) est un syste`me projectif de compacts non vides dont la
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limite est un sous-ensemble non vide de limS|B = X, et chaque point de ce
sous-ensemble est un point fixe de f .
Plus ge´ne´ralement, cette technique a e´te´ utilise´e dans [6] pour prouver
le the´ore`me de Lefschetz-Hopf pour les applications compactes des espaces
ULC. Nous conside´rons dans ce cas un voisinage ouvert V de X dans U(X)
et une fonction continue f : V → V telle que f(V ) ⊂ X. Nous devons
construire un sous-ensemble cofinal B de A et, pour α ∈ B, un voisinage
ouvert Vα de Xα dans U(Xα) et une fonction continue fα : Vα → Vα telle que
fα(Vα) ⊂ Xα. Ces e´le´ments doivent ve´rifier (p˜α)
−1(Vα) ⊂ V , (p˜
β
α)−1(Vα) =
Vβ pour α ≤ β et fα ◦ (p˜α|(p˜α)
−1(Vα)) = pα ◦ (f |(p˜α)
−1(Vα)). Comme Xα
est me´trisable, Λ(fα) est de´fini et l’ensemble Zα des points fixes de fα est
non vide si Λ(fα) 6= 0. Il nous faut ensuite ve´rifier que Λ(f) est de´fini et e´gal
a` Λ(fα) pour tout α ∈ B. Si Λ(f) 6= 0, alors (Zα, p
β
α|Zβ, B) est un syste`me
projectif de compacts non vides et tout point de sa limite est un point fixe
de f . La construction des Vα utilise le re´sultat suivant, qui est le lemme 7
de [6].
Lemme 6. Pour tout voisinage ouvert V de X dans U(X), il existe α0 ∈ A
et un voisinage ouvert V0 de Xα0 dans U(Xα0) tel que (p˜α0)
−1(V0) ⊂ V .
Soit C(X) = X × I/X × {1} le coˆne de base X. Notons [x, t] l’image
dans C(X) du point (x, t) de X × I et v = [x, 1] le sommet de C(X). Pour
α ≤ β, de´finissons πβα : C(Xβ) → C(Xα) par π
β
α([x, t]) = [p
β
α(x), t]. Alors
C(S) = (C(Xα), π
β
α, A) est un ω-syste`me projectif de limite C(X) ; soit πα
la projection de C(X) sur C(Xα). Soit V
′ un voisinage de X dans U(X)
dont la fermeture est contenue dans V , et soit η : U(X) → I une fonction
continue nulle sur V ′ et e´gale a` un sur un voisinage de U(X)\V . La fonction
g : U(X)→ C(X) de´finie par
g(y) =
{
[f(y), η(y)] si y ∈ V
v sinon
est continue. Proce´dant comme ci-dessus, nous pouvons construire un sous-
ensemble cofinal B′ de A et un morphisme (gα)α∈B′ : U(S)|B
′ → C(S)|B′
tel que gα ◦ p˜α = πα ◦ g. Prenons α0 ∈ A et un voisinage ouvert V0 de Xα0
dans U(Xα0) tels que (p˜α0)
−1(V0) ⊂ V
′. Alors B = {α ∈ B′ |α0 ≤ α} est
cofinal. Pour α ∈ B, soit Vα = (p˜
α
α0
)−1(V0). Identifiant Xα a` l’image de
Xα × {0} dans C(Xα), nous constatons que gα(Vα) est contenu dans Xα et
prenons pour fα la fonction induite par gα|Vα. Le fait que Λ(f) est de´fini et
e´gal a` Λ(fα) est une conse´quence facile du re´sultat suivant, qui est un cas
particulier du lemme 4 de [6].
Lemme 7. Pour tout α ∈ A et tout ouvert O de U(Xα), la restriction de
p˜α a` (p˜α)
−1(O) est une e´quivalence homotopique faible de (p˜α)
−1(O) sur O.
La technique de´crite ci-dessus s’applique aussi aux fonctions multivoques.
Soit K(X) l’ensemble des compacts non vides de X muni de la topologie de
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Vietoris. Soit P βα : K(Xβ) → K(Xα) le prolongement naturel de p
β
α. Alors
K(S) = (K(Xα), P
β
α , A) est un ω-syste`me projectif de limite K(X) et la
projection Pα : K(X)→ K(Xα) est induite par pα.
Soit F : U(X) ⊸ X une fonction multivoque. Si F est continue, nous
pouvons, comme pre´ce´demment, trouver un sous-ensemble cofinal B de A
et, pour α ∈ B, une fonction continue Fα : U(Xα) → K(Xα) telle que
Fα ◦ p˜α = Pα ◦ F . Si l’ensemble Zα des points fixes de Fα est non vide pour
tout α ∈ B, alors F a un point fixe.
Quand F est seulement s.c.s., les Fα ne peuvent plus s’obtenir de la meˆme
fac¸on, mais une autre voie est possible. De´finissons Fα : U(Xα)⊸ Xα par
(†) Fα(x) = pα(F (p
−1
α,n(x))) si x ∈ Un(Xα) \ Un−1(Xα), n ≥ 1.
Graˆce au lemme suivant ([3], lemme 4), nous pouvons continuer comme
pre´ce´demment.
Lemme 8. L’ensemble des α ∈ A tels que Fα soit s.c.s. est cofinal dans A.
Certaines conditions de nature homologique se transmettent aux Fα pour
un sous-ensemble cofinal d’indices. Par exemple, le re´sultat suivant, dans
lequel les Fα sont de´finies par la formule (†), re´sulte du lemme 3 de [3] et de
la condition (∗).
Lemme 9. Si F est s.c.s. et si les F (x) sont Q-acycliques pour tout x ∈
U(X), alors l’ensemble des α ∈ A tels que Fα(x) soit Q-acyclique pour tout
x ∈ U(Xα) est cofinal et ferme´ dans A.
Les lemmes 9 et 8 ont e´te´ utilise´s dans [3] pour prouver qu’une fonction
multivoque s.c.s. compacte F d’un espace uniforme´ment contractile dans
lui-meˆme a un point fixe si tous les compacts F (x) sont Q-acycliques 3.
7. Un exemple
La technique de de´monstration de´crite dans les deux sections pre´ce´dentes
est ge´ne´rale. Pour la re´capituler et l’illustrer, nous prouverons le re´sultat
suivant.
The´ore`me 12. Soient Y un espace UC se´pare´, q > 1 un entier et F :
Y ⊸ Y une fonction multivoque compacte continue telle que, pour tout
x ∈ Y , F (x) ait une ou q composantes, chacune de ces composntes e´tant
Q-acyclique. Alors F a un point fixe.
3. L’article [3] a e´te´ e´crit avant la de´couverte des RAV alge´briques. Comme nous l’avons
mentionne´ dans l’introduction, cette nouvelle approche a rendu inutile la correction de
l’erreur contenue dans [2]. Par conse´quent, l’article ≪ Le proble`me de Schauder ; correction
et comple´ment ≫, mentionne´ dans la bibliographie de [2] ne sera jamais publie´. Le cas
me´trisable de la proposition de [2] re´sulte du lemme 1 de [2] et du the´ore`me 7 de [4], ce
dernier remplac¸ant l’utilisation de l’article non publie´.
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De´monstration. Premie`re e´tape : prouver le re´sultat quand Y est me´trisable.
Il suffit d’appliquer les the´ore`mes 3, 9 et 11.
Deuxie`me e´tape : re´duction a` un cas particulier. Soit X un compact de
Y contenant F (X), et soit r : U(X) → Y une fonction continue telle que
r(x) = x pour tout x ∈ X. La fonction G : U(X) ⊸ U(X) de´finie par
G(x) = F (r(x)) ve´rifie les meˆmes hypothe`ses que F et a les meˆmes points
fixes. Le proble`me est donc re´duit au cas particulier Y = U(X) et F (Y ) ⊂ X.
Troisie`me e´tape : prouver le cas particulier lorsque le compact X est
me´trisable. CommeK(X) est alors me´trisable, le lemme 3(i) nous fournit une
topologie me´trisable τ ∈ T (X) telle que F : (U(X), τ) → K(X) soit conti-
nue, donc F a un point fixe d’apre`s la premie`re partie de la de´monstration.
Quatrie`me e´tape : passage des compacts me´trisables aux compacts arbi-
traires dans le cas particulier. Repre´sentons X comme limite d’un ω-syste`me
projectif S = (Xα, p
β
α, A) de compacts me´trisables tel que toutes les projec-
tions pα : X → Xα soient surjectives. Il nous faut trouver un sous-ensemble
cofinal B de A et un morphisme (Fα)α∈B de U(S)|B dans K(S)|B tel que,
pour tout α ∈ B, Fα ◦ p˜α = Pα ◦ F et que les Fα ve´rifient les hypothe`ses
du the´ore`me. D’apre`s la troisie`me e´tape, l’ensemble Zα des points fixes
de Fα sera alors non vide, et tout point de la limite du syste`me projec-
tif (Zα, p
β
α|Zβ, B) sera un point fixe de F .
En utilisant le lemme 5 comme indique´ dans la section pre´ce´dente, nous
pouvons trouver un sous-ensemble cofinal et ferme´ A1 de A et un morphisme
(Fα)α∈A1 : U(S)|A1 → K(S)|A1 tel que Fα ◦ p˜α = Pα ◦ F pour tout α ∈ A1.
Soit A2 l’ensemble des α ∈ A2 tels que Fα(x) ait une ou q composantes
pour tout x ∈ U(Xα). Montrons que A2 est cofinal et ferme´ dans A. Notons
d’abord que si C est un sous-ensemble totalement ordonne´ de A1 admettant
la borne supe´rieure γ, alors la condition (∗∗), applique´e a` K(S)|A1, implique
que
Fγ(x) = lim
β∈C
P γβ (Fγ(x)) = lim
β∈C
Fβ(p˜
γ
β(x)),
ce qui entraˆıne que A2 est ferme´. De meˆme, nous avons
F (x) = lim
α∈A1
Fα(p˜α(c))
pour tout x ∈ U(X). Nous de´duirons la cofinalite´ de A2 du fait suivant :
Affirmation. Pour tout α ∈ A1, il existe α
∗ ≥ α dans A1 tel que Fα∗(y)
ait q composantes pour tout y ∈ U(Xα∗) tel que Fα(p
α∗
α (y)) ait plus d’une
composante.
Pour prouver cette affirmation, il suffit de montrer que, pour tout entier
n ≥ 1, il existe γn ≥ α dans A1 tel que Fγn(y) ait q composantes pour
tout y ∈ Un(Xγn) tel que Fα(p
γn
α (y)) ait plus d’une composante. En effet,
puisque A est filtrant, la condition (∗) garantit l’existence d’un α∗ ∈ A1
tel que α∗ ≥ γn pour tout n. Si y ∈ U(Xα∗) est tel que Fα(p
α∗
α (y)) ait
plus d’une composante et si n est tel que y appartienne a` Un(Xα∗), le choix
dz γn garantit que Fγn(p
α∗
γn
(y)) a q composantes. Puisque Fγn(p
α∗
γn
(y)) =
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Pα
∗
γn
(Fα∗(y)) et que Fα∗(y) a au plus q composantes, Fα∗(y) a exactement q
composantes.
Fixons un entier n ≥ 1, et soit Gn l’ensemble des x ∈ Un(Xα) tels
que Fα(x) ait plus d’une composante. Soient x ∈ Gn et z ∈ (pα,n)
−1(x).
Puisque Fα(x) = Pα(F (z)) a plus d’une composante, F (z) en a q et, puisque
F (z) = limβ∈A1 Fβ(p˜β(z)), il existe βz ≥ α dans A1 tel que Fβz(p˜βz(z)) ait
q composantes ; soient K1, . . . ,Kq ces composantes, et soient O1, . . . , Oq des
ouverts disjoints de Xβz tels que Ki ⊂ Oi pour 1 ≤ i ≤ q. La continuite´
de F entraˆıne l’existence d’un voisinage Vz de z dans Un(X) tel que, pour
tout z′ ∈ Vz, F (z
′) ⊂
⋃q
i=1Oi et F (z
′) ∩ Oi 6= ∅ pour 1 ≤ i ≤ q. Le com-
pact (pα,n)
−1(x) peut eˆtre recouvert par un nombre fini de ces ensembles Vz,
soient Vz1 , . . . , Vzr , et il existe un voisinage ouvert Wx de x dans Un(Xα) tel
que (pα,n)
−1(Wx) ⊂
⋃r
j=1 Vzj . Soit γx ∈ A1 tel que γx ≥ βzj pour 1 ≤ j ≤ r.
Si z appartient a` (pα,n)
−1(Wx), il existe 1 ≤ j ≤ r tel que z appartienne a`
Vzj , donc Fβj (p˜βzj (z)) = P
γx
βzj
(Fγx(p˜γx(z))) a q composantes, et l’ensemble
Fγx(p˜γx(z)) doit aussi avoir q composantes.
L’ensemble Gn est me´trisable et se´parable, donc peut eˆtre recouvert par
une famille de´nombrable {Wxm}
∞
m=1 des ouverts Wx, x ∈ Gn. En utilisant
(∗), nous pouvons trouver γn ∈ A1 tel que γn ≥ γxm pour tout m. Soit
y ∈ Un(Xγn) tel que Fα(p
γn
α (y)) ait plus d’une composante, et soit u tel
que Wxu contienne p
γu
α (y). La surjectivite´ de pγu entraˆıne la surjectivite´ de
pγu,n ; soit z ∈ Un(X) tel que pγu,n(z) (= p˜γu(z)) = y. Alors Fγxu (p
γn
γxu (y)) =
Fγxu (p˜γxu (z)) a q composantes et, comme Fγxu (p
γn
γxu (z)) = P
γn
γxu (Fγn(y)),
l’ensemble Fγn(y) a aussi q composantes.
Partant d’un e´le´ment arbitraire α0 de A1, de´finissons inductivement une
suite {αn} d’e´le´ments de A1 par αn+1 = α
∗
n. La borne supe´rieure β de la suite
{αn} appartient a` A1. Si y est un e´le´ment de U(Xβ) tel que Fβ(y) ait plus
d’une composante, la relation Fβ(y) = limn Fαn(p˜
β
αn(y)) entraˆıne l’existence
d’un n tel que Fαn(p˜
β
αn(y)) ait plus d’une composante. Puisque αn+1 =
α∗n, Fαn+1(p˜
β
αn+1(y)) a alors q composantes et l’e´galite´ Fαn+1(p˜
β
αn+1(y)) =
P βαn+1(Fβ(y)) entraˆıne que Fβ(y) a aussi q composantes. Cela montre que
β appartient a` A2. Comme α0 est un e´le´ment arbitraire du sous-ensemble
cofinal A1, la cofinalite´ de A2 en re´sulte.
Pour achever la de´monstration du the´ore`me 12, il suffit de ve´rifier la
cofinalite´ de l’ensemble B des e´le´ments α de A2 tels que, pour tout x ∈
U(Xα), chaque composante de Fα(x) soit Q-acyclique. Soit Bn l’ensemble
des α ∈ A2 tels que, pour tout x ∈ Un(Xα), chaque composante de Fα(x)
soit Q-acyclique, de sorte que B =
⋂∞
n=1Bn et Bn+1 ⊂ Bn pour tout n.
Comme l’intersection d’une suite de´croissante de sous-ensembles cofinaux et
ferme´s de A est encore un sous-ensemble cofinal et ferme´, il suffit de montrer
que chaque Bn est cofinal et ferme´ dans A, ce qui peut se faire en adaptant
les arguments du lemme 3 de [3]. 
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