Rotationally invariant techniques for handling parameter interactions in evolutionary multi-objective optimization by Iorio, A
Rotationally Invariant Techniques for Handling
Parameter Interactions in Evolutionary Multi-Objective
Optimization
A thesis submitted for the degree of
Doctor of Philosophy
Antony W. Iorio, B.App.Sci., M.App.Sci.
School of Computer Science and Information Technology,
Science, Engineering and Technology Portfolio,
Royal Melbourne Institute of Technology,
Melbourne, Victoria, Australia.
March 29, 2008
Declaration
I certify that except where due acknowledgement has been made, the work is that of the
author alone; the work has not been submitted previously, in whole or in part, to qualify for
any other academic award; the content of the thesis is the result of work which has been
carried out since the official commencement date of the approved research program; and,
any editorial work, paid or unpaid, carried out by a third party is acknowledged.
Antony W. Iorio
School of Computer Science and Information Technology
Royal Melbourne Institute of Technology
March 29, 2008
i
ii
iii
Acknowledgments
This thesis would not appear in its present form without the kind assistance and support of
the following individuals:
• Dr. Xiaodong Li, School of Computer Science and I.T., for his unstinting com-
mitment to helping see this project through to its final completion, and his equally
generous and wise guidance during its development;
• Assoc. Prof. Vic Ciesielski, School of Computer Science and I.T., for providing
many suggestions and invaluable guidance during my candidature;
• Alex Holkner for reading portions of my thesis and making useful suggestions.
Research for this thesis was done while I was in receipt of a scholarship from RMIT Univer-
sity and the School of Computer Science and I.T., without which I could not have completed
the work. In addition, I gratefully acknowledge the assistance of RMIT University’s School
of Computer Science and I.T. academic and administrative staff for assistance during my
candidature.
iv
Dedication
This thesis is dedicated to my parents, without whom none of this would have been even
possible.
vCredits
Portions of the material in this thesis have previously appeared in the following publica-
tions:
• A. Iorio and X. Li. Solving rotated multi-objective optimization problems using dif-
ferential evolution. In AI 2004: Advances in Artificial Intelligence: 17th Australian
Joint Conference on Artificial Intelligence, Cairns, Australia, volume 3339 of Lec-
ture Notes in Computer Science, pages 861–872, Cairns, Australia, December 6-10
2004. Springer.
• A. Iorio and X. Li. Incorporating directional information within a differential evo-
lution algorithm for multiobjective optimization. In GECCO 2006 Genetic and
Evolutionary Computation Conference, pages 691–697, Seattle, Washington, USA,
July 8-12 2006a. ACM Press.
• A. Iorio and X. Li. Rotated test problems for assessing the performance of multi-
objective optimization algorithms. In GECCO 2006 Genetic and Evolutionary Com-
putation Conference, pages 683–690, Seattle, Washington, USA, July 8-12 2006b.
ACM Press.
• A. Iorio and X. Li. Rotationally invariant crossover operators in evolutionary mul-
tiobjective optimization. In Simulated Evolution and Learning: 6th International
Conference, SEAL 2006, volume 4247 of Lecture Notes in Computer Science, pages
181–188, Hefei, China, October 15-18 2006c. Springer.
• A. Iorio and X. Li. Rotated problems and rotationally invariant crossover in evolution-
ary multi-objective optimization. International Journal of Computational Intelli-
gence and Applications (IJCIA), Special issue on Simulated Evolution and Learning,
2008 (accepted).
• A. W. Iorio and X. Li. Improving the performance and scalability of differential evo-
lution. In Simulated Evolution and Learning: 6th International Conference, SEAL
2008, volume 5361 of Lecture Notes in Computer Science, pages 131–140, Mel-
bourne, Australia, December 7-10 2008. Springer.
Contents
Abstract 1
1 Introduction 3
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Research questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Original contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.5 Thesis structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2 Related Work 12
2.1 Multi-objective optimization . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Conventional approaches to multi-objective optimization . . . . . . . . . . 14
2.2.1 Weighting method . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.2 The epsilon-constraint method . . . . . . . . . . . . . . . . . . . . 16
2.2.3 Min-max method . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3 Evolutionary multi-objective optimization . . . . . . . . . . . . . . . . . . 18
2.4 Non-dominated sorting approaches . . . . . . . . . . . . . . . . . . . . . . 19
2.5 Differential Evolution, Particle Swarm Optimization and other directed ap-
proaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.5.1 Differential Evolution using a local-dominance comparison . . . . 23
2.5.2 Differential Evolution using non-dominated sorting . . . . . . . . . 25
2.5.3 Other Differential Evolution approaches . . . . . . . . . . . . . . . 27
2.5.4 Particle Swarm Optimization approaches . . . . . . . . . . . . . . 28
2.5.5 Preference based and other approaches . . . . . . . . . . . . . . . 30
2.6 Parameter interaction concepts . . . . . . . . . . . . . . . . . . . . . . . . 32
2.7 Rotationally invariant approaches and correlated sampling . . . . . . . . . 35
2.7.1 Approaches for dealing with parameter interactions . . . . . . . . . 38
2.8 Multi-objective test problems . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.9 Evaluating the performance of EMOO algorithms . . . . . . . . . . . . . . 43
2.10 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
vi
CONTENTS vii
3 Rotated multi-objective test problems 50
3.1 Epistasis from rotated problems . . . . . . . . . . . . . . . . . . . . . . . 51
3.2 Measuring parameter interactions . . . . . . . . . . . . . . . . . . . . . . . 59
3.3 Constructing problems with parameter interactions . . . . . . . . . . . . . 62
3.4 Rotated problems with more than two objectives . . . . . . . . . . . . . . . 67
3.5 Other test problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4 A comparison of recombination operators 70
4.1 Recombination Operators . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.1.1 Simulated Binary Crossover (SBX) . . . . . . . . . . . . . . . . . 71
4.1.2 Simplex Crossover (SPX) . . . . . . . . . . . . . . . . . . . . . . 71
4.1.3 Uniform Normal Distribution Crossover (UNDX) . . . . . . . . . . 73
4.1.4 Parent-Centric Crossover (PCX) . . . . . . . . . . . . . . . . . . . 74
4.1.5 Differential Evolution (DE) . . . . . . . . . . . . . . . . . . . . . 74
4.2 Experiment Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.3 Discussion and Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3.1 Problem P1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3.2 Problem P2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.3.3 Problem P3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.3.4 Problem P4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.3.5 Problem OKA2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.3.6 Problem P5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5 Multi-objective Differential Evolution 97
5.1 Directional Information from Non-dominated Sorting . . . . . . . . . . . . 98
5.1.1 Convergence Information . . . . . . . . . . . . . . . . . . . . . . . 99
5.1.2 Using Spread Information . . . . . . . . . . . . . . . . . . . . . . 101
5.1.3 Using Spread and Convergence Information . . . . . . . . . . . . . 102
5.2 Sampling based approaches to Differential Evolution . . . . . . . . . . . . 105
5.3 CSDE - Combinatorial Sampling-based Differential Evolution . . . . . . . 108
5.4 Baseline Differential Evolution (DE2) . . . . . . . . . . . . . . . . . . . . 112
5.5 Experiment Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.6 Discussion and Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.6.1 Results on DE, DE-DC, DE-DS, and DE-DCS . . . . . . . . . . . 115
5.6.2 Results on DE2 and CSDE . . . . . . . . . . . . . . . . . . . . . . 123
5.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
CONTENTS viii
6 Truss-Topology and Shape Design 140
6.1 Problem description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
6.2 Experiment Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
6.2.1 10 Bar Truss-Topology Design Problem . . . . . . . . . . . . . . . 148
6.2.2 13-Bar Truss Topology and Shape Design . . . . . . . . . . . . . . 148
6.2.3 22-Bar Truss-Topology and Shape Design Problem . . . . . . . . . 148
6.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
6.3.1 10-Bar Truss-Topology Design Problem . . . . . . . . . . . . . . . 150
6.3.2 13-Bar Truss-Topology and Shape Design Problem . . . . . . . . . 152
6.3.3 22-Bar Truss-Topology and Shape Design Problem . . . . . . . . . 156
6.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
7 Conclusion and future work 165
7.1 Research questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
7.2 Key findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
7.3 Other findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
7.4 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
A Truss structure parameters 172
References 175
List of Figures
1.1 The single-objective rotated ellipsoid function . . . . . . . . . . . . . . . . 4
2.1 The mapping between solutions in the decision space and objective space. . 13
2.2 Minimization of the preference function on a convex problem. . . . . . . . 15
2.3 Minimization of the preference function on a non-convex problem. . . . . . 16
2.4 The epsilon-constraint method . . . . . . . . . . . . . . . . . . . . . . . . 17
2.5 The min-max method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.6 The crowding distance calculation using a cuboid. . . . . . . . . . . . . . . 22
2.7 Graph of sin(x) + sin(y), a separable function. . . . . . . . . . . . . . . . 33
2.8 Four extreme corners {(a, b), (c, b), (c, d), (a, d)} of a function F (x, y) . . 33
2.9 3-bit deceptive problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.10 F (x, y) = x2 + a1xy + a0y2 with a1 = 1.0. . . . . . . . . . . . . . . . . 36
2.11 F (x, y) = x2 + a1xy + a0y2 with a1 = 0.001. . . . . . . . . . . . . . . . 36
2.12 Distribution of offspring from a non-rotationally invariant operator . . . . . 37
2.13 Distribution of offspring from a rotationally invariant operator . . . . . . . 37
2.14 Distribution of offspring from correlated and uncorrelated sampling schemes 38
2.15 The hyper-volume indicator. . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.16 Attainment surface of a single approximation set. . . . . . . . . . . . . . . 47
2.17 Three attainment surfaces from three approximation sets. . . . . . . . . . . 47
2.18 Diagonal lines used to sample the median summary attainment surface.
The median summary attainment surface is in bold. . . . . . . . . . . . . . 48
3.1 A rotated problem can reduce the interval of possible improvement. . . . . 51
3.2 A rotated problem can trap points along the valley. . . . . . . . . . . . . . 52
3.3 The distribution of offspring from SBX and DE. . . . . . . . . . . . . . . . 53
3.4 Problem P1 rotated 45-degrees. . . . . . . . . . . . . . . . . . . . . . . . . 54
3.5 The contour plot of non-rotated Problem P1. . . . . . . . . . . . . . . . . . 55
3.6 The contour plot of rotated Problem P1. . . . . . . . . . . . . . . . . . . . 56
3.7 Distribution of non-dominated solutions from SBX on un-rotated Problem
P1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
ix
LIST OF FIGURES x
3.8 Distribution of non-dominated solutions from SBX on rotated Problem P1. . 58
3.9 Algorithm for generating a random rotation matrix. . . . . . . . . . . . . . 63
3.10 Surface and contour plots of function f1 and f2 of Problem P2. . . . . . . . 65
3.11 Surface and contour plots of function f1 and f2 of Problem P3. . . . . . . . 66
3.12 Surface and contour plots of function f1 and f2 of Problem P4. . . . . . . . 67
4.1 Offspring resulting from two parents using SBX. . . . . . . . . . . . . . . 72
4.2 Simplex Crossover (SPX). . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.3 Uniform Normal Distribution Crossover (UNDX). . . . . . . . . . . . . . . 74
4.4 Parent-Centric Crossover (PCX). . . . . . . . . . . . . . . . . . . . . . . . 75
4.5 Differential Evolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.6 Non-dominated front in the rotated and un-rotated case for SBX. . . . . . . 79
4.7 Non-dominated solutions in the rotated and un-rotated case for SBX. . . . . 80
4.8 Solutions skewing away from the Pareto-optimal front. . . . . . . . . . . . 81
4.9 Median Attainment Surface for Problem P1 . . . . . . . . . . . . . . . . . 83
4.10 Median Attainment Surface for Problem P2 . . . . . . . . . . . . . . . . . 85
4.11 Worst Attainment Surface for Problem P2 . . . . . . . . . . . . . . . . . . 86
4.12 Worst Attainment surface for Problem P3 . . . . . . . . . . . . . . . . . . 88
4.13 Worst attainment surface for Problem P4 . . . . . . . . . . . . . . . . . . . 90
5.1 DE with Directed Convergence (DE-DC). . . . . . . . . . . . . . . . . . . 99
5.2 DE with Directed Spread (DE-DS). . . . . . . . . . . . . . . . . . . . . . . 100
5.3 DE with Directed Convergence and Spread (DE-DCS). . . . . . . . . . . . 105
5.4 (a) The offspring generated from a population of 4 using the CSDE scheme.
(b) The offspring generated from a population of 4 using the basic DE/rand/1/bin
scheme with and without crossover. . . . . . . . . . . . . . . . . . . . . . 107
5.5 CSDE samples points around a ‘better’ individual. . . . . . . . . . . . . . . 109
5.6 Distribution of offspring from CSDE and DE with crossover. . . . . . . . . 111
5.7 Distribution of all possible offspring from 3 parent individuals and a muta-
tion scaling factor F=0.5. (a) CSDE and (b) DE2 with crossover. . . . . . . 112
5.8 Average - over generations on Problem P1 (30 variables). . . . . . . . . . . 135
5.9 Average hyper-volume over generations on Problem P2 (30 variables). . . . 136
5.10 Average hyper-volume over generations on Problem P3 (30 variables). . . . 137
5.11 Average hyper-volume over generations on Problem P4 (30 variables). . . . 138
5.12 Average hyper-volume over generations on Problem P1 (200 variables). . . 139
6.1 The 10 bar truss problem with all bars present. . . . . . . . . . . . . . . . . 142
6.2 The 10 bar truss problem with bars 2, 5, 6, and 10 absent. . . . . . . . . . . 142
6.3 The 10 bar truss problem with degrees-of-freedom numbered. . . . . . . . 143
6.4 The 10-bar truss problem Hessian matrix for tail solution . . . . . . . . . . 146
LIST OF FIGURES xi
6.5 The 10-bar truss problem Hessian matrix . . . . . . . . . . . . . . . . . . . 147
6.6 The 13-bar truss with all bars present. . . . . . . . . . . . . . . . . . . . . 148
6.7 The 13-bar truss with nodes displaced and some members absent. . . . . . 149
6.8 The 22-bar truss with all bars present. . . . . . . . . . . . . . . . . . . . . 149
6.9 The 22-bar truss with nodes displaced and some members absent. . . . . . 150
6.10 Worst attainment surface for DE variants on the 10-bar truss. . . . . . . . . 152
6.11 Median attainment surface for DE variants on the 10-bar truss. . . . . . . . 153
6.12 Worst attainment surface for DE variants on the 13-bar truss. . . . . . . . . 154
6.13 Median attainment surface for DE variants on the 10-bar truss. . . . . . . . 156
6.14 All non-dominated solutions for SBX and CSDE (13-bar truss). . . . . . . 159
6.15 Worst attainment surface for DE variants on the 22-bar truss. . . . . . . . . 161
6.16 Median attainment surface for DE variants on the 22-bar truss. . . . . . . . 162
6.17 All non-dominated solutions for SBX and CSDE (22-bar truss). . . . . . . 163
6.18 The 22-bar truss problem Hessian matrix . . . . . . . . . . . . . . . . . . . 164
6.19 The 22-bar truss problem Hessian matrix for tail solution . . . . . . . . . . 164
List of Tables
3.1 Hessian of Problem P1 f2 unrotated. . . . . . . . . . . . . . . . . . . . . . 60
3.2 Hessian of Problem P1 f2 rotated 45-degrees. . . . . . . . . . . . . . . . . 61
3.3 Hessian of Problem P1 f1 for rotated and unrotated state. . . . . . . . . . . 62
4.1 Hypervolume at generation 800 (Problem P1) . . . . . . . . . . . . . . . . 82
4.2 Epsilon indicator at generation 800 (Problem P1) . . . . . . . . . . . . . . 82
4.3 Hypervolume at generation 800 (Problem P2) . . . . . . . . . . . . . . . . 84
4.4 Epsilon indicator at generation 800 (Problem P2) . . . . . . . . . . . . . . 85
4.5 Hypervolume at generation 800 (Problem P3) . . . . . . . . . . . . . . . . 87
4.6 Epsilon indicator at generation 800 (Problem P3) . . . . . . . . . . . . . . 87
4.7 Hypervolume at generation 800 (Problem P4) . . . . . . . . . . . . . . . . 89
4.8 Epsilon indicator at generation 800 (Problem P4) . . . . . . . . . . . . . . 89
4.9 Hypervolume at generation 800 (Problem OKA2) . . . . . . . . . . . . . . 91
4.10 Epsilon indicator at generation 800 (Problem OKA2) . . . . . . . . . . . . 91
4.11 Hypervolume at generation 300 (Problem P5 with 4 objectives) . . . . . . . 92
4.12 Hypervolume at generation 300 (Problem P5 with 8 objectives) . . . . . . . 92
4.13 Epsilon indicator at generation 300 (Problem P5 with 4 objectives) . . . . . 93
4.14 Epsilon indicator at generation 300 (Problem P5 with 8 objectives) . . . . . 94
4.15 Summary of results for recombination variants. . . . . . . . . . . . . . . . 95
5.1 Differential Evolution variants . . . . . . . . . . . . . . . . . . . . . . . . 114
5.2 Epsilon indicator at generation 800 (Problem P1) . . . . . . . . . . . . . . 116
5.3 Hypervolume at generation 800 (Problem P1) . . . . . . . . . . . . . . . . 116
5.4 Epsilon indicator at generation 800 (Problem P2) . . . . . . . . . . . . . . 117
5.5 Hypervolume at generation 800 (Problem P2) . . . . . . . . . . . . . . . . 117
5.6 Epsilon indicator at generation 800 (Problem P3) . . . . . . . . . . . . . . 118
5.7 Hypervolume at generation 800 (Problem P3) . . . . . . . . . . . . . . . . 119
5.8 Epsilon indicator at generation 800 (Problem P4) . . . . . . . . . . . . . . 119
5.9 Hypervolume at generation 800 (Problem P4) . . . . . . . . . . . . . . . . 119
5.10 Epsilon indicator at generation 800 (Problem OKA2) . . . . . . . . . . . . 120
xii
LIST OF TABLES xiii
5.11 Hypervolume at generation 800 (Problem OKA2) . . . . . . . . . . . . . . 121
5.12 Epsilon indicator at generation 300 (Problem P5 with 4 objectives) . . . . . 121
5.13 Hypervolume at generation 300 (Problem P5 with 4 objectives) . . . . . . . 122
5.14 Epsilon indicator at generation 300 (Problem P5 with 8 objectives) . . . . . 122
5.15 Hypervolume at generation 300 (Problem P5 with 8 objectives) . . . . . . . 123
5.16 Epsilon Indicator for DE variants on problem P1 at generation 50 . . . . . . 124
5.17 Hypervolume indicator for DE variants on problem P1 at generation 50 . . 125
5.18 Epsilon Indicator for DE variants on problem P2 at generation 50 . . . . . . 125
5.19 Hypervolume indicator for DE variants on problem P2 at generation 50 . . 125
5.20 Epsilon Indicator for DE variants on problem P3 at generation 50 . . . . . . 126
5.21 Hypervolume indicator for DE variants on problem P3 at generation 50 . . 126
5.22 Epsilon Indicator for DE variants on problem P4 at generation 50 . . . . . . 127
5.23 Hypervolume indicator for DE variants on problem P4 at generation 50 . . 128
5.24 Epsilon Indicator for DE variants on problem OKA2 at generation 50 . . . 128
5.25 Hypervolume indicator for DE variants on problem OKA2 at generation 50 128
5.26 Epsilon indicator at generation 50 (Problem P5 with 4 objectives) . . . . . 129
5.27 Hypervolume at generation 50 (Problem P5 with 4 objectives) . . . . . . . 130
5.28 Epsilon indicator at generation 50 (Problem P5 with 8 objectives) . . . . . 130
5.29 Hypervolume at generation 50 (Problem P5 with 8 objectives) . . . . . . . 131
5.30 Summary of results for SBX, DE, DE-DC, DE-DS and DE-DCS . . . . . . 133
5.31 Summary of results for SBX, DE2, CSDE and DE-DCS. . . . . . . . . . . 133
6.1 Epsilon indicator at generation 50 (10-bar truss) . . . . . . . . . . . . . . . 151
6.2 Hypervolume at generation 50 (10-bar truss) . . . . . . . . . . . . . . . . . 151
6.3 Structures discovered by SBX and CSDE (13-bar problem). . . . . . . . . . 155
6.4 Epsilon indicator at generation 50 (13-bar truss) . . . . . . . . . . . . . . . 157
6.5 Hypervolume at generation 50 (13-bar truss) . . . . . . . . . . . . . . . . . 157
6.6 Epsilon indicator at generation 200 (22-bar truss) . . . . . . . . . . . . . . 158
6.7 Hypervolume at generation 200 (22-bar truss) . . . . . . . . . . . . . . . . 158
6.8 Structures discovered by SBX and CSDE (22-bar problem). . . . . . . . . . 160
A.1 10-bar truss parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
A.2 13-bar truss parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
A.3 22-bar truss parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
List of Algorithms
1 non-dominated-sort(P ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2 Non-dominated Sorting Genetic Algorithm (NSGA-II) . . . . . . . . . . . 20
3 crowding-sort(F,<c) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4 Simulated Binary Crossover with Uniform Crossover . . . . . . . . . . . . 72
5 Simplex Crossover . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6 Uniform Normal Distribution Crossover . . . . . . . . . . . . . . . . . . . 74
7 Parent-centric Crossover . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
8 Differential Evolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
9 DE with Directed Convergence (DE-DC). . . . . . . . . . . . . . . . . . . 101
10 DE with Directed Spread (DE-DS). . . . . . . . . . . . . . . . . . . . . . . 103
11 DE with Directed Convergence and Spread (DE-DCS). . . . . . . . . . . . 104
12 Baseline Differential Evolution using a single difference vector (DE2). . . . 113
xiv
Abstract
In traditional optimization approaches the interaction of parameters associated with a prob-
lem is not a significant issue, but in the domain of Evolutionary Multi-Objective Opti-
mization (EMOO) traditional genetic algorithm approaches have difficulties in optimizing
problems with parameter interactions. Parameter interactions can be introduced when the
search space is rotated. Genetic algorithms are referred to as being not rotationally invari-
ant because their behavior changes depending on the orientation of the search space. Many
empirical studies in single and multi-objective evolutionary optimization are done with re-
spect to test problems which do not have parameter interactions. Such studies provide a
favorably biased indication of genetic algorithm performance. This motivates the first as-
pect of our work; the improvement of the testing of EMOO algorithms with respect to the
aforementioned difficulties that genetic algorithms experience in the presence of parameter
interactions.
To this end, we examine how EMOO algorithms can be assessed when problems are
subject to an arbitrarily uniform degree of parameter interactions. We establish a theoretical
basis for parameter interactions and how they can be measured. Furthermore, we ask the
question of what difficulties a multi-objective genetic algorithm experiences on optimiza-
tion problems exhibiting parameter interactions. We also ask how these difficulties can be
overcome in order to efficiently find the Pareto-optimal front on such problems. Existing
multi-objective test problems in the literature typically introduce parameter interactions by
altering the fitness landscape, which is undesirable. We propose a new suite of test prob-
lems that exhibit parameter interactions through a rotation of the decision space, without
altering the fitness landscape. In addition, we compare the performance of a number of
recombination operators on these test problems.
The second aspect of this work is concerned with developing an efficient multi-objective
optimization algorithm which works well on problems with parameter interactions. Differ-
ential evolution, which is a vector-wise population based algorithm, is used as the founda-
tion for the algorithms developed. We investigate how an evolutionary algorithm can be
made more efficient on multi-objective problems with parameter interactions by develop-
ing four novel rotationally invariant differential evolution approaches. We also ask how the
most promising variants perform on real-world case studies; namely three truss-topology
2and shape design problems with the conflicting objectives of minimizing weight and de-
flection. Finally, we ask whether the proposed approaches are competitive in comparison
with a state-of-the-art EMOO algorithm.
Our results show that rotationally invariant approaches are generally superior in per-
formance compared with a non-rotationally invariant approach. Furthermore, EMOO al-
gorithms that use a dominance principle readily discover many non-dominated solutions in
problem domains with many objectives. This can cause stagnation because no suitable di-
rection for the search can be discovered. Despite this, advantages gained from rotationally
invariant operators are still apparent.
We propose several differential evolution approaches incorporating directional infor-
mation from the multi-objective search space in order to accelerate and direct the search.
Experimental results indicate that dramatic improvements in efficiency can be achieved by
directing the search towards points which are more dominant and more diverse. We also
address the important issue of diversity loss in rotationally invariant vector-wise differential
evolution. Being able to generate diverse solutions is critically important in order to avoid
stagnation. In order to address this issue, one of the directed approaches that we examine
incorporates a novel sampling scheme around better individuals in the search space. This
variant is able to perform exceptionally well on the test problems with much less com-
putational cost and scales to very high decision space dimensions even in the presence of
parameter interactions.
Chapter 1
Introduction
In 1859, British naturalist Charles Darwin published his now famous treatise on natural
selection, The Origin Of Species [Darwin, 1995]. More than a century later this power-
ful idea germinated an altogether new field of computing from Holland [1975], where the
central ideas of evolution were first demonstrated being applied in a genetic algorithm to
an optimization problem. In the broader area of evolutionary algorithms, of which genetic
algorithms are a subset, the following characteristics are commonly found; evolutionary
algorithms maintain a population of individuals which is perturbed according to the cen-
tral principle of evolution; individuals are selected for reproduction based on their fitness
whereby desirable characteristics are passed on to the next generation. Through this pro-
cess over a number of generations, fitter individuals are maintained within the population.
A whole field of research has spawned from the observation that this powerful idea
can be applied to optimization problems and machine learning. Evolutionary algorithms
have been applied to solve a multitude of optimization problems from engineering design,
scheduling, robot control systems, machine learning, protein folding, and electronic circuit
design to name a few.
Despite the power of genetic algorithms and many other similar algorithms, they can
meet with difficulties on problems that have many parameter interactions between decision
variables. Such an issue does not occur with traditional optimization methods, but it is a se-
rious issue with evolutionary methods. Problems with parameter interactions are analogous
to a shortwave broadcast that can only be tuned in by rotating many dials at once on a radio
receiver. Only a simultaneous improvement on all parameters can lead to a fitter solution.
Unless the algorithm is capable of making simultaneous vector-wise1 changes to a set of
parameters, the search progress will stagnate. In the application of evolutionary algorithms
to solve optimization problems in the real-world, one may also find a multitude of prob-
lems with extensive parameter interactions between problem parameters. This was made
apparent by Rasheed and Galsey [1996] where the use of a vector-wise line-recombination
1A vector-wise operation involves a uniform calculation on each parameter in the vector.
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Figure 1.1: The single-objective rotated ellipsoid function
technique on an engineering problem in aircraft design was necessary in order to find an
optimal solution. The temperature inversion problem is also difficult to solve using a ge-
netic algorithm for the same reason [Lunacek et al., 2004; Whitley et al., 2004]. Traditional
genetic algorithms failed to optimize these problems because of the presence of parameter
interactions.
In addition to the application of evolutionary algorithms in real-world problem do-
mains, the performance of evolutionary algorithms is often evaluated on test problems.
Unfortunately, many test problems do not have parameter interactions. This is undesirable
because one cannot draw general and useful conclusions about an optimization algorithm’s
behavior if one only evaluates its performance on a problem that has no parameter interac-
tions.
In Figure 1.1 we show a simple ellipsoid test problem in two dimensions which is ro-
tated. The optimal solution is the minimum located at the origin. The valley that bisects
the decision space can trap solutions once the problem is rotated. Rotating a non-linear
problem such as this in the decision space introduces parameter interactions to the problem
because if a solution is located on the valley only a simultaneous (vector-wise) improve-
ment in each decision variable can perturb it towards a more optimal point. If the behavior
of an optimization algorithm is insensitive to the orientation of such a problem in the deci-
sion space it is referred to as being rotationally invariant.
Although we have only discussed single-objective problems with parameter interac-
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tions, such characteristics can also be present in multi-objective problems. In multi-objective
problem domains evolutionary optimization algorithms are applied in order to find an op-
timal set of trade-off solutions from the search space using a population of solutions. This
contrasts with single-objective optimization where there is typically a single global opti-
mum solution. In evolutionary multi-objective optimization a population of solutions to a
problem is evolved and each solution is evaluated on each objective. Some solutions are
said to be better than other solutions because they are better with respect to all objective
evaluations. These solutions are more likely to be selected for the next generation. In ad-
dition, some solutions may be better on some but not all objectives, and worse on others.
Solutions that are related to each other in this manner are considered to be as good as each
other and are said to be non-dominated in relation to each other.
With respect to the unique aspects of multi-objective optimization, this thesis is con-
cerned with the development of new multi-objective test problems that exhibit parameter
interactions. We will develop an understanding of the difficulties that Evolutionary Multi-
Objective Optimization (EMOO) algorithms can experience on such problems. In addition,
we will also develop new techniques for handling parameter interactions in multi-objective
problems and demonstrate their viability on three case study applications.
1.1 Motivation
The first aspect of this work is concerned with the improvement of EMOO algorithm test-
ing, where the performance of EMOO algorithms is evaluated such that no particular co-
ordinate axes is favored by the test problems. Until rather recently, the majority of test
problems in the literature have been favorably biased towards genetic algorithms. Such
problems are easily solved by traditional genetic algorithms that perform independent per-
turbations of parameters. Single objective test problems that introduce parameter interac-
tions have gained in popularity recently, and present challenges to many single objective
evolutionary algorithms. However, parameter interaction in multi-objective optimization is
yet to be fully understood. This provides our motivation to explore the deficiencies associ-
ated with EMOO algorithms on problems with parameter interactions. It also motivates us
to develop an alternative approach to the construction of multi-objective test problems.
The second aspect of this work is the development of evolutionary algorithms that ef-
ficiently optimize multi-objective problems which have parameter interactions, which is
an area that has received little attention until now. In evolutionary multi-objective opti-
mization it is desirable to efficiently obtain a good approximation of the trade-off solution
set, or the Pareto-optimal set as it is more commonly referred to. This requires rapid con-
vergence, while also maintaining a diverse set of solutions so that a reasonable number of
trade-off solutions can be found. The presence of parameter interactions can make this goal
more difficult to attain. In addition, this goal can be challenging because many vector-wise
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approaches lose diversity quickly.
One well known vector-wise approach that this thesis is primarily concerned with is
differential evolution [Price, 1996]. In the basic differential evolution approach, parents
are chosen from a population of individuals, and a difference vector is calculated between
two parents. This vector is then scaled and added to another individual in order to generate
an offspring. Differential evolution is a very simple population based optimization algor-
ithm with a number of attractive qualities. Most importantly, some variants of differential
evolution are rotationally invariant and are better at sampling the search space in the pres-
ence of parameter interactions. Furthermore, differential evolution can self-adapt its search
behavior. We were inspired by many of these qualities and they provided the motivation
for considering differential evolution as an important basis for many of the multi-objective
techniques developed in this thesis.
1.2 Research questions
For this dissertation we have investigated a variety of important issues in the field of
EMOO. We have formulated these different issues into research questions that will be ad-
dressed in this thesis:
1. What are the short-comings associated with a multi-objective genetic algorithm on
problems with parameter interactions and how can these short-comings be over-
come?
By understanding the limitations of genetic algorithms on multi-objective problems
with parameter interactions we can provide motivation for the development of tech-
niques which do not have such limitations. In addition, an analysis of genetic al-
gorithm performance on such test problems clearly demonstrates why they fail on
problems with parameter interactions, which has not been explored in detail before.
2. How can a fair assessment of EMOO algorithm performance be achieved with re-
spect to problems with parameter interactions?
Answering this question is critically important because many test problems are eas-
ily solved by genetic algorithms because they do not have parameter interactions. In
this respect, evolutionary algorithm performance is favorably biased towards genetic
algorithms on such problems. It is desirable to have test problems which have mul-
tiple objectives and do not favor any particular coordinate axes, because real-world
problems do not favor a particular coordinate axes for the search space either and
typically consist of multiple conflicting objectives.
3. How can an EMOO algorithm be developed in order to improve its performance on
problems with parameter interactions?
This question has received little attention by researchers even though it is extremely
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important considering the number of real-world problems which are multi-objective
and also exhibit interactions between parameters. A multi-objective problem do-
main presents unique requirements for an algorithm, because there is a set of global
optimal trade-off solutions that is desired. In addition, problems with parameter in-
teractions are typically optimized using vector-wise perturbations. With these two
considerations in mind, we intend to develop new techniques which are competitive
with existing EMOO approaches, which may have greater practical worth compared
with other approaches when applied to problems with multiple objectives and pa-
rameter interactions.
4. Are the proposed EMOO algorithms competitive in comparison with a state-of-the-
art multi-objective genetic algorithm on problems with parameter interactions?
In order to demonstrate the worth of any EMOO algorithms developed in this the-
sis one needs to evaluate their performance relative to a well known state-of-the-art
EMOO algorithm on a variety of test problems that exhibit parameter interactions.
The algorithm we compare our approaches with has been used on a variety of real-
world problems and has also received extensive attention from evolutionary algor-
ithm researchers.
5. Are the proposed EMOO algorithms competitive in comparison with a multi-objective
genetic algorithm on an application that exhibits parameter interactions?
Evaluating the EMOO algorithms developed in this thesis purely on test problems is
insufficient in order to determine their usefulness. In order to convincingly demon-
strate the worth of any algorithm developed, it should be evaluated in an application
domain from the real world that also exhibits parameter interactions between deci-
sion variables. Answering this question also serves the purpose of demonstrating the
practicality of any proposed approach. In addition, by comparing it with the per-
formance of a genetic algorithm on the same problem we can determine the relative
effectiveness of our approaches as well.
1.3 Methodology
The test problems that we propose introduce parameter interactions through a rotation of
the decision space. The rotation technique used guarantees a uniformly random rotation in
any number of decision space planes. Although parameter interactions can be introduced in
other types of problems, such as combinatorial problems, for our purposes we are only con-
sidering multi-objective problems with real-valued decision variables where one or more
objectives have parameter interactions between decision variables. The problems that are
constructed are based on the ZDT [Deb, 1999] and DTLZ [Deb et al., 2002c] frameworks.
The motivation for using both of these frameworks is their simplicity, the fact that a variety
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of researchers utilize them in the evaluation of EMOO algorithms and the Pareto-optimal
fronts are known.
The algorithm that was chosen as the framework for the techniques studied in this thesis
is a state-of-the-art genetic algorithm NSGA-II [Deb et al., 2002a]. It was chosen because
its benefits and deficiencies are understood, it has been applied widely to many problems,
and it is well known by researchers. Furthermore, this algorithm provides two measures of
fitness; a crowding distance measure and a measure of rank with respect to a dominance
relationship. Both of these are useful with respect to the differential evolution approaches
we develop for guiding the search towards better solutions.
In single objective optimization, we are primarily interested in the best solution found
so far. In multi-objective optimization, there is no single criteria for measuring the per-
formance of an algorithm. Many performance measures exist in the literature, and some
have important theoretical qualities. For example, the hyper-volume indicator [Zitzler and
Thiele, 1998a] guarantees that the larger the area is covered by a solution set, the better the
set of solutions is. In addition, the additive binary epsilon indicator [Zitzler et al., 2003]
compliments this metric by providing a measure that can clearly indicate whether one set of
solutions is strictly better than another. Therefore, our evaluation is based on these metrics.
In our statistical analysis the Wilcoxon rank sum test is employed to determine statisti-
cal significance between two distributions [Witte and Witte, 1997]. Strictly speaking in our
application of the test, the Wilcoxon rank sum tests the null hypothesisH0 that the medians
of two population distributions are equal. The rejection ofH0 indicates that the populations
differ in some way. If the populations are assumed to have similar characteristics, which
is an entirely reasonable assumption for the comparisons that are performed in this thesis,
then the rejection of the null hypothesis H0 indicates that the populations are different in
their central tendencies. Furthermore, if there is a concern about population differences in
a particular direction the Wilcoxon rank sum test can be used to test if the populations are
similar. This is useful for our purposes. Because the data resulting from our experiments is
not normally distributed and we do not wish to make any assumptions about the distribution
of the data, a distribution free test such as the Wilcoxon rank sum test is appropriate. For
the purpose of obtaining a reasonable sample for the statistical analysis, the non-dominated
sets of 50 runs of each algorithm variant are collected for each test problem.
In addition, the summary attainment surface technique is used for visualizing the Pareto-
optimal front. The summary attainment surface method provides information that perfor-
mance measures cannot. This technique is used by us in order to give a good visual in-
dication of the median and worst case performance of the algorithms that we studied and
developed. The median summary attainment surface is used in our comparative studies be-
cause it provides an indication of typical algorithm performance. Moreover, there is always
the case that an algorithm could degenerate into its worst case behavior. If the worst case
of an algorithm is significantly worse than the performance of another algorithm, one may
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be inclined to choose the algorithm with the better worst case summary attainment surface
for reasons of algorithm reliability.
The degree of parameter interactions present in a problem is measured using the Hes-
sian matrix, which is a matrix of second-order partial derivatives. This measure of param-
eter interaction is useful for understanding the extent of parameter interactions in the case
study employed in this thesis, how parameter interactions relate to algorithm performance,
and for demonstrating the presence of parameter interactions using a theoretically sound
measure.
Finally, in order to demonstrate the worth of the proposed approaches in practice, case
studies are used from the engineering design domain; namely, three truss-topology and
shape design optimization problems. The choice of these problems is motivated by the fact
that they are widely used in the structural optimization and evolutionary domains, they ap-
proximate the types of problems that engineers deal with in the real-world and they demon-
strate parameter interactions between variables. With regards to these considerations, the
truss design problems help us to demonstrate the worth of the techniques developed in this
thesis, which are intended to handle parameter interactions and optimize problems more
efficiently.
1.4 Original contributions
This dissertation makes a number of research contributions to the current state-of-the-art in
the domain of EMOO algorithms and test problems. The list of contributions includes:
• Creation of a suite of rotatable test problems for assessing the performance of EMOO
algorithms such that the test problems are designed to not favor any particular coor-
dinate axes. The suite we developed consists of four new rotated problems exhibiting
parameter interactions.
• An understanding of the poor behavior associated with multi-objective genetic algo-
rithms on problems with parameter interactions.
• Comparative evaluation of a state-of-the-art genetic algorithm with many current
rotationally invariant approaches from the literature.
• Development of a means by which information from the multi-objective problem
domain can help accelerate and direct the search in a multi-objective optimization
algorithm. We developed three schemes: a method for directing the search towards
individuals with better rank, a method for directing the search towards more diverse
regions and a method for directing the search towards individuals with better rank
and more diverse regions.
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• Insight provided for why rotationally invariant differential evolution can stagnate
because of a loss in sampling diversity.
• Development of a scalable differential evolution algorithm that employs an effective
sampling technique while still partly retaining the property of rotational invariance.
• Comparative evaluation of the differential evolution techniques that we developed in
order to identify the most promising approaches and identification of the aspects of
directed differential evolution that result in better algorithm performance.
• Demonstration of the most promising approaches that we developed with three truss
optimization problems which have parameter interactions. We identified that one
or more of the developed approaches are highly competitive with a state-of-the-art
genetic algorithm in the truss optimization problem domain.
• A theoretical understanding of non-separable and separable problems.
• The use of a Hessian matrix to measure the degree of parameter interactions in multi-
objective problems.
1.5 Thesis structure
The thesis is divided into seven chapters and is organized as follows:
• The related work in Chapter 2 provides an overview of literature which is relevant
to this thesis. The major areas that are reviewed include traditional approaches to
EMOO algorithms and multi-objective test problems, parameter interaction termi-
nology and a theoretical basis for parameter interactions, performance assessment
criteria, and multi-objective differential evolution.
• Chapter 3 describes the issues associated with parameter interactions in the multi-
objective problem domain and proposes a number of rotatable multi-objective test
problems for the evaluation of EMOO algorithms, such that the test problems do
not favor any particular coordinate axes. It also explains the difficulties that EMOO
algorithms experience on such problems and proposes the use of a Hessian matrix
for measuring parameter interactions in multi-objective problems.
• Chapter 4 provides a comparative study of a number of rotationally invariant recom-
bination operators within the context of EMOO. In this chapter we also demonstrate
how rotationally invariant approaches are superior to non-rotationally invariant ap-
proaches.
• Chapter 5 introduces a number of rotationally invariant differential evolution schemes
which incorporate directional information, and evaluates them on the test problems
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described in Chapter 3. In addition we develop a sampling based differential evo-
lution scheme which is highly scalable in the decision space and partly rotationally
invariant. We also explain and demonstrate how directional information and sam-
pling based differential evolution can improve the efficiency of EMOO algorithms.
• Chapter 6 provides an empirical comparison involving three truss-topology design
optimization problems. The problems are described, and a variety of differential
evolution variants incorporating directional information, which were described in
Chapter 5, are compared with the state-of-the-art genetic algorithm NSGA-II. The
purpose of this chapter is to demonstrate the practical worth of the approaches incor-
porating directional information.
• Finally, a summary of the thesis outcomes is provided in Chapter 7, where the major
findings, the conclusions, and future directions for the work are discussed in refer-
ence to the research questions that we posed.
Chapter 2
Related Work
In this chapter we provide a survey of the literature that is of particular relevance to the
work presented in this thesis. Furthermore, the literature survey provides an overview
of some of the existing limitations of the relevant work. This in turn provides the foun-
dation for the work presented in the following chapters. Firstly, the primary concept of
multi-objective optimization is introduced in Section 2.1. Following this, a number of well
known traditional approaches to multi-objective optimization are introduced in Section 2.2.
Section 2.3 introduces some of the seminal works in EMOO. Many such algorithms are of-
ten guided using a Pareto-optimal dominance concept, such as non-dominated sorting. In
Section 2.4 this important concept will be introduced as it forms the cornerstone of the
algorithm variants incorporating directional information that are investigated in this thesis.
In Section 2.5, Multi-objective DE algorithms are discussed, including some approaches
that leverage directional information from the multi-objective search space such as Particle
Swarm Optimization (PSO). Following this, Section 2.6 discusses the terminology from
the literature associated with parameter interactions and provides some preliminary work
for how parameter interactions can be measured. Section 2.7 discusses EMOO approaches
that have addressed the issue of parameter interactions in multi-objective problems. In
Section 2.8 we look at various ways that test problems have been proposed in the literature
for evaluating EMOO algorithms. Finally, work involving the performance evaluation of
EMOO algorithms is discussed in Section 2.9, including the performance indicators used
in this thesis.
2.1 Multi-objective optimization
In this section, we introduce a more formal description of multi-objective optimization,
along with the relevant concepts of domination, non-domination, and Pareto-optimality.
These concepts are important as they provide the foundation for understanding the work
presented in this thesis.
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Definition 2.1.1 Multi-objective optimization Multi-objective optimization is concerned
with finding the optimal set of trade-off solutions in the presence of multiple, possibly con-
flicting objectives. This problem can be defined as a minimization problem without loss of
generalization. The decision variables of a problem are typically represented by a vector
x = [x1.. xN ]
T where N is the number of decision variables in the problem. For instance,
the optimization of a spring design would have the following design variables; x1= number
of spring coils, x2= the wire diameter, and x3= the mean coil diameter.
0 0
f2
f1
Feasible objective space
x2
x1
Feasible decision space space
Pareto-optimal solutions
Pareto-optimal
solutions
Pareto-optimal
front
map to the Pareto-optimal front
Figure 2.1: The mapping between solutions in the decision space and objective space.
Definition 2.1.2 Constraints Problems are also formulated with constraints, which are
restrictions placed on the design. In the case of a spring design problem, a constraint would
be an upper limit for the stress on the spring. Constraints are expressed as a set of inequality
functions and equality functions. The inequality constraints gj(x) ≤ 0 for j = 1, ..., J are
specified where J is the number of inequality constraints. Equality constraints are also
expressed in a similar fashion as hk(x) = 0 for k = 1, ...,K. Almost all models of real
world problems are specified with a number of these types of constraints.
Definition 2.1.3 Objective functions The final component of a multi-objective problem
is the expression of the objective functions. In the case of a spring design problem this
would be the minimization of the stress experienced by the spring and the minimization
of the volume of the spring. Without loss of generalization, M objectives are expressed
as minimization functions as min{fi(x) : g(x) ≤ 0,h(x) = 0} for i = 1, ...,M . The
minimization problem is subject to inequality and equality constraints. A maximization
objective can be defined as a minimization objective by multiplying the objective function
by -1.
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Definition 2.1.4 Dominance principle In multi-objective optimization the dominance
relation describes if a candidate solution is better than another candidate solution. For any
two candidate solutions x(1) dominates x(2) iff ∀ i ∈ {1, ...,M} fi(x(1)) ≤ fi(x(2)) and
∃ i ∈ {1, ...,M} such that fi(x(1)) < fi(x(2)). Less formally, x(1) dominates solution x(2)
if its evaluation on each objective function is better than or equal to the evaluation of x(2),
and x(1) is better than x(2) in at least one of the objectives. It follows from the definition
of dominance, that some solutions do not meet the criteria of being dominated and in turn
do not dominate other solutions. Such solutions are considered to be non-dominated in
relation to each other. More formally, from a solution set S, the non-dominated solution
set S′ is composed of the solutions that are not dominated by any solution contained in the
set S.
Definition 2.1.5 Pareto-optimal set This is the optimal set of solutions in the search
space. It can be formally defined if the set S is the entire space searched by an optimization
procedure. The set S′ is then called the Pareto-optimal set.
Definition 2.1.6 Pareto-optimal front The Pareto-optimal front is the Pareto-optimal
set mapped to the objective space. Figure 2.1 demonstrates such a mapping with a set of
non-dominated solutions.
Definition 2.1.7 Non-dominated front A non-dominated front is a non-dominated set
mapped to the objective space.
2.2 Conventional approaches to multi-objective optimization
Traditionally, multi-objective optimization problems are transformed into a single-objective
optimization problem using a scalarizing preference function P , where x is a decision
space vector and f is the objective space vector. The aim is then to minimize the preference
function P . Obviously, solving such a problem will result in a single Pareto-optimal solu-
tion being found. In the literature a variety of preference functions are described, such as
the weighting objectives method, the epsilon-constraint method, and the min-max method.
There are many other conventional approaches to multi-objective optimization, including
variations of the approaches listed here. We limit our descriptions to the following ap-
proaches as they are the most common, and also demonstrate the short-comings of conven-
tional approaches to multi-objective optimization.
2.2.1 Weighting method
The preference function shown in Equation 2.1 specifies the weighting coefficientswi. The
weights are assumed to sum to 1. Figure 2.2 shows a geometric interpretation where L1
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Figure 2.2: Minimization of the preference function on a convex problem.
represents the slope of −w1/w2. Line L1 is such that Equation 2.2 expresses its gradi-
ent, where c is some constant. The minimization of Equation 2.2 can be interpreted as
moving L1 as far as possible while still maintaining the intersection between L1 and the
feasible space (assuming that w1 and w2 are fixed). The intersection point is the solution
to Equation 2.2.
P = min
x∈X
M∑
i=1
wifi(x) (2.1)
w1f1(x) + w2f2(x) = c (2.2)
P = min
x∈X
M∑
i=1
wi
fi(x)− f (ideal)i (x)
f
(nonideal)
i (x)− f (ideal)i (x)
(2.3)
Of course, the units each objective is expressed in may be on different scales, so a nor-
malization procedure is desirable as in Equation 2.3. In order to normalize the preference
function, the ideal and non-ideal points are required. Assuming minimization of each ob-
jective without a loss of generalization, the ideal vector of a problem is specified by the
minimum possible objective value for each objective. According to Kuo [2004] it can be
estimated by solving the minimization problem of each objective separately. Similarly,
the non-ideal vector can be estimated by solving the objective problems as maximization
problems separately. The distance to the ideal vector is calculated using the numerator of
Equation 2.3. The denominator in Equation 2.3 normalizes the preference function, and as
in Equation 2.1, wi provides a weighting which favors a particular objective over another.
A shortcoming of the weighted approach is that it is only capable of finding a single
optimum. Furthermore, it is favorably biased towards problems with convex Pareto-optimal
fronts. For a non-convex front some points can never be discovered using the weighting
method. This is demonstrated in Figure 2.3. L1 moves from the Pareto-optimal point B
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Figure 2.3: Minimization of the preference function on a non-convex problem.
towards the Pareto-optimal point A, and as a result the minimization process can never
discover the Pareto-optimal point B because it seeks out the extreme point in which L1 is
tangential to the feasible space.
2.2.2 The epsilon-constraint method
The epsilon-constraint method of Haimes et al. [1971] has a primary objective specified by
the practitioner as fp. The other objectives are treated as constraint violations according to
Equation 2.4. The constraint is specified according to fi(x) ≤ ²i , where the ² value de-
termines the constrained region that is specified geometrically in Figure 2.4. The epsilon-
constraint method can identify Pareto-optimal solutions on both convex and non-convex
Pareto-optimal fronts. A negative aspect of this work is that specifying objectives as con-
straints can be inadequate, and it may be unclear how such a constraint should be specified,
which can make the epsilon-constraint approach impractical in many design problems.
P = min
x∈X
fp(x) subject to fi(x) ≤ ²i, i = 1, ..,M where i 6= p (2.4)
2.2.3 Min-max method
The min-max preference method works equally well with convex and non-convex prob-
lems, unlike the weighted method and the epsilon-constraint method. The min-max method
attempts find a Pareto-optimal point as close to the ideal point f (ideal). Equation 2.5 pro-
duces the relative distance from a point in the space fi to the ideal point f
(ideal)
i , for each
objective dimension, similar to Equation 2.3. As in the weighted method, the ideal vector
and non-ideal vector for each objective can be estimated by solving the minimization and
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Figure 2.5: The min-max method.
maximization problems of each objective separately. Equation 2.6 is a minimization func-
tion that attempts to minimize the maximum values resulting from Equation 2.5. The effect
of this preference function is to minimize the overall distance between a point in the space
and the ideal point f ideal.
zi(x) =
∣∣∣f (ideal)i − fi(x)∣∣∣∣∣∣f (ideal)i − f (nonideal)i ∣∣∣ (2.5)
P = min
x∈X
max
i∈M
zi (x) (2.6)
An example of the min-max preference method is provided in Figure 2.5. The bold dashed
lines represent the distances that are maximal in each objective for the points A, B, and
C. Using the min-max preference function, the minimum of these distances results in the
point B being chosen. Point B is also the closest point to the ideal point f (ideal). The
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min-max method has also been implemented as a weighted sum approach, such that certain
objectives can be favored over others. Like other traditional methods, it still only generates
a single Pareto-optimal solution using a standard optimization procedure.
2.3 Evolutionary multi-objective optimization
Unlike many traditional techniques, evolutionary algorithms can be applied to combina-
torial or continuous, or mixed problems that are convex or concave. They are robust and
flexible enough to optimize a vast number of optimization problems, some of which may
not even have functional representations. EMOO algorithms are a broad class of algorithms
that are generally population based and also include selection pressure, which favors fitter
solutions in the population to be selected for the production of the next generation of off-
spring solutions. They are a natural fit for multi-objective optimization problems because
they deal with a population of individuals that represent solutions to the multi-objective
problem, which has a set of Pareto-optimal solutions. Ideally, the solutions generated by an
evolutionary algorithm should provide a good approximation of the Pareto-optimal set. As
we saw in the previous section, traditional approaches to multi-objective optimization treat
multi-objective problems as a single objective using a preference-based approach, which
yields a single global optimum solution. It may be challenging for a user to specify appro-
priate preferences for each objective in order to yield the desired outcome. The advantage
of evolutionary based approaches is that they yield a population of solutions from which a
user can select a desired solution. Such algorithms should converge to the Pareto-optimal
region, while also maintaining a good coverage of the Pareto-optimal region. This is a nat-
ural fit for evolutionary approaches that search many points in parallel. To this end, many
evolutionary approaches intended for the optimization of multi-objective problems have
been proposed in the literature.
The first multi-objective evolutionary algorithm called the Vector Evaluated Genetic
Algorithm (VEGA) [Schaffer, 1985] was used to find a set of non-dominated solutions.
In the VEGA approach, the population is divided into a sub-population for each objective.
Each sub-population is evaluated independently for a particular objective and a proportional
selection scheme is performed to select individuals in each sub-population for the next gen-
eration. Following this, the mating pools generated from selection are mixed together and
recombination and mutation are performed to create the population for the next generation.
Unfortunately, VEGA has the disadvantage of not being able to maintain sufficient diversity
in the population and eventually converges to a single solution instead of a set of trade-off
solutions approximating the Pareto-optimal set. Schaffer recognized these short-comings
of the VEGA approach and extended his work to include a non-dominated sorting mecha-
nism and a proportional selection mechanism which emphasizes non-dominated solutions
over dominated solutions such that the emphasis on each non-dominated solution is given
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equally. The work of Kursawe [1991] built on the VEGA approach. The primary areas in
which it differs from VEGA is that it uses a niching mechanism to maintain a diverse set
of solutions and eliminate crowding of solutions.
The emphasis on non-dominated solutions, while also maintaining diversity, has be-
come a central tenet of EMOO. The seminal work of Fonseca and Fleming [1993] on the
Multiple Objective Genetic Algorithm (MOGA) was the first to suggest the importance
of maintaining diverse non-dominated solutions. Some of the more successful approaches
use the non-domination concept, combined with a niching mechanism in the fitness assign-
ment, which are used in the selection of individuals in the population. In the following
section some further important works in this area will be introduced.
2.4 Non-dominated sorting approaches
In Section 2.1 the primary important definitions were introduced, including the impor-
tance of the non-dominance principle in EMOO. In this section we will introduce the non-
dominated sorting process and describe some important algorithms that utilize this process.
The non-dominated sorting process is known to be quite an effective approach for ranking
individuals in an EMOO algorithm [Zitzler and Thiele, 1998a]. The procedure for perform-
ing non-dominated sorting of a population of solutions P is outlined in Algorithm 1 [Deb,
2001, page 40]. In Line 3 of this procedure, the non-dominated set of population P is deter-
mined and assigned to P ′, which in turn is assigned to P1, the first non-dominated set. This
set of solutions is subtracted from the population P . This process is repeated from Line
3, until all non-dominated sets have been discovered. It is apparent that individuals in the
same non-dominated set can be assigned with the same rank, and a solution can be treated
equally according to any evolutionary multi-objective algorithm, such as the MOGA app-
roach developed by Fonseca and Fleming [1993], which uses the non-domination rank for
fitness assignment and selection.
Algorithm 1 non-dominated-sort(P )
1: Set all non-dominated sets Pj , (j = 1, 2, ...) as empty sets.
2: Set non-domination rank counter j = 1.
3: Find the non-dominated set P ′ of population P .
4: Update Pj = P ′ and P\P ′.
5: if P 6=∅ then
6: j = j + 1
7: Go to Step 3.
8: else All non-dominated sets Pi for i = 1, 2, ..., j have been found.
9: end if
One of the best known non-dominated sorting EMOO algorithms is the elitist Non-
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dominated Sorting Genetic Algorithm [Deb et al., 2002a]. The NSGA-II incorporates three
effective features: it maintains good solutions in the population through elitism, it uses the
concept of non-domination for selection, and it incorporates a diversity preserving mecha-
nism. The algorithm is reproduced in Algorithm 2 [Deb, 2001, page 246].
In the NSGA-II algorithm at time step t = 0, the population P is randomly initialized.
Non-dominated sorting is performed on the population in Line 2 in order to identify the dif-
ferent front ranks. Each solution is assigned its associated front rank as a fitness value. In
Line 9 the crowding-sort function (Algorithm 3) is performed on the last front-rank, such
that solutions of the same rank are selected based on their associated crowding distance
values (individuals that are less crowded are selected first, in order to fill up Pt+1 to size
popsize). In Line 10 offspring are selected from Pt+1 using the crowded tournament selec-
tion method in Definition 2.4.1. The selected individuals are then recombined and mutated
to produce the offspring in population Qt+1.
Algorithm 2 Non-dominated Sorting Genetic Algorithm (NSGA-II)
1: Combine parent and offspring populations and create Rt = Pt ∪Qt.
2: non-dominated-sort(Rt) to identify different fronts: Fi, i = 1, 2, ..., etc.
3: Set new population Pt+1 = ∅.
4: Set front counter i = 1.
5: while |Pt+1|+ |Fi| < popsize do
6: Pt+1 = Pt+1 ∪ Fi
7: i = i+ 1
8: end while
9: Perform the crowding-sort(Fi, <c) procedure and include the most widely spread
(popsize − |Pt+1|) solutions by using the crowding distance values in the sorted Fi
to Pt+1.
10: Create offspring population Qt+1 from Pt+1 by using crowded tournament selection,
and recombination and mutation operators.
With respect to the crowding-sort of front Fi, the operator <c is the crowded compari-
son operator [Deb, 2001, page 247]. The operator compares two solutions in a tournament.
Every solution in a comparison has the r attribute (front rank from the non-dominated sort-
ing process), and the d attribute (a measure of how close a solution is crowded next to other
solutions, which is calculated according to Algorithm 3). In Definition 2.4.1, the first com-
parison is with respect to non-domination, such that the better ranked solution is returned
by the tournament operator. In this way, better ranked solutions are favored by the NSGA-
II during the elitism stage and the selection stage. If the solutions are of the same rank,
then the solution that is in the less crowded region of the front Fi is selected and returned
by the operator.
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Definition 2.4.1 The Crowded Tournament Selection Operator: A solution i wins a tour-
nament with another solution j if any of the following conditions are true:
1. If solution i has a better non-domination rank, that is, ri < rj .
2. If they have the same non-domination rank but solution i has a better crowding dis-
tance than solution j, that is, ri = rj and di > dj .
In order to estimate how close solutions are to a solution i in a non-dominated front,
the average distance between two solutions on either side of solution i for each objective is
calculated. The crowding distance of solution i is di: the perimeter of the box bounded by
i−1 and i+1 in Figure 2.6. This crowding distance in the NSGA-II algorithm is calculated
according to Algorithm 3 [Deb, 2001, page 248]. In this description, the index Ij corre-
sponds to the index of the j-th solution in sorted list resulting from Line 5. As described by
Deb, the I1 and Il indices correspond to the lowest and highest objective function values
respectively. Half of the perimeter of the bounding box is therefore calculated according
to Line 10, providing an estimate of the average crowding distance around each solution in
front F .
Algorithm 3 crowding-sort(F,<c)
1: Call the number of solutions in F as l = |F |.
2: for i=0 to |F | do
3: di = 0
4: for m=1 to M do
5: sort the set F in worse order of objective fm or find the sorted indices vector
Im = sort(fm, >).
6: end for
7: for m=1 to M do
8: Assign a large distance to the boundary solutions, or dI1m = dIlm =∞
9: for j = 2 to l − 1 do
10: dImj = dImj +
f
(Imj+1)
m −f
(Imj−1)
m
fmaxm −fminm
11: end for
12: end for
13: end for
The motivation for selecting the NSGA-II for this study, and discussing it in such detail
is that the algorithm has been demonstrated on a wide variety of problems. The NSGA-II
is apparently a very robust multi-objective optimization method. Furthermore, its combi-
nation of non-dominated sorting with a crowding distance measure, makes it desirable for
any techniques that propose to use information from the search space to guide the search
toward less crowded and more optimal solutions. Such techniques will be proposed and
discussed in Chapter 5, which forms a core component of this thesis.
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Figure 2.6: The crowding distance calculation using a cuboid.
The NSGA-II typically uses the Simulated Binary Crossover (SBX) operator with uni-
form crossover to generate offspring parameter values. The SBX operator takes two parents
and produces two offspring, but does not have the property of rotational invariance because
the correlation between the location of parents, and the location of the offspring that are
generated, is lost under a rotation. The discrete crossover of variables also results in non-
rotationally invariant behavior. For example, according to Price [1999] if an offspring
vector has a parameter replaced by a parent parameter, rotational invariance is destroyed.
Furthermore, Ballester and Carter [2003] demonstrated that the SBX has zero probability
of generating some points in the space between two parents.
2.5 Differential Evolution, Particle Swarm Optimization and other directed
approaches
Differential Evolution (DE) is a population-based vector-wise algorithm for global opti-
mization as described by Price [1996]. It has demonstrated its robustness and power in
a variety of applications, such as neural network learning [Ilonen et al., 2003], IIR-filter
design [Storn, 1996], and the optimization of aerodynamic shapes [Rogalsky et al., 1999].
It has a number of important characteristics that make it attractive as a global optimization
technique. The primary property of DE that will be the topic of study in this thesis is ro-
tational invariance although it has a number of other attractive qualities; unlike stochastic
techniques such as Genetic Algorithms (GA) and Evolution Strategies (ES), where per-
turbation occurs in accordance with a random quantity, DE uses weighted differences be-
tween solution vectors to perturb the population, and the step-size is self scaling. It is
capable of generating correlated perturbations and it self-adapts step sizes. A number of
multi-objective DE algorithms have been proposed in the literature, and it is worthwhile
providing a brief review of these approaches. Multi-objective DE deals with the applica-
tion of DE techniques to the solution of multi-objective optimization problems. In this
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section we describe the differential evolution multi-objective optimization approaches re-
ported in the literature to date. The techniques developed in Chapter 5 of this thesis are DE
approaches which leverage directional information from the multi-objective search space,
and in this section the DE approach is introduced, and the relevant literature from this area
is discussed.
2.5.1 Differential Evolution using a local-dominance comparison
PDE [Abbass et al., 2001; Abbass and Sarker, 2002] The Pareto-frontier Differential
Evolution (PDE) algorithm uses a three parent DE scheme to generate offspring. If an off-
spring dominates the first selected parent, the offspring is placed into the population. If
the maximum number of allowed non-dominated solutions exceeds a set number, a nearest
neighbor distance function is used to calculate the average Euclidean distance between the
two closest points. The solution which has the smallest neighborhood distance is removed
from the population. This is repeated until the total number of non-dominated solutions
reaches the allowed number. This provides a mechanism for the algorithm to discover a
diverse set of solutions, as well as converge to the Pareto-front. The PDE out-performed
the SPEA approach [Zitzler and Thiele, 1998b] on two test problems. Interestingly, a large
number of non-dominated solutions were found with low-crossover rates. The PDE algor-
ithm was extended with a self-adaptive component [Abbass, 2002], such that the mutation
and crossover rates were self-adapted using differential evolution as well. It was observed
that on the problems tested, the Self-adaptive PDE (SPDE) alternated between pushing the
population towards the Pareto-front and increasing the number of Pareto-optimal solutions
on the Pareto-front. It has been reported that Differential Evolution can be sensitive to
population size [Parsopoulos et al., 2004], and it was apparent in this study that when the
population size was increased, the SPDE took a greater number of objective evaluations
to generate comparable or better performance than the PAES algorithm of Knowles and
Corne [1999].
VEDE [Parsopoulos et al., 2004] Vector Evaluated Differential Evolution (VEDE) builds
upon the Vector Evaluated Genetic Algorithm (VEGA) [Schaffer, 1985]. At each genera-
tion the algorithm uses mutation and recombination. The algorithm was tested with three
different mutation schemes that incorporated the best individual for each population. Fol-
lowing mutation, recombination occurs, where the output trial vector contains some of the
mutant vector and at least one component of a randomly selected individual from the pop-
ulation. In every generation, the best individual in each population migrates to the next
population in a ring topology. The number of sub-populations can be greater than the num-
ber of objectives. VEDE was found to outperform VEGA on the test problems employed.
It has the same computational complexity as VEGA. Unlike VEGA, it uses a domination
principle for selection, thereby considering all objective evaluations of an individual.
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GDE [Kukkonen and Lampinen, 2004] The Generalized Differential Evolution (GDE)
algorithm provides a means for selecting the trial vector to replace the old vector depending
on constraint violations, trial vector dominance over the old vector, and feasibility of both
vectors. If the trial vector violates the constraints less than the old vector, then the trial
vector is selected. If the trial vector is feasible, but the old vector violates a constraint, then
the trial vector is selected too. If both vectors are feasible, but the trial vector dominates
the old vector, the trial vector is selected. In a second variant called GDE2, if both the old
vector and the trial vector are feasible, then a crowding distance measure is employed to
select the vector that contributes the most to maintaining diversity. For some problems, it
was noted that the crossover rate and mutation rate were drawn from a rather narrow range
in order to demonstrate competitiveness with NSGA-II [Deb et al., 2002a].
DEMO [Robic and Filipic, 2005] The Differential Evolution for Multi-objective Opti-
mization (DEMO) algorithm uses a simple scheme for selection. If the trial vector dom-
inates the parent, it replaces it. If the parent dominates the trial vector, the trial vector is
discarded. If both are non-dominated with respect to each other, the candidate is added
to the population. This process is repeated until the population reaches a specified limit.
The population is then truncated using non-dominated sorting and a crowding distance
using Euclidean distance. Three variants of DE were used in this study. The second
variant replaces a solution based on its similarity, or Euclidean distance, in the decision
space. A third variant compares a candidate based on its similarity in the objective space.
DEMO demonstrated competitive results on five test problems, compared with NSGA-II
and PDEA [Madavan, 2002]. It was also reported that the choice of crossover parameter is
necessarily much lower than what is required for single objective DE. The small crossover
parameter value is consistent with the result reported by Kukkonen and Lampinen [2006]
and Abbass and Sarker [2002].
²-MyDE [Santana-Quintero and Coello, 2005] The ²-MyDE scheme employs a sec-
ondary population to maintain a uniform distribution of non-dominated solutions. Every
generation, three distinct vectors are chosen to generate a candidate offspring. If the candi-
date is better, it replaces the main parent in the primary population. This process is repeated
for the the population size, at which point all the non-dominated solutions are identified and
inserted into a secondary population which uses an ²-archive. The algorithm is looped for
the required number of generations. A random selection scheme was also employed, out of
two selection schemes. The first selected three parents randomly from the main population,
and the second selected three parents from the archive population, based on their closeness.
The algorithm also introduced a novel scheme for handling constraint violations whereby
an infeasible child or parent could be chosen based on its closeness to the feasible region
and a coin toss.
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2.5.2 Differential Evolution using non-dominated sorting
GDE3 [Kukkonen and Lampinen, 2005] The Generalized Differential Evolution algor-
ithm was extended further in GDE3 [Kukkonen and Lampinen, 2005]. In the third version,
problems with an arbitrary number of constraints and objectives can be dealt with. GDE3
is a true multi-objective algorithm, in that in the presence of a single objective and no
constraints it falls back to a simpler DE scheme. Unlike earlier versions, GDE3 uses non-
dominated sorting and pruning to maintain population size. This made the technique less
sensitive to the choice of control parameter values. It was reported that GDE3 demonstrated
competitiveness with the NSGA-II. A study was also conducted on the role of control pa-
rameter values in GDE3 [Kukkonen and Lampinen, 2006]. Based on the empirical results
reported, the choice of suitable control parameter ranges for multi-objective optimization
are the same as for single-objective optimization. It was also reported that a smaller cross-
over value is needed to prevent the solutions from converging to a single point of the Pareto-
front. This is consistent with the study performed by Abbass et al. [2001], where it was also
reported that low crossover values help to generate large numbers of solutions in the non-
dominated set. It was reported that the GDE3 function performed well on problems which
did not have parameter interactions between decision variables [Kukkonen and Lampinen,
2007]. A crossover rate of 0.1 was used, making the algorithm non-rotationally invariant,
which is the probable cause of the reported poor performance on problems with parameter
interactions.
Differential Evolution with Adaptive Parameter Settings [Zielinski and Laur, 2007]
An approach was described here where the control settings of a Differential Evolution
algorithm were adapted through a process of rewarding the performance for each parameter
combination in the DE calculation. Performance differences are evaluated using a statistical
method called ANOVA [Wonnacott and Wonnacott, 1969]. Unfortunately, no comparative
evaluation between fixed parameters and adaptive parameters was performed, and this was
left as an area of future work. We mention this work here because it is of relevance to the
EMOO area, with respect to its application of Differential Evolution, although a simple DE
scheme was employed and it used a similar selection scheme to MODE.
MODE [Xue et al., 2003] The Multi-Objective Differential Evolution (MODE) algor-
ithm uses the set of non-dominated solutions which participate in the DE calculation. If
an individual is dominated, then an individual is taken from the non-dominated set, and
participates in the differential calculation with two other randomly selected individuals to
generate an offspring. If the current individual is dominated, then it is perturbed by the vec-
tor difference of two randomly selected individuals to generate an offspring. The algorithm
employs a Pareto-based ranking scheme as described by Goldberg [1989]. A Euclidean dis-
tance measure of crowding is employed between individuals of the same rank. The MODE
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algorithm was demonstrated to perform competitively with the SPEA approach of Zitzler
and Thiele [1998b], by providing better approximations of the real Pareto-optimal front for
five test problems.
NSDE [Iorio and Li, 2004] Non-dominated Sorting Differential Evolution (NSDE) is a
simple alteration to the NSGA-II in which the crossover operator in NSGA-II is replaced
with the DE/current-to-rand/1 scheme. It was evaluated on a simple rotated problem pro-
posed by Deb et al. [2002a], demonstrating significantly improved performance over the
baseline NSGA-II. Furthermore, the NSDE was extended with a number of directed ap-
proaches [Iorio and Li, 2006a]. The directed approach uses non-dominated sorting to pro-
duce vectors which point in the general direction of the Pareto-optimal front, as well as
vectors for spreading solutions across fronts.
In the directional approaches, parents are chosen such that one is of a better rank than
another. The resulting vector differences assist in directing the search towards better ranked
regions. In addition, a variant that incorporated spread information was also used. In
this variant, parents are chosen such that they are of the same rank, in order to contribute
towards spreading solutions orthogonal to the Pareto-optimal front, as well as towards it.
The results reported in this work clearly indicate that directional information is useful for
speeding up optimization using differential evolution on multi-objective problems.
Multi-objective Optimization using a Pareto Differential Evolution Approach [Mada-
van, 2002] In this Pareto-based approach, the non-dominated sorting procedure is used
for selecting individuals. As in NSGA-II, the offspring are combined with the parents and
sorted. A diversity preserving mechanism is also utilized. The algorithm uses these key
elements of NSGA-II. It was also reported that the preferred values for the crossover and
mutation parameters are much lower than the parameters recommended in the DE litera-
ture for single objective optimization. This is consistent with results reported [Robic and
Filipic, 2005].
A Hybrid Approach [Zhang et al., 2006] Two schemes are proposed for selecting the
current best solutions in the population. In this approach the current best solutions are
selected from the boundaries of the non-dominated solution set. In the boundary-scheme,
the number of boundary solutions is equal to the number of objectives in the problem.
The ‘best’ individual is uniformly sampled from the boundary solutions, and used in a DE
calculation as x(i) + γ(x(best) − x(i+1)), where i is a randomly selected index from the
population of size N . The purpose of this approach is to enhance the boundary search
ability of the algorithm in order to find the Pareto-optimal set of solutions. Because the
boundary solutions can only represent part of the search, a second approach was proposed.
In the representative individuals approach, the individuals have a crowding distance asso-
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ciated with them. The fitness of each individual is calculated using this crowding distance
measure, and the individuals are sorted. The top M individuals are selected and randomly
sampled for the x(best) in the DE calculation. A hybrid approach was also proposed that was
based on the framework of NSGA-II. The hybrid approach incorporating the two proposed
schemes was found to perform better than NSGA-II, maintaining better diversity. The fit-
ness assignment is related to crowding distance. This scheme can be considered as a way
to direct the search towards the Pareto-optimal set by using such ‘best’ individuals. In this
respect it is related to the schemes proposed by Iorio and Li [2006a].
2.5.3 Other Differential Evolution approaches
MODE/D [Li and Zhang, 2006] The Multi-Objective Differential Evolution Decompo-
sition (MODE/D) algorithm is intended to deal specifically with multi-objective problems
exhibiting linkages between variables. The algorithm works quite differently from other
Multi-objective DE approaches covered so far. The algorithm attempts to select N evenly
distributed weight vectors for N optimization sub-problems. It clearly demonstrates com-
petitive results on four test problems with variable linkages compared with GDE3 [Kukko-
nen and Lampinen, 2005] and NSDE [Iorio and Li, 2004], and NSGA-II. One potential
drawback of this approach is that a uniform selection of weight vectors may be inappro-
priate, and the appropriate choice of such weights may be unclear, which is a problem
associated with the traditional approaches described in Section 2.2.
Differential Evolution for Multi-objective Optimization [Babu and Jehan, 2003] This
approach is non-Pareto based. The multi-objective problems are dealt with in two ways;
firstly by treating one of the two objectives as a constraint and managing constraint viola-
tions with a penalty function method, and secondly by using the weighing factor method
which scalarizes the problem. The usefulness of a non-Pareto approach is that the single
objective algorithm can be employed relatively easily with only small changes. Of course
it can be difficult to choose appropriate weights for the weighing factor method. In the
penalty function method, only a single optimum can be obtained because one of the objec-
tives is treated as a constraint.
DE and Rough Set Theory [Herna´ndez-Dı´az et al., 2006] A new approach for multi-
objective optimization using Differential Evolution and Rough Set Theory has also recently
been developed. In this approach a grid is used to decide which elements of the decision
space are inside the Pareto optimal set and which are not. These elements of the decision
space are used to intensify the search. In this approach two phases are employed. In the
first phase, differential evolution is used. Three populations are maintained; one is used
for selecting parents, another is used to retain non-dominated solutions using the pa²-grid
scheme, and a third maintains dominated solutions which are removed from the second
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population. In the pa²-grid scheme [Hernndez-Daz et al., 2006] the hyper-grid generated
is adapted to particular geometrical characteristics of the Pareto-optimal front in order to
increase the number of solutions retained in the grid. In other words, the pa²-grid scheme
considers different ² values for each objective for each region of the Pareto-optimal front.
The motivation is that ² boxes will be smaller when needed (such as at the extremes of the
Pareto-optimal front) and larger in areas that are less problematic for the search.
In the second phase the individuals from the non-dominated set and the set of dominated
individuals are used to approximate the boundary between the Pareto-front and the rest of
the feasible set in the decision space, by computing those elements previously mentioned,
using Rough Set Theory. Offspring candidates are then generated within these element
boxes, and assigned to the non-dominated set. The approach was validated using 9 test
problems. Remarkably, only 3000 problem evaluations were performed in order to find
a variety of solutions in the Pareto-optimal set. It dramatically outperformed NSGA-II on
most the test problems employed. Much of the benefit in this approach seems to come from
the application of Rough Set Theory for selecting regions to generate candidate offspring.
Differential Evolution is only employed in the first phase of the algorithm.
Cultured DE and the ²-constraint method [Becerra and Coello, 2006] In this app-
roach an ²-constraint method is hybridized with the single objective cultured differential
evolution algorithm. The cultured DE uses two sets; the population space which contains
the possible solutions to the problem, and the belief space which is an repository of infor-
mation where individuals store their experiences so that other individuals can learn from
them. The Cultured DE algorithm demonstrated competitive performance with the NSGA-
II and even out-performed it on some problems.
In the literature, it is apparent there is a distinct lack of approaches that leverage direc-
tional information in order to improve DE in the multi-objective domain. Although other
approaches in Particle Swarm Optimization (PSO) have utilized such approaches before,
there are many advantages associated with Differential Evolution that PSO does not have,
such as the correlated step sizes and self-scaling aspect of DE.
2.5.4 Particle Swarm Optimization approaches
PSO [Eberhart and Kennedy, 1995] algorithms are initialized with a population of individ-
uals which are perturbed stochastically. The primary difference between PSO and other
Evolutionary Algorithms is that PSO has no mutation or crossover operators to produce
offspring. PSO generates solutions in an entirely different way using the concept of parti-
cles moving through the fitness landscape being attracted to the currently known personal
best solution for each particle. PSO algorithms also track the global best solution which
is the best solution in the entire population. Some PSO algorithms also employ another
attractor which is the local best solution, chosen from the neighborhood of a particle.
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At each time step in the PSO algorithm the particles are accelerated toward their per-
sonal best, local best (in the case of PSOs with local attractors) as well as the global best
solution in the search space. The terms that are responsible for acceleration are weighted
in order to emphasize the acceleration components towards the best solutions. Particles
are influenced by the attractors in the population and their current velocity vector, and ex-
plore the search space until the entire population converges on an optimal or near-optimal
solution.
Clearly, in the single-objective domain it is easier to select candidates for the personal
best and global best solutions because there is only a single measure of fitness. Unfortu-
nately, in the multi-objective domain it becomes less clear what constitutes as a local or
global best particle.
A number of approaches to Multi-Objective Particle Swarm Optimization (MOPSO)
exist in the literature, and they are of relevance to the work because they all incorporate
directional information for guiding the search towards the Pareto-optimal region. The use
of directional information is a common aspect of PSO.
One such approach uses a Pareto-ranking scheme with PSO [Ray and Liew, 2002]. In
this approach, better performing particles are selected based on their Pareto-ranks. These
particles are also selected with respect to their crowding radius around other better perform-
ing particles, assisting diversity maintenance. An approach was also developed by Coello
and Lechunga [2002] where the local best for each member in the swarm is maintained
in an archive. The global best non-dominated solutions for any particular individual in
the swarm are also maintained in an archive. Diversity is maintained through a hypercube
grid, such that particles that share a hypercube have a decreased fitness because of their
proximity. This work was extended further using the selection of an individual from the
archive based on the archive member the particle is closest to, thereby localizing the search
process [Fieldsend and Singh, 2002]. This approach was also applied to the optimization
of high performance array and reflector antennas [Xu and Rahmat-Samii, 2006], where
the Pareto-optimal front was successfully obtained. Unfortunately, many comparisons are
required in order to find the nearest archive member to a particle making it rather computa-
tionally expensive. Another approach proposed by Mostaghim and Teich [2003] directs a
swarm to the Pareto-optimal region, once again, using an archive. Individuals in an archive
have a line associated with them passing through the origin. The global best individuals for
particles in the swarm are chosen with respect to the distance between the swarm member
and the line passing through the archived individual. This has the effect of localizing the
search and guiding it towards better solutions. Unfortunately the performance of this app-
roach is heavily influenced with respect to the point of comparison resulting from the line
intersection, although there was an indication that it demonstrates improved performance
over the approach described by Fieldsend and Singh [2002].
The MOPSO algorithm by Li [2004] uses a fitness function derived from the maximin
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strategy. Typically in EMOO a separate niching function is required to avoid crowding,
but the approach proposed by Li does not require a separate niching function because of
the use of the maximin fitness assignment. This single fitness assignment operation penal-
izes solutions that cluster together and rewards solutions that dominate other solutions. In
the proposed approach, particles are directed towards a global best particle by sampling
the global best particle randomly from a pool of non-dominated particles with the small-
est negative maximin fitness values. Li writes that this has the effect of emphasizing the
less crowded areas while also guiding the search towards the non-dominated front as the
algorithm iterates. Although the effect of fitness assignment is different with respect to
whether the problem front is convex or concave, if a sufficiently large number of solutions
are present along the front then clustering can be avoided.
Another approach that uses PSO was proposed by Zhang and Xue [2007], in which sub-
swarms carry out the PSO process individually. Similar to other approaches, the algorithm
uses particle guides from an archived non-dominated set.
It is apparent that in recent years there has been significant interest in the Particle
Swarm Optimization area in directing the search towards better regions of the Pareto-
optimal front.
2.5.5 Preference based and other approaches
Although preference based approaches were developed with different motivations in mind,
we mention them here for completeness, as they are still within the domain of approaches
that direct the search. Preference based approaches typically target a region of the Pareto-
optimal front, so that computation can be reduced. The targeting also typically involves the
decision maker specifying a particular region that is to be targeted.
The G-MOEA of Branke et al. [2000], is a preference based approach for integrating
user preference into the weighing of different optimization criteria [Deb et al., 2006c]. Di-
versity is maintained using a fitness sharing approach. The guiding in this approach is not
explicit, and occurs with respect to the selection process. This motivated the approach de-
tailed by Bui et al. [2006b], where an approach for interleaving guidance between the objec-
tive and decision space was described. The search space is localized using non-overlapping
hyper-spheres that focus on separate regions of the search space. In each sphere, points are
generated uniformly. The evolutionary component of G-MOEA is run separately on the
individuals populated in each sphere. Following an evolutionary cycle on the individuals
in a sphere, the centroid of each sphere is then guided to a new location [Bui et al., 2006a].
This guidance happens through two approaches; the recalculation of the sphere centroid
using the obtained non-dominated solutions, and a PSO model where sphere centroids are
treated as points moving along their own trajectories.
Another approach that assists in guiding the search through selection is a reference
CHAPTER 2. RELATED WORK 31
point based approach adapted to the NSGA-II [Deb and Sundar, 2006], where solutions
near the reference points are selected with greater likelihood over other solutions.
An approach which uses directional information in EMOO in order to minimize the
number of objective evaluations was also developed by Brown and Smith [2003]. The app-
roach utilizes local gradient information associated with each point in the population, which
can provide a direction to the search. The local gradients are combined in order to produce
a multi-objective gradient. The multi-objective gradient can indicate whether the design is
locally Pareto-optimal or if it can be improved further by altering the parameters associated
with the gradient. The downside of the proposed approach is that it is only applicable to
differentiable multi-objective design problems. As a result, it cannot be applied to many
problems and is not a general optimization procedure, unlike many of the other approaches
described here. The algorithm works by identifying the spaces in each objective such that a
perturbation into that region simultaneously minimizes them (assuming minimization is the
goal of the optimization procedure without loss of generalization). This partitioned region
of the search space also helps to specify search directions that span the Pareto-optimal set,
rather than just converging to one region of it. Brown also provides some insight into the
theory of evolutionary multi-objective optimization, suggesting where offspring should be
placed in order to continue to make progress towards the Pareto-optimal region, and why
convergence can stagnate in EMOO when points approach the Pareto-optimal set. This is
because the region in which more dominant solutions can be discovered becomes extremely
narrow, and existing recombination operators will have a small chance of generating solu-
tions in such small regions. Significantly, this research also demonstrates that incorporating
directional information in EMOO can improve optimization performance, which is of fun-
damental importance to the work presented in this thesis. This work was further extended
by Brown and Smith [2005]. Further work from Bosman and Jong [2005] also demon-
strated the use of gradients associated with individual objectives in a local search operator,
which was hybridized with an EMOO algorithm. This was motivated by the observation
that gradient information assists the performance of single-objective optimization algo-
rithms. Furthermore, the approach apparently is only applicable to differentiable problems
as is the case with the work described by Brown and Smith [2003]. The approach taken
by Bosman and Jong [2005] is generational, in that at the end of each generation of the
evolutionary process a set of candidates are selected. A gradient based local search opera-
tor is applied with each of the candidates as a point of reference. Three types of candidates
were used in the study; the entire solution set, a set of selected solutions from the selec-
tion process in the EMOO algorithm, and the set of non-dominated solutions. The results
indicated that selecting the set of non-dominated solutions for gradient information was
superior to using the other approaches explored. This also provides a strong motivation for
the use of individuals ranked through a non-dominated sorting process to direct the search
in a variety of differential evolution schemes described in Chapter 5.
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2.6 Parameter interaction concepts
In the literature a number of concepts related to parameter interactions have been used,
such as non-separability, separability, linkage, and epistasis. Until now a clear discussion
of how they relate to each other has not been provided. To this end, we will define these
concepts by showing how they have been used in the literature and discuss how they relate
to each other. We begin this discussion with a definition of additively separable functions
and derive a number of theorems which clearly define what additive separability is and the
converse of this, namely non-separability.
Definition 2.6.1 Additive separable function A function of two variables F (x, y) is
called additively separable if it can be represented as f(x) + g(y) for two single-variable
functions f(x) and g(y).
One should note that functions of constants such as F (x, y) = 2 as well as functions of
one variable such as F (x, y) = h(y) are also separable in the additive sense. Furthermore,
if f(x) and g(y) equal constants in the definition then F (x, y) is still additively separa-
ble. Consider also what separability means geometrically for a function, as detailed in
Figure 2.7, where for a fixed x = a, each cross section F (a, y) is g(y) + C where C is
some constant translation of the function g(y) with C = f(a). That is, the sections where
x = a for different parameters of a all result in F (a, y) exhibiting the same modalities.
Clearly, this function is additively separable.
A basic necessary requirement for a function to be additively separable can be obtained
if we assume that F (x, y) = f(x) + g(y) and we then study the behavior of the function
at its four extremes {(a, b), (c, b), (c, d), (a, d)} (Figure 2.8). From this we can derive
F (c, b)+F (a, d)−F (a, b) = (f(c)+g(b))+(f(a)+g(d))−(f(a)+g(b)) = f(c)+g(d) =
F (c, d). The following theorem follows from this.
Theorem 2.6.1 If F (x, y) is additively separable, then for all {a, b, c, d} it follows that
F (c, b) + F (a, d)− F (a, b) = F (c, d).
Using a = b = 0 and c = d = 1 we can see F (x, y) = xy is non-separable according
to our definition, because the left hand of this equation equals zero and the right hand side
is equal to one. In addition if we let f(x) = F (x, 0) and g(y) = F (0, y)−F (0, 0) and use
Theorem 2.6.1 with x = c, y = d and a = b = 0 we get F (x, y) = F (x, 0) + F (0, y) −
F (0, 0) = f(x) + g(y).
Obviously, if F (x, y) = f(x) + g(y) then the partial derivatives of F are easy to
compute. Fx = f ′(x) since g(y) is constant as a function of x. Similarly Fy = g′(y),
Fxx = f ′′(x), Fyy = g′′(y) and more importantly Fxy = Fyx = 0 when F (x, y) is
separable. This can be re-stated in Theorem 2.6.2.
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Figure 2.7: Graph of sin(x) + sin(y), a separable function.
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Figure 2.8: Four extreme corners {(a, b), (c, b), (c, d), (a, d)} of a function F (x, y)
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f(000) = 28 f(001) = 26
f(010) = 22 f(100) = 14
f(110) = 0 f(011) = 0
f(101) = 0 f(111) = 30
Figure 2.9: 3-bit deceptive problem
Theorem 2.6.2 If F (x, y) is additively separable, then
d2F
dxdy
= 0.
Theorem 2.6.2 provides us with a means to measure the separability of a function and
in the following chapter (Section 3.2) this notion will be expanded upon with the use of a
Hessian matrix. The definition of what constitutes separability and non-separability here,
is the definition we employ for the remainder of the thesis.
Related to the notion of additively separable and non-separable problems is the linkage
problem [Whitley, 1991] associated with Genetic Algorithms and binary representations.
Consider the simple 3-bit deceptive problem in Figure 2.9 which shows the allele val-
ues and the fitness of each chromosome. In this problem, the chromosome with 111 has
the highest fitness. The problem is considered deceptive because a canonical Genetic Al-
gorithm is deceptively guided towards the 000 chromosome even though it is sub-optimal.
We remind the reader that in the context of Evolutionary Algorithms a separable prob-
lem can be solved by individually perturbing the additively separable element of the prob-
lem, such as f(x) or g(y). In a non-separable problem, f(x) and g(y) must be solved
simultaneously in order to find the optimal solution. The deceptive trap problem of Fig-
ure 2.9 is related to the concept of non-separability because in order to find the optimal
solution a number of mutations would have to occur simultaneously and constructively for
each allele. Individual mutations of alleles leads towards the trap. Although mutation is
not the only scheme that could help the search, crossover would require the relatively unfit
individuals 011, 110 and 101 to be maintained by the population, which is unlikely because
they are not deemed to be fit.
Practitioners in Evolutionary and Genetic Algorithms frequently borrow nomenclature
from the biological sciences. One such term is epistasis, which is the interaction between
genes. In the biological sense, epistasis takes place when the fitness resulting from a gene
can be masked by one or more other genes. Reeves and Wright [1995] define epistasis in
the field of Genetic Algorithms as “the effect on chromosome fitness of a combination of
alleles which is not merely a linear function of the effects of the individual alleles.” This
can be related to the deceptive trap problem which exhibits a high degree of epistasis, in
that 011 has a low fitness due to the masking effect of 0, and fitness in this instance is
clearly not a linear function of the effects of the individual alleles.
Similarly, epistasis in real-valued problems has come to mean the non-separability of
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the problem, and by definition, the presence of non-linear interactions between parameters.
As described by Salomon [1997], “Epistasis describes a nonlinear interaction of parameters
with respect to the fitness of an individual.”
It is important to note at this point that even though a function can be non-linear, such
as the function x2 + y2, this function is obviously separable and the interactions between
parameters are the result of the addition term, which results in a linear parameter interac-
tion. Nonlinear interactions are the result of non-additive operators acting on two or more
variables in a function, such as xy2 or x/y. From this discussion it is clear that the concept
of epistasis and non-separability (which is the result of a non-linear parameter interaction
between sub-functions of a problem) are one and the same.
Finally, an interesting observation can be made with respect to how separable problems
can be turned into non-separable problems. Consider the ellipsoid function F (x, y) =
f(x) + f(y) where f(x) = x2 and f(y) = a0y2. This function is separable, but after
rotation (which is a linear transformation of the function and does not change its landscape,
only its orientation), the ellipsoid function becomes F (x, y) = x2 + a1xy + a0y2, a non-
separable function with parameter interactions introduced through the term xy. Note that
the term a1 plays an important role with respect to the degree of parameter interactions.
Figure 2.10 shows the rotated ellipsoid function with a1 = 1.0. We note that the value of
a1 is the result of the second-order partial derivative Fxy = Fyx = a1. Clearly the ellipsoid
with a1 = 1.0 is non-separable. Figure 2.11 shows the ellipsoid function plotted again
with a1 = 0.001, indicating a high degree of separability. As stated earlier, if the second-
order partial derivative is zero then the problem is separable and there are no parameter
interactions, and we can see that as a1 approaches zero the ellipsoid function increases in
symmetry and approaches the configuration of a sphere function. We can conclude from
this that the second-order partial derivative clearly provides a powerful indication of the
degree of parameter interactions associated with a problem.
The application of a rotation operation to a function, in order to introduce non-separability,
will be expanded upon in Chapter 3 where a number of non-separable problems are des-
cribed for the purposes of testing the performance of Evolutionary Algorithms.
2.7 Rotationally invariant approaches and correlated sampling
In the previous section we mentioned how rotation can introduce parameter interactions.
Now, imagine an arbitrary orientation of the fitness landscape and an algorithm which can
find the optimum of such a landscape irrespective of the orientation of the landscape. An
algorithm with this property is said to be rotationally invariant.
Typically, the rotationally invariant property of an algorithm is related to the distri-
bution of offspring. For example, in Figure 2.12 the distribution of offspring clearly
changes when the relative position of the parents change, indicating that a non-rotationally
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Figure 2.10: F (x, y) = x2 + a1xy + a0y2 with a1 = 1.0.
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Figure 2.11: F (x, y) = x2 + a1xy + a0y2 with a1 = 0.001.
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Figure 2.12: Distribution of offspring from a non-rotationally invariant operator
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Figure 2.13: Distribution of offspring from a rotationally invariant operator
invariant operator is used to generate offspring. If the distribution of offspring generated
by an evolutionary optimization algorithm varies in relation to the relative orientation of the
parents then the algorithm is said to be non-rotationally invariant. A rotationally invariant
evolutionary algorithm would produce the same offspring distribution irrespective of the
orientation of the parents, as detailed in Figure 2.13.
If an optimization algorithm produces better performance when parent solutions are
aligned with a particular coordinate axis, then such an algorithm is not rotationally invari-
ant.
Another feature of evolutionary algorithms is whether they are capable of producing
correlated samples. For example, in Figure 2.14, the uncorrelated sampling scheme sam-
ples using a distribution which is independent of the search space being explored by the
algorithm. This can result in inefficient exploration of the space. Ideally, in this example
the step sizes along the length of the space should be larger than those along the breadth of
the search space. In the correlated sampling scheme, the offspring candidates are efficiently
sampled with respect to the extent of the search space, resulting in greater efficiency of the
search.
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Figure 2.14: Distribution of offspring from correlated and uncorrelated sampling schemes
The characteristic of being rotationally invariant and the ability to produce correlated
samples are both critically important features for efficient exploration of the search space.
2.7.1 Approaches for dealing with parameter interactions
Traditional genetic algorithms that use low mutation rates and fixed step sizes have signifi-
cant trouble with problems that have parameter interactions between decision variables, but
are perfectly suited to many of the test functions currently used in the evaluation of genetic
algorithms. Test functions that are typically employed are linearly separable and can be de-
composed into simpler independent problems. Unfortunately, many real-world problems
are not linearly separable, although linear approximations may sometimes be possible be-
tween decision variables. On problems which are not aligned with the principle coordinate
axes, the small mutation rates frequently used in GAs are known to be even less efficient
than a random search [Salomon, 1996, 1995].
Self-adaptation has been relatively successful at solving this sort of problem using
ES [Schwefel, 1981, 1987; Ostermeier et al., 1994]. Unfortunately, the discovery of appro-
priate correlated mutation step sizes can be rather computationally expensive in ES when
the decision space dimensionality becomes large [Price, 1999, page 79–108].
In contrast, DE does not need to discover an appropriate correlated step size as the vec-
tor differences resulting from the DE calculation can be self-scaling, rotationally invariant,
and correlated if an appropriate scheme is used. Apart from DE the only other multi-
objective optimization algorithm which is reported to be rotationally invariant is the Multi-
objective Covariance Matrix Adaptation Evolution Strategy (MO-CMA-ES) [Igel et al.,
2005], which has a time complexity of O(n3) associated with the eigen-value decompo-
sition of a covariance matrix [Knight and Lunacek, 2007]. Two variants of MO-CMA-ES
were proposed: the first incorporating the original selection procedure of the NSGA-II, and
the second using the contributing hyper-volume of individuals in the population [Igel et al.,
2005]. In these approaches, a multivariate normal distribution is sampled to generate a set
of new search points. Unlike other Evolution Strategies which self-adapt a correlation ma-
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trix, the covariance matrix is generated from the population using an adaptive rule, which
uses the points in the space to construct the covariance matrix. Although an approach was
developed by Knight and Lunacek [2007] to reduce the computational complexity of the
approach, it is at the expense of data efficiency.
The study reported by Sutton et al. [2007] is in the area of single objective DE and it is
of particular relevance here because it deals with many issues associated with DE on non-
separable problems, and for this reason we discuss it here. The conjecture stated by Sutton
is that DE performs poorly on problems that are not linearly separable because of ineffi-
cient exploitation during the differential mutation phase. Sutton explores two hypotheses:
(1) that when the crossover rate is low, DE can exploit the separability of a function and
on non-separable functions it must depend more on mutation; and (2) DE lacks selection
pressure in the differential mutation step to make efficient progress. The hypotheses were
tested by controlling crossover and mutation on rotated and non-rotated single objective
test problems and by controlling selection pressure on vectors involved in the differential
mutation calculation using a rank based selection mechanism on rotated and non-rotated
single objective test problems. The rank based scheme used in this study favors elite indi-
viduals to a much higher degree than a typical rank based selection scheme, using a control
variable that determines the degree to which this favoritism emphasizes the elites.
Sutton found that crossover still assisted the performance of DE over a strict mutation
only strategy, potentially through the promotion of diversity and the prevention of stagna-
tion. In order to test the second hypothesis, elite individuals were sampled with a greater
likelihood using the rank-based parent selection scheme in the expectation that restricting
the set of these vectors to elite points can improve efficiency, as it did with the CMA-ES
approach. It was found that there was a dramatic improvement in performance using the
biased rank-based parent selection scheme when the problem was rotated, supporting the
conjecture. This is of particular relevance to the work in Chapter 5, where a number of
multi-objective DE variants are investigated, which incorporate directional information to
bias the search.
In addition to DE and ES, a number of vector-based rotationally invariant operators
have been proposed. These operators were originally developed in the domain of single-
objective evolutionary optimization. The first of the four rotationally invariant vector-wise
schemes that will be described is the Simplex Crossover (SPX). It has the primary feature
of being independent of the coordinate system [Tsutsui and Yamamura, 1999]. In this
approach, typically three parent individuals are chosen from the population. One feature of
this approach is that the majority of sampling occurs uniformly within the region between
the parents. The Uniform Normal Distribution Crossover (UNDX) from Ono et al. [2003],
has demonstrated excellent performance in optimizing highly epistatic functions according
to Kita [2001]. It has also been applied to some difficult real world problems such as
design of optical lens systems [Ono et al., 2000]. A multi-parent variant of the UNDX
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was proposed, called UNDX-m [Kita et al., 1999] and it is this variant that will be studied.
The UNDX-m covers the search space more effectively by having a greater diversity of
offspring generated. In some respects this approach is similar to the Simplex Crossover,
but unlike the Simplex Crossover approach, offspring are sampled around a centroid of a
number of parents. The Parent-Centric Crossover (PCX) is similar to the UNDX-m, but
instead of distributing the offspring around the centroid of a number of parents, it has the
feature of distributing offspring around the parents themselves [Deb et al., 2001a, 2002b].
One potential advantage of the parent-centric approach over the centroid-centric approach
is that sampling near parents can result in fitter offspring with similarities to the parents.
Linkage learning is another area where attempts have been made to address the problem
that parameter interactions present. Linkage, as it relates to Genetic Algorithms, is the
degree to which building blocks couple together and are promoted as one unit when subject
to crossover operation [Harik and Goldberg, 2000].
Probabilistic Model Building Genetic Algorithms (PMBGA) or Estimation of Distri-
bution Algorithms (EDA) [Mu¨hlenbein and Paass, 1996] and Iterated Density Evolution
Algorithms (IDEA) Bosman [2000] as they are otherwise known, are types of algorithms
intended to deal with the so called linkage problem. PMBGAs are an outcome of research
in Genetic Algorithms and the linkage problem. Typically, in a GA, like other Evolution-
ary Algorithms, a population of solutions is maintained which can be represented as bit
strings or vectors of real numbers or some other more specialised representation. PMB-
GAs are different in that they learn a model for the selection of promising solutions and
new solutions are generated according to the model.
According to Pelikan et al. [2002], PMBGAs are typically classified according to the
level of variable interaction that their probabilistic model includes. They can be classed as
univariate where there are no interactions between variables, bivariate, where interactions
between pairs of variables occur, or multivariate, where there are parameter interactions
between more than two variables. It is the last of these that is of particular relevance to this
thesis, as we are concerned with Evolutionary Algorithms for optimizing problems with
parameter interactions between many variables.
A number of PMBGAs have been proposed for optimizing problems with parameter
interactions. Some of the first included the Mutual-Information-Maximizing Input Cluster-
ing (MIMIC) Algorithm [Bonet et al., 1997] intended to deal with pair-wise interactions
between variables. MIMIC analyzes the global structure of the optimization landscape
in order to guide a random search through the search space in order to find the optimal
solution.
As well as single-objective PMBGAs, a number of Multi-objective PMBGAs have been
proposed in the literature as well. The multi-objective h-BOA Pelikan et al. [2005] algor-
ithm builds on the NSGA-II framework and incorporates Bayesian learning. It was found
to work competitively on problems requiring linkage learning and can scale well as the
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dimensionality of the problem increases. Another Multi-objective Bayesian Optimization
Algorithm (MBOA) has also been developed [Laumanns and Ocenasek, 2002], which also
demonstrated competitiveness against a number of Evolutionary Multi-objective Optimiza-
tion algorithms on a large knapsack problem.
Despite indications that PMBGA is superior to other evolutionary based approaches,
they do have a number of deficiencies. Firstly, the construction of models can be compu-
tationally expensive and it is typically hoped that the time it takes to construct the model
is reasonable taking into consideration the time it takes to solve a particularly difficult
problem. For problems exhibiting a large number of parameter interactions the probabil-
ity network representing such interdependencies obviously becomes more complex and the
computation time to construct such networks hugely increases making it impractical to
search over all models. For PMBGAs incorporating such multivariate models, they typi-
cally use greedy heuristic to search for a good model. The downside of this is that greedy
heuristics do not always guarantee accuracy.
The Estimation of Bayesian Network Algorithm (EBNA) [Handa and Osamu, 2003]
addresses this issue by searching the model using a Genetic Algorithm instead of a greedy
search, and was evaluated on several multidimensional knapsack problems. In addition, the
Bayesian Optimization Algorithm (BOA) [Pelikan et al., 1998] is reported to work well on
problems with parameter interactions, but the order of interactions that will be taken into
account by the algorithm is given as user supplied input.
2.8 Multi-objective test problems
Many of the test problems used to evaluate evolutionary algorithms are linearly separable.
Such problems are amenable to the independent perturbations of optimization techniques,
such as GAs. Linearly non-separable problems have interacting parameters and such prob-
lems cannot be effectively solved with independent perturbations of the decision vector.
Previous work by Salomon [1996] demonstrated the importance of evaluating single
objective Evolutionary Algorithms (EAs) on rotated problems in order to test their rota-
tionally invariant behavior, the contention being that evaluations of EAs should be inde-
pendent of any coordinate system. A strong case is presented for all EA evaluations to be
independent of a particular coordinate system [Salomon, 1996].
There has been some work on the issue of epistasis in EMOO in the context of binary
representations and NK-landscapes by Aguirre and Tanaka [2004]. Knowles and Corne
[2003] also proposed instance generators for the multi-objective quadratic assignment prob-
lem which allows for parameters to control the degree of epistasis present in the problem.
Recently, some work has been published in the area of parameter interactions asso-
ciated with multi-objective problems. Furthermore, in the EMOO domain, NSGA-II was
demonstrated to perform poorly on a simple rotated problem [Deb et al., 2002a] and the im-
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portance of parameter interactions in multi-objective problems was discussed by Knowles
[2005a]. If EMOO algorithms can fail on such a simple problem, but succeed when the
problem is aligned with the principle coordinate system of the decision space, then obvi-
ously many reported results on such test problems are potentially misleading.
Rotating the decision space is not the only technique for introducing parameter in-
teractions to test problems. The approach from Deb et al. [2006b] introduces parameter
interactions between decision variables in a test problem, using a transformation matrix
that performs shearing, scaling, and rotation. One of the limitations of this approach is
that a shearing or scaling operator changes the fitness landscape, so the experimenter has
to be particularly careful to maintain the desired characteristics of the original fitness land-
scape in each objective. Care must be taken with any conclusions that are drawn, either as
a result of parameter interactions introduced to the problem, or as a result of a scaling or
shearing of the original fitness landscape. Furthermore, the elements of the transformation
matrix are sampled uniformly from -1 to 1. This introduces degenerated behavior if the
matrix element which is sampled for the transformation matrix approaches 0. Under such
circumstances the fitness landscape can be flattened on a particular plane, removing any
modalities that were present in the original problem.
Recently, the issue of parameter interactions in multi-objective problems has garnered
more interest; The non-separability of multi-objective problems is demonstrated to be an
important characteristic lacking in existing multi-objective test suites, and a method is de-
veloped by Huband et al. [2005] for constructing problems with parameter interactions for
an arbitrary number of objectives. In addition to this work, Robic [2005] evaluated a multi-
objective DE on a number of the proposed non-separable and separable problems proposed
by Huband et al. [2005] with test problems with more than two objectives from Deb et al.
[2001c] and Huband et al. [2005]. A framework is also proposed by Okabe and Jin [2004]
for constructing arbitrary user specified Pareto-optimal sets in the decision space, which
map to Pareto-optimal fronts in the objective space.
Problems with parameter interactions were introduced by Huang et al. [2007], but like
the approach described by Deb et al. [2006b] the search space of the original problem is
transformed non-linearly through a stretching function in order to guarantee that certain
solutions are always worse than the Pareto-optimal region. This is a property of the test
problem construction technique, but it is potentially undesirable for an assessment of per-
formance that must only test in the presence of parameter interactions without changing the
landscape of the function.
In the literature there is also an increasing interest in the optimization of dynamic
problems where the fitness landscape changes over time. Farina et al. [2003] and Fa-
rina et al. [2004] designed dynamic problems based on the approach described by Deb
[1999, 1998]. Jin and Sendhoff [2004] described an approach that dynamically changes
the weights associated with individual objectives. This approach provides a means to take
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advantage of existing test functions from the literature, and to transform them into dynamic
problems. Mehnen et al. [2006] also proposed some new dynamic problem test cases.
Although most test problem in EMOO are unconstrained, there have been a few stud-
ies incorporating constraints into test problems. Constraints introduce difficulties because
a constraint handling mechanism needs to be integrated into the algorithm, and a multi-
objective problem domain has unique requirements in this regard because an algorithm
needs to decide when a solution is better than another solution when both solutions may
be infeasible in one or more conflicting objectives. In this thesis we have not employed
constrained test problems as our primary interest is in parameter interactions in the multi-
objective domain. We refer the reader to the work of Binh and Korn [1997], Osyczka and
Kundu [1995], Srinivas and Deb [1994], and Tanaka [1995], where a number of such test
problems are introduced. A tunable framework was also introduced by Deb et al. [2001b],
where a set of proposed problems were designed to introduce difficulties for a search al-
gorithm near the Pareto-optimal front and also in the entire search space.
2.9 Evaluating the performance of EMOO algorithms
In the evaluation of EMOO algorithms a single performance metric cannot be used because
there are multiple criteria that have to be met, such as convergence to the Pareto-optimal
set, and a good diverse coverage. In fact as the objective space grows in dimension, the
number of performance metrics required to comprehensively describe an approximation set
grows in proportion. In practice this is obviously impractical, so researchers often choose
performance metrics with attractive theoretical qualities or a number of performance met-
rics which measure different aspects of the approximation set. For example, Zitzler et al.
[2000] proposed three performance metric; the first provides the average distance of a non-
dominated set to the Pareto-optimal set, the second gives an indicator which combines the
average distribution with the number of non-dominated solutions found, and the third mea-
sures the extent of the front (a measure of the distance between the extreme points of the
front). The first metric requires a known Pareto-optimal set, so it is only usable on problems
where such a set is known. If one wants to compare algorithms on test problems where the
Pareto-optimal set is not known, it cannot be used. The second metric requires a user de-
fined variable for bucketing solutions. The third metric, while it measures extent, is only
particularly useful if the extreme points are converged. A higher value for the third metric
is desirable, but if one or more of the extreme points are not converged and are situated far
from the Pareto-optimal front it can be quite misleading.
Another important aspect associated with performance metrics is the ability to show
generation-wise performance. This is an area that has received some attention recently. Deb
and Jain [2002] proposed a simple metric for measuring the degree to which an approxi-
mation set has converged towards a reference set, using a measure of Euclidean distance.
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Furthermore, Li et al. [2007] demonstrated the inverse of this metric, which emphasizes the
diversity in the approximation set while also incorporating a measure of convergence. With
respect to measuring diversity, Farhang-Mehr and Azarm [2002] also suggested an app-
roach based on entropy. This approach has a number of shortcomings as detailed by Deb
and Jain [2002]: the measure is highly dependent on the choice of entropy function and
chosen standard deviation, it may not work when the Pareto-optimal front is discontinuous,
and in some situations a sub-optimal front may produce a higher entropy measure. Deb and
Jain [2002] proposed a metric similar to this entropy measure that attempts to address these
difficulties. Another approach was proposed more recently by Li et al. [2005], which is a
diversity metric based on clustering. In this approach every individual is initially treated as
a subclass. Two subclasses are chosen such that the distance between their centroids is the
smallest. The subclasses are combined if this distance between centroids is smaller than
a specified threshold. This process continues until the maximum number of subclasses is
found, which in turn is divided by the size of the non-dominated set. The resulting value
represents a measure of diversity.
It is apparent that there are many different performance metrics reported in the litera-
ture, some of which are used more frequently than others. Furthermore, some performance
metrics have highly desirable theoretical qualities. The first of these that we report on
is the hyper-volume indicator (S-Indicator). As proposed by Zitzler and Thiele [1998a],
the fundamental idea of this approach is that the larger the area the solutions can cover in
the objective space, the better the approximation set is. It measures the size of the area
that is dominated by the boundary resulting from the approximation set S in the objective
space (Figure 2.15). It has the attractive feature of not requiring a known Pareto-optimal
set in order to evaluate the quality of the approximation set. A negative aspect of this in-
dicator is that the choice of the origin point for bounding the region that is measured can
also have a large impact on hyper-volume indicator values. The hyper-volume indicator
is also sensitive to the relative magnitudes of the objectives being evaluated. This prob-
lem can be eliminated by normalizing all objectives before evaluating the hyper-volume.
In order to measure this bounded region consistently, a point has to be chosen which is
dominated by the points in the sample set that is being measured, as reported by Knowles
[2005a]. This bounding point can be chosen from the aggregation of all points from all
of the non-dominated solution sets found across all runs of each algorithm. Aside from
these issues, Fleischer [2003] demonstrated that the hyper-volume indicator is particularly
attractive for practitioners interested in evaluating approximation sets because whenever
one approximation set dominates another approximation set, the hyper-volume indicator
yields a better value for the dominating set. Furthermore, Fleischer proved that if the ap-
proximation set is the best that can be possibly found, the hyper-volume indicator value is
also maximal. Knowles et al. [2003] also demonstrated that it is also the only performance
indicator that guarantees that one set is not worse than another in any comparison. The
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hyper-volume indicator is the only performance indicator so far that has these qualities.
This leads to the EMOO algorithm proposed by Emmerich et al. [2005], which is built on
Fleischer’s suggestion that this unique property of the hyper-volume indicator could enable
it to be used to scalarize multi-objective problems for optimization. Scalarization treats
multiple objectives as a single objective. Because the hyper-volume indicator has the attrac-
tive quality of being able to measure whether one approximation set is better than another,
the hyper-volume value can itself be used as a measure of fitness within an evolutionary
algorithm. In light of these considerations, the algorithm developed by Emmerich et al.
[2005] uses selection criteria based on the hyper-volume indicator. Furthermore, the proof
provided by Fleischer [2003] provided the motivation for a study on the design of indica-
tors with desirable theoretical qualities [Zitzler et al., 2007]. Zitzler et al. [2003] provides
an assessment of performance indicators as well, suggesting which indicators are suitable
based on theoretical considerations.
Other volume-based indicators have been developed as well. Silva and Wanner [2007]
addressed the issue of the high computational cost associated with the hyper-volume indica-
tor measure by proposing a new performance measure called Integrated Sphere Counting.
The advantage of this metric is that the computational complexity of its evaluation is not
affected significantly by the number of objectives or the size of the non-dominated set.
This metric is capable of identifying the approximation set with a greater coverage of the
Pareto-optimal region with respect to convergence and diversity.
The second indicator of performance that has attractive theoretical qualities is the ad-
ditive binary epsilon indicator (I-Indicator), which was proposed by Zitzler et al. [2003].
As described by Knowles, the test uses a pair of non-dominated sets A and B and returns
I-Indicator values according to Equation 2.7 and Equation 2.8.
IA = I²+(A,B) = inf²∈<{∀z(2) ²B ∃z(1) ² A : z(1) ¹²+ z(2)} (2.7)
IB = I²+(B,A) = inf²∈<{∀z(2) ²A ∃z(1) ² B : z(1) ¹²+ z(2)} (2.8)
where the objective vector z(1) ¹²+ z(2) is read as z(1) ≤ ² + z(2), or z(1) epsilon
dominates z(2), if we assume the objectives are minimization without loss of generalization.
This indicator can show whether a non-dominated set is better than another non-dominated
set. A smaller I-Indicator is an indication that one set is better than another. The degree to
which one is better is determined by the values of the I-Indicator. If (IA ≤ 0, IB > 0) then
A is strictly better than B. If (IA > 0, IB > 0) then neither set is strictly better, however
if (IA < IB), it is better in a weaker sense according to Knowles [2005a]. This is because
the smallest ² value that is required in order for the set A to ²-dominate the set B is smaller
than the value needed for B to dominate A. As explained by Knowles [2005a], the choice
of bounding point for the hyper-volume indicator can be rather arbitrary and potentially
misleading, and the additive binary epsilon indicator compliments this metric by providing
a measure that can clearly indicate whether one set is strictly better than another.
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Figure 2.15: The hyper-volume H is the volume covered by solution set S, bounded by a
specified origin O′.
The final aspect of the evaluation of EMOO algorithms is the question of how one can
visualize the approximation set provided by successive runs of an algorithm. As stated
by Knowles [2005b], this is important for a number of reasons, including discerning differ-
ences between approximation sets that are not apparent from the performance metrics used.
One method that is typically employed, is to plot each run of the algorithm. The problem
with this approach is that it makes comparisons difficult between runs resulting from sep-
arate algorithms, and it can be confusing to interpret. Another approach is to combine the
non-dominated sets and sort them in order to find the total non-dominated set. This is also
undesirable because one loses any indication of the worst or typical performance of an al-
gorithm. In light of these difficulties, Knowles [2005b] proposed the summary attainment
surface plotting method, which is built on the work of Fonseca and Fleming [1996]. This
is of particular relevance to the thesis because the summary attainment surface is used in
the analysis of our experiments. To begin with, we define the attainment surface as des-
cribed by Knowles. In Figure 2.16 an approximation set resulting from an algorithm run
is represented by a number of points. A boundary is specified in the objective space that
separates the points which no point equals to or dominates from other points in the space.
This boundary is the attainment surface.
From multiple attainment surfaces, two boundaries are generated (Figure 2.17). Region
A is the region not attained by any run of the algorithm, and Region B is the region that ev-
ery single run of the algorithm was able to attain. The surface bounding Region B, indicates
the performance of the algorithm in the worst case. There are a number of intermediate
surfaces between these two boundaries. According to Knowles, the summary attainment
surface results from the division of this intermediate region into further regions that were
only attained in portions of the runs. This is explained in Figure 2.18, where the attainment
surfaces from Figure 2.17 are plotted again. In 2.18 two diagonal lines are plotted which
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Figure 2.16: Attainment surface of a single approximation set.
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Figure 2.17: Three attainment surfaces from approximation sets resulting from three sepa-
rate runs.
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Figure 2.18: Diagonal lines used to sample the median summary attainment surface. The
median summary attainment surface is in bold.
intersect the three surfaces. The median summary attainment surface can be discovered
with the intersection of the diagonal line with the attainment surfaces and is highlighted
in bold. The two points that result from the two diagonal lines intersecting the attainment
surfaces define two points on the second summary attainment surface. If one uses many
diagonal lines, the set of points that are generated on the second intersection, represent a
union of the achieved goals in two of the runs. The resulting summary attainment surface
visually summarizes the distribution of the sets that approximate the Pareto-optimal front
in two of the runs. Similarly, if one has 30 runs of an algorithm resulting in 30 approxima-
tion sets and 30 attainment surfaces, the 30th summary attainment surface would indicate
the typical worst-case performance of the algorithm. The 30th summary attainment surface
represents the union of the achieved goals in all of the runs in the worst case. In addition,
the 15th summary attainment surface would give an indication of the typical performance
of the algorithm. This is far superior to plotting all 30 approximation sets and attempting
to draw conclusions from such a plot.
2.10 Summary
In this chapter we introduced the concept of dominance and non-dominance in multi-
objective optimization, followed by a discussion of a number of conventional approaches to
multi-objective optimization. Following this the evolutionary approach to multi-objective
optimization was introduced, with particular emphasis on non-dominated sorting based ap-
proaches.
A number of researchers have investigated the use of DE algorithms in multi-objective
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optimization. It is evident from this work that although DE is a vector based scheme,
only the work of Zhang et al. [2006] attempted to incorporate a means to guide the search.
This contrasts with the domain of multi-objective PSO, where there is a history of using
directional information, as this is a fundamental feature of PSO.
Aside from these approaches, other researchers have investigated the use of directional
information, such as Brown and Smith [2003] and the evolutionary strategy of Igel et al.
[2005], but these approaches have their limitations as well and are certainly more complex
to implement than a simple Differential Evolution scheme.
Sutton et al. [2007] reported on the fact that DE in single-objective optimization per-
forms poorly on problems with parameter interactions and proposed that increasing the
selection pressure can yield dramatic improvements. There has been little research in the
area of improving the performance of DE in the presence of parameter interactions in multi-
objective problems. In addition, it is apparent that on such problems the use of directional
information from the multi-objective domain in order to bias the search towards more op-
timal regions offers the possibility of speeding up the search.
In the literature a variety of concepts related to parameter interactions are used, and in
this chapter we clarified the relationships between these concepts and how they are used.
In addition, we laid out a number of theorems which clearly establish what separability
and non-separability mean. We also explained how parameter interactions (degree of non-
separability) can be measured using second order partial derivatives. This measure of sep-
arability was then related to rotated problems using the ellipsoid function as an example.
In addition to the discussion of algorithms, a variety of test problems for the evaluation
of multi-objective algorithms have been discussed in this chapter. Although parameter in-
teractions have been introduced into test problems before, they do not necessarily guarantee
a uniform assessment of an algorithm with respect to its rotational invariant characteristic.
To avoid this type of issue a test problem must be constructed carefully in such a way that
biases are not introduced.
Finally, in the evaluation of EMOO algorithms, the choice of performance metric is
very important. With respect to the desirable theoretical properties of such measures, the
hyper-volume and additive binary epsilon indicators are used in the assessment of all the
algorithm variants we compare in later chapters.
This literature survey has provided an overview of the relevant areas of the field, specif-
ically as they relate to the motivations and research questions presented in Chapter 1. In the
following chapters we will develop the contributions of this thesis in more detail, beginning
with a discussion of the difficulties experienced by a multi-objective genetic algorithm in
the presence of parameter interactions, and the development of a new suite of test problems
for evaluating EMOO algorithms irrespective of the orientation of the fitness landscape in
the decision space.
Chapter 3
Rotated multi-objective test
problems
Previous work in the area of multi-objective test problems has often ignored the important
issue of parameter interactions between decision space variables. In Chapter 2 a discussion
of some of the key work in this area was provided, including the areas where test problems
can be improved in this regard. In this chapter we address the question of what deficiencies
a multi-objective genetic algorithm experiences in the presence of parameter interactions.
Furthermore, we ask the question of how can a fair assessment of EMOO algorithm perfor-
mance be achieved with respect to problems with parameter interactions.
Parameter interactions that hamper parameter-wise optimization algorithms are not
only an issue for single-objective optimization. In a scenario where there may be two or
more conflicting objectives, typically there will exist a set of optimal solutions which are
trade-offs against each objective. Evolutionary algorithms are particularly well suited to
solving this type of problem because they deal with a population of individuals. The issue
of parameter interactions in such multi-objective problems has recently drawn increasing
attention, since the poor performance of the NSGA-II was reported on multi-objective prob-
lems exhibiting parameter interactions [Deb et al., 2002a; Iorio and Li, 2004; Deb et al.,
2006b]. The discussion of parameter interaction issues and rotatable multi-objective test
problems presented here, extends and builds upon the work of Iorio and Li [2008] and Iorio
and Li [2006b].
In Section 3.1 the issue associated with rotated single-objective problems that exhibit
the valley/ridge characteristic will be described in detail. Following this, a simple multi-
objective problem will be introduced, which demonstrates the valley/ridge problem in the
multi-objective domain, including a discussion of why this problem becomes difficult for
many EMOO algorithms that are not rotationally invariant. After these introductory con-
cepts are presented, a description of the methodology employed for the construction of
rotated multi-objective optimization test problems will be outlined in Section 3.3. In this
50
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Figure 3.1: Rotation can reduce the interval of possible improvement. When the function
is aligned with the coordinate axes, the improvement interval (dashed line) is larger than
when the function is rotated away from the coordinate axes. The ellipse represents the
region of constant fitness. Vector v and v′ represent the same point in the search space
before and after rotation respectively.
section, a number of rotated multi-objective optimization test problems that introduce a
variety of difficulties to a non-rotationally invariant EMOO algorithm will be described
in detail. Finally, in Section 3.4 a problem which is scalable in the objective space and
which is rotatable in the decision space will be introduced. In the succeeding chapters, this
problem will be used in a 4 and 8 dimensional objective space for the evaluation of EMOO
algorithms.
3.1 Epistasis from rotated problems
Although epistatic interactions can be introduced in other representations, such as binary,
for the purposes of this study, we are only considering real-valued representations.
In this section we explain the effect of rotation on a simple ellipsoid minimization
problem, f(x1, x2) = x21 + a0x
2
2, with a global minimum located at x1 = 0 and x2 = 0
(Figure 3.1). This function is linearly separable, aligned with the principle coordinate
axes, and can be solved as two independent problems by decomposing it into the function
f1 = x21 and f2 = a0x
2
2. In other words, an optimization algorithm needs only to perturb
the variables x1 and x2 independently in order to find the global optimum. If a separable
problem, like the ellipsoid problem, is rotated away from the principal coordinate axes, the
decision variables become dependent, and the function becomes linearly inseparable. After
rotation, the ellipsoid function becomes f1 = x21 + a1x1x2 + a0x
2
2, introducing parameter
interactions through the term a1x1x2. With rotated problems, significant progress in the
search can only proceed by making simultaneous progress across all parameters within a
solution vector.
Consider Figure 3.1, where the elliptical contour represents a region of constant fit-
ness. The point v can be perturbed along both the x1 and x2 axes, and any location along
the dashed line will be an improvement over any point along the contour, assuming that the
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Figure 3.2: Rotation can trap points along the valley. If the point v′ moves anywhere along
the dashed lines it will be towards a point in the parameter space of worse fitness. Vector v
and v′ represent the same point in the search space before and after rotation respectively.
global optimum is centered on the coordinate axis. After rotation, progress from perturbing
the same rotated point v′ will be lower. This is because the interval of potential improve-
ment for each of the decision variables is reduced, meaning that the search will progress
more slowly when the parameters are only perturbed independently of each other. Another
aspect of rotated problems is that points can easily be trapped along a valley (or ridge) line
in the search space and can only make progress with simultaneous improvements over all
input parameters (Figure 3.2). The point v can easily be perturbed in the x1 axis to find the
global minimum in the center of the coordinate system. The same point v′ after rotation is
still on the valley, but now it cannot progress to a point of improved fitness by only moving
along the direction of the coordinate axes (dashed line) because any such perturbation will
be to a point of worse fitness in the search space. Typically the valley can be found easily,
but the search often becomes trapped at this location. Only a simultaneous improvement in
all parameters will result in the discovery of fitter solutions.
In Figure 3.3 this is demonstrated with the offspring generated from a population of
ten potential parents. In this example, two parents are selected randomly out of the pop-
ulation of ten parents, and are used to generate two offspring. This process of randomly
selecting two parents from the population of ten individuals is repeated 200 times, generat-
ing a total of 400 offspring. Figure 3.3(a) shows the location of offspring according to the
parameter-wise non-rotationally invariant Simulated Binary Crossover/Uniform Crossover
operator1, in relation to the rotated hyper-ellipsoid problem. It is apparent that offspring are
typically generated such that they are aligned with the principle coordinate axes instead of
the orientation of the search space. In Figure 3.3(c), the SBX operator generates offspring
from the parents in the same relative location in the search space, but in this example the
hyper-ellipsoid is aligned with the principle coordinate axes. There is obviously an ad-
vantage in the case where the problem is aligned with the principle coordinate axes when a
parameter-wise operator such as SBX is used. In the case of Figure 3.3(b) and Figure 3.3(d)
1For the sake of simplicity, this recombination operator will be referred to as SBX or Simulated Binary
Crossover, although it incorporates Uniform Crossover as well.
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Figure 3.3: (a) distribution of offspring from SBX on the rotated hyper-ellipsoid function.
(b) distribution of offspring from DE on the rotated hyper-ellipsoid function. (c) distri-
bution of offspring from SBX on the un-rotated hyper-ellipsoid function. (d) distribution
of offspring from DE on the un-rotated hyper-ellipsoid function.
DE is used, which is a vector-wise rotationally invariant operator. Using such a rotation-
ally invariant scheme, offspring are generated in the same relative locations irrespective of
the orientation of the search space. Furthermore, the relative step-sizes are self-correlating
with respect to the problem landscape and distribution of points on the landscape.
The situation that was described is not quite as simple with respect to the behavior
resulting from non-rotationally invariant crossover operators on a multi-objective rotated
problem. The difference between rotated single-objective and multi-objective problems
can be demonstrated with Problem P1 in Figure 3.4 which was first proposed by Deb et al.
[2002a], and constructed using the framework of Deb [1999]. The framework used to con-
struct this problem will be elaborated upon in Section 3.3. This problem will facilitate our
understanding of the effect of rotation on multi-objective problems where non-dominated
solution sets are sought by an optimization algorithm. The situation is analogous to the
single objective domain, where an optimization algorithm with independent perturbations
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Figure 3.4: The effect of a 45-degree rotation on the x1x2 plane of Problem P1. Before
rotation, the functions are aligned with the coordinate system ((a) and (c)), and after rotation
they are not ((b) and (d)).
on each decision variable will have trouble finding more optimal solutions.
f(y)= y
f(y) = g(y)h(f(y), g(y))
h(f1(y), g(y)) = exp
(−f1(y)
g(y)
)
g(y) = 1 + 10(N − 1) +
N∑
i=2
[
y2i − 10 cos(4piyi)
]
y = Ox, −0.3 ≤ xi ≤ 0.3, for i = 1, 2, ..., N
|f| ≤ .

P1
Figure 3.4 shows Problem P1 with a 2-dimensional decision space. The problem is
characterized by a slightly inclined valley in objective f2. Objective f1 is a plane with
a gradient sloping in an opposing direction to the incline of objective f2. The Pareto-
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Figure 3.5: The contour plot of non-rotated P1 in (a) represents function f1, and the contour
plot in (b) represents objective function f2. The dashed lines represent regions of constant
value with respect to the objective function evaluation. Smaller dash sizes represent lower
evaluations on the objective functions.
optimal set is represented by a line segment bisecting the decision space in objective f2
and f1 respectively. This problem was constructed using the ZDT framework. The g
function specifies the modalities of the problem, and the h function specifies the shape
of the Pareto-optimal front. In Problem P1 the decision space is subject to a rotation matrix
O. The construction of the rotation matrix is specified in Figure 3.9. Further discussion
on the construction of rotated test problems using the approach introduced here will be
described in Section 3.3.
Consider the contour plot of a non-rotated version of this problem in Figure 3.5 where
a point G is a member of the Pareto-optimal set. If the point G is perturbed in the direction
of ~GA, it is towards points which evaluate lower with respect to objective f1 (Figure 3.5(a))
and higher with respect to objective f2 (Figure 3.5(b)). If it is perturbed in the direction of
~GD, it will be towards points which evaluate higher with respect to objective f1 and lower
with respect to objective f2. Such perturbations are with respect to the parameter x1 only,
and this is the only such perturbation required in order to discover other Pareto-optimal
solutions which are located on the line segment bisecting the contour plots for objectives
f1 and f2. It is apparent that such a Pareto-optimal solution can easily be perturbed towards
other Pareto-optimal solutions when the problem is aligned with the principle coordinate
axes. However, after the problem has been rotated, it becomes more difficult to find Pareto-
optimal solutions through independent perturbations of individuals. Consider Figure 3.6,
where point G′ represents the point G after rotation. Through independent perturbations of
decision space parameters, the point G can perturb to other non-dominated solutions in the
direction of ~G′A′, ~G′B′, ~G′C ′, and ~G′D′. A perturbation in the direction of ~G′A′ leads to
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Figure 3.6: The contour plot of rotated P1 in (a) represents function f1, and the contour
plot in (b) represents objective function f2.
points which evaluate lower on objective f1, but higher on objective f2. This is similarly
true for perturbations in the direction of ~G′B′. A perturbation in the direction of ~G′C ′ leads
to points which evaluate higher on objective f1, but lower on objective f2. This is also true
for perturbations in the direction of ~G′D′. Unfortunately each of these perturbations leads
to non-dominated solutions which skew away from the Pareto-optimal set. The situation
becomes even worse if the perturbation extends to ~C ′E′ or ~D′F ′, because individuals in this
region evaluate higher with respect to objective f1 and objective f2, and are dominated by
the point at G′, as a result. In actuality, the problem in Figure 3.4 that this analysis is based
on has an extremely small region relative to the feasible space where non-dominated solu-
tions can be located in the direction of ~G′C ′ and ~G′D′. Non-dominated solutions in these
directions only becomes increasingly likely as the orientation of the problem approaches
alignment with the principle coordinate axes. As the orientation of the Pareto-optimal front
aligns with the axis x1, the line vector ~G′C ′ extends further and more non-dominated solu-
tions can be discovered in this region more easily. Secondly, such non-dominated solutions
will be close to the Pareto-optimal set. This is similarly true for the line vector ~G′D′ as the
Pareto-optimal set aligns with the axis x2. In other words, a rotation of the problem which
results in the Pareto-optimal set not being aligned with any principle coordinate axis makes
it difficult to discover other Pareto-optimal solutions when only independent perturbations
of decision variables can occur. This observation is supported by Figure 3.7 where 2000
offspring are generated from two parents that were randomly selected from a population of
ten individuals. The non-dominated offspring are plotted in the figure. Figure 3.7(a) and
3.7(b) show the distribution of non-dominated solutions from the non-rotationally invariant
SBX operator on the un-rotated Problem P1 for function f1 and f2 respectively. Similarly,
Figure 3.7(c) and 3.7(d) show the non-dominated solutions from a rotationally invariant
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Figure 3.7: (a) and (b) distribution of non-dominated solutions from SBX on the un-rotated
Problem P1. (c) and (d) distribution of non-dominated solutions from DE on the un-rotated
Problem P1.
vector-wise differential evolution operator on the un-rotated Problem P1 for function f1
and f2 respectively. It is apparent from the distribution of offspring in these figures that a
rotationally invariant and non-rotationally invariant operator have little trouble generating
reasonably good approximation sets. When the problem is rotated, as presented in Fig-
ure 3.8, the differences in performance become apparent. Figure 3.8(a) and 3.8(b) show
the distribution of non-dominated solutions from the non-rotationally invariant SBX oper-
ator on the rotated Problem P1 for function f1 and f2 respectively. Even after so many
offspring are generated, SBX still has trouble covering the entire Pareto-optimal region.
Figure 3.8(c) and 3.8(d) show the non-dominated solutions from a rotationally invariant
vector-wise differential evolution operator on the rotated Problem P1 for function f1 and
f2 respectively. It is important to note that the results presented in these figures are the
non-dominated solutions resulting from more than 2000 generated offspring. Even so, it is
apparent from Figure 3.8(a) and 3.8(b) that the non-rotationally invariant SBX operator has
difficulty generating offspring which approximate the Pareto-optimal set, compared with
the vector-wise differential evolution approach in Figure 3.8(c) and 3.8(d). The difficulties
that SBX experiences become more pronounced as the decision space dimension increases.
This will be demonstrated later in Chapter 4 where the results of experiments are reported
on the test problems proposed in Section 3.3.
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Figure 3.8: (a) and (b) distribution of non-dominated solutions from SBX on the rotated
Problem P1. (c) and (d) distribution of non-dominated solutions from DE on the rotated
Problem P1.
In the presence of only independent perturbations there is a tendency for points to be
discovered in the direction of lower f1 evaluations and higher f2 evaluations, pushing the
non-dominated solution set away from the Pareto-optimal set and degrading the search
over time. As a result of this behavior the search can become trapped in the Pareto-optimal
region and fail to find more non-dominated solutions in the Pareto-optimal set. Progress in
covering the Pareto-optimal front becomes extremely slow. This effect was also apparent
in Iorio and Li [2004] where the NSGA-II produced poor coverage of the Pareto-optimal
front on the rotated uni-modal multi-objective problem. Any multi-objective optimization
algorithm which is not rotationally invariant will exhibit such behavior on a problem with
similar characteristics.
Furthermore, the way that Problem P1 is structured causes clustering of ranked solu-
tions, as a result of non-dominated sorting if NSGA-II is used. This can exacerbate the
problem through the loss of coverage of the Pareto-optimal front early on in the search,
making it difficult to regain a good coverage when the problem is rotated for reasons stated
above. Of course, there may be problems which may be more or less sensitive to rotation,
depending on the location of the Pareto-optimal front, the mapping between decision and
objective space, the modalities present in the functions, and other aspects of the fitness
landscape.
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3.2 Measuring parameter interactions
In this section we will describe how parameter interactions can be measured directly using a
Hessian matrix [Newham et al., 2003], which builds on the analysis provided in Section 2.6.
The Hessian matrix (Equation 3.1) is useful for measuring parameter interactions and is the
square matrix of second-order partial derivatives of a function.
H(f) =

d2 f
dx21
d2f
dx1dx2
· · · d
2f
dx1dxn
d2f
dx2dx1
d2f
dx22
· · · d
2f
dx2dxn
...
...
. . .
...
d2f
dxndx1
d2f
dxndx2
. . .
d2f
dx2n

(3.1)
The mixed second-order derivatives of a function are the entries off the main diagonal
in the Hessian, and these derivatives provide a powerful indication of the degree to which
parameters are interacting with each other. The second-order derivative test is a criterion
often useful for determining whether a given stationary point of a function is a local maxi-
mum or a local minimum. If the second-order derivative is less than zero then the function
has a local maximum at that point, if it is greater than zero then it has a local minimum,
and if it is zero then the second derivative test says that the variables are separable (see
Section 2.6). In the last case, the function may have a local maximum or minimum there,
but the function is sufficiently ”flat” that this is undetected by the second derivative. Such
”flat” situations arise where parameters have very little interaction with each other.
In the Hessian matrix, element (i, j) of H can be approximated by Equation 3.2 where
fij is the output when parameters with indices i and j are perturbed, fi and fj are the
output values when each parameter is perturbed independently, and 4xi and 4xj are the
parameter perturbations.
d2f
dxidxj
∼= fij − fi − fj + fo4xi4xj (3.2)
From this equation is is apparent that if fij is a larger perturbation than fi and fj then
xi and xj exhibit parameter interactions with each other. From this we can expand upon
the notion parameter interactions. If the change resulting from a perturbation of two vari-
ables is greater when they are perturbed together, as opposed to when they are perturbed
individually, we can clearly say that these variables interact with each other.
We shall now support the above discussion with an example involving Problem P1
aligned with the principle coordinate axes and rotated 45-degrees on each plane of rota-
tion. The normalized Hessian for Problem P1 in 10 dimensions is shown in Table 3.1, 3.3,
and 3.2. It is clear from this lattice that parameter interactions are clearly associated with
objective f2 when the problem is rotated. The Hessian has zero second-order partial deriva-
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
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0

Table 3.3: Hessian of Problem P1 f1 for rotated and unrotated state.
tive values when the problem is separable, which is also apparent in the lattices for Problem
P1 when it is unrotated.
3.3 Constructing problems with parameter interactions
As demonstrated in Section 3.1, interdependencies between variables can be introduced
into a real-coded functional problem by rotating the coordinate system of a test problem.
In order to construct a rotated problem one must be careful that the problem is rotationally
invariant. A function is said to have the property of rotational invariance if the value it eval-
uates does not alter when a rotation is applied to its arguments. For example, the function
f(x1, x2) = x1+x2 is invariant under rotation when the decision-space plane specified by
x1 and x2 is rotated around the origin. Secondly, in order to achieve an assessment of an
algorithm on a problem that is rotated one must guarantee a uniformly distributed random
rotation. This means that the orientation of a point resulting from a rotation is not biased
towards any particular orientation. In other words, if one pictures a point on the surface of
a unit hyper-sphere, a uniformly distributed random rotation around the centroid of the unit
hyper-sphere shifts that point to another location on the surface of the unit hyper-sphere
with uniform probability.
Figure 3.9 outlines the procedure for generating a random orthonormal basis which
is used to introduce parameter interdependencies into a problem by rotating the parame-
ter vector. As stated previously, this is a linear transformation which does not change the
fitness landscape of the problem domain. A normal distribution is used in this technique
because it provides for the distribution of points centered around the origin with perfect ro-
tational symmetry. The normally distributed random variables are normalized so that each
component of the rotated point maintains an equivalent distance from the axis of rotation.
Therefore, a uniform distribution of points on the surface of a hyper-sphere is possible
when the orthonormal basis o1, ...,oN ∈ RN is used to rotate a point in N -dimensional
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Step 1. Generate a random unit vector o1 by taking N inde-
pendent normally distributed random variables with mean 0
and variance 1.
Step 2. o1 = o1/ ‖ o1 ‖
FOR i =  TO N
Step 3. Generate a random unit vector oi by taking N inde-
pendent normally distributed random variables with mean 0
and variance 1.
Step 4. Perform Gram-Schmidt Orthonormaliza-
tion [Deutsch, 2001] of oi with preceeding o1 to
oi−1
Step 5. oi = oi/ ‖ oi ‖
END FOR
Figure 3.9: Algorithm for generating a random rotation matrix, O = [o1, ...,oN]
T, which
distributes points uniformly on the surface of a hyper-sphere.
space. This technique also makes it possible to randomly and uniformly rotate a decision
space vector so that there is no bias for any particular coordinate axis.
The advantage of our approach is that parameter interactions can be introduced to a
problem without altering the fitness landscape, which contrasts with the approaches des-
cribed in Section 2.8. Our approach enables one to clearly isolate the effect of introducing
parameter interactions to a problem, because the fitness landscape is unaltered.
Based on the approach described in Figure 3.9 and the framework of Deb [1999], three
new test problems will be proposed. Before the problems are detailed, some points as-
sociated with the construction of test problems will be discussed. In the test problem
framework used in this study the g function is responsible for affecting convergence to
the Pareto-optimal front and the h function specifies the shape of the Pareto-optimal front.
The Pareto-optimal set can be determined by setting the g function to 1.0 and evaluating f1
over the range of feasible solutions. Diversity is also affected by the f1 function.
In order to construct a problem with parameter interactions the problem must have at
least one non-linear function. With this consideration the rotatable test problems we have
proposed in this research will have at least one non-linear function in at least one of the
objective functions. Each of the test problems also sets f1 and f2 to large values if f1 is
outside the ranges specified in the problem descriptions. As explained by Deb [1999] this
is important because rotation may push a function evaluation outside the range desired by
the experimenter.
One must also be careful that under rotation the problem can still evaluate to a meaning-
ful result. One should avoid situations where a rotation transformation results in decision
variables which take negative values and are then subjected to a square root function for in-
stance. This can be achieved by avoiding functions which would result in such a situation,
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or by offsetting the variable value within the function so a negative value never results. It
should also be noted that the methodology for performing a rotation can be applied to other
problems from the literature and is not limited to this framework. The only considerations
that need to be addressed are related to making sure the evaluation of the rotated vector
yields a result that can still be evaluated and that the fitness landscape of the problem is
unchanged as a result of a rotation transformation. In the test problems proposed here1 the
decision space x is subjected to a rotation matrix O in order to generate a rotated vector y
from y = Ox, and the fitness landscape is rotated as a result.
f(y)= y
f(y) = g(y)h(f(y), g(y))
h(f(y), g(y)) = 1.0 + exp
(−f1(y)
g(y)
)
+(
f1(y) + 1.0
g(y)
)
(sin(5pif1(y)))
g(y) = 1 + 10(N − 1) +
N∑
i=2
[
y2i − 10 cos(piyi)
]
y = Ox, −1.0 ≤ xi ≤ 1.0, for i = 1, 2, ..., N
|f| ≤ .

P2
Based on the described approach, we have proposed three rotated problems, in addi-
tion to Problem P1 which was introduced in Section 3.1. Problem P2, which is plotted
in a 2-dimensional decision space in Figure 3.10, has a Pareto-optimal front which is not
continuous, as specified by the h function. f1 is bounded to the range, |f1| ≤ 1.0, in order
to guarantee that the values of f1 do not go out of range during rotation. This problem
presents a difficulty to an optimization algorithm, because such an algorithm has to locate
a number of discontinuous Pareto-optimal fronts.
f1(y) = 1.0− exp(2.0y1) sin6(6piy1)/9.0
f(y) = g(y)h(f(y), g(y))
h(f1(y), g(y)) = 1.0−
(
f1(y)
g(y)
)2
g(y) = 1 + 10(N − 1) +
N∑
i=2
[
y2i − 10 cos(piyi)
]
y = Ox, −1.0 ≤ xi ≤ 1.0, for i = 1, 2, ..., N
. ≤ f ≤ .

P3
Problem P3 is also plotted in a 2-dimensional decision space in Figure 3.11. In this
problem the decision space variables which increment at a regular interval, evaluate with
1The test problems developed are improved versions of the problems proposed by Iorio and Li [2008].
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Figure 3.10: Surface and contour plots of function f1 and f2 of Problem P2. The Pareto-
optimal set is represented by the discontinuous line segment bisecting the contour plots of
function f1 and f2.
non-regular intervals in the objective space, making it hard to find a uniform distribution
of points along the Pareto-optimal front. The density of solutions is lower towards lower
f1 values, making it difficult to find solutions in this region. f1 is bounded to the range,
0.3 ≤ f1 ≤ 1.0, to guarantee that the values of f1 evaluate consistently no matter what
rotation operation the decision space vector is subjected to. Plots of the objective space are
CHAPTER 3. ROTATED MULTI-OBJECTIVE TEST PROBLEMS 66
-1
-0.5
 0
 0.5
 1y1
-1
-0.5
 0
 0.5
 1
y2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
f1(y1,y2)
-1
-0.5
 0
 0.5
 1y1
-1
-0.5
 0
 0.5
 1
y2
 0
 5
 10
 15
 20
 25
f2(y1,y2)
   0.999
    0.95
     0.8
     0.5
-1 -0.5  0  0.5  1
y1
-1
-0.5
 0
 0.5
 1
y2
    21.4
      16
   0.432
    3.72
-1 -0.5  0  0.5  1
y1
-1
-0.5
 0
 0.5
 1
y2
Figure 3.11: Surface and contour plots of function f1 and f2 of Problem P3. The Pareto-
optimal set is represented by the line segment bisecting the contour plots of function f1 and
f2.
not shown as the objective space is unchanged under a rotation of the decision space.
f(y)= y
f(y) = g(y)h(f(y), g(y))
h(f1(y), g(y)) = exp
(−f1(y)
g(y)
)
g(y) = 1.0 + 0.015578(N − 1.0)+
N∑
i=2
(y2i − 0.25(yi sin(32.0
√
|yi|)))
y = Ox, −1.0 ≤ xi ≤ 1.0, for i = 1, 2, ..., N
|f| ≤ .

P4
Problem P4 in Figure 3.12 is based on the Schwefel function, and is multi-modal and
highly deceptive with a local Pareto-optimal front which is close to the global Pareto-
optimal front. In the decision space the local Pareto-optimal region is actually located
far from the Pareto-optimal set in the decision space. This is evident from Figure 3.12,
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Figure 3.12: Surface and contour plots of function f1 and f2 of Problem P4. The Pareto-
optimal set is represented by the line segment bisecting the contour plots of function f1 and
f2.
where the Pareto-optimal set is shown as a line segment on contour plot of the decision
space.
3.4 Rotated problems with more than two objectives
As described by Deb et al. [2006a] NSGA-II experiences difficulties when trying to opti-
mize a large number of objectives because as the number of objectives increases the num-
ber of non-dominated solutions that are generated increases dramatically. Furthermore, the
number of individuals in a population that are required to represent a Pareto-optimal front
grows exponentially with respect to increasing objective space dimensions. Praditwong and
Yao [2007] also reported that NSGA-II has been found to optimize particular test problems
in less than four dimensions but when the objective space dimension was increased NSGA-
II could only find solutions far from the true Pareto-optimal front.
These issues can be further compounded in the presence of parameter-interactions be-
tween decision space variables. In order to study the effect of parameter interactions in
problems with a large number of objectives we propose Problem P5. This problem is
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similar to Problem DTLZ1, which was introduced by Deb et al. [2002c]. The Pareto-
optimal objective function values of Problem P5 lie on the linear hyperplane specified by∑M
m=1 f
∗
m = 0.5. A value of k = 5 is used such that N = M + k − 1. The k variable is
responsible for specifying the number of decision variables contributing to the g function
in Problem P5. The k value that is used is the same k value used with DTLZ1 [Deb et al.,
2001c]. The g function specifies the hyper-ellipsoid function from Yao and Liu [1997].
The coefficient term 2(i−M) varies the eccentricity of the ellipsoid. This can make it diffi-
cult for an optimizer to adapt appropriate step sizes for each decision variable. When this
function is rotated it introduces the valley problem to an algorithm that can only perturb
parameters independently. Interestingly, Problem P5 is uni-modal and in that respect is
simpler than the multi-modal DTLZ1 problem, but it can present significant challenges to
an optimization procedure when rotated.
f(y)= .(y + .)(y + .) · · · (yM− + .)(+ g(yM ))
f(y)= .(y + .)(y + .) · · · (.− yM−)(+ g(yM ))
...
...
fM−(y)= .(y + .)(.− y)(+ g(yM ))
fM−(y)= .(.− y)(+ g(yM ))
g(yM ) =
N∑
i=M
2(i−M)
(
y2i
)
y = Ox, −0.5 ≤ xi ≤ 0.5, for i = 1, 2, ..., N

P5
3.5 Other test problems
In addition to the test problems proposed by us, the OKA2 test problem from Okabe and Jin
[2004] is also used in this study. This problem exhibits parameter interactions but not from
a rotation of the decision space. This problem is also different from the other test problems
proposed here in that the Pareto-optimal set in the decision space is non-linear, introducing
parameter interactions. Furthermore, there are only three decision variables in OKA2. The
purpose of incorporating this problem in addition to those that have been proposed in this
work is to investigate the performance of various recombination operators on a problem
that does not have a piece-wise linear Pareto-optimal set in the decision space.
f(x)= x
f(x)= − 
pi
(x + pi) + |x −  cos(x)|

 + |x − sin(x)|


−pi ≤ x ≤ pi
− ≤ x ≤ 
− ≤ x ≤ 

OKA2
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3.6 Summary
In this chapter we have addressed the question of the deficiencies that a genetic algor-
ithm can experience in the presence of parameter interactions. Furthermore, we have also
addressed the problem of how an assessment of EMOO algorithms can be achieved with
respect to the parameter interaction issue. To facilitate the study of rotated problems in
the multi-objective domain, four new test problems were proposed; Problem P2 which
is discontinuous in the objective space, Problem P3 which introduces a non-linear map-
ping between the decision and objective spaces, Problem P4 which is highly deceptive and
multi-modal, and Problem P5 which is scalable in the objective space. In addition, the
OKA2 problem from Okabe and Jin [2004] compliments our proposed problems by allow-
ing an investigation of the behavior of an EMOO algorithm on a problem which does not
have a piece-wise linear Pareto-optimal set in the decision space. These problems provide
an assessment of EMOO algorithms through a uniform random rotation of the decision
space. Such a rotation scheme does not favour any particular coordinate axes and there-
fore provides a fair assessment of evolutionary algorithm performance in the presence of
parameter interactions.
In the following chapter we will investigate how the performance of a number of rota-
tionally invariant crossover operators perform in the NSGA-II framework on the test prob-
lems proposed in this chapter.
Chapter 4
An empirical comparison of
recombination operators
In this chapter we address the question of how the difficulties that genetic algorithms expe-
rience with parameter interactions can be overcome in the multi-objective domain. These
difficulties can be addressed in single objective and multi-objective optimization in a num-
ber of ways. In self-adaptive Evolutionary Strategies, a correlation matrix is evolved with
appropriate step sizes. The correlation matrix orients the direction of the perturbation with
respect to the orientation of the search space. The step size is also evolved for each parame-
ter of the problem. Unfortunately, this approach does not scale well to large numbers of de-
cision space variables. Although self-adaptive Evolutionary Strategies have been relatively
successful at solving problems with parameter interactions, the learning of appropriate cor-
related mutation step sizes can be rather computationally expensive when the number of
decision space variables becomes large [Price, 1999, page 79–108].
Another approach to this problem is to use a perturbation operator which is self-scaling
and rotationally invariant. This is attractive because it does not require the additional learn-
ing of appropriate correlated step sizes. A number of such vector-wise recombination op-
erators have been proposed in the literature and in this chapter we will evaluate four of the
more well known approaches on the new test problems proposed in Chapter 3.
The work presented in this chapter builds upon the results reported in our previous
studies [Iorio and Li, 2008, 2006c, 2004] where the performance of vector-wise rotation-
ally invariant recombination operators was compared with the non-rotationally invariant
Simulated Binary Crossover (SBX) on a variety of multi-objective problems exhibiting
parameter interactions.
To begin with, each of the recombination operators is introduced in Section 4.1, includ-
ing a synopsis of how each algorithm generates offspring. In Section 4.2 the methodol-
ogy for the experimental analysis is described, including the choice of parameter settings.
Following this a discussion of the results and an analysis is provided in Section 4.3. A
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summary of the main observations of our analysis is provided in Section 4.4.
4.1 Recombination Operators
The purpose of the current chapter is to address the question of how different rotationally
invariant schemes perform on rotated multi-objective problems. In this section, a number of
recombination operators that were introduced in Section 2.7 are discussed in greater detail.
Firstly, the non-rotationally invariant Simulated Binary Crossover (SBX) from the Simu-
lated Binary Crossover (SBX) from Deb and Goyal [1995] and Deb and Kumar [1995] is
described. This operator is used as a baseline for comparisons with the rotationally invari-
ant vector-wise Differential Evolution (DE), Simplex Crossover (SPX), Uniform Normal
Distribution Crossover (UNDX), and Parent-Centric Crossover (PCX) recombination op-
erators, which will be described in the following sections.
4.1.1 Simulated Binary Crossover (SBX)
In Section 2.4 some of the short-comings associated with SBX were discussed. In the
new version of SBX implemented in the latest revision of NSGA-II these issues have been
rectified somewhat by generating offspring in quadrants adjacent to the location of the
parents as well as around the parents (Figure 4.1).
The new version of SBX1, with a uniform crossover, uses the procedure described
in Algorithm 4 to generate offspring. µi, is a uniform random number between 0 and 1,
generated for each decision space parameter i. ηc is a non-negative real number responsible
for controlling the distribution of offspring that are created from the parents. A large value
for ηc provides a higher probability of generating children near the parents, while a small
value will generate offspring further from the parents. In Step 1 of Algorithm 4, if a uniform
random number between 0 and 1 is less than or equal to 0.5 we perform the crossover, else
we copy the parents xi to the children yi. If the crossover is performed the children are
calculated from the parents in Step 5 to 15, otherwise the parent parameters are copied to
the child parameters in Step 16 to 19.
4.1.2 Simplex Crossover (SPX)
The Simplex Crossover is described in Algorithm 5 and (Figure 4.2). In Figure 4.2 the
parents are represented by the vectors x(0), x(1), and x(2). The simplex formed by these
parents is expanded by a small degree which is determined by ² and the centroid G. This
expanded simplex is represented in Figure 4.2 by the vectors z(0), z(1), and z(2). Within this
1The variant of NSGA-II used in this study is Revision 1.1 (10 May 2005) of NSGA-II available from
the Kanpur Genetic Algorithms Laboratory site at http://www.iitk.ac.in/kangal/. It formed the
basis of the DE variants studied. Furthermore, it incorporates a quadrant based variant of SBX with uniform
crossover, which is described in Algorithm 4
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Figure 4.1: Offspring resulting from parents x(1) = [−0.5, 0.5] and x(2) = [0.5,−0.5] for
the new SBX operator with uniform crossover
Algorithm 4 Simulated Binary Crossover with Uniform Crossover
1: for i=1 to N do
2: if rand(0, 1) ≤ 0.5 then
3: µi = rand(0, 1]
4: if µi ≤ 0.5 then
5: βqi = (2µi)
1
ηc+1
6: else
7: βqi =
1
2(1−µi))
1
ηc+1
8: end if
9: if rand(0, 1) ≤ 0.5 then
10: y
(1)
i = 0.5((1− βqi)x(1)i + (1 + βqi)x(2)i )
11: y
(2)
i = 0.5((1 + βqi)x
(1)
i + (1− βqi)x(2)i )
12: else
13: y
(1)
i = 0.5((1 + βqi)x
(1)
i + (1− βqi)x(2)i )
14: y
(2)
i = 0.5((1− βqi)x(1)i + (1 + βqi)x(2)i )
15: end if
16: else
17: y
(1)
i = x
(1)
i
18: y
(2)
i = x
(2)
i
19: end if
20: end for
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Figure 4.2: In Simplex Crossover, new offspring are uniformly randomly generated within
the expanded simplex.
expanded simplex one or more new individuals are sampled. Sampling outside this region
is determined by the ² value. In a single objective optimization procedure as the population
converges the relative size of the expanded simplex shrinks as well. In a multi-objective
evolutionary algorithm a number of non-dominated individuals may be maintained in the
population. As a result of this, as the population converges towards the Pareto-optimal
set, one can expect the expanded simplex to select parents from the full range of non-
dominated individuals in the population. The procedure described in Algorithm 5 occurs
each generation in order to generate the offspring. A Gaussian mutation operator was also
reportedly used in previous studies of the SPX [Tsutsui and Yamamura, 1999].
Algorithm 5 Simplex Crossover
1: Randomize the indices of the mating pool population.
2: The simplex is first constructed by choosing (N+1) parents x(i) from the mating pool,
where i ∈ {1, · · · , N + 1}.
3: Calculate the centroid of the simplex G =
∑N+1
i=1
(
x(i)
N+1
)
4: Generate the expanded simplex points z(k) = G+ ²(x(k)−G) where k ∈ {1, ..., N +
1}. The control parameter ² is responsible for the rate of expansion.
5: Generate uniformly distributed random numbers rk = rand(0, 1)(
1
k+1), where k ∈
{1, · · · , N}.
6: y(k) = 0 where k = 1.
7: y(k) = rk−1(z(k−1) − z(k) + y(k−1)) where k ∈ {2, · · · , N + 1}
8: An offspring, y, is generated by z(N+1) + y(N+1)
4.1.3 Uniform Normal Distribution Crossover (UNDX)
In the UNDX [Kita et al., 1999; Ono et al., 2003] approach offspring are generated around
a centroid G of the first m + 1 parents, where m is a user specified variable. For the 2-
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Figure 4.3: In the UNDX, new offspring cluster around the centroid of the first m + 1
parents.
dimensional decision space case this is represented diagramatically in Figure 4.3. In this
figure the offspring y is generated probabilistically from the parents x(1), x(2), and x(3)
according to Algorithm 6. In the UNDX approach the size of the sampled region and extent
of the region is controlled by two controlled parameters, namely ση and σξ.
Algorithm 6 Uniform Normal Distribution Crossover
1: Randomise the indices of the mating pool population.
2: Choose (m+2) parents x(i) from the mating pool, where i ∈ {1, · · · ,m+ 2}.
3: Calculate the centroid of the first m+ 1 parents, G = 1m+1
∑m+1
i=1 x
(i)
4: Create the direction vectors, d(i) = x(i) −G, where i ∈ {1, · · · ,m+ 2}
5: Let D be the length of the component of d(m+2) , which is orthogonal to
d(1), · · · ,d(m).
6: Let e(1), · · · , e(N−m)be the orthonormal bases of the subspace orthogonal to the sub-
space spanned by d(1), · · · ,d(m).
7: An offspring, y, is generated by y = G+
∑m
k=1wkd
(k)+
∑N−m
k=1 vkDe
(k), where wk
and vk are normally distributed random variables N(0, σ2ξ ) and N(0, σ
2
η) respectively.
4.1.4 Parent-Centric Crossover (PCX)
The difference between PCX [Deb et al., 2001a, 2002b] and UNDX is apparent from Fig-
ure 4.4, which diagramatically demonstrates how an offspring y is sampled around the
region of the currently selected parent x(p). This contrasts with the UNDX-m and SPX
approaches, which sample the majority of offspring between the parents. Offspring are
calculated from the PCX approach described in Algorithm 7.
4.1.5 Differential Evolution (DE)
The basic bi-vector DE scheme that is employed in this study is described in Algorithm 8.
This scheme is the de/current-to-rand/1 approach described by [Price, 1999, page 79–108].
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Figure 4.4: In the PCX, new offspring cluster around a parent, x(p), which is selected with
equal probability from the m chosen parents.
Algorithm 7 Parent-centric Crossover
1: Randomize the indices of the mating pool population.
2: Choose m parents x(i), where i ∈ {1, · · · ,m}, by randomly sampling from the popu-
lation.
3: Calculate the centroid of the parents from Step 1, G = 1m
∑m
i=1 x
(i)
4: Choose one of the parents selected in Step 1 with equal uniform probability, and assign
to x(p). The offspring will be centered around this parent.
5: Create the direction vectors, d(p) = x(p) −G
6: For the remaining m − 1 parents, the perpendicular distances Di to the line d(p), are
calculated and the average distance is assigned to D¯.
7: An offspring, y, is generated by y = x(p)+wξ
∣∣d(p)∣∣+∑m
k = 1
k 6= p
wηD¯e(k), where wξ
and wη are normally distributed random variables N(0, σ2ξ ) and N(0, σ
2
η) respectively.
Let each e(k) be an orthonormal basis vector of the subspace orthogonal to the subspace
spanned by d(p).
Algorithm 8 Differential Evolution
1: i = 1
2: Randomly select r1, r2, r3 ∈ {1, 2, · · · , popsize} such that r1 6= r2 6= r3 6= i where i
is the index of the currently selected individual in the population.
3: Generate an offspring from the selected parents and current individual, y = x(i) +
K(x(r3) − x(i)) + F (x(r1) − x(r2)) where K and F are control parameters.
4: i = i+ 1
5: Repeat from Step 2 if the desired number of offspring has not been reached and i 6=
popsize.
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Figure 4.5: Differential Evolution
The population of a Differential Evolutionary algorithm is typically randomly initial-
ized within the initial parameter bounds. At each generation, the population undergoes
perturbation. In the two vector scheme described here the x(i) + K(x(r3) − x(i)) vector
component is responsible for recombination and the F (x(r1) − x(r2)) vector component is
responsible for mutation perturbations. Three unique individuals, or solution vectors de-
noted by x, are randomly selected from the population. The coefficient K is responsible
for the level of combination that occurs between x(r3) and the current individual x(i). The
coefficient F is responsible for scaling the step size resulting from the mutation compo-
nent. Figure 4.5 details the relationship between the vectors responsible for the generation
of a new candidate solution. Typically in the single-objective case, if the new individual
y, evaluates better than the currently selected individual x(i), then the current individual is
replaced with the new one. The algorithm iterates over i from 1 to popsize.
4.2 Experiment Methodology
A population size of 100 individuals was used for each of the algorithms on each of the
test problems described in Chapter 3. We expect that some of the choices of our parameter
settings might be sub-optimal for the problems explored. It is not our intention to perform a
comparative study in order to find the best parameter settings of these crossover techniques,
but we do expect non-specifically tuned settings to demonstrate improvements in the per-
formance of the NSGA-II with the rotationally invariant behavior of the DE, SPX, UNDX,
and PCX operators. A number of appropriate parameter settings have been reported for
these operators and we have utilized these reported settings where possible.
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For the DE variant of NSGA-II, F was set to 0.8 and K was set to 0.4. Suggestions
from [Price, 1999, page. 79–108] helped guide our choice of parameter values for the
DE. Furthermore, the scaling factors used here were also used in Iorio and Li [2008,
2006c, 2004]. In the SPX operator, the simplex size, ², determines the size of the expanded
simplex, and we have used
√
N + 1which was proposed in the theoretical study by Higuchi
et al. [2000]. A mutation rate of 1/N was also used with the NSGA-II incorporating the
new SBX with uniform crossover, and the SPX, UNDX, and PCX variants. SBX employed
a crossover rate of 0.9. For the UNDX operator, the parameters σξ = 1√m and ση=
0.35√
N−m
were recommended by Kita et al. [1999] and we have used these values in this study. For
the PCX, the σξ and ση parameters were set to 0.7 and 0.2 respectively. The PCX variant is
sensitive to the σξ parameter. If σξ is too small the offspring generated do not spread across
the Pareto-optimal front. In the UNDX and PCX version of NSGA-II, m was assigned a
value of 3.
The problems that are used in the evaluation of each of the recombination operators
studied in the current chapter were introduced in Chapter 3, namely the unimodal problem
P1, the discontinuous problem P2, the non-uniformly mapped problem P3, the deceptive
problem P4, and two variants of problem P5 which have 4 and 8 objectives respectively.
Furthermore, OKA2 from Okabe and Jin [2004] is used in order to evaluate the perfor-
mance of these operators on a problem with a non-linear Pareto-optimal set in the decision
space. The motivation for using this problem is that the other problems each have a linear
Pareto-optimal set. Therefore, in order to draw more general conclusion about the per-
formance of the recombination variants, it is useful to include this problem in our study.
The bi-objective problems are 10-dimensional in the decision space. The scalable prob-
lem with 4 objectives has 8 decision space parameters, and the 8-objective version has 12
decision space variables. Rotations for each of these test problems were performed in the
decision space, on each plane, using a random uniform rotation matrix generated using
the technique described in Section 3.3, which introduces parameter interactions between
all parameters. In N -dimensions there are (N − 1)N/2 planes of rotation, introducing
parameter interactions between each parameter with every other. Each algorithm was run
50 times on each bi-objective test problem, for a total of 800 generations (80,000 problem
evaluations) for each run. The scalable test problems with more than two objectives was
run for 300 generations (30,000 problem evaluations) because after 300 generations it is
still possible to make distinguishing observations of the resulting approximation sets from
each algorithm variant. A new random uniform rotation matrix was generated for each run
of each algorithm such that no particular orientation of the problem was favored over any
other.
As outlined in Section 2.9, Evolutionary Multi-Objective Optimization algorithms can-
not be simply assessed with respect to their convergence towards a single optimal value. In
light of this requirement, we have used three criteria for assessing the performance of the
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variants studied here.
Firstly, the additive binary epsilon indicator which was described in Section 2.9 is
employed. This can indicate whether a non-dominated set is better than another non-
dominated set. We remind the reader here that a smaller epsilon indicator value is an
indication that one set is better than another. The degree to which one is better is deter-
mined by the values of the additive binary epsilon indicator. If (IA ≤ 0, IB > 0) then A
is strictly better than B. If (IA > 0, IB > 0) then neither set is strictly better, however if
(IA < IB), it is better in a weaker sense. We use the nomenclature developed by Knowles
[2005a] in our discussion of results. The term ‘weaker sense’ means that the additive binary
epsilon indicator value of two approximation sets is greater than zero, but that one is less
than the other. It is not meant to imply that the result is not statistically significant. It indi-
cates there is some overlap between the sets and that one is better than the other according
to the metric. To facilitate our discussion of results we will just refer to one set being better
with respect to the other. If there is a clear separation between the sets, the term ‘strong
sense’ will be used in order to indicate that one is clearly better.
The second indicator of performance that is utilized in this study is the hyper-volume
indicator, which was also described in Section 2.9. It indicates the size of the region domi-
nated by a set of points. Larger values associated with the hyper-volume indicator suggest
that the non-dominated set that is found is better. This compliments the additive binary
epsilon indicator in that it takes into account the spread of solutions in an approximation
set, as well as their convergence. In order to make the comparison of the hyper-volume
indicator values fair, the objective values are normalized, and the same bounding point is
used across all approximation sets. It should be noted that fields that appear in bold in the
tabulated results indicate that with at least a 95% significance, the row is better than the
column.
The final indicator of performance that is employed is the plot of attainment surfaces.
This provides an elegant way to visualize the approximation sets of multiple runs gener-
ated by an evolutionary multi-objective algorithm. The reader should refer to Section 2.9
for further information about these performance indicators, as well as the motivations for
utilizing them in this study.
4.3 Discussion and Results
4.3.1 Problem P1
In Figure 4.6 and 4.7 two parents are located on the Pareto-optimal front, and offspring
are generated around these parents. In the non-rotated case of Figure 4.6 the NSGA-II
with SBX generates only non-dominated solutions which are located on the Pareto-optimal
front. Unfortunately, when the problem is rotated (Figure 4.7), many of the solutions gen-
erated are far from the Pareto-optimal front. In this situation only a few of the solutions
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Figure 4.6: Parents are located at [-0.2,0] and [0.2,0] in the non-rotated case. In the
non-rotated case all solutions generated using SBX by the parents are non-dominated and
Pareto-optimal.
generated by the same two parents, are on the Pareto-optimal front and non-dominated.
Problem P1 clearly demonstrates the tendency of the NSGA-II with SBX to migrate non-
dominated solutions away from the Pareto-optimal region, as well as the difficulty in ex-
panding across the Pareto-front because of these easily favored non-dominated solutions.
This is demonstrated in Figure 4.8, where it is apparent that offspring solutions in the deci-
sion space and objective space, from generation 15 to generation 29, move away from the
Pareto-front, to those non-dominated solutions which are more readily discovered by the
SBX, within NSGA-II. This figure demonstrates the behavior described in Chapter 3.
Furthermore, the plot of the median attainment surface in Figure 4.9, demonstrates the
difficulties associated with SBX converging to the Pareto-optimal front. This is supported
by Table 4.1 which shows the mean hyper-volume indicator values µ, and the associated
standard deviations s. The figures in bold are the p-values associated with the hypothesis
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Figure 4.7: Parents are located on the Pareto-optimal front in the decision space in the
rotated-case at [-0.2,0.2] and [0.2,-0.2]. In the rotated case, far fewer non-dominated solu-
tions are generated.
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Figure 4.8: NSGA-II finds solutions which are non-dominated but skew away from the
Pareto-optimal front on Problem P1. This figure demonstrates the degradation in perfor-
mance of NSGA-II over successive generations when a ridge is encountered in a multi-
objective problem.
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Table 4.1: Hypervolume indicator for recombination variants on problem P1 at generation
800
SBX DE SPX UNDX PCX
µ 9.943e− 01 9.967e− 01 9.981e− 01 9.979e− 01 9.924e− 01
s 3.219e− 03 2.326e− 03 2.421e− 04 9.256e− 04 1.299e− 02
SBX n/a 1.000e+ 00 1.000e+ 00 1.000e+ 00 1.000e+ 00
DE 1.342e− 09 n/a 1.000e+ 00 1.000e+ 00 9.424e− 01
SPX 2.200e− 16 1.221e− 15 n/a 2.774e− 01 3.225e− 10
UNDX 2.220e− 16 1.089e− 13 7.249e− 01 n/a 3.121e− 08
PCX 4.974e− 05 5.836e− 02 1.000e+ 00 1.000e+ 00 n/a
that the hyper-volume indicator of the row is better than the column with a greater than 95
percent significance. It is apparent from this figure that each of the rotationally invariant
recombination operators resulted in a statistically significant better hyper-volume indicator
value than the non-rotationally invariant SBX operator. Furthermore, SPX and UNDX
Table 4.2: Epsilon Indicator for recombination variants on problem P1 at generation 800
SBX DE SPX UNDX PCX
p n/a 1.000e+ 00 1.000e+ 00 1.000e+ 00 1.000e+ 00
SBX M n/a 5.396e− 01 6.707e− 01 6.000e− 01 5.603e− 01
IQR n/a 5.242e− 01 2.218e− 01 2.252e− 01 5.469e− 01
p 1.607e− 09 n/a 1.000e+ 00 1.000e+ 00 3.497e− 01
DE M 5.555e− 03 n/a 1.143e− 02 1.091e− 02 8.381e− 03
IQR 2.756e− 02 n/a 4.746e− 01 4.752e− 01 2.719e− 01
p 2.200e− 16 1.347e− 15 n/a 1.964e− 02 3.895e− 12
SPX M 3.450e− 05 4.331e− 03 n/a 7.205e− 03 5.807e− 03
IQR 4.552e− 03 5.954e− 03 n/a 1.936e− 03 7.386e− 03
p 2.200e− 16 2.568e− 11 9.807e− 01 n/a 6.247e− 10
UNDX M 1.800e− 04 5.061e− 03 8.143e− 03 n/a 6.005e− 03
IQR 5.333e− 03 7.155e− 03 3.413e− 03 n/a 8.047e− 03
p 3.364e− 05 6.528e− 01 1.000e+ 00 1.000e+ 00 n/a
PCX M 4.987e− 03 8.551e− 03 1.187e− 02 1.202e− 02 n/a
IQR 1.141e− 01 2.319e− 01 3.742e− 01 3.674e− 01 n/a
were better with respect to the hyper-volume indicator than the other rotationally invari-
ant crossover operators. In Table 4.2 the p-value associated with the Hypothesis that the
epsilon indicator value of the row versus column is less than the column vs the row. The
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Figure 4.9: Median Attainment Surface for Problem P1
median value M of the epsilon indicator is reported for each row versus column compar-
ison, along with the Interquartile Range IQR. The epsilon indicator values are consistent
with the hyper-volume indicator values. In this table it is apparent that each of the rota-
tionally invariant recombination operators dominate the SBX operator. The SPX operator
is also dominant with respect to each of the other recombination operators on this problem.
Overall, it is apparent that SPX is the better performing recombination operator on Problem
P1.
4.3.2 Problem P2
The discontinuous problem P2 introduces similar difficulties to the NSGA-II with SBX,
as the uni-modal problem P1. In Figure 4.8 we demonstrate the degraded performance
experienced by NSGA-II with SBX on a simple rotated problem. Over successive gen-
erations, as the individuals seek out non-dominated solutions which are further from the
front, eventually a solution which dominates the previous non-dominated solutions can be
found. Occasionally this solution is near the Pareto-front. In the case of Problem P2, where
the front is discontinuous, there is a tendency for the search to proceed to regions of the
space which are degraded non-dominated solutions, in a similar manner to the search for
non-dominated solutions on the unimodal problem. This behavior is exacerbated because
the discontinuities do not allow a collapse of the degraded approximation set towards the
Pareto-optimal front.
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Table 4.3: Hypervolume indicator for recombination variants on problem P2 at generation
800
SBX DE SPX UNDX PCX
µ 9.882e− 01 9.913e− 01 9.926e− 01 9.928e− 01 9.926e− 01
s 8.561e− 03 4.482e− 03 2.753e− 03 2.635e− 03 7.876e− 03
SBX n/a 1.000e+ 00 1.000e+ 00 1.000e+ 00 1.000e+ 00
DE 1.347e− 08 n/a 9.998e− 01 9.926e− 01 9.988e− 01
SPX 1.344e− 11 1.870e− 04 n/a 1.136e− 01 6.768e− 02
UNDX 6.831e− 12 7.589e− 03 8.877e− 01 n/a 5.617e− 01
PCX 1.454e− 14 1.189e− 03 9.332e− 01 4.411e− 01 n/a
The poor performance in convergence directly affects the ability of the algorithm to
find a good coverage of the discontinuous fronts as well, and it fails to cover the left most
front in many of the runs. NSGA-II with SBX occasionally misses the left most front be-
cause of the degradation in performance caused by the seeking of non-dominated solutions
away from the front. This is apparent from the worst attainment surface in Figure 4.11. The
worst case is important because there is always the chance that an algorithm will degener-
ate into the worst case, so contrasting the worst cases of a number of algorithms provides
an insight into their relative degenerative behaviors. Interestingly, PCX also demonstrates
degraded performance in Figure 4.11. While PCX is rotationally invariant, the distribution
of offspring around selected parents can vary widely. It is apparent that in certain situa-
tion this distribution results in offspring that are far from Pareto-optimal. As explained in
Section 2.5.5, generating children individuals near the parents may lead to inefficient con-
vergence towards the Pareto-optimal front [Brown and Smith, 2003]. This may explain the
performance of PCX in this instance.
The median attainment surface in Figure 4.10 also demonstrates the poor performance
of SBX. From Table 4.3 it is also apparent that the hyper-volume indicator values associated
with the rotationally invariant recombination operators are better than the SBX operator
with a 95 percent significance. The SPX operator is also better than the other recombination
operators on this problem, with respect to the hyper-volume indicator. This is consistent
with the results reported for Problem P1. According to the epsilon indicator values reported
in Table 4.4, the rotationally invariant recombination operators are better than SBX, and
SPX is better than each of the other operators. The only rotationally invariant scheme that
is better than DE according to the epsilon indicator, is the SPX operator. DE demonstrates
more competitiveness with UNDX and PCX on Problem P2 with respect to the epsilon
indicator.
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Table 4.4: Epsilon Indicator for recombination variants on problem P2 at generation 800
SBX DE SPX UNDX PCX
p n/a 9.997e− 01 1.000e+ 00 1.000e+ 00 1.000e+ 00
SBX M n/a 1.846e+ 00 3.406e+ 00 2.502e+ 00 3.390e+ 00
IQR n/a 3.407e+ 00 3.402e+ 00 3.396e+ 00 1.127e+ 00
p 3.139e− 04 n/a 9.637e− 01 9.176e− 01 7.686e− 01
DE M 1.048e− 02 n/a 1.362e− 02 1.400e− 02 1.542e− 02
IQR 9.602e− 03 n/a 3.401e+ 00 3.380e+ 00 3.397e+ 00
p 1.483e− 07 3.681e− 02 n/a 2.109e− 01 4.463e− 02
SPX M 1.210e− 02 1.310e− 02 n/a 1.444e− 02 1.260e− 02
IQR 6.359e− 03 5.800e− 03 n/a 1.383e− 02 3.376e+ 00
p 5.857e− 08 8.345e− 02 7.910e− 01 n/a 3.927e− 01
UNDX M 1.226e− 02 1.306e− 02 1.490e− 02 n/a 1.570e− 02
IQR 7.968e− 03 5.389e− 03 2.321e− 02 n/a 3.258e+ 00
p 7.054e− 11 2.335e− 01 9.560e− 01 6.100e− 01 n/a
PCX M 1.588e− 02 1.664e− 02 1.776e− 02 1.752e− 02 n/a
IQR 7.847e− 03 1.087e− 02 1.669e− 02 9.983e− 03 n/a
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Figure 4.10: Median Attainment Surface for Problem P2
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Figure 4.11: Worst Attainment Surface for Problem P2
4.3.3 Problem P3
Problem P3 has a non-uniform mapping between the objective and decision spaces. The
results from Table 4.5 suggest that DE is significantly better than the other recombination
variants on this problem with respect to the hyper-volume covered. The worst attainment
surfaces for each recombination operators are plotted in Figure 4.12, demonstrating the
difficulties presented to the non-rotationally invariant SBX. Furthermore, the PCX operator
also has extremely poor performance with respect to the worst attainment surface, even
though it is a rotationally invariant operator. Like SBX, it is a parent-centric recombination
operator. UNDX is centroid-centric, and SPX also generates offspring uniformly in a region
bounded by the parents.
It is apparent from Table 4.6 that SPX and UNDX are better than SBX, DE, and PCX.
Because DE uses vector addition, and the front is situated on a hyperplane through the
decision space, vector differences can easily generate solutions which cover the low density
region as well, which explains the differences between the two performance indicators.
4.3.4 Problem P4
Problem P4 is deceptive in that it has a local front which can trap an algorithm from discov-
ering the Pareto-optimal solution set. This problem is highly multi-modal as well, with re-
spect to local Pareto-optimal region trapping an approximation set from converging towards
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Table 4.5: Hypervolume indicator for recombination variants on problem P3 at generation
800
SBX DE SPX UNDX PCX
µ 9.924e− 01 9.962e− 01 9.947e− 01 9.927e− 01 9.911e− 01
s 7.350e− 03 1.811e− 04 1.897e− 03 2.436e− 03 1.073e− 02
SBX n/a 1.000e+ 00 4.506e− 01 4.933e− 02 1.587e− 01
DE 5.027e− 06 n/a 5.009e− 11 2.200e− 16 4.270e− 11
SPX 5.521e− 01 1.000e+ 00 n/a 4.017e− 06 3.653e− 02
UNDX 9.514e− 01 1.000e+ 00 1.000e+ 00 n/a 9.503e− 01
PCX 8.430e− 01 1.000e+ 00 9.640e− 01 5.041e− 02 n/a
Table 4.6: Epsilon Indicator for recombination variants on problem P3 at generation 800
SBX DE SPX UNDX PCX
p n/a 7.022e− 01 1.000e+ 00 1.000e+ 00 2.895e− 01
SBX M n/a 9.396e− 03 1.027e− 02 1.053e− 02 9.684e− 03
IQR n/a 3.590e− 03 2.426e− 03 2.322e− 03 2.748e− 03
p 3.002e− 01 n/a 1.000e+ 00 1.000e+ 00 2.563e− 01
DE M 9.435e− 03 n/a 1.143e− 02 1.113e− 02 1.039e− 02
IQR 2.331e− 03 n/a 3.633e− 03 2.933e− 03 3.533e− 03
p 2.078e− 08 4.758e− 09 n/a 8.296e− 03 1.914e− 07
SPX M 7.865e− 03 8.198e− 03 n/a 8.970e− 03 8.782e− 03
IQR 2.468e− 03 2.819e− 03 n/a 2.563e− 03 3.227e− 03
p 2.648e− 07 1.960e− 05 9.919e− 01 n/a 1.116e− 03
UNDX M 8.238e− 03 9.019e− 03 9.992e− 03 n/a 9.547e− 03
IQR 3.525e− 03 3.375e− 03 4.556e− 03 n/a 4.164e− 03
p 7.129e− 01 7.460e− 01 1.000e+ 00 9.990e− 01 n/a
PCX M 1.047e− 02 1.037e− 02 1.155e− 02 1.111e− 02 n/a
IQR 6.584e− 03 4.535e− 03 4.877e− 03 5.283e− 03 n/a
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Figure 4.12: Worst Attainment surface for Problem P3
the true Pareto-optimal front. From Table 4.7 it is apparent that even the non-rotationally
invariant SBX operator had statistically better performance than DE with respect to the
hyper-volume indicator at a 95 percent significance. Interestingly, the SPX, UNDX and
PCX operators outperformed the SBX and DE operators on this problem with respect to
the hyper-volume indicator. Typically, Differential Evolution does not incorporate a sep-
arate mutation stage, but mutations can be introduced either through variations of the F
control parameter, or addition of vector differentials, or combinations of these approaches.
In the DE variant used in this study, a traditional mutation scheme was not used, but the
vector component F (x(r1) − x(r2)) is intended to play a similar role to a mutation op-
eration. In this respect, if the initial population size is not large enough in this type of
differential evolution algorithm, there is insufficient diversity for the F (x(r1)− x(r2)) vec-
tor to add useful perturbations to the recombination component, K(x(r3) − x(i)). This is
especially a problem when modalities are present which can trap a search from converging
to the Pareto-optimal front. As well as the SBX variant, the SPX, UNDX, and PCX vari-
ants incorporated a separate mutation operation, increasing the explorative power of these
variants. It is apparent from Table 4.8 that the SPX, UNDX and PCX operators are better
than the SBX and DE operators. Furthermore, SBX is better in a weak sense than DE.
SBX had the most degenerate worst case attainment surface from Figure 4.13, demonstrat-
ing that the non-rotationally invariant nature of SBX does affect its performance, and that
it struggles to find near Pareto-optimal solutions in part of the Pareto-optimal front. This
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Table 4.7: Hypervolume indicator for recombination variants on problem P4 at generation
800
SBX DE SPX UNDX PCX
µ 9.055e− 01 9.034e− 01 9.062e− 01 9.064e− 01 9.062e− 01
s 7.575e− 04 2.207e− 04 1.185e− 03 1.328e− 03 1.142e− 03
SBX n/a 8.882e− 16 9.992e− 01 9.996e− 01 9.995e− 01
DE 1.000e+ 00 n/a 1.000e+ 00 1.000e+ 00 1.000e+ 00
SPX 7.866e− 04 2.200e− 16 n/a 7.337e− 01 5.343e− 01
UNDX 4.085e− 04 2.200e− 16 2.686e− 01 n/a 3.147e− 01
PCX 5.100e− 04 2.200e− 16 4.684e− 01 6.877e− 01 n/a
figure demonstrates the behavior discussed in Section 3.1.
Table 4.8: Epsilon Indicator for recombination variants on problem P4 at generation 800
SBX DE SPX UNDX PCX
p n/a 2.765e− 02 1.000e+ 00 1.000e+ 00 1.000e+ 00
SBX M n/a 2.848e− 02 4.593e− 02 4.461e− 02 5.542e− 02
IQR n/a 5.812e− 02 6.673e− 02 6.849e− 02 6.235e− 02
p 9.728e− 01 n/a 1.000e+ 00 1.000e+ 00 1.000e+ 00
DE M 4.324e− 02 n/a 4.211e− 02 4.222e− 02 4.319e− 02
IQR 6.439e− 03 n/a 1.225e− 02 1.378e− 02 1.175e− 02
p 2.366e− 09 2.200e− 16 n/a 6.692e− 01 6.113e− 01
SPX M 2.767e− 02 1.549e− 02 n/a 2.662e− 02 2.832e− 02
IQR 8.956e− 03 9.343e− 03 n/a 1.477e− 02 1.557e− 02
p 1.922e− 09 2.200e− 16 3.333e− 01 n/a 8.188e− 02
UNDX M 2.821e− 02 1.470e− 02 2.745e− 02 n/a 2.704e− 02
IQR 1.213e− 02 8.924e− 03 1.405e− 02 n/a 1.429e− 02
p 2.366e− 09 2.200e− 16 3.914e− 01 9.192e− 01 n/a
PCX M 3.154e− 02 1.807e− 02 2.875e− 02 3.092e− 02 n/a
IQR 9.271e− 03 8.243e− 03 9.939e− 03 1.130e− 02 n/a
4.3.5 Problem OKA2
Interestingly, this is the only problem where the non-rotationally invariant SBX operator is
clearly better than the other variants. From Table 4.9 it is apparent that the performance
of SBX with respect to the hyper-volume Indicator is better than the other operators. Fur-
thermore, DE is significantly better than SPX, UNDX and PCX. These results are mirrored
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Figure 4.13: Worst attainment surface for Problem P4
with respect to the epsilon indicator in Table 4.10. The small decision space dimension
size means that the number of parameter interactions is relatively small. In addition, it
is apparent that any advantage that a rotationally invariant scheme may have over a non-
rotationally invariant scheme, such as SBX, is less likely to be apparent in small decision
space dimensions. This explains the better performance of SBX on this problem. It is ob-
vious that SBX, along with the other operators, struggles to find the Pareto-optimal set on
this problem. The OKA2 problem presents difficulties to an EMOO algorithm independent
of the parameter interaction issues, because of the mapping between the decision spaces
and objective spaces.
4.3.6 Problem P5
Table 4.11 describes the result on Problem P5 with 4-objectives when the problem is ro-
tated. The performance of the DE operator with respect to the hyper-volume indicator is
better than SBX and SPX. Furthermore, UNDX is better than all the other operators, and
PCX is better than SBX and SPX. SBX manages to outperform SPX on the Hypervol-
ume Indicator. The performance of the recombination operators with respect to the epsilon
indicator in Table 4.13 is consistent with the Hypervolume Indicator results, in that SPX
apparently performed poorly on this problem in relation to the other recombination opera-
tors.
Table 4.12 reports the hyper-volume indicator values for the recombination variants on
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Table 4.9: Hypervolume indicator for recombination variants on problem OKA2 at gener-
ation 800
SBX DE SPX UNDX PCX
µ 8.278e− 01 8.097e− 01 8.085e− 01 6.837e− 01 8.085e− 01
s 4.287e− 03 7.516e− 03 1.082e− 02 1.384e− 02 1.366e− 02
SBX n/a 2.200e− 16 2.200e− 16 2.200e− 16 1.846e− 13
DE 1.000e+ 00 n/a 5.467e− 01 2.200e− 16 5.630e− 01
SPX 1.000e+ 00 4.561e− 01 n/a 2.200e− 16 7.109e− 01
UNDX 1.000e+ 00 1.000e+ 00 1.000e+ 00 n/a 1.000e+ 00
PCX 1.000e+ 00 4.397e− 01 2.915e− 01 2.200e− 16 n/a
Table 4.10: Epsilon Indicator for recombination variants on problem OKA2 at generation
800
SBX DE SPX UNDX PCX
p n/a 2.872e− 04 1.519e− 08 2.200e− 16 1.843e− 09
SBX M n/a 1.831e− 01 1.817e− 01 0.000e+ 00 7.841e− 02
IQR n/a 1.300e− 01 2.291e− 01 0.000e+ 00 2.292e− 01
p 9.997e− 01 n/a 3.160e− 09 2.200e− 16 4.569e− 09
DE M 2.438e− 01 n/a 1.399e− 01 0.000e+ 00 1.639e− 01
IQR 1.215e− 01 n/a 6.971e− 02 0.000e+ 00 1.055e− 01
p 1.000e+ 00 1.000e+ 00 n/a 2.200e− 16 1.952e− 01
SPX M 3.869e− 01 2.909e− 01 n/a 0.000e+ 00 1.282e− 01
IQR 5.006e− 01 6.142e− 01 n/a 8.096e− 03 2.254e− 01
p 1.000e+ 00 1.000e+ 00 1.000e+ 00 n/a 1.000e+ 00
UNDX M 8.562e− 01 8.306e− 01 8.205e− 01 n/a 8.183e− 01
IQR 1.273e− 01 1.523e− 01 1.657e− 01 n/a 1.617e− 01
p 1.000e+ 00 1.000e+ 00 8.067e− 01 2.200e− 16 n/a
PCX M 3.933e− 01 3.805e− 01 1.474e− 01 0.000e+ 00 n/a
IQR 5.100e− 01 6.382e− 01 4.611e− 01 6.708e− 02 n/a
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Table 4.11: Hypervolume indicator for recombination variants on problem P5 with 4 ob-
jectives at generation 300
SBX DE SPX UNDX PCX
µ 6.832e− 01 7.140e− 01 6.423e− 01 7.291e− 01 7.186e− 01
s 2.557e− 02 1.764e− 02 3.939e− 02 2.191e− 02 2.406e− 02
SBX n/a 1.000e+ 00 8.046e− 09 1.000e+ 00 1.000e+ 00
DE 3.033e− 09 n/a 2.220e− 16 1.000e+ 00 8.815e− 01
SPX 1.000e+ 00 1.000e+ 00 n/a 1.000e+ 00 1.000e+ 00
UNDX 7.033e− 13 8.606e− 06 2.200e− 16 n/a 7.840e− 03
PCX 9.801e− 10 1.199e− 01 6.661e− 16 9.923e− 01 n/a
Table 4.12: Hypervolume indicator for recombination variants on problem P5 with 8 ob-
jectives at generation 300
SBX DE SPX UNDX PCX
µ 3.802e− 01 4.685e− 01 3.848e− 01 4.225e− 01 4.374e− 01
s 7.910e− 02 5.334e− 02 6.794e− 02 9.057e− 02 7.095e− 02
SBX n/a 1.000e+ 00 6.020e− 01 9.850e− 01 9.997e− 01
DE 4.006e− 08 n/a 2.270e− 09 3.005e− 03 9.280e− 03
SPX 4.007e− 01 1.000e+ 00 n/a 9.734e− 01 1.000e+ 00
UNDX 1.534e− 02 9.970e− 01 2.700e− 02 n/a 8.723e− 01
PCX 2.660e− 04 9.909e− 01 2.964e− 05 1.291e− 01 n/a
Problem P5 in 8-objectives. It is apparent that DE performed better than the other recom-
bination variants with respect to the hyper-volume covered. With respect to the epsilon
indicator in Table 4.14, it is also apparent that DE is better than SBX, SPX, and UNDX.
4.4 Summary
In this chapter we have provided an empirical study of the effects that rotation of prob-
lems has on the NSGA-II with SBX on the test problems described in Chapter 3. We have
addressed the question of how the difficulties that genetic algorithms experience with pa-
rameter interactions can be overcome in the multi-objective domain. We have demonstrated
that on the bi-objective problems, excluding OKA2, that the UNDX, SPX, and DE were
relatively as good or better than the SBX, taking into consideration the epsilon indicator
and hyper-volume indicator. Table 4.15 provides a summary of results, comparing each
row with each column. The number in each table cell indicates the number of times the
row beat the column across all performance indicators and problems. Overall, there is an
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Table 4.13: Epsilon Indicator for recombination variants on problem P5 with 4 objectives
at generation 300
SBX DE SPX UNDX PCX
p n/a 1.000e+ 00 4.666e− 08 1.000e+ 00 1.000e+ 00
SBX M n/a 9.734e− 02 9.022e− 02 9.650e− 02 9.554e− 02
IQR n/a 1.980e− 02 1.750e− 02 1.912e− 02 1.947e− 02
p 2.247e− 08 n/a 1.511e− 15 9.766e− 01 3.743e− 01
DE M 8.056e− 02 n/a 7.706e− 02 8.264e− 02 8.242e− 02
IQR 1.769e− 02 n/a 1.150e− 02 1.327e− 02 1.064e− 02
p 1.000e+ 00 1.000e+ 00 n/a 1.000e+ 00 1.000e+ 00
SPX M 1.139e− 01 1.115e− 01 n/a 1.159e− 01 1.130e− 01
IQR 2.976e− 02 2.470e− 02 n/a 2.450e− 02 2.366e− 02
p 6.676e− 10 2.374e− 02 1.688e− 15 n/a 1.145e− 01
UNDX M 7.608e− 02 7.757e− 02 7.656e− 02 n/a 8.099e− 02
IQR 1.538e− 02 1.476e− 02 2.149e− 02 n/a 2.011e− 02
p 1.269e− 06 6.283e− 01 5.037e− 15 8.868e− 01 n/a
PCX M 8.107e− 02 8.456e− 02 7.612e− 02 8.645e− 02 n/a
IQR 1.803e− 02 1.931e− 02 2.261e− 02 2.017e− 02 n/a
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Table 4.14: Epsilon Indicator for recombination variants on problem P5 with 8 objectives
at generation 300
SBX DE SPX UNDX PCX
p n/a 1.000e+ 00 9.654e− 01 9.996e− 01 1.000e+ 00
SBX M n/a 1.705e− 01 1.614e− 01 1.671e− 01 1.628e− 01
IQR n/a 2.439e− 02 3.486e− 02 3.546e− 02 3.823e− 02
p 5.162e− 09 n/a 1.596e− 07 1.431e− 02 5.289e− 01
DE M 1.409e− 01 n/a 1.323e− 01 1.423e− 01 1.443e− 01
IQR 2.603e− 02 n/a 3.030e− 02 2.224e− 02 3.366e− 02
p 3.518e− 02 1.000e+ 00 n/a 9.964e− 01 9.989e− 01
SPX M 1.524e− 01 1.633e− 01 n/a 1.568e− 01 1.550e− 01
IQR 3.305e− 02 3.264e− 02 n/a 4.374e− 02 3.638e− 02
p 4.293e− 04 9.860e− 01 3.700e− 03 n/a 9.155e− 01
UNDX M 1.456e− 01 1.524e− 01 1.442e− 01 n/a 1.551e− 01
IQR 5.059e− 02 4.535e− 02 4.273e− 02 n/a 3.540e− 02
p 7.426e− 09 4.739e− 01 1.142e− 03 8.559e− 02 n/a
PCX M 1.370e− 01 1.458e− 01 1.417e− 01 1.460e− 01 n/a
IQR 2.314e− 02 1.924e− 02 3.761e− 02 3.318e− 02 n/a
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Table 4.15: Summary of results for the recombination variants. Numbers represent the
number of times the row was significantly better than the column across all metrics and
problems.
SBX DE SPX UNDX PCX Total
SBX n/a 4 4 3 2 13
DE 9 n/a 6 5 3 23
SPX 8 7 n/a 5 5 25
UNDX 11 8 4 n/a 4 27
PCX 10 3 4 2 n/a 19
indication that the rotationally invariant schemes are superior to the non-rotationally in-
variant SBX operator on the problems and performance indicators employed in the study.
Experiments were conducted on 7 problems with the properties of uni-modality (Prob-
lem P1), discontinuous Pareto-optimal fronts (Problem P2), a non-uniform mapping be-
tween the objective and decision space (Problem P3), a problem with a deceptive front
(Problem P4), a problem with a non-linear Pareto-optimal set (OKA2), and a objective-
space scalable problem (Problem P5) in 4 and 8 objectives. We have demonstrated that on
these 7 problems, that the UNDX, SPX, and DE were relatively as good or better than the
SBX, taking into consideration the additive binary epsilon indicator and the hyper-volume
indicator. The major results are:
• Multi-objective optimization problems which are not aligned with the principal coor-
dinate axes, introduce difficulties to multi-objective optimization algorithms which
do not use rotationally invariant reproduction operators. Although it may be possi-
ble to discover non-dominated solutions using a non-rotationally invariant approach,
the non-dominated solutions that are generated are less likely to be Pareto-optimal.
We have discussed one type of problem exhibiting such behavior in Section 3.1, but
one could also consider many other kinds which will exhibit different characteristics,
and a study of such problems may be worthwhile to practitioners working with real-
world multi-objective problems which are typically not aligned with any coordinate
system.
• When the decision space dimension of a multi-objective problem is low, such as in
the case of the OKA2 problem which has 3 decision space dimension, the advantages
that vector-wise rotationally invariant schemes provide, remains negligible. It is only
when the decision space dimension increases, that the probability of simultaneous
improvements on each decision variable becomes statistically unlikely that vector-
wise rotationally invariant approaches are of benefit.
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• The nature of the Pareto-optimal fronts of the described bi-objective test problems
may have favored the performance of Differential Evolution in some cases, such as
Problem P3. The vector-wise property of Differential Evolution will generate new
children on the Pareto-optimal front easily, because the Pareto-optimal set is piece-
wise linear in the decision space on this problem.
• As the objective space dimension increases it is obvious that a rotationally invariant
recombination operator still presents some advantages with respect to the perfor-
mance of EMOO algorithms incorporating non-dominated sorting, even though such
algorithms tend to find an exponentially increasing number of non-dominated solu-
tions. Typically, such problems result in an inability of an algorithm incorporating a
dominance principle to differentiate between solutions, as explained by Praditwong
and Yao [2007] and Kukkonen [2007].
In conclusion, it is apparent that vector-wise rotationally invariant recombination operators
provide distinct advantages over parameter-wise non-rotationally invariant recombination
operators such as SBX. Furthermore, there is an indication from the work reported in this
chapter that Differential Evolution, in some cases, provides some unique advantages over
other schemes, such as in the case of Problem P5 where the problem was scaled to 8-
objectives and Problem P3, which has a non-uniform mapping between the decision and
objective spaces. In the following chapter we will explore how some of the unique charac-
teristics of rotationally invariant Differential Evolution can be leveraged in a variety of ways
in order to improve the efficiency of offspring creation in an evolutionary multi-objective
algorithm.
Chapter 5
Multi-objective Differential
Evolution
In Chapter 3 a variety of rotatable multi-objective test problems were proposed that exhibit
parameter interactions. Such test problems are useful for evaluating the performance of
optimization algorithms in the presence of parameter interactions. Following this work,
Chapter 4 provided an evaluation of many vector-wise rotationally invariant recombination
operators in the NSGA-II framework on these test problems, demonstrating that rotation-
ally invariant schemes are potentially superior to a non-rotationally invariant recombina-
tion operator in many instances. In this chapter we ask how an EMOO algorithm can be
developed in order to improve its performance on problems with parameter interactions.
In order to answer this question, we develop a number of novel Differential Evolution
schemes. Although the Differential Evolution scheme studied in Chapter 4 demonstrated
its competitiveness with the non-rotationally invariant Simulated Binary Crossover (SBX),
there are still a variety of unique ways in which Differential Evolution can be leveraged
in multi-objective optimization and improved further. In this chapter we will describe and
empirically demonstrate the usefulness of the vector-wise approach of Differential Evolu-
tion with selection pressure in the form of directional information to improve the search.
The work presented in this chapter is motivated by the important role that selection pres-
sure plays in focusing the search on non-separable problems which was reported by Sutton
et al. [2007]. In this work it was hypothesized that when Differential Evolution relies
solely on mutation in order to be effective on non-separable problems, selection pressure is
inadequate to make efficient progress. It was also reported that Differential Evolution has
significant trouble with non-separable problems, which is made even worse as the dimen-
sionality of the problem increases. Sutton et al. [2007] provided evidence that imposing
selective pressure results in a significant advantage in the optimization of non-separable
problems by putting a needed emphasis on exploitation.
Although biased selection pressure can dramatically improve performance on non-
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separable problems it causes a loss of diversity, and poor performance still occurs on multi-
modal problems even if the population is large [Sutton et al., 2007]. Therefore, in addition
to the use of biased selection pressure in the form of directional information, we develop a
sampling based Differential Evolution approach which can produce diverse offspring and
can handle non-separable problems, as well as scale to very high decision space dimen-
sions even in the presence of parameter interactions [Li and Iorio, 2008]. The work in this
chapter, builds upon our previous work [Iorio and Li, 2004], where a Differential Evolution
scheme was demonstrated on a rotated multi-objective problem and an approach where di-
rectional information in Differential Evolution [Iorio and Li, 2006a] suggested improved
optimization performance on a number of rotated test problems [Iorio and Li, 2006b].
Many EMOO algorithms incorporate a non-dominated sorting procedure, which was
described in Section 2.4. The non-dominated sorting procedure provides some other criti-
cally important information about the general direction of the search, in that the front rank
of an individual within the population suggests where better solutions are located. Most
approaches to recombination in the EMOO domain, utilize operators from single objective
evolutionary algorithms without leveraging the useful information that the multi-objective
domain provides to an algorithm. In this chapter a scheme is developed to improve the
performance of Differential Evolution in multi-objective optimization using directional in-
formation to guide the search, which is provided by the front rank of individuals and their
associated crowding measure. Firstly, the idea of incorporating directional information with
Differential Evolution will be introduced in Section 5.1, where a process for generating well
spread offspring, and offspring which have a tendency to converge towards the optimal re-
gion, will be explained. Following this, a number of variants of the directional information
approach will be described. One of the difficulties associated with using directional infor-
mation is that it potentially limits the exploration power of Differential Evolution, because
the potential vectors that can be used are constrained. In light of this constraint, a second
rotationally invariant approach is proposed in Section 5.2 which not only retains the prop-
erty of rotational invariance, but also incorporates directional information with a unique
sampling technique, to assist in the maintenance of diversity. In Section 5.6 a discussion of
the major results of the proposed variants on a number of test problems is provided. Finally,
Section 5.7 provides a summary of the major findings.
5.1 Directional Information from Non-dominated Sorting
In Section 2.5.2, a hybrid approach was described where non-dominated solutions are used
in a Differential Evolution algorithm to guide the search [Zhang et al., 2006]. Furthermore,
in Section 2.5.5 an approach was described that provides a strong indication that directional
information can be very useful in multi-objective optimization [Bosman and Jong, 2005].
In our approach, we use a non-dominated sorting procedure which arranges individuals
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Figure 5.1: The convergence vector from the DE scheme incorporating directional infor-
mation. x(r3) is chosen such that it is of a lower rank than x(i).
into non-dominated front ranks which was detailed in Section 2.4. Individuals of rank 1
dominate rank 2 individuals, which in turn are better than rank 3 individuals. Individuals
which are of the same rank number are non-dominated with respect to each other, and
dominate individuals of a higher rank number. Individuals that evaluate to particular non-
dominated ranks in the objective space, each map to points in the decision space. The front
ranks not only suggest the direction that the search is taking in the objective space, but
also in the decision space as well, towards more optimal regions. Information from the
front ranks of individuals may also provide useful information for suggesting regions of
the search space from which more diversity can be generated.
In this section we will further elaborate upon how vectors generated from the use of
such information may assist in the generation of new offspring individuals, which will lead
into the following section describing a Differential Evolution approach to generating two
types of vectors, namely convergence vectors, for generating offspring towards the Pareto-
optimal front and spread vectors for generating diverse offspring within a non-dominated
front.
5.1.1 Convergence Information
Convergence information can be derived from the difference in front ranks between two
individuals. Vectors generated by such differences may point towards regions which domi-
nate a larger portion of the search space. Figure 5.1 demonstrates how convergence vectors
are generated using this approach. In this variant of Differential Evolution, an individual of
a lower rank than the current individual x(i) is selected. The resulting vector may point in
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Figure 5.2: The spread vector from the DE scheme incorporating directional information.
x(r1) is chosen such that it is of the same rank as x(r2).
the direction of better ranked solutions. Differential Evolution with Directed Convergence
(DE-DC) is described in Algorithm 9. To begin with, in Line 1, the current base vector
in the population i, is selected using a random offset selection method once each genera-
tion. This guarantees a different start point each generation for the base vector as suggested
by [Price et al., 2006, page 69]. In Line 3, two population indices, r1 and r2, are chosen
randomly from the population of size popsize such that the indices are different from each
other, and the base vector index, i. In Line 4, another random index is chosen for vector
r3 such that the rank of this vector is less than the rank of the base vector. Furthermore, it
must not be equal to r1 or r2. Line 5 is similar to Line 1, in that the index for the parameter
associated with the vector uses a random offset j for the same reason that a random offset
was introduced for the population index i. In Line 7, a test is conducted with respect to
whether recombination occurs. If a random number generated is less than the CR value,
then the Differential Evolution calculation is performed, otherwise, the current base vec-
tor parameter is assigned to the offspring in Line 14. In order to remove any further bias
in the DE calculation Line 9 and 10 provide two alternatives for the differential calcula-
tion as F (x(r1)j − x(r2)j ) and F (x(r2)j − x(r1)j ). If the offspring parameter u(i)j is outside
the lower bound x(L)j , then it is replaced with a random parameter in Line 17 according
to the bounce-back method [Price et al., 2006, page 204]. The bounce-back procedure is
employed for boundary violations that exceed the upper bound in Line 20. This procedure
guarantees that the resulting parameter will satisfy the boundary constraint. It also takes
into account the progress the search has made because the parameter that is generated is
between the base vector x(r1) and the boundary. The next parameter is selected according
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to the modulus method in Line 22. Similarly, the next base vector is selected in Line 24.
The algorithm loops over N parameters and popsize individuals in the population until
popsize offspring are generated.
Algorithm 9 (DE-DC) Non-dominated sorting DE with directed convergence. Two-vectors
are used in Differential Evolution using front-ranks and crowding distances for directing
the search to potentially dominant regions
1: i = floor(rand(0, 1] ∗ popsize)
2: for k=0 to popsize− 1 do
3: Randomly select r1, r2 ∈ {1, 2, · · · , popsize} such that r1 6= r2 6= i.
4: Randomly select r3 ∈ {1, 2, · · · , popsize} such that x(r3)rank < x(i)rank and r1 6=
r2 6= r3. If x(r3) cannot be selected from a lower rank than x(i), select r3 randomly
from the population such that ri 6= r1 6= r2 6= r3.
5: j = floor(rand(0, 1] ∗N)
6: for n=0 to N − 1 do
7: if rand(0, 1) < CR then
8: if rand(0, 1) <= 0.5 then
9: u
(i)
j = x
(i)
j +K(x
(r3)
j − x(i)j ) + F (x(r1)j − x(r2)j )
10: else
11: u
(i)
j = x
(i)
j +K(x
(r3)
j − x(i)j ) + F (x(r2)j − x(r1)j )
12: end if
13: else
14: u
(i)
j = x
(i)
j
15: end if
16: if u(i)j < x
(L)
j then
17: u
(i)
j = x
(i)
j + rand(0, 1) ∗ (x(L)j − x(i)j )
18: end if
19: if u(i)j > x
(U)
j then
20: u
(i)
j = x
(i)
j + rand(0, 1) ∗ (x(U)j − x(i)j )
21: end if
22: j = (j + 1)modN
23: end for
24: i = (i+ 1)mod popsize
25: end for
5.1.2 Using Spread Information
Similarly, spread information can be derived from the difference between two individu-
als of the same front rank. Vectors generated by such differences may suggest locations
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where offspring could contribute towards a more diverse front. Figure 5.2 demonstrates
how spread vectors are generated using this approach. The crowding distance associated
with an individual gives an indication of how much that individual is crowded next to other
solutions in the objective space. The higher the crowding distance value, the more sparse
the region is that the solution is mapped to in the objective space. Although crowding
distance between individuals in a front can be utilized to further constrain the generated
vector, and potentially point to sparse regions of the search space, it was found to be signif-
icantly more effective to just constrain this vector component such that it is generated from
individuals of the same front-rank. Algorithm 10, which describes Differential Evolution
with Directed Spread (DE-DS), is similar to Algorithm 9, but differs in some important
respects. Firstly, in Line 3, indices r1 and r2 are selected such that they correspond with
individuals that are of the same rank (if possible), not equal to each other, or to i. The
motivation for this is that in the following differential calculation, the resulting vector may
generate vectors that contribute to diversity as well as convergence. In Line 3, individual
r3 is selected such that it is not equal to r1, r2, or i. In the DE-DS approach the resulting
vector, F (x(r2)j − x(r1)j ), may suggest a direction for individuals to be produced in regions
orthogonal to the convergence vector component K(x(r3)j − x(i)j ).
5.1.3 Using Spread and Convergence Information
Both convergence (DE-DC) and spread (DE-DS) approaches can naturally be combined
within a Differential Evolution scheme. In this section we will describe such a simple
scheme, where a component contributes to spreading solutions across a front, and another
for generating offspring towards the Pareto-optimal front. The combined approach is repre-
sented in Figure 5.3. In the combined approach, the algorithm leverages information about
convergence towards regions that may be dominant, while also emphasizing the importance
of generating diverse offspring using the spread vector component. The combined approach
using Differential Evolution with Directed Convergence and Spread (DE-DCS) is detailed
in Algorithm 11. In Line 3, x(r1) and x(r2) are randomly selected from a population of
size popsize such that they are of the same rank. If x(r2) cannot be selected from the same
rank as x(r1), it is randomly selected from the population such that it is not the same as
x(r1) or x(i). Similarly, in Line 4, x(r3) is selected from the population such that the rank
of x(r3) is less than the rank of x(i), and x(r3) is not the same as x(i), x(r1), or x(r2). If
it is not possible to select x(r3) from a lower rank than x(i), it is selected randomly from
the population such that x(r3) is not the same as x(r1), x(r2), or x(i). As in the DE-DC and
DE-DS approaches, the bounce-back method is used from Line 16 to 21.
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Algorithm 10 (DE-DS) Non-dominated sorting DE with directed spread. Two-vectors are
used in Differential Evolution using front-ranks and crowding distances for directing the
search to potentially less crowded regions
1: i = floor(rand(0, 1] ∗ popsize)
2: for k=0 to popsize− 1 do
3: Randomly select r1, r2 ∈ {1, 2, · · · , popsize} such that r1 6= r2 6= i and r1 and
r2 are of the same rank. If r2 cannot be selected such that it is of the same rank as r1,
randomly select r2 from the population such that r1 6= i 6= r2.
4: Randomly select r3 ∈ {1, 2, · · · , popsize} such that r1 6= r2 6= r3 6= i.
5: j = floor(rand(0, 1] ∗N)
6: for n=0 to N − 1 do
7: if rand(0, 1) < CR then
8: if rand(0, 1) <= 0.5 then
9: u
(i)
j = x
(i)
j +K(x
(r3)
j − x(i)j ) + F (x(r1)j − x(r2)j )
10: else
11: u
(i)
j = x
(i)
j +K(x
(r3)
j − x(i)j ) + F (x(r2)j − x(r1)j )
12: end if
13: else
14: u
(i)
j = x
(i)
j
15: end if
16: if u(i)j < x
(L)
j then
17: u
(i)
j = x
(i)
j + rand(0, 1) ∗ (x(L)j − x(i)j )
18: end if
19: if u(i)j > x
(U)
j then
20: u
(i)
j = x
(i)
j + rand(0, 1) ∗ (x(U)j − x(i)j )
21: end if
22: j = (j + 1)modN
23: end for
24: i = (i+ 1)mod popsize
25: end for
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Algorithm 11 (DE-DCS) Non-dominated sorting DE with directed Convergence and
Spread. Two-vectors are used in Differential Evolution using front-ranks for directing the
search
1: i = floor(rand(0, 1] ∗ popsize)
2: for k=0 to popsize− 1 do
3: Randomly select r1, r2 ∈ {1, 2, · · · , popsize} such that r1 6= r2 6= i and r1 and
r2 are of the same rank. If r2 cannot be selected such that it is of the same rank as r1,
randomly select r2 from the population such that r1 6= i 6= r2.
4: Randomly select r3 ∈ {1, 2, · · · , popsize} such that x(r3)rank < x(i)rank and r1 6=
r2 6= r3. If x(r3) cannot be selected from a lower rank than x(i), select r3 randomly
from the population such that i 6= r1 6= r2 6= r3.
5: j = floor(rand(0, 1] ∗N)
6: for n=0 to N − 1 do
7: if rand(0, 1) < CR then
8: if rand(0, 1) <= 0.5 then
9: u
(i)
j = x
(i)
j +K(x
(r3)
j − x(i)j ) + F (x(r1)j − x(r2)j )
10: else
11: u
(i)
j = x
(i)
j +K(x
(r3)
j − x(i)j ) + F (x(r2)j − x(r1)j )
12: end if
13: else
14: u
(i)
j = x
(i)
j
15: end if
16: if u(i)j < x
(L)
j then
17: u
(i)
j = x
(i)
j + rand(0, 1) ∗ (x(L)j − x(i)j )
18: end if
19: if u(i)j > x
(U)
j then
20: u
(i)
j = x
(i)
j + rand(0, 1) ∗ (x(U)j − x(i)j )
21: end if
22: j = (j + 1)modN
23: end for
24: i = (i+ 1)mod popsize
25: end for
CHAPTER 5. MULTI-OBJECTIVE DIFFERENTIAL EVOLUTION 105
x1
x2
Pareto-optim
al set
x(i)
x(r2)
x(r1)
x(r3)
xi +K(x
(r3) − x(i)) + F (x(r1) − x(r2))
Figure 5.3: The effect of combining both the spread the and convergence vectors to generate
an offspring.
5.2 Sampling based approaches to Differential Evolution
In Differential Evolution algorithms that incorporate a target best individual, a loss of di-
versity can occur compared with a random base vector selection scheme [Price et al., 2006,
page 73]. This is also true for multi-objective schemes where the base vector is sampled
from a population of better ranked individuals or individuals that have a better crowding
distance. Furthermore, if such a differential scheme is rotationally invariant, the pool of
potential offspring vectors that may be produced by Differential Evolution is reduced. It is
apparent that if a Differential Evolution scheme is rotationally invariant, as well as incor-
porates best base vectors, the loss of diversity through constraining the search by favoring
best base vectors with a vector-wise perturbation may cause poorer search performance.
According to Price et al. [2006, page 101–104] a crossover rate can be introduced that
introduces diversity to the trial vectors, and the control parameters F and K can be ran-
domly varied. Introducing crossover (a CR value other than 1.0) can add diversity to the
population through parameter-wise recombination. In addition, the use of crossover in DE
introduces diversity to the population, far more than mutation alone1. As the decision space
dimension increases, the importance of having a diverse population from which to sample
becomes significantly important in order to make efficient progress towards more optimal
solutions in the search space. Unfortunately, because the offspring that crossover can gen-
erate are situated on the principle coordinate axes, crossover provides little benefit to the
optimization of non-separable problems. Crossover also destroys rotational invariance be-
1Here mutation refers to the vector-wise Differential Evolution calculation
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cause it always samples the principle coordinate axes, irrespective of the orientation of the
fitness landscape.
Similarly, perturbing the F control parameter by a small degree every time an offspring
parameter is generated can also add diversity, but destroys rotational invariance because the
Differential Evolution calculation is no longer a vector-wise operation. These approaches
may work in some instances in the presence of parameter interactions, but because they
make the Differential Evolution calculation non-rotationally invariant they are potentially
undesirable alternatives.
As was discussed in Chapter 3, in order for an optimization algorithm to perform effi-
ciently on a non-separable problem it must have the property of rotational invariance. In
the context of optimization algorithms, this means that the algorithm should produce off-
spring in the same relative location, irrespective of the orientation of the fitness landscape.
Although rotationally invariant DE without crossover provides vector wise samples
which are not biased with respect to any particular coordinate axes, it also lowers the num-
ber of potential offspring because it does not use crossover and uses a fixed scaling factor
F .
Alternatively, Arithmetic Recombination can add diversity while still maintaining rota-
tional invariance [Price et al., 2006, page 101–104], although our contention is that in order
for an optimization algorithm to perform efficiently on a non-separable problem it must not
exhibit an extreme dependency on the principle coordinate axes and that it is unnecessary
for it to be strictly rotationally invariant, as long as it is capable of generating sufficient
diversity. To this end a new variant of Differential Evolution is proposed, which incor-
porates ideas from Arithmetic Recombination, partially contains the property of rotational
invariance and uses directional information from base vector sampling with respect to rank
or crowding distance.
In Equation 5.1 an Arithmetic Recombination scheme is outlined, where an offspring
vector u(i) is generated from two randomly selected individuals x(r1) and x(r2). It is al-
most identical to Differential Evolution in one important respect; in the global variant of
arithmetic recombination, the vectors x(r1) and x(r2) are selected anew for each parameter
of the offspring vector u(i). In addition, the coefficient of combination F can be constant,
chosen anew for each decision variable, or be a random variable. The advantage of varying
F is that it results in more potential variation in the generation of offspring.
u(i) = x(r1) + F (x(r2)−x(r1)) (5.1)
In our adoption of this process, only a single random vector is sampled for each off-
spring in order to maintain useful directional information. Each vector in the current pop-
ulation also has an opportunity to participate in the recombination process. Furthermore,
the coefficient of combination F is constant, similar to line recombination, and the process
is rotationally invariant [Price et al., 2006] for a subset of samples that are vector-wise.
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Figure 5.4: (a) The offspring generated from a population of 4 using the CSDE scheme.
(b) The offspring generated from a population of 4 using the basic DE/rand/1/bin scheme
with and without crossover.
The motivation for developing a sampling based approach which also incorporates a
subset of samples which are vector-wise/rotationally invariant is that many real world prob-
lems may not have an extremely high degree of parameter interactions, but may have an
intermediate degree of parameter interactions, such as the Truss Topology-Structure Design
Problem, which is studied in Chapter 6.
We remind the reader at this point that with respect to our description of parameter in-
teractions in relation to being strong or weak, a problem with strong parameter interactions
has many non-zero values populating a Hessian for a particular solution. Conversely, a
problem with weak parameter interactions has many near-zero values populating its Hes-
sian.
In Section 5.4 a simple baseline Differential Evolution algorithm (DE2) is introduced.
We mention this algorithm here because it’s relevant to contrasting our proposed sam-
pling based approach with a similar Differential Evolution scheme. One of the reasons for
why the vector-wise DE2 performs poorly on non-separable problems is detailed in Fig-
ure 5.4(b), where the offspring and parents of the baseline DE2 scheme are represented for
a population size of 4. The number of potential offspring that can be sampled for a single
base-vector by such a scheme is equal to (popsize − 1)(popsize − 2)(2N − 1), where N
is the decision space dimension. The term 2N represents the number of possible offspring
that can be generated from crossover. The term (popsize− 1)(popsize− 2) is the number
of possible offspring that can be generated from vector-wise mutation. Also, crossover can
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produce duplicate individuals that were already sampled from the vector-wise DE mutation.
So that we do not count these individuals, we subtract the duplicates.
As the decision space dimension increases in size, crossover is responsible for the ma-
jority of the offspring individuals that the algorithm can generate through the 2N term. It
is also clear from this figure that crossover samples along the principle coordinate axes, so
although it generates many offspring, it also constrains it to this region. It is only capable
of independent exploration in each decision space dimension.
If we consider Figure 5.4(b), where crossover is absent, but rotational invariance is
maintained, significantly fewer offspring can be sampled for a single base-vector. The
number of potential offspring that can be sampled is equal to (popsize− 1)(popsize− 2).
This implies that a rotationally invariant DE scheme is highly dependent on the population
size in order to maintain sample diversity. Although it samples offspring independent of
any particular coordinate axes, it does not scale in the decision space as well as a scheme
incorporating crossover.
As we mentioned earlier, crossover offers sampling diversity, but is really only effective
on separable problems because of the way it generates points. It would be desirable for DE
to have a large number of samples, while still being capable of finding solutions for non-
separable problems.
5.3 CSDE - Combinatorial Sampling-based Differential Evolution
In this section we develop a new technique which uses a ‘target’ best individual and main-
tains diversity using the sampling of difference vectors from two parent vectors. For the
purpose of simplicity we describe the behavior of the algorithm in a two dimensional deci-
sion space, although the process easily generalizes to an arbitrary number of decision space
dimensions. We also discuss some of the advantages and characteristics of the approach
which are different from the typical DE.
Firstly, the algorithm loops over all individuals in a population such that each individual
x(i) has an opportunity to participate in the CSDE calculation. A second individual x(r) is
chosen for a difference vector calculation such that the population index r is not equal to i,
and r is an index randomly chosen from the population.
Two types of samples are performed in this algorithm around an individual that is
deemed to be better than another. The first type of sampling is rotationally invariant which
we call a C-sample (correlated sample) such that the vector difference and perturbation
are in the same direction, around a better individual (In Figure 5.5, x(i) is better than x(r),
for the purpose of explaining the operation of the algorithm. Of course, if the opposite
was true, then sampling would occur around individual x(r)). The point labeled by 1© 2©
corresponds to the point specified by Equation (5.2) and (5.3). In these equations, u(i)1 rep-
resents the offspring parameter from the CSDE mutation equation for the first parameter
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Figure 5.5: In a 2-dimensional decision space vectors are sampled around a ‘better’ indi-
vidual.
in the decision vector, and u(i)2 represents the offspring for the second parameter in the
decision vector. Similarly, the point labeled by 3© 4© corresponds to the point specified by
Equation (5.4) and (5.5). Both points 1© 2© and 3© 4© are correlated because they are in the
same direction as the difference vector. The points at 1© 2© and 3© 4© are sampled with the
same probability.
u
(i)
1 = x
(i)
1 + F (x
(i)
1 − x(r)1 ) (5.2)
u
(i)
2 = x
(i)
2 + F (x
(i)
2 − x(r)2 ) (5.3)
u
(i)
1 = x
(i)
1 + F (x
(r)
1 − x(i)1 ) (5.4)
u
(i)
2 = x
(i)
2 + F (x
(r)
2 − x(i)2 ) (5.5)
The second type of sample is non-rotationally invariant and is labeled in Figure 5.5
by 1© 4© and 3© 2©. Both of these samples are uncorrelated because although the magnitude
of the difference vectors for these samples is the result of the difference between x(i) and
x(r), it points in a different direction. In traditional DE, only a single difference vector can
result from two points. Our approach generates correlated points as well as uncorrelated
points such as 1© 4© and 3© 2©. By doing so, we dramatically increases the number of
possible samples at the expense of always generating correlated samples. We call these
sample points UC-samples (uncorrelated and correlated samples), and if the algorithm
samples such points, it does so with equal probability for each possible point, including the
correlated sample points 1© 2© and 3© 4© and the uncorrelated points 1© 4© and 3© 2©. As the
decision space dimension increases, the number of such samples increases in proportion
to 2N , where N is the decision space dimension. In two decision space dimensions, there
are four equations that can specify the possible sample points. In three dimensions, there
will be eight equations. This can easily be implemented programmatically by specifying
an equal probability for u(i)j = x
(i)
j + F (x
(i)
j − x(r)j ) and u(i)j = x(i)j + F (x(r)j − x(i)j ) to
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be used for each decision space parameter j = 1 to N , so that all possible samples have an
equal chance of occurring.
Whether a C-sample or UC-sample occurs is determined probabilistically by a control
parameter κ. This parameter is responsible for controlling the balance between correlated
rotationally invariant sampling (exploitation) and non-rotationally invariant uncorrelated
sampling with occasional rotationally invariant sampling (exploration) in the generation of
offspring. In CSDE there are two pressures in the generation of offspring; exploitation
results from the rotationally invariant highly correlated samples (C-samples) being gener-
ated, which rapidly drives the algorithm towards better solutions, and exploration occurs
from the UC-sampling, which attempts to discover new and diverse points around the better
individual. The UC-sampling method sacrifices emphasis on correlated and rotationally in-
variant sampling for a dramatic increase in diversity as the decision space dimension scales
to higher dimensions. The general idea of this approach is to increase the diversity that DE
is capable of generating using a relatively small population size.
When a sample is out of the variable bounds, the bounce back method is employed [Price
et al., 2006, page 204], with the current base vector.
An attractive feature of the CSDE approach is that the number of potential offspring that
can be sampled is bounded by 2N , as in the crossover based DE described in Figure 5.4(b).
Figure 5.4(a) shows how offspring are sampled using our approach. The number of can-
didates that can potentially be sampled around a base-vector in CSDE is in proportion to
(popsize − 1)2N . It is apparent from Figure 5.4(a) that CSDE is superior to standard DE
with crossover because it can generate points that crossover based DE cannot generate.
Furthermore, it does not sample along the principle coordinate axes in relation to the tar-
get vector. As a result, it can be highly effective on problems which are non-separable
compared with an evolutionary algorithm employed traditional crossover operators.
In Figure 5.6, two scatter plots are shown which demonstrate the sampling differences
between DE with crossover and the CSDE approach which does not use crossover. A pop-
ulation size of 100 individuals was employed, and 5000 DE calculations were performed
using these individuals as parent vectors. A crossover rate of 0.5 was employed for DE
with crossover. Although crossover based DE generates a higher density of points, it is
apparent from this figure that the CSDE scheme without crossover is superior because of
the greater diversity it generates. It is also apparent that crossover based DE samples many
offspring on the principle coordinate axes.
In addition, the proposed sampling based approach can be efficiently directed towards
more optimal regions using appropriate vector selection. The points that are sampled using
our method are situated on the corners of a hypercube centered on a target ‘best’ individual
from the population. Unlike uniform crossover, which samples the corners of a hypercube
aligned with the principle coordinate axes associated with a parent individual, the hyper-
cube samples in our approach do not have this limitation. This allows the search to not
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Figure 5.6: Distribution of offspring from CSDE and DE with crossover.
over-emphasize the principle coordinate axes. Furthermore, our approach is capable of
generating more points than standard rotationally invariant DE and like standard DE, the
computational complexity is bounded by only the size of the population each generation.
The difference in efficiency between the CSDE approach and DE2 with crossover is
detailed further in Figure 5.7 where the CSDE is capable of generating offspring in near
optimal regions of the search space with far fewer samples than the DE2 approach. Al-
though crossover based DE generates more points, it is apparent from this figure that the
sampling based CSDE scheme is superior because of the greater focus it produces on more
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Figure 5.7: Distribution of all possible offspring from 3 parent individuals and a mutation
scaling factor F=0.5. (a) CSDE and (b) DE2 with crossover.
promising regions of the search space.
5.4 Baseline Differential Evolution (DE2)
For comparative purposes, a baseline Differential Evolution algorithm (DE2) is employed
as well. This algorithm is similar to the DE/rand/1/bin [Price, 1999, page 79–108]. The
motivation for including this algorithm in the study is to contrast the CSDE with a base-
line Differential Evolution algorithm which is similar to it in order to demonstrate that the
unique features of the CSDE play a constructive role in the generation of offspring. This
baseline algorithm is described in Algorithm 12. In this approach, two randomly selected
individuals, x(r1) and x(r2) are chosen from the population such that they are not equal
to each other or x(i). It’s important to note that this scheme differs from the CSDE in a
number of important respects. Firstly, it does not incorporate any directional information
for guiding the vectors, and it also samples two random individuals from the population.
The mutation component, F (x(r1)j −x(r2)j ) is added to the current individual x(i)j in order to
perturb x(i). If the mutation vector component used is F (x(i)j − x(r1)j ), there is insufficient
diversity in the offspring for the algorithm to find solutions on even simple problems. Fur-
thermore, similar Differential Evolution schemes from [Price, 1999, page 91] and others
also select two random individuals from the population, which is why this approach is used
in the baseline DE2.
5.5 Experiment Methodology
Two different Differential Evolution types are studied in this chapter; the first that is studied
involves two difference vector calculations that incorporates directional information for
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Algorithm 12 Baseline Differential Evolution using a single difference vector (DE2).
1: i = floor(rand(0, 1] ∗ popsize)
2: for k=0 to popsize− 1 do
3: Randomly select r1, r2 ∈ {1, 2, · · · , popsize} such that r1 6= r2 6= i
4: j = floor(rand(0, 1] ∗N)
5: for n=0 to N − 1 do
6: if rand(0, 1) < CR then
7: u
(i)
j = x
(i)
j + F (x
(r1)
j − x(r2)j )
8: else
9: u
(i)
j = x
(i)
j
10: end if
11: if u(i)j < x
(L)
j then
12: u
(i)
j = x
(i)
j + rand(0, 1) ∗ (x(L)j − x(i)j )
13: end if
14: if u(i)j > x
(U)
j then
15: u
(i)
j = x
(i)
j + rand(0, 1) ∗ (x(U)j − x(i)j )
16: end if
17: j = (j + 1)modN
18: end for
19: i = (i+ 1)mod popsize
20: end for
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Table 5.1: Differential Evolution variants
Name Description
DE DE/current-to-rand/1 baseline
DE-DC DE/current-to-rand/1 with directed convergence
DE-DS DE/current-to-rand/1 with directed spread
DE-DCS DE/current-to-rand/1 with directed convergence and spread
DE2 Three vector Differential Evolution baseline
CSDE Combinatorial Sampling-based Differential Evolution
spread and convergence which was described in Section 5.1. The second scheme also
utilizes directional information, and a means of sampling the space around the ‘better’
individual. This approach was described in Section 5.2. For the dual difference vector
DE variants (DE, DE-DC, DE-DS, and DE-DCS), F was set to 0.8 and K was set to 0.4.
Suggestions from [Price, 1999, page 79–108] helped guide our choice of parameter values
for the DE variants. For the schemes DE2 and CSDE, F was set to 0.5. κ was set to 0.5,
so that half the time the CSDE algorithm favors C-samples that are highly directed towards
better solutions, otherwise it performs UC-sampling. κ was also set to 0 such that there
is no bias, and vectors are sampled using UC-sampling only. This was done in order to
evaluate the importance of the highly directed C-samples.
The algorithm variants are listed in Table 5.1. A mutation rate of 1/N and crossover
rate of 0.9 were also used with the NSGA-II. ηc and ηm are parameters within the NSGA-II
which control the distribution of the crossover and mutation probabilities and were assigned
values of 10 and 50 respectively. In the dual difference vector DE schemes, CR was set to
1.0 in order to maintain rotational invariance.
Experiments were conducted on the same rotated test problems employed in Chapter 4.
The reader is once again referred to Chapter 3 where the problems are discussed in more
detail. These problems are 10-dimensional in the decision space. As a reminder, Problem
P1 is uni-modal, originally proposed by Deb [1999]. Problem P2 is discontinuous, Problem
P3 has a non-uniform mapping between the decision and objective space. Problem P4 is
highly deceptive. Problem P5 is scalable in the objective space, and once again algorithm
variants were evaluated on this problem in 4 and 8 objectives. A new random uniform
rotation matrix was generated for each run of each algorithm, according to the procedure
outlined in Chapter 3, which was also employed in Chapter 4. The same performance
indicators and methodologies were employed from Chapter 4, and the reader is referred to
Chapter 2 for a detailed explanation of the performance indicators employed.
For the purposes of reminding the reader, in the tables reporting the epsilon indicator
values, three values are reported for each comparison. The p-value indicates the alternative
hypothesis that the median of the epsilon indicators (M ) of the row A is better than the
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column B with a 95% significance. Significant results are highlighted in bold text. The
IQR (Inter-quartile Ranges) of the epsilon indicators is also reported. The hyper-volume
indicators have also been tabulated, where µ is the mean hyper-volume indicator for the
particular variant in each column, and s is the standard deviation. The alternative hypothe-
sis that µ of row A is greater with a 95% significance, than µ of column B is employed for
the hyper-volume indicators, as we are interested in determining whether an algorithm vari-
ant produces a statistically significant larger hyper-volume indicator value on average. The
p-values resulting from this statistical comparison are reported below the µ and s values in
the tables reporting the hyper-volume indicator values.
5.6 Discussion and Results
In this section the major results are presented. The results are separated into two sections.
In this first section, the results on the directed variants DE-DC, DE-DS, and DE-DCS are
compared with a baseline DE and SBX. In the second section the CSDE and DE2 variants
are compared with SBX and DE-DCS. The reason for separating the results in this man-
ner was because there was a clear separation between the algorithms with respect to their
performances.
5.6.1 Results on DE, DE-DC, DE-DS, and DE-DCS
Problem P1
In Table 5.2 the epsilon indicator values are reported for Problem P1. It is clear that all of
the DE variants are better than SBX.
Furthermore, the DE-DS and DE-DCS variants are better than the baseline DE/current-
to-rand/1 scheme. Evidently on this problem directional information incorporating spread
information as described in Algorithm 10 and Algorithm 11 facilitates improved perfor-
mance with respect to this indicator of performance. Table 5.3 also supports this observa-
tion, where the approximation sets generated by the directional variants DE-DS and DE-
DCS are significantly better than DE. According to this indicator, the mean normalized
hyper-volume coverage resulting from the approximation sets generated DE-DS and DE-
DCS is greater to a high degree of statistical significance, compared with SBX and DE.
Problem P2
As reported in Table 5.4, the DE-DS variant is better than the standard DE approach on
Problem P2. Furthermore, each of the DE schemes is better than SBX. Table 5.5, also
supports the observation that the variants that incorporate spread information are better
than the non-directed DE and the DE-DC scheme.
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Table 5.2: Epsilon Indicator for DE variants on problem P1 at generation 800
SBX DE DE-DC DE-DS DE-DCS
p n/a 1.000e+ 00 1.000e+ 00 1.000e+ 00 1.000e+ 00
SBX M n/a 5.396e− 01 3.805e− 01 6.316e− 01 6.340e− 01
IQR n/a 5.242e− 01 6.026e− 01 2.211e− 01 2.224e− 01
p 1.607e− 09 n/a 5.807e− 04 1.000e+ 00 1.000e+ 00
DE M 5.555e− 03 n/a 7.190e− 03 1.055e− 02 1.005e− 02
IQR 2.756e− 02 n/a 9.365e− 02 4.749e− 01 4.633e− 01
p 5.497e− 07 9.994e− 01 n/a 1.000e+ 00 1.000e+ 00
DE-DC M 5.770e− 03 9.589e− 02 n/a 3.087e− 01 3.472e− 01
IQR 8.658e− 02 4.260e− 01 n/a 5.921e− 01 5.600e− 01
p 3.065e− 16 4.426e− 06 4.680e− 11 n/a 4.316e− 01
DE-DS M 3.000e− 05 6.071e− 03 4.069e− 03 n/a 7.254e− 03
IQR 7.125e− 03 7.832e− 03 7.312e− 03 n/a 2.115e− 03
p 2.200e− 16 1.395e− 06 1.104e− 14 5.711e− 01 n/a
DE-DCS M 1.681e− 03 6.408e− 03 2.200e− 03 7.403e− 03 n/a
IQR 6.532e− 03 7.895e− 03 5.810e− 03 2.742e− 03 n/a
Table 5.3: Hypervolume indicator for DE variants on problem P1 at generation 800
SBX DE DE-DC DE-DS DE-DCS
µ 9.943e− 01 9.967e− 01 9.965e− 01 9.978e− 01 9.979e− 01
s 3.219e− 03 2.326e− 03 1.494e− 03 1.391e− 03 8.474e− 04
SBX n/a 1.000e+ 00 1.000e+ 00 1.000e+ 00 1.000e+ 00
DE 1.342e− 09 n/a 7.051e− 03 9.895e− 01 9.923e− 01
DE-DC 1.269e− 06 9.930e− 01 n/a 1.000e+ 00 1.000e+ 00
DE-DS 1.110e− 15 1.070e− 02 3.330e− 08 n/a 4.247e− 01
DE-DCS 2.220e− 16 7.802e− 03 2.698e− 08 5.780e− 01 n/a
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Table 5.4: Epsilon Indicator for DE variants on problem P2 at generation 800
SBX DE DE-DC DE-DS DE-DCS
p n/a 9.997e− 01 9.998e− 01 1.000e+ 00 9.998e− 01
SBX M n/a 1.846e+ 00 1.009e+ 00 2.326e+ 00 1.858e+ 00
IQR n/a 3.407e+ 00 3.399e+ 00 3.403e+ 00 3.406e+ 00
p 3.139e− 04 n/a 2.464e− 01 9.674e− 01 5.192e− 01
DE M 1.048e− 02 n/a 1.142e− 02 1.337e− 02 1.274e− 02
IQR 9.602e− 03 n/a 8.095e− 03 3.398e+ 00 3.386e+ 00
p 1.802e− 04 7.558e− 01 n/a 9.792e− 01 8.370e− 01
DE-DC M 1.172e− 02 1.266e− 02 n/a 1.432e− 02 1.311e− 02
IQR 1.244e− 02 1.828e− 02 n/a 3.399e+ 00 2.221e+ 00
p 3.523e− 07 3.309e− 02 2.117e− 02 n/a 1.832e− 01
DE-DS M 1.145e− 02 1.172e− 02 1.146e− 02 n/a 1.283e− 02
IQR 8.456e− 03 1.492e− 02 6.409e− 03 n/a 9.395e− 03
p 2.400e− 04 4.835e− 01 1.647e− 01 8.186e− 01 n/a
DE-DCS M 1.200e− 02 1.406e− 02 1.280e− 02 1.351e− 02 n/a
IQR 1.692e− 02 3.389e+ 00 1.920e− 02 3.398e+ 00 n/a
Table 5.5: Hypervolume indicator for DE variants on problem P2 at generation 800
SBX DE DE-DC DE-DS DE-DCS
µ 9.882e− 01 9.913e− 01 9.916e− 01 9.927e− 01 9.917e− 01
s 8.561e− 03 4.482e− 03 2.937e− 03 2.693e− 03 2.930e− 03
SBX n/a 1.000e+ 00 1.000e+ 00 1.000e+ 00 1.000e+ 00
DE 1.347e− 08 n/a 3.471e− 02 9.694e− 01 8.160e− 01
DE-DC 1.330e− 08 9.658e− 01 n/a 9.997e− 01 9.935e− 01
DE-DS 2.544e− 12 3.108e− 02 2.679e− 04 n/a 1.539e− 01
DE-DCS 1.853e− 09 1.859e− 01 6.629e− 03 8.477e− 01 n/a
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Problem P3
The baseline DE scheme is comparable to SBX according to the epsilon indicator on Prob-
lem P3 in Table 5.6. From this table it is also observable that the directed DE schemes
are superior to SBX. Once again, it is evident that the DE-DS and DE-DCS variants are
superior to SBX, DE and DE-DC. With respect to the hyper-volume indicator values in
Table 5.7, each of the DE variants manages to generate approximation sets which cover a
larger hyper-volume than SBX.
Table 5.6: Epsilon Indicator for DE variants on problem P3 at generation 800
SBX DE DE-DC DE-DS DE-DCS
p n/a 7.022e− 01 9.854e− 01 9.956e− 01 1.000e+ 00
SBX M n/a 9.396e− 03 9.477e− 03 9.948e− 03 1.021e− 02
IQR n/a 3.590e− 03 2.721e− 03 2.475e− 03 2.507e− 03
p 3.002e− 01 n/a 8.612e− 01 9.527e− 01 1.000e+ 00
DE M 9.435e− 03 n/a 9.613e− 03 1.024e− 02 9.829e− 03
IQR 2.331e− 03 n/a 3.675e− 03 2.665e− 03 2.929e− 03
p 1.482e− 02 1.403e− 01 n/a 7.850e− 01 9.999e− 01
DE-DC M 8.798e− 03 9.488e− 03 n/a 9.678e− 03 9.980e− 03
IQR 2.289e− 03 2.008e− 03 n/a 2.925e− 03 2.794e− 03
p 4.446e− 03 4.797e− 02 2.170e− 01 n/a 8.908e− 01
DE-DS M 8.683e− 03 9.155e− 03 9.035e− 03 n/a 9.502e− 03
IQR 2.167e− 03 3.116e− 03 3.220e− 03 n/a 2.226e− 03
p 2.640e− 06 7.802e− 05 1.241e− 04 1.105e− 01 n/a
DE-DCS M 8.239e− 03 8.526e− 03 8.522e− 03 9.001e− 03 n/a
IQR 2.230e− 03 2.198e− 03 1.804e− 03 1.922e− 03 n/a
Problem P4
For Problem P4, according to Table 5.8, at generation 800, SBX is better than all of the DE
variants. Interestingly, the DE-DS variant is better than standard DE. Furthermore, accord-
ing to the hyper-volume indicator values in Table 5.9, the DE-DS and DE-DCS variants
are significantly better than standard DE. This suggests the importance of the spread vector
component which was described in Section 5.1.2.
Problem OKA2
On Problem OKA2 it is apparent from Table 5.10 that SBX is better than all of the DE
variants at generation 800, except for DE-DS, which is comparable to SBX. Furthermore,
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Table 5.7: Hypervolume indicator for DE variants on problem P3 at generation 800
SBX DE DE-DC DE-DS DE-DCS
µ 9.924e− 01 9.962e− 01 9.962e− 01 9.962e− 01 9.962e− 01
s 7.350e− 03 1.811e− 04 1.573e− 04 1.666e− 04 2.028e− 04
SBX n/a 1.000e+ 00 1.000e+ 00 1.000e+ 00 1.000e+ 00
DE 5.027e− 06 n/a 2.089e− 01 2.641e− 01 2.990e− 01
DE-DC 1.405e− 05 7.930e− 01 n/a 5.384e− 01 5.398e− 01
DE-DS 1.735e− 05 7.382e− 01 4.643e− 01 n/a 4.945e− 01
DE-DCS 1.871e− 05 7.034e− 01 4.629e− 01 5.083e− 01 n/a
Table 5.8: Epsilon Indicator for DE variants on problem P4 at generation 800
SBX DE DE-DC DE-DS DE-DCS
p n/a 2.765e− 02 2.537e− 03 1.701e− 02 2.492e− 02
SBX M n/a 2.848e− 02 2.689e− 02 2.921e− 02 3.165e− 02
IQR n/a 5.812e− 02 5.173e− 02 4.997e− 02 6.101e− 02
p 9.728e− 01 n/a 1.419e− 04 9.970e− 01 8.510e− 01
DE M 4.324e− 02 n/a 2.625e− 02 2.854e− 02 2.772e− 02
IQR 6.439e− 03 n/a 3.939e− 03 5.596e− 03 5.149e− 03
p 9.975e− 01 9.999e− 01 n/a 1.000e+ 00 1.000e+ 00
DE-DC M 4.580e− 02 2.977e− 02 n/a 3.113e− 02 3.004e− 02
IQR 9.248e− 03 4.374e− 03 n/a 7.892e− 03 4.493e− 03
p 9.833e− 01 2.974e− 03 2.143e− 05 n/a 6.179e− 01
DE-DS M 4.272e− 02 2.546e− 02 2.549e− 02 n/a 2.703e− 02
IQR 6.402e− 03 5.797e− 03 6.376e− 03 n/a 5.983e− 03
p 9.755e− 01 1.506e− 01 6.595e− 06 3.848e− 01 n/a
DE-DCS M 4.157e− 02 2.692e− 02 2.569e− 02 2.685e− 02 n/a
IQR 7.090e− 03 5.385e− 03 6.612e− 03 5.735e− 03 n/a
Table 5.9: Hypervolume indicator for DE variants on problem P4 at generation 800
SBX DE DE-DC DE-DS DE-DCS
µ 9.055e− 01 9.034e− 01 9.032e− 01 9.036e− 01 9.036e− 01
s 7.575e− 04 2.207e− 04 2.320e− 04 2.222e− 04 2.272e− 04
SBX n/a 8.882e− 16 3.331e− 16 1.110e− 15 1.110e− 15
DE 1.000e+ 00 n/a 2.863e− 06 9.995e− 01 9.996e− 01
DE-DC 1.000e+ 00 1.000e+ 00 n/a 1.000e+ 00 1.000e+ 00
DE-DS 1.000e+ 00 4.622e− 04 3.900e− 12 n/a 4.657e− 01
DE-DCS 1.000e+ 00 4.345e− 04 9.647e− 12 5.371e− 01 n/a
CHAPTER 5. MULTI-OBJECTIVE DIFFERENTIAL EVOLUTION 120
the directed variants DE-DS and DE-DCS, which both involve spread information, are bet-
ter than the DE-DC variant, which involves convergence information. Table 5.11 provides
a convincing indication that although SBX is better according to the hyper-volume indica-
tor, the DE-DS and DE-DCS variants outperform the DE variant, because of their use of
directional information.
Table 5.10: Epsilon Indicator for DE variants on problem OKA2 at generation 800
SBX DE DE-DC DE-DS DE-DCS
p n/a 2.872e− 04 5.370e− 06 8.032e− 02 3.159e− 02
SBX M n/a 1.831e− 01 1.914e− 01 2.332e− 01 2.211e− 01
IQR n/a 1.300e− 01 1.287e− 01 1.083e− 01 1.317e− 01
p 9.997e− 01 n/a 1.419e− 04 6.962e− 01 2.170e− 01
DE M 2.438e− 01 n/a 1.245e− 01 1.617e− 01 1.691e− 01
IQR 1.215e− 01 n/a 9.750e− 02 5.335e− 02 8.006e− 02
p 1.000e+ 00 9.999e− 01 n/a 1.000e+ 00 9.933e− 01
DE-DC M 3.002e− 01 1.647e− 01 n/a 1.880e− 01 1.832e− 01
IQR 1.406e− 01 1.215e− 01 n/a 8.004e− 02 1.006e− 01
p 9.207e− 01 3.062e− 01 3.849e− 05 n/a 5.760e− 02
DE-DS M 2.473e− 01 1.649e− 01 1.367e− 01 n/a 1.538e− 01
IQR 1.191e− 01 1.260e− 01 8.745e− 02 n/a 1.458e− 01
p 9.689e− 01 7.850e− 01 6.860e− 03 9.432e− 01 n/a
DE-DCS M 2.543e− 01 1.736e− 01 1.433e− 01 1.877e− 01 n/a
IQR 1.199e− 01 1.438e− 01 9.998e− 02 1.722e− 01 n/a
Problem P5
The epsilon indicator values associated with Problem P5 in 4 objectives is provided in
Table 5.12. The results here demonstrate the relative performance of the variants as the
objective space is scaled. It is clear that all of the DE schemes are better than SBX. Similar
to the previous results, it is noticeable the DE-DS and DE-DCS variants are better than
DE-DC. The hyper-volume coverage resulting from the DE variants incorporating spread,
namely DE-DS and DE-DCS, is significantly better than SBX and the other DE schemes
according to Table 5.13.
As Problem P5 is scaled to 8 objectives, the advantages provided by Differential Evo-
lution in general are clearly apparent in Table 5.14, which reports on the epsilon indicator
values associated with each variant, and Table 5.15, which reports the hyper-volume indi-
cator values.
CHAPTER 5. MULTI-OBJECTIVE DIFFERENTIAL EVOLUTION 121
Table 5.11: Hypervolume indicator for DE variants on problem OKA2 at generation 800
SBX DE DE-DC DE-DS DE-DCS
µ 8.278e− 01 8.097e− 01 8.064e− 01 8.151e− 01 8.130e− 01
s 4.287e− 03 7.516e− 03 9.116e− 03 7.193e− 03 7.325e− 03
SBX n/a 2.200e− 16 2.200e− 16 2.331e− 15 2.220e− 16
DE 1.000e+ 00 n/a 1.209e− 02 1.000e+ 00 9.870e− 01
DE-DC 1.000e+ 00 9.881e− 01 n/a 1.000e+ 00 1.000e+ 00
DE-DS 1.000e+ 00 8.956e− 05 2.378e− 07 n/a 4.463e− 02
DE-DCS 1.000e+ 00 1.333e− 02 4.195e− 05 9.560e− 01 n/a
Table 5.12: Epsilon Indicator for DE variants on problem P5 with 4 objectives at generation
300
SBX DE DE-DC DE-DS DE-DCS
p n/a 1.000e+ 00 1.000e+ 00 1.000e+ 00 1.000e+ 00
SBX M n/a 9.734e− 02 9.402e− 02 9.860e− 02 9.813e− 02
IQR n/a 1.980e− 02 1.364e− 02 2.556e− 02 2.260e− 02
p 2.247e− 08 n/a 1.664e− 01 9.066e− 01 8.920e− 01
DE M 8.056e− 02 n/a 8.173e− 02 8.266e− 02 8.215e− 02
IQR 1.769e− 02 n/a 1.708e− 02 1.350e− 02 1.399e− 02
p 7.070e− 08 8.353e− 01 n/a 9.998e− 01 9.603e− 01
DE-DC M 7.970e− 02 8.271e− 02 n/a 8.597e− 02 8.395e− 02
IQR 1.198e− 02 9.453e− 03 n/a 1.582e− 02 1.218e− 02
p 1.806e− 10 9.455e− 02 1.709e− 04 n/a 2.966e− 01
DE-DS M 7.409e− 02 8.007e− 02 7.679e− 02 n/a 8.136e− 02
IQR 1.509e− 02 1.137e− 02 1.444e− 02 n/a 1.130e− 02
p 1.012e− 10 1.092e− 01 4.027e− 02 7.058e− 01 n/a
DE-DCS M 7.796e− 02 7.902e− 02 7.888e− 02 7.967e− 02 n/a
IQR 1.395e− 02 1.401e− 02 1.288e− 02 1.304e− 02 n/a
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Table 5.13: Hypervolume indicator for DE variants on problem P5 with 4 objectives at
generation 300
SBX DE DE-DC DE-DS DE-DCS
µ 6.832e− 01 7.140e− 01 7.088e− 01 7.226e− 01 7.194e− 01
s 2.557e− 02 1.764e− 02 1.652e− 02 1.577e− 02 1.408e− 02
SBX n/a 1.000e+ 00 1.000e+ 00 1.000e+ 00 1.000e+ 00
DE 3.033e− 09 n/a 5.449e− 02 9.827e− 01 9.580e− 01
DE-DC 1.780e− 07 9.463e− 01 n/a 1.000e+ 00 9.999e− 01
DE-DS 1.405e− 12 1.760e− 02 1.902e− 05 n/a 2.150e− 01
DE-DCS 5.204e− 12 4.272e− 02 1.382e− 04 7.870e− 01 n/a
Table 5.14: Epsilon Indicator for DE variants on problem P5 with 8 objectives at generation
300
SBX DE DE-DC DE-DS DE-DCS
p n/a 1.000e+ 00 1.000e+ 00 1.000e+ 00 1.000e+ 00
SBX M n/a 1.705e− 01 1.705e− 01 1.709e− 01 1.717e− 01
IQR n/a 2.439e− 02 3.241e− 02 2.958e− 02 2.736e− 02
p 5.162e− 09 n/a 1.206e− 01 1.092e− 01 7.707e− 01
DE M 1.409e− 01 n/a 1.456e− 01 1.440e− 01 1.445e− 01
IQR 2.603e− 02 n/a 2.445e− 02 2.431e− 02 2.032e− 02
p 5.764e− 07 8.808e− 01 n/a 5.289e− 01 6.100e− 01
DE-DC M 1.421e− 01 1.498e− 01 n/a 1.472e− 01 1.479e− 01
IQR 2.646e− 02 2.564e− 02 n/a 2.086e− 02 2.468e− 02
p 5.191e− 07 8.920e− 01 4.739e− 01 n/a 9.416e− 01
DE-DS M 1.474e− 01 1.518e− 01 1.454e− 01 n/a 1.530e− 01
IQR 2.718e− 02 2.066e− 02 2.460e− 02 n/a 2.252e− 02
p 1.071e− 06 2.314e− 01 3.927e− 01 5.921e− 02 n/a
DE-DCS M 1.410e− 01 1.407e− 01 1.385e− 01 1.460e− 01 n/a
IQR 3.658e− 02 2.365e− 02 3.612e− 02 2.698e− 02 n/a
CHAPTER 5. MULTI-OBJECTIVE DIFFERENTIAL EVOLUTION 123
Table 5.15: Hypervolume indicator for DE variants on problem P5 with 8 objectives at
generation 300
SBX DE DE-DC DE-DS DE-DCS
µ 3.802e− 01 4.685e− 01 4.549e− 01 4.495e− 01 4.673e− 01
s 7.910e− 02 5.334e− 02 4.979e− 02 4.993e− 02 4.585e− 02
SBX n/a 1.000e+ 00 1.000e+ 00 1.000e+ 00 1.000e+ 00
DE 4.006e− 08 n/a 1.005e− 01 1.264e− 02 4.493e− 01
DE-DC 1.269e− 06 9.007e− 01 n/a 1.497e− 01 8.842e− 01
DE-DS 1.846e− 05 9.876e− 01 8.519e− 01 n/a 9.788e− 01
DE-DCS 3.183e− 08 5.535e− 01 1.172e− 01 2.152e− 02 n/a
5.6.2 Results on DE2 and CSDE
The CSDE approach described in Section 5.2, samples around the better individual, such
that the individual is better either with respect to rank or crowding distance. This assists in
maintaining a high degree of directional information for rapid convergence, with sampling
around the region of the better individual in order to maintain diversity. The hyper-volume
and epsilon indicator results are reported at generation 50 for this variants. The motiva-
tion for choosing 50 generations is that we can easily demonstrate the rapid convergence
characteristics of the CSDE algorithm described in Section 5.2, thereby suggesting its use-
fulness in problem domains that have expensive evaluation functions. Furthermore, the
CSDE algorithm converges after approximately 50 generations on most of the test prob-
lems employed in this study.
In the comparative study presented in this section, the DE-DCS variant is also compared
with the CSDE and DE2 variants because it was typically found to be the better performing
directed variant amongst the DE-DC and DE-DS variants in Section 5.6.1.
Problem P1 and P2
In Table 5.16 the epsilon indicator values are presented on Problem P1 for SBX, a base-
line single difference vector scheme, DE2, and the directed Differential Evolution schemes
CSDE (κ = 0), CSDE (κ = 0.5), and DE-DCS. It is observed from this table that the CSDE
(κ = 0.5) scheme is better than SBX and CSDE (κ = 0), and is better in a strong sense
than the baseline DE2 and the directed DE/current-to-rand/1 approach, DE-DCS. Further-
more, from Table 5.17, the hyper-volume covered by the approximation sets resulting from
CSDE (κ = 0.5) on this problem is significantly better than all of the other variants. This
indicates that its balance between sampling around the better individual while also gener-
ating steps which are rotationally invariant and correlated with the search space is superior
to the CSDE (κ = 0) approach which does not emphasize sampling of rotationally invari-
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ant correlated vectors. The same result is also reported on Problem P2 in Table 5.18 and
Table 5.19.
Table 5.16: Epsilon Indicator for DE variants on problem P1 at generation 50
SBX DE2 CSDE κ = 0 CSDE κ = 0.5 DE-DCS
p n/a 2.200e− 16 9.997e− 01 1.000e+ 00 1.065e− 07
SBX M n/a 1.500e− 06 1.351e− 01 4.010e− 01 2.243e− 03
IQR n/a 4.900e− 05 3.350e− 01 5.028e− 01 1.002e− 01
p 1.000e+ 00 n/a 1.000e+ 00 1.000e+ 00 1.000e+ 00
DE2 M 2.193e+ 00 n/a 2.426e+ 00 2.652e+ 00 1.737e+ 00
IQR 2.700e+ 00 n/a 2.647e+ 00 2.745e+ 00 2.676e+ 00
p 2.945e− 04 2.200e− 16 n/a 1.000e+ 00 1.793e− 12
CSDE κ = 0 M 1.290e− 04 1.200e− 05 n/a 2.282e− 01 7.500e− 05
IQR 1.550e− 01 8.025e− 05 n/a 2.973e− 01 1.744e− 02
p 2.200e− 16 2.200e− 16 3.260e− 15 n/a 2.200e− 16
CSDE κ = 0.5 M 3.400e− 05 −1.050e− 05 1.587e− 03 n/a −4.000e− 06
IQR 3.519e− 03 2.525e− 05 1.830e− 02 n/a 3.225e− 05
p 1.000e+ 00 2.663e− 16 1.000e+ 00 1.000e+ 00 n/a
DE-DCS M 4.619e− 01 3.000e− 05 5.853e− 01 9.503e− 01 n/a
IQR 9.906e− 01 2.622e− 04 1.187e+ 00 9.464e− 01 n/a
Problem P3
On Problem P3, the epsilon indicator values in Table 5.20 that are reported for each variant
are similar to those reported for Problem P1 and Problem P2. In the case of Problem
P3, CSDE (κ = 0.5) is not significantly better than CSDE (κ = 0). The two schemes
are comparable at generation 50 on this problem. Furthermore, there is no indication that
CSDE (κ = 0.5) is better in a strong sense (as it was on Problem P1) than any of the other
reported approaches, although it is better in a weaker sense with respect to SBX, DE2, and
DE-DCS, which is still consistent with the results reported on Problem P1 and Problem
P2. Similarly, the hyper-volume indicator results reported in Table 5.21 indicate that the
performance of CSDE (κ = 0.5) is similar to its reported performance on Problem P1
and Problem P2, except the performance of CSDE (κ = 0) is once again comparable with
CSDE (κ = 0.5) on the hyper-volume indicator as well.
Problem P4
On Problem P4, there is a clear indication in Table 5.22 that the DE schemes are better
compared with SBX using the epsilon indicator. Furthermore, CSDE (κ = 0.5) is once
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Table 5.17: Hypervolume indicator for DE variants on problem P1 at generation 50
SBX DE2 CSDE κ = 0 CSDE κ = 0.5 DE-DCS
µ 9.905e− 01 9.673e− 01 9.931e− 01 9.961e− 01 9.871e− 01
s 7.415e− 03 1.527e− 02 4.108e− 03 1.058e− 03 6.980e− 03
SBX n/a 5.884e− 15 9.987e− 01 1.000e+ 00 4.638e− 05
DE2 1.000e+ 00 n/a 1.000e+ 00 1.000e+ 00 1.000e+ 00
CSDE κ = 0 1.340e− 03 2.200e− 16 n/a 1.000e+ 00 2.004e− 09
CSDE κ = 0.5 2.220e− 16 2.200e− 16 1.228e− 13 n/a 2.200e− 16
DE-DCS 1.000e+ 00 3.858e− 13 1.000e+ 00 1.000e+ 00 n/a
Table 5.18: Epsilon Indicator for DE variants on problem P2 at generation 50
SBX DE2 CSDE κ = 0 CSDE κ = 0.5 DE-DCS
p n/a 1.549e− 12 1.000e+ 00 1.000e+ 00 6.580e− 09
SBX M n/a −4.500e− 06 2.500e− 01 1.040e+ 00 2.750e− 05
IQR n/a 1.172e− 04 6.276e− 01 6.742e− 01 2.181e− 01
p 1.000e+ 00 n/a 1.000e+ 00 1.000e+ 00 1.000e+ 00
DE2 M 2.032e+ 00 n/a 1.841e+ 00 2.467e+ 00 1.439e+ 00
IQR 3.314e+ 00 n/a 3.502e+ 00 3.615e+ 00 2.906e+ 00
p 1.324e− 05 8.206e− 16 n/a 1.000e+ 00 1.327e− 13
CSDE κ = 0 M 3.231e− 02 3.850e− 05 n/a 9.517e− 01 8.000e− 05
IQR 2.185e− 01 3.420e− 04 n/a 8.846e− 01 5.838e− 04
p 7.352e− 15 2.200e− 16 5.480e− 13 n/a 2.200e− 16
CSDE κ = 0.5 M 2.341e− 02 −1.250e− 05 2.819e− 02 n/a −1.650e− 05
IQR 5.523e− 02 9.825e− 05 5.358e− 02 n/a 1.625e− 04
p 1.000e+ 00 1.099e− 12 1.000e+ 00 1.000e+ 00 n/a
DE-DCS M 5.148e− 01 9.295e− 04 6.754e− 01 1.450e+ 00 n/a
IQR 7.152e− 01 1.256e− 01 7.289e− 01 1.138e+ 00 n/a
Table 5.19: Hypervolume indicator for DE variants on problem P2 at generation 50
SBX DE2 CSDE κ = 0 CSDE κ = 0.5 DE-DCS
µ 9.857e− 01 9.745e− 01 9.879e− 01 9.907e− 01 9.856e− 01
s 1.046e− 02 1.079e− 02 5.390e− 03 1.227e− 03 3.196e− 03
SBX n/a 1.197e− 13 9.997e− 01 1.000e+ 00 3.437e− 08
DE2 1.000e+ 00 n/a 1.000e+ 00 1.000e+ 00 1.000e+ 00
CSDE κ = 0 3.343e− 04 5.551e− 16 n/a 1.000e+ 00 1.058e− 10
CSDE κ = 0.5 9.492e− 14 2.200e− 16 2.699e− 11 n/a 2.200e− 16
DE-DCS 1.000e+ 00 5.507e− 14 1.000e+ 00 1.000e+ 00 n/a
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Table 5.20: Epsilon Indicator for DE variants on problem P3 at generation 50
SBX DE2 CSDE κ = 0 CSDE κ = 0.5 DE-DCS
p n/a 4.688e− 16 1.000e+ 00 1.000e+ 00 7.897e− 08
SBX M n/a 2.416e− 03 1.972e− 01 2.199e− 01 4.041e− 03
IQR n/a 3.088e− 03 2.885e− 01 3.578e− 01 1.971e− 01
p 1.000e+ 00 n/a 1.000e+ 00 1.000e+ 00 1.000e+ 00
DE2 M 2.337e+ 00 n/a 2.679e+ 00 2.717e+ 00 1.971e+ 00
IQR 2.118e+ 00 n/a 2.311e+ 00 2.192e+ 00 2.392e+ 00
p 5.429e− 08 2.519e− 16 n/a 2.011e− 01 3.534e− 16
CSDE κ = 0 M 6.487e− 03 1.966e− 03 n/a 5.905e− 02 1.154e− 03
IQR 1.527e− 01 2.533e− 03 n/a 1.732e− 01 3.760e− 03
p 4.209e− 09 2.200e− 16 8.008e− 01 n/a 2.200e− 16
CSDE κ = 0.5 M 2.203e− 02 2.049e− 03 1.391e− 01 n/a 2.491e− 03
IQR 1.486e− 01 2.769e− 03 1.617e− 01 n/a 1.083e− 02
p 1.000e+ 00 2.200e− 16 1.000e+ 00 1.000e+ 00 n/a
DE-DCS M 4.701e− 01 2.580e− 03 6.929e− 01 7.753e− 01 n/a
IQR 7.002e− 01 3.393e− 03 7.540e− 01 7.515e− 01 n/a
Table 5.21: Hypervolume indicator for DE variants on problem P3 at generation 50
SBX DE2 CSDE κ = 0 CSDE κ = 0.5 DE-DCS
µ 9.834e− 01 9.629e− 01 9.899e− 01 9.897e− 01 9.839e− 01
s 1.688e− 02 1.898e− 02 5.083e− 03 2.309e− 03 4.298e− 03
SBX n/a 2.700e− 11 9.958e− 01 9.358e− 01 1.709e− 04
DE2 1.000e+ 00 n/a 1.000e+ 00 1.000e+ 00 1.000e+ 00
CSDE κ = 0 4.269e− 03 2.200e− 16 n/a 2.336e− 02 1.885e− 12
CSDE κ = 0.5 6.511e− 02 2.200e− 16 9.770e− 01 n/a 2.525e− 12
DE-DCS 9.998e− 01 1.080e− 13 1.000e+ 00 1.000e+ 00 n/a
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again better than all of the other reported variants. The reported performance of CSDE
(κ = 0.5) with respect to the hyper-volume indicator in Table 5.23 demonstrates that CSDE
(κ = 0.5) is also significantly better than the other variants on Problem P4, with respect to
generating a better coverage of the objective space.
Table 5.22: Epsilon Indicator for DE variants on problem P4 at generation 50
SBX DE2 CSDE κ = 0 CSDE κ = 0.5 DE-DCS
p n/a 9.966e− 01 1.000e+ 00 1.000e+ 00 1.000e+ 00
SBX M n/a 8.855e− 02 8.337e− 02 1.152e− 01 1.073e− 01
IQR n/a 1.168e− 01 8.524e− 02 1.214e− 01 1.043e− 01
p 3.478e− 03 n/a 9.998e− 01 1.000e+ 00 9.893e− 01
DE2 M 6.069e− 02 n/a 5.624e− 02 6.455e− 02 5.158e− 02
IQR 1.326e− 02 n/a 1.221e− 02 1.329e− 02 1.279e− 02
p 2.793e− 09 2.054e− 04 n/a 1.000e+ 00 3.015e− 02
CSDE κ = 0 M 4.704e− 02 4.542e− 02 n/a 5.933e− 02 4.228e− 02
IQR 1.482e− 02 2.057e− 02 n/a 2.108e− 02 2.154e− 02
p 2.200e− 16 2.101e− 13 3.922e− 14 n/a 2.327e− 13
CSDE κ = 0.5 M 3.009e− 02 2.371e− 02 2.800e− 02 n/a 2.779e− 02
IQR 1.118e− 02 1.677e− 02 9.693e− 03 n/a 1.315e− 02
p 4.881e− 06 1.095e− 02 9.703e− 01 1.000e+ 00 n/a
DE-DCS M 5.263e− 02 4.231e− 02 4.749e− 02 6.218e− 02 n/a
IQR 1.239e− 02 1.568e− 02 1.138e− 02 1.884e− 02 n/a
Problem OKA2
OKA2 is considered to be a difficult test problem because of the non-linearities introduced
in the Pareto-optimal set, even though the problem has a rather small number of decision
space variables. Table 5.24 demonstrates that the CSDE (κ = 0.5) scheme is better than the
other variants that are reported including SBX. This is also supported by the hyper-volume
indicator results presented in Table 5.25.
Problem P5
In Table 5.26, the epsilon indicator values are reported for each algorithm variant on Prob-
lem P5 in 4 objectives at generation 50. It is noticeable that each of the Differential Evo-
lution variants performed better than the variant incorporating SBX. Furthermore, the vol-
ume of the search space which is covered by the approximation sets of CSDE (κ = 0.5)
is greater than the volume of search space covered by the SBX, DE2, CSDE (κ = 0),
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Table 5.23: Hypervolume indicator for DE variants on problem P4 at generation 50
SBX DE2 CSDE κ = 0 CSDE κ = 0.5 DE-DCS
µ 8.976e− 01 8.963e− 01 8.983e− 01 9.008e− 01 8.971e− 01
s 1.593e− 03 1.194e− 03 7.135e− 04 6.764e− 04 8.429e− 04
SBX n/a 1.984e− 07 9.935e− 01 1.000e+ 00 7.238e− 04
DE2 1.000e+ 00 n/a 1.000e+ 00 1.000e+ 00 9.997e− 01
CSDE κ = 0 6.599e− 03 1.321e− 14 n/a 1.000e+ 00 1.546e− 10
CSDE κ = 0.5 2.200e− 16 2.200e− 16 2.200e− 16 n/a 2.200e− 16
DE-DCS 9.993e− 01 3.260e− 04 1.000e+ 00 1.000e+ 00 n/a
Table 5.24: Epsilon Indicator for DE variants on problem OKA2 at generation 50
SBX DE2 CSDE κ = 0 CSDE κ = 0.5 DE-DCS
p n/a 8.084e− 01 8.177e− 01 1.000e+ 00 2.200e− 16
SBX M n/a 2.818e− 01 2.684e− 01 3.487e− 01 8.084e− 02
IQR n/a 1.477e− 01 1.798e− 01 1.667e− 01 1.394e− 01
p 1.935e− 01 n/a 3.536e− 01 9.998e− 01 4.329e− 16
DE2 M 2.851e− 01 n/a 2.743e− 01 2.769e− 01 6.478e− 02
IQR 1.103e− 01 n/a 1.143e− 01 8.471e− 02 1.427e− 01
p 1.842e− 01 6.490e− 01 n/a 1.000e+ 00 3.235e− 16
CSDE κ = 0 M 2.495e− 01 2.780e− 01 n/a 3.031e− 01 9.436e− 02
IQR 2.225e− 01 1.386e− 01 n/a 1.676e− 01 1.727e− 01
p 4.704e− 05 1.755e− 04 9.073e− 09 n/a 2.200e− 16
CSDE κ = 0.5 M 2.448e− 01 2.278e− 01 1.094e− 01 n/a 7.555e− 02
IQR 2.230e− 01 1.423e− 01 1.095e− 01 n/a 1.769e− 01
p 1.000e+ 00 1.000e+ 00 1.000e+ 00 1.000e+ 00 n/a
DE-DCS M 4.531e− 01 4.289e− 01 5.097e− 01 5.302e− 01 n/a
IQR 1.480e− 01 1.916e− 01 1.628e− 01 1.587e− 01 n/a
Table 5.25: Hypervolume indicator for DE variants on problem OKA2 at generation 50
SBX DE2 CSDE κ = 0 CSDE κ = 0.5 DE-DCS
µ 7.928e− 01 7.752e− 01 7.981e− 01 8.016e− 01 7.417e− 01
s 1.038e− 02 1.485e− 02 8.861e− 03 1.083e− 02 2.410e− 02
SBX n/a 4.386e− 09 9.986e− 01 1.000e+ 00 6.661e− 16
DE2 1.000e+ 00 n/a 1.000e+ 00 1.000e+ 00 3.977e− 10
CSDE κ = 0 1.434e− 03 1.405e− 12 n/a 9.900e− 01 2.200e− 16
CSDE κ = 0.5 3.899e− 06 1.714e− 13 1.018e− 02 n/a 2.200e− 16
DE-DCS 1.000e+ 00 1.000e+ 00 1.000e+ 00 1.000e+ 00 n/a
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and DE-DCS variants according to Table 5.27. The hyper-volume covered by each of the
Differential Evolution variants is also greater than the hyper-volume covered by the SBX
variant. This indicates that CSDE (κ = 0.5) generates approximation sets with greater
diversity, relative to the other approaches that were reported.
Table 5.26: Epsilon Indicator for DE variants on problem P5 with 4 objectives at generation
50
SBX DE2 CSDE κ = 0 CSDE κ = 0.5 DE-DCS
p n/a 1.000e+ 00 1.000e+ 00 1.000e+ 00 1.000e+ 00
SBX M n/a 9.924e− 02 9.856e− 02 1.007e− 01 9.606e− 02
IQR n/a 1.769e− 02 2.063e− 02 1.410e− 02 1.376e− 02
p 1.067e− 09 n/a 9.852e− 01 8.920e− 01 9.893e− 01
DE2 M 8.083e− 02 n/a 8.469e− 02 8.598e− 02 8.464e− 02
IQR 1.610e− 02 n/a 1.174e− 02 1.309e− 02 1.562e− 02
p 4.477e− 11 1.508e− 02 n/a 3.900e− 01 5.224e− 02
CSDE κ = 0 M 7.730e− 02 8.005e− 02 n/a 8.215e− 02 8.058e− 02
IQR 1.373e− 02 1.224e− 02 n/a 1.343e− 02 1.519e− 02
p 2.062e− 10 1.092e− 01 6.126e− 01 n/a 5.179e− 01
CSDE κ = 0.5 M 7.913e− 02 8.484e− 02 8.393e− 02 n/a 8.461e− 02
IQR 1.867e− 02 2.558e− 02 1.909e− 02 n/a 1.995e− 02
p 3.217e− 12 1.095e− 02 9.485e− 01 4.849e− 01 n/a
DE-DCS M 7.675e− 02 7.974e− 02 8.255e− 02 8.275e− 02 n/a
IQR 1.413e− 02 1.108e− 02 1.366e− 02 9.851e− 03 n/a
On the 8 objective Problem P5, it is apparent from Table 5.28 that the directed DE vari-
ants are superior to SBX and DE2 with respect to the epsilon indicator at generation 50.
Furthermore SBX is better than DE2, the only undirected DE variant reported here. Ac-
cording to the epsilon indicator, DE-DCS is better than the other approaches. With respect
to the hyper-volume indicator on Problem P5 in 8 objectives it is shown in Table 5.29 that
DE-DCS is better than the other approaches that were reported, although CSDE (κ = 0.5)
and CSDE (κ = 0) are superior to the undirected DE2.
In Chapter 4 it was reported that the poor performance in general of the algorithm
variants on the scalable test problem, as the dimension of the objective space increases,
was due to the increasing number of non-dominated solutions that are potentially available.
This affected the performance of EMOO algorithms that use a dominance relation. This is
equally true for the DE variants explored in this chapter, as all DE variants are using the
NSGA-II framework, as in the last chapter. Although this is the case, there are apparently
some benefits to be gained from the Differential Evolution variants incorporating direc-
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Table 5.27: Hypervolume indicator for DE variants on problem P5 with 4 objectives at
generation 50
SBX DE2 CSDE κ = 0 CSDE κ = 0.5 DE-DCS
µ 6.810e− 01 7.103e− 01 7.192e− 01 7.280e− 01 7.182e− 01
s 2.258e− 02 1.497e− 02 1.585e− 02 2.062e− 02 1.435e− 02
SBX n/a 1.000e+ 00 1.000e+ 00 1.000e+ 00 1.000e+ 00
DE2 5.157e− 10 n/a 9.981e− 01 1.000e+ 00 9.948e− 01
CSDE κ = 0 4.485e− 13 1.914e− 03 n/a 9.857e− 01 3.123e− 01
CSDE κ = 0.5 2.787e− 14 1.108e− 06 1.456e− 02 n/a 2.182e− 03
DE-DCS 4.485e− 13 5.322e− 03 6.902e− 01 9.979e− 01 n/a
Table 5.28: Epsilon Indicator for DE variants on problem P5 with 8 objectives at generation
50
SBX DE2 CSDE κ = 0 CSDE κ = 0.5 DE-DCS
p n/a 8.614e− 03 9.520e− 01 9.880e− 01 1.000e+ 00
SBX M n/a 1.497e− 01 1.489e− 01 1.509e− 01 1.585e− 01
IQR n/a 2.114e− 02 2.474e− 02 3.137e− 02 2.047e− 02
p 9.915e− 01 n/a 1.000e+ 00 1.000e+ 00 1.000e+ 00
DE2 M 1.578e− 01 n/a 1.600e− 01 1.569e− 01 1.652e− 01
IQR 3.059e− 02 n/a 2.586e− 02 3.163e− 02 3.062e− 02
p 4.866e− 02 6.623e− 07 n/a 6.179e− 01 1.000e+ 00
CSDE κ = 0 M 1.445e− 01 1.415e− 01 n/a 1.467e− 01 1.491e− 01
IQR 3.197e− 02 2.497e− 02 n/a 3.084e− 02 1.951e− 02
p 1.220e− 02 6.857e− 07 3.848e− 01 n/a 1.000e+ 00
CSDE κ = 0.5 M 1.397e− 01 1.369e− 01 1.465e− 01 n/a 1.495e− 01
IQR 2.638e− 02 2.275e− 02 3.389e− 02 n/a 2.189e− 02
p 1.323e− 10 4.716e− 13 3.400e− 07 1.036e− 05 n/a
DE-DCS M 1.248e− 01 1.282e− 01 1.266e− 01 1.316e− 01 n/a
IQR 1.978e− 02 1.975e− 02 2.259e− 02 2.308e− 02 n/a
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Table 5.29: Hypervolume indicator for DE variants on problem P5 with 8 objectives at
generation 50
SBX DE2 CSDE κ = 0 CSDE κ = 0.5 DE-DCS
µ 4.720e− 01 4.428e− 01 4.989e− 01 4.906e− 01 5.637e− 01
s 6.780e− 02 5.468e− 02 4.912e− 02 6.763e− 02 4.801e− 02
SBX n/a 9.280e− 03 9.805e− 01 9.207e− 01 1.000e+ 00
DE2 9.909e− 01 n/a 1.000e+ 00 1.000e+ 00 1.000e+ 00
CSDE κ = 0 1.980e− 02 2.745e− 07 n/a 3.233e− 01 1.000e+ 00
CSDE κ = 0.5 8.032e− 02 6.602e− 05 6.792e− 01 n/a 1.000e+ 00
DE-DCS 1.447e− 10 2.665e− 15 9.073e− 09 4.162e− 08 n/a
tional information. In Table 5.28 the epsilon indicator values are reported at generation 50
on Problem P5 with 8 objectives. It is clear that the CSDE (κ = 0), CSDE (κ = 0.5), and
DE-DCS variants produce approximation sets that are better with respect to SBX and the
DE2 variant. Furthermore, although SBX is not rotationally invariant, it is better than the
rotationally invariant DE2 with respect to this indicator. This indicates that the reported
better performance of the directed variants CSDE and DE-DCS on Problem P5 with 8 ob-
jectives, with respect to the epsilon indicator, is a result of the directional information they
utilize and has less to do with their rotationally invariant characteristic.
Evaluating the scalability of CSDE in the decision space
In Figure 5.8, 5.9, 5.10, and 5.11 the average hyper-volume indicator value over 50 gen-
erations is presented on problem P1, P2, P3, and P4 respectively in both the rotated (non-
separable) and un-rotated (separable) case. It is apparent from these results that NSGA-II
with SBX becomes competitive with CSDE (κ = 0.5) when the problems are un-rotated
after about 50 generations. When the problems are rotated, NSGA-II with SBX is no longer
competitive with CSDE (κ = 0.5). Furthermore, even the UC-sampling approach in CSDE
with κ = 0 is competitive with NSGA-II in the rotated cases. The baseline DE approach
demonstrated the worse performance in both the rotated and un-rotated cases. In addition,
when κ = 0.5 CSDE has superior performance over CSDE with κ = 0. This indicates
that highly directed rotationally invariant correlated samples in addition to vectors which
contribute to diversity is critically important in order for the algorithm to make efficient
progress.
In order to test the scalability of the CSDE approach, Problem P1 is optimized in 200
decision space dimension (Figure 5.12). The relative performance of each of the rota-
tionally invariant DE algorithms is similar in the rotated and un-rotated case. NSGA-II
demonstrates that it has significant difficulties in such a high decision space dimension in
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the presence of parameter interactions. Interestingly, the baseline DE2 is the second best
performing approach next to the CSDE (κ = 0.5). One would expect that the much higher
degree of sampling in CSDE (κ = 0) would demonstrate better performance than the base-
line DE2. The obvious explanation is that although the CSDE (κ = 0) which performs
UC-sampling provides many samples, the vast majority of the samples are not rotation-
ally invariant nor correlated with the search space unlike the baseline DE. When κ = 0.5
half the time rotationally invariant correlated and highly directed C-sampling is performed,
improving the performance of CSDE. The result reported here is consistent with the obser-
vation that biasing selection pressure can improve the performance of differential evolution
on non-separable problems [Sutton et al., 2007]. It is apparent that whether the bias is a
result of favoring fitter solutions for selection, or biasing the direction of the search as is
the case with our approach, both are useful for improving the performance of rotationally
invariant DE on difficult non-separable optimization problems.
5.7 Summary
In this chapter we have addressed the question of how evolutionary multi-objective opti-
mization algorithms can make efficient simultaneous progress towards the Pareto-optimal
front, while also maintaining diverse solutions through the use of directional information
in a Differential Evolution scheme. A systematic comparison of Differential Evolution
schemes incorporating directional information was performed in this chapter. Furthermore,
a baseline single difference vector Differential Evolution scheme (DE2) and a Differential
Evolution scheme based on DE/current-to-rand/1 (DE) were used as baselines for gauging
the effect of incorporating directional information in CSDE (κ = 0), CSDE (κ = 0.5),
DE-DC, DE-DS, and DE-DCS. Furthermore, Simulated Binary Crossover (SBX) was used
for comparative purposes in order to demonstrate the advantages of rotationally invariant
approaches. The variants were tested on five rotated problems (P1, P2, P3, P4 and P5),
and a problem that exhibits non-linearities in the decision space (OKA2). Following is a
summary of the key observations:
• Overall, there is an indication that the DE-DS and DE-DCS variants yield supe-
rior performance over the baseline DE variant, SBX, and DE-DC as suggested by
Table 5.30 which summarizes the results from the schemes incorporating two dif-
ference vectors. In this table each row is compared with each column. The number
in each table cell indicates the number of times the row beat the column across all
performance indicators and problems. Interestingly, the superior performance of DE-
DS and DE-DCS is due to two characteristics of these variants. Firstly, there is the
capacity of the directed spread variants, which attempt to select x(r1) and x(r2) from
the same non-dominated front, to generate vectors which can be orthogonal to the
direction of the Pareto-optimal set. Secondly, x(r1) and x(r2) may be of the same
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Table 5.30: Summary of results for SBX, DE, DE-DC, DE-DS and DE-DCS. Numbers
represent the number of times the row was significantly better than the column across all
metrics and problems.
SBX DE DE-DC DE-DS DE-DCS Total
SBX n/a 4 4 3 4 15
DE 9 n/a 7 1 0 17
DE-DC 10 0 n/a 0 0 10
DE-DS 10 9 10 n/a 1 30
DE-DCS 10 6 10 1 n/a 27
Table 5.31: Summary of results for SBX, CSDE and DE-DCS. Numbers represent the
number of times the row was significantly better than the column across all metrics and
problems.
SBX DE2 CSDE (κ = 0) CSDE (κ = 0.5) DE-DCS Total
SBX n/a 10 0 0 9 19
DE2 2 n/a 0 0 2 4
CSDE κ = 0 12 12 n/a 1 10 35
CSDE κ = 0.5 11 13 9 n/a 11 44
DE-DCS 4 11 2 2 n/a 19
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rank, and yet be located on either side of a Pareto-optimal set. The resulting vector
may assist in directing the search towards the Pareto-optimal set. Together, these
two characteristics may work towards generating better spread and better converged
solutions, which further contribute in the next generation towards the directed Dif-
ferential Evolution calculation.
• In contrast, the DE-DC scheme, which incorporates a vector for directing the search
towards the Pareto-optimal set, does not incorporate information for assisting the
spread of solutions simultaneously with converging the population. Although the
x(r3) individual is selected such that it will be a better ranked individual than x(i)
if possible, it is conceivable that the randomly selected x(r1) and x(r2) vectors in
DE-DC contribute to destroying much of the directional information of the search.
• The Differential Evolution approach CSDE demonstrated rapid convergence char-
acteristics while also allowing a good spread of points to be discovered in the non-
dominated solution set. Table 5.31 summarizes the results for the single difference
vector schemes. As in Table 5.30 each row is compared with each column and the
number in each table cell indicates the number of times the row beat the column
across all performance indicators and problems. It is clearly apparent from Table 5.31
that the CSDE approach is clearly better than SBX, DE2 and DE-DCS, with CSDE
(κ = 0.5) demonstrating clearly better overall performance than CSDE (κ = 0).
• CSDE (κ = 0.5), which incorporates directional information and also emphasizes
sampling around the ‘better’ point as well as performing rotationally invariant cor-
related sampling, demonstrated rapid convergence with respect to the hyper-volume
indicator.
• CSDE (κ = 0.5) may be usefully applied to problem domains where the evaluation
function is expensive to evaluate because of its rapid convergence characteristics.
• CSDE (κ = 0.5) is highly scalable in the decision space, even to large numbers
of decision variables, thanks to the diversity provided by its sampling scheme in
combination with its ability to direct the search towards more optimal regions.
• The CSDE approach addresses the issue highlighted by Sutton et al. [2007] where
high selection pressure can cause a rapid loss of diversity and therefore a decrease
in exploration potential. This was demonstrated on multi-modal Problem P4 in a
decision space of 200 dimensions, with a population size of only 100 individuals.
In the following Chapter we will investigate how CSDE can perform on a simple model of
a real-world problem, namely the truss topology and shape-design optimization problem.
This problem exhibits parameter interactions between some, but not all variables, and also
has a number of constraints associated with it.
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Figure 5.8: Average hyper-volume over successive generations on problem P1 in 30 deci-
sion space dimensions dimensions
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Figure 5.10: Average hyper-volume over successive generations on problem P3 in 30 deci-
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Figure 5.12: Average hyper-volume over successive generations on problem P1 in 200
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Chapter 6
Truss-Topology and Shape Design
In this chapter we address the question of whether or not the proposed rotationally in-
variant approaches that incorporate directional information are efficient and competitive in
comparison with a multi-objective genetic algorithm in a real-world problem solving sce-
nario. The purpose of the study presented in this chapter is to convincingly demonstrate
that rotationally invariant directional Differential Evolution can also be practically applied
to real world problems, such as the plane truss optimization problem, and demonstrate their
competitiveness with NSGA-II incorporating the SBX operator.
The multi-objective optimization of truss structures has received attention from both the
structural engineering community, and from evolutionary optimization practitioners Ruy
and Yang [2001], Coello and Christiansen [2000], and Deb et al. [2000]. In truss-structure
design optimization, a number of objectives can be considered, such as the minimization of
stresses in the truss, minimization of the weight, and the minimization of displacement of
truss nodes. These objectives are sometimes formulated as a single objective problem with
a constraint, or as a multi-objective problem.
In the following study, given a model of a truss, the optimization task is to find the
Pareto-optimal set of trade off solutions with respect to the two objectives: minimizing the
worst displacement of any node in the truss, and minimizing the weight of the truss.
Deb et al. [2000] have described an evolutionary multi-objective approach to this prob-
lem. Our approach is very similar. The truss problems we attempt to optimize in this chap-
ter have parameter interactions between some, but not all of the parameters. Many models
that approximate problems in the real world are of this type, and the purpose of this case
study is to investigate the performance of four differential evolution variants incorporating
directional information that were introduced in Chapter 5. As detailed in Chapter 5, the
first Differential Evolution variant (DE-DS), incorporates directional spread information.
The second variant (DE-DCS), incorporates directional information with respect to spread
and convergence. The third variant (CSDE) incorporates sampling of vectors near the bet-
ter ranked individual or the individual with a better contribution to crowding distance. The
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importance of these directional information variants is that they can potentially improve
the efficiency of the search while maintaining the characteristic of rotational invariance.
In this chapter the problem model is first introduced in Section 6.1. This is followed
by Section 6.2, where a description of each of the truss models is provided, including the
criteria for evaluating the performance of each of the algorithms. A discussion of the results
is provided in Section 6.3, followed by a summary of the key findings and some concluding
remarks in Section 6.4.
6.1 Problem description
Deb et al. [2000] describe an approach for modeling truss structures for the purpose of
multi-objective optimization, which builds upon the approach applied to single objective
optimization [Deb et al., 1998]. In the multi-objective approach, truss structures are mini-
mized with respect to weight and displacement of nodes. These objectives are conflicting,
in that lighter trusses can be expected to have greater node displacement, and vice versa.
Furthermore, truss topology and member cross section areas are evolved. A truss structure
is composed of a number of bars connected to each other at node points. The node points
that are required are called basic nodes, and node points that may or may not be present in
the truss are termed non-basic nodes. Typically the basic nodes are the support nodes and
the load bearing nodes. In the case of Figure 6.1, the support nodes are 1© and 2©, and the
load bearing nodes are 3© and 5©. All nodes are also numbered in an enclosed circle, and
the bar numbers are not circled.
Each bar in the truss has a cross-sectional area associated with it. Each of the members
in the truss are identified and numbered (Figure 6.1). The cross-sectional areas are a vector
of real-values, one for each bar, which undergoes evolution for the purposes of finding
more optimal values for these areas. The bars are initialized within the range of −A to A.
Bars that have cross-sectional areas less than some critical value ²1, are not included in the
realized truss structure, or any calculations to determine the forces and displacements of
the realized truss structure. The possibility of the cross-sectional area of each bar taking
on values less than ²1 provides a means of discovering a variety of different topologies for
the truss. For example, Figure 6.2 shows bars 2, 5, 6, and 10, absent from the realized truss
structure.
Most models of problems we find in the real-world are constrained problems, and the
plane-truss structural optimization problem is no exception. In order to implement this
problem, a number of constraints must be calculated. For the truss topology and shape
design problem three types of constraints are considered: Constraint-I specifies the degree
to which the truss is acceptable to the user, Constraint-II specifies whether the truss is
kinematically stable or not, and Constraint-III deals with tension in the truss structure.
Constraint-I: The first constraint is concerned with whether or not the realized truss
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Figure 6.1: The 10 bar truss problem with all bars present.
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Figure 6.2: The 10 bar truss problem with bars 2, 5, 6, and 10 absent from the realised
truss.
structure is acceptable to the user. A structure is acceptable if all basic nodes
are present in the realized truss structure (Equation 6.1). The presence of basic
nodes can be discovered with a simple breadth first search of the truss structure.
If constraint c1 is violated, no further calculations occur.
c1 = − (10e15) · (no. of basic nodes) − (basic nodes present) (6.1)
Constraint-II: The second constraint is concerned with determining if the truss is
kinematically stable. This is achieved with a Singular Value Decomposition of
the stiffness matrix. Before this can occur, the stiffness matrix needs to be com-
puted, Firstly, an automatic scheme for numbering the degrees-of-freedom, of
each node in the realized truss is used. This numbering scheme can be started
from an arbitrary node in the structure, but should be applied consistently (see
Figure 6.3). The basic load bearing nodes have their degrees-of-freedom num-
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bered first, followed by the nodes with unknown displacements. Finally, the
degrees-of-freedom of the support nodes are numbered as in Figure 6.3. This
scheme for numbering the degrees-of-freedom of the realized truss simplifies
the calculation of displacements at each node. At this stage, the stiffness matrix
of the realized truss is computed using the Direct Stiffness Method (Hibbeler
[2006]). Each of the elements in the realized truss has to be transformed from
its local coordinates to global coordinates. Equation 6.2 and 6.3 are used to
calculate the direction cosines for a member in the realized truss.
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2 4
3 5
Figure 6.3: The 10 bar truss problem with bars 2, 5, 6, and 10 absent from the realized truss
and with the degrees-of-freedom numbered.
λxi = cos θxi =
xFi − xNi
Li
i = 1, · · · ,m (6.2)
λyi = cos θyi =
yFi − yNi
Li
i = 1, · · · ,m (6.3)
xFi is the x-coordinate of the far end of member i, and xNi is the x-coordinate
of the near end of member i, where there are m members in the realized truss.
These direction cosines are used in the global stiffness matrix in Equation 6.4.
In this matrix calculation, the global stiffness matrix, ki, is calculated for each
member in the realized truss. The indices of the global stiffness matrix are
numbered, and correspond to the degrees-of-freedom of the truss. In Fig-
ure 6.3, the arrows along each member show the direction from the near to
far ends of a member, and each node is numbered with its degrees-of-freedom.
In this example Nx3 is 4, Ny3 is 3, Fx1 is 7, and Fy1 is 8. E is Young’s Modu-
lus, Ai is the cross sectional area of member i, and Li is the length of member
CHAPTER 6. TRUSS-TOPOLOGY AND SHAPE DESIGN 144
i.
ki =
AiE
Li

Nxi Nyi Fxi Fyi
Nxi λ
2
xi λxiλyi −λ2xi −λxiλyi
Nyi λxiλyi λ
2
yi −λxiλyi −λ2yi
Fxi −λ2xi −λxiλyi λ2xi λxiλyi
Fyi −λxiλyi −λ2yi λxiλyi λ2yi
 i = 1, · · · ,m
(6.4)
If a truss has m members, it has 2m degrees of freedom, and the global stiff-
ness matrix of the truss is 2m-by-2m. The global stiffness matrix of the entire
truss is calculated in Equation 6.5, by summing each of the global stiffness
matrices of each member.
K =
m∑
i=1
ki (6.5)
The stiffness matrix K has a useful property in that, if the matrix is posi-
tive definite, then the truss that the stiffness matrix described is a structure.
If the stiffness matrix is not positive definite, and the corresponding truss is
a mechanism. A mechanism is different from a structure, in that it is capa-
ble of movement as a result of how its joints are connected. A structure is
not a mechanism because its joints are configured in such a way that natural
movement is impossible. Obviously, we are only interested in trusses which
do not have the behavior of a mechanism. Before the positive definiteness of
the stiffness matrix can be determined, the global stiffness matrix K is parti-
tioned as in Equation 6.7, Equation 6.8 and Equation 6.9. Dk are the known
displacements of D, and Qk are the known forces of Q. Similarly, Du are the
unknown displacements of D, and Qu are the unknown forces of Q. Typi-
cally, the known displacements are 0, and Equation 6.8 can be simplified to
Equation 6.10.Equation 6.6 describes the relationships between Q, K, and D.
For the purposes of the truss optimization problem, we only need to solve
Equation 6.10 to find the displacement objective that requires minimizing.
The matrix K11 is decomposed using singular value decomposition (Golub-
Reinsch SVD algorithm) into K11 = USVT , where U is an 2m-by-2m or-
thogonal matrix, S is an 2m-by-2m diagonal matrix of singular values, and
VT is the transpose of a 2m-by-2m matrix. Equation 6.10 is then solved
for the unknown displacements, Du, using the singular value decomposition
U,S,V and the known forces, Qk. The SVD technique is used in the solution
of the linear equation problem to avoid issues associated with ill-conditioned
matrices. The diagonal matrix, S, is the squares of the eigen-values of K11. If
some of the eigen-values are zero, or close to zero by some very small value
²2, then the matrix is not positive definite. For a matrix to be positive definite,
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its eigen-values must be positive. We use this property for the stability con-
straint, multiplying the number of zero/near-zero eigen values by some large
penalty, and thereby determine whether the truss is kinematically stable, or the
degree of instability present in the truss. The eigen-values are the diagonal
of the matrix S, represented by Sii. If the truss is unstable according to the
constraint c2, then the displacements calculated are not physically meaningful
and no further calculations will occur.
Q = KD (6.6)
[
Qk
Qu
]
=
[
K11 K12
K21 K22
] [
Du
Dk
]
(6.7)
Qk = K11Du +K12Dk (6.8)
Qu = K21Du +K22Dk (6.9)
Qk = K11Du (6.10)
Constraint-III: The final constraint (Equation 6.11) calculates the tension and com-
pression in each bar of the truss. If the tension and compression in any bar
exceeds the maximum allowed tension and compression in that bar, then a
bracket penalty operator 〈〉 is used (Equation 6.12), and no further calculation
occurs. The stress in each member of the realized truss can be calculated as in
Equation 6.11, where E is Young’s Modulus for the material the bar is com-
posed of, and Li is the length of the bar. If the stress Ti is positive the member
i is in tension, and if it is negative the member is in compression. Constraint
c3 is concerned with eliminating violations of the maximum allowed tensional
and compressional stress, denoted by σ.
Ti =
E
Li
[
−λxi −λyi λx λy
]

DNxi
DNyi
DFxi
DFyi
 i = 1, · · · ,m (6.11)
c3 = −(10e5) ·
m∑
i=1
〈
σ
|Ti| − 1.0
〉
(6.12)
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It is not until each of the constraints have been passed that the objectives are calculated.
The first objective calculates the weight of the realized truss, and the second objective is
concerned with the worst displacement of any node in the realized truss.
Objective-I: The weight of the truss is calculated according to Equation 6.13. The
weight of each bar in the realized truss is calculated using the known density
(ρ), length, and cross-sectional area of each member. The summed weights is
the total weight of the truss.
W =
m∑
i=1
AiLiρ (6.13)
Objective-II: The worst displacement can be acquired from Du, the vector of un-
known displacements in the structure. This may be the worst displacement out
of all truss nodes, or it may be the worst displacement of a specific truss node
in either x or y axis, depending on the requirements of the particular problem.
6.2 Experiment Methodology
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Figure 6.4: The 10-bar truss problem Hessian matrix for a parameter space vector that maps
to a weight of 12751.42 pounds and a deflection of 1.39 inches.
The truss design and shape optimization problems are problems that exhibit parame-
ter interactions between decision variables in the tail end of the Pareto-optimal front, as
can be seen in Figure 6.4, where the weight minimization Hessian of a tail end solution
demonstrates larger relative partial-second order derivatives than the Hessian associated
with the weight minimization objective of Figure 6.5, where parameter interactions are
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Figure 6.5: The 10-bar truss problem Hessian matrix for a parameter space vector that maps
to a weight of 2648.58 pounds and a deflection of 4.15 inches.
significantly less. The first problem is the 10-bar bench-mark problem, the parameters of
which are specified in Appendix A, which was initially introduced in this chapter in order
to describe the model of the problem. The 10-bar problem has been studied by Rajeev and
Krishnamoorthy [1997]; Camp and Bichon [2004]; Pezeshk et al. [2000]; Yunkang and Xin
[1998]; Camp et al. [1998]. The second problem employed is the 13-bar problem, which is
a shape and topology optimization problem. This problem differs from the 10-bar problem
because any algorithm optimizing the problem has to learn the coordinates of truss nodes,
as well as appropriate cross-sectional areas for truss bars. In total, there are 17 decision
variables in this problem which have to be optimized. The last problem is similar to the
13-bar problem, in that it too is a topology and shape optimization problem with 22 bars in
the base structure, and 30 decision variables in total.
The directed Differential Evolution variants DE-DS, DE-DCS, CSDE (κ = 0), and
CSDE (κ = 0.5), which were introduced in Chapter 5, and the NSGA-II with SBX, will
be evaluated on three truss problems. The scaling factor F , for each of the DE variants
employed, was set to 0.5 for CSDE (κ = 0) and CSDE (κ = 0.5). The SBX variant used
a mutation rate of 1/N and a crossover rate of 0.9. ηc and ηm are parameters within the
NSGA-II that control the distribution of the crossover and mutation probabilities and were
assigned values of 10 and 50 respectively, as it was in the studies from Chapter 4 and 5.
In all the algorithm variants used on the truss problems the constraint domination principle
is employed. For the 10-bar truss problem, a population size of 100 individuals was used
for each of the variants studied. For the 13-bar and 22-bar truss problems, population sizes
of 200 and 400 individuals were used, respectively. The methodology employed in the
evaluation of the test problems is the same as that employed in Chapter 5.
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6.2.1 10 Bar Truss-Topology Design Problem
In the problem we are studying from the literature, the truss has 10 bars when all the cross-
sectional areas take on values greater than ²1. The 10-bar problem is used frequently in the
literature as a test case for the design optimization of trusses (Rajeev and Krishnamoorthy
[1997]; Camp and Bichon [2004]; Pezeshk et al. [2000]; Yunkang and Xin [1998]; Camp
et al. [1998]). In the case of the 10-bar truss in Figure 6.1 the second objective is assigned
the absolute value of the worst displacement of node 5, in either the horizontal or vertical
displacement directions.
6.2.2 13-Bar Truss Topology and Shape Design
A 13-bar truss topology and shape optimization problem [Espi, 1998] which builds on the
simple 10-bar truss problem [Rajeev and Krishnamoorthy, 1997] is also used by practi-
tioners to evaluate optimization algorithms. Like the 10-bar problem, this problem has
similar parameter settings (Appendix A). From Figure 6.6, it is apparent that the 13-bar
problem has two load bearing nodes 3© and 5©, and two support nodes, 1© and 2©. Unlike
the 10-bar truss problem, the nodes 4© and 6© are free nodes, which can vary their position
during the optimization process. An example of the truss structure after shape and topology
optimization is provided in Figure 6.7.
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Figure 6.6: The 13-bar truss with all bars present.
6.2.3 22-Bar Truss-Topology and Shape Design Problem
The classic 18-bar cantilever truss has also been described as a problem that can be used for
topology and shape optimization [Rajeev and Krishnamoorthy, 1997]. In this section, we
have extended the 18-bar truss optimization problem to a 22-bar problem. The data used
for modeling and optimization of the 22-bar truss structure is shown in Appendix A, and
Figure 6.8 shows the relationship between beam members. Like the classic 18-bar truss
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Figure 6.7: An example of the 13-bar truss structure after shape and topology optimization.
this truss has 11 joints. Nodes 10© and 11© are support joints, and 5 joints are load bearing
joints. The remaining 4 joints are free nodes that can have their positions varied during
optimization. Each of these free joints can have its position varied on two axes, resulting in
8 decision variables for node positions for the nodes 3©, 5©, 7©, and 9©. The total number
of decision variables is 30; 22 cross-sectional areas, and 8 position coordinates for the free
nodes. An example of the 22-bar truss after topology and shape optimization is provided in
Figure 6.9. The range of cross-sectional areas as reported by Rajeev and Krishnamoorthy
[1997] is between 2 and 20 inches2. For the purposes of this study, the critical area ²1 was
set to 2.0 inches2.
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Figure 6.8: The 22-bar truss with all bars present.
6.3 Results and Discussion
In this section the resulting performance of each of the algorithm variants is reported on the
three truss problems studied. We remind the reader once again that in the tables reporting
the epsilon indicator values, three values are reported for each comparison; the p-value
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Figure 6.9: An example of the 22-bar truss structure after shape and topology optimization.
indicates the alternative hypothesis that the median of the epsilon indicator values (M ) of
the row A is better than the column B. If it is better with a 95% significance then the field
is highlighted in bold. The IQR (Inter-quartile Ranges) of the epsilon indicator values is
also reported. The hyper-volume indicators have also been tabulated, where µ is the mean
hyper-volume indicator value for the particular variant in each in column, and s is the
standard deviation. The alternative hypothesis that µ of row A is greater than µ of column
B is employed for the hyper-volume indicator, as we are interested in determining whether
an algorithm variant produces a statistically significant larger hyper-volume indicator value
on average. The p-values resulting from this statistical comparison are reported below the
µ and s values.
6.3.1 10-Bar Truss-Topology Design Problem
In Table 6.1, which reports the epsilon indicator values at generation 50 on the 10-bar truss
problem, the CSDE (κ = 0.5) variant is reported to be better with 95% confidence. This is
indicated by the values reported in bold.
Table 6.2 reports the hyper-volume indicator values at generation 50 for the 10-bar
truss problem. In Table 6.2 it is apparent that the DE-DE2 variant at generation 50 has a
greater coverage of the search space with 95% confidence according to the hyper-volume
indicator. Furthermore, the standard deviation that is reported for CSDE (κ = 0.5) is lower
than the other variants, including SBX. It is of interest that the variant that emphasizes
directional information and non-correlated sampling (CSDE (κ = 0.5)) resulted in better
performance at generation 50 on both indicators compared with CSDE (κ = 0), which does
not emphasize directional information. This indicates that increasing the degree to which
the correlated directional vectors are generated, which CSDE (κ = 0.5) does, also improves
the performance of the algorithm with respect to convergence and coverage. Furthermore,
the competitiveness of the CSDE (κ = 0.5) approach is demonstrated in Figure 6.10, where
the worst attainment surface from CSDE (κ = 0.5) is better than SBX. Figure 6.11, which
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Table 6.1: Epsilon Indicator for DE variants on the 10-bar truss problem at generation 50
SBX CSDE κ = 0 CSDE κ = 0.5 DE-DS DE-DCS
p n/a 7.601e− 01 9.999e− 01 5.873e− 03 6.890e− 01
SBX M n/a 3.374e+ 01 8.154e+ 01 3.374e− 01 5.785e− 01
IQR n/a 2.162e+ 02 4.718e+ 02 2.267e+ 02 3.192e+ 02
p 2.421e− 01 n/a 1.000e+ 00 1.852e− 02 8.249e− 01
CSDE κ = 0 M 7.696e− 01 n/a 2.316e+ 02 3.352e− 01 4.133e+ 01
IQR 2.370e+ 02 n/a 3.861e+ 02 1.708e+ 02 2.668e+ 02
p 1.055e− 04 5.566e− 07 n/a 4.904e− 11 3.063e− 08
CSDE κ = 0.5 M 2.562e− 01 1.776e− 01 n/a 1.802e− 01 1.833e− 01
IQR 1.304e+ 02 3.120e+ 01 n/a 4.333e− 01 3.689e+ 00
p 9.942e− 01 9.818e− 01 1.000e+ 00 n/a 9.968e− 01
DE-DS M 1.013e+ 02 2.783e+ 01 2.242e+ 02 n/a 8.965e+ 01
IQR 2.886e+ 02 2.493e+ 02 2.958e+ 02 n/a 1.837e+ 02
p 3.135e− 01 1.769e− 01 1.000e+ 00 3.268e− 03 n/a
DE-DCS M 2.563e+ 00 6.741e− 01 9.125e+ 01 5.092e− 01 n/a
IQR 1.393e+ 02 1.039e+ 02 3.057e+ 02 3.337e+ 01 n/a
Table 6.2: Hypervolume indicator for DE variants on the 10-bar truss problem at generation
50
SBX CSDE κ = 0 CSDE κ = 0.5 DE-DS DE-DCS
µ 8.769e− 01 8.828e− 01 8.910e− 01 8.785e− 01 8.828e− 01
s 1.559e− 02 1.046e− 02 1.000e− 02 1.041e− 02 9.033e− 03
SBX n/a 9.470e− 01 1.000e+ 00 4.520e− 01 9.007e− 01
CSDE κ = 0 5.373e− 02 n/a 1.000e+ 00 8.454e− 03 3.587e− 01
CSDE κ = 0.5 5.566e− 07 2.274e− 05 n/a 2.079e− 08 1.324e− 05
DE-DS 5.507e− 01 9.917e− 01 1.000e+ 00 n/a 9.830e− 01
DE-DCS 1.005e− 01 6.439e− 01 1.000e+ 00 1.730e− 02 n/a
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Figure 6.10: Worst attainment surface for directional DE variants on the 10-bar truss prob-
lem at generation 50.
shows the median attainment surfaces of each variant, also indicates that CSDE (κ = 0.5)
is competitive with SBX, especially in the tail end of the attainment surface. This indicates
that CSDE (κ = 0.5) is capable of finding 10-bar trusses that have lower deflection in the
higher weight ranges at generation 50.
6.3.2 13-Bar Truss-Topology and Shape Design Problem
The 13-bar truss problem is more difficult to solve than the 10-bar problem. In this problem
there are 17 decision parameters requiring optimization. In Table 6.4, it is apparent that the
CSDE (κ = 0.5) variant produces offspring at generation 50 that are competitive with SBX
and better than the other directional information variants according to the epsilon indicator
values. This problem demonstrates the utility of emphasizing correlated directional vec-
tors in CSDE (κ = 0.5). SBX demonstrates superior performance to other DE variants.
Furthermore, the hyper-volume indicator values for CSDE (κ = 0.5) at generation 50 (Ta-
ble 6.5) indicate that CSDE (κ = 0.5) is comparable to SBX, and better than the other DE
variants with 95% confidence.
In Figure 6.14 the non-dominated solutions resulting from all 50 runs are plotted for
the SBX and CSDE (κ = 0.5) algorithms. The first and last locations at which a unique
truss structure occurred from the CSDE algorithm runs are labeled. It is apparent in this
figure that the range specified by (B) overlaps with the range specified by (C). In this re-
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Figure 6.11: Median attainment surface for directional DE variants on the 10-bar truss
problem at generation 50.
gion, solutions may have the truss structure of either (B) or (C), as specified in Table 6.3.
In Table 6.3, the weight and deflection values are provided for the labeled solutions in Fig-
ure 6.14, along with the actual truss structures. Furthermore, the nearest solution to the
labeled CSDE solution, which resulted from the SBX variant, is also provided for compar-
ative purposes.
From Figure 6.14 and the corresponding Table 6.3, it is apparent that solution (A)
resulting from CSDE (κ = 0.5) is lighter than the nearest solution provided by SBX, but
has marginally worse deflection. In addition, the truss structure and topology is the same
as the solution discovered by SBX. In all respects, the two solutions are comparable.
Solutions over the range of (B) are significantly different, in that the CSDE (κ = 0.5)
was able to discover a unique structure and topology with one less member than the solu-
tions discovered with SBX. This resulted in a better truss structure with less deflection and
lower weight.
Furthermore, the solutions discovered over the range of (C) demonstrate that better or
comparable solutions were generated by the CSDE approach, compared with SBX. Most of
the solutions over this range had lower weight and deflection than the nearest solutions dis-
covered by SBX. The higher weighing solutions from CSDE over this range were slightly
heavier than the nearest solutions from SBX, but they also exhibited a lower deflection.
Equally important, it seems that the CSDE approach began to discover solutions that dou-
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Figure 6.12: Worst attainment surface for directional DE variants on the 13-bar truss prob-
lem at generation 50.
ble up one of the truss members in order to strengthen the structure.
The trend of doubling up one of the truss members continued over the range of (D),
where an additional member was added and the weight of the truss increased as a result.
Although the solutions discovered by CSDE were heavier, the structures that were dis-
covered exhibited less deflection than the nearest corresponding solutions from SBX. In
addition, the structures discovered by CSDE over the range of (D) were simpler and had
two less members.
In the region of very heavy truss structures specified by (E) it is apparent that CSDE
discovered the importance of doubling up members in order to increase the rigidity of the
truss. The first of these structures and topologies discovered by CSDE was lighter than
the nearest solution from SBX, with comparable deflection. At the extreme, the heaviest
solution discovered by CSDE had slightly better deflection than the nearest solution from
SBX, but was heavier. It is clear from Table 6.3 that SBX attempted to discover solutions
which are similar to the solutions discovered by CSDE, but the members did not overlap to
the same degree as the solutions that CSDE discovered.
Figure 6.12 and Figure 6.13, which show the worst and median attainment surface
respectively at generation 50, indicate something that is not apparent from the epsilon
and hyper-volume indicators. It is apparent from the worst attainment surface that CSDE
(κ = 0.5) is competitive with SBX. The median attainment surface also indicates superior
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Table 6.3: Structures discovered by SBX and CSDE (κ = 0.5) on the 13-bar truss problem.
(A), (B), (C), (D), and (E) correspond to the labels in Figure 6.14
CSDE κ = 0.5 SBX
label weight (lb.) deflection (in.) structure weight (lb.) deflection (in.) structure
(A) 1527.59 6.73 1534.79 6.72
(B) 1646.39 5.92 1689.84 5.94
4595.24 1.73 4670.77 1.88
(C) 2373.88 3.53 2655.05 3.54
10349.76 0.84 10330.61 0.92
(D) 10616.32 0.83 10603.35 0.90
12583.42 0.78 12576.87 0.78
(E) 16682.72 0.68 16702.17 0.68
20103.84 0.65 18065.79 0.66
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Figure 6.13: Median attainment surface for directional DE variants on the 13-bar truss
problem at generation 50.
performance with respect to CSDE (κ = 0.5) in the tail end, resulting in truss solutions
with less deflection.
6.3.3 22-Bar Truss-Topology and Shape Design Problem
In the 22-bar problem there are more free nodes, and more cross-sectional areas to optimize,
resulting in a total number of 30 decision variables. On this problem the results are reported
at generation 200, as it requires more evaluations across all algorithm variants in order to
find a reasonable number of feasible solutions. It is apparent from Table 6.6, that the
SBX has statistically significant better coverage according to the epsilon indicator values,
over the sets produced by the DE variants. The CSDE (κ = 0.5) variant has a better
epsilon indicator value over the other DE variants with 95% confidence. This result is also
supported by the hyper-volume indicator values reported in Table 6.7.
It is important to note that on this problem it is harder to find feasible solutions early in
the search. This was also the motivation for using a larger population size on this problem.
Furthermore, in Figure 6.15 the worst attainment surface at generation 200 is reported for
each algorithm. It is apparent that SBX has the worst attainment surface in the tail end,
and that CSDE (κ = 0.5) is very competitive in this regard. In Figure 6.15 and 6.16 the
attainment surface of SBX is worse in the tail end than CSDE (κ = 0.5) due to the presence
of parameter interactions in this region of the search space.
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Table 6.4: Epsilon Indicator for DE variants on the 13-bar truss problem at generation 50
SBX CSDE κ = 0 CSDE κ = 0.5 DE-DS DE-DCS
p n/a 8.190e− 15 7.493e− 01 1.211e− 09 3.211e− 06
SBX M n/a 1.249e− 01 2.745e+ 01 1.544e− 01 2.784e− 01
IQR n/a 1.961e− 01 1.612e+ 02 4.659e+ 01 1.004e+ 02
p 1.000e+ 00 n/a 1.000e+ 00 9.998e− 01 1.000e+ 00
CSDE κ = 0 M 4.766e+ 02 n/a 4.039e+ 02 2.022e+ 02 1.792e+ 02
IQR 4.879e+ 02 n/a 4.255e+ 02 3.963e+ 02 5.000e+ 02
p 2.529e− 01 2.200e− 16 n/a 3.977e− 10 2.161e− 08
CSDE κ = 0.5 M 8.936e− 01 8.987e− 02 n/a 2.708e− 01 2.620e− 01
IQR 1.802e+ 02 2.870e− 01 n/a 8.712e+ 00 9.398e+ 01
p 1.000e+ 00 2.279e− 04 1.000e+ 00 n/a 9.447e− 01
DE-DS M 1.749e+ 02 8.395e− 01 1.968e+ 02 n/a 3.172e+ 01
IQR 4.574e+ 02 8.212e+ 01 4.150e+ 02 n/a 2.663e+ 02
p 1.000e+ 00 2.472e− 06 1.000e+ 00 5.603e− 02 n/a
DE-DCS M 1.048e+ 02 7.119e− 01 2.038e+ 02 9.081e− 01 n/a
IQR 4.750e+ 02 2.792e+ 01 4.034e+ 02 1.793e+ 02 n/a
Table 6.5: Hypervolume indicator for DE variants on the 13-bar truss problem at generation
50
SBX CSDE κ = 0 CSDE κ = 0.5 DE-DS DE-DCS
µ 9.548e− 01 9.364e− 01 9.559e− 01 9.457e− 01 9.472e− 01
s 8.665e− 03 1.370e− 02 8.872e− 03 1.010e− 02 1.270e− 02
SBX n/a 1.806e− 10 7.222e− 01 6.915e− 06 5.903e− 04
CSDE κ = 0 1.000e+ 00 n/a 1.000e+ 00 9.995e− 01 9.998e− 01
CSDE κ = 0.5 2.801e− 01 4.085e− 11 n/a 1.606e− 06 1.419e− 04
DE-DS 1.000e+ 00 4.857e− 04 1.000e+ 00 n/a 7.222e− 01
DE-DCS 9.994e− 01 2.001e− 04 9.999e− 01 2.801e− 01 n/a
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Table 6.6: Epsilon Indicator for DE variants on the 22-bar truss problem at generation 200
SBX DE-D1 DE-D2 DE-DS DE-DCS
p n/a 2.200e− 16 5.037e− 15 4.689e− 16 3.742e− 16
SBX M n/a 3.359e− 01 4.245e− 01 3.036e− 01 2.532e− 01
IQR n/a 2.312e− 01 7.504e− 01 2.260e− 01 3.548e− 01
p 1.000e+ 00 n/a 1.000e+ 00 2.986e− 16 1.084e− 15
DE-D1 M 5.342e+ 02 n/a 3.658e+ 02 3.779e− 02 3.167e− 02
IQR 3.500e+ 02 n/a 3.202e+ 02 1.227e− 01 2.564e− 01
p 1.000e+ 00 2.200e− 16 n/a 2.200e− 16 2.200e− 16
DE-D2 M 1.416e+ 02 4.260e− 01 n/a −3.618e− 02 −3.097e− 02
IQR 1.942e+ 02 6.290e− 01 n/a 1.611e− 01 2.912e− 01
p 1.000e+ 00 1.000e+ 00 1.000e+ 00 n/a 9.684e− 01
DE-DS M 1.048e+ 03 4.559e+ 02 8.779e+ 02 n/a 4.299e+ 01
IQR 2.467e+ 02 3.535e+ 02 2.284e+ 02 n/a 2.348e+ 02
p 1.000e+ 00 1.000e+ 00 1.000e+ 00 3.209e− 02 n/a
DE-DCS M 9.748e+ 02 4.669e+ 02 8.424e+ 02 7.678e− 01 n/a
IQR 3.552e+ 02 2.949e+ 02 3.617e+ 02 1.728e+ 02 n/a
Table 6.7: Hypervolume indicator for DE variants on the 22-bar truss problem at generation
200
SBX DE-D1 DE-D2 DE-DS DE-DCS
µ 9.075e− 01 8.704e− 01 8.975e− 01 8.248e− 01 8.212e− 01
s 1.029e− 02 1.365e− 02 9.907e− 03 1.705e− 02 5.437e− 02
SBX n/a 2.200e− 16 2.096e− 06 2.200e− 16 2.200e− 16
DE-D1 1.000e+ 00 n/a 1.000e+ 00 2.200e− 16 2.665e− 15
DE-D2 1.000e+ 00 1.110e− 15 n/a 2.200e− 16 2.200e− 16
DE-DS 1.000e+ 00 1.000e+ 00 1.000e+ 00 n/a 9.646e− 01
DE-DCS 1.000e+ 00 1.000e+ 00 1.000e+ 00 3.601e− 02 n/a
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Figure 6.14: Non-dominated solutions over all 50 runs at generation 50 for SBX and CSDE
(κ = 0.5) on the 13-bar truss problem. (A), (B), (C), (D), and (E) respectively define the
location or range over which a unique truss structure occurs.
In Table 6.8 the weights, deflections and structures of CSDE (κ = 0.5) are presented,
along with the corresponding solutions from SBX. Figure 6.17 indicates how the labeled
solutions correspond with points on the non-dominated front. The solutions that are pre-
sented are the non-dominated solutions out of all 50 runs. These results indicate that the
regions labeled by (A), (B), and (C) resulting from the CSDE algorithm are dominated by
solutions generated by SBX. In these regions, SBX was able to discover structures with
lower weight and deflection.
In the region specified by (D), where CSDE was able to discover a set of unique so-
lutions, most of the solutions corresponding to the topology and structure detailed in Ta-
ble 6.8 had lower weight and deflection than the corresponding nearest solutions discovered
by SBX. Furthermore, it is apparent from Figure 6.17 that in region (D) and (E) the SBX
variant could not find many solutions. CSDE was capable of finding unique structures and
topologies in region (E) with lower deflection. Moreover, the topologies discovered in the
region indicated by (E) demonstrate that CSDE was able to evolve solutions that double-up
a beam member which makes the structure more rigid. From Figure 6.17 it is clear that
the regions indicated by (D) and (E) are a significant portion of the non-dominated front,
clearly demonstrating that NSGA-II using CSDE (κ = 0.5) is an attractive alternative to
NSGA-II using SBX on this problem because it can find many better solutions relatively
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Table 6.8: Structures discovered by SBX and CSDE (κ = 0.5) on the 22-bar truss problem.
(A), (B), (C), (D), and (E) correspond to the labels in Figure 6.17
CSDE κ = 0.5 SBX
label weight (lb.) deflection (in.) structure weight (lb.) deflection (in.) structure
(A) 2257.67 18.50 2159.45 18.07
(B) 2301.72 17.84 2175.26 17.76
3359.59 10.67 3266.83 9.59
(C) 2318.13 17.76 2214.31 17.52
2373.94 16.42 2238.37 15.98
(D) 3373.85 9.57 3316.65 9.40
7807.71 4.50 7813.47 5.28
(E) 7705.09 4.54 7731.48 5.32
9753.78 4.15 8011.24 5.21
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Figure 6.15: Worst attainment surface for directional DE variants on the 22-bar truss prob-
lem at generation 200.
early in the search.
The good performance of CSDE (κ = 0.5) in the tail end of the search, which was also
noted on the 10 and 13-bar truss problems, can be accounted for when the Hessian matrix
is considered. In the tail end of the search space (Figure 6.19), the second-order partial
derivative values have a larger magnitude, indicating significant parameter interactions.
In this figure, the Hessian matrix of a solution with a weight of 10482.56 pounds and
a deflection of 4.78 inches is displayed, which is in the tail end of the non-dominated
set. Clearly, this lattice plot of the Hessian indicates that parameter interactions are far
more prevalent in the tail end in comparison to other regions of the non-dominated front
(Figure 6.18) where the second-order partial derivatives have smaller values. We can now
see that the advantage that NSGA-II with SBX apparently has where it out performs CSDE
(κ = 0.5) is because this region of the search space is amenable to solving separably.
Similarly, CSDE (κ = 0.5) out performs NSGA-II with SBX in region (D) and (E) because
there are more parameter interactions there.
6.4 Summary
In this chapter we addressed the question of whether or not the proposed rotationally in-
variant approaches that incorporate directional information are efficient and competitive
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Figure 6.16: Median attainment surface for directional DE variants on the 22-bar truss
problem at generation 200.
in comparison with a multi-objective genetic algorithm, namely NSGA-II with SBX. A
systematic comparison of the directional information variants CSDE (κ = 0), CSDE
(κ = 0.5), DE-DS DE-DCS, and SBX, within the NSGA-II framework, has been per-
formed on three plane truss multi-objective optimization problems. The major results are:
• The rotationally invariant CSDE (κ = 0.5) variant that uses directional informa-
tion with an equal emphasis on C-sampling and UC-sampling out-performed all the
differential evolution variants on the truss problems. Furthermore it demonstrated
superior or highly competitive performance against SBX.
• CSDE (κ = 0.5) was capable of finding many better truss structures that NSGA-
II with SBX could not find over 50 runs. In addition, on the 22-bar problem, it
found many solutions with significantly lower deflection because it can deal with
parameter interactions more effectively in this region of the front. In contrast, NSGA-
II with SBX could only find a few because of its poorer performance on problems
with parameter interactions. This is of importance, because in practice one would
probably not be interested in the solutions with high deflections found by NSGA-II
with SBX.
• On the 13-bar problem many of the non-dominated solutions discovered by CSDE
(κ = 0.5) over 50 runs were better than the nearest solutions discovered by NSGA-II
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Figure 6.17: Non-dominated solutions over all 50 runs at generation 200 for SBX and
CSDE (κ = 0.5) on the 22-bar truss problem. (A), (B), (C), (D), and (E) respectively
define the location or range over which a unique truss structure occurs.
with SBX.
• The diversity that is provided through the non-correlated sampling scheme of CSDE
(κ = 0) and CSDE (κ = 0.5) is important because it enables differential evolution
to find feasible solutions faster than a DE scheme that does not incorporate such
sampling. A reproduction operator such as CSDE (κ = 0) and CSDE (κ = 0.5), that
samples the space using directional information, is more efficient in this regard.
• CSDE (κ = 0.5) demonstrates that directional information combined with sampling,
is critical to improving the performance of differential evolution on the truss opti-
mization problems investigated here. In contrast, CSDE (κ = 0) is more likely to
generate uncorrelated samples which lack directional information, as the decision
space dimension increases, thereby making the search less efficient on the truss op-
timization problems.
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Figure 6.18: The 22-bar truss problem Hessian matrix for a parameter space vector that
maps to a weight of 3101.70 pounds and a deflection of 9.27 inches.
Hessian of weight objective of 22−bar truss
x1
x5
x10
x15
x20
x25
x30
x1 x5 x10 x15 x20 x25 x30
−0.4
−0.2
0.0
0.2
0.4
Hessian of deflection objective of 22−bar truss
x1
x5
x10
x15
x20
x25
x30
x1 x5 x10 x15 x20 x25 x30
−0.05
0.00
0.05
0.10
Figure 6.19: The 22-bar truss problem Hessian matrix for a parameter space vector that
maps to a weight of 10482.56 pounds and a deflection of 4.78 inches.
Chapter 7
Conclusion and future work
In this thesis we have addressed the important issues associated with parameter interac-
tions in multi-objective evolutionary optimization. Parameter interactions are not a serious
problem for traditional optimization techniques, but for many evolutionary techniques they
create difficulties for the optimization process. This work has explained the unique chal-
lenges that problems with parameter interactions present to multi-objective genetic algo-
rithms such as the NSGA-II with SBX and uniform crossover.
Firstly, we attempted to improve the evaluation of EMOO algorithms by developing a
number of test problems which exhibit parameter interactions after establishing a clear the-
oretical basis for what parameter interaction means. The rotated multi-objective test prob-
lems that were developed represent a variety of different characteristics that many problems
in the real-world may exhibit, such as discontinuities, non-uniform mappings between the
objective and decision spaces, deceptive Pareto-optimal fronts, and high number of objec-
tives and decision variables. Furthermore, because they are rotationally invariant in that the
fitness landscape does not alter when a rotation is applied, they can provide for an assess-
ment of EMOO algorithms in the presence of arbitrarily uniform parameter interactions
when the decision space is subjected to a uniformly random rotation transformation.
The rotated test problems were also optimized with a number of rotationally invari-
ant recombination operators; namely the DE, UNDX, SPX, and PCX approaches in the
NSGA-II framework and compared with NSGA-II incorporating the non-rotationally in-
variant SBX operator. The rotationally invariant operators were found to be demonstrably
better than the NSGA-II with SBX.
In addition, we developed a number of approaches intended to optimize multi-objective
problems with parameter interactions more efficiently. One or more of the vector-wise dif-
ferential evolution approaches we developed that utilizes directional information from the
search space demonstrated efficient progress in optimizing problems with parameter inter-
actions. The relative competitiveness of the directional information variants was demon-
strated on three problems from the structural optimization problem domain. In this case
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study the Combinatorial Sampling Differential Evolution (CSDE) approach demonstrated
that it is capable of rapidly discovering many better truss structures compared with the
NSGA-II with SBX.
7.1 Research questions
In this section we restate the research questions and attempt to answer each of the questions
in relation to the studies performed for this thesis.
1. What are the short-comings associated with a multi-objective genetic algorithm on
problems with parameter interactions and how can these short-comings be over-
come?
The genetic algorithm that was used in this study was the non-rotationally invariant
NSGA-II with SBX combined with uniform crossover. Although the conclusions
we have drawn about non-rotationally invariant approaches are in the context of this
algorithm, they are general enough for any EMOO approach that is not rotationally
invariant and uses the dominance concept or Pareto-ranking in fitness assignment.
The issues associated with non-rotationally invariant genetic algorithms are: being
unable to efficiently locate a good approximation of the Pareto-optimal front; missing
some regions entirely and also having degraded performance with respect to how
fitter solutions are generated. There was also a tendency for such solutions to skew
away from the Pareto-optimal region.
The use of vector-wise schemes for problems with decision space dimensions of 10
or more is a good suggestion for overcoming these difficulties. In low numbers of
decision space dimensions, non-rotationally invariant approaches can still be quite
competitive because simultaneous progress on each decision space parameter is still
likely.
2. How can a fair assessment of EMOO algorithm performance be achieved with re-
spect to problems with parameter interactions?
In order to answer this question a method for introducing parameter interactions
using a rotation transformation was introduced and applied to a number of multi-
objective test problems: the unimodal problem proposed by Deb et al. [2002a], a dis-
continuous problem (P2), a problem with a non-uniform mapping between the deci-
sion and objective spaces (P3), a problem with a deceptive Pareto-optimal front (P4),
and a problem which is scalable in the objective space dimension (P5). Problems P2,
P3, P4 and P5 were developed in this thesis and have the important characteristic of
rotational invariance, in that the evaluation of the problem does not change when the
decision space is rotated. The rotation transformation that is performed on the test
problems we developed is randomly uniform with respect to any coordinate axes. In
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addition, our test problems are non-linear, so a rotation of the decision space also in-
troduces parameter interactions between decision space variables. Furthermore, the
test problem OKA2 [Okabe and Jin, 2004] was utilized for its non-piecewise linear
Pareto-optimal set.
The metrics used in the assessment of the performance of each of the algorithm vari-
ants were the additive epsilon binary indicator and the hypervolume indicator. Fur-
thermore, attainment surfaces were used to visualize the coverage of the median and
worst approximation sets. The rotationally invariant approaches were consistently
better with respect to these indicators with a high degree of statistical significance,
across the rotated test problems that were evaluated.
Furthermore, as the test problems do not favor a particular coordinate axes, the better
overall performance of a subset of the recombination operators on such problems
indicates that the test problems facilitate the identification of rotationally invariant
recombination operators.
3. How can an EMOO algorithm be developed in order to improve its performance on
problems with parameter interactions?
The possibility of improving the performance of a rotationally invariant differen-
tial evolution scheme with directional information from the multi-objective search
space was examined in the context of problems with parameter interactions. It was
demonstrated that directional information can improve the efficiency of a canonical
differential evolution scheme, while also out-performing the non-rotationally invari-
ant SBX with uniform crossover in the NSGA-II framework.
It was apparent that directional approaches that incorporated spread information
combined with convergence information towards better non-dominated regions (DE-
DS and DE-DCS) were superior to other variants. A short-coming of the DE-DS and
DE-DCS approaches is that by sampling ‘better’ individuals the possible trial vector
population becomes even more limited. As a result, the population can lose even
more diversity. The CSDE approach was developed to overcome this problem. It
incorporates directional information in a single differential evolution calculation. In
this approach, vectors are sampled around the better individual. The better individual
can either be better with respect to crowding distance or front rank. The CSDE app-
roach demonstrated that it could provide better performance than the other proposed
directional variants, which was the objective of the research question. In addition, the
number of samples that can be produced by the CSDE approach has a similar order
of magnitude to an approach based on uniform crossover. Unlike uniform crossover,
CSDE does not sample the principle coordinate axes with respect to the target vec-
tor and it has a rotationally invariant component. Furthermore, it can scale to very
high decision space dimensions even in the presence of many parameter interactions,
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as was demonstrated on Problem P1 in 200 decision space dimensions. The CSDE
approach with κ = 0.5 also demonstrated that increasing the number of correlated
samples (C-samples) is critically important to improving algorithm performance.
4. Are the proposed EMOO algorithms competitive in comparison with a state-of-the-
art multi-objective genetic algorithm on problems with parameter interactions?
Several of the differential evolution variants incorporating directional information
indicated significantly better performance than the NSGA-II on the rotationally in-
variant test problems and on test problem OKA2.
In light of this observation it is apparent that rotationally invariant schemes can be
superior to a non-rotationally invariant approach (NSGA-II with SBX and uniform
crossover) on a variety of problems.
5. Are the proposed EMOO algorithms competitive in comparison with a multi-objective
genetic algorithm on an application that exhibits parameter interactions?
The performance of CSDE on the truss-topology and shape design problems was
highly competitive. In many respects, it was also superior to NSGA-II with SBX
because it was capable of finding many solutions that had lower deflection in regions
of the search space that exhibit parameter interactions. On the truss-topology and
shape design problems CSDE (κ = 0.5) was capable of finding many better solu-
tions early in the search, with unique truss topologies, whereas NSGA-II with SBX
crossover was unable to find these solutions. As a result of this finding, we clearly
established the practicality of the CSDE approach in a real-world application domain
that exhibits parameter interactions.
7.2 Key findings
The key findings of this thesis are:
• EMOO algorithms that are not rotationally invariant have difficulty optimizing ro-
tated multi-objective problems. The behavior they exhibit is quite different from
the behavior observed on single-objective problems. In the multi-objective prob-
lem domain there is a tendency for non-rotationally invariant algorithms to focus
on particular regions of the search space primarily because the recombination oper-
ator generates most solutions along the principle coordinate axes. Non-dominated
solutions are then discovered which are far from Pareto-optimal.
• Directional information improves the performance of EMOO algorithms, specifi-
cally, directional information that uses spread and convergence information in a sin-
gle vector, such as the DE-DS, DE-DCS, and CSDE schemes.
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• Differential evolution approaches that are required to be rotationally invariant have
significantly reduced sampling diversity. This is one of the limitations of using direc-
tional information as in the DE-DC, DE-DS, and DE-DCS approaches. By restricting
the algorithm such that it cannot use crossover or a variable value for F , the possi-
ble samples are dramatically reduced. To overcome this, the CSDE approach using
directional information maintains a high degree of sampling diversity. CSDE is the
only known EMOO algorithm which has a rotationally invariant component in addi-
tion to the following: it is capable of generating a number of samples with a similar
order of magnitude to an approach using uniform crossover; and it is computationally
efficient in that if N offspring are to be generated only N calculations are required
for the generation of the offspring.
• The number of correlated rotationally invariant samples can be reduced in exchange
for more diverse sampling, as in the CSDE scheme, and algorithm performance can
improve as a result.
• CSDE works exceptionally well on problems with large numbers of decision vari-
ables in the presence of many parameter interactions.
• CSDE was demonstrated to work effectively on truss optimization problems exhibit-
ing some parameter interactions.
7.3 Other findings
• DE-DS and DE-DCS both incorporate directional information for increasing diver-
sity as well as converging the population towards better approximations of the Pareto-
optimal set, and yield improved performance over the baseline DE scheme and the
DE-DC approach which only incorporates directional information for convergence.
• The sampling of offspring around the better individual whether that individual was
better with respect to crowding distance or rank, as in the CSDE approach, demon-
strates superior performance over the baseline DE2 approach which does not include
such biased sampling.
• There is a strong indication that approaches that simultaneously address the require-
ments of both converging towards the Pareto-optimal set, as well as finding a diverse
approximation set, are desirable characteristics of a differential evolution scheme in-
corporating directional information. It is apparent that such approaches are superior
overall to those that only address one or none of these criteria.
• A notable limitation of the algorithms investigated in this study was observed in
high objective spaces. This had much to do with the choice of our framework.
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With NSGA-II, many non-dominated solutions can be discovered, causing difficul-
ties for an algorithm with respect to the amount of selection pressure required to
make progress.
• The use of a Hessian matrix measure of parameter interactions established that a
non-dominated solution set can exhibit strong and weak parameter interactions in
different regions of the set.
7.4 Future work
This thesis has investigated the issues associated with parameter interactions in multi-
objective optimization. It has also developed several high performance methods, incorpo-
rating directional information in differential evolution. The use of directional information
as described in this work has much potential and could readily be applied within other
EMOO algorithm frameworks. In light of this consideration, amongst others, a number of
possible directions are available for extending this work which are of interest to us:
• NSGA-II has some known deficiencies associated with it. Firstly, when the crowd-
ing comparison is used to restrict the size of the population in the elitism phase, it
loses its convergence characteristic. When the population contains non-dominated
solutions up to size popsize it is possible that near Pareto-optimal solutions may
be replaced with other non-dominated solutions that are no longer Pareto-optimal.
These solutions can in turn be replaced again with Pareto-optimal solutions, which
can lead to cycling behavior [Deb, 2001, page. 252] which was explained in greater
detail by Laumanns et al. [2002]. The NSGA-II approach was extended by Kollat
and Reed [2005] to avoid such a problem by incorporating an archive. The impor-
tant point we would like to address here about such archiving approaches, is that
the archive can be the base from which good direction vectors are sampled for the
directional information approaches developed in this thesis. The potential exists for
combining the attractive theoretical aspects of archiving with directional information
as developed in this thesis.
• With respect to differential evolution, a trigonometric mutation operation was pro-
posed by Fan and Lampinen [2003], which suggested that an increase in convergence
velocity is possible. It is of interest whether such a scheme could facilitate improve-
ments in the context of multi-objective optimization and the proposed directional
approaches in this thesis.
• The CSDE scheme samples vectors which are oriented such that they point towards
the corners of a hypercube. It may be useful to not restrict such vectors, such that
they are free to sample any point around the base vector. One possible method for
CHAPTER 7. CONCLUSION AND FUTURE WORK 171
achieving this is by using a computationally efficient approach to generate a rotation
matrix for orienting the vectors such that they are uniformly distributed on the surface
of a hypersphere. Such an approach would dramatically increase the number of
possible samples that CSDE is capable of sampling. It would no longer be restricted
to hypercube corner sampling.
• In this study, a 200 variable test problem was employed in order to test the scalability
of the CSDE approach. There was a strong indication that whether parameter inter-
actions are present or not, CSDE is capable of dramatically out-performing other ap-
proaches including a canonical differential evolution scheme (DE2). The case study
did not investigate a truss problem with a very large number of members and free
nodes. It is likely that CSDE would demonstrate an even greater performance gain
relative to NSGA-II with SBX on a very large truss problem.
• We also note that the performance of CSDE was not competitive with NSGA-II using
SBX on the truss optimization problems in low weight regions of the Pareto-optimal
front. From our observation there are less parameter interactions in these regions.
Therefore, the possibility exists for constructing a hybrid scheme which incorporates
an algorithm which works well when parameters are separable. One could detect and
learn the presence of parameter interactions in different regions of the search space,
and choose an appropriate scheme accordingly.
• As was stated previously, the use of NSGA-II hampered the performance of all vari-
ants in high objective space dimensions. An important area of future work is to study
the performance of our directional approaches, including the most promising variant
CSDE, in a framework that does not exhibit such limitations.
• The directional information variants developed in this thesis have another very im-
portant potential application. Preference based approaches attempt to focus on spe-
cific regions of the search space which are specified by the user because in very high
objective spaces it becomes impractical to sample the entire Pareto-optimal front. In
such an application, our directional information approaches could use a target base
vector which is selected by the user. There is significant potential for the algorithms
developed in this work to be included in such an approach.
Appendix A
Truss structure parameters
The following tables detail the setup parameters associated with each truss structure studied
in Chapter 6.
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Table A.1: 10-bar truss parameters
Young’s Modulus (E) 10000 ksi
Cross-sectional Area (A) ±35 in.2
Stress (tension and compression) (σ) ±25 ksi
Density (ρ) 0.1 lb in.−3
Critical Area (²1) 0.09 in.2
Support nodes 1©, 2©
Load bearing nodes 3©, 5©
y load on 3© −100000 lb
x load on 3© 0 lb
y load on 5© −100000 lb
x load on 5© 0 lb
y def. on 1© 0 in.
x def. on 1© 0 in.
y def. on 2© 0 in.
x def. on 2© 0 in.
Table A.2: 13-bar truss parameters
Young’s Modulus (E) 10000 ksi
Cross-sectional Area (A) ±35 in.2
Strength (tension and compression) (σ) ±25 ksi
Density (ρ) 0.1 lb in.−3
Critical Area (²1) 0.1 in.2
Support nodes 1©, 2©
Load bearing nodes 3©, 5©
y load on 3© −100000 lb
x load on 3© 0 lb
y load on 5© −100000 lb
x load on 5© 0 lb
y def. on 1© 0 in.
x def. on 1© 0 in.
y def. on 2© 0 in.
x def. on 2© 0 in.
x range of 4© 0 to 720 in.
y range of 4© 0 to 360 in.
x range of 6© 0 to 720 in.
y range of 6© 0 to 360 in.
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Table A.3: 22-bar truss parameters
Young’s Modulus (E) 10000 ksi
Cross-sectional Area (A) ±20 in.2
Stress (tension and compression) (σ) ±25 ksi
Density (ρ) 0.1 lb in.−3
Critical Area (²1) 2.0 in.2
Support nodes 10©, 11©
Load bearing nodes 1©, 2©, 4©, 6©, 8©
y load on 1© −20000 lb
x load on 1© 0 lb
y load on 2© −20000 lb
x load on 2© 0 lb
y load on 3© 0 lb
x load on 3© 0 lb
y load on 4© −20000 lb
x load on 4© 0 lb
y load on 5© 0 lb
x load on 5© 0 lb
y load on 6© −20000 lb
x load on 6© 0 lb
y load on 7© −20000 lb
x load on 7© 0 lb
y load on 8© −20000 lb
x load on 8© 0 lb
y load on 9© 0 lb
x load on 9© 0 lb
y def. on 10© 0 in.
x def. on 10© 0 in.
y def. on 11© 0 in.
x def. on 11© 0 in.
x range of 3© 750 to 1250 in.
y range of 3© 0 to 250 in.
x range of 5© 500 to 1000 in.
y range of 5© 0 to 250 in.
x range of 7© 250 to 750 in.
y range of 7© 0 to 250 in.
x range of 9© 0 to 500 in.
y range of 9© 0 to 250 in.
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