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We re-adapt a spectral renormalization method, introduced in nonlinear optics, to solve the Kohn-
Sham (KS) equations of density functional theory (DFT), with a focus on functionals based on the
strictly-correlated electrons (SCE) regime, which are particularly challenging to converge. Important
aspects of the method are: (i) the eigenvalues and the density are computed simultaneously; (ii)
it converges using randomized initial guesses; (iii) easy to implement. Using this method we could
converge for the first time the Kohn-Sham equations with functionals that include the next leading
term in the strong-interaction limit of density functional theory, the so-called zero-point energy
(ZPE) functional as well as with an interaction-strength-interpolation (ISI) functional that includes
both the exact SCE and ZPE terms. This work is the first building block for future studies on
quantum systems confined in low dimensions with different statistics and long-range repulsions,
such as localization properties of fermions and bosons with strong long-range repulsive interactions
in the presence of a random external potential.
I. INTRODUCTION
Capturing the effects of the interactions between the
particles of a quantum system in a computationally ef-
ficient way is of crucial importance in many areas of
Physics and Chemistry. Particle-particle interactions not
only determine many of the fundamental physical prop-
erties of the system under study, but also play a cru-
cial role regarding practical applications in fields ranging
from materials science to theoretical and computational
Chemistry, atomtronics, spintronics and quantum infor-
mation, to name a few.
Computationally efficient approximate methods that
target interacting quantum particles in real space (i.e.,
without resorting to lattice Hamiltonians) are mainly
based on single-particle equations for a set of orbitals
φi(r), e.g., Gross-Pitaevskii for bosons, Hartree-Fock
(HF) and Kohn-Sham (KS) Density Functional Theory
(DFT) for fermions. They all rely on an ansatz to trans-
form the particle-particle interactions into an effective
one-body potential that depends non-linearly on the or-
bitals φi(r). The problem is then reduced to a set of non-
linear single-particle Schro¨dinger equations, requiring the
search for a self-consistent solution. These methods,
within the current approximations for the effective po-
tential, typically fail, even at the qualitative level, when
the physics of the system under study differs too much
from the one of non-interacting particles.
A different class of approximations to transform the
particle-particle interactions into an effective one-body
potential has emerged in the recent years, based on
the semiclassical limit of the many-electron Schro¨dinger
equation taken at fixed single-particle density [1–5]. The
formalism, called “strictly-correlated-electrons” (SCE)
functional, corresponds to the strong-coupling limit of
KS DFT for the many-electron problem [6–10], and can
be generalised to other particles (bosons and fermions)
with repulsive long-ranged interactions [4]. The use of the
SCE one-body potential in the KS equations has a very
distinctive attractive feature: the results for the total
energy, for the single-particle density and for the chemi-
cal potential become asymptotically close to the ones of
the exact many-body problem as the system approaches
the limit in which particle-particle interactions dominate
over the kinetic energy [1–4, 11], which is the regime
where current approximations typically break down com-
pletely. In (quasi) one-dimensional systems, the SCE po-
tential has a known form [1, 2, 6, 12] in terms of integrals
of the single-particle density, with computational cost, in
principle, similar to the one of the local-density approx-
imation (LDA). In 2 and 3 dimensions, an accurate (al-
though not always exact) form is known for spherically
symmetric systems [3, 7, 13], while for general geometry
one could resort to approximations inspired to the SCE
mathematical structure [14–16] or to algorithms from the
optimal transport (OT) community [5, 17–22], as SCE
maps into a multimarginal OT problem [23, 24]. While
the systems studied in Chemistry are usually far from
the limit in which KS SCE becomes accurate, this is not
the case for many interesting physical systems, such as
electrons confined at the interface of semiconductor het-
erostructures or dipolar and charged cold atoms [2, 3, 25–
27]. Their physics can be captured with Hamiltonians in
the continuum, with long-ranged repulsive interactions,
often in 1 or 2 dimensions, with external potentials that
drive the system close to the regime where KS SCE be-
comes accurate [2–4]. This opens a realm of very in-
teresting problems that can be studied, such as ground-
state and dynamical (via the time-dependent extension of
DFT, TD DFT) properties of fermions and bosons with
strong long-range correlations in the presence of disorder.
The non-linearity introduced by the SCE potential in
the corresponding single-particle equations, however, is
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2very different from the one of standard approximations,
and, especially close to the (most interesting) strongly-
correlated regime, our experience is that convergence is
difficult to reach, with a crucial role played by the start-
ing guess for the self-consistent iteration. A similar ob-
servation is also reported in Ref. 5. This is probably an
inherent feature of KS DFT, as it was observed also with
the exact potential built by reverse engineering accurate
solutions of the many-body system [28]. Particularly the
dependence on the initial guess is a very limiting factor
for the study of systems in the presence of randomness.
Moreover, the next leading order in the strong-coupling
expansion of DFT, the so called zero-point energy (ZPE)
functional [8], also provides a very interesting approxi-
mation that includes kinetic-correlation effects and has
an involved non-local density dependence. Only very re-
cently we have computed its functional derivative [29],
showing that the resulting effective one-body potential
has divergences that make the convergence of the self-
consistent KS equations very challenging.
In Ref. [30] Ablowitz and Musslimani proposed a spec-
tral renormalization (SR) scheme (in the field of non-
linear optics) to compute localized solutions in non-linear
waveguides, which is quite general and converges very
easily. The method has been used to solve the Gross-
Pitaevskii equation for bosons in several interesting cases
[31–35]. The core idea is to re-cast the single-particle
equations in Fourier space, which are then solved using a
renormalized fixed-point iteration (see Appendix. A for
more details). Its main strengths are: easy to implement;
the ground state density and eigenvalues are computed
simultaneously; shows great robustness with respect to
the initial guess (including random initial guess).
The aim of this work is to adapt the SR method to
solve the KS equations, in order to build a solid basis for
studying in future works the challenging physics of sys-
tems with long-range repulsions in the presence of ran-
domness, using the strictly-correlated functionals. We fo-
cus on (quasi) one-dimensional systems (quantum wires)
interacting via the effective Coulomb repulsion renormal-
ized at the origin, to take into account the thickness of the
wire [36–39], for which the SCE potential can be always
constructed exactly [1, 2, 6, 12]. Using this method, we
were able to also obtain for the first time converged self-
consistent KS results with the SCE+ZPE functional, and
with an interactiong-strenght interpolation (ISI) func-
tional that includes exact exchange, and the exact SCE
and ZPE terms. We also analyze the local-density ap-
proximation, for which we find, in one case, a different
self-consistent solution than the one which was found in-
dependently by two different groups, providing evidence
that our solution is the correct one.
The paper is organised as follows: in Sec. II we
provide an introductory theoretical background to KS-
DFT, including the approximations we are using for the
exchange-correlation potential. Next, in Sec. III the
SR method is formally outlined for the KS scheme, in-
cluding details of the numerical implementation for one-
dimensional systems. Results are presented and dis-
cussed in Sec. IV, with conclusions and perspectives in
the last Sec. V.
II. THEORETICAL BACKGROUND
We consider quantum mechanical systems of N identi-
cal interacting particles in a given external single-particle
potential vext(r), described by hamiltonians of the kind
Hˆ = Tˆ + Vˆint + Vˆext, (1)
where, Tˆ = − 12
∑N
i=1∇2i is the kinetic energy operator
of the N particles, while
Vˆint =
1
2
N∑
i,j=1
i 6=j
vint
(|ri − rj |) (2)
is the operator of a two-body interaction between these
particles, which we consider here isotropic, vint(r). The
external potential is a local one-body operator,
Vˆext =
N∑
i=1
vext(ri). (3)
A. Density Functional Theory
Given a N -body wave function Ψ(u1, . . . , uN ), where
the symbol ui = risi comprises both position (ri) and
(if applicable) spin variable (si) of the ith particle, the
corresponding density ρ(r) is defined as
ρ(r) = N
∑
s1,...,sN
∫
dr2 . . . drN
∣∣∣Ψ(rs1, u2, . . . , uN )∣∣∣2.
(4)
Clearly, ρ integrates to the particle number,∫
dr ρ(r) = N. (5)
The curse of dimensionality (as the number of particles
increases) in the search for the ground state energy E0
of Eq. (1) is addressed in DFT by rewriting the problem
as a nested minimisation, namely
E0 = min
ρ
{
F [ρ] +
∫
dr vext(r) ρ(r)
}
, (6)
where the Hohenberg-Kohn [40] functional F [ρ], in the
Levy [41] constrained-search formulation, is
F [ρ] = min
Ψ→ρ
〈
Ψ
∣∣Tˆ + Vˆint∣∣Ψ〉, (7)
with “Ψ→ ρ” meaning that the search is performed over
all possible wavefunctions (with the same statistics of
3the particles of the many-body system under study) that
yield, via Eq. (4), the density ρ. The functional F [ρ] is
“universal” in the sense that, once the two-body inter-
action vint(r) and the particle statistics is specified, F [ρ]
is a pure functional of ρ, valid for all possible external
potentials vext(r).
B. Kohn-Sham Equations
The challenge is of course to find good approximations
for F [ρ], able to take into account the particle statistics
and the particle-particle interactions Vˆint. In KS-DFT,
F [ρ] is divided up into three pieces,
F [ρ] = Ts[ρ] + U [ρ] + Exc[ρ], (8)
where Ts[ρ] is defined as
Ts[ρ] = min
Ψ→ρ
〈
Ψ
∣∣Tˆ ∣∣Ψ〉. (9)
Again, the constrained search is restricted over wavefunc-
tions having the same statistics as the one of the many-
body system under study. The Hartree functional U [ρ]
is the usual mean-field (direct) term
U [ρ] =
1
2
∫
dr1dr2 vint
(|r1 − r2|) ρ(r1) ρ(r2), (10)
and the unknown exchange-correlation (xc) energy func-
tional Exc[ρ] is defined by Eq. (8), and must be approxi-
mated (see Sec. II C below).
Since Tˆ is a one-body operator, the minimising wave-
function in Eq. (9) for a given ρ is usually a non-
interacting state Ψ = Φ formed by single-particle or-
bitals φi(r), whose occupation numbers are dictated by
the particle statistics. The minimisation with respect to
the density ρ of the energy of the system under study,
given by Eqs (6) and (8), is then rewritten as
E0 = min
Φ
{
〈Φ|Tˆ + Vˆext|Φ〉+ U [ρΦ] + Exc[ρΦ]
}
, (11)
where the notation U [ρΦ] and Exc[ρΦ] means that these
functionals depend on Φ only through its density ρ = ρΦ,
computed by inserting Φ in Eq. (4). The Euler-Lagrange
equations for the minimisation (11) are the KS single
particle equations,(
−1
2
∇2 + vext(r) + vHxc
(
[ρ], r
))
︸ ︷︷ ︸
≡hˆ
φi(r) = εiφi(r) . (12)
Here, ρ = ρΦ is the density of the occupied orbitals φi
with the lowest eigenvalues εi,
ρ(r) =
imax∑
i=1
ni|φi(r)|2, (13)
where, for example, imax = 1 and n1 = N for bosons,
imax = N/2 and all the ni = 2 for an even number of
spin-1/2 fermions, etc.
In Eq. (12), the Hartree plus exchange-correlation po-
tential vHxc([ρ], r),
vHxc
(
[ρ], r
)
= vH
(
[ρ], r
)
+ vxc
(
[ρ], r
)
, (14)
is the single-particle potential that should embody the
effects of particle-particle interactions via a non-linear
dependence on the particle density, with vH
(
[ρ], r
)
given
by the functional derivative of Eq. (10) with respect to
the density
vH
(
[ρ], r
)
=
∫
dr′ vint
(|r− r′|) ρ(r′) , (15)
and, similarly, vxc
(
[ρ], r
)
the exchange-correlation poten-
tial defined as
vxc
(
[ρ], r
)
=
δExc[ρ]
δρ(r)
. (16)
C. Approximations for the xc functional
The KS construction gives a way to include the main
effects of particle statistics in the energy density func-
tional, by invoking a non-interacting system with the
same density and particle statistics of the physical, in-
teracting, one. The whole problem is then reduced to
finding suitable approximations for Exc[ρ] and its func-
tional derivative vxc
(
[ρ], r
)
, Eq. (16). While in Chem-
istry hundreds of different approximations for the case of
electrons in 3D are available, here we focus on approx-
imations that can be used to study model systems in
Physics, confined in low dimensions, at low density, and
with different interactions and particle statistics.
1. Hartree approximation
In this case, we simply set vxc
(
[ρ], r
) ≈ 0 in Eq. (14).
The Hartree approximation corresponds to treat parti-
cles as if they were interacting only with an effective
mean field generated by the charge distribution ρ(r).
By neglecting both exchange and correlation effects, the
Hartree potential of Eq. (15) is the same regardless the
statistics of the particles.
If we consider bosons interacting with a contact inter-
action vint(|r−r′|) = g δ(|r−r′|), via this approximation
Eq. (12) reduces to the Gross-Pitaevskii equation.
2. Local density approximation (LDA)
In the LDA, one first computes the xc energy per par-
ticle xc(ρ) of a uniform quantum gas with a constant
density ρ. The particles interact via the same vint(r) and
4have the same statistics (bosons, fermions with different
spins) we aim to treat. The xc energy is then obtained
by replacing locally the uniform density of the quantum
gas with ρ(r) and averaging over all space:
ELDAxc [ρ] =
∫
dr ρ(r) xc
(
ρ(r)
)
. (17)
Typically, the xc energy of the uniform quantum gas is
computed via Quantum Monte Carlo (QMC) or other
many-body methods and then parametrized as a function
of ρ, taking into account known asymptotic properties at
high- (ρ→∞) and low-density (ρ→ 0).
In 3D, parametrizations based on QMC data are avail-
able for spin-1/2 fermions (in different spin-polarisation
states) with the Coulomb interaction [42–45], contact in-
teraction [46], as well as Coulomb interactions screened
at long-[47] and short-range [48, 49].
In 2D a parametrization of QMC data for the inter-
action 1/r (as one is usually interested in systems in-
teracting with the Coulomb interaction in 3D, with a
strong confinement in one direction) is available for spin-
1/2 fermions (again, in different spin states) [50] and for
bosons [51]. A formula for fermions having spin higher
than 1/2 (or other degrees of freedom) is also available
[52], based on an interpolation between electrons and
bosons.
For the 1D case, if we are interested in modelling sys-
tems repelling via the Coulomb interaction and strongly
confined in 2 directions, we need to regularise the 1/r di-
vergence at the origin as, otherwise, i) the wavefunction is
forced to have nodes at coalescence of two particles, while
in a quasi-1D system this does not happen for unlike spin
particles or for bosons, and ii) the Hartree potential di-
verges. A possible choice, which will be adopted in this
work, is the interaction [37, 38]
vQ1Dint (x) =
√
pi
2b
exp
(
x2
4b2
)
erfc
( |x|
2b
)
, (18)
obtained by integrating the 3D Coulomb interaction 1/r
over oscillator wave functions of thickness b in two di-
rections. While vQ1Dint (0) =
√
pi
2b is finite, mimicking the
effect of finite thickness, the Coulomb potential is recov-
ered from its long range asymptotics,
vQ1Dint (x)→
1
|x|
(|x|  b). (19)
A LDA parametrisation based on QMC results for this
interaction is available for different values of b [38] and
is reported in Appendix B 2 for convenience, for the case
b = 0.1 considered here. A 1D LDA is also available for
soft Coulomb interaction, vsoft(x) = (a
2 + x2)−1/2 [53].
From Eq. (16) we have then
vLDAxc
(
[ρ], r
)
=
δELDAxc [ρ]
δρ(r)
= xc
(
ρ(r)
)
+ ρ(r) ′xc
(
ρ(r)
)
. (20)
3. Strictly-correlated-electrons (SCE)
In the KS SCE scheme [1–3, 5], the Hartree plus
exchange-correlation functional EHxc[ρ] = U [ρ]+Exc[ρ] is
approximated with the strictly-correlated functional [6,
7]
V SCEint [ρ] = inf
Ψ→ρ
〈Ψ|Vˆint|Ψ〉. (21)
Accordingly, the Hartree plus exchange correlation po-
tential is replaced by the SCE potential:
vHxc
(
[ρ], x
) ≈ v˜SCE([ρ], x) = δV SCEint [ρ]
δρ(x)
. (22)
The functional V SCEint [ρ] has been introduced for the case
of electrons (Coulomb interactions)[6, 7], and describes
a semi-classical problem with prescribed single-particle
density. As such, the infimum in Eq. (21) is reached on a
distribution which does not depend on the spin variables.
In other words, the functional V SCEint [ρ] is the same for all
particle statistics (for a rigorous proof, see Refs. [9, 10]),
and can be thus combined with the Ts[ρ] having the
statistics we want to describe [4]. Also, another advan-
tage of the SCE functional is that it can be constructed
for different long-range repulsive interactions [4] without
requiring a parametrisation of the corresponding uniform
quantum gas. Moreover, in the limit in which the inter-
actions among the particles become dominant, the KS
equations with the SCE functional approach asymptoti-
cally the exact many-body ground-state energy, density,
and chemical potential [9, 10].
We refer the reader to Refs. [2, 3, 7] and [4] for the
SCE theory, while here we outline how to construct
v˜SCE
(
[ρ], x
)
for the case D = 1 [6], which has been proven
[12] to yield the exact solution to the problem posed by
Eq. (21) when the function vint(x) is convex, as it is the
case for Eq. (18). For a given density ρ(x) with N elec-
trons in one dimension, we introduce a sequence of N co-
motion functions f1([ρ], x), . . . , fN ([ρ], x) defined as fol-
lows: f1([ρ], x) = x; for n ≥ 2, fn([ρ], x) has a pole at
location x = an fixed by the condition∫ ∞
an
dt ρ(t) = n− 1. (23)
In terms of an, the functions fn([ρ], x) are fixed by
for x < an :
∫ fn([ρ],x)
x
dt ρ(t) = n− 1,
for x > an :
∫ x
fn([ρ],x)
dt ρ(t) = N − (n− 1). (24)
Note that the co-motion functions form a group (with
respect to composition) with N elements satisfying
fm
(
fn(x)
)
= fmodN [m+n−1](x). (25)
5The SCE potential is given in terms of the fn(x)
v˜SCE
(
[ρ], x
)
=
N∑
i=2
∫ x
−∞
dy v′int
(
y − fi([ρ], y)
)
. (26)
4. SCE plus Zero Point Energy (ZPE)
The SCE approximation treats electrons semiclassi-
cally, by neglecting any kinetic correlation contribution.
The next leading term in the semiclassical expansion can
be written as Zero Point Energy (ZPE) oscillations in
a metric dictated by the density [8]. Although there is
no rigorous proof, there is numerical evidence in simple
cases that for a fixed density ρ the exact Hohenberg-Kohn
functional approaches the SCE plus ZPE functional in
the limit of strong coupling [54].
The ZPE functional is written as D(N − 1) oscilla-
tor energies 12~ωµ (here we are setting ~ = 1) given by
functionals ωµ([ρ], r) of the density ρ, and averaged over
space [8],
FZPE[ρ] =
1
2
ND∑
µ=D+1
∫
dr
ρ(r)
N
ωµ([ρ], r). (27)
The SCE+ZPE approximation in the KS scheme reads
EHxc[ρ] ≈ V SCEint [ρ] + FZPE[ρ]. (28)
Consequently, in Eq. (16) we approximate
vHxc([ρ], r) ≈ v˜SCE(r) + v˜ZPE([ρ], r) (29)
with
v˜ZPE([ρ], r) =
δFZPE[ρ]
δρ(r)
. (30)
This functional derivative is quite involved to compute,
and has been obtained analytically only for the simple
case of N = 2 electrons in 1D, see Ref. [29]. In this case,
there is only one frequency ωµ = ω and [29]
v˜ZPE([ρ], x) =
ω([ρ], x)
4
+
1
4
∫ f(x)
x
Λ([ρ], y)dy, (31)
where ω([ρ], x) reads [6, 29]
ω([ρ], x) =
√
v′′int(|x− f(x)|)
(
ρ(x)
ρ(f(x))
+
ρ(f(x))
ρ(x)
)
.
(32)
The functional Λ([ρ], y) is defined in terms of the co-
motion function f(x) and the density ρ(x),
Λ([ρ], y)
=
v′′′int(f(y)− y)
ω(y)
+
v′′int(f(y)− y)
ω(y)
ρ′(f(y))
ρ(f(y))
3f ′(y)2 + 1
f ′(y)2 + 1
(33)
Although not immediate from Eq. (33), it can be
shown [29] that Λ([ρ], y) is a bounded function. There-
fore, the second term in Eq. (31) is subleading with re-
spect to ω([ρ], x) both at x ∼ a1 and x ∼ ±∞, since
typically ω([ρ], x) diverges at those points. As discussed
at length in Sec. IV, this can have quite relevant conse-
quences on the converged result of a KS scheme.
5. ZPE with interaction strength interpolation (ZPEisi)
The SCE functional is the limit of the Hohenberg-Kohn
functional when ~ → 0. Physically speaking, the SCE
approximation provides more and more accurate pieces
of information the more the particle-paticle interactions
are predominant with respect to the kinetic energy (effec-
tive Bohr radius much smaller than the average particle-
particle distance). Since chemical systems are usually not
in this regime, in quantum chemistry the SCE limit finds
a useful application when combined with an interpola-
tion along the so-called adiabatic connection [55], mod-
eling the exact xc energy by connecting the SCE sys-
tem to the non interacting one [56, 57]. This interaction
strength interpolation (ISI) idea, using different forms for
the interpolation function [8, 56–58] has been extensively
tested on chemical systems [57, 59–64]. It has also been
applied successfully to the two-valley electron gas [65].
Here we will test a simplified form of the ISI scheme that
uses both the SCE and ZPE functionals to interpolate
between weak (exact exchange) and strong interaction,
proposed in Ref. 66. Within this approximation, that
we call here ZPEisi, the Hartree and xc correlation func-
tional reads[29, 66]
EZPEisiHxc [ρ] ≈ V SCEint [ρ] + FZPE[ρ]
(√
1 + a[ρ]−
√
a[ρ]
)
︸ ︷︷ ︸
FZPEisi [ρ]
,
(34)
with
a[ρ] =
(
FZPE[ρ]
2(Ex[ρ]− (V SCEint [ρ]− UH [ρ]))
)2
,
Ex[ρ] = 〈Φ|Vˆint|Φ〉 − UH[ρ], (35)
and Φ the non-interacting wavefunction built with the or-
bitals solutions of the self-consistent KS equations. While
in the Chemistry literature the ISI functionals have been
always used with semilocal approximations for the SCE
and the ZPE functionals [57, 59–64], here we can test
them for the first time, at least in a very simple case,
with the full non-local exact functionals from the strictly-
correlated regime, using their functional derivatives in
the self-consistent KS equations.
6III. NUMERICAL IMPLEMENTATION AND
THE SPECTRAL RENORMALIZATION
ALGORITHM
The SR algorithm we use is a readaptation of the
method of Ref. [30]. Given the D-dimensional forward
Fourier transform
φˆ(k) ≡ F [φ(r)] =
∫
drφ(r) e−ik·r , (36)
and its inverse
φ(r) ≡ F−1[φ(k)] = 1
(2pi)D/2
∫
dk φˆ(k) e+ik·r , (37)
the KS equation (12) for each orbital in Fourier space
reads
|k|2
2
φˆ(k) + F
[
vKS
(
[ρ], r
)
φ(r)
]
= ε φˆ(k), (38)
with the full (external plus Hxc) potential given by
vKS
(
[ρ], r
)
= vext(r) + vHxc
(
[ρ], r
)
. (39)
Multiplying Eq. (38) by (φˆ)∗(k) and integrating over all
space results in
ε =
∫
dk
{
1
2
|k|2|φˆ(k)|2 + (φˆ)∗(k)F
[
vKS
(
[ρ], r
)
φ(r)
]}
.
(40)
Depending on the type of external potential, the second
term on the right hand side of Eq. (40) can be either pos-
itive (for example for harmonic confinement) or negative
(for example for Coulomb attractive external potential).
We thus distinguish between two scenarios: (i) When
ε < 0, we have |k|2− 2ε 6= 0 for all k ∈ RD, and Eq. (38)
can be rewritten as
φˆ(k) = −
F
[
vKS
(
[ρ], r
)
φ(r)
]
|k|2
2
− ε
. (41)
When the condition ε < 0 is not guaranteed, we choose
arbitrarily a number c > 0 and add c φˆ(k) on both sides
of Eq. (38). Then, instead of Eq. (41), we can write
φˆ(k) = −
F
[
vKS
(
[ρ], r
)
φ(r)
]
− (ε+ c) φˆ(k)
|k|2
2
+ c
. (42)
Equations (41) or (42), together with eq. (40), are used
for a fixed-point iteration, as schematically shown in
Fig.1. A more detailed explanation of all the steps is
given in Appendix A.
The approximations for the xc potential discussed in
the previous section, in particular the SCE and the
SCE+ZPE ones, introduce a complex non-linearity in
Initial guess(es) {φi},
set c > 0
Test convergence
(Ortho-) Normal-
ize the orbitals {φi}
ρ =
∑imax
i=1 ni|φi|2
vKS[ρ](x) = vext(x) + vHxc[ρ](x)
i = 〈φi|hˆ|φi〉
i > 0 ?
F [φnewi ]
(
k2
2 − i
)
=
−F(vKS[ρ](x)φi) F [φ
new
i ]
(
k2
2 + c
)
=
−F((vKS[ρ](x) − (i + c))φi)
no yes
1
FIG. 1: SR algorithm in a nutshell. F denotes the Fourier
transform.
the KS equations, making their convergence rather chal-
lenging, with a delicate dependence on the initial guess.
These aspects of the problem are tackled by two key fea-
tures of the SR algorithm, namely (i) the initial guesses
for the orbitals (red block in Fig. 1) can be taken to be
random noise in the interval [0, 1] over the whole grid,
without affecting the convergence of the algorithm and
(ii) at each step, the Schro¨dinger Equation is not solved:
instead, by inversion of the Kohn-Sham Hamiltonian in
Fourier space, it is used to generate the set of orbitals for
the next iteration (green blocks in Fig. 1).
As the algorithm converges, the norm of the non-
normalised orbitals {φnewi } converges to 1. This can be
used as test of convergence. Another option is to com-
pute the Hausdorff distance between two subsequent it-
erations φ(j) and φ(j+1), exiting the loop upon reaching a
certain threshold. A final possibility is to check whether
the ratio hˆφφ ≈ 1 everywhere in the domain of interest, or
a suitable combination of the three options.
7A. Details of the implementation for 1D systems
We consider 1D systems interacting via Eq. (18). Such
interaction is numerically unstable for large arguments,
but there are at least two ways to circumvent this is-
sue. The first is to truncate the function vQ1D(x) at
some arbitrary small value x0 and glue it with its large-x
expansion, including the Coulomb tail 1/|x|. An alter-
native approach (proposed by Weideman and Reddy in
Ref. [67]) is to derive a first order differential equation
for vQ1Dint (x) given by
dvQ1Dint
dx
− x
2b2
vQ1Dint = −
1
2b2
, (43)
which upon a change of variables x = s(1+t)1−t takes the
form [67]
(1− t)3 dv
Q1D
int
dt
− s
2
b2
vQ1Dint = (v
Q1D
int − 1)
s
b2
. (44)
Equation (44) is solved on the domain t ∈ [0, 1] with
the derivative computed spectrally using Chebychev dif-
ferentiation matrices. We chose the latter in all of our
simulations.
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FIG. 2: Construction of the co-motion function for ρ˜ in the
point x0 = −9/20, for which we can read f(x0) ≈ 1.15. Inset:
plot of the density ρ˜ (see main text). Notice that, being the
density non symmetric, a1 6= 0 (vertical line both in the main
plot and in the inset).
To explain the numerical implementation of the SCE
functional we consider here the special case of N = 2 (the
general case follows straightforwardly). The co-motion
function f(x) must satisfy (see Eq. (24)):∫ f(x)
x
ρ(t)dt = sign(a1 − x) (45)
In terms of the cumulant function
Ne(x) =
∫ x
−∞
ρ(t)dt, (46)
Eq. (45) reads
Ne(f(x)) = Ne(x) + sign(a1 − x), (47)
and a1 is defined by Ne(a1) = 1.
For each point x0 we can then find the corresponding
f(x0) by minimisation:
f(x0) = arg min
t
{
|Ne(x0)+sign(a1−x0)−Ne(t)|
}
, (48)
avoiding the computation of the inverse function N−1e (x),
which is problematic in regions where the density is very
small, with the cumulant Ne(x) approximately constant.
As an example, in Fig. 2 we illustrate this procedure for
a two electron density ρ˜(x) ∼ 0.96 e−(0.2x−0.5)
2
1+x2 . For com-
pletness, we report more details on our 1D implementa-
tion in Appendix B.
IV. RESULTS
In this section we report numerical test results that are
obtained with the external parabolic potential
vLext(x) =
8
L4
x2, (49)
which has been used to model quantum wires [36, 39].
Furthermore, it was also used, for the first time, in
Refs. [2, 4] to test the SCE functional as an approxi-
mation to the true Hartree and exchange correlation po-
tential in a self-consistent calculation.
The parameter L allows us to adjust the scale of the
parabolic external potential which in turn drives the
system continuously from the weakly correlated regime
(L  1) to the highly correlated one (L  1). Typical
values for the constant c range between c = 25 (for the
case L = 1) and c = 1 (for L = 70).
In particular, upon the scaling xi 7→ x˜iL, b 7→ b˜L, the
Hamiltonian takes the form
L2HˆL =
∑
i
−1
2
d2
dx˜2i
+ v1ext(x˜i) + L
∑
j>i
vQ1Dint (|x˜i − x˜j |)
 .
(50)
From Eq. (50), we see clearly that as L increases, the in-
teraction term becomes dominant and therefore the sys-
tem becomes more correlated.
A. LDA and SCE approximations
To probe the robustness of the algorithm with respect
to the initial guess, we solve the KS LDA and KS SCE
equations by starting in both cases the iteration with ran-
dom initial orbitals sampled from a uniformly distributed
density function.
In Fig. 3, we show, for the case N = 2, the KS eigen-
value ε as a function of the number of iterations within
8TABLE I: Total energies for different approximations for N =
2 compared to the exact many-body case.
L 1 12 29 70
exact 6.92367 0.13943 0.04028 0.01152
SCE - Ref.[2] 5.64063 0.12161 0.03773 0.01119
SCE - this work 5.64119 0.12142 0.03768 0.01104
ZPE 8.11878 0.15535 0.04308
ZPEisi 6.76139 0.15340 0.04283
TABLE II: KS highest occupied orbital energy for the LDA
and SCE approximations compared with the exact many-
body chemical potential for N = 2.
L 1 12 29 70
exact 4.92567 0.13443 0.03790 0.01112
SCE 3.94900 0.13664 0.03730 0.01126
LDA 7.18306 0.34539 0.12192 0.04148
the LDA and the SCE approximation. To check that we
have solved the KS equations, we plot in the inset the ra-
tio
hˆ[ρ]φ(x)
εφ(x) at convergence, with hˆ the KS single-particle
hamiltonian, Eq.(12). We clearly see from this figure that
convergence becomes slower (more iterations are needed)
as the system becomes more and more correlated (larger
L). This is true for both the LDA and the SCE cases.
In Fig. 4 we also plot the KS SCE computation for 4,
8, and 16 particles, for both bosons (left column) and
fermions (right column), at different correlation regimes.
In Fig. 5 we show the densities obtained self-
consistently for different values of L, comparing them
with those obtained by an exact diagonalisation of the
many-body hamiltonian. Both for the LDA and the SCE
case we could confirm the results of Refs. [1, 2] (obtained
with the Numerov algorithm, using a shooting method
and linear mixing for the self-consistency), with a single
exception. In fact, we note that for the case L = 1 (panel
a) our LDA computation gives a density which is sensibly
different from the ones found, independently, in Fig. 1 of
Ref. [1] and in Fig. 7 of Ref. [39], which were both very
similar to each other and much closer to the exact many-
body density. However, the corresponding inset in our
Fig. 3 clearly shows that our result does solve the KS-
LDA equation, while we tested the density of Ref [1] and
we found that hˆ[ρ]φ(x)εφ(x) is not as close to 1 as our new
result.
As already explained in the introduction, we see that
the LDA breaks down as the system becomes more and
more correlated (large L), while KS SCE gives densities
that are closer and closer to the exact many-body ones.
B. The SCE+ZPE and ZPEisi approximations
The potential vZPE([ρ], x) has divergences that make
the convergence of the KS SCE+ZPE equations ex-
tremely challenging. In this work we were able for the
first time to reach convergence in some cases, but we
had to use a more regular initial guess, namely φ0(x) ∼
cosh−1(x).
We report in Fig. 6 the KS eigenvalue as a function of
the number of iterations, and, again, in the inset we show
the ratio hˆ[ρ]φ(x)εφ(x) at convergence. We clearly see that it
is much harder to converge the KS equations with this
functional.
Looking at Fig. 5, it is clear that the KS SCE+ZPE
functional localizes the density more, compared to SCE
alone, in all the cases studied.In the following, we will ar-
gue that this is due to the predominance of vHxc([ρ], x), in
the SCE+ZPE approximation, with respect to the exter-
nal potential in Eq. (49) at large x. To illustrate this, we
first show in Fig. 8 the self-consistent vHxc(x) of Eq. (29)
for various L. Notice that for the case L = 70, for the
reasons just outlined, we were not been able to reach
convergence. Therefore, we omitted such case from our
discussion of the results, both for ZPE and ZPEisi ap-
proaches.
We can clearly see that for x ≈ 0 and x ≈ ±∞,
vHxc([ρ], x) diverges: this is a consequence of the predom-
inance of the frequency ω([ρ], x) which diverges where
either ρ(x)→ 0 or ρ(f(x))→ 0,
ω([ρ], x) ∼ 1
x3/2
√
ρ(0)
ρ(x)
∼ e
a x
2
2
x3/2
x→∞. (51)
Defining the scaling
x→ t
α2/3
, α =
√
8
L2
(52)
and defining the scaled density ργ(x) = γρ(γx), the single
particle KS-SCE+ZPE Hamiltonian can be expanded at
large x according to
hˆα
α2/3
= −α
2/3
2
d2
dt2
+t2+v˜SCE[ρα2/3 ](t)+α
1/3ω([ρα2/3 ], t),
(53)
where we have used the fact that [29, 68]
v˜SCE([ργ ], x/γ) = γv˜SCE([ρ], x), (54a)
vZPE([ρ], x) → ω([ρ], x) x→∞, (54b)
fi([ργ ], x) =
1
γ
fi([ρ], γx). (54c)
Looking at Eq. (53), we can see that, although as L in-
creases (α → 0) the kinetic energy and the ZPE term
become negligible with respect to the external and the
SCE potentials, for any fixed α. However, due to equa-
tion (51), it is always possible to find t large enough such
that the ZPE term becomes dominant with respect to the
9(a) L = 1 (b) L = 1
(c) L = 12 (d) L = 12
(e) L = 29 (f) L = 29
(g) L = 70 (h) L = 70
FIG. 3: KS eigenvalue in the LDA approximation (left) and in the SCE approximation (right), at different correlation regimes
(different values of L) as a function of the number of iterations. Insets: plot of the ratio hˆφ
εφ
(orange) and the corresponding
density in uniformly scaled coordinates (blue).
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(a) N = 4 (b) N = 4
(c) N = 8 (d) N = 8
(e) N = 16 (f) N = 16
FIG. 4: KS SCE computation, in scaled units (see main text, Eq.(50)), for different N at different correlation regimes (L =
1, 12, 29, 70). Left: bosons. Right: fermions.
external potential, resulting in a stronger confinement of
the density.
It is also very interesting to note that, as Fig. 5 shows,
the self-consistent KS SCE+ZPE densities do not im-
prove systematically towards the exact many-body ones
with respect to the bare KS SCE case. While for the
energy evaluated at a given density the SCE+ZPE has
been shown to approximate the exact many body energy
[54] very closely at strong coupling (and better than SCE
alone), the exact KS potential clearly is not well approx-
imated at strong coupling by the SCE+ZPE. Most prob-
ably, the expansion of the potential at strong coupling
is not uniform, having different relevant scaled variables
in different regions of space (e.g., classically allowed and
classically forbidden regions). This point needs further
investigation, which will be the object of future work.
As for the ZPEisi approximation, it seems that it
weakly acts as a correction to the SCE+ZPE approxi-
mation although towards the exact result, with a greater
effect at lower correlation regimes. In table I, we com-
pare the total energies within the different approxima-
tions (see also Fig. 7). Finally, in table II we report the
highest occupied KS eigenvalue comparing it with the
exact many-body chemical potential for SCE and LDA
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(a) L = 1 (b) L = 12
(c) L = 29 (d) L = 70
FIG. 5: Comparison between the self-consistent ground state density in the KS LDA approximation, the KS SCE, the KS
SCE+ZPE and KS SCE+ZPEisi approximations with the exact many-body result (labeled “reference”).
(for functionals with the ZPE case this comparison would
not be meanigful as the Hxc potential does not go to zero
when |x| → ∞).
V. CONCLUSIONS AND OUTLOOK
Building upon a successful use in other fields (mainly
nonlinear photonics), in this paper we suggest and im-
plement the spectral renormalization method as a mean
to obtain numerical solutions for Kohn-Sham-type equa-
tions, focussing on the challenging case of xc functionals
based on the strictly-correlated regime.
We have implemented this scheme on benchmark prob-
lems using the KS equation as a test bed, obtaining for
the first time self-consistent results with the SCE+ZPE
functional, at least for systems not too close to the
strong-coupling regime. These results showed that the
ZPE functional implemented self consistently does not
improve results with respect to the bare SCE case alone,
suggesting the exact KS potential at strong coupling
must have a different kind of expansion. We also have im-
plemented the interaction-strength interpolation showing
that it corrects partially the extreme features of the ZPE
regime; finally, we obtained a better converged result
for an LDA computation appeared in previous works.
The key features of the algorithm used in this work can
be summarized as follows. (i) Ease of implementation.
Most real-space algorithms are based on either eigenvalue
type solvers or shooting methods where finite-difference
scheme is the method of choice to discretize space (kinetic
energy). As such, low numerical accuracy is often used
(second order as an example) as a trade off to numerical
implementation. In our proposed scheme, the accuracy
is spectral, all potentials are computed pseudo-spectrally
and the implementation is straightforward making the
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FIG. 6: KS eigenvalue in the KS SCE+ZPE (top) and KS SCE+ZPEisi (bottom) scheme at different correlation regimes as
a function of the number of iterations. Insets: plot of the ratio hˆ[ρ]φ(x)
εφ(x)
and the corresponding density in uniformly scaled
coordinates.
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FIG. 7: Ratio between the total energies from the approxima-
tions discussed in the main text and the numerically accurate
one, for increasing correlation regimes (L = 1, 12, 29, 70) for
N = 2.
coding process easy and simple. (ii) Dependence on ini-
tial guesses. It is a well-known fact that many fixed
point iteration algorithms either fail to converge or show
poor dependence on initial guesses. To test the robust-
ness of the SR algorithm against initial guesses, we ran
many simulations where (a) Gaussian-type (narrow or
wide with either low or high amplitude) and (b) random
function with uniform distribution were used to initialize
the iteration. These tests were successful by using both
the LDA and the SCE functional as approximations for
the xc energy. The work reported in this paper gives us a
FIG. 8: vHxc([ρ], x) in the SCE+ZPE approximation for dif-
ferent values of L. Inset: we plot the vHxc([ρ], x) in the whole
computational box: as it can be seen, it diverges very rapidly
at all characteristic length L, and becomes numerically un-
stable at large x, in a region where the density is ≈ 0.
solid basis to explore in future work new physics related
to strongly correlated many-body Anderson localization
by using the KS SCE approach.
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Appendix A: Spectral Renormalization Algorithm
For clarity, we shall now write up the fixed-point
scheme in detail for both bosons and fermions.
1. Bosons
In this case only one orbital φ(r) is needed. Let φ(n)(r)
be the approximation for the orbital at iteration n. Then
we define
φ(n+1/2)(r) =
φ(n)(r)
||φ(n)|| , (A1)
ρ(n+1/2)(r) = N |φ(n+1/2)(r)|2, (A2)
and and the updated (new) eigenvalue ε(n+1/2) and or-
bital φ(n+1)(r) are obtained in Fourier space from the
following fixed point iteration:
ε(n+1/2) =
∫
dr
{
1
2
|∇φ(n+1/2)(r)|2 + vKS
(
[ρ(n+1/2)], r
)
|φ(n+1/2)(r)|2
}
, (A3)
φˆ(n+1)(k) = −
F
[
vKS
(
[ρ(n+1/2)], r
)
φ(n+1/2)(r)
]
− θ (ε(n+1/2)) (ε(n+1/2) + c) φˆ(n+1/2)(k)
|k|2
2
− ε(n+1/2) + θ
(
ε(n+1/2)
)(
ε(n+1/2) + c
) , (A4)
where ||φ(j)||2 is the norm of the orbital defined by
||φ(j)||2 = ∫ |φ(j)(r)|2d(r) and θ(x) is the Heaviside step
function. After each iteration step the orbital in real
space is obtained from
φ(n+1)(r) = F−1
[
φˆ(n+1)(k)
]
. (A5)
2. Fermions
For simplicity we consider an even number of fermions
with spin 1/2. In contrast to the bosonic case, now N/2
orbitals φi(r) are needed (see Eq. (13)). At each iteration
step n we normalize each orbital
φ
(n+1/2)
i (r) =
φ
(n)
i (r)
||φ(n)i ||
, (i = 1, . . . , N/2) . (A6)
followed by proper orthogonalization procedure such as
as the Gram-Schmidt or the Lo¨wdin scheme. Then,
ρ(n+1/2) = 2
N/2∑
i=1
∣∣φ(n+1/2)i (r)∣∣2. (A7)
Now, the fixed-point iteration reads
ε
(n+1/2)
i =
∫
dr
{ ∣∣∇φ(n+1/2)i (r)∣∣2
2
+ vKS
(
[ρ(n+1/2)], r
) ∣∣φ(n+1/2)i (r)∣∣2
}
, (A8)
φˆi
(n+1)
(k) = −
F
[
vKS
(
[ρ(n+1/2)], r
)
φ
(n+1/2)
i (r)
]
− θ
(
ε
(n+1/2)
i
)(
ε
(n+1/2)
i + c
)
φˆ(n+1/2)(k)
|k|2
2
− ε(n+1/2)i + θ
(
ε
(n+1/2)
i
)(
ε
(n+1/2)
i + c
) . (A9)
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As in the previous case, the iteration is concluded by
reverting to real space
φ
(n+1)
i (r) = F−1
[
φˆ
(n+1)
i (k)
]
. (A10)
Appendix B: Details of the 1D numerical
implementation
1. Computation of the Hartree potential
Another aspect, with respect to previous implementa-
tions of the SR algorithm for the Gross-Pitaevskii equa-
tion [31–35] is the numerical evaluation of the Hartree
term
vH
(
[ρ], r
)
=
∫
dr′ vint
(|r− r′|) ρ(r′) , (B1)
which, due to the slow decay of the effective Coulomb
interaction (vint), makes the implementation of Fourier
based convolutional schemes problematic. However,
by properly adjusting the effective Coulomb interaction
(while keeping its true far field Coulomb characteristic)
one can still take advantage of the fast discrete Fourier
transform algorithm. One way to achieve this goal is to
multiply the Hartree interaction by the so-called mollifier
p(x) defined by
p(x) =

exp
[
ξ
x2−L2c
]
for |x| < Lc
0 for |x| > Lc
(B2)
with Lc denoting an arbitrary cutoff which, for a com-
putational domain of size Ld, can be chosen as 0.9Ld
and ξ is a positive small parameter of the order of 10−4.
The “mollified” effective Coulomb interaction vpint is now
given by vpint ≡ p(x)vint with the Hartree potential
vH
(
[ρ], r
)
=
∫
dr′ vpint
(|r− r′|) ρ(r′) . (B3)
With this at hand, the numerical evaluation of the
Hartree potential follows from the convolutional FFT al-
gorithm, i.e.,
vH
(
[ρ], r
)
= 2piF−1 [F (vpint)F (ρ)] . (B4)
In Fig. 9, we show a typical behavior of the effective
Coulomb potential with (orange) and without (red) a
mollifier. For comparison, we also add the direct eval-
uation of vQ1Dint (x) (in blue).
2. LDA for electrons in 1D
The energy density xc(ρ) can be decomposed in its
exchange and correlation part respectively
xc(ρ) = x(ρ) + c(ρ). (B5)
FIG. 9: The interaction vQ1Dint (x) is numerically unstable al-
ready at x ≈ 6 (solid line, in blue). On the other hand, solu-
tion of Eq. (44) (in red) remains numerically stable at greater
distances. Finally, we plot in orange the “mollified” effec-
tive Coulomb interaction vpint which overlaps with v
Q1D
int (x) in
the inner part of the box, while smoothly going to 0 at the
boundaries.
For electrons in 1D with the interaction given by Eq. (18),
the exchange energy is known analytically,
x(ρ) = −1
2
ρ g
(
bpi ρ
)
, (B6)
with the function
g(z) =
1
2z2
{
− γ + exp(z2)Ei(−z2)− 2 ln z
+G2,22,3
(
z2
∣∣∣ 1, 32
1, 1, 2
)}
. (B7)
Here, γ = −0.577216 is Euler’s constant, Ei(u) =
−P ∫∞−u e−zz dt is the exponential integral function, and
G denotes the Meijer G function. As the analytical g(z)
is numerically unstable, we expand g(z) = g<(z)+O(z14)
for small z and g(z) = g>(z) +O(z−16) for large t,
g<(z) =
7∑
m=0
[
am − bm log(z)
]
z2m, (B8a)
g>(z) =
pi3/2
2z
− log(z)
z2
+
7∑
m=0
cmz
−2m. (B8b)
As the minimum difference |g<(z) − g>(z)|, occuring at
z = z0 ≈ 1.68, is extremely small, we simply truncate
the two expansions, to obtain the approximation
g(z) ≈ g˜(z) ≡
{
g<(z) z ≤ z0,
g>(z) z > z0.
(B9)
Notice the small discontinuity of g˜(z) at z0 in Fig. 10.
The coefficients am, bm, cm of Eq. (B8) are listed in Table
III.
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TABLE III: List of coefficients used in Eq. (B8)
m = 0 m = 1 m = 2 m = 3 m = 4 m = 5 m = 6 m = 7
am 1.21139 0.132454 0.0276020 0.00533283 0.000892750 0.0001297100 0.0000165559 0
bm 1.00000 0.166667 0.0333333 0.00595238 0.000126263 0.0000152625 0 0
cm 0 −1.2886100 −0.16666667 0.1 −0.142857 0.3333333333 −1.09090909091 4.61538
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FIG. 10: Comparison between g(z) (red, solid) and g˜(z) (vi-
olet, dashed). The two curves are almost on top. Moreover,
g˜(z) is still evaluated exactly at large arguments, while g(z)
shows numerical instability already at z ∼ 6.
TABLE IV: The set of parameters used in Eq. (B10) for b =
0.1 in the interaction (18)
A B C α β n m
4.66 2.092 3.735 23.63 109.9 1.379 1.837
For the correlation energy, we use the parametrization
from Ref. [38],
c(rs) = −1
2
rs
A+Brns + Cr
2
s
ln(1 + αrs + βr
m
s ), (B10)
with the 1D density parameter rs =
1
2ρ . The values of the
7 parameters A,B,C, n, α, β,m are different for different
values of b, see Table IV of Ref. [38]. For convenience of
the reader, we report them in Table IV.
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