A measurement of the inclusive deep inelastic neutral current e + p scattering cross section is reported in the region of four-momentum transfer squared, 12 GeV 2 ≤ Q 2 ≤ 150 GeV 2 , and Bjorken x, 2 · 10 −4 ≤ x ≤ 0.1. The results are based on data collected by the H1 Collaboration at the ep collider HERA at positron and proton beam energies of E e = 27.6 GeV and E p = 920 GeV, respectively. The data are combined with previously published data, taken at E p = 820 GeV. The accuracy of the combined measurement is typically in the range of 1.3 − 2%. A QCD analysis at next-to-leading order is performed to determine the parton distributions in the proton based on H1 data.
Introduction
The electron-proton collider HERA extends the kinematic range of deep inelastic lepton-nucleon scattering (DIS), determined by the four-momentum transfer squared, Q 2 , and Bjorken x, by two orders of magnitude towards high Q 2 and small x, compared with fixed target experiments. This allows proton structure to be thoroughly investigated as is vital for the understanding of strong interactions, described by Quantum Chromodynamics (QCD). This paper presents the most accurate cross section data to date for the inclusive neutral current process e + p → e + X, measured in the kinematic region 12 GeV 2 ≤ Q 2 ≤ 150 GeV 2 and 2 · 10 −4 ≤ x ≤ 0.1. The data newly presented here were taken in the year 2000 with positrons of energy E e = 27.6 GeV and protons of energy E p = 920 GeV, corresponding to a centre of mass energy √ s = 319 GeV. The luminosity amounts to 22 pb −1 . The measurements are combined with similar data taken in 1996/97 at E p = 820 GeV [1] . The present paper refers to methods and detailed explanations given in a recent publication [2] of lower Q 2 data, 0.2 GeV 2 ≤ Q 2 ≤ 12 GeV 2 . The results can be compared with data obtained by the ZEUS Collaboration [3, 4] .
The double differential neutral current DIS cross section in its reduced form and neglecting contributions from Z boson exchange, is given by
with α denoting the fine structure constant and f (y) = y 2 /[1 + (1 − y) 2 ]. The inelasticity y is related to Q 2 , x and the centre-of-mass energy squared, s = 4E e E p , by y = Q 2 /sx. A first measurement of the longitudinal structure function F L at low x was recently performed by H1 [5] . The measurement presented here is restricted to the region of inelasticity y ≤ 0.6 where the contribution of F L is small and thus it focuses on the structure function F 2 . The data are used to determine the derivative (∂F 2 /∂ ln Q 2 ) x which provides a sensitive test of the evolution dynamics of partons, and the derivative (∂ ln F 2 /∂ ln x) Q 2 , which quantifies the rise of F 2 (x, Q 2 ) at fixed Q 2 towards low x [6] .
The new data cover the Q 2 region of deep inelastic scattering, from a few GeV 2 to about 150 GeV 2 , with unprecedented accuracy at low x. A QCD analysis at next-to-leading order (NLO) is performed to obtain a new set of parton distribution functions (PDFs) from the inclusive DIS cross section measurements of the H1 experiment alone. The QCD analysis is based on the results presented here, the low Q 2 data [2] , and the neutral and charged current (NC and CC) data sets at high Q 2 [7] [8] [9] .
Measurement Technique
The analysis techniques are similar to those applied at lower Q 2 [2] , more details of the present analysis can also be found in [10] . 4 
Detector
The H1 detector [11, 12] was built and upgraded for the accurate measurement of inelastic ep interactions at HERA. The detector components most relevant to this measurement are the central tracker, the backward 1 lead-scintillator calorimeter (SpaCal) [13] and the liquid argon calorimeter (LAr) [14] . The central tracker consists of the central jet drift chamber, two complementary z drift chambers, the central inner (CIP) [15, 16] and outer proportional chambers, and the central silicon tracker (CST) [17] . The drift chambers and the CST are used for the measurement of tracks from the hadronic final state. The momenta of the tracks are determined and the event vertex is reconstructed. The polar angle of the scattered positron is determined by the planar backward drift chamber (BDC) and the vertex position. Complementary tracking information is obtained from the backward silicon tracker (BST) [18] . The SpaCal contains electromagnetic and hadronic sections. Its energy resolution for electromagnetic energy depositions is δE/E ≈ 0.07/ √ E/GeV ⊕ 0.01. It also provides a trigger based on the scattered positron energy. The LAr allows the hadronic final state to be reconstructed. Its energy resolution was determined to be δE/E ≈ 0.50/ √ E/GeV ⊕ 0.02 with pion test beam data [19] . Two electromagnetic crystal calorimeters, a photon tagger and an electron tagger, located close to the beam pipe at z = −103.1 m and z = −33 m, respectively, are used to monitor the luminosity via the measurement of the Bethe-Heitler process ep → γep.
Online event selection
The online trigger conditions used in this analysis are based on an energy deposition in the electromagnetic section of the SpaCal. Three trigger conditions with different energy and radius thresholds are used, which largely overlap in phase space. The dominant source of trigger inefficiency are the veto conditions against beam related background. For these a global inefficiency of (0.5 ± 0.3)% is determined and corrected for. The inefficiency of the online software filter is determined to be 0.2%, which is applied as a global correction with a systematic uncertainty of half that size. The residual trigger inefficiencies from other sources are smaller than 0.1%.
Kinematics
The DIS event kinematics are reconstructed from scattered positron and hadronic final state information. The positron energy E ′ e and scattering angle θ e are used. For the hadronic final state a sum over the particles' energies E i and longitudinal momenta P z,i is formed, Σ h = i (E i − P z,i ). The total difference between energy and longitudinal momentum E − P z is obtained by adding to Σ h the positron contribution, E − P z = Σ h + E ′ e (1 − cos θ e ). Based on these variables, measurements of Q 2 and y are obtained using the electron and the Σ methods as explained in [2] . In order to optimise the measurement accuracy, the electron method is used at larger y 0.1, while the Σ method is used at lower y. For this analysis, positrons with scattering angles between θ e ≈ 158
• and θ e ≈ 173
• , energies E ′ e > 11 GeV and Q 2 e > 10 GeV 2 are included. The cross section measurement is performed in bins of x and Q 2 chosen similarly to the previous measurement [1] , with small modifications due to the different centre of mass energy. For each bin and reconstruction method the purity P = N rec,gen /N rec and the stability S = N rec,gen /N gen are calculated. Here N rec (N gen ) is the total number of reconstructed (generated) Monte Carlo events in the bin and N rec,gen is the number of events which are both generated and reconstructed in the same bin. The values for purity and stability exceed 40% in all analysis bins and are typically well above 50% for the chosen reconstruction method [10] .
Positron and hadronic final state reconstruction
The reconstruction of the scattered positron is based on the measurement of a deposition of energy, termed a cluster, with a limited transverse size characteristic of an electromagnetic shower. The energy of the cluster E ′ e is obtained by summing over all cells of the cluster in the electromagnetic section of the SpaCal. Its transverse size is characterised by R log , which is obtained from the positions of all SpaCal cells belonging to a cluster using a logarithmic energy weighting [20] . A cut R log < 4 cm is applied. For additional background suppression, the energy deposition in the hadronic section of the SpaCal behind the electromagnetic cluster, E h , is required to be less than 15% of E ′ e . The positron candidate cluster is further required to be associated to a track in the BDC, formed by at least 4 hits from the 8 layers. This ensures an accurate measurement of the polar angle θ e in combination with the z position of the interaction vertex, z vtx , determined with the central track detectors.
The reconstruction of the hadronic final state uses information from the central tracker and the calorimeters LAr and SpaCal [2] . The determination of Σ h is affected by the presence of noise in the calorimeters. The resulting bias is particularly strong for small y h = Σ h /2E e . Contributions of noise from the SpaCal and the LAr are suppressed as described in [2] .
Monte Carlo event simulations
Monte Carlo (MC) simulations are used to correct for detector acceptance and resolution effects, and for the background subtraction. The DIS signal events are generated using the DJAN-GOH [21] event generator, while the PHOJET [22] program is used for the photoproduction background. Elastic QED Compton events are generated using the COMPTON event generator [23] . The cross section measurement is corrected for QED radiation up to order α using HERACLES [24] . The radiative corrections are cross checked with HECTOR [25] . An agreement to better than 0.3% is found in the kinematic range of this measurement.
All generated events are passed through the full GEANT [26] based simulation of the H1 apparatus and are reconstructed using the same program chain as for the data. For consistency, the calibrations of the SpaCal and the LAr, as well as the alignment, are performed for the reconstructed MC events in the same way as for the data. The calorimeter noise is determined using events from random triggers and is overlaid on the simulated events. The simulated events are reweighted to match the cross section derived from the QCD fit which is described in section 6. 
Data Analysis
The data for the present measurement were recorded in the year 2000 and correspond to an integrated luminosity of 22 pb −1 . In the following a description of the analysis is given. Further information can be found in [2, 10] .
Event selection
An overview of the selection criteria is given in table 1. Detection of the scattered positron is required within the backward calorimeter SpaCal, as discussed in section 2.3 and 2.4. In order to ensure that the cluster is well contained in the SpaCal, the extrapolation of the associated BDC track segment to the SpaCal plane is required to be within a distance from the beam line of r Spac < 73 cm. The event vertex is reconstructed either by the central drift chambers and the CST or by using the CIP and the positron cluster position. Its z-position is required to be within ±35 cm of the centre of the detector.
Events for which the hadronic final state is poorly reconstructed are rejected by demanding that the total measured hadronic transverse momentum P h T be at least 30% of the positron transverse momentum P e T . This efficiently removes migrations from very low y. Events with high energy initial state photon radiation are excluded by requiring E − P z > 35 GeV. The QED Compton process is suppressed using a topological cut against events with two back-to-back electromagnetic clusters reconstructed in the SpaCal.
Efficiency determination
The efficiencies of the positron identification requirements (transverse cluster size, hadronic energy fraction, BDC validation) exceed 99% in most of the phase space. They are well described by the simulation. The only significant local inefficiency, of about 5%, is observed for the BDC validation requirement at a radial distance from the beam line of r BDC ∼ 25 cm where the geometry of the BDC drift cells changes. A detailed map of this inefficiency as a function of r BDC and the azimuthal angle of the scattered positron is obtained using positron candidates validated by the BST. The simulation is adjusted accordingly and an additional 0.5% systematic uncertainty is added to the cross section measurement error, uncorrelated from bin-to-bin.
The efficiency of the vertex reconstruction is determined using events independently reconstructed by the BST. This efficiency is determined to be close to 100% for all but a few bins at Q 2 < 20 GeV 2 and y < 0.03, where it drops to about 75 − 95%. It is described by the simulation to an accuracy of 0.3% for y > 0.01. For lower y the description is accurate to about 1%, which is accounted for by an additional uncorrelated uncertainty in the corresponding bins.
Alignment and calibration
The alignment of the H1 detector starts from the internal adjustment of the central tracker and proceeds with the backward detectors, BDC, SpaCal and BST. The alignment of the BDC is performed using the tracks of positron candidates that are reconstructed in the central tracker with high accuracy. The SpaCal position is adjusted based on the positron tracks measured in the BDC. Finally the BST is aligned using events with a well reconstructed central vertex and a positron track measured in the BDC. The resulting agreement of the polar angle measurements is better than 0.2 mrad, which defines the associated systematic uncertainty. The measured and simulated scattered positron polar angle distributions are shown in figure 1a) . The data are well described by the simulation.
The calibration of the electromagnetic scale of the SpaCal corrects for differences in the gain factors of individual SpaCal cells, for local non-uniformities at the sub-cell level and for global non-linearity in the energy response. The calibration is based mainly on the positron candidates at low y. For these the kinematics can be reliably reconstructed using the double angle reconstruction method as described in [2] , which employs only the polar angle information of the hadronic final state and the scattered positron, in addition to the positron beam energy. The non-linearity of the energy response is determined and corrected for using a sample of π 0 → γγ events. The energy scale is then checked using elastically produced J/ψ particles decaying to e + e − and QED Compton events, ep → epγ, where the scattered positron and photon are both reconstructed in the SpaCal. The relative data-to-simulation scale uncertainty is derived from two contributions: a global 0.2% arising from the double angle calibration and a part resulting from the π 0 studies, which is 1% at E = 2 GeV linearly decreasing to zero at E = 27.6 GeV. The measured and simulated scattered positron energy distributions are in very good agreement, as shown in figure 1b).
The calibration of the calorimeters employed for the hadronic final state energy measurement is based on kinematic constraints relating the scattered positron to the hadronic final state. For the calibration of the LAr calorimeter, the conservation of the total transverse momentum P T is used. The hadronic SpaCal calibration utilises the conservation of E − P z .
The transverse momentum balance between the scattered positron and the hadronic final state is studied as a function of various variables, such as P e T , the polar angle of the hadronic final state, and y Σ . Figure 1c) shows the overall P h T /P e T distribution with a vertical line at 0. 3 8 indicating the analysis cut value. For P h T /P e T values larger than this cut, the data distribution lies inside a band given by varying the LAr hadronic energy scale in the simulation by 2% for y > 10 −2 . At the lowest y ≃ 0.005 considered in the measurement, the hadronic final state is produced at small polar angles, and a significant part escapes detection. The systematic uncertainty on the hadronic energy scale is increased from 2% at y = 10 −2 linearly in log y to 10% at y = 10 −3 . Furthermore, for bins with y < 10 −2 , an additional uncorrelated cross section uncertainty of 2% is estimated by varying the P h T /P e T cut between 0.25 and 0.35. A topological finder is used to identify and subtract LAr noise. The fraction of hadronic energy attributed to noise is described by the simulation to within 15%, which is taken as a systematic uncertainty.
For large values of y, the contribution of the SpaCal to Σ h becomes larger than the combined contribution of the LAr calorimeter and the tracks, and thus the total E − P z , expected to be 2E e , provides the calibration for the hadronic final state measurement in the SpaCal. A study at y ≃ 0.5 shows that the hadronic energy measurement in the SpaCal is described by the simulation to 0.3 GeV. Figure 1d) shows the E − P z distribution for the data and the simulation. The simulation reproduces the data within the combined calibration uncertainties.
Background
A small source of background for this analysis arises from photoproduction events, in which the scattered positron escapes detection in the backward beam pipe while a particle from the hadronic final state mimics the positron. For a fraction of photoproduction events the scattered positron is detected by the electron tagger of the luminosity system. The photoproduction MC (PHOJET) is normalised globally based on a comparison with tagged events applying all selection criteria apart from the E − P z cut. The systematic uncertainty on the background normalisation is taken to be 15%, based on the studies described in [2] . The background contribution at the highest y ∼ 0.5 considered here typically amounts to 5%, hence yielding an uncertainty of less than 1% on the cross section. Potential background from non-ep interactions is studied using non-colliding bunches and found to be negligible.
Summary of systematic uncertainties
The systematic uncertainties are classified into two groups, bin-to-bin correlated and uncorrelated errors. They are summarised in table 2. The electromagnetic and hadronic energy scales, the positron scattering angle, LAr noise, background subtraction and normalisation are all considered to be correlated sources of uncertainty. The uncorrelated errors arise from various efficiencies and the radiative corrections. For most of the analysis phase space none of the sources of systematic uncertainty dominates the result. For very low y < 0.01, many uncertainties increase strongly, as the reconstruction efficiency drops rapidly and the modelling of the hadronic final state suffers from increased losses in the forward direction.
The uncertainty on the global normalisation of the measurement is determined mostly from the luminosity measurement, which is accurate to within 1.1%. The additional corrections discussed in section 2.2 increase the overall normalisation uncertainty to 1.2%. Table 2 : Summary of the systematic uncertainties. For the correlated error sources, the uncertainties are given in terms on the uncertainty on the corresponding source. For the uncorrelated error sources, the uncertainties are quoted directly in terms of the effect on the measured cross section.
Correlated systematic errors

Data -Monte Carlo Comparison
The quality of the MC description of the measurement can be verified by comparing experimental and simulated distributions in the kinematic range of the measurement, corresponding approximately to y Σ > 0.005 and y e < 0.6. The DIS MC cross section prediction is reweighted to the QCD fit discussed in section 6. The distributions are normalised to the luminosity. Figure 2 a)-d) shows the x and Q 2 distributions of the selected events for the two kinematic reconstruction methods, electron and Σ. A good overall agreement is obtained in the description of the data by the simulation.
DIS Cross Section Results
The measurement of the inclusive double differential cross section for deep inelastic positronproton scattering, e + p → e + X with the E p = 920 GeV data, is reported in the tables 6 and 7. The tables show the statistical, uncorrelated and the various correlated error contributions. The region of small Bjorken x, 2 · 10 −4 ≤ x ≤ 0.1, and four-momentum transfer squared, 12 GeV 2 ≤ Q 2 ≤ 150 GeV 2 , is covered.
The stability of the cross section measurement is tested with a set of dedicated cross checks. This is done by splitting the data into two approximately equal subsamples and comparing the results obtained using the same reconstruction method on each. For example, the data are compared as measured with the upper and the lower half of the SpaCal, for negative and positive z vtx positions, and dividing the sample into early and late data taking periods. These tests are sensitive to local efficiency problems, energy miscalibrations, or the stability of the luminosity measurement. A particularly interesting test is the comparison of the cross section measurements performed with the electron and Σ methods, which have different sensitivities to systematic error sources. The results shown in figure 3 demonstrate very good agreement taking the correlated uncertainties into account. For the final result, the method with the smaller total uncertainty is chosen in each bin, which results in a transition near y = 0.1. This analysis improves the uncertainties by up to a factor of two with respect to previously published results on the inclusive DIS cross section in this kinematic range by H1 [1] and by ZEUS [3, 4] .
Combination of 820 and 920 GeV Data
The present measurement is based on data taken with 920 GeV proton beam energy. A similar data set was obtained in 1996/97 at 820 GeV and published in [1] . The results were obtained from two different samples, called A and B, covering higher Q 2 ≥ 12 GeV 2 and lower Q 2 ≤ 12 GeV 2 regions, respectively. A comparison of the cross section measurement for sample A with the present analysis revealed a significant deviation, which required a dedicated study as described below. 
Correction of the 820 GeV data
For the analysis of the 820 GeV data an older DIS event simulation program version was used. If that program version is used without event weighting, the MC cross section agrees to better than 0.3% with the HECTOR calculation. However, in order to improve the statistical accuracy of the DIS MC event sample, the simulated events in [1] were generated with Q 2 dependent weights for Q 2 < 50 GeV 2 . This introduced a bias which depends only on Q 2 . The cross section as obtained in [1] can be corrected by a factor defined as
Here N MC (Q 2 ) and N weighted MC (Q 2 ) are the sums of weights of events generated for a given Q 2 bin in unweighted and weighted mode, respectively. The dependence of the correction factor on Q 2 is empirically parameterised by
with c 0 = 1.027 and c 1 = 0.0352. This correction procedure introduces an additional uncorrelated cross section uncertainty of 0.5% on the corrected published data.
For a further cross check the 1996/97 data are reanalysed within the framework of the present analysis. The luminosity determination is improved, resulting in an additional normalisation shift by +0.5%, corresponding to one third of a standard deviation of the quoted normalisation uncertainty. No further significant deviation is observed between the published results and the reanalysis. Tables 8 and 9 present the 1996/97 data from [1] corrected for the Q 2 weighting bias and the small luminosity shift. These tables therefore replace the previous data for Q 2 ≥ 12 GeV 2 , sample A. The measurements of F 2 for y < 0.6 are extracted from the corrected cross sections accounting for the F L influence, as described in section 5.3. The sample B in [1] , extending to lower values of Q 2 ≤ 12 GeV 2 , was not affected by the MC weighting problem and has been combined with further H1 data as described in [2] .
Combined cross sections
The corrected 820 GeV data and the present 920 GeV data are shown in figure 4 and combined to determine a new H1 measurement at 12 GeV 2 ≤ Q 2 ≤ 150 GeV 2 . The combination of the data sets is based on the prescription introduced in [27] and developed further in [2] . The combination uses the reduced cross section data and consistently treats the correlated and uncorrelated uncertainty information, which is given in tables 6-9. The data are averaged for the region of large x, defined as in [2] by y < 0.35, but kept separate at higher y where the reduced cross section depends significantly on the centre of mass energy via the F L term. Small differences in the measurement grid are corrected for by adjusting cross section values for points close in x such that they correspond to a common x value, prior to the averaging. Table 3 : Shifts in the central values of the systematic uncertainties determined for the combination of the 1996/97 data at E p = 820 GeV and the 2000 data at E p = 920 GeV. The value for each shift is given in units of the original uncertainty. Note that for the two data sets some of the correlated systematic error sources were defined differently.
Systematic Source
In the combination of the two data sets, assumptions have to be made about the relationship between systematic uncertainty sources, which may not be fully independent between the different analyses of the 1996/97 and 2000 data. Reasons for correlations between data sets are the similarity in the calibration procedure and the detector setup, whereas uncorrelated effects include variations with time, beam conditions and changes in the analysis procedure. To estimate the sensitivity of the averaged result to the correlation assumptions, different averages of the 1996/97 and 2000 data are compared, obtained considering all possible assumptions as to which systematic error sources are taken to be correlated or uncorrelated between the data sets. The observed variation of the averaged cross sections is typically at the per-mille level, which is negligible compared with the total uncertainty. The variations of the total uncertainties never exceed 10% of the final uncertainty. The assumption that the systematic uncertainties on the two data sets are uncorrelated yields the largest uncertainty. Thus no correlations between the error sources of the 1996/97 and 2000 data are considered in the combination procedure.
The 1996/97 and 2000 data sets are fully consistent, as determined in the averaging procedure, with χ 2 tot / n dof = 51.6/61. As a result of the averaging, the central values of the correlated systematic uncertainties are modified. The shifts of the central values in units of the original uncertainties are given in table 3. It is observed that none of the absolute values of the shifts exceeds one standard deviation.
The combined measurement of the reduced ep scattering cross section and its uncertainties are listed in tables 10 and 11. The correlated uncertainties are given as 14 new sources, δ i , after diagonalisation of the error matrix as explained in [2] . The combined H1 data on the inclusive cross section measurement have total uncertainties of 1.3 − 2% in most of the phase space.
F 2 and its derivatives
The cross section data are used to extract F 2 for y < 0.6, correcting for the small influence of F L using
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The values used for R = F L /(F 2 − F L ) are quoted in the cross section tables and are taken from the NLO QCD fit introduced below. Figure 5 shows the structure function F 2 at fixed Q 2 as a function of x together with H1 data from lower [2] and higher Q 2 [9] . The data are well described by the NLO QCD fit. The rise of F 2 towards low x is thus established at a much improved accuracy compared with the first observations [28, 29] . There is no indication for a saturation of this behaviour in the Q 2 , x region of study. Figure 6 shows the measurement of the structure function F 2 at fixed values of x as a function of Q 2 , compared with the QCD fit described below. The strong rise with Q 2 at low x is a consequence of the large gluon density in this region. The data are well described by the QCD fit for Q 2 > 3.5 GeV 2 . Also the extrapolation of the fit down to Q 2 = 1.5 GeV 2 gives a reasonable description of the data. At the largest x value covered by the data presented here, x ≃ 0.1, the structure function becomes almost independent of Q 2 as the result of a compensation of quark and gluon contributions to the ln Q 2 derivative of F 2 .
The DGLAP evolution equations [30] [31] [32] [33] [34] determine the derivative (∂F 2 /∂ ln Q 2 ) x taken at fixed x, with the dominant low x contribution arising from gluon splitting into a quark-antiquark pair. The measurement of this derivative is a powerful constraint on the gluon distribution xg and the strong coupling constant α s [35] . A study of (∂F 2 /∂ ln Q
2 ) x at low x has been presented previously by the H1 Collaboration [1] . The method described there is used to determine this derivative for the new, combined F 2 data set, including the low Q 2 data [2] . The results are shown in figure 7 for different x values as a function of Q 2 . The dependence of the derivative on Q 2 is well reproduced by the QCD fit.
The rise of the structure function F 2 (x, Q 2 ) towards low x may be quantified by the derivative λ = −(∂ ln F 2 /∂ ln x) Q 2 which is shown in figure 8 . The result is more accurate than the previous measurement [6] and extends to lower Q 2 . Within the uncertainty of the data, the derivative is constant at small x < 0.01, i.e. F 2 for fixed Q 2 is consistent with a power law F 2 ∝ x −λ . Small departures from this behaviour, as are inherent in the QCD fit, cannot be excluded either. The value of λ increases from about 0.1 to 0.3 in the Q 2 region covered, from about 1 to 100 GeV 2 . Data from [2] allow this measurement to be extended to Q 2 values below the region of validity of the DGLAP evolution.
QCD Analysis
The neutral current cross section measurements presented here, together with the measurements at lower Q 2 [2] and the previously published NC and CC data at higher Q 2 [7] [8] [9] , provide an accurate H1 data set for the determination of the parton density functions (PDFs) of the proton. A new QCD analysis, referred to as H1PDF 2009, is performed, which supersedes the previous H1PDF 2000 fit [9] , as it relies on the more accurate new data. It also uses a general variable flavour number scheme (VFNS) treatment [36] of the heavy quarks, unlike the former fit, which used a zero mass variable flavour number scheme ("massless" scheme).
Framework and settings
The QCD analysis decomposes the structure functions into a set of parton densities: the gluon xg, the valence quarks, xu v and xd v , and the combined anti-up type and anti-down type quarks, xŪ = xū + xc and xD = xd + xs + xb. These are parameterised 2 at a starting scale Q 2 0 and are evolved using the DGLAP evolution equations. An adjustment of the parton distribution parameters is performed to best fit the measured cross sections.
The analysis is performed at NLO within the MS renormalisation scheme. The program QCDNUM [37] is used to solve the evolution equations. From the evolved parton distributions, the structure functions are calculated in the VFNS scheme [36, 38] , using O(α 2 s ) coefficient functions for the calculation of F L . The factorisation and renormalisation scales are both set to Q 2 . The χ 2 function is defined as for the cross section averaging discussed in section 5.2 and [2] . It is minimised using the MINUIT package. The correlations between data points caused by systematic uncertainties are taken into account, following the numerical method presented in [39, 40] . The correlations between the systematic error sources of the different high Q 2 data sets are treated as described in table 2 in [9] . The error sources of the data presented here and of the lower Q 2 data [2] are all taken to be uncorrelated with any other source. The only exception is a 0.5% luminosity uncertainty, which is associated with the theoretical calculation of the Bethe-Heitler cross section and which is common to all H1 cross section measurements.
Following [41] , the masses of the charm and beauty quarks are set to m c = 1.4 GeV and m b = 4.75 GeV. The value of the strong coupling constant is taken to be α s (M 2 Z ) = 0.1176 [42] . The starting scale Q 2 0 is chosen to be slightly below the charm threshold, Q 2 0 = 1.9 GeV 2 . Hence at the starting scale the anti-quark densities simplify to xŪ(x) = xū(x) and xD(x) = x(d(x) +s(x)). The anti-strange quark density, xs(x) = f s xD(x), is taken to be a constant fraction, f s = 0.31, of xD at the starting scale [8] .
GeV 2 is applied in order to ensure that the data used in the fit correspond to a kinematic domain where leading twist perturbative QCD can be used to predict the cross sections. Variations around these central values are taken into account as model uncertainties, as described below.
Parameterisation
The parton distributions xP are parameterised at Q 2 0 using the general form
The specific choice of the parameterisations is obtained as follows: the parameters D, E, . . . are added one-by-one in an iterative procedure and kept only, if they reduce the χ 2 by more than 3 units. Parameterisations obtained are discarded if the structure functions F 2 and F L are negative anywhere in the range 10
. Parameterisations leading to very low valence quark distributions as compared to the total sea-quark density xS (x) = 2x(Ū(x) +D(x)) at large Table 4 : For each data set used in the H1PDF 2009 fit, the number of data points is shown, along with the χ 2 contribution determined using the uncorrelated errors only (χ 2 unc ).
x, which dramatically fail to describe νp and νd fixed target measurements of the structure function xF 3 [43] , are also not considered. Some parameterisations of the xu v density involving a quadratic E or cubic F term in x in the expansion (5) are examples of these. They are, however, included in the parameterisation uncertainty discussed below. The same applies to fits where the parton distributions are negative at very high x, as happens for some parameterisations of the gluon density involving an E or F term. Among the possible parameterisations the one with the lowest χ 2 is selected. This procedure, at Q 2 0 = 1.9 GeV 2 , leads to the following choice:
The normalisation parameters A u v and A d v are not fitted, but are obtained from the other parameters via the quark counting rules. Since the existing data have a limited sensitivity to the behaviour of the valence quark distributions at low x, it is assumed that B u v = B d v . Similarly, the behaviour of the up and down anti-quarks at low x is assumed to be governed by the same power, BŪ = BD. As in [9] , the normalisations of theŪ andD distributions are related by AŪ = AD(1 − f s ) which corresponds to the usual assumption thatd/ū → 1 as x → 0. Finally, the normalisation A g of the gluon distribution is derived from the momentum sum rule. The total number of free parameters is thus equal to ten.
Fit results
The central fit of this analysis as specified above has a χ 2 of 587 for 644 degrees of freedom. The χ 2 value for each data set is given in table 4. No significant tension is observed between the fit results and the systematic uncertainties on the low, medium, and high Q 2 data sets.
The fitted parameters of the distributions at the starting scale are given in 2). The symbol * indicates that the corresponding parameter is not a free parameter of the fit, but is derived from the other parameters.
in figure 9 . The inner error band describes the experimental uncertainty, obtained from the criterion ∆χ 2 = 1 using the Hessian method as described in [40] and the numerical algorithm presented in [44] . The middle error band represents the experimental and model uncertainties added in quadrature. The model uncertainties are obtained by varying:
• the charm mass m c between 1.38 GeV and 1.47 GeV;
• the bottom mass m b between 4.3 GeV and 5.0 GeV;
• the strange fraction f s from 0.25 to 0.40;
• the value of Q 2 min , from 2.25 GeV 2 to 5.0 GeV 2 ;
• the starting scale Q 2 0 down to 1.5 GeV 2 .
The resulting model uncertainty at low x is dominated by the sensitivity of the fit to the Q 2 0 variation 3 .
In addition to the model uncertainty a new error contribution is introduced resulting from the parameterisation choice. As explained in section 6.2, alternative parameterisations leading to good fit quality but peculiar behaviour at large x are used to estimate the parametrisation uncertainties. An envelope of these fit solutions is built which is added in quadrature to the contributions of the experimental and model uncertainties.
The distributions of xu v (x), xd v (x), xg(x) and xS (x) are shown at the starting scale Q 2 = 1.9 GeV 2 and at Q 2 = 10 GeV 2 in figures 10 a)-b) and figures 10 c)-d), respectively, with both linear and logarithmic scales. A comparison of the PDFs at the starting scale with their behaviour in the DIS region, here represented by Q 2 = 10 GeV 2 , illustrates the rather dramatic influence of the DGLAP evolution on the sea-quark and gluon densities. At Q 2 = 1.9 GeV 2 the sea-quark density rises towards low x, in contrast to the gluon distribution which has a valence quark-like shape. The Q 2 evolution rapidly changes the low-x behaviour of the gluon distribution, which starts to rise similarly to the sea-quark distribution towards low x. In contrast, 3 An uncertainty contribution due to the Q 
Summary
A new measurement is presented of the inclusive double differential cross section for deep inelastic positron-proton scattering, e + p → e + X, in the region of small Bjorken x, 2 · 10 −4 ≤ x ≤ 0.1, and four-momentum transfer squared, 12 GeV 2 ≤ Q 2 ≤ 150 GeV 2 . The data, corresponding to an integrated luminosity of about 22 pb −1 , were obtained with the H1 detector at the ep collider HERA at beam energies E e = 27.6 GeV and E p = 920 GeV. A small bias in a similar previously published data set, taken at E p = 820 GeV, is found and corrected. The two data sets are then combined and represent the most precise measurement in this kinematic region to date, with typical total uncertainties in the range of 1.3 − 2%.
The kinematic range of the measurement corresponds to a wide range of inelasticity y, from 0.005 to 0.6. The data are used to determine the structure function F 2 (x, Q 2 ), which is observed to rise continuously towards low x at fixed Q 2 .
The high precision of the data allows new measurements to be presented of the partial derivatives of F 2 (x, Q 2 ) with respect to Q 2 and x. For x < 0.01, the derivative of ln F 2 with respect to ln x confirms a power law dependence of F 2 ∝ x −λ with λ depending primarily on Q 2 . The derivative of F 2 with respect to ln Q 2 is a measure for the gluon distribution xg at low x.
An NLO QCD fit to the H1 data alone, including the new measurements presented in this paper, is performed. The fit implements a variable flavour treatment of heavy quark threshold effects. This new H1PDF 2009 fit supersedes the H1PDF 2000 previously obtained and provides a new determination of the gluon and quark densities of the proton including experimental, model, and parameterisation uncertainties. Table 6 : Reduced cross section σ r for each Q 2 , x bin from the 2000 data. F 2 is extracted with R taken from the QCD fit described in this paper using (4). The uncertainties on σ r are quoted in %. δ tot is the total uncertainty determined as the quadratic sum of all uncertainties. δ stat is the statistical uncertainty. δ uncor represents the uncorrelated systematic uncertainty.
, γ θ e , γ E had , γ noise , γ E hadS , and γ γp are the bin-to-bin correlated uncertainties on the cross section measurement due to uncertainties on the SpaCal electromagnetic energy scale and linearity, positron scattering angle, LAr calorimeter hadronic energy scale, LAr calorimeter noise, and the photoproduction background, respectively. The overall normalisation uncertainty of 1.2% is not included. Table 8 : Corrected reduced cross section σ r from H1 1996/97 data, presented in the same format as originally in [1] , with uncertainties quoted in %. The correction procedure is described in the text. F 2 is extracted for y < 0.6 with R given by the QCD fit described in this paper. The overall normalisation uncertainty of 1.7% is not included. are the bin-to-bin correlated systematic uncertainties on the cross section measurement after diagonalisation. All normalisation uncertainties are included, except for the correlated 0.5% common to all H1 cross section measurements. [9] . The error bars represent the total measurement uncertainties. The solid curve represents the QCD fit described in this paper for Q 2 ≥ 3.5 GeV 2 , which is also shown extrapolated down to Q 2 = 1.5 GeV 2 (dashed). [2] . The error bars represent the total measurement uncertainties. The solid curve represents the prediction of the QCD fit for Q 2 ≥ 3.5 GeV 2 , which is also shown extrapolated down to Q 2 = 1.5 GeV 2 (dashed). + s) , their anti-quark counter parts, xŪ and xD, the valence quark distributions, xu v and xd v , the total sea distribution, xS = 2x(Ū +D), and the gluon distribution, xg. The inner error bands show the experimental uncertainty, the middle error bands include the theoretical model uncertainties of the fit assumptions, and the outer error band represents the total uncertainty including the parameterisation uncertainty. In a) and c) (linear vertical scale), the gluon and sea-quark densities are downscaled by a factor 0.05. The inner error bands show the experimental uncertainty, the middle error bands include the theoretical model uncertainties of the fit assumptions, and the outer error band represents the total uncertainty including the parameterisation uncertainty, see text.
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Q 2 / GeV 2 x y σr R F 2 δtot δstat δuncor γ E ′ e γ E ′ e,lin γ θe γ E had γ noise γ E hadS γγp 60 1.30 · 10 −3 0.454 1.410 0.227 1.453 1.63 1.29 0.89 −0.26 −0.10 −0.17 0.20 −0.18 −0.11 −0.09 60 2.00 · 10 −3 0.295 1.256 0.225 1.270 1.33 0.95 0.80 −0.45 0.10 −0.15 0.08 −0.02 −0.01 0.
