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e  1. Introduction 
Eﬃciency evaluation in production of whatever type of ﬁrm
and public organization has been a relevant topic for managers
and policy makers as well as an area of interest from a practical
and methodological point of view in both operations research (OR)
and economics. The main aim of such assessment is to analyze
the eﬃciency of a so-called DMU (Decision Making Unit), which
uses several inputs to produce several outputs, by comparing
its performance with respect to the boundary of a technology
using to that end a sample of other DMUs operating in a similar
technological environment. 
Chronologically speaking, the empirical estimation of the un-
derlying technologies began in the area of economics with the ap-
plication of regression analysis and Ordinary Least Squares (OLS) to
estimate a parametrically speciﬁed ‘average’ production function,
e.g., a Cobb–Douglas function ( Cobb & Douglas, 1928 ). Later, Farrell
(1957) was the ﬁrst in showing, for a single output and multiple
inputs, how to estimate an isoquant enveloping all the observa-
tions. Farrell’s paper inspired other authors to continue this line
of research estimating production functions that envelop all the
observations of the sample by either a non-parametric piece-wise
linear technology or a parametric function. The ﬁrst possibility was
taken up by Banker, Charnes, and Cooper (1984), Charnes, Cooper,
and Rhodes (1978) and others, resulting in the development of
DEA (Data Envelopment Analysis), adopted mostly by engineers
and OR practitioners; while the latter approach was taken up by∗ Corresponding author: Tel.: + 34 966658517; fax: + 34 966658715. 
E-mail address: j.aparicio@umh.es (J. Aparicio). o
http://dx.doi.org/10.1016/j.ejor.2016.04.006 
0377-2217/© 2016 The Authors. Published by Elsevier B.V. This is an open access article uigner and Chu (1968), Aigner, Lovell, and Schmidt (1977) and
eeusen and van den Broeck (1977) and others, subsequently
esulting in the development of the deterministic and stochastic
rontier models, adopted mostly by economists and statisticians. 
In contrast to the parametric literature on eﬃciency, where the
easurement of technical eﬃciency in the context of multiple-
utputs is based on a few measures, fundamentally the Shephard
nput and output distance function and the directional distance
unction, the ﬁrst years of life of DEA witnessed the introduction
f many different technical eﬃciency measures, such as the Russell
nput and output measures of technical eﬃciency and their graph
xtension; the Russell Graph Measure of technical eﬃciency (see
äre, Grosskopf, & Lovell, 1985 ), the additive model ( Charnes,
ooper, Golany, Seiford, & Stutz, 1985 ), the Range-Adjusted Mea-
ure ( Cooper, Park, & Pastor, 1999 ) and the Enhanced Russell
raph ( Pastor, Ruiz, & Sirvent, 1999 ) or Slacks-Based Measure
 Tone, 2001 ), to name but a few. One of the reasons for the in-
roduction of many different technical eﬃciency measures in DEA
s the piece-wise linear nature of the boundary of the technology.
n this context, a notion that comes into play is Pareto-eﬃciency
 Koopmans, 1951 ). Pareto-eﬃciency, however, seems not be a
roblem for the parametric approach, where the functional forms
tilized to model the frontier of production are usually smooth. On
he contrary, it has been a recurring theme in DEA. In particular,
he additive model by Charnes et al. (1985) was the ﬁrst graph
inear model 1 that ensured that the evaluated DMU was compared
xclusively with respect to the set of Pareto-eﬃcient points in the1 The Russell Graph Measure ( Färe et al., 1985 ) also projects the evaluated points 
nto the Pareto-eﬃcient frontier but its objective function is not linear. 
nder the CC BY-NC-ND license ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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a  nput–output space. From this model, DEA researchers have intro-
uced some modiﬁcations of the original additive model weighting
he slacks that appear in the objective function (see, for example,
ooper et al., 1999, Cooper, Pastor, Borras, Aparicio, & Pastor, 2011a,
ovell & Pastor, 1995 and Pastor, Aparicio, Alcaraz, Vidal, & Pastor,
015 ) in order to measure technical ineﬃciency using the strongly
ﬃcient frontier as a reference. This existence of a different battery
f tools for estimating technical eﬃciency in the parametric and
on-parametric world reveals the importance in DEA in measuring
ﬃciency with respect to the Pareto-eﬃcient frontier. 
As another matter of fact, most of the classical results and ap-
lications in microeconomics related to the measurement and de-
omposition of overall eﬃciency, in terms of technical and alloca-
ive (price) eﬃciency, and the estimation of productivity change
ver time from panel data are based on the notion of distance
unction and duality theory. A distance function behaves, in fact,
s a technical eﬃciency measure when an observation belonging
o the reference technology is evaluated, with a meaning of ‘dis-
ance’ from the assessed interior point to the boundary of the pro-
uction possibility set. 2 Also, the distance functions have dual re-
ationships with well-known support functions in microeconomics,
s the proﬁt function or the cost and revenue functions. Another
nteresting feature of these functions is that they characterize the
elonging or not belonging to the technology by means of a sign,
s happens with the directional distance function, or by being
reater or lesser than one, as in the case of the Shephard distance
unctions. This feature easily allows measuring productivity change
ver time; even in the case of cross-period evaluation when a unit
bserved in period t + 1 under assessment is outside the technology
orresponding to period t. 
In a non-parametric framework, except for the case of resort-
ng to typical parametric tools, i.e. the Shephard distance functions
nd the directional distance function, whose duality relationships
ith classical support functions were proved for production possi-
ility sets fulﬁlling general axioms (e.g. convexity) and, therefore,
ay be applied to polyhedral technologies, most attempts at es-
imating overall eﬃciency and productivity change in DEA neglect
he notion of distance function, a fact that contrasts signiﬁcantly
ith the traditional view of economics of production, where both
his concept and duality are the cornerstones of the applied the-
ry. In this way, some researchers have tried to use additive-type
odels in DEA for measuring not only technical ineﬃciency but
lso productivity and proﬁt ineﬃciency without resorting directly
o the notion of distance function. To that end, they have somehow
dapted a ‘pure’ technical ineﬃciency measure, the additive model,
o be used in other contexts (e.g. productivity), exploiting features
hat are not speciﬁc to a technical eﬃciency measure but rather a
istance function. 
Regarding productivity, Grifell-Tatjé, Lovell, and Pastor 
1998) introduced the quasi-Malmquist productivity index as
 modiﬁcation of the traditional Malmquist index based on an
utput-oriented weighted additive model. Additionally, Du, Chen,
hen, Cook, and Zhu (2012), Premachandra, Chen, and Watson
2011) and Du, Wang, Chen, Chou, and Zhu (2014) use an additive-
ype approach to check supereﬃciency a la Andersen and Petersen
1993) . However, their model always provides non-negative values
t the optimum whereas we seek to distinguish the belonging
r not belonging to the reference technology by the sign of the2 In this paper, we distinguish two situations. The ﬁrst one is related to any dis- 
ance function when it is utilized for evaluating a set of DMUs with respect to their 
ontemporaneous production technology. In this case, hereafter, we will speak of 
technical eﬃciency’. Otherwise, we will simply speak of the distance from the as- 
essed point to the frontier of the reference production possibility set. This second 
cenario can occur, for example, if the evaluated unit is observed in period t of time 
nd the reference technology is estimated from observations of period t + 1. 
t
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Iptimal value of the additive model (non-negative/negative). Other
elated literature is one that addresses the issue of measuring and
ecomposing input-speciﬁc productivity. As for this literature, the
ifferent approaches that can be found to measure and decompose
nput-speciﬁc productivity change over time resort to a version of
he input-oriented weighted additive model, although the different
uthors invoke the name of other measures as the Russell input
easure ( Oude Lansink & Ondersteijn, 2006 ), the input-oriented
ersion of the directional slacks-based measure of ineﬃciency
y Mahlberg and Sahoo (2011) , based on Fukuyama and Weber
2009) , or the Färe and Grosskopf (2010) slacks-based measure
f eﬃciency in the directional input distance function context
 Chang, Hu, Chou, & Sun, 2012, Skevas & Oude Lansink, 2014 and
apelko, Horta, Camanho & Oude Lansink, 2015 ). In these cases,
he corresponding slacks are constrained to be non-positive for
ross-period evaluation by previously determining whether the
ssessed unit belongs to the reference technology or not and,
onsequently, the measures obtained are negative for units located
ut of the production possibility set and non-negative for units
laced inside this set, a feature more usual of a distance function
han a technical eﬃciency measure. 
As for the measurement of overall eﬃciency, as far as we are
ware, there have only been two attempts at estimating and de-
omposing proﬁt ineﬃciency through additive-type models in DEA.
he ﬁrst one is that based on the paper of Cooper et al. (1999) .
hese authors focus their interest on the traditional difference-
orm to measure proﬁt ineﬃciency, i.e. optimal proﬁt minus ac-
ual proﬁt. However, this approach is homogeneous of degree one
n prices and, additionally, the value of the technical component
s not independent of alternative optimal solutions of the addi-
ive model. For these reasons, Cooper, Pastor, Aparicio, and Borras
2011b) took up where Cooper et al. (1999) left off and proposed a
ormalized proﬁt ineﬃciency measure, which can be decomposed
nto technical and allocative ineﬃciencies by means of the optimal
alue of the weighted additive model. 
Given the above discussion, there are two main objectives we
ursue in this paper. First, since researchers are using additive-
ype models of technical eﬃciency for estimating proﬁt ineﬃciency
nd productivity change, this paper is interested to endow the
eighted additive model in DEA with a distance function structure.
econd, this paper particularly shows that the traditional proﬁt
unction is dually linked with the weighted additive model. In this
espect, it is worth mentioning that so far only the dual correspon-
ences of the proﬁt function with the directional distance func-
ion ( Chambers, Chung, & Färe, 1998 ) and with the Hölder distance
unction ( Briec & Lesourd, 1999 ) were known. Consequently, we es-
ablish a new dual correspondence limited to the DEA framework.
o achieve both these objectives, we introduce the weighted ad-
itive distance function and resort to duality theory. The new ap-
roach proposed in this paper can also be useful, from the point
f view of practice, to managers and policy makers in their de-
ision making. Weighted additive models have been utilized by
ractitioners in order to determine technical ineﬃciency consid-
ring the Pareto-Koopmans deﬁnition of eﬃciency. Endowing the
eighted additive model with a structure of distance function will
llow practitioners to use the same measure in situations where
arket prices are available (overall ineﬃciency) or a panel data is
ccessible (productivity change), opening the ﬁeld of application of
he original weighted additive models in a natural way. 
The remainder of the paper is organized as follows: In
ection 2 , we brieﬂy detail the deﬁnition and properties of the
eighted additive models in DEA. We introduce the deﬁnition
nd main properties of the weighted additive distance function in
ection 3 . In Section 4 , the dual relationship between the weighted
dditive distance function and the proﬁt function in DEA is shown.
n Section 5 , we present the conclusions. 
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D2. The weighted additive model in DEA 
In this section, we brieﬂy review the literature on the weighted
additive model in Data Envelopment Analysis and its main prop-
erties. Nevertheless, before doing that we need to introduce some
notation. 
Working in the usual DEA framework, let us consider n deci-
sion making units (DMUs) to be evaluated. DMU j consumes x j =
( x 1 j , . . . , x mj ) ∈ R m + amounts of inputs for the production of y j =
( y 1 j , . . . , y s j ) ∈ R s + amounts of outputs. The relative eﬃciency of
each DMU in the sample is assessed with reference to the so-
called production possibility set, which can be non-parametrically
constructed from the observations by assuming certain postulates
(see Banker et al., 1984 ). Also, to implement the approach, we will
hereafter assume Variable Returns to Scale (VRS). 
In this way, the production possibility set in DEA, T, can then
be mathematically characterized as follows: 
T = 
{ 
( x, y ) ∈ R m + × R s + : x ≥
n ∑ 
j=1 
λ j x j , y ≤
n ∑ 
j=1 
λ j y j , 
n ∑ 
j=1 
λ j = 1 , λ j ≥ 0 , j = 1 , . . . , n 
} 
. (1)
In the production literature, we can ﬁnd the concept of
frontier linked to the notion of technology. Speciﬁcally, the
weakly eﬃcient frontier of T is deﬁned as ∂ w (T ) := { ( x, y ) ∈ T :
ˆ x < x, ˆ  y > y ⇒ ( ˆ  x, ˆ  y) / ∈ T } . Following Koopmans (1951) , in order
to measure technical eﬃciency in the Pareto sense, isolating a
certain subset of ∂ w (T ) is necessary. We are referring to the
strongly eﬃcient frontier of T , deﬁned as ∂ s (T ) := { ( x, y ) ∈ T :
ˆ x ≤ x, ˆ  y ≥ y, ( ˆ  x, ˆ  y)  = ( x, y ) ⇒ ( ˆ  x, ˆ  y) / ∈ T } . In words, ∂ s (T ) is the set
of all the Pareto-Koopmans eﬃcient points of T . 
To estimate technical ineﬃciency for DMU 0 with data ( x 0 , y 0 ) ,
one possibility is to solve the following weighted additive model
( Lovell & Pastor, 1995 ). 
 A + 
(
x 0 , y 0 , w 
−, w + 
)
= Max 
m ∑ 
i =1 
w −
i 
s −
i 0 
+ 
s ∑ 
r=1 
w + r s 
+ 
r0 
s.t. 
n ∑ 
j=1 
λ j0 x i j + s −i 0 ≤ x i 0 , i = 1 , . . . , m 
−
n ∑ 
j=1 
λ j0 y r j + s + r0 ≤ −y r0 , r = 1 , . . . , s 
n ∑ 
j=1 
λ j0 = 1 , 
s −
i 0 
≥ 0 , i = 1 , . . . , m 
s + 
r0 
≥ 0 , r = 1 , . . . , s 
λ j0 ≥ 0 , j = 1 , . . . , n , 
(2)
where w − = ( w −
1 
, . . . , w −m ) ∈ R m ++ and w + = ( w + 1 , . . . , w + s ) ∈ R s ++ are
weights representing the relative importance of unit inputs and
unit outputs. Different paths can be followed in choosing such
weights. One possibility selects them based on the observations. In
this way, it is possible to achieve a dimensionless optimal value
in ( 2 ), in the terminology followed by Lovell and Pastor (1995) .
This line has been somehow followed by Cooper et al. (1999) and
Cooper et al. (2011a) to introduce the Range-Adjusted Measure
(RAM) and the Bounded-Adjusted Measure (BAM), respectively. 
 A + 
(
x 0 , y 0 , w 
−, w + 
)
= 
m ∑ 
i =1 
w −
i 
s −∗
i 0 
+ 
s ∑ 
r=1 
w + r s 
+ ∗
r0 here ∗ denotes optimality, represents the technical ineﬃciency
ssociated with DMU 0 . The weighted additive model maximizes
 weighted  1 distance from DMU 0 to the eﬃcient frontier, and
hereby simultaneously increases outputs and reduces inputs. Also,
ince s −∗
i 0 
≥ 0 , i = 1 , . . . , m , and s + ∗
r0 
≥ 0 , r = 1 , . . . , s , the value of
 A + ( x 0 , y 0 , w −, w + ) is bounded from below by zero. Additionally,
y maximizing, the ﬁrst two constraints in ( 2 ) are really binding
t the optimum and, therefore, we could use equalities instead of
nequalities for these two restrictions for inputs and outputs in
 2 ). In this way, we may deﬁne the following linear combinations
s the targets corresponding to the evaluated unit, i.e. the coordi-
ates of the projection point on the frontier of T : x ∗
i 0 
= ∑ n j=1 λ∗j0 x i j ,
 = 1 , . . . , m , and y ∗
r0 
= ∑ n j=1 λ∗j0 y r j , r = 1 , . . . , s. 
Next we show two important properties of the weighted addi-
ive model. Proofs for these results can be found, for example, in
astor et al. (1999) . 
roposition 1. ( x 0 , y 0 ) ∈ ∂ s (T ) if and only if W A + ( x 0 , y 0 ,
 
−, w + ) = 0 . 
roposition 2. Let ( λ∗0 , s 
−∗
0 
, s + ∗
0 
) be an optimal solution of ( 2 ).
hen ( x ∗
0 
, y ∗
0 
) , deﬁned as x ∗
i 0 
= ∑ n j=1 λ∗j x i j , i = 1 , . . . , m , and y ∗r0 =
 n 
j=1 λ
∗
j 
y r j , r = 1 , . . . , s , belongs to ∂ s (T ) . 
The ﬁrst result shows that the weighted additive model is able
o characterize the Pareto-eﬃcient frontier, whereas the second re-
ult establishes that the target point determined by program ( 2 ) is
lways on the strongly eﬃcient frontier. This last feature contrasts
o the usual performing of other measures as those derived from
he radial models or the directional distance function. 
Finally, we want to show the linear dual problem of ( 2 ), which
ill be used later in the paper. 
W A + 
(
x 0 , y 0 , w 
−, w + 
)
= Min 
m ∑ 
i =1 
v i 0 x i 0 −
s ∑ 
r=1 
u r0 y r0 + δ0 
s.t. 
m ∑ 
i =1 
v i 0 x i j −
s ∑ 
r=1 
u r0 y r j + δ0 ≥ 0 , j = 1 , . . . , n 
v i 0 ≥ w −i , i = 1 , . . . , m 
u r0 ≥ w + r , r = 1 , . . . , s . 
(3)
The vectors v ∗0 = ( v ∗10 , . . . , v ∗m 0 ) and u ∗0 = ( u ∗10 , . . . , u ∗s 0 ) , obtained
s an optimal solution for ( 3 ), result in a set of shadow or implicit
rices for inputs and outputs. 
Some well-known results of primal and dual programs of the
eighted additive model are the following. 
emma 1. If ( x 0 , y 0 ) ∈ T then the next statements hold . 
(a) Programs ( 2 ) and ( 3 ) are always feasible and bounded . 
(b) There exists an optimal solution for program ( 2 ) and
program ( 3 ) . 
(c) W A + ( x 0 , y 0 , w −, w + ) = DW A + ( x 0 , y 0 , w −, w + ) ≥ 0 . 
Less known is the following lemma for the unusual case of using
rogram ( 2 ) and ( 3 ) for evaluating a unit located out of the produc-
ion possibility set T . 
emma 2. If ( x 0 , y 0 ) / ∈ T then the next statements hold . 
(a) Program ( 2 ) is infeasible ( W A + ( x 0 , y 0 , w −, w + ) := −∞ ). 
(b) Program ( 3 ) is not bounded ( DW A + ( x 0 , y 0 , w −, w + ) = −∞ ). 
roof. (a) and (b) are trivial resorting to standard results in Linear
rogramming. 
In the next section we endow the weighted additive model in
EA with a distance function structure. 
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l
D. The weighted additive distance function 
The mathematical representation of production possibility sets
s a basic issue of interest in classical microeconomics ( Varian,
992 ). In order to represent a technology, it is usual to resort to
 single equation including the production function, in the single
utput case, or the transformation function, in the general multi-
utput case. The existence of such an equation is not apparent (see
hephard, 1953 ). For this reason, among others, it seems useful to
ook for functions, each one satisfying a certain set of properties,
hich allow substitution alternatives between inputs and outputs
o be easily identiﬁed. These functions are referred in the literature
s distance functions. 
One of the more important contributions to the theory of dis-
ance functions is, without doubt, the work developed by Shephard
1953) . This author introduced the well-known (Shephard’s) in-
ut and output distance functions and established dual relations
ith the cost and the revenue functions, respectively. Later on,
äre and Primont (1995) developed a non-excessively natural dual
orrespondence between the oriented Shephard distance functions
nd the proﬁt function. In recent years there has been an exten-
ive interest in the duality theory and distance functions as may
e easily conﬁrmed. First, Luenberger (1992a, b) with the bene-
t and shortage functions and later Chambers, Chung, and Färe
1996, 1998) and Briec and Lesourd (1999) , with the directional
istance function and the Hölder distance function, respectively,
ave yielded a series of papers along this line. Another related pa-
er is Briec and Garderes (2004) , who tried to generalize Luen-
erger beneﬁt function in the context of consumer theory. All of
hem share a common feature: when the distance function is used
s a technical eﬃciency measure, the eﬃciency is determined re-
orting to the weakly eﬃcient frontier instead of the strongly ef-
cient frontier. In other words, the focus is not measuring Pareto-
oopmans eﬃciency. 
In this section, we introduce a new distance function, based
undamentally on the weighted additive model of DEA, and show
ts main properties. In contrast to existing approaches, when this
ew distance function is utilized for evaluating a set of DMUs us-
ng their contemporaneous technology, the distance is determined
ith respect to the strongly eﬃcient frontier of the reference pro-
uction technology, something that is not usual in the literature 3 . 
Before introducing the new distance function, we want to de-
ne the counterpart of program ( 2 ), the traditional weighted addi-
ive model, to be used for evaluating units located out of the ref-
rence technology. 
Let ( x k , y k ) ∈ R m + s + be an input–output vector so that ( x k , y k ) / ∈
 . Then, its ‘distance’ to the frontier of T measured in terms of
 weighted additive function may be calculated by means of the
ollowing program. 
 A −
(
x k , y k , w 
−, w + 
)
:= Max 
m ∑ 
i =1 
w −
i 
s −
ik 
+ 
s ∑ 
r=1 
w + r s 
+ 
rk 3 The most famous distance functions in the literature project the assessed units 
nto the weakly eﬃciency frontier when the measurement of technical eﬃciency is 
he focus (i.e. when the aim is to evaluate a set of DMUs regarding their contempo- 
aneous production technology). We are referring to the Shephard input and output 
istance functions and the directional distance function. However, the weighted ad- 
itive distance function, introduced here, is not the unique approach that projects 
he evaluated units onto the strongly eﬃcient frontier when the objective is deter- 
ining technical eﬃciency. In particular, in this context, the slacks-based measure 
f eﬃciency based on directional distance functions always yields Pareto-Koopmans 
rojection points (see, for example, Färe & Grosskopf, 2010 and Skevas et al., 2012 ). 
L
 
P  
U∑s.t. 
n ∑ 
j=1 
λ jk x i j + s −ik ≤ x ik , i = 1 , . . . , m 
−
n ∑ 
j=1 
λ jk y r j + s + rk ≤ −y rk , r = 1 , . . . , s 
n ∑ 
j=1 
λ jk = 1 , 
s −
ik 
≤ 0 , i = 1 , . . . , m 
s + 
rk 
≤ 0 , r = 1 , . . . , s 
λ jk ≥ 0 , j = 1 , . . . , n . 
(4) 
The difference between the formulations of ( 2 ) and ( 4 ) is that
he slacks are non-negative in the original weighted additive model
nd the slacks must be non-positive in ( 4 ) to project the exterior
oint ( x k , y k ) onto the frontier of T . 
Next, we illustrate how programs ( 2 ) and ( 4 ) perform by means
f a simple numerical example with an only input and an only
utput, illustrated graphically by Fig. 1 . In this situation units A
 (1.1), B = (1.5.2) and C = (3.2.5) determine the frontier of the
roduction possibility set and let us suppose that w −
1 
= w + 
1 
= 1 . If
nit D = (3.0.5), located in the interior of the reference technology,
s evaluated by program ( 2 ), we get that the optimal value is 3 and
he projection point is B. Any other point of the strongly eﬃcient
rontier, which corresponds to the bold solid line consisting of two
egments (AB and BC), is further from unit D than unit B. Regard-
ng the exterior point E = (0.5.1.5), its evaluation through ( 4 ) yields
n optimal value of −0.75 and the projection point E’ = (1.25.1.5),
hich curiously coincides with the frontier point closest to the as-
essed unit E. In this way, we point out that for assessed units
hat are in the reference technology the traditional weighted ad-
itive model ( 2 ) maximizes slacks, generating the furthest targets.
n contrast, model ( 4 ) minimizes slacks and yields closest targets
or units that are outside the reference technology, since in this
cenario s −
ik 
, s + 
rk 
≤ 0 , ∀ i, r and ∑ m i =1 w −i s −ik + ∑ s r=1 w + r s + rk ≤ 0 , which
eans that program ( 4 ) is maximizing something non-positive
nd, consequently, we are searching slacks as close to zero as pos-
ible. This peculiar philosophy has already been supported in the
EA literature for another context and a different approach: “…the
MUs below and above the frontier follow different paradigms. For the
MUs located below the frontier, those closer to the frontier are evalu-
ted as being more eﬃcient, however for the DMUs above the frontier
egarded as being less eﬃcient. In other words, in this case the DMU
ocated furthest away from the frontier is the most eﬃcient. ” ( Arabi,
unisamy, & Emrouznejad, 2015 , p. 31). 
On the other hand, the linear dual problem of ( 4 ) is as fol-
ows. 
W A −
(
x k , y k , w 
−, w + 
)
= Min 
m ∑ 
i =1 
v ik x ik −
s ∑ 
r=1 
u rk y rk + δk 
s.t. 
m ∑ 
i =1 
v ik x i j −
s ∑ 
r=1 
u rk y r j + δk ≥ 0 , j = 1 , . . . , n 
0 ≤ v ik ≤ w −i , i = 1 , . . . , m 
0 ≤ u rk ≤ w + r , r = 1 , . . . , s . 
(5) 
The next two lemmas will be used later in the text. 
emma 3. If ( x k , y k ) / ∈ T then the next statements hold . 
(a) Programs ( 4 ) and ( 5 ) are always feasible and bounded . 
(b) There exists an optimal solution for program ( 4 ) and program
( 5 ) . 
(c) W A −( x k , y k , w −, w + ) = DW A −( x k , y k , w −, w + ) ≤ 0 . 
roof. (a) We ﬁrst prove that ( 5 ) is feasible and bounded.
sing the ﬁrst constraint in ( 5 ), we have that δk ≥
 s 
r=1 u rk y r j −
∑ m 
i =1 v ik x i j , j = 1 , . . . , n , which implies that δk ≥
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Fig. 1. Numerical example of the implementation of the weighted additive distance function. 
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j=1 , ... ,n 
{ ∑ s r=1 u rk y r j −∑ m i =1 v ik x i j } . Then, δk ≥ max 
j=1 , ... ,n 
{ −∑ m i =1 w −i x i j }
since v ik ≤ w −i , i = 1 , . . . , m and u rk ≥ 0 , r = 1 , . . . , s . Con-
sequently, regarding the value that can take the objec-
tive function, 
∑ m 
i =1 v ik x ik −
∑ s 
r=1 u rk y rk + δk ≥ −
∑ s 
r=1 w 
+ 
r y rk +
max 
j=1 , ... ,n 
{ −∑ m i =1 w −i x i j } since v ik ≥ 0 , i = 1 , . . . , m and u rk ≤ w + r ,
r = 1 , . . . , s . In this way, program ( 5 ), which minimizes the ob-
jective function, is necessarily bounded. On the other hand,
let any v ik > 0 , i = 1 , . . . , m and u rk > 0 , r = 1 , . . . , s . We then
deﬁne δk := max 
j=1 , ... ,n 
{ ∑ m i =1 v ik x i j −∑ s r=1 u rk y r j } . In this way,
( v k , u k , δk ) satisﬁes that 
∑ m 
i =1 v ik x i j −
∑ s 
r=1 u rk y r j + δk ≥ 0 ,
for all j = 1 , . . . , n . We deﬁne ( v ′ k , u ′ k , δ′ k ) = γ ( v k , u k , δk )
with γ = ( max { v 1 k 
w −
1 
, . . . , 
v mk 
w −m 
, 
u 1 k 
w + 
1 
, . . . , 
u sk 
w + s 
} ) −1 > 0 and note that∑ m 
i =1 v ′ ik x i j −
∑ s 
r=1 u ′ rk y r j + δ′ k ≥
∑ m 
i =1 γ v ik x i j −
∑ s 
r=1 γ u rk y r j + 
γ δk = γ ( 
∑ m 
i =1 v ik x i j −
∑ s 
r=1 u rk y r j + δk ) ≥ 0 for all j = 1 , . . . , n . Ad-
ditionally, v ′ 
ik 
= γ v ik = v ik 
max { v 1 k 
w −
1 
, ... , 
v mk 
w −m 
, 
u 1 k 
w + 
1 
, ... , 
u sk 
w + s 
} ≤
v ik 
v ik /w 
−
i 
≤ w −
i 
, i =
1 , . . . , m , and u ′ 
rk 
= γ u rk = u rk 
max { v 1 k 
w −
1 
, ... , 
v mk 
w −m 
, 
u 1 k 
w + 
1 
, ... , 
u sk 
w + s 
} ≤
u rk 
u rk /w 
+ 
r 
≤ w + r ,
r = 1 , . . . , m . Therefore, ( v ′ k , u ′ k , δ′ k ) is a feasible solution of ( 5 ).
Finally, applying the existing relationships between primal and
dual programs in Linear Programming, we have that programs ( 4 )
and ( 5 ) are always feasible and bounded. In the same way, the
proof of (b) and (c) are trivial using part (a) of Lemma 3 and, in
the case of (c), by the non-positivity constraints in ( 4 ). 
Lemma 4. If ( x k , y k ) ∈ T then programs ( 4 ) and ( 5 ) are always feasi-
ble, bounded and W A −( x k , y k , w −, w + ) = DW A −( x k , y k , w −, w + ) = 0 . 
Proof. If ( x k , y k ) ∈ T , by ( 1 ), ∃ λ′ k = ( λ′ 1 k , . . . , λ′ nk ) ∈ R n + with∑ n 
j=1 λ
′ 
jk = 1 such that x ik ≥
∑ n 
j=1 λ
′ 
jk x i j , i = 1 , . . . , m and y rk ≤∑ n 
j=1 λ
′ 
jk y r j , r = 1 , . . . , s . Therefore, ( λ′ k , s ′−k , s ′ + k ) with s ′−ik = 0 , i =
1 , . . . , m , and s ′ + 
rk 
= 0 , r = 1 , . . . , s , is a feasible solution of program
( 4 ). On the other hand, note that the objective function in ( 4 ) m 
i =1 w 
−
i 
s −
ik 
+ ∑ s r=1 w + r s + rk ≤ 0 since s −ik ≤ 0 , i = 1 , . . . , m , and s + rk ≤ 0 ,
 = 1 , . . . , s . Hence, the maximization program deﬁned in ( 4 ) is
ecessarily bounded and ( λ′ k , s ′−k , s 
′ + 
k 
) is an optimal solution of ( 4 ).
egarding program ( 5 ), in Linear Programming, if either the pri-
al or the dual problem has an optimal solution, then so does the
ther, and the two optimal values are equal (see Theorem A.3(i)
n page 445 in Cooper, Seiford, & Tone, 2007 ). Consequently, pro-
ram ( 5 ) is feasible, bounded and, ﬁnally, W A −( x k , y k , w −, w + ) =
W A −( x k , y k , w −, w + ) = 0 . 
Now, we are ready to introduce the weighted additive distance
unction (WADF) for evaluating a non-necessarily observed input-
utput vector ( x k , y k ) ∈ R m + s + with respect to the technology con-
tructed from the observed dataset { ( x j , y j ) } j=1 , ... ,n as follows. 
 
wa 
(
x k , y k , w 
−, w + 
)
:= max 
{
W A + 
(
x k , y k , w 
−, w + 
)
, W A −
(
x k , y k , w 
−, w + 
)}
. (6)
The WADF is the maximum maximorum between the opti-
al value of program ( 2 ) and the optimal value of program ( 4 ).
here are two possible scenarios. If ( x k , y k ) ∈ T then, by Lemma
 , program ( 2 ) is feasible and bounded with an optimal value
reater or equal to zero and, by Lemma 4 , program ( 4 ) is also
easible with an optimal value equals zero. Consequently, in this
ase, D wa ( x k , y k , w 
−, w + ) coincides with W A + ( x k , y k , w −, w + ) . Oth-
rwise, if ( x k , y k ) / ∈ T , we have that W A + ( x k , y k , w −, w + ) = −∞ by
emma 2 and, by Lemma 3 , program ( 4 ) is feasible and bounded.
herefore, in this second case, D wa ( x k , y k , w 
−, w + ) coincides with
 A −( x k , y k , w −, w + ) . 
The way of obtaining the value of D wa ( x k , y k , w 
−, w + ) is to
olve two optimization programs: models ( 2 ) and ( 4 ). Neverthe-
ess, there is an equivalent way of determining its value in a sin-
le step through a mixed integer linear program (MILP), model
 7 ). This new model takes advantage of the similarities between
odels ( 2 ) and ( 4 ). Both models are identical except in the sign
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t  f the slacks. In this way, model ( 7 ) uses the same constraints as
odels ( 2 ) and ( 4 ) and an additional binary decision variable, αk ,
hich determines the sign of the slacks. If αk = 1 , then the slacks
re non-negative and model ( 7 ) is equivalent to solving model ( 2 ).
therwise, if αk = 0 , then the slacks are non-positive and ( 7 ) is
quivalent to solving model ( 4 ). 
 
wa 
(
x k , y k , w 
−, w + 
)
= max 
m ∑ 
i =1 
w −
i 
s −
ik 
+ 
s ∑ 
r=1 
w + r s 
+ 
rk 
s.t. 
n ∑ 
j=1 
λ jk x i j + s −ik ≤ x ik , i = 1 , . . . , m (7 . 1) 
−
n ∑ 
j=1 
λ jk y r j + s + rk ≤ −y rk , r = 1 , . . . , s (7 . 2) 
n ∑ 
j=1 
λ jk = 1 , (7 . 3) 
s −
ik 
≤ M αk , i = 1 , . . . , m (7 . 4) 
s −
ik 
≥ M ( αk − 1 ) , i = 1 , . . . , m (7 . 5) 
s + 
rk 
≤ M αk , r = 1 , . . . , s (7 . 6) 
s + 
rk 
≥ M ( αk − 1 ) , r = 1 , . . . , s (7 . 7) 
αk ∈ { 0 , 1 } , (7 . 8) 
λ jk ≥ 0 , j = 1 , . . . , n , (7 . 9) 
(7) 
here M is a suﬃciently large positive number. 
Model ( 7 ) follows the spirit of the traditional weighted addi-
ive model, where a weighted sum of slacks is maximized. Regard-
ng the constraints, the idea behind the preceding program is the
ollowing. Constraints (7.1)–(7.3) are identical to the ﬁrst three re-
trictions in ( 2 ) and ( 4 ). However, in ( 7 ) the slacks are free. Addi-
ionally, if αk = 1 then (7.4) and (7.5) are translated in 0 ≤ s −ik ≤ M,
 i = 1 , . . . , m , and (7.6) and (7.7) in 0 ≤ s + 
rk 
≤ M, ∀ r = 1 , . . . , s . In
his ﬁrst scenario, all the slacks are non-negative as in the orig-
nal model ( 2 ) and the objective function also takes non-negative
alues. If αk = 0 then (7.4) and (7.5) are equivalent to −M ≤ s −ik ≤ 0 ,
 i = 1 , . . . , m , and (7.6) and (7.7) to −M ≤ s + 
rk 
≤ 0 , ∀ r = 1 , . . . , s . In
his last case, all the slacks are non-positive and the correspond-
ng objective function is also non-positive. The ﬁrst scenario comes
nto play when the evaluated point, ( x k , y k ) , is inside the reference
echnology, whereas the second option when ( x k , y k ) is located out
f the production possibility set. Since both scenarios are exclud-
ng, we have that the sign of the optimal value of ( 7 ) will deter-
ine whether ( x k , y k ) belongs to T or not. 
Now we turn to the characterization of the production possibil-
ty set. We next prove that the WADF characterizes the points of T
hrough a proposition. 
roposition 3. D wa ( x k , y k , w 
−, w + ) ≥ 0 if and only if ( x k , y k ) ∈ T . 
roof. By ( 6 ) and the signs of the optimal values of
 2 ) and ( 4 ), if ( x k , y k ) ∈ T then D wa ( x k , y k , w −, w + ) =
 A + ( x k , y k , w −, w + ) ≥ 0 . Otherwise, If ( x k , y k ) / ∈ T then
 
wa ( x k , y k , w 
−, w + ) = W A −( x k , y k , w −, w + ) ≤ 0 . Let us suppose that
 A −( x k , y k , w −, w + ) = 0 . By Lemma 3 (b), there exist optimal solu-
ions for ( 4 ). In this case, any optimal solution ( λk , s 
−
k 
, s + 
k 
) satisﬁes
hat s −
ik 
= 0 , i = 1 , . . . , m , and s + 
rk 
= 0 , r = 1 , . . . , s . But then, the
rst three constraints in ( 4 ) imply that ∃ λk = ( λ1 k , . . . , λnk ) ∈ R n + 
ith 
∑ n 
j=1 λ jk = 1 such that x ik ≥
∑ n 
j=1 λ jk x i j , i = 1 , . . . , m and
 rk ≤
∑ n 
j=1 λ jk y r j , r = 1 , . . . , s , which means that ( x k , y k ) ∈ T by
 1 ). This is the contradiction that we were seeking. Therefore, if
( x k , y k ) / ∈ T then D wa ( x k , y k , w −, w + ) < 0 . 
Proposition 3 characterizes the belonging to the reference pro-
uction technology by the sign of the WADF. This means that the
ew distance function is able to determine whether the evaluatedoint is inside or outside the production possibility set used for
he corresponding assessment. This result is of little importance for
tudies where the main objective is to evaluate the technical eﬃ-
iency of a set of DMUs assuming that these observations use the
ame production technology. However, Proposition 3 can be rele-
ant in situations where the estimation of productivity change and
ts usual components is the focus since, in this case, the determi-
ation of the so-called mixed-period distance functions, which re-
ect the distance of a data point in time period t relative to the
echnology of period t + 1 and vice versa, is a must both in the
almquist index and in the Luenberger indicator. 
On the other hand, as we mentioned in Section 2 , the tradi-
ional weighted additive measure in DEA characterizes the strongly
ﬃcient frontier of T . The same property is inherited by the WADF,
s the following result states. 
roposition 4. ( x k , y k ) ∈ ∂ s (T ) if and only if D wa ( x k , y k , w −,
 
+ ) = 0 . 
roof. On the one hand, if ( x k , y k ) ∈ ∂ s (T ) then ( x k , y k ) ∈ T and
 
wa ( x k , y k , w 
−, w + ) = W A + ( x k , y k , w −, w + ) . Then, by Proposition 1 ,
 A + ( x k , y k , w −, w + ) = 0 and, consequently, D wa ( x k , y k , w −, w + ) =
 . On the other hand, by ( 6 ) if D wa ( x k , y k , w 
−, w + ) = 0 then
e have only two cases. (i) W A + ( x k , y k , w −, w + ) = 0 and
 A −( x k , y k , w −, w + ) ≤ 0 . In this case, regardless of the value of
 A −( x k , y k , w −, w + ) , D wa ( x k , y k , w −, w + ) = W A + ( x k , y k , w −, w + ) .
n this way, W A + ( x k , y k , w −, w + ) = 0 and, by Proposition 1 ,
( x k , y k ) ∈ ∂ s (T ) . (ii) W A + ( x k , y k , w −, w + ) = −∞ since program
 2 ) is infeasible and W A −( x k , y k , w −, w + ) = 0 . However, the in-
easibility of ( 2 ) implies that ( x k , y k ) / ∈ T ( Lemma 1 (a)) and
 A −( x k , y k , w −, w + ) = 0 implies that ( x k , y k ) ∈ T , using similar
rguments to the proof of Proposition 3 . Consequently, we ﬁnd a
ontradiction, which means that the only possible case is (i) and,
herefore, if D wa ( x k , y k , w 
−, w + ) = 0 then ( x k , y k ) ∈ ∂ s (T ) . 
However, a property that the WADF fails to satisfy is that es-
ablished for the weighted additive measure in Proposition 2 . In
articular, the projection point determined by program ( 7 ), x ∗
ik 
=
 n 
j=1 λ
∗
jk 
x i j , i = 1 , . . . , m , and y ∗rk = 
∑ n 
j=1 λ
∗
jk 
y r j , r = 1 , . . . , s , is not
lways on the strongly eﬃcient frontier in the case of evaluating
n input–output vector ( x k , y k ) that does not belong to the refer-
nce technology. This situation is illustrated by Fig. 2 . There, unit F
s projected onto F’ by means of program ( 7 ), which is a point of
he frontier of T but it is not a Pareto-Koopmans point. 
The new distance function deﬁned in this section behaves as
he well-known weighted additive model, a technical ineﬃciency
easure, when a DMU belonging to the reference technology is
valuated. In addition, another interesting feature of the WADF is
hat it characterizes the belonging or not belonging to the technol-
gy by the sign of the function, as happens with the directional
istance function. This feature easily allows measuring productiv-
ty change over time; even in the case of cross-period evaluation
hen a unit observed in period t + 1 under assessment is outside
he technology corresponding to period t. 
Another interesting feature of the WADF is feasibility. This char-
cteristic is not as usual as we could expect for a distance function.
n particular, in a DEA context and under the assumption of VRS,
oth the Shephard input distance function and the Shephard out-
ut distance function may be infeasible for intertemporal analysis.
his weakness is translated into a problem of indetermination in
he case of the traditional Malmquist productivity index when
easuring returns to scale change is the aim. For the directional
istance function, this drawback also holds. The infeasibility of the
irectional distance function has implications on, for example, the
uenberger indicator when it is used for measuring productivity
hange over time ( Briec & Kerstens, 20 09a, 20 09b ). In contrast,
he WADF is always feasible thanks to Lemma 1 for input–output
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Fig. 2. Illustration of the possibility of projection on the weakly eﬃcient frontier for points located out of the technology. 
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Pvectors belonging to the reference technology and by Lemma 3 for
input–output vectors outside the production possibility set. 
In the next section we show that the WADF has additionally a
dual relationship with the proﬁt function. 
4. Duality of the weighted additive distance function 
The Shephard input and output distance functions are associ-
ated through duality theory with two different optimization prob-
lems. The Shephard input distance function is related to cost min-
imization, whereas the Shephard output distance function is asso-
ciated with revenue maximization. These relationships make them
components in the cost and revenue measures of overall eﬃciency.
Speciﬁcally, cost eﬃciency may be multiplicatively decomposed
into the Shephard input distance function and an input alloca-
tive term. A similar breakdown holds for the revenue measure of
overall eﬃciency. These results are, indeed, known from Shephard
(1953) . However, until the nineties there was no known simple
natural dual relationship between distance functions and the proﬁt
function. Proﬁt is the difference between revenue and cost and,
consequently, it has a natural additive structure that does not ﬁt
well with the ‘multiplicative’ Shephard’s distance functions. At this
respect, the missing link between the proﬁt function and duality in
production theory was the directional distance function ( Chambers
et al., 1998 ) 4 . This function has the necessary structure to provide
the dual to the proﬁt function and is the basis for a suitable and
natural decomposition of overall ineﬃciency into technical and al-
locative ineﬃciencies. What is unknown is that the directional dis-
tance function is not the only distance function having a dual re-
lationship with the proﬁt function, at least in the context of Data
Envelopment Analysis. Particularly, we prove in this section that
the weighted additive distance function is also dually linked with4 See also Briec and Lesourd (1999) . 
 
d  
o  he proﬁt function. The results shown in this section are a straight-
orward consequence of the results presented in the previous
ections. 
First of all, we show a ‘dual’ way of viewing the weighted ad-
itive distance function. 
roposition 5. 
 
wa 
(
x k , y k ;w −, w + 
)
= max 
{
DW A + 
(
x k , y k ;w −, w + 
)
, DW A −
(
x k , y k ;w −, w + 
)}
. 
roof. The proof is trivial invoking Lemmas 1, 2, 3, 4 and deﬁnition
 6 ). 
Before proving the ﬁrst result about duality between the WADF
nd the proﬁt function, let us remember the mathematical expres-
ion of the proﬁt function, here denoted as ( c, p ) for input and
utput market prices c ∈ R m ++ and p ∈ R s ++ , and let us also show a
emma that will be necessary to our proofs. 
( c, p ) := max 
x,y 
{ 
s ∑ 
r=1 
p r y r −
m ∑ 
i =1 
c i x i : ( x, y ) ∈ T 
} 
. (8)
In the case of DEA under variable returns to scale, it is well-
nown that ( c, p ) = max 
j=1 , ... ,n 
{ ∑ s r=1 p r y r j −∑ m i =1 c i x i j } . 
emma 5. 
(a) Let ( v ∗0 , u 
∗
0 , δ
∗
0 ) be an optimal solution of program ( 3 ) for
( x 0 , y 0 ) ∈ T , then δ∗0 = ( v ∗0 , u ∗0 ) . 
(b) Let ( v ∗
k 
, u ∗
k 
, δ∗
k 
) be an op timal solution of program ( 5 ) for
( x k , y k ) / ∈ T , then δ∗k = ( v ∗k , u ∗k ) . 
roof. See Lemma 1 in Cooper et al. (2011b) . 
The constraints of program ( 7 ) show how the WADF can be
etermined from the knowledge of the technology in the input-
utput space. Alternatively, and as a ﬁrst duality result, we next
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 rove that the Weighted Additive Distance Function can be recov-
red from the information of the proﬁt function in the price space.
heorem 1. 
 
wa 
(
x k , y k ;w −, w + 
)
= max 
{ 
min 
{ 
( v k , u k ) −
( 
s ∑ 
r=1 
u rk y rk −
m ∑ 
i =1 
v ik x ik 
) 
: v ik ≥ w −i , 
∀ i, u rk ≥ w + r , ∀ r 
} 
, 
min 
{ 
( v k , u k ) −
( 
s ∑ 
r=1 
u rk y rk −
m ∑ 
i =1 
v ik x ik 
) 
: 0 ≤ v ik ≤ w −i , 
∀ i, 0 ≤ u rk ≤ w + r , ∀ r 
} } 
. 
roof. The proof is trivial invoking Lemma 5, Proposition 5 and
sing models ( 3 ) and ( 5 ). 
It is easy to prove that if ( x k , y k ) ∈ T D wa ( x k , y k , w −, w + ) =
W A + ( x k , y k , w −, w + ) = min { ( v k , u k ) −( ∑ s r=1 u rk y rk −∑ m i = 1 v ik x ik ) :
 ik ≥ w −i , ∀ i, u rk ≥ w + r , ∀ r} . Additionally, the set of constraints
 ik ≥ w −i , ∀ i, u rk ≥ w + r , ∀ r is mathematically equivalent to
in { v 1 
w −
1 
, . . . , v m 
w −m 
, 
u 1 
w + 
1 
, . . . , u s 
w + s 
} ≥ 1 . Given input and output market
rices c ∈ R m ++ and p ∈ R s ++ , it is possible that these prices do not
atisfy directly the constraints c i ≥ w −i , ∀ i, p r ≥ w + r , ∀ r, however,
ultiplying ( min { c 1 
w −
1 
, . . . , c m 
w −m 
, 
p 1 
w + 
1 
, . . . , 
p s 
w + s 
} ) −1 by the original 
arket prices c and p we obtain a new normalized prices ( ¯c , p¯ )
hat meet the constraints c¯ i ≥ w −i , ∀ i, p¯ r ≥ w + r , ∀ r. Then, using
hat ( ¯c , p¯ ) is a feasible solution of the minimization problem
in { ( v k , u k ) − ( ∑ s r=1 u rk y rk −∑ m i =1 v ik x ik ) : v ik ≥ w −i , ∀ i, u rk ≥ w + r , 
 r} , we get that ( ¯c , p¯ ) − ( ∑ s r=1 p¯ r y rk −∑ m i =1 c¯ i x ik ) ≥
 
wa ( X k , Y k ;W −, W + ) , which is equivalent to (see Cooper et al.,
011b ): 
( c, p ) −
(∑ s 
r=1 p r y rk −
∑ m 
i =1 c i x ik 
)
min 
{ 
c 1 
w −
1 
, . . . , c m 
w −m 
, 
p 1 
w + 
1 
, . . . , 
p s 
w + s 
} 
 ︷︷ ︸ 
Proﬁt Inefﬁciency (PI) 
≥ D wa 
(
X k , Y k ;W −, W + 
)︸ ︷︷ ︸ 
Technical Inefﬁciency (TI) 
. (9) 
Expression ( 9 ) is a Fenchel–Mahler inequality ( Färe & Primont,
995 ). 
Now we turn on the derivation of the second duality result be-
ween the WADF and the proﬁt function. We next show that the
roﬁt function can be recovered from the WADF through a suit-
ble optimization problem in the input-output space. 
heorem 2. Let c ∈ R m ++ and p ∈ R s ++ . Then, the proﬁt function can
e calculated as 
( c, p ) 
= max 
{ 
max 
( x,y ) ∈ T 
{ 
s ∑ 
r=1 
p r y r −
m ∑ 
i =1 
c i x i + D wa 
(
x k , y k ;w −, w + 
)
× min 
{
c 1 
w −
1 
, . . . , 
c m 
w −m 
, 
p 1 
w + 
1 
, . . . , 
p s 
w + s 
}}
, 
max 
( x,y ) / ∈T 
{ 
s ∑ 
r=1 
p r y r −
m ∑ 
i =1 
c i x i + D wa 
(
x k , y k ;w −, w + 
)
× max 
{
c 1 
w −
1 
, . . . , 
c m 
w −m 
, 
p 1 
w + 
1 
, . . . , 
p s 
w + s 
}}}
. roof. The proof is trivial invoking Theorem 1, Proposition 4 and
sing that the proﬁt function is homogeneous of degree + 1. 
. Conclusions 
In this paper, the weighted additive distance function has been
ntroduced and related to the well-known weighted additive model
n DEA, when measuring technical ineﬃciency is the focus, and to
he proﬁt function by duality theory, when market prices come
nto play. In this last sense, we have proved that the directional
istance function is not the only natural link between proﬁt func-
ion and a distance function, at least in a DEA context. 
Regarding the implications of the results of this paper, we note
wo points. From a practical point of view, we have endowed
he weighted additive model with a distance function structure,
hich takes negative values for points located outside the technol-
gy and non-negative values for points into the production pos-
ibility set. In this respect, the weighted additive distance func-
ion methodologically supports the branch of the literature that re-
orts to the weighted additive model or some related approach to
easure productivity over time (see, for example, Mahlberg & Sa-
oo, 2011 or Chang et al., 2012 ). From a theoretical point of view,
e have provided a new distance function with some interesting
roperties in contrast to the usual ones, mainly ( 1 ) when tech-
ical ineﬃciency has to be estimated, the weighted additive dis-
ance function coincides with the weighted additive model, which
eans that technical ineﬃciency is measured following the Pareto-
oopmans notion of eﬃciency; and ( 2 ) when productivity has to
e determined and decomposed over time the weighted additive
istance function emerges as an attractive tool to be used for
ross-period evaluation of returns to scale changes, since this dis-
ance function is always feasible, even under Variable Returns to
cale. 
Finally, we highlight some possible future lines of research.
ne interesting possibility would be to extend our results to a
ider class of production technologies satisfying general postulates
convexity, closeness, etc.). It could lead to extend the weighted
dditive distance function to the parametric world, providing a
ew tool for measuring technical eﬃciency, proﬁt eﬃciency and
roductivity change with statistical bases. Another good avenue
or further follow-up research would be the deﬁnition of some
uenberger-type indicator for estimating productivity change over
ime based on the weighted additive distance function and its ap-
lication on some real-life dataset. In this way, the comparison
f the obtained results with those determined through the tradi-
ional Luenberger indicator based on the directional distance func-
ion could be also an interesting future line of research. 
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