Abstract The accurate determination of stress drop, seismic efficiency, and how source parameters scale with earthquake size is an important issue for seismic hazard assessment of induced seismicity. We propose an improved nonparametric, data-driven strategy suitable for monitoring induced seismicity, which combines the generalized inversion technique together with genetic algorithms. In the first step of the analysis the generalized inversion technique allows for an effective correction of waveforms for attenuation and site contributions. Then, the retrieved source spectra are inverted by a nonlinear sensitivity-driven inversion scheme that allows accurate estimation of source parameters. We therefore investigate the earthquake source characteristics of 633 induced earthquakes (M w 2-3.8) recorded at The Geysers geothermal field (California) by a dense seismic network (i.e., 32 stations, more than 17.000 velocity records). We find a nonself-similar behavior, empirical source spectra that require an ω γ source model with γ > 2 to be well fit and small radiation efficiency η SW . All these findings suggest different dynamic rupture processes for smaller and larger earthquakes and that the proportion of high-frequency energy radiation and the amount of energy required to overcome the friction or for the creation of new fractures surface changes with earthquake size. Furthermore, we observe also two distinct families of events with peculiar source parameters that in one case suggests the reactivation of deep structures linked to the regional tectonics, while in the other supports the idea of an important role of steeply dipping faults in the fluid pressure diffusion.
Introduction
Geothermal fields and faults are some of the manifestations and key interacting elements of a unique complex system within the crust. The complexity of such systems originates from the strong spatial heterogeneity of the medium properties and the time variable changes related to the periodic occurrence of deformation and fracture phenomena caused by the hydrothermal fluid circulation in their shallow part. Within such a system, besides natural tectonic seismicity, human underground operations such as fluid withdrawal or injection, drilling, hydro-fracturing, and reservoir impoundments can positively or negatively impact effective local stress, pore pressure, fluid migration, and strain in the subsurface and hence be responsible for induced and triggered earthquakes. Indeed, in geologically active areas such as geothermal zones, it is very likely that the crustal and cover rocks are in a critically stressed state and preexisting faults in quasi-critically stable state. In these conditions, anthropogenically generated perturbations during industrial operations can be sufficient to move the stress state of these preexisting faults from quasi-critically stable to unstable by increasing pore pressure at fault zones and triggered earthquakes be generated. In this case, the additional perturbing stress is often very small in comparison with the preexisting stress system but sufficient to advance the clock of an event that would have eventually occurred anyway although probably at a later time [also, e.g., Zoback, 2012; Ellsworth, 2013] .
The risk of generating triggered earthquakes is dramatically increased by industrial operations having the goal to artificially increase the permeability of subsurface hot rock masses and produce geothermal energy economically on a commercial scale. The operations of hydraulic fracturing, high-rate water injection, and/or chemical stimulation carried out to improve and potentially expand the heat extraction operations that started to be developed in the early 1970s in the USA lead to the definition of Enhanced Geothermal System (EGS). The main concept of this technology is simple: introduce fluids into a volume of thermally active lithology via fracture stimulation, then extract the hot fluids to produce thermal and electrical energy, with the typical target range for electricity generation being between 3 and 6 km. Nowadays, many EGS projects are operative or under development (e.g., Rosemanowes, Hijiori, Ogachi, Soultz, Coso, Desert Peak, Glass Mountain, The Geysers, and Clear Lake). In the near future, similar fields may be developed in other regions, such as in Southern Tuscany or in similar geological context to the Molasse Basin (Switzerland, Germany, and Austria) such as the Padana Plain in Northern Italy.
In the past, EGS did not produce events large enough to disturb the local population; however, more recently projects attempting to develop systems in the shallow crust (i.e., 4.5-5.0 km of depth) at Soultz, Cooper Basin (Australia), and Basel (Switzerland) produced events approaching or exceeding magnitude 3. In particular, the 2006 M L 3.4 event generated at Basel caused some considerable public alarm with associated very large total insurance claims . Despite the immediate shut-off of the injection activities, three events with magnitudes exceeding M L 3.0 occurred 1-2 months after bleed-off [Deichmann and Giardini, 2009] and minor, sporadic microseismic activity is still occurring years later.
The Basel EGS example shows that continuous, real-time seismic monitoring of the time and space variation of induced seismicity is required not only to control and optimize the production [e.g., EberhartPhillips and Oppenheimer, 1984; Stark, 2003] but also for mitigating the seismic risk associated to triggered earthquakes. It becomes therefore very important to be able to obtain rapid and accurate determination of stress drop, dynamic stress release, and seismic efficiency, which together with high accurate location can provide insights into the dynamics of the earthquake rupture. Spectral parameters of microearthquakes can be estimated by both parametric [e.g., among others Shearer et al., 2006; Kawase, 2006; Tsuda et al., 2010; Goertz-Allmann et al., 2011; Kwiatek et al., 2011 Kwiatek et al., , 2014 Zollo et al., 2014; Ross and Ben-Zion, 2016] and nonparametric [e.g., among others Castro et al., 1990; Parolai et al., 2004; Oth et al., 2008 Oth et al., , 2009 Oth et al., , 2010 approaches.
Here we propose an improved nonparametric, data-driven strategy suitable for microseismic monitoring applications, which combines the generalized inversion technique with a genetic algorithm optimization approach. This technique allows at the first stage the extraction from the seismic recordings of empirical functions describing the seismic source, the site response, and the attenuation. In the second stage, the source spectra are inverted by a nonlinear optimization method, based on genetic algorithms, with the capability of simultaneously exploring the parameter space locally and globally for optimal solutions in terms of source parameters. Concerning this last step of the analysis, this study proposes a novel strategy, which consists in including the sensitivity of the source spectra to the source parameters into the inversion process. This strategy enhances the capability of genetic algorithms to converge toward the optimal solution and therefore allows to obtain an accurate characterization of the seismicity.
The procedure has been applied on the data set collected at The Geysers (hereinafter TG) geothermal field in California, one of the most productive geothermal field in the world [e.g., among others Majer and Peterson, 2007; Bertani, 2012] and a unique site for testing procedures, given the large amount of seismic data collected since 2007 by a dense surface seismic network operated by the Lawrence Berkeley National Laboratory Geysers/Calpine (http://www.geysers.com/seismicity.aspx).
In the following, we first shortly introduce TG area, network, and data set. Then, we describe the two-step inversion procedure, which we applied to about 600 events with magnitude ≥2 recorded from October 2009 to June 2011. Finally, the outcomes of our analysis are discussed in relation with findings and interpretative models of the geothermal field obtained by previous studies realized in the same area.
TG Area, Data Set, and Preprocessing
TG is a vapor-dominated geothermal reservoir in operation since the 1960s. The reservoir is hosted within the fractured Franciscan metagraywacke above a Pleistocene felsite intrusion . Generally, the reservoir is considered made up of two main parts as function of the different temperature at depth: the first portion (i.e., normal reservoir or low-temperature zone (LTZ)) of the reservoir is spread below the whole geothermal field at a depth between~2.75 km and a temperature of~240°C; the second portion (high-temperature zone (HTZ)) extends from~2.75 to~4 km depth with temperatures of~340°C [Stark, 2003; Jeanne et al., 2014a] . The geothermal area can also be considered divided into two distinct seismicity source zones along the northwestern to southeastern direction, hereinafter named Zone A and Zone B, respectively ( Figure 1a ). The two zones were proposed by Stark [2003] after having observed differences in the seismicity distribution, with the southeastern part seismically less active than the northwestern one. The latter also presents seismicity at greater depth, which in turn is related to the depth variation in the high-temperature vapor-dominated reservoir. suggested an "M ≥ 4.0 dividing line" with northeast to southwest trend between the two zones, after having observed that Zone B is characterized by lower magnitude events. Convertito et al. [2012] confirmed the different seismic behavior of the two zones studying the b values of the Gutenberg-Richter relationship. Exhaustive reviews of the TG geothermal area and of the EGS demonstration project have been presented by Jeanne et al. [2014a] and Garcia et al. [2016] .
The data set considered in this study is made freely available by the Northern California Earthquake Data Center (NCEDC) and consists of 633 events (Figure 1 ) in the magnitude range between M L 2 and M L 4.5 (i.e., the NCEDC catalog reports mostly duration and local magnitudes, which we consider equivalent), hypocentral distances between 0.1 and 33 km, recorded from October 2009 to June 2011 by the 32 threecomponent stations of the Lawrence Berkeley National Laboratory Geysers/Calpine (BG) surface seismic network.
The BG stations are distributed in an area of about 20 × 10 km 2 , covering the entire geothermal field (Figure 1 ). During the considered period, each station was equipped with an Oyo GS-11D 4.5 Hz sensor and the data were sampled at 500 Hz. For all the selected events, we manually picked the corresponding P and S wave first arrival times. The events had then been re-located by a nonlinear probabilistic earthquake location code (http://www.alomax.net/nlloc) in 3-D P and S wave velocity models optimized for the area, obtained by Amoroso et al. [2015] through a linearized tomographic approach [Amoroso et al., 2014] . Traveltimes are calculated by numerical integration of the slowness along the ray traced in the finite difference traveltime field [Latorre et al., 2004] . The events have a minimum location error of 0.3 km.
The waveform data set consists therefore of more than 17.000 velocity records. Preprocessing consisted in correcting for the instrumental response and removing the linear trend. The Fourier amplitude spectra (FAS) were computed on time windows starting 0.1 s before the S wave onset and, following Abercrombie [1995] , having variable length depending on the magnitude: 1 s windows for events M < 3, 2 s windows for events 3 ≤ M ≤ 4, and 4 s for larger events. All windows were padded to 8 s to get the same spectral resolution of 0.125 Hz. The FAS were multiplied by ω (where ω = 2πf, with f as the frequency) to get spectra in acceleration, which were smoothed by a filter with variable frequency band equal to 25% of the central frequency. Finally, the spectra of the horizontal components were combined into their root-mean-square average. For the following analyses, we selected the spectral amplitudes of 50 frequencies equally spaced on a logarithmic scale over the range of 2-50 Hz. Preevent noise windows of the same length as signal were used to compute the signal-to-noise ratio (SNR). A minimum SNR of 10 is imposed at any FAS used in the inversion.
Generalized Inversion Technique
The S wave FAS is considered in log domain being the linear combination of the source spectra, S; the attenuation, A; and site response Z, which can be written as
where the symbols i and j indicate the ith earthquake and the jth station, respectively; M is the magnitude; f is the frequency; and r ij is the hypocentral distance.
The isolation from the S wave FAS of the S, A, and Z contributions can be performed by parametric approaches [e.g., among others Kawase, 2006; Tsuda et al., 2010; Zollo et al., 2014] , where the unknown functions relating the source and propagation are expressed by standard models. On the opposite side, nonparametric inversion scheme [e.g., among others Castro et al., 1990; Parolai et al., 2004; Oth et al., 2008 Oth et al., , 2009 Oth et al., , 2010 Ameri et al., 2011] are data-driven strategies capable of extracting empirical functions of S, A, and G.
In this work, we have used the processing procedure proposed by Oth et al. [2011] , which consists of one-step nonparametric generalized inversion technique (GIT). The adopted algorithm is a variant of the original approach proposed by Castro et al. [1990] , which resulted to be particularly suitable for large data sets characterized by high numbers of recordings per stations and each event recorded at several stations. For each frequency, the inversion has been performed in a least squares sense [Paige and Saunders, 1982] and 200 bootstrap replications have been considered to assess the uncertainties [Efron, 1979] . After some tuning, the hypocentral distance range from 2 to 33 km has been discretized into 62 bins, each 0.5 km wide. The distances are computed along the rays traced in 3-D P and S wave velocity fields.
One of the main advantages of the GIT method is that it does not require any a priori assumption on the functional form of the attenuation operator, which allows to avoid assumptions on Q or geometrical spreading, and eventually to capture trends of the attenuation related with distance, for instance, the effect of lateral arrivals. However, it is worth noting that the unresolved degree of freedom affecting equation (1) must be removed by adding some constraint. The constraints adopted in this work are the following: (a) the attenuation operator is set to 1 at a reference distance, r 0 , for any frequency (for which we have used 5 km, also aiming to avoid eventual near-field effects on the source spectra), (b) the attenuation varies smoothly with distance, and finally, (c) a reference condition must be set to eliminate the linear dependence between source and site (i.e., the site amplification is set to one for one or more reference stations). Similar to Pacor et al. [2016] , we have selected one station (i.e., DVB) to act as site effects free reference, after checking the horizontal-to-vertical (H/V) spectral ratios (i.e., H/V with small-amplitude peak, <2.5; Figure S1 in the supporting information). We refer the readers to Castro et al. [1990] for details on the implementation of these constraints.
A detailed discussion of the attenuation and site characteristics in TG area is not the primary target of this work, and thus, these aspects will be examined in-depth in future studies together with results of tomographic analysis. Information on the empirical attenuation and results of preliminary analyses performed to isolate the contribution due to geometrical spreading from anelastic attenuation are presented in Figure  S1 . Similarly, the GIT and H/V site response estimates are shown in Figure S2 .
Source Spectra Inversion

Source Model
The second part of the study focuses on the source spectra S(f) obtained from the GIT aiming at deriving the source parameters (i.e., seismic moment, M o ; corner frequency, f c ; and the parameter γ controlling the high-
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frequency spectral falloff). For the inversion analysis, we have assumed an ω γ source model, where the displacement source spectra have the form
The term R θφ represents the S wave average radiation pattern, which is set to 0.55 [Boore and Boatwrigth, 1984] , the reference distance R 0 is set to 5 km according to the GIT analysis, the free surface factor F is 2, the separations of S wave energy onto two horizontal components is accounted by V ¼ 1= ffiffi ffi 2 p , while v S and ρ are the S wave velocity and density in the source region. Concerning these latter, we have used for each event the v S value at the hypocenter location extracted from the tomographic velocity model proposed by Amoroso et al. [2015] , while the density has been assumed equal ρ = 2.7 g/cm 3 . Source spectral fits have been carried out using a genetic algorithm [Yamanaka and Ishida, 1996] , as described in the following section. Following the inversion analysis, stress drop (Δσ) estimates are computed following Hanks and Thatcher [1972] :
while the radiated energy E R is calculated from the inverted S wave spectra as proposed by Izutani and Kanamori [2001] :
According to Savage and Wood [1971] and Wyss [1979] , the seismic radiation efficiency, given by the ratio between radiated and total energy produced by the dislocation source, can be defined as the ratio of apparent stress (τ a ) and the averaged spatial stress (τ). However, asτ is not directly measurable from seismic data, it is a common practice, following Beeler et al. [2003] , to instead compute the Savage-Wood seismic efficiency η SW , proportional by a factor 0.5 to the radiation efficiency and defined as
where the crustal shear modulus μ is set to 3.3 · 10 10 Pa.
The parameter η SW allows to account for the stress overshoot, that is to discriminate between events for which the static stress drop is larger (η SW < 0.5) or smaller (η SW from 0.5 to 1) than the dynamic stress drop, computed as the initial stress minus the displacement-averaged shear strength spatially averaged over the seismic rupture (i:e:; τ 0 Àτ k [see Beeler et al., 2003] ).
Sensitivity Analysis
A sensitivity analysis has been carried out to investigate which frequencies of the source spectra are most relevant for constraining each of the inverted parameters. According to Arai and Tokimatsu [2004] , the sensitivity is computed as the absolute value of the nondimensional partial derivative of the source spectra, log 10 (S (f) ) with respect to the inverted parameters P (i.e., M o , f c , and γ), and expressed as
Hence, the larger is the value of D P j , the more sensitive a given portion of the source spectra is to variations of a parameter P j .
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The partial derivatives of log 10 (S (f) ) with respect to the parameters for each frequency i are Figure 2 shows the variation of the normalized sensitivity, computed considering within equation (6) the observed source spectra, as a function of the frequencies with respect to the seismic source parameters M o , f c , and γ for two events having different magnitude (i.e., M w 2.4 and 3.2). We observe that, as expected, the three source parameters are constrained by different portion of the source spectra, M o , f c , and γ being sensitive to the low-, medium-, and high-frequency parts of the source spectra, respectively.
Enhanced Genetic Algorithm
In this work, the estimation of seismic source parameters has been carried out using the genetic algorithm (hereinafter GA) proposed by Yamanaka and Ishida [1996] . GAs were originally proposed by Keilis-Borok and Yanovskaya [1967] and devised as a model of adaptation in artificial systems by using random numbers to control the characteristics of the search process [Holland, 1975] . With this algorithm, a search area for the parameters M o , f c , and γ is defined, and for each of them large search ranges were chosen. Concerning M o , we defined the range to ±1 magnitude unit around the M L from NCEDC bulletin, values which in turn were converted in M o range limits using the relation of Hanks and Kanamori [1979] . Combining the minimum and maximum M o together with the minimum and maximum Δσ (i.e., 0.01 and 10 MPa), the range on f c is derived. The Δσ range was selected both considering the available information for the area under study [e.g., Kwiatek et al., 2011 Kwiatek et al., , 2014 Convertito et al., 2015] and the tuning of the inversion parameters with which the GA inversion was performed. Finally, for γ we explored the range from 1 to 5.
Starting from an initial population of 200 individuals randomly generated, genetic operations (i.e., crossover, mutation, dynamic mutation, and elite selection) are used to obtain a new population with the same size, which is reproduced based on a cost function of each individual. After a few tuning tests, the crossover probability has been set to 0.9, while the mutation probability has been set to 0.05 at the beginning of the inversion, but this value is dynamically varied during the iterations. An exhaustive description of the method and examples of its application can be found in Yamanaka and Ishida [1996] , Parolai et al. [2005] , and Picozzi et al. [2005] . The iterations are terminated at the 151th generation, because we have verified that it corresponds to (i) no further significant reduction of the misfit and (ii) it allows the GA to well sample the parameter space around the global minimum at the price of a computational time around 15 s for each inversion.
While exploitative algorithms such as GAs get less likely trapped in local minima than linearized approaches, they are less efficient to converge toward the global minimum. Attempts of combining GAs with linearized In this work, we propose a novel strategy, to our knowledge, which aims at including within the GA the pieces of information used by linearized approaches to converge toward the optimal solution. Indeed, although a series of iterative linearized inversion techniques exists, the kernel of this family of methods when applied to nonlinear problems is the linearization, which generally consists in computing at each iteration the partial derivative for the data with respect to the parameters of the model itself (i.e., the matrix of these partial derivatives is known as Jacobian matrix). Since the Jacobian matrix is constructed from the partial derivatives of the source spectra S(f) with respect to M o , f c , and γ, we decided to use the normalized sensitivities of each parameter D P (f) (i.e., equation (6)) as weighting functions for the GA inversion through the cost function:
where the subscript o indicates the observed data and N is the number of data points (i.e., frequencies) in the displacement spectra.
As concerns the comparison between the "classic" GA and the "enhanced GA" that includes the sensitivity information, the results of our tests ( Figures S3 and S4 ) suggest that the new inversion scheme improves the GA capability of converging toward the hypervolume where the global minimum lies and to better explore its surroundings. Similar indications are also obtained from a test with synthetic data, where we show how the trade-off between f c and γ is mitigated by the enhanced GA inversion approach (i.e., see Text S4 and Figure S5 in the supporting information).
Source spectra were inverted considering 44 different frequencies between 2 and 30 Hz, nearly equidistantly spaced on logarithmic scale within the analyzed frequency range. The minimum frequency is the same as for the GIT analysis and represents a limit under which we cannot go for instrumental reasons (i.e., below 2 Hz the signal is dominated by the instrumental noise, as shown also in the example of Figure S6 ). In contrast, the upper limit was defined after inversion tests and checks of the spectra. Indeed, we observed that beyond about 30 Hz, most of the spectra uncorrected for the attenuation and site effects for the same event present a change in the trend with increasing frequency ( Figure S6 ). Such a trend is not introduced by the GIT-derived attenuation and site function corrections, being a feature visible already in the uncorrected data. At present, we cannot determine whether the origin of this feature is due to some hardware component, to the site installation, or to other unforeseen reasons, but certainly, it will be further investigated. As a result, including frequencies above 30 Hz could bias the optimization analysis, which is why we discarded them for the moment. In any case, we believe that in relation to the minimum magnitude of the data set at hand (i.e., M w 2) and the low value of Δσ observed for the area under study by other authors (i.e.,~2 MPa [Convertito et al., 2015] ), the maximum frequency of 30 Hz is well beyond the maximum expected corner frequencies (i.e.,~17.8 Hz), providing us with enough information to constrain both f c and γ. This issue will be further considered during the discussion of results. A theoretical study on the reliability of estimates of source parameters of small earthquakes has recently presented by Kwiatek and Ben-Zion [2016] . Even per this latter study, given the sensor characteristics, the hypocentral distances, the magnitude range, and the level of seismic noise, reliable earthquake source parameters for The Geysers data can be estimated. Figure 3 shows two examples of GA inversion results for events with magnitude M w 2 and 3.5. During each inversion, more than 30000 models (Figures 3a and 3b , gray lines) were tested. For both events, the best fit model (green line) and those with misfit equal to the best fit plus 10%, 25%, 50%, and 100% (i.e., yellow, orange, red, and violet lines, respectively) fit the experimental source spectra equally well. This observation, together with the decreasing trend of the minimum misfit as function of the iteration number (i.e., number of generations; Figures S3 and S4) showing a rapid decrease during the first few tens of iterations and then a slower decrease, suggests the convergence toward the global minimum [Yamanaka and Ishida, 1996].
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These results, in agreement to what was observed by Parolai et al. [2005] inverting surface wave curves with the same algorithm, indicate that despite the fact that the GA might not be able to single out the model that best reproduces the data set at hand, it still allows for a wide portion of the parameter space to be explored and the ensuing identification of the hypervolume where the global minimum lies [Picozzi and Albarello, 2007] .
Figures S3 and S4 show the distribution of f c , M w , and γ for the models with misfit within the range of the minimum misfit plus the 10% together with the 16th and 84th percentiles (dashed black lines) and the mean value (black line). It is a common practice to provide estimates of the parameters uncertainty studying the variability of the inverted parameters related to models near the global optimal solution (e.g., models within some percentage of the minimum misfit value as shown in Sonley and Abercrombie [Efron, 1979] and the parameters uncertainty has been assessed on the distribution of models with the best fit extracted at each replication (Figures 3c-3e and 3f-3h ). During these analyses, to keep the total computational time as low as possible, we limited the generations to 51 for each inversion, after having verified that this configuration allows to find the best fit models. Figure 3 shows that in the case of well-fitted data the parameter distributions are narrow and the standard error is~2% and~7% of the value relevant to the best fit model for M w , f c , and γ, respectively.
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Inversion Results
M o , f c , and Δσ
The enhanced GA inversion has been applied to the data set of 633 events at hand. For each inversion, we have selected the source parameter M o , f c , and γ of the best fit model, while the standard deviation of the parameters has been estimated from the bootstrap analysis. The misfit of the 633 best fit models plotted with respect to each inverted source parameters (Figures S7a-S7c) lead us to reject two source spectra poorly fitted. Therefore, we have selected 631 events of 633, which are considered well constrained and for which we study the source parameters. Figure S7d shows that the M w estimates linearly correlate with the M L from NCEDC with differences between the two characterized by null average and standard deviation of 0.18, and as discussed by Deichmann [2006] are likely to be ascribed to the way M L is computed. Figure 4 shows the seismic moments and corner frequencies for the analyzed data. Only for three events the corner frequency is estimated below 2 Hz, beyond the minimum frequency considered for the inverted spectra. Therefore, these events have been discarded. The standard error associated to the data is smaller for M o than f c , and for the latter is larger for small magnitude events. Even taking into consideration the uncertainty, we observe clear differences between smaller and larger magnitude events. For M o smaller than about 10 13 Nm (i.e.,~M w 2.6) the data are rather scattered around low stress drop values (i.e., 1st, 50th, and 99th
percentiles are equal to 0.013, 0.11, and 0.68 MPa, respectively). On the contrary, above 10 13 Nm, despite a smaller number of events, we observe that Δσ increases (i.e., 1st, 50th, and 99th percentiles equal to 0.12, 0.65, and 2.9 MPa, respectively).
In order to take the reservoir structure (i.e., temperatures exceeding 350°C in the northwest sector at depth below~2.75 km [Jeanne et al., 2014a] ) into consideration (at least at the first order), we split the source parameters in two subsets: (1) low-temperature zone (LTZ), with 418 events; and (2) high-temperature zone (HTZ), with 213 events.
The increase of Δσ with M w is at first glance a common feature for all events (Figure 5a ), while the distribution of Δσ with depth presents a peculiar feature (Figure 5b ). Being related to the uncertainty on M o and f c , the uncertainty on Δσ (i.e., the 95% confidence interval obtained propagating the uncertainty on M o and f c ) is also larger for small magnitude events. Even considering the uncertainties for Δσ, the difference and trend of the data are, however, still clear. We observe that events with M w > 2.6 belonging to both the LTZ (light gray circles) and HTZ (dark gray circles) do not show any clear trend, except for a small group of events (red circles) belonging to the HTZ that are characterized by Δσ larger than 1 MPa (i.e., in total 23 events) and clustered in the depth range 2.9 km and 3.7 km (i.e., in agreement with the reservoir boundary given by the granitic 
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intrusion that has an approximate depth of 4 km). These observations are confirmed by the distributions of events for different depth ranges (i.e., median Δσ~0.12 MPa and 0.16 for the depth ranges 0-2.75 km and 2.75-4 km, respectively; Figures 5c and 5d; median equal to~1.6 MPa for events with higher Δσ in the depth range 2.75-4 km; Figure 5d ). Figure 6a shows the distribution of the radiation efficiency η SW with respect to the magnitude. In this case, the uncertainty (i.e., the 95% confidence interval) has been derived from the uncertainty on M o , Δσ, and the radiated energy. For the latter the uncertainty has been assessed from bootstrap analysis. Most of the events show values of η SW smaller than the 0.3 threshold suggested by Beeler et al. [2003] , which in first approximation allows the discrimination of events having dynamic weakening more than that observed during lab-experiments (i.e., η SW > 0.3). The 50th percentile of the η SW distribution is 0.18, a value to which also the events with Δσ > 1 MPa identified within the HTZ converge very well, despite the fact that they show larger uncertainty. Next, we focus on the events having η SW that overcome the 84th percentile of the distribution (i.e., η SW = 0.24; 68 and 31 events in the LTZ and HTZ, respectively). Even if the threshold η SW = 0.24 is smaller than the 0.3 suggested by Beeler et al. [2003] , events with higher η SW may be characterized by specific dynamic features or spatial distribution and from now on are therefore considered separately (i.e., within Figures 6 and 7, they are shown as light and dark blue circles for LHT and HTZ subsets, respectively).
Seismic Radiation Efficiency, η SW
Figures 6b and 6c show that these events with high η SW are characterized by both low Δσ and mostly magnitude smaller than M w 2.5, which in turn causes a larger source radius r (computed according to 
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10.1002/2016JB013690 Brune [1970] ) than for the others. Figure 6d suggests an increase of r with magnitude for these events higher than that of all the others. On the opposite, the events having large Δσ within the HTZ are characterized, for a given magnitude, by the smallest source radius dimensions. Figures 6e and 6f show that, as expected, the parameter γ and η SW are inversely correlated, with all events with high η SW presenting γ very close 2 (i.e., the ω 2 source model provides a good description of source spectral shapes only for these subset of events). On the contrary, all the other events, including those with high Δσ, show γ around 2.5 or higher. . Figure 6b already clearly indicates that earthquakes within the data set at hand are not self-similar (i.e., Δσ increases with M w ).
In order to take the different trends observed in the source parameters into account, we estimate ε for four different subsets of data, i.e., (1) shallow events, removing those with high seismic radiation efficiency (i.e., η SW > 0.23), (2) deep events removing those with high stress drop (i.e., Δσ ≥ 1 MPa) and high seismic radiation efficiency, (3) deep events with high stress drop, and (4) shallow and deep events with high seismic radiation efficiency.
We find ε = 4.4 ± 0.48 and ε = 2.78 ± 0.55 for LTZ and HTZ events, respectively (i.e., subsets 1 and 2; Figure 7a ), while ε = 0.81 ± 0.21 for high Δσ and ε = 3.5 ± 0.78 for those with high η SW (i.e., subsets 3 and 4; Figure 7b ). Considering the errors associated to the parameters ε, the null hypothesis of self-similar scaling can be rejected at 95% confidence level for all the subsets of data. These results agree with the observation that source spectral shapes can be reproduced mostly with source models having a high-frequency spectral falloff γ larger than 2.
Discussion
The combination of a nonparametric approach allowing for the separation of the source spectra from the contribution of attenuation and site response with an innovative nonlinear inversion scheme applied on the retrieved empirical source spectra enables us to obtain accurate estimates of source parameters, and therefore a better characterization of the seismicity at TG geothermal field.
The outcome of our analysis provides compelling evidence that the seismicity at TG is characterized by low stress drop and high-frequency spectral falloff larger than 2 irrespective of depth (i.e., LTZ and HTZ).
Observing low Δσ values for hydrofracture-induced earthquakes with respect to natural ones is not considered new evidence (e.g., among the others, see the review of Abercrombie and Leary [1993] ). Low stress drop associated to induced seismicity is possibly related to the concomitant effects of different tectonic settings as compared with natural seismicity, such as shallower hypocentral depth and the injection of fluids, which may lower the effective stress causing the shear stress to overcome the Mohr-Coulomb failure criterion [GoertzAllmann and Wiemer, 2012] . Besides these effects, the high temperatures characterizing both natural and EGS geothermal fields clearly play a significant role in the crustal mechanical behavior (e.g., the frictional strength), influencing the resulting seismicity. The thermal state of the crust has been found to influence also natural seismicity in Japan [Oth, 2013] , where low stress drop values have been observed to be spatially related to high heat flow areas.
From the analysis of seismic data collected during geothermal operation in Basel, Goertz-Allmann et al. [2011] found an average Δσ of 2.3 MPa and, most importantly, both a significant inverse relationship with respect to the distance from the injection point and an inverse correlation with estimates of the pore pressure. Similar observations of distance-dependence of Δσ were also reported by Kwiatek et al. [2014] at the Berlìn Geothermal Field, El Salvador.
Concerning the TG geothermal field, Kwiatek et al. [2015] analyzed a spatially focused cluster of seismicity at the TG, located in the northwestern part of the geothermal field, in the proximity of the injection of the EGS wells Prati-9 and Prati-29. The refined analysis of 354 events with magnitude between M w~1 and M w 3.2 by the spectral ratio method [Kwiatek et al., 2011 highlights an average static stress drop of about 7 MPa assuming the Madariaga source model (i.e.,~1.7 MPa using the Brune Model). Kwiatek et al. [2015] found a clear relation of the seismic source characteristics to the injection flow rates and that prevalently shallower normal faulting events show smaller stress drop with respect to deeper strike-slip events. Somehow contrasting results concerning Δσ were obtained by other authors in the same area, probably due to different assumptions on the source model, as well as on the attenuation and site corrections (e.g., Viegas and Hutchings [2011] found a median Δσ of 28 MPa using the empirical Green's function technique and Convertito et al. [2015] reported Δσ of~2 MPa applying the iterative multistep spectral fitting approach proposed by Zollo et al. [2014] ). Regarding this issue, we think that the data-driven GIT approach implemented in Journal of Geophysical Research: Solid Earth 10.1002/2016JB013690 this study allows for an effective correction of the attenuation and site contribution, and the nonlinear sensitivity-driven inversion scheme of the source spectra allows for an accurate estimation of Δσ as well as the other source parameters.
The results concerning the high-frequency spectra falloff highlight interesting features of the TG seismicity. Indeed, γ > 2 as we have found would result in smaller radiated energy with respect to the typically applied Brune [1970] source model (i.e., γ = 2). According to the dynamic model proposed by Madariaga [1976] , the observed relatively small high-frequency energy suggests that most of the TG seismicity is characterized by smooth rupture propagation. Moreover, following Frankel [1991] , observing γ larger than 2 we can argue that the fault strength at the TG is not scale-invariant. The seismic radiation efficiency η SW , related to the high γ, resulted for most of the events smaller than the 0.3 threshold suggested by Beeler et al. [2003] , which indicates positive overshoot. These findings agree with the η SW observed by Zollo et al. [2014] when analyzing the natural microseismicity in Southern Italy, a region where the crust is considered highly fractured and partially or completely saturated with fluids. Regarding the fluids at TG, both the original works of Stark [1992] and the recent studies of Martínez-Garzón et al. [2013 and Jeanne et al. [2014b] emphasize that their injection into the reservoir induces seismicity by both thermal and/or poroelastic stress changes.
Our results in terms of η SW suggest that for most of the analyzed earthquakes the radiated energy is a small fraction of the energy spent for both the creation of new fracture surface and by friction (i.e., indicating high fracture efficiency and high dynamic strength of the medium). This result is in agreement with the experimental study of Tenthorey and Cox [2006] showing that hydrothermal reactions can play, depending on the rock rheology, temperature, and fluid composition, a significant role in helping the cement and compaction of faults.
The conceptual model of seismicity generation and fluid transport at TG proposed by Kwiatek et al. [2015] and derived studying earthquakes in the proximity of two EGS wells indicates that the injection of water at low temperatures (i.e.,~70°C) induces seismicity mainly close to the wells by thermal stress, with seismic moment varying as a function of the thermal contrast between rocks and water, and clearly as function of depth (i.e., smaller M o in the LTZ and higher Mo when water is injected directly within the HTZ). On the contrary, the seismicity at greater distances from the wells and at greater depths is mainly related to an increase of the pore fluid pressure. In particular, Kwiatek et al. [2015] found that the increase of poroelastic stress at larger depth is responsible for the changes in the kinematic properties of the events (i.e., from normal to strike-slip faulting mechanism dominance at smaller and greater depth, respectively), accompanied by an increase of stress drop.
An interpretation of the results of this study in terms of the conceptual model proposed by Kwiatek et al. [2015] is not straightforward, mainly because our data set does not include small magnitude events (i.e., M w equal or smaller than 1) and the events are spread over the entire geothermal area, which makes it difficult to associate the variation of source parameters to the injection activity of specific wells. In this sense, our results provide a general overview of the TG seismicity characteristics, which may complement the spatially focused analysis of Kwiatek et al. [2015] . Despite the lack of a clear increase of Δσ with depth for most of the earthquakes in our data set, we have interestingly found a distinct family of events that occurred within the HTZ of the reservoir and is characterized by higher Δσ. According to Kwiatek et al. [2015] , these events, which range in magnitude between~2.5 and~3.5, might be related to the reactivation of deep structures linked to the regional tectonics. Supporting this hypothesis, Figure 8a shows that most of these higher Δσ events are spatially distributed according to the general regional faults trend, characterized by right-lateral strike-slip faults.
The distribution of LTZ events, as well as of those characterized by γ~2, relatively high η SW , low Δσ, and magnitude mostly between~2 and~2.5 with hypocenters both within the LTZ and HTZ is shown in Figure 8b . The contour of the Δσ values for these events shows a large area with low Δσ in the northwestern sector and an almost north-to-south trending minimum in coincidence with the M ≥ 4.0 dividing line separating Zones A and B.
A section drawn according to the regional faults trend (Figure 8c) shows that the high Δσ events are distributed in two patches~2 km wide between 3 and 4 km of depth, while the high η SW events are spread over a wide range of depths (i.e.,~1 km and~4 km) but interestingly appear quite well aligned vertically. We have identified three main alignments that have similar apparent dip (i.e.,~30°; Figure 8c 
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instead, is approximately located in coincidence ith the M ≥ 4.0 dividing line separating Zones A and B. The trend depicted by these events might correspond to one of the northeast-southwest steeply dipping faults discussed by Boyle and Zoback [2014] , and we argue that they might single out the shear zone identified by separating Zones A and B. These events are characterized by higher values of the source radius for a given magnitude with respect to all the others (Figure 6d) . Therefore, we believe that these findings might contribute to the discussion between Boyle and Zoback [2014] and Jeanne et al. [2014a] concerning the potential of this kind of northeast-southwest steeply dipping faults to favor fluid pressure diffusion or not.
A final topic of discussion concerns the deviation for most of the analyzed events from self-similarity, indicating a different dynamic rupture processes between smaller and larger earthquakes. In our case, we only observe constant Δσ with the increase of seismic moment for the subset of events showing relatively high η SW . All the other events show a strong increase in stress drop with seismic moment (Figure 7) . While a general rule is to observe a trend toward self-similarity for large earthquake populations [e.g., Allmann and Shearer, 2009; Oth et al., 2010; Oth, 2013] , studies on individual earthquake sequences quite often find strong nonself-similar behavior [e.g., Mayeda et al., 2005; Venkataraman et al., 2006] . In this work, we find nonselfsimilar behavior, γ larger than 2 and small η SW . All these findings suggest that the fault strength at TG is in general not scale-invariant and with the increase of magnitude (i.e., rupture dimension) less high-frequency radiation is generated because required by the rupture process (i.e., required to overcome the friction or for the creation of new fractures surface). Malagnini et al. [2010] invoked the mechanisms of dynamic frictional weakening and fault lubrification with increasing fault slip to explain increased stress drop and seismic energy release from larger earthquakes. In the case of TG both these latter processes might play a significant role in controlling the seismicity.
Conclusions
We computed accurate seismic source parameters for a large data set of induced earthquakes at TG geothermal field using a novel approach that combines nonparametric, data-driven strategy with an enhanced genetic algorithm. In the first step of the analysis the GIT allows an effective removal from the earthquake recording of the attenuation and site contributions. The retrieved source spectra are therefore inverted for the estimation of source parameters by a nonlinear sensitivity-driven inversion scheme that simultaneously explores the parameters space locally and globally for optimal solutions by using several models.
The main results of our study can be summarized as follows:
1. Most of the seismicity at TG is characterized by low stress drop (i.e., Δσ between 0.01 and 2.9 MPa and median~0.15 MPa), empirical source spectra that agree with ω γ source model where γ > 2 (i.e., mostlỹ 2.5), seismic radiation efficiency indicating positive overshoot, and deviation from self-similarity. Such findings support the idea that smaller and larger earthquakes occur with different dynamic rupture processes. Furthermore, at least for the smaller events, we hypothesize that rock rheology, temperature, and fluid composition contribute to speed up self-healing processes and most of the energy involved in the rupture process is spent for the creation of new fracture surface and by friction. 2. A family of events in the magnitude range M w 2.5-3.5 confined in the deepest portion of the reservoir is spatially distributed according to the regional fault trend and characterized by relatively high Δσ values. This family is interpreted to be related to the reactivation of deep structures linked to the regional tectonics, as hypothesized by Kwiatek et al. [2015] . 3. Finally, we found a further family of events with magnitude mostly in the range M w 2-2.5 for which the ω 2 source model provides a good description of the source spectral shape and who present relatively high η SW and low Δσ. The peculiar spatial distribution of these events suggests that they occur along a northeast-southwest steeply dipping fault that, as discussed by and Boyle and Zoback [2014] , plays an important role in the fluid pressure diffusion.
