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Tato pra´ce vznikla jako sˇkoln´ı d´ılo na Vysoke´m ucˇen´ı technicke´m v Brneˇ, Fakulteˇ in-
formacˇn´ıch technologi´ı. Pra´ce je chra´neˇna autorsky´m za´konem a jej´ı uzˇit´ı bez udeˇlen´ı opra´vneˇn´ı
autorem je neza´konne´, s vy´jimkou za´konem definovany´ch prˇ´ıpad˚u.
Abstrakt
Diplomova´ pra´ce je zameˇrˇena na shlukova´n´ı proteinovy´ch sekvenc´ı na za´kladeˇ podob-
nosti prima´rn´ıch struktur. Seznamuje s daty v podobeˇ aminokyselin, ktere´ tvorˇ´ı prima´rn´ı
strukturu protein˚u. Prˇedstavuje za´kladn´ı algoritmy pro porovna´va´n´ı podobnosti protei-
novy´ch sekvenc´ı. Popisuje shlukovou analy´zu a shlukovac´ı metody. Praktickou cˇa´st pra´ce
prˇedstavuje na´vrh vzda´lenostn´ı funkce pro proteiny a implementace shlukovac´ıch metod
AGNES, k-means, k-medoids v jazyce Python.
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Abstract
This master’s thesis consider clustering of protein sequences based on primary structure
of proteins. Studies the protein sequences from they primary structure. Describes methods
for similarities in the amino acid sequences of proteins, cluster analysis and clustering
algorithms. This thesis presents concept of distance function based on similarity of protein
sequences and implements clustering algorithms ANGES, k-means, k-medoids in Python
programming language.
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Kapitola 1
U´vod
Mnozˇstv´ı dat, ktere´ produkuje vy´zkum v r˚uzny´ch oblastech biologie, v posledn´ı dobeˇ prudce
nar˚usta´, proto je nezbytne´ tato data neˇkde uchova´vat a efektivneˇ je zpracova´vat.
Souvis´ı to s 90. le´ty, kdy vzrostly vy´razneˇ schopnosti generovat, sb´ırat a uchova´vat
r˚uzna´ data. Pocˇ´ıtacˇove´ zpracova´n´ı se postaralo o obrovsky´ na´r˚ust objemu dat, ktera´ jsou
uchova´va´na v elektronicke´ podobeˇ. Soucˇasneˇ se vyskytl proble´m prˇesycen´ı prˇ´ıliˇsny´m mnozˇstv´ım
informac´ı. Dı´ky dostupnosti obrovske´ho mnozˇstv´ı dat v elektronicke´ podobeˇ se dostal do
poprˇed´ı za´jem o zpracova´n´ı dat na uzˇitecˇnou informaci a znalost.
Mezi bioinformaticka´ data mu˚zˇeme zarˇadit sekvence nukleotid˚u (DNA, RNA), sekvence
aminokyselin, informace o strukturˇe molekul, u´daje o aktiviteˇ gen˚u, u´daje o expresi pro-
tein˚u, mapy interakc´ı mezi proteiny a DNA, mapy interakce mezi proteiny navza´jem.
V pra´ci se setka´me s daty v podobeˇ sekvenc´ı aminokyselin, ktere´ tvorˇ´ı prima´rn´ı struk-
turu protein˚u. Hlavn´ım c´ılem pra´ce je shlukova´n´ı sekvenc´ı protein˚u na za´kladeˇ jejich podob-
nosti prima´rn´ı struktury (aminokyselin). Vznika´ ota´zka jak spra´vneˇ navrhnout vzda´lenostn´ı
funkci pro proteiny. Na za´kladeˇ podobnosti mezi jednotlivy´mi aminokyselinami urcˇ´ıme
vzda´lenost.
Kapitola 2 seznamuje se za´kladn´ımi pojmy z molekula´rn´ı biologie, mezi ktere´ mu˚zˇeme
zahrnout naprˇ. prima´rn´ı strukturu protein˚u, kterou prˇedstavuje sekvence aminokyselin re-
prezentova´na rˇeteˇzcem znak˚u. Kapitola 3 popisuje algoritmy pouzˇ´ıvane´ v bioinformatice
pro hodnocen´ı podobnosti protein˚u na za´kladeˇ jejich prima´rn´ı struktury pro dveˇ sekvence
protein˚u. Kapitola 4 popisuje shlukovac´ı analy´zu a shlukovac´ı metody, ktere´ se pouzˇ´ıvaj´ı
prˇi dolova´n´ı dat. Kapitola 5 se zaby´va´ na´vrhem programu pro urcˇen´ı vzda´lenosti mezi sek-
vencemi protein˚u. Vzda´lenostn´ı funkce je vstupem pro shlukova´n´ı. Kapitola 6 se zameˇrˇuje
na implementaci vzda´lenostn´ı funkce a shlukovac´ıch algoritmu˚. Kapitola 7 oveˇrˇuje imple-
mentaci vzda´lenostn´ı funkce a shlukovac´ıch algoritmu˚ nad r˚uzny´mi vzorky dat. Za´veˇrecˇna´
kapitola 8 shrnuje dosazˇene´ vy´sledky, osobn´ı prˇ´ınos a na´stin pokracˇova´n´ı vy´voje pra´ce v bu-
doucnu.
Prˇ´ıloha B popisuje parametry a pouzˇit´ı aplikace pro uzˇivatele. Prˇ´ıloha C popisuje
pouzˇite´ datove´ typy a funkce jednotlivy´ch modul˚u.
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Kapitola 2
Za´klady molekula´rn´ı biologie
V kapitole 2 se budeme zaby´vat za´kladn´ımy pojmy z oblasti molekula´rn´ı biologie. V bio-
informatice se prˇeva´zˇneˇ setka´va´me s daty, ktere´ se ty´kaj´ı DNA a protein˚u. Cˇa´st kapitoly
je veˇnova´na popisu sekvenc´ı nukleotid˚u (sekvence v DNA, RNA) a sekvenc´ı aminokyselin.
Vı´ce podrobneˇjˇs´ıch informac´ı lze naj´ıt v [5, 3, 9].
2.1 Geneticky´ materia´l
V DNA (deoxyribonukleove´ kyselineˇ) jsou zako´dova´ny geneticke´ informace. Tyto informace
umozˇnˇuj´ı organizovat nezˇive´ molekuly, tak aby vytvorˇili zˇive´ bunˇky a organismy, ktere´ jsou
schopne´ regulovat svoje vnitrˇn´ı slozˇen´ı, r˚ust a reprodukci.
DNA molekula ma´ podobu dvojite´ pravotocˇive´ sˇroubovice. Kazˇde´ vla´kno sˇroubovice
se skla´da´ z posloupnosti nukleotid˚u. V DNA se vyskytuj´ı cˇtyrˇi za´kladn´ı druhy nukleotid˚u:
guanin (G), adenin (A), thymin (T) a cytosin (C). Porˇad´ı nukleotid˚u se oznacˇuje jako
prima´rn´ı struktura DNA. Nukleotidovy´ rˇeteˇzec ma´ dva konce, ktere´ se oznacˇuj´ı 5’konec a
3’konec. Veˇtsˇina proces˚u prob´ıha´ od 5’konce ke 3’konci.
Porˇad´ı nukleotid˚u na obou vla´knech je komplementa´rn´ı. Pro kazˇdy´ vy´skyt G na jednom
vla´kneˇ, se bude vyskytovat C na komplementa´rn´ım vla´kneˇ a naopak. Pro kazˇdy´ vy´skyt
A na jednom vla´kneˇ, se na komplementa´rn´ım vla´kneˇ bude nacha´zet T a naopak. Tento
vztah mezi A a T nebo G a C je tvorˇen vod´ıkovy´mi vazbami. Molekuly adeninu a thyminu
mohou vytvorˇit jen dveˇ vod´ıkove´ vazby, naproti tomu molekuly guaninu a cytosinu vytvorˇ´ı
trˇi vod´ıkove´ vazby. Vla´kna molekuly DNA jsou antiparaleln´ı a redundantn´ı.
Souvisly´ u´sek molekuly DNA, ktera´ obsahuje deˇdicˇne´ vlastnosti se nazy´va´ gen. Soubor
vsˇech gen˚u organismu se oznacˇuje jako genom. DNA je ulozˇena´ v ja´drˇe bunˇky a je rozdeˇlena´
na neˇkolik chromozo´mu˚.
2.2 Centra´ln´ı dogma molekula´rn´ı biologie
Proces, prˇi ktere´m je informace z´ıska´na z nukleotidove´ sekvence genu a je pouzˇita k vy-
tvorˇen´ı proteinu, se oznacˇuje jako centra´ln´ı dogma molekula´rn´ı biologie. Informace ulozˇena´
v DNA je pouzˇita k vytvorˇen´ı docˇasne´ RNA (ribonukleova´ kyselina), ktera´ je da´le pouzˇita
k vy´robeˇ proteinu. Tento proces se skla´da´ ze dvou krok˚u transkripce a translace.
Proces vytva´rˇen´ı kopie genu do molekuly RNA za p˚usoben´ı enzymu RNA-polymera´za,
se nazy´va´ transkripce. Molekula RNA je jednovla´knova´, kratsˇ´ı nezˇ molekula DNA a me´neˇ
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Obra´zek 2.1: Centra´ln´ı dogma molekula´rn´ı biologie.
stabilneˇjˇs´ı nezˇ DNA. Mı´sto nukleodtidu thyminu (T) se v RNA vyskytuje nukleotid uracil
(U).
Hlavn´ı roli prˇi transkripci hraje RNA polymera´za ktera´ naseda´ na oblast tzv. promo-
toru - specificka´ oblast prˇed zacˇa´tkem genu cca 30 ba´z´ı. K transkripci docha´z´ı pouze za
prˇedpokladu, zˇe jsou v oblasti promotoru prˇ´ıtomne´ i prˇ´ıslusˇne´ regula´tory - proteiny, ktere´
rozhoduj´ı zda dojde k transkripci. Negativn´ı regula´tor zabranˇuje RNA polymera´ze spusˇteˇn´ı
transkripce. Pozitivn´ı regula´tor umozˇnˇuje RNA polymera´ze zacˇ´ıt transkripci. Veˇtsˇina gen˚u
obsahuje ukoncˇovac´ı sekvence pro transkripci tzv. termina´tory.
Translace je proces, prˇi ktere´m se prˇeva´d´ı informace ze sekvence nukleotid˚u RNA do
sekvence aminokyselin, ktera´ tvorˇ´ı protein.
Beˇhem translace se vyuzˇ´ıva´ tzv. geneticky´ ko´d. Trˇi po sobeˇ na´sleduj´ıc´ı nukleotidy RNA,
tzv. kodo´n, ko´duj´ı jednu aminokyselinu. V RNA se vyskytuj´ı cˇtyrˇi nukleotidy (A, C, G a
U), tzn. existuje 43 = 64 r˚uzny´ch kodo´n˚u. V prˇ´ırodeˇ se vyskytuje 20 aminokyselin, ktere´
mohou by´t pouzˇity k tvorbeˇ protein˚u (tab. 2.1). Jedna aminokyselina mu˚zˇe by´t ko´dova´na
neˇkolika kodo´ny. Ve skutecˇnosti pro neˇktere´ aminokyseliny existuje v´ıce ko´d˚u nezˇ pro jine´.
Geneticky´ ko´d je tedy redundantn´ı.
Neˇktere´ kodo´ny maj´ı specia´ln´ı vy´znam naprˇ. start kodo´n (AUG) a trˇi stop kodo´ny
(UAA, UAG, UGA), ktere´ oznacˇuj´ı zacˇa´tek a konec rˇeteˇzce. Sekvence znak˚u vyskytuj´ıc´ı se
mezi start a stop kodo´nem se oznacˇuje jako cˇtec´ı ra´mec (open reading frame). Trˇi kodo´ny ge-
neticke´ho ko´du jsou vyhrazene´ jako stop kodo´ny, a jeden kodo´n je vzˇdy pouzˇit jako pocˇa´tecˇn´ı
kodo´n. Kodo´n AUG je pouzˇit pro aminokyselinu methionin stejneˇ jako pro oznacˇen´ı zacˇa´tku
translace v molekule RNA (tab. 2.2).
Tabulka 2.1: Aminokyseliny, ktere´ se vyskytuj´ı v proteinech
Na´zev Oznacˇen´ı Na´zev Oznacˇen´ı
Alanin ala/A Leucin leu/L
Arginin arg/R Lysin lys/K
Asparagin asn/N Methionin met/M
Kyselina asparagova´ asp/D Fenylalanin phe/F
Cystein cys/C Prolin pro/P
Kyselina glutamova´ glu/E Serin ser/S
Glutamin gln/Q Threonin thr/T
Glycin gly/G Tryptofan trp/W
Histidin his/H Tyrozin tyr/Y
Isoleucin ile/I Valin val/V
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Tabulka 2.2: Kodo´nova´ tabulka
5’konec
Prostrˇedn´ı ba´ze
3’konec
U C A G
U
phe ser tyr cys U
phe ser tyr cys C
leu ser termination termination A
leu ser termination trp G
C
leu pro his arg U
leu pro his arg C
leu pro gln arg A
leu pro gln arg G
A
ile thr asn ser U
ile thr asn ser C
ile thr lys arg A
met, start thr lys arg G
G
val ala asp gly U
val ala asp gly C
val ala glu gly A
val ala glu gly G
2.3 Proteiny
Proteiny prˇedstavuj´ı molekula´rn´ı apara´t, ktery´ rˇ´ıd´ı a vykona´va´ te´meˇrˇ vsˇechny biologicke´
funkce. Stavebn´ı proteiny, jako kolagen, podporuj´ı a posiluj´ı kosti a pojivove´ tka´neˇ. Dalˇs´ı
proteiny zvane´ enzymy funguj´ı jako biologicke´ katalyza´tory, naprˇ. tra´v´ıc´ı enzym pepsin
podporuj´ıc´ı tra´ven´ı a metabolismus.
Aminokyseliny tvorˇ´ı za´kladn´ı stavebn´ı bloky protein˚u. Proteiny se skla´daj´ı z 20 amino-
kyselin, ktere´ maj´ı r˚uznou velikost, tvar a chemicke´ slozˇen´ı. Vsˇechny amino kyseliny maj´ı
spolecˇny´ za´klad, ktery´ tvorˇ´ı aminoskupina, α-uhl´ık a karboxylova´ skupina. Na α-uhl´ık je
nava´zany´ postrann´ı rˇeteˇzec, oznacˇovany´ znakem R. Vsˇem aminokyselina´m jsou prˇideˇleny
trˇ´ıznakove´ a jednoznakove´ ko´dy (tab. 2.1).
Postrann´ı rˇeteˇzec kazˇde´ aminokyseliny je r˚uzny´ a urcˇuje jedinecˇne´ stereochemicke´ vlast-
nosti. Podle postrann´ıho rˇeteˇzce se aminokyseliny deˇl´ı do trˇ´ı za´kladn´ıch skupin: hydrofobn´ı,
pola´rn´ı a s na´bojem (kladny´m, za´porny´m). Hydrofobn´ı aminokyseliny nemohou vytva´rˇet
vod´ıkove´ vazby s molekulami vody. Pola´rn´ı aminokyseliny jsou hydrofiln´ı, tzn. zˇe mohou
vytva´rˇet vod´ıkove´ vazby s molekulami vody.
Porˇad´ı aminokyselin v proteinu je oznacˇova´no jako prima´rn´ı struktura proteinu a prˇedurcˇuje
biologickou funkci, tak i sekunda´rn´ı a tercia´ln´ı strukturu proteinu. Schopnost aminokyse-
lin vytva´rˇet r˚uzne´ vazby s jiny´mi aminokyselinami nebo okoln´ımi molekulami ma´ vliv na
prostorovou strukturu proteinu. Fyzika´ln´ı a chemicke´ vlastnosti proteinu, jeho biologicka´
funkce a prostorovy´ tvar jsou urcˇeny posloupnost´ı aminokyselin, ktere´ protein vytva´rˇ´ı.
Prima´rn´ı struktura protein˚u se zapisuje jako rˇeteˇzec znak˚u bud’ jednoznakovy´ch nebo
trˇ´ıznakovy´ch ko´d˚u.
Rˇeteˇzec aminokyselin se nazy´va´ peptid. Delˇs´ı rˇeteˇzce se oznacˇuj´ı jako polypeptidy nebo
proteiny. Prˇi spojen´ı dvou aminokyselin docha´z´ı ke vzniku dipeptidu, tzn. dveˇ aminokyseliny
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spojene´ peptidickou vazbou. U molekul protein˚u se rozliˇsuj´ı dva r˚uzne´ konce rˇeteˇzce: N-
konec, tzn. aminokyselina s volnou aminoskupinou, a C-konec, tzn. aminokyselina s volnou
karboxylovou skupinou. Posloupnost aminokyselin v rˇeteˇzci se uva´d´ı od N-konce(amino)
smeˇrem k C-konci(karboxylovy´).
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Kapitola 3
Porovna´va´n´ı sekvenc´ı
Tato kapitola popisuje metody, ktere´ porovna´vaj´ı podobnost mezi dveˇma nebo v´ıce sekven-
cemi nukleotid˚u nebo polypeptid˚u. Struktura protein˚u je da´na sekvenc´ı aminokyselin ktere´
tvorˇ´ı protein. Porovna´va´n´ım sekvenc´ı protein˚u mu˚zˇeme stanovit prˇedpokla´danou strukturu
proteinu.
Prˇi porovna´va´n´ı biologicky´ch sekvenc´ı nejprve hleda´me takove´ zarovna´n´ı sekvenc´ı, pro
ktere´ je pocˇet pozic se shodny´mi symboly, tzn. aminokyselinami v proteinech nebo nukle-
otidy v DNA, RNA, maxima´ln´ı. Porovna´vat mu˚zˇeme dveˇ biologicke´ sekvence nebo celou
skupinu sekvenc´ı. Algoritmy, ktere´ se pouzˇ´ıvaj´ı pro hleda´n´ı optima´ln´ıho zarovna´n´ı dvou sek-
venc´ı, lze obecneˇ rozsˇ´ıˇrit pro skupinu sekvenc´ı. V praxi tento prˇ´ıstup nelze pouzˇ´ıt, protozˇe
vy´pocˇetn´ı slozˇitost algoritmu˚ pro v´ıce sekvenc´ı je prˇ´ıliˇs vysoka´. Pro hleda´n´ı optima´ln´ıho
zarovna´n´ı v´ıce sekvenc´ı se vyuzˇ´ıvaj´ı r˚uzne´ heuristiky.
Biologicke´ sekvence se nejcˇasteˇji porovna´vaj´ı z d˚uvodu hleda´n´ı sekvenc´ı, ktere´ jsou
navza´jem evolucˇneˇ bl´ızke´.
Na jednotlivy´ch pozic´ıch biologicky´ch sekvenc´ı mu˚zˇe beˇhem vy´voje docha´zet k na´sleduj´ıc´ım
zmeˇna´m:
• mutac´ım - za´meˇna jednoho symbolu za jiny´
• inserci - vlozˇen´ı jednoho nebo v´ıce symbol˚u
• deleci - odstraneˇn´ı symbolu z jedne´ nebo v´ıce pozic
Mutace se v prˇ´ırodeˇ vyskytuj´ı cˇasteˇji nezˇ inserce nebo delece. Prˇi zarovna´n´ı biologicky´ch
sekvenc´ı neˇkdy uvazˇujeme mutace a neˇkdy uvazˇujeme i inzerce a delece. Operace inserce a
delece nazy´va´me dohromady operace indel. Operac´ım inserce a delece odpov´ıda´ vkla´da´n´ı
mezer do jedne´ ze sekvenc´ı.
3.1 Bodovy´ graf
Jednou z jednodusˇsˇ´ıch metod pro vyhodnocen´ı podobnosti mezi dveˇmi sekvencemi se zob-
razen´ım se pouzˇ´ıva´ bodovy´ graf. Bodovy´ graf vytvorˇ´ıme tak, zˇe prvn´ı sekvenci, ktera´ je
porovna´va´na, vyneseme na horizonta´ln´ı osu grafu a druhou sekvenci zakresl´ıme na ver-
tika´ln´ı osu. Na prˇ´ıslusˇnou pozici pr˚usecˇ´ıku rˇa´dku a sloupce vlozˇ´ıme bod, pouze pokud jsou
oba znaky shodne´. Prˇilehle´ shodne´ oblasti zp˚usobuj´ı v grafu diagona´ln´ı u´secˇky. Zna´me
pouze orientacˇn´ı grafickou reprezentaci, ale nev´ıme jak je vy´sledna´ sekvence zarovna´na.
Nav´ıc v grafu vznika´ hodneˇ sˇumu.
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Bodovy´ graf mu˚zˇeme vylepsˇit posuvny´m oke´nkem. Velikost posuvne´ho oke´nka mu˚zˇeme
zvolit naprˇ. 7 znak˚u. Postupneˇ po jedne´ aminokyselineˇ se posouva´ ve smeˇru sloupc˚u tak ve
smeˇru rˇa´dk˚u. V oke´nku se porovna´va´ 7 znak˚u, pokud je jich alesponˇ 5 shodny´ch, vlozˇ´ı se
na zacˇa´tku oke´nka bod. Je potrˇeba vhodneˇ volit velikost posuvne´ho oke´nka a mı´ru shody.
Odstran´ı sˇum tak, zˇe si mu˚zˇeme vsˇimnout veˇtsˇ´ı podobnosti v grafu, ktera´ kv˚uli sˇumu byla
nevy´razna´. Nevy´hodou tohoto algoritmu je vysoka´ cˇasova´ slozˇitost O(n2).
Obra´zek 3.1: Uka´zka bodove´ho grafu, vlevo sekvence proteinu AZIZ2 z´ıskane´ho z mysˇi
porovna´vana´ se sebou, vpravo sekvence proteinu AZIZ2 z mysˇi porovna´vana´ s proteinem
AZIZ2 z´ıskane´ho z orangutana , velikost posuvne´ho oke´nka w = 15 (zdroj http://myhits.
isb-sib.ch/cgi-bin/dotlet).
3.2 Jednoduche´ zarovna´n´ı
Jedna´ se o porovna´n´ı spa´rovany´ch znak˚u obou sekvenc´ı. Spra´vne´ zarovna´n´ı nukleotidu nebo
aminokyseliny odra´zˇ´ı evolucˇn´ı vztah mezi dveˇma nebo v´ıce homology, tzn. sekvence ktere´
sd´ılej´ı spolecˇne´ho prˇedka.
Uvazˇujeme pouze mutace, nikoliv vlozˇen´ı/odstraneˇn´ı znaku. Prˇedpokla´da´me, zˇe kratsˇ´ı
rˇeteˇzec vznikne z delˇs´ıho vlozˇen´ım mezer, u delˇs´ıho mezery neuvazˇujeme. Proble´m je redu-
kova´n na vy´beˇr prvn´ı pozice v delˇs´ı sekvenci, od ktere´ zacˇneme obeˇ sekvence porovna´vat.
Zacˇa´tek kratsˇ´ıho rˇeteˇzce se postupneˇ posunuje vzhledem k delˇs´ımu rˇeteˇzci a pro kazˇdy´
posun se vyhodnocuje pocˇet shoduj´ıc´ıch a neshoduj´ıc´ıch se znak˚u.
Zvolme naprˇ. na´sleduj´ıc´ı dveˇ kratsˇ´ı sekvence aminokyselin MEEPQSDP a MEASDP.
Tyto dveˇ sekvence mu˚zˇeme zarovnat pouze trˇemi zp˚usoby bez vkla´da´n´ı mezer:
MEEPQSDP MEEPQSDP MEEPQSDP
MEASDP MEASDP MEASDP
Abychom mohli urcˇit, ktere´ ze trˇ´ı zarovna´n´ı je optima´ln´ı, mus´ıme rozhodnout jak ohod-
not´ıme jednotliva´ zarovna´n´ı. Ohodnocen´ı urcˇ´ıme jako sumu prˇ´ıspeˇvk˚u pro shodne´ pa´ry a
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penalizace pro r˚uzne´ pa´ry. Ohodnocen´ı zarovna´n´ı je potom da´no:
s(u, v) =
n∑
i=1
{
shoda pro ui = vi
neshoda pro ui 6= vi
kde n je de´lka delˇs´ı sekvence, u a v jsou jednotlive´ sekvence. Pro shodu mu˚zˇeme pouzˇ´ıt
ohodnocen´ı 1 a pro neshodu 0. Vy´sˇe uvedena´ zarovna´n´ı budou ohodnoceny hodnotami 2, 1
a 3.
Toto ohodnocen´ı nen´ı idea´ln´ı a nevystihuje vy´voj v prˇ´ırodeˇ. Neˇktere´ za´meˇny ovlivn´ı
vy´slednou sekvenci me´neˇ nezˇ jine´. Pouzˇ´ıvaj´ı se tzv. sko´rovac´ı matice, ktere´ obsahuj´ı ohod-
nocen´ı pro vsˇechny dvojice nukleotid˚u nebo aminokyselin.
3.3 Mezery
Pro analy´zu rea´lny´ch sekvenc´ı je nezbytne´ uvazˇovat vlozˇen´ı a odstraneˇn´ı znak˚u. Pokud
uvazˇujeme mozˇnost inserce a delece zvy´sˇ´ı se pocˇet mozˇny´ch zarovna´n´ı sekvenc´ı. V prˇedchoz´ım
prˇ´ıkladeˇ se zvy´sˇ´ı pocˇet mozˇny´ch zarovna´n´ı na 28, kdyzˇ do kratsˇ´ı sekvence vkla´da´me mezery.
Pouze 5 z 28 mozˇny´ch zarovna´n´ı s mezerou:
MEEPQSDP MEEPQSDP MEEPQSDP MEEPQSDP MEEPQSDP
MEA-SD-P M--EASDP M-EA-SDP M-E-ASDP ME--ASDP
Do ohodnocen´ı zarovna´n´ı zahrnujeme penalizaci za vlozˇen´ı mezery. Ohodnocen´ı s me-
zerou mu˚zˇe by´t vypocˇ´ıta´no na´sledovneˇ:
s(u, v) =
n∑
i=1

mezera pro ui = − nebo vi = −
shoda pro ui = vi
neshoda pro ui 6= vi
Pokud zvol´ıme ohodnocen´ı jako v prˇedchoz´ım prˇ´ıkladeˇ, a vlozˇen´ı mezery ohodnot´ıme
hodnotou -1 dostaneme vy´sledne´ ohodnocen´ı 1, 2, 3, 3 a 3 (zleva do prava). Je beˇzˇne´, zˇe
dveˇ a v´ıce zarovna´n´ı obsahuj´ı stejne´ ohodnocen´ı.
Z pohledu evoluce je vsˇak potrˇeba rozliˇsovat mezi r˚uzny´mi typy mezer. Je mnohem
pravdeˇpodobneˇjˇs´ı vznik mensˇ´ıho pocˇtu delˇs´ıch mezer, nezˇ vznik veˇtsˇ´ıho pocˇtu kra´tky´ch
mezer. Ze trˇ´ı zarovna´n´ı sekvenc´ı se stejny´m ohodnocen´ım vybereme nejpravdeˇpodobneˇjˇs´ı
zarovna´n´ı:
MEEPQSDP
ME--ASDP
Penalizaci za mezery mu˚zˇeme rozdeˇlit na dveˇ cˇa´sti: ρ za zapocˇet´ı mezery a σ za rozsˇ´ıˇren´ı
mezery. Vy´pocˇet pro mezeru de´lky m vypocˇteme vzorcem (ρ+ (σ ×m)). Upravena´ funkce
pro vy´pocˇet sko´re:
s(u, v) =
n∑
i=1

1 shoda
0 neshoda
−1 pokracˇuj´ıc´ı mezera
−2 pocˇa´tecˇn´ı mezera
Pro trˇi vy´sˇe uvedena´ stejneˇ ohodnocena´ zarovna´n´ı dostaneme ohodnocen´ı -1, -1 a 1.
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3.4 Sko´rovac´ı matice
Zaby´vali jsme se rozliˇsova´n´ım r˚uzny´ch typ˚u mezer, ale ve skutecˇnosti je potrˇeba rozliˇsovat
i za´meˇny mezi r˚uzny´mi znaky. U aminokyselin maj´ı zmeˇny mezi hydrofobn´ımi aminokyse-
linami daleko mensˇ´ı d˚usledky na zmeˇnu funkce nezˇ zmeˇny z hydrofobn´ı na aminokyselinu
s na´bojem.
Prˇi sestavova´n´ı sko´rovac´ı matice pro aminokyseliny je nezbytne´ uvazˇovat podobnost v je-
jich chemicke´ strukturˇe(hydrofobii, na´boj, elektronegativitu, velikost). Je pravdeˇpodobneˇjˇs´ı
zmeˇna mezi dveˇma aminokyselinami s podobnou chemickou strukturou, nezˇ zmeˇnou mezi
dveˇmi aminokyselinami s rozd´ılnou strukturou.
Velmi cˇasto se pouzˇ´ıva´ prˇ´ıstup, kdy se hodnoty v matic´ıch urcˇ´ı experimenta´lneˇ na
za´kladeˇ rychlosti substituce mezi sekvencemi, u ktery´ch je zna´m smeˇr vy´voje.
PAM(Point Acepted Mutation) matice jsou sestaveny a normalizova´ny tak, zˇe jejich
vyna´soben´ım z´ıska´me matice pro r˚uzneˇ odliˇsne´ sekvence. Matice PAM-1 se pouzˇ´ıva´ pro
velmi bl´ızke´ sekvence, PAM-1000 je vhodna´ pro velmi vzda´lene´ sekvence, v praxi se vetsˇinou
vol´ı PAM-250 jako zabeˇhnuty´ kompromis.
Podobneˇ jsou konstruova´ny matice BLOSUM-XX, kde XX znacˇ´ı procentua´ln´ı mı´ru po-
dobnosti sekvenc´ı. Matice BLOSUM-62 se pouzˇ´ıva´ pro 62% podobne´ sekvence, BLOSUM-80
je vhodna´ pro sekvence podobne´ si kolem 80%.
3.5 Needleman-Wunsch algoritmus
Pro porovna´n´ı dvou sekvenc´ı mu˚zˇeme pouzˇ´ıt prˇ´ıstup dynamicke´ho programova´n´ı, ktery´
spocˇ´ıva´ v rozdeˇlen´ı proble´mu na podproble´my. Needleman a Wunsch byli prvn´ı, kterˇ´ı apli-
kovali tento prˇ´ıstup na porovna´va´n´ı sekvenc´ı. V roce 1970 publikovali sv˚uj prˇ´ıstup v cˇasopise
Journal of Molecular Biology [6].
Existuj´ı trˇi mozˇnosti, jak mu˚zˇe vypadat zarovna´n´ı prvn´ı pozice:
1. vlozˇ´ıme mezeru do prvn´ı sekvence a porovna´me ji se znakem z druhe´ sekvence
2. vlozˇ´ıme mezeru do druhe´ sekvence a porovna´me ji se znakem z prvn´ı sekvence
3. nevlozˇ´ıme zˇa´dnou mezeru a porovna´me znaky z obou sekvenc´ı
Vsˇechny ohodnot´ıme pomoc´ı sko´re s. Jestlizˇe zna´me sko´re pro zarovna´n´ı zby´vaj´ıc´ıch
cˇa´st´ı sekvenc´ı S, mu˚zˇeme snadno urcˇit sko´re cele´ho zarovna´n´ı secˇten´ım obou hodnot s+S.
Pro optima´ln´ı zarovna´n´ı bude celkove´ ohodnocen´ı maxima´ln´ı.
Needleman-Wunsch algoritmus pro porovna´n´ı dvou sekvenc´ı pouzˇ´ıva´ tabulku cˇa´stecˇne´ho
hodnocen´ı (3.1). Za´hlav´ı rˇa´dk˚u a sloupc˚u jsou oznacˇena posloupnost´ı znak˚u z porovna´vany´ch
sekvenc´ı. Cesta z leve´ho horn´ıho rohu do prave´ho doln´ıho rohu tabulky odpov´ıda´ jednomu
mozˇne´mu zarovna´n´ı. Horizonta´ln´ı pohyb v tabulce znamena´ vlozˇen´ı mezery do sekvence na
vertika´ln´ı ose. Vertika´ln´ı pohyb znamena´ vlozˇen´ı mezery do sekvence na horizonta´ln´ı ose.
Pozice(1,1) v tabulce je inicializova´na hodnotou 0 a prvn´ı rˇa´dek a sloupec obsahuj´ı hodnoty
odpov´ıdaj´ıc´ı opakovane´mu vkla´da´n´ı mezer.
V prvn´ım kroku se urcˇ´ı hodnota pozice(2,2). Pozice reprezentuje prvn´ı sloupec vy´sledne´ho
zarovna´n´ı. Existuj´ı trˇi mozˇnosti, jak mu˚zˇe by´t vlozˇena hodnota. Na danou pozici mu˚zˇeme
doplnit tyto hodnoty:
1. Vezmeme hodnotu z leve´ pozice(2,1) a prˇida´me postih za vlozˇen´ı mezery, reprezentuj´ıc´ı
mezeru ve vertika´ln´ı ose.
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Tabulka 3.1: Tabulka cˇa´stecˇne´ho hodnocen´ı (vyplnˇova´n´ı)
M E A S D P
0 -1 -2 -3 -4 -5 -6
M -1 1
E -2
E -3
Q -4
S -5
D -6
P -7
M E A S D P
0 -1 -2 -3 -4 -5 -6
M -1 1 0 -1 -2 -3 -4
E -2 0 2 1 0 -1 -2
E -3 -1 1 2 1 0 -1
Q -4 -2 0 1 2 1 0
S -5 -3 -1 0 2 2 1
D -6 -4 -2 -1 1 3 2
P -7 -5 -3 -2 0 2 4
2. Vezmeme hodnotu z horn´ı pozice(1,2) a prˇida´me postih za vlozˇen´ı mezery, reprezen-
tuj´ıc´ı mezeru v horizonta´ln´ı ose.
3. Vezmeme hodnotu z diagona´ly vlevo nahorˇe(1,1) a prˇida´me ohodnocen´ı symbol˚u ami-
nokyselin na osa´ch, reprezentuj´ıc´ı zarovna´n´ı aminokyselin.
Dopln´ıme do tabulky hodnotou, ktera´ poskytuje nejveˇtsˇ´ı zisk. Mu˚zˇeme pokracˇovat vy-
plneˇn´ım zbytku rˇa´dku a postupneˇ vypln´ıme celou tabulku. Pravy´ doln´ı roh tabulky bude
obsahovat hodnotu optima´ln´ıho zarovna´n´ı. V tabulce nalezneme cestu z leve´ho horn´ıho rohu
do prave´ho doln´ıho rohu, ktera´ vede k hodnoteˇ v prave´m doln´ım rohu. Zpeˇtneˇ procha´z´ıme
tabulkou od prave´ho spodn´ıho rohu. Hleda´me pozici, ktera´ obsahuje hodnotu z n´ızˇ byla od-
vozena hodnota pro pravy´ doln´ı roh (3.2). Hleda´n´ı cesty pokracˇuje stejny´m zp˚usobem z te´to
pozice. Mu˚zˇeme pro neˇktere´ sekvence nale´zt v´ıce zarovna´n´ı, ktera´ jsou stejneˇ ohodnocena.
Pro uvedene´ sekvence existuj´ı trˇi vy´sledna´ zarovna´n´ı (3.3).
3.6 Semigloba´ln´ı zarovna´n´ı
Prˇedchoz´ı prˇ´ıpad popisoval globa´ln´ı zarovna´va´n´ı. Porovna´val dveˇ sekvence jako celek, kdy
jaky´koliv vy´skyt mezery byl penalizova´n. V rea´lny´ch prˇ´ıpadech potrˇebujeme vyhledat vy´skyt
kra´tke´ sekvence uvnitrˇ dlouhe´ sekvence nebo dokonce cele´ho genomu.
Potenciona´lneˇ dlouhe´ mezery na zacˇa´tku a na konci kratsˇ´ıho rˇeteˇzce nechceme penali-
zovat. Tento prˇ´ıstup je oznacˇova´n jako semigloba´ln´ı zarovna´n´ı.
Mu˚zˇeme upravit algoritmus tak, aby vyhovoval pozˇadavk˚um pro semigloba´ln´ı zarovna´n´ı.
U´pravu provedeme inicializova´n´ım prvn´ıho rˇa´dku a prvn´ıho sloupce tabulky na 0, tzn. zˇe
povolujeme prˇida´va´n´ı mezer na zacˇa´tku sekvence bez postihu, a neprˇicˇ´ıta´me postihy za
vkla´da´n´ı mezer v posledn´ım rˇa´dku a v posledn´ım sloupci.
Zvolme si dveˇ sekvence aminokyselin MKFLVLLFNILC a VLLF. Zarovnejme je pomoc´ı
semigloba´ln´ıho zarovna´n´ı (3.4). Vy´sledne´ semigloba´ln´ı zarovna´n´ı je 4.
3.7 Smith-Waterman algoritmus
S malou u´pravou, dynamicke´ programovac´ı metody, dosa´hneme toho, zˇe mu˚zˇeme rozpoznat
shodne´ podsekvence pokud ignorujeme neshody a mezery prˇed a za porovna´vanou oblast´ı.
Vy´sledny´ algoritmus byl poprve´ prˇedstaven Smithem a Watermanem v roce 1981 [8].
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Tabulka 3.2: V tabulce cˇa´stecˇne´ho sko´re je vyznacˇena cesta z doln´ıho prave´ho rohu do
horn´ıho leve´ho rohu. Kazˇda´ cesta reprezentuje jednu ze trˇ´ı stejneˇ optima´ln´ıch zarovna´n´ı.
(a) 5× ↖, 1× ↑, 1× ↖
M E A S D P
0 -1 -2 -3 -4 -5 -6
M -1 1 0 -1 -2 -3 -4
E -2 0 2 1 0 -1 -2
E -3 -1 1 2 1 0 -1
Q -4 -2 0 1 2 1 0
S -5 -3 -1 0 2 2 1
D -6 -4 -2 -1 1 3 2
P -7 -5 -3 -2 0 2 4
(b) 4× ↖, 1× ↑, 2× ↖
M E A S D P
0 -1 -2 -3 -4 -5 -6
M -1 1 0 -1 -2 -3 -4
E -2 0 2 1 0 -1 -2
E -3 -1 1 2 1 0 -1
Q -4 -2 0 1 2 1 0
S -5 -3 -1 0 2 2 1
D -6 -4 -2 -1 1 3 2
P -7 -5 -3 -2 0 2 4
(c) 3× ↖, 1× ↑, 3× ↖
M E A S D P
0 -1 -2 -3 -4 -5 -6
M -1 1 0 -1 -2 -3 -4
E -2 0 2 1 0 -1 -2
E -3 -1 1 2 1 0 -1
Q -4 -2 0 1 2 1 0
S -5 -3 -1 0 2 2 1
D -6 -4 -2 -1 1 3 2
P -7 -5 -3 -2 0 2 4
Algoritmus uprav´ıme na´sledovneˇ prvn´ı rˇa´dek a sloupec jsou inicializova´ny na nuly. Ne-
shoda je penalizova´na naprˇ. -1, aby prˇi neshodeˇ ohodnocen´ı klesalo. Pokud je v neˇktere´m
mı´steˇ ohodnocen´ı mensˇ´ı nezˇ nula, pak nastav hodnotu mı´sta na nulu. Kdyzˇ je tabulka
cˇa´stecˇne´ho sko´re vyplneˇna´, najdeme maxima´ln´ı vy´skyty zarovna´n´ı. Zpeˇtneˇ procha´z´ıme ta-
bulkou dokud se nedostaneme na pozici, kde se nacha´z´ı hodnota 0. Vy´sledek loka´ln´ıho
zarovna´n´ı reprezentuje nejlepsˇ´ı nalezenou podsekvenci v porovna´vany´ch sekvenc´ıch. Nale-
zeny´ch podsekvenc´ıch mu˚zˇe by´t neˇkolik.
Algoritmus. Meˇjme dveˇ sekvence A = a1a2 . . . an a B = b1b2 . . . bm. Podobnost s(a, b) je
da´na mezi sekvencemi prvk˚u a a b. Vymaza´n´ı de´lky k je da´no va´hou Wk. Pro nalezen´ı dvojic
segmentu s nejveˇtsˇ´ı podobnost´ı, nastav´ıme matici H. Pocˇa´tecˇn´ı nastaven´ı Hk0 = H0l = 0
pro 0 ≤ k ≤ n a 0 ≤ l ≤ m. Prˇedbeˇzˇna´ hodnota matice H vyjadrˇuje, zˇe Hij je maxima´ln´ı
podobnost koncˇ´ıc´ı na pozici ai a bj . Tato hodnota se z´ıska´ na´sledovneˇ:
Hi,j = max

Hi−1,j−1 + s(ai, bj) porovna´n´ı
Hi−k,j −Wk vlozˇen´ı
Hi,j−l −Wl odstraneˇn´ı
0 konstanta
s(ai, bj) =
{
1 shoda
−1 neshoda
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Tabulka 3.3: Vy´sledna´ globa´ln´ı zarovna´n´ı
a)
↖ ↑ ↖ ↖ ↖ ↖ ↖
M E E Q S D P
M - E A S D P
b)
↖ ↖ ↑ ↖ ↖ ↖ ↖
M E E Q S D P
M E - A S D P
c)
↖ ↖ ↖ ↑ ↖ ↖ ↖
M E E Q S D P
M E A - S D P
Tabulka 3.4: Semigloba´ln´ı zarovna´n´ı
M K F L V L L F N I L C
0 0 0 0 0 0 0 0 0 0 0 0 0
V 0 0 0 0 0 1 0 0 0 0 0 0 0
L 0 0 0 0 1 0 2 1 0 0 0 1 0
L 0 0 0 0 1 1 1 3 2 1 0 1 1
F 0 0 0 1 1 1 1 2 4 4 4 4 4
Hledejme loka´ln´ı zarovna´n´ı rˇeteˇzce aminokyselin MLITVVS v rˇeteˇzci MAKITVVN-
NQDE. Vy´sledna´ tabulka loka´ln´ıho zarovna´n´ı bude vypadat 3.5. Vy´sledne´ loka´ln´ı zarovna´n´ı
je 4.
Tabulka 3.5: Loka´ln´ı zarovna´n´ı
M A K I T V V N N Q D E
0 0 0 0 0 0 0 0 0 0 0 0 0
M 0 1 0 0 0 0 0 0 0 0 0 0 0
L 0 0 0 0 0 0 0 0 0 0 0 0 0
I 0 0 0 0 1 0 0 0 0 0 0 0 0
T 0 0 0 0 0 2 1 0 0 0 0 0 0
V 0 0 0 0 0 1 3 2 1 0 0 0 0
V 0 0 0 0 0 0 2 4 3 2 1 0 0
S 0 0 0 0 0 0 1 3 3 2 1 0 0
3.8 Shrnut´ı
Prˇi porovna´va´n´ı biologicky´ch sekvenc´ı je nutne´ bra´t v u´vahu chyby v podobeˇ vlozˇen´ı, od-
straneˇn´ı nebo za´meˇny znaku. Kvalita vy´sledne´ho zarovna´n´ı za´vis´ı z velke´ cˇa´sti na vy-
brane´ sko´rovac´ı funkci. Optima´ln´ı vy´pocˇet nab´ız´ı algoritmy Needleman-Wunsch(globa´ln´ı
zarovna´n´ı) a Smith-Waterman(loka´ln´ı zarovna´n´ı). Algoritmy Needleman-Wunsch a Smith-
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Waterman maj´ı kvadratickou cˇasovou slozˇitost O(n2). Jsou vhodne´ pouze pro detailn´ı
analy´zu vybrany´ch kandida´tn´ıch rˇesˇen´ı. Nejsou pouzˇitelne´ pro prohleda´va´n´ı rozsa´hly´ch da-
taba´z´ı, zde prˇicha´z´ı v u´vahu pouzˇit´ı heuristik.
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Kapitola 4
Shlukovac´ı analy´za
Shlukova´n´ı neboli shlukova´ analy´za (clustering, cluster analysis) je proces rozdeˇlova´n´ı ob-
jekt˚u do skupin (shluk˚u) tak, aby objekty v kazˇde´m shluku sd´ılely spolecˇne´ vlastnosti, a byly
si co mozˇna´ nejv´ıce podobne´, a naopak, aby si objekty v r˚uzny´ch shluc´ıch byly maxima´lneˇ
nepodobne´. U podobnosti objekt˚u se cˇasto vyuzˇ´ıvaj´ı vzda´lenostn´ı funkce. Existuje mnoho
prakticky pouzˇ´ıvany´ch algoritmu˚ pro shlukova´n´ı, neˇktere´ si da´le pop´ıˇseme. Podrobneˇjˇs´ı
informace lze nale´zt v [4, 9, 2].
4.1 Typy dat
Prˇi shlukova´n´ı se nejcˇasteˇji setka´me s na´sleduj´ıc´ımi dveˇma datovy´mi strukturami.
• Datova´ matice reprezentuje n objekt˚u pomoc´ı p promeˇnny´ch. Tato struktura je
zna´zorneˇna relacˇn´ı tabulkou, nebo matic´ı n× p.
A =

a11 a12 . . . a1p
a21 a22 . . . a2p
...
...
. . .
...
an1 an2 . . . anp

• Podobnostn´ı matice obsahuje vzda´lenosti pro vsˇechny dvojice objekt˚u, reprezentuje
se jako tabulka n× n.
B =

0
d(2, 1) 0
d(3, 1) d(3, 2) 0
...
...
...
. . .
d(n, 1) d(n, 2) . . . d(n, n− 1) 0

Funkce d(i, j) je funkce vzda´lenosti mezi objekty i a j. Vzda´lenostn´ı funkce mus´ı
splnˇovat tyto pozˇadavky:
– d(i, j) ≥ 0
– d(i, i) = 0
– d(i, j) = d(j, i)
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– d(i, j) ≤ d(i, h) + d(h, j)
Nejbeˇzˇneˇjˇs´ı pouzˇ´ıvana´ vzda´lenostn´ı funkce je Euklidovska´ vzda´lenost, ktera´ ma´ tvar:
d(i, j) =
√
|xi1 − xj1|2 + |xi2 − xj2|2 + . . .+ |xin − xjn|2,
kde i = (xi1, xi2 . . . xin) a j = (xj1, xj2 . . . xjn).
Minkowske´ho vzda´lenost je zobecneˇn´ım Euklidovske´ vzda´lenosti a je definova´na na´sledovneˇ:
d(i, j) = (|xi1 − xj1|p + |xi2 − xj2|p + . . .+ |xin − xjn|p)1/p,
kde p je pozitivn´ı cele´ cˇ´ıslo.
4.1.1 Nomina´ln´ı promeˇnne´
V prima´rn´ı strukturˇe protein˚u se setka´me s aminokyselinami, ktere´ mu˚zˇeme charakterizovat
jako nomina´ln´ı promeˇnne´. Nomina´ln´ı promeˇnne´ mohou naby´vat v´ıce hodnot, ale hodnoty
jsou prˇedem definova´ny (na´zvy aminokyselin) a jejich pocˇet je omezen (celkem 20).
Vzda´lenost dvou aminokyselin, mu˚zˇeme urcˇit podle jednoduche´ho koeficientu shody:
d(i, j) =
p−m
p
,
kde m je pocˇet shod a p je celkovy´ pocˇet promeˇnny´ch. Koeficient mu˚zˇeme prˇizp˚usobit
prˇiˇrazen´ım vah podle vy´znamu jednotlivy´m promeˇnny´m.
4.2 Rozdeˇlen´ı shlukovac´ıch metod
Nen´ı jednoduche´ rozdeˇlit shlukovac´ı metody do skupin, protozˇe neˇktere´ mohou vyuzˇ´ıvat
v´ıce prˇ´ıstup˚u. Hlavn´ı shlukovac´ı metody mu˚zˇeme rozdeˇlit do na´sleduj´ıc´ıch skupin.
4.2.1 Metody zalozˇene´ na rozdeˇlova´n´ı
Dostanou na zacˇa´tku shlukova´n´ı mnozˇinu o n objektech, kterou postupneˇ rozdeˇluj´ı do k
trˇ´ıd, kde kazˇda´ trˇ´ıda reprezentuje shluk a k ≤ n. Kazˇda´ trˇ´ıda mus´ı obsahovat alesponˇ jeden
objekt a kazˇdy´ objekt mus´ı na´lezˇet do jedne´ trˇ´ıdy.
Podle parametru k se provede pocˇa´tecˇn´ı rozdeˇlen´ı do trˇ´ıd. Postupny´m iterova´n´ım me-
tody se zprˇesnˇuje rozdeˇlen´ı do trˇ´ıd, objekty se prˇesouvaj´ı z jedne´ trˇ´ıdy do jine´. Podobnost
prvk˚u uvnitrˇ jedne´ trˇ´ıdy je maxima´ln´ı a podobnost prvk˚u z r˚uzny´ch trˇ´ıd minima´ln´ı.
Mezi rozdeˇluj´ıc´ı metody mu˚zˇeme zarˇadit k-means algoritmus, ktery´ je reprezentova´n
pr˚umeˇrnou hodnotou shluku, a k-medoids algoritmus, ktery´ je zalozˇen na reprezentuj´ıc´ım
objektu, ktery´ se nacha´z´ı pobl´ızˇ strˇedu shluku.
Dobrˇe naleznou shluky kulovite´ho tvaru. Nevy´hodou je zada´va´n´ı pocˇtu trˇ´ıd do ktery´ch
chceme objekty rozdeˇlit.
4.2.2 Hierarchicke´ metody
Vytva´rˇej´ı hierarchicky´ rozklad dane´ mnozˇiny objekt˚u, vznika´ strom shluk˚u. Rozliˇsujeme
shlukuj´ıc´ı a rozdeˇluj´ıc´ı hierarchicke´ metody. Shlukuj´ıc´ı prˇ´ıstup nejprve umı´stn´ı objekty do
jednoobjektovy´ch trˇ´ıd. Slucˇuje postupneˇ objekty nebo trˇ´ıdy objekt˚u, ktere´ jsou si nejbl´ızˇe
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do nove´ trˇ´ıdy, dokud nezbude jen jedna trˇ´ıda nebo nen´ı splneˇna ukoncˇuj´ıc´ı podmı´nka.
Rozdeˇluj´ıc´ı prˇ´ıstup zacˇ´ına´ se vsˇemi objekty v jednom shluku, a postupneˇ rozdeˇluje na
mensˇ´ı shluky dokud nen´ı kazˇdy´ objekt v samostatne´m shluku, nebo nen´ı splneˇna ukoncˇuj´ıc´ı
podmı´nka.
Nevy´hodou je, zˇe pokud trˇ´ıdy sloucˇ´ıme nebo rozdeˇl´ıme, nen´ı mozˇne´ trˇ´ıdy znovu rozdeˇlit
nebo spojit. Hierarchicke´ metody nemus´ı by´t dostatecˇneˇ prˇesne´. Vy´pocˇetn´ı slozˇitost je mensˇ´ı
nezˇ u metod zalozˇeny´ch na rozdeˇlova´n´ı.
4.2.3 Metody zalozˇene´ na hustoteˇ
Metody zalozˇene´ na hustoteˇ povazˇuj´ı za shluky oblasti s velkou hustotou objekt˚u v pro-
storu dat, ktere´ jsou do sebe oddeˇlene´ oblastmi s malou hustotou vyskytuj´ıc´ıch se objekt˚u.
Objekty, ktere´ se vyskytuj´ı v oblastech s malou hustotou, se povazˇuj´ı za sˇum. Shluk roste
dokud se v jeho dosahu vykytuje dostatecˇny´ pocˇet hodnot tzv. pra´h. Tyto metody umozˇnˇuj´ı
nacha´zet shluky r˚uzny´ch tvar˚u a vyporˇa´daj´ı se s vy´skytem sˇumu a odlehly´ch hodnot.
Nevy´hodou teˇchto metod je zvolen´ı spra´vne´ hodnoty velikost okol´ı a prahu. Do te´to
kategorie mu˚zˇeme zarˇadit metody DBSCAN a DENCLUE.
4.2.4 Metody zalozˇene´ na mrˇ´ızˇce
Metody zalozˇene´ na mrˇ´ızˇce vyuzˇ´ıvaj´ı v´ıceu´rovnˇovou mrˇ´ızˇkovou strukturu. Prostor objekt˚u
rozdeˇluj´ı na konecˇny´ pocˇet buneˇk, ktere´ tvorˇ´ı mrˇ´ızˇku. Vsˇechny shlukovac´ı operace prob´ıhaj´ı
nad mrˇ´ızˇkou. Hlavn´ı vy´hodou teˇchto metod je rychle´ zpracova´n´ı, ktery´ je neza´visly´ na pocˇtu
vstupn´ıch objekt˚u a za´vis´ı jen na pocˇtu buneˇk mrˇ´ızˇkove´ struktury.
Metoda STING je prˇ´ıkladem metody zalozˇene´ na mrˇ´ızˇce. WaveCluster aplikuje vlnkovou
transformaci na shlukovou analy´zu a je zalozˇena na principech hustoty a mrˇ´ızˇky.
4.2.5 Metody zalozˇene´ na modelech
Metody zalozˇene´ na modelech se snazˇ´ı optimalizovat shodu mezi datovou mnozˇinou a vy-
brany´m matematicky´m modelem. Snazˇ´ı se nale´zt shluky, ktere´ by co nejv´ıce odpov´ıdali
zvolene´mu modelu. Berou v u´vahu sˇum a odlehle´ hodnoty.
EM algoritmus prova´d´ı analy´zu ocˇeka´vane´ho maxima zalozˇenou na statisticke´m mo-
delova´n´ı, COBWEB metoda konceptua´ln´ıho shlukova´n´ı vyuzˇ´ıva´ klasifikacˇn´ı strom, SOM,
model neuronovy´ch s´ıt´ı, shlukuje vysoce dimenziona´ln´ı data do 2D nebo 3D struktury, hod´ı
se pro vizualizaci dat.
4.2.6 Metody pro vysoce-dimenziona´ln´ı data
Veˇtsˇina shlukovac´ıch metod byla navrzˇena pro shlukova´n´ı dat s maly´m pocˇtem dimenz´ı
a poty´kaj´ı se s rˇadou proble´mu˚ prˇi shlukova´n´ı vysoce dimenziona´ln´ıch dat. Jak se pocˇet
dimenz´ı zvysˇuje data se v´ıce rozpty´l´ı a data, ktera´ se nacha´zej´ı v r˚uzny´ch dimenz´ıch mohou
by´t povazˇova´na za stejneˇ vzda´lena´.
CLIQUE a PROCLUS jsou metody transformace rys˚u, ktere´ hledaj´ı shluky v mensˇ´ım
podprostoru dat. pCluster shlukuje na za´kladeˇ cˇasto se vyskytuj´ıc´ıho vzoru vybrany´ch
atribut˚u.
18
4.3 Shlukovac´ı metody
4.3.1 K-means
K-means je jeden z nejjednodusˇsˇ´ıch shlukovac´ıch algoritmu˚. Vstupem je mnozˇina objekt˚u,
ktere´ chceme shlukovat. Na zacˇa´tku mus´ıme stanovit pocˇet shluk˚u k. Algoritmus lze popsat
na´sledovneˇ:
1. Na´hodneˇ zvol´ıme strˇedy shluk˚u, pro kazˇdy´ shluk jeden. Rozmı´steˇn´ı ovlivnˇuje vy´sledek.
Strˇedy je doporucˇeno volit daleko od sebe.
2. Prˇiˇrad´ıme kazˇdy´ objekt ze vstupn´ı mnozˇiny ke shluku, jehozˇ strˇed je nejblizˇsˇ´ı, podle
vzda´lenostn´ı funkce.
3. Prˇepocˇ´ıta´me strˇedy shluk˚u jako teˇzˇiˇsteˇ prvk˚u shluku.
4. Dokud se pohybuj´ı strˇedy shluk˚u, pokracˇujeme bodem 2.
Uvedeny´ algoritmus ma´ rˇadu nevy´hod. Mus´ıme prˇedem zadat pocˇet pozˇadovany´ch
shluk˚u. Algoritmus nemus´ı naj´ıt optima´ln´ı vy´sledek, ale mu˚zˇe uva´znout v loka´ln´ım extre´mu.
Obt´ızˇna´ je te´zˇ pocˇa´tecˇn´ı volba strˇed˚u shluk˚u.
4.3.2 Aglomerative Nesting
Metoda AGNES patrˇ´ı mezi hierarchicke´ metody, ktere´ vytva´rˇej´ı rozklad dane´ mnozˇiny
objekt˚u, vznika´ prˇitom strom shluk˚u. Tato metoda shlukuje zdola nahoru. Metodu mu˚zˇeme
popsat na´sledovneˇ:
1. Vypocˇ´ıtej matice podobnosti objekt˚u. Pocˇa´tecˇn´ı rozklad je tvorˇen jednoobjektovy´mi
shluky.
2. Nalezni nejmensˇ´ı vzda´lenost shluk˚u v aktua´ln´ı u´rovni hierarchie. Pokud jich je v´ıce,
udeˇlej na´hodny´ vy´beˇr.
3. Spoj nejblizˇsˇ´ı shluky do nove´ho shluku ve vysˇsˇ´ı u´rovni hierarchie, ostatn´ı shluky se
nemeˇn´ı.
4. Vypocˇti charakteristiky shluk˚u v aktua´ln´ı hladineˇ rozkladu.
5. Pokud existuje v´ıce nezˇ jeden shluk nebo se nedosa´hlo pocˇtu shluk˚u zadany´ch uzˇivatelem
pokracˇuj bodem 2.
Vzda´lenost mezi shluky mu˚zˇeme vyja´drˇit pomoc´ı pr˚umeˇrne´ vzda´lenosti:
d(Ci, Cj) =
1
|Ci||Cj |
∑
p∈Ci,r∈Cj
|p− r|,
kde |p− r| je vzda´lenost mezi objekty p a r, a |Ci| je pocˇet objekt˚u trˇ´ıdy Ci.
Za´kladn´ı nevy´hodou je, zˇe pokud neˇktere´ trˇ´ıdy sloucˇ´ıme, nen´ı uzˇ mozˇne´ nikdy tyto trˇ´ıdy
znovu rozdeˇlit. Vy´pocˇetn´ı slozˇitost je mensˇ´ı nezˇ u K-means. Mu˚zˇeme specifikovat pocˇet trˇ´ıd,
do nichzˇ chceme objekty rozdeˇlit. Dalˇs´ı nevy´hodou je, zˇe nen´ı prˇ´ıliˇs sˇka´lovatelna´.
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4.3.3 Density-based clustering
DENCLUE je metoda zalozˇena´ na vyuzˇit´ı distribucˇn´ıch funkc´ı hustoty. Je postavena´ na
na´sleduj´ıc´ıch mysˇlenka´ch:
1. Vliv kazˇde´ho objektu mu˚zˇeme forma´lneˇ modelovat pomoc´ı matematicke´ funkce, ktera´
zachycuje vliv objektu v jeho okol´ı.
2. Celkovou funkci hustoty datove´ho prostoru mu˚zˇeme modelovat analyticky jako soucˇet
jednotlivy´ch funkc´ı vlivu vsˇech bod˚u(objekt˚u) v prostoru dat.
3. Shluky potom jsou matematicky urcˇeny mı´sty v prostoru, kde se nacha´zej´ı loka´ln´ı
maxima celkove´ funkce hustoty.
Jako funkci vlivu mu˚zˇeme zvolit libovolnou funkci vlivu, ktera´ je odvozena od vzda´lenosti
mezi dveˇma objekty naprˇ. Euklidovska´ vzda´lenost. Z n´ı odvod´ıme obde´ln´ıkovou funkci
vlivu:
fSquare(x, y) =
{
0 pro d(x, y) > σ
1 pro d(x, y) ≤ σ
nebo Gaussovou funkc´ı vlivu:
fGauss(x, y) = e
− d(x,y)2
2σ2
Celkova´ funkce hustoty v bodeˇ x v prostoru je soucˇtem funkc´ı vlivu v bodeˇ x. Jedna´ se
o sumu funkc´ı vlivu vsˇech ostatn´ıch bod˚u na bod x. Pouzˇijeme-li obde´ln´ıkovou funkci vlivu
a do vzda´lenosti σ od bodu x se bude nacha´zet n objekt˚u, potom celkova´ funkce hustoty
v bodeˇ x bude mı´t hodnotu n. Mı´sta, kde funkce celkove´ hustoty dosahuje loka´ln´ıch maxim,
prˇedstavuj´ı centra nalezeny´ch shluk˚u.
Vy´hoda je, zˇe metoda je postavena na matematicke´m za´kladeˇ. Umozˇnˇuje matematicky
popsat shluky libovolne´ho tvaru i pro vysoce-dimenziona´ln´ı data. Porad´ı si i s mnozˇinami,
ktere´ obsahuj´ı velke´ mnozˇstv´ı sˇumu. Nevy´hodou z˚usta´va´ nastaven´ı parametru σ.
4.3.4 WaveCluster
Metoda WaveCluster popsana´ v [7] vyuzˇ´ıva´ vlnkove´ transformace, ktera´ transformuje p˚uvodn´ı
prostor dat. Vsˇechny operace shlukova´n´ı prob´ıhaj´ı nad mrˇ´ızˇkovou strukturou. Hlavn´ı kroky
algoritmu jsou popsa´ny na´sledovneˇ:
1. Rozdeˇl´ı datovy´ prostor pomoc´ı mrˇ´ızˇky a prˇiˇrad´ı objekty do buneˇk rozdeˇlene´ho pro-
storu.
2. Aplikuj vlnkovou transformaci na rozdeˇleny´ prostor mrˇ´ızˇky.
3. Najdi prˇipojene´ komponenty v d´ılcˇ´ıch pa´smech po transformaci prostoru mrˇ´ızˇky.
4. Prˇipoj je k bunˇka´m
5. Mapuj objekty do shluk˚u
Vy´pocˇetn´ı slozˇitost te´to metody je O(n), kde n je pocˇet objekt˚u v databa´zi. Metoda
je velmi rychla´. Efektivneˇ zpracova´va´ velke´ mnozˇiny dat, umozˇnˇuje nalezen´ı shluk˚u libo-
volne´ho tvaru, vyporˇa´da´ se s odlehly´mi hodnotami, neza´visla´ na porˇad´ı zpracova´n´ı objekt˚u,
nevyzˇaduje vstupn´ı parametry.
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4.3.5 Self Organizing Map
Samoorganizuj´ıc´ı se mapa je typ neuronove´ s´ıteˇ, navrzˇena´ prof. Kohonenem v roce 1981.
Jedna´ se o jednovrstvovou s´ıt’, ktera´ se ucˇ´ı bez ucˇitele a prova´d´ı mapova´n´ı vysoce dimen-
ziona´ln´ıch dat do prostoru s n´ızkou dimenz´ı. Vy´sledne´ shluky mohou by´t tvorˇeny jedn´ım
i v´ıce neurony. Mapuje bl´ızke´ objekty do topologicky bl´ızky´ch neuron˚u v nove´m n´ızko di-
menziona´ln´ım prostoru.
Beˇzˇne´ je usporˇa´da´n´ı neuron˚u do obde´ln´ıku. Vsˇechny vstupy jsou propojeny se vsˇemi
vy´stupn´ımi neurony. Kazˇdy´ neuron ma´ polohu v mrˇ´ızˇce urcˇenou sourˇadnicemi i, j a va´hovy´m
vektorem wij se stejnou dimenz´ı jakou maj´ı vstupn´ı data xi. Dimenze je cˇasto mno-
hona´sobneˇ veˇtsˇ´ı nezˇ pocˇet neuron˚u s´ıteˇ. Ucˇen´ı neuronove´ s´ıteˇ prob´ıha´ takto:
1. Na´hodneˇ inicializujeme va´hove´ vektory wij vsˇech neuron˚u.
2. Na´hodneˇ vybereme vektor xi z mnozˇiny vstupn´ıch dat.
3. Nalezneme v´ıteˇzny´ neuron, jehozˇ va´hovy´ vektor wij je nejbl´ızˇe zvolene´mu vstupn´ımu
vektoru xi podle zvolene´ funkce pro vy´pocˇet vzda´lenosti.
4. Uprav´ıme va´hove´ vektory v´ıteˇzne´ho neuronu, prˇ´ıp. i okoln´ıch neuron˚u, podle vztahu:
wij(t+ 1) = wij(t) + ηij(t)[xi(t)− wij(t)]
5. Nebylo-li dosazˇeno zvolene´ho pocˇtu ucˇ´ıc´ıch se krok˚u, pokracˇujeme bodem 2.
Ucˇ´ıc´ı se parametr ηij(t) je urcˇen vztahem ηij(t) = α(t) exp(− |rj−ri|
2
2σ2(t)
). Cˇlen α(t) prˇedstavuje
ucˇ´ıc´ı krok a exponencia´ln´ı cˇlen tvar okol´ı. Ucˇ´ıc´ı krok mu˚zˇe by´t konstantn´ı a nebo se meˇnit
v cˇase. V prˇ´ıp. konstantn´ı hodnoty mu˚zˇeme ucˇit s´ıt’ nejprve nahrubo s vysˇsˇ´ı hodnotou pa-
rametru α a nizˇsˇ´ım pocˇtem krok˚u a pak na jemno s nizˇsˇ´ı hodnotou α a vysˇsˇ´ım pocˇtem
krok˚u.
Beˇzˇneˇ se pouzˇ´ıva´ Euklidovska´ vzda´lenost. Je mozˇne´ pouzˇ´ıt vnitrˇn´ı soucˇin vektor˚u, ale
nesplnˇuje definici metriky d =
∑n
i=1 xiyi. Proces mapova´n´ı prob´ıha´ tak, zˇe k prˇedlozˇene´mu
vzoru se v naucˇene´ s´ıti vyhleda´ v´ıteˇzny´ neuron a vzor je zarˇazen do shluku.
4.3.6 Clustering in Quest
Algoritmus CLIQUE v roce 1998 navrhli Agrawal a kolektiv v [1] pro numericke´ promeˇnne´.
Tento shlukovac´ı algoritmus vyuzˇ´ıva´ princip˚u zalozˇeny´ch na hustoteˇ, tak i princip˚u zalozˇeny´ch
na mrˇ´ızˇce.
Identifikuje shluky podle hustoty v podprostoru s nejvysˇsˇ´ım pocˇtem dimenz´ı. Vytvorˇ´ı
shluky popsane´ pomoc´ı DNF(Disjunktn´ı norma´ln´ı formy) a usiluje o minima´ln´ı popis ob-
sahu. Metoda se skla´da´ z na´sleduj´ıc´ıch krok˚u:
1. Identifikuje podprostory, ktere´ obsahuj´ı shluky.
2. Identifikuje shluky.
3. Vygeneruje minima´ln´ı popis pro shluky.
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Zacˇ´ına´ se definic´ı jednotky, kterou prˇedstavuje bunˇka obde´ln´ıku v podprostoru. Jed-
notky u ktery´ch hustota prˇekracˇuje pra´h τ jsou ponecha´ny. Pouzˇ´ıva´ se prˇ´ıstup zdola-nahoru
k nalezen´ı teˇchto jednotek. 1-dimenziona´ln´ı jednotky jsou nalezeny rozdeˇlen´ım do interval˚u,
ktere´ maj´ı stejnou sˇ´ıˇrku mrˇ´ızˇky. Oba parametry jsou vstupem algoritmu. Rekurzivn´ı krok
z q − 1 dimenze do q dimenze zahrnuje spojen´ı q − 1 jednotek maj´ıc´ı za´klad v q − 2 di-
menzi. Vsˇechny podprostory jsou serˇazeny podle pokryt´ı a me´neˇ pokryte´ podprostory jsou
odstraneˇny. Bod orˇeza´n´ı je vybra´n podle minima´ln´ı de´lky popisu (minimum description
length). Shluk je definova´n jako maxima´ln´ı mnozˇina spojeny´ch jednotek. Je reprezentova´n
disjunktn´ı norma´ln´ı formou, ktera´ je spojena´ s konecˇnou mnozˇinou maxima´ln´ıch segment˚u,
kde sjednocen´ı je rovno shluku.
Metoda splnˇuje pozˇadavky na nalezen´ı shluku v podprostoru vysoce dimenziona´ln´ıch
dat, sˇka´lovatelnosti, poda´va´ srozumitelne´ vy´sledky pro uzˇivatele, vytva´rˇ´ı shluky r˚uzne´ho
tvaru, nen´ı citliva´ na porˇad´ı vstupn´ıch dat.
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Kapitola 5
Na´vrh
5.1 Aplikace
Aplikace se skla´da´ ze dvou cˇa´st´ı: 1. cˇa´sti pro vy´pocˇet zarovna´n´ı, 2. cˇa´sti pro shlukova´n´ı.
Obeˇ cˇa´sti jsou na sobeˇ neza´visle´, lze je pouzˇ´ıt oddeˇleneˇ. Pro vy´voj aplikace byl zvolen
programovac´ı jazyk Python verze 2.5.1.
Pouzˇit´ı aplikace je popsa´no v prˇ´ıloze uzˇivatelska´ prˇ´ırucˇka B. Popis datovy´ch typ˚u a
funkc´ı se nacha´z´ı v programa´torske´ prˇ´ırucˇce C.
Obra´zek 5.1: Na´vrh aplikace
5.1.1 Modul zarovna´n´ı
Modul zarovna´n´ı provede sestaven´ı vy´sledne´ matice podobnosti pro shlukova´n´ı. Matice
podobnosti prˇedstavuje vzda´lenost mezi jednotlivy´mi proteiny.
Matice podobnosti se sestav´ı:
1. Vypocˇ´ıtej ohodnocen´ı vsˇech dvojic protein˚u
2. Normalizuj ohodnocen´ı vypocˇ´ıtane´ dvojice
3. Hodnoty ulozˇ do troju´heln´ıkove´ matice
5.1.2 Modul shlukova´n´ı
Modul shlukova´n´ı bere ze vstupu matici podobnosti a prova´d´ı samotne´ shlukova´n´ı. Vy´stupem
shlukova´n´ı je soubor s nalezeny´mi shluky.
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5.1.3 Uzˇivatelske´ rozhran´ı
Uzˇivatelske´ rozhran´ı aplikace je z prˇ´ıkazove´ho rˇa´dku. K dispozici jsou prˇ´ıkazy pro zarovna´n´ı
sekvenc´ı a shlukova´n´ı.
5.2 Vzda´lenostn´ı funkce
Vzda´lenostn´ı funkce mezi dveˇma objekty i a j se urcˇ´ı pomoc´ı zarovna´n´ı. Vy´sledne´ zarovna´n´ı
uda´va´ vzda´lenost mezi dveˇma objekty i a j.
d(i, j) = a(i, j), (5.1)
kde d(i, j) je vzda´lenostn´ı funkce a a(i, j) je funkce zarovna´n´ı.
Normalizace dat v matici podobnosti mezi jednotlivy´mi objekty i a j, se provede
na´sledovneˇ:
n(i, j) =
d(i, j)
lijMmax
, (5.2)
kde n(i, j) je normalizovana´ hodnota, lij je pocˇet mozˇny´ch shodny´ch znak˚u objekt˚u i a j,
Mmax je nejlepsˇ´ı mozˇne´ ohodnocen´ı mezi dveˇma znaky z pouzˇite´ sko´rovac´ı matice.
Interval do, ktere´ho se hodnoty normalizuj´ı za´vis´ı na zvolene´m zarovna´n´ı. Hodnoty
z loka´ln´ıho a semigloba´ln´ıho zarovna´n´ı se normalizuj´ı do intervalu (0, 1), protozˇe neumozˇnˇuj´ı
a hodnoty z´ıskane´ z globa´ln´ıho zarovna´n´ı se normalizuj´ı do intervalu (−1, 1). Pro globa´ln´ı
zarovna´n´ı provedeme nav´ıc normalizaci z intervalu (-1,1) do intervalu (0,1) podle vztahu
min-max normalizace:
vn =
v −min
max−min(max(n)−min(n)) + min(n) (5.3)
kde min, max jsou minima´ln´ı a maxima´ln´ı hodnoty transformovane´ho zarovna´n´ı, min(n),
max(n) jsou hodnoty pozˇadovane´ho rozsahu. Do vztahu dosad´ıme hodnoty za (min,max) =
(−1, 1) a (min(n),max(n)) = (0, 1):
vn =
v − (−1)
1− (−1) (1− 0) + 0 (5.4)
vn =
v + 1
2
(5.5)
5.3 Vstupn´ı data
Pro vstupn´ı sekvence protein˚u jsou pouzˇita data ve forma´tu FASTA prˇevzata´ z databa´ze
SWISS-PROT k datu 1.3.2009. Pro modul zarovna´n´ı jsou dalˇs´ım vstupem sko´rovac´ı matice
PAM a BLOSUM. Sko´rovac´ı matice PAM byly z´ıska´ny z adresy http://www.bioinformatics.
nl/tools/pam.html a matice BLOSUM z http://rsat.ulb.ac.be/rsat/data/blast_
matrices/.
5.3.1 FASTA forma´t
FASTA forma´t je nejbeˇzˇneˇjˇs´ı a nejjednodusˇsˇ´ı forma´t ve ktere´m se sekvence distribuuj´ı a
uchova´vaj´ı se. Je stejny´ pro DNA i proteiny. Forma´t je textoveˇ zalozˇeny´ pro reprezentaci
sekvence proteinu, kde aminokyseliny jsou zaznamena´ny jedno p´ısmenny´m ko´dem. Z jed-
nou z vy´hod tohoto forma´tu je velikost. Je kompaktn´ı a obsahuje minimum dodatecˇny´ch
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informac´ı. Jednoduchost forma´tu ho cˇin´ı jednodusˇe pouzˇitelny´m skriptovac´ımi jazyky jako
jsou naprˇ. Python a Perl.
Sekvence ulozˇena´ ve FASTA forma´tu zacˇ´ına´ jedn´ım popisny´m rˇa´dkem, na´sledova´na
rˇa´dky obsahuj´ıc´ı vlastn´ı sekvenci. Popisny´ rˇa´dek zacˇ´ına´ znakem >, ktery´ ho odliˇsuje od
vlastn´ı sekvence proteinu. Za t´ımto znakem na´sleduje strucˇny´ popis sekvence. Jednoduchy´
prˇ´ıklad sekvence ve FASTA forma´tu:
>sp|Q9BIW5|LIMC_DICDI LIM domain-containing protein C OS=Dictyostelium discoideum
MSSICPTCTKRVYAAEAVKACEKQYHKLCLQCFHCHKILQLGQYSERDGQPYCKTDYDRL
FRQAGYRGGGVVADSFEPAPKVETTTPVEPTPPPTFLTPTEEVKVQLFPTNCPKCGKKAY
FNELKVYNSRDWHKTCFACFSCNKNLVSGQYSEKEGLIYCPRCYQSKFGPSGYTNTGALV
LH
5.3.2 Sko´rovac´ı matice
Sko´rovac´ı matice PAM a BLOSUM jsou ulozˇeny v jednoduche´m textove´m forma´tu. Struk-
tura textove´ho forma´tu je tvorˇena rˇa´dky s komenta´rˇi, ktere´ zacˇ´ınaj´ı znakem # a da´le
samotnou sko´rovac´ı matic´ı. Zp˚usob ulozˇen´ı matice je vhodny´ ke zpracova´n´ı skriptovac´ımi
jazyky. Uka´zka ulozˇen´ı cˇa´sti matice BLOSUM-62:
# Entropy = 0.6979, Expected = -0.5209
A~R N D C Q E G H I~L K~M F P S~T W Y V~B Z~X *
A~4 -1 -2 -2 0 -1 -1 0 -2 -1 -1 -1 -1 -2 -1 1 0 -3 -2 0 -2 -1 -1 -4
R -1 5 0 -2 -3 1 0 -2 0 -3 -2 2 -1 -3 -2 -1 -1 -3 -2 -3 -1 0 -1 -4
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Kapitola 6
Implementace
Kapitola popisuje implementaci shlukova´n´ı protein˚u. Aplikaci jsem nazval CLUSTOOL
(CLUStering TOOL). CLUSTOOL je orientova´n na prˇ´ıkazovy´ rˇa´dek a skla´da´ se z neˇkolika
cˇa´st´ı. Kazˇda´ z cˇa´st´ı se nacha´z´ı v jednom souboru. V hlavn´ım adresa´rˇi se kromeˇ hlavn´ıch sou-
bor˚u nacha´z´ı pomocne´ skripty. Jsou zde take´ ulozˇeny vy´stupn´ı soubory *.dat z prova´deˇny´ch
test˚u. V adresa´rˇi matrix/ jsou ulozˇeny substitucˇn´ı matice PAM a BLOSUM. V adresa´rˇi
data/ jsou ulozˇeny vstupn´ı soubory se sekvencemi protein˚u.
Modul slicer.py slouzˇ´ı k z´ıska´n´ı n vzork˚u sekvenc´ı ze souboru uniprot sprot.fasta.
Modul alignments.py vytvorˇ´ı podobnostn´ı matici a modul clustering.py prova´d´ı shlu-
kova´n´ı.
6.1 Vzorky
Modul slicer.py ocˇeka´va´ na vstupu soubor ve forma´tu fasta, a pozˇadovany´ pocˇet pro-
teinovy´ch sekvenc´ı. Na vy´stup vytiskne pozˇadovany´ pocˇet proteinovy´ch sekvenc´ı. Modul
slicer.py pracuje:
1. Zpracuje vstupn´ı argumenty.
2. Zavola´ funkci pro cˇten´ı souboru a prˇecˇte n proteinovy´ch sekvenc´ı
3. Probeˇhne tisk n sekvenc´ı
6.2 Podobnostn´ı matice
Modul alignments.py ocˇeka´va´ na vstupu vzorek dat ve forma´tu fasta, metodu zarovna´n´ı
a substitucˇn´ı matici. Vy´stupem je normalizovana´ matice podobnosti.
Modul implementuje dynamicke´ programova´n´ı pro algoritmy Needleman-Wunsh, Smith-
Waterman a semigloba´ln´ı zarovna´n´ı. Modul alignments.py pracuje:
1. Modul zpracuje vstupn´ı argumenty
2. Prˇecˇte soubor se vstupn´ımi sekvencemi
3. Protein se ulozˇ´ı do datove´ho typu Protein, proteiny jsou ulozˇeny v seznamu Proteiny
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class Protein:
def __init__(self, name, seq):
self.Name = name
self.Sequence = seq
4. Prˇecˇte se soubor se vstupn´ı matic´ı a hodnoty se ulozˇ´ı do promeˇnne´ ScoringMatrix,
ktera´ je datove´ho typu slovn´ık.
5. Provede se vy´pocˇet podobnostn´ı matice. Pro kazˇdou dvojici sekvenc´ı se provede po-
moc´ı dynamicke´ho programova´n´ı vy´pocˇet tabulky cˇa´stecˇne´ho sko´re ScoreTable.
6. Vy´sledne´ zarovna´n´ı ScoreTable[i][j] je normalizova´no a ulozˇeno do podobnostn´ı
matice DissimilarityMatrix[i, j], ktera´ je datove´ho typu slovn´ık.
7. V posledn´ım kroku vytiskne podobnostn´ı matici.
6.3 Shlukova´n´ı
Modul clustering.py ocˇeka´va´ na vstupu podobnostn´ı matici, shlukovac´ı metodu, a pocˇet
c´ılovy´ch shluk˚u. Vy´stupem je vy´sledne´ rozdeˇlen´ı vstupn´ıch dat do shluk˚u.
V modulu jsou implementova´ny shlukovac´ı metody zalozˇene´ na rozdeˇlova´n´ı k-means, k-
medoids a metoda zalozˇena´ na hierarchicke´m rozdeˇlova´n´ı AGNES. Modul clustering.py
pracuje:
1. Zpracuje vstupn´ı argumenty.
2. Prˇecˇte matici podobnosti a ulozˇ´ı ji do promeˇnne´ sMatrix, ktera´ je typu seznam.
3. Vytvorˇ´ı se pocˇa´tecˇn´ı rozlozˇen´ı do shluk˚u v promeˇnne´ Clusters, ktera´ je datove´ho
typu seznam.
4. V kazˇde´ iteraci se zprˇesnˇuje rozlozˇen´ı do shluk˚u a tiskne se promeˇnna´ Clusters.
5. Dokud nen´ı splneˇna podmı´nka pro ukoncˇen´ı, prob´ıha´ shlukova´n´ı.
6.4 Pomocne´ skripty
Skripty slouzˇ´ı k zautomatizova´n´ı spousˇteˇn´ı modul˚u. V adresa´rˇi se nacha´zej´ı soubory skript˚u
s prˇ´ıponami *.sh pro Linux a *.bat pro Windows. Uka´zka pomocne´ho skriptu kmeans.sh:
#!/usr/local/bin/bash
for j in 1 2 3 4 5
do
for i in 0 1 2 3 4 5 6 7 8 9
do
time ./clustering.py -c kmeans -s align00$j.dat -k 3 > k$j-00$i.dat
done
done
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Kapitola 7
Vy´sledky
Kapitola popisuje provedene´ experimenty s daty nad metodami zarovna´n´ı a metodami
shlukova´n´ı. K vizualizaci dat byl pouzˇit program GNU plot.
Experiment zacˇ´ına´ vy´beˇrem vzorku dat, vhodny´m typem zarovna´n´ı a sko´rovac´ı matic´ı.
Pokud si k zarovna´n´ı vybereme algoritmus Needleman-Wunsh, dostaneme charakteristiku
tabulky cˇa´stecˇne´ho sko´re podobnou, jak je zna´zorneˇno na obra´zku 7.1. Na obra´zku jsou
dveˇ sekvence o de´lce 60 znak˚u. Hodnoty se pohybuj´ı v rozmez´ı od -60 do 153. Mu˚zˇeme si
vsˇimnout, zˇe na diagona´le je rostouc´ı tendence, naopak na okraj´ıch je klesaj´ıc´ı, jde o postih
za vlozˇen´ı mezery.
Na obra´zku 7.2 je zna´zorneˇna charakteristika zarovna´n´ı algoritmem Smith-Waterman.
Sekvence v grafu jsou de´lky 60 znak˚u. Hodnoty v grafu se pohybuj´ı v rozmez´ı od 0 do 80.
Mu˚zˇeme si vsˇimnout trˇ´ı veˇtsˇ´ıch loka´ln´ıch zarovna´n´ı, ktera´ se nacha´zej´ı na ose diagona´ly.
Nejvy´razneˇjˇs´ı loka´ln´ı zarovna´n´ı je ze zacˇa´tku sekvenc´ı.
Obra´zek 7.1: Vizualizace globa´ln´ıho zarovna´n´ı
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Obra´zek 7.2: Vizualizace loka´ln´ıho zarovna´n´ı
7.1 Pr˚ubeˇh shlukova´n´ı
Prvn´ı experiment se shlukova´n´ım jsem prova´deˇl nad vzorkem dat o 10 proteinech. Ze
vstupn´ıho souboru sample010.fasta pomoc´ı globa´ln´ıho zarovna´n´ı dostaneme na vy´stupu
normalizovanou podobnostn´ı matici 7.1.
Pro shlukova´n´ı byla zvolena metoda k-means s rozlozˇen´ım do3 shluk˚u. Ke shlukova´n´ı
byla pouzˇita n´ızˇe uvedena´ podobnostn´ı matice. Experiment s touto matic´ı probeˇhl celkem
11-kra´t. Na´hodneˇ vzˇdy byly vybra´ny strˇedy shluk˚u. Vy´sledky shlukova´n´ı jsou shrnuty v ta-
bulce 7.2, kde N je porˇad´ı spusˇteˇne´ho shlukova´n´ı, t znacˇ´ı pocˇet probeˇhly´ch iterac´ı. Ve
vy´sledc´ıch je zahrnuto pocˇa´tecˇn´ı rozlozˇen´ı do shluk˚u. Pocˇa´tecˇn´ı rozlozˇen´ı se navza´jem liˇs´ı.
Protein je reprezentova´n svy´m indexem i. Indexy protein˚u zacˇ´ınaj´ı od 0.
Prˇestozˇe pocˇa´tecˇn´ı rozlozˇen´ı do shluk˚u je rozd´ılne´ vy´sledne´ shluky jsou si velmi podobne´.
V osmi prˇ´ıpadech bylo rozdeˇlen´ı do shluk˚u s1 = (0, 1, 2, 5, 7), s2 = (6), a s3 = (3, 4, 8, 9),
tyto shluky se nacha´zeli v r˚uzny´ch porˇad´ıch. Ve dvou prˇ´ıpadech se objevilo rozlozˇen´ı do
shluk˚u s1 = (0, 2, 3, 4, 5, 7, 8, 9), s2 = (1), s3 = (6). V jednom prˇ´ıpadu se nasˇlo rozlozˇen´ı do
shluk˚u s1 = (0, 3, 4, 5, 7, 8, 9), s2 = (1, 2), s3 = (6).
P1 P2 P3 P4 P5 P6 P7 P8 P9
P2 0.5390
P3 0.6055 0.5391
P4 0.5740 0.5535 0.5838
P5 0.5776 0.5583 0.5886 0.6658
P6 0.6051 0.5383 0.5989 0.5939 0.5781
P7 0.4494 0.4662 0.4509 0.4662 0.4583 0.4499
P8 0.6591 0.5382 0.5982 0.5737 0.5776 0.6018 0.4536
P9 0.5811 0.5557 0.5917 0.6469 0.6557 0.5899 0.4557 0.5719
P10 0.5740 0.5553 0.5899 0.6654 0.6588 0.5956 0.4578 0.5724 0.6798
Tabulka 7.1: Normalizovana´ podobnostn´ı matice, n = 10
Metoda AGNES najde pro vybranou podobnostn´ı matici shluky s1 = (1, 7, 0), s2 =
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N t Pocˇa´tecˇn´ı rozdeˇlen´ı Vy´sledek
1 4 [0, 5], [1, 2, 6, 7], [3, 4, 8, 9] [0, 1, 2, 5, 7], [6], [3, 4, 8, 9]
2 6 [9], [0, 1, 2, 3, 4, 5, 6, 7], [8] [3, 4, 8, 9], [6], [0, 1, 2, 5, 7]
3 3 [1, 6], [0, 3, 4, 5, 7, 8, 9], [2] [6], [3, 4, 8, 9], [0, 1, 2, 5, 7]
4 3 [3, 4, 8, 9], [0, 2, 5, 7], [1, 6] [3, 4, 8, 9], [0, 1, 2, 5, 7], [6]
5 3 [1, 6], [0, 2, 5, 7], [3, 4, 8, 9] [6], [0, 1, 2, 5, 7], [3, 4, 8, 9]
6 4 [3, 4, 8, 9], [1, 2, 6], [0, 5, 7] [3, 4, 8, 9], [6], [0, 1, 2, 5, 7]
7 5 [3, 4], [0, 1, 2, 5, 6, 7], [8, 9] [0, 1, 2, 5, 7], [6], [3, 4, 8, 9]
8 2 [0, 2, 3, 4, 5, 7, 8, 9], [6], [1] [0, 2, 3, 4, 5, 7, 8, 9], [6], [1]
9 4 [1, 2, 6], [0, 5, 7], [3, 4, 8, 9] [6], [0, 1, 2, 5, 7], [3, 4, 8, 9]
10 2 [1], [0, 2, 3, 4, 5, 7, 8, 9], [6] [1], [0, 2, 3, 4, 5, 7, 8, 9], [6]
11 2 [1, 2], [6], [0, 3, 4, 5, 7, 8, 9] [1, 2], [6], [0, 3, 4, 5, 7, 8, 9]
Tabulka 7.2: Shlukova´n´ı k-means, k = 3, n = 10
(5, 9, 8, 4, 3), s3 = (6). Na vy´stupu mu˚zˇeme videˇt jednotlive´ kroky hierarchicke´ho shlukova´n´ı
metodou ANGES. Beˇhem sedmi iterac´ı metoda najde vy´sledne´ shluky.
# ./clustering.py -c agnes -s out -k 3
{0: 0, 1: 1, 2: 2, 3: 3, 4: 4, 5: 5, 6: 6, 7: 7, 8: [9, 8]}
{0: 0, 1: 1, 2: 2, 3: [4, 3], 4: 5, 5: 6, 6: 7, 7: [9, 8]}
{0: [7, 0], 1: 1, 2: 2, 3: [4, 3], 4: 5, 5: 6, 6: [9, 8]}
{0: [7, 0], 1: 1, 2: 2, 3: [[9, 8], [4, 3]], 4: 5, 5: 6}
{0: [7, 0], 1: 1, 2: 2, 3: [5, [[9, 8], [4, 3]]], 4: 6}
{0: [1, [7, 0]], 1: 2, 2: [5, [[9, 8], [4, 3]]], 3: 6}
{0: [1, [7, 0]], 1: [[5, [[9, 8], [4, 3]]], 2], 2: 6}
Metoda k-medoids byla pro danou podobnostn´ı matici spusˇteˇna 10× 7.3 pro k = 3.
Jednotlive´ beˇhy se liˇs´ı v porˇad´ı v jake´m nasˇli stejne´ vy´sledne´ shluky.
N t Pocˇa´tecˇn´ı rozdeˇlen´ı Vy´sledek
1 4 [3, 4, 8], [9], [0, 1, 2, 5, 6, 7] [0, 1, 2, 3, 4, 5, 7, 8], [9], [6]
2 4 [1, 2, 6], [0, 3, 4, 8, 9], [5, 7] [6], [3, 4, 8, 9], [0, 1, 2, 5, 7]
3 2 [0, 1, 2, 5, 6, 7], [3, 4, 8], [9] [0, 1, 2, 5, 6, 7], [3, 4, 8], [9]
4 2 [0, 2, 3, 4, 5, 7, 8, 9], [1], [6] [0, 2, 3, 4, 5, 7, 8, 9], [1], [6]
5 3 [8, 9], [0, 1, 2, 5, 6, 7], [3, 4] [9], [0, 1, 2, 5, 6, 7], [3, 4, 8]
6 3 [0, 2, 3, 4, 5, 7, 8], [9], [1, 6] [0, 1, 2, 5, 7], [3, 4, 8, 9], [6]
7 2 [3, 4, 8, 9], [6], [0, 1, 2, 5, 7] [3, 4, 8, 9], [6], [0, 1, 2, 5, 7]
8 2 [0, 1, 2, 5, 7], [6], [3, 4, 8, 9] [0, 1, 2, 5, 7], [6], [3, 4, 8, 9]
9 4 [0, 1, 2, 5, 6, 7], [9], [3, 4, 8] [6], [3, 4, 8, 9], [0, 1, 2, 5, 7]
10 2 [0, 2, 3, 4, 5, 7, 8, 9], [6], [1] [0, 2, 3, 4, 5, 7, 8, 9], [6], [1]
Tabulka 7.3: Shlukova´n´ı k-medoids, k = 3, n = 10
Nejcˇetneˇjˇs´ı rozdeˇlen´ı do shluk˚u je s1 = (0, 1, 2, 5, 7), s2 = (3, 4, 8, 9), s3 = (6) s cˇetnost´ı
0,5. Druhy´m nejcˇasteˇjˇs´ım rozdeˇlen´ı do shluk˚u je s1 = (0, 1, 2, 5, 6, 7), s2 = (3, 4, 8), s3 = (9)
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a rozdeˇlen´ı s1 = (0, 2, 3, 4, 5, 7, 8, 9), s2 = (1), s3 = (6), obeˇ s cˇetnost´ı 0,2. Posledn´ı nalezene´
rozdeˇlen´ı do shluk˚u je s1 = (0, 1, 2, 3, 4, 5, 7, 8), s2 = (9), s3 = (6) s cˇetnost´ı 0,1.
7.2 Shrnut´ı
Tabulka 7.4 uda´va´ prˇehled o trva´n´ı jednotlivy´ch proces˚u, N v tabulce znacˇ´ı pocˇet sekvenc´ı.
Vy´pocˇetneˇ nejna´rocˇneˇjˇs´ı je porovna´n´ı vsˇech dvojic a sestaven´ı tabulky podobnosti, ktere´
trva´ mnohem de´le nezˇ samotny´ proces shlukova´n´ı. Sestaven´ı matice pro 300 sekvenc´ı de´lky
n vypocˇteme podle vzorce:
a =
k × (k − 1)
2
× n2 (7.1)
a =
300× 299
2
× n2 (7.2)
kde k uda´va´ pocˇet sekvenc´ı, n je de´lka sekvenc´ı, a = 44850. Cˇasova´ slozˇitost je potom
O(44850×n2). Pro sestaven´ı tabulky podobnosti nen´ı potrˇeba zna´t prˇesne´ zarovna´n´ı, stacˇ´ı
hodnota ukazuj´ıc´ı mı´ru podobnosti. Mu˚zˇeme zvolit me´neˇ na´rocˇnou metodu vy´pocˇtu za-
rovna´n´ı. Optimalizace mu˚zˇe by´t realizova´na naprˇ. metodou pocˇ´ıta´n´ım k-tic. Vy´pocˇetn´ı
slozˇitost algoritmu k-means je O(nkt), kde n je pocˇet sekvenc´ı, k pocˇet shluk˚u, t pocˇet ite-
rac´ı algoritmu. Cˇasova´ slozˇitost pro algoritmus k-medoids je pro kazˇdou iteraci O(k(n−k)2).
Pro velke´ hodnoty k a n se sta´va´ vy´pocˇet na´rocˇny´m. Slozˇitost metody ANES je O(n2) a je
nejpomalejˇs´ı porovna´vanou shlukovac´ı metodou podle tabulky 7.4
N Zarovna´n´ı Kmeans Kmedoids AGNES
10 4s 0,47s 0,46s 0,55s
20 2m52s 0,47s 0,47s 0,55s
50 14m23s 0,54s 0,53s 1,95s
100 52m18s 0,96s 0,95s 12,60s
300 9h55m55s 12,63s 12,60s 5m42,64s
Tabulka 7.4: Porovna´n´ı proces˚u
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Kapitola 8
Za´veˇr
Pra´ce seznamuje s prima´rn´ı strukturou protein˚u, pouzˇ´ıvany´mi algoritmy pro hodnocen´ı
podobnost´ı proteinovy´ch sekvenc´ı a take´ se shlukovac´ı analy´zou a shlukovac´ımi metodami,
ktere´ se pouzˇ´ıvaj´ı pro dolova´n´ı dat.
Shlukovac´ı metody byly implementova´ny v programovac´ım jazyce Python. Ze shluko-
vac´ıch metod jsou implementova´ny metody zalozˇene´ na rozdeˇlova´n´ı k-means, k-medoids, a
metoda zalozˇena´ na hierarchicke´m shlukova´n´ı AGNES. Urcˇen´ı vzda´lenosti mezi proteiny je
da´no normalizovanou podobnostn´ı matic´ı.
Vzorky dat pro shlukova´n´ı byly prˇevzaty z databa´ze protein˚u SWISS-PROT. Prˇevzate´
vzorky dat obsahovaly sekvence libovolne´ de´lky a libovolne´ho pocˇtu. K hodnocen´ı podob-
nost´ı sekvenc´ı jsou pouzˇity algoritmy Needlenam-Wunsh, Smith-Waterman a algoritmus pro
semigloba´ln´ı zarovna´n´ı. K dispozici jsou r˚uzne´ sko´rovac´ı matice typu PAM nebo BLOSUM.
Provedl jsem shlukova´n´ı nad vzorky dat o velikostech 10, 20, 50, 100 a 300 proteinovy´ch
sekvenc´ı. Porovnal jsem cˇasovou slozˇitost algoritmu˚ AGNES, k-means a k-medoids.
Budouc´ı smeˇr vy´voje aplikace by mohl smeˇrˇovat k jednoduche´mu graficke´mu uzˇivatelske´mu
rozhran´ı, ktere´ by uzˇivateli zjednodusˇilo pra´ci a umozˇnilo mu snadneˇ zadat parametry pro
shlukovac´ı metody. Uzˇivatelske´ rozhran´ı je zat´ım realizova´no dynamickou stra´nkou, kterou
generuje Python.
V u´vahu da´le prˇicha´z´ı optimalizace vy´pocˇtu podobnostn´ı matice, a s t´ım souvisej´ıc´ı
experimenty s veˇtsˇ´ım mnozˇstv´ım protein˚u naprˇ. 1000 a v´ıce, rozsˇ´ıˇren´ı shlukovac´ıch me-
tod naprˇ. DENCLUE, WaveCluster, ktere´ se doka´zˇ´ı vyporˇa´dat s odlehly´mi hodnotami, a
vizualizace vznikly´ch shluk˚u.
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Prˇ´ıloha B
Uzˇivatelska´ prˇ´ırucˇka
Kapitola popisuje pouzˇ´ıva´n´ı aplikace pro shlukova´n´ı protein˚u. Aplikace je orientova´na na
prˇ´ıkazovy´ rˇa´dek.
Cˇleneˇn´ı struktury aplikace je na´sledovne´:
1. V hlavn´ım adresa´rˇi se nacha´z´ı samotne´ moduly.
2. V adresa´rˇi data/ jsou ulozˇeny soubory se vstupn´ımi sekvencemi.
3. V adresa´rˇi matrix/ jsou ulozˇeny substitucˇn´ı matice.
B.1 Modul zarovna´n´ı
Modul se nacha´z´ı v souboru alignment.py. Modul ze vstupn´ıch sekvenc´ı protein˚u vytvorˇ´ı
pro kazˇdou dvojici sekvenc´ı zarovna´n´ı. Zarovna´n´ı dvou sekvenc´ı je normalizova´no do inter-
valu (0, 1) a ulozˇ´ı se do matice podobnosti, ktera´ je vy´stupem tohoto modulu.
B.1.1 Vstupn´ı parametry
Vstupn´ımi parametry pro zarovna´n´ı jsou:
-a alignment Typ zarovna´n´ı, ktere´ bude pouzˇito prˇi zarovna´va´n´ı sekvenc´ı. Volby pro tuto
hodnotu jsou global, pro algoritmus Needleman-Wunsh, lokal, pro Smith-Waterman,
a semiglobal, pro semigloba´ln´ı zarovna´n´ı.
-f data Textovy´ soubor, ze ktere´ho se na se nacˇ´ıtaj´ı vstupn´ı sekvence protein˚u. Tento
soubor mus´ı by´t ve forma´tu FASTA.
-m scoring matrix Vybrana´ vstupn´ı substitucˇn´ı matice typu BLOSUM nebo PAM, ktera´
se pouzˇije prˇi vy´pocˇtu tabulky cˇa´stecˇne´ho sko´re.
-h,-help Tiskne na´poveˇdu.
B.1.2 Pouzˇit´ı
Pouzˇit´ı modulu je na´sledovne´, pokud chceme pouzˇ´ıt globa´ln´ı zarovna´n´ı, substitucˇn´ı matici
PAM-40 a vstupn´ı soubor se sekvencemi sample002.fasta:
#./alignment.py -a global -f sample002.fasta -m pam040.txt
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Prˇ´ıklad vytiskne na obrazovku normalizovanou matici podobnosti. Podobnostn´ı matici si
mu˚zˇeme ulozˇit do souboru podobnost.dat pomoc´ı prˇesmeˇrova´n´ı vy´stupu:
#./alignment.py -a global -f sample002.fasta -m pam040.txt > podobnost.dat
Pozn. soubory sample002.fasta a pam040.txt se mus´ı nacha´zet v adresa´rˇ´ıch data/ a
matrix/.
B.2 Modul shlukova´n´ı
Modul shlukova´n´ı ze vstupn´ı normalizovane´ matice podobnost´ı vytvorˇ´ı shluky podle zvolene´
shlukovac´ı metody. Modul je ulozˇen v souboru clustering.py.
B.2.1 Vstupn´ı parametry
Vstupn´ımi parametry pro shlukova´n´ı jsou:
-c clustering method Volba shlukovac´ı metody, ktera´ se pouzˇije prˇi shlukova´n´ı. Hodnoty
pro tuto volbu jsou agnes, pro hierarchicke´ shlukova´n´ı, kmeans, kmedoids pro metody
zalozˇene´ rozdeˇlova´n´ı.
-s dissimilarity matrix Soubor s normalizovanou podobnostn´ı matic´ı, ktera´ byla vy-
tvorˇena a prˇedcha´zej´ıc´ım kroku zarovna´n´ı.
-k number Parametr mus´ı by´t typu cele´ cˇ´ıslo (integer). Uda´va´ pocˇet shluk˚u, ktere´ se
vytvorˇ´ı beˇhem shlukova´n´ı.
-h, -help Parametr tiskne na´poveˇdu.
B.2.2 Pouzˇit´ı
Chceme naprˇ´ıklad pouzˇ´ıt podobnostn´ı matici podobnost.dat z prˇedchoz´ıho prˇ´ıkladu s me-
todou k-means, a k nastav´ıme na 3 shluky:
#./clustering.py -c kmeans -s podobnost.dat -k 3
Prˇ´ıklad vytiskne na obrazovku trˇi shluky. Cely´ proces si mu˚zˇeme z automatizovat pomoc´ı
skript˚u v BASHi, skript.sh:
#!/bin/bash
python alignment.py -a global -f sample002.fasta -m pam040.txt > podobnost.dat
python clustering.py -c kmeans -s podobnost.dat -k 3
B.3 Uzˇivatelske´ rozhran´ı
V tomto prˇ´ıpadeˇ se jedna´ o jednoduche´ webove´ rozhran´ı, kde se daj´ı snadno zadat para-
metry. Rozhran´ı tvorˇ´ı vstupn´ı formula´rˇe obsluhovane´ cgi skripty. Nebyl zde kladen velky´
d˚uraz na graficke´ uzˇivatelske´ rozhran´ı.
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Obra´zek B.1: Vstupn´ı formula´rˇ modulu zarovna´n´ı
Obra´zek B.2: Vstupn´ı formula´rˇ shlukovac´ıho modulu
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Prˇ´ıloha C
Prˇ´ırucˇka programa´tora
Kapitola popisuje aplikaci z hlediska programa´tora. Jsou zde popsa´ny datove´ typy a funkce.
C.1 Datove´ typy
Datova´ trˇ´ıda protein obsahuje datove´ promeˇnne´ name a sequence, ktere´ jsou typu rˇeteˇzec(string).
Trˇ´ıda protein slouzˇ´ı k ulozˇen´ı u´daj˚u o proteinu a to zejme´na jme´na a sekvence aminokyselin.
Instance trˇ´ıdy protein jsou, pak ulozˇeny v datove´m typu seznam, ktery´ obsahuje vsˇechny
nacˇtene´ proteiny.
Obra´zek C.1: UML diagram trˇ´ıdy protein˚u
Substitucˇn´ı matice se ukla´da´ do datove´ho typu slovn´ık. Kl´ıcˇ do slovn´ıku prˇedstavuje
dvojice aminokyselin, naprˇ. (A,L). Matice podobnosti se take´ ukla´da´ do datove´ho typu
slovn´ık. Kl´ıcˇem do slovn´ıku matice podobnosti je porˇadove´ cˇ´ıslo proteinu, naprˇ. (3,4) pro
4. a 5. protein. Tabulka cˇa´stecˇne´ho sko´re a shluky se ukla´daj´ı do dvojrozmeˇrne´ho seznamu.
Prˇ´ıstup prob´ıha´ prˇes indexy i, j naprˇ. do tabulky cˇa´stecˇne´ho sko´re scoreTable[i][j].
C.2 Popis funkc´ı
Spolecˇne´ funkce pro oba moduly aligment.py a clustering.py:
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arguments(args) funkce je vola´na pro zpracova´n´ı vstupn´ıch argument˚u. Postupneˇ procha´z´ı
prˇedany´m polem argument˚u a zpracova´va´ jednotlive´ argumenty. Vrac´ı seznam argu-
ment˚u v porˇad´ı pro modul zarovna´n´ı: typ zarovna´n´ı, jme´no souboru s sekvencemi,
jme´no souboru se substitucˇn´ı matic´ı.
Funkce, ktere´ se nacha´zej´ı jen v modulu aligment.py:
readData(filename) funkce nacˇte data ze vstupn´ıho souboru proteinovy´ch sekvenc´ı. Data
jsou ulozˇeny do struktury Protein. Jednotlive´ proteiny jsou ulozˇeny v seznamu.
readMatrix(filename) funkce nacˇte substitucˇn´ı matici z textove´ho souboru. Matice se
ulozˇ´ı do datove´ struktury slovn´ıku.
createSimilaritiesMatrix(srcAlignment) funkce je vola´na pro vytvorˇen´ı podobnostn´ı
matice. Procha´z´ı seznamem protein˚u a ukla´da´ do matice podobnosti zarovna´n´ı dvou
protein˚u.
optionAlignment(option, x, y) funkce podle vstupn´ıho parametru vybere, ktera´ me-
toda, bude pouzˇita prˇi zarovna´n´ı.
aGlobal(x, y) funkce, ktera´ realizuje globa´ln´ı zarovna´n´ı. Vstupem jsou dveˇ sekvence ami-
nokyselin. Vytvorˇ´ı tabulku cˇa´stecˇne´ho sko´re a vra´t´ı hodnotu vy´sledne´ho zarovna´n´ı
v normalizovane´m tvaru.
aLokal(x, y) funkce realizuje loka´ln´ı zarovna´n´ı. Vstupem jsou dveˇ sekvence aminokyselin.
Vrac´ı normalizovanou hodnotu nejlepsˇ´ıho loka´ln´ıho zarovna´n´ı.
aSemi(x, y) funkce realizuje semigloba´ln´ı zarovna´n´ı. Vstupem jsou dveˇ sekvence amino-
kyselin. Vrac´ı normalizovanou hodnotu zarovna´n´ı.
Funkce, ktere´ se nacha´zej´ı jen v modulu clustering.py:
readData(filename) funkce nacˇte vstupn´ı normalizovanou podobnostn´ı matici, kterou
pouzˇ´ıva´ modul shlukova´n´ı jako metriku vzda´lenosti prˇi shlukova´n´ı.
optionClustering(option) funkce podle vstupn´ıho parametru vybere, ktera´ shlukovac´ı
metody se pouzˇije prˇi shlukova´n´ı.
mKmeans(count) funkce prova´d´ı shlukova´n´ı metodou k-means, vstupn´ı parametr count
uda´va´ pocˇet shluk˚u. Funkce vrac´ı vy´sledny´ shluk.
mKmedoids(count) funkce prova´d´ı shlukova´n´ı metodou k-medoids. Parametr count znacˇ´ı
pocˇet shluk˚u, funkce vrac´ı vy´sledny´ shluk.
mAgnes(count) funkce prova´d´ı hierarchicke´ shlukova´n´ı metodou AGNES.
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