Abstract-This paper presents a centralized protection strategy for medium voltage dc microgrids. The proposed strategy consists of a communication-assisted fault detection method with a centralized protection coordinator and a fault isolation technique that provides an economic, fast, and selective protection by using the minimum number of dc circuit breakers. The proposed method is also supported by a backup protection that is activated if communication fails. This paper also introduces a centralized self-healing strategy that guarantees successful operation of zones that are separated from the main grid after the operation of the protection devices. Furthermore, to provide a more reliable protection, thresholds of the protection devices are adapted according to the operational modes of the microgrid and the status of distributed generators. The effectiveness of the proposed protection strategy is validated through real-time simulation studies based on the hardware in the loop approach.
I. INTRODUCTION

D
UE to the increasing penetration of DGs, especially in the form of renewable energy systems (RES), the concept of microgrids has been proposed as a method for DG integration into the electrical grids. Microgrid is a common concept in both ac and dc systems and is defined as a small-scale low or medium voltage grid consisting of loads and DGs. Such a system is capable of operating in both islanded and grid-connected modes [1] . Because of the advantages of the dc networks over the ac grids, and also because of the new developments in the technology of voltage source converters (VSCs), nowadays there is a major interest in dc grids in both research and industrial realms [2] - [5] .
At the present moment, protection is one of the most important challenges in the development of dc microgrids. Protection issues mainly arise due to the particular behavior of the fault current in VSC-based networks [6] . When a fault occurs in a dc grid, firstly, the dc-link capacitor is discharged causing the voltage of the main dc bus to drop precipitously. Then, the energy stored in the cable inductance is also discharged through the freewheeling diodes of the VSCs. Subsequent to the fault occurrence, the control scheme of the converter turns off the main switches of the VSC (e.g. IGBTs) to protect them against the overcurrent; hence, the VSC operates as an uncontrolled full-bridge rectifier and the fault will be fed from the ac side of the VSC (through the freewheeling diodes paths) [7] . Therefore, fault currents in VSC-based dc networks will have three different components, each with its special characteristics: i) the dc link capacitors discharge current, ii) the cable inductance discharge through the freewheeling diodes, and iii) the ac-grid current [8] . Given this fault current behavior, the conventional protection devices and methods that are used in ac systems are faced with new challenges. For example, the electromechanical circuit breakers (CBs) that are used in ac networks are not fast enough to protect the vital and vulnerable components of the VSCs against the faults in dc networks [9] . This is due to the fact that an adequate protection scheme for the dc microgrids should be able to operate during the capacitor discharge period to prevent the fault current from flowing through the VSC components. In other words, the critical operating time for the protection of a VSC is the beginning of the second component of the dc fault current and before the fault current starts flowing through the freewheeling diodes. As this time is given by the size of the dc-link capacitor, it will be typically very short (in the range of a few milliseconds) [8] . Hence, a relatively faster protection device is required for dc networks [10] . Different types of DCCBs can be found; however, they are more expensive than their ac counterparts, especially in the level of medium voltage. Therefore, it is not economically feasible to use individual DCCBs for all the feeders of a microgrid.
Another important aspect is that, although overcurrent relays (OCRs) can provide fast fault detection and fast tripping, coordination of theses relays and providing a selective protection is a challenging task in VSC-based dc systems. This is mainly due to the reason that the dc line reactance is fairly lower than the counterpart ac systems. Therefore, considering the small length of distribution lines, it is difficult to distinguish between faults that occur inside or outside of a protected line [11] . In addition, because of the very fast increment in the dc fault current, it is very difficult to coordinate the conventional time-inverse OCRs in dc networks. Also, the performance analysis of the OCRs operating in dc networks shown in [7] illustrates that there is not enough time interval between the operation of series OCRs to guarantee their coordinated operation. Moreover, the connection of a DG to a distribution feeder can change the power flow and the fault current direction; this may disturb the coordination of the consecutive OCRs.
For these reasons, the protection of dc microgrids requires faster, more reliable and more accurate methods. Moreover, the necessity of a relatively faster protection scheme makes it impossible to obtain useful data for fault location from the voltage and current waveforms [7] , [12] . This aspect also makes it difficult to use fault detection methods with time consuming calculations.
Compared to conventional protection strategies, communication-assisted methods can provide a fast and selective approach without using any complex and time consuming algorithms. By use of communication links, the differential method can be implemented in the dc feeders. The differential protection is able to detect the exact faulty part of the dc network, considering the high rising rate of the dc fault current [13] . Also, the connection/disconnection of DGs cannot disturb the performance of differential-based methods. Furthermore, this method is more sensitive than overcurrent relays and is able to detect high impedance faults (HIFs) [1] .
To address some of the presented challenges regarding protection in dc microgrids a communication-assisted technique is proposed in this paper. The proposed protection strategy consists of: 1) a differential based relay which is used for fault location and detection inside sub-microgrids; 2) an overcurrentbased relay to protect the VSCs connected to the host network and the DGs; 3) a centralized protection unit (CPU) which supervises the protection devices and adapts them with the operational conditions of the microgrid. This unit also executes a self-healing process to guarantee the supply-adequacy of the islanded microgrids and on-outage sub-microgrids; 4) a combination of DCCBs and isolators to provide a fast and selective fault interruption with the minimum number of DCCBs. All the components of the proposed protection and self-healing strategy are coordinated together. In the first step, after the fault detection and location by the proposed relays, since the common VSCs are not able to block the fault current, all the corresponding DCCBs will operate and interrupt the fault. Afterwards, the fault will be isolated by the associated isolators. Finally, after the network restoration, the proposed self-healing method will be executed in order to guarantee the stable operation of the isolated zones of the microgrid.
The proposed technique is also complemented by a backup protection mechanism which is activated when the communication link fails. Moreover, the hardware-in-the-loop (HIL) approach is used to evaluate the performance of the proposed strategy. Using this method we take into consideration errors and delays that do not appear in off-line simulation, such as time delay in data transfer.
The paper is organized as follows: Section II describes the dc microgrid that will be used as study-case for the paper. The components and the steps of the proposed protection are explained in Section III and IV, respectively. The operation of the proposed self-healing and adapting (SHA) unit is explained in Section V. The HIL setup is introduced in Section VI. Finally, in Section VII the performance of the proposed scheme is illustrated for some case studies.
II. DC-MICROGRID STUDY-CASE
The performance of the proposed protection technique is explained and evaluated, for a set of case studies in the context of a hypothetical dc distribution network, as shown in Fig. 1 . The basic configuration and parameters of this network are extracted from the benchmark proposed in [14] and re-designed to operate as a dc microgrid. The network is a VSC-based dc system consisting of: DGs which are interfaced to the grid through VSCs, residential/industrial loads, and the dc feeders.
Two-level ±10-kV VSCs are used to interface the connection to the ac network as well as the RESs to the dc network. Hall-Effect current transducers (CTs) are installed on both ends of the dc lines. The data transfer amongst the dc buses and the centralized protection unit is made possible via dedicated communication links.
III. COMPONENTS OF THE PROPOSED PROTECTION SCHEME Protection systems must be able to detect and locate the various types of faults, interrupt the fault current and isolate the faulty zones before serious damage is inflicted on vital devices. The following subsections describe the method and devices that are used in the proposed strategy to achieve the protection goals.
A. Fault Interruption and Isolation
Since common VSCs are not capable of fault-blocking, the fault current should be interrupted by the appropriate DCCBs. However, due to the specification of these CBs, they are more expensive than their counterpart ac breakers. Therefore, installing DCCBs in all the dc lines, although it provides a selective and reliable protection, increases substantially the initial cost of the protection scheme. Hence it might not be applicable for most dc distribution systems and microgrids. Therefore, in this paper, a combination of DCCBs and isolator switches are used to provide an economic and selective protection scheme.
After a fault event, the fault is fed by the sources which are connected to the microgrid. Of course, the contribution of each source in the fault current is related to different factors such as the source location and its capacity. As shown in Fig. 1 , VSCs are located in the microgrid at the point of connection to the host network as well as at the different connection points of the various DGs. Thus, in order to interrupt the fault current and to protect the VSCs and the network elements, it is necessary to install DCCBs at the connection point of the microgrid to the host network and at the connection point of DGs, i.e., the points labeled "A" in Fig. 1 . Solid-state CBs (SSCBs) are the fastest type of DCCBs that can operate in less than 1ms [15] , [16] ; this type of DCCBs are considered in the paper.
On the other hand, in order to provide a selective protection, the faulty line/busbar should be isolated and the rest of the network should continue its normal operation. This can be achieved by installing the appropriate isolator switches on both ends of the main dc lines. These switches are cheaper than DCCBs; however, they must be opened/closed only in the no-load condition. Therefore, they isolate the faulty part only after the fault current was interrupted by the DCCBs.
B. Forming Sub-Microgrids (SMGs)
The use of a combination of DCCBs and isolators results in a "cut and try" process. During this process, the entire microgrid is disconnected from the sources and, after the fault is isolated, the rest of the network is reconnected again. In the proposed protection scheme, to prevent the overall outage and to limit the negative effects of the cut and try process, the microgrid is clustered into several sub-microgrids. The sub-microgrids are connected together using DCCBs. In other words, the boundaries of the sub-microgrids are determined by the location of the DCCBs. By use of this clustering, the cut-and-try process is done only for the faulted sub-microgrid. It has to be noted that determining the optimal placement of these CBs (i.e., optimal microgrid clustering) is out of the scope of this paper; however, as mentioned in [17] factors such as supply-adequacy can be considered to facilitate the operation of the sub-microgrids even if they are disconnected from the rest of the network. These DCCBs also play an important role in the backup protection which is executed when the communication link fails, as it will be explained in Section IV-B.
C. Fault Detection and Location
As mentioned above, the fault current is supplied through the VSC stations of the host grid and of the DGs. These VSCs are vulnerable against faults on their dc side; hence, fast fault detection is necessary for the VSC stations. This can be achieved by current monitoring at the connection points of the VSCs and microgrid, i.e., points labeled "A" in Fig. 1 . For this reason, VSC stations are equipped with an overcurrent-based relay labeled as source protection relays (SPR). The first stage of the fault current, i.e., capacitor discharge current, has a high increasing rate. Hence, the SPRs can detect the fault after several microseconds. Settings of these relays are determined based on the critical time of the corresponding VSCs and the load current. Other specifications and tasks of the SPRs are explained in Section IV.
Monitoring the currents at the "A" points however, does not determine the exact location of the fault and cannot provide a selective protection. Moreover, in the case of HIF occurrence, the SPR may not even detect the fault. For these reasons, in the proposed strategy, the fault location is handled by the current-differential-based method. The differential relays are more accurate than OCR and are able to identify the exact faulty line/busbar [1] , [18] . Moreover, unlike the time-inverse OCR, their performance is not impacted by the high rising rate of the dc fault current. Therefore, although differential-based methods need communication links and more current transducers than the OC-based methods, they can provide a fast and selective protection that is not affected by the intermittent behavior of DGs. It should be pointed out that the communication infrastructure and capabilities of the smart grids could be used for implementing the differential-based methods. By using this infrastructure no additional costs are required for constructing new communication links.
In the proposed method, each SMG is protected by a submicrogrid relay (SMR) which consists of several differential elements. Each differential element of the SMR receives the measured current at both ends of a dc line and calculates the differential current of the protected line according to (1) .
where I 1,j and I 2,j denote the measured current at both ends of the j th line, and k is the sample number. In normal conditions the calculated value for I diff should be close to zero; however, to prevent the relay's mis-operation, the threshold of the differential elements of the SMRs are adjusted considering a restrained current (I r ). In other words, we assume that the j th differential element of an SMR operates if I diff ,j [k] > I r,j . The restrained current of each element can be determined according to the smallest current required for the operation of that element; e.g. I r,j = KI n,j . In which K is a reliability coefficient with a value that can be set to 0.1 . . . 0.25 and I n,j is the nominal current of the j th line [18] . After a fault occurrence in the j th line, the corresponding differential element detects the fault and issues a trip signal. The fact that the difference in (1) is taken in absolute value shows that bi-directional power flows caused by DGs cannot impact the performance of the differential scheme.
As shown in Fig. 2 , the current measured by the CTs located inside a SMG are transmitted to the corresponding SMR through the communication links. By use of these communication links not only the required data for the differential elements are collected, but also a multi-terminal differential protection can be formed. Indeed, using the measured currents of the SMG's boundaries, transmitted through the red communication links in Fig. 2 , the differential current of each SMG can be calculated as shown in (2) .
where I SMG is the sub-microgrid current as shown in Fig. 2, I b,i denotes the measured currents at the SMG's boundaries, and n is the number of the SMGs boundaries. The trip command of the SMR can be generated by the two-terminal differential as well as by the multi-terminal element. Thus, the SMRs can provide a more stable and reliable protection when they are equipped with this multi-terminal differential element.
It is worth noting that one of the issues related to the implementation of the differential protection is that the current of external faults may lead to CT saturation. This issue happens mostly when a high-fault current occurs outside the protection zone of the relay. CT saturation, in turn, leads to the inaccurate measurement of dc currents and consequently results in relay malfunction. In fact, in this case, the relay will operate for faults that occurred outside of its protected zone. Various methods are already presented, as described in [19] to prevent this issue and enhance the performance of the differential protection. However, those methods were presented according to the specifications of current-transformers which are commonly used in ac systems and are not necessarily applicable for the hall-effect current transducers which are used in dc systems. In order to address this issue we introduce an extra unit for the differential elements of the SMRs which can effectively prevent the occurrence of this type of mal-operation. This unit is referred to as restrictive signal generator (RSG).
The RSG unit operates based on the direction of the fault current. It is clear that, only when a fault happens inside a protection zone, the fault current in all the sides of the zone will flow to the inside of the zone. For example, when a fault occurs at the location F1 in Fig. 2 , the fault current in both sides of the faulty line will flow from bus to line (fault current goes inside the protection zone). Whereas, when a fault is not inside the protection zone, at least one of the CTs of the zone will detect a fault current that goes to the outside of the zone. Accordingly, when a differential element picks up, the RSG unit receives the direction of the fault current and if the direction of at least one of the currents at the borders of a picked up differential element is to the outside of the zone, it will generate a restrictive signal that prevents the operation of the SMR. Therefore, this restrictive signal improves the performance of the differential unit of SMRs.
The logic circuit of the proposed SMR that can be easily implemented on micro-processor-based relays is shown in Fig. 3 . This figure illustrates that the differential-based unit of SMRs consists of several differential elements. Each of these elements, i.e., Diff_i, protects one of the differential zones of the associated SMG. In addition, the multi-terminal differential element is embedded in the differential-based unit that is able to detect faults that occurred inside the SMG. Each of these differential elements is also equipped with an RSG unit to improve its performance. The trip command of the differential-based unit of an SMR is sent to the related DCCB if each of the differential elements detect a fault. Moreover, Fig. 3 shows that the SMR is equipped with overcurrent directional elements as well; these elements operate as a backup unit when the communication link fails. The features and specifications of this backup system are explained in Section IV-B.
It should be noted that SMRs that are located at the borders of two SMGs, are designed to protect both of the SMGs. For example, in Fig. 4 , SMR4 receives the measured current from the dc lines of SMG2 and SMG4. This SMR sends the trip command to CB9 if it detects a fault in any of these sub-microgrids.
D. Centralized Protection Unit (CPU)
The CPU includes two independent units; centralized protection coordinator (CPC) and self-healing and adapting (SHA). The SHA receives the status of the DGs, loads, isolators and CBs. Then it estimates the network topology and calculates new settings for the relays. This unit is also equipped with a self-healing strategy that guarantees the supply-adequacy of onoutage zones of the microgrid. Meanwhile, the CPC supervises the operation of the protection elements of the microgrid and coordinates their operation. All the actions of the protection devices as well as measured currents are reported to both of these units. IV. THE PROPOSED PROTECTION SCHEME This section explains the proposed protection strategy, given the elements described in Section III. We address here both the main and the backup protection strategies. The main protection is communication-assisted method; whereas the backup protection is activated when the communication link fails. Fig. 4 shows the placements of the protection devices presented in Section III into the study microgrid. According to this figure, the following steps are performed after the fault occurrence:
A. Main Protection
Step 1) the fault is detected by the differential elements of the corresponding SMR. At the same time, the SPRs of the DGs which are inside the faulted sub-microgrid detect the fault. Moreover, according to the type and the location of the fault, the other SPRs which are outside of this sub-microgrid may detect the fault as well.
Step 2) the SMR sends the trip signal to the corresponding DCCB. It also reports the fault detection to the CPC by sending an appropriate signal. In this stage, the CPC identifies the faulty sub-microgrid. Simultaneously, the SPRs which detected the fault send the trip signal to the corresponding CBs if the fault current is not interrupted before the critical time of the related VSC. Since the SMRs use the differential-based protection, they can also detect the HIFs which might not be detectable by SPRs. Therefore, the SMR will send the trip command to the related SPRs as well.
Step 3) the DCCB(s) that received the trip signal operate and interrupt the fault current. Hence, the faulty submicrogrid is separated from the microgrid. The CBs status then will be reported to the CPU.
Step 4) the open command is sent to the isolators in both ends of the faulted line. Theses isolators are opened when their flowing current decays to zero.
Step 5) after the fault isolation, the opened DCCBs are reclosed by the appropriate commands from the SMRs and the rest of the network is restored. According to the above process, faults are isolated in Step 4 by opening the isolators at all sides of the faulty zone. Thus, the network restoration of Step 5 is done only when the associated isolators operated successfully. However, isolator failure may impact this operation. For instance, if an isolator in one side of the faulty line fails in opening, then the line is not isolated and hence the fault will remain in the system. To prevent this issue, an isolator-failure-backup function is introduced for the CPC. Based on this function, when the "open" command is sent to Based on the requirements of the proposed method, the flowchart of the SPR's operation is shown in Fig. 5 .
B. Backup Protection
Communication-based protection methods are vulnerable to communication failures. Therefore, the proposed method is supported by overcurrent directional elements to back up the differential protection in case the communication network fails. This paper follows the overcurrent directional protection which has been introduced in [14] for active ac microgrids.
The proposed SMRs switch to the overcurrent directionalbased backup protection if the communication network fails. It should be noted that, according to the specifications of the industrial protocols, the protective devices are equipped with communication failure detection capability and switch to the backup protection without the requirement of any signals from the external supervisory systems [20] . The communication failure detection is handled by exchanging an identification signal between the protection devices. Therefore, if an SMR does not receive the associated identification signals after a predefined period time it will switch to the backup mode, automatically.
As mentioned in Section III-B, based on the location of the DCCBs, the microgrid is divided into several sub-microgrids. Each sub-microgrid can be considered as a zone of the backup protection; hence, the directional definite-time overcurrent units are embedded into the SMRs.
As it is shown in Fig. 4 , the overcurrent directional element of the SMRs has two operating times for forward and reverse faults, i.e., TD F and TD R , respectively. If the communication network fails while a forward fault is detected, a trip command is generated after a time delay (TD F ); while, for the reverse faults, the trip signal is sent to the corresponding CB after TD R .
The operating time of these relays should be determined according to: 1) requirements of the selective protection by relays coordination and 2) the critical time of the main VSC station. Moreover, to provide a selective protection and prevent relay miscoordination, each relay should operate as a backup for its neighboring relay if the fault was not cleared after a time margin (TM). For example, as illustrated in Fig. 4 , the maximum operating time of the most upstream relay, i.e., SMR1, is 2TM. Therefore, assuming that the critical time of the main VSC is T C , the maximum value of TM is calculated as shown in (3).
where t CT denotes the delay associated with current transducers and their corresponding A/D converters (several microseconds); t det is the fault detection time of the directional overcurrent relay; and t CB denotes the operating time of DCCBs. The operating time of the definite-time overcurrent relays for the backup protection are shown in Fig. 4 . On the other hand, the threshold of the overcurrent element of the i th SMR, I S,i , is determined according to the nominal current flowing through the corresponding DCCB; i.e., I S,i = RI SMG,i , in which R can be set to values ranging from 1 to 1.2. This current may change after any change in the operational conditions of the microgrid; hence, the relay threshold should be changed by a self-regulation method that is explained in Section V.
The backup strategy, based on directional overcurrent, is implemented as described in the following steps:
Step 0) the SMRs are switched to the backup mode and the CPC is disabled. This step is done once the communication failure is recognized by each relay.
Step 1) the fault is detected by SPRs and SMRs. In this step not only the relays of the faulty zone, but also the relays outside of this zone may detect the fault.
Step 2) the SMRs send the trip signal to the corresponding DCCBs if the fault current was not interrupted before their predetermined time settings. Simultaneously, the SPRs send the trip command if the fault was not cleared before the critical time of the related VSCs.
Step 3) the faulted sub-microgrid is isolated and remains separated from the rest of the microgrid. Fig. 4 is impacted by a fault and isolated, SMG5 will become separated from the rest of the grid as well. Assuming that the protections of all the DG stations inside this SMG disconnect their DGs, the voltage of this grid cannot return to the acceptable range. Consequently, the DGs are not reconnected again and a healthy SMG will remain de-energized. To prevent the occurrence of this problem and to facilitate the network restoring, the auto-reclosing ability is embedded into the SPRs. As, shown in Fig. 5 the SPR recloses the corresponding DCCB after a time delay. The DCCBs will remain closed if the faulty sub-microgrid was isolated. It should be noted that the above two methods are executed on all the SPRs; hence, the re-closing process will be executed for those DCCBs which are inside the faulted SMG as well. This can cause an automatic network-restoring, in case of temporary faults, and enhance the reliability.
V. SELF-HEALING AND ADAPTING UNIT
Microgrids can operate in grid-connected and islanded modes. Since loads are supplied by the host network and DGs, the load-generation balance is always met in the grid-connected mode. Whereas, in islanded mode, considering the total possible generated power of DGs, additional supervisory actions are needed to achieve the load-generation balance. In this case, the supply-adequacy is the main concern about the successful operation of the microgrid. Indeed, supply-adequacy is the initial condition for the reliable operation of the isolated grids. Forming a supply-adequate microgrid by real-time balancing between the load and generation is known as one of the important features of the network self-healing process [21] . Thus, in this paper, a centralized self-healing strategy is presented to guarantee the successful operation of the microgrid in various operational conditions. The same self-healing strategy is used for the on-outage SMGs as well. For example, in Fig. 4 after the isolation of the line between Bus2 and Bus10, i.e., Line210, that has been impacted by F1, SMG2, SMG3 and SMG4 are separated from the host network. In this case, the self-healing process is applied for these SMGs.
Furthermore, as mentioned in Section III-C and Section IV-B, the thresholds of both the main and backup elements of the SMRs are determined according to the nominal currents of the protected lines of the associated SMGs. The nominal current of the lines may vary due to the changes in the microgrid operation modes, load variations or the intermittent behavior of the DGs. Thus, using the fixed relay settings may lead to protection issues such as relays mal-operation and protection blinding [8] . For this reason, in this paper the thresholds of the SMRs are updated after significant changes in the pre-noted factors.
Briefly, to deal with the above mentioned issues, the microgrid is equipped with the centralized self-healing and adapting (SHA) unit that has the following main tasks: a) Providing network self-healing to guarantee the supplyadequacy when 1) the microgrid works in the islanding mode; and/or 2) SMGs are separated from the grid. b) Adapting the SMRs settings according to the network operational conditions. These goals are achieved by use of the following steps:
Step 1) In the first step, the SHA collects the required information from the isolated microgrid or separated zone. The most important information is the power of the connected loads, output power of the DGs and the free capacity of the dispatchable DGs (DDGs) [21] . According to this information, the SHA determines the value of the power which should be disconnected from the on-outage zone. Then, the candidate loads which should be shed are selected based on the predetermined load priority.
Step 2) The appropriate signals are sent to the loads that are selected in Step 1.
Step 3) The DDGs are re-dispatched and the settings of the SPRs are adapted based on the new output current of the corresponding VSCs.
Step 4) Considering the status of the isolators and DCCBs, the topology of the on-outage zone is estimated (See Section V-A).
Step 5) New thresholds for the SMRs are calculated according to the load flow equations in dc grids (the method is explained below in Section V-A).
Step 6) The new settings are applied to SPRs and SMRs.
A. Re-Calculating the SMRs Setting
The SHA calculates the new threshold of the SMRs based on the power flow equations of the dc systems presented in [22] . In a dc network, the power flowing from the dc buses to the dc grid is given by:
where the vector U denotes the dc bus voltages, Y denotes the admittance matrix of the dc grid, and ⊗ is the Hadamard product operator. Vectors P and U are introduced in (5).
After a change in the injected power at the dc busses, the dc voltage variation of the network can be obtained by using (6) .
where ΔP denotes the nodal power variation and J DC is the Jacobian matrix of the dc grid that can be calculated directly by using (7) . where diag refers to the mathematical operator which converts a vector into a diagonal matrix. Substituting (7) into (6), the voltages of the DC busses after a change in the nodal injected power are calculated as shown in (8) .
Here, vectors U 1 and U 2 denote the voltages of dc busses before and after an event, respectively. Finally, the current of each dc feeder could be found by using (9) .
The equation (9) shows that any change in the network topology, reflected in the Y matrix, may impact the direction and/or the magnitude of the distribution line current. Furthermore, this equation illustrates that the connection/disconnection of DGs or changes in their generated power, reflected in ΔP, may also result in significant changes in the feeders' currents.
Thus, in order to calculate the new pickup currents, the SHA monitors: 1) the status of the DCCBs and isolators to estimate the network topology and to update the Y matrix; 2) the injected power of the DGs and the load currents; and 3) the voltage of the dc busses. Then, the SHA calculates the new pickup currents and communicates with the SMRs to apply the new settings. 
VI. HIL VERIFICATION
To validate the proposed protection scheme in the context of the network shown in Fig. 4 , the Hardware-In-the Loop (HIL) simulation approach was used. The HIL method was introduced to investigate errors and delays that do not appear in the classical off-line simulations. Fig. 7 shows the schematic diagram of the HIL setup. This setup consists of: 1) OPAL-RT as a real time simulator which simulates the microgrid of Fig. 4 ; 2) a PC as the command station (programming host) that is used to run the Matlab/Simulink model that will be executed on the OPAL-RT; 3) a development board (DK60 from Beck.) that is used to implement the elements of the proposed protection scheme; and 4) a router that is used to connect all the setup devices in the same sub-network. The OPAL-RT is also connected to the DK60 board through Ethernet ports. More details about the components of this setup are introduced in the previous work of the authors in [23] .
VII. CASE STUDIES
In the following paragraphs, several fault scenarios are simulated to demonstrate the effectiveness of the proposed method. In all the study cases, it is assumed that a fault is initiated at t = 1.0 s. Also, it is assumed that the operating time of the medium voltage AC CBs, which are used here as the isolator switches, is around 55-60 ms. Moreover, the operating time of the solid-state DCCBs is assumed to be less than 1ms [15] .
A. Case Study 1: Operation of the Main Protection
In the first case study we assumed that a solid pole to pole (PP) fault impacts the microgrid at the point labeled with F1 in Fig. 4 . Subsequent to the fault occurrence, SMR2, SMR3 and SMR4 detect the fault and send the trip command to the corresponding DCCBs after 2.4 ms (±0.2 ms). ±0.2 ms is the difference between the operating times of these SMRs. The corresponding DCCBs operate and isolate SMG2 around 3.6 ms after the fault occurrence. Meanwhile, SPR1 detects the fault 48 µs after its occurrence; however, since its operating time has been set according to the critical time of the VSC of DG1, it will send the trip command after 3.2 ms.
Simultaneously, the relays of the DGs outside the faulty SMG that the critical time of their VSC station is less than the fault clearing time will operate as well. For example, the operating time of SPR2 is set to 2.7 ms while the fault current fed from the SMG4 is interrupted after 3.6 ms; hence, SPR2 sends the trip command to DCCB2 and isolates DG2. This DG should be re-connected as soon as possible. All of these operations and commands are reported to the CPC. When the CPC receives the "open" status of the DCCBs, it will send two different commands. First, the "reclose" command is sent to SPR2 which is not inside the faulty SMG. Second, after a time margin, which we set to 10 ms, the CPC sends the "open" command to the corresponding isolator switches. Therefore, considering the operating time of these switches, the faulty line is isolated in less than 80 ms after the fault occurrence. The open status of these switches is reported to the CPC and considering the time margin for reliable operation the "close" command is sent to SMR2, SMR3, SMR4 and SPR1 93 ms after the fault occurrence. The operating time of the various parts of the proposed protection technique is shown in Fig. 8 . This test illustrates that the proposed protection is able to isolate the faulty part and restore the sound parts of the microgrid in less than 100 ms.
This case study also illustrates that by the use of a minimum number of DCCBs, the method provides a selective protection with the minimum possible interrupted loads and very short interruption duration. In other words, the minimum possible loads are disconnected and the rest of the faulty sub-microgrid is restored after around 100 ms. This behavior enhances the network Fig. 9 . The operation time of the protection elements for case study2. reliability, and due to the direct relation between the reliability indexes and the economic aspects of the network operation [24, 25] , the method reduces the outage costs as well.
B. Case Study 2: Operation of the Backup Protection When Communication Fails
After a communication failure, the SMRs switch to their backup mode. In this case, as explained in Section IV-B, the TD F and TD R of each SMR are set according to the TM. The method for calculating the TM was explained in Section IV-B. The simulation results show that the critical time of the main VSC station is 8.5 ms; then, according to (2) the maximum value of TM is 3.5 ms; however, TM is set to 2.5 ms. Now, let's assume that a solid pole to ground (PG) fault occurs at the point labeled with F3 in Fig. 4 while the communication link fails. In this case, SPR5, SPR6, SPR7, and SMR5 detect the fault and SMR5 sends the trip command immediately. Consequently, SMG5 is isolated from the rest of the network after 1.1 ms. Furthermore, according to the critical time of the corresponding VSCs, SPR5, SPR6 and SPR7 are going to send the trip command after 2.8 ms, 2.5 ms, and 3.1 ms, respectively. However, due to the separation of the SMG5 before the operating time of SPR5, this relay will not send its trip command. By the operation of CB6 and CB7, DG6 and DG7 are disconnected in around 4ms after the fault occurrence. It is clear that, although this backup method can provide a high-speed fault interruption, the faulty SMG will be separated after any fault occurrence. As it is shown in Fig. 9 , to facilitate the fast network restoring, all the relays which have been sent the trip command will send the reclosing command after a time delay. For our study case we set this time delay to be 0.3 s. Hence, in the case of a temporary fault occurrence, the isolated SMG may restore after around 0.3 s.
To further evaluate the effectiveness of the proposed protection strategy, in addition to the above two cases, various fault scenarios have also been studied, however, due to the space limitation, the results of only a selected number of test cases have been reported in Table I . It should be noted that for each case, only the operating time of the relays inside the faulty SMG is reported in Table I .
VIII. CONCLUSION
This paper proposes a centralized protection strategy for VSC-based dc microgrids. The proposed strategy also presents a communication-assisted method which is able to detect the faulty zone without using complex calculations. The HIL simulation results show that the proposed scheme is fast enough to guarantee the safety of the VSCs that supply the dc buses and of the other important elements of the system. The results also show that the proposed strategy restores the network within 100 ms-300 ms.
Since the use of DCCBs for all the dc lines is not economically feasible for most microgrids and distribution systems, one of the main advantages of this method is that it provides a selective protection strategy by making use of a minimum number of DCCBs. The method is also complemented with a self-healing strategy which can facilitate the network-restoration. The selfheling strategy guarantees that each sub-microgrid continues its normal operation even if it is isolated from the main source. Moreover, in order to provide an effective network restoration, it is necessary to use a fast and selective fault location method. Thus, the proposed method has been equipped with a differential-based protection that can be implemented on the communication infrastructure of the smart grid.
From the economical point of view, not only the selective protection is achieved with a minimum number of DCCBs, but also, due to the fast network-restoration, the method reduces the interrupted zone and interruption time which are reflected in the reduction of outage costs.
