The purpose of this work is to begin the development of a comprehensive time/frequency spectral analysis approach that can be applied to complex signals associated with real world systems, such as rotating machinery. Rotating machinery operating at nominally constant speed comprise a large class of important real world systems that have received relatively little attention in terms of stochastic characterizations of any greater sophistication than those associated with wide sense stationary processes. In this work, a periodictime/frequency characterization procedure is introduced in the context of vibration analysis associated with a diesel engine operating at nominally constant speed. This application highlights a number of difficulties, such as the need for accurate period estimation, accommodation of noninteger periods in relation to digital processing, and identification and separation of tonal components from the signature in order to arrive at a more parsimonious characterization. A theorem relating to the limiting influence of these difficulties is presented. These difficulties are addressed using advanced signal processing tools, such as a recently developed tone identification procedure and extended Kalman filtering, which to the authors' knowledge have not been considered to date in such a setting. Results include a simple correction algorithm for noninteger periods, excellent separation of tonal components whose frequencies are slowly varying, and subsequently a modest improvement in the spectral characterization of the remainder of the process. These results have some significance in relation to diesel engine vibration, since they unambiguously identify tonal vibration components, in addition to a random structure which appears to include random excitation of resonances.
INTRODUCTION
Periodic phenomena are found in a wide variety of disciplines. Examples include noise and vibration associated with rotating machinery, communication signals, pulsar signals, and species extinction rates. In view of the periodic nature of such phenomena, it is natural to assume that related signals may exhibit a periodic structure. For this reason, the frequency domain has been the predominant medium for attempting to describe the information contained in these types of signals. However, traditional frequency domain analysis assumes the signal to be wide sense stationary (WSS). If the signal is periodic and nonrandom, then this type of analysis will reveal the magnitudes (not the phases) of its Fourier series coefficients. The simplest. example of this type of signal is a sinusoid, which in this paper will be also termed a tone. At the other extreme, if the signal is periodic and random, then this type of analysis will reveal an energy specthe periodicity. A simple example of such a periodic random process is white noise, say X(t), that is modulated by a square wave, say w(t) with period T. The resulting process,
Y(t) = X(t)w(t) is periodic, or cyclostationary. • Even so, a
lagged-product autocorrelation estimate will converge in probability to a Dirac delta function associated with an unmodulated white noise process. In both cases, the temporal description of the signal information over a period of the phenomenon is lost in the spectral estimate.
A number of methods which attempt to take direct advantage of known period information have been proposed. Order analysis involves sampling the signal at a rate proportional to the period, so that frequency bins are replaced by multiples of the period inverse. This technique has been used for decades in analysis of signals from rotating machinery. For a recent application, see Ref. 2. It is extremely valuable for accommodating slowly time-varying periods. For a constant period it becomes standard spectral analysis, and so provides no intracycle information. Synchronous averaging is a method whereby the data (or a simple function of it) is partitioned into blocks, the length of each which equals the known period, and these blocks are averaged. 3 In the frequency domain, this is equivalent to applying a comb filter. While this method is designed to extract a description of the intracycle information, it is very sensitive to bias and variability of the signal period. Moreover, it provides no timevarying frequency description of the data.
It may be argued that, in spite of the availability of advanced signal processing tools, there is no one tool which is sufficiently general to conduct a comprehensive time/ frequency analysis of stochastic processes associated with complicated real world systems such as rotating machinery. The goal of this work is to investigate the potential of a combination of advanced signal analysis tools for extracting periodic time-varying spectral information from real world data; that is, data associated with a nominally periodic phenomenon, and whose stochastic description is entirely unknown. For this purpose, vibration data obtained from an automotive diesel engine run at relatively constant speed will be the focus of this work. These data are believed to be suitably complex as to be representative of data associated with a wide variety of rotating machinery. It will provide the motivation to address a number of real issues, most notably time-varying period tracking and tone rejection. The signal processing tools needed to address these issues are described, and their performance is demonstrated in simulations, as well as in the case of the diesel data. The remainder of this work is organized as follows. Section I describes the diesel data collection procedure. Section II reviews elements of spectral estimation for w ss processes, and includes a number of such estimates for the diesel data. The presence of sharp peaks in the spectral data (as is almost always the case in rotating machinery data) motivates the search for the presence of point spectrum associated with tones. This is done in Sec. III, using a recently developed method for identifying sinusoids in unknown noise, 4 which can even be nonstationary, 5 as will be the case with the diesel data. Section IV includes a brief review of periodic random processes. Section V addresses period estimation and the influence of period uncertainty, in the form of bias and variability, on periodic spectral estimates. This is a particularly important problem, since in many real world situations both inexact period information is provided, and load variations are present which can induce small random fluctuations. The effect of these fluctuations is described in a theorem, which states that the limiting structure of any periodic spectrum estimate, in the case where the assumedly constant period is in fact a stationary random process, becomes time-invariant. Section VI addresses the problem of tone removal. Tones are often contained in random processes associated with rotating machinery. Tone removal is important in periodic spectrum estimation, since in the time frequency plane a tone is time invariant. Hence, its presence not only reflects redundant information, but it can camouflage the time-varying spectral structure of other processes. To achieve tone rejection (the need for which is highlighted by the diesel results of Sec. IV) an extended Kalman filter (EKF) is proposed, and its performance is evaluated. Finally, Sec. VI includes a summary of our proposed approach for periodic spectrum analysis of data associated with periodic phenomena, and draws conclusions regarding its value and limitations. Issues for further research are also identified.
Before proceeding to Sec. I, the reader should be warned that the style of this paper is not the traditional one of presenting all of the analytical machinery first, and then demonstrating its utility in an application. While such an approach has its place, it can intimidate the practitioner who does not have the patience to wade through all of the prerequisite material. Moreover, it is seldom the way in which the research actually evolved. This is especially true in this work. We intentionally chose to let the real world problem, in this case the desire to obtain a time/frequency description of diesel engine vibration, drive the effort. Consequently, our presentation approach is to reflect this. For this reason, the reader will find analyses and figures related to the diesel engine vibration analysis throughout the paper. While this may result in some inconvenience, for example in comparing figures, we believe that it has the advantage of providing needed continued practical motivation throughout the paper. 
N__} oo r = -N For white noise, (2) converges to trx 2. In practice, especially when studying processes associated with real world periodically excited systems, such as rotating machinery, the estimated spectrum will contain a mixture of line spectrum and continuous spectrum. This mixed spectrum identification problem is discussed in Ref. 6. Suffice to say, the crux of the problem is to determine which peaks in a spectral estimate correspond to (1) and which correspond to (2).
One possible solution to this problem is to compute a family of DFT spectra indexed by the number of autocorrelation lags used. Alternatively, a family of autoregressive (AR) spectra might be utilized, since it is well known that they can offer notably higher tone resolving properties than dB. An exception to this difference however, is apparent at the first two cylinder harmonics, where tones predominate. In these regions the amplitudes of the peaks in the AR (160) spectrum are meaningless.
In the last section the use of a family of spectral estimates, specifically AR(n) spectra, indexed by n, the number of autocorrelation lags utilized, was suggested as a means of identifying tones. The problem with using AR(n), as well as associated DFT spectra, for this purpose is that the growth rate of a peak as a function of n can be quite erratic, making it difficult to draw conclusions regarding convergence. The following family of minimum variance (MV) spectra overcome this difficulty to a notable extent. The MV(n) spectrum for a scalar process Xt is mVn(tO) • These tonal components need to be removed from the data prior to performing any type of time-varying spectral analysis. Otherwise, they will contribute time-invariant spectral peaks that could dominate any time-varying spectra in neighboring frequency regions; behavior which will be demonstrated in the next section.
IV. PERIODIC TIME-VARYING SPECTRAL ANALYSIS
This section summarizes some basic definitions and results for periodic processes. We then present a periodic spectral estimate for the diesel data. Its relatively time-invariant behavior is noted, motivating the investigation of the influence of period uncertainty provided in the next section. To begin, a random process X t is said to be a (weakly) periodic process if both its mean E(Xt)--•t. tx(t) and autocorrelation E(XtXt+O=•Rx(t,t+r) are periodic functions of the variable t. Such processes are also termed wide sense cyclostationary (WCS), and we will refer to them as such in this work. There has been a notable amount of attention given to such processes. The majority of it has concerned representation theory, while a lesser amount has focused on data- 
where e t is a WSS white-noise process. Using 10000 samples of (7) the AR(1) spectrum was estimated for Ttrue=20 and for Ttrue=20.2, while in both cases T=20. These spectra are shown in Fig. 5(a)-(b) . These figures illustrate an interesting consequence of period bias on periodic spectral estimation, namely that unless it is accommodated, it can result in a time-invariant spectral estimate. In fact, in the case of integer-valued periods, it can be shown that if the computed and true periods are relatively prime, then the autocorrelation estimate, (3), will converge to a time-invariant one-dimensional autocorrelation. We now propose a method to accormmodate this type of period bias. Assuming a true and fixed period Ttrue is known, and the difference between it and the closest integer-valued computation period T is Ttrue-Ta=A, then it is a simple matter to accommodate this difference. Specifically, let Xn= [XnT + 1,XnT+2 ..... XN] be all of the remaining data after the nth block. Beginning with n= 1, partition the original data until the condition n A >0.5 is noted. This implies that the beginning of the computed (n + 1)st period is at least 0.5 samples behind the true (n + 1)st period. Correct this condition by discarding the first point in X n , and proceed to partition this remaining modified data. If the condition n A < -0.5 occurs, then a sample point needs to be added. This can be done in a number of ways. For simplicity we chose to add the average of Xnr and Xnr+l to the beginning of X n . The result of applying this fractional period correction scheme is demonstrated in Fig. 5(c) . Comparison with Fig. 5(a) indi- cates that it is able to accormnodate a fractional period with minimal distortion to the periodic spectral estimate.
The result of applying this period correction method to the diesel data is shown in Fig. 6. A comparison of Figs. 4 and 6 suggests that the proposed period correction scheme had a mixed effect on the time-varying nature of the spectral estimate. In particular, it diminished some temporally local peaks in Fig. 4 , while accentuating others in the 400-and 600-Hz regions.
While the above period correction scheme may forestall the influence of period bias on the time-varying structure of a periodic spectral estimate, there is yet another period related phenomena, namely period variability, which can have the same effect. Period variability can be caused by load variations, combined with limitations in speed control systems. In the case of the diesel vibration data, speed variations on the order of _ 1 mph were observed. These could relate to load variations caused by small grade changes in the road, combined with the limitations of most cruise control systems. We now present a theorem which predicts the time invariant behavior of (5), hence time invariance of the spectral information, when an assumedly constant frequency 12= 2rc/T is in fact a stationary random process 12(t). ing average process of order one, given by 
Theorem: Let x(t) be the output of a time-periodic system h(t,r)=h(t+ T,r) excited by a WSS random process, u(t): M x(t)= • h(t,r)u(t-r),

x(t)-h(t,O)u(t)+ h(t, 1)u(t-1),
Vl. ADAPTIVE TONE SUPPRESSION
The diesel data analysis up to this point has highlighted two issues that must be addressed in order to have any chance of extracting periodic spectral information with any real temporal structure from the diesel data. One is that inaccurate period estimates, when used with long enough data lengths, will smear any time-varying spectral structure into a time-invariant structure. The period correction method proposed in Sec. V will improve matters if the interval over which the shaft period can assume to be constant is long enough to obtain statistically reliable spectral estimates, and if this period can be estimated with sufficient accuracy. The second, which is addressed in this section, is that tones with any strength must be removed in order to highlight the timeperiodic spectral structure of the data. Since there can be little doubt that the shaft period is slowly time varying to some extent, it is not likely that tone cancellation assuming a fixed period will work. Our approach, therefore, is to track the tone information (magnitude, frequency, and phase) and adaptively remove it. This is attempted by using an extended Kalman filter (EKF).
In this work the EKF functions as an adaptive filter by estimating and tracking the frequency, phase and amplitude of the sinusoids and removing them from the data. Frequency estimation is a nonlinear problem, and as such, optimal filters generally cannot be constructed. The EKF arises from a linearization approach which is described in Ref. 
Vii. SUMMARY AND CONCLUSIONS
The goal of this work was to investigate the potential value of a combination of advanced signal processing tools for extracting periodically time-varying spectral information from a complex real world system; namely vibration data measured from a diesel engine operating at nominally constant speed. A first problem that was encountered was the identification of a noninteger period, whereas digital processing demands an integer-valued period. This problem was accommodated by a simple period adjustment scheme. The value of this scheme was obvious in a simple simulation, but was not so obvious when applied to the vibration data. A second degrading influence of period uncertainty on timevarying spectral structure was noted in a theorem which states that period fluctuations can have the same temporal smearing effect as period bias if sufficiently long data sets are utilized. Unfortunately, long data sets are needed to improve statistical stability of the spectral estimate. A second problem was the dominance of the periodic time/frequency spectral estimate by relatively time-invariant tones. To separate the tone influence, and hence obtain a better picture of the time-varying spectral structure, an extended Kalman filter (EKF) was implemented to track tones in specified frequency regions. When applied to the diesel engine vibration data, the EKF resulted ip_ a slowly time-varying tone model which was able to account for a significant amount of the energy in the data. This, in turn, resulted in some observable enhancement of the temporal structure of the vibration data spectral structure. Unfortunately, it did not improve matters enough to clearly identify temporally separate the spectral content associated with individual cylinders. This could be a shortcoming of the analysis method; in particular, the smear- In this case, even though the signal stochastic structure appears to be quite complex, it is reasonable to believe that some periodic spectral structure may exist, and that knowledge of that structure might provide significantly more insight into the intracycle behavior of the signal than knowledge obtained from traditional spectral methods. This belief was the premise of this work. Even though the signal processing tools chosen for this purpose did not extract obvious intracycle spectral information related to the diesel vibration signal, it is believed that enough time-varying information was sufficiently enhanced to motivate further efforts along these lines. Examples of such efforts might be inclusion of a wide sense cyclostationary structure in the EKE The EKF used in this work assumed the nontone process to be white. Even so, it performed reasonably well in a very nonwhite and in fact nonstationary noise environment. It may also be worth investigating the influence of more accurate initial tone parameter estimates on the convergence rate of the EKE For example, in Ref. 6 a method for improved tone amplitude estimation using the MV spectra is given. Related more directly to the MV spectra are a number of issues. The influence of slowly time-varying tones which are not true sinusoids on the rate of convergence of the MV (n) spectra could also be addressed, since, in reality, true tones do not exist.
Finally, it should be noted that the investigation provided some insight into diesel engine vibration. In particular, it showed relatively unambiguously that this vibration has a significant tonal component to it, but not at every harmonic of the shaft or cylinder frequency, as is often presupposed in DFT-based spectral analysis. In that or any other type of traditional spectral analysis there is always some amount of ambiguity regarding which spectral peaks correspond to tones, and which correspond to randomly excited resonances. The MV approach applied in this work revealed that only a relatively small number of harmonics contained tones of any strength. The investigation also led to the separation of this tonal structure from the remaining random structure, which suggested that structural resonances excited by random sources are present. These findings could be useful for identifying the vibration sources, and for design of noise and vibration feedback control systems. With respect to system identification for example, it is shown in Ref. 8 that if not properly accommodated, tones can introduce significant errors in attempting to perform system identification.
Substituting (A1) into (A2) gives
• ak(t+nT)u(t+nT-k)
•(t,t + r) = • n=0 k=0 • •l 
