Abstract. Theories unifying gravity with other interactions suggest the possibility of spatial and temporal variation of fundamental "constants" in the Universe. Using quasar absorption systems we can probe the value of the fine-structure constant, α = e 2 / c, over the history of the universe. Previous studies of three independent samples of data, containing 143 absorption systems spread from 2 to 10 billion years after big bang, hint that α was smaller 7 -11 billion years ago. However competing studies show no such α-variation. The studies can be improved by utilising more atomic transitions that are seen in quasar spectra, however in many cases this is hampered by a lack of accurate laboratory frequency measurements. The aim of this paper is to provide a compilation of transitions of importance to the search for α variation. They are E1 transitions from the ground state in several different atoms and ions, with wavelengths ranging from around 900 -6000 Å, and require an accuracy of better than 10 −4 Å. We also discuss isotope shift measurements that are needed in order to resolve systematic effects in the study. Researchers who are interested in performing these measurements should contact the authors directly.
Introduction
Current theories that seek to unify gravity with the other fundamental interactions suggest that spatial and temporal variation of fundamental constants is a possibility, or even a necessity, in an expanding Universe (see, for example the review of Uzan (2003) ). Several studies have tried to probe the values of constants at earlier stages in the evolution of the Universe, using tools such as big-bang nucleosynthesis, the Oklo natural nuclear reactor, quasar absorption spectra, and atomic clocks (see, e.g. Flambaum & Berengut 2009 ). Pickering et al. (2000) 17 Pickering et al. (2002) 18 Nave et al. (1991) 19 Matsubara et al. (2003) Comparison of atomic transition frequencies on Earth and in quasar (QSO) absorption spectra can be used to measure variation of the fine-structure constant α = e 2 / c over the last 10 billion years or so. Early studies used the "alkali-doublet" method (Savedoff, 1956) , taking advantage of the simple α-dependence of the separation of a fine-structure multiplet.
More recently we developed the "manymultiplet" method (Dzuba et al., 1999a,b) which improves sensitivity to variation in α by more than an order of magnitude compared to the alkali-doublet method. Enhancement comes from the use of transitions which are more sensitive to α than the finestructure splitting is, for example the s-wave orbital has maximum relativistic corrections to energy but no spin-orbit splitting. In addition the α-dependence varies strongly between different atoms and transitions (for example s-p and s-d transitions can have different signs) and this helps to control systematics. The number of spectral lines available for study is quite large; this gives a statistical advantage.
The first analyses using the many-multiplet method revealed hints that the fine structure constant was smaller in the early universe (Murphy et al., 2003a (Murphy et al., , 2001b Webb et al., 1999 Webb et al., , 2003 Webb et al., , 2001 ). The latest results of this group, which combine data from 143 absorption systems over the redshift range 0.2 < z abs < 4.2, gives a variation of ∆α/α = (−0.57 ± 0.11) × 10 −5 (Murphy et al., 2004) . A very extensive search for possible systematic errors has shown that known systematic effects cannot explain the result (Murphy et al., 2001a) . Our method and calculations have been used by other groups to analyse different data sets from different telescopes (Levshakov et al., 2005; Quast et al., 2004; Srianand et al., 2004) , however their results indicate no variation of α. Recently the methodology of Srianand et al. (2004) was questioned by Murphy et al. (2007) . A re-analysis of the same data, which included 23 absorption systems from VLT/UVES, gave a revised fit of ∆α/α = (−0.64 ± 0.36) × 10 −5 (Murphy et al., 2008) , increasing the error previously reported by a factor of six.
Discussion
To continue this work and resolve the discrepancies, several new transitions are being considered. In Table 1 we present a list of lines commonly observed in high-resolution QSO spectra. All of the lines marked 'A' (very important) or 'B' (mildly important) lack the high-accuracy laboratory measurements necessary for studies of α variation. All transitions are from the ground state of the ion, with the exception of the C II lines marked with an asterisk which are transitions from the metastable 2s 2 2p 2 P o 3/2 level. Predominantly the wavelengths and oscillator strengths are taken from the compilations of Morton (1991 Morton ( , 2003 . The wavelengths have errors of about 0.005 Å, although it is possible that some errors are closer to 0.05 Å. Note that the oscillator strengths presented are not as accurate as the wavelengths: these measurements are much more difficult. As a general rule, the lines are more important for α variation if they lie above 1215.67 Å (the Lyman-α line of hydrogen) due to the "Lyman-α forest" seen in QSO spectra.
Isotope shift measurements for these transitions are also needed in order to resolve a source of systematic error in the variation of α studies: the isotope abundance ratios in the gas clouds sampled in the quasar absorption spectra may not match those on Earth (Murphy et al., 2001a (Murphy et al., , 2003b . Spurious observation of α-variation due to differences in isotope abundance of any one element has been ruled out, however an improbable "conspiracy" of changes in several elements could mimic the observed effect.
Accurate measurements of the isotope shift are required to quantify these systematic effects. Additionally, if the isotope shifts are known then it is possible to simultaneously determine both any possible α-variation and the isotope abundances in the early universe directly (Kozlov et al., 2004) . This can be used to constrain models of chemical evolution of the Universe and test models of nuclear processes in stars (Ashenfelter et al., 2004; Fenner et al., 2005) . We have performed very complicated calculations of these isotope shifts (Berengut et al., 2003 (Berengut et al., , 2005 (Berengut et al., , 2006 (Berengut et al., , 2008 , however calculations in group 3d atoms and ions are difficult, and our accuracy may be low. Therefore measurements for at least some lines are needed to benchmark calculations in this regime. In addition to the transitions previously mentioned, in Table 1 we present lines that were used in previous studies (and hence have precise wavelength measurements), but for which the isotopic structure has not been measured. These transitions are marked with an 'I'. Where both the transition frequency and isotope shift are known they are marked with an 'M': these are included here for reference only, however verification would still be useful.
We previously calculated the relativistic energy shifts, or q-values, for many of the lines seen in quasar spectra (Berengut et al., , 2005 (Berengut et al., , 2006 Dzuba et al., 2002; Dzuba & Johnson, 2007; Porsev et al., 2007; Savukov & Dzuba, 2008) . The dif-ference between the transition frequencies in QSO spectra (ω) and in the laboratory (ω 0 ) depends on the relative values of α. The dependence of the frequencies on small changes in α is given by the formula ω = ω 0 + qx, where x = (α/α 0 ) 2 − 1. The q values are calculated using atomic physics codes. The atomic energy levels are calculated to a first approximation using relativistic Hartree-Fock (DiracHartree-Fock). Higher order effects are taken into account using a combination of configuration interaction (for many-valence-electron systems) and many-body perturbation theory; this is known as the "CI+MBPT" method (Dzuba et al., 1996) . The value of α is varied in the computer codes and the energy levels are recalculated, and hence the transition frequencies. The q values are extracted as
We also account for complications due to level pseudo-crossing as described by Dzuba et al. (2002) . In Table 1 we present our current best qvalues for easy reference. Uncertainties here are representative rather than statistical.
