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iAbstract
The motivating question for this dissertation was to identify the minimal requirements for fluid
models of plasma to allow converged simulations that agree well with converged kinetic simulations
of fast magnetic reconnection. We show that truncation closure for the deviatoric pressure or for
the heat flux results in singularities. Due to the strong pressure anisotropies that arise in magnetic
reconnection we propose Gaussian-moment two-fluid MHD with isotropization of the pressure tensor
and a Gaussian-BGK closure for the heat flux tensor as the simplest model that is likely to agree
reasonably well in the diffusion region with kinetic simulations of fast magnetic reconnection.
For two-dimensional problems invariant under 180-degree rotation about the origin, we show
that if the entropy production, heat flux, diffusive entropy flux, or deviatoric pressure vanishes
in a neighborhood of the origin then any steady state solution with nonzero reconnection rate
must be singular. In particular, models which simulate any species using a Vlasov equation or an
adiabatic five-moment or ten-moment model cannot support converged steady nonsingular magnetic
reconnection. Therefore, for such problems, converged simulation of steady magnetic reconnection
requires that a nonzero collision operator be explicitly specified.
To study dynamic nonlinear magnetic reconnection we simulate the GEM magnetic reconnec-
tion challenge problem with an adiabatic two-fluid-Maxwell model with pressure isotropization.
Our deviatoric pressure tensor agrees well with published kinetic simulations at the time of peak
reconnection, but sometime thereafter the numerical solution becomes unpredictable and develops
near-singularities that crash the simulation unless positivity limiters are applied. To explain these
difficulties we show that steady reconnection requires heat flux and argue that sustained reconnec-
tion approximates steadily driven reconnection.
This prompts the need for a 10-moment gyrotropic heat flux closure. Using a Chapman-Enskog
expansion with a Gaussian-BGK collision operator yields a heat flux closure for a magnetized 10-
moment charged gas which generalizes the closure of McDonald and Groth. We argue for this
closure against an entropy-respecting closure.
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1Chapter 1
Introduction
For convenience, most mathematical symbols are hyperlinked to the symbol glossary, which in turn
references points in the text where each term is defined or discussed.
1.1 Conventions
For clarity and to avoid misunderstand we specify that
• The term “collisions” is used in the broadest possible sense to include all microscale interac-
tions of particles with the electromagnetic field. The language of collisions is thus used in an
axiomatic sense, rather than in the typically more restricted sense which refers specifically to
a detailed description of particle-particle (Coulomb) interactions. In particular, it is assumed
that the evolution equation of the density functions f i(t,x,v) for the ions and f e(t,x,v) for
the electrons satisfy kinetic equations of the form
∂tf i + v ·∇xf i + ai ·∇vf i = CT i = C i + C ie,
∂tf e + v ·∇xf e + ae ·∇vf e = CT e = Ce + Cei,
where we call CT s, Cs and Csp collision operators; C i, Ce, and C ie + Cei conserve mass,
momentum, and energy, and the appropriate entropy inequalities are assumed to be satisfied.
• The terms kinetic equation and Boltzmann equation are used as synonyms.
• The terms Gaussian-moment model and ten-moment model are used as synonyms.
• The terms Maxwellian-moment model and five-moment model are used as synonyms.
1.2 Plasma
A gas is a fluid composed of freely moving particles. Plasma is a gas of charged particles, which
interact with the electromagnetic field. Most of the universe consists of plasma threaded by magnetic
field lines. The negatively charged particles are typically electrons but may also be negatively
charged dust grains. The positively charged particles are ions, typically protons or positrons. In
this document we are primarily concerned with two-species plasmas, which consist of a species
of positively charged particles and a species of negatively charged particles. In the case of pair
plasmas, the negatively charged particles are electrons and the positively charged particles are
positrons. Positrons are the antiparticles of electrons; they have the same mass but opposite charge.
In the case of hydrogen plasmas, the positively charged particles are protons and the negatively
charged particles are electrons. The ratio of proton mass to electron mass is large (approximately
1836).
2Plasma is a type of magnetohydrodynamic fluid1. A magnetohydrodynamic (MHD) fluid
is a fluid that conducts electricity and has a magnetic field. In the presence of a magnetic field
electrical current results in a force on the fluid perpendicular to the direction of the magnetic field
and the direction of the current. An MHD description of a fluid becomes necessary when the
magnetic field is strong enough to modify fluid flow (enough to affect phenomena and quantities of
interest).
Each species in a plasma can be regarded as a separate fluid. One can define bulk fluid variables
by appropriately summing or averaging the fluid variables of each species. Since these fluids occupy
the same space, they can interact directly through frictional drag force and thermal heat exchange.
The motion of a species fluid relative to the velocity of the bulk fluid is called the drift velocity
of the species. A two-fluid model is used for a two-species plasma and represents each species as
a distinct fluid. Two-fluid MHD regards the (bulk) MHD fluid as composed of positively and
negatively charged fluids whose charge densities are assumed to cancel.
Magnetic field evolution is determined by the electric field. The electric field is given by Ohm’s
law, which specifies the electric field in terms of electrical current, magnetic field, fluid velocity,
and the pressures of the positive and negative particles.
Written in full, Ohm’s law is the evolution equation for electrical current solved for the electric
field. The full Ohm’s law is complicated, and Ohm’s law can only be used by assuming that fluid
quantities have been specified by approximate closure relationships.
Simplified models of MHD assume a simplified Ohm’s law. In the classical description of elec-
tromagnetism, magnetic field is independent of reference frame but electrical field is not. Ideal
MHD assumes that the electric field is zero in the reference frame of the fluid. Resistive MHD
assumes that in the reference frame of the fluid the electric field equals the resistivity times the
electrical current.
For a two-species plasma consisting of equal densities of positive and negative charge, resistive
Hall MHD is a more accurate model (in comparison to resistive MHD) which defines the electric
field in the reference frame of total drift, which we define to be the fluid velocity plus the sum of
the drift velocities of the positively and negatively charged gases; ideal Hall MHD assumes that the
electric field is zero in this frame, i.e., that the resistivity is zero [27].
In general, ideal models of MHD imply the existence of a flux-transporting velocity such that the
electric field is zero in the reference frame of this velocity. In ideal models of MHD the component
of the electric field parallel to the magnetic field is always zero ([57], page 189).
1.3 Magnetic reconnection
A magnetic field line is a curve through space that is everywhere parallel to the local magnetic
field. The magnetic flux through an infinitesimal surface element is the surface area times the
component of the magnetic field perpendicular to the surface. The magnetic field is divergence-
free; this means that the total flux of magnetic field out of a closed region equals the total flux
into the region. As a consequence, by choosing representative magnetic field lines appropriately, it
is possible to think of the strength of the magnetic field as proportional to the density of magnetic
field lines. We can then say that the magnetic flux through a surface is proportional to the number
of magnetic field lines passing through the surface.
1Technically a magnetohydrodynamic fluid should be quasi-neutral and have non-relativistic flow speeds.
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Figure 1: Cartoon of symmetric antiparallel 2D separator reconnection (wikipedia).
At the origin the magnetic field is zero. Symmetry forces physical velocities to be zero at the
origin, including the bulk fluid velocity, the fluid velocity of each species, and any flux-transporting
flow. The magnetic field lines which intersect the origin are called separatrices and partition the
domain into four regions. In an ideal plasma model the separatrices would be frozen in the fluid
and therefore it would be impossible to transfer flux across the separatrices. The reconnected flux
is defined to be the amount of flux transferred from one region to another. The green rectangle at
the center signifies the diffusion region. The ratio of its long side to its short side is called its aspect
ratio.
The magnetic field evolution equation says that the rate of change of magnetic flux through a
surface equals the circulation integral of the electric field around the boundary of the surface. In
ideal MHD the electric field in the reference frame of the fluid is zero. Therefore, the magnetic
flux through a surface element that is carried with the fluid cannot change (because any circulation
integral of a uniformly zero electric field is zero). The result is that in ideal MHD magnetic field
lines are carried with the fluid and cannot change their topology, i.e. how they are connected ([57],
p186). This is known as the frozen-in flux condition. In regions where ideal MHD does not hold,
magnetic field lines can slip through the fluid and break and reconnect, i.e. change their topology
(how they are connected).
The amount of reconnection is difficult to define in a precise and general way. For the example
of 2D separator reconnection as depicted in figure 1, a set of magnetic field lines called separatrices
partitions the spatial domain into four regions such that in an ideal model flux could not be trans-
ferred from one domain to another. In this case we can define the amount of reconnection to be the
amount of flux transferred from one of these regions to a neighboring region.
A definition of magnetic reconnection in general geometry requires a covariant (relativistic)
description of the electromagnetic field [27]. Since this dissertation only studies 2D problems sym-
metric under 180-degree rotation in the plane about the origin, it defines magnetic reconnection
only for this case; the rate of reconnection turns out simply to be the out-of-plane electric field
component at the origin, as argued in section 3.2.
41.4 Fast magnetic reconnection
1.4.1 Background
Magnetic reconnection is ultimately controlled by Faraday’s evolution equation for the magnetic
field,
∂tB +∇× E = 0;
so the evolution of magnetic field B is determined by the electric field E. Plasma physics studies
the evolution of plasmas on time scales larger than the plasma period ωp
−1 (the time of oscillation
in response to charge separation) and larger than the Debye length λD (the distance traveled by
an electron in a plasma period moving at the thermal velocity vts, which is the distance over which
charge shielding occurs) [22]. On these scales the assumption of quasineutrality holds and Ohm’s
law (4.4) for the electric field applies. For a plasma consisting of electrons and ions, Ohm’s law is
E =B× u (ideal term)
+ η ·J (resistive term)
+ mi−me
eρ
J×B (Hall term)
+ 1
eρ
∇ · (mePi −miPe) (pressure term)
+ mime
e2ρ
[
∂tJ +∇ ·
(
uJ + Ju− mi−me
eρ
JJ
)]
(inertial term),
(1.1)
where u is fluid velocity, J is electrical current density, ρ is mass density, and Pi and Pe are the
ion and electron pressure tensors; the constants are the ion mass mi, the electron mass me, and the
magnitude of the charge on an electron, e. The resistivity η requires a closure, typically a function
of (electron) temperature unless an anomalous resistivity is defined.
This work restricts consideration to problems symmetric under 180-degree rotation, because it
allows a simple analysis of the X-point which identifies constraints and requirements for reconnec-
tion. As argued in section 3.2, at the X-point Ohm’s law reduces to
E =η ·J (resistive term)
+ 1
eρ
∇ · (mePi −miPe) (pressure term)
+ mime
e2ρ
[
∂tJ +∇ ·
(
uJ + Ju− mi−me
eρ
JJ
)]
(inertial term)
(1.2)
where only the out-of-plane component survives. Since the rate of reconnection is the out-of-plane
component of the electric field at the origin, this confirms that one of these three terms must be
nonzero to support reconnection.
Magnetohydrodynamic (MHD) models of plasma explictly assume a form of Ohm’s law and
evolve a system sufficient to determine the quantities it involves. Ideal MHD discards all terms
in Ohm’s law except the ideal term and is the simplest model of plasma. In ideal MHD magnetic
reconnection is not possible. The next simplest model, resistive MHD, also retains the resistive
term. Resistive MHD allows magnetic reconnection to occur, because magnetic field lines can
diffuse through the plasma; as we will discuss, steady reconnection rates are slow for resistive MHD
unless an anomalous resistivity is used. Resistive Hall MHD includes the Hall term as well, allowing
much faster rates of steady reconnection. Models which include terms of Ohm’s law beyond resistive
MHD are collectively known as extended MHD models.
51.4.2 Historical background for fast magnetic reconnection
The notion of magnetic reconnection was introduced by Dungey ([14], 1953). In the subsequent
decades people attempted to explain reconnection in terms of resistive MHD. Sweet ([58], 1958)
and Parker ([49], 1957) developed a model of steady two-dimensional magnetic reconnection. The
Sweet-Parker model assumes that magnetic reconnection occurs in a thin, rectangular diffusion
region containing nearly antiparallel magnetic field lines. The aspect ratio of a rectangle denotes
the ratio consisting of the length of the long side divided by the length of the short side. In the
Sweet-Parker model of reconnection the aspect ratio of the diffusion region is assumed to be large,
implying that the magnetic field lines have a “Y-type” configuration. Plasma is assumed to flow
slowly into the broad sides of the rectangle and rapidly out of the narrow sides of the rectangle.
In the diffusion region, gradients in the magnetic field result in diffusion of the magnetic field (and
hence slipping of magnetic field lines through the plasma) and a sheet of electrical current. Using
this model, Parker ([50], 1963) estimated a typical rate of magnetic reconnection in solar flares
based on Spitzer’s formula for resistivity (which is based on Coulomb collisions and asserts that
resistivity is a function of temperature, see [41]) and found that the predicted rate of reconnection
was at least one hundred times too small to account for observed solar flare time scales.
The essential impediment to fast reconnection in the Sweet-Parker model is the tension between
the need for a narrow diffusion region (so that magnetic field gradients can be sufficiently strong)
and a wide diffusion region (so that plasma can flow out of the narrow sides of the rectangle
rapidly enough). Subsequent models of steady reconnection obtained faster rates of reconnection
by assuming anomalously high values of resistivity in the diffusion region and/or by assuming an “X-
type” magnetic field configuration (in particular a diffusion region with a small aspect ratio) which
allows strong magnetic field gradients at the X-point while opening up the outflow so that it is not
throttled by being confined to a narrow rectangle [52]. The first such model was devised by Petschek
([51], 1964) and consisted of an X-type magnetic field geometry with a miniature Sweet-Parker
region at the center. The Petschek model allowed much faster reconnection rates than the Sweet-
Parker model, and thus Sweet-Parker reconnection became designated as slow reconnection while
reconnection rates on the order given by the Petschek model were identified as fast reconnection.
When numerical simulation of magnetic reconnection became feasible, it was found that mag-
netic reconnection resulted in Y-type configurations and slow reconnection if a uniform resistivity
was assumed, whereas X-type configurations and fast reconnection occurred if anomalously high
values of resistivity were assumed near the X-point [7]. There are physical reasons to expect anoma-
lously high values of resistivity near the X-point. First, resistive drag may depend nonlinearly on
electric current. Electrical currents are strong in the reconnection region. Electrical currents rep-
resent relative drift of ions and electrons. If this relative drift becomes strong enough, a streaming
instability develops, limiting interspecies drift and greatly increasing resistivity. Second, resistivity
may be spatially dependent in a weakly collisional plasma where fluid closures cannot be rigorously
justified. Spitzer’s formula for resistivity assumes collisional transport theory, which is applicable
when the mean free path of a particle is small relative to the length scale of variations in the mag-
netic field and gas-dynamic quantities. Particle mean free paths are much larger than the width of
current sheets or diffusion layers where reconnection occurs, and so collisional transport theory is
not applicable even when, as in the solar corona, it is applicable to large-scale structures (see [52],
page 45); thus, the reconnection region is governed by collisionless physics in essentially all space
and laboratory plasmas where magnetic reconnection is important [8].
Thus, for resistive MHD the game of modeling reconnection naturally became to determine
anomalous values of resistivity that account for fast reconnection. By assuming a spatially depen-
dent anomalous resistivity one can essentially prescribe a desired rate of reconnection. Some space
6modelers have taken the approach of prescribing spatially anomalous resistivities which give results
that seem to agree with observational and statistical data. Such an approach can be effective in
a specific problem domain such as space weather modeling, but in general we prefer the simplest
models with the greatest explanatory and predictive success, which are based in physical principles,
and which give physical insight.
One can obtain fast rates of reconnection using an anomalous resistivity that is dependent on
current but spatially independent. The project to formulate a spatially independent anomalous
resistivity that accurately models reconnection has fallen short, however, on two accounts. First,
there are many formulas for anomalous resisivity, and a simple basis for these formulas has been
elusive [54, 61, 8]. Second, in weakly collisional regimes steady reconnection is supported primar-
ily by the divergence of the species pressure tensors rather than by resistive drag, and therefore
attempting to attribute the reconnection electric field to a resistive term is artificial and does not
promise to give physical insight; the end road of insisting on an anomalous resistivity framework is
that an appropriate formula for the anomalous resistivity will probably be found to be in terms of
the divergence of the electron pressure tensor!
Although a uniform resistivity results in a long, thin current sheet and slow reconnection, this
configuration is often unstable. Furth, Killeen, and Rosenbluth ([15], 1963) found that a current
sheet with an aspect ratio of about 2pi or greater is unstable to spontaneous reconnection which
forms magnetic islands. This process is called the tearing mode instability , and the magnetic islands
are referred to as plasmoids . Bulanov et al. ([11], 1978) repeated the tearing mode calculation of
[15] assuming linear outflow along the current sheet and found that the outflow had a stabilizing
effect.
Jumping forward to the past decade, Loureiro, Schekochihin, and Cowley (2007, [39]) performed
an asympototic analysis in the inverse of the aspect ratio of the current sheet and showed that for a
current sheet of sufficiently large length L (for which the Lundquist number Lu := LvA/η is greater
than a critical value of about 4 × 104, corresponding to an aspect ratio of about 200; see [29]), a
chain of plasmoids rapidly forms. Subsequent simulations have confirmed that the ejection of these
plasmoids allows fast reconnection rates even in resistive MHD. The consequence is that although
resistive MHD with uniform resistivity does not admit fast reconnection, for sufficiently large (e.g.
astrophysical) domains statistically steady fast reconnection can be expected via the cascading
formation and ejection of plasmoids [29]. Nevertheless, one can still make the categorical assertion
that resistive MHD with uniform resistivity does not support steady-state fast reconnection.
In laboratory plasmas Lundquist numbers are typically on the order of 103 (page 44 in [52]),
which is too small to give rise to plasmoid-mediated reconnection; instead one expects (slow) Sweet-
Parker reconnection if the ion inertial length δs is larger than the Sweet-Parker layer thickness.
For ion skin depth smaller than the Sweet-Parker layer thickness one expects fast, Hall-mediated
reconnection instead, as discussed in the next section. (See p315 in [64] and Figure 1 in [30].)
1.4.3 The GEM problem
The inadequacy of resistive MHD to account for reconnection electric fields in the diffusion region
lead to studies of reconnection using using extended MHD. The historical development of these
studies is traced in [56], and lead to the following observations regarding 2D separator reconnection.
As shown for collisional tearing in [59], the Hall current effect becomes important for a current sheet
whose width is comparable to the ion inertial length. Outside of the current sheet gradients are
small, and the ideal term dominates in Ohm’s law. Within the current sheet the Hall term becomes
7significant and the ions decouple from the magnetic field lines, defining the ion diffusion region. In
a smaller region the electron pressure term (or inertial term) becomes significant and the electrons
decouple from the magnetic field as well, defining the electron diffusion region.
The culmination of these studies and observations was the formulation and simulation of the
Geospace Environmental Modeling magnetic reconnection challenge problem (GEM problem) in 2001
[6]. The GEM problem was formulated to study the ability of plasma models to resolve fast
magnetic reconnection [6]. The GEM problem identified two-fluid/Hall effects as critical to allow
fast reconnection. Although ideal Hall MHD does not admit reconnection, resistive Hall MHD (even
with small resistivity) was found to admit fast reconnection [56], as if the Hall term were a catalyst
accelerating the must slower rate of reconnection that occurs in resistive MHD without the Hall
term.
I remark that ideal Hall MHD (Ohm’s law using only the ideal term and the Hall term) does
not allow reconnection because a flux-transporting flow exists; magnetic field lines are essentially
frozen to the electrons. The ideal Hall MHD simulations in [56] were able to get fast reconnection
rates because of the presence of numerical resistivity; the results therefore cannot be converged.
Finding 3 at the end of section 1 suggests that in their simulations reconnection is supported by
numerical resistivity with an anomalously high value near the X-point. It appears that it is still an
open question whether converged fast reconnection is possible in resistive Hall MHD with uniform
resistivity. If the answer is no, then one may conclude that short of anomalous closures nonzero
divergence of the pressure tensor is necessary for converged steady fast magnetic reconnection. This
suggests a study of of reconnection with a two-fluid model with resistivity but without viscosity,
with and without the inertial term.
Pair plasma GEM simulations
Since the seminal GEM problem studies had identified the Hall effect as the essential physics
to admit fast reconnection, it was natural to investigate reconnection rates in pair plasmas, for
which me = mi and the Hall term of Ohm’s law is absent. Particle simulations by Bessho and
Bhattacharjee of antiparallel reconnection [3, 4, 5] have demonstrated that fast reconnection rates
occur even in the case of pair plasmas; they find that the divergence of the pressure tensor is the term
of equation (1.2) that primarily supports the reconnection electric field. For the guide-field case,
in which the out-of-plane component of the magnetic field at the origin is nonzero, Chaco´n et al.
[12] subsequently demonstrated that steady fast reconnection is possible in a viscous incompressible
model of pair plasma if viscosity dominates but not if resistivity dominates.
In this work we simulate the pair plasma version of the GEM problem with a two-fluid adiabatic
model without resistivity and show that rates of reconnection are still fast (although our rate of
reconnection is only 60% of the rate in the PIC simulations reported e.g. in [4]).
Two-fluid GEM simulations
The fluid models used in the seminal GEM problem studies did not include the pressure and
inertial terms of Ohm’s law. It is therefore natural to ask whether the inclusion of these terms
would allow significantly improved agreement of fluid simulation of magnetic reconnection with
kinetic simulations.
In 2005 Hakim, Loverich, and Shumlak simulated fast magnetic reconnection with an adiabatic
inviscid five-moment two-fluid Maxwell model model which implies an Ohm’s law that includes the
8Hall term, the inertial term, and a pressure term with scalar pressures [20]2. Their figure 10 shows
their reconnected flux values superimposed on the reconnection rates reported in the seminal GEM
problem papers and arguably shows improved agreement with particle simulations in comparison
to the Hall MHD simulations. In 2007 Hakim submitted simulations of the GEM problem with a
two-fluid Maxwell model which uses a hyperbolic (adiabatic inviscid) five-moment model for the
electrons and a hyperbolic model for the ions and again obtained reconnection rates that agree
well with kinetic simulations [19].3
The models used by Loverich, Hakim, and Shumlak are hyperbolic. In particular, for the
electrons they use hyperbolic five-moment gas dynamics, which uses truncation closures for the
deviatoric pressure and heat flux. As a proxy for Ohm’s law (1.1) one may consider the electron
momentum equation (2.8) solved for the electric field:
E = B× ue (ideal term)
+
−Re
qene
(resistive term)
+
∇ ·Pe
qene
(pressure term)
+
me
qe
dtue (inertial term).
(1.3)
At the X-point symmetry the ideal term disappears, simplifying this to the equivalent of equation
(1.2). In the simulations of Loverich, Hakim, and Shumlak the resistive term is zero and the pressure
term vanishes at the X-point because the deviatoric pressure is zero. This would force the electron
velocity at the X-point to ramp with reconnected flux. As our simulations indicate (see figure 16),
this almost certainly is not realized in their simulations for later times, and therefore their solutions
are presumably not converged for later times. Furthermore, based on kinetic simulations (see e.g.
figure 14), we expect the pressure term to dominate at the X-point.
We were therefore motivated to consider two-fluid model with viscosity in both species fluids.
An easy way to implement viscosity in a gas is to represent it using a ten-moment model (also known
as a Gaussian-moment model with relaxation to isotropy. A ten-moment model with relaxation to
isotropy agrees with a viscous five-moment model for fast isotropization rates and small pressure
anisotropies. For slow isotropization rates, large pressure anisotropies can develop. In kinetic
simulations, strong pressure anisotropy is in fact observed at the X-point (see figure 6 of [55]),
adding to our motivation for use of a ten-moment isotropizing model for both electrons and ions
rather than a five-moment viscous model.
Using the ten-moment two-fluid model to simulate the GEM problem, we obtain qualitatively
good agreement with kinetic simulations for plots of the pressure tensor at the time of peak recon-
nection rate (roughly 16–18, where the unit of time is a typical ion angular gyroperiod as defined
in the GEM problem); at this time the pressure is highly agyrotropic in the immediate vicinity of
reconnection point. In the approximate time interval from 18 to 28 the rate of reconnection remains
approximately constant while the electron temperature tensor becomes increasingly singular near
the X-point. For a coarse mesh this temperature singularity does not interfere with the normal
2 This paper used the finite volume wave propagation method described in [37]. Loverich, Hakim, and Shumlak
also performed a complementary study using the Discontinuous Galerkin method at about the same time; this study
was (finally!) accepted for publication in [40].
3 In particular, Hakim attains one nondimensionalized unit of reconnected flux at a nondimensionalized time
of about 17.6, in comparison to the values of 15.7 obtained using a PIC simulation [53] and 17.7 using a Vlasov
simulation [55]; see table 1.
9progression and saturation of reconnection, probably due to numerical thermal diffusion, but when
the mesh is refined the singularity becomes sharp and ultimately prevents normal progression of
reconnection. The specific terminating behavior is erratic and hard to predict, but in general at the
X-point the temperature parallel to the outflow axis will become very cold while the temperature
parallel to the inflow axis will become very hot. Unless positivity limiters are applied the simulation
crashes when a non-positive-definite temperature tensor develops. (Typically the anisotropically hot
spot at the origin splits into two hot spots along the outflow axis before this crash occurs.) If pos-
itivity limiters are applied then a secondary island at the origin is likely to form. If symmetry is
enforced then this stops reconnection, but if not then spontaneous symmetry-breaking can eject the
island and allow reconnection to proceed.
1.4.4 Entropy production and heat flux requirements for steady mag-
netic reconnection
The characteristic behavior of dynamical systems turns critically on the character of their equilibria.
To understand the difficulties encountered with the GEM problem when an adiabatic model is used,
we consider the entropy production and heat flux requirements for steady magnetic reconnection.
We show that for models which lack a mechanism for heat flux, in reconnection problems that are
symmetric under 180-degree rotation about the origin (as holds for the GEM problem), solutions
which exhibit steady reconnection must be singular.
1.4.5 Gyrotropic ten-moment heat flux closure
We therefore consider what an appropriate 10-moment heat flux closure would be. In the presence
of a magnetic field appropriate diffusive closures need to be gyrotropic rather than isotropic. We
therefore generalize the isotropic ten-moment heat flux closure recently formulated by McDonald
and Groth to the gyrotropic case.
1.5 Model equations
For subsequent reference, in this section we list the systems of equations that define the models
discussed in this work. All simulations have been performed using the 10-moment two-fluid Maxwell
model or the 5-moment two-fluid Maxwell model.
The relationship among models is laid out in figure 2. As the standard of truth we take the
Boltzmann-Maxwell model displayed in figure 3. The 10-moment two-fluid Maxwell equations that
we solve are displayed in figure 4. The 5-moment two-fluid Maxwell equations that we solve are
displayed in figure 5. Taking the light speed to infinity converts the two-fluid Maxwell models to
MHD models. In solving the two-fluid Maxwell equations our goal is to approximate the MHD
systems, which we attempt to do by using a sufficiently high light speed. We therefore display the
equations of 10-moment 2-fluid MHD in figure 6 and display the equations of 5-moment 2-fluid MHD
in figure 7. This work calculates intraspecies collisional closure coefficients using a Chapman-Enskog
expansion with a Gaussian-BGK collision operator. The resulting formulas for closure coefficients
are displayed for the ten-moment model in figure 8 and for the five-moment model in figure 9.
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Model hierarchy
(two-fluid Boltzmann-Maxwell)y
(10-moment two-fluid Maxwell) −−−→ (10-moment two-fluid MHD)y y
(5-moment two-fluid Maxwell) −−−→ (5-moment two-fluid MHD)y
(5-moment MHD)
Figure 2: Hierarchy of models considered in this work.
Motion down and to the right indicates use of simplifying limits. Motion down reduces the number
of moments evolved. Motion to the right takes light speed to infinity.
Boltzmann-Maxwell model
• Kinetic/Boltzmann equations:
∂tf i + v ·∇xf i + ai ·∇vf i = Ci + Cie
∂tf e + v ·∇xf e + ae ·∇vf e = Ce + Cei
• Maxwell’s equations:
∂tB +∇× E = 0, ∇ ·B = 0
∂tE− c2∇×B = −J/0, ∇ ·E = σ/0
• Definitions:
σ :=
∑
s
qs
ms
∫
f s dv,
J :=
∑
s
qs
ms
∫
vf s dv
ai :=
e
mi
(E + v ×B) ,
ae :=
−e
me
(E + v ×B)
Figure 3: Equations of the two-species Boltzmann-Maxwell model (standard of truth).
The interspecies collision operators Cie and Cei are generally ignored in this work, but the in-
traspecies collision operators Ci and Ce play a critical role.
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Ten-moment two-fluid Maxwell model
Gas dynamics equations
δit
 ρiρiui
ρiei
+
 0∇ ·Pi
Sym2(∇ · (Piui)) +∇ ·qi
 = σi
 0E + ui ×B
Sym2(uiE + ei ×B)
 +
 0Ri
Ri +Qi

δet
 ρeρeue
ρeee
+
 0∇ ·Pe
Sym2(∇ · (Peue)) +∇ ·qe
 = σe
 0E + ue ×B
Sym2(ueE + ee ×B)
+
 0Re
Re +Qe

Maxwell’s equations:
∂tB +∇× E = 0, ∇ ·B = 0
∂tE− c2∇×B = −J/0, ∇ ·E = σ/0
Definitions:
σi = eni, σe = −ene, σ = σi + σe
J = σiui + σeue
δ
s
tα := ∂tα +∇ · (usα)
Closures:
Rs = −τ−1s P◦s
qs = −25Ks ··· Sym3 (pis ·∇Ts)
Ri = −Re = σiσeη · (ue − ui)
Qs =?Qfs +Qts?
Qfe =
mi
mi +me
Sym2
(
(α‖e − α⊥e )Riwe + α⊥e Ri ·we 1
)
?
Qte = 23Keineni (Ti − Te)?
Figure 4: Equations of the 10-moment 2-fluid Maxwell model.
The interspecies collisional terms Rs and Qs are generally ignored in this work. The intraspecies
collisional terms Rs are used in the simulations and play a critical role; we study reconnection as the
isotropization rates τ s are dialed between 0 and ∞. The simulations neglect qs, evidently causing
late-time singularities.
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Five-moment two-fluid Maxwell model
Gas dynamics equations
δit
 ρiρiui
ρiei
+
 0∇pi +∇ ·P◦i
∇ · (uipi) +∇ · (ui ·P◦i ) +∇ ·qi
 = σi
 0E + ui ×B
ui ·E
 +
 0Ri
Qi

δet
 ρeρeue
ρeee
+
 0∇pe +∇ ·P◦e
∇ · (uepe) +∇ · (ue ·P◦e) +∇ ·qe
 = σe
 0E + ue ×B
ui ·E
+
 0Re
Qe

Maxwell’s equations:
∂tB +∇× E = 0, ∇ ·B = 0
∂tE− c2∇×B = −J/0, ∇ ·E = σ/0
Definitions:
σi = eni, σe = −ene, σ = σi + σe
J = σiui + σeue
δ
s
tα := ∂tα +∇ · (usα)
Closures:
P◦s = −µ : Sym2(∇u)◦
qs = −k ·∇T
Ri = −Re = σiσeη · (ue − ui)
Qs =?Q
f
s +Q
t
s(?)
Qfi = Ri · (ue − ui)
me
mi +me
(?)
Qti = K ienine(Te − Ti)(?)
Figure 5: Equations of the 5-moment 2-fluid Maxwell model.
The interspecies collisional terms Rs and Qs are generally ignored in this work. The simulations
also neglect P◦s and qs, evidently causing late-time singularities.
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Ten-moment two-fluid MHD
Pressure evolution:
nidtTi + Sym2(Pi ·∇ui) +∇ ·qi = qimi Sym2(Pi ×B) + Ri +Qi
nedtTe + Sym2(Pe ·∇ue) +∇ ·qe = qeme Sym2(Pe ×B) + Re +Qe
mass and momentum:
∂tρ+∇ · (uρ) = 0
ρdtu +∇ · (Pi + Pe + Pd) = J×B
Electromagnetism
∂tB +∇× E = 0, ∇ ·B = 0
J = µ−10 ∇×B
Ohm’s law
E = η ·J + B× u + mi−me
eρ
J×B
+ 1
eρ
∇ · (mePi −miPe)
+ mime
e2ρ
[
∂tJ +∇ ·
(
uJ + Ju− mi−me
eρ
JJ
)]
Definitions:
dt := ∂t + us ·∇
Pd := ρiwiwi + ρewewe
wi =
meJ
eρ
, ui = u + wi
we =
miJ
−eρ, ue = u + we
Closures:
Rs = −τ−1s P◦s
qs = −25Ks ··· Sym3 (pi ·∇Ts)
−Ri = Re = neη ·J
Qs = Qfs +Qts?
Figure 6: Equations of 10-moment 2-fluid MHD.
This system is derived but not simulated in this work. Simulations instead solve the two-fluid
Maxwell equations with light speed intended to be sufficiently high to approximate this system.
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Five-moment two-fluid MHD
Pressure evolution:
3
2
ndtTi + pi∇ ·ui + P◦i :∇ui +∇ ·qi = Qi
3
2
ndtTe + pe∇ ·ue + P◦e :∇ue +∇ ·qe = Qe
mass and momentum:
∂tρ+∇ · (uρ) = 0
ρdtu +∇ · (Pi + Pe + Pd) = J×B
Electromagnetism
∂tB +∇× E = 0, ∇ ·B = 0
J = µ−10 ∇×B
Ohm’s law
E = η ·J + B× u + mi−me
eρ
J×B
+ 1
eρ
∇ · (me(pi 1+P◦i )−mi(pe 1+P◦e))
+ mime
e2ρ
[
∂tJ +∇ ·
(
uJ + Ju− mi−me
eρ
JJ
)]
Definitions:
dt := ∂t + us ·∇
Pd := ρiwiwi + ρewewe
wi =
meJ
eρ
, ui = u + wi
we =
miJ
−eρ, ue = u + we
Closures:
P◦s = −µ : Sym2(∇u)◦
qs = −k ·∇T
−Ri = Re = neη ·J
Qs = Q
f
s +Q
t
s?
Figure 7: Equations of 5-moment 2-fluid MHD.
This system is derived but not simulated in this work. Simulations instead solve the two-fluid
Maxwell equations with light speed intended to be sufficiently high to approximate this system.
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Ten-moment relaxation closure
Implicit closure (A.20)
q+ Sym3($˜b× q) = −25k Sym3 (pi ·∇T) ,
Definitions:
b := B/|B|
ωc :=
qs
ms
|B|
$˜ := τ˜ωc
$ := τωc
τ˜ := τ/Pr
Explicit closure (A.35)
q = −25kK˜ ··· Sym3 (pi ·∇T)
= −25k Sym3
(
K˜ ′ ··· Sym3 (pi ·∇T)
)
where equation (A.37) gives
K˜ =
(
13‖+
3
2 1‖(1
2
⊥+1
2
∧)
)
+
3
1 + $˜2
(
1⊥ 12‖−$˜1∧ 12‖
)
+
3
1 + 4$˜2
(
12⊥−12∧
2
1‖−2$˜1∧ 1⊥ 1‖
)
+ (k0 1
3
⊥+k1 1∧ 1
2
⊥+k2 1
2
∧ 1⊥+k3 1
3
∧),
Definitions:
1‖ := bb
1⊥ := 1−1‖
1∧ = 1×b
Relations:
2
5
k =
pτ
mPr
The remaining coefficients are (A.34)
k3 :=
−6$˜3
1 + 10$˜2 + 9$˜4
= −23$˜−1 +O($˜−3),
k2 :=
6$˜2 + 3$˜(1 + 3$˜2)k3
1 + 7$˜2
= O($˜−2),
k1 :=
−3$˜ + 2$˜k2
1 + 3$˜2
= −$˜−1 +O($˜−3),
k0 := 1 + $˜k1 = O($˜−2).
Figure 8: Ten-moment Gaussian-BGK closure.
All tensor products in the formula for K˜ are splice symmetric products. The formula for K˜ ′ is
exactly the same as for K˜ except that the products may be taken simply to be splice products as
in (A.38).
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Five-moment relaxation closure
Implicit closure (A.18), (A.19)
q + $˜b× q = −k∇T,
P◦ + Sym2($b× P◦) = −µ2e◦
Definitions:
b := B/|B|
ωcs :=
qs
ms
|B|
$˜ := τ˜ sωcs
$ := τ sωcs
τ˜ := τ/Pr
Explicit closure (A.26):
q = −kk˜ · ∇T,
P◦ = −2µµ˜ : e◦
= −2µ Sym (µ˜′ : e◦)
where by (A.25) and (A.30),
k˜ :=1‖+
1
1 + $˜2
(
1⊥−$˜1∧
)
,
µ˜ :=
(
1‖ 1‖+
1⊥ 1⊥+1∧ 1∧
2
)
+
2
1 + $˜2
(1⊥ 1‖−$˜1∧ 1‖)
+
1
1 + 4$˜2
(
1⊥ 1⊥−1∧ 1∧
2
− 2$˜1∧ 1⊥
)
.
Definitions:
1‖ := bb
1⊥ := 1−1‖
1∧ = 1×b
Relations:
µs = psτ s
2
5
ks =
µs
ms Pr s
Figure 9: Five-moment Gaussian-BGK closure.
The tensor products in the formula for µ˜ in (1.5) are splice symmetric products. The formula for
µ˜′ is exactly the same as for µ˜ except that the products may be taken simply to be splice products.
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Relaxation coefficients
Relaxation periods
τ 0 :=
12pi3/2
ln Λ
( 0
e2
)2
, (2.77)
τ ′ii = τ 0
√
mi
T
3/2
i
ni
or
= τ 0
√
mi
√
det(Ti)
ni
,
τ ′ee = τ 0
√
me
T
3/2
e
ne
or
= τ 0
√
me
√
det(Te)
ne
,
τ i = .96τ
′
ii,
τ e = .52τ
′
ee,
Temperature-determined coefficients
µi =τ ipi,
µe =τ epe,
2
5
ki =
µi
mi Pr i
,
2
5
ke =
µe
me Pr e
,
Pri =.61 ≈ 23 ,
Pre =.58 ≈ 23 ,
η0 :=
me
e2ne
√
2
τ ′ee
,
η‖ :=.51η0,
lim
$→∞
η⊥ =η0
These closures for a hydrogen plasma have been
derived by Braginskii and others (see section
2.7.3) using a Coulomb collision operator and as-
suming a strongly collisional plasma. Fast mag-
netic reconnection is a collisionless phenomenon
and therefore substantial deviation is expected
from these closures. Therefore, we are content
with rough and simple approximations of Bra-
ginskii’s coefficients. In particular, there is likely
no great loss in assuming a scalar resistivity with
value η0 or likewise assuming isotropic relaxation
for other nondiffusive closure coefficients (in com-
parison to the Braginskii closure).
Figure 10: Relaxation coefficients
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Chapter 2
Models of Plasma
The purpose of this chapter is primarily to develop the equations listed at the end of the previous
chapter.
2.1 Overview
We consider plasma to consist of charged particles of two types of particles (called species) subject
only to electromagnetic forces. We ignore gravitational effects, quantum effects, and nuclear forces.
Therefore, as our fundamental standard of truth we assume that the electromagnetic field is
governed by Maxwell’s equations of electromagnetism and that particle motion is governed by the
Lorentz force law and the relativistic version of Newton’s second law.
Our practical standard of truth will be the nonrelativistic Boltzmann equation. This involves
two simplifications: (1) we represent particle distributions with a continuum distribution and (2)
we neglect relativity. Each of these simplifications entails issues and problems.
Regarding the first simplification, the Boltzmann equation is incomplete as a standard of truth
until a collision operator is specified. One of the main points of this dissertation is to study the
dependence of reconnection on the choice of collision operator.
Regarding the second simplification, we expect fundamental physical laws to be invariant under
change of reference frame. Physical laws are Lorentz-invariant if they remain unchanged under
Lorentz transformations. A Lorentz transformation is a linear transformation of space-time
that leaves light speed invariant and respects the direction of time and the scale and orientation
of space-time. Physical laws are Galilean-invariant if they remain unchanged under Galilean
transformations. A Galilean transformation is a linear transformation of space-time that leaves
time and distance invariant and respects the direction of time and the scale and orientation of
space. We say that physical laws satisfy a relativity principle if they are Galilean-invariant or
Lorentz-invariant. We say that physical laws are relativistic (in the sense of Einstein’s theory of
special relativity) if they are Lorentz-invariant.
The non-relativistic Boltzmann-Maxwell system is an intermediate system which is neither
fully Lorentz-invariant nor fully Galilean-invariant. Maxwell’s equations (with prescribed Lorentz-
invariantly-defined current and charge density) are Lorentz-invariant. The nonrelativistic Boltz-
mann equation (with prescribed Galilean-invariantly-defined electromagnetic field) are Galilean-
invariant. One of these systems must be modified for the system to satisfy a relativity principle.
The simplifying assumptions of MHD provide a fully Galilean-invariant system, essentially by
taking the light speed to infinity. MHD models that admit fast magnetic reconnection admit fast
waves and require implicit numerical methods, which are not easy to implement.
The non-relativistic Boltzmann-Maxwell system that I have chosen to implement is something
of a toy model. It leads to fluid models that are conceptually simple and can be implemented with
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explicit numerical methods. Nonrelativistic two-fluid-Maxwell models arise from taking moments of
the non-relativistic Boltzmann-Maxwell system. My simulations study the ability of non-relativistic
two-fluid-Maxwell models to agree with the two-species non-relativistic Boltzmann-Maxwell system.
In the relativistic regime one would instead prefer a fully relativistic two-fluid-Maxwell system.
In the low-speed limit one would prefer an MHD system. I therefore discuss the equations and
properties of MHD. Simulating with them would be a natural extension of this dissertation.
2.1.1 Kinetic models
We generally refer to models based on the evolving of particle states according to fundamental
laws as particle models. Particle-in-cell (PIC) methods simulate plasma by a rescaling of the
fundamental laws which leaves macroscopic physical quantities basically unchanged but reduces the
number of particles to a computationally feasible number. At any given time the state of a particle
is specified by its position in phase space, defined to be the pair (x,v) consisting of the particle’s
position x and velocity v.
Particle models are a type of kinetic model. Kinetic models evolve a represention of particle
positions and velocites. Continuum kinetic models represent particles via particle density functions
which specify the density of particles with a particular location and velocity. The simplest general
continuum kinetic model is the Boltzmann equation. The Boltzmann equation represents each
species s with a particle mass density f s(t,x,v) which is a function of time (t), spatial location (x)
and particle velocity (v). The Boltzmann equation depends on the choice of a collision operator
Cs, which specifies a model for how particles collide. If the collision operator is entirely neglected,
then the Boltzmann equation is instead referred to as the Vlasov equation.
Simulation with kinetic models is highly expensive, because of the need to evolve a representation
of the detailed distribution of particle velocities. Particle simulations typically track millions of
particles, and a typical Vlasov simulation might be two orders of magnitude more expensive than
a comparable particle simulation. The computational expensiveness of kinetic models is one of the
motivations for developing fluid models .
2.1.2 Fluid models
Moments
Fluid models of plasma or gas allow simulation with greatly reduced expense. Fluid models
assume that the distribution of particle velocities is characterized by a small set of parameters which
are typically moments of the distribution. An nth order moment specifies at each time t and
location x the average value (averaged over all particles momentarily near x) of a sum of products
of n components of v. The most important examples of moments are the (physically) conserved
moments: mass density, momentum density, and energy density. The conserved moments are
conserved in collisions. Collisions cause the velocity distribution to trend toward an equilibrium
distribution characterized by its conserved moments. An equilibrium velocity distribution is bell-
shaped and is known as a Maxwellian distribution. We refer to the conserved moments as Maxwellian
moments .
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Five-moment model.
The simplest and most well-justified model of a gas is the five-moment model, which represents
the state of the gas in terms of the conserved moments. In the three-dimensional space of our
physical world the conserved moments are the “first five moments”: the mass density ρs :=
∫
v∈R3 f s
(which is the zeroth-order moment), the momentum density Ms := ρsus :=
∫
v∈R3 f sv (three first-
order moments, one for each component of the velocity/momentum), and the energy density E s :=
ρses :=
∫
v∈R3 f s(v
2
1 + v
2
2 + v
2
3)/2 (the conserved second-order moment). Here R denotes the real
numbers.
Primitive and conservation variables.
Note that the fluid velocity us is defined to be the average velocity of particles of species s. We
define the thermal velocity cs := v − us to be the velocity of a particle in the reference frame
defined by the local fluid velocity. The first moments of cs are by definition zero; other moments
of the particle velocity v are equivalent to moments of the thermal velocity c. For example, ρses =
ρs|us|2/2+(3/2)ps, where ps :=
∫
c∈R3 f s|c|2/3 is the pressure. The fluid velocity us and the non-first-
order moments of c (including density and pressure) are called primitive variables. In contrast,
we refer to moments of v as conservation variables, not because they are all conserved, but
because they would be conserved except for nondifferentiated source terms that represent particle
collisions and interaction with the electromagnetic field. I remark that fluid closures are naturally
defined in terms of moments of c; closures thus defined in the reference frame of the fluid are by
definition independent of reference frame.
Ten-moment model.
Extended-moment fluid models use additional moments of order two or higher to represent the par-
ticle velocity distribution more accurately. For plasmas with nonzero magnetic field, the simplest
extended-moment fluid model is the gyrotropic (six-moment) model. Instead of evolving a single
energy moment (or scalar pressure), the gyrotropic model evolves a pressure component parallel to
the magnetic field and a pressure component perpendicular to the magnetic field. This representa-
tion is natural in a strongly magnetized plasma due to the rapid rotation of particles around field
lines and the relatively slow trend to equilibrium of velocity components parallel to the magnetic
field.
In unmagnetized regions of low-collisionality velocity distributions do not have a magnetic field
to align with and trend slowly to equilibrium. In such regions pressure can become highly anisotropic
or agyrotropic. The ten-moment model evolves all six independent second-order monomial mo-
ments, which define a full pressure tensor, allowing it to represent highly anisotropic and agyrotropic
pressures.
Extended-moment models of plasma for reconnection
The use of ten-moment gas dynamics is particularly relevant for nearly collisionless magnetic re-
connection near a magnetic null point or null line. In the general case of steady two-dimensional
non-resistive magnetic reconnection symmetric under 180-degree rotations about an X-point, pres-
sure cannot be gyrotropic in the vicinity of the X-point (see section 3.3.3). Moreover, in the special
case of antiparallel reconnection with reflectional symmetry across both axes, simulations of the
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GEM problem with a near-collisionless ten-moment model develop strong agyrotropy in the vicin-
ity of the X-point. A diffusive closure for the viscous pressure in terms of the fluid velocity gradient
allows the five-moment (isotropic) model to accurately simulate small perturbations from isotropy
and allows the six-moment (gyrotropic) model to accurately simulate small perturbations from
gyrotropy. But these diffusive closures are based on the assumption of high collisionality.
In contrast, the use of a ten-moment model with relaxation of the pressure tensor toward
isotropy or gyrotropy not only agrees with the viscous isotropic and gyrotropic models in the high-
collisionality limit, but also allows the isotropization rate, equivalent to the collision rate, to be
dialed over the full range between zero and infinity, making it appropriate for study and simulation
of low-collisionality plasmas. In particular, the ten-moment model seems to be the simplest
fluid model for which one can study the dependence of magnetic reconnection on the
collision operator as the collision rate is taken to zero. This may give qualitiative insight
into the behavior of kinetic models as the collision operator is taken to zero.
In chapter 3 we argue that to simulate sustained magnetic reconnection it is necessary to admit
heat flux at least in some cases. Therefore we derive a ten-moment heat flux closure in this chapter.
Chapter 3 also includes a ten-moment adiabatic simulation of a pair plasma version of the GEM
magnetic reconnection challenge problem as the collision rate is dialed between zero and infinity.
The absence of heat flux in the model results in instabilities when simulating the GEM problem
past the time of the peak reconnection rate.
I propose doing a similar study of this problem for the Boltzmann equation using a Gaussian-
BGK collision operator.
A study of vanishing collisionality using the ten-moment model is admittedly artificial from a
physical perspective. In particular, as the collision rate goes to zero the heat flux must go to infinity
unless one artificially takes the Prandtl number to infinity. In fact, to study the effects of vanishing
entropy production in the low-collisionality limit it would be necessary to take the heat flux to zero
as the collision rate goes to zero. This is highly unphysical.
In the zero-collisionality limit of the Boltzmann equation the rate of isotropization (i.e. the rate
of decay of the deviatoric pressure) and the rate of decay of the heat flux both go to zero. The
ten-moment model is able to study vanishing isotropization because it evolves deviatoric pressure.
But it is not able to study vanishing heat flux decay because it uses a diffusive closure for the heat
flux (in terms of spatially differentiated state variables).
To study vanishing heat flux decay requires a model which evolves heat flux. Heat flux is a
third-order moment. Models which evolve such superquadratic moments are called higher-moment
models .
The challenge in formulating a fluid moment model which evolves heat flux is to define a hyper-
bolic closure for the unevolved moments in the equations. For the ten-moment model a hyperbolic
closure is to set the heat flux to zero. This closure guarantees that pressure and density will not go
negative and that the equations remain hyperbolic (that is, well-posed, meaning that the solution
depends continuously on the data) as the solution evolves. For higher-moment models, however, it is
not clear how to define hyperbolic closures. In particular, in order to approach Galilean-invariance,
hyperbolic higher-moment closures have to admit wave speeds that approach infinity for states
arbitrarily close to equilbrium [44, 42].
In contrast, a Lorentz-invariant hyperbolic higher-moment closure would presumably bound wave
speeds by the speed of light. A natural way to formulate such a closure is to choose an assumed form
for the family of possible particle velocity distribution functions (just as one assumes a Maxwellian
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distribution for the five-moment hyperbolic closure and a Gaussian distribution (equation (2.18))
for the ten-moment hyperbolic closure). It is not known how to choose such a distribution so that
solutions remain hyperbolic and realizable (that is, the evolved moments are those of a distribution
of the assumed form). To get a closure in explicit form one needs to be able to compute in
closed form the integrals giving the unevolved moments in the equations. Torrilhon has used a
Pearson-IV velocity distribution family to obtain closed-form closures for the Galilean-invariant
Boltzmann equation [60], but for the Lorentz-invariant Boltzmann equation, except in the case of
a Maxwellian distribution of proper velocities, which has the unique property that the distribution
may be represented as the product of one-dimensional distributions, it seems highly unlikely that
one can formulate an assumed family of distributions for which the integrals can be computed in
closed form and for which solutions remain hyperbolic and the moments remain realizable by a
distribution. One therefore would have to resort to numerical quadrature for these integrals over
three-dimensional velocity space, which would be very expensive unless some simplifying technique
can be identified.
The ten-moment model not only allows a fluid study of vanishing pressure isotropization (which
generally implies that the pressure is not isotropic) but has the additional general benefit that one
can study nonvanishing viscosity (i.e. nonvanishing deviatoric pressure) efficiently with an explicit
numerical method.
Likewise, a higher-moment fluid model would not only allow a fluid study of vanishing heat flux
decay (which generally implies that the heat flux is nonvanishing) but would have the additional
general benefit that one could study nonvanishing heat conductivity (i.e. nonvanishing heat flux)
efficiently with an explicit numerical method.
In summary, what I seek is a Lorentz-invariant higher-moment plasma model; it would serve as
a fluid analog of the relativistic Boltzmann equation with Gaussian-BGK closure. The ultimate ex-
tension of this dissertation would be to simulate fast magnetic reconnection in the low-collisionality
limit with a Lorentz-invariant higher-moment plasma model using an explicit numerical method.
This is my dream.
2.2 Equations of kinetic models
2.2.1 Particle models (PIC)
Particle models of plasma are based on the fundamental laws of classical electrodynamics:
Newton’s second law,
mpdtv˜p = Fp, vp := dtxp,
the Lorentz force law,
Fp = qp (E + v ×B) ,
and Maxwell’s equations,
∂tB +∇× E = 0, ∇ ·B = 0, (2.1)
∂tE− c2∇×B = −J/0, ∇ ·E = σ/0, (2.2)
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where B is magnetic field, E is electric field, and current J and charge density 1 σ are given by
J =
∑
p
qpvpδxp , σ =
∑
p
qpδxp ;
here c is the speed of light, 0 is permittivity of space, p is particle index, mp is particle mass, qp
is particle charge, xp is particle position, vp is particle velocity, and v˜p (i.e. γpvp) is the proper
velocity, where γ := (1− (v/c)2)−1/2, the Lorentz factor, is the rate of elapse of time with respect to
proper time, where the elapse of proper time is defined in the reference frame of a particle moving
with velocity v.
In case |v|  c, γ ≈ 1 and we can use the nonrelativistic approximation v˜ ≈ v.
2.2.2 Boltzmann/Vlasov equations
The Boltzmann equation or kinetic equation is written
∂tf s +∇x · (vf s) +∇v˜ · (asf s) = Cs/γ; (2.3)
here f s(t,x, v˜) is the particle density function of species s as a function of time and phase space
(x, v˜), as = dtv˜ = (qs/ms)(E+v×B) is particle acceleration, and we recall that v = dtx is velocity
and v˜ = γv is proper velocity.
The Maxwell source terms are provided by the relations
J =
∑
s
qs
∫
f svdv˜, σ :=
∑
s
qs
∫
f sdv˜.
The collision operator Cs specifies the rate of change of the particle distribution due to particle
collisions and depends on the choice of collision model.
If we set Cs = 0 then we get the Vlasov equation. If we regard f s as a linear superposition
of spike functions then the Vlasov system with Maxwell’s equations is equivalent to the fundamen-
tal equations of electrodynamics written in terms of individual particles. This is because at the
microscale level particles do not actually collide; they interact with an electromagnetic field that
becomes highly irregular in the vicinity of another particle.
Use of the Vlasov equation to resolve interaction of individual particles would require impossibly
high resolution and would be enormously expensive computationally. (Actually, one would need
a mechanism to maintain the singular electromagnetic field near individual particles, which would
force it to be a particle method.) For this reason, we partition the electromagnetic field into a rela-
tively large but smoothly varying macro-scale field that governs the interaction of particles with the
plasma as a whole and a relatively small but highly irregular microscale field that mediates localized
particle interactions. Rather than evolve the microscale electromagnetic field and microscale parti-
cle distribution function, we assume a smooth electromagnetic field and smooth particle distribution
functions and model particle interactions via a collision operator. The Coulomb collision operator
assumes that particle interactions occur pairwise and randomly (independently and in proportion
to particle density) and are governed by the inverse square force law of electrostatics. Assuming
1Electromagnetism books often use ρ for charge density, but I’m already using this for mass density, so I took the
next letter of the alphabet, as does, for example, Balescu [2].
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that the particle density function is smooth (reflecting a smooth estimate of the probability of the
number of particles in a local region), the value of the collision operator will also be smooth.
Thus, while in (microscale) theory the Boltzmann equation is an approximation to the Vlasov
equation, in (macro-scale) practice the Vlasov equation is an approximation to the Boltzmann
equation under the assumption that particle collisions may be neglected for the phenomena or
scales of interest.
2.3 Fluid balance equations of Galilean-invariant gas dy-
namics
Fluid equations are obtained from the Boltzmann equation by evaluating velocity moments and
assuming closures for the unevolved moments that arise in terms of the evolved moments. In this
section we evaluate velocity moments of the Boltzmann equation to obtain generic balance laws
for mass, momentum, and various forms and consequences of energy evolution, including pressure,
temperature, and entropy evolution. The fluid equations that we derive are Galilean-invariant
rather than Lorentz-invariant. We do not consider closures in this section.
2.3.1 Notational conventions for fluid moments
Velocity-space integrals
Fluid quantities are functions of time and spatial location that are defined in terms of integrals of a
particle distribution function over velocity space. By default integrals over velocity are taken over
the full domain of possible velocities:
∫
v
:=
∫
v∈R3 .
Let f(t,x,v) be the particle mass distribution of a gas. The primary fluid quantities that describe
the gas are are the density ρ(t,x) :=
∫
v
f and the velocity defined by ρu(t,x) :=
∫
v
vf . Primitive
variables are most naturally defined in terms of moments of the thermal velocity c(t,x,v) :=
v − u(t,x). When integrating moments of c, I typically write ∫
c
for
∫
v
, since
∫
c∈R3 =
∫
v∈R3 .
Authors often use angle brackets to denote velocity-space integrals, following one of three con-
ventions:
1. 〈fχ〉 := 〈fχ〉∫ := ∫
v
fχ. That is, 〈 · 〉 simply denotes integration over velocities. In this
notation the distribution is explicit and may thus be replaced with another distribution or
the collision operator.
2. 〈χ〉 := 〈χ〉f :=
∫
v
fχ. That is, 〈χ〉(t,x) denotes the density per volume of the quantity χ.
This definition is intermediate between the other two.
3. ρ〈χ〉 := ρ〈χ〉 := ∫
v
fχ. That is, 〈χ〉(t,x) denotes the statistical average value of χ at time t
over all particles at point x. It is a density per mass.
In this work we adopt convention (3) and simply write integrals for the other two cases.
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Tensor products
In this document products of tensors are by default tensor products and powers of tensors are by
default (unsymmetrized and uncontracted) tensor powers.
Let A be an nth order tensor and let B be an mth order tensor. Then by AB we mean the tensor
product A ⊗ B. In contrast, by AB some authors mean the symmetric tensor product Sym(AB),
where Sym denotes the average over all permutations of subscripts. Except in section A.5 I always
explicitly indicate symmetrization.
Some authors define the vee product by A ∨ B := Sym(AB), just as some authors define the
wedge product by A ∧ B := Ant(A ⊗ B), where Ant denotes the average over all permutations
of subscripts each multiplied by the sign of its permutation. Most authors, however, such as
John Lee [36], define the wedge product by A ∧ B := (n+m)!
n!m!
Ant(A ⊗ B); in case A and B are
antisymmetric tensors this defines their wedge product to be the sum over all “distinguishable”
signed permutations: specifically, there exists a partition of the (n + m)! signed permutations of
A⊗B into (n+m)!
n!m!
classes each containing n!m! identical terms. For the antisymmetric product Lee
instead uses the notation A ZB := Ant(A⊗B).
Analogously, I define the vee product by
A ∨B := (n+m)!
n!m!
Sym(A⊗B); (2.4)
in case A and B are symmetric tensors this defines their vee product to be the sum over all
“distinguishable” permutations: specifically, there exists a partition of the (n + m)! permutations
of A ⊗ B into (n+m)!
n!m!
classes each containing n!m! identical terms. For the symmetric product I
instead use the notation A YB := Sym(A⊗B).
Convective derivatives
It is natural to describe the evolution a fluid quantity a(t,x) in terms of its rate of change as an
observer moves with the fluid. Given a velocity field u(t,x), we define the convective derivative
of a relative to u to be dut a := ∂ta+ u ·∇xa, the rate of change of a along a trajectory moving with
the fluid. We write dt := d
u
t when the relevant velocity field u is clear; u is generally understood
to be the velocity of the fluid under consideration. Thus, when describing quantities defined in
terms of an individual species, u is by default taken to be the velocity of the species fluid, and
when describing quantities summed over all species u is by default taken to be the overall bulk fluid
velocity including both species.
For convenience define the “bulk derivative” by δtα := ∂tα+∇ · (uα) for all α. Suppose that
mass density ρ(t,x) is conserved: δtρ = ∂t + ∇ · (ρu) = 0. Then the convective derivative of a is
related to the bulk derivative of ρa:
ρdta = δt(ρa) = ∂t(ρa) +∇ · (ρua).
Here a would be a density per mass and ρa would be a density per volume. While the convective
derivative is conventional and widely used, the bulk derivative does not enjoy a common conventional
name or notation. For this reason densities per mass (or per particle number) are often preferred.
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2.3.2 Conservation moments
Our starting point for deriving Galilean-invariant fluid equations is the Galilean-invariant Boltz-
mann equation (equation (2.3) with γ taken as 1),
∂tf s +∇x · (vf s) +∇v · (asf s) = Cs, (2.5)
where as = (qs/ms)(E + v ×B) is acceleration due to the Lorentz force. In deriving fluid balance
laws we take the electric field E and the magnetic field B as prescribed. To ensure that the Lorentz
force is invariant under a Galilean transformation of inertial reference frame we assume (that is,
pretend) that the electromagnetic field transforms according to
B′ = B,
E′ = E + dv ×B,
where dv := v − v′ is the velocity of the primed reference frame measured in the unprimed frame;
this approximates the actual transformation of electromagnetic field and velocities when dv is much
smaller than the speed of light.
Let χ(v) be a generic conservation velocity moment. Multiply both sides by χ and integrate by
parts. Get the generic moment evolution equation
∂t
∫
v
f sχ+∇ ·
∫
v
f svχ
Taking χ = 1 gives an evolution equation for density ρs :=
∫
v
f s,
∂tρs +∇ · (ρsus) = 0 (2.6)
and taking χ = 1/ms gives an evolution equation for particle number density ns := ρs/ms,
∂tns +∇ · (nsus) = 0. (2.7)
Taking χ = v gives an evolution equation for momentum density2 Ms := ρsus :=
∫
v
vf s,
∂t(ρsus) +∇ · (ρsusus + Ps) = qsns(E + us ×B) + Rs, (2.8)
where Ps :=
∫
c
f scc = ρs(es − usus) is the pressure tensor and Rs :=
∫
v
Csv is the (resistive)
drag force due to collisions with other species. Taking χ = vv gives an evolution equation for the
energy tensor Es := ρses :=
∫
v
vvf s,
∂t(ρses) +∇ · (ρsuses) + Sym2(∇ · (Psus)) +∇ ·qs (2.9)
= qsns Sym2(usE + es ×B) + Sym2(usRs) + Rs +Qs, (2.10)
where qs :=
∫
c
f sccc is the heat flux tensor, Sym denotes the symmetric part of its tensor argument,
Sym2 denotes twice the symmetric part of a second-order tensor, Rs +Qs :=
∫
v
vvCs is collisional
source of tensor energy, where the isotropization tensor Rs :=
∫
v
vvCss is the result of intraspecies
collisions and the heating tensor Qs :=
∑
p 6=s
∫
v
vvCsp is the result of collisions with other species.
Finally, taking half the trace of the energy tensor evolution equation (or taking χ = |v|2/2) gives
an evolution equation for the energy E s := ρses :=
∫
v
|v|2f s,
∂t(ρses) +∇ · (ρsuses + us ·Ps + qs) = qsnsus ·E +Qs, (2.11)
where es is the energy per mass, qs :=
∫
c
f sc|c|2/2 = trqs/2 is the heat flux, andQs :=
∑
p 6=s
∫
v
Csp|v|2/2
is the heat source due to collisions with other species.
2with apologies to the magnetization ~M and to those who prefer to mind their p’s and q’s. The letter P has
gotten out of hand. This dissertation is not brought to you by the letter “P” (nor “e”, nor “p”, nor “s”, nor “i”).
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2.3.3 Pressure evolution
Multiplying the momentum evolution equation (2.8) by 2us, taking the symmetric part, and as-
suming a smooth solution gives the kinetic energy tensor evolution equation
∂t(ρsusus) +∇ · (ρsususus) + Sym2(us∇ ·Ps)
= (qs/ms) Sym2(ρsusE + ρsusus ×B) + Sym2(usRs).
Subtracting this kinetic energy tensor evolution equation from the energy tensor evolution equation
(2.9) gives the pressure tensor evolution equation
∂tPs +∇ · (usPs) + Sym2(Ps ·∇us) +∇ ·qs = (qs/ms) Sym2(Ps ×B) + Rs +Qs (2.12)
(where we have used that Sym2(∇ · (Psus)− us∇ ·Ps) = Sym2(Ps ·∇us)). Alternatively, to obtain
the pressure tensor evolution equation directly, multiply both sides of the Boltzmann equation by
cc and integrate by parts.
Scalar pressure evolution is half the trace of pressure tensor evolution:
(3/2)(∂tps +∇ · (usps)) + ps∇ ·us + P◦ :∇us +∇ ·qs = Qs, (2.13)
where ps := trPs/3 =
∫
c
f s|c|2/3 is the scalar pressure, P◦s :Ps − 1 ps is the deviatoric pressure
tensor, and : denotes contraction over two adjacent indices.
2.3.4 Temperature evolution
Conserved variables such as energy are volume densities which depend on the choice of reference
frame. Pressure represents volume density of energy in the reference frame of the fluid. Temperature
represents mass density of energy in the reference frame of the fluid. It is the natural quantity with
which to represent energy evolution (1) in terms of convective derivatives and (2) independent of
reference frame.
For a five-moment gas we define the temperature Ts to be the average thermal energy per
particle, Ts := ps/ns = ms〈|c|2〉/3, and we define the “quasi” temperature to be the thermal
energy density per mass, θs := ps/ρs = 〈|c|2〉/3. Note that Ts = msθs.
For a ten-moment gas we define the the temperature tensor by Ts := Ps/ns = ms〈cc〉 and we
define the “quasi” temperature tensor by Θs := Ps/ρs = 〈cc〉.
Using nsdtTs = δt(nsTs) = δt(Ps), the pressure evolution equation (2.12) may also be regarded
as a temperature evolution equation,
nsdtTs + Sym2(Ps ·∇us) +∇ ·qs = (qs/ms) Sym2(Ps ×B) + Rs +Qs. (2.14)
Dividing by number density,
dtTs + Sym2(Ts ·∇us) + n−1s ∇ ·qs = (qs/ms) Sym2(Ts ×B) + n−1s Rs + n−1s Qs. (2.15)
Scalar temperature evolution is half the trace of temperature tensor evolution. Equivalently, scalar
pressure evolution (2.13) may be regarded as scalar temperature evolution using nsdtTs = δt(nsTs) =
δt(ps):
(3/2)ndtTs + nTs∇ ·us + nT◦ :∇us +∇ ·qs = Qs; (2.16)
divided by number density,
(3/2)dtTs + Ts∇ ·us + T◦s :∇us + n−1s ∇ ·qs = n−1s Qs; (2.17)
here T◦s := Ts − Ts 1 (where 1 is the identity tensor) is the deviatoric part of the temperature
tensor; we have separated it out in anticipation of the entropy-respecting five-moment closure.
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2.4 Entropy evolution
2.4.1 Kinetic entropy evolution
The (statistical) entropy density of the particle density distribution f s(t,x,v) is defined to be
Ss :=
∫
v
ηs, where ηs := −(βsf s ln f s + αsf s);
Ss increases with randomness and measures the expected “surprise” or unlikelihood of the actual
distribution of particles. The total gas-dynamic entropy is the sum of the entropies of the distribu-
tions. Collision operators are expected to cause the total statistical entropy to increase.
The constant αs is arbitrary and may be freely chosen so that the entropy of equilibrium distri-
butions has a simple formula. The constant βs must be positive.
To ensure that interaction of particles of different species increases the total entropy, the scaling
of βs should be consistent among species. If f s is taken to be a number density of particles in phase
space then βs should be equal (e.g. to 1) for all particle species; if f s is taken to be a mass density
then βs should be proportional to m
−1
s .
One way to justify the definition of statistical entropy is to discretize state space and approximate
the evolution of f s by a Markov chain.
Recall the Boltzmann equation, which says that particles are conserved under flow in phase
space. Since ∇x ·v = 0 and since ∇v · as = 0 (because as = (qs/ms)(E + v × B)), flow in phase
space is incompressible and can instead be written in terms of a material derivative in phase space:
∂tf s + v ·∇xf s + as ·∇vf s = Cs;
this is not the natural form to use when deriving fluid conservation laws, but it is relevant in
obtaining entropy evolution.
Multiply the Boltzmann equation by η′s :=
dηs
df s
. Using the chain rule,
∂tηs + v ·∇xηs + as ·∇vηs = η′sCs.
Using phase space incompressibility to put it back into conservation form,
∂tηs +∇x · (vηs) +∇v · (asηs) = η′Cs.
Integrate over velocity space. Get the entropy evolution equation
∂tSs +∇x ·
∫
v
vηs︸ ︷︷ ︸
Call Φs
=
∫
v
η′Cs︸ ︷︷ ︸
Call Ψs
;
Φs is the entropy flux and Ψs is the rate of entropy production. The content of Maxwell’s “H”
theorem is that Ψs is zero precisely when f s is a Maxwellian (equilibrium) velocity distribution;
else it is strictly positive. Therefore, collisions cause distributions to trend toward equilibrium.
In general we impose the H theorem as an assumption and a modeling requirement for collision
operators.
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To study properties and closure, we want to put entropy evolution in frame-invariant form.
Define the molar entropy by ss := Ss/ns. Then
nsdtss +∇x ·
∫
c
cηs︸ ︷︷ ︸
Call Φ′s
= Ψs.
We refer to Φ′s as the diffusive entropy flux. It is the portion of the entropy flux that is not
accounted for by fluid motion. We will see that it corresponds roughly to heat flux (divided by
temperature).
2.4.2 Maxwellian limit
In the absence of other effects, collisions cause entropy to trend to a distribution that maximizes
entropy subject to the constraint that mass, momentum, and energy must be conserved. Solving
this constrained maximum problem by variational calculus shows (see equation (A.2)) that the
equilibrium distribution is a Maxwellian,
fM :=
ρ
(2piθ)3/2
exp
(−|v − u|2
2θ
)
.
The Gaussian distribution is defined to be the entropy-maximizing distribution subject to the
(not physically justified) constraint that all second-order velocity moments are conserved, and equals
(see (A.5))
fG :=
ρ√
det(2piΘ)
exp
(−c ·Θ−1 · c/2) . (2.18)
We say that f is an even function of velocity if f(−v) = f(v). Maxwellian and Gaussian
distributions are even functions of thermal velocity. If f is even then so is η(f). Odd moments of even
functions are zero. In particular, the diffusive entropy flux Φ′ :=
∫
c
cη and the heat flux q :=
∫
c
c|c|2f
and tensor heat flux q :=
∫
c
cccf all vanish for Maxwellian and Gaussian distributions.
2.4.3 Gas-dynamic entropy evolution
In a highly collisional gas, the distribution function f is close to Maxwellian. Assuming that
the distribution is exactly Maxwellian gives the hyperbolic five-moment model of a gas; it
is equivalent to the Boltzmann equation for a collision operator that instantaneously relaxes to
equilibrium.
As obtained in equation A.9, the entropy density of a Maxwellian distribution is SM = nsM,
where
sM := ln
(
T 3/2
n
)
is the molar entropy. We define the five-moment gas-dynamic entropy by this formula regard-
less of whether the distribution is actually Maxwellian.
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Assuming that the distribution is exactly Gaussian gives the hyperbolic ten-moment model
of a gas; it is equivalent to the Boltzmann equation for an (artificial and unphysical) collision oper-
ator that instantaneously relaxes to the entropy-maximizing distribution subject to the constraint
that all ten moments are preserved.
As obtained in equation A.8, the entropy density of a Gaussian distribution is SG = nsG, where
sG := ln
(√
detT
n
)
is the molar entropy. We define the ten-moment gas-dynamic entropy by this formula regardless
of whether the distribution is actually Gaussian.
Note that
s ≤ sG ≤ sM,
with equality only when the assumed distributions match.
Five-moment entropy evolution
We can obtain an evolution equation for each gas-dynamic entropy analogous to our equation
for the convective derivative of kinetic entropy. Taking the convective derivative of five-moment
entropy and using the continuity equation dtn = −n∇ ·u gives dtsM = dt((3/2) lnT − lnn) =
(3/2)T−1dtT +∇ ·u; using the temperature evolution equation (2.17) (divided by T ) allows us to
eliminate not only dtT but also the ∇ ·u term:
n dtsM + T−1∇ ·q + T−1P◦ :∇u = T−1Q; (2.19)
that is,
n dtsM +∇ · (T−1q) = q ·∇T−1 − T−1P◦ : Sym(∇u) + T−1Q; (2.20)
here we have separated out the thermal entropy production q ·∇T−1 from the divergence of the
diffusive entropy flux Φ′M := T
−1q. The term T−1Q represents entropy source due to collisional
exchange with other species (via thermal exchange and resistive drag force); since I am interesed in
non-resistive two-fluid plasmas I will generally ignore this term.
The entropy-evolution equations reveal that for smooth solutions entropy is conserved in the
absence of heat flux.
Ten-moment entropy evolution
To get ten-moment entropy evolution we take the convective derivative of ten-moment entropy
sG = ln(detT)/2− lnn. Recall the Jacobi formula for the differential of the determinant, d detA =
tr (adj(A) · dA), that is, d ln detA = tr (A−1 · dA). Thus, dt ln detT = T−1 : dtT. Again using the
continuity equation dt lnn = −∇ ·u,
2dtsG = T−1 : dtT+ 2∇ ·u. (2.21)
Recall the temperature evolution equation (2.15),
nsdtTs + ns Sym2(Ts ·∇us) +∇ ·qs = ns(qs/ms) Sym2(Ts ×B) + Rs +Qs.
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Applying T−1 : to this equation, using the identities
T−1 : dtT = dt ln detT,
T−1 : Sym(T ·∇u) = ∇ ·u = −dt lnn, and
T−1 : Sym(T×B) = 0,
and substituting into equation (2.21) yields
2n dtsG + T−1 :∇ ·qs = T−1 :Rs + T−1 :Qs; (2.22)
that is,
2n dtsG +∇ · (T−1 :qs) = qs ··· ∇T−1 + T−1 :Rs + T−1 :Qs,
where ··· denotes contraction over three adjacent indices. Here we have separated out the thermal
entropy production qs ··· ∇T−1 from the divergence of the diffusive entropy flux Φ′G := T−1 :qs.
The term T−1 :Rs represents entropy production due to intraspecies collisional exchange (which
effects relaxation toward a Maxwellian), and the term T−1 :Qs represents entropy production due
to collisions with other species (via thermal exchange and resistive drag force); again, since I am
interesed in non-resistive two-fluid plasmas I will generally ignore this term.
2.5 Entropy-respecting forms for closure
While gas-dynamic entropy of a physical/kinetic gas can decrease, we may impose the assumption
that gas-dynamic entropy cannot decrease as a requirement that closure relations must satisfy. For
the five-moment gas dynamic equations, when collisions are sufficiently predominant to keep velocity
distributions near Maxwellian, closures can be well-justified, and in particular the requirement that
gas-dynamic entropy must increase can be justified as follows. Since Maxwellian distributions
maximize entropy subject to physical constraints, if the deviation from the Maxwellian distribution
is of order  the deviation of the entropy will merely be of order 2. Therefore, gas-dynamic entropy
is an accurate approximation to kinetic entropy, and for a collisional gas we expect it to increase.
In contrast, closures of the ten-moment equations which do not cause it to approximate the
five-moment model are difficult to justify unless one assumes an idiosynchratic collision operator
which kills deviations from a Gaussian much faster than it relaxes a Gaussian distribution to a
Maxwellian. For such a model heat flux is negligible in comparison to viscosity, i.e., the Prandtl
number is much larger than 1. For a monatomic gas the Prandtl number is approximately 2/3; for
other gases and fluids the Prandtl number is smaller, often much smaller.
Given a deviation of order  from a Gaussian distribution, to conclude that the deviation of the
ten-moment entropy is of order 2 we would need to assume that the deviation from the artificial
constraint (that the tensor pressure is invariant) is of order 2. Regardless of how artificially high
a finite Prandtl number is, for sufficiently small  this artificial constraint does not hold. The re-
quirement that ten-moment gas-dynamic entropy should be nondecreasing for ten-moment closures
thus lacks adequate physical justification except in the adiabatic case where the Prandtl number is
infinite.
Having stated these prefatory caveats, we now proceed to derive the form of entropy-respecting
5-moment and 10-moment closures.
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2.5.1 Five-moment closure
Recall the five-moment entropy evolution equation (2.20), which we now rewrite as:
n dtsM +∇ · (T−1q) = q ·∇T−1 − npi◦ : e◦ + T−1Q; (2.23)
here pi◦ := T−1T◦ is the deviatoric part of the “shape” of the temperature tensor and e◦ :=
Sym(∇u)◦ := Sym(∇u)− 1∇ ·u/3 is called the deviatoric strain rate and is the traceless part
of the strain rate tensor e := Sym(∇u). We now require the intraspecies entropy source terms
q ·∇T−1 and −pi◦ : e◦ to be nonnegative as a closure requirement and deduce the form of the
closure.
Isotropic linearized heat flux closure
To ensure that q ·∇T−1 is nonnegative we make q a function of ∇T−1. We will approximate the
function as linear (with state-dependent coefficients). Since q should be zero in equilibrium (for
which ∇T−1 = 0), and assuming that the derivative of the map ∇T−1 7→ q is nonzero, in the
near-Maxwellian limit such a linearized closure is rigorously justifiable.
Physical laws should be invariant under rotation for closed systems. In the absence of a magnetic
field (or other external influence) sufficiently strong to break this fundamental symmetry we expect
intraspecies closure relations to be isotropic. The general form of a linear isotropic closure is
qs = κs∇T−1s = −ks∇Ts, (2.24)
where k is called the heat conductivity and we infer that
κs = T
2
s ks. (2.25)
Nonnegativity of qs ·∇T−1s = κ‖∇T−1s‖2 is ensured as long as κ is nonnegative.
Gyrotropic heat flux closure.
In the presence of a sufficiently strong magnetic field B = ‖B‖b we cannot assume that intraspecies
collisions are governed by isotropic physics, and instead we can merely assume a gyrotopic linear
closure q = −k ·∇T , where k is a gyrotropic tensor; that is, k is invariant under rotations
around an axis aligned with the magnetic field. In particular,
q = − (κ⊥ 1⊥+κ∧ 1∧+κ‖ 1‖) ·∇Ts, (2.26)
where we have used that since k is gyrotropic second-order tensor it is therefore a linear combination
of the perpendicular, skew, and parallel gyrotropic tensors
1⊥ := 1−bb, 1∧ := 1×b, 1‖ := bb.
For this closure, to ensure that q ·∇T−1 = T−2∇T ·k ·∇T ≥ 0, k must be positive definite; that
is, the parallel and perpendicular heat conductivities must be nonnegative,
κ⊥ ≥ 0, κ‖ ≥ 0. (2.27)
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Isotropic viscous stress closure
To ensure that the viscous entropy production term −pi◦ : e◦ in equation (2.23) is nonnegative, we
make pi◦ a function of e◦. The simplest such closure is to make pi◦ a linear isotropic function of e◦.
Then the facts that e◦ is symmetric and that pi◦ must be symmetric and traceless imply that pi◦ is
proportional to e◦,
−pi◦ = 2τe◦, (2.28)
where we will see that τ is a relaxation period; equivalently, the deviatoric stress −P◦ := −nT◦ is
proportional to the deviatoric strain,
−P◦ = 2µe◦, (2.29)
where the viscosity µ := pτ must be positive to respect entropy. In the absence of a symmetry-
breaking magnetic field, in the near-Maxwellian-limit, assuming that the function e◦ 7→ P◦ has
nonzero derivative at e◦ = 0, such a closure can be rigorously justified.
Gyrotropic viscous stress closure
In the presence of a sufficiently strong magnetic field, we might merely assume that pi◦ is a gyrotropic
function of e◦:
−pi◦ = 2τ µ˜ : e◦, that is, −P◦ = 2µ : e◦, (2.30)
where µ := µ˜µ is the viscosity tensor and µ˜ is its nondimensional shape; µ˜ is a gyrotropic tensor
which evidently must be symmetric and traceless in its first two coefficients and which is without
loss of generality symmetric in its last two coefficients. This leads to five distinct coefficients of
viscosity. To ensure that entropy production T−1e◦ : 2µ : e◦ is strictly positive for a non-Maxwellian
distribution, we impose the positive-definiteness (and invertibility) criterion A : µ˜ :A > 0 for any
A 6= 0. In the isotropic case µ˜ is the identity tensor 1 1 for linear transformations on the space
of second-order tensors, whose components are δijkl = δikδjl.
2.5.2 Ten-moment closure
Recall the ten-moment entropy evolution equation (2.31), which we now write as
2n dtsG +∇ · (T−1 :q) = q ··· Sym(∇T−1) + (T−1)◦ :R+ T−1 :Q; (2.31)
here we have used that tr (R) = 0 (because R :=
∫
v
vvC and
∫
c
|v|2C = 0 by conservation of
energy) to replace T−1 with its deviatoric part (T−1)◦ := T−1 − 1 tr (T−1)/3.
We impose the closure requirement that the intraspecies entropy source terms must be nonneg-
ative and zero at equilibrium.
Intraspecies collision closure
By selecting an artificial collision operator that instantaneously relaxes to a Gaussian distribution we
may justify the requirement that the entropy production of the intraspecies collision term (T−1)◦ :R
should be positive. Clearly we can ensure positivity by making R a function of (T−1)◦. However,
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to keep the closure simple we instead prefer to make R a function of T◦; this is equivalent for small
deviations from isotropy (i.e. equilibrium), which is when we can justify linearized closures anyway.
Isotropic intraspecies collision closure. Imposing that R is a linear isotropic function of
T◦, equivalently of P◦, yields the closure
R = −τ−1P◦, (2.32)
where τ is the relaxation period and τ−1 is called the relaxation rate. Then
(T−1)◦ :R/n = T−1 :R/n
= T−1 : (T 1−T) /τ
=
(
tr (T−1)tr (T)/3− 3) /τ
= 3 tan2(θ)/τ ,
where θ is the angle between the vector V := (
√
T1,
√
T2,
√
T3)
T and the vector W := (
√
T1
−1
,
√
T2
−1
,
√
T3
−1
)T ,
where T1, T2, and T3 are the eigenvalues of the temperature tensor. Indeed, V ·V = trT,
W ·W = tr (T−1),, and V ·W = 3; since cos2 θ = (V ·W)2‖V‖2‖W‖2 , tan2 θ = sec2 θ − 1 = (trT)tr (T
−1)
9
− 1,
which is strictly greater than 0 unless V ×W = 0 (which says that the temperature tensor is
isotropic).
Gyrotropic intraspecies collision closure. More generally, we assume that R is a linear
gyrotropic function of T◦, equivalently, of P◦:
R = −τ−1CR :P◦, (2.33)
where CR is a nondimensional gyrotropic tensor of coefficients. To respect entropy, based on equa-
tion (2.31), we require that
(T−1)◦ :R = −(T−1)◦ :CR :T◦ > 0 (2.34)
whenever T◦ 6= 0, that is, whenever the pressure is not isotropic. Recall that pi◦ := T−1T◦. In the
limit ‖pi◦‖ → 0, (pi−1)◦ ≈ −pi◦. Therefore, for small ‖pi◦‖, equation (2.34) implies that for all pi◦
pi◦ :CR :pi◦ > 0, (2.35)
which implies that CR has an inverse when regarded as a linear transformation relating traceless
tensors. We impose invertibility as a minor auxiliary closure requirement, which we justify by
showing in section 2.5.3 the asymptotic equivalence of the five-moment and ten-moment closures.
Entropy-respecting closure for tensor heat flux
The requirement that the entropy production of the instraspecies heat flux tensor be positive is
difficult to justify. One could try to justify it with a sequence of collision operators which relax to
a Gaussian increasingly rapidly, but in such a limit there is no heat flux anyway. Nevertheless, we
work out the consequences of this requirement.
The local production of ten-moment gas-dynamic entropy due to heat flux is seen in equation
(2.31) to be
q ··· Sym(∇T−1). (2.36)
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To ensure that this quantity is positive, we posit that q is a linear gyrotropic function of its
complement in this inner product,
q = K[6] ··· Sym(∇T−1), (2.37)
where K[6] is a gyrotropic tensor which must be symmetric in its first three indices and which without
loss of generality we require to be symmetric in its last three indices; the entropy production (2.38)
is then
Sym(∇T−1) ··· K[6] ··· Sym(∇T−1), (2.38)
which is guaranteed to be positive if K[6] satisfies the positive-definiteness criterion
A ··· K[6] ··· A > 0 (2.39)
for all A 6= 0.
Isotropic case. In the absence of a magnetic field K[6] should be isotropic. Recall that in
three-dimensional space (or any odd-dimensional space) every even-order isotropic tensor is a linear
combination of tensor products of the identity tensor [31]. So if A and B are symmetric third-order
tensors and A is a linear isotropic function of B, then A = κ1B + κ2 1∨ tr B for some µ and λ,
where recall the definition of the vee product ∨ from (2.4). Therefore, we can write the general
form of a linear isotropic entropy-respecting heat flux closure,
qL = κ1∇∨ T−1 + κ2 1∨tr (∇∨ T−1), (2.40)
where qL denotes the entropy-respecting heat flux closure proposed by Levermore for ten-moment
gas dynamics (C.D. Levermore, presented in talk slides e.g. at Kinetic FRG Young Researchers
Workshop: Kinetic Description of Multiscale Phenomena: Modeling, Theory, and Computation,
University of Maryland, College Park, 5 March 2009). To determine for what coefficients the
entropy production given by (2.38) is positive, we compute:
Sym3(∇T−1) ··· qL = (∇ Y T−1) ··· qL
= (∇ Y T−1) ···
(
κ13∇ Y T−1 + κ291Ytr (∇ Y T−1)
)
= 3κ1‖∇ Y T−1‖2 + 9κ2‖tr (∇ Y T−1)‖2;
here we have used that
(∇ Y T−1) ··· (1Ytr (∇ Y T−1))
=(∇ Y T−1) ··· (1⊗tr (∇ Y T−1))
=(∇ Y T−1)ijkδij(∇ Y T−1)mmk
=tr (∇ Y T−1) · tr (∇ Y T−1)
=‖tr (∇ Y T−1)‖2.
So to ensure that entropy is respected we would require that κ1 ≥ 0 and κ2 ≥ 0.
To compare with other closures, we express ∇T−1 in terms of ∇T. Taking the differential of the
identity T−1 ·T = 1 and solving yields
dT−1 = −T−1 · dT ·T−1 = −T−2pi−1 · dT ·pi−1 = −T−2dT : (pi−1  pi−1).
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In particular,
∇T−1 = −T−2∇T : (pi−1  pi−1)
and
∇∨ T−1 = −T−2 Sym3(∇T : (pi−1  pi−1)). (2.41)
In the isotropic case, where pi = 1, T = 1T and
∇∨ T−1 = 1∨∇T−1, tr (∇∨ T−1) = 5∇T−1, (2.42)
and the expressions above simplify. We then have
qL = κ1∇∨ T−1 + κ2 1∨tr (∇∨ T−1)
= κ1 1∨∇T−1 + 5κ2 1∨∇T−1
= (κ1 + 5κ2)1∨∇T−1.
(2.43)
So the entropy production is
(∇ Y T−1) ··· qL = 1Y∇T−1 ··· (κ1 + 5κ2)1∨∇T−1
= 5(κ1 + 5κ2)‖∇T−1‖2,
where we have used that 1Y∇T−1 ··· 1∨∇T−1 = 1∇T−1 ··· 1∨∇T−1 = (δij∂kT−1)(δij∂kT−1 +
2δik∂jT
−1) = 5∂kT−1∂kT−1 = 5‖∇T−1‖2.
2.5.3 Equivalence of ten-moment and five-moment stress closure for
near-isotropy
In the near-Maxwellian limit, that is, in case pressure anisotropy is small (as is generally the case if
isotropization is rapid) we can show that the ten-moment viscous stress closure for the relaxation
tensor R given by equation (2.33), equivalently,
−τR/p = CR :pi◦,
is asymptotically equivalent to the five-moment viscous stress closure for the deviatoric pressure P◦
given by equation (2.30), equivalently,
−2τe◦ = µ˜−1 :pi◦.
(So evidently we need R/p = 2e◦.)
The strategy is to match up the ten-moment pressure tensor evolution equation with the five-
moment closure for the viscous stress. Since the five-moment closure is expressed in terms of the
deviatoric pressure, it is natural to proceed by writing an evolution equation for the deviatoric part
of the pressure. We will instead write an evolution equation for the shape of the pressure tensor
where (recall that) the nondimensional shape of the pressure (or temperature) tensor pi and its
deviatoric part pi◦ are defined by
pi :=
T
T
=
P
p
, pi =: 1+pi◦, so pi◦ :=
T◦
T
=
P◦
p
,
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where P◦ is of course the deviatoric part of the pressure tensor. This formulation is convenient
because we expect the ten-moment closure to agree with the five-moment closure when the deviatoric
pressure is small, that is, when pi◦ is much smaller than the identity tensor 1.
Recall temperature tensor evolution (2.15):
dtT+ Sym2(T ·∇u) + n−1∇ ·q = (q/m) Sym2(T×B) + R/n,
where we assume a single species and neglect heating due to interaction with other species. Divide
temperature tensor evolution by T and get
T−1dtT+ Sym2(pi ·∇u) + p−1∇ ·q = Sym2(pi × qB/m) + R/p.
Using that pi = 1+pi◦, and that T−1dtT = T−1dt(Tpi) = dtpi◦ + pidt lnT , we get an evolution
equation for the deviatoric part of the shape of the pressure tensor,
dtpi
◦ + (1+pi◦)dt lnT + Sym2(∇u) + Sym2(pi◦ ·∇u) + p−1∇ ·q
= q
m
Sym2(pi◦ ×B) + R/p. (2.44)
Half the trace of this equation gives
(3/2)dt lnT +∇ ·u + pi◦ :∇u + p−1∇ ·q = 0, (2.45)
which incidently we can rewrite as evolution of the five-moment entropy, sM := ln(T 3/2/n),
dtsM = (3/2)dt lnT +∇ ·u = −pi◦ :∇u− p−1∇ ·q (2.46)
(compare (2.19)). We could simplify the analysis at this point by identifying the assumptions
which imply that entropy is conserved on the relaxation time scale τ , but instead we delay making
approximating assumptions in order to reap the benefit of writing an exact evolution equation for
pi◦ which allows us to more sharply match up the closures and identify the domain of agreement.
Solving equation (2.45) for dt lnT and substituting back into equation (2.44), which we first
rewrite as
R/p =1 dt lnT + Sym2(∇u) + Sym2(pi◦ ·∇u) + p−1∇ ·q
+ pi◦dt lnT + dtpi◦ − Sym2(pi◦ × qB/m)
gives a manifestly traceless equation (which as it happens can be interpreted as an evolution equation
for pi◦):
R/p =2e◦ + Sym2(pi◦ ·∇u)◦ + p−1∇ ·q◦
− (2/3)pi◦ (∇ ·u + pi◦ :∇u + p−1∇ ·q)
+ dtpi
◦ − Sym2(pi◦ × qB/m), (2.47)
where e◦ := Sym(∇u)◦ is the strain deviator, q◦ := q − (2/5) Sym3(1q) is the deviatoric heat
flux tensor, and Sym2(pi◦ ·∇u)◦ = Sym2(pi◦ ·∇u) − (2/3)1pi◦ :∇u denotes the deviatoric part
of Sym(pi◦ ·∇u). Note that Sym3 denotes thrice the symmetric part of a third-order tensor.
Recall the gyrotropic closure (2.33), i.e.
−τR/p = CR :pi◦.
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Multiplying (2.47) by τ gives an equation in terms of the nondimensional quantities CR :pi◦ and
τ∇u, τp−1∇ ·q, d(t/τ)pi◦, and τqB/m
which reads
−CR :pi◦ =2τe◦ + Sym2(pi◦ · τ∇u)◦ + τp−1∇ ·q◦
− (2/3)pi◦ (τ∇ ·u + pi◦ : τ∇u + τp−1∇ ·q)
+ d(t/τ)pi
◦ − Sym2(pi◦ × τqB/m). (2.48)
We want to show that this agrees with the five-moment closure (2.30),
−µ˜−1 :pi◦ = 2τe◦; (2.49)
since we do not want closure coefficients that depend on differentiated quantities, we will discard
all terms after the first plus sign except for the magnetic field term.
We will need to assume that the deviatoric pressure is small, that is, ‖pi◦‖  1.
Let τ 0 designate the time scale defined by ∇u. That is, ‖∇u‖ = O(τ−10 ). The five-moment
closure (2.49) then implies that pi◦ = O(τ/τ 0). To discard terms such as pi◦τ∇ ·u we need that
τ/τ 0  1. To discard the heat flux terms we need that the divergence of the deviatoric heat flux is
very small,
‖τp−1∇ ·q◦‖  ‖pi◦‖, i.e. ‖p−1∇ ·q◦‖  1/τ 0, i.e. ‖p−1∇ ·q◦‖  ‖∇u‖
and that the divergence of the nondeviatoric part is small,
‖pi◦τp−1∇ ·q‖  ‖pi◦‖, i.e. ‖p−1∇ ·q‖  1/τ .
Of the unwanted terms in equation (2.48) it remains to discard the term d(t/τ)pi
◦. We need that
‖d(t/τ)pi◦‖  ‖pi◦‖ = O(τ/τ 0).
This says that the shape of the stress (or strain) deviator changes little on the time scale of a
relaxation period.
We now consider the magnetic field term Sym2(pi◦ × τqB/m) in equation (2.48). Define the
gyrofrequency ωc := q‖B‖/m and the nondimensionalized gyrofrequency $ := τωc, which is the
rate of gyration divided by the rate of relaxation. We can neglect the magnetic field term and use
the same closure coefficients for both closures if the magnetic field is sufficiently small so that
Sym2(pi◦ × τqB/m) pi◦, i.e., $  1,
which says that the gyrofrequency is much smaller than the relaxation period. If the effect of the
magnetic field is negligible then µ˜−1 and CR should be the identity and we might as well have
restricted our study to isotropic closures.
What if the magnetic field is large? Then we need the approximate closure identity
−CR :pi◦ = 2τe◦ − Sym2(pi◦ ×$b) (2.50)
(from (2.48), where b := B/‖B‖ is the magnetic field direction vector) to match up with the
five-moment closure of equation (2.49),
−µ˜−1 :pi◦ = 2τe◦.
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Evidently we need that
µ˜−1 :pi◦ = CR :pi◦ − Sym2(pi◦ ×$b). (2.51)
We rewrite the last term as
Sym2(pi◦ ×$b) = Sym2(1 ·pi◦ · 1×$b) = Sym2(1 ·pi◦ · 1∧$), (2.52)
where we define 1∧ := 1×b = b × 1, which projects onto the plane orthogonal to b and then
rotates 90 degrees in this plane. Define the diamond product of two tensors with the convention
that (M N) :A = M ·A ·N . Using that 1∧ is antisymmetric,
Sym2(1 ·pi◦ · 1∧) = Sym2(1 1∧ :pi◦) = (1 1∧−1∧ 1) :pi◦. (2.53)
So (2.51) becomes
µ˜−1 :pi◦ = (CR +$(1∧ 1−1 1∧)) :pi◦.
We infer that µ˜−1 = CR +$(1∧ 1−1 1∧), that is,
µ˜−1 = CR + (1×$b)  1−1 ($b× 1) , (2.54)
where we have used that b× 1 = 1×b.
As we will see in section 2.6.3, for CR the closure coefficients are quite simple (the identity
four-tensor) whereas the closure coefficients for µ˜ must take into account the rotational effects of
the magnetic field because it defines a closure in terms of a differentiated quantity. Equation (2.50)
agrees with equation (5.122) in the book [62] by Woods if one simply takes CR = 1 1. He arrives
at this form by assuming that the response of the viscous stress to the deviatoric strain is delayed
by a collision period. During this time the affect of the magnetic field is to rotate the deviatoric
strain.
I remark that to compare the five- and ten-moment closures one must use equation (2.54) to
translate closure coefficients (or just (2.50) if all one wants to do is test the agreement of the models).
2.6 Perturbative closure
In section 2.5 we deduced forms of closure by requiring entropy to increase. This gave the functional
form of the closure, but it did not give any estimate of the closure coefficients. A method that
determines closure coefficients is to use a Chapman-Enskog perturbative expansion.
2.6.1 BGK and Gaussian-BGK collision operators
To perform a Chapman-Enskog expansion we have to assume the form of the collision operator.
The simplest choice of collision operator which satisfies the physical constraints that it (1) conserves
the conserved moments (mass, momentum, and energy) and (2) respects entropy is a collision
operator which relaxes the distribution toward an entropy-maximizing distribution. Appendix A.1
calculates that distribution which maximizes entropy subject only to these physical constraints is
a Maxwellian distribution, of the form (A.2)
fθ =
ρ
(2piθ)3/2
exp
(−|v − u|2
2θ
)
,
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where fθ is mass density in velocity space and θ := 〈|c|2/2〉 = T/m defines the pseudo-temperature.
A distribution which maximizes entropy subject to the additional constraint that all quadratic
velocity moments are conserved is a Gaussian distribution, of the form (A.5)
fG =
ρ√
det(2piΘ)
exp
(−(v − u) ·Θ−1 · (v − u)/2) ,
where Θ := 〈cc〉 is the pseudo-temperature tensor. The distribution fG is a normal distribution
along any axis through the origin and is the product of independent normal distributions defined
along three orthogonal principal axes. It agrees with the Maxwellian distribution in the isotropic
case Θ = 1 θ.
Recall the Galilean-invariant Boltzmann equation (equation (2.5) assuming a single default
species),
∂tf +∇x · (vf) +∇v · (af) = C. (2.55)
The BGK collision operator is
Cθ =
fθ − f
τ
,
where τ is the relaxation period. For the BGK collision operator, the Prandtl number (i.e. the
ratio of the rate of thermal diffusion to momentum diffusion, see Appendix section A.4) is Pr = 1
(for a monatomic gas), as we will see.
In order to admit a tunable Prandtl number, the Gaussian-BGK collision operator CΘ˜, also
called the Ellipsoidal-Statistical BGK collision operator, was introduced by Holway [26] and is
often used instead. This model relaxes to a Gaussian distribution for a temperature tensor which
is an affine combination of the isotropized temperature tensor (of the Maxwellian distribution)
and the temperature tensor (of the Guassian distribution with the same quadratic moments). The
Gaussian-BGK collision operator is
CΘ˜ =
f Θ˜ − f
τ˜
, (2.56)
where τ˜ is the Gaussian-BGK relaxation period, f Θ˜ is the Gaussian distribution for the temperature
tensor
Θ˜ := (1− ν)θ1+νΘ, (2.57)
and ν is a tunable parameter which corresponds to the Prandtl number, as we will see, according
to the relation Pr(1− ν) = 1. Define τ by the requirement that the viscosity satisfies µ = pτ . Then
τ = Pr τ˜ ; τ is considered to be the relaxation period of the standard BGK collision operator. The
collision operator CΘ˜ respects entropy over the full range of ν values for which Θ ≥ 0 (is positive
definite) implies Θ˜ ≥ 0, that is, for 0 ≤ (1−ν) ≤ 3/2, corresponding to the range of Prandtl numbers
2/3 ≤ Pr ≤ ∞, which is surprising since in the case (1 − ν) > 1 (where θ1 is “super-weighted”)
the affine combination (2.57) is nonconvex [1]. The Gaussian-BGK model thus gives an entropy-
respecting collision operator which allows the heat flux to be tuned from zero (Pr =∞) essentially
up to the full heat flux for a monatomic gas: for a monatomic gas with Maxwell molecules Pr = 2/3,
and this is a good approximation for a broad range of physical collision operators including hard
spheres and Coulomb collisions (in particular, Pr ≈ .61 for ions and Pr ≈ .58 for electrons in the
Braginskii closure [10]).
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Henceforth in this section 2.6 we take as our standard of truth the Galilean-invariant Boltzmann
equation (2.55) with Gaussian-BGK collision operator (2.56)
∂tf +∇x · (vf) +∇v · (af) = CΘ˜ :=
f Θ˜ − f
τ˜
, (2.58)
where f Θ˜ is given by the Guassian distribution equation for Θ˜,
f Θ˜ =
ρ√
det(2piΘ˜)
exp
(
−(v − u) · Θ˜−1 · (v − u)/2
)
,
and Θ˜ is given by equation (2.57),
Θ˜ := (1− ν)θ1+νΘ.
2.6.2 Chapman-Enskog expansion
Consider the Boltzmann equation
Df = C[f ],
where D = ∂tf + ∇x · (vf) + ∇v · (af) is the convective derivative in phase space and C is the
collision operator. Assume the BGK collision operator
C =
fθ − f
τ
.
This collision operator is linear and satisfies C[fθ] = 0. (In contrast, the general Gaussian-BGK
collision operator causes Θ˜ to be modified over time, resulting in nonlinear evolution of f .)
The idea of the Chapman-Enskog expansion is to begin with a guess f 0 (which is the distribution
about which one is expanding, e.g. a Maxwellian), and solve by successive approximations:
Df 0 = Cf 1
Df 1 = Cf 2
Df 2 = Cf 3
...
where it is assumed that one can solve e.g. for f 1 in terms of f 0. Hopefully the sequence fn converges
rapidly to a solution f .
A formalism which effects such a sequence is as follows. Expand f as
f = f (0) + f¯ (1) + 2f¯ (2) + · · · ,
where  is a formal smallness parameter. Let C = C¯/:
Df =
C¯[f¯ ]

. (2.59)
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Substituting the expansion of f and matching powers of  yields the infinite sequence
−1 : 0 = C¯[f (0)],
0 : Df (0) = C¯[f¯ (1)],
1 : Df¯ (1) = C¯[f¯ (2)],
2 :
...
Multiplying each equation by its n factor and summing yields equation (2.59) (assuming conver-
gence). Choosing f (0) = fθ means that C[f
(0)] = 0 and we can get the chain of approximations
started.
To map onto the description in terms of successive approximations, fn =
∑n
k=0 f
(k), where
f (k) := kf¯ (k).
The formal smallness parameter  serves two purposes. First, it specifies how to match up terms
(to determine which terms are used for the correction and which for the previous estimate). Second,
it signifies that the corrections are expected to decay; otherwise the series would not converge. Once
we have used  to match up terms and get an approximate closure we can set  = 1 as a shortcut
to restoring the original collision operator and making the replacements f (n) := nf¯ (n).
2.6.3 Perturbative stress closure
To derive the five-moment closure for the deviatoric pressure we take the deviatoric part of the
pressure tensor evolution equation. Neglecting collisions with other species, the pressure tensor
evolution equation (2.12) reads
∂tP+∇ · (uP) + Sym2(P ·∇u) +∇ ·q = (q/m) Sym2(P×B) + R, (2.60)
where recall that R :=
∫
v
vvC. Note that R =
∫
c
ccC, by conservation of mass (
∫
v
C = 0 and
momentum (
∫
c
cC = 0). Also, R is traceless by conservation of energy (
∫
v
|c|2C = 0). To prepare
to take the deviatoric part we separate into isotropic and traceless parts:
Sym2(P ·∇u) = Sym2((p1+P◦) ·∇u)
= p Sym2(∇u) + Sym2(P◦ ·∇u)
= p Sym2(∇u)◦ + 2p∇ ·u1+ Sym2(P◦ ·∇u)
Taking the deviatoric part of (2.12) thus gives
∂tP◦ +∇ · (uP◦) + p Sym2(∇u)◦ + Sym2(P◦ ·∇u) +∇ ·q◦ = qm Sym2(P◦ ×B) + R, (2.61)
where recall that q◦ := q− (2/5) Sym3(1q) is the deviatoric heat flux tensor .
If a BGK or Gaussian-BGK collision operator is used then we can calculate the relaxation term:
R =
∫
c
ccCΘ˜ =
∫
c
cc
f Θ˜ − f
τ˜
= τ˜−1((1− ν)p1+νP− P) = 1− ν
τ˜
(p1−P).
That is, using τ := τ˜ /(1− ν),
R = −P◦/τ . (2.62)
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Note that this agrees with (2.33) in case CR = 1 1.
To perform a Chapman-Enskog expansion we assume an initial guess (a Maxwellian) for the
velocity distribution and substitute into the pressure tensor evolution equation (2.60) The right
side will be zero but the left side will not. So we modify the solution used on the right hand side
so that it agrees with value assumed by the left hand side for the original guess. One could then
substitute the modified distribution into the left hand side to obtain yet another correction from
the right hand side. Hopefully this process would converge to a solution of the equation.
Formally, we assume a velocity distribution expansion of the form
f = f (0) + f (1) + 2f (2) + · · · ,
where  is a formal smallness parameter which conveys the expectation that the series is intended to
converge and which will indicate how to match up terms. We seek a near-Maxwellian stress closure,
so we assume that f (0) is Maxwellian (with the same conserved moments as f). The expansion of
f implies moment expansions such as
P = p1+P(1) + 2P(2) + · · · ,
q = q(1) + 2q(2) + · · · .
Using the closure equation (2.62) R = −P◦/τ , the right hand side of the pressure tensor evolution
equation is
∂tP+∇ · (uP) + Sym2(P ·∇u) +∇ ·q = (q/m) Sym2
(
P×B

)
− P
◦
τ
,
where we have replaced B with B/ and τ−1 with τ−1/ firstly as a way of indicating that τ is
expected to be large and B could be large and secondly in order to show how to match up terms
when we substitute the expansions in . The evolution equation for the deviatoric pressure (2.61)
now reads
∂tP◦ +∇ · (uP◦) + p Sym2(∇u)◦ + Sym2(P◦ ·∇u) +∇ ·q◦
= (q/m) Sym2
(
P◦ ×B

)
− P
◦
τ
. (2.63)
Since the right hand side vanishes for f (0) (a Maxwellian) we can match up powers of . For 0 we
obtain
p Sym2(∇u)◦ = (q/m) Sym2(P◦(1) ×B)− P◦(1)/τ . (2.64)
At this point we can “eliminate”  either by replacing P◦(1) with P◦(1), B/ with the original
expression B, and τ with the original expression τ , all of which leaves equation (2.64) unchanged
in appearance, or (more simply) we can just set the formal smallness parameter  to 1. Multiply
(2.64) by τ . Assume P◦(1) ≈ P◦. Get the following implicit closure for the deviatoric stress:
pτ2e◦ = Sym2(P◦ ×$b)− P◦ , (2.65)
where recall that $ := τq|B|/m = τωc, which agrees with the Stokes closure (2.50) in case CR =
1 1.
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2.6.4 Perturbative heat flux closure
McDonald and Groth have obtained a heat flux closure using a Chapman-Enskog expansion. This
section follows their derivation in section III.A in [43], generalizing to the case of nonzero magnetic
field.
Multiplying the Boltzmann equation (2.58) by ccc and integrating by parts gives the evolution
equation
∂tq+∇ · (uq) + Sym3(q ·∇u)− Sym3(P(∇ ·P)/ρ) +∇ ·q[4]
= Sym3(q× qB/m) +
∫
c
cccC, (2.66)
where q[4] :=
∫
c
ccccf is the fourth-order primitive moment. For the Gaussian-BGK collision
operator we compute that∫
c
cccC =
∫
c
ccc
f Θ˜ − f
τ˜
=
0− q
τ˜
=
−q
τ˜
=
−Pr
τ
q.
In a Chapman-Enskog expansion we assume a velocity distribution expansion
f = f (0) + f (1) + 2f (2) + · · · ,
where f (0) is assumed to be the Gaussian distribution fΘ of f . This implies moment expansions
such as
q = q(1) + 2q(2) + · · · ,
q[4] = q[4](0) + q[4](1) + 2q[4](2) + · · · .
For a Gaussian distribution we compute (see equation (A.6)) that q[4] = Sym3(PP)/ρ. Following
[43], Let
K [4] :=
∫
c
cccc(f − fΘ) = q[4] − Sym3(PP)/ρ
denote the deviation of the fourth moment from the value for the Gaussian distribution. Using
Sym3(∇ · (PP/ρ))− Sym3(P(∇ ·P)/ρ) = Sym3
(
P ·∇
(
P
ρ
))
, equation (2.66) becomes
∂tq+∇ · (uq) + Sym3(q ·∇u) + Sym3
(
P ·∇
(
P
ρ
))
+∇ ·K [4]
=
1

(
Sym3(q× qB/m)− q
τ˜
)
, (2.67)
where we have rescaled the collision operator (including the magnetic field) on the right hand side
by a factor of  by replacing B with B/ and τ with τ. Substituting the expansions
q = q(1) + 2q(2) + · · · ,
K [4] = K [4](1) + 2K [4](2) + · · ·
and matching powers of epsilon yields the implicit heat flux closure equation
Sym3
(
P ·∇
(
P
ρ
))
= Sym3(q× qB/m)− q
(1)
τ˜
.
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Set the formal smallness parameter  to 1. Multiply by τ˜ = τ/Pr. Take q ≈ q(1). Get the following
implicit closure for the heat flux tensor:
τ
mPr
Sym3
(
P ·∇
(
P
ρ
))
= Sym3(q× $˜b)− q, (2.68)
which by setting $˜ = 0 is observed to be a generalization of the heat flux closure given by McDonald
and Groth in equation (23) of [43]; here we define
$˜ :=
$
Pr
=
τωc
Pr
= τ˜ωc = τ˜ q|B|/m.
We rewrite (2.68) in the form
q+ Sym3($˜b× q) = −2
5
k Sym3 (pi ·∇T) , (2.69)
where k is the heat conductivity , related to the Prandtl number by the formula (A.15)
Pr =
5
2
pτ
mk
,
and we have used that P/ρ = T/m and pi := P/p. The explicit solution to equation (2.69) is
obtained in the appendix as equation (A.38).
Half the trace of equation (2.69) will give an implicit closure for the heat flux. Using that
tr Sym3(q × b) = 2q × b and that tr Sym3(pi ·∇T) = 3pi ·∇T + 2pi :∇T = 5pi ·∇T + 2pi ·∇T◦,
half the trace of (2.69) is
q + $˜b× q = −k (pi ·∇T + 2
5
pi ·∇T◦) . (2.70)
Neglecting deviatoric parts (which would be of order  in a Chapman-Enskog expansion about a
Maxwellian distribution) and recalling that pi = 1+pi◦ yields
q + $˜b× q = −k∇T , (2.71)
which agrees with the implicit heat flux closure equation (5.107) in [62] in case Pr = 1.
To get an explicit heat flux closure we need to solve the implicit closures for the heat flux. In
section A.5.5 we solve this equation for q to obtain the heat flux closure (A.27),
q = −k
(
bb +
1
1 + $˜2
(
(1−bb)− $˜b× 1
))
· ∇T, (2.72)
I remark that this closure satisfies the form of an entropy-respecting closure specified in equations
(2.26) and (2.27).
2.6.5 Comparison of heat flux closures
In the absence of a magnetic field, the McDonald-Groth (Chapman-Enskog Gaussian-BGK) heat
flux closure (2.69) is
qM = −25k Sym3 (pi ·∇T) ,
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whereas the entropy-respecting closure (2.40) is
qL = κ1∇∨ T−1 + κ2 1∨tr (∇∨ T−1). (2.73)
In the isotropic case (see (2.42)),
∇∨ T−1 = T−2 1∨∇Tand1∨tr (∇∨ T−1) = 5T−2 1∨∇T,
and these closures simplify to (see (2.43))
qL = −T−2(κ1 + 5κ2)1∨∇T and qM = −25k1∨∇T.
So for consistent closure coefficients we require that
κ1 + 5κ2 =
2
5
T 2k,
which is analogous to equation (2.25). In general, however, the two closures disagree. Recall from
(2.41) that
∇∨ T−1 = −T−2 Sym3(∇T : (pi−1  pi−1)).
The entropy-respecting closures with consistent closure coefficients are thus
q1 = −25k Sym3
(∇T :pi−1  pi−1)︸ ︷︷ ︸
1∨∇T if pi = 1
(if κ2 = 0) and
q2 = − 225k1∨ tr
(
Sym3
(∇T :pi−1  pi−1))︸ ︷︷ ︸
5∇T if pi = 1
(if κ1 = 0)
and convex combinations thereof, in contrast to the McDonald-Groth closure
qM = −25k Sym3 (pi ·∇T) .
In the isotropic limit pi ≈ 1 and the two closures agree. If pi ≈ 1 and if ∇T◦ is small (i.e.
|∇pi◦|  |∇ lnT |) then the closures simplify to
qM ≈ qL ≈ q1 := −25k1∨∇T.
I remark that the entropy-respecting constraint assumed by the Levermore closure is not physically
justified except in the near-Maxwellian limit, whereas the McDonald-Groth closure is physically
justifiable in the near-Gaussian limit. One wonders whether the closures qL and q1 are well-posed.
2.7 Intraspecies closure coefficients
The five-moment and ten-moment gas-dynamic closures are determined by the relaxation period τ
of the deviatoric stress and the relaxation period τ˜ of the heat flux, related to τ by τ˜ = τ/Pr. The
viscosity is given by µ = pτ and the thermal conductivity by k = 5
2
µ
mPr
.
To obtain full closure we need to specify τ in terms of the evolved moments. We therefore assume
that τ is a function of the evolved moments, that is, of the Maxwellian or Gaussian distribution
which is in bijective correspondence with the evolved moments. This is a simplifying assumption,
since for physical collision operators τ and τ˜ actually depend on the details of the distribution. So
in general we write, e.g., τ(f).
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2.7.1 Viscosity and heat conductivity are functions of temperature in-
dependent of density.
By Galilean relativity τ is a function of the density and the primitive moments of order greater
than 1 (e.g. the pressure). In the five-moment case we can write τ(n, T ) and in the ten-moment
case τ(n,T). We want to characterize these functions.
Most classical collision operators satisfy
C(λf) = λ2C(f). (2.74)
We will argue that, for such collision operators, closures for µ and k depend only on temperature.
Property 2.74 essentially says that doubling the number of particles doubles the rate of collisions
experienced by a particle and thus doubles the rate of evolution of the shape of the distribution
without otherwise altering its shape. Formally, if f satisfies the spatially homogeneous Boltzmann
equation
∂tf = C(f)
then so does f˜(t) = λf(λt).
Therefore, the relaxation periods scale according to τ(λf) = λ−1τ(f). The moments are a
function of f and scale as: n(λf) = λn(f), T (λf) = T (f), and T(λf) = T(f).
Therefore, the viscosity µ = nTτ and the thermal conductivity scale as µ(λf) = µ(f) and
k(λf) = k(f).
We now invoke the simplifying assumption e.g. that µ(n,T). This says that µ is the same for
any two distributions which share the same moments. We show that µ is actually independent
of n by differentiating the constant map λ 7→ µ(λf) = µ(f) with respect to λ: 0 = dλµ(λf) =
dλµ(n(λf),T(λf)) = dλµ(λn(f),T(f)) = n∂nµ, as needed.
In conclusion, for the ten-moment model
τ(n,T) =
µ(T)
nT
, τ˜ = τ/Pr . k(T) =
5
2
µ(T)
mPr
.
2.7.2 Positivity-preserving heat conductivity closure
Contrary to the case for five-moment entropy evolution, in the ten-moment case a local minimum
can decrease if a nonzero heat flux closure is used. The closure for k is critically important in
maintaining positivity.
To ensure that the heat flux closure maintains positivity of the temperature, the heat conduc-
tivity k should go to zero as det(T) goes to zero. This effectively shuts down heat flow to prevent
positivity violations. Five-moment closures for k naturally are specified in terms of the scalar
temperature T . When using such a closure formula in the ten-moment model, T (i.e. trT/3, the
arithmetic average of the eigenvalues of T) should be replaced with (detT)1/3 (i.e. the geometric
average of the eigenvalues of T) [38].
For the pressure tensor relaxation period τ one can choose to define τ in terms of trT or detT.
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In particular, the Braginskii five-moment closure (discussed in the next subsection) is of the
form
τ = τ 0
√
m
T 3/2
n
. (2.75)
In the ten-moment model one could use
τ = τ 0
√
m
(detT)1/2
n
.
The viscosity is then
µ = pτ = τ 0
√
mT (detT)1/2
2.7.3 Braginskii closure coefficients
In the absence of a magnetic field the viscosities given by Braginskii [10] are3
µi = .96τ
Br
i pi = .96τ
′
iipi,
µe = .73τ
Br
e pe = .52τ
′
eepe,
τBri := τ
′
ii,
τBre :=
τ ′ee√
2
,
τ ′ii := τ 0
√
mi
T
3/2
i
ni
,
τ ′ee := τ 0
√
me
T
3/2
e
ne
,
(2.76)
where the base isotropization period is
τ 0 =
12pi3/2
ln Λ
( 0
e2
)2
, (2.77)
where ln Λ is the Coulomb logarithm, discussed below.
In a one-species charged gas the ion viscosities would be
µi = τ
′
iipi,
µe = τ
′
eepe.
In the two-species gas, however, isotropization of each species is accelerated by interspecies collisions.
Therefore, the viscosities are given by
µi = τ ipi,
µe = τ epe,
where the overall isotropization rates are given by
τ−1i ≈ τ−1ii + τ−1ie ,
τ−1e ≈ τ−1ee + τ−1ei .
3 I have used the symbols τBri and τ
Br
e to distinguish them from τ i and τ e, which are defined in this document to
be the isotropization period of the pressure tensor, equivalently the collision period taking all species into account.
My understanding is that τBri is intended to be the ion-ion collision period (which approximates the ion collision
period), whereas τBre is intended to be the electron-ion collision period in a Lorentzian plasma; the factor of
√
2
evidently arises from the fact that the reduced mass in an ion-ion collision is half the ion mass. See [10] pages 220
and 277.
Balescu objects to the artificial dissimilarity between ions and electrons that this convention introduces into the
formulas and instead redefines τ i so that its formula agrees with the formula for τ e (see his footnote on page 274 of
[2]), but Braginskii’s definitions seem to have become fairly standard.
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Since the mass ratio is large,
τ−1i ≈ τ−1ii  τ−1ie ,
1
2
τ−1e ≈ τ−1ee ≈ τ−1ei
explaining the differing coefficients in equation (2.76). In a pair plasma we expect that τ−1i = 2τ
−1
ii .
The Coulomb logarithm is the logarithm of the plasma parameter Λ which is on the order of
the number of particles in a Debye sphere, roughly
Λ = nλ3D,
where the Debye length (see section A.2) is given by
λD =
√
0Te
nee2
;
typically 10 . ln Λ . 20.
Note that these collision periods are not identical to the isotropization periods τ s appearing
elsewhere in this dissertation, which I define to be the viscosity divided by the pressure: µ = pτ .
Comparing Braginskii’s viscosities and heat conductivities,
µe = 0.73peτ
Br
e , µi = 0.96piτ
Br
i ,
ke = 3.16peτ
Br
e /me, ki = 3.91piτ
Br
i /mi,
the Prandtl numbers for the unmagnetized Braginskii closure are
Pre = .58, Pri = .61,
where we have used the definition (A.15)
Prs :=
5
2
µs
mks
.
Recall that for a monatomic gas the Prandtl number should be close to 2/3 = .66.
2.8 Interspecies collisional closures
Interspecies collisions are generally ignored in this work, on the assumption that in a weakly colli-
sional plasma we can lump the large majority of the microscale effects into the intraspecies collision
operators. That is, we are assuming that momentum and energy are largely conserved within each
species. As an illustration of this principle, note that even in the case of Coulomb collisions one of
the chief effects of electron-ion collisions is to increase the rate of isotropization of the electrons. Our
Gaussian-BGK “intraspecies” collision operator really includes the interspecies particle interactions
to the degree that these interactions conserve momentum and energy within each species.
Nevertheless, it would be of interest to incorporate an interspecies collision operator. To obtain
a form for the interspecies collision operator one can require interspecies collisions not to decrease
entropy.
For an interspecies BGK collision operator Cie(f i, f e), one could make the loss term proportional
to the distribution function and define the gain term so as to satisfy the following requirements:
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• conservation of total mass, momentum, and energy:∫
v
(C ie) = 0,
mi
∫
v
(vCie) +me
∫
v
(vCei) = 0,
mi
∫
v
(|v|2Cie) +me
∫
v
(|v|2Cei) = 0,
• bilinearity of Cie(fi, fe) and Cei(fe, fi),
• total entropy is nondecreasing in the near-Maxwellian limit,∫
v
(Cie log fi) +
∫
v
(Cei log fe) ' 0,
• agreement with Gaussian-BGK for agreeing distributions, e.g., if fi = fe and mi = me then
Cii(fi, fi) = Cie(fi, fe), and
• Galilean invariance.
A heuristic to design such an interspecies collision operator is first to specify a “driftless inter-
species collision operator” for the case that the interspecies drift velocity is zero. For the simple
BGK case (relaxation to a Maxwellian) one could calculate the Maxwellian distributions that the
two distributions would have in equilibrium and relax the distributions of the two species toward
their respective equilibrium Maxwellians at the same rate.
To handle drifting distributions one can independently relax the drift velocity to zero and relax
the distribution shapes toward an average. For the ten-moment model this leads to a fluid closure
which relaxes toward a common temperature tensor.
So for the Maxwellian case the driftless collision operators would be:
C ′ie = (M(ni,ui, T )− fi)/τ ,
C ′ei = (M(ne,ue, T )− fe)/τ ,
where M denotes a Maxwellian distribution and (for monatomic species)
T = (niTi + neTe)/(ni + ne)
to conserve total thermal energy.
To generalize to the Gaussian-BGK case, one would instead use
Cie = (G(ni, ui, T˜)− fi)/τ,
Cei = (G(ne, ue, T˜)− fe)/τ,
where
T˜ = (niT˜i + neT˜e)/(ni + ne),
T˜i = νTi + (1− ν)Ti 1,
T˜e = νTe + (1− ν)Te 1 .
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This should respect entropy for near-Maxwellian distributions.
To generalize to the case ui 6= 0 6= ue, we can use the same collision operators specified above for
the thermal equilibration part and handle the resistive drag separately. The constraints above on the
collision operator are satisfied if the resistive drag force on the species is equal and opposite, so there
is essentially complete freedom in specifying the magnitude and direction of resistive drag and the
allocation of resistive heating among species and spatial directions. Closures such as Braginskii’s
would imply the value of the drag force, and one would expect heating to be allocated among
species in inverse proportion to particle mass. I am inclined to allocate resistive heating primarily
perpendicular to the direction of drift velocity, although for some reason Miura and Groth [46]
allocate it primarily parallel to the drift velocity in their ten-moment closure.
2.9 MHD equations
A magnetohydrodynamic (MHD) fluid is a fluid that conducts electricity. In this document
we use MHD to refer to models of plasma that evolve a single-fluid description of mass density and
momentum density.
MHD allows us to write a description of plasma evolution that is fully Galilean-invariant. Al-
though Lorentz-invariant formulations of MHD have also been formulated, in this discussion we
take MHD to mean Galilean-invariant MHD. Consider Maxwell’s equations (2.1) in the form
∂tB +∇× E = 0, ∇ ·B = 0,
−c−2∂tE +∇×B = µ0J, c−2∇ ·E = µ0σ,
where µ0 := 1/(c
20). In the limit c→∞ the displacement current ∂tE and the net charge σ go to
zero and we get the Galilean-invariant system
∂tB +∇× E = 0, ∇ ·B = 0,
∇×B = µ0J, 0 = µ0σ.
(2.78)
Note that this does not imply that ∇ ·E = 0. (In fact, ∇ ·E is not a Galilean-invariant quantity
and in the Galilean limit transforms according to ∇ ·E′ = ∇ ·E + dv ·J/µ0, where dv = v − v′.)
For this reason, in the MHD limit people often speak of the assumption of charge quasineutrality
rather than charge neutrality. This should not be misunderstood. The MHD model constitutes a
self-consistent Galilean-invariant model that assumes exact charge neutrality.
The MHD limit fundamentally alters the “causal” relationship of electromagnetic quantities. In
the Lorentz-invariant Maxwell equations a prescribed J and σ (and initial conditions) determine E
and B. In the Galilean-invariant limit J is determined from B, and E must be externally supplied
from a fluid equation called Ohm’s law .
2.9.1 Ohm’s law
Ohm’s law is the evolution equation for current density J, solved for the electric field E. The
evolution equation for J is obtained by summing current evolution for each species over all species.
Current evolution for a single species s is momentum evolution (2.8) times its charge-to-mass ratio
qs/ms:
∂tJs +∇ · (usJs + (qs/ms)Ps) = (q2s /ms)ns(E + us ×B) + (qs/ms)Rs,
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where Pqs := (qs/ms)Ps is the electrokinetic pressure tensor . Summing over all species gives net
current evolution,
∂tJ +∇ · (uJ + Ju− σuu +
∑
s
σswsws) +
∑
s
(qs/ms)∇ ·Ps
=
∑
s
(q2s /ms)ns(E + (u + ws)×B) +
∑
s
(qs/ms)Rs,
where the total momentum density ρu :=
∑
s ρsus defines the net fluid velocity u and the species
drift velocity is defined by ws := us − u. To infer the species drift velocities ws from current, for a
multispecies fluid one must impose constitutive assumptions, but for a two-species fluid e.g. of ions
i and electrons e the assumption of charge neutrality
ni = ne =: n
allows one to infer species drift velocity from current. Charge neutrality says that net current is
independent of reference frame. In the reference frame of the fluid we can solve the definitions of
charge density and momentum density
J = Ji + Je,
0 =
mi
qi
Ji +
me
qe
Je
for the drift velocities in terms of the current and the ratios of mass to charge of the species. For
simplicity we take qi = e and qe = −e, where e is the charge on a proton. Then
Js =
µˇ
ms
J and ws =
Js
nqs
. (2.79)
Current evolution simplifies to
∂tJ +∇ ·
(
uJ + Ju− dm˜
ρ
JJ
)
+∇ ·
(
Pi
m˜i
− Pe
m˜e
)
=
en˜ˇµ
(
E +
(
u− dm˜
ρ
J
)
×B− η ·J
)
;
here the reduced mass µˇ is defined by µˇ−1 := mi−1 + me−1, the mass difference is defined by
dm = mi −me, and we use tilde to indicate division by e, so ˜ˇµ := µˇ/e, dm˜ := dm/e, m˜i := mi/e,
and m˜e := me/e. The resistivity η is related to the interspecies drag force by −Ri = Re = neη ·J.
The quantity −dm˜
ρ
J = wi + we is twice the velocity of the charges relative to the fluid.
Solving for E gives Ohm’s law,
E = η ·J + B×
(
u− dm˜
ρ
J
)
+
˜ˇµ
en
[
∇ ·
(
Pi
m˜i
− Pe
m˜e
)
+ ∂tJ +∇ ·
(
uJ + Ju− dm˜
ρ
JJ
)]
.
(2.80)
We write Ohm’s law in the form
E = B× uc + E′, (2.81)
where
uc := u− dm˜
ρ
J (2.82)
53
is the charge velocity (defined to be the fluid velocity plus the sum of the drift velocities of both
species) and where
E′ := η ·J + ˜ˇµ
en
[
∇ ·
(
Pi
m˜i
− Pe
m˜e
)
+ ∂tJ +∇ ·
(
uJ + Ju− dm˜
ρ
JJ
)]
is the nonideal component of the electric field. The expression B × uc is the ideal electric field of
Hall MHD.
In the MHD model the Ohm’s law expression for electric field is used in the evolution equation
∂tB +∇× E = 0 for the magnetic field, and Ampere’s law (from (2.78))
J = µ−10 ∇×B (2.83)
is used to define the current. Thus the full evolution equation for the magnetic field is
∂tB+∇×
(
η · (µ−10 ∇×B) +B×
(
u− dm˜
ρ
µ−10 ∇×B
)
+
˜ˇµ
en
∇ ·
(
Pi
m˜i
− Pe
m˜e
)
+
˜ˇµ
en
[
µ−10 ∇× ∂tB+ µ−10 ∇ ·
(
u∇×B+ (∇×B)u− µ−10
dm˜
ρ
(∇×B)∇×B
)])
= 0.
This is an implicit differential equation for B and requires an implicit numerical method. Use of an
explicit method requires some sort of simplification. Ideal MHD simplifies magnetic field evolution
to
∂tB +∇× (B× u) = 0,
discarding all other terms; this is a hyperbolic system and is naturally suited to an explicit method.
The Hall term
∇×
(
B×
(
dm˜
ρ
µ−10 ∇×B
))
is strongly dispersive, especially if the ∂tB terms is left out, and calls for an implicit method.
2.9.2 Mass density evolution
Since MHD assumes charge neutrality, its representation of species densities should enforce this
constraint. In a charge-neutral two-species fluid the density of each species can be inferred from the
total mass density. Therefore we evolve the total mass density. The evolution equation of (total)
mass density is the sum of the evolution equations (2.6) for the mass density of the individual
species. It reads
∂tρ+∇ · (ρu) = 0, (2.84)
where ρ = ρi + ρe and the total fluid velocity is defined by the conservation requirement that
the total momentum density be the sum of the momentum densities of the individual species,
ρu := ρiui + ρeue.
We can infer the mass density and number density of each species from the total mass density
using the relations
ρ = (mi +me)n, ρi = nmi, ρe = nme.
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Recall from equation (2.79) that we can infer the species drift velocity ws := us − u. from the
current:
ws =
µˇ
ms
J
nqs
. (2.85)
With this we may check that mass evolution, equivalently number density evolution (2.7)
∂tns +∇ · (nsus), (2.86)
is satisfied for each species. Indeed, ns = n and ∇ · (nus) = ∇ · (nu) +∇ · (nws) and ∇ · (nws) = 0
by equation (2.85) because by the Galilean-invariant Ampere’s law ∇ ·J = µ−10 ∇ ·∇×B = 0. So
number density evolution for each species reduces to the same assertion,
∂tn+∇ · (un) = 0, (2.87)
which is equivalent to the evolution equation (2.84) for total mass density.
2.9.3 Momentum density evolution
MHD evolves an evolution equation for the net momentum density. It is derived by summing
the density evolution equations of the individual species. Knowledge of number density n, net
momentum density ρu, and current density J is sufficient to infer the momentum density ρsus of
each species. Indeed, ρsus = ms(u+ws) where ws =
µˇ
ms
J
nqs
(equation (2.85)). Therefore, there is no
need to evolve separate momentum evolution equations for each species (and doing so would result
in inconsistency due to numerical error or use of an approximate Ohm’s law).
From another viewpoint, recall that Ohm’s law is current evolution solved for electric field.
Exact current evolution is a linear combination (with weights e/mi and −e/me) of the momentum
evolution equations of the two species. Total momentum evolution is the sum of the momentum
evolution equations. So we again see that momentum evolution plus Ohm’s law is equivalent to
specifying momentum evolution for each species.
Summing the species momentum evolution equations (2.8),
∂t(ρsus) +∇ · (ρsusus + Ps) = qsns(E + us ×B) + Rs,
over ions i and electrons e gives net momentum evolution
∂t(ρu) +∇ · (ρuu + Pd + P) = J×B, (2.88)
where we will call
Pd := ρiwiwi + ρewewe
the drift pressure tensor; here E has disappeared because of charge neutrality and we have used
that Ri + Re = 0 by conservation of momentum.
We can compute the diffusion pressure in terms of the current using equation (2.85),
ws =
µˇ
ms
J
nqs
.
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We get
Pd = m˜em˜iJJ/ρ (2.89)
In addition to assuming quasineutrality, MHD models typically neglect second-order terms in
ws such as Pd. A physical justification for doing so is the assumption that interspecies drift velocity
is dominated by the fluid velocity u and the thermal velocity c of particles. We wish to drop such
second-order terms in ws because they are numerically difficult: since ws is defined in terms of
∇×B, second-order terms give rise to nonlinear higher-order differential operators.
2.9.4 Energy density evolution
In contrast to the situation for mass and momentum, the neutrality assumption of MHD does not
require that one replace the evolution equations for energy density of the individual species with a
net energy density.
Models which evolve separate energy evolution equations for two species are called two-fluid
MHD models. Models which evolve a total energy equation are one-fluid MHD models.
In this document we are chiefly interested in two-fluid MHD. If we evolve a single energy equa-
tion then we must use a constitutive assumption to infer the energy of the individual species in order
to define the pressure tensors that appear in Ohm’s law (2.80). A single energy evolution equation
is most often used when the pressure terms are neglected in Ohm’s law. A primary goal of this
dissertation is to determine minimal modeling requirements to simulate fast magnetic reconnection
with a fluid model without invoking resistive drag force (which is found to be insufficient for fast
reconnection unless resistivity is defined anomalously). In the absence of resistivity the pressure
term is necessary to support steady magnetic reconnection. We seek a model which supports fast
reconnection even for pair plasma. But in the case of pair plasma, if we evolve a combined pres-
sure tensor and assume that pressure is equally distributed among both species then the pressure
term disappears from Ohm’s law and steady reconnection cannot be supported. If we evolve sep-
arate evolution equations for the pressure of each species, however, even in the case of symmetric
pair plasma we will see that the contributions of the pressure tensors of the two species to the
reconnection electric field will add instead of cancel.
2.9.5 Incompressible MHD
Incompressible MHD assumes that the number density n is conserved along particle paths. Recall
number density evolution (2.87), which we here write in the form
dtn = −n∇ ·u.
So incompressibility means that ∇ ·u = 0.
In the compressible case we need to evolve energy in order to infer the scalar pressure in the
momentum evolution equation. In the incompressible case one instead infers the scalar pressure
from the incompressibility equation as a constraint. The deviatoric pressure can be obtained either
from deviatoric strain (for the five-moment closure) or by evolving a deviatoric pressure tensor.
Again, we may check that the evolution equation (2.86) for number density of each species is
exactly satisfied when the assumption of incompressibility is imposed. As before, we need that
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∇ · (nsws) = 0. The proof goes through without change, since it is simply based on the definition
of ws in terms of J.
Incompressibility is justified in the presence of a strong, slowly varying magnetic field if quantities
vary slowly in the direction of the magnetic field (see equation (6.157) in [21].
2.9.6 Entropy evolution for two-fluid MHD
While neglect of the drift pressure means that the momentum equation of two-fluid MHD usually
differs from the momentum equation of two-fluid Maxwell, two-fluid MHD, whether compressible
or not, satisfies the exact same equations as two-fluid Maxwell for density evolution and pressure
evolution. Since entropy evolution is derived based only on density evolution and pressure evolu-
tion and not on momentum evolution, the entropy evolution equations hold unchanged for both
incompressible and compressible two-fluid MHD.
2.10 Summary
For a summary of the results of this chapter, we refer the reader back to the systems of equations
immediately preceeding this chapter.
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Chapter 3
Steady Magnetic Reconnection
3.1 Definition of rotationally symmetric 2D magnetic re-
connection
3.1.1 Translational symmetry
We define a problem to be two-dimensional (2D) if the problem is invariant under translation
parallel to an axis which we momentarily call the translational axis. Choose a plane perpendicular
to the translational axis. We will call it the plane. The solution is fully represented by its value on
the plane. So we can solve the problem on the plane, that is, on a two-dimensional spatial domain
rather than on three-dimensional space.
3.1.2 Rotational symmetry
Suppose that the problem is also invariant under 180-degree rotation around an axis parallel to
the translational axis, which we will call the out-of-plane axis. Then we say that the problem is
rotationally symmetric. This chapter is concerned with 2D rotationally symmetric problems.
We refer to the intersection of the plane and the out-of-plane axis as the origin, which we
designate as 0; we choose a cartesian coordinate system whose origin is at this point and one of
whose coordinate axes coincides with the out-of-plane axis. We will take the out-of-plane axis to
be the z axis. The other two axes lie in the plane.
The alignment of the other two axes is based on the symmetries of the initial conditions and of
the imposed boundary conditions. We conform to the general convention that the x axis should be
the “outflow” axis. The y axis will then be the “inflow” axis.1 The inflow axis is so-named because
fluid flow approaches the origin along the inflow axis and diverges from the origin along the outflow
axis.
Rotational symmetry implies that the in-plane component of any vector (including the magnetic
field) must be zero at the origin. Therefore, the origin is a 2D null point of the in-plane component
of the magnetic field. In the remainder of this paragraph ignore the out-of-plane component of the
magnetic field and take the phrase magnetic field to refer to the in-plane component of the magnetic
field B⊥. By linearizing the magnetic field near the origin we can classify the origin as an X-point
or an O-point. Let A := ∇B|0 denote the derivative of the in-plane component of the magnetic field
at the origin. Then ∇ ·B = 0 says that trA = 0. We classify the point based on the eigenvalues
and eigenvectors of A.
1 It is more common in the reconnection literature to use geocentric coordinates, in which y is the out-of-plane
axis and z is the inflow axis. The convention of geocentric coordinates is that the x axis connects Earth and Sun
and z is perpendicular to the ecliptic [8]
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• X-point case. If A has real eigenvalues then they are equal and opposite. If the real eigenvalues
are nonzero then the eigenvectors define a pair of separatrices. The separatrices are magnetic
field lines which intersect the origin. The in-coming separatrix is tangent to the eigenvector
with negative eigenvalue, and the out-going separatrix is tangent to the eigenvector with
positive eigenvalue. In this case we refer to the origin as an X-point.
• Antiparallel case. If the eigenvalues are both zero, then A is either zero or nilpotent. If A is
nilpotent then near the origin the magnetic field lines are antiparallel and are aligned with
the eigenvector of A. (If A is zero then linearization is insufficient to classify the topology of
the magnetic field near the origin.)
• O-point case. If the eigenvalues are complex then their real part is zero and their imaginary
parts are opposite, so magnetic field lines near the origin are approximately ellipses. In this
case we refer to the origin as an O-point.
In this document we are chiefly concerned with rotationally symmetric 2D problems where the origin
is an X-point.
Symmetry about the origin means that the in-plane component of the fluid velocity vectors u⊥s
is also zero at the origin. We can use the same type of eigenstructure analysis that we used to
classify magnetic field structure at the origin in order to classify fluid flow near the origin. For
steady solutions conservation of particles (i.e. dtns := −ns∇ ·us, where recall that dt := ∂t + us ·∇)
implies at the origin (where dt = 0) that ∇ ·u⊥s = 0, so the classification of fluid flow lines is
exactly like the classification of magnetic field lines. Regardless of whether incompressibility holds,
by transforming into a rotating frame of reference we can assume that ∇ ·u⊥s = Sym(∇ ·u⊥s ); in
this case eigenvalues are real and eigenvectors are orthogonal. In the incompressible case the sum
of the eigenvalues is zero. So we can define inflow and outflow separatrices for each species fluid
(for irrotational flow or in a frame of reference rotating with the fluid). (Note, however, that when
transforming into a rotating reference frame steady solutions become periodic solutions.)
3.1.3 Consequences of symmetries for tensor components
We also consider problems that are symmetric under reflection across a plane containing the out-
of-plane axis. Reflection across the y-z plane is effected by negation of the x coordinate, so we refer
to this reflection as a reflection in x.
We say that a tensor is a proper tensor if it is invariant under reflections. A tensor that is
negated under reflections is called a pseudo-tensor. Pseudo-tensors are negated under reflections
because reflections reverse the orientation of space. Vectors which are pseudo-tensors are called
pseudo-vectors and vectors which are proper tensors are called proper vectors. The magnetic field
B is a pseudo-vector. So is the curl of any proper vector (for example, the vorticity). The curl of a
pseudo-vector is a proper vector.
Under a reflection in x, a component of a proper tensor with an odd number of x indices is
negated; other components remain unchanged. (Therefore a component of a pseudo-tensor with
an odd number of x indices remains unchanged and other components are negated.) Reflection in
x followed by reflection in y effects 180-degree rotation in the x-y plane, i.e. around the z axis.
Therefore, under rotation about the z axis, a component of a tensor with an odd number of non-z
indices is negated; other components remain unchanged. Rotations do not reverse the orientation
of space, so pseudo-tensors and proper tensors transform in the same way under a rotation.
59
Invariance under rotation (or reflection) means that negated components must be zero.
The assumption of 180-degree rotational symmetry implies at the origin that tensor components
with an odd number of out-of-plane indices must be zero. For example, vectors at the origin must be
parallel to the out-of-plane axis. In particular, the magnetic field at the origin must be out-of-plane
and is called the guiding magnetic field or guide field.
3.1.4 Reflectional symmetry
We will also consider problems where there is symmetry under reflection across the in-plane axes
(the x axis and the y axis). This implies 180-degree rotational symmetry about the out-of-plane
axis. More generally, for reflection in x, reflection in y, and 180-degree rotation around z, any two
of these transformations is sufficient to generate the third. We refer to symmetry under this set of
transformations as reflectional symmetry .
Assume in the remainder of this subsection 3.1.4 that reflectional symmetry holds.
Symmetry under reflection in the y axis means that on the x axis the only nonzero component
of the magnetic field is By; likewise, on the y axis the only nonzero component of the magnetic field
is Bx. So at the origin the magnetic field must be zero, i.e., there is no guide field.
The fluid velocity is a proper vector. Symmetry under reflection in the y axis means that on
the x axis uy = 0, and symmetry under reflection in the x axis means that on the y axis ux = 0.
Therefore the fluid velocity must be irrotational when linearized about the origin, i.e.∇u⊥s |0 must be
symmetric, and the in-plane standard basis vectors must be eigenvectors. Assuming that∇u⊥s |0 6= 0,
one in-plane axis (by convention the x axis) must be an outflow axis and the other (the y axis)
must be the inflow axis.
If the origin is an X-point for the magnetic field, then the separatrices must of course be symmet-
ric with respect to the axes. But note that because B is a pseudovector, in the case of reflectional
symmetry it is still possible for the origin to be a magnetic O-point.
If there is symmetry under reflection across e.g. the y axis, then the By component of the
magnetic field must be zero on the y axis. If there is also symmetry under reflection across the x
axis then the Bz component of the magnetic field must be zero on the y axis. Under 180-degree
rotation the magnetic field must be invariant, and so we can conclude that on the y axis the magnetic
field satisfies B(yey) = Bx(y)ex and B(−yey) = −Bx(y)ex. (Of course the same sort of statements
can be made regarding the x axis.) In other words, in the case of reflectional symmetry the magnetic
field lines are antiparallel on the y axis. By smoothness and symmetry the magnetic field is parallel
to the x axis near the y axis. It is thus common to refer to reflectionally symmetric reconnection
problems with X-point magnetic field geometry at the origin as antiparallel reconnection. (Note,
however, that in general antiparallel magnetic field implies magnetic field uniformly aligned e.g. with
the x axis.)
3.2 2D magnetic reconnection
Recall that the ideal MHD model of plasma assumes the ideal Ohm’s law, which says that the
electric field is E = B × u, that is, zero in the reference frame of the fluid. Inserting this into
Faraday’s law ∂tB +∇× E = 0 gives the evolution equation
∂tB +∇× (B× u) = 0.
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This equation says that u is a flux-transporting flow for B. It implies that magnetic flux and
magnetic field lines are transported with the fluid and that the topology of the magnetic field
therefore cannot change.
More generally, ideal Hall MHD assumes that the electric field is zero in the reference frame of
the charge velocity uc. Recall the full Ohm’s law,
∂tB +∇× (B× uc + E′) = 0,
where E′ is the nonideal electric field. If E′ is zero then uc is a flux transporting flow for the
magnetic field and the topology of magnetic field lines cannot change. When E′ 6= 0 magnetic field
lines can change their topology or reconnect .
This raises the question, “How should one define the rate of magnetic reconnection?” A full
answer to this question reconnection in three-dimensional space would really entail a covariant
(Lorentz-invariant) definition in space-time, but for two-dimensional reconnection we can give el-
ementary definitions. In the case of 180-degree rotational symmetry we will be able to define the
rate of reconnection to be the out-of-plane component of the electric field at the origin. A reasoned
account of this definition follows.
Faraday’s law of magnetic induction ∂tB+∇×E = 0 implies that the rate of change of magnetic
flux through any line segment in the plane is the difference of the out-of-plane electric field values at
its endpoints. For the GEM magnetic reconnection challenge problem conducting wall boundaries
exist, at which the out-of-plane component of the electric field must be zero. Magnetic field lines
cannot pass through conducting wall boundaries (see section 4.1.1). We therefore can define the
reconnected flux to be the change in magnetic flux through a line segment extending from the origin
to the conducting wall boundary. Then by Faraday’s law the out-of-plane component of the electric
field at the origin is the rate of magnetic reconnection.
For 2D steady state, Faraday’s law implies that the out-of-plane component of the electric
field must be constant (so the presence of conducting wall boundaries would not allow steady
2D reconnection). Thus, to given a definition of reconnection which incorporates steady driven
reconnection we seek a more general definition of reconnection based on Ohm’s law (2.81)
E = B× uc + E′
and its out-of-plane component E‖ = B⊥×uc⊥+ E′‖, where E′ denotes non-ideal electric field, and
B⊥ and uc⊥ are the in-plane components of the magnetic field and the charge velocity. At the origin
the ideal term disappears (because B and uc must be parallel). Assume that E
′ vanishes in the ideal
region, which includes the whole domain except for a region containing the origin called the diffusion
region. Outside the diffusion region, Faraday’s law ∂tB+∇×E = 0 and its projection into the plane
∂tB
⊥ + ∇ × (E‖) = 0 imply that uc (or uc⊥ = E×BB ·B , where uc⊥ := uc − uc ·bb, and b := B/B)
is a flux-transporting flow for B and that the in-plane component uc
⊥ (or (uc⊥)⊥ = E
‖×B⊥
B⊥ ·B⊥ ) is
a flux-transporting flow for B⊥. Therefore, the rate at which in-plane magnetic flux is convected
across a point in the ideal region is ‖E‖‖ (i.e. ‖(uc⊥)⊥‖ · ‖B⊥‖). In steady state E‖ is constant. So
in general we say that the rate of reconnection is the magnitude of the out-of-plane component of
the electric field at the origin.
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3.3 Ohm’s law (current evolution) at the origin
3.3.1 MHD
For MHD Ohm’s law (equations 2.80, 2.82) is assumed,
E =η ·J (resistive term) (3.1)
+ B× uc (ideal Hall term)
+
˜ˇµ
en
[
∇ ·
(
Pi
m˜i
− Pe
m˜e
)]
(pressure term)
+
˜ˇµ
en
[
∂tJ +∇ ·
(
uJ + Ju− dm˜
ρ
JJ
)]
(inertial term).
Each of these terms represents a component of the electric field and thus may also be referred to
as e.g. the resistive electric field. The ideal term of Hall MHD is usually decomposed as
B× uc = B× u︸ ︷︷ ︸
(ideal term)
+
dm˜
ρ
J×B︸ ︷︷ ︸
(Hall term)
.
Assuming symmetry under 180-degree rotation in the plane, at the origin only the out-of-plane
component of the electric field E‖ := E · e‖ survives and the Hall term B× uc disappears:
E‖ = (η ·J)‖ + ˜ˇµ
en
[
∇ ·
(
Pi
m˜i
− Pe
m˜e
)]‖
︸ ︷︷ ︸
pressure term
+
˜ˇµ
en
[
∂tJ
‖ +∇ ·
(
uJ + Ju− dm˜
ρ
JJ
)]‖
︸ ︷︷ ︸
inertial term
at 0.
Since E‖|0 is the rate of reconnection, this says that at the origin reconnection must be supported
by the resistive term, the pressure term, or the inertial term.
In steady state the inertial term disappears, since ∇ ·J = 0 and since in steady state at the
origin ∇ ·u = 0:
E‖ = (η ·J)‖ + ˜ˇµ
en
[
∇ ·
(
Pi
m˜i
− Pe
m˜e
)]‖
at 0 for ∂t = 0.
Therefore steady reconnection must be supported by the resistive term or the pressure term [61].
3.3.2 Two-fluid-Maxwell
For a two-fluid-Maxwell model neutrality does not necessarily hold and therefore the Ohm’s law
assumed by MHD (which assumes neutrality) cannot be assumed to strictly hold. To analyze the
constraints on the reconnecting electric field we therefore revert to the one-species current evolution
equations from which Ohm’s law is derived. Equivalently, we consider one-species momentum
evolution.
Recall the momentum evolution equation (2.8)
ρsdtus +∇ ·Ps = qsns(E + us ×B) + Rs,
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Solving for the electric field gives a single-species proxy “Ohm’s law”,
E =− (qsns)−1Rs (resistive term) (3.2)
+ B× us (ideal term)
+ (qsns)
−1∇ ·Ps (pressure term)
+ (ms/qs)dtus (inertial term)
Assuming symmetry under 180-degree rotation in the plane, at the origin only the out-of-plane
component of the electric field E‖ survives:
E‖ = −(qsns)−1R‖s + (qsns)−1(∇ ·Ps)‖ + (ms/qs)dtu‖s at 0. (3.3)
In steady state the inertial term disappears:
E‖ = −(qsns)−1R‖s + (qsns)−1(∇ ·Ps)‖ at 0 for ∂t = 0.
3.3.3 Implications of Ohm’s law at the origin
In the following discussion “Ohm’s law” may be taken as the MHD Ohm’s law (3.1) or the two-
fluid-Maxwell quasi-Ohm’s law (3.2). Assume 2D 180-degree rotational symmetry.
Since the out-of-plane component of the electric field at the origin is the rate of reconnection,
Ohm’s law at the origin implies a set of constraints on magnetic reconnection.
Note that the resistive term represents a frictional drag force and results in heating (and thus
entropy production) in an energy-conserving model. In a model that conserves energy and respects
entropy but lacks diffusive entropy flux this means that steady state is possible only if the resistive
electric field is zero at the origin.
If the electric field is zero at the origin then the pressure term must be nonzero to support steady
reconnection [61]. That is, the divergence of the pressure must be nonzero.
Note that if z is the out-of-plane axis then for P = Ps
(∇ ·P)‖ = ∂xPxz + ∂yPyz at 0.
Note that in deriving Ohm’s law one of our implicit regularity assumptions was that the fluid
density is nonzero.
Agyrotropy is necessary for ∇ ·P|0 6= 0.
We say that a pressure tensor is isotropic if P = p1. If the pressure is isotropic near the origin (that
is, in a neighborhood containing the origin) then ∇ ·Ps = ∇ · (ps 1) = ∇ps, which by symmetry is
zero at the origin.
We say that a pressure tensor is gyrotropic if it is invariant under rotation around the direction
vector b := B/|B| aligned with the magnetic field. Then we can write
P = p‖bb + p⊥(1−bb)
= p⊥ 1+(p‖ − p⊥)bb, (3.4)
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where p‖ is called the parallel pressure and p⊥ is called the perpendicular pressure. At a
point where the magnetic field is nonzero,
∇ ·P = ∇p⊥ + B · ∇
[
(p‖ − p⊥)b/|B|
]︸ ︷︷ ︸
if differentiable
,
where we have used that ∇ ·B = 0. But B · ∇ = 0 at 0, and since p⊥ is a scalar, ∇p⊥ = 0 at 0. So
∇ ·P = 0 at the origin in the case of a nonzero guide field. (This argument was given in [23].)
We can extend the notion of gyrotropy to include points where the magnetic field is zero if
isotropy holds when the magnetic field is zero (i.e. p‖ = p⊥ when B = 0) and equation (3.4) defines
a smooth function. This is perhaps not enough to imply that the expression marked if differentiable
is differentiable. We could simply impose this assumption as an additional condition for a gyrotropic
function.
But I claim that gyrotropy implies ∇ ·P|0 = 0 even without imposing this extra assumption.
Let A = ∇⊥B⊥|0, that is, the two-dimensional matrix which is the gradient of the projection of the
magnetic field onto the plane. Note that trA = 0. There are two orthogonal directions n in the
plane such that n ·A ·n = 0. Call the axes aligned with these directions x and y. Since ∇ ·P|0 is
aligned with the out-of-plane axis, it is invariant under reflections, so by averaging the data over
reflections across x and y we can assume without loss of generality that symmetry holds under
reflections across x and y. [There is a hole in the proof at this point because the condition (3.4)
that defines gyrotropy is nonlinear and therefore not invariant under averaging of data (otherwise I
could choose any orthogonal axes). If ∇B|0 6= 0 probably I can patch this up by using an estimate
on the violation of symmetry and an estimate of violation of agyrotropy, but I don’t think that I care
enough about this proof to do that; instead, I think I’ll just limit my results to the symmetric case.]
Assume that symmetry holds under reflections across x and y.
On the x axis B is parallel to y or zero (zero can occur in an arbitrarily small neighborhood
of 0 only in case ∇B|0 is zero or nilpotent), and likewise on the y axis B is parallel to x. Thus,
gyrotropy implies that along the x-axis Pxx = Pzz and Pxz = 0 and along the y-axis Pyy = Pzz and
Pyz = 0 (using that P is isotropic at any points where B = 0). Recall that at the origin only the
out-of-plane component ∇ ·P survives and thus
∇ ·P = ∂xPxz + ∂yPyz at 0.
Therefore ∇ ·P = 0 at 0.
So we can say in general that if the pressure is gyrotropic near the origin then ∇ ·Ps = 0. That
is, pressure cannot support reconnection without agyrotropy in the vicinity of the origin.
3.4 Steady rotationally symmetric 2D reconnection requires
heat flux.
The purpose of this section is to justify the following assertion, which is one of the main results of
this dissertation:
In a 2D problem invariant under 180-degree rotation nonsingular steady reconnection
is impossible in a plasma model which conserves mass, momentum, and energy if the
model implies that entropy production is zero in the vicinity of the origin or if the model
implies that diffusive entropy flux (or heat flux) is zero in the vicinity of the origin.
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We attempt to make this statement precise and justify it as fully as possible. The idea is to show
that friction is necessary. Friction produces heat, so if energy is conserved then the heat must have
a way to diffuse away from the stagnation point at the origin.
In any gas model physical solutions must satisfy a set of positivity conditions. In a Boltzmann
gas model the particle density fs must be positive. In a five-moment gas model the density ρs and
pressure ps must be positive. In a ten-moment gas model the density ρs must be positive and the
pressure tensor Ps must be positive definite.
In general, we say that a set of moments satisfies positivity or is physically realizable if there
exists a distribution function with the specified moments. For a given collection of moments the
set of physically realizable values of the moments is a convex set.
We define a solution to be singular if it at some point the state is not in the interior of the set
of states that satisfy positivity. In particular, a distribution is singular if it is zero anywhere, a
five-moment solution is singular if the density or pressure is not strictly positive anywhere, and a
ten-moment solution is singular if the pressure tensor fails to be strictly positive definite anywhere
or if the density fails to be strictly postitive. In the argument we will assume that solutions are
smooth. By convolution with a smooth approximate identity we can make this assumption without
loss of generality.
We first lay out the high-level argument.
3.4.1 Outline of the physical argument
Before analyzing models we study the physics itself, taking the Boltzmann equation as our standard
of truth. We consider the the possibilities at the origin for the physical solution based on the
constraints implied by the entropy evolution equation and the momentum evolution equation and
by the problem symmetries. We then consider implications of the analysis for models in light of the
relationships assumed in our reasoning.
The outline of the argument is as follows. The argument focuses attention on a single species
and analyzes its entropy evolution.
If the collision operator C is zero then the physics is governed by the Vlasov equation. We
assume a steady state solution of the Vlasov equation at the origin and conclude that it must be
singular.
If the collision operator is nonzero then we consider entropy evolution in the vicinity of the
origin. Either there is entropy production at the origin or there is not. If so, then entropy and heat
are produced at the origin and so there must also be diffusive entropy flux and heat flux to balance
the production by dispersing the entropy and heat. (Note that entropy flux approximately equal
heat flux divided by temperature for near-Maxwellian distributions.)
If there is no entropy production at the origin, then since the collision operator is nonzero, the
Boltzmann H theorem implies that the solution at the origin is Maxwellian. In this case 5-moment
gas dynamics applies near the origin. Assuming 5-moment gas dynamics, if the deviatoric strain
rate is nonzero at the origin then we show that there is entropy production, contrary to hypothesis.
As we will show, if the deviatoric strain rate is zero and if the heat flux is zero in the vicinity
of the origin then so is the divergence of the pressure tensor. But in steady state at the origin
the only terms in the momentum equation that can support a reconnection electric field are the
divergence of the pressure tensor and the resistive drag force. If there is resistive drag force then
there is entropy production at the origin, contrary to hypothesis. So we may conclude that if there
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is steady reconnection then there must be heat flux in the vicinity of the origin even if there is no
entropy production at the origin.
The previous paragraph begins with two assertions that the reader might question.
The first questionable assertion is that the only type of distribution for which there is no en-
tropy production is a Maxwellian. The Boltzmann H theorem asserts that entropy production is
nonnegative and is zero precisely when the velocity distribution is Maxwellian. This holds for a
large class of collision operators and is generally taken as a requirement for nonzero collision opera-
tors. Nevertheless, one may conceive of a collision operator for which states other than Maxwellian
are equilibria. In particular, the hyperbolic ten-moment model with no heat flux or isotropization
can be regarded as assuming an idiosyncratic collision operator which instantaneously relaxes to a
Gaussian distribution; for this model Gaussian distributions are equilibria.
The second questionable assertion is that if the solution at the origin is Maxwellian then 5-
moment gas dynamics applies near the origin. The justification for this assertion is as follows.
First, five-moment gas dynamics holds rigorously in the asymptotic limit as the solution approaches
a Maxwellian distribution. Second, since the velocity at the origin is zero, the fluid near the origin
stays near the origin for a long time and has time to equilibrate with conditions at the origin; in
particular, flow along an inflow separatrix takes forever to approach the origin. These statements
hold to even higher order in case the deviatoric strain rate is zero at the origin.
3.4.2 Consequences of the argument for models
We now identify the modeling consequences of the argument in section 3.4.1 by carefully identifying
the assumptions of the argument and considering in what models these assumptions hold.
The essential assumptions of the argument relevant to fluid models are that the entropy evolution
equation (2.20) holds for each species and that (1) the momentum evolution equation holds for each
species (as in the two-fluid-Maxwell case) or more generally, that (2) Ohm’s law holds (as needed
in the anlysis of two-fluid MHD).
The following models cannot support nonsingular steady magnetic reconnection for 2D problems
with rotational symmetry:
• Models which evolve a form of the Vlasov equation.
• Adiabatic two-fluid models:
– whether two-fluid-Maxwell or two-fluid MHD,
– whether 5-moment (viscid or inviscid) or 10-moment (isotropizing or not),
– whether compressible or incompressible (although in the incompressible case one typically
does not evolve energy and therefore steady reconnection is possible).
• Ideal MHD or ideal Hall MHD.
I remark that Chaco´n et al. in [12] simulate steady fast reconnection in magnetized pair plasma
using an incompressible five-moment two-fluid model without any heat flux in their equations. This
does not contradict the results of this section. They do not have heat flux in their equations because
they do not solve an energy evolution equation. They do not need explicit energy evolution because
their model is incompressible. The scalar pressure is inferred from the incompressibility constraint,
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and the deviatoric pressure is the viscosity times the deviatoric strain rate. So one may pretend
that an energy evolution equation (e.g. with nonzero heat flux) is being evolved, but the rest of the
equations do not depend on it.
For the incompressible two-fluid ten-moment model assumed in [9], however, the pressure tensor
is evolved adiabatically in accordance with (2.12), and we can conclude that steady reconnection
should not be possible for the antiparallel case at least.
3.4.3 Vlasov model
We first consider the case that the collision operator is zero. We argue that kinetic models require
entropy production for nonsingular rotationally symmetric steady reconnection. Heuristically this
holds because without collisions particles sitting at the origin will be accelerated without bound by
the electric field.
Recall the Boltzmann equation,
∂tfs + v ·∇xfs + as ·∇vfs = Cs,
where f = fs(t,x,v) is particle density of species s, v is particle velocity, as = (qs/ms)(E + v×B)
is particle acceleration, and Cs is the collision operator. Drop the species subscript s. We claim
that without the collision operator steady reconnection is singular.
Assume rotational symmetry about the z-axis. Then at the origin the Boltzmann equation
simplifies to ∂tf + (q/m)Ez∂vzf = C. Assume steady state (∂t = 0) and no collisions (C = 0).
If Ez = 0 then there is no magnetic reconnection. Otherwise ∂vzf = 0, which says that f is
independent of vz when v is parallel to the z-axis. But nonsingular distributions should go to 0 as
z goes to infinity. So f is 0 when v is parallel to the z-axis, which is a type of singularity.
3.4.4 Quadratic moment models need heat flux
To complete the argument of section 3.4.1 we first prove the following theorem.
Theorem 3.1 Assume a rotationally symmetric 2D problem in which a fluid species satisfies a
steady-state entropy evolution equation of the form
u ·∇s = p˜◦ : C˜ : p◦ − A :∇ ·q+ error (3.5)
in the vicinity of the origin, where p◦ and p˜◦ are deviatoric tensors and where the coefficients C˜
satisfy the positive-definiteness criterion p˜◦ : C˜ : p◦ > 0 for all p◦ 6= 0.
Suppose that ∇ ·q, ∇∇ ·q, ∇2∇ ·q, error, ∇ error, ∇∇ error, and Sym(∇u) are all zero at the
origin.
Then ∇p◦ = 0 at the origin.
Proof of theorem. Note that ∇2 denotes the laplacian. At 0 the left hand side is zero. Since
∇ ·q = 0 at 0, p◦ = 0 at 0.
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For convenience use ′ to denote ∂x. We apply ∂2x to the entropy evolution equation and evaluate
at the origin. Using that p◦ = 0 at 0,
(u ·∇s)′′ = p˜◦′ : C˜ : p◦′ − (A :∇ ·q)′′ at 0. (3.6)
For the remainder of this proof all expressions and statements are evaluated at the origin. I claim
that the left hand side is zero. The left hand side expands to u′′ ·∇s+ u′ ·∇s′+ u ·∇s′′. The outer
expressions are easily seen to be zero. For the first, u′′ ·∇s = 0 because ∇s is zero. For the last,
u ·∇s′′ = 0 because u ·∇ is zero. It remains to show that u′ ·∇s′ = 0, that is, ∂xu ·∇∂xs = 0,
that is, ∂xux∂
2
xs+ ∂xuy∂y∂xs = 0. But ∂xux = 0 because Sym(∇u) = 0, and ∂y∂xs = 0 because by
rotational symmetry s is even in x and even in y.
For the right hand side, since q = 0 and ∇q = 0, it follows that (A :∇ ·q)′′ = A :∇ ·q′′. So
we have shown that p˜◦′ : C˜ : p◦′ = A :∇ ·q′′. That is,
∂xp˜
◦ : C˜ : ∂xp◦ = A :∇ · ∂2xq and
∂yp˜
◦ : C˜ : ∂yp◦ = A :∇ · ∂2yq,
where we have used that the choice of axes is arbitrary. By the positive-definiteness assumption the
left hand sides (and thus the right hand sides) must be nonnegative. But the hypothesis∇2∇ ·q = 0
says that ∇ · ∂2xq = −∇ · ∂2yq. So the right hand sides are zero. So by the strict positive-definiteness
assumption on C˜ we conclude that ∂xp
◦ = 0 = ∂yp◦, that is, ∇p◦ = 0. Q.E.D.
Corollary 3.2 Assume a rotationally symmetric 2D problem in which a fluid species satisfies the
steady-state five-moment entropy evolution equation (2.46)
u ·∇sM = −e◦ :pi − p−1∇ ·q + error
with stress closure (2.30)
−pi◦ = 2τ µ˜ : e◦ (3.7)
in the vicinity of the origin, where the (gyrotropic) coefficients C˜ satisfy the positive-definiteness
(entropy-respecting) criterion e◦ : µ˜ : e◦ > 0 for all e◦ 6= 0.
Suppose that ∇ ·q, ∇2∇ ·q, error, ∇ error, and ∇∇ error are all zero at the origin.
Then ∇ ·P = 0 at the origin.
Proof. To map onto the theorem, take p˜◦ := p◦ := e◦ and take C˜ := 2τ µ˜. Take q :=
(2/5) Sym3(q1). Take A := (2p)−1 1 .
∇ ·q is a scalar and therefore ∇∇ ·q = 0 at 0. At the origin, u ·∇sM = 0, so if ∇ ·q = 0 at 0
then e◦ = 0 at 0. But steady state conservation of mass says that ∇ ·u = 0 at 0. So Sym(∇u) = 0
at 0, which is the remaining needed hypothesis of the theorem.
The conclusion of the theorem says that ∇e◦ = 0 at 0. I claim that this implies that ∇P = 0.
This follows from the stress closure (3.7), i.e. −pi◦ = 2µ : e◦, since at 0 e◦ = 0 and ∇e◦ = 0. Taking
the trace, ∇ ·P = 0. Q.E.D.
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Corollary 3.3 Assume a rotationally symmetric 2D problem in which a fluid species satisfies the
steady state ten-moment temperature tensor evolution equation (see (2.12))
n∂tT+ Sym2(P ·∇u) +∇ ·q = (q/m) Sym2(P×B) + R (3.8)
and the continuity equation
∂tn+∇ · (nu) = 0
with isotropization closure (2.33)
R/n = −τ−1CR :T◦, (3.9)
in the vicinity of the origin, where the (gyrotropic) coefficients CR satisfy the positive-definiteness
(entropy-respecting) criterion (2.34)
−(T−1)◦ :CR :T◦ > 0.
Suppose that n 6= 0 at the origin. Suppose that ∇ ·q, ∇∇ ·q, and ∇2∇ ·q are all zero at the
origin.
Then ∇ ·P = 0 at the origin.
Proof.
Recall that assuming the continuity equation and the pressure tensor evolution equation we
derived equation (2.22) for ten-moment entropy, which by (3.9) is
2nu ·∇sG = −T−1 : (τ−1CR) :T◦ − P−1 :∇ ·q. (3.10)
First assume that Sym(∇u) = 0 at the origin. To map onto the hypotheses of the theorem take
p◦ = T◦, p˜◦ = −(T−1)◦, C˜ = (2τ)−1CR, q = q, and A = P−1/2. The conclusion of the theorem
says that ∇T◦ = 0 at 0. But P◦ is a scalar multiple of T◦. So ∇P◦ = 0 at 0. So ∇ ·P = 0 at 0.
Now suppose that Sym(∇u) 6= 0 at the origin. That is, e◦ 6= 0 at 0 (since steady state says
∇ ·u = 0 at 0). Then we will show using the hypotheses of the theorem that entropy production is
nonzero at the origin (contradicting the assumption of steady state). By entropy evolution it will
be enough to show that R 6= 0 at 0, that is (by the closure hypotheses (3.9)), T◦ 6= 0 at 0.
Henceforth in this proof all statements are evaluated at zero. In steady state dt = 0. Suppose
that T◦ = 0. That is, pi◦ = 0. ∇ ·q = 0 implies ∇ ·q = 0 and ∇ ·q◦ = 0. So at the origin equation
(3.8) reduces to
2pe◦ = R. (3.11)
But e◦ 6= 0. So R 6= 0, contrary to hypothesis. So we may generally conclude that ∇ ·P = 0 at the
origin. Q.E.D.
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3.4.5 Steady reconnection requires heat flux.
Section 3.4.1 promised that we would show that if the deviatoric strain rate is zero and if the heat
flux is zero in the vicinity of the origin then so is the divergence of the pressure tensor.
To complete the verification of this claim for the five-moment model it remains to consider the
hyperbolic case, where the closure P◦ = 0 is used; this closure is nonstrictly positive-definite, so
the theorems in the previous section do not apply. But in this case isotropy holds and ∇ ·P = ∇p,
which must be zero at the origin. So steady reconnection is generally not possible in the five-moment
model without heat flux.
[I worry that the following argument is not completely valid. For a Coulomb collision operator
deviations from a Maxwellian consisting e.g. of fast-moving electrons can decay arbitrarily slowly, so
the assumption that 5-moment gas-dynamics holds in the Maxwellian limit seems dubious. Maybe I
have to limit my conclusions to collision operators for which there is a uniform estimate on the rate
of decay of perturbations. Are there other subtle assumptions? At least this should go through for
collision operators which share the properties of the Gaussian-BGK collision operator that I perhaps
implicitly assume. ]
We now argue that the same claim holds for the Boltzmann equation with a collision operator
which is strictly postitive for non-Maxwellian distributions and for which 5-moment gas dynamics
with linearized deviatoric stress closure applies in the Maxwellian limit. This should hold for
physically reasonable collision operators.
In steady state the entropy production at the origin should be zero and therefore the velocity
distribution at the origin should be a Maxwellian f (0). Let  be a smooth even function equal to 0
at the origin such that |f − f (0)| ≤ . Then  = O(|x|2). Near the origin we can define a Chapman-
Enskog expansion f = f (0) + f¯ (1) + fremainder. where fremainder = O(2). [Can I fully justify this
assumption?] Note that in a normal Chapman-Enskog expansion  is assumed independent of space;
so for each position x we perform a Chapman-Enskog expansion using (x) and then evaluate it at
x. In the Gaussian-BGK model we used a Chapman-Enskog expansion to show that (see equation
(2.65))
P = p1+2µCR : e◦ + Perror (3.12)
where Perror = O(2) and is smooth assuming the other quantities in this equation are smooth. In
section 2.5.1 we obtained this closure by using (1) that if the solution is within O() of a Maxwellian
then within O(2) five-moment entropy is nondecreasing and (2) that five-moment entropy must
be approximately nondecreasing for any small e◦. For the five-moment closure µ is determined by
temperature and the coefficients CR are functions of the five-moment state, but for a Boltzmann
model the coefficients µCR would also depend on the shape of the deviation of the distribution from
a Maxwellian.
Since  is smooth and even at x, we can write  = O(|x|2). Therefore, near the origin the entropy
evolution equation (3.2) holds to within O(2) = O(|x|4). This is true even when the stress closure
(3.7) is used, since the error in the deviatoric pressure closure is Perror = O(2) = O(|x|4). So the
assumptions of corollary 3.2 are satisfied.
We conclude that for the Boltzmann equation with a “reasonable” collision operator steady
reconnection requires that ∇ ·q 6= 0 at the origin. The same conclusion holds for fluid models
which evolve a temperature evolution equation that agrees with the five-moment model sufficiently
well near a Maxwellian distribution.
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3.4.6 The ten-moment hyperbolic model does not support steady re-
connection (at least for reflectional symmetry )
We have shown that without heat flux the ten-moment model with nonzero isotropization cannot
support steady reconnection. For the hyperbolic case the closure Rs = 0 is used, which is nonstrictly
positive-definite, so Corollary 3.3 does not directly apply.
We argue that in the case of reflectional symmetry the hyperbolic ten-moment model does not
support regular steady reconnection if ∂nz (us)z 6= 0 for some n. By convolution with an approximate
identity we can assume smoothness at the origin.
Consider the case of reflectional symmetry . Assume that the y axis is the inflow axis. On the
y axis B is aligned with the x axis. Along the y axis the temperature evolution equation (2.15) for
the Txx component simplifies to
uy∂yTxx = −2Txx∂xux. (3.13)
Look at the continuity equation on the y axis,
ux,x + uy,y = uy∂y lnn.
Suppose that uy = Ω(y
n+1). That is, uy,y = Ω(y
n). Then uy,y + ux,x = ∇ ·u = uy∂y lnn =
Ω(yn+1)O(y2) = O(yn+3) = O(yn+1). So uy,y and ux,x have leading coefficients of the same magni-
tude but opposite sign of order n in y. So we can write
ux,x = Cy
n +O(yn+1) (3.14)
and
uy,y = −Cyn +O(yn+1). (3.15)
Note that Txx is even. Assume that it is also smooth. Evaluate the nth derivative of both sides of
(3.4.6) at the origin and get 0 = −2TxxCn!. This contradicts the assumption that Txx is strictly
positive. So no such smooth steady solution exists.
We can gain insight into why no smooth steady solution exists if we substitute equations (3.14)
and (3.15) into (3.4.6). We get
y∂yTxx = 2(n+ 1)Txx +O(y).
Near the origin we can ignore the O(y) term; separating and integrating gives
Txx = C1y2(n+1). (3.16)
Since n must be nonnegative, this says that Txx must be zero at the X-point. This is physically
what we would expect, since there is expansion in the x axis as the flow approaches the origin along
the y axis.
To treat the general case of rotational symmetry we could transform into a rotating reference
frame. In this case we would have an oscillatory solution rather than a steady state solution. I am
not sufficiently interested to pursue the hyperbolic case further.
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3.4.7 Singular solutions
Hitherto we have shown that adiabatic models do not support nonsingular steady reconnection.
One may also consider singular solutions.
Jerry Brackbill has studied symmetric 2D reconnection using an incompressible adiabatic ten-
moment model. He uses geocentric coordinates , so he refers to the inflow axis as the z axis and the
out-of-plane axis as the y axis. By neglecting partial derivatives of the pressure term with respect to
x in the momentum evolution equations the evolution equations reduce to an ODE along the inflow
axis. Specifically he neglects his ∂xPxz (which is dominated by his ∂zPzz) and his ∂xPxy (which is
dominated by his ∂zPzy) for both species. Based on this simplification he has implemented a steady-
state solver [9] which shows excellent agreement with kinetic simulations when the isotropization
rate is appropriately tuned. The implication of this dissertation, however, is that a steady state
solution does not actually exist for the equations he solves. He solves the temperature evolution
equation without making any approximating assumption, and his assumption of incompressible
flow implies that the continuity equation is also exactly satisfied. His model therefore satisfies the
hypotheses of Corollary 3.3 and cannot support a solution that is smooth, nonsingular, and steady
at the origin. In particular, his pressure tensors are not isotropic at the origin (see Fig. 1 in [9])
and therefore the entropy evolution equation cannot be (consistently) in steady state.
It would be of interest to attempt to drive his model to a singular steady state. In lieu of a full
analysis, in section B.2 I assume a smooth prescribed velocity field (and magnetic field, which turns
out to be irrelevant) and solve the temperature evolution equation along the inflow axis for the
linearize problem in the vicinity of the origin. It would also be of interest to determine a reasonable
heat flux that would allow his model to give a converged steady regular solution.
We now turn to dynamic simulations of the GEM magnetic reconnection challenge problem
using a 10-moment adiabatic model; this problem seems to develop singularities shortly after peak
reconnection evidently due to the absence of a heat flux to regularize the solutions. The analysis
of this section was motivated by difficulties encountered when simulating the GEM problem as well
as a consideration of modeling requirements for steady reconnection.
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Chapter 4
GEM challenge problem
4.1 GEM magnetic reconnection challenge problem
As mentioned in the introduction, simulations of the Geospace Environmental Modeling mag-
netic reconnection reconnection challenge problem (GEM problem) with a variety of plasma
models (resistive MHD, Hall MHD, and particle models) identified the Hall effect as critical to
resolving fast magnetic reconnection [6]. It has been solved with a variety of plasma models and
thus serves as a benchmark for comparison of plasma models. In particular, we study the ability
of the ten-moment adiabatic model to match kinetic simulations of low-collisionality fast magnetic
reconnection.
Since the Hall effect was identified as critical to magnetic reconnection, it was natural to study
whether fast reconnection can occur in pair plasma, for which the Hall term of Ohm’s law is zero.
Bessho and Bhattacharjee have simulated a pair plasma version of the GEM problem using a particle
code [3, 4, 5] and have obtained fast rates of magnetic reconnection. Chaco´n et al. [12] subsequently
demonstrated that steady fast reconnection is possible in a viscous two-fluid model of magnetized
pair plasma. In their simulations the reconnecting electric field is supported by the divergence of
the pressure tensors.
In studying the modeling requirements for magnetic reconnection we seek the simplest problems
that distinguish models. Reconnection in pair plasma is a singular and simple case which brings
out modeling requirements for fast reconnection with exceptional clarity. In particular, symmetric
pair plasma problems are 2D antiparallel reconnection problems where there is symmetry under
exchange of species coupled with reflection in the out-of-plane axis; for this case the number of
equations that must be solved is halved. The pair plasma version of the GEM problem studied by
Bessho and Bhattacharjee is a symmetric pair plasma in the case of equal plasma temperatures.
This dissertation reports simulations of the GEM problem with an adiabatic ten-moment two-
fluid-Maxwell plasma model for which the only collisional term retained is isotropization of the
pressure tensor. I report simulations of the original GEM problem and of symmetric pair plasma
and compare with kinetic simulations.
4.1.1 Specification of the GEM problem
We recall the definition of the GEM magnetic reconnection challenge problem [6]. The problem is
symmetric under 180 degree rotation around the origin and in the case of zero guide field is also
symmetric under reflection across both the horizontal and vertical axes.
Nondimensionalization.
The original GEM study [6] nondimensionalizes by the ion inertial length δi :=
√
mi
µ0n0e2
and by the
ion cylotron frequency Ωi :=
eB0
mi
. (This nondimensionalization is worked out in section A.2.) It then
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states that in these units the velocities are normalized to the Alfve`n speed vA. In actuality vA =
δiΩi
√
mi
mi+me
(see (A.2)), a discrepancy which becomes significant in the pair plasma case mi = me.
In keeping with [3, 4], when plotting we use δi and Ωi computed from mi to nondimensionalize time
and space values, but use vA to nondimensionalize when displaying the electric field (as indicated
in the plots). In the subsequent account we assume this nondimensionalization.
Domain.
(We designate the vertical axis y and the out-of-plane axis z, opposite to the convention employed
in [6, 3, 4].) The computational domain is the rectangular domain [−Lx/2, Lx/2]× [−Ly/2, Ly/2].
We set Lx = rs8pi and Ly = rs4pi, where rs is a rescaling factor. In the original GEM problem
rs = 1 and this scaling is used in this document except for some pair plasma simulations where
results labeled “rescaled problem” use rs = 0.5. We also refer to this as the “half-scale” problem.
Boundary conditions.
The domain is periodic along the x-axis. The boundaries parallel to the x-axis are thermally
insulating conducting wall boundaries. A conducting wall boundary is a solid wall boundary (with
slip boundary conditions in the case of ideal plasma) for the fluid variables, and any electric field at
the boundary must be perpendicular to the boundary (see section 2.5 in [17]). Assuming the ideal
MHD Ohm’s law E = B × u, which essentially says that the electric field and the magnetic field
are always perpendicular, this implies that at the conducting boundary the magnetic field must be
parallel to the boundary.
So at the conducting wall boundaries the five-moment two-fluid Maxwell variables satisfy
∂yux,s = 0, ∂yBx = 0, Ex = 0, ∂yρs = 0,
uy,s = 0, By = 0, ∂yEy = 0, ∂yps = 0 = ∂yp˜
∂yuz,s = 0, ∂yBz = 0, Ez = 0, ∂yes = 0 = ∂yE˜ .
These boundary conditions imply that gas particles are reflected off the conducting wall. Thus, for
ten-moment gas-dynamic variables we use the boundary conditions
∂y(Es)xx = 0,
∂y(Es)xz = 0,
∂y(Es)yy = 0,
∂y(Es)zz = 0,
and
(Es)xy = 0,
(Es)yz = 0.
Initial conditions.
The initial conditions are a perturbed Harris sheet equilibrium. The unperturbed (Harris sheet)
equilibrium is given by
BH(y) = B0 tanh(y/λ)ex, p(y) =
B20
2n0
n(y),
n(y) = n0(0.2 + sech
2(y/λ)), pi(y) =
Ti
Ti + Te
p(y),
E = 0, pe(y) =
Te
Ti + Te
p(y).
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On top of this the magnetic field is perturbed by
BP = ∇× (ψez) = ∇ψ × ez, where ψ(x, y) = ψ0 cos(2pix/Lx) cos(piy/Ly). (4.1)
In the GEM problem the initial condition constants are
Ti/Te = 5, λ = 0.5, B0 = 1, n0 = 1, ψ0 = B0/10.
For pair plasma we reset the initial temperature ratio to 1 to get symmetry between the species.
We set ψ0 to r
2
sB0/10, so that in the vicinity of the X-point our initial conditions agree (up to
first-order Taylor expansion) with the initial conditions of the GEM problem.
Model parameters.
The GEM problem specifies that the ion-to-electron mass ratio is mi/me = 25. (The initial temper-
ature ratio is defined to be the square root of the mass ratio.) We used this mass ratio for hydrogen
plasma and of course mi/me = 1 for pair plasma.
Auxiliary model parameters.
The GEM problem does not specify the speed of light. It seems to have been formulated with
Galilean-invariant models in mind. Published simulations with models that have a light speed
typically set the light speed to 20. This seems to be a sufficiently close approximation to infinity
so that results are insensitive to the light speed. The fastest wave speeds in the electrons are less
than half of this. In the ten-moment model the maximum wave speed in the electron gas is initially
about 4 and increases to about 7.
In the pair plasma version of the problem we set the mass of each species to rs (rather than the
GEM values of 1 for ions and 1/25 for electrons). We set the speed of light to 10 (rather than 20
as in [3]); this seems close enough to infinity, since the maximum gas wave speed is about 3.
Implied initial quantities
Using the initial conditions we calculate the precise initial current. For convenience define
ωx := 2pi/Lx,
ωy := pi/Ly,
and
θx := xωx,
θy := yωy.
So equation (4.1) says
ψ = ψ0 cos θx cos θy, (4.2)
so ∇ψ =
−ωxψ0 sin θx cos θy−ωyψ0 cos θx sin θy
0
 and ∇2ψ = −(ω2x + ω2y)ψ.
and therefore
BP = ∇ψ × ez =
−ωyψ0 cos θx sin θyωxψ0 sin θx cos θy
0
 and
µ0JP = ∇×BP = −∇2ψez = (ω2x + ω2y)ψez.
(4.3)
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Analogously, define
φH := B0λ ln cosh(y/λ),
so ∇φH = B0 tanh(y/λ)ex and ∇2φH = (B0/λ) sech2(y/λ).
Then
BH = ∇× (φH ez) = ∇φH × ez = B0 tanh(y/λ)ey and
µ0JH = ∇×BH = −∇2φHez = −(B0/λ) sech2(y/λ)ez.
Then
J = JH + JP = µ
−1
0
(
−B0
λ
sech2(y/λ) + (ω2x + ω
2
y)ψ(x, y)
)
ez.
4.1.2 Discussion of the initial perturbation
The GEM problem begins with a Harris sheet equilibrium and perturbs it by adding BP from
equation (4.2) to the magnetic field, leaving unchanged the density, the net gas-dynamic momentum
(zero), and the net gas-dynamic pressure (i.e. energy). The current of course changes, since for
MHD it is given by the curl of the magnetic field, and therefore, for full consistency of the two-fluid
equations with MHD, one may consider the drift velocities
ws =
µˇ
ms
J
nqs
to be correspondingly perturbed (although this probably does not matter much) in the pressure
evolution equation and (in the case of the two-fluid Maxwell equations) in the species momentum
equations.
The effect of the perturbation of the magnetic field is to take the momentum equation and
Faraday’s law out of equilibrium. This gets the fluid and the magnetic field lines moving.
To see the effect of the perturbation, we invoke the decomposition of the current and magnetic
field into Harris sheet and perturbation components: B = BH +BP and J = JH +JP . Substituting
into momentum evolution equation (2.88) gives
∂t(ρu) +∇ · (ρuu + P+ Pd) = JH ×BH︸ ︷︷ ︸
these balance
+ JH ×BP + JP ×BH︸ ︷︷ ︸
these push out
+ JP ×BP︸ ︷︷ ︸
small
.
The term labeled “pushes out” generates a force away from the origin both on the x-axis and on
the y-axis. It is not obvious whether this will initially result in forward or reverse reconnection. In
some of my simulations there is an initial reverse reconnection and in others there is not. In either
case, forward reconnection eventually takes off.
Initial conditions for the two-fluid model
How should the initial electric field be specified for the GEM problem? The GEM problem does
not explicitly specify the initial electric field because it is formulated with MHD in mind. In the
two-fluid model one needs to specify initial values of the electric field. Simply setting the electric
field to zero results in massive oscillations that could destabilize the results. A guiding principle is
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to specify quantities so that the Harris sheet is an equilibrium. The Harris sheet is designed so that
net momentum evolution is satisfied. To ensure that the momentum evolution equations of both
species are satisfied we also need Ohm’s law to be satisfied. We can simply compute the electric
field using the appropriate version of Ohm’s law (3.1),
E =η ·J (resistive term)
+ B× u (ideal term)
+
dm˜
ρ
J×B (Hall term)
+
˜ˇµ
en
[
∇ ·
(
Pi
m˜i
− Pe
m˜e
)]
(pressure term)
+
˜ˇµ
en
[
∂tJ +∇ ·
(
uJ + Ju− dm˜
ρ
JJ
)]
(inertial term).
(4.4)
The ideal term, Hall term, and inertial term are all initially zero; to see that the inertial term is
indeed zero, the flux component of the inertial term is zero, because ∇ ·J = 0, ∇ ·u = 0, and
J ·∇ = 0 (because J is initially out-of-plane); we assume for the moment and will verify that
∂tJ = 0. Assuming the absence of resistivity, the elecric field must balance the pressure term. For
the ten-moment two-fluid model the pressure should be calculated by solving the equation in the
next section, and the initial electric field could be calculated to balance the pressure term. For the
five-moment two-fluid model the pressure term essentially reduces to a linear combination of scalar
pressure gradients. Using the initial pressure values of the GEM problem, the pressure term is
∇
(
pi
m˜i
− pe
m˜e
)
=
m˜iTe − m˜eTi
Ti + Te
B20
ρ
sech2(y/λ) tanh(y/λ)ey,
which we can take as E|t=0. In this case E|t=0 is of the form g(y)ey, so at time 0 ∂tB = −∇×E = 0,
so ∂tJ|t=0 = 0, as assumed.
Initial conditions for the ten-moment model
In the ten-moment model what are the appropriate initial values of the pressure tensor components?
In the simulations reported here the pressure tensor is assumed initially isotropic. This results
in strong oscillations between the pressure and inertial terms which decay over a time interval
determined by the isotropization period.
A better way to set the initial conditions would have been to set P◦ so that the Harris sheet is a
near-equilibrium in the adiabatic case. Recall the adiabatic pressure tensor evolution equation (see
(2.14)),
nsdtTs + Sym2(Ps ·∇us) = (qs/ms) Sym2(P◦s ×B)− P◦s/τ s.
For a Harris sheet dt = 0. Using the decomposition P = p1+P◦, we need
ps Sym2(∇us) + Sym2(P◦s ·∇us) = (qs/ms) Sym2(P◦s ×B)− P◦s/τ s. (4.5)
This is six equations in five unknowns. Taking the deviatoric part will give us five equations in
five unknowns, which we can solve for P◦. The original equation would be satisfied if its trace is
satisfied. Half the trace is steady state scalar pressure evolution (see (2.13)),
ps∇ ·us + P◦s : (∇us)◦ = 0. (4.6)
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The initial conditions imply that ∇ ·u = 0, but we do not expect the entropy production term
P◦ : (∇u)◦ to be exactly zero, since the initial velocity is (see equation (2.85))
us = ws =
µˇ
ms
J
nqs
.
So we satisfy ourselves with enforcing the deviatoric part of equation (4.5), which is equivalent to
the equation
Sym2 (P◦s · (∇us − qs/ms 1×B + 1 /τ s))◦ = −ps Sym2(∇us)◦.
This is a matrix equation of the form
Sym2
(
X◦ ·B)◦ = C◦.
It is five equations in five independent unknowns.
In the ten-moment case, attempting to satisfy pressure evolution also comes at the price of
sacrificing that the net momentum evolution equation (2.88)
∂t(ρu) +∇ · (ρuu + Pd + P) = en(J×B), (4.7)
is satisfied; this is consistent with the fact that the Harris sheet equilibrium exactly satisfies the net
momentum equation in the five-moment two-fluid model only if viscosity is neglected.
I remark that if one assumes isotropic pressure then the Harris sheet equilibrium really does
satisfy the net momentum equation exactly even if the diffusion pressure Pd = m˜em˜iJJ/ρ (see
equation (2.89)) is included, because for the Harris sheet ∇ ·Pd = m˜em˜iJ ·∇(J/ρ) = 0, using that
J = µ−10 ∇×B is directly out of plane.
4.2 System of equations used to solve the GEM problem
To simulate the GEM challenge problem we used the adiabatic ten-moment two-fluid Maxwell
model with pressure isotropization in each species. When the pressure isotropization period is zero
the ten-moment model agrees with the adiabatic inviscid five-moment model, as we have verified
numerically.
The hyperbolic two-fluid Maxwell equations have been simulated by Shumlak, Loverich, and
Hakim. The hyperbolic five-moment two-fluid Maxwell system was simulated using the Finite
Volume wave propagation method (described in [37]) in Hakim’s thesis [18] and specifically for the
GEM problem in [20]; the same system was used to solve the GEM problem using the discontinuous
Galerkin method in [40]. Hakim solved the GEM problem using a hyperbolic two-fluid Maxwell
system using ten moments for the ions and five moments for the electrons in [19]; at the conclusion
of this paper Hakim proposes incorparation of collisions through relaxation to a Maxwellian and
closure via use of a Chapman-Enskog type expansion about the Gaussian distribution, as has been
carried out in this work. I have not been able to find studies of reconnection with an isotropizing
ten-moment two-fluid model, although Hesse and Winske in [24] simulate collisionless ion tearing
using particles for the ions and a ten-moment isotropizing fluid for the electrons. Miura and Groth
[46] analyze dispersion in an adiabatic ten-moment two-fluid model with BGK collision source terms.
To simulate the GEM challenge problem we implemented adiabatic two-fluid-Maxwell models
with five or ten moments for each species. These models solve Maxwell’s equations and solve a
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separate compressible gas dynamics system for each species. The general model uses ten-moment
gas dynamics for each species and isotropizes the pressure tensor at a tunable rate. We did not
include terms that represent collisional exchange between the species (that is, resistive drag force or
thermal equilibration). We used a conservative shock-capturing method and therefore represented
the system of equations in conservation form.
To solve Maxwell’s equations we solved the system
∂t
[
B
E
]
+
[∇× E+χ∇ψ
−c2∇×B
]
=
[
0
−J/0
]
, (4.8)
where J = e(niui−neue) is the current. The correction potential ψ is initially zero. These equations
imply a wave equation that propagates the divergence constraint error ∇ ·B at the speed cχ. We
chose χ = 1.05.
The divergence constraint on the electric field is ∇ ·E = σ/0, where σ = e(ni − ne). The
initial conditions of the GEM problem satisfy the divergence constraint, and physical solutions of
Maxwell’s equations maintain the divergence constraint, but we do not attempt to enforce this
constraint numerically. In our simulations the divergence constraint on the electric field remains
approximately satisfied in the sense that the error remains centered on zero and its growth tapers.
Attempts to apply correction potentials to the electric field were counterproductive, increasing the
magnitude of the error In contrast, when we did not properly apply correction potentials to the
magnetic field, the error on the magnetic field drifted from being centered at zero until the solution
became grossly unphysical.
The adiabatic pressure-isotropizing ten-moment gas-dynamic system in conservation form, which
we solved, is
∂tρs +∇ · (ρsus) = 0,
∂t(ρsus) +∇ · (ρsusus + Ps) = qs/msρs(E + us ×B),
∂tEs + 3∇ · Sym(usEs)− 2∇ · (ρsususus) = qs/ms2 Sym(ρsusE + Es ×B) + Rs,
(4.9)
where the isotropization tensor is given by the closure
Rs = τ−1s (1 trPs/3− Ps) .
For the isotropization period τ s we generally used
τ s = τ 0
√
ms detTs
ns
,
where τ 0 is a tunable parameter. For pair plasma simulations, however, we simply chose τ s to be a
uniform constant.
In the limit τ s → 0 the ten-moment system simplifies to the adiabatic inviscid five-moment
model:
∂tρs +∇ · (ρsus) = 0,
∂t(ρsus) +∇ · (ρsusus) +∇ps = qs/msρs(E + us ×B),
∂tE s +∇ · (us(E s + ps)) = Js ·E.
(4.10)
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Chapter 5
GEM pair plasma simulations
This chapter reports simulations of GEM problem described in the previous chapter for the case
of pair plasma. We assumed zero guide field and equal temperature for both species. For equal
temperature, symmetry between the two species halves the number of equations needed. For zero
guide field the GEM problem is symmetric across both the horizontal and vertical axes. We enforced
all these symmetries.
All simulations were computed on a 128 by 64 mesh unless otherwise indicated. To verify
convergence we coarsened the grid by a factor of two in each direction.
As a proxy for Ohm’s law we plotted the accumulation integrals of the terms of (3.3) (the
positron momentum equation solved for the electric field):
electric term: −
∫ t
0
Ez,
pressure term: −
∫ t
0
(∇ · Pi)z
eni
,
inertial term: −
∫ t
0
mi
e
∂t(ui)z − mi
e
(
(ui)z|t − (ui)z|t=0
)
,
residual term: −
∫ t
0
residual,
where residual represents numerical resistance and is what must be added to the pressure term
and inertial term to yield the reconnection electric field. We have plotted the loss of magnetic flux
across the y-axis and have verified that it is indistinguishable from the electric term.
5.1 Rescaled pair-plasma GEM problem
To avoid the formation of magnetic islands, we modified (Bessho and Bhattacharjee’s version of)
the GEM problem, shrinking the dimensions of the domain and the particle mass to half their
original values. The effect of these changes is to rescale the nondimensional parameters of the GEM
problem, increasing the width of the current sheet from 1 to
√
2 times the ion inertial radius and
decreasing the domain size from 8pi by 4pi to 8pi/
√
2 by 4pi/
√
2. We set the speed of light to be 10
times the Alfve´n speed vA.
We simulated this rescaled GEM problem for isotropization rates ranging from 0 to instanta-
neous. For intermediate isotropization rates increasing the rate of isotropization decreases the rate
of reconnection, which seems to agree qualitatively with [25], but for extreme rates of isotropization
we observed the opposite trend. (See figure 11).
For all simulations the peak rate of reconnection occurred when about 30% of the original flux
through the y-axis had reconnected. The time until 30% reconnection showed trends similar to
80
infinity     200  60 20 6 2 .6 .2 .06 .02 00
0.02
0.04
0.06
0.08
0.1
0.12
0.14
peak rate of reconnection
isotropization period per gyroperiod
pe
ak
 el
ec
tric
 fie
ld 
(pe
r B
0v
A)
(rescaled problem)
Figure 11: Peak rate of reconnection versus isotropization period in the half-scale symmetric pair
plasma GEM problem.
Observe that for intermediate isotropization rates increasing the rate of isotropization decreases
the rate of reconnection, as reported in [25], but for extreme rates of isotropization we observe the
opposite trend.
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Figure 12: Time until 30% of flux is reconnected in the half-scale symmetric pair plasma GEM
problem.
For all simulations the peak rate of reconnection occurred when about 30% of the original flux
through the y-axis had reconnected.
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the trends in the peak isotropization rate (see figure 12). In general we can say that the rate of
reconnection is not very sensitive to the rate of isotropization, which seems to agree qualitatively
with [35]. We display the accumulation integral of the terms of (3.3) for some of these isotropization
periods (∞, 6, 0.2, and 0) in figures (13, 14, 15, and 16).
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Figure 13: Reconnection for no isotropization (hyperbolic 10-moment model) in the half-scale sym-
metric pair plasma GEM problem.
Notice the undamped oscillatory exchange between the pressure and inertial terms. Notice also the
U-shaped magnetic field line pattern near the X-point; as we increase the isotropization rate in the
following figures the magnetic field becomes more V-shaped or even Y-shaped, evidently due to
decreasing viscosity. and increasing wont to isotropy.
This model is hyperbolic and requires high resolution for convergence.
84
Figure 14: Reconnected flux for moderate isotropization in the half-scale symmetric pair plasma
GEM problem.
Isotropization of the pressure tensor dampens the oscillatory exchange between the pressure and
inertial terms. The pressure term supports reconnection, in agreement with steady-state theory and
PIC simulations. The maximum Knudsen number is roughly 6 over the course of this simulation.
The five-moment closure for the pressure tensor is completely incorrect and is an order of magnitude
too large.
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Figure 15: Reconnected flux for fast isotropization in the half-scale symmetric pair plasma GEM
problem.
When the rate of isotropization is fast the inertial term initially provides some support for recon-
nection, although the pressure term ultimately provides the support. Entropy production occurs in
the low-entropy sheet along the outflow axis due to pressure isotropization. Viscosity prevents tur-
bulence from developing, and the solution remains regular over the whole course of the simulation.
The maximum Knusden number is roughly .25 over the course of this simulation. The pressure
tensor generally shows good agreement with the five-moment closure.
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Figure 16: Reconnected flux for the five-moment model (instantaneous isotropization) in the half-
scale symmetric pair plasma GEM problem.
In the five-moment model the inertial term initially tracks with reconnected flux until there is a
narrow sheet of low entropy along the outflow axis, but beginning at a time of about 36 numerical
residual kicks in. At almost exactly the the same time turbulence begins to form at the walls and
the sheet of low entropy at the center begins to form beads. Sharp outflow jets generate strong
turbulence at late times.
In this simulation we used a five-moment model computed on a 256 by 128 mesh. For coarser meshes
we verified that the instantaneously relaxed ten-moment model agrees with the five-moment model.
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Figure 17: Peak rate of reconnection versus isotropization period in the full-scale symmetric pair
plasma GEM problem.
5.2 Full-scaled pair plasma GEM problem
To compare with Bessho and Bhattacharjee [3, 4], we also used their GEM-like (full) scaling (rs = 1).
We allowed the isotropization period to vary over a smaller range (between .3 and 30), since for
extreme isotropization periods central magnetic islands formed. Over this range our reconnection
rate varied between .13 and .14, and our time to peak (i.e. 30%) reconnection increased from 32 for
a slow isotropization period of 30 to 37 for a fast isotropization period of .3.
Our nondimensionalized peak rate of reconnection was about 60% of Bessho and Bhattacharjee’s
peak rate of about .23, and our time to peak reconnection was roughly twice their time of about 18
(angular) gyroperiods (as seen in the red curve displayed in Figure 2 in either of [3, 4]). See figures
17 and 18.
To compare with their results we plot Ohm’s law terms on the inflow axis in figure 21 and plot
calculated anomalous resistivity in 22. Our plots indicate a value of anomalous resistivity roughly
half that reported in [4].
We display profiles and plots at the peak reconnection time of 34 gyroperiods. The shape of our
profiles is similar to those of [4], though our rates are generally smaller.
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Figure 18: Time until 30% of flux is reconnected in the full-scale symmetric pair plasma GEM
problem.
For all simulations the peak rate of reconnection occurred when about 30% of the original flux
through the y-axis had reconnected.
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Figure 19: Reconnected flux for moderate isotropization in the full-scale symmetric pair plasma
GEM problem.
The pressure term is the dominant contribution, in agreement with PIC simulations. The time to
30% reconnection is about 34 (angular) gyroperiods.
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Figure 20: Reconnection rate for moderate isotropization in the full-scale symmetric pair plasma
GEM problem.
The blue curve in this figure is the rate of reconnection and corresponds to the red curve in Figure
2 of [4]. Our peak reconnection rate is about .14.
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Figure 21: Profile of “Ohm’s law” terms at the peak reconnection time of 34 (angular) gyroperiods
in the full-scale symmetric pair plasma GEM problem.
Compare this figure with FIG. 5 in [4].
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Figure 22: Anomalous resistivity along the y-axis at the peak reconnection time of 34 (angular)
gyroperiods in the full-scale symmetric pair plasma GEM problem.
At the peak reconnection rate our effective anomalous resistivity at the X-point was about 0.1 (in
units of B0
en0
), in contrast to the value of roughly 0.19 reported in [4] (compare this figure with FIG.
5 in [4]).
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Figure 23: Magnetic field lines and current at the time of peak reconnection rate.
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5.3 Conclusion
Our simulations of the GEM problem indicate that for antiparallel reconnection in pair plasma the
ten-moment two-fluid model with isotropization admits a rate of reconnection a bit more than half
the rate seen in particle simulations.
This raises the question of how to modify the fluid model we used so that we can get better
agreement. An obvious way to get agreement is to use an anomalous resistivity. In the context of
a collisionless simulation it would seem more physical to impose an anomalous viscosity. Our rate
of reconnection was insensitive to the rate of isotropization. This might suggest use of a different
(nonzero) nonzero heat flux, but heat flux should not affect the rate of reconnection much until
significant temperature gradients have had time to develop.
In contrast to these results for pair plasmas, we find in the next chapter that for the original GEM
problem a two-fluid ten-moment model with relaxation toward isotropy gives reconnection rates that
agree well with kinetic simulations [32]. Perhaps the improved agreement can be attributed to the
presence of the Hall effect as the primary driver of fast reconnection in hydrogen plasmas.
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Chapter 6
GEM hydrogen plasma simulations
This chapter reports simulations of GEM magnetic reconnection challenge problem described in
chapter 4 (for the case of hydrogen plasma with mi
me
= 25). The main results of this chapter were
also reported in [32].
We again used the adiabatic 10-moment two-fluid-Maxwell model with pressure tensor isotropiza-
tion to simulate the problem, as well as the hyperbolic (adiabatic inviscid) 5-moment two-fluid
Maxwell model. We compared our results with published Vlasov and PIC simulations at the time
of peak reconnection. The magnetic field generally showed good agreement (see figure 25). We
obtained good agreement for the time until one unit of flux was reconnected for both the 5-moment
model and the 10-moment isotropizing model (see figure ). For the 10-moment isotropizing model
we obtained qualitatively good agreement for plots of pressure tensor components at the time of
peak reconnection, as shown in figures 26 and 27.
As noted in table 1, it is standard to compare results at the time when one unit of flux has been
reconnected, including the .2 units of reconnected flux due to the initial perturbation. I unfortunately
have made my plots at the point in time when one unit of flux has been reconnected not including
the .2 units of reconnected flux due to the the GEM problem, which puts my plots about one unit
of time later than the time I should be looking at to compare against the simulations of others.
96
The ten-moment
model attained 16%
flux reconnected at
about t = 18/Ωi:
The five-moment
model attained 16%
flux reconnected at
about t = 13.5/Ωi:
Figure 24: GEM simulations: reconnecting flux for 10- and 5-moment models.
Each simulation crashed at the end time in its plot of reconnecting flux versus time.
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Magnetic field lines for PIC
at Ωit = 15.7 [Pritchett01]=[53]
results, no averaging over a finite time period had to be car-
ried out here because the Vlasov simulations do not suffer
from artificial numerical noise.
A. Ohm’s law
Within the GEM reconnection challenge it has become
clear that the Hall-MHD model is a minimal model to under-
stand collisionless reconnection.4 In Hall MHD Ohm’s law
has the form
m
ne2
dj
dt
= E + vi! B −
1
ne
j! B + 1
ne
! · P! e,
where the resistivity has been neglected. This is the exact
electron momentum equation which can be derived from ki-
netic theory of a collisionless plasma without any approxi-
mations. At large scale lengths only the MHD terms play a
role, while the Hall term and the electron pressure gradient
can be neglected. To investigate the regions in which the
FIG. 2. !Color online" The out-of-
plane magnetic field Bz !upper panel",
the electron out-of-plane current je,z
!middle panel", and the ion out-of-
plane current ji,z !lower panel" at time
"it=17.7.
FIG. 3. Velocity profile at "it=18.1 as a function of x at the location of the
current sheet z=0 for electrons and ions.
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Magnetic field for Vlasov
at Ωit = 17.7 [ScGr06]=[55]
magnetic field of [Pritchett01]=[53]
Figure 25: Magnetic field at 16% reconnected
98
model source time when 16% flux reconnected
Vlasov [55]=[ScGr06] t = 17.7/Ωi:
PIC [53]=[Pritchett01] t = 15.7/Ωi:
10-moment [32]=[JoRo10] t = [16.2, 17.2]/Ωi:
5-moment [32]=[JoRo10] t = [12.0, 12.9]/Ωi:
5-moment [40]=[LoHaSh11] t = [15, 16]/Ωi:
10-5-moment [19]=[Hakim08] t = 17.6/Ωi:
Table 1: Comparison of time required to reconnect one unit of flux for kinetic and two-fluid simu-
lations of the GEM problem.
The 10-5-moment simulation modeled ions as a 10-moment gas and electrons as a 5-moment gas
[19] and used hyperbolic (truncation) closures for both species. The 5-moment simulations of [32]
and of [40] were hyperbolic in both species.
The rough range given for [40] reflects that this paper reports a number of simulations in its figures
16 and 17.
The ranges given for [32] (the results reported here) reflect that there is an inconsistency in the
time when I have chosen to report my results, both here and in [32]. (I am unfortunately
out of time to redo the plots and calculations before the deadline to deposit this work.) For the
GEM problem it is standard to compare results at the point in time when one unit of flux has
been reconnected, including the initial perturbation. I neglected to include the initial perturbation,
and therefore my times were really the time until 1.2 units of flux were reconnected in the sense
understood by the GEM standard. Therefore I have listed both times: the time until 1.0 total units
of flux have been reconnected followed by the time until 1.2 units have been reconnected.
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−!vi!B"z. This term becomes nonzero when ions can move
across the magnetic field lines in a region of a few ion iner-
tial lengths around the X line. Again two peaks can be ob-
served in the outflow region. The peak values are, however,
less than half of the inductive electric field. A striking feature
in this picture is the almost circular ring around the X line,
where the ions become demagnetized. The sheets of en-
hanced value along the separatrix are narrower than those
observed from the Hall term. They have the same sign as the
peaks near the X line and therefore partially cancel the Hall
term.
Figures 5 and 6 display the components of the electron
pressure tensor. Although only the two mixed elements Pxz
and Pyz play a role in the z component of Ohm’s law, the
other elements are shown for completeness. The upper panel
of Fig. 5 shows the diagonal terms of the pressure tensor.
FIG. 5. !Color online" The diagonal
components of the pressure tensor at
time "it=17.7.
FIG. 6. !Color online" The off-
diagonal components of the pressure
tensor at time "it=17.7.
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Off-diagonal components of the electron
pressure tensor for 10-moment simulation
at Ωit = 18
Off-diagonal components of the electron
pressure tensor for Vlasov simulation at
Ωit = 17.7 [ScGr06]=[55]
Figure 26: Off-diagonal components of electron pressure tensor
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across the magnetic field lines in a region of a few ion iner-
tial lengths around the X line. Again two peaks can be ob-
served in the outflow region. The peak values are, however,
less than half of the inductive electric field. A striking feature
in this picture is the almost circular ring around the X line,
where the ions become demagnetized. The sheets of en-
hanced value along the separatrix are narrower than those
observed from the Hall term. They have the same sign as the
peaks near the X line and therefore partially cancel the Hall
term.
Figures 5 and 6 display the components of the electron
pressure tensor. Although only the two mixed elements Pxz
and Pyz play a role in the z component of Ohm’s law, the
other elements are shown for completeness. The upper panel
of Fig. 5 shows the diagonal terms of the pressure tensor.
FIG. 5. !Color online" The diagonal
components of the pressure tensor at
time "it=17.7.
FIG. 6. !Color online" The off-
diagonal components of the pressure
tensor at time "it=17.7.
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Diagonal components of the electron pres-
sure tensor for 10-moment simulation at
Ωit = 18
Diagonal components of the electron pres-
sure tensor for Vlasov simulation at Ωit =
17.7 [ScGr06]=[55]
Figure 27: Diagonal components of electron pressure tensor
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For a coarse mesh we can extend the time duration of the simulation to get a solution that
appears quite regular. But for a refined mesh, after peak reconnection our simulations would
eventually crash due to negative pressures or even densities, typically near the X-point. This
happened chiefly in the zero guide field case. By implementing positivity limiters we were able
to prevent the simulation from crashing, but the solution exhibits secondary instabilities past the
point where positivity limiting becomes necessary.
These difficulties prompted a consideration of steady-state reconnection. The GEM problem is a
2D rotationally symmetric problem, and as shown in section 3.4, nonsingular 2D steady reconnection
is not possible in an adiabatic model for a rotationally symmetric problem.
The implications are that steadily driven reconnection of an adiabatic model cannot go to steady
state and will therefore either develop a singularity or will exhibit intermittent reconnection. (On
a sufficiently small scale we expect a singularity, whereas for a larger scale, especially if symmetry
is not enforced, we expect intermittent reconnection.)
It is reasonable to assume that near the time when the rate of reconnection peaks the evolution
of the solution near the X-point may be approximated by steadily driven reconnection. If so, then
since we are in the case of antiparallel reconnection, along the y axis near the origin we expect the
solution to approach a singular steady state of the form
Txx = Cyλ,
as seen in (3.16) and (B.3).
In practice, we typically observe an anisotropy that increasingly looks like a singularity at the
X-point (see figures 28 and 29). The near-singularity then splits into a pair of near-singular points
moving outward along the x axis (see figures 30 and 31). If we enforce positivity to prevent the
simulation from crashing, then the origin becomes an O-point and reconnection ceases. If we do
not enforce symmetry, then when this secondary island forms symmetry is broken and the island
is ejected to one side or the other. I remark that in the adiabatic model very strong temperature
gradients develop, especially if a fine mesh is used. For a coarse mesh the approximate singularities
fail to become sharp enough to disrupt reconnection e.g. by causing second islands to form.
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Figure 28: Electron gas at t = 16 (nascent singularity)
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Figure 29: Electron gas at t = 20 (developing singularity)
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Figure 30: Electron gas at t = 26 (splitting singularity)
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Figure 31: Electron gas at t = 28 (split singularity, just before crashing)
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Chapter 7
Numerical method
This chapter describes the numerical method used in this dissertation to solve the two-fluid-Maxwell
system. Recall that for the two-fluid-Maxwell system we use the coupled systems (4.8) for Maxwell’s
equations, (4.9) for each ten-moment fluid, and (4.10) for each five-moment fluid. Since we neglect
all diffusive terms, the composite system we solve fits the hyperbolic conservation form
∂tu+∇ · f = s, (7.1)
where u(t,x) is the state, f(u) is the flux function, and s(u) is an undifferentiated source term. In
two spatial dimensions we can write
∂tu+ ∂xf + ∂yg = s, (7.2)
where f := ex · f and g := ey · f. We solve this system using the explicit discontinuous Galerkin
(DG) method.
7.1 Discontinuous Galerkin method
The discontinuous Galerkin (DG) method was developed into a modern tool for computing solutions
to hyperbolic PDEs in a series of papers by Cockburn and Shu (see [13] and references therein).
We define a Cartesian mesh Sh made up of N mesh cells. Solutions are represented by members
of the broken finite element space
V h =
{
vh ∈ L∞(S) : vh|T ∈ P k, ∀T ∈ Sh
}
,
where h is the grid spacing, T is a mesh cell, and P k is the set of polynomials of degree at
most k. Each cell can be mapped to the canonical mesh cell, [−1, 1] × [−1, 1], via a simple affine
transformation. On the canonical mesh cell we define the following normalized Legendre polynomials
up to degree two:
{φ(`)}6`=1 =
{
1,
√
3 ξ,
√
3 η, 3 ξη,
√
5
2
(
3 ξ2 − 1) , √5
2
(
3 η2 − 1)}. (7.3)
These basis functions are orthonormal with respect to a cell-average inner product:
1
4
∫ 1
−1
∫ 1
−1
φ(m)(ξ, η)φ(n)(ξ, η) dξ dη = δmn. (7.4)
We seek approximate solutions of (7.2) which are a linear combination of basis functions,
qh(ξ, η, t)
∣∣
Tij :=
6∑
k=1
U
(k)
ij (t)φ
(k)(ξ, η). (7.5)
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Multiplying (7.2) by a basis function and integrating by parts yields the following semi-discrete
evolution equations for the Legendre coefficients, U
(`)
ij :
d
dt
U
(`)
ij = N
(`)
ij −
F (`)ij
∆x
− G
(`)
ij
∆y
+ S
(`)
ij , (7.6)
where ∆x and ∆y are the dimensions of the mesh cell and where
N
(`)
ij =
1
4
∫ 1
−1
∫ 1
−1
[
φ(`),x f(q
h) + φ(`),y g(q
h)
]
dξ dη, (7.7)
F (`)ij =
[
1
2
∫ 1
−1
φ(`) f(qh) dη
]ξ=1
ξ=−1
, (7.8)
G(`)ij =
[
1
2
∫ 1
−1
φ(`) g(qh) dξ
]η=1
η=−1
, (7.9)
S
(`)
ij =
1
4
∫ 1
−1
∫ 1
−1
φ(`) ψ(qh) dξ dη. (7.10)
We approximate these averaging integrals with Gaussian quadrature rules. We use a Riemann solver
to determine the flux values used in the edge integrals. In particular, we approximate the integrals
in (7.10) via the standard 2D 9-point rule, the integrals in (7.7) via the standard 2D 4-point rule,
and the integrals in (7.8)–(7.9) with the standard 1D 3-point rule and local Lax-Friedrichs Riemann
solvers.
We handle time-stepping via a third-order TVD Runge-Kutta method [16]. After each time
stage we apply a minmod limiter to the coefficients of the quadratic basis functions and, if limiting
occured, to the coefficients of the mixed and linear terms (a modification of the method in [33]). This
method was implemented in the C++ code DoGPack, which was developed by James Rossmanith
and collaborators at UW-Madison.
7.2 Source term
For the two-fluid-Maxwell system, the source term s in equation (7.1) is extremely stiff. Fortunately
it is also linear. To handle the source term we use Strang splitting and alternately solve the flux
equation (the hyperbolic part)
∂tu+∇ · f = 0 (7.11)
and the source ODE
∂tu = s. (7.12)
This is a linear ODE with constant coefficients (with the caveat below) and can be solved exactly.
The source ODE can be further decomposed into a sum of three commuting operators, for which
splitting incurs no error:
∂tu = selectro-momentum + s(pressure tensor rotation) + s(pressure isotropization). (7.13)
The electro-momentum and pressure tensor rotation terms have imaginary eigenvalues. The pressure
isotropization term has a negative real eigenvalue equal in magnitude to the isotropization rate.
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As a caveat, the isotropization ODE has constant coefficients if the isotropization rate remains
constant as isotropization proceeds, which holds if the isotropization period is defined in terms of
trTs but not if it is defined in terms of detTs (see section 2.7.2).
Splitting off the source ODE and solving it exactly (or via the trapezoid rule) ensures that
the source ODE does not cause violation of positivity, energy conservation, or numerical stability.
This technique of splitting off the two-fluid source term and solving it exactly was used for the
five-moment two-fluid Maxwell system in [34].
7.3 Flux term
The chief challenges in solving the flux term are to ensure numerical stability and to guarantee that
positivity of the solution is maintained.
To ensure numerical stability we take a time step which respects a CFL stability condition
∆t|λ|max,e dAe
|K| ≤
1
2m− 1 ,
for all edges e of the rectangle, where m is the order of the method (which in these simulations was
m = 3); |λ|max,e is the maximum wave speed perpendicular to the edge, dAe is the “area” (length)
of the edge, and |K| is the “volume” (area) of the rectangle.
7.4 Variation limiters
To ensure numerical stability we apply limiters to the solution after each time step which limit
oscillations. Effective limiting requires that we transform into the characteristic variables defined
by the eigenstructure of the flux Jacobian of each separable subsystem. These eigenstructures are
calculated in section C.2.
Note that for a PDE of the form (7.1),
∂tu+∇ · f = s, (7.14)
a flux Jacobian such as ex · ∂f/∂u is independent of the source term s and therefore application of
limiters to equation (C.8) is identical to application of limiters to the conservation law
∂tu+∇ · f = 0; (7.15)
we call this conseration law the hyperbolic part of the system (C.8). For the hyperbolic part the
system is decoupled into three noninteracting subsystems: gas dynamics for the ions, gas dynamics
for the electrons, and Maxwell’s equations. To limit the solution we transform each subsystem
into the characteristic variables defined by the eigenstructure of its flux Jacobian. We compute the
eigenstructure for MHD (which generalizes a five-moment gas), a ten-moment gas, and Maxwell’s
equations in appendix C.
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7.4.1 Limiting of a 1D scalar problem
In accordance with the recipe of Krivodonova [33], the coefficients c`i of the order-` Legendre poly-
nomial basis function in mesh cell i are limited only if limiters are triggered for all higher-order
polynomials; in this case we define the limited coefficient
c¯`i = minmod(c
`
i , D
+`, D−`),
where
minmod(a, b, c) :=
{
sgn(a) min(|a|, |b|, |c|) if sgn(a) = sgn(b) = sgn(c),
0 otherwise
and where D+` is a tunable constant times the forward difference c`−1i+1 − c`−1i and D−` is the same
constant times the backward difference c`−1i − c`−1i−1 ; we say that limiting has been triggered for order
` if c¯`i 6= c`i . The tunable constant determines the aggressiveness of the limiters and is bounded by
the constant that defines a first-order-accurate finite-difference estimate of c`i .
7.4.2 Limiting of a 1D system
To perform limiting on a 1D problem, we try to reduce it to the scalar case. A 1D hyperbolic
problem is of the form
∂tu+ ∂xf(u) = 0.
Applying the chain rule, we have
∂tu+ fu ·ux = 0,
where f
u
:= ∂f/∂u is the flux Jacobian. If u is smooth and oscillations are small, then the
quasilinear ODE (7.4.2) is approximated by the linear ODE
∂tu+ A ·ux = 0,
where in a given cell we take A to be f
u
evaluated at the cell average. By assumption this system
is hyperbolic and therefore we can write the diagonalization
A = R ·Λ ·R−1,
where Λ is diagonal and real. The columns of R are right eigenvectors and the rows of LT := R−1
are left eigenvectors. Multiplying equation (7.4.2) by LT gives
∂tv + Λ · vx = 0,
where the variables v := LT ·u are called characteristic variables; for smooth solution on a
fine mesh this effectively decouples the PDE into scalar advection equations in the characteristic
variables. We can apply 1D limiting in these variables and then transform back.
In detail, suppose the solution representation
U =
∑
`
U `φ(`).
To get characteristic variables multiply by LT :
V = LT ·U =
∑
`
(
LT ·U `)φ(`).
We apply 1D limiters to the components LT ·U `.
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7.4.3 2D limiting for a Cartesian mesh
For a 2D Cartesian mesh we limit polynomial basis functions φ(`) that depend only on x in each
row of cells aligned with the x axis as if the problem were homogeneous perpendicular to the x axis.
We do analogously for y.
For a third-order method one must also limit the coefficients of the mixed polynomial basis
element xy. To limit these coefficients, we first limit in the x direction to obtain x-limited coeffi-
cients, then limit in the y direction to obtain y-limited coefficients, and then define the limited xy
coefficient to be the minmod of the x-limited coefficient and the y-limited coefficient.
7.5 Positivity limiting
To guarantee positivity we use positivity limiters. Positivity limiters modify solutions which violate
positivity by damping deviations from the cell average to ensure that positivity of the cell average
is maintained from one time step to the next. We have applied the method of Zhang and Shu, gen-
eralized to 10-moment gas dynamics [63]. To ensure that the source term does not cause positivity
violations we use time splitting and solve the source term equation exactly.
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Chapter 8
Conclusions and future work
8.1 New results
This dissertation contains the following new results:
1. Simulations of the GEM magnetic reconnection challenge problem with an adiabatic
two-fluid model with pressure tensor evolution and isotropization.
(a) Simulations of a pair plasma version of the GEM problem which dial the isotropization
rate from zero to infinity.
• The rate of reconnection is insensitive to the rate of isotropization and is roughly
60% of the rate of reconnection in published particle simulations.
• For isotropic pressure the ramp-up of out-of-plane velocity at the origin with recon-
necting flux is unphysical and ultimately not sustainable. For feasible convergence
a small but sufficiently large viscosity must be present.
(b) Simulations of the GEM problem with an isotropizing pressure tensor.
• At the time of peak reconnection rate the electron pressure tensor agrees well with
published kinetic simulations and is strongly agyrotropic.
The isotropization rate which yields this agreement is well below the rate for which
the five- and ten-moment models agree, as would be expected in a regime that allows
strong pressure anisotropy. Due to the strong pressure anisotropy at the X-point one
would not expect to get this level of agreement with a viscous five-moment model,
although I have not confirmed this with five-moment viscous simulations.
• For late times and fine mesh resolution singularities develop in the adiabatic five-
and ten-moment models, crashing the simulation code unless positivity limiting is
enforced. This prompts the need for a ten-moment heat flux closure.
2. A proof that steady reconnection must be singular for models which neglect intraspecies
collisional terms when applied to problems that are invariant under 180-degree rotation about
and translation along a symmetry axis.
• The Vlasov model does not admit nonsingular rotationally symmetric steady
reconnection. The implication is that a nonzero collision operator for the kinetic
equation must be specified to define a standard of truth for which converged solutions can
be obtained. To obtained converged solutions it is not enough to say that collisions
(whether particle-particle or wave-particle interactions) are present in a simulation; a
nonzero collision operator must be specified (and known). To get converged
solutions you must know what equations you are solving and they must have a solution.
• This does not imply that it is necessary to have an explicit heat flux. Specifically, viscous
incompressible models typically do not evolve an energy equation and can admit steady
fast reconnection.
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• In general we can say that use of truncation closure (for deviatoric stress or heat flux or
the collision operator) results in a singularity.
3. A closure for tensor heat flux in the presence of a magnetic field.
• The closure is based on a Chapman-Enskog expansion about a Gaussian distribution of
particle velocities and assumes a Gaussian-BGK collision model.
• The trace of this closure gives a closure for vector heat flux which Woods has shown agrees
well with the more sophisticated closures of Braginskii and of Chapman and Cowling [62].
These more sophisticated closures assume Coulomb collision operators and define closure
coefficients in terms of rational functions with higher order polynomials in the ratio $˜
of gyrofrequency to thermal relaxation rate.
• A closure for the heat flux tensor could be derived which is more accurate for Coulomb
collisions. It is doubtful, however, that there is much benefit to be gained. In collisional
regimes one might as well use the five-moment model. In general, extended moment
modeling does not aim for high accuracy but for reasonable accuracy for the weakest
possible collisionality. In the context of fast magnetic reconnection, the diffusion region
is at most weakly collisional. Outside the diffusion region the pressure tensor (and thus
the heat flux) does not make a significant contribution to the electric field in Ohm’s
law. Of course one can alway cook up perfect agreement with kinetic simulations by
using spatially and temporally dependent problem-specific anomalous closures, but the
prospects for a generic closure with substantially improved agreement would seem not
to be promising.
8.2 Questions raised
These results of this work raise the following questions for further investigation:
• Is steady reconnection singular for truncation closure in non-symmetric 2D reconnection con-
figurations?
Symmetry under 180-degree rotation about the X-point is physically unlikely and unstable.
The argument of section 3.4 turns on this symmetry and in particular that the stagnation
point coincides with the X-point. In asymmetric reconnection these two points do not coincide
[48, 47]. In simulations of reconnection, 180-degree rotational symmetry about the X-point is
unstable to spontaneous symmetry-breaking.
• Is steady reconnection singular for truncation closures for 3D reconnection? Is it possible to
make a more general argument for the need for entropy production and diffusive entropy flux?
• What insight can be gained from a ten-moment two-fluid linear tearing analysis for weakly
collisional plasma?
How does the reconnection electric field and resistive, “viscous,” and inertial components
depend on the viscosity and resistivity? Simple isotropization of the pressure tensor implies
gyroviscosity already “built-in”, potentially facilitating and simplifying the linear tearing anal-
ysis developed in [45] and generalized in [28].
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• For the kinetic equation what collision operator should one specify as a standard
of truth for magnetic reconnection problems?
In current practice models used to simulation reconnection often rely on numerical diffusion
and fail to admit converged reconnection. At a practical level people generally get away
with it. The physical collision operator is generally unknown, and so for the purposes of
validation against experiment and observed phenomena it is plausible that one might as well
rely on numerical diffusivity. One can hope to get reliable results only for stastistics which
are insensitive to the choice of collision operator. If a statistic of interest does not change
significantly as the mesh is refined then this is evidence that the statistic is insensitive to the
choice of collision operator and the simulations are reasonably regarded as having physical
validity.
The trouble with relying on numerical diffusivity, however, is that verification of solutions
against equations is impossible because it is unknown what equations one is actually solving.
It becomes impossible to quantify error.
These issues are particularly pertinent when attempting to adjudicate among models when
simulations that use them disagree. The natural recourse is to refer to a modeling hierarchy
and to prefer model A over model B if simulations using B differ from simulations using
A and if B is a simplification of A. This heuristic can be used as a practical standard to
adjudicate among any two models if all models are derived from a common ancestor, taken
to be the standard of truth. Without a standard of truth it can become difficult or impossible
to adjudicate among competing models.
The practical standard of truth in the plasma community has been PIC simulations. The
natural question to ask becomes, “What equation does a given PIC simulation solve?” To
answer this question one must consider convergence in the limit as the mesh is refined. Unless
a nonzero collision operator is explicitly incorporated into the solution, one is presumably
solving the Vlasov equation. The point here is that in simulating a problem one should
be able to state the equations that one is solving and confirm that they actually have a
solution. It is a critical result of this work that the Vlasov equation does not admit nonsingular
steady reconnection for 2D problems rotationally symmetric about the X-point ; a mechanism
for entropy production is necessary. For such problems, unless an explicit nonzero collision
operator is incorporated into a PIC simulation, it evidently fails to satisfy these two criteria.
For such problems, the standard of truth evidently requires specification of a nonzero collision
operator, and there does not seem to be an obvious single standard of truth.
How sensitive are solutions to the choice of collision operator? What happens as one takes
the collision operator to zero? The fact that steady-state solutions are singular in the absence
of collisions indicates that, at least by some measure, the steady-state solution is structurally
unstable in the limit as the collision operator goes to zero. (We say that a problem is struc-
turally unstable when it depends discontinuously on the model parameters.)
Can we define a universal standard of truth using a statistical approach? In particular, can we
show that for steadily driven reconnection a statistical steady state exists when the collision
operator is zero? Can we study statistical steady state solutions to the Vlasov equation by
defining a stochastic collision operator and taking it to zero? Can we define a set of statistics
of interest and show that these statistics are structurally stable? If so, perhaps we can justify
the use of PIC simulations for these problems without an explicit collision operator.
• Can we formulate a fluid analog to the kinetic equation with Gaussian-BGK collision operators
which allows us to study magnetic reconnection with vanishing collisionality?
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This work shows that for converged simulation of steady reconnection it is necessary to have
nonzero heat flux and nonzero deviatoric pressure. Diffusive closures do not provide a way
of exploring the zero-collisionality limit. The kinetic equation with a Gaussian-BGK collision
operator makes it possible to study magnetic reconnection in the zero-collisionality limit, but
only with great computational expense. What we seek in an extended moment fluid model is
not detailed agreement but analogous behavior in comparison to the kinetic equation as the
collision operator is taken to zero. We need a fluid model which evolves a heat flux
tensor as well as a pressure tensor. With such a fluid model we can dial from infinity
to zero the rate at which the heat flux tensor and deviatoric pressure tensor are relaxed to
zero and gain insight into the zero-collisionality limit. A fluid model with heat flux evolution
is, I propound, the Holy Grail of fluid modeling of collisionless magnetic reconnection.
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Appendix A
Modeling
A.1 Maxwellian and Gaussian distributions
In this section entropy decreases, in accordance with the convention of mathematicians; that is, the
definition of entropy is minus the definition of entropy elsewhere in this dissertation.
The Maxwellian and Gaussian distributions are the two working examples of Galilean-invariant
entropy-minimizing closures for the equations of gas dynamics. The Maxwellian distribution is the
assumed distribution of hyperbolic five-moment gas-dynamics (the compressible Euler equations).
The Gaussian distribution is the assumed distribution of hyperbolic ten-moment gas-dynamics.
A Maxwellian distribution is a normal distribution that is isotropic in the reference frame of the
fluid. A Gaussian distribution is a distribution that in the reference frame of the fluid is a product
of normal distributions with possibly different distribution widths in three principle orthogonal
directions.
An entropy-minimizing closure (for a given set of moments) requires that particle distributions
minimize entropy over all distributions which share the same given moments. Only variation in
velocity is considered, not variation in space. This is consonant with the fact that collision operators
ignore variation of particle density in space and only consider variation in velocity space. Thus in
this document we ignore variation in space.
Definitions of conserved moments. Let f(t,v) be the distribution of particle mass over velocity
space.
ρ :=
∫
v
f is mass (density),
M :=
∫
v
fv is momentum (density),
E :=
∫
v
fv2/2 is energy (density),
E :=
∫
v
fvv is energy tensor (density),
Definitions of statistical averages. Let χ(v) be a “generic” moment. Denote and define its statistical
average by
〈χ〉 :=
∫
v
fχ
ρ
.
Primitive variables are naturally defined in terms of statistical averages:
u := 〈v〉 is bulk velocity,
c := v − u is thermal velocity,
Θ := 〈cc〉 is the pseudo-temperature tensor, and
θ := 〈c2/3〉 is pseudo-temperature.
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Relationships among primitive and conserved variables are
ρu = M,
E = (ρu2 + 3ρθ)/2,
E = ρuu + ρΘ,
θ = tr Θ/3,
E = trE/3.
Recall that entropy S is defined by
S :=
∫
v
η, where η := βf ln f + αf,
where β > 0 may be chosen arbitrarily for a single-species gas and where α is a constant that can be
freely chosen; we will choose α = 3(ln(2pi) + 1)/2 to make the formula for the gas-dynamic entropy
simple. Note that
η′ = β ln f + (β + α).
So to minimize the entropy of a single species we may conveniently choose η = f ln f − f , for which
η′ = ln f .
A.1.1 Maxwellian case
In the Maxwellian case we minimize S subject to the constraints that∫
v
f = ρ,
∫
v
vf = M,
∫
v
v2f = 2E .
We use the technique of Lagrange multipliers. Define
g :=
∫
v
η + λ
(
ρ−
∫
v
f
)
+ µ ·
(
M−
∫
v
vf
)
+ ν
(
2E −
∫
v
v2f
)
.
Assume f minimizes entropy. Consider a perturbation f˜ = f + f1. Then
0 = dg|=0 =
∫
v
η′f1 − λ
∫
v
f1 − µ ·
∫
v
vf1 − ν
∫
v
v2f1
=
∫
v
f1
(
ln f − λ˜− µ · v − νv2
)
,
where λ˜ := λ− α − 1. Since the integral must be zero for arbitrary perturbation f1 the multiplier
of f1 in the integrand must be zero. Thus, f must be an exponential of an “isotropic” quadratic
polynomial in v:
f = exp
(
λ˜+ µ · v + νv2
)
. (A.1)
We impose the finiteness requirement that
∫
v
f <∞; that is, ν < 0.
117
It remains to compute the moments of such a polynomial so that we can match them up with
the constrained moments. We will show that
f = fθ :=
ρ
(2piθ)3/2
exp
(−|v − u|2
2θ
)
. (A.2)
It is evident by completing the square that any exponential of a quadratic polynomial in v of the
form (A.1) can be put in this form. The issue is whether we indeed have that ρ =
∫
v
f , ρu :=
∫
v
vf ,
and ρθ :=
∫
v
f |c|2/2. So it remains to confirm these moments by computation.
Shifting into the reference frame of the fluid,
fθ =
ρ
(2piθ)3/2
exp
(−c2
2θ
)
.
It will be enough to show that:∫
c
fθ = ρ,
∫
c
cfθ = 0,
∫
c
c2fθ = 3ρθ.
Recall how to integrate a Gaussian normal distribution:∫ ∞
−∞
e−x
2/2 dx
∫ ∞
−∞
e−y
2/2 dy =
∫ 2pi
0
∫ ∞
0
e−r
2/2r dr dθ = 2pi
[
e−r
2/2
]0
∞
= 2pi,
so ∫ ∞
−∞
e−x
2/2 dx =
√
2pi,
so ∫ ∞
−∞
exp
(−x2
2T
)
dx =
√
2piT .
The first moment is zero by even-odd symmetry:∫ ∞
−∞
x exp
(−x2
2T
)
dx = 0 .
For the temperature we will need second moments. Integrating by parts,∫ ∞
−∞
x2 exp
(−x2
2
)
dx =
∫ ∞
−∞
x
(
x exp
(−x2
2
))
dx =
∫ ∞
−∞
exp
(−x2
2
)
dx =
√
2pi. (A.3)
So ∫ ∞
−∞
x2 exp
(−x2
2T
)
dx = T
√
2piT .
For density we verify that∫
c
exp
(−c2
2θ
)
d3c = (2piθ)3/2.
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For momentum we compute that∫
c
c1 exp
(−c2
2θ
)
d3c = 0
by even/odd symmetry. For temperature we compute that∫
c
c2 exp
(−c2
2θ
)
=
∫
c1
c21 exp
(−c21
2θ
)∫
c2
c22 exp
(−c22
2θ
)∫
c3
c23 exp
(−c23
2θ
)
= 3θ
√
2piθ.
Maxwellian distributions have the property that the heat flux q :=
∫
c
cc2f is zero. Indeed,
q =
∫
c
cc2 exp
(−c2
2θ
)
= 0,
because the integrand is odd.
A.1.2 Gaussian case
In the Gaussian case we minimize S subject to the constraints that∫
v
f = ρ,
∫
v
vf = M,
∫
v
vvf = E.
We use the technique of Lagrange multipliers. Define
g :=
∫
v
η + λ
(
ρ−
∫
v
f
)
+ µ ·
(
M−
∫
v
vf
)
+ ν
(
E−
∫
v
vvf
)
.
Assume f minimizes entropy. Consider a perturbation f˜ = f + f1. Then
0 = dg|=0 =
∫
v
η′f1 − λ
∫
v
f1 − µ ·
∫
v
vf1 − ν :
∫
v
vvf1
=
∫
v
f1
(
ln f − λ˜− µ · v − ν : vv
)
.
Since the integral must be zero for arbitrary perturbation f1 the multiplier of f1 in the integrand
must be zero. Thus, f must be an exponential of a quadratic polynomial in v:
f = exp (λ+ µ · v + ν : vv) . (A.4)
We may require that ν is symmetric. We impose the finiteness requirement that
∫
v
f <∞; that is,
ν < 0, i.e., ν is negative definite.
We will show that
f = fΘ :=
ρ√
det(2piΘ)
exp
(−(v − u) ·Θ−1 · (v − u)/2) .
That is (shifting into the reference frame of the fluid),
fΘ =
ρ√
det(2piΘ)
exp
(−c ·Θ−1 · c/2) , (A.5)
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where recall that c := v − u.
By substituting the expansion (v − u) · Θ−1 · (v − u) = Θ−1 : vv − 2u · Θ−1 · v + u · Θ−1 · u
and matching up with the terms in (A.4), it is evident that we can complete the square to put any
entropy-minimizing closure in this form.
The issue is whether we indeed have that ρ =
∫
v
fΘ, ρu :=
∫
v
vfΘ, and ρΘ :=
∫
v
fΘcc.
It will be enough to show that∫
c
fΘ = ρ,
∫
c
cfΘ = 0,
∫
c
ccfΘ = ρΘ.
Since Θ is positive definite we may choose orthogonal coordinates in which it is diagonal. So without
loss of generality Θ = diag(θ1, θ2, θ3).
For the momentum we compute that∫
c
c exp
(−c ·Θ−1 · c/2) = 0
because the integrand is odd. For the density we compute that∫
c
exp
(−c ·Θ−1 · c/2)
=
∫
c1
exp
(−c21
2θ1
)∫
c2
exp
(−c22
2θ2
)∫
c3
exp
(−c23
2θ3
)
=
√
2piθ1
√
2piθ2
√
2piθ3
=
√
det(2piΘ).
For the temperature we compute that∫
c
c21 exp
(−c ·Θ−1 · c/2)
=
∫
c1
c21 exp
(−c21
2θ1
)∫
c2
exp
(−c22
2θ2
)∫
c3
exp
(−c23
2θ3
)
= θ1
√
2piθ1
√
2piθ2
√
2piθ3
= θ1
√
det(2piΘ)
and that∫
c
c1c2 exp
(−c ·Θ−1 · c/2)
=
∫
c1
c1 exp
(−c21
2θ1
)∫
c2
c2 exp
(−c22
2θ2
)∫
c3
exp
(−c23
2θ3
)
= 0.
Third-order moments
Gaussian distributions have the property that the heat flux tensor q :=
∫
c
cccfΘ is zero (because
for any component at least one of the three independent integrals has an odd integrand).
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Fourth-order moments
Fourth-order moments are needed in computing heat flux closure with a Chapman-Enskog expan-
sion.
This requires computing the fourth moment of a normal distribution. Integrating by parts,∫ ∞
−∞
x4 exp
(−x2
2
)
dx =
∫ ∞
−∞
x3
(
x exp
(−x2
2
))
dx =
∫ ∞
−∞
3x2 exp
(−x2
2
)
dx = 3
√
2pi
by (A.3). Thus,∫ ∞
−∞
x4 exp
(−x2
2T
)
dx = 3T 2
√
2piT .
Representative nonvanishing fourth moments of the Gaussian distribution are∫
c
c41 exp
(−c ·Θ−1 · c/2)
=
∫
c1
c41 exp
(−c21
2θ1
)∫
c2
exp
(−c22
2θ2
)∫
c3
exp
(−c23
2θ3
)
= 3θ21
√
2piθ1
√
2piθ2
√
2piθ3
= 3θ21
√
det(2piΘ)
and ∫
c
c21c
2
2 exp
(−c ·Θ−1 · c/2)
=
∫
c1
c21 exp
(−c21
2θ1
)∫
c2
c22 exp
(−c22
2θ2
)∫
c3
exp
(−c23
2θ3
)
= θ1
√
2piθ1θ2
√
2piθ2
√
2piθ3
= θ1θ2
√
det(2piΘ).
So we have shown that if Θ is diagonalized along the principal axes then (for a Gaussian distribution)
〈c1c1c1c1〉 = 3Θ211 and 〈c1c1c2c2〉 = Θ11Θ22. These two representative moments imply that
〈cccc〉 = Sym3(ΘΘ)
for a Gaussian distribution. That is,∫
c
ccccfΘ = Sym3(PP)/ρ . (A.6)
A.1.3 Expressions for entropy
Now that we have found the distribution that minimizes entropy, what is the entropy?
Recall the Gaussian distribution,
G = ρ√
det(2piΘ)
exp
(−c ·Θ−1 · c
2
)
.
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By definition the entropy of the Gaussian distribution is
S =
∫
c
G lnG + αG.
By definition,∫
c
G = ρ.
Observe that
lnG = ln
(
ρ√
det(2piΘ)
)
+
−c ·Θ−1 · c
2
.
To compute
∫
c
G lnG the main result we need is:∫
c
(
c ·Θ−1 · c)G = 3ρ.
To verify this claim, choose coordinates in which Θ is diagonal. By definition of θi,∫
c
(ci)
2G = θiρ, i.e.,
∫
c
(
ciθ
−1
i ci
)G = ρ.
Summing over all three dimensions yields the claim.
We now compute the entropy:
S =
∫
c
G lnG + αG
= ρ ln
(
ρ√
det(2piΘ)
)
− 3
2
ρ+ αρ.
= −ρ ln
(√
det(Θ)
ρ
)
+ ρ
(
α− 3
2
− 3
2
ln(2pi)
)
.
That is,
S = −ρ ln
(√
det(Θ)
ρ
)
if we choose α = 3 (1 + ln(2pi)) /2.
The five-moment formula is a special case:
S = −ρ ln
(
θ3/2
ρ
)
.
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A.1.4 Number density
Hitherto f has represented mass density. Let f˜ denote particle number density. Then f˜ = f/m,
where m is particle mass. We define n :=
∫
v
f˜ = ρ/m to be the number density. So the expression
(A.2) for the 5-moment distribution becomes
G˜ = n
(2piθ)3/2
exp
(−|v − u|2
2θ
)
and the expression A.5 for the 10-moment distribution becomes
G˜ = n√
det(2piΘ)
exp
(−c ·Θ−1 · c
2
)
. (A.7)
The true temperature T = m〈c2〉/3 is related to the scalar pressure p = ρ〈c2〉/3 and to the
pseudo-temperature θ := 〈c2〉/3 by the relations
nT = p = ρθ, i.e., θ = T/m.
The true temperature tensor T := m〈cc〉 is related to the pressure tensor P = ρ〈cc〉 and to the
pseudo temperature tensor Θ := 〈cc〉 by the relations
nT = P = ρΘ, i.e., Θ = T/m.
Note that
〈χ〉 =
∫
v
fχ
ρ
=
∫
v
f˜χ
n
.
A.1.5 Consistent entropy for interacting species
For a gas with multiple species we should define the entropy of each species consistently so that
the total entropy obeys an entropy inequality when species interact. For such a consistent entropy
we define the true entropy of each species in terms of the number density rather than the mass
density:
S˜ :=
∫
v
η˜, where η˜ := f˜ ln f˜ + α˜f˜ .
In the remainder of this section the casual reader may regard factors involving α or α˜ (cyan text)
as an arbitrary irrelevant constant. Since f˜ = m−1f ,
η˜ = f˜ ln(m−1f) + α˜f˜
= m−1η + (lnm−1 + α˜− α)f˜ .
So
S˜ =
∫
v
η˜ =
∫
v
m−1η + (lnm−1 + α˜− α)f˜
= m−1S + (lnm−1 + α˜− α)n.
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Recall that for f = G,
S = −ρ ln
(√
det(Θ)
ρ
)
+ ρ
(
α− 3
2
− 3
2
ln(2pi)
)
.
So for f˜ = G˜,
S˜ =− n ln
(√
det(Θ)
ρ
)
+ n
(
α− 3
2
− 3
2
ln(2pi)
)
+ n
(
lnm−1 + α˜− α)
=− n ln
(√
det(T)
n
)
+ n
(
α˜ +
3
2
lnm− 3
2
− 3
2
ln(2pi)
)
.
In summary, the ten-moment gas-dynamic entropy, defined to be the entropy that the distri-
bution would have if it were relaxed to minimum entropy subject to the constraint that all moments
of order two or lower are conserved, may be consistently defined to be
SG = −n ln
(√
det(T)
n
)
, (A.8)
where we have chosen α˜ = 3
2
(1 + ln(2pi/m)).
The five-moment gas-dynamic entropy, defined to be the entropy that the distribution
would have if it were relaxed to minimum entropy subject to the constraint that all conserved
moments are conserved, is a special case and may be consistently defined to be
SM = −n ln
(
T 3/2
n
)
. (A.9)
A.2 Collisionless Nondimensionalization
Physical constants that define an ion-electron plasma are:
1. e, the magnitude of the charge of an electron,
2. mi, me, the ion and electron mass, and
3. c, the speed of light.
Three fundamental parameters that characterize the state of a plasma are:
1. n0, a typical particle density,
2. T0, a typical temperature (often per species), and
3. B0, a typical magnetic field strength.
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In quasineutral equilibrium we can take n0 = ni = ne and T0 = Ti = Te. The thermal pressure is
p0 := n0T0 and the magnetic pressure is pB :=
B20
2µ0
.
Subsidiary space, time, and velocity scale parameters derived from the fundamental parameters
are
gyrofrequencies: ωg,s :=
eB0
ms
,
plasma frequencies: ωp,s
2 :=
n0e
2
0ms
,
Alfve´n speeds: v2A,s :=
B20
µ0msn0
=
2pB
ρs
,
thermal velocities: vt,s
2 :=
Ts
ms
=
ps
ρs
, v˜2t,s := 2v
2
t,s,
gyroradii: rg,s :=
vt,s
ωg,s
=
msvt,s
eB0
, r˜g,s :=
v˜t,s
ωg,s
,
Debye length: λD
2 :=
(
vt,s
ωp,s
)2
=
0T0
n0e2
,
inertial lengths: δs
2 :=
(
c
ωp,s
)2
=
(
vA,s
ωg,s
)2
=
ms
µ0nse2
;
the inertial length is also called the skin depth. Nondimensional parameters for the bulk fluid of
a two-species quasi-neutral fluid are
plasma frequency: ωp
2 := ω2pe + ω
2
pi,
Alfve´n speed: vA
2 :=
B20
µ0ρ
=
2pB
ρ
,
thermal velocity: v2t := v
2
t,i + v
2
t,e =
T
µˇ
, v˜2t := 2v
2
t ,
inertial length: δ2 := δ2i + δ
2
e.
Note that [(most?)] often in the literature the thermal velocity is defined as v˜t,s rather than vt,s.
We say that two parameters are equivalent if one is a constant multiple of the other. For example,
the thermal velocities are equivalent to one another and to the sound speed
√
γp0
ρ0
. Important
nondimensional ratios are the plasma beta β := p0
pB
and the ratio of the speed of light to the
Alfve´n speed. Other nondimensional ratios can be defined in terms of these ratios:
plasma β : β :=
p0
pB
=
(
v˜t,s
vA,s
)2
=
(
r˜g,s
δs
)2
,
[unnamed?] :
c
vA,s
=
rg,s
λD
=
ωp,s
ωg,s
.
The subsidiary parameters (except for the temperature-related parameters vt,s and λD) emerge
from a generic nondimensionalization of the particle (or Vlasov or 2-fluid) equations.
Choose values for:
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t0 (time scale) (e.g. ion gyroperiod 1/ωg,i),
x0 (space scale) (e.g. ion skin depth δi),
m0 (mass scale) (e.g. ion mass mi),
e = q0 (charge scale) (e.g. ion charge e),
B0 (magnetic field) (e.g. ωg,imi/e), and
n0 (number density) (e.g. something  1/x30).
This implies typical values for:
v0 = x0/t0 (velocity),
E0 = B0v0 (electric field),
σ0 = en0 (charge density),
J0 = en0v0 (current density), and
S0 = n0 (no. particles per unit number density).
Making the substitutions
t = t˜t0, E = E˜B0v0,
x = x˜x0, σ = σ˜en0,
q = q˜e, J = J˜en0v0,
m = m˜m0, Sp(xp) = S˜p(x˜p)n0,
n = n˜n0, c = c˜v0,
B = B˜B0, v = v˜v0
in the fundamental equations
∂tB = −∇x × E, ∇x ·B = 0,
∂tE = c
2∇x ×B− J/0, ∇x · E = σ/0,
J =
∑
p
Sp(xp)qpvp, σ =
∑
p
Sp(xp)qp,
and
dt(γvp) =
qp
mp
(
E(xp) + vp ×B(xp)
)
, dtxp = vp
gives the almost identical-appearing nondimensionalized system
∂t˜B˜ = −∇x˜ × E˜, ∇x˜ · B˜ = 0,
∂t˜E˜ = c˜
2∇x˜ × B˜− J˜/, ∇x˜ · E˜ = σ˜/,
J˜ =
∑
p
S˜p(x˜p)q˜pv˜p, σ˜ =
∑
p
S˜p(x˜p)q˜p,
and
dt˜(γv˜p) = (t0ωg)
q˜p
m˜p
(
E˜(x˜p) + v˜p × B˜(x˜p)
)
, dt˜x˜p = v˜p;
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here (t0ωg) = t0
q0B0
m0
is the gyrofrequency nondimensionalized by a choice of t0 (which can be chosen
to be the gyroperiod in order to set this factor to unity) and
1

=
x0n0e
v0B00
= t0
eB0
m0
µ0m0n0
B20
c2 = (t0ωg)
(
c
vA
)2
.
Note that we can also write (t0ωg) =
x0
rg
.
It is desirable to make the nondimensionalized system look exactly like the original system; in this
way we can take any formula derived from the original system and interpret it as a nondimensional
formula. If the gyrofrequency is not chosen to be the gyroperiod one can still accomplish this by
absorbing the factor (t0ωg) into the electromagnetic field and the definition of 
−1.
A.3 Knudsen Number
A.4 Prandtl Number
The Prandtl number Pr of a gas (unmagnetized) is the rate of momentum diffusion divided by
the rate of temperature diffusion for small perturbations from a global equilibrium. To obtain an
expression for the Prandtl number we need evolution equations for the momentum and temperature.
Since perturbations from equilibrium are small, we can make simplifying approximating assump-
tions. In particular, the pressure is assumed constant and for the momentum equation the flow is
assumed approximately incompressible. Near a Maxwellian linearized entropy-respecting closures
are justified.
A.4.1 Rate of momentum diffusion
To calculate the rate of momentum diffusion we use the Stokes closure, derived in section 2.5.1, for
the momentum evolution equation (2.8), which we here write in the form
ρdtu +∇p = ∇ ·σ◦; (A.10)
here σ = −P is the stress tensor and σ◦ = −P◦ = −(P− p1) is its deviatoric part, also called the
viscous stress tensor. The Stokes closure (2.29) says that
σ◦ = 2µe◦,
where µ is the viscosity coefficient and e = Sym(∇u) is the strain rate tensor and e◦ = Sym(∇u−
∇ ·u1 /3) is its deviatoric part. Assuming constant pressure (∇p = 0) and incompressible flow
(∇ ·u = 0), the momentum equation simplifies to
dtu = ν∇2u, (A.11)
where ν := µ
ρ
, the kinematic viscosity, is the rate of momentum diffusion.
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A.4.2 Rate of temperature diffusion
To calculate the rate of temperature diffusion we derive a temperature evolution equation. Rather
than begin with the temperature evolution equation (2.17), which assumes that molecules have no
internal energy modes, only translational modes, we begin with scalar energy balance (2.11) in the
form
ρdt(eint + |u|2/2) +∇ · (up) +∇ ·q = ∇ · (u · σ◦), (A.12)
where eint is the internal (nontranslational) energy per mass. Dotting u with the momentum
evolution equation (A.10) gives the kinetic energy evolution equation
ρdt|u|2/2 + u · ∇p+∇ ·q = σ◦ : ∇u;
subtracting this from energy evolution (A.13) gives thermal energy evolution
ρdteint + p∇ ·u +∇ ·q = σ◦ : ∇u. (A.13)
Assume the classical thermodynamic relations for an ideal gas,
p = ρRT, and eint = cvT,
where R is the gas constant (equal to 1/m for a gas with a single species of particle with particle
mass m) and cv is the heat capacity at constant volume. Assume the linear heat flux closure
q = −k∇T, in accordance with equation (2.24). Assume that k is constant. (In fact k is a function
of temperature, which is approximately constant.) Neglect viscous heat production σ◦ : ∇u. Assume
that the pressure p is constant. (So we do not assume that ∇ ·u = 0.) Then p = ρRT says that ρT
is constant, so p∇ ·u = −pdt ln ρ = pdt lnT = ρRdtT , so thermal energy evolution (A.13) reduces
to
ρcvdtT + ρRdtT = k∇2T,
that is,
dtT = κ∇2T, (A.14)
where κ := k
ρcp
, the thermal conductivity, is the rate of temperature diffusion and cp := cv + R is
the heat capacity at constant pressure.
A.4.3 Formula for the Prandtl number
Putting the results of equations (A.11) and (A.14) together, the Prandtl number is
Pr =
ν
κ
=
cpµ
k
=
γ
γ − 1
Rµ
k
,
where γ := cp/cv is the adiabatic index; that is,
Pr =
γ
γ − 1
µ
mk
for an ideal gas. For a monatomic gas, γ − 1 = R/cv = 2/3, γ = 5/3, and
Pr =
5
2
µ
mk
, (A.15)
which is the formula assumed in this dissertation.
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A.5 Explicit closures
In this section we work out explicit five-moment closures for the heat flux and viscosity and an
explicit ten-moment closure for the heat flux tensor beginning with the implicit closures obtained
in section 2.6.
A.5.1 Splice tensor operators
To solve these equations, it will be convenient to define splice tensor operations which operate
on tensors with an even number of indices. To define these operators, for a given tensor we partition
the indices into the initial half and the final half and pair corresponding indices in the initial and
final half, like this:
Ai1i2···im|j1j2···jm ;
as here, for clarity we sometimes insert the symbol | to separate the initial and final half of the
indices of a tensor. Splice operators do exactly the same thing to the initial indices and final indices
and can be thought of as operating on pairs of indices. An identity in terms of splice operators
becomes an identity in terms of standard tensor operators if you replace splice operators with their
corresponding standard tensor operators and delete the initial half (or the final half) of the indices
of each tensor. For a given ordinary tensor operator (e.g. ⊗) we denote its splice operator equivalent
with a superior tilde symbol (e.g. ⊗˜). Examples of splice products for simple cases are
(A⊗˜B)ijkl = AikBjl and (K⊗˜L)ij1j2kl1l2 = KikLj1j2l1l2 .
So in general the splice tensor product ⊗˜ is defined by
(K⊗˜L)i1···imj1···jn|k1···kml1···ln = Ki1···im|k1···kmLj1···jn|l1···ln .
Recall that we define the symmetric tensor product by A YB := Sym(A⊗B), where Sym averages
over all permutations of its argument tensor. Similarly, we define a splice symmetric tensor
product Y˜ by
AY˜B = S˜ym(A⊗˜B),
where S˜ym averages over all permutations which permute the initial half of the indices and the final
half of the indices in exactly the same manner.
In this section all tensors will be of even order and will be built from splice symmetric products of
second-order tensors exactly as one can build standard symmetric tensors from symmetric products
of vectors. Elsewhere in this dissertation the default product of tensors is the simple tensor product
⊗, but in this section we will take the default tensor product to be the splice symmetric
product Y˜, and when we wish to denote the splice symmetric product explictly we will write it
simply as ø rather than Y˜. Let A, B, and C be second-order tensors.
Examples of splice symmetric products are 2AB = A⊗˜B +B⊗˜A and
3!ABC =A⊗˜B⊗˜C + A⊗˜C⊗˜B +B⊗˜A⊗˜C +B⊗˜C⊗˜A+ C⊗˜A⊗˜B + C⊗˜B⊗˜A.
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A.5.2 Gyrotropic tensors
For ease on the eyes, in this section we use δ := 1 for the identity matrix. (Its components are
given by the Kronecker delta.) We will build gyrotropic basis tensors by splice symmetric products
of the following fundamental gyrotropic tensors:
∧ := δ∧ := b× δ = δ × b, := δ‖ := bb,
⊥ := δ⊥ := δ − δ‖.
I remark that this does not generate a basis that spans all gyrotropic tensors — for that we would
need to take ordinary tensor products and splice products — but we will see that it does generate
exactly the basis needed to solve our implicit closures for the unknown.
Under the operation of matrix multiplication the fundamental gyrotropic tensors plus the zero
tensor plus δ are a commutative subring with unity with the following multiplication table:
· ∧ ⊥ 
∧ −⊥ ∧ 0
⊥ ∧ ⊥ 0 0 0  (A.16)
In particular, we will use the following mappings:
M ∧ ·M δ ·M
∧ −⊥ ∧
⊥ ∧ ⊥ 0  (A.17)
A.5.3 Gyrotropic linear operators on symmetric matrices
Splice symmetric products allow us to express gyrotropic linear operators on symmetric matrices.
Recall that matrices are a group under the multiplication · . Fourth-order tensors are a group
under the multiplication : and sixth-order tensors are a group under the multiplication ···.
Just as δ is the identity matrix, the tensor δδ = δ⊗˜δ acts as the identity tensor on second-order
tensors and δδδ = δ⊗˜δ⊗˜δ acts as the identity tensor on third-order tensors:
δδ :A = A, and δδδ ··· A = A,
Recall that any linear transformation on vectors (first-order tensors) has a matrix (second-
order tensor) M which represents it by V 7→ M ·V and a unique inverse matrix M−1 satisfying
M−1 ·M = δ = M ·M−1. Likewise, any linear transformation on second-order tensors has a
“second-order matrix” (fourth-order tensor) M[2] which represents it by V[2] 7→ M[2] :V[2] and a
unique inverse M−1[2] satisfying M
−1
[2] :M[2] = δδ = M[2] :M
−1
[2] , and any linear transformation on
third-order tensors has a “third-order matrix” (sixth-order tensor) M[3] which represents it by
V[3] 7→M[3] ··· V[3]. and a unique inverse M−1[3] satisfying M−1[3] ···M[3] = δδδ = M[3] ···M−1[3] .
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A.5.4 Implicit closures in splice product form
The implicit closures obtained in section 2.6 assuming a Gassian-BGK collision operator and using
a Chapman-Enskog expansion were equation (2.71)
q + $˜b× q = −k∇T (A.18)
for the heat flux, equation (2.65)
P◦ + Sym2($b× P◦) = −µ2e◦ (A.19)
for the deviatoric stress, and equation (2.69)
q+ Sym3($˜b× q) = −2
5
k Sym3 (pi ·∇T) (A.20)
for the heat flux tensor.
Since we will solve each of these equations individually, we will neglect the distinction between
$˜ and $ that arises when Pr 6= 1 and will simply write $ for both.
Using that Sym2(b× P◦) = Sym2(∧ ·P◦) = Sym2(∧ ·P◦ · δ) = Sym2(∧⊗˜δ :P◦) = 2∧δ :P◦ and
that Sym3(b×q) = Sym3(∧ ·q) = Sym3(∧δδ ··· q) = 3∧δδ ··· q, we can rewrite the implicit closure
equations in the form
(δ +$∧) ·q = −k∇T, (A.21)
(δδ +$2∧δ) :P◦ = −µ2e◦, (A.22)
(δδδ +$3∧δδ) ··· q = −
2
5
k Sym3 (pi ·∇T) . (A.23)
To solve these equations we need to invert the matrices in parentheses.
A.5.5 Heat flux
We need to solve equation (A.21) for q. Let M1 denote the inverse of the matrix A1 := δ +$∧. It
must be gyrotropic. The tensors , ⊥, and ∧ comprise a basis for the space of gyrotropic tensors.
So we can expand M1 as
M1 = mn+m0⊥+m1∧.
Substituting this into the required relation A1 ·M1 = δ yields
mn+m0⊥+m1∧+$(m0∧−m1⊥) = +⊥,
where we have used that δ =  +⊥ and that ∧ ·⊥ = ∧ and ∧ ·∧ = −⊥. Matching coefficients
reveals that mn = 1 and gives a linear system
⊥ :
∧ :
([
1 0
0 1
]
+$
[
0 −1
1 0
])[
m0
m1
]
=
[
1
0
]
=⇒
[
m0
m1
]
=
1
1 +$2
[
1
−$
]
. (A.24)
That is,
M1 = k˜ := + 1
1 +$2
(
⊥−$∧
)
. (A.25)
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Observe that when $ = 0 then M1 is the identity matrix, and in the limit of large magnetic field,
M1 ≈ −$−1∧,
which effectively shuts down heat flux perpendicular to the magnetic field. So the heat flux closure
is
q = −k
(+ 1
1 +$2
(
⊥−$∧
))
· ∇T, (A.26)
that is,
q = −k
(
bb +
1
1 +$2
(
(1−bb)−$b× 1
))
· ∇T. (A.27)
This is the closure given by Woods in equations (5.107)–(5.109) in [62]. He identifies this result as
that of Chapman and Cowling’s kinetic theory. His figure 5.6 plots m0/mn versus $ and shows
that it agrees well those of Braginskii’s closure given on pages 249–51 of [10].
A.5.6 Deviatoric pressure tensor
Let M[2] denote the inverse of the matrix A[2] := δδ + $2∧δ. We will seek M[2] as a linear
combination of basis tensors {Mi}, M[2] =
∑
imiMi, where span{Mi} is closed under the map
M 7→ A[2] :M , that is, which is closed under the map L : M 7→ 2∧δ :M . We need that (δδ +
$L) :M[2] = δδ, so it is evident that δδ should be in span{Mi}, so we simply compute what
repeated applications of L can generate starting with δδ. First, observe that L satisfies
2∧δ :XY = ∧ ·XY +∧ ·Y X.
Using that ∧ ·∧ = −⊥ and ∧ ·⊥ = ∧, we generate a basis. Under the mapping M 7→ 2∧δ :M ,
the calculations
M ′0 : M ′00 := δδ 7→ 2∧δ
M ′1 : M ′10 := ⊥δ 7→ ∧⊥+∧δ
M ′11 := ∧δ 7→ ∧∧−⊥δ
and
M2 : M20 := ⊥⊥ 7→ 2∧⊥
M21 := ∧⊥ 7→ ∧∧−⊥⊥
M22 := ∧∧ 7→ −2∧⊥
exhibit such a basis. The span of the M2 subsystem is closed under the map M 7→ A[2] ··· M , but
the span of the M1 subsystem is not. This is easily remedied. Subtract the map of ⊥⊥ from the
map of ⊥δ and subtract the map of ∧δ from the map of ∧⊥ to get the closed system
M1 : M10 := ⊥ 7→ ∧
M11 := ∧ 7→ −⊥
Similarly, beginning with the map of δδ we first subtract the map of ⊥δ to get a map of δ and
then subtract the maps of ⊥ to get the map
M0 : M00 :=  7→ 0.
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The basis elements M ij generate the same space as the basis elements M
′i
j and comprise a decoupled
set of cycles.
On the M1 subsystem L is an invertible map, but on M2 we can separate out a one-dimensional
null-space. Basis vectors for a decoupled system are
L2 : 2σd := ⊥⊥−∧∧ 7→ 4∧⊥
M21 := ∧⊥ 7→ ∧∧−⊥⊥ = −2σd
N2 : 2σs := ⊥⊥+∧∧ 7→ 0
We now decompose δδ into a sum of the decoupled basis vectors: δδ = ( + ⊥)( + ⊥) =+⊥⊥+ 2⊥ = (+ ⊥⊥+
2
)
+ ⊥⊥−
2
+ 2⊥, that is,
δδ = σk + 2⊥+ σd,
where σk :=
(+ ⊥⊥+
2
)
; note that there is one element from the null space and one element
from each invertible subsystem. The matrix M is a linear combination of the basis we have defined:
M = skσk + 2(m
1
0⊥+m11∧) + (sdσd +m21∧⊥),
where we use parentheses for components that correspond to decoupled subsystems. To find the five
unknown viscosity coefficients we substitute this into the required identity (δδ + $∧δ) :M = δδ,
that is,
skσk + 2(m
1
0⊥+m11∧) + (sdσd +m21∧⊥)
+$
[
2(m10∧−m11⊥) + (2sd∧⊥− 2m21σd)]
=σk + 2⊥+ σd.
Matching up coefficients gives sk = 1 and two linear systems,
⊥ :
∧ :
([
1 0
0 1
]
+$
[
0 −1
1 0
])[
m10
m11
]
=
[
1
0
]
=⇒
[
m10
m11
]
=
1
1 +$2
[
1
−$
]
(A.28)
and
σd :
∧⊥ :
([
1 0
0 1
]
+$
[
0 −2
2 0
])[
sd
m21
]
=
[
1
0
]
=⇒
[
sd
m21
]
=
1
1 + 4$2
[
1
−2$
]
. (A.29)
Putting it all together,
M = σk +
2
1 +$2
(⊥−$∧) + 1
1 + 4$2
(σd − 2$∧⊥).
Recalling the definitions σk = + ⊥⊥+∧∧2 and σd = ⊥⊥−∧∧2 ,
M = µ˜ :=
(+ ⊥⊥+∧∧
2
)
+
2
1 +$2
(⊥−$∧) + 1
1 + 4$2
(⊥⊥−∧∧
2
− 2$∧⊥
)
.
(A.30)
As a check, observe that when $ is zero M is the identity δδ. In the limit of strong magnetic field,
M u
(+ ⊥⊥+∧∧
2
)
− 2$−1∧δ +O($−2).
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Using the general properties that
XY : 2e◦ = Sym2(X · e◦ ·Y T ) and ∧T = −∧,
the closure for the deviatoric stress, P◦ = −µ2M : e◦, is thus
P◦ = −µ Sym2
(
δ‖ · e◦ · δ‖ + δ⊥ · e
◦ · δ⊥ − δ∧ · e◦ · δ∧
2
+
2
1 +$2
(
δ⊥ · e◦ · δ‖ +$δ‖ · e◦ · δ∧
)
+
1
1 + 4$2
(
δ⊥ · e◦ · δ⊥ + δ∧ · e◦ · δ∧
2
+ 2$δ‖ · e◦ · δ∧
))
(A.31)
where we have reverted to the notation ∧ = δ∧ = b×δ, ⊥ = δ⊥ = 1−bb, and  = δ‖ = bb. The
result agrees with equations (5.125)–(5.128) in [62] if one corrects the typo in his equation (5.127)
by replacing his definition W2 := (1‖ 1‖+1∧ 1∧)/2 (which would result in an M (his W) which
fails to be the identity operator for $ = 0) with the correct definition W2 := (1⊥ 1⊥+1∧ 1∧)/2.
A.5.7 Heat flux tensor
Let M[3] denote the inverse of the matrix A[3] := δδδ + $3∧δδ. We will seek M[3] as a linear
combination of basis tensors {Mi}, M[3] =
∑
imiMi, where span{Mi} is closed under the map
M 7→ A[3] ··· M , that is, which is closed under the map L : M 7→ 3∧δδ ··· M . We need that
(δδδ + $L) ··· M[3] = δδδ, so it is evident that δδδ should be in span{Mi}, so we simply compute
what repeated applications of L can generate starting with δδδ. First, observe that L satisfies
3∧δδ ··· XY Z = ∧ ·XY Z +∧ ·Y XZ +∧ ·ZXY.
Using that ∧ ·∧ = −⊥ and ∧ ·⊥ = ∧, we generate a basis. Under the mapping M 7→ 3∧δδ ···M ,
the calculations
M0 : M ′00 := δδδ 7→ 3∧δδ
M1 : M ′10 := ⊥δδ 7→ 2∧⊥δ +∧δδ
M ′11 := ∧δδ 7→ 2∧∧δ −⊥δδ
M2 : M ′20 := ⊥⊥δ 7→ ∧⊥⊥ +2∧⊥δ
M ′21 := ∧⊥δ 7→ ∧∧⊥ +∧∧δ −⊥⊥δ
M ′22 := ∧∧δ 7→ ∧∧∧ −2∧⊥δ
and
M3 : M30 := ⊥⊥⊥ 7→ 3∧⊥⊥
M31 := ∧⊥⊥ 7→ 2∧∧⊥ −⊥⊥⊥
M32 := ∧∧⊥ 7→ ∧∧∧ −2∧⊥⊥
M33 := ∧∧∧ 7→ −3∧∧⊥
(A.32)
exhibit such a basis. The span of the M3 subsystem is closed under the map M 7→ A[3] ··· M , but
the span of the other Mk systems is not. This is easily remedied. For each mapping in an Mk
subsystem subtract the corresponding mapping in the Mk+1 system and repeat until all δ’s have
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been turned into ’s. This gives a new set of basis elements which satisfy a simpler, decoupled set
of mappings and which still span the same set:
M0 : M00 :=  7→ 0
M1 : M10 := ⊥ 7→ ∧
M11 := ∧ 7→ −⊥
M2 : M20 := ⊥⊥ 7→ 2∧⊥
M21 := ∧⊥ 7→ ∧∧ −⊥⊥
M22 := ∧∧ 7→ −2∧⊥
Ignoring the final  in all these maps, this is identical to the decoupled system with the same
variable names Mkj that we obtained in section A.5.6 when closing the deviatoric pressure. We
therefore separate out the null space for this system in the same way, and we replace the system
M2 with
L2 : 2σd := (⊥⊥−∧∧) 7→ 4∧⊥
M21 := ∧⊥ 7→ (∧∧−⊥⊥) = −2σd
N2 : 2σs := (⊥⊥+∧∧) 7→ 0
Again, the null space for the subsystems Mk where k is odd is trivial.
We now decompose δδδ = δ3 into a sum of decoupled basis vectors:
δ3 = (⊥+ )3
= ⊥⊥⊥+ 3⊥+ 3⊥⊥+ 
= ⊥⊥⊥+ 3⊥+ 3σd+ (3σs+ ) .
The matrix M is a linear combination of the basis that we have defined:
M =mn(3σs+ ) + 2(m10⊥+m11∧) + (sdσd+m21∧⊥)
+ (m30⊥⊥⊥+m31∧⊥⊥+m32∧∧⊥+m33∧∧∧),
(A.33)
where we use parentheses for components that correspond to decoupled subsystems. To find the
nine heat flux coefficients we substitute this into the required identity (δδδ + $∧δδ) ··· M = δδδ,
that is,
mn(3σs+ )
+2(m10⊥+m11∧) +$2(m10∧−m11⊥)
+(sdσd+m21∧⊥) +$(2sd∧⊥− 2m21σd)
+(m30⊥⊥⊥+m31∧⊥⊥+m32∧∧⊥+m33∧∧∧)
+$(−3m30∧⊥⊥+m31(2∧∧⊥−⊥⊥⊥) +m32(∧∧∧− 2∧⊥⊥)− 3m33∧∧⊥)
= (3σs+ ) + 3⊥+ 3σd+⊥⊥⊥.
Matching up coefficients gives the expected equation mn = 1, two linear systems almost identical
to those in section A.5.6, and one new system corresponding to the M3 system (A.32). For the first
two systems, we have one nearly identical to system (A.28),
⊥ :
∧ :
([
1 0
0 1
]
+$
[
0 −1
1 0
])[
m10
m11
]
=
[
3/2
0
]
=⇒
[
m10
m11
]
=
3/2
1 +$2
[
1
−$
]
,
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the only real modification being the replacement 2→ 3/2 due to the appearance of 3⊥ in place
of 2⊥ on the right hand side, and one system nearly identical to system (A.29),
σd :
∧⊥ :
([
1 0
0 1
]
+$
[
0 −2
2 0
])[
sd
m21
]
=
[
3
0
]
=⇒
[
sd
m21
]
=
3
1 + 4$2
[
1
−2$
]
,
the only real modification being the replacement 1 → 3 due to the appearance of 3σd in place of
σd on the right hand side. For the new system corresponding to the M
3 system (A.32), we have
⊥⊥⊥ :
∧⊥⊥ :
∧∧⊥ :
∧∧∧ :


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
+$

0 −1 0 0
3 0 −2 0
0 2 0 −3
0 0 1 0



m30
m31
m32
m33
 =

1
0
0
0
 .
That is, we need to solve the linear system
1 −$ 0 0
3$ 1 −2$ 0
0 2$ 1 −3$
0 0 $ 1


m30
m31
m32
m33
 =

1
0
0
0
 .
We solve by row reduction and back substitution. Subtracting 3$ times row 1 from row 2 gives
1 −$ 0 0
0 1 + 3$2 −2$ 0
0 2$ 1 −3$
0 0 $ 1


m30
m31
m32
m33
 =

1
−3$
0
0
 .
Subtracting 2$ times row 2 from 1 + 3$2 times row 3 gives
1 −$ 0 0
0 1 + 3$2 −2$ 0
0 0 1 + 7$2 −3$(1 + 3$2)
0 0 $ 1


m30
m31
m32
m33
 =

1
−3$
6$2
0
 .
Subtracting $ times row 3 from 1 + 7$2 times row 4 gives
1 −$ 0 0
0 1 + 3$2 −2$ 0
0 0 1 + 7$2 −3$(1 + 3$2)
0 0 0 1 + 10$2 + 9$4


m30
m31
m32
m33
 =

1
−3$
6$2
−6$3
 .
Back substituting yields
k3 := m
3
3 =
−6$3
1 + 10$2 + 9$4
= −(2/3)$−1 +O($−3),
k2 := m
3
2 =
6$2 + 3$(1 + 3$2)m33
1 + 7$2
= O($−2),
k1 := m
3
1 =
−3$ + 2$m32
1 + 3$2
= −$−1 +O($−3),
k0 := m
3
0 = 1 +$m
3
1 = O($−2).
(A.34)
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In summary, the heat flux is given by
q = −2
5
K ··· Sym3 (pi ·∇T) , (A.35)
where the heat conductivity tensor is given by K = kK˜, where K˜ := M is the shape of the heat
conductivity tensor. The heat conductivity is thus a sixth order gyrotropic tensor and is given by
equation (A.33),
K˜ =(3σs+ ) + 3
1 +$2
(⊥−$∧) + 3
1 + 4$2
(σd− 2$∧⊥)
+ (k0⊥⊥⊥+ k1∧⊥⊥+ k2∧∧⊥+ k3∧∧∧),
(A.36)
that is, recalling that σs :=
⊥⊥+∧∧
2
and σd :=
⊥⊥−∧∧
2
, and using powers to denote splice symmetric
product powers,
K˜ =
(3 + 3
2
(⊥2 +∧2))
+
3
1 +$2
(⊥2 −$∧2)+ 3
1 + 4$2
(⊥2 −∧2
2
− 2$∧⊥)
+ (k0⊥3 + k1∧⊥2 + k2∧2⊥+ k3∧3),
(A.37)
where the coefficients ki are given in (A.34). Note that when $ is zero K˜ is the identity δδδ. In
the limit of strong magnetic field,
K˜ =
(3 + 3
2
(⊥2 +∧2))−$−1(3∧2 + 6∧⊥+∧⊥2 + 2
3
∧3
)
+O($−2).
For computational efficiency, one can make use of the identity
XY Z ··· S = Sym
(
(X⊗˜Y ⊗˜Z) ··· S
)
,
which holds for any symmetric tensor S. So we can write the heat flux closure as
q = −2
5
k Sym
(
K˜ ′ ··· Sym3 (pi ·∇T)
)
, (A.38)
where the formula for K˜ ′ is the same as for K˜ except that because we symmetrize at the end we
can now take the default product of tensors to be simple splice products (in order to avoid averaging
over 3! = 6 splice products for each triple product).
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Appendix B
Reconnection
B.1 Inflow ODE for the ten-moment equations.
Jerry Brackbill has studied two-dimensional antiparallel reconnection using the 10-moment two-
fluid equations, assuming symmetry across the inflow axis. With mild approximating assumptions
for steady state he reduces the adiabatic (q = 0) equations on the y-axis to an ODE [9].
Recall that symmetry in the x-axis says that all tensor components are even or odd in x based
on whether x appears as a subscript an even or odd number of times. (For a pseudo-tensor such as
the magnetic field B components are even iff the number of x subscripts is odd; for a proper tensor
components are even iff the number of x subscripts is even.)
• Even: uz, uy, Pxx, Pyy, Pzz, Pyz, Bx, Ey, Ez,
• Odd: ux, Pxy, Pxz, Bz, By, Ex,
Odd functions (including x-derivatives of even functions but not x-derivatives of odd functions)
vanish on the x = 0 axis.
All quantities are independent of z, so ∂z = 0. So on the x = 0 axis the convective derivative is
simply dt := ∂t + uy∂y. By using convective derivative we avoid x-derivatives. Therefore we work
with the temperature evolution equation (2.14)
ndtT+ Sym2(P ·∇u) +∇ ·q = (q/m) Sym2(P×B) + R,
where we assume a default species index.
B.1.1 Component evolution
For arbitrary indices a and b we have
2 Sym(P · ∇u)ab = Pax∂xub + Pbx∂xua
+Pay∂yub + Pby∂yua.
In particular, on the x = 0 axis we have
2 Sym(P · ∇u)yz = Pyz∂yuy + Pyy∂yuz,
2 Sym(P · ∇u)xx = 2Pxx∂xux,
2 Sym(P · ∇u)yy = 2Pyy∂yuy,
2 Sym(P · ∇u)zz = 2Pyz∂yuz.
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On the x axis Bz = 0 = By. So for arbitrary indices, on the x axis we have
2 Sym(P×B)ab = Bx (Pajxbj + Pbjxaj) .
In particular,
2 Sym(P×B)yz = Bx(−Pzz + Pyy),
2 Sym(P×B)xx = 0,
2 Sym(P×B)yy = −2BxPyz,
2 Sym(P×B)zz = 2BxPyz.
Along the y axis the isotropization components are
Ryz = −Pyz/τ,
Rxx = (p− Pxx)/τ,
Ryy = (p− Pyy)/τ,
Rzz = (p− Pzz)/τ.
The foregoing component identities continue to hold if we replace the pressure tensor with the
temperature tensor. Ignoring heat flux, and assuming ∂z = 0, the components of the temperature
tensor evolution equation on the inflow axis are thus
dtTyz + Tyz∂yuy + Tyy∂yuz =
q
m
Bx(−Tzz + Tyy)− Tyz/τ,
dtTxx + 2Txx∂xux = (T − Txx)/τ,
dtTyy + 2Tyy∂yuy = −2 q
m
BxTyz + (T − Tyy)/τ,
dtTzz + 2Tyz∂yuz = 2
q
m
BxTyz + (T − Tzz)/τ.
(B.1)
Along the inflow axis, by symmetry dt = ∂t + uy∂y. In steady state this becomes dt = uy∂y.
B.2 Adiabatic ten-moment stagnation point flow.
B.2.1 Abstract framework for linearization about the X-point
What can smooth, steady reconnection look like near the X-point? Linearize about the X-point.
Then spatial derivatives of B and u become constants, so equation (B.1) is a linear ODE in y of
the form
yU′ = A ·U + yB ·U,
where A and B are matrices of constant coefficients (and where B involves magnetic field compo-
nents), prime denotes differentiation with respect to y, and U(y) is a vector containing the four
non-vanishing components of T.
Near the X-point the magnetic field vanishes and we get
yU′ ≈ A ·U (B.2)
139
We will see that we can take U = (Txx,Tzz,Tyy)T. To solve such an ODE you can use the
eigenstructure of A. Suppose that it has a full eigenvector decomposition. Then A = R · Λ · R−1,
so we have
y(R−1 ·U)′ = Λ · (R−1 ·U).
Let W := R−1 ·U. Then this system decouples into scalar equations of the form
yW ′ = λW.
Separating and integrating gives
W = Cyλ. (B.3)
So existence of a smooth, strictly positive steady-state T requires that λ = 0 is an eigenvalue
(else any steady solution must be zero or singular at the origin) for an eigenvector with positive
components. I remark that existence of a positive definite solution (whether singular or not) requires
existence of an eigenvector representing a positive-definite solution.
To confirm physically that the neglect of the magnetic field in (B.2) is justifiable, note that the
magnetic field simply rotates the temperature tensor at a rate proportional to the strength of the
magnetic field. Since uy and Bx are both proportional to distance from y = 0,
dθ
dy
= dθ
dt
dt
dy
= y∂yBx
y∂yuy
=
∂yBx
∂yuy
, so the angle of rotation is proportional to the distance moved along the y axis and rotation
can be neglected as y approaches 0.
B.2.2 Stagnation point flow for an adiabatic isotropizing ten-moment
gas
We now use the framework outlined in section B.2.1 to argue that smooth steady-state stagnation
point flow is singular in an anisotropic ten-moment model without heat flux.
Ignoring both magnetic field as well heat flux, the terms involving Bx drop out of (B.1). At the
X-point the vorticity ∂yuz is zero, so in the linear analysis these terms also drop out. At the X-point
steady flow must be incompressible, ∇ ·u = −dt ln ρ = 0, so ∂xux = −∂yuy. In the linearization
we replace ∂yuy with its value at the X-point. Define uy,y := ∂yuy|y=0. So near the X-point the
components of the temperature tensor evolve according to
dtTyz + Tyzuy,y = −Tyz/τ,
dtTxx − 2Txxuy,y = (T − Txx)/τ,
dtTyy + 2Tyyuy,y = (T − Tyy)/τ,
dtTzz = (T − Tzz)/τ,
(B.4)
where recall that T = (Txx + Tzz + Tyy)/3. Steady-state-flow implies that dt = u · ∇ = uy∂y. So,
in the linearization, dt = yuy,y∂y. Note that Tyz decouples from the other components and is zero
if initially zero. Dividing by uy,y and expressing (B.4) in matrix form,
y∂y
TxxTyy
Tzz

︸ ︷︷ ︸
U
=
1
3τ¯
−2 + 6τ¯ 1 11 −2− 6τ¯ 1
1 1 −2

︸ ︷︷ ︸
Call A˜
TxxTyy
Tzz
 ,
where τ¯ := τuy,y. (So τ¯ < 0 if there is inflow along y and τ¯ > 0 if there is outflow along y.) We
have now matched up with the framework of (B.2). Note that the matrix A˜ is symmetric, so it
must have real eigenvalues and a full set of orthogonal eigenvectors.
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Summary of eigenvalue/eigenvector results.
In the inflow case (τ¯ < 0) there is one negative eigenvalue λ(1) and all components of its eigenvector
can be positive. The solution for this component blows up as y goes to zero. The other two eigen-
values are positive (representing decay as y goes to zero) and have eigenvector components of mixed
sign which cannot be combined to give all-positive components. Using these three eigenvectors you
can match any positive data at a boundary y = ±Y and positivity then holds between ±Y and 0.
This solution represents a heating singularity as inflow approaches the X-point.
In the outflow case (τ¯ > 0) there is one positive eigenvalue λ(1) and all components of its
eigenvector can be positive. The solution for this component blows up as y goes to ∞. The other
two eigenvalues are negative (representing decay as y goes to ∞ and have eigenvector components
of mixed sign which cannot be combined to give all-positive components. Thus a steady outflow
solution which is positive at y = Ymin will be positive for all y between Ymin and ∞.
If the y axis is an inflow axis then the x axis is an outflow axis. From the previous two paragraphs
we conclude that a steady-state solution must be not only singular but discontinuous at the X-point
(even in the topology of the real line which includes a point at infinity). In practice absence of heat
flux will be violated in the immediate vicinity of the X-point.
Except when crossing the singular point τ¯−1 = 0 all eigenvalues (and all eigenvector components,
using consistent scaling) change monotonically with τ¯ and do not change in sign.
When there is outflow (rather than inflow) in the y axis, the y and x components effectively
swap places and eigenvalues are negated (λ(1) > λ(2) > λ(3)) See table 2.)
τ¯−1 : −∞ ≤ 0 ≤ ∞
λ(1) : ∞ ≥ 2 ≥ 0
T(1)xx : .7887 ≤ 1 ≥ .5774
T(1)yy : −.2113 ≤ 0 · 1 ≤ .5774
T(1)zz : −.5774 ≤ 0 · 2 ≤ .5774
λ(2) : ∞ ≥ 0 ≥ −∞
T(2)xx : .2113 ≥ 0 · (−1) ≥ −.7887
T(2)yy : −.7887 ≤ 0 · 1 ≤ .2113
T(2)zz : .5774 ≤ 1 ≥ .5774
λ(3) : 0 ≥ −2 ≥ −∞
T(3)xx : .5774 ≥ 0 · (−1) ≥ −.2113
T(3)yy : .5774 ≤ 1 ≥ .7887
T(3)zz : .5774 ≥ 0 · (−2) ≥ −.5774
Table 2: Eigenstructure for solutions to adiabatic ten-moment linearized stagnation point flow.
In this table multiplication of 0 by a constant is used to indicate asymptotic relative scaling of
eigenvector components near τ¯−1 u 0; .5774 is an approximation for
√
3
−1
, .2113 is an approximation
for 1−
√
3
−1
2
, and .7887 is an approximation for 1+
√
3
−1
2
. Except when crossing the singular point
τ¯−1 = 0, eigenvalues and eigenvector components change monotonically with τ¯ and do not change
in sign.
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In the case of no isotropization, τ¯−1 = 0, the ODE simplifies to
y∂y
TxxTyy
Tzz
 =
2 0 00 −2 0
0 0 0
TxxTyy
Tzz

and the solution is simply
Txx(y) = Txx|y=1y2,
Tyy(y) = Tyy|y=1y−2,
Tzz(y) = Tzz|y=1,
which is singular at the origin, contradicting the smoothness assumption.
Calculation of eigenvalues and eigenvectors.
This section incompletely works out the results tabulated in section B.2.2.
If λ˜ is an eigenvalue of A˜ then λ := λ˜/(3τ¯) is an eigenvalue of A := A˜/(3τ¯). To find the
eigenstructure of the coefficient matrix A˜, we solve (A˜ − 1 λ˜) ·U = 0. We represent this system
with the matrix−2 + 6τ¯ − λ˜ 1 11 −2− 6τ¯ − λ˜ 1
1 1 −2− λ˜
 .
To facilitate finding the eigenvectors, subtract the third row from the first and the second and get6τ¯ − (λ˜+ 3) 0 λ˜+ 30 −6τ¯ − (λ˜+ 3) λ˜+ 3
1 1 −2− λ˜
 .
For convenience define
h := 6τ¯ = 6τuy,y,
µ := λ˜+ 3 = 3τ¯λ+ 3 = τuy,yλ+ 3.
Then we haveh− µ 0 µ0 −(h+ µ) µ
1 1 1− µ
 .
Since the null space must be nonzero the rows are linearly dependent. So we can ignore the last
row. The first and second rows reveal that an eigenvector must be proportional to something of the
form  µ(µ+ h)µ(µ− h)
(µ− h)(µ+ h)
 .
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The last row then reveals the characteristic equation that µ must satisfy to be a (shifted) eigenvalue:
µ(µ+ h) + (1− µ)(µ2 − h2) + µ(µ− h) = 0, i.e.,
−µ3 + 3µ2 + h2µ− h2 = 0.
For nonzero h, µ = 3 is not a root, so λ˜ = µ − 3 cannot be zero, so there is no steady-state finite
smooth solution with nonzero temperature at the origin.
In case h =∞ this becomes
µ = 1, i.e., λ˜ = −2.
In the limit h→ 0 of instantaneous isotropization this becomes
µ2(3− µ) = 0, i.e., (λ˜+ 3)2λ˜ = 0,
and the eigenvectors collapse to a single eigenvector with equal components representing isotropic
temperature, agreeing with the fact that isotropic pressure can support stagnation point flow.
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Appendix C
Numerics
C.1 Source ODE
C.1.1 Basic Equations
If we neglect spatial derivatives, then the two-fluid-Maxwell equations reduce to an ODE. The
purpose of this appendix section is to solve this source term ODE; we assume throughout that
spatial derivatives are zero.
If we neglect collisional terms then this ODE is linear with imaginary eigenvalues and can be
solved exactly. If we incorporate entropy-respecting collisional closures then the ODE is linear if we
make the approximating assumption that the closure coefficients are frozen. In fact, closure coeffi-
cients are functions of temperature, and collisions increase the temperature, so the frozen-coefficient
assumption incurs time-splitting error. The collisional terms come from symmetric matrices and
have negative real eigenvalues.
Maxwell’s equations (2.1) assert that the magnetic field is constant and that the displacement
current balances the net electrical current:
∂tB = 0,
∂tE = −J/ε0 = e(neue − niui).
The density evolution equations (2.6) and (2.7) assert that the densities (whether mass density
or particle density or charge density) remain constant:
∂tρs = 0, i.e., ∂tns = 0, i.e., ∂tσs = 0.
The momentum equation (2.8) for species s is
∂t(ρsus) =
qs
ms
ρs(E + us ×B) +Rs.
We will neglect the collisional drag force Rs. Since densities are constant, we can divide by density.
We thus get the electro-momentum system
∂tE = e(neue − niui),
∂tui =
e
mi
(E + ui ×B),
∂tue =
−e
me
(E + ue ×B).
(C.1)
Evolution of energy is implied by evolution of momentum (which implies evolution of kinetic
energy) and evolution of pressure (which is equivalent to evolution of thermal energy). Note that
pressure evolution is temperature evolution times the constant density.
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The five-moment pressure evolution equation (2.13)
(3/2)∂tps = Qs
says that pressure is constant in the absence of interspecies collisional heating due to resistive drag
and thermal equilibration. If the drag force is non-negligible, and assuming that the resistive drag
coefficient is a function of temperature, the electro-momentum system coupled to pressure evolution
comprises a minimally closed system. Neglecting collisional terms, pressure evolution simply asserts
that pressure is constant.
The pressure tensor evolution equation (2.12) of a ten-moment gas,
∂tPs = (qs/ms) Sym2(Ps ×B) + Rs +Qfs +Qts, (C.2)
depends on the solution to the electro-momentum system if the frictional heating termQfs is retained,
but is otherwise independent. We will neglect Qfs and the thermal equilibration Qts and will assume
the entropy-respecting isotropization closure (2.32),
Rs = −τ−1s P◦s, (C.3)
which exponentially dampens the deviatoric pressure P◦s := Ps − ps 1. This equation is linear if τs
is defined in terms of Ts (rather than in terms of detTs).
C.1.2 The electro-momentum system
Written in matrix form, the non-resistive electro-momentum system (C.1) reads
∂t
Eui
ue
 =
 0 − eniε0 eneε0e
mi
− eB
mi
× 1 0
− e
me
0 eB
me
× 1
Eui
ue
 .
We can make this ODE antisymmetric by rescaling. For a generic rescaling, suppose
E = E˜E0,
ui = u˜iui0,
ue = u˜eue0.
Making this substitution gives the system
∂t
 E˜u˜i
u˜e
 =
 0 − eniε0 ui0E0 eneε0 ue0E0e
mi
E0
ui0
− eB
mi
× 1 0
− e
me
E0
ue0
0 eB
me
× 1
 E˜u˜i
u˜e
 .
If we require this system to be antisymmetric then
E0
ui0
=
√
ρi
ε0
and
E0
ue0
=
√
ρe
ε0
,
(where recall that ρi = mini and ρe = mene) and the system becomes
∂t
 E˜u˜i
u˜e
 =
 0 −Ωi 1 Ωe 1Ωi 1 −Bi × 1 0
−Ωe 1 0 −Be × 1
 E˜u˜i
u˜e
 ,
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where each entry in the block matrix represents a 3×3 matrix and where
Ωi = e
√
ni
ε0mi
and Ωe = e
√
ne
ε0me
denote the ion and electron plasma frequencies and
Bi =
eB
mi
and Be =
−eB
me
are the magnetic field rescaled for ions and electrons. Their magnitudes are the ion gyrofrequency
ωi := |Bi| and the electron gyrofrequency ωe := |Be|.
Solution of perpendicular system
To solve the system we decompose into parallel and perpendicular components. Without loss of
generality assume that B is in the direction of the third axis. Then our system decouples into a
parallel system
∂t
 E˜3u˜i3
u˜e3
 =
 0 −Ωi ΩeΩi 0 0
−Ωe 0 0
 E˜3u˜i3
u˜e3
 ,
and a perpendicular system
∂t

E˜1
E˜2
u˜i1
u˜i2
u˜e1
u˜e2

′
=

0 0 −Ωi 0 Ωe 0
0 0 0 −Ωi 0 Ωe
Ωi 0 0 ωi 0 0
0 Ωi −ωi 0 0 0
−Ωe 0 0 0 0 −ωe
0 −Ωe 0 0 ωe 0


E˜1
E˜2
u˜i1
u˜i2
u˜e1
u˜e2
 .
This is an antisymmetric matrix and therefore has imaginary eigenvalues and orthogonal eigen-
vectors. If we view the first and second components of each vector as real and imaginary parts, then
this becomes a 3×3 complex linear differential equation with a skew hermitian coefficient matrix:
∂t
 E˜⊥u˜i⊥
u˜e⊥
 =
 0 −Ωi ΩeΩi −iωi 0
−Ωe 0 iωe
 E˜⊥u˜i⊥
u˜e⊥
 , (C.4)
where we have used the natural isomorphism between SO(2,R) and complex numbers
a+ ib←→
[
a −b
b a
]
.
Observe that the parallel system is the special case of this system when the magnetic field is
zero.
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To generalize, suppose we want to solve the constant-coefficient linear ODE
x′ = A · x.
Seeking a solution x(t) = v exp(λt) (where v 6= 0) leads to the eigenvector problem
vλ = A · v, i.e., (A− 1λ) · v = 0.
We recall the theory of skew-Hermitian and Hermitian matrices. Since A is skew-Hermitian (i.e.
A∗ = −A, where ∗ denotes the conjugate of the transpose), B := iA is Hermitian (i.e. B∗ = B).
The eigenvalues of a Hermitian matrix are real. Indeed, assuming without loss of generality that
v∗v = 1,
λ = v∗vλ = v∗Bv = v∗B∗v = (v∗Bv)∗ = (v∗vλ)∗
= v∗vλ∗ = λ∗,
and eigenvectors for different eigenvalues are orthogonal:
v∗2v1λ1 = v
∗
2Bv1 = v
∗
2B
∗v1 = (v
∗
1Bv2)
∗ = (v∗1v2λ2)
∗
= v∗2v1λ2,
which says that either v∗2v1 = 0 or λ1 = λ2.
Note that if (v, ω) is an eigenvector-eigenvalue pair for B then (v, iω) is an eigenvector-eigenvalue
pair for A.
To find the eigenstructure we solve
0 = (A− iω) · v =
−iω −Ωi ΩeΩi −i(ωi + ω) 0
−Ωe 0 i(ωe − ω)
 · v. (C.5)
If this has a nontrivial solution then the first row is a linear combination of the second two and we
can ignore it. The second two equations then show that an eigenvector must be a multiple of the
form
v =
iβeβiΩiβe
Ωeβi
 , where βi = ωi + ω and βe = ωe − ω,
as is confirmed (for the last two rows) by computing (A − iω) · v; the relation implied by the first
row reveals the characteristic equation. Alternatively, the calculation
A · v =
 0 −Ωi ΩeΩi −iωi 0
−Ωe 0 iωe
 ·
iβeβiΩiβe
Ωeβi
 =
 −Ω2i βe + Ω2eβiiβi(Ωiβe)− iωi(Ωiβe)
−i(Ωeβi)βe + iωe(Ωeβi)
 = viω =
iβeβiΩiβe
Ωeβi
 iω
shows that ω must satisfy
βeβiω = Ω
2
i βe − Ω2eβi,
ω = βi − ωi,
ω = −βe + ωe.
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The last two equations confirm that
βi = ωi + ω,
βe = ωe − ω,
and substituting these two relationships into the first equation gives the characteristic equation that
an eigenvalue must satisfy:
(ωe − ω)(ωi + ω)ω = Ω2i (ωe − ω)− Ω2e(ωi + ω).
Expanding in ω and collecting like terms gives
0 = ω3 + (ωi − ωe)ω2 − (ωiωe + Ω2i + Ω2e)ω + (Ω2i ωe − Ω2eωi), (C.6)
which can be solved using the formula for the roots of a cubic with three real roots.
Note that the eigenvector v =
iβeβiΩiβe
Ωeβi
 is never zero; indeed, Ωi and Ωe are strictly positive, and
βi = ωi +ω and βe = ωe−ω cannot both be zero since otherwise ωi = −ω and ωe = ω, contradicting
that ωi and ωe are both strictly positive.
By the theory of Hermitian matrices a full set of orthogonal eigenvectors must exist. Since each
eigenvector has a one-dimensional eigenspace, there must be three distinct eigenvalues ω.
Decompose v into real and imaginary parts:
v = a+ ib =
 0Ωiβe
Ωeβi
+ i
βeβi0
0
 .
Observe that the real and imaginary parts are orthogonal. Note that
−iv = b− ia =
βeβi0
0
− i
 0Ωiβe
Ωeβi

is also an eigenvector with eigenvalue iω and that these two eigenvectors are orthogonal: v∗(−iv) =
2a · b = 0. The eigenvector-eigenvalue pair (v, iω) corresponds to the solution
v exp(iωt) = (a+ ib)(cosωt+ i sinωt)
= (a cosωt− b sinωt) + i(b cosωt+ a sinωt)
=
−βeβi sinωtΩiβe cosωt
Ωeβi cosωt
+ i
βeβi cosωtΩiβe sinωt
Ωeβi sinωt
 ,
and the eigenvector-eigenvalue pair (−iv, iω) corresponds to the solution
−iv exp(iωt) = (b− ia)(cosωt+ i sinωt)
= (b cosωt+ a sinωt) + i(b cosωt− a sinωt)
=
βeβi cosωtΩiβe sinωt
Ωeβi sinωt
+ i
 βeβi sinωt−Ωiβe cosωt
−Ωeβi cosωt
 .
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Observe that in each of these solutions the ion and electron currents are in phase and the electric
field is 90 degrees out of phase relative to them.
These two solutions are independent when interpreted (in SO(2,R)) as real solutions:
E˜1
E˜2
u˜i1
u˜i2
u˜e1
u˜e2
 =

−βeβi sinωt
βeβi cosωt
Ωiβe cosωt
Ωiβe sinωt
Ωeβi cosωt
Ωeβi sinωt
 and

E˜1
E˜2
u˜i1
u˜i2
u˜e1
u˜e2
 =

βeβi cosωt
βeβi sinωt
Ωiβe sinωt
−Ωiβe cosωt
Ωeβi sinωt
−Ωeβi cosωt
 .
Evaluated at time 0 these solutions are
E˜1
E˜2
u˜i1
u˜i2
u˜e1
u˜e2
 =

0
βeβi
Ωiβe
0
Ωeβi
0
 and

E˜1
E˜2
u˜i1
u˜i2
u˜e1
u˜e2
 =

βeβi
0
0
−Ωiβe
0
−Ωeβi
 .
Note that orthogonality of complex solutions is equivalent to orthogonality of real solutions. So
we have found three distinct imaginary eigenvalues and 6 orthogonal eigenvectors for the original
6× 6 antisymmetric matrix.
Parallel system
The parallel system
∂t
 E˜3u˜i3
u˜e3
 =
 0 −Ωi ΩeΩi 0 0
−Ωe 0 0
 E˜3u˜i3
u˜e3

is the special, singular case of the perpendicular system (C.4) when the magnetic field is zero.
In this case the system (C.5) becomes
0 = (A− iω) · v =
−iω −Ωi ΩeΩi −iω 0
−Ωe 0 −iω
 · v.
So eigenvalue/eigenvector pairs are
ω = 0, v =
 0Ωe
Ωi
 and ω = ±Ωp, v =
 iωΩi
−Ωe
 ,
where Ωp :=
√
Ω2i + Ω
2
e is the plasma frequency.
To get real solutions we look at the real and imaginary parts of one of the complex-conjugate
pair of solutions. Choose ω = Ωp. Write
a+ ib =
 0Ωi
−Ωe
+ i
Ωp0
0
 .
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Analogous to (C.1.2), the real and imaginary parts are real solutions:
v exp(iΩpt) = (a+ ib)(cos Ωpt+ i sin Ωpt)
= (a cos Ωpt− b sin Ωpt) + i(b cos Ωpt+ a sin Ωpt)
=
−Ωp sin ΩptΩi cos Ωpt
−Ωe cos Ωpt
+ i
 Ωp cos ΩptΩi sin Ωpt
−Ωe sin Ωpt
 .
So three orthogonal eigensolutions are 0Ωe
Ωi
 ,
−Ωp sin ΩptΩi cos Ωpt
−Ωe cos Ωpt
 ,
 Ωp cos ΩptΩi sin Ωpt
−Ωe sin Ωpt
 .
Evaluated at time 0 these solutions are 0Ωe
Ωi
 ,
 0Ωi
−Ωe
 ,
Ωp0
0
 .
Agreement with perpendicular system. If we take the limit as |B| → 0 in the perpendicular
system we expect the solutions to decouple into solutions for
(
E˜1, u˜i1, u˜e1
)T
and
(
E˜2, u˜i2, u˜e2
)T
that agree with the solutions for the parallel system. As |B| → 0, ωi → 0 and ωe → 0 and so βi → ω
and βe → −ω. For the limiting eigenfrequency ω = Ωp the parallel solutions
E˜1
E˜2
u˜i1
u˜i2
u˜e1
u˜e2
 =

−βeβi sinωt
βeβi cosωt
Ωiβe cosωt
Ωiβe sinωt
Ωeβi cosωt
Ωeβi sinωt
 and

E˜1
E˜2
u˜i1
u˜i2
u˜e1
u˜e2
 =

βeβi cosωt
βeβi sinωt
Ωiβe sinωt
−Ωiβe cosωt
Ωeβi sinωt
−Ωeβi cosωt

when divided by βe = −Ωp become
E˜1
E˜2
u˜i1
u˜i2
u˜e1
u˜e2
 =

−Ωp sin Ωpt
Ωp cos Ωpt
Ωi cos Ωpt
Ωi sin Ωpt
−Ωe cos Ωpt
−Ωe sin Ωpt
 and

E˜1
E˜2
u˜i1
u˜i2
u˜e1
u˜e2
 =

Ωp cos Ωpt
Ωp sin Ωpt
Ωi sin Ωpt
−Ωi cos Ωpt
−Ωe sin Ωpt
Ωe cos Ωpt
 ,
and for the limiting eigenfrequency ω = −Ωp the parallel solutions when divided by βe = Ωp become
E˜1
E˜2
u˜i1
u˜i2
u˜e1
u˜e2
 =

−Ωp sin Ωpt
−Ωp cos Ωpt
Ωi cos Ωpt
−Ωi sin Ωpt
−Ωe cos Ωpt
Ωe sin Ωpt
 and

E˜1
E˜2
u˜i1
u˜i2
u˜e1
u˜e2
 =

−Ωp cos Ωpt
Ωp sin Ωpt
−Ωi sin Ωpt
−Ωi cos Ωpt
Ωe sin Ωpt
Ωe cos Ωpt
 .
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When projected onto axis 1 these solutions all agree with the second and third eigensolutions for
the parallel component, and likewise for axis 2.
For the limiting eigenfrequency ω = 0, βe := ωe + ω and βi := ωi − ω both go to zero (since ωe
and ωi go to zero as B goes to zero). We may infer that βeβi goes very quickly to zero. When ω is
small cosωt ≈ 1 and sinωt ≈ 0. So for small magnetic field we expect
E˜1
E˜2
u˜i1
u˜i2
u˜e1
u˜e2
 =

−βeβi sinωt
βeβi cosωt
Ωiβe cosωt
Ωiβe sinωt
Ωeβi cosωt
Ωeβi sinωt
 ≈

0
0
Ωiβe
0
Ωeβi
0
 ,
which agrees with the direction of the expected limiting eigensolution E˜1u˜i1
u˜e1
 ≈
 0Ωe
Ωi

if βe
βi
→
(
Ωe
Ωi
)2
as B → 0. I do not see how to show this in general, but in the neutral case where
ni = ne, Ω
2
i ωe = Ω
2
eωi, so the constant term vanishes in the characteristic polynomial equation
(C.6), ω = 0 is always an eigenvalue, and βi = ωi and βe = ωe, so
βe
βi
=
(
Ωe
Ωi
)2
as needed.
C.1.3 The pressure tensor system
Ignoring interspecies collisions, the pressure tensor evolution equation (C.2) with linear closure
(C.3) is
∂tPs = (qs/ms) Sym2(Ps ×B)− τ−1s P◦s,
Observe that temperature isotropization leaves temperature invariant. So if one uses the closure
(2.75),
τ = τ0
√
m
T 3/2
n
, (C.7)
then this is a linear ODE with constant coefficients. The P × B term rotates the pressure tensor
around the magnetic field. The relaxation term relaxes the pressure toward isotropy. These two
operations commute. So we can trivially solve this ODE exactly.
C.1.4 Rotation of the pressure tensor
The P×B term rotates the pressure tensor around the magnetic field vector. The rate of rotation
is the species gyrofrequency, so the angle of rotation of the ion pressure tensor in time interval dt
is ωidt.
Let ei denote the ith standard basis vector. Let e
′
i(t) denote the rotated version of ei. Let P(t)
denote the rotated pressure tensor. The pressure tensor components are Pmn(t) = em · P · en. The
pressure tensor components are invariant in a rotating (primed) coordinate frame:
P(t) = Pij(0)e′ie′j.
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Therefore, the components in the standard basis are:
Pmn(t) = Pij(0)(e′i · em)(e′j · en).
Thus, to evolve the pressure tensor Ps for species s over a time interval dt , we need to apply to the
standard basis vectors a rotation with rotation vector ~R := qs
ms
B dt , i.e. with direction b := B/|B|
and angle θ := ωs dt , where ωs := |B| qsms is the gyrofrequency of species s.
To rotate a vector u by the vector ~R = θb, where θ = |~R|, decompose it into parallel and
perpendicular components and rotate the perpendicular component:
u‖ = u · bb
u⊥ = u− u‖
u = u‖ + u⊥
The rotated vector is
u′ = u‖ + (cos θ)u⊥ + (sin θ)u× b.
= u(cos θ) + (1− cos θ)u‖ + (sin θ)u× b
We can avoid renormalizing the rotation vector if we use the sine cardinal function.
u′ = u(cos θ) + 2
(
sin
θ
2
)2
u · bb
+ 2
(
cos
θ
2
)(
sin
θ
2
)
u× b
= u(cos θ) +
1
2
(
sinc
θ
2
)2
u · ~R~R
+
(
cos
θ
2
)(
sinc
θ
2
)
u× ~R
Recall that e′i is the rotated version of the elementary basis vector ei. To express the components
of the rotation matrix R
ij
:= ei · e′j, adopt the abbreviations c := cos θ and s := sin θ. The rotated
vector is
e′j = cej + (1− c)ej · bb + sej × b
= ej · (cI+ (1− c)bb + sI× b)︸ ︷︷ ︸
RT
To determine the components of I× b, match up the identity
u× b = u · I× b = (I× b)T · u
with the coordinate expansion
u× b =
u2b3 − u3b2u3b1 − u1b3
u1b2 − u2b1
 =
 0 b3 −b2−b3 0 b1
b2 −b1 0

︸ ︷︷ ︸
(I× b)T
u1u2
u3

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So the rotation matrix R is:b1b1(1− c) + c b1b2(1− c) + sb3 b1b3(1− c)− sb2b2b1(1− c)− sb3 b2b2(1− c) + c b2b3(1− c) + sb1
b3b1(1− c) + sb2 b3b2(1− c)− sb1 b3b3(1− c) + c
 ,
where we are free to make the replacements
(1− c)bibj = (1/2) sinc2(θ/2)RiRj,
sbi = sinc(θ/2) cos(θ/2)Ri.
C.2 Eigenstructure of the flux Jacobian for a ten-moment
gas
.
I have verified the ten-moment eigenstructure calculated in this section with extensive compu-
tational checks.
C.2.1 Ten-moment system in conservation form
To perform limiting in shock-capturing methods, we consider the hyperbolic ten-moment system in
balance law form (7.1),
∂tu+∇ · f = s, (C.8)
and compute the eigenstructure of the flux Jacobian ∂f/∂u, where f := ex · f. This requires that
we express the flux f in terms of conserved variables.
For a single species, the full 10-moment system in balance law form specifies the flux and sources
of mass density ρ, momentum M = ρu, and the energy tensor E = ρuu + P,
∂tρ+∇ · (ρu) = 0,
∂t(ρu) +∇ · (ρuu + P) = q
m
ρ(E + u×B),
∂t(ρuu + P) +∇ ·
(
ρuuu + Sym3(uP)
)
=
q
m
Sym2
(
ρuE + (P+ ρuu)×B).
To write this entirely in terms of conserved variables, we note that u = M/ρ and P = E−MM/ρ.
So
∂tρ+∇ ·M = 0,
∂tM +∇ ·E = q
m
(ρE + M×B),
∂tE+∇ ·
(Sym3(ME)
ρ
− 2MMM
ρ2
)
=
q
m
Sym2
(
ME + E×B). (C.9)
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C.2.2 Quasilinear system in primitive quantities
Shock-capturing limiters need the eigenstructure of the quasilinearized system. To calculate the
eigenstructure, we put the system in quaslinear form. The eigenstructure is most easily calculated
in primitive variables. In primitive variables and quasilinear form the full system is
∂tρ+ u · ∇ρ+ ρ∇ ·u = 0
∂tu + u · ∇u + ∇ ·P
ρ
=
q
m
(E + u×B)
∂tP+ u · ∇P+ P∇ ·u + Sym2(P · ∇u) = q
m
Sym2(P×B)
C.2.3 Quasilinear 1-D system in primitive variables
As discussed in sections 7.4.2 and 7.4.3, to perform limiting on a 2D Cartesian mesh we need to be
able to compute the eigenstructure of the flux Jacobian f
u
for the 1D problem of the form
∂tu+ ∂xf(u) = s
which obtains when the problem is homogeneous perpendicular to x.
For a problem homogeneous perpendicular to the x axis equation (C.8) simplifies to
∂tu+ ∂xf = s, (C.10)
where f := ex · f.
Assuming homogeneity in all space dimensions except the first (x), the 1-D system in primitive
variables becomes
∂tρ+ u1∂xρ+ ρ∂xu1 = 0,
∂tu + u1∂xu +
∂xP1·
ρ
=
q
m
(E + u×B),
∂tP+ u1∂xP1· + P∂xu1 + Sym2(P·1∂xu) =
q
m
Sym2(P×B).
We align derivatives to prepare to put this quasilinear system in matrix form.
0 = ∂tρ + u1∂xρ+ ρ∂xu1,
q
m
(E + u×B) = ∂tu + u1∂xu + ∂xP1·
ρ
,
q
m
Sym2(P×B) = ∂tP + P∂xu1 + Sym2(P·1∂xu) + u1∂xP1·.
In matrix form this reads
ρ
u1
u2
u3
P11
P12
P13
P23
P22
P33

t
+

u1 ρ 0 0 0 0 0 0 0 0
0 u1 0 0 1/ρ 0 0 0 0 0
0 0 u1 0 0 1/ρ 0 0 0 0
0 0 0 u1 0 0 1/ρ 0 0 0
0 3P11 0 0 u1 0 0 0 0 0
0 2P12 P11 0 0 u1 0 0 0 0
0 2P13 0 P11 0 0 u1 0 0 0
0 P23 P31 P21 0 0 0 u1 0 0
0 P22 2P12 0 0 0 0 0 u1 0
0 P33 0 2P13 0 0 0 0 0 u1

·

ρ
u1
u2
u3
P11
P12
P13
P23
P22
P33

x
=
q
m

0
E1 + (u2B3 − u3B2)
E2 + (u3B1 − u1B3)
E3 + (u1B2 − u2B1)
2(P12B3 − P13B2)
P13B1 − P23B2 + (P22 − P11)B3
P32B3 − P12B1 + (P11 − P33)B2
P21B2 − P31B3 + (P33 − P22)B1
2(P23B1 − P21B3)
2(P31B2 − P32B1)

.
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C.2.4 Eigenstructure for primitive variables
If we neglect the source term, the eigenvalues of the matrix represent wave speeds, and the cor-
responding eigenvectors represent the corresponding waves. Let u :=: u1 + c denote wave speed
(i.e., c is wave speed in the reference frame moving with the fluid, where u1 = 0). To find the
eigenstructure of the quasilinearized system we put the matrix
−c ρ 0 0 0 0 0 0 0 0
0 −c 0 0 1/ρ 0 0 0 0 0
0 0 −c 0 0 1/ρ 0 0 0 0
0 0 0 −c 0 0 1/ρ 0 0 0
0 3P11 0 0 −c 0 0 0 0 0
0 2P12 P11 0 0 −c 0 0 0 0
0 2P13 0 P11 0 0 −c 0 0 0
0 P23 P31 P21 0 0 0 −c 0 0
0 P22 2P12 0 0 0 0 0 −c 0
0 P33 0 2P13 0 0 0 0 0 −c

in upper triangular form.
Right primitive eigenstructure
For the right eigenvectors we combine rows to do so:
−c ρ 0 0 0 0 0 0 0 0
0 −ρc2 0 0 c 0 0 0 0 0
0 0 −ρc2 0 0 c 0 0 0 0
0 0 0 −ρc2 0 0 c 0 0 0
0 3P11 0 0 −c 0 0 0 0 0
0 2P12 P11 0 0 −c 0 0 0 0
0 2P13 0 P11 0 0 −c 0 0 0
0 P23 P31 P21 0 0 0 −c 0 0
0 P22 2P12 0 0 0 0 0 −c 0
0 P33 0 2P13 0 0 0 0 0 −c

·

ρ
u1
u2
u3
P11
P12
P13
P23
P22
P33

′
= 0.
So 
−c ρ 0 0 0 0 0 0 0 0
0 3P11 − ρc2 0 0 0 0 0 0 0 0
0 2P12 P11 − ρc2 0 0 0 0 0 0 0
0 2P13 0 P11 − ρc2 0 0 0 0 0 0
0 3P11 0 0 −c 0 0 0 0 0
0 2P12 P11 0 0 −c 0 0 0 0
0 2P13 0 P11 0 0 −c 0 0 0
0 P23 P31 P21 0 0 0 −c 0 0
0 P22 2P12 0 0 0 0 0 −c 0
0 P33 0 2P13 0 0 0 0 0 −c

·

ρ
u1
u2
u3
P11
P12
P13
P23
P22
P33

′
= 0.
Denote the fast and slow speeds by
cf :=
√
3P11
ρ
, cs :=
√
P11
ρ
.
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In the most difficult case, where c = ±cf , we have that 3P11 − ρc2f = 0, so P11 − ρc2f = −2P11.
So right eigenvectors are:
c: ±
√
3P11
ρ ±
√
P11
ρ 0
ρ
u1
u2
u3
P11
P12
P13
P23
P22
P33

′
∝

ρP11
±cfP11
±cfP12
±cfP13
3P11P11
3P12P11
3P13P11
P23P11 + 2P13P12
P22P11 + 2P12P12
P33P11 + 2P13P13


0
0
±cs
0
0
P11
0
P13
2P12
0

,

0
0
0
±cs
0
0
P11
P12
0
2P13


1
0
0
0
0
0
0
0
0
0

,

0
0
0
0
0
0
0
1
0
0

,

0
0
0
0
0
0
0
0
1
0

,

0
0
0
0
0
0
0
0
0
1

Left primitive eigenstructure
To find the left eigenstructure, we combine columns to reduce to upper triangular form.
ρ
u1
u2
u3
P11
P12
P13
P23
P22
P33

′T
·

−c ρ 0 0 0 0 0 0 0 0
0 −c 0 0 1/ρ 0 0 0 0 0
0 0 −c 0 0 1/ρ 0 0 0 0
0 0 0 −c 0 0 1/ρ 0 0 0
0 3P11 0 0 −c 0 0 0 0 0
0 2P12 P11 0 0 −c 0 0 0 0
0 2P13 0 P11 0 0 −c 0 0 0
0 P23 P31 P21 0 0 0 −c 0 0
0 P22 2P12 0 0 0 0 0 −c 0
0 P33 0 2P13 0 0 0 0 0 −c

= 0.
In case c 6= 0 this reduces to
ρ
u1
u2
u3
P11
P12
P13
P23
P22
P33

′T
·

−c 0 0 0 0 0 0 0 0 0
0 −c 0 0 0 0 0 0 0 0
0 0 −c 0 0 0 0 0 0 0
0 0 0 −c 0 0 0 0 0 0
0 3P11 0 0 3P11 − ρc2 0 0 0 0 0
0 2P12 P11 0 2P12 P11 − ρc2 0 0 0 0
0 2P13 0 P11 2P13 0 P11 − ρc2 0 0 0
0 P23 P31 P21 P23 P31 P21 −c 0 0
0 P22 2P12 0 P22 2P12 0 0 −c 0
0 P33 0 2P13 P33 0 2P13 0 0 −c

= 0.
Here the most difficult case is c = ±cs, when P11 = ρc2, so 3P11−ρc2 = 2P11. The left eigenvectors
for nonzero speeds are thus:
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c: ±
√
3P11
ρ ±
√
P11
ρ
ρ
u1
u2
u3
P11
P12
P13
P23
P22
P33

′
∝

0
3P11
0
0
±cf
0
0
0
0
0


0
−P12P11
P11P11
0
∓csP12
±csP11
0
0
0
0

,

0
−P13P11
0
P11P11
∓csP13
0
±csP11
0
0
0

The left eigenvectors for c = 0, are readily obtained from the original system:
ρ
u1
u2
u3
P11
P12
P13
P23
P22
P33

′
= α1

3P11
0
0
0
−ρ
0
0
0
0
0

+ α2

0
0
0
0
4P12P13 − P23P11
−3P11P13
−3P11P12
3P211
0
0

+ α3

0
0
0
0
4P212 − P11P22
−6P12P11
0
0
3P211
0

+ α4

0
0
0
0
4P213 − P11P33
0
−6P13P11
0
0
3P211

C.2.5 Eigenstructure for “conserved” variables
Let
q := (ρ,M, E˜)T = (ρ, ρu, ρ˜uu + P˜)T
denote conserved quantities, and let
p := (ρ,u, P˜)T = (ρ,M/ρ, E˜− M˜M/ρ)T
denote primitive quantities, where for an arbitrary symmetric tensor P we define the tuple P˜ to be
the six distinct components listed in the following order:
P˜ :=
[
P11,P12,P13,P23,P22,P33
]T
.
In the one-dimensional case, the balance law states
q
t
+ f(q)x = s(q).
General theory of state variable conversion
In quasilinear form this reads
q
t
+ fq · qx = s.
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Converting to primitive variables, q
p
· p
t
+ fq · qp · px = s, i.e.,
p
t
+ (p
q
· fq · qp) · px = s.
Let qL and qR denote conservative left and right eigenvectors with eigenvalue λ:
fq · qR = λqR, qL · fq = λqL.
Then
pR := p
q
· qR, pL := qL · q
p
are the corresponding primitve left and right eigenvectors of the primitive-variable wave propagation
matrix p
q
· fq · qp. So we can calculate conservative eigenvectors from primitive eigenvectors using
the relations
qR = q
p
· pR, qL = pL · p
q
.
Observe that inner product is preserved under transformation of state variables:
pL · pR = qL · q
p
· p
q
· qR = qL · qR
Derivative of state variable transformation
To convert our primitive eigenvectors to conservative eigenvectors, we need to calculate the deriva-
tive of the conserved variables with respect to the primitive variables. The conversion matrix for
right eigenvectors is
q
p
= ∂
 ρρu
ρ˜uu + P˜
 /∂
ρu
P˜
 =
 1 0T 0˜
T
u ρ1 00˜
T
u˜u ρ(u˜u)u 1
 ,
(where 1 is the identity tensor), i.e.,
q
p
= ∂

ρ
ρu1
ρu2
ρu3
ρu1u1 + P11
ρu1u2 + P12
ρu1u3 + P13
ρu2u3 + P23
ρu2u2 + P22
ρu3u3 + P33

/∂

ρ
u1
u2
u3
P11
P12
P13
P23
P22
P33

=

1 0 0 0 0 0 0 0 0 0
u1 ρ 0 0 0 0 0 0 0 0
u2 0 ρ 0 0 0 0 0 0 0
u3 0 0 ρ 0 0 0 0 0 0
u1u1 2ρu1 0 0 1 0 0 0 0 0
u1u2 ρu2 ρu1 0 0 1 0 0 0 0
u1u3 ρu3 0 ρu1 0 0 1 0 0 0
u2u3 0 ρu3 ρu2 0 0 0 1 0 0
u2u2 0 2ρu2 0 0 0 0 0 1 0
u3u3 0 0 2ρu3 0 0 0 0 0 1

The conversion matrix for left eigenvectors is slightly different:
p
q
= ∂
 ρM/ρ
E˜− M˜M/ρ
 /∂
 ρM
E˜
 =
 1 0T 0˜
T
−M/ρ2 1 /ρ 00˜T
M˜M/ρ2 −(M˜M)M/ρ 1
 =
 1 0T 0˜
T
−u/ρ 1 ρ 00˜T
u˜u −(u˜u)u 1
 ,
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i.e.,
p
q
=

1 0 0 0 0 0 0 0 0 0
−u1/ρ 1/ρ 0 0 0 0 0 0 0 0
−u2/ρ 0 1/ρ 0 0 0 0 0 0 0
−u3/ρ 0 0 1/ρ 0 0 0 0 0 0
u1u1 −2u1 0 0 1 0 0 0 0 0
u1u2 −u2 −u1 0 0 1 0 0 0 0
u1u3 −u3 0 −u1 0 0 1 0 0 0
u2u3 0 −u3 −u2 0 0 0 1 0 0
u2u2 0 −2u2 0 0 0 0 0 1 0
u3u3 0 0 −2u3 0 0 0 0 0 1

C.2.6 Eigenvectors for “conserved” variables
Right eigenvectors for “conserved” variables
Let PR denote a matrix of primitive right eigenvectors. We can compute conservative right eigen-
vectors from the primitive right eigenvectors (without ever having to write down the quasilinearized
conservative system) by the relationship
QR = q
p
· PR,
where QR denotes a matrix of conservative right eigenvectors. So for the non-fast eigenvectors we
have
QR =

1 0 0 0 0 0 0 0 0 0
u1 ρ 0 0 0 0 0 0 0 0
u2 0 ρ 0 0 0 0 0 0 0
u3 0 0 ρ 0 0 0 0 0 0
u1u1 2ρu1 0 0 1 0 0 0 0 0
u1u2 ρu2 ρu1 0 0 1 0 0 0 0
u1u3 ρu3 0 ρu1 0 0 1 0 0 0
u2u3 0 ρu3 ρu2 0 0 0 1 0 0
u2u2 0 2ρu2 0 0 0 0 0 1 0
u3u3 0 0 2ρu3 0 0 0 0 0 1

·

0
0
±cs
0
0
P11
0
P13
2P12
0
0
0
0
±cs
0
0
P11
P12
0
2P13
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
0
0
0
0
1

That is,
QR =


0
0
ρ(±cs)
0
0
ρu1(±cs)
0
ρu3(±cs)
2ρu2(±cs)
0
+P11
+P13
+2P12

,

0
0
0
ρ(±cs)
0
0
ρu1(±cs)
ρu2(±cs)
0
2ρu3(±cs)
+P11
+P12
+2P13

︸ ︷︷ ︸
c = ±cs :=
√
P11
ρ
,

1
u1
u2
u3
u1u1
u1u2
u1u3
u2u3
u2u2
u3u3

,

0
0
0
0
0
0
0
1
0
0

,

0
0
0
0
0
0
0
0
1
0

,

0
0
0
0
0
0
0
0
0
1

︸ ︷︷ ︸
c = 0

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The fast right eigenvectors are more involved. So we just give names to the primitive components
and multiply:
QR =

1 0 0 0 0 0 0 0 0 0
u1 ρ 0 0 0 0 0 0 0 0
u2 0 ρ 0 0 0 0 0 0 0
u3 0 0 ρ 0 0 0 0 0 0
u1u1 2ρu1 0 0 1 0 0 0 0 0
u1u2 ρu2 ρu1 0 0 1 0 0 0 0
u1u3 ρu3 0 ρu1 0 0 1 0 0 0
u2u3 0 ρu3 ρu2 0 0 0 1 0 0
u2u2 0 2ρu2 0 0 0 0 0 1 0
u3u3 0 0 2ρu3 0 0 0 0 0 1

·

ρ′
±(u′1
±(u′2
±(u′3
P′11
P′12
P′13
P′23
P′22
P′33
:=
:=
:=
:=
:=
:=
:=
:=
:=
:=
ρP11
cfP11)
cfP12)
cfP13)
3P11P11
3P12P11
3P13P11
P23P11 + 2P13P12
P22P11 + 2P12P12
P33P11 + 2P13P13

.
So
QR =

0
ρ′u1
ρ′u2
ρ′u3
ρ′u1u1 ±u′1(2ρu1)
ρ′u1u2 ±u′1ρu2 ± u′2ρu1
ρ′u1u3 ±u′1ρu3 ± u′3ρu1
ρ′u2u3 ±u′2ρu3 ± u′3ρu2
ρ′u2u2 ±u′2(2ρu2)
ρ′u3u3 ±u′3(2ρu3)
+
±
±
±
+
+
+
+
+
+
ρ′
u′1ρ
u′2ρ
u′3ρ
P′11
P′12
P′13
P′23
P′22
P′33

= ρ

0
P11u1
P11u2
P11u3
P11u1(u1 ± 2cf )
P11u2(u1 ± cf )± cfu1P12
P11u3(u1 ± cf )± cfu1P13
P11u2u3 ± cfu3P12 ± cfu2P13
P11u2u2 ± cfu22P12
P11u3u3 ± cfu32P13

+

ρP11
±cfP11ρ
±cfP12ρ
±cfP13ρ
3P11P11
3P12P11
3P13P11
P23P11 + 2P13P12
P22P11 + 2P12P12
P33P11 + 2P13P13

.
Left eigenvectors for conserved variables
Similarly, let P L denote a matrix of primitive left eigenvectors. We can compute conservative left
eigenvectors from the primitive left eigenvectors by the relationship
QL = P L · p
q
,
where QL denotes a matrix of conservative left eigenvectors.
To avoid big expressions, we give a simple name to each nonzero matrix component before
multiplying the matrices.
For the slow eigenvector pair for P12 and P13 define
u′ := P11P11
P′ := csP11,
and define
u′1b := −P12P11, u′1c := −P13P11,
u′2b := u
′, u′3c := u
′,
P′11b := −csP12, P′11c := −csP13,
P′12b := P
′, P′13c := P
′.
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So in terms of these quantities the left eigenvectors are
QL =


0
3P11
0
0
±cf
0
0
0
0
0


0
u′1b
u′
0
±P′11b
±P′
0
0
0
0

,

0
u′1c
0
u′
±P′11c
0
±P′
0
0
0


T
·

1 0 0 0 0 0 0 0 0 0
−u1/ρ 1/ρ 0 0 0 0 0 0 0 0
−u2/ρ 0 1/ρ 0 0 0 0 0 0 0
−u3/ρ 0 0 1/ρ 0 0 0 0 0 0
u1u1 −2u1 0 0 1 0 0 0 0 0
u1u2 −u2 −u1 0 0 1 0 0 0 0
u1u3 −u3 0 −u1 0 0 1 0 0 0
u2u3 0 −u3 −u2 0 0 0 1 0 0
u2u2 0 −2u2 0 0 0 0 0 1 0
u3u3 0 0 −2u3 0 0 0 0 0 1

.
So
QL =


−3P11ρ u1 ± cfu1u1
3P11
ρ
∓ 2cfu1
0
0
±cf
0
0
0
0
0

,

−u′1bu1−u′u2
ρ ± u1u1P′11b ± u1u2P′
u′1b/ρ∓ 2u1P′11b ∓ u2P′
u′/ρ∓ u1P′
0
±P′11b
±P′
0
0
0
0

,

−u′1cu1−u′u3
ρ ± u1u1P′11c ± u1u3P′
u′1c/ρ∓ 2u1P′11c ∓ u3P′
0
u′/ρ∓ u1P′
±P′11c
0
±P′
0
0
0


T
For the c = 0 eigenvectors define
P′11e = 4P12P13 − P32P11,
P′12e := −3P11P13,
P′13e := −3P11P12,
and define
P′11f := 4P
2
12 − P11P22, P′11g := 4P213 − P11P33,
P′12f := −6P12P11, P′13g := −6P13P11.
The left eigenvectors for c = 0 are given by
QL =


3P11
0
0
0
−ρ
0
0
0
0
0

,

0
0
0
0
P′11e
P′12e
P′13e
3P211
0
0

,

0
0
0
0
P′11f
P′12f
0
0
3P211
0

,

0
0
0
0
P′11g
0
P′13g
0
0
3P211


T
·

1 0 0 0 0 0 0 0 0 0
−u1/ρ 1/ρ 0 0 0 0 0 0 0 0
−u2/ρ 0 1/ρ 0 0 0 0 0 0 0
−u3/ρ 0 0 1/ρ 0 0 0 0 0 0
u1u1 −2u1 0 0 1 0 0 0 0 0
u1u2 −u2 −u1 0 0 1 0 0 0 0
u1u3 −u3 0 −u1 0 0 1 0 0 0
u2u3 0 −u3 −u2 0 0 0 1 0 0
u2u2 0 −2u2 0 0 0 0 0 1 0
u3u3 0 0 −2u3 0 0 0 0 0 1

.
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So the c = 0 left eigenvectors are
qL =

3P11 − ρu1u1
2ρu1
0
0
−ρ
0
0
0
0
0

,

u1u1P′11e + u1u2P′12e + u1u3P′13e + 3u2u3P211
−(2u1P′11e + u2P′12e + u3P′13e)
−(u1P′12e + 3u3P211)
−(u1P′13e + 3u2P211)
P′11e
P′12e
P′13e
3P211
0
0

,

u1u1P′11f + u1u2P′12f + u2u23P211
−(2u1P′11f + u2P′12f )
−(u1P′12f + 6u2P211)
0
P′11f
P′12f
0
0
3P211
0

,

u1u1P′11g + u1u3P′13g + u3u33P211
−(2u1P′11g + u3P′13g)
0
−(u1P′13g + 6u3P211)
P′11g
0
P′13g
0
0
3P211

.
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Vocabulary Glossary
Boltzmann equation conservation of particle
density in phase space. 1, 19, 23
collision operator the error when the particle
density is substituted into the Vlasov equa-
tion. That is, it is assumed that particle
density satisfies an evolution equation of
the form
∂tf + v ·∇xf + a ·∇vf = C,
where C is the collision operator. See sec-
tion 1.1. 1
five-moment model the Maxwellian-moment
model. 1
Gaussian-moment model a model of a gas
which evolves all quadratic velocity mo-
ments. In three dimensions of space the
Gaussian-moment model evolves ten mono-
mial moments and is therefore also referred
to as the ten-moment model. 1
kinetic equation the Boltzmann equation. 1,
23
Maxwellian-moment model a model of a gas
which evolves the subquadratic monomial
moments (mass and momentum) and the
energy (a quadratic moment). In three di-
mensions of space the Maxwellian-moment
model evolves five monomial moments and
is therefore also referred to as the five-
moment model. 1
quasineutrality the assumption that the net
charge density is approximately zero. 4,
51, 55
ten-moment model the Gaussian-moment
model. 1
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Symbol Glossary
0 origin (used in the context of reconnection,
usually the X-point). 57
··· triple dot product of tensors, e.g. A ··· B =
AijkBijk. 31
: double dot product of tensors, defined by con-
tracting two adjacent indices, e.g. A :B =
AijBij. 27
∇ del operator. 18
 diamond product of tensors, defined by (A 
B)ijkl = AikBlj, i.e., A B = A⊗˜BT . 39
∇ · divergence operator. 18
∇2 Laplacian operator, ∑i ∂2xi . 66
〈χ〉 statistical average over velocity space of χ.
24
‖ as a subscript on a vector, denotes the com-
ponent parallel to the magnetic field direc-
tion b; as a superscript denotes the compo-
nent parallel to the out-of-plane direction
e‖ = ez. 60
⊥ as a subscript on a vector, denotes the compo-
nent perpendicular to the magnetic field di-
rection b; as a superscript denotes the com-
ponent perpendicular to the out-of-plane
direction. 60
⊗˜ splice product of tensors, defined in section
A.5.1. 128
Y˜ splice symmetric product of tensors, defined in
section A.5.1. 128
∨ vee product; rescales the symmetric product
Y so that the vee product of symmetric
tensors is the sum over all distinguishable
permutations of the indices of their tensor
product; see section 2.3.1. 25
Y symmetric product of tensors, defined in sec-
tion 2.3.1. 25
γ Lorentz factor (derivative of time with respect
to proper time). 23
δt bulk derivative; δ
s
tα := ∂tα+∇ · (usα). 11, 12
δs inertial length. 6, 124
0 permittivity of space. 23
η resistivity. 52
η resistivity tensor. 11–14
Θs pseudo temperature tensor, Ts/ms. 27, 40,
115
θs pseudo temperature, Ts/ms. 27, 40, 115
λD Debye length,
√
0T0
n0e2
. 4, 124
µ the viscosity, pτ . 33, 46, 126
µ the viscosity tensor. 33
µˇ the reduced mass, mime
me+me
. 52
µ˜ the viscosity shape tensor, defined by µ = µµ˜.
33˜ˇµ = µˇ/e. 52
pi pressure tensor shape, P/p. 36
pi◦ deviatoric part of pi, i.e. P◦/p. 32, 34, 36
$ gyrofrequency per pressure isotropization
rate, τωc. 38
$˜ gyrofrequency per heat flux relaxation rate,
τ˜ωc. 45, 112
ρ mass per volume. 20, 26
σ charge per volume. 23
τ relaxation/collision period for deviatoric pres-
sure and for the BGK collision operator.
33, 34, 46
τ˜ relaxation period for heat flux and for the
Gaussian-BGK collision operator; τ˜ =
τ/Pr. 40
168
ωp plasma frequency; ω
2
ps =
n0e2
0ms
. 4, 124
ωc gyrofrequency (alias cyclotron frequency),
q|B|/m. 38
B magnetic field. 23
b magnetic field direction, B/|B|. 38
C collision operator. See note at collision oper-
ator. 19
CT total collision operator, e.g. CT i = C i + C ie.
See note at collision operator. 1
c speed of light. 23
cs velocity in the reference frame of the fluid ve-
locity of species s (an independent variable
or the thermal velocity of a particle). 20
dm species mass difference, mi −me. 52
dm˜ = dm/e. 52
E energy tensor. 26
E electric field. 23
Es energy per volume of species s. 20, 26
e charge on a proton. 52
e energy tensor per mass. 26
es energy per mass of species s. 20, 26
e strain rate, Sym(∇u). 32, 126
ei elementary basis vector aligned with axis i. 18
e◦ deviatoric strain rate e− 1∇ ·u/3. 32, 126
fs mass density of species s in phase space (x,v).
19, 23
J current per volume. 23
K heat tensor conductivity tensor. 136
k heat conductivity. 32, 46
K˜ heat tensor conductivity tensor shape, de-
fined by K = KK˜. 136
M momentum per volume. 20, 26
ms particle mass of species s. 23
me electron mass. 52
m˜e = me/e. 52
mi ion mass. 52
m˜i = mi/e. 52
n particle number per volume (of either species
in a neutral two-species plasma with equal
charge on each species). 26, 52
ne electron number density. 52
ni ion number density. 52
P pressure tensor. 26
p scalar pressure. 27
p particle index. 23
P◦ deviatoric part of pressure tensor. 12, 14, 33,
37
Pd drift pressure tensor. 54
Pr Prandtl number. 40, 45, 46, 126, 127
Qs tensor heating due to collisions with other
species; Qs = Qf s +Qts. 26
Qs heat source due to collisions with other
species; Qs = Q
f
s +Q
t
s. 11–14, 26
q particle charge. 23, 52
qs heat flux tensor. 11–14, 26
q heat flux. 14, 26
q◦ deviatoric heat flux tensor, i.e. the traceless
part, q− Sym3(1q)/5. 37, 42
Qfs tensor heating due to resistive drag. 11, 13
Qfs heat source due to resistive drag. 12, 14
Qts tensor heating due to thermal equilibration.
11, 13
Qts heat source due to thermal equilibration. 12,
14
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Rs resistive drag force on species s due to colli-
sions with other species. 11–14, 26
R set of all real numbers. 20
Rs relaxation (isotropization) tensor. 11, 13, 26
sM gas-dynamic entropy per volume. 29, 30
Sym symmetric part of its tensor argument. 26
Sym2 twice the symmetric part of a tensor with
two indices. 26
Sym3 thrice the symmetric part of a tensor with
three indices. 37
S˜ym splice symmetrization of a second-order
tensor, defined in section A.5.1. 128
T temperature tensor. 27
T temperature. 27
T◦ deviatoric part of temperature tensor. 27
us fluid velocity of species s. 20
v˜ proper velocity (γv). 23
v velocity (of a particle or as an independent
variable). 19, 23
vA Alfve´n speed. 124
vts thermal velocity. 4, 124
ws drift velocity of species s relative to the bulk
fluid velocity u. 52, 54
x position in space (e.g. of a particle or as an
independent variable). 19, 23
Index
nth order moment, 19
z axis, 57
“bulk derivative”, 25
“half-scale”, 73
“quasi” temperature, 27
“quasi” temperature tensor, 27
“rescaled problem”, 73
adiabatic index, 127
Alfve´n speed, 124
Alfve´n speeds, 124
antiparallel reconnection, 59
aspect ratio, 5
characteristic variables, 109
charge velocity, 53, 60
collision operator, 19
collisions, 1
conservation variables, 20
conserved moments, 19
convective derivative, 25
Coulomb collision operator, 23
Debye length, 124
density, 26
deviatoric heat flux tensor, 37, 42
deviatoric part, 27
deviatoric strain rate, 32
diamond product, 39
diffusion region, 5
diffusive entropy flux, 29, 30, 31
divergence-free, 2
drag force, 26
drift pressure, 54
drift velocity, 2
electrokinetic pressure tensor, 52
electron diffusion region, 7
Ellipsoidal-Statistical BGK, 40
energy tensor, 26
entropy density
statistical, 28
entropy flux, 28
entropy production, 28
even function of velocity, 29
extended MHD, 4
Extended-moment fluid models, 20
fast reconnection, 5
five-moment gas-dynamic entropy, 29, 123
five-moment model, 20
fluid models, 19, 19
flux-transporting flow, 60
flux-transporting velocity, 2
Galilean transformation, 18
Galilean-invariant, 18
Gaussian distribution, 29, 40
Gaussian-BGK, 21, 40
GEM magnetic reconnection challenge problem,
21, 60
GEM problem, 7, 72
geocentric coordinates, 57, 71
Geospace Environmental Modeling magnetic re-
connection challenge problem, 7
Geospace Environmental Modeling magnetic re-
connection reconnection challenge prob-
lem, 72
guide field, 59
guiding magnetic field, 59
gyrofrequencies, 124
gyrofrequency, 38
gyroradii, 124
gyrotropic, 20
gyrotropic pressure, 62
gyrotropic tensor, 32
Hall-mediated reconnection, 6
heat conductivity, 32, 45
higher-moment models, 21
hydrogen plasmas, 1
hyperbolic five-moment model, 29
hyperbolic part, 107, 108
hyperbolic ten-moment model, 30
Ideal MHD, 2
inertial length, 124
inertial lengths, 124
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171
ion diffusion region, 6
isotropic pressure, 62
kinematic viscosity, 126
Kinetic models, 19
Lorentz transformation, 18
Lorentz-invariant, 18
Lorentz-invariant hyperbolic higher-moment clo-
sure, 21
macro-scale, 23
magnetic field line, 2
magnetic flux, 2
magnetohydrodynamic (MHD) fluid, 2
magnetohydrodynamics (MHD), 51
Maxwellian, 28
Maxwellian distribution, 19, 39
Maxwellian moments, 19
microscale field, 23
moments, 19
momentum density, 26
O-point, 58
Ohm’s law, 2, 4, 51, 51
one-fluid MHD models, 55
origin, 57
out-of-plane axis, 57
pair plasmas, 1
parallel pressure, 63
particle density functions, 19
particle models, 19
particle number density, 26
Particle-in-cell (PIC), 19
perpendicular pressure, 63
phase space, 19, 23
physically realizable, 64
Plasma, 1
plasma beta, 124
plasma frequencies, 124
plasma frequency, 124
plasmoids, 6
positivity conditions, 64
Prandtl number, 40, 126, 127
pressure tensor, 26
Primitive variables, 24
primitive variables, 20
proper tensor, 58
pseudo-temperature, 40, 115
pseudo-temperature tensor, 40, 115
pseudo-tensor, 58
rate of magnetic reconnection, 60
realizable, 22
reconnect, 3, 60
reflectional symmetry , 59
relativistic, 18
relativity principle, 18
relaxation period, 34, 40
relaxation rate, 34
resistive Hall MHD, 2
Resistive MHD, 2
rotationally symmetric, 57
satisfies positivity, 64
scalar pressure, 27
separatrices, 3, 58
skin depth, 124
slow reconnection, 5
source ODE, 107
source term ODE, 143
species, 18
species drift velocity, 52
splice symmetric tensor product, 128
splice tensor operations, 128
standard of truth, 113
stochastic collision operator, 113
strain rate, 32
structurally unstable, 113, 113
symmetric pair plasma, 55, 72
tearing mode instability, 6
temperature, 27
temperature tensor, 27
ten-moment gas-dynamic entropy, 30, 123
ten-moment model, 20
the plane, 57
thermal entropy production, 30, 31
thermal velocities, 124
thermal velocity, 20, 124
two-dimensional (2D), 57
two-fluid, 2
two-fluid MHD, 2, 55
two-species, 1
viscosity, 33
Vlasov equation, 19, 23
X-point, 58
