AND CONCLUSIONS 1. We study the propagation and dynamics of spindle waves in thal amic slices by developing and analyzing a model of reciprocally coupled populations of excitatory thalamocortical (TC) neurons and inhibitory thalamic reticular (RE) neurons.
1. We study the propagation and dynamics of spindle waves in thal amic slices by developing and analyzing a model of reciprocally coupled populations of excitatory thalamocortical (TC) neurons and inhibitory thalamic reticular (RE) neurons.
2. Each TC neuron has three intrinsic ionic currents: a lowthreshold T-type Ca +2 current ( 1caST ) , a hyperpolarization-activated cation ( "sag" ) current ( Ih) , and a leak current. Each RE cell also has three currents: IcabT, a leak current, and a calcium-activated potassium current (I AHP). Isolated TC cells are at rest, can burst when released or depolarized from a hyperpolarized level, and burst rhythmically under moderate constant hyperpolarizing current. Isolated RE cells are at a hyperpolarized resting membrane potential and can burst when depolarized.
3. TC cells excite RE cells with fast ar-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) synapses, and RE cells inhibit TC cells with fast y-aminobutyric acid-A (GABAA) and slow GABAB synapses and inhibit each other with GABA, synapses only. GABAB postsynaptic conductances operate far from saturation, and the slow inhibitory postsynaptic potentials (IPSPs) increase with the width of the presynaptic burst. The model network is a onedimensional cellular array with localized coupling. The synaptic coupling strength decays with the distance between the pre-and postsynaptic cells, either exponentially or as a step function.
4. The "intact" network can oscillate with partial synchrony and a population frequency of -10 Hz. RE cells emit bursts almost at every oscillation cycle, whereas TC cells do so almost at every other cycle. Block of GABAB receptors hardly changes the network behavior. Block of GABAA receptors leads the network to a slowed oscillatory state, where the population frequency is -4 Hz and both RE and TC cells fire unusually long bursts at every cycle and in full synchrony. These results are consistent with the experimental observations of von Krosigk, Bal, and McCormick. We obtain such consistency only when the above assumptions regarding the synaptic dynamics, particularly nonsaturating GABAB synapses, are fulfilled.
5. The slice model has a stable rest state with no neural activity. By initially depolarizing a few neurons at one end of the slice while all the other cells are at rest, a recruitment process may be initiated, and a wavefront of oscillatory activity propagates across the slice. Ahead of the wavefront, neurons are quiescent; neurons behind it oscillate. We find that the wave progresses forward in a lurching manner. TC cells that have just become inhibited must be hyperpolarized for a long enough time before they can fire rebound bursts and recruit RE cells. This step limits the wavefront velocity and may involve a substantial part of the cycle when no cells at the front are depolarized.
6. The wavefront velocity increases linearly with the characteristic spatial length of the connectivity (the footprint length). It increases only gradually with the synaptic strength, logarithmically in the case of an exponential connection function and only slightly for a step connection function. It also decreases gradually with a potassium leak conductance that hyperpolarizes RE cells.
7. To reproduce the experimentally measured wavefront velocity of -1 mm/s, together with other in vitro observations, both the RE-to-TC and the TC-to-RE projections in the model should be spatially localized. The sum of the RE-to-TC and the TC-to-RE synaptic footprint lengths should be on the order of 100 pm.
8. Neurons at different positions along the slice model oscillate with different phases. In the case of GABAA blockade, the phase shifts increase linearly with the distance between neurons and decay only slowly with time. Depending on parameter values, the phase shift can be positive or negative, because in a given bursting cycle a neuron fires before or after those on its right side, respectively. With GABAA intact, the phase shift's dependence on interneuronal distance can fluctuate and be more complex.
9. In addition to a propagating wavefront, the network can display various other types of spatiotemporal behaviors as parameter values and initial conditions are varied. Even a few endogenously oscillating cells, as expected in a heterogeneous population, can lead to several initiation points for waves propagating in both directions. The isolated RE network can oscillate with partial synchrony if the RE cells are less hyperpolarized, similar to in vivo results on the isolated RE nucleus by Steriade and colleagues.
INTRODUCTION
Among different types of collective neuronal oscillations observed in the brain (Gray 1994) , the 7-to 14-Hz spindle rhythmicity is characterized by its spontaneous occurrence at the onset of sleep or drowsiness, and by a high degree of coherence throughout the entire thalamocortical system ( Andersen and Andersson 1968; Buzsaki 199 1; Steriade and Deschenes 1984; Steriade et al. 1990 Steriade et al. , 1993 . It has been known since the 1940s that the thalamus is at the origin of this rhythmic phenomenon (Morison and Bassett 1945) . Spindle rhythmogenesis involves principally two types of thalamic neurons: the thalamocortical (TC ) relay cells excite the reticular thalamic (RE) cells, which in turn send back synaptic inhibition to TC cells and elicit postinhibitory rebound (PIR) bursts of action potentials in these cells (Steriade et al. 1985 (Steriade et al. , 1990 (Steriade et al. , 1993 . The rebound response to inhibitory postsynaptic potentials (IPSPs) is produced by a lowthreshold T-type Ca2' current IcasT (Deschenes et al. 1984; Jahnsen and Llinas 1984a,b; Pape et al. 1994) , together with a hyperpolarization-activated cation "sag" current Ih (Leresche et al. 199 1; McCormick and Pape 1990) .
We have developed computational models of the thalamic circuit underlying the spindle oscillation genesis. In particular, we have explored the possibility, as suggested by the experimental data of Steriade and colleagues, that an isolated RE nucleus is capable of displaying population spindle oscillations (Steriade et al. 1987) . The RE cells are intercon-netted by GABAergic synapses (Steriade et al. 1990 ) and also exhibit PIR due to an intrinsic lcamT current with somewhat slower kinetics than lcamT in TC cells (Huguenard and Prince 1992) . In our previous work on an RE network (Golomb and Rinzel 1993, 1994; Golomb et al. 1994a; Wang and Rinzel 1992, 1993 ) , we analyzed how coherent oscillations can result from the interplay between the cellular PIR property and the synaptic inhibition in the RE network. The results from a globally connected network model (Golomb et al. 1994a) , as well as those using a distance-dependent connectivity architecture (Destexhe et al. 1994a) , suggest that an isolated RE nucleus may indeed be able to oscillate at spindle frequencies, although generally not in a fully synchronous fashion. Subsequently, our model was extended to include a TC cell population, and the effects of reciprocal connections between TC and RE cell types were studied in a network with random connectivities (Wang et al. 1995) ; a two-cell TC-RE idealization was also considered by Destexhe et al. ( 1993) . The hypothesis that spindle oscillations can emerge from the RE-TC two-way interactions has been suggested by various experimental studies and does not require (nor necessarily exclude under certain conditions) that the RE nucleus acts as an autonomous oscillator. This hypothesis received direct support from recent results on in vitro ferret thalamic slice preparations, which contain the dorsal lateral geniculate nucleus (LGN) in reciprocal connections with the perigeniculate nucleus (PGN) (Bal et al. 1994 (Bal et al. , 1995a Kim et al. 1995; Lee et al. 1994; McCormick and Bal 1994; von Krosigk et al. 1993) . These ferret slice experiments can be well controlled, and they provide systematic and detailed observations regarding the neuronal and synaptic mechanisms underlying spindle generation. We summarize here some of the main observations that are relevant to our work.
1. In intact slices (with no pharmacological manipulation of synaptic transmission), spontaneous as well as evoked spindle episodes occur with intraspindle burst frequency of 5-9 Xz. RE cells fire bursts almost at every cycle in coherence with the local population rhythm, but sometimes they skip bursts. TC cells fire bursts only at every two, three, or more cycles, but always phase locked with the local population rhythm.
2. The bursting pattern is hardly changed when y-aminobutyric acid-B (GABAB) receptors are blocked with 2-hydroxysaclofen (25 -1,000 PM).
3. When GABA* receptors are blocked with bicuculline methiodide , the population frequency is reduced to 2-4 Hz. Both RE and TC cells fire prolonged bursts at almost every cycle, with a dramatic decrease of burst skipping events. The population rhythm is highly synchronized.
4. When both GABA, and GABAB receptors are blocked, the network is quiescent.
5. When a-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptors are blocked by 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX; 250 PM), the network is quiescent.
6. Spindle episodes in the intact slice as well as in the presence of bicuculline appear as traveling fronts that propagate with a velocity around 1 mm/s.
A model of spatiotemporal behaviors of spindling thalamic slices should be consistent with the known cellular and synaptic biophysical properties of the thalamus and able to reproduce all the above observations. Its goal is to illuminate the role of intrinsic ionic channels, synaptic coupling and architecture in the generation of spindle rhythmicity in particular, and collective neural dynamical behavior in general. In the thalamic model of Wang et al. ( 1995) , coherent oscillations at the spindle frequencies were generated by the reciprocal interactions between TC and RE cell populations. Using a network with random and sparse connectivity, we reproduced the first five results of the slice experiment (the 6th one is irrelevant for a model without geometry). However, when the GABA* receptors were blocked, the slowed synchronous oscillation in the model was somewhat fragile because it coexisted with an asynchronized state that had a sizeable domain of attraction. We studied the effects of the RE-TC convergence/divergence factors and showed that a small number of inputs per cell, say < 10, is generally enough for maintaining a high degree of network synchrony. The burst skipping phenomenon in TC cells was explained in terms of a temporal integration of rhythmic IPSPs by the slow inward current & and was shown to be more pronounced when TC cells were more hyperpolarized.
The objective of the present work is to improve upon that RE-TC network model in two important ways. First, this network model has a spatially dependent connection architecture, so the main focus of this paper will be on the wave propagation of spindle episodes across the "model slice." Second, we introduce a new phenomenological model for the GABA, synapses, so that the postsynaptic conductance operates far from saturation and amplifies nonlinearly as a function of the presynaptic RE burst width. With this model, we can account for the experimental results l-6 in a robust manner. In particular, we have found a new type of wavefront that advances in a lurching manner. Macroscopic groups of TC and RE cells are recruited discontinuously; once each oscillation cycle, new groups of TC and RE cells join the population rhythm. The dependence of the wavefront velocity on the characteristic spatial lengths of TC-RE connections and on other model parameters is investigated in detail.
A preliminary report of the present work was published in abstract form (Golomb et al. 1994b) .
METHODS

Single-cell models
The single-cell models have only one compartment and are represented by coupled differential equations according to the Hodgkin-Huxley-type scheme, similar to our previous works (Golomb et al. 1994a; Wang et al. 1995) . Sodium spike-generating currents are not included for simplicity. The equations and parameters of the model neurons are given in APPENDIX A.
RE CELL.
where ZCamT is the low-threshold calcium current, ZAHP is a calciumactivated potassium current, and IKL and INL are the potassium and nonspecific leak currents, respectively. The RE-to-TC coupling strength (maximal synaptic conductance) decays with the distance between the pre-and postsynaptic cells. The typical decay length, h TR, is called the synaptic footprint length. Similarly, the TC-to-RE coupling strength decays with a typical length XTR, and the RE-to-RE coupling strength with a typical length XRR (not shown). C: for an exponential footprint shape (-) the typical decay length X (which is either ART, XTR, or XRR) is the spatial distance for which the coupling strength reaches l/e of its maximal value. For a step footprint shape (---), the coupling strength has a constant value if the intemeuronal distance is between -h and h, and it is 0 otherwise. TC CELL.
where Ih is the slow sag current, and the other currents are of the same types as in the RE cell, but with different gating kinetics, conductance strengths, and reversal potentials.
Synaptic models RE cells receive fast GABA,-mediated IPSPs from neighboring RE cells and fast AMPA-mediated excitatory postsynaptic potentials (EPSPs) from nearby TC cells (Bal et al. 1995b ). TC cells receive both GABA, and GABAB IPSPs from nearby RE cells (Bal et al. 1995a) . No recurrent excitation between TC cells is assumed (see Fig. IA) .
Our model neurons do not possess sodium spike-generating currents and exhibit only the slower low-threshold calcium spike (LTS) that underlies the bursts. Synaptic transmission occurs when the presynaptic cell depolarizes above a presumed threshold for action-potential firing; hence synaptic interactions can be viewed as calculated by averaging over the short time scales of a burst's action potentials. The gating variables s for AMPA and GABA, synapses, representing the fractions of open channels, are modeled according to (Wang and Rinzel 1992, 1993) 
where VP,, is the presynaptic potential, S,(V) = ( 1 + exp [ -(V - w~.sl I -l, 8, = -40 mV being the presumed presynaptic voltage threshold for transmitter release and gs = 2 mV. The parameters kf and k, for the AMPA and GABA* synapses are slightly different (see APPENDIX A).
With this model, the peak synaptic current elicited by a brief presynaptic depolarization pulse is near saturation (s is close to 1), in accordance with experimental observations (Mody et al. 1994) .
The slower GABAB inhibition is different. GABA,-mediated IPSPs are generally elicited at higher stimulus intensities than GABA,-mediated IPSPs; to date, there is no evidence that GABAB IPSPs occur either spontaneously or in response to a single spike in a presynaptic cell (Mody et al. 1994; Otis et al. 1993 ). These results indicate that the postsynaptic GABAB-mediated conductances can be activated only under specific conditions and that they operate far from saturation. Moreover, in the case of thalamic slice experiments, it was shown (Bal et al. 1995a,b; von Krosigk et al. 1993 ) that blocking GABA* receptors by bicuculline leads to significantly longer RE bursts, as well as higher spiking rate at the initial phase of the burst. Because our present model does not include sodium spikes, our mechanism for synaptic interactions is chosen to take the effect of this higher firing rate into account. Because the detailed mechanisms of GABA, activation are unknown, we model these experimental observations in a phenomenological way by assuming that the amplitude of the GABAs-driven conductance increases nonlinearly with the presynaptic burst duration. Synaptic gating is described by two differential equations dx, -= k,,s,(V,,)(
where XB corresponds to the activated G-protein level, and SB is the fraction of open channels. This model synapse does not saturate easily and elicits significantly stronger responses to prolonged presynaptic bursts than to brief ones.
Axonal delays are neglected because they are expected to be no more than a few milliseconds, much smaller than the oscillation time period.
Network architecture
The experiments of Bal et al. ( 1995a,b) and Kim et al. (1995) were performed on slices with typical dimensions 5 X 0.5 X 0.5 mm. Because the slice length was considerably larger than the width and depth, we consider a one-dimensional architecture. Our network model consists of NRE RE neurons and NTc TC neurons distributed equally along a straight line. The index i of an RE neuron, i = 1 l l l NRE, represents its position along the line from left to right. The slice length, L, is constant and independent of NRE and NTc. The position of an RE (resp. TC) neuron with an index i is xi = iLINRE (resp. iL/N,,).
The synaptic coupling strength decays with the spatial distance between the pre-and postsynaptic cells. The connectivity diagram is shown in Fig. 1 B. The term "synaptic footprint shape" denotes the functional dependence of the synaptic connectivity on the distance between the pre-and postsynaptic cells. We assume, for simplicity, that this shape is symmetric. The coupling footprint length h is the typical decay length of the synaptic footprint shape. It has subscripts denoting the type of the pre-and postsynaptic cells; in this model we have XRR, XRT, and XTR. Two different footprint shapes are examined. For one, the synaptic coupling strength decays exponentially with the distance between the cells (as in Miles et al. 1988) ) to 1 le of its peak value at an interneuronal distance h. For our second footprint shape, synaptic coupling between a presynaptic cell at xi and a postsynaptic cell at xj is constant for 1 xi -~~1 5 h and is 0 otherwise. The two coupling schemes are shown in Fig. 1C . Detailed anatomic and physiological data about the synaptic footprint shapes are presently not available. For simplicity, we assume throughout this paper that hRR = XRT.
Neurons near the slice edges receive synaptic inputs from their existing neighbors according to the same rule but do not get input from nonexisting ' 'neurons' ' outside of the slice. Hence a neuron near the edge receives a smaller total amount of synaptic input. Except for that, all the RE cells and all the TC cells in the model are identical.
Scaling of synaptic coupling
We investigate our model in a parameter regime defined by the two following conditions.
1. The synaptic footprint lengths are much smaller than the slice length: h 4 L (for h = XRT, XRR, XTR) . This ensures that edge effects are minimal and also leads to the consequence that a wavefront traverses the slice only after many cycles. Both L and the hs remain fixed as NRE or NTc vary.
2. The number of cells within a footprint length is large: N 9 Ll h (for N = NM, NTc) . A neuron receives synaptic inputs from many presynaptic neurons, and fluctuations in the total synaptic input to a cell are negligible. N is considered a discretization parameter, and each cell is representative of the neurons in a localized region of the slice. N should be large enough so that the computational results are not sensitive to the actual numbers of cells that are used.
The synaptic conductances between neurons are scaled according to these two conditions. The network dynamics should be independent of NRE and NTc (see Hansel and Sompolinsky 1996) ; as discretization parameters, they should be chosen large enough so that our model approximates well the neural tissue's spatiotemporal behavior. In addition, we want to be able to distinguish between the effects of changing the total amount of synaptic input a neuron receives and the effects of coupling geometry. Consider for instance the TC-to-RE excitation. The maximal synaptic drive that an RE neuron i receives from a TC neuron j is given by gAMPAWTR(Xi, xj) ( Fig. 1 B) , where wTR (xi, xj) is the footprint function and depends on (Xi -xi)lX,R only. To ensure that the dynamics are insensitive to NTC, we normalize wTR such that oc c Iv&xi -Xj) = 1 (6) j =-cc where the sum from 1 to NTc was replaced by a sum from -m to a, ignoring edge effects and assuming that the neuron i is not located near the edges. A similar scaling applies to wRT and wRR. For simplicity, we take NRE = NTc = N and assume that all footprint lengths and distance quantities have been divided by the physical slice length, so that L = 1. With this scaling, an increase in the presynaptic cell density would be incorporated in the model as an increase of the total synaptic coupling strength g, but not as an increase in N. Fluctuations in the total synaptic input may play a role when the number of presynaptic neurons is not large enough. In this case the dynamics may depend on the number of presynaptic neurons.
Reference parameters and initial conditions
Not all the parameter values of our model can be determined from the existing experimental data. Moreover, as these values are varied, the model can exhibit a great variety of dynamical behaviors. As in our previous studies (Golomb et al. 1994a; Wang et al. 1995) ) we choose one set of reference parameter values that are consistent with many experimental results. These parameters are listed in AP-PENDIX A. Then we change systematically some parameter values in order to investigate their effects on the network dynamics.
Our goal is to understand the network dynamics associated with the spindle wave propagation (Kim et al. 1995 
Numerical and computational methods
The simulations reported in this paper were performed with the use of the fourth-order Runge-Kutta method with time step At = 0.5 ms. We simulated networks with N between 128 and 512. Increasing N has little effect on the results as long as all the MV values are large enough (say 28). The synaptic field that each neuron feels is given by a convolution of the synaptic coupling strength and the synaptic variable s from the presynaptic neurons (Eqs. A12, A13, A32, and A33). The convolutions were computed with the use of the fast Fourier transform (Press et al. 1989, section 12.4) . A typical network simulation with N = 512 and 10 s runs about 1 CPU h on an IBM-RISC-6000-375 workstation. The wavefront velocity was computed as follows. When a neuron at position i had burst for the first time, and no neuron to its right had done so, the index i and the bursting time were recorded. The wavefront velocity was estimated by linear regression of all these space and time values. Separate calculations were performed for the RE and the TC populations for a consistency check.
The phase shift of neuronal bursting along the slice was calculated by linear regression through the position and the bursting time of neurons along one phase line. Only neurons far from the edges (0.2 5 xi 5 0.8) were included in order to minimize edge effects.
RESULTS
Single-cell dynamics
Both the RE and the TC cells are conditional oscillators (Golomb et al. 1994a) . Depending on modulation of a potassium leak conductance or on constant injected current, each can be at rest or exhibit sustained oscillation. These two states may coexist and be realized by different initial conditions. The dynamical states exhibited by an isolated (RE or TC ) cell are presented in Fig. 2A as gKL, the potassium leak conductance of the cell, is varied. It is known that major neuromodulators such as acetylcholine, norepinephrine, and serotonin all influence and condition the occurrence of slow sleep rhythms in the thalamus, by modulating gKL in TC and RE cells (McCormick 1992 Consistent with the experiments on the ferret slices (Bal et al. 1994a,b; von Krosigk et al. 1993 ) and on other preparations (Huguenard and Prince 1994; Warren et al. 1994), we choose the reference parameter set so our isolated RE and set, the RE cell is at rest with a hyperpolarized membrane potential.
Injection of a depolarizing current pulse of 0.15 PA/cm* to the RE cell elicits a single burst. The TC cell is also resting, and it responds to release from a long-lasting hyperpolarizing current pulse (of -I .2 PA/cm') by a depolarizing sag followed by a postinhibitory rebound burst. C: membrane potential traces of RB and TC cells in the endogenously oscillatory regime.
TC cells are at rest. More specifically, the RR cell's V,,,, is hyperpolarized, because its gKL value is larger than g, in the oscillation regime (Fig. 2B) . It responds to a brief depolarizing current pulse with a single burst. Steady moderate depolarizing current can drive it to oscillate. The TC cell's V,,, is more depolarized, and its g,, value is smaller than g,, in the oscillation regime. It requires hyperpolarization of sufficient duration so that it can respond, upon release or to a brief depolarizing current pulse, with a single rebound burst due to the T current (Deschenes et al. 1984; Jahnsen and Llinas 1984a,b; McCormick and Huguenard 1992; Pape et al. 1994; Wang et al. 1991) . With a constant hyperpolarizing current of moderate intensity, it becomes oscillatory; but, with strong constant hyperpolarization, it is quiescent again. Membrane potential traces of cells, tuned into their rhythmically active regime, are presented in Fig. 2C .
Dynamics of GABA, synapses
In our GABAs synaptic model, the slow GABAn IPSPs depend nonlinearly on the duration of the presynaptic burst. Brief presynaptic RE bursts elicit weak GABA, responses; prolonged presynaptic RE bursts, as occur in the ferret slice experiments with GABA, blockade (Bal et al. 1995b) , result in much stronger GABAn responses. This behavior is illustrated in Fig. 3 , where an RE cell driven by a periodic external stimulus inhibits a TC cell via a GABA* synapse only. No feedback excitation is included. In Fig. 3A , the intra-RR GA-BAA coupling is represented by self-inhibition. Depolarizing current pulses are applied to the RE cell at 6.7 Hz, generating repetitive bursts with a duration of 48 ms. The GABAB IPSPs are not strong enough, and the TC cell's response is subthreshold. In Fig. 3 B the GABAA self-inhibition is blocked, and the current pulses are injected at 3.3 Hz. The RE bursts are wider (96 ms) and produce much more powerful GABAB IPSPs in the TC cell. This level of GABAB inhibition hyperpolarizes the TC cell sufficiently to elicit PIR bursts.
Classijication of bursting modes
The network dynamics behind the wavefront passage is similar to that of a network with all-to-all connectivity (Wang et al. 1995) . The local population-averaged voltage (averaged over a local group of RE or TC neurons, within a length several times larger than iRT + kTR) oscillates almost periodically with a frequency f . The local frequency f does not depend on position along the slice, except near the edges; it is the same for the RE and TC populations. RE cells usually fire bursts at almost every cycle, whereas TC cells do so only at every few cycles. We denote the bursting rate of the i th TC cell by (J)=c and the population-average bursting rate of all the TC cells by (f )TC = [ (&cl ( ( l l l ) denotes time averaging and [ l l l ] denotes averaging over the population). Neurons near the edges are excluded. We define the bursting ratio of the TC population to be & = fl(f )=c. Similarly, k= = f /( f )RE for the RE population. We define the bursting mode of the network to be & : JCRE. For example, in a 1: 1 mode both TC and RE cells fire bursts at every cycle, and in a 2: 1 mode TC cells burst at half the frequency of RE cells. We use the terms "2: 1" and " 1: 1" modes in a loose way, to refer to population averages, even if a few of the neurons burst with different rates.
Population bursting and synaptic blockade
The coupled RE-TC network with our particular choice of initial conditions exhibits a traveling front of spindle waves. A wavefront propagates at a constant velocity (module the lurching property) and corresponds to a moving transition between spatial regions of two different activity levels: neurons ahead of the wavefront are at rest, and the others, behind it, are oscillating. The oscillations persist because TC cells rebound from inhibition and reexcite the RE cells. Then the RE cells inhibit the TC cells again and deinactivate the T current, eliciting PIR bursts. In the "intact" slice model, a 2: 1 bursting mode is observed with population frequency of 10.1 Hz. A rastergram of the cells' firings is shown in Fig. 4A . Except for some irregularity near the front, neighboring RE cells tend to fire bursts simultaneously. We define bursting lines in the RE rastergram by connecting the bursting times of adjacent neurons. The lines are not exactly straight and parallel to the ordinate, revealing that the RE cells are not perfectly synchronized over long distances; following the bursting times of adjacent cells reveals a phase shift that varies (not necessarily monotonically) with the distance between cells. TC cells burst every second cycle. Cells tend to segregate into localized groups that fire simultaneously within groups; the typical group size increases linearly with the sum of footprint lengths XTR + XRT but depends on the details of the parameter set. The bursting behavior of the TC cells is also less regular near the front than far behind it. As seen for RE cells, there are phase shifts in the TC population, noticeable between widely separated groups.
Membrane potential traces of eight RE and eight TC neurons equally spaced along the slice are shown in Fig. 5A . A small minority of RE neurons skip every other oscillatory cycle. The first burst of RE cells lasts longer than the subsequent ones, because an RE cell at the wavefront receives less inhibition (i.e., only from cells behind the front) than afterward, and because in our model the T current of an RE cell at rest is considerably deinactivated. TC cells display prolonged hyperpolarization before their first burst. Two alternately bursting groups of TC cells can be identified; the phase shift between neurons within each group varies continuously with spatial position.
The burst firing rastergram with GABAB blockade is shown in Fig. 4B , and the membrane potential traces in Fig.  93 . The bursting pattern is similar to the previous case, because the GABAB IPSPs are small when the GABA* receptors are not blocked. In the absence of GABAB inhibition, the population frequency is increased slightly, to 10.7 Hz.
The effect of blocking GABA* receptors is prominent, as seen in Figs. 4C and 5C. The population frequency drops to 4.15 Hz, and the bursting pattern changes to 1: 1; both RE and TC cells now fire bursts at every cycle. The irregularity of burst timing at the wavefront is reduced, although not completely, and the first RE burst is only slightly longer than the others. With the reference parameter set, the neurons are almost fully synchronized, and the phase shift is very small.
If both GABA* and GABAB are blocked, or if the AMPA excitation is blocked, the neurons are quiescent, and no wave propagation occurs (not shown). Thus our model is consistent with the six main experimental observations itemized in the INTRODUCTION. The patterns shown in Fig. 4 are relatively regular, even in the 2: 1 bursting mode. However, when certain model parameters were varied, more complex spatiotemporal patterns were seen in simulations, especially during the first several cycles following the wavefront passage. Irregularities such as skipped bursts may be seen as burst line terminations where a line of bursting events disappears at a certain point in a rastergram. Regions of differing spatiotemporal order can be separated by a curve of discontinuity in the bursting rastergram (reminiscent of dislocations in crystal growth patterns); neurons on either side of this curve, but nearby, burst regularly. We have also found cases in which the network starts to burst in the 1: 1 mode and after several cycles switches to the 2: 1 mode. These types of irregular behavior are illustrated in Fig. 6 .
Gradual suppression of GABA, inhibition
Following the GABA* blocking experiment of Bal et al. ( 1995a) , we investigate the dependence of the population frequency f( far behind the wavefront) on the GABA, coupling strength. AS the GABA* conductance &ABA* is blocked gradually, f decreases slowly (Fig. 7) . The main reason for this decrease is the reduction of intra-RE inhibition, which extends the RE burst duration and consequently extends the oscillation period. Although this result may appear counterintuitive, it is consistent with our previous observation that an enhancement of fast GABA, inhibition increases the population rhythmic frequency (Golomb et al. 1994a) . At a particular g GABA* value, fdrops suddenly and then continues decreasing slowly. The discontinuous frequency drop corresponds to a change of the bursting pattern from a 2: 1 mode to a 1: 1 mode. From a dynamical systems point of view, this is a transition between two qualitatively different states. The two states (2: 1 and 1: 1) coexist for a certain range Of ~GABA* values, where initial conditions would select the observed pattern. If we choose a specific initial condition, however, as we did while computing the diagrams in Fig. 7 , there is a well-defined critical gGAB& value at which the transition occurs.
In Fig. 7 gGABAB. Because the slow GABAB inhibition tends to favor a stronger GABA, inhibition (Fig. 7) . This is because the 1: 1 state, with a g GABAB enhancement the transition from blocking intra-RE inhibition effectively enhances the GABAB bursting mode when both GABA* and GABAB are intact (A) or when GABAB is blocked (B) ; and in a 1: 1 bursting mode when GABA, is blocked (C). In the latter case (C), the phase shift between bursting neurons in this mode is close to 0 for our reference parameter set. . Simulations were performed with the same parameter set and initial conditions as in Fig. 4B , except for the RE-to-TC GABA* maximal conductance ~~ABA, = 0.2 mS/cm2 instead of 0.1) and the RE potassium leak conductance (g, = 0.035 mS/cm2 instead of 0.025). Only the burst events of every 4th cell are shown. The network exhibits several types of irregular behavior, which are easier to follow in the RE than in the TC population. Just behind the wavefront the dynamical mode is 1: 1, and it changes to 2: 1 after several cycles. Spatiotemporal dislocations exist (e.g., near x = 0.18 and x = 0.35), where a bursting line breaks at a certain point and then is shifted to continue at a dislocated position. An example of a line termination is denoted by the arrow. ations occur. In that regime, because the AMPA synapses are quite weak, synchronous inputs from most TC cells are needed to drive the RE cells to fire. Further increase of gAMpA values transfers the network from the 1: 1 to 2: 1 bursting mode, where, because of the enhanced AMPA synapses, the firing of an RE cell no longer requires simultaneous activation of all its presynaptic TC cells, hence the 2:l mode becomes possible. This transition would lead to a frequency jump, qualitatively like that in Fig. 7 . To observe a robust 2:l mode, the g AMPA value should be several times higher than the threshold value at the onset of the 1: 1 mode. For very strong AMPA excitation the bursting mode may switch to 3: 1. Within each bursting mode, the oscillation population frequency is almost independent of the gAMPA value.
Recruitment process
The wavefront propagation can be viewed as a recruitment process (Fig. 8) . Here we follow the recruitment process in a 1: 1 state (with GABAA blocked), because in this mode the neuronal dynamics near the wavefronts is relatively regular and repeats itself as the wave propagates. In each step of the cycle (RE bursting or TC bursting), we define the wavefront location as the position of the rightmost RE or TC cell (with the largest X) that bursts at this cycle. Suppose that at a certain time, RE cells behind the wavefront position have just fired a burst (Fig. 8A) . These RE cells inhibit TC cells, including some within a distance (denoted by PRT) in front of the wavefront position. The TC cells remain hyperpolarized for a certain time interval (Fig. 8B) , until the T current deinactivates sufficiently and these TC cells fire a rebound burst (Fig. SC) . At that moment the wavefront position moves forward by PRT in the TC cell population, hence /IRT is the RE-to-TC recruitment length. During the rebound burst the TC cells in turn excite RE cells within a distance pTR of the rightmost TC cell that has just burst; p TR is the TC-to-RE recruitment length (Fig.  80) . The wavefront position is moved by an additional distance pTR, and the cycle starts again. Hence the wavefront lurches forward instead of propagating continuously. The condition for net forward propagation is PRT + PTR > 0. In principle, one of the recruitment lengths could be negative. With the reference parameter set ( &-AB = 0.06 mS/cm* instead of 0.12 mS/cm* in Fig. 8) ) PRT is close to zero and much smaller than p TR, and most of the recruitment is done via the AMPA excitation. With strong GABAA or GABAB conductances, PRT may be larger than PTR (see below).
The duration of an excitation-inhibition cycle at the front is often close to the oscillation period well behind the wave- Dependence of local population frequency on the maximal conductance of GABA, synapses. The population frequency is the same for the RE and TC populations. Almost all RE cells burst at this frequency, whereas TC cells burst at the same rate in the 1: 1 mode and at ',$ the rate in the 2:l mode. The RE-to-TC and RE-to-RE GABAA conductances, ~GABA, and g g:BA, are equal to their reference values (0.1 mS/cm2 and 0.2 mS/cm2, respectively) multiplied by the blocker/enhancer level. Simulations were carried out with N = 5 12 and exponential footprint shape with h RT = ATR = 0.0156. The local population frequency was calculated by averaging over 33 nearby RE cells. As GABAA is blocked, the oscillation frequency first decreases slowly and then drops discontinuously at a certain value, where a transition occurs from the 2: 1 bursting mode to the 1: 1 mode. If the GABAB coupling strength is strong ( &ABA, = 0.12 mS/cm2, . . l ), or if the intra-RE inhibition is completely blocked, the transition occurs at a larger ~GABA, value. front, but in general the two do not have to be equal. In some cases, especially in a 2: 1 bursting mode, the dynamics near the wavefront are more irregular, and distinct cycles may not be well defined.
We use the reference parameters (Fig. 4) to reproduce the wavefront propagation along a portion of the slice of 3 mm length covered by eight electrodes in the experiments of Kim et al. ( 1995) . The wavefront takes -30 recruitment cycles in order to travel this distance. Relating this experimental recruitment length to the dimensionless one in our model, we conclude that the sum of the footprint lengths is XRT + x Tgs = 0.031 (in terms of the fractions of the slice length). sum thus corresponds to -100 pm for a slice length of 3 mm. We will discuss the generality of this result later.
Wavefront velocity SIMPLE ANALYTIC ESTIMATE.
fined as the spatial distance
The wavefront velocity is dethe wave has traveled divided by the time needed for this propagation (measured over many recruitment cycles). This velocity does not depend on the position along the slice (far from the edges). Locally defined, wavefront velocity uF equals the sum of the recruitment lengths p RT + PTc per recruitment period, Tree
ret To obtain a simple estimate for uF we approximate Tree by the oscillation time period T, and in APPENDIX B we estimate the recruitment length (either PRT or PTR), finding its approximate dependence on some parameters. We show that recruitment length scales linearly with the footprint length. For a step footprint shape, it (either from TC to RE or from RE to TC) is always smaller than the footprint length; it approaches the footprint length asymptotically with increasing synaptic coupling strengths. In the case of an exponential footprint shape, the recruitment length increases logarithmically with the synaptic coupling strengths, and it can be either smaller or larger than the footprint length. For all footprint shapes, in an intact network the RE-to-TC recruitment length depends mainly on the GABA, maximal conductance &ABA*, because the GABAB IPSPs are weak. Several factors may cause discrepancies between our estimated vF (from APPENDIX B and using T for Tree in &. 7) and that obtained from simulations (as described in METH-ODS).
First, the recruitment cycle time 7'rec can differ from the oscillation period T away from the wavefront. Especially in the 2:l state, the neuronal dynamics near the wavefront are irregular, making it difficult to define and measure the time duration of a recruitment cycle. Second, varying the synaptic conductances can alter qualitatively the global dynamics of the network, including the population frequency. For example, there may be a transition from a 2:l state to a 1: 1 state as a synaptic conductance is varied (sometimes a transition occurs after a few cycles behind the wavefront passage). The global dynamical change affects both Tree and the p values, whereas this change is not accounted for by our velocity estimation (Eq. 7 and APPENDIX B ) . Third, if IV)\TR and N&T are too small, finite size effects may play a role, and the velocity can deviate from the estimated value. SIMULATION RESULTS.
Numerical simulations have been performed in order to study the wavefront velocity's dependence on parameter values. Its dependence on the synaptic footprint length is presented in Fig. 9 . The velocity is expressed as slice length per second. Calculations were carried out with X-TR = ART = X, for both exponential and step footprint shapes, with or without the blockade of GABAA. In all cases (and others we examined), the wavefront velocity uF increases linearly with the footprint length, to very good accuracy. The simple estimate of UF was calculated by assuming a step footprint shape, GABA, synapses intact, a typical population frequency of 10 Hz, and equality between the recruitment lengths and the footprint lengths ( PRT = XRT and PTR = )\TR). The actual wavefront velocity for the step footprint is smaller than this value for reasons discussed above.
The dependence of u F on the synaptic conductance strengths is more complicated, as shown in Fig. 10 . As expected from the simple estimate, 'UF changes only slightly with the synaptic coupling strength in the case of a step footprint shape, except for small gAMPA (Fig. 1OC) . The (-) or a step ( l l l ) footprint shape. Simulations were done with or without GABA* blockade. N = 512. In all cases, the wavefront velocity increases linearly with the footprint length. Dashed line represents the simple analytic estimate (see text, Simple analytic estimate) of UF for a step footprint shape, using an oscillation frequency of 10 Hz and an approximation of the recruitment lengths by the footprint lengths. The actual velocity for the step footprint is smaller than the simple estimate mostly because the recruitment lengths are smaller than the footprint lengths.
velocity uF is smaller than the simple estimate. With an exponential footprint shape, the dependence of uF on the coupling strength is more significant, and consistent with the estimated logarithmic relationship. Even though a sharp transition from a 2: 1 mode to a 1: 1 mode occurs far from the wavefront when the maximal GABA, conductance gGABAA is reduced beyond a critical value (Fig. 7) , the wavefront velocity does not jump but decreases smoothly (Fig.  10A) . The steep drop in uF for small gAMPA (Fig. 1OC) is a result of the near-threshold behavior for the onset of network oscillations and is explained by our simple analytic estimate ( See APPENDIX B ) .
Increasing the GABA, coupling strength results in two competing effects on t+. On the one hand, it increases the recruitment length (especially for the exponential footprint shape); suggesting more cells being recruited per cycle. On the other hand, it hyperpolarizes the TC cells thereby increasing the oscillation period. As shown in Fig. lOB , the first effect dominates when GABAA is blocked (especially with exponential coupling) ; the wavefront velocity increases with the gGABAB value. When not blocked, GABAA determines the recruitment length, and the effect of GABAB is mainly to increase the period. Hence the wavefront velocity decreases with increasing gGABAB values.
We also assessed the sensitivity of the wavefront velocity L+ to two other aspects of the network model (Fig. 11) . First, we consider the dependence of uF on the potassium leak conductance g,, in RE cells. With larger g,, values, an RE cell is more hyperpolarized and needs to receive stronger EPSPs in order to fire a burst, hence the bursting threshold is effectively increased. Second, we consider the change of uF when the connection footprint lengths differ in the two cell populations: kr + hR' With a step footprint shape, uF shows a slight reduction with increasing g,,, whether GABA, is blocked (Fig. 11 B) or not (Fig. 11A) . When either ART or XTR is reduced by a factor of 2, uF is decreased by -1/4, as expected from our simple estimate. Figure 11 , C and D, corresponds to the case of an exponential footprint shape. Consider first the case of GABAA synapses blocked (Fig. 110) . Here the recruitment is dominated by the TC-to-RE excitation, so decreasing Am significantly decreases UF. But, in the presence of GABA, inhibition (Fig. 11 C) , the RE-to-TC recruitment length exceeds the TC-to-RE recruitment length, and hence & has more effect than Am on 'UF.
Phase shifts
In a 1: 1 bursting mode, the phase shift is readily defined as the difference in bursting time between two neurons on the same bursting line. In a 2:l mode without terminations or dislocations in bursting lines, the definition can be extended to RE cells that fire bursts at every cycle, whereas it is more difficult to do so for TC cells that fire bursts only at every few cycles. For this reason, we concentrate here on the 1: 1 state with GABAA blocked and investigate the dependence of phase shift on parameters. When measuring phase shifts, we exclude neurons near the wavefront or the slice edges.
Although the phase shift of neurons for our reference parameter set is near zero (Fig. 4C) , two cases with different parameters are shown in Fig. 12 , A and B. In both cases, far from the edges and the wavefront, the phase shift grows linearly with the interneuronal distance. In A the phase shift is defined to be positive, as a neuron bursts before those to its right side. This case will be referred to as ' 'delay,' ' because a neuron closer to the right edge bursts later. In B the phase shift is negative ( "advance" ) , and a neuron fires a burst earlier than those to its left side.
The phase shift is a transient phenomenon (APPENDIX c). We arbitrarily define the phase shift to be that of the phase line in which the wave has reached the right edge for the second time; this phase line is marked in Fig. 12, A (8) where 4 is the phase shift across the whole slice measured in seconds, and UF is the wavefront velocity measured in l/ s (our slice length is normalized to 1) .
The dependence of the normalized phase shift p on the RE potassium leak conductance gKL is shown in Fig. 12C for several footprint lengths XRT and XTR. We see that the phase shift becomes more negative (advance) as gKL of RE cells increases. Phase shifts develop because as the wavefront propagates, there is a difference in the bursting time between a neuron at the front (that is bursting for the 1st time) and a neuron behind the front (that has fired bursts previously). These results show that this difference becomes more negative as gKL is increased and the RE cells are more hyperpolarized. Comparing the three curves in Fig. 12C , one sees that the phase shift becomes more negative (resp. positive) as XTR (resp. X,, ) is decreased.
When the bursting pattern is 2: 1, the phase shift evolves in a more complicated way. The phase shift between neurons is no longer a linear function of their distance, and RE bursting lines can be curly (e.g., Fig. 4, A and B) or discontinuous (Fig. 6 ). Fig. 9 ). In general, the wavefront propagation is accelerated by increasing either the GABA* or AMPA coupling strength, more significantly so for the exponential than for the step footprint shape. The wavefront velocity decreases (resp. increases) with the GABAB coupling strength in the presence (resp. absence) of GABA, synapses. There can be several initiation points: for example, two in Fig. 13 . When waves come from both directions, they coalesce and become synchronized after several cycles, as observed experimentally (Kim et al. 1995 ).
In our simulations we normally prescribe the initial conditions with most of the cells at rest except for a few depolarized RE cells at one end. This choice leads to traveling waves. With different initial conditions, various other patterns can be exhibited. For instance, if all the neurons start at rest, the network will stay quiescent. To observe spindle oscillations that emerge spontaneously from a totally quiescent network, without "stimulation at one edge," we introduced some heterogeneity in the intrinsic cellular properties. Here we assume heterogeneity in the potassium leak conduc-
Do spindle oscillations require LTSs in RE cells? tance gKL of TC cells. The distribution function of gKL is
In our model with the reference parameter set, both RE Gaussian with an average 0.02 mS/cm* (the original refer-and TC cells exhibit LTSs and fire in a bursting mode.
ence value) and a standard deviation 0.0025. TC neurons However, partially synchronous oscillations and wavefront with strong enough g KL are intrinsic oscillators (Fig. 2) , and propagation may still occur if the RE cells do not exhibit their resting state is unstable. Starting from near rest, they calcium LTSs. As a suggestive demonstration, we have sim-
Step The legend applies to all panels. In A and B the footprint shape is a step function, and in C and D it is exponential. In B and D the GABA* receptors are blocked. The bursting mode is 2:l with GABA* intact and 1: 1 with GABA* blockade. In C the jump in uF at gKL aO.035 mS/cm* is caused by a transition to the 1: 1 bursting mode near the wavefront (the 2: 1 mode is recovered far behind the wavefront). 00, . ulated this situation by blocking the calcium conductance gca of the RE cells and increasing the AMPA conductance to TAMPA = 0.5 mS/cm2 (not shown). The network still displays a 2: 1 bursting mode, although RE cells tend to skip more bursts. With GABAA blocked, the network switches to a 1: 1 bursting mode. The results are suggestive that minimal conditions for the oscillation are that RE cells depolarize adequately (to fire a train of spikes) in response to the excitatory drive that they receive from TC cells.
Oscillations in the isolated RE network The reference parameter set was chosen for mimicking spindle rhythmicity in ferret thalamic slices. RE cells have a large g,, value so that their resting potentials are hyperpolarized below the oscillatory regime (cf. Fig. 2A) . As a result, the isolated RE network, with mutual inhibition between its neurons, cannot oscillate without EPSPs from TC cells. However, if the g KL value is smaller, a single m cell can become oscillatory. Even if g,, is below the oscillatory regime, a single RE cell is quiescent, but a network oscillation can result through mutual inhibition between RE cells (Destexhe et al. 1994b; Perkel and Mulloney 1972; Wang and Rinzel 1992, 1993 ) . In both cases, the recurrent inhibition can induce some level of network synchrony (Steriade et al. 1987 (Steriade et al. , 1990 . To examine the isolated-RE oscillations with our one-dimensional connectivity architecture, we depolarized RE cells considerably by assuming that the nonspecific leak Current has a conductance gNL = 0.035 mS/Cm2 and reversal potential VNL = -42 mS/cm2. A single RE cell is resting at -56.9 mV, but the RE network disconnected from the TC cell population can also oscillate (e.g., with GABAA conductance of $&AA = 0.5 mS/cm2). By choosing initial conditions where a few RE cells at the left edge of the slice are stimulated, a wavefront is initiated and propagates from left to right, as shown in Fig. 14. After the wavefront has passed, the population oscillates with a frequency of 16.6 Hz, similar to the higher frequencies sometimes ob-RE Cells served experimentally in the in vivo segregated reticular-is (Steriade et al. 1987 ). In the example of Fig. 14, each RE cell fires bursts every second or third, or more, cycles. Note that a subset of neurons that fire bursts at the same cycle are highly synchronized and the phase shift is small. Because with different parameters a network with all-to-all coupling may exhibit many kinds of partially synchronized patterns, we can expect to get various patterns here as well. In particular, we found patterns in which some RE neurons oscillate, whereas others are quiescent (not shown).
DISCUSSION
We have developed a one-dimensional model of thalamic slices that exhibits wavefront propagation. Ahead of the wavefront the neurons are quiescent; behind it they oscillate with a high degree of synchrony. Even a model as idealized as ours can in general exhibit many spatiotemporal patterns. However, this model, with the chosen reference parameter set, can duplicate at least the six main experimental observations about the network dynamics, obtained by McCormick and colleagues (Bal et al. 1995a,b; Kim et al. 1995; von Krosigk et al. 1993 ) and listed in the INTRODUCTION. In addition, it is consistent with the experimental data from voltage-clamp and current-clamp recordings on the intrinsic ionic currents in TC and RE cells as well as on the properties of synaptic transmission in the thalamus. The model's ability to reproduce all these results, while fulfilling and illuminating the known biological constraints (especially with respect to the synaptic kinetics), represents a main result of this work.
Our model demonstrates the lurching characteristics of the recruitment process. Aspects of the wavefront propagation are affected by both intrinsic and network properties. The wavefront velocity is limited by the postinhibitory rebound properties of TC cells (intrinsic) and by the spatially localized synaptic footprints (network). The wave speed increases linearly with the footprint lengths but only gradually with the synaptic coupling strengths, and it decreases gradually with enhanced hyperpolarization of the RE cell population. We showed that these dependencies are themselves functions of the synaptic footprint shapes and are more sensitive when the footprint decays more gradually with the distance between the pre-and postsynaptic cells. The model shows that when GABA* is blocked, the phase shift between a pair of cells increases linearly with the intemeuronal distance. However, it does not predict the magnitude of the phase shift itself. Depending on parameter tuning, it can be positive, negative, or near zero. We suggest that, in addition to a propagating wavefront, the network can exhibit many other spatiotemporal patterns. For example, small localized concentrations of intrinsic oscillators can create many wave initiation points. The system behavior depends quantitatively, but generally not qualitatively, on the synaptic footprint shape.
Single-cell properties and network behavior
The model's TC cells fire bursts in subharmonics with the population rhythm, at every other cycle (the 2:l bursting mode) or less frequently. As was shown previously (Kopell and LeMasson 1994; Wang 1994; Wang et al. 1995) , the presence of the hyperpolarization-activated cation current (&) is crucial in order to enable the TC cell to burst every second time in a robust way. A burst deactivates &, and then at least two population cycles (at 10 Hz) are required for the inward & to build up, enabling the cell to burst again. A reduction of the maximal h conductance & leads to a hyperpolarization of TC cells. A moderate decrease of gh can be compensated by an increased activation of the h channels at the hyperpolarized voltages, so that the Ih amplitude is little changed, and the 2: 1 bursting mode may still be robust. With complete & blockade, TC cells are further hyperpolarized, and as a consequence the T current may become slow enough so that the 2:l bursting mode is still possible. However, without the &, this 2: 1 mode was seen in our model simulations only in a very restricted parameter regime.
Our single-cell models have only one compartment, for the sake of simplicity. This assumption seems reasonable for the TC cells that appear to be electrically compact (Bloomfield et al. 1987; McCormick and Huguenard 1992) . The cable properties of RE cells are less well characterized; and although evidence suggests the presence of a significant amount of T conductance on the dendrites (Contreras et al. 1993) ) the spatial distribution of active conductances on RE cells has not been quantified. The one-compartment idealization has an effect on the resting state of our RE and TC model cells. For the reference parameter set, the TC cell's V rest 7 -60.8 mV, differs from the experimental measurement of about -70 mV (Bal et al. 1995a) , and the RE cell's Vest, -83.9 mV, is more negative than that reported -67 mV by Bal et al. (1995b) . Bal et al. (1995a,b) suggested that a gradual hyperpolarization of a RE cell would increasingly raise the effective bursting threshold in these cells, until the EPSPs from TC cells would be no longer powerful enough to reach that threshold, so that the RE cell could not fire bursts anymore. We tested this scenario in our model by increasing the potassium leak conductance g,, in RE cells. Significant enhancement of g KL was seen to reduce the wavefront velocity but did not abolish burst firing of RE cells nor the spindles in the RE-TC network. Improvements of the present thalamic model, such as a more elaborate compartmental modeling of RE cells and the inclusion of sodium spikes, may resolve these disagreements.
To account for the six experimental results from ferret slice, the model RE neurons must operate in the bursting mode where the calcium T conductance is prominent. On the other hand, we found in simulations that network oscillations can still persist even if this T conductance is blocked in RE cells.
Saturation and nonlineurity in synaptic response
The study of synaptic transmission is generally concerned with unitary postsynaptic potential or current elicited by a single presynaptic action potential, and much less is known about how a postsynaptic receptor temporally integrates the stimulus by a train of presynaptic action potentials. Traditionally, theoreticians have used the form of the a-function and its extensions (Destexhe et al. 1994~; Koch and Segev 1989; Rall 1967) , and the postsynaptic conductance response to a barrage of presynaptic action potentials is modeled as a simple sum of individual responses. In reality, deviations from linearity may occur. Postsynaptic conductances can saturate, so that the response to the consecutive action potentials is less than expected from linear addition. There are experimental indications for saturation of AMPA and GABA* synapses (Mody et al. 1994) . On the other hand, GABAB synapses seem to display a significant response only to sufficiently strong stimuli, but not to weak stimuli (Mody et al. 1994) , indicating that the GABAB response to a barrage of action potentials is larger than expected by the linear approximation.
In the present model, spike-generating currents are not included, and the nonlinear integration of synaptic responses is carried out in terms of burst duration, which is assumed to increase with the number of repetitive spikes in a burst. The firing rate within a burst is usually not constant. For example, an RE cell's burst consists of more spikes with the GABA, blockade than in the intact situation, not only because the burst is much prolonged, but also the firing rate becomes very high at the beginning of the burst (Bal et al. 1995b) .
Given these limitations, as a first step toward biophysical modeling of GABAB synaptic transmission, we formulated a phenomenological model that is both consistent with the above synaptic data and enables us to reproduce the ferret thalamic slice experiments. As in our previous models, the AMPA and GABA* synaptic models operate near saturation. However, the GABAB synapses do not reach saturation, and their response increases nonlinearly with the presynaptic burst duration. We hypothesize that this burst-duration-dependent response is a result of both the increased number of spikes on a wider burst and the nonlinear properties of the GABAB receptors.
The GABAB model with its burst-duration dependence helps us to explain two of the ferret slice characteristics. First, GABAB synapses have almost no effect on spindle oscillations in the intact slice, yet they can support the slow synchronized oscillations when GABA* is blocked. To understand this, suppose the GABAB synapses were effective in the intact slice. Then they would hyperpolarize TC cells (because of their negative reversal potential and slow decay), thereby slowing the T-current kinetics and hence slowing the rebound process in these cells. A GABAB blockade should then result in abolishing this effect and consequently in an increase of the TC population oscillation frequency. Because only little change is seen experimentally, GABAB IPSPs ought to be weak when GABA* IPSPs are not blocked. This is consistent with our model, because the RE burst duration with GABA* intact is relatively small, and hence the GABAB synaptic response fluctuates at low levels (Fig. 2) . Note that the RE burst is narrower in the intact case for two reasons: 1) the intra-RE GABA* inhibition cuts short the RE bursts, and 2) at the relatively high ( = 10 Hz) frequency, the T current is not fully deinactivated and the bursts are weaker and shorter in time.
Second, the burst-duration dependence of the GABAB synapses is also important for robustly generating the slow synchronous 1: 1 oscillation when GABA* is blocked in the model. In our previous work (Wang et al. 1995) , although we were able (by choosing initial conditions in an appropriate range) to reproduce this 1: 1 bursting mode in the absence of GABA* inhibition, it often coexisted with another, asynchronous oscillatory state. We believe that the asynchronous state was present, because the GABA, model synapse in Wang et al. (1995) was not endowed with the nonlinear kinetic property postulated in the present GABAB model. That previous GABAB synapse model could saturate from the much prolonged bursts of the presynaptic RE cells in the absence of GABA* inhibition. In that case the REto-TC GABAB IPSPs provided a quasi-constant hyperpolarization and would not phasically synchronize the TC cells. Indeed, with the present GABAB model, the asynchronous state has not been observed in simulations, both for the present spatially dependent connectivity and for the random connectivity as in Wang et al. ( 1995) .
These results illustrate how details of synaptic kinetics and integration mechanisms may affect network dynamics qualitatively. Destexhe and Sejnowski ( 1995) suggest that kinetic properties of the G-protein transduction mechanism underlie the strong GABAB response to prolonged bursts. In their model, the variable representing the G-protein concentration was raised to the fourth power due to G-protein cooperativity. In our phenomenological model, the variable xB (Eq. 4) is interpreted as the activated G-protein concentration, whereas the variable SB corresponds to the activation of GABAB channels with kinetics that depend on the fourth power of XB. In our case the gating kinetics of the GABAB channels is relatively slow, in contrast to that in the model of Destexhe and Sejnowski, where channel opening and closing depend instantaneously on G-protein concentration. More experimental and theoretical work is needed to test our hy-pothesis and understand the GABAs activation and synaptic integration processing at the biophysical level.
The bursting mode depends also on the strength of the AMPA synapses. With AMPA excitation partially blocked (and GABA, not blocked), the system tends to burst in a 1:l mode.
Network dynamics in one-dimensional models and sparseness effects
In our model, synaptic weights are normalized so that the total synaptic drive (of a given type) is the same to cells at different positions but away from the edges. Furthermore, the maximal synaptic conductances (g values) implicitly include the effect of local cell densities, because they are the product of presynaptic cell density and single afferent conductance. This prescription is reasonable biologically only if in the thalamic circuit fluctuations in synaptic inputs among cells are small, i.e., when the number of cells that make sufficiently strong synaptic contacts with a single postsynaptic cell is large enough. In the real slice the synaptic connectivity may be anatomically sparse, and a cell may receive functionally strong synapses only from a few other cells. These fluctuations affect the dynamics and reduce the synchrony among cells (Barkai et al. 1990; Wang et al. 1995) .
The intact slice model bursts in a 2:l mode after the wavefront passes. In this state, we can visually identify two clusters of TC cells that burst together globally, even though we cannot define them precisely because of phase shifts and the spatial gradient in burst timing. However, this state can be regarded as an extension of the cluster states found in globally connected network models (e.g., Golomb and Rinzel 1993, 1994; Golomb et al. 1994a Golomb et al. ,b, 1995 Wang et al. 1995 ) . Both are examples of spontaneous symmetry breaking; in the present case of a long slice, translation symmetry is broken (Anderson and Stein 1984) . The segregation of TC cells into two approximate clusters creates spatially contiguous groupings where all the neurons within each group burst almost simultaneously. The spatial group size varies, but the typical length increases with the footprint length. This grouping is presumably a result of the homogeneity of cellular and coupling properties in our model. The introduction of randomness and sparseness to the spatially dependent connectivity might eliminate these contiguous groups (Wang et al. 1995) .
Bursting patterns where TC cells fire at a lower frequency ratio than the 2: 1 mode (such as 3: 1, 4: 1) can be obtained if the TC cells are more hyperpolarized or if the h conductance is decreased. However, these changes usually make the TC cell an intrinsic oscillator. Sparseness is expected to cause both RE and TC cells to skip bursts, as found in a model with spatially independent but sparse connectivity (Wang et al. 1995) .
Another result that is affected by sparseness is the sharp transition between the 2: 1 and 1: 1 modes, accompanied by a population frequency drop, as the GABA, receptors are gradually blocked (Fig. 7) . By contrast, in the experiments of Bal et al. ( 1995a) , the change of the population rhythmic frequency is continuous.
Sparseness and heterogeneity would smooth the curve and smear the transition.
Recruitment and wavefront propagation
In our simulations, the process of recruiting cells into the oscillatory mode displays lurching and discontinuous characteristics.
At each step, RE cells recruit a new group of downstream TC cells. These cells are hyperpolarized for a large portion of the cycle before they fire a rebound burst and then recruit the next new group of RE cells. The lurching wave differs from other processes of recruitment, such as action-potential propagation along an unmyelinated axon as more inward current sources are recruited continuously (Hodgkin and Huxley 1952) , or continuous wave propagation by synaptic excitation (Chervin et al. 1988; Ermentrout and McLeod 1993; Idiart and Abbott 1993; Miles et al. 1988; Traub et al. 1993) .
The wavefront propagation velocity uF in thalamic slice, -1 mm/s, is slow in comparison with wavefront velocities of excitation in other slice preparation, such as 60 mm/s in cortical slices and 140 mm/s in hippocampal slices (Chervin et al. 1988; Miles et al. 1988; Traub et al. 1993) . The synaptic footprint shapes are assumed here to be spatially symmetric. The wavefront's speed depends on the propagation direction for asymmetric footprint shapes. Kim et al. ( 1995) reported that a spindle wave needed ~30 cycles in order to pass along a slice distance of =3 mm. This implies, in the context of our model, that the sum of the recruitment lengths PRT + PTR is = 100 ,um. Our model relates the recruitment lengths, measured from physiology, to the footprint lengths, that can be measured anatomically. It shows that the sum of the footprint lengths cannot be significantly larger, because the recruitment length is much smaller than the footprint length only when the corresponding synaptic coupling strength is just above threshold for the onset of network spindle oscillations. However, in this justsuprathreshold parameter regime the system behavior is not robust and does not display features of the six main experimental observations (see INTRODUCTION) .
Our simulations show that for maintaining a stable 2:l state, the maximal AMPA-conductance g AMPA should be several times stronger than its threshold value for oscillations.
The maximal GABAA conductance gGABAA should also be much stronger than its threshold value; otherwise the effects of blocking GABAB would be clearly seen in experiments. Therefore the experimental results of Kim et al. together with our model's results suggest that the reciprocal synaptic projections between RE and TC cells should both be spatially localized, on the order of 100 pm.
What are the anatomic data for the footprint lengths? In cat LGN, the spatial extents of the dendritic and axonal trees of RE and TC cells were studied by intracellular staining and by electron microscopy, but their quantitative and statistical characterizations remain far from complete. Roughly speaking, the dendritic arborizations of RE cells can extend for several hundred micrometers; whereas their axonal projections in the TC vary from being very restricted to widespread (up to 200-300 pm) (Cucchiaro et al. 1991; Uhlrich et al. 199 1) . The dendritic trees of TC cells extend for 100 pm (the X-type LGN cell) to 200-400 pm (the Y-type LGN cell) (Friedlander et al. 198 1; Sherman and Koch 1990) , and the synaptic contacts from RE cells are located mostly in the distal dendrites (Cucchiaro et al. 199 1). The TC collaterals in the RE can be short or extensive (up to a few hundred pm) (Friedlander et al. 198 1; see also Harris 1987 on the rat somatosensory thalamus); and the contacts seem to be made predominantly near the RE cell body (Ide 1982) .
These anatomic data from cats indicate that if the RE-TC coupling were random, the sum of the reciprocal synaptic footprint lengths would be > 100 pm. Admittedly, the morphology of the ferret LGN and PGN cells may be different from those in cat. On the other hand, the spindle wave propagation velocity as seen from in vivo simultaneous recording in cats under pentobarbitone anesthetics seems as slow as in the ferret slices ( Andersen et al. 1966) . To reconcile the predicted short footprint lengths with the morphological data, more information is needed about the reciprocal RE-TC projections. For instance, the dendritic or axonal arborization of a thalamic cell is often anisotropic (Pinault et al. 1995) , and we do not know the extents of the axonal and dendritic trees in the direction of the wave propagation. Moreover, the probability of synaptic contacts or the synaptic strengths likely vary along the dendritic and axonal trees; these distributions remain to be assessed.
Phase shifts
In the 1: 1 bursting mode, the relative phase shift grows linearly with the distance between a pair of neurons. The model's phase gradients depend sensitively on parameters; positive, negative, or near zero phase shifts are found. On the other hand, the model may predict the trends when parameters are changed. Being dependent on the network's transient behavior near the wavefront, the phase shift is expected to be affected by the waxing and waning of the spindle oscillations. Hence quantitative differences between the model's results regarding phase shifts and future experimental observations may be found.
SigniJicance of the intra-RE connections
The intra-RE synaptic interconnections via fast GABAA synapses play a dual role with regard to the thalamic oscillations. On the one hand, under certain conditions they enable the RE network alone to generate population oscillations in the spindle frequency range, as shown experimentally (Steriade et al. 1987) , and in computational models with global or spatially dependent connectivity (Destexhe et al. 1994a,b; Golomb and Rinzel 1993, 1994; Golomb et al. 1994a Golomb et al. , 1995 Wang and Rinzel 1992, 1993 ). Here we show that this oscillation can also occur in a one-dimensional architecture, when RE cells are less hyperpolarized; the RE network model displays wavefront propagation for appropriate initial conditions. This is similar to in vivo experimental results (Steriade et al. 1987) showing oscillating spots in the rostra1 pole, whereas adjacent spots were quiescent. In this preparation, such reduction of the hyperpolarization of RE cells may be due to the depolarizing effect of norepinephrine and serotonin modulatory systems.
On the other hand, even when the intra-RE coupling is not essential for rhythmogenesis, we see that it strongly affects the RE-TC network behavior especially by reducing the burst duration of RE cells and hence the amplitude of the RE-generated slow GABAB IPSPs in TC cells, as also seen experimentally (Huguenard and Prince 1994) . In some parameter regimes, blocking the intra-RE coupling can transform the bursting mode from 2: 1 into 1: 1.
Experimentally testable results
To summarize, we list here some of the model's main results that ought to be experimentally testable in ferret thalamic slices. 1) The GABAB receptors of the RE-to-TC projections operate far from saturation and respond much more strongly to a prolonged burst than to a brief one. Here, one might employ paired recordings with the assist of infrared video microscopy as in recent work of Sakmann and colleagues (Markram and Sakmann 1995) .
2) The wavefront propagates in a lurching manner, especially in the 1: 1 mode, where in each cycle a distinct group of RE and TC cells are recruited. Imaging, either by calcium or voltage-sensitive dyes, may adequately resolve the spatiotemporal profiles to detect this feature. 3) Oscillations persist if the intra-RE inhibition is blocked. As in Huguenard and Prince ( 1994) , local application of bicuculline to the RE region should be attempted, possibly with the assistance of mild pressure by a sharp edge along the RE-TC border. 4) The RE-to-TC and the TC-to-RE footprint lengths are spatially restricted, with their sum around 100 pm. Here also, paired recordings if feasible would yield valuable information. 5) The wavefront velocity increases (e.g., in a logarithmic fashion) with the synaptic coupling strength; it drops sharply near the threshold for minimal AMPA. In concert with a gradually increasing dosage of AMPA-receptor antagonist, wavefront velocity could be measured either with recordings from multielectrode arrays along the slice (as used by Kim et al. 1995) or imaging as for 2. 6) When GABA* is blocked, the phase shift between neurons increases linearly with the distance between them; it varies with the system parameters such as g,, of the RE cells. These measurements will be perhaps the most difficult to s'ystematically quantify; the better temporal resolution of multielectrode recordings may be preferred over imaging.
We believe that l-3 are general and may hold in thalamic slice preparations of other species that are capable of displaying spindle waves. Result 4 directly depends on a sufficiently slow wavefront propagation velocity. If the quantitative parametric dependencies of 5 and 6 are not confirmed by future experiments, modest revisions of the model will likely account for the discrepancies. However, if I and 4 are unconfirmed by ferret slice experiments, the model will require substantial revisions if it is to apply to this preparation.
APPENDIX
A: MODEL EQUATIONS AND
PARAMETERS
We use a Hodgkin-Huxley-like formulation for both the RE and TC cells. The intrinsic ionic currents were modeled on the basis of existing voltage-clamp data (see Golomb et al. 1994a ). There are NRE RE cells and NTc TC cells; we assume NRE = NTc = N. We specify here our reference parameter set. They are used throughout the paper unless stated otherwise. X.-J. WANG, AND J. RINZEL RE cells
where C = 1 pF/cm*. GABAA current I EiBA, from RE to RE cells.
where Vj is the presynaptic membrane potential. 8, = -40 mV, 0s = 2 mV (for both GABAA and GABAB), &:BAA = 0.2 mS/ cm*, VGABAA = -75 mV, kfA = 2.0 ms-', k,.A = 0.08 ms-'. GABAB gating variables.
dSBj -= kfBx$j( 1 -SBj) -k,eSsj dt kfx = 0.02 ms-', k, = 0.05 ms-', kfe = 0.03 ms-', k, = 0.01 ms-'. The variable xg, that corresponds to the activated G-protein level, grows with a rate kfx during a burst; when the burst is not very wide, it is far from saturation, and the growth is linear in time. After a burst, XB decays exponentially. The nonlinear term xi in Eq. Al 7 causes SB to reach larger values for bursts of wide duration.
ARCHITECTURE.
TC-to-RE coupling. By defining ATR = NkTR, the maximal synaptic conductance from neuron j to neuron i is a function of (xiXj)lkTR = (i -j)&,, with xi = ilN and Xj = jlN. The normalization condition (Eq. 6) implies that w,,(xi , x~) is proportional to 1 I& (and hence to 1 lN) for large A,, . For an exponential footprint shape, the coupling coefficients wTR are given by (with footprint length ATR = 8) The coupling coefficients w,,(j) are given by Eq. A18 or Eq. A19 with footprint length ARr (=S).
APPENDIX B: RECRUITMENT LENGTH
The TC-to-RE recruitment length is defined to be the difference in spatial position between the rightmost (with the largest X) RE cell that is bursting in a recruitment cycle and the rightmost TC cell that fired a burst at the previous cycle. The wavefront propagation during a cycle is equal to the sum of the TC-to-RE recruitment length PTR and the RE-to-TC recruitment length PRT, defined similarly (ignoring the irregularity near the wavefront). Here we present a simple analytic estimate of the TC-to-RE recruitment length. We assume that the number of neurons within the footprint length is large enough such that we can use continuum notation and approximate sums (Eqs. A12, A13, A32, and A33) by integrals. Subscripts are omitted. The RE-to-TC recruitment length is estimated in a similar way. We note that our estimation of recruitment length depends implicitly on the assumption of a lurching type wave; in each cycle, distinct groups of cells from different types are recruited. We would not use it to predict the wavefront velocity in other systems, such as continuous waves in excitatory networks (Miles et al. 1988; Traub et al. 1993) .
Suppose that the wavefront position, measured in the TC population, has reached a point XF. A quiescent RE cell located at a position XF + X,(X, > 0) will burst if the total excitation it receives exceeds the threshold 8. We neglect temporal summation effects and assume that all the excitation arrives at the same time. The total excitation to the RE neuron from a bursting TC neuron at a position XF + y is g x s x w(&, -y), where g is the total maximal synaptic conductance, s is a typical value for the synaptic variable, and w(xO -y) is the synaptic footprint function. The total amount of excitation that the RE neuron receives should be larger than the threshold 8 in order to elicit a burst from that neuron
The recruitment length p is given by the value of x, for which the equality holds.
The step footprint shape with footprint length X is given by the Theoretical estimate for the dependence of the recruitment length on the synaptic coupling strength. The ratio between the recruitment and the footprint lengths ( p/h) vs. the ratio gs/20 for exponential (-) and step ( l l l ) footprint shapes; g is a maximal synaptic conductance, s is a typical value of the synaptic gating variable, and 0 is the bursting threshold. With a step footprint shape, the recruitment length approaches the footprint length asymptotically with strong synaptic coupling strength ( ---). It is 0 for gs = 28, negative for gs < 20, and --co for gs < 0.
continuous form of Eq. A19: w(y) = 1/2X if -X 5 y 5 X and it is zero otherwise. Substituting it into Eq. BI, one obtains P= I( ) h 1-g gs2e gs VW I-CO gs < 8
Negative p means that the RE neuron with the largest x that bursts at this recruitment cycle is located behind (left of) the rightmost TC neuron that had most recently burst; p = --oo means that no RE cell will burst in this cycle, and the system goes to rest. The ratios between the recruitment and the footprint lengths are shown in Fig. B 1. For all symmetric footprint shapes, the recruitment length is positive only if gs > 20. The total amount of excitation that a neuron just near the wavefront receives is gs/2, and this level must be larger than the threshold for the wavefront to propagate. Similarly, cells are recruited at all only if gs > 8. It is easily seen that near the critical conductance for positive recruitment length (gs 2 20) the recruitment length is P i -2eigs =-2w(O) uw for any footprint shape. For both the step and exponential footprint shapes, w(0) = 1/2X, and therefore p = X( 1 -28/gs). This formula is identical to Eq. B2 and coincides with Eq. B3 for gs just above the critical conductance. For strong connectivity (gs + 20)) the recruitment length p approaches the footprint length h for a step footprint shape and grows logarithmically for an exponential footprint shape. X.-J. WANG, AND J. RINZEL APPENDIX C: PHASE SHIFT: DECAY AND NORMALIZATION The phase shift occurs as a transient phenomenon. After the wavefront has propagated across the slice, the phase shift decreases asymptotically with time to a near-zero value. The dynamical explanation of this phenomena is the following.
If the boundary conditions were periodic, instead of open, the fully synchronized state would exist and be stable. However, transients decay exponentially with time. It can be shown analytically that for symmetric coupling, as in our study, the decay time scales like the square of the ratio between the slice length and the typical footprint length and can be very long if both h RT and XTR are much smaller than one. In our case the boundary conditions are open, but we have shown numerically that except in a regime near the edges, the phase shift decays exponentially in time with the same scaling law (data not shown). Because the decay time may be much larger than the time period of the spindle episodes, phase shifts can in principle be detected in experiments.
To compare the phase shift 4 in our model and in the in vitro experiments, the phase shift should be normalized. In the model, it depends on the footprint lengths (ART and XTR). For instance, if XRT and XRT are increased by a factor of 2, the wavefront velocity UF will be doubled (Fig. 9) , whereas the phase shift 4 will be reduced to one-half of its original value; the product @uF remains constant. Here we show that the dimensionless quantity p = @F should be used when a comparison between the model and experimental results is made.
The slice length, phase shift, wavefront velocity, and time period in the experiment are LE, &, u F,E, and TE, respectively. The corresponding values for the model are LM, & uF,M, and TM. Suppose we know LE, UF,E, and TE, and we want to predict c$E based on these values and our model. In the experiment, the number of cycles needed for the wavefront to propagate across the whole slice is NE = LEI(uF,ETE), and in the model it is NM = LMI(u,,TM). The phase shift predicted by the model for the same number of cycles NE is, assuming TE = TM
