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Zada´n´ı pra´ce
1. Seznamte se s jednotlivy´mi typy parcia´ln´ıch diferencia´ln´ıch rovnic.
2. Zameˇrˇte se na hyperbolickou parcia´ln´ı diferencia´ln´ı rovnici popisuj´ıc´ı chova´n´ı homo-
genn´ıch a nehomogenn´ıch elektricky´ch veden´ı.
3. Seznamte se s programovy´m prostrˇed´ım CUDA graficky´ch procesor˚u (GPU).
4. Vytvorˇte program pro rˇesˇen´ı konkre´tn´ıho veden´ı s respektova´n´ım r˚uzne´ho rˇa´du inte-
gracˇn´ı metody.
5. Navrzˇeny´ program implementujte.
6. Srovnejte se sveˇtovy´mi standardy (Matlab, Maple).
Licencˇn´ı smlouva
Licencˇn´ı smlouva je ulozˇena v arch´ıvu Fakulty informacˇn´ıch technologi´ı Vysoke´ho ucˇen´ı
technicke´ho v Brneˇ.
Abstrakt
Pra´ce se zaby´va´ diferencia´ln´ımi rovnicemi, jejich vyuzˇit´ım prˇi analy´ze veden´ı, experimenty
s veden´ım a mozˇnou akcelerac´ı vy´pocˇtu v GPU s vyuzˇit´ım prostrˇed´ı nVidia CUDA.
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Abstract
This work deals with diffrential equations, with the possibility of using them for analysis of
the line and the possibility of accelerating the computations in GPU using nVidia CUDA.
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Kapitola 1
U´vod
V dnesˇn´ı dobeˇ pronikaj´ı diferencia´ln´ı rovnice snad do vsˇech veˇdn´ıch discipl´ın. Umozˇnˇuj´ı
popis zmeˇn ve sledovany´ch syste´mech. Jedna´ se tedy o rovnice, kde se vyskytuje nezna´ma´
hledana´ funkce a take´ jej´ı derivace. Uka´zalo se, zˇe neˇkdy je vhodne´ derivovat funkce podle
v´ıce promeˇnny´ch - vznikly tak parcia´ln´ı diferencia´ln´ı rovnice. Diferencia´ln´ımi rovnicemi a
jej´ıch aplikac´ı prˇi analy´ze prˇechodny´ch deˇj˚u na homogenn´ım a nehomogenn´ım veden´ı, se
zaby´va´ tato diplomova´ pra´ce.
Pro pocˇ´ıtacˇe plat´ı Moor˚uv za´kon, ktery´ rˇ´ıka´, zˇe vy´kon pocˇ´ıtacˇe a velikost pameˇti
se kazˇdy´ch 18 meˇs´ıc˚u zdvojna´sob´ı. Tento za´kon jisteˇ plat´ı pro beˇzˇne´ procesory stoln´ıch
pocˇ´ıtacˇ˚u. Cˇipy graficky´ch karet vsˇak prodeˇla´vaj´ı o pozna´n´ı razantneˇjˇs´ı vy´voj smeˇrem k
rapidn´ımu zvysˇova´n´ı vy´konu. V soucˇasne´ dobeˇ se uva´deˇj´ı do praxe mysˇlenky paralelizace
vy´pocˇt˚u, protozˇe tato oblast slibuje dalˇs´ı navy´sˇen´ı vy´konnosti. Prˇi zkouma´n´ı historicke´ho
vy´voje graficky´ch karet je videˇt, zˇe jde vy´voj teˇchto zprvu specializovany´ch cˇip˚u velmi ra-
zantneˇ kuprˇedu a v soucˇasne´ dobeˇ jizˇ vy´pocˇetn´ı vy´kon graficke´ nemus´ı by´t nutneˇ vyuzˇit
jen pro graficke´ vy´pocˇty, ale z graficky´ch cˇip˚u se staly masivneˇ paraleln´ı zarˇ´ızen´ı vhodna´
pro na´rocˇne´ vy´pocˇty. Uva´zˇ´ıme-li, zˇe prvn´ı takovy´to graficky´ cˇip spatrˇil sveˇtlo sveˇta v roce
2001, je opra´vneˇne´ tvrdit, zˇe tento vy´voj je opravdu pozoruhodny´.
Uva´zˇ´ıme-li, zˇe analy´za prˇechodny´ch deˇj˚u na homogenn´ım, cˇi nehomogenn´ım veden´ı
prˇedstavuje relativneˇ slozˇity´ proces, je jisteˇ vhodne´ hledat zp˚usob, jak tento proble´m de-
komponovat na v´ıce cˇa´st´ı. Uka´zalo se tedy, zˇe tato dekompozice je mozˇna´ a dokonce velmi
vhodna´. Veden´ı, ktere´ d˚ukladneˇ popisuje kapitola 3 lze rozdeˇlit na urcˇity´ pocˇet cˇa´st´ı a
ty pote´ analyzovat samostatneˇ a z´ıska´vat tak nove´ poznatky. Protozˇe se jedna´ o analy´zu
prˇedevsˇ´ım prˇechodny´ch deˇj˚u, je nezbytne´ pro tuto analy´zu pouzˇ´ıt diferencia´ln´ı rovnice,
dokonce parcia´ln´ı. Touto problematikou se zaby´va´ kapitola 2.
Analyticke´ rˇesˇen´ı diferencia´ln´ıch rovnic prˇedstavuje slozˇity´ proces, neˇkdy dokonce ana-
lyticke´ rˇesˇen´ı ani nen´ı zna´mo, proto se pro rˇesˇen´ı diferencia´ln´ıch rovnic pouzˇ´ıvaj´ı r˚uzne´ nu-
mericke´ metody. Numericke´ metody jsou vsˇak zat´ızˇeny urcˇitou chybou vy´pocˇtu, ktera´ lze v
urcˇity´ch prˇ´ıpadech sn´ızˇit prˇi zkra´cen´ı kroku vy´pocˇtu. Samotny´ vy´pocˇet derivac´ı potrˇebny´ch
pro konkre´tn´ı numerickou metodu vsˇak rovneˇzˇ nemus´ı by´t trivia´ln´ı, a proto je vhodne´
pouzˇit´ı pocˇ´ıtacˇe, avsˇak i zde mu˚zˇe vy´pocˇet trvat velmi dlouho. Vzhledem k tomu, zˇe cˇipy
graficky´ch karet dnes prˇedstavuj´ı vy´konnostn´ı sˇpicˇku, je logicka´ snaha smeˇrˇovat na´rocˇne´
vy´pocˇty pra´veˇ do graficky´ch karet. Histori´ı a vy´vojem graficky´ch karet, specializovany´mi
prostrˇed´ımi pro realizaci paraleln´ıch vy´pocˇt˚u v graficky´ch karta´ch a zejme´na prostrˇed´ım
CUDA, se zaby´va´ kapitola 4, na´vrhem programu implementac´ı kapitola 5. Ned´ılnou soucˇa´st´ı
te´to pra´ce je rovneˇzˇ srovna´n´ı zp˚usob˚u rˇesˇen´ı diferencia´ln´ıch rovnic se sveˇtovy´mi standardy,
touto problematikou se zaby´va´ kapitola 6.
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Kapitola 2
Diferencia´ln´ı rovnice
Cela´ pra´ce stav´ı na teorii diferencia´ln´ıch rovnic. Proto je vhodne´ definovat a sezna´mit se se
za´kladn´ımi pojmy z oblasti diferencia´ln´ıch rovnic.
2.1 Obycˇejna´ diferencia´ln´ı rovnice
Obycˇejnou diferencia´ln´ı rovnici lze definovat jako takovou matematickou rovnici, v n´ızˇ se
vyskytuje nezna´ma´ funkce jedne´ promeˇnne´ a jej´ı derivace. U´kolem pak zpravidla by´va´ nale´zt
vsˇechna rˇesˇen´ı takove´to rovnice (pokud existuj´ı) nebo naj´ıt rˇesˇen´ı splnˇuj´ıc´ı urcˇite´ doplnˇuj´ıc´ı
podmı´nky. Forma´lneˇji lze obycˇejnou diferencia´ln´ı rovnici a souvisej´ıc´ı pojmy definovat takto:
Obycˇejnou diferencia´ln´ı rovnic´ı nazveme takovou diferencia´ln´ı rovnici, v n´ızˇ se vysky-
tuje (cˇi vyskytuj´ı) derivace hledane´ funkce jedne´ promeˇnne´, obecneˇ lze zapsat obycˇejnou
diferencia´ln´ı rovnici na´sleduj´ıc´ım zp˚usobem:
F
(
x, y, y′, y′′, ..., y(n)
)
= 0, (2.1)
kde y = ϕ(x) je hledana´ funkce (viz [16]).
Prˇ´ıkladem obycˇejne´ diferencia´ln´ı rovnice mu˚zˇe by´t naprˇ. tato rovnice:
du(t)
d(t)
= u(t) (2.2)
s pocˇa´tecˇn´ı podmı´nkou typicky u(t0) = u0, kde t0 vol´ıme cˇasto t0 = 0.
Dalˇs´ım d˚ulezˇity´m pojmem v teorii (obycˇejny´ch, parcia´ln´ıch) diferencia´ln´ıch rovnic je
pojem Rˇa´d diferencia´ln´ı rovnice. Rˇa´dem diferencia´ln´ı rovnice nazy´va´me nejvysˇsˇ´ı rˇa´d
derivace hledane´ funkce v uvazˇovane´ diferencia´ln´ı rovnici.
Diferencia´ln´ı rovnici nazveme linea´rn´ı tehdy, pokud je tato rovnice linea´rn´ı vzhledem
ke hledane´ funkci i k jej´ı derivaci (prˇ´ıpadneˇ derivac´ım). Obecneˇ lze tedy obycˇejnou linea´rn´ı
diferencia´ln´ı rovnici zapsat takto:
y(n) + an−1(x)y(n−1) + · · ·+ a1(x)y′ + a0(x)y = f(x), (2.3)
kde n prˇedstavuje rˇa´d diferencia´ln´ı rovnice, x je neza´visla´ promeˇnna´, y(k) je k-ta´ derivace
hledane´ funkce y(x), ak(x) jsou koeficienty obecneˇ za´visle´ na x a f(x) prˇedstavuje pravou
stranu diferencia´ln´ı rovnice.
V prˇ´ıpadeˇ, kdy jsou koeficienty ak konstanty, pak se jedna´ o diferencia´ln´ı rovnici s kon-
stantn´ımi koeficienty. Pokud f(x) = 0, jedna´ se o tzv. homogenn´ı diferencia´ln´ı rovnici.
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V prˇ´ıpadeˇ, zˇe je rovnice jine´ho nezˇ vy´sˇe uvedene´ho tvaru, pak obecneˇ hovorˇ´ıme o nelinea´rn´ı
diferencia´ln´ı rovnici.
Da´le je potrˇeba si definovat pojem Rˇesˇen´ı diferencia´ln´ı rovnice. Rˇesˇen´ım dife-
rencia´ln´ı rovnice nazy´va´me kazˇdou n−kra´t spojiteˇ derivovatelnou funkci na neˇjake´m in-
tervalu I, ktera´ vyhovuje dane´ rovnici, takzˇe po dosazen´ı te´to funkce do dane´ rovnice
dostaneme na intervalu I identickou rovnost. Dle definice existuj´ı tyto druhy rˇesˇen´ı dife-
rencia´ln´ıch rovnic:
1. Obecny´m rˇesˇen´ım obycˇejne´ diferencia´ln´ı rovnice budeme rozumeˇt kazˇdou funkci
za´visej´ıc´ı na n obecny´ch parametrech C1, · · · , Cn takovy´ch, zˇe specia´ln´ı (prˇ´ıpustnou)
volbou C1, · · · , Cn lze z´ıskat rˇesˇen´ı kazˇde´ho pocˇa´tecˇn´ıho proble´mu.
2. Partikula´rn´ı rˇesˇen´ı obycˇejne´ diferencia´ln´ı rovnice je takove´ rˇesˇen´ı, ktere´ obdrzˇ´ıme
z obecne´ho rˇesˇen´ı pevnou volbou konstant C1 · · · , Cn.
3. Vy´jimecˇne´ (singula´rn´ı) rˇesˇen´ı je rˇesˇen´ı obycˇejne´ diferencia´ln´ı rovnice, ktere´ nelze
z´ıskat z obecne´ho rˇesˇen´ı zˇa´dnou volbou hodnot C1, · · · , Cb .
Rˇesˇit diferencia´ln´ı rovnici tedy znamena´ nale´zt vsˇechna jej´ı rˇesˇen´ı. Pokud nalezneme
vsˇechna rˇesˇen´ı diferencia´ln´ı rovnice, povazˇujeme ji za vyrˇesˇenou.
Jak jizˇ bylo uvedeno drˇ´ıve u diferencia´ln´ı rovnice bylo potrˇeba zvolit urcˇitou pocˇa´tecˇn´ı
podmı´nku (obecneˇ pocˇa´tecˇn´ı podmı´nky). Pocˇa´tecˇn´ı podmı´nkou rozumı´me libovolny´, ale
pevneˇ dany´ bod (v prˇ´ıpadeˇ rovnice 2.2 bod t0). Pak nalezen´ı rˇesˇen´ı diferencia´ln´ı rovnice
vyhovuj´ıc´ı pocˇa´tecˇn´ı podmı´nce (pocˇa´tecˇn´ım podmı´nka´m) nazy´va´me pocˇa´tecˇn´ı proble´m.
Na´zev pojmu˚ pocˇa´tecˇn´ı podmı´nka a pocˇa´tecˇn´ı proble´m plyne hlavneˇ z toho, zˇe se nejcˇasteˇji
vol´ı v bodeˇ, ktery´ reprezentuje urcˇity´ pocˇa´tek.
2.2 Parcia´ln´ı diferencia´ln´ı rovnice
Stejneˇ jako v prˇedchoz´ı kapitole, i zde zacˇnu nejprve definic´ı parcia´ln´ı diferencia´ln´ı rovnice.
Parcia´ln´ı diferencia´ln´ı rovnice je takova´ diferencia´ln´ı rovnice, v n´ızˇ se vyskytuj´ı parcia´ln´ı
derivace hledane´ funkce dvou nebo v´ıce promeˇnny´ch. Obecneˇ lze parcia´ln´ı diferencia´ln´ı
rovnice zapsat ve tvaru
F
(
x1, x2, · · · , xn, z, ∂z
∂x1
, · · · , ∂z
∂xn
,
∂2z
∂x21
,
∂2z
∂x1∂x2
, · · · , ∂
2z
∂x1∂xn
,
∂2z
∂x22
, · · · , ∂
kz
∂xkn
, · · ·
)
= 0,
(2.4)
kde z(x1, x2, · · · , xn) je nezna´ma´ funkce n promeˇnny´ch (viz [17]). V tomto prˇ´ıpadeˇ se jedna´
o nejobecneˇjˇs´ı vztah, ktery´m lze popsat jak linea´rn´ı, tak nelinea´rn´ı parcia´ln´ı diferencia´ln´ı
rovnice.
Pro rˇa´d parcia´ln´ı diferencia´ln´ı rovnice plat´ı tote´zˇ, co platilo v prˇedchoz´ı kapitole, tedy
zˇe rˇa´dem parcia´ln´ı diferencia´ln´ı rovnice rozumı´me nejvysˇsˇ´ı rˇa´d derivace hledane´ funkce v
dane´ parcia´ln´ı diferencia´ln´ı rovnici.
I v prˇ´ıpadeˇ parcia´ln´ıch diferencia´ln´ıch rovnic ma´ smysl uvazˇovat o jejich lineariteˇ resp.
nelineariteˇ. Parcia´ln´ı diferencia´ln´ı rovnice je linea´rn´ı pra´veˇ tehdy, kdyzˇ je tato rovnice
linea´rn´ı vzhledem ke hledane´ funkci a jej´ım derivac´ım. Specia´lneˇ lze tedy vyja´drˇit linea´rn´ı
parcia´ln´ı diferencia´ln´ı rovnici prvn´ıho rˇa´du, kde nezna´mou je funkce u = u(x, y) v obecne´m
tvaru
a(x, y)
∂u
∂x
+ b(x, y)
∂u
∂y
+ c(x, y)u = d(x, y), (2.5)
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kde a, b, c, d jsou funkce dvou promeˇnny´ch.
Analogicky jako v prˇedchoz´ı kapitole lze rovnici 2.5 nazvat homogenn´ı v prˇ´ıpadeˇ, zˇe
prava´ strana rovnice, tedy d(x, y) = 0 na zvolene´m intervalu. V opacˇne´m prˇ´ıpadeˇ se jedna´
o rovnici nehomogenn´ı. Linearitu, resp. nelinearitu a homogennost resp. nehomogennost
dane´ parcia´ln´ı diferencia´ln´ı rovnice lze zobecnit i na rovnice vysˇsˇ´ıch rˇa´d˚u.
Rˇesˇen´ım parcia´ln´ı diferencia´ln´ı rovnice v neˇjake´ oblasti Ω ∈ <N lze nazvat kazˇdou
funkci, ktera´ ma´ v Ω spojite´ vsˇechny potrˇebne´ parcia´ln´ı derivace a ktera´ dosazena za´rovenˇ s
teˇmito derivacemi do p˚uvodn´ı parcia´ln´ı diferencia´ln´ı rovnice vyhovuje pro vsˇechna x1, · · · , xn
te´to rovnici.
Analogicky k obycˇejny´m diferencia´ln´ım rovnic´ım se zava´deˇj´ı i v prˇ´ıpadeˇ parcia´ln´ıch
diferencia´ln´ıch rovnic pojmy pocˇa´tecˇn´ı proble´m a pocˇa´tecˇn´ı podmı´nka.
Pro tuto pra´ci nema´ smysl se zaby´vat parcia´ln´ımi diferencia´ln´ımi rovnicemi vysˇsˇ´ıho nezˇ
druhe´ho rˇa´du. V dalˇs´ım textu te´to pra´ce se proto jizˇ zameˇrˇ´ım hlavneˇ na tyto parcia´ln´ı
diferencia´ln´ı rovnice.
2.3 Hyperbolicka´ parcia´ln´ı diferencia´ln´ı rovnice
Nejprve je trˇeba zd˚uraznit, zˇe v prˇ´ıpadeˇ hyperbolicke´ parcia´ln´ı diferencia´ln´ı rovnice se jedna´
o parcia´ln´ı diferencia´ln´ı rovnici druhe´ho rˇa´du. Obecneˇ lze tuto rovnici popsat vzorcem
A
∂2z(x, y)
∂x2
+B
∂2z(x, y)
∂x∂y
+C
∂2z(x, y)
∂y2
+D
∂z(x, y)
∂x
+E
∂z(x, y)
∂y
+Fz(x, y) +G = 0, (2.6)
kde A · · ·G ∈ < lze cha´pat jako urcˇite´ koeficienty, prˇ´ıpadneˇ jako spojite´ funkce promeˇnny´ch
x, y, tedy A = A(x, y) · · ·G = G(x, y), kdy tyto funkce mus´ı by´t spojite´ na urcˇit oblasti Ω,
tedy oblasti, v n´ızˇ danou diferencia´ln´ı rovnici rˇesˇ´ıme. Analogicky z = z(x, y) je nezna´mou
funkc´ı.
Pro jisty´ druh klasifikace lze sestavit determinant
δdet =
∣∣∣∣A(x, y) B(x, y)B(x, y) C(x, y)
∣∣∣∣ , (2.7)
prˇ´ıpadneˇ lze pouzˇ´ıt vztah pro vy´pocˇet diskriminantu
δdisk = B2 − 4AC (2.8)
a pote´ lze na za´kladeˇ forma´ln´ı podobnosti s rovnicemi kuzˇelosecˇek klasifikovat tyto dife-
rencia´ln´ı rovnice na´sleduj´ıc´ım zp˚usobem (viz [21], [9]):
• Parabolicka´ parcia´ln´ı diferencia´ln´ı rovnice je takova´ parcia´ln´ı diferencia´ln´ı rov-
nice, kde δdet = δdisk = 0.
• Elipticka´ parcia´ln´ı diferencia´ln´ı rovnice je takova´ parcia´ln´ı diferencia´ln´ı rovnice,
kde δdet > 0 prˇ´ıpadneˇ δdisk < 0.
• Hyperbolicka´ parcia´ln´ı diferencia´ln´ı rovnice je takova´ parcia´ln´ı diferencia´ln´ı
rovnice, kde δdet < 0 prˇ´ıpadneˇ δdisk > 0.
Podmı´nkou pro drˇ´ıve uvedenou klasifikaci je, zˇe δdet si mus´ı zachova´vat sve´ zname´nko na
cele´ oblasti Ω.
Vy´znamnou hyperbolickou parcia´ln´ı diferencia´ln´ı rovnic´ı je vlnova´ rovnice, pomoc´ı
ktere´ lze modelovat celou rˇadu fyzika´ln´ıch jev˚u, naprˇ. r˚uzna´ vlneˇn´ı, cˇi kmita´n´ı struny.
Zpravidla se pod pojmem vlnove´ rovnice rozumı´ rovnice homogenn´ı.
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2.4 Rˇesˇen´ı diferencia´ln´ıch rovnic
V te´to cˇa´sti naznacˇ´ım neˇktere´ postupy rˇesˇen´ı diferencia´ln´ıch rovnic.
2.4.1 Analyticke´ postupy
Za rˇesˇen´ı diferencia´ln´ı rovnice lze povazˇovat kazˇdou funkci, ktera´ obsahuje prˇ´ıslusˇne´ de-
rivace a vyhovuje tak dane´ diferencia´ln´ıc rovnici. V prˇ´ıpadeˇ hleda´n´ı rˇesˇen´ı soustavy di-
ferencia´ln´ıch rovnic, je dany´m rˇesˇen´ım soustava takovy´ch funkc´ı, ktere´ obsahuje patrˇicˇne´
derivace potrˇebne´ho rˇa´du, ktere´ vyhovuj´ı vsˇem rovnic´ım rˇesˇene´ soustavy.
Rˇesˇen´ı diferencia´ln´ıch rovnic lze rozdeˇlit takto ([18], [11]):
• Obecne´ — Za obecne´ rˇesˇen´ı diferencia´ln´ı rovnice povazˇujeme takove´ rˇesˇen´ı dfife-
rencia´ln´ı rovnice, ktere´ obsahuje libovolnou integracˇn´ı konstantu. Prˇiˇrad´ıme-li kazˇde´
konstanteˇ obecne´ho rˇesˇen´ı cˇ´ıselnou hodnotu, pak dostaneme rˇesˇen´ı partikula´rn´ı.
• Partikula´rn´ı — Partikula´rn´ı (cˇa´stecˇne´) rˇesˇen´ı diferencia´ln´ı rovnice je rˇesˇen´ı diferencia´ln´ı
rovnice, ktere´ z´ıska´me prˇiˇrazen´ım urcˇite´ cˇ´ıselne´ hodnoteˇ kazˇde´ integracˇn´ı konstanteˇ
obecne´ho rˇesˇen´ı.
• Singula´rn´ı — Neˇktera´ rˇesˇen´ı diferencia´ln´ı rovnice nelze z´ıskat z obecne´ho rˇesˇen´ı. Ta-
kova´ rˇesˇen´ı, ktera´ se vyskytuj´ı pouze u neˇktery´ch rovnic, oznacˇujeme jako singula´rn´ı
(vy´jimecˇne´)..
V prˇ´ıpadeˇ rˇesˇen´ı jednoduchy´ch diferencia´ln´ıch rovnic lze z´ıskat partikula´rn´ı rˇesˇen´ı di-
ferencia´ln´ıch rovnic analyticky. V prˇ´ıpadeˇ slozˇiteˇjˇs´ıch diferencia´ln´ıch rovnic je zpravidla
analyticke´ rˇesˇen´ı prˇ´ıliˇs obt´ızˇhne´, proto se pouzˇ´ıva´ numericke´ rˇesˇen´ı diferencia´ln´ıch rovnic.
2.4.2 Numericke´ metody
Numericke´ rˇesˇen´ı diferencia´ln´ıch rovnic se pouzˇ´ıva´ tehdy, pokud by nalezen´ı analyticke´ho
rˇesˇen´ı diferencia´ln´ı rovnice (resp. soustavy diferencia´ln´ıch rovnic) bylo obt´ızˇne´, nebo v prˇ´ıpadech,
kdy nalezen´ı analyticke´ho rˇesˇen´ı diferencia´ln´ı rovnice nen´ı mozˇne´. Numericke´ metody lze
rozdeˇlit na jednokrokove´ a v´ıcekrokove´1. Mezi beˇzˇneˇ pouzˇ´ıvane´ jednokrokove´ metody
patrˇ´ı naprˇ. metoda Eulerova, metody Runge-Kutta a metody s vyuzˇit´ım Taylorova poly-
nomu.
Eulerova metoda
Eulerova metoda je nejjednodusˇsˇ´ı numerickou metodou pro rˇesˇen´ı diferencia´ln´ıch rovnic
([20], [13]). Lze ji povazˇovat za metodu prvn´ıho rˇa´du.
Chceme rˇesˇit diferencia´ln´ı rovnici s pocˇa´tecˇn´ımi podmı´nkami
y′ = f(t, y(t)), y(t0) = y0.
Pouzˇij´ı se prvn´ı dva cˇleny Taylorova rozvoje, ktere´ reprezentuj´ı linea´rn´ı aproximaci hle-
dane´ho rˇesˇen´ı okolo bodu (t0, y(t0)). Pro jeden krok vy´pocˇtu plat´ı vztah
yn+1 = yn + hf (tn, yn) ,
kde konstanta h reprezentuje krok vy´pocˇtu. Eulerova metoda je metodou explicitn´ı.
1Dalˇs´ı mozˇne´ deˇlen´ı je na implicitn´ı a explicitn´ı.
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Metody Runge-Kutta
Metody Runge-Kutta tvorˇ´ı celou rodinu numericky´ch integracˇn´ıch metod. Beˇzˇneˇ pouzˇ´ıvana´
metoda je oznacˇova´na RK4, tedy metoda Runge-Kutta 4. rˇa´du (RK4, ??). Rˇesˇ´ıme defe-
rencia´ln´ı rovnici s pocˇa´tecˇn´ımi podmı´nkami a krokem h.
y′ = f(t, y(t)), y(t0) = y0
Pak je metoda RK4 pro tento proble´m da´na rovnicemi
yn+1 = yn +
1
6
h (k1 + 2k2 + 2k3 + k4)
tn+1 = tn + h,
kde yn+1 je aproximace hledana´ho rˇesˇen´ı a konstanty k1 azˇ k4 jsou da´ny vztahy
k1 = f(tn, yn)
k2 = f
(
tn +
1
2
h, yn +
1
2
hk1
)
k3 = f
(
tn +
1
2
h, yn +
1
2
hk2
)
k4 = f (tn + h, yn + hk3)
Taylor˚uv polynom
Taylor˚uv polynom aproximuje hodnoty funkce f (x), ktera´ ma´ v dane´m bodeˇ a derivaci,
pomoc´ı polynomu, jehozˇ koeficienty za´vis´ı na derivac´ıch funkce v tomto bodeˇ ([23]). Je
definova´n vztahem
f(x) = f(a) +
f ′(a)
1!
(x− a) + f
′′(a)
2!
(x− a)2 + f
(3)(a)
3!
(x− a)3 + · · · =
∞∑
k=0
f (k)(a)
k!
(x− a)k
Pokud ma´ aproximovana´ funkce f derivace azˇ do rˇa´du n, pak funkce f v bodeˇ a je polynom
Tn = f(a)+
f ′(a)
1!
(x− a)+f
′′(a)
2!
(x− a)2+f
(3)(a)
3!
(x− a)3+· · ·+f
(n)(a)
n!
(x− a)n =
n∑
k=0
f (k)(a)
k!
(x−a)k,
kde nultou derivac´ı je mysˇlena samotna´ funkce, tedy f (0) = f .
Vı´cekrokove´ metody
Vı´cekrokove´ metody z´ıska´vaj´ı hodnotu yn+1 z prˇedchoz´ıch hodnot yn−i prolozˇeny´ch neˇjaky´ch
interpolacˇn´ım polynomem. Rˇa´d metody v tomto prˇ´ıpadeˇ odpov´ıda´ rˇa´du interpolacˇn´ıho po-
lynomu. Obecny´ vzorec v´ıcekrokove´ metody lze zapsat takto:
yn+1 =
r∑
i=0
αiyn−i + h
s∑
j=−1
βjfn−j .
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Kapitola 3
Veden´ı
Veden´ı jsou obecneˇ vzato urcˇite´ prˇenosove´ prvky slouzˇ´ıc´ı k prˇenosu energie (tepelna´ cˇi elek-
tricka´, atd.) nebo informace na neˇjakou delˇs´ı vzda´lenost. Z toho plyne i prakticka´ realizace
takove´hoto veden´ı. Zpravidla je veden´ı tvorˇeno soustavou dvou cˇi v´ıce neˇjaky´ch vodicˇ˚u, a to
rovnobeˇzˇny´ch, pro ktere´ plat´ı, zˇe de´lka vodicˇ˚u je mnohona´sobneˇ veˇtsˇ´ı nezˇ prˇ´ıcˇna´ vzda´lenost
mezi nimi.
V te´to pra´ci se omez´ım pouze na analy´zu dvouvodicˇove´ho veden´ı. Schema takove´ho
dvouvodicˇove´ho veden´ı je zna´zorneˇno na na´sleduj´ıc´ım obra´zku.
Obra´zek 3.1: Sche´ma dvouvodicˇove´ho veden´ı
Po prˇipojen´ı takove´ho veden´ı ke zdroji promeˇnne´ho elektricke´ho napeˇt´ı prote´ka´ veden´ım
promeˇnny´ elektricky´ proud a v okol´ı takovy´chto vodicˇ˚u se vytvorˇ´ı elektricke´ pole u´meˇrne´
prote´kaj´ıc´ımu napeˇt´ı a magneticke´ pole u´meˇrne´ prote´kaj´ıc´ımu proudu. Vzhledem k tomu,
zˇe se jedna´ o promeˇnne´ elektricke´ napeˇt´ı, je trˇeba uva´zˇit, zˇe prote´kaj´ıc´ı napeˇt´ı a proud meˇn´ı
svou velikost v za´vislosti na vzda´lenosti od zdroje elektricke´ho napeˇt´ı, ukazuje se, zˇe sˇ´ıˇren´ı
energie pode´l veden´ı je v podstateˇ vlnovy´ proces.
3.1 Prima´rn´ı parametry veden´ı
Na obra´zku 3.1 je zna´zorneˇno dvouvodicˇove´ veden´ı na jedne´ straneˇ zakoncˇene´ zdrojem
napeˇt´ı, na straneˇ druhe´ pak pasivn´ım prvkem. Vodicˇe mohou by´t libovolne´ho prˇ´ıcˇne´ho
pr˚urˇezu, cˇi jakkoli usporˇa´da´ny, nicme´neˇ prˇedpokla´da´ se, zˇe prˇ´ıcˇne´ rozmeˇry vodicˇ˚u a jejich
vzda´lenost jsou mnohona´sobneˇ mensˇ´ı, nezˇ de´lka veden´ı. Veden´ı je definova´no prima´rn´ımi
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parametry R0, G0, L0, C0, ktere´ budou diskutova´ny da´le.
3.1.1 Meˇrny´ elektricky´ odpor R0
Meˇrny´ elektricky´ odpor R0[Ωm−1] je celkovy´ cˇinny´ odpor obou vodicˇ˚u na jednotku de´lky.
Prote´ka´-li veden´ım jednotkove´ de´lky proud i, ktery´ vyvola´va´ na vodicˇ´ıch pode´lny´ u´bytek
napeˇt´ı ∆u0 = ∆u10 + ∆u20, je meˇrny´ odpor
R0 =
∆u0
i
. (3.1)
Da´le se definuje odpor elementa´rn´ıho u´seku veden´ı de´lky dx R0dx, pode´lny´
u´bytek napeˇt´ı R0dxi a vy´kon prˇemeˇneˇny´ v teplo R0dxi2.
3.1.2 Meˇrna´ prˇ´ıcˇna´ vodivost G0
Meˇrna´ prˇ´ıcˇna´ vodivost G0[Sm−1] je vodivost mezi obeˇma vodicˇi veden´ı na jednotku de´lky.
Vyjadrˇuj´ı se j´ı ztra´ty zp˚usobene´ svodem dielektrika. Pokud ∆i0 reprezentuje prˇ´ıcˇny´ svodovy´
proud na jednotku de´lky veden´ı prˇi napeˇt´ı u = konst., pak je meˇrna´ prˇ´ıcˇna´ vodivost
G0 =
∆i0
u
. (3.2)
Da´le se definuje vodivost elementu de´lky dx G0dx, prˇ´ıcˇny´ proud G0dxu a ztra´tovy´
vy´kon G0dxu2.
3.1.3 Meˇrna´ indukcˇnost L0
Meˇrna´ indukcˇnost L0[Hm−1] je indukcˇnost jednotkove´ de´lky veden´ı. Prote´ka´-li veden´ım
proud i, procha´z´ı plochou mezi vodicˇi jednotkove´ de´lky vlastn´ı magneticky´ tok Φ0 a meˇrna´
indukcˇnost je
L0 =
Φ0
i
. (3.3)
Da´le se definuje indukcˇnost elementu de´lky dx L0dx, indukovane´ napeˇt´ı L0dx∂i∂t
a energie v magneticke´m poli 12L0dxi
2.
3.1.4 Meˇrna´ kapacita C0
Meˇrna´ kapacita C0[Fm−1] je kapacita mezi vodicˇi veden´ı na jednotku de´lky. Pokud τ je
na´boj akumulovany´ na jednotkovou de´lku veden´ı prˇi napeˇt´ı u, pak meˇrna´ kapacita je
C0 =
τ
u
. (3.4)
Da´le se definuje kapacita elementu de´lky dx C0dx, prˇ´ıcˇny´ kapacitn´ı proud C0dx∂u∂t
a energie v elektricke´m poli 12C0dxu
2.
V prˇ´ıpadeˇ, zˇe se tyto prima´rn´ı parametry veden´ı nemeˇn´ı v cele´ de´lce veden´ı, pak
hovorˇ´ıme o homogenn´ım veden´ı, v opacˇne´m prˇ´ıpadeˇ o nehomogenn´ım veden´ı.
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3.2 Za´kladn´ı rovnice veden´ı
Prˇedpokla´dejme, zˇe cˇasoveˇ promeˇnne´ napeˇt´ı u i proud i se pode´l veden´ı meˇn´ı spojiteˇ a ve
vzda´lenosti x od pocˇa´tku veden´ı tedy maj´ı hodnoty u(x, t) a i(x, t). Vztah mezi napeˇt´ım
a proudem na elementu veden´ı de´lky dx pak lze vyja´drˇit pomoc´ı prima´rn´ıch parametr˚u
veden´ı. Uvazˇujme, zˇe zkoumany´ element veden´ı de´lky dx lze popsat jako beˇzˇnou smycˇku
abcd, jak ukazuje obra´zek 3.2.
Obra´zek 3.2: Napeˇt´ı a proud na elementu veden´ı
Pak pro tuto smycˇku plat´ı veˇta o obvodove´m napeˇt´ı∮
E.dl = emn = −∂Φ
∂t
. (3.5)
Pak lze levou stranu rovnice vyja´drˇit pomoc´ı d´ılcˇ´ıch napeˇt´ı dle obra´zku 3.2 a elektro-
motoricke´ napeˇt´ı na prave´ straneˇ rovnice jako napeˇt´ı vlastn´ı indukce (L0dx∂i∂t).
R01dxi+
(
u+
∂u
∂x
dx
)
+R02dxi− u = −L0dx∂i
∂t
. (3.6)
Uvedenou rovnici lze zjednodusˇit aplikac´ı u´vahy R0 = R01 + R02, tedy zˇe soucˇet R01 a
R02 je meˇrny´ odpor veden´ı. Rovnice pak nabude tvaru
− ∂u
∂x
= R0i+ L0
∂i
∂t
. (3.7)
Da´le z rovnosti prˇite´kaj´ıc´ı a odte´kaj´ıc´ıch proud˚u v elementu veden´ı plyne rovnice
i = G0dxu+ C0dx
∂u
∂t
+
(
i+
∂i
∂x
dx
)
, (3.8)
jej´ızˇ u´pravou dostaneme rovnici velmi podobnou rovnici 3.7
− ∂i
∂x
= G0u+ C0
∂u
∂t
. (3.9)
Tyto odvozene´ rovnice 3.7 a 3.9 se nazy´vaj´ı za´kladn´ı rovnice veden´ı.
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3.3 Telegrafn´ı rovnice veden´ı
Telegrafn´ı rovnice veden´ı jsou dalˇs´ı rovnice, ktere´ popisuj´ı dvouvodicˇove´ veden´ı. Za´kladn´ı
rovnice veden´ı se z´ıskaly odvozen´ım z veˇty o obvodove´m napeˇt´ı a na´sledny´m vyjadrˇova´n´ım
pomoc´ı prima´rn´ıch parametr˚u veden´ı. Analogicky k za´kladn´ım rovnic´ım veden´ı, i telegrafn´ı
rovnice budou existovat pro napeˇt´ı a proud. Telegrafn´ı rovnice se z´ıskaj´ı vza´jemny´m rˇesˇen´ım
za´kladn´ıch rovnic, prˇicˇemzˇ se vzˇdy vyloucˇ´ı jedna z promeˇnny´ch. V dalˇs´ım textu bude od-
vozena diferencia´ln´ı rovnice pro napeˇt´ı, analogicky k n´ı pak existuje diferencia´ln´ı rovnice
pro proud.
Nejprve se bude derivovat rovnice pro napeˇt´ı 3.7 podle x.
− ∂
2u
∂x2
= R0
∂i
∂x
+ L0
∂2i
∂x∂t
(3.10)
Pak se bude derivovat rovnice pro pro proud 3.9 podle t.
− ∂
2i
∂t∂x
= G0
∂u
∂t
+ C0
∂2u
∂t2
(3.11)
Nyn´ı se do prave´ strany rovnice 3.10 dosad´ı rovnice 3.11 a 3.9 a po drobny´ch u´prava´ch
dostaneme rovnici pro napeˇt´ı
∂2u
∂x2
= R0G0u+ (R0C0 + L0G0)
∂u
∂t
+ L0C0
∂2u
∂t2
(3.12)
a obra´ceny´m postupem pro proud
∂2i
∂x2
= R0G0i+ (R0C0 + L0G0)
∂i
∂t
+ L0C0
∂2i
∂t2
(3.13)
Rovnice 3.12 a 3.13 jsou jizˇ drˇ´ıve zminˇovane´ telegrafn´ı rovnice veden´ı.
Prˇi blizˇsˇ´ım pohledu na tyto rovnice je zrˇejme´, zˇe se jedna´ o parcia´ln´ı diferencia´ln´ı rov-
nice druhe´ho rˇa´du takove´, o ktery´ch pojedna´vala kapitola 2.3. Pro u´plnost uva´d´ım, jak by
vypadaly jednotlive´ koeficienty v za´kladn´ı rovnici parcia´ln´ı diferencia´ln´ı rovnice druhe´ho
rˇa´du (2.6).
A = 1
B = 0
C = L0C0
D = 0
E = R0C0 +G0L0
F = R0G0
G = 0
Da´le lze telegrafn´ı rovnice (jakozˇto parcia´ln´ı diferencia´ln´ı rovnice) klasifikovat na pa-
rabolicke´, elipticke´ a hyperbolicke´. Za´lezˇ´ı pouze na volbeˇ koeficient˚u. Vzhledem k za´pisu
telegrafn´ıch rovnic je zrˇejme´, zˇe v klasifikacˇn´ıch vztaz´ıch 2.7, 2.8 bude vzˇdy hodnota B = 0,
za´lezˇ´ı tedy jen a pouze na parametrech A a C, prˇicˇemzˇ hodnota parametru A vzˇdy bude
bud’ A = 1 nebo A = −1 podle toho, jak bude dana´ telegrafn´ı rovnice zapsa´na.
V prˇedchoz´ım textu jsem uvazˇoval i rea´lnou mozˇnost, zˇe na veden´ı vznikaj´ı ztra´ty. Pokud
by se ale tyto ztra´ty na veden´ı zanedbaly, pak se zjednodusˇ´ı telegrafn´ı rovnice. Znamena´ to
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tedy, zˇe polozˇ´ıme R0 = G0 = 0, pak pro toto bezztra´tove´ veden´ı budou platit vlnove´
rovnice ve tvaru:
∂2u
∂x2
=
1
v2
∂2u
∂t2
∂2i
∂x2
=
1
v2
∂2i
∂t2
,
ve ktery´ch je 1
v2
= L0C0.
Je potrˇeba si uveˇdomit, zˇe na skutecˇne´m elementu veden´ı vznikaj´ı jesˇteˇ dalˇs´ı jevy a
prˇemeˇny energie nezˇ ty, ktere´ byly popsa´ny prima´rn´ımi parametry veden´ı. Na veden´ı da´le
vznikaj´ı ztra´ty v dielektriku vyvolane´ polarizac´ı a magnetizac´ı. Polarizace dielektrika jsou
u´meˇrne´ cˇasove´ zmeˇneˇ intenzity elektricke´ho pole nebo te´zˇ napeˇt´ı mezi vodicˇi, daj´ı se za-
hrnout do prˇ´ıcˇne´ vodivosti. Magnetizace dielektrika jsou u´meˇrny´ cˇasove´ zmeˇneˇ intenzity
magneticke´ho pole, tj. proudu a zahrnut´ı se do pode´lne´ho odporu R0. V definici parametru
L0 nen´ı zahrnuto magneticke´ pole uvnitrˇ vodicˇ˚u, to lze ale respektovat zveˇtsˇen´ım hod-
noty L0 o vnitrˇn´ı indukcˇnost. Da´le nebyla uvazˇova´na magneticka´ pole prˇ´ıcˇny´ch posuvny´ch
proud˚u a pode´lna´ kapacita. Tato pole jsou vsˇak veˇtsˇinou zanedbatelna´, nebot’ zmeˇny u(x),
i(x) pode´l veden´ı prob´ıhaj´ı velmi pozvolna ve srovna´n´ı s prˇ´ıcˇnou vzda´lenost´ı vodicˇ˚u.
3.4 Homogenn´ı veden´ı s harmonicky´mi proudy
Nyn´ı uvazˇujme, zˇe se napeˇt´ı a proud procha´zej´ıc´ı veden´ım meˇn´ı s cˇasem harmonicky. Za´pis
rovnice pro napeˇt´ı a proud budou pak vypadat na´sledovneˇ:
u(x, t) = Umsin [ωt+ ϕu(x)] (3.14)
i(x, t) = Imsin [ωt+ ϕi(x)] (3.15)
Pro dalˇs´ı rˇesˇen´ı je vhodne´ pouzˇ´ıt symbolicke´ metody, tedy komplexn´ıch proud˚u a napeˇt´ı,
ktere´ budou v tomto prˇ´ıpadeˇ i funkc´ı prostorove´ sourˇadnice x. Komplexn´ı okamzˇite´ hodnoty
pak budou
uˆ(x, t) =
√
2Uˆ(x)ejωt (3.16)
iˆ(x, t) =
√
2Iˆ(x)ejωt (3.17)
a komplexn´ı efektivn´ı hodnoty
Uˆ(x) =
Um(x)√
2
ejωu(x) (3.18)
Iˆ(x) =
Im(x)√
2
ejωi(x). (3.19)
Da´le lze dosadit rovnice 3.16 a 3.17 do za´kladn´ıch rovnic veden´ı 3.7 a 3.9, dostaneme
−
√
2ejωt
∂(ˆU)(x)
∂x
= R0iˆ+ jωL0iˆ =
√
2ejωt (R0 + jωL0) Iˆ(x), (3.20)
−
√
2ejωt
∂(ˆI)(x)
∂x
= G0iˆ+ jωC0iˆ =
√
2ejωt (G0 + jωC0) Uˆ(x). (3.21)
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V teˇchto rovnic´ıch lze kra´tit vy´razem
√
2ejωt, takzˇe za´kladn´ı rovnice veden´ı pak nabudou
tvaru
− dUˆ(x)
dx
= Zˆ0Iˆ(x) (3.22)
−dIˆ(x)
dx
= Yˆ0Uˆ(x). (3.23)
Jsou to obycˇejne´ diferencia´ln´ı rovnice pro komplexn´ı efektivn´ı hodnoty v pocˇa´tecˇn´ı poloze.
Derivace podle cˇasu jsou nahrazeny opera´torem jω a jsou zahrnuty do parametr˚u pode´lne´
meˇrne´ impedance Zˆ0 = R0+jωL0 [Ω/m] a pode´lne´ meˇrne´ admitance Yˆ0 = G0+jωC0
[S/m].
V prˇedchoz´ım textu byly ze za´kladn´ıch rovnic z´ıska´ny jejich vza´jemny´m rˇesˇen´ım tele-
grafn´ı rovnice veden´ı. Stejneˇ tak nyn´ı lze stejny´m postupem z´ıskat tyto telegrafn´ı rovnice
veden´ı.
d2Uˆ
dx2
= Zˆ0Yˆ0Uˆ = γˆ2Uˆ (3.24)
d2Iˆ
dx2
= Zˆ0Yˆ0Iˆ = γˆ2Iˆ (3.25)
Konstanta γˆ je tzv. meˇrny´ cˇinitel prˇenosu (cˇinitel sˇ´ıˇren´ı, konstanta sˇ´ıˇren´ı).
γˆ = β + jα =
√
Zˆ0Yˆ0 =
√
(R0 + jωL0) (G0 + jωC0) (3.26)
Rea´lna´ cˇa´st β je meˇrny´ u´tlum, imagina´rn´ı cˇa´st α je meˇrny´ posuv.
Korˇeny charakteristicke´ rovnice k 3.24 jsou ±γ a obecne´ rˇesˇen´ı pro napeˇt´ı je da´no
soucˇtem dvou slozˇek
Uˆ(x) = Uˆp1e−γˆx + Uˆz1eγˆx = Uˆp1(x) + Uˆz1(x), (3.27)
kde Uˆp1 a Uˆz1 jsou integracˇn´ı konstanty. Dı´lcˇ´ı rˇesˇen´ı
Uˆp(x) = Uˆp1e−γˆx (3.28)
Uˆz(x) = Uˆz1eγˆx (3.29)
maj´ı charakter postupne´ a zpeˇtne´ harmonicke´ vlny napeˇt´ı. Proud lze z´ıskat dosazen´ım rˇesˇen´ı
3.27 do za´kladn´ı rovnice 3.22.
Iˆ(x) =
1
Zˆ0
dUˆ(x)
dx
=
γˆ
Zˆ0
(Uˆp1e−γˆx − Uˆz1eγˆx). (3.30)
Pak vy´raz
Zˆ0
γˆ
=
Zˆ0√
Zˆ0Yˆ0
=
√
Zˆ0
Yˆ0
= Zˆv = zvejϕv (3.31)
je tzv. vlnova´ impedance homogenn´ıho veden´ı. Proud je pak da´n rovnic´ı
Iˆ(x) =
Uˆp1
Zˆv
e−γˆx − Uˆz1
Zˆv
eγˆx = Iˆp(x) + Iˆz(x). (3.32)
14
Slozˇky
Iˆp(x) =
Uˆp(x)
Zˆv
=
Uˆp1
Zˆv
e−γˆx (3.33)
Iˆz(x) =
−Uˆz(x)
Zˆv
=
−Uˆz1
Zˆv
eγˆx (3.34)
maj´ı opeˇt vy´raz postupne´ a zpeˇtne´ vlny proudu.
Obra´zek 3.3: Volba sourˇadnic a pocˇa´tecˇn´ıch podmı´nek
Pro stanoven´ı integracˇn´ıch konstant Uˆp1, Uˆz1 zavedeme sourˇadnice podle obra´zku 3.3 a).
Pocˇa´tek veden´ı bude ztotozˇneˇn s pocˇa´tkem sourˇadnic, tedy x = 0, konec pak je v mı´steˇ
x = 1. Napeˇt´ı a proud na veden´ı urcˇ´ıme z hodnot Uˆ1, Iˆ1 na pocˇa´tku veden´ı. Dosazen´ım
x = 0, Uˆ(x = 0) = Uˆ1 do 3.27 a 3.32 dostaneme
Uˆ1 = Uˆp1 + Uˆz1 (3.35)
Iˆ1 =
1
Zˆv
(
Uˆp1 − Uˆz1
)
(3.36)
Rˇesˇen´ım obou rovnic dostaneme pro integracˇn´ı konstanty vy´razy
Uˆp1 = Uˆp1ejϕp1 =
Uˆ1 + Zˆv Iˆ1
2
, (3.37)
Uˆz1 = Uˆz1ejϕz1 =
Uˆ1 − Zˆv Iˆ1
2
. (3.38)
Hledane´ rˇesˇen´ı pak je
Uˆ(x) =
Uˆ1 + Zˆv Iˆ1
2
e−γˆx +
Uˆ1 − Zˆv Iˆ1
2
eγˆx, (3.39)
Iˆ(x) =
Uˆ1 + Zˆv Iˆ1
2Zˆv
e−γˆx +
Uˆ1 − Zˆv Iˆ1
2Zˆv
eγˆx. (3.40)
(3.41)
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U´pravou a zaveden´ım hyperbolicky´ch funkc´ı vzniknou rovnice
Uˆ(x) = Uˆ1coshγx− Zˆv Iˆ1sinhγˆx,
Iˆ(x) = − Uˆ1
Zˆv
sinhγˆx+ Iˆ1coshγˆx. (3.42)
Cˇasto lze s vy´hodou pouzˇ´ıt vyja´drˇen´ı napeˇt´ı a proudu na veden´ı z hodnot na konci veden´ı
Uˆ2, Iˆ2 a v za´vislosti na vzda´lenosti y, meˇrˇene´ od konce veden´ı podle obra´zku 3.3. V obra´zku
3.3 b) je zna´zorneˇn pra´veˇ konec veden´ı s orientac´ı y souhlasneˇ s x. Pokud porovna´me pravou
a levou cˇa´st obra´zku je zrˇejme´, zˇe rˇesˇen´ı bylo z´ıska´no za´meˇnou x → y, Uˆ1 → Uˆ2, Iˆ1 → Iˆ2,
Iˆ(x) = −Iˆ(y). Rovnic´ım 3.39 a 3.40 odpov´ıda´ rˇesˇen´ı
Uˆ(y) =
Uˆ2 + Zˆv Iˆ2
2
eγˆy +
Uˆ2 − Zˆv Iˆ2
2
e−γˆy = Uˆp2eγˆy + Uˆz2e−γˆy,
Iˆ(y) =
Uˆ2 + Zˆv Iˆ2
2Zˆv
eγˆy +
Uˆ2 − Zˆv Iˆ2
2Zˆv
e−γˆy =
Uˆp2
Zˆv
eγˆy +
Uˆz2
Zˆv
e−γˆy, (3.43)
kde
Uˆp2 =
Uˆ2 + Zˆv Iˆ2
2
,
Uˆz2 =
Uˆ2 − Zˆv Iˆ1
2
− (3.44)
Rovnic´ım 3.42 odpov´ıda´ rˇesˇen´ı
Uˆ(y) = Uˆ2coshγy − Zˆv Iˆ2sinhγˆy,
Iˆ(y) = − Uˆ2
Zˆv
sinhγˆy + Iˆ1coshγˆy. (3.45)
Strˇedn´ı hodnota vy´konu postupuj´ıc´ıho veden´ım je da´na vztahem
P = Re
{
Uˆ(x)Iˆ(x)
}
= Re
{
Uˆ(y)Iˆ(y)
}
(3.46)
Rozd´ıl strˇedn´ı hodnoty vy´kon˚u P (x1)−P (x2) je roven ztra´ta´m v u´seku veden´ı de´lky (x1−
x2).
Vy´sledky ukazuj´ı, zˇe napeˇt´ı, proud i vy´kon v libovolne´m mı´steˇ veden´ı jsou urcˇeny
pocˇa´tecˇn´ımi podmı´nkami Uˆ1, Iˆ1, resp. Uˆ2, Iˆ2, sourˇadnic´ı x nebo y a konstantami Zˆv a
γˆ, ktere´ se nazy´vaj´ı sekunda´rn´ı parametry veden´ı.
Sekunda´rn´ı parametry definovane´ rovnicemi 3.26 a 3.31 jsou komplexn´ımi funkcemi
rea´lny´ch parametr˚u R0, G0, C0, L0 a ω.
Frekvencˇn´ı za´vislost sekunda´rn´ıch parametr˚u je patrna´ z definicˇn´ıch vztah˚u. U rea´lny´ch
veden´ı vsˇak vykazuj´ı frekvencˇn´ı za´vislost i prima´rn´ı parametry veden´ı. Nejvy´razneˇji se
meˇn´ı pode´lny´ odpor v d˚usledku tzv. povrchove´ho jevu (R0 ∼
√
ω). Take´ prˇ´ıcˇna´ vodivost se
u me´neˇ kvalitn´ıch dielektrik zvysˇuje s frekvenc´ı v d˚usledku ztra´t polarizac´ı. Parametry L0
a C0 lze povazˇovat v sˇiroke´m rozsahu frekvenc´ı za konstantn´ı.
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3.5 Pohled na veden´ı jako elektricky´ obvod
V prˇedchoz´ıch kapitola´ch byly definova´ny prima´rn´ı parametry veden´ı. Tyto parametry do
znacˇne´ mı´ry koresponduj´ı s beˇzˇny´mi elektricky´mi soucˇa´stkami: rezistorem, kondenza´torem
a c´ıvkou. Ukazuje se, zˇe pohled na veden´ı jako na ”beˇzˇny´” elektricky´ obvod mu˚zˇe pomoci
prˇi analy´ze deˇj˚u na veden´ı.
Prima´rn´ı parametry veden´ı a vztahy od nich odvozene´ v´ıce cˇi me´neˇ za´visely na vzda´lenosti
od zdroje napeˇt´ı a de´lce meˇrˇene´ho (analyzovane´ho) u´seku (tato se vsˇak volila jednotkova´).
Nic tedy nebra´n´ı dane´ veden´ı rozdeˇlit na cˇa´sti o jednotkove´ de´lce a tyto cˇa´sti pak analyzovat.
Na element veden´ı tedy lze pohl´ızˇet jako na na´hradn´ı dvojbran, ktery´ prˇi zanedba´n´ı
velicˇin vysˇsˇ´ıch rˇa´d˚u vyhovuje za´kladn´ım rovnic´ım.
Obra´zek 3.4: Na´hradn´ı dvojbran elementu veden´ı
Pak lze na cele´ veden´ı pohl´ızˇet jako na kaska´du takovy´ch dvojbran˚u s t´ım, zˇe de´lka
jednoho dvojbranu je azˇ nekonecˇneˇ mala´. Prˇedchoz´ı obra´zek zachycuje pohled na element
veden´ı nejobecneˇjˇs´ım zp˚usobem. V literaturˇe [7] se vyskytuje i modifikovane´ resp. zjed-
nodusˇene´ zapojen´ı, ktere´ lze po prˇipojen´ı zdroje napeˇt´ı a jisty´m ukoncˇen´ım (naprˇ. prˇipojen´ı
Obra´zek 3.5: Zjednodusˇene´ sche´ma dvojbranu
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rezistoru) modelovat v na´stroji TKSL. V tomto prˇ´ıpadeˇ jsem se omezil pouze na jeden ele-
ment (tedy dalo by se rˇ´ıci, zˇe cele´ veden´ı bylo modelova´no pouze jedn´ım dvojbranem)
a za´pis pouzˇity´ch diferencia´ln´ıch rovnic v TKSL vypadal na´sledovneˇ:
u′C1 =
1
C
· iC1 uC1(0) = 0 (3.47)
i′2 =
1
L
· (uC1 −RSi2) i2(0) = 0 (3.48)
3.6 Experimenty s homogenn´ım veden´ım
V prˇedchoz´ıch cˇa´stech jsem odvodil rovnice pro popis elementu veden´ı - dvojbranu. Da´le
jsem sestavil model tohoto dvojbranu, ktery´ jsem pote´ simuloval v na´stroj´ıch TKSL/386 a
TKSL/c. V na´sleduj´ıc´ıch experimentech jsem se prozat´ım omezil na homogenn´ı veden´ı, tj.
kaska´da dvojbran˚u byla vzˇdy tvorˇena naprosto stejny´mi prvky se stejny´mi hodnotami.
Nejprve jsem provedl experiment pouze s jedn´ım dvojbranem, jehozˇ vy´stupem je graf
na na´sleduj´ıc´ım obra´zku 3.6. V grafu je videˇt chova´n´ı jednoho elementu veden´ı. Na vstup
Obra´zek 3.6: Vy´sledky experimentu
veden´ı byl prˇiveden harmonicky´ signa´l (napeˇt´ı) u = Um sin(ωt). V grafu je videˇt, zˇe napeˇt´ı
uC1 ma´ oproti prˇivedene´mu napeˇt´ı u mensˇ´ı amplitudu, cozˇ splnˇuje ocˇeka´va´n´ı.
Dalˇs´ı experiment jsem provedl s veden´ım modelovany´m 5ti dvojbrany. V grafu jsem
jizˇ vypustil vstupn´ı napeˇt´ı u a ponechal pouze pr˚ubeˇhy napeˇt´ı uC1 a uC5. Z grafu je vsˇak
patrne´ pouze to, zˇe oba pr˚ubeˇhy jsou si velmi podobne´ a vy´sledne´ hodnoty se liˇs´ı azˇ v
rˇa´dech tis´ıcin azˇ desetitis´ıcin (voltu).
Proto jsem da´le zkousˇel zvysˇovat pocˇet dvojbran˚u. Pro veden´ı tvorˇene´ kaska´dou 10ti
dvojbran˚u jsem ale dostal velmi podobny´, a tedy nepr˚ukazny´ vy´sledek.
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Obra´zek 3.7: Experiment s kaska´dou 5ti dvojbran˚u
Tyto experimenty byly prova´deˇny v prostrˇed´ı TKSL/386, ktere´ ma´ sva´ urcˇita´ omezen´ı,
naprˇ. v pocˇtu mozˇny´ch rˇesˇeny´ch rovnic. V prˇ´ıpadeˇ veden´ı tvorˇene´ho kaska´dou 20ti dvoj-
bran˚u jizˇ doba vy´pocˇtu byla velmi dlouha´, proto jsem prˇistoupil k pouzˇit´ı noveˇjˇs´ı verze, a
to TKSL/c.
S programem TKSL/c jsem prova´deˇl experimenty na kaska´deˇ minima´lneˇ 100 dvoj-
bran˚u, avsˇak nejveˇtsˇ´ı vypov´ıdac´ı hodnotu ma´ kaska´da 500 dvojbran˚u, poprˇ´ıpadeˇ 1000. Pro
generova´n´ı takto rozsa´hly´ch soustav diferencia´ln´ıch rovnic jsem naimplementoval genera´tor
takove´to soustavy diferencia´ln´ıch rovnic.
Vy´stup experimentu popisuj´ıc´ıho veden´ı tvorˇene´ 500 dvojbrany je v na´sleduj´ıc´ım grafu
3.8.
Z grafu 3.8 je patrne´, zˇe napeˇt´ı uC100 azˇ uC500 jsou oproti napeˇt´ı uC1 opozˇdeˇna. Tento
vy´sledek je prakticky totozˇny´ s prˇedchoz´ımi vy´sledky experiment˚u prova´deˇny´ch jesˇteˇ se
syste´mem TKSL/386.
Jako zaj´ımave´ se pak da´le jev´ı zameˇrˇit se na zacˇa´tek experimentu a na mı´sta, kde
napeˇt´ı dosahuje maxima´ln´ıch, resp. minima´ln´ıch hodnot. V grafu 3.9 je tedy zachycen
pr˚ubeˇh zacˇa´tku experimentu. Z grafu je pak patrne´, jaky´m zp˚usobem jsou napeˇt´ı uC100
azˇ uC500 opozˇdeˇna. Harmonicke´mu signa´lu trva´ urcˇitou dobu, nezˇ projde celou kaska´dou
dvojbran˚u, tato doba je zp˚usobena reakcemi pouzˇity´ch prvk˚u (kapacity, indukcˇnosti) na
prˇipojen´ı harmonicke´ho signa´lu.
Dalˇs´ım pro analy´zu vy´sledk˚u zaj´ımavy´m mı´stem, je cˇa´st grafu, kde hodnoty napeˇt´ı dosa-
huj´ı svy´ch maxima´ln´ıch (resp. minima´ln´ıch) hodnot. Tato cˇa´st je zna´zorneˇna v na´sleduj´ıc´ım
grafu 3.10. Je videˇt, zˇe maxima´ln´ı hodnoty pr˚ubeˇh˚u jednotlivy´ch napeˇt´ı uC1 azˇ uC500 jsou
oproti sobeˇ neusta´le zpozˇd’ova´ny a nav´ıc docha´z´ı k tlumen´ı procha´zej´ıc´ıho signa´lu.
Vycha´z´ıme-li z prˇedpokladu, zˇe diskutovane´ veden´ı je modelova´no 500 dvojbrany, ktere´
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Obra´zek 3.8: Experiment s kaska´dou 500 dvojbran˚u
veden´ı rovnomeˇrneˇ rozdeˇluj´ı na 500 cˇa´st´ı stejne´ de´lky s t´ım, zˇe de´lka kazˇde´ takove´ cˇa´sti
se limitneˇ bl´ızˇ´ı nule, pak lze rˇ´ıci, zˇe harmonicky´ signa´l procha´zej´ıc´ı takovouto kaska´dou
dvojbran˚u je s nar˚ustaj´ıc´ı vzda´lenost´ı od zdroje signa´lu zpozˇd’ova´n. Take´ je patrne´, zˇe
harmonicky´ signa´l je s nar˚ustaj´ıc´ı vzda´lenost´ı od sve´ho zdroje postupneˇ tlumen.
Na za´veˇr lze tedy konstatovat, zˇe vy´sledky experiment˚u prova´deˇny´ch s homogenn´ım
veden´ım tvorˇeny´m kaska´dou 500 dvojbran˚u splnˇuj´ı ocˇeka´va´n´ı.
Da´le jsem provedl zmeˇnu hodnoty rezistoru Rs, a to tak, zˇe jsem ji zmensˇil z hodnoty
1 · 10−4 na 1 · 10−8. Provedl jsem dalˇs´ı iteraci experimentu a z´ıskane´ hodnoty jsem vlozˇil do
jizˇ z´ıskane´ho grafu pro zd˚urazneˇn´ı rozd´ıl˚u.
Kazˇde´ dveˇ maxima´ln´ı hodnoty signa´lu jsem da´le spojil u´secˇkou, aby byla jasneˇjˇs´ı charak-
teristika pr˚ubeˇhu tlumen´ı signa´lu. Uka´zalo se, zˇe maxima´ln´ı hodnoty lze prolozˇit dokonce
prˇ´ımkou, u n´ızˇ lze vypocˇ´ıtat jej´ı smeˇrnicovy´ vektor. Je vsˇak nutne´ podotknout, maxima´ln´ı
body nelezˇ´ı prˇesneˇ na prokla´dane´ prˇ´ımce, nicme´neˇ se k tomu velmi bl´ızˇ´ı. Tento jev je
zp˚usoben hlavneˇ pouzˇitou prˇesnost´ı vy´pocˇtu, prˇi zvy´sˇen´ı prˇesnosti (sn´ızˇen´ı kroku vy´pocˇtu)
se body k idea´ln´ı poloze (a tedy k tomu, aby lezˇely na prˇ´ımce) velmi bl´ızˇ´ı. Celou situaci
zna´zornˇuje na´sleduj´ıc´ı graf 3.12.
V grafu jsou zna´zorneˇny jak pr˚ubeˇhy vsˇech drˇ´ıve sledovany´ch napeˇt´ı, ale i dane´ pro-
kladove´ prˇ´ımky. Hodnoty vycha´zej´ıc´ı z druhe´ho experimentu (sn´ızˇena hodnota rezistoru
Rs) jsou oznacˇeny indexem rs2. Ze z´ıskany´ch hodnot je tedy mozˇne´ spocˇ´ıtat smeˇrnice
prˇ´ımky, v prve´m prˇ´ıpadeˇ se jedna´ o vektory u1 = (4.999 · 10−8,−3.36 · 10−4) a u2 =
(4.999 · 10−8,−1.06 · 10−4).
Na za´kladeˇ teˇchto dvou experiment˚u vznika´ hypote´za, zˇe volba hodnoty rezistoru Rs
ovlivnˇuje pr˚uchod napeˇt´ı veden´ım dveˇma zp˚usoby:
20
Obra´zek 3.9: Detail pr˚ubeˇhu zacˇa´tku experimentu
1. Mensˇ´ı hodnota rezistoru Rs zp˚usob´ı, zˇe maxima´ln´ı hodnoty signa´lu (napeˇt´ı) na jednot-
livy´ch dvojbranech se sobeˇ bl´ızˇ´ı. Prˇ´ımka prolozˇena´ maxima´ln´ımi hodnotami napeˇt´ı na
dvojbranech ma´ mensˇ´ı sklon a tedy docha´z´ı k mensˇ´ımu tlumen´ı procha´zej´ıc´ıho signa´lu
(napeˇt´ı). Zpozˇdeˇn´ı signa´l˚u je zat´ım te´meˇrˇ konstantn´ı.
2. Veˇtsˇ´ı hodnota rezistoru Rs pak zp˚usob´ı pravy´ opak, tj. prˇ´ımka prolozˇena´ maximy
je strmeˇjˇs´ı a docha´z´ı k veˇtsˇ´ımu tlumen´ı signa´lu. I v tomto prˇ´ıpadeˇ z˚usta´va´ zpozˇdeˇn´ı
signa´l˚u te´meˇrˇ konstantn´ı.
Pro oveˇrˇen´ı teˇchto tvrzen´ı jsem provedl dalˇs´ı experiment, kde jsem hodnotu rezistoru
Rs zvy´sˇil na hodnotu 10−2. V na´sleduj´ıc´ı dvou grafech jsou zna´zorneˇny nejprve pr˚ubeˇhy
napeˇt´ı na vybrany´ch elementech veden´ı pro volbu hodnoty rezistoru Rs = 10−2 - graf 3.13 a
v dalˇs´ım grafu 3.14 jsou pak zna´zorneˇny samostatneˇ pouze vy´sledne´ prˇ´ımky, ktery´mi jsem
prokla´dal maxima´ln´ı hodnoty napeˇt´ı.
Z´ıskane´ vy´sledky pouze potvrzuj´ı drˇ´ıve uvedene´ hypote´zy a z´ıskane´ smeˇrnicove´ vektory
prˇ´ımek a odpov´ıdaj´ıc´ıch hodnot rezistoru Rs jsou shrnuty v tabulce 3.1.
Nyn´ı, kdyzˇ je popsa´n vy´znam a chova´n´ı rezistoru Rs, je vhodne´ se zameˇrˇit take´ na
chova´n´ı rezistoru Rp. I zde jsem zmeˇnil jeho hodnotu z p˚uvodn´ı Rp = 1 · 1010 na hodnotu
Rp1 = 1 · 1015. Vy´sledek experimentu zna´zornˇuje graf 3.15, kde je zobrazena maxima´ln´ı
hodnota napeˇt´ı ucc1 z prvn´ıho experimentu (oznacˇena´ jako uc1ref a maxima´ln´ı hodnota
sledovane´ho napeˇt´ı uc1 (oznacˇena´ jako uc1rp). Je videˇt, zˇe hodnoty se liˇs´ı jen velmi ma´lo.
Lze tedy konstatovat, zˇe zvy´sˇen´ı hodnoty rezistoru Rp meˇlo na vy´sledek experimentu
jen velmi maly´ vliv.
Dalˇs´ı experiment tedy probeˇhl tak, zˇe jsem hodnotu Rp sn´ızˇil na 1 · 106. Vy´sledek
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Obra´zek 3.10: Detail mı´sta maxima´ln´ıch hodnot napeˇt´ı
Tabulka 3.1: Shrnut´ı vypocˇteny´ch prˇ´ımek
Hodnota rezistoru Rs Smeˇrnicovy´ vektor prokla´dane´ prˇ´ımky
10−8 u = (4.999 · 10−8,−1.06 · 10−4)
10−4 u = (4.999 · 10−8,−3.36 · 10−4)
10−2 u = (4.879 · 10−8,−0.022572)
experimentu je videˇt v grafu 3.16
Napeˇt´ı oznacˇena´ uc13 azˇ uc5003 jsou noveˇ z´ıskane´ hodnoty. Zby´vaj´ıc´ı napeˇt´ı jsou v
grafu uvedena jako referencˇn´ı1. Z tohoto grafu tedy jizˇ jsou patrny urcˇite´ rozd´ıly v chova´n´ı
cele´ho syste´mu. Sledovana´ napeˇt´ı jsou v´ıce tlumena v porovna´n´ı s referencˇn´ımi napeˇt´ımi a
maxima jednotlivy´ch signa´l˚u jizˇ zcela jisteˇ nelze prolozˇit prˇ´ımkou. Zacˇal se tedy projevovat
vliv hodnoty rezistoru Rp, proto jsem opeˇt o rˇa´d sn´ızˇil hodnotu rezistoru Rp na hodnotu
1 · 105, jak ukazuje graf 3.17.
I v tomto prˇ´ıpadeˇ je patrne´ znacˇne´ tlumen´ı signa´l˚u (napeˇt´ı), ktere´ je jesˇteˇ veˇtsˇ´ı nezˇ v
prˇedchoz´ım prˇ´ıpadeˇ a nav´ıc se v obou prˇ´ıpadech zvy´sˇilo zpozˇdeˇn´ı jednotlivy´ch napeˇt´ı oproti
referencˇn´ım. Jedna perioda pr˚ubeˇhu signa´lu (napeˇt´ı) tedy trva´ delˇs´ı dobu. Nejrazantneˇjˇs´ı
zmeˇny vsˇak vyvolala azˇ hodnota rezistoru Rp = 1 · 104. Zde plat´ı nejen drˇ´ıve zjiˇsteˇny´ fakt
o zpozˇd’ova´n´ı signa´l˚u (napeˇt´ı) a tlumen´ı, ale v tomto prˇ´ıpadeˇ dosˇlo poprve´ k rozd´ılne´mu
tlumen´ı jednotlivy´ch napeˇt´ı v pr˚ubeˇhu period. Celkovy´ pohled na jednu periodu signa´lu
poskytuje graf 3.18 a detail maxima´ln´ıch hodnot napeˇt´ı je zobrazen v grafu 3.19.
1Z d˚uvodu prˇehlednosti grafu byla vypusˇteˇna napeˇt´ı uc100, uc200 a uc400
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Obra´zek 3.11: Detail mı´sta maxima´ln´ıch hodnot napeˇt´ı v dalˇs´ı periodeˇ
Volba rezistoru Rp tedy za´sadn´ım zp˚usobem ovlivnila chova´n´ı syste´mu.
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Obra´zek 3.12: Graf pr˚ubeˇhu napeˇt´ı prˇi r˚uzny´ch volba´ch hodnot rezistoru Rs
3.7 Experimenty s nehomogenn´ım veden´ım
Jak jizˇ bylo uvedeno drˇ´ıve, homogenn´ı veden´ı je takove´ veden´ı, u neˇhozˇ jsou vsˇechny jeho
prima´rn´ı parametry nemeˇnne´. Vzhledem k provedeny´m experiment˚um s veden´ım homo-
genn´ım (viz prˇedchoz´ı kapitola), jsem se rozhodl prove´st experimenty i veden´ım nehomo-
genn´ım.
Prvn´ı nehomogenitu jsem do modelu zavedl tak, zˇe jsem zmeˇnil vsˇechny hodnoty re-
zistor˚u Rs pocˇ´ınaje 250.ty´m elementem. Z hodnoty Rs = 10−4 jsem ji zveˇtsˇil na hodnotu
Rs2 = 10−2. Provedl jsem pak stejny´ experiment jako s homogenn´ım veden´ım.
V grafu 3.20 je videˇt celkovy´ pr˚ubeˇh napeˇt´ı v simulovane´m modelu, v grafu 3.21 jsem
se pak zameˇrˇil opeˇt na mı´sta maxima´ln´ıch hodnot vybrany´ch napeˇt´ı. Oproti homogenn´ımu
veden´ı je zde patrna´ zmeˇna v chova´n´ı signa´lu procha´zej´ıc´ıho kaska´dou dvojbran˚u. Signa´l je
sice zpozˇdeˇn, ale azˇ do 250.te´ho dvojbranu se chova´ tak, jako by nebyl tlumen. Od 250.te´ho
dvojbranu pak je signa´l tlumen v souladu s vy´sledky z´ıskany´mi v prˇedchoz´ı kapitole.
Prova´deˇl jsem dalˇs´ı experimenty s takovy´mto veden´ım a porovna´val dosazˇene´ vy´sledky.
Experimenty jsem prova´deˇl podobneˇ jako s homogenn´ım veden´ım, tj. zameˇrˇil jsem se na
zkouma´n´ı hodnoty rezistor Rs.
Protozˇe zaveden´ı jedne´ nehomogenity da´valo zaj´ımavy´ vy´sledek v podobeˇ grafu 3.10,
rohodl jsem jsem se zkoumat veden´ı se zaveden´ım hned dvou nehomogenit. Provedl jsem
tedy dva experimenty. Hodnoty rezistoru Rs vcˇetneˇ element˚u veden´ı, ktery´ch se dana´ hod-
nota ty´ka, jsou v na´sleduj´ıc´ı tabulce 3.2. Z´ıskane´ pr˚ubeˇhy napeˇt´ı pak zachycuj´ı grafy 3.22
pro prvn´ı experiment a 3.23 pro druhy´ experiment.
V obou prˇ´ıpadech jsem dostal velmi zaj´ımave´ vy´sledky. V prˇ´ıpadeˇ prvn´ıho experi-
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Obra´zek 3.13: Graf pr˚ubeˇhu napeˇt´ı prˇi volbeˇ hodnoty rezistoru Rs = 10−2
Tabulka 3.2: Hodnoty rezistor˚u Rs v provedeny´ch experimentech
Rs 1.experiment Rs 2.experiment Ovlivneˇne´ dvojbrany
1 · 10−8 1 · 10−8 1 — 166
1 · 10−2 1 · 10−4 167 — 332
1 · 10−4 1 · 10−2 333 — 500
mentu se nejvpre napeˇt´ı na jednotlivy´ch elementech zvysˇovala, jakmile byly elementy ve-
den´ı ovlivneˇny rezistorem Rs = 1 · 10−2, docha´zelo k postupne´mu cˇ´ım da´l veˇtsˇ´ımu tlumen´ı
procha´zej´ıc´ıch napeˇt´ı. Jakmile se vsˇak napeˇt´ı dostalu prˇes tuto ”barie´ru” k hodnoteˇ rezistoru
Rs = 1 · 10−4, tlumen´ı se opeˇt zmensˇovalo a u´rovenˇ napeˇt´ı se pomalu zveˇtsˇovala.
Ve druhe´m prˇ´ıpadeˇ se pak zvysˇovala hodnota rezisotru Rs postupneˇ azˇ na hodnotu
Rs = ·10−2. Dokud signa´l nedorazil k rezistor˚um se zminˇovanou hodnotou, napeˇt´ı nejen,
zˇe se nezda´lo by´t tlumene´, ale nav´ıc se jeho u´rovenˇ zvysˇovala. Provedene´ experimenty tak
nab´ız´ı hypote´zu, zˇe u´rovneˇ napeˇt´ı (cˇi obecneˇ signa´lu) mohou stoupat azˇ po urcˇitou mez,
dokud nenaraz´ı na rezistor s nejvysˇsˇ´ı hodnotou. Zda je tuto hypote´zu mozˇne´ potvrdit, cˇi
vyvra´tit, uka´zˇe azˇ dalˇs´ı vy´zkum.
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Obra´zek 3.14: Prˇ´ımky prolozˇene´ maxima´ln´ımi hodnotami napeˇt´ı prˇi r˚uzny´ch volba´ch hod-
noty rezistoru Rs
Obra´zek 3.15: Detail pr˚ubeˇh˚u sledovany´ch signa´l˚u
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Obra´zek 3.16: Detail pr˚ubeˇh˚u sledovany´ch signa´l˚u prˇi volbeˇ Rp = 1 · 106
Obra´zek 3.17: Detail pr˚ubeˇh˚u sledovany´ch signa´l˚u prˇi volbeˇ Rp = 1 · 105
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Obra´zek 3.18: Detail pr˚ubeˇh˚u sledovany´ch signa´l˚u prˇi volbeˇ Rp = 1 · 104
Obra´zek 3.19: Detail pr˚ubeˇh˚u sledovany´ch signa´l˚u prˇi volbeˇ Rp = 1 · 104
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Obra´zek 3.20: Pr˚ubeˇh napeˇt´ı v nehomogenn´ım veden´ı
Obra´zek 3.21: Detail mı´sta maxima´ln´ıch hodnot napeˇt´ı nehomogenn´ı veden´ı
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Obra´zek 3.22: Pr˚ubeˇh napeˇt´ı prˇi prvn´ım experimentu
Obra´zek 3.23: Pr˚ubeˇh napeˇt´ı prˇ´ı druhe´m experimentu
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Kapitola 4
Akcelerace vy´pocˇt˚u v GPU
V prˇedchoz´ıch kapitole jsem diskutoval pouzˇit´ı parcia´ln´ıch diferencia´ln´ıch rovnic prˇi analy´ze
veden´ı. Rˇesˇen´ı takovy´chto rovnic je lepsˇ´ı prˇenechat neˇjake´mu automatizovane´mu procesu,
tedy naprˇ. CPU stoln´ıho pocˇ´ıtacˇe. Tuto cˇinnost prova´d´ı syste´m TKSL. I kdyzˇ vy´voj proce-
sor˚u jde velmi rychle doprˇedu a vy´pocˇetn´ı vy´kon procesor˚u se neusta´le zvysˇuje, procesory jizˇ
nemaj´ı pouze jedno ja´dro, prˇesto na nich mohou takove´to vy´pocˇty trvat neu´meˇrneˇ dlouho.
Naproti tomu cˇipy graficky´ch karet a jejich procesory se v dnesˇn´ı dobeˇ dosta´vaj´ı do
poprˇed´ı s ohledem na vy´pocˇetn´ı vy´kon, ktery´ je neˇkdy azˇ mnohona´sobneˇ vysˇsˇ´ı nezˇ vy´kon
beˇzˇne´ho CPU.
Proto je vhodne´ slozˇite´ vy´pocˇty prˇenechat pra´veˇ graficky´m procesor˚um, ktere´ maj´ı v´ıce
jader, a veˇtsˇ´ı rychlost a propustnost sbeˇrnic. Pro mozˇnost prˇesunu slozˇity´ch vy´pocˇt˚u do
GPU je vyv´ıjen n stroj nVidia CUDA.
4.1 Graficke´ karty
4.1.1 Historie vy´voje graficky´ch karet
V dobeˇ prvn´ıch pocˇ´ıtacˇ˚u byly prvotn´ı graficke´ karty pouzˇ´ıva´ny pouze jako D/A prˇevodn´ıky
pro prˇevod dat z videopameˇti na graficky´ vy´stup. Na pocˇa´tku 70.ty´ch let pak vznikly
mysˇlenky o akceleraci rasterizacˇn´ıch operac´ı specializovany´m cˇipem pra´veˇ na graficke´ karteˇ.
Prvn´ımi takovy´mi cˇipy byly cˇipy ANTIC a CTIA, ktere´ nab´ızely vykreslova´n´ı jak v
textovy´ch, tak graficky´ch rezˇimech, vykreslova´n´ı sprit˚u.
Sprite je vlastneˇ dvourozmeˇrny´ obra´zek, pomoc´ı neˇhozˇ se do ”sce´ny” vkla´daj´ı pohybuj´ıc´ı
se objekty. Sprite definoval u kazˇde´ho prvku, ktery´ se meˇl hy´bat tzv. animacˇn´ı fa´zi prvku.
Samotny´ cˇip ANTIC byl navrzˇen jako specia´ln´ı ”procesor” pro mapova´n´ı textu a teh-
dejˇs´ıch graficky´ch dat na video vy´stup.
S prvn´ımi takovy´mito graficky´mi kartami jsme se mohli setkat u osmibitovy´ch pocˇ´ıtacˇ˚u
ATARI, cˇi pozdeˇji v 80.ty´ch letech, Commodore Amiga. Amiga se stala pr˚ukopn´ıkem na
poli graficky´ch cˇip˚u, byl to jeden z prvn´ıch cˇip˚u, ktery´ by v dnesˇn´ı terminologii by mohl
by´t oznacˇen jako graficky´ akcelera´tor, protozˇe prakticky vsˇechny vykreslovac´ı funkce byly
prˇesunuty pra´veˇ do hardwaru.
V 90.ty´ch letech pak prob´ıhal vy´voj hlavneˇ 2D hardwarove´ akcelerace, nicme´neˇ se na
trhu zacˇaly pomalu objevovat i prvn´ı 3D akcelera´tory. Prvn´ı pokusy o 3D akceleraci vyu´stily
v cˇipy S3 Virge cˇi ATi Rage, ktere´ vsˇak byly pouze jisty´m zp˚usobem - o 3D funkce -
vylepsˇene´ cˇipy prˇedchoz´ı generace pro 2D akceleraci.
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V polovineˇ 90.ty´ch letech pak prˇiˇsly na trh prvn´ı ”opravdove´” 3D akcelera´tory, ktere´
umozˇnˇovaly zpracova´n´ı polygonovy´ch s´ıt´ı a aplikaci textury na tyto s´ıteˇ. Nicme´neˇ porˇa´d sˇlo
pouze o jisty´ druh specializovany´ch cˇip˚u, ktere´ nebyly schopny v GPU prova´deˇt uzˇivatelsky
definovane´ programy, obsahovaly tedy pouze fixn´ı vykreslovac´ı rˇeteˇzec. Tato doba rovneˇzˇ
znamena´ obdob´ı masivneˇjˇs´ıho rozsˇiˇrova´n´ı OpenGL a DirectX.
V roce 2001 se spolecˇnost nVidia vsˇak postarala o vpravdeˇ revoluci ve zpracova´n´ı re-
altime grafiky - prˇivedla na trh graficky´ cˇip GeForce3 (codename NV200). Tento cˇip totizˇ
na rozd´ıl od svy´ch prˇedch˚udc˚u byl jako prvn´ı schopen zpracova´vat pixely urcˇity´m kra´tky´m
programem, poprve´ se tedy objevuje mozˇnost programova´n´ı graficke´ho cˇipu. Za zmı´nku
da´le stoj´ı cˇip ATi Radeon 9700 (codename R300), cozˇ byl prvn´ı cˇip na sveˇteˇ, ktery´ imple-
mentoval akceleraci rozhran´ı Direct3D 9.0.
Graficke´ cˇipy se tedy v pr˚ubeˇhu let sta´vaj´ı ze specializovany´ch cˇip˚u cˇipy programova-
telny´mi, a tedy flexibilneˇjˇs´ımi.
4.1.2 Propojen´ı se syste´mem a prˇenosove´ rychlosti
Graficka´ karta je do syste´mu prˇipojena pomoc´ı extern´ıho adapte´ru a pro komunikaci pak
vyuzˇ´ıva´ sbeˇrnici. V soucˇasne´ dobeˇ se jedna´ o sbeˇrnici typu PCI-Express (PCI-E) verze
1.1 nebo noveˇjˇs´ı verze 2.0 (dle [15] se jizˇ prˇipravuje specifikace 3.0 pla´novana´ na konec
roku 2009). Srovna´n´ı propustnosti obou verzi sbeˇrnic PCI-Express je uvedeno v na´sleduj´ıc´ı
tabulce.
Rychlost PCI-E verze 1.1 verze 2.0
1x 250MB/s (500MB/s) 500MB/s (1GB/s)
2x 1GB/s (2GB/s) 2GB/s (4GB/s)
4x 2GB/s (4GB/s) 4GB/s (8GB/s)
16x 4GB/s (8GB/s) 8GB/s (16GB/s)
Tabulka 4.1: Tabulka propustnosti sbeˇrnice PCI-Express, v za´vorce uvedena rychlost pro
obousmeˇrnou komunikaci (prˇevzato z [22])
Komunikace procesoru s pameˇt´ı pocˇ´ıtacˇe prob´ıha´ rˇa´doveˇ v rychlosti neˇkolika GB/s,
zat´ımco pameˇt’ graficke´ karty by´va´ v tomto ohledu mnohokra´te rychlejˇs´ı, protozˇe je potrˇeba
za´sobovat stream jednotky graficke´ karty velky´m mnozˇstv´ım dat.
Je tedy zrˇejme´, zˇe prˇesun dat z loka´ln´ı pameˇti procesoru do pameˇti graficke´ karty a
nazpeˇt nara´zˇ´ı na proble´m rychlosti sbeˇrnice propojuj´ıc´ı tyto komponenty. Tento proble´m
lze rˇesˇit naprˇ. t´ım, zˇe se prˇesune vesˇkery´ vy´pocˇet do graficke´ karty.
4.1.3 Podporovane´ datove´ typy
Soucˇasne´ GPU zpravidla pracuj´ı se spojity´m 3D prostorem, kde vyuzˇ´ıvaj´ı vy´pocˇty v plo-
vouc´ı rˇa´dove´ cˇa´rce. Z hlediska rychlosti jsou vsˇak podporova´ny zat´ım podporova´ny pouze
datove´ typy s prˇesnost´ı 32bit˚u. Nejblizˇsˇ´ı budoucnost vsˇak slibuje i zaveden´ı 64bitove´ prˇesnosti.
Kromeˇ datovy´ch typ˚u s plovouc´ı rˇa´dovou cˇa´rkou, jsou podporova´ny i datove´ typy s
pevnou rˇa´dovou cˇa´rkou. Zpravidla jsou vsˇak tyto datove´ typy emulova´ny z datovy´ch typ˚u
s plovouc´ı rˇa´dovou cˇa´rkou.
Ukazatele soucˇasne´ GPU vyuzˇ´ıvaj´ı pouze jako odkazy na data textur a programy,
vytva´rˇen´ı vlastn´ıch datovy´ch typ˚u v GPU zat´ım nen´ı mozˇne´.
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4.1.4 Vy´konnost graficky´ch karet
Jak jizˇ bylo uvedeno v kapitole zaby´vaj´ıc´ı se histori´ı vy´voje graficky´ch karet, jejich vy´kon
neusta´le stoupa´. To s sebou prˇina´sˇ´ı hlavneˇ proble´m, jak tento vy´kon zvysˇovat. Beˇzˇneˇ se
vy´kon zvysˇoval tak, zˇe se zveˇtsˇil pocˇet tranzistor˚u na cˇipu, nebo se zvy´sˇilo napeˇt´ı, prˇ´ıpadneˇ
se zvy´sˇil takt cˇip˚u.
cˇip pocˇet tranzistor˚u ·106
AMD Athlon 64 X2 CPU 154
Intel Core 2 Duo CPU 291
ATi Radeon HD3800 GPU 666
nVidia G8800 GTX GPU 670
nVidia 8800 GT GPU 754
ATi Radeon HD4850 GPU 956
nVidia GTX280 GPU 1400
nVidia 9800 GX2 GPU 1500
Tabulka 4.2: Tabulka pocˇtu tranzistor˚u na cˇipech ([1], [3], [2])
Avsˇak z technologicke´ho hlediska se uka´zalo, zˇe tento trend jizˇ nen´ı do budoucna mozˇny´
[8]. Bylo trˇeba hledat jine´ zp˚usoby zvysˇova´n´ı vy´konnosti nejen graficky´ch cˇip˚u.
Jako nejlepsˇ´ı zp˚usob se tedy logicky uka´zalo prova´deˇt vy´pocˇty paralelneˇ. Prakticky
od pocˇa´tku programovatelnosti graficky´ch cˇip˚u se jevilo jako nejefektivneˇjˇs´ı optimalizo-
vat vy´pocˇet pro zpracova´n´ı typu SIMD1. Tento zp˚usob prova´deˇn´ı vy´pocˇt˚u je velmi dobrˇe
paralelizovatelny´, nebot’ zpravidla neobsahuje zˇa´dne´ nebo jen male´ datove´ za´vislosti.
Jak ukazuje Obra´zek 4.1, teoreticka´ vy´konnost graficky´ch karet neusta´le roste. Zvysˇova´n´ı
vy´konu se tedy vyda´va´ cestou masivn´ı paralelizace vy´pocˇt˚u. Nove´ GPU tedy na sve´m cˇipu
maj´ı stovky jednotek, ktere´ jsou schopny prova´deˇt vy´pocˇet ve stejne´m cˇase. Tento prˇ´ıstup
slibuje obrovsky´ na´r˚ust teoreticke´ho vy´konu ovsˇem za cenu skutecˇneˇ masivn´ı paralelizace.
Vy´pocˇet je tedy zpravidla rozdeˇlen do mnoha vy´pocˇetn´ıch vla´ken. Je trˇeba si vsˇak uveˇdomit,
zˇe na jedno vla´kno prˇipada´ mensˇ´ı vy´pocˇetn´ı vy´kon. Vytva´rˇen´ı a spra´va vla´ken je vsˇak plneˇ
v rezˇii graficke´ho hardware a tedy je rezˇie vytva´rˇen´ı vla´ken a prˇep´ına´n´ı kontextu te´meˇrˇ
nulova´. Tento fakt pochopitelneˇ neplat´ı u vla´ken CPU.
4.1.5 Srovna´n´ı vy´hod a nevy´hod pouzˇit´ı GPU
Vy´hody
• Obrovsky´ teoreticky´ vy´pocˇetn´ı vy´kon
• Vysoka´ propustnost pameˇti
• Rezˇie vla´ken realizova´na v GPU
• Masivneˇ paraleln´ı prostrˇed´ı
Nevy´hody
• Mala´ prˇesnost datovy´ch typ˚u
1Single Instruction Multiple Data - tedy jedna operace nad mnoha daty
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Obra´zek 4.1: Srovna´n´ı vy´voje vy´konnosti GPU a CPU
• Nı´zky´ vy´kon na jedno vla´kno
• Nemozˇnost vytva´rˇen´ı vlastn´ıch datovy´ch typ˚u
4.2 Beˇzˇneˇ pouzˇ´ıvane´ knihovny pro pra´ci s GPU
S rozvojem pocˇ´ıtacˇove´ grafiky, ktery´ zapocˇal v 70.ty´ch letech minule´ho stolet´ı se vyv´ıjely i
graficke´ karty. Od 80.ty´ch let se pak v pocˇ´ıtacˇ´ıch vyuzˇ´ıvaj´ı r˚uzne´ graficke´ symboly, ikony,
obra´zky proto, aby byla usnadneˇna komunikace mezi cˇloveˇkem a pocˇ´ıtacˇem. Od 90.ty´ch let
roste popularita 3D grafiky reprezentovana´ hlavneˇ pocˇ´ıtacˇovy´mi hrami, cˇi pouzˇ´ıva´n´ım CAD
syste´mu˚. Nejen pro potrˇeby tv˚urc˚u a uzˇivatel˚u pocˇ´ıtacˇovy´ch her, se na trh dostaly graficke´
knihovny. V soucˇasnosti existuj´ı 2 masivneˇ pouzˇ´ıvane´ graficke´ knihovny, a to OpenGL a
DirectX.
4.2.1 DirectX
Vznik knihovny DirectX je spojen s rokem 1994, kdy na trh prˇicha´z´ı operacˇn´ı syste´m
Microsoft Windows 95. V dobeˇ, kdy na poli osobn´ıch pocˇ´ıtacˇ˚u jesˇteˇ prˇevazˇoval syste´m MS-
DOS, ktery´ umozˇnˇoval prˇ´ımy´ prˇ´ıstup k zarˇ´ızen´ım jako graficka´ karta, mysˇ, kla´vesnice, apod.
zacˇaly vznikat obavy z nove´ho operacˇn´ıho syste´mu, ktery´ jizˇ zacˇal pouzˇ´ıvat chra´neˇny´ model
pameˇti, ktery´ omezoval prˇ´ıstup k zarˇ´ızen´ım. Proto se Microsoft pustil do vy´voje knihovny
DirectX, ktera´ by umozˇnˇovala programa´tor˚um to, co starsˇ´ı MS-DOS.
Prvn´ı verze DirectX byla nakonec vypusˇteˇna v za´rˇ´ı 1995 jako soucˇa´st Windows Game
SDK. Knihovna DirectX tedy umozˇnˇovala - pocˇ´ınaje operacˇn´ım syste´mem Windows 95 -
pra´ci s multime´dii v syste´mu, zacˇala se rovneˇzˇ vyuzˇ´ıvat pro tvorbu pocˇ´ıtacˇovy´ch her.
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Zat´ımco ”konkurencˇn´ı” knihovna OpenGL byla zameˇrˇena na prˇenositelnost, kompa-
tibilitu a byla hodneˇ za´visla´ na pouzˇite´m hardwaru, DirectX se vydala jiny´m smeˇrem -
specializovala se hlavneˇ na pouzˇit´ı ve 3D hra´ch. Direct3D tedy byla jaka´si ”light-weight”
knihovna podporuj´ıc´ı pouze syste´my Windows, naproti tomu OpenGL se vyvinulo v ”cross-
platform” knihovnu. Knihovna DirectX postupem cˇasu pronikla i do hern´ıch konzol´ı jako
naprˇ. XBox.
V soucˇasne´ dobeˇ se DirectX skla´da´ z neˇkolika cˇa´st´ı podle u´cˇelu [19]:
• DirectX Graphics (soucˇa´sti DirectDraw a Direct3D) - pro podporu 3D vykreslova´n´ı,
grafiky
• DirectInput - podpora vstupn´ıch zarˇ´ızen´ı jako mysˇ, joystick, apod.
• DirectPlay - podpora hran´ı v´ıce hra´cˇ˚u po s´ıti
• DirectSound - podpora prˇehra´va´n´ı a za´znamu zvuku
• DirectMusic - podpora prˇehra´va´n´ı a zpracova´n´ı hudby
• DirectShow - podpora multimedia´ln´ıch aplikac´ı, prˇehra´va´n´ı a tvorby videa a zvuku
• DirectSetup - na´stroj pro instalaci DirectX
• DirectX Media Objects - podpora pro tvorbu multimedia´ln´ıch efekt˚u, kodek˚u, apod.
V dobeˇ psan´ı te´to pra´ce se prˇipravuje vyda´n´ı verze DirectX11. Posledn´ı verz´ı knihovny
DirectX, ktera´ byla urcˇena pro operacˇn´ı syste´my Microsoft Windows XP, byla verze 9.0c.
S na´stupem operacˇn´ıho syste´mu Microsoft Windows Vista prˇiˇsel i novy´ model WDDM
(Windows Display Driver Model), ktery´ jizˇ nen´ı zpeˇtneˇ kompatibiln´ı se syste´mem Microsoft
Windows XP, a soucˇasneˇ s n´ım i nova´ verze knihovny DirectX - DirectX 10. Zaj´ımavost´ı
okolo knihovny DirectX je, zˇe verze DirectX 4.0 nebyla nikdy uvolneˇna, a tak verze 3.0 byla
prˇ´ımo nahrazena verzi DirectX 5.0. Dalˇs´ı detaily lze naj´ıt v literaturˇe [19] cˇi [12].
Od verze 8.0 podporuje DirectX (resp. Direct3D) vykreslova´n´ı pomoc´ı shader˚u, k te´to
cˇinnosti vyuzˇ´ıva´ specia´ln´ı jazyk HLSL (High Level Shader Language). Shadery se daj´ı
rozdeˇlit na vertex shadery (zpracova´n´ı kazˇde´ho vrcholu) a pixel shadery (zpravova´n´ı pixel˚u).
4.2.2 OpenGL
Knihovna OpenGL je v soucˇasne´ dobeˇ pr˚umyslovy´m standardem pro vy´voj graficky´ch apli-
kac´ı specifikuj´ıc´ı multiplatformn´ı rozhran´ı. OpenGl nacha´z´ı uplatneˇ prˇi tvorbeˇ 3D aplikac´ı,
her cˇi CAD syste´mu˚ a jiny´ch naprˇ. veˇdecky´ch aplikac´ıch.
V 90.ty´ch letech se do poprˇed´ı na poli pocˇ´ıtacˇove´ grafiky dosta´va´ konsorcium SGI (Si-
licon Graphics), jehozˇ IRIS GL API se stalo de facto pr˚umyslovy´m standardem a zast´ınilo
otevrˇeny´ standard PHIGS. SGI si brzy uveˇdomilo, zˇe IRIS GL se nen´ı schopen sta´t otevrˇeny´m
- kv˚uli proble´mu˚m s licencemi a patenty. Nav´ıc tato specifikace obsahovala i neˇco nav´ıc,
nezˇ jen soubor funkc´ı pro pra´ci s 3D grafikou (naprˇ. kla´vesnice, mysˇ, pra´ce s okny). Tyto a
jesˇteˇ dalˇs´ı aspekty (viz. [14]) vedly k vyda´n´ı standardu OpenGL.
OpenGL standardizovalo prˇ´ıstup ke graficke´mu hardwaru. S t´ım souvis´ı zvy´sˇen´ı pozˇadavk˚u
na tvorbu ovladacˇ˚u graficke´ho hardware, protozˇe je potrˇeba dodrzˇet specifikaci standardu.
Obrovsky´ prˇ´ınos OpenGL je tedy v tom, zˇe se pouzˇ´ıva´ na r˚uzny´ch graficky´ch karta´ch od
r˚uzny´ch vy´robc˚u stejny´ zp˚usob komunikace s graficky´m hardware, nav´ıc je OpenGL od
pocˇa´tku navrhova´no jako multiplatformn´ı.
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V roce 1992 spolecˇnost SGI sta´la i za vznikem OpenGL Architecture Review Board
(OpenGL ARB), cozˇ je skupina spolecˇnost´ı, ktere´ mohou zasahovat do rozsˇ´ıˇren´ı samotne´ho
OpenGL standardu. Mohou naprˇ. prˇida´vat vlastn´ı konstanty, cˇi vytva´rˇet nove´ funkce. Pro-
ces obohacova´n´ı standardu OpenGl o nova´ rozsˇ´ıˇren´ı prob´ıha´ v neˇkolika kroc´ıch. Kazˇdy´ cˇlen
ma´ svou vlastn´ı zkratku, ktera´ identifikuje navrhovane´ rozsˇ´ıˇren´ı OpenGL standardu, naprˇ.
nVidia pouzˇ´ıva´ NV.
V prvn´ım kroku tedy neˇktery´ ze cˇlen˚u sdruzˇen´ı prˇijde s navrhovany´m vylepsˇen´ım (za
na´zev vylepsˇen´ı se prˇida´ zkratka navrhovatele). Pokud je navrhovane´ vylepsˇen´ı schva´leno
ostatn´ımi, sta´va´ se z neˇj ve druhe´ fa´zi rozsˇ´ıˇren´ı OpenGl a prˇida´va´ se zkratka EXT. Po-
kud je v dalˇs´ı iteraci otestova´no a znovu schva´leno, mu˚zˇe rozsˇ´ıˇren´ı proniknout do stan-
dardu OpenGL, pak se sta´va´ standardn´ım rozsˇ´ıˇren´ım a dosta´va´ zkratku ARB, tedy
naprˇ. GL_ARB_Multitexture. Rozsˇ´ıˇren´ı prˇina´sˇ´ı drobnou komplikaci prˇi vytva´rˇen´ı programu,
protozˇe je potrˇeba explicitneˇ oveˇrˇit, zda je dane´ rozsˇ´ıˇren´ı implementova´no i na vlastn´ı gra-
ficke´ karteˇ, na n´ızˇ ma´ aplikace fungovat.
Za zmı´nku stoj´ı fakt, zˇe standard OpenGL se nijak nezaby´va´ prac´ı s okny, se vstupneˇ-
vy´stupn´ımi zarˇ´ızen´ımi, tyto proble´my jsou prˇenecha´ny na rozsˇiˇruj´ıc´ıch knihovna´ch, naprˇ.
GLU, GLUT, SDL.
V roce 2006 se pak OpenGL stalo soucˇa´st´ı konzorcia Khronos.
Knihovna OpenGL umozˇnˇuje vykreslova´n´ı 5ti za´kladn´ıch primitiv. Jsou to: bod, u´secˇka,
polygon, bitmapa a pixmapa. OpenGL je zalozˇeno na architekturˇe klient-server, tj. klient
zada´va´ prˇ´ıkazy a server tyto vykona´va´. Vykreslova´n´ı se deˇje pomoc´ı tzv. graphics pipeline
(graficky´ vykreslovac´ı rˇeteˇzec). OpenGL je tedy stavovy´ stroj, tzn. provede se vy´beˇr barvy,
Obra´zek 4.2: Graphics pipeline v OpenGL (prˇevzato z [14])
s n´ızˇ se bude vykreslovat a tato barva je platna´ azˇ do doby, kdy je zmeˇneˇna na jinou
barvu. Zada´va´n´ı objekt˚u k vykreslen´ı prob´ıha´ tak, zˇe se vybere, jake´ primitivum se bude
vykreslovat a pote´ se specifikuj´ı jednotlive´ body tohoto primitiva. Tento zp˚usob je zvla´sˇteˇ
pro rozsa´hlejˇs´ı a komplexneˇjˇs´ı objekty v dane´ sce´neˇ nepohodlny´, proto byly zavedeny tzn.
Display listy, ktere´ mohou obsahovat v´ıce primitiv k vykreslen´ı. Pote´ jizˇ nen´ı trˇeba volat
vykreslova´n´ı jednotlivy´ch primitiv, ale vola´ se pouze vykreslova´n´ı prˇednastaveny´ch display
list˚u.
Stejneˇ jako Direct3D i OpenGL podporuje shadery. K tomu byl vyvinut jazyk GLSL
36
(OpenGL Shading Language). Chova´n´ı shader˚u je mozˇne´ take´ popisovat pomoc´ı jazyka Cg.
4.3 Specializovane´ knihovny pro pra´ci s graficky´mi kartami
Jak se uka´zalo, vy´pocˇty prova´deˇne´ v GPU maj´ı perspektivu, cozˇ dalo vzniknout rˇadeˇ kniho-
ven, ktere´ jsou schopny abstrahovat graficky´ hardware a t´ım pa´dem umozˇnˇuj´ı jednodusˇsˇ´ı
popis vy´pocˇt˚u v GPU.
Existuj´ı knihovny, ktere´ jsou zameˇrˇeny prˇ´ımo na konkre´tn´ı hardware jako nVidia CUDA
cˇi AMD Brook. Naproti nim existuj´ı dalˇs´ı knihovny, ktere´ respektuj´ı platformn´ı neza´vislost
a vy´pocˇty prova´deˇj´ı za pomoc´ı shader˚u, naprˇ. GPU Tech Ecolib. V soucˇasne´ dobeˇ takte´zˇ
vznika´ programovac´ı jazyk - OpenCL. Vy´sˇe uvedeny´m knihovna´m pak budou veˇnova´ny
na´sleduj´ıc´ı podkapitoly2. Pro popis nVidia CUDA jsem vycha´zel hlavneˇ z [4] a [5].
4.3.1 AMD Brook+
AMD Brook+ je soucˇa´st´ı ATi Stream SDK. Jedna´ se o knihovnu podporuj´ıc´ı paraleln´ı
vy´pocˇty v graficky´ch karta´ch firmy ATi (resp. AMD). AMD Brook+ vyuzˇ´ıva´ rozsˇ´ıˇren´ı jazyka
C obohacene´ho o vyuzˇit´ı paraleln´ıch operac´ı. Tato knihovna byla p˚uvodneˇ urcˇena pouze pro
vyuzˇit´ı na specializovany´ch graficky´ch akcelera´torech FireStream, nicme´neˇ v soucˇasne´ dobeˇ
je zverˇejneˇna pro volne´ pouzˇit´ı na beˇzˇneˇjˇs´ıch desktopovy´ch rˇada´ch graficky´ch akcelera´tor˚u.
Pro mapova´n´ı funkc´ı do GPU pouzˇ´ıva´ tzv. kernely, ktere´ budou diskutova´ny da´le (4.3.3).
Knihovna respektuje pra´ci s daty formou SIMD3, cozˇ (jak bylo uvedeno drˇ´ıve) patrˇ´ı mezi
stavebn´ı kameny pro prova´deˇn´ı paraleln´ıch vy´pocˇt˚u v GPU.
4.3.2 OpenCL
OpenCL je framework, ktery´ je od pocˇa´tku navrhova´n pro vytva´rˇen´ı paraleln´ıch programu˚
pro r˚uzne´ GPU, CPU a jine´ typy procesor˚u. OpenCL obsahuje jazyk zalozˇeny´ na jazyku
C (opeˇt tedy jake´si rozsˇ´ıˇren´ı), ktery´ se pak vyuzˇ´ıva´ pro vytva´rˇen´ı kernel˚u, ktere´ jsou
prova´deˇny na samotne´m hardwaru. Da´le pak obsahuje API pro ovla´da´n´ı r˚uznorody´ch plat-
forem. Prˇina´sˇ´ı take´ mozˇnosti pro paraleln´ı vy´pocˇty. Mysˇlenkou je odst´ınit programa´tora od
konkre´tn´ıho hardware a nechat jej se plneˇ zameˇrˇit na rˇesˇen´ı dane´ho proble´mu.
OpenCL z´ıskalo podporu u nejveˇtsˇ´ıch vy´robc˚u graficky´ch cˇip˚u - spolecˇnost´ı ATi (AMD)
a nVidia - a byla dokoncˇena specifikace jazyka verze 1.0. Vzhledem k podporˇe lze velmi brzy
ocˇeka´vat implementaci prˇekladacˇ˚u jazyka OpenCL pro graficke´ karty. Framework OpenCL
tedy slibuje do budoucna jednotny´ platformneˇ neza´visly´ jazyk pro popis paraleln´ıch vy´pocˇt˚u
jak na procesorech, tak na graficky´ch karta´ch.
4.3.3 nVidia CUDA
Zvysˇuj´ıc´ı se pozˇadavky na vy´pocˇetn´ı vy´kon graficky´ch karet ve 3D aplikac´ıch vedly k tomu,
zˇe se beˇzˇne´ GPU vyvinuly v masivneˇ paraleln´ı, v´ıcevla´knove´, v´ıce-ja´drove´ procesory s ob-
rovsky´m vy´pocˇetn´ım vy´konem. Du˚vodem takove´hoto vy´voje je fakt, zˇe GPU se svy´mi
paraleln´ımi vy´pocˇty je prˇesneˇ to, co modern´ı real-time grafika potrˇebuje pro dostatecˇnou
rychlost vykreslova´n´ı.
2Z hlediska d˚ulezˇitosti architektury CUDA pro tuto pra´ci by bylo vhodne´ tuto cˇa´st zahrnout jako ka-
pitolu na vysˇsˇ´ı u´rovni hierarchie, nicme´neˇ z hlediska logicke´ho cˇleneˇn´ı pra´ce i CUDA patrˇ´ı do kapitoly o
specializovany´ch knihovna´ch pro graficke´ karty, proto se v dalˇs´ım textu budu drzˇet tohoto cˇleneˇn´ı pra´ce.
3Single Instruction Multiple Data
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Obra´zek 4.3: Porovna´n´ı CPU a GPU
Obra´zek 4.3 demonstruje rozd´ıly mezi architekturou CPU a GPU, kde v GPU je pouzˇito
v´ıcena´sobne´ mnozˇstv´ı tranzistor˚u pro vy´pocˇty nad daty, nezˇ je tomu u beˇzˇny´ch CPU. GPU
je tedy velmi dobrˇe navrzˇeno pro vy´pocˇty datoveˇ paraleln´ıch proble´mu˚. Jedna´ se tedy o
prˇ´ıstup, kdy se jeden program prova´d´ı nad mnoha daty4. Na za´kladeˇ vy´sˇe uvedene´ho tedy
vznikla architektura CUDA.
nVidia CUDA (Compute Unified Device Architecture) je relativneˇ nova´ paraleln´ı vy´pocˇetn´ı
architektura vyv´ıjena´ firmou nVidia. CUDA je tedy vy´pocˇetn´ı na´stroj pro GPU firmy nVi-
dia, ktery´ je vy´voja´rˇi prˇ´ıstupny´ prˇes standardn´ı programovac´ı jazyky, jako jsou C cˇi C++
[10] a v soucˇasne´ dobeˇ je jizˇ portova´na do jazyk˚u jako java cˇi Python.
CUDA byla firmou nVidia prˇedstavena v roce 2006 jako paraleln´ı architektura s novy´m
paraleln´ım programovac´ım modelem a instrukcˇn´ı sadou zameˇrˇenou na paraleln´ı prova´deˇn´ı
vy´pocˇt˚u v GPU. Vy´voj CUDA byl podrˇ´ızen tomu, aby za cenu relativneˇ male´ho rozsˇ´ıˇren´ı
beˇzˇne´ho programovac´ıho jazyka5 poskytovala jednoduchou a prˇ´ımocˇarou implementaci pa-
raleln´ıch algoritmu˚. CUDA rovneˇzˇ podporuje heterogenn´ı vy´pocˇetn´ı model, takzˇe apli-
kace mu˚zˇe vyuzˇ´ıvat jak vy´pocˇt˚u v CPU, tak vy´pocˇt˚u v GPU. CPU a GPU jsou od sebe
vza´jemneˇ oddeˇleny a chovaj´ı se kazˇde´ jako samostatne´ programovatelne´ zarˇ´ızen´ı a maj´ı sve´
vlastn´ı pameˇt’ove´ modely (prostory). GPU, ktere´ je schopno vyuzˇ´ıvat CUDA, sesta´va´ tedy
z mnoha jader, ktere´ mohou soucˇasneˇ prova´deˇt mnoho vy´pocˇetn´ıch vla´ken. Sd´ılena´ pameˇt’
na cˇipu pak umozˇnˇuje vla´kn˚um beˇzˇ´ıc´ım paralelneˇ sd´ılet data bez nutnosti jejich pos´ıla´n´ı po
syste´move´ sbeˇrnici.
Vy´pocˇetn´ı model CUDA
Nyn´ı je vhodne´ se zameˇrˇit na d˚ulezˇite´ pojmy architektury CUDA6.
• Host
Pojem host v architekturˇe CUDA oznacˇuje CPU. Zde tedy beˇzˇ´ı program naprˇ. v
jazyce C.
• Device
Pojem device pak oznacˇuje GPU, v neˇmzˇ bude prova´deˇn paraleln´ı program - kernel.
4prˇ´ıstup SIMD - jedna sada instrukc´ı nad mnoha daty
5Naprˇ. jazyka C
6V na´sleduj´ıc´ım textu budu pouzˇ´ıvat anglicke´ termı´ny tak, jak jsou uvedeny v dokumentaci CUDA tam,
kde nebyly zavedeny cˇeske´ ekvivalenty.
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Obra´zek 4.4: CUDA - hardwarovy´ model, viz [4]
• Kernely (Kernels)
CUDA prˇina´sˇ´ı programa´torovi mozˇnost definovat funkci - kernel, ktera´ je po za-
vola´n´ı vykona´na N−kra´t paralelneˇ N r˚uzny´mi CUDA vla´kny. V za´pisu programu
vypada´ jako beˇzˇna´ funkce jazyka C. Definice kernelu je je uvozena kl´ıcˇovy´m slovem
__global__, pote´ zpravidla na´sleduje kl´ıcˇove´ slovo void a na´zev funkce. Pocˇet vla´ken
je pak specifikova´n pro kazˇde´ vola´n´ı kernelu za pouzˇit´ı ”za´vorek” <<<...>>>.
//definice kernelu
__global__ void ScitejMatice(float *a, float *b, float *c){
int i = threadIdx.x;
c[i] = a[i]+b[i];
}
...
int main(int argc, char **argv){
...
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Obra´zek 4.5: CUDA - hierarchie vla´ken, viz [4]
ScitejMatice<<<1, N>>>(A, B, C); //vola´nı´ kernelu
...
}
Kernel tedy specifikuje program, ktery´ se bude v graficke´ karteˇ prova´deˇt.
• Vla´kno (Thread)
Vla´kno je jakousi nejmensˇ´ı mozˇnou jednotkou prova´deˇn´ı v architekturˇe CUDA. Pro
tato vla´kna plat´ı vy´sˇe uvedeny´ prˇedpoklad o velmi male´ azˇ te´meˇrˇ nulove´ rezˇii. Na
druhou stranu vy´kon samostatne´ho vla´kna je velmi maly´, proto, aby byla vyuzˇita
potencia´ln´ı vy´pocˇetn´ı kapacita GPU, je zapotrˇeb´ı mnoha (azˇ tis´ıc˚u) vla´ken, ktera´
beˇzˇ´ı soubeˇzˇneˇ.
Kazˇde´ vla´kno prova´deˇne´ kernelem ma´ svou jednoznacˇnou identifikaci. Tato identifi-
kace je prˇ´ıstupna´ v kernelu skrze vestaveˇnou promeˇnnou threadIdx, cozˇ je zpravidla
3-slozˇkovy´ vektor, takzˇe vla´kna mohou by´t identifikova´na jedno azˇ trˇ´ı-dimenziona´ln´ım
indexem7 vla´kna. Vla´kna mohou by´t da´le seskupova´na do blok˚u vla´ken, ktere´ mohou
by´t opeˇt azˇ trˇ´ı-dimenziona´ln´ı.
7thread-index
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• Warp
Vla´kna jsou v ra´mci jednoho bloku seskupena do tzv. wapru. Je to vlastneˇ skupina
vla´ken v ra´mci bloku, ktere´ prova´deˇj´ı stejnou operaci nad r˚uzny´mi daty. Kazˇdy´ warp
obsahuje stejny´ pocˇet vla´ken8, ktera´ jsou pak prova´deˇna multiprocesorem. Aktivn´ım
warp˚um jsou v za´vislosti na cˇase pla´novacˇem prˇep´ına´ny pro maximalizaci vy´pocˇetn´ıho
vy´konu. [5]
• Blok vla´ken (Block)
Blok je skupina warp˚u, ktera´ je vykona´va´na na jednom multiprocesoru. Jeden kernel
mu˚zˇe by´t prova´deˇn neˇkolika bloky vla´ken, proto jsou tyto bloky jesˇteˇ sdruzˇeny v tzv.
gridu. Stejneˇ jako u vla´ken, kazˇdy´ blok ma´ prˇiˇrazenu jednoznacˇnou identifikaci v ra´mci
gridu. Tato identifikace je prˇ´ıstupna´ ve vestaveˇne´ promeˇnne´ blockIdx a rovneˇzˇ lze
z´ıskat i ”rozmeˇry” dane´ho bloku, ty jsou obsazˇeny ve vestaveˇne´ promeˇnne´ blockDim. U
blok˚u je pozˇadova´no, aby mohly by´t prova´deˇny v na´hodne´m porˇad´ı, a tedy paralelneˇ.
• Grid
Grid9 je tedy seskupen´ı blok˚u v ra´mci jednoho kernelu. Grid je obvykle jedno cˇi
dvourozmeˇrny´, jeho rozmeˇry jsou specifikova´ny v prvn´ım parametru v za´vorka´ch
<<<...>>> prˇi vola´n´ı kernelu. Na´sleduje prˇ´ıklad zdrojove´ho ko´du CUDA pro soucˇet
dvourozmeˇrny´ch matic s vyuzˇit´ım drˇ´ıve popsany´ch struktur.
//Definice kernelu
__global__ void MatAdd(float A[N][N], float B[N][N],float C[N][N]){
int i = blockIdx.x * blockDim.x + threadIdx.x;
int j = blockIdx.y * blockDim.y + threadIdx.y;
if (i < N && j < N)
C[i][j] = A[i][j] + B[i][j];
}
int main(){
// Nastavenı´ kernelu
dim3 dimBlock(16, 16);
dim3 dimGrid((N + dimBlock.x - 1) / dimBlock.x,
(N + dimBlock.y - 1) / dimBlock.y);
MatAdd<<<dimGrid, dimBlock>>>(A, B, C);
}
Pra´veˇ popsana´ hierarchie vla´ken je uvedena na obra´zku 4.5. Nyn´ı se zameˇrˇ´ım na pameˇt’ovy´
model multiprocesoru GPU.
• Registry
Registry prˇedstavuj´ı nejrychlejˇs´ı pameˇt’ na jednom multiprocesoru. Tento typ pameˇt´ı
je prˇ´ıstupny´ pouze pro dane´ vla´kno. S t´ım souvis´ı fakt, zˇe zˇivotnost dat je prˇ´ımo
nava´za´na na dobu zˇivota dane´ho vla´kna. V uva´deˇne´ hierarchii jsou tedy registry
GPU tou nejrychlejˇs´ı pameˇt´ı, avsˇak maj´ı te´zˇ nejmensˇ´ı kapacitu10
8warp-size
9Nab´ız´ı se i cˇeske´ oznacˇen´ı - mrˇ´ızˇka
10Stejneˇ je tomu v prˇ´ıpadeˇ CPU.
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• Sd´ılena´ pameˇt’
Sd´ılena´ pameˇt’ je pameˇt’ prˇ´ıtomna´ na cˇipu, proto je rychlost sd´ılene´ pameˇti rovneˇzˇ
velmi vysoka´. Do sd´ılene´ pameˇti maj´ı prˇ´ıstup vsˇechny procesory bloku jak pro za´pis,
tak pro cˇten´ı. Dokumentace uva´d´ı, zˇe pro vsˇechna vla´kna v jednom warpu je prˇ´ıstup
do sd´ılene´ pameˇti te´meˇrˇ stejneˇ rychly´ jako prˇ´ıstup do registr˚u. Nesmı´ ovsˇem nastat
konflikty mezi jednotlivy´mi pameˇt’ovy´mi banky, cozˇ jsou cˇa´sti sd´ılene´ pameˇti, ktere´
maj´ı stejnou velikost a jsou soucˇasneˇ prˇ´ıstupne´ pro vsˇechna vla´kna warpu.
• Pameˇt’ textur a konstant
Obeˇ tyto pameˇti se vyznacˇuj´ı t´ım, zˇe obeˇ slouzˇ´ı jako rychla´ vyrovna´vac´ı pameˇt’ mezi
procesory a maj´ı n´ızkou prˇ´ıstupovou dobu a velmi dobry´ hit-ratio.
• Globa´ln´ı pameˇt’
Globa´ln´ı pameˇt’ je nejpomalejˇs´ı pameˇt´ı v uva´deˇne´ hierarchii. Je prˇ´ıstupna´ jak pro
hostitele (host), tak pro zarˇ´ızen´ı (device). Jej´ı zˇivotnost je stejna´ jako zˇivotnost dane´
aplikace. Zdroj [6] uva´d´ı, zˇe globa´ln´ı pameˇt’ mu˚zˇe by´t azˇ 150x pomalejˇs´ı nezˇ pameˇt’
sd´ılena´ a registry.
CUDA rozsˇiˇruje jazyk C o mozˇnosti prova´deˇn´ı vy´pocˇt˚u paralelneˇ. K tomu je zapotrˇeb´ı de-
finovat jisty´ druh oznacˇen´ı funkc´ı a promeˇnny´ch. Funkce se mohou prova´deˇt jak na zarˇ´ızen´ı
(GPU), tak v hostiteli. Tyto skutecˇnosti je potrˇeba rozliˇsovat, proto uva´d´ım nejd˚ulezˇiteˇjˇs´ı
specifika.
• __device__ funkce
Tento kvalifika´tor oznacˇuje funkci, ktera´ mu˚zˇe by´t provedena pouze na dane´m zarˇ´ızen´ı
a nelze ji volat z hostitelske´ho programu, jedina´ mozˇnost vola´n´ı je z programu zarˇ´ızen´ı.
Pro tento typ funkc´ı existuj´ı urcˇita´ omezen´ı: nen´ı podporova´na rekurze, funkce mus´ı
mı´t konstantn´ı pocˇet parametr˚u a nen´ı mozˇne´, aby tento typ funkc´ı ve sve´m teˇle de-
finoval statickou promeˇnnou. Kvalifika´tor nesmı´ by´t pouzˇit spolecˇneˇ s kvalifika´torem
__global__.
• __global__ funkce
T´ımto kvalifika´torem je oznacˇena funkce - kernel. Takovouto funkci je mozˇne´ zavolat
pouze z hostitelske´ho programu a je vykona´va´na vy´hradneˇ v zarˇ´ızen´ı. Pro kernely
plat´ı stejna´ omezen´ı jako pro funkce s kvalifika´torem __device__, tj. omezen´ı ty´kaj´ıc´ı
se rekurze, konstantn´ıho pocˇtu parametr˚u a vytva´rˇen´ı staticky´ch promeˇnny´ch. Da´le
nen´ı mozˇne´ spolecˇneˇ pouzˇ´ıt kvalifika´tor __host__. Funkce oznacˇene´ jako __global__ -
kernely - mus´ı mı´t na´vratovou hodnotu typu void. Vola´n´ı kernelu je asynchronn´ı, tzn.
zˇe vrac´ı rˇ´ızen´ı hostitelske´mu programu jesˇteˇ prˇed t´ım, nezˇ bylo dokoncˇeno prova´deˇn´ı
dane´ho kernelu.
• __host__ funkce
Tento kvalifika´tor oznacˇuje funkci, ktera´ je vola´na jen a pouze z hostitelske´ho pro-
gramu a rovneˇzˇ je na hostitelske´m zarˇ´ızen´ı prova´deˇna. Zaj´ımavost´ı je, zˇe kvalifika´tory
__host__ a __device__ mohou by´t pouzˇity spolecˇneˇ v deklaraci funkce, takova´ kon-
strukce pak znamena´, zˇe ko´d funkce bude prˇelozˇen jak pro hostitelskou architekturu,
tak pro prova´deˇn´ı v zarˇ´ızen´ı.
• __device__ promeˇnna´
Je vytvorˇena v pameˇt´ı dane´ho zarˇ´ızen´ı a existuje stejneˇ dlouho jako program. Je
prˇ´ıstupna´ ze vsˇech vla´ken gridu a take´ z hostitele skrze knihovn´ı vola´n´ı.
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• __constant__ promeˇnna´
Kvalifika´tor mu˚zˇe by´t pouzˇit spolecˇneˇ s kvalifika´torem __device__, deklaruje promeˇnnou,
a to takovou, ktera´ je ulozˇena v prostoru pameˇti konstant. Jej´ı zˇivotnost je stejna´ jako
zˇivotnost aplikace a je prˇ´ıstupna´ ze vsˇech vla´ken gridu a prˇes knihovn´ı vola´n´ı take´ z
hostitele. Do takove´to promeˇnne´ mu˚zˇe prˇiˇrazovat pouze hostitel, opeˇt skrze knihovn´ı
vola´n´ı.
• __shared__ promeˇnna´
Kvalifika´tor shared mu˚zˇe by´t pouzˇit spolecˇneˇ s kvalifika´torem device, deklaruje
promeˇnnou, ktera´ je ulozˇena v pameˇti bloku vla´ken, jej´ı zˇivotnost je tedy stejna´ jako
zˇivotnost bloku a je prˇ´ıstupna´ pouze a jen z dane´ho bloku vla´ken.
Psan´ı programu s pomoc´ı CUDA se tedy velmi podoba´ psan´ı beˇzˇne´ho programu v
jazyce C pouze s uvedeny´mi rozsˇ´ıˇren´ım. Program napsany´ v CUDA mu˚zˇe beˇzˇet na gra-
ficke´ karteˇ, nebo lze pouzˇ´ıt emulovany´ rezˇim, naprˇ. pro ladeˇn´ı, nebo v prˇ´ıpadeˇ, zˇe nen´ı k
dispozici odpov´ıdaj´ıc´ı hardware. Je jasne´, zˇe prˇi pouzˇit´ı emulovane´ho rezˇimu se dosahuje
podstatneˇ mensˇ´ıho vy´pocˇetn´ıho vy´konu, nezˇ kdyby vy´pocˇet prob´ıhal v graficke´ karteˇ. Proto
sa´m vy´robce nedoporucˇuje emulovany´ rezˇim pouzˇ´ıvat hlavneˇ pro vy´konnostn´ı ladeˇn´ı dane´
aplikace.
43
Kapitola 5
Na´vrh programu v CUDA
Soucˇa´st´ı te´to diplomove´ pra´ce je vytvorˇen´ı programu s pozˇit´ım prostrˇed´ı CUDA, ktery´ bude
simulovat deˇje prob´ıhaj´ıc´ı v homogenn´ım a nehomogenn´ım veden´ı. Ve svy´ch experimentech
s prostrˇed´ım CUDA jsem vycha´zel z prˇ´ıklad˚u jednoduchy´ch programu˚ dodany´ch prˇ´ımo s
prostrˇed´ım CUDA.
5.1 Pocˇa´tecˇn´ı analy´za
Diferencia´ln´ı rovnice popisuj´ıc´ı jednotlive´ elementy veden´ı lze simulovat vyuzˇit´ım spojite´
simulace. Proto bude potrˇeba tento algoritmus implementovat. Pseudoko´d algoritmu spojite´
simulace ukazuje na´sleduj´ı blok.
inicializace, nastavenı´ pocˇa´tecˇnı´ch podmı´nek integra´toru˚m
while(t < tEND){
vyhodnocenı´ vstupu˚ integra´toru˚;
provedenı´ vy´pocˇtu;
t = t+h - posun cˇasu o dany´ krok h
}
Z povahy rˇesˇene´ho proble´mu vyply´va´, zˇe pra´veˇ posloupnost pseudo-prˇ´ıkaz˚u z bloku while
se bude prova´deˇt paralelneˇ. Uvazˇujme nyn´ı za´pis programu v TSKL z prˇ´ılohy B. Pokud
se povede naj´ıt zp˚usob, aby bylo mozˇne´ jednotlive´ rovnice prova´deˇt neza´visle na sobeˇ, pak
bude proble´m paralelizovatelny´.
Proto uvazˇujme jeden neˇktery´ krok vy´pocˇtu. V za´pisu programu se nevyskytuj´ı rychle´
smycˇky, ktere´ by vy´pocˇet zkomplikovaly. Nav´ıc, v dobeˇ, kdy se budou pocˇ´ıtat hodnoty pro
dany´ krok vy´pocˇtu jsou k dispozici hodnoty pro krok prˇedchoz´ı1. Proto nen´ı proble´m tento
vy´pocˇet paralelizovat.
V na´vaznosti na prostrˇed´ı CUDA bude d˚ulezˇity´m parametrem pocˇet vla´ken, ktery´
v tomto prˇ´ıpadeˇ bude reprezentovat pocˇet dvojbran˚u simulovane´ho veden´ı. Je trˇeba si
uveˇdomit, zˇe tento postup je mozˇny´ pouze pro simulaci homogenn´ıho veden´ı.
V prˇ´ıpadeˇ, zˇe se bude simulovat chova´n´ı veden´ı nehomogenn´ıho, je potrˇeba vyrˇesˇit
proble´my nehomogenit, jako naprˇ. meˇn´ıc´ı se konstanty.
1Resp. pocˇa´tecˇn´ı hodnoty pro krok prvn´ı v cˇase t = 0
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Obra´zek 5.1: Na´vrh datovy´ch struktur
5.2 Na´vrh datovy´ch struktur
Nyn´ı je potrˇeba navrhnout pouzˇitelne´ datove´ struktury. Soucˇasne´ mozˇnosti prostrˇed´ı CUDA
dovol´ı pouzˇ´ıvat pouze cˇ´ısla v plovouc´ı rˇa´dove´ cˇa´rce s prˇesnost´ı 32bit˚u, tj. typu float, cozˇ
mu˚zˇe ve´st ke zneprˇesneˇn´ı vy´pocˇt˚u a jeho prˇ´ıpadne´ degradaci. Vzhledem k tomu, zˇe se
vypocˇ´ıta´vaj´ı 2 diferencia´ln´ı rovnice pro kazˇdy´ dvojbran, nab´ız´ı se zave´st abstrakci v podobeˇ
bud’ dvou jednorozmeˇrny´ch pol´ı, prˇicˇemzˇ jedno bude reprezentovat vy´sledna´ napeˇt´ı a druhe´
pak vy´sledne´ proudy. Druha´ mozˇnost je pozˇ´ıt jedno dvojrozmeˇrne´ pole a rozhodnout, na
ktery´ch indexech se budou nacha´zet jednotlive´ promeˇnne´ reprezentuj´ıc´ı jednotliva´ napeˇt´ı a
proud.
Vycha´z´ıme-li z prˇedpokladu, zˇe kernely jsou v ra´mci CUDA spousˇteˇny asynchronneˇ,
nab´ız´ı se mozˇnost rozdeˇlen´ı vy´pocˇt˚u napeˇt´ı a proud˚u do dvou neza´visly´ch kernel˚u jako
efektivneˇjˇs´ı varianta, proto jsem se rozhodl ji pouzˇ´ıt. Parametrem velikosti pol´ı je pocˇet
dvojbran˚u reprezentuj´ıc´ıch veden´ı. Situaci zna´zornˇuje na´sleduj´ıc´ı obra´zek 5.1.
Z filozofie vy´pocˇtu plyne, zˇe celkoveˇ budou potrˇeba 4 takove´to pole, a to 2 pro uchova´n´ı
vstupn´ıch hodnot napeˇt´ı ucx a icx a dveˇ pole pro ulozˇen´ı vy´stupn´ıch hodnot. Pro zjed-
nodusˇen´ı a zefektivneˇn´ı vy´pocˇtu je v poli pro hodnoty napeˇt´ı jesˇteˇ prˇida´na polozˇka napeˇt´ı
ux, ktera´ popisuje pr˚ubeˇh napeˇt´ı na rezistoru, ktere´ je prˇipojen na konci veden´ı. Tato hod-
nota se vsˇak nebude pocˇ´ıtat v kernelech, tuto hodnotu je mozˇno prˇedpocˇ´ıtat prˇed spusˇteˇn´ım
kernel˚u.
Rovneˇzˇ by pole hodnot mohla obsahovat napeˇt´ı u1, toto je opeˇt zbytecˇne´, nebot’ napeˇt´ı
u1 se pouzˇije pouze pro vy´pocˇet pocˇa´tecˇn´ıho proudu i0 a v zˇa´dne´ dalˇs´ı rovnici jizˇ nefiguruje.
Situace u hodnot proudu i0 je podobna´. Hodnotu te´to velicˇiny lze opeˇt prˇedpocˇ´ıtat, jej´ı
hodnota se pouzˇije pouze prˇi vy´pocˇtu rovnic v prvn´ım dvojbranu, proto rovneˇzˇ nebude
zahrnuta v jednotlivy´ch pol´ıch a do kernelu se prˇeda´ jako beˇzˇny´ parametr a v kernelu
se bude potrˇeba prove´st test minima´ln´ı index vla´kna. Tato analy´za je opeˇt vytvorˇena na
za´kladeˇ Prˇ´ılohy B.
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5.3 Na´vrh samotne´ho programu
Na za´kladeˇ provedene´ analy´zy lze prˇej´ıt k na´vrhu samotny´ch kernel˚u a cele´ho programu v
CUDA. Jako prvn´ı uva´d´ım kernel pro vy´pocˇet novy´ch hodnot napeˇt´ı.
01 __global__ void compute_U(float * u_input, float *u_output,
02 float *i_field, float C_to_m_1,
03 float Rp_to_m_1, float step, float i0){
04 const unsigned int tid = threadIdx.x;
05 ///uc1’ = (1/C)*(i0 - (1/Rp)*uc1 - i1)
06 if(tid == 0){
07 u_output[tid] = u_input[tid] + step*(
08 C_to_m_1 *(i0 - (Rp_to_m_1*u_input[tid])
09 -i_field[tid] ) );
10 }
11 else{
12 u_output[tid] = u_input[tid] + step*(
13 C_to_m_1 *(i_field[tid-1] - (Rp_to_m_1*u_input[tid])
14 -i_field[tid] ) );
15 }
16 __syncthreads();
17 }
Promeˇnna´ tid definovana´ na rˇa´dku 4 reprezentuje jednoznacˇnou identifikaci vla´kna a
je j´ı pouzˇito pro vy´pocˇty nad polem hodnot.
V prˇ´ıpadeˇ, zˇe se se jedna´ o vla´kno s indexem 0, pak se jedna´ o vy´pocˇet hodnot pro
prvn´ı dvojbran a je tedy nutne´ vz´ıt v u´vahu promeˇnnou i0, jak bylo uvedeno v prˇedchoz´ı
kapitole, v opacˇne´m prˇ´ıpadeˇ se pouzˇije hodnota z pole proud˚u i_field na patrˇicˇne´ pozici.
Noveˇ vypocˇtena´ hodnota je pak ulozˇena do vy´stupn´ıho pole na patrˇicˇny´ index, jak ukazuj´ı
rˇa´dky 7 a 13.
Vy´znam parametr˚u [C,Rp]_to_m_1 znacˇ´ı hodnoty konstant2 1C a
1
Rp .
Kernel pro vy´pocˇet novy´ch hodnot proud˚u bude vypadat velmi podobneˇ.
01 __global__ void compute_I(float * i_input, float *i_output,
02 float *u_field, float L_to_m_1,
03 float Rs, float step){
04 const unsigned int tid = threadIdx.x;
05 const unsigned int tid_plus_one = threadIdx.x+1;
06 i_output[tid] = i_input[tid] + step* (L_to_m_1 *(u_field[tid]
07 -u_field[tid_plus_one] - (Rs*i_input[tid]) ) ) ;
08 __syncthreads();
09 }
Jak je videˇt, kernel pro vy´pocˇet novy´ch hodnot proud˚u je o neˇco jednodusˇsˇ´ı, nezˇ
prˇedchoz´ı. Opeˇt se zde snazˇ´ım co nejv´ıce konstant prˇedpocˇ´ıtat z d˚uvodu urychlen´ı vy´pocˇtu
(L_to_m_1). Promeˇnna´ step reprezentuje v obou prˇ´ıpadech krok vy´pocˇtu. Na konci kazˇde´ho
kernelu je potrˇeba prove´st synchronizaci vla´ken, mu˚zˇe se totizˇ sta´t, zˇe doby vy´pocˇt˚u se bu-
dou liˇsit. Nav´ıc jsou kernely vola´ny asynchronneˇ a cela´ simulace beˇzˇ´ı v cyklu, mohlo by
tedy doj´ıt k nechteˇne´mu prˇepisu dat v jednotlivy´ch kroc´ıch vy´pocˇtu.
2viz Prˇ´ıloha B
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Samotny´ program zapsany´ v pseudoko´du pak bude vypadat na´sledovneˇ
void runTest( int argc, char** argv)
{
...
unsigned int rovnic = 5; //pocet rovnic
definice vstupnı´ch vy´stupnı´ch polı´ a jejich inicializace
...
float time = 0.0; //modelovy´ cˇas
float t_END = (float)1e-06; //konec experimentu
float step = (float)1e-12; //krok
...
definice konstant a nastavenı´ gridu
...
while(time < t_END){
prˇedvy´pocˇet hodnot uX a i0
u_data[uX_pos] = uX; //umistim hodnoty do pole vstupu
u_o_data[uX_pos] = uX; //i do pole vystupu, uX se nikde nemeni
//volani kernelu˚
compute_U<<<ui_grid, ui_threads, mem_u>>>(u_data, u_o_data,
i_data, C, Rp, step, i0);
compute_I<<<ui_grid, ui_threads, mem_i>>>(i_data, i_o_data,
u_data, L, Rs, step);
...
time+=step; //posun cˇasu
}
...
uvolneˇnı´ pameˇti
cudaThreadExit();
}
Zby´va´ dodat, zˇe pro na´vrh programu byla pouzˇita Eulerova metoda rˇesˇen´ı diferencia´ln´ıch
rovnic. Uvedeny´ algoritmus vycha´z´ı z drˇ´ıve uvedene´ho algoritmu spojite´ simulace. V pseu-
doko´du nejsou zahrnuty funkce pro kopii loka´n´ıch dat do pameˇti zarˇ´ızen´ı.
5.4 Zhodnocen´ı pouzˇit´ı prostrˇed´ı CUDA
S navrzˇeny´m programem popsany´m v prˇedchoz´ı kapitole jsem provedl neˇkolik experiment˚u.
Jako prvn´ı jsem zkousˇel, zda bude takto sestaveny´ vy´pocˇet fungovat pro veden´ı tvorˇene´
pouze jedn´ım dvojbranem. Uka´zalo se, zˇe program da´val prˇiblizˇneˇ tyte´zˇ vy´sledky jako
TKSL, proto jsem zvy´sˇil pocˇet dvojbran˚u (a tedy rovnic) na 5.
Na grafech 5.2 a 5.3 jsou zachyceny vypocˇtene´ pr˚ubeˇhy napeˇt´ı na prvn´ım uc1 a posledn´ım
uc5 elementu veden´ı. Tyto vy´sledky jsou srovnatelne´ s vy´sledky z programu TKSL, nicme´neˇ
i zde uzˇ se projevily drobne´ neprˇesnosti ve vy´pocˇtu. Tyto neprˇesnosti jsou zp˚usobeny jednak
volbou numericke´ metody (Eulerova) a take´ zaokrouhlovac´ımi chybami v pr˚ubeˇhu vy´pocˇtu.
Protozˇe vy´sledky lze oznacˇit za relativneˇ dobre´, zvy´sˇil jsem pocˇet rovnic na 100 a opeˇt
zkoumal obdrzˇene´ vy´sledky. Vy´sledky tohoto experimentu zna´zornˇuje graf 5.4.
Jak je z grafu videˇt, pr˚ubeˇhy napeˇt´ı jsou vysoce nestabiln´ı, naplno se projevily chyby
metody a pouzˇita´ prˇesnost cˇ´ısel v plovouc´ı rˇa´dove´ cˇa´rce typu float. Jak jizˇ bylo uvedeno
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Obra´zek 5.2: Pr˚ubeˇhy napeˇt´ı uc1 a uc5
Obra´zek 5.3: Detail pr˚ubeˇhu napeˇt´ı
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Obra´zek 5.4: Pr˚ubeˇhy napeˇt´ı pro 100 dvojbran˚u
v kapitole 4.3.3, CUDA v soucˇasnosti pouzˇ´ıva´ pouze typ float a typ double, ktery´ by se
le´pe pro tento druh vy´pocˇt˚u hodil, je na tento typ interneˇ konvertova´n.
Da´le jsem zkousˇel zmensˇovat de´lku kroku, cozˇ ovsˇem neprˇineslo zˇa´dne´ rozumne´ vy´sledky.
Experimenta´lneˇ se uka´zalo, zˇe maxima´ln´ı mozˇny´ pocˇet rovnic, ktery´ jesˇteˇ da´val stabiln´ı
rˇesˇen´ı, byl 5 rovnic, tedy toto rˇesˇen´ı bylo schopno analyzovat chova´n´ı 5ti dvojbran˚u.
Celkoveˇ tedy lze rˇ´ıci, zˇe z hlediska stability takto napsany´ program s pouzˇit´ım CUDA
nevyhovuje pro veˇtsˇ´ı pocˇty rˇesˇeny´ch rovnic. Z hlediska prˇesnosti vy´pocˇtu CUDA rovneˇzˇ
nen´ı momenta´lneˇ vhodny´m na´strojem, protozˇe pouzˇita´ maxima´ln´ı prˇesnost cˇ´ısel v plovouc´ı
rˇa´dove´ cˇa´rce je pro tento typ vy´pocˇtu nedostacˇuj´ıc´ı.
Mozˇny´m teoreticky´m rˇesˇen´ım by mohlo by´t pouzˇit´ı vlastn´ı aritmetiky, nicme´neˇ tato
problematika je nad ra´mec te´to pra´ce.
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Kapitola 6
Srovna´n´ı se sveˇtovy´mi standardy
Prˇi srovna´va´n´ı pra´ce v syste´mu CUDA a TKSL jsem se zameˇrˇil i na srovna´va´n´ı se standardy
dnesˇn´ı doby, ktere´ tvorˇ´ı prˇeva´zˇneˇ produkty Matlab a Maple. V prˇ´ıpadeˇ obou produkt˚u jde
o vysoce ceneˇna´ prostrˇed´ı, ktera´ jsou schopna rˇesˇit sˇirokou sˇka´lu proble´mu˚.
6.1 Zada´va´n´ı a rˇesˇen´ı diferencia´ln´ıch rovnic
Nejprve se zameˇrˇ´ım na zp˚usob zada´va´n´ı diferencia´ln´ıch rovnic do jednotlivy´ch syste´mu˚.
6.1.1 TKSL/386 a TKSL/c
V prˇ´ıpadeˇ na´stroje TKSL, je tato problematika jisteˇ patrna´ z prˇedchoz´ıho textu. Dife-
rencia´ln´ı rovnice se intuitivneˇ zap´ıˇs´ı - za´pis jako takovy´ se neliˇs´ı v prostrˇed´ı TKSL/386 a
TKSL/c, nicme´neˇ ”program” pro TKSL/c je poneˇkud zjednodusˇen - odpadaj´ı deklarace
promeˇnny´ch a prˇecha´z´ı se rovnou k zada´va´n´ı proble´mu. Takto tedy vypada´ program v
prostrˇed´ı TKSL/386:
var u1,
uc1,
i2,i1,
ic1,
u2;
const R1=100, R2=100,
Rs=1e-3, Rp=1e+10,
C =1e-12, L =1e-8,
dt=1e-5, tmax=1e-6,
eps=1e-10, omega=1e7;
system
i1=1/R1*(u1-uC1);
uc1’= 1/C*ic1 &0;
...
sysend.
V prostrˇed´ı TKSL/c pak odpada´ cˇa´st deklarace promeˇnny´ch var a z prˇedchoz´ıho prˇ´ıkladu
tak z˚usta´va´ zachova´na pouze sekce const, avsˇak bez tohoto kl´ıcˇove´ho slova a bez kon-
stant tmax, eps a dt, ktere´ se zada´vaj´ı jako parametry prˇ´ıkazove´ rˇa´dky. Odpadaj´ı rovneˇzˇ
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syste´move´ za´vorky system a sysend. Za´pis samotny´ch diferencia´ln´ıch rovnic se pak jizˇ
neliˇs´ı.
6.1.2 Matlab
V prostrˇed´ı Matlab je vy´hodne´ zada´vat diferencia´ln´ı rovnice formou blokove´ho schematu.
Zde se pouzˇij´ı stavebn´ı bloky jako integra´tor, suma´tor, invertor, apod. Sestavene´ schema se
pak da´ velmi jednodusˇe odsimulovat. U vsˇech pouzˇity´ch komponent lze nastavit, zda budou
tyto vyuzˇ´ıvat invertovane´ cˇi neinvertovane´ vstupy.
Uvazˇujme prˇ´ıklad, kdy budeme cht´ıt generovat funkci sinus za pomoci diferencia´ln´ı
rovnice (resp. soustavy diferencia´ln´ıch rovnic). Lze psa´t
y = sin(t)
y′ = cos(t)
y′′ = −sin(t),
(6.1)
cozˇ lze upravit na
y′′ = −y. (6.2)
Dostali jsme tedy tzv. tvorˇ´ıc´ı diferencia´ln´ı rovnici. Tuto diferencia´ln´ı rovnici druhe´ho rˇa´du
lze rˇesˇit naprˇ. metodou snizˇova´n´ı rˇa´du derivace. Pro na´zornost je diferencia´ln´ı rovnice 6.2
jesˇteˇ prˇevedena na opera´torovy´ tvar. Metodou snizˇova´n´ı rˇa´du derivace dostaneme
py = −1
p
p2y
y =
1
p
py
s pocˇa´tecˇn´ımi podmı´nkami py(0) = 1 a y(0) = 0. Pro takovouto soustavu diferencia´ln´ıch
rovnic jizˇ nen´ı proble´m sestavit blokove´ schema v prostrˇed´ı Matlab, viz. blokove´ schema
na obra´zku 6.1. Rˇesˇen´ı takove´to diferencia´ln´ı rovnice zadane´ blokovy´m schematem je pak
Obra´zek 6.1: Blokove´ schema diferencia´ln´ı rovnice generuj´ıc´ı funkci sinus
v grafu 6.2.
Matlab jako takovy´ vsˇak pro rˇesˇen´ı, na rozd´ıl od prostrˇed´ı TKSL, nepouzˇ´ıva´ Taylorova
rozvoje a nedosahuje takove´ prˇesnosti rˇesˇen´ı, jako pra´veˇ syste´m TKSL.
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Obra´zek 6.2: Graf rˇesˇen´ı generuj´ıc´ı funkce sinus
6.1.3 Maple
Prostrˇed´ı Maple se na prvn´ı pohled od prostrˇed´ı Matlab liˇs´ı. Jedna´ se hlavneˇ o matematicky´
software, nen´ı zde proble´m rˇesˇit soustavy n rovnic o n nezna´my´ch, apod. Maple rovneˇzˇ
zvla´da´ rˇesˇen´ı integra´l˚u, derivac´ı i diferencia´ln´ıch rovnic. Pro potrˇeby rˇesˇen´ı Maple obsahuje
i sadu prˇ´ıkaz˚u pro vizualizaci spocˇteny´ch vy´sledk˚u.
Uvazˇujme tedy prˇ´ıklad diskutovany´ v prˇedchoz´ı kapitole zaby´vaj´ıc´ı se prostrˇed´ım Matlab,
tj. rˇesˇen´ım diferencia´ln´ı rovnice druhe´ho rˇa´du
y′′ + y = 0 (6.3)
s pocˇa´tecˇn´ımi podmı´nkami y(0) = 0 a y′(0) = 1. Za´pis tohoto proble´mu v prostrˇed´ı Maple
by mohl vypadat na´sledovneˇ:
> restart;
> de := diff(y(t), t$2) + y(t) = 0;
> Y := rhs( dsolve( {de, y(0) = 0, D(y)(0) = 1}, y(t) ) );
> plot(Y, t = 0..(5*Pi/2));
Vy´sledny´ graf rˇesˇen´ı te´to diferencia´ln´ı rovnice je pak zobrazen v Obra´zku 6.3.
6.2 Numericke´ rˇesˇen´ı (soustav) diferencia´ln´ıch rovnic
Vsˇechna zde diskutovana´ prostrˇed´ı disponuj´ı na´stroji pro rˇesˇen´ı diferencia´ln´ıch rovnic a
jejich soustav. Prostrˇed´ı Maple nav´ıc prˇida´va´ mozˇnost symbolicke´ho rˇesˇen´ı diferencia´ln´ıch
rovnic. Pro tuto pra´ci je vsˇak nejd˚ulezˇiteˇjˇs´ı parti´ı numericke´ rˇesˇen´ı diferencia´ln´ıch rov-
nic, ktere´ je mozˇne´ mnoha metodami (Eulerova metoda, metody Runge-Kutta, Taylorova
metoda, Adams-Bashforth, apod.). Pouzˇita´ metoda determinuje prˇesnost dane´ho vy´pocˇtu.
Srovna´n´ı jednotlivy´ch prostrˇed´ı z tohoto pohledu prˇedstavuje na´sleduj´ıc´ı tabulka 6.2.
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Obra´zek 6.3: Graf rˇesˇen´ı generuj´ıc´ı funkce sinus
Prostrˇed´ı Pouzˇita´ funkce Numericka´ metoda
Maple dsolve Runge-Kutta 4.-5. rˇa´du
Matlab ode23 Runge-Kutta 2.-3. rˇa´du
Matlab ode45 Runge-Kutta 4.-5. rˇa´du
TKSL/386 - Taylor˚uv rozvoj (beˇzˇneˇ 10. - 60. rˇa´d)
TKSL/c - Taylor˚uv rozvoj (vyzkousˇen do rˇa´du 2000)
Tabulka 6.1: Shrnut´ı vypocˇteny´ch prˇ´ımek
Z te´to tabulky tedy jasneˇ vyply´va´, zˇe nejprˇesneˇjˇs´ı vy´sledky bude da´vat pra´veˇ TKSL/C.
6.3 Shrnut´ı
Maple i Matlab jsou vysoce propracovana´ prostrˇed´ı a rˇesˇen´ı diferencia´ln´ıch rovnic je pouze
jedna cˇa´st ze sˇiroke´ sady na´stroj˚u, ktere´ tato prostrˇed´ı prˇina´sˇej´ı. Orientace prostrˇed´ı Maple
je sp´ıˇse na matematicke´ vy´pocˇty, za´beˇr Matlabu je v tomto smeˇru sˇirsˇ´ı. Obeˇ prostrˇed´ı jsou
schopna vizualizovat vypocˇtene´ vy´sledky.
Naproti tomu syste´m TKSL1 je zameˇrˇen hlavneˇ na na´rocˇne´ a prˇesne´ vy´pocˇty. Je to
tedy oproti Maple a Matlabu specializovaneˇjˇs´ı software, neexistuj´ı do neˇj rozsˇiˇruj´ıc´ı pluginy
apod., ve verzi TKSL/C dokonce odpadla mozˇnost vizualizace vy´pocˇtu (ovsˇem zvy´sˇila se
rychlost, prˇesnost) a jake´koli graficke´ uzˇivatelske´ rozhran´ı - TKSL/C se ovla´da´ vy´hradneˇ z
prˇ´ıkazove´ rˇa´dky.
V Matlabu i Maple je potrˇeba diferencia´ln´ı rovnice zada´vat prˇes dalˇs´ı funkce, ktere´
maj´ı r˚uzne´ parametry, ktere´ vyzˇaduj´ı urcˇite´ nezbytne´ studium dokumentace. Naproti tomu
TKSL nab´ız´ı velmi prˇ´ımocˇary´ a tedy jednodusˇsˇ´ı prˇ´ıstup, ktery´ jizˇ byl diskutova´n drˇ´ıve.
Z hlediska pouzˇity´ch metod pro numericke´ rˇesˇen´ı soustav diferencia´ln´ıch rovnic je vsˇak
TKSL prˇedurcˇen k tomu, aby produkoval vy´sledky s nejveˇtsˇ´ı prˇesnost´ı. Jak prˇesny´ mu˚zˇe
vy´pocˇet s TKSL/C by´t demonstruje Prˇ´ıloha C, kde je uveden prˇ´ıklad vy´stupu ze syste´mu
TKSL/C pro veden´ı tvorˇene´ho kaska´dou 500 dvojbran˚u.
1Uvazˇujme obeˇ verze - TKSL/386 a TKSL/C
53
Kapitola 7
Za´veˇr
Prˇi vytva´rˇen´ı te´to pra´ce jsem se sezna´mil s r˚uzny´mi druhy diferencia´ln´ıch rovnic, jejich
klasifikac´ı a hlavneˇ s jejich vyuzˇit´ım pro analy´zu prˇechodny´ch deˇj˚u na dvouvodicˇove´m ho-
mogenn´ım a nehomogenn´ım veden´ı. Velmi prˇ´ınosny´m se uka´zalo na takove´to veden´ı pohl´ızˇet
jako na beˇzˇny´ elektricky´ obvod tvorˇeny´ soucˇa´stkami, u nichzˇ jsou zna´my charakteristiky
jejich prˇechodny´ch deˇj˚u.
S vyuzˇit´ım teˇchto znalost´ı pak byly sestaveny modely veden´ı, nejprve byl definova´n
na´hradn´ı dvojbran veden´ı, ktery´ je jizˇ vy´hradneˇ tvorˇen pouze elektricky´mi soucˇa´stkami. Z
takovy´chto dvojbran˚u byly postupneˇ vytva´rˇeny kaska´dy, ktere´ cˇ´ıtaly azˇ 1000 dvojbran˚u,
simulace takove´ho veden´ı vsˇak byla neu´nosneˇ dlouha´ a nav´ıc se uka´zalo, zˇe stejnou vy-
pov´ıdac´ı hodnotu pro analy´zu prˇechodny´ch deˇj˚u, ma´ veden´ı tvorˇene´ 500dvojbrany, proto
byly dalˇs´ı experimenty prova´deˇny s takovy´mto modelem. Vy´sledky experiment˚u uka´zaly
r˚uzne´ zaj´ımave´ vlastnosti a za´vislosti, ktere´ na veden´ı vznikaly. Homogenn´ı veden´ı posky-
tovalo relativneˇ ocˇeka´vane´ vy´sledky, s veden´ım nehomogenn´ım byly rovneˇzˇ provedeny urcˇite´
experimenty a popis chova´n´ı nehomogenn´ıch veden´ı bude prˇedmeˇtem dalˇs´ıho vy´zkumu.
Da´le jsem se sezna´mil s prostrˇed´ımi umozˇnˇuj´ıc´ımi prova´deˇt slozˇite´ vy´pocˇty v cˇipech
graficky´ch karet, a to paralelneˇ. Jako nejzaj´ımaveˇjˇs´ı se jevila prostrˇed´ı ATi Brook+ (ATi
Stream) a nVidia CUDA. Byla diskutova´na omezen´ı prostrˇed´ı CUDA, vy´hody i nevy´hody
prova´deˇn´ı vy´pocˇt˚u v graficky´ch karta´ch.
Prˇi implementaci programu v prostrˇed´ı CUDA se naplno projevil proble´m male´ pouzˇitelne´
prˇesnosti cˇ´ısel v plovouc´ı rˇa´dove´ cˇa´rce. Dle aktua´ln´ıho vy´voje by dalˇs´ı verze prostrˇed´ı CUDA
meˇly zacˇ´ıt podporovat dvojitou prˇesnost 1 cˇ´ısel v plovouc´ı rˇa´dove´ cˇa´rce, nicme´neˇ v soucˇasne´
dobeˇ je CUDA pro prˇesne´ vy´pocˇty te´meˇrˇ nepouzˇitelna´. Docha´z´ı k maximalizaci globa´ln´ıch
chyb a vy´sledek cele´ho vy´pocˇtu je vysoce degradova´n.
Na za´veˇr pra´ce jsem se snazˇil srovnat neˇktera´ dostupna´ komercˇn´ı prostrˇed´ı pro rˇesˇen´ı
diferencia´ln´ıch rovnic s prostrˇed´ım TKSL. Pominu-li u noveˇjˇs´ı verze TKSL absenci GUI
a nutnost vizualizace z´ıskany´ch vy´sledk˚u extern´ım programem, z hlediska jednoduchosti
pouzˇit´ı a prˇesnosti jasneˇ v´ıteˇz´ı syste´m TKSL. V prˇ´ıpadeˇ, zˇe by se povedlo vy´pocˇty v TKSL
paralelizovat, jisteˇ by se z neˇj stal velmi vy´konny´, prˇesny´ a jednoduchy´ na´stroj pro rˇesˇen´ı
nejen diferencia´ln´ıch rovnic.
Pra´ce stav´ı na rˇadeˇ podklad˚u, ktere´ jsou uvedeny v prˇehledu literatury, prˇ´ılohy pak
tvorˇ´ı uka´zky ko´du pro modely veden´ı a uka´zka vy´stupu z prostrˇed´ı TKSL/C. S ohledem
na diskutovanou problematiku jsem zada´n´ı pra´ce splnil.
1double, ale tato bude muset by´t podporova´na i v samotny´ch GPU
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Seznam pouzˇity´ch zkratek a
symbol˚u
Cg – C for graphics
CPU – Central Processing Unit
CUDA – Compute Unified Device Architecture
GFLOP – Giga Floating Point Operations per second
GLSL – OpenGL Shading Language
GPU – Graphics Processing Unit
HLSL – High Level Shading Language
OpenGL – Open Graphics Library
RK4 – Numericka´ intergracˇn´ı metoda Runge-Kutta 4. rˇa´du
SIMD – Single Instruction, Multiple Data
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Prˇ´ıloha A
Program pro TKSL/386 popisuj´ıc´ı
element veden´ı
var u1,
uc1,
i2,i1,
ic1,
u2;
const R1=100, R2=100,
Rs=1e-3, Rp=1e+10,
C =1e-12, L =1e-8,
dt=1e-5, tmax=1e-6,
eps=1e-10, omega=1e7;
system
i1=1/R1*(u1-uC1);
uc1’= 1/C*ic1 &0;
iC1 = i1 -1/Rp*uC1 - i2 ;
i2’= 1/L*(uc1-R2*i2-Rs*i2) &0;
u1=sin(omega*t);
sysend.
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Prˇ´ıloha B
Program pro TKSL/386 popisuj´ıc´ı
kaska´du 5ti dvojbran˚u
var u1, uc1, uc2, uc3,uc4,uc5,uX,
i0, i1, i2, i3,i4,i5,
ic1, ic2, ic3, ic4,ic5;
const R1=100,R2=100,
Rs=1e-2,Rp=1e+10,{3}
C=1e-12, L=1e-8,
dt=1e-6, tmax=5e-7,
eps=1e-10, omega=1e7;
system
i0=(1/R1)*(u1-uc1); uX = R2*i5; u1=10*sin(omega*t);
uc1’ = (1/C)*ic1 &0;
ic1 = i0-(1/Rp)*uc1 -i1;
i1’ = (1/L)*(uc1- uc2 - Rs*i1) &0;
uc2’ = 1/C * ic2 &0;
ic2 = i1 -(1/Rp)*uc2 - i2;
i2’ = (1/L) * (uc2 - uc3- Rs*i2) &0;
uc3’ = 1/C * ic3 &0;
ic3 = i2 -(1/Rp)*uc3 - i3;
i3’ = (1/L)*(uc3 - uc4 - Rs*i3) &0;
uc4’ = (1/C)*ic4 &0;
ic4 = i3 -(1/Rp)*uc4 - i4;
i4’ = (1/L)*(uc4 - uc5 -Rs*i4) &0;
uc5’ = (1/C)*ic5 &0;
ic5 = i4-(1/Rp)*uc5 - i5;
i5’ = (1/L)*(uc5-uX -Rs*i5) &0;
sysend.
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Prˇ´ıloha C
Uka´zka vy´stupu TKSL/C -
Program pro analy´zu veden´ı o 500
dvojbranech
t uc1 uc300 uc500
0.0000000000e+00 0.0000000000e+00 0.0000000000e+00 0.0000000000e+00
1.0000000000e-11 4.8334166214e-06 7.9001177735e-2012 2.4848950244e-3571
2.0000000000e-11 1.8669328187e-05 3.2774579449e-1831 2.6622407832e-3270
3.0000000000e-11 4.0520163147e-05 1.4797363970e-1725 3.2842889766e-3094
4.0000000000e-11 6.9418019111e-05 1.3592637908e-1650 2.8517030416e-2969
5.0000000000e-11 1.0442400758e-04 1.9018427751e-1592 2.3175813527e-2872
6.0000000000e-11 1.4463702452e-04 6.1343835895e-1545 3.5171433509e-2793
7.0000000000e-11 1.8920177759e-04 9.0298186649e-1505 3.1108572822e-2726
8.0000000000e-11 2.3731591965e-04 5.6320586439e-1470 3.0529437684e-2668
9.0000000000e-11 2.8823615958e-04 2.7668538576e-1439 4.3363501765e-2617
1.0000000000e-10 3.4128324688e-04 7.8753846101e-1412 2.4802151321e-2571
1.1000000000e-10 3.9584575375e-04 5.3908806170e-1387 6.1240723170e-2530
1.2000000000e-10 4.5138260698e-04 2.5383922085e-1364 3.7623427069e-2492
1.3000000000e-10 5.0742435205e-04 1.8262935735e-1343 2.1747689162e-2457
1.4000000000e-10 5.6357316103e-04 3.7334845140e-1324 3.3261080013e-2425
1.5000000000e-10 6.1950162525e-04 3.5462369648e-1306 3.0548573557e-2395
1.6000000000e-10 6.7495040038e-04 2.3265206700e-1289 3.2623991917e-2367
1.7000000000e-10 7.2972479715e-04 1.4580109399e-1273 6.9548815973e-2341
1.8000000000e-10 7.8369043248e-04 1.1417927539e-1258 4.6310421780e-2316
1.9000000000e-10 8.3676807489e-04 1.3992866414e-1244 1.4014293529e-2292
2.0000000000e-10 8.8892783241e-04 3.2463178628e-1231 2.6469997317e-2270
2.1000000000e-10 9.4018284212e-04 1.6772725558e-1218 4.0910265386e-2249
2.2000000000e-10 9.9058262618e-04 2.2194945462e-1206 6.5311411173e-2229
2.3000000000e-10 1.0402062812e-03 8.4908587932e-1195 1.3179723477e-2209
2.4000000000e-10 1.0891556650e-03 1.0437225927e-1183 4.0092707066e-2191
2.5000000000e-10 1.1375487372e-03 4.5229411905e-1173 2.1457399279e-2173
2.6000000000e-10 1.1855132012e-03 7.4986974384e-1163 2.3155410024e-2156
2.7000000000e-10 1.2331805769e-03 5.1142562522e-1153 5.6858593309e-2140
2.8000000000e-10 1.2806808212e-03 1.5306481330e-1143 3.5381976868e-2124
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