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Abstract. Open questions from Sarovar and Milburn (2006 J.Phys. A: Math. Gen.
39 8487) are answered. Sarovar and Milburn derived a convenient upper bound for the
Fisher information of a one-parameter quantum channel. They showed that for quasi-
classical models their bound is achievable and they gave a necessary and sufficient
condition for positive operator-valued measures (POVMs) attaining this bound. They
asked (i) whether their bound is attainable more generally, (ii) whether explicit
expressions for optimal POVMs can be derived from the attainability condition. We
show that the symmetric logarithmic derivative (SLD) quantum information is less
than or equal to the SM bound, i.e. H(θ) ≤ CΥ(θ) and we find conditions for equality.
As the Fisher information is less than or equal to the SLD quantum information, i.e.
FM (θ) ≤ H(θ), we can deduce when equality holds in FM (θ) ≤ CΥ(θ). Equality
does not hold for all channels. As a consequence, the attainability condition cannot
be used to test for optimal POVMs for all channels. These results are extended to
multi-parameter channels.
PACS numbers: 03.65.Ta, 03.67.-a
1. Introduction
This paper looks at the distinguishability of quantum channels and answers open
questions from Sarovar and Milburn [1]. A quantum channel is a trace-preserving
completely positive map sending density matrices to density matrices. Any quantum
channel can be represented using Kraus operators [2,3] Ek as
ρ0 7→
∑
k
Ekρ0E
†
k
where ∑
k
E
†
kEk = I.
In the case where there is only one Ek the channel is unitary. In this paper we look
at the case where the input and output states live in identical Hilbert spaces, i.e.
H1 = H2 = Cd. Most quantum information processes can be represented as quantum
channels. In practice, quantum channels are not known a priori and the estimation of
them is of great importance.
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There are several ways to estimate a quantum channel. One approach is quantum
process tomography, which is discussed in chapter 8 of [3]. One needs to estimate how
the channel acts on different bases of the Hilbert space plus linear combinations thereof.
A problem with this method is that in many practical situations it is not possible to
prepare these input states in the laboratory [4].
Another approach is to assume that the channel comes from a parametric family
of channels [5-10]. This is a reasonable assumption. A family of channels parametrized
by a real parameter θ can be represented by Kraus operators depending on θ as
ρ0 7→
∑
k
Ek(θ)ρ0E
†
k(θ). (1)
We choose a suitable input state ρ0 such that the output state is in one-to-one
correspondence with the channel. Since a specific value of θ corresponds to a specific
channel, estimation of the channel reduces to a parameter estimation problem.
We will now look briefly at the theory of one parameter quantum estimation.
Quantum estimation is concerned with estimating (especially optimally) quantum states
and processes. Two important mathematical objects in quantum estimation are density
matrices and positive operator-valued measures (POVMs). A density matrix represents
the state of the quantum system. The density matrix of a d-dimensional state is a d×d
non-negative, Hermitian matrix, with trace 1, i.e.
〈v|ρ|v〉 ≥ 0, ∀|v〉, ρ† = ρ, tr{ρ} = 1.
A POVM is represented by a set of operators {Mm} which are Hermitian, non-negative
and sum to the identity, i.e.
M †m =Mm, 〈v|Mm|v〉 ≥ 0, ∀|v〉,
∑
m
Mm = I.
Given a state ρ(θ) with an unknown parameter θ and a POVM {Mm}, the probability
density of the measurement yielding the result xm is
p(xm; θ) = tr{ρ(θ)Mm}.
These probabilities usually depend on θ. In practice, we repeat a measurement N times.
The outcomes of the measurement depend probabilistically on the parameter θ. We then
choose an estimator which gives us an estimate of θ from the measurement results. For
optimal estimation of a state, we have to choose the POVM and estimator that give us
the most ‘information’ about the state. In the case of quantum channels, we have to
optimize further over input states. For some channels there exist input states which do
not change under the action of a channel. Hence, we try to choose an input state that
gives us the most ‘information’ about the channel.
A standard way of quantifying the performances of input states and POVMs is to
use Fisher information. Fisher information tells us the amount of ‘information’ about θ
contained in a measurement result. Fisher information is defined as
FM(θ) ≡
∫
dξp(ξ; θ)
(
d ln p(ξ; θ)
dθ
)2
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=
∫
dξ
1
p(ξ; θ)
(
dp(ξ; θ)
dθ
)2
.
If the measurement outcomes are discrete with probabilities p1(θ), . . . , pn(θ), then the
Fisher information can be expressed as
FM(θ) =
n∑
k=1
1
pk(θ)
(
dpk(θ)
dθ
)2
.
The importance of Fisher information is seen in the Crame´r–Rao inequality. This states
that the variance of an unbiased estimator t(x) is greater than or equal to the reciprocal
of the Fisher information, i.e.
varθ[t(x)] ≥ 1
FM(θ)
. (2)
Under mild regularity conditions for p(x; θ), a maximum likelihood estimator achieves
this lower bound asymptotically [11]. The larger the Fisher information, the more
accurately we can estimate the unknown parameter. A standard approach to estimation
is to choose the procedure which maximizes the Fisher information and use the
maximum-likelihood estimator.
An important quantity in quantum estimation theory is the symmetric logarithmic
derivative (SLD) quantum information. The SLD quantum information H(θ) is an
upper bound on the Fisher information [12], i.e.
FM(θ) ≤ H(θ). (3)
The SLD quantum information gives the maximal Fisher information in a measurement
on a quantum system and is always achievable, at least locally, for one-parameter
models[12]. Putting together (2) and (3) we get the quantum Crame´r–Rao inequality
varθ[t(x)] ≥ 1
H(θ)
. (4)
Optimal estimation of one-parameter quantum channels based on the SLD involves:
first, choosing an input state which maximizes the SLD quantum information of the
output state; second, choosing a measurement which maximizes the Fisher information,
i.e. gives equality in (3).
For a one-parameter family of states ρ(θ), the SLD quantum information is defined
as
H(θ) = tr{ρ(θ)λ(θ)2},
where the SLD quantum score λ(θ) is a self-adjoint solution of
dρ(θ)
dθ
=
1
2
{ρ(θ)λ(θ) + λ(θ)ρ(θ)} . (5)
To achieve equality in (3) we have to choose a POVM {Mm} satisfying [13]
M1/2m λ(θ)ρ(θ)
1/2 = ξm(θ)M
1/2
m ρ(θ)
1/2, ∀m, (6)
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where ξm(θ) is a real number. Since λ(θ) is self-adjoint, it can be diagonalized, i.e. we
can write it in the form
λ(θ) =
∑
i
ci(θ)|ei(θ)〉〈ei(θ)|, 〈ei(θ)|ej(θ)〉 = δij .
The POVM {|em(θ)〉〈em(θ)|} satisfies (6) and so gives equality in (3) [12]. This POVM
will generally depend on the unknown parameter θ, and so we have to use an adaptive
approach [13]. Usually we will have N copies of the state we wish to estimate. The
adaptive measurement involves measuring a small number n of copies to get a rough
estimate θˆ of the parameter. Then we use the optimal POVM for ρ(θˆ) on the remaining
N − n copies.
1.1. Sarovar and Milburn’s approach
Sarovar and Milburn focussed on the problem of estimation of a one-parameter quantum
channel when the input state is fixed. They looked at finding measurements maximizing
the Fisher information. One problem with the SLD quantum information is that it is
often very cumbersome to compute. They looked for an achievable upper bound on the
Fisher information which is easy to compute. For one-parameter channels of the form
(1), where ρ0 is a completely known pure input state, Sarovar and Milburn [1] found a
simply computable upper bound (given in (10) below) on the Fisher information. They
also gave a necessary and sufficient condition for a POVM to achieve this bound. They
derived the inequality
FM(θ) ≤ CE(θ), ∀E, (7)
where E corresponds to a specific set of Kraus operators {Ek} and
CE(θ) = 4
∑
k
tr{E ′k(θ)ρ0E ′†k (θ)}, E ′k(θ) =
d
dθ
Ek(θ). (8)
The quantity CE(θ) depends on the Kraus representation [1]. To obtain a bound which
depends only on the channel and not on the Kraus representation, we choose the bound
given by the canonical Kraus decomposition. The canonical Kraus operators {Υk(θ)}
are uniquely defined as the set of Kraus operators satisfying
tr{Υk(θ)ρ0Υ†j(θ)} = δjkpk(θ), ∀j, k. (9)
From (7) we get
FM(θ) ≤ CΥ(θ). (10)
Throughout the rest of this paper we will refer to (10) as the SM bound. If this bound
is not uniformly attainable, i.e. there does not exist some POVM {Mm} such that
FM(θ) = CΥ(θ) for all θ, then no bound of the form (8) is uniformly attainable [1]. To
achieve equality in (10) the POVM {Mm} must satisfy
M1/2m Υ
′
k(θ)ρ
1/2
0 = ξm(θ)M
1/2
m Υk(θ)ρ
1/2
0 , ∀m, k, (11)
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for some real ξm(θ). For channels with quasi-classical output states, it was shown in [1]
that this bound is attainable. Quasi-classical models are parametrized families of states
for which only the eigenvalues (but not the eigenvectors) depend on θ. These models
have spectral decomposition
ρout(θ) =
∑
k
pk(θ)|wk〉〈wk|,
with fixed eigenvectors |wk〉 that do not depend on θ.
Sarovar and Milburn asked (i) whether their bound (10) is attainable more
generally, (ii) whether explicit expressions for optimal POVMs can be derived from
the attainability conditions (11). It is very important for an upper bound on Fisher
information to be attainable, otherwise it gives us an unrealistic view of how well we
can estimate a parameter. In this paper, we give the conditions for which (10) is
attainable. It is also shown that condition (11) cannot be used generally to test for
optimal POVMs.
2. One-parameter channels
In this section we answer questions from [1] about the SM bound for one-parameter
channels. When the input state is pure with ρ0 = |ψ0〉〈ψ0|, condition (9) for the
canonical Kraus decomposition is equivalent to the condition
〈vj(θ)|vk(θ)〉 = δjkpk(θ), where |vk(θ)〉 = Υk(θ)|ψ0〉.
The output state is
ρout(θ) =
∑
k
|vk(θ)〉〈vk(θ)|.
This can be rewritten as
ρout(θ) =
∑
k
pk(θ)|wk(θ)〉〈wk(θ)|, |wk(θ)〉 = 1√
pk(θ)
|vk(θ)〉. (12)
Thus the canonical decomposition leads to the spectral decomposition of the output
state [1]. The SLD quantum information, H(θ), and the SM bound, CΥ(θ), can be
expressed as (see Appendices A and B)
H(θ) =
∑
k,pk 6=0
p′2k
pk
+
∑
j<k,pj+pk>0
4
(pj − pk)2
pj + pk
|〈w′j|wk〉|2, (13)
CΥ(θ) =
∑
k,pk 6=0
p′2k
pk
+
∑
j<k,pj+pk>0
4(pj + pk)|〈w′j|wk〉|2
+ 4
∑
k,pk 6=0
pk|〈w′k|wk〉|2. (14)
Remark 1 It follows from (12) and (14) that the SM bound can be described solely in
terms of the family of output states.
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Remark 2 The SM bound was originally derived as an upper bound on the Fisher
information for a one-parameter quantum channel. Because all quantum states and
families of quantum states are Hermitian, they can be diagonalized, i.e. written in the
form
ρ(θ) =
∑
k
pk(θ)|wk(θ)〉〈wk(θ)|.
By re-writing the SM bound as (14), we can extend it to an upper bound on the Fisher
information for one-parameter families of states.
Lemma 1
H(θ) ≤ CΥ(θ), (15)
i.e. the SLD quantum information is less than or equal to the SM bound.
Proof. The first terms in (13) and (14) are identical.
CΥ(θ)−H(θ) = AC −AH +BC
where
AH =
∑
j<k,pj+pk>0
4
(pj − pk)2
pj + pk
|〈w′j|wk〉|2,
AC =
∑
j<k,pj+pk>0
4(pj + pk)|〈w′j|wk〉|2,
BC = 4
∑
k,pk 6=0
pk|〈w′k|wk〉|2.
The terms AC and AH are symmetric in j and k due to (A.2). Now
AC − AH = 2
∑
j 6=k,pj+pk>0
(pj + pk)
2 − (pj − pk)2
pj + pk
|〈w′j|wk〉|2,
= 8
∑
j 6=k,pj+pk>0
pjpk
pj + pk
|〈w′j|wk〉|2.
We can change the range of the summation to j 6= k where pj, pk > 0. Adding BC we
get
CΥ(θ)−H(θ) = 8
∑
j,k,pj,pk>0
pjpk
pj + pk
|〈w′j|wk〉|2. (16)
The right hand side of (16) is always greater than or equal to zero, we have (15).
Lemma 2 Equality holds in (15) if and only if the channels satisfy
〈w′j|wk〉 = 0, ∀j, k, with pj , pk > 0. (17)
Proof. This follows directly from (16).
Lemma 3 For channels for which pj(θ) > 0 for all j and θ, the bound (15) is achievable
if and only if the channel is quasi-classical.
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Proof. Equality holds in (15) if and only if (17) is satisfied. For (17) to be satisfied
when pj(θ) > 0 for all j and θ, we require that |w′j〉 has zero components along every
vector |wk〉. This is possible only if |w′j〉 = 0 and hence the channel is quasi-classical.
Lemma 4 For unitary channels the bound (15) is achievable if and only if
tr{U(θ)ρ0U(θ)′†} = 0. (18)
Proof. Equality holds in (15) if and only if (17) is satisfied. For unitary channels
there is only one non-zero pj and |wj〉 = U(θ)|ψ0〉, where ρ0 = |ψ0〉〈ψ0|. For (17) to be
satisfied, we require 〈w′j|wj〉 = 0. This is equivalent to (18).
Example 1 There exist channels which are neither quasi-classical or unitary for which
equality holds in (15). The channel with output states
ρout(t) = t
2|v1(t)〉〈v1(t)|+ (1− t2)|v2(t)〉〈v2(t)|, 0 < t < 1,
where
|v1(t)〉 = (t,
√
1− t2, 0)T , |v2(t)〉 = (0, 0, 1)T ,
satisfies (17), and so equality holds in (15).
Theorem 1 The SM bound (10) is achievable only for channels satisfying
〈w′j|wk〉 = 0, ∀j, k, with pj , pk > 0.
Proof. The SM bound (10) follows from (3) and (15). The SM bound is attainable
only when there is equality in (3) and (15). It is always possible to find a POVM Mθ,
depending on θ, which achieves equality in (3) for one-parameter channels [12]. However,
equality holds in (15) only for channels satisfying (17).
Lemma 5 The SLD quantum information is less than or equal to all CE(θ) of the form
(8), i.e.
H(θ) ≤ CE(θ). (19)
Proof. We split this proof up into two cases:
(i) When (7) is attainable, (10) is also attainable [1]. In this case CΥ(θ) ≤ CE(θ) for
all other Kraus decompositions [1]. Using (15) we get H(θ) ≤ CE(θ).
(ii) When (7) is not attainable then FM(θ) < CE(θ) for all M . For one-parameter
channels there always exists a measurement Mθ such that FMθ(θ) = H(θ). Thus
H(θ) = FMθ(θ) < CE(θ).
Lemma 6 Equality holds in (19) if and only if the channel satisfies (17) and we can
find a fixed unitary matrix U = [ujk], such that the Kraus operators Ej are related to
the canonical Kraus operators Υk by
Ej(θ) =
∑
k
ujkΥk(θ).
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Proof. From the proof of Lemma 5 we see that equality in (19) is attainable only when
the bound given by the canonical Kraus operators CΥ is attainable. The bound CΥ is
attainable if and only if the chanel satisfies (17). It was shown [3, p372] that if any two
sets of Kraus operators lead to the same quantum channel they must be related in the
following way:
Ej =
∑
k
ujkΥk, (20)
where U = [ujk] is a unitary matrix. When CΥ is attainable [1],
CE = CΥ + 4
∑
jk
pj |u′jk|2.
Thus for equality in (19) we require further that
∑
jk pj |u′jk|2 = 0. This is satisfied if
and only if the entries ujk have no dependence on θ for all k and j, pj 6= 0, i.e. if and
only if we can find a unitary matrix U = [ujk] satisfying (20) that has no dependence
on θ.
Remark 3 We cannot use condition (11) generally to test for optimal POVMs.
Condition (11) is a necessary and sufficient condition for equality between the Fisher
information and the SM bound. Since it is not generally possible to achieve equality
between the Fisher information and the SM bound, condition (11) cannot be achieved
for general models. Thus we cannot use it generally to test for optimal POVMs.
3. Multi-parameter channels
3.1. Introduction
We shall look briefly at multi-parameter quantum estimation theory. The Fisher
information for the parameter θ = (θ1, . . . θm) is an m×m matrix, with entries
FM(θ)jk ≡
∫
dξp(ξ; θ)
(
∂ ln p(ξ; θ)
∂θj
)(
∂ ln p(ξ; θ)
∂θk
)
=
∫
dξ
1
p(ξ; θ)
(
∂p(ξ; θ)
∂θj
)(
∂p(ξ; θ)
∂θk
)
.
The Crame´r–Rao inequality is a matrix inequality, which states that the covariance
matrix of the estimator t(x) is bounded below by the inverse of the Fisher information
matrix, i.e.
covθ[t(x)] ≥ FM(θ)−1. (21)
The SLD quantum information is also an m×m matrix, with entries
H(θ)jk = ℜ tr
{
λ(j)ρ(θ)λ(k)
}
,
where we define λ(j) as the SLD quantum score with respect to the parameter θj , i.e.
any self-adjoint solution of the equation,
∂ρ(θ)
∂θj
=
1
2
(ρ(θ)λ(j) + λ(j)ρ(θ)). (22)
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The inequality
FM(θ) ≤ H(θ), (23)
between the Fisher information and the SLD quantum information, holds but is not
generally achievable in the multi-parameter case [13]. Putting (21) and (23) together
we get the multi-parameter quantum Crame´r–Rao inequality. This states that the
covariance matrix of the estimator t(x) is bounded below by the inverse of the SLD
quantum information matrix, i.e.
covθ[t(x)] ≥ H(θ)−1. (24)
In contrast to the bound (4) in the one-parameter case, this bound cannot generally be
achieved even asymptotically [13].
Multi-parameter quasi-classical channels have output states of the form
ρout(θ) =
∑
k
pk(θ
1, . . . , θm)|wk〉〈wk|, 〈wj|wk〉 = δjk, (25)
where the eigenvectors |wk〉 do not depend on θ. The SLD quantum score with respect
to the parameter θj is
λ(j) =
∑
k
1
pk(θ1, . . . , θm)
∂pk(θ
1, . . . , θm)
∂θj
|wk〉〈wk|.
Equality holds in (23) if and only if we can find a POVM {Mm} satisfying
M1/2m λ
(j)ρ1/2 = ξm(θ)M
1/2
m ρ
1/2, ∀m, j. (26)
For a proof of (26) see (1.25) of Ballester[14]. For quasi-classical channels of the form
(25), the POVM {|wk〉〈wk|} satisfies (26) and hence gives equality in (23) .
3.2. The multi-parameter SM bound
In this section we generalize the SM bound for general multi-parameter channels.
We show that the multi-parameter SM bound is larger than or equal to the Fisher
information matrix and is not achievable except in special situations. We define the
multi-parameter SM bound as the matrix with entries,
CΥ(θ)jk = 4
∑
l
ℜ tr{Υl(θ)(j)ρ0Υl(θ)(k)†} , Υl(θ)(k) = ∂
∂θk
Υl(θ).
Lemma 7 The SLD quantum information is less than or equal to the SM bound for
multi-parameter channels, i.e.
H(θ) ≤ CΥ(θ). (27)
Proof. Equation (27) is equivalent to
vTH(θ)v ≤ vTCΥ(θ)v, (28)
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for all v ∈ Rp. To prove (27) we choose suitable one-parameter channels and use Lemma
1. For given θ and v in Rp, consider the set of one-parameter channels
ρ0 7→
∑
k
Υk(θ + tv)ρ0Υ
†
k(θ + tv), t ∈ R.
Now,
d
dt
Υk(θ + tv) =
∑
l
Υk(θ)
(l)vl +O(t), (29)
λ˜(t) =
∑
l
λ˜(θ)(l)vl +O(t), (30)
where vl is the lth component of the vector v. For singular states the SLD quantum
score λ is not unique. In (30), we have chosen a specific SLD quantum score λ˜ (see
Appendix B). We prove equations (29) and (30) in Appendices C and D, respectively.
From Lemma 1 we know that H(t) ≤ CΥ(t), i.e.
tr
{
λ˜(t)ρout(θ + tv)λ˜(t)
}
≤ 4
d∑
l=1
tr
{
d
dt
Υl(θ + tv)ρ0
d
dt
Υl(θ + tv)
†
}
.
Using (29) and (30) and evaluating at t = 0 gives∑
m,n
vmvn tr
{
λ˜(m)ρout(θ)λ˜
(n)
}
≤ 4
∑
m,n,l
vmvn tr
{
Υl(θ)
(m)ρ0Υl(θ)
(n)†
}
.
This is equivalent to (28). Since this holds for all v in Rp, we have (27).
Lemma 8 Equality holds in (27) for channels if and only if they satisfy〈
w
(l)
j
∣∣∣wk〉 = 0, ∀j, k, l, with pj, pk > 0, ∣∣∣w(l)j 〉 = ∂∂θl |wj〉. (31)
Proof. Equality in (27) is equivalent to
vTH(θ)v = vTCΥ(θ)v, (32)
for all v ∈ Rp. From the proof of the previous lemma we see that for (32) to be satisfied
for all v ∈ Rp, we require that, for one-parameter channels of the form
ρ0 7→
∑
k
Υk(θ + tv)ρ0Υ
†
k(θ + tv), t ∈ R,
for given θ and v ∈ Rp, we have H(t)|t=0 = CΥ(t)|t=0. From Lemma 2 this is possible if
and only if the channel satisfies (17) at the point t = 0. This condition is equal to(
d
dt
〈wj|
)
wk〉
∣∣∣∣
t=0
= 0, ∀j, k, with pj , pk > 0.
This condition can be rewritten as (Appendix D)
m∑
l=1
vl
〈
w
(l)
j
∣∣∣wk〉 = 0 ∀j, k, with pj, pk > 0. (33)
Condition (33) holds for all v if and only if (31) is satisfied.
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Lemma 9 For channels for which pj(θ) > 0 for all j and θ, equality holds in (27) if
and only if the channel is quasi-classical.
Proof. This follows from (31) and the same analysis as Lemma 3.
Lemma 10 For unitary channels, equality holds in (27) if and only if
tr
{
U(θ)ρ0
∂U(θ)
∂θl
†
}
= 0, ∀l.
Proof. This follows from (31) and and the same analysis as Lemma 4.
Example 2 There exist channels which are neither quasi-classical or unitary for which
equality holds in (27). The channel with the following output states satisfies (31) and
hence achieves equality in (27):
ρout(θ) = f(θ)
2|v1(θ)〉〈v1(θ)|+ (1− f(θ)2)|v2(θ)〉〈v2(θ)|,
where f(θ) and g(θ) are real functions of θ with 0 ≤ f(θ), g(θ) ≤ 1 and
|v1(θ)〉 = (g(θ),
√
1− g(θ)2, 0)T , |v2(θ)〉 = (0, 0, 1)T .
Theorem 2 For multi-parameter channels, the SM bound is an upper bound on the
Fisher information, i.e.
FM(θ) ≤ CΥ(θ). (34)
Proof. This follows from (23) and (27).
Lemma 11 The only channels for which equality is attainable in (34) are channels
which satisfy (31) and for which there exists a POVM satisfying (26).
Proof. For equality in (34) we require equality in both (23) and (27). Equality is
attainable in (27) only for channels satisfying (31). Equality is attainable in (23) if and
only if there exists a POVM satisfying (26).
Lemma 12
H(θ) ≤ CE(θ), ∀E. (35)
Proof. This follows from (19) and the analysis used in the proof of Lemma 7 with Υk
replaced by Ek.
Lemma 13 Equality holds in (35) if and only if the channel satisfies (31) and we can
find a fixed unitary matrix U = [ujk] such that the Kraus operators Ej are related to the
canonical Kraus operators Υk by
Ej(θ) =
∑
k
ujkΥk(θ). (36)
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Proof. For given θ and v in Rp, consider the set of channels
ρ0 7→
∑
k
Υk(θ + tv)ρ0Υ
†
k(θ + tv), t ∈ R. (37)
For equality in (35) we require that for all v we have H(t)|t=0 = CE(t)|t=0. From
Lemma 6 this is satisfied if and only if the channel satisfies (17) at t = 0 and the Kraus
operators Ej are related to the canonical Kraus operators Υk by
Ej(θ + tv)|t=0 =
∑
k
ujk(θ + tv)Υk(θ + tv) |t=0 ,
where ∑
jk
pj
∣∣∣∣ dujkdt
∣∣∣∣
t=0
∣∣∣∣
2
= 0. (38)
From the proof of Lemma 8 we see that for channels of the form (37), satisfying (17) at
t = 0 is equivalent to satisfying (31). We can re-write (38) as
∑
jk
pj
∣∣∣∣∣
∑
l
∂ujk
∂θl
vl
∣∣∣∣∣
2
= 0.
This is satisfied for all v if and only if the entries ujk have no dependence on θ for all k
and j, pj 6= 0, i.e. if and only if we can find a unitary matrix U = [ujk] satisfying (36)
that has no dependence on θ.
Lemma 14
FM(θ) ≤ CE(θ), ∀E. (39)
Proof. This follows from (23) and (35).
4. Conclusion
We have clarified the relation between the SM bound and the SLD quantum information
and the equality conditions. In doing so the question of attainability of the Sarovar
and Milburn bound for one-parameter channels has been settled. The attainability
conditions of the SM bound (11) cannot be used generally to test for optimal POVMs.
We have extended the inequality between the SM bound and the SLD quantum
information for multi-parameter channels. Consequently, the SM bound is greater than
or equal to the Fisher information for multi-parameter channels.
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Appendix A
Here it is shown that CΥ(θ) can be written as (14). When pj = 0,
Υj|ψ0〉 = √pj |wj〉 = 0,
Υ′j|ψ0〉 = 0,
tr{Υ′jρ0Υ†
′
j } = 〈ψ0|Υ†
′
j Υ
′
j |ψ0〉 = 0.
When pj 6= 0,
Υj|ψ0〉 = √pj|wj〉,
Υ′j|ψ0〉 =
p′j
2
√
pj
|wj〉+√pj|w′j〉.
Then
〈ψ0|Υ†
′
j Υ
′
j|ψ0〉 =
(
p′j
2
√
pj
〈wj|+√pj〈w′j|
)(
p′j
2
√
pj
|wj〉+√pj |w′j〉
)
,
=
p′2j
4pj
+
p′j
2
(〈w′j|wj〉+ 〈wj|w′j〉)+ pj〈w′j|w′j〉.
The previous line simplifies, because
〈w′j|wj〉+ 〈wj|w′j〉 =
∂
∂θ
tr{ρj} = 0, ρj = |wj〉〈wj|. (A.1)
Thus we have
CΥ(θ) = 4
∑
j,pj 6=0
(
p′2j
4pj
+ pj〈w′j|w′j〉
)
.
If we insert the identity I =
∑d
k=1 |wk〉〈wk| into 〈w′j|w′j〉 we get
CΥ(θ) =
∑
j,pj 6=0
p′2j
pj
+
∑
j,k,pj 6=0
4pj〈w′j|wk〉〈wk|w′j〉,
=
∑
j,pj 6=0
p′2j
pj
+
∑
j,k,pj 6=0
4pj|〈w′j|wk〉|2.
This can be re-written, since
〈wj|wk〉 = δjk,
∂
∂θ
〈wj|wk〉 = 〈w′j|wk〉+ 〈wj|w′k〉 = 0,
〈w′j|wk〉 = − 〈wj|w′k〉,
|〈w′j|wk〉|2 = 〈w′j|wk〉〈wk|w′j〉
= (−〈wj|w′k〉)(−〈w′k|wj〉) = |〈w′k|wj〉|2. (A.2)
Now, ∑
j,k,pj 6=0
4pj|〈w′j|wk〉|2 =
∑
j<k,pj 6=0
4pj|〈w′j|wk〉|2 +
∑
k<j,pj 6=0
4pj|〈w′j|wk〉|2
+
∑
j=k,pj 6=0
4pj|〈w′j|wk〉|2.
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Swapping the indices j and k in the second term and using (A.2) simplifies this further
to ∑
j,k,pj 6=0
4pj|〈w′j|wk〉|2 =
∑
j<k,pj+pk 6=0
4(pj + pk)|〈w′j|wk〉|2 +
∑
j,pj 6=0
4pj|〈w′j|wj〉|2.
We can rewrite the SM bound as
CΥ(θ) =∑
j,pj 6=0
p′2j
pj
+
∑
j<k,pj+pk>0
4(pj + pk)|〈w′j|wk〉|2 + 4
∑
pk 6=0
pk|〈w′k|wk〉|2. (A.3)
Appendix B
In this section it is shown that for output states of the form (12) the SLD quantum
information is of the form (13). The SLD is defined as any self-adjoint solution λ of the
matrix equation
dρ(θ)
dθ
=
1
2
{ρ(θ)λ(θ) + λ(θ)ρ(θ)} . (B.1)
The SLD quantum information is defined as
H(θ) = tr{ρλ2}.
Substituting (12) into (B.1), we get∑
i=1
{p′i|wi〉〈wi|+ pi(|w′i〉〈wi|+ |wi〉〈w′i|)}
=
1
2
(∑
l
pl|wl〉〈wl|λ+ λ
∑
m
pm|wm〉〈wm|
)
. (B.2)
From (B.2) we calculate the components of the SLD. First, we consider the diagonal
elements λjj. Pre-multiply (B.2) by 〈wj| and post-multiply it by |wj〉. On the left hand
side we get
p′j + pj(〈wj|w′j〉+ 〈w′j|wj〉) = p′j
by (A.1). On the right hand side we get
pj〈wj|λ|wj〉.
Hence, provided that pj 6= 0
λjj =
p′j
pj
.
The diagonal elements λjj are not defined when pj = 0. In this case, we choose a
particular solution of λ for which λjj = 0. Next, we look at the off-diagonal components
λjk of the SLD. We pre-multiply (B.2) by 〈wj| and post-multiply it by |wk〉. On the left
hand side we get
0 + pk〈wj|w′k〉+ pj〈w′j|wk〉 = (pj − pk)〈w′j|wk〉
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by (A.2). On the right hand side we get
1
2
(pj + pk)〈wj|λ|wk〉.
So, provided that pj + pk > 0, we get
λjk =
2(pj − pk)〈w′j|wk〉
pj + pk
.
The entries λjk are not defined when pj + pk = 0. Again we choose a particular solution
of λ for which λjk = 0, when pj + pk = 0. We define a particular solution of the SLD as
λ˜ =
∑
k,pk 6=0
p′k
pk
|wk〉〈wk|+
∑
j<k,pj+pk>0
2
(pj − pk)
pj + pk
(〈w′j|wk〉|wj〉〈wk|+ 〈wk|w′j〉|wk〉〈wj|) . (B.3)
From this we get the required result.
Appendix C
Here, we prove that
d
dt
Υk(θ + tv) =
∑
l
Υk(θ)
(l)vl +O(t). (C.1)
Let us introduce the parameter φ(t) = θ+ tv, with components φl = θl + tvl. Using the
chain rule to differentiate Υk(φ(t)), we get
d
dt
Υk(φ(t)) =
∑
l
∂Υk(φ)
∂φl
∂φl
∂t
. (C.2)
Now,
∂Υk(φ)
∂φl
=
∂Υk(φ)
∂φl
∣∣∣∣
t=0
+O(t) =
∂Υk(θ)
∂θl
+O(t),
∂φl
∂t
= vl.
Substituting these back into (C.2) gives (C.1).
Appendix D
In this appendix we prove that
λ˜(t) =
m∑
l=1
λ˜(l)vl +O(t). (D.1)
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Now
pk(t) = pk(θ) +O(t),
dpk(t)
dt
=
∑
l
p
(l)
k v
l +O(t), p
(l)
k =
∂pk(θ)
∂θl
d|wk(t)〉
dt
=
∑
l
∣∣∣w(l)k 〉vl +O(t), ∣∣∣w(l)k 〉 = ∂|wk(θ)〉∂θl .
Substituting the above equations into (B.3) gives
λ˜(t) =
∑
k,pk 6=0
∑
l p
(l)
k v
l +O(t)
pk(θ) +O(t)
|wk(t)〉〈wk(t)|
+
∑
j<k,pj+pk>0
2
(pj(θ)− pk(θ) +O(t))
pj(θ) + pk(θ) + V (t)
Ajk,
Ajk =
((∑
l
vl
〈
w
(l)
j
∣∣∣wk〉+O(t)
)∣∣∣wj〉〈wk∣∣∣ +
(∑
l
vl
〈
wk
∣∣∣w(l)j 〉+O(t)
)∣∣∣wk〉〈wj∣∣∣
)
.
Thus λ˜(t) has the form (D.1).
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