Abstract-In recent years, the integration of Statistical Process Control (SPC) and Engineering Process Control (EPC) has received considerable attentions due to the superiority for the process improvement. However, a drawback of the integration of SPC and EPC may be encountered for monitoring a process. Because EPC would compensate for the effects of underlying disturbances, the disturbance patterns could be embed and hard to be identified. However, the determination of Disturbance Patterns (DP) is crucial for process improvement due to the fact that DP would be associated with certain root causes for an unstable process. In this study, we propose three computational intelligence approaches to effectively determine the mixture patterns of process disturbances in a SPC-EPC system. Those three computational intelligence approaches include the artificial neural network, Time-Delay Neural Network (TDNN) and Rough Set (RS) techniques. Experimental results show that the proposed TDNN approach has the best performance of Accurate Identification rate (AIC) for determining the DP of an SPC/EPC system.  Index Terms-disturbance patterns, artificial neural network, time-delay neural network, rough set, SPC, EPC
I. INTRODUCTION
Statistical Process Control (SPC) is widely used to monitor and improve the quality of a process. In addition, SPC charts are effective techniques which are able to help reduce variation in manufactured products and increase the market value by improving product quality.
Usually, a process is unstable when a point falls outside the control limits or the control charts exhibit unnatural patterns [1] . Different types of disturbances would be associated with certain root causes which adversely upset the process. For example, a shift disturbance pattern is typically associated with the new workers, new methods, or new raw materials. Therefore, effective determination of those unnatural patterns is an important issue for the SPC applications.
Also, the conventional SPC charts are effective only under the assumption of independent process outputs. The autocorrelation of the process measurements may have high false alarm rates of the SPC chart. When SPC chart possesses a high false alarm rate, a plotted point which is fallen beyond the control limits does not necessarily indicate that the process is unstable. As a consequence, the SPC signal may be misinterpreted. The correlation often exists in practical processes [2] - [11] . The use of Engineering Process Control (EPC) to tune the correlated process is a common mechanism to overcome the correlation difficulty. Many studies have reported the efficient performance for the integration of SPC and EPC. However, the EPC compensation may result in the embed effects of underlying disturbance patterns. It results in the difficulty of determination for the disturbance patterns.
Because their good classification capability, the present study proposes three computational intelligence approaches to identify the mixture disturbance patterns for an autocorrelated process. Those three approaches contain the artificial neural network, Time-Delay Neural Network (TDNN) and Rough Set (RS), respectively. The structure of this study is organized as follows. The following section provides the structure of an SPC/EPC system and reports the difficulties for controlling the autocorrelated process. Section 3 discusses the concepts of the proposed approaches. Section 4 shows the simulations results and demonstrates the performance for the proposed approaches. The final section addresses the research findings and concludes this study.
II. THE PROCESS MODELS
This study assumes that the process noise can be represented by the well-known integrated moving average with order of 1 (i.e., IMA (1, 1)) model. Accordingly, the zero order process with the IMA (1, 1) noise is described as follows [7] , [9] :
where
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Also, following the above process model, a suitable EPC is developed as follows [7] :
For a real process, disturbances may be intruded into the process at any time. When a certain disturbance has occurred, the process can be reformulated as:
where D t+1 is a certain disturbance at time t+1. This study considers five common types of disturbances in a SPC/EPC process, and they can be depicted as follows [12] - [13] .
Shift:
Trend:
where D CYC t : cycle disturbance value at time t, U t : cycle amplitude, and it is assumed to follow a uniform distribution with the range of (1.5, 2.5),  : cycle period, and it is assumed  =8.
D SHI
t : shift disturbance value at time t, D t : level of shift disturbance, and it is assumed D t =k  (i.e., k=1.5, 1.6, 1.7,… 2.5) after shifting, D TRE t : trend disturbance value at time t, and S t : trend slope, and it is assumed to follow a uniform distribution with the range of (0.05, 0.1).
Equations (4) to (6) 
A. Artificial Neural Network
A neural network is a massively parallel system comprised of highly interconnected, interacting processing elements based on neurobiological models. Due to its associated memory characteristic and its generalization capability, ANN has been increasingly utilized for modeling non-stationary processes. The system gain, and it is a certain parameter, and B: Backward shift operator, and it is defined as:
In ANN, for each neuron j in the hidden layer and neuron k in the output layer, the net inputs are obtained as follows [14] . and ,
where i (j) is a neuron in the previous layer, o i (o j ) is the output of node i (j) and w ji (w kj ) is the connection weight from neuron i (j) to neuron j (k). The neuron outputs are obtained as follows.
where net j (net k ) is the input signal from the external source to the node j (k) in the input layer and
is the bias. Equations (9) and (10) are the sigmoid transformation function, and they are employed in this study because they are widely used in ANN field.
B. Time-Delay Neural Network
TDNN is an artificial neural network architecture whose primary purpose is to work on sequential data. TDNN is a perceptron network whose connection weights were trained with the back-propagation network algorithm. In TDNN, it consists of the TDNN-units to compute the weighted sum of their current input features and also to consider the history of those features. The TDNN units recognize the features which are independent of time-shift and usually form part of a larger pattern recognition system. Typically, TDNN has the following characteristics. First, it should have multiple layers and sufficient inter-connection between units in each layer to ensure the ability to learn complex nonlinear decision surfaces. Second, the network represents relationship between events in time. Third, the actual features or abstraction learned by the network should be invariant under translation in time. Forth, the number of weights in the network should be sufficiently compared the training data [15] - [17] .
Under input-output relationship function of the neural network, if the output result is the next time prediction of the input x , there must be the relationship between present and future. 
C. Rough Set
Rough set is a new mathematical tool to computational intelligence. As an extension of the set theory, rough set is also one of most popular classifiers for the study of intelligent system characterized by inexact, uncertain or vague information [14] . Given a data table, an information system is defined as a set of objects for analysis, and each object has its own corresponding measurable attributes. For example, let U be finite set of objects and A be a finite set of attributes. A can be further classified into disjoint condition attributes C and decision attributes D, such that A=CD and CD = . Then an information system can be defined by I = (U, A).
Within this information system, a indiscernibility relation on U is defined as IND A (B) = {(x,y)U x U : for all aB, a(x)= a(y)}, where aA and BA. Object x and y are indiscernibility from each other when the subset B of attributes is considered [18] . This is also known as equivalence relation and every subset of A induces unique indiscernibility relation. By giving I=(U, A) and INDA(B) placed on universe U with respect to the attribute set BA, 
IV. SIMULATION RESULTS
Suppose an SPC-EPC system is represented in Equation (3), and the parameters are arbitrarily chosen as q=0.5 and 0.8
 
. This system is fine-tuned with the use of EPC control action, Equation (2) . After time 101, a cycle, a shift and a trend disturbance has intruded in the process. This study employs 1400 and 600 data vectors for the training and testing phases. The first 700 training data vectors are from one of the two disturbances and the remaining 700 data vectors are from the other disturbances. The testing data structure is same as the training data structure. The first 300 data vectors are involved with one disturbance and the remaining 300 data vectors are from the other disturbances. The ratio of 7:3 for training and testing data vectors are still applied to the cases of three disturbances. The inputs to the models were the process outputs and the EPC action. The output includes one node, Z. This node shows the prediction of the process status. The value of 1, 2, and 3 implies that the underlying disturbance is cycle, shift or trend, respectively.
For ANN designs, this study uses the term of {n i -n h -n o } as the number of neurons in the input layer, number of neurons in the hidden layer and number of neurons in the output layer, respectively. For RS designs, the exploration of the subset of attributes A and B may be computationally expensive. To avoid overly exhaustive calculation, the defaults setting in the rough set software, Rough Set Exploration System 2.2, are applied in this study. For TDNN design, this study uses the term of {n i -p-n h -n o } as the the number of neurons in the input layer, number of time delay, number of neurons in the hidden layer and number of neurons in the output layer, respectively. Table I displays the AIR values for ANN, TDNN and RS models. Also, the corresponding parameter settings for ANN and ELM models are presented in the parentheses. The parameter settings for RS are based on the default settings in the Rough Set Exploration System 2.2. In the group of CYC-SHI combination, we can observe that the {2-2-1} structure has the highest AIR of 100% for the ANN model by observing Table I . The TDNN model provides the highest AIR of 97.14% when the {2-5-10-1} structure was established. Based on the default settings in our selected software tools, the AIRs for RS is 67.50%.
By comparing the proposed ANN, TDNN and RS, one can notice that the ANN and TDNN outperform the RS for most of the cases. The overall average AIR values are 91.67%, 92.46% and 66.73% for ANN, TDNN and RS, respectively. In addition, the associated standard deviations are 0.17, 0.12 and 0.19, respectively. Accordingly, one can clearly notice that the proposed TDNN has the best classification capability. RS shows the poorest performance among those three approaches.
V. CONCLUSION
To monitor and control an autocorrelated process, the integration of SPC and EPC should be a good technique. However, the difficulties of determination for the types of disturbance may reduce the monitoring efficiency of an SPC/EPC system. This study proposes three computational intelligence approaches to determine the types of three process disturbances. The effectiveness of the proposed approaches is tested through a series of experimental simulations. The proposed TDNN and ANN approach are simple to use and effective in categorizing the disturbance patterns. However, this study only considers three types of disturbance, an attempt to classify more types of disturbances could be a valuable contribution to the future research. Also, the use of other computational intelligence approaches, such as random forest, may be employed to determine the disturbance patterns for a multivariate SPC/EPC system.
