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Abstract
Finding the stationary states of a free energy functional is an essential topic in multicomponent
material systems. In this paper, we propose a class of efficient numerical algorithms to fast
compute the stationary states of multicomponent phase field crystal model. Our approach for-
mulates the problem as solving a constrained non-convex minimization problem. By using the
block structure of multicomponent systems, we propose an adaptive block Bregman proximal
gradient algorithm that updates each order parameter alternatively. The updating block can be
chosen in a deterministic or random manner. The convergence property of the proposed algo-
rithm is established without the requirement of global Lipschitz constant. The numerical results
on computing stationary periodic crystals and quasicrystals in the multicomponent coupled-mode
Swift-Hohenberg model have shown the significant acceleration over many existing methods.
1. Introduction
Multicomponent systems, such as alloys, soft matters, are an important class of materi-
als, in particular for technical applications and processes. The microstructure formation of a
material plays a central role for a broad range of industrial application, such as the mechan-
ical property of the quality and the durability, optical device, high-capacity data storage de-
vices [13, 23, 22, 24, 33]. Advances in modelling and computation have significantly improved
the understanding of the fundamental nature of microstructure and phase selection processes. No-
table contributions have been made through using the phase field methodology, which has been
successful at examining mesoscale microstructure evolution over diffusive time scales. Recently,
phase field crystal (PFC) models have been proposed to efficiently simulate eutectic solidifica-
tion and elastic anisotropy, solute drag, quasicrystal formation, solute clustering and precipitation
mechanisms [11, 23, 31].
The PFC model for a general class of multicomponent systems is formulated consisting s
components in d dimensional space. The concentrations of the components are described by s
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vector-valued functions {φi(r)}si=1 = (φ1(r), · · · , φs(r)). The variable φα(r), so-called the order
parameter, denotes the local fraction of phase α. The free energy functional of PFC model of a s-
component system can be described by two contributions, a bulk free energy F[{φi(r)}si=1] and an
interaction potential G[{φi(r)}si=1], which drive the density fields to become ordered by creating
minimal in the free energy for these states. Formally, we can write the free energy functional of
the multicomponent system as
E[{φi(r)}si=1; Θ] = G[{φi(r)}si=1; Θ] + F[{φi(r)}si=1; Θ], (1)
where Θ are relevant physical parameters. F can be polynomial type or log-type formulation [9,
32, 12] and G is the interaction potential, such as high-order differential terms or convolution
terms [9, 28]. Usually, some constraint conditions shall be imposed on the PFC model, such as
the mass conservation or incompressibility which means the order parameter {φi(r)}si=1 belong to
a feasible space.
To understand the fundamental nature of multicomponent systems, it often involves finding
stationary states corresponding to ordered structures and comparing free energy values of differ-
ent candidate structures to construct phase diagrams. Denote Vi (i = 1, 2, · · · , s) to be a feasible
space of i-th order parameter, the above problem is transformed into solving the minimization
problem
min E[{φi(r)}si=1; Θ], s.t. φi(r) ∈ Vi (i = 1, 2, · · · , s), (2)
with different physical parameters Θ, which brings a tremendous computational burden. Most
existing numerical methods for computing the stationary states of PFC models can be classified
into two categories. One is to solve the steady nonlinear Euler-Lagrange system of (2) through
different spatial discretization approaches. The another class aims at solving the nonlinear gra-
dient flow equations which is able to describe the quasi-equilibrium phase behavior. In these
approaches, great efforts have been made for keeping the energy dissipation which is crucial for
convergence. Typical energy stable schemes to gradient flows include convex splitting and sta-
bilized factor methods, and recently developed invariant energy quadrature, and scalar auxiliary
variable approaches for a modified energy [38, 35, 30, 40, 29]. Numerically, a gradient flow
equation is discretized in both space and time domains via different discretization techniques and
the stationary state is obtained with a proper choice of initialization. To the best of our knowl-
edge, most works focus to develop these methods for binary or ternary multicomponent phase
field models [3, 8, 41]. Recently, the scalar auxiliary variable method is introduced for general
multiple energy functionals [29] and successfully applied for two-phase flow [42, 25]. Besides,
in the time evolution process, a suitable time step has a great impact on the performance of the
methods. A large time step may cause the divergence, while a small one usually leads to slow
convergence. In the most existing methods, the time step is usually fixed, or obtained by some
empirical formulas [26]. In this work, we focus on the multicomponent PFC model and propose
a class of efficient, fast and robust numerical methods for solving (2) with desired dissipation
and conservation properties. Meanwhile, we propose an adaptive time step approach by using
the line search technique.
Under an appropriate spatial discretization scheme, the infinite dimensional problem (2) can
be formulated as a minimization problem in a finite dimensional space. Thus, there may exist
alternative numerical methods that can converge to the steady states quickly by using modern
optimization techniques. For example, similar ideas have shown success in computing steady
states of the Bose-Einstein condensate [36], one component PFC models [15], and the calculation
of density functional theory [34, 21]. Due to the block structure in the multicomponent PFC
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model, we propose an accelerated block Bregman proximal gradient method for computing the
stationary states of (2). Our method updates each order parameter function, corresponding to the
block, with an adaptive time step size by line search method initialized with Barzilai-Borwein
step [4]. The sequence of blocks can be updated either deterministically cyclic or randomly
shuffled for each iteration. The convergence analysis only needs that each block is updated at
lease once in every fixed number of iterations. Meanwhile, the convergence of the proposed
algorithm is provided without the requirement of the global Lipschitz restriction on the gradient
of bulk energy.
The rest of this paper is organized as follows. Section 2 presents a concrete multicomponent
PFC model, i.e. the coupled-mode Swift-Hohenberg (CMSH) model, and a spacial discretization
formulation based on the projection method. In section 3, we present the adaptive block Breg-
man proximal gradient (ABBPG) method, including non-monotone and monotone versions, for
solving the constrained non-convex multi-block problems with proved convergence. In section
4, the proposed approaches are applied to the CMSH model with two choices of Bregman dis-
tance. Numerical results are reported in section 5 to illustrate the efficiency and accuracy of our
algorithms.
2. Problem formulation
2.1. Coupled-mode Swift-Hohenberg model
In this work, we consider the coupled-mode Swift-Hohenberg (CMSH) model of multicom-
ponent systems which extends classical Swift-Hohenberg model from one length scale to multi-
ple length scales [32, 14, 16]. The CMSH model allows the study of the formation and relative
stability of periodic crystals and quasicrystals. Define the integral average −∫ to be
−
∫
=
 1|Ω|
∫
Ω
, for periodic crystals,
lim
R→∞
1
|BR |
∫
BR
, for quasicystals,
(3)
where Ω is a bounded domain and BR is a ball centered at origin with radii R. The free energy of
the CMSH model for s component system is
E[{φ j(r)}sj=1] = −
∫ {
1
2
s∑
j=1
[(∇2 + q2j )φ j(r)]2 +
∑
Is,n
τi1,i2,··· ,is
s∏
j=1
φ
i j
j (r)
}
dr, (4)
where φ j is the j-the order paramter, q j > 0 is the j-th characteristic length scale, τi1,i2,··· ,is is
interaction intensity related to the physical conditions, and Is,n is the index set defined as
Is,n :=
{
(i1, i1, · · · , is) : i j ∈ N ( j = 1, 2, · · · , s), 1 ≤
s∑
j=1
i j ≤ n
}
.
Moreover, to conserve the number of particles in the system, we are working in a canonical
ensemble. That is, the average of each order parameter φ j satisfies
−
∫
φ j(r) dr = 0. (5)
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Theoretically, the ordered patterns including periodic and quasiperiodic structures correspond
to local minimizers of the free energy functional (4) with respect to order parameters φ j ( j =
1, 2, · · · , s). Thus, denote
G j[φ j] = −
∫
1
2
(∇2 + q2j )φ j(r)]2dr, F[{φ j(r)}sj=1] = −
∫ ∑
Is,n
τi1,i2,··· ,is
s∏
j=1
φ
i j
j (r)dr, (6)
we focus on solving the minimization:
min E[{φ j(r)}sj=1] =
s∑
j=1
G j[φ j(r)] + F[{φ j(r)}sj=1]
s.t. −
∫
φ j(r)dr = 0, j = 1, 2, · · · , s.
(7)
Next, under an appropriate spatial discretization, we formulate this infinite dimensional problem
as a minimization problem over a finite dimensional space.
2.2. Projection method discretization
In this subsection, we apply the projection method [18], which is a general numerical frame-
work to study the quasicrystals and periodic crystals, to discretize the CMSH free energy func-
tional. By the projection method, any d-dimensional quasicrystal can be embedded into an
m-dimensional periodic structure (m ≥ d). Using the projection matrix P ∈ Rd×m, any d-
dimensional quasiperiodic structure over the whole space Rd can be expanded as
ψ(r) =
∑
h∈Zm
ψˆ(h)ei[(P·Bh)
>·r], r ∈ Rd,
where B ∈ Rm×m is invertible, relevant to the m-dimensional primitive reciprocal lattice. The
associated Fourier coefficient can be obtained by
ψˆ(h) = −
∫
ψ(r)e−(P·Bh)
>rdr. (8)
Similarly, the order parameter in multicomponent systems can be expanded as follows
φ j(r) =
∑
h∈Zm
φˆ j(h)ei[(P·Bh)
>·r], j = 1, 2, · · · , s. (9)
We truncate the Fourier coefficients by setting
φˆ j(h) = 0, ∀ |hl| > Nl, j2 , l = 1, 2, · · · ,m.
Let φˆ j = (φˆ1, j, φˆ2, j, · · · , φˆN j, j)> ∈ CN j with N j =
∏m
l=1(Nl, j + 1). Then the discretized energy
functional can be stated as
E({φˆ j}sj=1) =
s∑
j=1
G j(φˆ j) + F({φˆ j}sj=1), (10)
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where G j(φˆ j) =
1
2
〈φˆ j,D jφˆ j〉 and D j ∈ CN j×N j is a diagonal matrix with nonnegative entries
[q2j − (PBh)>(PBh)]2. F({φˆ j}sj=1) are m-dimensional convolutions in the reciprocal space. A
direct evaluation of the nonlinear term F({φˆ j}sj=1) is extremely expensive. Thanks that F({φˆ j}sj=1)
is a simple multiplication in the n-dimensional real space. The pseudospectral method takes the
advantage of this observation by evaluating G j(φˆ j) in the Fourier space and F({φˆ j}sj=1) in the
real space via the Fast Fourier Transformation algorithm. As a result, it provides an efficient
technique to reduce the computation cost.
Let Φˆ = {φˆ j}sj=1. Using the projection method discretization, the infinite dimensional prob-
lem (7) reduces to finite dimensional problem
min
Φˆ
E(Φˆ) =
s∑
j=1
G j(φˆ j) + F(Φˆ) s.t. e>1 φˆ j = 0, j = 1, 2, · · · , s. (11)
In the next section, we aim at designing efficient algorithms for solving the non-convex and
multi-block problem (11).
3. The proposed method
In this section, we consider the minimization problem in the form of
min
X
E(X) = f (X) +
s∑
j=1
g j(x j)
s.t. x j ∈ S j, j = 1, 2, · · · , s.
(12)
where x j ∈ CN j , S j is the feasible space of variable x j, X = {x j}sj=1 ∈ CN with N =
∑s
j=1 N j.
It is easy to know that the problem (11) can be reduced to (12) by setting f = F, g j = G j and
S j = {φˆ j : e>1 φˆ j = 0}. We make the following assumptions on the objective function (12) (the
notations can be found in subsection 3.1 for details):
Assumption 3.1.
1. f : CN → (−∞,∞] is proper and continuously differential on CN but non-convex.
2. g j : CN j → (−∞,∞] is proper, lower semicontinuous and convex.
3. S j ⊆ domg j is a nonempty, closed and convex set.
4. E is bounded below and level bounded.
5. For all X ∈ domE, pi j(B(X)) ⊆ ridom g j where B(X) is the closed ball that contains the
sub-level set [E ≤ E(X)] ∩∏sj=1 S j.
Before proceeding to present the numerical algorithm and analysis for solving (12), we first
introduce some notations and useful definitions used in the following analysis. Then, we give an
abstract framework of the first order method with proved convergence. Two kinds of concrete
numerical algorithms to the CMSH model based on the abstract formulation for solving (11) will
be presented in the section 4.
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3.1. Notations and definitions
We denote
∏s
j=1 S j := {X : x j ∈ S j} and the projection operator is defined as pi j : CN →
CN j , X 7→ x j. For a subset S ⊆ CN , pi j(S ) := {x j : x j = pi j(X), ∀X ∈ S }. Let Ck(S ) be the k-th
continuously differential functions on S . The domain of a function f : CN → R is defined as
dom f := {x : f (x) < +∞} and the relative interior of dom f is defined as ridom f := {x ∈ dom f :
∃ r > 0, B(x, r) ∩ affdom f ⊆ dom f }, where affdom f is the smallest affine set that contains
dom f and B(x, r) := {y : ‖y − x‖ ≤ r}. f is proper if f > −∞ and dom f , ∅. For α ∈ R,
[ f ≤ α] := {x : f (x) ≤ α} is the α-(sub)level set of f . We say that f is level bounded if [ f ≤ α] is
bounded for all α ∈ R. f is lower semicontinuous if all level set of f is closed. The subgradient
of f at x ∈ domg is defined as ∂ f (x) = {u : f (y) − f (x) − 〈u, y − x〉 ≥ 0,∀ x, y ∈ dom f }. For
a ∈ R, we denote [a]+ := max{0, a}. Table 1 summarizes the notations used in this section.
Table 1: Summary of notations
Notion Definition
s the total number of blocks
bk the update block selected at the k-th iteration
nkj the number of updates to x j within the first k iterations
xkj the value of x j after the k-th iteration
x˜nj the value of x j after n-th update
yk the value of extrapolation point y at the k−th iteration
wk the extrapolation weight used at the k−th iteration
mk mk = argmin j{E(X j) : [k − M]+ ≤ j ≤ k}
X X = (x1, x2, · · · , xs)
x, j the value of (x1, · · · , x j−1, x j+1, · · · , xs)
∇ j f (X) the partial gradient of f (X) with respect to x j
Throughout this paper, we assume that h : CN → (−∞,+∞] is a strongly convex function.
Then we have the following definitions.
Definition 3.2 (Bregman divergence [20]). The Bregman divergence with respect to h ∈ C1(intdom h)
is defined as
Dh(x, y) = h(x) − h(y) − 〈∇h(y), x − y〉, ∀ (x, y) ∈ domh × intdom h. (13)
It is noted that Dh(x, y) ≥ 0 and Dh(x, y) = 0 if and only if x = y due to the strongly convexity
of h. Moreover, D(·, y) is also strongly convex for any fixed y ∈ intdom h.
Definition 3.3 (Relative smoothness [5]). A function f is called L f -smooth relative to h if there
exists L f > 0 such that L f h(x) − f (x) is convex for all x ∈ domh.
The next Lemma 3.4 establishes the relationship between the Bregman divergence and the
relative smoothness condition.
Lemma 3.4 ([5]). If f is L f -smooth relative to h, then
f (x) − f (y) − 〈∇ f (y), x − y〉 ≤ L f Dh(x, y), ∀ (x, y) ∈ domh × intdom h. (14)
To deal with the problem of form (12), we generalize the definition of relative smoothness to
block-wise function as the definition 2.4 in [1].
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Definition 3.5 (Block-wise relative smoothness). For a block-wise function f (X), we call f (X)
is (L1f , L
2
f , · · · , Lsf )-smooth relative to (h1, h1, · · · , hs) if for each j-th block and fixed x, j,
• h j : CN j → (−∞,+∞] is γi-strongly convex and domh j ⊆ {u : f (u, x,i) < ∞}.
• F j(u) := f (u, x, j) is L jf -smooth relative to h j with respect to u.
3.2. ABBPG algorithm
For the next discussion, we make an additional assumption of problem (12).
Assumption 3.6.
1. f is (L1f , L
2
f , · · · , Lsf )-smooth relative to (h1, h1, · · · , hs).
2. S j ⊆ intdom h j.
Given a feasible Xk, Xk−1 ∈ ∏sj=1 S j, the accelerated block Bregman proximal gradient
(ABBPG) method can pick bk ∈ {1, 2, · · · , s} deterministically or randomly, then Xk = (xk1, xk2, · · · , xks)
is updated as follows
xk+1i = x
k
i , if i , bk
xk+1i = argminz∈Si
{
gi(z) + 〈∇i f (yk, xk,i), z − yk〉 +
1
αk
Dhi (z, yk)
}
if i = bk
(15)
where αk > 0 is the step size and yk is the extrapolation
yk = (1 + wk)xki − wkxprevi = (1 + wk)x˜
nki
i − wkx˜
nki −1
i . (16)
The extrapolation weight wk ∈ [0, w¯] for some w¯ > 0 and xprevi is the value of xi before it was
updated to xki . The definitions of x˜i and n
k
i can be found in Table 1.
Well-definedness of the proximal subproblem. Define the j-th block Bregman proximal gra-
dient mapping T jα :
∏s
i=1 Si → CN j as
T jα(X) := argmin
z∈S j
{
g j(z) + 〈∇ j f (X), z − x j〉 + 1
α
Dh j (z, x j)
}
. (17)
The next lemma shows the well-possedness of T jα.
Lemma 3.7. Under Assumption 3.1 and Assumption 3.6, the map T jα defined in (17) is nonempty
and single-valued from
∏s
i=1 Si to S j.
Proof. By assumptions, f ∈ C1(Cn) and S j ⊂ intdom h j, then ∇ j f (X) and Dh j (·, x j) is well-
defined. Let
Γ j(z) := αg j(z) + α〈∇ j f (X), z − x j〉 + Dh j (z, x j).
By the convexity of D(·, x j) and g j, we know that Γ j is strongly convex. Thus, Γ j is coercive ([6],
Corollary 11.17). According to the Corollary 3.23 in [10], Γ j achieves its minimum on S j and
the strongly convexity implies the uniqueness of minimum.
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Remark 3.8. In Assumption 3.1, S j is convex for all j. Thus, Lemma 3.7 implies that the
iteration xk+1i = T
i
αk
(yk, xk,i) in (15) is well-defined as long as X
k, Xk−1 ∈ ∏sj=1 S j is set in the
initialization.
Restart technique. The extrapolation in (15) may generates the oscillating phenomenon of the
objective value E(X) that slows down the convergence. We use an adaptive restart technique
when the sharp oscillation is detected. More precisely, given αk > 0 and i = bk, define
zk = Γiαk (y
k, xk,i) = argmin
z∈Si
{
gi(z) + 〈∇i f (yk, xk,i), z − yk〉 +
1
αk
Dhi (z, y
k)
}
. (18)
For some constant M ≥ 0, we let mk = argmax[k−M]+≤ j≤k E(X j), and set Xk+1 = Xk,wk+1 = 0 if
the following inequality
E(Xmk ) − E(zk, xk,i) ≥ σ‖xki − zk‖2 (19)
does not hold where σ > 0 is a small constant. Otherwise, we obtain Xk+1 via xk+1i = z
k, xk+1j =
xkj ( j , i) and update wk+1 ∈ [0, w¯].
Step size estimation. In each step, we add a non-monotone backtracking line search method for
finding the appropriate step αk which is initialized by the similar idea of BB step [4], i.e.
αk =

α0, wk = 0,
〈uki , uki 〉
〈uki , vki 〉
or
〈vki , uki 〉
〈vki , vki 〉
, wk , 0,
(20)
where uki = y
k−xki and vki = ∇i f (yk, xk,i)−∇i f (Xk). Let η ∈ (0, σ] be a constant and zk is obtained
form (18), we adopt the step size αk ∈ [αmin, αmax] whenever the following inequality holds
max(E(yk, xk,i), E(X
mk )) − E(zk, xk,i) ≥ η‖yk − zk‖2. (21)
In summary, the ABBPG method is presented in Algorithm 2.
Algorithm 1 Estimation of αk at yk with respect to block i
1: Inputs: Xk, yk, ς ∈ (0, 1) and η > 0, α0, αmin, αmax > 0.
2: Initialize αk by (20);
3: Calculate the smallest index ` ≥ 0 such that (21) holds at zk defined in (18) with step size
ς`αk ≥ αmin.
4: Output: step size αk = max(min(ς`αk, αmax), αmin).
Remark 3.9. The Algorithm 2 becomes a monotone decreasing scheme if M = 0 as the (19)
becomes E(Xk) − E(Xk+1) ≥ σ‖Xk − Xk+1‖2 for some σ > 0.
As Algorithm 1 contains a line search scheme, we will show that it can be terminated in finite
iterations by using the following descent property.
Lemma 3.10 (Sufficient decrease). Under Assumption 3.1 and Assumption 3.6. Let i = bk, then
zk generated by (18) satisfies
E(yk, xk,i) − E(zk, xk,i) ≥
(
1
αk
− L jf
)
γi
2
‖zk − yk‖2 (22)
where γi is the strong convexity coefficient of hi.
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Algorithm 2 ABBPG method
1: Initialize X−1 = X0 ∈∏sj=1 S j, η ≥ σ > 0 and w0 = 0, w¯, α0,M > 0, k = 0.
2: while stopping criterion is not satisfied do
3: Pick i = bk ∈ {1, 2, · · · , s} in a deterministic or random manner;
4: Update yk = (1 + wk)x˜
nki
i − wkx˜
nki −1
i
5: Obtain αk via Algorithm 1.
6: Calculate zk via (18).
7: if (19) holds then
8: Set xk+1i = z
k, xk+1j = x
k
j( j , i) and choose wk+1 ∈ [0, w¯].
9: else
10: Restart by setting Xk+1 = Xk and wk+1 = 0.
11: end if
12: k = k + 1.
13: end while
Proof. By the convexity of Si and Lemma 3.7, it follows that yk = (1 + wk)x˜n
k
i
i − wkx˜
nki −1
i ∈ Si.
Then
E(yk, xk,i) = f (y
k, xk,i) + gi(y
k) +
∑
j,i
g j(xkj)
=
[
f (yk, xk,i) + 〈∇i f (yk, xk,i), z − yk〉 +
1
αk
Dhi (z, y
k) + gi(z)
]
z=yk
+
∑
j,i
g j(xkj)
≥ f (yk, xk,i) + 〈∇i f (yk, xk,i), zk − yk〉 +
1
αk
Dhi (z
k, yk) + gi(zk) +
∑
j,i
g j(xkj)
≥ f (zk, xk,i) − L jf D(zk, yk) +
1
αk
Dhi (z
k, yk) + gi(zk) +
∑
j,i
g j(xkj)
= E(zk, xk,i) +
(
1
αk
− L jf
)
Dhi (z
k, yk) ≥ E(zk, xk,i) +
(
1
αk
− L jf
)
γi
2
‖zk − yk‖2.
The first inequality is obtained by the definition of Bregman proximal subproblem, the second
inequality holds since the block-wise relative smoothness of f (X) and the last inequality holds
from the γi-convexity of hi.
Let L := max j=1,2,···s L j and γ = max j=1,2,···s γ j. Lemma 3.10 shows that the line search
condition (21) is satisfied once we set 0 < αmin < γ/(2η + γL). Moreover, a direct conse-
quence of Lemma 3.10 is that if wk = 0, then Xk+1 , Xk. In fact, we have yk = xki and
max(E(yk, xk,i), E(X
mk )) = E(Xmk ), then the line search inequality (21) reduces to a stronger
condition than the non-restart condition (19). The above arguments guarantee that Algorithm 2
is well defined.
3.3. Convergence analysis
To ensure the convergence, we make a mild assumption, for the update manner of Algorithm
2. A similar assumption has been used in [39],
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Assumption 3.11. With any T consecutive iterations, each block should be updated at least
once, i.e. for any k, it has {1, 2, . . . , s} ⊆ {bk, bk+1, . . . , bk+T }.
Lemma 3.12. Let {Xk} be the sequence generated by Algorithm 2. Then, we have mk+1 ≥ mk and
{E(Xmk )} is non-increasing.
Proof. By the definition of mk, it is easy to know mk+1 ≥ mk. If the non-restart condition (19)
does not hold, we know Xk+1 = Xk which implies
E(Xmk ) − E(Xk+1) ≥ 0. (23)
If the non-restart condition (19) holds, we have
E(Xmk ) − E(Xk+1) ≥ σ‖Xk − Xk+1‖2 ≥ 0. (24)
Combing (23) with (24), we obtain
E(Xmk+1 ) = max{E(X j)|[k + 1 − M]∗ ≤ j ≤ k + 1)} ≤ max{E(X j)|[k − M]∗ ≤ j ≤ k)} = E(Xmk ).
Since m0 = 0, the sequence {Xk} generated by Algorithm 2 is contained in [E ≤ E(X0)].
From the Assumption 3.1, we know [E ≤ E(X0)] is compact. Together with Lemma 3.7, we
know {Xk} ⊆ [E ≤ E(X0)] ∩ ∏sj=1 S j ⊆ B(X0) where B(X0) is the closed ball that contains
[E ≤ E(X0)]∩∏sj=1 S j. The next lemma establishes that E(X) is Lipschitz continuous on B(X0).
Lemma 3.13. Suppose Assumption 3.1 and Assumption 3.6 hold. Then, there exists LE > 0 such
that E(X) is LE-Lipschitz continuous on B(X0) for all X0.
Proof. Since B(X0) is a compact subset of CN , then pi j(B(X0)) ⊆ CN j is closed. It’s easy to know
that pi j(B(X0)) is bounded by the fact that ‖x j‖ ≤ ‖X‖. Thus, g j is L jg-Lipschitz continuous on
pi j(B(X0)) ⊆ ridom g j (Corollary 8.41 in [6]). As a result, we get∣∣∣∣∣∣∣∣
s∑
j=1
g j(x j) −
s∑
j=1
g j(y j)
∣∣∣∣∣∣∣∣ ≤
s∑
j=1
|g j(x j) − g j(y j)| ≤
s∑
j=1
L jg‖x j − y j‖
≤ s
(
max
j=1,2,···s
L jg
)
‖X − Y‖, ∀X,Y ∈ B(X0).
Together with the fact that F ∈ C1(CN), we conclude that there exists LE > 0 suth that E =
F +
∑s
j=1 g j is LE-Lipschitz continuous on the compact set B(X0).
Lemma 3.14. Suppose Assumption 3.1 and Assumption 3.6 hold. Let {Xk} obtained by Algo-
rithm 2, there exists E∗ > −∞ such that
lim
k→∞
‖Xk+1 − Xk‖ = 0, lim
k→∞
E(Xk) = E∗. (25)
Proof. Since {E(Xmk )} is non-increasing from Lemma 3.12 and E(X) is bounded below, there
exists E∗ > −∞ such that lim
k→∞
E(Xmk ) = E∗. Define dk = Xk+1 − Xk and combine (23) with (24),
we have
E(Xmk ) − E(Xk+1) ≥ σ‖dk‖. (26)
10
Assume k ≥ M, we prove by induction that the following relations hold for any finite j ≥ 1:
lim
k→∞
‖dmk− j‖ = 0, lim
k→∞
E(Xmk− j) = E∗. (27)
Substituting k by mk − 1 in (26), we obtain
σ‖dmk−1‖2 ≤ E(Xmmk−1 ) − E(Xmk ) ≤ E(Xmk−M−1 ) − E(Xmk ),
where the last inequality holds since mk ≥ k − M. Let k → ∞, we get
lim
k→∞
‖dmk−1‖ = 0.
Since E is LE-Lipschitz continuous on B(X0) and {Xk} ⊆ B(X0), we have
|E(Xmk−1) − E(Xmk )| ≤ LE‖Xmk−1 − Xmk‖ = LE‖dmk−1‖ → 0 (k → ∞).
Thus, one has lim
k→∞
E(Xmk−1) = lim
k→∞
E(Xmk ) = E∗, which implies that (27) holds for j = 1.
Suppose now that (27) holds for some j > 1, we show that it also holds for j + 1. Substituting k
by mk − j − 1 in (26), it gives
σ‖dmk− j−1‖2 ≤ E(Xmmk− j−1 ) − E(Xmk− j) ≤ E(Xmk−M− j−1 ) − E(Xmk− j).
Together with (27), it means that
lim
k→∞
‖dmk− j−1‖ = 0.
Similarly, we have
lim
k→∞
E(Xmk− j−1) = lim
k→∞
E(Xmk− j − dmk− j) = lim
k→∞
E(Xmk− j) = E∗.
Then (27) is also holds for j + 1. By induction, we prove that relations (27) hold for any finite
j ≥ 1.
From the definition of mk, we have the fact that
mk+1 − mk ≤ M, ∀k ≥ 0, (28)
Thus, we obtain {Xk}∞k=M+1 ⊂ ∪Mj=0{Xmk− j}∞k=M+1. Using (27), it follows that limk→∞ E(X
mk− j) =
E∗,∀ j ∈ [0,M]. Then, we have
lim
k→∞
E(Xk) = E∗.
Moreover, we know
lim
k→∞
‖dk‖2 ≤ 1
σ
lim
k→∞
(
E(Xmk ) − E(Xk)
)
→ 0 (k → ∞).
Then, we get lim
k→∞
‖dk‖ = 0.
Remark 3.15. If M = 0, Lemma 3.14 can be easily obtained since mk ≡ k and we do not need
to assume pi j(B(X0)) ⊆ ridom gi in Assumption 3.1.
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Lemma 3.16. Suppose Assumption 3.1, Assumption 3.6 and Assumption 3.11 hold. There exists
C > 0 such that the sequence {Xk} generated by Algorithm 2 satisfies
dist(0, ∂E(Xk)) ≤ C
k∑
l=k−3T+1
‖Xk − Xk−1‖, ∀k > 3T, (29)
where dist(0, ∂E(Xk)) := inf{‖y‖ : y ∈ ∂E(Xk)}.
Proof. If Xk = Xk−1, we only need to consider the (29) holds at Xk−1 and it is easy to know
Xk−2 , Xk−1 from the monotone fact when wk−1 = 0 as shown in Lemma 3.10. Thus, we only
consider the case Xk , Xk−1.
It is noted that ∂E(X) = ∇ f (X) + U where U = (u1, . . . ,us) with ui ∈ ∂gi(X) for all 1 ≤ i ≤ s.
We consider the k-th iteration and first assume that the non-restart condition (19) is satisfied at
this iteration. For each i ∈ {1, 2, · · · , s}, we denote lki as the last iteration at which the update of
i-th block is achieved within the first k-th iteration, i.e. lki = argmax{`|b` = i, ` ≤ k}. Note that
lkbk = k and x
lki
i = x˜
nki
i . By the optimal condition of the proximal subproblem (15), we have
0 ∈ ∂gi(xlki ) + ∇i f (ylki −1, xl
k
i −1
,i ) +
1
αlki −1
(
∇hi(xl
k
i
i ) − ∇hi(yl
k
i −1)
)
. (30)
Since that B(X0) is compact, we let ρh := max j=1,2,···s(maxX∈B(X0) ‖∇2h j(X)‖) and ρ f be the local
Lipschitz constant of ∇ f on B(X0). Using the fact that {Xk} ⊆ B(X0), we know
yl
k
i −1 = x˜n
k
i −1
i + wlki −1(x˜
nki −1
i − x˜
nki −2
i ) ∈ B0(X0). (31)
Together with (30) and (31), we get
inf
ui∈∂gi(xki )
‖∇i f (Xk) + ui‖
≤ ‖∇i f (Xk) − ∇i f (ylki −1, xl
k
i −1
,i ) −
1
αlki −1
(
∇hi(xl
k
i
i ) − ∇hi(yl
k
i −1)
)
‖
≤ ‖∇i f (Xk) − ∇i f (ylki −1, xl
k
i −1
,i )‖ +
1
αlki −1
‖∇hi(xl
k
i
i ) − ∇hi(yl
k
i −1)‖
≤ ρ f ‖Xk − (ylki −1, xl
k
i −1
,i )‖ +
ρh
αmin
‖xlkii − y
lki −1
i ‖.
(32)
If i = bk, it follows that lki = k. Then, we have
‖Xk − (ylki −1, xlki −1,i )‖ = ‖Xl
k
i − (ylki −1, xlki −1,i )‖ = ‖x
lki
i − y
lki −1
i ‖, i = bk. (33)
If i , bk, we know
‖Xk − (ylki −1, xlki −1,i )‖ ≤
k∑
l=lki +1
‖Xl − Xl−1‖ + ‖Xlki − (ylki −1, xlki −1,i )‖
=
k∑
l=lki +1
‖Xl − Xl−1‖ + ‖xlkii − y
lki −1
i ‖.
(34)
12
Combining (32),(33) and (34), we have
inf
ui∈∂gi(xki )
‖∇i f (Xk) + ui‖ ≤
ρ1‖x
lki
i − y
lki −1
i ‖, i = bk,
ρ f
∑k
l=lki +1
‖Xl − Xl−1‖ + ρ1‖xl
k
i
i − y
lki −1
i ‖, i , bk,
where ρ1 = ρ f + ρh/αmin. Moreover, for each i, we know that k − lki ≤ T by Assumption
3.11 and there exist k1i , k
2
i ∈ [k − 3T, k] such that xk
1
i
i = x˜
nki −1
i , x
k2i
i = x˜
nki −2
i . Thus, we have
‖xlkii − y
lki −1
i ‖ ≤ ‖x˜
nki
i − x˜
nki −1
i ‖ + w¯‖x˜
nki −1
i − x˜
nki −2
i ‖ and
dist(0, ∂E(Xk)) = inf
U∈∂gi
 s∑
i=1
‖∇iF(Xk) + ui‖2
1/2 ≤ s∑
i=1
inf
ui∈∂gi
‖∇iF(Xk) + ui‖
≤ ρ f
∑
i,bk
k∑
l=lki +1
‖Xl − Xl−1‖ + ρ1
s∑
i=1
‖xlkii − y
lki −1
i ‖
≤ ρ f (s − 1)
k∑
l=k−3T+1
‖Xl − Xl−1‖ + ρ1
s∑
i=1
(
‖x˜nkii − x˜
nki −1
i ‖ + w¯‖x˜
nki −1
i − x˜
nki −2
i ‖
)
≤ ρ f (s − 1)
k∑
l=k−3T+1
‖Xl − Xl−1‖ + (1 + w¯)ρ1
k∑
l=k−3T+1
‖Xl − Xl−1‖.
Define C := (s − 1)ρ f + (1 + w¯)ρ1, we obtain (29).
Together with Lemma 3.14 and Lemma 3.16, we immediately have the following sub-sequence
convergent property.
Theorem 3.17. Suppose Assumption 3.1, Assumption 3.6 and Assumption 3.11 hold. Let {Xk} be
the sequence generated by Algorithm 2, then any limit point X∗ of {Xk} is a critical point of E,
i.e. 0 ∈ ∂E(X∗).
Proof. From the remark of Lemma 3.10, we know {Xk} ⊂ [E ≤ E(X0)] and thus is bounded.
Then, the set of limit points of {Xk} is nonempty. For any limit point X∗ = (x∗1, x∗2, · · · , x∗s),
there exist a subsequence {Xk j } such that lim
j→∞ X
k j = X∗. By Lemma 3.14 and Lemma 3.16, we
immediately obtain
lim
j→∞ dist(0, ∂E(X
k j )) = 0. (35)
Moreover, from Lemma 3.13, we know E(X) is LE-Lipschitz smooth on B(X0). Using the fact
that {Xk} ⊆ B(X0) and B(X0) is compact, we know X∗ ∈ B(X0). Thus, we get E(Xk j ) → E(X∗)
as j→ ∞. For any u j ∈ ∂E(Xk j ), we know
E(X) ≥ E(Xk j ) + 〈u j, X − Xk j〉, ∀X ∈ domE,
which implies {u : u = lim
j→∞ u j, u j ∈ ∂E(X
k j )} ⊂ ∂E(X∗) by setting j → ∞. Together with (35),
we conclude that 0 ∈ ∂E(X∗).
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When we adopt the monotone line search method, i.e. M = 0, the sub-sequence conver-
gence can be strengthen by imposing the next assumption on E which is known as the Kurdyka-
Lojasiewicz (KL) property [7].
Assumption 3.18. E(x) is the KL function, i.e. for all x¯ ∈ dom∂E := {x : ∂E(x) , ∅}, there exist
η > 0, a neighborhood U of x¯ and ψ ∈ Ψη := {ψ ∈ C[0, η)∩C1(0, η), where ψ is concave, ψ(0) =
0, ψ
′
> 0 on (0, η)} such that for all x ∈ U∩{x : E(x¯) < E(x) < E(x¯)+η}, the following inequality
holds,
ψ
′
(E(x) − E(x¯)) dist(0, ∂E(x)) ≥ 1. (36)
Theorem 3.19 (Sequence convergence). Under Assumption 3.1, Assumption 3.6, Assumption
3.11 and Assumption 3.18, the sequence {Xk} generated by Algorithm 2 with M = 0 satisfies
lim
k→∞
Xk = X∗, 0 ∈ ∂E(X∗). (37)
Proof. The proof is in the Appendix.
In the following context, we introduce two kinds of h and present corresponding numerical
algorithms for solving (11).
4. Application to the CMSH model
As discussed above, let f = F, gi = Gi and Si = {φˆ : e>1 φˆ = 0}, then the problem (11)
reduces to (12). In this section, we use the similar notations in Table 1 and apply the Algorithm
2 for solving the finite dimensional CMSH model (11). Let i = bk, a key component of efficient
implementing ABBPG method is fast solving the following constrained subproblem
min
φˆ∈Si
Gi(φˆ) + 〈∇iF(ψˆk, φˆk,i), φˆ − φˆki 〉 +
1
αk
Dhi (φˆ, φˆ
k
i ) (38)
where ψˆk = (1 + wk)φˆki − wkφˆprevi is the extrapolation and φˆprevi is the value of φˆi before it is
updated to φˆki . Solving (38) depends on the form of hi. In the following context, we let h j ≡ h for
all j and propose two classes of numerical algorithms for solving (7) based on different choices of
h. For each h, we will show that the subproblem (38) is well defined and can be solved efficiently.
Case (P2): h(x) = ‖x‖2/2. In this case, the Bregman distance of Dh becomes the Euclidean
distance, i.e.
Dh(x, y) =
1
2
‖x − y‖2. (39)
Thus, the iterates (38) is the common accelerated block proximal gradient method [39]. Al-
though (38) is a constrained minimization problem, it has an analytical solution based on our
pseudospectral discretization method which leads to a fast computation.
Lemma 4.1 (Lemma 4.1 in [15]). Given αk > 0, Φk and ψˆk ∈ Si, the subproblem (38) with
h(x) = ‖x‖2/2 is well-defined and has analytical solution
φˆk+1i = (αkDi + I)−1
(
ψˆk − αkP1∇iF(ψˆk, φˆk,i)
)
(40)
whereDi is defined in (10) and P1 = I − e1e>1 is the projection onto Si.
From the feasibility assumption, it is noted that ψˆk ∈ Si holds as long as the initial point
Φ0 ∈∏sj=1 S j. The concrete algorithm is given in Algorithm 3 with K = 2.
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Case (P4): h(x) = a‖x‖4/4+b‖x‖2/2+1. Since we assume n = 4 in (4), F(Φˆ) can be represented
as a 4th-degree polynomial function, which is not expected to be the same block-wise relative
smooth as h(x) = ‖x‖2/2. In this cases, we take a, b > 0. The next lemma shows the optimal
condition of minimizing (38).
Lemma 4.2 (Lemma 4.2 in [15]). Given αk > 0, Φk and ψˆk ∈ Si, the subproblem (38) with
h(x) =
a
4
‖x‖4 + b
2
‖x‖2 + 1(a, b > 0) is well-defined and has the closed form as follows
ψˆi = [αkDi + (ap∗ + b)I]−1
(
∇h(ψˆk) − αkP1∇F(ψˆk, φˆk,i)
)
, (41)
whereDi is given in (10) and p∗ is the fix point of p = ‖φˆk+1i ‖2 := r(p).
It is noted that the fixed point equation (41) is a nonlinear scalar equation which can effi-
ciently solved by many existing solvers. The concrete algorithm is given in Algorithm 3 with
K = 4.
Algorithm 3 ABBPG-K method for PFC model
Require: Φˆ0 = Φˆ−1 ∈∏sj=1 S j, ρ ∈ (0, 1), σ ≥ η > 0 and w0 = 0, w¯, α0,M > 0, k = 0.
1: while stopping criterion is not satisfied do
2: Pick i = bk ∈ {1, 2, · · · , s} in a deterministic or random manner
3: Update ψˆk = (1 + wk)φˆki − wkφˆprei
4: Estimate αk by Algorithm 1
5: if K = 2 then
6: Calculate zk = (αkDi + I)−1
(
ψˆk − αkP1∇iF(ψˆk, φˆk,i)
)
7: else if K = 4 then
8: Calculate the fixed point of (41).
9: Calculate zk = [αkDi + (ap∗ + b)I]−1
(
∇h(ψˆk) − αkP1∇iF(ψˆk, φˆk,i)
)
10: end if
11: if E(Φˆmk ) − E(zk, φˆk,i) ≥ σ‖φˆki − zk‖2 then
12: φˆk+1i = z
k, φˆk+1j = φˆ
k
j ( j , i) and choose wk+1 ∈ [0, w¯].
13: else
14: Restart by setting Φˆk+1 = Φˆk and wk+1 = 0.
15: end if
16: k = k + 1.
17: end while
4.1. Convergence analysis of Algorithm 3
The convergence analysis of Algorithm 2 can be directly applied for Algorithm 3 if all re-
quired assumptions in Theorem 3.19 are satisfied. We first show that the energy function E of
CMSH model satisfies Assumption 3.1, Assumption 3.11 and Assumption 3.18. Then, Assump-
tion 3.6 is analyzed for Case (P2) and Case (P4) independently.
Lemma 4.3. Let E(Φˆ) = F(Φˆ) +
∑s
j=1 G j(φˆ j) be the energy function of (10). Then, it satisfies
1. E is bounded below and level bounded,
2. E is a KL function, and thus satisfies Assumption 3.18,
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3. ridom Gi = CN j , thus pi j(B(Φˆ0)) ⊆ ridom Gi for all j.
Proof. From the continuity and the coercive property of F, i.e. F(Φˆ) → +∞ as Φˆ → ∞, the
sub-level set [E ≤ α] is compact for any α ∈ R. Moreover, according to Example 2 in [7], it is
easy to know that E(Φˆ) is semi-algebraic function, then it is KL function by Theorem 2 in [7].
Since domGi = CN j , we directly get that ridom G j = CN j .
Lemma 4.4. Let F(Φˆ) be defined in (6). Then, we have
1. If h is chosen as case (P2), then F is block-wise relative smooth with respect to hi ≡ h in
any compact set [E ≤ E(X0)].
2. If h is chosen as case (P4), then F is block-wise relative smooth with respect to hi ≡ h.
Proof. Denote Φˆ⊗k := Φˆ ⊗ Φˆ ⊗ · · · ⊗ Φˆ where ⊗ is the tensor product. Then, F(Φˆ) is the 4th-
degree polynomial, i.e. F(Φˆ) =
∑4
k=2〈Ak, Φˆ⊗k〉 where the kth-degree monomials are arranged as
a k-order tensorAk. For any compact set [E ≤ E(X0)], ∇F is bounded and thus F is block-wise
relative smooth with respect to any polynomial function in [E ≤ E(X0)] which includes case
(P2). Moreover, for any fixed φˆ, j, F j(ψˆ) = F(ψˆ, φˆ, j) is still a 4th-degree polynomial. When
h is chosen as (P4), according to Lemma 2.1 in [27], there exists L jF > 0 such that F j(ψˆ) is
L jF-smooth relative to h.
Combining Lemma 4.3, Lemma 4.4 with Theorem 3.17, we can directly establish the con-
vergence of Algorithm 3.
Theorem 4.5. Let E(Φˆ) = F(Φˆ) +
∑s
j=1 G j(φˆ j) be the energy function which is defined in (10).
Then any limit point Φˆ∗ of {Φˆk} is a critical point of E, i.e ∇E(Φˆ∗) = 0, if {Φˆk} generated by
Algorithm 3 satisfies one of the following arguments:
1. K = 2 in Algorithm 3 and {Φˆk} is bounded.
2. K = 4 in Algorithm 3.
It is noted that when h is chosen as (P2), we cannot bounded the growth of F as F is a fourth
order polynomial. Thus, the boundedness assumption of {Φˆk} is imposed which is similar to the
requirement as the semi-implicit scheme [30].
When the monotone line search is used, i.e. M = 0, this sub-sequence convergence can be
strengthen by the KL property of E.
Theorem 4.6. Let E(Φˆ) = F(Φˆ) +
∑s
j=1 G j(φˆ j) be the energy function which is defined in (10)
and M = 0 in Algorithm 3. If {Φˆk} generated by Algorithm 3 satisfies one of the arguments in
Theorem 4.5, then {Φˆk} converges to some Φˆ∗ and ∇E(Φˆ∗) = 0.
5. Numerical results
In this section, we apply the ABBPG-K approaches (Algorithm 3) to binary, ternary, quinary
component systems based on the CMSH model. Our methods consist of monotone (M = 0)
and non-monotone (M , 0) ABBPG algorithms. The kernel h(x) of Bregman distance in our
methods is chosen as
h(x) =
a
4
‖x‖4 + 1
2
‖x‖2 + 1, a ≥ 0. (42)
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When a = 0, the ABBPG becomes the block accelerated proximal gradient method and cor-
responds to the Algorithm 3 with K = 2. It is noted that for a = 0, the subproblem (38) can
be solved analytically, while for a > 0, (38) is a nonlinear equation whose solution can be ob-
tained numerically. The efficiency and accuracy of our methods are demonstrated through com-
paring with existing methods, including the first-order semi-implicit scheme (SIS), the second-
order Adam-Bashforth with Lagrange extrapolation approach (BDF2) [14], the first-order semi-
implicit scalar auxiliary variable approach (SAV-SI) and the second-order semi-implicit scalar
auxiliary variable approach based on the Crank-Nicolson scheme (SAV-CN) [29]. Note that
these employed methods all guarantee the equality constraint, i.e. the mass conservation. The
time steps αk in the ABBPG approaches are adaptively obtained via the linear search technique,
while the fixed time steps of others are carefully chosen to guarantee the best performance on
the premise of convergence. Unless stated otherwise, our methods, SIS and BDF2 use a Gauss-
Seidel update manner and update order parameters in a fixed cyclic order, while SAV-SI and
SAV-CN method keep the same as [29], which uses a Jacobian update manner. All approaches
are stopped when ‖∇E‖∞ < 10−7. All experiments were performed on a workstation with a 3.20
GHz CPU (i7-8700, 12 processors). All code were written by MATLAB language without par-
allel implementation.
5.1. Binary component systems
We first choose s = 2 in (4) and take the two dimensional decagonal quasicrystal as an exam-
ple to examine the performance of our approaches. The decagonal quasicrystal can be embedded
into a four dimensional periodic structure, therefore, we carry out the projection method in four
dimensional space. The 4-order invertible matrix B associated with the four dimensional peri-
odic structure is chosen as I4. The corresponding computational domain in real space is [0, 2pi)4.
The projection matrix P in (9) of the decagonal quasicrystals is
P =
(
1 cos(pi/5) cos(2pi/5) cos(3pi/5)
0 sin(pi/5) sin(2pi/5) cos(3pi/5)
)
. (43)
We use 384 spatial points to discretize the binary CMSH energy functional. The parameters in
(4) are given in Table 2. The initial configurations of order parameters are set as Ref. [16, 15].
The convergent stationary quasicrystals, including real space morphology and Fourier spectra,
are given in Figure 1.
Table 2: The non-zero model parameters used in computing binary decagonal quasicrystal.
c = 20, q1 = 1, q2 = 2 cos(pi/5), τ0,2 = τ2,0 = −0.1, τ0,3 = τ3,0 = −0.3,
τ1,2 = τ2,1 = −2.2,τ0,4 = τ4,0 = τ1,1 = τ2,2 = τ1,3 = τ3,1 = 1.
The time steps of SIS, BDF2 are both chosen as α = 0.1, to guarantee the energy dissipation
and to demonstrate the best performance. It is noted that an increasing time step in these meth-
ods may result in energy oscillation, more iterations or fail to convergent. Theoretically, SAV
methods always has a modified energy dissipation through adding an arbitrary positive scaler
auxiliary variable C which guarantees the boundedness of the bulk energy term. In practice, the
original energy dissipation property and the time step length of the SAV methods depend on the
selection of C. When computing the decagonal quasicrystal in the binary CMSH model, the
SAV-SI scheme can use a large time step of α = 0.1 to convergent and keep the original energy
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Figure 1: The stationary decagonal quasicrystal in the binary CMSH model. Left: The spatial distribution of density,
where the red and blue colors correspond to the rich concentration of φ1 and φ2, respectively; Middle: The Fourier
spectra of φ1; Right: The Fourier spectra of φ2.
dissipate when C = 108. For the SAV-CN method, we find that the time step should be smaller
than 10−3 for any choice of C from 1 to 1015. For ABBPG approaches, we will choose different
values of M in (21) and of a in Bregman distance (42) in the algorithm comparison. The time
steps of the ABBPG methods can be obtained adaptively via the linear search technique. As an
example, Figure 2 gives the adaptive time steps against the iteration when M = 0 and a = 1.
Figure 2: The adaptive time steps obtained by the ABBPG (M = 0, a = 1) when computing the decagonal quasicrystal
in the binary CMSH model. The mean time steps of φ1 and φ2 are mean1 = 0.6033 and mean2 = 0.7062, respectively.
Table 3 shows the corresponding numerical results of the ABBPG, SIS, BDF2, SAV-SI and
SAV-CN schemes. Figure 3 presents the iteration process of relative energy difference, CPU
times and gradient error of different approaches. The reference energy value obtained by 564
spacial discretization points is Es = −1.5492953625589747 × 10−2. The minimal iteration steps
and the least CPU time are emphasized via the bold font. From Table 3, one can find that
the proposed approaches including monotone and non-monotone versions are superior to other
methods. In particular, when a = 1, the monotone ABBPG method (M = 0) takes 45 iterations
(42.82 seconds) to reduce an error of 10−7, which is 8 times faster than the SIS, 12 times than
the BDF2 and SAV-SI schemes. Due to the small time step of α = 10−3, the SAV-CN method
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Table 3: Numerical results of computing binary decagonal quasicrystal.
M a Iterations CPU Time (s) |E − Es|
0 54 74.37 4.073825e-14
0.5 46 44.03 1.373242e-130
1 45 42.82 5.153551e-13
0 83 121.53 7.840950e-14
0.5 71 69.46 6.813265e-135
1 75 72.40 2.117074e-13
0 181 251.64 5.833996e-13
0.5 71 67.48 6.813265e-1310
1 81 77.07 1.817539e-13
SIS (α = 0.1) 329 353.13 1.569913e-12
BDF2 (α = 0.1) 361 514.82 1.838517e-12
SAV-SI (α = 0.1) 259 511.66 1.410208e-13
SAV-CN (α = 10−3) > 10000 > 300000 –
converges very slowly, and costs 104 iterations (about 3×105 seconds) to achieve an gradient error
of 10−5. The similar convergent phenomena of the SAV-CN scheme have been also found in the
following numerical experiments. Therefore, in the following computation, for SAV methods,
we only compare our approaches with the SAV-SI scheme which has a faster convergent rate than
the SAV-CN approach.
Figure 3: Convergent behaviors of our algorithms, SIS, BDF2, SAV-SI and SAV-CN for computing binary decagonal
quasicrystal. First row: M = 0; Second row: M = 5; Left column: Relative energy over iterations; Middle column:
Relative energy over CPU times; Right: Gradient error over iterations; The green ×s mark where restarts occurred.
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Next we observe that the ABBPG algorithms update the order parameters in a random manner
with a requirement that each block shall be updated at least one time within 10 consecutive
iterations. The M in (21) and a in (42) both set to zero. Fifty independent experiments are
carried out to examine the performance of the ABBPG algorithm of randomly updating order. All
numerical examples can achieve the prescribed error of 10−7. Figure 4 gives the corresponding
convergent iterations. Among these experiments, only three runs take less iterations than the
cyclic update version of the ABBPG method. These numerical results demonstrate that updating
order parameters via a random order manner in the ABBPG method might be not a necessary
strategy to improve efficiency. Therefore, in the following simulations, we only consider the
cyclic update order when carry out the ABBPG algorithms.
Figure 4: Convergence behavior of the ABBPG algorithm via updating order parameters in a random manner. The blue
dotted line and the pink points denote the convergent iterations of the ABBPG methods via cyclic and random order
update respectively.
5.2. Ternary component systems
Secondly, we consider the ternary component system when s = 3 in the CMSH model. A
periodic structure of sigma phase, which is a complicated spherical packed structure discov-
ered in multicomponent material systems [19], is used to examine the performance of our algo-
rithms. For such a pattern, we implement our algorithm on a bounded computational domain
[0, 27.7884) × [0, 27.7884) × [0, 14.1514) and 128 × 128 × 128 spacial discretization points are
used to discretize the bounded domain. The initial value of each component of the sigma phase
is input as suggested in [37, 2]. The parameters in the ternary CMSH model are given in Table 4.
The convergent stationary sigma phase is presented in Figure 5.
Table 4: The non-zero model parameters used in computing ternary sigma phase.
c = 1, q1 = q2 = q3 = 1, τ2,0,0 = τ0,2,0 = τ0,0,2 = −0.2, τ3,0,0 = τ0,3,0 = τ0,0,3 = −0.3,
τ4,0,0 = τ0,4,0 = τ0,0,4 = 0.1, τ2,1,1 = τ1,2,1 = τ1,1,2 = −0.1.
We still examine the performance of the monotone and non-monotone ABBPG algorithms
with different choice of a and M. Unlike the ABBPG methods whose time steps can be adap-
tively obtained by the linear search technique, the SIS, BDF2 and SAV-SI approaches guarantee
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Figure 5: The stationary sigma phase in ternary CMSH model from two perspectives.
Table 5: Numerical results of computing ternary sigma phase.
M a Iterations CPU Time (s) |E − Es|
0 758 3315.94 3.228973e-12
0.5 590 2805.30 5.276002e-120
1 575 2667.34 2.551737e-12
0 677 2912.58 2.397194e-12
0.5 449 2033.49 2.961409e-1210
1 586 2656.30 8.737455e-13
0 653 2738.51 6.006307e-12
0.5 400 1782.59 4.396483e-1320
1 529 2379.68 1.601164e-12
SIS(α = 0.3) 2249 7843.73 6.472822e-12
BDF2(α = 0.2) 6884 16309.83 5.933920e-12
SAV-SI(α = 0.1) 2409 9188.49 4.059293e-12
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Figure 6: Convergent behaviors of the ABBPG algorithms, SIS, BDF2 and SAV-SI for computing ternary sigma phase.
First row: M = 0; Second row: M = 20; Left column: Relative energy over iterations; Middle column: Relative
energy over CPU times; Right: Gradient error over iterations; The green ×s mark where restarts occurred.
their best performance though a careful choice of fixed time steps. In the computations of ternary
sigma phase, the optimal step sizes of the SIS and BDF2 methods are α = 0.3 and 0.2, respec-
tively. In the SAV-SI method, the auxiliary parameter C is set to 108, then a large time step
α = 0.1 can be used to obtain the best performance. Table 5 presents the corresponding numer-
ical results and Figure 6 gives the iteration process of different methods. The reference energy
value Es = −1.16910245253091 is obtained numerically via using 256 × 256 × 128 spacial dis-
cretization points. As is evident from these results, the ABBPG methods demonstrate a great
advantage in computing such a complicated periodic structure over other schemes. More pre-
cisely, when M = 20 and a = 0.5, the non-monotone ABBPG method spends 400 iterations to
achieve the prescribed error which converges 5.5 times faster than the SIS, 17.2 times than the
BDF2 method and 6.0 times than the SAV-SI method. From the cost of CPU times, the non-
monotone ABBPG algorithm takes 1782.59 seconds to achieve an accuracy of 10−7 in the error,
almost 22.7%, 10.9% and 19.4% the time employed by the SIS, BDF2 and SAV-SI schemes.
5.3. Quinary component systems
The last multicomponent system considered in this paper is the five component CMSH
model. We take two dimensional chessboard-shaped tiling phase and three dimensional body-
centered cubic (BCC) spherical structure to examine the performance of the ABBPG approaches.
5.3.1. Chessboard-shaped tiling
When computing the chessboard-shaped tiling, the parameters in five-component CMSH
model are given in Table 6. The corresponding computational domain in real space is Ω =
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[0, 2pi)2 and 1024 × 1024 spacial discretization points are used to discretize the computational
domain. The initial solution of j-th component is
φ j(r) =
∑
h∈Λ j0
φˆ(h)eih
>r, r ∈ Ω, (44)
where initial lattice points set Λ j0 ⊂ Z2 can be found in the Table 7 only on which the Fourier
coefficients φˆ(h) located are nonzero. The convergent stationary morphology is given in Figure
7.
Table 6: The non-zero model parameters when computing quinary chessboard-shaped tiling.
c = 10, q1 = q2 = · · · = q5 = 1,
τ3,0,0,0,0 = τ0,3,0,0,0 = τ0,0,3,0,0 = τ0,0,0,3,0 = τ0,0,0,0,3 = −0.10,
τ4,0,0,0,0 = τ0,4,0,0,0 = τ0,0,4,0,0 = τ0,0,0,4,0 = τ0,0,0,0,4 = 0.10,
τ1,0,1,0,0 = −0.70, τ0,1,0,1,1 = 0.05, τ1,1,0,0,1 = −0.12, τ0,1,0,1,0 = −0.44.
Table 7: The initial lattice points of each component when computing quinary chessboard-shaped tiling.
φ1 φ2 φ3 φ4 φ5
Λ
j
0 (±1, 0) (0,±1) (±2, 0) (0,±2) (0, 0)
Figure 7: The stationary chessboard-shaped phase in quinary CMSH model. The morphologies of φ1, φ3 (Left), φ2, φ4
(Middle) and φ5 (Right).
Table 8 presents the numerical results of the ABBPG, SIS, BDF2 and SAV-SI methods. The
step sizes of the SIS and BDF2 schemes are chosen as α = 0.9 and α = 0.6 which can guarantee
an efficient computational performance. The scaler auxiliary parameter C of SAV-SI scheme is
set to 1010 and the time steps can taken as 0.7 to show the best performance. The reference energy
value Es = −0.57163687783215678 is obtained via using 2048 × 2048 spacial discretization
points. Correspondingly, Figure 8 presents the iteration process including the relative energy
difference against iterations and CPU times, and the gradient error over iterations. These results
demonstrate the superiority of the ABBPG algorithms over the SIS, BDF2 and SAV-SI methods.
As Table 8 shows, the monotone ABBPG method (α = 0) has the best performance. Achieving
the prescribed error of 10−7, the least CUP time spent by our methods can be over 15.9 times
faster than the SIS method, over 24.6 times than the BDF2 scheme and over 11.9 times than
the SAV-SI scheme. Even though the ABBPG method costs much time as the SIS and BDF2
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Table 8: Numerical results of computing the quinary chessboard-shape tiling
M a Iterations CPU Time (s) |E − Es|
0 111 80.03 2.575717e-14
0.01 117 93.18 2.187139e-140
0.1 142 108.89 1.154632e-14
0 193 236.30 1.443290e-15
0.01 204 230.71 9.436896e-155
0.1 174 220.86 1.054712e-14
0 186 220.18 2.298162e-14
0.01 236 297.18 8.881784e-1610
0.1 188 235.41 5.218048e-15
SIS(α = 0.9) 3140 1277.70 9.426904e-13
BDF2(α = 0.6) 4720 1968.81 9.414691e-13
SAV-SI(α = 0.7) 809 952.79 9.418021e-13
Figure 8: Comparison of convergent behaviors of the ABBPG and SIS, BDF2 and SAV-SI for computing the quinary
chessboard-shape tiling. First row: M = 0; Second row: M = 5; Left: Relative energy over iterations; Middle: Relative
energy over CPU times; Right: Gradient error over iterations; The green ×s mark where restarts occurred.
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approaches per iteration due to the linear search technique, its adaptive time step compensates
the extra work converging to 10−7, almost 6.3%, 4.1%, and 8.4% of CPU time spent by the SIS,
BDF2, and SAV-SI methods, respectively.
5.3.2. BCC
As the last case, we consider the quinary BCC structure. The parameters in the five compo-
nent CMSH model are given in Table 9. A bounded domain [0, 2
√
2pi)3 is used as the compu-
tational box and 1283 spacial discretization points are employed to compute the BCC spherical
phase. The initial values can be found in Ref. [17]. Figure 9 shows the convergent stationary
solution of different order parameter, which are all BCC phases but with different periodicity.
Table 9: The non-zero model parameters used in computing quinary BCC spherical structure.
c = 1, q1 = 1, q2 = 1.5, q3 = 2, q4 = 2.5, q5 = 3,
τ3,0,0,0,0 = −0.1, τ0,3,0,0,0 = −0.6, τ0,0,3,0,0 = −0.4, τ0,0,0,3,0 = −0.2, τ0,0,0,0,3 = −0.1,
τ4,0,0,0,0 = τ0,0,4,0,0 = τ0,4,0,0,0 = τ0,0,0,4,0 = τ0,0,0,0,4 = 0.1,
τ1,0,1,0,0 = 0.4, τ0,1,0,1,0 = 0.3, τ0,1,1,1,0 = −0.2, τ1,1,0,0,1 = 0.8.
Figure 9: The stationary BCC phase in quinary CMSH model. The subfigure from left to right are morphology of φ1 to
φ5.
Table 10 and Figure 10 compare the numerical behaviors of ABBPG, SIS, BDF2 and SAV-SI
methods. The time steps of SIS, BDF2 and SAV-SI are chosen as α = 0.3, 0.1, 0.05, respectively,
to guarantee the best performance. The scaler auxiliary parameter C of SAV-SI is set to 1010.
Note that the efficient time steps of SAV-SI is limited in this case. Even if we increase C form
1 to 1015, the larger time steps is not accepted to keep convergent. However, our approaches
can use the adaptive time steps obtained by the linear search technique. The reference energy
Es = −1.223144174982792 is obtained via 2563 spacial discretization points. Again, for this
case, the proposed ABBPG methods are still superior to the SIS, BDF2, and SAV-SI algorithms.
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Table 10: Numerical results of computing the quinary BCC structure,
M a Iterations CPU Times |E − Es|
0 182 396.64 2.020605e-13
0.1 212 495.75 1.727507e-130
0.5 208 530.29 1.310063e-13
0 259 495.05 1.394440e-13
0.1 262 559.65 2.167155e-135
0.5 257 537.61 1.461053e-13
0 277 535.12 1.354472e-13
0.1 304 658.07 1.418865e-1310
0.5 267 570.48 1.372235e-13
SIS(α = 0.3) 2255 3030.47 1.735500e-12
BDF2(α = 0.1) 9885 11475.76 1.715516e-12
SAV-SI(α = 0.05) 1068 2832.50 5.879741e-13
Figure 10: Comparison of convergent behaviors of the ABBPG, SIS and BDF2 methods for computing the quinary BCC
phase. First row: M = 0; Second row: M = 5; Left: Relative energy over iterations; Middle: Relative energy over the
CPU times; Right: Gradient error over iterations; The green ×s mark where restarts occurred.
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More precisely, the best performance of ABBPG (M = 0, a = 0) spends 182 iterations to achieve
the prescribed error which converges 12.3 times faster than the SIS, 54.3 times than the BDF2
method and 5.8 times than the SAV-SI method. From the cost of CPU times, the monotone
ABBPG algorithm takes 396.64 seconds to achieve an accuracy of 10−7 in the error, almost
13.0%, 0.03% and 14.0%of the time employed by the SIS, BDF2 and SAV-SI schemes.
6. Conclusion
In this paper, a class of accelerated and efficient methods, i.e., the ABBPG algorithms, are
proposed to compute the stationary states of multicomponent phase field crystal model with
mass conservation. Compared to most existing methods, the new approaches obtain adaptive
time steps by line search technique and show fast convergence rate by using modern optimiza-
tion method. Moreover, a general algorithm framework including monotone and non-monotone
versions is proposed with convergence property. Theoretically, the global Lipschitz continu-
ous assumption which is widely used in many methods has been relaxed. Extensive numerical
experiments on computing stationary periodic crystals and quasicrystals in the binary, ternary,
and quinary coupled-mode Swift-Hohenberg model have shown the significant acceleration over
many existing methods.
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Appendix: Proof of Theorem 3.19
Before prove the convergent property, we first present a useful lemma for our analysis.
Lemma 6.1 (Uniformized Kurdyka-Lojasiewicz property [7].). Let C be a compact set and E
defined in (11) be bounded below. Assume that E is constant on C. Then, there exist  > 0, η > 0,
and ψ ∈ Ψη such that for all u¯ ∈ C and all u ∈ Γη(u¯, ), one has,
ψ
′
(E(u) − E(u¯))dist(0, ∂E(u)) ≥ 1, (45)
where Ψη = {ψ ∈ C[0, η) ∩ C1(0, η)and ψis concave, ψ(0) = 0, ψ′ > 0on (0, η)} and Γη(x, ) =
{y|‖x − y‖ ≤ , E(x) < E(y) < E(x) + η}.
Proof. The proof is based on the fact that E satisfies the so-called Kurdyka-Lojasiewicz property
on C [7].
Proof of Theorem 3.19
Proof. Define two sets Ω2 = {k |wk = 0} and Ω1 = N\Ω2. Since M = 0, we know mk ≡ k. From
the restart technique (19), the following sufficient decrease property holds
E(Xk) − E(Xk+1) ≥ σ‖Xk − Xk+1‖2, ∀k. (46)
Let S (X0) be the set of limiting points of the sequence {Xk} starting form X0. By the boundness
of {Xk} and S (Xk) = ∩n∈N ∪k≥n {Xk}, it follows that {Xk} is a non-empty and compact set. From
Lemma 3.14, we know
E(X) = E∗, ∀X ∈ S (X0). (47)
Then, for all ε1, η > 0, there exists k0 > 0 such that
dist(Xk, S (X0)) ≤ ε1, E∗ < E(Xk) < E∗ + η, ∀k > k0. (48)
Applying Lemma 6.1, for all ∀k > k0 we have
ψ′(E(Xk) − E∗)dist(0, ∂E(Xk)) ≥ 1. (49)
By the convexity of ψ, we have
ψ(E(Xk) − E∗) − ψ(E(Xk+1) − E∗) ≥ ψ′(E(Xk) − E∗)(E(Xk) − E(Xk+1)). (50)
Denote ∆k,k+1 = ψ(E(Xk) − E∗) − ψ(E(Xk+1) − E∗). From (46), we have
∆k,k+1 ≥ σ‖X
k+1 − Xk‖2
dist(0, ∂E(Xk))
, ∀k > k0 (51)
Next, we prove
∑∞
k=0 ‖Xk+1 − Xk‖ < ∞. For any ε > 0, we take N > max{k0, 3T } large enough
such that
C¯ψ(E(XN+1) − E∗) < ε/2, (52)
N∑
k=N−3T+2
‖Xk+1 − Xk‖ < ε/2, (53)
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where C¯ = 3TC/σ. The existence of N is ensured by the fact that lim
k→∞
E(Xk) = E∗, ψ(0) = 0 and
lim
k→∞
‖Xk+1 − Xk‖ = 0. We now show that for all ∀K > N, the following inequality holds
K∑
k=N+1
‖Xk+1 − Xk‖ < ε, (54)
which implies
∑∞
k=0 ‖Xk+1 − Xk‖ < ∞ by Cauchy principle of convergence. In fact, together with
Lemma 3.16 and (51), we obtain
∆k,k+1 ≥ ‖X
k+1 − Xk‖2
C1
∑k
l=k−3T+1 ‖Xl − Xl−1‖
, ∀k > N (55)
where C1 = C/σ. By using the geometric inequality, we get
2‖Xk+1 − Xk‖ ≤ 1
3T
k∑
l=k−3T+1
‖Xl − Xl−1‖ + C¯∆k,k+1, (56)
Summing up (56) for k = N + 1, · · · ,K, it follows that
2
K∑
k=N+1
‖Xk+1 − Xk‖ ≤
K∑
k=N+1
 13T
k∑
l=k−3T+1
‖Xl − Xl−1‖ + C¯∆k,k+1

=
1
3T
K∑
k=N+1
0∑
l=−3T+1
‖Xl+k − Xl+k−1‖ + C¯∆N+1,K+1
=
1
3T
0∑
l=−3T+1
K+l∑
k=N+l+1
‖Xk − Xk−1‖ + C¯∆N+1,K+1
≤ 1
3T
0∑
l=−3T+1
K∑
k=N−3T+2
‖Xk − Xk−1‖ + C¯∆N+1,K+1
=
K∑
k=N−3T+2
‖Xk − Xk−1‖ + C¯∆N+1,K+1
≤
K∑
k=N−3T+1
‖Xk+1 − Xk‖ + C¯∆N+1,K+1,
where the first equality is from the fact that ∆p,q + ∆q,r = ∆p,r. Therefore, we have
K∑
k=N+1
‖Xk+1 − Xk‖ ≤
N∑
k=N−3T+1
‖Xk+1 − Xk‖ + C¯ψ(E(XN+1) − E∗) < ε (57)
As a result, we obtain
∑∞
k=0 ‖Xk+1 − Xk‖ < ∞ and limk→∞ X
k = X∗. From Lemma 3.14 and the
continuity of E(X) on B(X0), we get
lim
k→∞
E(Xk) = E(X∗) = E∗. (58)
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