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DETERMINISTIC CRITERIA FOR THE ABSENCE AND EXISTENCE OF
ARBITRAGE IN MULTI-DIMENSIONAL DIFFUSION MARKETS
DAVID CRIENS
Abstract. We derive deterministic criteria for the existence and non-existence of equiv-
alent (local) martingale measures for financial markets driven by multi-dimensional time-
inhomogeneous diffusions. Our conditions can be used to construct financial markets in
which the no unbounded profit with bounded risk condition holds, while the classical no free
lunch with vanishing risk condition fails.
1. Introduction
The question when a financial model is free of arbitrage is typically asked for each financial
model individually. Our goal is to provide a systematic discussion for exponential models driven
by multi-dimensional time-inhomogeneous diffusions.
We explain our setting in more detail. For a fixed finite time horizon T > 0, let X =
(Xt)t∈[0,T ] be the coordinate process on the path-space Ω of continuous functions [0, T ]→ Rd
and let F be the σ-field generated by X . The real-world measure P of our financial market is a
probability measure on (Ω,F) such that X is a diffusion parameterized by a drift coefficient b
and a diffusion coefficient a. Below, we will formally introduce P as a solution to a martingale
problem (MP). Our financial market consists of m ≤ d risky assets. Each of them is modeled
as a discounted asset process (Sit)t∈[0,T ] with dynamics
dSit = S
i
t〈ei, dXt〉(1.1)
and deterministic initial value Si0 > 0. Here, ei is the i-th unit vector and 〈·, ·〉 is the Euclidean
scalar product. Since m < d is possible, our setting includes incomplete markets and stochastic
volatility models.
For this financial market the classical concepts of no-arbitrage are the notion of no free
lunch with vanishing risk (NFLVR) as defined by Delbaen & Schachermayer (1994, 1999) and
the notion no generalized arbitrage (NGA) as defined by Cherny (2007) and Yan (1998). The
difference between (NFLVR) and (NGA) is captured by the concept of a financial bubble in the
sense of Cox & Hobson (2005). More precisely, a financial bubble exists if (NFLVR) holds while
(NGA) fails. In diffusion markets it is well-known that (NFLVR) is equivalent to the existence
of an equivalent local martingale measure (ELMM), see Delbaen & Schachermayer (1994, 1999),
and that (NGA) is equivalent to the existence of an equivalent martingale measure (EMM),
see Cherny (2007). Consequently, a financial bubble exits if there is an ELMM but no EMM.
The no arbitrage condition used in the stochastic portfolio theory of Fernholz (2002) is no
relative arbitrage (NRA). In complete settings, (NRA) is equivalent to the existence of a strict
martingale density (SMD), see Fernholz & Karatzas (2010).
More recently, various types of weaker notions of no arbitrage are introduced and studied,
see the article of Fontana (2015) for an overview. One of these weak notions is the no unbounded
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profit with bounded risk (NUPBR) condition. It is known that (NUPBR) is equivalent to the
existence of a strict local martingale density (SLMD), see Choulli & Stricker (1996).
In our diffusion market, the existence of a SLMD is equivalent to a mild drift condition. On
the foundation of this drift condition and a local Novikov condition, the contributions of this
article are deterministic criteria for the existence and non-existence of E(L)MMs and SMDs.
Our criteria are typically weaker than classical Novikov-type conditions and easy to verify.
In particular, our results can be used to construct financial markets which include financial
bubbles and financial markets in which (NUPBR) holds, while (NFLVR) fails. Latter receive
recently more and more attention, see, for an example in a diffusion setting, the discussion of
hedging under (NUPBR) given by Ruf (2013).
Let us comment on existing literature. The absence of arbitrage for a class of diffusion models
was for instance studied by Lyasoff (2014), Delbaen & Shirakawa (2002) and Mijatovic´ & Urusov
(2012). Lyasoff (2014) works in a market driven by a continuous Itoˆ process. He shows that
(NFLVR) is determined by the equivalence of a probability measure to the Wiener measure.
The spirit of the work of Delbaen & Shirakawa (2002) and Mijatovic´ & Urusov (2012) is very
similar and close to ours. Their goal is to derive deterministic criteria which are suitable for
applications. However, they work in a one-dimensional setting, while we are particularly inter-
ested in multi-dimensional cases, which differ significantly from the one-dimensional one. We
illustrate this by constructing a type of financial market which allows for arbitrage opportuni-
ties only if it features more than three risky assets. This is particularly surprising when noting
that the sources of risk in this market have the same dimension. Moreover, our setting includes
cases where the MP corresponding to the real-world measure may have more than one solution
and cases with more than one candidate for an E(L)MM. In the setting of Delbaen & Shirakawa
(2002), respectively the setting of Mijatovic´ & Urusov (2012), the real-world measure is unique
and a single candidate for an E(L)MM exists. We give an example where not all candidates
are E(L)MMs and an example where the existence of an E(L)MM may depend on the choice
of the real-world measure, see Examples 3.1 and 3.2 below.
This article is structured as follows. In Section 2 we recall the definitions of MPs and
E(L)MMs. In Section 3 respectively Section 4 we give deterministic conditions for the ex-
istence respectively non-existence of E(L)MMs and SMDs. In particular, in Section 3.1 we
discuss a drift condition which is equivalent to the existence of a SLMD. We present an ap-
plication in Section 5. Finally, in Section 6 we comment on the results of Mijatovic´ & Urusov
(2012) and Lyasoff (2014). For a comparison of the results of Mijatovic´ & Urusov (2012) and
Delbaen & Shirakawa (2002) we refer to Remark 3.2 in Mijatovic´ & Urusov (2012).
To keep this article self-contained, we have attached appendices which include almost all
classical results from stochastic analysis which are used in our proofs.
2. The Financial Market
We fix a finite time horizon T > 0. Let Ω be the space of continuous function [0, T ]→ Rd for a
fixed dimension d ∈ N. The coordinate process X = (Xt)t∈[0,T ] on Ω is given by Xt(ω) = ω(t).
Moreover, we define by F , σ(Xt, t ∈ [0, T ]) a σ-field on Ω and equip Ω with the uniform
topology. It is well-known that F is the Borel σ-field on Ω.
We set Ft , σ(Xs, s ∈ [0, t]) for t ∈ [0, T ] and F , (Ft+)t∈[0,T ], where Ft+ ,
⋂
s∈(t,T ] Fs.
Our financial model will be parameterized by a triplet (b, a, x0), where
(i) b : [0, T ]× Rd → Rd is a Borel function.
(ii) a : [0, T ]×Rd → Sd is a Borel function and Sd is the set of all symmetric non-negative
definite d× d matrices.
(iii) x0 ∈ Rd.
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The parameter b corresponds to the drift, the parameter a corresponds to the diffusion part
and x0 is the initial value.
The probabilistic concept underlying our model is a local version of the martingale problem
as introduced by Stroock & Varadhan (1979), see also Jacod (1979). Let C2(Rd) be the set of
all twice continuously differentiable functions Rd → R. For f ∈ C2(Rd) we set
Kb,at f(x) , 〈b(t, x),∇f(x)〉 +
1
2
trace (a(t, x)∇2f(x)),(2.1)
where ∇f denotes the gradient of f and ∇2f denotes the Hessian matrix of f .
Definition 2.1. We call a probability measure P on (Ω,F) a solution to the martingale problem
(MP) (b, a, x0), if P (X0 = x0) = 1 and for all f ∈ C2(Rd) the process
Mf·,x0 , f(X·)− f(x0)−
∫ ·
0
Kb,as f(Xs) ds(2.2)
is a local (F, P )-martingale.
From now on let P be a solution to the MP (b, a, x0). Our market is supposed to support
N ∋ m ≤ d risky assets. Each of them will be represented by a discounted asset price processes
Si = (Sit)t∈[0,T ]. Formally, for i = 1, ...,m, we set
Sit , S
i
0 exp
(
〈ei, Xt〉 − 〈ei, x0〉 − 1
2
∫ t
0
〈a(s,Xs)ei, ei〉ds
)
, t ∈ [0, T ],(2.3)
for a deterministic initial value Si0 > 0. This definition coincides with (1.1).
Definition 2.2. We call a probability measure Q on (Ω,F) an equivalent (local) martingale
measure (E(L)MM), if Q ∼ P and S , (S1, ..., Sm) is a (local) (F, Q)-martingale.
Thanks to the seminal work of Delbaen & Schachermayer (1994), the existence of an ELMM
is equivalent to the (NFLVR) condition. Moreover, Cherny (2007) showed that (NGA) is equiv-
alent to the existence of an EMM.
Definition 2.3. We call a strictly positive local (F, P )-martingale Z = (Zt)t∈[0,T ] a strict
(local) martingale density (S(L)MD), if the process ZS is a (local) (F, P )-martingale.
We stress that we use the convention that all local martingales have integrable initial values.
Remark 2.1. The existence of an E(L)MM implies the existence of a S(L)MD. Indeed, the
density process of the E(L)MM is a S(L)MD, see Proposition III.3.4 in Jacod & Shiryaev
(2003).
The existence of a SLMD is equivalent to (NUPBR), see Choulli & Stricker (1996) and, in
complete settings, the existence of a SMD is equivalent to (NRA), see Fernholz & Karatzas
(2010). For a profound discussion of weak notions of no arbitrage we refer to the article of
Fontana (2015).
3. Conditions for the Absence of Arbitrage
The goal of this section is to derive deterministic conditions for the existence of E(L)MMs
and SMDs. The section is divided into three parts. First, we give a recap of a classical drift
condition which is equivalent to the existence of a SLMD, i.e. in particular necessary for the
existence of an ELMM and a SMD, see Section 3.1 below. Second, on the basis of the drift
condition, we use non-explosion criteria to achieve our main goal and derive deterministic
conditions for the existence of E(L)MMs and SMDs, see Section 3.2 below. In Section 3.3
below we comment on the main results of this section and discuss examples. The proof of our
main result is given in Section 3.4.
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3.1. A Drift Condition. The following drift condition is well-known to be necessary for the
existence of an ELMM, see, for instance, the article of Protter & Shimbo (2008). To keep the
article self-contained, we give a full proof. As we will motivate below, it can be considered as
a minimal condition in the sense that it is equivalent to the existence of a SLMD.
Lemma 3.1. If an ELMM exists, then there exists an Rd-valued F-predictable process c =
(ct)t∈[0,T ] such that P -a.s. ∫ T
0
〈a(s,Xs)cs, cs〉ds <∞,(3.1)
and for all i = 1, ...,m and P -a.s. for all t ∈ [0, T ]∫ t
0
〈ei, b(s,Xs) + a(s,Xs)cs〉ds = 0.(3.2)
Proof: Let i ∈ {1, ...,m} be fixed and take an ELMM Q. We denote by L(·) the stochastic
logarithm. By Girsanov’s theorem, see Theorem B.1 in Appendix B, there exists an Rd-valued
F-predictable process c = (ct)t∈[0,T ] which satisfies Q-a.s. (and thus, by the equivalence of P
and Q, also P -a.s.) (3.1) and Q-a.s.
L(Si) =
∫ ·
0
〈ei, b(s,Xs) + a(s,Xs)cs〉ds+ local (F, Q)-martingale.(3.3)
Recall that the stochastic logarithm of a local martingale is also a local martingale. Hence, since
the process Si is a local (F, Q)-martingale, also L(Si) is a local (F, Q)-martingale. Now, the
claim of our lemma follows from the fact that continuous local martingales of finite variation
are constant up to a null set, together with the equivalence of P and Q. 
The equation (3.2) is called market price of risk equation (MPRE) and a process c =
(ct)t∈[0,T ] as in Lemma 3.1 is called market price of risk (MPR).
Remark 3.1. As pointed out by Ruf (2013), if in a Markovian setting a MPR c = (ct)t∈[0,T ]
exists, it can be chosen with a Markovian structure, i.e. cs(ω) = c¯(s, ω(s)) for a Borel function
c¯ : [0, T ]× Rd → Rd. In particular, the Markovian version of the MPR is minimal in the sense
that for any MPR c∗ = (c∗t )t∈[0,T ] we have P -a.s.∫ T
0
〈a(s,Xs)c¯(s,Xs), c¯(s,Xs)〉ds ≤
∫ T
0
〈a(s,Xs)c∗s , c∗s〉ds.(3.4)
The existence of a MPR is related to the so-called structure condition as defined by Choulli & Stricker
(1996), which itself is equivalent to the existence of a SLMD, see Theorem 2.9 in Choulli & Stricker
(1996). Indeed, as we state in the following theorem, the existence of a MPR is also equivalent
to the existence of a SLMD.
DETERMINISTIC CRITERIA FOR THE ABSENCE AND EXISTENCE OF ARBITRAGE 5
Theorem 3.1. The following is equivalent:
(i) There exists a MPR.
(ii) There exists a SLMD.
Proof: Assume that c = (ct)t∈[0,T ] is a MPR and define
Zt , exp
(∫ t
0
〈cs, dXcs〉 −
1
2
∫ t
0
〈a(s,Xs)cs, cs〉ds
)
, t ∈ [0, T ],(3.5)
where Xct , Xt−x0−
∫ t
0
b(s,Xs) ds, which is a continuous local (F, P )-martingale, see Propo-
sition B.1 in Appendix B. This process is well-defined by (3.1). Moreover, Z = (Zt)t∈[0,T ]
is a local (F, P )-martingale as it is the stochastic exponential of the local (F, P )-martingale( ∫ t
0 〈cs, dXcs〉
)
t∈[0,T ]. Using the MPRE (3.2), we obtain that
SiZ = Si0 exp
(∫ ·
0
〈cs + ei, dXcs〉 −
1
2
∫ ·
0
〈a(s,Xs)(cs + ei), cs + ei〉ds
)
(3.6)
up to a P -null set. In other words, SiZ is the stochastic exponential of the local (F, P )-
martingale
( ∫ t
0 〈cs + ei, dXcs〉
)
t∈[0,T ] and hence itself a local (F, P )-martingale. Thus, the im-
plication (i) =⇒ (ii) is proven.
We prove the converse implication. Let Z = (Zt)t∈[0,T ] be a SLMD. By the decomposition
theorem of Kunita and Watanabe, see Theorem B.2 in Appendix B, we find an Rd-valued
F-predictable process c = (ct)t∈[0,T ] such that (3.1) holds P -a.s., and a local (F, P )-martingale
N = (Nt)t∈[0,T ] with 〈〈N, 〈ei, Xc〉〉〉 = 0 for all i = 1, ..., d such that
L(Z) =
∫ ·
0
〈cs, dXcs〉+N.(3.7)
Thus, by Equation II.8.20 in Jacod & Shiryaev (2003), we obtain that
L(SiZ) = L(Si) + L(Z) + 〈〈L(Si),L(Z)〉〉
=
∫ ·
0
〈ei, b(s,Xs) + a(s,Xs)cs〉ds+
∫ ·
0
〈cs + ei, dXcs〉+N.
(3.8)
Now, we can argue along the lines of the proof of Lemma 3.1 that the MPRE (3.2) has to hold
up to P -null set. This completes the proof. 
3.2. Deterministic Conditions for the Existence of SMDs and E(L)MMs. In this
section we assume the existence of a good version of a MPR. We now explain what we mean
by this. Define the F-stopping time
τn , inf(t ∈ [0, T ] : ‖Xt‖ ≥ n).(3.9)
Definition 3.1. We say that a MPR c = (ct)t∈[0,T ] is good, if for all n ∈ N
EP
[
exp
(
1
2
∫ T∧τn
0
〈a(s,Xs)cs, cs〉ds
)]
<∞.(3.10)
For x ∈ Rd we set ‖x‖ ,
√
〈x, x〉 and for A ∈ Rd ⊗ Rd we set ‖A‖ ,
√
trace (AA∗), where
A∗ is the adjoint of A. For a function c : [0, T ]× Rd → Rd−m we write (0, c) for the function
[0, T ]× Rd → Rd with 〈(0, c)(t, x), ei〉 = 0 if i ∈ {1, ...,m} and 〈(0, c)(t, x), ei〉 = 〈c(t, x), ei−m〉
for i ∈ {m+ 1, ..., d}.
Remark 3.2. If a is invertible and b, a and a−1b are locally bounded, then for any locally
bounded Borel function µ : [0, T ]× Rd → Rd−m the process
ct(ω) , −a−1(t, ω(t))b(t, ω(t)) + (0, µ(t, ω(t))), t ∈ [0, T ], ω ∈ Ω,(3.11)
is a good MPR.
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In this section we impose the
Assumption 3.1. The function (0, µ) : [0, T ]× Rd → Rd is such that µ : [0, T ]× Rd → Rd−m
is a Borel function for which there is a good MPR c = (ct)t∈[0,T ] such that P -a.s.∫ T
0
‖µ(s,Xs)‖ ds <∞(3.12)
and for all t ∈ [0, T ] and i = m+ 1, ..., d∫ t
0
〈ei, b(s,Xs) + a(s,Xs)cs〉ds =
∫ t
0
〈ei−m, µ(s,Xs)〉ds.(3.13)
Clearly, this assumption holds in the setting of Remark 3.2. We now define several conditions
which will imply the existence of SMDs and E(L)MMs and their uniqueness. The first two
conditions can be seen as a (partial) multi-dimensional Feller test for explosion. It goes back to
Khasminskii (1960) who stated it without proof. Providing an intuition, the condition is based
on a radial comparison with a one-dimensional diffusion.
Condition 3.1. There exists an r > 0 and a Borel function ζ : [0, T ] → [0,∞) such that∫ T
0 ζ(s) ds <∞ and for dt-a.a. t ∈ [0, T ] and all x ∈ {z ∈ Rd : ‖z‖ ≤
√
2r}
‖a(t, x)‖ + ‖µ(t, x)‖ ≤ ζ(t).(3.14)
Moreover, there are continuous functions A : [r,∞)→ (0,∞) and B : [r,∞)→ (0,∞) such that
for dt-a.a. t ∈ [0, T ] and all ρ ≥ √2r and x ∈ {z ∈ Rd : ‖z‖ = ρ},
ζ(t)A
(
ρ2
2
)
≥ 〈a(t, x)x, x〉,(3.15)
ζ(t)〈a(t, x)x, x〉B
(
ρ2
2
)
≥ trace a(t, x) + 2〈x, (0, µ)(t, x)〉,(3.16)
∫ ∞
r
∫ z
r
C(σ)
A(σ) dσ
C(z)
dz =∞,(3.17)
where
C(z) , exp
(∫ z
r
B(σ) dσ
)
.(3.18)
Condition 3.2. For all i = 1, ...,m the following holds: There exists an ri > 0 and a Borel
function ζi : [0, T ]→ [0,∞) such that
∫ T
0
ζi(s) ds <∞ and (3.14), with ζ replaced by ζi, holds
for dt-a.a. t ∈ [0, T ] and all x ∈ {z ∈ Rd : ‖z‖ ≤ √2ri}. Moreover, there exist continuous
functions Ai : [ri,∞) → (0,∞) and Bi : [ri,∞) → (0,∞) such that for dt-a.a. t ∈ [0, T ] and
all ρ ≥ √2ri and x ∈ {z ∈ Rd : ‖z‖ = ρ},
ζ(t)Ai
(
ρ2
2
)
≥ 〈a(t, x)x, x〉,(3.19)
ζ(t)〈a(t, x)x, x〉Bi
(
ρ2
2
)
≥ trace a(t, x) + 2〈x, (0, µ)(t, x) + a(t, x)ei〉,(3.20)
and (3.17) holds for A replaced by Ai, B replaced by Bi and r replaced by ri.
The following conditions are typically easy to verify.
Condition 3.3. There exists a Borel function ζ : [0, T ] → [0,∞) such that ∫ T0 ζ(s) ds < ∞
and for dt-a.a. t ∈ [0, T ] and all x ∈ Rd
trace a(t, x) + 2〈x, (0, µ)(t, x)〉 ≤ ζ(t)(1 + ‖x‖2).(3.21)
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Condition 3.4. There exists a Borel function ζ : [0, T ] → [0,∞) such that ∫ T0 ζ(s) ds < ∞
and for all i = 1, ...,m, dt-a.a. t ∈ [0, T ] and all x ∈ Rd
trace a(t, x) + 2〈x, (0, µ)(t, x) + a(t, x)ei〉 ≤ ζ(t)(1 + ‖x‖2).(3.22)
For the existence of an ELMM we also give an eigenvalue condition in the spirit of McKean
(1969). We illustrate an application of this condition in Section 5 below.
Condition 3.5. We have µ ≡ 0. Let λ+(a(t, x)) be the largest eigenvalue of a(t, x) and set
γ(z) , sup
‖x‖≤z
sup
t∈[0,T ]
λ+(a(t, x)).(3.23)
There exists a z0 ≥ ‖x0‖ such that 0 < γ(z) <∞ for all z ≥ z0 and either
lim sup
n→∞
n2
γ(n)
=∞(3.24)
or there exists a Borel function ξ : [z0,∞) → (0,∞) such that γ(z) ≤ ξ(z) for all z ≥ z0, the
map x 7→ xξ(x) is Riemann integrable on [z0, n] for all N ∋ n > z0, and
lim sup
n→∞
∫ n
z0
x
ξ(x)
dx =∞.(3.25)
We stress that λ+ is a Borel function, see Azoff (1974). Finally, we formulate two conditions
which imply the uniqueness of the E(L)MM.
Condition 3.6. For all x ∈ Rd it holds that
inf
s∈[0,T ]
inf
‖θ‖=1
〈θ, a(s, x)θ〉 > 0,
lim
y→x sups∈[0,T ]
‖a(s, y)− a(s, x)‖ = 0.(3.26)
Condition 3.7. The coefficient a has a root a
1
2 such that for all n ∈ N there exists a Borel
function ζn : [0, T ] → [0,∞) such that
∫ T
0
ζn(s) ds < ∞ and for dt-a.a. t ∈ [0, T ] and all
x, y ∈ {z ∈ Rd : ‖z‖ ≤ n}
‖a 12 (t, x)− a 12 (t, y)‖2 ≤ ζn(t)‖x− y‖2.(3.27)
We are in the position to state the main theorem of this section. We prove the result in
Section 3.4 below.
Theorem 3.2. (i) If one of the Conditions 3.1, 3.3 and 3.5 holds, then there exists a
solution to the MP ((0, µ), a, x0) which is also an ELMM. Moreover, if in addition
d = m and either Condition 3.6 or Condition 3.7 holds, then the ELMM is unique.
(ii) Suppose that there exists a Borel function ζ : [0, T ]→ [0,∞) such that ∫ T0 ζ(s) ds <∞
and a locally bounded Borel function aˆ : [0, T ]× Rd → [0,∞) such that for all dt-a.a.
t ∈ [0, T ] and all x ∈ Rd
max
i=1,...,m
〈a(t, x)ei, ei〉 ≤ ζ(t)aˆ(t, x).(3.28)
If one of the Conditions 3.2 and 3.4 is satisfied, then there exists a SMD. If in addition
one of the Conditions 3.1, 3.3 and 3.5 holds, then there exists a solution to the MP
((0, µ), a, x0) which is an EMM. Moreover, if in addition d = m and either Condition
3.6 or Condition 3.7 holds, then the EMM is unique.
Let us stress that no uniqueness argument is needed and that the result also applies in
degenerated cases, see Example 3.1 below.
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Remark 3.3. (i) Part (i) of Theorem 3.2 stays true if the discounted asset process S is
defined by Si , 〈ei, X〉. In this case, Si may have non-positive paths. For our proof
of Theorem 3.2 (ii) the non-negativity of Si is crucial, since we use a local change of
measure with ZSi and Si as local densities. Here, Z is defined as in (3.5).
(ii) A version of Theorem 3.2 also holds for the infinite time horizon. We discuss the
adjustments of the conditions and the proof in Remark 3.5 below.
An immediate consequence of Theorem 3.2 is the following
Corollary 3.1. If µ and a are bounded uniformly on [0, T ]× Rd, then there exists an EMM.
In the one-dimensional case Condition 3.7 can be improved to local Ho¨lder continuity. We
state this special case formally in the following
Proposition 3.1. Suppose that d = m = 1. Moreover, assume that for all n ∈ N there
exists a strictly increasing function hn : [0,∞) → [0,∞) with hn(0) = 0 and a Borel function
ζn : [0, T ]→ [0,∞) such that for dt-a.a. t ∈ [0, T ] and all ǫ > 0 and x, y ∈ [−n, n]∫ ǫ
0
1
hn(z)
dz =∞,(3.29) ∫ T
0
ζn(s) ds <∞,(3.30)
‖a 12 (t, x) − a 12 (t, y)‖2 ≤ ζn(t)hn(‖x− y‖),(3.31)
then there exits at most one ELMM. In particular, there exists at most one EMM.
A proof is given in Appendix A.1. Before we comment on Theorem 3.2, let us state a version
of Theorem 3.2 for homogeneous coefficients.
Corollary 3.2. Suppose that µ and a are independent of time and locally bounded. Under
each of the following two conditions a solution to the MP ((0, µ), a, x0) exists which is also an
ELMM.
(i) There exist an r > 0 and continuous functions A : [r,∞) → (0,∞) and B : [r,∞) →
(0,∞) such that for all ρ ≥ √2r and x ∈ {z ∈ Rd : ‖z‖ = ρ}
A
(
ρ2
2
)
≥ 〈a(x)x, x〉,(3.32)
〈a(x)x, x〉B
(
ρ2
2
)
≥ trace a(x) + 2〈x, (0, µ)(x)〉,(3.33)
and (3.17) holds.
(ii) For all x ∈ Rd we have
trace a(x) + 2〈x, (0, µ)(x)〉 ≤ const. (1 + ‖x‖2).(3.34)
Furthermore, under each of the following two conditions a SMD exists.
(iii) For all i = 1, ...,m there exist an ri > 0 and continuous functions Ai : [ri,∞)→ (0,∞)
and Bi : [ri,∞)→ (0,∞) such that for all ρ ≥
√
2ri and x ∈ {z ∈ Rd : ‖z‖ = ρ}
Ai
(
ρ2
2
)
≥ 〈a(x)x, x〉,(3.35)
〈a(x)x, x〉Bi
(
ρ2
2
)
≥ trace a(x) + 2〈x, (0, µ)(x) + a(x)ei〉,(3.36)
and (3.17) holds for A replaced by Ai, B replaced by Bi and r replaced by ri.
(iv) For all i = 1, ...,m and x ∈ Rd we have
trace a(x) + 2〈x, (0, µ)(x) + a(x)ei〉 ≤ const. (1 + ‖x‖2).(3.37)
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Moreover, if one of the conditions (i) and (ii) and one of the conditions (iii) and (iv) holds, then
the solution to the MP ((0, µ), a, x0) is an EMM. If in addition d = m and a is either continuous
and satisfies inf‖θ‖=1〈θ, a(x)θ〉 > 0 for all x ∈ Rd, or has a locally Lipschitz continuous root,
then the ELMM, respectively the EMM, is unique.
3.3. Comments and Examples. Let us comment on consequences of Theorem 3.2. We start
with an example for a financial market in which not all solutions to the MP (0, a, x0) are
ELMMs. Our result, however, yields that we can find a solution which is an ELMM. We stress
that, as the example also illustrates, solutions can behave very differently.
Example 3.1. Suppose that d = m = 1 and that
a(t, x) , ‖x‖α ∧ 1, α ∈ (0, 1).(3.38)
This diffusion coefficient corresponds to Girsanov’s SDE and it is well-known that the MP
(0, a, 0) has more than one solution. In fact, the Dirac measure on {ω ∈ Ω: ω(t) = 0 for all t ∈
[0, T ]} is a solution and a non-Dirac solution is given by the law of (Bτt)t∈[0,T ], where (Bt)t∈[0,∞)
is a one-dimensional Brownian motion and (τt)t∈[0,T ] is a time-change, see, for instance,
Rogers & Williams (2000b) pp. 175 for more details. Consequently, not all solutions to the
MP (0, a, 0) are equivalent. Since all ELMMs are equivalent, this implies that not all solutions
can be ELMMs. However, if a good MPR exists for the market, by Corollary 3.1 we can always
find an EMM in the set of solutions to the MP (0, a, 0).
If the MP (b, a, x0) has more than one solution, then the existence of an E(L)MM depends
on the choice of P . To illustrate this, we give the following
Example 3.2. Suppose that d = m = 1 and that
b(t, x) , 3x
1
3 , a(t, x) , 9‖x‖ 43 .(3.39)
Then, it is clear that the Dirac measure on the set {ω ∈ Ω: ω(t) = 0 for all t ∈ [0, T ]} is
a solution to the MP (b, a, 0). In fact, a non-Dirac solution is the law of (W 3t )t∈[0,T ], where
(Wt)t∈[0,T ] is a one-dimensional Brownian motion. This can easily be verified by Itoˆ’s formula.
Now, in the Dirac case the unique EMM is given by the real-world measure itself. If P is the
law of (W 3t )t∈[0,T ], then there is no ELMM. To see this, note that, due to Lemma 3.3 below, any
ELMM has to be a solution to the MP (0, a, 0), which unique solution is the Dirac measure on
the set {ω ∈ Ω: ω(t) = 0 for all t ∈ [0, T ]}. This measure, however, is not equivalent to the law
of (W 3t )t∈[0,T ]. Let us stress that this is no contradiction to Theorem 3.2 since no MPR exists.
This can be shown using the Engelbert-Schmidt zero-one law, see, for instance, Proposition
3.6.27 in Karatzas & Shreve (1991). Therefore, not even a SLMD exists.
Theorem 3.2 has interesting consequences for the incomplete case, which we discuss in the
following
Remark 3.4. Let us comment on the case m < d. Suppose that a is invertible, that b, a and
a−1b is locally bounded and that
trace a(t, x) ≤ const. (1 + ‖x‖2)(3.40)
for dt-a.a. t ∈ [0, T ] and all x ∈ Rd. In this case, for any locally bounded Borel function
µ : [0, T ]× Rd → Rd−m our Assumption 3.1 holds, see Remark 3.2. If µ is even bounded, then
Condition 3.3 holds and Theorem 3.2 yields that the MP ((0, µ), a, x0) has a solution which is
also an ELMM. Since there are infinitely many bounded functions µ, there are also infinitely
many ELMMs.
We also stress that, except of Assumption 3.1, our conditions for the existence of an E(L)MM
are independent of the coefficient b. This is interesting when comparing our result to classical
Novikov-type conditions which are typically imposed to ensure the existence of an E(L)MM.
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Example 3.3. Suppose that m = d, that b is locally bounded and that a , Id, where Id
denotes the identity matrix. Then, cs(ω) , −b(s, ω(s)) is a good MPR and, by Corollary 3.1,
an EMM exists. In this setup, the classical Novikov condition for the existence of an ELMM
is given by
EP
[
exp
(
1
2
∫ T
0
‖b(s,Xs)‖2 ds
)]
<∞,(3.41)
which is a condition particularly depending on b. For an example where (3.41) is violated
consider
b(t, x1, ..., xd) , (Cx2, 0, ..., 0)
tr,(3.42)
for some large enough constant C > 0. Then, it holds that
EP
[
exp
(
1
2
∫ T
0
‖b(s,Xs)‖2 ds
)]
= E
[
exp
(
C2
2
∫ T
0
W 2s ds
)]
=∞,(3.43)
where (Wt)t∈[0,T ] is a one-dimensional Brownian motion. In this particular setting, Novikov’s
condition can be generalized, see the Corollaries 3.5.14 and 3.5.16 in Karatzas & Shreve (1991).
However, if the diffusion coefficient a is not constant, generalized Novikov-type conditions are
not available, while Theorem 3.2 may still apply.
3.4. Proof of Theorem 3.2. We first prove (i). Let c = (ct)t∈[0,T ] be a good MPR corre-
sponding to µ, see Assumption 3.1. Then, we can define the local (F, P )-martingale Z as in
(3.5). Since c is good, it follows from Novikov’s condition that the stopped process (Zt∧τn)t∈[0,T ]
is an (F, P )-martingale. We define a probability measure Qn on (Ω,F) by the Radon-Nikodym
derivative dQn = ZT∧τn dP . The following lemma is proven in Appendix A.2.
Lemma 3.2. If one of the Conditions 3.1, 3.3 and 3.5 holds, then
lim
n→∞
Qn(τn > T ) = 1.(3.44)
By the fact that τn(ω)ր∞ as n→∞ for all ω ∈ Ω and Lemma 3.2, we have
EP [ZT ] = lim
n→∞
EP
[
ZT∧τn1{τn>T}
]
= lim
n→∞
Qn(τn > T ) = 1.
Thus, Z = (Zt)t∈[0,T ] is an (F, P )-martingale and dQ = ZT dP defines a probability measure
on (Ω,F) which is equivalent to P . By Girsanov’s theorem, see Theorem B.1 in Appendix B, Q
solves the MP ((0, µ), a, x0). In particular, for all i = 1, ...,m the discounted asset price process
Si is a local (F, Q)-martingale and it follows that Q is an ELMM.
Let us now prove that in the case d = m either of the Conditions 3.6 and 3.7 implies that
we have found the unique ELMM. The following lemma is also useful in the next section where
we derive conditions for the non-existence of ELMMs.
Lemma 3.3. If d = m, then each ELMM solves the MP (0, a, x0).
Proof: Suppose that Q is an ELMM. Then, S−10 S, and thus also its stochastic logarithmX−x0,
is a continuous local (F, Q)-martingale. Since, by Girsanov’s theorem, see Theorem B.1 in
Appendix B, the quadratic variation process of X is the same for P and Q, it follows from
Proposition B.1 in Appendix B that Q solves the MP (0, a, x0). 
Due to this observation, the uniqueness of the ELMM follows immediately from the following
lemma. A proof is given in Appendix A.3.
Lemma 3.4. If one of the Conditions 3.6 and 3.7 holds, then the set of solutions to the MP
(0, a, x0) is a singleton.
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To prove the existence of a SMD or an EMM, it suffices to repeat the previous argument
with ZSi or Si instead of Z. The additional assumption (3.28) ensures that a local Novikov
condition in the spirit of (3.10) holds. We omit the details. Since, by (i), there is at most one
ELMM under either of the Conditions 3.6 and 3.7, there can obviously also be at most one
EMM. The proof of Theorem 3.2 is complete. 
Remark 3.5. A version of Theorem 3.2 also holds on the infinite time horizon. Let us shortly
point out which changes are necessary. We implicitly assume that our setting is adjusted to
the infinite time horizon. That means, for instance, that Ω is the space of continuous functions
[0,∞) → Rd, equipped with the local uniform topology, and F is the corresponding Borel
σ-field. In particular, the Assumption 3.1 has to hold for all T > 0. Then, we can define a
probability measure Qn by the Radon-Nikodym derivative dQn = Zn∧τn dP . If one of the
Conditions 3.1, 3.3 and 3.5 holds for all T > 0, then (3.44) holds for all T > 0 and an
application of Tulcea’s extension theorem, see Theorem 1.3.5 in Stroock & Varadhan (1979),
yields the existence of a probability measure on (Ω,F) which coincides with Qn on Fn∧τn . This
extension is locally equivalent of P , see Lemma III.3.3 in Jacod & Shiryaev (2003), and such
that 〈X, ei〉 is a local martingale. Similarly, if (in addition) the Conditions 3.2 and 3.4 hold for
all T > 0, then ZSi is a P -martingale (Si is a martingale w.r.t. the extension).
4. Deterministic Conditions for the Non-Existence of SMDs and E(L)MMs
In this section we suppose that d = m and, for simplicity, ‖x0‖ = 1. The following conditions
can be viewed as complements to the Conditions 3.1 and 3.2. They are extensions of criteria
for explosion by Khasminskii (1960) as given in Theorem 10.2.4 in Stroock & Varadhan (1979)
and imply that the MP (0, a, x), respectively the MP (aei, a, x), has no solution.
We stress that Theorem 10.2.4 in Stroock & Varadhan (1979) only implies that the MPs
(0, a, x) and (aei, a, x0) have no solutions for large enough time horizons. We establish this
result for an arbitrary finite time horizon.
Condition 4.1. There exist continuous functions A : (0,∞)→ (0,∞) and B : (0,∞)→ (0,∞)
such that for all t ∈ [0, T ], ρ > 0 and x ∈ {z ∈ Rd : ‖z‖ = ρ}
A
(
ρ2
2
)
≤ 〈a(t, x)x, x〉,(4.1)
〈a(t, x)x, x〉B
(
ρ2
2
)
≤ trace a(t, x),(4.2)
∫ ∞
1
2
∫ z
1
2
C(σ)
A(σ) dσ
C(z)
dz <∞,(4.3)
∫ 1
2
0
∫ 1
2
z
C(σ)
A(σ) dσ
C(z)
dz =∞,(4.4)
where
C(z) , exp
(∫ z
1
2
B(σ) dσ
)
.(4.5)
Moreover, for all n ∈ N there exist a strictly increasing function ρn : [0,∞) → [0,∞) with
ρn(0) = 0 and a strictly increasing, concave and continuous function κn : [0,∞)→ [0,∞) with
κn(0) = 0 such that for all x, y ∈ [ 1n , n] it holds that
‖A 12 (x)−A 12 (y)‖2 ≤ ρn(‖x− y‖),(4.6)
‖A(x)B(x) −A(y)B(y)‖ ≤ κn(‖x− y‖),(4.7)
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and for all ǫ > 0 ∫ ǫ
0
1
ρn(z)
dz =∞,(4.8) ∫ ǫ
0
1
κn(z)
dz =∞.(4.9)
Remark 4.1. The second part of Condition 4.1 is in the spirit of the conditions for pathwise
uniqueness as given by Yamada & Watanabe (1971). For instance, one may choose ρn(x) =
κn(x) = x if A
1
2 is locally Ho¨lder continuous with exponent 12 and AB is locally Lipschitz
continuous.
We also formulate a condition for non-existence of a SMD. Recall that if no SMD exists,
then also no EMM exists.
Condition 4.2. For at least one i ∈ {1, ..., d} the following holds: There exist continuous
functions A : (0,∞) → (0,∞) and B : (0,∞) → (0,∞) such that for all t ∈ [0, T ], ρ > 0 and
x ∈ {z ∈ Rd : ‖z‖ = ρ},
A
(
ρ2
2
)
≤ 〈a(t, x)x, x〉,(4.10)
〈a(t, x)x, x〉B
(
ρ2
2
)
≤ trace a(t, x) + 2〈x, a(t, x)ei〉,(4.11)
and (4.3) and (4.4) hold. Moreover, for all n ∈ N there exist a strictly increasing function
ρn : [0,∞)→ [0,∞) with ρn(0) = 0 and a strictly increasing, concave and continuous function
κn : [0,∞) → [0,∞) with κn(0) = 0 such that (4.6) and (4.7) hold for all x, y ∈ [ 1n , n] and
(4.8) and (4.9) hold for all ǫ > 0.
The proof of the following theorem is based on a comparison argument in the spirit of the
proof of Khasminskii’s criterion for explosion as given by Ikeda & Watanabe (1977) together
with the fact that one-dimensional diffusions explode arbitrarily fast.
Theorem 4.1. (i) Suppose that Condition 4.1 holds, then no ELMM exists.
(ii) Suppose that Condition 4.2 holds, then no SMD exists. In particular, if Condition 4.2
holds, then no EMM exists.
Remark 4.2. The Theorems 3.1 and 4.1 can be used to construct financial markets in which
a SLMD exists, while no ELMM exists. We give an example in Section 5 below. Similarly, the
Theorems 3.1 and 4.1 can be used to construct a financial market in which a SMD exists, while
no ELMM exists.
Theorem 4.1 in combination with Theorem 3.2 can be used to construct financial markets
in which an ELMM exists, but no EMM. In this case the market includes a financial bubble
as defined by Cox & Hobson (2005), see also Section 5 below.
Furthermore, if a MPR exists and Condition 4.2 holds, then there exists a SLMD which is
no SMD.
Proof of Theorem 4.1: By Lemma 3.3, part (i) follows if Condition 4.1 implies that the MP
(0, a, x0) has no solution. For the second part, note the following
Lemma 4.1. If a SMD exists, then the MP (aei, a, x0) has a solution for all i = 1, ..., d.
Proof: Suppose there exists a SMD Z = (Zt)t∈[0,T ]. As shown in the proof of Theorem 3.1, there
exists a MPR c = (ct)t∈[0,T ] and a local (F, P )-martingale N = (Nt)t∈[0,T ] with 〈〈N, 〈ei, Xc〉〉〉 =
0 for all i = 1, ..., d such that
L (ZSi) = ∫ ·
0
〈cs + ei, dXcs〉+N.(4.12)
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Denote by E(·) the stochastic exponential. We have
E (L (ZSi)) = ZSi
Z0Si0
,(4.13)
see Corollary II.8.7 in Jacod & Shiryaev (2003). Thus, it holds that
〈〈〈X, ei〉, ZSi〉〉 =
∫ ·
0
Zs−Sis〈ei, a(s,Xs)(cs + ei)〉ds.(4.14)
By definition, ZSi is an (F, P )-martingale. Thus, we can define a probability measure Qi on
(Ω,F) by the Radon-Nikodym derivative dQi = ZTSiT /Z0Si0 dP . Now, Girsanov’s theorem,
see Theorem B.1 in Appendix B, Proposition B.1 in Appendix B, (3.2) and (4.14) yield that
Qi solves the MP (aei, a, x0). 
Thus, since the existence of an EMM implies the existence of a SMD, part (ii) follows if
Condition 4.2 implies that the MP (aei, a, x0) has no solution for some i ∈ {1, ..., d}. The
argument is identical for both cases, so that we prove them simultaneously. Let
bˆ ,
{
aei if Condition 4.1 holds,
0, if Condition 4.2 holds.
(4.15)
We use a contradiction argument. Suppose that the MP (bˆ, a, x0) has a solution. Since the
existence of weak solutions to SDEs is equivalent to the existence of solutions to MPs, see
Theorem C.2 in Appendix C, there exists a solution process Y = (Yt)t∈[0,T ] to the SDE
dYt = bˆ(t, Yt) dt+ a
1
2 (t, Yt) dWt, Y0 = x0,(4.16)
where W = (Wt)t∈[0,T ] is a d-dimensional Brownian motion. Define p(x) , 12‖x‖2 and
φt , inf
(
s ∈ [0, T ] :
∫ s
0
〈a(r, Yr)Yr, Yr〉
A(p(Yr))
dr ≥ t
)
.(4.17)
Note that, by (4.1), φt ≤ t. Set
u(t, x) , 〈x, bˆ(t, x)〉 + 1
2
trace a(t, x).(4.18)
Using Itoˆ’s formula, we obtain
dp(Yt) = 〈Yt, a 12 (t, Yt) dWt〉+ u(t, Yt) dt, p(Y0) = 1
2
.(4.19)
The map
t 7→
∫ t
0
〈a(r, Yr)Yr, Yr〉
A(p(Yr))
dr(4.20)
is continuous and strictly increasing. Thus, also t 7→ φt is continuous and strictly increasing
and, by classical rules for time-changed (stochastic) integrals, see Appendix D, we obtain
dp(Yφt) = 〈Yφt , a
1
2 (φt, Yφt) dWφt〉+ u(φt, Yφt) dφt
= 〈Yφt , a
1
2 (φt, Yφt) dWφt〉+
1
2
A(p(Yφt))u(φt, Yφt)
〈a(φt, Yφt)Yφt , Yφt〉
dt.
(4.21)
We set
Bt ,
∫ t
0
〈A− 12 (p(Yφt))Yφt , a
1
2 (φt, Yφt) dWφt〉, t ∈ [0, T ].(4.22)
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Due to Proposition D.2 in Appendix D the process B = (Bt)t∈[0,T ] is a local martingale (w.r.t.
a time-changed filtration) with
〈〈B〉〉t =
∫ t
0
〈a(φs, Yφs)Yφs , Yφs〉
A(p(Yφs))
d〈〈Wφ
·
〉〉s
=
∫ t
0
〈a(φs, Yφs)Yφs , Yφs〉
A(p(Yφs))
dφs = t.
(4.23)
Thus, by Le´vy’s characterization of Brownian motion, see, for instance, Theorem IV.3.6 in
Revuz & Yor (2001), the process B is a Brownian motion. We have found the dynamics
dp(Yφt) = A
1
2 (p(Yφt)) dBt +
A(p(Yφt))u(φt, Yφt)
〈a(φt, Yφt)Yφt , Yφt〉
dt, p(Yφ0) =
1
2
.(4.24)
Let I∆ , (0,∞) ∪ {∆} be the one-point compactification of I , (0,∞). As in Appendix C,
we denote by W the space of all continuous functions ω : [0,∞) → I∆ such that ω(t) = ∆ for
all t ≥ γI(ω) , inf(t ∈ [0,∞) : ω(t) 6∈ I). Furthermore, we set
γn(ω) , inf
(
t ∈ [0,∞) : ω(t) 6∈
(
1
n
, n
))
, ω ∈W.(4.25)
The following lemma is proven in Appendix A.4.
Lemma 4.2. There exists a process Z = (Zt)t∈[0,∞) with paths in W such that for all t ∈ [0,∞)
and n ∈ N
Zt∧γn(Z) =
1
2
+
∫ t∧γn(Z)
0
A
1
2 (Zs) dBs +
1
2
∫ t∧γn(Z)
0
A(Zs)B(Zs) ds.(4.26)
Next, we compare (Zt)t∈[0,T ] and U = (Ut)t∈[0,T ] , (p(Yφt))t∈[0,T ]. We set
ξn , inf
(
t ∈ [0, T ] : Ut 6∈
(
1
n
, n
))
.(4.27)
The following lemma is proven in Appendix A.5.
Lemma 4.3. Almost surely for all n ∈ N and t ∈ [0, T ]
Zt∧γn(Z)∧ξn ≤ Ut∧γn(Z)∧ξn .(4.28)
The previous lemma states that a.s. the paths of (Zt)t∈[0,T ] are below the paths of U till
either (Zt)t∈[0,T ] or U leaves (0,∞). However, by the Feller test for explosion, see Theorem
C.3 in Appendix C, the condition (4.4) yields that Z a.s. does not explode to 0. Hence, by the
pathwise ordering of (Zt)t∈[0,T ] and U , also U a.s. does not explode to 0. By Feller’s test and
Proposition C.3 in Appendix C, (4.3) implies that Z explodes to +∞ arbitrarily fast, i.e. before
time T with positive probability. Therefore, our pathwise ordering implies that U explodes to
+∞ with positive probability. We deduce from φt ≤ t that ‖Y ‖ explodes to +∞ with positive
probability. This, however, is a contradiction to the fact that Y has paths in Ω. Hence, we
conclude that the MP (0, a, x0) has no solution. This completes the proof. 
5. The Influence of the Market Dimension
The number of assets in a market plays a crucial role for the existence of an ELMM. In this
section we give an example for a financial market in which the number of risky assets coincides
with the number of the sources of risk and the existence of an ELMM depends on the number
of assets.
Let f : Rd → (0,∞) be a locally bounded Borel function such that for all R > 0
inf
‖x‖≤R
f(x) > 0.(5.1)
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We suppose that m = d, that there is a Borel function ζ : [0, T ]→ [0,∞) and a locally bounded
Borel function bˆ : [0, T ] × Rd → [0,∞) such that ∫ T0 ζ2(s) ds < ∞, ‖b(t, x)‖ ≤ ζ(t)bˆ(t, x),
‖x0‖ = 1 and
〈a(t, x)ei, ej〉 , f(x)1{i=j}.(5.2)
In this case, cs(ω) , −a−1(s, ω(s))b(s, ω(s)) is a good MPR. In particular, by Theorem 3.1,
there always exists a SLMD. However, as we will see next, if the dimension is high enough there
are cases in which no ELMM exists. We transfer the Conditions 3.5 and 4.1 to this setting.
Condition 5.1. There exists a continuous function ξ : [1,∞) → (0,∞) such that ξ(z) ≥
sup‖x‖≤z f(x) for all z ∈ [1,∞) and ∫ ∞
1
ρ
ξ(ρ)
dρ =∞.(5.3)
Condition 5.2. There exists a locally Lipschitz continuous function α : (0,∞)→ (0,∞) such
that α(ρ) ≤ f(x) for ρ > 0 and x ∈ {z ∈ Rd : ‖z‖ = ρ}, and∫ ∞
1
ρ
α(ρ)
dρ <∞.(5.4)
Proposition 5.1. If d ≤ 2, then there exists a unique ELMM. Moreover, if d ≥ 3 and Condi-
tion 5.1 holds, then there is an ELMM, which is unique if f is continuous. But if d ≥ 3 and
Condition 5.2 holds, then there is no ELMM.
Proof: Let d ≤ 2. Set Qn as in the proof of Theorem 3.2 and note, by Lemma A.1 in Appendix
A.2, that Qn solves the MP (0, a, x0; τn), see Definition A.1 in Appendix A.2 for this notation.
If we show that limn→∞Qn(τn > T ) = 1, then the existence of an ELMM follows as in the
proof of Theorem 3.2. By Exercise 10.3.3 in Stroock & Varadhan (1979), for all initial valued
x ∈ Rd the MP (0, a, x) up to explosion has a unique non-explosive solution Qx. Thus, by
Proposition C.2 in Appendix C we have Qx0 = Qn on Fτn and, since Qx0 is non-explosive, it
holds that
lim
n→∞
Qn(τn > T ) = lim
n→∞
Qx0(τn > T ) = 1.(5.5)
We conclude that an ELMM exists. Since, again due to Proposition C.2 in Appendix C, the
MP (0, a, x0) has only one solution, Lemma 3.3 yields that the ELMM is unique.
Clearly, Condition 5.1 implies Condition 3.5. Thus, if d ≥ 3 and Condition 5.1 holds, an
ELMM exists by Theorem 3.2. Moreover, if f is continuous, Condition 3.6 holds and Theorem
3.2 implies furthermore that the ELMM is unique.
Suppose now that d ≥ 3 and that Condition 5.2 holds. Set A(x) = 2xα(√2x) and B(x) =
d
2x for x ∈ (0,∞). It is routine to check that A and B satisfy (4.1) and (4.2). Moreover,
since compositions and products of locally Lipschitz continuous functions are locally Lipschitz
continuous, A
1
2 and AB are locally Lipschitz continuous. Let C be defined as in (3.18). By
Fubini’s theorem, using that d ≥ 3, we obtain∫ ∞
1
2
∫ z
1
2
C(σ)
A(σ) dσ
C(z)
dz =
∫ ∞
1
2
∫ ∞
σ
1
C(z)
dz
C(σ)
A(σ)
dσ
= const.
∫ ∞
1
2
σ
A(σ)
dσ
= const.
∫ ∞
1
2
1
α(
√
2σ)
dσ
= const.
∫ ∞
1
σ
α(σ)
dσ.
(5.6)
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Hence, (5.4) is equivalent to (4.3). Moreover, using again d ≥ 3, we obtain∫ 1/2
0
exp
(
−
∫ z
1/2
B(u) du
)
dz = const.
∫ 1/2
0
1
zd/2
dz = +∞.(5.7)
Thus, Problem 5.5.27 in Karatzas & Shreve (1991) implies that (4.4) is satisfied. Putting these
pieces together, Condition 5.2 implies Condition 4.1. Therefore, due to Theorem 4.1, no ELMM
exists. 
Without further assumptions on f we cannot conclude uniqueness of the ELMM in the case
d ≥ 3, see Nadirashvili (1997) for more details.
The Conditions 5.1 and 5.2 are very close. We think that in the present market they pro-
vide a fairly complete picture of the existence respectively non-existence of ELMMs for high
dimensions.
Proposition 5.1 yields the existence of financial markets including arbitrage opportunities
where the number of assets coincides with the number of sources of risk. We give an explicit
example.
Example 5.1. Let d ≥ 3 and suppose that f(x) , (‖x‖ ∨ 1)2+ǫ for some ǫ > 0 and set
b(x) = −β2 ‖x‖ǫx with β ≥ d − 2. In this case, the MP (b, a, x0) has a unique solution, see
Exercise 10.3.4 in Stroock & Varadhan (1979). Now, we can take α(ρ) , ρ2+ǫ which is a locally
Lipschitz continuous function. It is easy to check that (5.4) holds. Therefore, by Theorem 3.1
and Proposition 5.1, there exists a SLMD, but no ELMM.
If d ≤ 2 there is always an ELMM, but there are case in which no EMM exists, i.e. the
market includes a financial bubble. Let us illustrate this for the one-dimensional case.
Proposition 5.2. Assume that d = m = 1. Then, the following are equivalent:
(i) A SMD exists.
(ii) An EMM exists.
(iii) We have ∫ ∞
1
1
f(y)
dy =∞.(5.8)
Moreover, if an EMM exists, it is unique.
Proof: We prove (i) =⇒ (iii) =⇒ (ii). This suffices since (ii) =⇒ (i) is clear.
First, assume that (i) holds. Then, by Lemma 4.1, the MP (f, f, x0) has a solution. By
Theorem C.3 and Remark C.2 in Appendix C this implies (iii). To see this, note that Fubini’s
theorem implies that ∫ ∞
0
exp(−2x)
∫ x
0
exp(2y)
f(y)
dy dx =
1
2
∫ ∞
0
1
f(x)
dx,(5.9)
and that ∫ 0
−∞
exp(−2x)
∫ 0
x
exp(2y)
f(y)
dy dx =∞.(5.10)
Let us now suppose that (iii) holds. Due to Proposition 5.1, there exists a unique ELMM
Q and thus there is at most one EMM. By Novikov’s condition, (St∧τn)t∈[0,T ] is an (F, Q)-
martingale and we can define a probability measure Qn on (Ω,F) by the Radon-Nikodym
derivative dQn , ST∧τn/S0 dQ. It follows as in the proof of Lemma A.1 in Appendix A.2 that
Qn solves the MP (f, f, x0; τn), see Definition A.1 in Appendix A.2 for this notation. Since
(iii) holds, Theorem C.3 in Appendix C yields that for all initial values x ∈ R the MP (f, f, x)
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(up to explosion) has a unique non-explosive solution Qx. We deduce from Proposition C.2 in
Appendix C that Qn = Qx0 on Fτn . Thus, we have
EQ
[
ST
S0
]
= lim
n→∞E
Q
[
ST∧τn
S0
1{τn>T}
]
= lim
n→∞
Qn(τn > T )
= lim
n→∞
Qx0(τn > T )
= 1,
(5.11)
which implies that S is an (F, Q)-martingale, i.e. that Q is an EMM. 
Example 5.2. Let d = 1 and δ > 0. Then, for f(x) , (‖x‖ ∨ 1)δ a SMD exists ⇐⇒ an EMM
exists ⇐⇒ δ ≤ 1. Thus, if δ ≤ 1, (NRA) and (NGA) hold, while a financial bubble exists if
δ > 1. For this particular example, we see that Condition 3.4 is sharp.
6. Comments on Related Literature
We comment on related literature. Let us start with the article of Mijatovic´ & Urusov (2012),
which has also motivated our research.
The financial market is assumed to include one risky asset S = (St)t∈[0,T ], which is modeled
as a one-dimensional homogeneous diffusion with dynamics
dSt = µ(St) dt+ σ(St) dBt, S0 > 0,(6.1)
where B = (Bt)t∈[0,T ] is a one-dimensional Brownian motion. In our framework we do not
model the asset price process as a homogeneous diffusion, but suppose that its log returns are
time-inhomogeneous diffusions.
Mijatovic´ and Urusov assume that σ : (0,∞) → R\{0} and µ : (0,∞) → R are Borel func-
tions which satisfy the Engelbert-Schmidt conditions, i.e.
1 + |µ|
σ2
∈ L1loc((0,∞)).(6.2)
In this case, the SDE (6.1) has a solution (up to explosion) which is unique in law. For simplicity,
let us suppose that the coefficients σ and µ are chosen such that almost all paths of S are
positive. For explicit conditions on µ and σ we refer to Feller’s test, see Theorem 5.5.29 in
Karatzas & Shreve (1991) or Theorem C.3 in Appendix C. Mijatovic´ and Urusov furthermore
discuss the case where Y can explode to 0, as well as the infinite time horizon. The notions of
E(L)MMs and S(L)MDs are defined similar as in our setting. Here, a SLMD exists if and only
if
µ2
σ4
∈ L1loc((0,∞)).(6.3)
By Corollary 3.4 in Mijatovic´ & Urusov (2012), an ELMM exists if and only if (6.3) holds and∫ 1
0
x
σ2(x)
dx =∞.(6.4)
Furthermore, by Theorem 3.6 in Mijatovic´ & Urusov (2012), an EMM exists if and only if (6.3)
and (6.4) hold and ∫ ∞
1
x
σ2(x)
dx =∞.(6.5)
By Theorem 3.11 in Mijatovic´ & Urusov (2012), a SMD exists if and only if (6.3) and (6.5)
hold. These results show that
(NFLVR) + (NRA) ⇐⇒ (NGA).(6.6)
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This differs slightly from the one-dimensional version of our setting, where (NFLVR) always
holds and
(NRA) ⇐⇒ (NGA),(6.7)
see Section 5. The condition (6.5) is comparable with our conditions for the existence and
non-existence of an ELMM as given in Proposition 5.1. As we showed in Proposition 5.2, in
our setting (6.5) does not suffices to guarantee the existence of an EMM.
Now, considering the one-dimensional setting, it is natural to ask what can be said in multi-
dimensional cases. More precisely, how the dimension, i.e. the number of assets in the market,
affects the existence and absence of arbitrage and whether one can give deterministic conditions
which are comparable to those in the one-dimensional case. We have given such conditions in
the Theorems 3.2 and 4.1.
A classical example where low- and high-dimensional behavior of processes differs is the
recurrence and transience of Brownian motion. It is well-known that Brownian motion is re-
current in dimensions one and two and transient otherwise. Related to this fact, in Section 5
we constructed a type of financial market which is free of arbitrage in dimensions one and two
and allows arbitrage otherwise.
Recall that Mijatovic´ and Urusov assume that there is only one choice of the real-world
measure and one candidate for an ELMM, the law of the solution process to the SDE (6.4). It
is an interesting question what can be said if we forgo on uniqueness. Our results also apply if
uniqueness does not hold. Indeed, we saw that it is often possible to find an E(L)MM under
the candidates. But, we also saw that not necessarily all candidates are E(L)MMs and that the
ELMM may depend on the choice of the real-world measure.
The absence and existence of arbitrage was also studied by Lyasoff (2014). For simplicity,
we only describe his setting without interest rate and information process.
The market includes one risky asset S = (St)t∈[0,T ] given as the stochastic exponential
dSt = St dX˜t, S0 = 1,(6.8)
where X˜ = (X˜t)t∈[0,T ] is a continuous Itoˆ process, the so-called aggregated excess-returns
process. In his article, Lyasoff presents the one-dimensional case in full detail and remarks that
the multi-dimensional case can be treated along the lines. It is assumed that
dX˜t = α(t, X˜)θt dt+ α(t, X˜) dBt, X˜0 = 0,(6.9)
where α and θ satisfy minimal conditions such that X˜ is well-defined and B = (Bt)t∈[0,T ] is a
one-dimensional Brownian motion.
Denote µ the law of X˜ seen as a probability measure on (Ω,F). In this setting, a probability
measure Q on (Ω,F) is called an ELMM if Q ∼ µ and X is a local (F, Q)-martingale.
It is presumed that for dt⊗ µ-a.a. (t, ω) ∈ [0, T ]× Ω it holds that α(t, ω) > 0 and a.s.∫ T
0
‖θs‖2 ds <∞.(6.10)
This corresponds to (3.1) and (3.2) in our setup.
By Proposition 2.3 in Lyasoff (2014), the existence of an ELMM is equivalent to W ∼ ν,
where W is the (one-dimensional) Wiener measure (on the time interval [0, T ]) and ν is the
law of the process
Xˇt ,
∫ t
0
α−1(s, X˜) dX˜s =
∫ t
0
θs ds+Bt, t ∈ [0, T ],(6.11)
which is called the normalized excess-return process.
In general, this type of condition is very different from the deterministic type we gave in
this article.
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The one-dimensional version of our setting can partially be included into the setting of
Lyasoff. That means, if d = m = 1 and a
1
2 is invertible, then we can choose α(t, X˜) , a
1
2 (t, X˜t)
and θt , a
− 1
2 (t, X˜t)b(t, X˜t).
Appendix A. Technical Proofs
A.1. Proof of Proposition 3.1. As in the proof of Theorem 3.2, it suffices to show that the
SDE
dYt = a
1
2 (t, Yt) dWt, Y0 = x0,(A.1)
satisfies pathwise uniqueness. We localize a classical argument due to Le Gall. Let Y =
(Yt)t∈[0,T ] and U = (Ut)t∈[0,T ] be two solution processes of the SDE (A.1) for the same driving
system, see Appendix C for this terminology. Set ξn , inf(t ∈ [0, T ] : ‖Yt‖ ∨ ‖Ut‖ ≥ n). For all
t ∈ [0, T ], we have ∫ t∧ξn
0
1
hn(Ys − Us)1{Ys−Us>0} d〈〈Y − U〉〉s
=
∫ t∧ξn
0
‖a 12 (s, Ys)− a 12 (s, Us)‖2
hn(‖Ys − Us‖) 1{Ys−Us>0} ds
≤
∫ T
0
ζn(s) ds <∞.
(A.2)
Thus, by a lemma of Le Gall, see Lemma E.1 in Appendix E, the local time of (Yt∧ξn −
Ut∧ξn)t∈[0,T ] in the origin a.s. vanishes. Hence, by Tanaka’s formula, see, for instance, Theorem
VI.1.2 in Revuz & Yor (2001), for all t ∈ [0, T ] it holds that
‖Yt∧ξn − Ut∧ξn‖ =
∫ t∧ξn
0
sgn(Ys − Us) dYs −
∫ t∧ξn
0
sgn(Ys − Us) dUs.(A.3)
We deduce from the bound
〈〈Y − U〉〉T∧ξn =
∫ T∧ξn
0
‖a 12 (s, Ys)− a 12 (s, Us)‖2 ds
≤ hn(2n)
∫ T
0
ζn(s) ds <∞
(A.4)
and (A.3) that (‖Yt∧ξn − Ut∧ξn‖)t∈[0,T ] is a martingale starting at the origin. Thus, taking
expectation, by continuity, a.s. Yt∧ξn = Ut∧ξn for all t ∈ [0, T ] and n ∈ N. Since ξn ր ∞ as
n→∞, we conclude that the SDE (A.1) satisfies pathwise uniqueness. 
A.2. Proof of Lemma 3.2. We start with the observation that Qn solves a stopped MP as
defined in the following
Definition A.1. For an F-stopping time τ we say that a probability measure P on (Ω,F)
solves the (stopped) MP (b, a, x; τ) if the stopped process (Mft∧τ,x)t∈[0,T ] (see (2.2) for this
notation) is a local (F, P )-martingale for all f ∈ C2(Rd).
Lemma A.1. The probability measure Qn solves the MP ((0, µ), a, x0; τn).
Proof: By Girsanov’s theorem, see Theorem B.1 in Appendix B, (3.2) and (3.13), the stopped
coordinate process (Xt∧τn)t∈[0,T ] is an (F, Qn)-semimartingale with decomposition
Xt∧τn =
∫ t∧τn
0
(0, µ)(s,Xs) ds+X
c
t∧τn , t ∈ [0, T ],(A.5)
where (Xct∧τn)t∈[0,T ] is a local (F, Qn)-martingale with quadratic variation process(∫ t∧τn
0
a(s,Xs) ds
)
t∈[0,T ]
.(A.6)
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For f ∈ C2(Rd), by Itoˆ’s formula, the process Mf·∧τn,x0 , defined as in (2.2) with b replaced by
(0, µ), is a local (F, Qn)-martingale. This implies the claim. 
First, we assume that Condition 3.1 holds. We use ideas given in the proofs of the Theorems
10.2.1 and 10.2.3 in Stroock & Varadhan (1979). Define a sequence (un)n∈N of Borel functions
[r,∞)→ [1,∞) recursively by setting u0 , 1 and
un(x) =
∫ x
r
exp
(
−
∫ y
r
B(z) dz
)∫ y
r
un−1(v)
2 exp
(∫ v
r B(z) dz
)
A(v)
dv dy(A.7)
for x ∈ [r,∞). Since A and B are continuous, we obtain
A(x)u′′n(x) +A(x)B(x)u
′
n(x) = 2un−1(x), x ∈ [r,∞).(A.8)
Moreover, by induction, it follows that
un(x) ≤ [u1(x)]
n
n!
, n ∈ N ∪ {0}, x ∈ [r,∞).(A.9)
In particular, since
u′n(x) = exp
(
−
∫ x
r
B(z) dz
)∫ x
r
uk−1(y)
2 exp
(∫ y
r
B(z) dz
)
A(v)
dy,(A.10)
it holds that
u′n(x) ≤ u′1(x)
[u1(x)]
n−1
(n− 1)! , n ∈ N, x ∈ [r,∞).(A.11)
Thus, since un ≥ 0 and u′n ≥ 0 for all n ∈ N ∪ {0}, the sums
∑∞
n=0 un and
∑∞
n=0 u
′
n converge
absolutely uniformly on compact subsets of [r,∞). Solving (A.8) for u′′n and using again the
bounds (A.9) and (A.10), it follows that also
∑∞
n=1 u
′′
n converges absolutely uniformly on
compact subsets of [r,∞). Summarizing this, u ,∑∞n=0 un is a twice continuously differentiable
increasing function with u′ =
∑∞
n=0 u
′
n and u
′′ =
∑∞
n=1 u
′′
n. In particular, using (A.8), it holds
that
A(x)u′′(x) +A(x)B(x)u′(x) = 2u(x), x ∈ [r,∞).(A.12)
By (3.17), we have
u(x) ≥ 1 + u1(x) x→∞−−−−−−−→∞.(A.13)
Let φ ∈ C2(Rd) be such that φ ≥ 1 and φ(x) , u(‖x‖22 ) for x ∈ {z ∈ Rd : ‖z‖ > √2r}. We
have for dt-a.a. t ∈ [0, T ] and all x ∈ {z ∈ Rd : ‖z‖ ≤ √2r}
K((0,µ),a)t φ(x) = 〈(0, µ)(t, x),∇φ(x)〉 +
1
2
trace
(
a(t, x)∇2φ(x))
≤ ‖µ(t, x)‖‖∇φ(x)‖ + 1
2
‖a(t, x)‖‖∇2φ(x)‖
≤ ζ(t)max
(
sup
‖y‖≤√2r
‖∇φ(y)‖, sup
‖y‖≤√2r
‖∇2φ(y)‖
2
)
, ζ(t)C,
(A.14)
where ζ is as in Condition 3.1.
Lemma A.2. For dt-a.a. t ∈ [0, T ] and all x ∈ Rd it holds that
K((0,µ),a)t φ(x) ≤ ζ(t)max(C, 1)φ(x).(A.15)
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Proof: It suffices to prove the claim for dt-a.a. t ∈ [0, T ] and all x ∈ {z ∈ Rd : ‖z‖ > √2r}. By
(3.15), (3.16) and (A.12), we obtain
K((0,µ),a)t φ(x) =
〈
(0, µ)(t, x),∇u
(‖x‖2
2
)〉
+
1
2
trace
(
a(t, x)∇2u
(‖x‖2
2
))
=
1
2
〈x, a(t, x)x〉u′′
(‖x‖2
2
)
+
1
2
(trace a(t, x) + 2〈x, (0, µ)(t, x)〉) u′
(‖x‖2
2
)
≤ ζ(t)
2
〈x, a(t, x)x〉
(
u′′
(‖x‖2
2
)
+B
(‖x‖2
2
)
u′
(‖x‖2
2
))
≤ ζ(t)
2
A
(‖x‖2
2
)(
u′′
(‖x‖2
2
)
+B
(‖x‖2
2
)
u′
(‖x‖2
2
))
= ζ(t)u
(‖x‖2
2
)
,
(A.16)
where we also used that u′ ≥ 0 and u′′ +Bu′ ≥ 0, see (A.12). 
Now, set
Unt , exp
(
−max(C, 1)
∫ t∧τn
0
ζ(s) ds
)
, t ∈ [0, T ].(A.17)
By Lemma A.1 and Itoˆ’s formula,
Unφ(X·∧τn) = φ(x0) +
∫ ·∧τn
0
Uns
(
−max(C, 1)ζ(s)φ(Xs) +K((0,µ),a)s φ(Xs)
)
ds
+ local (F, Qn)-martingale starting at the origin.
(A.18)
Thus, by Lemma A.2, we have
Unφ(X·∧τn) ≤ local (F, Qn)-martingale starting at φ(x0).(A.19)
Since Unt φ(Xt∧τn) ≥ 0 for all t ∈ [0, T ], the local (F, Qn)-martingale on the r.h.s. is non-
negative and thus an (F, Qn)-supermartingale. Hence, for n >
√
2r, we obtain
φ(x0) ≥ EQn [UnT φ(XT∧τn)]
≥ EQn [UnT φ(Xτn)1{τn≤T}]
= EQn
[
exp
(
−max(C, 1)
∫ τn
0
ζ(s) ds
)
u
(
n2
2
)
1{τn≤T}
]
≥ exp
(
−max(C, 1)
∫ T
0
ζ(s) ds
)
u
(
n2
2
)
Qn(τn ≤ T ).
(A.20)
By (A.13), this bound yields that limn→∞Qn(τn ≤ T ) = 0.
Now, assume that Condition 3.3 holds. The argument is very similar to the previous one.
Set ψ(x) , 1 + ‖x‖2. By Condition 3.3, for dt-a.a. t ∈ [0, T ] and all x ∈ Rd
K((0,µ),a)t ψ(x) = 2〈b(t, x), x〉 + trace a(t, x) ≤ ζ(t)(1 + ‖x‖2) = ζ(t)ψ(x).(A.21)
Now, set
V nt , exp
(
−
∫ t∧τn
0
ζ(s) ds
)
ψ(Xt∧τn),(A.22)
and note, as above, that by Itoˆ’s formula and (A.21)
V n ≤ (F, Qn)-supermartingale starting at ψ(x0).(A.23)
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Thus, we obtain
ψ(x0) ≥ EQn [V nT ] ≥ exp
(
−
∫ T
0
ζ(s) ds
)(
1 + n2
)
Qn(τn ≤ T ).(A.24)
This proves that limn→∞Qn(τn ≤ T ) = 0.
Finally, we assume that Condition 3.5 holds. We use ideas of McKean (1969). For n ≥ z0,
set
αn ,
1
2n2
(√
d2 +
4n2
γ(n)
− d
)
,(A.25)
and for t ∈ [0, T ]
Ẑt , exp
(
αn
∫ t∧τn
0
〈Xs, dXs〉 − α
2
n
2
∫ t∧τn
0
〈Xs, a(s,Xs)Xs〉ds
)
= exp
(αn
2
(‖Xt∧τn‖2 − ‖x0‖2))
× exp
(
−αn
2
∫ t∧τn
0
(trace a(s,Xs) + αn〈Xs, a(s,Xs)Xs〉) ds
)
,
(A.26)
where the equality follows from Lemma A.1 and Itoˆ’s formula and holds up to a Qn-null set.
Recall that we assume that µ = 0, i.e. that (Xt∧τn)t∈[0,T ] is an (F, Qn)-martingale. Hence, Ẑ =
(Ẑt)t∈[0,T ] is a non-negative local (F, Qn)-martingale and therefore an (F, Qn)-supermartingale.
Thus, for n > z0
1 ≥ EQn
[
ẐT∧τn
]
≥ EQn
[
Ẑτn1{τn≤T}
]
≥ exp
(αn
2
(
n2 − ‖x0‖2
))
EQn
[
exp
(
−αnτnγ(n)
2
(
d+ αnn
2
))
1{τn≤T}
]
= exp
(αn
2
(
n2 − ‖x0‖2
))
EQn
[
exp
(
−τn
2
)
1{τn≤T}
]
≥ exp
(
αn
2
(
n2 − ‖x0‖2
)− T
2
)
Qn(τn ≤ T ),
(A.27)
where we use that (A.25) is chosen such that αnγ(n)(d+ αnn
2) = 1. If lim supn→∞
n2
γ(n) =∞,
then
lim sup
n→∞
αn
2
(
n2 − ‖x0‖2
)
= lim sup
n→∞
1
4
(√
d2 +
4n2
γ(n)
− d
)
·
(
n2 − ‖x0‖2
n2
)
=∞
(A.28)
and we can conclude that limn→∞Qn(τn ≤ T ) = 0.
In the remaining proof we assume the second part of Condition 3.5. W.l.o.g. we can addi-
tionally assume that
lim sup
n→∞
n2
γ(n)
<∞,(A.29)
since otherwise we are in the case discussed above. With a little abuse of notation, we redefine
αn, see (A.25), by setting
αn ,
1
γ(n)
.(A.30)
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Furthermore, we set
cn , d+
n2
γ(n)
.(A.31)
By the optional stopping theorem, for all ǫ > 0 such that n − ǫ ≥ z0, up to a Qn-null set, we
obtain
1 ≥ EQn
[
ẐT∧τn
ẐT∧τn−ǫ
∣∣∣∣Fτn−ǫ
]
≥ EQn
[
Ẑτn
Ẑτn−ǫ
1{τn≤T}
∣∣∣∣Fτn−ǫ
]
≥ exp
(
n2 − (n− ǫ)2
2γ(n)
)
EQn
[
exp
(
−cn
2
· (τn − τn−ǫ)
)
1{τn≤T}
∣∣Fτn−ǫ]
≥ exp
(
nǫ
2γ(n)
)
EQn
[
exp
(
−cn
2
· (τn − τn−ǫ)
)
1{τn≤T}
∣∣Fτn−ǫ] .
(A.32)
Now, set tmk ,
k(n−z0)
m . Then, for n > z0 and m ≥ 2, using (A.32), we obtain
exp
(−cnT
2
)
Qn(τn ≤ T )
≤ EQn
[
exp
(−cn(τn − τz0)
2
)
1{τn≤T}
]
= EQn
[
exp
(
− cn
2
m−1∑
k=0
(
τn−tm
k
− τn−tm
k+1
))
1{τn−tm
1
≤T}∩{τn≤T}
]
= EQn
[
exp
(
− cn
2
m−1∑
k=1
(
τn−tm
k
− τn−tm
k+1
))
1{τn−tm
1
≤T}
× EQn
[
exp
(
−cn
2
(τn − τn−tm
1
)
)
1{τn≤T}
∣∣Fτn−tm
1
] ]
≤ EQn
[
exp
(
− cn
2
m−1∑
k=1
(
τn−tm
k
− τn−tm
k+1
))
1{τn−tm
1
≤T}
× exp
(−(n− tm0 )(tm1 − tm0 )
2γ(n− tm0 )
)]
≤ exp
(
−
m−1∑
k=0
(n− tmk )(tmk+1 − tmk )
2γ(n− tmk )
)
≤ exp
(
−
m−1∑
k=0
(n− tmk )(tmk+1 − tmk )
2ξ(n− tmk )
)
.
(A.33)
Thus, letting m→∞, for n > z0, we have
Qn(τn ≤ T ) ≤ exp
(
cnT
2
)
exp
(
−1
2
∫ n
z0
z
ξ(z)
dz
)
.(A.34)
Using (3.25) and (A.29), this implies that limn→∞Qn(τn ≤ T ) = 0 and the proof is complete.

A.3. Proof of Lemma 3.4. Suppose that Condition 3.6 holds. Let Φn ∈ C2(Rd) such that
Φn has compact support, Φn ∈ [0, 1] and Φn = 1 on {x ∈ Rd : ‖x‖ ≤ n}. Then, set an(t, x) ,
Φn(x)a(t, x)+(1−Φn(x))Id, where Id denotes the identity matrix. Let Q1 and Q2 be solutions
to the MP (0, a, x0). By the Theorems 7.2.1 and 10.1.1 in Stroock & Varadhan (1979), there
exists a solution to the MP (0, an, x0) which coincides with Q1 and Q2 on Fτn = σ(Xt∧τn , t ∈
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[0, T ]). Here, Theorem 10.1.1 in Stroock & Varadhan (1979) is comparable to Proposition C.2
in Appendix C for time-inhomogeneous MPs. Since τn(ω) ր ∞ as n → ∞ for all ω ∈ Ω, we
have for all G ∈ F
Q1(G) = lim
n→∞
Q1(G ∩ {τn > T }) = lim
n→∞
Q2(G ∩ {τn > T }) = Q2(G).(A.35)
Thus, we have proven uniqueness.
Suppose that Condition 3.7 holds. We use a classical argument based on Gronwall’s lemma
to show that the SDE
dYt = a
1
2 (t, Yt) dWt, Y0 = x0,(A.36)
where W is a d-dimensional Brownian motion, satisfies pathwise uniqueness. Then, by the
Yamada-Watanabe theorem, see Proposition C.1 in Appendix C, the SDE satisfies also unique-
ness in law and, by Theorem C.2 in Appendix C, there exists at most one solution to the
MP (0, a, x0). Let Y = (Yt)t∈[0,T ] and U = (Ut)t∈[0,T ] be solution processes to the SDE
(A.36) on the same driving system w.r.t. the same Brownian motion W = (Wt)t∈[0,T ]. Set
ρn , inf(t ∈ [0, T ] : ‖Yt‖∨ ‖Ut‖ ≥ n). By Itoˆ’s isometry and Fubini’s theorem we obtain for all
t ∈ [0, T ]
E
[‖Yt∧ρn − Ut∧ρn‖2] = E [∫ t∧ρn
0
‖a 12 (s, Ys)− a 12 (s, Us)‖2 ds
]
≤
∫ t
0
ζn(s)E
[‖Ys∧ρn − Us∧ρn‖2]ds.(A.37)
Therefore, by Lemma E.3 in Appendix E and the continuity of (Yt∧ρn − Ut∧ρn)t∈[0,T ], a.s.
Yt∧ρn = Ut∧ρn for all t ∈ [0, T ] and n ∈ N. Since ρn ր∞ as n→∞, this yields that the SDE
(A.36) satisfies pathwise uniqueness. 
A.4. Proof of Lemma 4.2. First, we prove a pathwise uniqueness result for the SDE (4.26).
We use an argument as in the proof of Proposition 3.1. Suppose that U = (Ut)t∈[0,∞) and
V = (Vt)t∈[0,∞) are two continuous I-valued processes such that
dUt = A
1
2 (Ut)1{t≤γn(U)} dWt +
1
2
A(Ut)B(Ut)1{t≤γn(U)} dt, U0 =
1
2
,(A.38)
dVt = A
1
2 (Vt)1{t≤γn(V )} dWt +
1
2
A(Vt)B(Vt)1{t≤γn(V )} dt, V0 =
1
2
,(A.39)
where W = (Wt)t∈[0,∞) is a one-dimensional Brownian motion. Set
Yt , Ut∧γn(U)∧γn(V ) − Vt∧γn(U)∧γn(V ).(A.40)
Let ρn be as in Condition 4.1. By (4.6) we have for all t ∈ [0,∞)∫ t
0
1
ρn(Ys)
1{Ys>0} d〈〈Y 〉〉s
=
∫ t
0
‖A 12 (Us)−A 12 (Vs)‖2
ρn(‖Ys‖) 1{Ys>0}1{s≤γn(U)∧γn(V )} ds
≤
∫ t
0
ρn(‖Ys‖)
ρn(‖Ys‖)1{Ys>0}1{s≤γn(U)∧γn(V )} ds ≤ t.
(A.41)
Using (4.8) and a lemma by Le Gall, see Lemma E.1 in Appendix E, we obtain that the local
time of Y in the origin a.s. vanishes. Hence, by Tanaka’s formula, it holds that
‖Y ‖ =
∫ ·
0
sgn(Ys) dYs.(A.42)
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Since, ∫ t∧γn(U)∧γn(V )
0
(
A
1
2 (Us)−A 12 (Vs)
)2
ds ≤ 2t sup
x∈[ 1
n
,n]
‖A(x)‖ <∞,(A.43)
the stochastic integral
∫ ·∧γn(U)∧γn(V )
0
sgn(Ys)(A
1
2 (Us) − A 12 (Vs)) dWs is a martingale. Hence,
we obtain from (4.7), Fubini’s theorem and Jensen’s inequality
E [‖Yt‖] = 1
2
E
[∫ t∧γn(U)∧γn(V )
0
(A(Us)B(Us)−A(Vs)B(Vs)) ds
]
≤ 1
2
E
[∫ t
0
κn(‖Ys‖) ds
]
=
1
2
∫ t
0
E[κn(‖Ys‖)] ds
≤ 1
2
∫ t
0
κn(E[‖Ys‖]) ds.
(A.44)
Now, due to the hypothesis (4.9), a lemma of Bihari, see Lemma E.2 in Appendix E, yields
E[‖Yt‖] = 0. Thus, by the continuity of Y , a.s.
Ut∧γn(U)∧γn(V ) = Vt∧γn(U)∧γn(V ) for all t ∈ [0,∞).(A.45)
Note that, by Galmarino’s test, see Lemma III.2.43 in Jacod & Shiryaev (2003), we have the
implication
Ut = Vt for all t ≤ γn(U) =⇒ γn(U) = γn(V ).(A.46)
By symmetry, this gives the implication
Ut = Vt for all t ≤ γn(U) ∧ γn(V ) =⇒ γn(U) = γn(V ),(A.47)
and we conclude that a.s. (A.45) implies a.s. Ut∧γn(U) = Vt∧γn(V ) for all t ∈ [0,∞). In other
words, we have shown that the SDE (4.26) satisfies pathwise uniqueness. In fact, this yields
that the SDE
dYt = A
1
2 (Yt) dWt +
1
2
A(Yt)B(Yt) dt, Y0 =
1
2
,(A.48)
satisfies pathwise uniqueness up to explosion, see Definition C.2 in Appendix C.
Moreover, by Theorem C.3 in Appendix C, the SDE (A.48) has a weak solution up to
explosion, see Definition C.1 in Appendix C. Therefore, since weak existence and pathwise
uniqueness implies strong existence, see Theorem C.1 in Appendix C, the proof is complete. 
A.5. Proof of Lemma 4.3. We set Y n = (Y nt )t∈[0,T ] , (Zt∧γn(Z)∧ξn − Ut∧γn(Z)∧ξn)t∈[0,T ].
Let t ∈ [0, T ] be fixed. As in (A.41), we obtain∫ t
0
1
ρn(Y ns )
1{Y n
s
>0} d〈〈Y n〉〉s ≤ t.(A.49)
Thus, by a lemma of Le Gall, see Lemma E.1 in Appendix E, a.s. the local time of Y n in the
origin vanishes and, by Tanaka’s formula, we obtain
max(Y nt , 0) =
∫ t
0
1{Y n
s
>0} dY
n
s .(A.50)
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Similar to (A.43) one verifies that the Brownian part of
∫ ·
0 1{Y ns >0} dY
n
s is a martingale. Now,
Fubini’s theorem, (4.2) and (4.11), φs ≤ T for all s ∈ [0, T ] and Jensen’s inequality yield
E [max(Y nt , 0)]
= E
[∫ t∧γn(Z)∧ξn
0
1{Zs>Us}
2
(
A(Zs)B(Zs)− 2A(Us)u(φs, Yφs)〈a(φs, Yφs)Yφs , Yφs〉
)
ds
]
≤ E
[∫ t∧γn(Z)∧ξn
0
1{Zs>Us}
2
(A(Zs)B(Zs)−A(Us)B(Us)) ds
]
≤ 1
2
∫ t
0
κn(E [max(Y
n
s , 0)]) ds.
(A.51)
By Bihari’s lemma, see Lemma E.2 in Appendix E, E[max(Y nt , 0)] = 0. Since t 7→ φt is
continuous, the process Y n has continuous paths and we conclude the claim. 
Appendix B. Girsanov’s Theorem and Kunita-Watanabe’s Decomposition
We can reformulate MPs in terms of classical semimartingale theory. For a proof see Theorem
13.55 in Jacod (1979).
Proposition B.1. Let P be a probability measure on (Ω,F). The following are equivalent:
(i) P solves the MP (b, a, x).
(ii) We have P (X0 = x) = 1 and the coordinate process X is a continuous (F, P )-
semimartingale with canonical decomposition
X = x+
∫ ·
0
b(s,Xs) ds+X
c,(B.1)
where Xc = (Xct )t∈[0,T ] is a continuous local (F, P )-martingale with quadratic variation
process
( ∫ t
0
a(s,Xs) ds
)
t∈[0,T ] and X
c
0 = 0. This decomposition is unique up to a P -null
set.
Let us now state a version of Girsanov’s theorem. For a proof see Proposition B.1 and
Girsanov’s theorem for semimartingales, i.e. Theorem III.3.24 in Jacod & Shiryaev (2003).
Theorem B.1. Let P and Q be two probability measures on (Ω,F) such that Q ≪ P with
Zt =
dQ
dP
∣∣
Ft for t ∈ [0, T ]. If P solves the MP (b, a, x), then there exists an F-predictable process
c = (ct)t∈[0,T ] such that Q-a.s. ∫ T
0
〈a(s,Xs)cs, cs〉ds <∞(B.2)
and X is a continuous (F, Q)-semimartingale with decomposition
X = x+
∫ t
0
(b(s,Xs) + a(s,Xs)cs) ds+X
c,(B.3)
where Xc is a continuous local (F, Q)-martingale with quadratic variation process
( ∫ t
0
a(s,Xs) ds
)
t∈[0,T ].
Moreover, c is as above if and only if it solves, up to a P -null set, the equations
〈〈〈X, ei〉, Z〉〉t =
∫ t
0
Zs−〈ei, a(s,Xs)cs〉ds, i ∈ {1, ..., d}, t ∈ [0, T ],(B.4)
where 〈〈·〉〉 is the quadratic variation process relative to P .
Finally, we recall a version of the decomposition theorem of Kunita and Watanabe. For a
proof see Proposition B.1 and Theorem III.4.11 in Jacod & Shiryaev (2003).
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Theorem B.2. Let P be a solution to the MP (b, a, x) and let Xc be as in (B.1). Then, for each
local (F, P )-martingale Z = (Zt)t∈[0,T ] with Z0 = 0 we find an Rd-valued F-predictable process
c = (ct)t∈[0,T ] such that (B.2) holds P -a.s. and a local (F, P )-martingale N = (Nt)t∈[0,T ] with
〈〈N, 〈ei, Xc〉〉〉 = 0 for all i = 1, ..., d such that
Zt =
∫ t
0
〈cs, dXcs〉+Nt, t ∈ [0, T ].(B.5)
Appendix C. MPs and SDEs up to Explosion
Let I ⊆ Rd be a domain. We denote I∆ , I ∪ {∆} the one-point compactification of I
and by C([0,∞), I∆) be the space of continuous functions [0,∞)→ I∆. It is well-known that
I∆ is metrizable and thus a Polish space, see Cohn (2013). We note that C([0,∞), I∆) is a
Polish space when equipped with the local uniform topology. Let X = (Xt)t∈[0,∞) be the
coordinate process on C([0,∞), I∆). Then, the Borel σ-field B(C([0,∞), I∆)) coincides with
σ(Xs, s ∈ [0,∞)). Furthermore, we define B(C([0, t], I∆)) , σ(Xs, s ∈ [0, t]) for t ∈ [0,∞).
Let W be the set of all ω ∈ C([0,∞), I∆) such that ω(t) = ∆ for all t ≥ γI(ω) , inf(t ∈
[0,∞) : ω(t) 6∈ I). Then, W is a closed subspace of C([0,∞), I∆) and, hence, itself a Polish
space. Let X = (Xt)t∈[0,∞) be the coordinate process on W and set W , σ(Xs, s ∈ [0,∞))
and W , (Wt+)t∈[0,∞) with Wt , σ(Xs, s ∈ [0, t]).
Fix two Borel functions µ : [0,∞) × I → Rd and σ : [0,∞) × I → Rd ⊗ Rd, y ∈ I and a
sequence (In)n∈N ⊂ Rd of bounded domains such that In ⊂ In+1 for all n ∈ N and
⋃
n∈N In = I.
We set
γn(ω) , inf (t ∈ [0,∞) : ω(t) 6∈ In) ∧ n, ω ∈W.(C.1)
Definition C.1. A triplet ((Σ,A,A, P );W ;Y ) is called weak solution up to explosion to
dYt = µ(t, Yt) dt+ σ(t, Yt) dWt, Y0 = y,(C.2)
if (Σ,A,A, P ) is a filtered probability space satisfying the usual hypothesis which supports a
d-dimensional Brownian motion W = (Wt)t∈[0,∞) and an A-adapted process Y = (Yt)t∈[0,∞)
with paths in W, such that P (Y0 = y) = 1 and P -a.s. for all n ∈ N and all t ∈ [0,∞)
Yt∧γn(Y ) = Y0 +
∫ t∧γn(Y )
0
µ(s, Ys) ds+
∫ t∧γn(Y )
0
σ(s, Ys) dWs,(C.3)
where it is implicit that the integrals are well-defined, i.e. P -a.s. for all n ∈ N and all t ∈ [0,∞)∫ t∧γn(Y )
0
(‖µ(s, Ys)‖+ ‖σ(s, Ys)σ∗(s, Ys)‖) ds <∞.(C.4)
The tuple ((Σ,A,A, P );W ) is called a driving system of the SDE (C.2) and the process Y
is called solution process up to explosion. If P (γI(Y ) = ∞) = 1, we call the solution process
non-explosive.
Definition C.2. We say that the SDE (C.2) satisfies pathwise uniqueness up to explosion, if
all solution processes up to explosion on the same driving system are indistinguishable. More-
over, we say the the SDE (C.2) satisfies uniqueness in law up to explosion, if all solution
processes have the same law, seen as a probability measure on (W,W).
The following theorem is due to Yamada-Watanabe. Its proof is similar as in the non-
explosive case, see, for instance, Proposition 5.3.20 in Karatzas & Shreve (1991).
Proposition C.1. Pathwise uniqueness up to explosion implies uniqueness in law up to ex-
plosion.
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As in the non-explosive setting, pathwise uniqueness and weak existence implies strong exis-
tence. The proof is similar to the proof of the non-explosive case, see, for instance, Section 5.3.D,
pp. 308, in Karatzas & Shreve (1991). The Wiener measure on (C([0,∞),Rd),B(C([0,∞),Rd)))
is denoted by W.
Theorem C.1. Suppose that the SDE (C.2) satisfies pathwise uniqueness up to explosion and
has a weak solution up to explosion. Let (Σ,A,A, P ) be a filtered probability space which sup-
ports a d-dimensional Brownian motion (Wt)t∈[0,∞). Denote by B(C([0, t],Rd)) the completion
of B(C([0, t],Rd)) w.r.t. W. Then there exists a Borel map h : C([0,∞),Rd)) → W such that
for all t ∈ [0,∞)
h−1(Wt) ⊆ B(C([0, t],Rd)),(C.5)
and the process h(W ) is a solution process up to explosion to the SDE (C.2).
We also introduce a MP up to explosion.
Definition C.3. We call a probability measure P on (W,W) a solution up to explosion to
the MP (µ, σσ∗, y) if for all n ∈ N and f ∈ C2(I) the process Mf·∧γn,y, defined as in (2.2) with
a replaced by σσ∗, is a local (W, P )-martingale.
Theorem C.2. A weak solution up to explosion to the SDE (C.2) exists if and only if the
MP (µ, σσ∗, y) has a solution up to explosion. Moreover, the law of the solution process is a
solution to the MP (µ, σσ∗, y) and uniqueness in law up to explosion holds for the SDE (C.2)
if and only if the MP (µ, σσ∗, y) has at most one solution up to explosion.
Proof: The proof is similar as in the non-explosive case, see, for instance, the Corollaries 5.4.8
and 5.4.9 in Karatzas & Shreve (1991). However, for the implication ⇐= an additional exten-
sion argument is necessary. We sketch it. In the following the underlying filtered probability
space is (W,WP ,WP , P ), where P solves the MP (µ, σσ∗, y) up to explosion, WP is the
P -completion of W and WP is the P -augmentation of W. For all n ∈ N the process
Xct∧γn , Xt∧γn − y −
∫ t∧γn
0
µ(s,Xs) ds, t ∈ [0,∞),(C.6)
is a continuous local martingale with quadratic variation process(∫ t∧γn
0
σ(s,Xs)σ
∗(s,Xs) ds
)
t∈[0,∞)
,(C.7)
see Lemma II.67.10 in Rogers & Williams (2000a). Let σ−1 be the generalized inverse (some-
times called Moore-Penrose inverse) of σ and set θ , Id− σ−1σ. Further, let W = (Wt)t∈[0,∞)
be a d-dimensional Brownian motion defined on an extension of (W,WP ,WP , P ), which is
independent of X . Set
Bt ,
{∫ t
0
σ−1(s,Xs) dXcs +
∫ t
0
θ(s,Xs) dWs, t ≤ γn,
lim infrրγI
(∫ r
0 σ
−1(s,Xs) dXcs +
∫ r
0 θ(s,Xs) dWs
)
, t ≥ γI .
(C.8)
Using the independence of X and W and the facts that (σ−1σ)∗ = σ−1σ and σσ−1σ = σ, we
obtain for all n ∈ N and t ∈ [0,∞)
〈〈B〉〉t∧γn = t ∧ γn Id.(C.9)
Thus, by Corollary 5.10 in Jacod (1979), B is a local martingale with 〈〈B〉〉t = t ∧ γI Id
for t ∈ [0,∞). Moreover, by a theorem of Knight, see the Theorems V.1.9 and V.1.10 in
Revuz & Yor (2001), possibly on a further extension of (W,WP ,WP , P ), there exists a d-
dimensional Brownian motion (B̂t)t∈[0,∞) such that B̂t = Bt for t < γI . Using the independence
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of X and W and the fact that σσ−1σ = σ, we obtain for all n ∈ N and t ∈ [0,∞)〈
Xc −
∫ ·
0
σ(s,Xs) dB̂s
〉
t∧γn
= 0.(C.10)
In view of (C.6), we found a weak solution up to explosion to the SDE (C.2). 
In view of the previous result, the following results hold for both MPs and SDEs up to
explosion. We only state them for MPs.
The following proposition can be proven similar to the non-explosive case, see Exercise 6.7.4
in Stroock & Varadhan (1979) and Theorem III.2.40 in Jacod & Shiryaev (2003).
Proposition C.2. Assume that µ and σ are independent of time and locally bounded, and
that the MP (µ, σσ∗, x) has a unique solution up to explosion for all x ∈ I. Furthermore, let
τ be a (Wt)t∈[0,∞)-stopping time. If P solves the MP (µ, σσ∗, y) up to explosion and Q solves
the stopped MP (µ, σσ∗, y; τ), defined as in Definition A.1 with (Ω,F) replaced by (W,W) and
[0, T ] replaced by [0,∞), then P = Q on σ(Xt∧τ , t ∈ [0,∞)).
Next, we recall Feller’s test for explosion.
Theorem C.3. Suppose that I = (l, r) for −∞ ≤ l < r ≤ +∞ and let µ and σ be independent
of time and locally bounded such that σ is locally bounded away from zero. For c ∈ I, set
vc(x) ,
∫ x
c
exp
(
−2
∫ z
c
µ(u)
σ2(u)
du
)∫ z
c
exp
(
2
∫ y
c
µ(u)
σ2(u) du
)
σ2(y)
dy dz.(C.11)
For ω ∈W, set
τl(ω) , lim
xցl
inf(t ∈ [0,∞) : ω(t) = x),
τr(ω) , lim
xրr
inf(t ∈ [0,∞) : ω(t) = x).
(C.12)
Then, for all initial values y ∈ I the MP (µ, σ2, y) has a unique solution P up to explosion and
P is explosive if and only if either limxրl vc(x) < ∞ or limxցl vc(x) < ∞. Moreover, if σ is
continuous the following holds:
(i) P (τl <∞) > 0 if and only if limxցl vc(x) <∞.
(ii) P (τr <∞) > 0 if and only if limxրr vc(x) <∞.
Proof: First, similar arguments as used in the proof of Theorem 5.5.15 in Karatzas & Shreve
(1991) yield the existence of P . Now, by the Feller’s test for explosion, see Theorem 5.5.29 in
Karatzas & Shreve (1991), P is explosive, i.e. P (γI <∞) > 0, if and only if limxցl vc(x) <∞
or limxրr vc(x) <∞. For (i) and (ii) see the proof of Theorem 5.1.5 in Pinsky (1995). 
Remark C.1. By Problem 5.5.28 in Karatzas & Shreve (1991), the conditions limxցl vc(x) <
∞ and limxրr vc(x) <∞ are independent of the choice of c ∈ I.
Finally, we observe that explosion happens arbitrarily fast with positive probability. For a
proof we refer to Theorem 4.8 in Karatzas & Ruf (2016).
Proposition C.3. Suppose that I = (l, r) for −∞ ≤ l < r ≤ +∞ and let µ and σ be
independent of time and locally bounded such that σ is locally bounded away from zero. If P is
a solution up to explosion to the MP (µ, σ2, y), then P (γI <∞) > 0 implies P (γI < ǫ) > 0 for
all ǫ > 0.
Remark C.2. In the case where I , R, µ and σ are independent of time and locally bounded
such that σ is locally bounded away from zero, the Feller test also implies non-existence of a
solution to the MP (µ, σ2, y) as defined in Definition 2.1 with d = 1. If either limxց−∞ vc(x) <
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∞ or limxր+∞ vc(x) < ∞, then, due to Theorem C.3, the MP (µ, σ2, y) has an explosive
solution Q. If P solves the MP (µ, σ2, y) on the finite time interval [0, T ], then, extended
in the obvious manner to (W,W), P also solves the stopped MP (µ, σ2, y;T ), defined as in
Definition A.1 with (Ω,F) replaced by (W,W) and [0, T ] replaced by [0,∞). But then, due
to the Propositions C.2 and C.3 and Theorem C.3, P (γR < T ) = Q(γR < T ) > 0. This
contradiction yields that the MP (µ, σ2, y) has no solution on the finite time interval [0, T ].
Appendix D. Time-Changed Stochastic Integrals
Take a filtered probability space (Σ,A,A, P ) with right-continuous filtrationA = (At)t∈[0,T ].
Let C = (Ct)t∈[0,T ] be a continuous strictly increasing A-adapted process with C0 = 0 and
Ct ≥ t for all t ∈ [0, T ]. For each t ∈ [0, T ] we set
τt , inf(s ∈ [0, T ] : Cs ≥ t),(D.1)
which is an A-stopping time such that τt ≤ t. Since C is continuous and strictly increasing,
τ = (τt)t∈[0,T ] is continuous and strictly increasing. We can set Aτ , (Aτt)t∈[0,T ], which
is a right-continuous filtration on (Σ,A). If Y = (Yt)t∈[0,T ] is an A-adapted process, then
(Yτt)t∈[0,T ] is an Aτ -adapted process. For a proof of the next proposition see Proposition V.1.4
in Revuz & Yor (2001).
Proposition D.1. Let Y = (Yt)t∈[0,T ] be an A-adapted continuous process of finite variation
and H = (Ht)t∈[0,T ] be an A-progressively measurable process. Then,∫ τt
0
Hs dYs =
∫ t
0
Hτs dYτs .(D.2)
For a proof of the following proposition see Proposition V.1.5 in Revuz & Yor (2001).
Proposition D.2. If Y = (Yt)t∈[0,T ] is an Rd-valued local (A, P )-martingale, then Yτ =
(Yτt)t∈[0,T ] is a local (Aτ , P )-martingale. Moreover, P -a.s. 〈〈Y 〉〉τt = 〈〈Yτ 〉〉t for all t ∈ [0, T ] and
for all Rd-valued A-predictable processes H = (Ht)t∈[0,T ] with P -a.s.
∫ T
0 〈csHs, Hs〉dAs < ∞,
where 〈〈Y 〉〉t =
∫ t
0 cs dAs, we have P -a.s.
∫ t
0 〈cτsHτs , Hτs〉dAτs <∞ and∫ τt
0
Hs dYs =
∫ t
0
Hτs dYτs , t ∈ [0, T ].(D.3)
Appendix E. Lemmata by Le Gall, Bihari and Gronwall
For an R-valued continuous semimartingale Y = (Yt)t∈[0,∞) denote the local time in the
origin by (L0(Y )t)t∈[0,∞). The following lemma is due to Le Gall (1983).
Lemma E.1. If there exists a Borel function ρ : (0,∞)→ (0,∞) such that ∫ ǫ
0
1
ρ(x) dx =∞ for
all ǫ > 0 and a.s. for all t ∈ [0,∞)∫ t
0
1
ρ(Ys)
1{Ys>0} d〈〈Y 〉〉s <∞,(E.1)
then a.s. L0(Y )t = 0 for all t ∈ [0,∞).
The following lemma is due to Bihari (1956).
Lemma E.2. For a < b let u : [a, b]→ [0,∞) and ρ : [0,∞)→ [0,∞) be continuous functions
such that for all t ∈ [a, b]
u(t) ≤
∫ t
a
ρ(u(s)) ds, t ∈ [a, b],(E.2)
and ρ is strictly increasing with ρ(0) = 0 and
∫ ǫ
0
1
ρ(x) dx = ∞ for all ǫ > 0, then u(t) = 0 for
all t ∈ [a, b].
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Finally, we also state a Gronwall-type lemma. For a proof we refer to Lemma 4.13 in
Lipster & Shiryaev (2001).
Lemma E.3. Let c0 and c1 be non-negative constants, u : [0, T ]→ [0,∞) be a bounded Borel
function and v : [0, T ]→ [0,∞) be a Borel function such that ∫ T
0
v(s) ds <∞ and
u(t) ≤ c0 + c1
∫ t
0
v(s)u(s) ds, t ∈ [0, T ].(E.3)
Then,
u(t) ≤ c0 exp
(
c1
∫ t
0
v(s) ds
)
, t ∈ [0, T ].(E.4)
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