Usando modelos de regresión de dos niveles by Ojeda Ramírez, Mario Miguel & Behar Gutiérrez, Roberto
81
analftica (el estudio de una relacion causa-efec-
to). En ambos casos un modelo estadfstico de
regresion es requerido y se plantea como un
modelo superpoblacional. En tal sentido la po-
blacion de referencia u objetivo (tarjet population)
es mas general que la poblacion finita 0 de
muestreo (sampled population).
EI advenimiento de los modelos superpobla
cionales (Cassel et aI., 1977) ha permitido que la
modelacion se utilice sobre datos de encuestas
complejas, y en este sentido se ha abierto una
serie de posibilidades de explotacion de la infor-
macion de encuestas (Skinner et al., 1989). In-
directamente con estos desarrollos se han bene-
ficiado areas que producen datos de estudios
observacionales, como la epidemiologfa, la an-
tropologfa social y la investigacion clfnica. En
todos estos campos las muestras observan es-
tructuras de anidamiento (individuos en grupos,
regresion es una de las tecnicas mas utili
por los investigadores de las ciencias
sociales y de la conducta. Con frecuencia se
pueden encontrar reportes de investigacion y ar-
tfculos que presentan resultados de analisis de
regresion sobre datos de estudios educativos
(Goldstein, 1987) y pocas veces los investigado-
res resisten la tentacion de correr una regresion
sobre los datos de una encuesta levantada con
un disefio en varias etapas (conglomerados). A
esta realidad contribuyen varios factores, pero
se destaca el hecho de que en los estudios edu-
cativos se desea estudiar relaciones causa-efecto
sobre unidades primarias (estudiantes), pero tam-
bien se desea estudiarlas sobre grupos 0 unida-
des agregadas (salones 0 escuelas). En el caso
de las muestras complejas mas que interesar la
inferencia descriptiva (estimar medias, totales,
razones) con frecuencia interesa la inferencia
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Heurfstica
En general, podrfamos postular un modelo que
considere varias variables, y no necesariamente
usar las mismas para model arIas .
Notese que las ecuaciones en (11.2) constitu-
yen un sistema de (p+ 1) ecuaciones; es decir,
son una regresion (p+ 1)-variada, donde "las res-
(11.2)
Notese que para cada una de las escuelas se
esta proponiendo una ecuacion de regresion, que
describe la relacion causa efecto sobre los nj
estudiantes. Podemos suponer que son tales
que E( eij )=0 y Var(eij) = cye2 para todo j y
todo i. Si tenemos informacion de cada escuela,
por ejemplo una calificacion para la calidad del
claustro docente (W), podrfamos modelar la va-
riabilidad en las ecuaciones de regresion: es
decir, modelar los coeficientes de las
regresiones. EI modelo propuesto serfa:
~Oi= 'Yoo+ 'YOIwi + uOi
j = 1,2,,,,, ni ; i= 1,2,,,,, G
(11.1)
Los modelos lineales jerarquicos (Bryk y
Raudenbush, 1992) constituyen una formulacion
general que permite la consideracion de datos
con estructurajerarquica. Este tipo de datos son
comunes en estudios educativos, estudios de me-
didas repetidas, estudios de muestreo bietapico,
entre otros. La idea de la estructura jerarquica
es que las unidades aparecen agrupadas, y que
varios grupos forman grupos en otro nivel y asi
sucesivamente. Por eso se les llama tambien
model os lineales multinivel (Goldstein, 1987).
EI ejemplo tfpico de una situacion de modelacion
lineal jerarquica 10 constituye el del estudio del
rendimiento escolar (Y) a partir de rendimiento
previo, condiciones socioeconornicas, anteceden
tes educativos del padre, etc.(xl,xz""'xp). Si
consideramos que los estudiantes estan agrupa-
dos por escuela, podemos proponer un modelo
como el siguiente:
Yij=~oi + ~ Iix lij+ .. +~pi Xpij + eij
II. MODELO GENERAL DE REGRESION EN DOS NIVELES
variabilidad de las ecuaciones sobre los grupos;
es decir, la unidad de estudio es un grupo de in-
dividuos (en estudios comparativos de rendimien-
tos escolares por escuela, por ejemplo).
Los modelos lineales jerarquicos tienen una tra-
dicion bastante reciente, pero en la actualidad
se encuentran ya disponibles con desarrollos a
nivel teorico, metodologico y computacional, 10
que permite usarlos en aplicaciones. Este arti-
culo presenta una revision de los principios, pro-
cedimientos y estrategias para realizar aplica-
ciones de los modelos de regresion en dos nive-
les. Esta orientado a los cientfficos y profesio-
nales que cotidianamente se enfrentan a datos
con dos niveles de jerarqufa, susceptibles de
modelarse a traves de la regresion. Se incluye,
en la seccion final, una aplicacion concreta para
ilustrar el procedimiento general propuesto.
grupos dentro de grupos mas generales, etc.) y
por tanto la aplicacion directa de los modelos de
regresion estandar, cuando estos se justifican,
puede producir resultados incompatibles con la
realidad conocida. En general, se sabe que los
errores estandar de las estimaciones se
sobreestiman y por tanto efectos significativos
pueden no estarse identificando en tales analisis.
Esto es debido a que se ignora la estructura de la
muestra, 0 10 que se conoce en muestreo como
el efecto de disefio (Potthoff et al., 1992). En
resumen se puede decir que la correlacion
intraclase en las muestras anidadas 0 con es-
tructura jerarquica produce efectos graves en la
inferencia bajo el esquema de los modelos de
regresion estandar (Goldstein, 1987; Bryk y
Raudenbush, 1992; Longford, 1993). Adernas
de que con frecuencia el objetivo es estudiar la
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donde es la matriz de coeficientes fijos r en las
con £(eij) =0 y Var(eij) =G;In; Si ahora defi-
nimos
pj = Wj r+u.: i= 1,2,.. ·,G (11.4)
don de n es la matriz de varianzas cra y
covarianzas (Gij;i '* j) de los errores ul
;1,2, ...,G. Esta presentaci6n nos muestra que el
modelo lineal jerarquico perrnite simultaneamente
hacer un estudio de individuos y un estudio de
grupos, en el sentido de que se consideran tanto
variables explicatorias para los individuos
(XI, ...,Xp) como para los grupos (W). El estudio
de la variabilidad de las ecuaciones de regresi6n
sobre la muestra de grupos es una posibilidad
que con ninguna otra tecnica puede lograrse, y
este se hace con base en la estimaci6n e
inferencia sobre las varianzas y covarianzas; por
tal motivo a estos modelos se les llama tambien
de componentes de varianza y covarianza (Laird
y Ware, 1982).
Definiendo matricialmente la ecuaci6n en (11.1)
tendriamos:
y; = X;Ji; +e; i = 1,2,.. ·, G (11.3)
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V = X {diag(n)) XI + diag (crIN)
Donde . N=nl+ ...+no Los parametres que hay
que estimar en este modelo son los elementos de
(llamados efectos fijos), y los de n y a; ,in-
cluidos en V (llamados componentes de varianza
y covarianza). Este modelo en (11.6) se puede
llevar a la forma general
y=xwr +Xu+e=zr +Xu+ e (11.6)
cuya estructura de covarianzas se expresa como:
donde (A;)es la matriz diagonal por bloques Ai'
As}, obtenemos la ecuaci6n que se corresponde
con el modelo lineal general mixto,
y=[:J X=diag(Xi). W=diag(Wi)
y
r<T~ <TOI <Top 1 yi = XiWir +XUi +e. i = 1,2,...,G (11.5)
b) Var{u.}=O= I <TIO <TI~ <TIp I La ecuaci6n (11.5)se puede escribir de una for-
l<T~p
I rna matricial mas compacta definiendo las si-
<Tp2 <T;J
guientes matrices y vectores.
ciones generales, donde W = Ip+1®Wi' con ® ,
con indicando producto Kronecker, yWi es el
vector de valores de WI' W2, Wqpara el grupo i-
esimo. Si escribimos la ecuaci6n (11.4)en la (11.3)
obtenemos el modelo general linealjerarquico en
dos niveles.
entonces tenemos las ecuaVar{Ui}=n,
£(U;)=o
referidos como modelos de regresi6n con coefi-
cientes aleatorios (Longford, 1995). En este sen-
tido, asociadas a las ecuaciones en (11.2), tene-
mos suposiciones para un error aleatorio p-va-
riado , UI = (Uoi' Uj;, ... Upi)'que se postulan inde-
pendientes e identicamente distribuidos, y se
establece:
a) E{ul}=O
puestas" son los coeficientes de regresi6n en la ecuaciones (11.2).
ecuaci6n (11.1), y la 0 las variables explicatorias Si asumimos que
son las W. Por eso estos modelos tambien son
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Heuristica
Invariablemente, la idea de estos procedimien-
tos y algoritmos es realizar una estimaci6n en
dos fases: obtener una estimaci6n inicial de la
matriz V y sustituirla en las ecuaciones que la
requieren para estimar f3* ; en una segunda fase
se mejora la estimaci6n de V y se repite el pro-
ceso hasta que se logra cumplir con un criterio
de convergencia. Obviamente las soluciones al
problema de estimaci6n e inferencia no son ce-
rradas y estas dependen de la eficiencia de los
algoritmos numericos, y adernas estan fuerte-
mente afectadas por la cantidad de datos, tanto
en la que se refiere al mirnero de grupos como
al mimero de individuos por grupo (Goldstein,
1995).
les de programas en BMDP y SAS, que se ob-
tienen como productos aparte de los sistemas
mencionados. Una discusi6n amplia de los meri-
tos de los sistemas, emanada de una evaluaci6n
comparativa, se presenta en el articulo de Kreft
et al. (1994); tambien en Vander Leeden et al.
(1996) se puede encontrar informaci6n valiosa
sobre los principios y procedimientos de
inferencia en este contexto de modelaci6n y una
evaluaci6n comparativa del software existente.
EI problema de estimaci6n e inferencia en el mo-
delo presentado en la secci6n anterior es harto
complejo, puesto que V, la matriz de varianzas y
covarianzas asociada, es asimismo un objetivo
de estimaci6n. Este problema tiene una larga
tradici6n de estudio desde que fue formulado
como tal (Lindley y Smith, 1971). La soluci6n se
ha abordado desde diferentes principios: maxi-
ma verosimilitud restringida (Longford, 1987),
bayesiano empfrico (Bryk y Raudenbush, 1992)
y mfnimos cuadrados generalizados (Goldstein,
1987). Se han propuesto algoritmos
computacionales para la estimaci6n, puesto que
la soluci6n requiere de metod os numericos
iterativos. Entre estos algoritmos se encuentran
la adaptaci6n particular del algoritmo EM
(Dempster, Laird y Rubin, 1977; Bryk y
Raudenbush, 1992), el algoritmo de Fisher-
Scoring (Longford, 1987) y el algoritmo de Mfni-
mos Cuadrados Generalizados Reponderados
Interativamente (MCGRI), (Goldstein, 1987;
Goldstein y Rasbash, 1992). Estos algoritmos se
han implementado en paquetes computacionales
que actualmente se distribuyen comercialmente:
el ML3 (y versiones sucesivas, Prosser et al.,
1990) el HLM (Bryk Y Raudenbush, 1992) el
VARCL (Longford, 1993), y versiones especia-
III. ESTIMACION Y PRUEBA DE HIPOTESIS EN EL MO-
DELO LINEALJERARQUICO
Yare /3* )= (X*tv-1X*r1
Sin embargo, el problema de estimaci6n involucra
asf mismo a los parametres desconocidos en V.
y tambien que la matriz de varianzas y
covarianzas de este estimador, serfa:
y=x*p* +e* (11.7)
con E(e*) = 0 y Var (e*) = V
en donde X*, P*, y e* son una matriz de disefio
general, un vector de parametres f3*, que inclu-
ye unicamente a los efectos fijos, Y e' es un
vector que incluye a los errores aleatorios.
Si se asume V conocida se sabe que el estimador
de mfnimos cuadrados generalizados es:
"sando mode/os de regresi6n de daS nive1es
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EI principal problema en el ajuste y conducci6n
del proceso de inferencia para los modelos li-
neales jerarquicos es que para un problema par-
ticular se requiere implementar una estrategia que
permita ir aproximandose a la complejidad maxi-
ma del modelo permitida por los datos. En ese
sentido, 10que se entiende es que la formulaci6n
del modelo no puede ser tal que se plantee un
modelo muy complejo, puesto que en tal caso los
algoritmos numericos pueden no funcionar ade-
cuadamente. En la siguiente secci6n abordamos
la problematic a de la formulaci6n e
implementaci6n de estrategias de modelaci6n li-
neal jerarquica, siguiendo algunos lineamientos
desarrollados en Ojeda (1992, 1993); Behar y
Ojeda (1995), y Ojeda et al. (1996).
La prueba de hip6tesis para el modelo (11.5) se
formula tanto sobre los efectos fijos en T como
sobre los efectos aleatorios 0 varianzas y
covarianzas. En el primer caso, se orienta el in-
teres sobre la tendencia general de los model os
sobre la muestra de grupos, y en el segundo caso
interesa establecer juicios concluyentes sobre la
dispersi6n de los coeficientes de los modelos.
Para los efectos fijos se usa el enfoque de la
hip6tesis lineal general refiriendo resultados
asint6ticos bajo la suposici6n de normalidad, por
10que contar con un rnirnero suficiente de gru-
pos e individuos dentro de grupos es muy impor-
tante. Por otro lado, la prueba de hip6tesis para
las varianzas y covarianzas es generalmente ba-
sada en el estadistico de raz6n de verosimilitu-
des, tambien bajo las mismas suposiciones. Bue-
nas revisiones y notas bibliograficas sobre este
asunto se pueden encontrar en Longford (1993;
1995) y Goldstein (1987; 1995).
donde los parametres desconocidos son ny a;
y el resto de componentes son valores conoci-
dos. Escribir esta ecuaci6n en una forma opera-
ble y desarrollar un algoritmo eficiente no fue
sencillo. Para detalles a este respecto se reco-
mienda ver Goldstein y Rassbash (1992). La
idea es que de este paso se obtiene V . Acto
seguido se sustituye esta estimaci6n en el
estimador de mfnimos cuadrados generalizados
y se obtiene una segunda estimaci6n de ~ ". Esto
nos permite producir otros residuos. El proceso
se repite hasta que la estimaci6n V de sea es-
table.
con se obtienen las primeras estimaciones para
los elementos de V, 10que se logra aplicando un
algoritmo de mfnimos cuadrados a la ecuaci6n
de V; es decir:
A partir de esta estimaci6n se obtiene
En la ecuaci6n (11.7) se ajusta el modelo 1)UpO-
niendo que V =INa2; es decir, se obtiene
A manera de ilustraci6n general y para estable-
cer la 16gica del funcionamiento del algoritmo
MCGRI, a continuaci6n damos una idea superfi-
cial de como trabaja.
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SEGUNDO: Realice ajustes por separado y
de manera global para tener una clara idea de la
variaci6n de los coeficientes de regresi6n esti-
mados. En general esto da una primera buena
PRIMERO: Haga siempre anal isis
exploratorios para conocer suficiente sobre las
distribuciones marginales y bivariadas de los
datos, tanto de manera global como grupo por
grupo. Debe haber evidencia suficiente sobre la
razonabilidad del modelo de regresi6n para
explicar las relaciones que se estan estudiando.
Los graficos de caja, los diagramas de tallo y
hoja, los correlogramas,los correlogramascodi-
ficados y los diagramas de escalera (Halft
Matrix Plot) son herramientas que seran de in-
dudable utilidaden esta fase, en la quees posible
identificar errores en los datos, datos atipicos y
tener una idea del rango de variabilidad en las
asociaciones estudiadas.
En 10que siguepresentaremosalgunasrecomen-
daciones generales que, de alguna forma, pue-
den ayudar para hacer aplicaciones concretas
de la modelaci6nde regresi6n linealjerarquica.
Ante situaciones de analisis de datos en los que
la estructura es jerarquica, no es posible proce-
der de forma directa a la formulaci6nde un mo-
delo complejo. Primero porque es muy diffcil
lograrun planteamientorealistasinevaluarla im-
portancia de las variables explicativas en una
manera exploratoria, y segundo porque un mo-
delo complejode partidapuedeno ser soportado
por los datos, en el sentido de que el algoritmo
numericonocorrapormalcondicionamiento.La
segunda cuesti6n es bastante frecuente en pro-
blemas reales segun la experiencia de los auto-
res.
Heuristica
TERCERO: Una vez agotadas las fases an-
teriores se debe tener una idea clara de la im-
portancia relativa de las X en la predicci6n de
los valoresY,y se suponeque se esta en posibi-
lidades de postular el modelo lineal jerarquico.
Para este momenta tenemos una estimaci6n de
, que es la que se obtiene de la regresi6n global.
La primera pregunta fuerte de contestar es sa-
ber si hay suficiente variabilidad entre grupos
como para justificar el ajuste de un modelo je-
rarquico; es decir, contestarse si realmente los
datos tienen una estructurajerarquica que justi-
fique la complejidad del modelo. Para esto
Goldstein (1987) sugiere ajustar un modelo de
componentes de varianza simple; es decir, pro-
pone ajustar:
Iv. ESTRATEGIAS DE ANALISIS DE DATOS EN
MODELACION LINEALJERARQUICA
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idea de lasvariablesexplicatoriasrealmente sig-
nificativas al nivel de individuos. Cabe hacer
notar que los coeficientes estimados mediante
este procedimiento constituyen en si la primera
base para explorar la importancia de las varia-
bles explicatorias en el segundo nivel (las). La
exploraci6n detallada de las asociaciones entre
lasW y los f3 estimados por separado nos pue-
de dar elementos para establecer patrones de
comportamientocentral y variabilidad. Llame-
mos a la matriz de coeficientes estimados por
separado B. Esta es una matriz de datos
multivariadosde orden G por (p+l). Podemos,
usar tecnicasmultivariadasexploratorias, como
ComponentesPrincipales0Analisis deConglo-
merados, para explorar patrones de asociaci6n
entre variables (los f3 estimados) e individuos
(en este caso los grupos). Tarnbien podemos
hacer un estudio de correlaci6n can6nica de B
con la matriz de datos de las variables.
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Un modelo sobreparametrizado en cste sentido
yentonces
Para evaluar la mejora de la ecuacion cuando se
introducen mas X se recomienda hacer esto de
una en una. Notese que el mimero de parametres
a estimar en crece conforme mas variables X
tenga la ccuacion en (IVA). Asi por ejemplo, si
tenemos tres variables explicatorias, tcndrfamos:
Para cada estimacion de las entradas de esta
matriz se obtiene un error estandar asociado, con
10 que es posible decidir si la variabilidad del co-
eficiente es significativa. Tambien se obtiene una
estirnacion de (J; , la que se espera se reduzca
en un porcentaje importante respecto de las esti-
maciones obtenidas del ajuste global y del mode-
10 de componentes de la varianza.
La matriz de varianzas y covarianzas asociada a
'Ui =(Uoi,Uli)t serfa
(lV.S)
Poi = Y00 + uoi
EI modelo en el segundo nivel serfa
EI modelo de regresion con coeficientes
aleatorios es el siguiente paso, para 10 cual se
considera recomendable solo incluir la variable
X que mayor evidencia de explicabilidad sobre
Y haya dado. EI modelo a ajustar serfa:
Segun Goldstein (1987) basta declarar que se
justifica un ajuste de un modelo jerarquico. La
experiencia de los autores a este respecto es que
en algunos casos valores de hasta 0.08 para p
han dado analisis multinivel interesantes. Por tal
motivo recomendamos que el ajuste del modelo
de componentes de la varianza se tome con
reservas, y que mas bien se proceda en
correspondencia con la informacion obtenida en
los anal isis exploratorios previos.
Notese que aquf n= o~, al que se Ie llama com-
ponente de varianza entre grupos. Con las esti-
maciones de cr~ y cr~ se constituye una esti-
macion del coeficiente de correlacion intraclase
p , que serfa:
(IV.2)Poi = Yoo + ui
con modelo en el segundo nivel:
i= 1,2,. .. ,G; j = 1,2"", ni
(IV.1)
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CUARTO: Dadas las estimaciones finales
de los efectos fijos y los aleatorios es posible ob-
tener estimaciones de los errores en ambos
niveles; es decir, podemos obtener los residuos,
e y Q Con estos residuos se debe hacer diag-
nosticos, En el caso de los residuos en el primer
nivel los podemos tratar a partir de las tecnicas
tradicionales de diagnostico (Goldstein, 1987;
Bryk y Raudenbush, 1992). El problema mas
complejo se presenta con los residuos en el se-
gundo nivel, que son residuos (p+ 1)variados. Sea
U la matriz que tiene por renglones a los vectores
Q: ; i = 1,2,···, G . Esta matriz puede ser some-
tida a tecnicas de analisis multivariado como
Componentes Principales. Obteniendo la matriz
C(2) , de los puntajes (scores) de los primeros
No hemos encontrado aplicaciones en las que se
requiera ajustar mas de una W, aunque solo he-
mos tenido problemas reales con tres W
candidatas. Lo que pensamos es que usual men-
te no se diseiia la obtencion de informacion para
grupos. Goldstein (1987) recomienda usar me-
dias, desviaciones estandar 0 coeficientes de va-
riacion muestrales en cada grupo como varia-
bles W. Lo diffcil en estos casos es dar una bue-
na interpretacion a los resultados de las corri-
das.
(IV.6)
~OJ= 100 + 101w j + UOi
~Ij =110 +111Wj +vu
En 10que se refiere a la inclusion de las varia-
bles W, esta se debe hacer de manera secuencial
una mas en cada corrida. Esto implicaria que
las ecuaciones en (IV.5) sean cambiadas por
requiere muchos grupos, y en la practica el mi-
mero de grupos esta siempre restringido. Se re-
comienda para una X y una W tener al menos 20
grupos y 5 individuos por grupo.
Heuristica
Este estudio tiene el proposito de modelar la re-
lacion que existe entre las habilidades de
lectoescritura y el rendimiento escolar en estu-
diantes de bachillerato, para una poblacion de
escuelas, de las cuales se obtuvo una muestra
irrestricta aleatoria de 35. En cada escuela se-
leccionada se obtuvo una muestra de entre 8 y
15estudiantes, dependiendo del tarnafio de la es-
cuela. A cada estudiante seleccionado, al inicio
del peiodo escolar se le aplicaron dos test, uno
que mide la habilidad de lectura y el otro que
mide la de escritura. Los puntajes obtenidos se
denominaron LECTURA y ESCRITURA, res-
pectivamente. Al final del periodo escolar se re-
E]EMPLO
Muchos de los procedimientos aqui menciona-
dos es posible implementarlos con el paquete
ML3 y con el apoyo de algun otro paquete esta-
dfstico. En este sentido se debe entender que
las estrategias de modelacion jerarquica son
iterativas y requieren una cornpenetracion con
el problema bajo estudio. En Ojeda (1992, 1993),
Ojeda y Juarez-Cerrillo (1996a; 1996b), Behar
y Ojeda (1995) y Ojeda et al. (1996) aparecen
algunos ejemplos y recomendaciones practicas
sobre el proceso de modelacion jerarquica. Para
efectos de puntualizar detalles en la siguiente
seccion incluimos un ejemplo que tiene como ob-
jetivo ilustrar los aspectos mencionados.
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dos componentes principales, es posible identifi-
car grupos atfpicos 0 incluso ordenarlos. Tam-
bien se pueden usar los iiltimos componentes
(Barnet y Lewis, 1994) para identificar outliers.
Ojeda y Juarez-Cerrillo (1996a; 1996b) explora-
ron la viabilidad del usa de la tecnica del Biplot
(Gabriel, 1971) en la identificacion de grupos
atfpicos. En este sentido hay poco estudio re-
portado, y principalmente pocas referencias so-
bre experiencias practicas, y esto se abre como
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Ai = roo +UOi
Ai = rIO +uJi
Ai = r20 +u2i
con modelos al segundo nivel como:
dencia de que era posible ajustar el modelo.
(RENDIMIENTO)ij =Ai +Ai (LECTURA)ij +Ai (ESCRITURA)ij +eij
Al ajustar los model os de regresi6n con coefi-
cientes aleatorios, tanto para LECTURA como
para ESCRITURA por separado, se obtuvo evi-
Como primera fase en el analisis jerarquico se
ajust6 un modelo de componentes de la varianza
y se obtuvo que el coeficiente de correlaci6n
intraclase estimado que result6
p = (29.42/106.21), loquejustificaplenamen-
te un analisis mayor. Sobre todo porque las esti-
maciones de los componentes de la varianza tu-
vieron errores estandar estimados pequeiios
(8.742 y 5.772 respectivamente).
j = 1,2, .. , n;y
Este modelo se ajust6 para cada escuela por se-
parado y de manera global. El cuadro 1, presen-
ta los resultados importantes. En la Figura 3 se
presentan los diagramas de dispersi6n de los co-
eficientes estimados separadamente con la va-
riable CAUDAD, tambien incluyendo las distri-
buciones univariadas representadas por
histogramas. Aquf se puede observar que la va-
riable CAUDAD tiene una distribuci6n bastan-
te inadecuada; sin embargo en ausencia de otra
informaci6n se decidi6 utilizarla.
donde i = 1, 2, .. , 35
(RENDIMIENTO)ij = A +A (LECTURA)ij +A (ESCRITURA) +eij
En la Figura 2 se muestra la grafica de disper-
si6n de las variables en estudio, incluyendo un un
ajuste de lfnea recta, con el prop6sito de identifi-
car las asociaciones mas importantes. Al explo-
rar la asociaci6n lineal entre LECTURA y ES-
CRITURA como explicatorias del RENDI-
MIENTO, en cada una de las escuelas por se-
parado, se encontr6 suficiente evidencia que jus-
tifica el ajuste de un modelo de regresi6n lineal.
El modelo propuesto es:
comparativa por escuela.gistr6 el promedio de calificaciones del estudian-
te en el periodo regular, al que se le denomin6
RENDIMIENTO. Para explicar el efecto
contextual se evalu6, en cada una de las escue-
las en la muestra, la implementaci6n real de una
serie de protocolos y procedimientos recomen-
dados por la oficina de educaci6n para mejorar
el rendimiento escolar. Con estos registros se con-
feccion6 un indice denominado CAUDAD, los
datos fueron transformados linealmente a una es-
cala de 0 a 100. La Figura 1muestra las distribu-
ciones de las variables en estudio en una forma
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) 1. Resultados relevantes del ajuste de regreskn pel' separado y de manera global, NUMFSf
nirrero de estudiantes, C-DET-AJU es el coeficiente de determinackn ajustado, ECM es el
uadratico media, BEfA-O, BEfA-l YBEfA-2, soo los coeficientes de regresion estirmdos y
)AD es el Indice de calidad asociado a la escuela
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Cuadra 3. Estimadores de los coeficientes fijos en el modelo (Y ) incluycndo como variable explicatoria al segundo nivel
a CAUDAD, y los respectivos estimadores de los componentes de varianzas y covarianza, mostrando los valores de
probabilidad cmpirica (p - values), usando resultados asint6ticos bajo norrualidad.
ESTIl\1ADORES DE ESTIl\1ADORES DE LAS VARIANZAS Y
VARIAllLE LOS COYARIANZAS
COEFICIENTES r CONSTANTE LECTURA ESCRITURA
CONSTANTE 43.0200 1.222
(p<O.OOI) (p<O.l)
LECTURA 0.0632 -0.0048 0.0006
(p < 0.001) (p<O.I) (p = 0.0449)
ESCRITURA 0.2080 0.0335 -0.0005 0.0019







se obtuvo los resultados que se muestran en el Cuadro 3.
Al incluir como variable explicatoria a nivel de
Ai = Yoo+ YOI (CALIDAD)i +1I0i
Ai = YIO +YII(CALIDAD)i +lIli
Ai = Y20+Y2I (CAUDAD)i +U2i
grupo a CAUDAD; es decir, al plantear los mo-
delos al segundo nivel como:
Podemos observar que los coeficientes fijos re-
sultaron altamente significativos. As! mismo, las
entradas correspondientes a los componentes de
varianza y covarianza resultaron ser
seignificativas, excepto al2 •
Cuadra 2. Estimadores de los coeficientes fijos en el modelo ( Y ) asf como de los componentes de varianza, rnostran-
do los valores de probabilidad empfrica (p-values) usando resultados asintoticas bajo normalidad.
ESTIMADORES DE ESTIl\1ADORES DE VARIANZA Y
VARIAnLE COYARIANZAS
COEFICIENTES r CONSTANTE LECTURA ESCRITURA
CONSTANTE 46.92 3.44200
(p < 0.001) (p = 0.0384)
LECTURA 0.117 0.02690 0.00104
(p < 0.001) (p = 0.02690) (p < 0.001)
ESCRITURA 0.275 0.07450 0.00012 0.00264
(p < 0.001) (p = 0.0050) (j)<0.1) (p < 0.001)
La distribuci6n de los residuos, eij' para este
modelo muestra una sensible mejora. As! mis-
mo, el efecto de heterocedasticidad se ha ate-
nuado sensiblemente. Esto se puede ver en las
figuras 6 y 7.
Como puede observarse todos los coeficientes
fijos resultaron significativos, 10que indica que el
modelo explica sustancialmente a los datos; por
otro lado, los componentes de varianza y
covarianza indican una variabilidad significativa
entre los grupos, excepto en los terminos inde-
pendientes en donde la varianza estimada no re-
sulto ser significativamente distinta de cero. Ade-
mas, el estimador (J2 resuelto 3.922 con un errore
estandar estimado de 0.325.
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Para complementar el analisis se explore los re-
siduos de segundo nivel para el termino constan-
te, ya que ninguno de los componentes de varianza
y covarianza restantes resultaron ser significati-
vos (ver Cuadro 4). A partir de estos residuos es
LOGE(RENDIMiENTO)ij = 3.79+0.0012(LECTURA);j +O.0038(ESCRITURA)ij
+O.000009(CALIDAD); * (LECTURA)ij
Como puede observarse el modelo para los efectos fijos serfa:
Cuadro 4. Estimadores de los coeficientes fijos (r) incluyendo como variable explicatoria de segundo nivel a CAUDAD
cuando la variable RENDIMIENTO fue transformada a la escala logarftrnica; tambien aparecen los estimadores de los
componentes de varianza y covarianza, mostrando los valores de probabilidad ernpfrica (p-values), usando resultados
asint6ticos bajo normalidad.
ESTIMADORES DE ESTIMADORES DE LAS VARIANZASY
VARIABLE LOS COVARIANZAS
COEFICIENTES r CONSTANTE LECTURA ESCRlTURA
CONSTANI'E 3.79 0.00155
(p < 0.001) (p = 0.0076)
LECTURA 0.0012 0.000009 0.000000
(p < 0.001) (p > 0.1) (p> 0.1)
ESCRlTURA 0.0038 0.000000 0.000000 0.000000







Para evaluar la posibilidad de otro modelo mejor
se realize una transformacion logarftmica a la
variable respuesta y se ajusto nuevamente el ul-
timo modelo. Se obtuvieron los resultados que se
muestran en el Cuadro 4.
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Al hacer un analisis de los residuos de primer
nivel, eij' se encontro alguna evidencia visual de
heterocedasticidad, y una distribucion con un ses-
go positivo, que aunque pequefio si notorio (ver
figuras 4 y 5).
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Figura 1. Distribuciones de las variables en estudio mostradas
comparativamentepor escuela.
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Figura 3. Diagramas de dispersi6n de los coeficientes estimados por separado y la varial









Figura 2. Diagrama de dispersi6n de las variables en estudio, mostrando histogramas para
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Figura 5. Diagrama de dispersion de residuos contra predichos del modelo con los datos su
transformar.
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Figura 4. Distribucion de los residuos del modelo con datos sin transformar .
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Figura 7. Diagrama de dispersion de residuos contra predichos del modelo con los
tranformadosa escalaIogarftmica,
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Figura 6. Distribuci6n de los residuos estandarizados del modelo usando los d:




















































Figura 8. Diagrama de dispersi6n de los dos primeros componentes principales (que explk
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