In capture-recapture experiments, covariates collected on individuals, such as body weight and length, are often measured imprecisely or are missing at random. Furthermore, the number of recorded covariate measurements collected on each observed individual is usually equal to or less than the individual's capture frequency. Correcting for multiple error-prone covariate is seldom seen in capture-recapture models and even fewer research have considered cases where individual's have no measurements at all. In this paper, we develop an unbiased estimating equation using the conditional score within the capture-recapture framework. We then extend this approach to simultaneously account for both measurement error and missing data using two well-known missing data methods: (1) inverse probability weighting; and (2) multiple imputation. These new methods are shown to yield consistent and asymptotically normal estimators, * Corresponding author Email: wenhan@nchu.edu.tw 1 Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) the two approaches are shown to be asymptotically equivalent. We evaluated these methods on simulated and real capture-recapture data. Our results show improvements in both precision and efficiency when using the proposed methods.
Introduction
Over the last several decades there has been growing development in enhancing population size estimation in capture-recapture studies through the use of covariates (McCrea and Morgan, 2014) . For closed population models, covariates are often used to model capture probabilities in the form of a logistic regression (Huggins, 1989; Alho, 1990 ).
These models are commonly referred to as "observed heterogeneity" models since the heterogeneity is modelled via covariates. For models concerning unobserved heterogeneity, see Pledger (2005) and Farcomeni (2016) . These models not only help explain variation and heterogeneity in capture probabilities but also reduce bias in the estimation of the population size (Pollock, 2002; Hwang and Huggins, 2005) . We consider observed heterogeneity models in this study. Ideally, the number of recorded covariate measurements is equal to the individual's capture frequency, although in practice some covariate measurements are not recorded on each capture occasion. Furthermore, covariates collected on individuals may be imprecisely measured. For example, in Section 5.2 we analyse recapture-recapture data collected Eastern barred bandicoots, there we encounter both imprecise measurements and missing values for observed body weight. As in the general regression context, it is well-known that measurement errors and missing data may yield biased estimation for the regression parameters (Rubin, 1987; Little, 1992; Carroll et al., 2006) . The same issues may occur when estimating population sizes in capture-recapture models, which is the main focus of this study.
Correcting for measurement error in covariates has been well-established in closed populations capture-recapture studies over the last two decades. When the measurement error variance is constant across individual subjects, a variety of measurement error methods have been developed to address this problem, including: simulationextrapolation (Gould et al., 1999; Stoklosa et al., 2011) , regression calibration (Hwang and Huang, 2003) , and conditional score (Hwang et al., 2007) . However, the measurement error variance of an observed covariate often depends on the capture frequency which is the response variable for modelling capture probabilities. This is referred to as a differentiable measurement error problem that has no general functional method, see Carroll et al. (2006) . To overcome this difficulty, Huggins and Hwang (2010) used an approximated estimating equation approach via maximizing a partial likelihood, Xu and Ma (2014) proposed a semiparametric efficient score method, and Xi et al. (2009) developed a parametric likelihood approach but required making a parametric distributional assumption on the true underlying covariate.
Accounting for missing values in the observed covariates in closed capture-recapture studies is more challenging to develop because a "missing observation" is confounded with the fact that the individual was simply not observed on an occasion. However, several likelihood based methods have been developed. Wang (2005) considered a semiparametric approach for continuous time capture-recapture models and Zwane and van der Heijden (2007) used capture-recapture log-linear models with missing categorical covariates. The methods of Xi et al. (2009) also accounted for missing data in covari-ates but as noted above, they require a normality assumption on the true underlying covariate. More recently, Lee et al. (2016) showed that a naïve complete data analysis underestimates the population size in most common situations. To correct for this bias, Lee et al. (2016) proposed several methods that make no distributional assumptions on the missing covariates. Their techniques made use of regression calibration, inverse probability weighting or multiple imputation to handle missing at random data in the covariates.
With the exception of Xi et al. (2009) , very few attempts have been made to account for both missing values and imprecise measurements of covariates. In this study, we develop several methods to address the issues. First, we examine the measurement error case, allowing for the number of recorded covariate measurements to be equal or related to the individual's capture frequency. Our framework is built around the conditional score method (Carroll et al., 2006; Huang et al., 2011) to develop an unbiased estimating equation. We then extend this approach to simultaneously account for both measurement error and missing data in covariates. Our proposed methods incorporate the aforementioned estimating equation and two typical missing data techniques: (1) inverse probability weighting; and (2) multiple imputation.
In Section 2 we give notation, review the naïve method and discuss the conditional score approach under the measurement error framework. We then discuss the missing data framework and present several existing methods along with proposed methods in Section 3. Simulations and real-data examples are given in Sections 4 and 5, respectively, followed by a discussion in Section 6. Technical results are given in a Web For now, suppose that X i is an observed continuous covariate (such as body weight or head-to-tail length) measured with no error or missing values. Further, let Z i denote a covariate vector (which is often some constant -e.g., an intercept term or gender recordings) that is always correctly observed. These covariates are assumed to be constant across capture occasions in a closed population capture-recapture model. We consider heterogeneity type models where capture probabilities depend on an individual's covariate. Let H(u) = {1 + exp(−u)} −1 be the logistic function such that capture probabilities are written as
where β and γ are the unknown parameters associated with X i and Z i , respectively. For simplicity, we
. Also, to simplify the presentation, we assume that X i is a univariate variable but note that this structure can be easily extended to the multiple covariate case.
Suppose the covariate X i has been measured m i times where m i ranges from 0 to Y i .
In capture-recapture experiments, it is common for m i = Y i since covariates can only be measured on each capture event. However, for various reasons, it is also plausible that no measurements have been collected on any capture event even if the individual has been observed. An extreme case is m i = 0 (but Y i > 0) which is equivalent to X i
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Let W ik denote the kth observed error-contaminated measurements for X i . When m i > 0, we assume a classical measurement error structure (Carroll et al., 2006) , that we can obtain as estimate of it using a pooled sample variance estimator:σ
The Naïve method
If measurement error is present in covariates but unaccounted for, the naïve method solves the following estimating equation:
where 
Conditional score estimation
In the context of measurement error analysis, a functional method treats the unknown X i as parameters for all i. Under this setting, the number of model parameters significantly increases as the sample size grows. To accommodate for the large number of parameters, Stefanski and Carroll (1987) developed conditional score estimation where a novel surrogate for X i is used rather than W i . Following Stefanski and Carroll (1987) , we treat each∆ i as observed variables. Huang et al. (2011) showed that for each i ≤ D,
Importantly, the right-hand side of (2) does not involve X i , so that the distribution
. In other words,∆ i is considered as a surrogate for X i .
Estimates of θ can be obtained by solving the following estimating equation:
This approach is referred as the naïve conditional score (NCS) estimation (Huang et al., 2011) 
where
It is straightforward to show that Φ i (θ) is zero unbiased by applying the double expectation law:
As a result, the solution to equation (4), denoted byθ c , is a consistent estimator for θ.
Remark 1. Xu and Ma (2014) considered a modified CS1 method that similarly aims to use all information contained in the observed measurements. We briefly discuss this approach. Denote K as the maximum number of measurements, and let ξ i (θ) be
to obtain an estimator of θ. However, as shown in the simulations conducted in Xu and Ma (2014) , this modified CS1 approach did not improve the performance of CS1. In contrast, our proposed CS method outperformed CS1 in almost all simulations carried out in Section 4. Note also that the estimating function of the CS method used in Xu and Ma (2014) differs slightly from our approach.
In Theorem 1 we establish large sample properties forθ c . Denote a ⊗2 = aa T for a vector a and denote A −T as the transpose for
and
Generally, when investigating large sample properties for capture-recapture models, the capture occasion τ is considered fixed. Here we also assume fixed τ , nevertheless we note that the variability of estimators increases if τ is decreased.
Theorem 1. Under regularity conditions A1-A3 (see Web Appendix A),θ c is a con-
To estimate the variance ofθ c , we use the sandwich estimator:
where θ is evaluated atθ c . In a separate simulation study (not reported here), the proposed CS method was shown to perform equally well compared to the error augmentation CS method of Huang et al. (2011) .
To estimate the population size, recall that ∆ ij serves as a surrogate for X i and so that a Horvitz-Thompson type estimator can be constructed based on the conditional
. , m i , we propose the following population size estimator
. 
where θ is evaluated atθ c . Let
. Theorem 2 gives the asymptotic results forN c .
Theorem 2. Under regularity conditions A1-A3 (see Web Appendix A),N c /N converges to one in probability as N → ∞. Moreover, the limiting distribution of
Missing Data Framework
In addition to individual covariates being imprecisely measured with error, suppose that some of these covariates are now missing. Let δ i = 1 be the indicator that covariate W i is observed and 0 if it is missing. Under these settings, a naïve complete case method ignores the data for individuals with δ i = 0 and solves the estimating equation:
where Ψ i () is the same function as given in (1). The solution to (6) is denoted asθ ncc which we refer to as the naïve complete case estimator for θ. The corresponding naïve complete case population size estimator
δ i is the number of captured individuals without missing covariates. Lee et al. (2016) show thatN ncc generally underestimates N when σ 2 u = 0. The bias is even worse when the measurement error is present.
Assume that covariates are missing at random, such that
To condense our notation we denote π i = π(Y i , Z i ) and refer to this as the selection probability for δ i . In practice, the selection probabilities π i can be estimated either nonparametrically or parametrically. When Z i is categorical, we may use the empirical probabilityπ i , which is the percentage of δ = 1 with (
for all ≤ D. When Z i contains continuous variables, π i can be estimated by kernel smoothing. However, if Z i consists of many variables (i.e., it is of high dimension), it is more suitable to seek a binary regression model with the response δ i and covariates Y i and Z i (Seaman and White, 2013) .
Naïve inverse probability weighting estimation
The naïve inverse probability weighting (IPW) approach accounts for missing covariate values but ignores measurement error. These models were developed in Lee et al. (2016) and so we include them here for completeness. The estimating equation is given as:
whereπ denotes the set collection ofπ i . The solution to (7) is denoted byθ nw which we refer to as the naïve IPW estimator for θ (since it does not account for the effects of measurement error). The naïve IPW estimator for the population size
If the measurement error variance σ 2 u = 0, bothθ nw andN nw are consistent and asymptotically normal, see Lee et al. (2016) for the proofs and associated asymptotic variances. Clearly, these asymptotic properties are not valid
3.2 Inverse probability weighting with conditional score estimation When measurement error is present in covariates, the estimating function
is not zero unbiased, thereforeθ nw andN nw do not preserve consistency. We thus consider using the conditional score estimating function Φ i (θ) in (4) to substitute for Ψ i (θ) in (7). We call this method the inverse probability weighting conditional score (IPWCS) which take into account both measurement error and missing covariates. Accordingly, IPWCS solves the following estimating equation:
where Φ i (θ) is given in (4). Using the double expectation law, we obtain
hence the estimating function in (8) is zero unbiased ifπ i is substituted by π i . To estimate the population size we use:
, whereθ wc is the solution of (8) and P * i∆ (θ) is given in (5).
We establish the following theorems for bothθ wc andN wc .
Theorem 3. Under the regularity conditions A1-A2 and B1-B3,θ wc is a consistent
Theorem 4. Under the regularity conditions A1-A2 and B1-B3,N wc /N converges to one in probability as N → ∞. Moreover, let κ * i (θ) be the expectation of
where ν wc is the variance of I(
T . According to Theorem 3, the variance estimator forθ wc is:
where θ and π are evaluated atθ wc andπ, respectively. Moreover, to estimate the variance ofN wc , let
where again θ and π are evaluated atθ wc andπ, respectively.
Multiple imputation with conditional score estimation
We develop a second approach to handle measurement error and missing data via multiple imputation (Rubin, 1987) . When Z i is a categorical variable, we consider the following empirical distributions: 
{Step 2:} Solve the estimating equation:
andθ mc be the solution. 
estimate Var(θ mc ) using:
where θ is evaluated atθ mc , and G mc (θ) is the gradient of U mc (θ).
For the variance ofN mc , definê
where θ is evaluated atθ mc . Finally, we demonstrate that MICS and IPWCS are asymptotically equivalent in the next theorem.
Theorem 5. Under regularity conditions A1-A2 and B1-B3, √ N (θ wc −θ mc ) converges to 0 in probability as both N and M increase without bound. Similarly, N −1/2 (N wc − N mc ) converges to 0 in probability as N, M −→ ∞.
Simulation study 1: Measurement error data
Our first simulation study examined the case when covariates are only subject to measurement error. We set the number of capture occasions to τ = 5, 7, 10 and 14 and considered data sets of two different sizes: a moderate sized data set where we fixed the true population size to N = 200, and a large sized data set with N = 1000 to better examine the asymptotic performance. We then generated one covariate X i from two possible distributions which we referred to as "scenarios" throughout. We used: (a) the standard normal; and (b) a uniform distribution with support (− √ 3, √ 3) (so that it also has mean 0 and variance 1). An error-free binary covariate Z i was also drawn from a Bernoulli (Bern) distribution with probability set to 0.4. Thus, the probability of being captured was set to P ij = H(α + βX i + γZ i ) with (α, β, γ) = (−1, 1, −1)
for j = 1, . . . , τ . The number of recorded covariate measurements was obtained
at Y is = 1 for s = 1, . . . , τ ) for each i and j were generated as W ij = X i + ε ij , where ε ij ∼ N (0, σ 2 u ). Finally, the measurement error variance σ 2 u was set for two levels, 0.25 (moderate measurement error) and 0.5 (high measurement error). In each simulation study we generated 200 data sets.
We fitted the naïve conditional likelihood model of Section 2.1 (labelled here as naïve), a refined regression calibration (RRC) approach (see Web Appendix B), a naïve conditional score (NCS) model (i.e., ∆ i was used), the conditional score 1 (CS1) model (i.e., the first observed measurement in ∆ i1 was used), and the proposed conditional score approach (CS-new) of Section 2.2. Note that the RRC approach is a simple approximation method proposed by Hwang and Huang (2003) under the restriction that m i = 1. In Web Appendix B, we modify the RRC approach which allows for the general case of m i > 1. For each estimating equation, we used the Newton-Raphson method (via the nleqslv R-package) for obtaining solutions.
We only present the results for τ = 5. In Web Tables 1-4 , we reported the sample average, root mean squared error (RMSE) and 95% coverage probability (CP) for θ and N . To examine the performance of the variance estimators, we reported the mean of the standard error (SE) estimates using the respective method's standard error estimator and compared this with the standard deviations (SD) of β and N . As seen in the figures and Web Tables 1-4, the naïve approach showed strong attenuation effects when estimating β, this had subsequently resulted in underestimating N .
Although the RMSE was smallest for the naïve approach (particularly for N = 200), its CPs were too small at the nominal 95% level. Furthermore, the naïve approach performed worse as σ 2 u had increased. RRC performed well for the moderate sized data sets and scenario (a), however it resulted in biased estimates and lower coverage for scenario (b). The poorer performance for RCC in scenario (b) was expected as it is not a consistent method, in particular, its performance was sensitive to the normality assumption on X. The NCS method tended to "over adjust" the bias, and so that both β and N were overestimated. The resulting positive bias for N was at times very severe (e.g., see Web Tables 1-4 ).
Both CS1 and CS-new performed as expected for the regression parameters (Web Tables 1-4) ; outperforming all other methods regardless of the distribution of the true covariate and degree of measurement error. For the population size estimates, CS1
only marginally improved when σ 2 u = 0.25 resulting in some positive bias. On the other hand, CS-new was almost unbiased for all considered cases and was more more efficient e.g., the length of the boxplots are generally shorter in length for each setting.
Also, CS-new had smaller SDs and so its efficiency was better (e.g., CS-new had the smallest RMSE for N in Web Tables 1-4 ). In almost all cases, the standard error estimates for the proposed CS-new method were very similar to the sample SD, see
Web Tables 1-4. We note that the relative performance for our proposed estimators was similar for large τ , we also observed that as more individuals entered the study, the results for CS1 and CS-new (both being consistent methods) had greatly improved.
In addition, all population size estimators approached the true N and their differences (in terms of bias and RMSE) were minor when τ was increased.
In reference to other studies that have considered similar problems, we additionally compared our results with the generalized method of moments (GMM1) and semiparametric efficient score (Semi-Nor) approaches from Xu and Ma (2014) , see also Remark 1. To compare model performances we followed the same simulation set up as given in Tables 1 and 2 of Xu and Ma (2014) . Here, σ u = 0.6, N = 500 with γ = 0 (no covariate Z i ) and X i was drawn from the standard normal distribution. Two settings were considered τ = 5, (α, β) = (0.2, 1) and τ = 3, (α, β) = (−1, 1). Here, we generated 1000 data sets to be consistent with the results of Xu and Ma (2014) .
In Web Tables 5 and 6 we reported mean of the estimates (including the SD, mean of the SE, MSE and 95% CP) for parameters and N . The results of GMM1 and the SemiNor methods were taken directly from Table 1 of Xu and Ma (2014) . We calculated the MSE of each parameter to be MSE=bias 2 +SD 2 , note that the "mse" values of Xu and Ma (2014) 
Simulation study 2: Measurement error with missing data
We extended the above simulation study by including missing data in the covariates.
We considered the same scenarios as in Section 4.1 but now set σ 
. Note that case (1) and (2) We fitted and compared all models presented in Section 3, these were: the naïve complete case method (labelled here as naïve), the naïve inverse probability weighting (IPW) using the surrogate W i , the conditional score (CS) approach (4)- (5) to (α, β) = (−1, 0.5) and (−0.5, 1) for two cases: no missing data P meas = 1 and some missing data with P meas = 0.9. Covariates X i were drawn from the standard normal distribution, and we generated 1000 simulated data sets for each scenario. We used the same measures as in Section 4.1 and reported the results in Web Tables 7 and 8 for each case, respectively. Note that RE=(MSE of Xi et al. (2009) )/(MSE of model). We found that the proposed IPWCS and MICS were comparable with the maximum likelihood method. In particular, IPWCS and MICS gave appreciable results when σ 2 u = 0.5.
Examples
We give two real-data examples where measurement error and missing values are prevalent in the observed covariates. In the first example we only considered the measurement error problem as there were no missing covariates, and in the second example we simultaneously accounted for both measurement error and missing values in covariates.
Example 1: Harvest mouse data
Our first example uses capture-recapture data collected on the Harvest mouse in Tai- wan. These data have been previously analysed in Huang et al. (2011) and Stoklosa et al. (2011) . Captures of mice were collected across 14 sampling occasions where upon capture, additional measurements, such as body weight, gender, head-to-tail length, etc. were also collected on individuals. These data consist of D = 142 uniquely captured individuals across τ = 14 capture occasions.
Previous studies that have used similar data have identified body weight measured in grams (g) as a potential covariate to model heterogeneity in capture probabilities, and we note that the body weight measurements were subject to uncertainty. We use this a covariate to model capture probability and correct for measurement error using the methods given in Section 2. The average number of times the body weight covariate was observed across the capture occasions was m = 2.18. The average body weight was W = 8.24g with a sample variance of S 2 W = 4.58g 2 . The measurement error variance for the body weight covariate was estimated to be σ 2 u = 0.64kg 2 , which gives an estimate of the reliability percentage to be (1 − 0.64/4.58) × 100 = 86.1% with respect to a single measurement. We initially considered gender in the analysis but found no statistical significance and therefore decided to exclude this covariate.
As in Section 4.1, we fitted the naïve conditional likelihood, RRC, NCS, CS1 (the first observed measurement was used) and the proposed CS method. In Table 1 we give coefficient and population size estimates (standard errors are in parenthesis) for each method fitted to the data. Both the naïve and NCS gave similar estimates for the intercept and slope parameters, although the population size estimate for NCS was slightly smaller. CS1, RRC and the proposed CS had very similar estimates for the slope which were quite different from the naïve method however all three methods gave larger standard errors. RRC and the proposed CS gave very similar population size estimates but the standard error for RRC was too unrealistically large -this was unusual since we did not obtain such large standard errors in the simulation study.
Finally, the population size for the proposed CS method was similar to CS1, which was similarly observed in simulation study 1. Table 1 : Coefficient and population size estimates for each method fitted to the harvest mouse capture-recapture data. We fitted the naïve conditional likelihood model of Section 2.1 (labelled here as naïve), a naïve conditional score (NCS) model ( i.e., ∆ i is used), the conditional score 1 (CS1) model ( i.e., ∆ i1 is used), a refined regression 
Example 2: Eastern barred bandicoots data
In our second example we analysed capture-recapture data collected on the Eastern barred bandicoots Perameles gunnii in Hamilton, South-eastern Victoria, Australia.
In the experiment, D = 77 uniquely tagged bandicoots were trapped across τ = 5 sampling occasions collected in November, 2012. We considered two covariates that were collected during trapping: gender, which was correctly identified each time an individual was seen; and body weight, which was missing on some occasions upon capture and consisted of imprecise measurements (see below). There were 50 unique females and 27 males captured in this study period. In this example, the covariates of gender and body weight are used to model capture probabilities.
The observed average body weight was W = 0.67kg with a sample variance of 0.019kg 2 .
The average number of times the body weight covariate was observed across the capture occasions was m = 1.39, and the average number of times an individual was captured across the capture occasions was Y = 2.13. The measurement error variance for the body weight covariate was estimated to be σ 2 u = 0.01kg 2 , giving a low reliability percentage estimate of 45.2%. There were 14 individuals without the record of body weigh, hence the missing data error rate was 18.2%.
As in Section 4.2, we fitted the naïve complete case method, naïve IPW, naïve complete case CS, IPWCS and MICS (using M = 200 replications). In Table 2 we give the coefficient and population size estimates (standard errors are in parenthesis) for each method fitted to the data. The naïve complete case method yielded a population size estimate around at 84. The naïve IPW and CS methods gave very similar population size estimates at around 90, although their regression parameters estimates were very different. Furthermore, the naïve IPW method gave very large standard errors for both regression parameters and population size.
Both IPWCS and MICS gave similar estimates which were distinctively different from the other methods. These differences clearly suggest that both measurement error and missingness are present in the body weight covariate. If both of these are ignored then conclusions can be misleading. For both methods, the estimated population sizes were around 110-117 with a high standard error estimated near 55. In order to confirm these high standard errors, we additionally conducted a non-parametric bootstrap (with 100 bootstrap replications) to estimate the standard errors. We found that the bootstrap standard errors estimates yielded similar results. We caution that these large standard errors may have occurred due to the poor reliability of measurements. Table 2 : Coefficient and population size estimates for each method (discussed in Section 5.2) fitted to the bandicoot capture-recapture data. We fitted the naïve complete case method (labelled here as naïve), the naïve inverse probability weighting (IPW) using the surrogate W i , the conditional score (CS) approach (4)- (5) with complete case only, the inverse probability weighting conditional score (IPWCS), and the multiple imputation conditional score (MICS) . 
Discussion
To account for uncertainty in covariate measurements we proposed a new method that utilizes the conditional score approach for differentiable measurement error models.
We established (from our simulation studies) that NCS may yield a large positive bias;
this implies that the dependence of measurement error and response variables (capture frequency) cannot be overlooked. We also extended this modelling framework to handle missing data values. Through several simulation studies we showed that both bias and precision outperformed the naïve approach, and results were comparable (if not better) with other established methods.
In cases where both measurement error and missing values were present, the proposed two methods (IPWCS and MICS) were more superior compared to other existing methods that solely account for measurement error or missing values. This was particularly noticeable under different cases/rates of missingness. We also derived limiting distributions for both the regression parameters and population size estimators for each method, and showed that IPWCS and MICS are asymptotically equivalent (see Theorem 5). Generally, both methods will give the same results but each method has their own distinctive advantages which we briefly discuss here. First, the MICS approach can be easily generalized to impute values that are partial missing -e.g., if X is a bivariate vector that is partially missing. In such cases, MICS will be more efficient than IPWCS. On the other hand, IPWCS is computationally faster than the MICS approach, and in simpler cases would be recommended in practice. For the MICS approach, instead of imputing m i and W ij , we can also impute the estimating function Φ i (θ). In Web Appendix B, we provide an alternative algorithm and note that both algorithms will give asymptotically equivalent results.
A general problem with the IPW method is that smallπ i may result in large inflated estimates (Seaman and White, 2013) . Although, in our simulations and examples we did not encounter these issues. We suspect that if the number of categories for Z is large, then this problem may be unavoidable, and some further adjustments would be necessary such as weight truncation and semi-parametric modelling with logistic regression, see Section 5.3 in Seaman and White (2013) . In addition, we could consider a similarly approach given in Stoklosa and Huggins (2012) where lower-bound methods were implemented on estimated capture probabilities to enhance robustness.
As previously mentioned, the approach of Xi et al. (2009) also examined the case of measurement error and missing data in capture-recapture studies. Our methods differ from those given by Xi et al. (2009) . Their approach required making distributional assumptions on the true underlying covariate, which we relaxed but still managed to maintain good estimator performance. However, we also required the assumption that the measurement error is normally distributed. In order to relax this assumption, we could consider a corrected score approach (Carroll et al., 2006 ) however this is still not possible under the conditional likelihood framework (Huggins, 1989) . The reason for this is that neither the logistic function H(·) nor the probability P * i (θ) are analytically tractable. An alternative approach is to use an approximated correct score or other models given in Stoklosa et al. (2011) to help solve this difficulty. Another extension for the proposed study is to consider more general capture-recapture models where both capture and recapture probabilities are related to temporal and behavioral effects (Huggins, 1989 )-e.g., behavioral effects can be included as dummy variables in the form of Z i . Finally, we note that incorporating "unobserved heterogeneity" models (Pledger, 2005; Farcomeni, 2016) into the measurement error and missing data model framework could be a very challenge problem. These extensions will be explored elsewhere. error variances (by columns) for three missing data cases (by rows). In this simulation study we used a large sized data set with N = 1000 and τ = 5 for scenario (b).
