Abstract-In this paper, a novel nonlinear subspace learning technique for class-specific data representation is proposed. A novel data representation is obtained by applying nonlinear class-specific data projection to a discriminant feature space, where the data belonging to the class under consideration are enforced to be close to their class representation, while the data belonging to the remaining classes are enforced to be as far as possible from it. A class is represented by an optimized class vector, enhancing class discrimination in the resulting feature space. An iterative optimization scheme is proposed to this end, where both the optimal nonlinear data projection and the optimal class representation are determined in each optimization step. The proposed approach is tested on three problems relating to human behavior analysis: Face recognition, facial expression recognition, and human action recognition. Experimental results denote the effectiveness of the proposed approach, since the proposed class-specific reference discriminant analysis outperforms kernel discriminant analysis, kernel spectral regression, and class-specific kernel discriminant analysis, as well as support vector machine-based classification, in most cases.
I. INTRODUCTION
H UMAN behavior analysis based on computer vision techniques is an active research field, due to its importance in a wide range of applications, including human-computer interaction [1] and assisted living [2] . It has attracted the attention of the research community for more than two decades, and it is among the most popular research areas in computer vision and pattern recognition. Three of the basic problems in this area are the identification of persons based on their facial characteristics, the recognition of peoples' emotional state based on their facial expressions, and the recognition of human activities.
Subspace learning techniques have been successfully employed in all of the three aforementioned problems, e.g., in [3] - [6] . In such techniques, samples (e.g., facial images, or action videos) are represented by feature vectors, and the objective is the determination of an optimal data projection that optimizes some criterion defined over training feature vectors that enhances the discrimination of various classes. Then, the The authors are with the Department of Informatics, Aristotle University of Thessaloniki, Thessaloniki 54124, Greece (e-mail: aiosif@aiia.csd.auth.gr; tefas@aiia.csd.auth.gr; pitas@aiia.csd.auth.gr).
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input (high dimensional in most cases) feature space is mapped to a low-dimensional feature space of increased discrimination power, where classification is usually performed based on simple similarity criteria, like the minimal Euclidean distance from the class mean vectors. Criteria that have been employed for optimal subspace determination can be divided in two categories: Generative and discriminative ones. Criteria belonging to the first category try to determine subspaces that best expresses the population of the available samples, without exploiting the labeling information that may be available for the training data. For example, principal component analysis [7] aims at the determination of an optimal subspace of maximal data dispersion, independent component analysis [8] , [9] aims at the determination of statistically independent data projections, while nonnegative matrix factorization [10] aims at the determination of data projections preserving the nonnegative nature of samples (e.g., facial images). Such techniques have been widely adopted for their ability to reveal the properties of interest appearing in the data. However, since they do not take into account any labeling information, their discriminative ability is restricted. Criteria exploiting labeling information of training data usually outperform the ones belonging to the first category in classification problems, since the objective in this case is the discrimination of various classes [11] . Linear discriminant analysis (LDA) and its variants [3] , [7] , [12] are probably the most widely adopted discriminant subspace learning techniques, due to their effectiveness in a wide range of classification problems. LDA aims at the determination of an optimal subspace in which samples belonging to different classes are as far as from one another, and that the within class dispersion from their mean is as small as possible. For the cases where linear projections are not appropriate for class discrimination, kernel extensions have also been proposed [3] , [4] , [12] .
Standard discriminant learning techniques, like LDA [7] , [13] , kernel discriminant analysis (KDA) [3] , kernel spectral regression (KSR) [12] , and class-specific kernel discriminant analysis (CSKDA) [4] , represent classes by adopting the corresponding class mean vectors. Thus, they inherently set the assumption that the classes forming the classification problem follow unimodal normal distributions having the same covariance structure [7] . However, these are two strong assumptions that are difficult to be met in real classification problems. When these assumptions are not met, the adoption of optimized class representations, other than the class mean vectors, leads to the determination of a discriminant subspace of increased class discrimination power [14] - [16] . In this paper, we follow this line of work and propose an optimization scheme for the determination of such an optimized class representation for class-specific nonlinear data projection that leads to the determination of a discriminant subspace having increased class discrimination power.
We propose a novel class-specific discrimination criterion, which is used to optimize both the data projections and the class representation for the determination of a low-dimensional feature space of increased discrimination power. We apply the proposed criterion in three problems relating to human behavior analysis: The recognition of human face, facial expression, and activity. Since kernel methods have been found to outperform linear ones in these classification problems [3] , [17] , [18] , we formulate our class-specific criterion to exploit data representations in arbitrary-dimensional Hilbert spaces for nonlinear data projection and classification [19] - [22] . We propose two iterative optimization schemes to this end: the first one, referred to as direct optimization scheme hereafter, optimizes the original criterion with respect to both the data projection matrix and the class representation, referred to as class reference vector hereafter. The second one solves an approximation of the original criterion for the determination of the data projection matrix. For the latter case, we introduce the proposed class-specific criterion in the spectral regression framework [12] in order to obtain a faster optimization method, compared with the direct case. We compare the performance of the proposed class-specific reference discriminant analysis (CSRDA) algorithm with that of other discriminant analysis-based classification schemes, i.e., KDA, KSR, and CSKDA, as well as with the performance of the kernel support vector machine (KSVM) classifier, which is one of standard choices in nonlinear classification problems. Experimental results on nine publicly available datasets (ORL [23] , AR [11] , and Extended YALE-B [24] for face recognition, COHN-Kanade [25] , JAFFE [26] , and BU [27] for facial expression recognition, and Hollywood2 [28] , Olympic Sports [29] , and ASLAN [30] for human action recognition) demonstrate the effectiveness of the proposed approach.
The contributions of this paper are as follows. 1) A novel class-specific discrimination criterion is proposed, which aims at the determination of both the optimal data projection and the optimal class representation, that will be subsequently used for the classification. 2) An optimization scheme that solves an approximation of the original criterion for data projections determination, leading to faster optimization. Experimental results also denote that this variant is able to outperform the original criterion in most cases. 3) Evaluation of the proposed method using nine publicly available databases, where its effectiveness is proven by comparing its performance with that of related classification methods.
II. CLASS-SPECIFIC CLASSIFICATION
Let U denote an annotated database containing N samples (facial images or action videos), each belonging to one or multiple classes forming a class set C = {1, . . . , C}. In the case of facial images, each sample is accompanied by a label denoting the depicted person/expression. In the case of human actions, each video may depict one or multiple actions (e.g., an action video may depict a person running in a scene where several bypassers are walking). Let us also assume that each of the N samples in U has been preprocessed, in order to be represented by a vector x i ∈ R D , i = 1, . . . , N. In the case of facial images, x i is obtained by vectorizing the facial image i, while in the case of human actions, x i is a vector representation (in our experiments, we have employed the bag of words (BoW)-based one, as in Section IV) of action video i. The presence/absence of each (ID/expression/action) class j in each sample i can be stored in C binary label vectors c j ∈ R N , j = 1, . . . , C, whose elements are set equal to c j i = 1 in the case, where sample i belongs to class j and to c j i = 0, otherwise. Let N j 0 and N j 1 denote the number of zero and nonzero elements in c j , respectively. By using x i and c j , C binary classifiers can be learned, each discriminating class j from the remaining ones, in an oneversus-rest manner.
We approach this problem by learning C discriminant subspaces R d j , j = 1, . . . , C, where d j denotes the dimensionality of the resulting feature space for the class-specific classification problem discriminating class j from the remaining ones. The dimensionality d j of the projection spaces obtained for different classes may vary. That is, in the case where the class under consideration is well distinguished from the remaining ones, class discrimination may require the use of few dimensions, while in the case where a class is confused with some others, a higher number of projection dimensions may be required to achieve adequate class discrimination. This is a limitation of traditional multiclass discriminant subspace learning methods [3] , [7] , [12] , since by applying such methods only one subspace is learned which is shared among the classes, and its dimensionality is limited. For example, in LDA, the dimensionality of the resulting discriminant subspace is at most equal to C − 1. Class-specific methods are able to overcome this limitation, since the dimensionality of the resulting spaces can be proportional to the number of the training data belonging to the class under consideration, i.e., at most equal to N j 1 . For example, the maximal discriminant space dimensionality obtained by applying class-specific LDA [31] is N j 1 − 1, i.e., equal to the rank of the within-class scatter matrix employed in its optimization process.
In order to exploit kernel techniques for nonlinear data projection and classification, the input space R D is mapped to an arbitrary-dimensional feature space F (usually having the properties of Hilbert spaces [19] - [22] , [32] ) by employing a function φ(·) :
∈ F determining a nonlinear mapping from the input space R D to the arbitrary-dimensional space F. In this space, we would like to determine a data projection matrix W that will be used to map a given sample x i to a low-dimensional feature space R d j of increased discrimination power
In practice, since the multiplication in (1) cannot be directly computed, the so-called kernel trick [19] , [20] is adopted. That is, the multiplication in (1) is inherently computed by using dot-products in F. After the determination of the lowdimensional space R d j , a distance measure, usually the Euclidean one, can be used in order to determine if a vector representing a test sample belongs to class j or not.
III. CLASS-SPECIFIC REFERENCE DISCRIMINANT ANALYSIS
Let φ(μ j ) ∈ F denote a so-called reference vector that will be used in order to represent class j. Usually, it is chosen to be the class mean vector in F, i.e., φ(μ j ) = 1 N j 1 i,c j i = 1 φ(x i ) [4] . In the proposed approach, we do not restrict φ(μ j ) to be the class mean vector in F. φ(μ j ) can be any vector that enhances the discrimination of class j from the remaining ones in the discriminant space R d j . An optimization process for the determination of such an optimized class vector is described in Section III-C. As has been previously described, we would like to learn a data projection matrix W, which maps F to a low-dimensional discriminant space R d j , where the samples belonging to class j are as close as possible to the image of
, while the samples belonging to the remaining action classes are as far as possible from it. That is, we would like to learn a projection matrix
and maximizing
W can be determined by solving the optimization problem (4), where tr(·) denotes the trace operator
where S j and S 0 are defined by
The direct maximization of (4) is intractable, since S j and S 0 express the intraclass and out-of-class variances of the training samples with respect to μ j in F, respectively (S j and S 0 are matrices of arbitrary dimensions). Next, we describe an optimization process that can be used to maximize (4) for the determination of the optimal data projection.
A. Direct Optimization of (4)
Let Φ, Φ j , and Φ 0 denote three matrices containing the representations in F of the entire training set, the training data belonging to class j, and to the remaining classes, respectively, i.e., Φ = {φ(
In the following, we assume that the dataset is centered in F. 1 In order to directly optimize J in (4), we express the matrix W as a linear combination of the training data (represented in F) [19] , [20] , [32] , i.e.,
A ∈ R N ×d j is a matrix containing the reconstruction weights of W, with respect to the training data in F. φ(μ j ) can also be expressed as a linear combination of the columns of Φ j , i.e., φ(μ j ) = Φ j b j , where b j ∈ R N j 1 is a vector containing the reconstruction weights of φ(μ j ) with respect to Φ j . An optimization process for the determination of b j is described in Section III-C.
As shown in Appendix A, the optimization problem in (4) can be transformed to the following equivalent optimization problem:
where the objective is the determination of the optimal reconstruction weights A maximizing J . Since the matrices
and positive semidefinite, the optimization problem in (8) corresponds to the standard trace ratio optimization problem, which has been used by a number of dimensionality reduction algorithms [3] , [7] , [33] , [34] . However, the trace ratio problem does not have a direct closed-form globally optimal solution [13] , [35] - [37] . Therefore, it is conventionally approximated by solving the ratio trace problem, i.e., in our casẽ Although the trace ratio problem does not have a closed form solution, [13] and [37] show that the original trace ratio problem can be converted to an equivalent trace difference problem having the form
where λ ≥ 0 is the trace ratio value, i.e., λ = tr (A
. The best trace ratio value λ * can be calculated by applying an iterative optimization scheme based on the Newton-Raphson method. For more details on the λ * calculation, please refer to [13] and [37] . We have employed the method in [37] , since it was found 1 This can always be done by usingφ( to be efficient. After obtaining λ * , the optimal reconstruction weights matrix A * is obtained by
That is, A * is formed by the eigenvectors of M = M 0 − λ * M j corresponding to the d j maximal eigenvalues.
After the determination of A, a test sample x t can be mapped to the discriminant space R d j by applying
where k t ∈ R N is a vector having its elements equal to
B. Spectral Regression-Based Optimization of (4)
As described in Section III-A, the criterion J in (4) can be directly optimized by solving the trace difference problem in (9) , which is performed by applying an iterative optimization scheme requiring the solution of an eigenanalysis problem at each optimization step. The time complexity of such an approach is equal to O(KN 3 ), where K is the number of iterations required for convergence. Since this process is based on random initialization of A and (Newton-Raphson based) gradient ascent, the number of iterations required for convergence is usually high (approximately equal to K = 10 in our experiments). Thus, the aforementioned optimization process is time consuming, especially for large classification problems. We describe a method for the determination of the reconstruction weights matrix A based on the ratio trace problem by following a spectral regression approach [12] .
Let v denote an eigenvector of the problem S 0 v = λS j v with eigenvalue λ. v can be expressed as a linear combination of the training data in F, i.e., v = N i = 1 α i φ(x i ). By setting Ka = q, this eigenanalysis problem can be transformed to the following equivalent problem:
The derivation of (12) is described in Appendix B. Thus, the reconstruction weights matrix A can be performed by applying a two step procedure. 1) Solution of the eigenproblem P 0 q = λP j q, which is tractable since P 0 , 
where δ ≥ 0 is a regularization parameter. Thus, a i is given by
The aforementioned optimization process requires the solution of one eigenanalysis problem (12) and the inversion of a N × N matrix, leading to a time complexity equal to O(2N 3 ).
After the calculation of A, a test sample x t can be mapped to the discriminant space R d j by using (11).
C. Reference Class Vector Determination
As described, class j is represented by the reference vector φ(μ j ), which is not restricted to be the class mean vector in F. Here, we describe a process for the determination of an optimized class representation φ(μ j ) that maximizes the discrimination of class j in the discriminant space R d j . By observing that S j and S 0 are functions of φ(μ j ), as detailed in (4), and by using φ(μ j ) = Φ j b j , φ(μ j ) can be determined by maximizing J with respect to b j , i.e.,
By using b j , the equivalent to J trace difference optimization problem can be written in the form
The derivation of γ is described in Appendix C.
D. Optimization With Respect to Both A and b j
Since J is a function of both the reconstruction weights matrix A and the class representation b j , we would like to determine a combination {A, b j } maximizing J . Taking into account that A is a function of b j and that b j is a function of A, a direct maximization of J with respect to both A and b j is difficult. In order to maximize J with respect to both A and b j , we employ an iterative optimization scheme. In the following, we introduce an index t denoting the iteration of this iterative optimization scheme.
Let b j,t denote the reference class vector that is calculated at the tth iteration of the proposed optimization scheme. By using b j,t , the data projection matrix A t can be calculated by following one of the processes described in Sections III-A and III-B. After the determination of A t , b j,t+1 can be calculated by using (16) . The aforementioned process is initialized by using the class mean vector, i.e., b j,0 = 1 N j 1 1 N j 1 , and is terminated when (J (t + 1) − J (t))/J (t) < , where is a small positive value (equal to = 10 −6 in our experiments). By following the aforementioned optimization process, the proposed CSRDA is able to determine a combination of {A, b j } maximizing J with respect to both the data projection matrix A and the reference class vector b j . Since the criterion J is used in order to measure the discrimination of class j with respect to the remaining classes, the proposed CSRDA method enhances the class discrimination, when compared with CSKDA. Assuming that both training and test data come from the same distribution, we expect that the higher the class discrimination is, the better the generalization performance of the method will be.
E. Classification Process (Test Phase)
After the determination of the discriminant space R d j , both the training data x i , i = 1, . . . , N, and the reference class vector φ(μ j ) are mapped to that space by using (11) 
Based on these similarity values, a threshold value T j is determined. T j can be used to determine whether a test sample, represented by a discriminant vector z t ∈ R
where z ik and z j k are the kth elements of z i and z j , respectively. | · | denotes the absolute value operator. By using d i , classification can be performed based on a linear classifier, e.g., linear SVM. In Section V, we report the performance using the second option, which outperforms the first one in most cases.
In case of multiclass classification, we train C linear SVM classifiers in an one-versus-rest manner using the aforementioned process. A test sample is introduced to all C classifiers, and is assigned to the class providing the maximal probability, similar to [17] , [38] .
IV. EVALUATION METHODS
We evaluate the performance of the proposed CSRDA algorithm using nine publicly available datasets: ORL, AR, and Extended YALE-B (for face recognition), COHN-KANADE, BU, and JAFFE (for facial expression recognition), and Hollywood2, Olympic Sports, and ASLAN (for human action recognition). We compare the performance of the proposed CSRDA-based classification schemes with that of related multiclass classification schemes, i.e., KSR [12] and KDA [3] -based data projection followed with nearest class centroid classification. In addition, we compare the performance of the proposed CSRDA-based classification schemes with that of CSKDA [4] and with that of the KSVM classifier [38] , which is one of the standard choices in kernel-based classification. Finally, we also provide the performance of the nearest class mean (NM) and nearest neighbor (1NN) classification schemes.
For the experiments involving facial image classification, we have employed the RBF kernel function
where the value of σ is set equal to the mean Euclidean distance between the (vectorized) training facial images x i . In human action recognition, we use the methods proposed in [30] and [39] as baseline approaches: On the ASLAN dataset, we employ a set of 12 histogram similarity values expressing the similarity of pairs of videos represented by using the BoW model for histogram of oriented gradients (HOG), histogram of optical flow (HOF), and histogram of oriented gradient and optical flow (HNF) descriptors evaluated on space-time interest point video locations [40] . This video pair similarity representation is employed for classification using a linear SVM classifier. We also employ linear kernel for the proposed CSRDA and the remaining discriminant analysis algorithms on this dataset. For the remaining datasets, we employ the BoW-based video representation by using HOG, HOF, motion boundary histograms (MBHx, MBHy), and (normalized) trajectory descriptors evaluated on the trajectories of densely sampled interest points [39] . Classification is performed by employing a kernel SVM classifier and the RBF-χ 2 kernel [41] , where different descriptors are combined in a multichannel approach [42] 
k j is the χ 2 distance between the BoW-based video representation of x i and x j , with respect to the kth channel. A k is the mean value of the χ 2 distances between the training data for the kth channel. We also employ the χ 2 kernel for the proposed CSRDA and the remaining discriminant analysis algorithms.
As described in Section II, the dimensionality of the discriminant space determined by the proposed CSRDA algorithm can vary and, in general, can be different over the various classes forming the classification problem. Intuitively, this can also be explained by the fact that some classes may be harder to be discriminated from the remaining ones. In such cases, higher subspace dimensionality may enhance the discrimination of the class under consideration. However, due to the high number of possible combinations of discriminant space dimensionalities in the aforementioned datasets, we considered only the case where all the class-specific discriminant spaces are of the same dimensionality, i.e., d j = d, j = 1, . . . , C. The value of d is determined by applying fivefold cross validation using the values d = {1, 10, 100, 1000} for the ASLAN dataset, and d = 1, . . . , 25 for the remaining datasets. [23] : It consists of 400 facial images depicting 40 persons (ten images each). The images were captured at different times and with different conditions, in terms of lighting, facial expressions (smiling/not smiling) and facial details (open/closed eyes, with/without glasses). Facial images were taken in frontal position with a tolerance for face rotation and tilting up to 20
A. Face Recognition Datasets 1) ORL Dataset
• . Example images of the dataset are illustrated in Fig. 1 .
2) AR Dataset [11] : It consists of over 4000 facial images depicting 70 male and 56 female faces. In our experiments, we have used the preprocessed (cropped) facial images provided by the database, depicting 100 persons (50 males and 50 females) having a frontal facial pose, performing several expressions (anger, smiling, and screaming), in different illumination conditions (left and/or right light) and with some occlusions (sun glasses and scarf). Each person was recorded in two sessions, separated by two weeks. Example images of the dataset are illustrated in Fig. 2. 3) Extended YALE-B Dataset [24] : It consists of facial images depicting 38 persons in nine poses under 64 illumination conditions. In our experiments, we have used the frontal cropped images provided by the database. Example images of the dataset are illustrated in Fig. 3 . [25] : It consists of facial images depicting 210 persons of age between 18 and 50 (69% female, 31% male, 81% Euro-American, 13% Afro-American, and 6% other groups). We have randomly selected 35 images for each facial expression, i.e., anger, disgust, fear, happiness, sadness, surprise, and neutral. Example images of the dataset are illustrated in Fig. 4 .
B. Facial Expression Recognition Datasets 1) COHN-KANADE Dataset
2) BU Dataset [27] : It consists of facial images depicting over 100 persons (60% female and 40% male) with a variety of ethnic/racial background, including white, black, East-Asian, Middle-East Asian, Hispanic Latino, and others. All expressions, except the neutral one, are expressed at four intensity levels. In our experiments, we have employed the images depicting the most expressive intensity of each facial expression. Example images of the dataset are illustrated in Fig. 5 . 3) JAFFE Dataset [26] : It consists of 210 facial images depicting ten Japanese female persons. Each of the persons is depicted in three images for each expression. Example images of the dataset are illustrated in Fig. 6 . [30] : It consists of thousands of videos collected from the web, in over 400 complex action classes. A "same/notsame" benchmark is provided, which addresses the action recognition problem as a video pair similarity problem. Specifically, the goal is to answer the following binary question: "Does a pair of videos depict the same action?" Example video frames from this dataset are illustrated in Fig. 7 . We used the standard partitioning provided by the database. The database consists of ten splits of video pairs, each containing 300 pairs of same actions and 300 pairs of notsame actions. The splits contain mutually exclusive action classes. This means that action classes appearing in one split do not appear in any other split. Performance is evaluated by applying the tenfold crossvalidation procedure. In each fold, nine of the splits are used to train the algorithms, and performance is measured on the remaining one. An experiment consists of tenfolds, one for each test split. Performance is calculated by using the mean accuracy and the standard error (SE) from the mean over all folds.
C. Action Recognition Datasets

1) ASLAN Dataset
2) Hollywood2 Dataset [28] : It consists of 1707 sequences depicting 12 actions. It has been collected from 69 different hollywood movies. Example video frames from this dataset are illustrated in Fig. 8 . We used the standard training-test split provided by the database (823 sequences are used for training and performance is measured in the remaining 884 sequences). Training and test sequences come from different movies. The performance is evaluated by computing the average precision (AP) for each action class and reporting the mean AP (mAP) over all classes, as suggested in [28] . This is due to the fact that some sequences of the dataset depict multiple actions.
3) Olympic Sports Dataset [29] : It consists of 783 sequences depicting athletes practicing 16 sports, which have been collected from YouTube and annotated using Amazon Mechanical Turk. Example video frames from the dataset are illustrated in Fig. 9 . The dataset has rich scene context information, which is helpful for recognizing sport actions. We used the standard training-test split provided by the database (649 sequences are used for training and performance is measured in the remaining 134 sequences). The performance is evaluated by computing the mAP over all classes, as suggested in [29] .
V. RESULTS
A. Face Recognition Results
In our first set of experiments, we have applied the competing algorithms on the face recognition datasets. Since there is not a widely adopted experimental protocol for these datasets, we randomly partition the datasets in training and test sets as follows: We randomly select a subset of the facial images depicting each of the persons in each dataset in order to form the training set, and we keep the remaining facial images for evaluation. We create five such dataset partitions, each corresponding to a different training set cardinality. Experimental results obtained by applying the competing algorithms are illustrated in Table I . The CSRDA-based classification scheme employing the spectral regression approach, usually outperforms the one employing the direct optimization process, i.e., CSRDA(d), in most cases. In addition, the proposed class-specific classification schemes usually outperform multiclass ones. The proposed approach, by optimizing both the data projection matrix and the class representation, also enhances class discrimination when compared with the CSKDA approach, leading to enhanced classification performance in all cases.
B. Facial Expression Recognition Results
In our second set of experiments, we have applied the competing algorithms on the facial expression recognition datasets. Since there is not a widely adopted experimental protocol for these datasets too, we apply the fivefold cross-validation procedure [43] by employing the facial expression labels. That is, we randomly split the facial images depicting the same expression in five sets, and we use five splits of all the expressions for training and the remaining splits for the evaluation. This process is performed five times, one for each evaluation split. Experimental results obtained by applying the competing algorithms are illustrated in Table II . The proposed CSRDA-based classification scheme outperforms the remaining choices in all the cases. Table III illustrates the performance of each classification scheme on the ASLAN dataset. The SVM classifier clearly outperforms the discriminant analysis-based multiclass classification schemes in all the cases. By comparing the performance of KDA, KSR, and CSKDA, the adoption of a class-specific approach in CSKDA does not lead to increased class discrimination when compared with the multiclass approach. This can be explained by the fact that the classification problem of the ASLAN dataset involves only two classes and, thus, in this case, the class-specific and two-class approaches are similar. Since in these experiments we perform a linear projection, we have also applied the representative class vector linear discriminant analysis (RCVLDA) [14] algorithm. The adoption of optimized class representations enhances class discrimination. Specifically, both RCVLDA and the proposed CSRDA algorithms achieve increased classification performance when compared with the KDA and CSKDA algorithms, respectively. The proposed CSRDA-based classification scheme outperforms all the remaining discriminant analysis-based classification schemes. In addition, it also outperforms the SVM classifier in all the cases. Overall, it provides the best performance, equal to 61.03%, by exploiting all the 36 histogram-pair similarity values (concatenation of the similarity vectors calculated for the HOG, HOF, and HNF descriptors). Table IV illustrates the performance obtained by applying all the competing classification schemes on the Olympic Sports and Hollywood2 datasets. The proposed CSRDA-based classification scheme employing the spectral regression-based optimization process outperforms all the remaining algorithms. The Tables V  and VI , respectively. In these tables, we also provide the precision values obtained by applying SVM and CSKDA algorithms.
C. Action Recognition Results
In Table VII , we compare the performance of the adopted action recognition method with that of some other methods evaluating their performance on Olympic Sports and Hollywood2 datasets. The proposed CSRDA algorithms, when combined with the improved trajectory-based video representation, achieves satisfactory performance in both datasets.
D. Statistical Significance Analysis
We performed the Friedman test suggested in [50] to test whether k classifiers applied to M classification problems perform equally well. In the analysis, we include the four related Brendel et al. [44] 77.33% -Vig et al. [45] -61.9% Gaidon et al. [46] 82.7% -Mathe et al. [47] -61% Jiang et al. [48] 80.6% 59.5% Jain et al. [49] 83 classifiers (i.e., KSR, KDA, CSKDA, and the proposed CSRDAbased classification schemes) and compare their performance in M = 9 classification problems (i.e., three face recognition, three facial expression, and three action recognition problems discussed in Sections V-A, V-B, and V-C, respectively). Since the results obtained for different dataset partitions on the face recognition datasets are correlated, we rank the algorithms based on their performance on each case, and calculate the mean rank in order to determine the order of each algorithm. The same process is applied for the different histogram-pair similarity value sets on the ASLAN dataset. The mean rank of each algorithm and the overall mean rank are illustrated in Table VIII . There was statistical evidence of a difference between the four classifiers (F 3,24 = 9.34, p = 0.001).
In order to test whether the proposed CSRDA-based classification scheme performs equally well with each of the remaining three classifiers, we performed the Nemenyi test suggested in [50] for pairwise comparisons when the classifiers are applied to M classification problems. We compare performance of the proposed CSRDA-based classification scheme with that of the KSR, KDA, and CSKDA-based classifiers in M = 9 classification problems (i.e., three face recognition, three facial expression, and three action recognition problems discussed in Sections V-A, V-B, and V-C, respectively). The differences between the ranks of CSKDA, KDA, and KSR with the rank of the proposed CSRDA algorithm are illustrated in Table IX . The proposed CSRDA-based classification scheme performs significantly better than the CSKDA-and KDA-based classification schemes, while it performs better than the KSR-based classification scheme (CD = 1.56, p = 0.001).
VI. CONCLUSION
In this paper, we proposed a novel class-specific discriminant subspace learning algorithm for the determination of a discriminant space based on an optimized class representation. Two optimization methods have been proposed to this end, where the first solves the original criterion for optimal data projections calculation, while the second solves an approximation of the original criterion leading to faster optimization. The adopted optimized class representation is also determined by applying an optimization process aiming at enhancing class discrimination in the resulting discriminant space. These two optimization steps are iteratively repeated in order to determine both the optimal data projections and the optimal class representation, which will be subsequently used in order to decide whether a test sample belongs to the class under consideration or not. The proposed approach has been applied to three problems relating to human behavior analysis, i.e., the recognition of human face, facial expression, and activity, where it has achieved good performance. Comparative results with other related classification schemes denote the effectiveness of the proposed method.
APPENDIX A DERIVATION OF J (A) (8)
We expand
where 1 N j 1 ∈ R N j 1 is a vector of ones and
We also expand
where 1 N j 0 ∈ R N j 0 is a vector of ones and
By using (21) and (23) we obtain 
By using (26), we obtain We expand S j v
By using (28), we obtain
where
. By using Kα = z, and (27) , (29) the result follows.
