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モデル，Loosely Symmetric model (以下 LS)[篠原 07]に関する考察から，我々が新たに開発






































た主観的な信念形成モデルとして Loosely Symmetric model(以下 LS，式 2.1)を考案した．こ




LS(q|p) = P(p ∩ q) + B(q̄; p)
P(p) + B(q; p) + B(q̄; p)
(2.1)
B(q̄; p) = P(q̄)P( p̄|q̄)P(p|q̄) (2.2)





客観的な条件付き確率 P(p|q)に認知的なバイアスとして定義される変数 (式 2.2，式 2.3，以後
バイアス項)を加える事で定義される信念形成のモデルであり，要約すると「事象 pによって
事象 qが生じる」という命題を信じる主観的な強さを意味する．また，重み変数として式 4.7
を定義すると，LSを P(q|p)と VB(q̄; p)の重み付き平均と見なす事も出来る．
ωB =
P(p)




B(q̄; p) + B(q; p)
(2.5)
LS(q|p) = ωSP(q|p) + (1−ωS)VB(q̄; p) (2.6)
高橋 [Takahashi 10]は前件事象 p，p̄に対して LSのバイアス項が不変 (B(q; p) = B(q; p̄)か
つ B(q̄; p) = B(q̄; p̄))である事を，視覚にける非着目対象 (地)の印象が着目対象 (図)に依存し
ない事に準えて，“地の不変性”と呼んだ．前述の対称性推論の性質を有する信念形成モデルと





合”[Tversky 74]，“信頼性考慮”[Kahneman 84]，“満足化”[Simon 56]という三つの性質との関
連に由来するとされる．
2.1 競合
対称性推論では「pならば qである (p→ q)」から「pでないなら qでない (p̄→ q̄)」を導く．
この事を意思決定課題に当てはめると，「ある選択肢 aから結果 eが生じた (a → e)」から「そ
の他の選択肢 āからは結果 eが生じない (ā → ē)」を導く事になる．これを確率に拡張すると，
選択肢 aを行い結果 eが生じる確率 P(e|a)が高くなるに従い，連動して選択肢 a以外から選択
肢 eが生じる確率 P(e|ā)が低くなる事を意味する．これは他により良い選択肢がある場合，他
の価値を相対的に低く見積もる事によってその発見を疎外する．しかし同じ仕組みで「ある選
択肢 aから結果 eが生じなかった (a → ē)」から「その他の選択肢 āからは結果 eが生じない
(ā→ e)」を導く事もできる．こちらは P(e|a)が低くなると，それに連動して P(e|ā)が高くな
る事を意味するため，その他の選択肢に対する評価を上げる事で，他の可能性に目を向ける事
が可能になる．即ち，その他の価値を上げる事によって探索的行動を促す効果がある．
このように相対的に評価する事は，対称性推論から a→ eという情報を ā→ ēとして最大限
に扱う事で，少ない試行回数を補う効果を持つと考えられる．また一方の評価と反対の評価を
与える事で，探索を行うための評価の逆転を促す事が可能となる．また，結果 eをもたらすの













得られた a→ eという情報と，選択肢 a以外の試行結果 (ā→ ē)に対する対称性推論の結果で









れば，両者の影響度の比率は観測全体に対する観測割合である P(a) : P(ā)となるはずである．












を引き起こし易くすると述べた．ここで選択肢が a1 と a2 の二つしか無い場合 (A = {a1, a2},
ā1 = a2)，選択肢 a1 に関する評価が下がるような試行結果 (a1 → ē)を観測した時，競合の上












LS(e|a1) ≈ P(e|a1) (2.7)
lim
P(a1)→0.0












題に対応する [Sutton 00]. K本腕バンディット問題とは目的となる報酬を確率的に得る事の出



























均)である条件付き割合 S(e|ai) も計算でき，多くのアルゴリズムはこの条件付き割合 S(e|ai)
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表 3.1: 事象 A，E間の完全結合分布
e(win) ē(lose)
a1 S(a1 ∩ E) S(a1 ∩ Ē)




an S(an ∩ E) S(an ∩ Ē)









3.1は確率的な表記であるため，一回の試行毎に全ての S(ai ∩ e)， S(ai ∩ ē)を更新する事に
なる．しかしそれは計算上では非効率であるし，アルゴリズムの概要を把握し難いため，実際
の計算では 3.2に示す頻度表記を用いる．
頻度表記である 3.2は，確率表記である 3.1の各セルに対して総試行回数 nsumを積算するこ
とで導出できる．変数 wi は任意の選択肢を試行 (ai)して 報酬を得た (e)場面をどのくらい観
測したかを意味する量的な表現で，変数 li は逆に任意の選択肢を試行 (ai)して報酬を得られな





















ルゴリズムとして ϵ - greedy法が存在する．これは確率 ϵで非 greedyなランダム選択を行い，
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3.3 バンディット問題における選択収束
本論文では議論を簡略化するために，いずれかの選択肢の選択された割合がほぼ 100％にな











バンディット問題における LSは選択肢 (ai)と結果 (e)の間の結びつきの強さとして以下の式で
定義される．
LS(e|ai) =
wi + b(ē; ei)
wi + li + b(e; ei) + b(ē; ei)
(4.1)
b(ē; ai) =









S(ai ∩ e) + B(ē; ei)
S(ai) + B(e; ei) + B(ē; ei)
(4.4)
B(ē; ai) =








非常に稀である [Takahashi 10]．LSは客観的な条件付き割合 S(p|q)に認知的なバイアスとし
て定義される関数 (割合的表現では B，頻度的表現では b，以後バイアス項)を加える事で定義
される信念形成のモデルであり，要約すると「選択 aiによって結果 eが生じる」という命題を
信じる主観的な強さを意味する．また，重み変数として式 4.7を定義すると，LSを S(e|ai)と
VB(ē; ai) = 1−VB(e; ai)の重み付き平均と見なす事も出来る．
ωB =
S(ai)








B(ē; ai) + B(e; ai)
(4.9)
1 = VB(e; ai) + VB(ē; ai) (4.10)
LS(e|ai) = ωBP(e|ai) + (1−ωB)VB(ē; ai)
= ωBS(e|ai) + (1−ωB)(1−VB(e; ai))
(4.11)
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高橋 [Takahashi 10]は前件事象 p，p̄に対して LSのバイアス項が不変 (B(q; p) = B(q; p̄)か




K 本腕バンディット問題において LS を価値関数として選択に用いると，ただ貪欲に選択
(Greedy，価値関数が最も高い選択肢を選ぶ事を意味する)するのみで満足化と同様の傾向が得




LS(e|ai) ≈ S(e|ai) (4.12)
lim
S(ai)→0.0
LS(e|ai) ≈ 0.5 (4.13)
極限として S(ai) ≈ 1.0は行動 aiに対して選択収束が起こっている様を示し，相対的にある









0.5より低い場合 (S(e|acnv) < 0.5)，もう一方の選択肢 acnv が選択されてしまう．最初から LS
を用いて選択をしていく場合，選択収束の際には S(e|acnv) > S(e|acnv)であるため，これは客
観的価値に照らして探索と定義できる．行動 acnvに対して選択収束が起こっている場合に acnv
が選ばれてしまうと，選択収束に逆らうため，鮮明化と背景化が抑制される．逆に鮮明化され
た価値 S(e|acnv)が 0.5より高い場合 (S(e|acnv) > 0.5)，そのまま行動 acnvが選択され続け，選
択収束がより進んで行く．これを端的に表現すると，LSを価値関数に用いた選択では 0.5が基
準値となっており，最も LS値が高い選択肢を選ぶように設定するだけで「現在の観測から結

































象 (K本腕バンディット問題では行動) ai，āiに対して LSのバイアス項が不変 (b(e; ai) = b(e; āi)
かつ b(ē; ai) = b(ē; āi))である事を指す [Takahashi 10]．選択肢が 2つ (A = {a1, a2})でありそ
れらが排反であるならば，行動 a1にとっての補事象 ā1は行動 a2に対応するため (ā1 = a2，逆
もまた然り)，行動 a1，a2間のバイアス項の不変は保たれている．しかしながら選択肢が 3つ
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上述したが，選択収束していくと LSはそれに伴い，収束された選択肢の評価は鮮明化 (式
4.12)されていき，そうでない選択肢は背景化 (式 4.13)されていく．LSにこのような収束が起




B(ē; ai) ≈ S(ē ∩ ai) (4.14)
lim
S(ai)→1.0
B(e; ai) ≈ S(e ∩ ai) (4.15)
ここで複数の行動選択への対応へと主題を戻すと，LSの基本的な振る舞いから「最も知らな
い選択肢 (式 4.17)をより曖昧な評価に (式 4.19)」と「最も知っている選択肢 (式 4.16)をより客
観的な評価に (式 4.18)」という性質が，複数の行動選択でも重要であると考えられる．
aMT = arg max
aj
P(aj) (4.16)





LSK(e|aMT) ≈ P(e|aMT) (4.18)
lim
S(aMT)→1.0





BK(ē) ≈ P(ē ∩ aLT) (4.20)
lim
S(aMT)→1.0
BK(e) ≈ P(e ∩ aLT) (4.21)
この際に極限として定義される S(aMT) → 1.0は前述した選択収束している様を意味する．
選択収束する際に式 4.20，4.21を導く事が可能なバイアス項の形式は以下が考えられる．
BK(ē) =
S(ē ∩ aLT)S(ē ∩ aLT)
S(ē ∩ (aMT ∪ aLT))
(4.22)
BK(e) =
S(e ∩ aLT)S(e ∩ aLT)














S(e ∩ (aMT ∪ aLT))
≈ 1.0 (4.25)
S(aMT|ē)S(ē ∩ aLT) (4.26)




S(aMT|ē) ≈ 1.0 (4.28)
lim
S(aMT)→1.0













wi + li + bN(Ē) + bN(E)
(4.32)






















LSVR(e|aMT; R) ≈ S(e|aMT) (4.33)
lim
S(aMT)→1.0
LSVR(e|aLT; R) ≈ R (4.34)








wL + lL + bK(ē) + bK(e)
=
wL + lL
wL + lL + lL + wL
=
(wL + lL)1





ここで式 4.35の 4段目から，同一の選択肢に関する情報，(wL + lL)で括られる箇所が 3つ
ある事がわかる．その 3箇所にそれぞれパラメータ (χ1，χ2，χ3)を付加すると式 4.36となり，
その P(aLT)→ 0.0に対する極限は式 4.37である．ゆえに LS-VRは式 4.37が基準値 Rに収束
する事が LS-VRを構成する最低限の必要条件になる．
χ1(wi + bK(ē))






















wH + lH + bK(ē) + bK(e)
=
wH + lL
wH + lH + lL + wL
= S(E|AH) (4.38)
式 4.38から，よく知っている選択肢 AH に関する極限は式 4.35のように，分子について同
じ選択肢に関する変数で複数箇所を括る事が出来ない．即ち式 4.37における χ1と χ2は変更不
可である事がわかる (χ1 = χ2 = 1)．その条件において χ3 = ρを求めると式 4.40になる．これ















wi + li + ρ(bK(ē) + bK(e))
(4.41)
これによって式 4.33，4.34は満たされる．また基準値 Rの値は 0 < R ≤ 1の範囲であれば
任意に変更でき，その変更タイミングは問わず，試行錯誤の中で動的に変更する事も可能であ













R(wi + li) + (1− R)(bK(ē) + bK(e))




しかし，LS-VRにはある選択肢 ai から得られた報酬の生起 (e)と不生起 (e)の評価に対して
排中律を満たさないという問題 (4.46)が存在する．これは LS-VRが主観確率モデルとしての
LSの性質を失っている事を意味する．
1 = R + R (4.45)
1 ̸= LSVR(e|ai; R) + LSVR(e|ai; R) (4.46)
4.2.5 改善点 2B：LSX
上述した LS-VRは基準値を変更可能にしたが，報酬の生起 (e)と不生起 (e)に対して排中律
を満たさないという問題点があった．そのため，LS-VRと同様に基準値を変更可能にしなが
ら，排中律を満たして主観確率モデルとしての LSの性質を保った拡張モデルである EXtended




LSX(e|aMT; R) ≈ S(e|aMT) (4.47)
lim
S(aMT)→1.0
LSX(e|aLT; R) ≈ R (4.48)
1 = LSX(e|ai; R) + LSX(e|ai; R) (4.49)
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ここでバイアス項の議論に戻る．K個の選択肢に対応したバイアス項 BKを用いた LS式であ
る LSKは，LSにおける式 4.11と同じように重み付き平均で記述する事ができる (式 4.55)．こ
の式 4.55と式 4.19から，選択収束状態にあるときよく知らない選択肢 aLT に関する評価 LSK
は式 4.35のような過程で基準値に収束する (背景化)．














LS(e|ai) = ωiBK S(e|ai) + (1−ω
i
BK)VBK(ē)















































= ωLTBK S(e|aLT) + (1−ω
LT
BK )(1−VBK(e))
= (1)S(e|aMT) + (1− 1)(1− S(e|aLT))
= S(e|aMT) (4.59)
重み付け変数である ωiBK は LSK(e|ai)，LSK(ē|ai)に対して不変であるため，これを書き換
えてしまうと 1 = LSK(e|ai) + LSK(ē|ai)であるという排中律が満たされなくなる．そのため






を見ると，客観的な評価値 S(e|aLT)と，VBK((̄e))の極限として現れる −S(e|aLT) が打ち消し
あって 1が残り，それに ωLTBK の極限である 1/2が掛かって 0.5に背景化しているのがわかる．
0.5 = Rと置くと，VBK((̄e))に含まれる 1 は 1 = 2R という意味を持つと捉える事ができる．
よって任意の基準値 Rへの背景化 (式 4.48)を成す LSXは式 4.60のようになると考えられる．









ωi = 1−ωiBK (4.61)
δi = R− S(e|ai) (4.62)






β̄ = 1− β
= −1 (4.65)






K本腕バンディット問題における LSXの計算及び選択アルゴリズムを Algorithm 1に示す．
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Algorithm 1オンライン LSXアルゴリズム
1: while ai ∈ A do
2: wi ← ϵ
3: li ← ϵ
4: end while
5: R← 0.5
6: while Current step ≤Max step do
7: aMT ← arg max
ak
S(ak)
8: aLT ← arg min
ak
S(ak)
9: bK(ē)← lMT lLTlMT+lLT
10: bK(e)← wMTwLTwMT+wLT
11: nK ← bK(ē) + bK(e)
12: while ai ∈ A do
13: LSX(e|ai, R)← wi+2RwK−bK(e)wi+li+nK
14: end while
15: aSelect ← arg max
ak
LSX(e|ak, R)
16: 選択肢 aSelect を試行して結果 eGainを得る
17: while ai ∈ A do
18: wi ← γwi
19: li ← γli
20: end while
21: if eGain = e then
22: wSelect ← wSelect + 1
23: else
24: lSelect ← lSelect + 1
25: end if
26: R← R + α(S(e|aSelect)− R)
27: end while
Algorithm 1の 18，19行目と 26行目に出現するパラメータ γと αはそれぞれ忘却率と学習率








γwk + 1 (ak = aSelect ∧ e)
γwk (otherwise)
(4.68)
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lk =
{
γlk + 1 (ak = aSelect ∧ ē)
γlk (otherwise)
(4.69)
ここでパラメータ γは 0 ≤ γ ≤ 1の範囲を持つ．式 4.68，4.69において γ = 1ならば単なる
頻度の更新と等しくなる．しかし γ < 1だと，過去に得られた全ての選択肢に対する情報であ
る観測量wk，lkは γの分だけ圧縮されて過去の情報の重みが減衰していく．そのため γは忘却
率と呼ぶ事にする．例えば，問題の開始後 t step時に選択肢 aiを試行して結果が得られなかっ
た (ē)とする．この場合には観測量 liに+1されるが，t step時の試行結果 (ai ∩ ē)という情報
は t + m step後，γmだけ圧縮された量として扱われる．このような忘却率を用いた更新規則
をとるため厳密には頻度とは言えない．これが変数wk，lkを頻度と呼ばず観測量と呼ぶ理由で
ある．しかしながらこの更新規則には古い情報を圧縮するという利点が存在する．まず t step
時の観測量の合計値を ntと定義する (式 4.70)．この更新規則において γ < 1であるとき，充分
に試行回数を重ねれば更新前と更新後の観測量の合計値がほぼ等しくなる (nt = nt+1 = nmax)．




(wk + lk) (4.70)














= 1− γ (4.73)
具体的には，例えば γ = 0.999である場合，観測量の合計値 nt と比較した更新量は最低で
も 0.1%の割合の重みを持つ事を意味する．ここで観測量の合計値 nt は全体の記憶量であり，
nmaxは全体の記憶量の上限と言える．故に上述した重みとは，記憶の全体量に対する新しい試
行結果の影響度と言い換える事が出来る．このように忘却率 γを用いた観測量の更新規則には，
古い情報を圧縮して新しい情報の影響度の下限を保つ役割がある．γ = 1である場合，式 4.72
から，観測量の合計値の上限 nmax は無限大に発散してしまい，平衡状態が発生しない．その






Algorithm 1の 26行目の記述は LSXにおいて変更可能な基準値 Rの更新手順を表している．
これを数式で記述すると以下の漸化式になる．
R = R + α(S(e|aSelect)− R) (4.74)










率と呼ぶ．厳密に言えば，式 4.75のように，報酬が得られた時 (eGain = e)，得られなかった時





R = R +
{
α(1− R) (eGain = e)
α(0− R) (eGain = ē)
(4.75)
ここで選択肢 aiの真の報酬獲得確率を Piとする．そして Piが 1番目に高い選択肢の真の報
酬獲得確率を PFirst，2番目に高い確率を PSecondとした時，満足化から，Rが式 4.76の条件を
満たせば，最も高い報酬獲得確率を持つ選択肢 AFirstを観測するまで探索し続ける事が可能に
なり，結果的に必ず最も良い選択肢を見つけ出す事が可能になる．












る．そのため PFirst と PSecond の楽観的な推定という形で基準値 RCC を定義することもできる
(式 4.81)[Kohno 15]．ここでU(e; ai)関数は i番目の選択肢に関する結果 eについての標本平
均 S(e|ai)から，母平均 P(e|ai)を区間推定する際の上限値を定義する関数である．c = 2.58で
ある場合，P(E|Ai) + cσi/
√
ni は選択肢 Aiが結果 Eを生起させる確率の標本平均の 95%信頼
区間の上限に近似する．試行結果が充分に蓄えられれば，標本平均の 95%信頼区間の上限は
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P(E|Ai)に収束するため，最終的に式 4.81は最適な基準値の条件式 4.76を満たす．我々はこの
基準値 RCCを LSX価値関数に用いたアルゴリズムを統計的 LSXアルゴリズムと名付けた．





aupper = arg max
aj∈A
U(e; aj) (4.78)





















ントの選択が選択収束であり，aj ∈ A ∩ (aMT ∩ aLT)かつ S(aj) ≈ S(aLT)である場合，選択肢

















準背景化は背景化 (式 4.48)と異なり，S(e|aj) < S(e|aLT)なら基準値 Rを下回り，P(e|aj) >
P(e|aLT)なら基準値 Rを上回る．基準値を上回る事で基準値 Rが最適な条件である式 4.76を
満たしていても，aj が aMT の評価を越えてしまう場合がある．これを我々は aj に関する “バ
ウンス”と呼ぶ．LSXアルゴリズムは各選択肢の評価値に対して常に greedyに選択を行うた
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め，バウンスした ajの中で最も高い選択肢が選択される．我々はこのような選択肢収束の阻害
をバウンススイッチングと呼ぶことにした．このような選択がされる事で選択肢 aj に関する
選択割合 S(aj) が最も選択されていない選択肢の割合 S(aLT)より充分大きくなる事で，準背
景化の条件 (S(aj) ≈ S(aLT))から外れてバウンスが解除される．このように準背景化によって




それは更新による基準値 Rの揺らぎから生じる．LSXアルゴリズムでは基準値 Rは式 4.74か
ら常に値が振動している．また，任意の選択肢の客観的価値 S(e|ai)も報酬が 0 or 1であるた
め振動している．これにより偶然に安定状態における S(e|aMT)が基準値 Rを下回る事がある．
すると背景化して Rに近似している最も選択されていない選択肢 aLTの LSXにおける評価値が
上回り，探索的に選択される (aSelect = aLT)．しかし選択された事によって S(aLT)が上昇する

























肢を実際に試行して，報酬の生起 (e)・不生起 (ē)を観測するまでを 1 stepとする．各指標は決
められた step 数 (総 step 数)を 1 simulation とし，それを 1,000 回 (1,000 simulations)行っ
て算出された指標を平均して提示される．各指標のプロット点の数は 1,000プロットであり，1
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定義される．数式では以下で定義される．ここで tは現時点の step数，Piは i番目の選択肢の


































ズムである UCB1-tuned，更に理想的な基準値 ROPT を常に知っている場合の 最適基準 LSX
アルゴリズムと比較した．各アルゴリズムでは上述した過去の情報を圧縮して更新する，忘却
率 γを γ = 1.0(非圧縮)，γ = 0.999の二通りでシミュレーションした．また，オンライン LSX







を便宜上 LSKアルゴリズムと呼ぶ．LSKは LSXを汎化したモデルであるが，逆に LSKは R




においては LSK または LSK γという名称表され，単に LSKならば γ = 1.0(非圧縮)であり，
LSK γは γ = 0.999の場合を示す．
5.2.2 UCB1-tuned
UCB1-tunedとはK本腕バンディット問題において最も優れているとされているアルゴリズ
ムの一種である [Wang 05]．UCB1-tunedは式 5.2によって定義される価値関数において最も
高く評価される選択肢を選択するアルゴリズムである．ここで変数 ni は選択肢 ai を試行した



























ズムと名付ける．本章で示される実験結果においては LSXopt または LSXopt γという名称表さ





通常の K本腕バンディット問題の枠組みではエージェントは PFirst，PSecond を常に正確に把
握する事は不可能であるため，このアルゴリズムはK本腕バンディット問題に対する実用的な
アルゴリズムであるとは言えない．飽くまでも本シミュレーションでは理想的な場合の LSXの
性質を示す事とオンライン LSX や UCB1-tuned との比較を目的として最適基準 LSX アルゴ
リズムを扱う．また，将来的に基準値 Rをより適切に計算可能となった場合に表れる LSXア
ルゴリズムのポテンシャルを示す事を目的としている．






実験結果においては LSXcc または LSXcc γという名称表され，単に LSXoptならば γ = 1.0(非





られる [Hartland et al. 06]．メタバンディットとは環境の変化の検出と，検出後の処理の組み
合わせからなる．環境の変化は下記の Page-Hinkley統計量 PHTから現在最も高い報酬が得ら













(rt − rt + δ) (5.6)
MT = max{mt, t = 1...T} (5.7)
PHT = MT −mT (5.8)
Change alarm =
{


































較するアルゴリズムには，LSK，LSX，LSXcc，LSXopt，UCB1-tuned (全て γ = 1.0と 0.999







る “正解率”に関しては 1.0 = 100%に近づく程に良い成績であると言える．大まかには LSKは
20通りの選択肢に関しては正解率に関して良い成績は得られなかった．それに対して，LSX，
LSXopt，UCB1-tuned(γ = 1.0) は最終的に 0.8を越える成績を残した (表 5.1)．正解率，後悔
の度合い共に非圧縮の最適基準 LSXアルゴリズム (LSXopt)が最も良い成績を示した (正解率
0.997)．次いでベルヌーイ的バンディット問題の統計的性質を元に，動的に基準を推定する統
計的基準 LSXcc アルゴリズム (LSXc)が良い成績を示した．これは LSXにおいて直感的パラ
メータである基準値 Rが適切である際の潜在的な性能を示している．しかしながら，前述の二
つの LSXアルゴリズムに比べて応用範囲は広いものの，最適化のための背景を持たない基準値
Rを漸進的に更新するオンライン LSXアルゴリズム (LSX)でも約 5,000step ∼ 7,500 stepま
では過去の情報の圧縮，比圧縮に限らず，非圧縮の UCB-tunedより高い成績を示す．これは
統計的な推定量を用いて長期的な正確さのみを重視する UCB-tunedとの方略の違いを端的に
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ては，最適基準 LSXアルゴリズム (LSXopt)や統計的基準 LSXcc アルゴリズム (LSXc)も巧く
対応しているとは言い難い．それに対して，オンライン LSXアルゴリズム (LSX)は正解率に
おいて，むしろ圧縮 (γ = 0.999)した方が非圧縮 (γ = 1.0)の場合と比べて高い成績を有して
いる．これは γ = 0.999によって過去の情報を圧縮して更新される事で，前述した “撹拌”や
“バウンス” が発生し易くなる事に起因すると考えられる．これは図 5.3にもあらわれており，















で注目すべきは LSX(非圧縮)と LSX γ(圧縮)における成績の差である．正解率を表す図 5.1に
おいて LSX γ(圧縮)はこの LSX(非圧縮)に勝っている．しかしながら後悔の度合いである図





はずの最適基準 LSXアルゴリズム (LSXopt)やそれを動的に獲得する統計的基準 LSXアルゴ
リズム (LSXcc)では圧縮すると成績が損なわれるのかという疑問が生じる．その答えは，オン
ライン LSXアルゴリズムにおける非圧縮時と圧縮時の入替率の違いから推測できる．非圧縮
の LSX の入替率がほぼ 0% に収束しているのに対し，圧縮している LSX(γ = 0.999) の入替
率は 1.3%程度に留まっている．つまり，圧縮しない LSXは探索を完全に止めての正解率であ
り，本シミュレーションの設定では結果的に正しい選択肢を選べる割合が 82.1%であると見な
せる．その分非常に速く選択肢を見つけ出している．対して圧縮した LSX(γ = 0.999)は探索
し続けている場合の結果であり，後悔の度合いに表れる結果はそれぞれ別の要因から来ている．
前述した通り，基本的に情報の圧縮は価値の推定を不安定にさせるため，成績には悪影響を及
ぼす．最適基準 LSXアルゴリズム (LSXopt)やそ計的基準 LSXアルゴリズム (LSXcc)に関して
も同様の事が言えるため，オンライン LSXと異なり，圧縮によって成績が低下したのだと考え
られる．
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図 5.1: 定常 20本腕バンディット問題：正解率



























図 5.2: 定常 20本腕バンディット問題：後悔の度合い
5.4 シミュレーション 2A：非定常-同期
前述した共通設定の通り，本シミュレーションに選択を行うエージェントは，選択アルゴリ
ズムに従い選択を総 step数として 100,000 steps行い，そのシミュレーション 1,000回分を平
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図 5.3: 定常 20本腕バンディット問題：入替率
表 5.1: 定常 20本腕バンディット問題：499,501 ∼ 500,000 stepの指標平均値
正解率 後悔の度合い
LSK 0.210 61503.3
LSK γ 0.207 57290.6
LSX 0.865 1503.3
LSX γ 0.920 3660.7
LSXcc 0.992 231.2
LSXcc γ 0.748 20762.6
LSXopt 0.997 54.9
LSXopt γ 0.940 1401.7
UCB1-tuned 0.989 297.3








LSXopt，UCB1-tuned(全て γ = 1.0と 0.999の両方について，γ = 0.999を用いた場合はモデ







図の見方は前述の通りだが，図 5.4において，ほぼ全てのアルゴリズムに対して 10,000 step
毎に正解率の減少が見られる事がわかる．これは同期的に環境が変化するタイミングと一致し
ており，各アルゴリズムはその変化を選択肢の選択と報酬として現れる結果の変動のみで感知
して対応しているように見える．最も変化によく対応しているのは忘却率 γ = 0.999によって
過去の情報を圧縮して更新している場合の オンライン LSXアルゴリズムと最適基準 LSXア
ルゴリズムだった．この二つのアルゴリズムのみ，環境の変化前と同じ高い水準まで正解率を
回復する事が出来ている．環境の変化前と変化後の正解率がほぼ変わらない点であれば忘却率
γ = 0.999の UCB1-tunedも同様であるが，前述した二つと比べてかなり成績が低い．非定常
バンディット問題のためのアルゴリズムであるメタバンディット (Meta UCB1-tuned)も 60%程
まで正解率を回復できているものの，LSXには劣る．情報の圧縮をせずとも UCB1-tuned，オ
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図 5.4: 非定常・同期 20本腕バンディット問題：正解率


























図 5.5: 非定常・同期 20本腕バンディット問題：後悔の度合い
感的な情報保存の形式であると考えられる．このような直感的な調整パラメータに対応できる
のも，LSXが認知的で直感的な方略を有するアルゴリズムである事に起因すると考えられる．
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図 5.6: 非定常・同期 20本腕バンディット問題：入替率
表 5.2: 非定常・同期 20本腕バンディット問題：99,900 ∼ 100,000 stepの指標平均値
正解率 後悔の度合い
LSX 0.324 12701.4
LSX γ 0.908 1614.5
LSXopt 0.643 6621.7
LSXopt γ 0.936 871.7
UCB1-tuned 0.428 8853.4
UCB1-tuned γ 0.505 7308.1
Meta UCB1-tuned 0.790 2653.4
5.5 シミュレーション 2B：非定常-非同期
前述した共通設定の通り，本シミュレーションに選択を行うエージェントは，選択アルゴリ
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表 5.3: 非定常・非同期 20本腕バンディット問題：99,900 ∼ 100,000 stepの指標平均値
正解率 後悔の度合い
LSX 0.261 12225.6
LSX γ 0.763 1833.9
LSXopt 0.540 6375.0
LSXopt γ 0.888 1235.6
UCB1-tuned 0.304 8509.1
UCB1-tuned γ 0.512 7329.3




















































図 5.7: 非定常・非同期 20本腕バンディット問題：正解率
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図 5.9: 非定常・非同期 20本腕バンディット問題：入替率
決定課題，強化学習課題に対する実用的なアルゴリズムとしても機能する．


























行動対 (s, a)に対応する行動価値関数 Q(s, a)を以下の Bellman方程式に従い学習する．
Q(st, at) ← Q(st, at) + α[r + γQ(st+1, at+1)−Q(st, aup)] (6.1)
特に以下の式 6.1を TD差分と呼び，現在の価値と得られた情報の差異を意味している．こ
の TD差分を一つ前の状態にバックアップする事で，オンラインに学習する事が出来る．
[r + γQ(st+1, aup)−Q(st, at)] (6.2)
ここで，αは得られた情報をどれほど学習するかを決める学習率 (0.0 ≤ γ ≤ 1.0)，γは未来


















(Accuracy)にはトレードオフの関係がある (Speed and Accuracy Trade-off)[Wickelgren 77]．
実際に選択される行動は方策アルゴリズムによって決定される．例えばシンプルな方策アルゴ


























問題点を考察し，それを改善した Real scaLize Loosely Symmetric model (以下 RLLS)を考案
した．また複雑な強化学習課題における RLLSアルゴリズムの振る舞いを通して LS系モデル
の根幹的な性質 (満足化)がどのような効果を生んでいるか考察した．
6.4 Real scaLize Loosely Symmetric model
前述では LSXは客観的にえられた割合を信頼性や基準値に応じて値を歪めさせる価値関数と
して定義してきた．あくまで扱うのは割合であり，互いに独立な選択肢 (aj ∈ A)と，その選択
6.4. Real scaLize Loosely Symmetric model 43
肢を試行した際に観測された目的事象 (報酬，ek ∈ {e, ē})の割合変数 S(aj ∩ ek)等の表記を元に
モデルの記述を行ってきた．しかし強化学習ではある選択肢から得られる報酬獲得割合 S(e|ai)
に相当する行動価値関数 (Q値)と対応づける必要がある．Q値はある方策 πの時に状態 si で
行動 ajがその後えられる収益 (報酬 rの累積)の期待値を意味するため，以降は期待値 Xai とそ
の試行回数 nai によって表記する．これは強化学習への対応を考慮するのみでなく，より一般
的な表記とすることで広い範囲での応用の示唆が得られる．期待値 Xai とその観測量 (試行の度
合い)nai により表記し直すと，価値関数 LSXの評価値は以下の式によって定義される．
aMT = arg max
ak
(nak) (6.3)




naMT XaMT naLT XaLT
naMT XaMT + naLT XaLT
(6.5)
Vē =
naMT (1− XaMT )naLT (1− XaLT )
naMT (1− XaMT ) + naLT (1− XaLT )
(6.6)









LSX(e; ai) = ωni Xai + (1−ωni)(2R− XV) (6.10)






行動選択は LSXの評価値 (式 6.10)において最大となる行動選択肢が選ばれる (式 6.11)ため，
評価値がまったく等しい場合以外には乱数を用いず，エージェント側としては決定論的に行動
が選択される．また前述した通り，行動 ai の全試行回数に対する試行割合 Tai が 1.0に近づい
た時，即ち試行全体において既にほぼ探索的行動をしておらず，ある行動選択肢に執着してい







0.5 < ωni ≤ 1.0 (6.13)
lim
TaH→1.0
LSX(e; aMT) = XaMT (6.14)
lim
TaL→0.0
LSX(e; aLT) = R (6.15)






得られた客観的価値 X と基準値 R，仮想的な価値 XV との重み付け平均によって算出される









naMT XaMT + naLT XaLT
(6.17)
wVē =
naMT (1− XaMT )









wVē(1− XaLT ) + (1− wVē)(1− XaMT )
)
(6.20)
n′V ̸= Ve + Vē = nV (6.21)
wVe ̸= wVē (6.22)
そこで我々は仮想的な試行回数 nVから価値 Xを排除した n′V(式 6.16)と置き換えて式変形を








と背景化 (式 6.34)の性質を保つことが出来るようになった．我々はこの評価式を Real scaLize





V ′e = nV
(
w′V XaLT + (1− w′V)XaMT
)
(6.24)
V ′ē = nV
(
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RLLS(e; ai) =

















0.5 < ω′ni ≤ 1.0 (6.32)
lim
TaH→1.0
RLLS(e; aMT) = XaMT (6.33)
lim
TaL→0.0




はある状態 siにおいて ajを試行した強さとして信頼度変数 τ値 (変数 τ(si, aj))という量を定義
した (表 6.1)．
表 6.1: 状態 siにおける Q値と τ値
Q τ
a1 Q(si, a1) τ(si, a1)




an Q(si, an) τ(si, an)
Q値の更新は従来通り方策 on型 TD学習を用いるか方策 off型 TD学習をベースとするかに
よって更新法が異なる．強化学習アルゴリズムにおける RLLSは式 6.31において価値 XをQ
値に，観測量 nを τ値に置き換える事で定義できる (式 6.39)．ここで基準値 Ri は状態 si 毎に
個別の値を持つ．












τ(si, aMT)Q(si, aLT) + τ(si, aLT)Q(si, aMT)








τ(si, aj) + τu
(6.38)
RLLS(si, aj) = ωijQ(si, aj) + (1−ωij)(2Ri −Qu) (6.39)
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強化学習における RLLS方策も LSXと同様に RLLS価値関数が最も高い行動を選択する (式
6.40)．この選択は前述の通り鮮明化と背景化の性質も有しているため，乱数を用いずに満足化
方策として機能する．










0.5 < ωij ≤ 1.0 (6.42)
lim
TiH→1.0
RLLS(si, aMT) = Q(si, aMT) (6.43)
lim
TiL→0.0








そこで本研究では RLLSにおいて τ値の相対的な比率が重要なことに因み，現時点での πが
生成するであろう系列から τ値を定義し，更新する事とする．
具体的には τ値を現状態 siでの行動 ajを行った回数を τcurrent(si, aj)(現行動信頼度変数)と，
その後の状態行動系列を信頼度変数を τpost(si, aj)(未来信頼度変数)の和によって定義する．
τ(si, aj) = τcurrent(si, aj) + τpost(si, aj) (6.45)
τcurrent(st, at) = τcurrent(st, at) + 1 (6.46)
τpost(st, at) = τpost(st, at) +
ατ
(
γττ(st+1, aup)− τpost(st, at)
)
(6.47)
τcurrentと τpostの更新はそれぞれ，式 6.46，6.47によって行われる．更新に用いる aupは方策
on型の TD学習アルゴリズムであれば実際に方策に従い選択された行動 at+1を用い，方策 off
型であれば arg max
ak
Q(st+1, ak)となる．未来信頼度変数 τpostは信頼度学習率 ατ = 1.0，未来系
列信頼度割引率 γτ = 1.0の時，その後の系列の試行回数の累積となる．信頼度学習率 ατ = 1.0
である場合，その後の系列に変化があれば，累積を計算するために参照する状態行動対の組み
替えが起こる．即ち信頼度学習率 ατ は Q値の学習率 αQ と同様，組み変わった状態行動対の
組み替えをどの程度抑制するかを意味するパラメータである．そのため基本的には Q値の学
習率 αQ と信頼度学習率 ατ は等しくなるべきだと考えられる．また，未来系列信頼度割引率
γτ(0 ≤ γτ ≤ 1)はその後の状態行動対の訪問回数を割り引くために扱う．即ち未来系列信頼度
割引率 γτ は選択肢 ajを選んだ後の試行回数をどの程度考慮するかを意味している．
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6.6 強化学習における基準値とその獲得
K本腕バンディット問題と同様 (式 4.76)に，強化学習における RLLSにも適した基準値の条
件が存在する (式 6.48)．ただし，基準値 Rは状態 si 毎に存在し，適した基準値 Rも状態 si 毎
に存在する．
Q∗Second(si) < R(si) < Q
∗
First(si) (6.48)





本腕バンディット問題で用いていた漸進的基準値更新法 (式 4.74)をQ値に適用する (式 6.49)の
みでは強化学習課題で良い成績は得られない．
R(si)← R(si) + αR(Q(si, aSelect)− R(si)) (6.49)
K本腕バンディット問題で漸進的基準値更新法が有効だったのは，期待値 (報酬獲得割合S(e|aj))









き L step収益を直接観測して更新に用いる強化学習アルゴリズムであるQ-timerは TD学習の
バックアップ更新よりも (正確性が損なわれる代わりに)更新速度が速い [太田 14]．そのため，
Q-timerアルゴリズムのQ値更新法に習った Rの基準値更新を考案した．
6.6.1 R-timer基準値更新
Q-timer は状態行動対 (s, a)に訪問した後 L step の間に得られた報酬の累積，L step 収益
(RL)を用いて行動価値関数 Q(s, a)を更新する手法である．本来終端状態まで観測すべき収益





RL(st) = rt + rt+1 + ... + rt+L (6.50)
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しかし，Q値への更新では正確性が重視されるが，基準値 Rへの更新は前述の問題から速さ
が重視される．特に満足化の性質から特に上昇するようなに対して速くなるべきである．その
ため，L step収益を用いて Rを式 6.51によって更新する手法を考案した．
R(st) =
{
R(st) (R(st) ≥ RL(st))
RL(st) (R(st) < RL(st))
(6.51)
ただし L step収益 RLは不確実であるため，Q値を用いた漸進的基準値更新も併用する (式
6.49)．ただし，飽くまでもこの漸進的基準値更新は RLの不確実さを安定させる事を目的とし
ているため，学習率 αR は非常に低い値とする．これは RLが偶然高すぎる値になってしまった
場合に対応するため，基準値という目標値を現在得られているQ値に馴らしている事を意味す





とは異なる価値関数 LSの強化学習の応用案 (LS-Qアルゴリズム [浦上 13]，LS-VR-Qアルゴ













半身の角度を 24，上半身と下半身のなす角度を 5，上半身の角速度を 7に等分割した 840種で
ある．一回の行動選択と状態の変化を 1 step として，それを 110,000 step 行い，そのシミュ
レーションを 50回行った結果を平均した．また状態は 1,000 step毎に初期状態に強制的に戻さ
れる．報酬は初期状態であるロボットが垂直に下に向いている状態を角度 θ = 0として，step
毎に r = θ/πが与えられる．比較に用いるエージェントは高橋の研究で良い成績を有していた
LS-VR-Qアルゴリズム (最も成績が良い R = 0.8の場合 [高橋 13] )と，最も一般的な学習アル
ゴリズムとしてQ学習を用いる．上述のアルゴリズムの行動選択には ϵ-greedyを用い，ϵは
1.0から始まり，等間隔で徐々に減衰して 100,000 stepの時点で 0.0になるように設定する．本
研究で提案する RLLSアルゴリズムは ϵ-greedyを必要としないため，最初から ϵ = 0.0に設定
する．その代わり，全ての状態 si が持つ Ri 値は全て経験的な Ri = 4.5に固定し，未来信頼度
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RLLS, γτ = 0.0
RLLS, γτ = 0.5
RLLS, γτ = 0.75
RLLS, γτ = 1.0
LS-VR-Q, R = 0.8, εinit= 0.0
LS-VR-Q, R = 0.8, εinit= 1.0
Q学習, εinit= 0.0
Q学習, εinit= 1.0
RLLS + R-timer, L=15, αR = 0.001
図 6.1: 獲得報酬の推移：学習率 α = 0.1の場合
割引率には γτ = {0.0, 0.5, 0.75, 1.0}を用いてそれぞれ比較した．また，動的な基準値の更新法
についても言及するため，RLLSと R-timerを併用したアルゴリズム (R-timer RLLS)の検証も
行う．L step収益の長さは L = 15，馴化率 αR = 0.001とした．また，乱数を用いないRLLSア
ルゴリズムとの比較のために，最初から ϵ = 0.0に設定した LS-VR-QアルゴリズムとQ学習
とも比較する．各アルゴリズムの割引率には γ = 0.9を用いた．それに合わせ，R-timer RLLS
の未来信頼度割引率には γτ = 0.9とした．
6.7.2 結果及び考察
シミュレーションの結果として，縦軸は初期状態に戻されるまでの 1,000 step毎の報酬の総
和の推移を図 6.1(学習率 α = 0.1)と図 6.2(学習率 α = 0.9)に示す．未来信頼度割引率 γτ はそ
れ以降に出現する行動系列を試行した強さを，どの程度その行動に対する信頼度変数に反映す
るかを意味する影響度であると解釈できる．シミュレーション結果には ϵ-greedyを用いて学
習初期の探索を促さなければ学習が行えない事が示されている．それに対して RLLSは ϵ = 0
というランダムな探索を全く行わない学習でも学習が行えていた．また学習率 α = 0.1の場合，
未来信頼度割引率 γτ が低い時には，ある段階での獲得報酬の急激な上昇が見られるが， γτ が






基準値 Rでも一定以上の学習を行える点で，従来の C-tableを導入して LSを実装したアルゴ
リズムより汎用性が高いと解釈できる．
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RLLS, γτ = 0.0
RLLS, γτ = 0.5
RLLS, γτ = 0.75
RLLS, γτ = 1.0
LS-VR-Q, R = 0.8, εinit= 0.0
LS-VR-Q, R = 0.8, εinit= 1.0
Q学習, εinit= 0.0
Q学習, εinit= 1.0













図 6.2: 獲得報酬の推移：学習率 α = 0.9の場合
R-timerを併用して動的に基準を求める RLLSアルゴリズム (R-timer RLLS)は予め持った基
準値を与えられた RLLSには劣るものの，学習率 α = 0.1の場合では ϵ-greedyを用いずに学習
できており，Q学習や LS-VR-Qよりも良い成績を有している．学習率 α = 0.9のときは学習そ
のものはできているものの，予め持った基準値を与えられた RLLSにはやはり劣り，ϵ-greedyを
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