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A Bremmer type series solution of the three dimensional reduced wave 
equation is obtained. The series is obtained by iterating generalizations of the 
Bellman-Kalaba integral equations. The lowest order term is the solution of 
the parabolic approximation to the reduced wave equation. The series thus 
provides systematic corrections to the parabolic approximation. New deriva- 
tions of the parabolic approximation are also provided. These are based on the 
idea of splitting a solution to the reduced wave equation into “upward” and 
“downward” components. 
I. INTRODUCTION 
Numerous problems involving stationary wave propagation distinguish 
a particular spatial direction. Consider for example a slab of glass, of infinite 
extent in the xy-plane and of finite width in the z direction, illuminated by 
a beam of light. The direction of the beam axis is distinguished. Likewise 
problems in fiber optics and wave guides distinguish the direction along the 
fiber or guide and problems involving propagation of radiation into the 
atmosphere distinguish the radial directions with origin at the center of the 
earth. In each of these cases the gross geometry of the problem singles out 
a particular direction. 
In other instances, those involving stratified media, the material properties 
of the media distinguish a direction. In fact if a medium is stratified and 
uniformly illuminated the solution of the reduced wave equation reduces 
to that of an ordinary differential equation. The distinguished direction is 
the only direction of interest. 
For problems involving uniformly illuminated stratified media Bremmer’s 
series solution [l] provides a very appealing integral. If, on the other hand, 
the medium is not stratified but has small and slowly varying inhomogeneities 
the parabolic approximation [2] is often employed to treat small angle 
scattering. In fact, the parabolic, or forward scattering, approximation 
consists of two equations: one for each sense of the distinguished direction. 
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In standard treatments this fact is of only passing importance since the 
equations are not coupled. 
In the present work three dimensional forward scattering approximations 
are systematically corrected along the lines indicated by Bremmer in the 
derivation of his series solution. To do this, it is necessary to have an expres- 
sion for the infinitesimal reflection operators, i.e., the operators that locally [3] 
take “upward” waves into “downward” waves and the operators that effect 
the inverse process. In terms of differential equations these operators deter- 
mine the coupling between different types of waves and this is precisely 
what is lacking in the usual derivation of the parabolic approximation. To 
implement the appropriate generalization of Bremmer’s procedure it is first 
necessary to provide a new derivation of the parabolic approximation that 
simultaneously treats each direction of propagation in a uniform way. 
Bremmer’s original work suggests how this might be done, if those aspects 
of the work that have a strong one dimensional bias are neglected. 
To bring the relevant aspects of Bremmer’s work to the fore and to 
illustrate the techniques that will be used in the sequel, a “Bremmer type” 
treatment of the one dimensional parabolic approximation is given in the 
next section. The one dimensional parabolic approximation is also useful 
since, as is shown in [4], here after refered to as II, it can be used as a guide 
to interpret the three dimensional case. 
In Section 3 the problem of defining “upward” and “downward” com- 
ponents of waves is considered and various choices are discussed, together 
with the differential equations these components satisfy. In Section 4 integral 
equations equivalent to the reduced wave equations are presented. These 
equations follow from the differential equations for the “upward” and 
“downward” components. 
2. ONE DIMENSIONAL PARABOLIC APPROXIMATION 
One way to construct the Bremmer series is from a physical picture in 
which the stratified medium is approximated by thin contiguous slabs of 
uniform material [5]. Various generalizations of the one dimensional series 
have been obtained from this starting point [5]. Unfortunately this very 
intuitive idea does not seem to generalize, in a convenient way, to more 
dimensions. What does easily generalize to higher dimensions is a derivation 
based on splitting the solution of the one dimensional reduced wave equation 
-$9(-g + w4 4(x) = 0; W) = 412(1 +rl(x)), (2.1) 
into upward and downward components. 
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One way to describe such a splitting is by a splitting matrix T(x) which 
defines the upward and downward components by 
(2.2) 
where #J=(X) represent the upward and downward components, respectively. 
Given a splitting matrix T(x), equations (2.1) and (2.2) yield a pair of coupled 
differential equations governing #*(CC), 
I dT 
= I-& T-1 + T (2.3) 
In Bremmer’s original work 
T = Tl E Q : -Ip-l(‘)) . 
zk-l(x) (2.4) 
However other splittings are possible, in fact T(x) is formally arbitrary [6]. 
Another splitting matrix of interest is given by 
If the T,, splitting matrix To is used in (2.3) and #k(x) are written 
#*(uY) = p+(x) e*ik@, then 
Notice that if the off-diagonal terms of (2.3) are neglected then 
(W(x))ld~ T ($7 kd.4 P+(X) = 0, (2.7) 
are the resulting equations. Analogous equations hold for #*(CC). The “fast 
varying” phases efikOx have been removed so that the equation for p+(x) is 
the usual parabolic equation written in one dimension. This point is discussed 
further below. 
If now, following Bellman and Kalaba [3], pa*(z) are specified solutions 
of (2.7) and G*(x 1 x’) are solutions of the initial value problem 
& G*(x 1 x’) ‘f + k&x) G*(x 1 x’) = 0, G-C@ 1 x) = 1, (2.8) 
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then the integral equations 
c;‘(x) = pa+(x) + 1’ dx’G+(x ( x’) ; k,e”“““‘~(x’) p-(x’), 
21 
p-(x) = pow(x) + S2’ dx’G(x 1 x’) + koePiko”&x’) p+ (x’), 
z 
are equivalent to (1.3) together with the boundary conditions 
P+bi) = PO’W~ P-(x2) = PO-W 
Iteration of (2.9) yields a Bremmer series for (2.3). 
(2.9) 
(2.10) 
(2.11) 
Equation (2.7) for /L+(X) is a one dimensional parabolic approximation 
for (1.1). This equation is usually derived by assuming a solution of (1 .l) 
has the form 
I&) = v(x) eikoz, (2.12) 
finding, from (2.1), the equation for n(x), and then neglecting second order 
derivatives. The second order derivatives may be neglected provided the 
inhomogeneities of the medium are small and slowly varying [2]. 
In the approach presented here the parabolic equation is obtained by 
selecting a splitting of the solution into upward and downward components, 
finding the equivalent first order system and suppressing all reflections, 
reflections being the terms that couple p?(x) to p*(x). 
This same procedure will be followed in the multidimensional case and 
the generalizations of (2.9) and (2.10) will be written. These results are 
prefaced by a brief discussion of the physical ideas used here to restrict the 
choice of splittings. 
3. SPLITTINGS AND PARABOLIC APPROXIMATIONS 
In this section some general physical criteria are specified that limit the 
choice of splittings into upward and downward components and it is shown 
that parabolic approximations of interest result from splittings that satisfy 
these criteria. The next section contains a general procedure by which a 
solution of the reduced wave equation can be obtained given any splitting 
in the class defined here. 
To define the class of splittings recall that the reduced wave equation 
4qir) + &) y@) = 0, (3-l) 
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where 
A=&+%+$ 
(3.2) 
is linear. Thus it is expected that a solution of the equation may be recovered 
from upward and downward components by simple addition of the two 
components. This implies that splitting should be a linear operation. Further, 
since (3.1) is local, the splittings themselves should be local. In addition, 
since the wave number and the index of refraction are only physical param- 
eters that enter (3.1), it is assumed that splittings depend, at most, upon 
these quantities. 
From a “scattering” point of view, the locality requirement is necessary 
if the reflection operators that the splitting defines are to be local. If light 
illuminates a piece of inhomogeneous glass, how light is bent at a point 
should depend only on the properties of the glass in the immediate vicinity 
of this point. For the one dimensional case, considerations of this kind have 
been formalized by Bellman and Kalaba [3] in “The Principle of Localiza- 
tion.” 
In the sequel, linear splittings are defined via matrices. If T is a “splitting” 
matrix then both T and T--l are used when deriving the differential equations 
that the upward and downward components satisfy. To assure that the 
locality assumption is satisfied, T should not contain differential or inverse 
differential operators. This follows since the action of inverse differential 
operators is defined through nonlocal expression, formal power series or 
Fourier transforms, for example. 
To put these considerations into a useful framework, consider (3.1) as a 
first order system 
where 
A, = ayax2 + ayay2 
and z denotes the “distinguished” direction. 
A splitting is defined by a splitting matrix T(g) and the upward and 
downward components are defined by 
*‘(id _(Q(& - T(x) h3~gA . (3.3) 
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It follows from (3.2) and (3.3) that 
9 T-l(z) + T(x) (-(A 
In particular, if a splitting matrix T,, is given by 
T = I 1 --i&l 
0 ( 2 1 iki* 1 
and F*(g) are defined by 
it follows from (3.4) that 
Wx) ik2(x) ’ _ 
ax I ;k,-w- 0 + 41 F+(x) 0 
If F*(g) are written as 
F*(g) = p*(g) efikoz, 
it follows that 
where the components of the matrix differential operator a0 are 
[fiol,, = ; kodx) + & A, , 
[fio]12 = f?--?rikoz j+koM + &4/ ? 
[Bo],, = -p*oz 1; kodx) + & 41 t 
Lao122 = - (t kod_x) + &&I . 
(3.5) 
(3.6) 
(3.7) 
(3 *8) 
(3.9) 
(3.10) 
(3.11) 
(3.12) 
(3.13) 
(3.14) 
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The off-diagonal terms, [&,]rs , [I?&, are the terms in (3.10) which couple 
the upward with the downward components. They are interpreted as 
infinitesimal reflection operators. Suppressing reflection operators amounts 
to neglecting all backscattering. If this is done, the approximate equations 
(3.15) 
result. The equation for p+(x) is the parabolic approximation of Leontovich 
and Fock [ZJ, that is frequently used to treat forward scattering. 
The genemlization 
splitting matrix T,(g), 
of Bremmer’s original splitting is provided by the 
1 -ik-yuq 
T,(x) = i (1 1 &l(x) * 
(3.16) 
In this case the upward and downward components, g+(g), are defined by 
g+(z) _ *w ig-(,,I - T1(_x) (a@)/& 1 * 
If g+($ are written as 
g*(g) = v*(x) e*ikoz 
it follows that 
(3.17) 
(3.18) 
where 
(3.19) 
[I& = i(k(g) - k,) - -+ k-l(x) q + ; k-Y&-) A, , (3.20) 
[l!& = e--2ikoz 1; k-l(g) g$ + 4 k-‘(g) d’) , (3.21) 
[I2l]21 = f?2fkoZ 1; ,z+) y - - g k-l(g) dL/ , (3.22) 
[I& = -i(k(g) - k,) - + k-‘(z) v - ; k-‘(z) d, . (3.23) 
If backscattering is neglected, the approximate equation for V+(Z) is 
i 9 + i&(1 + 7j(~))r’~ - k, + $- (1 + q(~))-r/~ -%$I V+(S) 
+ -$- ; (1 + 7(x))-% d,u+(;) = 0. 
(3.24) 
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If it is now assumed that the inhomogeneities are small and vary slowly is x, 
that is’if T(Z) Kc’ < 1, a,(x)/& < 1 then (3.24) is approximated by 
i y + + h,7@) a+(g) + $ dl”+(~) = 0. (3.25) 
This is again the Leontovich-Fock parabolic approximation. It will be 
recalled that the assumptions that the inhomogeneities are small and slowly 
varying are the usual assumptions made when the Leontovich-Fock equation 
is derived. 
A parabolic approximation due to Arnaud [7] can also be derived using 
splitting matrices. If the splitting matrix 
where 
is used to define 
h+(z) ( ) h-(x) = 
and it is assumed 
h*(s) = S*(X) exp [ *li S,’ N,,(z’) dz’] , (3.29) 
(3.28) 
the resulting parabolic approximations for s*(x) are Arnaud’s parabolic 
approximations. 
Some general comments can be made about the splittings given by T,, , 
T,(x), T&4. Th ese are functions of K, , k, and v(x), and k, and ~(0, 0, z,) 
respectively. Thus T,(g) contains more detailed information about the 
medium then does T,(z) and To contains no information at all about the 
medium. Indeed, to define T,(g) all the information that is contained in the 
reduced wave equation is used. It is, of course, open to question whether 
this information is used in the most efficient manner. This problem is 
closely connected with delineating the class of admissible splittings and no 
further discussion of this point will be given. However, the above considera- 
tions suggest that T,(g) implies a “better” parabolic approximation than T,, . 
This point is justified by recalling that the parabolic approximation associated 
with T,(x) reduces to that associated with To in the limit of small and slowly 
varying inhomogeneities. On these grounds the T,(g) splitting is prefered. 
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However, there are other considerations, essentially technical in nature, 
that enter into a choice of splitting. In particular, solutions of the decoupled 
equations act as lowest order approximations in the correction scheme 
described in the next section. Certain fundamental solutions of the decoupled 
equations are also required. To be useful in calculations a splitting must be 
chosen that yields a tractable pair of decoupled equations. On these grounds 
the T, splitting is of special interest since the decoupled equation are of the 
Schroedinger type. 
4. INTEGRAL EQUATIONS 
In this section pairs of coupled integral equations are presented that are 
equivalent to the three dimensional reduced wave equation plus appropriate 
boundary conditions. Further it is shown that iteration of these equations 
yields a Bremmer type series for the reduced wave equation. These integral 
equations are generalizations of a pair of integral equations given by Bellman 
and Kalaba [3] for the one dimensional reduced wave equation. 
It has been shown in the previous section that the choice of a splitting 
matrix T(x) implies a coupled pair of equations for the upward and downward 
components defined by T(x). These equations have the form, 
(4.1) 
It is convenient to identify the components of A(x) as 
[a(,>],, = i”(sc), [I&>112 = R-(x), 
[A(& = fi+(z)P [A(i& = %, 
(4.2) 
so that, in components, (4.1) is 
fp = F+(g) I)+(+%) + R-(x) $-(g) (4.3) 
!p = a+(,) a)-(x) + T-(x) e(x)* 
Further it is useful to define the matrix parabolic differential operator 
(4.4) 
rj(,) = (P+J”’ a;,)) _ (ww ; p+(d 
(a/ax) 0 F(x) 1 (4.5) 
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and the matrix reflection operator 
With these definitions (4.1) can be written 
(4.6) 
(4.7) 
To derive the integral equations equivalent to (4.1) let &,*(x) be solutions 
of the parabolic approximations 
hl+M m ($,-(g) _ 0) 0   ’ (4.8) 
and let G(x 1 _x’) be a Green’s function of p(x). The matrix parabolic operator 
can be inverted with the aid of G(x 1-x’). Thus 
Equation (4.9) satisfies (4.7) and thus (4.1) as application of &) to each 
side shows. However, as it stands, (4.9) is not useful. To obtain a useful 
form of (4.9) a particular boundary value problem must be posed and the 
constituents of (4.9) appropriately defined. 
Hence, consider the problem of finding the solution of the reduced wave 
equation when the upward waves are specified by W+(x) y , zr) at x, and 
the downward waves are specified by W-(x , y , zz) at za , za > zr . To 
apply (4.9) to this problem, the following four solutions must be obtained 
(S.l) A solution #,,+(x) of the upward parabolic approximation 
I”(X) Ibo’(x> = 0, (4.10) 
such that 
hJ+(x, y, 4 = W’(x, Y, 3). (4.11) 
(S.2) A solution, GO+@ 1 x’), of the upward parabolic approximation 
such that 
Go+(x 1 g’) = 0 for z > x’ (4.12) 
and 
G,+(x, y, x ( x’, y’, x) = 6(x - x’) S(y - y’) (4.13) 
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(S.3) A solution, #s-(x), of th e d ownward parabolic approximation 
%(x) #o-(x) = 0, (4.14) 
such that 
A-(x, Y, 4 = JJ-(x, Y9 %). (4.15) 
(S.4) A solution, G& 1 x’), of the downward parabolic approximation 
such that 
Go-(x ( g’) = 0 for 2’ < .z (4.16) 
and 
G,-(x, y, z j x’, y’, z) = 8(x - x’) S(y - y’). 
With these solutions (4.9) becomes, in components, 
(4.17) 
++(X> = h+(x) + (j-s_e, Go+@ I x’) R-(x’) +(x’) d%‘, (4.18) 
1 
I&) = t&-(g) - /z2/m lrn G&SC I x’) i?+(d) #+(x’) d3z’. (4.19) 
2: --co --m 
The boundary conditions at zr,a are immediately satisfied. That (4.18) and 
(4.19) satisfy (4.3) and (4.4), respectively, is easily checked by differentiation 
since 
a*+(x) a*dd -~-.-+Js’~“~ az aZ 
m aG+k I ~‘1 R-(xt) g-(-xt) d3xf 
z1 --53 --m az 
+ J-J-1 Go+@ 1 x’, y’, x) 8-(x’, y’, 2) 4-(x’, y’, 2) dx’ dy’ 
= q + ~‘j-= Irn F+(x) Go+@ j g’) &(g’) t,k(g’) d3g’ 
q --m -03 
+ fi-(xl ?f%> 
= ~-Yx> $4+(x) ir .R-(4 #-(3). (4.20) 
Here (S.l)-(S.4) have been used together with (4.5). Observe that p+(x) 
can be pulled through the integral. This follows from (3.4) and the locality 
assumption. 
To interpret the series obtained by iterating (4.18) and (4.19) as a Bremmer 
type series it is convenient, though not necessary, to deal with a particular 
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case of (4.18) and (4.19), that obtained by taking as at positive infinity and 
assuming no downward waves are present there. This implies #so-(~) = 0. 
In this case the lowest order iterate is #s+(x). This is interpreted as an 
upward propagating wave, such that &,+(x1 ,yi , x1) = W+(X, , yi , zr), that 
reached (3) directly, having suffered no reflections. The next iterate is 
k(x) = - yyyrn Go-& ( g’) I?+($) &,+(g’) &‘. (4.21) 
z --m -02 
This term is interpreted as an upward 0th order wave to (g’) that is reflected 
at (E’) and propagates from (x’) to (x) with no further reflections. For an 
upward wave to be reflected at (x’) and arrive at (x) it is of course necessary, 
if the interpretation is to be consistent, that a’ > a. In fact these are the 
only waves that contribute since G,,-(x j _x’) = 0 for z’ < a. The inter- 
pretation of successive iterates is similar: 2, 3,... reflections are considered. 
Thus, the sum of the series thus generated contains all possible reflections. 
If the series converges, it is an integral of the reduced wave equation. The 
convergence of Bremmer’s original, one dimensional series, is treated in [8]. 
The solution of (4.18) and (4.19) is for a problem with slab geometry. 
It is expected that the same methodology can be applied to problems where 
initial-boundary value problems must be solved for (4.8). This situation 
arises in wave guide problems. 
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