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Abstract
Measurements of the complex pressure fields radiated by a variety of piezoelectric 
transducers, have been made using m iniature piezoelectric polymer hydrophones, in 
order to reconstruct the surface vibration distributions of the  transm itting transduc­
ers. These measurements have been compared w ith optical diffraction tomography 
measurements of the same fields made independently by the  Physikalisch-Technische 
Bundesanstalt1. Very good agreement was found for the two techniques.
The vibrational behaviour of a ceramic transducer in the vicinity of its funda­
mental thickness mode resonance was also investigated using source reconstruction. 
The element was found to exhibit a strongly non piston-like behaviour, especially 
at resonance, in confirmation of previous suggestions in the  literature.
Error propagation in the technique of Fourier optical source reconstruction was 
investigated by numerical simulation. A range of measurement errors were identified 
and the effects of errors in assumed operating frequency, non-uniform sampling 
(probe positional jitte r) and misalignment were considered, as were techniques for 
reducing the errors due to non-uniform sampling.
A novel technique for the spatial characterisation of ultrasonic receivers has been 
developed, based on measurements of the two-dimensional directivity. A Gaussian 
transducer for the quasi-plane wave irradiation of such receivers was designed and 
tested. Preliminary measurements on a polymer receiving transducer w ith a 5mm 
radius, were made at 2MHz. Although limited in resolution due to experimental 
constraints, a good reconstruction of the spatial sensitivity function of the receiver 
was obtained. In addition, modifications to the receiving element, by using dam p­
ing material to mask out some regions, could be identified by this reconstruction 
technique.
The work j reported has significantly advanced the techniques available for the 
characterisation of ultrasonic transducers.
1 Braunschweig, Germany
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C hapter 1 
In trod u ction
1.1 T h e need  for tran sducer ch aracterisation
1.1 .1  B ackground
There is an ever increasing demand for quantitative ultrasonic measurements, in a 
m ultitude of disciplines. These include low frequency, high power applications such 
as seismic testing and atmospheric sounding, low power applications such as sensing 
and control in industry, higher frequency applications underwater such as sonar, 
high frequency Non Destructive Evaluation (NDE) or materials testing applications, 
medical imaging (high frequency, low power) and therapy (high power). Currently, 
ultrasonic techniques are considered to be the most commonly used technology in 
NDE as well as playing a major role in medicine (K uttruff 1991, Cracknell 1980). Our 
interest lies mainly in the use of ultrasound in materials diagnostics. The m aterial 
in question may be anything from sea water or aluminium through to very complex 
materials such as composites used in aircraft construction or biological tissue.
In materials testing there are essentially only three ultrasonic param eters which 
can be measured. These are the sound velocit}', the attenuation, and scattering. In 
addition to random and systematic errors in these measurements due to the mea­
surement system which may, in principle, be quantified, there exist unknown and 
unquantifiable errors which can be a ttributed  to incorrect assumptions about the 
behaviour of the source as well as the propagation of sound through the medium of 
interest. For example, in measurements of velocity or attenuation in homogeneous 
materials, plane wave propagation is implicitly or explicitly assumed. In reality, this 
must be incorrect because of the finite sizes of the transm itters and receivers used,
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which will result in diffraction effects and non-planar wavefronts. Exact knowledge 
of the spatial and temporal field distributions> which are dependent on the behaviour 
of the transducers used, is therefore necessary, in principle, for optimisation of the 
accuracy of the measurement procedures. In addition, assumptions about the prop­
agation of sound through the medium of interest may only be proved to be correct 
or otherwise if the transducer behaviour itself is known.
Transducer design and evaluation itself is another application where knowledge 
of the transducer vibration pattern  would be of use. Direct examination of the 
effects of transducer construction on performance would allow transducers to be 
tailored with required or, at the very least, known radiation patterns for specific 
applications.
To be precise, transducer behaviour in all these cases means the surface vibration 
pattern , which determines the field radiated by a transm itting transducer. In the 
case of receivers, the spatial “sensitivitj' function” is the equivalent param eter of 
interest. Thus, in order to be able to make precise diffraction corrections in m ate­
rials diagnostics, to verify models of propagation, and to aid in transducer design, 
knowledge of the transducer surface vibration pattern  (in transm itting or receiving 
mode) is essential.
1 .1 .2  P r in c ip les  o f  tra n sd u cer  and  field  ch a ra cter isa tio n
A wide range of possibilities exists for transducer characterisation. At the “minimal­
ist” end, the use of effective geometrical param eters has been suggested for diffrac­
tion corrections based on very limited field measurements. The basis of these is the 
assumption of an ideal model for the source behaviour, although a few preliminary 
measurements may also be used to help choose an appropriate model. Convention­
ally, the ideal piston model is assumed for both transm itters and receivers.
At the other end of the scale, the experimental determ ination of the field radi­
ated by a transducer by beam plotting is comprehensive, in that a whole region of 
interest may be covered, subject to practical lim itations, but it is time consuming 
and possibly labour intensive. On' e must also bear in mind tha t in order to have 
knowledge of the field over a large volume, a rather large number of da ta  points 
needs to be measured and stored. This is problematic in terms of the amount of 
data storage space needed, and also in terms of the measurement system stability,
2
over a long period of time. A lternative^, if the amplitude and phase values over just 
one surface in the near field of the transducer are known, and ideally this should be 
the surface of the transducer itself, then various techniques can be used to forward 
or backward project the data and obtain the pressure or normal velocity field over 
another surface (see §1.1.3). In this wa}' one can examine transducer beam patterns 
as well as the source vibration patterns, using a limited data  set.
The determination of receiver behaviour, by which we mean the calculation of 
its response to a known field, requires a different approach. Receiver behaviour may 
be equated with its spatial sensitivity function. The question of how the spatial 
sensitivity function can be determined will be addressed in chapter 7. It is also 
possible, without actually going into the detailed behaviour of a receiving trans­
ducer, to characterise it by measuring the directivity pattern , which gives an idea 
of the way in which the receiver will influence measurements of a field. This may 
be extended to the possibility of actually deconvolving the receiver response from 
measured data, and thus in principle achieving the final aim of removing the effect 
of receiver response from any measurement system.
1.1 .3  M eth o d s  o f  sou rce reco n stru ctio n
It is not possible, in general, to measure directly the vibration pattern  of a trans­
ducer. This is because direct measurement, using for example a change in capac­
itance technique (Lypacewicz & Filipczynski 1971), loads the transducer surface, 
thereby altering its behaviour. Additionally, such measurements have only been 
used in air.
, A remote technique is therefore required, for the frequencies of
interest to us.
Broadly speaking, there are two possible approaches to source reconstruction. 
One is based on the Huygens’ solution to scalar diffraction whereas the other is based 
on the propagation of the angular spectrum  or plane-wave spectrum. So far, the 
former approach has only been used under the paraxial approximation, although it 
may also be possible to use an exact approach employing the inverse of the Huygens- 
Fresnel forward propagator (Bacon 1994). The la tter is the Fourier decomposition 
of the measured wavefront into its plane-wave spectrum, i.e. its spatial frequency 
spectrum, and the propagation of each plane wave component by its multiplication
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with the appropriate phase factors (taking into account the path length). Both
approaches require knowledge of the sound field on a surface outside the source. A
detailed discussion of the two methods is left to chapter 3.
1.2 S cop e o f  th e  work
1.2 .1  A im s
The overall aim of the project was to perform a detailed investigation of ultrasonic 
transducer characterisation. For source reconstruction, autom ated measurements of 
the two dimensional fields radiated by various transducers were made using minia­
tu re  piezoelectric hydrophones. One of the m ajor aims of the work was to validate 
our measurements by comparison with those made on the same transducers using 
a different technique, namely optical diffraction tomography, in collaboration with 
the Physikalisch Technische Bundesanstalt (PTB).
Source reconstruction using the angular spectrum  m ethod is not in itself a novel 
technique. However, nowhere in the literature does there appear to be a detailed 
and systematic study of the effects of measurement errors on source reconstruction. 
Another aim of the research was to provide a better understanding of the problems 
associated with this type of technique, by means of numerical modelling of some of 
the m ajor sources of error envisaged in any practical measurement situation. Some 
techniques for reducing or avoiding the effects of these errors were also investigated.
In any ultrasonic measurement system, the source and the receiver are both 
essential constituents. Optimisation of the measurement techniques would be in­
complete without characterisation of the receiver behaviour as well. Therefore, the 
final aim of the work was to develop a method for receiver characterisation, and to 
test it experimentally.
1 .2 .2  O u tlin e  o f th e  th es is
It was considered necessary to carry out a systematic survey of the theoretical and 
practical aspects of work done on transducer characterisation so far. W ith this in 
mind, a review of measurement techniques is given in chapter 2. This includes direct 
and indirect methods of obtaining the field distribution and transducer vibration 
patterns.
Chapter 3 lays out the essential theoretical background to source reconstruction. 
It includes a description of the Huygens’ approach to field projection and details of 
the angular spectrum method. Discrete versions of the angular spectrum  propaga­
tion relations are discussed with particular reference to the theoretical and practical 
consequences of the use of the discrete Fourier transform (DFT). The angular spec­
trum  and Huygens’ projection programs are evaluated and compared.
The mechanics of the autom ated scanning system and the related electronic 
hardware and software are described in chapter 4. A brief description of an improved 
am plitude and phase calculation routine is given, which relies on least squares fitting 
of a section of a digitised harmonic signal with a reference signal, and appears to 
give very precise results.
The bulk of the experimental results on source reconstruction is contained in 
chapter 5. Measurements on various transducers.of interest together with the re­
construction of the transducer vibration patterns are given. Some of the results 
are compared with those obtained by the use of optical tomography. A comparison 
is also made between ceramic and polymer transducers. The effect of varying the 
frequency of excitation on the vibration pattern  of a ceramic transducer is reported.
Chapter 6 concentrates on a systematic study of the effects of some sources of 
error on the quality of source reconstruction. These include non-uniform sampling 
(probe positional jitter), frequency errors and misalignment. Some corrective mea­
sures are also suggested and investigated.
In chapter 7, the essential theory for inverting the two-dimensional directivity 
pattern  of a reciever, to obtain its sensitivity function, is developed, while in chap­
ter 8, the problem of providing plane wave insonification, in order to measure the 
two-dimensional directivity of a receiver, is addressed. The different approaches pro­
posed in the literature are discussed and some of these investigated using simulation 
modelling. The design of a Gaussian transducer, based on previous reports in the 
literature, is described and the field radiated by it is measured.
In chapter 9, the experimental procedure for the determ ination of the receiver di­
rectivity, together with the apparatus used, is described, and preliminary successful 
measurements carried out on a receiving transducer are reported. Finally, the work 
done in this project is summarised with concluding remarks in chapter 10, together 
with an outline of the scope for future work in this field.
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C hapter 2
U ltrason ic  transducer v ib ration  
and field m easurem ent tech n iq u es
2.1 In trod u ction
The surface vibration pattern  of an ultrasonic transducer may be obtained either 
by direct measurement of the surface displacement or b}' remote measurement of 
the field radiated by the transducer, and subsequent reconstruction of the source 
surface. The former may be achieved either by placing a probe (a capacitance 
microphone, for example) directly in contact with the source surface or by optical 
interrogation (laser interferometry) of the surface. Both methods are appealing, in 
principle, due to the lack of many intermediate steps between the measurement of 
the physical param eter being utilised (capacitance or light intensity for example) and 
the final calculation of the surface displacement. In practice, however, they suffer 
from serious drawbacks. The former because of its invasive nature, which results in 
the direct loading of the source surface, and the la tter because of the unavoidable 
complication of the acousto-optic effect in water. T hat is to say tha t the information 
on the interrogating beam of laser light is corrupted by the fluctuations in refractive 
index of the intervening fluid due to the radiating ultrasonic field.
Remote measurement of the complex field radiated by ultrasonic transducers 
also has its advantages and drawbacks. If we consider a passive probe interrogating 
an ultrasonic disturbance, it may be regarded as a relatively non-invasive procedure 
since there is no direct loading of the source surface. On the other hand, the field 
at the measurement position itself may be disturbed by the presence of a finite 
probe. In addition, the introduction of several intermediate steps between the first
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measurement, on one surface, of the physical param eter being utilised, and final 
reconstruction of the source surface vibration pattern  itself (whether the displace­
ment or the particle velocity) means that the risk of error propagation and noise 
amplification is high.
Both direct and indirect measurement of the source vibration pattern  require 
high quality quantitative measurements of some physical param eter associated with 
the ultrasonic disturbance. Historically, the measurement parameters of interest 
have been power and intensity (which generally cannot be measured directly), with 
attem pts made to measure particle velocity (closely related to particle displacement) 
and sound pressure. The quantitative determination of these ultrasonic quantities 
requires a detector which provides absolute values based either on the inherent mea­
suring principle, or on the known sensitivity of the receiver, determined previously 
by calibration. Furthermore, linear conversion of ultrasonic signals into electrical 
ones is also desirable. For this purpose, the detection method must combine a wide 
bandwidth with low phase distortion. Practical aspects such as portability, and 
ruggedness also need to be considered in each case.
In this chapter, detection methods of direct relevance to transducer characte- 
riation and field measurement are described, together with primary methods for 
measuring power and intensity, which can be used for calibration purposes.
2.2 Surface d isp lacem ent m easu rem en ts u sin g  a  
cap acitive  techn ique
A technique employing the capacitance principle has been used to measure trans­
ducer displacement patterns up to a frequency of 2MHz (Lypacewicz & Filipczynski 
1971). A small polarised hemispherical electrode was scanned across the front face 
(at ground potential) of a transducer (a few volts ac excitation), with a strip of insu­
lating waxed paper between the two. A measure of the transducer surface (normal) 
displacement amplitude was obtained from the induced ac voltage on the electrode. 
The displacement phase was obtained from the received electrical signal, by utilis­
ing LISSAJOUS figures on an oscilloscope. An accuracy of 5° in phase was claimed. 
The average normal displacement over the entire surface of the transducer was also 
obtained, by using a flat electrode covering the entire surface. This technique has
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not found widespread use because the electrode itself loads the front surface of 
the transducer, thereby changing its vibration behaviour. The possibility of stray 
electrostatic fields from the transducer interfering with the measurements was also 
mentioned. A 5^m thick aluminium foil, with a slot in it for the measurement elec­
trode, was used for screening purposes. This arrangem ent would appear to place 
restrictions on the use of this technique for two dimensional measurements. The 
measurements were further restricted by being made in air only, and it is not clear 
how they would relate to the vibration behaviour with the transducer radiating into 
a medium of interest such as water.
2.3 V isu a lisa tion  and q u an tita tive  m easurem en ts  
using op tica l techn iques
2.3 .1  In terferom etr ic  m ea su rem en t m eth o d s
Optical interferometric visualisation and holography (Higgins, Norton & Linzer 
1980) appears to offer a relatively direct approach for the measurement of displace­
ment, with minimal disturbance of the radiating field. All variants of optical inter- 
ferometry are based on the Michelson interferometer. A beam of coherent light is 
split into two, a reference and an object arm. The object beam is used to interrogate 
the surface under examination, usually a very thin stretched membrane (‘pellicle’). 
It is then recombined with the reference beam to yield an interference pattern  due 
to the relative phase shifts between the two beams. Obviously, the phase shifts 
are dependent on the displacement of the surface under examination. Holographic 
interferometry is defined by Vest as **the interferometric comparison of two or more 
waves, at least one of which is holographically reconstructed” (Vest 1979). A variant 
of this is time-averaged holographic inter ferometry, which is the exposure of a holo­
gram  for a period of time during which the object executes a motion. It is possible 
to obtain the relative phase and amplitude values of the vibration at each point on 
the surface under investigation by analysis of the interference fringes (Vest 1979).
The main problem with using optical methods in liquids is that the influence 
of the acousto-optic effect on the liquid path which the laser beam has to traverse 
is not accounted for. Although in air, local changes in refractive index due to the 
propagation of sound waves are negligible, in water this is not so, especially at
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megahertz frequencies and higher. Despite these problems, several workers claimed 
to have used optical interferometry to investigate the fields of immersion transducers.
One of the earlier investigations using this technique was reported by Higgins et 
al. (1980), who measured the displacement profiles in the field of ultrasonic transduc­
ers under broadband excitation. The measured displacement records were compared 
with theoretical predictions and projected using the broadband angular spectrum  
technique. One of the recent examples of such a system was reported by Royer, 
Casula & Fink (1993). A system bandwidth of up to 30MHz and a spatial resolu­
tion down to 50/zm were claimed. Investigations were carried out with 1 to 20MHz 
focussed and planar transducers. No phase information was given, however. Laser 
interferometry is also used for the primary calibration of hydrophones, utilising the 
fact that, under the plane wave assumption, the displacement can be related to the 
acoustic pressure (see §2.5.4).
2 .3 .2  Q u a n tita tiv e  m ea su rem en ts o f  th e  sou rce su rface v i­
b ration
The optical interferometric techniques mentioned above, can be used to interrogate 
any surface of interest, including the transducer surface itself. This is an established 
approach for the determination of the vibrational behaviour of structures in air. 
In addition it has also been applied underwater. However, as mentioned before, 
the problem with applying these techniques underwater, especially if relatively high 
acoustic displacements are encountered, is tha t of the acousto-optic effect. The rela­
tively high changes in local density (and therefore refractive index) encountered with 
underwater sound, deflect light significantly from a straight path, thereby invalidat­
ing one of the inherent assumptions in this method. Recently, a rigorous theoretical 
analysis of this problem was attem pted by Bacon, Chi vers & Som (1993). An itera­
tive procedure for obtaining field information, corrected for the acousto-optic effect, 
was proposed. This inversion scheme has not, however, been tested numerically or 
experimentally as yet.
It is possible to display the fringes, obtained using optical holographic interfer­
ometry (superimposed on the image of the surface without excitation), on a TV 
monitor. This is known as T V  holography or Electronic Speckle P attern  In ter­
ferometry, ESPI (Lpkberg 1984). This technique, used in conjunction with discrete
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acoustic phase shifting and digital image processing, has been used to investigate the 
behaviour of several underwater acoustic transducers (Ellingsrud & Bergh Nilssen 
1992), in the frequency range 20-250kHz. Numerical displacement am plitude and 
phase values of sinusoidally vibrating transducers were provided although there was 
no attem pt made to confirm the accuracy of these measurements. The resolution of 
the amplitude measurements was claimed'to be in the range A//1000 to A//10, where 
A/ is the wavelength of laser light used. This would appear to restrict the use of the 
technique to low amplitude vibrations, of the order of 0.5-50nm. No information on 
phase accuracy or tem perature control was given.
2 .3 .3  O p tica l d iffraction  tom ograp h y
Pressure fluctuations induced by ultrasound result in small local changes in the 
refractive index of the transm itting medium. This allows us to probe the sound field 
using optical diffraction, an especially attractive technique due to its non-invasive 
and self-calibrating nature. The basic experimental arrangement (see Fig. 2.1) 
allows us to direct a parallel beam of monochromatic light through the medium 
of interest, perpendicular to the direction of propagation of the ultrasound. The 
ultrasound wavefronts behave as a course optical grating, introducing phase shifts 
in the optical wavefronts which are dependent on the local values of the refractive 
index (Cook 1976). After passing through the sound beam, the optical wavefront 
is focussed using another lens. In the focal plane of this lens, a diffraction pattern  
is detected using a photodetector. The intensity observed in the zeroth and first 
(either positive or negative) diffraction orders can be simply related to the optical 
phase retardation (or the Raman-Nath param eter), which in turn is related to the 
pressure distribution in the cross-section under investigation. Under Ram an-Nath 
conditions (i.e. small pressure amplitudes, low MHz frequencies), the optical phase 
retardation v, in the y direction relative to the undisturbed medium is given by
v ( x , y , z , t )  = v(x)sin(uj*t — k* z +  <p(z)) (2.1)
where
62(s) =  v 2c(x) +  Uj(.t), tan(p{x) =  vs( x ) / v c(x). (2.2)
Here lo* is the angular frequency and k x is the acoustic wavenumber. z is the sound 
propagation distance and vc(x) and u5(.r) are related to the sound pressure in the
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Figure 2.1: Basic arrangement used in optical diffraction tomography 
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Here k is the wavenumber of light and dn /dp  the adiabatic piezo-optic coefficient 
and <p(x,y) is the phase of the ultrasonic disturbance relative to a reference plane 
(usually simulated by the exciting voltage of the signal). From an expression for the 
amplitude of the light in the image plane, an expression for the intensity of the light 
is obtained as (Reibold & Molkenstruck 1984):
I ( x , z , t )  = Jo(v(x))2 +  Ji(u(a;))2 ±  2Jo(v(x))Ji(v(x))cos(Lo*t — k*z -f <p(a;)) (2.5)
The intensity is made up of a dc and an ac component. Both can be used to obtain 
the sound pressure amplitude, but only the ac component allows the determ ination 
of the phase. From a practical point of view the recorded information, obtained by 
successive lateral shifts of the transducer in the horizontal (x) direction, followed 
by rotation about its axis, is in the form of a set of projections. In order to obtain 
the pressure distribution in a cross-section, tomographic reconstruction is necessary. 
Reibold h  Molkenstruck (1984) have developed and used such a system successfuly 
for a variety of investigations (Reibold Sz Iiolzer 1985, Holzer & Reibold 1986). They
report a fluctuation in the phase of the detected light of ±4°, which corresponds to 
a similar uncertainty in the sound pressure phase. However, this is improved by the 
use of a smoothing algorithm. Other workers (Larsen & Bj0rn0 1989, Holm, Persson 
Sz Lindstrom 1991, Eriksson, Holm, Landeborg, Persson & Lindstrom 1993) have 
subsequently used identical systems, for studying the fields radiated by transducers 
and for investigating transducer defects.
The main problem with optical diffraction is tha t under the above mentioned 
theoretical constraints, only small pressure amplitudes can be measured with con­
fidence. For this reason, the technique has so far only been used with maximum 
pressure amplitudes of the order of a few kPa, although recently attem pts have been 
made to investigate optical diffraction at higher pressure amplitudes, both theoret­
ically and experimentally (Reibold & Kwiek 1995, Kweik &; Reibold 1995). On the 
practical side, all optical techniques require precision alignment.
Coupled with the fact that the apparatus is likefy to be very expensive, this 
restricts the use of this technique to specialised laboratories.
2 .3 .4  S ch lieren  v isu a lisa tio n
This method for the qualitative visualisation of the ultrasonic field is also based on 
optical diffraction. The experimental arrangement is veiy similar to the one used 
above, the main difference being tha t only the diffracted part of the optical beam is 
used, the main beam being blocked by a wstop” . The image of a plane in the sound 
field is allowed to form behind the stop. The Schlieren method yields a longitudinal 
section of the sound field (normal to the direction of propagation). The observed 
light is an integral along the path traversed and therefore no quantitative spatial 
amplitude or phase information can be obtained from it. For this reason, the method 
is unsuitable for our purposes. It can, however, be used to spot gross imperfections 
in the radiated field (Zeqiri 1991).
2.4  P rim ary  m easurem ents o f  pow er and in ten ­
sity
Power and intensity have been the measurement parameters of interest historically. 
Accurate measurements of power and intensity are still of paramount importance,
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and will remain so, if only for the measurement of the output of medical devices. 
Measurements of the sound intensity and the to tal acoustic power in steady-state 
ultrasonic fields, are based on either mechanical detection or therm al detection.
2 .4 .1  M ech an ica l d e te c t io n  - ra d io m etry
Mechanical detectors employ the sound radiation pressure principle (variously ac­
credited to Lord Rayleigh and Langevin) - that is to say, the radiation force experi­
enced by a body th a t absorbs or deflects a radiant energy beam (Beyer 1950). Such 
a force can be measured very accurately and can be related to basic acoustic param­
eters - power and intensity (provided the area is known) - usually b}^  employing the 
plane wave approximation (Zieniuk & Chivers 1976). Such radiation force detectors 
are generally known as radiometers. Those operating in fluids are better known as 
radiation balances. Broadly speaking, these can be divided into radiometers with 
two types of target:
• sound absorbing targets,
• sound reflecting targets.
Total power measurement devices reported in the literature use mostly reflecting ta r­
gets (in order to avoid any thermal anomalies when using an absorbing target). Of 
course, even when using reflecting targets, absorbers are needed to stop reflections 
from the side walls, so that thermal anomalies may not be completely absent. Kut- 
truff (1991) gives examples of both types of devices. In both designs, the intercepting 
target extends, as near as possible, over the to tal effective beam cross-section. The 
absorbing target is usually a highly absorbing material of planar geometry, although 
in principle a planar geometry is not essential as long as the absorber m aterial has 
the required acoustic impedance. The reflecting target is most commonly a cone 
with a high sound reflection coefficient (high impedance mismatch). In both cases, 
appropriate placement of sound absorbing materials (to remove reflections and rever­
berations) and continuous wave operation of the transducers ensures near free-field 
conditions. Full coverage of the beam, which would require an infinitely large target, 
can of course never be achieved. However, the target is chosen to be large enough 
to cover the beamwidth as defined by some arbitrary criterion (the beamwidth is 
the width at which the field has decayed to some predefined level of peak value).
Also, ideally one would like to have a fully absorbing or fully reflecting target, as 
appropriate. Again this is not possible in practice, although very good absorbing 
materials have been developed and used recently (Brendel 1994).
KuttrufF (1991) states a measurement range of 10//W to 10W for such devices 
and Miller & Hill (1986) suggest an accuracy in measurements of the order of 5%. 
This would appear to be an underestim ate especially as it excludes any electrical or 
mechanical uncertainties, resulting from the design of such devices, which probably 
contribute significantly to the error, and in a manner dependent on the power levels 
being measured. For instance, there is a lower limit on the precision of balances, 
which means th a t at low powers the percentage error will be greater.
Radiation force devices may also be used for direct measurements of local values 
of intensity (currently, they are the only devices available for such direct measure­
ments). In this case, the dimensions of the target have to be small in relation to 
the local variations of field intensity. Also, the complicated target-wave interactions 
need to be calculable. These conditions are best satisfied by the use of small spheri­
cal targets (Miller &; Hill 1986), for which Hasegawa Sz Yosioka (1969) have analysed 
the target-wave interactions in detail. Anson &: Chivers (1981) have also analysed 
this problem. The}' numerically calculated values of Yp, the interaction factor used 
in such measurements, for a m ultitude of actual and potential target materials. Care 
has to be exercised in the attachm ent of filaments for the suspension of the spheres 
in the sound field. These need to be thin enough to have a negligible effect on the 
field and on the natural modes of vibration of the spheres.
2 .4 .2  T h erm a l d e tec tio n  - ca lor im etry
The most useful application of calorimetry is in the measurement of the to tal acoustic 
power output of a transducer under conditions where the complete beam  (or as 
near as complete) can be directed into the measurement device. The devices used 
consist principally of a limited volume of a liquid with high sound absorption or a 
small piece of rubber or other high polymer material. The absorbed sound energy 
results in a tem perature rise, the steady state value of which gives a measure of the 
total sound power, when compared with electrical heating of the m aterial, to the 
same tem perature (Zieniuk Sz Chivers 1976). The tem perature is most commonly 
measured by a thermocouple, with thermistors as the alternative (KuttrufF 1991).
It is also possible, as for radiometers, to measure local values of power by thermal 
methods. These techniques cannot be regarded as calorimetry, strictly speaking. To 
achieve high spatial resolution, fine-wire thermocouple junctions are commonly used 
(Fry Sz Fry 1954<2, Fry Sz Fry 19546). Alternatively, for higher sensitivity, but at 
the expense of spatial resolution, small thermistors are sometimes employed. W ith 
thermistors, there is a danger tha t local heating, in the encasing m aterial, may 
introduce errors into the measurement.
Although these methods can be quite accurate, they require a lot of effort for 
single measurements. The small target variations on these methods have a spa­
tial resolution which is only just adequate for our purposes ( «  10_4m, see Table 
2 -2 )  . Also the fact tha t the measurements can not easily be ex­
tended to two dimensions, render them  impractical for our purposes.
2.5 M easu rem en ts using  p iezoe lectr ic  h ydrophones
The most useful, and probably the most widely used, method for quantitative mea­
surements of ultrasound fields is the use of the scanned m iniature piezoelectric hy­
drophone probe. The predominance of interest in the piezoelectric effect (both for 
generation and reception) arises because of its characteristic of simple and efficient 
conversion of acoustical energy to electrical energy, because of the ease of fabrica­
tion of piezoelectric materials, and because of the general versatility of such devices. 
W hatever the detection principle employed, the following probe characteristics, in 
addition to any practical considerations, are always required:
1. a flat frequency response (pressure sensitivity vs frequency),
2. a omnidirectional response (sensitivity vs probe orientation),
3. minimum interference with the field, e.g. no reverberation effects.
2.5 .1  T h e  p iezo e lec tr ic  effect
The change in physical dimensions of a material under the influence of an applied 
electric field, and vice versa, is known as the piezoelectric effect Discovered in 1880 
by the Curie brothers, this effect arises in anisotropic materials lacking any centres 
of symmetry. It is the asymmetric ionic charge distributions occuring in these ma-
terials, whether natural or artificially induced, which facilitate a coupling between 
the electromechanical and dielectric phenomena. Hence elastic deformations of a 
piezoelectric crystal, in particular directions, are associated with the displacement 
of positively charged ions relative to the negative ones in such a way th a t each of 
the elementary cells of the crystal acquires an electric dipole moment which is pro­
portional to the strain (KuttrufF 1991). This is the direct piezoelectric effect which 
is utilised for detection purposes. The inverse of this effect is used for generating 
sound.
Piezoelectric coefficients may be used to assess the relative strength of the piezo­
electric effect in different materials. These are normally expressed as tensors but 
usually the most im portant of these, the ones effective in the longitudinal direction, 
are quoted. The receiving constant g is defined as the strength of the electric field 
produced per unit applied stress, under open circuit conditions. The transm itting 
constant d, on the other hand, is defined as the strain produced bj' the application 
of unit electric field, for an unconstrained material.
2 .5 .2  C om m on ly  u sed  p iezo e lec tr ic  m ateria ls
Quartz (Silicon dioxide, SO2 ) is the best known of a range of naturally ocurring 
piezoelectric minerals. Its low mechanical and electrical losses and its high resistance 
to electrical breakdown have established quartz as a practically used piezo material, 
even to this date. Other advantages of quartz include its resistance to chemical 
agents and the fact th a t it can be used at relatively high tem peratures compared to 
other materials (KuttrufF 1991).
Single crystals have been superceded by piezoelectric ceramics and high polymers 
in recent years. Ceramics have the advantage of greater ease of shaping - fabrication 
into concave shapes is possible, for example - and larger piezoelectric constants. 
An added advantage of ceramics is tha t their piezoelectric properties can be varied 
to suit particular applications. Ceramics are basically ferroelectric materials whose 
piezoelectric properties can be created or enhanced by applying a suitably large elec­
tric field - a process known as poling. This is due to charge domain alignment which 
results in greater electromechanical coupling than that which exists normally. The 
best known example of this type of material is lead zirconate titanate  (Pb(Zr,Ti)Oa) 
with the trade name PZT.
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quantity Quartz PZT4 PZT5A PV dF
d (m /V) 2.31 x 10"12 284 x 10"12 374 x 10"12 20 x 10"12
9 (V m /N ) 5.78 x 10~2 2.61 x 10-2 2.48 x 10"2 17.4 x 10"2
k 0.095 0.70 0.705 0.10
e (F /m ) 4.0 x 10"11 1150 x 10"11 1500 x 10“ n 0.98 x 10"11
p(kg/m 3) 2650 7500 7750 1780
c (m /s) 5740 4000 3780 3000
Z(  kg/m 2/s) 15.21 x 106 30 x 106 29.29 x 106 5.34 x 106
Tc («C) 523 328 365 (80)
Table 2.1: The properties of some common piezoelectric materials (following Preston 
et al 1994)
Polyvinylidene difluoride (PVdF or PV F 2 ) is the only commonly used piezo­
electric polymer material. The exact composition, and therefore the piezoelectric 
properties, of PVdF vary considerably with preparation methods. However, a rela­
tively high value of the piezoelectric g constant has been reported for it (Table 2.1). 
This, however, is offset somewhat by the fact tha t the material is^only available as 
thin film or foil, typically 10 — 50g m  thick. Its sensitivity is therefore less than tha t 
of a typical ceramic, although this is almost compensated by the small acoustic mis­
m atch of PVdF with water. Sensitivity is dependent on thickness purely because of 
the relation between field strength on the one hand and potential difference and sep­
aration between electrodes (on parallel surfaces of the material) on the other. PV dF 
devices also have the advantage of a flat frequency response because of the use of a 
thin foil (the operating regime is usually far below the fundamental, thickness mode, 
resonance frequency). Additionalty, PVdF has low sensitivity to vibration modes 
other than the thickness mode.
2 .5 .3  D esig n  and co n stru ctio n  co n sid era tio n s
It is for the reasons outlined above tha t the two most prominent types of hydrophone 
employ PVdF as the sensitive element. These are the needle-type and the spot-poled 
membrane type (P latte 1985, Lewin 1981, Shotton, Bacon Sz Quilliam 1980). Harris 
(1988) reports sensitive element thicknesses in the range 9 — bOfim and effective 
diameters in the range 0.2 — 1 m m .  More recently, needle type hydrophones with 
geometrical element diameters down to 75gm  have become commercially available
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(Aindow n.d.). Several factors have to be considered when using these types of 
hydrophones. Firstly, the hydrophone and any associated electronics, including the 
preamplifier, should ideally possess a smoothly varying frequency response (free from 
any significant resonances). Possible sources of resonance are the thickness-mode 
resonances of the transducer element and cable resonances due to cable capacitance 
(loading). The former can be restricted, if necessary, by curtailing the high frequency 
response of the hydrophone preamplifier. The la tter source of resonance is more 
likely to cause problems, and is one of the reasons why, generally, a preamplifier is 
located close to the sensitive element. This also boosts the signal-to-noise ratio.
The effective size of the sensitive element must also be given some consideration. 
The larger the area of the element, the greater the degree of spatial averaging. It 
has been suggested tha t for measurements (pressure and, indirectly, intensity) of the 
fields radiated by diagnostic ultrasound devices, the upper bound on the effective 
hydrophone diameter should be chosen according to the relation:
4  = —  (2.6)
where dh is the hydrophone element diameter, ds is the diameter (or greatest di­
mension) of the transm itting transducer, z is the source-to-receiver separation and 
A is the wavelength of the radiation (Harris 1988, Banjavic 1989). This yields a hy­
drophone diam eter of 0.6mm, for pressure measuremens at z=20mm in the field of 
a 10mm diameter source operating at 2.5MHz. Simulation modelling of the spatial 
averaging problem by Markiewicz k, Chivers (1983) suggests that element diameters 
should be no greater than a wavelength, for measurements of the pressure amplitue 
and phase, in the far field of a disc piston source. O ther im portant design factors 
include the overall sensitivity, the directional response (the directivity pattern), the 
electrical impedance and the dynamic range of the probe.
Another major disadvantage of hydrophones is their invasive nature. This is 
worse in the case of needle-type hydrophones with preamplifiers mounted at the 
back of the element. This design can be prone to multiple reflections from the 
hydrophone body. These can be reduced somewhat, by appropriate design of the 
body, by the use of damping material at the back of the sensitive element and by 
using sound absorbing material on the hydrophone exterior.
18
AAAAAAA/WWVVWWWWWVVV^
where
Us = the output voltage from the tone-burst generator
Z = a matching network 
Uy and 11 = the reciprocal auxiliary transducer’s voltage and current, respectively 
U = the hydrophone voltage
Figure 2.2: An arrangement for the two-transducer reciprocity calibration
2 .5 .4  C a lib ration
Calibration of hydrophones is required for absolute pressure measurements. Prim ary 
calibration is achieved by placing the “unknown” probe in a “known” field. A wide 
range of established procedures is based on the use of the reciprocity principle. An 
example of this is the two-transducer reciprocity calibration (Brendel 1989). A self­
reciprocity calibration, based on the use of a reflector placed in the far field of an 
auxiliary transducer is obtained (KuttrufF 1991), followed by the calibration of the 
hydrophone in the same field. This is achieved by angling the reflector used previ­
ously, in an appropriate manner. A schematic illustration of this procedure is shown 
in Fig. 2.2. Reciprocity methods are generally quite flexible. However, they assume 
particular wave geometries, plane or cylindrical or spherical waves, which means tha t 
in practice, diffraction corrections have to be applied. The end-of-cable sensitivity 
of a m iniature hydrophone may also be obtained by scanning it over a transducer 
beam of known power and frequency, the power being previously determined using 
a radiation force balance or calorimeter. The orthogonal pressure response profiles 
are integrated to obtain total power or intensity, under the plane wave assumption. 
The sensitivity of the hydrophone can then be calculated by comparison. Problems 
with this technique may arise if the field is not of a simple geometry or if signifi­
cant spatial averaging by the hydrophone occurs. The probe diam eter needs to be
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within the bounds given by Eqn. 2.6. It is claimed tha t the uncertainty in the in­
tensity response factor, determined using this procedure, is about ±20% for PVdF 
hydrophones (Brendel 1989) and could be much higher for ceramic hydrophones, 
due to local anomalies (associated with the spatial characteristics of the field).
Hydrophone calibration using nonlinear propagation is one of the standard tech­
niques used at the National Physical Laboratory (Smith Sz Bacon 1990). Essentially, 
a high power toneburst is allowed to propagate down a long tank (with acoustic baf­
fles lining the walls). This allows the signal to develop into a sawtooth wave. A 
calibrated hydrophone is then placed in the field and the received signal (sawtooth) 
recorded. The uncalibrated probe is then substituted at the same point in the field 
and the received signal recorded. The amplitudes of the harmonic components in 
volts are then determined (by Fourier decomposition) and the end-of-cable sensi­
tivity  of the uncalibrated probe obtained by comparison with the calibrated probe. 
This procedure has the advantage tha t the frequenc}' response can be determined 
over a wide range with minimum effort. A drawback is tha t the frequency reso­
lution is limited by the fundamental frequency. An alternative to this approach is 
to use pulse excitation instead of the sawtooth wave to obtain a wide bandwidth, 
with a higher resolution as well. A technique based on this has been described by 
Harris (1989). However low amplitudes in the frequencies other than the centre fre­
quency exacerbate the experimental uncertainties, especially if attenuation becomes 
significant (Zeqiri 1994).
Laser interferometry is also used for primary calibration of hydrophones (Bacon 
1988). The on-axis displacement in the far field of a transducer is first measured 
by intercepting the beam with a pellicle (a thin membrane), placed normal to the 
direction of propagation, and interrogating the pellicle, at the appropriate point, 
using a laser interferometer. Again under the plane wave assumption (a beam with 
a regular geometry approximates this well in the far field, especially if the laser 
beamwidth is small), the pressure is calculated from the displacement. The uncali­
brated hydrophone is then substituted into the beam at the same location and the 
signal measured. The sensitivity is calculated by comparison. The typical random 
uncertainty of this method is claimed to be 1%, and the systematic uncertainty 
varies from 2.3% to 6.6% over the frequency range 0.5-15MHz (Bacon 1988). W ith 
the use of optical techniques, stringent requirements are placed on the alignment and
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Effect Quantity detected Approximate resolution limits
in space (m) in tim e (s)
Piezoelectric P IO"6 10~9
Capacitance d 10"3 i o - 7
Optical interference cl IO"4 i o - 7
Radiation force I io - 3 1
Calorimetric I IO"4 10~3
Optical diffraction P IO"4 10~9
Acoustoelectric I 10"3 IO"7
Table 2.2: Some physical phenomenon used in the measurement of acoustic fields 
(from Miller &: Hill 1986). p is pressure,// displacement and I  intensity.
stability (with respect to vibration) of the apparatus. This would tend to restrict 
the use of this technique, as a primary standard, to specialised laboratories.
2.6 C onclusions
Table 2.2 gives a comparison of the approximate spatial and temporal resolution 
limits on the various detection methods discussed above, and some additional ones 
left out of the present discussion. It should be noted that these are only approximate 
limits. In addition, the usefulness of quoting temporal resolution limits for methods 
of measuring intensity, a time-averaged quantity, is not clear. Nevertheless, in the 
light of the previous discussion, and the data presented in Table 2.2, some general 
conclusions may be drawn. The piezoelectric hydrophone appears to be the most 
promising, with a potential spatial resolution limit of 10_6m and a tem poral one of 
10_9s. Optical diffraction has an identical temporal resolution capability, whilst of­
fering a spatial resolution of 10-4m, which would be useful for measurements in the 
field of transducers operating at up to approximately 4.5MHz, if the A/2 criterion is 
employed. This arises from considering the sampling theorem, and the fact th a t the 
measured pressure fields, in most practical situations, are likely to be bandlim ited 
(in the spatial frequency domain) to half the ultrasonic wavenumber (see chapter 
3). The spatial resolution limit, for optical diffraction tomography, could proba­
bly be improved upon, by using an increased number and resolution of measured 
projections. These considerations, together with the other factors discussed above, 
would appear to suggest optical diffraction tomography and scanned m iniature hy­
drophones as the best available options for quantitative ultrasonic measurements in 
the field of ultrasonic transducers. This choice is further limited, in our case, by the 
high cost of the optical instrum entation required for optical diffraction tomography 
measurements.
C hapter 3 
Sound field p rojection
The need for transducer characterisation was identified in chapter 1, while an overview 
of various measurement techniques was given in chapter 2. In this chapter, a review 
of projection methods for the reconstruction of ultrasonic transducer vibration pat­
terns, from measurements of radiated pressure fields, is presented. In addition, the 
effects of discretisation on angular spectrum  projection, are discussed in detail and 
the projection routines used in the work reported in this thesis, are evaluated.
All methods of field projection are based on solutions to the wave equation. In 
this sense they are equivalent. Their main differences lie in the m ethod of solution 
and any approximations which maj^ be made to obtain the final form of the projection 
relations. For instance, the angular spectrum  or Fourier optical approach is based 
on a general solution to the wave equation which describes a field as a superposition 
of plane waves travelling in different directions. This is an exact solution, 
any approximations being introduced at the experimental or com putational stage. 
The Huygens-Fresnel approach is also based on an exact solution which is the m ath­
ematical equivalent of the Huygens principle of the superposition of many spherical 
waves. It is, however, expected to be more accurate in numerical work. There also 
exist variations of this la tter approach which utilise approximations to obtain the 
final forms of the respective projection relations, in order to facilitate com putation, 
as will be seen in §3.1.
23
3.1 T h e H u ygen s-F resn el approach to  sound  field  
p ro jection
The starting point for the Huygens approach to sound field projection is the Rayleigh- 
Sommerfeld formula
p{r) = VnllTz(c7-)d,T ( 3 ‘ 1 }
vn : particle velocity at the source surface,
k : wavenumber of the disturbance,
£>(r) : pressure,
r : source point — to — observation point distance,
da : area element,
where £ is the direction of propagation of the disturbance. Eqn. 3.1 is the m ath­
ematical embodiment of Huygens’ principle, expressing the outgoing field as a su­
perposition of many spherical waves, diverging from a collection of weighted point 
sources. For the forward projection case, it is a simple m atter of solving this integral 
numerically, either in the space domain or in the frequency domain.
For the case of backward projection, two similar approaches
are possible:
1. using the exact solution for inverse diffraction (reciprocity),
2. the Fresnel integral.
3.1 .1  T h e  ex a c t so lu tio n  for in verse d iffraction
Shewed &; Wolf (1968) obtained an exact solution to the inverse diffraction problem, 
valid under certain conditions, and expressed this as a reciprocity theorem. The 
required condition is tha t the function must be bandlim ited in the spatial frequency 
domain to a circle of radius equal to the wavenumber of the propagating sound. This 
reciprocity theorem simply expresses the fact th a t for each forward propagated field 
at some plane z =  Z\ (zi > 0), there exists a conjugate field at z =  —zi, an equal 
and opposite distance from the diffracting screen at z =  0 (a mirror image). To 
obtain the distribution at the source (the diffracting screen), the complex conjugate
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Figure 3.1: The concept of mirror images off the sound field existing either side of 
the diffracting aperture.
of the measured field at Z\ is forward propagated a distance equal to the source- 
to-m easurem ent plane distance, using numerical integration (Bacon 1994). This 
concept is illustrated in Fig. 3.1. This approach is equivalent to the direct evaluation 
of the Rayleigh integral. Its advantage lies in its conceptual simplicity, which makes 
it easy to implement, and the fact tha t the the discrete Fourier transform (DFT) 
is not used, which can sometimes introduce artefacts into the solution. The main 
disadvantage is the relatively high computational effort required which, depending 
on the computing power available, may make the procedure prohibitive for large 
data sets. Also, this procedure does not yet appear to have been rigorously tested 
for the uniqueness and convergence of the solution.
3 .1 .2  T h e  p arax ia l or F resnel ap p ro x im a tio n
The Rayleigh-Sommerfeld diffraction formula may be simplified by using the paraxial 
or small angle approximation. The resulting Fresnel diffraction formula is equivalent 
to a convolution operation between the original field and a quadratic phase factor 
(Higgins, Norton h  Linzer 1980). Using this formulation, the field a t two different 
planes may be related by a Fourier transform.- W ith the use of fast Fourier transform  
(FFT) routines, projection using this technique is simple and efficient. However, 
because of the small angle approximation involved, the Fresnel integral is only valid 
for propagation distances larger than a certain minimum (Powers 1976, Lakin & 
Fedotowsky 1976). In fact the Fresnel approximation is similar to the bandlim it 
condition placed on the exact inverse diffraction relation.
B A C K W A R D
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Lakin Sz Fedotowsky (1976) have successfully used the Fresnel integral approach
to characterise transducers. The main advantage of this m ethod is tha t it is amenable
to fast computation using FF T  routines. However, the small angle approximation
affects the reconstructions to some, as yet unknown, extent and the use of the
D FT is likely to introduce artefacts into the reconstruction (Gibbs edges or “ringing”
due to truncation of the sampled function, for example). To some extent, Lakin Sz
Fedotowsky (1976) appeared to circumvent this la tte r problem by applying Gaussian
not
apodisation to the pressure distributions. This approach wasj^used in the present 
investigation because it is not an exact formulation. Experim ental uncertainties are 
likely to compound these errors.
3.2 Sound field p ro jection  by th e  forward and  
backw ard propagation  o f th e  angular sp ec­
trum
3.2 .1  T h e  co n cep t o f  th e  angular sp ec tr u m  o f  p lan e w aves
The concept of the angular spectrum of plane waves arises from a general solution to 
the wave equation, in the Cartesian coordinate sj'stem. The physical interpretation 
of this solution is tha t any disturbance (electromagnetic or acoustic) can be regarded 
as being “an aggregate of plane waves travelling in all directions with velocity c” 
(W hittaker Sz Watson 1927).
S tratton (1941) describes the application of plane-wave expansion in diffraction 
theory. He defines the direction cosines nx, ny, n z associated with an arbitrary unit 
vector n  which describe the direction of an elementary plane wave, with respect to 
a fixed Cartesian coordinate system (see Fig. 3.2). The direction cosines are given 
as
nx =  sinarcos/?, n y =  sinasin/9, n z = cosa; (3-2)
The concept of the angular spectrum has been applied successfuly to a wide range 
of problems in wave propagation (both electromagnetic and acoustic). However, 
it is not clear to what extent this essentially m athem atical concept is valid in the 
physical sense. W hat is clear is tha t the plane wave geometry arises from the 
choice of a Cartesian coordinate system. A choice of a curvilinear coordinate sys­
tem  would result in a different, but mathematically equivalent, elementary wave
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Figure 3.2: The coordinate system for plane wave solution of wave functions (after 
S tratton 1941).
geometry (Medeiros h  Stepanishen 1984). The angular spectrum  formulation does 
have significant computational advantages. The reason for this is tha t, appropri­
ately expressed, the characteristic angular spectrum  of a field distribution is exactly 
equal to the Fourier transform of the aperture or source distribution function. As 
will become apparent later, this enables efficient solution of the angular spectrum  
equations using FFT  algorithms. Amongst the disadvantages of this approach are 
the lim itation of projections to planar surfaces, and artefacts introduced by the use 
of the DFT. Sometimes, for instance in the case of spherical focussing transduc­
ers, equivalent curvilinear phase distributions may be assumed. The problem of 
artefacts may be ameliorated by the careful selection of sampling intervals, mea­
surement apertures (to avoid truncation) and by the use of digital image processing 
techniques.
Theoretical aspects of this subject have been treated exhaustively by many au­
thors (Ratcliffe 1956, Sherman 1967, Shewed & Wolf 1968). Lalor (1968) specified 
conditions under which the plane wave spectrum is valid. These arise essentially 
from considerations of the continuity of the input function and its derivative and 
considerations of the convergence of the integrals involved. The formal equivalence 
of the Rayleigh integral transform and the angular spectrum  representation was also 
demonstrated by Lalor (1968) and independently by Sherman (1967).
The angular spectrum approach has been applied extensively in electromagnetics, 
specifically to the subject of fields radiated by antennae and antennae aperture 
distribution reconstruction. It appears to be relatively recently tha t the possibility 
of this formulation being applied to acoustic sources was considered (Kerns 1975,
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Stepanishen Sz Benjamin 1982). Stepanishen Sz Benjamin (1982) used the method 
to model forward and backward propagation of harmonic acoustic fields and also 
obtained a pressure-to-normal velocity transfer function (in the spatial frequency 
domain).
3 .2 .2  P la n e  w ave angu lar sp ec tr u m  p ro p a g a tio n  re la tio n s
Consider the complex pressure in front of a monochromatic acoustic source radiating 
into a fluid, with density p and velocity of propagation c. The Helmholtz equation
and the Euler (or momentum) equation, for this case, may be expressed as
(V 2 -f k2)p(x, 2/, z) =  0, (3.3)
v(rc, y, z) =  - - ^ V p ( a ; ,  y, z ), (3.4)
where p  is the complex pressure and v  is the complex particle velocity. Under very 
general assumptions about uniqueness and convergence, the pressure, which is a 
solution of the Helmholtz equation, may be expressed, in the half-space z  >  0, as a 
two dimensional inverse Fourier transform of its angular spectrum, th a t is,
1 poo poo
v { x , y , z 0) = - — i  /  P(kx , ky,zo)e~^hxI+ yV^ dkxdky, (3.5)
( Z7T J J—oo J—oo
where P (&*, fcy, zq) denotes the two-dimensional Fourier transform of po, with respect 
to x  and y, in the plane zq = 0 (the reference plane). The kx and ky are the spatial 
wavenumbers corresponding to the direction cosines referred to in the previous section. 
Similarly, in any other plane, z  >  0, p z is given by the inverse Fourier transform  of its 
angular spectrum. Substituting p^ into (3.3), and after some algebraic m anipulation, 
we obtain
a»p +  [fc* _  ki _  * j]P(fcij ky. z) =  o. (3.6)
According to Goodman (1968), an elementary solution of this equation can be w rit­
ten as
P (kx , ky-, z) = P ( K ,  ky, z o ) e - ^ - * ° l V ( (3.7)
The propagation relations between the two planes may therefore be expressed as 
follows
P ( & £ ,  ky, Z)   P ( A ’ j ; ,  A’ y ,  Zq) ‘ H p ( A j ; ,  l\y , Z, ZQ ) , (3.8)
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where
and
(3.11)
k 2 =  k2 -  kx2 -  ky2; (3.10)
k2 >  kx2 +  ky2 : homogeneous (propagating) waves,
k < kx +  ky : inhomogeneous (evanescent) waves.
The angular spectrum  is composed of two types of waves, the homogeneous waves, 
which represent sound propagation, and the inhomogeneous waves, which decay 
exponejially in the positive 2  direction. The pressure at z is obtained by inverse 
Fourier transformation of Eqn. 3.8. Note tha t the same relation holds for both 
forward and backward projection, the sign of (zo — z) determining the direction of 
projection.
We may replace the pressure variable in the above relations with the displacement 
or the particle velocity. However, in order to obtain the normal particle velocity 
from the pressure, or vice versa, we need to make use of Eqn. 3.4 (Stepanishen & 
Benjamin 1982). Use of Eqn. 3.4 yields the following relations:
H v  =  • H p  : pressure —* particle velocity,
kpc
H „  =  —— - H p  : particle velocity —► pressure, (3.12)
where the subscript v refers to the normal velocity (i.e. in the positive z direction).
The set of Eqns. 3.8, 3.9 and 3.12 constitute the required angular spectrum  
relations for complete definition of a sound field in the radiation half-space, given 
knowledge of the complex pressure over one plane (perpendicular to the direction of 
propagation).
3.3 E valuation  o f th e  forward and backw ard pro­
jec tio n  routines
To perform computations on discrete data, the continuous forms of the angular 
spectrum  relations, described in §3.2, have to be discretised. This creates additional 
problems which are essentially com putational/num erical artefacts related mainly to
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the use of the discrete Fourier transform (DFT). Although the properties of the 
DFT are well known, a brief discussion of them  here is not out of place since they 
have direct bearing on the properties of the Fourier optical projection programs. In 
addition, the Huygens’ envelope construction jDrojection programs are also discussed 
and evaluated. This is particularly im portant since the Huygens’ programs were used 
to provide the simulated data for the evaluation of the angular spectrum  programs 
and for the simulation exercises reported in chapter 6.
3.3 .1  T h e  H u y g en s-F resn el “e lem en ta ry  so u rces” p ro jec­
t io n  program s
B ack g ro u n d
As explained in §3.1, the pressure distribution from an arbitrary source may be 
obtained by the use of the Rayleigh-Sommerfeld formula. In practice, we may sub­
divide the source, which may be the transducer or the field distribution on any other 
surface (including a plane), into many smaller elementary Huygens-Fresnel sources 
which act as point sources em itting spherically diverging wavefronts. The field at 
any other point, beyond the source, may be calculated by the superposition of the 
waves from all the elementary sources, at tha t point. For backward projection, or 
more specifically source reconstruction, the complex conjugate of the image plane 
(or any other surface) data is forward projected the required distance. These con­
cepts have been employed by Bacon & Chivers (1981) in a numerical investigation 
of the radiation coupling of a disc to a disc. The complex pressure am plitude at a 
distance d from the (j, k)th element in the source plane, radiating with wavelength 
A through a medium with absorption a , is given by
Pj,k{d, 9) oc Ajtk ( ^ j  exp[jd(a  +  2tt/A)]co.s2(<£/2), (3.13)
where Ajtk is the complex pressure amplitude of a elementary Huygens-Fresnel 
source, j  and k being integers in the range, 0 <  j  < I and 0 < k < I, I being 
the length of the data array, and
B is /{ j  -  112)2 +  (k -  //2 )2 <  ru  (3.14)
for the case of a circular transducer with r\ being the transducer radius and B\  =  
cl r xf l  is a scale factor. This constraint will obviously need to be modified if a different
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Direction of propagation
SOURCE PLANE
Figure 3.3: The coordinate geometry used for the projection of sound fields by the 
superposition of spherical waves from elementary sources on the transducer face.
(3.15)
geometry of source is used, for example if a square transducer is used then
B i ( j  - 1 / 2 )  <  s, 
and Bi(k  — 1/2) < s.
where s is the side length of the  square transducer. The geometrical arrangem ent 
of the source array and the field point are shown in Figure 3.3. The effects of the 
receiver can similarly be modelled by a weighted summation of the pressure over 
the surface of the receiver (the weighting corresponding to the sensitivity function 
of the receiver).
Evaluation
A forward projection program based on this model, for the calculation of the field 
of a square transducer, was already available. This was modified to generate da ta  
for circular transducers and also to accept measured data  in any plane (not just 
the transducer plane) and nonuniform source distributions. This was used as the 
basis for all subsequent work with the Huygens’ projection method. The modified 
program is called NONUNIGEN.P. It was evaluated by comparing the axial response 
obtained from it with the exact response for a circular piston in an infinite baffle
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Figure 3.4: The axial pressure response of a circular piston transducer calculated us­
ing the exact equation and the Huygens’ approach: source radius=7.5m m , A=1.5mm 
and axial sampling interval=A/10.
which is given by (KuttrufF 1991)
p(z) = v0poc\J e~ikz — (3.16)
Figure 3.4 shows the axial responses calculated for a circular piston type source
using both methods. The agreement seen is excellent. To achieve this accuracy,
however, the source had to be subdivided into 201x201 elementary sources for the 
Huygens’ routine. The practical implication of this is th a t accurate calculations 
over any plane will require significant computing effort. Nevertheless, this proved 
th a t the Huygens routine provided the necessary accuracy for it to be used to for 
the simulation of the pressure fields of radiators. These simulated distributions were 
subsequently used to evaluate the angular spectrum routines.
3 .3 .2  T h e  D F T  and som e o f  its  p ro p ertie s
The two dimensional discrete Fourier transform is defined for periodic functions as 
(Brigham 1993 .)
H ( n / N A x , m / M A y )  =  ^  E  K p A x ,  q A y )e - i2’![nplN+m'l/M\  (3.17)
32
and the discrete inverse Fourier transform is defined as
h (p A x , qAy)  =  E J2 jj E H(nAu’ (3 .18)
where
p = 0 ,1 ,..., TV — 1 n =  0 , 1 , AT — 1,
q =  —1 m  =  0 , 1 , M  — 1,
A x , A?/ : spatial sampling intervals,
A u, A v  : spatial frequency sampling intervals,
and
A u = 1 f N  A x ,
A v  =  l / M A y .  (3.19)
The DFT has the same properties of linearity, s}^mmetry, tim e and frequency shift­
ing as its continuous counterpart. In addition, because of sampling in the space
and spatial frequency domains (analogous to the time and frequency domains in 
the conventional Fourier transform) and “truncation” , there arise certain properties 
specific to the DFT.
Firstly, sampling in the space domain results in the Fourier transform of the sam­
pled waveform being a periodic function of spatial frequency. This arises because 
(Brigham 1993 ) the continuous FT of the sampled function is convolved with the 
Fourier transform of the (periodic impulse) sampling function, which is itself a pe­
riodic impulse function. For similar reasons, sampling in the the spatial frequency 
domain results in a periodic function in the space domain.
As a consequence of truncation of the waveform/signal (due to the finite size of 
any data set), characteristic ripples are seen in the DFT. This is because the F T  of 
the rectangular truncation window is a sine function. The FT of the waveform is 
convolved with this sine function.
3 .3 .3  P ra c tica l im p lica tio n s o f  u sin g  th e  D F T
The sampling theorem states tha t a bandlimited function can be uniquely deter­
mined from a knowledge of its sampled values as long as the sample spacing is
chosen such tha t A <  1/2 f c (where A is the sample spacing and f c is the highest
LVC
non-zero frequency component of the signal). An alternatj way of looking at this 
is tha t the impulse functions (corresponding to sampling in the frequency domain) 
must be separated by 1/A  >  2f c. This ensures tha t no overlapping of the repeat 
functions (aliasing) in the frequency domain occurs. This may be generalised to two 
dimensions and leads to the relations:
A x  <  1/2uc,
A y  < l/2 i)c. (3.20)
This result has obvious implications in that sampling intervals must be carefully cho­
sen such tha t all resolvable detail in the ultrasonic “image” can be reconstructed. 
It also means tha t only bandlimited images may be properly reconstructed. For­
tunately, there does exist a natural bandlimit for the ultrasonic images th a t are 
measured and this corresponds to the transition from homogeneous waves to in­
homogeneous or evanescent waves tha t was pointed out in the angular spectrum  
formulation in §3.2. In practice, the evanescent waves, which decay rapidly in the 
direction of propagation, are buried in noise after a few wavelengths. Any attem pt 
to reconstruct the source using higher spatial frequency information will result in 
unacceptable amplification of noise as the algorithm will a ttem pt to restore the 
evanescent waves inversely to their rapid decay in the direction of propagation. For 
all intents and purposes therefore, the measured pressure profiles will be bandlimited 
and, moreover, the highest frequency component will be known.
As mentioned before, another consequence of sampling is the implicit periodicity 
of the sampled function and its Fourier transform. Owing to the fact th a t the 
sample interval or length is finite (corresponding to a waveform with a finite period) 
there is the possibility of overlapping of the repeat functions in real space. This 
truncation introduces characteristic ripples in the Fourier transform of the waveform. 
To overcome this, the length of the sample interval has to be increased. In a practical 
situation, we must ensure tha t the waveform being recorded decays to very nearly 
zero (if not zero exacted) within the sample interval. If truncation does affect the 
results than the situation can be salvaged somewhat by the use of data weighting 
or windowing functions other than the rectangular truncation window. However, 
windowing should only be used as a. last resort as it removes real information from
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the waveform. The pros and cons of the use of windowing must be weighed carefully 
in each situation.
In the case of forward projection of a sound field, this lim itation is even more 
severe because of diffraction or divergence of the beam. A data width which may be 
adequate close to the source, may still produce overlapping of the repeat functions 
further away. In practice, a “guard band” of zeros around the data  set has to be 
used (Powers 1976), which usually extends the data, arrays to twice their lateral 
dimensions.
3 .3 .4  D isc re te  version s o f  th e  an gu lar sp ec tr u m  p rop aga­
tio n  re la tion s
Suppose we have complex pressure data in the form of an array of complex numbers, 
in a plane
hp,q — Ap)9e.Tp(jf^p)9), (3.21)
where p : position along the scan (column, x coordinate),
q : position within each line scan (row, y coordinate).
h is used here to denote pressure, but may also represent normal particle velocity. 
In order to calculate the pressure in a different plane z/, the Fourier transform  of 
the pressure wavefront has to be multiplied by the pressure transfer function array
Gp(n A u ,m A v ;z i ,Z f )  = exp[- jy j[k2 -  k2](zi -  zj)],  (3.22)
where
hi = hi -  . (3.23)
kx = n A u  and x — pA x ,
ky = m A v  and y = qAy.
The pressure at Zf is calculated using
h(PA x ,  q A y , z s) =  H  (»A «> (3.24)
where
H ( n A u ,m A v ;  zj) =  H (n A u ,  m Av;  z{) • Gp(n A u ,m A v ) ;  Zi, Zf). (3.25)
To calculate the normal velocity in a different plane z/  from pressure data in the
plane Z{ (see Eqn. 3.12), we have to use the pressure-to-normal velocity transfer 
function:
Similarly, the pressure may be obtained at a plane z j  from the normal particle
In the above two cases, Gv in Equation 3.25 has to be replaced by Gv-+V or Gv-+P 
as appropriate.
3 .3 .5  E valu ation
All programming was done in PASCAL running under UNIX on the departm ental 
SUN workstations. There are two programs, one for forward projection and one for 
backward projection, called FORWARD2.PAS and BACKWARD2.PAS respectively.
The Huygens’ projection program was used to calculate what was regarded as 
the ideal simulated data (the best approximation available to the theoretically ex­
pected ideal fields). The angular spectrum  forward projection was compared with 
data obtained using the Huygens’ forward projection program, for a circular piston 
transducer of radius 7.5mm, operating at 1MHz in an lossless nondispersive medium 
supporting a sound velocity of 1500ms-1 . The source was considered to be subdi­
vided into 51x51 elementary sources for both techniques. However for the angular 
spectrum projections, the source data, was zero padded to 256x256, in order to re­
duce the effects of circular convolution. Cross-sections through the centre of the 
forward projected pressure distributions at z=7.5mm (i.e 5A) and z=37.5mm (the 
theoretical last axial maximum at 25A) are illustrated in Figs. 3.5 and 3.6, respec­
tively. The sampling interval used at the simulated measurement planes was 0.3mm 
(A/5). Also the width of the measurement plane was set at twice the diam eter of 
the source (30mm x 30mm). Good agreement is seen between the two projection 
techniques, although there are some slight differences in near field structure. In 
addition, the Fourier optical technique yields some ripples in the calculated profiles,
Gp^ v(n A u ,m A v ;  Zi, zj)  = • Gp(nAu, m Av;  Zi,zj). (3.26)
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velocity in a plane zi by using the normal velocity-to-pressure transfer function
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Figure 3.5: Central cross-sections through the calculated pressure am plitude (a) 
and phase (b) at z=7.5mm in the field of a circular piston transducer. Source 
radius=7.5mm, A=1.5mm and sampling interva.l=A/5.
which would appear to be the effects of truncation (mentioned in the previous sec­
tions). These tend to increase in amplitude, and move in towards the centre of the 
distributions, as the measurement plane moves away from the source.
To test the Fourier optical backward projection, simulated data (using the Huy­
gens’ routine), at two planes in the nearfield of the source, was backward projected 
to the source. In order to obtain accurate pressure data  free of any significant er­
rors due to inadequate discretisation of the source, it was subdivided into 101x101 
elements for this exercise and the sampling interval at the simulated measurement 
plane was kept at A/5. The planes chosen were at z=7.5m m  and z=15m m  (10A). 
The pressure data  was zero padded to 256x256. The reconstructed source normal 
velocity and pressure distributions are illustrated in graphical form in Fig. 3.7. 
The calculated pressure distributions should be compared with the expected “ideal” 
pressure at the source, in Fig. 3.8, which was obtained using the Huygens’ rou­
tine. For this, the source was subdivided into 201x201 elements and the pressure 
was calculated from the assumed normal velocity distribution. The normal velocity 
distributions show adequate reconstruction quality. On the other hand, the large 
fluctuations in pressure expected on the source surface are not reconstructed accu­
rately, even from the closest plane at z=7.5mm. The positions of the m axim a and
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Figure 3.6: Central cross-sections through the calculated pressure am plitude (a) 
and phase (b) at z=37.5mm in the field of a circular piston transducer. Source 
radius=7.5mm, A=1.5mm and sampling interval=A/5.
minima are, however, more accura te^  reproduced from the closest plane.
In order to illustrate the effects of sampling changes, simulated measurement data at 
z=7.5mm was also generated with a sampling interval of 0.75mm (or A/2). Central 
cross-sections through the reconstructed normal velocity and pressure distributions 
are displayed in Fig. 3.9. All the main features, in am plitude, reconstructed with 
A/5 sampling are also seen in this case. The main difference is tha t the ampli­
tudes are less smooth. However, for the case of the phase distributions, the features 
are smoothed out almost completely. Finally, the effects of truncation of the data 
set were also investigated.
Pressure da.ta at z=7.5mm was generated with A/5 sampling but the width 
of the measurement plane was reduced by a half (l5m m xl5m nj. Central cross- 
sections through the reconstructed normal velocity and pressure distributions are 
displayed
in Fig. 3.10. Clearly, truncation has completely changed 
the reconstructed profiles, which are now significant^ in error.
To conclude, a set of Fourier optical projection routines have been successfully 
evaluated against a Huygens-Fresnel projection routine. Some of the errors intro­
duced by possible practical limitations have also been dem onstrated, and it has been
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Figure 3.7: Radial cross-sections through the reconstructed source normal velocity 
(top) and pressure (bottom) amplitude (a and c) and phase (b and d) distributions, 
backprojected from z=7.5mm and z=15mm. Source radius=7.5mm, A=1.5mm, sam­
pling interval=A/5.
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Figure 3.8: Radial cross-section through the calculated pressure am plitude (lhs) and 
phase (rhs) at the surface of a circular piston transducer. Source radius=7.5mm, 
A=1.5mm and sampling interval=A/5.
shown tha t adequate reconstruction of the normal velocity distribution of a plane 
piston transducer may be obtained with careful choice of spatial sampling interval 
and measurement aperture. However, it would appear tha t the high spatial frequen­
cies present in the source pressure distribution are lost due to the spatial filtering 
effect of propagation, within a few wavelengths of the source. As a consequence, the 
reconstruction of the source pressure may not be adequate and will look similar in 
form to the source normal velocity distribution.
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Figure 3.9: Radial cross-sections through the reconstructed source normal velocity 
(top) and pressure (bottom) amplitude (a and c) and phase (b and d) distribu­
tions, backprojected from z=7.5mm. Source radius=7.5m m , A=1.5mm and sam­
pling interval=A/2.
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Figure 3.10: Radial cross-sections through the reconstructed source normal velocity 
(top) and pressure (bottom) distributions, backprojected from z=7.5mm: source 
radius=7.5mm, A=1.5mm, sampling interval=A/5 and aperture=15m m xl5m m .
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C hapter 4
A  d escrip tion  o f th e  m easurem ent 
sy stem  hardw are and softw are
4.1 In trod u ction
In this chapter a description of the measurement system is given. Some of the prob­
lems envisaged in its operation are also addressed and a short review of alternative 
and comparable measurement systems is presented for comparison. The details of 
the procedures used and measurements performed are left to the appropriate chap­
ters (chapters 5, 8 and 9).
The measurement system is based on one used previously by workers in this 
laboratory (Filmore 1986, Aindow 1983, Sabino 1986), for materials diagnostics, 
specifically the mapping of wavefronts distorted during propagation through inho- 
mogeneous media. These measurements were made manually using quasi-continuous 
excitation of the transducers (a toneburst typically of 20 cycles), and am plitude and 
phase data  was extracted using a combination of a zero-crossing detector and a 
100MHz counter-timer. In order to make two-dimensional scanning a practical pos­
sibility, the positioning system was later autom ated (Boersma 1990) and changes 
were made to the method of extracting amplitude and phase data from the received 
signal, again to enable automation. The system may be divided into three parts, the 
mechanical, electronic and computing parts. Respectively these are comprised of the 
measurement water tank and associated positioning hardware, the electronic system 
associated with the transducers and used for data  acquisition, and the computer sys­
tem  and software used to control the positioning and to transfer and process the 
data.
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It is useful here, to list the ideal requirements of any autom ated measurement 
system for the mapping of ultrasound fields in the frequency range of interest to us 
(<  3MHz), so tha t the actual capabilities can be judged against them. These are:
• an accurate positioning system with spatial resolution down to micron level 
(at least 100 (tm) and with an accuracy in positioning better than tha t,
• accurate alignment of the transmitter-receiver-scanning geometry, to within 
0.5° (this yields a lateral offset of «  0.3mm ( «  A/2 at 3MHz) at a longitudinal 
distance of 34cm, the last axial maximum for a plane piston transducer with 
a diameter of 26mm operating at 3MHz),
• tem perature stability to within 0.1° C, which yields a phase change on-axis of «  
4.9°, at the last axial maximum of the case considered above, or alternatively, 
some means of accura te^  correcting for phase drift,
• a high quality stable received signal, free from any significant electrical noise 
or other artefacts,
• real-time processing of the received signal to extract the pressure amplitude 
and phase data or, alternatively, high speed data transfer for subsequent pro­
cessing,
• point-like (omni-directional) receivers with a smooth frequency response in the 
frequency range of interest to us, and a linear response to the received signal.
The following sections will describe the extent to which these requirements have 
been met.
4.2  T h e m ain  tank  and p o sitio n in g  sy stem
4 .2 .1  Tank d esig n  co n sid era tio n s
The tank is made of 1.25cm thick perspex sheeting and has dimensions of 92cm long 
x 38cm wide x 26cm high. It is illustrated, together with the associated mechanical 
positioning system, in Fig. 4.1. The criteria used to determine the tank dimensions 
have been explained fully elsewhere (Aindow & Chivers 1984). The basic factors
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MATERIAL REDACTED AT REQUEST OF UNIVERSITY
Figure 4.1: A photograph of the m easurem ent tank  and the mechanical positioning 
system  (note th a t the  small inner tank  was not used in the work reported).
needed to be considered include the m axim um  source-to-receiver separation envis­
aged in th e  experim ental work, the m axim um  lateral extent of scans and the  tim es 
of flight of reflections from the side and back walls of the tank  in relation to  the 
required pulse repetition  frequency. The tank  was adequate for our requirem ents 
from  this point of view. For instance, the highest frequency of operation used dur­
ing the course of this work was 3MHz, w ith a transducer of d iam eter 26mm (see 
chap ter 5). For this particu lar transducer, the last axial m axim um , according to 
plane piston theory, occurs at £ =  34cm, if c =  1475ms-1 . For our purposes, this 
was a sufficient separation in any im aginable experim ent for one of two reasons. 
F irstly, for transducer characterisation purposes, m easurem ents need to be m ade in 
th e  complex nearfield of the source, not in the farfield. Secondly, in theory a region 
of plane waves should exist at approxim ately this point, which ought to be included 
for work related  to  hydrophone calibration. In fact, even if th e  work had  been ex­
tended  to 5MHz, using a transducer with a diam eter of 10mm (usually diam eters 
of such transducers are sm aller), the theoretical last axial m axim um  would have 
occurred a t 2  =  33.9cm, which is less than  half the length of the  tank.
The lateral dimensions of the tank and, more usefully, the extent of lateral 
movement were also sufficient for our purposes. An estim ate of the lateral extent 
of radiated fields from continuously excited baffled disc radiators can be obtained 
from the well known directivity function
2Ji(kasin0) .
 '—:------1 . (4-1)kasinO
The lobular structure generated by these transducers contracts with increasing fre­
quency. Therefore, if anything, a lower limit must be placed on the frequency of 
operation. If the 3MHz transducer is used as an example again, a lateral distance 
of «20m m  from the axis, at z=340mm, would be required to be covered, if the field 
up to and including the second sidelobe was to be measured. Quite apart from 
this criterion, practical experience and theoretical modelling of radiated fields leads 
us to believe tha t for a transducer operating in the frequency range of interest to 
us, at the very least the measurement needs to cover the beam completely, and if 
possible twice its linear dimension in each direction. Of course, the actual criterion 
for determining the required measurement area is the magnitude of the signal itself, 
and the point at which the signal is buried in noise. In an}' case, using the above, 
geometrical, criterion as a guide, it is apparent tha t the lateral extent of movement 
of the stepper motors is adequate: the actual maximum lateral movement in the 
tank is about 180mm in the x  direction and 100mm in the y direction (see Fig. 4.^.
In addition, quasi-continuous excitation was employed, which meant th a t the 
tim e period between each toneburst could be controlled to make sure tha t any 
reverberations in the tank died down before the next toneburst excitation. Typically, 
20-30 cycles were utilised and the time period between tonebursts was 400ps.
4 .2 .2  T h erm a l effects
O ther factors to be considered include therm al effects. One of these is the therm al 
expansion of the tank structure. The linear therm al expansion coefficient of perspex 
is a  =  85 x 10~6K_1 (Tennent 1986). This means tha t a 1°C change in tem perature, 
which quite often occurred over the course of a typical sixteen hour scan, would result 
in a 78.2/xm expansion along the length of the tank (lateral expansion would be less 
than this). This is by no means negligible when compared with the minimum system 
step size of 5/um. It is, however, significantlj' less than the shortest measurement
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plane separation of 5mm. Even compared with the t}'pical lateral spatial sampling 
interval of 250/mi, it is not likely to be a m ajor source of error especially as there 
are bound to be, as yet undetermined, positional uncertainties associated with the 
mechanical system.
Fluctuations in the water tem perature also affect the signal received by the hy­
drophone. The most significant consequence of this is phase drift. The magnitude 
of phase drift depends on the tem perature drift and on the source-to-receiver sep­
aration. For example, if the pressure is being measured in the far field of a 10mm 
radius circular transducer operating at 2.5MHz, then a 1°C change in tem perature 
would result in a change in phase of 240° at a distance oi z = 170mm! The closer 
the measurement is to the transducer, the less the likely'' phase drift, but one cannot 
be sure exactly what effect even small changes in tem perature are going to have 
on the complicated nearfield structure of a transducer. Clearly tem perature drift is 
a m ajor problem and it needs to be controlled carefully. If the tem perature does 
drift, it needs to be monitored and corrections made accordingly. The tank was 
prone to unavoidably large tem perature changes. The reasons for this include the 
fact tha t the tank was not lagged and did not have any tem perature control mecha­
nism (heater-circulator) incorporated into it. Also, the laboratory had a large single 
glazed glass area which resulted in considerable fluctuations in the room tem pera­
ture over the course of a day. For these reasons, it was necessary to monitor the 
on-axis phase drift itself and correct the phase measurements appropriately (see also 
§4.2.3)
4 .2 .3  T h e  a u to m a ted  scan n in g  sy s te m  
M echanical precision
A rigid rectangular mild steel frame (cross-sectional dimensions 9mm x 50mm) is 
mounted on top of the perspex tank. A gantry with a three-axis mechanical drive 
system is attached to this frame. The coordinate system used in the scanning is 
defined in Fig. 4.2. Worm and screw thread drives are used to provide motion along 
the x and z  axes, together with a rack and pinion drive for motion along the y 
axis. These movements are driven by three stepper motors which allow independent 
translation along any of the three axes, in 5/nn steps. The stepper motors are driven
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Figure 4.2: The Cartesian coordinate system defined for the scanning system
by an electronic controller, controlled by a computer, via an 8255 I/O  card. The 
details of the stepper motor controller are given elsewhere (Filmore 1986, Aindow 
1983). The minimum step size, or resolution, of 5/mi is equivalent to a 1.8° tu rn  of 
the screw. Owing to screw imperfections exacerbated by wear and tear over the ten 
years of use of the tank, this precision was not expected to be practically achievable. 
This is consistent with the work done by Sabino (1986) and Esward (1995) as well 
as work done by the author, which shall be presented here. In particular, Sabino 
(1986) quoted a figure of 0.43mm for backlash in the longitudinal translation stage 
whereas Esward (1995) states a deterioration in this performance, quoting a figure of 
0.75mm. It was felt tha t it would be useful to evaluate the mechanical inaccuracies 
of the positioning system. A series of experiments was therefore initiated, based on 
using a dial indicator (0.01mm precision) anchored to fixed points on each translation 
stage. The backlash in the stages was measured by moving them  backwards and 
forwards against the dial indicator. The y translation was found to be least affected 
by the backlash, which was determined to be 15 ±  3/un. The x  translation backlash 
was 225 ±  6//m. The z translation suffered from the worst backlash of about 780 ±  
5//m. For all three translations, the backlash was found to be roughly equal in 
both directions. The uncertainties quoted represent the standard deviation of the 
10 readings taken for each measurement.
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A similar approach was adopted to determine the positional accuracy, indepen­
dent of backlash. The translation stages were moved through 10mm under computer 
control and this was compared with the distance of travel as measured by the dial 
indicator. In z, an average travel of 9.990±0.002mm was seen. In x , the average 
travel was 9.996±0.021mm whereas in ?/, it was determined to be 10.000±0.035mm. 
The uncertainties quoted were obtained in the same way as those above. The mea­
surements were taken approxim ate^ at the centresof the ranges of movement in 
the three directions, where the effects of wear might be expected to be greatest. 
Although these are all accurate within the uncertainty of the dial indicator measur­
ing device, there is a suggestion th a t the mean values give a similar ranking of the 
quality of the screw thread and rack and pinion drive as the figures* for the backlash 
quoted above.
Scanning geom etry
The measurements over a plane were done in raster fashion with the hydrophone 
being scanned along vertical lines (in the y direction), parallel to each other i.e. the 
y coordinate was varying more rapidly than the x  coordinate. In order to correct 
for the effects of tem perature drift (see §4.2.2), which quite often resulted in phase 
drifts of hundreds of degrees in the far field of sources, this scanning arrangement 
was modified so th a t the on-axis position was monitored periodically for phase drift. 
For convenience, this was done at the end of each measured line in y. The pattern  
of the scans was arranged in such a way as to minimise the effects of backlash. It 
was hoped tha t this would result in a smoother scan, albeit at the price of a longer 
scan time. The extra time element in the scan due to this procedure depended on 
the actual dimensions of the scan, and the number of points. For a 101x101 scan 
spread over an area of 100mm2, the scan tim e would increase by approximately 25 
minutes, in a total of approximately 12 hours (this takes into account the tim e it 
takes to position the hydrophone at the centre and the time spent at the centre). 
Fig. 4.3 illustrates the scanning arrangement. A correction to the measured relative 
phase a t each point was made (Esward 1995) at the end of the scan, assuming a 
linear rate of change in the on-axis phase between measurements.
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Figure 4.3: A diagram depicting the hydrophone scanning m ethod
4 .2 .4  T ransducer and h yd rop h on e h o ld ers  
Hydrophone holder
The hydrophone holder used, also made of perspex, can be seen in Fig. 4.4, where it 
is pictured, together with one of the transducer holders used, inside the tank. The 
holder could be attached to a vertical m etal post of circular cross-section connected, 
in turn, to the y direction translation stage. The holder allowed rotation of the hy­
drophone in two orthogonal planes, the nominal x  — z  and y — z  planes. Originally
‘fthe holder was designed so th a t|th e  hydrophone tip  was positioned directly under 
the central vertical axis of the vertical m etal post to which the holder was attached, 
the x — z  and y — z  rotations would occur about the hydrophone tip. This was of 
importance in alignment and directivity measurements. However, when m easure­
ments were being made in the nearfield of transducers, it was not possible to use this 
arrangement, because it placed a lower limit of about 10cm on the proximity of the 
hydrophone to  the transducer, which was not close enough for transducer charac­
terisation purposes (see chapter 3). A different arrangement was used (see Fig. 4.5) 
which did not significantly affect the alignment as long as extra care was taken in 
visually aligning the hydrophone, and any rotational movement of the hydrophone 
was <  1°. For a typical hydrophone and preamplifier combination, the distance
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Figure 4.4: A photograph of the hydrophone (left) and transducer (right) holders 
inside the  m easurem ent tank.
from  the  tip  of the  hydrophone to the centre of ro tation  was 14.0 ±  0.4cm. For the 
tip , a 1° ro tation  causes a m axim um  axial change in position of 0.0213 ±  0.0006mm 
and a m axim um  lateral change in position of 2.44 ±  0.07mm. This la tte r  figure could 
give cause for concern bu t it should be remembered th a t the hydrophone was always 
recentred after any such rotational movement.
T ra n sd u c e r  h o ld e rs
Two tran sm itte r holders were used in the investigation. The first one used was a 
th ree  point positioning device, which was built into the tank  wall (Bristow , Chivers 
k  Slum an 1980). It allowed adjustm ent of the transducers from outside th e  tank  but 
was difficult to m anipulate  precisely. Also, it did not allow independent ad justm ent 
of transducers in two planes. This m ade the job of alignm ent difficult and tim e 
consuming. Moreover, it was only suitable for a particu lar design of transducer 
housing, which had been used in this laboratory in the past. It was used for holding 
one of the transducers investigated (see chapter 5). A different holder was designed 
for use w ith the  rest of the  transducers. This allowed more precise ad justm en t of the
51
< -
HOLDER
PIVOT
(b)HYDROPHONE
Figure 4.5: Schematic illustration of the hydrophone holder showing a hydrophone 
mounted (a) as intended originally and (b) as used for measuring close to a trans­
ducer.
transducer and is illustrated in Fig. 4.6. The main advantage of the holder was tha t 
it allowed independent rotation of the transducer about its longitudinal axis, in two 
orthogonal planes. It was also designed so th a t any new (circular) transducer could 
be easily accomodated by making an appropriate sleeve to fit over the transducer 
and into the main housing of the holder.
4.3  M easurem ent e lectron ics  and  d ata  acq u isi­
tio n
4.3 .1  O verv iew
Instead of employing one of a number of analogue methods for the measurement of 
amplitude and phase, for instance the use of a Vector Voltmeter, an approach based 
on the digitisation of the received signal and subsequent processing was adopted. 
This approach has the advantage tha t digital signal processing techniques can be 
used to improve the received signal and to make high quality m easurements of 
amplitude and phase, as explained in §4.4.2. It was also the best option in term s of 
the apparatus available.
Fig. 4.7 is a schematic representation of the main components of the measure-
52
Figure 4.6: A photograph of the perspex transducer holder used with all transducers 
investigated, except the focussing transducer (see chapter 5).
m ent system . T he transducers were driven by a HP 3314A H ew lett Packard function 
generator. This is a stab le digital source with a frequency range of operation of 1kHz 
to  20MHz and a peak ou tpu t voltage of 10V pk-pk. In addition, it has th e  capability  
of providing tonebursts of duration down to 1/2 cycle. In some cases where signal 
levels were low, as w ith all the PV dF  transducers, which are far less responsive than  
com mon PZ T  narrow band transducers, a power amplifier had to be utilised as well. 
T he un it used was a Wessex Electronics RC102-12 linear RF amplifier which, the 
m anufacturers claim , is unconditionally stable. It provides up to 12 W atts of power 
(45dB m inim um  gain) over a bandw idth of about 45MHz.
At the  receiver end of the system , the hydrophones were supplied 25V dc by a 
Fa.rnell Instrum ents stabilised power supply, model LT30-2. The ou tp u t from the 
hydrophones was fed into a EG&G O rtec broadband (65MHz) amplifier. A gain of 
10 was used in m ost cases. In one case, when the PTB  transducer TS W B 0.8-3 
transducer was being m easured, a gain of 100 was required because of th e  low signal 
level. T he am plifier, requiring 12V dc, was powered bv a model TO PS2 Fa.rnell 
Instrum ents stabilised power supply. The o u tpu t of the amplifier, using a  50f2 T-
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Figure 4.7: Block diagram of the main components of the measurement system.
junction, was fed into a digitising scope on the one hand and an analogue scope on 
the other. The analogue scope was used as a “monitor” scope in order to keep an 
eye on the complete received toneburst signal. It also proved valuable in the manual 
alignment of transducers with the tank, where the analogue signal was preferable to 
the digitised signal. The digitising oscilloscope was used for capturing a section of 
the received signal, for filtering and averaging, and for data transfer over an IEEE- 
488 bus to a PC. The digitising scope used was a Tektronix TDS320 scope with an 
analogue bandwidth of 100MHz and a maximum sampling rate of 500MS/s (mega 
samples per second). A 50H in-line shunt was used at the scope input channel in 
order to avoid impedance mismatch between the amplifier output and the scope 
input.
The internal delayed (relative to the main) tim e base of the digitising scope was 
used for all the measurements. The stability of this was determined, using a signal 
directly from the function generator, to be % ±20ns (i.e. the timing jitte r). This 
was done by observing the signal on the digitising scope, in “vector accum ulate” 
mode. By employing averaging in the time domain, the stability of the signal was
improved dramatically. For 8 waveform averaging (i.e. averaging over eight cap­
tured waveforms), the timing jitte r was determined to be ±3ns and for 16 waveform 
averaging, it was determined to be ±1.5ns.
4 .3 .2  H yd rop h on es
Commercially available hydrophones1, of a modular design were used. These have 
a watertight integral preamplifier “body” and a range of interchangeable gold elec- 
troded PV dF probes of various diameters ranging from 75/^m upto 1mm in diameter. 
In the work carried out, only the 0.25mm and 0.5mm diameter probes were used, 
which are made of 9fim and 28/^m thick PVdF respectively. The preamplifiers used 
are based on a wideband buffer amplifier design (500kHz - 100MHz operating range, 
nominal gain 28dB, inpu t/ou tpu t impedance 50ft). They are used in conjunction 
w ith an external DC coupler unit which powers the preamplifiers via the coaxial 
cable. As a precaution, a transient suppressor was also connected across the power 
supply terminals in order to afford some protection against power surges or spikes.
The performance of these hydrophones has been evaluated thoroughly elsewhere 
(Esward 1995). Their main advantages are tha t they provide extremely good sen­
sitivity and a smooth frequency response (in a frequency range which is dependent 
upon the hydrophone element size). They also exhibit good directivity, as is illus­
tra ted  in Fig. 4.8. This is im portant, particularly in nearfield measurements where, 
if the field is regarded in terms of the angular spectrum  representation, high spatial 
frequency waves will be propagating at acute angles.
4.4  T h e com pu ter sy stem  and data  p rocessin g
4 .4 .1  O verv iew
A dedicated Vigil 80286 computer, equipped with a m ath coprocessor and 4MBytes 
of RAM, running at a clock speed of 16MIIz, was used for driving the stepper motor 
controller and for controlling the data transfer via an IEEE-488 interface. In some 
cases, for instance when only single lines were being scanned, it was also used for 
processing the data to obtain the amplitude and phase, whilst scanning. For most 
scans, the raw data (in the form of two byte binary numbers) was transferred to the
1 Supplier: Precision Acoustics Ltd., Dorchester, Dorset
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2MHz transducer, 0.5mm diameter hydrophone in water at 22 deg C.
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Figure 4.8: Typical directivity of a 0.5mm diameter polymer hydrophone used in 
the measurements (supplied by Trevor Esward).
local Physics network and stored on a departm ental hard disk (marie7), which had 
the advantage of having a large enough storage capacity to hold data  from some 
of our larger scans. The V igil computer had a limited hard disk storage capacity 
of SOMBytes, which was already taken up for the most part b}' software and data  
from previous experiments. Even on marie?, there were quotas on the storage space 
and the number of files allowed per individual. This determined the ultim ate limit 
on the size of the scans. In my case, the limit was 15000 files and lOOMBytes 
of storage space in total. Taking into account the files already stored there, this 
left about 50MBytes of storage space and about 14000 files maximum. Just the 
number of allowed files puts an upper limit on the size of scans to around 115x115 
points (13225 files of data at each point in the measurement grid and 116 files of 
data  on axis for the tem perature correction routine), regardless of the storage space 
needed. By limiting the size of the scans, an inverse relation was set up between the 
spatial resolution (I /spatial  sampling interval) and the lateral extent of the scans. 
Another reason for limiting the size of scans was the excessive tem perature related 
phase drift encountered in some situations, as mentioned in §4.2.2. For scans with 
phase drifts of over about tt/2  radians, the reliability of the phase corrections could 
not be guaranteed, especially if wraparound occurred.
Another advantage of using the network, which was served by SUN SPARC
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stations, was th a t it allowed the use of the significantly better processing power of 
the departm ental workstations. In fact, the use of a PC would have resulted in 
difficulties in processing large data  sets for one of two reasons:
• the PC operating system MS-DOS limits the size of RAM available for assig­
nation to variables to  64KBytes. This meant that the system software would 
have had to have been modified substantially before it could have been used 
to process some of the larger data  sets,
• the speed of the dedicated PC was subsfantiall}' slower than the departm ental 
workstations.
Software to run the positioning sj^stem and to transfer data from the oscilloscope to 
the computer was inherited from Boersma (1990).It was w ritten in TURBO PAS­
CAL under the program name FPRB.PAS. Initial evaluation work done on the 
software indicated tha t the positioning routines worked without any problems.
The data was transferred from the digitising oscilloscope over a IEEE-488 parallel 
interface bus. The IEEE-488, also known as the GPIB or General Purpose Interface 
Bus, is an industry standard interface designed for a range of applications requiring 
limited distance communication2. Problems in the form of spurious “glitches” and, 
sometimes, completely corrupted data were encountered in the data  transfer section. 
These were due to timing errors in the data collection routines and were corrected 
by introducing delays (of the order of ms) between the execution of sequences of 
commands.
4 .4 .2  A m p litu d e  and p h ase  ca lcu la tio n
The method of amplitude and phase calculation was based on least squares fitting 
of a section of the received signal with a harmonic wave. The original software 
employed an iterative algorithm presumably developed by Boersma (1990) himself. 
This required as input the frequenc}' of excitation, the number of data  points and the 
time sampling interval. The laboratory notebooks of the worker claimed a precision 
of 1° in phase for a 0.8MHz noise-free signal. However, no other evaluation work 
was done on this routine.
2PC Elite IEEE card and Professional IEEE-488 Device Driver supplied by Brain Boxes
The actual measurements presented in this report were carried out using a dif­
ferent algorithm, based on the same least squares fitting principle. The algorithm 
was developed in closed form by Micheletti (1991) and incorporated into the system 
software by Esward (1995). It requires the frequency, number of data points and the 
tim e sampling interval as input. The am plitude and relative phase are calculated by 
solving a 2x2  set of linear equations. Simulations carried out by Esward (1995) indi­
cate th a t the algorithm determines amplitude and phase to within 5 decimal places, 
for a pure (noise-free) signal (at 1MHZ and 2MHz). W ith added pseudo-random 
noise, the precision deteriorates. At 2MHZ, the error in the calculated am plitude is
<  1.09% (for noise levels upto 45%) and the mean error in the calculated phase is
<  0.606°.
A number of experiments were also carried out by this author to investigate the 
performance of the algorithm with “real” data. A hydrophone was positioned on- 
axis at z=115mm in the field of a PZT transducer operating at 2MHz. Four cycles 
of the received signal were captured and processed, with and without averaging, the 
number of sampled waveforms being averaged varying from 2 to 264. In addition, the 
algorithm was also tested using two cj^cles, with 16 waveforms averaging and with no 
averaging. The sampling interval for the former was 2ns and for the la tte r was Ins. 
For each case, the measurement was repeated rapidly 51 times (taking about 90s 
in each case), in order to calculate the reproducibilit}'. The results of this exercise 
are summarised in Table 4.1 and Table 4.2. It should be noted th a t these results 
indicate the short term  reproducibility of measurement influenced by experimental 
conditions, such as timing jitte r and, perhaps, short term  changes in transducer and 
receiver responses as well as any tem perature changes. The actual values of the 
calculated mean amplitude and mean phase are not of any significance here. The 
im portant parameters are the standard errors (standard deviations) and percentage 
errors. The improvement in precision due to averaging is clearly seen (tying in with 
the results in §4.3), with the error in amplitude changing from 0.274% in the case of 
no averaging down to 0.007% for averaging 256 waveforms. The uncertainty in phase 
calculation also improves with averaging. However, it appears to reach a limiting 
value of around 0.1° to 0.2° of phase for averaging 16 or more waveforms, which 
suggests th a t more averaging is perhaps not necessaiy. Overall, the errors seen 
are smaller than the reproducibility seen in measurements which involve scanning.
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Table 4.1: The short term  (90s) reproducibility of amplitude and phase measurement 
using 4 cycles of a 2MHz hydrophone signal (A t=2ns, Bandwidth=20MHz).
Averaging
Mean ampl. 
(arb. units)
Amplitude
error
Error
(%)
Mean
phase
Phase
error
1 24368.77 66.67 0.274 -7.95* i . i r
2 24366.16 34.69 0.142 -8.01* 0.506
4 24356.87 24.12 0.099 -7.72*’ 0.37°
8 24357.49 13.12 0.054 -3.91° 0.20®
16 24374.66 10.29 0.042 -7.49° 0.17®
32 24348.49 10.05 0.041 -3.38° 0.13*
64 24161.53 5.46 0.023 -7.80* 0.12°
128 24158.20 2.91 0.012 -7.17* 0.08*
256 24158.85 1.70 0.007 -6.76° 0.11°
Table 4.2: The short term  (90s) reproducibility of amplitude and phase measurement 
using 2 cycles of a 2MHz hydrophone signal (A t= ln s ) .
Averaging
Bandwidth
(MHz)
Mean ampl. 
(arb. units)
Amplitude
error
Variation
(%)
Mean
phase
Phase
error
1 20 24406.29 85.51 0.350 3.31° 1.06°
1 100 24569.45 •83.45 0.340 1.40® 0.92*
16 20 24363.01 13.37 0.055 2.55° 0.16*
16 100 24563.45 14.09 0.057 1.42° 0.23*
There is no significant difference to be seen between the precision of the calculations 
for 4 cycles and for 2 cj'cles of the received signal. The same conclusion can be 
drawn about the difference between using the full 100MHz analogue bandwidth of 
the digitising oscilloscope on the one hand, and limiting it to 20MHz only.
4.5 C om parison  o f sy stem  w ith  other m easu re­
m ent m eth od s
The method of making amplitude and phase measurements using m iniature hy­
drophones, described here, is heavily dependent on digital processing by computers. 
An alternative to this is to make analogue measurements. Some of the measure­
ment systems reported in the literature, both past and present, are described in this 
section.
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One of the earlier systems for the measurement of transducer fields and their 
subsequent characterisation, was reported bj' Lakin &: Fedotowsky (1976). The 
pressure am plitude and phase distributions, in planes normal to the direction of 
pro pagation, were measured using a piezoelectric hydrophone with an effective 
diam eter of 2.5mm. No information on the precision of the amplitude or the phase 
measurements was given. The two dimensional sampling theorem tells us th a t a 
band-limited signal/distribution can be reconstructed from its samples as long as 
the sampling rate is higher than , twice the highest spatial frequency present 
in the distribution. At the frequenc}' of operation, 5MHz, it would appear th a t 
the field was massively undersampled. A high degree of spatial averaging must 
also have occurred, since the l^drophone diam eter was ~  8A. Nevertheless, the 
measured fields were backprojected to the source surface, using an algorithm based 
on the Fresnel diffraction formula (see chapter 3), to obtain the surface pressure 
distribution. The accuracy of the reconstruction was not demonstrated in any way.
Lee & Waag (1980) used a commercially available piezoelectric probe, of un­
specified diameter, to investigate the beam pattern  of a transducer as a function 
of frequency, in the range 2 - 8MHz. The uncalibrated hydrophone was scanned 
cylindrically around the transm itter and the measured beam patterns were com­
pared with theoretical predictions based on the Fresnel diffraction formula. A good 
qualitative agreement was observed. However, neither phase information nor the 
precision of the amplitude measurements was given. The system appeared to be 
adequate for the qualitative investigation of the gross behaviour of the transducer 
but was not suitable for quantitative investigations of the complex field.
Ultrasonic measurements have also been carried out extensively in our own lab­
oratory. Aindow, Markiewicz & Chivers (1985) reported the use of custom built 
m iniature piezoelectric hydrophones for amplitude and phase measurements, a t 1 
and 2MHz. The element diameter of a typical hydrophone was 0.55mm. A preci­
sion of 1% for the amplitude measurements, made directty from an oscilloscope, was 
obtained. Phase measurements were made using a combination of a zero-crossing 
detector and a 100MHz counter-timer (Aindow Chivers 1982, Aindow 1983). A 
precision of ±3° of phase at 1MHz and ±6° of phase a t 2MHz was claimed at 
the time, although the measurements were restricted to manual scanning of lines 
only. More recently, the system has been autom ated (Boersma 1990) to give it two­
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dimensional scanning capability. The present limitations of the system have been 
discussed earlier in this chapter.
Schafer & Lewin (1988) have used piezoelectric hydrophones with diameters of 
1mm and 0.5m for planar scanning of ultrasonic fields and subsequent reconstruction 
of the transducer surface vibration patterns (Schafer Sz Lewin 1989). Accurate 
alignment procedures were outlined in their work, and a positional repeatability of 
20/mi, in the scanning mechanism claimed. Amplitude and phase a t each point in the 
scan were measured using either a HP gain-pha.se meter, in the cw case, or by Fourier 
decomposition of the detected pulse, in the case of pulse excitation. The gain-phase 
m eter extracts the relative gain and phase of a measured harmonic signal relative to 
some reference signal, usually the source excitation signal (Schafer Sz Lewin 1988). 
No information on amplitude or phase precision was given. A tem perature control 
mechanism (a heater-circulator system), with a stability of ±0.5°C, was used. This 
stability, however, would not appear to be adequate from the discussion in §4.2.2 
of this chapter and no futher steps to correct for phase drift appear to have been 
taken. Another shortcoming of this work was tha t generalty no a ttem pt was made 
to confirm the accuracy or validity of the reconstructed source distributions.
From the above discussion, it would appear th a t the measurement system de­
scribed earlier in this chapter represents the best available scanned hydrophone 
measurement system. This system was subsequently used for the characterisation 
of several transducers, and this work is reported in the next chapter.
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C hapter 5
T h e ex p er im en ta lly  d eterm in ed  
v ib ration a l b ehaviour o f  som e  
u ltrason ic  tran sd u cers
5.1 In trod u ction
Measurements on six transducers of interest were performed during the course of the 
source characterisation work. One of these was a focussed bowl transducer made 
of piezoelectric ceramic. This transducer had been used previously by workers in 
this laboratory. It was known, from previous measurements of the pressure field 
radiated by this transducer, in this laboratory, tha t the transducer field was highly 
asymmetric. Therefore it was considered to be worth further investigation. The 
other five transducers were all planar disc transducers.
The context in which most of the measurements presented here were performed 
was a collaboration with the Physikalische-Technische Bundesanstalt (PTB, Braun­
schweig, Germany). The motivation for this was to find a way of overcoming the 
arbitrariness which is apparent in the unchecked source characterisation work re­
ported previously in the literature. In other words, it is not known whether or not 
the reconstructed vibration patterns represent reality. In order to overcome this 
shortcoming, it was decided to map the field radiated by a set of transducers inde­
pendently, and to compare these measurements. The PTB perform ultrasonic field 
measurements using the technique of optical diffraction tomography (described in 
§2.3.3) utilising completely different physical principles to those used in hydrophone 
measurements. Therefore a comparison would increase the confidence which could 
be placed in reconstructions of the source vibration patterns.
Table 5.1: Some operational characteristics of the transm itting transducers investi­
gated.
Source Serial
number
Nominal
frequency
(MHz)
O perating
freq.
(MHz)
Geom.
radius
(mm)
Geom.
focus
(cm)
Element
material
Hydrophone
combination
A 146834 2.0 1.8 7.5 10 PZT 806/()
B 188928 1.0-5.0 2.5 10.0 CO PV dF 806/305
C 147150 1.0-5.0 2.5 10.0 oo PV dF 806/305
D 2.12/3 2.12 2.25 9.5 oo PZT-5 806/305
E TSWB 0.8-3 0.8-3.0 3.0 12.0 oo PZT 822/847
F 3313 2.0 1.5-2.6 7.5 CO PZT 822/305
Four disc transducers were used for the collaboration. Two of them  had piezo- 
ceramic elements, one of these being a commercial broadband transducer (0.8 - 
3MHz) and the other one being a coaxial transducer designed and m anufactured by 
the PTB (nominal frequency 2.25MHz). The other two transducers were commer­
cial broadband (1.5 - 5MIiz) piezopotymer transducers h A comparison of absolute 
pressure measurements was also considered appropriate for this exercise. Optical 
diffraction tomography is a self-calibrating technique whereas hydrophone measure­
ments require an independent calibration to yield absolute pressure values. One of 
the hydrophone combinations used was therefore calibrated at the NPL and sub­
sequently used for cross-calibration of the other hydrophones (Bangash & Chivers 
1994). This is discussed in more detail in §5.2.
The behaviour of a disc transducer as a function of frequency was also inves­
tigated. A medium damped piezoceramic transducer with a nominal resonance 
frequency of 2MHz was employed in this exercise. The choice of transducer here 
was based on the prior experience of Chivers, Bosselaar & Filmore (1986), who had 
investigated the change in effective radius, with frequency of excitation, of a disc 
transducer with similar parameters.
Table 5.1 gives a summary of the pertinent specifications of the six transducers 
used and the hj'drophone combinations used for measurement. The hydrophone 
combinations are fully explained elsewhere (Bangash & Chivers 1994). However, 
it is useful to state  here tha t the first number corresponds to the amplifier and
XSI Transducers, Wiltshire
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the second number corresponds to the hydrophone, where 305 and the unmarked 
hydrophone have element diameters of 0.5mm and 847 has an element diam eter 
of 0.25mm. Transducer A is medium damped. Transducers B and C were used W'tVi 
50ft/2.5MHz matching circuits at their inputs and have 150/zm and bOfim thick 
polymer film elements, respectively. Transducer D has a coaxial construction with a 
17mm diam eter electrode at the front face. It also has a built-in —20dB monitor lead 
2. Transducer E had an identical monitor lead made for it, at Surrey. Transducer F 
is medium damped and has no matching layer at the front face.
5.2 H yd rop h on e ca libration  for a b so lu te  p res­
sure values
One of the hydrophones employed in the measurements (822/805) was calibrated 
at the National Physical Laboratory3, using a cross-calibration technique based on 
non-linear propagation of ultrasound (see chapter 2, §2.5.4). This technique yields 
hydrophone sensitivity values at integer multiples of the fundamental frequancy em­
ployed (1MHz). An uncertainty of 12.5% was quoted b}' the NPL for this calibration.
The calibrated hydrophone was used subsequently for cross-calibration of the other 
hydrophones used in the measurements reported here. This was achieved by using 
a substitution m ethod, th a t is the calibrated hydrophone was placed on-axis in the 
far field of a transducer and its response measured (for quasi-continuous as well as 
pulsed excitation). The hydrophone was then replaced with the other probes, at 
the same position in the field, and their responses measured. The full details of this 
procedure are given elsewhere (Bangash & Chivers 1994). A direct cross-calibration 
was only possible at 3MHz, for the 822/847 combination. At the other two fre­
quencies used in the collaboration (2.5MHz and 2.25MHz), sensitivity values for the 
calibrated hydrophone had to be obtained by interpolation. This must introduce 
added uncertainty into the calculated sensitivities of these hydrophones, especially 
as the hydrophone response was not flat in this frequency range.
2Allows measurement, of the voltage seen at the element.
3Teddington, Middlesex
5.3 T h e v ib rational behaviour o f a  focu ssed  b ow l 
piezoceram ic tran sducer
5.3 .1  A lig n m en t
The source transducer was aligned visually, followed by the hydrophone. The hy­
drophone was then placed somewhere in the farfield of the  transducer and a small 
planar scan performed to check for symmetry in the field and to locate the acous­
tic axis (the central peak). An initial correction for any misalignment was made 
by adjusting the transducer using the external m anipulator described in chapter 
4. This procedure was repeated until the measured pressure profile (am plitude as 
well as phase) over the scan plane was centred, th a t is to say tha t the central peak 
coincided with the centre of the measurement aperture. The hydrophone was then 
moved along the axis to a second plane in the far field, a significant distance away. 
The measurement procedure was repeated to check tha t the acoustic axis was still 
centred and tha t the field was still fairly symmetrical. This whole process was re­
peated until the position of the acoustic axis in the measurement frame was not 
dependent upon the axial position.
5 .3 .2  M ea su rem en t p aram eters
A summary of the measurement parameters for the scans on this transducer is given 
in Table 5.2 . At this early stage in the measurement program, the raw da ta  was 
stored in ASCII (text) files. These require 6999 bytes compared to 2048 bytes for 
binary files. Since the disk space available at the tim e was limited to 40Mbytes, and 
approximately lOMbytes of this was already used up, this limited the maximum 
size of scans to 64x64 (a total of «  28Mbytes). However, as this was a focussing 
transducer, most of the energy was concentrated in a narrow beam and divergence 
of the beam only occurred beyond the focus. This meant th a t the area to be covered 
in the scan was restricted to approximately the area of the transducer element itself. 
Thus when sampling at intervals less than A/2 (see Table 5.2), the maximum allowed 
scan size was adequate.
The axial distance of the measurements was determined with reference to the 
steel housing of the transducer itself. This is illustrated in figure 5.1. The hy­
drophone tip  was (very carefully!) brought up to the surface of the housing, until it
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Scan Plane(mm)
T 
(° C)
A
(mm)
A x  =  A y  
(mm)
Scan grid
A1 40 15.5 0.815 0.32 64 x 64
A2 40 19.9 0.823 0.32 64 x 64
A3 70 15.2 0.815 0.40 51 x 51
A4 80 18.8 0.821 0.40 51 x 51
A5 90 18.8 0.821 0.40 51 x 51
A6 100 15.0 0.814 0.40 51 x 51
Table 5.2: Details of the measurements carried out on transducer A (a hydrophone 
with an element diameter of 0.5mm was used).
Point where hydrophone 
tip was referred to
Epoxy resin
TRANSDUCER ASteel
housing
To transducer holder
Figure 5.1: A cross-sectional sketch of transducer A, showing the curved element 
and its steel housing.
66
A m p l i t u d e
P h a s e  ( d e g r e e s )
Figure 5.2: The pressure amplitude (a) and phase (b) measured at z=40m m  in the 
field of the focussing transducer A.
was just touching. This was then referred to as the z zero position. The hydrophone 
was then moved away from the transducer under computer control so tha t the z dis­
tance was always known. Work done later revealed th a t there was a significant 
amount of backlash in the 2  mechanism which had not been taken into account. 
The only consequence of this is tha t the distances with respect to the steel housing 
of the transducer are not the same as the quoted figures. The relative distances 
between the measurement planes, on the other hand, are correct.
5 .3 .3  R esu lts
At this stage, the absolute values of the pressure measurements were of secondary 
importance, especially as a calibration was not available. Consequently, only scaled 
quantitative comparisons of the measurements and projections was possible. The re­
sults are displayed as pseudo-3D plots only. The pressure measurement at z=40m m  
is displaj'ed in Fig. 5.2. It shows a. high degree of asymmetry which is reproduced 
in the source reconstruction, displayed in Fig. 5.3. The spikes in phase at the edges
67
of the reconstructions should be disregarded, as the signal is buried in noise at 
those positions. As a check on the accuracy of the pressure measurements, and the 
projection algorithm (see chapter 3), the source velocity distribution! was for­
ward projected to the rest of the planes at which pressure measurements had been 
made. These measurements and projections are compared in Figs. 5.4-5.7. All 
the projections exhibit very good qualitative agreement with the measured pressure 
distributions. This tends to validate the source reconstruction too. The expected 
evolution of the field radiated by a focussing transducer is clearly seen with con­
vergence of the beam before the focus, and divergence of the beam after the focus. 
The approximate position of the focus can be obtained by looking at the phase dis­
tributions, which are concave at positions closer to the source than the focus, and 
become convex at positions greater than the focus. From the measurements made, 
it appears to be at around 70mm, which is significantly within the quoted geometric 
focus of 10cm.
It is also interesting to note tha t the asymm etry observed in the nearfield of
the transducer is not reproduced in the farfield. Fig. 5.7 shows tha t the field, in
particular the pressure amplitude, appears to be circularly symmetric in the far fieldp 
within the main lobe.
5 .3 .4  A  ch an ge in  o r ien ta tio n  o f  th e  tra n sd u cer
It had been noted tha t the ground connection to the front surface of the transducer 
was made by a rather large blob of solder. In the previous source reconstructions, 
it was observed tha t the position of a peak in the velocity, and indeed the pressure, 
roughly corresponded to the position of this blob of solder. To check th a t this was 
indeed the case, the transducer was rotated through 180° and the measurement 
at 4cm was repeated. The source surface velocity was then reconstructed and is 
displayed in Fig. 5.9 as a pseudo-3D plot and in Fig. 5.10, together with the 
original reconstruction, as a contour plot.
Fig. 5.10 should be compared with the photograph of the front of the transducer 
given in Fig. 5.8. This was taken prior to the rotation of the transducer. A clear 
correlation between the position of the solder and the am plitude peak is seen. The 
phase distributions, on the other hand, do not display an}7 obvious features which 
may be associated with the “defect” . As to why this particular defect should cause 
a peak in the velocit}7 (and pressure) amplitudes, is not clear. We would expect the
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V
Figure 5.3: The reconstructed source surface velocitj' (top) and pressure (bottom ) 
distributions calculated from pressure measurements at z=40mm. Approximate 
source diameter is indicated by ticks.
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Figure 5.4: The measured (top) and the projected (bottom) pressure amplitude (lhs)
and phase (rhs) distributions at z=70mm. The projected data was obtained from
the source velocity.
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Figure 5.5: The measured (top) and the projected (bottom) pressure amplitude (lhs)
and phase (rhs) distributions at z=80mm. The projected data was obtained from
the source velocity.
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Figure 5.6: The measured (top) and the projected (bottom) pressure amplitude (lhs)
and phase (rhs) distributions at z=90mm. The projected data was obtained from
the source velocity.
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Figure 5.7: The measured (top) and the projected (bottom) pressure amplitude (lhs)
and phase (rhs) distributions at z=100mm. The projected data was obtained from
the source velocity.
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defect perhaps to exert a dam ping influence on the elem ent, the opposite of what 
is actually  seen! It may be th a t the local electric field in the vicinity of the solder 
is higher th an  average, because of sharp points on the solder, thereby exciting the 
elem ent more than  elsewhere. .
Figure 5.8: A photograph of the front of transducer A before ro tation  through 180°, 
showing the “blob” of solder at the edge of the front electrode, in the bo ttom  left 
hand quadrant.
bAmplitude
P h a s e  ( d e g r e e s
Figure 5.9: The reconstructed source normal velocity am plitude (a) and phase (b) 
distributions, calculated from pressure measurements at z=40mm, after rotation of 
the transducer through 180°. Source diameter indicated by ticks.
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Figure 5.10: Contour plots of the reconstructed surface velocity am plitude (a  and 
c) and phase (b and d) of transducer A, before (top) and after (bottom ) rotation 
through 180°, calculated from pressure measurements at z=40mm. Approxim ate 
source diameter indicated by ticks.
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5.4 T h e v ib ration a l behaviour o f tw o broadband  
planar P V d F  transd ucers
5.4 .1  Im p rovem en t in  a lign m en t
New improved procedures for the alignment, were implemented for the rest of the 
transducers. A general procedure involved the use of a pulser-receiver for the initial 
alignment of the transducer with the tank. A M etrotek pulser-receiver (MP 203/M R 
101) was used in pulse-echo mode to send a high am plitude pulse down the length 
of the tank and capture the return signal. The transducer was then adjusted until 
the echo was maximised. Considering tha t the length of the tank was 92cm, this 
can be assumed to be a very sensitive method for the alignment of the transducer in 
the tank. The hydrophone was then very carefully placed into the tank and visually 
aligned. The M etrotek unit was then employed in pulse-receive mode, with the 
hydrophone connected to the receive jack of the unit. Very close to the transducers, 
say z  <  15mm, the direct and edge waves could be clearly distinguished, on the 
monitor scope. Successive lateral adjustments (in both x  and y directions) and 
rotations in the x — z  and y — z planes of the hydrophone were used to maximise 
the edge wave. On-axis, the edge wave must be a maximum when the hydrophone 
is in the absolute centre of the source. That is when all the contributions from all 
around the rim interfere constructively. Therefore this procedure was assumed to 
be a very good indicator of alignment.
In addition, a series of orthogonal lateral line scans were also made subsequently, 
to check for symmetry and to centre the acoustic axis within the measurement frame. 
The phase data from these measurements was found to be a very good indicator of 
the alignment of the whole system, provided tha t the field was fairly symmetrical, 
which it was in the case of the PVdF transducers. By means of small adjustm ents in 
the transducer holder (not the hydrophone), and lateral adjustm ents in the position 
of the hydrophone, the phase profiles were modified until a good degree of sym m etry 
was observed. The hydrophone was then moved along the axis into the farfield and 
the previous procedure repeated at two different z positions repeatedly, until a 
change in the 0  position did not affect the position of the acoustic axis within the 
measurement frame. It was generally found tha t once the edge wave maximization 
had been carried out, the system was very nearly aligned, and only small adjustm ents
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in the subsequent steps were required.
The 2  distance was determined in a similar m anner to tha t used before (§5.3.2), 
with two main differences. Firstly, the hydrophone was brought to  the centre of 
the transducer element itself, rather than the transducer housing, until the two were 
just touching. The hydrophone and the transducer supplies were switched off at this 
point. The fact tha t most of the transducers used had shin}' radiating surfaces facili­
ta ted  the safe execution of this step since the proximity of the hydrophone tip to the 
transducer surface could be judged by its reflection in the shiny surface. The second 
difference between this procedure and the one used previously was th a t the backlash 
was taken out of the 2  mechanism “manually” before moving the hydrophone back 
under computer control.
5 .4 .2  Im p rovem en t in m ea su rem en t d is ta n ce
As has been demonstrated previously (chapter 3), for accurate source reconstruc­
tions, the measurement plane needs to be as close to the source as possible. Con­
ventionally, the minimum possible separation is regarded as being an equivalent 
distance to half the duration of the excitation toneburst. This means th a t the ex­
citation signal stops just as the reflection from the hydrophone reaches the source. 
The method of making amplitude and phase measurements, presented in chapter 
4, relies only on a few cycles of the received toneburst. This allowed us to make 
measurements very close to the transducer surfaces, based on the following criteria:
(a) allowing enough cycles in the excitation signal for the direct and edge waves to 
interfere over at least two cycles, at the point of measurement, and obtaining 
amplitude and phase values from tha t section,
(b) making sure tha t any reflected signal from the source, or any other interferences 
did not affect the signal in the section of the waveform being measured.
Using these criteria, and by making initial measurements to ensure th a t they were 
m et, the closest measurement plane distances were brought down to 5mm in some 
cases, as will be seen in the following sections. The number of cycles in the tonebursts 
used varied from 20 to 35 cycles, depending 011 the shape of the received signal.
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5.4 .3  C o m m en ts on  th e  p ro ced u res u sed
To begin with, the raw data  (i.e. the digitised waveforms) were still stored in text 
files. As a consequence of the limitations on storage space, the initial scans on 
transducer B were split into two halves so th a t after processing the raw data  from 
the first scan, to obtain the values of am plitude and phase, it could be erased to  
create space for the second scan. This was a reasonable scheme in principle, but 
in practice it was found th a t the PV dF transducers were so unstable th a t huge 
dicrepancies were sometimes recorded between the first and the second halves of the 
scans. This is discussed in more detail in §5.4.4.
In the light of the initial experience with transducer B, it was im portant to 
make the pressure measurements as single complete scans and not to split them  into 
two. It was possible to increase the disc storage quota at this stage and all further 
measurements (on all transducers) were performed in whole blocks. Furthermore, 
when the scans on transducer B were repeated, a few months later, the raw data  was 
stored in binary files. This substantially reduced the space required for storage and 
also increased the speed of the data  transfer over the network. It did not, however, 
significantly affect the overall speed of the scans because of tim e overheads incurred 
by signal averaging using the oscilloscope, which were dominant.
In addition to the instability of the transducers, a further problem was iden­
tified with poor shielding on the front surface of the transducers. Capacitively 
coupled breakthrough was consequently observed in the received signal. This was 
problematic when measurements close to  the transducers were being made, as the 
breakthrough interfered with the acoustic signal. To reduce the effects of this defect, 
the toneburst lengths were carefully controlled so th a t the part of the signal being 
measured was free of any interference.
In all the measurements, a power amplifier (see chapter 4) was used to  boost the 
signal em itted by the PVdF transducers. This was necessary because the function 
generator used provided a maximum excitation voltage of 10V pk-pk which was 
found to be insufficient to give a reasonable signal-to-noise ratio when the 0.5mm 
diameter hydrophone probe was being used. Hydrophones with 0.5mm diam eter 
elements were used for both polymer transducers (Bangash & Chivers 1994). A 
gain of 10 was introduced between the hydrophone preamplifier and the digital
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oscilloscope for both transducers. In addition, the oscilloscope gain was maximised 
for each plane measurement, consistent with keeping the maximum signal w ithin 
the scope dynamic range. Further details of the measurements are given elsewhere 
(Bangash, Molkenstruck, Reibold & Chivers 1995).
5 .4 .4  T h e  in sta b ility  o f  th e  P V d F  tra n sd u cers (B  an d  C )
During the course of measurements on the PV dF transducers, instability was ob­
served in the response of the transducers. This was later confirmed in a rigorous 
study by the PTB. The instability was found to be worse in the case of transducer 
B, which had a slightly thicker PV dF film element. Some results pertaining to  this 
instability are presented in this section.
An example of the instability of transducer B is displayed in Fig. 5.11a, which 
shows a pseudo-3D plot, viewed at nearly right angles (view angles 80°, 80°), of a 
pressure am plitude measurement a t z=85mm, split in two halves (the approach used 
initially). The difference between the first and the second halves is apparent, as can 
be seen in the plot of the on-axis am plitude (Fig. 5.11b), measured during the 
scan as part of the corrective measure for tem perature related phase drift. There 
is a approximately 2% difference in the central pressure am plitude between the  two 
“half-scans”, which does not seem excessive, but it should be remembered th a t this 
is at the same position in the measurement plane. Moreover, over the duration 
of the scan, the fluctuations in amplitude are far greater than this figure (5.11b). 
Measurements of pressure in the field of transducer B, performed by the PTB  are 
displayed in Fig. 5.12. The source of the problem was not identified satisfactorily, 
however a strong possibility was water absorption by the transducer, either through 
the front surface or through the body of the transducer itself. This had significant 
implications for the accuracy of the absolute pressure measurement comparison, in 
the case of these two transducers.
5 .4 .5  M ea su rem en ts  o f  th e  p ressu re  fie ld  ra d ia ted  b y  tr a n s ­
d u cer  B
Details of the measurements carried out on transducer B are summarised in Table 
5.3. The input voltage to the transducer was 12V rms (from the power am pli­
fier). The hydrophone and optical diffraction tomography pressure m easurem ents
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Figure 5.11: The pressure amplitude exhibited by transducer B at z=85m m , mea­
sured by splitting scan into two halves (top), showing significant instability and the 
on-axis am plitude monitored during the scan (bottom ).
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Figure 5.12: The instability of transducer B (from PTB measurements): the solid 
lines are pressure am plitude measurements made on one da)' at z=85m m  whereas 
the broken lines show data forward projected from nearfield data measured, on two 
different days (top — day one; bottom  — day two).
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Scan Plane(mm)
T 
(° C)
A
(mm)
t> Scan grid
B1 7.00 18.0 0.590 0.25 109 x 109
B2 14.25 17.0 0.589 1 0.25 109 x 109
B3 29.25 17.2 0.589 ! 0.25 109 x 109
B4 85.00 16.9 0.589 0.25 109 x 109
B5 170.0 16.9 0.589 I 0.25 109 x 109
Table 5.3: Details of the measurements carried out. on transducer B (a hydrophone 
with a 0.5mm diameter element was used).
at the nearest plane (z=7mm) and the farthest plane (z=170mm) from the source 
are displayed in Figs. 5.13-5.14. The figures indicate good qualitative agreement 
between the hydrophone and optical diffraction tomography measurements, for the 
complicated nearfield distribution, as well as for the more uniform distribution in 
the farfield. All the major features are present in both sets of measurements, in both 
planes. In terms of absolute pressure values, the agreement is not so good. There 
is an 18% difference in the on-axis pressure values for the measurement at z=7m m , 
referred to the PTB values. For the plane at z=170mm, the on-axis pressure val­
ues differ by 23.5%. The hydrophone measurements are consistently lower and do 
appear to exhibit slightly more “fine structure” than the optical diffraction tomogra­
phy measurements. The la tter could be either because the structure really is present 
in the field or may be the manifestation of random noise or positional errors. Also, 
the fine structure seen is slightly more pronounced parallel to the x-direction which 
could point to differences in the mechanical precision of the hydrophone scanning 
tank in the x and y  directions.
5.4 .6  S ource reco n stru ctio n : tra n sd u cer  B
The pressure data from the two planes closest to the source (i.e. at z=7m m  and 
z=14.25mm) was backprojected to the transducer surface to obtain the source nor­
mal velocity and pressure distributions. The data was zero padded to form 256x256 
arrays before projection and evanescent waves were excluded. The results are dis­
played in Figs. 5.15-5.16. The source pressure and normal velocity show excel­
lent agreement between the reconstructions obtained from the two closest measure-
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Figure 5.13: The measured pressure amplitude (lhs) and phase (rhs) at z=7m m  in 
the field of transducer B: a  and b are pseudo-3D plots (hydrophone only), whereas 
c and d show cross-sections through the centre of mecisurements using a 0.5mm 
element diameter hydrophone and optical diffraction tomography (O .D.T.).
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Figure 5.14: The measured pressure amplitude (lhs) and phase (rhs) at z=  170mm in 
the field of transducer B: a and b are pseudo-3D plots (hydrophone only) whereas 
c and d show cross-sections through the centre of measurements, using a 0.5mm 
element diameter hydrophone and optical diffraction tomography (O.D.T.).
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Figure 5.15: The reconstructed normal velocity distribution of transducer B (a 
and b), calculated from pressure measurements at z=7mm. Cross-sectional plots 
(bottom) through the centre of the distribution also show the reconstruction from 
pressure measurements at z=14.25mm (1 and 2, respectively).
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Figure 5.16: The reconstructed pressure distribution of transducer B (a and b), 
calculated from pressure measurements at z=7mm. Cross-sectional plots (bottom ) 
through the centre of the distribution also show the reconstruction from pressure 
measurements at z—14.25mm (1 and 2 respectively).
87
ment planes to the source, i.e. z=7m m  and z=  14.25mm. The large-scale struc­
ture  (>2m m ) is remarkably consistent. Features below this scale show randomness 
and disagreement between the two reconstructions, which suggests random noise in 
the measured pressures propagated through the reconstruction operation. The fine 
structure seen in the measurement cross-section parallel to the x-axis, is reproduced 
in the reconstructions.
The consistency of the reconstructions obtained from the two different planes in­
dicates, at the very least, consistency in the pressure measurements at those planes, 
and adds weight to the conclusion th a t reconstructed vibration patterns are accu­
rate  representations of the actual vibration pattern  of the transducer. The excellent 
agreement seen here is also seen in the comparison between the pressure measure­
ments in the other planes on the one hand, and the pressure measurement at z=7m m  
forward projected to those planes, on the other. For the sake of conciseness, the 
forward projection results are given elsewhere (Bangash et al. 1995). The reconstruc­
tions indicate a normal velocity profile which is close to th a t of a piston. However, 
the pressure response closely follows the normal velocity response and, unlike the 
expected surface pressure for a plane piston, does not exhibit any large fluctuations.
■f*
This may be because of the spatial frequency filtering effect of propagation, discussed 
in chapter 3.
5 .4 .7  M ea su rem en ts  o f  th e  field  ra d ia ted  b y  tra n sd u cer  C
A summary of the measurement param eters for transducer C is given in Table 5.4. 
The input voltage to the transducer was 42V pk-pk (from the power amplifier). 
The measured pressure data from the nearest and the  farthest planes away from the 
source (i.e. at z=5m m  and z=85mm) are displayed in Figs. 5.17-5.18. The near field 
data  indicates good agreement, between the two sets of measurements, towards the 
edges of the distribution but poor agreement at the centre, where a difference of & 
40%, with respect to the PTB values, is seen ( «  29% with respect to the hydrophone 
values)! The farfield data, which is at or near an on-axis minimum, shows closer 
agreement than the nearfield data, with a 29% difference in amplitudes, on-axis. 
These large discrepancies are not surprising if we consider the observed instability 
of these polymer transducers (see §5.4.4). As in the case of transducer B, there seems 
to be slightly more small-scale structure in the hydrophone measurements.
a b
Pressure amplitude Relative phase (rad)
 O.D.T.
 hydrophone
•20 -10
x ( m m )
4
 O.D.T.
 hydrophone
2
0
•2
-4 20•20 -10 0 10
x ( n v n )
4
 O.D.T.
2
0
•2
-4 20-10 0-20 10
8
O.D.T.
hydrophone
*3
t«no3
ino2
Q.
0 0 10 20•20 ■10
y ( m m )  y ( m m )
Figure 5.17: The measured pressure amplitude (lhs) and phase (rhs) at z=5m m  in 
the field of transducer C: a  and b are pseudo-3D plots (hydrophone only), whereas c 
and d are plots of the central cross-sections through measurements, using a 0.5mm 
element diameter hydrophone and optical diffraction tomography (O.D.T.).
89
bPressure amplitude
—  O.D.T.
\  hydrophone
•20 -10
x ( m m )
Relative phase (rad)
2
 O.D.T.
 hydrophone
1
0
•2
-20 -10 200 10
x ( m m )
2
0
-2 20•10 0 10
8
O.D.T.
hydrophone
a■o3
a23
2
a .
0
■10 0 10 20
y(m m ) y{mm)
Figure 5.18: The measured pressure am plitude (lhs) and phase (rhs) at z=85m m  in 
the field of transducer C: a  and b are pseudo-3D plots (hydrophone only), whereas c 
and d are plots of the central cross-sections through measurements, using a 0.5mm 
element diameter hydrophone and optical diffraction tomography (O .D .T.).
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Scan Plane(mm)
T 
(° C)
A
(mm)
A x  = A y  
(mm)
Scan grid
C l 5 19.4 0.592 ! 0.25 105 x 105
C2 15 18.9 0.592 ! 0.25 105 x 105
C3 30 18.8 0.591 ; 0.25 105 x 105
C4 85 18.2 | 0.591 ! 0.25 105 x 105
Table 5.4: Details of the measurements carried out on transducer C (a hydrophone 
with a 0.5mm diam eter element was used).
5 .4 .8  S ource reco n stru ctio n : tra n sd u cer  C
The source was reconstructed from hydrophone pressure da ta  at z=5m m  and z=15m m  
(the closest planes to the transducer). As before, data  was zero padded to 256x256 
and evanescent waves were excluded. The reconstructed source normal velocity and 
pressure distributions are displayed in Figs. 5.19-5.20. The source pressure and nor­
mal velocity show excellent agreement between the  reconstructions obtained from 
the two closest planes (z=5mm and z=15mm). The cross-sections parallel to  the 
y-axis even show what may well be a defect in the  source, in the form of a dip in 
the normal velocity (and pressure) am plitude, a t exactly the same position.
The consistency of the reconstructions obtained from the two planes is repeated 
in the agreement seen between the measured and forward projected pressure d istri­
butions at the other planes (Bangash et al. 1995). The reconstructions do indicate, 
apart from the one “defect ” , very flat am plitude and phase responses for pressure 
as well as normal velocity. For a plane piston, one would expect large pressure fluc­
tuations, but these may not have been picked up due to spatial frequency filtering.
5.5 T h e v ib ration a l b eh av iou r o f  tw o ceram ic  
disc transducers
5.5 .1  C o m m en ts on  th e  p ro ced u res  u sed
Broadly speaking, the same alignment procedure as used for the PV dF transducers 
was utilized. However, the alignment was more problematic because the radiated 
fields were not as symmetric as in the case of the two polymer transducers. Also, the
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Figure 5.19: The reconstructed normal velocity distribution of transducer C (a  
and b), calculated from pressure measurements at z=5mm. Cross-sectional plots 
(bottom) through the centre of the distribution also show the reconstruction from 
pressure measurements at z=15mm (1 and 5 respectively).
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Figure 5.20: The reconstructed surface pressure distribution of transducer C (a  
and b), calculated from pressure measurements at z=5mm. Cross-sectional plots 
(bottom ) through the centre of the distribution also show the reconstruction from 
pressure measurements at z=15mm (1 and 2 respectively).
Scan Plane(mm)
T 
(° C)
A
(mm)
l>
 ^
 ^
r*i Scan grid
D1 5.4 17.5 0.655 I 0.25 105 x 105
D2 34.1 15.9 0.653 ' 0.25 105 x 105
D3 68.3 19.0 0.657 i 0.25 105 x 105
D4 137.3 17.6 0.655 0.25 105 x 105
Table 5.5: Details of the measurements carried out on transducer D (a hydrophone 
with a 0.5mm diameter element was used).
narrowband transducer, by nature, had a more "sluggish'* response to excitation. 
This inhibited the use of edge wave maximization to aid alignment. As a consequence 
of these two factors, more reliance was placed on actually centering the acoustic axis 
and ensuring tha t the acoustic axis did not shift within the measurement frame as 
2  was varied.
A power amplifier was used for transducer E but not for transducer D. In the la t­
ter case, a 0.5mm diameter hydrophone was used which gave a. good signal-to-noise 
ratio, with 0.75V rms input to the transducer, direct from the toneburst generator 
used. On the other hand, the frequency of operation of transducer E was 3MHz, 
which yields A =  0.5mm, if the speed of sound is 1500ms-1 . This meant tha t a 
smaller diameter hydrophone was necessary, if spatial averaging was not to have 
a significant effect on the measurements (see chapter 2). A 0.25mm diam eter hy­
drophone (822/847) was utilised and this gave a very poor signal-to-noise ratio. A 
power amplifier was therefore necessary to provide an input voltage of 16V rms to 
transducer E, and thereby provide an adequate signal-to-noise ratio.
5 .5 .2  M ea su rem en ts o f  th e  p ressu re  field  rad ia ted  b y  tra n s­
d u cer D
The details of the pressure measurements made on transducer D are summarised 
in Table 5.5. The input voltage to the transducer was 0.75V rms, direct from the 
toneburst generator used (see chapter 4). The measured pressure data  from the 
nearest and the farthest planes from the source (i.e. at z=5.4mm and z=  137.3mm) 
are displayed in Figs. 5.21-5.22. These figures again indicate good qualitative but 
poor quantitative agreement. In the far field (z=137.7mm), the on-axis am plitude
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Figure 5.21: The measured pressure amplitude (lhs) and phase (rhs) at z=5.4m m  in 
the field of transducer D: a  and b  are pseudo-3D plots (hydrophone only), whereas 
c and d  show central cross-sections through measurements, using a 0.5mm element 
diameter hydrophone and optical diffraction tomography (O.D.T.).
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Figure 5.22: The measured pressure am plitude (lhs) and phase (rhs) at z=137.3mm 
in the field of transducer D: a  and b  are pseudo-3D plots (hydrophone only), whereas 
c and d  show central cross-sections through the measurements, using a 0.5mm ele­
ment diameter hydrophone and optical diffraction tomography (O.D.T.).
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shows a 28% difference with respect to the PTB values. In the nearfield (z=5.4mm), 
the on-axis amplitude difference is approximately 13%, which is half the far field 
discrepancy and is very close to the 12.5% uncertainty quoted on the NPL calibration 
figures upon which the hydrophone pressure values are based. As before, there is 
some fine structure to be seen in the hydrophone measurements which is not seen 
in the optical diffraction tomography measurements.
5 .5 .3  Source reco n stru ctio n : tra n sd u cer  D
The source was reconstructed from hydrophone pressure data at z=5.4m m  and 
z=34.1mm (the closest planes to the transducer). As before, data was zero padded 
to 256x256 and evanescent waves were excluded. The reconstructed source nor­
mal velocity and pressure distributions are displayed in Figs. 5.23-5.24. There is 
excellent agreement between the source reconstructions (pressure and normal veloc­
ity) obtained from the two planes nearest to the source (z=5.4mm and z=34.1mm). 
However, the reconstruction obtained from the second nearest plane is significantly 
smoother. This is in contrast to the other three transducers tested. This is be­
cause the second plane used here is nearly seven times the distance of the first plane 
whereas in the case of the other three transducers (B, C and E), the distance to 
the second plane is always <3 times the distance to the first plane. Therefore the 
spatial frequency filtering effect of propagation is more clearly seen.
The reconstructions indicate a remarkably non piston-like vibration pattern , w ith 
pronounced peaks towards the rim of the transducer, in the form of a “ring” . The 
unusual distribution reflects the unusual “coaxial” design of the electrode. In this 
design, the front surface electrode is also wrapped around the th in  edge of the 
piezoelectric disk, in order to suppress any edge effects. The design may be successful 
in this respect, but here it may also have resulted in the excitation of vibration modes 
other than the pure thickness-mode vibration.
5 .5 .4  M ea su rem en ts o f  th e  p ressu re  fie ld  rad ia ted  b y  tra n s­
d u cer E  
e
A summary of the measurement parameters for transducer E is given in Table 5.6. 
The input voltage to  the transducer was 16V rms. The measured pressure data  from 
the nearest and the farthest planes from the source (i.e. a t z=5m m  and z=145.5mm)
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Figure 5.23: The reconstructed normal velocity distribution of transducer D (a 
and b), calculated from pressure measurements at z=5.4mm. Cross-sectional plots 
(bottom) through the centre of the distribution also show the reconstruction from 
pressure measurements at z=34.1mm (1 and 2 respectively).
Pressure amplitude Relative phase irad)
|
a
Eao
3Wa0d
15
0
15•15 •10 •5 0 5 10
d
4
2
0
•4
1510•5 0 5■15
x ( m m ) x ( m m )
o"D
2
15
5
0
•15 ■5 0 5 15•10 10
d
2
0
-10
y ( m m ) y(mm)
Figure 5.24: The reconstructed pressure distribution of transducer D (a and b), 
calculated from pressure measurements at z=5.4mm. Cross-sectional plots (bottom ) 
through the centre of the distribution also show the reconstruction from pressure 
measurements at z=34.1mm ( /  and 2 respectively).
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are displayed in Figs. 5.25-5.26. There is excellent agreement between the hy­
drophone and optical diffraction tomography measurements, both in the nearfield 
and in the farfield. In the farfield, the measurement at z=145.5mm indicates an 
on-axis minimum which is virtually zero, and this is picked out by both techniques. 
There is some discrepancy as we go out from the centre, especially at the peaks, and 
from this a figure for the percentage error can be obtained. By taking the four peaks 
in the x and y cross-sections through the measurement (Figs. 5.26c and 5.26d), an 
average difference in am plitude of «  12% is seen, which would appear to be the 
lowest encountered in this comparison, and is within the 12.5% uncertainty on the 
calibration figures. In the nearfield (z=5m m ), the agreement is even better, with 
the on-axis difference in am plitude being «  2%. Overall, the differences are <  5%.
It should be noted tha t, unlike the optical diffraction tomography system of the 
PTB, the hydrophone measurement sj'stem used was not capable of mapping the 
field of this transducer over a wide enough area to cover the whole of the beam, to 
the region where the signal is buried in noise. This may have been expected to affect 
the quality of the reconstructions, because of errors introduced by truncation. As 
will be seen in the following section however, a good reconstruction was obtained 
despite this.
5 .5 .5  S ource reco n stru ctio n : tra n sd u cer  E
The source normal velocity and pressure distributions were reconstructed from hy­
drophone pressure data  at z=5m m  and z=9m m  (the closest planes to the trans­
ducer). D ata was zero padded to 512x512 and evanescent waves were excluded. 
Larger arrays than before were used because of the large size of this transducer
Scan Plane(mm)
T
(° c )
A
(mm)
A x  =  A y  
(mm)
Scan grid
E l 5.0 18.4 0.492 0.23 115 x 115
E2 9.0 17.9 0.492 ' 0.23 115 x 115
E3 71.8 16.2 0.490 0.25 115 x 115
E4 145.5 17.2 0.491 0.25 115 x 115
Table 5.6: Details of the measurements carried out on transducer E (a hydrophone 
with a 0.25mm diameter element was used).
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Figure 5.25: The measured pressure amplitude (lhs) and phase (rhs) at z=5m m  in 
the field of transducer E: a  and b are pseudo-3D plots (hydrophone only), whereas 
c and d show central cross-sections through the measurements, using a 0.25mm 
element diameter hydrophone and optical diffraction tomography (O .D .T.).
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Figure 5.26: The measured pressure am plitude (lhs) and phase (rhs) at z=145.5mm 
in the field of transducer E: a  and b are pseudo-3D plots (hydrophone onl}'), whereas 
c and d show central cross-sections through the measurements, using ci 0.25mm 
element diameter hydrophone and optical diffraction tomography (O.D.T.).
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which had resulted in some truncation of the measured pressure profiles. The re­
constructed source normal velocity and pressure distributions are displayed in Figs. 
5.27-5.28. Good agreement is seen between the pressure and normal velocity source 
reconstructions obtained from the two planes. The reconstructions show a very flat 
pressure and normal velocity am plitude response but there is some curvature seen 
in the phase distributions, especially in the cross-sections parallel to the y-axis (Fig. 
5.28d and Fig. 5.27d). This would be expected to  produce some sort of focussing 
in the field of this transducer, resulting in a peak pressure am plitude on-axis, well 
before the theoretical last axial maximum predicted by plane piston theory.
5 .5 .6  D iscu ss io n
This comparison study has produced some interesting results. Firstly, very good 
qualitative agreement is seen between the pressure amplitudes measured using the 
two techniques. The hydrophone measurements consistently exhibit more fine struc­
ture both in am plitude and phase. In addition, this fine structure is alwa}^s more 
pronounced when cross-sections parallel to the x-axis are studied. The chances of 
this behaviour actually being present in the field of all four transducers are re­
mote and therefore point to mechanical imprecision in positioning, especially as the 
x direction motion is known to be less accurate than the y direction m otion (see 
§4.2.3). The other reason tha t the optical diffraction tomography measurements 
are smoother is th a t some polynomial smoothing is actually applied to the pressure 
amplitude and phase data (Reibold & Mollcenstruck 1984).
The absolute values of the measured pressure amplitudes show variable agree­
ment, depending on the transducer. The best agreement is seen for transducer E, 
with errors which are-less than the quoted uncertainty in the calibration da ta  used for 
obtaining pressure values from the hydrophone voltage data. This is perhaps not 
surprising because at the frequency which the transducer was operating (3MHz), 
calibration data  was probably more reliable than at the other frequencies. This 
is simply because the quoted sensitivities were onfy available for frequencies which 
were integral multiples of 1MHz (see §5.2). The other transducers were operated at 
2.5MHz (B and C) and 2.25MHz (D) for which sensitivities had to be obtained by 
interpolation (Bangash & Chivers 1994). Moreover, between 2.0 and 3.0MHz the 
frequency response of the calibrated hydrophone could be expected to exhibit rapid
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aN o r m a l  v e l o c i t y  a m p l i t u d e R e l a t i v e  p h a s e  ( r a d )
Figure 5.27: The reconstructed normal velocity distribution of transducer E (a 
and b), calculated from pressure measurements at z=5m m . Cross-sectional plots 
(bottom) through the centre of the distribution also show the reconstruction from 
pressure measurements at z=9mm (1 and £ respectively).
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Figure 5.28: The reconstructed pressure distribution of transducer E (a  and b), 
calculated from pressure measurements at z=5mm. Cross-sectional plots (bottom ) 
through the centre of the distribution also show the reconstruction from pressure 
measurements at z=9m m  (1 and 2 respectively).
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variations and therefore the accuracy of interpolation was further reduced.
The best way of comparing the phase data  was to fix the  centre phase of both sets 
of data  at some fixed value, either zero or some other figure. For the inter-comparison 
of the measurement techniques, the la tte r approach was used with the hydrophone 
phase data being presented relative to the centre phase of the PTB data. Clearly, 
in most cases there is excellent qualitative and quantitative agreement. The only 
case where this may not be regarded as so is for the measurement a t z=145.5mm in 
the field of transducer E, where the on-axis minimum (zero) m eant th a t the  phase 
calculation, certainly for the hydrophone measurement, was not reliable. This has 
resulted in the phase distributions being offset from each other by a large value, 
even though they are equal at the centre.
As far as the hydrophone measurements themselves are concerned, there is cer­
tainly excellent agreement between the reconstructions of the sources obtained from 
the two nearest planes, both for the am plitude and the phase distributions. Note 
th a t for the inter-comparison, the centre phases were fixed at zero. There is also ex­
cellent agreement between the measured pressure distributions at the various planes 
for each transducer on the one hand, and the forward projections from the plane 
nearest to the source to the other planes, on the other (Bangash et al. 1995).
Considering the vibration patterns of the transducers, some very good results 
have been obtained. All amplitudes approach zero (noise levels) outside the  actual 
physical diam eter of the active elements of the transducers. The polymer transduc­
ers exhibit very symmetrical field patterns and vibration patterns which, as far as 
the normal velocity distributions are concerned, closely approxim ate plane piston 
behaviour. The broadband PZT transducer (E) also exhibits a symmetrical field 
pattern  and a vibration pattern  which is close to th a t of a  plane piston although the 
phase at its surface indicates some degree of curvature and perhaps focussing effects. 
The coaxial PZT transducer (D), on the other hand, shows an unusual response, 
with a “ring-like” structure to it. This may be explained by the possibility of radial 
mode excitation due to the coaxial electrode design. Further investigation would be 
needed to confirm this. In particular, it would be possible to modify the Fourier 
optical back projection routine so tha t instead of normal particle velocity, the radial 
particle velocity could be calculated. The question of whether or not there would 
be enough information in the measured fields to be able to reconstruct the radial
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velocity accurately cannot be answered here.
As far as the author is aware, this is the first time tha t reconstruction results 
have been independently validated.
5.6 T h e v ib ration a l b eh aviou r o f  a p iezo e lectr ic  
ceram ic tran sducer near its  fu n dam en ta l th ick ­
n ess m od e reson an ce
5 .6 .1  T h e  m o tiv a tio n  for th e  ex p er im en t
The behaviour of PZT transducers in the vicinity of the fundamental thickness mode 
resonance has been the subject of some theoretical and experimental study. It has 
been suggested tha t ceramic disks exhibit non-ideal behaviour near the thickness 
mode resonance (Lypacewicz & Filipczynski 1971, Chivers et al. 1986) and tha t 
pure thickness mode vibrations are very difficult to obtain, in some materials. The­
oretical analysis of this problem by finite difference modelling (Jensen & Krenk 1984) 
reveals tha t very small changes in driving frequency near the resonance frequency 
produce m ajor changes in the vibrational behaviour of PZT disks, and changes in 
the shape of the disk itself. This has obvious implications for the field charactersitics 
exhibited by piezoelectric transducers with elements made of such materials. W ith 
the source reconstruction validated above available as a powerful anatysis tool, the 
detailed vibrational behaviour of a transducer with a PZT element was investigated, 
in conjunction with measurements of the axial pressure amplitude distribution, and 
the effective radius based on the ideal plane piston model, as a function of frequency. 
The transducer was medium damped, and with no matching layer at the front sur­
face so th a t it closely resembled a ceramic transducer investigated previously by 
workers in this laboratory (Chivers et al. 1986).
5 .6 .2  C om m en ts on th e  a lign m en t
A procedure for alignment, similar to that used for the other two PZT disc trans­
ducers, was emploj'ed. The field radiated by this transducer however, exhibited 
quite complex fluctuations in the nearfield, and this made it difficult to perform the 
usual nearfield alignment stage. Therefore, more reliance was placed on the farfield 
alignment stage of the procedure.
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Scan Frequency(MHz)
T
(°C)
A
(mm)
A z
(mm)
Scan
points
Zi
(mm)
z f
(mm)
F x l 1.50 17.7 0.983 0.25 220 10.0 -64.75
Fx2 1.60 20.2 0.927 0.23 240 10.0 65.0
Fx3 1.80 19.5 0.823 0.205 270 15.0 70.145
Fx4 1.90 19.6 0.780 0.20 301 15.0 75.0
Fx5 2.00 19.7 0.741 0.19 350 12.0 78.31
Fx6 2.14 19.8 0.692 0.20 350 12.0 81.8
Fx7 2.20 19.8 0.674 0.20 350 12.0 81.8
Fx8 2.40 19.7 0.617 0.20 390 12.0 89.8
Fx9 2.60 19.6 0.570 0.20 451 12.0 102.0
Table 5.7: The details of the axial measurements carried out on transducer F (using 
a hydrophone with a 0.5mm diam eter element).
5 .6 .3  T h e  effec tiv e  rad ius as a fu n ctio n  o f  freq u en cy
In order to calculate the effective radius of the transducer, the axial pressure profile 
at a range of frequencies was measured using the program AXIAL.PAS. This enabled 
the identification of the last axial minima and maxima, which were necessary for 
the calculation of effective radius, based on the ideal plane piston model. From 
plane piston theory, the last axial maximum and the last axial minimum are given, 
respectively, by (Chivers et al. 1986)
^  m ax —
7  —^min 
where A is the wavelength of ultrasound and a is the radius of the source. Based 
on this ideal model, an effective radius can be calculated from measurements of the 
positions of the last axial maximum and the last axial minimum.
The data transfer and the hydrophone motion was under computer control but 
with measurements only being taken in response to a specific operator command. 
At each z position, the data, was transferred from the scope to the com puter over the 
IEEE bus. While the data was being processed, the hj'drophone was moved to the 
next position. The oscilloscope delay was manually increased to take into account 
the extra distance travelled by the toneburst until it was suitably centred on the 
scope screen. The next data transfer was then initiated, by hitting the appropriate
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4A
- A 2
(5.1)
key, after the signal had “settled down” (subsequent to oscilloscope averaging) and 
the previous data set had been processed. The measurement param eters for the axial 
line scans are summarised in Table 5.7 and the measured axial pressure am plitude 
distributions are displayed in Figs. 5.29-5.30. The effective radii calculated from 
the positions of the last axial maxima, and minim a are displayed in Fig. 5.31. The 
displayed errors were calculated from the approximate uncertainties in locating the 
last axial maximum or minimum, within the axial line scans. It appears th a t the 
relative heights of the last and penultim ate axial m axima change with the driving 
frequency. The further away from resonance the driving frequency, the larger the 
height of the penultim ate axial maximum, relative to the height of the last axial 
maximum. As the resonance frequency is approached, the height of the last axial 
maximum becomes larger than the'height of the penultim ate one. The ratio of the 
former to the la tte r height reaches a maximum at resonance (Fig. 5.29f).
5 .6 .4  T h e  change in th e  v ib ra tio n  p a tter n  o f  th e  so u rce  
w ith  freq u en cy
At a number of frequencies of interest, including the nominal resonance frequency, 
planar scans of the pressure profiles close to the transducer were also made, for 
source reconstruction purposes. The source-to-receiver distance was chosen to be 
z?e; 10A, in each case. Since A changed in each case, the measurement distance also 
changed. The reason for using a A dependent criterion was the change in the clos­
est “safe” distance (related to the duration of a toneburst, if the num ber of cycles 
is kept constant) of measurement with changing frequency. The num ber of c}'cles 
in the toneburst signal used was kept constant at 30 and the excitation voltage 
used was 2V rms. The planar scan measurement param eters are given in table 5.8. 
Pressure measurements at four frequencies of operation are displayed in Figs. 5.32- 
5.35. Cross-sections through the centres of the two measurements made at 2.14MHz 
are displayed superimposed (Fig. 5.34), to give an idea of reproducibilit}'. The re­
constructed source velocit}' distributions, which are directly related to the surface 
vibration pattern  , are displayed in Figs. 5.36-5.39. The radiated fields exhibit a 
great degree of complexity and some asymmetry, at all the driving frequencies inves­
tigated. The main conclusion to be drawn from the reconstructions is tha t at each 
driving frequency, the amplitude of vibration goes to ^  0 just outside the nominal
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Figure 5.29: The axial pressure am plitude exhibited by transducer F a t driving 
frequencies below and at resonance: (a) 1.5MHz, (b) 1.6MHz, (c) 1.8MHz, (d) 
1.9MHz, (e) 2.0MHz, (f) 2.14MHz. Normalized to the peak am plitude at a frequency 
of 2.14MHz.
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Figure 5.30: The axial pressure amplitude exhibited by transducer F at driving 
frequencies above resonance: (a) 2.2MHz, (b) 2.4MIiz, (c) 2.6MHz. Normalized to 
the peak amplitude at a frequency of 2.14MHz.
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Figure 5.31: The effective radius of the ceramic transducer F as a function of fre­
quency, calculated from the positions of the last axial maxima and minima.
radius of the element, i.e. 7.5mm. In other words, the area over which there is some 
significant vibration does not change with the driving frequenc}'. Thus, no changes 
in effective radiating area are apparent. If a closer look is taken at the cross-sections 
displayed in Figs. 5.36-5.39, another feature of the vibration patterns, which does 
correspond to the effective radii calculated from the last axial minima, becomes 
apparent. For the case of 1.5MHz and 1.8MHz, the vibration patterns exhibit ex­
tremely sharp drops in amplitude at positions corresponding approximately to the 
effective radii (6.06mm and 6.59mm, respective^). The amplitudes of vibration do 
not go to zero and in fact increase again, as we go out radially, and then decrease
Scan frequency(MHz)
Plane
(mm)
T 
(° C)
A
(mm)
A x  = A y  
(mm)
Scan grid
FI 1.50 9.845 18.2 0.984 0.28 81 x 81
F2 1.80 8.200 18.0 0.820 0.25 81 x 81
F3 2.14 6.915 17.7 0.689 0.20 101 x 101
F4 2.14 6.915 18.3 0.690 0.20 101 x 101
F5 2.60 5.675 18.0 0.568 0.18 111 x 111
Table 5.8: The details of the planar measurements carried out on transducer F 
(using a hydrophone with a 0.5mm diameter).
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Figure 5.32: Cross-sections through the centre of the measured pressure amplitude
(lhs) and phase (rhs) at z=9.845mm in the field of transducer F, at a driving fre­
quency of 1.5MHz.
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Figure 5.33: Cross-sections through the centre of the measured pressure amplitude
(lhs) and phase (rhs) at z=8.2mm in the field of transducer F, at a driving frequency
of 1.8MHz.
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Figure 5.34: Cross-sections through the centre of the measured pressure am plitude 
(lhs) and phase (rhs) at z=6.915mm in the field of transducer F, at an driving 
frequency of 2.14MHz: the two measurements at this position are displayed super­
imposed.
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Figure 5.35: Cross-sections through the centre of the measured pressure amplitude
(lhs) and phase (rhs) at z=5.675mm in the field of transducer F, at a driving fre­
quency of 2.6MHz.
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Figure 5.36: The reconstructed source normal velocity at a driving frequency of 
1.5MHz (from pressure measurement at z=9.845mm): am plitude (lhs) and phase 
(rhs) with orthogonal cross-sections through the centre of the reconstruction dis- 
pla}'ed below the pseudo-3D plots.
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Figure 5.37: The reconstructed source normal velocity a t a driving frequency of 
1.8MHz (from pressure measurement at z=8.2mm): amplitude (lhs) and phase (rhs) 
with orthogonal cross-sections through the centre of the reconstruction displayed 
below the pseudo-3D plots.
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Figure 5.38: The reconstructed source normal velocit}' at a driving frequenc}' of 
2.14MHz (from pressure measurement at z=6.915mm): am plitude (lhs) and phase 
(rhs) with orthogonal cross-sections through the centre of the repeat reconstructions 
displayed below the pseudo-3D plots.
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Figure 5.39: The reconstructed source normal velocity a t a driving frequency of 
2.6MHz (from pressure measurement at z=5.675mm): am plitude (lhs) and phase 
(rhs) with orthogonal cross-sections through the centre of the reconstruction dis­
played below the pseudo-3D plots.
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to nearly zero, at the geometric radius. Nevertheless, the minima seen at those 
positions may be significant, especially as they are not seen for a driving frequency 
of 2.6MHz, where the calculated effective radius was 7.34mm. This observation ap­
pears to be consistent with numerical work done by Blakey &; Chivers (1989), which 
suggested tha t the positions of the axial extrem a are dependent on phase variations 
across the source surface. Furthermore, they suggested th a t the behaviour seen is 
consistent with plate modes being excited in the transducer and in such cases, to a 
first approximation, the central disc of the transducer acts as a piston-like source of 
the same radius as the effective radius. Further experimental work needs to be done 
to really pin down the relation between the vibration pattern  and the calculated 
effective radii, if any.
The vibration patterns also exhibit structure th a t tends to increase with increas­
ing frequency. In other words, the number of “fluctuations” across the source surface 
increase with frequency. Also, the radiated fields, and the reconstructed vibration 
patterns, all exhibit asymmetry. During the course of the work presented here, 
asymm etiy in the radiated fields and vibration patterns seems to have been linked 
always to transducers with PZT elements, to a greater or lesser extent.
5.7 C onclusion
The effectiveness of Fourier optical source reconstruction has been proved experi­
mentally in this chapter. Measurements of pressure fields radiated by four trans­
ducers have been validated by independent measurements, using optical diffraction 
tomography. This, together with the procedure adopted for back projecting from 
two measurement planes, confirms the accuracy of reconstruction. The vibrational 
behaviour of several transducers has been investigated and, in particular, the 
vibration behaviour of a ceramic transducer near its fundamental thickness mode 
resonance was investigated with some interesting results, which tend to complement 
previous work reported in the literature. From this basis, the work can now be 
extended to investigate the effects of measurement errors on source reconstruction. 
This problem is investigated numerically in the next chapter.
C hapter 6
T h e effects o f  m easurem ent errors 
on source recon stru ction
6.1 In trod u ction
Although the angular spectrum  method, described in chapter 3 and used to obtain 
results in chapter 5, can provide an almost exact source reconstruction, in practice 
several limiting factors have to be taken into account. Some of these can be regarded 
as measurement errors, whereas others are intrinsic practical lim itations, which lead 
to errors in the reconstruction. These limiting factors include:
(a) tem perature related errors,
0 0 frequency related errors,
(c) noise on the received signal (signal-to-noise ratio),
(d) the degree of non-uniformity of sampling (probe positional errors),
(e) acoustic misalignment of a given transm itter/receiver configuration,
(f) the finite spatial sampling interval,
(g) the finite size of the scanned region,
00 the finite source to receiver separation,
(i) finite probe size/probe directionality.
A major aim of this project was to investigate the effects of some of the measure­
ment errors on the quality of Fourier optical source reconstruction. This was done
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by numerical modelling of the effects of the measurement errors. A full, generalised, 
numerical investigation of all the effects mentioned above could constitute a m ajor 
piece of work, of the same order of magnitude as tha t of the rest of. this thesis. It is 
also clear, however, th a t there are sufficient variables involved, including frequenc}', 
tem perature, measurement distance, transm itter size and shape, receiver size, sam­
pling regimes, and so on, as to limit the value of an extensive investigation aimed 
at generality. Similar calculations will almost certainly be needed for the precise 
experimental situation under consideration. This chapter will therefore consider the 
methods of analysing the different potential sources of error, and present typical cal­
culations for those selected as being either the more im portant or th a t have tended 
to be neglected in the literature to date. In addition, in some cases, techniques for 
the amelioration of the measurement and reconstruction errors are also investigated.
For this exercise, it was essential to use an accurate method for the generation of 
the simulated ideal and imperfect field data. Moreover, this had to be independent 
of the angular spectrum technique used in the reconstruction. Modified versions of 
the Huygens’ software described in chapter 3 were therefore utilised. Furthermore, 
quantitative parameters had to be chosen to perm it the assessment of the quality of 
reconstructions performed. This is discussed in the next section.
6.2 F id e lity  o f  recon stru ction  —  q u ality  factors
In order to compare simulated measurements and reconstructions objectively, it is 
necessary to use some parameters to assess image quality. There is no single param ­
eter which can be used satisfactorily to determine reconstruction quality in all the 
different situations to be modelled. For example, signal-to-noise ratio may be useful 
for investigating the effects of additive noise and probe positional errors, but would 
have no real meaning in the case of misalignment studies. The signal-to-noise ratio 
(or its inverse) does come closest to being a generally useable param eter although 
its definition may vary between applications. In two-dimensional cases (image pro­
cessing), the noise-to-signal ratio is usually defined as the standard deviation, in a 
“quiescent” part of the amplitude spatial frequency spectrum , divided by either the 
peak amplitude or the mean amplitude. The former definition was used in the work 
reported here.
It is also sometimes found useful to employ knowledge of the original (ideal) 
“image” . This is only possible for simulation studies, since in real experimental 
measurements the “ideal” image is not known beforehand. The concept of the mean 
square error (MSE) is sometimes applied in such cases. The MSE is simply the sum 
of the squared differences between the actual signal and the “ideal” signal, divided 
by the to tal number of points (or pixels) in the image. In the work reported here, 
the MSE and a slightly different param eter, the fractional mean square error, was 
also used. The la tter was different in th a t at each point (or pixel), the squared error 
was divided by the square of the ideal signal at th a t point.
6.3 T em perature re la ted  errors
The vital importance of tem perature control in taking the measurements — partic­
ularly those of the phase — have been discussed in detail in §4.2.2 and §4.2.3. As far 
as the experimental measurements reported in this thesis are concerned, a strategy 
was developed to provide a continuous monitoring of tem perature related changes 
to perm it their effect to be minimised by correction. The field of a transducer in a 
liquid bath at a different tem perature can be determined simply by a knowledge of 
the tem perature dependence of the speed of sound in the liquid.
6.4  F requency errors
Frequency can be measured accurately (to 1 : 1011 or so). It is possible, however, 
th a t the frequency may drift during an experiment. There are two main effects of 
frequency drift tha t may be envisaged. One is th a t the behaviour of the transducer 
itself, and therefore the field radiated by it, may change during the measurements. 
This could be especially significant for PZT transducers a t frequencies around res­
onance, as was observed in the experimental stud}' in chapter 5 ( §5.6). PV dF 
transducers have a better behaved response, generally speaking, and so we would 
not expect this particular effect to be of great significance. Simulating such effects 
would require, first, a detailed analysis of the variation of transm itter excitation 
distribution with frequency before they could be realistically assessed. It was felt 
th a t this lay beyond the scope of the present investigation.
The second possible effect of frequency drift is an error in the calculated am ­
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plitude and phase. As described previously, the algorithm for this calculation (see 
chapter 4) is dependent on accurate knowledge of the actual frequency. Deviations 
from the assumed frequency introduce errors into the calculation. Simulations of ex­
actly such effects, conducted by Esward (1995), were reported in chapter 4 (§4.4.2).
In addition to these effects, it is possible tha t one may use an incorrectly assumed 
frequency when projecting the measured pressure distributions. This possibility was 
investigated for a 2MHz circular plane piston source of radius 5mm. The simulated 
measurement plane was chosen to be 5mm which, from practical experience, was 
known to be the closest we could measure, using a hydrophone, in the given config­
uration. This was a typical measurement situation encountered in the experimental 
work described in chapter 5. The reconstruction was carried out over a range of 
assumed frequencies. These varied in steps of 0.02MHz from 1.8MHz to 2.2MHz. 
A graph of mean square error, e/, against assumed frequency is displayed in Fig. 
6.1. Using the graphical software package Xvgr, a quadratic fit to the data  was a t­
tem pted, which is also displa}'ed in the graph. A correlation coefficient R 2 =  0.99015 
was obtained. The maximum error is of the order of 4%, in spite of the relatively 
large frequency shifts (maximum 200kHz) assumed. A general conclusion cannot 
be drawn here. We would need to calculate the errors separately for each partic­
ular measurement situation because of the different source-to-receiver separations, 
transducer radius and nominal frequency involved.
6.5 N o ise  on  th e  received  signal
Electrical noise on the received signal is likely to be a problem if small hydrophones 
are used to obtain adequate spatial resolution at high frequencies. In the exper­
imental work presented in this thesis, 0.5mm and 0.25mm hydrophone elements 
were used. Electrical noise did not pose a m ajor problem with the 0.5mm elements. 
For the case of the 0.25mm element, which was used for measurements at a fre­
quency of 3MHz, problems with adequate signal-to-noise ratios were overcome by 
boosting the excitation signal. It should be observed th a t the hydrophones used 
for the current work employed a buffer amplifier which was optimised for an elec­
trical impedance typical of 1mm diameter elements. A significant improvement in 
signal-to-noise could possibly be achieved, if needed, by redesigning the buffer am-
Nominal cen tre  f req u en cy = 2MHz
*  calcu la ted  m se  
■—  quadratic  fit
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Figure 6.1: A graph of the mean square error against the error in assumed fre­
quency (e/) used in the Fourier optical reconstruction of the source surface velocity 
distribution.
plifier to work with an impedance closer to th a t typical of a Ibfim  element. It is 
not clear at the present time th a t noise is likely to be the limiting factor in a given 
m easurem ent/reconstruction situation. The effects can be simulated in a relatively 
straightforward way, if required.
6.6 N on -u n iform  sam plin g  — p rob e p o sitio n a l j it ­
ter
The whole exercise of backward (or forward) projection is dependent on knowing 
the complex field at all points on a regular grid, a t a known axial distance. Probe 
positioning uncertainty results in the measured field being ascribed to positions 
which are in error. Effectively, the measurements on the fixed grid can be considered 
to be in error. These errors may then be amplified through the projection operation. 
Relatively small positional uncertainties, compared to the wavelength say, are not 
likely to affect the measurement significantly, especially if the field is uniform, as 
in the far field of a source. However in the near field of a source, which is where 
measurements need to be made for reconstruction purposes, the field is very much 
less uniform, and small positional uncertainties may have a greater significance.
Positional uncertainties may occur in both the lateral and axial directions, and 
the degree of uncertainty may be a function of the probe position. The present ex­
ercise was limited to the case of lateral non-uniform sampling. A bounded uniform 
probability distribution function of positional errors about the nominal measure­
m ent positions, was used and this was assumed to be independent of the probe 
position. In order to approximate the actual measurement situation more closely, 
full two-dimensional non-uniform sampling was not simulated. A random error in 
the nominal x measurement position was calculated at the start of each simulated 
“linescan” in the y  direction. Errors in the nominal y direction were then calcu­
lated at each point within the “linescan” , but in the y direction only. The degree of 
non-uniformity of sampling was made dependent on a param eter which was called 
“jitte r” . This was the maximum error about the nominal measurement position 
expressed as a percentage of the nominal spatial sampling interval.
6.6 .1  E ffect on  reco n stru ctio n  w h en  ev a n escen t w aves are  
in c lu d ed
As has been dem onstrated with the aid of numerical simulations (Reibold 1987), 
and is confirmed by practical experience, inclusion of evanescent wave components 
in the back-projection routine can lead to excessive amplification of noise, which 
results in the reconstructions “blowing up” . For the frequencies (strictly speaking, 
the radius to wavelength ratio is the im portant param eter) of interest to us (MHz), 
there is no practical possibility of making good enough measurements close enough 
to the source (typically <  A, the wavelength of ultrasound), for the inclusion of 
evanescent waves to be an option. There does not always appear to be a significant 
improvement in reconstruction quality when evanescent waves are included in any 
case, as most of the “energy” or “information” about such sources is concentrated in 
the lower spatial frequency regions (Reibold 1987). Nevertheless, it was of interest 
to consider the effect of non-uniform sampling on reconstruction in cases where 
evanescent waves are included.
For the investigation, a circular piston source with a radius of 5mm, operating 
at a frequency of 2MHz was modelled. Pressure data was simulated at a source- 
to-receiver distance of z = 0.1mm, a position from which reconstruction of the 
source without excessive amplification of “noise” was possible. This distance was
ascertained a priori by trial and error. The param eter " jitte r” was varied from 0%
to 200% in steps of 20%. In addition, calculations were also made for jitte r of 10%,
to
50% and 150%. In order^quantify the effects, the fractional mean square error and 
the noise-to-signal ratio were calculated for each simulated pressure distribution as 
well as for the reconstructions. Graphs of the fractional mean square error and 
the noise-to-signal ratio against jitte r, for the simulated pressure am plitude in the 
measurement plane, are displayed in Fig. 6.2. Graphs of the; fractional mean square
i _ _ _ ,  _ _ _ _ _ _ _ _ _ _ _ _ _ _   _
error and noise-to-signal ratio against jitte r  for the reconstructed source normal 
velocity and pressure amplitudes are presented in Fig. 6.3. The random /jagged 
nature of the curves is due to the inherent randomness of this type of error, and 
the fact tha t these were “one-shot” errors. A straight line fit was obtained for 
the la tte r param eter, with a correlation coefficient R  =  0.903. A satisfactory fit 
was not obtained for the fractional mean square error. It can be seen th a t the 
back-projection operation increases the values of fractional mean square error and 
noise-to-signal ratio, in all cases. In fact, there is a ten fold increase in the former 
and a twenty fold increase in the latter param eter. Moreover, the error curves of the 
reconstructions have very similar slopes to those of the measurement plane. It is 
interesting to note also th a t for the reconstructions, the velocity and pressure error 
curves are in different order for the fractional mean square error and noise-to-signal 
ratio.
Cross-sections through the centres of the ideal pressure distribution and the 
pressure with 200% jitte r, at an axial distance of z=0.1mm, are displaj^ed in Fig. 
6.4. A 15% error in peak amplitude and an error in phase across the central 10mm 
section of ±5° is observed. The equivalent spatial frequency domain (modulus only) 
da ta  is displayed in Fig. 6.5. Here the vertical scale has been expanded so tha t the 
peak am plitude is not seen, but the finer detail at the higher spatial frequencies is 
apparent. In addition, only one side of the distributions is shown for clarity.
The corresponding reconstructed source normal velocity and pressure distribu­
tions are displaj'ed in Fig. 6.6-6.9. The extremely large errors in both am plitude 
and phase are apparent in both cases, although they appear to be somewhat larger 
for the normal velocity.
The reason for the dram atic effect of probe positional jitte r  on the reconstruction 
is the excessive amplification of the higher spatial frequency components, which are
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Figure 6.2: The mean fractional square error (a) and the noise-to-signal ratio (b) 
of the simulated pressure distribution in the measurement plane (z=0.1mm), as a 
function of “jitte r” .
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Figure 6.3: The mean fractional squared error (a) and the noise-to-signal ratio (b) of 
the reconstructed source velocit\' and pressure distributions as a function of “jitte r” , 
reconstructed from simulated data at z=0.1mm, with evanescent wave components 
included.
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Figure 6.4: Cross-sections through the centres of the simulated pressure amplitude
(lhs) and phase (rhs) distributions at z=0.1mm, parallel to the x (a and b) and y
(c and d) axes, with “jitter” values of 0% and 200%.
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Figure 6.5: The modulus of the spatial Fourier transform of the simulated pressure 
data a t z=0.1mm: cross-sections through the centre, parallel to the fx (a) and fy 
(b) axes, with “jitte r” values of 0% and 200%.
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Figure 6.6: Cross-sections through the centres of the source normal velocity am pli­
tude (lhs) and phase (rhs) distributions, reconstructed from simulated pressure data  
at z=0.1mm: parallel to the x (a  and b) and y (c and d) axes, with “jitte r” values 
of 0% and 200%.
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(lhs) and phase (rhs) distributions, reconstucted from simulated pressure d a ta  at 
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133
a—  0 %  jitter
—  2 00%  jitter
5 0.5
■2.0 -1.5 -0.5
fx(mm'1)
b
—  0 %  jitter
—  200%  jitter
5 0.5
•2.0 ■1.5 -1.0 -0.5 0.0-2.5
\{m )
Figure 6.8: The modulus of the spatial Fourier transform  of the reconstructed source 
normal velocity distributions, with evanescent wave components included: cross- 
sections through the centre, parallel to the ix (a) and fy (b) axes, w ith “ji t te r” 
values of 0% and 200%.
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Figure 6.9: The modulus of the spatial Fourier transform of the reconstructed source 
pressure distributions, with evanescent waves included: cross-sections through the 
centre, parallel to the fx (a) and fy (b) axes, with “jitte r” values of 0% and 200%.
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in error due to the jitte r. Even though the magnitude of the errors may be small, the 
backward propagation operation itself restores them  to significant values. This can 
be seen by comparing the spatial frequency spectra before and after reconstruction 
(see, for example, Figs. 6.5 and 6.9).
The exclusion of evanescent waves from the reconstruction reduces this effect 
substantially. In the case of the source normal velocity, the result of doing this 
for the worst case of 200% jitte r  can be seen in Fig. 6.10 (compare w ith Fig. 6.6). 
Although excluding the evanescent waves appears to produce a good improvement in 
the image quality, it is quite crude and a significant amount of “useable” information 
is probably being thrown away (this is discussed further, below). Therefore, it was 
worth investigating some m ethod of including higher spatial frequency information 
in the reconstruction. Such a m ethod is W iener (optimal) filtering.
W iener filtering
The propagation transfer function in the forward direction, used in the angular 
spectrum representation (see chapter 3), can be regarded as the point spread function 
of the “system” . Hence the backward projection operation is effectively a simple 
inverse filtering scheme which may be expressed as
c m .  sm , u )
where G (f)  is the restored function, H (f )  is the transfer function in the forward 
direction and C (f)  is the measured signal (true signal -f noise), given by
C (f) =  S(f) +  N ( f ) (6.2)
Here S (f) is the true signal (after the effects of propagation, receiver response and 
other errors have been taken into account) and N (f )  is the noise, which by definition 
is assumed to be uncorrelated with the true signal (this may or may not be so 
in practice). To be precise, rather than “noise” in its true sense, N (f )  may be 
regarded as irrelevant information. In regions of the spatial Fourier domain where 
the true signal levels are low, inclusion of noise components may lead to high noise
amplification in the source reconstruction (see above). Rather than  excluding all
information beyond an arbitrary limit (as in the case of the exclusion of all evanescent 
wave components), a non-linear filtering scheme, which allows the inclusion of full
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field information, may provide maximum accuracy. Such a filter is the well known 
Wiener or optim al filter (Press, Flannery, Teukolsky & Vetterling 1988, Mitchell & 
Gilmore 1992, Fleischer & Axelrad 1986). Application of the optim al filter should 
result in the best estim ate of the true restored (reconstructed) function, G (f) , given
m  -  sgtp, <«.3)
where 3?(f) is the optimal filter. The filter is optimal in the least-square sense, i.e.
L
00 A. 2
|G (f) — G (f) | d f is minimised. (6.4)
o o
The optimal solution, given by Press et al. (1988), is
a m  -  ls (f )l2 ^
( ) |S (f) |2 +  |N (f) |2’ ( ' -1
which may be alternatively expressed as
$ ( f )  = ------ "o, (6.6)
1 +  [ R N s ( f ) = f |P ]
if the noise-to-signal ratio in the spatial frequency domain is defined (Fleischer Sz 
Axelrad 1986) as
R N s ( f )  =  |N g '  (6.7)max |S (f)|
where max, |S (f)| is the maximum value of the measured signal in the spatial fre- 
domatn
quenc^. This is a function of the spatial frequency, and is dependent on the “noise” 
spectrum.
Strictly speaking, the W iener filter is applied when there is additive noise in the 
signal, which may or may not be spatial frequency dependent. However, we are 
justified in using it here because it provides us with a means of removing irrele­
vant information from the measured signal in a controlled manner. In other words, 
instead of having a simple cut-off at the boundary between the  evanescent wave com­
ponents and the non-evanescent wave components, in the Fourier domain, we can 
apply a spatial frequency dependent filter, thus potentially increasing the resolution 
of the reconstructed image whilst obtaining a be tter signal-to-noise ratio. In most 
experimental situations, there is no way of obtaining the noise spectral density inde­
pendently of the true signal. Therefore usually R-Ns(f) is chosen to be a constant,
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let us call it R n s , which is varied to obtain the best performance from the filter. 
Thus the Wiener filter applied in such a m anner is sub-optimal in the least square 
sense. Occasionally, a  satisfactory restoration is determined from purely qualitative 
methods such as the visual appearance of the restored image. This approach was 
not followed here. Instead, since the ideal image was known a priori, the best value 
of Rns was obtained by minimising the mean square error of the spatial frequency 
amplitude distribution of the reconstructed image. This approach would have to be 
modified in a real experimental situation since the  ideal image will not be known. 
In tha t case, it may be possible to use a combination of quantitative and qualitative 
methods to obtain satisfactory restorations, such as maximisation of signal-to-noise 
ratio, whilst making sure tha t in the restored image, there is no significant signal 
outside the known physical dimensions of the source being investigated.
The Wiener filter was employed for the two cases of 100% and 200% jitte r. Plots 
of the mean square error against the value of R ns are shown in Figs. 6.11 and 
6.12 for the two cases, using a crude sampling and a fine sampling (A R ns= 0.005 
and 0.001, respectively). A minimum was obtained at Rns =  0.044 for the case of 
100% jitte r and Rns =  0.127 for the case of 200% jitte r. Cross-sections through 
the centres of the ideal normal velocity reconstruction and the new W iener filtered 
reconstructions, are displayed superimposed in Fig. 6.13.
The Wiener filtered reconstructions exhibit a distinct “rounding” of distribu­
tions, which indicates substantial modification of the frequency components even 
within the evanescent waves limit (since the exclusion of evanescent waves still pre­
served the sharp edges of the distribution previously (see Fig. 6.10). It would 
appear th a t the sub-optimal Wiener filter approach yields results which are inferior 
to those obtained with the simple exclusion of evanescent wave components, cer­
tainly for this particular simulated measurement situation. The problem with this 
procedure is tha t the use of a constant R ns makes the filtering operation inflexible. 
The non-evanescent frequency components, which are obviously more im portant to 
the reconstruction because of their relatively larger values, are probably modified by 
the filtering operation significantly. In a sense, the sub-optimal approach is a t fault. 
If some way of obtaining R]vjs(f) can be identified, so th a t an optimal filter can be 
obtained, then Wiener filtering may well provide a better solution than  exclusion of 
evanescent waves.
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Figure 6.11: The mean square error of the source velocity spatial frequency ampli­
tude distribution as a function of Rns ((a): A R n s  =  0.005 and (b): A R n s  =  0.001), 
for the case of 100% jitter.
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Figure 6.13: The source normal velocity am plitude (lhs) and phase (rhs) distribu­
tions reconstructed from simulated pressure data  at z=0.1m m  using the suboptimal 
W iener filter: cross-sections through the centre, parallel to the x (a and b) and y 
(c and d) axes, with “jitte r” values of 0%, 100% and 200%.
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6 .6 .2  E ffect on  reco n stru c tio n  w h en  evanescent w aves are  
ex c lu d ed
As was explained in §6.6.1, in most practical situations, pressure measurements 
are made at distances which preclude the possibility of including the evanescent 
waves in the reconstruction. The effect of non-uniform sampling for such a case was 
investigated next. The same param eters as before were used, with the exception 
tha t the measurement plane was chosen to be at 5mm, which was known from 
practical experience to be the typical shortest measurement plane distance, for such 
transducers.
Graphs of the fractional mean square error and the noise-to-signal ratio against 
jitte r for the simulated pressure am plitude in the measurement plane are displayed 
in Fig. 6.14. The corresponding data  for the reconstructed source normal velocity 
and pressure distributions is presented in Fig. 6.15. It should be remembered tha t 
only frequency components up to the evanescent wave limit were included in the 
calculations so tha t no direct quantitative comparison can be made between these 
results and the results for the case when evanescent waves are included. However, 
it is interesting to look at the differences in error curves between Figs. 6.2 and 6.3 
on the one hand and Figs. 6.14 and 6.15 on the other. For both, the slopes of the 
curves are similar for each parameter. The mean square errors always exhibit, what 
appears to be, a quadratic slope, whereas the noise-to-signal ratios exhibit straight 
slopes. The difference is tha t when evanescent waves are excluded, the errors in the 
reconstruction are reduced relative to the measurement plane errors, the opposite of 
the observation when evanescent waves are included. There is a tenfold reduction 
in the fractional mean square error and a hundredfold reduction in the noise-to- 
signal ratio from the measurement plane to the source plane. This simply reflects 
the exclusion of the evanescent wave components. If the evanescent waves were 
to be included, the “blowing up” of the reconstruction would be observed, with 
inreases of several orders of magnitude in the errors. It is also apparent th a t for the 
reconstructions, the order of the pressure and velocity error curves is reversed, for 
the fractional mean square error and the noise-to-signal ratio. The orders, for the 
two parameters, are also the opposite of what was observed when evanescent waves 
were included. •
142
a b
40
*  calcu lated  error 
—  quad ratic  fit
u0u
U
tu3
(7tt
|  20 
o
+■«0<8u
0
Jitte r (p ercen tag e  of spatia l sam pling interval)
15
*  calcu la ted  error 
—  stra igh t line fito
X
0 10
c0)ttI0+ 4 5i0m
o
Z
0
2001501000 50
Jitter (p e rcen tag e  of spatia l sam pling  interval)
Figure 6.14: The mean fractional square error (a) and the noise-to-signal ratio (b) of 
the simulated pressure distribution in the measurement plane (z=5mm) as a function 
of “jitte r” .
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Figure 6.15: The mean fractional square error (a) and the noise-to-signal ratio (b) 
of the reconstructed source normal velocity and pressure distributions as a function 
of “jitte r” , reconstructed from simulated data at z=5mm, with evanescent wave 
components excluded.
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Cross-sections through the centres of some of the jittered pressure distributions 
and the ideal distribution are displayed in Fig. 6.16. Equivalent spatial frequency 
domain (modulus only) data  is displayed in Fig. 6.17. The reconstructed source pres­
sure and normal velocity distributions, and their spatial frequency domain equiva­
lents, are displayed in Figs. 6.18-6.21. The effects of jitte r are substantially reduced 
compared to when evanescent waves were included. An im portant additional obser­
vation is th a t the degradation apparent in the reconstructions from z=5m m , when 
evanescent waves are excluded, is less significant than the degradation in reconstruc­
tion from z=0.1mm, when evanescent waves are excluded (compare Figs. 6.18 and 
6.10). This implies that the relative severity of the effects of jitte r is reduced as the 
measurement plane distance is increased.
W einer filtering
The filter weights for the jittered  case had to be obtained with reference to the 
ideal (unjittered) reconstruction. A procedure identical to tha t used in §6.6.1 was 
employed with the convergence criteria, being the minimisation of the mean square error, 
using the am plitude distributions in the spatial frequency domain. Unfortunately, 
convergence could not be obtained for any of the cases investigated (100% and 
200% jitter). A typical result, in the form of the mean square error against Rns? 
is presented in Fig. 6.22. This result is perhaps not so surprising, if one looks at 
Figs. 6.18 and 6.19. These indicate minimal effect of jitte r on the reconstructions. 
It would appear tha t certainly for the case considered, exclusion of evanescent wave 
components from the reconstruction not only prevents the solution from “blowing 
up” but also reduces the effects of jitte r substantially.
6.6 .3  S u m m ary
The effects of non-uniform sampling (probe positional jitter) on source reconstruc­
tion have been investigated for a combination of transducer radius and frequency 
which was close to that encountered typically in the measurements reported in 
chapter 5. For the case when evanescent waves are included in the reconstruction, 
probe positional jitte r substantially degrades the reconstructed source normal veloc­
ity and pressure distributions, for maximum values of positional uncertainty which 
are approximate!}' half the spatial sampling interval (A/4, 0.1875mm) or more (jitter
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Figure 6.16: Cross-sections through the centres of the simulated pressure amplitude
(lhs) and phase (rhs) distributions at z=5mm, parallel to the x (a and b) and y ( c
and d) axes, with “jitter” values of 0% and 200%.
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Figure 6.17: The modulus of the spatial Fourier transform of the simulated pressure 
data at z=5mm: cross-sections through the centre, parallel to the fx (a ) and
fy (i b  ) axes, with “jitte r” values of 0% and 200%.
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Figure 6.18: Cross-sections through the centres of the source normal velocity am ­
plitude (lhs) and phase (rhs) distributions, reconstructed from simulated pressure 
data at z=5mm: parallel to the x (a  and b) and y (c and d) axes, with “ji tte r” 
values of 0% and 200%.
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Figure 6.19: Cross-sections through the centres of the source pressure am plitude 
(lhs) and phase (rhs) distributions, reconstucted from simulated pressure data  at 
z=5mm: parallel to the x (a and b) and y (c and d) axes, with “jitte r” values of 
0% and 200%.
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Figure 6.20: The modulus of the spatial Fourier transform  of the reconstructed 
source normal velocity distributions, with evanescent wave components excluded: 
cross-sections through the centre, parallel to the fx ( a )  and fy ( b )  axes, with “jit te r” 
values of 0% and 200%.
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Figure 6.21: The modulus of the spatial Fourier transform  of the reconstructed 
source pressure distributions, with evanescent waves excluded: cross-sections
through the centre, parallel to the fx (a) and fy (b) axes, with “jitte r” values of 
0% and 200%.
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Figure 6.22: The mean square error of the source normal velocity am plitude as a 
function of R n s  ( A R n s  =  0.005), for the case of 200% jitte r.
>  50%). The reconstruction can be improved by the exclusion of evanescent wave 
components. An approach employing the sub-optimal W iener filter was also inves­
tigated, using quantitative criteria as a means of convergence. An improvement in 
reconstructions was observed but there was an additional “rounding” (smoothing) 
of the reconstructed distributions. Overall, the performance of the filter proved to 
be inferior to the simple operation of excluding the evanescent wave components. 
This is in contrast to  earlier work reported (Bangash & Blakey 1993), in which a 
Wiener filter was employed based on purely qualitative criteria. The reconstructions 
appeared to be significantly improved using the earlier approach. It should be re­
membered, however, th a t the simulations reported in the earlier work were of lower 
accuracy than the ones reported here, because of the sampling regimes used and the 
method of simulation (based on the Fourier optical forward propagation routine).
For the case when evanescent waves are excluded, jitte r does not affect the  recon­
struction significantly even upto values of maximum positional uncertainty which 
are equal to the spatial sampling interval used (A/4). There is, however, some 
degradation in fine spatial detail. The relative severity of the degradation in recon­
struction quality is reduced in comparison with the inclusion of evanescent waves. 
This suggests the possibility of calculating a measurement plane distance, using the
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simulation approach described in this section, a t which measurements should be 
made for optimal accuracy of reconstruction, in the presence of positional jitte r. 
Such calculations would need to be performed for every given combination of source 
radius and frequency.
6.7  T h e effect o f  acou stic  m isa lign m en t
The theory of angular spectrum  forward and backward projection employed here 
assumes parallel initial and final planes. In practice, this may not be achieved 
exactly. To investigate this problem, the effect of a tilt in the source plane on the 
measured field was simulated using the Huygens’ routine. The calculation relies 
on knowledge of the geometry of the source. If the source size and the angles at 
which it is tilted  to the vertical and the horizontal are known, then the distance 
from each point on the source to each point on the simulated measurement plane 
can be calculated (see Fig. 3.3). This approach was followed for a circular plane 
piston source of radius 5mm operating at 2MHz. The modified code allows us to tilt 
the source independently in two orthogonal planes (the vertical and the horizontal). 
The angles of tilt, with respect to the x-z plane and the y-z plane, are denoted by 
9X and 9y, respectively.
Pseudo-3D plots of the simulated aligned and misaligned (9X =  2° and 9y =  2°) 
pressure distributions at z=15mm are displayed in Fig. 6.23, whilst the pressure 
distributions. a t z=40mm are displayed in Fig. 6.24. These distances provide a 
comparison of the relative severity of the effect in the near field and the far field 
(a2/A «33m m ). It seems tha t the effect on am plitude is less severe than  th a t on 
phase, for both measurement planes. In addition, the apparent angle a t which the 
phase distributions are tilted appears to be the same for both measurement planes. 
The phase would therefore appear to be a more sensitive indicator of misalignment 
than the amplitude.
In the far field, a clear shift of the centre of the phase and the centre of the 
amplitude distributions can be seen. These two centres are themselves separated. 
If one assumes tha t the “centre” of the amplitude distribution (i.e. the peak) is 
where the acoustic axis lies, then a simple calculation based on the distance from 
the measurement aperture centre to the amplitude peak and the mean separation
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of the source and receiver could yield the angle at which the source is tilted. It was 
found th a t this was indeed the case.
Finally, reconstructions of the source, using aligned and misaligned pressure data, 
at z=5m m  (generated for the same conditions as the previous two planes) are shown 
in Fig. 6.25. The reconstructions were obtained by zero padding to 256x256, and 
by setting a threshold of <  10% of peak am plitude, for truncation of phase to zero 
(for clarity). The reconstruction is good despite the misalignment and, significantly, 
the source amplitude is centred in the reconstruction plane. The tilt in the  source 
can be clearly seen in the phase of the reconstructed profile in Fig. 6.25d.
It appears th a t sources may be reconstructed accurately, from near field mea­
surements, despite misalignment. The tilt in the source will, however, show up in the 
reconstructed phase distributions. Another general observation tha t can be made 
is tha t the misalignment of a source shows up strongly in the phase distributions 
but has a smaller effect on the am plitude distributions. This tends to support ear­
lier work (Aindow, Markiewicz & Chivers 1985), where it was reported th a t phase 
is very sensitive to alignment. This is seen in the data  at z=15mm as well as as 
z=40mm, for the transducer considered. This is a property th a t can be utilised, 
especially in the case of circularly symmetric fields, for alignment purposes, as was 
seen practically, in chapter 5.
6.8 S patia l sam pling
Two aspects of spatial sampling of the measurements may influence the recon­
structed distributions: the finite size of the scanned region and the spacing of 
the samples within tha t region. These factors have been discussed fully in chap­
ter 3 (§3.3), where some simulation results were also presented. It is clear th a t 
for accurate projections, the spatial sampling must be carefully selected so th a t no 
overlapping occurs in either the space or the spatial frequency domain. In practice, 
the sampling regime will depend on the specific measurement situation.
6.9 Source-to-receiver sep aration
This subject has been considered elsewhere (chapter 3, §3.3), and appears to be 
well understood. Propagation acts as a spatial frequency filter. The effect of this
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(a) (b)
Amplitude (arb. units)
m m
Amplitude (arb. units)
'S/i'X jW I
Figure 6.23: The aligned (top) and misaligned (bottom) pressure distribution at 
z=15mm, for a circular piston source of radius 5mm, operating at 2MHz. The 
dimensions of the display are 19.5m m x 19.5mm.
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(a) (b)
Amplitude (arb. units)
Amplitude (arb. units)
Figure 6.24: The aligned (top) and misaligned (bottom ) pressure distribution at 
z=40mm, for a circular piston source of radius 5mm, operating at 2MHz. The 
dimensions of the display are 19.5m m x 19.5mm.
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(a)
Amplitude (normalised)
Amplitude (normalised)
Figure 6.25: The reconstructed source normal velocity obtained from aligned (bot­
tom) and misaligned (top) pressure data at z=5mm.
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is to reduce the reconstruction quality as the source-to-receiver separation is in­
creased. This problem is related to the discussion of spatial sampling, since at a 
given source-to-receiver separation, the optimum sampling interval will depend on 
the spatial frequency content of the sound field (Reibold & Holzer 1985). The other 
consideration, which has been discussed previously in this chapter, is th a t of the in­
clusion or exclusion of evanescent waves. Reibold (1987) used numerical simulations 
to illustrate the effects of changing source-to-receiver separation, for a variety of 
wavelength-to-source-dimension ratios (A/a). It was dem onstrated th a t for A/a less 
than or equal to a quarter, evanescent waves can be neglected from the reconstruc­
tion, even if the measurement plane is close to the source (<  A). For A/a greater 
than a quarter, however, evanescent waves need to be included for high reconstruc­
tion quality. It is only possible to  detect the evanescent wave components very close 
to the sound source.
6.10 F in ite  receiver ap ertu re  and d irec tiv ity
The ideal point probe, with omnidirectional response at all frequencies and no spa­
tial averaging, cannot be achieved in practice. A m ajor problem of finite receivers 
is spatial averaging. These effects have been modelled, for planar transducers by 
Markiewicz & Chivers (1983) and Beissner (1985), and for focussed transducers by 
Chivers h  Adach (1991). It can be argued tha t probe directionality is directly re­
lated to the spatial averaging effect. The consequence of probe directionality is th a t 
the different spatial frequencies, or alternatively, the plane wave components inci­
dent on the receiver at all different angles, are responded to differently. In general,
the receiver response falls off with spatial frequency or angle of incidence.
ecj
The possibility of probe deconvolution was mention^in chapter 1. Kerns (1975) 
suggested a scattering-m atrix approach for such a procedure and Miller & Hill (1986) 
have set out the theoretical framework for probe deconvolution, using the classical 
far field directivity of an ideal hydrophone, as the deconvolution function. In a given 
experimental situation, it might be preferable to use the actual measured directivity 
pattern  of a receiver rather than one assumed using an ideal model. It is not clear 
whether a significant improvement should be expected in this case. Amongst other 
factors, this must depend on how far from ideal the behaviour of a given hydrophone
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is.
There must be some limits to the extent to which deconvolution can be effective. 
These are likely to depend on the noise levels encountered in the measurements and 
on the spatial frequency content of the sound field, at the  measurement plane. To 
obtain hard information, it would be necessary to make measurements in a variety 
of situations with both small (compared to the wavelength) and large hydrophones, 
whose directivities were also accurately known. This is a m ajor investigation tha t 
could prove to be of significance in future work.
6.11 C on clusion
A number of sources of error have been identified in this chapter. The relative effects 
of most of them  on measurements, and subsequent reconstructions have been esti­
mated, for typical measurement situations of relevance to  the present work. There 
are sufficient param eters involved, to require detailed calculations for a given mea­
surement situation. The main principles for doing this have been identified and 
appropriate procedures for simulation suggested. W ith such a set of calculations 
it would be possible to obtain firm quantitative estimates of. the errors associated 
with the determ ination of transm itting transducer behaviour from reconstruction 
by back projection of the measured data. The remainder of this thesis is concerned 
with the complimentary problem of receiver characterisation.
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C hapter 7 
T he recon stru ction  o f  th e  sp atia l 
sen sitiv ity  fu n ction  o f a  receiver
7.1 In trod u ction
The quantitative assessment of the performance of receiving transducers is an im­
portant problem in ultrasonics. Knowledge of the behaviour of receivers is essential 
because the receiver forms an integral part of any measurement system. In order 
to give an objective assessment of the accuracy of a measurement, or in order to 
achieve more accurate results by designing experiments appropriately, the effect of 
the receiver on the incident field needs to be known. For the specific case of re­
ceivers with large apertures (compared to the wavelength), the spatial sensitivity 
function or aperture function of the receiver itself is im portant. This is analogous 
to the transm itter vibration pattern. In order to determ ine the sensitivity function, 
one of three approaches may be suggested. The simplest approach is to assume 
tha t the transducer is reciprocal. By this we mean th a t the surface displacement 
distribution produced at a given excitation frequency, when in transmission mode, 
is equivalent to the surface displacement which produces an identical electrical field 
with the transducer operating in reception mode. If reciprocal behaviour can be 
assumed, then the transmission mode vibration pattern  of the transducer, which 
can be determined using the methods discussed in chapters 4 and 6, defines the 
reception mode vibration pattern.
A different approach, one with fewer assumptions, would be to determine the 
response of the transducer to a known field. The field has to be measured (or 
calculated from the known vibration pattern  of the transm itter) over a plane. This
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needs to be done with a probe which is small compared with the wavelength of the 
incident field, and possesses a well-behaved and known response. Once the field is 
known, the receiver to be characterised should be placed at the same position and 
its response measured. This would need to be done at several different positions or 
several orientations (about the longitudinal axis of the reciever) at the same position, 
so tha t a set of independent linear simultaneous equations of the form
Vn =  E A io W i>i (7.1)
could be set up and solved. Here Vn is the measured voltage, n being an index 
referring to the measurement, Ay is the incident complex disturbance at a position 
on the receiver referred to by the array indices i and j ,  and W y  is the complex 
weighting factor at th a t position. The W y  are the unknowns and, collectively, form 
the spatial sensitivity function. Since we would need as many equations as there are 
unknowns, the number of measurements would depend on the required resolution. 
The problem with the practical implementation of this approach is th a t it would 
entail a heavy measurement and com putational effort. Until recently, an added 
practical difficulty would have been th a t of obtaining adequate knowledge of the 
irradiating field. The work done on source characterisation in the previous sections 
is therefore critical to the solution of this particular problem.
In this section, we suggest a new and potentially simpler approach, which is based 
on the possibility of inverting directivity data to obtain the sensitivity function 
of the receiver. It is known th a t in an analogous way to  the directivity function 
of a source being the Fourier transform  of its aperture function (Brigham 1993), 
the sensitivity function of a receiver is the inverse Fourier transform  of its two 
dimensional directivity pattern. Using this basic premise, a theoretical framework 
for the inversion is developed in §7.2, and a possible practical framework to realise 
it, together with the potential problems, is discussed in §7.3.
7.2 T h eoretica l fram ew ork
Goodman (1968) states tha t if a disturbance U(x, y), incident on a diffracting aper­
ture E in an infinite opaque screen, with a transm ittance function t(x , y), has a Y\ 
angular spectrum  Ai(kx,k y), then the angular spectrum  of the transm itted  distur-
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bance is given by
At(kx,k y) =  A;(kx,k y) * T (k x,k y), (7.2)
by the convolution theorem, where T(kx,k y) is the Fourier transform of the trans­
m ittance function. For the special case of a single, unit am plitude, plane wave at 
normal incidence,
At (kx, ky) =  *(kx, ky) * T(kx, ky) =  T(kx, ky). (7.3)
This needs to be developed further. An analysis along the lines developed by Jayet, 
Baboux, Lethiecq Sz Perdrix (1989) will be presented. However, they assumed tha t 
a disturbance incident normally on the receiver (see Fig. 7.1) will generate a sig­
nal (voltage) proportional to the weighted average of the normal particle velocity 
over the length of the receiver. The following analysis makes the more conven­
tional assumption (Chivers 1991) th a t the voltage is proportional to the integral 
of the complex acoustic pressure over the surface. For clarity, the one dimensional 
case will be considered first. Assume a receiver has a spatial sensitivity function, 
S(x) (equivalent to the transm ittance function t(x , y)), and length d. The voltage 
generated at the receiver by an incident disturbance may be expressed as:
V =  f  P (x) • S(x)dx, (7.4)
J  d
where P(x) is the pressure incident on the surface of the transducer. At oblique 
incidence (see Fig. 7.1), the measured signal may be rew ritten as:
V(0X) =  /  P (x)e-jk5* • S(x)dx, (7.5)
J  d
where k is the wavenumber of the disturbance and 6X =  xsin#x is the extra distance 
travelled by the point P on a wavefront which is centred at the point 0  on the 
receiver. We do not assume here th a t the receiver response is longitudinal only 
(unlike the assumption by Jayet et al. (1989)). Expanding and rearranging Eqn. 
7.5, and by replacing the limit d with oo, we obtain
V(tf„) =  I "  P(x) • S(x)e-i2’ ^ d x ,  (7.6)
J — OO
which is analogous to a Fourier transform. Here A is the wavelength. The factor 
sin&c/A may be regarded as the spatial frequency, fx of the  distribution (Brigham
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Figure 7.1: A schematic illustration of the interaction of a wave with a receiver: a) 
normal incidence, b) oblique incidence
1993). Furthermore, we can invert this equation to obtain the quantity [P(x) • S(x)], 
thus
/OO V(0X) • ejk5xd(sin6>x/A). (7.7)
- o o
In the special case of a unit am plitude plane wave, this becomes
S(x) =
J—7T
(7.8)
where the further assumption has been made th a t the integral only exists over the 
range —7r to +7r (this is the range over which directivity is defined). The formulation 
presented here may be generalised to  two dimensions giving
S(x,y) = f  V(9x,9y) - ^ s^ M i xd{y,J— 7T (7.9)
where
(7.10)
fx =  sin0x/A 
fy =  sin0y/A
are the spatial frequencies and V{0x,0y) is the measured directivity profile. The 
spatial sensitivity function of a receiver may therefore be obtained, in principle, by 
calculating the inverse Fourier transform  of the two dimensional directivity function 
of the receiver. In practice, the directivity will not be known over the whole range 
of angles, because of practical difficulties, which are considered in chapter 9.
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7.3 P ra ctica l con siderations and  softw are for th e  
inversion
The first practical concern is tha t of the generation of a plane wave field, large enough 
in extent to  cover the receiver to be characterised. This problem is dealt with in 
chapter 8. This leaves the question of how to obtain the two dimensional directivity 
profile, a non-trivial problem. Two possible scanning schemes are discussed in §7.3.1. 
A detailed discussion of the data processing required, in term s of transforming the 
data from the scan geometry to the coordinate system required for the inversion, 
and the inversion itself, is given in §7.3.2.
7.3 .1  S can n in g  g eo m etry
Conceptually, the simplest scanning arrangement would be to ro ta te  the receiver,
about its central axis, in two orthogonal planes. This would follow a similar pa ttern
to a planar raster scan, where one coordinate (angle in this case) stays fixed while
the other coordinate goes through a full cycle, then the first coordinate is changed
and the process repeated and so on. The geometry of the receiver m easurement, in
particular this scan pattern , can be seen in Fig. 7. *1.. This configuration requires an
intricate design of holder which allows independent rotation in the two orthogonal
planes. In practice, this is achievable. However, the receiver needs to be suspended,
and m anipulated, in the sound field. In practice, the use of a receiver holder will
limit the extent of angular scan in one of the planes, as a result of one of the holder
arms interfering with the passage of the sound wave, as illustrated in Fig. 7 .^  ..
This need not be a  fatal flaw, because one could, in principle, repeat the scan with
the receiver ro tated about its longitudinal axis by 90® so th a t information missed
out at one orientation can be obtained at the second orientation.
Another approach to this problem is also possible. Instead of rotating the receiver
in two orthogonal planes, the receiver could be rotated in one plane (the x-z plane,
say), about an axis going through the centre of its front surface and parallel to it, at
*a number of orientations about its longitudinal axis. This is simply an extension of
the procedure suggested, for avoiding the loss of information at larger angles, in the
previous paragraph. This is a simpler procedure from the practical point of view,
but there are two disadvantages associated with it:
*  S e e  , "7‘ 3
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VFigure 7.2: The geometry of the the two-dimensional directivity measurement of a 
receiver. The angles 0X and 6y are the coordinates of the scan. The dotted lines go 
through the centre of the receiver and parallel to  its front surface, while the dashed 
lines denote the Cartesian coordinate system used in the tank.
RECEIVER FACE
Figure 7.3: Alternative configuration of directivity measurement, involving rotation 
of the receiver about a point a t the center of its front surface, in the x -z  plane, 
coupled with rotation of the receiver about its longitudinal axis (denoted by the 
angle <f>).
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I N C I D E N T  P L A N E  W A V E
V E R T I C A L  P O S T
H O L D E R
R E C E I V E R
Figure 7.4: A schematic plan view of the receiver/receiver holder illustrating a 
potential practical problem with the measurement of the two-dimensional directivity: 
the incident Wave impinges on the arm  of the holder before it reaches the receiver 
face, which is directly under the vertical post (shaded). See also Fig. 9.2.
1. it yields a set of “radial” directivity profiles, which are to  be m apped 
onto a rectangular grid in a Cartesian coordinate system. The consequent 
extra processing will introduce errors at an early stage in the analysis of 
the data, in addition to increasing the computing burden,
2. the accuracy of the interpolated values, on the rectangular grid, will fall 
with increasing radial distance.
The former scan type was used for the measurements reported in chapter 9, because 
of the extra processing involved in the latter approach. It should be noted th a t even 
with the scan pattern  which involves independent rotation of the receiver about two 
orthogonal axes, the data has to be mapped from the angular coordinate system 
onto the spatial frequency coordinate system, which will require some processing.
7 .3 .2  In terp o la tio n , tra n sfo rm a tio n  and  in v e r s io n -d a ta  p ro ­
cessin g
Once the directivity data  is obtained, several stages of processing are needed. Firstly, 
the angles at which the measurement were taken have to  be converted to  spatial
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frequencies, according to Eqn. 7.10. This procedure yields data  on an irregular 
grid, the spatial frequency sampling interval changing with angle according to sin0. 
Some form of interpolation is then required, in order to obtain data on a regular, 
rectangular, grid which is needed if we are to use a F F T  algorithm. After this 
step, the inverse Fourier transform of the measured data is calculated, to yield, in 
principle, the spatial sensitivity function of the receiver.
An interpolation program, D2CUBS.C, based on a two-dimensional cubic spline 
routine (Press, Flannery, Teukolsky h  Vetterling 1988), was written, for trans­
formation of the directivity data to spatial frequency domain data. A program, 
D2SENSIT1.PAS, based on a previously used two-dimensional FF T  routine was 
written in PASCAL, for the inversion of the interpolated spatial frequency domain 
data to obtain the sensitivity function. These pjpgrams were used for reconstruction 
of the spatial sensitivity function of a polymer receiver, from measured directivity 
data. The results of the investigation are reported in chapter 9.
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C hapter 8
T h e d esign  o f a large ap ertu re  
tran sd u cer for p lane w ave  
irrad iation
The theoretical framework for receiver characterisation, which was developed in 
chapter 7, assumes plane wave irradiation. In practice, it is not possible to achieve 
a perfect plane wave because of the necessarily finite size of transm itters. However, 
a good approximation can be achieved by an appropriate choice of transducer, w ith 
a uniform axial and lateral radiated field, sufficiently large in area to encompass 
the receiver under investigation. By uniformity is meant the regularity or planarity 
of the field structure. Since a perfect plane wave is not achievable, planarity has 
to be measured against certain criteria (pre-chosen tolerances), determined by the 
requirements of the measurement situation. The problem of the choice of a suitable 
transducer for this purpose is addressed in the following sections.
8.1 R ev iew  o f  m eth od s for th e  gen era tion  o f  p la ­
nar w aveform s
The design of transducers with controlled or uniform spatial field characteristics 
has attracted  some interest in the literature. There are several different ways of 
approaching this problem. When considering these approaches, it has to  be borne 
in mind th a t for the measurement of the two dimensional directivity of a large 
receiver, both axial and lateral planarity is required. The simplest approach is to 
take a small source and work in its far field, where the pressure wavefronts approach 
a spherical geometry. The im portant param eter here is the radius of curvature of the
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(nearly) spherical wavefronts, since the greater the radius of curvature, the closer 
the wavefronts will approach planar geometry. The radius of curvature is related 
to  the distance of measurement from the source. The source will necessarily be 
finite and its size must therefore . be considered too, since the larger the source, 
the narrower is the main-lobe of its directivity function. This means th a t for a 
relatively large source (compared to  the receiver), although the phase fronts may 
approach planarity at a certain distance in the far field, the amplitude will exhibit a 
narrow peak on axis. A small source with a wide directivity main-lobe is therefore 
the preferred choice. The second problem with this approach is th a t the separation 
needed to obtain the required degree of planarity may be so large th a t errors due 
to a poor signal-to-noise ratio because of 1 /r  spreading, and phase drifts due to 
tem perature changes, may become significant.
Another approach is to employ a focussing transducer. At the acoustic focus, a 
small area of planar wavefronts will exist, which may be utilised for our purposes. 
However, although the axial pressure phase distribution at the focus will be pla­
nar, the pressure am plitude will exhibit a sharp peak. In other words, good phase 
uniformity may be obtained but a t the expense of am plitude uniformity. In addi­
tion, the planarity rapidly falls off in the axial direction, which makes this approach 
unsuitable for our purposes, for reasons outlined before.
A different approach is based on controlling the excitation across the transducer 
face. One proposed method (Kossoff 1971) employs two concentric elements chosen 
such tha t the last axial maximum in the radiated field of the inner element coincides 
with the last axial minimum of the combined transducer. In excitation, the elements 
are driven in phase, with the inner one at a higher voltage than  the outer one. 
In principle, this configuration produces a uniform lateral and, to a lesser extent, 
axial intensity over a portion of the radiated field. A 1MHz quartz transducer was 
used to investigate this design experimentally by Kossoff (1971). A thermocouple 
was used to measure a quantity proportional to  the intensity, at various positions 
of interest. A m ajor drawback of this investigation was tha t no pressure phase 
information was available. This is relevant because uniformity of phase is of, at 
least, equal importance to am plitude uniformity, in our investigation. Very good 
lateral planarity in “intensity” , particularly a t an inner to outer electrode voltage 
ratio of 3:1 was found: a 37mm diam eter source produced an intensity planarity to
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1% of the peak value over a region of diameter 5mm, at a distance of 175mm. This 
approach has the advantage th a t once the transducer has been fabricated, the size of 
the uniform field region may be controlled by varying the voltage ratio between the 
inner and outer electrodes. A m ajor disadvantage is th a t although lateral uniformity 
may be obtained over the region of interest, axial uniformity is obtained only over 
short distances which makes it unsuitable for our purposes.
An extension of this approach is to use amplitude apodisation of the aperture. 
Various apodisation functions have been proposed and investigated in the literature. 
The common aim underlying each apodisation scheme is to reduce the effects of the
sharp cutoff at the edge of the element th a t results in the interference structure
\
seen in the field of a plane piston. This is done by designing vibration profiles 
which decay gently to zero, or nearly zero, at the transducer edge. The most com­
mon apodisation functions considered in the literature are Gaussian, bu t a variety 
of others, including logarithmic, linear taper and Bessel functions have also been 
considered (Hutchins &; Hayward 1990, Clarke 1995), for both planar and focussing 
transducers. Von Haselberg & Krautkram er (1959) investigated the behaviour of a 
Gaussian radiator with practical examples, using a transducer with an eight pointed 
electrode. They showed th a t such a transducer exhibited a pressure distribution 
which was essentially free of any spatial oscillations, both axially and laterally. A 
rigorous theoretical evaluation of the field radiated by a focussing transducer w ith a 
Gaussian surface velocity distribution was made by Filipczynski Sz Etienne (1973). 
Expressions for the lateral and axial pressure and particle velocity profiles were de­
rived. In the limiting case of the radius of curvature approaching infinity, these 
expressions can be used to evaluate the field radiated by a plane Gaussian radiator. 
A similar conclusion to th a t of Von Haselberg Sz K rautkram er (1959) was arrived at 
by the authors, namely th a t the Gaussian radiator exhibits none of the pronounced 
interference phenomena seen in the field of a plane piston.
Szabo (1975) states tha t Gaussian shading provides the best field in term s of 
uniformity, from a choice of rectangular (plane piston), Gaussian, truncated  Gaus­
sian, truncated cosine and truncated sin(x)/x  shading. He expressed the radiated 
field in terms of the inverse spatial Fourier transform  of the source distribution (the 
Fresnel integral). The ideal case of a Gaussian shading was compared w ith the 
actual case of a truncated Gaussian, for different degrees of truncation (in other
169
— a „
(a )
■6a .  a
-12
--- i
«> a-
dB-12-
ra
6 8 10
(b)
Figure 8.1: (a) The eight-pointed rosette shaped electrode for Gaussian apodisation; 
(b) axial and lateral measured sound field of a  2MHz quartz transducer with the 
electrode design in (a), radiating into water (after von Haselberg and K rautkram er 
1959).
words for different values of the param eter Ro in Eqn. 8.1. It was shown th a t in­
creasing truncation produced a field increasingly similar to  tha t radiated by a plane 
piston because of the increasing contribution from the edge waves. The phase of the 
radiated field was not calculated in any of these cases and no experimental verifica­
tion of the results was available. Hutchins Sz Hayward (1990) compared logarithmic 
and Gaussian apodisations. Theoretically, corresponding Gaussian and logarithmic 
apodisations were shown to exhibit very similar qualitative characteristics in term s 
of the radiated pressure amplitude, w ith the former being slightly better behaved. 
The latter was recommended by the authors for ease of m anufacture, however.
Two main conclusions may be drawn from the  preceding discussion:
(a) sources with some form of apodisation, for example Gaussian, could in princi­
ple, provide very regular pressure fields w ith gradual axial and lateral variation, 
provided tha t the m anufacturing process produces a close approximation to  
the required apodisation,
(b) there is a gap in the literature as far as theoretical predictions and experimental 
measurements of the phase distributions in the fields radiated by different 
tapered sources are concerned.
170
The Fourier transform  properties of a Gaussian function suggest th a t, at least in 
principle, such a shading will provide the most uniform response (although in prac­
tice, the uniformity will be affected by truncation, introduced by the necessarily 
finite size of transducers). This is corroborated by the theoretical and experimen­
tal investigations referred to previously. In addition, several schemes have been 
proposed for the relatively easy design and m anufacture of suitable electrodes for 
Gaussian apodisation (see §8.3), which makes it an attractive choice w ith regard to 
practical considerations as well. In order to overcome the deficiency in (b) above, it 
was necessary to model some proposed designs numerically.
8.2 T he p red icted  resp on se  o f  various tran sd u cer  
designs - a th eo retica l com parison
From plane piston theory, it is known th a t the larger the size of the element is (the 
radius being the characteristic dimension), the greater the geometrically uniform (or 
planar) area in the far field becomes (Kinsler, Frey, Coppens Sz Sanders 1982). The 
disadvantage.is tha t the bigger the source, the greater the distance from the source 
at which the planar area occurs, increasing as a 2, where a  is the piston radius. 
If a shaded source is chosen, a similar relation between radius and size of planar 
area may be expected. For this reason, it was decided th a t the field radiated by a 
large area transducer would be investigated theoretically and compared w ith other 
approaches. For this exercise, the truncation of the Gaussian apodisation function 
needed to be considered, since the spatial characteristics of the radiated field are 
sensitive to truncation (Szabo 1975). For a fixed size of source, the truncation 
depends on Ro/a, where the param eter Ro is obtained from the expression
w(R) =  e- (R/R°>2 (8.1)
R  being the radial coordinate. Once a suitable truncated Gaussian apodisation 
function is chosen, it is reasonable to pose the question: can a larger uniform field 
area be obtained by using a Gaussian radiator than  by using a small plane piston 
radiator and working in its far field, and what are the implications for the signal- 
to-noise ratio in each case? To answer these questions, the previously described 
Huygens software (§3.3.1) was used to simulate the pressure distributions for the
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different cases considered. The results of this exercise are detailed in the following 
sections.
8 .2 .1  T h e  ch o ice  o f  Ro
The choice of Ro had to be based on three critera. Firstly, the chosen radiator had 
to give the largest volume of uniform field. Secondly, the suitable planar field region 
had to  occur as close as possible to  the source in order to  reduce any possible errors 
due to  phase drifts during an experiment. Thirdly, the signal level had to  be as high 
as possible in order to  give a good signal-to-noise ratio for the  measurements. These 
three criteria are interdependent and a suitable compromise has to be achieved in 
practice.
Two formats were adopted for the comparison of the  various Gaussian profiles 
-  a comparison of radial data, and a comparison of areas of uniformity (satisfying 
fixed criteria) around a number of axial positions. In order to choose appropriate 
axial positions for the comparisons, the axial field distributions (am plitude and 
relative phase) were calculated first, for the cases R o/a from 0.1 to 0.9, in steps of 
0.1. These are illustrated in Fig. 8.2, for a 2MHz, 25.125mm radius transducer, 
which was close to  the size of the device used experimentally — see §8.4. There 
are clearly identifiable points on-axis, a t which pressure am plitude or phase m axima 
and minima occur. Axial variation in the relevant param eter is at a  minimum at 
these points. Several of these, exhibiting minimum am plitude or minimum phase 
axial variations, were chosen for the simulation study.
Radial profile comparison
Radial data, both amplitude and phase, radiated by the truncated  Gaussian sources, 
were generated and compared at different axial distances (see Table 8.1). The am­
plitude data was normalised to  the value of the last am plitude axial maximum of 
a plane piston radiator with the same radius as the  Gaussian radiator. As for the 
phase data, the relative phase of the contribution from each Huygens’ source on 
the radiator surface was calculated relative to the  axis first and then the resultant 
complex contribution added to all the other contributions. There was no additional 
normalisation. The results are illustrated in Figs. 8.3-8.9.
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Figure 8.2: The axial pressure amplitude (top) and phase (bottom) response of a
planar transducer with radius=25.125mm, for various truncated Gaussian surface
vibration profiles.
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z [mm Reason for choice
150
192
230
280
«421
«621
«842
Axial phase minimum 
Axial phase maximum 
Axial phase minimum 
Axial am plitude maximum 
Last axial minimum for a plane piston source 
Half-way between last axial minimum and maximum 
Last axial maximum for a plane piston source
Table 8.1: The axial distances chosen for the numerical study of the fields radiated 
by different truncated Gaussian sources of radius 25.125mm, operating at 2MHz.
fya=0.1
Radial d is tan ce  (r/a) Radial d is tan ce  (r/a)
Figure 8.3: The radial pressure amplitude (a) and phase (b) distribution at
z=150mm for a Gaussian source with different degrees of truncation and a circular
piston source, both with radius, a=25.125mm: i?o/a=0.1-0.9.
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Figure 8.4: The radial pressure amplitude (a) and phase (b) distribution at 
z=192mm for a Gaussian source w ith different degrees of truncation and a circular 
piston source, both with radius, a=25.125mm: R q / s l = 0 .  1-0.9.
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Figure 8.5: The radial pressure amplitude (a) and phase (b) distribution at
z=230mm for a Gaussian source with different degrees of truncation and a circular
piston source, both with radius, a=25.125mm: Rq/ sl=0. 1-0.9.
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Figure 8.6: The radial pressure amplitude (a) and phase (b) distribution at
z=280mm for a Gaussian source with different degrees of truncation and a circular 
piston source, both with radius, a=25.125mm: jRo/a=0.1-0.9.
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Figure 8.7: The radial pressure amplitude (a) and phase (b) distribution at
z«421mm for a Gaussian source with different degrees of truncation and a circular
piston source, both with radius, a=25.125mm: i?o/a=0.1-0.9.
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Figure 8.8: The radial pressure am plitude (a) and phase (b) distribution at
z~621mm for a Gaussian source with different degrees of truncation and a circular 
piston source, both with radius, a=25.125mm: Ro/a.=0.1-0.9.
(a)
1.0
0.8
0.6
0.4
0.2
0.0
1.00.80.4 0.60.0 0.2
-  Fya=0.2
—  FL/a=0.3
ofUa=0.
«— o R7a=0.i
—  fya=0.(
—  fya=0.'
—  nji=rr
Radial d is tan ce  (r/a)
0.4 0.6
Radial d is tan ce  (r/a)
Figure 8.9: The radial pressure amplitude (a) and phase (b) distribution at
z«842mm for a Gaussian source with different degrees of truncation and a circular
piston source, both with radius, a=25.125mm: Rq/ a.=0.1-0.9.
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Uniform  area comparison
The various cases were also compared by shading the area which satisfied the fixed 
criteria for uniformity, around the same axial positions. W hat this-entailed in prac­
tice was that:
(a) in the case of the amplitude, a percentage change from the on-axis am plitude 
was fixed as the criterion for uniformity;
(b) in the case of the phase, an absolute value in terms of degrees was fixed as the 
criterion for uniformity.
Two regimes were chosen: one with 1% for (a) and ±2° for (b), and one with 5% for 
(a) and ±4° for (b). These figures were chosen based on reproducibilities which have 
been estim ated from measurements. Points in the calculated pressure profiles around 
the chosen on-axis positions, which satisfied these criteria, were determined and the 
areas covered by them  were shaded in, on cross-sectional x — z  plots representing 
the area of interest. These provided a graphical view of the likely extent of areas 
of uniformity, both axially and laterally, around the chosen measurement positions. 
The results of this exercise at an initial axial position of 2=421mm, for the two sets 
of criteria, are presented graphically in Figs. 8.10 and 8.11. This is the position, at 
which the best uniformity, both in amplitude and phase, was seen.
Conclusion
From these results, it may be concluded th a t the special case of R o/a =  0.6 should, in 
theory, provide an extremely uniform field between approximately 30cm and 45cm. 
Although this is a relatively large separation, we can relax the constraints placed 
initially on maximum distances because:
(1) the measurements themselves will not last very long (estim ated at an hour a t 
most) and therefore tem perature related phase drifts can be expected to  be 
small,
(2) the predicted signal level in this case is approximately half the expected value 
at the last axial maximum of a plane piston source, and approximately identical 
to the expected plane piston amplitude at this position, so tha t low signal levels 
should not be a problem.
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Figure 8.10: Illustration of the field uniformity around z«421mm, in the field 
of 2MHz, 25.125mm radius, truncated Gaussian sources; (a) R o /a  =  0.4, (b) 
R o /a  =  0.5 and (c) R o /a  =  0.6 (1% maximum permissable change in am plitude; 
±2° maximum permissable change in phase).
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Figure 8.11: Illustration of the field uniformity around z«421m m , in the field 
of 2MHz, 25.125mm radius, truncated Gaussian sources; (a) R o/a  =  0.4, (b) 
R o/a =  0.5 and (c) R o/a =  0.6 (5% maximum permissable change in amplitude; 
±4° maximum permissable change in phase).
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Figure 8.12: The radial pressure amplitude (a) and phase (b) distribution at 
z=150mm, for a Gaussian source with R o/a =  0.6, and circular piston sources 
with different, smaller, radii.
8 .2 .2  C om p arison  o f  p lan e p is to n  and G a u ssian  rad ia tors
To answer the question posed at the s tart of §8.2, concerning the relative m erits of 
using a small piston source and a truncated Gaussian source, the lateral pressure 
distribution of the Gaussian radiator with R o/a =  0.6 was compared w ith th a t of 
several plane piston radiators with smaller radii than th e  Gaussian radiator. This 
was done at the same positions as before (see Table 8.1). The results are illustrated 
in Figs. 8.12-8.18, where the amplitude has again been normalised to  the  value of 
the last axial maximum for a plane piston. These simulation results suggest th a t, at 
least from a theoretical point of view, there is no benefit in  using a piston radiator 
instead of a radiator with a Gaussian vibration pattern  (R o /a  =  0.6), at most of the 
distances considered. In fact, a definite disadvantage is th e  lower signal levels to  be 
expected for the piston sources where they do exhibit slightly better uniformity at 
some of the positions investigated.
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Figure 8.13: The radial pressure am plitude (a) and phase (b) distribution at 
z=192mm, for a Gaussian source w ith R o/a =  0.6, and circular piston sources 
with different, smaller, radii.
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Figure 8.14: The radial pressure amplitude (a) and phase (b) distribution at
z=230mm, for a Gaussian source with Ro/a =  0.6, and circular piston sources
with different, smaller, radii.
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Figure 8.15: The radial pressure amplitude (a) and phase (b) distribution at 
z=280mm, for a Gaussian source with R o/a =  0.6, and circular piston sources 
with different, smaller, radii.
(a) (b)
1.0
0.8
0.6
0.4
0.2
0.0
—  Gaussian: fya=0.6, a ^ S .^ S m m  
— -  Piston: a=12.5mm
—  Piston: a=10mm
—  Piston: a=7.5mm 
o— o Piston: a=5mm
0.2 0.4 0.6 0.8
Radial distance (r/aG)
—  Gaussian: R/a=0.6, a,; 25.125mm 
- - -  Piston:a=12.5mm
—  Piston: a=10mmS 350
o 200
1.00.0 0.2 0.4 0.6 0.8
Radial distance (r /a j
Figure 8.16:. The radial pressure amplitude (a) and phase (b) distribution at
z«421mm, for a Gaussian source with Ro/a =  0.6, and circular piston sources
with different, smaller, radii.
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Figure 8.17: The radial pressure am plitude (a) and phase (b) distribution at 
z«631mm, for a Gaussian source with R o/a =  0.6, and circular piston sources 
with different, smaller, radii.
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Figure 8.18: The radial pressure amplitude (a) and phase (b) distribution at
z«842mm, for a Gaussian source with Ro/a =  0.6, and circular piston sources
with different, smaller, radii.
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8.3 Transducer d esign
8.3 .1  R ev ie w  o f  p o ss ib le  d esign s for G au ssian  a p o d isa tio n
Several designs have been proposed for achieving Gaussian apodisation. All of them  
aim to approximate a Gaussian electric field across the transducer by appropriate 
electrode design. This assumes th a t the transduction process itself is linear or, 
equivalently, th a t the transducer is operated in a linear regime such th a t the sur­
face displacement produced is proportional to the electric field. One of the earliest 
designs is th a t referred to  by Von Haselberg &; Krautkram er (1959). This is basi­
cally an eight-pointed, rosette shaped back electrode covering a surface area which 
varies radially as a Gaussian function. In principle, the electrode does not have to 
be eight-pointed — it could be sixteen-pointed or four-pointed, for example. The 
greater the number of arms in the design, the more uniformly Gaussian should be 
the average electric field distribution over the surface, and therefore the closer the 
vibration pattern  would be to a Gaussian. The complexity of the design and the 
difficulty of manufacture will also increase, however. The eight arms give a good 
compromise between simplicity and uniformity of distribution of the electric field 
produced by the electrode. This design was successfuly employed with a focussing 
transducer (Filipczynski & Etienne 1973) where theoretical predictions were com­
pared with am plitude measurements of the sound field. The actual field radiated by 
a Gaussian transducer with R o/a =  0.5 was compared w ith theoretical predictions. 
The electrode was constructed according to the rosette design and the transducer 
itself was plane but with an acoustic lens in front of it. The field was visualised by a 
Schlieren technique and good qualitative agreement was seen between the observed 
field and the predicted intensity profiles. Of course, with the method used, no phase 
information was available at all so th a t even a qualitative evaluation of the phase 
fronts was not possible.
Similar “asteroidal” electrodes have been utilised successfully for Fermi-Dirac 
shape apodisation (Harrison Sz Balcer-Kubiczek 1986). The Fermi-Dirac function is 
given by
VW  =  (l  +  « p ( ( R - R o ) / a o ) ) '  (8'2)
where «o is the radius of the source, R  is the radial coordinate and Ro is a similar
param eter to the one discussed for the Gaussian distribution. Good agreement be­
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tween the theoretically predicted and experimentally determined pressure am plitude 
was observed for PMN (lead metaniobate) transducers bu t not PZT-4 transducers, 
in this study. This approach has the obvious advantage of simplicity, both in the 
design and the manufacture of the electrode, as a single mask may be used to  deposit 
an electrode on the back surface of the piezoelectric element.
A different and simpler approach, for obtaining Gaussian apodisation, was pro­
posed by M artin Sz Breazeale (1971), where a back electrode with a smaller radius 
than  th a t of the front electrode was used. This results in a  radially varying electric 
field which may be tailored, by appropriate choice of radii and element thickness, 
to follow a Gaussian apodisation closely. However, the approach adopted seems to 
be an empirical one and there is no control over the param eter Ro except on the 
basis of trial and error. In fact the inadequacy of the design was pointed out by 
Noorbehesht (1981) who showed theoretically th a t the shape of field produced by 
such a radiator is due to the low pass filtering effect of the  generation process itself, 
and is in fact an approximation to the shape of the  electrode (with high frequency 
components missing) rather than a Gaussian function.
Another possible approach is to  deposit concentric ring electrodes onto the sur­
face of the transducer and to attach an impedance matching network, which acts as 
a voltage divider, to them. The impedance network is designed such th a t it gives a 
piecewise approximation to the required Gaussian function. The complexity of this 
multi-electrode design makes it unattractive as a  practical solution, even though it 
was seen to provide a good approximation to a Gaussian function in the far field of 
the source (Claus Sz Zerwekh 1983). Recently, McGehee Sz Jaffe (1995) have sug­
gested a numerical approach for obtaining the optimum, in  the mean square error 
sense, excitation levels for each element of such an electrode.
Hutchins & Hayward (1990) describe another m ethod for the m anufacture of 
Gaussian radiators. This utilises a partially electroded back surface (central), with 
a nichrome resistive taper going out to the edge, which has a thickness tailored to 
give the required excitation function. For example, the thickness function for the 
resistive taper required for Gaussian apodisation is given as
p 2  [R-R1]2/2Rg]
L(R) = 2^ R ( R - Ri)RT’ ( 8 ' 3 )
where L is the thickness function, a  the electrical conductivity, Ro the standard
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deviation of the distribution (as before), Rt the to ta l resistance of the nichrome 
annulus, Ri the radius of the inner electrode and R  the radial coordinate.
R i  <  R  <  R 2 , ' ( 8 . 4 )
where R 2 is the outer radius of the transducer. To manufacture such a resistive 
taper, the authors suggest step by step evaporation of nichrome layers onto the back 
surface, using annular masks of different sizes in order to  achieve an approximation 
to the desired thickness profile. A central electrode may then .be evaporated over 
the nichrome layer. This design was employed to  make several transducers with 
different apodisation functions, including Gaussian and logarithmic. Unfortunately, 
the manufacturing process as suggested, results in a discrete number of levels of 
taper thickness approximating the given thickness function. This introduces some 
interference structure into the radiated fields. Also, it is clear tha t great precision 
in positioning and layer thickness is required during the manufacturing process, as 
different sized masks have to be used (aligned) at the various stages and several, 
very thin, nichrome layers have to be deposited on the transducer.
8 .3 .2  F in a l d esig n  o f  e le c tr o d e  for G au ssian  rad iator
The asteroidal or rosette shape single electrode design was adopted for the present 
work because of its simplicity and ease of design and manufacture. A computer 
program, GAUSSELEC2.C, was w ritten (in C) to calculate the coordinates of the 
boundary of the electrode. The algorithm used relies on modelling the to tal surface 
area covered by the electrode as varying radially according to a Gaussian function. 
This yields an expression for the arclength as a function of radius, A (r), for a single 
electrode arm of:
A ( r )  =  | e - r2 /iJ o . ( 8 . 5 )
The value of the ratio R o/a can be easily altered by the operator, within the code. 
The code was used to generate the points (in a Cartesian coordinate system) which 
make up the electrode boundary. These were plotted and by appropriate scaling from 
within the graphics package used (GNUPLOT), full scale images of the electrode 
were produced on paper. These were subsequently used by the m anufacturer1 to
1SI Transducer Manufacturing Services, Wiltshire
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construct masks for the gold (‘live’) electrode which was evaporated onto the back 
of a PZT crystal. The choice of a, the radius of the transducer, was influenced by 
three factors:
(a) the transducer had to  be as large as possible bearing in mind the discussion 
in §8.2,
(b) the size of the element had to be such th a t the radiated beam  was small enough 
to be scanned using an appropriate spatial sampling interval a t the frequency 
of operation (see chapter 4),
The choice of the frequency of operation and the size of the element were very much 
interdependent, following point (b) above. The element diam eter chosen was 50mm, 
whilst the housing diam eter was 59.5mm. The transducer was lightly damped and 
no matching layer was used so th a t its vibration pattern  was relatively unaffected 
by external factors. The nominal resonance frequency of the transducer was 2MHz.
8.4  C h aracterisa tion  o f  th e  G aussian  tran sd u cer
A set of experiments was conducted in order to  determine the actual pressure field 
radiated by the Gaussian transducer, and thus its vibration pattern . The large 
size of the transducer m eant th a t source reconstuction using the normal sampling 
interval of <  A/2 could not be realised, as this would result in a very long scan 
time, with the possibility of large phase drifts. Furthermore, it would require more 
file space than  was available. Since this was a Gaussian radiator, however, the 
interference structure associated w ith a plane piston was not expected. Also, the  
surface vibration pattern  itself was likely to be fairly uniform, if the design had been 
successful. Therefore sampling constraints could be relaxed somewhat. However, to  
check th a t this was the case, a series of line scans were in itiated first. The details 
of the experiments are given below.
8.4 .1  P ro ced u re
A similar procedure to th a t established in chapter 5 (§5.4 and §5.5) was followed. 
The transducer was aligned using a pulser-receiver and maximisation of the echo 
reflected from the back wall of the tank. This was followed by an a ttem pt to use
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the procedure of maximising the edge wave on-axis at z«5cm . This was found to 
be impractical because the edge contribution was very small (by design!). Central 
cross-sections through the radiated field were measured using a PV dF hydrophone 
(element diam eter 0.5mm). It was found th a t the  field distribution was in fact much 
more complicated than  had been envisaged, from the theoretical considerations. 
This made it difficult to utilise the symmetry of the phase distributions as the 
benchmark for assessing whether or not the source and hydrophone arrangement 
was aligned. Nevertheless, this procedure was followed, together with the criterion 
th a t the hydrophone had to remain on-axis, as it was moved longitudinally.
8 .4 .2  C ro ss-sectio n a l scan s o f  th e  fie ld  ra d ia ted  b y  th e  
G au ssian  tra n sd u cer
A series of one-dimensional cross-sectional measurements was carried out in order to 
assess the radiated field fully. These were made at z=10mm, z=15mm, z=385mm, 
and z=550mm. The first two were chosen because they allowed us to investigate 
the field close to  the transducer (planar measurements close to  the  transducer would 
be required later for source reconstruction). The la tter two distances were selected 
after forward projecting planar data from z=10m m  (see §8.4.3). In addition, a 
series of scans was carried out from z=50mm-400mm, a t 50mm intervals. In all 
cases, both x  and y measurements were made over a lateral extent of 60mm, w ith 
a sampling interval of 0.4mm. The pressure at z=10m m  can be seen in Fig. 8.19, 
where three repeat measurements are displayed superimposed, to give an idea of the 
excellent reproducibility. The measurements from z=50mm-400mm are displayed 
in Figs. 8.20 and 8.21 (measured lines parallel to  x  and y , respectively). The data  
is arranged from bottom  to top (50mm-400mm) to give a view of the evolution 
of the field radiated by the transducer. Also, the phase distributions have been 
clipped at the edges, where “wraparound” has occurred, in order not to clu tter the 
diagrams. The rest of the one-dimensional measurements are referred to  in §8.4.3, 
together with the full field measurements. It is clear th a t the field distribution 
is significantly different to the theoretical predictions in §8.2. Nevertheless, some 
planes with reasonable areas of quasi plane waves appear to  exist in the field. Further 
investigation, in terms of planar scanning and source reconstruction was therefore 
required.
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Figure 8.19: The measured pressure am plitude (lhs) and phase (rhs) a t z=10m m  in 
the field of the Gaussian transducer: lines parallel to x  (top) and y (bottom ); 1,2 
and 3 are the three measurements a t this distance.
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Figure 8.20: The evolution of the actual pressure field (am plitude and phase) of the 
Gaussian transducer in the longitudinal direction: cross-sections parallel to x are 
displayed, z=50mm-400mm (bottom  to top), a t 50mm intervals.
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Scan Plane(mm)
T 
(° C)
A
(mm)
A x  =  A y  
(mm)
Scan grid
G1 10 15.5 0.815 0.55 105 x 105
G2 300 19.9 0.823 0.40 51 x 51
G3 385 15.2 0.815 0.40 51 x 51
G4 550 15.0 0.814 0.40 51 x 51
Table 8.2: Details of the measurements carried out on the Gaussian transducer 
operating at 2MHz (a hydrophone with an element diam eter of 0.5mm was used).
8 .4 .3  Full field  m ea su rem en ts  an d  so u rce  reco n stru c tio n
The complex pressure field was measured in a plane at z=10m m  (see Fig. 8.19) for 
the purposes of source reconstruction. In addition, three more planes were identified 
(by a series of forward projection calculations) for further investigation by planar 
measurement. The parameters used are summarised in Table 8.2. The large size 
of the transducer (50mm diameter) meant th a t for reconstruction purposes, it was 
necessary to cover an area >2500mm2. At the same tim e, because the transducer was 
operating at 2MHz, ideally the sampling interval had to  be <  A/2 («0.375mm ) (see 
chapter 3). These two criterion could not be fulfilled simultaneously, because of the 
constraints on disk space and because of the tem perature drift problems mentioned 
in chapter 4. It was known from some of the simulation exercises in chapter 3, 
however, tha t the effects of truncation were potentially greater than  the effects of 
an increase in the sampling interval. Also considering th a t it seems unlikely th a t 
the transducer surface could vibrate significantly differently over an area similar to 
A2, it was decided to relax the constraints on sampling interval adopted elsewhere 
in this work. That is why a sampling interval of 0.55m was chosen for the planar 
measurement a t z=10mm. For the other measurement planes, this was not necessary, 
as the pressure distribution over a much smaller area was required.
Source reconstruction
The pressure distribution at z=10mm was back projected to the source (zero padded 
to 256x256). The reconstructed source normal velocity is displayed in Fig. 8.22 (the 
pressure distribution is not significantly different in shape). The vibration pattern  
of the transducer appears to be “petal” shaped, following the design of the electrode
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itself, rather than being Gaussian. This has obvious implications for the theoretical 
calculations performed in §8.2. It also raises questions about some of previous work 
in the literature, specifically with this type of transducer. Previous authors have 
used the same computational approach as the present author. The extent to  which 
their experimental results (which do not include phase measurements) are valid, 
must be extremely limited. The lack of knowledge of the detailed source vibration 
distributions must preclude the performing of realistic calculations of the expected 
fields. This emphasises the vital im portance of the determ ination of the actual source 
vibration distribution (as discussed in earlier chapters) for good quality experimental 
ultrasonic work.
The use of the ~  0.73A sampling interval m eant tha t it was im portant to  check 
the fidelity of the projections. This was best done by forward projecting the mea­
sured amplitude at z=10mm, to z=15mm, where cross-sectional measurements had 
also been made. The data array was zeropadded to 256x256. The measured and 
projected pressure at z=15mm are compared in Fig. 8.23. The phase distributions 
have all been set equal to  zero at the centre for the comparison. Very good agreement 
is seen for both phase and am plitude measurements. For the former, the average 
error is ±4°, over the central 20mm, in both x  and y. The am plitude exhibits a 
difference between the measured and projected da ta  of 5%, a t the peak. This result 
engenders confidence in the reconstructed source velocity distribution also.
Planar m easurem ents
The pressure measurements a t 2=300mm, 2=385mm and jz=550mm are displayed 
in Figs. 8.24-8.26. The phase distribution a t z=300mm is extremely uniform, espe­
cially in y , changing by less than 10° over the central 15mm, approximately. Unfor­
tunately, the amplitude distribution exhibits a sharp peak, changing by over 14% 
over just 5mm. At z=385mm, the order is reversed with amplitude exhibiting good 
planarity, changing by <  3% in x , and by <  5%, over the central 8mm. The phase 
changes by greater than 10° over the same distance in both directions. A good com­
promise between amplitude and phase planarity appears to be achieved at z=550mm. 
The amplitude varies by approximately 7% over the central 10mm x 10mm. The 
phase is planar to within ±5° over the same area.
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Figure 8.22: The source normal velocity am plitude (lhs) and phase (rhs) of the 
Gaussian transducer reconstructed from pressure data  measured at z=10mm. Or­
thogonal central cross-sections through the source distribution are displayed at the 
bottom.
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Figure 8.24: The measured pressure amplitude (lhs) and phase (rhs) of the Gaussian 
transducer at z=300mm. Orthogonal central cross-sections through the distribution 
(1) and one-dimensional measurements (£) are displayed a t the bottom .
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Figure 8.25: The measured pressure amplitude (lhs) and phase (rhs) of the Gaussian 
transducer at z=385mm. Orthogonal central cross-sections through the distribution 
are displayed at the bottom.
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Figure 8.26: The measured pressure amplitude (lhs) and phase (rhs) of the Gaussian 
transducer at z=550mm. Orthogonal central cross-sections through th e  distribution 
( 1) and one-dimensional measurements (2) are displayed at the bottom .
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8.5 C onclusions
As far as the  construction of a  transducer with a Gaussian vibration distribution is 
concerned, the eight-pointed electrode gave poor results, certainly for the case of a 
large PZT element. It may well be, as suggested by Harrison Sz Balcer-Kubiczek 
(1986), th a t such electrodes will produce better results when used with PMN el­
ements, perhaps because of the lower possibility of “lateral crosstalk” . Certainly, 
it would be appropriate, in any future work, to investigate the possibility of using 
different electrode designs, such as the multi-element electrodes suggested by Claus 
Sz Zerwekh (1983)
Despite the poor agreement of the measured field with theoretical calculations, 
for this type of transducer, some planes with reasonable areas of quasi plane waves 
were observed. The final choice of plane, for the receiver reconstruction exercise, was 
made on the  basis of the measurements in the last section (Figs. 8.24-8.26). The 
best combination of am plitude and phase uniformity was observed in the final plane 
measured, a t z=550mm. The measurement at z=300mm indicated a very uniform 
phase. However, the advantage of using this plane for the  receiver reconstruction, 
especially as it is a t nearly half the distance of the plane considered above (good for 
reduced phase drifts), is offset somewhat by the non-uniformity in amplitude. It was 
decided initially to use the z=550mm plane for the  receiver characterisation. The 
limits on the  planar area observed, also limited the  size of th e  receiver investigated. 
The results of the receiver characterisation are presented in  the next chapter.
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C hapter 9 
T h e exp erim en ta l 
ch aracterisation  o f a P V d F  
u ltrason ic receiver
The necessary theoretical framework for the determ ination of the spatial sensitivity 
function was developed in chapter 7, while the practical problem of plane wave irra­
diation of a receiver under test was addressed in chapter 8 and solved, w ithin certain 
constraints. In this chapter, a description of the experimental implementation and 
testing of the.m ethod on an ultrasonic receiver is given.
9.1 C h oice o f  receiver size  and  m ateria l
The overriding concern when making a choice of m aterial for the receiver to  be tested 
was the expected signal-to-noise ratio. PV dF is the best m aterial for reception 
purposes possessing an acoustic impedance closely m atched to th a t of water and a 
piezoelectric g constant larger than  any of the other materials (see Table 2.1).
A decision on the size of the receiver was based on four factors. The first one 
was simply the need for a rigorous test of the proposed algorithm. This entailed the 
use of a receiver with a significantly larger active element than  the typical PV dF 
hydrophones in use. The second consideration was a restriction on the receiver 
size necessitated by the limit on the size of the available “plane wave” irradiation 
area. The th ird  factor was the directivity. The receiver becomes more directional 
with increasing radius. This would lead to low signal levels at larger angles placing a 
limit on the measurable angular range. At the same time, one would expect th a t the 
smaller the element was, the poorer the signal-to-noise ratio would be. Related to
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these constraints was the demand for finer angular sampling with higher directivity.
A 10mm diameter, lightly backed, PV dF receiver was selected as this was consid­
ered to satisfy a reasonable choice of comprises between all the factors considered. 
The receiver was suitable for use a t the frequency of interest, 2MHz (see chapter 8), 
having been designed for operation in the 1.5MHz to 10MHz range.
9.2 T h e d irec tiv ity  m easu rem en t sy stem
9 .2 .1  A p p a ra tu s and  co n tro l so ftw are
This was based on the apparatus used for the planar scanning (see chapter 5). The 
main difference was the use of a different stepper motor and gantry combination for 
holding and rotating the receiver. The apparatus is illustrated in Fig. 9.1. This 
piece of apparatus was originally part of another dedicated directivity measurement 
tank (Filmore 1986). It was used here with the planar scanning tank because of the 
large distances at which measurements needed to be made, in the light of the results 
of the Gaussian transducer characterisation exercise (chapter 8).
The coordinate system used is as illustrated in Fig. 7. 2  . The holder designed 
for rotating the receiver about its central axis is illustrated in Fig. 9.2. Rotation 
in the x -z  plane is achieved manually. A protractor attached to the holder allows 
angular adjustments to  be made with a precision of 1°. In the y -z  plane, rotation 
is achieved with the stepper motor assembly mounted above the tank, which allows 
angular adjustments to be made with a precision of 1.8°.
A Pascal program, ANGULAR1.PAS, was w ritten to control the directivity mea­
surements. In order to minimise the manual adjustm ents, the scans were arranged 
such tha t the receiver was rotated through 6y fully, after each incremental change 
in #x- In other words, if the measurements were m apped onto the (#x?^y) plane, 
the scan would be described as a raster scan w ith 0y varying more rapidly than  9X. 
The software prompts the operator to make the required adjustm ent in 0X after each 
complete rotation in 6y .
On top of the time taken for each lateral movement, a 5 second waiting tim e 
was introduced at each point, before da ta  transfer. This was necessary because the 
receiver movements created a disturbance in the water which took several seconds 
to die down. The overall time taken for a measurement a t each point in a scan was
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Figure 9.1: The receiver/receiver holder inside the  planar scanning tank  and the 
stepper m otor assembly used for the directivity  m easurem ent. The p ro trac to r indi­
cates the  m anual ro tational movement of the  system.
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Figure 9.2: The receiver holder used in the  directivity  m easurem ent
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approximately 10 seconds. Since this was enough to allow processing to be done a t 
the time, there was no advantage to  be gained by processing the data  off-line. The 
amplitude and phase were therefore calculated on-line.
9 .2 .2  D a ta  p ro cess in g
Once the directivity profiles are obtained, the coordinates are converted to  spatial
frequencies, using Eqn. 7.10. This transform ation yields data on an irregular grid
A
which is unsuitable as an input for the  FF T  algorithm used. ^ Two-dimensional cubic
spline interpolation routine was used (see chapter 7, §7.3.2) to obtain da ta  on a
regular grid. The results of interpolation were critically dependent on the positions
of the interpolated point, especially in the case of the  phase data  where phase
reversals and “wraparound” may adversely affect the accuracy of the interpolated
data. Therefore, the  number of interpolated points was kept close to the  num ber
of measurement points. In all cases, 21 x 21 points were obtained by interpolation.
The least number of measured points was 11 x 11.
The final step in the reconstruction was the inversion of the spatial frequency 
USirVj D 2 S E M S l T l ’P A S  
space data^(see chapter 7, §7.3.2). This calculates the inverse Fourier transform  of
complex data  on any regular grid w ith dimensions which are a power of 2.
9.3  T h e d irec tiv ity  m easu rem en ts and  reco n stru c­
tio n  resu lts
9.3 .1  T h e  ch o ice  o f  m ea su rem en t p a ra m eters
The details of the measurement param eters are given in Table 9.1. The subsequent 
interpolation and reconstruction details are summarised in Table 9.2.
The first three scans, a t z=545mm, were made on an 11x11 grid. Another two 
scans at the same position in the field and two at z=300mm were on a 15x15 grid. 
Scans on a modified “square” receiver (see §9.3.6), a t z=300mm, were on a 17x17 
grid. The angular ranges of the scans were chosen carefully, bearing in m ind possible 
effects such as critical angle reflection, mode conversion and also the likely signal- 
to-noise ratio.
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Table 9.1: A summary of the directivity measurement param eters a t a nominal 
measurement frequency of 2MHz. The plane corresponds to the distance of the 
receiver from the transm itter.
Scan Plane [mm] T[° C] A [mm]
<3*<1 a  ey Scan grid
A l 545 18.4 0.7387 4° 3.6° 11 x 11
A2 545 18.8 0.7393 4° 3.6° 11 x 11
A3 545 18.8 0.7393 4° 3.6° 11 x 11
A4 545 19.4 0.7402 2° 1.8° 15 x 15
A5 545 13.6 0.7305 2°
O00r—H 15 x 15
A6 300 14.0 0.7312 2°
O00r-H 15 x 15
A7 300 14.0 0.7312 2° 1.8° 15 x 15
B1 300 15.9 0.7345 2° 1.8° 17 x 17
B2 300 16.4 0.7354 2° 1.8° 17 x 17
The critical angle is defined (Kinsler, Frey, Coppens h  Sanders 1982) as:
sinOc = —, (9.1)
°2
where Ci is the speed of sound in the medium in which the wave is initially travelling, 
and also reflected (water in this case), and c2 is the  m edium upon which the wave is 
incident. From Table 2.1, c2 =  3000ms-1 , while typically ci =  1500ms-1 . This gives 
us a critical angle of 30°. The angular range would therefore have to  be restricted 
to be within this angle, on either side of the acoustic axis.
In practice, however, it is the directivity which limits the  angular range. A first 
estim ate of the receiver directivity, which would be a good guide to the measured 
signal level as a function of angle, may be considered to  be the  theoretically predicted 
far field beam pattern  of a circular plane piston source, w ith the same radius as the 
receiver under investigation. This is given by Kinsler et al. (1982) as:
2Ji(v)
m  = where v = kasinO. (9-2)
9 is the angular coordinate in a cylindrical polar coordinate system, and J\  is a 
Bessel function of order 1. A; is the wavenumber and a is the radius of the piston.
If we want to include the first three lobes of this function in our measurement, 
bearing in mind tha t the amplitude decreases rapidly w ith angle, then we have to 
calculate the angular position of the th ird  zero of the function. This occurs at 
v — 10.17. A trivial calculation yields 0 =  14.05° as the angle at which this occurs,
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Table 9.2: A summary of the interpolation and receiver reconstruction parameters
Scan Interpolation
grid
A ix = A iy 
(m m -1)
Reconstruction
grid
A x  = A y  
(mm)
A l 21 x 21 0.0418 64 x 64 0.3738
A2 21 x 21 0.0418 64 x 64 0.3738
A3 21 x 21 0.0418 64 x 64 0.3738
A4 21 x 21 0.0295 64 x 64 0.52966
A5 21 x 21 0.0299 64 x 64 0.52258
A6 21 x 21 0.0298 64 x 64 0.52433
A7 21 x 21 0.0298 64 x 64 0.52433
B1 21 x 21 0.0339 64 x 64 0.4609
B2 21 x 21 0.0339 64 x 64 0.46228
for an element radius of 5mm and A =  0.75mm. If the theoretical prediction holds 
in practice, then measurements a t angles greater than this value may suffer from 
very low signal levels. In comparison with the discussion above we see th a t this 
angular lim itation is much more severe than  th a t from the critical angle calculation 
and will therefore be the dominant constraint.
For the present purpose of an initial investigation, it was assumed th a t mode 
conversion effects in the transduction process could be neglected.
9 .3 .2  A  com p arison  o f  th e  orig in a l p h a se  d a ta  w ith  d rift  
co m p en sa te d  p h a se  d a ta
In addition to the measurements on the  designated grid, two reference measurements 
were made with the receiver a t (0°,0°), one at the  start of the scan and one a t the 
end. The purpose of these was to keep a check on the phase drift and to  a ttem pt a 
simple linear correction (assuming equal time intervals between each measurement 
point and linear phase drift). Typical results are presented in Fig. 9.3, in order 
to compare the adjusted and unadjusted phase data. In the three sets of results 
shown, there does not appear to be a significant difference in values. Another point 
worth noting is th a t because part of the scan is done manually, the linear correction 
is likely to be in error even if the phase drift during the scan was linear. This is 
because the tim e interval between changes in the x-orientation may not have been 
consistent. Temperature drift compensation was therefore not used, subsequently.
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Figure 9.3: A comparison of the measured phase data  (solid line) and the a t­
tem pted correction for tem perature drift (dotted line). Three repeat measurements 
at z=545mm are presented with 0X (lhs) and 0y (rhs). A 0 X =  4° and A 0 y =  3.6°.
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The displayed curves appear to be quite flat (typically ±10°) in the central region 
and exhibit what look like phase reversals, away from the centre. The jagged nature 
of the curves away from the centre is probably due to undersampling. This pattern  
is very similar to what we would expect from the far field directivity distribution of 
a plane piston transm itter.
9 .3 .3  T ransform ation  an d  in te rp o la tio n  o f  d a ta
A comparison of the measured data  and the transformed and interpolated data is 
illustrated in Figs. 9.4-9.5. The data  presented is from measurements a t z=545mm. 
It should be noted th a t the horizontal scales for the  measured and interpolated data 
are different, one being the angle made with the longitudinal axis, in degrees, and 
the other being the spatial frequency in m m -1 . The rest of the directivity data 
presented subsequently is interpolated directivity data.
9 .3 .4  R ec o n stru c tio n  at z = 5 4 5 m m  in  th e  fie ld  o f  th e  G au s­
sian  rad iator
Broad angle —  coarse sam pling
Cross-sections through the centres of the measured directivities are displayed in 
Fig. 9.6, with a typical example displayed as a pseudo-3D plot. The am plitude 
distributions are smoother and more symmetrical than  the  phase measurements. It 
is difficult to compare the quality of the am plitude data  w ith th a t of the phase data 
since they are different quantities. However, both  appear to  be quite repeatable. 
The amplitude exhibits a repeatability of «  ±5%  at the  peak, whilst the phase 
values are repeatable to within ±5° within the “flat” central section of the curve 
in f y, and to within ±10° in f x . The greater uncertainty in phase in f x may be 
a ttributed  to the manual rotation of the receiver in the x  — z  plane. The variation 
in the amplitude measurements is of the same order as previous planar measurements 
(see chapters .5 and 8), whereas the uncertainties in phase are larger than  expected 
based on previous planar measurements. Experience has already shown th a t the 
phase information is more likely to be adversely affected by measurement errors, 
such as positional uncertainties or tem perature drifts. The fact th a t the directivity 
measurement is partly manual must introduce a large positional uncertainty into
209
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the procedure. Errors in the measurements are exacerbated by the interpolation 
process, especially due to  the sharp fluctuations present in the phase distributions.
The reconstructions obtained from th e  three measurements are displayed in Figs. 
9.7. The phase is not displayed because there was no obvious pattern  to be seen 
there. The reproducibility is very poor, w ith different shapes obtained in the three 
cases. The best defined of the reconstructed (amplitude) functions fall to zero, or 
nearly zero, close to ±6.5m m  from the centre.
N a rro w  an g le  —  fine sam p lin g
There were clear problems with the reconstructions reported so far. One of the main 
ones was th a t the phase information in the space domain appears to be unintelligible 
( or “lost”). This could be due to a variety of reasons, including measurement errors 
in the data (especially the phase) brought about by, amongst other things, the 
mechanical instability of the holder. It is also possible th a t insufficient sampling in 
the frequency domain (that is to say the directivity sampling), may have contributed 
to the poor phase reconstruction.
The measurements were repeated w ith finer angular sampling (1.8° in the y -z  
plane and 2° in the x -z  plane) but a smaller angular range. This may be justified by 
referring to the discussion in §9.3.1 on beam  patterns and probable signal-to-noise 
ratios. The previous measurements also show th a t signal levels approach the noise 
at angles greater than about 14°. A consequence of the reduction in angular range 
is the loss of higher spatial frequencies, th a t is to  say a loss in resolution of the 
reconstruction. The new measurements are displayed in Figs. 9.8-9.9.
The sidelobe structure of the distribution is more clearly defined in the finely 
sampled measurements (cf Fig. 9.6a and Figs. 9.8a and 9.8c). In the la tte r case, 
there does seem to be a relatively large difference in peak am plitudes for the two 
measurements (over 10%). This may due to  a difference in positioning between the 
two measurements (possibly due to the tank  receiving a knock) or it may be due to 
signal instability. This in turn  may have one of two causes: electrical instability in 
a component of the apparatus or a change in the measured signal due to the  large 
tem perature difference between the two measurements of 5.8°C (see Table 9.1).
The phase distributions are qualitatively very similar and after normalisation (by 
putting zero phase at the centre) show a reproducibility similar to the previous mea-
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A m p li tu d e
A m p l i tu d e
A m p li tu d e
Figure 9.7: Reconstructions of the receiver sensitivity function obtained from
coarsely sampled directivity measurements at z=545mm (amplitude only). Pseudo- 
3D plots (lhs) and cross-sections through the centre (rhs)
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a b
Phase (degrees)Amplitude
Amplitude Phase (degrees)
Figure 9.8: Finely sampled directivity measurements at z=545mm with am plitude 
on the left hand side and phase on the right, c and d are repeat m easurements of 
a  and b.
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(rhs) measurements are superimposed, with a  and b  being parallel to the x-axis and 
c and d  parallel to the y-axis.
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surements. The reconstructions obtained from these measurements are illustrated in 
Fig. 9.10. These show a more sharply defined and reproducible function compared 
with the previous attem pts. The cross-sectional plots show th a t the functions also 
decay to nearly zero within ± 6 .5mm from the centre of the receiver. A definite 
improvement was therefore achieved by sampling the directivity distribution finely, 
despite the reduction in spatial resolution, th a t might be expected as a result of 
sampling over a smaller range of angles.
9 .3 .5  R ec o n stru c tio n  at z = 3 0 0 m m
In view of the great source-to-receiver separation, tem perature related phase drifts 
are often quite large (see chapter 4). For this reason, and in order to compare 
the measurements a t two planes, the next set of measurements was carried out at 
z=300mm. At this point in the field (chapter 8, §8.5), the phase distributions show 
good planarity. This is illustrated by a change in phase of less than  approximately 
±10° for distances up to 7.5mm from the  acoustic axis. Unfortunately, the am plitude 
in this plane .exhibits a sharp lateral peak — over a 14% change, relative to  the 
peak, up to 5mm from the acoustic axis. However, axially the am plitude changes 
only gradually. The directivity was measured twice.
The directivity measurements and reconstructions are displayed in Figs. 9.11- 
9.13. The directivities are qualitatively very similar to  those measured at z=545mm. 
The two peak am plitude measurements differ by less than  0.2%. The average re­
producibility of the phase in the x -z  plane is ±10° in the  central section of the 
curves, whereas in the y -z  plane, it is less than  ±5° in the  central section of the 
curves. The amplitudes of the reconstructed functions fall nearly to zero outside the 
±6.5m m  mark, which is identical w ith the previous reconstructions. This confirms 
th a t a physical solution was being obtained. However, there are significant difer-tA
ences in the finer detail of the functions obtained at z=300mm and those obtained 
at z=545mm, as can be seen by looking at the “tops” of the  functions. Differences 
in the finer detail of the distributions should be expected because th a t information 
is carried in the higher spatial frequencies which occur a t larger angles, where the 
signals are lower, and consequently more difficult to separate from noise.
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Figure 9.11: The directivity of the circular PV dF receiver measured at z=300mm. 
c and d  are repeat measurements of a  and b.
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Figure 9.13: The reconstructed amplitude of the circular receiver obtained from di­
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the centre are displayed on the right hand side.
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9 .3 .6  R ec o n stru c tio n  o f  a m od ified  rece iv er  face
W hether or not the reconstructed sensitivity functions are identical to the “actual” 
sensitivity function, cannot be ascertained directly because the la tte r is, a priori, not 
known. In fact there does not exist, to the author’s knowledge, a “known” receiver 
anywhere, which could be tested in this way. Furthermore, the author is unaware 
of an alternative, independent, m ethod th a t could be used to confirm the present 
results. Therefore a different approach has to be adopted to ascertain whether or not 
the solutions being-obtained are correct. Firstly, the solution has to be a physically 
reasonable solution, which in the present case means th a t it has to  be finite in 
extent and finite in magnitude. T hat is to say th a t it has to be zero outside the 
physical boundary of the receiver element and the magnitude has to  be finite within 
the boundary. However this, on its own, is not completely satisfactory. The shape 
of the function itself may be incorrect. We need some more evidence to support 
the thesis th a t the reconstructed function is the actual vibration pattern . This can 
be done by using a receiver of a different design, say a different size and shape. 
Alternatively, the receiver already tested can be modified in some way so th a t its 
receiving characteristics are modified in a known manner. The la tte r approach was 
adopted. The receiver face was modified by using approximately 1.5mm thick “Blue 
Tack” to mask the edges of the element. A central square, approximately 6mm x 
6mm was left exposed. The receiver face before and after modification is displayed 
in Fig. 9.14. In fact, later measurements showed th a t the dimensions were actually 
6mm x 5.6mm. One of the immediate changes expected was the broadening of the 
directivity pattern  and evidence of the square symmetry. This was in fact observed 
as can be seen in Figs. 9.15-9.16. The am plitude reproducibility is very similar to 
the previous case while the phase reproducibility is be tter than before, being less 
than ±5° in the central section of the functions, on average.
The reconstructions for the “square” receiver are illustrated in Fig. 9.17. The 
square/rectangular profile of the receiver is apparent. The cross-sectional plots 
parallel to the y-axis show tha t the functions decay nearly to zero (background 
levels) within approximately ± 3 .8mm from the origin, which fits in very well with 
the dimensions of the exposed area of the receiver element. The cross-sectional plots 
parallel to the x-axis show a slightly broader profile, which decays to background
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a b
Figure 9.14: Receiver face before (a) and after (b) m odification using Blue Tack.
levels w ithin the  ± 4 .5m m  m ark. The background levels are higher than  those for 
the  previous case. They are also sim ilar to  the Gibbs edges often found in Fourier 
optical problem s as a result of truncation  in the frequency (or spatial frequency) 
dom ain. The fact th a t the  sm aller “square” receiver has a broader d irectiv ity  and 
therefore a broader spread of spatial frequencies in its response tends to  support 
th is idea. It m ust also be noted th a t the  square reconstructions appear to  be more 
reproducible than  the  circular ones. This may be a ttr ib u ted  either to  the  fact th a t 
the  directiv ity  m easurem ents them selves were more reproducible (perhaps due to  the 
increase in operator experience), or to  the  fact th a t the  signal levels in the  higher 
spatial frequencies were higher (broader directivity) leading to b e tte r  quality  d a ta  
over a w ider range of spatial frequencies.
The results of the reconstructions for the  circular receiver and the square receiver 
are displayed superim posed in Fig. 9.18. W ith in  the m argins of experim ental error, 
we can safely conclude th a t the gross difference in receiver shapes was identified, as 
far as the  am plitude distributions are concerned. W ithout the benefit of actually  
knowing the  sensitivity function of the  receiver beforehand, and w ithout some further 
experim ent w ith the receiver, which would utilise our new found knowledge of its 
behaviour, this would appear to  be the  best th a t could be done to  confirm th a t the 
reconstructions were successful.
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Amplitude Phase (degrees)
Amplitude Phase (degrees)
Figure 9.15:. The directivity of the modified “square” receiver measured at 
z=300mm. c and d  are repeat measurements of a  and b.
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Figure 9.16: Cross-sections through the centre of the directivity m easurements of 
the “square” receiver at z=300mm (shown in Fig. 9.15). The repeat measurements 
are superimposed.
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Figure 9.17: The reconstructed sensitivity am plitude of the ’’square” receiver ob­
tained from directivity measurements at z=300mm (shown in Fig. 9.15). Orthogonal 
cross-sections through the centre are displayed on the right hand side.
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Figure 9.18: Cross-sections through the centres of the reconstructed sensitivity am ­
plitudes of the circular (xrcl.pa, xrc2.pa) and square (x rd l.pa, xrd2.pa) receivers, 
obtained from directivities measured at z=300mm.
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9.4 R eceiver  recon stru ction  u sing  a com b in ation  
o f m easured  am p litu d e  and p seu d o-id ea l phase  
data
Experience showed th a t the measured amplitudes are far more reproducible than 
the measured phases. In addition, it was observed th a t slight changes in the re­
ceiver orientation resulted in large relative changes in phase, compared to  changes 
in amplitude, and also the effects of tem perature drift were greater on the  phase 
measurement than on the am plitude measurement. Despite these problems, the 
measured phase data  exhibited a structure which was close to the expected (ideal) 
phase, namely flat within a lobe, but exhibiting a phase reversal a t the transition 
region between the lobes.
W ith this in mind, a modified program D2SENSIT2.PAS, was used for the inver­
sion in selected cases. This utilises pseudo-ideal phase data  in conjunction w ith the 
measured amplitude data. The procedure for generating pseudo-ideal phase data 
was to extract two orthogonal (6X and 6y ) cross-sections from the spatial frequency 
space data and to calculate average positions at which the prim ary and secondary 
lobes intersected. The phase reversal points were estim ated from this and ‘ideal’ 
phase data  was generated accordingly. Basically this meant tha t there was a  phase 
reversal (a 180° change of phase) a t the transition between the lobes of the directiv­
ity function. Specifically, the phase in the mainlobe and the second sidelobe regions 
was set to 90°, while the phase in the alternate sidelobes was set to  —90°.
Using a combination of this pseudo-ideal phase data and the m easured ampli­
tudes, some comparison reconstructions were carried out. At this stage we can be 
sure th a t the first three, coarse sampling, directivity measurements are not ade­
quate for reconstruction of the sensitivity function. Therefore the reconstructions 
were only carried out for the finely sampled circular receiver data. The results are 
presented in Fig. 9.19. The cross-sections displayed on the right hand side of this 
figure are for two (repeat) measurements each.
It is immediately apparent tha t these reconstructed sensitivity functions are 
symmetrical, unlike the previous ones. In addition, they are all very similar in form. 
In all four cases, the amplitudes fall to within background levels at the same points, 
namely 5.5 d= 0.5 mm from the origin. This agrees closely with the actual receiver
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Figure 9.19: Reconstructed sensitivity amplitudes for the circular receivers from a 
combination of the measured directivity amplitudes and pseudo-ideal phase data: 
z=545mm (a and b), z=300mm (c and d).
229
radius of 5mm and therefore tends to justify the use of the modified technique. 
However, no benefit was gained as far as the phase reconstructions are concerned — 
there was still no obvious pattern  to  be seen in them.
It is well known tha t Fourier domain phase information has a significant effect 
on image reconstruction in general. The results seen here tend to support this view 
in th a t the symmetry of the pseudo-ideal phase da ta  imposes itself on the final 
reconstructions, which are very different in shape to  the  original reconstructions. 
Real receivers are not prone to ideal behaviour, however, and it may be th a t the 
pseudo-ideal phase data, which does take into account the results of the directivity 
amplitude measurements, is a gross oversimplification of the actual phase distribu­
tion. At this stage, we are not able to  draw a satisfactory conclusion as to  whether, 
or in which circumstances, it may prove to be of real value. Nevertheless, it would 
appear th a t the use of pseudo-ideal phase data  in combination with measured am­
plitude data may be useful, in lim ited cases, if the integrity of the measured phase 
data is suspect.
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C hapter 10 
C onclusion
10.1 R ev iew  o f  th e  aim s o f th e  p roject
The main aims of this project were outlined in chapter 1. It is useful to recapitulate 
them, as follows:
(1) the detailed characterisation of the vibrational behaviour of some ultrasonic 
transducers, using the angular spectrum  propagation method,
(2) the validation of hydrophone measurements of ultrasonic transducer fields, 
both pressure am plitude and phase, required for characterisation purposes, by 
quantitative comparison with the optical diffraction tomography technique,
(3) the systematic investigation of the effects of measurement errors on source 
reconstruction using the angular spectrum  propagation m ethod,
(4) the development of a novel technique for the characterisation of ultrasonic 
receivers.
The following sections review the progress tha t has been made towards achieving 
these aims.
10.2 T h e con trib u tion s o f  th e  p roject
A review of current techniques for the measurement of physical param eters of rel­
evance, was presented in chapter 2. It was concluded tha t the scanned m iniature
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«hydrophone and optical diffraction tomography techniques provided very high qual­
ity ultrasonic field measurements and were probably the best choices in terms of 
potential limits on spatial and tem poral resolutions.
In chapter 3, the theoretical aspects of field projection were treated, specifi­
cally the Huygens-Fresnel approach to field projection and the angular spectrum  
(or Fourier optical) projection method. The relative merits of each technique were 
identified and potential numerical problems and practical lim itations were discussed. 
The Fourier optical projection routines were quantitatively compared with Huygens’ 
projection routines, for the case of a circular piston source. The Huygens’ approach 
was regarded as the “standard” in this case. Good agreement was observed between 
the two methods, although the Fourier optical technique did exhibit some “ripples” 
especially towards the edges of the distributions, which indicate the effects of trun ­
cation when employing the discrete Fourier transform. In addition, some of the 
practical limitations imposed on the use of the Fourier optical source reconstruction 
were dem onstrated by numerical simulation. These include the effects of truncation 
(of the measured pressure profiles) on source reconstruction and the effects of us­
ing different spatial sampling intervals. It may be concluded th a t in any practical 
measurement situation, as long as the spatial sampling interval is constrained to 
be <  A/2, an adequate reconstruction of the source normal velocity distribution 
may be obtained. On the other hand, the characteristic large fluctuations in surface
pressure, for a circular piston, may not be reconstructed adequately, because of the
a
spatial filtering effect of p ro b a tio n . Measurements would need to be made impos­
sibly close to the source surface for the pressure distribution to be reconstructed 
accurately. Truncation was found to affect the reconstructed source distributions 
significantly, and needs therefore to be minimised.
During the course of the work presented in this thesis, the author contributed 
towards the upgrading of an existing ultrasonic measurement facility to a precise 
and sensitive system. This included some initial work on the correction of da ta  
transfer from a digitising oscilloscope to a computer, via a GPIB, the design of 
transducer holders, for sources and receivers, which allow independent and sensitive 
adjustm ent about two orthogonal axes and the conversion of data  processing code 
to handle binary data. The latter step was necessary for the reduction of the to tal 
size of data sets generated during measurements. In its current form, it appears to
232
be a significant improvement on any other, similar sj'stems, th a t have been reported 
in the literature.
Using this improved measurement facility, several ultrasonic transducers were 
characterised. High quality measurements of the fields radiated by four piezoelectric 
ceramic transducers and two polymer transducers were made, using the autom ated 
scanning facility (chapter 4) and state-of-the-art PV dF m iniature hydrophones. In 
collaboration with the Physikalisch-Technische Bundesantalt in Braunschweig, some 
of these measurements were compared with those obtained using the optical diffrac­
tion tomography technique. Excellent quantitative agreement was observed for the 
four transducer fields considered. Optical diffraction tomography is a self-calibrating 
technique, whereas hydrophones need to be calibrated in order to be able to quote ab­
solute values of pressure. In this regard, one of the hydrophones used was calibrated 
at the National Physical laboratory and subsequent^ used for cross-calibration of 
the other hydrophones employed in the collaboration. The quoted uncertainty on 
the original calibration was 12.5%. Also, the original calibration was only provided 
at frequencies which were integer multiples of 1MHz, whereas some of the transduc­
ers investigated were driven at interm ediate frequencies (2.25MHz, and 2.5MHz). 
In addition, the polymer transducers were found to be unstable in their response, 
due either to water penetration or some other, unidentified, factor. Despite these 
problems, generally very good agreement of the absolute pressure values was ob­
served. Perhaps not surprisingly, measurements on the PZT . transducer operating 
at 3MHz, showed best agreement, since a direct calibration was available at this 
frequency. The measurement discrepancies for this transducer were less than  the 
quoted uncertainty on the calibration.
The near field pressure measurements (using a hydrophone), from the above 
mentioned set, were back projected using the angular spectrum  technique, to re­
construct the vibration patterns of the four transducers. To confirm the accuracy 
of the reconstructions further, data from the two closest measurement planes was 
back projected, for each transducer. Excellent agreement was found between the 
reconstructions from the two planes, for all four transducers considered. The vi­
brational behaviour of the transducers was found to differ significantly, with the 
polymer transducers exhibiting flat normal velocity and pressure (am plitude and 
phase) distributions. The broadband ceramic transducer was also found to possess
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a well-behaved vibration pattern , but with some apparent curvature of the phase 
profile. This would tend to suggest a weak focussing effect. The narrowband ceramic 
transducer, on the other hand, possessed an unusual “ring-like” vibration pattern  
which appeared to be a result of its coaxial electrode design.
It is worth mentioning here th a t the work done has already found use in the 
development of a device for the investigation of non-linear acoustic propagation in 
sea-water (Kozaczka & Grelowska 1995, ZachariaSz 1995).
The vibrational behaviour of a PZT transm itting transducer in the vicinity of 
its fundam ental thickness mode resonance was also investigated. Firstly, the axial 
pressure am plitude response of the transducer was measured at several frequencies 
at or near the resonance frequency. From these, and using the plane piston model, 
effective radii were calculated at these frequencies, from the positions of the last 
axial maxima and minima. The geometric radius of the transducer was 7.5mm, 
whereas the effective radius was seen to vary substantially, especially at resonance 
and below. It was found to be less than  the geometric radius by up to «1.3m m . 
The actual vibration pattern  of the source was then investigated, using the technique 
established in the previous work, at some of these frequencies. It was observed tha t 
the vibration pattern  did change significantly, even w ith 0.1MHz changes in the 
driving frequency, but no changes in the area over which the source was vibrating 
were seen. The conclusion is tha t, at least for PZT disks, the vibration behaviour 
may be far removed from that of a plane piston. Very complicated vibration patterns 
are seen, especially at the resonance frequency. The vibration pattern  of the PZT
disks does improve as the driving frequency is changed; from resonance.
1 "
The sytem atic investigation of the p ro b a tio n  of errors in source reconstruction 
was carried out by numerical simulation. The Huygens’ routine was used as the 
standard, to provide ideal pressure distributions, and to provide pressure distribu­
tions with measurement errors introduced into them. The source distributions were 
reconstructed using the angular spectrum  propagation routines. The sources of error 
investigated in detail were frequency eijjors, non-uniform sampling and misalignment. 
Simulation procedures were established and typical calculations were performed for 
the assessment of the different potential contributions to errors in the reconstructed 
sources arising from these measurement problems.
In order to characterise a given ultrasonic measurement system fulty, the receiver
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needs to be characterised as well. A novel technique for obtaining the spatial sen­
sitivity function of a receiver was developed, based on Fourier optical techniques. 
This relies on obtaining the two-dimensional directivity pattern  of-the receiver and 
inverting it to obtain the aperture or sensitivity function. The technique requires 
plane wave irradiation of the receiver under investigation. For this purpose, a review 
of the possible approaches for quasi plane wave irradiation was presented in chapter 
7. Gaussian apodisation was chosen as the most suitable approach for our purposes. 
Numerical simulation of the fields radiated by a Gaussian radiator, using the Huy­
gens’ routine, was also used for the assessment of this choice. From the simulation 
results, a Gaussian radiator with a R o/a  ratio of 0.6 was identified as providing a 
planar field within the chosen tolerances of ±1%  of amplitude, and ±2° of phase, 
over a large enough area (extending over a radius of «5m m ), to be able to irradiate 
a receiver with a 5mm radius.
An electrode, based on reports in the literature, was designed for this purpose, 
and used in the construction of a Gaussian radiator with a  diameter of 50mm^was 
acquired and incorporated into a directivity measurement S3^stem based on one used 
previously by workers in this laboratory. The transducer was then characterised by 
obtaining lateral measurements of the radiated field, and by obtaining its source 
vibration pattern  from planar measurements in its near field, using the system and 
techniques refined in earlier stages of the project. The transducer was found to 
exhibit a rosette-shaped vibration distribution, following closely the shape of the 
electrode. Since the vibration pattern  was not Gaussian, the radiated field was 
significantly different to tha t expected from the numerical modelling exercise. Nev­
ertheless, two planes were identified, which provided good am plitude and phase uni­
formity, or excellent phase uniformity only. These were at z=545mm and z=300mm, 
respectively.
Preliminary successful measurements were performed to  characterise a PV dF re­
ceiver of radius 5mm, operating at 2MHz, at the two planes identified above. The 
spatial sensitivity function modulus agreed veiy well for both cases, and also ap­
peared to be, at the very least, physically reasonable solutions as they were spread 
over the geometric area of the receiving element. In addition, the receiver surface 
was modified by using a damping material such tha t onty a smaller, rectangular 
aperture, was used. The spatial sensitivit}' was reconstructed for this. Again ex­
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cellent agreement was seen between the physical dimensions of the modified source 
and the obtained spatial sensitivity function. The phase of the distributions was 
unfortunately found to be unintelligible. For the unmodified receiver, a combina­
tion of measured directivity am plitude and pseudo-ideal phase data  was also used 
in the inversion. This resulted in very symmetrical spatial sensitivity am plitude dis­
tributions and also improved the agreement between the measurements in the two 
planes (although the phase of the sensitivity function could still not be accurately 
obtained). As far as the author is aware, these developments in the determ ination of 
the receiving characteristics of ultrasonic transducers are the first to have appeared 
in the literature.
10.3 S u ggestion s for further w ork
Several topics for further improvement and investigation have been identified. Im­
provements in the two dimensional scanning system could be achieved by faster data  
transfer and processing, by better tem perature control and by increased positional 
accuracy. The provision of more disk space, perhaps on a dedicated computer, will 
make larger scans possible (larger in terms of the number of measurement points), 
particularty if the other improvements are achieved. This would allow us to investi­
gate higher frequency transducers.
Similar considerations apply for the apparatus used in the directivity measure­
ments. In particular, the angular resolution of the system could be significantly 
improved and the scanning could be made fully autom atic — currently, the m ea­
surement is autom ated in one rotational plane and manual in the other (see chapter 
9). The reason for the poor phase distribution reconstruction needs to be identified 
and steps taken to solve the problem.
During the course of the source characterisation work, an unusual vibration 
pattern  was observed for one of the PZT-5, narrowband coaxial transduers. It was 
suggested (chapter 5), tha t some radial mode activity may be present, excited by 
the particular design of the electrode. Similarly, during the investigation of the 
vibrational behaviour of another PZT transducer, near its fundam ental thickness 
mode resonance, unusual behaviour was seen on the source surface, resembling, plate 
modes. It is possible tha t radial mode activity may be investigated by modifying the
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angular spectrum  relations appropriately. Basically, instead of the normal velocity 
transfer function, it is m athem atically possible to obtain the radial velocity transfer 
function. W hether or not any measurement of the radiated fields will have enough 
information in it to be able to reconstruct accurately the radial velocity profiles, is 
a question th a t will require further investigation. This could be done by numerical 
simulations and also by experimental study.
The work reported in this thesis was conducted in linear operating regimes. 
The possibility of extending the angular spectrum  m ethod to non-linear regimes 
has already received some preliminary attention (Vecchio Sz Lewin 1994, Vecchio, 
Schafer & Lewin 1994). Since all pressure fields will suffer from non-linearity to 
some extent, it may be worth investigating the errors introduced by this into the 
assumed linear models, and extending the  method for use in significantly non-linear 
regimes.
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