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1. INTRODUCTION 
The ith row (column) of a matrix* A is called trivial if for every column 
vector x >, 0 for which Ax >, 0, the ith component of Ax(x) is zero; 
otherwise the ith row (column) is called nontrivial. An application of 
the duality theorem shows that the ith column of A is trivial (nontrivial) 
ii and only if the ith row of - AT is nontrivial (trivial). 
A matrix is called pry- &~Q&&$ if each column has at most one positive 
element. A (pre-Leontief) matrix is call& ?&Y%G~ if each column has 
exactly on* positive element and its rows are nontrivial. A pre-Leontief 
matrix is called sub-Lemtief if its rows are trivial. The system 
Ax=b, X>,O (1) 
in which b 2 0 is given will be called a Leontief, pre-Leontief, OY sacb- 
Leontief substitution syskwz according as the given matrix A is Leontief, 
prc-Leontief, or sub-Leontief. Denote by X(b) the set of solutions to (1). 
We shall sometimes speak of -the system (1) when we really mean its 
solution set X(b). 
In a companion paper [ll] we show that a broad class of multifacility 
inventory problems can be formulated in terms of minimizing a concave 
function over X(b) for Leontief substitution systems. If the minimum 
is attained, it is achieved at an extreme point of X(b). This fact led us 
* Matrices are assumed to be real throughout. 
t I am indebted to Richard Cottle for suggesting this term and for calling my 
attention to reference [6]. 
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to the present study of the extreme points of X(b). In [l l] we use the 
resul.ts of this paper to give unified proofs of most existing and many new 
qualitative characterizations of optimal schedules for multifacility 
inventory systems with concave cost functions. Moreover, we give dynamic 
programming recursions for searching the extreme points to find one that 
is op4imal in several special cases. In each case the amount of computa- 
tional effort increases only algebraically with the size of the problem. 
A submatrix of a matrix A is called firGEl if it has the same number of 
rows as A. Let A be a matrix with n columns, B a full submatrix of A, 
and x an n-vector. Denote by xB the vector of components of x correspond- 
ing to columns of A that appear in B. Let B- denote the matrix formed 
from A by deleting in A the columns appearing in B. A square full 
submatrix of A is called a basis matrix if it is nonsingular. An x for which 
AX = b is said to be determined by a matrix B if B is a basis matrix and 
( xB, x,_) = (B-lb, 0) ; and ;& is said to be feasible if xB 2 0. 
For a pre-Leontief matrix A, let $9 be the set of all square full sub- 
matrices of A having pre-Leontief transposes. Also Set 39” be the set of 
all Leontief matrices contained in a. 
A twwhi’ment matrix is a matrix in which each column contains 
either one or two nonzero elements, one a + 1 and one a - 1. Such 
matrices (and their negatives) are pre-Leontief. A transhipment matrix 
is associated with a directed network as follows. Append to A a new 
row a(A) equaling minus the sum of the rows of A. Associate nodes and 
;Ircs of the network respectively with rows and columns of the augmented 
matrix. Call the node associated with the appended row a sink. Wit:h 
this identification, we see that the ith row of a transhipment matrix 
A is nontrivial if and only if there is a chain from node i to the sink in 
the associated network (i.e., there is a vector x of O’s and l’s such that 
Ax = li where Ii is the ith unit vector). Thus, a transhipment matrix 
A is sub-Leontief if and only if in the associated network there is no arc 
leading into the sink (i.e., a --II appears in each column of A). Similarly 
a transhipment matrix A is Leon&f if and only if in the associated network 
there is no arc leading out of the sink (i.e., a + 1 appears in each column 
of Aj and there is a chain to the sink from every otk!er node. 
Let A = (Aii) b e a partitioned matrix with Ai, < 0 for all i # i. 
If A is Leontief, then Aii is Leontief for all i. The converse is not generally~ 
true. However, the converse is true if A is block triartguiar, i.e., if Aij = 0 
for all i < i OF all i > i. To see this suppose Agj = 0 for all i < i. Since 
A,, is Leontin;f, we can choose x1 > 0 so ,&x1 is positive. Then since 
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A, is Leontief, we can choose x2 > 0 so A,& -t_ A,,x~ is positive, etc. 
Then x E (xi) > 0 and Ax is positive, so A is Leontief as claimed. 
The following facts are known [I, 4, 6, 71 an.d will be used frequently 
in the sequel. The classes of Leontief, pre-Leontief, and sub-Leontief 
matrices A are closed under arbitrary permutations of the rows and of 
the columns of A. A pre-Leontief mztrix with no nonpositive columns 
is Leontief if and only if 4!?* is not empty. The rank of a Leontief matrix 
equals the number of its rows. A square pre-Leontief matrix is Leontief 
if and only if it has a nonnegative inverse. From this fact and the duality 
between rows and columns, we see that a square pre-Leontiei matrix A 
is Leontief if and only if any of the following hold: 
(i) the rows of A are nontrivial, 
(ii) the rows of A” are nontrivial, 
(iii) the columns of - A ” are trivial, or 
(iv) the columns of - A are trivial. 
Again using the duality between rows and columns, we see that if 
A has exactly one positive element in each column, then A is Leontief 
if and only if the columns of - A” are trivial. Similarly a pre-Leontief 
matrix A is sub -Leontief if and only if - A has nontrivial columns, 
i.e., if there is a positive vector z such that nA < 0. 
2. CHARACTERIZATION OF EXTREME POINTS OF PRE-LEONTIEF SUBSTITUTIOX 
SYSTEMS 
For sub-Leontief substitution models, X(b) is nonrmpty if and only 
if b = 0. Moreover, x = 0 is the only extrerne point of X(0). 
The next two results generalize a theorem (and its proof) of Gale 
[7, p. 2981 from square to rectangular pre-Leontief matrices. 
LEMMA 1. If a column of a pre-leontief matrix is nontrivial and the 
column contains 0nl.y :zonpositive elements in the trivial rows of the matrix, 
then those nonpositive elements arc’ all xeyo. 
Proof. Suppose A is pre-Leontief, the jth column is nontrivial and 
has nonpositive elements in the trivial rows of A, the ith row of A is 
trivial, and the ith component of column j is negative. Then there is 
an x = (xl) > 0 for which Ax 2 0, xj 5 0, and the components of Ax 
corresponding to nontrivial rows cf A are positive. Let x1’ = xt for t # j 
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and Xjf = X, - E. Then for sufficiently small e > 0, x’ = (x,‘) 2: 0, 
Ax’ > 0, and the ith component of Ax’ is positive. This contradicts the 
hypothesis that the ith row of A is trivial, and completes the proof. 
THEOREM 2. lf A is pre-Leontiej, then 
suitably Permuting its lows and colzkmns, so 
A 
4, A3 = 
i 1 0 ,4 $ ;! 
&e can partition A, a/ter 
that* 
(2) 
where A, is Leontiej, A, is sub-Leontief, and each positive elemertt of ,A, 
appears above a trivial column of A,. 
Proof. Permute the rows (columns) of A so the trivial rows (columns) 
of A appear last. .NGW permute the nontrivial columns of A so the (non- 
trivial) columns which have a positive element in some nontrivial row 
appear first _ Then A can be partitioned so 
A = 
where (A,, A3) consists of the nontrivial rows of A and (AIT, AdT)iT 
consists of those nontrivirl columns of A for which A1 has a positive 
element in each column. 
In order to see that A, is Leontief, observe that since the rows of 
(A,, A3) are nontrivial in A, there is an x - (z?) > 0, i == 1, 2, for which 
Ax > 0 and A# + A3x2 is positive. But by construction each positive 
element of A, lies in a trivial column of A so A3x2 < 0. Hence, A# 
is positive, so A, is Leontlef. Thus, by Lemma 1, we have A, = 0. 
Next we show A, is sub-Leontief. If not, there is an x2 >, 0 for which 
A2x2 > 0 and A2x2 # 0. Since A, is Leontief, we can choose x1 >, 0 
so A,xl + A,x2 2 0. Thus, letting x = (x’), i = I, 2, and using A, = 0, 
we have that x >, 0, Ax > 0, and a component of .Ax corresponding to 
a trivial row of A is positive-a contradiction. Therefore, A, is sub- 
Leontief. 
Suppose a positive elem(ent of A, appears in the jth column of A, 
By construction this column must be trivial. Hence, because A, is Leontief, 
the corresponding column of A, cannot vanish ; for if it did vanish, the 
+ It is understood, of course, that some of the submatrices in (2) may have no 
rolws and (or) no columns, in which case they are omitted from (2). 
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jth column of A would be nontrivial. Thus, by Lemma 1, the (nonpositive, 
nonvanishing) corresponding column in ‘4, must be trivia.J which completes 
the proof. 
Example. The pre-Leontief matrix below is partitioned as in (2). 
i,:; - PI ‘--__-.. - 1 , , - __-~___________ -  - 3, 1, - 3 0 1I 
Now suppose ,4 is pre-Leontief, b >, 0, and (3) holds. Partition x r 
(x”) and b = (b”), i = 1, 2, to correspond. Let Xi(bi) = {x”: A$ = E’, 
xi >, 01, i = 1, 2. Since A, is Leontief and A, is sub-Leontief, X(b) is 
not empty if and only if b2 = 0. 
THEOREM 3. Suppose A is pre-Leontie,/, ‘4 is partuaoned as in (2) D and 
b1 >, 0, b2 = 0. Theut the following are equivalent. 
0 i x= (xi) is an extreme Point of X(b). 
(ii) x1 is in extreme point of X,(bl) and x2 = 0. 
Proof. (i) * (ii). Evidently x1 is an extreme point of Xl(bl -- &x2). 
Thus by Theorem 6 below, xi is determined by a square full (in A,), 
Leontief submatrix B of A,. Now suppose x2 + 0. Then x!~__ = 0 and 
‘( B--lb1 =- 
2\ 0 
SO x is a convex combination of two distinct (since x2 # 0) elements of 
X(b) (since 8 -l > 0 and, by Theorem 2, A,x2 < 0), so x is not an extreme 
point of X(G) -a contradiction. 
(ii) =+ (i). If x = (xi) is not an extreme point of X$), then x is a 
convex combination of two points y, z ( # x) of X(b). Since x2 = 0, the 
corresponding components of y, z vanish also. IJpon deleting these 
components from y, x, we see that the resulting vectors are in X,(b*). 
Hence xi is not an extreme point of X,(bl), which is a contradiction, and 
completes the proof. 
Example. Xs an application of this theorem observe that if A is 
pre-Lcontief, b > 0, -2: = (xi) is an extreme point of X(b), and the jth 
column of A is nonpositive, then Xj = 0. 
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3. CHARACTERIZATION OF EXTREME POINTS OF LEONTIEF SUBSTITUTION 
SYSTEMS 
Having dispensed with pre-Leontief matrices, we now establish two 
(apparently new) characterizations of square Leontief matrices that we 
shall need later. 
THEOREM 4. ‘I’lze /dowing aye equivalent .’ 
(i) A is a square Leontief matrix. 
(ii) A is #we-Leontief with HO vanishing YOWS, and the colum~~s of A 
a;Ye 2inearl3; indefiendwt and nontr?r’vn’al. 
(iii) A is #we-Leo&ief with no vanishing rows, A” is pre-Leontief, X(0) 
is bounded, and the colzcmns of A are nontrivial. 
PYoop (i) s {ii),, There is an x > 0 for which Ax is positive. 
Because A is square, x is positive, so A has nont.rivial columns. Also A 
is nonsingular. 
(ii) =F (iii). Since the columns of A are linearly independent, X(O) = 
(0) which is bounded. Because the columns of A are nontrivial, each 
nonpositive row must vanish. Thus there must be at least one positive 
element in each row. However, the columns of A are linearly independent 
so there is exactly one positive element in each row. Thus AT is pre- 
Leontief. 
(iii) =+ (i). Since the columns of A are nontrivial, there is a positive 
x such that Ax >, 0. Evidently A is not sub-Leontief for in the cor,trary 
event 3,x E X(0) for all A >, 0 and X(0) would be unbounded. If A is 
Leontief, it is necessarily square since AT is pre-Leontief . If A i.;; not 
Leontief, it follows from Theorem 2 that, after its rows and columns are 
suitably permuted, A may be partitioned as in (2). Gnce AT is pre- 
Leontief, A, is square and A, < 0. Moreover, A, must have at least one 
column for otherwise A has a vanishing row. Now partition x == (x”), 
i = 1,2, to correspond to (2). Let y = (y”), i = 1,2, where y2 E :c2 # 0 
and yl zz - A,34:,y2. Since A, --I > 0, A, < 0, and A, is sub-Leontief, 
Ay E X(0) for all A >, 0, which contradicts the assumption that X(0) is 
bound.ed and completes the proof. 
* I am indebted to Dav..d Galr: for sncgestiLlg simplifications of proofs of earlier 
versions of this theorem. 
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Example. It is easy to show that a transhipment matrix is a square 
Leontief matrix if and only it the associated network is an arborescence. 
In [I l] we shall have occasion to impose supplementary restrictions 
Of the form X,Xj = 0. We can formulate a broad class of restrictions 
of this type as follows. 
Let 8 = (0) and 8 = El - 6. Let z%(@) be the class of 2’” subsets 
ofE”oftheformR= x” +i vi where for each i either ri = 0 or ri = Ef(6). 
Let 9’(Y) be the class of all unions of sets in 9(&V). It is easy to verify 
the following facts : 9’(9’) is closed under arbitrary (nonempty) inter- 
sections ; 9’ C 9’; and 9 is precisely the class of sets in 9’ that are 
closed (in the Euclidian topology). As an example suppose PZ = 2. Then 
S- = {(x,, x,) : xlxZ = 0) E 9 since S = (El x 0) U (II x El). Also S E 9’ 
since S = (6 x 0) U (0 x 8) U (0 x 0). Notice (6 x 0) E (9’ - 9). 
As one anticipates from results of Barankin and Dorfman [2, p. 311 J, 
the extreme points of X(b) fl S are easy to determine provided S E 9’. 
LEMMA 5. If S E ,sio’, the following are equivaieltt. 
(i) x is an extreme point of X(b) n S. * 
(ii) x E: S and x is an extreme point of X(b). 
Proof. (i) * (ii). The proof is by contraposition. Suppose .1: E S 
and x is not an extreme point of X(b). Then there are distinct point:; f’, 
x E X(b) for which x = $2 + 3~. Let 2 = 4% + &K and g = 4~ + h.~. 
Then a component of x is positive (zero) if and only if the corresponding 
components of Z and z are positive (zero). Hence 5, T E S. Since X(h+) is 
convex, R, z E X(b). Thus x = &K + &g is not an escreme point of 
X(b) 17 S. 
(ii) 3 (i). Obvious. 
Suppose A is pre-Leontief. Let T be the set of programs x such that 
X$Xj = 0 for all (i, i) such that the ith and jth columns of A(i # i) have 
a positive element in the same position. Since 9 is closed under arbitrar5 
intersections, T E 9. 
We now come to the main result of this section. For the applications 
in [ll] the equivalence 01 (i) and (iv) of the following theorem is most 
important. The equivalence of (ii) and (iii) was shown by Dantzig [4; 
where E is positive. 
* An e’lement of a set Y C E” is called an extreme point of Y if it is an cxtrvmc~ 
point of the convex hull of Y. 
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THEOREM 6 (Characterization of extreme poi&). If A is Leontksf, 
b 2 0, and S E Y’, the following are equivalent: 
(i) x is an extreme point 0 f X(b) n S. 
(ii) f x E S .and x is an ex&eme fioint of X(b). 
( 
..* ’ 
1lZj x E S and x is detern&ed by a matrix in 68% 
If in addition X(b) fl S il T is: bounded, the above are etpivale?zt to 
(iv) xX(b) $dSfl T. 
dDroof. (i) 42 (ii). Lemma 5. 
(ii) * (iii). If x = 0, then (iii) holds trivially. If x # 0, let B be a 
full submatrix of A such that ;rg is positive and xH_ = 0. Thus the non- 
positive rows of B must vanish. Permute the rows of (A, B, b) so 
B=(;), b=(;;) 
where B, has a positive element in each row. Clearly lb2 = 0. By a standard 
theorem [3, p. 581, the columns a>f B, and hence B,, are linearly independ- 
ent. Also the columns of B, are nontrivial. It follows from Theorem 4 
that B, is a square Leontief matrix.* 
Since A is Lecntief, there i:s a C E 9”. By permuting the columns 
of C we may partition C in the form 
CP 5 cr= c ( 1 4’ c2 
where C s < 0, C, \( 0, and C, has the same number of rows and columns 
as B,. Since C is Leontief, so is C,. Thus the block triangular matrix 
is Leontief. Hence D E 99” and x is determined by D which establishes 
. . . 
( 1 Xl1 . 
(iii) 2 (ii). Immediate from L3, p. 581. 
(iii) = (iv). Trivial. 
(iv) =+ (ii). If x = 0, then (ii) holds trivially. If x # 0, let B be a 
----- I 
* George Dantzig has pointed out to me that the argument just given is similar 
in sptrit to that of a lemma in [ 13, p. 7051. 
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full submatrix of A such that xB is positive and xB_ = 0. Again the 
nonpositive rows of B must vanish. Permute the rows of (A, R, b) SO 
B=(;), b =(;;) 
where B, has a positive element in each row. Evidently b2 = 0. Since 
x E T, BIT is pre-Leontief. Also the columns of 23, are nontrivial. More- 
over, since X(b) n S n T is bounded, so is the set {y : B,y = 0, y >, 0). THUS 
by Theorem 4, B, is a square Leontief matrix and so is nonsingular. 
Therefore, the columns of B are linearly independent so x is an extreme 
point of X(b) i3, p. 581. This completes the proof. 
Remark 1. The hypothesis that X(b) fl S fl 7’ is bounded is rquired 
to assure that (iv) implies (i). To see this suppose S - Es, h _-- 0, and 
A= [ 
1, 
-1, 
0 
-1 , 1 f I 1’ 
Then A is Leontief and 7’ = (x: ~3x3 = O}. ‘But x(A) = (A, A, 0) “E .X(b) n.S fi 7‘ 
for all 1 > 0, so X(b) n S fl T is unbounded and ~(1) is not an extreme 
point of X(b) n S for any A > 0. 
Remark 2. The hypothesis that X(b) n S n T is bounded is automat- 
ically satisfied if b is positive. 
Remark 3. Zangwill [14] has shown that if A is a Leontief transhiy- 
ment matrix and E > 0, then x E X(b) is an extreme point of X(B) if and 
only if the network associated with B is an arborescence where 73 is the 
full submatrix of A for which xB is positive and xB_ = 0. 
4. INTEGRAL EXTREME POINTS 
We say a matrix or vector is integral if all its components are integers. 
In many of the multifacility production models studied in [ll 1, one 
finds that the extreme points of X(b) are integral for integral A, b, when- 
ever b >, 0. The matrix A is not totally unimodular in these exampl.cs, 
and the Hoffman-Kruskal theorem [9, p. 2551 does not apply. The 
explanation for this fact lies in the following result. 
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THECX~EM 7 (Integral extreme points). If A is ati integral Leo&ief 
matrix, ti, : ~&wing are epivulent. 
(i) B-l is integral for every B E P. 
(ii) det B = 1 for every B E 9% 
(iii) The extreme points of X(b) are integral for every nonnegative 
integral b. 
Proof. (i) * (ii). Since B is Leontief, det B > 0 [S]. Because B 
and B-l are integral, det B {and det B-l are nonzero integers. But 
det J? = (det B-l)-l SO necessarily det B = det B-l = 1.” 
(ii) =+ (iii). By Theorem 6, ealch extreme point x of X(b) is determined 
by a matrix BEAY +. Computation of xg by Cramer’s rule shows that xg, 
and. hence x, is integral. 
(iii) s (i). The extreme point determined by B E 39” is integral for 
b equal to each of the unit vectors, which is the same as saying that 
B-l is integral. 
Example. If A is an integral block triangular Leontief matrix, then 
each B E a* is block triangular with the diagonal matrices B,,, . . . , B,, 
of B each being square Leontief matrices. Moreover, 
det B = fi det Bii, 
i=l 
so det B = 1 if and only if det B,i = 1 for all i. Thus an integral block 
triangular Leontief matrix A satisfies (ii) of Theorem 7 if its diagonal 
matrices are totally unimodular. This is so if the diagonal matrices are 
transhipment matrices (as is often the case in [WJ). Note, however, that 
the off-diagonal matrices of A may contain arbitrary nonpositive in- 
tegers so A need not be totally unimodular, 
5. PRESERVATION OF CONCAVITY UNDER MINIMIZATION 
Up to this point we have required only that S E 9’. For the next 
two results we shall also need to assume that S is closed so that S E 9’. 
* I am Iindebted to George Dantzig for most of the proof that (i) implies (ii). it 
is more elementary than my original proof which appealed to a lemma of Hoffman 
and Kruskal [9, p. 2293. 
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LEMMA 8.” If S E 9, c( l ) is coticave on X(b), and c( l ) achves its 
minimum on X(b) fl S, then c( l ) achieves its minimum on X(b) n S at 
an extreme point of X(b) n S. 
Proof. Let x minimize c( l ) over X(b) fl S, Then there is an R E $#? 
such that x E R C S. Thus x minimizes c( 9 ) over the closed convex 
polyhedral set X(b) n R. Since this set is bounded below, c( . ) achieves 
its minimum on X(b) n R, and hence X(b) n S, at an extreme point 
[S, p. 911 y of X(b) II R. Thus, by Lemma 5, y E R and y is an extreme 
point of X(b). Hence, y is an extreme point of X(b) fl S, which completes 
the proof. 
THEOREM 9. Suppose A is Leontief, S E 9, and c( 9, 9 ) is concave 
on the convex polyhedral cone C z {(x, b) : A x >, 0, .x ), 0, b >, O}. Xlefi’ne 
the ficnction f( l ) by 
f(b) = inf c(x, b), 
ma(b) n 5 
b > 0. (4) 
If the infimum in (4) is attained for all b > 0, then f( 9 ) is concave on tlto 
nonnegative orthant. 
I+o(lf. Let x(b, B) be the basic :jolution to (1) that is determined 
by BE&?*. Let a*(b, S) = {B: B E a*, x(b, B) E S>. 
Now by Lemma 8, the minimum in (4) is achieved at an extreme point 
of X(b) fl L Thus by Theorem 6, 
f(b) = min c(x(b, B), b), b 20. (5) t 
wm~,S) 
Suppose b”, b1 2 0 and b2 = ab” + (1 - a)bl for some 0 < a < 1. 
Since x(b, B) is linear in b for b > 0, x(b2, B) = ax(bO, B) + (1 - a) 
x(bl, B). Thus if some component of x(b”, B) vanS;hes, so do the cor- 
responding components of x(bO, B) and x(bl, B). Therefore, because 
S E ~7, 4P(b2, S) c a*(b”, S), i = 0, 1. Combining this result with the . 
fact that a concave function of a linear function is concave and the 
minimum of finitely many concave functions is concave, we baWe from (5) 
that 
* This lemma is only a slight variant of known results; e.g., se\. Zangwill [13]. 
Linear Algebra and Its Applications 1, 18L- 194 (1968) 
ARTHUR F. VEINOTT, JR. 
f(P) 2 0t min c(x(bO, B), b”) 
B&?‘(b~,S: 
+ (1 - a) min c(x(bl, B), P) 
B&P(?P,S) 
2 affb”) + (1 - a)f(W, 
which completes the proof. 
Remark 1, Theorem 9 provides an interesting contrast with a useful 
result of Dantzig [5]. One version of his theorem asserts that if we replace 
“concave” by “convex,” drop the hypothesis that A is Leontief, and 
assume that S is any convex set in En, then the revised version of Theorem 
9 holds. Theorem 9 (Dantzig’s theorem [5]) is useful in recursively 
establish& concavity (convexity) of the minimal expected cost as a 
function of the state variable in dynamic programming. 
Remark 2. The extension of Theoreni 9 to A pre-Leontief is trivial. 
Ml that is required is to partition A as in (2) and then partition x = (x’) 
and b = (6’) to correspond. If the minimum is attained, it is attained 
at an extreme point so by Theorem 3 we may set x2 = 0 and b2 .= 0. 
Then we are reduced to the systez ,4,x1 = bl, x1 >, 0 for which 1. .eorem 9 
applies. 
6. BOUNIJEDPL'ESS OF THE QOLUTIOX SET 
The infimum in (4) will be attained for ail b 3, 0 if X(b) fl S is ,non- 
empty and bounded for all b >, 0. Boundedness is also needed in (iv) 
of Theorem 6. A Leontief matrix for which X(b) is unbounded was given 
in Remark 1 following Theorem 6. The set X(b) is, of course, nonempty 
for all b > 0 if A is Leontief. 
The next theorem characterizes the class of LeontLef matrices for 
. which X(b) is bounded for 211 b >, 0. I am indebted to George Dantzig 
for suggesting most of (ii) below and that (ii) implies (i). 
THEOREM 10 (Bo~~fldedness) . I/ A is Leontief, the following are equiv- 
alent. 
(i) X(b) is bounded for at1 b >, 8. 
(ii) ‘f’he rows (columuts) of A”( - A) are nontrivial (trivial). 
(iii) 9 = a*. 
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Proof. (i) 3 (ii). Since A is Leontief, there is a B E .W. Since 
X(0) is nonempty and bounded, it follows from the dual theorem that 
there is a II such that nA is positive. Thus T:‘B is positive so z = (nB)B-1 
is positive. Hence the rows of AT are nontrivial. This is equivalent to 
the columns of - A being trivial. 
(ii) * (iii). Since a* C ii@, it suffices to show B C a*. If B E 9, 
then since the rows of AT are nontrivial, the rows of BT are nontrivial. 
This implies Br, and hence B, is Leontief. Thus B E 9*. 
(iii) * (ii). Suppose 6 is positive. Then 9?* is precisely the set of 
feasible basis matrices. Let c be a positive vector and consider the linear 
program of choosing x E X(6j that maximizes cx over X(6). If X(6) is 
unbounded, then application of the simplex method to the above linear 
program will lead to a B E 9* and a column a of A not contained in the 
columns aI, . . . , a, (say) of B for which 
111 
a = CA @ I for some il = (2,) < 0. 
i=l 
By relabeling we may suppose a and a,,, (say) have a positive element 
in the same position. Thus B zz (a,, . . .) a #f-l, a) E 9, Now Am # 0 for 
in the contrary event B is singular and so is not in @*, which contradicts 
the hypothesis that 9? = g*. 0n the other hand if ;Im < 0, then 2 G 
(a,) ==-r B-l6 + 0 (since %m = it,--l~,,~ < 0) which is impossible because 
B-l > 0 and 6 > 0. Thus & > 0 so il is not nonpositive. Therefore 
X(6) is nonempty and bounded for one b a;ld so, by the dual theorem, is 
bounded for all b 2 0 as required. 
Example. A block triangular Leontief matrix satisfies the conditions 
of Theorem 10 if and. only if each of its diagonal matrices satisfies those 
conditions, 
The class of sub-Leontief matrices for which X(0) is bounded is easily 
described. It is clearly the class of such matrices A for which the columns 
(rows) of A(- d4T) are trivial (nontrivial). 
The next result reduces questions about boundedness of X(b) for 
pre-Leontief substitution systems to two separate problems, one for a 
Leonticf and one for a sub-Leontief substitution system. We shall use the 
notation of Theorem 3. 
THEOREM 11. Sq5pose A is pre-leontief, A is partitioned as in (S)p 
and bf >, 0, b2 = 0. Then the following are eqzcivnlent. 
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X(b) is hounded for all bf 2 0. 
X&b’) and X,(O) are botmded for all bl > 0. 
proof is easy and is omitted. 
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