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THE DUAL KACZMARZ ALGORITHM
ANNA ABOUD, EMELIE CURL, STEVEN N. HARDING, MARY VAUGHAN, AND ERIC S. WEBER
Abstract. The Kaczmarz algorithm is an iterative method for solving a system of linear
equations. It can be extended so as to reconstruct a vector x in a (separable) Hilbert space
from the inner-products {〈x, φn〉}. The Kaczmarz algorithms defines a sequence of approx-
imations from the sequence {〈x, φn〉}; these approximations only converge to x when {φn}
is effective. We dualize the Kaczmarz algorithm so that x can be obtained from {〈x, φn〉}
by using a second sequence {ψn} in the reconstruction. This allows for the recovery of x
even when the sequence {φn} is not effective; in particular, our dualization yields a recon-
struction when the sequence {φn} is almost effective. We also obtain some partial results
characterizing when the sequence of approximations from {〈x, φn〉} using {ψn} converges to
x, in which case {(φn, ψn)} is called an effective pair.
1. Introduction
A question of consistent interest in recent years is the conditions under which one can recon-
struct a vector in a Hilbert space H given its inner products with some sequence of vectors
{en}
∞
n=0. Sequences of vectors {en}
∞
n=0 which yield non-uniqueness of representations and
robustness to perturbations have motivated advances in the area of frame theory [1, 2, 4].
There is now renewed interest in iterative reconstructions, e.g. phase retrieval [7, 14], opti-
mization [11], learning theory [9], and computerized tomography [10], to name a few. All of
these areas make use of the reconstruction method which we now introduce.
In 1937, Stefan Kaczmarz introduced an iterative process of solving linear systems which we
now call the Kaczmarz algorithm. Given a linearly dense sequence of unit vectors {en}
∞
n=0
in H and x ∈ H, we define a sequence of approximations {xn}
∞
n=0 by
(1.1)
x0 = 〈x, e0〉e0,
xn = xn−1 + 〈x− xn−1, en〉en, n ≥ 1.
We say that {en}
∞
n=0 is effective if ‖xn − x‖ → 0 for every x ∈ H. Kaczmarz showed in
[8] that any periodic, linearly dense sequence of unit vectors {en}
∞
n=1 in a finite-dimensional
Hilbert space is effective.
In [9], Kwapien´ and Mycielski made progress in the infinite-dimensional Hilbert space setting
by utilizing the auxiliary sequence {hn}
∞
n=0 defined recursively as
(1.2)
h0 = e0,
hn = en −
n−1∑
k=0
〈en, ek〉hk, n ≥ 1.
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They showed that {en}
∞
n=0 is effective if and only if {hn}
∞
n=0 is a Parseval frame, namely
that, for every x ∈ H,
‖x‖2 =
∞∑
n=0
|〈x, hn〉|
2.
In [6], Haller and Szwarc approached the characterization from a different perspective, using
the matrix of inner products
(1.3) I +M =


1 0 0 · · ·
〈e1, e0〉 1 0 · · ·
〈e2, e0〉 〈e2, e1〉 1 · · ·
〈e3, e0〉 〈e3, e1〉 〈e3, e2〉 · · ·
...
...
...
. . .

 .
They showed that {en}
∞
n=0 is effective if and only if the matrix U is a partial isometry where
I + U is the algebraic inverse of I +M .
In the more general setting of a Banach space X, Kwapien´ and Mycielski in [9] reinterpreted
the Kaczmarz algorithm as the iterative process associated to {(en, fn)}
∞
n=0 ⊂ X ×X
∗ with
fn(en) = 1 and
x0 = 0,
xn = xn−1 + fn(x− xn−1)en, n ≥ 1.
In this context, the sequence {(en, fn)}
∞
n=0 is said to be effective if ‖x− xn‖X → 0 for every
x ∈ X. Although Kwapien´ and Mycielski did not produce a characterization of effective
sequences in Banach spaces, they did attain approximation results by thresholding the linear
functionals.
With this extension to Banach spaces, we find applications of the Kaczmarz algorithm in
learning theory. In [9], Kwapien´ and Mycielski describe a model concerning the space
X = {x ∈ C(R) : x(t+ T ) = x(t)}.
They ask when there exists some h ∈ X with h(0) = 1 and some sequence {tn}
∞
n=0 such
that every x ∈ X can be recognized (uniformly approximated) from the sequence {xn}
∞
n=0
generated by the learning process
(1.4)
x0(t) = 0,
xn(t) = xn−1(t) + (x(tn)− xn−1(tn))h(t − tn), n ≥ 1.
By letting en = h(t − tn) and fn(x) = x(tn), the question is resolved by determining when
the sequence {(en, fn)}
∞
n=0 is effective.
1.1. Introduction to frame theory. The results in this paper implement tools and con-
cepts from frame theory. We will introduce needed terminology and definitions, referring the
reader to [3] for a more thorough discussion.
In a Hilbert space H, a frame is a sequence of vectors {fn}
∞
n=0 for which there exist positive
constants A and B such that
(1.5) A‖x‖2 ≤
∞∑
n=0
|〈x, fn〉|
2 ≤ B‖x‖2 for all x ∈ H.
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A frame is tight if A = B and Parseval if A = B = 1. The sequence {fn}
∞
n=0 (not necessarily
a frame) is Bessel if the positive constant B exists in Equation (1.5). A Riesz basis is a frame
which ceases to be a frame if any of its vectors are removed.
Supposing {fn}
∞
n=0 and {gn}
∞
n=0 are frames, if for every x ∈ H
x =
∞∑
n=0
〈x, fn〉gn,
then we say that {gn}
∞
n=0 is a dual frame for {fn}
∞
n=0. The dual frame condition is always
symmetric, that is, if {gn}
∞
n=0 is a dual frame for {fn}
∞
n=0, then {fn}
∞
n=0 is a dual frame for
{gn}
∞
n=0.
The frame condition in Equation (1.5) guarantees the existence of dual frames. In fact, given
that {fn}
∞
n=0 is a frame, the operator S : H → H defined by Sx =
∑
∞
n=0〈x, fn〉fn is bounded,
positive, and invertible. One can check that {S−1fn}
∞
n=0 is a dual frame for {fn}
∞
n=0; indeed,
it is referred to as the canonical dual frame. In general, dual frames are not unique. However,
if {fn}
∞
n=0 is a Riesz basis, then its dual frame {gn}
∞
n=0, which is also a Riesz basis, is unique.
Moreover, it can be shown that 〈fm, gn〉 = δm,n for all m,n ∈ N0, leading us to refer to
{fn}
∞
n=0 and {gn}
∞
n=0 as biorthogonal Riesz bases.
A frame provides reconstruction of any x ∈ H from inner products with the frame elements
while also allowing for redundancy among those elements. This procedure is captured by
the analysis and synthesis operators. The analysis operator associated with the sequence
{fn}
∞
n=0 is the map Θf : H → c(N0) given by
(1.6) Θf (x) = {〈x, fn〉}
∞
n=0,
where c(N0) is the space of sequences on N0. When {fn}
∞
n=0 is Bessel, the operator Θf is
bounded from H into ℓ2(N0). However, this condition is not always assumed. Let l(N0)
denote the subspace of sequences {cn}
∞
n=0 ∈ c(N0) for which
∑
∞
n=0 cnfn converges. The
synthesis operator associated with {fn}
∞
n=0 is the map Θ
∗
f : l(N0)→H given by
(1.7) Θ∗f ({cn}
∞
n=0) =
∞∑
n=0
cnfn.
When {fn}
∞
n=0 is Bessel, we may replace l(N0) by ℓ
2(N0) and then, as the notation suggests,
the synthesis operator is the Hilbert space adjoint of the analysis operator. The frame
operator is Θ∗fΘf and is the identity operator if and only if {fn}
∞
n=0 is a Parseval frame.
We will consider the mixed Grammian matrix ΘφΘ
∗
ψ for sequences {φn}
∞
n=0 and {ψn}
∞
n=0
given by
(1.8) (ΘφΘ
∗
ψ)m,n = 〈ψm, φn〉.
This matrix in general does not define a bounded operator on ℓ2(N0), so we need to take
care when referring to its positivity. For our purposes, we say that an infinite matrix T is
4 A. ABOUD, E. CURL, S. N. HARDING, M. VAUGHAN, AND E. S. WEBER
positive if every principle submatrix is positive. That is, for all n ∈ N0, the operator
Tn =


t00 t01 . . . t0n 0 . . .
t10 t11 . . . t1n 0 . . .
...
...
. . .
...
...
tn0 tn1 . . . tnn 0
0 0 . . . 0 0
. . .
...
...
. . .
. . .


satisfies 〈Tnu, u〉 ≥ 0 for every u ∈ ℓ
2(N0).
Throughout this paper, we adopt the convention that indexing starts at 0, unless otherwise
stated, so indexing notation will be dropped when understood.
2. The dual Kaczmarz algorithm
While effective sequences are useful in vector recovery, they need not retain their efficacy when
subject to perturbation. This was shown by Czaja and Tanis in [5] when they proved that
a Riesz basis which is not an orthonormal basis cannot be effective. The counterexample
then follows directly from a classic result of Paley and Wiener (see [12]), namely that a
sufficiently small perturbation of an orthonormal basis, which is necessarily effective, may
produce a Riesz basis which is not an orthonormal basis—and hence no longer effective.
With the intention of obtaining a better tolerance to perturbation, we introduce a variation
on the Kaczmarz algorithm where two sequences work together to achieve reconstruction, in
analogy to dual frames.
Let {φn} and {ψn} be two linearly dense sequences in H such that 〈φn, ψn〉 = 1. Given
x ∈ H, we define the dual Kaczmarz algorithm applied to x by
(2.1)
x0 = 〈x, φ0〉ψ0,
xn = xn−1 + 〈x− xn−1, φn〉ψn, n ≥ 1.
If ‖x− xn‖ → 0 for all x ∈ H, then we say that {φn} and {ψn} form an effective pair.
As will be demonstrated in Example 3.2, efficacy need not be preserved when φn and ψn
are interchanged in the algorithm. Hence, we will call the first sequence {φn} the analysis
sequence and the second sequence {ψn} the synthesis sequence, representing the ordering by
{(φn, ψn)}. If both {(φn, ψn)} and {(ψn, φn)} are effective pairs, we say that the sequences
form a symmetric effective pair. We note that this is distinct from the dual frame condition
which is always symmetric.
Similarly to Kwapien´ and Mycielski in [9], we recursively define the auxiliary sequence {gn}
for a pair {(φn, ψn)} as follows:
(2.2)
g0 = φ0,
gn = φn −
n−1∑
k=0
〈φn, ψk〉gk, n ≥ 1.
It is an inductive argument to show
(2.3) xn =
n∑
k=0
〈x, gk〉ψk, n ≥ 0.
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Consequently, if {(φn, ψn)} is an effective pair, then we have the reconstruction
(2.4) x =
∞∑
k=0
〈x, gk〉ψk.
We likewise form an auxiliary sequence {g˜n} for {(ψn, φn)} by
(2.5)
g˜0 = ψ0
g˜n = ψn −
n−1∑
k=0
〈ψn, φk〉g˜k, n ≥ 1.
Remark 2.1. Our notation gn, g˜n suggests duality in the context of frames. Although this
is sometimes the case, we also have examples where {(φn, ψn)} is an effective pair and one
or both of {gn} and {g˜n} fail to be frames. This is shown in Example 3.4.
Remark 2.2. As an effective sequence forms an effective pair with itself, it is natural to
ask whether the two sequences in an effective pair are independently effective. Appealing
to Schauder bases which are not Riesz bases, we find many examples for which this is not
necessarily the case. See Example 3.4 for more details.
Remark 2.3. There are many more effective pairs than there are effective sequences. In-
deed, Corollary 2.6 will demonstrate that any effective sequence and invertible operator can
generate an effective pair.
Remark 2.4. The concept of an effective pair translates more naturally to the context of
a Banach space than that of an effective sequence. Although Kwapien´ and Mycielski in
[9] defined an effective sequence in a Banach space, X, their definition (1.4) relies upon
two different sequences—one in X and one in X∗—which is equivalent to our effective pair
definition from (2.1). As observed in Example 3.4, a Schauder basis and its biorthogonal
dual are an effective pair.
Theorem 2.5. Let T ∈ B(H) be invertible. Then {(φn, ψn)} is an effective pair if and only
if {
(
Tφn, (T
−1)∗ψn
)
} is an effective pair.
Proof. Suppose that {(φn, ψn)} is an effective pair. Let x ∈ H, and attain the sequence of
approximations {yn} using Equation (2.1) applied to T
∗x. Since {(φn, ψn)} is an effective
pair, we know ‖T ∗x− yn‖ → 0. Next, define the sequence {xn} via the dual Kaczmarz
algorithm applied to x using {(Tφn, (T
−1)∗ψn)}, i.e.
x0 = 〈x, Tφ0〉(T
−1)∗ψ0,
xn = xn−1 + 〈x− xn−1, Tφn〉(T
−1)∗ψn, n ≥ 1.
Observe that
x0 = 〈x, Tφ0〉(T
−1)∗ψ0 = (T
−1)∗ (〈T ∗x, φ0〉ψ0) = (T
−1)∗y0.
Assume inductively that xn−1 = (T
−1)∗yn−1. Then
xn = (T
−1)∗yn−1 + 〈T
∗x− T ∗xn−1, φn〉(T
−1)∗ψn
= (T−1)∗ (yn−1 + 〈T
∗x− yn−1, φn〉ψn)
= (T−1)∗yn.
Therefore, xn = (T
−1)∗yn for all n ∈ N0. As T
−1 is bounded, we have
‖x− xn‖ =
∥∥(T−1)∗T ∗(x− xn)∥∥
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≤
∥∥(T−1)∗∥∥ ‖T ∗x− T ∗xn‖ = ∥∥(T−1)∗∥∥ ‖T ∗x− yn‖ → 0,
so that {(Tφn, (T
−1)∗ψn)} is an effective pair. Conversely, suppose that {(Tφn, (T
−1)∗ψn)}
is an effective pair. Let S = T−1. From the above argument, it follows that
{(STφn, (S
−1)∗(T−1)∗ψn)} = {(φn, ψn)}
is an effective pair. 
Corollary 2.6. Let T ∈ B(H) be invertible. A linearly dense sequence {en} of unit vectors
is effective if and only if {(Ten, (T
−1)∗en)} is a symmetric effective pair.
Proof. It is clear that {en} is effective if and only if {(en, en)} is an effective pair. Applying
Theorem 2.5 with T and (T−1)∗, we conclude that {
(
Ten, (T
−1)∗en
)
} and {
(
(T−1)∗en, T en
)
}
are both effective pairs if and only if {(en, en)} is an effective pair. 
It would be very advantageous to achieve a characterization of all effective pairs. Most of
our results in this direction, however, depend upon the existence of a certain operator T
satisfying ψn = Tφn. With this in mind, we next present a string of lemmas that are tied to
this condition, each imposing increasingly stringent hypotheses on T . It is assumed in every
lemma that {φn} and {ψn} are linearly dense in H and that {gn} and {g˜n} are constructed
according to Equations (2.2) and (2.5). In these lemmas, as well as in the rest of the paper,
we will reference T
1
2 as the positive square root of T , when defined.
Lemma 2.7. If T ∈ B(H) is such that Tgn = g˜n and
(2.6) 〈φn, ψk〉 = 〈ψn, φk〉 for all n, k ∈ N0,
then Tφn = ψn for all n ∈ N0.
Proof. This is clear for n = 0,
Tφ0 = Tg0 = g˜0 = ψ0.
For n ≥ 1, observe that
ψn −
n−1∑
k=0
〈ψn, φk〉g˜k = g˜n = Tgn = Tφn −
n−1∑
k=0
〈φn, ψk〉Tgk = Tφn −
n−1∑
k=0
〈ψn, φk〉g˜k,
so Tφn = ψn, as desired. 
Lemma 2.8. Suppose T ∈ B(H) is positive and such that Tφn = ψn for all n ∈ N0. If we
define {en} by
(2.7) en = T
1
2φn,
then hn = T
1
2 gn, where {hn} is the auxiliary sequence to {en} as in Equation (1.2).
Proof. First note that
(2.8) 〈em, en〉 = 〈T
1
2φm, T
1
2φn〉 = 〈φm, Tφn〉 = 〈φm, ψn〉
for all m,n. Observe that
h0 = e0 = T
1
2φ0 = T
1
2 g0.
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Assume inductively that hk = T
1
2 gk for all 0 ≤ k < n. It follows that
hn = en −
n−1∑
k=0
〈φn, ψk〉hk = T
1
2
(
φn −
n−1∑
k=0
〈φn, ψk〉gk
)
= T
1
2 gn
which concludes the induction. 
Remark 2.9. Note that in Lemma 2.8 and hereafter the sequence en = T
1
2φn is not neces-
sarily a sequence of unit vectors.
Lemma 2.10. Let T ∈ B(H) be positive and invertible. If Tφn = ψn for all n ∈ N0, then
Tgn = g˜n for all n ∈ N0.
Proof. This is clear for n = 0,
Tg0 = Tφ0 = ψ0 = g˜0.
Assume inductively that Tgk = g˜k for all 0 ≤ k < n. Observe that
Tgn = Tφn −
n−1∑
k=0
〈φn, ψk〉Tgk = ψn −
n−1∑
k=0
〈Tφn, T
−1ψk〉g˜k = ψn −
n−1∑
k=0
〈ψn, φk〉g˜k = g˜n
Thus, the statement holds for all n ∈ N0. 
2.1. Towards a characterization of symmetric effective pairs. After the model of
Haller and Szwarc in [6], we seek necessary and sufficient conditions for a pair of sequences
to be an effective pair. As previously mentioned, most of our results in this area depend
upon a positive, invertible operator relating {φn} and {ψn}. In finite dimensions, we attain
such an operator by exploiting the analysis and synthesis operators associated with the given
sequences {φn} and {ψn}, as seen in Equations (1.6) and (1.7). In infinite dimensions,
however, the situation becomes more complex as we are forced to impose various conditions
to ensure the existence of such an operator T ∈ B(H).
Corresponding to the pair {(φn, ψn)}, we define
(2.9) I +N =


1 0 0 · · ·
〈φ1, ψ0〉 1 0 · · ·
〈φ2, ψ0〉 〈φ2, ψ1〉 1 · · ·
〈φ3, ψ0〉 〈φ3, ψ1〉 〈φ3, ψ2〉 · · ·
...
...
...
. . .


and I + V as the algebraic inverse of I +N . To be sure, this is equivalent to
(2.10) (I + V )(I +N) = (I +N)(I + V ) = I.
Proposition 2.11. Suppose that {φn} and {ψn} are linearly dense sequences in H satisfying
〈φn, ψn〉 = 1 for all n ∈ N0. Furthermore, suppose that there exists a positive, invertible
T ∈ B(H) such that ψn = Tφn for all n ∈ N0 and that V is a partial isometry. Then
{(φn, ψn)} is a symmetric effective pair.
Proof. Define {en} by Equation (2.7), so that φn = T
−
1
2 en and ψn = T
1
2 en. Since Equation
(2.8) holds, we have that M = N , where M and N are as in Equations (1.3) and (2.9),
respectively. Consequently, U = V , and {en} is effective by [6, Theorem 1]. By Corollary
2.6, we conclude that {(φn, ψn)} is a symmetric effective pair. 
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Proposition 2.12. Suppose that {φn} and {ψn} are linearly dense sequences in H, whose
respective auxiliary sequences are {gn} and {g˜n}, as in Equations (2.2) and (2.5). Suppose
that 〈φn, ψn〉 = 1 for all n ∈ N0, that 〈φn, ψk〉 = 〈ψn, φk〉 for all n, k ∈ N0, and that {gn} and
{g˜n} are canonical dual frames. Then {(φn, ψn)} is a symmetric effective pair.
Proof. Since {gn} and {g˜n} are canonical dual frames, we write g˜n = Tgn where T
−1 is the
frame operator for {gn}. By Lemma 2.7, we know that Tφn = ψn for all n ∈ N0. Again
define {en} and {hn} by Equation (2.7) and Equation (1.2), respectively. By Lemma 2.8, we
know that hn = T
1
2 gn = T
−
1
2 g˜n for all n ∈ N0.
Since {gn} and {g˜n} are dual frames, we know that {T
1
2 gn} and {T
−
1
2 g˜n} are also dual
frames. For x ∈ H, observe that
x =
∞∑
n=0
〈x, T−
1
2 g˜n〉T
1
2 gn =
∞∑
n=0
〈x, hn〉hn
from which it follows that
‖x‖2 = 〈x, x〉 =
∞∑
n=0
〈x, hn〉〈hn, x〉 =
∞∑
n=0
|〈x, hn〉|
2.
Therefore, {hn} is a Parseval frame, so {en} is effective by [9]. Noting that φn = T
−
1
2 en and
ψn = T
1
2 en, we conclude that {(φn, ψn)} is a symmetric effective pair by Corollary 2.6. 
Theorem 2.13. Suppose that {φn} and {ψn} are linearly dense sequences in H, whose
respective auxiliary sequences are {gn} and {g˜n} as in Equations (2.2) and (2.5). Assume
〈φn, ψn〉 = 1 for all n ∈ N0 and suppose there exists a positive, invertible T ∈ B(H) such that
Tφn = ψn for all n ∈ N0. The following are then equivalent:
(i) V is a partial isometry, where V is given by Equation (2.10).
(ii) {gn} and {g˜n} are canonical dual frames.
(iii) {(φn, ψn)} is a symmetric effective pair.
Moreover, if any of these conditions hold, then T−1 is the frame operator for {gn}.
Proof. We will show
(i)⇒ (iii)⇒ (ii)⇒ (i).
Suppose (i) holds. It is immediate from Proposition 2.11 that {(φn, ψn)} is a symmetric
effective pair.
Suppose (iii) holds. Define the sequences {en} and {hn} by Equations (2.7) and (1.2),
respectively. As en = T
1
2φn and en = T
−
1
2ψn, we have that {en} is an effective sequence by
Corollary 2.6, implying that {hn} is a Parsevel frame by [9]. By Lemmas 2.10 and 2.8, we
know that g˜n = Tgn and hn = T
1
2 gn. As gn = T
−
1
2hn, g˜n = T
1
2hn, and {hn} is a Parseval
frame, we know that {gn} and {g˜n} are dual frames. Moreover, since g˜n = Tgn for invertible
T , we conclude that {gn} and {g˜n} must be canonical dual frames.
Suppose (ii) holds. Since T is self-adjoint, it is straightforward to verify Equation (2.6), so
by Proposition 2.12, we infer that {(φn, ψn)} is a symmetric effective pair. Defining {en} by
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Equation (2.7) and applying Corollary 2.6, we see that {en} is an effective sequence. Ap-
pealing to [6, Theorem 1], we conclude that the associated matrix U , as defined by Equation
(1.3), is a partial isometry. By Equation (2.8), U = V , and we have the desired result.
Moreover, if (ii) holds, we have g˜n = S
−1gn, where S is the frame operator of {gn}. By
Lemma 2.10, we also know that g˜n = Tgn. Because {gn} and {g˜n} are canonical dual frames,
T must be unique and thus S = T−1. 
For the remainder of this section, we will confine ourselves to finite-dimensional Hilbert
spaces, where our characterization effort is aided by the existence of a positive, invertible T ∈
B(H) relating the sequences {φn} and {ψn}. We present necessary and sufficient conditions
for the existence of such a T and then use this result to present a partial characterization of
effective pairs in finite dimensions.
Lemma 2.14. Suppose {φn} and {ψn} are linearly dense sequences in a finite dimensional
Hilbert space HN . Then there exists a positive, invertible T ∈ B(HN ) such that Tφn = ψn if
and only if ΘψΘ
∗
φ is positive.
Proof. Suppose that there exists a positive, invertible T ∈ B(HN ) such that Tφn = ψn. First,
we show that ΘψΘ
∗
φ is self-adjoint. Let {δn} be the canonical orthonormal basis of ℓ
2(N0).
Observe
ΘφΘ
∗
ψδn = {〈ψn, φk〉}
∞
k=0 = {〈Tφn, φk〉}
∞
k=0 = {〈φn, Tφk〉}
∞
k=0 = {〈φn, ψk〉}
∞
k=0 = ΘψΘ
∗
φδn.
From this it immediately follows that (ΘψΘ
∗
φ)
∗ = ΘφΘ
∗
ψ = ΘψΘ
∗
φ. Next, we show that ΘψΘ
∗
φ
is positive. Observe for any finite sequence {cn} that
〈
ΘφΘ
∗
ψ
∞∑
j=0
cjδj ,
∞∑
k=0
ckδk
〉
=
∞∑
j=0
∞∑
k=0
cjck〈ΘφΘ
∗
ψδj , δk〉 =
∞∑
j=0
∞∑
k=0
cjck〈ψj , φk〉
=
〈
∞∑
j=0
cjψj ,
∞∑
k=0
ckφk
〉
=
〈
T
∞∑
j=0
cjφj ,
∞∑
k=0
ckφk
〉
≥ 0.
Therefore ΘφΘ
∗
ψ, and thus ΘψΘ
∗
φ, is positive.
Conversely, suppose that ΘψΘ
∗
φ is positive. As HN is finite dimensional, there is someM ∈ N
such that {φn}
M−1
n=0 and {ψn}
M−1
n=0 both span HN . It follows that {φn}
M−1
n=0 and {ψn}
M−1
n=0 are
frames for HN , which ensures that the operators
θφ : HN → ℓ
2(ZM ), θφx = {〈x, φn〉}
M−1
n=0
θ∗φ : ℓ
2(ZM )→ HN , θ
∗
φ{cn} =
M−1∑
n=0
cnφn
are well defined, and that θ∗φ and θ
∗
ψ (defined analogously to θ
∗
φ) are surjective. As θψθ
∗
φ
is positive by assumption, we have that θψθ
∗
φ = θφθ
∗
ψ and thus ranθφ = ranθψ. Let B =
ranθφ = ranθψ. Then θ
∗
φ and θ
∗
ψ are invertible when restricted to B since B = (kerθ
∗
φ)
⊥ =
(kerθ∗ψ)
⊥. Let T : HN →HN be given by T = θ
∗
ψ
∣∣
B
(θ∗φ
∣∣
B
)−1.
Let P be the orthogonal projection of ℓ2(ZM ) onto the closed subspace B. Then the operator
θˆφ := Pθφ from HN onto B is invertible, and we may write T = θ
∗
ψ
∣∣
B
(θˆφ ◦ θ
∗
φ
∣∣
B
)−1θˆφ.
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Let {δn} be the canonical basis for ℓ
2(ZM ). Note that δn − Pδn ∈ B
⊥ = ker θ∗φ. Thus
Tφn = θ
∗
φδn = θ
∗
φPδn + θ
∗
φ(δn − Pδn) = θ
∗
φ
∣∣
B
Pδn
and similarly ψn = θ
∗
ψ
∣∣
B
Pδn. We then have
φn = Tθ
∗
φ
∣∣
B
Pδn = θ
∗
ψ
∣∣
B
(θˆφ ◦ θ
∗
φ
∣∣
B
)−1(θˆφ ◦ θ
∗
φ
∣∣
B
)Pδn = θ
∗
ψ
∣∣
B
Pδn = ψn.
Note that, for such an operator Tˆ constructed on a larger collection Mˆ ≥ M , Tˆ must agree
with T on a spanning set and, hence, Tˆ = T .
Lastly, for any x ∈ HN , there is some {cn} ∈ B such that θ
∗
φ({cn}) = x. Then
〈T ∗x, x〉 =
〈
(T ∗θ∗φ)({cn}), θ
∗
φ({cn})
〉
=
〈
θ∗φ({cn}), θ
∗
ψ({cn})
〉
=
〈
(θψθ
∗
φ)({cn}), {cn}
〉
≥ 0
from which we conclude that T ∗, and thus T , is positive. 
Corollary 2.15. If {φn} and {ψn} are linearly dense sequences in a finite dimensional Hilbert
space HN such that 〈φn, ψn〉 = 1 for all n ∈ N0 and ΘψΘ
∗
φ is positive, then the following are
equivalent:
(i) V is a partial isometry.
(ii) {gn} and {g˜n} are canonical dual frames.
(iii) {(φn, ψn)} is a symmetric effective pair.
Proof. This is an immediate consequence of Lemma 2.14 and Theorem 2.13. 
2.2. Almost effective sequences and the augmented dual Kaczmarz algorithm.
Although the Kaczmarz algorithm provides many computational advantages, the class of
effective sequences is too rigid to tolerate general perturbation. Earlier in the paper, we
addressed this rigidity issue by introducing effective pairs. In [5], Czaja and Tanis also
sought to relax the concept of an effective sequence. Specifically, they defined a new class of
sequences by calling {en} in H almost effective if there exists some 0 ≤ B < 1 such that the
sequence {xn} in Equation (1.1) satisfies
(2.11) lim
n→∞
‖xn − x‖
2 ≤ B‖x‖2 for all x ∈ H.
In [5], Czaja and Tanis proved that a sequence is almost effective with bound 0 ≤ (1−A) if and
only if its corresponding auxiliary sequence defined by (1.2) is a frame with bounds 0 < A ≤ 1.
This characterization provides another succinct connection between the Kaczmarz algorithm
and frame theory.
Although almost effective sequences provide more flexibility, they are accompanied by non-
trivial disadvantages. Recall the original impetus for our investigation into effective sequences—
to reconstruct a vector given its inner products with some linearly dense sequence of unit
vectors. While an effective sequence yields such a reconstruction directly via the Kaczmarz
algorithm, an almost effective sequence does not necessarily retain this property. By com-
bining the idea of an almost effective sequence with that of an effective pair, however, we are
able to attain approximations based upon the desired inner products.
Similar to Szwarc in [13], who showed that a certain type of Bessel sequence generates an
effective sequence, we start with a lemma showing that canonical dual frames satisfying the
appropriate orthogonality condition generate a symmetric effective pair. This will be an
essential tool for our results involving almost effective sequences.
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Lemma 2.16. Suppose that {gn} and {g˜n} are canonical dual frames in a Hilbert space H
such that
g0 ⊥ g˜n for all n ∈ N.
Then there exists a symmetric effective pair {(φn, ψn)} with auxiliary sequences {gn} and
{g˜n}, as in Equations (2.2) and (2.5).
Proof. As {gn} and {g˜n} are canonical dual frames, we have that S
−1gn = g˜n where S is the
frame operator for {gn}. Define a sequence {fn} by fn = S
−
1
2 gn. Observe that {fn} is a
Parseval frame and that f0 ⊥ fn for all n ∈ N as
〈f0, fn〉 = 〈S
−
1
2 g0, S
−
1
2 gn〉 = 〈g0, S
−1gn〉 = 〈g0, g˜n〉 = 0.
From [13, Theorem 1], we know {fn} is the auxiliary sequence for some effective sequence,
say {bn}, in H. Define the sequences {φn} and {ψn} by φn = S
1
2 bn and ψn = S
−
1
2 bn. By
Theorem 2.5, Lemma 2.8, and Lemma 2.10, it follows that {(φn, ψn)} is a symmetric effective
pair with auxiliary sequences {S
1
2 fn} = {gn} and {g˜n}. 
Now that we have a method for generating an effective pair corresponding to certain auxiliary
sequences, we use it to produce an effective pair with the same auxiliary sequence {hn} as a
given almost effective sequence {en}.
Theorem 2.17. Suppose that {en} is an almost effective sequence in a Hilbert space H
with auxiliary sequence {hn}. Then there exists a symmetric effective pair {(φn, ψn)} with
auxiliary sequences {gn} and {g˜n}, as in Equations (2.2) and (2.5), such that
(i) hn = gn for all n ∈ N0.
(ii) {gn} and {g˜n} are canonical dual frames.
Moreover, x can be reconstructed from {〈x, hn〉} by
x =
∞∑
n=0
〈x, hn〉ψn.
Proof. As {en} is almost effective, its auxiliary sequence {hn} is a frame with Bessel bound
0 < B ≤ 1 [5, Theorem 3.1]. Since ‖h0‖
2 = ‖e0‖
2 = 1, it follows from the Bessel inequality
that 〈h0, hn〉 = 0 for all n ∈ N.
Let S be the frame operator of {hn}. Define the canonical dual frames {gn} and {g˜n}, where
gn = hn, g˜n = S
−1hn.
As h0 ⊥ hn for n ∈ N, we infer that
Sh0 =
∞∑
n=0
〈h0, hn〉hn = h0.
For n ∈ N, we then have
〈g0, g˜n〉 = 〈h0, S
−1hn〉 = 〈S
−1h0, hn〉 = 〈h0, hn〉 = 0
and
〈g˜0, gn〉 = 〈S
−1h0, hn〉 = 〈h0, hn〉 = 0.
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By Lemma 2.16, there are sequences {φn} and {ψn} in H such that {(φn, ψn)} is a symmetric
effective pair with auxiliary sequences {gn} and {g˜n}.
Furthermore, as hn = gn, by the reconstruction in Equation (2.4) we know that
x =
∞∑
k=0
〈x, gk〉ψk =
∞∑
k=0
〈x, hk〉ψk for all x ∈ H.

We now have a sequence of approximations to x generated by inner products with the auxil-
iary sequence of an almost effective sequence. In the following corollary, we introduce another
variation on the Kaczmarz algorithm which will allow us to achieve reconstruction based upon
the inner products with the almost effective sequence itself.
Corollary 2.18. Suppose that {en} is an almost effective sequence in a Hilbert space H with
auxiliary sequence {hn}. Let {ψn} be as in the conclusion of Theorem 2.17. For any x ∈ H,
let {xn} be the sequence generated from {en} as in Equation (1.1). Furthermore, define the
sequence {yn} by
(2.12)
y0 = 〈x, e0〉ψ0,
yn = yn−1 + 〈x− xn−1, en〉ψn, n ≥ 1.
Then, limn→∞ ||yn − x|| = 0.
We call the new formulation in (2.12) the augmented dual Kaczmarz algorithm. Note that,
as {en} is merely almost effective, we do not make any assumptions about the convergence
of {xn}. Indeed, even if limn→∞ xn exists, it need not be equal to x. However, we use the
sequence {xn} as a state variable to gain the sequence of approximations {yn} generated in
(2.12).
Proof. From Theorem 2.17, we know that
x =
∞∑
k=0
〈x, hk〉ψk for all x ∈ H,
so it suffices to show that
(2.13) yn =
n∑
k=0
〈x, hk〉ψk for all x ∈ H, n ∈ N0.
This is clear for n = 0 as e0 = h0. Assume inductively that the claim holds for 0 ≤ k < n
and note that
〈x− xn−1, en〉 = 〈x, en〉 −
〈
n−1∑
k=0
〈x, hk〉ek, en
〉
=
〈
x, en −
n−1∑
k=0
〈en, ek〉hk
〉
= 〈x, hn〉.
We then have
yn = yn−1 + 〈x− xn−1, en〉ψn =
n−1∑
k=0
〈x, hk〉ψk + 〈x− xn−1, en〉ψn =
n∑
k=0
〈x, hk〉ψk
and thus Equation (2.13) holds. 
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3. Examples
In this section, we list examples which illuminate some of the interesting characteristics of
effective pairs.
Example 3.1. Suppose that {φn} and {ψn} are effective. It is not necessarily true that
{(φn, ψn)} is an effective pair.
The most straightforward example would be to consider an orthonormal basis {φn} and take
ψn = −φn. Clearly {φn} and {ψn} are effective sequences. However, the corresponding dual
Kaczmarz algorithm applied to x reproduces −x, i.e. ‖xn− (−x)‖ → 0, so that {(φn, ψn)} is
not an effective pair. This is immediate from
xn =
n∑
k=0
〈−x, φk〉φk
which follows from Equation (2.3).
Example 3.2. There are effective pairs {(φn, ψn)} satisfying 〈φn, ψn〉 = 1 for all n ∈ N0
which are not symmetric effective pairs.
In R2, consider the periodic sequences {φn} and {ψn} with[
φ0 φ1 φ2 ψ0 ψ1 ψ2
]
=
[
1 1 0.5 1 1 1.5
−1 1 −0.5 0 0 −0.5
]
and φn = φ(n mod 3), ψn = ψ(n mod 3). Consider the error sequence {εn | εn = x − xn}
corresponding to the dual Kaczmarz algorithm for {(φn, ψn)} associated to x where
ε0 = x− 〈x, φ0〉ψ0
εn = εn−1 − 〈εn−1, φn〉ψn, n ≥ 1.
Then {(φn, ψn)} is an effective pair if and only if εn → 0. It is simple to show by induction
that the error sequence {εn} associated to x = (a, b) satisfies
ε3k =
b
2k
(
1
1
)
, ε3k+1 =
b
2k
(
−1
1
)
, ε3k+2 =
b
2k+1
(
1
1
)
, k ≥ 0.
Therefore, {(φn, ψn)} is an effective pair. However, {(ψn, φn)} is not an effective pair for the
following reason: Let {εn} be the error sequence associated to x = (0, 4). Then, by induction,
we find
ε3k =
(
0
4
)
, ε3k+1 =
(
0
4
)
, ε3k+2 =
(
1
3
)
, k ≥ 0.
The sequence {εn} fails to converge.
Example 3.3. There are symmetric effective pairs {(φn, ψn)} for which the mixed Grammian
operator ΘφΘ
∗
ψ is not positive. Furthermore, there are symmetric effective pairs which are
not related by an invertible operator, i.e. there does not exist an invertible T ∈ B(H) such
that Tφn = ψn for all n.
In R2, consider the periodic sequences {φn} and {ψn} with[
φ0 φ1 φ2 ψ0 ψ1 ψ2
]
=
[
1 1 0 1 1 0
0 1 1 0 0 1
]
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and φn = φ(n mod 3), ψn = ψ(n mod 3). As in the previous example, consider the error
sequence {εn} for the pair {(φn, ψn)}. Since ε2 is the projection of ε1 onto the orthogonal
complement of φ2 and ε3 is the projection of ε2 onto the orthogonal complement of φ0 and
{φ0, φ2} form an orthonormal basis, it follows that εk = (0, 0) for k ≥ 3, so {(φn, ψn)} is
an effective pair. Likewise, by the same argument, we observe that {(ψn, φn)} is an effective
pair. The matrix ΘφΘ
∗
ψ is not positive since its 3× 3 principle submatrix,
1 1 01 1 1
0 0 1

 ,
is not positive. Note that an invertible T ∈ B(H) can not possibly map φn to ψn for all
n ∈ N0 since ψ0 = ψ1 yet φ0 6= φ1.
Example 3.4. There are symmetric effective pairs {(φn, ψn)} where neither {φn} nor {ψn}
is effective. Moreover, there are symmetric effective pairs for which their auxiliary sequences
do not form (dual) frames.
Let {φn} be a Schauder basis which is not a Riesz basis, and let {ψn} be its biorthogonal
dual basis. We then have the reconstruction property
x =
∞∑
n=0
〈x, φn〉ψn =
∞∑
n=0
〈x, ψn〉φn.
Since the auxiliary sequence of {(φn, ψn)} is {ψn} and the auxiliary sequence of {(ψn, φn)}
is {φn}, it follows that {(φn, ψn)} is a symmetric effective pair where the auxiliary sequences
are not (dual) frames.
Moreover, if {φn} ⊂ X and {ψn} ⊂ X
∗ for a Banach space X, then these sequences form an
effective pair as in definition (2.1), while also satisfying Kwapien´ and Mycielski’s definition
of an effective sequence from (1.4).
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