INTRODUCTION
The arithmetic Fourier transform (AFT) offers a convenient method, based on the construction of weighted averages, to calculate the Fourier coefficients of a periodic function. Historically it was discovered by Bruns [1] at the beginning of this century. Similar, but different, algorithms were studied by Tufts and Sadasiv [2] , Schiff and Walker [3] for the calculation of the Fourier coefficients of even periodic functions. This method was extended in [4] for the calculation of the Fourier coefficients of both the even and odd components of a periodic function. The Bruns approach was incorporated in [5] resulting in a more computationally balanced algorithm. Finally, inverse Z-transform algorithms by Möbius inversion were presented in [6] and [7] , together with pertinent convergence results. In [8] a general formulation is presented, based on a generalized Möbius transform, permitting the extraction of the Fourier cosine and sine coefficients by the implementation, respectively, of sine and cosine "killer" procedures. In this correspondence we further develop the theory of the generalized Möbius transform by the introduction of reduced periodic multiplicative arithmetical (RPMA) functions of period q. It is shown that sine "killer" procedures exist for all numbers q ≥ 1, but also, more interestingly, that cosine "killer" procedures exist for certain numbers admitting a primitive root. This then results in arithmetic Fourier Tel: +32 9 264 33 16, Fax: +32 9 264 42 99, elm: luc.knockaert@intec.rug.ac.be transforms which converge whenever the derivative of the periodic function under scrutiny is continuous and satisfies a Lipschitz condition of arbitrarily small positive order. Number theory [9] , [10] plays an important part in the derivation of the algorithms and the proofs of most theorems.
A GENERALIZED MOBIUS TRANSFORM AND PRIMI-TIVE ROOTS
By an arithmetical function h(n) we mean a real function defined for n = 1, 2, . . . A multiplicative arithmetical function [10] is an arithmetical function h(n) such that h(mn) = h(m)h(n) for all relatively prime numbers m and n. The expression k|m means " k divides m " and (a, b) stands for the greatest common divisor of a, b.
. . be a sequence of real numbers and α(n), β(n) arithmetical functions.
For the transform pair
to be valid for all sequences f n , it is necessary and sufficient that we only need to solve the arithmetic deconvolution equation for values of n that are powers of the prime numbers [9] . Our interest lies in periodic multiplicative arithmetical (PMA) functions i.e.
multiplicative arithmetical functions α(n) such that α(n+q) = α(n) for some number q, called the period of the PMA function. Clearly, if α(n) is periodic, it can be written as α(n) = ξ(n mod q)
where ξ(n) is a function defined over the set of residues Σ = {0, 1, . . . , q − 1}. For the practical implementation of the AFT in the sequel, we will consider exclusively reduced functions, i.e.
functions ξ(n) such that ξ(n) = 0 ∀n ∈ Σ\Σ r , where Σ r , the reduced set of residues, is defined as Σ r = {k : 1 ≤ k < q and (k, q) = 1}.
The corresponding PMA function α(n) is then called a reduced periodic multiplicative arithmetical (RPMA) function. The following result specifies the multiplicativity of the RPMA function α(n) in terms of the associated function ξ(n).
Proof: Straightforward [10] .
For q = 2 the only possible non-vanishing reduced function is given by ξ(0) = 0, ξ(1) = 1. For q > 2 we will restrict ourselves to periods q which admit a primitive root g. In that case the numbers g l mod q with l = 0, 1, . . . , φ(q) − 1, where φ(q) is Euler's totient function, form the reduced set of residues. Moreover, by Euler's theorem, g φ(q) mod q = 1. Hence, for every k ∈ Σ r there is a unique l such that g l mod q = k. The exponent l is called the index of k with respect to g and it is denoted ind(k). Plainly ind(1) = 0 and ind(g) = 1.
Proof: See [11] p. 159.
Theorem 3: If q > 2 admits a primitive root, then for every primitive root g there are exactly two non-vanishing reduced functions yielding a RPMA function. The first is
which is always even, and the second is
which is even when 1 2 φ(q) is even, and odd when 1 2 φ(q) is odd. Proof: Straightforward. Note that the canonical reduced function ξ 0 (k) exists even when q does not admit a primitive root. The second result follows from the fact that
by Lemma 1.
Corollary: The RPMA functions α 0 (n) for q ≥ 2 and α 1 (n) for q > 2, corresponding to the reduced functions ξ 0 (k) and ξ 1 (k) are given by
where ind(n) stands for ind(n mod q).
Theorem 4:
The solutions of the arithmetic deconvolution equations corresponding to α 0 (n) and α 1 (n) are given by
Proof: Straightforward. One simply solves the equations
In this way we have defined two generalized Möbius transform pairs. Transform pair I is
which is valid for all q, even when q does not admit a primitive root. For q = 1 this is the classical Möbius transform. Transform pair II is
which is valid for all q > 2 admitting a primitive root. Next we discuss the convergence of these generalized Möbius transform pairs. Clearly we only have to consider the convergence of transform pair I, and we can restrict ourselves to the classical Möbius transform (q = 1), since
for other values of q the sums are performed over the subset of the natural numbers characterized by (q, n) = 1.
where ν(k) is the number of distinct prime divisors of k, then the transform pairs I or II converge absolutely.
we have
which proves the convergence of the direct part of the transform pair. To prove the convergence of the inverse part of the transform pair, consider
Now
where the last equality follows from [11] p. 222. Since ν(m) ≤ ν(nm) we have
and the proof is complete.
Corollary: If there are constants A > 0 and > 0 such that
Proof: Consider the function
In the vicinity of s ≈ ∞ this function behaves as
and in the vicinity of s ≈ 1 we have
since the Riemann zeta function ζ(s) exhibits a simple pole with residue 1 at s = 1. The Riemann zeta function has no zeros for positive reals and hence τ (s) is bounded for s > 1 + δ for some positive δ. Next consider the convergence of the integral
for some positive u. Take real numbers 1 < η < M < ∞ where η is sufficiently small and M is sufficiently large. We have
In virtue of the decreasing exponential behaviour of τ (s) at ∞, it is seen that the convergence of I(u) depends on the behaviour of the integrand in the vicinity of s = 1. It is straightforward to show that the condition u = 1 + , with > 0, is sufficient for I(u) to converge. On the other hand, direct integration yields
The theorem follows since we have proved that
ARITHMETIC FOURIER TRANSFORMS
Consider a real periodic function with period 2π and Fourier series
Of course g 0 ≡ 0, and f 0 is assumed known. The objective of an AFT [8] is to obtain the Fourier coefficients f k and g k from weighted averages of the function F (θ), sampled at judiciously chosen points in the interval [0, 2π). We need the following.
Lemma 2: Let the weighted averages S n , n ≥ 1 be given by
where q ≥ 1 will be subsequently called the order of the transform, and where the weighting coefficients a r are supposed to be real. Then an alternative expression of S n in terms of the Fourier coefficients is given by
where the coefficients κ r ,κ r and the weighting coefficients a r are related via the DFT
a s e 2πirs/q , r = 0, 1, . . . , q − 1.
Proof: It is straightforward to show that for any real β
With β = r/q we have therefore
and the result follows, after taking l = kq + s, i.e.
{cos(2πsr/q)f n(kq+s) + sin(2πsr/q)g n(kq+s) }.
Note that, in order for a r to be a real sequence, we needκ 0 = 0 and also that κ r ,κ r are respectively even and odd sequences i.e.
κ r = κ q−r ,κ r = −κ q−r , r = 1, 2, . . . , q − 1.
Moreover, it is clear that the sine Fourier coefficients and the cosine Fourier coefficients cannot be recovered in one transform, and hence we have to imposeκ r ≡ 0, -called a sine killer transform -or κ r ≡ 0, -called a cosine killer transform [8] -, implying that both sine and cosine coefficients can be recoverded in two transforms.
Theorem 6: For any order q > 1, let
For an order q > 2 admitting a primitive root g with φ(q)/2 even, let
For an order q > 2 admitting a primitive root g with φ(q)/2 odd, let
n , S
n be given as in Lemma 2, with respective weighting coefficients a
r , a
r .
Then the following arithmetic Fourier transforms are valid:
kn .
Proof: Clear, by Theorems 3 and 4, if we imposẽ
and take κ
r andκ (3) r respectively equal to the canonical, even and odd reduced functions. Proof: By a theorem in [12] p. 292, the above conditions are sufficient for the Fourier coefficients to satisfy
for some positive constant C. This surely implies we can find positive constants A and such
and the result follows by the corollary of Theorem 5. Note that this convergence result is stronger than the one in [6] where δ = 1 was required. It is seen that the first two transforms are sine killers, whereas the last transform is a cosine killer. In order to show what this means in practice, we give the weighting coefficients for the sine and cosine killers of orders 3 and 4, which are the smallest numbers admitting both types of killers. Note that the number 5 admits two sine killers. 
By inspection it is seen that this yields the same AFT's as in [5] , [7] .
