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RESUMEN 
Una imagen monoscópica es una proyección de una escena tridimensional en un plano, que se 
realiza a través de un punto de vista y puede expresarse como una perspectiva. Sin embargo, aunque 
la tercera dimensión, aparentemente se pierde durante esta proyección, puede recuperarse si la 
información almacenada en la imagen se trata de la forma adecuada empleando técnicas 
fotogramétricas o de análisis dimensional perspectivo. Históricamente, la perspectiva ha sido 
estudiada por artistas buscando representar mejor las escenas tridimensionales en materiales planos 
(cuadros o láminas, entre otros), pero en la actualidad, el estudio se centra en la representación 
tridimensional de objetos a partir de su imagen bidimensional. 
El efecto perspectivo más conocido es que en el espacio las líneas paralelas se cortan en un 
único punto común llamado punto de fuga. Su conocimiento condiciona ciertos elementos de una 
imagen, permitiendo así realizar un análisis cualitativo y/o cuantitativo de la misma. 
Cualitativamente, los puntos de fuga pueden utilizarse para agrupar líneas comunes en imágenes 
contiguas con el objetivo de fusionarlas, y cuantitativamente, se emplean para la autocalibración de 
la cámara, el análisis dimensional del objeto o la reconstrucción tridimensional. 
En esta tesis doctoral se desarrolla una metodología para la detección automática de los 
puntos de fuga en imágenes monoscópicas. Para ello, se cubren las siguientes fases: 
1. Detección de los bordes de la imagen utilizando operadores basados la primera derivada de 
la función imagen, tanto direccionales como no direccionales. 
2. Extracción de las rectas definidas por los agrupamientos de píxeles que definen los bordes de 
la imagen, utilizando la dirección del gradiente en el píxel de borde. 
3. Determinación del tipo de perspectiva que define la imagen fotográfica. Para ello se 
clasifican las rectas extraídas utilizando la ecuación general de la recta en cinco particiones: 
horizontal, vertical, centro, derecha e izquierda. 
4. Cálculo de la posición de los puntos de fuga según el tipo de perspectiva seleccionado: 
central, casi central o de dos puntos de fuga. 
Una vez completadas todas estas fases, se extraen conclusiones metodológicas a partir de 
unas imágenes tipo que sirven de campo de pruebas, así como de imágenes relativas a ejemplos del 
patrimonio histórico. 
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ABSTRACT 
A monoscopic image is a projection in a plane of a three-dimensional scene, which is 
performed through a viewpoint and can be expressed as a perspective. However, while the third 
dimension is apparently lost during this projection, it can be retrieved if the stored information is 
treated appropriately using photogrammetric techniques or dimensional perspective analysis. 
Historically, perspective has been studied by artists seeking to represent more faithfully three-
dimensional scenes on flat materials (paintings or prints, among others), but nowadays studies are 
focuses on the three-dimensional representation of objects from a bi-dimensional image. 
The most well-known perspective effect is that in the space parallel lines converge at a 
common point known as a vanishing point. Knowledge of these points gives information about 
elements of an image, which means that a qualitative and/or quantitative analysis of the image can 
be carried out. Qualitatively, vanishing points can be used to group common lines in adjacent images 
which need to be merging, and quantitatively, vanishing points are used for automatic calibration or 
a camera, dimensional analysis of an object or three-dimensional reconstruction. 
This thesis develops a methodology for the automatic vanishing points detection in 
monoscopic images. To this end, it covers the following stages: 
1.  Edges detection based in first-derivative operators, both directional and non-directional. 
2.  Extracting the straight-lines defined by groupings pixels that define the edges of the image, 
using the gradient direction at the edge pixel. 
3.  Determining the type of perspective that defines the photographic image. To do this, the 
straight-lines are classified using the general equation in five partitions: horizontal, vertical, 
center, right and left. 
4.  Calculation of the position of the vanishing points depending on the type of perspective 
selected: central, nearly central or two vanishing points. 
Once all these stages are completed, methodological conclusions from test and historical 
heritage images are drawn. 
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1. INTRODUCCIÓN 
Una fotografía no es simplemente una reproducción de la realidad sino que se puede 
considerar como un registro de datos espaciales. Por tanto, si se emplean las técnicas adecuadas 
podemos diferenciar la información radiométrica (color, textura, etc.) de la espacial (coordenadas 
tridimensionales). Esto se debe a que la fotografía es, en realidad, una perspectiva del espacio objeto 
y como tal se puede explotar. 
El origen de las técnicas conducentes a explotar la fotografía para extraer información métrica 
se remonta al siglo XVIII. Hasta entonces el sistema de levantamiento cartográfico tradicional era la 
topografía clásica, midiendo ángulos y distancias para obtener coordenadas de los puntos del terreno 
que posteriormente se representarían en un plano a la escala adecuada. 
Capeller en 1725 cartografió el monte Pilatus (Lucerna, Suiza) con el procedimiento de 
intersecciones de rayos perspectivos, que es muy parecido al de intersección directa topográfica 
(Figura 1). Para ello empleó perspectivas dibujadas con un método desarrollado por el conocido 
pintor alemán Alberto Durero (Figura 2) en el siglo XVI para enseñar a sus alumnos a representar 
perspectivas. El problema de este método radica en la exactitud de la reproducción y en la dificultad 
de identificar de manera precisa los rayos perspectivos1 homólogos2. 
 
FIGURA 1. Procedimiento de intersección de los rayos perspectivos homólogos (AO1a’ Y AO2a’’) para 
reproducir el objeto representado en, al menos, dos perspectivas tomadas desde puntos de vista distintos 
(O1, O2, …). (López-Cuervo, 1980) 
                                                             
1 Se define rayo perspectivo como la recta que une el punto de vista de la perspectiva (PV) con un punto del objeto. 
2 La palabra homólogo en perspectiva, y por extensión en Fotogrametría, designa a la representación o registro de un mismo punto o 




FIGURA 2. Instrumento para el dibujo de perspectivas de Durero (Thompson, 1965). 
 
En 1846, el coronel del ejército francés Aimè Laussedat comienza a utilizar perspectivas 
dibujadas con una cámara clara o lúcida, basada en el prisma de Wollaston (Figura 3), con el mismo 
fin que Capeller. Pero lo que llevó a Laussedat a la idea de utilizar perspectivas para la confección de 
planos topográficos, parece haberle surgido durante la realización de trabajos de campo según él 
mismo declara en sus memorias (Bonneval, 1972): “la idea regresaba incesantemente cuando me 
detenía para apuntar mi alidada hacia los diferentes puntos que quería revelar, que en definitiva cada 
una de mis estaciones era un puntos de vista y que eran rayos visuales que proyectaba en mi papel 
extendido horizontalmente. Por lo tanto, sentía que si se pudiese llegar a dibujar rápida y 
correctamente los paisajes vistos desde las diferentes estaciones, se encontrarían allí reunidos todos 
los elementos  de las construcciones geométricas que se recogían uno por uno por medio de los 
instrumentos goniométricos y de nivelación”. Seis años más tarde, en 1852, Laussedat comenzó a 
trabajar para reemplazar la cámara clara por la cámara oscura del procedimiento fotográfico, hasta 
que en 1859 pudo construir con la ayuda de una conocida casa de óptica de París un prototipo de los 
que después sería el fototeodolito. 
 





Laussedat bautizó el procedimiento basado en la cámara clara como ‘Iconometría’ (Figura 4), y 
al basado en fotografías como ‘Metrofotografía’. Pero ambos comparten un principio común, 
reproducir el objeto utilizando una perspectiva. Estas perspectivas, ya sean dibujadas o tomadas con 
fotografías, se situaban en gabinete con la misma orientación que se tomaron en campo (orientación 
externa3) y a la misma distancia del punto de vista (punto estación) que en campo (orientación 
interna4). 
 
FIGURA 4. Levantamiento del castillo de Vincennes realizado por Laussedat empleando la cámara clara 
(Bonneval, 1972). 
 
Su contemporáneo alemán Meydenbaüer, en 1858 utilizó el procedimiento de intersecciones a 
partir de fotografías para el levantamiento de obras arquitectónicas al que denominó 
“Fotogrametría” (Bonneval, 1972), nombre con el que empezó a conocerse la nueva disciplina y que 
ha perdurado hasta la actualidad. La figura 5 muestra con bastante claridad un esquema del 
procedimiento empleado por Meydenbaüer. La planimetría se resolvía gráficamente mediante la 
intersección de rayos homólogos y la altimetría numéricamente aplicando las fórmulas que aparecen 
en la parte inferior de la figura 5b. 
                                                             
3 Los parámetros de orientación externa son las coordenadas espaciales del PV (X, Y, Z) y la orientación de la perspectiva o fotografía, según 
los tres ejes de coordenadas (ω, ψ, κ). 
4 Los parámetros de orientación interna de una perspectiva son: la posición del punto principal (proyección ortogonal del PV sobre el plano 
del cuadro –donde se representa la perspectiva-) y la distancia principal. Mientras que en la perspectiva fotográfica hay que añadir la 




Si bien los procedimientos de Laussedat y Meydenbaüer significaban todo un adelanto, ambos 
adolecían de un grave problema: la identificación de un mismo punto en dos fotografías (puntos 
homólogos). Aunque en el caso de edificios la gran cantidad de puntos fácilmente reconocibles 
facilitaba la tarea, en el caso de paisajes o zonas abiertas se presentaba un grave problema. Por 
tanto, los levantamientos tenían que limitarse a determinadas características del objeto fácilmente 
identificables y reproducibles en las fotografías o perspectivas. Este problema desapareció con el 
desarrollo de la Fotogrametría estereoscópica y la introducción del índice flotante. A pesar de ello, 
estos levantamientos eran satisfactorios a determinadas escalas. 
 1.1. PERSPECTIVA 
La palabra perspectiva hace referencia a la forma de representar sobre un plano los rasgos de 
una escena tridimensional (Pradera, 2002). La información tridimensional se almacena según las 
leyes de la perspectiva y la sensación visual de la profundidad se obtiene observando los objetos 
representados (Figura 6), que se ve facilitada por el aprendizaje fruto de la experiencia diaria. Pero la 
información cuantitativa de la tercera dimensión, como se ha comentado en el apartado anterior, 




FIGURA 5. Procedimiento de Meydenbaüer (Jordan et al., 1972). 
1. INTRODUCCIÓN 
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1.1.1. VISIÓN NATURAL 
La visión humana es un proceso psicofisiológico en el que intervienen tres elementos 
principales: el ojo, el nervio óptico y el cerebro.  
El sistema de una cámara fotográfica es similar al del ojo, tanto en su estructura como en su 
funcionamiento. El ojo tiene como objetivo el cristalino, por diafragma el iris, el material sensible a la 
luz se corresponde con la retina y la operación de enfoque de los objetos situados a diversas 
distancias, al no poderse modificar la distancia existente entre el cristalino y la retina, se consigue 
modificando la curvatura5 del primero. 
La imagen proyectada por la retina sobre el cristalino es bidimensional. Por tanto, para 
cualquier observador, esta imagen le proporcionan información sobre la situación de los objetos que 
le rodean: puede saber si un objeto está situado a la izquierda o a la derecha, por encima o por 
debajo de la línea de visión y cerca o lejos del punto de observación. 
De forma similar, en una imagen fotográfica, también bidimensional, sólo existen las 
dimensiones izquierda-derecha y arriba-abajo; la dimensión ausente, la profundidad, puede 
deducirse y representarse por cómo varía el contorno de los objetos en ella (Figura 6): el tamaño de 
las imágenes disminuye con la distancia; los contornos de los objetos próximos se superponen y 
tapan los de los objetos más alejados; las dimensiones situadas oblicuamente al eje parecen 
disminuir con la distancia; las líneas paralelas parecen converger en la distancia hacia un mismo 
punto de fuga, etc. Por tanto, utilizando las leyes de la perspectiva es posible recrear la sensación de 
profundidad en la escena observada desde un determinado punto de vista (Wolf, 1983). 
 
1.1.2. FOTOGRAFÍA 
La imagen formada por una lente es tan realista como la que perciben nuestro ojos, ya que la 
visión y la fotografía ser rigen por reglas muy similares. Sin embargo, para reproducir 
fotográficamente una escena no necesitamos conocer ni aplicar las leyes de la perspectiva. No es 
necesario saber cómo hemos de trazar esta o aquella línea porque el objetivo lo hace por nosotros. 
                                                             
5 La acomodación es el fenómeno en virtud del cual se modifica la curvatura del cristalino mediante la acción del músculo ciliar sobre sus 
bordes, con lo que varía el valor de su distancia focal, que se acomoda a la distancia del objeto. Este mecanismo actúa si esta distancia en 




FIGURA 6. Percepción de la profundidad por el tamaño relativo y superposición de los objetos presentes en la 
perspectiva (www10.ujaen.es/conocenos/organos-gobierno/safyd/campos-de-futbol-7). 
 
La visión humana y las imágenes fotográficas presentan una geometría cónica característica, 
transformando líneas paralelas del mundo real en haces de líneas en la imagen registrada, cuyos 
vértices son los puntos de fuga (F) (Figura 7). Estos son rasgos típicos de las imágenes de objetos 
hechos por el hombre, especialmente edificios, en los que casi todas las líneas visibles o detectables 
corresponden a elementos estrictamente horizontales o verticales. Se trata de construcciones en tres 
dimensiones que son mutuamente ortogonales. A cada dimensión le corresponde un eje de 
coordenadas y tiene un punto de fuga asociado con él: punto de fuga principal (Figura 8b). 
 
Además de los puntos de fuga, una fotografía también tiene un centro proyectivo que se 
corresponde con el del objetivo (estación de la cámara) y se identifica como el punto de vista (PV) de 
la perspectiva fotográfica. Todos los rayos perspectivos (rayos de luz) deben pasar por él cuando son 
proyectados desde el espacio objeto al espacio imagen o viceversa. La proyección ortogonal del PV 
sobre el plano imagen materializa el punto principal (PP) de la perspectiva.  
 
FIGURA 7. ∆1, ∆2 y ∆3 son líneas paralelas en el espacio 3D a la dirección 𝑈�⃗ . δ1, δ2 y δ3 son su representación 
en el plano imagen. δ1, δ2 y δ3 convergen en el punto de fuga (F) asociado a 𝑈�⃗  (Lutton et al., 1994). 
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Por tanto, en el plano imagen se pueden representar, según el tipo de perspectiva, hasta 
cuatro puntos de fuga principales: 
1. El central (PP), donde fugan todas las rectas perpendiculares al plano imagen. 
2. El derecho (Fx), donde fugan las rectas paralelas al eje X espacial. 
3. El izquierdo (Fy), donde fugan las rectas paralelas al eje Y espacial. 
4. El superior/inferior (Fz), donde fugan las rectas paralelas al eje Z espacial. 
  
(a) (b) 
FIGURA 8. Ejes de coordenadas en el espacio objeto y puntos de fuga asociados (Magee y Aggarwal, 1984; 
Williamson y Brill, 2004). 
 
La necesidad de obtener los puntos de fuga ha sido discutida en la literatura de procesamiento 
de imágenes así como en gráfica computacional. La razón general es que el conocimiento de tales 
puntos permite condicionar ciertos elementos de la imagen, permitiendo así realizar un análisis 
cuantitativo y/o cuantitativo de la misma: 
• Cualitativamente, los puntos de fuga pueden usarse para agrupar líneas comunes en 
imágenes contiguas con el objetivo de fusionarlas. 
• Cuantitativamente, los puntos de fuga se emplean para la autocalibración de la cámara, 
el análisis dimensional o la reconstrucción 3D de objetos. 
 
1.1.3. TIPOS 
Se pueden considerar tres tipos de perspectiva: de uno, dos y tres puntos de fuga. Aunque en 
una imagen se pueden dar todos los tipos conjuntamente (Figura 9), donde la estatua con su 
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pedestal presentan una perspectiva con dos puntos de fuga (Fx, Fy) y la fachada que está detrás es 
una perspectiva de un punto de fuga (Fx) al igual que la fachada de la derecha de la imagen que es 
perpendicular a la anterior, el punto de fuga de las rectas verticales (Fz) se considera, a priori, que se 
encuentra en el infinito. 
 
FIGURA 9. Imagen fotográfica con tres tipos de perspectiva (Fotografía del autor). 
 1.1.3.1. PERSPECTIVA DE UN PUNTO DE FUGA 
La perspectiva de un punto de fuga es la única en que la imagen es una imagen ortográfica. 
Todas las líneas en un plano perspectivo son líneas a escala verdadera6, a condición de que el plano 
del espacio objeto sea paralelo al plano de la imagen. 
Una propiedad geométrica de la perspectiva de un punto de fuga es que, para cualquier plano 
del espacio objeto paralelo al plano de la imagen, todas las formas geométricas en el plano del 
espacio objeto permanecen iguales en el plano imagen. En particular, todas las distancias de tal 
plano se representan a escala verdadera y, por lo tanto, son plasmadas ortográficamente. Esta 
imagen ortográfica o bien es una vista verdadera en alzado o en planta, o bien se define como una 
vista ortográfica auxiliar7. En la imagen las líneas verticales aparecen verdaderamente verticales, las 
líneas horizontales son realmente horizontales, y la intersección de líneas horizontales y verticales 
son en ángulo recto (Figura 10). 
                                                             
6 La escala del plano se calcula mediante la expresión  1 𝑚𝑓� = 𝑓 𝐷�  ,  donde f es la distancia focal o imagen (distancia entre el punto de vista 
y el plano imagen) y D es la distancia objeto (distancia entre el punto de vista y el plano objeto). 
7 Una vista auxiliar es cualquier vista no definida como planta o alzado (French, 1957) 
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Los ángulos de rotación estándar para una sola foto tienen una relación fija en Fotogrametría 
de rango cercano (Figura 11): 
• El azimut (a) es 0° cuando el eje de la cámara (PV-z, Figura 7) es paralelo al plano YZ. 
• El azimut es 90° cuando el eje principal de la cámara es paralelo al plano XZ. 
• El ángulo de inclinación (t) es 90° ya que el eje de la cámara es paralelo al plano XY. 
• El ángulo de giro (s) varía entre 90° y 270°. 
 
FIGURA 10. Imagen fotográfica con un punto de fuga (Fotografía del autor). 
 
 
FIGURA 11. Ángulos de rotación y parámetros de la perspectiva 8(Williamson y Brill, 2004).                                                               
8 Los parámetros de la perspectiva o de orientación interna son la posición del punto principal (PP) y la distancia principal (f’), que en 
fotografía es la distancia focal efectiva (a la que se toma la fotografía) 
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1.1.3.2. PERSPECTIVA DE DOS PUNTOS DE FUGA 
La construcción más básica en la perspectiva de dos puntos de fuga queda definida por la 
imagen de un sólido rectangular. En ella intervienen las líneas paralelas a los ejes X e Y espaciales y, 
por tanto, contenidas en los planos XY e YZ. Estas líneas paralelas convergen en dos puntos de fuga 
(Figura 12). 
 
FIGURA 12. Geometría básica de la perspectiva de dos puntos fuga (Williamson y Brill, 2004). 
 
Las características que poseen las imágenes perspectivas de dos puntos de fuga son (Figura 
13): 
a. El ángulo de inclinación, por definición, es de 90º. 
b. Con los dos puntos de fuga y conocido el ángulo de la diagonal pueden determinarse: la 
estación de la cámara, el punto principal y la distancia focal (Moffitt y Mikhail, 1980). 
c. Las líneas perpendiculares al plano horizontal de referencia de la perspectiva son 
verdaderamente líneas paralelas en la imagen, y son perpendiculares a la línea de 
horizonte XY. 
d. Las vistas en planta y alzado se pueden extraer con relación a la línea de horizonte XY. 
 
FIGURA 13. Imagen fotográfica con dos puntos de fuga (Fotografía del autor).  
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1.1.3.3. PERSPECTIVA DE TRES PUNTOS DE FUGA 
La perspectiva de tres puntos de fuga es la única en la que ninguna de las líneas de la imagen 
que describen la geometría ortogonal es paralela al plano imagen. 
Las principales características de las imágenes perspectivas de tres puntos de fuga son (Figura 
14): 
a. El azimut, el ángulo de inclinación y el de giro están definidos por la geometría del 
objeto y la posición de la cámara. 
b. Todos los valores de los parámetros requeridos para realizar el análisis de la 
perspectiva se determinan a partir de la posición de los tres puntos de fuga. 
 
FIGURA 14. Imagen fotográfica con tres puntos de fuga. Edificio Bacardí de Miami (Florida, U.S.A.) 9.  
 1.2. OBJETIVOS DE LA TESIS DOCTORAL 
La presente tesis cubre los siguientes objetivos: 
• Estudiar los distintos métodos de detección de bordes y extracción de líneas. 
• Estudiar los diferentes métodos de búsqueda de puntos de fuga en una imagen 
fotográfica. 
• Desarrollar los algoritmos necesarios para implementar los métodos estudiados. 
• Aplicar los algoritmos a imágenes de diferente tipo de resolución y configuración 
geométrica. 
• Analizar los resultados obtenidos con el fin de obtener una secuencia óptima según el 
tipo de imagen suministrada y su resolución.                                                              
9 http://media.utsandiego.com/img/photos/2009/10/07/bcb65442-9523-4615-9f81-b143c14fef7enews.ap.org_r620x349.jpg?75d51d0aea2efce5189afce216053cbc530c46a8  
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Esta tesis doctoral se enmarca dentro de las técnicas de procesamiento digital de imágenes, 
cuyos algoritmos se pueden clasificar en tres grupos (Pitas, 2000): 
• Algoritmos de bajo nivel, que representan la forma más elemental de procesamiento, 
recibiendo como entrada una imagen digital y proporcionando otra como salida. 
• Algoritmos de nivel intermedio, que presentan como entrada una imagen digital y 
como salida una representación simbólica de las características de la imagen (por 
ejemplo, la representación de los bordes de los objetos contenidos en la imagen). 
• Algoritmos de alto nivel, que utilizan representaciones simbólicas como entrada y 
salida. 
Para la consecución de los objetivos expuestos, es necesario implementar algoritmos de nivel 
intermedio y alto, aunque no se descarta el uso de algoritmos de bajo nivel para estudiar y/o mejorar 
los resultados obtenidos. La aplicación informática permitirá crear una biblioteca de algoritmos de 
procesamiento digital de imágenes que ayudarán a obtener conclusiones metodológicas. Esta 
aplicación cubrirá las siguientes fases: 
• Detección de bordes. En la imagen digital un borde puede definirse como un límite que 
separa regiones adyacentes y que tienen diferentes características en base a algún 
rasgo de interés, como la luminancia, la reflectancia, el color o la textura. Para ello se 
emplean operadores locales o globales, según la porción de la imagen implicada en su 
extracción (Bovik, 2009; Burns et al., 1986; Canny, 1986). Esta fase debe ser exhaustiva 
y contemplar el mayor número de métodos posibles, ya que es la base sobre la que se 
sustentan los resultados finales. 
• Extracción de líneas. A partir de los resultados obtenidos en la fase anterior se 
agruparán los píxeles integrantes de los bordes para formar líneas (McLean y Kotturi, 
1995; Jefferey, 1999). El objetivo es extraer, exclusivamente, las líneas rectas que son 
coplanarias y contenidas en tres planos mutuamente ortogonales en el espacio (X, Y, Z) 
(triedro trirrectángulo), que es donde están contenidos los tres puntos de fuga 
principales. 
• Determinación de los puntos de fuga. El cálculo de los puntos de fuga es el núcleo de 
casi todos los trabajos de modelado basados en una única imagen. Sin embargo, la 
dificultad para determinar la posición de estos puntos radica en la búsqueda de una 
técnica computacional que cumpla una serie de propiedades como la precisión, 
fiabilidad, rapidez y simplicidad. A pesar de los esfuerzos realizados hasta la fecha, los 
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métodos desarrollados cumplen sólo algunas de estas propiedades. (Barnard, 1983; 
Kalantari et al., 2009; González-Aguilera y Gómez-Lahoz, 2008; Straforini et al., 1993). 
• Análisis de los resultados obtenidos y propuesta metodológica. 
Para implementar la aplicación se ha utilizado un entorno de programación llamado Delphi en su 
versión 7, que utiliza un lenguaje de programación de alto nivel basado en Pascal y que está 
orientado a objetos: Object Pascal. Se trata de un Entorno Integrado de Desarrollo (IDE: Integrated 
Development Environment) que: 
• soporta programación orientada a objeto (OOP). 
• permite el manejo estructurado de excepciones. 
• utiliza programación activada por eventos (event-driven). 
Delphi es una herramienta de dos direcciones (Two-Way-Tool) ya que permite desarrollar una 
aplicación: 
1. De forma visual en el entorno de programación por medio de la función de arrastrar y 
soltar (Drag and Drop) y/o, 
2. Escribiendo código para manejar los distintos eventos y excepciones producidos por la 
aplicación. 
Además permite el acceso a bases de datos, tanto locales como remotas, y genera ejecutables (.exe) 
sin necesidad de librerías en tiempo real o bibliotecas de enlace dinámico (DLL’s). 
La aplicación desarrollada en esta tesis doctoral consta de: 
• 20 módulos con componentes visuales (formularios) y código. 
• 12 módulos con código. 
• 500 procedimientos. 
• 23000 líneas de código. 
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2. DETECCIÓN DE BORDES 
Los bordes son la clave en el proceso de análisis e interpretación de imágenes. Por tanto, la 
detección de los bordes de la imagen es una de las operaciones fundamentales, tanto en el 
mecanismo de visión biológica como en el tratamiento por ordenador.  
En este apartado se va a establecer el concepto de borde y describir los métodos más usuales 
empleados para su detección. 
 2.1. CONCEPTO DE BORDE 
En la vida cotidiana un borde es algo físico relacionado con la forma de objetos en el espacio 
tridimensional o con las propiedades de los materiales que componen un objeto 
La proyección de una escena 3D en un espacio 2D hace que los bordes de la imagen tengan un 
significado algo diferente a los bordes físicos. Aunque la definición precisa depende del contexto de 
aplicación, un borde puede definirse generalmente como un límite o curva que separa regiones 
adyacentes en la imagen que tienen características relativamente distintas que hacen referencia al 
nivel de gris o luminancia, aunque en ocasiones también se utiliza la reflectancia, el color o la textura. 
Por tanto, a pesar de existir una correspondencia entre los bordes físicos del conjunto de objetos que 
componen la escena 3D y los bordes en la imagen 2D, no siempre los bordes físicos dan lugar a 
bordes en la imagen. 
En el procesamiento de imágenes un borde se interpreta como una singularidad. En el caso de 
una función continua, esta singularidad puede caracterizarse fácilmente como una discontinuidad 
donde el gradiente de la función tiende al infinito. Sin embargo, los datos de una imagen digital son 
discretos y, por tanto, un borde en la imagen siempre está definido como un máximo local del 
gradiente. Para eliminar singularidades compuestas por un solo punto, generalmente se requiere que 
un borde esté compuesto de un conjunto de puntos interconectados formando un contorno. Es 
decir, un punto de borde deber ser parte de una estructura de borde que debe tener una extensión 
mínima apropiada a la escala de interés. 
Si se define un borde como un cambio brusco de nivel de gris, entonces la derivada, o el 
gradiente, es una base natural para un detector de bordes. La figura 15a ilustra la idea con un 
ejemplo unidimensional (1D) compuesto por una línea blanca sobre fondo oscuro. En la parte 
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derecha se muestran los perfiles según la dirección AA’ (Figura 15b): la función continua de nivel de 
gris 𝑓𝑐(𝑥), su primera derivada 𝑓𝑐′(𝑥)y su segunda deriva 𝑓𝑐′′(𝑥). 
La función 𝑓𝑐(𝑥) muestra una transición suave desde la zona oscura a la de brillo según la 
dirección x. Debe haber un punto x0 que marque la transición de la región de baja amplitud o nivel de 
gris en la izquierda a la región de alta amplitud adyacente situada en el centro. El enfoque del 
gradiente para detectar este borde es localizar x0 donde |𝑓𝑐′(𝑥)| alcanza un máximo local o, 
equivalentemente, donde 𝑓𝑐′(𝑥) alcanza un valor extremo local. La segunda derivada, o enfoque 
Laplaciano, localiza x0 donde ocurre un cruce por cero de 𝑓𝑐′′(𝑥) (Bovick, 2009). 
  
(a) (b) 
FIGURA 15. Detección de borde en el caso continuo 1D. 
 2.2. DETECCIÓN DE BORDES 
La detección de bordes es una herramienta fundamental en reconocimiento de patrones, 
segmentación de la imagen y análisis de escenas. Por tanto, se trata de un paso importante en el 
procesamiento de imágenes. 
Maini y Aggarwal (2009) definen la detección de bordes como el proceso de identificar y 
localizar las discontinuidades bruscas en una imagen. Estas discontinuidades se corresponden con los 
cambios bruscos de intensidad de los píxeles que caracterizan los límites de los objetos que forman 
una escena. 
En la práctica, la implementación de un detector de bordes basada en lo descrito en el 
apartado anterior (Figura 15) debe ampliarse a las dos dimensiones, adaptarlo al caso discreto y, de 
alguna manera, hacer frente a las dificultades que presentan las imágenes reales. Al incluir la 
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segunda dimensión puede utilizarse la magnitud y dirección del gradiente para la detección de 
bordes. 
La naturaleza discreta de la señal requiere el uso de una aproximación a la derivada. Como el 
operador derivada actúa como un filtro de paso alto, los detectores de bordes basados en él son 
sensibles al ruido de la imagen. La gran variedad de algoritmos de detección de bordes desarrollados 
se debe, en gran parte, a causa de las diferentes propuestas para tratar el ruido y sus efectos.  
La presencia de ruido incrementa los errores de detección de bordes, clasificándose como: 
1. Falsos positivos, cuando los píxeles que no pertenecen al borde son clasificados como 
tales. 
2. Falsos negativos, en el caso contrario. 
Por tanto, realizar una buena supresión del ruido es muy importante para conseguir una buena 
detección. En general, el potencial de supresión del ruido del filtro de detección de bordes mejora 
con su extensión espacial. Por lo tanto, para obtener la máxima precisión en la detección se requiere 
un filtro de gran tamaño. Mientras que para lograr una buena localización, el filtro debe ser 
generalmente de pequeña extensión espacial. Los objetivos de la precisión en la detección y 
localización son contradictorios entre sí, lo que crea una especie de principio de incertidumbre para 
la detección de bordes. 
Chen et al. (1987) clasifican los detectores de bordes en dos grandes clases, dependiendo 
cómo se filtra la imagen: 
1. Los operadores de gradiente que responden con un pico ancho a una ubicación del 
borde y, por lo tanto, requieren un paso de adelgazamiento o detección del máximo, lo 
que degrada la resolución. 
2. Los operadores de la segunda derivada que responden con un cruce por cero en un 
lugar de borde, pudiendo interpolarse la localización del borde con precisión en función 
de la relación señal-ruido. 
Por otro lado, Maini y Aggarwal (2009) agrupan los detectores de bordes en dos categorías: 
1. Detectores basados en el gradiente. Este método detecta los bordes buscando el 
máximo y el mínimo en la primera derivada de la imagen. 
2. Detectores basados en el Laplaciano, que busca los cruces por cero de la segunda 
derivada de la imagen para encontrar los bordes. 
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En esta tesis doctoral los detectores de borde se agrupan teniendo en cuenta el tipo de 
función empleada para su detección: 
1. Detectores basados en la primera derivada. 
2. Detectores basados en la segunda derivada. 
 2.3. INTRODUCCIÓN A LOS DETECTORES DE BORDE CLÁSICOS 
A lo largo del tiempo se han desarrollado muchos detectores de borde. Esta metodología 
implica la convolución de la imagen con un operador (un filtro 2D), que se construye para ser 
sensible a valores altos del gradiente en la imagen mientras que devuelve cero en regiones 
uniformes. Cada uno de los operadores de detección de bordes disponibles está diseñado para ser 
sensible a un cierto tipo de bordes. Por tanto, la elección de uno u otro operador depende de las 
siguientes variables: la orientación del borde, el ruido y la estructura del borde. La geometría del 
operador determina la dirección característica para la que es más sensible, pudiéndose optimizar 
para buscar bordes horizontales, verticales o diagonales. 
Los operadores detección de bordes más populares son Roberts, Sobel, Prewitt, Frei-Chen y los 
operadores Laplacianos. Están todos definidos como filtros 2D de dimensión 3x3 (m) o 1x3, así que 
son eficientes y fáciles de aplicar. 
𝑚 = �𝑚(−1,−1) 𝑚(−1,0) 𝑚(−1,1)𝑚(  0,−1) 𝑚(  0,0) 𝑚(  0,1)
𝑚(  1,−1) 𝑚(  1,0) 𝑚(  1,1) � (1) 
La convolución discreta del filtro 2D (m) y la imagen muestreada (f) viene dada por la expresión 





 2.4. DETECTORES DE BORDE BASADOS EN LA PRIMERA DERIVADA 
La primera derivada permite identificar un máximo local de la función imagen 𝑓𝑐(𝑥,𝑦), ante la 
presencia de un borde, donde x e y representan la coordenada horizontal y vertical, 
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respectivamente. Si consideramos las dos derivadas direccionales, dos funciones que se pueden 
expresar en términos estas derivadas son la magnitud y la dirección del gradiente. 
En el espacio continuo de la imagen 𝑓𝑐(𝑥,𝑦), el gradiente se define como 
∇𝑓𝑐(𝑥,𝑦) = 𝜕𝑓𝑐(𝑥,𝑦)𝜕𝑥 𝑖𝑥 + 𝜕𝑓𝑐(𝑥,𝑦)𝜕𝑦 𝑖𝑦  (3) 
donde ix e iy son vectores unitarios en las direcciones x e y. Al ser el gradiente un vector tiene una 
magnitud y dirección. 
Su magnitud (ecuación 4) mide el ratio de máximo del cambio en la intensidad en la ubicación (x0,y0). 
Su dirección es la del mayor aumento en la intensidad (ecuación 5). 
|∇𝑓𝑐(𝑥,𝑦)| = ��𝜕𝑓𝑐(𝑥,𝑦)𝜕𝑥 �2 + �𝜕𝑓𝑐(𝑥,𝑦)𝜕𝑦 �2 = �(𝐺𝑥)2 + �𝐺𝑦�2 (4) 
∠∇𝑓𝑐(𝑥,𝑦) = 𝑎𝑟𝑐𝑡𝑎𝑛 �𝐺𝑦𝐺𝑥� (5) 
La representación en el espacio discreto de la función 𝑓𝑐(𝑥,𝑦) es 𝑓(𝑛1,𝑛2), donde n1 y n2 se 
corresponden con las coordenadas x e y del espacio continuo, respectivamente. Para su uso en el 
espacio discreto de la imagen digital, los operadores derivados del gradiente continuo deben ser 
aproximados a la forma discreta. La aproximación toma la forma de un par de filtros orientados 
ortogonalmente, ℎ1(𝑛1,𝑛2)  y ℎ2(𝑛1,𝑛2) , que deben ser convolucionados con la imagen por 
separado. Cada filtro implementa una derivada y la suma de sus coeficientes siempre deber ser cero. 
Basándose en la ecuación (3), la estimación del gradiente es (Bovik, 2009) 
∇�𝑓(𝑛1,𝑛2) = 𝑓1(𝑛1,𝑛2)𝑖𝑛1 + 𝑓2(𝑛1,𝑛2)𝑖𝑛2 (6) 
donde: 
𝑓1(𝑛1,𝑛2) = 𝑓(𝑛1,𝑛2) ∗ ℎ1(𝑛1,𝑛2) 
𝑓2(𝑛1,𝑛2) = 𝑓(𝑛1,𝑛2) ∗ ℎ2(𝑛1,𝑛2) (7) 
La magnitud y la dirección estimada del gradiente pueden entonces calcularse como sigue: 
�∇�𝑓(𝑛1,𝑛2)� = �𝑓12(𝑛1,𝑛2) + 𝑓22(𝑛1,𝑛2) (8) 
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∠∇�𝑓(𝑛1,𝑛2) = arctan�𝑓2(𝑛1,𝑛2)𝑓1(𝑛1,𝑛2)� 
Hay muchas formas de aproximar la primera derivada para generar filtros basados en el 
gradiente. El caso más simple es el de la derivada unidimensional (1D), que se puede aproximar 
mediante las expresiones 
Primera diferencia: 𝑓(𝑛) −  𝑓(𝑛 − 1) 
Diferencia central: 1
2
[𝑓(𝑛 + 1) − 𝑓(𝑛 − 1)] (9) 
que se traducen en los siguientes filtros de convolución 1D: 
Primera diferencia: ℎ(𝑛) = 𝛿(𝑛) −  𝛿(𝑛 − 1) = [𝟏 −1] 
Diferencia central: ℎ(𝑛) = 𝛿(𝑛 + 1) −  𝛿(𝑛 − 1) = 1
2
[1 𝟎 −1] (10) 
El factor de escala de ½ para la diferencia central viene motivado por la distancia de dos 
píxeles entre las muestras distintas de cero. Las posiciones de origen para ambos filtros se fijan 
generalmente en los dígitos que se muestran en negrita. 
Para el caso 2D, las aproximaciones a la derivada pueden expresarse como filtros 2D, cuyas 
respuestas al impulso ℎ1(𝑛1,𝑛2) y ℎ2(𝑛1,𝑛2), se muestran como las máscaras de correlación 
siguientes: 
Primera diferencia: ℎ1(𝑛1,𝑛2) = � 0 0−𝟏 1�            ℎ2(𝑛1,𝑛2) = � 1 0−𝟏 0� 
Diferencia central: ℎ1(𝑛1,𝑛2) = � 0 0 0−1 𝟎 10 0 0�           ℎ2(𝑛1,𝑛2) = �0 1 00 𝟎 00 −1 0� 
(11) 
Los filtros ℎ1(𝑛1,𝑛2) reponden con más fuerza a los bordes verticales y no responden a los 
bordes horizontales. Los homólogos ℎ2(𝑛1,𝑛2) responden a los bordes horizontales y no a los 
verticales. 
Si se utiliza para detectar bordes, el par de filtros de primera diferencias presentan el 
problema de que los cruces por cero de sus dos núcleos de la derivada se encuentran en diferentes 
posiciones. Esto causa un error en el gradiente estimado. Para evitar este problema se utilizan los de 
diferencia central, que presenta un centro común en sus núcleos de diferenciación horizontal y 
vertical. 
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2.4.1. DETECTOR DE BORDES DE ROBERTS 
Rotando los núcleos de primera diferencia un ángulo de  𝜋
4
  se obtienen las máscaras de 
correlación para el operador de Roberts: 
ℎ1(𝑛1,𝑛2) = 𝐺𝑦 = �    0 1−𝟏 0�     ℎ2(𝑛1,𝑛2) = 𝐺𝑥 = �1    00 −𝟏� (12) 
Ambos núcleos están girados 90° entre sí, lo que permite calcular la magnitud del gradiente y 
utilizarlos en un detector de bordes. 
Estos filtros están diseñados para responder maximizando los bordes con un ángulo de 45° con 
respecto al eje horizontal. Pueden aplicarse por separado a la imagen de entrada para obtener por 
separado los componentes gradiente de cada orientación (Gx y Gy). Combinando ambos 
componentes se puede hallar la magnitud absoluta del gradiente en cada punto y la orientación de 
ese gradiente. La magnitud del gradiente viene dada por (Maini y Aggarwal, 2009) 
𝐺 = �𝐺𝑥2 + 𝐺𝑦2  (13) 
Para reducir el tiempo de cálculo se puede obtener un valor aproximado de la magnitud 
utilizando la ecuación (Abdou y Pratt, 1979) 
𝐺 = |𝐺𝑥| + �𝐺𝑦� (14) 
o 
𝐺 = 𝑚𝑎𝑥�|𝐺𝑥|, �𝐺𝑦�� (15) 
que son, en esencia, igualmente precisas (Föglein, 1983). 
El ángulo de orientación del borde10, con respeto al eje x, que da lugar al gradiente espacial 
está dado por 
𝜃 = 𝑎𝑟𝑐𝑡𝑎𝑛 �𝐺𝑦
𝐺𝑥
� + 𝜋 4�  (16) 
El operador de Roberts es fácil de implementar y el cálculo del gradiente es rápido. Sólo están 
implicados 4 píxeles y se usan sumas y restas en los cálculos. Por el contrario, el cruce por cero de su                                                              
10 La dirección del gradiente se mide en sentido contrario a las agujas del reloj, siendo su origen el eje x  positivo. 
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núcleo diagonal [−𝟏 1] se encuentra fuera de la rejilla formada por los píxeles, lo que puede crear 
una localización de borde sesgada y dar lugar a errores de ubicación (Bovik, 2009). Otro 
inconveniente es que al ser un filtro de pequeño tamaño, es muy sensible al ruido y tiene una 
respuesta débil a los bordes, a menos que sean muy pronunciados (Figura 16). 
  
(a) Edificio C5 de la Universidad de Jaén. 
(640x480 píxeles). 
(b) Imagen de bordes resultante. 
FIGURA 16. Aplicación del detector de bordes de Roberts. 
 
2.4.2. DETECTOR DE BORDES DE PREWITT 
El problema del ruido causado por la primera diferencia que implementa el operador de 
Roberts, se puede reducir con la incorporación de un suavizado en la dirección normal a la de la 
diferencia en cada filtro. Para implementar esta idea, partimos de la expresión de la primera 
diferencia de la ecuación (10), ℎ𝑏, y aplicamos un suavizado simple en la dirección perpendicular, ℎ𝑎. 
Por tanto, necesitaremos definir las respuestas de impulso de dos filtros: 
ℎ𝑎(𝑛1) = [1 𝟏 1] ,    ℎ𝑏(𝑛2) = [−1 𝟎 1]  (17) 
Puesto que ℎ𝑎 es una función sólo de 𝑛1 y ℎ𝑏 de 𝑛2, simplemente multiplicando ambos filtros 
se obtiene un filtro que incorpora suavizado: 
ℎ𝑎
𝑇(𝑛1) ℎ𝑏(𝑛2) =  ℎ1(𝑛1,𝑛2) 
�
1
𝟏1� [−1 𝟎 1] = �−1 0 1−1 0 1−1 0 1� (18) 
El gradiente del operador de bordes de Prewitt logra, simultáneamente, la diferenciación en 
una dirección de coordenadas, usando la diferencia central, y la reducción del ruido en la dirección 
ortogonal, utilizando el promedio local. 
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𝐺𝑥 = �   1    1    1   0    𝟎    0
−1 −1 −1�            𝐺𝑦 = �−1 0 1−1 𝟎 1−1 0 1�  (19) 
El uso de una máscara mayor ofrece un mejor comportamiento frente al ruido. También 
presenta un menor sesgo en la localización del borde que el de Roberts, al emplear la diferencia 
central en lugar de la primera diferencia. 
El operador de Prewitt ofrece un buen comportamiento frente a los bordes verticales y 
horizontales, siendo menos sensible a los diagonales (Figura 17). 
El ángulo de orientación del borde, con respeto al eje x, viene dado por la expresión 





(a) Edificio C5 de la Universidad de Jaén 
(640 x 480 píxeles). 
(b) Imagen de bordes resultante. 
FIGURA 17. Aplicación del detector de bordes de Prewitt. 
 2.4.3. DETECTOR DE BORDES DE SOBEL 
En general, las características de suavizado se pueden ajustar por la elección de un núcleo 
apropiado del filtro de paso bajo (ℎ𝑎). En el caso del operador de Sobel 
ℎ𝑎(𝑛1) = [1 𝟐 1]     ℎ𝑏(𝑛2) = [−1 𝟎 1] (21) 
Utilizando el mismo razonamiento que en el apartado 2.4.2, se obtienen los filtros de 
detección de bordes de Sobel: 
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𝐺𝑥 = � 1 2 10 𝟎 0
−1 −2 −1�           𝐺𝑦 = �−1 0 1−2 𝟎 2−1 0 1� (22) 
El filtro de paso bajo producido por el núcleo [1 𝟐 1] proporciona una respuesta a la 
frecuencia más suave que el utilizado para generar el operador de Prewitt. Su comportamiento es 
más parecido a un Gaussiano, lo que hace que el operador de Sobel elimine mejor algo de ruido o 
‘white noise’. 
Al igual que el operador de Prewitt, el de Sobel responde de manera diferente a los bordes 
diagonales que a los horizontales o verticales. Este comportamiento es debido a que sus coeficientes 
no compensan los diferentes espaciamientos de la rejilla de píxeles en las direcciones diagonal y 
horizontal. Pero el operador de Sobel es más sensible a los bordes diagonales que a los horizontales y 
verticales (Figura 18). 
 
  
(a) Edificio C5 de la Universidad de Jaén. 
(640 x 480 píxeles). 
(b) Imagen de bordes resultante. 
FIGURA 18. Aplicación del detector de bordes de Sobel. 
 
2.4.4. DETECTOR DE BORDES DE FREI-CHEN 
El operador de Frei-Chen mejora el comportamiento de los dos anteriormente expuestos, ya 
que proporciona una respuesta de igual magnitud del gradiente en los bordes diagonales, 
horizontales y verticales: 
𝐺𝑥 =   � 1 √2 10 𝟎 0
−1 √−2 −1�           𝐺𝑦 = � −1 0 1−√2 𝟎 √2−1 0 1 � (23) 
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Sin embargo, incluso el operador de Frei-Chen conserva cierta sensibilidad direccional en la 
magnitud del gradiente, por lo que no es verdaderamente isotrópico (Figura 19). La anisotropía 
residual causada viene dada por el hecho de que los operadores que utilizan la aproximación de la 
ecuación 3 no son rotacionalmente simétricos. 
  
(a) Edificio C5 de la Universidad de Jaén 
( 640 x 480 píxeles). 
(b) Imagen de bordes resultante. 
FIGURA 19. Aplicación del detector de bordes de Frei-Chen.  2.4.5. DETECTOR DE BORDE BASADO EN MÁSCARAS DIRECCIONALES 
Considérese un conjunto de muestras n2 de una sub-área de la imagen como un elemento de 
un espacio vectorial n2-dimensional B. Los elementos de B pueden representarse por una matriz B o 
un vector columna b, por ejemplo (n =·3): 
𝐵 = �𝑏4 𝑏3 𝑏2𝑏5 𝒃𝟎 𝑏1
𝑏6 𝑏7 𝑏8
�       →     𝑏 = �𝒃𝟎𝑏1⋮
𝑏8
� (24) 
Para determinar si el pixel central, b0, pertenece a un borde se realiza el producto de la sub-
imagen B con las plantillas o máscaras discretas (Ti) en diferentes orientaciones. La máscara que 
proporciona el valor mayor indica la orientación del borde. Si el valor obtenido es próximo a cero, el 
píxel examinado no pertenece a un borde. Si todas las máscaras proporcionan aproximadamente el 
mismo valor, no existe información relevante para extraer la dirección del borde. La magnitud del 
gradiente se corresponde con el valor de la máscara direccional seleccionada. 
Con máscaras pequeñas (3x3), como las que se definen en los apartados siguientes, sólo se 
pueden definir ocho direcciones, las que indican los puntos cardinales: Norte, Sur, Este, Oeste, 
Noreste, Noroeste, Sureste y Suroeste. 
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2.4.5.1. DETECTOR DE BORDES DE KIRSCH 
Las imágenes digitales, independiente de su método de digitalización o de otro tipo de 
representación en un ordenador, se pueden dividir en partes haciendo uso de sus datos intrínsecos. 
En cualquier fotografía normalmente hay al menos dos clases de objetos: los que tienen límites bien 
definidos y los que sólo pueden ser vistos como agregados estadísticos. 
Para realizar el análisis morfológico de la imagen, Kirsch (1971) utiliza una función de contraste 
basada en una máscara de vecindad de dimensión 3x3. La numeración de los elementos adyacentes 





La función de contraste viene dada por la expresión: 
𝑚𝑎𝑥 �1, 7𝑚𝑎𝑥
𝑖 = 0|5(𝑎𝑖 + 𝑎𝑖+1 + 𝑎𝑖+2) − 3(𝑎𝑖+3 + 𝑎𝑖+4 + 𝑎𝑖+5 + 𝑎𝑖+6 + 𝑎𝑖+7)|� (25) 
donde los subíndices se evalúan en módulo 8. La función definida por la ecuación 25 es no isotrópica 
y está relacionada con la magnitud del gradiente de la función de brillo original. Tampoco es 
simétrica y es sensible a pequeños cambios en el valor del gradiente (Figura 20 y Tabla 1). 
Las máscaras direccionales obtenidas son las siguientes: 
𝑊𝑁𝑂 = �   5    5 −3   5    𝟎 −3
−3 −3 −3� 𝑊𝑁 = �   5    5    5−3    𝟎 −3−3 −3 −3� 𝑊𝑁𝐸 = �−3    5    5−3    𝟎    5−3 −3 −3� 
𝑊𝑂 = �5 −3 −35    𝟎 −35 −3 −3�  𝑊𝐸 = �−3 −3 5−3    𝟎 5−3 −3 5� 
𝑊𝑆𝑂 = �−3 −3 −3   5   𝟎 −3   5    5 −3� 𝑊𝑆 = �−3 −3 −3−3    𝟎 −3   5    5    5� 𝑊𝑆𝐸 = �−3 −3 −3−3    𝟎    5−3    5    5� 
TABLA 1.Máscaras direccionales de Kirsch. 
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(a) Edificio C5 de la Universidad de Jaén. 
(640 x 480 píxeles). 
(b) Imagen de bordes resultante. 
FIGURA 20. Aplicación del detector de bordes direccional de Kirsch.  
 
2.4.5.2. DETECTOR DE BORDES DE ROBINSON DE TRES NIVELES 11 
Un conjunto de máscaras direccionales se puede obtener rotando lo filtros de Prewitt 
(Robinson, 1976), y reciben el nombre de máscaras de tres niveles (Figura 21 y Tabla 2). 
𝑊𝑁𝑂 = �1    1    01    𝟎 −10 −1 −1� 𝑊𝑁 = �   1    1    1   0    𝟎    0−1 −1 −1� 𝑊𝑁𝐸 = �   0    1 1−1    𝟎 1−1 −1 0� 
𝑊𝑂 = �1 0 −11 𝟎 −11 0 −1�  𝑊𝐸 = �−1 0 1−1 𝟎 1−1 0 1� 
𝑊𝑆𝑂 = �0 −1 −11    𝟎 −11    1    0� 𝑊𝑆 = �−1 −1 −1   0    𝟎    0   1    1    1� 𝑊𝑆𝐸 = �−1 −1 0−1    𝟎 1   0    1 1� 
TABLA 2. Máscaras direccionales de Robinson de Tres Niveles.   
                                                             
11 Recibe el nombre de tres niveles porque los valores enteros de las máscaras oscilan entre -1 y +1. 
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(a) Edificio C5 de la Universidad de Jaén. 
(640 x 480 píxeles). 
(b) Imagen de bordes resultante. 
FIGURA 21. Aplicación del detector de bordes direccional de Robinson de Tres Niveles. 
 
2.4.5.3. DETECTOR DE BORDES DE ROBINSON DE CINCO NIVELES12 
Robinson (1976) plantea que el operador de Sobel puede considerarse como una combinación 
de dos máscaras direccionales: una en la dirección Norte y la otra en dirección Este. El conjunto de 
máscaras de cinco niveles (Figura 22 y Tabla 3), que incluye las máscaras de Sobel, tienen las 
siguientes ventajas: 
1. Las dos máscaras ortogonales Norte y Este aproximan las derivadas parciales en las 
direcciones x e y, respectivamente. 
2. El valor 0 en el centro de las máscaras suprime las fluctuaciones en las zonas de borde. 
3. A diferencia de los operadores de Prewitt y Kirsch, el cálculo de la salida de las primeras 
cuatro máscaras es suficiente para obtener tanto la magnitud del gradiente como su 
dirección. Por ejemplo, si el resultado de las máscaras de la dirección Norte es positivo, 
entonces la dirección del borde es ‘N’ y si es negativo entonces la dirección es ‘S’. 
4. Las máscaras direccionales de cinco niveles son más sensibles a los bordes diagonales 
que a los horizontales y verticales. 
5. La estructura y los valores enteros de las máscaras las hacen especialmente útiles para 
el cálculo rápido de la magnitud del gradiente y su dirección. 
 
                                                             
12 El nombre de cinco niveles hace referencia a que los valores de las máscaras están entre -2 y +2. 
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𝑊𝑁𝑂 = �2    1    01    𝟎 −10 −1 −2� 𝑊𝑁 = �   1    2    1   0    𝟎    0−1 −2 −1� 𝑊𝑁𝐸 = �   0    1 2−1    𝟎 1−2 −1 0� 
𝑊𝑂 = �  1   0 −12   𝟎 −21   0 −1�  𝑊𝐸 = �−1   0   1−2   𝟎   2−1   0   1� 
𝑊𝑆𝑂 = �0 −1 −21    𝟎 −12    1    0� 𝑊𝑆 = �−1 −2 −1   0    𝟎    0   1    2    1� 𝑊𝑆𝐸 = �−2 −1 0−1    𝟎 1   0    1 2� 
TABLA 3. Máscaras direccionales de Robinson de Cinco Niveles. 
  
(a) Edificio C5 de la Universidad de Jaén. 
 (640 x 480 píxeles). 
(b) Imagen de bordes resultante. 
FIGURA 22. Aplicación del detector de bordes direccional de Robinson de Cinco Niveles. 
 
2.4.5.4. DETECTOR DE BORDES DIRECCIONAL DE FREI-CHEN 
Los detectores de borde descritos en las secciones anteriores pueden interpretarse como la 
umbralización de las magnitudes obtenidas mediante la proyección del vector B sobre el subespacio 
B.  Frei y Chen (1987) proponen una regla de decisión y la manera de ponerla en práctica sin 
consumir muchos recursos. Suponiendo que existe un subespacio de borde en B, es posible 
encontrar un conjunto e de vectores base ortogonales [T1, T2, …, Te] que abarcan el sub-espacio de 
borde, ampliando el conjunto con n2-e vectores de base “no borde” para abarcar B. El ángulo (en el 
espacio n2) entre B y su proyección sobre el sub-espacio de borde es: 
𝜃 = 𝑎𝑟𝑐𝑐𝑜𝑠�∑ (𝐵,𝑇𝑖)2𝑒𝑖=1
∑ �𝐵,𝑇𝑗�2𝑛2𝑗=1  (26) 
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donde e vale 4 y n vale 3 13. 
El ángulo θ (0 ≤ θ ≤ π) es pequeño cuando la sub-imagen B contiene elementos de borde. Por 
tanto, cuanto mayor sea θ peor es el ajuste entre B y un elemento del sub-espacio de borde. La 
estrategia de decisión propuesta consiste en clasificar las sub-áreas imagen como que contienen un 
elemento de borde si θ es pequeño. Esto se puede hacer fácilmente con el valor de umbralización: 
∑ (𝐵,𝑇𝑖)2𝑒𝑖=1  (𝐵,𝐵)�  (27) 
que es una función par de θ, y es máxima para θ = 0. 
La figura 23 muestra el efecto de este nuevo criterio de decisión, comparándolo con las 
técnicas tradicionales de umbralización. Se muestran dos subareas B1 y B2, proyectadas sobre los 
subespacios de borde y “no borde”, respectivamente. Claramente, B1 encaja mal un elemento de 
borde ideal, porque su proyección en el subespacio de “no borde” es grande. B1 es rechazado por el 
criterio de Frei-Chen, mientras que se clasifica como un elemento de borde por un umbral de 
decisión tradicional. A la inversa, B2 es un buen ajuste para el elemento de borde ideal. Es clasificado 
por el criterio-θ, pero fue rechazado por la regla de decisión tradicional. 
 
 
(a) Método tradicional (b)Método propuesto 
FIGURA 23. Comparación gráfica de la obtención del borde del detector de bordes direccional de Frei-Chen. 
 
Frei y Chen (1987) proponen, de todas las posibles bases ortogonales para los sub-espacios de 
borde y línea de B, que se muestran en la Tabla 4, ya que presentan las propiedades siguientes: 
1. El primer par de vectores base T1 y T2 es la función ponderada del gradiente isotrópico 
suavizado.                                                              
13 (𝐵,𝐶) = ∑ ∑ 𝑏𝑖𝑗𝑐𝑖𝑗𝑛𝑗=1𝑛𝑖=1  
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2. El segundo par de vectores de la base T3 y T4 tiene un aspecto distintivo: tres cruces por 
cero en lugar de uno. Sin embargo, contribuyen poco a la magnitud del componente de 
sub-espacio de borde. 
3. Los vectores “línea” se descomponen en un par de vectores: uno (T5 y T6) con 
preferencia direccional y otro (T7 y T8) sin preferencia direccional, abarcando todas las 
posibles relaciones del Laplaciano discreto. 
Finalmente, el vector T9 fue añadido para completar la base. Se observa que las combinaciones 
lineales de cada par de vectores producen similares patrones distintivos, llamados “pendiente 
media”, “onda”, “línea” y “punto”, respectivamente. El resultado se aprecia en la figura 24. 




Pendiente media 𝑇1 = �   1    √2    1   0       0    0
−1 −√2 −1� 𝑇2 = �    1 0 −   1√2 0 −√2    1 0 −   1� 
Sub-espacio de borde 
Onda 𝑇3 = �      0 −1 √2     1    0 −1
−√2    1    0� 𝑇4 = � √2 −1       0−1    0       1   0    1 −√2� 
Línea 𝑇5 = �   0   1    0−1 0 −1   0 1    0� 𝑇6 = �−1 0    1   0 0    0   1 0 −1� 
Sub-espacio de línea 
Punto 𝑇7 = �   1 −2    1−2    4 −2   1 −2    1� 𝑇8 = �−2 1 −2    1 4    1−2 1 −2� 
 Promedio 𝑇9 = �1 1 11 1 11 1 1�  
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(a) Edificio C5 de la Universidad de Jaén. 
(640 x 480 píxeles). 
(b) Imagen de bordes resultante. 
  
(c) Magnitudes proyectadas sobre el subespacio de borde. (d) Magnitudes proyectadas sobre el subespacio de línea. 
FIGURA 24. Aplicación del detector de bordes direccional de Frei-Chen 
 
2.5. DETECTORES DE BORDE BASADOS EN LA SEGUNDA DERIVADA 
 
2.5.1. DETECTORES DE BORDE BASADOS EN EL LAPLACIANO 
Un borde unidimensional (Figura 25a) tiene la forma de una rampa y el cálculo de la primera 
derivada de la función muestra un máximo en el centro del borde (Figura 25b). Este método de 
localización de un borde es característico de la familia de detectores de borde basados en el 
gradiente. 
Cuando la primera derivada presenta un máximo la segunda derivada es cero (Figura 25c). Po 
tanto, se tiene de esta forma otra alternativa para encontrar la ubicación de un borde. Este método 
es conocido como el Laplaciano. 
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La detección de bordes basada en el Laplaciano produce bordes de espesor cero, haciendo 
del adelgazamiento de bordes un paso innecesario. Esto es debido a que los cruces por cero en sí 
mismos definen la ubicación de los bordes. 
  
 
(a) (b) (c) 
FIGURA 25. Borde producido por un cambio de intensidad. 
 
En el espacio continuo el Laplaciano es isotrópico, lo que no favorece a ninguna dirección. Se 
define como 
∇2fc(x, y) =  ∇ ∙ ∇fc(x, y) = ∂2fc(x, y)∂x2 + ∂2fc(x, y)∂y2   (28) 
El segundo término de la ecuación (28) puede ser orientado en cualquier dirección, siempre y 
cuando se mantengan la perpendicularidad con respecto al primero. 
Un detector de borde basado únicamente en los cruces por cero del Laplaciano continuo 
produce contornos de borde cerrados, y definen los límites que separan regiones de intensidad casi 
constante en la imagen original. 
La presencia de ruido en la imagen presenta problemas para el detector de bordes Laplaciano. 
En primer lugar, la acción de la segunda derivada de la ecuación (28) hace el Laplaciano aún más 
sensible al ruido que el gradiente basado en la primera derivada. En segundo lugar, el ruido produce 
muchos contornos de borde falsos, ya que introduce variación en las regiones que presentarían una 
intensidad constante si la imagen estuviera libre de ruido. En tercer lugar, el ruido altera las 
ubicaciones de los puntos de cruce por cero, produciendo errores en la ubicación a lo largo de los 
contornos de los bordes. 
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2.5.1.1. OPERADORES LAPLACIANOS DISCRETOS 
Como se ha visto anteriormente, el gradiente es un vector y necesita un par de filtros 
ortogonales. Sin embargo, el Laplaciano es un escalar. Por lo tanto, un único filtro, ℎ(𝑛1,𝑛2), es 
suficiente para la crear un operador Laplaciano, siendo la estimación Laplaciana para una imagen, 
𝑓(𝑛1,𝑛2), 
∇�2𝑓(𝑛1,𝑛2) = 𝑓(𝑛1,𝑛2) ∗ ℎ(𝑛1,𝑛2) (29) 
La aproximación de los términos de la ecuación 28 en el espacio discreto queda definida por 
𝜕2𝑓𝑐(𝑥,𝑦)
𝜕𝑥2
 →  𝑓𝑥𝑥(𝑛1,𝑛2) = 𝑓(𝑛1 + 1,𝑛2) − 2 𝑓(𝑛1,𝑛2) + 𝑓(𝑛1 − 1,𝑛2)= [1 −𝟐 1]. (30) 
𝜕2𝑓𝑐(𝑥, 𝑦)
𝜕𝑦2
 →  𝑓𝑦𝑦(𝑛1,𝑛2) = 𝑓(𝑛1,𝑛2 + 1) − 2 𝑓(𝑛1,𝑛2) + 𝑓(𝑛1,𝑛2 − 1) = � 1−𝟐1 � (31) 
La combinación de las ecuaciones 30 y 31 producen un filtro ℎ(𝑛1,𝑛2), que estima el 
Laplaciano: 
∇2𝑓𝑐(𝑥,𝑦) → ∇�2𝑓(𝑛1,𝑛2) = 𝑓𝑥𝑥(𝑛1,𝑛2) + 𝑓𝑦𝑦(𝑛1,𝑛2)= 𝑓(𝑛1 + 1,𝑛2) + 𝑓(𝑛1 − 1,𝑛2) + 𝑓(𝑛1,𝑛2 + 1) + 𝑓(𝑛1,𝑛2 − 1)
− 4𝑓(𝑛1,𝑛2) = [1 −𝟐 1] + � 1−𝟐1 � = �0 1 01 −𝟒 10 1 0� 
(32) 
Se pueden construir otros filtros de estimación del Laplaciano eligiendo la aproximación a la 
derivada, el tamaño del núcleo del filtro y las características del filtrado para reducir el ruido 
aplicado. Otros ejemplos de filtros 3x3 que utilizan los 8 píxeles vecinos son: 
�
1 1 11 −𝟖 11 1 1�                    �−1 2 −12 −𝟒 2−1 2 −1�                   �   2 −1    2−1 −𝟒 −1   2 −1    2� 
Cuando se construye un filtro Laplaciano los coeficientes del núcleo deben sumar cero con el 





= 0 (33) 
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Para eliminar los falsos bordes producidos por el ruido se realiza una clasificación previa de los 
píxeles de la imagen en función de la varianza local de nivel de gris. Si se excede un valor límite se 
clasifica como posible borde. 
La figura 26 muestra los resultados de aplicar el detector de bordes Laplaciano según tres 
máscaras diferentes. 
  
(a) Edificio C5 de la Universidad de Jaén 
 (640 x 480 píxeles). 
(b) Imagen de bordes aplicando la máscara �
0 1 01 −𝟒 10 1 0� 
  
(c) Imagen de bordes aplicando la máscara �
1 1 11 −𝟖 11 1 1� (d) Imagen de bordes aplicando la máscara  �−1 2 −12 −𝟒 2
−1 2 −1� 
FIGURA 26. Aplicación del detector de bordes Laplaciano Discreto.  
 
2.5.1.2. LAPLACIANO DEL GAUSSIANO 
Como se ha descrito, el Laplaciano es una aproximación a la segunda derivada de la función de 
la imagen es muy sensible al ruido. Para solventar esto, hay que suavizar la imagen con un filtro 
Gaussiano antes de aplicar el Laplaciano (Figura 27). El difuminado de los bordes mantiene su 
posición espacial. 
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𝐿𝑜𝐺(𝑥,𝑦) = ∇2 ∗ [𝐺(𝑥, 𝑦) ∗ 𝑓(𝑥,𝑦)] (34) 
La función Gaussiana tiene la propiedad de estar localizada en el domino espacial y de la 
frecuencia, proporcionando un buen compromiso entre la necesidad de evitar los falsos bordes y 
minimizar su error posicional. También, se trata de una función separable, lo que permite reducir el 
número total de cálculos necesarios y mejorar su rendimiento computacional. La complejidad del 
algoritmo pasaría de M2 a 2M operaciones, para un tamaño de filtro de M x M píxeles. 
   
(a) f(x) (b) Suavizado Gaussiano de la función f(x) (c) Laplaciano del Gaussiano de f(x) 
FIGURA 27. Detección de bordes con el Laplaciano del Gaussiano.  
El Laplaciano del Gaussiano (LoG) se emplea como un detector de bordes de segundo orden 
en el procesamiento de imágenes. Al ser un operador multiresolución puede aplicarse a diferentes 
escalas, lo que facilita la detección de los bordes contenidos en una imagen, desde los suaves y 
graduales hasta los rápidos y bruscos. Asimismo, la información de la escala del borde es útil para la 
compresión de la imagen. Así por ejemplo, los bordes con una resolución baja tienden a indicar las 
formas gruesas, mientras que la textura tiende a mostrarse a altas resoluciones. Un borde que se 
detecta en un amplio rango de escalas es, físicamente, más significativo que uno encontrado en un 
rango más estrecho, influyendo más el ruido sobre las escalas más finas, lo que permite al LoG 
disminuir su sensibilidad al ruido eligiendo la escala adecuada (Figura 28). 
La ecuación 35 muestra las operaciones de convolución de la imagen con filtro Gaussiano, 
primero, y con el Laplaciano, después. Dado que esta operación tiene la propiedad asociativa, se 
puede convolucionar el filtro Gaussiano con el Laplaciano, en primer lugar, y luego el filtro resultante 
con la imagen para obtener la información de los bordes. 
𝐿𝑜𝐺(𝑥,𝑦) = ∇2 ∗ [𝐺(𝑥,𝑦) ∗ 𝑓(𝑥,𝑦)] =  [∇2 ∗ 𝐺(𝑥,𝑦)] ∗ 𝑓(𝑥,𝑦) (35) 
Hacer esto presenta dos ventajas:  
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1. Dado que los filtros Gaussiano y Laplaciano son, generalmente, mucho más pequeños 
que la imagen, este método requiere muchas menos operaciones aritméticas. 
2. El núcleo LoG puede ser pre-calculado para que sólo sea necesaria una convolución a la 
hora de procesar la imagen en tiempo real. 
Para implementar la función LoG 2D en su forma discreta se puede construir un filtro, 
mediante el muestro de la ecuación (Maini y Aggarwal, 2009) 
𝐿𝑜𝐺(𝑥,𝑦) = −1
𝜋𝜎4
�1 − 𝑥2 + 𝑦22𝜎2 � 𝑒𝑥𝑝−�𝑥2+𝑦22𝜎2 � (36) 
donde σ es la constante del Gaussiano. La anchura de la región central del operador viene dada por  
𝑤 = 2√2𝜎 
El tamaño de la máscara es aproximadamente 3w u 8.5σ. En la Tabla 5 se muestra una aproximación 
discreta para un valor de σ de 1.4. 
Gunn (1999) ha analizado la relación entre la elección del tamaño de la máscara LoG y la 
probabilidad de error en la localización y detección de bordes. El valor del parámetro de escala, σ, 
está restringido por la representación discreta del LoG. Si consideramos una imagen de tamaño NxN 
y se pretende un error de detección de paso por cero aceptable del 0.1%, entonces el valor de σ debe 








0 1 11 2 41 4 5       2       2       2      5       5       5      3       0       3 1 1 04 2 15 4 12 5 31 5 02 5 3 −12 −24 −12−24 −40 −24−12 −24 −12 3 5 20 5 23 5 21 4 51 2 40 1 1       3       0       3      5       5       5      2       2       2 5 4 14 2 11 1 0�
�
�         
TABLA 5. Aproximación discreta de la función LoG.  
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(a) Edificio C5 de la Universidad de Jaén. 
 (640 x 480 píxeles) 
(b) σ = 1.4 y T = 0 (Umbralización) 
  
(c) σ = 1.4 y T = 4 (d) σ = 2.0 y T = 0 
FIGURA 28. Detección de bordes utilizando el LoG. 
 
2.5.1.3. DIFERENCIA DEL GAUSSIANO 
El Laplaciano del Gaussiano (LoG) puede aproximarse por la diferencia de dos Gaussianos 
(DoG) eligiendo las escalas adecuadamente. Esto puede observarse en las figuras 29 y 30, donde se 
aprecia la similitud entre los perfiles 2D del LoG y del DoG. 
El filtro DoG en su forma continua viene dado por la expresión 
ℎ(𝑥,𝑦) = 𝑔𝑐1(𝑥,𝑦) − 𝑔𝑐2(𝑥,𝑦) (38) 
donde: 
𝑔𝑐1(𝑥,𝑦) = 𝑒𝑥𝑝 �−𝑥2 + 𝑦22𝜎12 � (39) 
y 
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𝑔𝑐2(𝑥,𝑦) = 𝑒𝑥𝑝 �−𝑥2 + 𝑦22𝜎22 � (40) 
Marr y Hildreth (1980) indican que desde un punto de vista práctico, el valor mínimo para 𝜎2 
𝜎2 ≈ 1.6 ∗ 𝜎1 




























Sin embargo, para obtener la misma precisión que el LoG se requiere un tamaño de filtro 
ligeramente mayor. Por tanto, en general se prefiere el filtro LoG porque es óptimo desde el punto 
de vista teórico y computacionalmente más eficiente gracias a su separabilidad (Figura 31). 
 
 
(a) Perfil 2D (b) Sección Transversal para y = 0 
FIGURA 29. Perfil del Laplaciano del Gaussiano (LoG) para 𝜎 = 1.21.  
 
 
(a) Perfil 2D (b) Sección Transversal para y = 0 
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(a) Edificio C5 de la Universidad de Jaén. 
 (640 x 480 píxeles). 
(b) σ1 = 1.21, σ2 = 1.94 y T = 0. 
  
(c) σ1 = 1,21, σ2 = 1.94 y T = 100. (d) σ1 = 2,42, σ2 = 3.87 y T = 0. 
FIGURA 31. Detección de bordes utilizando el DoG. 
 
2.6. DETECTOR DE BORDES DE CANNY 
El método de Canny utiliza los conceptos de la primera y segunda derivada para la detección 
de bordes. El punto de partida es el enfoque clásico basado en el gradiente para la detección de 
bordes al que incorpora elementos del enfoque Laplaciano. 
El detector de bordes de Canny se conoce, en la literatura, como el detector de bordes óptimo 
y es un paso importante hacia la resolución matemática de los problemas de detección de bordes.  
El operador está diseñado para hacer cumplir los siguientes tres criterios (Canny, 1986): 
1. Buena detección. Debe haber una alta probabilidad de marcar los puntos de un borde 
real, y una baja probabilidad de identificar falsamente puntos que no pertenecen al 
borde. 
2. Buena localización. Los puntos marcados como borde por el operador deben estar tan 
próximos como sea posible al centro del borde real. 
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3. Sólo una respuesta por borde. Canny introduce este criterio ya que los dos primeros no 
son lo suficientemente estrictos. La forma matemática del primer criterio no tiene en 
cuenta la posibilidad de múltiples respuestas para un solo borde.  
Aunque la aplicación de estos tres criterios puede hacer que el operador resultante sea 
complicado al tener que resolver varios parámetros, Canny demostró que puede aproximarse 
utilizando la primera derivada del Gaussiano con respecto a la dirección perpendicular al borde. 
 
2.6.1. ALGORITMO 
El algoritmo consta de seis etapas que se ejecutan por separado y de forma secuencial. 
 
ETAPA 1: SUAVIZADO GAUSSIANO DE LA IMAGEN 
Para localizar los bordes es necesario filtrar el ruido existente en la imagen original. Para ello 
Canny utiliza la primera derivada del Gaussiano en las direcciones x e y, que puede calcularse con una 
simple máscara. Una vez que se han calculado los valores que implementan el filtro, el suavizado 
Gaussiano puede llevarse a cabo mediante una operación estándar de convolución. El tamaño de la 
máscara está relacionado con el valor de 𝜎. Cuanto mayor sea su valor mayor será el tamaño del 
filtro y la carga computacional y menor será la sensibilidad al ruido. El error de localización de los 
bordes también aumenta a medida que la anchura del filtro se incrementa. 
 
ETAPA 2: CÁLCULO DE LA MAGNITUD DEL GRADIENTE 
Tras suavizar la imagen y eliminar el ruido, es necesario determinar la fuerza del borde 
calculando el gradiente. El valor de la magnitud del gradiente da una idea de la fuerza del borde. 
𝐺 = �𝐺𝑥2 + 𝐺𝑦2 (42) 
Hay que tener en cuenta que la elección del valor de sigma en la Etapa 1 afecta a la magnitud 
del gradiente, disminuyendo conforme aumenta el valor de sigma. 
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ETAPA 3: CÁLCULO DE LA DIRECCIÓN DEL GRADIENTE 
La dirección del borde viene determinada por la dirección del gradiente, θ, que se calcula 
utilizando la expresión 




El origen del valor angular es el eje x positivo, creciendo en sentido contrario a las agujas del 
reloj. 
 
ETAPA 4: CLASIFICACIÓN DE LA DIRECCIÓN DEL GRADIENTE 
Una vez que se conoce la dirección del borde, el siguiente paso es relacionar esta dirección con 
una que se pueda rastrear en la imagen. Tomemos como ejemplo una región de la imagen de 5x5 
píxeles, cuyo centro en el píxel “a” (Figura 32). 
𝑥 𝑥 𝑥 𝑥 𝑥
𝑥 𝑥 𝑥 𝑥 𝑥
𝑥 𝑥 𝒂 𝑥 𝑥
𝑥 𝑥 𝑥 𝑥 𝑥
𝑥 𝑥 𝑥 𝑥 𝑥
 
 
FIGURA 32. División del Espacio de Orientación del Gradiente.  
 
Observando el píxel “a” y los píxeles circundantes, sólo hay cuatro posibles direcciones: 0° 
(horizontal), 45° (a lo largo de la diagonal positiva), 90° (en la dirección vertical) o 135° (a lo largo de 
la diagonal negativa). Estas cuatro direcciones y sus pares opuestos se codifican como un único valor 






45° 90° 135° 
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Dirección del Gradiente 
(°) 
Dirección del Borde 
asignada 
Dirección del Gradiente 
(°) 
Dirección del Borde 
asignada 
0 a 22.5 
157.5 a 202.5 
337.5 a 360 
0° 
67.5 a 112.5 
247.5 a 292.5 90° 
22.5 a 67.5 
202.5 a 247.5 
45° 
112.5 a 157.5 
292.5 a 337.5 
135° 
TABLA 6. Asignación de la dirección del borde en Función de la Dirección del Gradiente.  
 
ETAPA 5: SUPRESIÓN DE NO-MÁXIMOS 
La supresión de no-máximos hace que todos los bordes detectados tengan un pixel de grosor. 
Este es el paso que distingue al algoritmo de Canny de otros algoritmos de detección de bordes 
(Figura 33). Para ello, en cada punto de borde, se eligen dos vecinos a lo largo de la dirección del 
gradiente (Figura 39a). Al ser ésta perpendicular al borde los píxeles examinados definirán la mejor 
ubicación del píxel de borde, que se corresponderá con el que tenga el mayor valor de la magnitud 
del gradiente. 
 
ETAPA 6: APLICACIÓN DE LA HISTÉRESIS PARA MARCAR LOS PÍXELES DE BORDE 
La histéresis se utiliza para eliminar la discontinuidad de los bordes obtenidos. Si se aplica un 
solo umbral T1 a la imagen y un borde tiene una magnitud media del gradiente igual a T1 entonces, 
debido al ruido, se producirán huecos en el borde al existir píxeles que estén por debajo de T1. Lo 
mismo ocurrirá en el caso contrario. Para evitar esto, la histéresis utiliza dos umbrales, uno alto (Th) y 
otro bajo (Tl). Cualquier píxel de la imagen que tiene un valor mayor a Th se marca como borde 
inmediatamente. A continuación, se examinan los píxeles que están conectados a ese píxel de borde 
y aquellos que tienen un valor mayor que Tl se seleccionan como píxeles de borde. 
El algoritmo de Canny para seguir un borde necesita que el gradiente de los píxeles que lo 
forman tenga una magnitud superior a Tl y se detiene cuando encuentra una magnitud del gradiente 
por debajo de Th. 
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(a) Edificio C5 de la Universidad de Jaén 
 (640 x 480 píxeles). 
(b) σ = 0.5, Th = 0.6 y Tl=0.2 
  
(c) σ = 1, Th = 0.6 y Tl=0.2 (d) σ = 2, Th = 0.6 y Tl=0.5 
FIGURA 33. Detección de bordes aplicando el método de Canny.  
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3. EXTRACCIÓN DE LÍNEAS 
Los detectores de borde descritos en el apartado anterior proporcionan una estimación inicial 
de la ubicación de los bordes en la imagen. Para la extracción de líneas a partir de los bordes 
detectados es necesario plantear dos metodologías diferentes en función de la salida del detector de 
bordes: 
1. Valor del gradiente conocido. 
2. Valor del gradiente desconocido. 
En el primer caso el gradiente indica la fuerza del borde mediante su magnitud, y la dirección 
del borde señala su orientación. Estos parámetros se pueden utilizar para agrupar los píxeles de 
borde y extraer la estructura geométrica contenida en dicho agrupamiento: líneas rectas o curvas. 
Hay cinco pasos básicos para la extracción de las líneas rectas (Figura 34a): 
1. Asociar los píxeles con valor similar en la orientación del gradiente a un sector angular: 
segmentación del gradiente. 
2. Agrupar los píxeles en zonas soporte de de línea relacionadas con la segmentación del 
gradiente. Esto permite organizar los píxeles que forman el borde con independencia 
del tamaño de la máscara. 
3. Adelgazar la regiones soporte de línea mediante la supresión de no máximos (Canny, 
1986).  
4. Extraer los atributos de la región soporte de línea: longitud, contraste, anchura, 
ubicación, orientación y rectitud. 
5. Filtrar las líneas por los atributos para aislar características de la imagen tales como 
líneas con orientaciones y posiciones particulares, regiones soporte cuya 
correspondencia con una línea recta es débil, etc. 
En el segundo caso, que comprende a los detectores de borde basados en la segunda derivada, 
el valor de salida del detector sólo indica la presencia del borde basada en la magnitud obtenida al 
aplicar la máscara de convolución. Por tanto, para clasificar los píxeles según su orientación angular y 
poder agruparlos es necesario realizar un procesamiento específico. Una vez agrupados los píxeles se 
definen los atributos de las rectas. No obstante es posible realizar la supresión de no máximos, 
propuesta por Canny, adaptando el método (Figura 34b). 
 




(a) Gradiente conocido (b) Gradiente desconocido 
FIGURA 34. Extracción de rectas a partir de los bordes detectados.  
 3.1. SEGMENTACIÓN DEL GRADIENTE 
Una vez que se han obtenido los valores de las orientaciones del gradiente, se agrupan en 
regiones. Aunque estos agrupamientos pueden asegurar una similitud local, las regiones pueden 
formarse incluyendo píxeles con una orientación muy diferente debido a una leve discrepancia en la 
orientación de un píxel a otro. Por tanto, los cambios en la orientación en las esquinas o uniones de 
las líneas rectas pueden producir valores intermedios en la orientación del gradiente; el resultado 
puede ser un agrupamiento de píxeles indeseable si se emplea un agrupamiento local. 
Una solución es realizar el agrupamiento empleando particiones fijas en el espacio de la 
orientación del gradiente. En el esquema de particiones fijas (Figura 35), el rango de los 360° de la 
orientación del gradiente se puede dividir en ocho particiones de 45° o en dieciséis de 22.5 grados. 
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Cada vector gradiente es etiquetado y asignado a una única partición. Posteriormente se emplea un 
algoritmo para conectar los píxeles adyacentes que pertenecen a la misma región, como se describe 
en el siguiente apartado. De esta forma los píxeles que participan en el contexto línea-soporte de una 
línea recta serán de la misma partición o, a veces, de particiones adyacentes y los píxeles que no 
pertenecen a la misma recta tendrán normalmente orientaciones diferentes. 
Sin embargo, el uso de una partición fija ocasiona problemas por la ubicación de los límites de 
las particiones fijas y la insensibilidad resultante a las posibles distribuciones de las direcciones de los 
bordes de alguna línea en particular (Figura 35b): 
1. Líneas rectas visualmente distintas que son espacialmente contiguas pueden ser 
combinadas inadecuadamente porque tienen orientaciones similares y pertenecen al 
mismo agrupamiento. 
2. Una línea recta puede producir regiones soporte fragmentadas si la distribución de las 
orientaciones del gradiente están sobre un límite de partición. 
El problema de la combinación inadecuada tiende a reducirse cuando el tamaño de la partición 





FIGURA 35. Segmentación de la orientación del gradiente con 8 particiones fijas de 45°(Rojas-Sola y Romero-
Manchado, 2012). 
 
Una extensión razonablemente simple y efectiva del esquema de particiones fijas conlleva el 
uso de dos conjuntos de particiones solapadas (Figura 36). Así, cuando una partición fragmenta una 
línea porque está sobre el límite de una partición (Figura 37a), la otra tenderá a situarla en esta 
misma línea sin una partición (Figura 37b). 
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FIGURA 36. Esquema de particiones fijas solapadas propuesto por Burns et al. (1986) (Rojas-Sola y 
Romero-Manchado, 2012). 
 
   
(a) Resultado con el primer sector centrado en 
0° 
 (b) Resultado con el primer sector centrado en 
22.5° 
FIGURA 37. Aplicación de la técnica de la doble partición (Rojas-Sola y Romero-Manchado, 2012). 
 3.2. DEFINICIÓN DE LA REGIÓN SOPORTE DE LA LÍNEA 
Una vez asociados los píxeles a una partición angular (Figura 36) en función de la orientación 
del gradiente en las dos particiones solapadas, se procede a definir las regiones soporte de línea. 
Para ello se utiliza un algoritmo de componentes conectados (Pitas, 2000), obteniendo un conjunto 
de agrupamientos asociado a cada partición. La operación consta de dos fases: 
1. Definir los agrupamientos de píxeles en cada partición angular y en cada espacio de 
particiones independientemente. 
2. Como cada píxel es miembro de dos agrupamientos (uno por cada espacio de 
partición), es necesario evaluar la cantidad de píxeles que contiene cada uno. 
3. El agrupamiento que recibe un porcentaje de píxeles mayor al 50% será candidato a 
formar la región soporte de la línea. Lo que significa que se elige el agrupamiento que 
generará la línea más larga. 
4. Asignar los píxeles a una región soporte de línea, descartando los pertenecientes a la 
otra partición angular. 
5. Suprimir los “no-máximos” para eliminar los píxeles que no contribuyen al borde. 
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Finalizada esta fase cada región soporte de línea será un área candidata para representar una línea 
recta ya que el gradiente estimado comparte una orientación común (Figura 38). El resultado es que 
las regiones soporte se etiquetan en 16 particiones de 22.5 grados, que es el giro existente entre las 
dos particiones solapadas. Posteriormente, se realiza la supresión de no máximo propuesta por 
Canny (Figura 39a) a la que se incorpora una variación para adaptarla a la aplicación de la técnica de 
la doble partición (Figura 39b). 
   
(a) (b) 
FIGURA 38. Regiones soporte de línea obtenidas a partir de la técnica de doble partición. Las regiones con 
un tamaño inferior al 50% se eliminan (en color gris). (Rojas-Sola y Romero-Manchado, 2012).  
  
(a) Partición 1: origen 0° (b) Partición 2: origen 22.5° 
FIGURA 39. Supresión de no máximos de Canny (a) adaptada a la técnica de la doble partición (a y b).  3.3. EXTRACCIÓN DE LÍNEAS 
Finalizada la fase de extracción de las regiones soporte de línea, se procede a obtener los 
parámetros que representan la línea recta contenida en ellas. 
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El eje principal de una región soporte permite obtener una línea ajustada sin incrementar la 
complejidad del algoritmo (Wang et al., 2010; Kang y Jung, 2003). Toda la información necesaria para 
definir este eje se obtiene en un solo paso durante el procesado de la imagen, definiendo las 
coordenadas del centro (xc, yc) y su orientación (θs) (Kang y Jung, 2003; Rother, 2002): 
xc = 1n� xin
i=0
 (44) 
yc = 1n� yin
i=0
 (45) 
θs = 1 2� arctg� 2ba − c� (46) 
donde: (xi, yi) son las coordenadas del pixel implicado en el cálculo y n es el número del pixel dentro 
de la región soporte de línea, 
 
a = � xi2n
i=0
−
(∑ xini=0 )2n  (47) 
b = � xiyin
i=0
−
∑ xini=0 ∗  ∑ yini=0n  (48) 
c = � yi2n
i=0
−
(∑ yini=0 )2n  (49) 
La matriz de varianzas-covarianzas de la línea extraída viene dada por: 
Σ = � σx2 σxy
σxy σy
2 � 
donde σx2 = 1n−1  ∑ (xi − x)2ni=0  es la varianza de la coordenada x 
 σy2 = 1n−1  ∑ (yi − y)2ni=0  es la varianza de la coordenada y 
 σxy = 1n−1  ∑ (xi − x) (yi − y)ni=0  es la covarianza de la recta 
 x e y son las coordenadas medias (xc,yc). 
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3.3.1. ATRIBUTOS 
Las región soporte de línea permite estudiar aspectos de la línea más allá de la orientación 
básica y los parámetros de posición (Apartado 3.3). El uso de las intensidades subyacentes permite 
caracterizar la línea y su región asociada como una estructura con longitud, anchura, contraste, 
inclinación y rectitud (Burns et al., 1986). Estas propiedades permiten seleccionar líneas con el 
objetivo de realizar análisis de la estructura subyacente o seleccionar líneas con propiedades 
particulares. 
La longitud es simplemente la distancia entre los puntos finales y se calcula con la expresión l = �(xmax − xmin)2 + (ymax − ymin)2 (50) 
donde xmax, xmin, ymax, ymin son las coordenadas del rectángulo envolvente de la región soporte de la 
línea. 
Otros atributos potencialmente interesantes son las propiedades del perfil (perpendicular al 
borde) de la línea: 
• el contraste: cambio de intensidad acumulada se produce a través de la línea, 
• la anchura: tamaño del intervalo, a través del perfil, dentro de la cual ocurre la mayor 
parte del cambio de intensidad, y 
• la inclinación: pendiente de la superficie dentro de este intervalo. 
Estas tres propiedades están relacionadas, ya que 
contraste = anchura * inclinación. 
El último parámetro es la rectitud, que indica el grado en que la superficie de la intensidad de 
la región de soporte verdaderamente representa una línea recta. Los atributos globales de contraste, 
orientación, longitud, posición y una línea recta podrían significar lo mismo. Sin embargo, la 
distribución espacial de los vectores de orientación de gradiente en la región soporte pueden ser 
muy diferentes (Burns et al., 1986). 
Una medida sencilla de la rectitud es la varianza en la orientación, ya que será baja si todos los 
vectores del gradiente tienen una orientación similar. 
Otro método para generar una medida de la rectitud es calcular las propiedades de las curvas 
de igual intensidad que pasan a través de la región. En general, si las isolíneas son paralelas a la línea 
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extraída se trata de una línea recta, pero si las isolíneas varían localmente pueden reflejar cualquier 
falta de rectitud (Figura 40). 
  
(a) Aplicación del detector de bordes de Frei-Chen. (b) Aplicación del detector de bordes direccional de Kirsch. 
  
(c) Resultados de (a) filtrados por rectitud. (d) Resultados de (b) filtrados por rectitud. 
FIGURA 40. Extracción de líneas sobre la fachada noroeste del edificio C5 del campus de la Universidad de 
Jaén (resolución 640x480 píxeles). 
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4. DETECCIÓN DE PUNTOS DE FUGA 
 4.1. ESTADO DEL ARTE 
Barnard (1983) propone un método para obtener los puntos de fuga y las líneas de fuga a 
partir de la orientación de líneas paralelas y planos. Estas orientaciones se representan en una esfera 
gaussiana de radio unidad centrada en el centro óptico de la cámara. Este modelo presenta la 
ventaja de ser un espacio finito o cerrado, mientras que el espacio del gradiente es infinito o abierto 
y puede representar un problema a la hora de implementarlo en un ordenador ya que tiene un 
espacio de memoria finito. Además la esfera tiene la misma simetría que la proyección central, es 
decir, es simétrica con respecto al punto de vista de la cámara (punto focal del objetivo). Por tanto, 
es necesario el conocimiento de la distancia focal de la cámara. 
Magee y Aggawal (1984) proponen un algoritmo de bajo coste computacional para la 
determinación de los puntos de fuga a partir de la extracción de los segmentos de línea de una 
imagen. El algoritmo se aplica a la imagen de entrada para obtener los segmentos de líneas, 
realizando la siguiente secuencia: determina el gradiente de la imagen con el operador de Kirsch, 
suprime los no-máximos de los resultados obtenidos y busca las líneas aplicando la tranformada de 
Hough sobre los resultados anteriores. La fase de obtención de los puntos de fuga se realiza sobre la 
esfera gaussiana de radio unidad. Como ventaja tenemos que no es necesario conocer la distancia 
focal de la cámara y que no utiliza ningún espacio acumulador sobre la esfera gaussiana, realizando 
las medidas directamente sobre la esfera. 
Collins y Weiss (1990) proponen el cálculo de los puntos de fuga como un problema de 
estimación estadística sobre una esfera de radio unidad. Un vector unitario puede representarse 
como un punto en la esfera y los que son coplanares tienden a agruparse sobre un gran círculo. 
Como los puntos de fuga se pueden caracterizar como una estimación del eje polar verdadero del 
gran círculo a partir de una muestra de punto de tamaño n, la determinación del punto de fuga se 
obtiene estudiando su distribución estadística. 
Brillault-O’Mahony (1991) presentan una nueva formulación del espacio acumulador para 
determinación de los puntos de fuga que permite su detección sea cual sea su localización en el 
plano imagen. Para ello define una transformación entre el plano imagen y el espacio acumulador 
que mantiene la incertidumbre esperada en un valor constante. El espacio acumulador obtenido es 
isotrópico y finito. 
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Palmer y Tai (1993) utilizan la transformada de Hough para extraer los segmentos de línea 
porque es un método robusto para detectar segmentos de líneas rectas. El algoritmo desarrollado 
preserva la precisión manteniendo un bajo nivel de procesamiento. La localización del punto de fuga 
se realiza mediante un espacio acumulador sobre la esfera gaussiana e incorpora un test de 
estadístico para tener en cuenta los efectos del ruido y los errores en los parámetros. El resultado es 
un algoritmo que localiza los puntos de fuga de forma precisa y eficiente. 
Straforini et al. (1993) proponen un método para la extracción de líneas que tiene una 
complejidad computacional lineal y una buena precisión. La complejidad lineal se debe a la 
introducción de un espacio polar, que permite seleccionar los segmentos que convergen en el mismo 
punto antes del cálculo del propio punto de fuga. Estas características permiten utilizarlo en 
aplicaciones en tiempo real, como puede ser el control de los movimientos de un robot. 
Tai et al. (1993) proponen un método que, en lugar de utilizar un espacio acumulador para los 
puntos de intersección de los pares de líneas, calcula la probabilidad de que un grupo de líneas pase 
a través del mismo punto. La medida de probabilidad permite comparar y descartar las hipótesis de 
puntos de fuga, siendo mejor discriminante que el número de líneas que convergen en un cierto 
punto y, además, es independiente del tamaño del grupo de líneas. El espacio de los parámetros es 
abierto, ya que el punto intersección de un par de líneas puede estar desde el plano imagen hasta el 
infinito. 
Lutton et al. (1994) proponen un método para localizar los tres puntos de fuga en una imagen, 
correspondientes a las tres direcciones ortogonales de la escena. Este método se basa en dos 
transformadas de Hough aplicadas en cascada y consta de dos pasos: el primero tiene como objetivo 
la determinación de la dirección del punto de fuga, ignorando la hipótesis de las tres direcciones 
muturamente ortogonales. Para ellos utiliza la esfera gaussiana pero con los parámetros en el 
espacio de Hough. El segundo paso explota dicha la hipótesis de las tres direcciones ortogonales 
mediante una segunda transformada de Hough. 
McLean y Kotturi (1995) presentan un método para la detección de los puntos de fuga basado 
en la descripción de líneas a nivel de sub-píxel que reconoce la existencia de errores en la función de 
detección y que no necesita supervisión o la especificación de umbrales arbitrarios. La estimación del 
punto de fuga se basa en un conjunto de ecuaciones de línea como característica fundamental y no 
usa sus puntos finales de los segmentos de línea. Finalmente, la detección del punto de fuga se 
presenta como un problema de clasificación y se resuelve directamente en plano imagen sin el uso 
de ninguna técnica de espacio acumulador. 
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Gamba et al. (1996) proponen un algoritmo para la detección de puntos de fuga en escenas no 
estructuradas o complejas. La técnica se basa en un esquema de votación basado en el agrupamiento 
de líneas. 
Van den Heuvel (1998) presenta un método basado en un test estadístico que analiza las 
hipótesis de intersección de combinaciones de tres líneas de la imagen o, en su lugar, la de tres 
planos de interpretación asociados con estas líneas. La perpendicularidad entre las tres orientaciones 
principales de las líneas objeto se tiene en cuenta a partir de la detección del primer punto de fuga. 
Por tanto, se trata de un método de un excesivo coste computacional y no es apto para aplicaciones 
en tiempo real. 
Shufelt (1999) presenta dos planteamientos para mejorar el rendimiento de los métodos de 
detección de los puntos de fuga basados en la esfera gaussiana: la detección del punto de fuga 
basado en primitivas, que usa el conocimiento de la geometría de objetos de interés para guiar la 
búsqueda de los puntos de fuga en la esfera gaussiana, y modelado del error del plano de 
interpretación, que permite estimar la precisión del borde compensando los efectos de la textura. El 
aporte principal de los métodos propuestos es su utilización en fotografía aérea en lugar de terrestre 
de rango cercano, como es lo habitual. 
Braër-Burchardt y Voss (2000) estudian los métodos que utilizan segmentos para la 
determinación de los puntos de fuga: basados en la esfera gaussiana (GSM), el teorema de Thales 
(TCM) y la minimización del área del triángulo (TAM) formado por el centro de proyección y los 
extremos del segmento considerado. Muestran que el conocimiento de la posición del centro de 
proyección no es necesario, como se asume generalmente, aunque permite una mejora de la 
precisión final. Concluyen que no hay demasiada diferencia en la precisión obtenida con los métodos 
TAM y TCM, usando un punto de referencia óptimo. Sin embarga, comparados con el método GSM, 
donde el punto de referencia es el centro de proyección, la precisión se multiplica por dos. 
Minagawa et al. (2000) proponen un marco simple para la detección tanto de puntos como de 
líneas de fuga utilizando el algoritmo EM (máxima expectativa). La fase de agrupamiento y detección 
se puede plantear como un problema de estimación de máxima verosimilitud, utilizando un modelo 
de densidad míxta gaussina para establecer las restricciones que deben cumplir los puntos y líneas de 
fuga. El método desarrollado se aplica en un modelo de ruido bidimensional y se pude aplicar a 
puntos y líneas de fuga múltiples obteniendo resultados precisos. 
Schaffalitzky y Zisserman (2000) estudian la aplicación de tres tipos de agrupamientos 
geométricos que se encuentran comúnmente en mundo real: familia de líneas paralelas 
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equidistantes y coplanarias, un patrón obtenido por la repetición de elementos por translación sobre 
un plano y un conjunto de elementos ordenados en una rejilla regular sobre un plano. Estos 
agrupamientos se pueden parametrizar usando su geometría, calculando las líneas de fuga y, a partir 
de ellas, los puntos de fuga. Además, tales agrupaciones definen una característica que puede ser 
utilizada como base para otras tareas como la conexión de imágenes. 
Cantoni et al. (2001) proponen dos técnicas para estimar la posición de los puntos de fuga en 
una imagen, una basada en una estrategia probabilística y otra en un análisis determinístico. La 
primera trabaja en un espacio paramétrico polar (ρ, θ) mientras que la segunda lo hace en el espacio 
cartesiano (x, y) del plano imagen. Ambas utilizan un espacio de acumulación basado en la 
transformada de Hough. La principal ventaja de usar un espacio polar es que los parámetros están 
limitados: para una imagen de tamaño MxM, ρ tiene un rango [0, √2M[ y θ toma valores en el rango 
[0, 2π[. Con respecto al tiempo de cálculo, la segunda técnica es más rápida que la primera, ya que 
no requiere resolver iterativamente un sistema lineal y no calcula los valores de las covarianzas. 
Kalantari et al. (2002) proponen una geometría simple y robusta que permite la extracción 
eficiente del punto de fuga sin información a priori sobre la escena y sin conocer los parámetros 
internos de la cámara utilizada. Utilizan la esfera gaussiana para determinar los planos de fuga que 
contienen los segmentos de línea detectados y agrupados según el punto de fuga al que pertenecen. 
El punto de fuga se encuentra en la recta de intersección de estos planos, uno de cuyos extremos es 
el centro de la esfera. La novedad es que la distancia entre la esfera y el plano imagen es arbitraria, 
ya que la distancia focal de la cámara es desconocida. 
Rother (2002) presenta un método para la detección de las tres direcciones mutuamente 
ortogonales correspondientes a los puntos de fuga. Utiliza el plano imagen como espacio acumulador 
para ubicar las intersecciones de los pares de líneas, pero es necesario que sea limitado para que se 
puedan tratar los puntos de fuga que están en el infinito de la misma manera que los que se 
encuentran a una distancia finita. Para la búsqueda final de los puntos de fuga contempla un modelo 
de cámara donde la posición del punto principal y la distancia focal se encuentran dentro de un 
cierto rango. Esto se utiliza para eliminar las ubicaciones erróneas de los puntos de fuga obtenida. 
Almansa et al. (2003) desarrollan un nuevo algoritmo de detección que se basa en el principio 
de Helmholtz para la detección y agrupamiento de líneas. Esto permite obtener un detector de 
puntos de fuga con una baja tasa de falsas alarmas y un gran nivel de precisión, que no necesita 
ninguna información de la imagen a priori o los parámetros de calibración de la cámara, y no 
4. DETECCIÓN DE PUNTOS DE FUGA 
65  
requiere ningún parámetro de ajuste. El método propuesto tiene limitaciones cuando se aplica a 
imágenes donde no existen puntos de fuga o son difíciles de detectar. 
Aguilera et al. (2005) presentan un método para la detección de puntos de fuga que combina 
algunas técnicas probadas y que aplica en tres pasos: agrumapiento de mini-segmentos procedentes 
de la detección de bordes para formar las líneas de fuga, estimación y cálculo de la posición de los 
puntos de fuga. El paso de estimación utiliza una modificación del método de la esfera gaussiana 
para discriminar las líneas erróneas y obtener una primera aproximación de los puntos de fuga. En el 
último paso emplean un estimador estadístico junto con la minimización del área del triángulo14 para 
obtener la posición definitiva de los puntos de fuga. 
Widenauer y Vincze (2007) presentan un algoritmo robusto para la detección de puntos de 
fuga en entornos hechos por el hombre. El algoritmo extrae las direcciones de fuga dominantes bajo 
un amplio rango de condiciones. Sin el concomimiento de los parámetros de la cámara, el algoritmo 
es efectivo en la búsqueda de estructuras regulares en entornos “humanos”. 
Kalantari et al. (2009) describen un método para la detección automática de los puntos de 
fuga en imágenes urbanas basado en el teorema de Thales. La principal ventaja de este 
procedimiento es la detección automática y simultánea de todos los puntos de fuga a partir de la 
detección de círculos en una nube de puntos, que se corresponden con los segmentos de línea 
extraídos de la imagen. Para la extracción de estos círculos utilizan un método RANSAC. El cálculo de 
la incertidumbre de la localización punto de fuga seleccionado se obtiene a partir de la matriz de 
varianza-convarianza de cada segmento. El resultado es un algoritmo temporalmente eficiente en 
comparación con los métodos basados en la esfera gaussiana. 
Tardif (2009) desarrolla un algoritmo basado en la estimación simultánea de modelos 
múltiples. Se trata de una solución no iterativa a la estimación simultánea de los puntos de fuga de 
una imagen a partir un conjunto mínimo de bordes. El método representa los bordes en la esfera 
gaussiana para luego obtener los resultados y errores en el plano imagen. 
Mirzaei y Roumeliotis (2011) presentan un método analítico para el cálculo de los puntos de 
fuga mutuamente ortogonales en un “mundo Manhattan” con una cámara calibrada. Para ello 
aplican un clasificador de líneas basado en RANSAC que, a partir de tripletas de líneas, genera todas 
las hipótesis de tres puntos de fuga ortogonales de una vez.                                                              
14 El triángulo está formado por los puntos finales de la línea de fuga y el punto de vista desde el que se tomó la imagen, que coincide con el 
centro óptico del objetivo. 
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Yin y Hao (2011) proponen un método de detección de puntos fuga en imágenes obtenidas 
con un teléfono móvil. Basándose en los procedimientos existentes para la detección de las líneas 
base del texto y la orientación de la inclinación de los caracteres, plantean un procedimiento rápido y 
robusto en dos fases: detección rápida de los puntos de fuga candidatos mediante clustering en la 
esfera Gaussiana y la detección de los puntos de fuga finales utilizando un enfoque híbrido, que 
combina los resultados obtenidos mediante el clustering y el análisis de la proyección. 
Bazin y Pollefeys (2012) presentan un método que fuerza la ortogonalidad de los puntos de 
fuga incorporando las condiciones de ortogonalidad en el paso de la estimación del modelo en el 
procedimiento RANSAC, lo que permite aplicaciones en tiempo real. El modelo se estima a partir de 
sólo tres líneas, que se corresponden con el mínimo teórico para la estimación de la rotación, y que 
denominan RANSAC de tres líneas. El algoritmo se basa en la esfera gaussiana, ya que se conocen los 
parámetros de orientación interna de la cámara. Por tanto, se trata de un método con una 
complejidad baja para procesamiento en tiempo real. 
 4.2. MATERIAL Y MÉTODOS 
Este apartado contiene la descripción de los materiales utilizados en el trabajo, así como los 
fundamentos teóricos que apoyan las metodologías empleadas. También se describe el desarrollo de 
los algoritmos cuyo objetivo es calcular la posición de los puntos de fuga en imágenes fotográficas. 
 
4.2.1. MATERIAL 
Para poder realizar este trabajo ha sido necesario realizar una serie de fotografías 
representativas de las perspectivas sobre las que se querían aplicar los distintos algoritmos 
desarrollados: perspectivas de uno, dos o tres puntos de fuga. También es necesario que en las 
fotografías existan primitivas geométricas elementales, siendo la recta la más básica. A partir de las 
características geométricas perspectivas de las rectas es posible definir la posición de los puntos de 
fuga de la perspectiva fotográfica. Por tanto, la técnica queda limitada a las estructuras construidas 
por el hombre.  
Para testear el funcionamiento de los algoritmos se ha seleccionado el edificio C5 del Campus 
de “Las Lagunillas” de la Universidad de Jaén (Figura 41a) con una configuración geométrica muy 
definida, donde existen rectas paralelas y perpendiculares entre sí. Estas rectas estructurales pueden 
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alinearse respecto a cada uno de los tres ejes de coordenadas espaciales (X, Y, Z), ubicando el punto 







FIGURA 41. (a) Mapa del Campus de “Las Lagunillas” la Universidad de Jaén y situación del Edificio C5 
(http://www10.ujaen.es/conocenos/planosituacion). (b) Galería sur: perspectiva con un punto de fuga. 
(c) Cara norte: perspectiva sin ningún punto de fuga (proyección ortográfica). (d) Cara Noreste: 
perspectiva con dos puntos de fuga. (e) Cara suroeste: perspectiva con dos puntos de fuga (Fotografías del 
autor). 
Para la toma de fotografías se han empleado dos cámaras: 
• Una cámara réflex Nikon D200, con una resolución máxima de 3872x2592 píxeles. 
• Una cámara compacta Olimpus-µ5000, con una resolución máxima de 3968x2976 
píxeles. 
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En ambos casos, las fotografías se tomaron sin ningún dispositivo de estabilización u orientación de 
la cámara, como puede ser un trípode fotográfico. 
Todas las fotografías han sido remuestreadas a resoluciones inferiores (1024x768, 640x480 y 
160x120) para poder analizar la influencia de la resolución en los resultados. 
No obstante, el objetivo del trabajo se hace extensivo a fotografías obtenidas con dispositivos 
de los que se desconocen sus características, excepto la resolución de la imagen. Este es el caso de 
las fotografías obtenidas de páginas web de organismos oficiales, asociaciones o personas físicas. 
También hay que hacer hincapié en que este trabajo está encuadrado dentro de un grupo de 
investigación que desarrolla su actividad en el área del patrimonio histórico industrial. Por tanto, se 
hace obligatorio comprobar el funcionamiento de los algoritmos en fotografías enmarcadas en ese 
ámbito (Figura 42). 
  
(a) (b) 
FIGURA 42. Fotografías del patrimonio histórico industrial. (a) Prensa de aceite 15 (Museo Hacienda ‘La 
Laguna’, Puente del Obispo (Jaén)). (b) Pozo de Santa Annie, Mina de la Tortilla 16 (Linares, Jaén).  4.2.2. MÉTODOS 
Muchos de los métodos descritos en el apartado 4.1 realizan la búsqueda de los puntos de 
fuga utilizando sistema de coordenadas imagen 3D (Figura 43). El origen de coordenadas de este 
sistema se encuentra en el punto principal de la perspectiva y el eje z contiene al punto de vista 
perspectivo. Esto implica el conocimiento a priori de los parámetros internos de la cámara:                                                              
15 Fotografía obtenida con la cámara réflex Nikon D200 (Fuente: Grupo de Investigación Ingeniería Gráfica y Arqueología Industrial (TEP-
180) de la Universidad de Jaén. 
16 http://www.iaph.es/imagenes-patrimonio-cultural-andalucia/bien.php?al=2429. Fuente: Instituto Andaluz de Patrimonio Histórico 
(Consejería de Cultura y Deporte). Autor de la imagen: Romero García, Javier (2011). 
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coordenadas imagen del punto principal17 (x, y) y la distancia focal18 (Figura 10). Aunque estos 
parámetros se pueden conocer explotando las características geométricas de la imagen y el 
conocimiento de la posición de los puntos de fuga. 
 
FIGURA 43. Sistema de coordenadas terreno(X,Y,Z) vs. Sistema de coordenadas imagen (x,y,z) en el caso de 
Fotogrametría Aérea. (Ghosh, 1988) 
 
Estos métodos se pueden agrupar en tres categorías (Tardif, 2009): 
1. Métodos que requieren los parámetros de orientación de interna de la cámara: 
distancia focal y posición del punto principal. Suelen utilizar la representación de las 
rectas del plano imagen en una esfera gaussiana por ser la mejor forma cuando se 
conocen los parámetros de orientación interna de la cámara (Barnard, 1983). 
2. Métodos que necesitan algún parámetro de orientación interna de la cámara, 
normalmente, la distancia focal. 
3. Los que utilizan cámaras sin calibrar. 
En esta tesis doctoral se pretende analizar imágenes obtenidas con cámaras fotográficas sin 
calibrar y las existentes en bibliotecas gráficas ubicadas en internet, entre las que se encuentran las 
del patrimonio histórico. Por tanto, los métodos de detección de puntos de fuga a utilizar se 
encuadran en el tercer grupo. 
Dentro de la primera categoría se encuentran los métodos descritos por Barnard (1983), 
Magee y Aggarwal (1984), Collins y Weiss (1990), Palmer y Tai (1993), Lutton et al. (1994), Van den                                                              
17 El punto principal (PP) se define como la proyección ortogonal del punto de vista sobre el plano focal o del cuadro, en función de que se 
trate de una fotografía o una perspectiva. 
18 La distancia focal empleada en los procedimientos fotogramétricos es la distancia focal calibrada (f) en lugar de la efectiva (f’), que se 
utiliza como valor aproximado en algunos casos. 
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Heuvel (1998), Shufelt (1999), Aguilera et al. (2005), Tardif (2009), Mirzaei y Roumellotis (2011), Yin y 
Hao (2011), y Bazin y Pollefeys (2012). 
La segunda categoría incluye los métodos propuestos por Kalantari et al. (2002) y Rother 
(2002). 
Se han profundizado en el conocimiento del resto de los métodos propuestos con el fin de 
configurar una propuesta metodológica para la obtención de los puntos de fuga. 
• El método propuesto por Tai et al. (1993) se ha descartado porque está diseñado para 
imágenes aéreas y la discriminación estadística de las rectas no funciona bien con 
imágenes terrestres. 
• Los métodos de McLean y Kotturi (1995) y el de Cantoni et al. (2001) han dado forma 
a la idea de cómo buscar los puntos de fuga en el espacio 2D, usando el plano que 
contiene la imagen como lugar de búsqueda. 
• Del método propuesto por Widenauer y Vincze (2007) se ha extraído la idea de 
remuestrear la resolución de la imagen original a una nueva con el fin de estudiar su 
influencia en los resultados. 
• Gamba et al. (1996) aportan la idea inicial sobre la clasificación de las rectas en 
horizontales, verticales y oblicuas con el fin de discriminar las que tienen un punto de 
fuga en el infinito de las que no lo tienen. 
• La metodología descrita por Straforini et al. (1993) ha permitido diseñar un método 
general para la determinación del tipo de proyección que contiene la imagen a priori, 
y desarrollar uno de los métodos de cálculo de los puntos de fuga. 
• Kalantari et al. (2009) se utiliza para desarrollar un método basado en el teorema de 
Thales para obtener la posición de los puntos de fuga. 
• Los métodos desarrollados por Brillault-O’Mahony (1991), Minagawa et al. (2000), 
Schaffalitzky y Zisserman (2000) y Almansa et al. (2003) se contemplan en desarrollos 
futuros. 
En los siguientes apartados se desarrollan los métodos implementados que van desde la mera 
intersección de rectas a la aplicación del teorema de Thales. El objetivo es la detección de los puntos 
de fuga de la perspectiva en sus tres modalidades: uno, dos y tres puntos de fuga. 
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4.2.2.1. DETERMINACIÓN DEL TIPO DE PERSPECTIVA 
Como paso previo al cálculo de los puntos de fuga hay que determinar al tipo de perspectiva 
predominante en la fotografía. El objetivo es automatizar este proceso, para ello se van a utilizar las 
reglas propuestas por Straforini et al. (1993). 
Partiendo de la condición de que el punto de fuga de la dirección vertical (eje Z espacial) se 
encuentra en el infinito, hay cuatro tipos diferentes de proyecciones perspectivas: 
1. Proyección ortográfica: no existe ningún punto de fuga ya que el objeto es plano y se ha 
tomado con el plano imagen paralelo al mismo. 
2. Proyección no central: ningún punto de fuga se encuentra dentro de los límites de la 
imagen. 
3. Proyección central: un punto de fuga esta cerca del centro de la imagen y los otros dos 
están en el infinito. 
4. Proyección casi central: un punto de fuga está en los límites de la imagen y los otros dos 
pueden considerarse localizado en el infinito. 
Por tanto, el tipo de proyección perspectiva puede determinarse por un algoritmo (Figura 44), 
usando el número de rectas clasificadas en un espacio polar: 
• nh : número de rectas horizontales. 
• nv : número de rectas verticales. 
• nc : número de rectas que pasan por el centro de la imagen. 
• nr : número de rectas que se intersectan a la derecha de la imagen. 
• nl : número de rectas que se intersectan a la izquierda de la imagen. 
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FIGURA 44. Determinación del tipo de perspectiva de acuerdo con la partición discreta del espacio 
imagen.  
 4.2.2.1.1. ESPACIO POLAR IMAGEN 
La recta contenida en una región soporte de línea asociada a un borde, como ya se ha 
comentado, tiene la ecuación: 
𝑎𝑥 + 𝑏𝑦 + 𝑐 = 0 (51) 
El origen de las coordenadas (x, y) de esta recta se encuentra en la esquina superior izquierda 
de la imagen, como es habitual en las imágenes digitales. Straforini et al. (1993) proponen que el 
origen de este sistema de coordenadas esté centrado en plano imagen con el origen en el punto 
principal indicado19 (PPI). 
La ecuación: 
𝑎2 + 𝑏2 = 1 (52) 
define la directriz de un cilindro en cuya superficie se encontrará el punto asociado a la línea recta. 
Por lo tanto, es conveniente usar un sistema de coordenadas cilíndrico (ρ, θ, c), tal que: 
                                                             
19 El PPI se define geométricamente como el centro de la imagen. Muy cerca de él se encuentra el punto principal (PP) y su posición exacta 
se obtiene calibrando la cámara. 
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�
𝜌 = �𝑎2 + 𝑏2 = 1
𝜃 = 𝑎𝑟𝑐 𝑡𝑎𝑛 𝑎
𝑏
𝑐 = 𝑐  (53) 
Es obvio que los puntos con coordenadas (a, b, c) y (-a, -b, -c) indican la misma línea y, por 
tanto, se considera el semicírculo definido por a > 0. Es también evidente que todas las líneas rectas 
se representan en una región limitada, llamada espacio polar (Straforini et al., 1993). El espacio polar 
es de hecho limitado por: 
�
𝜌 = 10 ≤  𝜃 <  𝜋|𝑐| <  𝐶𝑚𝑎𝑥20 (54) 
El valor propuesto para Cmax es la semidiagonal del formato, que no es adecuado en el caso de 
las imágenes digitales ya que el tamaño real de la imagen es de algunos milímetros. Por tanto, se ha 
elegido como Cmax el valor máximo del parámetro c de la ecuación general de la recta. 
La figura 45 ilustra relación entre las rectas de la imagen y el espacio polar. Las rectas 
verticales (bi) se representan como puntos con: 
𝜃 = 𝜋2 (54) 
Las rectas que convergen en los otros dos puntos de fuga (derecho e izquierdo), etiquetados 
con ai y ci, se representan en el espacio polar como puntos de la función: 
𝑐𝑖(𝜃) = −𝑥𝑣𝑝𝑖𝑠𝑒𝑛𝜃           𝑖 = 1, 2 (55) 
donde 𝑥𝑣𝑝𝑖 es la coordenada x del punto de fuga en el plano imagen. Por tanto, están dispuestos en 
dos curvas sinusoidales con c > 0 y c < 0, respectivamente. 
Esta configuración permite particionar el espacio polar, ya que los puntos situados en una 
misma región de la imagen se corresponden con rectas que convergen en un mismo punto de fuga. 
La figura 46 muestra la partición del espacio polar en cinco sectores: 
• El sector V recoge todas las rectas verticales. 
• Las rectas horizontales se representan en el sector H.                                                              
20 Cmax es el valor máximo de la coordenada |c|, siendo |𝑐| < 12�𝐷𝑥2 + 𝐷𝑦2. 
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• Las rectas que pasan por el centro de la imagen se encuentran en el sector C. 
• Las rectas que convergen en el punto de fuga izquierdo aparece en el sector L. 
• Las rectas que convergen en el punto de fuga derecha se agrupan en el sector R. 
El ancho Δv del sector V determina la distancia mínima entre el punto de fuga de los segmentos 
verticales y el centro de la escena. Por ejemplo, si ∆𝑣≈ 𝜋 10� , el eje óptico de la cámara puede tener 
una inclinación de ±10° con respecto al suelo, que es un valor normal cuando las fotografías sin 
ningún dispositivo de estabilización de la toma como puede ser un trípode. 
Los valores de Δc e Δh dependen del valor de Δv, aunque su elección no es crítica en la 
aplicación del método. 
  
(a) Imagen esquemática de un edificio tipo. (b) Correspondencia en el espacio polar. 



































(a) Imagen (arriba) y bordes extraídos con el detector de 
Frei Chen (abajo) 
(b) Rectas clasificadas 
  
(c) Rectas horizontales (d) Rectas verticales 
  
(e) Rectas que se intersectan a la derecha (f) Rectas que se intersectan a la izquierda 
FIGURA 47. Aplicación de la partición discreta del espacio imagen a la fachada noroeste del edificio C5 del 
Campus “Las Lagunillas” de la Universidad de Jáen. Δv = π/10, Δh = π/25, Δc = Cmax/30.  
En la figura 47 se observa que la clasificación de las rectas que convergen a la derecha e izquierda de 
la imagen no coincide con el planteamiento teórico del método. Esto se debe a que los valores 
angulares en esta tesis crecen en el sentido contrario a las agujas del reloj, mientras que Straforini et 
4. DETECCIÓN DE PUNTOS DE FUGA 
76  
al. (1993) consideran que crecen en sentido horario, existiendo una discrepancia de 90° (π/2). En 
ambos casos se utiliza el eje x positivo como origen angular. 
 4.2.2.3. CÁLCULO DE PUNTOS DE FUGA POR INTERSECCIÓN DE RECTAS 
Como ya se ha comentado, un punto de fuga es un lugar del espacio 2D donde se intersectan 
las rectas que son paralelas en el espacio 3D. Estas rectas están contenidas en alguno de los planos 
del espacio 3D que son mutuamente ortogonales y contienen a los ejes del sistema de coordenadas 
de dos en dos: plano XY, plano XZ y plano YZ. Por tanto, hay un punto de fuga contenido en cada 
plano: FX, Fy y FZ (Figura 8). 
El número de puntos de fuga depende del tipo de perspectiva (Apartado 1.1.3) y se pueden 
calcular mediante la intersección de las rectas asociadas al plano al que pertenece. Por tanto, es 
importante seleccionar el conjunto de rectas adecuado para obtener un buen resultado. Una posible 
solución es utilizar la partición angular que se describe en el apartado 3: 16 particiones de 22.5 
grados, pero este método no clasifica nítidamente el grupo de líneas asociado cada punto de fuga. 
Sin embargo, el método de la Figura 44 tiene la ventaja de mejorar la selección de las líneas que 
intervienen en el cálculo de la posición del punto de fuga variando los parámetros que dimensionan 
las distintas particiones del espacio polar (Figura 46), mostrando el algoritmo unos valores por 
defecto que pueden modificarse manualmente para adecuarlos a la imagen seleccionada. Este 
método presenta la ventaja de que se puede ajustar el tamaño de las particiones para clasificar las 
rectas correctamente, pero el inconveniente está en la falta de automatización del proceso de 
extracción de puntos de fuga. No obstante, su aplicación presenta buenos resultados a la hora de 
determinar el tipo de perspectiva. 
La búsqueda de la intersección de las rectas que definen cada punto de fuga se puede 
abordar desde dos enfoques: 
1. Intersección de pares de rectas (Figura 48). 
2. Resolviendo un sistema de ecuaciones mediante mínimos cuadrados (Figura 49). 
 4.2.2.3.1. INTERSECCIÓN DE PARES DE RECTAS 
Este procedimiento parte de la base de que la ubicación del punto de fuga se obtiene por la 
intersección de al menos dos rectas.  
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El objetivo es obtener la nube de puntos que materializan las intersecciones de todos los pares 
de rectas posibles asociados a cada punto de fuga, y estos puntos tenderán a concentrarse en un 
lugar geométrico del espacio 2D, de forma que la ubicación del punto de fuga se encontrará donde 
exista la mayor concentración de puntos. Para ello, se divide recursivamente en 4 partes iguales la 
ventana que contiene la nube de puntos asociada a un punto de fuga hasta que se llegue a un 
tamaño mínimo, previamente establecido21, y sus coordenadas se obtienen calculando la mediana de 
los valores x e y de los puntos incluidos en la última partición de la ventana inicial. 
Dado que el origen del sistema de coordenadas de una imagen digital se encuentra, por 
definición, en la esquina superior izquierda, se va estudiar si el cambio del origen al centro de la 
imagen mejora la solución final. 
En la Figura 48 se muestran los diagramas de flujo de los algoritmos desarrollado para cada 
uno de los casos: 
1. Clasificación de las rectas en el espacio polar, tomando el origen de coordenadas en la 
esquina superior izquierda de la imagen (Figura 48a). 
2. Clasificación de las rectas en el espacio polar usando el centro de la imagen como 
origen de coordenadas (Figura 48b). 
                                                             
21 Se establece un valor mínimo en eje x de ventana de 20 píxeles. El valor según el eje y se calcula a partir de la proporción de la ventana 
inicial (Dx/Dy), siendo el valor rmínimo para el eje y: 20 * proporción. 




FIGURA 48. Diagrama del algoritmo de intersección de pares de rectas.  
 4.2.2.3.2. RESOLUCIÓN DE UN SISTEMA DE ECUACIONES MEDIANTE MÍNIMOS CUADRADOS 
Las coordenadas del punto intersección de dos rectas se puede resolver mediante un sistema 
de dos ecuaciones con dos incógnitas: 
𝑎1𝑥 + 𝑏1𝑦 + 𝑐1 = 0 
𝑎2𝑥 + 𝑏2𝑦 + 𝑐2 = 0 (59) 
Pero esto ya se ha realizado en el apartado anterior, por lo que aquí se propone realizar el 
ajuste simultáneo de todas las rectas que intervienen en el cálculo de la posición del punto de fuga. 
En este caso, habrá más ecuaciones que incógnitas y será necesario aplicar mínimos cuadrados 
(Figura 49). Para ello se escribe el sistema de ecuaciones en forma matricial: 
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𝐴𝑋 = 𝐿 + 𝑣 (60) 
donde:  A es la matriz de los términos independientes (ai, bi). 
X es la matriz de las incógnitas (x, y). 
L es la matriz de los términos independientes (ci). 
v es la matriz de los residuos del ajuste. 
La resolución del sistema se obtiene mediante la expresión (61) y el valor de los residuos con la 
expresión (62): 
𝑋 = (𝐴𝑇𝐴)−1𝐴𝑇𝐿 
𝑣 = 𝐴𝑋 − 𝐿 (61) 
(62) 
 
FIGURA 49. Diagrama del algoritmo de intersección de rectas aplicando el ajuste por mínimos cuadrados. 
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4.2.2.4. CÁLCULO DE PUNTOS DE FUGA A PARTIR DE LA PARTICIÓN DEL ESPACIO POLAR 
En el apartado 4.2.2.1.1. se ha definido el espacio polar y de qué manera se distribuyen las 
rectas. Este sistema permite clasificar las rectas en particiones utilizando para ello el parámetro c de 
la ecuación general de la recta y la dirección de la recta en el sistema de coordenadas imagen.  
Para calcular la posición de un punto de fuga el algoritmo realiza cinco pasos: 
1. Cambiar el origen de coordenadas de la esquina superior izquierda al centro de la 
imagen. Para ello se aplican las ecuaciones siguientes: 
𝑥𝐶 = 𝑥𝑆𝐼 − 𝑇𝑥  
𝑦𝐶 = 𝑇𝑦 − 𝑦𝑆𝐼  
(56) 
(57) 
donde Tx y Ty es el valor de la traslación del origen de coordenadas y es igual a la mitad 
de la resolución horizontal y vertical de la imagen, respectivamente. 
2. Recalcular las ecuaciones de las rectas en el nuevo sistema de coordenadas 
3. Determinar del tipo de perspectiva en función del número de rectas que cae en cada 
sector de la partición del espacio polar. 
4. Seleccionar las rectas que intervendrán en el cálculo de cada punto de fuga (Figura 50). 
5. Calcular las coordenadas de los puntos de fuga buscando el mínimo de la función 
Straforini et al. (1993): 
𝑓�𝑥𝑝,𝑦𝑝� = ��𝑎𝑖𝑥𝑝 + 𝑏𝑖𝑦𝑝 = 𝑐𝑖�2
𝑖
, (58) 
que requiere emplear la técnica de ajuste por mínimos cuadrados (Figura 51). 
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FIGURA 50. Rectas asociadas a cada punto de fuga en función del tipo de perspectiva (Straforini et al., 1993). 
 
 
FIGURA 51. Diagrama del algoritmo de extracción de puntos de fuga basado en la partición del espacio 
polar. 
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4.2.2.5. CÁLCULO DE PUNTOS DE FUGA POR EL TEOREMA DE THALES 
El segundo teorema de Thales (Figura 52a) dice: 
“Sea un punto C de la circunferencia de diámetro AB, distinto de A y de B. Entonces el ángulo 
𝐴𝐶𝐵� es recto.”22 
Se trata de un teorema de geometría particularmente enfocado a los triángulos rectángulos, 




FIGURA 52. Segundo teorema de Thales (es.wikipedia.org). 
 
Kalantari et al. (2009) presentan una configuración geométrica basada en este teorema que 
permite obtener la posición de los puntos de vista (Figura 53): 
“Sean S1, S2, S3, … líneas paralelas en el espacio objeto real; sus imágenes después de la 
proyección cónica son líneas convergentes que se intersectan en P. Este punto es 
convencionalmente llamado punto de fuga. Ahora el nuevo haz de líneas con O como centro 
(el origen de la imagen) se sitúa tal que, una por una, las líneas de este haz intersectan las 
líneas S1, S2, S3, … en ángulo recto, en los puntos H1, H2, H3, … respectivamente. De acuerdo 
con el teorema de Thales los puntos H1, H2, H3, … y el origen O definen un círculo”. 
                                                             
22 Demostración: Si OA = OB = OC = r, siendo O el centro y r el radio de la circunferencia (figura 6.b). Por lo tanto, 𝑂𝐴𝐶�  y 𝑂𝐵𝐶�  son isósceles. 
La suma de los ángulos del triángulo ABC es equivalente a 2α + 2β = π. Dividiendo por dos se obtiene: 
𝐵𝐶𝐴� = 𝛼 + 𝛽 = 𝜋 2�  
Además, la bisectriz de un triángulo corta al lado opuesto del ángulo con la bisectriz en dos segmentos iguales. AB2 = CA2 + CB2. Es decir, 
que los puntos A, B y C forman un triángulo rectángulo. 
23 Los puntos cocíclicos son aquellos que pertenecen a una misma circunferencia. 
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FIGURA 53. Configuración geométrica basada en el teorema de Thales (Kalantari et al., 2009) 
 
En la Figura 54 se muestra el resultado de aplicar el teorema de Thales a una imagen de la cara 
suroeste del edificio C5 de la UJA. La nube de puntos Hi obtenida (Figura 54b) presenta una 
distribución que tiene tres patrones circulares asociados a los tres ejes de coordenadas espaciales y, 
por tanto, a los tres puntos de fuga buscados. 
  
(a) Fachada suroeste (640x480 píxeles) (b) Nube de puntos Hi 
FIGURA 54. Aplicación del teorema de Thales. 
 
4.2.2.3.1. ALGORITMO 
En este apartado se van a describir las diferentes partes que conforman la búsqueda de los 
puntos de fuga en una imagen fotográfica por el método de Thales: 
1. Cálculo de los puntos Hi. 
2. Clasificación de los puntos Hi, en función del punto de fuga. 
3. Extracción de los círculos a partir de la nube de puntos Hi. 
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4.2.2.3.1.1. CÁLCULO DE LOS PUNTOS HI 
Una vez definidas las líneas que en el plano imagen se cortarán en el punto de fuga, según el 
plano que las contenga, hay que calcular la nube de puntos Hi que definen los círculos que contienen 
el punto de fuga. 
La ecuación de la recta definida a partir de los parámetros obtenidos para las líneas extraídas 
es la siguiente: 
y = mx + b (63) 
donde  m es la pendiente de la recta:   m = yB−yA
xA−xB
 
 b es el punto de corte con el eje de ordenadas: b = yAxB−yBxA
xB−xA
 
(xA, yA) y (xB, yB) son las coordenadas de los extremos de la línea calculados a partir de los 
datos obtenidos en el apartado 3.3: xc, yc, θs y l. 
xA = xc − Δx = xc − �l 2� � ∗ cosθs yA = yc + Δy = yc + �l 2� � ∗ senθs xB = xc + Δx yB = yc − Δy 
(64) 
Según la definición geométrica descrita en el apartado 4.2.2.4, cada línea extraída cortará al 
círculo en un punto (Hi) que cumple la característica de encontrarse a la mínima distancia entre su 
centro y la recta. Esto ocurre cuando el centro del círculo se proyecta perpendicularmente sobre la 
recta seleccionada. Por tanto, las coordenadas del punto se calculan como la intersección de dos 
rectas perpendiculares: 
• Recta 1: basada en la línea extraída y = m1x + b1 
• Recta 2: pasa por el centro del círculo y es perpendicular a la Recta 1 y = m2x + b2 
• Las coordenadas del punto Hi serán: x = b2 − b1m1 − m2 y = m1x + b1 
donde: m2 = −1 m1�  
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 b2 = 0, porque la recta 2 pasa por el origen de coordenadas que está 
situado en la esquina superior izquierda de la imagen. 
 
4.2.2.3.1.2. CLASIFICACIÓN DE LOS PUNTOS Hi 
El algoritmo propuesto por Kalantari et al. (2009) selecciona aleatoriamente los puntos 
necesarios para el ajuste del círculo inicial utilizando toda la nube de puntos. Esta aleatoriedad tiene 
el inconveniente de no ser reproducible en sucesivas aplicaciones del algoritmo sobre la misma nube 
de puntos e incluso ser incapaz de obtener círculos adecuados para determinar algún punto de fuga. 
La Figura 55 muestra dos ejecuciones del algoritmo para extraer los círculos asociados a los 
puntos de fuga. En la segunda ejecución (Figura 55b) se puede apreciar cómo existe una parte de la 
nube de puntos que no pertenece a ningún circulo ajustado, lo que no ocurre en la primera ejecución 
(Figura 55a). 
  
(a) Ejecución 1 (b) Ejecución 2 
FIGURA 55. Extracción de los círculos partiendo de una selección aleatoria de los puntos para el ajuste 
inicial.  
 
Para solucionar este problema es necesario utilizar un método para clasificar la nube de 
puntos. Para ello se han barajado tres posibilidades: 
1. Aplicar un método estadístico de clasificación como es el de las k-medias. 
2. Utilizar los datos de la segmentación del gradiente para agrupar los puntos según el 
punto de fuga. 
3. Adaptar el método de partición del espacio polar para clasificar los puntos. 
El primer procedimiento no proporciona resultados aceptables ya que no delimita 
correctamente las clases y, consecuentemente, impide obtener unos resultados correctos. El 
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segundo método permite obtener resultados aceptables ya que la clasificación de la nube de puntos 
se aproxima más a la ubicación espacial de las rectas asociadas a cada punto de fuga, pero el tercer 
método presenta la ventaja adicional de que permite definir el tipo de proyección antes ajustar los 
círculos, lo que facilita los cálculos posteriores. 
  
(a) A partir de la segmentación del gradiente (b) Utilizando la partición del espacio polar 
FIGURA 56. Clasificación de la nube de puntos Hi según el punto de fuga: ejes z (verde), x (azul) e y (fucsia). 
 
En la figura 56 se puede observar cómo la nube de puntos obtenida a partir de la partición del 
espacio polar contiene menos puntos que la obtenida de la segmentación del gradiente. Esto se debe 
a que existe una mejor asociación de las rectas extraídas al punto de fuga al que pertenecen. 
 
4.2.2.3.1.3. EXTRACCIÓN DE LOS CÍRCULOS 
Tras clasificar la nube de puntos según el punto de fuga asociado, hay que realizar el ajuste de 
los círculos siguiendo los pasos del algoritmo de Kalantari et al. (2009): 
1. “Elegir aleatoriamente dos puntos Hi del clúster perteneciente al punto de fuga de 
interés, ya que con dos puntos es suficiente para obtener el círculo que pasa por el 
origen.” 
2. “Calcular el círculo que pasa por los puntos seleccionados y el origen, aplicando el 
modelo matemático que minimiza la distancia geométrica.” 
3. “Buscar todos los puntos Hi que pueden contribuir al círculo, fijando automáticamente el 
umbral de captura definido por ε.” 
4. “Identificación del número de puntos seleccionados, iterando los pasos 1, 2 y 3 para 
conseguir para asegurar que el número de puntos capturados es realmente máximo 
(hasta 1000 veces).” 
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5. “Al final del proceso, este conjunto de puntos se retiene, y los correspondientes puntos 
capturados son retirados del conjunto inicial. Así para los puntos seleccionados, se busca 
el mejor círculo por un ajuste de mínimos cuadrados con la ayuda de la minimización 
geométrica, usando los valores aproximados de los parámetros obtenidos por el cálculo 
de la minimización algebraica. Este cálculo tiene en cuenta la incertidumbre de cada 
punto Hi.” 
6. “La extracción de los círculos se para sólo cuando, por ejemplo, quedan 5 puntos Hi de los 
detectados inicialmente.” 
Un aporte importante de este algoritmo es la automatización del valor del umbral de captura 
(ε) para cualquier imagen, ya que posiblemente no sería conveniente usar el mismo umbral en 
imágenes con diferentes resoluciones. Si este valor se definiese manualmente conllevaría una 
pérdida de tiempo y por tanto, de los beneficios aportados por el método (Figura 57). 
 
FIGURA 57. Nube de puntos Hi (en negro) sobre la que se ha ajustado un círculo (en rojo), teniendo en 
cuenta el umbral ε para definir el ancho de la banda de selección (en azul)(Kalantari et al., 2009). 
 
Los resultados obtenidos, como se muestra en la figura 58, no son reproducibles en sucesivas 
aplicaciones del algoritmo de ajuste. Aunque se ha conseguido el objetivo de que existan círculos 
vinculados a cada punto de fuga, tras la modificación indicada en el apartado anterior, la influencia 
de la selección aleatoria de los dos puntos iniciales (paso 1) es significativa. 




FIGURA 58. Ajuste de Círculos sobre la nube de puntos Hi clasificada, donde se puede observar la 
influencia de la selección aleatoria inicial en el ajuste. 
 
Por tanto, se propone una modificación del algoritmo que permita una solución más estable e 
independiente del momento de aplicación del algoritmo sobre la nube de puntos. La secuencia del 
algoritmo que se ha implementado es: 
1. Clasificar las rectas utilizando la partición del espacio polar para asociar las rectas 
asociadas a cada punto de fuga. 
2. Calcular la mediana (x, y) de cada agrupamiento. 
3. Determinar la desviación típica de cada agrupamiento. 
4. Seleccionar aleatoriamente un punto del agrupamiento dentro del rango 
r = mediana ± desviación típica 
y que permita obtener el centro del círculo en la situación correcta. Para ello hay que 
distinguir el punto de fuga al que pertenece el agrupamiento: 
• Punto de fuga vertical:  
o Centro por encima del origen de coordenadas: x positiva e y 
negativa. 
o Seleccionar el punto si (xi > xmediana) and (yi < ymediana) 
• Punto de fuga izquierdo: 
o Centro a la izquierda y por debajo del origen de coordenadas: x 
negativa e y positiva. 
o Seleccionar el punto si (xi < xmediana) and (yi > ymediana) 
• Punto de fuga derecho: 
o Centro a la derecha  y por debajo del origen de coordenadas: x 
positiva e y positiva. 
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o Seleccionar el punto si (xi > xmediana) and (yi > ymediana) 
5. Calcular el círculo que minimiza la distancia algebraica (Gander et al., 1994), empleando 
como puntos fijos el origen de coordenadas, el valor de la mediana y el punto 
seleccionado en el paso 3: 
Parámetros = (xc, yc, r) 
Este algoritmo proporciona una ventaja fundamental, ya que al realizar cálculos sencillos para 
cada punto de fuga (Figura 59), el tiempo de procesamiento es prácticamente nulo, mejorando así el 
tiempo empleado por el algoritmo de Kalantari et al. (2009). 
 
FIGURA 59. Coordenadas de los puntos de fuga (x,y) tras realizar el ajuste inicial. Los valores se dan en 
píxeles. 
 
4.2.2.3.1.4. CÁLCULO DE LAS COORDENADAS DE LOS PUNTOS DE FUGA 
Tras realizar el primer ajuste de los círculos se procede a realizar un nuevo ajuste empleando 
todos los puntos del agrupamiento que cumplan el umbral de selección ε descrito anteriormente. Se 
trata de un proceso recursivo que utiliza el modelo matemático de minimización de la distancia 
geométrica (Gander et al., 1994) entre los puntos Hi y el círculo. Tomando como datos de partida los 
datos obtenidos en la fase anterior del algoritmo, es decir: 
• Los parámetros del círculo ajustado (xc, yc, r) y 
• La matriz de varianzas-covarianzas del punto Hi seleccionado, 
se aplica la siguiente secuencia de forma iterativa hasta que la solución converja (Figura 60): 
1. Calcular el valor umbral ε a partir de los puntos seleccionados. 
2. Determinar el ancho de banda (b) en función de los parámetros del círculo 
• b = 2 * ε = rmax – rmin 
donde rmin = r – ε 
 rmax = r + ε 
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3. Seleccionar los puntos Hi que estén dentro del ancho de banda de selección 
• Si ( 𝑑𝐻𝑖
𝑐  ≥ rmin )  y ( 𝑑𝐻𝑖𝑐  ≤ rmax ) entonces seleccionar punto Hi, 
 donde 𝑑𝐻𝑖
𝑐 =  ��𝑥𝑐 − 𝑥𝐻𝑖�2�𝑦𝑐 − 𝑦𝐻𝑖�2 
4. Ajustar el círculo minimizando la distancia geométrica entre los puntos Hi y el círculo. 
Para ello se introduce una aproximación inicial los valores de los parámetros del círculo: 
para la primera iteración su valor será el obtenido del ajuste inicial procedente del 
apartado anterior, pero si se está en la segunda iteración y sucesivas se aplicará el valor 
obtenido en la iteración anterior.  
5. Comprobar la convergencia de la solución obtenida.  
• Si se ha obtenido la solución óptima entonces ir al paso 6 sino volver al paso 1. 
6. Determinar las coordenadas de los puntos de fuga ajustadas 
xPF = 2 * xc 
yPF = 2 * yc 
 
FIGURA 60. Diagrama del algoritmo de determinación de puntos de fuga aplicando el teorema de Thales.  
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5. RESULTADOS Y DISCUSIÓN 
En este apartado se presentan los resultados obtenidos de la investigación en base a dos 
grandes apartados:  
1. Estudio de los resultados obtenidos con unas imágenes de prueba que representan las 
tomas fotográficas típicas. 
2. Aplicación de las conclusiones metodológicas obtenidas a imágenes del patrimonio 
histórico. 
En el apartado 5.1 se muestran los resultados obtenidos tras aplicar el algoritmo desarrollado 
a unas imágenes de prueba (edificio C5 de la Universidad de Jaén - UJA). 
En el apartado 5.2 se analizan los resultados obtenidos sobre las imágenes de prueba 
atendiendo a los siguientes aspectos: 
• Detector de bordes utilizado. 
• Método de cálculo del punto de fuga. 
• Resolución de la imagen. 
lo que permitirá extraer una serie de conclusiones metodológicas que se aplicarán a imágenes del 
patrimonio histórico (Apartado 5.3). 
 
5.1. RESULTADOS OBTENIDOS PARA LAS IMÁGENES DE PRUEBA 
En este apartado se muestran los resultados obtenidos tras aplicar los distintos 
procedimientos conducentes a obtener la posición de los puntos de fuga en una imagen fotográfica. 
Con el fin de obtener unas conclusiones iniciales, se han elegido cuatro imágenes del edificio C5 de la 
Universidad de Jaén, ya que presenta una geometría espacial muy bien definida. El objetivo es 
extrapolar las conclusiones metodológicas a imágenes del patrimonio histórico que, en general, 
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5.1.1. EDIFICIO C5 DE LA UNIVERSIDAD DE JAÉN: CARA NOROESTE 
La imagen de la cara noroeste del edificio C5 de la Universidad de Jaén (Figura 61) es una toma 
con dos puntos de fuga. El algoritmo establece que es una proyección casi central con el punto de 
fuga a la izquierda de la imagen. Esto es debido a que las rectas ubicadas en la fachada oeste del 
edificio tienen poca inclinación y se clasifican en la partición del espacio polar correspondiente a las 
rectas horizontales. No obstante el algoritmo siempre calcula la intersección de las rectas asociadas a 
cada uno de los tres ejes espaciales (X, Y, Z), por lo que el punto de intersección de las rectas 
horizontales determinará la posición del punto de fuga derecho de la perspectiva. 
 
FIGURA 61. Cara noroeste del edificio C5 de la UJA (Fotografía del autor). 
 
En las tablas 7 a 9 se muestra el número de rectas obtenido para cada una de las resoluciones 
empleadas agrupadas por el tipo de detector de bordes utilizado para su extracción y la partición del 
espacio polar al que pertenecen. A partir del número de rectas existentes en cada partición el 
algoritmo determina el tipo de proyección al que pertenece la imagen fotográfica (Figuras 44 y 48). El 
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Frei-Chen 13 3 0 2 6 
Prewitt 17 7 2 1 22 
Roberts 14 8 1 6 13 







Frei-Chen 2 21 3 1 2 6 
Kirsch 14 3 1 2 8 
Robinson 3 Niveles 22 2 0 0 10 
Robinson 5 Niveles 13 3 1 1 6 
TABLA 7. Rectas obtenidas en función del detector de bordes a la cara noroeste del edificio C5 de la UJA.  






















Frei-Chen 300 159 32 44 203 
Prewitt 99 64 11 7 70 
Roberts 85 66 17 27 62 







Frei-Chen 2 210 32 26 32 57 
Kirsch 173 87 5 14 86 
Robinson 3 Niveles 216 98 5 12 136 
Robinson 5 Niveles 152 75 4 13 106 
TABLA 8. Rectas obtenidas en función del detector de bordes a la cara noroeste del edificio C5 de la UJA.        
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Frei-Chen 272 251 10 56 156 
Prewitt 231 250 24 135 25 
Roberts 339 248 6 120 204 







Frei-Chen 2 1114 177 146 221 327 
Kirsch 403 379 16 27 179 
Robinson 3 Niveles 501 461 7 40 253 
Robinson 5 Niveles 329 345 11 29 231 
TABLA 9. Rectas obtenidas en función del detector de bordes a la cara noroeste del edificio C5 de la UJA. 
 
La tabla 10 muestra las coordenadas homogéneas en píxeles de los puntos de fuga detectados 
en la imagen, que se corresponden con la mediana de los valores obtenidos tras aplicar todos los 
detectores y los métodos de cálculo del punto de fuga. Cada grupo de coordenadas se presenta 
asociado con el eje espacial al que pertenece el punto de fuga obtenido y la partición del espacio 
polar al que pertenecen las rectas utilizadas para su obtención. 
El uso de coordenadas homogéneas permite comparar valores procedentes de imágenes con 
distinta resolución y obtener una mejor visión de los resultados obtenidos. Para ello se divide cada 
coordenada obtenida (x e y) por la resolución de la imagen (horizontal y vertical, respectivamente). 
EJE ESPACIAL Partición del Espacio Polar PUNTO DE FUGA  
(Coordenadas homogéneas en píxeles) 
X Horizontal x =1.5569 y = 0.6827 
Y Izquierda x =-0.0410 y = 0.7237 
Z Vertical x = Infinito y = Infinito 
TABLA 10. Coordenadas de los puntos de fuga para la imagen de la cara noroeste del edificio C5 de la UJA. 
 
En la figura 62 se observa cómo la ubicación del punto de fuga derecho, obtenida por la 
aplicación desarrollada, se encuentra muy alejada de la proporcionada por la intersección gráfica de 
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rectas (cruz roja), que indica la posición estimada del punto de fuga. Esto se debe a que el algoritmo 
ha calculado su ubicación utilizando sólo las rectas de la partición del espacio polar que contiene las 
rectas horizontales, descartando la partición que agrupa las rectas que intersectan a la derecha de la 
imagen. No obstante, se aprecia una tendencia a la solución correcta, siendo el detector de bordes 
de Sobel el que proporciona la más próxima, por lo que en desarrollos futuros está previsto incluir las 
rectas que intersectan a la derecha de la imagen con el fin de mejorar los resultados obtenidos. 
Sin embargo, los resultados obtenidos por los detectores de borde para el punto de fuga 
izquierdo se concentran en la zona del punto de fuga estimado, siendo el detector de bordes de 
Robinson de 5 Niveles el que proporciona la solución más aproximada. 
 
FIGURA 62. Ubicación de los Puntos de Fuga para la imagen de la cara noroeste del edificio C5 de la UJA en 
función del detector de bordes empleado.  
5.1.2. EDIFICIO C5 DE LA UNIVERSIDAD DE JAÉN: CARA NORTE 
La imagen de la fachada norte del edificio C5 de la UJA (Figura 63) se realizó con el objetivo de 
que no hubiese ningún punto de fuga, es decir, que el plano imagen fuese paralelo al plano definido 
por la fachada. Al aplicar el algoritmo a esta imagen se obtiene que es una proyección ortogonal, es 
decir, no existe ningún punto de fuga asociado a ninguno de los tres ejes espaciales (X, Y, Z), que es el 
resultado esperado. En la imagen se observa cómo las rectas horizontales y verticales son 
perpendiculares entre sí, una característica de la proyección ortogonal. No obstante, la presencia de 
la distorsión del objetivo es apreciable en los extremos de la imagen, sobre todo en las esquinas 
donde su presencia es más fuerte, lo que hace que visualmente la fachada parezca estar inclinada. 
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FIGURA 63. Imagen de la cara noroeste del edificio C5 de la UJA (Fotografía del autor). 
 
En las tablas 11 a 13 se muestra el número de rectas obtenido para cada una de las 
resoluciones empleadas agrupadas por el tipo de detector de bordes utilizado para su extracción y la 
partición del espacio polar al que pertenecen. A partir del número de rectas existentes en cada 
partición el algoritmo determina el tipo de proyección al que pertenece la imagen fotográfica (figuras 
44 y 48). 
Se puede observar cómo el número de rectas asociado a las particiones central, derecha e 
izquierda es cero o próximo a cero cuando el número de rectas extraídas por el detector de bordes es 
grande. Esto indica que la imagen se ha tomado cumpliendo las condiciones estipuladas. 
El número de rectas asociado a la partición seleccionada se muestra en negrita y resaltado en 
color amarillo. 






















Frei-Chen 27 1 0 0 0 
Prewitt 15 1 0 0 0 
Roberts 49 3 0 0 0 







Frei-Chen 2 65 3 0 0 0 
Kirsch 27 2 0 0 0 
Robinson 3 Niveles 28 2 0 0 0 
Robinson 5 Niveles 24 2 0 0 0 
TABLA 11. Rectas obtenidas en función del detector de bordes a la cara norte del edificio C5 de la UJA. 
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Frei-Chen 728 134 1 0 0 
Prewitt 710 86 0 0 0 
Roberts 531 124 0 0 0 







Frei-Chen 2 440 47 0 0 0 
Kirsch 385 49 0 0 0 
Robinson 3 Niveles 529 47 0 0 0 
Robinson 5 Niveles 490 40 0 0 0 
TABLA 12. Rectas obtenidas en función del detector de bordes a la cara norte del edificio C5 de la UJA.  






















Frei-Chen 1330 357 0 0 0 
Prewitt 716 117 0 0 0 
Roberts 914 234 4 6 0 







Frei-Chen 2 1323 276 15 0 0 
Kirsch 811 215 0 0 0 
Robinson 3 Niveles 1123 230 1 0 0 
Robinson 5 Niveles 983 187 0 0 0 
TABLA 13. Rectas obtenidas en función del detector de bordes a la cara norte del edificio C5 de la UJA  
5.1.3. EDIFICIO C5 DE LA UNIVERSIDAD DE JAÉN: GALERÍA SUR 
El objetivo de esta toma era obtener una fotografía con un punto de fuga en el centro de la 
imagen (Figura 64). El algoritmo clasifica esta imagen como una proyección central (figuras 44 y 48), 
aunque en algunos casos (valores en rojo de las tablas 14 a 16) la cataloga como proyección casi 
central con el punto de fuga hacia la izquierda, lo que indica que la toma no se realizó exactamente 
sobre el eje longitudinal de la galería. No obstante, dado que todas las rectas pasan por el centro de 
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la imagen, las coordenadas obtenidas del punto de fuga se encuentran en la zona central de la 
imagen, aunque ligeramente hacia la izquierda, como indica el algoritmo. 
 
FIGURA 64. Galería sur del edificio C5 de la UJA (Fotografía del autor). 
 
En las tablas 14 a 16, el número de rectas asociado a la partición seleccionada se muestra en 
negrita y resaltado en color amarillo. 






















Frei-Chen 16 11 1 1 5 
Prewitt 27 18 4 3 7 
Roberts 30 12 3 2 10 







Frei-Chen 2 28 10 3 0 2 
Kirsch 24 13 3 2 3 
Robinson 3 Niveles 25 11 3 0 5 
Robinson 5 Niveles 21 9 2 1 9 
TABLA 14. Rectas obtenidas en función del detector de bordes de la galería sur del edificio C5 de la UJA.       
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Frei-Chen 363 204 107 9 31 
Prewitt 344 198 104 7 18 
Roberts 322 81 49 15 48 







Frei-Chen 2 430 76 71 1 6 
Kirsch 252 133 45 2 5 
Robinson 3 Niveles 298 184 56 4 23 
Robinson 5 Niveles 219 143 63 1 26 
TABLA 15. Rectas obtenidas en función del detector de bordes de la galería sur del edificio C5 de la UJA.  






















Frei-Chen 649 247 157 4 13 
Prewitt 766 322 160 11 25 
Roberts 843 157 133 29 161 







Frei-Chen 2 669 52 91 3 5 
Kirsch 639 256 38 3 27 
Robinson 3 Niveles 655 288 97 3 16 
Robinson 5 Niveles 550 237 108 0 8 
TABLA 16. Rectas obtenidas en función del detector de bordes de la galería sur del edificio C5 de la UJA. 
 
La tabla 17 muestra las coordenadas homogéneas en píxeles del punto de fuga detectado en la 
imagen, que se corresponden con la mediana de los valores obtenidos tras aplicar todos los 
detectores y los métodos de cálculo del punto de fuga. Cada grupo de coordenadas se presenta 
asociado al eje espacial al que pertenece el punto de fuga obtenido y la partición del espacio polar al 
que pertenecen las rectas utilizadas para su obtención. 
5. RESULTADOS Y DISCUSIÓN 
100  
El uso de coordenadas homogéneas permite comparar valores procedentes de imágenes con 
distinta resolución y obtener una mejor visión de los resultados obtenidos. Para ello, se divide cada 
coordenada obtenida (x e y) por la resolución de la imagen (horizontal y vertical, respectivamente). 
EJE ESPACIAL Partición del Espacio Polar PUNTO DE FUGA 
(Coordenadas homogéneas en píxeles) 
X Horizontal x = Infinito y = Infinito 
Y Centro x = 0.4696 y = 0.5314 
Z Vertical x = Infinito y = Infinito 
TABLA 17. Coordenadas de los puntos de fuga para la imagen de la cara suroeste del edificio c5 de la UJA. 
 
En la figura 65 se representa la posición del punto de fuga correspondiente a una proyección 
central, en la que se consideran las rectas verticales y horizontales paralelas y perpendiculares entre 
sí. El punto de fuga de estas rectas se encuentra en el infinito (Tabla 17). El mejor resultado lo 
proporciona el detector de bordes de Prewitt, aunque se pueden tener también en cuenta el 
resultado proporcionado por el de Roberts. 
 
FIGURA 65. Ubicación de los Puntos de Fuga para la imagen de la galería sur del edificio C5 de la UJA en 
función del detector de bordes empleado.   
5.1.4. EDIFICIO C5 DE LA UNIVERSIDAD DE JAÉN: CARA SUROESTE 
Se trata de una imagen con dos puntos de fuga bien definidos, uno a la derecha y otro a la 
izquierda (Figura 66). El algoritmo no identifica como una proyección de dos puntos de fuga la 
mayoría de las configuraciones de rectas obtenidas a partir de los detectores de borde (valores en 
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rojo de las tablas 18 a 20). Esto se debe a la diferencia estructural de ambas fachadas, ya que la de la 
fachada sur es más compleja y contiene un mayor número de rectas, por lo que en este caso, hay que 
indicar al algoritmo que la proyección es de dos puntos de fuga para que realice los cálculos 
correctamente. 
 
FIGURA 66. Cara suroeste del edificio C5 de la UJA (Fotografía del autor). 
 
En las tablas 18 a 20, el número de rectas asociado a la partición seleccionada se muestran en 
negrita y resaltado en color amarillo. 






















Frei-Chen 3 12 0 2 3 
Prewitt 12 16 0 7 14 
Roberts 14 7 2 12 13 







Frei-Chen 2 31 4 1 15 8 
Kirsch 17 10 0 3 15 
Robinson 3 Niveles 15 8 0 4 13 
Robinson 5 Niveles 8 5 0 4 14 
TABLA 18. Rectas obtenidas en función del detector de bordes de la cara suroeste del edificio C5 de la UJA.     
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Frei-Chen 139 110 5 56 84 
Prewitt 131 110 5 47 92 
Roberts 154 187 9 171 172 







Frei-Chen 2 33 38 0 26 13 
Kirsch 142 144 6 49 94 
Robinson 3 Niveles 156 122 11 40 134 
Robinson 5 Niveles 118 93 4 33 127 
TABLA 19. Rectas obtenidas en función del detector de bordes de la cara suroeste del edificio C5 de la UJA.  






















Frei-Chen 434 530 104 117 346 
Prewitt 316 364 20 17 92 
Roberts 315 487 23 332 412 







Frei-Chen 2 48 110 8 16 38 
Kirsch 352 422 31 86 191 
Robinson 3 Niveles 460 488 22 97 133 
Robinson 5 Niveles 306 400 27 105 293 
TABLA 20. Rectas obtenidas en función del detector de bordes de cara suroeste del edificio C5 de la UJA.  
La tabla 21 muestra las coordenadas homogéneas en píxeles de los puntos de fuga detectados 
en la imagen, que se corresponden con la mediana de los valores obtenidos  tras aplicar todos los 
detectores y los métodos de cálculo del punto de fuga. Cada grupo de coordenadas se presenta 
asociado con el eje espacial al que pertenece el punto de fuga obtenido y la partición del espacio 
polar al que pertenecen las rectas utilizadas para su obtención. 
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El uso de coordenadas homogéneas permite comparar valores procedentes de imágenes con 
distinta resolución y obtener una mejor visión de los resultados obtenidos. Para ello, se divide cada 
coordenada obtenida (x e y) por la resolución de la imagen (horizontal y vertical, respectivamente). 
EJE ESPACIAL Partición del Espacio Polar PUNTO DE FUGA 
(Coordenadas homogéneas en píxeles) 
X Derecha x =1.6097 y = 0.7082 
Y Izquierda x = -0.4349 y = 0.8013 
Z Vertical x = Infinito y = Infinito 
TABLA 21. Coordenadas de los puntos de fuga para la imagen de la cara suroeste del edificio c5 de la UJA 
 
En la figura 67 se representa la posición del punto de fuga izquierdo y derecho. En ambos casos 
los resultados se encuentran cerca del valor aproximado para los puntos de fuga, obtenidos 
mediante intersección gráfica de rectas, observándose que la dispersión de los resultados es mayor 
para el punto de fuga derecho debido a la existencia de un mayor número de rectas y, por tanto, un 
mayor número de datos. En este caso, el detector de bordes que proporciona las mejores 
coordenadas en los dos puntos de fuga es el de Prewitt. 
 
FIGURA 67. Ubicación de los Puntos de Fuga para la imagen de la cara suroeste del edificio C5 de la UJA en 
función de detector de bordes empleado.  
5.2. DISCUSIÓN DE LOS RESULTADOS OBTENIDOS 
En este apartado se presentan las conclusiones metodológicas fruto del tratamiento 
estadístico de los resultados obtenidos para las imágenes de prueba, presentados en el apartado 5.1. 
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El objetivo es definir una metodología aplicable a cada tipo de proyección evaluando el 
comportamiento de los siguientes parámetros: 
• Detector de bordes. 
• Método de cálculo del punto de fuga. 
• Resolución de la imagen. 
En el Anexo I se recogen los gráficos obtenidos del tratamiento estadístico de los resultados, 
representados en diagramas de cajas o ‘box-plots’. También se representan la ubicación de los 
puntos de fuga en base a los parámetros estudiados. 
 
5.2.1. EDIFICIO C5 DE LA UNIVERSIDAD DE JAÉN: CARA NOROESTE 
En este apartado se presentan los resultados obtenidos tras aplicar las distintas opciones del 
algoritmo a la imagen de la cara noroeste del edificio C5 de la UJA. 
En la figura 68 se representan los resultados obtenidos agrupados por el detector de bordes 
empleado por el algoritmo desarrollado. Los valores obtenidos para el punto de fuga derecho son 
muy dispersos debido a la configuración de las rectas seleccionadas: sólo las pertenecientes a la 
partición discreta de imagen correspondiente a las rectas horizontales. En este caso el valor esperado 
estaría en el infinito, por esa razón los puntos no están agrupados y siguen una línea que tiende hacia 
la posición del punto de fuga estimado. En el punto de fuga izquierdo los resultados se agrupan en 
una zona, lo que indica la convergencia de los valores obtenidos. 
En los diagramas de dispersión de la figura 69, realizados con Microsoft Excel, se puede ver 
qué tipo de detector de bordes es el que proporciona los mejores resultados para este tipo de 
proyección y para cada punto de fuga (color amarillo). Para el punto de fuga derecho el detector de 
bordes de Sobel (SB) es el que más se aproxima a la posición estimada, obtenida por intersección 
gráfica de rectas (cruz roja), mientras que para el punto de fuga izquierdo es el detector de bordes de 
Robinson de 5 Niveles (R5N) es el que proporciona las coordenadas más cercanas a la posición 
estimada. En este caso, tras analizar el comportamiento estadístico de los detectores de borde 
(Figura 70) se debe que tener en cuenta al detector de bordes de Kirsch (KR) ya que presenta una 
menor dispersión en los datos obtenidos y puede proporcionar una solución válida. 
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FIGURA 68. Cara noroeste del edificio C5 de la UJA. Ubicación de los Puntos de Fuga (PF) en función del 
detector de bordes empleado.  
  
(a) PF Derecho: x (b) PF Derecho: y 
  
(c) PF Izquierdo: x (d) PF Izquierdo: y 
FIGURA 69. Cara noroeste del edificio C5 de la UJA. Variación de las Coordenadas de los PF con respecto a 
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(a) PF Derecho: x (b) PF Derecho: y 
  
(c) PF Izquierdo: x (d) PF Izquierdo: y 
FIGURA 70. Cara noroeste del edificio C5 de la UJA. Diagrama de Cajas. 
 
Otro aspecto a tener en cuenta es el comportamiento de los distintos métodos de cálculo que 
se emplean para obtener el punto de fuga: intersección de pares de rectas (IR), intersección de pares 
de rectas con el origen de coordenadas en el centro de la imagen (IR2), solución de un sistema de 
ecuaciones por mínimos cuadrados (MMCC), partición del espacio polar (PD) (Straforini et al., 1993) y 
aplicación del teorema de Thales (TH) (Kalantari et al., 2009). 
En la figura 71 se muestra gráficamente la ubicación de los puntos de fuga agrupando las 
soluciones por método de cálculo. Los resultados para el punto de fuga derecho tienen una 
distribución parecida a la figura 68, con la particularidad de que el método del teorema de Thales 
indica que el punto de fuga se encuentra en el infinito, como es de esperar de las rectas clasificadas 
en la partición del espacio polar correspondientes a las rectas horizontales. Según la figura 72, se 
puede apreciar que para el punto de fuga izquierdo los métodos que proporcionan los mejores 
resultados son los de intersección de pares de rectas (IR, IR2), siendo el IR2 el que proporciona la 
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solución más próxima a la posición del punto de fuga obtenida con intersección gráfica de rectas. En 
este caso, la distribución estadística de los datos (figura 73) es simétrica y presenta muy poca 
dispersión. 
 
FIGURA 71. Cara noroeste del edificio C5 de la UJA. Ubicación de los Puntos de Fuga (PF) en función del 
método empleado para su obtención.  
  
(a) PF Derecho: x (b) PF Derecho: y 
  
(c) PF Izquierdo: x (d) PF Izquierdo: y 
FIGURA 72. Cara noroeste del edificio C5 de la UJA. Variación de las Coordenadas de los PF con respecto a 
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(a) PF Derecho: x (b) PF Derecho: y 
  
(c) PF Izquierdo: x (d) PF Izquierdo: y 
FIGURA 73. Cara noroeste del edificio C5 de la UJA. Diagrama de Cajas. 
 
El último aspecto analizado es la influencia de la resolución de la imagen en los resultados 
obtenidos a la hora de calcular las coordenadas de los puntos de fuga (Figura 74). En el punto de fuga 
derecho se aprecia la tendencia de las coordenadas obtenidas a converger en el punto de fuga 
correcto, exactamente igual que ocurría en las figuras 68 y 71. Para el punto de fuga derecho los 
resultados de las resoluciones de 640x480 y 1024x768 píxeles se agrupan en torno a la situación del 
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punto de fuga aproximado (cruz roja). La figura 75 muestra que la resolución de 640x480 
proporciona las mejores coordenadas del punto de fuga. Sin embargo, las figuras 76c y 76d muestran 
cómo los datos procedentes de la resolución de 1024x768 tienen una menor dispersión, aunque no 
hay una diferencia grande entre ambas resoluciones. 
 
FIGURA 74. Cara noroeste del edificio C5 de la UJA. Ubicación de los Puntos de Fuga (PF) en función 
resolución de la imagen empleada.  
  
(a) PF Derecho: x (b) PF Derecho: y 
  
(c) PF Izquierdo: x (d) PF Izquierdo: y 
FIGURA 75. Cara noroeste del edificio C5 de la UJA. Variación de las Coordenadas de los PF con respecto a 
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(a) PF Derecho: x (b) PF Derecho: y 
  
(c) PF Izquierdo: x (d) PF Izquierdo: y 
FIGURA 76. Cara noroeste del edificio C5 de la UJA. Diagrama de Cajas. 
 
Del examen de las figuras 68 a 76 se puede concluir que, para una imagen con dos puntos de 
fuga donde uno de ellos se calcula utilizando la partición del espacio polar correspondiente a las 
rectas horizontales, existe una metodología para cada punto de fuga: 
 Punto de Fuga Derecho  
• Detector de Bordes: 
o Sobel (SB) 
• Método de cálculo: 
o Teorema de Thales (TH) 
• Resolución de la imagen: 640x480 píxeles 
 Punto de Fuga Izquierdo 
• Detector de Bordes: 
1.  Robinson de 5 Niveles (R5N) 
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2. Kirsch (KR) 
• Método de cálculo: 
1. Intersección de pares de rectas con el origen de coordenadas en el 
centro de la imagen (IR2) 
2. Intersección de pares de rectas con el origen en la esquina superior 
izquierda de la imagen (IR) 
• Resolución de la imagen:  
1. 640x480 píxeles 
2. 1024x768 píxeles 
Los indicadores numéricos muestran la preferencia de aplicación en el método o resolución 
elegida.  
 
5.2.2. EDIFICIO C5 DE LA UNIVERSIDAD DE JAÉN: GALERIA SUR 
En este apartado se presentan los resultados obtenidos tras aplicar las distintas opciones del 
algoritmo a la imagen de la galería sur del edificio C5 de la UJA. 
En la figura 77 se muestran los resultados obtenidos agrupados por el detector de bordes 
empleado por el algoritmo desarrollado. Los valores obtenidos para el punto de fuga se encuentran 
ligeramente desplazados a la izquierda de la imagen, indicando que la toma fotográfica no se tomó 
en el eje geométrico de la estructura. La mayoría de los valores se encuentran próximos a la posición 
obtenida del punto de fuga mediante intersección gráfica de rectas. 
Los diagramas de dispersión de la figura 78 visualizan qué tipo de detector de bordes es el más 
idóneo para una proyección central. Los detectores de borde de Prewitt (PW) y Roberts (RB) son los 
que proporciona las coordenadas más próximas a la posición estimada por intersección gráfica de 
rectas. Sin embargo, el de Prewitt tiene menos dispersión en los datos obtenidos (Figura 79), en 
términos estadísticos. 
5. RESULTADOS Y DISCUSIÓN 
112  
 
FIGURA 77. Galería sur del edificio C5 de la UJA. Ubicación de los Puntos de Fuga (PF) en función de 
detector de bordes empleado.  
  
(a) PF Centro: x (b) PF Centro: y 
FIGURA 78. Galería sur del edificio C5 de la UJA. Variación de las Coordenadas de los PF con respecto a su 
valor estimado -en rojo- (valores normalizados en píxeles).  
  
(a) PF Centro: x (b) PF Centro: y 
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Otro aspecto a tener en cuenta es el comportamiento de los distintos métodos de cálculo que 
se emplean para obtener el punto de fuga: intersección de pares de rectas (IR), intersección de pares 
de rectas con el origen de coordenadas en el centro de la imagen (IR2), solución de un sistema de 
ecuaciones por mínimos cuadrados (MMCC), partición del espacio polar (PD) (Straforini et al., 1993) y 
aplicación del teorema de Thales (TH) (Kalantari et al., 2009). 
En la figura 80 se muestra gráficamente la ubicación de los puntos de fuga agrupando las 
soluciones por método de cálculo, siendo el que mejor se comporta el de intersección por pares IR2, 
estando muy próxima la solución proporcionada por la partición del espacio polar (PD). En los 
diagramas de dispersión de la figura 81 se aprecia cómo la solución proporcionada por ambos 
métodos está muy próxima a la estimada por la intersección gráfica de rectas. Sin embargo, el 
análisis estadístico (Figura 82) de los datos demuestra que el mejor método es IR2, ya que los datos 
obtenidos presentan menor dispersión. 
 
FIGURA 80. Galería sur del edificio C5 de la UJA. Ubicación de los Puntos de Fuga (PF) en función del 
método de cálculo.  
  
(a) PF Centro: x (b) PF Centro: y 
FIGURA 81. Galería sur del edificio C5 de la UJA. Variación de las Coordenadas de los PF con respecto a su 
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(a) PF Centro: x (b) PF Centro: y 
FIGURA 82. Galería sur del edificio C5 de la UJA. Diagrama de Cajas.  
 
El último aspecto analizado es la influencia de la resolución de la imagen en los resultados 
obtenidos a la hora de calcular las coordenadas de los puntos de fuga (Figura 83). En este caso, las 
resoluciones de 640x428 y 1024x685 proporcionan un buen resultado (Figura 84). El análisis 
estadístico de los datos obtenidos (Figura 85) indica que la resolución de 1024x685 presenta una 
menor dispersión, aunque la distribución de los mismos es asimétrica. 
 
FIGURA 83. Galería sur del edificio C5 de la UJA. Ubicación de los Puntos de Fuga (PF) en función de la 
resolución de la imagen.  
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(a) PF Centro: x (b) PF Centro: y 
FIGURA 84. Galería sur del edificio C5 de la UJA. Variación de las Coordenadas de los PF con respecto a su 
valor estimado -en rojo- (valores normalizados en píxeles).  
  
(a) PF Centro: x (b) PF Centro: y 
FIGURA 85. Galería sur del edificio C5 de la UJA. Diagrama de Cajas.  
 
Por tanto, para una imagen de proyección central la metodología óptima sería: 
• Detector de bordes: 
o  Prewitt (PW). 
• Método de cálculo: 
o Intersección de rectas por pares con el origen de coordenadas en el 
centro de la imagen (IR2). 
• Resolución de la imagen: 
1. 1024x685 píxeles. 
2. 640x480 píxeles. 
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5.2.3. EDIFICIO C5 DE LA UNIVERSIDAD DE JAÉN: CARA SUROESTE 
En este apartado se presentan los resultados obtenidos tras aplicar las distintas opciones del 
algoritmo a la imagen de la cara suroeste del edificio C5 de la UJA. 
En la figura 86 se muestran los resultados obtenidos agrupados por el detector de bordes 
empleado por el algoritmo desarrollado. Los valores obtenidos para el punto de fuga se concentran 
en torno a la posición esperada, aunque en el punto de fuga derecho se encuentran algo más 
dispersos debido a que existe un mayor número de rectas extraídas. Para ambos puntos de fuga, es 
el detector de bordes de Prewitt (PW) el que proporciona los mejores resultados. Sin embargo, hay 
otros detectores de borde que ofrecen resultados próximos como el de Frei-Chen Direccional (FC2) y 
el de Robinson de 5 Niveles (R5N) para el punto de fuga derecho o el de Roberts  (RB) y Kirsch (KR) 
para el punto de fuga izquierdo (Figura 87). 
Los diagramas de cajas de la figura 88 permiten discriminar qué detector de bordes es el que 
proporciona los mejores resultados. Para el punto de fuga derecho, todos los detectores muestran 
una gran dispersión de los datos en la coordenada x, pero no tanto en la coordenada y. Teniendo en 
cuenta esto, el detector de bordes que proporciona mejores resultados estadísticos es el de 
Robinson de 5 Niveles (R5N). Sin embargo, para el punto de fuga izquierdo el mejor comportamiento 
estadístico lo tiene el de Prewitt (PW), que además proporciona las mejores coordenadas del punto 
de fuga (Figura 86). 
 
FIGURA 86. Cara suroeste del edificio C5 de la UJA. Ubicación de los Puntos de Fuga (PF) en función de 
detector de bordes empleado.  
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(a) PF Derecho: x (b) PF Derecho: y 
  
(c) PF Izquierdo: x (d) PF Izquierdo: y 
FIGURA 87. Cara suroeste del edificio C5 de la UJA. Variación de las Coordenadas de los PF con respecto a 
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(a) PF Derecho: x (b) PF Derecho: y 
  
(c) PF Izquierdo: x (d) PF Izquierdo: y 
FIGURA 88. Cara suroeste del edificio C5 de la UJA. Diagrama de Cajas.  
Otro aspecto a tener en cuenta es el comportamiento de los distintos métodos de cálculo que 
se emplean para obtener el punto de fuga: intersección de pares de rectas (IR), intersección de pares 
de rectas con el origen de coordenadas en el centro de la imagen (IR2), solución de un sistema de 
ecuaciones por mínimos cuadrados (MMCC), partición discreta del espacio imagen (PD) (Straforini et 
al., 1993) y aplicación del teorema de Thales (TH) (Kalantari et al., 2009). 
En la figura 89 se muestra gráficamente la ubicación de los puntos de fuga agrupando las 
soluciones por método de cálculo. Los resultados obtenidos muestran cómo los métodos que utilizan 
la ecuación general de la recta (IR, IR2 y MMCC) se encuentran agrupados y cerca de la posición 
obtenida por la intersección gráfica de rectas. Para el punto de fuga derecho, el método que mejores 
resultados proporciona es IR, aunque los otros no se encuentran muy alejados de estos valores 
(Figuras 90a y 90b), y para el punto de fuga izquierdo, los resultados obtenidos son muy similares 
(Figuras 90c y 90d). 
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La figura 91 muestra el resultado del análisis estadístico de los datos obtenidos. En ella se 
observa que, para el punto de fuga derecho, el mejor detector de bordes es IR, mientras que para el 
punto de fuga izquierdo es MMCC. En ambos casos, los datos presentan menos dispersión que en el 
resto de los métodos. 
 
FIGURA 89. Cara suroeste del edificio C5 de la UJA. Ubicación de los Puntos de Fuga (PF) en función del 
método empleado para su obtención.  
  
(a) PF Derecho: x (b) PF Derecho: y 
  
(c) PF Izquierdo: x (d) PF Izquierdo: y 
FIGURA 90. Cara suroeste del edificio C5 de la UJA. Variación de las Coordenadas de los PF con respecto a 
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(a) PF Derecho: x (b) PF Derecho: y 
  
(c) PF Izquierdo: x (d) PF Izquierdo: y 
FIGURA 91. Cara suroeste del edificio C5 de la UJA. Diagrama de Cajas. 
 
El último aspecto analizado es la influencia de la resolución de la imagen en los resultados 
obtenidos a la hora de calcular las coordenadas de los puntos de fuga (Figura 92). Tanto en el punto 
de fuga derecho como en el izquierdo, las resoluciones de 640x480 y 1024x768 se encuentran muy 
cerca entre sí y del punto de fuga obtenido por intersección gráfica de rectas (Figura 93). Aunque 
estadísticamente el comportamiento de ambas resoluciones es muy parecido (Figura 94), es la 
resolución de 1024x768 la que presenta menor dispersión en los datos obtenidos. 
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FIGURA 92. Cara suroeste del edificio C5 de la UJA. Ubicación de los Puntos de Fuga (PF) en función 
resolución de la imagen empleada.  
  
(a) PF Derecho: x (b) PF Derecho: y 
  
(c) PF Izquierdo: x (d) PF Izquierdo: y 
FIGURA 93. Cara suroeste del edificio C5 de la UJA. Variación de las Coordenadas de los PF con respecto a 
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(a) PF Derecho: x (b) PF Derecho: y 
  
(c) PF Izquierdo: x (d) PF Izquierdo: y 
FIGURA 94. Cara suroeste del edificio C5 de la UJA. Diagrama de Cajas. 
 
Desde el punto de vista metodológico, de las figuras 86 a 94 se puede concluir que, para una 
imagen con dos puntos de fuga habría que aplicar: 
 Punto de Fuga Derecho 
o Detector de bordes:  
 Robinson de 5 Niveles (R5N). 
o Método de cálculo: 
 Intersección de pares rectas IR. 




 Punto de Fuga Izquierdo 
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o Detector de bordes: 
 Prewitt (PW). 
o Método de cálculo: 
 Resolución de un sistema de ecuaciones por mínimos cuadrados 
(MMCC). 
o Resolución de la imagen: 
1. 1024x780. 
2. 640x480. 
Los indicadores numéricos muestran la preferencia de aplicación en la resolución elegida.  
 
5.3. APLICACIÓN AL PATRIMONIO HISTÓRICO 
En este apartado se utilizan las conclusiones metodológicas obtenidas anteriormente para 
buscar la posición de los puntos de fuga en imágenes del patrimonio histórico. La diferencia 
fundamental con respecto a las imágenes anteriores es que poseen una estructura espacial menos 
definida, lo que puede ocasionar problemas a la hora de obtener el conjunto de rectas que permiten 
encontrar la posición de los puntos de fuga. 
El algoritmo se aplica a cinco imágenes, que van desde el patrimonio histórico arquitectónico 
al patrimonio histórico industrial: 
• Edificio BBVA de la Plaza Nueva (Sevilla). 
• Soportales de la calle Gran Vía (Salamanca). 
• Museo Bacardi de Miami (Florida, Estados Unidos de América). 
• Fachada del Palacio de Jabalquinto (Baeza, Jaén). 
• Prensa de aceite (Museo Hacienda ‘La Laguna’, Puente del Obispo, Jaén). 
 
5.3.1. EDIFICIO BBVA (SEVILLA) 
La toma fotográfica se corresponde con una proyección central con el punto de fuga hacia la 
izquierda de la imagen. Por tanto, se deben aplicar: 
• Detector de bordes: 
o Sobel. 
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o Kirsch. 
o Robinson de 5 niveles. 
• Método de cálculo del punto de fuga: 
o Intersección de rectas (IR), con el origen en la esquina superior izquierda de la 
imagen. 
o Intersección de rectas (IR2), con el origen de coordenadas en el centro de la 
imagen. 
o Teorema de Thales (TH). 
• Resolución de la imagen: 
o 640x480 píxeles. 
La figura 95 muestra los resultados obtenidos tras aplicar el detector de bordes de Sobel a la imagen 
del Edificio BBVA situado en la Plaza Nueva de Sevilla, para una resolución de 640x480 píxeles. 
  
(a) Imagen original (b) Bordes 
 






(c) Rectas (d) Partición del espacio polar 
FIGURA 95. Edificio BBVA (Sevilla). 
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El algoritmo clasifica la imagen como una proyección central con el punto de fuga hacia la 
izquierda de la imagen, como se pretendía. En la figura 96 se muestra la ubicación de los puntos de 
fuga derecho e izquierdo, obtenidos tras aplicar los procedimientos indicados anteriormente. 
 
FIGURA 96. Edificio BBVA. Situación de los Puntos de Fuga.  
En la figura 96 se puede apreciar como en el punto de fuga derecho existe una gran dispersión 
en los resultados obtenidos, como ocurría en la imagen de prueba (Figura 68). Sin embargo, en el 
punto de fuga izquierdo es el detector de bordes de Kirsch y los métodos de cálculo IR e IR2 los que 
proporcionan el resultado más aproximado a la solución esperada (cruz roja). 
 
5.3.2. SOPORTALES DE LA CALLE GRAN VÍA (SALAMANCA) 
Se trata de una toma fotográfica que se corresponde con una proyección central. Para este 
tipo de imágenes la propuesta metodológica es la siguiente: 
• Detector de bordes: 
o  Prewitt (PW) 
• Método de cálculo: 
o Intersección de rectas por pares con el origen de coordenadas en el 
centro de la imagen (IR2). 
• Resolución de la imagen: 
1. 1024x685 píxeles. 
2. 640x480 píxeles. 
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La figura 97 muestra los resultados del detector de bordes de Prewitt sobre una imagen de los 
soportales de la calle Gran Vía de Salamanca, para una resolución de 480x640 píxeles. 
  
(a) Imagen original (480x640 píxeles) (b) Bordes 
 






(c) Rectas (d) Partición del espacio polar 
FIGURA 97. Soportales de la calle Gran Vía (Salamanca).  
La figura 98 muestra la posición del punto de fuga de la perspectiva. De las dos posibles 
soluciones, la que mejor se aproxima a la posición esperada es la que emplea la resolución de 
768x1024. Por tanto, los resultados obtenidos están de acuerdo con la propuesta metodológica 
extraída en el apartado 5.2.2. 
5. RESULTADOS Y DISCUSIÓN 
127  
 
FIGURA 98. Soportales de la calle Gran Vía (Salamanca). Ubicación del Punto de Fuga.  
5.3.3. MUSEO BACARDI DE MIAMI (FLORIDA, EE.UU.) 
En este apartado se ha trabajado con una fotografía obtenida a través de Internet utilizando el 
buscador de Google. La imagen posee una resolución de 550x365 píxeles y es un claro ejemplo de 
una perspectiva con tres puntos de fuga: eje X (derecha), eje Y (izquierda) y eje Z (vertical). 
El algoritmo clasifica la imagen como una proyección central con un punto de fuga a la 
izquierda, pero se trata de una proyección con tres puntos de fuga por lo que se selecciona 
manualmente la opción “proyección de dos puntos de fuga”, ya que el algoritmo no contempla la 
perspectiva con tres puntos de fuga. No obstante, el tercer punto de fuga se encuentra en el eje Z 
espacial y se obtiene a partir de la intersección de las rectas verticales.  
La propuesta metodológica obtenida en el apartado 5.2.3 distingue entre los puntos de fuga 
derecho (eje X) e izquierdo (eje Y). Sin embargo, en este caso no se ha hecho esta distinción y se ha 
aplicado la misma metodología a los tres puntos de fuga previstos: 
o Detector de bordes :  
 Prewitt (PW). 
 Robinson de 5 Niveles (R5N). 
o Método de cálculo: 
 Intersección de pares rectas IR. 
 Resolución de un sistema de ecuaciones por mínimos cuadrados 
(MMCC). 
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La figura 99 muestra los resultados obtenidos del detector de bordes de Prewitt a la imagen del 
Museo Bacardi de Miami (Florida). 
  
(a) Imagen original (b) Bordes 
 






(c) Rectas (d) Partición del espacio polar 
FIGURA 99. Museo Bacardi de Miami (Florida). 
 
En la figura 100 se pueden observar las ubicaciones de los puntos de fuga obtenidos tras 
aplicar la metodología indicada anteriormente. Las coordenadas más próximas a la posición estimada 
del punto de fuga derecho se obtienen aplicando el detector de bordes de Prewitt y el método de 
intersección de rectas (IR). Para el punto de fuga izquierdo, el detector de bordes de Robinson de 5 
niveles y el ajuste de mínimos cuadrados (MMCC) es la metodología que muestra los mejores 
resultados. Sin embargo, para el eje Z no se obtienen valores concluyentes dada la dispersión de los 
resultados, aunque el punto de fuga tiende a estar en el infinito. 
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FIGURA 100. Museo Bacardi de Miami (Florida). Ubicación de los Puntos de Fuga. 
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5.3.4. PALACIO DE JABALQUINTO (BAEZA, JAÉN) 
Esta fotografía muestra una perspectiva de dos puntos de fuga donde la zona correspondiente 
al punto de fuga derecho ocupa una franja muy estrecha de la imagen. Por tanto, esta zona 
presentará problemas para localizar adecuadamente el punto de fuga derecho. 
El algoritmo define la imagen como una proyección central con el punto de fuga hacia la 
izquierda, debido a que la estructura de la fachada derecha tiene pocos elementos bien definidas, y 
es la fachada principal, con su portada gótico-renacentista, la que permite la detección de un mayor 
número de rectas asociadas al punto de fuga izquierdo. Por tanto, se ha seleccionado manualmente 
la proyección de dos puntos de fuga, siendo la metodología aplicada idéntica al apartado anterior. 
La figura 101 muestra los resultados obtenidos tras aplicar el detector de bordes de Robinson 
de 5 niveles a una imagen de la fachada del Palacio de Jabalquinto (640x425 píxeles), apreciándose la 
poca superficie que se va a utilizar para determinar el punto de fuga derecho. 
  
(a) Imagen original (b) Bordes 
 






(c) Rectas (d) Partición del espacio polar 
FIGURA 101. Palacio de Jabalquinto (Baeza, Jaén).  
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En la figura 102 se puede observar que en esta imagen es muy difícil obtener los puntos de 
fuga cerca de las posiciones esperadas. Esto se debe a que la configuración geométrica de la toma no 
es muy adecuada para explotarla como perspectiva. 
 
 
FIGURA 102. Palacio de Jabalquinto (Baeza, Jaén). Ubicación de los Puntos de Fuga.  
5.3.5. PRENSA DE ACEITE (MUSEO HACIENDA ‘LA LAGUNA’) 
En este apartado se va a utilizar una fotografía de una prensa de torre para la obtención de 
aceite que se encuentra en el Museo Hacienda ‘La Laguna’ en la localidad del Puente del Obispo 
(Jaén). En este caso, la geometría espacial no está muy marcada por lo que los bordes extraídos están 
muy fragmentados. 
El algoritmo define esta imagen como una proyección central con el punto de fuga a la 
izquierda, por lo que es necesario indicarle manualmente que se trata de una perspectiva de dos 
puntos de fuga, siendo la metodología idéntica a la de los dos apartados anteriores. 
La figura 103 muestra el resultado de la extracción de bordes al aplicar el detector de Prewitt 
sobre una imagen de 1296x1936 píxeles de resolución, pudiéndose apreciar la fragmentación de las 
rectas obtenidas a partir de los bordes. 
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(a) Imagen original (b) Bordes 
 






(c) Rectas (d) Partición del espacio polar 
FIGURA 103. Prensa de aceite (Museo Hacienda ‘La Laguna’).  
 
FIGURA 104. Prensa de aceite (Museo Hacienda ‘La Laguna’). Ubicación de los Puntos de Fuga.  
La fragmentación de las rectas extraídas de unos bordes ofrece unos resultados bastante 
dispersos (Figura 104). El caso más evidente es el que se corresponde con el punto de fuga derecho, 
donde los resultados obtenidos se encuentran en el cuadrante opuesto al que deberían, indicado por 
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la posición estimada del punto de fuga (cruz roja). Sin embargo, los resultados para el punto de fuga 
izquierdo, aunque dispersos, presentan valores próximos a la posición estimada. El detector de 
bordes que presenta un mejor resultado es el de Robinson de 5 niveles, combinado con el método de 
ajuste de mínimos cuadrados (MMCC) y una resolución de 1296x1936 píxeles.  
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6. CONCLUSIONES 
En este apartado se exponen las conclusiones de esta tesis doctoral y los desarrollos futuros 
que permitirán profundizar en la investigación aquí iniciada. 
Analizando el contenido de este documento se pueden extraer las siguientes conclusiones: 
• Es importante que las imágenes tengan una buena geometría para obtener resultados 
satisfactorios, pero este es un problema que tiene difícil solución si se quieren explotar 
imágenes tomadas de distintas fuentes. Por tanto, hay que profundizar en la 
metodología para solventar este problema de una forma razonable. 
 
• El Laplaciano del Gaussiano (LoG) posee una buena detección de los bordes 
estructurales de los objetos contenidos en la imagen y es poco sensible a los cambios 
de textura superficiales. Por tanto, estas características le presentan como un buen 
candidato para las imágenes del patrimonio histórico donde las líneas que definen la 
geometría del objeto son débiles, en general. 
 
• El uso de la doble partición angular para agrupar los píxeles procedentes de la 
detección de bordes para formar una recta funciona correctamente. Este sistema de 
agrupamiento basado en la dirección del gradiente permite separar grupos de píxeles 
contiguos que pertenecen a bordes diferentes. 
 
• El uso generalizado de la supresión de los ‘no máximos’, propuesta por Canny, ha 
permitido eliminar los píxeles que no contribuyen al borde y mejorar los parámetros 
que definen la recta contenida en el mismo. 
 
• Los atributos de las rectas permiten eliminar aquellas que no cumplen los requisitos 
establecidos por la metodología, siendo la rectitud el atributo más importante, en el 
caso que nos ocupa. 
 
• El uso de la partición del espacio polar permite definir a priori, el tipo de perspectiva 
de una imagen, lo que facilita la elección de las rectas que intervienen en el cálculo. 
Esto permite que el algoritmo empleado para el cálculo de los puntos de fuga utilice 




• Los detectores de borde direccionales son más sensibles a los cambios de la textura en 
la superficie de los objetos que los no direccionales. 
 
• Los detectores de borde que mejor se comportan son el de Prewitt y el de Robinson de 
5 niveles, aunque en cierto tipo de estructura geométrica, el de Sobel y el de Kirsch 
tienen un comportamiento similar. 
 
• Los métodos de cálculo del punto de fuga basados en la intersección gráfica de pares 
de rectas (IR, IR2 y MMCC) son los que mejores resultados proporcionan, pero tienen 
el inconveniente de consumir muchos recursos y necesitar un tiempo computacional 
excesivo, lo que les hace inadecuados en aplicaciones en tiempo real. 
 
• Cuando las rectas para el cálculo del punto de fuga poseen poca inclinación con 
respecto al eje Ximagen, los resultados obtenidos no son concluyentes al poseer una gran 
dispersión desde el punto de vista estadístico. 
 
• En el caso de imágenes con una proyección casi central y el punto de fuga hacia la 
izquierda o la derecha de la imagen, es necesario incorporar las rectas asociadas a la 
partición horizontal para mejorar los resultados. 
 
• Para una proyección central o casi central, el mejor método para calcular la posición 
del punto de fuga es el de intersección de pares de rectas con el origen de 
coordenadas en el centro de la imagen (IR2), debido a que la clasificación de las rectas 
en el espacio polar se realiza a partir de las coordenadas de las rectas con el origen en 
el centro de la imagen. 
 
• El aumento de la resolución de la imagen mejora los resultados obtenidos, existiendo 
un gran salto entre la de 160x120 píxeles y la de 640x480 píxeles. Sin embargo, entre 
la resolución de 640x480 píxeles y la de 1024x768 píxeles no hay grandes diferencias. 
Por tanto, el uso de una u otra no proporciona grandes diferencias en los resultados 
obtenidos. 
 
• La mejora en la clasificación de las rectas que intervienen en el cálculo de la posición 
de los puntos de fuga hace que la nube de puntos Hi, obtenida aplicando el teorema de 
Thales, sea más reducida y posea menos densidad, lo que mejora el tiempo de cálculo 
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disminuyendo las iteraciones pero aumenta la imprecisión en la obtención de las 
coordenadas del punto de fuga. 
 
6.1. DESARROLLOS FUTUROS 
• Incorporar nuevos detectores de borde. 
 
• Conocer los parámetros de orientación interna de la cámara, como la distancia focal y 
la posición del punto principal, para definir procedimientos más eficientes para el 
cálculo de los puntos de fuga.  
 
• Incorporar restricciones geométricas a las rectas clasificadas según la partición del 
espacio polar (horizontal, vertical, centro, derecha e izquierda) permitiendo agrupar 
las rectas en uno o varios planos, y facilitando el cálculo de los puntos de fuga. 
 
• Incorporar el uso de patrones estructurales, habitual en los entornos creados por el 
hombre, para mejorar los resultados de la posición de los puntos de fuga (Schaffalitzky 
y Zisserman, 2000). 
 
• Mejorar el espacio de acumulación empleado para la búsqueda del punto de fuga por 
intersección de rectas incorporando las ideas de Brillaullt-O’Mahony (1991). 
 
• Minimizar la influencia del ruido producido por la discretización de la señal en una 
imagen digital aplicando la propuesta de Minagawa et al. (2000). 
 
• Implementar el principio de Helmoltz como método alternativo para la detección de 
puntos de fuga en el espacio 2D (Almansa et al., 2003) 
 
• Profundizar en el desarrollo de algoritmos que permitan mejorar la detección de los 
puntos de fuga en imágenes del patrimonio histórico, posibilitando generar modelados 
tridimensionales de objetos en situaciones de difícil acceso o peligrosas. 
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ANEXO I: RESULTADOS DEL ANÁLISIS DE LAS IMÁGENES DE PRUEBA 
 
En el capítulo 5 se ha presentado una visión general de los resultados obtenidos en el estudio 
estadístico de los datos. Por tanto, el objetivo en este Anexo I es mostrar pormenorizadamente los 
resultados de cada imagen en base a los tres parámetros estudiados: 
• Detector de bordes, 
• Método de cálculo del punto de fuga, y 
• Resolución de la imagen. 
En las siguientes páginas se representan gráficamente las coordenadas espaciales de los 
puntos de fuga y los ‘box-plot’ o diagramas de cajas, asociados a los valores de estas coordenadas. 
Los datos se han procesado con el software IBM SPSS Statistics v.19, obteniendo los diagramas 
de cajas asociados. En ellos se representa al mismo tiempo, información sobre la tendencia central, 
la dispersión y la simetría de los datos estudiados, y dada su facilidad de construcción e 
interpretación, permiten comparar claramente varios grupos de datos. 
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AI.1. EDIFICIO C5 DE LA UNIVERSIDAD DE JAÉN: CARA NOROESTE  AI.1.1. DETECTOR DE BORDES DE FREI-CHEN 
 
FIGURA 105. Cara noroeste del edificio C5 de la UJA. Puntos de Fuga según el método de cálculo para el 
detector de bordes de Frei-Chen. 
  
(a) ximagen (b) yimagen 
FIGURA 106. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 105. 
  
(a) ximagen (b) yimagen 




FIGURA 108. Cara noroeste del edificio C5 de la UJA. Puntos de Fuga según resolución de la imagen para el 
detector de bordes de Frei-Chen. 
  
(a) ximagen (b) yimagen 
FIGURA 109. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 108. 
  
(a) ximagen (b) yimagen 
FIGURA 110. Diagrama de Cajas del PF izquierdo (eje Y espacial) de la figura 108.     
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AI.1.2. DETECTOR DE BORDES DE PREWITT 
 
FIGURA 111. Cara noroeste del edificio C5 de la UJA. Puntos de Fuga según el método de cálculo para el 
detector de bordes de Prewitt. 
  
(a) ximagen (b) yimagen 
FIGURA 112. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 111. 
  
(a) ximagen (b) yimagen 




FIGURA 114. Cara noroeste del edificio C5 de la UJA. Puntos de Fuga según resolución de la imagen para el 
detector de bordes de Prewitt. 
  
(a) ximagen (b) yimagen 
FIGURA 115. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 114. 
  
(a) ximagen (b) yimagen 
FIGURA 116. Diagrama de Cajas del PF izquierdo (eje Y espacial) de la figura 114.     
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AI.1.3. DETECTOR DE BORDES DE ROBERTS 
 
FIGURA 117. Cara noroeste del edificio C5 de la UJA. Puntos de Fuga según el método de cálculo para el 
detector de bordes de Roberts. 
  
(a) ximagen (b) yimagen 
FIGURA 118. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 117. 
  
(a) ximagen (b) yimagen 




FIGURA 120. Cara noroeste del edificio C5 de la UJA. Puntos de Fuga según resolución de la imagen para el 
detector de bordes de Roberts. 
  
(a) ximagen (b) yimagen 
FIGURA 121. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 120. 
  
(a) ximagen (b) yimagen 
FIGURA 122. Diagrama de Cajas del PF izquierdo (eje Y espacial) de la figura 120.     
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AI.1.4. DETECTOR DE BORDES DE SOBEL 
 
FIGURA 123. Cara noroeste del edificio C5 de la UJA. Puntos de Fuga según el método de cálculo para el 
detector de bordes de Sobel. 
  
(a) ximagen (b) yimagen 
FIGURA 124. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 123. 
  
(a) ximagen (b) yimagen 




FIGURA 126. Cara noroeste del edificio C5 de la UJA. Puntos de Fuga según resolución de la imagen para el 
detector de bordes de Sobel. 
  
(a) ximagen (b) yimagen 
FIGURA 127. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 126. 
  
(a) ximagen (b) yimagen 
FIGURA 128. Diagrama de Cajas del PF izquierdo (eje Y espacial) de la figura 126.    
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AI.1.5. DETECTOR DE BORDES DE FREI-CHEN DIRECCIONAL 
 
FIGURA 129. Cara noroeste del edificio C5 de la UJA. Puntos de Fuga según el método de cálculo para el 
detector de bordes de Frei-Chen Direccional. 
  
(a) ximagen (b) yimagen 
FIGURA 130. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 129. 
  
(a) ximagen (b) yimagen 




FIGURA 132. Cara noroeste del edificio C5 de la UJA. Puntos de Fuga según resolución de la imagen para el 
detector de bordes de Frei-Chen Direccional. 
  
(a) ximagen (b) yimagen 
FIGURA 133. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 132. 
  
(a) ximagen (b) yimagen 
FIGURA 134. Diagrama de Cajas del PF izquierdo (eje Y espacial) de la figura 132.     
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AI.1.6. DETECTOR DE BORDES DE KIRSCH 
 
FIGURA 135. Cara noroeste del edificio C5 de la UJA. Puntos de Fuga según el método de cálculo para el 
detector de bordes de Kirsch. 
  
(a) ximagen (b) yimagen 
FIGURA 136. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 135. 
  
(a) ximagen (b) yimagen 




FIGURA 138. Cara noroeste del edificio C5 de la UJA. Puntos de Fuga según resolución de la imagen para el 
detector de bordes de Kirsch. 
  
(a) ximagen (b) yimagen 
FIGURA 139. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 138. 
  
(a) ximagen (b) yimagen 
FIGURA 140. Diagrama de Cajas del PF izquierdo (eje Y espacial) de la figura 138.    
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AI.1.7. DETECTOR DE BORDES DE ROBINSON DE 3 NIVELES 
 
FIGURA 141. Cara noroeste del edificio C5 de la UJA. Puntos de Fuga según el método de cálculo para el 
detector de bordes de Robinson de 3 Niveles. 
  
(a) ximagen (b) yimagen 
FIGURA 142. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 141. 
  
(a) ximagen (b) yimagen 




FIGURA 144. Cara noroeste del edificio C5 de la UJA. Puntos de Fuga según resolución de la imagen para el 
detector de bordes de Robinson de 3 Niveles. 
  
(a) ximagen (b) yimagen 
FIGURA 145. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 144. 
  
(a) ximagen (b) yimagen 
FIGURA 146. Diagrama de Cajas del PF izquierdo (eje Y espacial) de la figura 144.     
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AI.1.8. DETECTOR DE BORDES DE ROBINSON DE 5 NIVELES  
 
FIGURA 147. Cara noroeste del edificio C5 de la UJA. Puntos de Fuga según el método de cálculo para el 
detector de bordes de Robinson de 5 Niveles. 
  
(a) ximagen (b) yimagen 
FIGURA 148. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 147. 
  
(a) ximagen (b) yimagen 




FIGURA 150. Cara noroeste del edificio C5 de la UJA. Puntos de Fuga según resolución de la imagen para el 
detector de bordes de Robinson de 5 Niveles. 
  
(a) ximagen (b) yimagen 
FIGURA 151. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 150. 
  
(a) ximagen (b) yimagen 
FIGURA 152. Diagrama de Cajas del PF izquierdo (eje Y espacial) de la figura 150.     
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AI.2. EDIFICIO C5 DE LA UNIVERSIDAD DE JAÉN: GALERIA SUR  AI.2.1. DETECTOR DE BORDES DE FREI-CHEN 
 
FIGURA 153. Galería sur del edificio C5 de la UJA. Puntos de Fuga según el método de cálculo para el 
detector de bordes de Frei-Chen. 
  
(a) ximagen (b) yimagen 




FIGURA 155. Galería sur del edificio C5 de la UJA. Puntos de Fuga según resolución de la imagen para el 
detector de bordes de Frei-Chen. 
  
(a) ximagen (b) yimagen 
FIGURA 156. Diagrama de Cajas del PF (eje Y espacial) de la figura 155.     
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AI.2.2. DETECTOR DE BORDES DE PREWITT 
 
FIGURA 157. Galería sur del edificio C5 de la UJA. Puntos de Fuga según el método de cálculo para el 
detector de bordes de Prewitt. 
  
(a) ximagen (b) yimagen 




FIGURA 159. Galería sur del edificio C5 de la UJA. Puntos de Fuga según resolución de la imagen para el 
detector de bordes de Prewitt. 
  
(a) ximagen (b) yimagen 
FIGURA 160. Diagrama de Cajas del PF (eje Y espacial) de la figura 159.     
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AI.2.3. DETECTOR DE BORDES DE ROBERTS 
 
FIGURA 161. Galería sur del edificio C5 de la UJA. Puntos de Fuga según el método de cálculo para el 
detector de bordes de Roberts. 
  
(a) ximagen (b) yimagen 




FIGURA 163. Galería sur del edificio C5 de la UJA. Puntos de Fuga según resolución de la imagen para el 
detector de bordes de Roberts. 
  
(a) ximagen (b) yimagen 
FIGURA 164. Diagrama de Cajas del PF (eje Y espacial) de la figura 163.     
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AI.2.4. DETECTOR DE BORDES DE SOBEL 
 
FIGURA 165. Galería sur del edificio C5 de la UJA. Puntos de Fuga según el método de cálculo para el 
detector de bordes de Sobel. 
  
(a) ximagen (b) yimagen 




FIGURA 167. Galería sur del edificio C5 de la UJA. Puntos de Fuga según resolución de la imagen para el 
detector de bordes de Sobel. 
  
(a) ximagen (b) yimagen 
FIGURA 168. Diagrama de Cajas del PF (eje Y espacial) de la figura 167.    
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AI.2.5. DETECTOR DE BORDES DE FREI-CHEN DIRECCIONAL 
 
FIGURA 169. Galería sur del edificio C5 de la UJA. Puntos de Fuga según el método de cálculo para el 
detector de bordes de Frei-Chen Direccional. 
  
(a) ximagen (b) yimagen 




FIGURA 171. Galería sur del edificio C5 de la UJA. Puntos de Fuga según resolución de la imagen para el 
detector de bordes de Frei-Chen Direccional. 
  
(a) ximagen (b) yimagen 
FIGURA 172. Diagrama de Cajas del PF (eje Y espacial) de la figura 171.    
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AI.2.6. DETECTOR DE BORDES DE KIRSCH 
 
FIGURA 173. Galería sur del edificio C5 de la UJA. Puntos de Fuga según el método de cálculo para el 
detector de bordes de Kirsch. 
  
(a) ximagen (b) yimagen 




FIGURA 175. Galería sur del edificio C5 de la UJA. Puntos de Fuga según resolución de la imagen para el 
detector de bordes de Kirsch. 
  
(a) ximagen (b) yimagen 
FIGURA 176. Diagrama de Cajas del PF (eje Y espacial) de la figura 175.     
ANEXO I 
172  
AI.2.7. DETECTOR DE BORDES DE ROBINSON DE 3 NIVELES 
 
FIGURA 177. Galería sur del edificio C5 de la UJA. Puntos de Fuga según el método de cálculo para el 
detector de bordes de Robinson de 3 Niveles. 
  
(a) ximagen (b) yimagen 




FIGURA 179. Galería sur del edificio C5 de la UJA. Puntos de Fuga según resolución de la imagen para el 
detector de bordes de Robinson de 3 Niveles. 
  
(a) ximagen (b) yimagen 
FIGURA 180. Diagrama de Cajas del PF (eje Y espacial) de la figura 179.     
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AI.2.8. DETECTOR DE BORDES DE ROBINSON DE 5 NIVELES 
 
FIGURA 181. Galería sur del edificio C5 de la UJA. Puntos de Fuga según el método de cálculo para el 
detector de bordes de Robinson de 5 Niveles. 
  
(a) ximagen (b) yimagen 




FIGURA 183. Galería sur del edificio C5 de la UJA. Puntos de Fuga según resolución de la imagen para el 
detector de bordes de Robinson de 5 Niveles. 
  
(a) ximagen (b) yimagen 
FIGURA 184. Diagrama de Cajas del PF (eje Y espacial) de la figura 183.    
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AI.3. EDIFICIO C5 DE LA UNIVERSIDAD DE JAÉN: CARA SUROESTE  AI.3.1. DETECTOR DE BORDES DE FREI-CHEN 
 
FIGURA 185. Cara suroeste del edificio C5 de la UJA. Puntos de Fuga según el método de cálculo para el 
detector de bordes de Frei-Chen. 
  
(a) ximagen (b) yimagen 
FIGURA 186. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 185. 
  
(a) ximagen (b) yimagen 




FIGURA 188. Cara suroeste del edificio C5 de la UJA. Puntos de Fuga según resolución de la imagen para el 
detector de bordes de Frei-Chen. 
  
(a) ximagen (b) yimagen 
FIGURA 189. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 188. 
  
(a) ximagen (b) yimagen 
FIGURA 190. Diagrama de Cajas del PF izquierdo (eje Y espacial) de la figura 188.     
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AI.3.2. DETECTOR DE BORDES DE PREWITT 
 
FIGURA 191. Cara suroeste del edificio C5 de la UJA. Puntos de Fuga según el método de cálculo para el 
detector de bordes de Prewitt. 
  
(a) ximagen (b) yimagen 
FIGURA 192. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 191. 
  
(a) ximagen (b) yimagen 




FIGURA 194. Cara suroeste del edificio C5 de la UJA. Puntos de Fuga según resolución de la imagen para el 
detector de bordes de Prewitt. 
  
(a) ximagen (b) yimagen 
FIGURA 195. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 194. 
  
(a) ximagen (b) yimagen 
FIGURA 196. Diagrama de Cajas del PF izquierdo (eje Y espacial) de la figura 194.     
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AI.3.3. DETECTOR DE BORDES DE ROBERTS 
 
FIGURA 197. Cara suroeste del edificio C5 de la UJA. Puntos de Fuga según el método de cálculo para el 
detector de bordes de Roberts. 
  
(a) ximagen (b) yimagen 
FIGURA 198. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 197. 
  
(a) ximagen (b) yimagen 




FIGURA 200. Cara suroeste del edificio C5 de la UJA. Puntos de Fuga según resolución de la imagen para el 
detector de bordes de Roberts. 
  
(a) ximagen (b) yimagen 
FIGURA 201. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 200. 
  
(a) ximagen (b) yimagen 
FIGURA 202. Diagrama de Cajas del PF izquierdo (eje Y espacial) de la figura 200.     
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AI.3.4. DETECTOR DE BORDES DE SOBEL 
 
FIGURA 203. Cara suroeste del edificio C5 de la UJA. Puntos de Fuga según el método de cálculo para el 
detector de bordes de Sobel. 
  
(a) ximagen (b) yimagen 
FIGURA 204. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 203. 
  
(a) ximagen (b) yimagen 




FIGURA 206. Cara suroeste del edificio C5 de la UJA. Puntos de Fuga según resolución de la imagen para el 
detector de bordes de Sobel. 
  
(a) ximagen (b) yimagen 
FIGURA 207. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 206. 
  
(a) ximagen (b) yimagen 
FIGURA 208. Diagrama de Cajas del PF izquierdo (eje Y espacial) de la figura 206.     
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AI.3.5. DETECTOR DE BORDES DE FREI-CHEN DIRECCIONAL 
 
FIGURA 209. Cara suroeste del edificio C5 de la UJA. Puntos de Fuga según el método de cálculo para el 
detector de bordes de Frei-Chen Direccional. 
  
(a) ximagen (b) yimagen 
FIGURA 210. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 209. 
  
(a) ximagen (b) yimagen 




FIGURA 212. Cara suroeste del edificio C5 de la UJA. Puntos de Fuga según resolución de la imagen para el 
detector de bordes de Frei-Chen Direccional. 
  
(a) ximagen (b) yimagen 
FIGURA 213. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 212. 
  
(a) ximagen (b) yimagen 
FIGURA 214. Diagrama de Cajas del PF izquierdo (eje Y espacial) de la figura 212.     
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AI.3.6. DETECTOR DE BORDES DE KIRSCH 
 
FIGURA 215. Cara suroeste del edificio C5 de la UJA. Puntos de Fuga según el método de cálculo para el 
detector de bordes de Kirsch. 
  
(a) ximagen (b) yimagen 
FIGURA 216. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 215. 
  
(a) ximagen (b) yimagen 




FIGURA 218. Cara suroeste del edificio C5 de la UJA. Puntos de Fuga según resolución de la imagen para el 
detector de bordes de Kirsch. 
  
(a) ximagen (b) yimagen 
FIGURA 219. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 218. 
  
(a) ximagen (b) yimagen 
FIGURA 220. Diagrama de Cajas del PF izquierdo (eje Y espacial) de la figura 218.     
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AI.3.7. DETECTOR DE BORDES DE ROBINSON DE 3 NIVELES 
 
FIGURA 221. Cara suroeste del edificio C5 de la UJA. Puntos de Fuga según el método de cálculo para el 
detector de bordes de Robinson de 3 Niveles. 
  
(a) ximagen (b) yimagen 
FIGURA 222. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 221. 
  
(a) ximagen (b) yimagen 




FIGURA 224. Cara suroeste del edificio C5 de la UJA. Puntos de Fuga según resolución de la imagen para el 
detector de bordes de Robinson de 3 Niveles. 
  
(a) ximagen (b) yimagen 
FIGURA 225. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 224. 
  
(a) ximagen (b) yimagen 
FIGURA 226. Diagrama de Cajas del PF izquierdo (eje Y espacial) de la figura 224.     
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AI.3.7. DETECTOR DE BORDES DE ROBINSON DE 5 NIVELES 
 
FIGURA 227. Cara suroeste del edificio C5 de la UJA. Puntos de Fuga según el método de cálculo para el 
detector de bordes de Robinson de 5 Niveles. 
  
(a) ximagen (b) yimagen 
FIGURA 228. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 227. 
  
(a) ximagen (b) yimagen 




FIGURA 230. Cara suroeste del edificio C5 de la UJA. Puntos de Fuga según resolución de la imagen para el 
detector de bordes de Robinson de 5 Niveles. 
  
(a) ximagen (b) yimagen 
FIGURA 231. Diagrama de Cajas del PF derecho (eje X espacial) de la figura 230. 
  
(a) ximagen (b) yimagen 
FIGURA 232. Diagrama de Cajas del PF izquierdo (eje Y espacial) de la figura 230. 
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Título: Use of discrete gradient operators for the automatic determination of vanishing points: 
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