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SUMMARY
This thesis models online ensemble learning algorithms to obtain theoretical analyses
of various performance metrics. Online ensemble learning algorithms often serve to learn
unknown, possibly time-varying, probability distributions or interact with other learning
systems. Their simplicity allows flexibility in design choices, leading to variations that bal-
ance adaptiveness and consistency and allows for chatter resistant co-learning. To analyze
online ensemble learning algorithms for these variations this work provides a method for
the creation of automata by properly selecting states. These automata provide an analyt-
ical framework to quantify the adaptiveness and consistency of online ensemble learning
algorithms when interacting with a probability distribution. The resulting Markov chain
provides quantatative metrics of adaptiveness and consistency can be calculated through
mathematical formulas, other than relying on numerical simulations. This analysis shows
that the Multi Expert Algorithm (MEA) achieves a higher consistency than the more adap-
tive Weighted Majority Algorithm (WMA), and a higher adaptiveness than the more con-
sistent Winnow algorithm, thus achieving a balance between the historical algorithms in
terms of the adaptiveness and consistency metrics. The automata also provides an analyt-
ical framework to identify chatter which can happen when an online learning algorithm is
used by a robot to predict human intention when interacting with a human. When chatter
happens, the learning algorithm continually changes its prediction, without reaching a con-
stant prediction of human intention. Utilizing Rescorla-Wagner model for human learning,
we analyze an expert based online learning algorithm and identify if chatter will occur, and




Online ensemble learning algorithms were developed to provide efficient real-time learn-
ing. At each time step these algorithms select an output and then receive feedback from
the environment about that output. This feedback is then utilized for the selection of the
output in the next time step. This allows the algorithm to adapt to an unknown, changing,
or learning environment. However for implementation of these algorithms it is important
to consider the behavior of the algorithm while learning. If the number of steps to learn is
too large, then the benefit to having learning implemented is negligible. If the number of
steps to learn is too small then the algorithm can rapidly change outputs, causing failure in
implementations that require a consistent output. And if the algorithm is in a co-learning
system, that is it is interacting with an environment that is also learning, the system could
reach a steady state where the learning done by the algorithm about the environment is
counteracted by the learning done by the environment about the algorithm. One example
is a robot running an online ensemble learning algorithm while interacting with a human.
If the learning time is too large then the robot will not be able to adapt to what the human
wants in a time frame that the human will notice. If the learning time is too small the human
can perceive the rapid changing of outputs as erratic behavior. And if the human is learning
what to expect from the robot, the robot could change outputs when the human updates
their expectation, causing the robot to be seen as unpredictable. All of these can cause the
human to have a negative perception of the abilities of the robot, leading to a failure of the
implementation.
A learning algorithm is considered to be online if it only handles the feedback from
each chosen output at the time when the feedback is received. Feedback is not stored. Thus
the memory and processing time requirements for an online learning algorithm are minimal
1
[1].
An online learning algorithm is considered to be an ensemble if it utilizes experts in
order to chose the output of the algorithm. Experts are independent methods for choosing
an output. Each expert is assigned a weight that determines the confidence that the algo-
rithm has in its output choice. The output with the greatest confidence is then chosen by
the algorithm. And then feedback on that output updates the weights of the experts [2].
Ensemble algorithms provide improved performance over individual experts [3]. While
experts can be created that are themselves learning algorithms or that produce multiple or
overlapping outputs in this paper we will only consider experts that always chose the same
unique output.
This class of algorithm has been utilized in various problems, including Human Robot
interaction [4], sensorimoter repetitions [5], data fusion [6], pedestrian detection [7], and
predicting student performance [8], and for hostile non-stationary environments [9]. The
most historically significant examples of online ensemble learning algorithms are the Weighted
Majority Algorithm (WMA) and the Winnow Algorithm. Both of these algorithms can un-
dergo a theoretical analysis called error bounds[10], [11]. Error bounds determine the
theoretical worst case accuracy of the algorithm when compared to the most accurate ex-
pert in the ensemble. For Winnow based online ensemble learning algorithms, there is a
non-binary learning algorithm called the Committee algorithm. It assumes that the environ-
ment can provide the correct output. This algorithm has been shown to be accurate using
error bound analysis and experimental results [12][13]. And while a survey of current
online learning literature did not show other theoretical measures for algorithm analysis,
experimental accuracy measures was the the most commonly used metric[14].
Some online ensemble learning algorithms have been proposed to better adapt to con-
cept drift. One example is the Dynamic Weighted Majority algorithm that can add and
delete experts [15]. Other approaches include regret minimization [16], tracking of the av-
erages [17], and using an age discount factor [18]. These methods were evaluated based on
2
error rate using numerical experimentation after a drift occurs. However, their adaptiveness
has not been evaluated through theoretical analysis.
Relevant to consistency, one consideration is to achieve robustness to noise. Some effort
has been reported in the literature. In cases where experts consider multiple parameters, the
confidence of each expert over the observed parameters is noted and only experts that ex-
ceed a confidence threshold are allowed to vote [19]. In cases where experts are generated
in real time from a data stream, an aggregate ensemble method is used to combine multiple
frameworks for generating experts [20]. These algorithms have a reduced reaction to noise
and less prediction changes. However, the concept of consistency was not explicitly con-
sidered, and while there was consideration of error bound, there was no theoretical analysis
of robustness or consistency.
However accuracy metrics are not useful for determining the number of steps for learn-
ing, nor the behavior when involved with a co-learning system. And previous research has
shown that long learning times and rapidly changing outputs are preventing online learn-
ing methods from being effectively utilized in human robot interactions [21]. Progress has
been made on this problem by employing an online ensemble learning algorithm called
Gabe-S++ which separates its experts into groups based on the general strategy each expert
employs [22]. The general strategy is then given to the human as feedback, which improved
the human’s response to the learning algorithm [4]. However this is limited to specific types
of implementations and does not address the the ability to determine the number of steps
for learning.
Additionally while physical experiments are useful, the theoretical analysis of online
ensemble online learning algorithms increases the efficiency of the design process, by al-
lowing algorithm improvements to be analyzed before implementation. In my previous
work, we developed two theoretical metrics called consistency and adaptiveness for binary
output online ensemble learning algorithms [23]. We define consistency as the expected
number of steps that an algorithm will preform the same output in a row. A large value for
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consistency means that the algorithm will not rapidly change outputs. We define adaptive-
ness as the expected number of steps that it takes for an algorithm to learn a new output.
A small value for adaptiveness means that the algorithm learns more quickly. This allowed
us to determine the number of steps for learning of an unknown and potentially changing
distribution by a binary online ensemble learning algorithms. However this method is not
sufficient for analysis of a co-learning system.
A co-Learning system is when two learning systems are considered as a single non-
linear system that has its own system dynamics. These co-learning systems are especially
important to consider as the amount of learning robots interacting with humans increases.
Some human-robot co-learning systems has been been studied using experiments, such
as where the robot learns the type of human they are interacting with by using trained
examples of humans interacting to select the optimal strategy [24, 25], or by jointly training
reinforcement strategies in the framework of a scholastic game so that a robot can use the
optimal learned strategy when interacting with a human [26]. However these cases do not
consider the potential of the co-learning system to demonstrate chatter.
Chatter is a specific limit cycle phenomena where the two learners (human and robot)
both adjust their behaviors to correct for an error caused by the mismatch of behaviors.
This correction is simultaneous, but both newly learned behaviors are still incompatible,
which produce an error that leads to another simultaneous correction. This process re-
peats indefinitely without settling down on a steady state. This dynamic behavior has been
observed in human-human co-learning systems. For example, in pedestrian counterflow
studies, when two pedestrians meet, they may block each other repeatedly while trying to
pass [27]. There exists evidence [28, 29] showing that human behavior will shift in re-
sponse to robot behaviors, similar to how human behavior shifts in responses to another
human’s behavior. Therefore, chatter in human-robot co-learning may exist and should be
analyzed.
The first contribution of my thesis is to model non-binary one-vs-all online ensemble
4
learning algorithm as an automata. The algorithms modeled include the historical algo-
rithms of WMA [10], and Winnow [11], as well as algorithms I developed explicitly to
meet the challenges of consistency, adaptiveness, and chatter, called the Multi Expert Algo-
rithm (MEA) and the Human Aware Multi Expert Algorithm (HAMEA). This contribution
is in chapter 3. The second contribution is in chapter 4 is to utilize these developed au-
tomata with a probability distribution to create a Markov chain model of these algorithms.
This Markov chain is then used to calculate values for consistency and adaptiveness. Data
collected from human trials is included here. The final contribution is in 5 where the devel-
oped automata is utilized to analyze a co-learning system containing an online ensemble
learning algorithm and a human learner for chatter. HAMEA is shown to prevent chatter,
both theoretically and numerically. This algorithm was also implemented on the GT-MAB





The goal of this chapter is not to create an algorithm that is the most adaptive or the most
consistent, but rather an algorithm that can manage the tradeoff between the two. A learn-
ing algorithm called the dual expert algorithm (DEA) is introduced to select between two
possible control laws, each generate a reaction to one of two choices a human will make.
We show that the DEA has bounded errors in selection between two reactions, improv-
ing consistency as the number of data points increases, while retaining its ability to adapt
to concept drift. We compare the DEA with two similar algorithms (weighted majority
algorithm (WMA) [10] and the online Winnow algorithm [33]).
We justify the conclusion and demonstrate real life applications in human robot inter-
action (HRI) by implementing the algorithm onto a moving robot avoiding a known user
approaching it in the hallway. Because pedestrians tend to pass on a predetermined side
[34], [35] with parameters that are similar to pedestrians passing other human [36]. The
existing methods to solve this problem has the robot stop [37] or treat the humans as obsta-
cles and plan a path around them. [38], [39], [40]. Our method allows the robot to move
around a human in a socially aware manor without necessitating large path planing costs.
In the experiment the concept is the internal beliefs of a human that determines which
wall they turn towards when encountering a robot moving towards them in the hallway.
The two control laws that the robot has to select from are for passing the human by moving
towards either the right or the left side of the hallway. The expected output from the robot
is that the human and the robot move towards opposite walls to avoid each other. The
expected output is then compared to the actual output that is which side of the hallway the
6
human moves towards. If the two outputs match each other, then the selection made by the
learning algorithm is a success, otherwise the selection is an error. The learning algorithm
then uses this success or error to improve its next prediction.
2.2 Background
2.2.1 Expert-Based Learning
An expert in an algorithm represents mapping from a set of input to a specific output. In
the case of learning binary choices, two experts can be employed: one expert always may
the first choice, and the other expert always make the second choice. We can assume that
at least one expert will preform as good or better than random guessing. An expert-based
learning algorithm in this case will try to select the best expert to believe in. This idea
can be generalized to multiple experts. Of all the experts considered there will be one that
makes the minimum amount of errors, which we will call the best expert. This best expert
is unknown before hand. The learning algorithm will need to discover the best expert by
making a number of trials. Errors will be made during these trials, and the algorithm learns
from these errors. Thus a feasible learning algorithm must make a bounded number of
errors before finding the best expert.
We define consistency as how well the algorithm resists different outputs from the same
parameters. In the binary case, suppose the first choice is predicted by the best expert, but
the concept exhibit the second choice, then a consistent algorithm should not switch its best
expert immediately. The switching should only happen when the second choice appears re-
peatedly. Each time an algorithm changes its prediction, we say a switch occurs. The
number of switches is an important parameter for an algorithm used for human robot inter-
action because it affects the human’s perception on the consistency of the robot. A learning
algorithm that learns quickly but without consistency will be regarded as unpredictable by
human even if the error bound for the algorithm is low.
We define adaptiveness as how quickly the algorithm can adapt when the concept that it
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is attempting to learn drifts. In the binary case, suppose the concept changes its preference
from the first choice to the second choice, then the algorithm should switch its prediction
from the first choice to the second choice after a small number errors. In general, for an
algorithm to be considered adaptive, it needs to learn the new preference quickly within a
minimal number of errors.
2.2.2 Binary Learning Algorithms
The weighted majority algorithm (WMA) [10] and the Winnow algorithm [11][33] are the
two basic expert-based learning algorithms that can be used to make selections between two
control laws. The WMA using two experts is shown in Algorithm 1. Each expert takes in
the parameters of the system and uses them to make their selection. Each expert is assigned
a weight that is adjusted by the algorithm. The weights of the experts are then compared,
and the expert with the highest weight is chosen. More specifically, the algorithm computes
two positive weights W̃1 and W̃2 that gauge the likelihood of which choice will be correct in
each iteration. A selection is made based on comparing the two weights. If W̃1 > W̃2, then
the algorithm chooses expert 1, and if W̃1 < W̃2, then it chooses expert 2. If W̃1 = W̃2,
a selection is made randomly with equal probability. If there is an error in the prediction,
then the weight correspond to the expert is reduced by half. The Winnow algorithm is very
similar to the WMA but has a deviation in line 9 where a correct choice also results in the
weight of the corresponding expert being increased by a factor of two.
Both WMA and Winnow have bounded error [10], [11]. And WMA is able to adapt
easily to drift, however it is not consistent, since one deviation is enough to cause it to
switch its selection. The additional doubling of weights allows Winnow to be consistent
but at the cost of its adaptiveness, since now a switch in selection can only be caused when
there are an equal number of deviations as there are of the preferred output.
By extending these algorithms, we would like to design an algorithm that is more con-
sistent than the WMA, and more adaptive than the Winnow. It has bounded error like both
8
Algorithm 1 Weighted Majority Algorithm (using two “experts” with opposite selections)
1: Set W̃1 = W̃2 = 0.5




3: if W̃1 = W̃2 then
4: Choose a randomly from {1, 2} with equal probability
5: end if




8: else if (Winnow) then
9: W̃c = 2W̃c
10: end if
the WMA and Winnow while maintaining a balance between consistency and adaptiveness.
The Dual Expert Algorithm (DEA) is shown in Algorithm 2. The setup is similar to WMA
with the increasing weights of Winnow, however there is one key difference in line 12.
When a correct selection is made and the weight is over .25, line 12 increases the weight
by taking its square root, which keeps the value Wa ≤ 1. This bound is the key difference
that allows for the DEA to maintain a balance between consistency and adaptiveness.
Algorithm 2 Dual Expert Algorithm
1: Set W1 = W2 = 0.5
2: Choose selection a from argmax (W1,W2)
3: if W1 = W2 then
4: Choose a randomly from {1, 2} with equal probability
5: end if




8: else if Correct then
9: if Wa ≤ 0.25 then









Suppose the DEA algorithm has learned the preference of C. Let δ be the number of
iterations when C disobeys its preferred option and makes a “deviation”. Let the total




If the concept makes a deviation from its preference, then it will trigger the learning algo-
rithm to make a “wrong” selection based on its past knowledge. The following claim can
be made about the error in selection.
Proposition 2.3.1. The maximum number of selection errors that Algorithm 2 generates is
1 + 2δ.
Proof. Let Wp be the weight of the preferred option of the concept C, and let Wd be the
weight of the deviation option. When Wp
Wd
> 1 the preferred selection is chosen. When
Wp
Wd
< 1 the deviation is chosen. And when Wp
Wd
= 1, which is the starting condition, a
random choice is made.
When Wp
Wd
≥ 1 a deviation can cause an error, leading to a total of δ possible errors.
Each deviation can decrease the ratio Wp
Wd
by at most a factor of 2. Since the ratio starts at
1 the minimum that the ratio can ever be is 2−δ. Thus to return this ratio back to 1 it must
be increased by a factor of 2δ. This requires there are δ times that the preferred selection is
chosen by C while Wp
Wd




Therefore after considering all deviations, Wp
Wd
≥ 1. And since the deviation can be
chosen when Wp
Wd
= 1, but this error will then raise Wp
Wd
> 1, there can be at most 1 additional
error. Thus the total number of errors is less than δ + δ + 1. Making the error bound of
algorithm 2 as E = 1 + 2δ.
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The error bound 1 + 2δ is on the same order of magnitude as the Weighted Majority
Algorithm which has an error bound of E = 2.4 + 2.4δ [10].
2.3.2 Consistency
We show that the selection of the DEA is consistent to deviations made by C. This means
that the number of switches between selections of the algorithm are kept small, by ignoring
deviations. We say the DEA becomes more consistent as the number of iterations increases
the ability of the algorithm to ignore deviations increases.
First we show that for the weighted majority algorithm, the two weights will always be
within a factor of two from each other.





} = 1 or 2.








= 1 a random choice between the selections is made. And
if W̃1
W̃2
> 1 then selection 1 is chosen, likewise if W̃2
W̃1
> 1 then selection 2 is chosen.













} = 2, then if an error is made then since the largest weight is
reduced by half. the ratio W̃1
W̃2
will be reduced to 1.
If C makes a deviation, then the weighted majority algorithm will change the weights
to be equal because the larger weight will be reduced by half. The maximum number of
switchings an algorithm can make is 2δ where δ is the number of deviations C makes. No
deviation is ignored.
Next we will argue that using the dual expert algorithm, the algorithm will make less
switchings in its selection because it can ignore deviations made by C.




}. First we argue that in a number of situations, R will
be increased to a value that is greater than 2.
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Claim 2.3.3. Starting from W1 = W2 = 0.5, if the DEA makes one error followed by one
correct selection, then R > 2.
Proof. The weight that is updated is always the larger weight, since a weight must be
chosen to be modified, and a weight must be larger to be chosen. This means that when
there is an error the maximum weight will decrease by a factor of two, in this case making
min (W1,W2) = .25. Then the max (W1,W2) = .5.
If the next selection is correct then according to algorithm 2 max (W1,W2) =
√
(.5) >
.5, which leads to R =
√
(.5)/.25 > 2.
Claim 2.3.4. Starting from max{W1,W2} < 0.25 and R ≤ 2, if DEA makes two consecu-
tive correct selections, then R > 2.
Proof. R is the maximum of two positive reciprocal values, thus R ≥ 1. A single cor-
rect selection when max{W1,W2} ≤ 0.25 increases the correct weight by a factor of 2,
meaning that R is increased by a factor of 2. Thus R ≥ 2, and max{W1,W2} < 0.5. An
additional correct selection will then increase the max{W1,W2}, thus increasing R so that
R > 2.
Claim 2.3.5. Starting from max{W1,W2} < 0.5 and R ≤ 2, if DEA makes one error
followed by one correct selection, then R > 2.
Proof. A single error would decrease the max weight by a factor of 2 so that min{W1,W2} ≤
0.25 and 1 < R ≤ 2.
If max{W1,W2} < 0.25 then a single correct selection would increase the max weight
by a factor of 2 so that 2 < R ≤ 4.
And if max{W1,W2} ≥ 0.25 then a single correct selection would increase the max
weight such that max{W1,W2} ≥ 0.5. Then R = max{W1,W2}/min{W1,W2} >
0.5/.25 = 2.
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Claim 2.3.6. By making consecutive correct selections, the value of R can be increased
until R = 1
min{W1,W2} .
Proof. Each correct selection only affects the maximum weight. And while max{W1,W2} <
.25, max{W1,W2} increases by a factor of 2. Once max{W1,W2} ≥ .25, max{W1,W2} is
square rooted to form the new maximum. Thus max{W1,W2} converges to 1 as the num-
ber of consecutive correct selections increase. Since R = max{W1,W2}/min{W1,W2},
and the minimum weight is unchanged, R converges to 1
min{W1,W2} .
The number of deviations the dual expert algorithm can ignore depends on the actual
ratio between the weights.
Claim 2.3.7. IfR > 2K whereK > 1, then (K−1) consecutive deviations can be ignored.
Proof. Each deviation reduces the ratio R by a factor of 2. Because the larger weight is
decreased by a factor of 2. Since R > 2K , the larger weight can be decreased by 2 for a
total of K − 1 times, and still be the larger weight, thus allowing the algorithm to ignore
K − 1 deviations.
Therefore, if C makes deviations, the DEA will be more robust than the WMA. Since
the weighted majority algorithm does not ignore deviations and the DEA does.
2.3.3 Adaptiveness
If we consider drift to be the change in preferred output of the concept C from p to p̃. Then
the adaptiveness of the DEA can be shown to be directly linked to the amount of deviations,
that have been encountered before drift occurred.
Claim 2.3.8. R is bounded by the number of consecutive deviations.
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Proof. Claim 2.3.6 showed that the maximum of R is R = 1
min{W1,W2} .
Only an error can decrease weights in DEA and Proposition 2.3.1 showed that the error
is bounded by the number of deviations. Thus min{W1,W2} is bounded by the number of
consecutive deviations.
Therefore R = 1
min{W1,W2} is bounded by the number of consecutive deviations.
Claim 2.3.9. For any given 2K−1 ≤ R < 2K after output p̃ is observed for K consecutive
iterations, DEA will change from its selection p to the alternate selection p̃.
Proof. Each time the output is p̃ and DEA selects p there is an error. This error decreases
the maximum weight, and thus R is reduced by a factor of 2.
Then after K − 1 consecutive outputs of p̃, 1 ≤ R < 2
If 1 ≤ R < 2 than an addition output of p̃ will decrease the weight corresponding to p
to be less than the weight corresponding to p̃. This will change the selection from p to p̃.
Thus a maximum of K consecutive C outputs of p̃ are needed to change the selection
of the DEA.
These two claims imply that the number of errors needed to change selections is limited
by the number of deviations leading up to the change.
This can be compared to Winnow algorithm where the 1 in R = 1
min{W1,W2} is replaced
by max{W1,W2}, which can be very large. This allows Winnow to be consistent but not
adaptive.
2.3.4 Tie Breaking
In DEA as well as WMA and Winnow, it can be easily seen that the algorithm cannot issue
a prediction when the the weights of the experts are tied. A tie will force the algorithm to
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randomly choosing an expert, which is not preferred. In the following, we show that the
DEA has reduced number of ties comparing to WMA or Winnow.
Proposition 2.3.10. If a tie is created by DEA, then δ = N
2
must be satisfied.
Proof. Define η as the number of predictions in the preferred choice such that η + δ = N .
Define rη as the ratio between the weight of the expert making the preferred choice and
the weight of the expert making the other choice. And define rδ = 1/rη, so that R =
max{rη, rδ}.
When the max{W1,W2} < 0.25 each δ decreases rη by a factor of two because each
δ will either decrease the weight of the expert making the preferred choice or increase the
weight of the expert making the other choice. Likewise each η increases rη by a factor of
two. Therefore when η = δ the ratio between the maximum and minimum weights are
identical.
To raise max{W1,W2} ≥ 0.25 a correct prediction is needed. When max{W1,W2} ≥
0.25, each correct prediction square roots max{W1,W2}, so that 0.5 ≤ max{W1,W2} < 1
for any finite number of correct predictions. And because the weights are always positive
only the positive square root result is considered, this means that for each number between
0.25 and 1 that is square rooted there will be a unique solution.
An incorrect prediction can either lower max{W1,W2} < 0.25 or make the weight a
unique number based off of the prior max{W1,W2} ≥ 0.5 which is based off of the number
of correct predictions.
Because the maximum weight is the only weight that is ever changed, the minimum
weight can only decrease. This means that if one weight goes below 0.25 then all potential
ties can only take place when the weight is below 0.25. Thus for a tie to occur each weight
would have to be lowered below 0.25, one by an error due to η the other by an error due to
δ. Thus η = δ
Each time the weight increases above 0.25 due to a correct prediction an incorrect
prediction would be needed to lower it again below 0.25. Thus η = δ.
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Finally because of the weight becoming a unique number based off of the number of
the correct predictions while the max weight is above 0.25 and incorrect predictions when
the weight is above 0.5 there must be the same number of correct and incorrect predictions
for both weights in order for them to be equal. Thus η = δ.
This means that for tied weights, η = δ while max{W1,W2} ≥ 0.25 and the ratio must
remain the same when below 0.25 which implies η = δ while max{W1,W2} < 0.25 .
Therefore η = δ, which is equivalent to δ = N
2
, must be true for there to be a tie.
Note that even if δ = N
2
, there may not be a tie. For example starting atW1 = W2 = 0.5
a correct prediction on the preferred direction will raise max{W1,W2} =
√
.5, then an
incorrect prediction, caused by a single δ would lower that weight to
√
.5/2 ≈ 0.3536.
While leaving the other weight unchanged at 0.5. Since this example uses δ = 1 and
N = 2, and 0.5 6= 0.3536. This serves as an example to show that δ = N
2
may not lead to a
tie.
Next we note that the weighted majority algorithm will create a tie whenever one correct
prediction is followed by an incorrect prediction, regardless of the relationship between δ
and N . In addition the Winnow algorithm will create a tie whenever δ = N
2
. Therefore we
can say that DEA has a lower chance of generating a tie compared to the weighted majority
algorithm and the Winnow algorithm.
2.4 Expanded Dual Expert Algorithm
The DEA uses two weights to select potential outcomes. However an algorithm can en-
counter situations where the preference depends on a parameter. If the parameter is smaller
than a threshold then output 1 is preferred, and if the parameter is larger than a threshold
then output 2 is preferred.
An example of this type of parameter would be the relative position that a human starts
in a hallway. Starting along the left wall would imply that the human would tend to stay
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along the left wall to pass, and starting along the right wall would imply that the human
would tend to stay along the right wall to pass. However somewhere between the walls the
preference of the wall to pass along changes. We propose the extended dual expert algo-
rithm (EDEA) to learn these preferences using weights that are function of the parameter.
The parameter is discretized into M values. We call each values of the parameter a
section and each section is indexed by n. Let us assume that there are two edges n = 1 and
n = M , and that output 1 is the preference of edge n = 1, while output 2 is the preference
at edge n = M . And the two weights are now represented as two M dimensional vectors
W i1 and W
i
2 indexed by i = 1, 2, ...,M .
The EDEA algorithm in Algorithm 3 updates its weights based on whether a correct or
an incorrect selection is made. Line 8 shows that when an incorrect selection is made the
weights between n and the edge that prefers the observed output are decreased. And when
a correct selection is made the weights between n and the edge that prefers the observed
output are increased, as shown in line 10
Algorithm 3 Expanded Dual Expert Algorithm
1: Set W i1 = W
i
2 = 0.5 ∀i = 1 : M
2: The parameter is in section n
3: Choose selection a from argmax(W n1 ,W
n
2 )
4: if W n1 = W n2 then
5: Choose selection randomly
6: end if
7: if Error then
8: W ia =
W ia/2, ∀i =
{
n : M if a = 1
1 : n if a = 2
9: else if Correct then
10: W ia =
{
2W ia if W
i
a < 0.25√





1 : n if a = 1




In order to discuss the performance of the algorithm we will make the following additional
assumptions. We assume that there is a section index m so if n ≤ m, then the preferred
output is 1, and if n > m, then the preferred output is 2.
Thus consider that the preference is dependent on the section. Since “deviations” are
defined as when the output varies from the concept preference, we must allow deviations
to be dependent on sections.
Define δn as the number of deviations in section n. Thus the total number of deviations
denoted as ∆ is ∆ =
∑M
n=1 δn. Under this assumption, the error bound of the EDEA is
given below:
Proposition 2.4.1. The upper bound on the total error for the EDEA algorithm is E =
(M + 1)∆ +M .
Proof. There are two potential sources of errors in the EDEA algorithm. Consider section





of 2 in the section where the error took place. Each error that occurs without a deviation




by a factor of 2 in the section where the error took place. Each
error that occurs, regardless of source, can affect the ratio in a maximum of M sections and
a minimum of 1 section.
The maximum number of errors that can be caused by deviations is the total number of
deviations ∆. Since each error due to a deviation can effect a maximum of M sections in




for i = 1...M would decrease by a factor of 2∆ . In order
to increase this ratio to be greater than 1, the ratio in each section must have an increase
∆ + 1 times.
In the worst case, each of these increases would be caused by an error made without a
deviation. And because the minimum number of sections that an error can affect is 1, the
worst case is that the ratio in each section is brought to be greater than 1 individually. Since
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there are M sections this means that there are at most M∆ + M errors that occur without
a deviation. Therefore the bound on the error is E = (M + 1)∆ +M .
This error bound can be tightened if the section m where the preference changes is
known.
Proposition 2.4.2. With a known m the error bound for the EDEA algorithm is E =
(max{m,M −m}+ 1)∆ +M .
Proof. The error bound given in the previous proof, (M + 1)∆ + M , assumes that one
deviation can decrease the ratio of the preferred weight over the deviation weight in M
sections. However the deviation is dependent on the section. So a deviation can only
decrease the weight of the preferred output in max{m,M −m} sections. This means that
the error bound of algorithm 3 can be tightened to be (max{m,M −m}+ 1)∆ +M .
2.4.2 Consistency and Adaptiveness
In EDEA, because weights within sections are updated in the same way as weights are
updated in DEA, the ratio of weights in a section determines how many deviations in that
section can be ignored.
The consistency also has a dependence related to parameter. Suppose that the same
selection is preferred in sections w and s.









Proof. From EDEA, ifW sp is increased, thenW
w
p is also increased. And ifW
s
d is decreased
then Wwd is also decreased. But an increase of W
w
p does not guarantee an increase of W
s
p
and a decrease of Wwd does not guarantee a decrease of W
s





















Because the increase of weights within each section is bounded similar to the bound in
DEA, there will be the same bound on the number of errors needed to change selections.








. This also implies that
adaptiveness has a dependence related to the measured variable, and sections near m will
be more adaptive than sections near n = 1 or n = M .
2.5 Simulation
2.5.1 Dual Expert Algorithm
Setup
The learning of a concept C by the DEA, WMA, and Winnow algorithms was simulated.
C was created to chose one of two outputs in each iteration of a trial. This output was
randomly generated using a constant probability of choosing the deviation. After 50% of
the iterations in a trial, drift was added by changing which output was the deviation while
keeping the probability of making a deviation constant.
Results
Figure 2.1 shows the average total rate of errors by DEA, WMA and Winnow. DEA always
kept the rate of errors smaller than the WMA. Before drift occurred Winnow had a slightly
lower error rate than DEA, however after drift occurred, Winnow’s error rate increased
dramatically while WMA and DEA’s remained relatively consistent. This shows that DEA
offers error rate comparable to Winnow, while maintaining a drift resistance comparable to
WMA.
Figure 2.2 shows that the rate of switches for DEA is lower than WMA and close
to Winnow, except for a spike that happens when drift occurs. In addition the number
of switches in all cases for DEA and Winnow decrease towards 0, both before and after
drift occurs, while the number of switches in the WMA remains relatively constant, as the
20
number of trials increase.
This shows that DEA manages the balance between consistency and adaptiveness better
than the two expert WMA and Winnow.
2.5.2 Expanded Dual Expert Algorithm
Setup
The learning of a concept C by 5 different algorithm was simulated. At the start of the trial
the section m, where the preference changes, was selected. Each iteration could take place
in one of 10 sections, randomly selected with equal probability. And the output of C was
randomly chosen using the preference of the selected section and a constant probability of
deviation. After half of the iterations drift was simulated by changing m.
Here is the list of algorithms used to learn concept C.
1. Expanded dual experts algorithm
2. The weighted majority algorithm
3. The winnow algorithm
4. DEA applied to each section individually
5. DEA applied with no regards to sections
6. Multi expert, dual experts algorithm modified to use more than two experts
Both the Winnow and WMA are created according to their traditional multi-expert use
[11], [33]. And the multi expert algorithm uses experts in the same way as the WMA and
Winnow, however the update of weights is based off of the update used in the dual expert
algorithm, in that it is limited by the weight of the selection that is made. The experts used




1 if n < i
2 otherwise
Where i is an integer between 1 and M +1. Thus creating 11 control laws, one of which
would exactly match the concept prefrence.
Results
Figure 2.3 shows the average total rate of errors. The inclusion of sections noticeably
reduces the error rate for DEA. In addition before drift occurs EDEA can be seen to
be decreasing quickly, approaching the lowest error rate algorithm, Winnow, along with
the Multi Expert algorithm. While after drift occurs Winnow’s error rate dramatically in-
creases while WMA, Multi Expert, and Dual expert in each section stay relatively constant.
EDEA’s error rate also increases, but it still remains less than WMA. This shows that EDEA
offers error rate approaching Winnow and the Multi Expert algorithms, and drift resistance
that keeps it preforming better than WMA.
Figure 2.4 shows that the number of switches. EDEA and Winnow both have a small
rate of switches that decrease towards 0 as time increases before drift. After the drift, the
rate of EDEA switches spikes but then resumes descending towards 0. Winnow’s switch
rate also spikes to about the same height but this is after the same number of trials that were
done pre drift, and that extended delay could add to the algorithm feeling unpredictable. In
addition the Multi Expert case spikes at the same time as the EDEA, but to a switching rate
approximately four times as large.
The continued good performance both before and after drift in the EDEA, and the
limited spike in switching at the time of drift supports the fact that it manages the balance
between consistency and adaptiveness well.
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2.6 Experiment
To test the applicability of the EDEA in an embodied robot we implemented it onto a
Turtlebot passing a human pedestrian in the hallway. The parameter was the distance the
human was from the right wall. The two selections that the Turtlebot could make was if the
human would pass by deflecting to the left or right. It then acted by moving towards the
opposite wall.
The Turtlebot was chosen for this experiment since it satisfied the following conditions.
1. The physical dimension of the mobile base occupies a footprint that is similar to the
footprint of an averaged human. Hence the robot is able to pass by the bystander in
a typical hallway setting.
2. The robot can move at a speed that is comparable to the averaged casual walking
speed of a human.
3. The robot is equipped with a kinect and necessary software that can identify an ap-
proaching object and its movements to the left or to the right.
5. The robot can be equipped with obstacle avoidance behaviors that can be modified
to adjust the avoidance direction.
2.6.1 Setup
The experiments were performed using a single Turtlebot that started centered in the hall-
way. The Turtlebot continued down the center of the hallway until it detected a human
approaching. Then the Turtlebot selected a control law to avoid the human.
While it was moving towards the wall it continued to watch the human to see if its
selection was correct. It then used this information to update algorithm 3.
Some limitations were found during the implementation of the program. Most notably
the fact that the noise from the depth based human detection made it difficult to identify
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human error quickly from a simple jerky motion. It was however usually able to identify
errors when the human continued moving towards their intended wall.
Each test was set up with 10 iterations. The human initial location was arbitrarily cho-
sen to get a large coverage of initial positions within tests and different orders of iterations
between tests. We placed a marker on the floor so that the human could determine if they
started in one of the 6 lanes with a preference towards the left or one of the 4 lanes with a
preference towards the right. The tests were repeated for 4 times.
2.6.2 Results
The following table compiles the averaged result over all four tests along with average
results from simulation data. It includes the rate of errors, and switches. The lower portion
of the table compares the average of the four tests with simulation results for 5%, 10%, and
30% error rates, that were 10 trials long and averaged over 50 tests.
Test Error Rate Switch Rate
Experiment average 35.0% 12.5%
Simulation 5% error rate 21.8% 9.8%
Simulation 10% error rate 27.2% 10.7%
Simulation 30% error rate 42.2% 12.1%
The average of the tests’ error was within the error bound of the 30% simulation error.
While the average number of switching was only slightly higher than the 30 % error bound.
This shows even with the difficulties inherent in human perception the EDEA could still
have a bounded error and switch rate.
Figure 2.6 shows the averaged weights computed by the robot. This demonstrates the
increased difference in weights near the walls which is key for EDEA’s consistency, and
the decreased difference in weights near the switch point which is key for the EDEA’s
adaptiveness.
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Overall the robot did learn the human’s preference which was consistent throughout the
tests. The number of errors and switches is consistent with simulation. And the weight
ratio displays the same spatial dependence as selected. This means that EDEA transfers
well to physical implementation.
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Figure 2.1: Total percentage of errors, averaged over 50 Tests for Duel Expert Algorithm,
Weighted Majority Algorithm, and the Winnow Algorithm when the percentage of devia-
tions is 5%, 10%, and 30%, and drift takes place at 150 trials
Figure 2.2: Percentage of switches for each group of 20 trials , averaged over 50 Tests for
Duel Expert Algorithm, Weighted Majority Algorithm, and the Winnow Algorithm when
the percentage of deviations is 5%, 10%, and 30%, and drift takes place at 150 trials
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Figure 2.3: Total percentage of incorrect selections, averaged over 50 Tests where the
percentage of deviations is 10% and drift occurs at 150 iterations, changing m from 7 to 3.
Figure 2.4: Percentage of switches for each group of 20 trials , averaged over 50 Tests
where the percentage of deviations is 10% and drift occurs at 150 iterations, changing m
from 7 to 3.
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Figure 2.5: Turtlebot approaching human starting on the left side of the preference dividing
line
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Figure 2.6: Four run average of weights for selection of human turn direction. Hallway
position is noted along the x-axis. The red bars represent the weight for the human passing




N-EXPERT ALGORITHM AND MODEL
3.1 Problem Setup
This chapter is designed to show how simple N -expert online learning algorithms can be
modeled using Automata. It is an important expansion from the previous chapter because
this modeling can be used for a more general analysis that considers N -experts and can
be extended to consider cases that do not fall neatly between two already analyzed cases.
Online means that each learning algorithm will handle cases sequentially and will not retain
previous data sets. And simple N -expert means that each Algorithm will consist of N
experts that each predict a unique output.
We make the following assumption regarding the “concept” being learned.
Assumption 3.1.1. We assume that the concept is a discrete random variable that assumes
integer values 1, 2, ..., N . It is then described by a probability distribution pi where i =
1, 2, ..., N . We also assume that the expert indexed by i always select the value of i as its
prediction.
We consider four learning algorithms (see Figure 3.1) to learn the probability distribu-
tion pi. The weighted majority algorithm (WMA) and the Winnow algorithm [11, 10] are
Figure 3.1: Layout of a Learning Algorithm
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two classic expert-based learning algorithms. The Multiple Expert Algorithm (MEA) is an
extended version of the Dual Expert Algorithm (DEA) considered in the previous chapter.
The Human Aware Multiple Expert Algorithm (HAMEA) is a modification of MEA.
The common properties for these algorithms are as follows. N experts are employed,
the ith expert will always make the prediction to select the value i for the concept. Hence
the probability for the ith expert to make a correct prediction (e.g. being success) is pi, and
the probability for the ith expert to make an error is p̃i = 1 − pi. If a wrong prediction is
made, then the weight associated with the expert will decrease. The algorithm will select
the next prediction by comparing the weights of all experts, and the expert associated with
the largest weight will always be selected to make the next prediction. The algorithm
generally starts by assigning equal weights to all experts. The three algorithms differ by
how they handle weights when a correct prediction is made.
3.2 Four Algorithms
Algorithm 4 The Weighted Majority Algorithm (WMA)
1: Set W1 = W2 = ... = WN = 0.5
2: Choose the winner λ as min (argmax (W1,W2, ...,WN))




5: else if Success then
6: Wλ = Wλ
7: end if
Algorithm 4 presents the pseudo code for the WMA with N experts. Line 2 indicates
that WMA selects the index of the expert with the highest weight. If there are multiple
experts having highest weights at an iteration, then WMA selects the one with the smallest
index. After the selection is made, WMA updates the weight of the selected expert. If an
error occurs, then the weight of the selected expert is divided by 2. If a success occurs, then
the weight remains the same as the previous iteration.
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Remark 3.2.1. Because all weights start with 2−1 and can only be decreased by a factor
of 2, all weights in the WMA will be of the form 2−i where i ≥ 1 is an integer.
Algorithm 5 The Winnow Algorithm
1: Set W1 = W2 = ... = WN = 0.5
2: Choose winner λ as min (argmax (W1,W2, ...,WN))




5: else if Success then
6: Wλ = 2Wλ
7: end if
Algorithm 5 presents the pseudo code for the Winnow algorithm with N experts. Sim-
ilar as WMA, the Winnow algorithm selects the expert with the highest weight. If there
are multiple experts having the same highest weights, then Winnow selects the one with
the smallest index. If an error occurs, then the weight of the selected expert is divided by
2. The difference between WMA and Winnow algorithm is shown by line 6. If a success
occurs, i.e. the prediction by an expert is correct, then its weight is multiplied by 2.
Algorithm 6 The Multiple Expert Algorithm (MEA)
1: Set W1 = W2 = ... = WN = 0.5
2: Choose output λ from min (argmax (W1,W2, ...,WN))




5: else if Success then
6: if Wλ < 0.5 then
7: Wλ = 2Wλ
8: else
9: Wλ = Wλ
10: end if
11: end if
Algorithm 6 presents the pseudo code for the MEA with N experts. The MEA has the
same expert selection rule and tie breaker rule as the WMA and winnow algorithms, which
is presented by line 2. Also identical to the WMA and the Winnow, if an error occurs, then
the weight of the selected expert is divided by 2. The difference is that, as shown by lines
6 and 7, MEA algorithm puts an upper bound on the weights. If a success occurs and the
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weight of the selected expert is less than 0.5, then the weight is multiplied by 2. Otherwise,
the weight of the selected expert remains the same. Based on these weight updating rules
and the initial value of the weights, the weights of MEA are also in the form of 2i where i
is an integer.
Algorithm 7 The Human Aware Multiple Expert Algorithm (HAMEA)
1: Set W1 = W2 = ... = WN = 0.5
2: Choose output λ from min (argmax (W1,W2, ...,WN))




5: if λ 6= Λ = min (argmax (W1,W2, ...,WN)) then
6: if WΛ ≤ 0.25 then
7: WΛ = 2WΛ
8: else
9: WΛ = WΛ
10: end if
11: end if
12: else if Success then
13: if Wλ < 0.5 then
14: Wλ = 2Wλ
15: else
16: Wλ = Wλ
17: end if
18: end if
Algorithm 7 presents the pseudo code for the HAMEA with N experts. The HAMEA
has the same expert selection rule and tie breaker rule as the MEA except in line 6. The
difference is that when the algorithm changes outputs an additional weight increase is pre-
formed. The weight corresponding to the new output is multiplied by 2 if that weight is
less than 0.5. Based on these weight updating rules and the initial value of the weights, the
weights of HAMEA are also in the form of 2i where i is an integer.
3.3 States
For the four ensemble learning algorithms, the states of the Markov chain models can be
described using up to three state variables, λ, R and n. We define λ as the integer index of
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the winning expert whose prediction for the concept is also λ. The formula to compute λ
is
λ = min (argmax (W1,W2, ...,WN)). (3.1)
The state variable R is defined as the ratio between the maximal weight and the minimal




2 max (W1,...,WN )
min (W1,...,WN )
)








When the prediction λ = 1, we multiply the maximal weight with 2 to normalize the
ratio R. Because all the weights are in the form of 2−i, R is an integer. Since the ratio
max (W1,...,WN )
min (W1,...,WN )
is greater than or equal to 1, then R ≥ 0.















Here n represents the maximal achievable value of R. Because the weights in MEA and
HAMEA have an upper bound 0.5, replacing the term max (W1, ...,WN) in equation (3.2)
with 0.5 results in equation (3.3). Based on this definition, R ≤ n always holds.
3.3.1 N-expert Weighted Majority Algorithm
In the following proposition, we will show that for WMA, the value of R can only be 1.
Proposition 3.3.1. The variable R equals 1 for all λ = 1, ..., N for WMA.
Proof. We will prove this proposition by contradiction. First, we assume that R can be
0. The only case where R = 0 is when λ 6= 1 and max (W1,...,WN )
min (W1,...,WN )
= 1, which means that
W1 = W2 = · · · = WN . However, since all the weights are the same, based on line 2 of
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Algorithm 4, the index of the winning expert λ should be 1, which contradicts to the fact
that λ 6= 1. Therefore, we have shown that R > 0.
Secondly, we assume that R can be 2. Due to equation (3.2), we need to discuss two
cases. Case 1: λ = 1. In this case, the maximal weight is W1. If R = 2, then we
have W1 = 2 min(W2, ...,WN). Denote the smallest index of the minimal weights among
(W2, ...,WN) to be j. We have W1 = 2Wj and j > 1. Since the initial weights are all
identical and the weight of an expert can only be decreased if this expert is selected by
WMA at one iteration, W1 = 2Wj can only occur if the expert j is selected as the winning
expert at one previous iteration and then be divided by 2. This means that the weights of
experts 1 and j are the same but the algorithm selects expert j with j > 1, which contradicts
to the tie breaker of WMA, i.e., line 2 in Algorithm 4. Case 2: λ 6= 1. In this case, we
denote the smallest index of the maximal weights among (W2, ...,WN) to be j1 and the
smallest index of the minimal weights among (W1, ...,WN) to be j2. Since we assume
R = 2, we have Wj1 = 4Wj2 . Since the initial weights are all identical and the weight
of an expert can only be decreased if this expert is selected by WMA at one iteration,
Wj1 = 4Wj2 can only occur if the expert j2 is the winning expert at one previous iteration
and then be divided by 2. This means that WMA selects expert j2 with Wj1 = 2Wj2 at
one previous iteration, which violates line 2 in Algorithm 4. Therefore, by contradiction,
we have shown that R 6= 2. Using similar argument, we can also show that R cannot be
greater than 2.
In conclusion, R is an integer that must satisfy R > 0 and R < 2, which means that R
can only be equal to 1.
Based on Proposition 3.3.1, we can derive two corollaries which present the relations
among the weights of all the experts. The corollaries will help to determine the structure
of the Markov chain of WMA.
Corollary 3.3.2. For WMA, if the index of the winning expert λ is 1, then we have W1 =
W2 = · · · = WN .
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Proof. Based on equation (3.2), we have
R = log2
(




which means that max (W1,...,WN )
min (W1,...,WN )
= 1, i.e., the maximal weights equal the minimal weights.
This shows that all the weights are the same.
Corollary 3.3.3. For WMA, if the index of the winning expert λ is greater than 1, then we




Proof. Since the index of the winning expert is λ, it means that for any j ∈ {1, ..., λ− 1},
Wj < Wλ must be satisfied. Otherwise, if there exists an index j < λ and Wj ≥ Wλ, then







which means that 1
2
Wλ = min (W1, ...,WN). Based on Remark 3.2.1, if a weight Wj is
strictly smaller thanWλ, thenWj ≤ 12Wλ. Therefore, we have
1
2
Wλ = min (W1, ...,WN) ≤




λ = N , then the proof is complete.
If 1 < λ < N , then we need to show that Wλ = · · · = WN . We also show this
by contradiction. Because λ is the index of the maximal weight, we have Wλ ≥ Wj for




Wλ since R = 1. Because all the initial weights are 0.5 and the weight of an expert
can only be decreased if this expert is the winning expert at one iteration, Wj = 12Wλ can
only occur if the expert j is selected previously and then be divided by 2. This means
that the weights of experts λ and j are the same but the algorithm selects expert j as he
winning expert with j > λ, which contradicts to the line 2 in Algorithm 4. Therefore, for
any j ∈ {λ+ 1, ..., N}, Wj = Wλ.
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Utilize the two variables defined by equations (3.1) and (3.2), we can construct the
Markov chain of WMA. Since R is always 1, the total number of the states of the WMA
Markov chain is N . The states are [λ, 1] where λ = 1, ..., N . We will first show how states
transit when a success occurs.
Lemma 3.3.4. For all states (λ, 1) where λ ∈ {1, ..., N}, if a success occurs, then the state
remains in (λ, 1).
Proof. Line 5 in Algorithm 4 shows that the weight of the winning expert does not change
if a success occurs. Therefore, if a success occurs, the index of the winning expert remains
the same at the next selection.
Next we will show how the states of the Markov chain transit when an error occurs.
Lemma 3.3.5. For all states (λ, 1) where λ ∈ {1, ..., N − 1}, if an error occurs, then the
state transits to state (λ+ 1, 1).
Proof. Because of equation (3.2), we need to discuss two cases. Case 1: λ = 1. Based
on Corollary 3.3.2, we have W1 = W2 = · · · = WN . From line 3, if an error occurs, then
W1 is divided by 2. At the next selection, the decreased weight W1 satisfies W1 = 12W2 =
· · · = 1
2
WN . Then based on line 2, the index of the winning expert will be 2, which makes
the state transit from (1, 1) to (2, 1).
Case 2: λ 6= 1. Based on Corollary 3.3.3, we have W1 = · · · = Wλ−1 = 12Wλ = · · · =
1
2
WN . If an error occurs, then Wλ is divided by 2. At the next selection, the decreased
weight Wλ satisfies W1 = · · · = Wλ = 12Wλ+1 = · · · =
1
2
WN . Then based on line 2,
the index of the winning expert will be λ + 1, which makes the state transit from (λ, 1) to
(λ+ 1, 1).
Lemma 3.3.6. For the state (N, 1), if an error occurs, then the state transits to (1, 1).
Proof. Based on Corollary 3.3.3, we have W1 = · · · = WN−1 = 12WN . If an error occurs,
then WN is divided by 2. At the next selection, the decreased weight WN satisfies W1 =
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· · · = WN . Then based on line 2, the index of the winning expert will be 1, which makes
the state transit from (N, 1) to (1, 1).
To summarize, Lemma 3.1.1 presents the transition probabilities for each success and
error. Lemma 3.3.4 presents how the states transit when a success occurs. Lemma 3.3.5 and
Lemma 3.3.6 present how the states transit when an error occurs. Based on these Lemmas,
the Markov chain for WMA can be constructed as shown in Figure 3.2.
Figure 3.2: Markov chain for simple N-Expert WMA.
The full transition matrix PWMA of WMA is
PWMA =

p1 p̃1 0 . . . 0
0 p2 p̃2 . . . 0
...
...
... . . .
...
p̃N 0 0 . . . pN

. (3.4)
3.3.2 N-expert Winnow Algorithm
We use the same variables λ and R in equations (3.1) and (3.2) to describe the states of
the Markov chain of the Winnow algorithm. And same as WMA, the probability for a
success to occur is pλ and the probability for an error to occur is p̃λ. All weights in Winnow
algorithm are of the form 2−i where i is an integer. Different from WMA, i can be negative,
which means that the weight of an expert can have an unbounded increase. Therefore, the
variable R ≥ 1 for Winnow is not always equal to 1 but can be infinitely large.
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The following proposition reveal the relations among the weights in Winnow algorithm.
Proposition 3.3.7. For Winnow, if the index of the winning expert λ is 1, then we have
W2 = · · · = WN . If the index of the winning expert λ is greater than 1, then we have




Proof. Since the initial weights are all equal, the expert 1 will be the winning expert at the
first selection step t0 and the weight W1 will change after the first selection. If a success
occurs, then W1 will be multiplied with 2. If an error occurs, then W1 will be divided by
2. Let t1 be the first selection step when W1 = 12W2 = · · · =
1
2
WN . Within steps [t0, t1),
expert 1 is always the winning expert and the weight W1 is the only weight whose value is
changed since W1 ≥ W2 = · · · = WN . All the other weights are equal to the initial weight.
The weights satisfy W2 = · · · = WN with the interval [t0, t1).
At selection step t1, because W2 = 2W1 > W1 and W2 = · · · = WN , the expert 2 will
be the winning expert. Let t2 be the first selection step when W2 = 12W3. Within steps
[t1, t2), expert 2 is the winning expert and the weight W2 is the only weight whose value is
changed. The weights satisfy W3 = · · · = WN and W1 = 12W3 with the interval [t1, t2),




Similar, we can define tλ, λ = 1, ..., N−1 be the first selection step whenWλ = 12Wλ+1.
Within steps [tλ−1, tλ), expert λ is the winning expert and the weight Wλ is the weight




with the interval [tλ−1, tλ).
After selection step tN , all the weights are all equal. Then the weights updating will
repeat the above process.
Similar to WMA, we will first show how the states of Markov chain of Winnow transit
when a success occurs.
Lemma 3.3.8. For all states [λ,R], if a success occurs, then the state transits to [λ,R+ 1].
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Proof. Since the current state is [λ,R], the weight Wλ is greater than or equal to all the
other weight Wj where j 6= λ with Wλ = 2R minj∈{1,...,N}\λWj . If a success occurs, then
by line 5 of algorithm 5, we know updated weight of expert λ, denoted as W ′λ, equals 2Wλ.
Therefore, W ′λ is greater than all the other weight Wj where j 6= λ. Then at the next itera-
tion, the index of the winning expert should still be λ. And W ′λ = 2
R+1 minj∈{1,...,N}\λWj ,
which makes the state transit to [λ,R + 1].
Based on Proposition 3.3.7, we will show how the states of the Markov chain of Win-
now transit when an error occurs.
Lemma 3.3.9. For all states (λ,R) with R ≥ 2, if an error occurs, then the state transits
to state (λ,R− 1).
Proof. Based on Proposition 3.3.7, we have W1 = 2R−1Wj where j ∈ {2, ..., N}. If an
error occurs, then by line 3 of algorithm 5, W1 is decreased by a factor of 2. Then the newly
updated weight W1 = 2R−2Wj for j ∈ {2, ..., N}. Since R ≥ 2, the coefficient 2R−2 ≥ 1,
which means that W1 ≥ Wj for j ∈ {2, ..., N}. At the next selection, expert 1 will be
selected with R reduced by 1, which makes the new state (1, R− 1).
If λ = N , then we have WN = 2R min (W1, ...,WN−1). Based on Proposition 3.3.7,
we have WN = 2RWj where j ∈ {1, ..., N − 1}. If an error occurs, WN is decreased by a
factor of 2. Then the newly updated weight WN = 2R−1Wj for all j < N . Since R ≥ 2,
WN ≥ 2Wj for all j < N . At the next selection, expert N will be selected with R reduced
by 1, which makes the new state (N,R− 1).
If λ 6= 1 and λ < N , we have W1 = 2R min (W1, ...,WN). Based on Proposition 3.3.7,
we have W1 = 2RWj for j < λ and W1 = 2R−1Wj for j > λ. If an error occurs, Wλ is
decreased by a factor of 2. Then the newly updated weight Wλ = 2R−2Wj for j > λ. Since
R ≥ 2, Wλ ≥ Wj for all j 6= λ. At the next selection, expert λ will be selected with R
reduced by λ, which makes the new state (λ,R− 1).
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Figure 3.3: Markov chain for simple N-Expert Winnow Algorithm.
Lemma 3.3.10. For all states (λ,R) with λ ∈ {1...N − 1} and R = 1, if an error occurs,
then the state transits to (λ+ 1, 1).
Proof. This is the same case as Lemma 3.3.5.
Lemma 3.3.11. For the state (N, 1), if an error occurs, then the state transits to (1, 1).
Proof. This is the same case as Lemma 3.3.6.
In summary, Lemma 3.1.1 gives the transition probabilities for each success and error.
Lemma 3.3.8 gives the update when a success occurs. Lemma3.3.9, 3.3.10, and 3.3.11
gives the update when an error occurs. The Markov chain of Winnow is shown by Figure
3.3.
3.3.3 Multi-Expert Algorithm
We use variables λ, R and n to model the states of Markov chain for MEA. We first present
how states transits if a success occurs.
Lemma 3.3.12. For any state (λ,R, n) with R < n, if a success occurs, then the state
transits to state (λ,R + 1, n).
Proof. If R < n, then we have Wλ < 0.5. And since λ is the winning expert, the weight
Wλ is greater than or equal to all the other weights. If a success occurs, then by line 7 of
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algorithm 6, then Wλ will be doubled and the updated weight Wλ will be greater than all
the other weights. At the next selection, λ will be the winning expert. And since the only
changed weight is Wλ, the value of min (W1, ...,WN) is unchanged. Therefore, n does not
change and R is increased by 1, which makes the state transit to state (λ,R + 1, n).
Lemma 3.3.13. For any (λ,R, n) with R = n, if a success occurs, then the state remains
at (λ,R, n).
Proof. If R = n, then we have Wλ = 0.5. If a success occurs, then by line 9 of algorithm
5, then Wλ will remain the same. With all the weights unchanged at the next selection, the
state also remains the same.
Lemma 3.3.14. For all states (λ,R, n) with R ≥ 2, if an error occurs, then the state
transits to (λ,R− 1, n)
Proof. The variables λ and R follow the same proof as Lemma 3.3.9. For the variable n,
since the only changed weight is Wλ and the updated Wλ is still greater than or equal to the
other weights, the value of min (W1, ...,WN) is unchanged. Therefore, the value of n also
does not change.
Lemma 3.3.15. For all states (λ,R, n) with λ ∈ {1...N−1} andR = 1, if an error occurs,
then the state transits to (λ+ 1, 1, n).
Proof. The variables λ and R follow the same proof as Lemma 3.3.10. For the variable n,
if λ = 1, then the updated W ′1 equals
1
2
min (W1, ...,WN). Then after the next selection,
with λ = 2 and min (W ′1, ...,WN) =
1
2
min (W1, ...,WN), the value of n does not change
because the numerator and denominator of equation (3.3) are both divided to its half. If
λ > 1, then the updatedWλ equals min (W1, ...,WN). Because of λ > 1 and lambda+1 >
1, the numerator in equation (3.3) remains 0.5. Therefore, the value of n remains the
same.
Lemma 3.3.16. For states (N, 1, n), if an error occurs, then the state transits to (1, 1, n+
1).
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Figure 3.4: Markov chain for simple N-Expert MEA.






= 1 which implies WN = 2 min (W1, ...,WN). Combining these
two results, we have WN = 2W1 = ... = 2WN−1. Then if an error occurs, WN is
divided by 2, resulting in the updated weight W ′N . The updated weight W
′
N satisfies
W ′N = W1 = · · · = WN−1. And imputing this into equations (3.1) and (3.2), we have
λ = 1 and R = 1. For variable n, the value of min (W1...W ′N) equals min (W1...WN).
However, since the winning expert changes to be λ = 1, the numerator in equation (3.3)
remains 1 instead of 0.5. Therefore, the value n becomes n + 1, resulting in the transition
from state (N, 1, n) to state (1, 1, n+ 1).
The Markov chain for MEA can be constructed as shown by Figure 3.4. As we can
see, the strucure of MEA is more complicated than WMA and Winnow because MEA has
relatively most complicated updating rules for weights.
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3.3.4 Human Aware Multi-Expert Algorithm
We use variables λ, R and n to model the states of Markov chain for HAMEA. We first
present how states transits if a success occurs.
Lemma 3.3.17. For any state (λ,R, n) with R < n, if a success occurs, then the state
transits to state (λ,R + 1, n).
Proof. This is the same case as Lemma 3.3.12.
Lemma 3.3.18. For any (λ,R, n) with R = n, if a success occurs, then the state remains
at (λ,R, n).
Proof. This is the same case as Lemma 3.3.13.
Lemma 3.3.19. For all states (λ,R, n) with R ≥ 2, if an error occurs, then the state
transits to (λ,R− 1, n)
Proof. This is the same case as Lemma 3.3.14.
Lemma 3.3.20. For all states (λ,R, 1) with λ ∈ {1...N−1} andR = 1, if an error occurs,
then the state transits to (λ+ 1, 1, 1).
Proof. From Lemma 3.3.15 we know that before HAMEA enacts the update on line 6
the state would be (λ + 1, 1, 1). Then since n = 1 and λ + 1 > 1 equation 3.3 shows
minW1...WN = 0.25. Since R = 1 equation 3.2 shows maxW1...WN = 0.5. Thus the
algorithm follows line 8 and the final state remains (λ+ 1, 1, 1).
Lemma 3.3.21. For all states (λ,R, n) with λ ∈ {1...N − 1}, R = 1 and n ≥ 2 if an error
occurs, then the state transits to (λ+ 1, 2, n).
Proof. From Lemma 3.3.15 we know that before HAMEA enacts the update on line 6
the state would be (λ + 1, 1, n). Then since n > 1 and λ + 1 > 1 equation 3.3 shows
minW1...WN < 0.25. Since R = 1 equation 3.2 shows maxW1...WN ≤ 0.25. Thus the
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Figure 3.5: Markov chain for simple N-Expert HAMEA.
algorithm follows line 5 and maxW1...WN is multiplied by 2. This means that the R = 2,
and the state becomes (λ+ 1, 2, n).
Lemma 3.3.22. For states (N, 1, n), if an error occurs, then the state transits to (1, 2, n+
1).
Proof. From Lemma 3.3.16 we know that before HAMEA enacts the update on line 6 the
state would be (1, 1, n + 1). Then since n > 1 equation 3.3 shows minW1...WN ≤ 0.25.
Since R = 1 equation 3.2 shows maxW1...WN ≤ 0.25. Thus the algorithm follows line 5
and maxW1...WN is multiplied by 2. This means that the R = 2, and the state becomes
(1, 2, n+ 1).
The Markov chain for HAMEA can be constructed as shown by Figure 3.5. As we can
see, the structure of HAMEA is similar to that of MEA, with the only difference being in





The goal of this chapter is to provide quantitative evaluation of the adaptiveness and consis-
tency of the four ensemble learning algorithms. We now introduce necessary mechanisms
to formulate the problems.
Let α be the index where pα is the maximum value among all indices i = 1, 2, ..., N .
The value α is called a preference of the concept. We consider this preference as a strong
preference, which is described by the following assumption:
Assumption 4.1.1. We assume that pα > pi,∀i 6= α and pα > 0.5.
The assumption indicates that α is unique. For convenience of notations, we rename
the indices of the (N − 1) experts that are not α as β1, ..., βN−1 where β1 = α + 1 and
βN−1 = α + N − 1. The probabilities of all the experts satisfy that pα +
∑N−1
i=1 pβi = 1.
We can rewrite this equality as 1− pα =
∑N−1
i=1 pβi . Since pβi ≥ 0 for any i = 1, ..., N − 1,
we have 1− pα =
∑N−1
i=1 pβi ≥ pβi ≥ 0.
Remark 4.1.2. The assumption requires that a concept has a strong preference for value
α. This assumption is usually required for ensemble learning to perform well. Under this
assumption, the learning algorithms will eventually select expert α as the winning expert
more often than other experts.
The problem for evaluating adaptiveness for an ensemble learning algorithm can then
be formulated as follows:
Problem 4.1.3. (evaluating adaptiveness) Suppose the winning expert is currently not α,
calculate the averaged number of iterations before an algorithm chooses α as the winning
expert.
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Remark 4.1.4. Under this problem formulation, adaptiveness is measured by how many
iterations for the algorithm to learn the strong preference for the concept. If the number of
iterations is small, then the algorithm can quickly learn the preference. This is especially
preferred when the value of α suddenly changes. The algorithm can adapt to this change
quickly.
On the other hand, the problems for evaluating consistency for an ensemble learning
algorithm can be formulated as follows:
Problem 4.1.5. (evaluating consistency) Suppose the winning expert is currently α, calcu-
late the averaged number of iterations before an algorithm chooses another expert, differ-
ent from α, as the winning expert.
Remark 4.1.6. Under this problem formulation, consistency is measured by how many
iterations can the algorithm tolerate before it chooses a winning expert that is not the
strong preference of the concept. If the number of iterations is large, then the algorithm
can tolerate large but temporary deviations from the preference.
The two problems can be solved by numerical simulations. However, numerical simu-
lations can only provide answer on a case by case basis, and often fail to offer insights of
the solutions. In this chapter analytic solutions to the two problems based on Markov chain
models for the four ensemble learning algorithms are proposed.
4.2 Adaptiveness and Consistency Analysis
We are now ready to provide the analytic solutions for the problems of evaluating adaptive-
ness and consistency for the four learning algorithms. The strong preference α represents
the states in the Markov chain modes where λ = α. Then the number of iterations to transit
to or from these states can be calculated as the mean hitting steps between certain subsets
of states on the Markov chains.
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Figure 4.1: The partial Markov chain for N-Expert WMA. The blue circle represents the
set A and the grey circle represents the set B.
4.2.1 Mean Hitting Steps
Let the function hA(k) be defined as the mean hitting steps [41] for the state of a Markov
chain starting from state k and eventually move to the subset A that contains some states.
Obviously hA(k) = 0, if the state k belongs to A. Let P be the transition matrix associated
with the Markov chain. The number of rows and columns in P corresponding to the number
of states in the Markov chain. After all the rows and columns corresponding to the states
in A have been removed from the transition matrix P of the Markov chain, we obtain a
sub-matrix P/A, called the partial transition matrix. Let hA be the column vector formed
by all the values of hA(k) for all the state k that are not in A. Then the mean hitting steps
can be calculated by
hA = (I − P/A)−11 (4.1)
where I is the identity matrix, and 1 is a column vector with each element equals to 1. The
dimension of hA and 1 equals to the number of states that are not in the subset A.
For our purpose, we define the subset A as the set which contains all the states where
λ = α. We also define the subset B as the set which contains all the states where λ 6= α.
Then the set A
⋃
B contains all the states in a Markov chain that models one of the three
algorithms. We will first construct the partial transition matrices P/A and P/B, and then
compute the mean hitting times hA and hB using equation (4.1), which will be used as the
metric for adpativeness and consistency analysis.
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For WMA, A contains state (α, 1). After A is removed, the partial transitions matrix is
P/A =

pβ1 p̃β1 0 . . . 0
0 pβ2 p̃β2 . . . 0
...
...
... . . .
...
0 0 0 . . . pβN−1

. (4.2)
Based on equations (4.1) and (4.2), we can compute the mean hitting steps from states in
the set B to the set A as
hA=

1−pβ1 −p̃β1 0 . . . 0
0 1−pβ2 −p̃β2 . . . 0
...
...
... . . .
...










p̃β1 −p̃β1 0 . . . 0
0 p̃β2 −p̃β2 . . . 0
...
...
... . . .
...


























... . . .
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Figure 4.2: Partial Markov chains of MEA with n = n0. The blue circles represent the
states in set An0 with preferred output and the circles in the grey area represent the states
in set Bn0 .







Based on equations (4.1) and (4.5), we can compute the mean hitting steps from the state








Since Winnow is a special case of MEA when n goes to infinity, we will first presents
formula to the meaning hitting steps for MEA and then present the results for Winnow by
letting n go to infinity.
For each n, we define An to be the set that contains all the states (α,R, n) and Bn to be
the set that contains all the states (λ,R, n) where λ 6= α. The sets An and Bn with n = n0
are illustrated by Figure 4.2. For an n, we will first introduce the partial transition matrix
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P ni for the partial Markov chain consisting of states [i, R, n] for fixed i and n.
P ni =

0 pi 0 . . . 0 0 0
1− pi 0 pi . . . 0 0 0
0 1− pi 0 . . . 0 0 0
...
...




0 0 0 . . . 0 pi 0
0 0 0 . . . 1− pi 0 pi
0 0 0 . . . 0 1− pi pi

(4.7)
where P ni is an n× n matrix. We also define a matrix Cni to be
Cni =

1− pi 0 . . . 0
0 0 . . . 0
...
... . . .
...
0 0 . . . 0

(4.8)
which is also an n× n matrix. Then the partial transition matrix Pn for the partial Markov





1 0 . . . 0
0 P n2 C
n
2 . . . 0
0 0 P n3 . . . 0
...
...
... . . .
...
0 0 0 . . . P nN

(4.9)
where 0 is an n× n matrix with all elements equal to 0.
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0 . . . 0
0 P nβ2 C
n
β2
. . . 0
0 0 P nβ3 . . . 0
...
...
... . . .
...
0 0 0 . . . P nβN−1

(4.10)
Based on equation (4.1), to compute the mean hitting time from states in the set Bn to the




. In order to show this we first need to show
following lemmas.
Lemma 4.2.1. Every element in the first column of
(




Proof. If n = 1, then I − P nβ = 1− pβ . Thus the only element in
(




If n = 2, then we have
(















For n > 2, the inverse of the matrix
(
I − P nβi
)
is not simple to compute. Let us define
X =

x1,1 . . . x1,n
... . . .
...
xn,1 . . . xn,n
 = (I − P nβi)−1 (4.11)
Based on the definition of an inverse, we have (I − P nβ )X = I . Then we can solve the
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following n equations with variables x1,1, ..., xn,1
x1,1 − pβix2,1 = 1, (4.12)
− (1− pβi)xi−1,1 + xi,1 − pβixi+1,1 = 0, i = 2...n− 1, (4.13)
− (1− pβi)xn−1,1 + (1− pβi)xn,1 = 0 (4.14)
From equation (4.14), we can derive that xn,1 = xn−1,1. And plugging this result in to the
(n − 1)-th equation, i.e. where i = n − 1, we get −(1 − pβi)xn−2,1 + (1 − pβ)xn,1 = 0
which means xn−2,1 = xn,1. By induction, we can show that xi,1 = xn,1,∀i = 1...n.





Lemma 4.2.2. The first row of matrix
(
I − P nβi










Proof. If n = 1 or 2, the inverse matrix
(
I − P nβi
)−1 has already been shown in the proof
above. For n > 2, we still have X(I − P nλ ) = I . Then we can solve n equations with
variables x1,1, ..., x1,n.
x1,1 − (1− pβi)x1,2 = 1, (4.15)
− pβix1,i−1 + x1,i − (1− pβi)x1,i+1 = 0, i = 2...n− 1, (4.16)
− pβix1,n−1 + (1− pβi)x1,n = 0. (4.17)
From equation (4.17), we can derive that x1,n =
pβi
1−pβi
x1,n−1. And plugging this result in to
the (n− 1)-th equation, i.e. where i = n− 1, we get



























Lemma 4.2.3. The inverse of matrix I − P n/An is
(





. . . QnβN−1
0
(
I − P nβ2
)−1





I − P nβ3
)−1
. . . QnβN−1
...
...
... . . .
...
0 0 0 . . .
(
I − P nβN−1
)−1












... . . .











Proof. Based on the definition of the inverse of a matrix, we need to show
(I − P nβi)
−1(I − P nβi) = I, i = 1, ..., N−1, (4.19)











) = 0, i = 3, ..., N−1. (4.21)
Equation (4.19) is true based on the definition of an inverse matrix.
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1,1 . . . (I−P nβi−1)
−1
1,n









1−pβi−1 0 . . . 0
...
... . . .
...






0 . . . 0
...




0 . . . 0
=






1 0 . . . 0

Then we can easily show
(













1 0 . . . 0


(I − P nβi)
−1
1,1 . . . (I − P nβi)
−1
1,n
... . . .
...
(I − P nβi)
−1






(I − P nβi)
−1
1,1 . . . (I − P nβi)
−1
1,n
... . . .
...
(I − P nβi)
−1




where every row equals the first row of matrix (I − P nβi)
−1. Then based on Lemma 4.2.2
and the definition of Qnβi in equation (4.18), we have
(










I − P nβi
)
to both sides of the above equation, we have
(

















I − P nβi
)
= 0.





















1−pβi−1 0 . . . 0
...
... . . .
...


























I − P nβi
)
= 0.
which shows that equation (4.21) is true.






























Figure 4.3: Partial Markov chain for N-Expert Winnow Algorithm. The blue circles repre-
sent the states in set A and the grey circle represents the states in set B.







For Winnow, the set A contains states (α,R). The transition matrix is the same as Pn of
MEA when n goes to infinity. Therefore, after A is removed, the partial transitions matrix
is the limit of P n/An as n→∞. Since p̃βi = 1− pβi > 0.5 > pβi , we can compute the first
element in the mean hitting times as



























For consistency, since p̃α = 1− pα < 0.5 < pα, the first element in hB is







The fourth algorithm, HAMEA is a modified version of MEA. For each n, we define
An to be the set that contains all the states (α,R, n) and Bn to be the set that contains all
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Figure 4.4: Partial Markov chains of HAMEA with n = n0. The blue circles represent the
states in set An0 with preferred output and the circles in the grey area represent the states
in set Bn0 .
the states (λ,R, n) where λ 6= α. The sets An and Bn with n = n0 are illustrated by Figure
4.4. It can be easily observed that the difference between MEA and HAMEA lies only in
the transitions between λ.
For this reason the partial transition matrix P ni for the partial Markov chain consisting
of states [i, R, n] for fixed i and n, is the same as the partial transition matrix of MEA given
by equation 4.7. The difference lies in the matrix Cni . If i < N and n = 1 then C
1
i = 1−pi.




And for all n > 1.
Cni =

0 1− pi . . . 0
0 0 . . . 0
...
... . . .
...
0 0 . . . 0

(4.27)
Which is also an n × n matrix. Then the partial transition matrix Pn for the partial
Markov chain consisting of states (i, R, n) for i = 1, ..., N under a fixed n is the same
as MEA in equation 4.9. After An is removed, the partial transitions matrix is shown by
equation 4.10. Based on equation (4.1), to compute the mean hitting time from states in the




. In order to show this we first need
to show following lemma.
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Lemma 4.2.4. The second row of matrix
(
I − P nβi









Proof. If n = 1 or 2, the inverse matrix
(
I − P nβi
)−1 has already been shown in proof 4.2.1.
For n > 2, we still have X(I − P nλ ) = I . Then we can solve n equations with variables
x2,1, ..., x2,n.
x2,1 − (1− pβi)x2,2 = 0, (4.28)
− pβix2,1 + x2,2 − (1− pβi)x2,3 = 1 (4.29)
− pβix2,i−1 + x2,i − (1− pβi)x2,i+1 = 0, i = 3...n− 1, (4.30)
− pβix2,n−1 + (1− pβi)x2,n = 0. (4.31)
From equation (4.31), we can derive that x2,n =
pβi
1−pβi
x2,n−1. And plugging this result in to
the (n− 1)-th equation, i.e. where i = n− 1, we get








x2,n−2. By induction, we can show that x2,i =
pβi
1−pβi
x2,i−1,∀i = 3...n. Then
we can plug this in to the equation (4.29) to obtain−pβix2,1+(1−pβi)x2,2 = 1. This can be
combined with equation 4.28 to give x2,2 = 1(1−pβi )2










Lemma 4.2.5. The inverse of matrix I − P n/An is
(





. . . QnβN−1
0
(
I − P nβ2
)−1





I − P nβ3
)−1
. . . QnβN−1
...
...
... . . .
...
0 0 0 . . .
(














... . . .










Proof. This proof follows the same method as Lemma 4.2.3. However because Cni is
different where n > 1 there are slight changes to the analysis.
To show that 4.19,4.20, and 4.21 hold.









1,1 . . . (I−P nβi−1)
−1
1,n









0 1−pβi−1 0 . . . 0
... . . .
... . . .
...






0 . . . 0
...




0 . . . 0
=







0 1 0 . . . 0

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Then we can easily show
(














0 1 0 . . . 0


(I − P nβi)
−1
1,1 . . . (I − P nβi)
−1
1,n
... . . .
...
(I − P nβi)
−1






(I − P nβi)
−1
2,1 . . . (I − P nβi)
−1
2,n
... . . .
...
(I − P nβi)
−1




where every row equals the first row of matrix (I − P nβi)
−1. Then based on Lemma 4.2.4
and the definition of Qnβi in equation (4.32), we have
(









I − P nβi
)
to both sides of the above equation, we have
(

















I − P nβi
)
= 0.






















0 1−pβi−1 . . . 0
...
... . . .
...


























I − P nβi
)
= 0.
which shows that equation (4.21) is true.
Same as MEA, when n = 1 we will take the first element in hnA as the metric to measure
the adaptiveness. However when n > 1 in order that adaptiveness is always measured from




















































For consistency, we take the first element in hB if n = 1, and the second element if n > 1
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4.2.2 Adaptiveness Analysis for Four Learning Algorithms
Adaptiveness is a measure of how fast an algorithm changes its prediction when the concept
drifts, i.e. changes over time. We denote the measure of adaptiveness as tA and we use the
first element in hA to quantify adaptiveness of the four learning algorithms. A smaller
mean hitting steps from the initial state to the hitting set indicates better adaptiveness.
Furthermore, to make the metric for adaptiveness insensitive to the number of pref-
erences, we will find the maximum values of these mean hitting steps under the possible
values of the probabilities pβi . As a result, the metric for adaptiveness will only depend on
the probability for the strong preference pα.
WMA
For the WMA, its adaptiveness is measured by the mean hitting steps from the initial state
(β1, 1) to the hitting set A, hA(1) in equation (4.4).




+N − 2. (4.38)
Proof. Define a vector pβ = [pβ1 , ..., pβN−1 ]
T . Then tA,WMA can be viewed as a function of
pβ . Also, the probabilities in pβ must satisfy the equality constraint
∑N−1
i=1 pβi = 1 − pα.
We define the constraint function g(pβ) =
∑N−1
i=1 pβi−(1−pα). To find the maximal value
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pβi − (1− pα) = 0.
Since the partial derivatives of g(pβ) are non-zero, we can utilize the Lagrange multiplier






−2 − c = 0 (4.40)













does not satisfy 0 ≤ pβi < 0.5.




for i = 1, ..., N − 1. Then we have pβ1 = · · · = pβN−1 . Using
the equality constraints, we can compute pβ1 = · · · = pβN−1 =
1−pα
N−1 . Based on this result,
the only extrema is






N − 2 + pα
. (4.41)
Next we consider the boundary conditions pβi = 1 − pα for some i ∈ {1, ..., N − 1}









+N − 2. (4.42)






+N − 2− (N − 1)
2
N − 2 + pα
=
pα +N − 2 + pα(pα +N − 2)(N − 2)− (N − 1)2pα
pα(pα +N − 2)
=
pα +N − 2 + p2α(N − 2) + [(N − 2)2pα − (N − 1)2pα]
pα(pα +N − 2)
=
pα +N − 2 + p2α(N − 2)− (2N − 3)pα
pα(pα +N − 2)
=
(N − 2)p2α − (2N − 4)pα +N − 2
pα(pα +N − 2)
=
(N − 2)(p2α − 2pα + 1)
pα(pα +N − 2)
=
(N − 2)(pα − 1)2
pα(pα +N − 2)
(4.43)
SinceN ≥ 2 and 0 < pα ≤ 1, we have that (N−2)(pα−1)2 ≥ 0 and pα(pα+N−2) >
0. Therefore, eWMA ≥ 0. This means that tA,WMA at the boundary is always greater than
or equal to tA,WMA at the extrema. Thus 1pα +N − 2 is the maximal value.
Winnow
For the Winnow, its adaptiveness is measured by the mean hitting steps from state (β1, 1)
to hitting set A, hA(1) in equation (4.25).




+N − 2. (4.44)
Proof. Similarly as the proof for Proposition 4.2.6, to find the maximal value of tA,WIN, we












pβi − (1− pα) = 0.
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= 2 (1− pβi)
−2 − c = 0 (4.46)













does not satisfy 0 ≤ pβi < 0.5.




for i = 1, ..., N − 1. Then we have pβ1 = · · · = pβN−1 . Using
the equality constraints, we can compute pβ1 = · · · = pβN−1 =
1−pα
N−1 . Based on this result,
the only extrema is






N − 3 + 2pα
. (4.47)




+N − 2 = 1
2pα − 1
+N − 2. (4.48)




+N − 2− (N − 1)
2
N − 3 + 2pα
=
2pα+N−3+(2pα−1)[(2pα+N−3)(N−2)−(N−1)2]
(2pα−1)(2pα +N − 3)
=
2pα+N−3+(2pα−1)[(2pα(N−2)−(3N−5)]
(2pα−1)(2pα +N − 3)
=
4(N−2)p2α−2(4N−8)pα+4N−8
(2pα−1)(2pα +N − 3)
=
4(N−2)(p2α−2pα+1)
(2pα−1)(2pα +N − 3)
=
4(N−2)(pα−1)2
(2pα−1)(2pα +N − 3)
(4.49)
Since N ≥ 2 and 0.5 < pα ≤ 1, we have (pα − 1)2 ≥ 0, pα − 0.5 > 0, 2pα − 1 > 0 and
2pα +N − 3 > 0. Therefore, eWIN ≥ 0. This means that tA,WIN at the boundary is always




For the MEA, its adaptiveness is measured by the mean hitting steps from the state (β1, 1, n)
to hitting set An, i.e. hnA(1), based on equation (4.22).









+N − 2. (4.50)














pβi − (1− pα) = 0.

























j+1 = c. (4.52)
Since 0 ≤ pβi < 0.5 for i = 1...N − 1, we can conclude that pβ1 = ... = pβN−1 if equation
(4.52) holds for all i. We can prove it by contradiction. If we assume that there exist a pair

















the j-th terms in equation (4.52) of indices q and k satisfy
(




)j+1 < (pβk + j − 1) pj−2βk(1− pβk)j+1 ∀j = 1, ..., n.





















, which contradicts to our assumption. Then
we have shown that pβ1 = ... = pβN−1 . Using the equality constraints, we can compute
pβ1 = · · · = pβN−1 =
1−pα
N−1 . Based on this result, the only extrema is












(1− pα)j−1(N − 1)2
(pα +N − 2)j
. (4.53)




















+N − 2. (4.54)




























































pα+N−2 ≥ 0 has already be shown in Proposition 4.2.6. Then we

























































(Npα +N − 2) (N − 2)(1− pα)2
p2α (pα+N−2)
2 .







Combining equations (4.55), (4.56) and (4.57), we can show that eMEA ≥ 0. This means
that tnA,MEA at the boundary is greater than or equal to t
n









+N − 2 is the maximal value.
HAMEA
For the HAMEA, its adaptiveness is measured by the mean hitting steps from the state
(β1, 1, 1) when n = 1 and (β1, 2, n) when n > 1 to hitting set An, i.e. h1A(1) or h
n
A(2),
based on equation (4.33).















Proof. We utilize the Lagrange multiplier to find the extrema of the system using the fol-
lowing set of equations.
∇tA,HAMEA = c∇g(β)
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. Since 0 ≤ βi < 0.5∀i =
1...N − 1 The only time this equation is true is when β1 = ... = βN−1
Since g(β) = 1−α =
N−1∑
i=1
βi, and β1 = ... = βN−1 Thus 1−α = N−1β1, making β1 =
... = βN−1 =
1−α











Next we consider the boundary conditions βi = 1 − α and βj = 0∀j 6= i. Solving























Since N ≥ 2 and 1 ≤ α > 0.5. (1 − α) ≥ 0, N − 2 ≥ 0, αN + N − 2 ≥ 0, α2 ≥ 0,
and (α +N − 2)2 ≥ 0. And combining all these equations we have
(1− α)(N − 2)(αN +N − 2)
α2(α +N − 2)2
≥ 0
(1− α)(N − 2)(αN +N − 2)
α2(α +N − 2)2
+
(N − 1)2
(α +N − 2)2
≥ (N − 1)
2
(α +N − 2)2
(α +N − 2)2
α2(α +N − 2)2
≥ (N − 1)
2
(α +N − 2)2
1
α2
≥ (N − 1)
2
(α +N − 2)2
In addition, because N − 2 ≥ 0.
N − 2 ≥ 0








N − 2 + α
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≥ (N − 1)
2
(α +N − 2)2
(
1− α










(1− α)i−2(N − 1)2
(α +N − 2)i
From what was shown in Proposition 4.2.6 we see that
1
α





≥ (N − 1)
2




(1− α)i−2(N − 1)2
(α +N − 2)i
1
α








≥ (N − 1)
2




(1− α)i−2(N − 1)2
(α +N − 2)i






















is the maximum value.
4.2.3 Consistency Analysis for Four Learning Algorithms
Consistency is a measure of how often a learning algorithm changes its prediction in case
that there is a temporary change of the concept preference. We denote the measure of
consistency as tC and we use the first element in hB to quantify consistency of WMA,
Winnow, and MEA. For HAMEA, as with Adaptiveness we use the second element. A
larger mean hitting time indicates a better consistency.
WMA
For the WMA, its consistency is measured by the mean hitting time from the initial state








For the Winnow, its consistency is measured by the mean hitting time from the initial state
(α, 1) to the hitting set B. Based on equation (4.26), the formula to compute consistency
for Winnow is
tC,WIN = +∞. (4.60)
MEA
For MEA, its consistency is measured by the mean hitting time from the initial state
(α, 1, n) to the hitting set Bn. Based on equation (4.24), the formula to compute con-


















For HAMEA, its consistency is measured by the mean hitting time from the initial state
(α, 1, 1) if n = 1 and (α, 2, n) if n > 1 to the hitting set Bn. Based on equation (4.36), the
























4.2.4 Comparisons among the Four Learning Algorithms











+N − 2. (4.63)
These equations are identical to equations (4.59) and (4.38) that give the consistency and
adaptiveness of WMA.














+ 2N − 4. (4.66)
For MEA these equations are identical to equations (4.60) and (4.44) that give the consis-
tency and adaptiveness of Winnow. Hence, the WMA and the Winnow algorithms can be
seen as extreme cases of the MEA. For HAMEA the consistency is the same as Winnow at
infinity, however the value for adaptiveness is larger than MEA and Winnow, meaning that
HAMEA is less adaptive.
For all the finite nonzero values of n, tnA,MEA and t
n
C,MEA take values between the two ex-
treme values. This has confirmed our observations from prior simulations and experiments
that the MEA is more adaptive than the WMA, and more consistent than the Winnow algo-
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rithm [42]. As the number of times that MEA changed output increases, corresponding to
an increase in n, MEA becomes less adaptive and more consistent.
For all the finite values of n > 1, tnA,HAMEA and t
n
C,HAMEA are larger than t
n
A,MEAand
tnC,MEA. Thus HAMEA is more consistent but less adaptive than MEA. And as with MEA,
as the number of times that HAMEA changed output increases, corresponding to an in-
crease in n, HAMEA becomes less adaptive and more consistent.
4.3 Simulation Results
In this section, we simulate WMA, Winnow, MEA and HAMEA to learn a concept. The
simulation results support the analysis we presented in the previous Section.
We assume the preferred action of the concept corresponds to the prediction of expert 1,
which means α = 1 in the simulation setup. Based on the initial weights of these learning
algorithms, the initially selected expert is always expert 1 which matches with the concept
the algorithms want to learn. Here we note that the variable n introduced for the MEA
has the physical meaning as the number of times that a learning algorithm continuously
predicted the preferred action 1. We will use this definition of n for the comparison among
WMA, Winnow, MEA and HAMEA.
4.3.1 Consistency
We simulated WMA, MEA and HAMEA, each learning algorithm with 2, 3, and 7 experts
respectively. We set the probability for the preferred action, pα, to be 0.7. That is to say, the
concept has a deviation probability of 0.3. Under this deviation, we want to test whether
each of these learning algorithm can consistently select expert 1. For each algorithm, We
ran 400 trials for each algorithm. The simulation of a trial terminates when the value of
n is greater than 6. The total time steps of all trials we ran for WMA and MEA are no
more than 10000. We define the number of the time steps from the initial time to the last
time before the n-th prediction switching from the action 1 to other action as tin, where i
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Figure 4.5: Expected and averaged steps until switching for a given n with 70% preference
probability
represents the number of trials and n = 1, ..., 6. For example, if the prediction output of a
trial i is [1, 1, 1, 1, 2, 2, 1, 1, 2, 2, 1, 1, 1, 1, 1, ...], then the measured time steps tin are
[1, 1, 1, 1︸ ︷︷ ︸
ti1=4
, 2, 2, 1, 1︸︷︷︸
ti2=2
, 2, 2, 1, 1, 1, 1, 1︸ ︷︷ ︸
ti3=5
, ...].






n. The larger averaged number tn means better consistency. Figure 4.5 presents
the simulation results. As we can see from this figure, WMA has a smaller averaged num-
ber, meaning that WMA is less consistent. The average numbers of MEA are larger than
WMA, which means that MEA has better consistency than WMA, and the average number
of HAMEA are larger than MEA, which means that HAMEA has better consistency than
MEA. We can also observe that an exponential increase occurs in the number of steps as
the value of n increases. This also justifies our conclusion in Section 4.2.4 that MEA and
HAMEA become more consistent as n increases. Notice that Figure 4.5 does not include
the Winnow Algorithm. This is because the averaged time steps of Winnow is greater
than 10000, which is significantly larger than the averaged time steps for WMA, MEA and
HAMEA. Therefore, the results for Winnow are not included in this figure but are verified
to be greater than the averaged time steps of MEA in our simulation. This verifies that
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Figure 4.6: Averaged steps until adapting for a given number of steps before drift with 70%
preference probability of two expert algorithms.
Winnow is more consistent than MEA and HAMEA, which has already been discussed in
our analysis.
4.3.2 Adaptiveness
We simulated the case where the preferred action of the concept changed, i.e. α 6= 1,
after several time steps. The number of time steps before drift takes place, denoted by
k, was ranged from 1 to 100 and 100 trials were simulated for each k. The deviation
probability was set to be 0.3 both before, and after drift. For each trial, we counted how
many time steps are needed for a learning algorithm to change its prediction from 1 to the
new preferred action. Then we take the average of these time steps among the 100 trials for
each k.
Figure 4.6 shows the average time steps of WMA, Winnow, MEA and HAMEA, each
with two experts. The reason why only two experts are considered in this simulation is
because this analysis focuses on measuring how long each type of the learning algorithm
needs to leave a non-preferred state. Therefore, the case with 2 experts is enough to support
the analysis.
As we can see from Figure 4.6, for WMA, MEA and HAMEA, the averaged time steps
required to adapt to the new preference remains almost a constant over all k. The Winnow
has a linear increase in the average time steps required to adapt as k increases. For WMA,
77
the growth is slow because it has a small tA,WMA and the initial distance to the switch state
is always 1. For MEA and HAMEA, the growth is also slow, but faster than WMA. This is
because tA,MEA and tA,HAMEA are limited by n which, as shown in figure 4.5, becomes less
likely to change after each increase in n. The value of n also limits the initial distance to
the switch state. For the Winnow algorithm, the growth is much faster because it not only
has a larger tA,WIN, but its initial distance to the switch state increases when the number
of trials increase before the drift occurs. This shows that as the run-time of a learning
algorithm increases, the Winnow algorithm becomes less adaptive and therefore it is not
ideal for long-term learning. It should also be noted that HAMEA has a slightly smaller
adaptivness value than MEA. This is because of the increased consistency that is shown in
the previous subsection allows HAMEA to remain at smaller n than MEA. Thus HAMEA
and MEA have better consistency than WMA, and better adaptiveness than Winnow.
4.4 Experimental Results
4.4.1 Setup
The experiment consisted of a simple hallway with a stationary ‘robot’ in the center. Ten
human participants were then asked to walk past the stationary robot at least ten times.
The direction the human chose when passing this robot was recorded. Then, using the
assumption that the human would prefer the robot to pass in such a way so that there would
not be a collision, the expected output of the robot was determined. Thus the opposite
side of whatever side the human used to pass the stationary robot can be taken to be the
‘success’ output.
This stationary robot was equipped with a distance sensor to determine the direction
that the human passed the robot. And a data set was compiled for each person giving the
sequential results for the expected output of the robot. WMA, Winnow, MEA, and HADEA
were then run on these data sets. The human expectation and algorithm outputs can be seen
in appendix A, as well as the recorded Error and n as defined in the previous section.
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4.4.2 Results
Consistency can be related to n for an algorithm. As the larger the value that n reaches
in a set number of steps the more times the algorithm has changed outputs and thus the
the algorithm performance is less consistent. From the human experimental results WMA
had an average n of 4.1, Winnow had an average n of 1.7, MEA had an average n of
3.4, and HAMEA had an average n of 2.1. This confirms both analysis and simulation
with WMA being the least consistent, followed by MEA, then HAMEA then Winnow as
the most consistent. This pattern holds for each individual test except for subject 7 where
HAMEA behaved more consistently than Winnow.
The Markov Chain model can be leveraged to calculate p1 using two methods that are
explained in appendix B. These two methods are called Full State (FS) which utilizes every
recorded state, and First State Last State (FSLS) which only required the initial and final
state of the learning algorithm to be recorded.
FS Analysis
Since the calculation for FS means that all the transitions are considered with equal weight.
The final result is the same as if each output was recorded and calculated. This final result
will be included in the FSLS Analysis as the expected p1.
p1 Calculation
As explained in appendix B FS analysis will return the same p1 value for every algorithm
when N = 2. This value is also the same as the value for p1 obtained by directly using the
collected human data.
The probability output produced by FSLS analysis can be seen in figure 4.7. This
figure shows the results of the MEA algorithm run on the data-set of subject 1. It gives
the probably that each potential p1 would result in the known final state which shows the
probability relating to each p1. The largest value is p1 = .85 which is close to actual
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Table 4.1: Table of results for FSLS analysis on experimental data
WMA Winnow MEA HAMEA
Subject Expected p1 p1 error p1 error p1 error p1 error
1 .8462 1.0 .1538 .85 .0038 .85 .0038 .85 .0038
2 .4167 0.0 .4167 .40 .0167 0.0 .4167 0.0 .4167
3 .8333 1.0 .1667 .85 .0167 .85 .0167 .85 .0167
4 .3333 1.0 .6667 .35 .0167 .35 .0167 .35 .0167
5 .5000 0.0 .5000 .50 0.000 .45 .0500 .45 .0500
6 .5385 0.0 .5385 .55 .0115 .45 .0715 .45 .0715
7 .7143 1.0 .2857 .70 .0143 .65 .0643 .65 .0643
8 .3333 0.0 .3333 .35 .0167 .35 .0167 .35 .0167
9 .5000 0.0 .5000 .50 0.000 .45 .0500 .45 .0500
10 .5000 0.0 .5000 .50 0.000 .55 .0500 .55 .0500
Average Error .5562 .0096 .0756 .0756
expected value of p1 = .8462
Figure 4.7: Subject 1 FSLS parameter ID with MEA algorithm.
Table 4.1 shows the results of FSLS analysis for ten data sets as well as the expected
value and the error between the expected and actual value. It can be seen that this method
gives the most accurate results to Winnow because every step changes the state. MEA and
HAMEA also have a good accuracy, although it is not as low as Winnow. WMA is the least





In previous chapters, we assumed that the expectation is only affected by drift and inde-
pendent of the performance of the learning algorithm used by the robot. This assumption
does not always hold. Perhaps the most obvious example would be when the robot is in-
teracting with an individual human. Because the human is also able to learn, the human’s
expectation of the robot can change due to the changes in robot’s behavior. Therefore, we
study the mutual influence between the changing expectation of a human and the learning
algorithm used by a robot. In this chapter, we only consider a simple case where both the
human and the robot have only two possible actions, but it will illustrate how to analyze
when chatter occurs and how to solve the chatter issue during co-learning. The actions for
human is denoted by At, representing the action taken by the human at t-th interaction. It
can have the value of −1 or 1. The two possible actions for the robot are denoted by λt,
representing the action taken by the robot at t-th interaction, which also has the value of−1
or 1. If At = λt, then we say the human action and the robot action matches. Otherwise,
the two actions do not match.
We model a co-learning system using two feedback loops, as shown in Figure 5.1. For
each human robot interaction, the human has an expectation of what action the robot will
take for the upcoming interaction. Based on the expectation, the human takes one corre-
sponding action out of two possible human actions. Feedback is given to the human by
comparing the robot’s action to the human’s action. If they match with each other, then
the feedback is a success. Otherwise, the feedback is an error. Based on the feedback, we
assume the human will adjust its internal states (characterized by some internal parameters)
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and may change the expectation for the next interaction. Similar to the learning algorithm,
the algorithm predicts an output based on its learning about the human. The output de-
termines one robot behavior out of two. Feedback is given to the learning algorithm after
an interaction to adjust the internal parameters of learning algorithm, in order to make a
correct prediction for the next interaction. The whole co-learning system can be viewed
as a closed loop system and we can analyze its dynamic behavior. In this section, we first
introduce the mathematical models of ”human mind” and ”learning algorithm”.
Figure 5.1: Layout for a co-learning system between a human and a learning algorithm
The chatter behavior in the co-learning system with binary actions can be defined as
follows:
Definition 5.1.1. If there exists a t0 such that At = −At−1, λt = −λt−1, and At = −λt
that holds for all t > t0, then we say chatter occurs in the co-learning system with binary
actions.
Since we only allow binary values for At and λt, the chatter behavior in co-learning is a
limit cycle in the dynamics. This chatter is not desired for co-learning. Therefore, we will
analyze the co-learning system to determine the condition when chatter occurs. And based
on this analysis, we show that HAMEA is designed in order to prevent chatter.
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5.2 Modeling
5.2.1 Human Learning Model
To model the human mind, we use a well studied psychological model called the Rescorla-
Wagner model [43], which has been used to describe human learning that associates a
conditioned stimuli with an unconditioned stimuli. We consider the arrival of a robot as
the conditioned stimuli and the behavior of the robot as the unconditioned stimuli. Then
the Rescorla-Wagner model describes how the human learns to predict the robot’s behavior
from its arrival.
The Rescorla-Wagner model is described by a difference equation
Vt = (1− γ)Vt−1 + γλt−1 (5.1)
where γ is a constant with real value in [0, 1] representing how much weight the human
puts on new information and Vt is a real number in the range of [−1, 1], representing the
internal state of the human at the t-th interaction. And we denote V0 as the initial value of
Vt before the human starts interacting with the robot , which is defined by the Rescorla-
Wagner model as being in the range of [−1, 1].
Lemma 5.2.1. Since V0 ∈ [−1, 1] then Vt ∈ [−1, 1] for all t > 0
Proof. Assume that Vt−1 ∈ [−1, 1]. Since −1 ≤ Vt−1 ≤ 1 then −1(1 − γ) + γλt−1 ≤
(1−γ)Vt−1+γλt−1 ≤ 1(1−γ)+γλt−1. From equation 5.1 we know that (1−γ)Vt−1+γλt−1,
therefore.
−1 + γ(λt−1 + 1) ≤ Vt ≤ 1 + γ(λt−1 − 1) (5.2)
Since λt−1 is either−1 or 1, the possible values for the minimum of Vt ,−1+γ(λt−1+1)
are −1 or −1 + 2γ. And the possible values for the maximum of Vt , 1 + γ(λt−1 − 1) are
1− 2γ and 1.
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Since γ ∈ [0, 1] the possible values for the minimum of Vt are −1 and [−1, 1], and
thus the smallest possible value for the minimum of Vt is −1. The possible values for the
maximum of Vt are [−1, 1] and [1], and thus the largest possible value for the maximum
of Vt is 1. Thus, Vt ∈ [−1, 1] if Vt− ∈ [−1, 1]. Since V0 ∈ [−1, 1] then by induction
Vt ∈ [−1, 1], for any t > 1.
The human action is determined by the value of Vt following the rule
At =
 1 if Vt ≥ 0−1 if Vt < 0 (5.3)
The human subject is only allowed to make two possible choices of the actions represented
by the two values of At. Correspondingly, our learning algorithm will control the robot to
produce two reactions respectively.
5.2.2 Multi Expert Algorithm
For the ‘Learning Algorithm’ block in figure 5.1, one of the two algorithms we will consider
is the MEA. The model of this algorithm is presented in chapter 3. However we will need
to make some modifications to the algorithm. The first will be explicitly setting N = 2.
The second modification will be, in order to more easily integrate with values from the
Rescorla-Wagner model, λ = {1,−1}.
Because of the change from the second output label from 2 to −1 the equation for
selecting lambda is slightly changed from equation 3.1 in that in the case of a tie the max-
imum value is chosen instead of the minimum. This is so that output 1 is still chosen in
the case of a tie, despite the fact that the second output is valued at −1 instead of 2. The
equations 3.2, and 3.3 for the values of R and n remain the same
λt = min(argmax{W1,W−1})) (5.4)
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Algorithm 8 Multi Expert Algorithm
1: Set W1 = W−1 = 0.5
2: Choose selection λt with equation (5.4)




5: else if Success(λt = At) then
6: if Wλt < 0.5 then
7: Wλt = 2Wλt
8: else
9: Wλt = Wλt
10: end if
11: end if
The three variables [R, s, λt, ] are used to define the automata of MEA as shown in
figure 5.2. And based on line 1 of algorithm 8, the initial state is R0 = n0 = λ0 = 1.
Figure 5.2: MEA Automata with each state defined in terms of [λ,R, n]
The update equations for each variable are as follows.
λt =




Rt−1 + 1 if λt−1 = At−1 and Rt−1 < nt−1
Rt−1 if λt−1 = At−1 and Rt−1 = nt−1
Rt−1 − 1 if λt−1 6= At−1 and Rt−1 > 1
Rt−1 if λt−1 6= At−1 and Rt−1 = 1
(5.6)
nt =
 nt−1 + 1 if λt−1 = −1 6= At and Rt−1 = 1nt−1 otherwise (5.7)
We assume that the robot enacts a control law enabling it to preform behavior λt, and
has detection capabilities sufficient to detect the human action At. It is obvious that we
cannot directly observe the human’s internal parameters γ or V (t), but only observe the
human’s action At. The robot learning algorithm can influence the parameter V (t) but it
cannot influence γt.
5.2.3 Human Aware Multi Expert Algorithm
In this section, we present HAMEA, which is a revised version of MEA designed to prevent
chatter during the co-learning process. The model of this algorithm is presented in chapter
3. However we will need to make the same modifications to this algorithm as we did to
algorithm 8 in the previous subsection.
The three variables [R, s, λt, ] are used to define the automata of MEA as shown in
figure 5.2. And based on line 1 of algorithm 8, the initial state is R0 = n0 = λ0 = 1.
This new algorithm produces the same update for λ by equation (5.5), and n by equation
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Algorithm 9 Human Aware Multi Expert Algorithm
1: Set W1 = W−1 = 0.5
2: Choose selection λt with equation (5.4)




5: if selection λt+1 from equation (5.4) 6= λt then
6: Wλt+1 =
{
2Wλt+1 if Wλt+1 < 0.5
0.5 otherwise
7: end if
8: else if Success(λt = At) then
9: if Wλt < 0.5 then
10: Wλt = 2Wλt
11: else
12: Wλt = Wλt
13: end if
14: end if
Figure 5.3: HAMEA Automata with each state defined in terms of [λ,R, n]
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(5.7). However the update equation for R has changed as shown in equation (5.8).
Rt =

Rt−1 + 1 if λt−1 = At−1 and Rt−1 < nt−1
Rt−1 if λt−1 = At−1 and Rt−1 = nt−1
Rt−1 − 1 if λt−1 6= At−1 and Rt−1 > 0
1 if λt−1 6= At−1 and Rt−1 = 0 and nt = 1
2 if λt−1 6= At−1 and Rt−1 = 0 and nt > 1
(5.8)
5.3 Chatter Analysis
The human is described by the two internal parameters Vt and γ, where Vt is the state that
changes over time. For notation simplicity we drop the index t on At and Vt when there is
no confusion. Now let V ∈ [−1, 1] and A ∈ {−1, 1}. Let us define the set BAt,rt as the set
of all values of (γ, Vt) that produce output At and takes a minimum of rt errors from time
t to produce the output −At. This set is important for chatter analysis since any (γ, V0)
starting in this set will generate chatter eventually. We will compute this set in different
settings.
Lemma 5.3.1. B−1,1 = {(V, γ)|γ ∈ [0, 1], V ∈ [−1, 1], and V ∈ [ −11−γ + 1, 0)}
Proof. We know that γ ∈ [0, 1] and V ∈ [−1, 1]. And by equation (5.1), Vt = (1−γ)Vt−1+
γλt−1. The set produces output At = −1 and requires 1 error to switch to 1. Therefore, an
error must occur at time t, i.e. λt = 1 and At+1 is 1. In order to have At+1 = 1, Vt+1 ≥ 0
must hold. Then we can find the condition for Vt as follows,





And since the action At = −1, Vt must be less than 0. The range of Vt is then
−1
1− γ
+ 1 ≤ Vt < 0 (5.9)
Lemma 5.3.2. For an arbitrary number of errors r > 1 B−1,r = {(V, γ)|γ ∈ [0, 1], V ∈




Proof. We know that γ ∈ [0, 1] and V ∈ [−1, 1]. By equation (5.1), Vt = (1 − γ)Vt−1 +
γλt−1. Additionally, let V0 = V be the initial conditions before any errors occur. And
let Vn ≥ 0 since the output changes only after r errors. Thus Vi < 0 ∀i = 0...n − 1.
Additionally λ0 = ... = λr−1 = 1 Using the same process from Lemma 5.3.1 we can see
that V must satisfy the following equations:
−1
(1− γ)
















The solutions is then
−1
(1− γ)r




Therefore, B−1,r = {(V, γ)|γ ∈ [0, 1], V ∈ [−1, 1]V ∈ [ −1(1−γ)r + 1,
−1
(1−γ)r−1 + 1}
We can then conclude that the following Lemmas hold by symmetric arguments.
Lemma 5.3.3. B1,1 = {(V, γ)|γ ∈ [0, 1], V ∈ [−1, 1], and V ∈ [0, 11−γ − 1)}
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Lemma 5.3.4. B1,r = {(V, γ)|γ ∈ [0, 1], V ∈ [−1, 1], and V ∈ [ 1(1−γ)r−1 − 1,
1
(1−γ)r − 1)}
After obtaining the representation of the sets, we now show that these sets are not empty.
In other words, we want to show that there always exist γ and V that are in these sets.
Lemma 5.3.5. For any finite r, BA,r is not empty.
Proof. If A = 1 or−1, since 1
1−γ > 1 can always be satisfied for some γ, we know that the
sets B1,1 or B−1,1 in Lemmas 3.1, 3.2, 3.3 and 3.4 are not empty.
If r > 1 we can look at Lemma 5.3.4 and see that B1,r = {(V, γ)|γ ∈ [0, 1], V ∈
[−1, 1]V ∈ [ 1
(1−γ)r−1 − 1,
1
(1−γ)r−1 − 1}. We want to show that there always exist γ so that





(1−γ)r−1−1 is monotonically increasing as r increases. Thus as r goes towards
infinity we want to show that there will be (V, γ) within the set. Since limr→∞ 12
1
r = 1
which is less than or equal to 1 − γ when γ = 0 which is within the possible range of γ,
then for all finite r there will be a sufficiently small γ so that we can find V to make B1,r
not empty.
Next, we show that one error at time t− 1 will cause a switching of output at time t for
the values of (γ, Vt−1) that are in BAt−1,1.
Lemma 5.3.6. If an error occurs in the set BAt−1,1 at time t − 1 then at time t the state is
in set B−At−1,1
Proof. If At−1 = 1 then an error means that λt−1 = −1. We also know from Lemma 5.3.3
that 0 ≤ Vt−1 < 11−γ − 1. And from equation (5.1) that Vt = (1− γ)Vt−1 + γλt−1. Which
leads to the following equation.
−γ ≤ (1− γ)Vt−1 − γ = Vt < 0 (5.11)
Since γ ∈ [0, 1] we know that −γ ≥ − 1
1−γ + 1. This means that Vt is within the set
B−At−1,1.
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If At−1 = −1 then an error means that λt−1 = 1. Using the same analysis as before we
get
0 ≤ (1− γ)Vt−1 + γ = Vt < γ (5.12)
And since γ ∈ [0, 1] γ ≤ 1
1−γ − 1 which means that Vt is within the set B−At−1,1.
5.3.1 MEA Chatter Analysis
We can then give a sufficient condition for chatter for the MEA algorithm as follows:
Lemma 5.3.7. For the MEA, if λt−1 = −At−1 and Rt−1 = rt−1 = 1, then chatter will
occur for some values of (γ, Vt−1).
Proof. By equation (5.6), at time t Rt = 1. And by equation (5.4) λt = −λt−1. As
shown by Lemma 5.3.6 if the initial state is within the set BAt−1,1 and λt−1 = −At−1, then
At = −At−1 and rt = 1.
This means that at time t an error is still produced so that λt = −At and Rt = rt = 1.
Thus for all future times an error is still produced. Hence and λt = −At Rt = rt = 1,
which will then trigger At = −At−1 and λt = λt−1. This leads to chatter according to
Definition 5.1.1.
Therefore, we can conclude that chatter happens for certain initial values.
Theorem 5.3.8. For MEA a V0 and γ in set B−1,1 will produce chatter.
Proof. The initial state of MEA is given as R0 = s0 = λ0 = 1. Thus by Lemma 5.3.7 if γ
and V0 are within set B−1,1 the system will produce chatter.
5.3.2 HAMEA
In order to show that HAMEA does not generate chatter, we show that all possible values
of γ and V do not lead to chatter.
Theorem 5.3.9. If At = λt then there is no chatter after t.
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Proof. If At = λt then based on the update equations (5.1) and (5.3), At+1 = At. From the
update equation (5.4) for λ, λt+1 = λt. Thus there will be no chatter after t if At = λt.
Lemma 5.3.10. For set BAt,rt , if rt > 1 and λt 6= At then the set BAt+1,rt+1 is identical to
the set BAt,−1+rt
Proof. If rt > 1 and At = −1 we can use Lemma 5.3.2 which defines the Vt ∈ [ −1(1−γ)rt +
1, −1




(1−γ)rt−2 + 1) which would be in set BAt,−1+rt
If rt > 1 and At = 1 we can use Lemma 5.3.4 which defines the Vt ∈ [ 1(1−γ)rt−1 −
1, 1




(1−γ)rt−1 − 1) which would be in set BAt,−1+rt .
Thus after an error at time t, if r > 1 then BAt+1,rt+1 = BAt,−1+rt
Theorem 5.3.11. If At = −λt and Rt 6= rt then there is no chatter after t.
Proof. Consider Rt > rt. Since At 6= λt an error occurs at time t. This can lead to two
distinct output depending on if rt = 1 or rt > 1.
If rt = 1 then by Lemma 5.3.6, At+1 = −At. And since Rt > rt = 1, the HAMEA
update equations (5.5) and (5.8) give Rt+1 = Rt − 1 and λt+1 = λt. Since λt+1 = At+1 by
Theorem 5.3.9 there is no chatter.
If rt > 1 then by Lemma 5.3.10, At+1 = At, and rt+1 = rt−1. And since Rt > rt > 1,
the HAMEA update equations (5.5) and (5.8) give Rt+1 = Rt − 1 and λt+1 = λt. Thus
Rt+1 = Rt−1 > rt+1 = rt−1 and At+1 6= λt+1. By induction, after a total of ∆t = rt−1
iterations, Rt+∆t > rt+∆t = 1, which as shown above for rt = 1, produces no chatter.
Now consider rt > Rt. Since At 6= λt an error occurs at time t. This can lead to two
distinct output depending on if Rt = 1 or Rt > 1.
If Rt = 1 then by HAMEA update equation (5.5), λt+1 = −λt. And since rt > Rt = 1
by Lemma 5.3.10 we know At+1 = At. Since λt+1 = At+1 by Theorem 5.3.9 there is no
chatter.
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IfRt > 1 then by the HAMEA update equations (5.5) and (5.8) giveRt+1 = Rt−1 and
λt+1 = λt. And by Lemma 5.3.10, At+1 = At, and rt+1 = rt − 1. And since rt > Rt > 1,
Thus rt+1 = rt − 1 > Rt+1 = Rt − 1 and At+1 6= λt+1. By induction, after a total of
∆t = rt − 1 iterations, rt+∆t > Rt+∆t = 1, which as shown above for rt = 1, produces no
chatter.
Thus all possible situations that satisfy At = −λt and Rt 6= rt have been covered.
None of these situations lead to chatter. So when At = −λt and Rt 6= rt then there is no
chatter.
Theorem 5.3.12. If At 6= λt and Rt = rt then there is no chatter when using HAMEA.
Proof. If At 6= λt and Rt = rt then using HAMEA update equations (5.5) and (5.8), and
Lemma 5.3.10, after time ∆t = Rt − 1, At+∆t = −λt+∆t and Rt+∆t = rt+∆t = 1. By
Lemma 5.3.6, At+∆t+1 = −At+∆t and rt+∆t+1 = 1.
The following cases must be considered to show that no chatter happens. The first case
is if st+∆t+1 > 1. The second is if st+∆t+1 = 1.
If st+∆t+1 > 1 then by HAMEA update equations (5.8) and (5.5), Rt+∆t+1 = 2 and
λt+∆t+1 = −λt+∆t. Thus Rt+∆t+1 6= rt+∆t+1 and λt+∆t+1 = −At+∆t+1 which will not
produce chatter according to Theorem 5.3.11.
If st+∆t+1 = 1 then by HAMEA update equations (5.8) and the first when λt+∆t+1 =
−1, and the second when λt+∆t+1 = 1.(5.5), Rt+∆t+1 = 1 and λt+∆t+1 = λt+∆t. This can
lead to two cases λt+∆t+1 = −1 and λt+∆t+1 = 1.
If λt+∆t+1 = −1 then by the HAMEA update equations(5.7), (5.6 B), (5.5), st+∆t+2 =
2, Rt+∆t+2 = 2 and λt+∆t+2 = −λt+∆t+1 and by Lemma 5.3.6, At+∆t+2 = −At+∆t+1 and
rt+∆t+2 = 1. Thus Rt+∆t+2 6= rt+∆t+2 and λt+∆t+2 = −At+∆t+2 which will not produce
chatter from Theorem 5.3.11.
If λt+∆t+1 = 1 then by the HAMEA update equations (5.7), (5.6), (5.5), st+∆t+2 = 1,
Rt+∆t+2 = 1 and λt+∆t+2 = −λt+∆t+1 and by Lemma 5.3.6, At+∆t+2 = −At+∆t+1 and
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rt+∆t+2 = 1. This is now the same as the previous case, λt+∆t+1 = −1, and so this case
also does not produce chatter.
Since all the cases considered do not produce chatter, and they cover all possible cases.
If At 6= λt and Rt = rt then there is no chatter when using HAMEA.
Combining Theorem 5.3.9, Theorem 5.3.11, and Theorem 5.3.12 we conclude that there
is no values of γ and Vt that can produce chatter for the HAMEA.
5.4 Simulation
To support the chatter analysis for MEA and HAMEA simulations were run for both algo-
rithms. Each algorithm was started at R0 = 1,n0 = 1, and λ0 = 1. Each algorithm was run
using the Rescorla-Wagner model to model the human they were interacting with. Values
of γ and V0 of the Rescorla-Wagner model were iterated through, and the amount of steps
that it took the algorithm to reach a steady state was recorded for each γ and V0 pair. If
50 iterations passed without a steady state being reached the algorithm was considered to
chatter.
Figure 5.4: Simulation results for steps until steady state using MEA based off of γ and V0
The red area in Figure 5.4 for MEA indicates the values of γ and V0 where chatter
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occurs. These V0 and γ are within the set B−1,1, which our analysis has predicted. As
comparison, Figure 5.5 shows the steps required to reach steady state when HAMEA is
used. There is no chatter present e.g. no red region. The values in B−1,1 only requiring 3
steps to reach steady state, which matches with our analysis.
Figure 5.5: Simulation results for steps until steady state using HAMEA based off of γ and
V0
5.5 Implementation
HAMEA was implemented onto the the GT-MAB. The algorithm was able to take input
from the blimp and return an action selection that the blimp was able to execute. It was
then able to take in feedback and HAMEA updates the concept learnt by GT-MAB. The
update rule executed in an average of 8.87 × 10−3 seconds over 6 Trials. This shows
that HAMEA can be implemented without a noticeable increase in the computation time
compared to MEA. It is well situated to perform future interaction studies.
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This thesis gives a novel approach for modeling simple N-Expert online ensemble learning
algorithms as automata. Four online ensemble learning algorithms: the WMA, the Winnow
algorithm, the MEA, and the HAMEA, were modeled as automata using this method. This
modeling allows for a more comprehensive understanding of the performance of the online
ensemble learning algorithm, the environment the algorithm interacts with and the behavior
of the learning algorithm when interacting with a second learning system.
The automata models were combined with a probability distribution to allow for the
performance of the learning algorithms to be modeled with Markov chains. Performance
metrics such as the consistency and adaptiveness of an algorithm can be calculated using the
mean hitting times of these Markov chains. Since these performance metrics are important
for the implementation of online ensemble learning algorithms into applications such as
human robot interaction, this computation aids in the potential for these algorithms to be
utilized and designed for these types of applications.
These automata models were also combined with a second learning system in order
to identify and prevent undesirable behaviors. One such undesirable behavior is chatter,
which occurs when a learning algorithm continually changes its prediction, without reach-
ing a constant prediction of the second learning system’s intention. Modeling the second
learning system as a human by using the Rescorla-Wagner model we were able to identify
the situations where chatter will occur and to identify aspects of the design, such as shown
in HAMEA, that prevent chatter.
Future work consists of expanding the automata creation and Markov chain analysis to
the cases where the number of possible outputs is less than the number of experts used. It
also consists of expanding the parameter identification and chatter analysis to cases where
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n > 2. As well as the development and implementation of online ensemble learning algo-







Table A.1: Subject 1 Experimental Results
WMA Winnow MEA HAMEA
Subject 1 λ R λ R λ R, n λ R, n
1 1 1 1 1 1 1,1 1 1,1
1 1 1 1 2 1 1,1 1 1,1
1 1 1 1 3 1 1,1 1 1,1
1 1 1 1 4 1 1,1 1 1,1
1 1 1 1 5 1 1,1 1 1,1
2 1 1 1 6 1 1,1 1 1,1
1 2 1 1 5 2 1,1 2 1,1
1 1 1 1 6 1 1,2 1 2,2
1 1 1 1 7 1 2,2 1 2,2
1 1 1 1 8 1 2,2 1 2,2
2 1 1 1 9 1 2,2 1 2,2
1 2 1 1 8 1 1,2 1 1,2
1 1 1 1 9 1 2,2 1 2,2
1 1 1 10 1 2,2 1 2,2
Error 4 2 3 3
n 3 1 2 2
Table A.2: Subject 2 Experimental Results
WMA Winnow MEA HAMEA
Subject 2 λ R λ R λ R, n λ R, n
1 1 1 1 1 1 1,1 1 1,1
1 1 1 1 2 1 1,1 1 1,1
1 1 1 1 3 1 1,1 1 1,1
1 1 1 1 4 1 1,1 1 1,1
1 1 1 1 5 1 1,1 1 1,1
2 1 1 1 6 1 1,1 1 1,1
2 2 1 1 5 2 1,1 2 1,1
2 2 1 1 4 2 1,1 2 1,1
2 2 1 1 3 2 1,1 2 1,1
2 2 1 1 2 2 1,1 2 1,1
2 2 1 1 1 2 1,1 2 1,1
2 2 1 2 1 2 1,1 2 1,1
2 1 2 2 2 1,1 2 1,1
Error 1 6 1 1
n 1 1 1 1
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Table A.3: Subject 3 Experimental Results
WMA Winnow MEA HAMEA
Subject 3 λ R λ R λ R, n λ R, n
1 1 1 1 1 1 1,1 1 1,1
1 1 1 1 2 1 1,1 1 1,1
2 1 1 1 3 1 1,1 1 1,1
1 2 1 1 2 2 1,1 2 1,1
1 1 1 1 3 1 1,2 1 2,2
1 1 1 1 4 1 2,2 1 2,2
1 1 1 1 5 1 2,2 1 2,2
1 1 1 1 6 1 2,2 1 2,2
2 1 1 1 7 1 2,2 1 2,2
1 2 1 1 6 1 1,2 1 1,2
1 1 1 1 7 1 2,2 1 2,2
1 1 1 1 8 1 2,2 1 2,2
1 1 1 9 1 2,2 1 2,2
Error 4 2 3 3
n 3 1 2 2
Table A.4: Subject 4 Experimental Results
WMA Winnow MEA HAMEA
Subject 4 λ R λ R λ R, n λ R, n
2 1 1 1 1 1 1,1 1 1,1
2 2 1 2 1 2 1,1 2 1,1
2 2 1 2 2 2 1,1 2 1,1
1 2 1 2 3 2 1,1 2 1,1
2 1 1 2 2 1 1,2 1 2,2
1 2 1 2 3 2 1,2 1 1,2
1 1 1 2 2 1 1,3 1 2,2
2 1 1 2 1 1 2,3 1 2,2
2 2 1 2 2 1 1,3 1 1,2
2 2 1 2 3 2 1,3 2 2,2
2 2 1 2 4 2 2,3 2 2,2
1 2 1 2 5 2 3,3 2 2,2
1 1 2 4 2 2,3 2 1,2
Error 6 5 7 6
n 4 1 3 2
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Table A.5: Subject 5 Experimental Results
WMA Winnow MEA HAMEA
Subject 5 λ R λ R λ R, n λ R, n
2 1 1 1 1 1 1 , 1 1 1 , 1
1 2 1 2 1 2 1 , 1 2 1 , 1
1 1 1 1 1 1 1 , 2 1 2 , 2
1 1 1 1 2 1 2 , 2 1 2 , 2
2 1 1 1 3 1 2 , 2 1 2 , 2
2 2 1 1 2 1 1 , 2 1 1 , 2
1 2 1 1 1 2 1 , 2 2 2 , 2
2 1 1 1 2 1 1 , 3 2 1 , 2
2 2 1 1 1 2 1 , 3 2 2 , 2
1 2 1 2 1 2 2 , 3 2 2 , 2
1 1 1 1 1 2 1 , 3 2 1 , 2
1 1 1 1 2 1 1 , 4 1 2 , 3
2 1 1 1 3 1 2 , 4 1 3 , 3
2 2 1 1 2 1 1 , 4 1 2 , 3
2 1 1 1 2 1 , 4 1 1 , 3
Error 7 9 10 9
n 4 3 4 3
Table A.6: Subject 6 Experimental Results
WMA Winnow MEA HAMEA
Subject 6 λ R λ R λ R, n λ R, n
1 1 1 1 1 1 1 , 1 1 1 , 1
1 1 1 1 2 1 1 , 1 1 1 , 1
2 1 1 1 3 1 1 , 1 1 1 , 1
1 2 1 1 2 2 1 , 1 2 1 , 1
2 1 1 1 3 1 1 , 2 1 2 , 2
1 2 1 1 2 2 1 , 2 1 1 , 2
2 1 1 1 3 1 1 , 3 1 2 , 2
1 2 1 1 2 2 1 , 3 1 1 , 2
2 1 1 1 3 1 1 , 4 1 2 , 2
1 2 1 1 2 2 1 , 4 1 1 , 2
2 1 1 1 3 1 1 , 5 1 2 , 2
1 2 1 1 2 2 1 , 5 1 1 , 2
2 1 1 1 3 1 1 , 6 1 2 , 2
2 1 1 2 2 1 , 6 1 1 , 2
Error 11 6 11 7
n 6 1 6 2
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Table A.7: Subject 7 Experimental Results
WMA Winnow MEA HAMEA
Subject 7 λ R λ R λ R, n λ R, n
2 1 1 1 1 1 1 , 1 1 1 , 1
1 2 1 2 1 2 1 , 1 2 1 , 1
2 1 1 1 1 1 1 , 2 1 2 , 2
1 2 1 2 1 2 1 , 2 1 1 , 2
2 1 1 1 1 1 1 , 3 1 2 , 2
1 2 1 2 1 2 1 , 3 1 1 , 2
1 1 1 1 1 1 1 , 4 1 2 , 2
1 1 1 1 2 1 2 , 4 1 2 , 2
2 1 1 1 3 1 3 , 4 1 2 , 2
1 2 1 1 2 1 2 , 4 1 1 , 2
1 1 1 1 3 1 3 , 4 1 2 , 2
1 1 1 1 4 1 4 , 4 1 2 , 2
1 1 1 1 5 1 4 , 4 1 2 , 2
1 1 1 1 6 1 4 , 4 1 2 , 2
1 1 1 7 1 4 , 4 1 2 , 2
Error 8 7 7 5
n 5 4 4 2
Table A.8: Subject 8 Experimental Results
WMA Winnow MEA HAMEA
Subject 8 λ R λ R λ R, n λ R, n
2 1 1 1 1 1 1 , 1 1 1 , 1
2 2 1 2 1 2 1 , 1 2 1 , 1
2 2 1 2 2 2 1 , 1 2 1 , 1
1 2 1 2 3 2 1 , 1 2 1 , 1
1 1 1 2 2 1 1 , 2 1 2 , 2
2 1 1 2 1 1 2 , 2 1 2 , 2
2 2 1 2 2 1 1 , 2 1 1 , 2
1 2 1 2 3 2 1 , 2 2 2 , 2
2 1 1 2 2 1 1 , 3 2 1 , 2
2 2 1 2 3 2 1 , 3 2 2 , 2
1 2 1 2 4 2 2 , 3 2 2 , 2
2 1 1 2 3 2 1 , 3 2 1 , 2
2 1 2 4 2 2 , 3 2 2 , 2
Error 7 5 7 6
n 4 1 3 2
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Table A.9: Subject 9 Experimental Results
WMA Winnow MEA HAMEA
Subject 9 λ R λ R λ R, n λ R, n
1 1 1 1 1 1 1 , 1 1 1 , 1
2 1 1 1 2 1 1 , 1 1 1 , 1
1 2 1 1 1 2 1 , 1 2 1 , 1
2 1 1 1 2 1 1 , 2 1 2 , 2
1 2 1 1 1 2 1 , 2 1 1 , 2
2 1 1 1 2 1 1 , 3 1 2 , 2
1 2 1 1 1 2 1 , 3 1 1 , 2
2 1 1 1 2 1 1 , 4 1 2 , 2
1 2 1 1 1 2 1 , 4 1 1 , 2
2 1 1 1 2 1 1 , 5 1 2 , 2
1 2 1 1 1 2 1 , 5 1 1 , 2
2 1 1 1 2 1 1 , 6 1 2 , 2
2 1 1 1 2 1 , 6 1 1 , 2
Error 11 6 11 7
n 6 1 6 2
Table A.10: Subject 10 Experimental Results
WMA Winnow MEA HAMEA
Subject 10 λ R λ R λ R, n λ R, n
1 1 1 1 1 1 1 , 1 1 1 , 1
2 1 1 1 2 1 1 , 1 1 1 , 1
2 2 1 1 1 2 1 , 1 2 1 , 1
1 2 1 2 1 2 1 , 1 2 1 , 1
1 1 1 1 1 1 1 , 2 1 2 , 2
2 1 1 1 2 1 2 , 2 1 2 , 2
2 2 1 1 1 1 1 , 2 1 1 , 2
1 2 1 2 1 2 1 , 2 2 2 , 2
1 1 1 1 1 1 1 , 3 2 1 , 2
2 1 1 1 2 1 2 , 3 1 2 , 3
1 2 1 1 1 1 1 , 3 1 1 , 3
2 1 1 1 2 1 2 , 3 1 2 , 3
1 2 1 1 1 1 1 , 3 1 1 , 3
2 1 1 1 2 1 2 , 3 1 2 , 3
2 1 1 1 1 1 , 3 1 1 , 3
Error 9 9 8 9





In the Full State (FS) analysis the entire state history is available as well as the complete
transition matrix. From the full state history a transition matrix can be calculated from
equation B.3.
Pi,j = P(Z1 = j|Z0 = i) (B.1)
This transition matrix can then be compared with the algorithm’s identified transition
matrix T, which for the two expert case is given in terms of p1 and p2 where p2 = 1− p1.
This comparison is done by means of the variable si,j which is 1 when Ti,j is given as p1
and 0 otherwise.
si,j =
1 if Ti,j = p10 otherwise (B.2)
This comparison allows for the computation of an averaged value of p1 from Pi,j , si,j ,









Lemma B.1.1. When N = 2 the full state calculation produces the same result for p1 as
calculating p1 directly from the record of expected outputs.
Proof. Calculating p1 directly from the record of expected outputs can be found by com-
puting C1
c
where C1 is the number of steps where output 1 was expected, and c is the total
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number of steps.
Each time output 1 is expected, if the algorithm chose output 1 then a success occurred
and the state changed using the transition labeled as p1. If the algorithm chose output λ 6= 1
then an error occurred and the state changed using the transition labeled as 1 − pλ. Since
N = 2 then there are only two expected outputs and p1 + p2 = 0 so that 1 − p2 = p1.
This same analysis holds for each time output 2 is expected as well. Thus each time output
one is expected corresponds to one time that the algorithm changed from state z0 to state
z1 along the transition labeled p1.




Where C1,z is the number of times that output 1 was expected when the algorithm was in
state z and cz is the number of times that the algorithm was in state z.




. When this fraction is summed
over all possible states that gives C1
c
, which is equivalent to calculating p1 directly from the
record of expected outputs
B.2 First State Last State
In the First State Last State (FSLS) analysis there are three key pieces of information from
the run-time of the algorithm. The first is the initial state of the algorithm. The second
is the final state of the algorithm. And the third is the total number of states, k. FSLS
analysis also requires a full Markov chain and transition matrix with only one variable.
When N = 2 this can be done by making p1 the variable and p2 = 1− p1. The goal of this





Equation B.4 describes the equation used to determine p1. u is the observed likelihood
distribution from the initial state t = 0 and the final state t = k. T is the transition matrix
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that was calculated from the learning algorithm.
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