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Abstract
A word p, over the alphabet of variables E, is a pattern of a word w over A if there exists a non-erasing morphism
h from E∗ to A∗ such that h(p) = w. If we take E = A, given two words u; v∈A∗, we write u6 v if u is a pattern of v.
The restriction of 6 to aA∗, where A is the binary alphabet {a; b}, is a partial order relation. We introduce, given a word
v, the set P(v) of all words u such that u6 v. P(v), with the relation 6, is a poset and it is called the pattern poset
of v. The 5rst part of the paper is devoted to investigate the relationships between the structure of the poset P(v) and
the combinatorial properties of the word v. In the last section, for a given language L, we consider the language P(L) of
all patterns of words in L. The main result of this section shows that, if L is a regular language, then P(L) is a regular
language too.
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1. Introduction
A pattern is a description of a word at a di<erent scale: instead of considering the word as a sequence of individual
symbols, one looks at the word as a sequence of certain blocks. More formally, a pattern p is a word that contains
special symbols, called variables; p is a pattern of a word w if w is obtained from p by replacing the variables with
non-empty words, with the condition that two occurrences of the same variable have to be replaced with the same word.
For instance, p= xyxxy is a pattern of the word w= 0100101001001. Indeed, w is obtained from p by replacing x with
010 and y with 01. So the pattern p can be seen as a description of w in terms of a sequence of the blocks 010 and 01,
named x and y, respectively. One can also say that w has the form of the pattern p.
The study of patterns goes back to the beginning of last century with the papers of Axel Thue (cf. [14,15]) on
repetitions on words, repetitions corresponding to unary patterns, i.e. patterns containing only one variable. Such study
was extended in [2], and independently in [16], to arbitrary patterns, providing a very general framework for researches
on avoidability, i.e. researches concerning words that avoid certain patterns. A typical question asks whether or not there
exists an in5nite word, on a given alphabet, that avoids a given pattern. An important reference on this topic, including
very recent contributions, is Chapter 3 of [7].
From a di<erent perspective D. Angluin (cf. [1]) used patterns for de5ning languages. Given a pattern p, the pattern
language L(p) is de5ned as the set of all words having p as a pattern. Starting from this basic de5nition, a theory of
language generating devices based on patterns has been developed (cf. [8] and the more recent [9] for an overview of
this theory).
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In the above-mentioned directions of research, given a pattern, one considers the words that avoid or follow the pattern.
In the present paper, we take into account a complementary point of view: given a word over the alphabet A, we are
interested to analyze the patterns of the word. Moreover, in most of the paper, we treat a pattern as an ordinary word,
which amounts to identify the set of variables with the alphabet A. Then, given two words u and v over A, we write u6 v
if u is a pattern of v. The relation 6 de5nes a partial order relation and we associate to a word v the set P(v) of all words
u such that u6 v. P(v), with the relation 6, is a poset and is called the pattern poset of the word v. Informally, P(v)
provides a structure that relates the di<erent “descriptions” of the word v, corresponding to di<erent levels of “details”.
In Section 2, we study some relationships between the structure of the poset P(v) and the combinatorial properties
of the word v. We show that some known properties of words, such as primitivity, can be detected by looking at the
structure of P(v). Moreover, new notions, such as those of prime word and linear word, are introduced, corresponding
to some extremal properties of the pattern poset. We further propose problems and conjectures that, in our opinion, can
give rise to new interesting research directions in combinatorics on words. The algorithmic point of view is not taken into
account in the present paper. However, the research of eLcient algorithms related to the problems proposed here appears
to be an interesting task for further works.
In the last section, for a given language L, we consider the language P(L) of all patterns of words in L. The main result
of this section shows that, if L is a regular language, then P(L) is a regular language too. Moreover, one can e<ectively
construct the automaton recognizing P(L) from the automaton recognizing L. From this one derives that, given a pattern
p and a regular language L, it is decidable whether p is pattern of some word in L. A natural question is whether similar
results can be stated for other levels of the Chomsky hierarchy. The study of patterns of languages, whose elements are
the factors of an in5nite word, has been developed in [12].
In most of this paper, we restrict ourselves to the binary case. Such a case has been extensively studied, as regards
avoidable patterns, in [3,13,5]. Some of the results of the present paper have been reported, without proofs, in [11].
2. Pattern poset of a word
In order to de5ne patterns, in general one makes use of two distinct alphabets. The 5rst one, A, is the usual alphabet
on which ordinary words are constructed. The second alphabet, E, is used in patterns. Its elements are usually called
variables, and words in E∗ are called patterns. This distinction is meant to help the understanding of the role of the
di<erent words used. However, in most of this section, we treat a pattern as an ordinary word, which amounts to take
A= E.
A word p∈E∗ is a pattern of a word w∈A∗ if there exists a non-erasing morphism h from E∗ to A∗ such that
h(p) = w. This means that the word w is obtained from p by substituting a non-empty word over A to every variable
in p and, moreover, all occurrences of the same variable must always be substituted by the same word. For instance, if
E = {x; y} is the set of variables and A= {0; 1} is the ordinary alphabet,
p= xyxx
is a pattern of the word
w = 01001010010:
Indeed w is obtained from p by the morphism h : x → 010; y → 01. This means that the pattern p is obtained by looking
at the word w as a sequence of the blocks 010, named x, and 01, named y.
A word can have, in general, several di<erent patterns. For instance,
p′ = xyxyx
is another pattern of w. The word w is in fact obtained from p′ by the morphism h′ : x → 0; y → 1001.
Here, we treat a pattern as an ordinary word, i.e. we take E = A. Given two words u; v∈A∗, we write u6 v if u
is a pattern of v. For instance, ababb6 abaababa: indeed abaababa is obtained as image of ababb by the morphism
h : a → a; b → ba. The relation on A∗ de5ned in this way is clearly reMexive and transitive, so it is a preorder on A∗.
However, it is not antisymmetric: when u6 v and v6 u hold together, the words u and v are said to be equivalent, and
this occurs if and only if they di<er by a permutation on A, i.e. if v is obtained by renaming the letters of u. In other
words, the notion of pattern is independent from the name that we give to the letters of the alphabet.
In this section, we consider the special case of binary alphabets, i.e. we take A={a; b}. Moreover we restrict ourselves
to words beginning with the letter a, i.e. words belonging to aA∗. Such words are representative elements in classes
de5ned by the equivalence that interchanges a and b. In such a way, the restriction of 6 to aA∗ becomes a partial order
relation.
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Proposition 1. The poset (aA∗;6) has innite antichains.
Proof. The set {ap |p prime} ⊂ aA∗ is an in5nite set of pairwise incomparable elements. Indeed, if ap6 aq, with p 	= q,
then p divides q, which is impossible by the primality of p and q.
Another similar example of in5nite antichain, using strictly binary words, is {apbp |p prime}, as one can easily verify.
Denition 2. Given a word v∈ aA∗ denote by P(v) the set of its patterns:
P(v) = {u∈ aA∗|u6 v}:
The set P(v), with the order relation 6, is a partially ordered set and is called the pattern poset of v. In particular,
P(v) is a 5nite bounded poset with just one minimal element. The structure of such a poset provides useful information
about the combinatorial properties of the word v.
Example 3. Let v = abaababa. P(v) is given in the following 5gure:
abaababa
ababb abaab
abbaab aba
ab
a
By de5nition, each element of P(v) is identi5ed by a non-erasing morphism h from A∗ into A∗, and then it corresponds
to a factorization of v in a sequence of two blocks (h(a) and h(b)). The pattern is exactly a description of v, where,
instead of the sequence of individual symbols, we take into account the sequence of blocks. For u; w∈P(v), u6w means
that w corresponds to a 5ner factorization than u, and then w provides a more detailed description of v than u. For
instance, in the above example, aba6 abaab. Indeed the pattern aba correspond to the factorization
abaababa= (aba)(ab)(aba)
whereas the pattern abaab corresponds to the factorization
abaababa= (ab)(a)(ab)(ab)(a)
which is 5ner than the previous one. In this sense, the top element of P(v), which is v itself, provides the most detailed
description of v and corresponds to the maximal information. On the contrary, the bottom element of P(v) is the single
letter a, i.e. zero information about the word. Thus the pattern poset P(v) provides a structure which makes evident the
links between the di<erent levels of description of the word v.
Remark 4. The de5nition of pattern poset of a word is in a sort of dual correspondence with the notion of pattern
language, introduced by D. Angluin in [1]. Given a pattern p∈ aA∗, the pattern language L(p) can be de5ned as follows:
L(p) = {w∈ aA∗|p6w}:
In [1], by approaching a problem of inductive inference, for a given 5nite set of words F , one tries to 5nd a pattern
common to all words in F , i.e. a pattern p such that F ⊆ L(p). In general, there exist several di<erent patterns p
satisfying the previous condition. Following [1], a pattern p describes better than p′ the set F if
F ⊆ L(p) ⊆ L(p′):
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If one considers the special case that F contains only one word, i.e. F = {v}, if p′6p, then F = {v} ⊆ L(p) ⊆ L(p′),
according to our interpretation that, in the pattern poset P(v), if p′6p, then p describes v better than p′.
Remark 5. The usual de5nition of pattern in literature (cf. [4,7, Chapter 3]) only requires that the morphism h is
non-erasing. However, in the binary case, if the morphism h is not injective, then the words h(a) and h(b) are both
powers of the same word (cf. [4]). This leads to some consequences that are against the intuition at the basis of our
notion of pattern. Consider, for instance, the word v= an, where n is a positive integer. If we allow, in the de5nition of
pattern, non-injective morphisms, every word in aA∗ of length n is a pattern of v. In order to avoid such anti-intuitive
situations, we restrict ourselves to injective morphisms.
Remark 6. The restrictive hypothesis to consider here only binary words, apart its inherent interest, is further motivated
by algorithmic considerations. In fact, in such a special case there is an eLcient algorithm to decide, given two words u
and v, whether u6 v, and then there is an eLcient construction of the pattern poset of a binary word. This is stated by
the following theorem, due to J. Neraud (cf. Theorem 5.1 of [10]).
Theorem 7. Given two binary words u and v, deciding whether u6 v requires time O(|v|ln2|v|).
In this paper we are mainly interested in the combinatorial point of view. The main goal of this section is to investigate
some relationships between the structure of the poset P(v) and the properties of the word v.
To this purpose, given a word v, we de5ne the following parameters:
• d(v): maximal cardinality of a chain in P(v).
• r(v): maximal cardinality of an antichain in P(v).
Example 3 (continued). The reader can immediately verify that d(abaababa) = 5 and r(abaababa) = 3.
In the sequel we shall investigate, for a given word v, how the previous parameters are related to combinatorial properties
of v.
Let us start the investigation by the special case of unary words, i.e. words composed by only one letter. If v = an,
where n is a positive integer, it is easy to see that P(v) is order-isomorphic to the lattice Dn of the divisors of n. Indeed,
given two words ai and aj , ai6 aj if and only if i divides j.
The reader can easily verify the following statements, that relate the above parameters and the properties of the word
v = an:
• d(an) achieves its minimal value d(an) = 2 if and only if n is prime.
• If n= pm is a power of a prime p, then d(an) = m+ 1 and r(an) = 1.
• r(an) is equal to the cardinality of the set of primes that divide n.
So, in case of unary words, the pattern poset corresponds to a well-known structure, the lattice of divisors of a positive
integer n, and the above parameters are related to the division properties of n. Remark that d(v) and r(v) can assume
arbitrarily large values, i.e., for any positive integer k, there exists a unary word v such that d(v)¿ k and a unary word
u such that r(u)¿ k.
The study of the unary case is interesting since it suggests new notions and problems that we shall use later for binary
words. Moreover, there are some important combinatorial properties of binary words that can be detected by looking at
the unary patterns occurring in their pattern poset. Recall that a word v is primitive if it is not a proper power of another
word, i.e. if v = un implies u= v and n= 1.
Proposition 8. A binary word v is primitive if and only if P(v) contains, as unary patterns, only the trivial pattern a,
i.e. P(v) ∩ a∗ = {a}.
Proof. Given a word v and a positive integer n, let us 5rst show that, an ∈P(v) if and only if there exists a non-empty
word u such that un = v. Indeed, if an ∈P(v), then there exists a non-erasing morphism h such that h(an) = v. It follows
that h(an) = (h(a))n = v, with h(a) di<erent from the empty word. Conversely, if v = un, then v = h(an), where h is the
morphism h : a → u, i.e. an ∈P(v). Therefore, v is primitive if and only if an does not belong to P(v) for n¿ 2.
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We start the investigation on the pattern poset of strictly binary words by the following example, which is related to
the case of unary words.
Example 9. Consider the word v = anbm, where n and m are positive integers. Its pattern poset is
P(v) = {arbs|r divides n; s divides m} ∪ {a}:
Indeed, it is easy to verify that, if a word u∈ aA∗ is a pattern of v, then, either u= a, or u is of the form u= arbs, with
r that divides n and s that divides m. Thus the poset P(v) \ {a} is order-isomorphic to Dn × Dm.
As a generalization of the above example, we can consider a word v∈ aA∗ such that v∈{un; wm}∗, where u and w
are binary words and n and m are positive integers. One can prove that the product Dn × Dm is order-isomorphic to a
sublattice of the poset P(v). So, in general, if in a word v occurs a repetition of order n, then the poset Dn occurs as
a substructure in the pattern poset of v. It appears (cf. Proposition 15 and the conjecture at the end of this section) that
such a substructure is responsible of the fact that r(v) can assume large values.
Note that the pattern poset in the last example is again a lattice, as in the unary case. This is not, in general, true, as
stated by the following proposition.
Proposition 10. P(v) is not in general a lattice.
The proof is given by the following example.
Example 11. Let v = abaabaa. P(v) is given in the following 5gure:
abaaababa
abaabaa
abaabb
a
ab
ababb
aab
The example also evidences that P(v) need not to be distributive if a lattice (consider for instance P(ababa) which is
a lattice but it is a not distributive lattice).
An interesting problem is to characterize those words v such that P(v) is a lattice.
As in the unary case, let us now consider some extremal cases. We 5rst take into account the cases in which the
parameters achieve the minimal values.
Let us 5rst consider minimality conditions on the parameter d(v).
Proposition 12. If v is a word with |v|¿ 5, then d(v)¿ 4.
Proof. Let v∈ aA∗, with |v|¿ 5. For |v|¿ 2, one has trivially that a¡ab¡v, i.e. d(v)¿ 3. We show that, for |v|¿ 5,
one has a¡ab¡u¡v, where u∈{aab; aba; abb}. By de5nition, v∈ aA∗, i.e. v begins with the letter a. If v ends with
the letter a, then u = aba¡v. If v ends with the letter b, consider the second letter of v. If such a letter is a, then
u = aab¡v, otherwise v begins with ab. In this last case, if v ends with bb, then u = abb¡v, otherwise v begins and
ends with ab, and then u= aba¡v. This concludes the proof.
According to the proof of the above proposition, we call trivial patterns of a word v the patterns a, ab, aab, aba, abb
and v itself. Recall (cf. Proposition 8) that a binary word v is primitive if P(v) contains, as unary patterns, only the trivial
pattern a. We now introduce a stronger de5nition. A word v is prime if P(v) contains only the trivial patterns.
Note that, if v is a prime word and |v|¿ 5, then d(v) is minimal, i.e. d(v)=4. On the contrary, if d(v)=4, then either
v is a cube, i.e. v= u3, or v is prime. Indeed, if v is not prime and d(v)=4 then the unique non-trivial admissible pattern
is aaa that is v is a cube. The name prime is suggested by analogy with the unary case, where, given a word v = an,
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P(v) contains only the trivial pattern a if and only if n is a prime number. In such a case d(v) achieves the minimal
value d(v) = 2.
Note that, from Proposition 8 it follows that a prime word is primitive, but the converse does not hold in general.
Moreover, there exist in5nitely many primitive words. As regards prime words, we have the following proposition.
Proposition 13. There exist innitely many prime words.
Proof. For any n¿ 1, consider the word vn = a(ab)nb. The words a, ab, aab, abb and vn itself are, trivially, patterns of
vn. We show that vn does not admit other patterns. If one searches for a non-trivial pattern p, then the corresponding
morphism h is such that |h(a)|¿ 2 and |h(b)|¿ 2. It follows that aa is a pre5x of h(a) and bb is a suLx of h(b). Since
aa occurs only once as factor of vn (actually it is its left factor), and bb occurs only once as factor of vn (actually it is
its right factor), then the pattern p has necessarily only one occurrence of the letter a and only one occurrence of the
letter b. Therefore, p coincides with ab, which is a trivial pattern.
A natural open problem is to characterize all prime binary words. Another interesting problem is to 5nd an eLcient
algorithm to test whether a binary word is prime. If we denote by Pr the language of prime binary words, a related
question is to determine the level of the Chomsky hierarchy in which one 5nds the language Pr.
Let us now consider minimality conditions on the parameter r(v). A binary word is called a linear word if r(v) = 1.
This name is motivated by the remark that r(v) = 1 if and only if the pattern poset P(v) is a chain or, equivalently a
linearly-ordered set.
Proposition 14. For any positive integer k, there exist innitely many linear words v such that d(v)¿ k.
Proof. Let p be a prime number, and consider the following in5nite set of words:
Wp;k = {abma|m= pn; n¿ k}:
The reader can easily verify that the pattern poset of every element of Wp;k is as in the following 5gure:
abp
n
a
|
abp
n−1
a
...
abpa
|
aba
|
ab
|
a:
The argument in the proof of the above proposition is very similar to that in the proof of the analogous result
for unary words. Indeed, as in the case of unary words, one uses the powers of a prime number. A more sophisti-
cated example, in which no power occur, and then intimately related to the binary structure of the words, is given
by the Thue–Morse words. Recall that the sequence of the Thue–Morse words is obtained by iterating the morphism
 : a → ab; b → ba (cf. [4]). One can verify that, for any n¿ 0, the poset P(n(a)) has the following linear
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structure:
n(a)
|
n−1(a)
...
2(a)
|
aba
|
(a)
|
a
A natural problem is to characterize all linear binary words. Another interesting problem is to design an eLcient algorithm
to test whether a binary word is linear. If we denote by Lin the language of linear binary words, a related question is to
determine the level of the Chomsky hierarchy in which one 5nds the language Lin.
Let us now take into account the cases in which the parameters achieve the maximal values. The existence of binary
words having an arbitrarily large value of d(v) is stated in Proposition 14. As to concern the parameter r(v), we have
the following proposition.
Proposition 15. For any positive integer n, there is a word v such that r(v)¿ n.
Proof. Let k be an integer such that the number of primes dividing k is greater than
√
n. Let v = akbk . The set
{arbs|r; s primes dividing k}
is an antichain of P(v), and its cardinality is greater than n. Indeed, as in Example 9, the poset P(v)\{a} is order-isomorphic
to the lattice Dk × Dk . Since the maximal antichain of Dk is the set of primes dividing k, and its cardinality is greater
than
√
n, then the thesis follows.
All the examples we know, such as the one given in the proof of previous proposition, show that antichains of large
cardinality occur for words containing powers of large order. This leads to propose the following conjecture. Recall that
a word v∈A∗ is k-power free if v = xykz, with x; y; z ∈A∗, implies that y is the empty word.
Conjecture 16. For any integer k¿ 2 there exists an integer N (k) such that, if v is k-power free, then r(v)6N (k).
Remark 17. The argument used in the proof of Proposition 15 is very close to that used in Proposition 1. In both cases
the construction of antichains of arbitrarily large cardinality is based on words having repetitions of arbitrarily large order.
However, as regards Proposition 1, as a consequence of a deep result of Goralcik and Vanicek (cf. [5]), there exists
an in5nite antichain composed by repetition-free words (i.e. k-power free words, for a 5xed k). On the contrary, the
content of the above conjecture is that one cannot 5nd, in the pattern poset of a single word, antichains of arbitrarily
large cardinality whose elements are repetition-free words.
3. Patterns of a language
In this section the alphabet A of ordinary words and the alphabet E of patterns are arbitrary.
Recall (cf. [1]) that, given a pattern p∈E∗, the pattern language L(p) is de5ned as follows:
L(p) = {w∈A∗ |w = h(p); for a non-herasing morphism h from E∗ to A∗}:
Conversely, given a language L ⊆ A∗, we denote by P(L) the set of patterns of some word in L:
P(L) = {p∈E∗ | h(P)∈ L; for a non-erasing morphism h from E∗ to A∗}:
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P(L) can also be expressed as follows:
P(L) = {p∈E∗|L(p) ∩ L 	= ∅}:
The main result of this section is the following theorem.
Theorem 18. If L is a regular language, then P(L) is a regular language. Moreover, one can e:ectively construct the
automaton recognizing P(L) from the automaton recognizing L.
The proof is based on the following two lemma.
Lemma 19. Let L be a regular language. For each p∈P(L), there exists a non-erasing morphism hp from E∗ to A∗
such that hp(p)∈ L, with |hp(p)|6 |p|C|p|, for some constant C depending only on L.
Proof. Let A= (E; Q; q0; #; F) be the automaton recognizing L. If p∈P(L), then there exists a non-erasing morphism h
from E∗ to A∗ such that h(p)∈ L. We can write
p= x1 : : : xn;
with xi ∈E, for 16 i6 n, and
h(p) = h(x1) : : : h(xn):
Denote by mx the number of occurrences in p of the generic letter x∈E. Trivially mx6 |p|. Such a number coincides
with the number of occurrences of the factor h(x) in h(p). Set C=card(Q). Let us 5rst prove that there exists a morphism
hp such that |hp(x)|6Cmx . We write
h(x) = a1 : : : am;
with ai ∈A, for 16 i6m. Recall that h(p)∈ L and then h(p) is accepted by the automaton A. Let qj(ai) be the state
reached by the automaton A after reading the pre5x of h(p) ending with the symbol ai in the jth occurrence of h(x) in
h(p). Consider the set T of mx-tuples:
T = {(q1(ai); : : : ; qmx (ai))|16 i6m}:
If |h(x)|6Cmx , then one can take hp = h and there is nothing to prove. If, on the contrary, there is some x such that
|h(x)|=m¿Cmx , then there exist two elements of T that coincide, i.e. there exist two integers r; s, with 16 s¡ r6m,
such that
(q1(as); : : : ; qmx (as)) = (q1(ar); : : : ; qmx (ar)):
We can then de5ne, by construction, a new morphism h′ from E∗ to A∗ such that
h′(x) = a1 : : : asar+1 : : : am;
with |h′(x)|¡ |h(x)| and h′(p)∈ L. We can iterate the procedure until we obtain a morphism hp such that |hp(x)|6Cmx .
We can then write
|hp(p)|=
∑
x∈E
|h(x)|mx6
∑
x∈E
Cmxmx6C
|p|∑
x∈E
mx = |p|C|p|:
This concludes the proof.
Lemma 20. Let L be a regular language. Then there exists a positive integer K , depending only on L, such that, for
any pattern p∈P(L), there exist a pattern p′ ∈E∗, with |p′|6K , and a non-erasing morphism h from E∗ to A∗ such
that h(p); h(p′)∈ L.
Proof. For any p∈P(L), there exists a non-erasing morphism h from E∗ to A∗ such that h(p)∈ L. If we write p=p1 : : : pn,
with pi ∈E, for 16 i6 n, then h(p)= h(p1) : : : h(pn). The argument we now use is a re5nement of the pumping lemma
for regular languages. Let A = (E; Q; q0; #; F) be the automaton recognizing L and let K be the cardinality of Q. Since
h(p) is accepted by the automaton A, then, for any 16 i6 n, denote by qi the state reached by the automaton after
reading the pre5x h(p1) : : : h(pi) of h(p):
qi = #(q0; h(p1) : : : h(pi)):
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If |p|¿K , then there exist integers i; j, with 16 i ¡ j6 n, such that qj = qi, i.e.
#(q0; h(p1) : : : h(pi)h(pi+1) : : : h(pj)) = #(q0; h(p1) : : : h(pi)):
Therefore, by setting p′ = p1 : : : pipj+1 : : : pn ∈P(L), one has
h(p′) = h(p1) : : : h(pi)h(pj+1) : : : h(pn)∈ L
with |p′|6 |p|. We can iterate the procedure until we reach a pattern p′ such that h(p′)∈ L and |p′|6K .
Proof of Theorem 18. By de5nition
P(L) = {p∈E∗|h(p)∈ L; h is some non-erasing morphism from E∗ to A∗}:
We say that a morphism h is used to de5ne a pattern p∈P(L) if h(p)∈ L. The idea of the proof is that, in the above
de5nition, it suLces to make use only of morphisms h taken from a 5nite set H . Indeed, by Lemma 20, any pattern
p∈P(L) is de5ned by using a morphism h which is used to de5ne another element p′ ∈P(L) of length |p′|6K . Denote
by PK the set of elements of P(L) of length smaller than or equal to K . Then in de5nition of P(L), one can make use
only of the morphisms corresponding to the elements of PK . By Lemma 19, any element p∈PK can be de5ned by using
a morphism hp such that
|hp(p)|6 |p|C|p|6KCK :
There is only a 5nite number of non-erasing morphisms h satisfying the previous condition. Denote by H the set of such
morphisms:
H = {h1; h2; : : : ; ht}:
De5ne Ri = h−1i (L); i = 1; 2; : : : ; t. The languages Ri’s are regular languages, since they are images by inverse morphisms
of a regular language (cf. [6]). Then
P(L) = R1 ∪ R2 ∪ · · · ∪ Rt
is a regular language.
Moreover, since the constants C and K are e<ectively related to the size of the automaton recognizing L, one can
e<ectively construct the automaton recognizing P(L).
Example 21. Let L=ab+(ab)+ be a regular language, where + denotes the positive Kleene’s closure, i.e. for any language
R, R+ =R∗ \ *. The language P(L) is regular too and is given by the expression P(L) = a+ + (ab)+ + ab+a+ + ab+(ab)+.
The automata recognizing L and P(L) are in the following 5gure:
a b
b
a b
a
a b a b
b
a a
a
b
Corollary 22. Given a pattern p and a regular language L, it is decidable whether p occurs as pattern in some word
in L.
We leave open the problem whether similar results can be stated for the other levels of the Chomsky hierarchy.
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