Abstract. A Coxeter link is a closure of a product of two braids, one being a quasi-Coxeter element and the other being a product of partial full twists. This class of links includes torus knots T n,k and torus links T n,nk . We identify the knot homology of a Coxeter link with the space of sections of a particular line bundle on a natural generalization of the punctual locus inside the flag Hilbert scheme of points in C 2 .
Introduction
In the seminal paper [1] Jones introduced what would be later called the HOMFLYPT polynomial invariant P pLq of a link L in three-space. Besides the definition of the invariant, the paper has many other amazing results and computations. In particular, the section 9 of [1] contains a proof of the formula for the HOMFLYPT invariant of torus knots T m,n . Later the HOMFLYPT invariant was upgraded to the homology theory [2, 3] . In this paper we demonstrate that the Jones formula has a natural generalization to the homology theory for a special class of torus links.
Consder the plane C 2 with the action of the group C˚denoted as Cq : λ¨px, yq " pλx, λ´1yq. This action extends to the Hilbert scheme Hilb n pC 2 q which is a variety of ideals I Ă Crx, ys of codimension n. The tautological vector bundle B whose fiber over I is the vector space dual to Crx, ys{I is naturally Cq -equivariant. Combining the localization formula of Atiah and Bott [4] with the result of Haiman [5] we get an algebro-geometric version of the Jones formula:
P pT 1`kn,n q "
where Z Ă Hilb n pC 2 q is the punctial Hilbert scheme consisting of ideals I with support at p0, 0q P C 2 , and dim q is the dimension graded by Cq -weights. Many authors [6, 7, 8, 9] suggested that the Poincare polynomial PpT 1`kn,n q of the triply graded HOMFLYPT homology [2, 3] has a similar interpretation, if one augments the action of Cq to that of T sc " CqˆCt , where Ct : µ¨px, yq " px, µ 2 yq, and uses the Cq ,t -weighted dimension:
(1.1)
PpT 1`kn,n q "
While we were finishing this preprint, M. Hogankamp published a proof of the conjecture [10, 11] . He used the construction of the HOMFLYPT homology via Soergel bimodules and matched combinatorics of the complexes of bimodules that appear in knot homology of torus knots with the combinatorics of the generalized Catalan numbers, the latter related to the sections of L k by a combination of the results [12, 13, 5] .
The paper [10] is a real tour de force in combinatorics and homological algebra, however it does not provide a natural explanation for the appearance of HilbpC 2 q in knot homology. When the conjecture (1.1) appeared, the available constructions for triply graded homology had no obvious connections with coherent sheaves on this variety. A direct relation between the triply graded knot homology and Cq ,t -equivariant coherent sheaves on HilbpC 2 q was established recently by the authors [14] (see also the paper [15] where a K-theoretic version of this relation is suggested).
From the papers [14] , as well as [7, 15] , it is clear that the natural home for the algebrogeometric version of the HOMFLYPT homology is the category of the quasicoherent sheaves on the nested Hilbert scheme Hilb 1,n parameterizing chains of ideals I 1 Ą I 2 Ą¨¨¨Ą I n with support of I i {I i`1 being a point on the line y " 0. There is a natural analog Z 1,n of the punctual Hilbert scheme Z in the nested case which consists of the chains of ideals with the support of I i {I i`1 at px, yq " p0, 0q. However, the natural analogue of O Z turns to be the Koszul complex of the defining equations for Z 1,n which we denote by rO Z 1,n s vir and define in section 4. Finally, the weights of Ct -action are defined to coincide with homological degree which means that all differentials have Ct -weight one and the variable y has homological degree two.
The main result of this paper is the following: Theorem 1.0.1. For any positive n, k we have
where P is the Poincare polynomial for the triply graded homology
This paper is a natural continuation of our previous papers [16, 14] . In the second paper we prove the relation between the homology of the closure Lpβq of β P Br n and of closure of β¨δ k where δ k :" ś n i"1 δ
i is the product of the JM elements δ i :" σ i σ i`1 . . . σ 2 n´1 . . . σ i`1 σ i , i " 1, . . . , n´1, here σ i are the standard generators for the braid group Br n . The above mentioned formula for the homology of T 1`kn,n is obtained by applying result of [16] for β " σ 1 . . . σ n´1 and k i " k. To apply the result of [16] we need to analyze the sheaf-theoretic object that the theory from [14] assigns to the braid β which we call Coxeter braid.
More generally, we study the sheaf-theoretic object that is attached by the theory from [14] to the general quasi-Coxeter braid:
where S Ă t1, . . . , n´1u is a subset and the product is taken in the descending order of the indices. In particular, we identify the homology of the closure of element cox S¨δ k for any S and k. We call these links Coxeter links. This is a wide class of link that includes the torus links T k,n , pk, nq " 1, since the braid cox¨δ a is conjugate to the power of the full twist F T k , F T " δ 1 . . . δ n´1 . The class also contains the torus link T n,kn .
The Khovanov-Rozansky homology of the links T n,nk and knots T n,k were studied in [17] and in [10] , [11] and would be interesting to make a connection between our results and technique of these papers.
The nested Hilbert scheme Hilb 1,n has a natural line bundle L i with the fiber over I ‚ is the quotient I i {I i`1 . For any subset S Ă t1, . . . , n´1u we define Z S 1,n Ă Hilb 1,n to be a subscheme defined by the condition supppI i´1 {I i q " supppI i {I i`1for all i R S. We prove Theorem 1.0.2. For any S Ă t1, . . . , n´1u and k P Z n´1 we
We prove this theorem in section 3 and section 4. We also provide some short overview of the methods of [14] in the section 2. When the vector k is sufficiently positive we can use Atyiah-Bott localization [4] to compute the graded dimensions in the formula in the formula similar to the one from [15] .
It turns out that the localization approach only works under some vanishing conditions on the sheaf homology like in [5] . However, in our case the vanishing condition in our case appears to be more elementary than the one from [5] because we work with the free Hilbert scheme Hilb f ree 1,n and this variety is rather elementary since it is an iterated tower of projective spaces. We construct the charts on this space in the section 6 and show the easiest version of the vanishing condition and imply Theorem 1.0.3. For sufficiently positive k we have the following explicit formula for the knot invariant:
where Q " q 2 {t 2 , T " t 2 and the weight Ω and vectors w ‚ ppq could explicitly computed and depends only on p.
The precise formula for Ω p pQ, T, aq and w ‚ ppq are given in the section 6. The theorem could be strengthen in two direction: we can replace cox by cox S and we give a precise criterion for the vector k to be sufficiently positive. Both directions require more detailed study of the space Hilb f ree 1,n and plan explore the related geometry in forth coming paper. Let us also mention that the weight Ω p appears to be equal to the localization weight from the main formula of [7] .
For knots that are not positive or links we do not expect to have such a nice localization formula. The examples of the links without localization formula are discussed in the section 5 and section 6.
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Matrix factorizations and knot invariants
In this section we remind the construction of the knot invariants from [14] . The construction of the knot invariants realization of the braid group inside of the convolution algebra of the some particular category of the matrix factorizations. Our main result follows from the computation of the matrix factorization corresponding to the Coxeter braids, we describe matrix factorizations at the end of this section.
2.1. Matrix Factorizations. Matrix factorizations were introduced by Eisenbud [18] and later the subject was further developed by Orlov [19] , one can also consult [20] for the overview. Below we present only the basic definitions and do not present any proofs.
Let us remind that for an affine variety Z and a function F P CrZs there exists a triangulated category MFpZ, F q. The objects of the category are pairs
where M i are free CrZs-modules of finite rank and D is a homomorphism of the CrZs-modules. Given F " pM, Dq and G " pN, D 1 q the linear space of morphisms HompF, Gq consists of the homomorphisms of CrZs-modules φ " φ 0 ' φ 1 , φ i P HompM i , N i q such that φ˝D " D 1˝φ . Two morphisms φ, ρ P HompF, Gq are homotopic if there is homomorphism of CrZs-modules
In the paper [14] we introduced a notion of the equivariant matrix factorizations which we explain below. First let us remind the construction of the Chevalley-Eilenberg complex.
Chevalley-Eilenberg complex.
Suppose that h is a Lie algebra. Chevalley-Eilenberg complex CE h is the complex pV ‚ phq, dq with V p phq " U phqb C Λ p h and differential d ce " d 1`d2 where:
Let us define by ∆ the standard map h Ñ hbh defined by x Þ Ñ xb1`1bx. Suppose V and W are modules over Lie algebra h then we use notation V b ∆ W for h-module which is isomorphic to V b W as vector space, the h-module structure being defined by ∆. Respectively, for a given h-equivariant matrix factorization F " pM, Dq we denote by CE h b
F originates from the left action of U phq that commutes with right action on U phq used in the construction of CE h .
A slight modification of the standard fact that CE h is the resolution of the trivial module
M is a free resolution of the h-module M .
Equivariant matrix factorizations.
Let us assume that there is an action of the Lie algebra h on Z and F is a h-invariant function. Then we can construct the following triangulated category MF h pZ, W q. The objects of the category are the triples:
where the total differential D tot is an endomorphism of CE h b ∆ M , that commutes with the U phq-action.
Note that we do not impose the equivariance condition on the differential D in our definition of matrix factorizations. On the other hand, if F " pM, Dq P MFpZ, F q is a matrix factorization with D that commutes with h-action on M then pM, D, 0q P MF h pZ, F q.
There is a natural forgetful functor MF h pZ, F q Ñ MFpZ, F q that forgets about the correction differentials:
Given two h-equivariant matrix factorizations F " pM, D, Bq andF " pM ,D,Bq the space of morphisms HompF,F q consists of homotopy equivalence classes of elements Ψ P Given two h-equivariant matrix factorizations F " pM, D, Bq P MF h pZ, F q andF " pM ,D,Bq P MF h pZ,F q F bF P MF h pZ, F`F q as the equivariant matrix factorization pM bM , D`D, B`Bq.
2.4. Push forwards, quotient by the group action. The technical part of [14] is the construction of push-forwards of equivariant matrix factorizations. Here we state the main results, the details may be found in section 3 of [14] . We need push forwards along projections and embeddings. We also use the functor of taking quotient by group action for our definition of the convolution algebra.
The projection case is more elementary. Suppose Z " XˆY, both Z and X have h-action and the projection π : Z Ñ X is h-equivariant. Then for any h invariant element w P CrX s h there is a functor π˚: MF h pZ, π˚pwqq Ñ MF h pX , wq which simply forgets the action of CrYs.
We define an embedding-related push-forward in the case when the subvariety Z 0 j ãÝ Ñ Z is the common zero of an ideal I " pf 1 , . . . , f n q such that the functions f i P CrZs form a regular sequence. We assume that the Lie algebra h acts on Z and I is h-invariant. Then there exists an h-equivariant Koszul complex KpIq " pΛ ‚ C n b CrZs, d K q over CrZs which has non-trivial homology only in degree zero. Then in section 3 of [14] we define the push-forward functor
Finally, let us discuss the quotient map. The complex CE h is a resolution of the trivial h-module by free modules. Thus the correct derived version of taking h-invariant part of the matrix factorization F " pM, D, Bq P MF h pZ, W q, W P CrZs h is
where Z{H :" SpecpCrZs h q and use the general definition of h-module V :
2.5. Convolutions on reduced spaces. For a Borel group B, we treat B-modules as Tequivariant n " LieprB, Bsq-modules. For a space Z with B-action and for W P CrZs B we define MF B pZ, W q as a full subcategory of MF n pZ, W q whose objects are matrix factorizations pM, D, Bq, where M is a B-module and the differentials D and B are T -invariant. The category MF B ℓ pZ, W q has a similar definition.
The backbone of the constructions of the knot invariant from [16] is the study of the category of matrix factorizations on the spaces X ℓ : X ℓ :" bˆG ℓ´1ˆn with the B ℓ -action:
The categories that we use in [14] are subcategories MF sc B ℓ pX ℓ , F q Ă MF B ℓ pX ℓ , F q that consist of the matrix factorizations which are equivariant with respect to the action of T sc and G-invariant. In particular the space X 2 has the following B 2 -invariant potential:
and the category MF sc B ℓ pX ℓ , W q has a structure of the convolution algebra [14] that we outline below.
There are the following mapsπ ij : X 3 Ñ X 2 :
Here and everywhere below X`and X``stand for the upper and strictly-upper triangular parts of X. The mapsπ 12ˆπ23 is B 2 -equivariant but not B 3 -equivariant. However in section 5.4 of [14] we show that for any F, G P MF sc B 2 pX , W q there is a natural element (2.1) 3 pW qq, such that we can define the binary operation on MF sc B 2 pX , W q:
Instead of going into details of the construction of the convolution algebra let us explain the induction functors [14] that provide us with an effective method of computing of the convolution product.
2.6. Induction functors. The standard parabolic subgroup P k has Lie algebra generated by b and E i`1,i , i ‰ k. Let us define space X 2 pP k q :" bˆP kˆn and let us also use notation X 2 pG n q for X 2 pG n q. There is a natural embeddingī k : X 2 pP k q Ñ X 2 and a natural projection p k : X 2 pP k q Ñ X 2 pG k qˆX 2 pG n´k q. The embeddingī k satisfies the conditions for existence of the push-forward and we can define the induction functor:
Similarly we define space X 2,f r pP k q Ă bˆP kˆnˆV as an open subset defined by the stability condition:
The last space has a natural projection mapp k : X 2,f r pP k q Ñ X 2 pG k qˆX 2,f r pG n´k q and the embeddingī k : X 2,f r pP k q Ñ X 2,f r pG n q and we can define the induction functor:
It is shown in section 6 (proposition 6.2) of [14] that the functor ind k is the homomorphism of the convolution algebras:
Let us define B 2 -equivariant embedding i : X 2 pB n q Ñ X 2 , X 2 pBq :" bˆBˆn. The pull-back of W along the map i vanishes and the embedding i satisfies the conditions for existence of the push-forward i˚: MF sc B 2 pX 2 pB n q, 0q Ñ MF sc B 2 pX 2 pG n q, W q. We denote by CrX 2 pB n qs P MF sc B 2 pX 2 pB n q, 0q the matrix factorization with zero differential thathomological only in even homological degree. As it is shown in proposition 7.1 of [14] the push-forward 1 n :" i˚pCrX 2 pB n qsq is the unit in the convolution algebra. Similarly, 1 n :" Φp1 n q is also a unit in non-reduced case.
Using the induction functor and the unit in the convolution algebra we define the insertion functor that inserts matrix factorization of smaller rank inside the higher rank one:
Generators of the braid group. Let us first discuss the case of the braids on two strands. The key to construction of the braid group action in [14] is the following factorization in the case n " 2:
W pX, g, Y q " y 12 p2g 11 x 11`g21 x 12 qg 21 { det, where det " detpgq and
Thus we can define the following strongly equivariant Koszul matrix factorization:
where Λxθy is the exterior algebra with one generator. This matrix factorization corresponds to the positive elementary braid on two strands. Using the insertion functor we can extend the previous definition on the case of the arbitrary number of strands:
The section 11 of [14] is devoted to the proof of the braid relations between these elements:
Let us now discuss the inversion of the elementary braid. In view of inductive definition of the braid group action, it is sufficient to understand the inversion in the case n " 2.
Thus we define:C´: "C`x´χ 1 , χ 2 y P MF More details on Koszul matrix factorizations in the form relevant to the current paper could be found in [14] . Suppose Z is a variety with the action of a group G and F is a G-invariant potential. An object of the category MF
We use a more detailed notation by choosing a basis θ 1 , . . . , θ n P V and presenting d l and d r in terms of components:
The structure of G-module is described by specifying the action of G on the basis θ 1 , . . . , θ n . In some cases when G-equivariant structure of the module M is clear from the context we omit the last columns from the notations. We call a matrix presenting Koszul matrix factorization Koszul matrix. For example, if we change the basis θ 1 , . . . , θ n to the basis θ 1 , . . . , θ i`c θ j , . . . , θ j , . . . , θ n the i-th and j-th rows of the Koszul matrix will change:
. . , a n P CrZs is a regular sequence and F P pa 1 , . . . , a n q. We can choose b i such that F " ř i a i b i and d l and d r are as above:
In general, there is no unique choice for b i but all choices lead to homotopy equivalent Koszul matrix factorizations (in the non-equivariant case they would be simply isomorphic). In other words, if b 1 i is a another collection of elements such that F " [14] imply that the complexes KpV ; d l , d r q and KpV ; d l , d 1 r q are homotopy equivalent. Thus from now on we use notation K F pa 1 , . . . , a n q for such matrix factorization.
Coxeter matrix factorization
In the previous section we outlined the definition of the convolution algebra on the category of matrix factorizations. In particular we explained that for any element β P Br n we can associate a matrix factorizationC
is an expression for β is terms of elementary braids. We could not expect a simple formula forC β for a general element β P Br n . In particular, as one can see from computations in the section 11 of [14] the matrix factorizationsC β is not always Koszul. Thus it is a bit surprising, at least for us, that for the Coxeter braid matrix factorizationC β is Koszul and quite simple. To describe the answer we need coordinates on the space X n " b nˆGnˆnn :
Let us introduce iˆi matrix M i :" rg piq ‚,1 , . . . , g piq ‚,i´1 ,X piq ‚,i s where v piq is an abbreviation for vector consisting of first i entries of v P C n andX " X´x 11 Id n . Respectively, we define functions F i :" detpM i`1 q P CrbˆGs and I F Ă CrX 2 s is the ideal generated by these functions
Proposition 3.0.1. Let I g " ptg ij u i´ją1 q be an ideal in CrX 2 s, then the ideal I cox :" I g`IF contains W Proof. We show below that the above equations imply that Ad´1 g pXq P b.
Indeed, the ideal I g defines the sublocus Hess of Hessenberg matrices of G n . On the other hand if g P Hess then the condition F i " 0 implies that the columnX ‚,i`1 is a linear combination of the columns g ‚,1 , . . . , g ‚,i . Let us denote by K the matrix of these coefficients. Then we have K is strictly upper-triangular andX " g¨K.
Hence, Ad´1 g pXq " K¨g but the product of the Hessenberg matrix and strictly uppertriangular matrix is upper-triangular. 
The construction of the induction functors implies the following Corollary 3.0.4. For any S Ă t1, . . . , n´1u we havē
where
Before we proceed to the proof let us describe the most efficient method of computation of the matrix factorization corresponding to the braid β " α¨σ ǫ k from already known C α . The justification of the construction is given in the section 8 of [14] .
Indeed, let F " pM, D 1 , B l , B r q P MF sc pX 2 pG n q, W q where B l , B r P Hom CrX 2 pGnqs pΛ˚n b M, M q are correcting differential for the equivariant structure. Respectively,C ǫ " pR 2 ǫ , D 2 , 0, 0q P MF sc B 2 2 pX pG 2 q, W q is strongly equivariant matrix factorization corresponding to elemtary braid σ ǫ k , here R ǫ is the ring CrX 2 pG 2 qs with appropriately twisted B 2 2 -structure. The auxiliary space X 3 pG n , G k,k`1 q :" bˆG nˆG2ˆn is naturally embedded into the convolution space X 3 via map i k,k`1 :" Id 2ˆi1 k,k`1ˆI d where j 1 k,k`1 : G 2 Ñ G n is the embedding of G 2 as 2ˆ2-block with entries at positions ij, i, j P tk, k`1u. Hence we can restrict the mapsπ ij on the auxiliary space, we can also endow the auxiliary space with B nˆB2ˆBn -equivariant structure by restriction from the large space.
The mapsπ ij are B 2 n -equivariant but not B 2 -equivariant, thus a priori the tensor product π1 2 pFq bπ2 3 pC ǫ q has only B 2 n -equivariant structure. But as explained in section 8 of [14] there is a natural B nˆB2ˆBn -equivariant matrix factorization G that could be imposed on π1 2 pFq bπ2 3 pC ǫ q:
qs is the restriction of map B r on the subalgebra n 2 and B 1 P Hom R 3 pn 2 b M 1 , M 1 q is defined by the formula:
whereX 2 " Ad g 12 pXq,Ỹ 2 :" Ad g 12 pY q and X, g 12 , g 23 , Y are the coordinates on X 3 pG n , G k,k`1 q.
The key observation about this matrix factorization is that up to homotopy we have (see section 8 of [14] 
Thus we reduce the complexity of the computation of matrix factorizationC β , we only need to analyze rank one the Chevalley-Eilenberg complex for n 2 and we use this method in our proof
Proof of theorem 3.0.3. Let us first notice that the case n " 2 of the theorem is a tautology. The case n " 3 was proven in [14] in the section 10. For general n our inductive argument is essentially identical to the computation from the section 10 of [14] . Let α " cox n´1 then by the induction and the corollary we have a presentation ofC α as a strongly equivariant Koszul matrix factorization. As induction step we need to analyze the equivariant matrix factorization C 12 :"π1 2 pC α q bπ2 3 pC`q (with the appropriate B 2 -equivariant structure) on the auxiliary space X 3 pG n , G n´1,n q.
We introduce coordinates on our auxiliary space X 3 pG n , G n´1,n q as follows:
We also use shorthand notations ∆ a " detpaq, ∆ b " detpbq, ∆ c " detpcq.
The matrix factorization C 12 is the Koszul matrix factorization
heref :" px n´1,n´1´xnn qb n´1,n´1`xn´1,n b n,n´1 and S 1 " ti´j ą 1u Y pn, n´1q. Next let us notice that a ‚,i " c ‚,i , i ď n´2 and since F i pX, aq depends on a ‚,j , j ď i we obtain a presentation of the complex C 12 as a tensor product
where W 1`W 2 "π1 3 pW q and we can assume that W 1 only depends on c, X but not on b.
Let's denote the first term in the product by C 1 12 and the second term by C 2 12 . The complex C 1 12 is n 2 -invariant thus CE n pC 12 q " C 1 12 b CE n pC 2 12 q and to complete our proof we need to analyze the last complex in the product. In particular we need an understand n-equivariant structure of C 2 12 -complex. Let h be an element of B 2 Ď B n , that is h ij " 0 if i, j ă n´1 and i ‰ j or ij " n, n´1. The action of h on the space X 2 pG n , G n´1,n q is given by the formulas:
We denote by δ the element of LiepB 2 q corresponding to the n´1, n-entry and below we investigate its action on the complex C 2 12 . First, let us notice that the function a n,n´1 is n-invariant but the functionf is not. Thus the complex C 2 12 is strongly n-equivariant and correction differentials will appear. In more details we have
where the action of n is given by:
for some function k P CrbˆGs which we need to compute. One way to approach the computation of k is use differentials of n-equivariant structure on C 12 from the discussion before the proof and derive a formula for k by the careful analysis of the effects of the elementary transformations on the differentials. However, we choose different method, we follow the same path as in the proof of Lemma 10.4 from [14] . Namely, the function k is uniquely defined by the condition that a n,n´1 θ 1`f θ 2 is δ-invariant. Thus we only need to compute δpf q.
Instead of computing δpf q by brute force we use the following argument. First we present the matrixX 2 as a sum of the upper-triangular and strictly lower-triangular parts:X 2 " X 2,``X2,´´. Next we observe thatf b n,n´1 "´´Ad´1 g 23X 2,`¯n ,n´1
and since δpb n,n´1 q " 0 we have:
δpf q "´δ´Ad´1 g 23 pX 2,`q¯n ,n´1
{b n,n´1 .
On the other hand Ad´1 g 23 pX 2 q is δ-invariant thus get
A direct computation shows that Ad´1 g 23 pX 2,´´qn,n´1 " b 2 n´1,n´1x n,n´1 {∆ b and sincex n,n´1 is δ-invariant while δb n´1,n´1 " b n,n´1 , we obtain δpf q " 2x n,n´1 b n´1,n´1 {∆ b .
Modulo, relations from I g the matrix element pa´1q nk , k ă n is divisible by a n,n´1 : pa´1q nk " p´1q k`n a n,n´1 detpM n,k n,n´1 paqq{∆ a where M kl ij paq is the minor of a obtained by removing i, j-th columns and k, l-th rows. By putting all formulas together we finally obtain a formula for k:
Now recall the action of torus T p2q " pCq 2 Ă B 2 Ă B on a n,n´1 andf has weights ǫ n and ǫ n´1 and respectively the weights of θ 1 , θ 2 are´ǫ n and´ǫ n´1 . Thus T p2q -invariant part of the complex CE n 2 pC 2 12 q is of the shape rθ 1 ; 0s r1; ǫ n´1 s rθ 1 θ 2 ;´ǫ n s rθ 2 ; ǫ n´1´ǫn s rθ 1 ; ǫ n´ǫn´1 s e˚r1; ǫ n s er θ 1 θ 2 ; ǫ n´1 s e˚rθ 2 , 0s eẘ here the expression rα, ρs stands for Rrρssα, R " CrX pG n , G n,n´1 qs and Rrρs is the part of R of weight ρ; e˚is the basis of n˚" Hompn, Cq. In the picture the dashed arrows are the Chevalley-Eilenberg differentials. In the tensor product CrX 2 s "π1 3 pCrX 2 sqs b CrG 2 s the first term is B 2 -invariant. Hence since the vertical arrows in the diagram above compute homology H˚pG 2 {B, Opkqq for the corresponding value of k (that could read from the bottom of side of cube in the diagram), after contracting the vertical arrows we arrive to the diagram:
Since only two vertices of the last diagram are actually non-zero we only need to compute the diagonal arrow. The target of this arrow is H 1 pP 1 , Op´2qqbπ1 3 pCrX 2 sq " H 1 Lie pn, Rrǫ n´1ǫ n sq, hence we can replace the coefficients of the differential by the expressions that are homologous with respect to the differential δ. Below we take advantage of this observation. Indeed, note that δb n´1,n´1 " b n,n´1 , δb n´1,n " b nn , so, first, δ 2 pb 2 n´1,n´1 q " 2b n´1,n´1 b n,n´1 , hence b n´1,n´1 b n,n´1 is exact and, second,
a " c¨pb n´1,n´1 b´1q we obtain: 2b n´1,n´1 a i,n´1 " c i,n´1 .
Next let us notice that since a ‚,i " c ‚,i for i ă n´1 by expanding along the n´2-th column of the determinant in the definition of pa´1q nn , we can use above homotopy equivalence we get 2b n´1,n´1 pa´1q nn " ∆ c ∆´1 a pc´1q nn " ∆ b pc´1q nn .
We can combine the last formula with the observation that M n,k n,n´1 paq " M n,k n,n´1 pcq to obtain
Next let us observe that if we collect all the terms in the last sum with l " n we obtain: n´1 ÿ k"1 pc´1q nk x kn " F n´1 px, cq{∆ c`p c´1q nn p´x nn`x11 q.
On the other hand if collect all the terms in the sum with l " s for s ‰ n we get:
n,n´1 pcqqx ks " p´1q s`n ∆´1pcqc s,n´1 detpM n,s n,n´1 pcqx 11 q mod pF s´1 q.
Thus combination of the last two observations implies that modulo ideal I g`p F 1 , . . . , F n´2 q we have the following homotopy:
k "`pc´1q nn x nn˘``Fn´1 px, cq{∆ c`p c´1q nn p´x nn`x11 q∆´1
n,s n,n´1 pcqq¸" F n´1 px, cq{∆´1 c .
Link homology computation
4.1. Link homology. In this subsection we remind our construction for link invariant from [14] and its connection with sheaves on the nested Hilbert scheme.
The free nested Hilbert scheme Hilb 
The main result of [14] is the following 
where X " px ij q, Y " py ij q are the coordinates on b and n respectively andS " tpijqu i´ją1 , ti1 , iu iPS . The zeroth homology of rO S Z 1,n s vir is the structure sheaf of Z S 1,n but the complex has higher homology too. All homology are supported on Hilb 1,n and we have Proposition 4.2.1. If β " cox S we have
Proof. We have shown thatC β is Koszul matrix factorization with the differential
where θ ij and θ i are odd variables. The functions h ij and k i were not discussed previously since the Koszul matrix factorizationC β is uniquely up to homotopy determined by the regular sequence tg ij u ijPS , tF i u iRS . For concreteness lets construct these functions.
For that let us order elements of the setsS andS " r1, n´1szS. Then we define
where i 1 j 1 immediately precedes the element ij and if ij is the largest element ofS then
Providing an explicit formulas for h i is a bit harder but later we work with our matrix factorization in the neibourhood of g " 1 hence we can assume that d i :" detprg piq 1‚ , . . . , g piq i,‚ sq ‰ 0 and let us also assume that the order ofS extends the natural order. Then from the first assumption we obtain that F i {d i " px i`1,i`1´x11 q`R i where R i does not depend on variable x i`1,i`1 . We define
where i 1 immediately precedes i and if i is the largest element ofS then W i " W kl where kl is the smallest element ofS.
Finally let us observe that from our formulas immediately follows that
Moreover since W has linear dependence on X we also get that
Let also remark that the dg-scheme from proposition 3.25 of [15] seems to be closely related to the dg-scheme defined by the complex rO Z S 1,n s vir . We hope to explore this relation in future. For more explicit connections with [15] see the last section of this paper.
4.3.
Proof of theorem 1.0.2. Theorem 1.1.1. from [16] implies that
If we apply this formula for β " cox S and combine it with the previous proposition we obtain the statement of the theorem.
Explicit computations
In this subsection we explain how the above geometric computations translate into straight forward homological algebra. Discuss the subtleties of our construction of the knot homology that is related to the t-grading and how this subtleties prevent us from using localization techniques in a naive way. All complexity of the situation could be seen in the case n " 2 which we discuss at the end of the section.
5.1. Details on t-grading. Since deg t W " 2 we need to explain how we need to explain how we assign the t-degree shifts in our matrix factorizations. We fix convention for t k¨M the shifted version of a module M . For example for 1 P t k CrX 2 s we have deg t p1q " k.
Thus let us provide a clarification for the T sc -equivariant of the elements of our category MF sc pX 2 , W q. An element of MF sc pX 2 , W q is the two-periodic complex:
where M i are free modules For example the elementC`P MF sc B is the two-periodic complex: . . .
The elements in the ring CrX 2 s have even t degrees thus the only source for the elements of t-degree in S β are shifts t k in our complexes. Since the the convolution needs to preserve the degree one property, we require that degree t shifts in the Chevalley-Eilenberg complex are defined by the condition that the Chevalley-Eilenberg differentials shift t-degree by 1.
As a final step of the construction of S β we apply the pull-back je to the complexC β where j e is the embedding of Č Hilb f ree 1,n inside nˆb. To construct je pC β q we need to choose an affine cover Č Hilb f ree 1,n " Y i U i by the B-equivariant charts U i , then the pull-back je pC β q is Cech complexČ U‚ pC β q. Moreover, since we would like to preserve the degree one property, we shift t-degrees in the Cech complex so that the Cech differentials are of t-degree 1.
Since we are working with T sc -equivariant complexes of sheaves on the Hilbert scheme it is very tempting to use localization technique to obtain explicit formulas for the superpolynomial for links. However the degree one property effectively prevents us from doing this, in most of the cases. We expand on this issue in the section where we discuss the twostrand case but for now let us point out that formulas obtained by localization could only produce super-polynomial that has only even powers of t because the elements CrX 2 s have even t-degree. On the other hand there many examples of the links with the knot homology that are not t-even.
To end the discussion on a positive note let us point out that HOMFLY-PT polynomial is well suited for localization technique, exactly because of the degree one property. Let us denote by χ q pSq the C˚-equivariant Euler characteristics of an two-periodic complex S P D b
C˚p Hilb f ree 1,n q where C˚acts with opposite weights on n and b. Theorem 5.1.1. [14] For any β we have
5.2.
Conjectures for Coxeter links. Let j ∆ : bˆn be the B-equivariant embedding inside X 2 and let b S Ă b be the subspace defined by equations x ii " x i`1,i`1 for i R S. The results of the previous section imply that we have the homotopy of the two-periodic complexes:
whereS " tj´i ą 1u Y S and R " CrX 2 s. The tensor product above is a restriction of the complex to the subvariety b Sˆn and to simplify notations we abbreviate the restriction by
Let us cover Č Hilb f ree 1,n by the affine charts U i then we have the following expression for the homology:
where χ k is a notation for the character of the torus T . We simplify slightly the above formula by eliminating the Chevalley-Eilenberg complex with the following trick. In the next section we describe affine subspaces A ‚ Ă Č Hilb f ree 1,n such that affine varieties BA ‚ form an affine cover of Č Hilb f ree 1,n and B-stabilizer is trivial. Hence if we choose BA ‚ as our Cech cover then because of the triviality of the stabilizers the ChevalleyEilenberg complex is acyclic on every chart and extracting its zeroth homology on the chart BA S corresponds to the restriction on the affine subvariety T A S which we denote by T S . Thus we have the following least geometry rich statement:
Corollary 5.2.1. For any k and S we have:
Since the line bundle L k is very ample for sufficiently positive k for such k the Cech complex becomes acyclic a we have Corollary 5.2.2. For sufficiently positive k we have:
In the last formula we eliminated all possible sources of odd t-degree shifts with exception of the shifts inside the complex K cox S . Thus as it is we still can not apply localization methods to extract an explicit formulas. So let correct the complex K cox S to make it comply with localization formula:
and let us introduce computationally friendly 'invariant':
This invariant is an equivariant Euler characteristic of the complex and in the next section we explain how one can obtain explicit localization formulas for this Euler characteristic with localization technique. Several recent preprints [10, 11] suggest that for at least for sufficiently positive k the sum above will non-zero terms only for j " 0. Other words it is reasonable to pose: Conjecture 5.2.3. For sufficiently positive k we have:
As we will see in the next subsection this conjecture is false without assumption of the positivity. Even more it is false for very negative k too.
In the last section we prove a stronger and more geometric version of the conjecture for β " cox: 5.3. Two strand case. In this subsection we compute homology for the links obtained by closing braids on two strands. Thus illustrate our computational technique and also one can compare computations in section 5 of [15] . The results of computation in [15] and in our paper match and that provides yet another evidence for existence of a close relation between the theory outlined in [15] and our.
First let us describe the computation of the homology of T 2,2n`1 " Lpσ 2n`1 1 q. Since σ 1 " cox S , S " H in this case b S " n ' C let us fix coordinates on it b S " tx 12 E 12`x pE 11`E22 qu. Respectively we fix notation R " Crx, x 12 , y 12 s for the coordinate ring on b Sˆn .
The complex K cox S in this case is just R. Moreover, intersection Č Hilb f ree 1,n Xb Sˆn is covered with two charts A 1 " tx 12 ‰ 0u, A 2 " ty 12 ‰ 0u. That is the homology H k pT 2,2n`1 q are equal to the homology of the complex:
where χ : T Ñ C˚is the character pλ, µq Þ Ñ λ.
Thus the knot homology of T 2,2n`1 is the sum of triply graded vector spaces is the tensor product of Crxs and the space:
shifted by pa{tq n . We can compute the super-polynomial we just need the formula for the dimensions of the homology of the line bundles:
The case of the torus link T 2,2n is more involved. Since S " t1u in this case b S " b. Let us denote by R the ring of functions on bˆn: R " Crx`, x´, x 12 , y 12 s where x`" x 11`x22 , x´" x 11´x22 . In these notations we have
The Cech cover in this case is basically the same as in the previous case: A 1 " tx 12 ‰ 0u and A 2 " ty 12 ‰ 0u. Thus the homology of the torus link T 2,2n is the sum of vector spaces H 0 ' aH 1 shifted by pa{tq n where H i is homology of the complex: where Rrms stands for the degree m part of the ring R with degrees of the generators are
The complex above is the tensor product of Crx`s and the complex with x`set to zero. Thus to make our computations easier we work modulo ideal px`q, R 1 " R{px`q
Geometrically the homology of the last complex could interpreted as homology of line bundle Opk´iq on the union of an projective line and an affine line that intersect transversally at one point. But for illustration of our methods we proceed algebraically.
First let us observe that the horizontal differential is injective and we can contract the complex in this direction. For that we need to describe the cokernel of the map. Since we have: R 
and for negative n the knot homology of T 2,2n is the vector space:
To convert the last formula into super-polynomial we only need to remember:
We would like to point out that case of the links T 2,2n is more complex than the case of the knots T 2,2n`1 . For example in case of knots elements of knot homology of T 2,2n`1 for any n have the same parity of t-degree. It is no longer true for links, the homology of T 2,2n for negative n contains elements of odd and even t-degree. Thus it seems to be very unlikely, there is some localization type formula that produces the super-polynomial of T 2,2n for (very) negative n.
Localization and explicit formulas for homology
In this section we present an explicit formulas for the graded dimension of the homology of the Coxeter links under assumption that the corresponding braid is sufficiently positive. First we discuss the geometry of Hilb f ree 1,n since that is the space where we perform our localization computation.
6.1. Local charts. It is shown in [14] that the free Hilbert scheme Hilb f ree 1,n could be covered with affine charts. In this subsection we remind this construction. First, we describe the combinatorial data used for labeling of the charts.
Let us denote by N S n the set of the nested pairs of sets with the following properties. An element S P N S n is a pair of nested sets:
Let us define the sets of pivots of S as sets P x pSq, P y pSq consisting of the pairs
x u, P y pSq " tpijq|j P S i y zS i`1 y u. To an element S P N S n we attach the following affine space A S Ă nˆn: pX, Y q P A S , if x ij " 1, ij P P x pSq y ij " 1, ij P P y pSq and
For a given S we denote by N x pSq and N y pSq the indices pijq such that x ij respectively y ij such that the corresponding entries are not constant on A S . From the construction we see that |N pSq| " npn´1q{2.
Let us denote by h the subspace of the diagonal matrices inside b. The sum h`A S is affine subspace inside bˆn and we show in [14] : Proposition 6.1.1. The space Č Hilb f ree 1,n Ă bˆn is covered by the orbits affine spaces Bph`A S q, S P N P n . Morevorer, the points in h`A S have trivial stabilizers.
Thus the proposition implies that the affine subspaces h`A S provide an affine cover for the quotient Hilb f ree 1,n . Our system for labeling of the charts might look a bit artificial for people studying Hilbert schemes so let us introduce an equivalent but somewhat more familiar system. 6.2. Combinatorics of the cover. Also it is probably a good place to enrich our notations to make them more compatible with the notations in [15] . The free Hilbert scheme has a natural map ρ : Hilb f ree 1,n Ñ h given by the eigenvalues of the first matrix. Respectively, we define Hilb f ree 1,n pZq to be the pre-image ρ´1pZq. Now recall that another definition of the free Hilbert scheme as the space of the nested chains of the left ideals:
Given a sequence of non-commutative monomials m " pm 1 , . . . , m n q we define the following sublocus of the free Hilbert scheme
Now let us explain how one could produce a vector of monomials mpSq from the element of S P N S n . Essentially, we just retrace the definition of the free Hilbert scheme. We construct the vector inductively starting with m 1 pSq which is X if pn´1, nq P P x pSq and it is Y if pn´1, nq P P y pSq. The inductive step is the following:
In the case of the usual nested Hilbert scheme it is convenient to label the torus fixed points by the standard Young tableaux (SYT). By analogy with the commutative case we also introduce an analog of the SYT for non-commutative case. The generalized SYT, abbreviated GY T n , are labeling L of Z ě0ˆZě0 by the subsets of r1, ns such that every element appears once in the labeling sets. That is an element of GY T n is a map L : Z ě0ˆZě0 Ñ subsets of r1, ns with above mentioned properties.
It is natural to think about the labels as the labels on 1ˆ1 squares that pave the first quadrant. We also require that the set of squares with non-empty labeling is connected, other words all our tableaux are connected. The standard Young tableaux are examples of generalized YT but obviously there are many GYT which are not SYT.
There is a natural map GY T : N S n Ñ GY T n that could be described by the condition k P LpGY T pSqqpijq if deg X pm k pSqq " i and deg Y pm k pSqq " j. Since the non-commutative Hilbert scheme contains the commutative one the image of the above map contains the set SY T n . But we do not understand the combinatorics well. For example we do not understand the image of this map, the answer to following question is probably known to the experts:
Question: What is the image of the map N S n Ñ GY T n ? Is this map injective? We checked the injectivity for small n on computer. Let us also give a few examples of GYT's that are not SYT and appear in the image: where˚" t3, 5u.
Finally, let us observe that size of the set N S n is n! and we expect that that there is a natural correspondence between this set and permutations S n of r1, ns. On other hand the RS algorithm assigns to an element of S n a pair of SYT of the same shape. So it that suggest to expect existence of modification of the map GY T that has as target the set of the pairs from RS algorithm. We leave this problem for the future publications where we plan to study the connection between the geometry of the non-commutative Hilbert scheme and the Young projectors in CrS n s.
6.3. Geometry of the torus fixed locus. Given a element S P N S n we denote by M x pSq and M y pSq the corresponding pair of matrices from Č Hilb f ree 1,n . The entries x ij , ij P N x pSq and y ij , ij P N y pSq together with coordinates along h provide local coordinates at the neighborhood of the point M x pSq, M y pSq. Below we provide a formula for weights of the T sc -action on these coordinates.
First let us define the pair of vectors of weights w x pSq and w y pSq. We define them inductively, starting with w n x pSq " 0 and w n y pSq " 0. The inductive step is provided by w j x pSq " # w k x pSq`1 if pjkq P P x pSq w k x pSq if pjkq P P y pSq , w j y pSq " # w k y pSq`1 if pjkq P P y pSq w k y pSq if pjkq P P x pSq
The weights above are defines in such way that t´1Ad tx pXq P A S , Ad tx pY q P A S , Ad ty pY q P A S , t´1Ad ty pY q P A S , for any pX, Y q P A S and t x " diagpt w 1 x , . . . , t w n x q, t y " diagpt y`1 , ij P N y pSq. Now let us attempt to write a localization formula 2 for χpK even cox b L k b Λ a pBqq. For localization formula we need the weights of the differentials in the complex. Informally we 2 All our discussion could be carried out with minor modifications for the complexes K even cox S we restrict to the case S " H to keep notations simple.
call these weights as weights of obstraction space: o x pijq " w i x´w j
x`1 , o y pijq " w i y´w j y`1 . Let us also denote by T S the tangent space at pM x pSq, M x pSqq and by Ob S the 'obstraction' space spanned by the vectors with weights opijq, j´j ą 0.
Armed with the above formulas we can write the localization formula for Unfortunately, the sum above is not well-defined because for some S the vector pd x , d y q vanishes. It is a manifestation of the fact that scheme´Hilb where u is any, lies inside A S for S with S x " t4, 3u Ą t3u Ą tHu Ą tHu and S y " t4u Ą t4u Ą t4u Ą tHu. It is also fixed by the torus T sc .
Remark 6.3.1. As we see above the torus fixed locus is not discrete in general but we expect that the locus will of virtual dimension zero. Indeed, the computer experiment suggest that for any S P N S n we have inequality: dim pOb S q Tsc ě dim pT S q Tsc .
However on the commutative Hilbert scheme the torus fixed locus is zero-dimensional and the torus fixed points are labeled by the SY T n . Let us identify the corresponding subset N S n : rM x pSq, M y pSqs " 0, iff S P N S syt n . we propose the following Proposition 6.3.2. For sufficiently positive k we have the following localization formula for P even pLpcox¨δ k" ÿ SPN S syt n Q k¨wx T k¨wy Ω S pQ, T, aq.
Proof. Let β " cox¨δ k . Since the complex C β is supported on the commutative Hilbert scheme, the complex C β is contractible in the affine neighborhood of pM x pSq, M y pSqq if S R SY T n . The union Hilb 
