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abstract
Group equivariant neural networks have been explored in the past few years
and are interesting from theoretical and practical standpoints. They lever-
age concepts from group representation theory, non-commutative harmonic
analysis and differential geometry that do not often appear in machine
learning. In practice, they have been shown to reduce sample and model
complexity, notably in challenging tasks where input transformations such
as arbitrary rotations are present. We begin this work with an exposition
of group representation theory and the machinery necessary to define and
evaluate integrals and convolutions on groups. Then, we show applications
to recent SO(3) and SE(3) equivariant networks, namely the Spherical CNNs,
Clebsch-Gordan Networks, and 3D Steerable CNNs. We proceed to discuss
two recent theoretical results. The first, by Kondor and Trivedi (ICML’18),
shows that a neural network is group equivariant if and only if it has a
convolutional structure. The second, by Cohen et al. (NeurIPS’19), gener-
alizes the first to a larger class of networks, with feature maps as fields on
homogeneous spaces.
1
ar
X
iv
:2
00
4.
05
15
4v
2 
 [c
s.L
G]
  3
0 A
pr
 20
20
contents 2
contents
1 Introduction 3
2 Group representation theory 4
2.1 Groups and homogeneous spaces . . . . . . . . . . . . . . . . 4
2.2 Group representations . . . . . . . . . . . . . . . . . . . . . . . 5
3 Integration 8
3.1 The Riemann integral . . . . . . . . . . . . . . . . . . . . . . . . 8
3.2 Lebesgue integration . . . . . . . . . . . . . . . . . . . . . . . . 8
3.3 The Haar measure . . . . . . . . . . . . . . . . . . . . . . . . . 10
4 Harmonic analysis 11
4.1 The Peter-Weyl Theorem . . . . . . . . . . . . . . . . . . . . . . 12
4.2 Fourier analysis on compact groups . . . . . . . . . . . . . . . 13
4.3 Convolution theorem on compact groups . . . . . . . . . . . . 14
4.4 Examples: SL(2,C), SU(2) and SO(3) . . . . . . . . . . . . . . 15
4.5 Fourier analysis on homogeneous spaces . . . . . . . . . . . . 19
4.6 Example: Fourier analysis on S2 . . . . . . . . . . . . . . . . . 20
5 Applications: equivariant networks 21
5.1 Finite group CNNs . . . . . . . . . . . . . . . . . . . . . . . . . 22
5.2 The spherical CNNs of Cohen et al. [2] . . . . . . . . . . . . . 22
5.3 The spherical CNNs of Esteves et al. [9] . . . . . . . . . . . . . 23
5.4 The Clebsch-Gordan networks [20] . . . . . . . . . . . . . . . . 25
5.5 The 3D steerable CNNs [33] . . . . . . . . . . . . . . . . . . . . 26
6 The general theory of Kondor and Trivedi [21] 28
7 Fiber bundles 32
8 The general theory of Cohen et al. [4] 33
1 introduction 3
1 introduction
Recall the familiar convolution of functions f and k on the real line
(f ∗ k)(x) =
∫
t∈R
f(t)k(x− t)dt.
We define the shift operator (λyf)(x) = f(x− y). One important property of
convolution is the shift-equivariance: (λyf) ∗ k = λy(f ∗ k). Intuitively, if the
filter k is designed to respond to some pattern in f, this property tells us
that the response will be the same (just shifted) no matter where the pattern
appears. This is fundamental to the success of convolutional neural networks
(CNNs) introduced by Fukushima [14]. The filter k is learned and compactly
supported, and convolution allows weight-sharing, in contrast with fully
connected networks. The combination of CNNs and the backpropagation
algorithm (LeCun et al. [23]) enabled the recent deep learning revolution.
The vast majority of CNNs employ convolution on Euclidean spaces. For
example, R for audio, R2 for images and R3 for volumetric occupancy grids.
The main objective of this work is to present a theory of CNNs on more
general spaces; namely, groups and homogeneous spaces. We still wish the
equivariance property to hold, but we will now call it group-equivariance and
define it with respect to the action of a group. Let λg, λ ′g indicate the group
action for some g ∈ G. We say that a linear map Φ : X→ Y is equivariant to
actions of G when
Φ(λgf) = λ
′
g(Φ(f)), (1)
which is equivalently represented by the commutative diagram
X Y
X Y.
Φ
λg λ
′
g
Φ
We are interested in designing and parameterizing Φ such that it is equiv-
ariant and its parameters can be optimized. Note that λ and λ ′ are not
necessarily the same since Φ may map between different spaces. When λ ′
is the identity, we say that Φ is invariant to G. Some authors reserve the
term equivariant for when λ = λ ′ and call it covariant otherwise, but we will
not make this distinction. CNNs satisfying this property are called group
equivariant convolutional neural networks (G-CNNs), introduced by Cohen
and Welling [6].
A typical example are G-CNNs for inputs on the surface of the sphere S2,
where the group of rotations SO(3)1 act. One application is the semantic
segmentation of a panoramic images [10, 5] where the equivariance property
enforces that outputs strictly follow input camera rotations.
Our focus is on the theoretical background that enables G-CNNs, which
is not usually covered in recent papers due to space constraints. To this
end, we will discuss group representation theory (Section 2), integration and
harmonic analysis on non-Euclidean spaces (Sections 3 and 4). Section 5
shows how this theory is applied to G-CNNs. Sections 6 and 8 cover recent
results by Kondor and Trivedi [21] and Cohen et al. [4] generalizing the
G-CNN theory and showing that equivariance implies a group convolutional
1 SO(3) is the group of special orthogonal 3× 3 matrices, which is identified with 3D rotations.
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structure. Before discussing Cohen et al. [4], we need to introduce some
concepts from differential geometry related to fiber bundles, which is done
in Section 7.
We will not cover recent results of G-CNNs operating on 2D images, where
equivariance to translation, planar rotation, mirroring and sometimes scale
is sought. We recommend Weiler and Cesa [32] for a general theory of this
class of networks.
Most of the material in Sections 2 to 4 is presented in a more rigorous and
complete way in Gallier and Quaintance [15]. We omit deep proofs related to
the Haar measure and the Peter-Weyl theorem, and often tailor the material
to just the parts required to understand the current G-CNNs. We will,
nevertheless, derive the irreducible representations of SL(2,C), SU(2) and
SO(3) and show how special functions, including the spherical harmonics,
arise in the process. Furthermore, we define and prove the formulas for
SO(3) and spherical convolutions and cross-correlations that are used in
recent works. While Gallier and Quaintance [15] is the main reference
utilized, we sometimes follow Nakahara [27], Serre [29], Dieudonné [7],
Folland [13], Hall [18], Vilenkin [31], and Rudin [28] when more appropriate.
No new theoretical or practical results are introduced in this work. We
present an introduction to the theoretical background and recent develop-
ments under a consistent notation, and sometimes from a different point of
view, which we hope will be useful for some readers.
2 group representation theory
Group representation theory is the study of groups by the way they act on
vector spaces, which is done by representing elements of the group as linear
maps between vector spaces.
2.1 Groups and homogeneous spaces
We begin with basic definitions about groups.
Definition 1 (group). A group (G, ·) is a set G equipped with an associative
binary operation · : G×G→ G, an identity element, and where every element
has an inverse also in the set. When · is commutative, we call the group
abelian or commutative. When the set is equipped with a topology where ·
and the inverse map are continuous, we call it a topological group. When such
topology is compact, we call the group a compact group. When G is a smooth
manifold and · and the inverse map are smooth, it is a Lie group. A subgroup
(H, ·) of a group (G, ·) is a group such that H ⊆ G.
Examples.
• The integers under addition (Z,+) form an abelian, non-compact
group.
• The group of all permutations of a set of n symbols, called the sym-
metric group Sn is a finite, non-commutative group of n! elements.
• The group of rotations in 3D, SO(3), is a compact, non-commutative
Lie group.
For a negative example, consider the sphere S2 and its north pole ν =
(0, 0, 1). We can identify any point on the sphere by angles (α,β), which
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represent a rotation of the north pole Ry(β) (around y) followed by Rz(α)
(around z); we write x = Rz(α)Ry(β)ν. Now define the operation · such
that x1 · x2 = Rz(α1)Ry(β1)Rz(α2)Ry(β2)ν. Any rotation in SO(3) can be
represented as Rz(α1)Ry(β1)Rz(α2)Ry(β2), and not only the ones of the
form Rz(α1)Ry(β1); therefore the operation · as defined is not closed in S2,
and (S2, ·) is not a group.
While S2 is not a group, we will show that it is a homogeneous space of
SO(3). Intuitively, homogeneous spaces are spaces where the group acts
“nicely”. For this reason, they are useful as the feature domain in G-CNNs.
Homogeneous spaces are closely related to coset spaces; we now define both
structures and show how they relate.
Definition 2 (homogeneous space). The action of a group G is transitive on a
space X if for any pair of elements x and y in X, there exists an element g in
G such that y = gx. A homogeneous space X of a group G is a space where the
group acts transitively.
Definition 3 (coset space). Given a subgroup H and an element g of a group
G, we define the left coset gH as gH = {gh | h ∈ H}. The set of left cosets
partition G and is called the left coset space G/H. We define the right cosets
Hg and their coset space H\G analogously.
Let o ∈ X be an arbitrarily chosen origin of X and Ho its stabilizer. Then,
there is a bijection2 between X and G/Ho.
We will often refer to elements of a homogeneous space X ∼= G/Ho by the
coset gHo, and the map g 7→ gHo is a projection from the group G to the
homogeneous space X. Since we are interested in maps that are equivariant
to actions of some group G, we will frequently consider maps between
homogeneous spaces of G.
Example. Let us return to the sphere S2 and its north pole ν = (0, 0, 1). The
sphere is a homogeneous space since SO(3) acts transitively on it. The set
of rotations that do not move ν is the stabilizer Hν = {Rz(δ) | δ ∈ [0, 2pi)}.
Any rotation in R ∈ SO(3) can be written as R = Rz(α)Ry(β)Rz(γ), and
generate left cosets of the form RHν = {Rz(α)Ry(β)Rz(γ+ δ) | δ ∈ [0, 2pi)}.
The pair (α, β) uniquely identify each coset, which gives an isomorphism
between points on the sphere and the set of all cosets SO(3)/Hν. Since Hν is
isomorphic to group of planar rotations SO(2), we write S2 ∼= SO(3)/SO(2).
2.2 Group representations
Group representations have numerous applications. Most important to our
purposes are (i) they represent actions on vector spaces (for example, λg in
Eq. (1) could be a linear representation), and (ii) they form bases for spaces
of functions on groups, as will be detailed in Section 4.
Definition 4 (representation). A group homomorphism between groups G and
H is a map f : G → H such that f(g1g2) = f(g1)f(g2). Let G be a group
and V a vector space over some field. A linear representation is a group
homomorphism ρ : G→ GL(V), where GL(V) is the general linear group.3
If V is an inner product space and ρ is continuous and preserves the inner
product, it is called a unitary representation. The character of a representation
ρ is the map χρ : G→ C such that χρ(g) = tr(ρ(g)).
2 The bijection will be a homeomorphism is all cases considered in this work, but not in general.
3 When V is finite-dimensional and n = dimV , GL(V) is identifiable with the group of n×n
invertible matrices.
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Example. Consider the multiplicative group G of complex numbers of the
form gθ = eiθ. The map
ρ(eiθ) =
(
cos θ sin θ
− sin θ cos θ
)
is a representation of G on R2. We can check that gθgφ = gθ+φ and
ρ(ei(θ+φ)) = ρ(eiθ)ρ(eiφ).
Example. Let L2(G) be the Hilbert space of square integrable functions on
G, and let ρ : G → GL(L2(G)) act on f : G → C as (ρ(g)(f))(x) = f(g−1x).
ρ defined this way is a representation of G; specifically, it is a left regular
representation of G.
Definition 5 (irreducible representation). Let ρ : G→ GL(V) be a represen-
tation of G on a vector space V , and W be a vector subspace of V . When
W is invariant under the action of G, i.e., for all g ∈ G and w ∈W we have
ρ(g)(w) ∈W, the restriction of ρ to W is a representation of G on W, called
a subrepresentation. When the only subrepresentations of ρ are V and the zero
vector space, we call ρ an irreducible representation or irrep.
Example. Consider the group SO(3) and the vector space V of 3× 3 real
matrices (V ∼= R9). We define a representation ρ : SO(3) → GL(V) such
that ρ(g)(A) = g>Ag. Now consider the subspace W of V comprised of
antisymmetric matrices (B = −B>). It turns out W is invariant to ρ,
(ρ(g)(B))> = (g>Bg)> = −g>Bg = −ρ(g)(B) (2)
so ρ(g)(B) ∈ W for all g ∈ SO(3) and B ∈ W. Therefore ρ is a reducible
representation. It is, however, irreducible as a representation on W.
Remark. Every representation of a finite group is a direct sum of irreps
(Maschke’s theorem).
Remark. Every finite-dimensional unitary representation of a compact group
is a direct sum of unitary irreducible representations (unirreps).
We often want to determine all irreducible representations of a group, or de-
compose a representation in its irreducible parts. The characters χρ : G→ C
play an important role in this task. First, we define the inner product of
characters 〈χi,χj〉 =
∫
G χi(g)χj(g)dg.
4 The following properties hold:
• Isomorphic representations have the same character. The converse
is only true for semisimple representations, which include unitary
representations and all representations of finite or compact groups.
• Distinct characters of irreducible representations of compact groups
are orthogonal, 〈χi,χj〉 = 0 when i 6= j.
• A representation of a compact group is irreducible if and only if its
character χ satisfies 〈χ,χ〉 = 1.
• The character of a direct sum of representations is the sum of the
individual characters.
Now let ρ1 : G → GL(V1) and ρ2 : G → GL(V2) be finite-dimensional
representations. The map ρ12 : G → V1 ⊗ V2 obtained via tensor product
ρ12(g) = ρ1(g)⊗ ρ2(g) is a representation of V1 ⊗ V2. This representation
is not irreducible in general, and the Clebsch-Gordan theory studies how it
decomposes into irreps.
4 This involves integration on the group, which we will define in Section 3.
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Definition 6 (G-map). Given two representations ρ1 : G → GL(V1) and
ρ2 : G→ GL(V2), a G-map is a linear map f : V1 → V2 such that
f(ρ1(g)(v1)) = ρ2(g)(f(v1))
for every g ∈ G and v1 ∈ V1. If f is invertible, we say that ρ1 and ρ2 are
equivalent, and we can define equivalence classes of representations. A G-map
is sometimes called a G-linear, G-equivariant, or intertwining map.
Remark. In the context of neural networks, we usually have alternating linear
maps and nonlinearities. In equivariant neural networks, we want the linear
maps to be G-maps. The representations will often be the natural action
(ρ(g)f)(x) = f(g−1x).
The following is an important result characterizing G-maps between irreps.
Theorem 1 (Schur’s Lemma). Let ρ1 : G→ GL(V1) and ρ2 : G→ GL(V2) be
irreducible representations of G, and f : V1 → V2 a G-map between them. Then f is
either zero or an isomorphism. If V1 = V2 and ρ1 = ρ2 are complex representations,
then f is a multiple of the identity map, f = λid.
Henceforth, we assume representations are complex (representation vector
space is over a complex field) except when stated otherwise.
It is possible to construct a representation of a group G from a represen-
tation ρ of a subgroup H on a vector space V . The basic idea is to consider
V-valued functions on G and let ρ act on their values. This is key to define
representations on associated vector bundles, which will be discussed in
Sections 7 and 8.
Definition 7 (induced representation). Let G be a locally compact group
with a subgroup H, and ρ : H→ GL(V) a representation of H. Consider the
space W of vector valued functions f : G→ V such that f(gh) = ρ(h−1)(f(g)),
and the operator pi on W such that (pi(u)(f))(g) = f(u−1g). It is easy to see
that pi is a linear map from W to itself and a group homomorphism; hence,
a representation of G on W. We call pi the representation of G induced by ρ,
sometimes denoted IndGHρ.
Remark. We can construct a suitable function f from any continuous k : G→ V
with compact support by making f(g) =
∫
H ρ(h)k(gh)dh.
Example. Consider G, H and f in Definition 7 and let ρ be the trivial rep-
resentation ρ(h) = I for all h. Then, f(gh) = f(g), which implies that f
is constant on cosets, and thus can be viewed as a function on G/H. The
induced representation pi is then just the natural representation of G on
L2(G/H), given by (pi(u)f)(gH) = f(u−1gH).
Example. There is an alternative but equivalent geometric construction of
the induced representation using vector bundles (see Definition 14). We
discuss a simple example; refer to Folland [13] for the full details. Consider
the group of rigid motions in the plane SE(2), its subgroup SO(2), and a
representation of SO(2) on R2, ρ : SO(2)→ GL(R2). We refer to elements of
SE(2) as (t, r) for a translation t and rotation r. Now let V be the space of
functions f : R2 → R2 (vector fields on the plane). The representation ρ of
SO(2) acts on the range of f, and induces a representation pi : SE(2)→ GL(V)
pi((t, r))(f)(x) = ρ(r)f(r−1(x− t)).
Geometrically, this is an action of SE(2) on the vector field that first change
the coordinates, then rotates the vectors.
This concludes our introduction to group representation theory. For more
details we recommend Gallier and Quaintance [15], Serre [29], and Hall [18].
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3 integration
In order to compute Fourier transforms and convolutions on groups, we
need to integrate functions on groups. The key ingredient is the Haar
measure. We begin with the familiar Riemann integral, discuss its limitations
and introduce Lebesgue integration as the remedy. The Lebesgue integral
allows integration over arbitrary sets given an appropriate measure. Finally,
we define the Haar measure, which is the appropriate measure used for
integration on locally compact groups.
3.1 The Riemann integral
Intuitively, the Riemann integral is the familiar “area under the curve” of a
continuous function on an interval of the real line f : [a,b] → R. The idea
is to partition the integration interval and define the integral as the sum of
areas of the rectangles defined by one value of f on each subinterval and the
subinterval width, on the limit where such widths tend to zero.
Definition 8 (Riemann integral). For an interval [a,b] ⊂ R and a subdivision
T = {ti} with 0 6 i 6 n, t0 = a, tn = b, and tk < tk+1 for all k < n, the
Cauchy-Riemann sum sT (f) of a continuous function f : [a,b]→ R is
sT (f) =
n−1∑
k=0
(tk+1 − tk)f(tk).
The diameter of the subdivision T is δ(T) = maxk{tk+1 − tk}. Now consider
any sequence of subdivisions Tj such that limj→∞ δ(Tj) = 0 (consequently,
n→∞). We define the Riemann integral as ∫ba f(t)dt = limj→∞ sTj(f).
It can be shown that sTj always converge to the same limit for any sequence
of subdivisions Tj. Importantly, the map f 7→
∫b
a f(t)dt is linear. The
Riemann integral can be extended to functions on products of closed intervals
on Rn and to vector valued functions. However, it cannot be defined on more
general domains; the Lebesgue integration was introduced to overcome this
limitation.
3.2 Lebesgue integration
Lebesgue integration can be defined on arbitrary sets, and allows taking
limits of sequences of functions under integration, which is necessary in
Fourier analysis, for example.
In this section, we follow Rudin [28] for the most part. Refer to Gallier and
Quaintance [15] for a more general approach which allow functions taking
value on arbitrary (possibly infinite-dimensional) vector spaces.
We begin by defining the crucial concept of measure.
Definition 9 (measure). A collection Σ of subsets of a set X is a σ-algebra if it
contains X and is closed under complementation and countable unions. We
call the tuple (X,Σ) a measurable space, and the subsets in Σ are measurable sets.
A function f : X→ Y is measurable if the preimage of every measurable set in
Y is in Σ. A measure is a function µ : Σ→ [0,∞] which is countably additive,
µ
( ∞⋃
i=0
Ai
)
=
∞∑
i=0
µ(Ai) (3)
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for a disjoint collection of Ai ∈ Σ. The tuple (X,Σ,µ) is called a measure space.
Example. On the real line R, we define B(R) as the smallest σ-algebra
containing every open interval. This is known as the σ-algebra of Borel sets,
or the Borel algebra. Then µ : B(R) → [0,∞] defined such that µ((a,b]) =
b− a is a measure in (R,B(R)); it is usually called the Borel measure.
Carathéodory’s theorem allows the construction of measures and measure
spaces from an outer measure.
Theorem 2 (Carathéodory). An outer measure µ∗ on a set X is a function
µ∗ : 2X → [0,∞] such that (i) µ∗(∅) = 0, (ii) if A ⊆ B, µ∗(A) 6 µ∗(B) and (iii)
µ∗
( ∞⋃
i=0
Ai
)
6
∞∑
i=0
µ∗(Ai). (4)
Note that Eq. (4) is a relaxation of Eq. (3), called subadditivity. We can construct
an outer measure on X as
µ∗(A) = inf
{ ∞∑
n=0
λ(In) | A ⊆
∞⋃
n=0
In
}
(5)
where λ is any positive function with λ(∅) = 0 and there is a family {In} of subsets
of X that contains the empty set and covers any subset A ⊆ X. Now consider the
family of subsets
Σ = {A ∈ 2X | µ∗(A) = µ∗(E∩A) + µ∗(E∩ (X−A)), ∀E ∈ 2X}.
Then Σ is a σ-algebra and the restriction µ of µ∗ to Σ is a measure, so (X,Σ,µ) is a
measure space.
Example. Let µ∗ be an outer measure constructed as in Eq. (5) where {In}
is the set of all open intervals in R and λ((a,b)) = b − a. By applying
Theorem 2 to µ∗ we obtain the Lebesgue measure µL, and the σ-algebra of
Lebesgue measurable sets L(R). It can be shown that B(R) ⊂ L(R); this
extends to Rn.
Equipped with the notion of measures and measurable functions, we can
define the Lebesgue integral.
Definition 10 (Lebesgue integral). Let (X,Σ,µ) be a measure space. We
define the characteristic function χA of a measurable set A as the indicator
function χA : X → {0, 1} that is 1 when x ∈ A and 0 otherwise. A simple
function is a function s on X whose range consist only of finitely many
distinct values; formally, s(x) =
∑n
i=0 αiχAi(x) where {αi} is the set of
distinct values. We define the integral of a measurable simple function over
a set E ∈ Σ as ∫
E
s dµ =
n∑
i=0
αiµ(Ai ∩ E).
We call a function f positive when f(x) > 0 for all x, and say that f 6 k when
k− f is positive. For a measurable positive function f : X→ [0,∞] we define
the Lebesgue integral as ∫
E
f dµ = sup
∫
E
s dµ,
where the supremum is over all simple functions s such that 0 6 s 6 f.
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The Lebesgue integral is easily extended to complex valued functions
f : X→ C by noting that we can write f = u+ − u− + i(v+ − v−) for positive
functions u+, u−, v+, v−; the integral is then obtained by linearity.
Intuitively, while the Riemann integral partitions the domain of f to com-
pute the integral, the Lebesgue integral partitions its range. This is the key
to enable integration over more general domains.
Example. Consider again the measure space (R,B(R),µ), and the indicator
function for the rational numbers f : R→ {0, 1}, f(x) = 1 if x ∈ Q and f(x) = 0
otherwise. The function is not Riemann-integrable since here is no interval
where it is continuous. However it is a simple function that takes the value 1
on a set of measure zero (since Q is countable), and 0 elsewhere. Hence, f is
Lebesgue integrable and its integral is zero on any interval.
3.3 The Haar measure
The Lebesgue integral allows integration on arbitrary sets, when they are
given the structure of a measure space. The Haar measure gives such
structure to locally compact groups.
Theorem 3 (Haar measure). Consider a locally compact Hausdorff topological
group G, and the Borel σ-algebra B(G) generated by its open subsets. There exists a
unique measure µ, up to a multiplicative constant, such that µ is left-invariant, i.e.,
µ(gE) = µ(E) for all E ∈ B(G) and g ∈ G. Furthermore, µ is σ-regular,
µ(E) = inf{µ(U) | E ⊆ U, U open},
µ(E) = inf{µ(K) | K ⊆ E, K compact}.
The measure µ defined as such is called the left Haar measure. We define the right
Haar measure analogously; both measures are not necessarily equal.
It can be shown that µ(U) > 0 for any non-empty open U ∈ B(G) and
µ(K) <∞ for any compact K ∈ B(G).
The construction idea is to define the measure of a subset K ∈ B(G) as the
number of left-translations of a small U ∈ B(G) necessary to cover K. It is
made precise by taking appropriate limits and enforcing measure properties.
Now define the left action operator λu(f)(g) = f(u−1g). Given a left Haar
measure µ, its left invariance implies∫
λs(f)dµ =
∫
f dλs(µ) =
∫
fdµ (6)
for any f : G→ C and s ∈ G. We write dµ(g) = dg to simplify the notation;
then the relation
∫
G f(s
−1g)dg =
∫
G f(g)dg gives a variable substitution
formula that appears in many proofs. For functions on the line, this translates
to the usual
∫∞
−∞ f(x− y)dx = ∫∞−∞ f(x)dx, where the Lebesgue measure is
also a Haar measure.
Example. Consider again the group G of unitary complex numbers of the
form gθ = eiθ, for −pi 6 θ < pi, and the function λ : G → R such that
λ(eiθ) = θ. We obtain the Haar measure from the Lebesgue measure µL on
R as µ(A) = µL(λ(A)); it can be shown to be left-invariant.
Example. For the group GL(n,R), the Haar measure is given by dA/|det(A)|n,
where dA is the Lebesgue measure on Rn
2
.
On a Lie group of dimension n, we can construct an alternating n-form on
the tangent space at the identity and transport it to the tangent space at
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any point using left group actions. The result is a left-invariant differential
n-form (volume form) on the group that induces the left Haar measure [18].
Next, we introduce modular functions, which are useful to determine
some group properties.
Definition 11 (modular function). Let µ be a left Haar measure on a group
G, and define the right action operator ρs(f)(g) = f(gs). It follows that ρs(µ)
is also a left Haar measure and since the left Haar measure is unique up to
scalar multiplication, we have ρs(µ) = ∆(s)µ for ∆ : G→ (0,∞]. We call the
function ∆ a modular function. If ∆(s) = 1 for all s ∈ G, we call G unimodular.
In particular, a left Haar measure is also a right Haar measure if and only
if the group is unimodular. Abelian groups are unimodular, and so are
compact groups.
Next, we want to obtain measures on homogeneous spaces from measures
on groups. Let G be a locally compact group with a subgroup H. Now
consider the homogeneous space G/H where we suppose there is a measure
γ. We call γ G-invariant if λu(γ) = γ, for all u ∈ G, where λu is the left action
operator λu(f)(g) = f(u−1g). The following theorem gives the conditions
for the existence of a G-invariant measure.
Theorem 4. Let G be a locally compact group with a subgroup H, µ a left Haar
measure on G and ξ a left Haar measure in H. There is a unique G-invariant
measure γ on G/H (up to scalar multiplication) if and only if the modular function
∆H equals the restriction of ∆G to H. We can then write∫
G
f(u)dµ(u) =
∫
G/H
∫
H
f(uh)dξ(h)dγ(uH),
for any function f of compact support on G.
Remark. When the ∆H is not equal to the restriction of ∆G to H, there is
a weaker form of invariance in measures, called quasi-invariance. Quasi-
invariant measures on G/H always exist. Refer to Folland [13] and Gallier
and Quaintance [15] for details.
4 harmonic analysis
Recall the Fourier series expansion of a periodic function f
f(θ) =
∑
m∈Z
fˆ(m)eimθ,
(Ff)(m) = fˆ(m) =
1
2pi
pi∫
−pi
f(θ)e−imθ dθ.
A periodic scalar-valued function f can be seen as a function on the circle
f : S1 → R. The expansion in Fourier series is a decomposition in the basis
{eimθ} for m ∈ Z of the space of square-integrable functions on the circle,
L2(S1). Fourier analysis has numerous applications in signal processing,
differential equations and number theory. Most important for our purposes
is the convolution theorem,
F(f ∗ k)(m) = (Ff)(m)(Fk)(m) = fˆ(m)kˆ(m), (7)
4 harmonic analysis 12
which states that convolution in the spatial domain corresponds to multipli-
cation in the spectral domain. This has immense practical implications for
efficient computation of convolutions, thanks to the Fast Fourier Transform
(FFT) algorithm.
In this section, we generalize these concepts to functions on compact
groups. We consider a compact group G, and the Hilbert space L2(G) of
square integrable functions on G. Integrals on compact groups are well de-
fined as discussed in Section 3. We state the Peter-Weyl theorem, which gives
an orthonormal basis for L2(G) constructed from irreducible representations
of G. This paves the way to harmonic analysis on compact groups, which we
demonstrate by generalizing the Fourier transform and convolution theorem.
Again these have important practical applications and are used to compute
group convolutions in recent equivariant neural networks. Finally, we show
how the theory applies to homogeneous spaces of compact groups.
4.1 The Peter-Weyl Theorem
The Peter-Weyl theorem gives an explicit orthonormal basis for L2(G), con-
structed from irreducible representations of a group G. The basis is formed
by matrix elements, which we define first.
Definition 12 (matrix elements). Let ρ be a unitary representation of a
compact group G. We denote φx,y(g) = 〈ρ(g)(x),y〉 the matrix elements of
ρ. Note that φei,ej(g) is one entry of the matrix ρ(g) when ei, ej are basis
vectors, so we define ρij(g) = φei,ej(g).
Theorem 5 (Peter-Weyl). Let G be a compact group. We present the theorem in
three parts. The first relates matrix elements and spaces of functions on G. The
second decomposes representations of G, and the third gives a basis for L2(G).
part i The linear span of the set of matrix elements of unirreps of G is dense in
the space of continuous complex valued functions on G, under the uniform norm.
This implies it is also dense in L2(G).
part ii Let Gˆ be the set of equivalence classes of unirreps of G. For a unirrep
ρ of G, we denote its representation space by Hρ where dimHρ = dρ, and its
equivalence class by [ρ] ∈ Gˆ. If pi is a (reducible) unitary representation of G, it
splits in the orthogonal direct sum Hpi =
⊕
[ρ]∈GˆMρ, where Mρ is the largest
subspace where pi is equivalent to ρ. Each Mρ splits in equivalent irreducible
subspaces Mρ =
⊕n
i=1Hρ, where n is the multiplicity of [ρ] in pi.
part iii Let ερ be the linear span of the matrix elements of ρ for [ρ] ∈ Gˆ. L2(G)
can be decomposed as L2(G) =
⊕
[ρ]∈Gˆ ερ. If pi is a regular representation on
L2(G), the multiplicity of [ρ] ∈ Gˆ in pi is dρ. An orthonormal basis of L2(G) is
{
√
dρρij | 1 6 i, j 6 dρ, [ρ] ∈ Gˆ}
where ρij is as in Definition 12. Constructing the basis involves choosing a repre-
sentative per equivalence class.
Example. The SO(3) irreducible representations ρ` can be written as 2`+ 1×
2`+ 1 matrices for ` ∈N, with entries ρ`ij : SO(3)→ C,
ρ0 = (ρ00,0), ρ
1 =
ρ1−1,−1 ρ1−1,0 ρ1−1,1ρ10,−1 ρ10,0 ρ10,1
ρ11,−1 ρ
1
1,0 ρ
1
1,1
 , ρ2 = · · · ,
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and the matrix elements ρ`i,j form a basis for L
2(SO(3)). We will derive these
elements in Section 4.4.
For simplicity, we avoided introducing Hilbert algebras, ideals, and the
interesting connection between representations of groups and of algebras.
We refer the reader to Gallier and Quaintance [15] for a complete description
of the Peter-Weyl theorem, with proofs.
4.2 Fourier analysis on compact groups
Part III of Theorem 5 gives an orthonormal basis for L2(G), so for any
f ∈ L2(G) we can write,
f(g) =
∑
[ρ]∈Gˆ
dρ∑
i,j=1
c
ρ
ijρij(g), (8)
c
ρ
ij = dρ
∫
g∈G
f(g)ρij(g)dg, (9)
where Eq. (9) is the inner product in L2(G), the matrix elements ρij are as in
Definition 12, and the coefficients cρij absorb an extra
√
dρ for simplification.
Now we define the Fourier transform of f ∈ L2(G) as a function on Gˆ
whose values are on GL(Hρ) for an input [ρ].
fˆ(ρ) = F(f)([ρ]) =
∫
g∈G
f(g)ρ(g)∗ dg, (10)
where ρ is the representative of [ρ], ∗ indicates the conjugate transpose, and
we introduce fˆ(ρ) to shorten notation. It is easy to see that the element i, j of
fˆ(ρ) corresponds to
c
ρ
ji
dρ
as defined in Eq. (9), and
dρ∑
i,j=1
c
ρ
ijρij(g) =
dρ∑
i,j=1
dρfˆ(ρ)jiρij(g) = dρtr(fˆ(ρ)ρ(g)).
Applying this result to Eq. (8) yields the Fourier inversion formula,
f(g) =
∑
[ρ]∈Gˆ
dρtr(fˆ(ρ)ρ(g)). (11)
Remark. Equations (10) and (11) give the Fourier transform and inverse
independently of the choice of a basis, in contrast with Eqs. (8) and (9).
Remark. We are not discussing convergence here; refer to Folland [13] and
Gallier and Quaintance [15] for details.
Example. Consider the multiplicative group of complex numbers of the
form eiθ, identified with the planar rotation group SO(2). The unirreps
of this group on C are given by ρn(eiθ) = einθ, for n ∈ Z. Since they
are one dimensional, they are also the matrix elements and hence form an
orthonormal basis for L2(SO(2)). We can index ρn by n and SO(2) by θ,
and write the Fourier transform and inverse on L2(SO(2)) as
fˆ(n) =
2pi∫
0
f(θ)e−inθ
dθ
2pi
, (12)
f(θ) =
∞∑
n=−∞ fˆ(n)e
inθ, (13)
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which are the familiar formulas for the Fourier series of periodic functions.
This simple example shows how the Fourier analysis of periodic functions
on the line fit in the theory described. See Section 4.4 for a more complete
example with a non-commutative group.
4.3 Convolution theorem on compact groups
Given the existence of the left Haar measure as discussed in Section 3, we
define the convolution between functions f,k : G→ C on a group G as
(f ∗ k)(g) =
∫
u∈G
f(u)k(u−1g)du =
∫
u∈G
f(gu)k(u−1)du. (14)
A simple change of variables leveraging the measure left-invariance shows
that group convolution is equivariant,
(λuf ∗ k)(g) =
∫
v∈G
f(u−1v)k(v−1g)dv
=
∫
w∈G
f(w)k((uw)−1g)dw (v 7→ uw)
=
∫
w∈G
f(w)k(w−1u−1g)dw
= (f ∗ k)(u−1g)
= (λu(f ∗ k))(g).
Theorem 6 (Convolution theorem). Let f and k be square integrable functions
on a compact group G (f, g ∈ L2(G)). The Fourier transform of the convolution
f ∗ k is (f̂ ∗ k)(ρ) = kˆ(ρ)fˆ(ρ).
Proof. Let us compute the Fourier transform of f ∗ k using Eq. (10),
(f̂ ∗ k)(ρ) =
∫
g∈G
 ∫
u∈G
f(u)k(u−1g)du
 ρ(g)∗ dg
=
∫
u∈G
∫
g∈G
f(u)k(u−1g)ρ(g)∗ dgdu
=
∫
u∈G
∫
v∈G
f(u)k(v)ρ(uv)∗ dvdu (v = u−1g)
=
∫
v∈G
k(v)ρ(v)∗
∫
u∈G
f(u)ρ(u)∗ dvdu (homomorphism, reorder)
= kˆ(ρ)fˆ(ρ).
Remark. There is an analogous cross-correlation theorem that we prove in
the same way. We define the group cross-correlation as
(f ? k)(g) =
∫
u∈G
f(u)k(g−1u)du
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and follow the same steps as before, obtaining
(f̂ ? k)(ρ) =
∫
v∈G
k(v)ρ(v−1)∗
∫
u∈G
f(u)ρ(u)∗ dvdu.
Note that the only difference is the term v−1. Since kˆ(ρ) =
∫
v∈G k(v)ρ(v)
∗,
assuming real-valued k we have kˆ(ρ)∗ =
∫
v∈G k(v)ρ(v
−1)∗ and
(f̂ ? k)(ρ) = kˆ(ρ)∗fˆ(ρ). (15)
This shows that the Fourier transform of the compact group convolution is
the matrix product of the Fourier transforms of each input. It generalizes the
convolution theorem on the circle, which says that the Fourier transform of
the convolution is the scalar multiplication of the inputs Fourier transforms.
The convolution theorem is fundamental for the efficient computation of
convolutions, since the FFT can be generalized to compact groups [8, 22].
Furthermore, the spectral computation avoids interpolation errors and extra
computational cost caused by the lack of regular grids for arbitrary groups.
4.4 Examples: SL(2,C), SU(2) and SO(3)
Now we find expressions for the matrix elements of representations of
SL(2,C), SU(2) and SO(3), which allow computing the Fourier transforms
and convolutions on these groups. We follow one of the approaches by
Vilenkin [31], also used by Dieudonné [7] and Gurarie [17].
The strategy is to first find the matrix elements for irreps of SL(2,C), then
restrict them to SU(2) and SO(3).
4.4.1 Representations of SL(2,C)
The special linear group SL(2,C) consists of 2× 2 complex matrices with
determinant 1,
g =
(
a c
b d
)
(16)
where ad− bc = 1.
Now consider the space V` of homogeneous polynomials of degree 2` in
two complex variables, where ` is integer or half-integer,
x =
(
x1
x2
)
, P`(x) = P`(x1, x2) =
∑`
i=−`
αix
`−i
1 x
`+i
2 .
We define pi` : SL(2,C)→ GL(V`) as
(pi`(g)P`)(x) = P`(g
−1x), (17)
which is linear and a group homomorphism. Hence, pi` is a representation
of SL(2,C) on V` (of dimension 2`+ 1). Furthermore, it can be shown that
these are irreducible, and in fact these are the only irreps of SL(2,C) and
SU(2), up to equivalence.
Now let us derive expressions for the matrix elements. Consider the
polynomial in one variable Q`(x) = P`(x, 1) =
∑`
i=−` αix
`−i, of degree 2`.
Writing P` in terms of Q` yields
P`(x1, x2) = x2`2 Q`(x1/x2). (18)
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We denote H` the space of all polynomials Q` (of degree 2`) for ` > 0. We
rewrite Eq. (17) for g as in Eq. (16) where g−1 =
(
d −c
−b a
)
,
(pi`(g)P`)(x1, x2) = P`(dx1 − cx2,−bx1 + ax2), (19)
and define ρ` as the application of pi` to Q` ∈ H` using Eqs. (18) and (19)
(ρ`(g)Q`)(x) = (−bx+ a)
2`Q`
(
dx− c
−bx+ a
)
. (20)
The monomials x`−m for −` 6 m 6 ` are a basis of H`. Now consider the
inner product on H` defined by
〈x`−m, x`−n〉 = 0, m 6= n (21)
〈x`−m, x`−m〉 = (`−m)!(`+m)!, (22)
which is adapted from an inner product (sometimes called the Bombieri
scalar product) on V`
〈x`+my`−m, x`+my`−m〉 = (`+m)!(`−m)!/(2`)!.
It turns out the representation ρ` defined as in Eq. (20) is unitary under the
inner product defined by Eqs. (21) and (22). The following is an orthonormal
basis {ψm} for H` with this inner product
ψm(x) =
x`−m√
(`−m)!(`+m)!
.
The element at position (m,n)5 of the matrix for ρ`(g) under this basis is
ρmn` (g) = 〈ρ`(g)(ψn),ψm〉. (23)
According to Eq. (20), ρ` acts on Q(x) = x`−n as
ρ`(g)x
`−n = (−bx+ a)`+n(dx− c)`−n
for g as in Eq. (16). We substitute it in Eq. (23) to obtain
ρmn` (g) =
〈(−bx+ a)`+n(dx− c)`−n, x`−m〉√
(`−n)!(`+n)!(`−m)!(`+m)!
. (24)
Observe that 〈Q(x), x`−m〉 for some polynomial Q(x) is the coefficient of
x`−m inQ(x) multiplied by (`−m)!(`+m)!, according to Eq. (22). Recall that
the Taylor formula for a function Q(x) around x = 0 is Q(x) =
∑∞
n=0
dn
dxn
xn
n! .
We apply it to obtain the coefficient of x`−m in Eq. (24),
ρmn` (g) =
√
(`+m)!
(`−n)!(`+n)!(`−m)!
d`−m
dx`−m
(
(−bx+ a)`+n(dx− c)`−n
) ∣∣∣
x=0
,
(25)
with g =
(
a c
b d
)
as usual. Substituting z = b(dx − c) and using that
ad− bc = 1 yields
ρmn` (g) =
√
(`+m)!
(`−n)!(`+n)!(`−m)!
bn−m
dn+m
d`−m
dz`−m
(
(1− z)`+nz`−n
) ∣∣∣
z=−bc
.
(26)
This is a general formula for matrix elements of the unirreps of SL(2,C),
which generate an orthonormal basis of L2(SL(2,C)) as stated by the Peter-
Weyl theorem.
5 Not the conventional way of indexing since −` 6m,n 6 `, but convenient in our notation.
4 harmonic analysis 17
4.4.2 Representations of SU(2)
We now restrict the SL(2,C) representations to g ∈ SU(2), the group of
2 × 2 unitary matrices with determinant 1. So for g ∈ SU(2) we have
g∗g = gg∗ = I, which implies
g =
(
a −b
b a
)
(27)
where aa+ bb = 1, and the bar denotes the complex conjugate. It follows
that SU(2) < SL(2,C). We can factor g ∈ SU(2) as
gαβγ =
(
e−iα/2 0
0 eiα/2
)(
cos(β/2) − sin(β/2)
sin(β/2) cos(β/2)
)(
e−iγ/2 0
0 eiγ/2
)
,
(28)
where α, β and γ are ZYZ Euler angles, 0 6 α < 2pi, 0 6 β < pi and
−2pi 6 γ < 2pi. Now consider representations ρ` : SU(2)→ GL(H`), which
are a special case of the representations of SL(2,C), and hence inherit their
properties. Since ρ` is a group homomorphism,
ρ`(gαβγ) = ρ`(gα00)ρ`(g0β0)ρ`(g00γ). (29)
Since ρ(gα00) corresponds to a = e−iα/2, d = a, and b = c = 0 in Eq. (20),
we find that ρ`(gα00)(ψm) = e−iαmψm, which implies that only the diago-
nal elements of ρ`(gα00) are nonzero; they are
ρmm` (gα00) = e
−iαm. (30)
The expression for ρ`(g00γ) is analogous. The middle factor in Eq. (29)
is multiplied by diagonal matrices on both sides, so we write the matrix
elements
ρmn` (gαβγ) = e
−i(mα+nγ)ρmn` (g0β0).
To compute ρmn` (g0β0), we apply
a = d = cos(β/2), b = sin(β/2) and c = − sin(β/2)
to Eq. (26), and note that the derivative is evaluated at z = −bc = sin2(β/2).
We define P`mn(cosβ) = ρmn` (g0β0), and make the substitution
z 7→ 1− x
2
,
where the derivative is now evaluated at x = −2 sin2(β/2) + 1 = cosβ. Then
b =
√
(1− x)/2 and d =
√
(1+ x)/2. We have,
P`mn(x) = c
`
mn
(
1−x
2
)n−m
2(
1+x
2
)n+m
2
(−1)`−m
2m−`
d`−m
dx`−m
((
1+ x
2
)`+n(
1− x
2
)`−n)
= c`mn
(−1)`−m
2`
(1− x)
n−m
2
(1+ x)
n+m
2
d`−m
dx`−m
(
(1+ x)`+n(1− x)`−n
)
. (31)
where
c`mn =
√
(`+m)!
(`−n)!(`+n)!(`−m)!
,
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and
ρmn` (gαβγ) = e
−i(mα+nγ)P`mn(cosβ), (32)
which is a general formula for matrix elements of SU(2) unirreps. The
matrices formed with the ρmn` and P
`
mn are also known as a Wigner-D and
Wigner-d matrices, respectively.
4.4.3 Representations of SO(3)
SU(2) is isomorphic to the group of unit quaternions, hence a double
cover of SO(3), which is easily verifiable by noting that every rotation
in SO(3) can be written as two different quaternions q and −q. We have
SO(3) ∼= SU(2)/{I,−I}. The representations of SO(3) are then those represen-
tations of SU(2) where ρ`(I) = ρ`(−I). By substituting b = c = 0 in Eq. (25),
we see that the only nonzero terms outside the square root occur when
n = m, yielding diagonal matrices with entries proportional to a`+md`−m,
ρmm`
((
a 0
0 d
))
=
1
(`−m)!
a`+md`−m. (33)
Recall that for SU(2) representations, ` can be integer or half integer. For
a = d = 1 the expression reduces to 1/(`−m)! while for a = d = −1 it
reduces to (−1)2`/(`−m)!, from where we conclude that ρ`(I) = ρ`(−I)
only when ` is integer. Therefore, the representations of SO(3) are also given
by Eq. (32), but with ` taking only integer values.
4.4.4 Relation with special functions
The Jacobi polynomials generalize the Gegenbauer, Legendre, and Chebyshev
polynomials, and thus give origin to several special functions. One way to
represent the Jacobi polynomials is via the Rodrigues’ formula6
P
(α,β)
n (z) =
(−1)n
2nn!
(1− z)−α(1+ z)−β
dn
dzn
(
(1− z)α+n(1+ z)β+n
)
.
Note how it is tightly related to our expression for the matrix elements
in Eq. (31), showing how the special functions arise in the study of group
representations.
By setting m = n = 0 and ` integer in Eq. (31), we get
P`00(x) =
(−1)`
2``!
d`
dz`
(1− x2)`, (34)
the Legendre polynomials, which describe the zonal spherical harmonics.
The associated Legendre polynomials can be written as
P`m(x) =
(−1)`+m
2``!
(1− x2)m/2
d`+m
dx`+m
(1− x2)`.
By setting ` integer and n = 0 in Eq. (31), we can relate P`m,n with the
associated Legendre polynomials,
P`−m,0(x) =
(−1)`+m
2``!
√
(`−m)!
(`+m)!
(1− x2)m/2
d`+m
dz`+m
(
(1− x2)`
)
=
√
(`−m)!
(`+m)!
P`m(x).
6 Not to be confused with the Rodrigues’ rotation formula.
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Noting that P`m,n = P`−m,−n we write
P`m(x) =
√
(`+m)!
(`−m)!
P`m0(x). (35)
The spherical harmonics are usually defined in terms of the associated
Legendre polynomials
Y`m(θ,φ) =
√
(2`+ 1)
4pi
(`−m)!
(`+m)!
P`m(cos θ)e
imφ. (36)
Using Eqs. (32) and (35), we obtain a relation between the spherical harmonics
and the representations ρmn` ,
ρm0` (gαβγ) = P
`
m0(cosβ)e
−imα
=
√
(`−m)!
(`+m)!
P`m(cosβ)e
−imα
=
√
4pi
(2`+ 1)
Y`m(β,α). (37)
With this relation, we find an expression for the rotation of spherical har-
monics. Let gν be the point obtained by rotating the north pole by g. Since
ρ`(g1g2) = ρ`(g1)ρ`(g2),
ρm0` (g1g2) =
∑`
n=−`
ρmn` (g1)ρ
n0
` (g2),
Y`m(g1g2ν) =
∑`
n=−`
ρmn` (g1)Y
`
n(g2ν).
Taking conjugates on both sides we arrive at the spherical harmonics rotation
formula, which will be useful in following proofs. For x ∈ S2 and g ∈ SO(3),
Y`m(gx) =
∑`
n=−`
ρmn` (g)Y
`
n(x), (38)
which we write in vector notation as Y`(gx) = ρ`(g)Y`(x).
4.5 Fourier analysis on homogeneous spaces
We now consider functions on the homogeneous space G/H of a compact
group G with subgroup H; specifically, consider square integrable functions
in L2(G/H). Recall that G/H is the set of left cosets and that gHh = gH for
all gH ∈ G/H and h ∈ H. Hence, we can regard functions in L2(G/H) as the
functions in L2(G) such that f(gh) = f(g) for all g ∈ G and h ∈ H (functions
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that are constant on each coset gH for all g ∈ G). Using Eq. (8), we write
f(g) =
∑
[ρ]∈Gˆ
∑dρ
i,j=1 c
ρ
ijρij(g), and expand f(gh) as
f(gh) =
∑
[ρ]∈Gˆ
dρ∑
i,j=1
c
ρ
ijρij(gh)
=
∑
[ρ]∈Gˆ
dρ∑
i,j=1
c
ρ
ij
dρ∑
k=1
ρik(g)ρkj(h)
=
∑
[ρ]∈Gˆ
dρ∑
i=1
dρ∑
k=1
 dρ∑
j=1
c
ρ
ijρkj(h)
 ρik(g).
We want f(g) = f(gh), so we compare this expression with the expansion of
f(g). Since the ρij are linearly independent, we have
dρ∑
j=1
c
ρ
ijρkj(h) = c
ρ
ik (39)
for all ρ, i, k, and h. Now suppose the trivial representation of H has
multiplicity nρ > 1 in the restriction of ρ to H. We can reorder the basis such
that the trivial representations appear first. This implies ρkj(h) = δkj for
j 6 nρ which agrees with Eq. (39). After reordering, ρkj integrates to zero
for k > nρ or j > nρ, (only trivial matrix elements integrals are nonzero).
Applying this to both sides of Eq. (39) yields cρik = 0 for k > nρ, which
implies that any f ∈ L2(G/H) can be expanded as
f(gH) =
∑
[ρ]∈Gˆ
dρ∑
i=1
nρ∑
j=1
c
ρ
ijρij(g), (40)
where nρ is the multiplicity of the trivial representation of H in ρ (which
may be zero). Only the first nρ columns of each ρ are necessary for the
Fourier analysis on homogeneous spaces. In the special case that nρ = 1,
only the matrix elements ρi1 will appear. These are called the associated
spherical functions [31].
When considering functions on the homogeneous space of right cosets,
L2(H\G), we arrive at similar results where only the first nρ rows will appear
in the expansion. When considering functions on the double coset space
L2(H\G/H), only the first nρ rows and columns will appear. In this last
case, when nρ = 1, only the matrix elements ρ11 appear. These are called
zonal spherical functions. When nρ 6 1 for every ρ, the algebra (with the
convolution product) L2(H\G/H) is commutative.
Remark. The functions just defined are called spherical because of the special
case G = SO(3) and H = SO(2) (recall that S2 ∼= SO(3)/SO(2)). These terms
apply, however, to any compact group and its homogeneous spaces.
Remark. This discussion generalizes to a locally compact group G (not neces-
sarily compact), and compact subgroup K, under certain conditions where
(G,K) is called a Gelfand pair. Refer to Gallier and Quaintance [15] for
details.
4.6 Example: Fourier analysis on S2
We apply the results of Section 4.5 to the group G = SO(3) and subgroup
H = SO(2), where the homogeneous space is isomorphic to the sphere
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S2 ∼= SO(3)/SO(2). Elements of SO(3) decompose in Euler angles compo-
nents similarly to Eq. (28) and by setting α = β = 0 we obtain a subgroup
isomorphic to SO(2) consisting of rotations around the axis through the
poles. We obtain the restriction of SO(3) irreps to this subgroup by setting
α = β = 0 for integer ` in Eq. (29), resulting in ρ`(g00γ) which is diagonal
and defined by ρnn` (g00γ) = e
−iγn (Eq. (30)). Therefore the trivial represen-
tation of SO(2) appears only when n = 0 and its multiplicity is 1 for all `,
and using that Y`m = (−1)mY`−m, the expansion in Eq. (40) reduces to
f(gαβγ) =
∑
`∈N
∑`
m=−`
b`mρ
m0
` (gαβγ)
=
∑
`∈N
∑`
m=−`
b`mi
m
√
4pi
(2`+ 1)
Y`m(β,α) (Eq. (37))
=
∑
`∈N
∑`
m=−`
b`−m(−i)
−m
√
4pi
(2`+ 1)
Y`m(β,α)
=
∑
`∈N
∑`
m=−`
c`mY
`
m(β,α).
We rewrite the expansion as
f(θ,φ) =
∑
`∈N
∑`
m=−`
fˆ`mY
`
m(θ,φ), (41)
which shows that the spherical harmonics Y`m form indeed an orthonormal
basis for L2(S2). The decomposition into the basis is then given by
fˆ`m =
∫
x∈S2
f(x)Y`m(x)dx, (42)
where x ∈ S2 can be parameterized angles θ and φ.
This concludes our introduction to harmonic analysis. For more details we
recommend Gallier and Quaintance [15], Dieudonné [7], and Folland [13].
Chirikjian and Kyatkin [1] present an applied take on the subject.
5 applications: equivariant networks
We can see a typical deep neural network as a chain of affine operations Wi
whose parameters are optimized, interspersed with nonlinearities σi,
fout =Wn(· · ·σ2(W2(σ1(W1fin))) · · · ). (43)
In convolutional neural networks, these operations are convolutions with an
added bias. The most common nonlinearities are pointwise; one example is
the ReLU, σ(xi) = max(xi, 0).
Equivariant neural networks leverage equivariant operations and sym-
metries in the data to reduce model and sample complexity. There are
different classes of networks that vary with respect to the group considered,
whether the equivariance is to global transformations or local (patch-wise),
and whether the feature maps are scalar or more general fields. In this
5 applications: equivariant networks 22
section, we discuss representatives of these classes of networks in light of
the theory presented so far. We focus on the most interesting cases where
the groups SO(3) and SE(3) are involved, excluding most of initial work on
equivariance to planar transformations.
We are interested in describing how the equivariance is achieved for each
case. It suffices to show it for a single layer (Wi and σi), since composition
of equivariant operations preserves equivariance.
5.1 Finite group CNNs
On a finite group, the counting measure can be used and convolution reduces
to summing over each element of the group,
(f ∗ k)(g) = 1
|G|
∑
x∈G
f(x)k(x−1g). (44)
This simple operation has been successfully applied for rotation equivariance
on discrete subgroups of SO(3); Winkels and Cohen [34] and Worrall and
Brostow [35] consider the octahedral group of 24 elements, while Esteves
et al. [12] consider the icosahedral group of 60 elements.
5.2 The spherical CNNs of Cohen et al. [2]
Cohen et al. [2] introduce a spherical CNN where the inputs are spherical
functions f that are lifted to functions on SO(3) through spherical cross-
correlation with a filter k,
(f ? k)(g) =
∫
x∈S2
k(g−1x)f(x)dx. (45)
This operation has a pattern matching interpretation. Suppose k is a rotated
version of f; then the correlation achieves its maximum value when g is the
rotation that aligns k and f. Note that f and k are functions on S2, while f ? k
is a function on SO(3).
Proposition 1 (spherical cross-correlation). The spherical cross-correlation be-
tween f, k ∈ L2(S2) as defined in Eq. (45) can be computed in the spectral domain
via outer products of vectors of spherical harmonics coefficients,
(̂f ? k)
`
= kˆ`(fˆ`)>.
Proof. We evaluate Eq. (45) by expanding f and k as in Eq. (41), where
Y`(x) ∈ C2`+1 contains the spherical harmonics of degree ` evaluated at x,
and fˆ` ∈ C2`+1 contains the respective coefficients. We assume real-valued
functions (hence the complex conjugation on the first line), and use the
spherical harmonics rotation formula from Eq. (38).
(f ? k)(g) =
∫
x∈S2
∑
` ′
(kˆ`
′
)>Y` ′(g−1x)
∑
`
Y`(x)>fˆ` dx
=
∫
x∈S2
∑
` ′
(kˆ`
′
)>ρ`(g−1)Y`
′
(x)
∑
`
Y`(x)>fˆ` dx
=
∑
`,` ′
(kˆ`
′
)>ρ`(g)>
∫
x∈S2
Y`
′
(x)Y`(x)>fˆ` dx.
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By orthonormality of the spherical harmonics,
∫
x∈S2 Y`
′
(x)Y`(x)> is the
identity I2`+1 when ` = ` ′ and zero otherwise. Then,
(f ? k)(g) =
∑
`
(kˆ`)>ρ`(g)>fˆ`
=
∑
`
tr(fˆ`(kˆ`)>ρ`(g)>) (x>Ay = tr(yx>A))
=
∑
`
tr(kˆ`(fˆ`)>ρ`(g)).
where we used the cyclic and transpose properties of the trace in the last
part. The last line is a Fourier expansion of a function on SO(3) (Eq. (11))
with coefficients given by the outer product of the input coefficients. This
can be restated as
(̂f ? k)
`
= kˆ`(fˆ`)>, (46)
or in terms of matrix elements, (̂f ? k)
`
mn = kˆ
`
mfˆ
`
n.
Remark. Makadia and Daniilidis [24] show an alternative proof of this result.
The spherical cross-correlation computed this way has further applications
in pose estimation [24, 26, 11] and 3D shape retrieval [25].
Returning to Cohen et al. [2], only the first layer uses the just described
spherical cross-correlation. In all following layers, features and filters are on
SO(3) and the SO(3) cross-correlation is applied,
(f ? k)(g) =
∫
u∈SO(3)
f(u)k(g−1u)du, (47)
where the efficient evaluation in the spectral domain is (f̂ ? k)(ρ) = kˆ(ρ)∗fˆ(ρ).
as shown in Eq. (15). The efficient computation for sampled functions relies
on the sampling theorem described by Kostelec and Rockmore [22].
5.3 The spherical CNNs of Esteves et al. [9]
Esteves et al. [9] introduce a purely spherical convolutional network, where
inputs, filters and feature maps are functions on S2. The main operation is
the spherical convolution
(f ∗ k)(x) =
∫
g∈SO(3)
f(gν)k(g−1x)dg, (48)
where ν is a fixed point on the sphere (the north pole). To interpret this
operation, we split the integral as in Theorem 4, which holds since SO(3)
and SO(2) are unimodular,
(f ∗ k)(x) =
∫
gαβ∈SO(3)/SO(2)
∫
gγ∈SO(2)
f(gαβgγν)k((gαβgγ)
−1x)dgαβdgγ,
=
∫
gαβ∈SO(3)/SO(2)
f(gαβν)
 ∫
gγ∈SO(2)
k(g−1γ g
−1
αβx)dgγ
dgαβ.
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The inner integral averages k over rotations around the z axis, resulting in a
zonal function (constant on latitudes); note that this limits the expressivity
of the filters. The outer integral is then a spherical inner product where
x determines the filter orientation. Driscoll and Healy [8] shows how to
compute the convolution efficiently in the spectral domain. The following
lemma will be necessary.
Lemma 1. For f ∈ L2(S2), let ρmn` be the matrix elements of the unirreps of
SO(3), ν the north pole, and fˆ`n the spherical harmonic coefficient of f corresponding
to Y`n. The following holds∫
u∈SO(3)
f(uν)ρmn` (u
−1)du = 2pi
√
4pi
2`+ 1
fˆ`n
for m = 0. The integral is 0 otherwise.
Proof. We apply the change of variables u 7→ ugα00 (a rotation around z) to
the following expression,∫
u∈SO(3)
f(uν)ρ`(u−1)du =
∫
u∈SO(3)
f(ugα00ν)ρ`(g−α00u−1)du
=
∫
u∈SO(3)
f(uν)ρ`(gα00)ρ`(u−1)du,
where we used that a rotation around z does not move the north pole,
gα00ν = ν. The left and right hand sides must be equal for all α, and
ρmm` (gα00) = e
−iαm (Eq. (30)), so the rows of
∫
u∈SO(3) f(uν)ρ`(u
−1)du
must be zero for all m 6= 0. Only the matrix values ρ0n` (u−1) influence the
nonzero row, and ρ0n` (u
−1) = ρn0` (u) holds. Using Eq. (37), we obtain∫
u∈SO(3)
f(uν)ρ0n` (u
−1)du =
∫
u∈SO(3)
f(uν)ρn0` (u)du
=
√
4pi
2`+ 1
∫
u∈SO(3)
f(uν)Y`n(uν)du
=
√
4pi
2`+ 1
∫
h∈SO(2)
∫
x∈S2
f(x)Y`n(x)dxdh
= 2pi
√
4pi
2`+ 1
fˆ`n,
where Theorem 4 was used in the last passage.
The spherical convolution is efficiently computed in the spectral domain.
Proposition 2 (spherical convolution). The spherical convolution between f, k ∈
L2(S2) as defined in Eq. (48) can be computed in the spectral domain via pointwise
multiplication of spherical harmonics coefficients,
f̂ ∗ k`m = 2pi
√
4pi
2`+ 1
fˆ`mkˆ
`
0.
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Proof. Now we replace k in Eq. (48) by its spherical harmonics expansion
(f ? k)(x) =
∫
g∈SO(3)
f(gν)k(g−1x)dg
=
∫
g∈SO(3)
f(gν)
∑
`
(kˆ`)>Y`(g−1x)dg
=
∫
g∈SO(3)
f(gν)
∑
`
(kˆ`)>ρ`(g−1)Y`(x)dg
=
∑
`
(kˆ`)>
 ∫
g∈SO(3)
f(gν)ρ`(g−1)dg
 Y`(x)
Applying Lemma 1 to the integral within parenthesis, we obtain a matrix
which has a single nonzero row corresponding to m = 0, so only the kˆ`
element corresponding to m = 0 will influence the result. We write,
(f ? k)(x) =
∑
`
2pi
√
4pi
2`+ 1
kˆ`0(fˆ
`)>Y`(x),
which is the expansion in spherical harmonics of (f ? k)(x). The relation
f̂ ∗ k`m = 2pi
√
4pi
2`+1 fˆ
`
mkˆ
`
0 follows immediately.
Remark. Observe that only the coefficients kˆ`0 appear in the expression, which
corresponds the coefficients of a zonal spherical function. This implies that
for any k, there is always a zonal function k ′ such that f ∗ k = f ∗ k ′.
The efficient computation for sampled functions on the sphere relies on
the sampling theorem as shown by Driscoll and Healy [8]. The spherical
convolution as described here is equivalent to the Funk-Hecke formula,
which can be extended to Sn; refer to Gallier and Quaintance [16] for details.
5.4 The Clebsch-Gordan networks [20]
Kondor et al. [20] generalize the Spherical CNNs by using feature spaces
that do not inhabit S2 or SO(3), but are just a collection of SO(3)-fragments
that transforms as the rows of SO(3) Fourier components. We have seen that
the Fourier transform of a function f on SO(3) is a family of matrices fˆ(ρ`)
as in Eq. (10). If (λuf)(g) = f(u−1g), then (̂λuf)(ρ`) = fˆ(ρ`)ρ`(x−1) for all
[ρ] ∈ Gˆ (a generalization of the shift property of Fourier transforms). One
observation in Kondor et al. [20] is that the rows7 of fˆ(ρ`) are transformed
independently by ρ`, and hence are considered as individual features (called
SO(3)-fragments). Therefore, we can have any number of these fragments
for each degree ` as opposed to only 2`+ 1 with functions on SO(3). Now
let {f`j } be a collection of fragments of degree `, represented as row vectors.
Each fragment transforms as f`j 7→ f`jρ`(g−1) upon a rotation g ∈ SO(3). The
main operation of the network is the linear combination of fragments, f`k =∑
j αjf
`
j , which is immediately shown to be equivariant (f
`
k 7→ f`kρ`(g−1)).
The weights αj are the optimized parameters.
7 In Kondor et al. [20] these are columns, due to a different definition of the Fourier transform
(we follow Folland [13])
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Another innovation of Kondor et al. [20] is that the nonlinearities are also
in the spectral domain, which is potentially more efficient than Cohen et al.
[2] and Esteves et al. [9]. First we note that the tensor product of irreps
is a reducible representation, which can be represented in terms of irreps
through the Clebsch-Gordan transform,
ρ`(g) = C
>
`1,`2,`(ρ`1(g)⊗ ρ`2(g))C`1,`2,`, (49)
where C`1,`2,` contains the Clebsch-Gordan coefficients.
The following proposition gives the nonlinear equivariant operation.
Proposition 3. The tensor (Kronecker) product of SO(3) fragments projected to
degree ` via the Clebsch-Gordan transform
f`k = (f
`1
i ⊗ f`2j )C`1,`2,` (50)
is an SO(3) fragment of order ` and transform as f`k 7→ f`kρ`(g−1) upon rotation.
Proof. Let us compute the operation when the input fragments are rotated
by g. We use the Kronecker product property AB⊗CD = (A⊗C)(B⊗D)
and Eq. (49).
f`k = (f
`1
i ⊗ f`2j )C`1,`2,` 7→ (f`1i ρ`1(g−1)⊗ f`2j ρ`2(g−1))C`1,`2,`
= (f`1i ⊗ f`2j )(ρ`1(g−1)⊗ ρ`2(g−1))C`1,`2,`
= (f`1i ⊗ f`2j )C`1,`2,`ρ`(g−1)
= f`kρ`(g
−1).
Therefore, f`k equivariantly transforms to f
`
kρ`(g
−1) upon rotation by g.
The operation Eq. (50) is nonlinear and computed directly on the coeffi-
cients, saving computation of inverse Fourier transforms. There is flexibility
on the choice of pairs of input fragments and output degrees.
5.5 The 3D steerable CNNs [33]
Weiler et al. [33] present a network that is equivariant to SE(3) transforma-
tions.8 Similarly to Kondor et al. [20], it uses a combination of scalar, vector
and tensor fields as features, which are transformed by SO(3) representa-
tions. In contrast with Cohen et al. [2], Esteves et al. [9], and Kondor et al.
[20], feature fields are on R3, and cross-correlations on R3 with constrained
filters bring SE(3) equivariance. Let f be a feature field that may contain
scalars and vectors. By using the representation of SE(3) induced by SO(3)
(Definition 7), we have (pi(rt)(f))(x) = ρ(r)f(r−1(x− t)) given a transforma-
tion rt ∈ SE(3) composed of a translation t and rotation r, where ρ is a
representation of SO(3).
The main operation is a cross-correlation over R3, which enforces the
translation equivariance,
(k ? f)(x) =
∫
R3
k(y− x)f(y)dy.
8 Similar ideas are discussed in Thomas et al. [30] and Kondor [19]; a 2D predecessor of this work
appears in Cohen and Welling [3].
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However, since f contains different fields that must transform according to
SO(3) representations, k is matrix valued and must enforce the equivariance.
By expanding k ? (pii(rt)f) = pio(rt)(k ? f), we arrive at the constraint on k,
k(rx) = ρo(r)k(x)ρi(r)
−1,
for all r ∈ SO(3), where the indices “i” and “o” indicate representations
acting on input and output feature spaces, respectively. Let dρ be the
dimension of the representation space of ρ; we have k : R3 → Cdρo×dρi .
Since every SO(3) representation can be split in irreps, we can design
the feature fields as a collection of different feature types that transform by
corresponding irreps. Hence, we can find each block kjk of k independently,
kjk(rx) = ρ
`o(r)kjk(x)ρ
`i(r)−1, (51)
where ρ`i , ρ`o are the (unitary) irreps of SO(3) for the input and output de-
grees, respectively. If we make kjk separable as in kjk(x) = R(‖x‖)Φ(x/ ‖x‖),
then only Φ, the angular part of k, needs to be constrained. This is because
for the radial part, R(x) = R(rx).
We first show a simple expression for kjk that is not the most general,
and then find the general solution. Let Y`(x) ∈ C2`+1 denote the spherical
harmonics of degree ` evaluated at x ∈ S2, and let Φ be the outer product
Φ(x) = Y`o(x)Y`i(x)>. Using the spherical harmonics rotation formula
Y`(rx) = ρ`(r)Y`(x), we have
ρ`o(r)Φ(x)ρ`i(r)−1 = ρ`o(r)Y`o(x)Y`i(x)>ρ`i(r)−1
= [ρ`o(r)Y`o(x)][ρ`i(r)Y`i(x)]>
= Y`o(rx)Y`i(rx)>
= Φ(rx).
Therefore, kjk(x) = R(‖x‖)Y`o(x/ ‖x‖)Y`i(x/ ‖x‖)> also satisfies Eq. (51).
Since there are no constraints on R, it can be parameterized and learned.
However, this is not the most general expression. A reparametrization allows
decomposing the angular constraint and setting different radial functions to
each component, increasing the expressivity of the filter. To find the general
expression for kjk, we vectorize it (make it a vector by concatenating the
columns), and use the relation
AXB = C =⇒ (B> ⊗A)vec(X) = vec(C).
Applying this to Eq. (51), we get
vec(kjk(rx)) = (ρ`i(r)⊗ ρ`o(r))vec(kjk(x)).
Recall that the tensor product of irreps is a representation that decomposes
in irreps according to the Clebsch-Gordan transform (Section 2.2),
vec(kjk(rx)) = C>`i,`o
 `i+`o⊕
`=|`i−`o|
ρ`(r)
C`i,`o vec(kjk(x)),
where C`i,`o is an orthogonal matrix that block-diagonalizes the tensor
product of irreps. It is composed by the Clebsch-Gordan coefficients.
Now define k ′jk = C`i,`o vec(kjk(x)); we have
k ′jk(rx) =
 `i+`o⊕
`=|`i−`o|
ρ`(r)
k ′jk(x),
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where we can see that each k ′jk decomposes in 2min(`i, `o) + 1 parts, and
for each part
k′`jk(rx) = ρ`(r)k
′`
jk(x).
Using the spherical harmonics rotation formula from Eq. (38), we find
that k′`jk(x) = Y`(x/ ‖x‖) satisfies the constraint. Again, since the radial
component is unconstrained, we can make k′`jk(x) = R
`
jk(‖x‖)Y`(x/ ‖x‖),
parametrize and learn each R`jk. This gives 2min(`i, `o) + 1 radial functions
to be learned per block kjk, instead of only one as in our first tentative.
Finally, we obtain the filter blocks kjk by returning to the original basis,
vec(kjk(x)) = C>`i,`o
 `i+`o⊕
`=|`i−`o|
R`jk(‖x‖)Y`(x/ ‖x‖)
 ,
and unvectorizing it recovers the (2`o + 1)× (2`i + 1) matrix.
Conventional pointwise nonlinearities are only equivariant on scalar fields,
so different ones are required for the vector components of the feature space.
Weiler et al. [33] found the best performance with a gated nonlinearity that
predicts an extra scalar field for each feature component, applies a pointwise
sigmoid and multiplies the feature component. The operation is equivariant
since scalar multiplication preserves equivariance.
6 the general theory of Kondor and Trivedi[21]
We have seen that group convolutions are a way to learn equivariant rep-
resentations in neural networks. Kondor and Trivedi [21] show that it is
the only way. By considering a general neural network with features on
homogeneous spaces, they prove that linear maps between two layers are
equivariant if and only if they have a group convolutional structure.
Following Kondor and Trivedi [21], we restrict the derivation to compact
discrete groups, noting that it extends to continuous compact groups by
replacing summations with Haar integrals. Kondor and Trivedi [21] define
the group convolution between f : G→ C and k : G→ C as9
(f ∗ k)(g) =
∑
u∈G
f(gu−1)k(u) (52)
Since we are interested in functions on homogeneous spaces G/H of a group
G, we define the projection ↓ and lifting ↑ operators for f1 : G → C and
f2 : G/H→ C as follows,
(↓f1)(gH) = 1
|H|
∑
u∈gH
f1(u), (53)
(↑f2)(g) = f2(gH), (54)
There is a bijection between a set of cosets and a corresponding homogeneous
space as shown in Section 2. We slightly abuse the notation and refer to the
homogeneous space as G/H, and its elements as gH for g ∈ G. We also use
9 This corresponds to k ∗ f according to Eq. (14), where we follow the convention in Folland [13].
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gH as a set such that the expression u ∈ gH make sense. The map g 7→ gH
is a well defined projection from the group to the homogeneous space. The
map gH 7→ g consists in an arbitrary choice of coset representative.
We define a more general form of group convolution where the inputs can
be on homogeneous spaces, f : G/H1 → C and k : G/H2 → C,
(f ∗ k)(g) =
∑
u∈G
↑f(gu−1) ↑k(u). (55)
If H1 = H2 = {e} this is equivalent to Eq. (52). Since f and k could be on G
or G/H, there are four possible combinations.
case i: f : G → C and k : G/H → C In this case, the convolution is
(f ∗ k)(g) =∑u∈G f(gu−1) ↑k(u). Let us compute (f ∗ k)(gh) for h ∈ H.
(f ∗ k)(gh) =
∑
u∈G
f(ghu−1)k(uH)
=
∑
v∈G
f(gv−1)k(vhH) (v = uh−1)
=
∑
v∈G
f(gv−1) ↑k(v). (vhH = vH)
= (f ∗ k)(g).
Therefore f ∗ k is constant on cosets gH ∈ G/H and we can define the
convolution as a function on G/H,
(f ∗ k)(gH) =
∑
u∈G
f(gu−1)k(uH). (56)
case ii: f : G/H → C and k : G → C In this case, the convolution is
(f ∗ k)(g) =∑u∈G ↑f(gu−1)k(u). Consider the space H\G; any u ∈ G can
be decomposed as u = hg where h ∈ H and Hg ∈ H\G,
(f ∗ k)(g) =
∑
u∈G
↑f(gu−1)k(u)
=
∑
Hv∈H\G
∑
h∈H
↑f(g(hv)−1)k(hv)
=
∑
Hv∈H\G
∑
h∈H
f(g(v−1h−1H))k(hv)
=
∑
Hv∈H\G
f(gv−1H)
∑
h∈H
k(hv).
We can define, without loss of generality, k˜ : H\G → C, where k˜(Hv) =∑
h∈H k(hv), and the convolution reduces to
(f ∗ k)(g) =
∑
Hv∈H\G
f(gv−1H)k˜(Hv). (57)
This is analogous to the spherical cross-correlation in Eq. (45), where f, k are
on the sphere S2 ∼= SO(2)\SO(3) and f ? k is on SO(3).
case iii: f : G/H1 → C and k : G/H2 → C In this case, the convolution
is (f ∗ k)(g) = ∑u∈G ↑f(gu−1) ↑k(u). Using the same procedure of case I
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we can show that (f ∗ k)(g) = (f ∗ k)(gh) for all h ∈ H2 so we can treat f ∗ k
as a function on G/H2. Now, using the same procedure of case II,
(f ∗ k)(g) =
∑
u∈G
↑f(gu−1) ↑k(u)
=
∑
H1v∈H1\G
f(gv−1H1)
∑
h∈H1
k(hvH2). (u = hv)
We define k˜ : H1\G/H2 → C as k˜(H1gH2) =
∑
h∈H1 k(hgH2), and the
convolution reduces to
(f ∗ k)(gH2) =
∑
H1v∈H1\G
f(gv−1H1)k˜(H1vH2). (58)
This is analogous to the spherical convolution of Eq. (48) where f and f ∗ k
are on the sphere S2; k is also on the sphere, but since it is a zonal function,
it can be seen as on SO(2)\SO(3)/SO(2).
case iv: f : G → C and k : G → C This case corresponds to Eq. (52) and
is analogous to the continuous group convolution of Eq. (14).
We now prove that the generalized convolution in Eq. (55) is indeed the
most general class equivariant operations. The following proof is different
from the one by Kondor and Trivedi [21]. We start from the Fourier transform
using matrix coefficients, impose the equivariance condition and arrive at the
filter constraint. The main idea of constraining the linear map in the spectral
domain is the same.
Proposition 4. A linear map between fi : G/Hi → C and fo : G/Ho → C is
equivariant to the action of G if and only if it can be written as a generalized
convolution (Eq. (55)) with some filter k : Hi\G/Ho → C, i.e., fo = fi ∗ k.
Proof. The forward direction is proved by a simple change of variables in
Eq. (55). For the backward direction, consider the linear equivariant map ϕ
such that fo = ϕ(fi). Recall that functions on homogeneous spaces can be
expanded in Fourier series using the same basis as their groups (Section 4.5),
fi(gHi) =
∑
[ρ]∈Gˆ
dρ
dρ∑
i=1
niρ∑
j=1
fˆi(ρ)jiρij(g), (59)
and since ϕ is linear,
fo(gHo) = (ϕfi)(gHo) =
∑
[ρ]∈Gˆ
dρ
dρ∑
i=1
niρ∑
j=1
fˆi(ρ)ji(ϕρij)(g). (60)
Recall that the sum is from 1 to niρ because we reorder the columns of ρ
so that the niρ columns that form the basis of L2(G/H) appear first (see
Section 4.5). In this proof, we want to use the same ordering for G/Hi and
G/Ho so we take the notation
∑niρ
j=1 to mean “sum over j such that the j-th
row/column of ρ appear on the basis of L2(G/Hi)”.
We seek conditions under which ϕ is equivariant. The next result will be
needed, which follows directly from ρ(g1g2) = ρ(g1)ρ(g2),
(λuρij)(g) = ρij(u
−1g) =
dρ∑
m=1
ρim(u
−1)ρmj(g).
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Since {ρij} form a basis of the irreducible subspace of G/Hi associated with
[ρ], we can represent ϕ by its effect on the basis elements,
(ϕρij)(g) =
dρ∑
k=1
noρ∑
l=1
αklij ρkl(g), (61)
where noρ may be different than niρ since G/Ho may be different from G/Hi.
Applying the equivariance condition,
(λu(ϕρij))(g) = ((ϕ(λuρij)))(g),
dρ∑
k=1
noρ∑
l=1
αklij ρkl(u
−1g) =
dρ∑
m=1
ρim(u
−1)(ϕρmj)(g),
dρ∑
k=1
noρ∑
l=1
αklij
dρ∑
m=1
ρkm(u
−1)ρml(g) =
dρ∑
m=1
ρim(u
−1)
dρ∑
k=1
noρ∑
l=1
αklmjρkl(g),
dρ∑
k=1
noρ∑
l=1
dρ∑
m=1
αklij ρkm(u
−1)ρml(g) =
dρ∑
k=1
noρ∑
l=1
dρ∑
m=1
ρim(u
−1)αklmjρkl(g).
Since the ρij are linearly independent, we fix l on both sides, and make
m = n on the right and k = n on the left, obtaining
dρ∑
k=1
αklij ρkn(u
−1) =
dρ∑
m=1
αnlmjρim(u
−1).
Using the linear independence again, we find that if k 6= i, then αklij = 0; if
m 6= n, then αnlmj = 0; if k = i and m = n, then αilij = αnlnj . Therefore, we
only need two parameters to characterize α (and ϕ); we define a matrix A
such that Alj = αilij , and rewrite Eq. (61) as
(ϕρij)(g) =
noρ∑
l=1
Aljρil(g).
Applying this to Eq. (60) yields
fo(gHo) =
∑
[ρ]∈Gˆ
dρ
dρ∑
i=1
niρ∑
j=1
fˆi(ρ)ji
noρ∑
l=1
Aljρil(g)
=
∑
[ρ]∈Gˆ
dρ
dρ∑
i=1
noρ∑
l=1
ρil(g)
niρ∑
j=1
Aljfˆi(ρ)ji.
Only noρ rows and niρ columns of A are used, so we can write A as a dρ×dρ
matrix representing the Fourier coefficient of some k : Hi\G/Ho → C as per
discussion in Section 4.5. We then make A = kˆ(ρ) and write
fo(gHo) =
∑
[ρ]∈Gˆ
dρ
dρ∑
i=1
noρ∑
l=1
(kˆ(ρ)fˆi(ρ))liρil(g).
The right hand side is exactly the Fourier expansion of a function on G/Ho
with coefficients kˆ(ρ)fˆi(ρ) (Eq. (59)), wich are the Fourier coefficients of fi ∗ k
(Theorem 6). Therefore, fo = fi ∗ k. This shows that any equivariant linear
map can be written as a generalized convolution.
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Remark. This proof works for complex valued functions and filters, but is
trivially extended to vector-space valued functions, as long as each dimension
is independently acted upon by the group. In other words, the group action
does not mix dimensions, so the feature vector is a stack of scalar fields. The
case of feature maps as more general fields is discussed in Section 8.
7 fiber bundles
Following Cohen et al. [4], we use the language of fiber bundles to present
the generalization of the results in Section 6. We briefly introduce the main
concepts in this section; refer to Nakahara [27] and Gallier and Quaintance
[16] for a more complete exposition.
Definition 13. A fiber bundle (E,p,B, F,G), denoted E p−→ B, consists of mani-
folds E, B called the total space and base space, respectively, and a surjective
projection p : E→ B. The inverse image p−1(x) is called the fiber at x, which
is isomorphic to a manifold F. The Lie group G, called the structure group,
acts on F from the left. There exists a set {Ui} that is an open cover of B with
associated diffeomorphisms φi : p−1(Ui)→ Ui × F, called local trivializations.
A section s : B → E is a map satisfying p(s(x)) = x that maps points in the
base space to a representative element of the fiber at that point.
Remark. We say that fiber bundles are locally trivial, as E locally looks like
the product B× F. If E = B× F everywhere, we call it a trivial bundle. Trivial
bundles have sections defined globally; in general that is not true and we
work with local sections s : B ⊇ U→ E.
Example. We can see a cylinder as the cartesian product of a circle S1 and
line segment [0, 1], which is a trivial fiber bundle over S1 with fiber [0, 1].
A Möbius strip is also a fiber bundle over S1 with fiber [0, 1], however it is
nontrivial because the fibers are twisted. The Möbius strip is only locally
homeomorphic to S1 × [0, 1].
In a principal fiber bundle, we have the additional properties: (i) the structure
group G acts from the right on the total space E, (ii) the fiber F is homeomor-
phic to G, and (iii) E/G is diffeomorphic to the base space B. For example,
consider a group E and subgroup G. In general, E/G×G is not isomorphic to
E, but we can consider the principal bundle E
p−→ E/G, where E/G ⊇ Ui ×G
locally looks like E (is diffeomorphic to p−1(Ui)).
A vector bundle is a fiber bundle where fibers are vector spaces. An example
is the tangent bundle TM of an n-dimensional manifold M, where the fiber
at p ∈M is the tangent space TpM ∼= Rn.
Definition 14. An associated vector bundle can be associated to a principal
bundle E
p−→ E/G. We consider a vector space V and define an equivalence
relation given by G on E× V as (x,y) ∼G (xg, ρ(g)−1y), where ρ is a repre-
sentation of G on V and g ∈ G. The associated vector bundle is then the
bundle (E× V)/∼G pF−−→ B, where pF([x,y]) = p(x).
Remark. Let the columns of a matrix B form a basis for the vector space
Rn, and let x be a vector represented in this basis. Recall how B and x
transform under a change of basis A: (B, x) 7→ (BA,A−1x). The equivalence
relation that defines the associated vector bundle follows the same idea:
(x,y) 7→ (xg, ρ(g)−1y).
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Definition 15 (twist). Let G
p−→ G/H be a principal bundle with some section
s. By definition, H acts on G on the right. Since the total space is now a
group and the base space a homogeneous space, we can have actions of G on
itself and on G/H. In general, gs(x) 6= s(gx) for x ∈ G/H, g ∈ G. It’s easily
shown that gs(x)H = s(gx)H, i.e., they are on the same fiber. We define the
twist h : G/H×G → H to encode the alignment gs(x) = s(gx)h(x,g). This
assumes the section s is the same at x and gx, but we could also define a
twist between different sections. When considering the coset eH = H where e
is the identity of G, we assume s(H) = e and define h(g) = h(H,g), obtaining
the relation s(gH) = gh(g)−1.
Figure 1 illustrates some of the concepts introduced.
Figure 1: Principal bundle illustration. The point x is on the base space G/H; an
action by g ∈ G takes it to gx ∈ G/H. The section s takes it to s(x) on the
total space G, on the same fiber associated with x. Since gs(x) 6= s(gx), we
define the “twist” h such that gs(x) = s(gx)h(x,g).
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We present a result by Cohen et al. [4], which (1) generalizes the results in
Section 6 to the case where features are general fields, and (2) generalizes
Weiler et al. [33] from SE(3)-equivariance to a larger class of groups.
It is convenient to describe feature maps of G-CNNs as sections of as-
sociated vector bundles (Definition 14). When the features are vectors on
some homogeneous space G/H (i.e., for each x ∈ G/H we associate a feature
vector), it makes sense to seek equivariance to the group G. For example,
if features live on the sphere S2 ∼= SO(3)/SO(2) we can consider equivari-
ance to SO(3) [2, 9]. The bundle G
p−→ G/H is a principal bundle, where
p(g) = gH, so we can construct an associated vector bundle to it for any
vector space V and representation of H on V . There is freedom to choose
V . For scalar fields we can choose any number of channels and the trivial
representation ρ = I applies. More generally, a direct sum of vector spaces
Vj of arbitrary dimensions can be used when there are representations ρj on
each Vj. In this case, we have equivariant feature fields that are sections of
the bundle.
Example. A conventional CNN can be seen as a trivial associated vector
bundle R2 ×Rn where the structural group contains only the identity, and
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the trivial representation ρ = I acts on the feature fields with n channels. We
can see the features as a stack of n independent scalar fields.
We have defined the features in a layer of a G-CNN. The next step is to
determine how to transform between layers. Following most neural net-
works, we restrict this map to be a linear operation with learned parameters,
followed by a nonlinearity. Crucially, the transformation must preserve
equivariance, which imposes constraints that we will obtain.
We can see features as functions f : G→ V such that, for all h ∈ H,
f(gh) = ρ(h−1)f(g) (62)
where f is called a Mackey function. This works because the relation in G×V
(g, f(g)) 7→ (gh, f(gh)) = (gh, ρ(h−1)f(g))
holds as prescribed by Definition 14. Note that the space of Mackey functions
is exactly the space where the representations of G induced by H act (see
Definition 7). From a practical standpoint, defining f this way is redundant
and wasteful since the function is on the total space G, but it is useful for
algebraic manipulation.
Alternatively, we can consider features as a collection of local functions
fj : G/H ⊇ Uj → V on trivializing neighborhoods Uj. We denote IG the
space of Mackey functions and IU the space of local functions. We can obtain
fj ∈ IU from f ∈ IG using a section of the principal bundle
fj(x) = (↓f)(x) = f(s(x)). (63)
For the converse, we apply the last relation in Definition 15 to f(s(gH)) and
use Eq. (62), fj(gH) = f(s(gH)) = f(gh(g)−1) = ρ(h(g))f(g). Hence,
f(g) = (↑fj)(g) = ρ(h(g))−1fj(gH). (64)
Equations (63) and (64) define an isomorphism between IG and IU, and
generalize the ↓ and ↑ notation of Section 6 (where ρ was always the identity).
The equivariance manifests via the representation of G induced by H,
pi = IndGHρ. For f ∈ IG, we write
(piG(u)f)(g) = f(u
−1g), (65)
For fj ∈ IU, we combine Eq. (63) and Eq. (65),
(piU(g)fj)(x) = (piG(g)f)(s(x))
= f(g−1s(x))
= f(s(g−1x)h(x,g−1)) (Definition 15)
= ρ(h(x,g−1)−1)f(s(g−1x)) (Eq. (62))
= ρ(h(x,g−1)−1)fj(g−1x) (66)
Proposition 5. Any equivariant linear map between two spaces of feature fields on
homogeneous spaces can be written as a cross-correlation operation.
Proof. We treat the input/output feature spaces as spaces of sections of
associated vector bundles to the principal bundles G −→ G/Hi and G −→
G/Ho, with vector spaces Vi and Vo. Consider some linear map k : G×G→
Hom(Vi,Vo) applied to features IGi 3 f : G→ Vi,
(kf)(g) =
∫
u∈G
k(g,u)f(u)du. (67)
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Equivariance demands pio(u)(kf) = k(pii(u)f). Applying this to Eq. (67),
using Eq. (65) and changing variables, we obtain a constraint on k,
pio(u)(kf) = k(pii(u)f),∫
v∈G
k(u−1g, v)f(v)dv =
∫
v∈G
k(g, v)f(u−1v)dv,
∫
v∈G
k(u−1g, v)f(v)dv =
∫
v∈G
k(g,uv)f(v)dv, (v 7→ u−1v)
k(u−1g, v)f(v) = k(g,uv),
k(g, v) = k(ug,uv). (g 7→ ug)
Now define k(u−1v) = k(e,u−1v) = k(u, v). Replacing k(g−1u) in Eq. (67),
we obtain a cross-correlation,
(k ? f)(g) =
∫
u∈G
k(g−1u)f(u)du. (68)
This proof assumes f ∈ IGi, we still need an expression for f ∈ IUi.
Since k ? f must be a Mackey function and satisfy Eq. (62), we immediately
obtain a left-equivariance condition k(hg) = ρo(h)k(g) for g ∈ G, h ∈ H.
Since f also satisfies Eq. (62), we have∫
u∈G
k(g−1u)f(u)du =
∫
v∈G
k(g−1vh)f(vh)dv (v = uh−1)
=
∫
u∈G
k(g−1uh)ρi(h
−1)f(u)du,
which yields a right-equivariance condition k(gh) = k(g)ρi(h). We thus
characterize the space of equivariant kernels as
KG = {k : G→ Hom(Vi,Vo) |k(hoghi) = ρo(ho)k(g)ρi(hi),
∀g ∈ G, hi ∈ Hi, ho ∈ Ho}. (69)
Up to this point, we have shown a general expression for equivariant linear
maps between functions in IG, which are on the group G, and characterized
the maps as cross-correlations with kernel functions on G. Representing
features and kernels this way is redundant, so we will now find expressions
for kernels and cross-correlations on the homogeneous space G/Hi.
First, we show that any kG ∈ KG can be represented as a function on
G/Hi. We define kH : G/Hi → Hom(Vi,Vo) as
kH(gHi) = kG(s(gHi)). (70)
Applying the last relation in Definition 15 to kG(g),
kG(g) = kG(s(gHi)hi(g))
= kG(s(gHi))ρi(hi(g))
= kH(gHi)ρi(hi(g)). (71)
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Equations (70) and (71) define an isomorphism between spaces of kernels.
Now we show that kH is left-equivariant, which characterizes the space of
kernels on G/Hi,
kH(hx) = kG(s(hx))
= kG(hs(x)hi(x,h)−1) (Definition 15)
= ρo(h)kG(s(x))ρi(hi(x,h)−1)
= ρo(h)kH(x)ρi(hi(x,h)−1).
Finally, we find an expression for the cross-correlation with inputs and ker-
nels on the homogeneous space G/Hi and outputs on G/Ho. The following
relation will be necessary,
h(g1g2) = s(g1g2H)
−1g1g2
= (g1s(g2H)h(g2H,g1)−1)−1g1g2
= h(g2H,g1)s(g2H)−1g2
= h(g2H,g1)h(g2). (72)
The strategy is to apply the feature space and kernel isomorphisms in
Eqs. (63), (64) and (71) to the cross-correlation expression in Eq. (68),
(kG ? f)(g) =
∫
u∈G
kG(g
−1u)f(u)du
=
∫
u∈G
kH(g
−1uHi)ρi(hi(g
−1u))ρi(hi(u))
−1fj(uHi)du
=
∫
u∈G
kH(g
−1uHi)ρi(hi(uHi,g−1))fj(uHi)du. (Eq. (72))
Since uHi ∈ G/Hi, we can replace the integration limits. The previous
expression still returns a function on G, so we apply Eq. (63) as follows,
(kH ? fj)(y) = (k ? f)(so(y))
=
∫
x∈G/Hi
kH(so(y)
−1x)ρi(hi(x, so(y)−1))fj(x)dx, (73)
obtaining the general expression of a G-equivariant linear map between
feature spaces on homogeneous spaces G/Hi and G/Ho, where G is any
unimodular locally compact group, the input features and kernel are defined
on G/Hi, and the features take value on any vector space where there is a
representation ρi of Hi.
One way to further generalize this result is to remove the assumption that
features live on homogeneous spaces of the group so that the group ceases
to act transitively on the feature domain. Features are still vector-valued
and group representations still act on them. This enables the design of
equivariant networks for arbitrary graphs and meshes, for example. The
Gauge Equivariant CNNs introduced in Cohen et al. [5] follow this path.
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