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Abstract The definition of the glass transition tempera-
ture, Tg, is recalled and its experimental determination by
various techniques is reviewed. The diversity of values of
Tg obtained by the different methods is discussed, with
particular attention being paid to Differential Scanning
Calorimetry (DSC) and to dynamic techniques such as
Dynamic Mechanical Thermal Analysis (DMTA) and
Temperature Modulated DSC (TMDSC). This last tech-
nique, TMDSC, in particular, is considered in respect of
ways in which the heterogeneity of the glass transformation
process can be quantified.
Keywords Glass transition  Differential scanning
calorimetry  Structural relaxation  Heterogeneity 
Vitrification  Glassy state
Introduction
In any discussion of the glass transition temperature, Tg, it
is important to be clear what is meant by the glass transi-
tion itself. The glass transition represents the change that
occurs when a system, initially in an equilibrium liquid-
like or rubbery state defined by the thermodynamic vari-
ables temperature (T) and pressure (P) (and possibly also
by other variables, such as composition in chemically
reacting systems), transforms into a non-equilibrium glassy
state as a result of a restriction of the molecular mobility
[1], corresponding to an increase in the average relaxation
time. The most common circumstance in which this
restriction of the molecular mobility leading to a glass
transition is observed occurs when the temperature is
decreased, hence the use of the term ‘‘freezing-in’’ of the
equilibrium structure in the glass. Nevertheless, a glass
transition may equally well be observed isothermally, for
example by increasing the pressure [1, 2] or during the
cross-linking (curing) of a thermosetting system [3], the
process in this latter case usually being referred to as vit-
rification. For the present purposes, however, where we are
concerned with the determination of the glass transition
temperature, the discussion will be restricted mainly to
situations in which the transition occurs on cooling.
It is worth stressing that, in respect of the determination
of Tg, the glass transition region should strictly speaking be
traversed on cooling, and not on heating. In simple terms,
this is because Tg defines the temperature at which the
liquid-to-glass or rubber-to-glass transition occurs, and not
the glass-to-liquid or glass-to-rubber transition. This is not
just a question of semantics. Specifically, for any mean-
ingful determination of Tg it is generally essential that the
starting point for the transition be one of equilibrium. This
is patently not the case when the starting point is the glassy
state which, as will be seen in more detail later, is a
function of the whole thermal history since the system was
last in equilibrium.
This may seem somewhat paradoxical since a differen-
tial scanning calorimeter (DSC), which is routinely used in
the determination of Tg, invariably has the temperature
scale calibrated on heating. Indeed, the ASTM Standard
Test Method [4] for the determination of Tg defines this
temperature with respect to a DSC heating curve, albeit
following a fairly precisely defined previous thermal his-
tory involving cooling from an equilibrium state prior to
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the heating scan in the DSC. The saving grace here is that
the heating scan can indeed give a reasonable approxima-
tion to Tg if the cooling and heating rates are not too dis-
similar, and that the heating scan begins shortly after the
cooling stage finishes.
The transition that takes place on cooling is accompa-
nied by a change from a liquid-like to a glassy structure,
and hence can be monitored by any property that is
dependent on the structure. Such properties may be thermal
(e.g. heat capacity) [5], physical (e.g. specific volume) [6],
mechanical (e.g. dynamic modulus) [7], or electrical (e.g.
ionic conductivity) [8], amongst others. In respect of
thermal properties, the glass transition temperature can
then be determined from the mid-point of the sigmoidal
change in the heat capacity or from the extrapolated
intersection of the asymptotes to the liquid and glassy
regions for the enthalpy, as illustrated in Fig. 1. Also
shown in this figure is the heating scan immediately
following cooling at the same rate, where it can be seen
that, in spite of the hysteresis which is an inherent aspect of
the glass transition [9, 10], under these particular circum-
stances the mid-point temperatures for cooling and heating
are essentially the same, as mentioned above in respect of
the ASTM Standard Test Method.
Behind this apparently simple procedure for the deter-
mination of Tg, however, lie a number of complications.
First, the value of Tg determined in the manner outlined
above is dependent on the cooling rate. Second, different
properties, such as those given in the examples above,
respond differently to structural changes, and hence the
value of Tg will depend on the choice of property used to
detect the transition. This has important implications for
the study of physical aging [11–13]. Third, the use of a
property such as the dynamic modulus requires a stimulus
in order to provide the response from which Tg is deter-
mined. This introduces another variable (in this case, fre-
quency) upon which the value of Tg depends, and
introduces the interesting relationship between cooling rate
and frequency [14–19]. These aspects, as well as additional
information about the glass transformation process that can
be obtained from the determination of Tg, are discussed in
this paper.
Determination of Tg
Fictive temperature
If we consider isobaric conditions and stable systems in
which no chemical reactions are occurring, then the glass
transition occurs on cooling, and the glass transition tem-
perature depends on the cooling rate, as shown in Fig. 1 for
the case of enthalpy measurements. In fact, the mid-point
temperature on cooling, for any given cooling rate, is
slightly higher than Tg determined from the enthalpy plot.
The reason for this is that the cooling curve for the heat
capacity is not symmetric about the mid-point: the more
non-linear is the response (lower values of non-linearity
parameter, x, to be defined shortly), the more asymmetric is
the cooling curve and the greater is the difference between
the mid-point temperature and Tg. This can be rationalised
through the use of the fictive temperature, Tf.
The fictive temperature is a concept first introduced by
Tool [20] for the purposes of describing structural
relaxation in glass, and is defined as the temperature at
which a glass would appear to be in equilibrium if it
were instantaneously removed to that temperature. The
usual procedure for determining the fictive temperature is
by the ‘‘equal areas’’ method [21, 22], illustrated in
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Fig. 1 Simulated response, as a function of temperature, of a glass-
forming material on cooling through the glass transition region at
-100 K min-1 (green, dash-dotted line), -10 K min-1 (red, full
line), and -1 K min-1 (blue, dashed line). Upper diagram: norma-
lised heat capacity, also showing (red, full line) the response on
heating at 10 K min-1 immediately after cooling at the same rate.
Lower diagram: enthalpy in arbitrary units (a.u.), also showing, for
-10 K min-1, the construction for the determination of Tg. TNM
model parameters: x = 0.4, b = 0.4, Dh*/R = 85 kK
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Fig. 2 for the case of a heating curve which has been
made immediately after cooling. Under these particular
circumstances, in which heating immediately follows
cooling, the fictive temperature is identical to the glass
transition temperature. There are two principal advanta-
ges of the concept of fictive temperature. First, it can
define the state of the glass, not only immediately after
cooling, which is what the glass transition temperature
defines, but also after whatsoever thermal history. Very
often this thermal history involves cooling to a temper-
ature within the glassy state and then annealing at con-
stant temperature, which gives rise to the widely studied
phenomenon of structural relaxation [23] or physical
aging [11–13], the analysis of which makes use of the
fictive temperature of the glass as a function of the aging
time. The second advantage is that Tf, and hence Tg if
the heating scan takes place immediately after cooling,
can be determined from a heating scan in the DSC,
which is the usual mode of operation.
Relaxation time
The average relaxation time determines the occurrence of
the glass transition. It is commonly assumed that the
average relaxation time, s, depends on both temperature, T,
and fictive temperature, Tf, one of the most widely used
expressions to describe this dependence being attributed to
Tool [20], Narayanaswamy [24] and Moynihan [22]
(TNM):
s T ; Tf
  ¼ s0 exp xDh
RT
þ 1  xð ÞDh
RTf
 
¼ sg exp xDh
RT
þ 1  xð ÞDh
RTf
 Dh
RTg
 
ð1Þ
In this equation, so is a pre-exponential factor, sg is the
average relaxation time in equilibrium at Tg, x is the non-
linearity parameter and Dh* is the apparent activation
energy at Tg. Although this equation gives an Arrhenius
temperature dependence for the equilibrium relaxation time
whereas it is usually considered to be non-Arrhenius, such
as Vogel–Fulcher–Tammann [25–27], this is an acceptable
approximation within the narrow temperature interval
around the glass transition, hence the use of the term
‘‘apparent’’ for the activation energy. The very large values
of Dh*/R often found, particularly for polymer glasses, can
be attributed to the co-operativity of molecular motion in
these systems, while the very small values for s0, often
considered unphysical, arise simply from applying an
Arrhenius equation to fragile glass-forming systems
[28–30], as has been explained elsewhere [31].
Other expressions than Eq. 1 may also be used to
describe the dependence of s on temperature and structure
(fictive temperature), for example the Adam-Gibbs equa-
tion [32] or its more recent modification [33], based upon
the concept of configurational entropy [34], or equations
based upon free volume [35]. The approximate equivalence
of these approaches has been reviewed [36], and relation-
ships between the various parameters have been estab-
lished [23].
Effect of cooling rate
The dependence of Tg on cooling rate, q, can be derived
from the equation describing the temperature and structure
dependence of the average relaxation time. For example,
from Eq. 1 one obtains:
d ln jqj
d 1=Tg
  ¼ Dh
R
ð2Þ
For typical values of apparent activation energy and Tg
for polymers, this equation implies a change of about 3 to
4 K per decade of cooling rate, as can be seen in Fig. 1. By
-0.2
10 20 30 40
Temperature/°C
50 60 70 80
10
0
10
20
30
40
50
60
20 30 40
Temperature/°C
50
Tf
A
B
C
60 70 80
N
or
m
al
is
ed
 H
ea
t C
ap
ac
ity
En
th
al
py
/a
.u
.
0
0.2
0.4
0.6
0.8
1
1.2
Fig. 2 Schematic illustration of procedure for determination of
fictive temperature, Tf. The fictive temperature is defined as that
temperature for which the sum of the areas A ? C is equal to the area
B. Upper diagram: normalised heat capacity, showing the response
on heating at 10 K min-1 immediately after cooling at the same
rate. Lower diagram: enthalpy in arbitrary units (a.u.) showing, for
-10 K min-1, the determination of Tg. TNM model parameters:
x = 0.4, b = 0.4, Dh*/R = 85 kK
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DSC it is possible to control the cooling rate over about
three decades without involving excessive experimental
time, and is a preferred method for the determination of the
apparent activation energy [37, 38]. The experimental
procedure is to cool the sample, initially in an equilibrium
liquid state above Tg, at a controlled rate down to a lower
temperature within the asymptotic glassy region, and then
immediately to heat at a controlled rate through the
transition region. From the heating scan one can determine
the fictive temperature, which is the same as the Tg
corresponding to the previous cooling rate, since no
annealing took place at the lower temperature. Although
in principle the same value of Tf should be obtained
whatever the heating rate, it is best in practice always to
use the same rate, typically 10 K min-1, for reasons of
calibration and thermal lag in the sample [39].
Methods correlation
Volume relaxation and dilatometric Tg
The above considerations indicate that, strictly speaking,
any value of Tg that is determined experimentally should
specify the appropriate cooling rate. In addition, though,
this situation is further complicated by the possibility of
using techniques other than DSC, the technique to which
most of the foregoing discussion has referred, for the
determination of Tg. Apart from dynamic techniques, to be
discussed later, the other classical way of determining Tg is
by dilatometry. Mainly for experimental reasons, though,
since the pioneering work of Kovacs on volume relaxation
half a century ago [6, 40], dilatometry has largely been
superseded by DSC. Nevertheless, there are some notable
exceptions, most recently from the groups of Rychwalski
[41, 42] and Malek [43–46], in which dilatometry has been
used to study volume relaxation. The comparison of vol-
ume and enthalpy relaxation rates is interesting in respect
of observing how the different properties respond to the
structural changes occurring at the glass transition, but it
remains controversial. Many authors report that equilib-
rium relaxation times are longer for enthalpy than for
volume relaxation [47–49], while others suggest that, at
least within the limited temperature interval in which
equilibrium can be achieved on an experimental time scale,
there is no significant difference between the equilibrium
relaxation times for volume and enthalpy [42, 46, 50–52].
This controversy well illustrates all the important
features related to the determination of the glass transi-
tion temperature. First, calorimetric and dilatometric
experiments typically involve different cooling rates
(e.g. *10–20 K min-1 for calorimetry and *1 K min-1
and less for dilatometry) for glass formation, and hence
different Tg values unless proper attention is paid to the rate
dependence of Tg. This is important if inferences about
relaxation rates are drawn from isothermal relaxation either
at a given temperature or at a given temperature difference
below Tg. Second, there is no a priori reason why enthalpy
and volume should respond in the same way to structural
changes in the glass-forming system, and hence may not
have the same Tg even for a given cooling rate. And third,
the apparent activation energy, which defines the cooling
rate dependence of Tg through Eq. 2, is generally found to
be different for enthalpy and volume relaxation, so that
even if they have the same Tg for a given cooling rate, then
at temperatures below Tg their equilibrium relaxation times
will diverge. Thus, for example, using the TNM equation to
model relaxation data for polystyrene, one can find reports
of both a higher apparent activation energy for volume than
for enthalpy [52] as well as the opposite result [42]. This
particular discrepancy is probably due to the inability of the
TNM model to adequately describe the relaxation behav-
iour. Interestingly, on the other hand, a recent study of
polyvinyl acetate [46] finds a single set of TNM parameter
values for both enthalpy and volume relaxation, implying
the same kinetics for both measurement methods.
Dynamic methods of determining Tg
Dynamic methods, such as Dynamic Mechanical Thermal
Analysis (DMTA) and Dielectric Analysis (DEA), are
commonly used in the study of relaxations in polymers [7].
Over a wide temperature range, a number of different
transitions are often observed, and conventionally they are
denoted as the a-, b-, c-, etc. relaxations in order of
decreasing temperature. For glassy polymers, the a-relax-
ation determined by DMTA is associated with the glass
transition e.g. [53], and involves a relatively sharp change
in dynamic modulus of about three decades and a pro-
nounced peak in the loss tangent, tan d. The detection of a
glass transition is much more sensitive by DMTA than by
DSC, and hence for some systems in which the glass
transition is weak DMTA is the preferred method for
analysis. However, one should be clear about what is being
determined by DMTA.
As pointed out earlier, there are two time scales
involved in any dynamic method: one is associated with the
applied cooling rate used to traverse the transition region,
and the other is associated with the frequency of the
applied stimulus. This observation is appropriate even
under isothermal conditions, for which one can determine,
by DMTA for example, the frequency dependence of the
peak in tan d, which may be interpreted as the frequency
dependence of Tg [54–56]. The reason for this is that the
isothermal temperature must be approached following
some previous thermal history, which for studies of the
582 J. M. Hutchinson
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glass transition usually involves cooling from an equilib-
rium state above Tg. Hence the glassy state for the iso-
thermal DMTA measurements is determined by this
cooling rate and the subsequent aging time at the isother-
mal temperature. Thus the value of Tg obtained by DMTA
and associated with the peak in tan d, for which xs = 1,
where x is the angular frequency and s is the average
molecular relaxation time, depends not only on the fre-
quency x but also on the average relaxation time s, which
is a function of the cooling rate and aging time. Further-
more, it has been suggested [57] that in regions of high
damping, in other words at the peak in tan d, the energy
required to be dissipated as a result of the forced vibrations
of DMTA actually modifies (rejuvenates [11]) the glassy
state, and hence has an influence on the evolution of the
dynamic mechanical properties, and that a better approach
would be to determine the logarithmic decrement [7] by
means of a torsional pendulum or equivalent.
The situation is more complex than might at first appear,
therefore. Strictly speaking, the peak in tan d measured by
DMTA represents the a-relaxation. For amorphous poly-
mers, this can be associated with the glass transition, but in
view of the frequency dependence of the temperature at
which the peak occurs, it would be better to refer to this as
a dynamic glass transition. Nevertheless, for the frequency
range usually used in DMTA (*0.1–100 Hz), the dynamic
Tg values thus found are reasonable close to the calori-
metric Tg values obtained by DSC using typical cooling
rates. This is not the case for DEA, for which the frequency
range is much higher, typically from about 102 to 105 Hz,
and hence which gives rise to peaks in the dielectric loss
factor, e00, at temperatures significantly higher than the
calorimetric Tg. For this reason, for DEA in particular, it
would be preferable to refer to such peaks arising from the
a-relaxation rather than the glass transition, though this
distinction is not always appreciated [58].
An excellent illustration of the distinction between the
glass transition and the a-relaxation is afforded by studies
of the vitrification process that occurs during the isothermal
curing of thermosets at a cure temperature Tc below the Tg
of the fully cured system, Tg?. Under such circumstances,
the glass transition temperature of the curing system
increases as the degree of cross-linking increases, at a rate
controlled by the chemical reaction, until it approaches Tc.
The rate of reaction then slows down dramatically, since it
is now controlled not by the chemical reaction but by the
diffusion of the reacting species, which is very slow as the
system is vitrifying. The vitrification time tv at a given Tc is
usually taken to be the time when the Tg of the curing
system is equal to Tc. By conventional DSC it is not pos-
sible to follow in real time the development of Tg during
isothermal cure, and hence the study of the isothermal
vitrification process by conventional DSC involves a time-
consuming series of determinations of Tg as a function of
cure time [3, 59].
On the other hand, Temperature Modulated DSC
(TMDSC) does provide an indication in real time of the
vitrification process, through the complex heat capacity,
Cp*, discussed in more detail below. When vitrification
occurs, there is a sigmoidal change in Cp* from a value
characteristic of a liquid to one characteristic of a glass, the
mid-point usually being used to identify the vitrification
time, tv [60–64], analogous to the determination of the
dynamic glass transition temperature by TMDSC on
cooling [65, 66]. It is clear, though, that the vitrification
time determined by TMDSC is frequency-dependent,
similar to the peak in tan d determined by DMTA and
discussed above, and that this arises from the distinction
between the glass transition and the a-relaxation [67, 68].
As for DMTA, though, the typical frequency range used in
TMDSC (modulations periods from about 30 to 300 s)
results in this distinction not being excessive. In contrast,
when the vitrification time is determined by DEA, this
distinction is much more important in view of the higher
frequencies involved, and should be taken into
consideration.
Determination of Tg by temperature modulated DSC
Unlike the dynamic techniques of DMTA and DEA con-
sidered above, TMDSC permits the comparison of the
determination of Tg by DSC with a dynamic technique for
which the stimulus is also a change in temperature. This
provides further insight into the distinction between the
dynamic and conventional glass transition temperatures.
Although, as for DSC, the most common way of using
TMDSC to study the glass transition is on heating, for
simplicity we will discuss here the situation on cooling
through the transition region. This avoids the complexity
associated with aging effects.
A schematic illustration of the determination of Tg by
TMDSC is shown in Fig. 3, for simulations made using
the TNM parameter values x = 0.4, b = 0.4 and
Dh*/R = 80 kK, and for experiments with an underlying
cooling rate of -0.25 K min-1 from 393 to 353 K, an
amplitude of temperature modulation of 0.5 K, and modu-
lations periods of 12, 30, 60, 120 and 300 s. A relaxation time
of 100 s in equilibrium at 373 K is assumed in order to define
the glass transition region, and liquid and glassy specific heat
capacities of 1.6 and 1.3 J g-1 K-1 are assumed, respec-
tively. The upper diagram presents the in-phase specific heat
capacity, Cp
0, almost identical to the complex specific heat
capacity, Cp*, while the lower diagram presents the average
specific heat capacity, Cp,ave, equivalent to a DSC curve at
the same cooling rate, -0.25 K min-1 in the present case.
The thickening of the Cp,ave trace, most noticeably at the
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onset of the transition, is caused by ripples arising from the
Fourier Transform procedure, which is also responsible for
the unevenness of the Cp
0 traces, particularly for the longer
modulation periods [17, 69–71].
The glass transition is manifest in TMDSC as a sig-
moidal change in the Cp
0 (and Cp*) trace (and by a negative
peak in the out-of-phase specific heat capacity, Cp
00, and in
the phase angle, /), as seen in the upper diagram of Fig. 3,
from which a dynamic Tg can be determined, for example
as the mid-point temperature. This is clearly dependent on
the period, or frequency, of the modulations, increasing
with increasing frequency, and for the conditions selected
here is always greater than the mid-point Tg determined
from the Cp,ave trace in the lower diagram of Fig. 3,
sometimes referred to as the thermal transition. Two other
important aspects should be noted, however.
First, the dynamic transition is much sharper than the
thermal transition. This is clearly seen by the complete
change from a liquid-like value to a glassy value for
Cp
0, whereas Cp,ave never reaches the asymptotic glassy
state within the temperature range used. The reason for this
is that Cp
0 represents essentially a quasi-equilibrium
relaxation, and hence the transition width depends (ideally)
only on the distribution of relaxation times, defined by the
KWW exponent b, and not on the non-linearity parameter,
x [17, 72]. On the other hand, the thermal transition evi-
denced by Cp,ave certainly does involve a departure from
equilibrium, and is therefore dependent on both b and x,
becoming increasingly broad as x decreases. This is a very
clear indication of the different natures of the dynamic and
thermal transitions.
The strict condition for the dynamic transition to be
quasi-equilibrium is that it be wholly separated on the
temperature scale from the thermal transition. In practice
this is a difficult condition to fulfil by TMDSC, and this is
the second important aspect to be noted from Fig. 3. Here it
can be seen that, even for the most extreme case, namely
the period of 12 s, the thermal transition begins to inter-
vene before the dynamic transition is complete. For longer
modulation periods, this overlap becomes more pro-
nounced. One consequence of this is to introduce a certain
error into the determination of Dh* from the dependence of
the dynamic Tg on the frequency [73]. For example, from
the results presented in Fig. 3 it is possible to estimate
Dh*/R as approximately 88 kK, whereas the model input
value used was 80 kK. There are two approaches for trying
to overcome this problem: reducing the modulation period
and reducing the underlying cooling rate. For the former
there is an experimental limit, about 30 s, below which the
sample cannot follow the temperature modulations accu-
rately. Even though a recently introduced novel multi-fre-
quency technique, TOPEM [74], reduces this limit
considerably, there is still only a limited frequency interval
in which the separation of dynamic and thermal transitions
can be considered sufficient. The latter approach, reducing
the underlying cooling rate, leads to unacceptably long
experimental times. The conditions applying to Fig. 3, for
example, imply nearly 3 h for a single cooling scan.
One conclusion to be drawn from these observations is
that considerable care should be exercised in the choice of
experimental conditions for the determination of the
dynamic Tg by TMDSC. Another is that there must be a
relationship between the cooling rate (q) and frequency (f)
required in order to obtain the same Tg value by DSC and
TMDSC, respectively. Such a relationship was proposed
originally by Donth and co-workers [18, 75], based upon
the fluctuation dissipation theorem of the glass transition:
x ¼ 2pf ¼ jqj
adT
ð3Þ
where x is the angular frequency, a is a constant, and dT is
the mean temperature fluctuation of the co-operatively
rearranging regions, which can be obtained from the dis-
persion of the relaxation as the width at half-height of the
peak in Cp
00. This approach has been applied, principally by
Schick and co-workers [14, 16, 76] but also by others
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[15, 17, 19, 71, 75], to a wide variety of glass-forming
systems. Although there are some discrepancies between
the results presented and the theoretical predictions, which
may be a consequence of inadequacies in the TNM for-
mulation [77, 78], this avenue appears promising. One
particular aspect is that it is possible to estimate [79], from
dT, a mean correlation length for co-operatively rearrang-
ing regions at the glass transition, which is of considerable
current interest in respect of the effects of confinement on
relaxation kinetics.
Structural heterogeneity
It has been appreciated for many years that two fundamental
aspects can be attributed to the glass transformation process.
The first is that the relaxation kinetics are non-linear, which
can be expressed formally, for example, by the inclusion of
both temperature T and fictive temperature Tf in the equation
for the relaxation time (Eq. 1). The second is that a distri-
bution of relaxation times must be included in any analysis,
which may be done in a number of ways.
One approach is to consider that all states of the system
are determined by the intensive thermodynamic parameters
(T and P) and by a set of ordering parameters ni (i = 1:N),
as in the KAHR model [80]. The volumetric or enthalpic
state of the system at any time may then be described in
terms of the discrete distribution of excess volume or
enthalpy, each element in this distribution relaxing
according to its own current relaxation time, si, but for
which this relaxation time depends on the global or overall
state of the system. This last requirement implies a cou-
pling of each element in the system to the global state, and
hence ensures thermorheological simplicity. The advantage
of this approach is that it is highly transparent, in that the
heterogeneity of the system can be identified at any time
simply by viewing the current distribution of excess vol-
ume or enthalpy. Although it has recently become fash-
ionable to make reference to dynamic heterogeneity in
glass-forming systems, this is really no different from the
heterogeneity that can be clearly seen in the KAHR model,
the development of which can easily be followed
throughout any relaxation process. The disadvantage of this
approach lies in the mathematical complexity, and in the
intractability of a distribution of relaxation times in the
comparison with experimental results.
An alternative, and very popular, approach is to make
use of the KWW stretched exponential function:
/ðtÞ ¼ exp  t
s
 b 
ð4Þ
This expression, in which the exponent b (0 B b B 1) is
inversely related to the width of the distribution of
relaxation times, provides a mathematically convenient
way of introducing a distribution into the relaxation
kinetics. The disadvantage is the lack of transparency,
inasmuch as this approach gives only an overall view of the
relaxation process, and one loses sight of the detailed
changes in the heterogeneity of the system as a function of
time during any relaxation. Nevertheless, it is generally
adopted as the preferred method of introducing a
distribution of relaxation times into the analysis, and as a
consequence this aspect of the glass transformation
behaviour is commonly known as non-exponentiality.
Further support for this non-exponential approach
comes from the coupling model, first suggested by Ngai
[81, 82]. The argument is that the relaxation of a primitive
species is coupled to its surroundings, the strength of the
coupling being determined by a coupling parameter, n
(0 B n B 1), which increases with increasing strength of
the coupling [83]. It can be shown that this model leads to a
stretched exponential decay function, such as that in Eq. 4,
in which the exponent b is identified as (1 - n), and thus
gives a physical basis for the phenomenological KWW
expression.
The question of whether the relaxation process at the
glass transition is distributed as a result of multiple expo-
nential processes or whether it is inherently non-exponen-
tial is one which has been asked frequently over many
years, and still remains controversial [84]. Nevertheless,
the heterogeneous character of molecular dynamics in the
glass transition region has been demonstrated experimen-
tally [85, 86], while broadband dielectric spectroscopy has
even indicated the existence of heterogeneities far above Tg
[87]. The heterogeneity may be understood in terms of a
time scale, involving a distribution of relaxation times, or
of a length scale, where the heterogeneities are related to
the cooperatively rearranging regions proposed in the the-
ory of Adam and Gibbs [32].
For a distribution of relaxation times, a convenient way
of characterising the structural heterogeneity of a glass-
forming system in the glass transition region is therefore
through the evaluation of the non-exponentiality parameter
b. This can be seen qualitatively from a consideration of
the width of the glass transition region, a wider transition
implying a lower value of b and a broader distribution of
relaxation times. This is illustrated in Fig. 4, where the
effect of decreasing b, whilst maintaining all the other
parameters constant, is clearly seen as a broadening of the
transition region. The inflectional tangent drawn for the
case of b = 0.2 indicates a transition breadth of about
30 K, for example.
However, the measurement of the transition breadth
determined by conventional DSC does not give a reliable
measure of the heterogeneity of the transformation process,
because the kinetics of the transition are affected also by
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the non-linearity parameter x. This is well illustrated in
Fig. 5, where simulations of the glass transition on cooling
have been made, similar to those in Fig. 4, but in this case
showing the effect of decreasing the value of x whilst
maintaining all the other parameters, in particular b, con-
stant. Here it can be seen that decreasing x increases the
breadth of the transition, similar to the effect of b, though
to a slightly lesser extent. The inflectional tangent drawn
for the case of x = 1.0 indicates a transition breadth of
about 15 K, while the breadth for x = 0.2 is about 20 K,
for example.
Thus in conventional DSC the effects of non-exponen-
tiality and non-linearity combine in their influence on the
breadth of the transition, and hence this breadth cannot be
used as a direct measure of the heterogeneity of the system.
Temperature Modulated DSC, on the other hand, can
provide this information. This is because the complex or
in-phase specific heat capacity, on cooling through the
transition region and under ideal experimental circum-
stances in which the dynamic glass transition is separated
from the thermal transition, is essentially independent of
the non-linearity parameter x but strongly dependent on the
non-exponentiality parameter b [17]. Based upon this
observation, a new method has been proposed for the
experimental determination of b by TMDSC [72].
The length scale attribution of heterogeneity may be
understood in terms of the fluctuation dissipation theory of
Donth et al. [18, 75], discussed above in respect of the
relationship between cooling rate and frequency. Accord-
ing to this theory, the width of the peak in the out-of-phase
specific heat capacity, Cp
00, determined by TMDSC is a
measure of the temperature fluctuations, dT, in local sub-
systems. In particular, the peak width at half height is equal
to 2dT [88]. From the measurement of dT, the volume V of
the subsystem is then found as [79, 89]:
V ¼ kT
2D 1=cvð Þ
qdT2ð Þ ð5Þ
where k is Boltzmann’s constant, D(1/cv) is the change,
through the transition, in the reciprocal of the specific heat
capacity at constant volume, and q is the density. Finally,
the characteristic length, n, is then calculated from n3 = V.
What measurement best determines the heterogeneity of
the glass-forming system is open to debate. It has been
suggested that the dispersion of the relaxation time spec-
trum is a better measure of the temperature fluctuations in
local subsystems than is the width of the peak in Cp
00 [90].
However, simulations using the TNM equation and the
KWW stretched exponential function suggest that, in fact,
these two measurements provide the same information. To
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Fig. 4 Simulated DSC curves on cooling through the glass transition
region at -10 K min-1, showing the effect of the non-exponentiality
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illustrate this, Fig. 6 shows the variation of Cp
00 obtained
by simulation of a TMDSC cooling experiment at
-0.25 K min-1 with a period of 12 s and an amplitude of
temperature modulations of 0.5 K, and for various values
of b. It can clearly be seen that the peak width increases as
b decreases. Taking dT as half of the peak width at half
height, it is possible to examine the relationship between
dT and b predicted by these simulations. In particular, if we
assume that the inverse of b is proportional to the width of
the distribution of relaxation times, then a plot of dT as a
function of 1/b will indicate the correspondence between
the mean temperature fluctuations and the width of the
distribution of relaxation times. This is shown in Fig. 7,
where a perfect linear correlation is observed.
Concluding remarks
The well known dependence of the glass transition tem-
perature on the cooling rate should not detract from the
ability to determine Tg in a precise and well defined way.
This can be done calorimetrically by DSC, for example, in
which case Tg should strictly be determined as the fictive
temperature, Tf, from a heating scan performed immedi-
ately after cooling through the transition region at a con-
trolled rate, the value determined in this way being referred
to the controlled cooling rate used. Nevertheless, for many
practical purposes it is sufficient to make use of the ASTM
standard method.
On the other hand, it should be borne in mind that
techniques other than calorimetric, such as dilatometric,
will not necessarily give the same value of Tg, even for
identical cooling rates. Likewise, dynamic techniques such
as DMTA or TMDSC will also give different values for the
transition temperature, which should preferably be referred
to as a dynamic Tg and which depends on the frequency of
the measurement as well as the thermal history.
Finally, the heterogeneity of the glass transformation
process gives rise to a broadening of the transition, which
can be observed, though only qualitatively, in a conven-
tional DSC scan. The heterogeneity is best quantified
through the dynamic response, in particular by TMDSC,
from which an estimate of the characteristic length scale
associated with the glass transition may be obtained.
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