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Abstract—Quantum computing for machine learning attracts
increasing attention and recent technological developments sug-
gest that especially adiabatic quantum computing may soon be
of practical interest. In this paper, we therefore consider this
paradigm and discuss how to adopt it to the problem of binary
clustering. Numerical simulations demonstrate the feasibility of
our approach and illustrate how systems of qubits adiabatically
evolve towards a solution.
I. INTRODUCTION
Quantum computing promises fast solutions to a wide range
of optimization problems and thus holds considerable potential
for machine learning [1]–[3]. However, while the quantum
machine learning literature so far mainly focused on the quan-
tum gate paradigm, noticeable technological progress leading
to commercial devices is happening in adiabatic quantum
computing [4], [5].
Current adiabatic quantum computers are geared towards
solving quadratic unconstrained binary optimization problems
or Ising models. A simple strategy for setting up established
learning algorithms to run on such devices is therefore to
attempt to (re-)formulate or approximate their minimization
or maximization objectives in terms of Ising models. In this
paper, we apply this strategy to a simple unsupervised learning
problem, namely binary clustering.
Since we attempt to present our ideas in a manner that is
accessible to a wider audience, we discuss basic concepts of
machine learning and quantum computing alike. In particular,
we structure our presentation into two major parts:
1) In sections III and IV, we discuss an alternative objective
function for k-means clustering and demonstrate that
it allows for expressing the problem of k = 2-means
clustering in terms of an Ising model that should allow
for implementation on a D-Wave computer [4], [5]
2) In sections V and VI, we show how to set our model up
for adiabatic quantum computation and present practical
examples which illustrate its use for clustering. Using
the Python toolbox QuTiP [6], we simulate adiabatic
evolutions of qubit registers on a digital computer. This
allows for visualizing the behavior of the amplitudes
of basis states and thus provides insights into the inner
workings of the approach proposed in this paper.
First, however, we specify our problem setting and introduce
the notation we will use throughout.
II. PROBLEM SETTING AND NOTATION
The practical problem we address in this paper is that of
binary clustering of numerical data. Accordingly, we let
X =
{
x1,x2, . . . ,xn
}
(1)
denote a finite sample of real valued data vectors. These are to
be clustered into two nonempty subsets X1 and X2 such that
X1 ∩ X2 = ∅ and X1 ∪ X2 = X . The two resulting cluster
means or cluster centroids therefore amount to
µi =
1
ni
∑
x∈Xi
x (2)
where ni = |Xi|.
We further assume the data in X to be of zero mean. This
does not cause loss of generality and is a common prerequisite
in machine learning practice. For our particular scenario we
note the following implication
1
n (n1 µ1 + n2 µ2) = 0 ⇔ n1 µ1 = −n2 µ2. (3)
Thus, the centroids of any two clusters X1 and X2 contained
in a set of zero mean data must either both coincide with the
zero vector or will necessarily be of opposite sign.
III. AN ALTERNATIVE k-MEANS OBJECTIVE FUNCTION
K-means clustering is a popular prototype-based clustering
technique used to partition a data set X into k disjoint clusters
X1, . . . , Xk each of which is defined as
Xi =
{
x ∈ X
∣∣∣ ∥∥x− µi∥∥2 < ∥∥x− µj∥∥2 ∀ i 6= j} . (4)
Given this definition, the problem at the heart of k-means
clustering is to find appropriate cluster prototypes. Well known
algorithms such as those of Lloyd [7], Hartigan [8], MacQueen
[9], or derivations thereof accomplish this by minimizing the
overall within cluster scatter
SW (k) =
k∑
i=1
∑
x∈Xi
∥∥x− µi∥∥2 (5)
with respect to the cluster centroids µ1, . . . ,µk.
Since the minimization objective in (5) explicitly involves
the distances ‖x−µi‖ that occur in the definition of a cluster, it
formalizes an intuitive idea. Yet, despite its seeming simplicity,
k-means clustering proves to be NP hard [10]. Algorithms such
as the ones in [7]–[9] are therefore but heuristics for which
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(a) n = 500 data points sampled from two bivariate Gaussians
(b) k = 2 clusters produced by Lloyd’s algorithm
Fig. 1: Didactic illustration of the fact that Lloyd’s procedure
for k-means clustering (a.k.a the k-means algorithm) may
produce clusters of comparable sizes even is the data actually
consists of clusters of different sizes. It is agnostic of cluster
shapes and distances [16].
there is no guarantee that they will find the global minimum
of (5).
This stirred interest in quantum computing implementations
in particular of Lloyd’s algorithm which can yield logarithmic
speed-up [11]–[14]. Consequently, multiple runs, i.e. searches
for appropriate minima, can be expected to be carried out
efficiently once corresponding computers become available.
Adiabatic quantum computing implementations based on
Ising models, on the other hand, seem not to have been
reported yet. This is likely because k-means clustering is often
taken to be synonymous with Lloyd’s algorithm for which an
Ising model reformulation is difficult to conceive. Next, we
therefore recall an alternative objective function for k-means
clustering and demonstrate how it leads to an Ising model.
A curiously little used fact is that the problem of finding
cluster centroids by minimizing (5) is equivalent to the prob-
lem of finding cluster centroids by maximizing the following
weighted sum of pairwise distances or overall between cluster
scatter
SB(k) =
k∑
i,j=1
ninj
∥∥µi − µj∥∥2. (6)
As we show in the appendix, this can easily be seen
using Fisher’s analysis of variance [15]. Next, however, we
demonstrate how (6) leads to an Ising model for k = 2 means
clustering.
IV. AN ISING MODEL FOR k = 2 MEANS CLUSTERING
For the special case of k = 2, the maximization objective
in (6) simplifies to
SB(2) = 2n1n2
∥∥µ1 − µ2∥∥2 (7)
Interestingly, this expression provides an intuition as to why
k-means clustering often tends to produce clusters of about
equal size even if the given data contain clusters of unequal
sizes (see the didactic example in Fig. 1).
In order for SB(2) to be large, both the distance ‖µ1−µ2‖
between the cluster centers and the product n1n2 of the cluster
sizes have to be large. However, since the sum n1+n2 = n of
sizes is fixed, their product will be maximal if n1 = n2 = n2 .
This observation provides a heuristic handle to rewrite the
maximization objective in (7). Assuming that at a solution we
will likely have n1 ≈ n2 ≈ n2 allows for the approximation
2n1n2
∥∥µ1 − µ2∥∥2 ≈ 2 n24 ∥∥µ1 − µ2∥∥2 (8)
= 2
∥∥n
2
(
µ1 − µ2
)∥∥2 (9)
= 2
∥∥n1 µ1 − n2 µ2∥∥2. (10)
Using this heuristic, the problem of k = 2 means clustering
then becomes to maximizes the squared Euclidean norm in
(10). This, however, constitutes a quadratic unconstrained
binary optimization problem that is equivalent to an Ising
model. In order to see why, we next express the norm in (10)
in a form that does not explicitly depend on the µi.
To this end, we collect the given data in an m×n data matrix
X = [x1,x2, . . . ,xn] and introduce two binary indicator
vectors z1, z2 ∈ {0, 1}n which indicate cluster memberships
in the sense that entry l of zi is 1 if xl ∈ Xi and 0 otherwise.
This way, we can write
n1 µ1 =Xz1 (11)
n2 µ2 =Xz2 (12)
and therefore∥∥n1 µ1 − n2 µ2∥∥2 = ∥∥X(z1 − z2)∥∥2 = ∥∥Xs∥∥2. (13)
Note that the vector s we introduced in (13) is guaranteed
to be a bipolar vector s ∈ {−1, 1}n because, in hard k-means
clustering, every given data point is assigned to one and only
one cluster so that
z1 − z2 = z1 − (1− z1) = 2z1 − 1 ∈ {−1, 1}n. (14)
But this is to say that we have found a simple Ising model for
binary clustering of zero mean data. On the one hand, since
‖Xs‖2 = sTXTXs = sTQs, (15)
the problem of maximizing the norm in (10) is equivalent to
solving
argmin
s∈{−1,1}n
−
n∑
i,j=1
Qij si sj . (16)
Because of (3), on the other hand, the solution will necessarily
be a vector s whose entries are not all equal and therefore
induce a bipartition of the data in X .
Looking at (16), three remarks appear to be in order. First
of all, matrix Q is a Gram matrix where Qij = xTi xj . Since
the given data therefore enters the problem only in form of
inner products, the clustering criterion derived in this section
allows for invoking the kernel trick [17] and is thus applicable
to wide variety of practical problems.
Second of all, (16) exposes the “hardness” of k = 2 means
clustering for it reveals it as an integer programming problem.
That is, it shows that binary clustering is to find an appropriate
label vector s ∈ {−1, 1}n whose entries assign data points to
clusters. A naı¨ve solution would therefore be to evaluate (16)
for each of the 2n possible assignments of n data points to 2
clusters. On a classical computer this is clearly impractical for
n 1. On an adiabatic quantum computer, however, we can
prepare a system of n qubits in a superposition of 2n states
each of which reflects a possible solution. Given appropriate
Hamiltionians, the system can then be evolved such that, when
measured, it will likely collapse to a state that corresponds to
a good solution.
Third of all, we observe a form of symmetry because, if s
solves (16), then so does −s since we did not specify whether
an entry of, say, +1 is supposed to indicate membership to
cluster one or two. To remove this ambiguity, we may remove
a degree of freedom from our model. W.l.o.g. we can, for
instance, fix sn = +1 and solve (16) for the remaining n− 1
entries of s. This way, the problem becomes to solve
argmin
s∈{−1,1}n−1
−
n−1∑
i,j=1
Qij si sj − 2
n−1∑
j=1
Qnj sj −Qnn (17)
which we recognize as yet another Ising energy minimization
problem.
V. ADIABATIC QUANTUM BINARY CLUSTERING
Next, we summarize basic ideas behind adiabatic quantum
computing and how to set the above Ising models for binary
clustering correspondingly. Quantum computing experts may
safely skip this section.
When using the model in (16) to perform adiabatic quantum
clustering of n data points into 2 clusters, we consider a system
of n qubits that is in a superposition of 2n basis states
∣∣ψ(t)〉 = 2n−1∑
i=0
ai(t)
∣∣ψi〉 (18)
where the time dependent coefficients or amplitudes ai ∈ C
obey
∑
i|ai|2 = 1. We understand each of the different basis
states∣∣ψ0〉 = ∣∣000 . . . 000〉 (19)∣∣ψ1〉 = ∣∣000 . . . 001〉 (20)∣∣ψ2〉 = ∣∣000 . . . 010〉 (21)∣∣ψ3〉 = ∣∣000 . . . 011〉 (22)
...
as an indicator vector that represents one of the 2n possible
assignment of n points to 2 clusters and use the common
shorthand to express tensor products, for instance∣∣ψ1〉 = ∣∣000 . . . 001〉 = ∣∣0〉⊗ ∣∣0〉⊗ . . .⊗ ∣∣1〉. (23)
If the system in (18) evolves under the influence of a time-
dependent Hamiltonian H(t), its behavior is governed by the
Schro¨dinger equation
∂
∂t
∣∣ψ(t)〉 = −iH(t) ∣∣ψ(t)〉 (24)
where we have set ~ = 1. Adiabatic quantum computing is
concerned with evolutions like this and makes use of the
adiabatic theorem [18]. It states that if a quantum system
starts out in the ground state of a Hamiltonian operator which
then gradually changes, the system will end up in the ground
state of the resulting Hamiltonian. To harness this for problem
solving, one prepares a system to begin in the ground state
of a problem independent Hamiltonian HB and adiabatically
evolves it towards a Hamiltonian HP whose ground state
represents a solution to the problem at hand [19]–[21].
For the problem of binary clustering, we therefore consider
periods ranging from t = 0 to t = τ and let the Hamiltonian
at time t be a convex combination of two static Hamiltonians,
namely
H(t) =
(
1− tτ
)
HB +
t
τHP . (25)
In order to set up a specific problem Hamiltonian for (16),
we follow standard suggestions [19]–[21] and simply define
HP = −
n∑
i,j=1
Qij σ
i
z σ
j
z (26)
where σiz denotes the Pauli spin matrix σz acting on the ith
qubit, that is
σiz = I ⊗ I ⊗ . . .⊗ I︸ ︷︷ ︸
i−1 terms
⊗σz ⊗ I ⊗ I . . .⊗ I︸ ︷︷ ︸
n−i terms
. (27)
Again following standard suggestions we then choose HB
to be orthogonal to HP , for instance
HB = −
n∑
i=1
σix (28)
where σix is defined as above, this time with respect to the
Pauli spin matrix σx.
When working with the Ising model in (17), we proceed
similarly. Here, we consider a system of n− 1 qubits and set
up the problem and beginning Hamiltonian as
HP = −
n−1∑
i,j=1
Qij σ
i
z σ
j
z − 2
n−1∑
j=1
Qnj σ
j
z I
⊗(n−1) (29)
and
HB = −
n−1∑
i=1
σix (30)
respectively.
To compute a clustering, we then let the corresponding qubit
system |ψ(t)〉 evolve from |ψ(0)〉 to ∣∣ψ(τ)〉 where |ψ(0)〉 is
chosen to be the ground state of HB . That is, if λ denotes
the smallest eigenvalue of HB , the initial state |ψ(0)〉 of the
system corresponds to the solution of
HB
∣∣ψ(0)〉 = λ ∣∣ψ(0)〉. (31)
Finally, upon termination of the adiabatic evolution, a
measurement is performed on the n qubit system. This will
cause the wave function
∣∣ψ(τ)〉 to collapse to a particular basis
state and the probability for this state to be
∣∣ψi〉 is given by
the amplitude |ai(τ)|2. However, since the adiabatic evolution
was steered towards the problem Hamiltonian HP , basis states
that correspond to ground states of HP are more likely to be
found.
On an adiabatic quantum computer, all these components
of the proposed binary clustering algorithm can be prepared
correspondingly and the adiabatic evolution be carried out
physically. On a classical digital computer, we may simulate
this process by numerically solving∣∣ψ(τ)〉 = −i∫ τ
0
H(t)
∣∣ψ(t)〉 dt. (32)
This is the approach we will consider in the next section.
VI. PRACTICAL EXAMPLES
In this section, we present two practical examples which
demonstrate the feasibility of the proposed approach. Both
examples are rather didactic and mainly intended to illuminate
the process of the quantum adiabatic evolution of systems of
n or n− 1 qubits, respectively.
In both our examples, we consider the same data matrix
X = [X1,X2] ∈ R2×n whose column vectors form two
clusters of size n1 and n2, respectively and evolve an n or
n − 1 qubit system in order to uncover these clusters. We
deliberately restrict ourselves to a rather small n = n1 + n2
as this allows us to comprehensible visualize the evolution of
the corresponding 2n or 2n−1 basis states. We simulate both
quantum adiabatic evolutions on a digital computer and use
the Python quantum computing toolbox QuTiP [6] in order to
numerically solve (32).
Figure 2(a) shows a zero mean sample of n = 8 data points.
In order to quantum adiabatically cluster these data according
to the Ising model in (16), we consider a system of 8 qubits.
The problem Hamiltonian HP , the beginning Hamiltonian
HB , and the initial state
∣∣ψ(0)〉 of this system are prepared
as discussed in section V. Given these components, we then
solve (32) for t ∈ [0, τ = 75].
Figure 2(c) illustrates the temporal evolution of the ampli-
tudes |ai(t)|2 of the 28 = 256 basis states
∣∣ψi〉 the quantum
system
∣∣ψ(t)〉 can be in. At t = 0, all states are equally likely
but over time their amplitudes begin to increase or decrease.
At t = τ , two of the basis states have considerably higher
amplitudes than the others so that a measurement will likely
cause the system to collapse to either of these more probable
states. These two basis states are
∣∣00111111〉 and ∣∣11000000〉
and can be understood as cluster indicator vectors which both
produce the result in Fig. 2(b).
The visualization of the quantum adiabatic evolution in
Fig. 2 confirms our remarks in section IV where we noted that
the Ising model in (16) is ambiguous in that it has two equally
valid solutions. Our second experiment therefore investigates
the use of the Ising model in (17) which we proposed as a
way of avoiding this ambiguity.
Figure 3(a) shows the same zero mean sample of n = 8
data points as in our first example. This time, however, one of
them has already been assigned to a cluster. This way, a degree
of freedom of the clustering problem has been removed and
we may consider the Ising model in (17) to cluster the data.
We therefore prepare a system of n − 1 qubits, the problem
Hamiltonian HP , the beginning Hamiltonian HB , and the
initial state
∣∣ψ(0)〉 as discussed above and again solve (32)
for t ∈ [0, τ = 75].
Figure 3(c) illustrates the temporal evolution of the ampli-
tudes |ai(t)|2 of the 27 = 128 basis states
∣∣ψi〉 this system
can be in. Again, all states are equally likely to be measured at
t = 0 but their amplitudes soon begin to diverge. In contrast to
our first example, however, the amplitudes in this example do
not evolve in a symmetric fashion. At t = τ , there is indeed
only a single basis state whose amplitude exceeds those of the
other possible states. This state is
∣∣0000001〉 and it yields the
clustering result in Fig. 3(b).
VII. CONCLUSION
As of this writing, a growing number of reports predicts
further rapid technological progress in the area of quantum
computing [22]–[24]. These anticipated developments will
likely impact the field of machine learning, because quantum
computers have the potential to accelerate the kind of opti-
mization or search procedures that are at the heart of many
machine learning algorithms.
In this paper, we were concerned with adiabatic quantum
computing for machine learning. From an abstract point of
view, the problem of setting up machine learning algorithms
for adiabatic quantum computing can be understood as the
problem of expressing their objective functions in terms of
Ising models since existing adiabatic quantum computers are
tailored towards solving these. Here, we applied this strategy to
the problem of binary clustering and derived Ising models for
k = 2-means clustering. Two numerically simulated examples
then demonstrated that the Schro¨dinger equations describing
properly configured qubit systems can indeed be used for
binary clustering of data.
APPENDIX
In this appendix, we prove our central claim in section III,
namely that, for a fixed sample X of n data vectors, the
problem of solving
argmin
µ1,...,µk
SW = argmin
µ1,...,µk
k∑
i=1
∑
x∈Xi
∥∥x− µi∥∥2 (33)
(a) n = 8 data points in R2
(b) binary clustering result
|ψi〉
t→
0.000
0.005
0.010
0.015
0.020
0.025
|ai|2
(c) adiabatic evolution of the amplitudes of the basis states
∣∣ψi〉
Fig. 2: Didactic example of adiabatic quantum binary clustering using the Ising model in (16). (a) a zero mean sample of
8 data points; (b) the corresponding clustering result; (c) adiabatic evolution of a corresponding system of 8 qubits. During
its evolution over time t, the system is in a superposition of 28 = 256 basis states
∣∣ψi〉 each of which represents a possible
binary clustering of the data. At the beginning of the process, it is equally likely to find the system in any of these states. At
the end of the process, two basis states have noticeably higher amplitudes |ai|2 than the others and are therefore more likely
to be measured; these are
∣∣00111111〉 and ∣∣11000000〉 and they both induce the clustering shown in (b).
is equivalent to solving
argmax
µ1,...,µk
SB = argmax
µ1,...,µk
k∑
i,j=1
ninj
∥∥µi − µj∥∥2. (34)
To this end, we consider the overall sample mean
µ =
1
n
∑
x∈X
x. (35)
and examine the total scatter of the data
ST =
∑
x∈X
∥∥x− µ∥∥2 (36)
for which we note that it is a constant as long as X is fixed.
If the data in X form k clusters Xi each with mean µi, we
can rewrite this constant as
ST =
k∑
i=1
∑
x∈Xi
∥∥x− µ∥∥2
=
k∑
i=1
∑
x∈Xi
∥∥(x− µi)− (µ− µi)∥∥2 (37)
and the expression on the RHS of (37) can be further expanded
into a sum over three terms, namely
T1 =
k∑
i=1
∑
x∈Xi
∥∥x− µi∥∥2 (38)
T2 = −2
k∑
i=1
∑
x∈Xi
(x− µi)T (µ− µi) (39)
T3 =
k∑
i=1
∑
x∈Xi
∥∥µ− µi∥∥2 = k∑
i=1
ni
∥∥µ− µi∥∥2. (40)
The first of these terms is immediately recognizable as the
conventional k-means clustering objective, that is T1 = SW .
For the second term, some straightforward algebra reveals
T2 = −2
k∑
i=1
(
niµ
T
i µ− niµTi µi − niµTi µ+ niµTi µi
)
= 0 (41)
(a) n = 8 data points in R2 one of which
has been preassigned to a cluster
(b) binary clustering result
|ψi〉
t→
0.000
0.005
0.010
0.015
0.020
0.025
0.030
0.035
0.040
|ai|2
(c) adiabatic evolution of the amplitudes of 27 states
∣∣ψi〉
Fig. 3: Didactic example of adiabatic quantum binary clustering using the Ising model in (17). (a) a zero mean sample of
8 data points one which has been manually preassigned to a cluster; (b) the corresponding clustering result; (c) adiabatic
evolution of a system of 7 qubits. During its evolution over time t, the system is in a superposition of 27 = 128 basis states∣∣ψi〉 each of which represents a possible binary clustering of the 7 unlabeled data points. At the beginning of the process, it
is equally likely to find the system in any of these states. At the end of the process, one of them has a higher amplitude |ai|2
than the others and is therefore more likely to be measured; this state is
∣∣0000001〉 and it induces the clustering in (b).
and for the third term we have
T3 =
k∑
i=1
∑
x∈Xi
(
µTµ− 2µTµi + µTi µi
)
= nµTµ− 2µT
k∑
i=1
ni µi +
k∑
i=1
ni µ
T
i µi
= nµTµ− 2nµTµ+
k∑
i=1
ni µ
T
i µi
=
k∑
i=1
niµ
T
i µi − nµTµ. (42)
Next, we reconsider the between cluster scatter for which
we find
SB =
k∑
i,j=1
ninj
∥∥µi − µj∥∥2
=
k∑
i,j=1
(
ninj µ
T
i µi − 2ninj µTi µj + ninj µTj µj
)
= n
k∑
i=1
ni µ
T
i µi − 2nµTµ+ n
k∑
i=1
nj µ
T
j µj
= 2n
k∑
i=1
ni µ
T
i µi − 2n2µTµ
= 2nT3. (43)
Putting all of this together, we therefore obtain
ST = T1 + T3 = SW +
1
2nSB (44)
which, since ST and n are constants, is to say that any decrease
of SW implies an increase of SB .
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