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Abstract
In this paper, we propose a general framework for image clas-
sification using the attention mechanism and global context,
which could be adopted with various network architectures to
improve their performance. To investigate the benefits of dif-
ferent global context, we compare four mathematical models
and observe the global context encoded in the category disen-
tangled conditional generative model could give more guid-
ance as “know what is task irrelevant will also know what
is relevant”. Based on this intuition, we define a novel Cate-
gory Disentangled Global Context (CDGC) and devise a deep
network to obtain it. By attending CDGC, the baseline net-
works could identify the objects of interest more accurately,
thus improving the performance. We apply the framework to
many different network architectures and compare with the
state-of-the-art on four publicly available datasets. Extensive
results validate the effectiveness and superiority of our ap-
proach. Code will be made public upon paper acceptance.
Introduction
Image classification, aiming at categorizing each image into
one of several predefined categories, is a fundamental prob-
lem in computer vision. Thousands of applications, such as
visual detection, scene classification could benefit from it.
However, due to high intra-class variation, low inter-class
difference, etc., image classification remains to be an ex-
tremely challenging problem. Until very recently, with the
emergence of deep neural networks (DNNs), researchers at-
tempt to solve the problem with DNNs, significantly im-
proving the state-of-the-art.
To improve image classification, researchers compete de-
signing different structures of networks, from shallow to
deep (Simonyan and Zisserman, 2014; He et al., 2015a) and
from narrow to wide (Zagoruyko and Komodakis, 2016b).
However, with stronger representation power of deep net-
works, the computational complexity increases significantly.
In addition, aggressive deep networks with too many param-
eters tend to cause over-fitting (Srivastava et al., 2014) or the
vanishing gradient problem (Ioffe and Szegedy, 2015), hin-
dering further improvement.
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Other researchers instead explore the problem in a dif-
ferent way, seeking to design some small network units in-
spired by cognitive science or bionics. A good representative
is the attention mechanism, which could enable the network
to focus on the object of interest (OOI) while suppressing
the background. Zhou et al. (2014) have shown that deep
networks originally have such ability to locate OOI (e.g.,
the discriminative regions) without requiring any supervi-
sion. However, as indicated by Li et al. (2017), most of the
existing neural network-based attention methods only uti-
lize features at image-level, which may miss some important
information, such as global cues across the whole dataset,
thus will be misled to attend. Therefore, Zagoruyko and Ko-
modakis (2016a) attempt to improve the performance of a
student network by mimicking the attention maps of a pow-
erful teacher network, based on the observation that stronger
networks usually have peaks in attention while weak net-
works dont. The information encoded in the teacher network
could be regarded as a kind of global context. However, as it
is also trained for classification, this global context still con-
tains category relevant features and irrelevant ones, thus is
hardly to bring substantial improvement.
Ideally, the global context is expected to contains cate-
gory relevant features only. Therefore, the baseline network
could adjust its OOI accordingly in a very easy way. Actu-
ally, it is quite difficult to obtain distilled category relevant
features, otherwise the problem of classification itself could
be solved. To resolve this issue, we propose to explore it in
the opposite direction and define a novel Category Disentan-
gled Global Context (CDGC). The context is obtained via a
conditional auto-encoder trained in advance, thus could cap-
ture the underlying property of the whole dataset instead of a
single image. In addition, we specifically enforce the global
context without any category relevant information via the
technique of disentangling, based on the consideration that
“if a network knows what is category irrelevant, it will
also knows what is category relevant” via the manner of
attention. The key contribution of this paper is three-fold:
• We summarize four mathematical models that could cap-
ture the underlying property of a data population and com-
pare their benefits for global context modeling.
• We define a novel CDGC which encodes all the global
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information except that is category relevant, and develop
an adversarial network to obtain it.
• We propose a general framework could employ CDGC to
bootstrap various architectures of deep networks for im-
age classification.
We evaluate the effectiveness of our approach by applying
it to many different deep network architectures, including
both residual and non-residual networks, on four publicly
available datasets: CIFAR-10/100 (Krizhevsky and Hinton,
2009), ImageNet32×32 (Chrabaszcz, Loshchilov, and Hut-
ter, 2017) and ImageNet (Deng et al., 2009). Experimental
results show that our approach outperforms the state-of-the-
art (Zagoruyko and Komodakis, 2016a; Hu, Shen, and Sun,
2018; Woo et al., 2018). In addition, by combining our ap-
proach with theirs, we could obtain further improvement.
Related Work
Image Classification with CNN
Since AlexNet (Krizhevsky, Sutskever, and Hinton, 2012)
made a breakthrough on ImageNet (Deng et al., 2009), many
different networks have been proposed. VGG (Simonyan
and Zisserman, 2014) and Inception models (Szegedy et
al., 2015) demonstrated the benefits of increasing depth
and multiple scale reception fields. ResNet (He et al.,
2015a, 2016) enabled learning deeper networks through
the use of a simple identity skip-connection, and Wide
ResNet (Zagoruyko and Komodakis, 2016b) validated the
effectiveness of enlarging the width of deep networks. Most
of the above methods focus on promoting the performance
of classification via increasing the complexity of deep net-
works or designing novel architectures.
Visual Attention
Visual attention (Bundesen, 1990) is a basic concept in psy-
chology. Inspired by this mechanism, there have been many
attempts to apply attention to the tasks of computer vision,
such as image captioning (You et al., 2016), visual question
answering (Song et al., 2018). By enabling the networks to
focus on the object of interest while suppressing the back-
ground, there could usually obtain substantial improvement.
According to the schemes to obtain attention, current atten-
tion based methods could be classified into two categories.
Post-hoc attention methods analyze the attention mech-
anism mostly to reason for the task of visual classifica-
tion. Simonyan, Vedaldi, and Zisserman (2013) provided
two techniques for visualizing the attention maps by com-
puting a Jacobian of network output. Cao et al. (2015) intro-
duced attention in the form of binary nodes between the net-
work layers of (Simonyan, Vedaldi, and Zisserman, 2013).
Zhang et al. (2016) introduced the contrastive marginal win-
ning probability, to model the top-down attention for neu-
ral classification models which could highlight discrimina-
tive regions. Similarly, Zhou et al. (2016) applied the classi-
fier weights learned for image classification, and the result-
ing class scores to estimate the category activation maps.
Based on it, Selvaraju et al. (2017) combined the guided
backpropagation to obtain a novel Grad-CAM. Zagoruyko
and Komodakis (2016a) later defined the gradient-based and
activation-based attention maps, and proved that by mimick-
ing the attention maps of a more powerful teacher network,
the student network could be improved.
Trainable attention methods instead incorporate the ex-
traction of attention and task learning into an end-to-end ar-
chitecture and are mostly applied to query-based tasks, such
as image captioning (You et al., 2016; Xu et al., 2015; Chen
et al., 2017) and machine translation (Bahdanau, Cho, and
Bengio, 2014). By projecting the query instance into the
same high-dimensional space as the target, relevant spatial
regions of the query will be highlighted to guide the desired
inference. Instead of attending between two different do-
mains, Jetley et al. (2018) re-purposed the global image rep-
resentation which refers to features extracted by the higher
layer of CNN as the target to estimate multi-scale attentions
with local image representations extracted by lower layers,
and significantly improved the performance.
In contrast to query-based methods, self-attention based
approaches attempt to learn the attention maps itself. Hu,
Shen, and Sun (2018) proposed a “Squeeze-and-Excitation”
module to exploit inter-channel relationships, which could
be regarded as an attention mechanism applied upon chan-
nel axis. Wang et al. (2017) proposed an attention module in
the style of auto-encoder to extract 3D attention maps that
could refine task-specific feature maps and implemented it
in a residual style. Woo et al. (2018) proposed a Convolu-
tional Block Attention Module which could extract infor-
mative features by blending cross-channel and spatial infor-
mation together to emphasize meaningful features.
Our approach consists of both the post-hoc and the train-
able attention modules. For the extraction of CDGC, it could
be considered as a post-hoc attention method. Perhaps the
most similar as ours is Zagoruyko and Komodakis (2016a),
as they also attempt to adopt the “global context” of a
teacher network to guide the student network. However, the
difference is two-fold. First, they apply the global context as
a hard constraint, enforcing the two attention maps to be ex-
actly the same, such that some valuable information of the
student network is forced to be discarded; while we apply
it as a soft guidance, thus could take advantage of both net-
works. Second, unlike their approach that obtains the global
context via a deep network which is a discriminative model,
our global context is encoded in a category disentangled
conditional generative model, thus could retain richer com-
plementary information, leaving more room for improve-
ment. Despite some trainable attention approaches (Luong,
Pham, and Manning, 2015; Jetley et al., 2018; Li et al.,
2017) claimed that they attend the global feature, the in-
formation is either still within a single image, or although
within the whole dataset but is also encoded by a discrimi-
native model. For attending CDGC, it is actually a trainable
attention method. Compared with theirs, we adopt an ampli-
fication then re-bias scheme to make full use of attention.
Category Disentangled Global Context
We first summarize four mathematical models, that could
capture the underlying property of a data population, and
Figure 1: The architecture of CDGC network: given an image-category pair (x, y) as input, the network outputs a reconstructed
image x
′
; E1/E2 is the encoder layer while G1/G2 is the decoder layer; D is the discriminator for category disentangling and
T is CDGC. Note that only the networks within the purple box are used for extracting CDGC in the evaluation phase.
then discuss our intuition of choosing Category Disentan-
gled Global Context, and finally the network to obtain it.
Global Context Modeling
In a multi-category problem with n classes, we denote x as
the data tensor/vector and y ∈ {1, ..., n} as its label. Tradi-
tionally, there are four mathematical models that could de-
scribe the underlying structure.
Discriminative model (DM): given input data x, the
discriminative model attempts to compute p(y|x), with
p(1|x) + p(2|x) + ...+ p(n|x) = 1. This formulation could
be realized by a classification network.
Generative model (GM): given input data x, the genera-
tive model attempts to model p(x) directly without explic-
itly considering y. Similarly, in deep networks, researchers
usually model it as an auto-encoder.
Conditional generative model (CGM): given input data
x and its corresponding label y, the conditional generative
model attempts to compute p(x|y). Generally, researchers
adopt the architecture of conditional auto-encoder trained in
a semi-supervised manner to model it (Cheung et al., 2014).
Category disentangled conditional generative model
(CDCGM): given input data x and its corresponding label
y, CDCGM attempts to model p(x), with p(x) = p(x, y),
namely the model shouldn’t be relevant to y at all. The read-
ers need to distinguish between CDCGM and GM, although
GM does not explicitly consider y, the information of y is
still included, while CDCGM explicitly enforces the model
without containing any information of y. Nowadays, with
the emergence of generative adversarial nets (GAN) (Good-
fellow et al., 2014), researchers attempt to combine CGM
with adversarial learning to solve this problem, achiev-
ing better disentangling performance (Mathieu et al., 2016;
Lample et al., 2017; Liu et al., 2018).
Discussion: Although all these models could capture the un-
derlying property, their abilities vary a lot. Discriminative
models focus on classification boundaries, whereas gener-
ative models emphasize the data generation process, and
thus generative models could carry richer information (Tu,
2007). In addition, among the three generative model, only
CDCGM does not encode any information of y. Therefore,
we choose the global context encoded in the model of CD-
CGM, which we will call “Category Disentangled Global
Context” (CDGC), to guidance classification networks, such
that the baseline networks could adjust its decision bound-
ary more accurately as “knows what is irrelevant will also
knows what is relevant”. While the other two global context
which contain both category relevant and ir-relevant features
could help less.
CDGC Network
In this part, we describe how we obtain CDGC T ∈
RC×H×W via a deep network, where T is an intermediate
3D tensor derived from an input image x. Fig. 1 demon-
strates the structure of our CDGC network, which includes
three main components: conditional auto-encoder, category
dispelling branch and a repulsive loss. In the following, the
paper will describe these components one by one.
Conditional Auto-encoder. The general architecture of
our CDGC network is the popular conditional auto-encoder,
where the encoder (seeE1/E2 in Fig. 1) maps an input image
x into a compact latent feature and then the decoder (see
G1/G2 in Fig. 1) reproduces a new version of image x
′
that
should be similar with x based on the latent feature and the
conditional vector.
Note that, we delay the introducing of the conditional vec-
tor, such that the spatial resolution of T could be larger. In
addition, skip connection is adopted to ease training.
Category Dispelling Branch. To facilitate disentangling,
we follow Lample et al. (2017) and add an extra category
dispelling branch. We iteratively train the discriminatorD to
classify the category based on T, and then update the auto-
encoder to output a newerT to fool D, which is achieved by
minimizing the predicted confidence of the correct category.
By this, the final T could be more category-invariant.
Repulsive Loss. As GAN is unstable to train, we add a re-
pulsive loss following Wang, Sun, and Halgamuge (2019) to
enforce the discrepancy between images generated with the
same T but different conditional vectors to be large enough.
CDGC based Classification Framework
In this section, we describe a general framework that em-
ploys CDGC to bootstrap deep networks for image classifi-
cation, via using the attention mechanism. Note that we do
not require the baseline classification networks to be with
certain structures, and our framework could be applied to
many different architectures, including non-residential net-
works (e.g., VGG (Simonyan and Zisserman, 2014)) and
residential networks (e.g., ResNet (He et al., 2015a), Wide
ResNet (Zagoruyko and Komodakis, 2016b)). For the frame-
work that is applied to the residual networks, please refer to
Fig. 2 for a demonstration. For VGG, we choose the feature
Figure 2: Left: the demonstration of applying the CDGC based framework to the feature map outputted by a residual group of
a residual network; right: the structure for obtaining the attention map M and the channel relevance A. L1 is the network to
extract the attention map while L2 and L3 are embedding networks. The networks within the purple box could be reused for
extending the framework to handle feature maps that have larger resolutions as in the translucent dotted box.
map outputted by the convolutional layer that is just before a
spatial maximum pooling layer but has the same resolution
as CDGC to apply our framework.
To bootstrap the baseline networks, we first extract the
(spatial) attention map from CDGC, and then make a
channel-aware amplification of the features map outputted
by a layer of the baseline networks, together with a re-bias
unit for better activation, and an identity connection inspired
by the residual learning. In the following, we will describe
these components one by one, and then extend the frame-
work to allow applying to multiple layers without bringing
too much additional computational complexity.
Extracting Attention Map. Unlike Wang et al. (2017) that
compute the attention map from 3D tensor directly, we con-
duct two pooling operations to decrease the computational
complexity as in (Woo et al., 2018). Specifically, given T
extracted from x, we conduct an average pooling and a max-
imum pooling along the channel axes. Then we extract the
attention map M(T) ∈ R1×H×W (will be abbreviated as
M ) by forwarding the two pooled CDGCsM(T) and Mˆ(T)
to the network L1 (see purple box in Fig. 2).
Channel-aware Amplification. The motivation of this
component is to amplify the activation of neurons that
is relevant to classification while suppressing those irrele-
vant with the help of attention map T. Suppose F (before
ReLU (Nair and Hinton, 2010)) is the immediate feature
map after forwarding some layers of a classification net-
work that has the same spatial resolution as M . As the at-
tention map directly reveals the importance of each region,
a straightforward way is to apply an element-wise multi-
plication with all the channels of F equally. However, al-
though the multiplication helps some relevant channels to
make them more informative for classification, other less
relevant or even irrelevant channels would be misled. Thus a
reasonable approach is to project the attention map into the
same channels of F by forwarding to a deep network and
then multiply them. However, the improvement is still lim-
ited, as with limited supervision. To resolve this issue, we
employ the channel attention mechanism (Song et al., 2018)
to calculate the channel relevance A ∈ RC×1×1 between
each channel of the feature map F and the pooled CDGCs.
This is achieved by first projecting M(T)/Mˆ(T) and F into
the same feature space via two embedding networks L2 and
L3, and then calculating the relevance between the embed-
ded features Me ∈ R1×H×W and Fe ∈ RC×H×W via dot
product after squeezing the spatial dimensions, and finally
normalizing them with a sigmoid function.
By now, channel-aware amplification could be realized by
applying an element-wise multiplication of F and the atten-
tion map M , weighted with the channel relevance A, result-
ing in an amplified feature F
′
.
Re-bias Unit. After amplification, the absolute values
of task-relevant neurons will be relatively enlarged (see
Fig. 3(a&b)), making them more distinguishable. However,
some amplified neurons (e.g., from -0.001 to -0.1) will be
still left inactivated, since ReLU (Nair and Hinton, 2010)
only activates the neurons according to whether their val-
ues are larger than zero or not with the “activation hyper-
plane” of 0. To achieve better activation , we design a re-bias
unit R1 which adaptively shifts the activation hyperplane
of ReLU, leading to more accurate discrimination of task-
relevant neurons (see Fig. 3(c)). Note that, we acknowledge
ReLU is very elegant while effective, and we do not claim
re-bias unit is required for other architectures. In this paper,
we add the re-bias unit is to guarantee our channel-aware
amplification mechanism could work. Note that our re-bias
unit is very similar to the residual branch of pre-activation
residual unit (He et al., 2016) (see Fig. 4). Perhaps the shift-
ing of activation hyperplane of ReLU provides another way
to explain why pre-activation residual unit works well, and
we leave it for future work.
Identity Connection. Following Wang et al. (2017), we
add the originalF before activation on the consideration that
no matter whether the network could learn to amplify the
Figure 3: The demonstration of re-bias unit in 2D: (a) the
activation hyperplane (in purple) of ReLU could not distin-
guish relevant neurons (solid circle) with irrelevant neurons
(hollow circle); (b) the amplification of some relevant neu-
rons; (c) the activation hyperplane of ReLU after using re-
bias unit makes a better discrimination.
Figure 4: (a) Pre-activation residual unit; (b) re-bias unit.
features and/or re-bias the activation hyperplane, its perfor-
mance should not be worse than the original.
Multiple Layer Extension. Our framework could be eas-
ily extended to the feature maps of multiple layers without
bringing significant complexity increment. Specifically, for
the feature map outputted by the other layer that has the
same spatial resolution,Me andM could be directly reused,
while for the feature map with a different resolution, we
could down-sample or up-sample Me and M to make them
consistent with the feature map (see Fig. 2).
Experimental Results
To demonstrate the effectiveness our CDGC based frame-
work, we conduct exhaustive experiments on four pub-
licly available datasets, including CIFAR-10, CIFAR-100,
ImageNet32×32 and the full ImageNet. In addition, we
also apply the framework to many different network archi-
tectures, such as VGG (Simonyan and Zisserman, 2014),
ResNet (He et al., 2016) and Wide ResNet (Zagoruyko and
Komodakis, 2016b) (we refer Wide ResNet with depth i and
widening factor k as WRN-i-k) to validate its versatility.
The experiments are organized as follows: we first de-
scribe the implementation of our framework, and then an-
alyze the usefulness of each component in our framework,
such as CDGC and re-bias unit, on CIFAR datasets due to
limited computational resources, and finally report more ex-
tensive comparisons with the state-of-the-art on the other
larger datasets. Note that, the focus of this paper is to pro-
pose a novel framework that could bootstrap standard CNN
architectures for the task of image classification, instead of
pushing the state-of-the-art results. Thus we intentionally
choose simple networks and reproduce all the evaluated net-
works in PyTorch (Paszke et al., 2017) without any model
pre-training and report our reproduced results in the whole
experiments to perform better apple-to-apple comparisons.
Implementation
CDGC Network. We adapt the architecture of CDGC net-
work from Lample et al. (2017). Denote c(i, j, k) as a con-
volution layer, where each convolution uses kernel of size
i×i, with a stride of j, and a padding of k, andC(i, j, k) as a
group of c(i, j, k), BatchNorm (BN) and ReLU. For images
with the resolution of 32×32, our encoder consists of the
following six groups: C(4, 2, 1)−C(3, 1, 1)−C(4, 2, 1)−
C(3, 1, 1)−C(4, 2, 1)−C(4, 2, 1), with the first four groups
belonging to E1. The decoder is symmetric to the encoder,
except replacing the convolutions in C(4, 2, 1) with trans-
posed convolutions and appending the conditional vector
as additional constant input channels for all the layers of
G2 (see Fig. 1). Therefore, the final resolution of CDGC is
8×8. For images with the resolution of 224×224, the sec-
ond C(3, 1, 1) group is replaced by C(4, 2, 1), resulting in
28×28’s CDGCs. Note that, for the cases with more than
ten categories, we additionally adopt a fully connected net-
work with two layers to embed the one-hot category vector
into a ten-dimensional conditional vector. We train CDGC
Network in the same way as Lample et al. (2017).
CDGC based Framework. R1 and L3 are with the same
structure of BN-ReLU-c(1, 1, 0)-BN-ReLU-c(3, 1, 1)-BN-
ReLU-c(1, 1, 0), which use the bottleneck structure to re-
duce complexities. For the experiments with 32×32 images,
channel numbers are reduced to 12 of the original ones, while
1
4 for 224×224 images. L1 is with c(3, 1, 1)-BN-ReLU-
c(3, 1, 1)-BN-Sigmoid, and L2 is with c(3, 1, 1)-BN-ReLU-
c(3, 1, 1). To fit the CDGC network, all input images in our
experiments are normalized in [-1, 1], if we do not explicitly
stated. We adopt the two layer CDGC based classification
framework by adding a 2×2 up-sampling of CDGC.
Baseline Networks. For VGG, we add BatchNorm (Ioffe
and Szegedy, 2015) while leaving Dropout (Srivastava et al.,
2014) removed, and use one fully connected layer on the
datasets with 32×32 resolution and three layers on others.
While the implementation of ResNet (with pre-activation)
and Wide ResNet are identical to the original papers.
Training Details. We adopt SGD using default parameters
as the optimizer with a mini-batch size of 128 for CIFAR and
ImageNet32×32, and 256 for ImageNet. The initial learn-
ing rate for CIFAR datasets is set as 0.1, and it is dropped
by 0.2 at 60, 120 and 160 epochs for total 200 epochs. For
ImageNet32×32, we start the learning rate with 0.01, and
drop it by 0.2 every 10 epochs, and train up to 40 epochs.
While for ImageNet, the initial learning rate of ResNets is
set as 0.01 while its of VGG is 0.1, and we drop it by 0.1
at 30 and 60 epochs for a total of 90 epochs . For data aug-
mentation, we follow Zagoruyko and Komodakis (2016b) on
CIFAR and ImageNet32×32 and the library code1 on Ima-
geNet. Note that we initialize the weights as in He et al.
(2015b) and warm up the training with a learning rate of
0.001 for 2 epochs in all these experiments. We evaluate the
single-crop performance at each epoch on NVIDIA Tesla
v100 GPUs and report the best one.
CIFAR Experiments
We start with the CIFAR-10 and CIFAR-100 datasets, which
consists of 50k training images and 10k testing images, in
10 and 100 classes respectively. We train the models on the
whole training set and evaluate them on the test set. Interest-
ingly, although with a small resolution of 32× 32, resulting
in an even smaller resolution of global context (e.g., 8× 8),
our approach could still give reasonable benefits.
Different Global Context Modeling Approaches. In this
part, we investigate the benefits of four different global con-
text modeling approaches: discriminative model (DM), gen-
erative model (GM), conditional generative model (CGM)
and category disentangled conditional generative model
(CDCGM), to extract global context. For DM, we choose
WRN-16-10 to compute the global context, while for GM
1https://github.com/pytorch/examples/tree/master/imagenet
Top-1 Acc(%)
Architecture CIFAR-10 CIFAR-100
VGG13 94.18 74.72
VGG13 + DM 93.47 73.62
VGG13 + GM 94.39 75.78
VGG13 + CGM 94.45 75.56
VGG13 + CDCGM 94.71 75.81
VGG16 93.85 73.78
VGG16 + DM 93.16 73.42
VGG16 + GM 94.15 75.03
VGG16 + CGM 94.18 74.85
VGG16 + CDCGM (Ours) 94.33 75.24
Table 1: Comparison results of different
global context modeling approaches on
the CIFAR-10/100 datasets.
Top-1 Acc(%)
Architecture CIFAR-10 CIFAR-100
VGG13 94.18 74.72
VGG13 + Ours w/o Re-bias 94.17 74.76
VGG13 + Ours w/o CA 94.60 75.62
VGG13 + Ours w/o RL 94.41 75.37
VGG13 + Ours (one layer) 94.40 (94.06) 74.48 (75.20)
VGG13 + Ours 94.71 75.81
VGG13 + Re-bias 94.22 75.05
VGG16 93.85 73.78
VGG16 + Ours w/o Re-bias 93.92 73.84
VGG16 + Ours w/o CA 94.28 74.54
VGG16 + Ours w/o RL 94.19 74.36
VGG16 + Ours (one layer) 94.23 (93.95) 74.73 (74.11)
VGG16 + Ours 94.33 75.24
VGG16 + Re-bias 94.12 73.74
Table 2: Ablation studies on the
CIFAR-10/100 datasets.
Top-1 Acc(%)
Architecture CIFAR-10 CIFAR-100
VGG13 94.18 74.72
VGG13 + AT (WRN-16-10) 94.43 75.58
VGG13 + Ours 94.71 75.81
VGG16 93.85 73.78
VGG16 + AT (WRN-16-10) 94.23 74.76
VGG16 + Ours 94.33 75.24
WRN-16-10 94.58 77.72
WRN-16-10 + AT (WRN-28-10) 94.86 78.77
WRN-16-10 + Ours 95.23 79.06
WRN-16-10 + CBAM 95.09 79.51
WRN-16-10 + CBAM + Ours 95.60 80.38
WRN-16-10 + SE 95.81 80.38
WRN-16-10 + SE + Ours 96.02 80.86
WRN-28-10 95.18 79.15
Table 3: Comparison results on the
CIFAR-10/100 datasets.
and CGM, the networks are simply adapted from our CDGC
network by cancelling the introducing of conditional vector
and/or removing the category dispelling branch. Experimen-
tal results on the CIFAR-10 and CIFAR-100 datasets are de-
picted in Tab. 1. Readers could see both VGG13 and VGG16
networks obtain a certain amount of improvement by attend-
ing the global context computed by generative models on
both two datasets. In addition, the final results of attending
GM and CGM are very similar (e.g., 94.39% and 94.35%
on CIFAR-10), as both of their models are relevant to y no
matter explicitly or not. Obviously, our approach that adopts
CDCGM to extract the global context performs the best on
all occasions, validating our assumption that “if the global
contexts knows what is category irrelevant, it will also know
what is relevant”. Interestingly, the performance drops sig-
nificantly if attending the context extracted from a discrim-
inative model, although the approach (Zagoruyko and Ko-
modakis, 2016a) that enforces their attention maps to be ex-
actly the same could work (see Tab. 3). We guess the reason
is that their encoded information is quite similar, making our
approach fail to learn how to attend the context.
Channel Attention. As a key component of our frame-
work, we also compare the results of using channel attention
(CA) or not. For the approach without CA, it is implemented
by projecting the attention map into the same channel num-
ber as the feature map F by forwarding it to a deep net-
work with two convolutional layers. The results in Tab. 2
show that without channel attention, our framework could
still outperform the baseline networks, but are slightly worse
than the full approach, validating its usefulness.
Re-bias Unit. To demonstrate the importance of re-bias
unit, we train another CDGC network without adding the re-
bias unit. The results in Tab. 2 show that the performance are
quite similar with the baseline networks, validating that re-
bias unit is a fatal ingredient of our CDGC based framework.
In addition, as the re-bias unit indeed deepens the baseline
networks, the readers may doubt whether the final improve-
ment is brought by that. Thus, we compare the results of
ours and those of the baseline networks with adding the re-
bias unit only. Results in Tab. 2 show that the adding of re-
bias unit could slightly improve the performance, but the re-
sults are far behind those of the full approach (e.g., 75.05%
vs. 75.81% for VGG13 on CIFAR-100), validating that the
adding of layers is not the key factor that brings improve-
ment but the amplification then re-bias scheme.
Repulsive Loss. In this experiment, we demonstrate the
importance of repulsive loss (RL) by training two CDGC
networks with and without adding repulsive loss, and then
applying the two corresponding CDGCs to VGG13 and
VGG16 to compare their accuracies. The results in Tab. 2
show that using CDGC extracted without adding repulsive
loss still could improve the classification performance. How-
ever, our full framework with repulsive loss achieves the
best, validating the usefulness of repulsive loss.
Multiple Layer Extension. We investigate the usefulness
of applying the framework to multiple layers. The results
in Tab. 2 show that the performances of only applying to
the layer with 16 × 16 (8 × 8)’s output is much worse than
applying CDGC to both two layers, validating the usefulness
of multiple layer extension.
Comparison with the State-of-the-art. We make com-
prehensive comparisons with the state-of-the-art using var-
ious baseline networks (e.g., VGG and WRN) on the CI-
FAR datasets, and report the results in Tab. 3. It is shown
that, networks with applying the CDGC based framework
could obtain substantial improvement in all cases. We would
like to point out that by applying the CDGC based frame-
work, WRN-16-10 achieves very comparable results with
WRN-28-10, which probably indicates that our framework
provides a useful alternative to simply deepening or widen-
ing the networks. In addition, our method outperforms the
approach of Attention Transfer (AT) (Zagoruyko and Ko-
modakis, 2016a) on all cases including two VGG net-
works with WRN-16-10 as the teacher and WRN-16-10 with
WRN-28-10 as the teacher. Note that, due to the degradation
problem (He et al., 2015a), VGG16 performs slightly worse
than VGG13, which also highlights the importance of ex-
ploring other directions to improve networks. Although the
accuracies of Squeeze-and-Excitation Networks (SE) (Hu,
Shen, and Sun, 2018) and Convolutional Block Attention
Module (CBAM) (Woo et al., 2018) are slightly higher
than ours, their methods could be further improved (e.g.,
∼0.4%/0.7% on CIFAR-10/100) by combining our frame-
work, as shown in Tab. 3.
ImageNet32×32 Experiments
In this section, we report results on a more challenging
dataset: ImageNet32×32, which contains the same number
of images as the original ImageNet, i.e., 1281167 training
images from 1000 classes and 50000 validation images with
50 images per class, except with a down-sampled resolution.
The results in Tab. 4 show ResNet with all three differ-
ent depths obtain large margins of improvement (e.g., 2∼3%
top-1 accuracy increment) when applying the CDGC based
Table 4: Classification results on ImageNet32×32.
Acc(%)
Architecture Top-1 Top-5
ResNet-32 37.31 62.97
ResNet-32 + AT (ResNet-56) 37.20 62.74
ResNet-32 + Ours 40.37 66.06
ResNet-32 + SE 37.41 63.02
ResNet-32 + SE + Ours 40.11 65.82
ResNet-32 + CBAM 37.82 63.35
ResNet-32 + CBAM + Ours 40.22 65.88
Acc(%)
Architecture Top-1 Top-5
ResNet-56 42.35 68.01
ResNet-56 + AT (ResNet-110) 42.48 68.18
ResNet-56 + Ours 44.43 70.18
ResNet-56 + SE 42.53 68.29
ResNet-56 + SE + Ours 45.08 70.57
ResNet-56 + CBAM 43.18 68.92
ResNet-56 + CBAM + Ours 44.55 70.06
Acc(%)
Architecture Top-1 Top-5
ResNet-110 49.08 74.35
ResNet-110 + AT (ResNet-164) 49.03 74.11
ResNet-110 + Ours 51.36 75.93
ResNet-110 + SE 49.18 74.32
ResNet-110 + SE + Ours 50.29 75.17
ResNet-110 + CBAM 49.43 74.55
ResNet-110 + CBAM + Ours 50.91 75.72
Table 5: Classification results on the full ImageNet dataset.
Architecture VGG13 VGG13 + Ours ResNet-18 ResNet-18 + SE ResNet-18 + CBAM ResNet-18 + Ours
Top-1 Acc(%) 69.20 70.33 67.66 68.00 68.75 69.49
Top-5 Acc(%) 89.27 89.95 88.18 88.30 88.92 89.22
Architecture ResNet-34 ResNet-34 +Ours ResNet-50 ResNet-50 +Ours ResNet-101 ResNet-101 +Ours
Top-1 Acc(%) 72.49 73.36 75.49 77.25 77.09 77.93
Top-5 Acc(%) 90.75 91.64 92.43 93.29 93.04 93.65
Table 6: The Complexity of networks before and after ap-
plying our framework (in bracket).
Architecture ResNet-20 ResNet-32 ResNet-56 ResNet-110
FLOPs (M) 39.54 (43.15) 68.19 (71.8) 125.51 (129.12) 254.46 (258.07)
PARAMs (G) 0.34 (0.374) 0.53 (0.564) 0.92 (0.954) 1.79 (1.824)
Figure 5: Top row: input images; middle row: attention maps
of ResNet-101; bottom row: attention maps of ResNet-101
after applying the CDGC based framework.
framework, demonstrating that our approach could general-
ize well on the large-scale dataset with more categories. In
contrast, CBAM and SE based approaches could slightly im-
prove the baseline networks, whereas, for AT based method,
we could not see any improvement, which probably due
to AT based methods require the attention maps with high
resolutions. In addition, by combining our framework with
CBAM or SE, we could see another improvement.
Complexity Analysis. To make our framework scalability,
it must provide an effective trade-off between model com-
plexity and performance. We use PARAMs (the number of
parameters) and FLOPs (floating point operations per sec-
ond) to measure them, and report the statics on Tab. 6. It
could see that the brought complexity is considerable small,
validating the scalability of our framework.
Full ImageNet Experiments
We also conduct experiments on the full ImageNet dataset.
As images are subtracted with per-pixel mean, before feed-
ing to CDGC network, we re-add the mean to the images
and normalize them back into [-1,1]. We report the results
on the validation set in Tab. 5. It shows that by applying the
CDGC based framework, all baseline networks obtain large
margins of improvement (e.g., 1.83% top-1 accuracy incre-
ment for ResNet-18), and our framework with ResNet-18
outperforms SE and CBAM based methods. We would like
to point out that our approach with ResNet-50 performs bet-
ter than ResNet-101, validating its effectiveness.
Visualization of Attention Maps. To intuitively demon-
strate why our framework could bootstrap the base-
line networks, we visualize the activation-based attention
maps (Zagoruyko and Komodakis, 2016a) on the last resid-
ual group of the original ResNet-101 and the one after ap-
plying the CDGC based framework. Fig. 5 shows that, due
to the lack of global information, ResNet-101 originally fails
to locate the objects of interest. However, all these locations
are identified correctly with the guidance of CDGC.
Conclusion
We propose a general framework that employs the novel
Category Disentangled Global Context (CDGC) to boot-
strap deep networks for image classification. The rationale
is “if the global context knows what is task irrelevant, it will
also know what is relevant”. Therefore, by attending CDGC,
baseline networks could identify the objects of interest more
accurately. Thorough experiments demonstrate our frame-
work could bring substantial improvement to various net-
work architectures and is superior to the state-of-the-art. We
hope the framework becomes an important component of
CNN networks and inspires more research in related fields.
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