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不等式制約条件 gi(x)と l個の等式制約条件 hj(x)のもとで，f(x)を最小とする決定変数
x ∈ Rnを求める問題として，以下のように定式化される。






sub.to gi(x) ≤ 0 i = 1, · · · , m
hj(x) = 0 j = 1, · · · , l
(2.1)








決定変数ベクトルは x ∈ Rn，実行可能領域をX ⊂ Rnとした時，k目的の目的関数ベク





f (x) = (f1(x), f2(x), · · · , fk(x))T
sub.to x ∈ X (2.2)
多目的最適化における解の優劣は，優越関係によって判断される。次式を満たす時，解x
は解 yを優越する（x ≺ y）。以下，i = 1, 2, · · · , kである。




P = {x ∈X|∀y ∈X, y ≺ x} (2.4)
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(a) 理想的な近似パレート解集合 (b) 収束性に劣る近似パレート解集合































本論文では，実行可能領域X内の決定変数x (X ⊆ Rn)について評価関数 f(x)の最小
化問題を扱う。まず，大域的最適解の評価値 f(x)を基準とした評価値の制約 δ ≥ 0を満
たす解x ∈Xの下位集合L(δ) ⊂Xを，次式 (2.5)で定義し，その例を図 2.4(a)に示す。
L(δ) = {x ∈X | f(x) ≤ f(x) + δ} (2.5)
さらに，xˆ ∈ Rnに対する ε-近傍（xˆを中心とする半径 ε > 0の開球）N (xˆ; ε)を，次式
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図 2.3： 優良解集合探索問題における最適設計の例
(2.6)で定義し，その例を図 2.4(b)に示す。
N (xˆ; ε) = {x ∈ Rn | ‖x− xˆ‖ < ε} (2.6)
以上より，優良解集合Q(δ, ε)を，次式 (2.7)で定義し，イメージ図が図 2.4(c)を示す。
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(a) L(δ)
(b) N (xˆ; ε)
(c) Q(δ, ε)
図 2.4： 1次元 (n = 1)の多峰性関数における優良解集合の例
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3.2 Particle Swarm Optimization
3.2.1 Particle Swarm Optimizationの概要
Particle Swarm Optimization（以下，PSO）［8］［9］［21］は，単純化された社会モデルの














各探索点は現位置xtiから，それぞれの最良解pbesti = (pbesti1, pbesti2, · · · , pbestin)T





i2, · · · , vtin)Tの重み付き線形結合として新たな移動ベクトルvt+1i を
生成し，式 (3.1)のように示す。
vt+1ij = w · vtij + c1 · rand1 · (pbesttij − xtij) + c2 · rand2 · (gbesttj − xtij) (3.1)
ただし，rand1と rand2は [0, 1]1の一様乱数，w，c1，c2はそれぞれの項に対する重みパ
ラメータである。
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Particleの数 2  m ∈ N1，Particleのパラメータ 0 < w ∈ R1，0 < c1 ∈ R1，
0 < c2 ∈ R1，及び最大反複回数 Tmaxを与え，t = 1とおく。
Step 1:[初期化]
各 Particleの初期位置 xi1 ∈ Rn（i = 1, 2, · · · , m）と初期速度 vi1 ∈ Rn（i =




1 i = 1, 2, · · · , m
gbest1 = pbestig
1












ij i = 1, 2, · · · , m; j = 1, 2, · · · , n
とおく。
Step 3:[pbestiと gbestiの更新]




t+1 i ∈ I
pbesti
t+1 = pbesti










t = Tmaxならば終了。さもなければ t := t + 1として Step 2へ行く。
3.2.3 Particle Swarm Optimizationの性質

























































(f) 反複回数 (t＝ 100)
図 3.3： 2n minima関数にParticle Swarm Optimizationを適用した場合の探索の様子
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3.3 Diﬀerential Evolution
3.3.1 Diﬀerential Evolutionの概要














r1 + F · (xtr2 − xtr3) (3.3)
(a) 突然変異 (b) 交叉（一様交叉）
図 3.4： Diﬀerential Evolutionにおける各操作のイメージ
ここで，F は膨張率と呼ばれ，突然変異ベクトルの生成する範囲を定めるパラメータで
あり，F は [0, 1] ∈ R1の範囲に設定されることが多い。
































解ベクトルの次元数D ∈ N1，解ベクトル数 2  m ∈ N1，膨張率 F ∈ R1，交叉
CR ∈ R1，最大世代 Tmax ∈ N1を与える。
Step 1:[初期化]







xtr3 ∈ RDと膨張率F を用いて，次式の変異ベクトル vti ∈ RDを生成する。
vti := x
t
r1 + F · (xtr2 − xtr3)
Step 3:[交叉（一様交叉）]
全操作ベクトルxtiに対して，交叉開始点nを決定し，操作ベクトルの要素xij (j =
1, 2, · · · , D)毎に交叉率CRを用いて交叉判定を行い，xtij と vtij の要素を次式の様
に置換し，試験ベクトルuti ∈ RDを生成する。
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utij : =
{














t := t + 1とし，t = Tmaxであれば応答を終了する。さもなければ Step 2へ行く。
3.3.3 Diﬀerential Evolutionの性質
























































(f) 反複回数 (t＝ 100)
図 3.5： 2n minima関数にDiﬀerential Evolutionを適用した場合の探索の様子



















図 3.6： Fireﬂy Algorithmによる移動のメカニズム







量的に把握するため，FAの光強度 Iと魅力 βを式 (3.6)，(3.7)で定義する。
Ii =
1(
















min + αR (3.9)
以上を踏まえ，目的関数 f(x) (x ∈ Rn)の最小化問題に対する Fireﬂy Algorithmのア
ルゴリズムを以下に示す。
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【Fireﬂy Algorithmのアルゴリズム】
Step 0:[準備]
最大反複回数 Tmax ∈ N1，探索点数 2  m ∈ N1，各パラメータ α ∈ R1，β0 ∈ R1，
γ ∈ R1を定める。反複回数 t = 1とする。
Step 1:[初期化]
実行可能領域 X 内に探索点 x1i (i = 1, 2, · · · , m)をランダムに生成する。y1i =
x1i (i = 1, 2, · · · , m)として，解を保存する。i = 1とする。
Step 2:[光強度の算出]
保存した解 yti(i = 1, 2, · · · , m)を基に，各探索点の光強度 Iiを計算する。
f tmin = min{f(yti)|i = 1, 2, · · · , m}
Ii =
1(
|f tmin − f(xti)|+ 1
)
Step 3:[探索点の移動]





−γ‖ytj−xti‖2(ytj − xti) + αR
R ∈ [−0.5, 0.5]n は一様乱数ベクトルを表す。j := j + 1とする。以上の操作を





i = mならば，探索点xtiを更新し，解 y
t+1










t = Tmaxならば，終了する。さもなければ，t := t + 1，i = 1として，Step 2へ
戻る。
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3.4.3 Fireﬂy Algorithmの性質
























































(f) 反複回数 (t＝ 50)











































（Proximate Optimality Principle：POP ）と呼ばれている［1］［2］。POPとは「良い解同
士は何らかの類似構造を持つ」という原理のことである。多くの最適化問題に対して，良









































































































Step 0 : [ 準備 ]
クラスタ数K，パラメータCを定める。
Step 1 : [ クラスタの割り当て ]
各探索点xti(i = 1, 2, · · · , m)を，K個のクラスタに割り当てる。また，各クラスタ
の重心Gtk(k = 1, · · · , K)を計算する。（今回はK-means法を用いた。K-means法
については，付録Aを参照されたい。）
Step 2 : [ γの決定 ]























式 (6.3)にしたがって γを調整することで，距離 ‖xti −Gtk‖の際に β = Cを満たすよう
に γを調整することを実現する。ただし，K-means法に用いた重心点Gtkは第 kクラスタ
の一番優れた点とすることで，計算量を増やせずに γの調整を考えられる。
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αt = αmax − t
Tmax
· (αmax − αmin) (5.2)




最大反複回数 Tmax ∈ N1，探索点数 2  m ∈ N1，各パラメータ β0 ∈ R1，K ∈ N1
を定め，反複回数 t = 1とする。αmax，αminを与え，次式ように αを定める。
αt = αmax − t
Tmax
· (αmax − αmin)
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Step 1:[初期化]
実行可能領域 X 内に探索点 x1i (i = 1, 2, · · · , m)をランダムに生成する。y1i =
x1i (i = 1, 2, · · · , m)として，解を保存する。i = 1とする。
Step 2:[光強度の算出]
保存した解 yti(i = 1, 2, · · · , m)を基に，各探索点の光強度 Iiを計算する。
f tmin = min{f(yti)|i = 1, 2, · · · , m}
Ii =
1(
|f tmin − f(xti)|+ 1
)
Step 3:[γの算出]















−γi‖ytj−xti‖2(ytj − xti) + αR
R ∈ [−0.5, 0.5]n は一様乱数ベクトルを表す。j := j + 1とする。以上の操作を





i = mならば，探索点xtiを更新し，解 y
t+1
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Step 6:[終了判定]





を調整するFAについて，より多くの優良解x∗ ∈ S(δ, ε)を得る性能を評価する。ただし，
厳密なx∗の獲得は不可能なため，‖xiTmax − x∗‖ ≤ 0.5を満たすxiTmaxが存在するならば
x∗を得たとする。本稿では，基礎的検討のために，δ, εに依らず，優良解集合S(δ, ε)が
定まるように問題を設定する。このため，解相互の距離が離れた複数の大域的最適解xを
有する，ベンチマーク関数Function 1（以下，F1），Function 2（以下，F2），Function 3
（以下，F3），Function 4（以下，F4）の 5，10，20次元を対象とし，表 6.2に数値実験に
用いるベンチマーク関数を示す。この場合，x∗ = x(∀δ ≥ 0 ∧ ∀ε > 0)となる。
共通の実験条件として，試行数Trial = 50回，最大反復回数 Tmax = 1000回とした。ま
た，各パラメータは，β0 = 1.0，αは次式に従い αt = αmax − tTmax · (αmax − αmin)を調整
し，推奨値にはαmax = 0.1，αmin = 0.01とした。γ固定のオリジナルFAに関しては，表
6.2に示すように γを 0.05 ∼ 1.0の範囲で 20通りに 0.05ずつ変化させた。また，提案手
法のパラメータは，同じクラスタ内の探索点を参照する場合は C = 10−7，異なるクラス
タ内の探索点を参照する場合はC = 10−9とし，K = 4とした。評価指標は，1試行で獲
得した優良解の数について，全試行中における最大値をBest，最小値をWorst，平均値を
Mean，標準偏差を S.D.とし，用いた。

















g(x+ Y ), f(x+ Z), g(x − Y ), f(x − Z)
)











Y [2.5, 2.5, · · · , 2.5, 2.5]





表 5.2 ∼表 5.5に，それぞれの数値実験結果を示す。ただし，提案手法（Fireﬂy Algorithm









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































表 6.1： Fireﬂy Algorithmのパラメータと多様化・集中化の関係
Parameters Deﬁnition
γ Small ⇐⇒ Large


















































ることを検討する。ベンチマーク関数Function 1, Function 2（表 6.2を参照されたい）に
FAを適用し，得られた優良解の個数毎の評価指標の変化を示す。共通の実験条件として，
探索点数m = 50，次元数n = 5，摂動幅α = 0.05，減衰に関するパラメータ γ = 0.25，評
価回数 Tmax = 1000とする。





























(a) S = 2 (Function 1)





















(b) S = 2 (Function 2)





















(c) S = 3 (Function 1)





















(d) S = 3 (Function 2)





















(e) S = 4 (Function 1)





















(f) S = 4 (Function 2)


















































の具体的なCの調整則を式 (6.4)に示す。事前の目標スケジュール I tA (t = 1, 2, · · · , Tmax)




min{C +ΔC, Cmax}, (A ≥ I tA)
max{C −ΔC, Cmin}, (A < I tA) (6.4)
一方，探索点xtiが異なるクラスタ内の探索点を参照する場合の具体的なCの調整則を式
(6.5)に示す。事前の目標スケジュール I tB/A (t = 1, 2, · · · , Tmax)を与えておき，各評価回




min{C +ΔC, Cmax}, (B/A < I tB/A)













αt = αmax − t
Tmax






は，指数スケジュールを使用する。図 6.3に，本論文で使用する目標値 I tの指数を示し，
式 (6.7)にスケジュール式を示す。






なお，評価指標Aに対して，推奨値は Istart = 4.5，Iend = 0.01であり，評価指標 B/A





最大反複回数 Tmax ∈ N1，探索点数 2  m ∈ N1，各パラメータ β0 ∈ R1，K ∈ N1
を定める。反複回数 t = 1とする。αmax，αminを与え，次式ように αを定める。
αt = αmax − t
Tmax
· (αmax − αmin)
Step 1:[初期化]
実行可能領域 X 内に探索点 x1i (i = 1, 2, · · · , m)をランダムに生成する。y1i =
x1i (i = 1, 2, · · · , m)として，解を保存する。i = 1とする。
Step 2:[光強度の算出]
保存した解 yti(i = 1, 2, · · · , m)を基に，各探索点の光強度 Iiを計算する。
f tmin = min{f(yti)|i = 1, 2, · · · , m}
Ii =
1(
|f tmin − f(yti)|+ 1
)
Step 3:[γの算出]
K-means法によって各探索点 xtiを第 k (k = 1, 2, · · · , K)クラスタに割り当て




































min{C +ΔC, Cmax}, (A ≥ I tA)




min{C +ΔC, Cmax}, (B/A < I tB/A)
max{C −ΔC, Cmin}, (B/A ≥ I tB/A)
Step 4:[探索点の移動]





−γi‖ytj−xti‖2(ytj − xti) + αR
R ∈ [−0.5, 0.5]n は一様乱数ベクトルを表す。j := j + 1とする。以上の操作を





i = mならば，探索点xtiを更新し，解 y
t+1
















基づくFAと提案した適応型FAについて，より多くの優良解x∗ ∈ Q(δ, ε)を得る性能を評




表 6.2に数値実験に用いるベンチマーク関数を示す。この場合x∗ = x(∀δ ≥ 0 ∧ ∀ε > 0)
となる。
共通の実験条件として，試行数Trial = 50回，探索点数m = 50，最大反復回数Tmax = 1000
とした。また，各パラメータは，β0 = 1.0，αは次式に従いαt = αmax− tTmax · (αmax−αmin)
を調整し，推奨値にはαmax = 0.1，αmin = 0.01とした。γ固定のオリジナルFAに関して
は，表 6.2に示すようにγを 0.05 ∼ 1.0の範囲で 20通りに 0.05ずつ変化させた。また，提
案手法のパラメータは，同じクラスタ内の点を参照する場合はCmax = 10−6，Cmin = 10−8，
ΔC = 10−8，異なるクラスタ内の点を参照する場合は Cmax = 10−8，Cmin = 10−10，






表 6.3 ∼表 6.6に，それぞれの数値実験結果を示す。ただし，提案手法（Adaptive Fireﬂy
Algorithm: AFA）とクラスタ情報に基づく FA（Fireﬂy Algorithm based on Cluster



















g(x+ Y ), f(x+ Z), g(x − Y ), f(x − Z)
)











Y [2.5, 2.5, · · · , 2.5, 2.5]




F1, F2, F3, F4（n = 10）を対象とした適応型 FAを適用した場合，多様化・集中化の評
価指標Aと B/Aの推移を示す。図 6.4より，適応型FAでは，探索過程で評価指標Aと
B/Aがそれぞれの目標値 I tAと I tB/Aに追従することを確認した。
さらに，平均値（Mean）に着目する。ベンチマーク関数F1として 5次元の場合，FA-CI





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































• メタヒューリスティクスの一手法である Fireﬂy Algorithm（以下，FA）は，代表
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(a) 初期状態 (b) 反複回数（t=3）
(c) 反複回数（t=5） (d) 最終状態
図A.1： K-means法を適用した場合の探索の様子
【K-means法のアルゴリズム】
Step 1 : [準備]
要素xi(i = 1, 2, · · · , m)を与え，クラスタの数Kを定める。
Step 2 : [初期化]
各要素xi(i = 1, 2, · · · , m)に対してランダムにクラスタを割り振る。
Step 3 : [クラスタの重心計算]
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Step 4 : [再割り当て]
各要素xiと各重心Gkの距離を求め，要素xiを最も近い重心のクラスタに割り当て
直す。
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{x4i − 16x2i + 5xi}
x∗ ≈ (−2.90,−2.90, · · · ,−2.90) h(x∗) ≈ −78n
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図B.14： 等高線
