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Using an imaginary-time path integral approach, we develop the perturbation theory suited to the
boson Hubbard model, and apply it to calculate the effects of a dilute gas of spin-polarized fermions
weakly interacting with the bosons. The full theory captures both the static and the dynamic effects
of the fermions on the generic superfluid-insulator phase diagram. We find that, in a homogenous
system described by a single-band boson Hubbard Hamiltonian, the intrinsic perturbative effect of
the fermions is to generically suppress the insulating lobes and to enhance the superfluid phase.
PACS numbers: 67.60.Fp, 03.75.Mn, 03.75.Lm
Introduction. The boson Hubbard model has long pro-
vided the paradigm for studying one of the simplest quan-
tum phase transitions (QPT), the superfluid to insulator
transition (SIT) in a dilute gas of bosons. Most satis-
factorily, recent experiments1,2 using ultra cold bosonic
atoms confined to an optical lattice, which mimics the
boson Hubbard model in a custom setting, demonstrated
the existence of the SIT in a pristine, disorder free, boson-
only system. By varying the effective tU of the ultra cold
atoms in optical lattices, where t is the boson nearest-
neighbor hopping parameter and U is the on-site boson-
boson repulsion, the researchers demonstrated the exis-
tence of the Mott-insulating (small tU ) and the superfluid
(large tU ) states in the time-of-flight experiments.
1,2 At
some intervening value of tU , then, there should be a QPT
separating the two states.3,4
An important theoretical question, which has received
wide attention5,6,7,8,9,10,11 in light of the recent experi-
ments in the Bose-Fermi mixtures,12,13 is what happens
to the insulating and the superfluid phases when fermions
are introduced to the bare boson Hubbard model. In the
case of the bosons weakly interacting with spin-polarized
fermions, which are away from half-filling, this question
can be addressed analytically. While some of the ear-
lier studies5,10 concluded that the region occupied by the
superfluid phase in the phase diagram is enhanced by
fermions, more recent ones11 concluded that the oppo-
site is true because of an effect akin to the fermionic
orthogonality catastrophe due to the dynamic effects. In
this Communication, we address this question by devel-
oping a rigorous perturbation theory suited to the single-
band boson Hubbard model, which captures both the
static and the dynamic effects mediated by the fermions.
Our conclusion is that, in a homogenous, single-band sys-
tem and in the absence of loss of cooling due to adding
fermions, the fermions intrinsically shrink the area occu-
pied by the Mott insulating lobes (Fig. 1), thus generi-
cally enhancing the superfluid region. The overall effect
is qualitatively in the same direction as in the effects
of Ohmic dissipation in enhancing the superconducting
phase coherence in Josephson junction arrays14 or in
granular superconductors.15 Even though in the current
experiments12,13 the Bose-Fermi interaction strength is
not in the perturbative regime, it is possible to tune this
coupling and bring it to the perturbative regime16. Thus,
our predictions can be tested experimentally. Further-
more, in light of our present analytical results (and the re-
sults of Refs. [5,10]) it seems likely that the observed loss
of superfluid coherence by adding fermions12,13 should
be attributed to the external factors, such as heating17
and self-trapping of the bosons and fermions.18 Hence,
experiments which can avoid such effects (e.g., shallower
lattices and lower boson filling factor have reduced boson
self trapping due to fermions18) are necessary to see the
intrinsic effect - enhancement of the superfluidity - due
to the fermions. We stress that the perturbation the-
ory of the boson Hubbard model we develop, which de-
viates from the standard machinery19 applicable to the
free bosons, should have other important applications,
e.g., the phase diagram of the boson Hubbard model in
the presence of coupling to a dissipative Ohmic bath20 or
a second boson species. In general, our method, specifi-
cally Eqs. (12, 13, 14), can be taken over in any problem
where the Green’s function of the boson Hubbard model
has to be calculated in perturbation theory.
The model and the results. We consider a mixture of
bosonic and spin-polarized fermionic atoms in an optical
lattice. The Hamiltonian of the Bose-Fermi system is
written as H = HB +HF +HBF , with
HB=
∑
i
(
U
2
nˆi(nˆi−1)−µnˆi
)
−t
∑
<ij>
(
b†ibj+H.c.
)
, (1)
HF =−tF
∑
<ij>
(
c†icj+H.c.
)
− µF
∑
i
c†ici, (2)
HFB=UFB
∑
i
nˆi(c
†
i ci − n0Fi). (3)
Here c†i and b
†
i are the fermion and the boson creation op-
erators on site i, nˆi = b
†
ibi is the boson density operator,
2FIG. 1: (Color online) a) Main panel: Phase Boundary of
the boson Hubbard model with and without the fermions
for the boson density n0 = 1. Solid line describes the
insulator-superfluid phase boundary without the fermions.
The dashed line corresponds to the same phase boundary with
the fermions present. The dash-dot line denotes the phase
boundary in the static approximation. The regions near the
degeneracy points (integer µ/U) are implicitly excluded from
this figure22. Here we used U
4EF
= 0.1 and
U2
FB
∆U
= 0.15. b)
Inset: The dependence of the function R(y) on its argument.
U > 0 (UFB) describes the on-site boson-boson (boson-
fermion) interaction, t(tF ) corresponds to the hopping
matrix element for the bosons (fermions), n0Fi is the aver-
age density of the fermions, and µ = µ0−UFBn0Fi and µF
are chemical potentials for boson and fermions, respec-
tively. Here µ0 is the boson chemical potential without
the fermions.
The partition function of the bare model (without the
fermions) can be written in terms of an imaginary-time
path integral over a complex scalar field ψ(x, τ),3,4 where
τ is the imaginary time. The action in terms of ψ(x, τ)
takes the form of a φ4 theory, see Eq. (9). In this descrip-
tion, the details of the bare Hamiltonian are hidden in the
coefficients of the various terms of the action. For exam-
ple, the coefficient, r, of the term |ψ(x, τ)|2 (see below)
is determined by the Green’s function, 〈Tτbi(τ)b†i (0)〉,
of the bosons19, where 〈...〉 denotes average with re-
spect to the on-site part of the boson Hubbard Hamil-
tonian. In mean field theory, r = 0 gives the locus of
the insulator (r > 0, 〈ψ(r, τ)〉 = 0) to the superfluid
(r < 0, 〈ψ(r, τ)〉 6= 0) QPT, revealing the Mott insulating
lobes in the phase diagram.3,4
With fermions, a similar description of the partition
function still holds, but now the boson Green’s function
must incorporate the perturbative effects of the boson-
boson interaction mediated by the fermions. We stress
that this mediated interaction is manifestly non-local
in both space and time. Therefore, it is not obvious
that this problem can be treated in an effective Weiss-
like single-site theory as done in Ref. [11]. The pertur-
bative corrections to the boson Green’s function can-
not be calculated by using the standard diagrammatic
machinery19 either, because the bare Hamiltonian is an
interacting one and the interaction U has to be treated
non-perturbatively. We solve this problem by noting that
we can still calculate the needed correlation functions
exactly by making use of the eigenstates of the number
operators {ni}. A modified linked-cluster theorem still
holds which gets rid of all the divergences encountered
in the perturbation theory. The locus of the equation,
r′ = 0, where r′ includes the perturbative corrections to
the boson Green’s function, provides the phase boundary
between the superfluid and the insulating states. Our
central result for the phase boundary is shown in Fig.1.
Below we give a summary of the methods and the calcu-
lations used to arrive at the results. The details of the
calculations will be given elsewhere.21
Summary of the methods. To the lowest order in
UFB, the effect of the fermions on the constituent bosons
is a trivial shift of the boson chemical potential µ =
µ0 − UFBn0Fi. All the non-trivial effects appear in the
second order in UFB. By integrating out the fermions,
the imaginary-time partition function becomes (we as-
sume here zero temperature T → 0)
Z =
∫
Db∗iDbi exp (−Seff [b∗i , bi]) (4)
Seff [b
∗
i , bi] =
∫ β
0
dτ
(∑
i
b∗i ∂τbi +HB
)
(5)
−
∑
ij
∫ β
0
dτ1
∫ β
0
dτ2ni(τ1)Mij(τ1−τ2)nj(τ2).
In the second order in UFB, the integral over the fermion
degrees of freedom gives rise to an effective non-local
density-density interaction for the bosons with the func-
tion Mij(τ1 − τ2) being,
Mij(τ1 − τ2) = U
2
FB
2
〈∆nFi(τ1)∆nFj(τ2)〉 . (6)
In the frequency and momentum domain,Mq(Ωn) is pro-
portional to the fermion polarization function, and in 2D
is given by,
Mq(Ωn) =
U2FB
2∆
(
1− |νn|√
ν2n + k
2
)
. (7)
Here, νn = Ωn/4EF and k = q/2kF , with EF and kF be-
ing the Fermi energy and the Fermi momentum, respec-
tively. ∆ is the fermion mean level-spacing, ∆ = 1/νFV ,
with νF the density of states at the Fermi level and V the
volume of the unit cell. Equation (7) is valid for k < 1.
Here, for simplicity, we consider a 2D system. However,
our qualitative conclusions hold for the 3D case as well21.
Using the Hubbard-Stratonovich transformation with
a complex scalar field ψi(τ), we integrate out the bosonic
fields to write, Z = Z0
∫
DψiDψ
∗
i exp(−S[ψi, ψ∗i ]), where
3the action S[ψi, ψ
∗
i ] is given by,
S[ψi, ψ
∗
i ] =
∫ β
0
dτ
∑
i,j
ψ∗i (τ)w
−1
ij ψj(τ) (8)
− ln
〈
exp
[∫ β
0
dτ
∑
i
bi(τ)ψ
∗
i (τ) +H.c.
]〉
.
Here the matrix elements of the symmetric matrix, wij ,
are equal to t for the nearest neighbors and zero oth-
erwise. The expectation value in Eq. (8) is taken with
respect to the action Seff [b
∗
i , bi] (with t = 0). By expand-
ing S[ψ, ψ∗] up to the fourth power of the field ψ, and
taking the continuum limit, we arrive at the action of an
effective complex ψ4 field theory,
S[ψ,ψ∗]=
∫
dx
(
c1ψ
∗ ∂ψ
∂τ
+c2
∣∣∣∣∂ψ∂τ
∣∣∣∣
2
+c|∇ψ|2+r|ψ|2+u|ψ|4
)
(9)
with x = {r, τ}. The coupling constants c1, c2, c, r, u are
given by the correlation functions of the boson Hubbard
model with t = 0. In mean field theory, the phase bound-
ary between the superfluid and insulating states can be
obtained by setting the coefficient r to zero:
r ∝ 1
zt
+
∫ β
−β
dτGi(τ) = 0, (10)
where Gi(τ) = −〈Tτbi(τ)b†i (0)〉 is the single-site boson
Green’s function, which, in the presence of the fermions,
should include the effective fermion-mediated density-
density interaction. Without the fermions, this Green’s
function is given by,4
Gi(iωn)=
[
(n0+1)
iωn−δEp−
n0
iωn+δEh
]
, (11)
where δEp and δEh are particle and hole excitation ener-
gies: δEp = Un0 − µ and δEh = µ− U(n0 − 1), and n0
is the number of bosons per site minimizing the ground
state energy. Thus, the problem is now reduced to the
calculation of the on-site full boson Green’s function by
computing the corrections to Eq. (11). As we show be-
low, this can be done perturbatively in UFB.
The calculation of the perturbative corrections to the
boson Green’s function is non-trivial because the bare
Hamiltonian, HB (with t = 0), is not quadratic in the
boson operators. Therefore, one cannot use the standard
diagrammatic techniques,19 because the Wick’s theorem
does not hold. To make progress, we write the corrections
to the Green’s function using the cumulant expansion:
〈〈Tτ bi(τ)b†i (0)〉〉=〈Tτbi(τ)b†i (0)〉 (12)
+
∑
jl
∫ β
0
dτ1
∫ β
0
dτ2Mjl(τ1−τ2)Kijl(τ, τ1, τ2),
where 〈〈...〉〉 denotes the Green’s function which includes
the perturbative corrections. In the Mott-insulating
state, it is convenient to calculate the correlation function
Kijl(τ, τ1, τ2) in the second quantized representation:
Kijl(τ, τ1, τ2) =〈Tτbi(τ)b†i (0)nj(τ1)nl(τ2)〉 (13)
−〈Tτbi(τ)b†i (0)〉〈Tτnj(τ1)nl(τ2)〉.
Given that the on-site part of the boson Hubbard
Hamiltonian conserves the number of bosons, the cor-
relation functions above can be calculated exactly us-
ing the particle-number eigenstates.21 The terms in
Kijl(τ, τ1, τ2) contributing to static and dynamic screen-
ing are given by,
Kijl(τ, τ1, τ2)= Θ(τ)Θ(τ1)Θ(τ2)Θ(τ−τ1)Θ(τ−τ2)
× [(δij+δil)n0(n0+1)+δijδil(n0+1)] exp (−δEpτ)
+ Θ(−τ)Θ(−τ1)Θ(−τ2)Θ(τ1 − τ)Θ(τ2 − τ)
× [−(δij + δil)n20 + δijδiln0] exp (δEhτ) + .... (14)
It is important to note that Kijl(τ, τ1, τ2) is irreducible
and cannot be factored into the product of the bare
Green’s functions, as would have been possible if Wick’s
theorem were applicable.
We now proceed to calculate the effects of the fermions
by first approximating Mq(Ωn) in Eq. (7) by the con-
stant piece, Mq(Ωn) ∼ U
2
FB
2∆
(static approximation, see
also Ref. [5,11]). By substituting the corresponding ex-
pression for Mjl, Mjl(τ1− τ2) = U
2
FB
2∆
δljδ(τ1 − τ2), into
Eq. (12), and carrying out the imaginary-time integrals,
we find the following expression for the Green’s function
at zero frequency22,
Gi(0)=−n0+1
δEp
[
1+
U2FB(1+2n0)
2∆δEp
]
− n0
δEh
[
1+
U2FB(1−2n0)
2∆δEh
]
.
(15)
Alternatively, we could substitute the static, on-site form
of Mij(τ1 − τ2) directly into the action, Eq. (5), and cal-
culate the Green’s function exactly. It is easy to see that,
in the static approximation, the mobile fermions simply
renormalize µ and U of the bare boson Hubbard Hamil-
tonian HB: U → U − U2FB/∆ and µ → µ + U2FB/2∆.
The exact Green’s function, thus, can simply be ob-
tained by substituting these renormalized parameters in
Eq. (11). After expanding the result to the second order
in UFB, the resulting expression exactly matches
21 that
in Eq. (15). This validates the correctness of our pertur-
bation theory. Using Eq. (10) one can see that, in the
static approximation, the fermions markedly shrink the
area of the Mott-insulating lobes in the phase diagram
(see Fig. 1).
The static screening approximation for Mq(Ωn) does
not, however, take into account the important retarda-
tion effects11 and the spatially non-local nature of the
interaction kernel in Eq. (6). By substituting the full
expression for Mij(τ1 − τ2) into Eq. (12), and doing the
imaginary-time integrals as well as carrying out the sum-
mation over j and l, we obtain the following expression
4for the boson Green’s function at zero frequency,
Gi(0) = (16)
−n0+1
δEp
[
1+
U2FB
∆δEp
R
(
δEp
4EF
)]
− n0
δEh
[
1+
U2FB
∆δEh
R
(
δEh
4EF
)]
.
Here we introduced the dimensionless function R(y):
R(y)=
4
pi2
∫ 1
0
kdk
∫ ∞
0
dν
[
1− |ν|√
k2 + ν2
]
y
ν2 + y2
(17)
=
4
pi2
[pi
4
+y − pi
2
y2+y
√
y2−1 sec−1(y)
]
.
The inset in Fig. 1 depicts the behavior of the monotonic
function R(y) as a function of its argument. As follows
from Eq. (16), the importance of the fermion renormal-
ization effects is determined by the ratio of δEp/h andEF .
When the fermion density is small, i.e., δEp/h/EF ≫ 1,
the corrections to the Green’s function are suppressed
since R(y≫1)→0. In the opposite limit, δEp/h/EF ≪ 1,
the function R(y ≪ 1)∼1, and thus, for a given value of
UFB, the effects of the fermions on the bosons are more
pronounced. Finally, using Eq. (16) and Eq. (10), we cal-
culate the phase diagram on the (µ−t) plane as shown in
Fig. 1. We emphasize that the net effect of the fermions
is to suppress the Mott-insulating lobes and enhance the
superfluidity.
The above result is consistent with numerical calcu-
lation of Ref. [10] and is in disagreement with the con-
clusions of Ref. [11]. We note that the correctness of
our formalism for the perturbative evaluation of the
Green’s function (in the static screening approximation)
was confirmed independently, see the discussion after
Eq. (15). The generalization of the scheme to the dynam-
ical screening is straightforward and amounts to only tak-
ing the frequency and momentum integrals, mandated by
Eq. (12). Thus, we are able to calculate the perturbative
effects to the boson Hubbard model of an arbitrary time-
and space-dependent interaction kernel. In contrast, it is
not obvious that a spatially non-local interaction kernel,
such as that in Eq. (6), can be properly treated in the
Weiss-like self-consistent mean-field theory employed in
Ref. [11]. Note also that the function Mq(Ωn) is positive
definite for all momenta and frequencies. Therefore, the
net effect of the full interaction kernel is qualitatively sim-
ilar to its constant piece (the static approximation), even
though the latter significantly overestimates the suppres-
sion of the insulating phase. Thus, our qualitative con-
clusions should be valid for 3D systems as well.21 We note
that the sign of the phase boundary shift can be predicted
from the sign of the fermion density-density correlation
function, while the magnitude of the corrections to the
phase diagram depends on the microscopic details such
as the ratio of δEp/h and EF as follows from Eqs. (16)
and (17). Finally, we emphasize that, near the degener-
acy points, where the excitation energy δEp/h is smaller
than U2FB/∆, our perturbation theory breaks down, see
Eqs. (15) and (16). Thus, the effect of fermions on the
boson Hubbard phase diagram near these points is an
open question.
Conclusion. In summary, we develop a framework for
carrying out the perturbation theory for the boson Hub-
bard model, and use it to calculate the effects of a dilute
gas of spin-polarized fermions weakly interacting with the
bosons. The full theory captures both the static and the
important dynamic effects of the fermions on the con-
stituent bosons. We find that within single-band boson
Hubbard model the net effect of the fermions is to in-
herently suppress the Mott-insulating lobes and enhance
the superfluid phase in the generic Bose-Hubbard phase
diagram.
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