How do neural systems process sensory information to control locomotion? The weakly electric knifefish Eigenmannia, an ideal model for studying sensorimotor control, swims to stabilize the sensory image of a sinusoidally moving refuge. Tracking performance is best at stimulus frequencies less than ϳ1 Hz. Kinematic analysis, which is widely used in the study of neural control of movement, predicts commensurately low-pass sensory processing for control. The inclusion of Newtonian mechanics in the analysis of the behavior, however, categorically shifts the prediction: this analysis predicts that sensory processing is high pass. The counterintuitive prediction that a low-pass behavior is controlled by a high-pass neural filter nevertheless matches previously reported but poorly understood high-pass filtering seen in electrosensory afferents and downstream neurons. Furthermore, a model incorporating the high-pass controller matches animal behavior, whereas the model with the low-pass controller does not and is unstable. Because locomotor mechanics are similar in a wide array of animals, these data suggest that such high-pass sensory filters may be a general mechanism used for task-level locomotion control. Furthermore, these data highlight the critical role of mechanical analyses in addition to widely used kinematic analyses in the study of neural control systems.
Introduction
A wide variety of animal locomotor behavior requires the complex integration of sensing, control, and mechanics. Understanding how sensing is integrated with mechanics in biological locomotor systems is a critical step in unraveling the neural bases for locomotor control (Cowan et al., 2006) . The mechanics of animal locomotion require the generation of forces that result in the acceleration of masses and the production of momentum and kinetic energy. The challenge for control systems is that the production of momentum and energy at one instant often requires the active generation of opposing forces in the future. The role of mechanics is significant for many locomotor modalities over a very broad range of sizes and morphologies (Blickhan and Full, 1993; Dickinson et al., 2000; Holmes et al., 2006) . Surprisingly, the implications of locomotor mechanics on sensory processing for control of task-level locomotion have not been fully vetted experimentally in any animal species.
How does the nervous system process sensory information for the stable closed-loop control of the underlying locomotor system? Eigenmannia virescens, a species of weakly electric fish that employ a ventral ribbon fin for locomotion, is an ideal model system to investigate control of task-level locomotion. Untrained and untethered Eigenmannia actively maintain position within a moving refuge. The fish spontaneously swim forward and backward to stabilize a multisensory image that includes visual and electrosensory feedback (Bastian, 1982; Rose and Canfield, 1993a,b) .
During this tracking behavior, the fish generate forces using an undulating ventral fin with minimal body bending. These experiments rely on a critical symmetry: Eigenmannia perform the tracking behavior forward and backward equally well (Rose and Canfield, 1993a,b) . In this way, the stimulus input (refuge position) and mechanical output (fish position) occur in the same linear dimension, which facilitates system identification analyses. Consequently, the locomotor mechanics can be approximated by an exceptionally simple template (Full and Koditschek, 1999) : a single-degree-of-freedom, force-driven mass system.
We measured the locomotor tracking performance of Eigenmannia virescens to identify, for the first time in any species, the transfer function of a sensor-driven locomotor behavior in untethered animals. Using this transfer function, we generated a closed-loop model of the swimming behavior system that includes models of both the neural controller and swimming mechanics. Finally, we evaluated the models of the neural controller against previously published neural recordings and in a closedloop model.
Materials and Methods
Longitudinal tracking behavior. Adult Eigenmannia (ϳ1 year of age, 10 -17 cm length) were purchased from commercial vendors and housed in groups. Individual fish were placed in the experimental tank at least 1 d before experiments. The experimental tank (ϳ80 L) was filled with water (200 -300 S) at ϳ27 C. Most fish quickly entered the "refuge" apparatus, a 20 ϫ 5 cm refuge with a clear polycarbonate top and white sides composed of plastic with six 1.5-cm-wide slots (1.5 cm spacing). The slots were filled with ceramic ( Fig. 1) . Thewindows provide both visual and elec-trosensory cues: they are gray in color and are, in contrast to the plastic walls, electrically transparent. The bottom of the moving refuge was within 3 mm of the tank bottom.
Experimental trials consisted of moving the refuge sinusoidally at a particular amplitude (range, 0.5-4 cm) and frequency (range, 0.01-2 Hz). In addition, we ran a small number of 0.1-2 Hz chirp signals with amplitudes of 2-4 cm. There was typically 1 min pause between trials, and the order of the trials (different amplitude/ frequency combinations) was randomized. Trials were typically conducted for Ͻ1 h/d over a period of 2 or 3 d.
A video camera (320 ϫ 240 resolution, 30.0 Hz frame rate) was placed above the refuge within the armature used to move the refuge to include an overhead view of length of the refuge. Both the silhouette of the fish and a black transverse line placed below the tank were visible in the video field. Data were collected using a video capture system. Parallax was measured in the system, and the requisite compensation was made before data analysis.
The videos were imported into Matlab (MathWorks, Natick, MA), and the position of the fish and the position of the transverse line on the bottom of the tank were extracted in each frame. For each trial, we extracted the refuge position r(t), fish position x(t), and tracking error e(t) ϭ r(t) Ϫ x(t) (Fig. 1C) . These data were used to compute the gain and phase relationships ( Fig. 1 D, E) .
Behavioral modeling. We fit linear transfer function models between r(t) and x(t) of the following form:
for n ϭ 1, 2, 3. In the second-order case, the model is rewritten as follows.
where is the damping coefficient, n is the undamped natural frequency, and A is the DC (zero frequency) gain. Using the nlinfit command in Matlab, we fit the parameters A, a 1 , a 2 , and a 3 using GaussNewton nonlinear least-squares optimization to minimize the error between the modelpredicted and observed gain and phase at each frequency for the lowest amplitude trial for each fish. The gain was scaled by a factor of 100, and the phase was measured in degrees so that they would have nearly equal weight over the range of magnitudes and phases observed.
The smooth-pursuit open-loop models of locomotion we used were a first-order kinematic and second-order mechanical model. The kinematic model simply states that the fish velocity is controlled directly by a locomotion "subsystem," namely ẋ ϭ u, where u is the locomotor control input. This hypothesis states that the transfer function from control input u(t) to fish position x(t) is given by the following:
Our mechanical model states that the fish acceleration is controlled directly according to Newton's second law, namely M ẍ ϭ u ϩ f drag , where f drag represents drag forces. A quasi-static model of drag predicts a drag force given by the following:
where is the density of water, A is a characteristic area (in this case, the surface area of the fish), and C D is the Reynolds-number-dependent drag coefficient (Fox et al., 2004) . The characteristic length, L, is taken as the rostral-caudal length of the fish, and the Reynold's number is given by R e ϭ L v/, where is the kinematic viscosity of water. It follows from quasi-static fluid mechanical theory that for these knifefish, the drag results from laminar flow over a flat plate, namely C D ϳ (R e ) 0.5 (Fox et al., 2004) , and Blake (1983) experimentally confirmed that the drag coefficient for knifefish of similar sizes was consistent with this model. Under these conditions, the quasi-static drag is approximately the following:
where C will differ slightly for each animal. The linearization of the drag force is zero. Moreover, for the fish sizes (mean length, 12.5 cm; SD ϭ 2.4 cm), and refuge motions (0.5 cm amplitude, 0.01-2.0 Hz) used for model fitting, one can bound the drag forces; drag forces are approximately one-tenth of acceleration forces. Therefore, we neglect the drag forces, as in Colgate and Lynch (2004) . Thus, the mechanical system hypothesis is given by the transfer function, from control input u(t) to fish position x(t), namely the following:
Determining the sensorimotor transfer function. Assume the sensory system (vision and electrolocation) measures fish positional error, e(t), relative to the environment, e.g., by integrating relative changes over large regions of the visual and electrosensory receptor arrays, as flies may do for optic flow (Humbert et al., 2005) . Our goal is to determine the sensorimotor transformation, C(s), shown in the feedback control diagram in Figure 2 A. Given G(s) and the (a priori unknown) sensorimotor transformation C(s), the closed-loop transfer function H(s) is as follows:
The coefficient A arises because mechanosensory lateral line, vestibular and other sensorimotor pathways not directly stimulated by the motion of the shuttle may attenuate (A Ͻ 1) the closed-loop response to shuttle motion. For the tracking behavior, we fit H(s) experimentally and compute C(s) from Equation 7 under differing assumptions about G(s) (see Eq. 3, 6).
Results

Tracking behavior
Tracking performance was measured for N ϭ 7 fish, body length 12.5 cm (mean, SD ϭ 2.4 cm), over a range of biologically salient frequencies (up to 2 Hz) and amplitudes (up to 4 cm, approximately one-third of body length). For each trial, the input refuge position r(t), output fish position x(t), and tracking error e(t) ϭ r(t) Ϫ x(t) were measured (Fig. 1C) , and the resulting gain and phase relationships were computed (Fig. 1 D, E) . For all fish, the tracking phase lag typically exceeded 90°for stimulus frequencies Ͼ1 Hz and always exceeded 90°at the highest frequency tested, 2 Hz. These phase lags can potentially be explained by secondorder but not first-order linear dynamics. Unlike the tracking phase, the relative tracking magnitude varied systematically with increasing stimulus amplitude. The relative tracking magnitude for stimulus frequencies Ͼ0.5 Hz was increasingly attenuated at stimulus amplitudes Ͼ1.0 cm. That is, the nonlinear attenuation was only apparent for stimuli that were both high frequency (Ͼ0.5 Hz) and high amplitude (Ͼ1.0 cm). This decrease of 3.7 dB cm Ϫ1 (mean, SD ϭ 1.8; N ϭ 7), averaged over all frequencies Ͼ0.5 Hz, was significant ( p Ͻ 0.002, one-tailed t test). This sort of amplitude-dependent saturation has also been observed in smooth-pursuit eye movements (Buizza and Schmid, 1986) . We simulated the dynamics and included drag forces consistent with Blake's (1983) observations (see Materials and Methods) and determined that drag forces might contribute slightly to the nonlinearity but cannot fully explain it.
For N ϭ 4 fish, we ran the lowest amplitude experiments, 0.5 cm, in which we suspected the saturation nonlinearity would be negligible. Indeed, a linear model fits well (Fig. 1 D, E) . For these data, second-order models fit significantly better than first-order models for each fish (N ϭ 4, p Ͻ 0.05, t test on highest-order coefficient); when all of the trials from all fish are pooled together and fit to a single model, the first-order model is strongly rejected ( p Ͻ 0.001). Furthermore, using the same criterion, a thirdorder model does not significantly improve the fit over the second-order model (N ϭ 4, p Ͼ 0.05), even when all of the data from these four fish are pooled together. The fish exhibit a closedloop bandwidth of f n ϭ 1.049 Hz (mean, SD ϭ 0.16; N ϭ 4), where f n ϭ n /(2) (see Materials and Methods). The DC gain is A ϭ 0.73 (mean, SD ϭ 0.09; N ϭ 4), and the damping coefficient is ϭ 0.56 (mean, SD ϭ 0.05; N ϭ 4). Figure 1 , D and E, shows the first-and second-order models and their confidence intervals with all four fish pooled together.
Neural control models
How does the nervous system of Eigenmannia transform sensory information into motor commands to achieve the observed second-order locomotor performance? We derived a model for the sensory transformation within a closed-loop system (Fig.  2 A) . This closed-loop system includes both sensory dynamics and locomotor dynamics. Determining the sensory dynamics requires a model for the locomotor dynamics (see Materials and Methods).
We tested the three lowest-order models for G(s). These models of locomotor dynamics include a zeroth-order saccadic model and two higher-order smooth-pursuit models: a first-order kinematic model and a second-order Newtonian model. A zeroth- The locomotor dynamics can be modeled either using kinematics alone, 1/s (green), or using a model that includes mechanics, 1/Ms 2 (purple). Chacron et al., 2003) match the high-pass filter prediction. All curves and data points are normalized to 0 dB. order saccadic model describes jumps in position in response to sensory stimuli (Gilbert, 1997; Tammero and Dickinson, 2002; Tammero et al., 2004) . This model was rejected for the Eigenmannia tracking behavior by inspection of the data: the animals clearly engage in smooth pursuit, not saccadic jumps.
B, Models of the C(s) filter; magnitude (in decibels) against frequency (in hertz). Kinematic locomotor plant predicts that C(s) is a low-pass filter (dotted green line); mechanical locomotor plant predicts that C(s) is a high-pass filter (dashed purple line). Tuning curves (blue lines; vector strength in decibels plotted against frequency) from ELL pyramidal neurons obtained under local (squares) and global (triangles) stimulus geometries (data from
A first-order kinematic model describes smooth motion in which the motor system generates velocities. This model of locomotor dynamics, when in closed loop (Fig. 2 A) , requires that the neural controller generate a velocity command to the motor plant. The power of these kinematic approaches, which are commonly used in the description of sensory-mediated locomotion (Collett et al., 1998; Srinivasan et al., 2000; Barron and Srinivasan, 2006; Ghose and Moss, 2006) , is that they reduce task-level control of locomotion to simple kinematic movement, enabling one to find direct correlations between salient sensor readings and animal motion.
Here, the kinematic model of fish locomotion is a simple transfer function of the form G(s) ϭ 1/s (see Materials and Methods) that relates the velocity command to fish position. Using the kinematic model, and given the fact that the closed-loop dynamics were found experimentally to be a damped harmonic oscillator, the algebraic solution (see Materials and Methods) for the neural controller C(s) is a first-order low-pass filter (Fig. 2 B) of the following form:
The cutoff frequency is p/(2) ϭ 1.17 Hz (mean, SD ϭ 0.26; N ϭ 4).
A second-order model that includes mechanics describes smooth motion in which the motor system generates forces. In this model, forces produce motion according to Newton's second law. This Newtonian model requires that the neural controller generate a force command to the motor plant. For Eigenmannia, the second-order locomotion model incorporates the mechanical properties, namely inertia, of the fish. The fish must accelerate itself through a fluid, and thus, from Newton's second law, we have a mechanical plant with transfer function of the form G(s) ϭ 1/(Ms 2 ) (see Materials and Methods). The mass M includes the fish mass plus the added mass of the surrounding fluid (Colgate and Lynch, 2004) .
Using the mechanics-based model and given that the closedloop dynamics were found to be a damped harmonic oscillator, the algebraic solution (see Materials and Methods) for the neural controller C(s) is a first-order high-pass filter (Fig. 2 B) of the following form:
This filter levels off above the cutoff frequency, which again is p/(2) ϭ 1.17 Hz (mean, SD ϭ 0.26; N ϭ 4).
Evaluation of the kinematic and mechanical models
The high-pass filter predicted by the mechanical model is categorically different from the low-pass filter predicted by the kinematic model. We evaluated these distinct neural control predictions in two ways. First, we looked for neural correlates of both control models in the electrosensory system. A neural correlate of the high-pass filtering regime occurs in p-type tuberous electrosensory afferents in Gymnotiform fishes and in pyramidal cells in the electrosensory lateral line lobe (ELL). Electrosensory responses in both of these systems exhibit high-pass filtering at frequencies Ͻ10 Hz (Bastian, 1986; Shumway, 1989) . These responses, which occur in both local and global stimulation regimes (Chacron et al., 2003) , appear to closely match the highpass prediction from the mechanics-based double-integrator model (Fig. 2 B) . The majority of electrosensory midbrain (torus semicircularis) neurons exhibit bandpass responses in the range of 1-30 Hz, which is also consistent with the high-pass controller prediction C(s), Ͻ10 Hz (Rose and Fortune, 1999) . Second, we evaluated the stability and performance of the two controllers in a closed-loop simulation of fish swimming. This closed-loop simulation included a second-order Newtonian model of locomotor dynamics (Colgate and Lynch, 2004) (Fig.  3) . The low-pass controller, when placed in closed loop with the Newtonian mechanical system, predicts poor tracking performance and is in fact unstable (some system poles are in the open right-half plane, which implies that the tracking error grows exponentially with time). In contrast, the high-pass controller, when placed in closed loop with the Newtonian mechanical system, is not only stable, but also closely matches the performance of the fish to a novel chirp stimulus (Fig. 3) . That the stimulus response characteristics of the high-pass controller to a novel stimulus matches model predictions strongly supports the highpass neural controller hypothesis.
Why is the failure of the low-pass controller in the Newtonian closed-loop model important? Indeed, if one places this low-pass controller in a closed-loop model that neglects Newtonian mechanics, namely using a kinematic locomotion model, it exactly matches the performance of the high-pass controller in a closedloop model that includes Newtonian mechanics shown in Figure  3 . That is, the low-pass controller works well within a model that violates a fundamental physical reality, that the fish has mass. Critically, based on first principles, we know that the animal locomotor system must obey second-order Newtonian mechanics, and therefore a kinematic model alone of animal movement is insufficient. In this way, our result elucidates an important danger in the analysis of sensor-driven locomotor behavior: assum- ing a kinematics-based model in the context of nontrivial mechanics can lead to categorically incorrect predictions of sensory processing.
Discussion
We examined the processing features of a neural controller for locomotion using a combination of behavioral measurements and models. In an ideally suited behavioral model, Eigenmannia follow the longitudinal movement of a refuge by swimming back and forth to maintain position within the refuge. By measuring the performance of fish to a range of frequencies and amplitudes of sinusoidal stimuli, we found that performance is best at the lowest frequencies and has a bandwidth of ϳ1 Hz. Phase lags were always Ͼ90°at the highest stimulus frequencies.
A model of the neural controller for this behavior that relies on kinematics alone predicts that the nervous system must implement a low-pass filter for stable control, whereas the model that includes mechanics predicts a high-pass filter. The high-pass filter matches the filtering properties of neurons in electrosensory systems and also leads to stable control in a closed-loop model of the behavior. Furthermore, the low-pass filter is unstable in a closed-loop model incorporating Newtonian mechanics.
Kinematic and mechanical analyses of behavior
Notwithstanding the critical role of mechanics highlighted by the results, kinematic analyses remain an important first step in the decoding of sensory systems. Kinematic analyses reveal salient features in the environment for the control of locomotion. An important feature in tracking behavior of Eigenmannia is that the steady-state kinematics are trivial: the fish maintains its position relative to a moving refuge. Indeed, it is this feature that makes tracking in Eigenmannia an ideal system for studying the controller dynamics.
In many systems, however, the sensory goal itself is unknown and must be discovered through kinematic analyses (Srinivasan et al., 1996; Okada and Toh, 2000; Srinivasan et al., 2000; Ghose and Moss, 2006) . These analyses can be extended to make predictions about neural control systems using the same approach described above. Our data strongly suggest, however, that the use of kinematics alone is insufficient for the analysis of neural control of behavior. In addition to kinematic data, two additional ingredients are necessary to achieve accurate models for neural control: a set of sensorimotor perturbations (Bohm, 1995; Srinivasan et al., 1996 ) and a template model of the locomotor mechanics (Full and Koditschek, 1999) .
Implications for sensory processing
In weakly electric fish such as Eigenmannia, locomotion simultaneously activates visual, electrosensory, and mechanical sensory systems. A previous report suggests that fish rely on both visual and electrosensory information, but not mechanosensory information, for refuge tracking (Rose and Canfield, 1993a) . For this report, we focus on electrosensory processing because, unlike vision, the electrosensory feedback signal is directly linked to body motion and not confounded by ocular movements. Furthermore, there is a large body of quantitative analyses of neural processing in the electrosensory system of these fish (Rose and Fortune, 1999; Fortune, 2006) , which we used to evaluate the control model C(s).
Recent work in electroreception has identified two spatiotemporal domains of sensory signals that match two distinct behaviors, prey capture and social signaling (MacIver et al., 2001; Chacron et al., 2003; Fortune et al., 2006) . Prey capture involves a localized stimulus on the sensory array, whereas social signaling generates synchronous activation of the entire sensory array. These signals are thus described as "local" and "global," respectively. A neural correlate of these two behavioral domains (local prey capture and global social communication) occurs in the dynamic receptive field properties of ELL neurons: centered at ϳ10 Hz, local stimuli elicit low-pass responses, whereas global stimuli elicit high-pass responses (Chacron et al., 2003) .
In tracking behavior, fish minimize local and global electroreceptive flow, which in turn minimizes the activation of the electrosensory system. Not surprisingly, therefore, for the range of stimulus frequencies (Ͻ2 Hz) involved in tracking behavior, the receptive field properties appear to agree with the high-pass controller model for both local and global stimuli (Fig. 2 B) . In contrast, prey capture requires localized flow across the receptor array, which results in strong local activation of receptors at ϳ10 Hz (MacIver et al., 2001 ). These two locomotor tasks, therefore, have starkly different sensory goals and spatiotemporal filtering requirements. This suggests that there are actually three distinct behaviors that define three distinct spatiotemporal sensory regimes: social communication (global, Ͼ10 Hz), prey capture (local, ϳ10 Hz), and locomotor tracking (local and global, Ͻ10 Hz).
Tracking is a form of image stabilization; image stabilization via motor compensation is ubiquitous across animal taxa. Refuge tracking in weakly electric knifefish is ideally suited to investigate sensorimotor control via image stabilization because (1) the locomotor system is bidirectionally symmetric for this behavior, and (2) fish position is directly linked to the electrosensory image. These simplifications in mechanics and sensing result from the unique form of propulsion, a ventral undulatory ribbon fin, used by these fish, and by the features of electrosensation (Fortune, 2006) . Nevertheless, these data may be broadly relevant because many studies have shown that the mechanics of locomotion are similar across a wide range of animal morphologies, sizes, and locomotor mechanisms (Blickhan and Full, 1993; Dickinson et al., 2000; Holmes et al., 2006) . Within this context, therefore, these data may suggest that similar sensory filtering (high-pass filtering in the low-frequency locomotor regime) is used for locomotor control in many other animal species. That the key temporal processing features of the underlying neural control of locomotion first appear at the level of sensory afferents and their targets in the CNS is not surprising: most animal locomotion generates widespread activation of sensory systems.
