Abstract-A uniform geometrical theory of diffraction (UTD) solution is developed for the canonical problem of the electromagnetic (EM) scattering by an electrically large circular cylinder with a uniform impedance boundary condition (IBC), when it is illuminated by an obliquely incident high frequency plane wave. A solution to this canonical problem is first constructed in terms of an exact formulation involving a radially propagating eigenfunction expansion. The latter is converted into a circumferentially propagating eigenfunction expansion suited for large cylinders, via the Watson transform, which is expressed as an integral that is subsequently evaluated asymptotically, for high frequencies, in a uniform manner. The resulting solution is then expressed in the desired UTD ray form. This solution is uniform in the sense that it has the important property that it remains continuous across the transition region on either side of the surface shadow boundary. Outside the shadow boundary transition region it recovers the purely ray optical incident and reflected ray fields on the deep lit side of the shadow boundary and to the modal surface diffracted ray fields on the deep shadow side. The scattered field is seen to have a cross-polarized component due to the coupling between the and waves (where is the cylinder axis) resulting from the IBC. Such cross-polarization vanishes for normal incidence on the cylinder, and also in the deep lit region for oblique incidence where it properly reduces to the geometrical optics (GO) or ray optical solution. This UTD solution is shown to be very accurate by a numerical comparison with an exact reference solution.
I. INTRODUCTION
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cylinder with a uniform surface impedance boundary condition (IBC), when it is illuminated by an obliquely incident plane wave field in the high frequency regime. The construction of a UTD solution for this canonical problem is crucial for the development of a corresponding UTD solution for the more general case of diffraction of an arbitrary ray optical field when it is incident on an arbitrary smooth convex surface with a uniform IBC, via the principle of the localization of high frequency fields, as discussed by Pathak et al. in [1] for the convex surface which is a perfect electric conductor (PEC). The subsequent generalization of the canonical asymptotic solution developed here, to treat the scattering by an arbitrary smooth convex surface with an IBC via the UTD, will be discussed in a separate paper because of length considerations. The canonical UTD solution studied here and its generalization to treat large convex surfaces of non constant curvature, with an IBC, are of current and future interest, for predicting the EM scattering by locally smooth convex parts of highly metallic structures with a material coating, or by lossy metallic surfaces, as for example in aerospace, maritime and automotive applications. One notes that a thin coating of absorbing material is often used for isolating wave interactions/coupling between a pair of antennas on convex metallic surfaces, or for controlling the scattering by such electrically large locally convex structures (e.g., parts of an aircraft). The above applications provide relevance to a study of the problem such as that considered in this paper. The UTD ray approach is a natural one for dealing with these type of problems in the high frequency regime. Actually, the UTD approach is not only highly efficient but most importantly it provides a vivid physical picture for the mechanisms of scattering and radiation. Indeed, a complex structure can be decomposed into its simpler component scattering events such as edges, smooth convex surfaces, tips, etc. Then, the UTD ray fields, describing the interaction of an arbitrary incident ray optical field with such geometrical features, can be superposed at an observation point to then obtain the desired scattered field from that complex object [2] .
The physical picture for the radiation and scattering provided by the UTD ray approach is extremely valuable for engineering design; no other method appears to provide such information directly. It is noted that the UTD is a uniform version of Keller's original geometrical theory of diffraction (GTD) [3] , [4] . The GTD was introduced in the 1950s by Keller to systematically describe diffraction, for the first time, in terms of rays more than a century after an initial attempt by Thomas Young. However, the GTD formulation, being purely optical, fails at and near ray optical shadow boundaries where the GTD fields become singular, since the fields cannot remain purely ray optical therein. The UTD removes this singularity and it automatically recovers the purely ray optical behavior of the GTD outside the transition region adjacent to the shadow boundary. The extent of the transition region, where the fields cannot remain purely ray optical, is inversely proportional to the electrical radius of the convex surface at the point of grazing incidence [1] .
It is noted that there has been some related work reported previously in the literature. In particular, Kim and Wang [5] provided a UTD solution for the EM scattering by a circular cylinder to simulate a thin lossy material coating for the special two dimensional (2-D) situation corresponding to wave illumination normal to the cylinder. Also, Senior and Volakis [6] have reported a similar solution that is valid everywhere sufficiently far away from the surface of a circular cylinder with an IBC for the 2-D case at normal incidence. Both, the previous works in [5] , [6] , develop their solution via a direct generalization of the work by Pathak [7] for the corresponding PEC circular cylinder restricted to the case of normal incidence (2-D). Another UTD solution for the scattering by a circular cylinder with an IBC, again in 2-D, was presented in [8] ; this solution has a different form than the ones in [5] , [6] . Other asymptotic solutions, valid also for three dimensional (3-D) cases, which deal with problems of surface fields excited by sources only when they are placed directly on an IBC circular cylinder are available in [9] , [10] . In contrast, the present work is valid for the case of a source not near the cylinder, and is in a form which can be generalized to treat a fully 3-D convex surface with an IBC when it is illuminated by an arbitrary ray optical field incident from an arbitrary direction. Additional papers, which provide some discussion on the nature and validity of the IBC, may be found in [11] - [14] .
It is important to note that while a simple relation exists between the UTD solution for normal incidence with that for oblique incidence with a PEC boundary condition, there is no such direct relationship in the IBC case. Hence, it is not possible to provide a simple and direct generalization of the 2-D scattering solution for normal incidence to obtain the corresponding 3-D solution valid for oblique incidence in the case of an IBC circular cylinder. The reason for the latter results from the fact that even though the illumination may be purely or type, the scattered fields are always a combination of both and wave types in the case of oblique incidence for the IBC cylinder. Such coupling of and waves is obviously a consequence of the IBC; in particular, the IBC on the surface couples one wave type to another. Here, is the axis of the circular cylinder. This coupling creates cross-polarized field components which are not present in the 2-D case.
The paper is organized as follows. Section II describes the exact eigenfunction series solution corresponding to the canonical problem at hand, which is the starting point of the asymptotic UTD solution development. In Section III the UTD solution is explicitly developed for the shadow and the lit regions individually. Section IV presents several numerical results for the scattered field for an IBC circular cylinder. Finally, some conclusions are drawn and discussed in Section V. An time dependence for the EM fields is assumed and suppressed throughout this paper. 
II. EIGENFUNCTION SOLUTION
A or polarized EM plane wave is obliquely incident on an infinitely long impedance circular cylinder with an angle , as shown in Fig. 1 , and the scattered field is to be calculated at an observation point . It is assumed that the medium external to the cylinder is free space. The incident field can be described in cylindrical coordinates as (1) where is the wave number in free space, is the field amplitude and represents either the incident electric or the magnetic field for the or cases, respectively. One notes that . Also, the incident wave arrives on the cylinder along the direction specified by the pair of angles , where and represents the polar angle while is the azimuthal angle. With no loss of generality, is assumed here for convenience. The components of the incident field are given by
It is noted that has no component for the case, while has no component for the case. It is useful at this junction to introduce and potentials in terms of which one may express the desired EM fields in a systematic and complete fashion. One notes that a polarized incident field creates a and a polarized scattered field, and likewise, a polarized incident field also creates both, a and scattered field. Both types of field are required to satisfy the IBC. Thus, the wave solution must contain both and field types. Let the potentials , , and be defined as follows [15] (5) One can show that the potentials satisfy the same wave equation as the EM fields [15] , namely (6) and similarly for , external to the cylinder (i.e., for . Since the incident plane wave exhibits an type behavior with , it is clear that all fields and potentials must also satisfy the same behavior (this fact will follow directly once the boundary conditions are imposed; here this eventual fact is imposed a priori for convenience). Moreover, the plane wave can be represented in terms of cylindrical waves by using the relation [15] ( 7) where is the cylindrical Bessel function of order . Thus, one may express the potentials as follows (8) where (9) and the transverse wave number . The potentials must also satisfy appropriate boundary conditions; the latter are determined from the EM boundary conditions where the EM fields are first expressed in terms of potentials. The field scattered by the cylinder satisfies the outgoing wave radiation condition, and the total field satisfies the uniform IBC on the cylinder. The IBC can be expressed as given by Leontovich [16] : (10) where is the uniform surface impedance. This boundary condition can be written in terms of and , along with (11) as follows:
where is the surface impedance normalized with respect to , namely to the characteristic impedance in free space. Then, the electric and magnetic vector potentials for are expressed in the spectral domain in terms of Hankel functions:
where is the azimuthal wave number, is the axial wave number and is the transverse wave number in free space. In the impedance cylinder problem, as in the dielectric-coated one, the scattered field contains not only fields with the same polarization as the incident wave but also the orthogonal polarization, which is a necessary condition to fulfill the boundary conditions, as stated earlier (i.e., both and polarized fields are present). Thus, vector potentials in (13b) are included to provide the coupled field components with an orthogonal polarization. Superscripts in the vector potentials in (13) indicate the or type of incident field polarization.
By solving the system of equations established by the IBC in (12), the coefficients appearing in (13) are given by
where the coupled coefficients are independent of the incident field polarization and can be described with one coefficient , where and superscripts are thus replaced by . Also,
with and being the cylindrical Hankel functions of first and second kind, respectively, and their first derivatives with respect to their argument. It is noted that
The above quantities appear in (14) and (15) . And it is also noted that the factor . It is useful to study the following limiting cases. When the incident plane wave strikes the cylinder at normal incidence , one reduces to the 2-D case, yielding
Also, it is obvious for normal incidence that:
Thus, at normal incidence the orthogonal polarization is not excited. The impedance cylinder formulation also recovers the PEC case when the surface impedance , and therefore
The factors in (16) play an important role in the dependence of the fields on the surface impedance. Thus, and describes the TM and TE creeping waves, respectively, which in the 3-D case are coupled through the factor.
III. UTD WITH IBC FORMULATION
By applying the Watson transformation [17] one transforms the discrete variable into a continuous variable . Thus, (13) becomes in the domain the following:
where above in (20) must not be confused with the azimuthal wave number, introduced in (7) and (8); here it represents the contribution to the scattered field from the diffraction of the -th surface (creeping) ray encirclement around the cylinder.
A. Deep Shadow Region and Creeping Waves
For observation points in the deep shadow region the integral in (20) can be evaluated via the Cauchy residue theorem leading to a residue series, which is known to converge rapidly in terms of the creeping wave modes. Thus, for a given value of encirclements:
corresponding to the residues from the poles. Here, surface diffracted rays are continuously shed along the forward tangent to the creeping rays which traverse geodesic paths on the cylinder after being launched at the point of grazing incidence. In (21) , which represents the potentials for the surface diffracted ray fields, is the distance from the shedding point to the observation point in the shadow region , as in Fig. 2 , and the sign corresponds to a clockwise creeping or surface ray and a sign to a counterclockwise surface ray, when looking at a top view of the cylinder. Note that the corresponding signs on and are not included on the right side only for convenience of notation. The following Fock substitution has been applied [18] : (22) before evaluating (20) via the residue theorem. The coefficients and are the TM/TE and coupled diffraction coefficients, respectively, defined as One notes that and are Fock-type Airy functions and their derivatives with respect to their argument . The Airy differential equation has been used to calculate (25b).
The complex propagation factors of each -th creeping wave mode are defined by (26) with the mode attenuation factor (arising from the shedding) given by (27) The factors are defined in (16a) and (16b), respectively, and and its derivative with respect to are expressed as
Moreover, is the -th root of the transcendental equation (29) which corresponds to the Watson type creeping wave poles and also the surface wave poles on the impedance cylinder. It is noted that only the Watson type creeping wave modes remain if the surface impedance vanishes (corresponding to the PEC case), while the surface wave mode constitutes the type of bound wave which propagates on the impedance surface if the cylinder radius becomes infinitely large or is a planar surface. Due to finite radius of the cylinder, the surface wave mode in the present case also sheds energy along the forward tangent. The parameter , defined as the length of the surface ray after the -th encirclement around the cylinder, and , where is the angle described by , given by (30) as depicted in Fig. 2(b) . Thus, together with the sign is the first ray field contribution in the shadow region (shortest ray path), and together with the sign is the second surface ray, while together with the sign is non-physically realizable because must be a positive angle. The exponential term is a phase correction factor introduced by [8] , for improved accuracy when the observation point comes close to the cylinder surface, where
In the shadow region, the fields can be expressed invariantly in terms of a unit vector triad which are fixed in the surface geodesic ray, as is shown in Fig. 2(a) . Thus, the scattered field for the -th ray field contribution can be written in a compact way in terms of a ray fixed coordinate system as (32) where is the incident electric field at the point of grazing on the cylinder, denoted as the launching point , and is a dyadic transfer function which relates the field diffracted from to the field incident at , expressed as (33) The total scattered field in the shadow region is given by the contributions of all creeping or surface ray contributions. Typically, only the dominant ray paths and are retained for sufficiently large radii cylinders; all other multiply encircling rays contribute negligibly in this case.
The location of poles on the complex -plane consists in searching for the roots of the transcendental equation in (29), which is of the same form whether a or a incident field is considered. The method proposed starts by calculating the uncoupled zeros of the and modes, upon setting the coupling factor and by finding separately the roots of (34) using as initial guesses the zeros of the corresponding PEC case, which are the zeros of the Airy functions and for a and a incident field, respectively, tabulated in [19] . Then, it is next possible to find the roots for the transcendental equation in (29), but now with the coupling factor , setting as initial guesses the ones calculated previously. The root finding can be done through NewtonRaphson's method [19] . Zeros of (34) can also be determined numerically by using the procedure in [20] , [21] , but they may miss one root corresponding to when a surface wave pole is present in addition to the Watson modes. The surface wave mode is often referred to as the Elliot mode in the literature.
B. Shadow Part of Transition Region
The creeping wave or surface diffracted wave contribution given by the residue (or modal) series in (21) converges rapidly only in the deep shadow. Their convergence is extremely poor as the observer point moves into the transition region around the shadow boundary. For the aforementioned reason, it becomes important to express (20) within the transition region in terms of appropriate expressions with good convergence, as shown next. One begins with the representations in (20) which are exact. Using once more the transformation of (22) again into (20) and introducing the Fock-type Airy functions and as done earlier, one arrives at integral representations that are valid in the shadow part of the transition region. Furthermore, for sufficiently large cylinders these representations also reduce uniformly to the creeping wave modes (via Cauchy residue theorem) as in (21) for the deep shadow region characterized by . Hence, it is sufficient to use the shadow side transition region expressions given below in (36) even within the deep shadow. In particular, one can easily verify that for an observation point in the shadow part of the transition region, the scattered field can be written as in (32) with therein now replaced by , where is found to be:
where the "uniform" diffraction coefficients, valid everywhere in the shadow region right up to the shadow boundary, are
in which contains a Fresnel integral, as in the transition function of [22] , and the geometrical parameters 
and
. The integrals and are the TM/TE and coupled Pekeris functions [7] , respectively, given by (37a) (37b) with coefficients and expressed in (38) at the bottom of the page, where and is a Fock-type Airy function and its derivative, defined by . The integration path for the functions and in (37) is deformed where Airy functions decay most rapidly, as is shown in Fig. 3 . These Pekeris integrals are solved numerically through a Gauss quadrature, although there are alternative quadrature methods as in [23] or as proposed in [8] .
C. Lit Part of Transition Region
For observation points in the lit region, the residue series for the first terms in (20) does not converge. Of course, one must resort to the exact solution of (20) and then evaluate it differently in the lit region. The details are essentially the same as in [7] for the PEC case and are hence not repeated here. For the lit side, one can show that the vector potentials for the direct and reflected incident ray field contributions are (39a) (38a) (38b) where is the ray distance from the surface reflected point and the observation point , and the angle is indicated in Fig. 4(b) ; is the reflected ray caustic distance to the point of reflection; and and are the TM/TE and coupled reflection coefficients, respectively, defined by on the right is the incident wave potential; the second term is the potential associated with the reflected wave. The term in (39b) is the coupled or cross-polar component of the reflected wave. It is of interest to examine (39) for the deep lit region; in particular, one needs to verify if (39) recover the geometrical optics (GO) field description which becomes valid therein. To this end, one first notes that the deep lit region is characterized by . For the deep lit side, it is observed that the Pekeris function is defined as in (37a), and is well behaved for ; but for the coupled Pekeris integral the function in (37b) does not work properly in the deep lit region, because the main contributions there come from the saddle point , which is far from the transition region, where the Watson's representation of Hankel functions [24] fail. On the other hand, Olver's asymptotic formulas [24] are used here for the Hankel functions in the coefficient in (14b). Moreover, the large argument asymptotic approximation for the Hankel functions [19] when used in (20) also fails, and, therefore, Debye's formulas [25] are applied instead. The integration path is deformed as indicated in Fig. 5 , where the path is bent at , which corresponds with a value , ensuring that the saddle point is crossed along the integration path and also provides a fast convergence. Thus, becomes, with these choices, the following:
where is related to through the Fock substitution in (22) , and is expressed in (42) at the bottom of the page, where
with functions and defined as in [24] . Further approximations to the Fock-type function in (41) are not directly possible.
(42) Then, the scattered field in the lit region can be written in a compact way in terms a ray fixed coordinate system, as indicated in Fig. 4(a) as given by (44) where is the incident field at an observation point and is the incident field on the surface reflected point , and is the dyadic reflection function which defines the reflection at , namely:
The unit vector is perpendicular to the plane of incidence, whereas the unit vectors and are in the plane of incidence, as shown in Fig. 4(a) . Finally, it is seen that in the deep lit region , (i.e., , where reduce uniformly to the GO reflection at a locally planar boundary with IBC. For numerical calculation it is thus recommended to use (44) in the deep lit region and in the lit part of the transition region all the way to the shadow boundary. It is thus important to note that (41) should be used instead of (37b).
IV. NUMERICAL RESULTS AND DISCUSSION
To assess the accuracy of the UTD-based asymptotic solution some numerical results are given. Figs. 6-9 show the scattered field on an IBC circular cylinder. The UTD solution is compared with the corresponding exact eigenfunction series solution and the non uniform GTD solution. Note that the GTD solution is that which employs (23) for the deep shadow, and (46) for the deep lit region as discussed above. The GTD is not valid in the transition region around the shadow boundary. The UTD solution is valid even within the shadow boundary transition region. A very good agreement is met and, as expected, UTD remains valid within the transition region, where GTD fails. Some differences are seen for the coupled field and for a and a incident field polarization, respectively) at very low field level.
In the shadow region, at least six poles (or six creeping wave modes) are required for the series of (33) to converge. For the IBC cylinder, the creeping wave poles (which pertain to Watson modes) are tightly confined close to the Stokes line and surface wave poles (which pertain to Elliot modes) appear close to the real axis [26] . The Stokes line defines a boundary because when it is crossed the asymptotic behavior of the Hankel function changes, and the Stokes line is located in the fourth quadrant of the complex -plane with an approximate angle of from the real axis. The creeping wave poles are highly attenuated along the azimuthal direction, while surface waves experience a lower attenuation rate along direction and appear only if the surface impedance is inductive [27] . The presence of the Elliot mode may mean the necessity to add multiple encirclements around the cylinder [8] , but in the IBC cylinder examples shown in this section only the first and second ray modes are enough regardless the incident field polarization. These rays are drawn in Fig. 2 . In the lit region, besides the incident and reflected ray field contributions, the second creeping ray mode around the cylinder is included, as seen in Fig. 4 . Fig. 10 shows a comparison between the GTD and UTD reflection coefficients as a function of the variable for an impedance circular cylinder. It is observed that far from the transition region UTD recovers the GTD solution accurately. Fig. 10(c) depicts the coupled reflection coefficient and how the coupled Pekeris function in (37b) works in the transition region but does not recover properly the GTD reflection coefficient in the deep lit region. Nevertheless, the improved coupled Pekeris integral in (41) behaves very well whether in the transition region or in the deep lit region. Furthermore, it is shown that the coupled reflection coefficient is zero at , as expected. The aforementioned GTD reflection coefficients are expressed as (46a) (46b) where is the saddle point. 
V. CONCLUSION
A new UTD-based asymptotic solution for scattering on an impedance circular cylinder illuminated by an obliquely incident EM plane wave is introduced. This UTD solution uniformly reduces to the GTD-based asymptotic solution outside the shadow boundary transition region, as it should. In the limit case when the surface impedance , for both a and a incident field, the PEC case is recovered. In this three dimensional problem the and fields are both present due to coupling at the IBC cylinder. This coupled scattered field has a lower amplitude than the non-coupled one, and it tends to disappear as the incident plane wave approaches normal incidence . In accordance with the last property, it is thus noted that the UTD reflection coefficient for the coupled field component is negligible in the deep lit region.
Multiple encirclements are not needed for large cylinders even though the Elliot mode is present. Thus, first and second surface or creeping ray encirclements are included in the shadow region, and direct and reflected rays along with the second creeping ray contribution are used in the lit region.
To effectively use the formulation presented in this work for dielectric-coated metallic structures, a proper characterization of the surface impedance is needed, where it must depend on the problem geometry and the IBC properties. An effective IBC for thin dielectric coatings will be treated in a separate paper.
The scattering results for the impedance cylinder show a very good agreement between the UTD method and the exact eigenfunction series solution. 
in the lit region, which is the solution for a PEC circular cylinder at normal incidence given in [7] .
