A version of the change-detection paradigm was used to examine Good-Enough Representation (Ferreira, Bailey, & Ferraro, 2002) . Participants read sentence pairs where a subject noun (e.g., flower) could change to a Superordinate (e.g., plant), Subordinate (e.g., rose), or an Unrelated (e.g., prince) noun. The task was completed cross-linguistically for bilinguals, where the first sentence appeared in English (L1) and the second in French (L2). Linguistic focus was also manipulated. Change detection was extremely high in all conditions in the monolingual sample. In the bilingual sample, focused changes were detected more often, as were changes to unrelated words. Proficiency was related to change detection for monolinguals and bilinguals. The relationships between these and other participant and stimulus variables are also explored.
Multiple definitions have been proposed for the term bilingual (as discussed in Schreuder & Weltens, 2005) . The most widely accepted definition classifies someone as bilingual if he or she has the ability to communicate in more than one language (Francis, 1999) . This is the definition that is retained for the purpose of this paper.
Similarly, there is no standard way to measure a bilingual's proficiency. In the present paper we follow Francis' (1999) guidelines about the types of demographic information to collect and report about bilinguals so that results can be compared across studies.
The Bilingual Lexicon
There has been much debate about the lexico-semantic organization of the bilingual brain and numerous models have been proposed. The interdependence view, which proposes a shared conceptual store but separate lexical stores for each language (Basnight-Brown & Altarriba, 2007; Francis, 1999; Sharifian, 2002) , has amassed the most corroborating evidence. For example, Kroll and Stewart's (1994) Revised Hierarchical Model (RHM) proposes such a system. Further, this model proposes that the L1 and L2 lexical stores have different strengths of connections between each other as well as individually with the shared conceptual stores; the strengths of these connections are dependent on language proficiency (Sharifian, 2002) , which is a more accurate predictor of actual performance than is age of acquisition (Ferré, Sanchez-Casas, & Guasch, 2006; Heredia, 1997) . A more recent revision of the RHM (Heredia, 1997) suggests that the labels L1 and L2 for the lexicons might be deceiving and that they should be replaced by more dominant and less dominant language.
Good-Enough Representation and Depth of Processing
There is much research to support the idea that language (whether written or auditory) is not always remembered verbatim (Sachs, 1967) or even fully processed (Ferreira et al., 2002; Sanford, 2002; Sanford & Sturt, 2002) . Under many circumstances the gist of a message is retained but the surface details may be forgotten. Consequently, the stored representation may not be an accurate depiction of the stimulus (Ferreira et al., 2002; Ferreira & Patson, 2007) . Despite this, people are usually able to correctly interpret and understand a sentence (Sanford & Sturt, 2002) . Ferreira et al. (2002) have proposed the notion of Good-Enough Representation (GER) to account for this. GER suggests that people only include as much detail in their mental representations as is necessary for the task at hand (Ferreira et al., 2002) . A shallow level of processing for language (or GER) has been demonstrated in numerous laboratory settings; even when explicitly informed that comprehension would be important, participants seem to construct a GER (Sanford & Sturt, 2002) .
Support for GER comes from the Moses illusion (Bredart & Docquier, 1989; Bredart & Modolo, 1988) and the Survivors anomaly (Barton & Sanford, 1993) . In these examples, participants fail to notice the untrue component in the sentences: How many animals of each sort did Moses put on the Ark? and Suppose there was an aircrash right on the border of France and Spain. Where should the survivors be buried? (Barton & Sanford, 1993) . This effect is attributed to the fact that representation is simply "good enough" to answer the question and that each constituent is not deeply processed (Sturt, Sanford, Stewart, & Dawydiak, 2004) . However, when the erroneous terms (Moses and survivors, respectively) are focused in the sentence, detection rates increase significantly (Bredart & Modolo, 1988) . We will return to the issue of focus below.
Word Taxonomies
A hierarchical relationship exists between some words, whereby the characteristics of a given level are shared by all those below it (Aberra, 2006) . These hierarchical levels are typically termed superordinate, basic, and subordinate (e.g., Aberra, 2006; Rosch, 1978) .
Words that belong to the basic level (hyponym in linguistics) are the usual names for objects (Aberra, 2006) . They are generally short, concrete words (Brown, 1958) , whose referents are all similar in shape and function (Mervis, 1987; Rosch, Mervis, Gray, Johnson, & Boyes-Braem, 1976) . Basic words are learned at an early age, before superordinate or subordinate words (Liu, Golinkoff, & Sak, 2001; Rosch et al., 1976) , and there is a preference for them in speech (Rogers & Patterson, 2007 ). Examples of basic-level words are: milk, dog, flower, and chair (Brown, 1958) .
A subordinate word is a more specific instance of the basic level (Rogers & Patterson, 2007) , and represents a subset of it (McGregor & Waxman, 1998) . For example, rose is a subset of flower (Mervis, Johnson, & Mervis, 1994) . Superordinate words refer to broader, more inclusive categories than the basic level (Liu et al., 2001; McGregor & Waxman, 1998) . Examples of superordinate words (or categories) are: plant, fruit, and furniture (Brown, 1958) . Superordinates' referents vary more, both perceptually and functionally (Liu et al., 2001; Rosch et al., 1976) .
A basic-level word necessarily includes all of the features of a corresponding subordinate-level category. Consequently, for the purpose of the present paper, we can think of conceptual inclusivity in two ways. First, a basic-level term will include the features of the more specific subordinate terms below it in the hierarchy. Second, a basic-level term is itself included within the representation of the broader superordinate term above it in the hierarchy. Recently, Aberra (2006) has argued that, because a superordinate word (e.g., fruit) must include features from many different basic-level terms (e.g., apple and banana), superordinate terms have more features and consequently provide the most retrieval cues. Although this view is logical, it is counter to what is typically argued in psychology and linguistics-that basic-level terms have the most features (Aberra, 2006) . Further, given that superordinates and subordinates are learned after basic-level labels, their processing may rely more heavily on cognitive factors such as language proficiency (Malabonga & Pasnak, 2002) .
Linguistic Focus
Linguistic focus refers to the way in which a constituent in the sentence is emphasized (Birch & Garnsey, 1995) , bringing one's attention to it so that it is processed in greater depth (Langford & Holmes, 1979) . Linguistic focus can occur in a variety of manners. In written language, lexical markers and syntactic structures can be employed to focus attention on a target word. For example, the indefinite this lexically marks the noun which is focused (Birch, Albrecht, & Myers, 2000) . Itclefts (e.g., It was the…) and there-insertions (e.g. There was this…) are common syntactic structures that bring focus to a noun (Birch et al., 2000) . A variety of languages, including French and English, use similar syntactic focusing structures such as clefting (Féry, 2001 ). More recently, Sanford, Sanford, Molle, and Emmott (2006) have also used italicized text to produce focusing effects.
Linguistic focus has been shown to have important effects on perception, including better and more detailed memory (McKoon, Ratcliff, Ward, & Sproat, 1993; Sanford, Sanford, Filik, & Molle, 2005; Singer, 1976) and faster retrieval (Birch et al., 2000; Birch & Garnsey, 1995) for focused words. Sturt et al. (2004) suggested that when a word that is not in focus is changed to another, closely related word, those two words might appear to be semantically indistinguishable (e.g., cap and hat); but at a finer level of representation (when focused), the distinction is clear. This more detailed representation corresponds to representation at a finer level of granularity by Hobbs' (1985) account.
Textual Change-Detection Paradigm
The visual perception literature has long used the change detection paradigm to demonstrate change blindness. In this paradigm, Rensink, O'Regan, and Clark (1997) alternated pictures of an airplane and that same picture with an engine missing. Simons and Rensink (2005) later proposed that if an object is focused in the scene, it is more likely to be encoded (and thus a change to that object is more likely to be noticed). Sturt et al. (2004) used sentences as stimuli (rather than pictures) to examine the effect of linguistic focus on change detection. Sturt et al. (2004) hypothesized that if a word was not in focus, then the GER would suffice and the meaning encoded would be that of a superordinate category. For example, the word cider might be encoded more broadly as beverage. Consequently, a change to another example from that same superordinate category (e.g., beer) in a subsequent sentence should be more difficult to detect than a change to an unrelated word (e.g., book). They presented participants with a short passage, which they were asked to read for meaning. Then, after a 500 ms grey screen, the passage was presented again, but with one word changed. Participants were asked whether there had been a change and, if so, to identify the word that changed. Target sentences were manipulated for focus and semantic proximity (whether the new word was related to the original word). They found it was easier to detect a related change when the word was focused, but that focus made no difference for unrelated word changes, which participants rarely failed to detect. This was found using both it-cleft constructions (Experiment 1) and context (Experiment 2) focus manipulations.
The Present Study
In the present study, we examined the relationship between linguistic characteristics (linguistic focus and word hierarchy) and representation of meaning. In order to extend Sturt et al. 's (2004) findings, their paradigm was adapted using new sentence stimuli, with the addition of a hierarchical change manipulation (Pre-test). Note that in the monolingual version of the change detection paradigm, physical form and meaning are coupled: If the physical form changed, the meaning changed. The task can thus be performed entirely based on physical form, which poses a problem because we are primarily interested in meaning. In our main experiment we therefore extended the Pre-test cross-linguistically using a bilingual adaptation of the task. The physical form of the stimulus changes on all trials, even "no change" trials, increasing the chance that the task will be performed on the basis of word meaning.
As with all studies using a change detection paradigm, our analyses will focus on missed changes. In addition, we will determine whether additional information can be gained by analyses of reading times (RTs). Several hypotheses are proposed. First, it is expected that Sturt et al. 's (2004) focus effect will be replicated and extended cross-linguistically. That is, changes to focused items should be more easily detected (irrespective of change direction-superordinate or subordinate) than when that same constituent is not focused. In line with Hobbs' (1985) granularity account, this coarser grain of representation (not in focus) would mean that nuances that would usually allow a differentiation between similar words may no longer provide this distinction (Sanford et al., 2005) .
Second, it is expected that changes to a subordinate category, compared to a superordinate category, will be missed more often because the features of the subordinate referent are subsumed by the representation of the basic-level word (which is also semantically similar). Superordinate terms are also semantically similar to their corresponding basic level terms, but only some of their features are shared.
Third, a semantic relatedness effect is expected. That is, change detection is expected to be very high for word changes that alter the meaning of an utterance (Sanford & Sturt, 2002) , and less high for word changes that are semantically related.
Finally, proficiency is expected to have an impact on representation. For proficient bilinguals, processing is likely to be more automatic (Chee, Hon, Lee, & Soon, 2001) , much as it is for monolinguals. It therefore seems reasonable to expect that highly proficient bilinguals would have more cognitive resources available to engage in the encoding task, and consequently, they would have the potential to encode the stimuli with more detail. Speakers who are less proficient, however, would be required to engage in more effortful processing of the linguistic stimuli, which would require more cognitive resources (Chee et al., 2001 ). These individuals may not have the necessary cognitive resources available to be able to process the stimuli more deeply.
RTs have never before been measured in this paradigm, and for reasons discussed below, no predictions are made a priori about them.
Pre-test
A pre-test was deemed necessary prior to undertaking the bilingual change-detection paradigm proposed here. Since this is a fairly new paradigm (used by only one other researcher at the present time, to the best of our knowledge), we felt it necessary to familiarize ourselves with this methodology prior to its administration to our target participants (English-French bilinguals). Our rationale for using English monolingual speakers for this pre-test was two-fold. First, it would provide us with an experiment that was more analogous to the Sturt et al. (2004) study, which would allow for better comparison between studies. Second, we had access to only a limited number of bilingual participants, which we did not want to waste on our first attempt with a new paradigm.
Method

Participants
Monolingual English-speaking participants were recruited from the Psychology subject pool and received extra credit in exchange for their participation. All participants (N = 53) were undergraduate students. Their ages ranged from 18-44 (M = 22.53).
Word Selection. Through the help of published works (e.g., Brown, 1958; Malabonga & Pasnak, 2002; Ruts et al., 2004; Van Overschelde, Rawson, & Dunlosky, 2004) and colleagues, words were generated and grouped into potential SuperordinateBasic-Subordinate triads, which reflected a "common sense" of what the Superordinate, Basic and Subordinate levels should be. These triads were then separated into individual words and then presented to undergraduate students (N = 34; these participants did not take part in any change detection tasks) to categorize as Superordinate, Basic or Subordinate. Participants were also given the option to categorize the word in a fourth category if they were unable to categorize the word, or if they were unfamiliar with that word. Definitions for each hierarchical level were provided to participants in the instructions. To better illustrate this hierarchical relationship, the following example was provided to participants along with the definitions: plant (Superordinate); flower (Basic); rose (Subordinate). The words that conformed to the original classifications were then reconstituted into triads. For example, the percent of participants who categorized the word dog at the Superordinate level was 11.8%, at the Basic level, it was 67.6% and at the Subordinate level it was 20.6%. Thus, the word dog was retained as a Basic-level term.
Sentence Creation. For each triad, eight sentences were formulated: in half, the Basic-level noun phrase (NP) was focused, and in the remaining half, it was unfocused. For example, for the triad plant-flower-rose, the focused (and unfocused) sentences for each level were: It was the flower that was left on the In total, this created 8 sentences for each of the 32 triads (focused and unfocused Superordinate; focused and unfocused Subordinate; focused and unfocused Unrelated; and focused and unfocused with no change), resulting in a total of 256 target sentences. In addition to the no-change sentences for the critical stimuli, 96 no-change filler sentences were created. Filler sentences were similar to the other sentences used in the experiment in length and complexity. Half of the sentences were focused and half were unfocused and the subject NP was always a basic-level word, as was the case with every initial-presentation sentence used in the experiment. Two example filler sentences are The telephone rang and It was the pedestrian who crossed the road.
To minimize repetition, two lists were created, each with half of the stimuli. For each triad, participants saw 2 different focused and 2 different unfocused sentences from among the possibilities. For example, for the triad plant-flower-rose, a participant might have seen the two focused sentences It was the flower that was left on the The second column in Appendix A shows the full list of stimulus sentences (note that TN refers to the target noun for a given trial). The English TNs used are shown in Appendix B.
Language proficiency. Language proficiency was assessed using the online sample items from the Wisconsin Language Placement Test (Foreign Language Placement Tests, 2008) . The makers of this test caution against using this as a proficiency measure as its designed purpose is for placement into language classes. However, given the lack of alternative resources at the present time (Flege, MacKay, & Piske, 2002) , we felt that this placement test could be used as an objective indicator of grammatical proficiency. In addition, self-rating measures asked participants to rate their English proficiency on Likert-type scales ranging from 1 (Not very fluent/You can just get by) to 5 (Native-like fluency/You get along extremely well) for the following aspects of language: vocabulary, pronunciation, writing and comprehension. The distributions of self-ratings had very bad negative skew but indicated overall high English proficiency (median response = 5). Proficiency scores on the grammatical measure revealed somewhat lower aptitude (range = 14-86%; M = 59%).
Procedure
Participants were instructed to read the first sentence (in which the noun phrase (NP) was either focused or unfocused) for meaning and to press a button indicating that they had finished. After a 500 ms grey screen, a second sentence appeared and participants were again asked to indicate they had finished reading it by pressing a button. Reading times (RTs) for both sentences were recorded by the computer. The target NP in the second sentence on each trial contained one of four possibilities: a Superordinate change, a Subordinate change, a same-level (Basic) Unrelated change or the same word (no change). Participants indicated whether the meaning of any one word changed from the first to the second sentence, and if so, typed the word that changed in the response box. Figure 1 illustrates a sample trial for the pre-test.
Data Analysis
Correct detection of a change was recorded if the participant identified the correct word (including misspellings, pluralizations or recognizable typos of the target). Detections and RTs were analyzed using linear mixed-effects analyses of covariance with participants and items as crossed random effects (Baayen, Davidson, & Bates, 2008; Bates, 2005; Bates & Sarkar, 2005; Faraway, 2006; Pinheiro & Bates, 2000; Quené & van den Bergh, 2008) . Our variables of primary interest are Focus, Change condition (i.e. Unrelated, Subordinate, or Superordinate), and Proficiency, as measured by scores on the objective proficiency measure. We also included log word length, log word frequency, and participant age and gender. Participant ages had significant positive skew, so we applied an inverse transform to improve normality. We then multiplied these values by −1 so that the age coefficients could be interpreted naturally (i.e. older participants have larger scores on the transformed age variable).
Results and Discussion
Change Detection
Mean accuracy was 99%. There was one significant main effect: Higher proficiency led to fewer missed changes (B = −0.05, SE B = 0.02, z = −2.54, p < .05). This is in line with our expectation that highly proficient bilinguals would have the cognitive resources available to engage in more detailed processing, thus supporting a granularity account (Hobbs, 1985) . No two-or three-way interactions reached significance, but these results need to be interpreted with caution. Because of the very small number of missed changes, the model predicted a zero likelihood of an error in some cases. This nearly perfect performance was not expected, because in Sturt et al. (2004, Experiment 1) , the experiment on which ours was based, mean change detection was only about 90%. We will return to this issue in the General Discussion.
Reading Times
Reading times for the original sentence (prior to the change manipulation) showed no main effects or interactions. The analysis of interest was thus with regard to the second sentence, where the manipulation occurred. We analyzed log reading times for sentences in which there was a change that was correctly detected. The results of this analysis are shown in Table 1 .
As mentioned earlier, RTs have never before been measured in this paradigm, but we believed it might be useful to include them, as they may shed some light on cognitive processing. However, we need to be cautious about making predictions. First, we must consider that although instructed to press the button after they had completed reading the sentence, participants were free to press the button at any time, which could be well before they had actually finished reading the sentence (e.g., as soon as they noticed a changed word). Second, the focused structure is less common than the unfocused structure. Thus opposing predictions can be made with respect to RTs: the focused structure contains more words and is less common, which would suggest longer reading times, but because the focused structure brings attention to the target noun, reading times may actually be shorter.
There were significant main effects of word Length, Frequency (CELEX English database, 1993), Focus and Change. Sentences with longer words had longer reading times as did those with lower frequency words. Focused sentences took significantly longer to read than Unfocused sentences. Both types of related changes produced significantly faster reading times than Unrelated changes (B = −0.08, SE B = .03, t = −2.38, p < .05 for Subordinate changes; B = −0.08, SE B = .04, t = −2.29, p < .05 for Superordinate changes). RTs for Subordinate and Superordinate changes did not differ from each other. The Change effect might be due to a kind of semantic priming, whereby residual activation from the noun in the first sentence results in faster processing of the changed noun in the second sentence when it is related; this is the case for the Subordinate and Superordinate change conditions, but not the case in the Unrelated change condition.
In addition to these main effects, there were several interactions. Figure 2 shows the interaction between Word Length and Proficiency. It shows the results of the statistical model with all variables held constant at their medians except for the variables involved in the interaction. "Low" and "High" here mean one standard deviation below and above the median on Proficiency, respectively. Other figures in the manuscript were made in an analogous way. As can be seen in Figure 2 , sentences with longer words were associated with longer RTs, and people with higher proficiencies were protected from this effect to some degree.
Readers should note that proficiency was not dichotomized for the analysis. Because Proficiency is a continuous variable, error bars or confidence intervals on the two lines would be meaningless, as these are not specific "lines" that the statistical model sought to explain or predict. This is merely the most convenient way to show the nature of an interaction involving a continuous variable. We also observed an Age x Frequency interaction, which is shown in Figure 3 . The frequency effect on RT is steeper for younger participants. This effect could result from more exposure to reading. Although the age range of our participants was not dramatic, the older participants in our study would have had an additional 7 years of reading experience on average, which may result in some of the lowerfrequency words not being quite as rare to them.
Focus and Change were involved in three significant three-way interactions. Figure 4 shows the Focus x Change x Proficiency interaction. The top panel shows RTs for participants above the median on proficiency, and the bottom panel shows RTs for participant below the median on proficiency. This median split allows us to see how the Focus x Change interaction depends on proficiency, but proficiency was not dichotomized in our analysis; as noted above, error bars would therefore not be meaningful. In the Superordinate condition there is a very small advantage for focused sentences for low-proficiency participants (bottom panel). As proficiency increases (top panel), the effect changes direction (faster RTs in unfocused sentences) and becomes markedly stronger. The other two conditions show just the opposite pattern of outcomes with respect to Proficiency.
There seem to be two possibilities for why Superordinate changes should behave differently: First, Superordinate words were longer than words in the other two conditions (mean length = 7.8 letters, vs. 6.5 for Subordinate and 5.8 for Unrelated; F(2,86) = 5.38, p = .006). Second, as outlined in the Introduction, we can think of conceptual inclusivity in different directions. Any given word includes all features of more specific terms below it in the hierarchy. Thus, an initially-encoded basic word in sentence 1 includes all features of the more specific Subordinate term that could appear in sentence 2. But the basic-level features are themselves included by the representation of the broader Superordinate term that could appear in sentence 2. These different "kinds" of inclusivity depending on whether the change is to a Subordinate or Superordinate term could drive different data patterns.
For highly proficient participants, when the focusing structure calls attention to a Superordinate change, RTs are elevated (far left bar in the top panel). We know from Figure 2 that high-proficiency participants suffer less from word length than low-proficiency participants, so the elevated RTs are not due to reading difficulty. It could instead be that with a better understanding of these richer conceptual representations, proficient participants require more time to decide if a Superordinate change should count as a change. Figure 5 shows the Focus x Change x Length interaction (top panel shows sentences with shorter words; bottom panel shows sentences with longer words). The Superordinate condition shows a larger focus effect for sentences with shorter words, while the Unrelated condition shows a larger focus effect for sentences with longer words. The Subordinate condition does not show a focus effect regardless of word Length. We did not have clear-cut predictions about ways in which word length might interact with our variables of theoretical interest. As noted above, Superordinate words had the greatest mean length, Unrelated words had the Finally, Figure 6 shows the Focus x Change x Gender interaction (women in top panel; men in bottom panel). Note that because Gender is a two-level factor, it is appropriate to put error bars (+/− 1 SEM) on this plot. Women had a tendency to show very small RT advantages for Unfocused sentences. Men showed larger differences overall, including RT disadvantages for Unfocused sentences in the Subordinate and Unrelated conditions. As in the case of Length, we did not make predictions about how participant gender might interact with our variables of theoretical interest. We will note, though, that the data patterns shown in Figure 6 (especially for the men; bottom panel) are similar to what was observed for higher-proficiency participants in Figure 4 , and to what will be observed in the data of bilingual women (to be discussed below).
Main Experiment
Method Participants
Participants (N = 32) were recruited from three sources: the Psychology subject pool, the Classical and Modern Languages, Literature and Culture department, and the English Language Institute. Participants were compensated either with extra credit toward a psychology class or a gift card.
Participants' language proficiency was assessed using the measures described below, in the Materials section. Participants consisted mostly of moderately fluent English-French bilingual students, though there was a lot of variability in both objective and subjective measures of fluency. For English proficiency, bilingual participants' self-ratings suggested they were all highly proficient (all median responses were again equal to 5 on the 5-point Likert scales, with badly skewed distributions as in the Pre-test). However their actual performance on the grammatical measure revealed slightly weaker language skills (range = 29-100%; M = 60%). These data were similar to those obtained from the monolingual participants. For French, participants rated themselves as less proficient (the median response was either 2 or 3 on each Likert subscale) and the objective grammatical measure also showed lower proficiency (range = 9-100%; M = 48%). Demographic data are displayed in Table 2 and proficiency data are displayed in Table 3 .
Materials
Stimuli. The words and sentences used in the Pre-test were used as the basis for the stimuli for the bilingual experiment. All sentences were translated into French by two proficient bilinguals (consulting with l'Office Québécois de la Language , and 2 no-change-where one sentence was focused and one was unfocused for each of these pairs. Filler sentences were also translated. In addition, 10 practice trials with feedback were created to give participants a chance to learn that direct translations were not considered changes. Appendix A lists the stimulus sentences (note that TN refers to the target noun for a given trial).
Language proficiency. English proficiency was assessed using the same sample items as the Pre-test. In addition, the French version of the same survey was also administered in order to obtain a quantitative and objective measure in both languages. Again, participants were asked to rate their proficiency on Likert-type scales ranging from 1 (Not very fluent/You can just get by) to 5 (Native-like fluency/ You get along extremely well) for the following aspects of language: vocabulary, pronunciation, writing and comprehension.
Procedures
This experiment followed the same procedure as the pre-test. Participants read the first sentence in English, then were shown the second sentence in French and asked to indicate whether a word had changed in meaning. In each case the participant pressed a button to indicate that they had finished reading the sentence, and the computer recorded RTs. Figure 7 illustrates a sample trial for the bilingual task. 
Results and Discussion
In the analyses reported below, proficiency refers to the participants' scores on the objective measure of French proficiency. Predictor variables were transformed in the same way as in the Pre-test.
Change Detection
The bilingual experiment has more to tell us than the Pre-test because of a much higher proportion of missed changes. The mean accuracy here was 75%. Table 4 summarizes the findings of our analysis of the change detection data. There were three significant main effects. First, changes were detected more often when they were in focus, as predicted. This is in line with Hobbs' (1985) Granularity account (with the focused structure resulting in fewer missed changes because of a more detailed initial representation) and Ferreira et al. 's (2002) Good Enough Representation account, suggesting that, unless one's attention is focused, the gist of a sentence is more likely to be encoded.
Second, participants with higher proficiency scores were less likely to miss a change, also as predicted. More proficient bilinguals can and do engage in more detailed processing during the initial sentence reading, as they have more cognitive resources available with which to engage in such processing (Chee et al., 2001) .
The three-level factor "Change" also had a significant main effect (χ 2 (2) = 17.53, p < .001). 2 As predicted, changes to either a Subordinate or Superordinate word Significant Effects Involving Change (see Footnote 2) Main effect: χ 2 (2) = 17.53, df = 2, p < .001 Change x Frequency: χ 2 (2) = 9.00, df = 2, p = .01 Change x Gender x Focus: χ 2 (2) = 6.69, df = 2, p = .04 *p < .05 **p < .01 ***p < .001
were significantly more likely to be missed, compared to the Unrelated baseline. Change detection in the Subordinate and Superordinate conditions did not differ from each other, which appears to be counter to Aberra's (2006) argument that Subordinate changes would be missed more often because their features are included in the Basic-level representation encoded in the first sentence.
Change also interacted significantly with word Frequency (χ 2 (2) = 9.00, p = .01). Higher word frequency was associated with better change detection in the Superordinate condition (B = −0.33, SE B = 0.14, z = −2.32, p = .02), and marginally associated with better detection in the Unrelated condition (B = −0.15, SE B = 0.09, z = −1.65, p < .10). There was no relationship between frequency and change detection in the Subordinate category (B = 0.15, SE B = 0.11, z = 1.40, p = .16). Words in the Subordinate condition had significantly lower frequencies than those in the Superordinate and Unrelated conditions (mean = 26.6, vs. 74.9 for Superordinate and 81.2 for Unrelated words; F(2,89) = 12.71, p < .001). This could thus be a case of range restriction in the Subordinate condition.
There were also three significant three-way interactions. The three-way interaction between Change, Gender, and Focus is shown in Figure 8 (women are shown in the top panel; men in the bottom panel). For both genders, the Subordinate and Unrelated conditions show sizeable differences in the expected direction (i.e. the focusing structure improves accuracy). Performance was different in the Superordinate condition, though. In the Pre-test we noted that words in the Superordinate condition were significantly longer, and that is true for these French words as well (mean length = 8.1 letters, vs. 6.9 letters for Subordinate and 6.3 letters for Unrelated words; F(2,89) = 4.70, p = .011).
We hypothesized in connection with Figure 4 that the combination of longer words plus the less common focused structure caused highly proficient readers to require extra time to decide whether a Superordinate change should count as a change. Here in Figure 8 we are seeing additional evidence of uncertainty in this particular condition, especially among women. It is not the case that women had higher proficiency scores than men -in fact they were slightly lower although the difference did not approach significance (t(30) = −1.11, p = .28). What might make women more likely than men to show performance similar to highly proficient participants could be compliance (or willingness to try one's best). Recent literature points to the possibility that male research participants may be less responsible or conscientious than female participants, being both more likely than women to rush through an online rating task, and also less likely to agree to participate in a multi-part study (Barenboym, Wurm, & Cano, 2010) . This is a speculative account but we will see additional intriguing hints of it below.
There were two three-way interactions involving participant Age and Proficiency. First, Age and Proficiency interacted with Focus ( Figure 9 ). The Focus and Proficiency main effects are clear in the figure. In general, changes were missed more often in the Unfocused condition, and more often by less proficient participants, which is in line with our predictions. Examining the performance of high-proficiency participants across panels of the figure, we see that age does not influence performance (i.e. both "H" lines are flat) and the results amount to a simple main effect of focus. This result is consistent with the reasoning of Chee et al. (2001) that proficient participants have a processing advantage due to greater availability of cognitive resources. The less proficient participants also gain some benefit from the focusing structure, but for them the effect is related to age.
Why the focus effect should be larger for older participants than for younger participants is not clear. It should be noted that the "older participants" were mostly in their mid-twenties; but there is no obvious reason to expect that an 18-year-old's performance would differ in any significant way from a 26-year-old's performance. Recent findings by Carrier, Cheever, Rosen, Benitez, and Chang (2009) suggest a difference across generations in the ease of multitasking. These researchers found that younger generations (i.e., the Net Generation, those born after 1980) find it easier to multitask, and the present cross-linguistic memory task may be less cognitively taxing for them. Whether 26-year olds and 18-year olds should be considered to represent different generations is of course debatable. Potential explanations based on a hypothesized relationship between age and proficiency can be ruled out, as this correlation is small and non-significant (r(30) = .13, p = .54).
Finally, Age and Proficiency also interacted with participant Gender (Figure 10 ). This interaction is very clearly driven by less proficient men, whose relationship between age and change detection was very different than everyone else's. Proficient participants of either gender showed little effect of age, which is in line with the notion that they have additional cognitive resources available for processing (e.g., Chee et al., 2001 ). However, men who were younger and less proficient Figure 9 . Proportion of missed changes as a function of focus, proficiency and age.
had very poor change detection performance. As discussed above, there may be sex differences in conscientiousness with respect to cognitive tasks, and there is also some literature to suggest that compliance increases with age, at least with children (Zupančič, Gril, & Kavčič, 2006) . It seems then that there could be some relationship between age and the likelihood of making one's best effort for men but not women. We should guard against overinterpretation, though, especially in light of the small number of men in the current experiment (n = 10).
Reading Times
As in the Pre-test, reading times for the first sentence showed no main effects or interactions, as expected. We analyzed log RTs for second sentences with changes that were correctly detected. The results of this analysis are shown in Table 5 . The only significant main effect was Gender, with men being faster than women, but there were several interactions. The Change x Focus interaction will be explored below, as it was part of a significant 3-way interaction.
Focus interacted with word Length. Follow-up comparisons showed that sentences with longer words took marginally longer to read in the Focused condition (B = 0.16, SE B = 0.09, t = 1.77, p < .10), but there was no relationship in the Unfocused condition (B = −0.05, SE B = 0.08, t = −0.57, p > .57). It seems logical that sentences with longer words ought to produce longer RTs, but participants may have occasionally pressed the button before finishing the entire sentences, once a changed word was noticed. In these critical Unfocused sentences, the changed word always occurred quite early. If this was done systematically it would be expected to create a main effect of Focus, which this analysis did not show. If done less systematically, it would serve primarily to increase variance, and as we will see below, the variances in RTs were considerable. Gender also interacted with Proficiency. Follow-up comparisons showed that higher proficiency was associated with faster RTs, but only for women (B = −0.01, SE B = 0.00, t = −4.93, p < .001; for men, B = 0.00, SE B = 0.00, t = 0.08, p = .93). The literature does provide some evidence that girls consistently (and cross-culturally) outperform boys on measures of linguistic ability, especially on reading and literacy (OECD/ UNESCO, 2003) . The utter lack of a proficiency effect on RTs for men may also be partly explained by the conjectured lower conscientiousness of male subjects, which was discussed previously. Men were perhaps not finishing the entire sentence before pressing the button (as instructed), so they produced faster RTs, but as we saw in Figure 10 , at least some of them missed a lot of changes.
Proficiency also interacted with Change. Higher proficiency was significantly associated with faster RT in the Unrelated condition (B = −0.01, SE B = 0.00, t = −2.34, p < .05), but this relationship did not hold for either of the related conditions (for Subordinate changes, B = −0.00, SE B = 0.00, t = −1.02, p > .30; for Superordinate changes, B = −0.00, SE B = 0.00, t = −0.68, p > .49). Put another way, people with more cognitive resources available (Chee et al., 2001) can perform the task faster than those with fewer cognitive resources in the Unrelated condition, but if there is a semantic relationship between the original and the changed words, people with less cognitive resources are able to perform just as quickly.
There were two significant three-way interactions. The Age x Length x Focus interaction is shown in Figure 11 . Older participants showed the expected Length effect (i.e. longer RTs for sentences with longer words), but only in the Unfocused condition. Younger participants showed the effect only in the Focused condition, and in fact showed a reverse length effect in the Unfocused condition. We had no reason to expect this kind of interaction, and it was not significant in any of the other analyses. We can think of no reason why the Length x Focus interaction should itself depend significantly on the age of the participant, particularly when the age range of the participants is fairly restricted.
Finally, the Gender x Focus x Change interaction was significant (see Figure 12) . For men (bottom panel), both the Subordinate and the Unrelated conditions produced faster RT for Unfocused sentences, while the Focused structure produced faster RT in the Superordinate condition. This looks like the pattern observed for low-proficiency participants in the Pre-test (bottom panel of Figure 4 ), but with much larger effects. Women showed smaller effects overall, and a pattern that was more reminiscent of the high-proficiency performance in Figure 4 . Because there was no proficiency difference between men and women, we have offered the conjecture above that women's similarity to high-proficiency performance could stem from higher conscientiousness or desire to comply. 
General Discussion
Effects of the variables under study here have not previously been examined with a bilingual sample. This was important in terms of experimental design because it allowed us to decouple form changes from meaning changes. It is also important from a theoretical perspective because it allowed a more detailed look at the role of proficiency, alone and in interaction with other variables.
Our Pre-test was used to pilot-test the paradigm, and while we concluded that it worked well enough to proceed with the main experiment, it produced a surprisingly low number of missed changes (about 1%, compared to nearly 10% in Sturt et al., 2004) . This might be due to the fact that Sturt et al. 's related changes seem to have remained within the Basic level. The example stimuli they provided are beer/ cider and hat/cap. Our related changes always involved either a Superordinate or Subordinate term, and in the native language of monolinguals, these changes seem to be as noticeable as changes to completely unrelated words. Analysis of the Pretest RTs did reveal additional information about processing, though. Although change detection performance was not worse in the Unfocused sentences as Sturt et al. found, these sentences were read faster (perhaps suggesting less detailed, or "good enough" processing). This finding is in line with Langford and Holmes (1979) who suggested that unfocused items are attended to less than focused items.
When change detection performance was brought down from the ceiling (i.e. in the bilingual main experiment), interesting differences did emerge and many of our hypotheses were supported. First, it was expected that Sturt et al. 's (2004) focus effect would be replicated cross-linguistically. Indeed, Focused changes were more likely to be noticed than Unfocused changes. This is in line with Ferreira et al. 's (2002) account of GER, which supposes that deeper processing occurs when attention is focused. In the present project, like that of Sturt et al., focus affected the level of granularity (or detail) that was encoded with respect to the detection of change.
Second, as expected, Unrelated changes were detected more often than either type of related change. We only found partial support for our prediction that Subordinate changes would be missed more than Superordinate changes. Overall, the miss rates for Subordinate and Superordinate changes were 31.5% and 25.5%, respectively. As we saw above, both of these were significantly worse than the Unrelated rate (16.5%), but they did not differ from each other as predicted. Figure 8 shows that the predicted effect (Subordinate producing more misses than Superordinate) was there for women, in unfocused sentences. The failure to find a difference more generally could be due to the low-to-moderate level of proficiency of our participants -perhaps they have not fully associated the featural details with the relevant terms, and so the "semantics" of Superordinate terms are still works in progress in their mental lexicons.
Third, it was expected that Proficiency would impact the granularity of the representation that is formed. Indeed, highly proficient bilinguals missed fewer changes than less proficient bilinguals, both in the pre-test and in the main experiment. In the main experiment there was also a significant RT advantage for women with higher proficiency. Proficiency also seemed to temper some of the slowing effects of age, focus and gender on RTs (Figures 9 and 10) , and in the pretest, proficiency protected participants from an inhibitory effect of word Length on RTs.
Our most consistent finding was an interaction between Gender, Focus, and Change condition. Changes in focused sentences in the Unrelated condition were almost always noticed (Figure 8 ), usually with moderate or fast RTs (Figure 12 ). These words are unexpected and the focusing structure highlights them. With one exception, the tendency was for changes in the focused condition to be detected more often than those in the unfocused condition, as predicted. Developing a coherent theoretical explanation of the RTs is much more difficult though. As we noted above, interpretation of the RTs is speculative because of the contradictory predictions that can reasonably be made about them.
The same caution should be repeated about the age effects we have found in the current study. While it is possible to speculate about their underlying causes, all but two of our participants were between the ages of 18 and 26 (with the additional two participants being 40 and 41 years old). This research is the first of its kind and our results should be replicated.
Comparing the results from this experiment to those of Sturt et al. (2004) , we found some support for the notion that both bilingual and monolingual processing follow similar principles. Like Sturt et al. (2004) report in their monolingual data, we also found that focused constructions led to fewer missed changes in bilinguals. An additional parallel involves related versus unrelated changes, where related changes were consistently missed more. Thus, regardless of language status (monolingual or bilingual), there is evidence that linguistic focus results in deeper processing and that related changes, by virtue of their semantic overlap with the original noun, are more often missed.
Our bilingual data also offer support for Ferreira et al. 's (2002) notion of GER. In many cases, only the gist of the message is encoded and the level of detail in the representation of linguistic stimuli depends, in part, on linguistic focus. It is also important to address the practical importance of both GER and more detailed processing for the human cognitive system. GER allows for quick and efficient processing and is thus adequate in many situations. However, focusing structures can be used to help ensure that any particularly important information benefits from deeper processing. This finding could be used in real-world applications like creation of forms that people need to fill out, signs that direct or caution pedestrians or drivers, and so on. Making such messages longer (by adding words) is probably not a good idea, but focusing can also be done in other ways (e.g. bold type, italics, capital letters).
Conclusions and Future Directions
The current study provides a valuable jumping-off point for future work. A number of potential explanations are hinted at by the structure of our item and participant samples, and future research could be aimed at pulling these effects apart. For example, a better factorial approach to participant recruitment, making sure that there are equal numbers of men and women across a larger age range, could replicate some of our findings and help place the age findings on a more secure footing. Future studies should also use larger samples than we were able to recruit. We observed considerable variance in performance, especially for the RTs, which kept some potentially interesting effects from reaching statistical significance.
We used Aberra's (2006) arguments to derive the prediction that change detection in the Subordinate condition should be worse than in the Superordinate condition. Contrary to expectation, we found that performance in these two conditions was not significantly different. Future research should attempt to explore Aberra's prediction further, and also to separate possible effects of word frequency and length from those of hierarchical level (i.e. Change). This will be difficult given that there do seem to be natural associations between hierarchical level and these variables, but it could perhaps be done with subsets if a large enough pool of potential items were identified.
Bilinguals process information more deeply than monolinguals, but only given a high enough level of proficiency in both languages (Bialystok, 1999; Malabonga & Pasnak, 2002) . Interactions with proficiency in the current study suggest that higher levels of proficiency produce performance more like the monolinguals. Additional research using participants who are extremely proficient would thus be interesting.
Research with people proficient in two very different languages would be interesting as well. Lemhöfer et al. (2008) have shown that results of bilingual studies using various tasks generalize to speakers of different L1s (at least for European languages). This suggests that our findings would generalize beyond EnglishFrench bilinguals, and indeed, we have no reason to expect that they would not. It might be informative, though, to replicate this experiment using bilingual subjects whose languages include one alphabetic and one non-alphabetic language.
Finally, more work needs to be done with respect to the RT measure. It is a potentially rich source of information, but in the current paradigm the predic-tions to be made about RT are debatable. As one example, researchers could use a moving text window or a self-paced reading paradigm to make sure that RTs apply only to the crucial word, rather than to an entire sentence. This would greatly reduce variances, and also allow researchers to be more certain about the proper interpretation of these RTs.
The current findings have two important implications. First, it suggests that subject compliance or conscientiousness might be an issue, supporting the findings of Barenboym et al. (2010) regarding gender differences. In neither of our experiments was there a gender difference on Proficiency, so in cases in which one gender or the other showed the "high Proficiency" pattern, we resorted to a speculative account based on conscientiousness or compliance. It was usually women who showed this pattern, which sometimes included a paradoxical damaging effect on performance (i.e., in the Superordinate condition in Figure 8 ). We did not expect to uncover effects like these in the current study, and thus we did not include any measures of conscientiousness or compliance. Our data suggest that it might be worth doing so, in order to determine whether our speculative account of the data is plausible.
Second, our data partially support the interdependence view of bilingual language processing, such as proposed in Kroll and Stewart's (1994) RHM. The RHM suggests that meaning (rather than surface details) is encoded into a central conceptual storage, to which both languages have differential access based on relative proficiency. Highly proficient bilinguals retrieve information conceptually, while less proficient bilinguals have access by way of a more lexical, or form-based, route such as translation equivalents. Furthermore, Ferré et al. (2006) have shown that semantic variables (such as word taxonomy in our experiment) only affect bilinguals who have attained a certain proficiency (cf. Cummins ' [1979] "threshold"), perhaps, because they are processing conceptually, rather than lexically. Notes 1. Our study design raises the question of repetition effects, as the critical words were presented to each participant multiple times. While repeating an item four times may seem like a lot, because of the inclusion of a large set of filler items most of the words a participant saw (75%) were not repeated. Furthermore, there were an average of 40 intervening trials between repetitions of any given word. Subjectively the repetition may have been even less salient than this, because half of the repetitions used the focused structure and half used the unfocused structure. We also performed analyses supplemental to those presented in this paper, in which we added "Trial Number" (and interactions with Trial number) as predictors. Twenty-two of our 23 significant effects remain significant in these supplemental analyses and the 23rd goes from significant to marginal (p < .08; see note to Table 5 ). We conclude that the repetition of items did not affect the data in any major way.
2.
The current version of the software (Baayen, 2009; Bates & Maechler, 2009 ) does not support omnibus tests for multi-level factors if the dependent variable is dichotomous (as is the case in Table 4 ). What we have done instead is to run two statistical models that are identical except that one contains the "Change" factor, and one does not. The model containing the factor will have two df more than the one without it. We then compare the predictive power of the two models by making use of a χ 2 test, the significance of which indicates whether the more complex model (i.e. the one with two more df) is warranted by improved predictive power (Baayen, 2008) . Note that this approach is only needed for effects involving Change, and only when the DV is dichotomous.
