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DIRECT LIMIT COMPLETIONS OF VERTEX TENSOR CATEGORIES
THOMAS CREUTZIG, ROBERT MCRAE AND JINWEI YANG
Abstract. We show that direct limit completions of vertex tensor categories inherit vertex
and braided tensor category structures, under conditions that hold for example for most
Virasoro and affine Lie algebra tensor categories. A consequence is that the theory of
vertex operator (super)algebra extensions also applies to infinite-order extensions. As an
application, we relate rigid and non-degenerate vertex tensor categories of certain modules
for both the affine vertex superalgebra of osp(1|2) and the N = 1 super Virasoro algebra to
categories of Virasoro algebra modules via certain cosets.
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1. Introduction
A central problem in the representation theory of vertex operator algebras is existence
of vertex tensor category structure [HL1] on module categories; this in particular implies
existence of braided tensor category structure. Unfortunately, the assumptions on the module
category that are needed to apply the (logarithmic) vertex tensor category theory of Huang-
Lepowsky-Zhang [HLZ1]-[HLZ8] are rather extensive and can be difficult to verify in practice.
For example, only recently has vertex tensor category structure been established on the
category of C1-cofinite modules for the universal Virasoro vertex operator algebra at arbitrary
central charge [CJORY].
One way to avoid direct verification of the vertex tensor category theory assumptions is
to use extension theory. Suppose a vertex operator algebra A is an object in a category
C of modules for a subalgebra V that is already known to have vertex tensor category
structure. Then A is a commutative algebra in the braided tensor category C [HKL] and
tensor-categorical methods can be used in showing that the category of A-modules which
are objects of C (when viewed as V -modules) also has vertex and braided tensor category
structures [CKM1]. This method works well when A is a finite-order extension of a nice
vertex operator subalgebra V .
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However, it often occurs that A is not actually an object of C but is rather, for example, an
infinite direct sum of modules in C. For example, the singlet W -algebras [Ad1] are infinite
direct sums of irreducible C1-cofinite modules for their Virasoro subalgebras. The usual
tensor-categorical method for handling such examples is to realize A as an object in the
ind-completion of C (see for example [EGNO, Remark 7.8.2]); if C is semisimple, this agrees
with the direct sum completion C⊕ of [AR]. The ind-completion Ind(C), as constructed in
references such as [KS], is the full subcategory of direct limits in the category of contravariant
functors from C to sets, into which C embeds by the Yoneda Lemma. Or, when C is a C-
linear abelian category, we can use the category of contravariant functors from C to C-vector
spaces. But unfortunately, this ind-completion is not suitable for studying vertex operator
algebra extensions. The problem is that if we want the category of A-modules in Ind(C)
to have the correct vertex algebraic tensor category structure, then the underlying tensor
category structure on Ind(C) must also be vertex algebraically natural. In particular, objects
of Ind(C) must be genuine V -modules of a sort, and the tensor product on Ind(C) must satisfy
the intertwining operator universal property of [HLZ3, Definition 4.15].
In this paper, we construct an alternative direct limit completion (which we also denote
Ind(C)) of a vertex tensor category C that is suitable for studying representations of an
extension algebra A. Especially, we show that under suitable conditions, Ind(C) has vertex
and braided tensor category structures as described in the tensor category theory of [HLZ1]-
[HLZ8]. Instead of realizing Ind(C) within the category of contravariant functors from C to
vector spaces, we use the ambient category of weak V -modules: we define Ind(C) to be the
full subcategory of weak modules whose objects are isomorphic to direct limits of inductive
systems into C. Equivalently, Ind(C) is the category of generalized V -modules (in the sense
of [HLZ1, Definition 2.12]) which are the unions of submodules that are objects of C. Now
here is our main theorem:
Theorem 1.1. Let V be a vertex operator algebra, C a category of grading-restricted gener-
alized V -modules, and Ind(C) the category of generalized V -modules that are the unions of
their C-submodules. Assume also that:
(1) The vertex operator algebra V is an object of C.
(2) The category C is closed under submodules, quotients, and finite direct sums.
(3) Every module in C is finitely generated.
(4) The category C admits P (z)-vertex and braided tensor category structures as described
in Section 2.
(5) For any intertwining operator Y of type ( X
W1W2
)
where W1, W2 are modules in C and
X is a generalized V -module in Ind(C), the submodule ImY ⊆ X is an object of C.
Then Ind(C) also admits P (z)-vertex and braided tensor category structures, as described in
Section 2, that extend those on C.
Much of the construction of the tensor category Ind(C) in the proof of this theorem goes
quite naturally. For example, we realize the tensor product X1⊠̂X2 of two direct limits in
Ind(C) as a direct limit of tensor products W1 ⊠ W2, where W1 ⊆ X1 and W2 ⊆ X2 are
C-submodules. The most difficult part of the construction is the associativity isomorphisms:
since X1⊠̂(X2⊠̂X3) and (X1⊠̂X2)⊠̂X3 are two different iterated direct limits, we need a
kind of “Fubini’s Theorem” (Proposition 5.4 below) showing that they are isomorphic to a
suitable multiple direct limit.
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Once Theorem 1.1 is established, we have applications to infinite-order extensions of V in
Ind(C). Note that although the extension results in [HKL, CKM1] are stated for categories
of generalized modules with grading restrictions that modules in Ind(C) almost never satisfy,
these grading-restriction conditions are not used in essential ways. Thus we get the following
two results almost immediately (see Theorems 7.7 and 7.9 below):
Theorem 1.2. Let (V, Y, 1, ω) be a vertex operator algebra and C a category of grading-
restricted generalized V -modules that satisfies the conditions of Theorem 1.1. Then the fol-
lowing two categories are isomorphic:
(1) Vertex operator algebras (A, Y, 1A, ωA) such that:
• A is a V -module in Ind(C),
• YA(v, x) = Y (v−11A, x) for v ∈ V , and
• ωA = L(−2)1A ( = ω−11A ).
(2) Commutative associative algebras (A, µA, ιA) in the braided tensor category Ind(C)
such that A is Z-graded by L(0)-eigenvalues and satisfies the grading restriction con-
ditions.
Theorem 1.3. Let V be a vertex operator algebra, C a category of grading-restricted general-
ized V -modules that satisfies the conditions of Theorem 1.1, A a vertex operator algebra that
satisfies the conditions of Theorem 1.2(1), and Rep0A the category of generalized A-modules
X which are objects of Ind(C) as V -modules (with respect to the vertex operator YX(ιA(·), x)).
Then Rep0A has vertex and braided tensor category structures as described in Section 2.
We aim to apply these results to two classes of vertex operator algebras whose representa-
tion categories are neither finite nor semisimple. The first class is affine vertex algebras and
W -algebras at specific levels. Already the simple affine vertex algebra of sl2 at non-integral
admissible level admits uncountably many inequivalent simple modules, most of which fail
to satisfy grading restrictions such as finite-dimensional conformal weight spaces and lower
bounds on conformal weight. Such properties have prevented the construction of vertex ten-
sor categories for these vertex operator algebras so far, except for the βγ-ghost vertex algebra
[AW] and the well-behaved subcategory of grading-restricted modules for many affine vertex
algebras [CHY, Cr, CY]. The second class of vertex operator algebras is those that still have
uncountably many inequivalent simple modules, but these modules have finite-dimensional
weight spaces and lower-bounded conformal weights. Prototypical examples are the singlet
algebras [Ad1] and cosets of affine vertex algebras and W -algebras, such as the Heisenberg
coset of the simple affine vertex algebra of sl2 at admissible level [ACR].
The direct limit completion is now a tool we can use to study these non-finite, non-
semisimple module categories. Concretely, the singlet algebra M(p) for p > 2 is an infinite
direct sum of C1-cofinite modules for the Virasoro algebra at central charge 1− 6(p− 1)2/p,
and the same is true for the triplet algebra W(p) which at the same time is also an infinite
direct sum of irreducible M(p)-modules. It turns out that all triplet modules lie in the
direct limit completion of the category of C1-cofinite Virasoro modules. Moreover, certain
subregular W-algebras of type A, called Bp-algebras, are infinite-order extensions of the
tensor product of M(p) with a rank-one Heisenberg algebra. Our main results allow us
to study categories of Bp- and M(p)-modules that lie in the direct limit completion of C1-
cofinite Virasoro modules (times Fock modules for the Heisenberg algebra in the Bp case).
In the singlet case, we will characterize this category thoroughly, that is, we will compute
its fusion ring and prove rigidity, in [CMY].
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In this paper, we present one detailed application in Example 7.13. Using coset construc-
tions from [CGL], we show that certain categories of modules for the N = 1 super Virasoro
algebra at generic central charge and for the affine vertex superalgebra of osp(1|2) at generic
level are equivalent to certain categories of C1-cofinite modules for Virasoro vertex algebras.
The remainder of this paper is organized as follows. In Section 2, we recall the definitions
of various classes of module for a vertex operator algebra, the description of braided tensor
categories of modules for a vertex operator algebra from [HLZ1]-[HLZ8], and properties of
the category of C1-cofinite modules for a vertex operator algebra. In Section 3, we recall the
definition of direct limit in a category and discuss the existence and properties of direct limits
in the category of weak modules for a vertex operator algebra. In Section 4, we present the
definition of direct limit completion Ind(C) of a category of modules C for a vertex operator
algebra, and we show that Ind(C) is a C-linear abelian category if C is. In Section 5, we show
that if C is a braided tensor category, then under suitable conditions, Ind(C) is also a braided
tensor category with twist that contains C as a braided tensor subcategory. In Section 6,
we show that if C is a vertex tensor category, then under suitable conditions, Ind(C) is also
a vertex tensor category, with structure isomorphisms described as in Section 2. Finally,
in Section 7, we demonstrate sufficient conditions for the category of C1-cofinite modules
for a vertex operator algebra to satisfy the conditions of Theorem 1.1, and we apply these
sufficient conditions to Virasoro and affine vertex operator algebras. We also explain the
application of Theorem 1.1 to vertex operator (super)algebra extensions and present several
examples of extensions that can be studied using direct limit completions.
2. Vertex tensor categories
We use the definition of vertex operator algebra from [FLM, LL]. We will work with the
following categories of modules for a vertex operator algebra:
Definition 2.1. Let V be a vertex operator algebra.
• A weak V -module is a vector space W equipped with a vertex operator
YW : V → (EndW )[[x, x−1]]
v 7→ YW (v, x) =
∑
n∈Z
vn x
−n−1
satisfying the following properties:
(1) Lower truncation: for all v ∈ V and w ∈ W , vnw = 0 for n ∈ N sufficiently
large.
(2) The vacuum property : YW (1, x) = IdW .
(3) The Jacobi identity : For v1, v2 ∈ V ,
x−10 δ
(
x1 − x2
x0
)
YW (v1, x1)YW (v2, x2)− x−10 δ
(
x2 − x1
−x0
)
YW (v2, x2)YW (v1, x1)
= x−12 δ
(
x1 − x0
x2
)
YW (Y (v1, x0)v2, x2).
(4) The L(−1)-derivative property : For v ∈ V ,
YW (L(−1)v, x) = d
dx
YW (v, x).
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• A weak V -module W is N-gradable if there is an N-grading
W =
⊕
n∈N
W (n)
such that for v ∈ V homogeneous,
vmW (n) ⊆ W (wt v + n−m− 1)
for m ∈ Z.
• A generalized V -module is a weak V -module that is graded by generalized L(0)-
eigenvalues: W =
⊕
h∈CW[h] where
W[h] = {w ∈ W | (L(0)− h)N · w = 0 for N ∈ N sufficiently large}.
• A generalized V -module W =⊕h∈CW[h] is grading restricted if:
(1) For any h ∈ C, W[h] is finite dimensional.
(2) For any h ∈ C, W[h+n] = 0 for n ∈ Z sufficiently negative.
Remark 2.2. The N-grading on an N-gradable weak V -module need not be unique, and we
do not treat such a grading as part of the data of a weak module. That is, V -homomorphisms
between N-gradable weak V -modules need not preserve N-gradings.
Remark 2.3. For simplicity, we will sometimes refer to grading-restricted generalized V -
modules as V -modules.
Remark 2.4. Any V -module is N-gradable. To see why, note that the second restriction
on generalized L(0)-eigenspaces for a V -module W implies that for any coset µ ∈ C/Z such
that W[h] 6= 0 for some h ∈ µ, there is some hµ ∈ µ with minimal real part such that
W[hµ] 6= 0. For a coset µ such that W[h] = 0 for all h ∈ µ, we can pick hµ ∈ µ arbitrarily.
Then W =
⊕
n∈NW (n) where
W (n) =
⊕
µ∈C/Z
W[hµ+n]
for n ∈ N.
We will consider categories of generalized V -modules that admit braided tensor category
structure induced from vertex tensor category structure as in [HLZ1]-[HLZ8]. The tensor
product bifunctor of such a braided tensor category is defined in terms of (logarithmic)
intertwining operators among V -modules, whose definition we now recall:
Definition 2.5. Let W1, W2, and W3 be a triple of (weak) modules for a vertex operator
algebra V . An intertwining operator of type
(
W3
W1W2
)
is a linear map
Y : W1 ⊗W2 →W3[log x]{x}
w1 ⊗ w2 7→ Y(w1, x)w2 =
∑
h∈C
∑
k∈N
(w1)h,kw2 x
−h−1(log x)k
that satisfies the following properties:
(1) Lower truncation: for any h ∈ C, w1 ∈ W1, and w2 ∈ W2,
(w1)h+n,kw2 = 0
for n ∈ N sufficiently large, independent of k.
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(2) The Jacobi identity: for v ∈ V and w1 ∈ W1,
x−10 δ
(
x1 − x2
x0
)
YW3(v, x1)Y(w1, x2)− x−10 δ
(
x2 − x1
−x0
)
Y(w1, x2)YW2(v, x1)
= x−12 δ
(
x1 − x0
x2
)
Y(YW1(v, x0)w1, x2).
(3) The L(−1)-derivative property: For v ∈ V ,
Y(L(−1)v, x) = d
dx
Y(v, x).
For (weak) V -modules W1, W2, and W3, we use VW3W1,W2 to denote the vector space of
intertwining operators of type
(
W3
W1W2
)
. We say that an intertwining operator Y of type(
W3
W1W2
)
is surjective if
W3 = span{(w1)h,kw2 |w1 ∈ W1, w2 ∈ W2, h ∈ C, k ∈ N}.
We will use ImY to denote the above span of the (w1)h,kw2, so that Y is surjective if
W3 = ImY .
We now discuss the braided tensor category structure on a category of generalized V -
modules induced from vertex tensor category structure as in [HLZ8]; see also the expositions
in [HL2] and [CKM1] for more details. The data of a vertex tensor category, as defined in
[HL1], includes a family of tensor product bifunctors parametrized by elements of the moduli
space of Riemann spheres with two positively-oriented punctures, one negatively-oriented
puncture, and local coordinates at the punctures. However, to describe the induced braided
tensor category structure, we only need to use the P (z)-tensor products, where P (z) is the
sphere with positively-oriented punctures at 0 and z ∈ C×, negatively-oriented puncture
at ∞, and standard coordinates at each puncture. For any z1, z2 ∈ C×, the P (z1)- and
P (z2)-tensor products are isomorphic via natural parallel transport isomorphisms associated
to homotopy classes of continuous paths in C× from z1 to z2. For this reason, it is possible to
choose, say, a P (1)-tensor product bifunctor ⊠ and then use it to realize all other P (z)-tensor
products. We shall implicitly do so here to simplify the discussion.
Suppose C is a category of (not-necessarily-grading-restricted) generalized modules for a
vertex operator algebra V that admits the braided tensor category structure of [HLZ8].
• If W1 and W2 are objects of C, the tensor product module W1 ⊠W2 is an object of
C characterized by a universal property: There is an intertwining operator YW1,W2 of
type
(
W1⊠W2
W1W2
)
such that if Y is any intertwining operator of type ( W3
W1W2
)
where W3
is an object of C, then there is a unique V -module homomorphism
f : W1 ⊠W2 → W3
such that Y = f ◦ YW1,W2. In other words, the linear map
HomV (W1 ⊠W2,W3)→ VW3W1,W2
f 7→ f ◦ YW1,W2
is an isomorphism. It is not hard to see from the universal property of (W1 ⊠
W2,YW1,W2) that the intertwining operator YW1,W2 must be surjective (see for in-
stance [HLZ3, Proposition 4.23]).
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• For morphisms f1 : W1 → W˜1 and f2 : W2 → W˜2, the tensor product morphism
f1 ⊠ f2 :W1 ⊠W2 → W˜1 ⊠ W˜2
is the unique V -module homomorphism guaranteed by the universal property of (W1⊠
W2,YW1,W2) such that
YW˜1,W˜2 ◦ (f1 ⊗ f2) = (f1 ⊠ f2) ◦ YW1,W2.
• The unit object of the braided tensor category C is V , and for a generalized module
W in C, the left and right unit isomorphisms lW : V ⊠W →W and rW : W⊠V →W
satisfy
lW (YV,W (v, x)w) = YW (v, x)w
and
rW (YW,V (w, x)v) = exL(−1)YW (v,−x)w
for v ∈ V , w ∈ W . Because YV,W and YW,V are surjective, lW and rW are completely
determined by these relations.
• For generalized modules W1 and W2 in C, the braiding isomorphism RW1,W2 : W1 ⊠
W2 →W2 ⊠W1 is characterized by
RW1,W2 (YW1,W2(w1, x)w2) = exL(−1)YW2,W1(w2, eπix)w1
for w1 ∈ W1, w2 ∈ W2.
• There is also a twist θ on C, a natural automorphism of the identity functor, given
by θW = e
2πiL(0). The twist satisfies θV = IdV and the balancing equation
θW1⊠W2 = RW2,W1 ◦ RW1,W2 ◦ (θW1 ⊠ θW2)
for modules W1, W2 in C.
The description of the associativity isomorphisms in C requires some preparation. First
of all, the existence of associativity isomorphisms depends on, among other conditions, the
convergence of products and iterates of intertwining operators among generalized modules
in C. To explain what this means, we first define for any generalized V -moduleW the graded
dual W ′ =
⊕
h∈CW
∗
[h] and the algebraic completion W =
∏
h∈CW[h]. Note that there is an
obvious embedding W ⊆ (W ′)∗ (and this embedding is a linear isomorphism if and only if
each W[h] is finite dimensional). For any h ∈ C, let πh :W →W[h] denote the projection.
Remark 2.6. If a generalized module W satisfies the grading restriction condition that for
any h ∈ C, W[h+n] = 0 for n ∈ Z sufficiently negative, then the graded dual W ′ has the
structure of a generalized V -module, called the contragredient of W (see [FHL, Section 5]).
Now take intertwining operators Y1 of type
(
W4
W1M1
)
and Y2 of type
(
M1
W2W3
)
where W1, W2,
W3, W4, and M1 are generalized modules in C. We say that the product of Y1 and Y2 is
convergent if for w1 ∈ W1, w2 ∈ W2, w3 ∈ W3, and z1, z2 ∈ C× such that |z1| > |z2| > 0, the
series of linear functionals ∑
h∈C
〈·,Y1(w1, z1)πh (Y2(w2, z2)w3)〉
on W ′4 converges absolutely to an element of W4 (via the embedding of W4 into (W
′
4)
∗). The
substitution of non-zero complex numbers for formal variables in intertwining operators is
8 THOMAS CREUTZIG, ROBERT MCRAE AND JINWEI YANG
accomplished using (any) choice of branches of logarithm. If the product of intertwining
operators converges, we denote the limit of the series by
Y1(w1, z1)Y2(w2, z2)w3 ∈ W4;
if we wish to emphasize that we are using the choices ℓ1(z1) and ℓ2(z2) of branch of logarithm,
we denote the product by
Y1(w1, eℓ1(z1))Y2(w2, eℓ2(z2))w3.
Similarly, the iterate of intertwining operators Y1 of type ( W4
M2W3
)
and Y2 of type ( M2
W2W3
)
converges if for w1 ∈ W1, w2 ∈ W2, w3 ∈ W3, and z0, z2 ∈ C× such that |z2| > |z0| > 0, the
series of linear functionals ∑
h∈C
〈·,Y1(πh (Y2(w1, z0)w2) , z2)w3〉
on W ′4 converges absolutely to an element of W4.
The convergence of products and iterates of intertwining operators is essential for the ex-
istence of suitable associativity isomorphisms in C. In fact, when associativity isomorphisms
exist, they are described as follows:
• For generalized modules W1, W2, and W3 in C, the associativity isomorphism
AW1,W2,W3 : W1 ⊠ (W2 ⊠W3)→ (W1 ⊠W2)⊠W3
is characterized by the equality〈
w′,AW1,W2,W3
(YW1,W2⊠W3(w1, eln r1)YW2,W3(w2, eln r2)w3)〉〈
w′,YW1⊠W2,W3
(YW1,W2(w1, eln(r1−r2))w2), eln r2)w3〉
for any w1 ∈ W1, w2 ∈ W2, w3 ∈ W3, w′ ∈ ((W1 ⊠W2) ⊠W3)′, and r1, r2 ∈ R such
that r1 > r2 > r1 − r2 > 0. Here, AW1,W2,W3 is the obvious extension of AW1,W2,W3 to
algebraic completions.
Remark 2.7. As explained in [CKM1, Proposition 3.32], the above relation for the associa-
tivity isomorphism AW1,W2,W3 holds for every r1, r2 ∈ R which satisfy r1 > r2 > r1 − r2 > 0.
Indeed, this relation shows that the multivalued analytic functions on |z1| > |z2| > 0 and
|z2| > |z1−z2| > 0 determined, respectively, by the product of AW1,W2,W3◦YW1,W2⊠W3, YW2,W3
and by the iterate of YW1⊠W2,W3, YW1,W2 have equal restrictions to their common domain.
Remark 2.8. For the full vertex tensor category structure on C, one can take the P (z)-
tensor product W1 ⊠P (z) W2 for each z ∈ C× to be the module W1 ⊠W2, which satisfies a
universal property with respect to the P (z)-intertwining map
YW1,W2(·, z)· : W1 ⊗W2 →W1 ⊠W2.
As before, the substitution x 7→ z is accomplished using a choice of branch for log z.
The question of whether a category C of modules for a vertex operator admits braided
tensor category structure as described above is usually rather difficult: the most difficult part
is showing the existence of associativity isomorphisms. Perhaps the most natural category
of grading-restricted generalized V -modules to consider for vertex tensor category structure
is the category of C1-cofinite modules:
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Definition 2.9. Let V be a vertex operator algebra and W an N-gradable weak V -module.
Define the vector subspace
C1(W ) = span
{
v−1w
∣∣∣∣ v ∈⊕
n≥1
V(n), w ∈ W
}
.
Then we say that W is C1-cofinite if dimW/C1(W ) <∞. We use C1V to denote the category
of C1-cofinite grading-restricted generalized V -modules.
The category C1V has good vertex algebraic properties: Huang showed in [Hu] that com-
positions of intertwining operators among C1-cofinite modules satisfy regular-singular-point
differential equations and hence are convergent, and in [Mi1], Miyamoto showed (also using
differential equations) that C1-cofinite modules are closed under tensor products. However,
it is not clear in general that C1V has good algebraic properties: especially, it is not clear in
general that C1V is closed under submodules and contragredients. Nevertheless, recent results
in [CJORY, Section 4] (see especially the proof of Theorem 4.2.5) and [CY, Section 3] (see
especially the proof of Theorem 3.3.4) show that if C1V is in fact closed under contragredients,
then it admits braided tensor category structure as described in this section:
Theorem 2.10. Let V be a vertex operator algebra and assume that the category C1V of
grading-restricted generalized V -modules is closed under contragredients. Then C1V admits
the vertex and braided tensor category structures of [HLZ1]-[HLZ8].
We end this section with some basic properties C1-cofinite modules that we will use later:
Proposition 2.11. Any C1-cofinite N-gradable weak V -module is finitely generated.
Proof. Suppose W =
⊕
n∈NW (n) is a C1-cofinite N-gradable weak V -module and let T be a
finite-dimensional subspace of W such W = T + C1(W ). We may assume that T is graded,
and moreover since W (0) is finite dimensional by [Mi1, Lemma 6], we may assume that T
contains W (0). We will show that W = 〈T 〉.
We prove that W (n) ⊆ 〈T 〉 by induction on n with the base case n = 0 handled by the
assumption W (0) ⊆ T . So take n > 0 and assume W (m) ⊆ 〈T 〉. For any w ∈ W (n), we
have
(2.1) w = w′ +
∑
i
v
(i)
−1w
(i)
for w′ ∈ T , v(i) ∈ V , and w(i) ∈ W . Since w is homogeneous and T is graded, we may assume
that w′ ∈ T ∩W (n) and also that each v(i) is homogeneous (of positive weight). Then the
w(i) are homogeneous of degree
degw(i) = n− deg v(i)−1 = n− (wt v − (−1)− 1) < n,
so each w(i) ∈ 〈T 〉. Then (2.1) shows w ∈ 〈T 〉 as well. 
Proposition 2.12. The category of C1-cofinite N-gradable weak V -modules equals C1V .
Proof. Remark 2.4 shows that every module in C1V is N-gradable. Conversely, if W =⊕
n∈NW (n) is a C1-cofinite N-gradable weak V -module, [Mi1, Lemma 6] shows that ev-
ery W (n) is finite dimensional. Since W (n) is also L(0)-invariant, each W (n) decomposes
as the direct sum of L(0)-generalized eigenspaces, so W =
⊕
h∈CW[h] where W[h] is the
L(0)-generalized eigenspace with generalized eigenvalue h.
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Now Proposition 2.11 shows that W is generated by the finite-dimensional subspace T =⊕N
n=0W (n) for some sufficiently large N . Let {hi}Ii=1 be the finitely many generalized
eigenvalues for L(0) acting on T . Since T generates W , W (n) for n ∈ N is spanned by
vectors of the form vmw
′ for homogeneous v ∈ V and L(0)-homogeneous w′ ∈ T such that
n = deg vm + degw
′, that is,
n−N ≤ deg vm ≤ n.
Thus the generalized eigenvalues of L(0) acting onW (n) have the form hi+m for somem ≤ n.
In particular, W[h] 6= 0 implies h ∈
⋃I
i=1{hi+N}, and moreover, any W[hi+m] is contained in
the finite-dimensional subspace
⊕N+m
n=0 W (n). This proves the grading-restriction conditions
showing that W is a lower-bounded generalized V -module. 
Finally, the following is a corollary of Proposition 2.12 and the Key Theorem of [Mi1]:
Theorem 2.13. Suppose W1 and W2 are modules in C1V and Y is an intertwining operator
of type
(
W3
W1W2
)
where W3 is an N-gradable weak V -module. Then ImY is a module in C1V .
3. Direct limits of weak modules
In this section, we recall the definition of direct limit (in any category) and discuss the
basic properties of direct limits in the category of weak modules for a vertex operator algebra.
Definition 3.1. A directed set is a a non-empty set I with a reflexive, transitive binary
relation ≤ such that for any i, j ∈ I, there exists k ∈ I such that i ≤ k and j ≤ k.
Remark 3.2. To any directed set (I,≤), we can associate a small category with object set
I and Hom(i, j) non-empty (and a singleton) if and only if i ≤ j.
Remark 3.3. If (I,≤) is a directed set, then for any finite subset {in}Ni=1 ⊆ I, there exists
k ∈ I such that in ≤ k for all 1 ≤ n ≤ N .
Now we define direct limits in any category C:
Definition 3.4. Let C a category.
• A direct system (or inductive system) is a functor α : I → C, where I is the category
associated to a directed set (I,≤) as in Remark 3.2. If i, j ∈ I such that i ≤ j, then
we use f ji : α(i)→ α(j) to denote the morphism α(i→ j) in C. Thus
f ii = Idα(i)
for any i ∈ I and
fkj ◦ f ji = fki
if i ≤ j ≤ k in I.
• A target of a direct system α : I → C is an object X in C together with morphisms
ψi : α(i)→ X such that
ψi = ψj ◦ f ji
for any i ≤ j in I.
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• A direct limit (or inductive limit) of a direct system α : I → C is a target (lim−→α, {φi}i∈I)
satisfying the following universal property: for any target (X, {ψi}i∈I), there is a
unique morphism F : lim−→α→ X such that the diagram
α(i)
φi

ψi
%%▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
lim−→α F // X
commutes for all i ∈ I.
We now fix a vertex operator algebra V and let W denote the full category of weak
V -modules. Note that W is a C-linear abelian category; recall that this means:
(1) Morphism sets are C-vector spaces such that composition is bilinear.
(2) There is a zero object 0.
(3) Any finite set of objects has a biproduct.
(4) Every morphism has a kernel and cokernel.
(5) Every monomorphism is a kernel and every epimorphism is a cokernel.
In addition,W is closed under arbitrary coproducts since any direct sum of weak V -modules
is a weak V -module in the obvious way. For a direct sum
⊕
i∈I W (i) in W, we will use qi to
denote the inclusion of W (i) into the direct sum and pi to denote the projection from the
direct sum to W (i).
Proposition 3.5. The category W of weak V -modules contains a direct limit of any direct
system α : I →W.
Proof. We can use the construction of direct limits in the category of vector spaces. For a
direct system α : I → C, we set α(i) = W (i) for i ∈ I and define
lim−→α =
⊕
i∈I
W (i)
/
Kα
where
Kα =
∑
i∈I
∑
j≥i
span{qi(wi)− qj(f ji (wi)) |wi ∈ W (i)}.
We define φi : W (i) → lim−→α for i ∈ I to be qi followed by projection onto the quotient.
Then it is immediate from the definition of Kα that φj ◦ f ji = φi for any i ≤ j in I.
Since the W (i) are weak V -modules, the direct sum
⊕
i∈I W (i) has the structure of a
weak V -module such that the qi are V -homomorphisms. Also, Kα is a weak V -submodule,
because if qi(wi)− qj(f ji (wi)) is a spanning vector of Kα, then for v ∈ V ,
Y⊕
i∈IW (i)(v, x)
(
qi(wi)− qj(f ji (wi))
)
= qi
(
YW (i)(v, x)wi
)− qj (f ji (YW (i)(v, x)wi)) ,
so that the coefficients of powers of x are still spanning vectors of Kα. Thus the quotient
lim−→α is a weak V -module and φi for each i ∈ I is a V -homomorphism.
Now we show that (lim−→α, {φi}i∈I) is actually a direct limit of α. Thus suppose (X, {ψi}i∈I)
is a target of α and define
F =
∑
i∈I
ψi ◦ pi :
⊕
i∈I
W (i)→ X.
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If qi(wi)− qj(f ji (wi)) is a spanning vector for Kα, then
F
(
qi(wi)− qj(f ji (wi))
)
= ψi(wi)− ψj(f ji (wi)) = 0,
so F descends to a well-defined homomorphism F : lim−→α→ X such that
F ◦ φi = F ◦ qi = ψi
for ∈ I. That F is the unique homomorphism such that F ◦ φi = ψi follows because lim−→α is
spanned by the images of the φi. 
In the realization of (lim−→α, {φi}i∈I) given in the preceding proof, lim−→α is the sum of the
images of the φi. In fact, from the universal property, any realization of the direct limit will
be the sum of the images of the φi. From properties of directed sets, we can say more:
Proposition 3.6. For any direct limit (lim−→α, {φi}i∈I) of a direct system α : I →W,
lim−→α =
⋃
i∈I
Imφi.
Proof. We have seen that any vector b ∈ lim−→α can be written φi1(w1) + . . . + φiN (wN) for
finitely many i1, . . . , iN ∈ I and wn ∈ W (in) for 1 ≤ n ≤ N . By Remark 3.3, there is some
k ∈ I such that in ≤ k for each n. Then
b =
N∑
n=1
φin(wn) =
N∑
n=1
φk(f
k
in(wn)) ∈ Imφk.
This shows that lim−→α ⊆
⋃
i∈I Imφi, and the reverse inclusion is obvious. 
Later, we will need a characterization of the kernels of the φi associated to a direct limit:
Lemma 3.7. For any direct limit (lim−→α, {φi}i∈I) of a direct system α : I →W,
Kerφi =
⋃
j≥i
Ker f ji .
Proof. If i ≤ j for some j ∈ I, then Ker f ji ⊆ Kerφi because φj ◦ f ji = φi. Conversely, we
need to show that if wi ∈ Kerφi, then wi ∈ Ker fki for some k ≥ i in I. We may use the
realization of the direct limit lim−→α from the proof of Proposition 3.5, so that wi ∈ Kerφi if
and only if qi(wi) ∈ Kα, that is, if and only if
qi(wi) =
N∑
n=1
(
qin(wn)− qjn(f jnin (wn))
)
for certain in, jn ∈ I such that in ≤ jn and wn ∈ W (in).
By using the notation wN+n = −f jnin (wn), iN+n = jn for n ∈ {1, . . . , N}, we may rewrite
(3.1) qi(wi) =
2N∑
n=1
qin(wn).
Moreover, by Remark 3.3, there is some k ∈ I such that i ≤ k and jn ≤ k for 1 ≤ n ≤ N .
Then we get
2N∑
n=1
fkin(wn) =
N∑
n=1
(
fkin(wn)− fkjn(f jnin (wn))
)
= 0.(3.2)
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By applying the projection pj to (3.1) for j ∈ I, we see that∑
in=j
wn = δi,jwi.
Thus using (3.2), we conclude
0 =
2N∑
i=1
fkin(wn) =
∑
j≤k
∑
in=j
fkj (wn) =
∑
j≤k
fkj (δi,jwi) = f
k
i (wi).
That is, wi ∈ Ker fki . 
4. Direct limit completion in the weak module category
In this section, we will define the direct limit completion Ind(C) of a category C of grading-
restricted generalized modules for a vertex operator algebra in the category W of weak
modules. The work here is motivated by the ind-completion constructions of, for example
[KS, Chapters 6], but it is important to note that here we are using the ambient category
W of weak modules rather than the Yoneda category C∧ of contravariant functors from C
to vector spaces. By [KS, Proposition 2.7.1], there will be an essentially surjective functor
from the ind-completion of [KS, Chapter 6] to the category Ind(C) defined here, but it is not
clear whether this functor will be fully faithful.
We now fix a category of V -modules that satisfies the following conditions:
Assumption 4.1. Assume that C is a full (sub)category of grading-restricted generalized
V -modules such that:
(1) The zero module 0 is an object of C.
(2) The category C is closed under submodules, quotients, and finite direct sums.
(3) Every module in C is finitely generated.
Note that the first two assumptions on C guarantee that C is an abelian category. The
third assumption is needed for the following two lemmas that we will need in the next section:
Lemma 4.2. Suppose (lim−→α, {φi}i∈I) is the direct limit in W of a direct system α : I → C.
If W ⊆ lim−→α is any V -submodule that is an object of C, then W ⊆ Imφi for some i ∈ I.
Proof. Since lim−→α =
⋃
i∈I Imφi by Proposition 3.6, the finitely many generators of W are
contained in
∑N
n=1 Imφjn for finitely may jn ∈ I. Thus
W ⊆
N∑
n=1
Imφjn ⊆ Im φi
where i ∈ I is such that jn ≤ i for each n. 
Lemma 4.3. If (lim−→α, {φi}i∈I) is the direct limit in W of a direct system α : I → C, then
for each i ∈ I,
Kerφi = Ker f
j
i
for some j ∈ I.
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Proof. By Lemma 3.7, Kerφi =
⋃
j≥iKer f
j
i . Since Kerφi ⊆ W (i) is a submodule of a
module in C, it is itself a module in C and is finitely generated. Thus there are finitely many
j1, . . . , jN ∈ I such that
Kerφi ⊆
N∑
n=1
Ker f jni ⊆ Ker f ji ,
where j ∈ I is such that jn ≤ j for each n. Since obviously Ker f ji ⊆ Kerφi, we get
Kerφi = Ker f
j
i . 
We now introduce the direct limit completion of C in W:
Definition 4.4. The direct limit completion of C in W is the full subcategory Ind(C) of
objects in W which are isomorphic to direct limits of direct systems α : I → C.
We would like to realize objects of Ind(C) as direct limits in a canonical way. For any weak
V -module X , let IX denote the set of V -submodules which are objects of C; IX is non-empty
because by assumption 0 is an object of C. Then (IX ,⊆) is a directed set because if W1,W2
are two C-submodules of X , then so is W1+W2: it is a quotient of W1⊕W2 and C is closed
under finite direct sums and quotients by assumption. Thus for any weak V -module X , we
can define the inductive system αX : IX → C by αX(W ) = W for C-submodules W ⊆ X ,
with f W˜W : W → W˜ for W ⊆ W˜ ⊆ X the inclusion.
We would like to show that if X is an object of Ind(C), then X is isomorphic to lim−→αX .
Indeed, defining iW : W → X for any W ∈ IX to be the inclusion, (X, {iW}W∈IX}) is a
target of αX . Thus by the universal property of lim−→αX , we have a unique V -homomorphism
QX : lim−→αX → X such that
W
φW

iW
""❋
❋❋
❋❋
❋❋
❋❋
❋
lim−→αX QX
// X
commutes for W ∈ IX .
Proposition 4.5. The V -homomorphism QX is injective for every weak V -module X and
is surjective if and only if X is an object of Ind(C).
Proof. We use Proposition 3.6. For b ∈ KerQX , we have b = φW (w) for some C-submodule
W ∈ IX and w ∈ W , so that
0 = QX(b) = QX(φW (w)) = iW (w).
Since iW is injective, w = 0 and b = φW (w) = 0 as well. Thus KerQX = 0.
Now if X is not an object of Ind(C), then QX is not surjective because QX cannot be
an isomorphism. On the other hand, if X is an object of Ind(C), then Proposition 3.6
implies that X is the union of submodules which are objects of C (because C is closed under
quotients). In other words, for any b ∈ X , b = iW (w) for some C-submodule W ∈ IX and
w ∈ W . Thus
b = iW (w) = QX(φW (w))
and we conclude ImQX = X . 
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A byproduct of the above proof is that QX is surjective (and therefore an isomorphism)
precisely when X is the union of submodules which are objects of C. Every vector in such a
weak module X is an element of a (grading-restricted) generalized submodule, and hence is
the sum of generalized L(0)-eigenvectors. So X is actually a generalized module (see [HLZ1,
Remark 2.13]). We can rephrase these observations as an alternative characterization of
Ind(C):
Proposition 4.6. The category Ind(C) is the full subcategory of generalized V -modules that
are unions of submodules which are objects of C.
Note that this proposition implies in particular that C itself is a subcategory of Ind(C) (as
it should be). In fact, when W is an object of C, it is easy to show that the inverse of QW
is φW : W → lim−→αW . We can also use the characterization of Ind(C) in the proposition to
show that Ind(C) is an abelian category:
Proposition 4.7. The direct limit completion Ind(C) is a C-linear abelian category and is
closed under arbitrary coproducts.
Proof. Using Proposition 4.6, any direct sum of generalized modules in Ind(C) is still a union
of C-submodules and hence is still an object of Ind(C). Then to show that Ind(C) is abelian,
in particular closed under kernels and cokernels, we just need to show that Ind(C) is closed
under submodules and quotients.
Suppose X˜ is any submodule of a generalized module X in Ind(C). By Proposition 4.6,
any b ∈ X˜ is contained in a C-submodule W ⊆ X . Since C is closed under submodules,
W ∩ X˜ is a C-submodule of X˜ that contains b. It follows that X˜ is a union of submodules
from C.
Now consider the quotient X/X˜ where X is a generalized module in Ind(C). For any
b+X˜ ∈ X/X˜ , there is a C-submoduleW ⊆ X such that b ∈ W , so that b+X˜ ∈ (W+X˜)/X˜ ∼=
W/W ∩ X˜ . Since C is closed under quotients, b+ X˜ is contained in a C-submodule of X/X˜
and we conclude that X/X˜ is the union of its C-submodules. 
In preparation for the next section, where we will extend braided tensor category structure
on C to Ind(C), we describe how to extend a functor
F : Cn → C,
for n ∈ Z+, to W. For such a functor F and for weak modules X1, . . . , Xn, we define the
direct system
αF ;X1,...,Xn : IX1 × · · · × IXn → C
by
αF ;X1,...,Xn(W1, . . . ,Wn) = F(W1, . . . ,Wn)
for Wk ∈ IXk , k = 1, . . . , n, and
f W˜1,...,W˜nW1,...,Wn = F(f W˜1W1 , . . . , f W˜nWn )
for Wk ⊆ W˜k, k = 1, . . . , n. We can then define the functor F̂ :Wn → Ind(C) on objects by
F̂(X1, . . . , Xn) = lim−→αF ;X1,...,Xn.
We also need to define F̂(F1, . . . , Fn) for morphisms Fk : Xk → X˜k in W, k = 1, . . . , n. For
this, observe that Fk(Wk) = Im(Fk ◦ iWk) is a quotient of Wk and hence a C-submodule of
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X˜k. Thus if we use Fk|Wk : Wk → Fk(Wk) to denote the C-morphism induced by Fk ◦ iWk ,
we can attempt to define F̂(F1, . . . , Fn) to be the unique homomorphism such that
F(W1, . . . ,Wn)
φW1,...,Wn

F(F1|W1 ,...,Fn|Wn) // F(F1(W1), . . . , Fn(Wn))
φF1(W1),...,Fn(Wn)

lim−→αF ;X1,...,Xn F̂ (F1,...,Fn)
// lim−→αF ;X˜1,...X˜n
commutes for (W1, . . . ,Wn) ∈ IX1 ×· · ·× IXn . To show that indeed F̂(F1, . . . , Fn) exists, we
check that if Wk ⊆ W˜k, k = 1, . . . , n, in IXk , then
φF1(W˜1),...,Fn(W˜n) ◦ F(F1|W˜1, . . . , Fn|W˜n) ◦ F
(
f W˜1W1 , . . . , f
W˜n
Wn
)
= φF1(W˜1),...,Fn(W˜n) ◦ F
(
F1|W˜1 ◦ f W˜1W1 , . . . , Fn|W˜n ◦ f W˜nWn
)
= φF1(W˜1),...,Fn(W˜n) ◦ F
(
(f
F1(W˜1)
F1(W1)
◦ F1|W1, . . . , fFn(W˜n)Fn(Wn) ◦ Fn|Wn
)
= φF1(W˜1),...,Fn(W˜n) ◦ F
(
f
F1(W˜1)
F1(W1)
, . . . , , f
Fn(W˜n)
Fn(Wn)
)
◦ F (F1|W1, . . . , Fn|Wn)
= φF1(W1),...,Fn(Wn) ◦ F (F1|W1, . . . , Fn|Wn) ,
as required.
To verify that F̂ is actually a functor, we first observe that F̂(IdX1 , . . . , IdXn) satisfies
F̂(IdX1, . . . , IdXn) ◦ φW1,...,Wn = φW1,...,Wn ◦ F(IdW1 , . . . , IdWn) = φW1,...,Wn
for (W1, . . . ,Wn) ∈ IX1 × · · · × IXn and thus is the identity on lim−→αF ;X1,...,Xn. Then, for two
composable morphisms (F1, . . . , Fn) and (G1, . . . , Gn) in Wn, we have
F̂(F1, . . . ,Fn) ◦ F̂(G1, . . . , Gn) ◦ φW1,...Wn
= F̂(F1, . . . , Fn) ◦ φG1(W1),...,Gn(Wn) ◦ F(G1|W1, . . . , Gn|Wn)
= φF1(G1(W1)),...,Fn(Gn(Wn)) ◦ F(F1|G1(W1), . . . , Fn|Gn(Wn)) ◦ F(G1|W1, . . . , Gn|Wn)
= φ(F1◦G1)(W1),...,(Fn◦Gn)(Wn) ◦ F((F1 ◦G1)|W1, . . . , (Fn ◦Gn)|Wn)
= F̂(F1 ◦G1, . . . , Fn ◦Gn) ◦ φW1,...,Wn
for all (W1, . . . ,Wn) ∈ IX1 × · · · × IXn , and thus we must have
F̂(F1, . . . , Fn) ◦ F̂(G1, . . . , Gn) = F̂(F1 ◦G1, . . . , Fn ◦Gn).
This proves that F̂ :Wn → Ind(C) is a functor.
If F ,G : Cn → C are two functors and Ψ : F → G is a natural transformation, we can
extend to a natural transformation Ψ̂ : F̂ → Ĝ. Indeed, for objects X1, . . . , Xn in W, we
define
Ψ̂X1,...,Xn : F̂(X1, . . . , Xn)→ Ĝ(X1, . . . , Xn)
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to be the unique morphism such that the diagram
F(W1, . . . ,Wn)
ΨW1,...,Wn //
φW1,...,Wn

G(W1, . . . ,Wn)
ψW1,...,Wn

lim−→αF ;X1,...,Xn Ψ̂X1,...,Xn
// lim−→αG;X1...,Xn
commutes for all (W1, . . . ,Wn) ∈ IX1 × · · · × IXn . That Ψ̂X1,...,Xn exists follows from the
calculation
ψW˜1,...,W˜n ◦ΨW˜1,...,W˜n◦F(f W˜nW1 , . . . , f W˜nWn )
= ψW˜1,...,W˜n ◦ G(f W˜1W1 , . . . , f W˜nWn ) ◦ΨW1,...,Wn
= ψW1,...,Wn ◦ΨW1,...,Wn,
where Wk ⊆ W˜k in IXk for each k. Then we show that Ψ̂ is a natural transformation using
the commutative diagrams
F(W1, . . . ,Wn)
ΨW1,...,Wn //
φW1,...,Wn

G(W1, . . . ,Wn)
ψW1,...,Wn

G(F1|W1 ,...Fn|Wn ) // G(F1(W1), . . . , Fn(Wn))
ψF1(W1),...,Fn(Wn)

lim−→αF ;X1,...,Xn Ψ̂X1,...,Xn
// lim−→αG;X1...,Xn Ĝ(F1,...,Fn)
// lim−→αG;X˜1,...,X˜n
and
F(W1, . . . ,Wn)
φW1,...,Wn

F(F1|W1 ...Fn|Wn)// F(F1(W1), . . . , Fn(Wn))
ΨF1(W1),...,Fn(Wn)//
φF1(W1),...,Fn(Wn)

G(F1(W1), . . . , Fn(Wn))
ψF1(W1),...,Fn(Wn)

lim−→αF ;X1,...,Xn F̂(F1,...,Fn)
// lim−→αF ;X˜1,...,X˜n Ψ̂
X˜1,...,X˜n
// lim−→αG;X˜1...,X˜n
for all (W1, . . . ,Wn) ∈ IX1×· · ·×IXn together with the fact that Ψ is a natural transformation.
In the case that F is the identity functor IdC : C → C, we get ÎdC : W → Ind(C) defined
on objects by
ÎdC(X) = lim−→αX ,
while for a morphism F : X → X˜ in W, ÎdC(F ) is characterized by the commutativity of
W
φW

F |W // F (W )
φF (W )

lim−→αX ÎdC(F )
// lim−→αX˜
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for all W ∈ IX . The morphisms QX : lim−→αX → X for objects X in W determine a natural
transformation Q : ÎdC → IdW . This follows from the commutative diagrams
W
φW

F |W // F (W )
φF (W )

iF (W )
$$■
■■
■■
■■
■■
■■
lim−→αX ÎdC(F )
// lim−→αX˜ Q
X˜
// X˜
and W
φW

iW
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏
lim−→αX QX // X F // X˜
for W ∈ IX , since
iF (W ) ◦ F |W = F ◦ iW .
By Proposition 4.5, Q is a natural isomorphism when restricted to Ind(C).
5. The direct limit completion as a braided tensor category
We continue to work in the setting of the previous two sections, now with additional
assumptions:
Assumption 5.1. The category C of grading-restricted generalized V -modules satisfies:
(1) The vertex operator algebra V is an object of C.
(2) The category C is a braided tensor category with tensor product bifunctor ⊠, unit
object V , natural left and right unit isomorphisms l and r, natural associativity
isomorphisms A, and natural braiding isomorphisms R.
(3) The braided tensor category C has a twist natural isomorphism θ : IdC → IdC such
that θV = IdV and the balancing equation
θW1⊠W2 = RW2,W1 ◦ RW1,W2 ◦ (θW1 ⊠ θW2)
holds for modules W1, W2 in C.
(4) For any module W in C, the functors W ⊠ • and •⊠W are right exact.
Remark 5.2. For this section, we do not need to explicitly assume that the braided tensor
category structure on C is the natural vertex algebraic one of [HLZ8] described in Section 2.
In fact, the results of this section will hold for general abelian categories C andW satisfying
suitable assumptions. However, if the braided tensor category structure on C is indeed the
natural vertex algebraic one, the right exactness of W ⊠ • and •⊠W are automatic [HLZ3,
Proposition 4.26].
Our goal in this section is to extend the braided tensor category structure on C to Ind(C)
in a natural way. To obtain a tensor product bifunctor on Ind(C), and indeed on W, we
notice that ⊠ : C × C → C induces
⊠̂ :W ×W → Ind(C),
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as described in the preceding section. For objects X1, X2 in W, we use the notation
α⊠;X1,X2 = αX1 ⊠ αX2 . Then the tensor product of morphisms F1, F2 in W is character-
ized by the commutative diagrams
W1 ⊠W2
φW1,W2

F1|W1⊠F2|W2 // F1(W1)⊠ F2(W2)
φF1(W1),F2(W2)

lim−→αX1 ⊠ αX2 F1⊠̂F2
// lim−→αX˜1 ⊠ αX˜2
for (W1,W2) ∈ IX1 × IX2 .
The unit object of Ind(C) will be V , the unit object of C. For a weak module X , we would
like to define left and right unit morphisms lX : V ⊠̂X → X and rX : X⊠̂V → X to be the
unique morphisms such that the diagrams
U ⊠W
φU,W

iU⊠IdW // V ⊠W
iW ◦lW

lim−→αV ⊠ αX lX
// X
and W ⊠ U
φW,U

IdW⊠iU // W ⊠ V
iW ◦rW

lim−→αX ⊠ αV rX // X
commute for all objects (U,W ) ∈ IV × IX . That lX exists follows from the calculation
iW˜ ◦ lW˜ ◦ (iU˜ ⊠ IdW˜ ) ◦ (f U˜U ⊠ f W˜W ) = iW˜ ◦ lW˜ ◦ (iU ⊠ f W˜W )
= iW˜ ◦ f W˜W ◦ lW ◦ (iU ⊠ IdW )
= iW ◦ lW ◦ (iU ⊠ IdW )
for any U ⊆ U˜ in IV and W ⊆ W˜ in IX , and rX is similarly well defined. To show that
l : V ⊠̂• → IdW is a natural transformation, we use the commutative diagram
U ⊠W
IdU⊠F |W //
φU,W

U ⊠ F (W )
φU,F (W )

iU⊠IdF (W ) // V ⊠ F (W )
iF (W )◦lF (W )

lim−→αV ⊠ αX IdV ⊠̂F
// lim−→αV ⊠ αX˜ l
X˜
// X˜
for (g, i) ∈ IV × IX , so that
lX˜ ◦ (IdV ⊠̂F ) ◦ φU,W = iF (W ) ◦ lF (W ) ◦ (iU ⊠ F |W )
= iF (W ) ◦ F |W ◦ lW ◦ (iU ⊠ IdW )
= F ◦ iW ◦ lW ◦ (iU ⊠ IdW )
= F ◦ lX ◦ φU,W
for all (U,W ) ∈ IV × IX , as required. The proof that r : •⊠̂1 → IdW is a natural transfor-
mation is similar.
Although lX and rX cannot be isomorphisms when X is not an object of Ind(C), we do
have:
Proposition 5.3. For any weak V -module X, lX and rX are injective. If X is an object of
Ind(C), then lX and rX are also surjective.
20 THOMAS CREUTZIG, ROBERT MCRAE AND JINWEI YANG
Proof. We give the proofs for lX , since the proofs for rX are essentially the same. To show
that lX is injective, suppose lX(b) = 0 for b ∈ V ⊠̂X . We may assume that b = φU,W (w˜) for
U ⊆ V in IV , W ⊆ X in IX , and w˜ ∈ U ⊠W . Then
0 = lX(b) = lX(φU,W (w˜)) = (iW ◦ lW ◦ (iU ⊠ IdW ))(w˜) = (iW ◦ lW )
(
(fVU ⊠ f
W
W )(w˜)
)
.
Since iW ◦ lW is injective, this means (fVU ⊠ fWW )(w˜) = 0, and then
b = φU,W (w˜) =
(
φV,W ◦ (fVU ⊠ fWW )
)
(w˜) = 0
as well. Thus Ker lX = 0.
To show that lX is surjective when X is in Ind(C), suppose b ∈ X . Since X is a union of
C-submodules by Proposition 4.6, we have b = iW (w) for some W ∈ IX and w ∈ W . Then
because lW is surjective, w = lW (w˜) for some w˜ ∈ V ⊠W , so
b = iW (lW (w˜)) = lX(φV,W (w˜)) ∈ Im lX .
Thus Im lX = X . 
The next task is to construct natural associativity isomorphisms in Ind(C) (and indeed
in W). The triple tensoring functors ⊠ ◦ (IdC × ⊠),⊠ ◦ (⊠ × IdC) : C × C × C → C induce
functors W ×W ×W → Ind(C); we denote them by
(X1, X2, X3) 7→ lim−→αX1 ⊠ (αX2 ⊠ αX3), (X1, X2, X3) 7→ lim−→(αX1 ⊠ αX2)⊠ αX3
on objects. These functors are naturally isomorphic via Â, but they are not equal to
(X1, X2, X3) 7→ X1⊠̂(X2⊠̂X3), (X1, X2, X3) 7→ (X1⊠̂X2)⊠̂X3.
To get associativity isomorphisms on W, we need an analogue of Fubini’s Theorem showing
that the two iterated tensor products are isomorphic to the two multiple tensor products.
We first need to construct natural transformations
TX1,(X2,X3) : lim−→αX1 ⊠ (αX2 ⊠ αX3)→ X1⊠̂(X2⊠̂X3)
(
= lim−→αX1 ⊠ αX2⊠̂X3
)
T(X1,X2),X3 : lim−→ (αX1 ⊠ αX2)⊠ αX3 → (X1⊠̂X2)⊠̂X3
(
= lim−→αX1⊠̂X2 ⊠ αX3
)
Actually, for proving the pentagon axiom later, we need more general homomorphisms. For
weak modules X1, X2 and a direct system α : I → C, we define the direct systems
α⊠ (αX1 ⊠ αX2) : I × IX1 × IX2 → C
(i,W1,W2) 7→W (i)⊠ (W1 ⊠W2)
f j,W˜1,W˜2i,W1,W2 = f
j
i ⊠ f
W˜1
W1
⊠ f W˜2W2
and
α⊠ αX1⊠̂X2 : I × IX1⊠̂X2 → C
(i,W1,2) 7→W (i)⊠W1,2
f
j,W˜1,2
i,W1,2
= f ji ⊠ f
W˜1,2
W1,2
,
and we define (αX1 ⊠ αX2)⊠ α, αX1⊠̂X2 ⊠ α similarly. Also for W1 ∈ IX1 and W2 ∈ IX2 , we
factorize φW1,W2 : W1 ⊠W2 → X1⊠̂X2 as
W1 ⊠W2
φ′W1,W2−−−−→ ImφW1,W2
iW1,W2−−−−→ X1⊠̂X2.
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Then we define
Tα,(X1,X2) : lim−→α⊠ (αX1 ⊠ αX2)→ lim−→α⊠ αX1⊠̂X2
T(X1,X2),α : lim−→ (αX1 ⊠ αX2)⊠ α→ lim−→αX1⊠̂X2 ⊠ α
to be the unique homomorphisms such that the diagrams
W (i)⊠ (W1 ⊠W2)
φi,W1,W2

IdW (i)⊠φ
′
W1,W2 // W (i)⊠ ImφW1,W2
φi, ImφW1,W2

lim−→α⊠ (αX1 ⊠ αX2) Tα,(X1,X2)
// lim−→α⊠ αX1⊠̂X2
and
(W1 ⊠W2)⊠W (i)
φ′
W1,W2
⊠IdW (i)
//
φW1,W2,i

ImφW1,W2 ⊠W (i)
φImφW1,W2 , i

lim−→(αX1 ⊠ αX2)⊠ α T(X1,X2),α
// lim−→αX1⊠̂X2 ⊠ α
commute for (i,W1,W2) ∈ I × IX1 × IX2 . To verify that Tα,(X1,X2) exists, suppose i ≤ j in I
and Wk ⊆ W˜k in IXk for k = 1, 2. Then
φj, Imφ
W˜1,W˜2
◦(IdW (j) ⊠ φ′W˜1,W˜2) ◦
(
f ji ⊠ (f
W˜1
W1
⊠ f W˜2W2 )
)
= φj, Imφ
W˜1,W˜2
◦
(
f ji ⊠ f
Imφ
W˜1,W˜2
ImφW1,W2
)
◦ (IdW (i) ⊠ φ′W1,W2)
= φi, ImφW1,W2 ◦ (IdW (i) ⊠ φ′W1,W2),
where the first equality follows from
iW˜1,W˜2 ◦ φ′W˜1,W˜2◦(f
W˜1
W1
⊠ f W˜2W2 ) = φW˜1,W˜2 ◦ (f W˜1W1 ⊠ f W˜2W2 )
= φW1,W2 = iW1,W2 ◦ φ′W1,W2 = iW˜1,W˜2 ◦ f
Imφ
W˜1,W˜2
ImφW1,W2
◦ φ′W1,W2
together with the injectivity of iW˜1,W˜2. By a similar argument, T(X1,X2),α is well defined.
Proposition 5.4. The homomorphisms Tα,(X1,X2) and T(X1,X2),α are isomorphisms.
Proof. We give the prove for Tα,(X1,X2), and the proof for T(X1,X2),α is essentially the same.
To show that Tα,(X1,X2) is injective, suppose Tα,(X1,X2)(b) = 0 for some
b = φi,W1,W2(w) ∈ lim−→α⊠ (αX1 ⊠ αX2),
where i ∈ I, W1 ∈ IX1, W2 ∈ IX2 , and w ∈ W (i)⊠ (W1 ⊠W2). Thus
φi, ImφW1,W2
(
(IdW (i) ⊠ φ
′
W1,W2
)(w)
)
= 0.
By Lemma 3.7, this means that there exist j ≥ i in I and W1,2 ⊇ Im φW1,W2 in IX1⊠̂X2 such
that (
f ji ⊠ (f
W1,2
ImφW1,W2
◦ φ′W1,W2)
)
(w) = 0.
Since Lemma 4.2 implies that W1,2 ⊆ ImφW˜1,W˜2 for some W˜1 ∈ IX1 , W˜2 ∈ IX2 , and since
f
Imφ
W˜1,W˜2
ImφW1,W2
= f
Imφ
W˜1,W˜2
W1,2
◦ fW1,2ImφW1,W2 ,
22 THOMAS CREUTZIG, ROBERT MCRAE AND JINWEI YANG
we get
(5.1)
(
f ji ⊠ (f
Imφ
W˜1,W˜2
ImφW1,W2
◦ φ′W1,W2)
)
(w) = 0.
Now, by Lemma 4.3, KerφW˜1,W˜2 = Ker(f
U1
W˜1
⊠ fU2
W˜2
) for some U1 ∈ IX1, U2 ∈ IX2 . Then
because IX1 and IX2 are directed sets, we have U˜1 ∈ IX1 and U˜2 ∈ IX2 such that W1, U1 ⊆ U˜1
and W2, U2 ⊆ U˜2.
We now have the following commutative diagram:
ImφW˜1,W˜2
i
W˜1,W˜2

ImφW1,W2
f
Im φ
W˜1,W˜2
Im φW1,W2
77♦♦♦♦♦♦♦♦♦♦♦♦ iW1,W2 // X1⊠̂X2 W˜1 ⊠ W˜2
φ
W˜1,W˜2oo
φ′
W˜1,W˜2
gg❖❖❖❖❖❖❖❖❖❖
f
U1
W˜1
⊠f
U2
W˜2

W1 ⊠W2
φ′
W1,W2
OO
φW1,W2
77♦♦♦♦♦♦♦♦♦♦♦♦♦♦
f
U˜1
W1
⊠f
U˜2
W2
''PP
PP
PP
PP
PP
PP
ImφU˜1,U˜2
i
U˜1,U˜2
OO
U1 ⊠ U2
φU1,U2
gg❖❖❖❖❖❖❖❖❖❖❖❖❖
f
U˜1
U1
⊠f
U˜2
U2
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦
U˜1 ⊠ U˜2
φ′
U˜1,U˜2
OO
At this point, the key observation is that, because KerφW˜1,W˜2 = Ker(f
U1
W˜1
⊠ fU2
W˜2
), we have a
homomorphism F : ImφW˜1,W˜2 → U1 ⊠ U2 such that
F ◦ φ′
W˜1,W˜2
= fU1
W˜1
⊠ fU2
W˜2
.
We claim that
(5.2) iW˜1,W˜2 = φU1,U2 ◦ F.
Indeed,
iW˜1,W˜2 ◦ φ′W˜1,W˜2 = φW˜1,W˜2 = φU1,U2 ◦ (f
U1
W˜1
⊠ fU2
W˜2
) = φU1,U2 ◦ F ◦ φ′W˜1,W˜2,
so that (5.2) holds by the surjectivity of φ′
W˜1,W˜2
.
The commutative diagram and (5.2) together imply that
φU˜1,U˜2 ◦ (f U˜1W1 ⊠ f U˜2W2) = φU˜1,U˜2 ◦ (f U˜1U1 ⊠ f U˜2U2 ) ◦ F ◦ f
Imφ
W˜1,W˜2
ImφW1,W2
◦ φ′W1,W2.
Since iU˜1,U˜2 is injective, we can replace φU˜1,U˜2 with φ
′
U˜1,U˜2
in this relation. Then Lemma 4.3
again implies that KerφU˜1,U˜2 = Ker(f
V1
U˜1
⊠ fV2
U˜2
) for some V1 ∈ IX1 and V2 ∈ IX2 . This means
we have G : ImφU˜1,U˜2 → V1 ⊠ V2 such that
G ◦ φ′
U˜1,U˜2
= fV1
U˜1
⊠ fV2
U˜2
,
and we conclude that
fV1W1 ⊠ f
V2
W2
= (fV1U1 ⊠ f
V2
U2
) ◦ F ◦ f ImφW˜1,W˜2ImφW1,W2 ◦ φ
′
W1,W2
.
But then using (5.1), (
f ji ⊠ (f
V1
W1
⊠ fV2W2)
)
(w) = 0,
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so that
b = φi,W1,W2(w) =
(
φj,V1,V2 ◦ (f ji ⊠ (fV1W1 ⊠ fV2W2))
)
(w) = 0.
Thus Ker Tα,(X1,X2) = 0.
Now to show that Tα,(X1,X2) is surjective, take b ∈ lim−→α ⊠ αX1⊠̂X2. We may assume
b = φi,W1,2(w) for some i ∈ I, W1,2 ∈ IX1⊠̂X2 , and w ∈ W (i) ⊠ W1,2. By Lemma 4.2,
W1,2 ⊆ ImφW1,W2 for some W1 ∈ IX1 , W2 ∈ IX2 . Now since W (i)⊠ • is right exact,
IdW (i) ⊠ φ
′
W1,W2
: W (i)⊠ (W1 ⊠W2)→W (i)⊠ ImφW1,W2
is surjective, and there exists w˜ ∈ W (i)⊠ (W1 ⊠W2) such that
(IdW (i) ⊠ φ
′
W1,W2)(w˜) = (IdW (i) ⊠ f
ImφW1,W2
W1,2
)(w).
Thus
b = φi,W1,2(w) =
(
φi, ImφW1,W2 ◦ (IdW (i) ⊠ f
ImφW1,W2
W1,2
)
)
(w)
=
(
φi,ImφW1,W2 ◦ (IdW (i) ⊠ φ′W1,W2)
)
(w˜) = Tα,(X1,X2) (φi,W1,W2(w˜)) ,
and we conclude ImTα,(X1,X2) = lim−→α⊠ αX1⊠̂X2. 
Now for weak modules X1, X2, and X3, we can define TX1,(X2,X3) = TαX1 ,(X2,X3) and
T(X1,X2),X3 = T(X1,X2),αX3 . To show that T•,(•,•) is a natural transformation, consider the
commutative diagrams
W1 ⊠ (W2 ⊠W3)
IdW1⊠φ
′
W2,W3

φW1,W2,W3 // lim−→αX1 ⊠ (αX2 ⊠ αX3)
TX1,(X2,X3)

W1 ⊠ ImφW2,W3
F1|W1⊠(F2⊠̂F3)|Im φW2,W3 
φW1,ImφW2,W3 // lim−→αX1 ⊠ αX2⊠̂X3
F1⊠̂(F2⊠̂F3)

F1(W1)⊠ (F2⊠̂F3)(ImφW2,W3)φ
F1(W1),(F2⊠̂F3)(Im φW2,W3
)
// lim−→αX˜1 ⊠ αX˜2⊠̂X˜3
and
W1 ⊠ (W2 ⊠W3)
φW1,W2,W3 //
F1|W1⊠(F2|W2⊠F3|W3)

lim−→αX1 ⊠ (αX2 ⊠ αX3)
̂F1⊠(F2⊠F3)

F1(W1)⊠ (F2(W2)⊠ F3(W3))
IdF1(W1)⊠φ
′
F2(W2),F3(W3)

φF1(W1),F2(W2),F3(W3)// lim−→αX˜1 ⊠ (αX˜2 ⊠ αX˜3)
T
X˜1,X˜2,X˜3

F1(W1)⊠ ImφF2(W2),F3(W3) φF1(W1),ImφF2(W2),F3(W3)
// lim−→αX˜1 ⊠ αX˜2⊠̂X˜3
for (W1,W2,W3) ∈ IX1 × IX2 × IX3 . Then since by definition
(F2⊠̂F3)|ImφW2,W3 ◦ φ′W2,W3 = (F2⊠̂F3) ◦ φW2,W3 = φF2(W2),F3(W3) ◦ (F2|W2 ⊠ F3|W3),
we see that
TX˜1,(X˜2,X˜3) ◦ ̂F1 ⊠ (F2 ⊠ F3) = (F1⊠̂(F2⊠̂F3)) ◦ TX1,(X2,X3)
as required. The proof that T(•,•),• is a natural transformation is essentially the same.
24 THOMAS CREUTZIG, ROBERT MCRAE AND JINWEI YANG
We now have a natural associativity isomorphism for the tensor product ⊠̂, which we
denote by A. It is defined by
AX1,X2,X3 = T(X1,X2),X3 ◦ ÂX1,X2,X3 ◦ T−1X1,(X2,X3)
for weak modules X1, X2, and X3 (note that it is not necessary to restrict to Ind(C) here).
Finally, we consider the braiding and twist. The natural braiding isomorphism R : ⊠ →
⊠ ◦σ, where σ is the permutation functor, induces a natural braiding isomorphism R̂ : ⊠̂→
⊠̂ ◦ σ such that
W1 ⊠W2
φW1,W2

RW1,W2 // W2 ⊠W1
φW2,W1

lim−→αX1 ⊠ αX2 R̂X1,X2
// lim−→αX2 ⊠ αX1
commutes for objects (W1,W2) ∈ IX1 × IX2. Note that R̂X1,X2 is an isomorphism even if
X1 and X2 are not objects of Ind(C). Similarly, the twist θ induces a natural isomorphism
θ̂ : ÎdC → ÎdC such that
W
φW

θW // W
φW

lim−→αX θ̂X
// lim−→αX
for W ∈ IX . Restricting to Ind(C), we get a natural isomorphism Θ : IdInd(C) → IdInd(C)
defined by ΘX = QX ◦ θ̂X ◦ Q−1X for generalized modules X in Ind(C). For any generalized
module X in Ind(C) and W ∈ IX , we claim that ΘX |W = θW , that is, the diagram
(5.3) W
θW //
iW

W
iW

X
ΘX
// X
commutes. To prove this, we calculate
ΘX ◦ iW = QX ◦ θ̂X ◦Q−1X ◦ iW = QX ◦ θ̂X ◦Q−1X ◦QX ◦ φW
= QX ◦ θ̂X ◦ φW = QX ◦ φW ◦ θW = iW ◦ θW ,
using the definitions.
We can now prove that Ind(C) is a braided tensor category with twist:
Theorem 5.5. The structure (Ind(C), ⊠̂, V, l, r,A, R̂,Θ) is a C-linear braided tenor category
with twist.
Proof. We have already observed in Proposition 4.7 that Ind(C) is a C-linear abelian category,
but we still need to show that the tensor product of morphisms is bilinear. It is sufficient to
show that for homomorphisms F1, G : X1 → X˜1, F2 : X2 → X˜2 in W and h ∈ C,
(5.4) (hF1 +G)⊠̂F2 = h(F1⊠̂F2) +G⊠̂F2.
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The proof for F1⊠̂(hF2 + G) will be essentially the same, or alternatively, use the natural
braiding isomorphism R̂ (plus bilinearity of composition).
To prove (5.4), it is enough to show that
((hF1 +G)⊠̂F2) ◦ φW1,W2 = h(F1⊠̂F2) ◦ φW1,W2 + (G⊠̂F2) ◦ φW1,W2
for all W1 ∈ IW1, W2 ∈ IW2. Take W˜1 ∈ IX˜1 such that F1(W1), G(W1), (hF1 +G)(W1) ⊆ W˜1
(for example, take W˜1 = F1(W1) +G(W1)). Then we find
((hF1 +G)⊠̂F2)◦φW1,W2 = φ(hF1+G)(W1),F2(W2) ◦ ((hF1 +G)|W1 ⊠ F2|W2)
= φW˜1,F2(W2) ◦ (f W˜1(hF1+G)(W1) ⊠ IdF2(W2)) ◦ ((hF1 +G)|W1 ⊠ F2|W2)
= hφW˜1,F2(W2) ◦ (f W˜1F1(W1) ⊠ IdF2(W2)) ◦ (F1|W1 ⊠ F2|W2)
+ φW˜1,F2(W2) ◦ (f W˜1G(W1) ⊠ IdF2(W2)) ◦ (G|W1 ⊠ F2|W2)
= hφF1(W1),F2(W2) ◦ (F1|W1 ⊠ F2|W2) + φG(W1),F2(W2) ◦ (G|W1 ⊠ F2|W2)
= h(F1⊠̂F2) ◦ φW1,W2 + (G⊠̂F2) ◦ φW1,W2,
where we have used the bilinearity of ⊠ for the third equality.
Now we prove the triangle axiom. We need to show that the diagram
X1⊠̂(V ⊠̂X2)
AX1,V,X2 //
IdX1⊠̂lX2 ((❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
(X1⊠̂V )⊠̂X2
rX1⊠̂IdX2
X1⊠̂X2
commutes, or equivalently,
(5.5) (IdX1⊠̂lX2) ◦ TX1,(V,X2) = (rX1⊠̂IdX2) ◦ T(X1,V ),X2 ◦ ÂX1,1,X2.
Using the definitions, the left side here is characterized by the commutative diagram
W1 ⊠ (U ⊠W2)
φW1,U,W2

IdW1⊠φ
′
U,W2 // W1 ⊠ ImφU,W2
φW1,ImφU,W2

IdW1⊠lX2 |ImφU,W2 // W1 ⊠ lX2(ImφU,W2)
φW1,lX2 (ImφU,W2 )

lim−→αX1 ⊠ (αV ⊠ αX2) TX1,(V,X2)
// lim−→αX1 ⊠ αV ⊠̂αX2 IdX1⊠̂lX2
// lim−→αX1 ⊠ αX2
for W1 ∈ IX1 , U ∈ IV , and W2 ∈ IX2 . The definition of lX2 implies
lX2 |ImφU,W2 ◦ φ′U,W2 = lX2 ◦ φU,W2 = iW2 ◦ lW2 ◦ (iU ⊠ IdW2).
In particular, lX2(ImφU,W2) ⊆W2, so
φW1,lX2(ImφU,W2 )◦(IdW1 ⊠ (lX2|ImφU,W2 ◦ φ′U,W2))
= φW1,W2 ◦ (IdW1 ⊠ fW2lX2(Im φU,W2)) ◦ (IdW1 ⊠ (lX2 |ImφU,W2 ◦ φ
′
U,W2
))
= φW1,W2 ◦ (IdW1 ⊠ lW2) ◦ (IdW1 ⊠ (iU ⊠ IdW2)).(5.6)
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On the other hand, the right side of (5.5) is characterized by the diagram
W1 ⊠ (U ⊠W2)
AW1,U,W2

φW1,U,W2 // lim−→αX1 ⊠ (αV ⊠ αX2)
ÂX1,V,X2

(W1 ⊠ U)⊠W2
φ′W1,U⊠IdW2

φW1,U,W2 // lim−→(αX1 ⊠ αV )⊠ αX2
T(X1,V ),X2

ImφW1,U ⊠W2
rX1 |ImφW1,U
⊠IdW2

φIm φW1,U ,W2 // lim−→αX1⊠̂V ⊠ αX2
rX1⊠̂IdX2

rX1(Im φW1,U)⊠W2 φrX1 (ImφW1,U ),W2
// lim−→αX1 ⊠ αX2
As with the left unit isomorphisms, we calculate
φrX1(Im φW1,U ),W2 ◦ ((rX1 |ImφW1,U ◦ φ′W1,U)⊠ IdW2) ◦ AW1,U,W2
= φW1,W2 ◦ (fW1rX1 (ImφW1,U ) ⊠ IdW2) ◦ ((rX1 |ImφW1,U ◦ φ
′
W1,U)⊠ IdW2) ◦ AW1,U,W2
= φW1,W2 ◦ (rW1 ⊠ IdW2) ◦ ((IdW1 ⊠ iU)⊠ IdW2) ◦ AW1,U,W2
= φW1,W2 ◦ (rW1 ⊠ IdW2) ◦ AW1,V,W2 ◦ (IdW1 ⊠ (iU ⊠ IdW2)).(5.7)
Now the triangle axiom for Ind(C) follows from (5.6), (5.7), and the triangle axiom in C.
To prove the pentagon axiom, we first observe that the multiple tensor functors C4 → C
induce functors W4 → Ind(C), as in Section 4, which are all pairwise naturally isomorphic
via suitable associativity isomorphisms. For example, we use
(X1, X2, X3, X4) 7→ lim−→αX1 ⊠ (αX2 ⊠ (αX3 ⊠ αX4))
to denote the functor induced by
(W1,W2,W3,W4) 7→W1 ⊠ (W2 ⊠ (W3 ⊠W4)).
Now we claim that the following diagram commutes:
(5.8)
lim−→αX1 ⊠ (αX2 ⊠ (αX3 ⊠ αX4))
∼=

T1(2(34))// lim−→αX1 ⊠ (αX2 ⊠ αX3⊠̂X4)
Â
X1,X2,X3⊠̂X4

T
X1,(X2,X3⊠̂X4)// X1⊠̂(X2⊠̂(X3⊠̂X4))
A
X1,X2,X3⊠̂X4

lim−→(αX1 ⊠ αX2)⊠ (αX3 ⊠ αX4)
TαX1⊠αX2 ,(X3,X4)//
∼=

T(X1,X2),αX3⊠αX4 ++❱❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱
lim−→(αX1 ⊠ αX2)⊠ αX3⊠̂X4
T
(X1,X2),X3⊠̂X4// (X1⊠̂X2)⊠̂(X3⊠̂X4)
A
X1⊠̂X2,X3,X4

lim−→((αX1 ⊠ αX2)⊠ αX3)⊠ αX4
T((12)3)4 ++❲❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲
lim−→αX1⊠̂X2 ⊠ (αX3 ⊠ αX4)
Â
X1⊠̂X2,X3,X4

T
X1⊠̂X2,(X3,X4)
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
((X1⊠̂X2)⊠̂X3)⊠̂X4
lim−→(αX1⊠̂X2 ⊠ αX3)⊠ αX4
T
(X1⊠̂X2,X3),X4
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
Here we can define the homomorphisms T1(2(34)) and T((12)3)4 to be such that the correspond-
ing squares commute; they are isomorphisms because TαX1⊠αX2 ,(X3,X4) and T(X1,X2),αX3⊠αX4
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are isomorphisms by Proposition 5.4. Thus to prove that (5.8) commutes, we just need to
check the square in the middle. Indeed, for Wk ∈ IXk , k = 1, 2, 3, 4, we have
TX1⊠̂X2,(X3,X4)◦T(X1,X2),αX3⊠αX4 ◦ φW1,W2,W3,W4
= TX1⊠̂X2,(X3,X4) ◦ φImφW1,W2 ,W3,W4 ◦ (φ′W1,W2 ⊠ IdW3⊠W4)
= φImφW1,W2 ,ImφW3,W4 ◦ (IdImφW1,W2 ⊠ φ
′
W3,W4) ◦ (φ′W1,W2 ⊠ IdW3⊠W4)
= φImφW1,W2 ,ImφW3,W4 ◦ (φ′W1,W2 ⊠ IdImφW3,W4 ) ◦ (IdW1⊠W2 ⊠ φ′W3,W4)
= T(X1,X2),X3⊠̂X4 ◦ φW1,W2,ImφW3,W4 ◦ (IdW1⊠W2 ⊠ φ′W3,W4)
= T(X1,X2),X3⊠̂X4 ◦ TαX1⊠αX2 ,(X3,X4) ◦ φW1,W2,W3,W4.
We can also alternatively characterize T1(2(34)) as follows:
T1(2(34))◦φW1,W2,W3,W4 = Â−1X1,X2,X3⊠̂X4 ◦ TαX1⊠αX2 ,(X3,X4) ◦ φW1,W2,W3,W4 ◦ AW1,W2,W3⊠W4
= Â−1
X1,X2,X3⊠̂X4
◦ φW1,W2,ImφW3,W4 ◦ (IdW1,⊠W2 ⊠ φ′W3,W4) ◦ AW1,W2,W3⊠W4
= φW1,W2,ImφW3,W4 ◦ A−1W1,W2,ImφW3,W4 ◦ (IdW1,⊠W2 ⊠ φ
′
W3,W4
) ◦ AW1,W2,W3⊠W4
= φW1,W2,ImφW3,W4 ◦ (IdW1 ⊠ (IdW2 ⊠ φ′W3,W4))
for all Wk ∈ IXk , k = 1, 2, 3, 4. Similarly, T((12)3)4 is characterized by
T((12)3)4 ◦ φW1,W2,W3,W4 = φImφW1,W2 ,W3,W4 ◦ ((φ′W1,W2 ⊠ IdW3)⊠ IdW4)
for all Wk ∈ IXk .
We also claim the following diagram commutes:
(5.9)
lim−→αX1 ⊠ (αX2 ⊠ (αX3 ⊠ αX4))T1(2(34))
//
∼=

lim−→αX1 ⊠ (αX2 ⊠ αX3⊠̂X4) T
X1,(X2,X3⊠̂X4)
// X1⊠̂(X2⊠̂(X3⊠̂X4))
IdX1 ⊠̂AX2,X3,X4

lim−→αX1 ⊠ ((αX2 ⊠ αX3)⊠ αX4)T1((23)4)
//
∼=

lim−→αX1 ⊠ (αX2⊠̂X3 ⊠ αX4)
Â
X1,X2⊠̂X3,X4

T
X1,(X2⊠̂X3,X4)
// X1⊠̂((X2⊠̂X3)⊠̂X4)
A
X1,X2⊠̂X3,X4

lim−→(αX1 ⊠ (αX2 ⊠ αX3))⊠ αX4
∼=

T(1(23))4
// lim−→(αX1 ⊠ αX2⊠̂X3)⊠ αX4 T
(X1,X2⊠̂X3),X4
// (X1⊠̂(X2⊠̂X3))⊠̂X4
AX1,X2,X3 ⊠̂IdX4

lim−→((αX1 ⊠ αX2)⊠ αX3)⊠ αX4 T((12)3)4
// lim−→(αX1⊠̂X2 ⊠ αX3)⊠ αX4 T
(X1⊠̂X2,X3),X4
// ((X1⊠̂X2)⊠̂X3)⊠̂X4
Again, we define the isomorphisms T1((23)4) and T(1(23))4 such that the corresponding hexagons
in the diagram commute. It remains to prove that the square in the center left of the diagram
commutes.
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We need an alternate description of T1((23)4), so for Wk ∈ IXk , k = 1, 2, 3, 4, we calculate:
TX1,(X2⊠̂X3,X4) ◦ T1((23)4) ◦ φW1,W2,W3,W4
= (IdX1⊠̂AX2,X3,X4) ◦ TX1,(X2,X3⊠̂X4) ◦ T1(2(34)) ◦ φW1,W2,W3,W4 ◦ (IdW1 ⊠A−1W2,W3,W4)
= (IdX1⊠̂AX2,X3,X4) ◦ TX1,(X2,X3⊠̂X4) ◦ φW1,W2,ImφW3,W4◦
◦ (IdW1 ⊠ (IdW2 ⊠ φ′W3,W4)) ◦ (IdW1 ⊠A−1W2,W3,W4)
= (IdX1⊠̂AX2,X3,X4) ◦ φW1,ImφW2,ImφW3,W4 ◦ (IdW1 ⊠ φ
′
W2,ImφW3,W4
)◦
◦ (IdW1 ⊠ (IdW2 ⊠ φ′W3,W4)) ◦ (IdW1 ⊠A−1W2,W3,W4)
= φW1,AX2,X3,X4(Im φW2,ImφW3,W4 )
◦ (IdW1 ⊠ AX2,X3,X4 |ImφW2,Im φW3,W4 )◦
◦ (IdW1 ⊠ φ′W2,ImφW3,W4 ) ◦ (IdW1 ⊠ (IdW2 ⊠ φ
′
W3,W4
)) ◦ (IdW1 ⊠A−1W2,W3,W4).
Now,
AX2,X3,X4|ImφW2,ImφW3,W4 ◦ φ
′
W2,ImφW3,W4
◦ (IdW2 ⊠ φ′W3,W4)
= T(X2,X3),X4 ◦ ÂX2,X3,X4 ◦ T−1X2,(X3,X4) ◦ φW2,ImφW3,W4 ◦ (IdW2 ⊠ φ′W3,W4)
= T(X2,X3),X4 ◦ ÂX2,X3,X4 ◦ φW2,W3,W4
= T(X2,X3),X4 ◦ φW2,W3,W4 ◦ AW2,W3,W4
= φ′ImφW2,W3 ,W4
◦ (φ′W2,W3 ⊠ IdW4) ◦ AW2,W3,W4.
So this means
TX1,(X2⊠̂X3,X4)◦T1((23)4) ◦ φW1,W2,W3,W4
= φW1,ImφImφW2,W3 ,W4
◦ (IdW1 ⊠ φ′ImφW2,W3 ,W4) ◦ (IdW1 ⊠ (φ
′
W2,W3
⊠ IdW4))
= TX1,(X2⊠̂X3,X4) ◦ φW1,ImφW2,W3 ,W4 ◦ (IdW1 ⊠ (φ′W2,W3 ⊠ IdW4)).
That is, T1((23)4) is the unique homomorphism such that
T1((23)4) ◦ φW1,W2,W3,W4 = φW1,ImφW2,W3 ,W4 ◦ (IdW1 ⊠ (φ′W2,W3 ⊠ IdW4))
for all Wk ∈ IXk , k = 1, 2, 3, 4. Similarly, we can prove that
T(1(23))4 ◦ φW1,W2,W3,W4 = φW1,ImφW2,W3 ,W4 ◦ ((IdW1 ⊠ φ′W2,W3)⊠ IdW4)
for Wk ∈ IXk .
Now we can prove that the center left square in (5.9) commutes:
ÂX1,X2⊠̂X3,X4◦T1((23)4) ◦ φW1,W2,W3,W4
= ÂX1,X2⊠̂X3,X4 ◦ φW1,ImφW2,W3 ,W4 ◦ (IdW1 ⊠ (φ′W2,W3 ⊠ IdW4))
= φW1,ImφW2,W3 ,W4 ◦ AW1,ImφW2,W3 ,W4 ◦ (IdW1 ⊠ (φ′W2,W3 ⊠ IdW4))
= φW1,ImφW2,W3 ,W4 ◦ ((IdW1 ⊠ φ′W2,W3)⊠ IdW4) ◦ AW1,W2⊠W3,W4
= T(1(23))4 ◦ φW1,W2,W3,W4 ◦ AW1,W2⊠W3,W4
for allW1,W2,W3,W4, as required. Now the pentagon axiom for A follows from the commu-
tative diagrams (5.8) and (5.9), the fact that T1(2(34)) and TX1,(X2,X3⊠̂X4) are isomorphisms,
and the pentagon axiom for A.
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Next, the hexagon axioms for Ind(C) follow from the hexagon axioms in C, the fact that
TX1,(X2,X3) is an isomorphism, and the following diagrams, provided they commute:
W1 ⊠ (W2 ⊠W3)
φW1,W2,W3 //
AW1,W2,W3

lim−→αX1 ⊠ (αX2 ⊠ αX3)
TX1,(X2,X3) //
ÂX1,X2,X3

lim−→αX1 ⊠ αX2⊠̂X3
AX1,X2,X3

(W1 ⊠W2)⊠W3
φW1,W2,W3 //
R±1

lim−→(αX1 ⊠ αX2)⊠ αX3
T(X1,X2),X3 // lim−→αX1⊠̂X2 ⊠ αX3
R̂±1

W3 ⊠ (W1 ⊠W2)
φW3,W1,W2 //
AW3,W1,W2

lim−→αX3 ⊠ (αX1 ⊠ αX2)
ÂX3,X1,X2

TX3,(X1,X2) // lim−→αX3 ⊠ αX1⊠̂X2
AX3,X1,X2

(W3 ⊠W1)⊠W2
φW3,W1,W2
// lim−→(αX3 ⊠ αX1)⊠ αX2 T(X3,X1),X2
// lim−→αX3⊠̂X1 ⊠ αX2
and
W1 ⊠ (W2 ⊠W3)
φW1,W2,W3 //
IdW1⊠R
±1

lim−→αX1 ⊠ (αX2 ⊠ αX3)
TX1,(X2,X3) // lim−→αX1 ⊠ αX2⊠̂X3
IdX1 ⊠̂R̂
±1

W1 ⊠ (W3 ⊠W2)
φW1,W3,W2 //
AW1,W3,W2

lim−→αX1 ⊠ (αX3 ⊠ αX2)
ÂX1,X3,X2

TX1,(X3,X2) // lim−→αX1 ⊠ αX3⊠̂X2
AX1,X3,X2

(W1 ⊠W3)⊠W2
φW1,W3,W2 //
R±1⊠IdW2

lim−→(αX1 ⊠ αX3)⊠ αX2
T(X1,X3),X2 // lim−→αX1⊠̂X3 ⊠ αX2
R̂±1⊠̂IdX2

(W3 ⊠W1)⊠W2
φW3,W1,W2
// lim−→(αX3 ⊠ αX1)⊠ αX2 T(X3,X1),X2
// lim−→αX3⊠̂X1 ⊠ αX2
for Wk ∈ IXk . We just need to consider the cycles in the diagrams that involve braiding
isomorphisms. Indeed, we have
R̂±1 ◦ T(X1,X2),X3 ◦ φW1,W2,W3 = R̂±1 ◦ φImφW1,W2 ,W3 ◦ (φ′W1,W2 ⊠ IdW3)
= φW3,ImφW1,W2 ◦ R±1 ◦ (φ′W1,W2 ⊠ IdW3
= φW3,ImφW1,W2 ◦ (IdW3 ⊠ φ′W1,W2) ◦ R±1
= TX3,(X1,X2) ◦ φW3,W1,W2 ◦ R±1
and
(IdX1⊠̂R̂±1) ◦ TX1,(X2,X3)◦φW1,W2,W3 = (IdX1⊠̂R̂±1) ◦ φW1,ImφW2,W3 ◦ (IdW1 ⊠ φ′W2,W3)
= φW1,R̂±1(ImφW2,W3 )
◦ (IdW1 ⊠ R̂±1|ImφW2,W3 ) ◦ (IdW1 ⊠ φ′W2,W3)
= φW1,ImφW3,W2 ◦ (IdW1 ⊠ φ′W3,W2) ◦ (IdW1 ⊠R±1)
= TX1,(X3,X2) ◦ φW1,W3,W2 ◦ (IdW1 ⊠R±1).
Similarly,
(R̂±1⊠̂IdX2) ◦ T(X1,X3),X2 ◦ φW1,W3,W2 = T(X3,X1),X2 ◦ φW3,W1,W2 ◦ (R±1 ⊠ IdW2),
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so the hexagon axioms hold for R̂.
Finally, we need to show that Θ is a twist on Ind(C), that is, ΘV = IdV and the balancing
equation
ΘX1⊠̂X2 = R̂X2,X1 ◦ R̂X1,X2 ◦ (ΘX1⊠̂ΘX2)
holds for modules X1, X2 in IndW(C). Because θV = IdV , the definition shows that θ̂V =
Idlim−→αV . So ΘV = QV ◦Q
−1
V = IdV . For the balancing equation, we need to show that
(5.10) ΘX1⊠̂X2 ◦ φW1,W2 = R̂X2,X1 ◦ R̂X1,X2 ◦ (ΘX1⊠̂ΘX2) ◦ φW1,W2
for (W1,W2) ∈ IX1×IX2 . On the one hand, the definitions, (5.3), and the balancing equation
for θ show
R̂X2,X1 ◦ R̂X1,X2◦(ΘX1⊠̂ΘX2) ◦ φW1,W2
= R̂X2,X1 ◦ R̂X1,X2 ◦ φΘX1(W1),ΘX2(W2) ◦ (ΘX1 |W1 ⊠ΘX2|W2)
= R̂X2,X1 ◦ R̂X1,X2 ◦ φW1,W2 ◦ (θW1 ⊠ θW2)
= φW1,W2 ◦ RW2,W1 ◦ RW1,W2 ◦ (θW1 ⊠ θW2)
= φW1,W2 ◦ θW1⊠W2.
On the other hand, since ImφW1,W2 is a C-submodule of X1⊠̂X2, we can use (5.3) and the
naturality of θ to conclude
ΘX1⊠̂X2 ◦ φW1,W2 = ΘX1⊠̂X2 ◦ iImφW1,W2 ◦ φ′W1,W2
= iImφW1,W2 ◦ θImφW1,W2 ◦ φ′W1,W2
= iImφW1,W2 ◦ φ′W1,W2 ◦ θW1⊠W2
= φW1,W2 ◦ θW1⊠W2,
which proves (5.10). 
Since C is a subcategory of Ind(C), we should check that the braided tensor category
structure on Ind(C) is actually an extension of the braided tensor category structure on C:
Theorem 5.6. The embedding of C into Ind(C) is a braided tensor functor. In particular,
the restriction of the braided tensor category structure with twist (Ind(C), ⊠̂, 1, l, r,A, R̂,Θ)
to C is equivalent to (C,⊠, 1, l, r,A,R, θ).
Proof. First observe from (5.3) that ΘW = θW for modules W in C.
Now to show that the embedding of C into Ind(C) is a braided tensor functor, we need a
natural isomorphism Q : ⊠̂|C×C → ⊠ such that the diagrams
(5.11) V ⊠̂W
QV,W //
lW %%❑❑
❑❑
❑❑
❑❑
❑❑
❑
V ⊠W
lW

W
and W ⊠̂V
QW,V //
rW
%%❑❑
❑❑
❑❑
❑❑
❑❑
❑
W ⊠ V
rW

W
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commute for any module W in C, the diagram
(5.12) W1⊠̂(W2⊠̂W3)
AW1,W2,W3 //
IdW1 ⊠̂QW2,W3 
(W1⊠̂W2)⊠̂W3
QW1,W2 ⊠̂IdW3
W1⊠̂(W2 ⊠W3)
QW1,W2⊠W3

(W1 ⊠W2)⊠̂W3
QW1⊠W2,W3

W1 ⊠ (W2 ⊠W3)
AW1,W2,W3
// (W1 ⊠W2)⊠W3)
commutes for any modules W1, W2, and W3 in C, and the diagram
(5.13) W1⊠̂W2
R̂W1,W2 //
QW1,W2

W2⊠̂W1
QW2,W1

W1 ⊠W2
RW1,W2
// W2 ⊠W1
commutes for modules W1 and W2 in C.
For modules W1 and W2 in C, we define QW1,W2 to be the unique morphism such that the
diagram
U1 ⊠ U2
φU1,U2

iU1⊠iU2
((❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
lim−→αW1 ⊠ αW2 QW1,W2
// W1 ⊠W2
commutes for all U1 ∈ IW1 and U2 ∈ IW2 . It is clear that QW1,W2 exists, and it is an
isomorphism with inverse φW1,W2. Indeed, the definition of QW1,W2 shows that
QW1,W2 ◦ φW1,W2 = IdW1 ⊠ IdW2 = IdW1⊠W2.
On the other hand, the diagram
U1 ⊠ U2
φU1,U2
uu❦❦❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦
iU1⊠iU2

φU1,U2
))❙❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
lim−→αW1 ⊠ αW2 QW1,W2
// W1 ⊠W2
φW1,W2
// lim−→αW1 ⊠ αW2
for U1 ∈ IW1 and U2 ∈ IW2 shows that
φW1,W2 ◦QW1,W2 = IdW1⊠̂W2.
Note that the triangle on the right side here commutes because iU1 = f
W1
U1
and iU2 = f
W2
U2
.
We also need to show that Q is a natural isomorphism, using the commutative diagram
U1 ⊠ U2
φU1,U2

F1|U1⊠F2|U2 // F1(U1)⊠ F2(U2)
φF1(U1),F2(U2)

iF1(U1)⊠iF2(U2)
))❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙
lim−→αW1 ⊠ αW2 F1⊠̂F2
// lim−→αW˜1 ⊠ αW˜2 Q
W˜1,W˜2
// W˜1 ⊠ W˜2
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Thus for all U1 ∈ IW1 and U2 ∈ IW2,
QW˜1,W˜2 ◦ (F1⊠̂F2) ◦ φU1,U2 = (iF1(U1) ⊠ iF2(U2)) ◦ (F1|U1 ⊠ F2|U2)
= (F1 ⊠ F2) ◦ (iU1 ⊠ iU2)
= (F1 ⊠ F2) ◦QW1,W2 ◦ φU1,U2.
This shows that QW˜1,W˜2 ◦ (F1⊠̂F2) = (F1 ⊠ F2) ◦QW1,W2.
Now the diagrams in (5.11) commute as a consequence of the definitions of lW and rW
together with the diagrams
U ⊠ U˜
φ
U,U˜

iU⊠iU˜
&&◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
iU⊠IdU˜ // V ⊠ U˜
l
U˜ //
IdV ⊠iU˜

U˜
i
U˜

V ⊠̂W
QV,W
// V ⊠W
lW
// W
and
U˜ ⊠ U
φ
U˜,U

i
U˜
⊠iU
&&◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
Id
U˜
⊠iU
// U˜ ⊠ V
i
U˜
⊠IdV

r
U˜ // U˜
i
U˜

W ⊠̂V
QW,V
// W ⊠ V rW
// W
for U ∈ IV , U˜ ∈ IW , which commute by the naturality of the unit isomorphisms in C.
For the diagram (5.12), we need to show that
AW1,W2,W3 ◦QW1,W2⊠W3◦(IdW1⊠̂QW2,W3) ◦ TW1,(W2,W3)
= QW1⊠W2,W3 ◦ (QW1,W2⊠̂IdW3) ◦ T(W1,W2),W3 ◦ ÂW1,W2,W3
as morphisms in W from lim−→αW1 ⊠ (αW2 ⊠ αW3) to (W1 ⊠W2)⊠W3. This follows from the
calculations
AW1,W2,W3 ◦QW1,W2⊠W3 ◦ (IdW1⊠̂QW2,W3) ◦ TW1,(W2,W3) ◦ φU1,U2,U3
= AW1,W2,W3 ◦QW1,W2⊠W3 ◦ (IdW1⊠̂QW2,W3) ◦ φU1,ImφU2,U3 ◦ (IdU1 ⊠ φ′U2,U3)
= AW1,W2,W3 ◦QW1,W2⊠W3 ◦ φU1,QW2,W3 (ImφU2,U3 ) ◦ (IdU1 ⊠QW2,W3|ImφU2,U3 ) ◦ (IdU1 ⊠ φ′U2,U3)
= AW1,W2,W3 ◦QW1,W2⊠W3 ◦ φU1,Im(iU2⊠iU3 ) ◦ (IdU1 ⊠ (iU2 ⊠ iU3)′)
= AW1,W2,W3 ◦ (iU1 ⊠ (iU2 ⊠ iU3))
= ((iU1 ⊠ iU2)⊠ iU3) ◦ AU1,U2,U3
and
QW1⊠W2,W3 ◦ (QW1,W2⊠̂IdW3) ◦ T(W1,W2),W3 ◦ ÂW1,W2,W3 ◦ φU1,U2,U3
= QW1⊠W2,W3 ◦ (QW1,W2⊠̂IdW3) ◦ T(W1,W2),W3 ◦ φU1,U2,U3 ◦ AU1,U2,U3
= QW1⊠W2,W3 ◦ (QW1,W2⊠̂IdW3) ◦ φImφU1,U2 ,U3 ◦ (φ′U1,U2 ⊠ IdU3) ◦ AU1,U2,U3
= QW1⊠W2,W3 ◦ φQW1,W2 (Im φU1,U2 ),U3 ◦ (QW1,W2|ImφU1,U2 ⊠ IdU3) ◦ (φ′U1,U2 ⊠ IdU3) ◦ AU1,U2,U3
= QW1⊠W2,W3 ◦ φIm(iU1⊠iU2),U3 ◦ ((iU1 ⊠ iU2)′ ⊠ IdU3) ◦ AU1,U2,U3
= ((iU1 ⊠ iU2)⊠ iU3) ◦ AU1,U2,U3
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for objects Uj ∈ IWj , j = 1, 2, 3.
Finally, (5.13) commutes as a result of the calculation
QW2,W1 ◦ R̂W1,W2 ◦ φU1,U2 = QW2,W1 ◦ φU2,U1 ◦ RU1,U2
= (iU2 ⊠ iU1) ◦ RU1,U2
= RW1,W2 ◦ (iU1 ⊠ iU2)
= RW1,W2 ◦QW1,W2 ◦ φU1,U2
for objects U1 ∈ IW1 and U2 ∈ IW2 . 
6. The direct limit completion as a vertex tensor category
Although the last section shows that braided tensor category structure on C extends to
braided tensor category structure on Ind(C), we have not yet shown that this braided tensor
category structure on Ind(C) is the correct vertex algebraic tensor category. In particular, we
have not yet related this braided tensor category structure to intertwining operators. In this
section, we complete the proof of Theorem 1.1; the remaining conditions for this theorem
that we need to impose now are the following:
Assumption 6.1. The category C of grading-restricted generalized V -modules satisfies:
(1) The braided tensor category structure on C is induced from vertex tensor category
structure as described in Section 2.
(2) For any intertwining operator Y of type ( X
W1W2
)
where W1, W2 are modules in C and
X is a generalized module in Ind(C), the image ImY ⊆ X is a module in C.
Using these conditions, as well as the assumptions of the previous sections, we first prove:
Theorem 6.2. Let X1 and X2 be modules in Ind(C).
(1) There is an intertwining operator YX1,X2 of type
(
X1⊠̂X2
X1X2
)
such that for any objects
W1 ∈ IX1 and W2 ∈ IX2,
YX1,X2 ◦ (iW1 ⊗ iW2) = φW1,W2 ◦ YW1,W2,
where YW1,W2 is the tensor product intertwining operator of type
(
W1⊠W2
W1W2
)
in C.
(2) For any weak module X3 in Ind(C), the linear map
HomV (X1⊠̂X2, X3)→ VX3X1,X2
F 7→ F ◦ YX1,X2
is an isomorphism.
Proof. To construct YX1,X2 , we first need to show that (X1⊗X2, {iW1 ⊗ iW2}(W1,W2)∈IX1×IX2 )
is a direct limit (in the category of vector spaces) of the inductive system
αX1 ⊗ αX2 : IX1 × IX2 → Vec
defined by
(αX1 ⊗ αX2)(W1,W2) =W1 ⊗W2
for W1 ∈ IX1 , W2 ∈ IX2 , and by
f W˜1,W˜2W1,W2 = f
W˜1
W1
⊗ f W˜2W2 .
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In fact, since (X1⊗X2, {iW1⊗ iW2}(W1,W2)∈IX1×IX2 ) is a target of αX1⊗αX2 , there is a unique
linear map
FX1,X2 : lim−→αX1 ⊗ αX2 → X1 ⊗X2
such that FX1,X2 ◦ φW1,W2 = iW1 ⊗ iW2 for W1 ∈ IX1 , W2 ∈ IX2 . The map FX1,X2 is surjective
because X1 and X2 are both the unions of their C-submodules. To show that FX1,X2 is also
injective, we use the injectivity of iW1 ⊗ iW2, which follows from the exactness of the tensor
product on Vec: If FX1,X2(iW1,W2(w˜)) = 0 for some w˜ ∈ W1 ⊗W2, then (iW1 ⊗ iW2)(w˜) = 0
as well, so that w˜ = 0. Thus FX1,X2 is an isomorphism that identifies (X1 ⊗ X2, {iW1 ⊗
iW2}(W1,W2)∈IX1×IX2 ) with the direct limit of αX1 ⊗ αX2.
Now by the universal property of direct limits in Vec, there is a unique linear map
YX1,X2(·, x)· : X1 ⊗X2 → (X1⊠̂X2)[log x]{x}
such that the diagram
W1 ⊗W2
iW1⊗iW2

YW1,W2 // (W1 ⊠W2)[log x]{x}
φW1,W2

X1 ⊗X2
YX1,X2
// (X1⊠̂X2)[log x]{x}
commutes for all W1 ∈ IX1 and W2 ∈ IX2. Indeed, YX1,X2 is well defined because
φW˜1,W˜2 ◦ YW˜1,W˜2 ◦ (f W˜1W1 ⊗ f W˜2W2 ) = φW˜1,W˜2 ◦ (f W˜1W1 ⊠ f W˜2W2 ) ◦ YW1,W2 = φW1,W2 ◦ YW1,W2,
by definition of the tensor product of morphisms in C. Then YX1,X2 is an intertwining
operator because each YW1,W2 is an intertwining operator and because Xj for j = 1, 2 is
the union of its C-submodules. For example, YX1,X2 satisfies the L(−1)-derivative property
because
d
dx
YX1,X2(iW1(w1), x)iW2(w2) = φW1,W2
(
d
dx
YW1,W2(w1, x)w2
)
= φW1,W2 (YW1,W2(LW1(−1)w1, x)w2)
= YX1,X2(iW1(LW1(−1)w1), x)iW2(w2)
= YX1,X2(LX1(−1)iW1(w1), x)iW2(w2)
for W1 ∈ IX1 , W2 ∈ IX2 , w1 ∈ W1, and w2 ∈ W2. Similarly, the Jacobi identity follows from
the relations
YX1⊠̂X2(v, x1)YX1,X2(iW1(w1), x2)iW2(w2)
= YX1⊠̂X2(v, x1)φW1,W2 (YW1,W2(w1, x2)w2)
= φW1,W2 (YW1⊠W2(v, x1)YW1,W2(w1, x2)w2) ,
YX1,X2(iW1(w1), x2)YX2(v, x1)iW2(w2)
= YX1,X2(iW1(w1), x2)iW2 (YW2(v, x1)w2)
= φW1,W2 (YW1,W2(w1, x2)YW2(v, x1)w2) ,
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YX1,X2(YX1(v, x0)iW1(w1), x2)iW2(w2)
= YX1,X2(iW1(YW1(v, x0)w1), x2)iW2(w2)
= φW1,W2 (YW1,W2(YW1, v, x0)w1, x2)w2)
and the fact that YW1,W2 satisfies the Jacobi identity. This proves part (1) of the theorem.
For part (2), we need to show that if Y is an intertwining operator of type ( X3
X1X2
)
, then
there is a unique weak V -module homomorphism F : X1⊠̂X2 → X3 such that F ◦YX1,X2 = Y .
For each W1 ∈ IX1 and W2 ∈ IX2 , Y ◦ (iW1 ⊗ iW2) is an intertwining operator of type(
X3
W1W2
)
, so from our assumptions on C, ImY ◦ (iW1 ⊗ iW2) is an object of C. Then by the
universal property of the tensor product in C, there is a unique V -module homomorphism
FW1,W2 : W1 ⊠W2 → X3 such that
Y ◦ (iW1 ⊗ iW2) = FW1,W2 ◦ YW1,W2.
By the universal property of the direct limit X1⊠̂X2 = lim−→αX1 ⊠αX2 , there is then a unique
weak V -module homomorphism F : X1⊠̂X2 → X3 such that F ◦ φW1,W2 = FW1,W2, provided
(6.1) FW˜1,W˜2 ◦ (f W˜1W1 ⊠ f W˜2W2 ) = FW1,W2
for all W1 ⊆ W˜1 in IX1 and W2 ⊆ W˜2 in IX2 . To show this, we calculate
FW˜1,W˜2 ◦ (f W˜1W1 ⊠ f W˜2W2 ) ◦ YW1,W2 = FW˜1,W˜2 ◦ YW˜1,W˜2 ◦ (f W˜1W1 ⊗ f W˜2W2 )
= Y ◦ (iW˜1 ⊗ iW˜2) ◦ (f W˜1W1 ⊗ f W˜2W2 )
= Y ◦ (iW1 ⊗ iW2)
= FW1,W2 ◦ YW1,W2.
Then (6.1) follows from the surjectivity of YW1,W2. This shows that F exists. Then for
W1 ∈ IX1 , W2 ∈ IX2 , we have
F ◦ YX1,X2 ◦ (iW1 ⊗ iW2) = F ◦ φW1,W2 ◦ YW1,W2
= FW1,W2 ◦ YW1,W2
= Y ◦ (iW1 ⊗ iW2).
Since X1 ⊗X2 is the union of the images of such iW1 ⊗ iW2 , we get F ◦ YX1,X2 = Y . Finally,
the uniqueness of F follows from surjectivity of the intertwining operator YX1,X2 . This
surjectivity is a consequence of the definition of YX1,X2, since X1⊠̂X2 is spanned by the
images of φW1,W2 for W1 ∈ IX1 and W2 ∈ IX2 , and since each YW1,W2 is surjective. 
We will use the intertwining operators YX1,X2 of the preceding theorem to describe the
tensor category structure on Ind(C). For describing the associativity isomorphisms, we will
use the fact that every weak module X in Ind(C) is a generalized V -module, so that the
contragredient X ′ =
⊕
h∈CX
∗
[h] exists, though not necessarily as a module in Ind(C). Note
that the full vector space dual (X ′)∗ contains the algebraic completion X =
∏
h∈CX[h], but
these two vector spaces are not equal unless all the X[h] are finite dimensional. A grading-
preserving linear map f : W → X between two generalized V -modules extends to a linear
map f : W → X in the obvious way. It also induces a grading-preserving linear map
f ∗ : X ′ →W ′
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that satisfies
〈f ∗(b′), w〉 = 〈b′, f(w)〉
for b′ ∈ X ′ and w ∈ W .
Theorem 6.3. In the setting of this section, the braided tensor category with twist structure
on Ind(C) is given as follows:
(1) The tensor product of objects X1 and X2 in Ind(C) is X1⊠̂X2 and the tensor product
of morphisms F1 : X1 → X˜1 and F2 : X2 → X˜2 is characterized by
(F1⊠̂F2) (YX1,X2(b1, x)b2) = YX˜1,X˜2(F1(b1), x)F2(b2)
for b1 ∈ X1, b2 ∈ X2.
(2) The unit object of Ind(C) is V , and for a module X in Ind(C) the unit isomorphisms
are given by
lX (YV,X(v, x)b) = YX(v, x)b and rX (YX,V (b, x)v) = exL(−1)YX(v,−x)b
for v ∈ V , b ∈ X.
(3) For modules X1, X2, and X3 in Ind(C), for vectors b1 ∈ X1, b2 ∈ X2, and b3 ∈ X3,
and for r1, r2 ∈ R such that r1 > r2 > r1 − r2 > 0, the series∑
h∈C
YX1,X2⊠̂X3(b1, eln r1)πh
(YX2,X3(b2, eln r2)b3)(6.2)
of vectors in X1⊠̂(X2⊠̂X3) converges absolutely to a vector
YX1,X2⊠̂X3(b1, eln r1)YX2,X3(b2, eln r2)b3 ∈ X1⊠̂(X2⊠̂X3) ⊆ ((X1⊠̂(X2⊠̂X3))′)∗,
and the series∑
h∈C
YX1⊠̂X2,X3
(
πh
(YX1,X2(b1, eln(r1−r2))b2) , eln r2) b3(6.3)
of vectors in (X1⊠̂X2)⊠̂X3 converges absolutely to a vector
YX1⊠̂X2,X3
(YX1,X2(b1, eln(r1−r2))b2, eln r2) b3 ∈ (X1⊠̂X2)⊠̂X3 ⊆ (((X1⊠̂X2)⊠̂X3)′)∗.
Moreover,
AX1,X2,X3
(
YX1,X2⊠̂X3(b1, eln r1)YX2,X3(b2, eln r2)b3
)
= YX1⊠̂X2,X3
(YX1,X2(b1, eln(r1−r2))b2, eln r2) b3.(6.4)
(4) For modules X1 and X2 in Ind(C), the braiding isomorphism R̂X1,X2 satisfies
R̂X1,X2 (YX1,X2(b1, x)b2) = exL(−1)YX2,X1(b2, eπix)b1
for b1 ∈ X1, b2 ∈ X2.
(5) For a module X in Ind(C), ΘX = e2πiL(0).
In particular, Ind(C) is a braided tensor category with twist as described in Section 2.
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Proof. For morphisms F1 : X1 → X˜1 and F2 : X2 → X˜2 in Ind(C), we may assume b1 =
iW1(w1) for some W1 ∈ IW1 , w1 ∈ W1 and b2 = iW2(w2) for some W2 ∈ IW2 , w2 ∈ W2. Then
by the definitions,
(F1⊠̂F2) (YX1,X2(b1, x)b2) = (F1⊠̂F2) (YX1,X2(iW1(w1), x)iW2(w2))
=
(
(F1⊠̂F2) ◦ φW1,W2
)
(YW1,W2(w1, x)w2)
=
(
φF1(W1),F2(W2) ◦ (F1|W1 ⊠ F2|W2)
)
(YW1,W2(w1, x)w2)
= φF1(W1),F2(W2)
(YF1(W1),F2(W2)(F1(iW1(w1)), x)F2(iW2(w2)))
= YX˜1,X˜2(F1(b1), x)F2(b2)
as required.
For the unit isomorphisms lX and rX , we may assume that b ∈ X is given by b = iW (w)
for some W ∈ IX and w ∈ W . Then
lX (YV,X(v, x)b) = lX (YV,X(iV (v), x)iW (w))
= (lX ◦ φV,W ) (YV,W (v, x)w)
= (iW ◦ lW ) (YV,W (v, x)w)
= iW (YW (v, x)w)
= YX(v, x)iW (w) = YX(v, x)b
and
rX (YX,V (b, x)v) = rX (YX,V (iW (w), x)iV (v))
= (rX ◦ φW,V ) (YW,V (w, x)v)
= (iW ◦ rW ) (YW,V (w, x)v)
= iW
(
exL(−1)YW (v,−x)w
)
= exL(−1)YX(v,−x)iW (w) = exL(−1)YX(v,−x)b
by the definition of the unit isomorphisms in C.
For the associativity isomorphism AX1,X2,X3, take b1 ∈ X1, b2 ∈ X2, and b3 ∈ X3. For
j = 1, 2, 3, we may assume that bj = iWj(wj) for some Wj ∈ IXj and wj ∈ Wj . Then for
b′ ∈ (X1⊠̂(X2⊠̂X3))′ and h ∈ C, we use the definitions to get〈
b′,YX1,X2⊠̂X3(b1, eln r1)πh
(YX2,X3(b2, eln r2)b3)〉
=
〈
b′,YX1,X2⊠̂X3(iW1(w1), eln r1)πh
(YX2,X3(iW2(w2), eln r2)iW3(w3))〉
=
〈
b′,YX1,X2⊠̂X3(iW1(w1), eln r1)(πh ◦ φW2,W3)
(YW2,W3(w2, eln r2)w3)〉
=
〈
b′,YX1,X2⊠̂X3(iW1(w1), eln r1)(φW2,W3 ◦ πh)
(YW2,W3(w2, eln r2)w3)〉
=
〈
b′, φW1,ImφW2,W3
(YW1,ImφW2,W3 (w1, eln r1)(φ′W2,W3 ◦ πh) (YW2,W3(w2, eln r2)w3))〉
=
〈
b′, φW1,ImφW2,W3 ◦ (IdW1 ⊠ φ′W2,W3)
(YW1,W2⊠W3(w1, eln r1)πh (YW2,W3(w2, eln r2)w3))〉
=
〈
(φW1,ImφW2,W3 ◦ (IdW1 ⊠ φ′W2,W3))∗(b′),YW1,W2⊠W3(w1, eln r1)πh
(YW2,W3(w2, eln r2)w3)〉
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Now the convergence of products of intertwining operators in C implies that the sum over
h ∈ C converges absolutely to some
YX1,X2⊠̂X3(b1, eln r1)YX2,X3(b2, eln r2)b3 ∈ ((X1⊠̂(X2⊠̂X3))′)∗.
Moreover,
YX1,X2⊠̂X3(b1, eln r1)YX2,X3(b2, eln r2)b3
=
〈
(φW1,ImφW2,W3 ◦ (IdW1 ⊠ φ′W2,W3))∗(·),YW1,W2⊠W3(w1, eln r1)YW2,W3(w2, eln r2)w3
〉
= φW1,ImφW2,W3 ◦ (IdW1 ⊠ φ′W2,W3)
(YW1,W2⊠W3(w1, eln r1)YW2,W3(w2, eln r2)w3)
∈ ImφW1,ImφW2,W3 ◦ (IdW1 ⊠ φ′W2,W3) ⊆ X1⊠̂(X2⊠̂X3).
Similarly, the series in (6.3) converges absolutely to
YX1⊠̂X2,X3
(YX1,X2(b1, eln(r1−r2))b2, eln r2) b3
= φImφW1,W2 ,W3 ◦ (φ′W1,W2 ⊠ IdW3)
(YW1⊠W2,W3 (YW1,W2(w1, eln(r1−r2))w2, eln r2)w3)
∈ (X1⊠̂X2)⊠̂X3.
Then since
AX1,X2,X3 ◦ φW1,ImφW2,W3 ◦ (IdW1 ⊠ φ′W2,W3) = AX1,X2,X3 ◦ TX1,(X2,X3) ◦ φW1,W2,W3
= T(X1,X2),X3 ◦ ÂX1,X2,X3 ◦ φW1,W2,W3
= T(X1,X2),X3 ◦ φW1,W2,W3 ◦ AW1,W2,W3
= φImφW1,W2 ,W3 ◦ (φ′W1,W2 ⊠ IdW3) ◦ AW1,W2,W3,
(6.4) now follows from the definition of the associativity isomorphisms in C.
For the braiding isomorphism R̂X1,X2, take b1 ∈ X1, b2 ∈ X2 such that for j = 1, 2,
bj = iWj (wj) for some Wj ∈ IXj and wj ∈ Wj . Then
R̂X1,X2 (YX1,X2(b1, x)b2) = R̂X1,X2 (YX1,X2(iW1(w1), x)iW2(w2))
= (R̂X1,X2 ◦ φW1,W2) (YW1,W2(w1, x)w2)
= (φW2,W1 ◦ RW1,W2) (YW1,W2(w1, x)w2)
= φW2,W1
(
exL(−1)YW2,W1(w2, eπix)w1
)
= exL(−1)YX2,X1(iW2(w2), eπix)iW1(w1) = exL(−1)YX2,X1(b2, eπix)b1
by the definition of the braiding isomorphisms in C.
Finally, for an object X in Ind(C) and b = iW (w) ∈ X ,
ΘX(b) = ΘX(iW (w)) = iW (θW (w)) = iW (e
2πiL(0)w) = e2πiL(0)iW (w) = e
2πiL(0)b
by (5.3) and the fact that iW is a homomorphism of generalized V -modules. 
The previous theorem completes the proof of Theorem 1.1, except for the assertion in
Theorem 1.1 that Ind(C) has the P (z)-vertex tensor category structure of [HLZ1]-[HLZ8]
extending that on C. The existence of P (z)-vertex tensor category structure on Ind(C) can
be proved exactly as in [CKM1, Section 3.5]. In particular, for generalized modules X1,
X2 in Ind(C) and z ∈ C×, we can take X1⊠̂X2 to be the P (z)-tensor product X1⊠̂P (z)X2,
equipped with P (z)-intertwining map YX1,X2(·, elog z)· for some choice of branch log z of
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logarithm. (Note that the module category considered in [CKM1] is different: it is the local
module category Rep0A of a vertex operator (super)algebra extension of a vertex operator
subalgebra V . However, the tensor product and all structure isomorphisms in this braided
tensor category are characterized by intertwining operators exactly as in Theorem 6.3. So the
construction of P (z)-tensor products and parallel transport, unit, associativity, and braiding
isomorphisms of the P (z)-vertex tensor category structure works the same for Ind(C) as it
does for Rep0A.)
Finally, the assertion that the P (z)-vertex tensor category structure on Ind(C) extends
that on C amounts to the assertion that the embedding C →֒ Ind(C) is a “vertex tensor
functor” in the sense of [CKM1, Section 3.6]. This is proved in exactly the same way as
[CKM1, Theorem 3.68] (where the functor under consideration is the induction functor into
the local module category Rep0A of a vertex operator (super)algebra extension); see also
[McR1, Remark 2.7].
7. Examples and applications
In this section, we present example categories of vertex operator algebra modules that
satisfy the conditions of Theorem 1.1: the basic examples are C1-cofinite module categories
for Virasoro and affine vertex operator algebras. We then apply extension theory [CKM1]
to demonstrate the existence of braided tensor categories of generalized modules for certain
infinite-order extensions of Virasoro and affine vertex operator algebras, such as singlet vertex
operator algebras.
For a vertex operator algebra V , the category C1V of grading-restricted generalized V -
modules will satisfy the conditions of Theorem 1.1, provided it satisfies the hypothesis of
Theorem 2.10 together with one additional technical condition:
Theorem 7.1. Suppose V is a vertex operator algebra and the following two conditions hold:
(1) The category C1V is closed under contragredient modules.
(2) Every generalized module in Ind(C1V ) is N-gradable.
Then C1V satisfies the conditions of Theorem 1.1, so that Ind(C1V ) admits vertex and braided
tensor category structures extending those on C1V .
Proof. We verify the conditions of Theorem 1.1 one by one:
(1) V is an object of C1V : Since v−11 = v for any v ∈ V , C1(V ) contains
⊕
n≥1 V(n). Then
the grading-restriction conditions on V imply that dimV/C1(V ) <∞.
(2) C1V is closed under submodules, quotients, and finite direct sums: It is easy to see
that quotients and finite direct sums of C1-cofinite modules are C1-cofinite. For
submodules, we use the fact that a submodule of a V -moduleW is the contragredient
of a quotient of W ′, together with the assumption that contragredients of C1-cofinite
modules are C1-cofinite.
(3) Every module in C1V is finitely generated by Proposition 2.11.
(4) The category C1V admits P (z)-vertex and braided tensor category structures as de-
scribed in Section 2 by Theorem 2.10.
(5) The intertwining operator condition of Theorem 1.1 follows from Theorem 2.13 and
the assumption that every generalized module in Ind(C1V ) is N-gradable.

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Perhaps the first candidates for vertex operator algebras V for which C1V satisfies the
conditions of Theorem 7.1 are the simple Virasoro vertex operator algebras L(c, 0), where
c ∈ C is the central charge. In [CJORY], it is shown that C1c = C1L(c,0) is equal to the
category of finite-length L(c, 0)-modules that have C1-cofinite composition factors, so that
in particular C1c is closed under contragredient modules. To apply Theorem 7.1, we still have
to verify that modules in Ind(C1c ) are N-gradable:
Theorem 7.2. If c = 13−6t−6t−1 for t ∈ C\Q≤0, then every generalized module in Ind(C1c )
is N-gradable. In particular, Ind(C1c ) admits vertex and braided tensor category structures
extending those on C1c .
Proof. If c = 13 − 6t − 6t−1 for t /∈ Q, then C1c is semisimple [CJORY, Theorem 5.1.2].
Thus every generalized module in Ind(C1c ) is a sum of simple L(c, 0)-modules, which means
that Ind(C1c ) is semisimple. That is, any module X in Ind(C1c ) is isomorphic to
⊕
i∈I L(c, hi)
for some index set I and certain hi ∈ C. Then the N-grading X =
⊕
n∈NX(n) defined by
X(n) =
⊕
i∈I L(c, hi)[hi+n] makes X an N-gradable weak L(c, 0)-module.
Now suppose t ∈ Q+ (or more generally t ∈ R+). Since any module in C1c is finite
length with C1-cofinite composition factors, any weight of a module in Ind(C1c ) is a weight
of an irreducible C1-cofinite L(c, 0)-module L(c, h). Using the Feigin-Fuchs criterion for the
existence of singular vectors in Verma modules for the Virasoro algebra [FF], one can show
that L(c, h) is C1-cofinite if and only if
(7.1) h = hr,s :=
r2 − 1
4
t− rs− 1
2
+
s2 − 1
4
t−1 =
1
4t
(tr − s)2 − (t− 1)
2
4t
for some r, s ∈ Z+. Since we are assuming t is a positive real number, this means the weights
of any module X in Ind(C1c ) are real and bounded below by − (t−1)
2
4t
. Consequently, X is
N-gradable exactly as in Remark 2.4. 
Remark 7.3. Note that if t ∈ Q<0, then (7.1) shows that the weights of a generalized
module in Ind(C1c ) can fail to have a lower bound. Thus it is not clear in this case that
modules in Ind(C1c ) are necessarily N-gradable.
The second candidate examples for V are the simple affine Lie algebra vertex operator
algebras Vk(g) associated to a finite-dimensional Lie algebra g at level k 6= −h∨. In this
case, the category of C1-cofinite grading-restricted generalized modules is the Kazhdan-
Lusztig category KLk(g); it is not hard to show that it is also the category of finitely-
generated grading-restricted generalized Vk(g)-modules. (Proposition 2.11 shows that C1-
cofinite modules are finitely generated. On the other hand, the grading restriction conditions
imply that a finitely-generated grading-restricted generalized module is also finitely generated
as a U(ĝ−)-module, which implies C1-cofiniteness.) For g simple, it is known that KLk(g)
is closed under contragredients, and thus has vertex and braided tensor category structures,
when k ∈ C \Q (in which case KLk(g) is semisimple), when k+ h∨ ∈ Q<0 [KL2], when k is
admissible [CHY], and for certain non-admissible k such that k + h∨ ∈ Q>0 [CY]. To show
that KLk(g) satisfies the second condition of Theorem 7.1, we need restrictions on k:
Theorem 7.4. Assume g is simple, KLk(g) is closed under contragredients, and k + h ∈
C \Q≤0. Then Ind(KLk(g)) admits vertex and braided tensor category structures extending
those on KLk(g).
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Proof. We need to show that generalized modules in Ind(KLk(g)) are N-gradable. For k +
h∨ ∈ C \ Q, KLk(g) is semisimple so N-gradability follows exactly as in the proof of the
t ∈ C \ Q case of Theorem 7.2. The proof for k + h∨ ∈ R+ also proceeds as the proof
of the t ∈ R+ case of Theorem 7.2: it is enough to demonstrate a lower bound for the
conformal weights of all modules in KLk(g). In fact, any minimal conformal weight space
of any module in KLk(g) generates a Vk(g)-submodule that has a semisimple quotient, so
the minimal conformal weights of modules in KLk(g) agree with minimal conformal weights
of irreducible Vk(g)-modules. Irreducible Vk(g)-modules are parametrized by (a subset of)
dominant integral weights λ ∈ P+, with corresponding lowest conformal weights
hλ :=
1
2(k + h∨)
〈λ, λ+ 2ρ〉,
where ρ is the sum of the fundamental weights of g. Since λ ∈ P+, we have 〈λ, λ+ 2ρ〉 ≥ 0.
So when k + h∨ ∈ R+, all conformal weights in KLk(g) are non-negative real numbers. 
Remark 7.5. If h is a finite-dimensional abelian Lie algebra, then V1(h) is a Heisenberg ver-
tex operator algebra. Modules inKL1(h) are finite-length extensions of irreducible Fock mod-
ules, so KL1(h) is closed under contragredients. Also, since every module X in Ind(KL1(h))
is a union of grading-restricted submodules, ĥ+ acts locally nilpotently onX . Then by [FLM,
Theorem 1.7.3], X ∼= U(ĥ−)⊗ ΩX where
ΩX = {b ∈ X | h(n)b = 0 for h ∈ h, n > 0}.
This means X is N-gradable (with X(0) = ΩX), and we conclude that KL1(h) satisfies the
conditions of Theorem 7.1.
Now the reason we want vertex and braided tensor category structures on categories such
as Ind(C1c ) and Ind(KLk(g)) is that we wanto to apply the extension theory of [CKM1]
to infinite-order extensions of vertex operator algebras. For example, any vertex operator
algebra V of central charge c contains a Virasoro vertex operator subalgebra. Although V
will not usually be C1-cofinite as a Virasoro module, V might be an object of Ind(C1c ). In
this case, we would like to view V as a commutative algebra in the braided tensor category
Ind(C1c ) (as in [HKL]) and then apply [CKM1] to obtain vertex and braided tensor category
structures on the category of generalized V -modules in Ind(C1c ).
We recall the definition of commutative algebra in a braided tensor category:
Definition 7.6. Let (C,⊠, 1, l, r,A,R) be a braided tensor category. A commutative algebra
in C is an object A equipped with a multiplication morphism µA : A ⊠ A → and a unit
morphism ιA : 1→ A that satisfy the following properties:
(1) Unit: µA ◦ (ιA ⊠ IdA) = lA
(2) Associativity: µA ◦ (IdA ⊠ µA) = µA ◦ (µA ⊠ IdA) ◦ AA,A,A
(3) Commutativity: µA = µA ◦ RA,A.
The following result is a version of Theorem 3.2 (and Remark 3.3) of [HKL] that is relevant
for our setting; the statement differs somewhat from [HKL, Theorem 3.2] to avoid the implicit
assumption in [HKL] that units ιA are injective. In the statement, Y represents the vertex
operators for the vertex operator algebras V and A, while YA represents the vertex operator
for A as a V -module.
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Theorem 7.7. Let (V, Y, 1, ω) be a vertex operator algebra and C a category of grading-
restricted generalized V -modules that satisfies the conditions of Theorem 1.1. Then the fol-
lowing two categories are isomorphic:
(1) Vertex operator algebras (A, Y, 1A, ωA) such that:
• A is a V -module in Ind(C),
• YA(v, x) = Y (v−11A, x) for v ∈ V , and
• ωA = L(−2)1A ( = ω−11A ).
(2) Commutative algebras (A, µA, ιA) in the braided tensor category Ind(C) such that A
is Z-graded by L(0)-eigenvalues and satisfies the grading restriction conditions.
Proof. The proof is essentially the same as that of [HKL, Theorem 3.2], so we will just briefly
indicate how the isomorphism of categories goes. Given a vertex operator algebra A as in
the statement of the theorem, the grading of A by L(0)-eigenvalues as a V -module must
agree with the Z-grading of A as a vertex operator algebra since
YA(ω, x) = Y (L(−2)1A, x) = Y (ωA, x).
In particular, A is Z-graded by L(0)-eigenvalues and satisfies the grading restriction con-
ditions. The algebra unit ιA : V → A is defined by ιA(v) = v−11A. This is a V -module
homomorphism by [LL, Proposition 4.7.7], since 1A is a vacuum-like vector for V :
YA(v, x)1A = Y (v−11A, x)1A ∈ A[[x]]
for v ∈ V . (In fact, ιA is also a homomorphism of vertex operator algebras.) The algebra
multiplication µA : A⊠̂A → A is the unique V -module homomorphism, guaranteed by
Theorem 6.2(2), such that µA ◦ YA,A = Y ; note that Y is indeed a V -module intertwining
operator of type
(
A
AA
)
since YA = Y ◦ (ιA ⊗ IdA) and L(−1) agrees with LA(−1) = (ωA)−1
on A. Using Theorem 6.3, µA is commutative and associative exactly as in [HKL, Theorem
3.2], and the unit axiom follows from
(µA ◦ (ιA⊠̂IdA)) (YV,A(v, x)a) = Y (v−11A, x)a = YA(v, x)a = lA (YV,A(v, x)a)
for v ∈ V , a ∈ A.
On the other hand, if (A, µA, ιA) is a commutative associative algebra in Ind(C) with a
restricted Z-grading by L(0)-eigenvalues, then A is a vertex operator algebra with vertex
operator Y = µA ◦ YA,A, vacuum 1A = ιA(1), and conformal vector ωA = ιA(ω), just as in
[HKL, Theorem 3.2], . 
Remark 7.8. The notion of commutative algebra generalizes to superalgebra, that is, an ob-
ject graded by parity for which the multiplication is supercommutative (see [CKL, Definition
2.14]). Commutative superalgebras correspond precisely to vertex superalgebra extensions
[CKL, Theorem 3.13], and similar to the above theorem, the argument also works in the
direct limit completion.
Theorem 7.7 means that we can use the methods of braided tensor categories to study
suitable (possibly infinite-order) extensions of a vertex operator algebra V . In fact, we
can apply the extension theory developed in [CKM1] with the braided tensor category C
replaced by Ind(C): although it was assumed in [CKM1] that the generalized V -modules
under consideration were grading-restricted, this assumption was not used in any of the
proofs. So [CKM1, Theorem 3.65] applies to our setting:
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Theorem 7.9. Let V be a vertex operator algebra, C a category of grading-restricted general-
ized V -modules that satisfies the conditions of Theorem 1.1, A a vertex operator algebra that
satisfies the conditions of Theorem 7.7(1), and Rep0A the category of generalized A-modules
X which are objects of Ind(C) as V -modules (with respect to the vertex operator YX(ιA(·), x)).
Then Rep0A has vertex and braided tensor category structures as described in Section 2.
We conclude with some examples of vertex operator algebras A to which Theorem 7.9
applies:
Example 7.10. The lattice vertex operator algebra VL with L =
√
2Z and its irreducible
module V 1√
2
+L are objects in the Virasoro direct limit completion Ind(C11) at central charge
1. Of course, VL is a strongly rational vertex operator algebra, so Theorem 7.9 does not give
any new information about VL. However, Theorem 7.9 does imply that any intermediate
subalgebra L(1, 0) ⊆ A ⊆ VL has a braided tensor category of generalized modules that
includes at least those A-modules occurring in the decomposition of V 1√
2
Z as an A-module.
For example, consider the fixed-point subalgebras of automorphism groups of VL. Since
Aut(VL) contains SO(3), all finite subgroups of SO(3), especially the finite simple group A5,
act on VL. It is expected that the fixed-point subalgebra V
A5
L should be strongly rational,
but since A5 is non-abelian simple, the results of [Mi2, CM] do not apply. In any case,
Theorem 7.9 now implies that at least V A5L has a braided tensor category of modules that
includes the irreducible V A5L -modules occurring in the decomposition of VL. By [McR1,
Corollary 4.8], these irreducible V A5L -modules generate a tensor subcategory that is braided
tensor equivalent to RepA5; in particular, this braided tensor subcategory is rigid. It would
be interesting to see whether this rigid symmetric tensor category of V A5L -modules might be
useful for proving that V A5L is C2-cofinite; by [McR2, Main Theorem 2], this would be enough
for showing that V A5L is strongly rational.
Example 7.11. For an integer p ≥ 2, let M(p) denote the singlet vertex operator algebra:
this is a subalgebra of the rank-1 Heisenberg vertex operator algebra with a modified confor-
mal vector. It was shown in [Ad1] thatM(p) is an infinite direct sum of irreducible modules
for its Virasoro subalgebra L(cp, 0), where cp = 13 − 6p − 6p−1. Moreover, the irreducible
L(cp, 0)-modules appearing in the decomposition of M(p) are C1-cofinite by the criterion
(7.1). Thus M(p) is an algebra in the braided tensor category Ind(C1cp) and we can use
Theorem 7.9 to conclude that Rep0M(p) has vertex and braided tensor category structures.
The braided tensor category Rep0M(p) is too large since it includes generalized mod-
ules with infinite-dimensional conformal weight spaces. However, it contains interesting
subcategories that are closed under the tensor product. For example, since the proof of
Theorem 7.2 shows that all modules in Rep0M(p) are N-gradable, Theorem 2.13 implies
that C1M(p) ∩Rep0M(p) is a braided monoidal subcategory of Rep0M(p) (it will also be an
abelian category if it is closed under submodules). The tensor structure of modules in this
subcategory will be studied in detail in [CMY]. The existence of braided monoidal category
structure on C1M(p)∩Rep0M(p) partially resolves a conjecture from [CMR]; however, we have
not shown here that the full category C1M(p) has braided tensor category structure. This is
because the so-called “typical” irreducible M(p)-modules are C1-cofinite as M(p)-modules
by [CMR, Theorem 16], but they do not decompose as sums of C1-cofinite L(cp, 0)-modules
and thus are not objects of Ind(C1cp).
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Example 7.12. The Bp-algebras introduced in [CRW] are extensions of the tensor product
of M(p) with a rank-one Heisenberg vertex operator algebra. They are subregular W-
algebras of type A (when p > 2) at certain boundary admissible level, and they are also
chiral algebras of Argyres-Douglas theories of physics [ACGY]. The first two examples are
the βγ vertex algebra (p = 2) and the affine vertex algebra V−4/3(sl2) (p = 3) [Ad2]. Aside
from work of Allen and Wood on the βγ vertex algebra [AW], establishing rigid vertex tensor
category structure beyond ordinary modules is completely open for affine vertex algebras and
W-algebras. But now, using the previous example, we can show that there is a full rigid
braided tensor category of Bp-modules that contains relaxed highest-weight modules. Most
of the braided tensor category structure on relaxed highest-weight modules for Bp-algebras
has been conjectured [ACKR], based on expected relationships between the representation
theories of singlet algebras and of unrolled unrestricted quantum groups of sl2 [CGP]. Now
with the existence of rigid braided tensor categories for Bp-algebras, one can partially prove
these conjectures.
Example 7.13. For a simple Lie algebra g, the category KLk(g) of finitely-generated
grading-restricted generalized modules for the universal affine vertex operator algebra V k(g)
at level k has vertex tensor category structure if k + h∨ /∈ Q≥0 [KL1]–[KL5]. Let V k(λ) de-
note the generalized Verma module of level k whose top level is the irreducible highest-weight
g-module with highest weight λ. There are many interesting vertex operator (super)algebra
extensions.
Take as simplest example g = sl2 and set k =
2−3t
2t−1
, ct := 13 − 6t − 6t−1, s = 2k + 3 (so
that 2t− 1 = s−1), cs := 152 − 3s− 3s−1, λr = (r− 1)ω with ω the fundamental weight of sl2.
Corollary 2.6 together with Theorem 2.10 of [CGL] say that for generic k (that is, as vertex
algebras over a localization of the polynomial ring in k),
V k(osp1|2)
∼=
∞⊕
r=1
V k(λr)⊗ L(ct, h1,r)
S(cs, 0)⊗ F ∼=
∞⊕
r=1
L(ck+2, h1,r)⊗ L(ct, h1,r)
(7.2)
with V k(osp1|2) the universal vertex operator superalgebra of osp1|2 at level k, S(cs, 0) the
N = 1 super Virasoro algebra at central charge cs, and F the free fermion vertex superal-
gebra at central charge 1
2
. Thus for generic k, these are commutative superalgebras in the
completions Ind(KLk(sl2)⊠ C1ct), Ind(C1ck+2 ⊠ C1ct) of the Deligne products of the underlying
categories. Assuming k /∈ Q, both KLk(sl2) and the Virasoro categories are semisimple, so
the Deligne product categories are semisimple and Theorems 5.2 and 5.5 of [CKM2] imply
that they have vertex tensor category structure. Moreover, the direct limit completions are
semisimple; this means that their Deligne product subcategories are the same as their sub-
categories of C1-cofinite modules, and then it follows from Theorem 2.13 that condition (5)
of Theorem 1.1 is also satisfied.
We now study S(cs, 0)-modules using the induction functor
F : C1ck+2 ⊠ C1ct → RepS(cs, 0)⊗ F
from [CKM1]. By [CKM1, Lemma 2.65], an L(ck+2, 0)⊗ L(ct, 0)-module induces to a local
module, in Rep0 S(cs, 0) ⊗ F , if and only if its monodromy with S(cs, 0) ⊗ F is trivial. To
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calculate monodromies, we use the fusion rules
L(c, hr,1)⊠ L(c, h1,s) ∼= L(c, hr,s)
from [CJORY, Theorem 5.2.4], valid for any c /∈ Q, and the balancing equation with twist
θ = e2πiL(0):
RL(c,h1,s),L(c,hr,1) ◦ RL(c,hr,1),L(c,h1,s) = θL(c,hr,s) ◦ (θ−1L(c,hr,1) ⊠ θ−1L(c,h1,s))
= e2πi(hr,s−hr,1−h1,s)IdL(c,hr,s) = e
πi(r+s−rs−1)IdL(c,hr,s).
From this together with (7.2), we see that L(ck+2, hn,1) ⊗ L(ct, hm,1) induces to a local
S(cs, 0)⊗F -module if and only if m+n is even. As an L(ck+2, 0)⊗L(ct, 0)-module, we have
F(L(ck+2, hn,1)⊗ L(ct, hm,1)) ∼=
∞⊕
r=1
L(ck+2, hn,r)⊗ L(ct, hm,r).
The minimum conformal weight of this module occurs in the summand with r = n+m
2
and
takes the value
∆n,m :=
n2 − 1
8
s+
m2 − 1
8
s−1 − mn− 1
4
.
Define S(cs,∆n,m) by S(cs,∆n,m)⊗ F := F(L(ck+2, hn,1)⊗ L(ct, hm,1)).
Since induction is a monoidal functor, the fusion rules for the modules S(cs,∆n,m) are
obtained from those of the Virasoro algebra computed in [FZ]:
S(cs,∆n,m)⊠ S(cs,∆n′,m′) ∼=
n+n′−1⊕
n′′=|n−n′|+1
n+n′+n′′ odd
m+m′−1⊕
m′′=|m−m′|+1
m+m′+m′′ odd
S(cs,∆n′′,m′′).
The modules S(cs,∆n,m) are simple by [CKM1, Proposition 4.4], whose proof is valid for
superalgebras in a direct limit completion. They are also non-isomorphic since by Frobenius
reciprocity [KO, CKM1] we have
δn,n′δm,m′C ∼= HomC1ck+2⊠C1ct (L(ck+2, hn,1)⊗ L(ct, hm,1), L(ck+2, hn′,1)⊗ L(ct, hm′,1))
∼= HomInd(C1ck+2⊠C1ct ) (L(ck+2, hn,1)⊗ L(ct, hm,1), L(ck+2, hn′,1)⊗ L(ct, hm′,1))
∼= HomInd(C1ck+2⊠C1ct )
(
L(ck+2, hn,1)⊗ L(ct, hm,1),
∞⊕
r=1
L(ck+2, hn′,r)⊗ L(ct, hm′,r)
)
∼= HomRepS(cs,0)⊗F (F(L(ck+2, hn,1)⊗ L(ct, hm,1)),F(L(ck+2, hn′,1)⊗ L(ct, hm′,1)))
∼= HomRepS(cs,0)⊗F (S(cs,∆n,m)⊗ F, S(cs,∆n′,m′)⊗ F )
∼= HomRepS(cs,0) (S(cs,∆n,m), S(cs,∆n′,m′)) .
Let C1,Lc denote the full tensor subcategory of C1c whose simple objects are the L(c, hn,1) for
n ∈ Z≥1, and let (C1,Lck+2 ⊠ C1,Lct )0 be the subcategory of C1.Lck+2 ⊠ C1,Lct whose simple objects are
the L(ck+2, hn,1)⊗L(ct, hm,1) with n+m even. Then because the S(cs,∆n,m) are simple and
distinct,
F : (C1,Lck+2 ⊠ C1,Lct )0 → Rep0 S(cs, 0)⊗ F
is fully faithful and so its image is braided tensor equivalent to (C1,Lck+2 ⊗ C1,Lct )0 (see [CKM1,
Theorem 2.67]). In particular, the image is rigid by [CJORY, Theorem 5.5.3].
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Next we verify that our braided tensor category of S(cs, 0)-modules is non-degenerate,
that is, has trivial Mu¨ger center. If Sn,m := S(cs,∆n,m) is transparent, then in particular it
centralizes S(cs,∆2,2). The fusion product is
S2,2 ⊠ Sn,m ∼= Sn−1,m−1 ⊕ Sn−1,m+1 ⊕ Sn+1,m−1 ⊕ Sn+1,m+1
with the convention S0,m = 0 = Sn,0. As monodromy is determined by conformal weight
due to balancing, the monodromy restricted to the summand Sn+ǫ,m+ǫ′ acts by the scalar
e2πi(∆n+ǫ,m+ǫ′−∆n,m−∆2,2). Suppose that
∆n+ǫ,m+ǫ′ −∆n,m −∆2,2 = s
4
(nǫ− 1) + s
−1
4
(mǫ′ − 1)− 1
4
(nǫ′ +mǫ− 3 + ǫǫ′)
is an integer N for some (n,m) 6= (1, 1) and ǫ, ǫ′ ∈ {±1}, assuming without loss of generality
n 6= 1. Then
∆n−ǫ,m+ǫ′ −∆n,m −∆2,2 = N − s
2
nǫ+
1
2
(mǫ+ ǫǫ′)
is clearly not an integer, so Sn,m is not transparent and we have verified non-degeneracy.
In conclusion, we have shown that the S(cs, 0)-modules S(cs,∆m,n) are the simple objects
of a semisimple non-degenerate rigid braided tensor category that is braided tensor equivalent
to (C1,Lck+2⊠C1,Lct )0. Note that e2πiL(0) does not quite define a twist on this category since S(cs, 0)
is 1
2
Z-graded. Instead, we get a twist by setting θX = PXe
2πiL(0), where PX is the parity
involution on an S(cs, 0)-module X . With this twist, F restricted to (C1,Lck+2⊠C1,Lct )0 becomes
an equivalence of braided ribbon categories.
We turn to V k(osp1|2) next. The idea of studying affine osp(1|2) via coset extensions was
used at admissible level in [CFK, CKLR]; our results here are the generic-level analogue of
those in [CFK]. Using G to denote the induction functor for V k(osp1|2), we define
Mk(n) := G(V k(sl2)⊗ L(ct, hn,1)) ∼=
∞⊕
r=1
V k(λr)⊗ L(ct, hn,r).
This is a local module, in Rep0 V k(osp1|2), if and only if n is odd. The summands for r =
n±1
2
have lowest conformal weight, equal to n
2−1
8s
; the highest sl2-weight in these top spaces is
n−1
2
ω. The Mk(n) are simple by [CKM1, Proposition 4.4], and since induction is monoidal
the fusion rules are
Mk(n)⊠Mk(n′) ∼=
n+n′−1⊕
n′′=|n−n′|+1
n+n′+n′′ odd
Mk(n′′).
The subcategory (C1,Lct )0 ⊆ C1,Lct with simple objects L(ct, hn,1), n odd, embeds as a braided
tensor subcategory ofKLk(sl2)⊠C1ct via L(ct, hn,1) 7→ V k(sl2)⊗L(ct, hn,1). Then by Frobenius
reciprocity as in the N = 1 super Virasoro case, the restriction of G to (C1,Lct )0 is fully faithful,
so its image is braided tensor equivalent to (C1,Lct )0 and is in particular rigid. Non-degeneracy
is easily verified as before, and in this case e2πiL(0) does define a twist on our category of
V k(osp1|2)-modules. We conclude that the V
k(osp1|2)-modules M
k(n) for n odd are the
simple objects of a semisimple non-degenerate braided ribbon category equivalent to (C1,Lct )0
as a braided ribbon category.
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