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ABSTRACT
For the challenging computational environment of IOT/edge computing, personalized federated
learning allows every client to train a strong personalized cloud model by effectively collaborating
with the other clients in a privacy-preserving manner. The performance of personalized federated
learning is largely determined by the effectiveness of inter-client collaboration. However, when the
data is non-IID across all clients, it is challenging to infer the collaboration relationships between
clients without knowing their data distributions. In this paper, we propose to tackle this problem by
a novel framework named federated attentive message passing (FEDAMP) that allows each client
to collaboratively train its own personalized cloud model without using a global model. FEDAMP
implements an attentive collaboration mechanism by iteratively encouraging clients with more
similar model parameters to have stronger collaborations. This adaptively discovers the underlying
collaboration relationships between clients, which significantly boosts effectiveness of collaboration
and leads to the outstanding performance of FEDAMP. We establish the convergence of FEDAMP
for both convex and non-convex models, and further propose a heuristic method that resembles the
FEDAMP framework to further improve its performance for federated learning with deep neural
networks. Extensive experiments demonstrate the superior performance of our methods in handling
non-IID data, dirty data and dropped clients.
1 Introduction
Huge amount of edge devices (i.e., clients), such as smart phones, wearable devices and autonomous vehicles, are
generating big private data in a surprisingly fast speed [1]. Due to the ever-growing concerns and restrictions on data
privacy, many federated learning frameworks have been proposed to collaboratively conduct machine learning tasks for
all clients while keeping their data privacy intact [2, 3, 4, 5, 6, 7].
One of the biggest challenges for federated learning is non-IID data, that is, the data is non-IID across different
clients [3, 4, 8]. Since it is difficult for a single model to properly fit the non-IID data of all clients [8], existing federated
learning frameworks that focus on training a single global model cannot achieve a good personalized performance
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on each of the clients. As a result, it is more reasonable to conduct personalized federated learning, such that every
client can train a strong personalized model without leaking its private data by effectively collaborating with the other
clients in a federated manner.
The performance of personalized federated learning is largely determined by the effectiveness of inter-client col-
laboration, which, however, is a challenging goal to optimize when the private data held by the clients is non-IID.
Since the data distributions of two clients can either be similar or different, an effective inter-client collaboration
should allow closely related clients with similar data distributions to have stronger collaboration than those with
different data distributions. However, as illustrated later in Sec. 2, most existing methods [9, 10, 11, 12, 13, 14, 15, 16]
that produce personalized models by locally customizing a global model cannot effectively identify the underlying
collaboration relationships between clients. This reduces the effectiveness of inter-client collaboration and largely limits
the performance of personalized models.
In this paper, we tackle the challenging personalized federated learning problem by an attentive collaboration
mechanism that adaptively discovers the underlying inter-client collaboration relationships to achieve outstanding
personalized performance without using a global model. We make the following contributions. First, we propose a
novel method named federated attentive message passing (FEDAMP) to realize the attentive collaboration mechanism.
FEDAMP adopts an attention-inducing function to bind a personalized cloud model with each client’s local model. In
this way, the attentive collaboration can be easily conducted by iteratively passing strong model aggregation messages
between similar local models and personalized cloud models. This discovers the underlying collaboration relationships
between clients, and further boosts their collaboration effectiveness. Second, we prove the convergence of FEDAMP
for both convex and non-convex models. Third, to further improve the practical performance of FEDAMP on clients
using deep neural networks, we propose a heuristic method to avoid the scaling problem of high dimensional model
parameters of clients by measuring their model similarity with cosine similarity. Last, we conduct extensive experiments
to demonstrate the superior performance of the proposed methods in challenging federated learning settings, such as
non-IID data, dropped clients and dirty data.
2 Related Works
Global federated learning. The goal of global federated learning is to learn a single global model that minimizes
the empirical risk function over the union of the data across all clients. FedAvg [2] trains local models of clients
in parallel and produces a global model by simply averaging the parameters of local models. However, it has been
empirically shown to diverge on non-IID data across clients [2, 3, 4]. To improve the robustness of FedAvg to non-IID
data, FedProx [3] adds a proximal term to keep local models close to the global model, and Zhao et al. [4] globally
share a small subset of data across all clients. For clients using deep neural networks, FedAtt [17] aggregates local
models into a global model by a layer-wise attention mechanism, PFNM [18] addresses the invariance problem of
fully connected feedforward networks by matching the neurons of client neural networks before averaging them, and
FedMA [19] further extends PFNM to more complicated deep neural networks by exploring the layers-wise invariance
of CNNs and LSTMs. Most global federated learning methods use a single global model for all clients. However, when
the data is non-IID across different clients, it will be difficult to converge to a good global model that achieves a good
personalized performance on each of the clients [8].
Local customization of a global model. The most practical way to build a personalized model for a client is to
customize a global model by local fine-tuning [10, 11, 12, 20, 21, 22], where the parameters of the global model
are used as the initialization to train a personalized model on the local data of every client. Similarly, some meta
learning methods [9, 15, 16, 23, 24, 25] can be extended to build personalized models by adapting a trained global
model on the local data of a client with a few fine-tuning steps [8]. Besides, model mixture methods [13, 14] are
also proposed to locally customize a global model for each client by linearly combining the global model and the
client’s latent local model. All these methods require a good global model for local customization. However, since the
private data distributions of the clients are unknown, the global model is usually trained by taking equal or weighted
contributions from all clients without considering their underlying collaboration relationships. This inevitably reduces
the effectiveness of inter-client collaboration, and further degenerates the performance of personalized models when the
data is non-IID.
Multi-Task Learning. Multi-task learning aims to train personalized models for multiple related tasks in a centralized
manner by either assuming the structure of the relationships between tasks to be known apriori [26, 27, 28, 29], or
attempting to learn the relationships between tasks from data [30, 31, 32]. These methods focus on learning personalized
models for different tasks, but ignore the data privacy of clients. Therefore, they are not applicable to federated learning.
Distributed multi-task learning [33, 34, 35, 36] tried to conduct multi-task learning when the data for each task is
separately owned by different clients. While these methods have the potential to protect the data privacy of clients,
they cannot robustly handle the unreliable operating environment of federated learning [37]. To tackle these challenges,
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Smith et al. [37] extend distributed multi-task learning to federated learning by a primal-dual optimization method,which,
however, is not applicable to deep neural networks because strong duality is no longer guaranteed.
3 Personalized Federated Learning
In this section, we illustrate how to tackle the personalized federated learning problem, where a set of clients, each
owning a personalized model and a set of private data collected from distinct distributions, attempt to train their
personalized models by effectively collaborating with each other in a privacy-preserving manner under the coordination
of a service provider [4, 8]. We first introduce how to tackle this problem by a general framework named FEDAMP
in Sec. 3.1, then we discuss a specific instantiation of FEDAMP as well as a practical heuristic extension called
HEURFEDAMP in Sec. 3.2 and Sec. 3.3, respectively. Last, we prove the convergence of FEDAMP for both convex
and non-convex local models in Sec. 3.4.
3.1 Federated Attentive Message Passing
Federated attentive message passing (FEDAMP) is a general framework to tackle the personalized federated learning
problem. The key idea is to iteratively encourage clients with similar model parameters to have much stronger
collaboration than clients with dissimilar ones, such that, we can adaptively discover the underlying collaboration
relationships between clients, and further boosts their collaboration effectiveness. Specifically, FEDAMP promotes
effective inter-client collaboration by realizing an attentive collaboration mechanism that iteratively encourages
clients with more similar model parameters to have stronger collaborations.
For a personalized federated learning system of m clients, we denote by wi ∈ Rd, i ∈ {1, . . . ,m}, the parameters
of the local model of the i-th client, and by Fi : Rd → R the training objective function of the i-th client. We will
illustrate how to derive the personalized cloud model for each client later in this subsection. Inspired by several widely
adopted formulations in multi-task learning [38, 39], we formulate the personalized federated learning problem as
min
w1,...,wm
G(w1, . . . , wm) :=
m∑
i=1
Fi(wi) + λ ·
m∑
i<j
D(wi, wj)
 , (1)
where the first term is the training loss of the local models of all clients, λ > 0 is a regularization parameter, and
D(·, ·) is a regularization function to measure the difference between its inputs. Here, the formulation in (1) is a general
form that represents a class of objective functions for different user-specified functions D. The second term of (1) will
enforce the attentive collaboration mechanism if D is properly chosen to be an attention-inducing function defined as
follows.
Definition 1 We say that D is an attention-inducing function if D(x, y) = A(‖x− y‖2) for some nonlinear function
A : [0,∞)→ R satisfying
(i) A is increasing and concave on [0,∞) with A(0) = 0;
(ii) A is continuously differentiable on (0,∞) and limt→0+ A′(t) = a for some a <∞.
As illustrated later in this subsection, the attention-inducing function D is the key to inducing the attentive collaboration
mechanism.
We propose to tackle the problem formulated in (1) by a novel algorithm named FEDAMP, which is powered by an
incremental-type optimization method ([40]) and is carefully deployed on the client-sever system to fit the privacy-
preserving requirement of personalized federated learning.
Specifically, FEDAMP optimizes the G(w1, . . . , wm) in (1) by alternatively optimizing its two components, denoted by
F(W ) := ∑mi=1 Fi(wi) and D(W ) := ∑mi<j D(wi, wj), where W = [w1, . . . , wm] is a d-by-m dimensional matrix
whose columns (w1, . . . , wm) are the model parameters for the local models of the clients (1, . . . ,m), respectively.
Denote by W k−1 = [wk1 , . . . , w
k
m] the iterate in the k-th iteration, we first apply a gradient descent step toD to compute
an intermediate variable
Uk = W k−1 − αk∇D(W k−1), (2)
where αk > 0 is the step size, and Uk = [uk1 , . . . , u
k
m] is a d-by-m dimensional matrix whose columns (u
k
1 , . . . , u
k
m)
are the model parameters for the personalized cloud models of the clients (1, . . . ,m), respectively. Then, we use Uk
as the prox-center and apply a proximal point step [41] to compute the next iterate
W k = arg min
W
F(W ) + λ
2αk
‖W − Uk‖2. (3)
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Algorithm 1: Federated Attentive Message Passing (FEDAMP)
Input: The number of clients m, initial models (w01, . . . , w0m), total communication rounds K, gradient descent step
sizes {αk}, parameters {βk} for local training
1 for k = 1, 2, . . . ,K do
2 Server computes the personalized cloud models (uk1 , . . . , u
k
m) by (4)
3 Server sends each uki to client i
4 Clients perform local training and update the models (wk1 , . . . , w
k
m) by (5)
5 Server collects the updated models (wk1 , . . . , w
k
m)
6 end
This procedure terminates at some iteration K that is prescribed as the maximum number of iterations. We provide the
non-asymptotic convergence guarantee of this optimization algorithm in Sec. 3.4.
Algorithm 1 summarizes how FEDAMP deploys the above optimization method on a client-server platform to conduct
personalized federated learning.
First, the iteration of FEDAMP starts with an initial guess of the model parameters, denoted by (w01, . . . , w0m). These
parameters are first obtained by separately pre-training the personalized models of each client using their local data, and
then collected and stored on the server.
Second, at the k-th communication round, the server computes a set of personalized cloud models (uk1 , . . . , ukm) by
(2). Since D(W ) = ∑mi<j D(wi, wj) and the function D is an attention-inducing function in Definition 1, (2) can be
equivalently written as
uki =
1− αk m∑
j 6=i
A′ (‖wk−1i − wk−1j ‖2)
 · wk−1i + αk m∑
j 6=i
A′ (‖wk−1i − wk−1j ‖2) · wk−1j (4)
for all i ∈ {1, . . . ,m}, where uki is simply a weighted average of (wk−11 , . . . , wk−1m ).
Third, the server sends each personalized cloud model uki to client i and requests it to perform local training with the
knowledge of uki . Following (3), client i computes an updated local model w
k
i by
wki = arg min
w∈Rd
Fi(w) +
1
2βk
‖w − uki ‖2 (5)
with βk = αk/λ, where λ is the regularization parameter in (1).
Last, the server collects the updated local models (wk1 , . . . , wkm) and the system enters the (k + 1)-th communication
round. When FEDAMP terminates at the K-th round for some user-specified K, each client i holds a pair of uKi and
wKi , which can both be used for personalied inference tasks.
Now we discuss why FEDAMP can be viewed as a message passing approach that realizes the attentive collaboration
mechanism without infringing the data privacy of all clients.
First of all, since FEDAMP never transfers the private data of any client, the data privacy of all clients is kept intact
during the entire training process.
Second, FEDAMP is a message passing approach. We can observe from (4) that the cloud model uki can be rewritten
in the following form
uki = ξi,1w
k−1
1 + · · ·+ ξi,mwk−1m (6)
where ξi,1 + · · · + ξi,m = 1, and (ξi,1, . . . , ξi,m) are linear combination weights for the client model parameters
(wk−11 , . . . , w
k−1
m ). Obviously, the client model parameters (w
k−1
1 , . . . , w
k−1
m ) can be viewed as the messages that
are passed from all clients to the i-th client, and the model parameters uki of client i’s personalized cloud model is a
weighted aggregation of the messages received from all clients. As a result, FEDAMP is a message passing approach
that conducts inter-client collaboration by passing messages between local models and personalized cloud models.
Last, FEDAMP realizes the attentive collaboration mechanism. To see this, we rewrite (4) as
uki = τk,iw
k−1
i + (1− τk,i)zk−1i , (7)
where
zk−1i =
∑m
j 6=iA′(‖wk−1i − wk−1j ‖2) · wk−1j∑m
j 6=iA′(‖wk−1i − wk−1j ‖2)
, (8)
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Algorithm 2: A Heuristic Extension of FEDAMP (HEURFEDAMP)
Input: The number of clients m, initial models (w01, . . . , w0m), total communication rounds K, self-attention
parameters {τk,i}, parameters {βk,i} for local training
1 for k = 1, 2, . . . ,K do
2 For every i = 1, . . . ,m, server computes the attentive aggregation of {wk−1j }j 6=i by
zk−1i =
∑m
j 6=i e
σ cos(wk−1i ,w
k−1
j ) · wk−1j∑m
j 6=i e
σ cos(wk−1i ,w
k−1
j )
. (10)
3 For every i = 1, . . . ,m, server computes the personalized cloud model uki by
4
uki = (1− τk,i)wk−1i + τk,izk−1i (11)
5 Server sends each uki to client i
6 Every client i computes an updated local models wki by (5) with βk,i
7 Server collects the updated local models (wk1 , . . . , w
k
m)
8 end
is an aggregation of the messages from all the clients other than client i, and τk,i = 1−αk
∑m
j 6=iA′(‖wk−1i −wk−1j ‖2)
is a scalar self-attention parameter that balances the contribution of the messages received by uki from client i and
the other clients. Recall Definition 1 that A is increasing and concave on [0,∞), which implies that its derivative
A′ is non-negative and non-increasing on (0,∞). Thus, the zk−1i in (8) is a convex combination of {wk−1j : j 6= i}.
Since the weight of each wk−1j in (8) is non-negative and its magnitude is a non-increasing function of the Euclidean
distance between wk−1j and w
k−1
i , a w
k−1
j that is similar to w
k−1
i contributes more to the aggregation (8). In this way,
FEDAMP iteratively encourages clients with more similar model parameters to have stronger collaborations. As a
result, FEDAMP realizes the attentive collaboration mechanism.
It is worth mentioning that the mechanism of collaboration in FEDAMP is blind to the clients. This means each client
receives a tailored cloud model uki without knowing the collaboration graph, which further improves the privacy of all
clients during training.
3.2 An Instance of FEDAMP
The FEDAMP proposed in Algorithm 1 needs to be instantiated by specifying the attention-inducing function. The
class of attention-inducing functions is broad. In particular, examples of function A that satisfies the conditions (i) and
(ii) in Definition 1 includes the negative exponential function A(t) = 1− e−t/σ and the tamed square root function
A(t) = t/(2σ) if t ∈ [0, σ2] and A(t) = √t− σ/2 if t > σ2, where σ > 0 is a parameter that can be chosen by the
user. Also, the smoothly clipped absolute deviation (SCAD) function [42] and the minimax concave penalty (MCP)
function [43], which are popular for inducing sparse estimators in high-dimensional statistics, are also examples that
satisfy (i) and (ii).
Next, we use the negative exponential function A(t) = 1 − e−t/σ as an example to further illustrate the attention
mechanism in FEDAMP. With A(t) = 1− e−t/σ , the zk−1i in (8) can be written as
zk−1i =
∑m
j 6=i e
− ‖w
k−1
i
−wk−1
j
‖2
2σ · wk−1j∑m
j 6=i e
− ‖w
k−1
i
−wk−1
j
‖2
2σ
, (9)
which is then used to construct the personalized cloud model uki via (7). Note that K(x, y) = e
−‖x−y‖2/2σ is the
so-called radial basis function (RBF) kernel that is broadly used in kernelized learning algorithms as a similarity
measure [44]. Then, from (7) and (9), we can observe that for every j 6= i, the contribution of wk−1j to the personalized
cloud model uki for client i is proportional to the similarity between w
k−1
i and w
k−1
j , where the similarity is measured
by the RBF kernel. This induces an attentive mechanism of collaboration as desired.
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3.3 A Heuristic Extension of FEDAMP
Recall from (7) and (8) that in the attentive mechanism of FEDAMP, the similarity between any two models is measured
as a function of their Euclidean distance; see (9) for an example. However, this may be inadequate for application
domains where the Euclidean distance between models is not very meaningful. To remedy this issue, we can develop
heuristic algorithms that resembles the form of FEDAMP but incorporate favorable measure of similarity. As an
example, one may use the popular cosine similarity to measure the similarity between models, which is defined
as cos(x, y) = (x/‖x‖)T (y/‖y‖). In addition, to improve the effectiveness of attention, we compose it with an
exponential function, resulting in a non-negative similarity function s(x, y) = eσ cos(x,y) for some σ > 0. Moreover, we
further allow the self-attention parameters {τk,i} in (7) and the local training parameters {βk} in (5) to be customized
by the clients. The obtained heuristic algorithm is summarized in Algorithm 2. Its convergence guarantee is unclear, but
we will demonstrate its strong empirical performance in Sec. 4.
3.4 Convergence Analysis of FEDAMP
In this subsection, we provide the non-asymptotic convergence guarantee of the general framework FEDAMP for
both convex and non-convex G in (1) under suitable conditions. Denote by ∂F the subdifferential of F [45]. We first
introduce the following assumption.
Assumption 1 There exists a constant B > 0 such that for every k,
max{‖Y ‖ : Y ∈ ∂F(wk1 , . . . , wkm)} ≤ B, ‖∇D(wk1 , . . . , wkm)‖ ≤ B/λ. (12)
Assumption 1 is widely used in the study of incremental and stochastic optimization algorithms; see, e.g., [40, 46]. It
holds if both F and D are locally Lipschitz and the sequence of personalized models (wk1 , . . . , wkm) are bounded for all
k.
When both F and D are convex, we have the following guarantee of FEDAMP.
Theorem 1 Suppose that Assumption 1 holds and that F and D in (1) are convex. In addition, suppose that αk =
λ/
√
K and βk = 1/
√
K for all k, where K is the total number of communication rounds. Then, the sequence
{(wk1 , . . . , wkm)} generated by Algorithm 1 satisfies
min
0≤k≤K
G(wk1 , . . . , wkm) ≤ G∗ +
∑m
i=1 ‖w0i − w∗i ‖2 + 5B2√
K
, (13)
where G∗ is the optimal value and (w∗1 , . . . , w∗m) is an optimal solution of (1).
Next, we provide the guarantee of FEDAMP for the case where G is smooth and non-convex. Recall that ∂F(W ) =
{∇F(W )} if F is differentiable at W .
Theorem 2 Suppose that Assumption 1 holds and that F and D in (1) are continuously differentiable with ∇F and
∇D being Lipschitz continuous with modulus L. In addition, suppose that αk = λ/
√
K and βk = 1/
√
K for all k,
where K is the total number of communication rounds. Then, the sequence {(wk1 , . . . , wkm)} generated by Algorithm 1
satisfies
min
0≤k≤K
‖∇G(wk1 , . . . , wkm)‖2 ≤
18(G(w01, . . . , w0m)− G∗ + 20LB2)√
K
+O
(
1
K
)
(14)
where G∗ is the optimal value of (1).
4 Experiments
In this section, we empirically demonstrate the outstanding performance of FEDAMP and HEURFEDAMP in a
challenging non-IID data setting (Sec. 4.2). We also evaluate the performance of our methods under more practical
scenarios such as dirty labels (Sec. 4.3). Due to the limitation of the paper length, we only include the key experiment
results in this section and more extensive results are provided in the supplemental material, including the experiments
on dropped clients.
4.1 Experimental Details
Baselines. We compare the state of arts global federated learning algorithms, i.e., FedAvg [2] and FedProx [3], as well
as their extensions for local customization by finetuning the global model on client, which are named as FedAvg-FT
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and FedProx-FT, respectively. In addition, we also report the results of separate training since its performance is the
lower bound for the local models.
Datasets. We use four datasets in our experiments: MNIST [47], FMNIST (Fashion-MNIST) [48], EMNIST (Extened-
MNIST) [49], and CIFAR100 [50]. We describe how we prepare EMNIST dataset here and leave the similar preparation
details for the rest datasets in supplemental material.
We first set up 62 clients and divide them into three groups. The first group contains 10 clients (client 0-9), where each
client has 1000 training samples dominated by the digits classes (‘0’ to ‘9’). The second group contains 26 clients
(client 10-35), where each client has 700 training samples dominated by the upper-case letters classes (‘A’ to ‘Z’).
The third group also contains 26 clients (client 36-61), where each client has 400 training samples dominated by the
lower-case letters classes (‘a’ to ‘z’). In addition, each client has 100 testing samples. On each client, the dominated
classes uniformly have 80% of data while the non-dominated classes uniformly have the rest 20% data.
Comparing with the pathological non-IID setting [2], every client in our non-IID setting has data from all classes and the
number of samples on each client is unbalanced. Moreover, in order to facilitate a more practical setting, we consider
the scenario that some clients have incorrect annotations in the training data in Sec. 4.3.
Implementation. We implement separate training and our proposed methods (i.e., FEDAMP and HEURFEDAMP) in
Pytorch. We also extend the implementations of FedAvg and FedProx in Tensorflow from [3]. For MNIST, FMNIST
and EMNIST datasets, we use the same CNN architecture as [2], where as for CIFAR100, we use ResNet18 from [51].
In addition, we employ ADAM [52] with a learning rate 10−3 as the optimization algorithm for the local training on
each client. To make a fair comparison among all the compared methods, experiments are set the batch size as 100 and
the number of epochs as 10 in each round of the local training. The more detailed hyperparameters are given in the
supplemental material.
4.2 Inter-client Collaboration Effect
Table 1: Best mean validation accuracy (in %)
Methods MNIST FMNIST EMNIST CIFAR100
Separate 86.30 86.73 61.78 39.99
FedAvg 81.82 79.50 72.27 35.21
FedAvg-FT 91.79 89.73 78.93 49.00
FedProx 81.46 78.71 70.55 37.31
FedProx-FT 94.10 87.51 77.31 50.24
FEDAMP 97.59 90.97 81.22 53.04
HEURFEDAMP 97.36 91.37 81.47 53.27
The performance of FEDAMP and HEURFEDAMP comparing with baselines are shown in Table 1. In this table,
we report the best mean validation accuracy across all the clients during the federated training. Based on Wilcoxon
signed-rank test [53], both FEDAMP and HEURFEDAMP significantly (P ≤ 10−4) outperform all baselines.
The reason for superior performance of our methods is the success of attentive collaboration mechanism among clients.
As a result, each client has its own personalized cloud model, whose performance benefits from the clients with the
similar distribution, while minimizing the harm induced by those with different distributions. This phenomenon can
be observed from Fig. 1, which shows the pattern of the linear combination weights ξij defined in (6) from the round
achieving the best mean validation accuracy for EMNIST dataset. As explained in Sec. 2, only one global model is
constructed by FedAvg and FedProx on the cloud. Thus, the linear combination weights for computing this model
respect to each client are same, i.e., ξij = Ni/(
∑m
i=1Ni) for all i, where Ni is the number of samples on client i. We
draw the pattern of ξ for FedAvg and FedProx in Fig. 1a. However, due to the attentive collaboration mechanism
caused by (9) and (10), the linear combination weights for computing the personalized cloud models in FEDAMP and
HEURFEDAMP are different. We draw the pattern of ξ for FEDAMP and HEURFEDAMP in Fig. 1b and Fig. 1c,
respectively. In addition, the patterns of aggregation weights of FEDAMP and HEURFEDAMP are consistent with the
data distribution as expected. For example, the upper-case letters group (i.e., client 10-35) only collaborates within the
group while has non-collaboration with the other two groups of the clients. This implies FEDAMP and HEURFEDAMP
have found the correct inter-client collaboration and clearly explains the advantages of constructing personalized cloud
models for each client over a single cloud model for all clients.
4.3 Tolerance to Dirty Data
We further explore the advantages of attentive collaboration mechanism by comparing FEDAMP and HEURFEDAMP
with the baselines on a more practical scenario, where the training data on some clients are contaminated by dirty
7
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(a) FedAvg and FedProx (b) FEDAMP (c) HEURFEDAMP
Figure 1: Patterns of aggregation weights ξ for computing the cloud models respect to each client
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Figure 2: Performance of FEDAMP and HEURFEDAMP compared with baselines for different levels of dirty labels on EMNIST.
labels. This phenomenon is quite usual because the quality of annotations is not always good enough. To conduct
this experiment, we set two out of five clients have dirty labels, and three levels are considered, where percentages of
dirty labels are set as 20%, 40% and 60%, respectively. We show the results of EMNIST dataset in Fig. 2 and more
results are in the supplemental material. Fig. 2 illustrates that by leveraging the attentive message passing mechanism,
FEDAMP and HEURFEDAMP obviously outperform all other compared approaches in all levels of dirty labels in
terms of the mean validation accuracy. In addition, it is worthy to notice that HEURFEDAMP is less stable as the level
of dirty labels grows since there is no convergence guarantee for this heuristic method as stated in Sec. 3.3.
5 Conclusion
In this paper, we tackle the challenging personalized federated learning problem by FEDAMP and HEURFEDAMP
that realize a highly useful attentive collaboration mechanism to significantly boost the collaboration effectiveness
between clients without infringing their data privacy. We theoretically analyzed how the attentive collaboration
mechanism encourages clients with similar models to have much stronger collaboration than clients with dissimilar
models, and empirically demonstrated that this mechanism significantly boosts the learning performance by adaptively
discovering the underlying collaboration relationships between clients. As future work, we will extend FEDAMP and
HEURFEDAMP to conduct more effective attentive collaboration with lower communication cost.
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Supplementary Material
In this supplementary material, we provide the proofs for Theorem 1 and 2 in Sec. A and B, respectively. In addition,
we show more extensive experimental results in Sec. C.
A Proof of Theorem 1
Throughout the proof, we denote by G∗ the optimal value and W ∗ an optimal solution of problem (1). Recall that if
βk = αk/λ for all k, FEDAMP follows the update formula (2) and (3). Since F is convex, the objective function in (3)
is strongly convex with modulus λ/αk. This, together with the fact that W k is the optimal solution of (3), implies that
F(W k) + λ
2αk
‖W k − Uk‖2 ≤ F(W ∗) + λ
2αk
‖W ∗ − Uk‖2 − λ
2αk
‖W ∗ −W k‖2.
Upon rearrangement, we obtain
‖W k −W ∗‖2 ≤ ‖Uk −W ∗‖2 − 2αk
λ
(F(W k)−F(W ∗)). (15)
Since Uk is generated by (2), we have
‖Uk −W ∗‖2 = ‖W k−1 − αk∇D(W k−1)−W ∗‖2
= ‖W k−1 −W ∗‖2 − 2αk〈∇D(W k−1),W k−1 −W ∗〉+ α2k‖∇D(W k−1)‖2.
Besides, since D is convex, one has
D(W ∗) ≥ D(W k−1) + 〈∇D(W k−1),W ∗ −W k−1〉
By combining the above two inequalities and using Assumption 1, we obtain
‖Uk −W ∗‖2 ≤ ‖W k−1 −W ∗‖2 − 2αk(D(W k−1)−D(W ∗)) + α
2
kB
2
λ2
(16)
Substituting (16) into (15) and using the definition G = F + λD yield
‖W k −W ∗‖2 ≤ ‖W k−1 −W ∗‖2 − 2αk
λ
(F(W k) + λD(W k−1)− G∗)+ α2kB2
λ2
. (17)
Moreover, by the convexity of F and Assumption 1, we have, with any Y ∈ ∂F(W k−1), that
F(W k)−F(W k−1) ≥ 〈Y,W k −W k−1〉 ≥ −‖Y ‖‖W k −W k−1‖ ≥ −B‖W k −W k−1‖.
Also, it follows from the optimality condition of (3) that
0 = ∇˜F(W k) + λ
αk
(W k − Uk)
for some ∇˜F(W k) ∈ ∂F(W k), which, together with (2) and Assumption 1, yields
‖W k −W k−1‖ =
∥∥∥Uk − αk
λ
∇˜F(W k)−W k−1
∥∥∥ = ∥∥∥αk∇D(W k−1) + αk
λ
∇˜F(W k)
∥∥∥ ≤ 2αkB
λ
.
Upon combining the above two inequalities, we obtain
F(W k) ≥ F(W k−1)− 2αkB
2
λ
.
Substituting this into (17) and using the definition G = F + λD yield
‖W k −W ∗‖2 ≤ ‖W k−1 −W ∗‖2 − 2αk
λ
(G(W k−1)− G∗)+ 5α2kB2
λ2
,
which, after rearrangement, leads to
G(W k−1)− G∗ ≤ λ
2αk
‖W k−1 −W ∗‖2 − λ
2αk
‖W k −W ∗‖2 + 5αkB
2
2λ
.
Recall that αk = α = λ/
√
K for all k. Then, by summing up the above inequality from k = 1 to k = K, we obtain
K ·
(
min
0≤k≤K−1
G(W k)− G∗
)
≤
K−1∑
k=0
G(W k)− G∗ ≤ λ
2α
‖W 0 −W ∗‖2 + 5KαB
2
2λ
.
Upon deviding both sides of the above inequality by K and using α = λ/
√
K for all k, we obtain the desired result
(13).
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B Proof of Theorem 2
The proof of Theorem 2 is motivated by the analysis in [54]. Define the function Gˆ : Rd → R as
Gˆ(W ) = min
V ∈Rd×m
G(V ) + 2L‖V −W‖2, (18)
where L is the Lipschitz constant of ∇D. Also, given any W ∈ Rd×m, we denote by W¯ an optimal solution of the
minimization problem in (18), i.e., Gˆ(W ) = G(W¯ ) + 2L‖W¯ −W‖2. It then follows from the update of Uk in (2) that
Gˆ(Uk) = min
V
G(V ) + 2L‖V − Uk‖2 ≤ G(W¯ k−1) + 2L‖W¯ k−1 − Uk‖2
= G(W¯ k−1) + 2L‖W¯ k−1 −W k−1 + αk∇D(W k−1)‖2
= G(W¯ k−1) + 2L‖W¯ k−1 −W k−1‖2 + 4αkL〈∇D(W k−1), W¯ k−1 −W k−1〉+ 2α2kL‖∇D(W k−1)‖2
= Gˆ(W k−1) + 4αkL〈∇D(W k−1), W¯ k−1 −W k−1〉+ 2α2kL‖∇D(W k−1)‖2.
By Assumption 1, we have ‖∇D(W k−1)‖ ≤ B/λ. Besides, since ∇D is Lipschitz continuous with Lipschitz constant
L/λ, it holds that
D(W¯ k−1)−D(W k−1)− 〈∇D(W k−1), W¯ k−1 −W k−1〉 ≥ − L
2λ
‖W¯ k−1 −W k−1‖2,
see, e.g., [55]. Thus, we obtain
Gˆ(Uk) ≤ Gˆ(W k−1) + 4αkL
(D(W¯ k−1)−D(W k−1))+ 2αkL2
λ
‖W¯ k−1 −W k−1‖2 + 2α
2
kLB
2
λ2
. (19)
Moreover, by the update of W k in (3) and the fact that F is continuously differentiable, we know that
∇F(W k) + λ
αk
(W k − Uk) = 0. (20)
This, together with (18), yields
Gˆ(W k) = min
V
G(V ) + 2L‖V −W k‖2 ≤ G(U¯k) + 2L‖U¯k −W k‖2
= G(U¯k) + 2L
∥∥∥U¯k − Uk + αk
λ
∇F(W k)
∥∥∥2
= G(U¯k) + 2L∥∥U¯k − Uk∥∥2 + 4αkL
λ
〈∇F(W k), U¯k − Uk〉+ 2α
2
kL
λ2
‖∇F(W k)‖2
= Gˆ(Uk) + 4αkL
λ
〈∇F(W k), U¯k −W k〉+ 4αkL
λ
〈∇F(W k),W k − Uk〉+ 2α
2
kL
λ2
‖∇F(W k)‖2
≤ Gˆ(Uk) + 4αkL
λ
〈∇F(W k), U¯k −W k〉+ 2α
2
kL
λ2
‖∇F(W k)‖2,
where the last inequality uses 〈∇F(W k),W k − Uk〉 ≤ 0, which follows from (20). By Assumption 1, we have
‖∇F(W k)‖ ≤ B. Besides, since∇F is Lipschitz continuous with Lipschitz constant L, it holds that
F(U¯k)−F(W k)− 〈∇F(W k), U¯k −W k〉 ≥ −L
2
‖U¯k −W k‖2.
Thus, we obtain
Gˆ(W k) ≤ Gˆ(Uk) + 4αkL
λ
(F(U¯k)−F(W k))+ 2αkL2
λ
‖U¯k −W k‖2 + 2α
2
kLB
2
λ2
. (21)
Next, we claim
‖W¯ k−1 − U¯k‖ ≤ 2‖W k−1 − Uk‖ ≤ 2αkB
λ
. (22)
Indeed, by (18) and the definition of W¯ k−1 and U¯k, we have
∇G(W¯ k−1) + 4L(W¯ k−1 −W k−1) = 0, ∇G(U¯k) + 4L(U¯k − Uk) = 0,
which implies that
〈G(W¯ k−1)− G(U¯k), W¯ k−1 − U¯k〉 = 4L〈W k−1 − Uk, W¯ k−1 − U¯k〉 − 4L‖W¯ k−1 − U¯k‖2. (23)
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On the other hand, since∇F and∇D are Lipschitz continuous with constantsL andL/λ, respectively, and G = F+λD,
we know that ∇G is Lipschitz continuous with Lipschitz constant 2L. It then follows that
G(W¯ k−1)− G(U¯k)− 〈∇G(U¯k), W¯ k−1 − U¯k〉 ≥ −L‖W¯ k−1 − U¯k‖2,
G(U¯k)− G(W¯ k−1)− 〈∇G(W¯ k−1), U¯k − W¯ k−1〉 ≥ −L‖W¯ k−1 − U¯k‖2,
which, by adding up the two inequalities, yields
〈G(W¯ k−1)− G(U¯k), W¯ k−1 − U¯k〉 ≥ −2L‖W¯ k−1 − U¯k‖2.
By this and (23), we obtain
‖W¯ k−1 − U¯k‖2 ≤ 2〈W k−1 − Uk, W¯ k−1 − U¯k〉 ≤ 2‖W k−1 − Uk‖‖W¯ k−1 − U¯k‖
and thus the first inequality in (22) holds. The second inequality in (22) follows directly from (2) and Assumption 1.
Besides, by (2), (3), and Assumption 1, we have
‖W k −W k−1‖ =
∥∥∥Uk − αk
λ
∇F(W k)−W k−1
∥∥∥ = ∥∥∥αk∇D(W k−1) + αk
λ
∇F(W k)
∥∥∥ ≤ 2αkB
λ
. (24)
Then, by (22), (24), the Lipschitz continuity of∇F , and Assumption 1, we derive
F(U¯k)−F(W k) = F(U¯k)−F(W¯ k−1) + F(W¯ k−1)−F(W k−1) + F(W k−1)−F(W k)
≤ F(W¯ k−1)−F(W k−1) +B‖U¯k − W¯ k−1‖+B‖W k−1 −W k‖
≤ F(W¯ k−1)−F(W k−1) + 4αkB
2
λ
,
and
‖U¯k −W k‖2 = ‖U¯k − W¯ k−1 + W¯ k−1 −W k−1 +W k−1 −W k‖2
≤ 4‖U¯k − W¯ k−1‖2 + 2‖W¯ k−1 −W k−1‖2 + 4‖W k−1 −W k‖2
≤ 32α
2
kB
2
λ2
+ 2‖W¯ k−1 −W k−1‖2,
where we use the inequality (a+ b+ c)2 ≤ 2a2 + 4b2 + 4c2 for any a, b, c ∈ R. Combining the above two inequalities
with (21) gives us
Gˆ(W k) ≤ Gˆ(Uk) + 4αkL
λ
(F(W¯ k−1)−F(W k−1))+ 4αkL2
λ
‖W¯ k−1 −W k−1‖2
+
18α2kLB
2
λ2
+
64α3kL
2B2
λ3
.
(25)
Upon adding (19) with (25) and using G = F + λD, we obtain
Gˆ(W k) ≤ Gˆ(W k−1) + 4αkL
λ
(G(W¯ k−1)− G(W k−1))+ 6αkL2
λ
‖W¯ k−1 −W k−1‖2
+
20α2kLB
2
λ2
+
64α3kL
2B2
λ3
= Gˆ(W k−1) + 4αkL
λ
(G(W¯ k−1)− G(W k−1) + 2L‖W¯ k−1 −W k−1‖2)
− 2αkL
2
λ
‖W¯ k−1 −W k−1‖2 + 20α
2
kLB
2
λ2
+
64α3kL
2B2
λ3
.
(26)
By the definition of W¯ k−1 and (18), we know that G(W¯ k−1) + 2L‖W¯ k−1 −W k−1‖2 ≤ G(W k−1). This, together
with (26), yields
Gˆ(W k) ≤ Gˆ(W k−1)− 2αkL
2
λ
‖W¯ k−1 −W k−1‖2 + 20α
2
kLB
2
λ2
+
64α3kL
2B2
λ3
.
Since αk = α = λ/
√
K for all k = 1, 2, . . . ,K, by summing up the above inequality from k = 1 to k = K, we obtain
min
0≤k≤K
‖W¯ k −W k‖2 ≤ 1
K
K∑
k=1
‖W¯ k−1 −W k−1‖2
≤ λ
2αL2
· Gˆ(W
0)− Gˆ(W k)
K
+
10αB2
λL
+
32α2B2
λ2
.
(27)
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From (18), one can verify that
Gˆ(W 0) ≤ G(W 0), and Gˆ(W k) ≥ G∗,
where G∗ is the optimal value of (1). Also, using the definition of W¯ k, we obtain by taking the optimality condition of
(18) that
∇G(W¯ k) + 4L(W¯ k −W k) = 0,
which, together with the fact that∇G is Lipschitz continuous with Lipschitz constant 2L, implies that
‖∇G(W k)‖ ≤ ‖∇G(W¯ k)‖+ ‖∇G(W¯ k)−∇G(W k)‖ ≤ 6L‖W¯ k −W k‖.
By these, (27), and α = λ/
√
K, we have
min
0≤k≤K
‖∇G(W k)‖2 ≤ 18(G(W
0)− G∗ + 20LB2)√
K
+O
(
1
K
)
= O
(G(w01, . . . , w0m)− G∗ + LB2√
K
)
as desired.
C Experiments
In this section, we provide more extensive experimental results to demonstrate the outstanding performance of FEDAMP
and HEURFEDAMP in the challenging non-IID data setting as described in Sec. 4. Specifically, we show the results for
dirty labels and dropped clients on different datasets for this setting in Sec. C.2 and C.3, respectively. In addition, we
also provide experimental results on IID and pathological non-IID settings in Sec. C.4 and C.5, respectively.
C.1 Experimental Details
Datasets. As detailed below, we describe how we prepare the challenging non-IID data settings for MNIST, FMNIST
and CIFAR100 datasets, which is similar to the preparation for EMNIST as described in Sec. 4.1.
MNIST: We set 100 clients and divide them into 5 groups where each group contains 20 clients. Each client in the first
group has 500 training samples, while for each client in the remaining 4 groups has 400, 300, 200 and 100 training
samples, respectively. The training samples on each client in the first group are dominated by class ‘0’ to ‘1’, while
for the training samples on each client in the remaining 4 groups, they are dominated by class ‘2’ to ‘3’, ‘4’ to ‘5’,
‘6’ to ‘7’, and ‘8’ to ‘9’, respectively. On each client, the dominated classes uniformly have 80% of data while the
non-dominated classes uniformly have the rest 20% of data. In addition, each client has 100 testing samples which has
the same distribution as the training samples on the same client.
FMNIST: For FMNIST dataset, we set the same preparation as the preparation for MNIST dataset except the number
of training samples. Each client in the first group has 600 training samples, while for each client in the remaining 4
groups has 500, 400, 300 and 200 training samples, respectively. This is because the total number of FMNIST training
samples is 60,000, and it is larger than the number of MNIST training samples which is 50,000.
CIFAR100: Since CIFAR100 originally has 100 classes which can be equally grouped into 20 superclasses, we divide
this dataset into 20 groups where each group contains 5 clients. In each group, the training samples are dominated
by one superclass. Similarly as before, on each client, the dominated classes uniformly have 80% of data while the
non-dominated classes uniformly have the rest 20% of data. The number of training samples on client 1-20 (first 4
groups) is 500, while the number of training samples on client 21-40 (second 4 groups), 41-60 (third 4 groups), 61-80
(fourth 4 groups) and 81-100 (fifth 4 groups) is 400, 300, 200 and 100, respectively. In addition, each client has 100
testing samples which follow the distribution of the training samples on the same client.
For each dataset, besides the above challenging non-IID settings, we build two more types of data distribution settings,
i.e., IID and pathological non-IID. In the IID setting, the data is uniformly distributed across different clients as
described in [2], while in the pathological non-IID setting, we follow the steps provided in [2], where they partition the
dataset based on labels and on each client, samples are drawn only from two classes. Comparing with the pathological
non-IID setting, every client in the challenging non-IID setting has data from all classes and the number of samples
on each client is unbalanced. This is a much more practical scenario to evaluate the federated learning algorithms’
performance on non-IID data settings.
Implementation. In Sec. 4.1, we provide the common hyperparameters used for all the methods in all the experiments.
Here, we provide hyperparameters chosen for FEDAMP and HEURFEDAMP. First, we set βk = 104 initially and
multiple it by 0.1 every 30 communication rounds for all the experiments. Second, from Table 2 to 4, we list all other
hyperparameters which we obtain through the cross validation for each data setting. For the sake of simplicity, we
choose a constant self-attention τk,i in each training process, i.e., τk,i = τ . We find that when τ ≈ 1−1/(Ni+1) where
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Table 2: Values of Hyperparameters(Chanllenging non-IID)
Parameter MNIST FMNIST EMNIST CIFAR100
σ(FEDAMP) 100 10 10 106
σ(HEURFEDAMP) 25 100 50 10
τ (FEDAMP and HEURFEDAMP) 0.95 0.95 0.9 0.8
Table 3: Values of Hyperparameters(IID)
Parameter MNIST FMNIST EMNIST CIFAR100
σ(FEDAMP) 100 100 10 106
σ(HEURFEDAMP) 25 50 50 10
τ (FEDAMP and HEURFEDAMP) 0.99 0.99 0.084 0.99
Table 4: Values of Hyperparameters(Pathological non-IID)
Parameter MNIST FMNIST EMNIST CIFAR100
σ(FEDAMP) 100 10 10 106
σ(HEURFEDAMP) 25 100 50 10
τ (FEDAMP and HEURFEDAMP) 0.5 0.5 0.5 0.5
Ni is the number of similar distribution clients for client i, FEDAMP and HEURFEDAMP achieve better performance.
We also observe that the parameter σ’s range for FEDAMP is very large due to the large variation of the Euclidean
distance between parameters of two models in high dimension space. This is one of our motivations of proposing
HEURFEDAMP in Sec. 3.3.
C.2 Tolerance to Dirty Data
Besides the dirty data experiments on EMNIST dataset which is shown in Sec.4.3, we also conduct more experiments on
MNIST, FMNIST and CIFAR100 to examine the tolerance of dirty data for FEDAMP, HEURFEDAMP, and baselines.
The dirty data setting is the same as stated in Sec. 4.3.
The results on MNIST, FMNIST and CIFAR100 are shown in Fig. 3, 4 and 5, respectively. Similar to the performance
on EMNIST which is shown in Sec. 4.3, FEDAMP and HEURFEDAMP all achieve the best mean validation accuracy
in all three levels of dirty labels. This further confirms the effectiveness of applying the attentive message passing
mechanism when encountering dirty data.
C.3 Tolerance to Dropped Clients
To address the unreliable operating environment challenge in personalized federated learning, we conduct the dropped
clients experiments for FEDAMP, HEURFEDAMP and the baselines. The results of 10%, 30%, and 50% randomly
dropped clients in each round for the four challenging non-IID datasets are shown in Fig. 6 to 9. We clearly see that for
EMNIST, MNIST and FMNIST, the overall mean validation accuracy of FEDAMP and HEURFEDAMP are better than
baselines. For CIFAR100, FEDAMP and HEURFEDAMP can also compete or outperform FedAvg-FT in terms of the
mean validation accuracy when the number of communication rounds is more than 60. This demonstrates that both
FEDAMP and HEURFEDAMP can robustly handle clients dropping.
C.4 Experiments results on the IID data setting
In Table 5, we summarize the performance of FEDAMP, HEURFEDAMP and baselines in terms of the best mean
validation accuracy for the IID data setting described in Sec. C.1. We observe that for MNIST, FMNIST and
EMNIST datasets, FEDAMP, HEURFEDAMP, FedAvg and FedProx all achieve similar accuracy. In the meanwhile,
FedAvg outperforms other methods for CIFAR100 dataset. However, we find that by increasing the number of
communication rounds for FEDAMP and HEURFEDAMP, they can achieve similar best mean validation accuracy as
FedAvg for CIFAR100 dataset. One major reason for this observation is that in the IID setting, training a single global
model is obviously more efficient than training multiple personalized cloud models. In conclusion, FEDAMP and
HEURFEDAMP can achieve comparable performance as FedAvg and FedProx when data setting is IID but they may
require a larger number of communication rounds to achieve the similar performance of FedAvg when encountering a
difficult dataset, such as CIFAR100.
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Figure 3: Performance of FEDAMP and HEURFEDAMP compared with baselines for different levels of dirty labels on MNIST.
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Figure 4: Performance of FEDAMP and HEURFEDAMP compared with baselines for different levels of dirty labels on FMNIST.
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Figure 5: Performance of FEDAMP and HEURFEDAMP compared with baselines for different levels of dirty labels on CIFAR100.
Table 5: Best mean validation accuracy for IID (in %)
Methods MNIST FMNIST EMNIST CIFAR100
Separate 99.27 81.66 54.41 9.82
FedAvg 99.31 91.94 74.38 49.59
FedAvg-FT 98.98 90.17 70.53 35.07
FedProx 98.81 90.19 73.14 46.50
FedProx-FT 98.72 89.02 69.49 40.77
FEDAMP 99.22 92.05 74.07 45.58
HEURFEDAMP 99.28 91.80 74.07 45.88
C.5 Experiments results on the pathological non-IID setting
In Table 6, we summarize the performance of FEDAMP, HEURFEDAMP and baselines in terms of the best mean
validation accuracy for the pathological non-IID data setting described in Sec. C.1. It is easy to observe that the
FEDAMP, HEURFEDAMP, FedAvg-FT, Fedprox-FT and separate training all achieve over 97% best mean validation
accuracy on MNIST, FMNIST and EMNIST datasets. For CIFAR100, FEDAMP, HEURFEDAMP, FedAvg-FT
and Fedprox-FT all achieve around 95% accuracy which is about 2% higher than the separate training. In addition,
we observe that in this pathological non-IID setting, the separate training can achieve much higher accuracy when
comparing with other two data settings. The reason for these observations is that in this data setting, the samples on
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Figure 6: Performance of FEDAMP and HEURFEDAMP compared with baselines for different number of dropped clients on
EMNIST.
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Figure 7: Performance of FEDAMP and HEURFEDAMP compared with baselines for different number of dropped clients on
MNIST.
0 30 60 90
# Communication Rounds
0
20
40
60
80
100
M
ea
n 
Va
lid
at
io
n 
Ac
cu
ra
cy
 (%
)
10% of Dropped Clients
0 30 60 90
# Communication Rounds
0
20
40
60
80
100
M
ea
n 
Va
lid
at
io
n 
Ac
cu
ra
cy
 (%
)
30% of Dropped Clients
0 30 60 90
# Communication Rounds
0
20
40
60
80
100
M
ea
n 
Va
lid
at
io
n 
Ac
cu
ra
cy
 (%
)
50% of Dropped Clients
FedAMP
HeurFedAMP
FedAvg
FedAvg-FT
FedProx
FedProx-FT
Separate
Figure 8: Performance of FEDAMP and HEURFEDAMP compared with baselines for different number of dropped clients on
FMNIST.
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Figure 9: Performance of FEDAMP and HEURFEDAMP compared with baselines for different number of dropped clients on
CIFAR100.
each client only contain 2 classes. Thus, essentially a binary classifier is trained locally. This makes the training much
simpler when comparing with the IID and challenging non-IID settings, where all clients have samples from all classes.
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In conclusion, the pathological non-IID data setting is not a practical non-IID data distribution for testing federated
learning algorithms.
Table 6: Best mean validation accuracy for non-IID (in %)
Methods MNIST FMNIST EMNIST CIFAR100
Separate 98.73 97.67 99.15 92.67
FedAvg 98.39 77.88 19.44 2.70
FedAvg-FT 99.66 98.07 99.24 95.00
FedProx 97.15 83.80 48.81 2.81
FedProx-FT 99.63 98.00 99.27 94.36
FEDAMP 99.53 97.95 99.27 94.87
HEURFEDAMP 99.38 98.17 99.26 94.74
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