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Abstrak 
 
Status kepemilikan bangun tempat tinggal milik sendiri merupakan salah satu indikator yang 
menggambarkan kemampuan penduduk Indonesia dalam memenuhi kebutuhan tempat 
tinggalnya. Pemilihan hunian tempat tinggal dilakukan dengan dua belas alternatif 
keputusan, yaitu pekerjaan, pendidikan, subsidi dari pemerintah, kelebihan tanah, 
transportasi, lokasi rumah, model perumahan, ketersediaan penerangan, drainase, akses 
jalan umum, dan fasilitas umum. Sistem pengambilan keputusan (SPK) ini digunakan metode 
decision tree dengan algoritma C4.5 Aturan yang diperoleh dari SPK ini adalah pemilihan 
hunian tempat tinggal berdasarkan ketersediaan fasilitas umum dan lokasi perumahan 
dengan output pemilihan rumah di dalam kota dan di luar kota. 
Kata kunci: Sistem Pendukung Keputusan, Decision Tree, Algoritma C4.5, Hunian Tempat 
Tinggal 
1. Pendahuluan 
Perkembangan teknologi informasi yang semakin pesat pada saat ini selalu berusaha 
untuk memenuhi kebutuhan dan kemudahan dalam pencarian, penyajian, dan penanganan 
data.Badan Pusat Statistik [1]telah merilis proyeksi penduduk Indonesia pada tahun 2020 
sebanyak 271.006.400. Jumlah ini mengalami peningkatan yang signifikan jika dibandingkan 
pada tahun 2015, yaitu sebanyak 255.461,7 (dalam ribuan) sehingga peningkatan jumlah 
penduduk diprediksi sebesar 6%. Peningkatan ini diiringi dengan peningkatan kebutuhan 
primer bagi penduduk Indonesia, yakni kebutuhan sandang, pangan, dan papan. kebutuhan 
papan yang dimaksud adalah ketersediaannya rumah bagi penduduk Indonesia.  
BPS[2] menyebutkan jika status kepemilikan rumah sendiri di Indonesia pada tahun 
2013 sebanyak 78,68%. Status kepemilikan bangun tempat tinggal milik sendiri merupakan 
salah satu indikator yang menggambarkan kemampuan penduduk Indonesia dalam memenuhi 
kebutuhan tempat tinggalnya. Pemerintah Indonesia melalui Kementerian Pekerjaan Umum 
dan Perumahan Rakyat mencanangkan program rumah subsidi untuk membantu penduduk 
Indonesia dalam memenuhi kebutuhan papan ini. Pada tahun 2016, BPS merilis data 
kepemilikan rumah milik sendiri mengalami peningkatkan menjadi 82,58%. 
Penyediaan rumah subsidi ini menjadi salah satu alternatif keputusan dalam memilih 
hunian tempat tinggal.Alternatif keputusan lainnya dalam pemilihan tempat tinggal adalah 
berdasarkan kredit rumah yang dilakukan oleh Setiabudi [3] dan Taufan dkk [4].Dua 
penelitian ini melibatkan angsuran atau kredit sebagai bahan pertimbangan utama dalam 
membeli tempat tinggal. Selain kredit rumah, kenyamanan dan akses jalan utama menjadi 
pertimbangan bagi penduduk Indonesia dalam memilih hunian tempat tinggal.  Kenyamanan 
ini dapat berupa ketersediaan sarana dan prasarana (jalan umum, penerangan jalan, dan 
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drainase), akses jalan utama, dan fasilitas umum sehingga terdapat beberapa alternatif 
keputusan dalam pemilihan tempat tinggal. 
Amin dkk [5] menjelaskan Sistem Pendukung Keputusan (SPK) didefinisikan 
sebagai sebuah sistem yang dapat memberikan kemampuan pemecahan masalah dan 
pengkomunikasian untuk masalah secara semi terstruktur. SPK sebagai sistem yang 
digunakan untuk mendukung dan membantu pihak manajemen melakukan pengambilan 
keputusan pada kondisi semi terstruktur dan tidak terstruktur. Keputusan merupakan kegiatan 
memilih suatu strategi atau tindakan dalam pemecahan masalah. Tujuan dari keputusan 
adalah untuk mencapai target atau aksi tertentu yang harus dilakukan yang memiliki kriteria, 
yaitu memiliki beberapa pilihan atau alternatif keputusan, adanya kendala (syarat), faktor 
risiko, dan memerlukan kecepatan, ketepatan, dan akurasi pemilihan.  
pemilihan ini menggunakan metode data mining. Larose [6] menjelaskan data 
mining bertujuan untuk mengklasifikasikan data yang guna mendapatkan satu informasi yang 
akurat dari beberapa data atau dokumen.Salah satu algoritma klasifikasi data yang digunakan 
dalam data mining adalah pohon keputusan atau decision tree. Metode ini mengubah fakta-
fakta di lapangan menjadi alternatif keputusan dalam bentuk pohon yang menggambarkan 
aturan dimana aturan ini dapat diinterpretasikan.Banyak algoritma yang digunakan dalam 
pohon keputusan, salah satunya adalah algoritma C4.5. Algoritma merupakan pengembangan 
dari algoritma konvensional induksi pohon keputusan yaitu ID3. Algoritma ini dapat 
mengklasifikasikan data dengan metode pohon keputusan yang memiliki kelebihan dapat 
mengolah data numerik dan diskrit, menangani nilai atribut yang hilang, menghasilkan aturan 
yang dapat diinterpretasikan secara umum, dan tercepat proses running-nya. Selain itu 
akurasi dan performasi yang ditampilkan oleh algoritma C4.5 tergolong baik.  
Kusrini [7] menjelaskan algoritma C4.5 yang digunakan untuk membangun pohon keputusan 
adalah sebagai berikut: 
a. Pilih atribut sebagai akar 
b. Buat cabang untuk tiap-tiap nilai 
c. Bagi kasus dalam cabang. 
d. Ulangi proses untuk setiap cabang sampai semua kasus pada cabang memiliki kelas yang 
sama.  
Parameter yang tepat digunakan untuk mengukur efektifitas suatu atribut dalam 
melakukan teknik pengklasifikasian sampel data, salah satunya adalah dengan menggunakan 
information gain. Sebelum mencari nilai gain, terlebih dahulu mencari peluang kemunculan 
suatu record dalam atribut (entropy). Parameter entropyini digunakan untuk mengukur 
heterogenitas suatu kumpulan sampel data, yang didefinisikan sebagai berikut. 
𝐸𝑛𝑡𝑟𝑜𝑝𝑦  𝑆 
=  −𝑝𝑖
𝑛
𝑖=1
× log2 𝑝𝑖                                                                                                                                        (1) 
dimanaS adalah himpunan kasus, n adalah jumlah partisi dalam S, dan 𝑝𝑖  adalah proporsi dari 
𝑆𝑖  terhadap S. 
Pemilihan atribut sebagai akar dalam pohon keputusan didasarkan pada nilai Gain tertinggi 
dari atribut-atribut yang ada dimana rumus Gain didefinisikan sebagai berikut. 
𝐺𝑎𝑖𝑛 𝑆, 𝐴 = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦  𝑆 −  
 𝑆𝑖 
 𝑆 
𝑛
𝑖=1
× 𝐸𝑛𝑡𝑟𝑜𝑝𝑦  𝑆𝑖                                                                                                 (2) 
dimanaA adalah atribut dan 𝑆𝑖  adalah jumlah kasus dalam partisi ke-i. 
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2. Pembahasan 
Data yang digunakan dalam paper ini adalah data hasil kuesioner yang dikembangkan secara 
mandiri. Tipe data yang dapat digunakan dalam teknik klasifikasi adalah kategori dan diskrit 
sehingga jenis tipe data yang berbeda akan ditransformasikan kedalam bentuk kategori dan 
diskrit. Berikut ini spesifikasi atribut yang digunakan dalam data hunian tempat tinggal. 
 
Tabel 1. Daftar Atribut 
Atribut Keterangan Kode Atribut 
Atribut 1 Pendidikan A1 
Atribut 2 Pekerjaan A2 
Atribut 3 Subsidi Pemerintah A3 
Atribut 4 Kelebihan Tanah A4 
Atribut 5 Jarak ke Kota A5 
Atribut 6 Transportasi Umum A6 
Atribut 7 Lokasi Rumah A7 
Atribut 8 Model Rumah A8 
Atribut 9 Penerangan Jalan A9 
Atribut 10 Kondisi Jalanan A10 
Atribut 11 Drainase A11 
Atribut 12 Jarak Fasilitas Umum A12 
 
Tabel 1 menjelaskan setiap atribut yang digunakan dalam SPK hunian tempat tinggal 
dengan pilihan data kategori yang berbeda setiap atribut. A1 dibagi atas dua kategori yaitu 
S1/Diploma dan S2/S3, A2 menjelaskan dua kategori pekerjaan yaitu PNS dan Non-PNS, 
dan A3 dengan pilihan jawaban Ya dan Tidak. Atribut A4 menjelaskan kelebihan tanah 
selain bangunan yang dibagi atas dua kategori yaitu kurang dari atau sama dengan 3 meter 
dan lebih dari 3 meter. A6 dibagi atas dua kategori, yaitu angkutan umum dan ojek, A7 
menjelaskan tiga kategori, yaitu akses jalan utama, akses tempat kerja, dan akses 
keluarga/saudara, dan A8 menjelaskan model perumahan couple dan kereta. Atribut A9 dan 
A11 dengan pilihan jawaban Ada dan Tidak Ada. A10 dibagi atas kondisi beraspal/beton, 
diperkeras, dan tanah. Atribut terakhir adalah A12 mengenai ketersediaan fasilitas umum 
dengan  4 kategori, yaitu dekat, sedang, jauh, dan sangat jauh. Output dari SPK ini adalah A5 
yang menjelaskan pemilihan rumah di dalam kota atau di luar kota.  
Berikut ini alur algoritma yang akan menghasilkan aturan-aturan (rule) yang ditampilkan 
melalui flowchart pada Gambar 1 
 
 
. 
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Gambar 1. Flowchart Pohon Keputusan Algoritma C4.5 
 
Data yang digunakan data kuesioner yang dibagikan kepada 55 sampel di Kota 
Palopo pada bulan September 2017. Hasil kuesioner yang menunjukkan pilihan sampel atas 
dua belas keputusan memilih hunian tempat tinggal dapat dianalisis dengan algoritma C4.5 
melalui program Weka dengan memilih A5 sebagai ouput keputusan. Hasil analisis dari 
Weka adalah sebagai berikut. 
Correctly Classified Instances           46               83.6364 % 
Incorrectly Classified Instances          9               16.3636 % 
Kappa statistic                            0.6241 
Mean absolute error                       0.2478 
Root mean squared error                   0.352  
Relative absolute error                  54.5888 % 
Root relative squared error              74.0162 % 
Total Number of Instances                55      
 
Sedangkan, confusion matriks memuat klasifikasi data untuk output pilihan 
keputusan a sebagai “Dalam Kota” dan b sebagai “Luar Kota” adalah  
33 3 |𝑎
6 13 |𝑏
 . 
Selanjutnya, bentuk pohon keputusan untuk SPK hunian tempat tinggal dapat dilihat pada 
Gambar 2. 
Start 
Data 
Hitung nilai entropy dan gain dari setiap atribut 
Buat simpul akar pohon berdasarkan nilai gain terbesar 
Ya 
Apakah semua atribut telah 
dihitung entropi dan gain? 
Buat aturan (rule) keputusan 
End 
Tidak 
Hitung entropy dan nilai gain terbesar setiap atribut dengan 
menghilangkan atribut yang telah terpilih 
Buat simpul pohon berdasarkan nilai gain terbesar 
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Gambar 2. Decision Tree Hunian Tempat Tinggal 
 
Pada gambar 2 dapat dilihat ukuran dari pohon keputusan adalah 11 dan banyaknya 
daun dalam pohon tersebut adalah 8. Dua atribut yang mempengaruhi keputusan pemilihan 
hunian tempat tinggal adalah fasilitas umum sebagai akar dari pohon dan lokasi rumah. 
Ketersediaan fasilitas umum menjadi pilihan utama dalam memilih rumah dengan pilihan 
kategori dekat (dibawah 1 km), sedang (antara 1-3 km), jauh (antara 3-5 km), dan sangat jauh 
(diatas 5 km). sedangkan cabang dari fasilitas umum adalah keputusan memilih rumah yang 
berlokasi dekat dengan tempat kerja, dekat dengan saudara, dan kemudahan akses jalan 
utama. Banyaknya daun dalam pohon keputusan menjelaskan aturan (rule) yang akan 
digunakan untuk pemilihan tempat tinggal. 
3. Kesimpulan 
Aturanklasifikasi kasus hunian tempat tinggal yang terbentuk pada proses data training 
melalui algoritma C4.5 adalah sebagai berikut. 
a. Jika jarak fasilitas umum dekat maka hunian tempat tinggal akanberada di dalam kota. 
b. Jika jarak fasilitas umum sangat jauh maka pemilihan tempat tinggal berada di luar kota.  
c. Jika jarak fasilitas umum sedang dan lokasi rumah dekat memiliki akses mudah dengan 
jalan utama maka tempat tinggal yang dipilih berada diluar kota. 
d. Jika jarak fasilitas umum sedang dan lokasi rumah dekat dengan tempat kerja maka 
tempat tinggal berlokasi di dalam kota.  
e. Jika jarak fasilitas umum sedang dan lokasi rumah dekat dengan keluarga/saudara maka 
tempat tinggal yang akan dipilih berada di dalam kota.  
f. Jika jarak fasilitas umum jauh dan lokasi rumah dekat memiliki akses mudah dengan 
jalan utama maka tempat tinggal yang dipilih berada diluar kota. 
g. Jika jarak fasilitas umum jauh dan lokasi rumah aksesnya dekat dengan lokasi tempat 
kerja maka tempat tinggal akan berada di dalam kota.  
h. Jika jarak fasilitas umum jauh dan lokasi rumah memiliki akses yang mudah dengan 
keluarga/saudara maka tempat tinggal yang akan dipilih berada di dalam kota.  
Sebagai bahan pertimbangan dalam penelitian selanjutnya akan digunakan data 
tambahan sebagai prediksi peluang untuk menunjukkan tingkat akurasi pemilihan keputusan 
dengan menggunakan Decision Tree Algoritma C4.5. Selain itu, metode pemilihan keputusan 
lain selain decision tree akan digunakan dalam penelitian selanjutnya.  
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