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Re´sume´
APPROCHE DIRECTE DE L’ESTIMATION AUTOMATIQUE DE L’ORIEN-
TATION 3D D’IMAGES
Re´cemment, la ge´omatique grand public s’est empare´e de la repre´sentation 3D des baˆti-
ments. Le besoin d’acque´rir des images et de les restituer en 3D, sous forme de maquettes
parfaitement fide`les a` la re´alite´, est ainsi devenu immense. On a donc vu depuis une de´cennie,
se construire des ve´hicules capables de photographier en ste´re´oscopie des villes entie`res, et il
a fallu concevoir les algorithmes capables de traiter ces e´normes quantite´s d’images. Tre`s na-
turellement, les industriels en charge de ces proble`mes se sont tourne´s vers les outils de vision
par ordinateur et de robotique, tre`s bien adapte´s aux calculs temps re´el, oubliant l’essentiel
de l’he´ritage de la photogramme´trie, oriente´e quant a` elle vers une extreˆme pre´cision, juge´e
ici comme une moindre priorite´. Ne´anmoins, les algorithmes publie´s en vision par ordina-
teur pre´sentaient de re´els de´fauts lorsqu’ils e´taient applique´s a` des surfaces planes alors que
ce cas est extreˆmement courant dans des sce`nes urbaines pour traiter les fac¸ades de baˆtiments.
Les recherches que nous avons mene´es ont porte´ sur la recherche de solutions nouvelles,
capables d’exploiter les spe´cificite´s de telles images : tout d’abord, nos travaux ont cherche´ a`
acce´le´rer l’orientation relative des images, en tirant be´ne´fice des points de fuite figurant dans
celles-ci. Pour ce faire, de nouvelles me´thodes d’extraction automatique de ces points ont e´te´
mises au point et e´value´es plus performantes que celles disponibles jusqu’ici.
Ensuite, nos recherches ont porte´ sur les moyens de corriger le de´faut e´voque´ pre´ce´dem-
ment pour les surfaces planes, et de nouveaux algorithmes capables de donner en temps
quasi-re´el de bonnes solutions d’orientation relative pour de telles sce`nes ont e´te´ de´veloppe´s.
A cette fin, de nouveaux outils mathe´matiques ont e´te´ utilise´s : les bases de Gro¨bner. En
rupture comple`te avec les solutions line´aires habituelles, ils permettent en effet une re´solu-
tion directe des e´quations sous leur forme polynomiale. Ils e´vitent de passer par l’habituelle
line´arisation, qui ne´cessitait une solution approche´e parfois difficile a` trouver dans les usages
de photogramme´trie terrestre. Finalement, nos travaux ont porte´ sur les moyens d’acce´le´rer
les me´thodes d’orientation relative en exploitant opportune´ment la connaissance de la direc-
tion verticale, obtenue par exemple a` l’aide du nouvel algorithme de de´tection des points de
fuite.
Au total, la the`se pre´sente une remise a` plat ge´ne´rale des solutions permettant l’orienta-
tion et la localisation de tout un ensemble d’images.
Mots-cle´s : Photogramme´trie, vision par ordinateur, de´tection de points de fuite, bases
de Gro¨bner, re´solution directe
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Abstract
A DIRECT APPROACH TO AUTOMATIC ASSESSMENT OF 3D IMAGES
ORIENTATION
In the recent years, the geomatics used by large public has been seized by the 3D repre-
sentation of buildings and even of whole cities. The need to acquire some images and to draw
them in 3D, as models perfectly representative of the reality became thus very large. One
saw therefore, since one decade, the setting up of vehicles able to get stereoscopic images of
complete cities, and thus it became necessary to forge the algorithms processing these huge
amounts of images. In a natural manner, those in charge of these problems turned toward the
tools used in computer vision and robotics, fully adapted to real time, and thus forgetting
most of the inheritance of photogrammetry, that is oriented towards an extreme precision
(judged here as a low priority). Nevertheless, the available algorithms in computer vision
presented some shortcomings when they were applied to plane surfaces which is extremely
current in urban scenes to cope with the facades.
Our research have tried to find new solutions, able to exploit the specificities of such
images : first of all, the work aimed at accelerating their relative orientation, taking benefit
from the detected vanishing points. To achieve this goal new methods of automatic extraction
of these points have been finalized, assessed as more efficient than those previously available.
Then, researches have been led so as to correct the previous drawback for plane surfaces, and
new algorithms able to provide in quasi-real time good solutions of relative orientation for
such situations have been developed. To reach this goal, new mathematical tools permitting
a complete rupture with traditional ones have been used : the Gro¨bner bases. They allow
a direct resolution of the equations under their polynomial shape, without using a classical
linearization, that required an approach solution sometimes difficult to find in terrestrial pho-
togrammetry.
Finally, the work has been dealing with the means to accelerate the methods of relative
orientation using the specific knowledge of the vertical direction, given for example with the
help of the new algorithm of detection of the vanishing points. In short, this works aims to
present a general re-analysis of the solutions allowing the orientation and localization of a
whole set of images.
Keywords : Photogrammetry, computer vision, vanishing points detection, Gro¨bner basis,
direct resolution
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Introduction
A la conqueˆte de la troisie`me dimension
Il semble bien que de`s qu’il y a eu des hommes sur Terre, ils ont e´te´ puissamment attire´s
par la maˆıtrise de l’image et, plus encore, de la repre´sentation en 3D des objets et du monde
environnant. De ces e´poques tre`s recule´es, les arche´ologues ont pu retrouver par exemple
des gravures rupestres, trace´s plus ou moins figuratifs. Ainsi de trop rares exemples, qui ont
surve´cu a` plusieurs dizaines de milliers d’anne´es, nous viennent des grottes orne´es. Et puis,
parfois aussi dans de tels sites, ils nous ont fait connaˆıtre quelques productions d’artistes,
de´ja` capables de re´aliser des figurines en relief extreˆmement abouties.
(a) (b) (c)
Fig. 1.1. (a) Grotte de Lascaux, 15 000 ans av. JC. (b) Fe´lin anthropomorphe, de Hohlenstein-Stadel (Allemagne),
vers 30 000 ans av. JC. (c) Bisons d’argile, grotte du Tuc d’Audoubert, vers 15 000 - 10 000 av. JC. Quelques exemples
ce´le`bres issus de la pre´histoire, premie`res images 2D, premie`res repre´sentations 3D.
L’e´tape suivante, c’est il y a cinq ou six mille´naires, a` l’aube de la civilisation, ou` l’on a
commence´ a` produire des images 2D extreˆmement soigne´es, dont la fonction e´tait celle des
appareils photo d’aujourd’hui : garder une archive pas trop one´reuse d’une personne, d’une
sce`ne, etc... Ne´anmoins, il s’agissait d’une œuvre tre`s couˆteuse, ne serait-ce que par l’extreˆme
qualification ne´cessaire pour que le peintre obtienne des re´sultats satisfaisants. Lorsque des
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moyens financiers encore plus e´leve´s e´taient disponibles, des images en 2,5 D 1, ont e´te´ parfois
employe´es (figures en ronde-bosse, bas-reliefs).
(a) (b)
(c) (d)
Fig. 1.2. (a) et (b) Perse´polis-Shiraz (Iran, 500 av. JC.). (c) Ramses III (Egypte, 1200 av. JC.). (d) Une sce`ne
pre´sentant un ge´ographe sur le campanile du Duomo de Florence. A mi-chemin entre l’image classique et les statues,
comparativement tre`s couˆteuses a` fabriquer, voici des exemples anciens de repre´sentations en 2,5 D, de lecture plus
facile et de meilleure conservation future que des peintures.
Et bien entendu, lorsqu’il s’agissait d’enjeux importants, justifiant des de´penses conside´-
rables (art sacre´, personnages de haut rang), les artistes pouvaient aussi produire du vrai 3D :
terme moderne barbare pour parler de la sculpture, dont d’extraordinaires chefs d’œuvre ont
1. Entre les termes 2D (une image) et 3D (p. ex. une statue, une maquette, une pre´sentation sur e´cran permettant
de montrer de fac¸on dynamique une sce`ne avec une grande varie´te´ de points de vues, ou encore une pre´sentation
permettant la ste´re´oscopie), le terme de 2,5 D est employe´ pour de´signer des repre´sentations ou` spe´cifiquement pour
un point donne´ du plan, une seule valeur d’altitude est repre´sente´e. En 2,5 D, on ne peut pas repre´senter l’inte´rieur
d’un baˆtiment, les toitures ne peuvent de´border sur les fac¸ades, etc... ce n’est donc pas de la vraie 3D, d’ou` ce terme
conventionnel.
2
pu parvenir jusqu’a` nous.
(a) (b)
Fig. 1.3. (a) La Victoire de Samothrace, fin IVe`me de´but IIIe`me av. JC, muse´e du Louvre. (b) Statue de Pinedjem
I, temple de Karnak, Egypte. Les civilisations antiques qui ont fait travailler par leurs artistes des mate´riaux tre`s
re´sistants nous ont le´gue´ d’extraordinaires repre´sentations 3D. Compte tenu de l’importance du travail ne´cessaire, il
s’agit presque toujours de personnages humains de haut rang, ou divins, ou encore d’alle´gories.
Entre la 2D, comparativement ”bon marche´” et la 3D, il y a toujours eu cette hie´rarchie
des couˆts. On la retrouve e´videmment de mieux en mieux lorsqu’on se rapproche de l’e´poque
contemporaine, puisque beaucoup plus d’objets ont e´te´ conserve´s. On retiendra l’exemple
Fig. 1.4. (a) Maquette du Duomo de Florence en Italie. (b) Le doˆme tel qu’il a e´te´ construit. Les maquettes 3D,
pourtant tre`s one´reuses, ont ne´anmoins e´te´ utilise´es depuis longtemps pour faciliter la compre´hension de projets
architecturaux juge´s de grande importance : la 3D permet une compre´hension intuitive bien plus facile qu’un plan.
3
Chapitre 1. Introduction
frappant des plans d’architecte, en 2D, double´s pour des cas tout a` fait exceptionnels de
maquettes en 3D, pourtant extreˆmement couˆteuses. Et pourquoi la 3D ? Bien e´videmment,
comme toujours, parce que cela permet une compre´hension infiniment plus facile de ce qui a
e´te´ repre´sente´.
(a) (b)
(c) (d)
Fig. 1.5. (a) et (b) Cathe´drale Sainte-Croix d’Orle´ans, 1601. (c) et (d) Cathe´drale Notre-Dame d’Amiens, 1220. Dans
la culture catholique, on trouve aussi de superbes de´veloppements ge´ome´triques, mais de fac¸on annexe : la finalite´
essentielle des vitraux, c’est de narrer des histoires juge´es importantes. Et les nombreuses statues pre´sentes dans le
porche d’entre´e repre´sentent une manie`re de rendre beaucoup moins distants (les vertus de la 3D !) des personnages
cle´s de l’histoire de la religion.
Et entre temps, on peut noter combien les enjeux autour de l’image et de la sculpture ont
e´te´ e´leve´s, si on se rappelle certains interdits religieux : pas d’images de l’homme et pas de
statues dans l’islam 2 (d’ou` une incroyable richesse de de´corations a` motifs ge´ome´triques, la
2. La le´gitimite´ des images en islam : certes le Coran ne les de´fend pas ; il se contente de mettre en garde contre les
idoles et par conse´quent contre une idolaˆtrie e´ventuelle du prophe`te ou des saints. En revanche la tradition contenue
dans les hadith insiste sur l’interdiction faite a` l’artiste de repre´senter la vie, le monde tel qu’il est, pour ne pas mimer
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ge´ome´trie e´tant depuis toujours conside´re´e comme d’essence divine), pas de repre´sentations
de Je´sus et pas de statues dans le christianisme re´forme´, alors qu’au contraire le catholicisme
utilise la statuaire comme un outil de communication, les portails des cathe´drales gothiques
et leurs vitraux jouant, a` un couˆt tre`s e´leve´ justifie´ par l’enjeu, le roˆle des bandes dessine´es
modernes.
Fig. 1.6. La Mosque´e du Shah, Isfahan, Iran, 1612. Dans la culture islamique, la richesse des de´veloppements gra-
phiques purement ge´ome´triques a atteint de ve´ritables sommets.
Nous venons de voir l’importance de la repre´sentation 3D dans l’histoire, mais qu’en est-il
aujourd’hui ?
Les champs d’utilisation de la 3D ont tre`s clairement gagne´ une nouvelle partie du grand
public. Certes, depuis l’invention de la photographie, il avait acce`s a` des sce`nes distrayantes ou
touristiques pre´sente´es en ste´re´o avec un mate´riel tre`s peu one´reux. Mais les deux principaux
obstacles a` la ge´ne´ralisation de ce type de pre´sentations n’ont disparu que tre`s re´cemment.
Le premier, c’est la puissance de calcul des ordinateurs, il n’est pas lieu de de´tailler ceci,
le Cre´ateur, et l’ide´ologie musulmane a volontiers incline´ a` l’abstrait, voire a` l’iconoclasme. Cela a eu comme premie`re
conse´quence d’exclure toute figure des textes coraniques et de ne rendre possible l’illustration de la vie de Mahomet
que dans des e´poques de grande tole´rance ou dans des milieux chiites libe´raux. Par ailleurs, pour ne pas heurter les
susceptibilite´s des croyants tout autant que par inclination personnelle, le peintre aura souci de ne pas traduire la
re´alite´ du monde sensible. Ce souci, remarquable de`s les premie`res œuvres, ne cessera de s’affirmer davantage pour
devenir absolu dans la miniature classique de l’Iran. Extraits du texte : ”La miniature iranienne, un art figuratif en
terre d’islam” de Jean-Paul Roux
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permettant de pre´senter du pseudo 3D sur des e´crans courants. La sce`ne fait alors l’objet de
calculs temps re´el, donnant a` l’observateur la possibilite´ de se de´placer comme il le souhaite,
ce qui restitue tre`s exactement la sensation du relief avec un ordinateur sans mate´riel par-
ticulier. Le second, c’est la capacite´ de pre´senter du vrai 3D au grand public, films en relief
(avec des lunettes polarisantes), e´crans a` micro-prismes, etc... toutes sortes de dispositifs qui
permettent une ve´ritable ste´re´oscopie avec un mate´riel pas tre`s couˆteux. Et dans le meˆme
registre, lorsqu’il faut quand meˆme en arriver a` fabriquer rapidement une maquette en 3D, on
dispose meˆme de moyens de la re´aliser directement en sortie d’ordinateur, par des proce´de´s
de polyme´risation se´lective de zones tre`s bien de´limite´es sous e´clairage UV : le terme d’im-
primante 3D est meˆme souvent employe´. En bref, la 3D s’est donc de´barasse´e de l’obstacle
majeur que repre´sentait autrefois la fabrication pratique des statues, maquettes, etc., tre`s
gourmande en main d’oeuvre et donc tre`s one´reuse.
Et puis, la reconstitution de sce`nes 3D en temps re´el a` partir d’images ste´re´oscopiques est
elle aussi entre´e dans le grand public. Ceci est apparu de fac¸on tre`s re´cente, avec la nouvelle
ge´ne´ration de consoles de jeu qui analysent en temps re´el avec une excellente pre´cision la
position des mains et du corps de chaque joueur et qui parviennent ainsi a` se passer comple`-
tement d’organes de commande.
Fig. 1.7. Illustration de l’e´cran 3D WOW de Philips. Dans l’e´quipe Images Vide´o Communications de l’IRCCyN, cet
e´cran est utilise´ pour deux axes de recherches majeurs : la qualite´ d’expe´rience et l’e´tude de la fatigue visuelle. Pour
la qualite´ d’expe´rience, les recherches se portent sur la de´finition de la notion de qualite´ pour les e´crans 3D (diffe´rente
de la 2D) et l’ame´lioration du rendu des diffe´rents e´crans autoste´re´oscopiques. Pour la fatigue visuelle, l’e´quipe essaye
de trouver et valider des protocoles afin de mesurer la fatigue visuelle engendre´e par ces nouveaux me´dias.
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Un nouvel e´pisode, absolument capital, de cette histoire est en train de se de´rouler sous
nos yeux. La ge´omatique a, comme beaucoup d’autres domaines, tire´ le plein be´ne´fice de la
monte´e en puissance des moyens de calculs individuels. Elle a permis le changement complet
de la relation entre l’homme et la 3D, en de´mocratisant celle-ci dans des proportions jamais
rencontre´es auparavant.
La ge´omatique moderne connaˆıt actuellement une phase d’expansion extreˆmement im-
portante, qui l’a conduite depuis quelques anne´es a` entrer dans le champ du grand public.
Apre`s le GPS dans les voitures et pour les randonne´es, qui a amene´ beaucoup d’usagers a` se
frotter aux complexite´s de cartes au format e´lectronique, c’est ensuite Google qui a donne´ le
principal coup d’envoi de ce mouvement, il y a juste quelques anne´es.
(a) (b)
(c) (d)
Fig. 1.8. (a) Google Earth. (b) Le Ge´oportail de l’IGN. (c) Les Pages Jaunes 3D. (d) MS Virtual Earth. Voici quelques
unes des solutions re´centes qui permettent un acce`s re´ellement facile et tre`s peu couˆteux a` la 3D aujourd’hui : il s’agit
d’une des principales re´volutions ve´cues par la ge´omatique actuellement, qui re´pond a` une attente qui vient du fond
des aˆges : s’approprier l’image du monde sous une forme permettant une compre´hension imme´diate et spontane´e.
Les ”globes virtuels” se sont ensuite multiplie´s, et l’engouement du grand public pour ces
donne´es n’a cesse´ de croˆıtre, porte´ par les ame´liorations conside´rables des performances des
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re´seaux et de l’informatique personnelle. Plus re´cemment, cette ge´omatique grand public
s’est empare´e de la repre´sentation 3D des baˆtiments, puis de villes entie`res, support devenu
normal pour des publicite´s, ou meˆme outil au service des e´lus pour communiquer avec les
citoyens. Le besoin d’acque´rir des images et de les restituer en 3D, sous forme de maquettes
parfaitement fide`les a` la re´alite´, est ainsi devenu immense. On a donc vu, depuis une de´cennie,
se construire des ve´hicules capables de photographier en ste´re´oscopie des villes entie`res, et
il a fallu concevoir les algorithmes capables de traiter ces e´normes quantite´s d’images. Tre`s
naturellement, les industriels en charge de ces proble`mes se sont tourne´s vers les outils de
vision par ordinateur et de robotique, tre`s oriente´s vers le temps re´el, oubliant l’essentiel de
l’he´ritage de la photogramme´trie, oriente´e quant a` elle vers une extreˆme pre´cision, juge´e ici
comme une moindre priorite´. Ne´anmoins, les algorithmes disponibles en vision par ordinateur
pre´sentaient de re´els de´fauts lorsqu’ils e´taient applique´s a` des surfaces planes et, manque de
chance, ce cas est extreˆmement courant dans des sce`nes urbaines (les fac¸ades...).
Nous nous sommes inte´resse´s a` travailler sur des solutions nouvelles, capables d’exploiter
les spe´cificite´s de telles images : tout d’abord, simplement pour acce´le´rer l’orientation relative
des images, en tirant be´ne´fice des points de fuite figurant dans celles-ci. De nouvelles me´thodes
d’extraction automatique de ces points ont e´te´ mises au point, bien plus performantes que
celles disponibles jusqu’ici. Ensuite, nous avons souhaite´ corriger le de´faut e´voque´ pre´ce´dem-
ment pour les surfaces planes, et nous avons e´labore´ de nouveaux algorithmes capables de
donner en temps quasi-re´el de bonnes solutions d’orientation relative, et ceci aussi pour de
telles sce`nes. A cette fin, nous avons exploite´ de nouveaux outils mathe´matiques en rupture
comple`te avec ceux utilise´s traditionnellement. Finalement, nous avons essaye´ d’acce´le´rer les
me´thodes d’orientation relative en exploitant opportune´ment la connaissance de la direction
verticale, obtenue par exemple a` l’aide de notre algorithme de de´tection des points de fuite.
Le pre´sent travail est donc consacre´ de fac¸on tre`s comple`te a` la remise a` plat des solutions
permettant l’orientation et la localisation de tout un ensemble d’images, et il a e´te´ tre`s lar-
gement motive´ par ce besoin de mieux exploiter les images destine´es a` fournir des maquettes
tre`s e´conomiques de sce`nes urbaines.
Plan du manuscrit
La premie`re partie de ce travail (partie I) pre´sente l’e´tat de l’art sous deux facettes : ima-
gerie et bases de GrO¨bner.
Un historique de la photogramme´trie ainsi que de sa voisine plus jeune, la communaute´ de
la vision par ordinateur, est pre´sente´ dans le chapitre 2. Il est en effet important de connaˆıtre
les origines et les objectifs recherche´s dans ces deux domaines pour une meilleure compre´-
hension des me´thodologies utilise´s par la suite.
Le but principal est d’obtenir une troisie`me dimension a` partir d’images a` deux dimen-
sions. Pour cela il faut arriver a` calculer la position des came´ras au moment des prises de vues,
c’est-a`-dire l’orientation et la localisation de chaque image dans l’espace. Nous de´taillerons
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alors les diffe´rentes e´tapes principales, depuis l’acquisition des images jusqu’au calcul d’un
mode`le 3D. Nous exposerons le point de vue de ces deux communaute´s dans leurs queˆtes de
cette fameuse 3D.
Depuis les origines et jusqu’a` une pe´riode re´cente, toutes les ope´rations en photogram-
me´trie se faisaient de manie`re manuelle. Un ope´rateur devait regarder et de´tecter les points
communs entre les diffe´rentes images, appele´s points de liaison. Ces points sont ne´cessaires
pour le calcul de l’orientation et de la localisation des images. Aujourd’hui, les avance´es remar-
quables en traitement d’images ont permis une automatisation de ce processus de de´tection
de points homologues. Nous discuterons des me´thodes d’extraction et d’appariement de ces
points dans la deuxie`me partie du chapitre 2, (paragraphe 2.3). L’extraction automatique de
segments (qui sera utilise´e par la suite) est aussi pre´sente´e dans ce chapitre.
Fig. 1.9. Le cyclope par Odilon Redon, 1914, Tableau, huile sur bois, Museum Kroller-Mueller, Pays-Bas.
Pour cloˆturer cette partie, nous introduirons dans le chapitre 3, un outil mathe´matique
re´cent appele´ ”bases de Gro¨bner”. Notre objectif principal dans cette e´tude est de fournir
de manie`re directe des solutions a` des proble`mes non-line´aires, qui traditionnellement se re´-
solvent avec une line´arisation, ce qui pre´sente l’inconve´nient majeur de ne´cessiter des valeurs
approche´es. Or aujourd’hui, en utilisant les bases de Gro¨bner et en s’appuyant sur la puis-
sance des nouveaux processeurs et les grandes capacite´s des me´moires vives, il est tout a`
fait possible de re´soudre des e´quations non-line´aires de manie`re formelle, sans passer par les
habituelles solutions purement nume´riques. Dans le chapitre 3, en premier nous rappellerons
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quelques de´finitions de la ge´ome´trie alge´brique, ensuite nous pre´senterons les bases de Gro¨b-
ner et leur emploi dans la re´solution des e´quations polynomiales.
Extraire des informations 3D a` partir d’images 2D, et plus pre´cise´ment a` partir d’une seule
image, est tout a` fait possible graˆce a` la connaissance de la localisation du point de fuite sur
l’image. Sinon, comment un cyclope percevrait la 3D dans son environnement 3 ?
Dans la ge´ome´trie conique caracte´ristique de la vision humaine ou de la photographie,
les lignes paralle`les de l’espace objet se traduisent dans chaque image par des faisceaux de
droites qui concourent sur des points de fuite. A chaque point de fuite une direction 3D est
associe´e.
Fig. 1.10. Illustration du point de fuite central. Si-o-se Pol ou 33 Pol (le pont aux 33 arches), Isfahan, Iran.
Inconsciemment quand on regarde par exemple la Figure 1.11, on se dit que le photographe
a regarde´ vers le haut car l’image est en contreplonge´e. Avec la connaissance des points de
3. Plaisanterie mise a` part, rappelons que beaucoup d’animaux, pourtant e´quipe´s de deux yeux, n’utilisent pas
la ste´re´oscopie puisque leurs deux champs de vision n’ont pas de zone commune. Leur appre´ciation des distances
est complexe, utilisant la parallaxe entre des images acquises successivement par le meˆme oeil. Et par ailleurs leur
cerveau, comme le notre, est un ve´ritable syste`me expert disposant d’une e´norme bibliothe`que d’objets : leur taille
e´tant connue, ceci leur permet de calculer leur distance
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fuite on peut quantifier l’orientation qu’a eu l’appareil photo au moment de l’acquisition.
Fig. 1.11. Dans une image en contreplonge´e, le point de fuite des verticales est plus pre`s du centre de l’image.
Mosque´e de Sheikh Lotf Allah, XVIIe`me sie`cle, Isfahan, Iran.
Dans la partie II, l’utilisation des points de fuite dans le calcul des orientations a` partir
d’une seule image est de´crite. Apre`s avoir introduit les points de fuite et l’e´tat de l’art de
leurs me´thodes d’extraction, deux nouveaux algorithmes de de´tection sont pre´sente´s dans
les chapitres 5 et 6. L’une de ces me´thodes (chapitre 5) travaille dans l’espace de l’image,
et re´duit le proble`me de de´tection des points de fuite a` une extraction de diffe´rents cercles.
L’algorithme pre´sente´ dans le chapitre 6 quant a` lui, travaille dans l’espace d’une sphe`re de
rayon unite´. Une comparaison des deux me´thodes avec une me´thode classique d’extraction
de points de fuite est enfin pre´sente´e dans le chapitre 6.8.
Heureusement que nous avons deux yeux bien place´s, ce qui nous permet de voir le monde
en 3 dimensions, non comme ces malheureux cyclopes ! Nous allons donc utiliser deux prises
de vue du meˆme objet, et bien entendu il faudra que ces deux images, comme en vision
humaine, se recouvrent de manie`re suffisante. Il est possible de pouvoir calculer la position
et l’orientation de la deuxie`me image par rapport a` la premie`re meˆme si aucune information
exte´rieure n’est disponible, ce qui est appele´ orientation relative. Une fois de´finis les e´le´ments
de l’orientation relative, nous pouvons obtenir un mode`le 3D, qui a` une e´chelle pre`s formera
une copie exacte de la re´alite´. L’emploi d’un syste`me avec deux came´ras est tre`s fre´quent en
robotique, c’est ce qui permet au robot d’avoir une notion de la profondeur. On peut voir
dans la Figure 1.12, la sonde Spirit du programme Mars Exploration Rover de la NASA 4.
4. http://marsrovers.jpl.nasa.gov
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Fig. 1.12. Spirit, la premie`re des deux sondes Mars Exploration Rover envoye´es sur Mars en 2003, et qui ont atterri
de´but 2004. Spirit est e´quipe´ de plusieurs came´ras, dont une paire de came´ras panoramiques (PanCam) de haute
re´solution, fixe´es au sommet du maˆt vertical porteur d’instruments. Chacun de ces instruments est e´quipe´ d’un
capteur CCD de 1024 x 1024 pixels. Ce dispositif permet de restituer le relief, et de repe´rer les roches et les sols
inte´ressants, en vue d’une analyse par les autres appareils de mesure.
Dans la partie III, nous travaillons sur un couple d’images ste´re´oscopiques. Une nouvelle
formulation du proble`me de l’orientation relative a` partir de 5 points homologues est pre´sen-
te´e dans le chapitre 7. Cette mode´lisation calcule les inconnues de l’orientation relative sans
passer par des calculs ite´ratifs et surtout, sans besoin de valeurs approche´es.
En introduisant la connaissance de la direction verticale, une information qui peut en par-
ticulier eˆtre donne´e par les points de fuite, le proble`me de l’orientation relative devient plus
simple et ne ne´cessite plus que 3 points homologues pour eˆtre re´solu. Une nouvelle mode´lisa-
tion mathe´matique particulie`rement simple est alors pre´sente´e dans le chapitre 8.
A ce stade nous avons seulement travaille´ sur l’orientation d’un couple d’images, mais
qu’en est-il pour plus de deux images ? Cette question fera l’objet de la dernie`re partie, la
partie 9. Dans cette partie, en nous appuyant sur les me´thodes existantes pre´sente´es dans le
chapitre 2.2.3 de mise en place d’un ensemble d’images, nous pre´sentons notre strate´gie pour
le calcul des orientations et des positions d’un ensemble complet d’images.
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Partie I
Contexte me´thodologique
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Dans ce chapitre, nous pre´sentons dans un premier temps un bref historique de la photo-
gramme´trie puis de la vision par ordinateur. Ensuite, nous passons en revue les diffe´rentes
e´tapes importantes de l’obtention de mesures 3D a` partir d’images pour ces deux commu-
naute´s.
2.1 Historique
La photogramme´trie
La photogramme´trie est une technique qui a suivi tre`s directement l’invention de la pho-
tographie au XIX e`me sie`cle. L’exploitation d’images pour mesurer les distances de diffe´rents
objets n’e´tait conc¸ue que comme une simple re´utilisation de techniques de topographie, de
type triangulation et intersection. Et comme les publications de ces techniques, de`s le XV I e`me
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sie`cle, le montraient bien, les applications envisage´es e´taient d’abord de type militaire : com-
ment ajuster le tir d’un canon, comment cartographier une place forte ennemie sans s’en
approcher, etc.
(a) (b)
Fig. 2.1. a) Nadar en ae´rostat. b) ”Nadar”, dessin de Honore´ Daumier, 1862.
De`s que Nadar a produit, de`s le milieu du XIX e`me sie`cle, les premie`res images ae´riennes
depuis un ae´rostat, ce sont des applications militaires qui ont encore e´te´ le moteur principal
de la photogramme´trie naissante. A. Lausse´dat, l’inventeur de cette technique, e´tait poly-
technicien et officier du Ge´nie. A cette e´poque, la cartographie nationale e´tait elle aussi sous
tutelle militaire, comme dans pratiquement dans tous les pays. Et donc tre`s logiquement cette
technique a e´te´ rapidement oriente´e vers des applications de cartographie, sur des surfaces
tre`s e´tendues, et ceci donc de fac¸on de plus en plus industrielle. En paralle`le, des applica-
tions architecturales ont elles aussi aussi e´te´ de´veloppe´es de`s le de´but, mais sans rencontrer
des de´bouche´s commerciaux de meˆme niveau, et ce ne sont donc pas elles qui sont devenues
pre´ponde´rantes.
Ceci explique que la principale orientation de la photogramme´trie, quasiment de`s sa nais-
sance, a e´te´ la cartographie. Beaucoup de conse´quences en de´coulent, en particulier :
1. une recherche de pre´cision au meilleur niveau, afin de faire la meilleure cartographie
possible avec un nombre minimal de photos, autrefois tre`s one´reuses,
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2. un travail avec un axe optique quasi-vertical (prises de vues ae´riennes), et donc des photos
a` axes presque paralle`les,
3. un travail de restitution qui peut prendre beaucoup de temps, le de´lai entre la prise de
vues et la cartographie re´sultante pouvant se chiffrer en mois, voire en anne´es.
4. des de´veloppements qui progressivement ont quitte´ le domaine acade´mique (avec de nom-
breuses publications), pour devenir quasi-exclusivement du domaine industriel, sans au-
cune publication. Ceci s’est traduit dans les dernie`res de´cennies, lors du passage au nu-
me´rique, par de ve´ritables boˆıtes noires sans aucun moyen pour l’usager de savoir ce
que ces dernie`res contiennent. On a d’ailleurs assiste´ re´gulie`rement a` des travaux de re-
cherche, dans des domaines connexes potentiellement usagers de cette technique, qui en
re´-inventaient tout ou partie, par faute de publications accessibles. Quand une technique
est ainsi porte´e par les seuls industriels, c’est un e´cueil fre´quent, les e´tudiants cherchent des
publications de recherche et n’en trouvent pas, alors qu’il s’agit de sciences de l’inge´nieur,
la partie re´cente e´tant presque totalement couverte par le secret industriel.
La vision par ordinateur
La vision par ordinateur est par contre un domaine qui n’a gue`re plus de trois de´cen-
nies d’existence. Le domaine s’est de´veloppe´ de`s qu’on a su nume´riser des images vide´o, et
il couvre de nombreuses applications oriente´es vers le temps re´el, ceci incluant l’extraction
automatique d’e´le´ments dans l’image. D’abord, simplement les contours, puis des e´le´ments
de plus en plus e´volue´s, tels que des objets connus (des pie`ces me´caniques empile´es en vrac),
ceci allant jusqu’a` des objets tre`s complexes (reconnaissances de visages). Et puis ensuite,
la volume´trie des objets visibles, a` partir d’images prises de deux points de vues diffe´rents,
et permettant un effet ste´re´oscopique. Une utilisation e´vidente a e´te´ le domaine de la robo-
tique, l’objectif e´tant de permettre a` une plateforme autonome de cartographier en temps re´el
son environnement imme´diat, avec une exigence de pre´cision assez modeste, mais variable :
comme pour tout eˆtre vivant, le besoin de pre´cision est d’autant plus grand que les objets
sont proches, et la vision humaine est parfaitement adapte´e a` ce besoin.
Dans cette communaute´ re`gne une intense activite´ de recherche, pousse´e par des demandes
industrielles tre`s fortes, qui atteignent actuellement le grand public : citons par exemple, dans
ce domaine, pour les appareils photos actuels les mises au point automatiques qui localisent
d’elles-meˆmes la zone d’image sur laquelle elle doivent s’exercer, ou meˆme mieux, la photo
qui ne se de´clenche que quand le sujet photographie´ sourit et ne ferme pas les yeux : ve´ri-
table prouesse, inaccessible il y a encore quelques anne´es. Mais dans les domaines techniques
professionnels, la multiplication des surveillances vide´o a contribue´, a` son tour, a` susciter
une demande conside´rable pour trouver de fac¸on automatique, parmi des millions d’heures
d’enregistrements, tel type d’objet, de ve´hicule, de visage, etc...
Donc la photogramme´trie et la vision par ordinateur partagent indiscutablement une meˆme
recherche de mesure 3D a` partir d’images permettant la ste´re´oscopie, mais leurs passe´s respec-
tifs et leurs cliente`les tre`s diffe´rentes les ont amene´es a` se de´velopper de fac¸on comple`tement
paralle`le, avec peu de zones communes.
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2.2 Les principales e´tapes de la photogramme´trie et vi-
sion par ordinateur
Dans cette partie les diffe´rentes e´tapes de l’orientation 3D d’images en photogramme´trie
et son analogie en vision par ordinateur sont de´taille´es. Elles sont illustre´es dans la Figure
2.2.
Fig. 2.2. Les principales e´tapes en photogramme´trie (les blocs bleus) et vision par ordinateur (les blocs oranges)
Comme on peut voir dans la Figure 2.2, la premie`re e´tape est celle du calcul des para-
me`tres internes, ce qu’on appelle en photogramme´trie l’orientation interne, et en vision par
ordinateur, le calcul de la matrice de calibration. Ensuite, cette e´tape est suivie du calcul des
parame`tres d’orientation et de localisation d’une image par rapport a` une autre. Cette e´tape
est appele´e orientation relative en photogramme´trie. Et en vision par ordinateur, a` ce stade
on calcule la matrice essentielle, ce qui est e´quivalent a` l’orientation relative.
Apre`s cette e´tape, les images sont mises en place dans l’espace dans un re´fe´rentiel quel-
conque, en ge´ne´ral on prend le sommet de prise de vue de l’image de gauche comme origine
du syste`me de coordonne´s terrain. Le mode`le est, par la force des choses, sans e´chelle.
Dans beaucoup d’applications on peut envisager de s’arreˆter la`, mais si on veut faire de la
cartographie, ou bien avoir de vraies mesures, il est indispensable de pouvoir mettre dans un
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syste`me de re´fe´rence connu les images qui ont e´te´ mises en place dans un syste`me quelconque.
Cette dernie`re e´tape est appele´e orientation absolue.
Dans les prochains paragraphes, nous allons de´tailler toutes ces e´tapes.
2.2.1 L’orientation interne
La premie`re chose a` de´finir est le mode`le de la came´ra. Par de´faut on utilise comme mo-
de`le nominal celui d’une came´ra dite a` perspective centrale (pinhole camera). Tous les rayons
passent par le meˆme point, nomme´ centre optique (C). Derrie`re ce point, a` la distance focale
(F ), se trouve le plan image.
L’intersection de l’axe optique avec le plan image donne le point principal de syme´trie,
PPS. Le PPS a une re´alite´ physique. Par ailleurs, en ge´ne´ral le plan image n’est jamais vrai-
ment perpendiculaire a` l’axe optique, et il existe ne´cessairement un de´faut d’orthogonalite´,
que les constructeurs gardent a` une valeur aussi faible que possible.
Pour des raisons de simplification de la mode´lisation, et donc des calculs, un point the´o-
rique au nom de point principal d’autocollimation, PPA est de´fini. Ce point, comme e´voque´
par le terme d’autocollimation, est le pied de la perpendiculaire sur le plan image du vecteur
reliant le centre optique a` l’image, voir Figure 2.4.
Le syste`me d’axes image qui a comme origine le PPA avec l’axe des Y vers le haut est
appele´ repe`re photogramme´trique, voir Figure 2.3.
image
X
Y
PPA
Fig. 2.3. Illustration du repe`re photogramme´trique
En ge´ne´ral, quand on parle du centre de l’image, c’est a` ce point qu’on fait allusion.
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C
FPPA
PPS
axe optique
Fig. 2.4. Illustration montrant les positions du PPA et du PPS
La Figure 2.4, est un sche´ma tre`s simplifie´ de la ge´ome´trie re´elle, ce sche´ma est correct
si les conditions de l’approximation de Gauss sont respecte´es. Rappelons que l’approxima-
tion de Gauss (d’apre`s le physicien allemand Carl Friedrich Gauss) est une approximation
de l’optique ge´ome´trique, correspondant a` un cas ou` les angles d’incidence des rayons sont
faibles et ou` le point d’incidence est proche de l’axe optique.
Les e´carts a` cette approximation engendrent les aberrations ge´ome´triques, d’inclinaison
(aberrations qui augmentent avec l’inclinaison du rayon par rapport a` l’axe optique), et/ou
d’ouverture (qui augmentent avec la distance entre le point d’entre´e du rayon et le centre
optique).
Au cours des dernie`res de´cennies, dans l’industrie de l’optique, de nombreuses ame´lio-
rations concernant les lentilles sont intervenues afin de re´duire les effets de la plupart des
aberrations. Les lentilles de forme traditionnelle sont de forme sphe´rique, seule forme facile a`
polir depuis les premiers quatre sie`cles d’existence de cette technologie, ce qui est l’origine de
ces aberrations optiques. Par exemple, les rayons qui passent par le centre ne convergent pas
tout-a`-fait au meˆme point que ceux qui passent par les bords, ce qui provoque en particulier
un effet de flou, surtout aux grandes ouvertures.
Mais depuis quelques anne´es on a pu noter un emploi massif de lentilles moule´es asphe´-
riques. Comme leur nom l’indique, ce sont des lentilles qui sont fabrique´es par re´plication
ultra pre´cise d’un moule e´pousant une forme diffe´rant le´ge`rement d’une sphe`re, ce qui enle`ve
une grande partie des aberrations ge´ome´triques. Avec les lentilles sphe´riques traditionnelles,
afin de pouvoir corriger une partie des aberrations ge´ome´triques, il fallait en combiner un
grand nombre, impliquant une forte perte de luminosite´. En plac¸ant les lentilles asphe´riques
dans des endroits strate´giques de l’objectif, on peut enlever une grande partie de ces meˆmes
aberrations ge´ome´triques, et ceci tout en ame´liorant la luminosite´ de l’image graˆce a` la dimi-
nution du nombre de lentilles qui en re´sulte, sans meˆme e´voquer les gains issus des traitements
anti-reflet modernes.
On peut voir dans la Figure 2.5, comment une lentille asphe´rique fait en sorte que tout
les rayons convergent en un meˆme point.
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Fig. 2.5. Illustration de correction du flou avec l’aide d’une lentille asphe´rique. a) Une lentille classique sphe´rique, b)
une lentille asphe´rique. Image tire´es du site de CANON
Dans la Figure 2.6, est pre´sente´ un exemple d’objectif CANON EF-S 17-85mm f/4-5.6 IS
USM 1 et son diagramme de lentilles. On peut voir l’emplacement de la lentille asphe´rique en
vert.
Fig. 2.6. Exemple d’un objectif CANON (EF-S 17-85mm f/4-5.6 IS USM) et de l’emplacement de sa lentille asphe´-
rique. Image tire´e du site de CANON
La seule aberration qui pre´sente un caracte`re peu geˆnant pour le grand public est la dis-
torsion, aberration due a` la seule inclinaison. Par contre, afin d’obtenir des re´sultats pre´cis
pour un usage en photogramme´trie et en vision par ordinateur, il est indispensable de savoir
mode´liser les effets de cette distorsion. A titre indicatif dans de nombreux appareils photo
grand public, elle peut atteindre jusqu’a` 40 pixels sur les bords, il est donc exclus de l’igno-
rer alors meˆme que les re´sidus de compensation sur les points d’appui sont fre´quemment
infe´rieurs a` 0.1 pixel. La distorsion est radiale, elle pre´sente une syme´trie de re´volution par
rapport a` l’axe optique. La distorsion est de´finie selon le mode`le des aberrations de Seidel
[Meyzonnette, 2003], par le polynoˆme suivant, ne´cessairement impair, et dont l’ordre 1 est
nul lorsque la focale est bien de´termine´e : dr = ar3 + br5 + cr7 r e´tant la distance radiale
depuis le PPS dans le plan image et a, b, et c les premiers coefficients de cette distorsion
1. http://www.canon.com/
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radiale (d’expe´rience, ces trois premiers coefficients sont suffisants pour bien la mode´liser).
Fig. 2.7. Exemple d’une image avec distorsion, tre`s nettement visible sur le haut du baˆtiment (baˆtiment de l’ESGT,
Le Mans).
L’e´tape de calcul des trois coefficients de la distorsion (a, b, c), le PPS, la distance focale
(F ) et le PPA, est nomme´e orientation interne en photogramme´trie. Nous ne rentrerons pas
dans les de´tails de ce calcul. Ces parame`tres e´voque´s pre´ce´demment sont appele´s ge´ne´rale-
ment les parame`tres intrinse`ques de l’image.
Le processus de calcul des parame`tres internes de la came´ra est appele´ e´talonnage.
En vision par ordinateur, chaque point sur l’image est repre´sente´ avec une matrice 3 x 1
avec une repre´sentation homoge`ne,

xy
1

.
Les parame`tres de l’orientation interne sont exprime´s sous forme d’une matrice 3 x 3,
appele´e matrice de calibration (K) avec K =

F1 γ xppa0 F2 yppa
0 0 1

 F1 et F2 repre´sentent la distance
focale selon les deux directions X et Y , mode´lisation classique en vision par ordinateur qui
permet de traiter le cas ou` les pixels ne sont pas parfaitement carre´s. En ge´ne´ral une meˆme
valeur est prise pour les deux. xPPA et yPPA sont les coordonne´es image du PPA. γ est
le facteur de de´viation, en ge´neral nul, qui permet de prendre en compte d’autres formes
de de´fauts. Quand on dispose de cette matrice K en vision par ordinateur, on parle alors
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d’images e´talonne´es, calibrated images, souvent traduit improprement par ”images calibre´es”.
La matrice de calibration (K) est applique´e a` tous les points images exprime´s en coordonne´s
pixel.
Dans notre e´tude nous avons utilise´ l’appareil photo reflex Nikon D70s (voir Figure 2.8)
avec un objectif de focale fixe de 20 mm.
Fig. 2.8. Appareil photo Nikon reflex D70s
Le graphe de la distorsion est pre´sente´ dans la Figure 2.9.
Fig. 2.9. Distorsion typique d’un objectif d’appareil nume´rique courant
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Comme on peut le constater sur les bords nous avons une distorsion de 60 pixels. Dans
la suite de ces travaux, nous corrigeons donc de la distorsion toutes les images avant de les
traiter.
2.2.2 L’orientation relative
Le calcul des parame`tres extrinse`ques (orientation et position) de la came´ra a` partir de
plusieurs vues a` l’aide des points d’inte´reˆt est a` la base de pratiquement toutes les applica-
tions aussi bien du domaine de la photogramme´trie que de celui de la vision par ordinateur.
Bien que le proble`me soit le meˆme pour ces deux communaute´s, chacune d’elles a propose´
une approche diffe´rente afin de calculer la position et la localisation des came´ras au moment
des acquisitions de prises de vues.
Dans ce paragraphe, nous passons en revue les diffe´rentes me´thodes existantes pour la
re´solution de l’orientation relative.
Une e´tape importante, pour ces deux communaute´s, est la mise en place des images dans
l’espace, c’est-a`-dire le calcul de la position et l’orientation des images au moment des prises
de vues. En photogramme´trie cette e´tape est appele´e l’orientation externe, en syme´trique
de l’orientation interne qui cherche a` de´terminer les parame`tres de calibration de la came´ra
comme la focale, le centre principal d’autocollimation, le polynoˆme de distorsion ainsi que le
centre principal de syme´trie. Une premie`re diffe´rence majeure entre la communaute´ de vision
par ordinateur et photogramme´trie est dans le signe de la distance focale. En photogramme´-
trie, la focale a un signe ne´gatif, ce qui correspond a` la ge´ome´trie intuitive du mode`le. En
effet le rayon atteint d’abord le centre optique pour ensuite couper le plan focal. En revanche,
dans toutes les mode´lisations de vision par ordinateur, la distance focale est positive, fonda-
mentalement, ceci ne change rien aux e´quations.
L’orientation externe est base´e sur les e´quations de coline´arite´. Comme le nom l’indique,
celles-ci consistent a` dire que le point terrain M , le sommet de prise de vue S (qui correspond
au centre optique), et m la projection de A sur l’image, sont sur la meˆme droite (Figure 2.10).
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Fig. 2.10. La projection conique utilise´e en photographie, formalise´e par l’e´quation de coline´arite´ (illustre´e par un
mode`le 3D de la bibliothe`que Ste Genevie`ve, re´alise´ et mis a` disposition par Leonhard Pro¨ttel).
En entre´e de l’e´quation de coline´arite´, on a comme parame`tres les coordonne´es images
des points et la calibration de la came´ra, un point terrain e´tant ne´cessairement vu au moins
sur deux images. Certains des points terrain sont exprime´s dans un re´fe´rentiel connu (les
points d’appui), ce qui permet de re´aliser l’orientation absolue. Mais on peut tre`s bien dans
un premier temps ne pas disposer de points d’appui, auquel cas on travaille dans un espace
euclidien, mais sans e´chelle (orientation relative). En sortie de l’e´quation de coline´arite´, nous
pouvons obtenir l’orientation des images, les sommets de prises de vues, ainsi que les coor-
donne´es terrain des points de liaison. Ces coordonne´es sont obtenues soit dans un re´fe´rentiel
connu et avec une e´chelle, si nous avons fait l’orientation absolue, soit dans le re´fe´rentiel de
la premie`re image et sans e´chelle si seule l’orientation relative a e´te´ effectue´e. Il est tout a`
fait possible, a` tout moment, de faire basculer les points 3D, obtenus a` partir de l’orientation
relative, dans un re´fe´rentiel connu, et pour cela donc il faut disposer de points connus dans
le re´fe´rentiel voulu.
Revenons maintenant a` la re´solution de ces e´quations de coline´arite´. Il faut au minimum
5 couples de points homologues pour pouvoir effectuer l’orientation relative, or en ge´ne´ral
bien plus de points peuvent eˆtre disponibles (par exemple en utilisant des outils d’extrac-
tion automatique de points d’inte´reˆt, cf chapitre 2.3.1). Dans ce cas il faudra minimiser (par
moindres carre´s) le carre´ de la distance entre le point the´orique terrain et celui que l’on calcule.
L’inconve´nient majeur de l’approche photogramme´trique, qui est base´e sur la condition de
coline´arite´, est du a` la non-line´arite´ du proble`me ainsi pose´, la non-line´arite´ des foonctions a`
minimiser impose la ne´cessite´ de disposer de valeurs approche´es autour desquelles on ope`re
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une line´arisation de la fonction analytique a` minimiser.
En photogramme´trie ae´rienne [Kasser et Egels, 2001], [Wolf et Dewitt, 2000], [Moffitt
et Mikhail, 1980], les valeurs initiales sont tre`s simples a` estimer en raison de la re´gularite´
d’e´chantillonnage spatial et des axes quasi-verticaux des cliche´s. En plus, l’avion ne subit que
de faibles variations de rotation, et un ensemble de points d’appui peut toujours eˆtre obtenu.
Le proble`me est plus complique´ quand la photogramme´trie s’attaque a` des prises de vues
terrestres. La premie`re grande diffe´rence est que les prises de vues ne sont plus a` axes quasi
paralle`les, mais deviennent parfois franchement convergentes. D’autre part, a` moins d’avoir
des points d’appui connus, le calcul des parame`tres approche´s est lui aussi bien plus compli-
que´ qu’en photogramme´trie ae´rienne.
Ce qu’on peut retenir ici est que la photogramme´trie, dans son utilisation classique sur
vues ae´riennes, travaille dans une configuration significativement plus simple pour la re´solu-
tion des e´quations de coline´arite´. Et par la suite, il en est de meˆme lors de la compensation
par faisceaux, traitement qui s’applique lorsqu’on traite en bloc un grand nombre d’images.
Dans le contexte de vision par ordinateur et de robotique des anne´es 80, il y avait ce besoin
de pouvoir de´terminer de manie`re directe et surtout line´aire les parame`tres d’orientation et
de position. Pensons a` un robot qui doit se de´placer et voir le monde en trois dimensions
pour obtenir des informations de type topologique, du genre ”la table est derrie`re la chaise”.
Premie`rement il n’est pas ne´cessaire pour ce genre d’application d’avoir des points d’appui,
et ensuite une grande pre´cision telle que celle que l’on cherche en photogramme´trie n’est pas
ne´cessaire.
C’est pour cela qu’une nouvelle mode´lisation a e´te´ propose´e, base´e non pas sur les e´qua-
tions de coline´arite´, mais sur une autre contrainte tre`s simple elle aussi, appele´e contrainte
de coplanarite´.
Comme on le voit mieux sur la Figure 2.11, la condition de coplanarite´ entre deux images
exprime le fait que le vecteur de vise´e depuis le premier sommet de prise de vues
−→
V1, le
vecteur de vise´e depuis le deuxie`me sommet de prise de vues (et exprime´ dans le re´fe´rentiel
du premier)
−→
V2, ainsi que le vecteur de la translation (entre les deux sommets de prises de
vues)
−→
T se trouvent dans le meˆme plan, appele´ le plan e´pipolaire.
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f f
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S1 S2
−→
V1 −→V2
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Fig. 2.11. La matrice rotation de la seconde came´ra par rapport a` la premie`re est appele´e R, et le vecteur de translation
T est la base qui relie les centres optiques des came´ras (S1 et S2). O est le point principal d’autocollimation (PPA).
Les images du point terrain A sur les 2 images sont a et a’.
On peut traduire cette condition par un produit mixte nul entre ces 3 vecteurs. En d’autres
termes : −→
V2 · (R−→V1 ∧ −→T ) = 0. (2.1)
Avec sa forme exprime´e de manie`re alge´brique :
[
xa′ ya′ f
]  0 Tz −Ty−Tz 0 Tx
Ty −Tx 0



 r11 r12 r13r21 r22 r23
r31 r32 r33



xaya
f

 = 0. (2.2)
La contrainte de coplanarite´ a e´te´ durablement exploite´e par la communaute´ de vision par
ordinateur. [Longuet-Higgins, 1981] publia la premie`re fois en 1981 la notion de matrice dite
”essentielle” (E), E n’e´tant en fait que la multiplication de deux matrices :
 0 Tz −Ty−Tz 0 Tx
Ty −Tx 0



 r11 r12 r13r21 r22 r23
r31 r32 r33

 .
En utilisant la matrice essentielle (E) la condition de coplanarite´ s’exprime de´sormais de
fac¸on line´aire, et E est une matrice de rang de 2. Re´soudre l’orientation relative revient donc
a` estimer les 9 e´le´ments de la matrice essentielle. En fait 8 points suffisent pour re´soudre
le syste`me, car l’estimation se fait ne´cessairement a` un facteur d’e´chelle pre`s, et par ailleurs
l’emploi de la matrice essentielle suppose que la calibration de la came´ra est disponible. Cette
re´solution, bien qu’efficace en termes de calcul, ajoute 3 degre´s de liberte´ de plus a` l’orien-
tation relative puisque, comme vu pre´ce´demment, l’orientation relative n’a nominalement
que 5 degre´s de liberte´. Un autre inconve´nient, majeur dans bien des cas d’applications en
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zones urbaines, est qu’elle ne peut fonctionner si tous les points homologues sont coplanaires
dans l’espace objet, ce qui peut tre`s bien arriver par exemple sur des fac¸ades. Beaucoup de
recherches au sein de la communaute´ de vision par ordinateur ont donc e´te´ mene´es pour
re´duire le degre´ de liberte´ de cette matrice essentielle, afin de re´duire au strict minimum de
5 le nombre de couples de points homologues requis. D’ailleurs les diffe´rentes me´thodes de
re´solution de la matrice essentielle ont pour nom ce nombre de points homologues minimum.
On peut ainsi citer les me´thodes des 8 points [Longuet-Higgins, 1981], [Hartley et Zisserman,
2004], [Ma et al., 2003], 7 points [Sturm, 1869], 6 points [Hartley et Dano, 2000] et plus
re´cemment 5 points, le strict minimum.
Il a e´te´ pour la premie`re fois de´montre´ par Kruppa [Kruppa, 1913] en 1913 que la re´so-
lution directe de l’orientation relative a` partir de 5 points contenait en ge´ne´ral 11 solutions
au plus. La me´thode de´crite par celui -ci consistait a` trouver toutes les intersections de deux
courbes de degre´ 6. Malheureusement en son temps sa me´thode n’a pu donner lieu a` une
imple´mentation nume´rique. Plus re´cemment dans [Demazure, 1988], [Faugeras, 1993], [Fau-
geras et Maybank, 1990], [Maybank, 1992], [Heyden et Sparr, 1999] il a e´te´ de´montre´ que le
nombre de solutions est en ge´ne´ral e´gal a` 10, incluant les solutions complexes. Triggs [Triggs,
2000] a donne´ une version de´taille´e pour une imple´mentation nume´rique. Philip [Philip, 1996]
a pre´sente´ en 1996 une solution utilisant un polynoˆme de degre´ 13, et donne´ par ailleurs une
me´thode nume´rique pour re´soudre son syste`me, les racines de son polynoˆme donnant donc di-
rectement l’orientation relative. L’ide´e de Philip a e´te´ reprise en 2004 par Nister [Niste´r, 2004]
qui a affine´ cet algorithme. Depuis, nombre d’articles ont essaye´ de donner des ame´liorations
a` la me´thode de Nister, notamment [Stewe´nius et al., 2006] qui a donne´ une re´solution poly-
nomiale a` l’aide des bases de Gro¨bner. D’autres articles ont propose´ quelques modifications
de la me´thode de Nister en vue d’une ame´lioration nume´rique, ou bien d’une simplification
d’imple´mentation [Li et Hartley, 2006], [Batra et al., 2007], [Segvic et al., 2007] et [Kukelova
et al., 2008].
Aujourd’hui toutes les re´solutions de l’orientation relative cite´es ici sont base´es sur les
proprie´te´s de la matrice essentielle. La plupart des articles portent sur des tentatives d’ame´-
lioration de la stabilite´ nume´rique des re´solutions polynomiale [Byro¨d et al., 2009]. Car le fait
que la rotation et la translation soient entremeˆle´s engendre des instabilite´s, surtout quand
par exemple la translation est tre`s petite.
2.2.3 Calcul de l’orientation et de la position d’un ensemble d’images
Orientation absolue
Dans l’e´tape de l’orientation relative le syste`me de re´fe´rence est local, et son origine est
traditionnellement base´e sur le sommet de prise de vue de l’image de gauche. En photogram-
me´trie ae´rienne, dont la principale finalite´ est la fabrication de cartes et d’orthoimages, il est
e´videmment ne´cessaire de geore´fe´rencer toutes les images. Cette e´tape de basculement d’un
repe`re local a` un repe`re terrain connu est appele´ orientation absolue [Kraus et Waldaeusl,
1998], [Grussenmeyer, 2002]. Les e´le´ments a` de´terminer dans l’orientation absolue sont le
facteur d’e´chelle, la translation et la rotation qui sont de´peints sur la Figure 9.3.
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Fig. 2.12. Illustration de l’orentation absolue
[Horn, 1987] dans son article pre´sente une me´thode de re´solution directe avec l’aide des
quaternions.
Le rele`vement
Une autre strate´gies adopte´es par de nombreux chercheurs est de proce´der dans un premier
temps a` l’orientation relative du couple d’images qui a le plus grand nombre de points appa-
rie´s. Le re´sultat de cette e´tape est un ensemble de points en 3 dimensions, dans le re´fe´rentiel
de l’image de gauche de ce couple. Ceci revient a` dire que le syste`me d’axes du terrain est
centre´ sur le sommet de prise de vue de l’image de gauche. Ces points terrain prennent a` leur
tour le roˆle de points d’appui pour les autres images. Ensuite, pour chaque image que l’on
souhaite rajouter, une recherche est faite afin d’apparier ses points d’inte´reˆts avec le nuage
de points 3D issu du premier couple. Le but est donc de pouvoir de´finir le sommet de prise
de vue de cette image par rapport au re´fe´rentiel terrain.
C’est un proble`me bien connu sous le nom de ”rele`vement” (en anglais : space resection)
en topographie et photogramme´trie [Slama, 1980].
La litte´rature sur la re´solution du rele`vement est tre`s riche, car outre les me´thodes de re´so-
lution existantes en photogramme´trie, il y a e´norme´ment d’articles qui traitent le sujet dans
la communaute´ de vision par ordinateur. Dans cette communaute´ le rele`vement est connu
sous le nom de N points perpective pose estimation.
La diffe´rence majeure entre ces me´thodes est a` chercher dans la line´arite´ ou non de celles-ci.
Une des mode´lisations les plus employe´es, compte tenu de sa line´arite´ et donc de sa
simplicite´ de calcul, est celle de [Abdel-Aziz et Karara, 1971], [Marzan et Karara, 1975], et
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elle est connue sous le nom de DLT (Direct Linear Transformation). Cette approche a e´te´
de´veloppe´e a` l’universite´ de l’Illinois en 1971. L’orientation line´aire directe permet aussi de
passer directement des coordonne´es pixel de points homologues a` leurs coordonne´es terrain
(e´quation 2.3). D’ailleurs il est possible de rajouter les parame`tres de calibration, traite´s
comme inconnues, aux e´quations 2.3 de DLT . Ceci permet alors l’e´talonnage de la came´ra.
x =
a1X + a2Y + a3Z + a4
c1X + c2Y + c3Z + 1
, (2.3)
y =
b1X + b2Y + b3Z + b4
c1X + c2Y + c3Z + 1
.
Les e´quations de DLT sont line´aires et contiennent 11 inconnues, plus 5 si l’on rajoute les
parame`tres de la calibration. Donc pour re´soudre ces e´quations il faut au minimum 6 points
(soit 12 coordonne´es image) si la calibration est connue, ou 8 points dans le cas contraire.
Cette mode´lisation a e´te´ re´cemment employe´e dans Photosynth 2 le logiciel expe´rimental
de Microsoft [Snavely et al., 2008], voir Figure 2.13.
Fig. 2.13. Illustration tire´e du site Web de PhotoSynth
[Brown et Lowe, 2005] emploie aussi cette strate´gie de rajout des images, une par une, a`
un couple d’images initiales. Il proce`de ensuite a` une compensation par faisceaux, voir figure
2.14.
2. http://photosynth.net/
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Fig. 2.14. Illustration tire´e de l’article de [Brown et Lowe, 2005]
[Brown et Lowe, 2005] et [Snavely et al., 2008] utilisent la me´thode SIFT comme de´tecteur
de points d’inte´reˆts. Avant de commencer les calculs, ils classent d’abord les images qui ont
un recouvrement, ce qui permet de traiter de grosses bases de donne´es d’images.
Lorsqu’on connaˆıt les parame`tres de calibration de l’image, seulement 3 points terrain et
leurs correspondances sur l’image suffisent pour calculer la position et l’orientation de l’image.
Les me´thodes de rele`vement ont fait l’objet de nombreuses publications depuis au moins
deux sie`cles. [Ameller et al., 2002] en attribue la premie`re re´solution a` Joseph Louis Lagrange
en 1795. Mais sa re´solution de manie`re directe et rigoureuse a` e´te´ faite pour la premie`re fois
par un mathe´maticien allemand du nom de Grunert [Grunert, 1841]. Sa solution a e´te´ ensuite
raffine´e en 1925 par le photogramme`tre allemand Muller [Muller, 1925]. En 1949, [Merritt,
1949] donna de manie`re inde´pendante une solution au proble`me du rele`vement direct.
L’importance du proble`me de la re´solution directe du rele`vement en photogramme´trie ae´-
rienne n’est pas tre`s grande, e´tant donne´ qu’il n’y a pas de contraintes fortes au niveau du
temps de calcul, et donc les me´thodes ite´ratives de re´solution y sont faciles d’emploi. La
premie`re re´solution ite´rative a e´te´ publie´e la premie`re fois par [Church, 1945], mais son algo-
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rithme ne´cessite de tre`s bonnes valeurs initiales. Celles-ci peuvent eˆtre trouve´es aise´ment en
photogramme´trie ae´rienne, situation ou` les e´carts sur angles de rotation ne de´passent gue`re
la dizaine de degre´s, et ou` les distances et l’e´chelle sont connues a` 10% pre`s. C’est largement
suffisant afin de lancer le processus ite´ratifs de la line´arisation des e´quations. Ces techniques
ont e´te´ largement de´crites dans [Slama, 1980], [Wolf et Dewitt, 2000] et [Kraus et Waldaeusl,
1998].
A l’oppose´ de cette situation, en vision par ordinateur, en ge´ne´ral les valeurs initiales ne
sont pas connues et la contrainte de temps de calcul est tre`s forte. Ceci e´carte les me´thodes
ite´ratives cite´es pre´ce´demment. L’article de [Fischler et Bolles, 1981] a introduit pour la
premie`re fois la re´solution directe du rele`vement dans la communaute´ de vision par ordinateur.
D’autres variantes ont e´te´ ensuite publie´es [Fo¨stner, 1987], [DeMenthon et Davis, 1992]. Une
synthe`se comple`te ainsi qu’une analyse nume´rique approfondie de diffe´rentes me´thodes de
re´solutions directes sont pre´sente´es par [Haralick et al., 1994].
Ge´ome´trie du rele`vement
La ge´ome´trie du rele`vement est tre`s simple. Comme on peut le voir sur la figure 2.15,
le but est de calculer le sommet de prise de vue O. Pour cela nous disposons des 3 points
terrain : A, B et C, ainsi que de leurs projections sur l’image : a b et c.
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Fig. 2.15. Illustration de la ge´ome´trie du rele`vement
On emploie ici le the´ore`me d’Al-Kashi [Kennedy, 1947] 3. Ce the´ore`me est plus connu
sous le nom de ”loi des cosinus” qui ge´ne´ralise le the´ore`me de Pythagore pour un triangle
quelconque (e´quation 2.4) 4.
AB2 = OA2 + OB2 − 2OAOB cos θAB
AC2 = OA2 + OC2 − 2OAOC cos θAC
BC2 = OB2 + OC2 − 2OBOC cos θBC
(2.4)
Dans ce syste`me d’e´quations le but est de calculer la position de O.
La re´solution du rele`vement a` partir de 3 points donne en ge´ne´ral 4 positions possibles
pour O. Cette ambigu¨ite´ peut eˆtre enleve´e en utilisant un quatrie`me point. C’est pour cela
3. Ghiyath ad-Din Jamshid Mas’ud al-Kashi, mathe´maticien et astronome perse (vers 1380, Kashan (Iran) - 1429,
Samarcande (Ouzbe´kistan))
4. http://fr.wikipedia.org/wiki/The´ore`me_d’Al-Kashi
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qu’il y a eu ensuite de nombreux auteurs [Triggs, 1999], [Ameller et al., 2002], [Quan et Lan,
1999] qui ont recherche´ une re´solution directe a` partir de 4 ou meˆme 5 points afin d’obtenir
en fin du processus de calcul une solution unique.
Re´cemment [Niste´r, 2004] propose un algorithme plus ge´ne´ral pour la re´solution du pro-
ble`me a` l’aide de 3 points pour des came´ras avec une perspective non centrale. Sa re´solution
inclut bien e´videmment le proble`me classique des came´ras a` perspective centrale.
Estimation de l’orientation relative, et compensation par faisceau de plusieurs
vues, en vision par ordinateur
Meˆme si les topographes, ge´ode´siens et photogramme`tres utilisent la compensation par
faisceaux depuis parfois plus de deux sie`cles, la communaute´ de vison par ordinateur a, de-
puis une vingtaine d’anne´es, investi de nombreuses recherches dans ce domaine. La majorite´
des articles ont essaye´ d’optimiser les algorithmes de minimisations existants, on citera no-
tamment [Tomasi et Kanade, 1992], [Martinec et Pajdla, 2007], [Ma et al., 2003], [Hartley et
Zisserman, 2004], [Kahl et Hartley, 2008]. Il existe par ailleurs dans cette communaute´ un
logiciel puissant et tre`s employe´ de compensation par faisceaux [Lourakis et Argyros, 2004].
Dans le cadre de cette the`se nous n’avons donc pas eu besoin d’approfondir ces domaines, car
notre objectif principal est de fournir un positionnement et une orientation approche´e pour un
ensemble d’images. Une solution approche´e robuste (car de´barasse´e de toutes faute grossie`re)
permet ensuite d’utiliser de fac¸on nominale les algorithmes classiques d’ae´rotriangulation.
2.3 Extraction des primitives de l’image
L’orientation (relative et absolue) des images passe par l’identification et la mise en cor-
respondance d’e´le´ments structurants entre images et entre image et le terrain. Nous de´crivons
ici, de manie`re exhaustive, quelques techniques efficaces permettant :
- la de´tection de points d’inte´reˆt dans les images et leurs mises en correspondance (para-
graphe 2.3.1),
- l’extraction de segments dans les images (paragraphe 2.3.2).
2.3.1 Extraction de points d’inte´reˆt
Une des avance´es remarquables de ces dernie`res de´cennies dans le domaine du traitement
des images a e´te´ la mise au point d’algorithmes de plus en performants pour l’extraction des
points d’inte´reˆt.
Il est e´videmment de tre`s important d’automatiser la de´tection des points d’inte´reˆts dans
le domaine de la photogramme´trie. En effet, pendant longtemps l’e´tape d’extraction de points
d’inte´reˆt (ou ”points de liaison”) se faisait entie`rement a` la main. Afin de pouvoir mettre en
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place les images dans l’espace et de calculer leurs orientations et positions, il est primordial
d’avoir en possession des points homologues sur les diffe´rentes images, c’est-a`-dire des points
qui correspondent a` un meˆme point du terrain.
Pour automatiser cette phase, on commence par extraire de chaque image des points fa-
ciles a` pointer, et logiquement, si ces points ont e´te´ bien choisis, on parvient ensuite a` mettre
en correspondance la plupart des points d’une image avec ceux de l’autre dans la zone vue
en ste´re´oscopie : on appelle ces points les points d’inte´reˆt. Bien e´videmment il est important
d’e´viter les points mal de´finis (p. ex. pris le long d’une bordure), ceux qui n’ont pas de de´fi-
nition ge´ome´trique stable (p. ex. bordure d’une ombre, intersection de lignes qui ne sont pas
dans un meˆme plan), etc. L’automatisation de l’extraction des points d’inte´reˆt est directement
lie´e a` l’emploi d’images nume´riques, et l’un des premiers outils utilise´s a e´te´ publie´ par Harris
en 1986 ([Harris et Stephens, 1988]) : son de´tecteur est base´ sur l’extraction automatique de
coins, et si assez rapidement ses insuffisances ont e´te´ connues, sa simplicite´ d’imple´mentation
en a fait un outil tre`s employe´. Ne´anmoins il a fallu attendre les re´sultats de deux de´cennies
de recherche pour disposer d’une me´thode re´ellement plus fiable, la me´thode SIFT.
La me´thode SIFT de [Lowe, 2004] (Scale Invariant Feature Transform) permet d’obtenir
des points d’inte´reˆt dont la de´termination est tre`s peu sensible a` des changements, meˆme
importants, de facteurs d’e´chelle et d’orientation, et aussi assez peu sensibles aux variations
locales de radiome´trie (diffe´rences d’e´clairement, diffe´rences de point de vue, etc.), toutes
sortes de situations rencontre´es tre`s fre´quemment en vision par ordinateur et ou` le de´tec-
teur de Harris est souvent tenu en e´chec. Elle est base´e, entre autres, sur la conside´ration
suivante : dans une image, appliquer un changement d’e´chelle a` un de´tail dont la re´partition
de densite´s radiome´triques pre´sente une forme gaussienne fournit un de´tail identique, a` un
facteur d’e´chelle radiome´trique pre`s.
Le traitement SIFT commence, pour chaque image, par une convolution successive avec
des imagettes de gaussiennes de tailles progressivement croissantes. Puis une soustraction
entre ces images convolue´es successives est effectue´e, permettant d’identifier un premier en-
semble de points candidats, de´ja` a priori tre`s peu sensibles aux changements d’orientation et
d’e´chelle. Un premier filtrage est alors effectue´ pour e´liminer les candidats ayant un contraste
faible, ou qui sont mal localisables car situe´s sur un line´ament.
L’e´tape suivante consiste, pour chacun de ces candidats, a` identifier une ou plusieurs direc-
tions particulie`res au sein des gradients effectue´s dans toutes les directions autour du point.
On construit alors, en utilisant ces directions comme re´fe´rences, un descripteur des gradients
de l’environnement imme´diat du point, sorte de carte d’identite´ du point en ge´ne´ralement
128 valeurs nume´riques, extreˆmement peu sensible a` l’orientation et a` l’e´chelle du voisinage,
ainsi qu’aux diffe´rences d’e´clairement comme on le comprend aise´ment.
L’appariement consiste dans un premier temps a` calculer toutes les distances euclidiennes
a` l’aide des 128 vecteurs entre tous les points de l’image 1 et tous les points de l’image 2.
Ensuite pour chaque point de l’image 1, les deux points les plus proches (au sens du produit
scalaire : points les plus comparables) sur l’image 2 sont extraits. Si le premier plus proche
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voisin est au moins 6 fois plus pre`s que le deuxie`me plus proche voisin, alors le premier voi-
sin est retenu comme e´tant l’homologue du point sur l’image 1. Il est clair que ce processus
est exponentiel en fonction du nombre de points de chaque image. C’est pour cela qu’il est
indispensable d’utiliser des outils de type kd-tree, qui permettent d’augmenter de manie`re
conside´rable la vitesse de de´termination des plus proches voisins. Pour ce fait, il est possible
d’utiliser la librairie C++ au nom de ANN [Arya et al., 1998] qui est particulie`rement opti-
mise´e dans ce but. Elle permet aussi la recherche dans un espace a` plusieurs dimensions, en
l’occurrence ici 128.
Les Figures 2.16, 2.17 illustrent l’extraction des points SIFT ainsi qu’un exemple d’appa-
riement.
Fig. 2.16. Illustration d’extration des points d’inte´reˆt avec la me´thode SIFT. (Images fournies par Arnaud Le Bris)
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Fig. 2.17. Illustration d’appariement des points SIFT avec le kd-tree [Arya et al., 1998]. (Cre´dit photo : Arnaud Le
Bris)
Bien sur il existe d’autres algorithmes performants ([Mikolajczyk et Schmid, 2005], [Bay
et al., 2008]), mais dans notre travail nous avons essentiellement utilise´ la me´thode SIFT.
2.3.2 Extraction automatique des segments 2D de l’image
Les segments de l’image sont des primitives de l’image qui vont eˆtre tre`s utilise´es tout au
long de cette e´tude. Comme on pourra le voir par la suite les segments seront tre`s employe´s
dans la recherche des points de fuite dans la partie II.
Il existe plusieurs algorithmes de de´tection des droites de l’image. Nous avons opte´ pour
l’algorithme de [Deriche et al., 1992]. Celui-ci permet, en plus de l’extraction des segments,
le calcul des incertitudes des parame`tres de´terminants le segment. Nous pre´cisons que nous
nous plac¸ons en utilisateur de cet algorithme et qu’aucune recherche en queˆte de modification
ou d’e´ventuelles ame´liorations n’a e´te´ mene´e.
Les principales e´tapes de de´tection des segments sont les suivantes :
1. Extraction de contours sur chaque image en utilisant un ope´rateur classique [Deriche,
1987]. Le parame`tre α de De´riche est e´gal a` 2.
2. De´tection des maxima locaux dans la direction du gradient.
3. Seuillage a` hyste´re´sis a` deux parame`tres, seuil haut et seuil bas. Dans notre e´tude, ces
seuils sont de 1 et 2.
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4. Chaˆınage des pixels connexes
5. Polygonalisation : on utilise pour ce faire un processus de fusion ite´ratif base´ sur le re´sidu
maximum de la re´gression orthogonale : on fusionne d’abord les polylignes dont la fusion
fournit un re´sidu maximum minimal. Une tole´rance sur la polygonisation permet d’arreˆter
l’algorithme lorsque la fusion envisage´e fournit un re´sidu maximum supe´rieur a` un seuil
donne´ par l’utilisateur spol. Ici spol est choisi a` 0.5 pixel [Taillandier, 2004].
6. Estimation des parame`tres des droites portant les segments en utilisant les re´sultats
de [Deriche et al., 1992].
Estimation des parame`tres de la droite et calcul de sa matrice variance-covariance
Une re´gression est effectue´e sur n points (xi, yi). (x¯, y¯) e´tant le barycentre de l’ensemble
des n points.
Une droite dans l’espace image peut eˆtre de´finie a` l’aide des deux parame`tres ρ et θ (voir
Figure 2.18).
O
a
a’
θ
image
X
Y
ρ
H
Fig. 2.18. Repre´sentation d’une droite dans l’image.
Nous avons donc :
a =
n∑
i=1
(xi − x¯)2,
b = 2
n∑
i=1
(xi − x¯)(yi − y¯),
c =
n∑
i=1
(yi − y¯)2.
(2.5)
On pourra donc calculer ρ et θ :
θ =
1
2
arctan(
b
a− c),
ρ = y¯ cos(θ)− x¯ sin(θ).
(2.6)
38
2.4. Conclusions
La matrice de covariance des parame`tres de la droite peut eˆtre estime´e en supposant que
les points de´tecte´s par l’ope´rateur de Canny-Deriche [Deriche, 1987] ont une variance donne´e
par :
Λ =
[
σ2 0
0 σ2
]
(2.7)
On notera que le parame`tre σ peut eˆtre estime´ a` partir du rapport signal sur bruit de
l’image et du parame`tre du filtre de contours α : σ = 2√√
α
.
Avec cette hypothe`se, on obtient :
Λρ,θ =
σ2(a + c)
(a− c)2 + b2
[
1 −d
−d d2
]
+
[
0 0
0 1
σ2
]
(2.8)
Un des principaux re´sultats de cette e´tape est :
1. l’extraction de tous les segments de l’image
2. la matrice variance-covariance de chaque segment.
Image d’entre´e Extraction de contours De´tection de segments
(Schweizerisches Landesmuseum, Zurich)
Fig. 2.19. Illustration des diffe´rentes e´tapes d’extraction de segments
2.4 Conclusions
Dans ce chapitre, nous avons passe´ en revue l’historique de la photogramme´trie et de la
vision par ordinateur. Puis nous avons vu les diffe´rentes approches pour re´soudre une des
e´tapes principales en photogramme´trie, c’est-a`-dire l’orientation relative. Ensuite a e´te´ pre´-
sente´ un re´sume´ de diffe´rentes me´thodologies permettant de mettre un ensemble d’images
dans la meˆme re´fe´rence, permettant de conclure qu’il existe a` ce jour une quantite´ non ne´gli-
geable de me´thodes publie´es diffe´rentes. Dans la suite, nous travaillerons a` une ame´lioration
de ces proble`mes, en nous basant sur de nouveaux e´le´ments de re´solution.
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3.1 Introduction
Dans de nombreux domaines de la ge´omatique, par exemple en photogramme´trie, en to-
pographie ou encore en ge´ode´sie, les syste`mes d’e´quations rencontre´s ne sont pas line´aires. Il
n’y a d’ailleurs que tre`s peu d’applications dans ces domaines qui reposent sur des e´quations
line´aires. Une des me´thodes les plus connues et employe´es pour re´soudre les syste`mes polyno-
miaux est la re´solution analytique qui exploite une fonction f ainsi que ses de´rive´es, p. ex. la
me´thode de Newton qui est ite´rative, ou encore la minimisation locale de f . L’inconve´nient
majeur de ces me´thodes est duˆ au fait qu’elles ne´cessitent des valeurs initiales approche´es,
parfois tre`s difficiles a` obtenir. Par ailleurs il est important de rappeler que pendant long-
temps, faute de disposer des moyens de calcul actuels, les scientifiques n’avaient pas d’autre
choix que de line´ariser leurs e´quations, et de les re´soudre sous cette formalisation ayant une
solution facile a` trouver.
Une autre fac¸on de trouver les solutions d’un syste`me polynomial est d’avoir recours a`
une re´solution alge´brique. Les bases de Gro¨bner que nous pre´sentons ici rentrent dans cette
cate´gorie, depuis quelques dizaines d’anne´es elles ont be´ne´ficie´ d’avance´es remarquables graˆce
a` l’augmentation de la puissance de calcul. Et aujourd’hui graˆce a` de tels outils mathe´ma-
tiques, il est tout a` fait possible de re´soudre des e´quations non-line´aires de manie`re directe.
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Dans ce chapitre, nous effectuons un bref rappel des bases de Gro¨bner, encore peu connues,
mais dont l’importance est conside´rable. Cette me´thode permet en effet de re-e´valuer l’en-
semble des me´thodes classiques de beaucoup de secteurs techniques en repartant de ze´ro,
et il importe de bien la comprendre puisqu’une partie de nos travaux est base´e dessus. Ces
e´le´ments mathe´matiques ont e´te´ approfondis avec le concours de Amir Hashemi.
3.2 Re´solution de syste`mes polynomiaux
La re´solution des syste`mes polynomiaux est un proble`me tre`s important qui se retrouve
fre´quemment dans plusieurs domaines des sciences fondamentales et d’inge´nieur. La plupart
des travaux dans ce domaine sont consacre´s a` trois approches : les bases de Gro¨bner, les
syste`mes triangulaires et la de´composition alge´brique cylindrique, cf. [Cox et al., 2004] et
[Cox et al., 2007b]. Dans ce chapitre, nous rappelons brie`vement une premie`re approche pour
le lecteur non familier de ce sujet.
Soit un syste`me d’e´quations polynomiales donne´ :
f1(x1, . . . , xn) = · · · = fk(x1, . . . , xn) = 0
ou` f1, . . . , fk ∈ K[x1, . . . , xn] sont quelques polynoˆmes, et K est un corps arbitraire.
La la re´solution de ce syste`me couvre les questions suivantes :
1. Le syste`me f a-t-il des solutions ?
2. Si oui, sont elle en nombre fini ou infini ?
3. Si elle sont en nombre fini, comment les calculer ?
En d’autres termes, la re´solution de ce syste`me veut dire, en gros, trouver une description
de la varie´te´
V(F ) = {(a1, . . . , an) ∈ Kn | f1(a1, . . . , an) = · · · = fk(a1, . . . , an) = 0}
ou` F = f1, . . . , fk. Re´soudre de fac¸on purement nume´rique signifie trouver pour chaque point
de V(F ) une approximation en virgule flottante pour une precison donne´e. Si V(F ) est fini,
alors le but pour un pre´traitement alge´brique devrait eˆtre de transformer le syste`me initial F
en un syste`me dont la varie´te´ couvre V(F ), mais qui est soluble nume´riquement et si possible
avec des e´quations plus simples.
La varie´te´ V(F ) ne de´pend pas de F , mais de l’ide´al engendre´ par F . Rappelons ici que
l’ide´al produit par un ensemble fini de polynoˆmes f1, . . . , fk est de´fini ainsi :
〈f1, . . . , fk〉 =
{
k∑
i=1
hifi | hi ∈ K[x1, . . . , xn]
}
. (3.1)
Donc, on peut prendre, au lieu de F , un autre ensemble ge´ne´rateur, appele´ base de Gro¨bner.
Cette recherche a e´te´ mene´e par Buchberger en 1970, cf. [Buchberger, 1965]. Dans la suite,
nous rappelons en premier les de´finitions et les proprie´te´s des bases de Gro¨bner (paragraphe
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3.3). Ensuite, nous rappelons la de´finition et les proprie´te´s des syste`mes ze´ro-dimensionnels
(paragraphe 3.4). Finalement, nous pre´sentons brie`vement un solveur alge´brique qui utilise les
bases de Gro¨bner pour trouver les racines re´elles d’un syste`me ze´ro-dimensionnel (paragraphe
3.5).
3.3 Bases de Gro¨bner
La notion de base de Gro¨bner a e´te´ introduite par Buchberger en 1965, qui a fourni le
premier algorithme de calcul, cf. [Buchberger, 1965]. Soit R = K[x1, . . . , xn] un anneau de
polynoˆmes ou` K est un corps arbitraire. Soit f1, . . . , fk ∈ R une se´quence de k polynoˆmes
et I = 〈f1, . . . , fk〉 un ide´al de R engendre´ par les fi. Nous avons besoin aussi d’un ordre
de rangement des monoˆmes sur R. Rappelons ici la de´finition des deux principaux types de
rangement de monoˆmes. Le rangement lexicographique (LEX), note´ ≺LEX , est utilise´ pour
re´soudre des syste`mes polynomiaux et le rangement lexicographique inverse (DRL), note´
≺DRL, qui est un rangement spe´cial des monoˆmes ayant des proprie´te´s de calcul inte´ressantes,
cf. [Cox et al., 2007b] pour la de´finition d’autres rangements. Nous de´notons respectivement
par deg(m)(resp. degi(m)) le degre´ total (resp. le degre´ dans xi) d’un monoˆme m. Si m et
m′ sont des monoˆmes, alors,
– m ≺LEX m′ si et seulement si le premier e´le´ment non nul de la se´quence (deg1(m′) −
deg1(m), . . . , degn(m
′)− degn(m)) est negatif,
– m ≺DRL m′ si et seulement si le dernier e´le´ment non nul de la se´quence (deg1(m′) −
deg1(m), . . . , degn(m
′)− degn(m), deg(m)− deg(m′)) est negatif.
Dans la suite, soit ≺ un rangement de monoˆmes. Soit in(f) ∈ R le premier monoˆme (de
plus haut degre´) d’un polynoˆme f ∈ R selon ≺ et in(I) = 〈in(f) | f ∈ I〉 l’ideal initial de I.
De´finition 3.1 (Base de Gro¨bner). Un sous-ensemble G ⊂ I est une base de Gro¨bner de
I selon ≺ si 〈in(G)〉 = in(I).
De´finition 3.2 (Base de Gro¨bner re´duite). Une base de Gro¨bner G est dite re´duite si
pour tout g ∈ G, g est monique et qu’aucun monoˆme g n’est dans 〈in(G \ {g})〉.
Proposition 3.3. Tout ide´al a une base Gro¨bner re´duite unique.
Preuve. Cf. [Cox et al., 2007b], Proposition 6, page 92.
Il faut noter que le concept de base de Gro¨bner ge´ne´ralise trois techniques classiques :
l’e´limination de Gauss pour re´soudre des syste`mes line´aires d’e´quations, l’algorithme Eucli-
dien pour calculer le plus grand diviseur commun de deux polynoˆmes a` une seule variable, et
l’algorithme du simplex pour la programmation line´aire.
Il y a plusieurs algorithmes possibles pour calculer efficacement les bases de Gro¨bner.
Le plus traditionnel est l’algorithme de Buchberger, il a plusieurs variantes et il est utilise´
dans la plupart des outils informatiques de calcul alge`brique ge´ne´raux comme Maple 1 ,
Mathematica 2, Singular [Greuel et al., 2005], Macaulay2 [Grayson et Stillman, 1996],
1. Maple : www.maplesoft.com
2. Mathematica : http://www.wolfram.com/products/mathematica/index.html
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Cocoa 3 et le logiciel Salsa 4. Ici nous utilisons le logiciel Salsa avec l’algorithme F4 [Fauge`re,
1999]. L’algorithme F4 de Fauge`re est base´ sur l’usage intensif de me´thodes d’alge`bre line´aire.
Exemple
Avant de continuer, pour une meilleure compre´hension, nous illustrons ces de´finitions de
ge´ome´trie alge´brique avec un exemple par ailleurs tre`s simple et facile a` re´soudre. Supposons
que nous recherchions l’intersection d’une sphe`re, d’un cylindre et d’un coˆne de re´volution
centre´s sur le meˆme point (Figure 3.1).
Sphe`re Cylindre Coˆne de re´volution
Fig. 3.1. Repre´sentation des trois figures ge´ome´triques utilise´es dans notre exemple.
Nous cherchons l’intersection de ces trois ensembles (Figure 3.2), et on montre facilement
qu’elle est compose´e de 8 points.
3. Cocoa, A System for doing Computations in Commutative Algebra : http://cocoa.dima.unige.it
4. Salsa, Solvers for ALgebraic Systems and Applications : http://fgbrs.lip6.fr/salsa/
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Fig. 3.2. Illustration de l’intersection des e´le´ments ge´ome´triques de la Figure 3.1.
La sphe`re est de´finie par l’e´quation : x2 + y2 + z2 = 4, le cylindre par z2 + x2 = 3 et le
coˆne de re´volution par x2 + y2 = z2.
Donc nous avons le syste`me d’e´quations polynomiales suivant :
f1 = x
2 + y2 + z2 − 4 = 0
f2 = z
2 + x2 − 3 = 0
f3 = x
2 + y2 − z2 = 0,
(3.2)
avec comme inconnues (x, y, z). L’ordre choisi pour les monoˆmes est l’ordre DRL, donc
z ≺ y ≺ x. Les bases de Gro¨bner sont calcule´es pour ce syste`me et nous obtenons :
GB1 = z
2 − 2, GB2 = −1 + y2, GB3 = x2 − 1. (3.3)
Re´soudre le syste`me d’e´quations 3.2 reviendra a` re´soudre le syste`me d’e´quations 3.3. Dans
la suite de ce chapitre nous reviendrons a` cet exemple, en appliquant au fur et a` mesure les
nouvelles de´finitions.
3.4 Syste`mes de dimension ze´ro
Nous rappelons maintenant la de´finition et les proprie´te´s d’un syste`me de dimension ze´ro.
Ce cas spe´cifique est fondamental pour beaucoup d’applications en inge´nierie.
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De´finition 3.4 (Syste`me de dimension ze´ro).
Avec les notations du paragraphe pre´ce´dent, un syste`me {f1 = · · · = fk = 0} est dit de
dimension ze´ro s’il a un nombre fini de solutions dans Kn.
Cette de´finition est e´quivalente a` la proprie´te´ suivante : pour chaque 1 ≤ i ≤ n, il y a un
mi ≥ 0 tel que xmiIn(g)|i pour quelques g dans toute base de Gro¨bner I. Cette e´quivalence
est appele´e crite`re de finitude, qui fournit un crite`re algorithmique pour de´terminer quand
un syste`me donne´ est de dimension ze´ro (cf. [Cox et al., 2007b], page 234).
Soit dans notre exemple le syste`me d’e´quations polynomiales 3.2 : f1, f2, f3 ∈ R =
C[x, y, z], ou` C est le corps de nombres complexes, et soit aussi I l’ide´al engendre´ par ces
polynoˆmes. Graˆce a` la proprie´te´ que la division par l’ide´al I est bien de´finie quand nous le
faisons par rapport a` une base de Gro¨bner de I, nous pouvons conside´rer l’espace de tous
les restes des division par I (cf. [Cox et al., 2007b]). Cet espace est appele´ l’anneau quotient
de I, et nous le notons A = R/I. Il est bien connu que si I est racine, alors le syste`me
f1 = f2 = f3 = 0 a un nombre fini de solutions N si la dimension de A comme un C-espace
vectoriel est N (cf. [Cox et al., 2007b], proposition 8 page 235). Nous pouvons ve´rifier facile-
ment par la fonction IsRadical de Maple que I est racine. Une base pour A comme espace
vectoriel est obtenue a` partir de in(I) par ([Cox et al., 2007b], the´ore`me 6, page 234).
Remarquons que tout ordre de rangement peut eˆtre choisi pour calculer une base de
Gro¨bner de I et ainsi obtenir in(I). Les e´le´ments de B sont appele´s base de monoˆmes ou
monoˆmes standard de I par rapport au classement choisi des monoˆmes. Par exemple, si nous
choisissons ≺DRL alors l’ensemble :
B = [1, z, y, x, yz, xz, xy, xyz]
(3.4)
est une base pour A en tant que C-espace vectoriel.
Par conse´quent, nous pouvons conclure que le syste`me f1 = f2 = f3 = 0 a 8 solutions.
Nous rappelons brie`vement ici la me´thode des valeurs propres pour re´soudre le syste`me
f1 = f2 = f3 = 0, cf. [Cox et al., 2004] page 56, pour plus de de´tails. Pour tout f ∈ R, nous
notons [f ] le coset de f dans A. Nous de´finissons mf : A −→ A par la re`gle suivante :
mf ([g]) = [f ].[g] = [fg] ∈ A
Comme l’ide´al produit par les fi est de dimension ze´ro, alors A est un C-espace vectoriel de
dimension finie, et nous pouvons repre´senter mf par une matrice qui est appele´e la matrice
d’action de f .
The´ore`me 3.5 (Stickelberger). Les valeurs propres de mf sont exactement les f(α) ou`
α ∈ V(I).
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Preuve. Cf. [Cox et al., 2004], Theore`me 4.5, page 59.
Conforme´ment a` ce the´ore`me, la i-ie`me coordonne´e de tout α ∈ V(I) peut eˆtre de´duite des
valeurs propres mxi , mais la question de trouver toutes les coordonne´es de tous le α ∈ V(I)
a` partir des valeurs propres de mx1 , . . . ,mxn n’est pas explicite et difficile a` prouver.
3.5 Repre´sentation Univarie´e Rationnelle (RUR)
Une fois la base de Gro¨bner d’un syste`me ze´ro-dimensionnel calcule´e, diffe´rentes solutions
existent pour trouver les racines du syste`me. Par exemple, la me´thode qui re´sout le sys-
te`me avec l’aide de bases de Gro¨bner selon ≺LEX . Une autre fac¸on tre`s courante de re´soudre
des syste`mes polynomiaux utilise les vecteurs propres et les valeurs propres (cf. paragraphe
pre´ce´dent). Ici l’accent est mis sur une autre me´thode, appele´e Repre´sentation Univarie´e
Rationnelle (en abre´ge´ RUR). Cette repre´sentation est la solution la plus simple pour repre´-
senter symboliquement les racines d’un syste`me ze´ro-dimensionnel sans perdre d’information
(racines re´elles ou multiples) puisqu’on peut obtenir toute l’information sur les racines du
syste`me en re´solvant des polynoˆmes a` une seule variable. La RUR a e´te´ introduite en premier
par Leopold Kronecker [Kronecker, 1931], mais n’a commence´ que re´cemment a` eˆtre utilise´e
en calcul alge`brique informatique [Gonzalez-Vega, 1997], [Rouillier, 1999].
Conside´rant un syste`me de dimension ze´ro I = 〈f1, . . . , fk〉 ou` fi ∈ Q[x1, . . . , xn] et Q est
le corps des nombres rationnels, une RUR de V(I) prend la forme suivante :
ft(T ) = 0, x1 =
gt,x1(T )
gt,1(T )
, . . . , xn =
gt,xn(T )
gt,n(T )
ou` ft, gt,1, gt,x1 , . . . , gt,xn ∈ Q[T ] (T est une nouvelle variable). Elle est de´finie de fac¸on unique
par rapport a` un polynoˆme donne´ t qui se´pare V(I) (injectif sur V(I)), le polynoˆme ft
e´tant ne´cessairement le polynoˆme caracte´ristique de mt (voir paragraphe pre´ce´dent) dans
Q[x1, . . . , xn]/I [Rouillier, 1999].
Pour calculer une RUR, il y a deux proble`mes a` re´soudre :
– trouver un e´le´ment de se´paration t
– e´tant donne´ un polynoˆme quelconque t, calculer une RUR candidate ft, gt,1, gt,x1 , . . . , gt,xn
donc si t est un polynoˆme de se´paration, alors la candidate RUR est une RUR.
Le but est de calculer toutes les racines re´elles du syste`me (et seulement ces racines), en
donnant une approximation nume´rique d’une pre´cision arbitraire (choisie par l’utilisateur)
des coordonne´es. Beaucoup d’algorithmes efficaces ont e´te´ de´veloppe´s pour permettre les cal-
culs de type RUR. Plus de de´tails peuvent eˆtre trouve´s facilement dans la litte´rature, sachant
qu’une explication comple`te peut eˆtre trouve´e dans [Ouchi et al., 2003],[Rouillier, 1999]. Une
mise en oeuvre de l’algorithme de Rouillier pour le calcul de RUR peut eˆtre trouve´e dans le
logiciel SALSA 5.
5. Salsa, Solvers for ALgebraic Systems and Applications :http://fgbrs.lip6.fr/salsa/
47
Chapitre 3. Introduction a` la re´solution des syste`mes polynomiaux
En revenant a` notre exemple et en utilisant la librairie Salsa pour le calcul du RUR, nous
obtenons les racines re´eles du syste`me d’e´quations 3.2. Le polynoˆme a` une seule variable (P )
est le suivant :
P 8 − 148P 6 + 6902P 4 − 113716P 2 + 508369 = 0. (3.5)
Une fois l’e´quation 3.5 re´solue, nous pourrons alors trouver les solutions pour x, y et z :
x =
P 6 − 39P 4 + 171P 2 + 24955
P 7 − 111P 5 + 3451P 3 − 28429P ,
y =
2P 6 − 90P 4 − 1842P 2 + 41354
P 7 − 111P 5 + 3451P 3 − 28429P ,
z =
8P 6 − 808P 4 + 22200P 2 − 154008
P 7 − 111 ∗ P 5 + 3451P 3 − 28429P .
(3.6)
Enfin, comme on l’a vu pre´ce´demment notre syste`me a 8 solutions qui sont les suivantes :
1. y = −1, x = −1, z = −√2
2. y = −1, z = −√2, x = 1
3. y = 1, x = −1, z = −√2
4. y = 1, z = −√2, x = 1
5. y = −1, x = −1, z = √2
6. y = −1, x = 1, z = √2
7. y = 1, x = −1, z = √2
8. y = 1, x = 1, z =
√
2
Note : Aujourd’hui la librairie Salsa a e´te´ inte´gre´e dans la nouvelle version de Maple 12.
3.6 Construction manuelle des Bases de Gro¨bner avec
l’aide de la Matrice de Macaulay
Pre´ce´demment nous avons vu ce qu’e´tait une base de Gro¨bner, et aussi qu’il existait des
logiciels mathe´matiques pour l’obtenir.
Les algorithmes de re´solutions polynomiaux dans ces librairies mathe´matiques sont mis en
oeuvre pour pouvoir re´soudre tous les syste`mes d’e´quations en ge´ne´ral. Or les syste`mes que
nous sommes amene´s a` traiter sont toujours les meˆmes. Par exemple dans le cas de l’orien-
tation relative a` l’aide de la contrainte de coplanarite´, seules les coordonne´es des points
homologues changent. Le syste`me d’e´quations, lui, reste le meˆme.
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C’est pour cela que nous nous sommes inte´resse´s a` la construction des bases de Gro¨bner
pour un syste`me spe´cifique donne´ sans passer par une librairie existante. Ceci nous conduit
a` pre´ciser l’emploi de la matrice de Macaulay, et nous expliquons comment nous pourrions
l’utiliser pour calculer la base de Gro¨bner d’un ide´al. Avec les notations de la section pre´ce´-
dente, nous conside´rons l’ide´al I engendre´ par les fi, et ≺, l’ordre DRL sur les monoˆmes.
Nous supposons que nous connaissons le degre´ maximum d des monoˆmes qui apparaissent
dans la repre´sentation des e´le´ments de la base de Gro¨bner de I en les fi. Notons que ce degre´
est le degre´ maximal des monoˆmes qui paraissent dans le calcul de la base de Gro¨bner de I.
Nous pouvons construire la matrice de Macaulay Md(f1, . . . , fk) (pour faire court nous la
de´notons par Md) comme suit : e´crivons horizontalement tous les monoˆmes de degre´ au plus
e´gal a` d, range´s selon ≺ (le premier est le plus grand). Ainsi, chaque colonne de la matrice
est indexe´e par un monoˆme de degre´ au plus d. Multiplions chaque fi de 1 a` k par n’importe
quel monoˆme m de degre´ au plus d − deg(fi), et e´crivons les coefficients de mfi sous leurs
monoˆmes correspondants, ce qui donne donc une ligne de la matrice. Les lignes sont range´es :
la range´e mfi est avant ufj si ou bien i < j, ou i = j et m ≺ u.
Pour toute ligne dans la matrice, conside´rons l’indexation du monoˆme de la premie`re
colonne non nulle de cette ligne. Il est appele´ le monoˆme de teˆte de la ligne, et c’est le
monoˆme de teˆte du polynoˆme correspondant.
Md =


les monoˆmes de degre´ au plus d
...
mfi
...


L’e´limination de Gauss applique´e a` cette matrice conduit a` une base de Gro¨bner de I (cf.
Lazard [1983]). En effet, appelons M˜d la forme d’e´limination de Gauss de Md, ou` la seule
ope´ration e´le´mentaire possible dans une ligne est l’addition d’une combinaison line´aire des
lignes ante´rieures. Maintenant, conside´rons tous les polynoˆmes qui correspondent a` une ligne
dont le terme de teˆte n’est pas le meˆme dans Md et dans M˜d, alors l’ensemble de ces poly-
noˆmes est une base de Gro¨bner de I.
L’utilisation de la matrice de Macaulay dans la construction d’un solveur alge´brique spe´-
cifique, sera mise en œuvre dans les chapitres 8 et 9.
3.7 Conclusion
Dans ce chapitre nous avons passe´ en revue les me´thodes de re´solution des syste`mes poly-
nomiaux. Aujourd’hui nous pouvons affirmer que toutes les e´quations non-line´aires employe´es
en photogramme´trie peuvent eˆtre re´solues sans l’interme´diaire d’une line´arisation. Les outils
logiciels mathe´matiques existants permettent la re´solution de ces syste`mes, et ceci sans pour
autant eˆtre spe´cialiste en mathe´matiques. Nous verrons plus loin la mise en œuvre de ces
concepts dans la re´solution directe de l’orientation relative.
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Estimation de l’orientation de la
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De´tection automatique des points de fuite :
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4.1 Introduction
Le but recherche´ dans cette partie est de pouvoir extraire des informations concernant la
prise de vue, en n’utilisant qu’une seule image. Nous reformulons de la sorte : quelle infor-
mation sur la ge´ome´trie de la prise de vue peut-on tirer d’une seule image ? Une re´ponse a`
cette question est : l’orientation de la prise de vue, a` l’aide de la localisation des points de
fuite, qui sont des primitives de haut niveau.
Dans la ge´ome´trie conique caracte´ristique de la vision humaine ou de la photographie, les
lignes paralle`les de l’espace objet (aussi appele´ l’espace terrain) se traduisent dans chaque
image par des faisceaux de droites qui concourent sur des points de fuite. A chaque point de
fuite une direction 3D est associe´e.
Les segments paralle`les, qui se traduisent dans les images par des points de fuite, sont
caracte´ristiques des objets fabrique´s par l’homme, tout particulie`rement les baˆtiments, dans
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lesquels la quasi totalite´ des lignes visibles correspondent a` des e´le´ments strictement horizon-
taux ou verticaux, tre`s clairement lie´es a` la ge´ome´trie adopte´e pour ge´rer la pre´sence de la
gravite´ dans son environnement.
La connaissance combine´e de certaines de ces primitives, en l’occurrence du point de fuite
correspondant a` la direction verticale et des points de fuites pour des directions horizontales,
permet d’extraire un ensemble d’orientations de plans par rapport au repe`re came´ra. Ceci
re´duit de manie`re conside´rable la complexite´ de re´solution des parame`tres extrinse`ques de la
came´ra pour un couple d’image ste´re´oscopiques. Car pour chaque couple nous aurons d’au-
tant plus d’informations sur leur rotation relative que nous aurons de points de fuite, localise´s
dans l’image, puis correctement identifie´s.
Et c’est justement cette information que nous cherchons a` obtenir dans notre queˆte d’es-
timation d’e´le´ments d’orientation relative, dont la strate´gie globale de´veloppe´e vise a` re´duire
la complexite´, en tirant profit de ces points de fuite.
Au total : les points de fuite permettent d’une part d’estimer la rotation relative du cliche´
par rapport a` la sce`ne, et d’autre part d’extraire des primitives robustes (segments hori-
zontaux, segments verticaux etc.) de bas niveau qui peuvent ensuite eˆtre regroupe´es pour
construire des objets plus complexes comme des fac¸ades (feneˆtres, e´tages, etc.) dans le cas
d’imagerie urbaine. La classification et le tri des diffe´rentes familles de segments peut eˆtre
utilise´e dans les algorithmes de mise en correspondance de segments.
La pre´sente partie permettra d’introduire le travail de´veloppe´ pour extraire de fac¸on auto-
matique les points de fuite dans des images selon deux me´thodes nouvelles, pre´sente´es dans
les chapitres 5 et 6. Mais tout d’abord, la litte´rature sur l’extraction de points de fuites dans
les images est tre`s riche, et dans la section 4.3, un re´sume´ des me´thodes existantes est pre´-
sente´. Auparavant, dans le paragraphe 4.2 nous retracerons les travaux publie´s au cours des
derniers sie`cles. Enfin pour finir nous donnerons un panorama d’applications des points de
fuite dans le paragraphe 4.4.
4.2 Un peu d’histoire
L’utilisation du point de fuite pour de´finir l’orientation du sommet de prise de vue n’est
pas quelque chose de re´cent. Sa premie`re utilisation dans ce sens date du XVe`me sie`cle. Ainsi
Leon Battista Alberti (1404 -1472) e´crivit un traite´ [Batista, 1452] qui repose sur l’expe´rience
de Brunelleschi (1415), qui a peint le baptiste`re de Florence, selon des re`gles pre´cises. Ensuite
il a convie´ la foule a` venir comparer, au travers d’un trou pratique´ dans le tableau et par
l’interme´diaire d’un miroir, le tableau et le baptiste`re.
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Fig. 4.1. L’expe´rience de Brunelleschi
Cette expe´rience re´ve`le les principes de cet art, celui de la ”perspective centrale”, elle pose
l’existence d’un centre, un ”point de vue” unique ou` il faut se rendre pour voir ce que le
peintre a vu, l’œil doit se placer face a` un point pre´cis de la peinture, ”le point central” du
tableau [Philippe, 1992], ce que dans un langage photogramme´trique nous appelons ”sommet
de prise de vue”.
Fig. 4.2. La construction d’Alberti [Philippe, 1992]
L’outil de mise en perspective, proprement dit, vient de l’Allemand Albrecht Du¨rer [Benal-
lal, 2002] qui publia un ouvrage agre´mente´ de planche assez explicites de´crivant sa technique
de mise en projection perspective.
Ce que ces illustres ge´ome`tres ont voulu de´terminer e´tait donc l’emplacement de l’œil du
peintre. Dans un contexte plus moderne, les travaux issus de la photogramme´trie et de la
communaute´ de vision par ordinateur cherchent aussi a` de´terminer en fonction des images
(l’analogue du tableau d’autrefois) la position de la came´ra (analogue de l’œil) au moment
de la prise de vue (peinture). C’est ce qui fait l’objet de notre e´tude.
4.3 Etat de l’art de la de´tection des points de fuite
Les diffe´rents algorithmes de de´tection de points de fuite peuvent eˆtre diffe´rencie´s les uns
avec les autres en fonction de leurs espaces de travail, permettant donc de proce´der a` une
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classification des me´thodes. Il faut noter que la litte´rature dans ce domaine est tre`s riche, de
nombreux algorithmes ont e´te´ propose´s.
L’e´volution des techniques de de´tection des points de fuite, au cours des anne´es, est duˆ
a` notre avis a` deux facteurs. Tout d’abord, les avance´es dans le domaine du traitement de
l’image : la de´tection de segments peut se faire aujourd’hui de manie`re rapide et pre´cise per-
mettant ainsi l’utilisation d’images a` haute re´solution, ainsi que la vide´o. Le second facteur
est l’utilisation de me´thodes d’estimation robuste, de type RanSac [Fischler et Bolles, 1981]
(voir Annexe A). Au de´part les techniques de de´tection utilisaient des espaces d’accumulation
afin de pouvoir extraire ces points de fuite. Mais petit a` petit, avec l’utilisation de plus en plus
fre´quente du RanSac, des algorithmes bien plus rapides et moins gourmands en me´moire on
vu le jour. La me´thode RANSAC (en anglais Random Sample Consensus) est une me´thode
de vote probabiliste qui a e´te´ propose´e afin de re´duire le temps de calcul des me´thodes de
votes classiques (comme par exemple la transforme´e de Hough).
Les me´thodologies employe´es couramment travaillent principalement dans diffe´rents es-
paces, ici nous citerons les trois espaces les plus rencontre´s dans la litte´rature.
1. Ceux qui travaillent dans l’espace de la sphe`re de Gauss.
2. Ceux qui travaillent dans l’espace de la transforme´e de Hough.
3. Ceux qui travaillent directement dans l’espace image.
Travail dans l’espace de la sphe`re de Gauss
C’est l’espace le plus employe´ dans la litte´rature. Introduite en 1983 par [Barnard, 1983],
la sphe`re de Gauss permet de travailler dans un espace fini, y compris pour les images de
points eux-meˆmes a` l’infini. Chaque segment de l’image (voir Figure 4.3) est mode´lise´ par la
normale au plan forme´e par les deux extre´mite´s du segment et le centre optique de la came´ra.
Par ailleurs une sphe`re unite´ est forme´e autour du centre optique de la came´ra. Les plans
forme´s a` partir de chaque segment coupent cette sphe`re selon des grands cercles.
L’ide´e de Barnard est de dire que si un ensemble de segments repre´sentant des lignes
paralle`les du monde re´el se coupent sur le point dans l’image, alors les grands cercles cor-
respondants sur la sphe`re se couperont au meˆme endroit. Si on trace un vecteur qui part
du centre optique et qui passe par ce lieu d’intersection des cercles sur la sphe`re, ce vecteur
perce le plan image sur le point de fuite.
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Fig. 4.3. Illustration de la sphe`re de Gauss d’apre`s [Shufelt, 1999]
Comme les me´thodes de de´tection de segments de l’image ne fonctionnent pas de ma-
nie`re 100 % fiable, les intersections des grands cercles sur la sphe`re ne donnent pas lieu a`
un point unique. C’est alors que les me´thodes d’accumulations interviennent. Comme leurs
noms l’indiquent, ces me´thodes cre´ent des espaces d’accumulation discre´tise´s sur la sphe`re et
de´tectent les cellules ou` il y a le plus de grands cercles qui passent. On peut tre`s bien imaginer
la lourdeur de ce type de proce´de´, en plus de la complexite´ mathe´matique d’un travail sur
une sphe`re discre´tise´e. De plus la de´finition de la taille des cellules d’accumulation est difficile
et doit s’adapter a` tous les types d’images.
L’ide´e de la sphe`re de Gauss e´tant tre`s astucieuse, nombre d’auteurs au fil des anne´es ont
essaye´ de donner des ame´liorations en temps et en re´duction de complexite´ de calcul. Parmi
ces auteurs on peut citer [Magee et Aggarwal, 1984] qui accumulent en projection deux par
deux l’intersection des segments sur la sphe`re de Gauss. Cette me´thode est tre`s gourmande
en termes de temps de calcul, mais conside´re´e comme tre`s pre´cise.
Plus re´cemment des auteurs ont essaye´, en se basant sur l’approche initiale de la projec-
tion des segments de la sphe`re de Gauss, d’injecter des informations statistiques a` priori.
Parmi ces auteurs il y en a [Collins et Weiss, 1990] qui partent du fait que les segments sont
de´ja` classe´s pre´alablement, et essaient ensuite de trouver la localisation du point de fuite en
fonction de mode`les statistiques.
D’autres conside´rations peuvent eˆtre le comptage pre´alable des points de fuite, comme
par exemple chez [Antone et Teller, 2000], ou bien de re´duire l’espace d’accumulation sur
la sphe`re de Gauss en donnant pre´alablement l’orientation approche´e des images, ce qui a
e´te´ traite´ par Shuffelt [Shufelt, 1999] dans le but d’une application sur des images ae´riennes
obliques. Il est e´vident que dans un cas ge´ne´ral il est difficile de faire des hypothe`ses sur
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le nombre de points de fuite d’une sce`ne. De plus, dans notre cas, on cherche justement a`
de´finir l’orientation des images avec l’aide des points de fuite, donc une me´thode ou` l’on doit
connaˆıtre pre´alablement l’orientation approche´e des images ne peut eˆtre retenue.
[Boulanger et al., 2006] a propose´ une variante de la sphe`re de Gauss mais avec une
ame´lioration importante du temps de calcul. Son algorithme travaille aussi sur une sphe`re
discre´tise´e, mais dans sa de´marche il propose de travailler sur un seul he´misphe`re au lieu
de toute la sphe`re, ainsi que diffe´rentes fac¸ons de discre´tiser de manie`re optimum les cel-
lules d’accumulation. Dans [Zhang et Kosecka, 2002] est pre´sente´e une me´thode de de´tection
des points de fuite et de classification des diffe´rentes familles de segments, sans la ne´ces-
site´ d’avoir les parame`tres d’e´talonnage de la came´ra. Cette me´thode utilise l’algorithme
espe´rance-maximisation (EM), et fait l’hypothe`se que dans les objets fabrique´s par l’homme
la majorite´ des points de fuite sont dans trois directions orthogonales deux par deux.
[Van den Heuvel, 1998] utilise les normales aux plans d’interpre´tations. Le premier point
de fuite peut eˆtre extrait de manie`re manuelle. En supposant qu’il n’y a que deux autres
points de fuite perpendiculaires a` la direction du premier de´tecte´, des hypothe`ses sur l’ortho-
gonalite´ des points de fuite sont faites. Toutefois, notre expe´rience des sce`nes urbaines montre
que l’on peut tre`s bien avoir plus de trois points de fuite. Par exemple dans la Figure 4.4, la
sce`ne comporte 5 points de fuite.
Au total : les approches sur la sphe`re de Gauss entraˆınent des changements de parame`tres
et des strate´gies d’accumulation souvent couˆteuses (discre´tisation de la sphe`re de Gauss,
etc...) ainsi que la ne´cessite´ de connaˆıtre les parame`tres intrinse`ques de la camera. Par contre
elles sont ge´ne´ralement tre`s pre´cises. Aujourd’hui, elles utilisent essentiellement des me´thodes
probabilistes et ne´cessitent des connaissances a priori sur la sce`ne.
Travail dans l’espace de la transforme´e de Hough
Issue d’un brevet de´pose´ par Hough en 1962 [Hough, 1962], pour reconnaˆıtre des tra-
jectoires de particules dans des images de chambres a` bulles, cette me´thode a un champ
d’applications tre`s e´tendu. Elle consiste, sche´matiquement, a` se placer dans un espace de
parame`tres qui de´crivent la forme a` reconnaˆıtre, et a` rechercher dans cet espace des points
d’accumulation. Le principe ge´ne´ral de la transforme´e de Hough est d’e´tablir une projection
entre l’espace de l’image et un espace de parame`tres representatif de la forme recherche´e. En
d’autres termes, on transforme l’image dans l’espace des parame`tres et on identifie la courbe
dans cet espace. L’espace de projection des parame`tres est borne´, ce qui permet de construire
un accumulateur discret, constitue´ de ”cases” dont le poids augmente en fonction du nombre
de courbes qui y passent. Les points d’accumulation sont alors des maxima locaux sur cet
accumulateur. Ces accumulateurs sont parfois de taille tre`s grande, lourds a` manipuler, ce qui
a justifie´ des me´thodes de divisions hie´rarchiques pour discre´tiser ces accumulateurs. [Lutton,
1990]. La transforme´e de Hough est un cas particulier de la transforme´e de Radon datant de
1917 [Radon, 1917] .
Par exemple dans la transforme´e de Hough, chaque segment de l’espace image est converti
en un point de coordonne´es ρ et θ (coordonne´es polaires de´finies Figure ??). L’ensemble des
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segments passant par un point donne´ forme donc une sinuso¨ıde d’axe paralle`le a` l’axe des θ,
et dans cet espace, une droite est repre´sente´e par un point.
Citons ici aussi [Kender, 1979], qui a propose´ une ame´lioration conse´quente de la me´thode
de Hough, d’abord a` partir des cercles de Thale`s que nous de´taillerons plus loin 5, puis en
appliquant une inversion transformant ces cercles en droites, ce qui avec les moyens de calcul
cette e´poque e´tait bien plus ope´rationnel. Il cherchait les points de fuite pour de´crire la
ge´ome´trie de surfaces a` partir de leur texture et se basait sur des me´thodes d’accumulation.
En 1989, [Quan et Mohr, 1989] ont propose´ une me´thode base´e sur la me´thode de [Bar-
nard, 1983]. Cette me´thode utilise la transforme´e de Hough comme accumulateur sur la
sphe`re de Gauss. En 1994, Lutton et al. [Lutton et al., 1994] proposent une me´thode fonde´e
sur la transforme´ de Hough [Hough, 1962] et sur la sphe`re de Gauss. La diffe´rence des deux
me´thodes est l’e´chantillonnage diffe´rent de l’espace des parame`tres. La me´thode de [Lutton
et al., 1994] est plus re´sistante aux bruits sur les segments, plus rapide que [Quan et Mohr,
1989] car elle de´tecte les points de fuite en une seule ite´ration, tandis que l’algorithme de
[Quan et Mohr, 1989] ne´cessite plusieurs ite´rations. L’inconve´nient majeur est que ces me´-
thodes cite´es cherchent seulement les trois points de fuite qui correspondent a` trois directions
orthogonales. Comme il sera dit plus tard, c’est un inconve´nient se´rieux, car le nombre de
points de fuite dans une image ne peut jamais pre´alablement eˆtre de´fini (voir Figure 4.4).
Tuytelaars [Tuytelaars et al., 1998] introduit en 1998 une me´thode interactive base´e e´gale-
ment sur la transforme´e de Hough, sous le nom de ”Cascade Hough Transform”. On peut
encore rajouter ici [Quan et Mohr, 1989].
Travail dans l’espace image
Dernie`re cate´gorie, certains algorithmes n’utilisent pas d’espace de projection ou d’espace
fini d’accumulation, et travaillent directement dans l’espace 2D de l’image. La majorite´ de
ces algorithmes sont base´s sur l’intersection des segments de l’image. Par exemple, il y a les
algorithmes [Brillault-O’Mahoney, 1991], [Rother, 2002]qui testent l’intersection de tous les
segments de l’image deux par deux (Figure 4.5).
Bien que simples a` mettre en oeuvre, ces algorithmes ont une complexite´ de calcul tre`s
e´leve´e qui augmente de manie`re combinatoire avec le nombre de segments. [Rother, 2002]
propose une me´thode tre`s simple pour la de´tection des points de fuite. Sa me´thode consiste
a` effectuer l’intersection de tous les segments de l’image deux par deux. Cette e´tape est
suivie d’une e´tape de vote majoritaire. Ces approches base´es sur l’intersection des segments
de l’image ont pour elles l’avantage d’eˆtre simples, car elles travaillent dans un espace a` 2
dimensions et ne ne´cessitent pas de mode`les mathe´matiques complexes. Leurs de´fauts prin-
cipaux sont de ne pas pouvoir traiter de manie`re efficace les points de fuite qui partent vers
l’infini pour lesquels, clairement, cette intersection des segments est mal de´finie. En ge´ne´ral
on parle d’intersection en siﬄet. De meˆme pour la me´thode de [Cantoni et al., 2001], qui a
comme plus gros de´faut l’impossibilite´ de de´tecter les points de fuite en dehors de l’image, et
ainsi donc les points de fuite a` l’infini (cas tre`s courant). D’autre articles comme [Almansa
et al., 2003] utilisent des principes mathe´matiques pousse´s de regroupement, comme celui de
Helmoltz. Cette me´thode ne ne´cessite aucune information sur les parame`tres intrinse`ques de
l’image, mais utilise des mode`les probabilistes complexes (Figure 4.6).
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Fig. 4.4. Image du ce´le`bre ”Passage Pommeraye” a` Nantes immortalise´ par Jacques Denis dans un film. Cette sce`ne
comporte cinq points de fuite. Re´sultats de classification des diffe´rentes familles de segments correspondant aux familles
de points de fuite. Deux familles de segments paralle`les sont situe´es sur le toit en verre (en jaune et cyan).
Fig. 4.5. Illustration de la me´thode de [Rother, 2002] utilise´e dans le projet MetropoGIS [Bauer et al., 2002]
Une me´thode atypique de de´tection des points de fuite
Une approche qui me´rite d’eˆtre cite´e est celle de [Stentiford, 2006], car contrairement aux
me´thodologies classiques de de´tection de points de fuite celle-ci n’utilise pas comme point
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Fig. 4.6. Re´sultats de la de´tection des points de fuite avec la me´thode de Almansa, figure tire´e de [Almansa et al.,
2003]
de de´part les segments de l’image. Cette approche originale est base´e sur l’attention visuelle
humaine. En effet il est suppose´ que dans une image contenant une perspective marque´e,
l’attention humaine se focalise sur le point de fuite, quelques re´sultats de sa de´tection sont
illustre´s dans la Figure 4.7.
Fig. 4.7. Re´sultat de la de´tection du point de fuite avec l’algorithme de [Stentiford, 2006]. L’image de droite re´sulte
du suivi ge´ome´trique de l’œil de l’observateur.
Cette me´thodologie est base´e sur un mode`le d’attention qui consiste a` de´te´cter les e´le´ments
qui accrochent l’attention dans un premier regard sur l’image. Un des e´le´ments accrocheurs
est la pre´sence d’une syme´trie due a` la perspective. A partir de son mode`le d’attention, et
graˆce a` un suivi des mouvements de l’œil, il cre´e un histogramme d’attention en fonction des
coordonne´es des pixels. Le pic de cet histogramme correspond a` l’emplacement du point de
fuite (voir Figure 4.7). Le de´faut majeur de sa me´thode, outre le fait qu’elle exige un obser-
vateur et qu’elle n’est donc pas automatique, est qu’elle ne peut traiter les sce`nes contenant
qu’un seul point de fuite.
En fonction de la me´thodologie employe´e pour la de´tection des points de fuite et de l’es-
pace employe´, nous pouvons pre´senter une classification ge´ne´rale de ces algorithmes. Deux
grandes familles se distinguent : les me´thodologies utilisant des algorithmes d’accumulation
et de vote majoritaire, et les algorithmes employant des techniques robustes de classification
et d’estimation, telles [Fischler et Bolles, 1981]. Dans le tableau 4.3 est pre´sente´ un re´sume´
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des me´thodes cite´es en fonction de leur espace de travail et du type d’algorithme employe´.
Espace de travail Sphe`re de Gauss Transforme´e de Hough Image
Me´thode
d’accumulation
[Barnard, 1983] [Kender, 1979] [Rother, 2002]
[Magee et Aggarwal, 1984] [Lutton et al., 1994] [Almansa et al., 2003]
[Shufelt, 1999] [Quan et Mohr, 1989] [Brillault-O’Mahoney, 1991]
[Tuytelaars et al., 1998]
[Boulanger et al., 2006]
[Cantoni et al., 2001]
Estimateur par
tirage (type
RANSAC)
[Antone et Teller, 2000] .. [Aguilera et Gomez Lahoz, 2005]
[Zhang et Kosecka, 2002] .. [Almansa et al., 2003]
..
Tableau 4.1. Classification ge´ne´rale des algorithmes de de´tection des points de fuite existants.
4.4 Applications des points de fuite en imagerie
Les applications de la de´tection des points de fuite sont tre`s nombreuses. Nous essayerons
de lister les principales applications cite´es actuellement dans la litte´rature.
4.4.1 Calcul des parame`tres intrinse`ques de la came´ra
Une des applications les plus re´pandues des points de fuite est le calcul des parame`tres
intrinse`ques d’une came´ra inconnue a` partir d’une image, c’est-a`-dire sa calibration. Dans
l’histoire de la ge´ome´trie projective, ce proble`me est connu sous le nom de perspective in-
verse. Avant le XXe`me sie`cle, deux personnes au moins se sont inte´resse´es a` ce proble`me et ont
essaye´ d’y apporter une solution. Brook Taylor, plus connu pour ses de´veloppements limite´s,
a publie´ dans son Traite´ de ”New principles of linear perspective”de 1715, et Jean-Henri Lam-
bert qui donna, dans ”die Free Perspective” de 1759 et ”de Note et Additions” de 1769 une
se´rie de proble`mes re´solus pour la restitution des parame`tres internes d’une came´ra. [Benallal,
2002] dans sa the`se explique avec beaucoup de pre´cision ces me´thodes de calibrations base´es
sur les travaux de ces deux illustres ge´ome`tres du XV III e`me sie`cle. Plus re´cemment d’autres
auteurs ont propose´ des me´thodes de calibration en se basant sur les points de fuite, on peut
citer [Caprile et Torre, 1990], [Kanatani et Onodera, 1990], [Beardsley et Murray, 1992], [Ci-
polla et al., 1999], [Xie et al., 2004], [Wilczkowiak et al., 2005], [Grammatikopoulos et al.,
2006]. Il est important de noter qu’afin de pouvoir proce´der a` la calibration avec l’aide des
points de fuite, il faut avoir trois points de fuite orthogonaux deux a` deux (Figure 4.6). Depuis
lors, le nombre d’applications base´es sur cette approche n’a cesse´ d’augmenter. Par exemple,
cela nous permet d’obtenir des informations sur une image ancienne, et de pouvoir calculer sa
focale, son PPA 1, sa distorsion, etc... Ainsi, se focalisant sur tel ou tel de ces parame`tres, de
nombreux auteurs se sont penche´s sur la question, notamment dans la sphe`re de pre´servation
du patrimoine, [Karras et Petsa, 2001], [Fangi et al., 2001], [Brauer-Burchardt, 2001].
1. PPA : point principal d’autocollimation
62
4.4. Applications des points de fuite en imagerie
Fig. 4.8. Illustration de la me´thode ge´ome´trique de Brook Taylor, image tire´e de la the`se de [Benallal, 2002].
4.4.2 Estimation de l’orientation de l’image
Une des applications les plus importantes des points de fuite est l’estimation de l’orienta-
tion de l’image avec l’aide d’une seule prise de vue. En effet avec la localisation des points de
fuite il est possible de calculer l’orientation de l’image par rapport a` l’objet. Quand on dit
objet, on pense surtout aux objets fabrique´s par la main de l’homme, comme les baˆtiments,
feneˆtres, etc. C’est cette application qui nous inte´resse. Le mode`le mathe´matique employe´
est tre`s simple. Dans cette mode´lisation nous partons du fait que la calibration de la came´ra
est a` priori connue. Le syste`me de la camera est de´fini par les trois axes (Xcam, Ycam, Zcam),
le plan focal est a` Zcam = F , F e´tant la distance focale. Le syste`me d’axes terrain est de´fini
par (XT , YT , ZT ). Dans ce syste`me l’axe Yw est paralle`le a` l’axe vertical physique. Les deux
syste`mes ont la meˆme origine C qui est le centre optique de la came´ra. v est l’endroit ou` se
localise le point de fuite vertical sur l’image. De meˆme pour h qui correspond au point de fuite
horizontal sur l’image. Depuis le centre de la came´ra C les vecteurs
−−→
Vver et
−−→
Vhor sont trace´s.
Ces deux vecteurs sont de´finis dans le syste`me d’axes de la came´ra. Par de´finition
−−→
Vver est
perpendiculaire a`
−−→
Vhor. On peut aise´ment de´duire le troisie`me axe par produit vectoriel. Nous
nommerons ce vecteur
−→
Vhv. On note que cette de´finition du troisie`me axe est utilise´e quand on
n’a que deux points de fuite (par exemple la photo d’une fac¸ade prise de face, Figure 4.10.a).
Si un baˆtiment est photographie´ d’une manie`re telle que les trois points de fuite orthogonaux
sont identifie´s, alors nous avons directement le vecteur
−→
Vhv (Figure 4.10.b). Maintenant il est
tre`s simple de calculer la matrice rotation de passage du syste`me d’axes came´ra au syste`me
d’axes terrain. La rotation de passage du syste`me came´ra au syste`me terrain RTC sera alors :
RTC =
[∣∣∣−−→Vver∣∣∣ ∣∣∣−−→Vhor∣∣∣ ∣∣∣−→Vhv∣∣∣] (4.1)
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Ycam
Zcam
Xcam
F
Yw
Xw
Zw
C
−−→
Vver
Rver
v
−−→
Vhor
h
Fig. 4.9. De´finition des diffe´rents syste`me d’axes.
(a) (b)
Fig. 4.10. a) Exemple d’un baˆtiment avec deux points de fuite. b) Exemple d’un baˆtiment avec trois points de fuite.
Si seul le point de fuite vertical est connu c’est-a`-dire
−−→
Vver on peut seulement de´finir la
matrice de rotation qu fait le passage entre les vecteurs
−−→
Vver et
−→
YT (rappel : YT = [0 , 1 , 0]
T ).
Pour cela il faut d’abord de´finir l’axe de rotation −→ω ainsi que l’angle de rotation θ : −→ω =−−→
Vver ⊗ −→YT , apre`s simplification et normalisation −→ω = [Vzd , 0 , −Vxd ], ou` d =
√
V 2z + V
2
x ,
θ = arccos (
−−→
Vver · −→YT ), apre`s simplification, θ = arccos (Vy). En utilisant la formule d’Olinde-
Rodrigues nous obtenons la matrice de rotation Rver :
Rver = I cos θ + sin θ [ω]× + (1− cos θ)ω tω. (4.2)
L’estimation de la rotation a` l’aide des points de fuite est tre`s utilise´e en milieu urbain.
La litte´rature en ce domaine est tre`s riche, ce qui montre le potentiel de cet emploi dans
de tels environnements. Citons : [Lee et al., 2002], [Antone et Teller, 2000], [Teller et al.,
2001], [Bauer et al., 2002], [Georgiadis et al., 2005], [Schindler et Joachim, 2003], [Kosecka et
Zhang, 2002].
D’autres auteurs comme [Lobo et Dias, 2003] ont couple´ les donne´es issues d’un syste`me
inertiel miniaturise´ (MEMS-IMU) avec les informations extraites de l’images en utilisant des
points de fuite.
Une application, qui de´rive directement de l’estimation de l’orientation avec l’aide des
points de fuite, est la rectification de l’image selon les directions des points de fuite de´tecte´s.
Ainsi, pour un faible couˆt on peut obtenir des ”pseudo-orthoimages”. La litte´rature est tre`s
riche dans ce domaine, que ce soit en photogramme´trie ou en vision par ordinateur. L’inte´reˆt
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dans le domaine de la photographie est majeur : par exemple chez Kodak [Gallagher, 2005],
des recherches ont e´te´ faites pour remettre a` l’horizontale des images penche´es, en utilisant
les points de fuite (Figure 4.11).
(a) (b)
Fig. 4.11. Alignement de l’image sur la verticale : ([Gallagher, 2005] a) Image de de´part b) Image corrige´e.
[Criminisi et al., 1999] utilise les points de fuite, afin de reconstruire une sce`ne juste a`
partir d’une seule image. Ses travaux ont eu une grande importance dans le domaine de l’art
(voir Figure 4.12).
Fig. 4.12. Illustration d’une reconstruction 3D de l’image a` partir d’une seule image, selon les travaux de [Criminisi
et al., 1999].
[Boulanger et al., 2006] se sert des points de fuite afin de cre´er de manie`re automatique
diffe´rents point de vue a` partir d’une seule image. Dans sa de´marche, les points de fuite sont
utilise´s pour e´talonner la came´ra.
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Enfin nous terminons ce paragraphe avec quelques illustrations (Figure 4.13) d’images rec-
tifie´es avec l’aide des points de fuite de´tecte´s par les algorithmes pre´sente´s dans les chapitres 5
et 6.
Fig. 4.13. Rectification d’image a` l’aide des points de fuite de´tecte´s a` l’aide des algorithmes pre´sente´s dans cette
the`se (chapitres 5 et 6)
.
4.4.3 Autres applications
De´tection de rectangles
Enfin la de´tection des points de fuite peut aussi permettre de classifier les diffe´rentes
familles de segments en fonction des directions. Cette classification permet par la suite la
de´tection d’autres e´le´ments structure´s comme par exemple les rectangles. Ainsi [Shaw et
Barnes, 2006], [Kosecka et Zhang, 2005] utilisent les points de fuite pour la de´tection d’e´le´-
ments rectangulaires. Dans [Kosecka et Zhang, 2005], les rectangles sont ensuite apparie´s et
mis en correspondance, ce qui permet de s’affranchir de points de liaison pour l’estimation
de l’orientation, voir Figure 4.14. [Cole et Barnes, 2008] emploient les points de fuite pour
Fig. 4.14. Exemple de de´tection et d’appariement des rectangles. Chaque famille de couleurs correspond aux rectangles
apparie´s.
la vision d’un robot qui se de´place dans des environnements structure´s.
De´tection des e´le´ments routiers, aide a` la navigation
Les points de fuite ont une application directe dans la segmentation du plan de la route.
Ceci permet d’assister des ve´hicules en vue de les rendre autonomes, et de fournir une aide a` la
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navigation. Les travaux publie´s traitent des images de routes avec des marquages bien lisibles
ce qui permet une de´tection optimale des segments qui vont servir ensuite a` la de´tection des
points de fuite, on peut citer notamment [Simond et Rives, 2004], [Nieto et al., 2008], [Macek
et al., 2004]. Dans un contexte plus ge´ne´ral et plus difficile, des algorithmes [Alon et al.,
2006], [Kong et al., 2009] de´tectent les points de fuite sur des routes sans aucun marquage
(par ex : les routes en zone de´sertique ou en campagne (voir Figure 4.15)).
(a) (b)
Fig. 4.15. Exemple de de´tection des points de fuite sur : a) des routes de ville avec marquage [Macek et al., 2004] b)
sur des routes de campagne [Kong et al., 2009]
L’utilisation des points de fuite est aujourd’hui de plus en plus fre´quente dans les logiciels
d’e´dition de photos comme Photoshop CS2 (voir Figure 4.16). Avec l’aide de ce nouvel outil,
il est possible d’inse´rer des motifs, tout en respectant la perspective. Actuellement dans
Photoshop la de´tection des lignes et du point de fuite se fait de manie`re manuelle, mais il est
clair qu’elle sera amene´e a` devenir automatique dans les anne´es a` venir.
Fig. 4.16. Re´sultats au moyen de l’outil ”Point de fuite” de Photoshop CS2, qui permet de dupliquer, de peindre et
de coller des e´le´ments respectant automatiquement la perspective de l’image.
4.5 Conclusion
Dans ce chapitre nous avons passe´ en revue les diffe´rentes me´thodes de de´tection des points
de fuite. Nous avons vu que la litte´rature est tre`s abondante sur le sujet, ce qui en caracte´rise
l’inte´reˆt pour beaucoup d’applications.
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Nous avons vu que la majorite´ d’entre elles, inde´pendamment de l’espace de travail et de
projection, se terminent par une fastidieuse e´tape d’accumulation. Cette e´vidence provient
de la non exactitude des points ou des repe´rages de points dans l’image, qui ne peut eˆtre
completement corrige´e par le mode`le ge´ome´trique employe´. Toutefois, il est de´sormais pos-
sible de s’en affranchir.
Dans l’e´tude pre´sente, nous avons mis en place un algorithme de classification et de de´-
tection, inspire´e du Ransac classique. L’avantage de celui-ci est qu’il peut tre`s simplement
s’adapter a` plusieurs espaces de travail. Ici nous l’avons utilise´ successivement dans l’espace
image et l’espace de la sphe`re de Gauss. Dans les deux cas, nous verrons que le proble`me de
classification des diffe´rentes gerbes perspectives revient tout simplement a` classer des primi-
tives ge´ome´triques, comme des cercles chapitre 5 et des plans chapitre 6. Ce qui permettra
de trouver les points de fuite de manie`re tre`s rapide.
L’autre objectif que nous avons recherche´ est de pouvoir maitriser, de manie`re simple,
l’incertitude sur le point de fuite en fonction de la qualite´ de de´tection des segments. Car
pour un re´-emploi des points de fuite dans d’autres processus de calcul, par exemple le calcul
d’une matrice de rotation, il est important de savoir avec quelle pre´cision celle-ci est obtenue.
Nous allons donc de´sormais examiner nos deux nouvelles approches de ce proble`me tre`s
ancien, revisite´ avec les outils actuels d’estimation robuste.
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5
De´tection des points de fuite dans l’espace
image : me´thode des cercles
5.1 Introduction
Un algorithme entie`rement nouveau et automatique de de´tection de points de fuite est
pre´sente´ dans ce chapitre. Cette approche travaille dans l’espace a` 2 dimensions de l’image,
dont la ge´ome´trie est de´crite dans le paragraphe 5.2.
Afin de pouvoir extraire les nuages de points entremeˆle´s, un algorithme de tri base´ sur la
me´thode d’estimation robuste de type RanSac [Fischler et Bolles, 1981] est pre´sente´ dans la
section 5.3. Cette estimation robuste est ensuite raffine´e par une propagation d’incertitude
exploitant les variances individuelles de chaque segment qui fait l’objet de la section 5.4.
Un avantage important vis a` vis des autres me´thodes est, d’une part, la non ne´cessite´ de
prise en compte de certains parame`tres intrinse`ques de la came´ra, en particulier de l’orien-
tation interne, pour la seule extraction des points de fuite, et d’autre part le me´canisme de
propagation d’incertitude permettant de qualifier le point de fuite. L’autre avantage majeur
de cet algorithme est que l’e´tape de classification des diffe´rentes directions des segments se
fait en meˆme temps que la de´termination du point de fuite.
Cet algorithme, bien que travaillant dans l’espace image, permet sans aucune difficulte´
de de´tecter meˆme les points de fuite rejete´s a` l’infini. Ce qui lui permet de rivaliser avec les
me´thodes utilisant un espace d’accumulation interme´diaire, du type de la sphe`re de Gauss.
Les performances de l’algorithme sont e´value´es dans la partie 5.5.
Sa comparaison avec d’autres me´thodes de de´tection des points de fuite fera l’objet du
paragraphe 6.8.
5.2 Ge´ome´trie projective, the´ore`me de Thale`s et points
de fuite
Un the´ore`me de ge´ome´trie projective (Chasles-Steiner) permet de montrer que la recherche
de points de fuites revient a` de´tecter des cercles passant par un point fixe dans une image. Le
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the´ore`me de Chasles-Steiner est une ge´ne´ralisation du the´ore`me de Thale`s pour l’ensemble
des coniques. Une transformation permet d’associer a` chaque segment de l’image un point
qui devra contribuer a` la formation de cercles si ce segment contribue a` un meˆme point de
fuite. Dans cette partie, ce the´ore`me de la ge´ome´trie projective est rappele´. Par la suite son
emploi dans la recherche des points de fuite est analyse´ en de´tail. L’emploi de cette ge´ome´trie
simple et e´le´gante a de´ja` e´te´ partiellement utilise´ dans [Kender, 1979] et [Brauer Burchardt
et Voss, 2000].
5.2.1 Description ge´ome´trique d’une conique
La description d’une conique en ge´ome´trie projective repose entie`rement sur le the´ore`me
fondamental de Chasles-Steiner qui peut eˆtre e´nonce´ succinctement : ”Une homographie entre
deux faisceaux de droites de´finit une conique, et re´ciproquement” [Sidler, 2000], [Semple et
Kneebone, 1952].
De´finition 1 Dans un plan projectif, l’ensemble des droites qui passent par un point donne´
A s’appelle un faisceau de droites, qu’on de´signe par A∗.
The´ore`me de Chasles-Steiner 1 Soient A et B deux points distincts et α : A∗ → B∗
une homographie entre les faisceaux de droites A∗ et B∗. On suppose que α n’est pas une
projection et on de´signe par O son centre d’homographie. Dans ces conditions, pour toute
droite d de A∗, le lieu du point d
⋂
α(d) est une conique, tangente en A a` la droite AO et en
B a` la droite BO.
Fig. 5.1. Illustration du the´ore`me Chasles-Steiner. Si A coupe B avec un angle constant, leur intersection de´finit le
point C de la conique.
Ce beau the´ore`me permet la construction des coniques dans l’espace projectif. Si une
notion d’angle est rajoute´e dans cette de´finition, la conique sera ramene´e dans un espace
euclidien. Et si les faisceaux en correspondance homographique se coupent avec un angle
droit, cette conique sera un cercle : on retrouve ici le the´ore`me de Thale`s bien connu.
5.2.2 Ge´ome´trie de l’image et points de fuite
Si S1, S2, S3 sont trois droites paralle`les dans l’espace re´el, leurs images apre`s une pro-
jection conique sont 3 droites concourantes qui se coupent sur le point P . Ce point est
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X
Y
Image
Origine (O)
P
H1
H2
S1 S2
S3
r
r
K H3
Fig. 5.2. Configuration ge´ome´trique du the´ore`me Chasles-Steiner et du point de fuite.
conventionnellement connu sous le nom de point de fuite. Maintenant un nouveau faisceau
de droites avec pour centre O (l’origine de l’image) est construit de fac¸on que, une par une,
les droites de ce faisceau se coupent avec un angle droit les droites S1, S2, S3 selon les points
H1, H2, H3. Suivant le the´ore`me de Chasles-Steiner, H1, H2, H3 et l’origine O de´finissent un
cercle (Figure 5.2 et Figure 5.3).
Afin de pouvoir de´terminer le point P (le point de fuite) il suffira juste de de´terminer les
parame`tres du cercle. Chercher les points de fuite qui peuvent correspondre a` l’intersection
de segments dans les images revient a` pre´sent a` de´tecter des objets tre`s simples : des cercles
(Figure 5.4).
L’exploitation du the´ore`me de Thale`s pour la recherche de points de fuite a de´ja` e´te´
propose´e par Brauer and Voss [Brauer Burchardt et Voss, 2000], mais sans traiter le proble`me
de l’extraction des diffe´rents cercles entremeˆle´s, et sans analyse de variance. La pre´sente e´tude
a e´te´ comple´te´e dans ce sens. Par ailleurs cette meˆme ge´ome´trie a e´te´ propose´e par [Kender,
1979], a` laquelle il rajoutait une inversion qui, a` cette e´poque, en transformant les cercles en
segments de droites, facilitait beaucoup le calcul. Nous n’avons pas retenu cette partie de son
approche, qui aujourd’hui n’est pas de´terminante.
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Fig. 5.3. Illustration du the´ore`me Chasles-Steiner et de Thale`s sur une image re´elle.
(a) (b)
Fig. 5.4. a) Image d’un baˆtiment qui contient trois points de fuite, un point de fuite pour les verticales et deux points
de fuite pour des horizontales. b) les cercles correspondants (dont les points associe´s ont e´te´ entoure´s manuellement)
sont bien au nombre de trois.
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5.3 Algorithme et mise en œuvre
Dans cette partie, toutes les e´tapes de la de´tection des points de fuite sont de´taille´es. Ainsi
les concepts vus pre´ce´demment trouvent leur application. Le sche´ma global de l’algorithme
est pre´sente´ dans la Figure 5.5.
Extraction des Segments
Calcul de la matrice variance-
covariance de chaque segment
Calcul de tous les points H
Calcul de la matrice
variance-covariance pour chaque
point H
Calcul du point de
fuite
Calcul de la matrice
variance-covariance de
chaque point de fuite
Extraction des cercles
1- Calcul de taille du bandeau de tole´rance ǫ
2- Determination de la meilleure origine
3- Application de la me´thode RanSac modifie´e
4-Determination du meilleur cercle a` l’aide des
moindres carre´s
Fig. 5.5. Les diffe´rentes e´tapes de la mise en œuvre. En italique, sont mentionne´es les diffe´rentes sous-e´tapes ne´cessite´es
par le besoin de connaˆıtre les erreurs et leur propagation dans les calculs.
.
5.3.1 Extraction automatique des segments de l’image
La premie`re e´tape des algorithmes de de´tection de point de fuite est l’extraction des seg-
ments de l’image. Celle-ci est de´crite dans la section 2.3.2. Un des principaux re´sultats de
cette e´tape est :
1. l’extraction de tous les segments de l’image,
2. la matrice variance-covariance de chaque segment.
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Tous les segments sont de´tecte´s dans le syste`me d’axes pre´sente´ dans la Figure 5.6.
O
a
a’
θ
image
X
Y
ρ
H
Fig. 5.6. De´finition du syste`me image et du segment a− a′
Fig. 5.7. Re´sultats de de´tection de segments un baˆtiment a` Nantes. 5800 segments ont e´te´ extraits.
5.3.2 Calcul des points Hi
L’e´quation polaire (encore appele´e e´quation normale) de la droite support de chaque seg-
ment de´tecte´ est la suivante :
ρ = −x sin θ + y cos θ (5.1)
Le point Hi est le pied de la droite perpendiculaire au segment conside´re´ issue de O qui est
de´fini par :
Hi =
[−ρi sin θi
ρi cos θi
]
(5.2)
Il est important de pouvoir propager la matrice variance-covariance de chaque segment
sur son point Hi correspondant. En utilisant la loi ge´ne´rale de la propagation d’erreurs pour
les fonctions non line´aires, et en se basant sur le the´ore`me de Taylor :
ΣH = J.Σθ,ρ.J
T (5.3)
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Ou` J est la matrice Jacobienne qui contient les de´rive´es de Hi selon θ et ρ. Σ(θ,ρ) est la
matrice d’incertitude du segment en fonction de ρ et θ. La matrice variance-covariance sur
chaque point Hi est obtenue ainsi :
ΣHi =
[−ρi cos θi − sin θi
−ρi sin θi cos θi
] [
σ2i(θ) σi(θ,ρ)
σi(θ,ρ) σ
2
i(ρ)
] [−ρi cos θi − sin θi
−ρi sin θi cos θi
]T
(5.4)
On peut illustrer de manie`re classique les matrices variance covariance des points Hi par
leurs ellipses d’erreurs. La Figure 5.8 repre´sente les ellipses d’erreur obtenues a` partir des
segments trouve´s sur la Figure 5.4.a et des points Hi correspondants.
Fig. 5.8. Ellipses d’erreur a` 95% de confiance montrant l’incertitude de de´termination des points Hi, fonction de
l’efficacite´ de l’outil d’extraction automatique des segments, a` partir de l’image pre´sente´e en Figure 5.4.a
5.3.3 Extraction des cercles
Il y a ici deux proble`mes distincts a` traiter :
1. Quelle mode´lisation choisir pour le meilleur cercle passant par un nuage de points ?
2. Comment extraire diffe´rents cercles dans des nuages de points entremeˆles ?
Choix de la mode´lisation du meilleur cercle passant par un nuage de points
Diffe´rentes fac¸ons de mode´liser un cercle ont e´te´ publie´es, il n’est pas utile d’entrer dans
les de´tails, car il existe de nombreuses re´fe´rences qui traitent ce sujet [Gander et al., 1994].
Un cercle e´tant de´fini par trois points, il existe e´videmment diffe´rentes fac¸ons de faire passer
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un cercle par un ensemble de plus de trois points, soit en minimisant la distance alge´brique
entre le cercle et les diffe´rents points, soit en minimisant la distance ge´ome´trique. On peut
bien sur utiliser toute autre notion de distance pour le calcul. Mais celles pertinentes pour
notre proble`me sont les distances alge´brique et ge´ome´trique. Chacune a ses avantages et
inconve´nients qui sont maintenant rappele´s.
Minimisation de la distance alge´brique
Avantage de cette mode´lisation : il s’agit d’un syste`me line´aire, avec une complexite´ de
calcul re´duite, et donc un temps de calcul faible. Inconve´nient : cette minimisation n’a pas un
sens physique e´vident, et en outre l’estimation des parame`tres du cercle se fait d’une fac¸on
peu pre´cise.
Le mode`le mathe´matique employe´ pour la de´finition du cercle est le suivant :
F (x) = axTx + bTx + c, o a .= 0,x et b ∈ R2 (5.5)
Dans ce cas, pour ajuster un cercle a` un nuage de points, il faut calculer a, b et c. En inse´rant
les coordonne´es des points dans l’e´quation 5.5 nous obtenons un syste`me d’e´quations tel que :
Bu = 0, (5.6)
ou` u =
[
a b1 b2 c
]T
et B =


X211 + X
2
12 X11 X12 1
X221 + X
2
22 X21 X22 1
....... .... .... ....
X2n1 + X
2
n2 Xn1 Xn2 1

. On note que X contient les coordonne´es
en x et en y de chaque point. En d’autres termes pour le point Hi, on a Xi =
[
xi
yi
]
.
Pour trouver la solution de l’e´quation homoge`ne 5.6 nous imposons la contrainte
∥∥u∥∥ = 1,
et nous cherchons donc a` minimiser le syste`me suivant :
min
‖u‖=1
∥∥Bu∥∥ (5.7)
Ce syste`me sera re´solu par une de´composition SV D 1 et la solution finale sera celle de la plus
petite valeur propre du vecteur propre correspondant. Les coordonne´es du centre du cercle
K (Figure 5.2) sont e´gales a` :
K = (k1, k2) =

−b12a
−b2
2a

 (5.8)
Le rayon du cercle est calcule´ de la manie`re suivante :
r =
√∥∥b∥∥2
4a2
− c
a
. (5.9)
En outre, dans notre cas de figure le cercle passe par l’origine O, donc c = 0. Ainsi la seule
inconnue du syste`me est le centre du cercle.
1. SVD : Singular Value Decomposition
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Minimisation de la distance ge´ome´trique
Une fac¸on de de´finir un cercle est de minimiser une vraie distance, au sens ge´ome´trique.
L’avantage de cette minimisation est qu’elle est plus pre´cise que la pre´ce´dente [Gander et al.,
1994]. En outre, elle posse`de un sens physique e´vident. Par contre, son inconve´nient est qu’elle
implique la re´solution d’un syste`me non line´aire, qui donc exige une solution approche´e.
Nous avons, pour trouver celle-ci, utilise´ la minimisation alge´brique de´crite pre´ce´demment.
En outre, il s’agit d’un calcul ite´ratif qui entraˆıne un temps de calcul nettement plus e´leve´.
Il s’agit alors de la minimisation de la somme des carre´s des distances :
d2i = (
∥∥K−Hi∥∥− r)2ou r = √k21 + k22. (5.10)
On rappelle que le cercle passe par l’origine. K =
[
k1 k2
]
e´tant le centre du cercle, et r son
rayon. On conside`re u =
[
k1 k2
]T
et nous cherchons a` minimiser :
min(
m∑
i=1
u2.di) (5.11)
5.3.4 Extraction des cercles dans plusieurs nuages de points entremeˆle´s
Le cœur de l’imple´mentation algorithmique de la me´thode et le bon fonctionnement de
celle-ci repose entie`rement sur l’efficacite´ de cette e´tape. Une me´thode d’extraction des diffe´-
rents cercles a e´te´ inspire´e de la me´thode RanSac [Fischler et Bolles, 1981]. Certaines modi-
fications ont du eˆtre apporte´es afin de pouvoir l’adapter a` notre cas de figure. Les diffe´rentes
e´tapes de l’algorithme sont les suivantes :
1. Choix de deux points Hi au hasard dans l’ensemble des points Hi disponibles, puisque
pour obtenir un cercle passant par l’origine deux points suffisent.
2. Calcul du cercle passant par les points pioche´s et l’origine. Le mode`le mathe´matique choisi
ici est la minimisation de la distance alge´brique.
3. Recherche de tous les autres points Hi qui sont susceptibles de contribuer a` ce cercle.
Pour ce faire il est ne´cessaire d’avoir de´termine´ au pre´alable un seuil de capture, c’est a`
dire une bande autour de ce cercle : si un point Hi est dans cette bande, il est retenu pour
la de´finition du cercle, et sinon il est e´carte´. Le mode de calcul de ce seuil, a` partir de la
variance des points Hi, est explicite´ plus loin.
4. Identification du nombre de points se´lectionne´s, re-ite´ration des e´tapes 1, 2, 3, et finale-
ment conservation au cours de ces essais successifs de celui qui a capture´ le plus de points.
Cette ope´ration est re´ite´re´e un grand nombre de fois afin de s’assurer que le nombre de
points capture´s ne peut pas eˆtre de´passe´.
5. A l’issue de ce processus, on retient cet ensemble, et les points capture´s correspondants
sont alors retire´s de l’ensemble de de´part. Pour les points ainsi se´lectionne´s, on cherche
alors le meilleur cercle par moindres carre´s, mais cette fois ci a` l’aide de la minimisation
ge´ome´trique, avec pour valeur approche´e les parame`tres obtenus dans le calcul de la mi-
nimisation alge´brique. Ce calcul est mene´ en prenant en compte les incertitudes lie´es a`
chaque point Hi. Cette e´tape fera l’objet de la section 5.4.
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6. L’extraction des cercles est interrompue lorsqu’il ne reste qu’un tout petit nombre de
points que l’on fixera arbitrairement, par exemple a` 5, des points Hi initialement de´tecte´s.
Le bon de´roulement de l’extraction des cercles repose donc entie`rement sur la bonne de´-
finition de la valeur ǫ de la largeur de la bande de capture. Par exemple si cette valeur est
trop petite un nombre conside´rable de cercles sans sens ge´ome´trique re´ellement diffe´rents sera
trouve´, et par contre si cette valeur est trop grande, on fera contribuer a` un cercle donne´, et
donc au point de fuite correspondant, des points qui en re´alite´ devraient eˆtre associe´s a` un
autre cercle. Il s’ave`re donc capital de pouvoir de´finir le seuil de capture de fac¸on automatique
sur une image donne´e, et il ne serait sans doute pas tre`s adapte´ d’utiliser le meˆme seuil pour
des images avec par exemple diffe´rentes re´solutions. L’utilisation d’une me´thode manuelle
pour de´finir ce seuil causerait une grosse perte de temps et ferait perdre un inte´reˆt majeur
de la me´thode. Dans l’optique d’une automatisation comple`te du processus nous avons donc
cherche´ a` extraire des parame`tres inde´pendants du format de l’image, le parame`tre ǫ devant
de toute e´vidence eˆtre lie´ a` la pre´cision de la de´termination des points Hi.
Dans notre e´tude, pour touver un seuil intrinse`que a` l’image, nous avons pense´ aux ellipses
d’incertitudes.
En effet dans la Figure 5.8, il peut eˆtre vu que les ellipses d’erreur forment un bandeau
autour des points Hi et, expe´rimentalement, nous avons choisi la valeur me´diane des grands
axes des ellipses (a` 39 % de confiance) comme un seuil satisfaisant pour cette capture utilisant
la me´thode RanSac [Fischler et Bolles, 1981]. On a donc (i e´tant l’indice de´signant chaque
point Hi), ǫ e´tant la me´diane des valeurs des demi-axes des ellipses d’erreur [Cooper, 1987] :
ǫ = medianei
√
1
2
(σ2Hi,x + σ
2
Hi,y
+
√
(σ2Hi,x + σ
2
Hi,y
)2 − 4σ2Hi,xσ2Hi,y − σ2Hi,xHi,y) (5.12)
ǫ
ǫ
Fig. 5.9. Repre´sentation de ǫ et de la bande de capture des points Hi au sein du nuage de points.
5.3.5 Discussion sur le choix de l’origine
Un des points important a` de´velopper est le choix de l’origine. En effet dans les sections
pre´ce´dentes tous les points Hi ont e´te´ de´finis par rapport a` l’origine de l’image qui est en haut
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a` gauche. Le choix de l’origine a e´te´ discute´ dans l’article de [Brauer Burchardt et Voss, 2000].
Mais dans cet article le cas d’un seul cercle a e´te´ traite´. Le proble`me auquel nous sommes
confronte´s c’est de choisir une origine unique et optimale pour tous les cercles. Nous avons
conc¸u un algorithme en 2 e´tapes, la premie`re e´tape consistera a` de´tecter les cercles, avec une
origine en haut et a` gauche de l’image. Dans la deuxie`me e´tape le barycentre des centres des
cercles de´tecte´s est calcule´. Ce barycentre sera ensuite utilise´ comme e´tant l’origine ide´ale.
L’avantage d’utiliser le barycentre comme origine est que la distance de tous les cercles a`
celle-ci est la meˆme. Le choix de l’origine de´finira l’intersection des cercles entre eux, le but
e´tant d’optimiser les intersections des cercles (angles d’intersection les plus grands possibles)
afin que l’algorithme de de´tection de cercle fonctionne de manie`re satisfaisante. Par exemple
il est de´conseille´ de prendre l’origine au milieu de l’image car les cercles cre´es se coupent plus
d’une fois dans l’image, voir Figure 5.10.
(a) (b) (c)
Fig. 5.10. Exemple des diffe´rentes configurations des points Hi en fonction de l’origine : a) l’origine est prise en haut
a` gauche de l’image, b) l’origine est sur le barycentre des cercles pre´cedemment de´tecte´s, la ge´ome´trie des intersection
des cercles est la plus favorable, c) configuration tre`s de´favorable des points Hi, l’origine est prise au centre de l’image.
5.4 De´termination des points de fuite et de leurs incer-
titudes
Une fois les parame`tres du cercle obtenus, c’est a` dire uniquement les coordonne´s de son
centre (Xc, Y c) puisque le cercle passe par l’origine, les coordonne´es du point de fuite P
sont calcule´s tre`s facilement car le point P se trouve sur le diame`tre OP (Figure 5.2). Ces
coordonne´es sont donc les suivantes :
XP = 2k1, YP = 2k2 (5.13)
La de´tection des segments dans les images, soit manuellement, soit comme cela e´te´ vu
pre´ce´demment dans la section xxx a` l’aide des ope´rateurs comme celui de Canny-De´riche,
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n’est jamais fiable a` 100 %. Ceci n’est pas bien grave pourvu qu l’on sache mode´liser ce taux
de confiance. En outre, notre but est aussi de pouvoir calculer l’impact de l’impre´cision des
segments de´tecte´s sur la localisation du point de fuite. Celle-ci sera donc exprime´e accom-
pagne´e de sa matrice d’incertitude. Dans cette partie nous de´montrons comment a` partir de
l’incertitude sur le segment nous arrivons a` mode´liser son impact sur le point de fuite.
En supposant que la distribution des erreurs sur les segments suit une loi gaussienne, la
me´thode de Gauss-Helmert (GH) [Helmert, 1872] [Cooper, 1987] est employe´e. Quelques
rappels sur celle-ci faciliteront la compre´hension de nos travaux.
La me´thode de Gauss-Helmert
La me´thode GH est une ge´ne´ralisation des moindres carre´s classiques. Sa grande diffe´rence
avec la forme conventionnelle des moindres carre´s est que les observations ont le ”droit de
bouger” de fac¸on proportionne´e a` leur incertitude. En d’autres termes, elles sont modifie´es
a` chaque ite´ration, et donc ne sont pas constantes. D’autre part les inconnues et les obser-
vations sont entremeˆle´es, ce qui ne permet pas d’utiliser des moindres carre´s ponde´re´s. La
me´thode GH va faire en sorte de modifier toutes les observations, afin de donner la meilleure
solution, au sens des moindres carre´s [Cooper, 1987].
En ge´ne´ral, les e´le´ments qui ont e´te´ mesure´s sont de´note´s par le vecteur l de dimension
(m x 1), et le vecteur dont les e´le´ments ne sont pas mesure´s, mais estime´s directement avec
la me´thode des moindres carre´es, est note´ par le vecteur x, de dimension (u x l). La fonction
de couˆt des relations entre les observations et les inconnues (au nombre de c), est exprime´e
de la manie`re suivante :
f(x, l) = 0, (5.14)
ou` f est le syste`me des fonctions fi.
Toutes observations dans la vie re´elle incluent ne´cessairement une part de bruit. Nous
de´notons par l la mesure suppose´e parfaite. La valeur suppose´e parfaite des inconnues est
note´ par x. La fonction s’e´crit donc :
f(x, l) = 0. (5.15)
En ge´ne´ral les c fonctions (fi) sont non line´aires. Une line´arisation est effectue´e, a` l’aide
du the´ore`me de Taylor :
f(x, l) = f(x0, l0) + (
∂f
∂x
)0(x− x0) + (∂f
∂l
)0(l − l0). (5.16)
Les vecteurs x0 et l0 sont des approximations au premier ordre des valeurs re´elles x et l.
Les coefficients des de´rive´es partielles sont e´value´es, avec comme valeurs initiales x = x0 et
l = l0. Si (c x u ) est la matrice jacobienne en fonction du vecteur des inconnues x, nous
aurons :
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∂f
∂x
=


∂f1
∂x1
∂f1
∂x2
... ∂f1
∂xu
∂f2
∂x1
∂f2
∂x2
... ∂f2
∂xu
. . . .
. . . .
∂fc
∂x1
∂f1
∂x2
... ∂fc
∂xu

 = A (5.17)
Et pour la matrice jacobienne fonction des observations, nous aurons donc :
∂f
∂l
=


∂f1
∂l1
∂f1
∂l2
... ∂f1
∂lm
∂f2
∂l1
∂f2
∂l2
... ∂f2
∂lm
. . . .
. . . .
∂fc
∂l1
∂f1
∂l2
... ∂fc
∂lm

 = B (5.18)
Nous avons donc :
A(x− x0) +B(l − l0) + f(x0, l0) = 0. (5.19)
Les mesures l peuvent eˆtre utilise´es a` la place de l’aproximation l0, ainsi :
A(x− x0) + B(l − l0) + f(x0, l) = 0. (5.20)
Le vecteur l − l repre´sente la diffe´rence entre la valeur re´elle des observations et la valeur
mesure´e, en d’autres termes, la correction qu’il faut appliquer a` l pour obtenir l. Cette
correction v est parfois nomme´e le vecteur de re´sidus. Si on nomme x − x0 par x et b =
−f(x0, l), la forme line´aire de l’e´quation 5.15 sera :
Ax + Bv = b. (5.21)
La re´solution de ce syste`me se fait par la minimisation de :∑
i
vTi Wvi, (5.22)
v e´tant le vecteur des re´sidus, et W la matrice de poids des observations.
La re´solution du syste`me utilise le multiplicateur de Lagrange de fac¸on ite´rative. A chaque
ite´ration les vecteurs x et v sont calcule´s. La convergence est constate´e lorsque les valeurs
obtenues n’e´voluent plus. Apre`s compensation, le vecteur des inconnues x est donne´ par :
xˆ =
[
AT (BW−1BT )−1A
]−1
AT (BW−1BT )−1b. (5.23)
Le vecteur des re´sidus v :
vˆ = W−1BT (BW−1BT )−1 × {I − A[AT (BW−1BT )−1A]−1AT (BW−1BT )−1)}b (5.24)
La matrice variance covariance des parame`tres inconnus estime´s peut eˆtre calcule´e a` partir
de la relation suivante :
Σx =
[
AT (BW−1BT )−1A
]−1
(5.25)
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Maintenant, si on revient a` notre proble`me d’estimation de cercles a` l’aide des points Hi,
nous cherchons a` calculer la matrice variance covariance du point de fuite en fonction de la
matrice variance covariance des points Hi (e´quation 5.4).
Les diffe´rentes e´tapes du calcul sont les suivantes :
1. Propagation de l’incertitude du segment sur les coordonne´es du point Hi correspondant.
Ceci a e´te´ vu en de´tail dans la section 5.3.2.
2. Choix d’un mode`le mathe´matique et de´finitions des observations et des inconnues. Le
mode`le mathe´matique choisi est la minimisation de la distance ge´ome´trique. Ici il est
impossible de choisir le mode`le alge´brique, car cela n’aura pas de sens au sens des moindres
carre´s. La fonction de couˆt est la suivante :
f(XC , XH) =
∥∥XC −XH∥∥− ∥∥XC∥∥ = 0 (5.26)
XC est le vecteur des inconnues du mode`le, il s’agit des coordonne´es du centre du cercle.
XH est le vecteur des points Hi, en d’autres termes le vecteur des observations. Dans
l’e´quation 5.26, le mode`le est de´fini pour des valeurs exactes des observations, e´videm-
ment fictives. Afin de faire une diffe´renciation dans la suite les valeurs XC et XH seront
de´finies comme les valeurs the´oriques exactes. En d’autres termes nous aurons un syste`me
de c e´quations, c e´tant le nombre de point H.
3. Re´solution a` l’aide de la me´thode de Gauss-Helmert. En nous re´fe´rant a` l’e´quation 5.21,
nous avons besoin des matrices A et B. A est la matrice Jacobienne par rapport aux
inconnues, qui sont les coordonne´es du centre du cercle, B est la matrice Jacobienne
par rapport aux observations qui sont les coordonne´es des points Hi. Or comme nous
avons la matrice variance-covariance des points Hi, nous injectons ces informations dans
l’e´quation 5.21. Pour cela, la matrice de poids des observations est cre´e´e, nomme´e W .
Pour N observations, la matrice de poids a une dimension de N × 2N . Si on suppose
que les points H sont statistiquement inde´pendants les uns des autres, la matrice aura la
configuration ci-dessous :
W =


Σ−1H1 0 ... 0
0 Σ−1H2 ... 0
0 0 ... 0
0 0 ... Σ−1Hn

 (5.27)
ΣHi est la matrice variance covariance des points Hi fournis par le de´tecteur de segments,
matrice qui a e´te´ pre´ce´demment calcule´e (e´quation 5.4). L’estimation de x et v de ce
syste`me a e´te´ de´crite dans le paragraphe 5.4.
L’incertitude sur le point de fuite est alors donne´e par :
ΣP =
[
2 0
0 2
]
ΣXC
[
2 0
0 2
]
, (5.28)
ou` la matrice d’incertitude sur les coordonne´es du cercle ΣXC est calcule´e a` partir de
l’e´quation 5.25. L’e´quation 5.28 permet donc de calculer l’incertitude sur le point de fuite
P .
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5.5 Evaluation et performances
Les me´thodes possibles d’e´valuation des algorithmes d’extraction automatique des points
de fuite d’une image ne sont pas e´videntes. On peut certainement e´valuer leur efficacite´ en
termes de nombres de points de fuite trouve´s, mais il n’existe pas de me´thode pour trouver
de fac¸on neutre la valeur de re´fe´rence : la valeur servant de comparaison ne peut eˆtre trouve´e
que par e´valuation visuelle. En outre, trouver une valeur statistique probante ne va pas non
plus de soi : il est assez simple de fausser les re´sultats, soit en effectuant les tests sur des
images issues de ge´ome´tries voisines (ce qui fausse le caracte`re ale´atoire de l’e´chantillon),
soit en choisissant des images trop simples (tous les re´sultats sont alors favorables), soit
inhabituellement complexes, tels des baˆtiments peu courants ou` toutes les lignes sont courbes
(et les re´sultats seront anormalement mauvais). Et malheureusement a` ce jour il n’existe pas
de bases de donne´es de re´fe´rence pour l’e´valuation des points de fuite. Dans le cas pre´sent,
l’e´valuation a porte´ sur une centaine d’images relativement varie´es (voir exemple ci-dessous
Figure 5.11, pour lesquelles le nombre de points de fuite trouve´s (allant de 0 a` 6 selon les
images) a e´te´ encourageant.
Fig. 5.11. Exemple de la base d’images utilise´es
Dans le but d’e´valuer l’algorithme de de´tection des points de fuite, deux questions princi-
pales doivent eˆtre pose´es :
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1. Est-ce que l’algorithme est capable de de´tecter tous les points de fuite ? L’al-
gorithme a e´te´ teste´ sur 100 images diffe´rentes acquises en milieu urbain. Les re´sultats
obtenus sont les suivants :
Pourcentage de de´tections correctes du point de fuite correspondant aux verticales 100%
Pourcentage de de´tections correctes des points de fuites correspondant aux horizontales 92%
Tableau 5.1. Re´sultats sur la base d’images urbaines. Les de´tections incorrectes correspondent a` des sur-de´tections
et a` des sous-de´tections.
La bonne performance de la de´termination du point de fuite correspondant aux verticales
est due au fait qu’il est unique, qu’il rassemble souvent beaucoup de segments, et que le
cercle correspondant a` celui-ci est toujours bien isole´. Pour les cercles des points de fuite
horizontaux, c’est plus complique´, leurs nombres peuvent varier de 1 a` 5 en fonction de
la sce`ne.
Une partie importante des quelques mauvaises de´tections identifie´es est lie´e aux quelques
segments de l’image porte´s par des droites passant tre`s pre`s de l’origine, et qui typiquement
engendrent des points H qui donnent lieu spontane´ment a` des mauvaises attributions, ce
qui est un artefact normal lie´ au choix de l’origine. Un reme`de simple peut eˆtre trouve´,
qui consiste a` e´liminer de la recherche automatique les segments de ce type. Ne´anmoins
les pre´sents re´sultats ont e´te´ obtenus sans proce´der a` ce filtrage.
Une autre e´valuation a e´te´ faite, a contrario, sur 50 images ne contenant pas de points
de fuite afin de ve´rifier si l’algorithme trouve des points de fuite ou pas. Les re´sultats de
cette e´valuation sont les suivants :
Pourcentage de re´sultats non conformes 4%
Tableau 5.2. Re´sultats sur la base d’images ne contenant pas de points de fuite
2. Est-ce que la propagation d’incertitude arrive a` mode´liser correctement la
pre´cision sur le point de fuite ? Afin de pouvoir valider la propagation d’erreur sur
le point de fuite, des images tre`s simples comportant des points de fuite de coordonne´es
connues, avec des faisceaux de lignes droites se coupant de fac¸on rigoureuse, ont e´te´ cre´e´es.
Ces faisceaux de droites ont e´te´ traite´s ensuite en tirete´s ou en traits d’axe afin de cre´er
des segments de longueurs diffe´rentes.
Ces images au format vecteur ont e´te´ ensuite transforme´es au format TIFF de fac¸on a`
travailler sur des images de tailles diffe´rentes (Figure 5.12.a). Ensuite, toutes les e´tapes de
l’algorithme ont e´te´ applique´es. Les extre´mite´s des segments ont e´te´ bruite´es avec un bruit
gaussien variant entre 0.1 et 1 pixel, et la matrice variance covariance de chaque segment a
e´te´ calcule´e, tous les e´le´ments e´tant ainsi maˆıtrise´s pour calculer la propagation d’erreur.
Les re´sultats des graphes (Figure 5.12.b) montrent bien que la propagation arrive a`
retrouver correctement l’incertitude sur le point de fuite. Il est clair sur ces graphes que la
longueur des segments a un impact direct sur la pre´cision du point de fuite. La position du
point de fuite influence aussi sa pre´cision. Par exemple le point de fuite pour les verticales
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aura, tre`s logiquement, une meilleure pre´cision en abscisse, et sera moins pre´cis en y. En
conclusion, on note qu’afin d’augmenter la pre´cision sur le point de fuite, il faut avant
tout ame´liorer la de´tection de segments.
(a) (b)
Fig. 5.12. a) Des ensembles de segments artificiels utilise´s pour tester la de´tection des points de fuite. b) L’erreur
sur la de´termination du point de fuite en fonction du bruit apporte´ sur les extre´mite´s des segments simule´s.
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A titre d’exemple, l’extraction des trois points de fuite et le calcul d’incertitude sur ceux-ci
ont e´te´ effectue´s sur l’image de la Figure 5.13, les re´sultats sont les suivants (Table 2) :
Fig. 5.13. Re´sultats de de´tection des points de fuite sur un baˆtiment a` Nantes
Point de fuite X (pixels) Y (pixels) σx σy
Vertical (orange) 1026 -15788 7.2 117.6
Horizontal 1 (vert) 5148 1662 7.30 2.1
Horizontal 2 (violet) -1808 1652 2.8 0.5
Tableau 5.3. Les coordonne´es des trois points de fuite extraits automatiquement de l’image de la Figure 5.13, avec
leurs e´cart-types
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5.5.1 Re´sultats en images
Quelques exemples de re´sultats de de´tection des points de fuite sur diffe´rentes images sont
pre´sente´s (Figure 5.14).
Fig. 5.14. Quelques re´sultats de de´tections : sur l’image originale, sont superpose´s les points H, dont les couleurs
traduisent l’attribution automatique a` tel ou tel cercle K (et donc tel ou tel point de fuite)
Avec l’aide de la de´tection des points de fuite, plusieurs points de fuite qui a` l’œil ne sont
pas de´tecte´s ont pu eˆtre extraits. C’est le cas des volets. En effet au premier abord, comme il
peut eˆtre constate´ sur la Figure 5.15, on peut dire que l’image ne comporte que deux points
de fuite.
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Fig. 5.15. Exemple d’un baˆtiment contenant des volets.
Mais une fois l’algorithme applique´, plusieurs points de fuite ont e´te´ de´tecte´s, a` cause des
volets sur les baˆtiments. En effet ces volets forment un petit angle avec la fac¸ade. On peut
voir ces re´sultats dans la Figure 5.16.
Fig. 5.16. Re´sultats de l’algorithme sur des baˆtiments ayant des volets, montrant bien la sensibilite´ de la me´thode.
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5.5.2 Performances et temps de calcul
L’algorithme de´veloppe´ a donc une re´solution angulaire tre`s inte´ressante, puisqu’il est
capable de se´parer des segments appartenant a` des plans d’orientation tre`s proches (cas des
volets).
La partie calcul des points de fuite, sans le calcul d’incertitude, se fait en temps re´el (0.04
seconde avec un processeur intel Xeon, 1.60 Ghz et 2 Go de Ram, taille de l’image 3008 x
2000, 6 millions de pixels). Donc pour des applications temps re´el, ou` dans un premier temps
il n’est pas ne´cessaire d’avoir la pre´cision sur le point de fuite, l’algorithme est ope´rationnel
de manie`re satisfaisante. La partie calcul d’incertitude varie, avec cet ordinateur peu puissant
et sans aucune optimisation spe´cifique, entre 30 secondes et 1 minute en fonction du nombre
de segments de l’image.
5.6 Conclusion
Un algorithme entie`rement automatique de de´tection de points de fuite dans des images
de sce`nes urbaines a e´te´ pre´sente´ dans ce chapitre.
Cette approche travaille dans l’espace a` 2 dimensions de l’image et s’appuie sur un the´ore`me
classique de ge´ome´trie projective (the´ore`me de Chasles-Steiner, qui est une ge´ne´ralisation du
the´ore`me de Thale`s pour l’ensemble des coniques), qui permet de transformer le proble`me
de de´tection des points de fuite a` partir de segments et leur incertitude en un proble`me de
de´tection de cercles dans un nuage de points (chaque point correspond a` un segment, et a`
chaque point on associe une incertitude). L’extraction de cercles utilise une me´thode robuste
de type RanSac [Fischler et Bolles, 1981], modifie´e pour eˆtre tre`s rapide par rapport a` des
techniques accumulatives (de type Hough ou autres).
Notre apport principal a e´te´ la mise en place de la propagation d’incertitude a` partir de
la pre´cision des segments de´tecte´s. Graˆce a` la connaissance des incertitudes il a ensuite e´te´
possible de de´finir, de manie`re intrinse`que a` l’image, une tole´rance de capture pour le RanSac.
Ceci rend l’algorithme entie`rement automatique, sans ne´cessite´ d’ajuster pour chaque image
une tole´rance.
Cette estimation robuste a e´te´ ensuite raffine´e par une propagation d’incertitude par
moindres carre´s exploitant les variances individuelles de chaque segment. L’algorithme de´ve-
loppe´ est robuste, sa pre´cision est la meilleure au sens des moindres carre´s compte tenu des
incertitudes associe´es aux segments de´tecte´s, et en outre il est entie`rement automatique.
Comme cela a e´te´ pre´sente´ dans les re´sultats, cet algorithme fonctionne aussi bien quelle
soit la distance du point de fuite a` l’image, meˆme quand il va vers l’infini (voir chapitre 6.8),
et il est extreˆmement rapide.
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5.7 L’algorithme en quelques images
(e´tape 1) (e´tape 2) (e´tape 3)
(e´tape 4)
(re´sultat 1) (re´sultat 2) (re´sultat 3)
Fig. 5.17. Illustration des diffe´rentes e´tapes de l’algorithme
90
6
De´tection des points de fuite dans l’espace de
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6.1 Introduction
Introduit par Barnard [Barnard, 1983], le concept dit de la sphe`re de Gauss est celui
d’une sphe`re de rayon d’unite´ avec pour origine le centre de perspective (le sommet de prise
de vue). Chaque segment de l’espace image de´finit un plan avec le centre de perspective,
ge´ne´ralement appele´ plan d’interpre´tation. Les plans d’interpre´tation coupent la sphe`re de
Gauss selon des grands cercles, et cette sphe`re est utilise´e comme un espace d’accumulation
pour ces grands cercles. Une des principales difficulte´s de cette approche est l’e´tape d’accu-
mulation. En outre, la discre´tisation engendre l’introduction d’un parame`tre lie´ au pas de
discre´tisation qui n’est pas simple a` ge´rer. Plusieurs de ces proble`mes sont bien explique´s
dans l’article de Shuffelt [Shufelt, 1999], qui propose une me´thode d’extraction de points de
fuite en faisant pre´alablement des hypothe`ses sur la ge´ome´trie de la sce`ne.
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[Collins et Weiss, 1990] ont propose´ de travailler sur une sphe`re unite´, ensuite ils utilisent
des me´thodes statistiques afin d’extraire les points de fuite. Reprenant ce concept de la sphe`re
de Gauss, une nouvelle me´thode de de´tection des points de fuite est propose´e dans ce chapitre.
Dans cette me´thode l’extraction des points de fuite se fait sans l’e´tape d’accumulation, ce qui
implique une vitesse bien plus e´leve´e de l’algorithme, et ceci graˆce a` une complexite´ re´duite.
Le proble`me de de´tection des points de fuite est transforme´ en une recherche de plans coupant
la sphe`re. Il est important de signaler que la me´thode propose´e fonctionne sans avoir aucune
information pre´alable sur la sce`ne et se fait de manie`re totalement automatique. D’autre part,
elle peut s’affanchir de la connaissance des parame`tres d’e´talonnage de la came´ra.
6.2 Pre´sentation de la me´thode
6.2.1 De´finition de la ge´ome´trie du syste`me
L’origine est choisie a` une distance D du plan image le long de la perpendiculaire a`
l’image issue de son centre (Xo, Y o). Les axes X et Y sont paralle`les aux axes de l’image
(Figure 6.2.1).
A chaque segment de l’image est associe´ un plan passant par l’origine O (cf Figure 6.2.1.a).
Si l’origine O est prise au centre optique, et donc a` une distance focale F de l’image, ce plan
est classiquement nomme´ le plan d’interpre´tation [Barnard, 1983]. Mais, comme on le verra
plus tard, la pre´sente e´tude n’entraˆıne aucune obligation de prendre comme origine le centre
optique, et O peut eˆtre choisi librement hors du plan image. Notons que (cf. Figure 6.2.1.b)
L1 et L2 sont les extre´mite´s du segment dans l’espace objet, et l1 et l2 sont les projections de
ceux-ci dans l’espace image.
Le plan passe donc par l’origine O et la droite portant le segment (Figure 6.2.1).
Oi
l2
l1
θ
image
X
Y
ρ
Y
Z
X
−→
N
O
Oi l1
l2
L1
L
D
PlanImage
(a) (b)
Fig. 6.1. a) Syste`me d’axes de l’image. On rappelle l’e´quation polaire de la droite passant par le segment l1 − l2 :
X sin θ + Y cos θ = ρ. b) Illustration du plan passant par l’origine O et le segment l1 l2.
Le vecteur N est la normale passant par O au plan forme´ par l1, l2 et O. Le syste`me
d’axes utilise´ ici a un Y oriente´ dans le plan de l’image et vers le haut de celle-ci, et l’axe
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des Z est perpendiculaire au plan de l’image. Si chaque droite du plan XY est de´finie par
son e´quation polaire (X sin θ + Y cos θ = ρ) en fonction de ρ et de θ, coordonne´es polaires
de chaque segment dans le plan image compte´es depuis l’origine de l’image (Figure 6.2), sa
normale peut eˆtre de´finie de la fac¸on suivante (e´quation 6.1) :
Nx = − D sin θ√
D2 + ρ2
Ny = − D cos θ√
D2 + ρ2
Nz = − ρ√
D2 + ρ2
(6.1)
En normalisant tous les vecteurs normaux au plan issus de O, les extre´mite´s de ceux-ci se
retrouvent sur une sphe`re unite´ (Figure 6.2).
V
O
−→
n2
−→
n3
−→
n1
pi1
pi2
pi3
D
Fig. 6.2. Ge´ome´trie du syste`me
Ainsi une ”projection” sur une sphe`re unite´ a e´te´ effectue´.
6.2.2 Ge´ome´trie et de´finition des plans de fuite
La me´thode pre´sente´e ici est base´e sur la proprie´te´ suivante des normales : si les normales
issues de O correspondent a` des segments d’une meˆme gerbe perspective allant vers un point
de fuite donne´, elles sont coplanaires.
Le plan de´fini par ces normales sera appele´ par la suite le plan de fuite, car la normale issue
de O a` ce plan perce le plan image sur le point de fuite V . La Figure 6.3 montre une image
de baˆtiment avec les normales correspondantes. Pour montrer les vecteurs normaux issus de
O, leurs extre´mite´s sont repre´sente´es sous forme de points.
Quelques auteurs ont utilise´ cette ge´ome´trie : [Antone et Teller, 2000], [Weiss et al., 1990].
Mais tous ont pris leurs origines sur le centre optique, donc a` une distance F de l’image. Le
proble`me traite´ ici est plus ge´ne´ral, la valeur de D comme la position du PPA pouvant tre`s
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(a) (b)
Fig. 6.3. a) Image d’un baˆtiment qui contient quatre points de fuite, b) illustration des extre´mite´s des normales sur
la sphe`re unite´.
bien eˆtre inconnus, faute d’e´talonnage pre´alable. La me´thode pre´sente´e ci-apre`s n’exige en
rien la connaissance de ces parame`tres. La position de O peut eˆtre prise de fac¸on arbitraire,
et pas ne´cessairement pre`s du centre optique. En effet les familles de plans contenant le point
O ainsi que chaque segment passent ne´cessairement par le point de fuite relatif a` celui-ci, ou`
que soit situe´ ce point O dans l’espace. Il est toutefois ne´cessaire de situer O a` une distance
raisonnable de l’image si l’on ne veut pas rencontrer des proble`mes purement nume´riques lors
des calculs. En effet on voit bien que si O est tre`s distant du plan image, les plans de fuite
vont devenir tre`s proches d’un plan paralle`le a` l’image et seront donc tre`s difficiles a` se´parer
les uns des autres. Et inversement, si O est tre`s proche du plan image, les plans de fuite seront
bien se´pare´s mais ils seront tre`s voisins d’une perpendiculaire au plan image, et donc leurs
vecteurs normaux vont percer le plan image selon un angle tre`s faible, ce qui sera donc aussi
une source d’impre´cision nume´rique. Les valeurs satisfaisantes pour D peuvent varier assez
largement, mais lorsque D prend pour valeur la plus grande dimension de l’image, aucun
proble`me d’impre´cision nume´rique n’a e´te´ observe´.
O1
O2
V
Fig. 6.4. Illustration des e´lements ge´ome´triques utilise´s dans les algorithmes : l’ensemble des plans construits a` partir
des segments de l’image et contenant O se coupent en V, quelle que soit la position de O.
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Le proble`me de de´tection des diffe´rentes familles de directions de l’image correspondant a`
des directions paralle`les de l’espace objet revient donc a` de´tecter tous les plans significatifs
forme´s par les extre´mite´s des normales issues de O et de longueur unite´. Dans la suite de ce
chapitre la me´thode d’extraction des plans sera approfondie et sera comple´te´e par une e´tude
sur la propagation d’erreur sur les re´sultats obtenus pour le point de fuite.
6.3 Algorithme de de´tection des points de fuite
L’algorithme propose´ se de´roule en 3 e´tapes :
1. de´tection des segments sur l’image,
2. extraction des plans de fuite,
3. propagation d’erreurs sur le point de fuite.
Nous ne de´taillerons pas ici la partie de´tection de segments. Pour plus de de´tails, voir les
chapitres 2.3.2 et 5.3.1.
6.3.1 Extraction des plans de fuite
Une fois les segments de´tecte´s sur l’image, ainsi que les droites portant ces segments, les
normales peuvent eˆtre facilement calcule´es. Maintenant le proble`me pose´ est l’extraction des
diffe´rents plans dans un ensemble de nuages de points. Pour cela une me´thode inspire´e du
RanSac [Fischler et Bolles, 1981] a e´te´ imple´mente´e. RanSac est un estimateur robuste qui
repose sur le principe de tirage ale´atoire. Tous les parame`tres ne´cessaires pour le de´roulement
du RanSac sont brie`vement de´crits dans l’annexe A, sauf qu’ici il faut trouver le mode`le
adapte´ pour des nuages de points entremeˆle´s. Dans le cas des plans de fuite, plusieurs nuages
de points co-existent. Il a donc fallu apporter quelques changements a` la me´thode du RanSac.
Les principaux portent sur :
– la tole´rance sur l’erreur adapte´e au mode`le t,
– le nombre de tirages N ,
– le nombre acceptable de donne´es T pour obtenir un consensus.
Le principe de l’algorithme est le suivant :
– 2 normales sont tire´es de manie`re ale´atoire (N1, N2),
– calcul du produit vectoriel entre les 2 normales, le produit vectoriel de N1 avec N2 de´finit
la normale au plan (Vp),
– toute la pile des normales est parcourue pour trouver d’autres normales coplanaires avec
les deux premie`res, avec la condition que Vp leur soit orthogonale avec une tole´rance t.
– Apre`s Nb ite´rations, le plan qui a agre´ge´ le plus grand nombre de normales est garde´
comme un plan de fuite,
– les normales classe´es dans un plan sont retire´es de la pile principale,
– tout le processus pre´ce´dent se re´pe`te jusqu’a` ce qu’il n’y ait plus que 4 normales dans
la pile.
Un des parame`tres tre`s importants qui a e´te´ e´tudie´ afin de pouvoir assurer une de´tection
automatique des points de fuite est le calcul de la de´finition de la valeur de tole´rance t. La`
est l’essentiel de la diffe´rence entre divers algorithmes possibles, plus ou moins automatiques.
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Cette valeur doit s’adapter aux caracte´ristiques de l’image. Ici la valeur de la tole´rance est
de´finie en fonction des matrices d’incertitude sur les parame`tres de la droite sur l’image.
Cette incertitude est ensuite propage´e sur les normales aux plans contenant les segments et
passant par O, et il peut en eˆtre de´duit directement l’incertitude angulaire de la normale aux
plans de fuite.
La me´diane de toutes ces valeurs angulaires de´finira la tole´rance t (voir Figure 6.5 et l’al-
gorithme 1).
Le nombre de tirages ne peut pas se calculer conventionnellement avec la me´thode pro-
babiliste donne´e par Fichler et Bolles [Fischler et Bolles, 1981] car aucune connaissance a`
priori n’est disponible. Il est impossible de dire d’avance quel pourcentage de points est bon
et quel pourcentage ne l’est pas. Une normale appartenant a` un plan est un inlier pour son
plan a` lui et sera conside´re´e comme un outlier pour un autre plan, il est donc impossible de
trancher sur une stricte base probabiliste. De fac¸on empirique, il a e´te´ trouve´ satisfaisant de
prendre pour Nb la moitie´ du nombre de segments de l’image. Ainsi le choix de Nb s’adapte
tout seul a` l’image, et donc le traitement reste entie`rement automatique.
Algorithme 1 Calcul de la tole´rance t pour le processus du RanSac
Pileαi =
for i = 0 to nombre de normales do
Calcul de la matrice variance-covraiance des normales N en fontion de la matrice variance-covariance de θ et ρ∑
Nx,y,z
= J
∑
θ,ρ J
t {J est la matrice jacobienne de la normale N (e´quation 6.1) en prenant en compte de θ et
ρ}
−→
δN =
−→
N + (σNx , σNy , σNz )
αi = | arccos
(
(N|δN)
||N||·||δN||
)
|
Pileαi ⇐ αi
end for
Calcul de la tole´rance (t)
return t⇐ mediane de Pileαi
Fig. 6.5. Illustration de la tole´rance t.
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Un exemple de la de´tection des points de fuite avec l’algorithme des plans sur la pyramide
du Louvre est propose´ (Figure 6.6), ainsi qu’un autre re´sultat sur un baˆtiment parisien
contenant 4 points de fuite (Figure 6.7).
(a) (b)
Fig. 6.6. Illustration de la de´tection des points de fuite avec la me´thode des plans.
Fig. 6.7. Illustration de la de´tection des points de fuite avec la me´thode des plans.
6.3.2 Propagation de l’erreur et analyse de l’incertitude sur le vecteur du point
de fuite
Pour comple´ter la de´marche de de´tection de points de fuite, le calcul d’incertitude sur la
localisation du vecteur normal au plan de fuite est effectue´. La de´marche est similaire a` celle
pre´sente´e dans le chapitre 5.4 avec l’aide de la me´thode de Gauss-Helmert. Notre objectif est
de propager l’incertitude des segments sur la localisation du point de fuite. Pour cela dans
un premier temps nous avons besoin de la propager sur celle des vecteurs normaux N .
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La matrice variance-covariance du vecteur N peut eˆtre aise´ment calcule´e directement en
fonction de la matrice d’incertitude de son segment de´tecte´ c’est a` dire en fonction de θ et ρ.
En reprenant les relations de 6.1, et en appliquant la propagation d’erreur nous obtenons :
ΣNi =


− (D) cos(θ)√
D2+ρ2
(D) sin(θ)ρ
(D2+ρ2)3/2
(D) sin(θ)√
D2+ρ2
(D) cos(θ)ρ
(D2+ρ2)3/2
0 − 1√
D2+ρ2
+ ρ
2
(D2+ρ2)3/2


[
σ2i(θ) σi(θ,ρ)
σi(θ,ρ) σ
2
i(ρ)
]


− (D) cos(θ)√
D2+ρ2
(D) sin(θ)ρ
(D2+ρ2)3/2
(D) sin(θ)√
D2+ρ2
(D) cos(θ)ρ
(D2+ρ2)3/2
0 − 1√
D2+ρ2
+ ρ
2
(D2+ρ2)3/2


T
(6.2)
6.3.3 Choix du mode`le
L’e´quation d’un plan P passant par l’origine et par un point du vecteur normal quelconque
N = [Nx, Ny, Nz]T , est de´finie de la manie`re suivante :
P ≡ aNx + bNy + cNz = 0 (6.3)
avec

ab
c

 comme normale au plan.
La distance de l’extre´mite´ de la normale N a` ce plan est e´gale a` :
dN,P =
|aNx + bNy + cNz|√
a2 + b2 + c2
(6.4)
En imposant que
√
a2 + b2 + c2 = 1 le mode`le de distance est simplifie´ :
dN,P = |aNx + bNy + cNz| (6.5)
Notre mode`le sera alors :
d2N,P = (aNx + bNy + cNz)
2 (6.6)
En employant le mode`le de Gauss-Helmert de´fini dans le chapitre 5.4, Ax+Bv = b. A est
la matrice Jacobienne par rapport aux inconnues (le vecteur normal du plan), B est la matrice
Jacobienne par rapport aux observations qui sont les N . x est le vecteur des inconnues

ab
c

,
v est le vecteur des observations. Par ailleurs nous avons aussi calcule´ la matrice variance-
covariance pour chaque N , on peut alors utiliser ses matrices d’incertitude (e´quation 6.2). A
ce syste`me d’e´quations nous rajoutons la conditions de normalite´ a2 + b2 + c2 = 1 car comme
le plan passe par l’origine, il n’y a en fait que 2 inconnues inde´pendantes. La re´solution de ce
syste`me se fait classiquement avec la me´thode de Gauss-Helmert [Cooper, 1987].
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6.4 Comparaison avec l’aide d’une me´thode externe :
utilisation d’un photothe´odolite
On peut essayer de mesurer de fac¸on inde´pendante et plus pre´cise les coordonne´es que l’on
devrait trouver pour les points de fuite, et alors deux options sont envisageables : travailler
sur des images de synthe`se, ou employer un photo-the´odolite. Celui-ci permet l’acquisition
d’images avec une came´ra e´talonne´e, et l’orientation de l’axe optique est mesure´e avec une
extreˆme pre´cision graˆce au the´odolite qui est inclus dans la monture de la came´ra. Pour plus
d’information sur le photo-the´odolite voir [Grenier, 2006].
Fig. 6.8. Le photo-the´odolite de l’IGN : il associe un tache´ome`tre Trimble 5603 a` une came´ra nume´rique MARLIN
(Allied Vision Technologies). La came´ra est situe´e sous la lunette. Le repe`re lunette (X,Y, Z) sera le plus utilise´ : l’axe
Y est confondu avec l’axe de vise´e du tache´ome`tre (image et le´gende emprunte´es a` Lazare Grenier [Grenier, 2006].
La validation a e´te´ mene´e de la fac¸on suivante : trois images successives d’une meˆme
sce`ne ont e´te´ prises, pre´sentant un baˆtiment dont les trois points de fuite correspondent a`
des directions orthogonales, avec des angles de prises de vue assez diffe´rents. Les angles du
the´odolite ont e´te´ enregistre´s a` chaque fois.
Les trois images ont e´te´ traite´es afin d’en extraire de fac¸on automatique les points de fuite.
Les angles ω et φ, calcule´s a` partir de [Patias et Petsa, 1993] (voir chapitre 4.4) en utilisant
les valeurs de distance focale et de position du PPA issues d’une calibration, sont directement
lie´s aux angles H et V mesure´s sur le the´odolite. Les e´carts d’orientation entre les images 1
et 2, puis 2 et 3 ont e´te´ compare´s selon que l’on exploite les points de fuite ou les valeurs
mesure´es au the´odolite : ils sont de l’ordre de 1 grade. Ceci correspond sur un segment de 1
m (longueur moyenne des segments de ces images) a` une erreur de l’ordre de 1 cm, ce qui est
donc un ordre de grandeur satisfaisant.
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Z
X
Y
ω
φ
κ
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V
camera field
Fig. 6.9. Sce`ne image´e pour la validation utilisant le photothe´odolite. Illustration du syste`me d’axes.
Angles en grades ω V φ H
Im. 1 25.362 326.058 28.509 393.131
Im. 2 33.809 333.601 46.415 411.355
Im. 3 24.538 325.087 33.134 395.983
Tableau 6.1. Observations faites sur trois images a` l’aide d’un photothe´odolite
Var Image Var ω V arV Dif V arφ V arH Dif
Im. 2/1 −8.446 −7.543 −0.903 −17.905 −18.224 0.318
Im. 3/2 9.270 8.514 0.756 13.280 15.372 −2.091
Tableau 6.2. Mesure des changements d’orientation entre trois images successives d’une meˆme sce`ne en exploitant
les points de fuite (angles ω et φ) ou les mesures H et V du the´odolite. Les diffe´rences (colonnes ”Dif”) sont petites,
de l’ordre de 1 grade
6.5 Evaluation et performances
Suivant la meˆme de´marche adopte´e dans le chapitre 5.5, et en travaillant sur la meˆme base
d’images urbaines (Figure 5.11) nous avons e´value´ l’efficacite´ de l’algorithme pre´sente´ pour
la de´tection des points de fuite. Les re´sultats obtenus sont les suivants :
Pourcentage de de´tections correctes du point de fuite correspondant aux verticales 100%
Pourcentage de de´tections correctes des points de fuites correspondant aux horizontales 96%
Tableau 6.3. Re´sultats sur la base d’images urbaines (cf. Figure 5.11)
Comme on peut le noter, les re´sultats de de´tection des points de fuites des horizontales
sont ame´liore´s de 4% par rapport a` la me´thode des cercles. Ce qui de´montre qu’en termes
de re´solution ge´ome´trique l’algorithme des plans est un peu plus performant que celui des
cercles.
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6.6 Temps de calcul
La partie calcul des points de fuite sans le calcul d’incertitude se fait en temps re´el (0.02
seconde avec un processeur intel Xeon, 1.60Ghz et 2 Go de Ram, taille de l’image 3008 x
2000, 6 millions de pixels). Donc pour des applications temps re´el, ou` dans un premier temps
il n’est pas ne´cessaire d’avoir la pre´cision sur le point de fuite, l’algorithme est ope´rationnel
de manie`re satisfaisante.
101
Chapitre 6. De´tection des points de fuite dans l’espace de la sphe`re de Gauss : me´thode des plans
6.7 Quelques re´sultats en images
Fig. 6.10. Quelques re´sultats de de´tections avec la me´thode des plans
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6.8 Ele´ments de comparaison de la pre´cision des algo-
rithmes de de´tection de point de fuite
Estimation de l’impact de la distance entre le point de fuite et l’image
Trois algorithmes de de´tection de points de fuite ont e´te´ compare´s : 1 - la me´thode des
cercles (chapitre 5), 2 - la me´thode des plans (chapitre 6), 3 - la me´thode plus classique
base´e sur l’intersection des segments ([Rother, 2002]). Les estimations de performances ont
e´te´ faites avec l’aide de segments synthe´tise´s, afin d’e´valuer l’efficacite´ meˆme quand le point
de fuite est extreˆmement loin de l’image. La dimension de l’image choisie est de 3008 x 2000
pixels, et la distance focale est de 3000 pixels. Pour chaque image, approximativement 100
segments, d’environ 200 pixels de long, sont ge´ne´re´s. Les estimations utilisent deux niveaux
de bruit gaussien, l’un avec un e´cart-type, juge´ comme re´aliste, de 0.2 pixel (pour chacun des
deux points d’extre´mite´s de chaque segment), et l’autre avec un e´cart type de 1 pixel, pour
e´valuer l’impact sur des situations avec un bruit e´leve´. Rappelons en effet (selon C.Thom,
dans [Kasser et Egels, 2001],§ 1.9.3.1) : ”En ce qui concerne les de´tails ponctuels, la pre´cision
est la` toute trouve´e : il n’y a aucun moyen de de´terminer la position du de´tail a` l’inte´rieur
de son pixel. D’ou` une pre´cision e.m.q. en x et y de 0,29 pixel, inde´pendante de la pre´cision
radiome´trique”.
Le syste`me de re´fe´rence est le meˆme que dans la Figure 5.6, avec l’origine du syste`me dans
le coin supe´rieur gauche de l’image. Les coordonne´es x du point de fuite sont fixe´es a` 1504
pixels. Pour chaque nouvelle ite´ration, 1000 pixels sont enleve´s a` la coordonne´e y du point
de fuite artificiel qui varie donc de 0 a` −1000000 pixels. On peut conside´rer que pour une
image de 3008 x 2000 pixels, 1000000 pixels est une valeur quasiment infinie (Figure 6.11).
L’erreur angulaire est de´finie comme la diffe´rence des angles entre la direction the´orique du
point de fuite et la direction du point de fuite estime´.
Comme on peut le voir dans les Figures 6.12 et 6.13, le re´sultat important est que la
distance plus ou moins grande du point de fuite n’a pas du tout d’impact sur la pre´cision
de de´termination de sa direction, pour les nouvelles me´thodes utilise´es (1 et 2 ci-dessus). En
d’autres termes, la me´thode des cercles, comme la me´thode qui utilise la sphe`re de Gauss (on
peut noter que cette dernie`re est nettement moins sensible au bruit des segments), ope`rent
de fac¸on satisfaisante quelle que soit la localisation du point de fuite. Le facteur majeur
qui influence la de´termination de la localisation du point de fuite est, comme pre´visible, le
bruit sur les segments. En l’absence de bruit, l’erreur angulaire est toujours nulle, montrant
la stabilite´ de la me´thode de calcul. On note sans surprise que pour un bruit de 0.2 pixel,
l’erreur trouve´e pour la direction du point de fuite est approximativement 5 fois plus faible
que pour un bruit de 1 pixel. Par contre la me´thode base´e sur l’intersection des segments est
fortement influence´e par la distance du point de fuite a` l’image. Meˆme dans un cas de faible
bruit l’erreur angulaire de´passe souvent 5 degre´s 6.14. En conclusion on peut dire que les
me´thodes base´es sur l’intersection des segments ne sont pas du tout adapte´es aux points de
fuite qui tendent vers l’infini.
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(y = −1000) (y = −500) (y = −5000)
(y = −10000) (y = −50000) (y = −100000)
Fig. 6.11. Exemple des diffe´rentes configurations de la localisation du point de fuite et des segments. La coordon-
ne´e en x reste toujours la meˆme, (x = 1500 pixels). Les cercles sont superpose´s aux segments pour une meilleure
compre´hension. Dans cette illustration, les segments ne sont pas bruite´s.
Fig. 6.12. Re´sultats de la comparaison des trois me´thodes de de´tection des points de fuite : me´thode des cercles (cf.
chapitre 5)
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Fig. 6.13. Re´sultats de la comparaison des trois me´thodes de de´tection des points de fuite : me´thode des plans (cf.
chapitre 6)
Fig. 6.14. Re´sultats de la comparaison des trois me´thodes de de´tection des points de fuite : me´thode d’intersection
des segments (cf. [Rother, 2002])
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6.9 Conclusion
Un nouvel algorithme de de´tection des points de fuite utilisant la sphe`re de Gauss, mais
sans les inconve´nients des processus d’accumulation habituels, a e´te´ pre´sente´ dans ce chapitre.
L’avantage majeur par rapport aux pre´ce´dents algorithmes est celui de sa rapidite´, tout en
gardant une excellente pre´cision. La connaissance des parame`tres d’e´talonnage (y compris
la distorsion, sauf si elle est forte au point de perturber l’extraction des segments), n’y est
d’ailleurs pas obligatoire. L’ame´lioration conside´rable de l’efficacite´ est due a` l’utilisation de
la me´thode RanSaC, qui introduit une excellente robustesse dans l’estimation sans exiger de
connaissance pre´alables sur les images.
Les chapitres 5 et 6, ont pre´sente´ deux me´thodes efficaces pour l’extraction des points
de fuite dans les images. En plus de la localisation du point de fuite dans celles-ci, les deux
algorithmes permettent le calcul de l’incertitude sur ces de´terminations. Dans la suite de
cette e´tude, nous allons utiliser les re´sultats issus de ces algorithmes pour l’orientation des
images.
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7.1 Introduction
L’expression alge´brique de la condition de coplanarite´ a e´te´ pre´sente´e dans l’e´quation 2.1.
Il a e´te´ rappele´ a` cette occasion que les chercheurs de la communaute´ de vision par ordina-
teur pre´fe´raient une simplification base´e sur un regroupement des deux matrices de´crivant la
translation et la rotation. Dans la pre´sente approche, nous ne proce´dons pas a` cette simplifi-
cation, et nous proposons donc de garder les e´quations telles quelles. Bien que l’emploi de la
matrice essentielle ait de nombreux avantages, le fait que les parame`tres de rotation et trans-
lation soient entremeˆle´s engendre des dysfonctionnements, notamment quand la translation
est tre`s petite voire nulle. D’un autre cote´, il a e´te´ de´montre´ que, en the´orie, les me´thodes
de re´solutions de l’orientation relative avec l’aide de 5 points ne devraient pas cre´er d’am-
bigu¨ite´ de re´solution lorsque tous les points sont coplanaires. Ne´anmoins, dans [Segvic et al.,
2007], une e´tude approfondie montre clairement les failles des me´thodes de 5 points base´es
sur l’emploi de la matrice essentielle dans les sce`nes planes.
C’est pour cela que, dans notre e´tude, nous avons cherche´ a` donner une nouvelle mode´-
lisation des e´quations de coplanarite´, ou` les parame`tres de la rotation et de la translation
sont des parame`tres explicites des e´quations pose´es et ne sont pas entremeˆle´s. Dans la par-
tie 7.2, nous mode´liserons les e´quations d’orientation relative afin de construire un syste`me
polynomial. Le nouvel algorithme de re´solution de l’orientation relative est pre´sente´ dans la
partie 7.4. Pour conclure, dans la partie 7.5, la pre´sente me´thode est compare´e a` la me´thode
de re´solution, dite des 5 points, de [Stewe´nius et al., 2006], qui a fait l’objet de publications
tre`s re´centes, et dont les codes de calcul sont publics 1.
7.2 Mode´lisation alge´brique de l’orientation relative
Dans cette partie nous de´crivons les diffe´rentes possibilite´s de mode´lisation de la contrainte
de coplanarite´, en fonction des diffe´rentes mode´lisations de la rotation et translation.
7.2.1 Mode´lisation de la rotation dans l’espace 3D
Une rotation dans l’espace a` 3 dimensions pre´sente 3 degre´s de liberte´. Il existe plusieurs
manie`res de repre´senter les rotations. Pendant longtemps, en photogramme´trie analogique,
les angles d’Euler ont e´te´ employe´s. Avec la photogramme´trie nume´rique, il est plus judicieux
d’employer une repre´sentation vecteur et angle [Kasser et Egels, 2001]. Dans le cas pre´sent
nous cherchons des mode´lisations qui soient les mieux adapte´es a` la re´solution directe de nos
e´quations polynomiales, c’est-a`-dire les moins complique´es possible. Nous pre´sentons plusieurs
des mode´lisations e´tudie´es.
Repre´sentation a` l’aide des quaternions (4 parame`tres)
La manipulation nume´rique de la matrice rotation est beaucoup plus simple avec les
quaternions. La matrice de rotation correspondant au quaternion Q de la forme : Q =
1. http://vis.uky.edu/~stewe/FIVEPOINT/
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a+ bi+ cj + dk (ou` a, b, c, d sont des nombres re´els) s’e´crit de de la manie`re suivante :
RQ =


1− 2 c2 − 2 d2 2 bc− 2 da 2 bd+ 2 ca
2 bc+ 2 da 1− 2 b2 − 2 d2 2 cd− 2 ba
2 bd− 2 ca 2 cd+ 2 ba 1− 2 b2 − 2 c2

 , (7.1)
avec la condition que |Q| = 1 c’est-a`-dire √a2 + b2 + c2 + d2 = 1. Avec cette mode´lisation, le
nombre d’inconnues a` estimer pour la matrice de rotation est e´gal a` 4.
Repre´sentation a` l’aide de la formule de Thompson (3 parame`tres)
Moins connue que les autres repre´sentations de la rotation, la rotation de [Thompson,
1959] formalise une matrice de rotation avec 3 inconnues.
1
∆

 ∆′ −ν µν ∆′ −λ
−µ λ ∆′

+ 1
2∆

λµ
ν

 [λ µν ] (7.2)
avec ∆ = 1 + 1
4
(λ2 + µ2 + ν2) et ∆′ = 1− 1
4
(λ2 + µ2 + ν2).
Repre´sentation a` l’aide de la formule de d’Olinde-Rodrigues (3 parame`tres)
Cette repre´sentation mode´lise la rotation a` l’aide d’un vecteur unitaire ω, qui est l’axe de
la rotation, et l’angle de rotation θ autour de celui-ci.
Rver = I cos θ + sin θ [ω]× + (1− cos θ)ω tω. (7.3)
Repre´sentation a` l’aide de la transforme´e de Cayley (3 parame`tres)
Cette repre´sentation est tre`s employe´e en robotique [Fauge`re et al., 2006] et permet de
repre´senter la rotation a` l’aide d’une matrice antisyme´trique [Cayley, 1846].
Si A est une matrice antisyme´trique, A =

 0 −z yz 0 −x
−y x 0

, et la matrice de rotation est
obtenue a` l’aide de la transforme´e de [Cayley, 1846], (I + A)(I − A)−1 :
1
1 + x2 + y2 + z2

1 + x2 − y2 − z2 2xy − 2z 2y + 2xz2xy + 2z 1− x2 + y2 − z2 2yz − 2x
2xz − 2y 2x+ 2yz 1− x2 − y2 + z2

 . (7.4)
avec comme inconnues : x, y et z.
7.2.2 Mode´lisation de la translation dans l’espace 3D
La translation T , ([Tx, Ty, Tz]
T ) dans un espace a` 3 dimensions a 3 degre´s de liberte´. Or en
orientation relative, l’e´chelle ne peut eˆtre estime´e ce qui implique que le vecteur de translation
n’a que 2 degre´s de liberte´. Il est tout a` fait possible de contraindre un des e´le´ments du vecteur
de la translation, par exemple rajouter comme contrainte que Tx soit e´gal a` 1. Mais ce choix
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ne s’ave`re pas toujours judicieux, surtout en photogramme´trie terrestre ou` il peut y avoir des
angles forts de rotation autour les axes Y et Z, ce qui n’est pas le cas en photogramme´trie
ae´rienne. Dans cette optique, la seule contrainte qui semble adapte´e a` rajouter aux syste`mes
d’e´quations est la contrainte de vecteur unitaire pour la translation. Avec cette contrainte, il
est de´montre´ qu’il est tout a` fait possible de ge´rer la ste´re´o avant-arrie`re (translation en Z)
ainsi que les faibles translations, cas des images panoramiques par exemple. Contraindre la
translation a` eˆtre unitaire revient a` dire que le mouvement se fait a` la surface d’une sphe`re
unite´. Les diffe´rentes fac¸ons de mode´liser la translation unitaire sont cite´s ci-dessous.
Mode´lisation de la translation avec 3 parame`tres
Une des repre´sentations les plus simples consiste a` laisser la translation avec 3 parame`tres
Tx, Ty, Tz a` estimer, et de juste rajouter la contrainte de normalite´ Tx + Ty + Tz = 1.
Mode´lisation a` l’aide d’une sphe`re unite´
La base est conside´re´e comme un rayon de la sphe`re de rayon unite´. La translation peut
alors eˆtre mode´lise´e a` l’aide de 2 variables, u et v. Nous aurons :
Tx =
2u
u2 + v2 + 1
Ty =
2v
u2 + v2 + 1
Tz =
u2 + v2 − 1
u2 + v2 + 1
.
(7.5)
7.3 Re´solution des diffe´rents syste`mes polynomiaux ex-
primant l’orientation relative
Maintenant que nous avons des mode´lisations explicites pour la rotation et la translation,
nous pouvons construire diffe´rents syste`mes d’e´quations polynomiales. Dans la construction
de tels syste`mes, deux e´le´ments sont a` prendre en conside´ration : le nombre d’inconnues et le
degre´ du polynoˆme. Comme il faut prendre en compte simultane´ment ces deux contraintes,
il est ne´cessaire de faire des compromis. Nous avons donc analyse´ diffe´rents syste`mes poly-
nomiaux afin de choisir le mieux adapte´. Le choix s’est fait sous forme ite´rative, c’est-a`-dire
que pour chaque mode´lisation choisie, nous avons proce´de´ a` la re´solution directe a` l’aide des
outils pre´sente´s dans le chapitre 3. Les re´solutions polynomiales sont obtenues a` l’aide de la
librairie Salsa 2. Dans tous les cas pre´sente´s, ce sont les meˆmes points homologues qui ont e´te´
utilise´s.
Nous avons choisi la mode´lisation la plus efficace en fonction du temps de calcul et du
nombre de solutions obtenues. Les temps de calcul mentionne´s ci-apre`s sont tous obtenus,
bien e´videmment, avec la meˆme machine.
Nous pre´sentons ici les re´sultats obtenus pour les diffe´rents syste`mes polynomiaux.
2. Salsa, Solvers for ALgebraic Systems and Applications : http://fgbrs.lip6.fr/salsa/
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7.3.1 Syste`me a` 7 e´quations, 7 inconnues
Dans ce syste`me d’e´quations, la mode´lisation de la rotation est faite a` l’aide des qua-
ternions, pre´sente´e dans le paragraphe 7.2.1. La mode´lisation choisie pour la translation
est celle du paragraphe 7.2.2. Pour un couple de points homologues a = [xa, ya, f ]T et
a′ = [xa′, ya′, f ]T (f e´tant la distance focale), nous obtenons a` partir de la condition de
coplanarite´ (equation 2.1, rappel :
−→
V2 · (R−→V1 ∧ −→T ) = 0), l’e´quation suivante :
[
xa′ ya′ f
]  0 Tz −Ty−Tz 0 Tx
Ty −Tx 0




1− 2 c2 − 2 d2 2 bc− 2 da 2 bd + 2 ca
2 bc + 2 da 1− 2 b2 − 2 d2 2 cd− 2 ba
2 bd− 2 ca 2 cd + 2 ba 1− 2 b2 − 2 c2



xaya
f

 = 0.
(7.6)
En effectuant la multiplication nous avons :
(xa′(−Tz(2bc+ 2da) + Ty(2bd− 2ca)) + ya′(Tz(1− 2c2 − 2d2)− Tx(2bd− 2ca))+
f(−Ty(1− 2c2 − 2d2) + Tx(2bc+ 2da)))xa+ (xa′(−Tz(1− 2b2 − 2d2) + Ty(2cd+ 2ba))+
ya′(Tz(2bc− 2da)− Tx(2cd+ 2ba)) + f(−Ty(2bc− 2da) + Tx(1− 2b2 − 2d2)))ya2+
(xa′(−Tz(2cd− 2ba) + Ty(1− 2b2 − 2c2)) + ya′(Tz(2bd+ 2ca)− Tx(1− 2b2 − 2c2))+
(−Ty(2bd+ 2ca) + Tx(2cd− 2ba)))f = 0.
(7.7)
5 points homologues donnent 5 e´quations, auxquelles il faut ajouter les 2 contraintes de nor-
malite´, une pour le quaternion (a2 + b2 + c2 + d2 − 1 = 0), et l’autre pour la translation
(Tx + Ty + Tz − 1 = 0). Ce qui en tout donne 7 e´quations avec 7 inconnues.
Les inconnues de ce syste`me sont : Tx, Ty, Tz, a, b, c, d. L’ordre DRL est choisi sur les
moˆnomes.
Remarque : il a e´te´ pre´fe´re´ de garder les coordonne´es des points, avec explicitement la
distance focale. Cependant, on peut tre`s bien se passer de la distance focale, et alors utiliser
des coordonne´es homoge`nes.
Nombre de solutions
Avec cette mode´lisation le nombre de solution est e´gal a` 80. Nous rappelons que les
e´le´ments pour le calcul du nombre de solutions sont donne´s dans le chapitre 3. On peut
trouver une syme´trie dans celles-ci, due a` l’utilisation des quaternions, car Q(a, b, c, d) est
e´gal a` Q′(−a,−b,−c,−d).
Dure´e de la re´solution
La dure´e de re´solution avec l’aide du module GB et RUR de Salsa est e´gal a` 38.5 secondes.
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B = {1, Tz, Ty, Tx, d, c, b, a, T 2z , TyTz, TxTz, dTz, cTz, bTz, aTz, T 2y , TxTy, dTy, cTy, bTy, aTy, dTx,
cTx, bTx, aTx, d
2, cd, bd, da, c2, cb, ca, b2, ba, T 3z , TyT
2
z , TxT
2
z , dT
2
z , cT
2
z , bT
2
z , aT
2
z , T
2
y Tz,
TxTyTz, dTyTz, cTyTz, bTyTz, aTyTz, dTxTz, cTxTz, bTxTz, aTxTz, Tzd
2, Tzcd, Tzbd, Tzda,
Tzc
2, Tzcb, Tzca, Tzb
2, Tzba, T
3
y , TxT
2
y , dT
2
y , cT
2
y , bT
2
y , aT
2
y , Tyd
2, T 4z ,
TyT
3
z , TxT
3
z , dT
3
z , cT
3
z , bT
3
z , aT
3
z , T
2
y T
2
z , dTyT
2
z , cTyT
2
z , bTyT
2
z , aTyT
2
z , d
2T 2z }. (7.8)
7.3.2 Syste`me a` 6 e´quations, 6 inconnues
A l’aide de la repre´sentation de [Thompson, 1959] pour la matrice rotation, et en utilisant
la mode´lisation de la translation a` 3 parame`tres, nous obtiendrons un syste`me d’e´quations
polynomiales avec 6 inconnues et 6 e´quations. Dans cette mode´lisation, chaque couple de
points homologues donne l’e´quation suivante :
(xa(−4Tzν − 2Tzλµ− 4Tyµ+ 2Tyλν) + ya(4Tz + Tzλ2 − Tzµ2 − Tzν2+
4Txµ− 2Txλν) + f(−4Ty − Tyλ2 + Tyµ2 + Tyν2 + 4Txν + 2Txλµ))xa′+
(xa(−4Tz + Tzλ2 − Tzµ2 + Tzν2 + 4Tyλ+ 2Tyµν) + ya(−4Tzν + 2Tzλµ− 4Txλ−
2Txµν) + f(4Tyν − 2Tyλµ+ 4Tx − Txλ2 + Txµ2 − Txν2))ya′ + (xa(4Tzλ− 2Tzµν
+ 4Ty − Tyλ2 − Tyµ2 + Tyν2) + ya(4Tzµ+ 2Tzλν − 4Tx + Txλ2 + Txµ2 − Txν2)+
f(−4Tyµ− 2Tyλν − 4Txλ+ 2Txµν))f = 0. (7.9)
Les 5 points homologues donnent 5 e´quations, auquelles il faut rajouter l’e´quation de norma-
lite´ de la translation.
Les inconnues de ce syste`me sont : Tx, Ty, Tz, µ, λ, ν.
Nombre de solutions
A l’aide des notions pre´sente´es dans le chapitre 3.4, le nombre de solution est e´gal a` 40
B = {1, Tz, Ty, Tx, ν, µ,λ, T 2z , TyTz, T 2y , TxTz, TxTy, νTz, νTy, νTx, ν2, µTz, µTy, µTx, uν, µ2,λTz,λTy,
λTx,λν,λµ,λ
2, T 3z , TyT
2
z , T
2
y Tz, TxT
2
z ,
TxTyTz, νT
2
z , νTyTz, ν
2Tz, µT
2
z , µTyTz, µνTz,λT
2
z ,λνTz}.
(7.10)
Dure´e de la re´solution
La dure´e de calcul des bases de Gro¨bner ainsi que le calcul des racines re´elles a` l’aide de
Salsa est e´gal a` 13.8 secondes.
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7.3.3 Un autre syste`me a` 6 e´quations, 6 inconnues
En utilisant les quaternions et les e´quations parame´triques de la translation (e´qua-
tion 7.2.2), il est aussi possible d’obtenir un syste`me avec 6 e´quations et 6 inconnues. Dans
ce syste`me, chaque couple de points homologues donne l’e´quation suivante :
(xa((−t2 − s2 + 1)(2bc+ 2da) + 2s(2bd− 2ca)) + ya((t2 + s2 − 1)(1− 2c2 − 2d2)−
2t(2bd− 2ca)) + f(−2s(1− 2c2 − 2d2) + 2t(2bc+ 2da)))xa′+
(xa((−t2 − s2 + 1)(1− 2b2 − 2d2) + 2s(2cd+ 2ba)) + ya((t2 + s2 − 1)(2bc− 2da)−
2t(2cd+ 2ba)) + f(−2s(2bc− 2da) + 2t(1− 2b2 − 2d2)))ya′+
(xa((−t2 − s2 + 1)(2cd− 2ba) + 2s(1− 2b2 − 2c2)) + ya((t2 + s2 − 1)(2bd+ 2ca)−
2t(1− 2b2 − 2c2)) + f(−2s(2bd+ 2ca) + 2t(2cd− 2ba)))f.
(7.11)
Nombre de solutions
Les bases standard de ce syste`me sont les suivantes :
B = {1, s, t, d, c, b, a, s2, ts, ds, cs, bs, as, t2, dt, ct, bt, at, d2, cd, bd, da, c2, bc, ca, b2, ba, s3, ts2, ds2,
cs2, bs2, as2, t2s, dts, cts, bts, ats, sd2, scd, sbd, sda, sc2, sbc, sca, sb2, sba, t3, dt2, ct2, bt2, at2, td2,
tcd, tbd, tda, tc2, tbc, tca, tb2, d3, cd2, bd2, ad2, c2d, bcd, acd, b2d, abd, c3, bc2, ac2, b2c, abc, b3,
ab2, s4, ts3, t2s2, s2d2}. (7.12)
Il y en a 80, donc ce syste`me a 80 solutions.
Dure´e de la re´solution
Le temps de calcul est tre`s e´leve´, il est e´gal a` 163 secondes.
Conclusion et choix du syste`me de polynoˆmes
Dans les paragraphes pre´ce´dents, ont e´te´ vues les diffe´rentes expressions de l’orientation
relative, a` l’aide de la contrainte de coplanarite´, et explicite´es sous forme de polynoˆmes. En
fonction du temps de calcul de re´solution de chaque syste`me, ainsi que du nombre de solutions
maximales (re´elles et complexes), le syste`me le mieux adapte´ a e´te´ choisi. Ce syste`me est celui
de´crit dans l’e´quation 7.9. Ce syste`me a 40 solutions, et son temps de calcul est le plus faible,
c’est donc ce syste`me qui va eˆtre utilise´.
7.4 Le nouvel algorithme de re´solution de l’orientation
relative
Maintenant que tous les e´le´ments de mode´lisation ge´ome´trique et mathe´matique sont
pre´cise´s, il est possible de de´crire les diffe´rentes e´tapes algorithmiques de la strate´gie de
de´termination de l’orientation relative. Celles-ci sont illustre´es dans la Figure 7.1.
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Extraction des points
d’inte´reˆts (SIFT)
Image 1 Image 2
Appariement des
points d’inte´reˆts
Calcul des racines du
systeme polynomial
Me´thode Robuste
(RanSac) pour le
choix de 5 points
Homologues
Extraction de la
solution qui a un
sens physique
Re´sultat:
Rotation et
Translation
Fig. 7.1. Les diffe´rentes e´tapes de l’algorithme de re´solution de l’orientation relative.
Choix robuste de 5 points homologues
Dans le chapitre 2.3, l’extraction automatique des points de liaison avec la me´thode
SIFT [Lowe, 2004] a e´te´ de´crite. Il a aussi e´te´ vu comment l’appariement, a` l’aide de la
me´thode du kd-tree, permettait l’appariement des points SIFT homolgues. Bien que cette
me´thode soit tre`s efficace, il reste toujours une petite probabilite´ que les points apparie´s soient
faux. C’est pour cette raison qu’il est important d’avoir recours a` des me´thodes d’estimation
robuste. Dans la pre´sente application, la me´thode statistique, de´sormais classique, du RanSac
est utilise´e. L’objectif est de pouvoir estimer les parame`tres inconnus, en l’occurrence ici la
rotation et la translation, par un nombre minimum de points. Ici donc 5 points sont choisis
ale´atoirement. A l’aide du mode`le (condition de coplanarite´) estime´, on e´value quelles autres
observations peuvent eˆtre conside´re´es comme compatibles avec ce mode`le. En fonction de
la proportion de points faux (issus de l’appariement initial effectue´ sur les points SIFT), le
nombre d’ite´rations de ce processus est plus ou moins important. On qualifie finalement la
solution qui agre`ge le plus grand nombre de points possible.
Il a e´te´ constate´ que le nombre de points apparie´s a` tort e´tait de l’ordre de 5% de la
totalite´ des points. Selon le mode`le statistique de la me´thode RanSac, il faut donc proce´der a`
4 tirages pour assurer la probabilite´ de 0.99 qu’au moins un de ces tirages contienne 5 points
correctement apparie´s. Et plus la proportion de faux points homologues est e´leve´e, plus il
faudra de tirages [Hartley et Zisserman, 2004]. D’ailleurs, il est important de noter que cette
me´thode de filtrage portant sur 5 objets ne´cessite conside´rablement moins d’ite´rations que
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si on doit l’appliquer, par exemple, sur 8 objets. Ceci plaide ainsi tre`s directement pour une
recherche de me´thode de re´solution portant sur ce nombre minimal de 5 points.
Dans cette e´tape 5 points sont donc ale´atoirement tire´s, avec une distance minimale de 100
pixels entre ces points dans l’image, e´vitant de prendre en compte des points trop proches.
Ces 5 points sont place´s dans les e´quations 7.9. Toutes les racines possibles du polynoˆme sont
calcule´es a` l’aide des outils mathe´matiques e´voque´s pre´ce´demment (chapitre 3).
Extraction de la solution qui a le meilleur sens physique
A l’issue de l’e´tape pre´ce´dente, toutes les solutions possibles du syste`me de polynoˆmes sont
calcule´es. Ces solutions sont purement mathe´matiques. Parmi ces solutions, une et seulement
une a un sens correspondant a` la ge´ome´trie re´elle de l’acquisition. Le premier test a` effec-
tuer est de ve´rifier, pour chaque ensemble de solutions (rotation + translation), celles qui
permettent d’obtenir, apre`s triangulation, des coordonne´es positives. En d’autres termes, on
s’assure que les points objets sont bien devant la came´ra. Ce premier tri permet de rejeter
toutes les configurations ou` les rayons issus des points homologues se coupent derrie`re l’image.
En ge´ne´ral apre`s cette e´tape la moitie´ des solutions sont e´carte´es. Ensuite, avec toutes les
configurations, on calcule une profondeur moyenne pour tous les points objets. Les fausses
solutions donnent presque toujours des axes optiques tre`s convergents, et donc des points
qui sont tre`s proches du plan focal. Rappelant que la longueur de la base est prise e´gale a`
1, pour chaque configuration le rapport base
profondeur
est calcule´. Il est clair que si la profondeur
moyenne des points objet est trop petite ce rapport B
H
sera tre`s grand, ce qui en terme de
configuration photogramme´trique est aberrant. Toutes les configurations qui donneront une
profondeur moyenne infe´rieure a` 1 sont rejete´es. En ge´ne´ral, apre`s cette e´tape, il ne reste que
2 ou 3 candidats. La dernie`re e´tape consiste a` garder la solution qui a agre´ge´ le plus grand
nombre de points.
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Fig. 7.2. Illustration des diffe´rentes solutions en vert. En bleu l’image de gauche qui sert de re´fe´rence, en rouge la
meilleure solution extraite parmi les autres solutions.
D’autres me´thodes existent pour trouver la bonne solution parmi toutes celles produites
par les re´solutions directes, mais en ge´ne´ral elles consistent a` faire intervenir une troisie`me
image [Niste´r, 2004]. Dans la me´thodologie pre´sente´e ici, on n’emploie pas cette solution, et
le travail est effectue´ avec seulement deux images.
7.5 Re´sultats et e´valuation
7.5.1 Evaluation sur des donne´es de synthe`se
Configuration de la simulation
Afin de donner des valeurs quantitatives et de tester les performances de la me´thode
pre´sente´e dans ce chapitre, des donne´es synthe´tiques ont e´te´ fabrique´es. Les parame`tres de
simulations sont les meˆmes que ceux de´crits dans l’article de [Niste´r, 2004], a` savoir un angle
de vue de 45 degre´s, une distance a` la sce`ne e´gale a` 1. La taille de l’image fait 352 x 288 (CIF).
Diffe´rentes configurations ont e´te´ traite´es :
1. Configuration dite facile : la base entre les deux images a une longueur de 0.3, la profondeur
varie entre 0 et 2.
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2. Structure plane et base courte (0.1) : dans cette configuration tous les points se situent
sur le plan Z = 2.
3. Analyse des diffe´rentes valeurs de la base dans la de´termintion de la rotation et translation.
La proce´dure de simulation est la suivante :
– 5000 points terrain sont ge´ne´re´s de manie`re ale´atoire, selon les trois configuration cite´es
pre´ce´demment.
– Les points terrain sont projete´s sur les deux plans images a` l’aide de l’e´quation de
coline´arite´.
– Les coordonne´es des points homologues sur chaque image sont bruite´es avec un bruit
gaussien, d’e´cart type variant de 0 a` 1 pixel, par pas de 0.1 pixel, pour chaque configu-
ration.
– L’angle forme´ entre le vecteur de la base the´orique et la base estime´e est une valeur qui
est retenue ici pour quantifier l’erreur de l’orientation relative. Et l’e´cart angulaire entre
la vraie rotation et celle estime´e nous donne l’erreur d’orientation.
– 100 tirages sont alors effectue´s pour chaque configuration.
Remarque : Dans les simulations faites, il est important de pre´ciser que la rotation entre les
deux axes optiques est toujours tre`s bien calcule´e. Ce qui fait la diffe´rence entre les diffe´rentes
me´thodes, c’est la pre´cision d’estimation sur l’orientation de la base, et c’est donc le crite`re
d’e´valuation qui a e´te´ retenu de fac¸on prioritaire [Niste´r, 2004].
Re´sultat sur des sce`nes selon la configuration dite ”facile”
La configuration de la simulation est illustre´e dans la Figure 7.3.
B
a
s
e
li
n
e
=
0
.3
0 < Depth < 2
1
Z
Fig. 7.3. Illustration de la simulation : configuration dite ”facile”.
L’algorithme propose´ dans cet article est confronte´ a` la me´thode des 5 points de [Stewe´nius
et al., 2006], dans un premier temps, dans une configuration dite facile, c’est-a`-dire avec une
base de 0.3 et une profondeur qui varie entre 0 et 2. La comparaison est mene´e en utilisant
les codes de calcul te´le´chargeables sur le site de Stewenius 3.
3. http://vis.uky.edu/~stewe/FIVEPOINT/
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Fig. 7.4. Configuration dite ”facile”, ste´re´o late´rale : erreur angulaire sur l’orientation de la base, en degre´s.
Dans la Figure 7.4 le de´placement de la base se fait dans la direction de l’axe des X
(donc paralle`le a` l’objet). On peut voir que le nouvel algorithme permet une bonne de´ter-
mination de l’orientation de la base (appele´e ici T-erreur), l’e´cart moyen calcule´ sur une
centaine d’essais ne de´passant pas 3 degre´s pour un bruit infe´rieur a` 0.5 pixel. Les de´ter-
minations apparaissent comme nettement meilleures que celles obtenues en utilisant le code
de calcul de Stewenius. Il reste toutefois dans ces courbes un bruit d’e´chantillonnage assez
important, duˆ a` des simulations qui ont dues eˆtre limite´es a` 100 tirages pour chaque situation.
La Figure 7.5 montre des re´sultats sur une situation de ste´re´oscopie avant-arrie`re consi-
de´re´e comme favorable, avec une base de 0.3 suivant l’axe des Z. Les re´sultats du nouvel
algorithme sont sensiblement e´quivalents a` ceux e´voque´s Figure 7.4, on note toutefois que le
gain en qualite´ de de´termination par rapport aux calculs de Stewenius est moindre.
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Fig. 7.5. Ici la base est selon Z (T-erreur), de valeur 0.3, configuration dite ”facile”, en ste´re´oscopie avant-arrie`re.
Re´sultat sur des sce`nes de structure plane et base courte (0.1)
Plusieurs surfaces sont connues sous le nom de ”dangereuses” [Philip, 1998], la raison de
cette appellation est due au fait que si les points choisis pour l’estimation de l’orientation
relative se trouvent sur ce genre de surface, la configuration devient de´ge´ne´re´e. Parmi ces
surfaces on trouve les surfaces planes, et donc de nombreux cas de photogramme´trie archi-
tecturale sont de´favorables, car les murs posent e´videmment ce type de proble`me. Dans la
suite, une des configurations les plus de´favorables a e´te´ choisie, illustre´e dans la figure 7.6.
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Z
Fig. 7.6. Illustration de la simulation : sce`ne plane, base courte.
Le cas examine´ est le suivant : les points objet ont une coordonne´e Z constante e´gale a` 2.
La base est e´gale a` 0.1. Deux cas de ge´ome´trie ste´re´oscopique sont traite´s. Dans la Figure 7.7,
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le de´placement de la base se fait dans direction de l’axe des X (donc paralle`le a` l’objet). On
note que la me´thode des 5 points de Nister/Stewenius est tre`s peu robuste a` ce genre de
configuration. D’ailleurs [Segvic et al., 2007] a montre´ dans sa publication cette faiblesse de
l’algorithme et conclu qu’il vaut mieux dans de tels cas utiliser une homographie. Par contre,
avec la me´thode pre´sente´e ici, ce genre de configuration ne pose aucun proble`me.
Fig. 7.7. Base selon X de valeur 0.1 avec un objet plan. On note que le nouvel algorithme fonctionne de fac¸on
satisfaisante, meˆme dans ce cas juge´ tre`s de´favorable.
Dans la Figure 7.8 la configuration est la meˆme, mais avec une translation selon l’axe des
Z, toujours de valeur 0.1. Cette fois ci, la nouvelle me´thode donne des re´sultats sensiblement
e´quivalents a` celle de Stewenius.
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Fig. 7.8. Simulations avec une base selon Z de valeur 0.1, avec un objet plan.
Re´sultat avec une base nulle, cas d’images panoramiques
Nous examinons la robustesse de l’algorithme dans un cas ou` la translation est nulle, cas
par exemple des images panoramiques. Il est e´vident que la translation sera de toute fac¸on
estime´e de manie`re incorrecte car dans toutes les e´quations on l’oblige a` avoir une longueur
unite´. En revanche, la rotation est estime´e de manie`re correcte. Ce bon fonctionnement est duˆ
au fait que, dans les e´quations, les parame`tres inconnus de la rotation et de la translation ne
sont pas entremeˆle´s, ce qui n’est pas le cas d’emploi de la matrice essentielle : la configuration
de la simulation est illustre´e dans la Figure 7.9.
Z
Z
1
1
<
D
ep
th
<
2
20
◦
Fig. 7.9. Illustration de la simulation : configuration ”panoramique”.
Les re´sultats de cette simulation sont pre´sente´s dans la figure 7.10.
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Fig. 7.10. Re´sultats de l’estimation de la rotation en pre´sence de bruit. La longueur de la base est nulle.
Re´sultat sur diffe´rentes valeurs de la base
Afin de voir l’impact de la longueur de la base sur la pre´cision de calcul de la translation
et de la rotation, celle-ci a fait l’objet de variations allant jusqu’a` 0.35, commenc¸ant a` 0.05.
Fig. 7.11. Erreurs sur l’orientation de la base, avec la base selon X et un objet non plan, pour des valeurs de base
allant jusqu’a` 0.35. On note que le nouvel algorithme fonctionne de fac¸on satisfaisante, avec des re´sultats tre`s proches,
voire un peu meilleurs, que ceux de Stewenius.
Puis l’erreur sur la rotation relative entre les deux images est analyse´e lorsqu’on fait varier
la longueur de la base entre 0 et 0.35. On peut constater a` partir de la figure 7.11 que meˆme
pour une longueur de base quasiment nulle (cas des images panoramiques), la rotation dans
les deux me´thodes est tre`s bien de´termine´e.
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Fig. 7.12. La base est selon l’axe des X, elle varie jusqu’a` 0.35, et c’est l’erreur sur la rotation qui est pre´sente´e ici.
La me´thode de Stewenius est un peu plus pre´cise, mais il faut bien noter que de toutes les fac¸ons les re´sultats sont
tre`s bons, restant en dessous de 0.01 degre´.
Enfin, on proce`de a` des simulations pour lesquelles la base varie aussi jusqu’a` 0.35, mais
selon l’axe des Z (ste´re´oscopie avant-arrie`re). On note que les re´sultats, tant pour l’orientation
de la base que pour l’orientation, sont tout a` fait satisfaisants, l’orientation de la base e´tant
meˆme un peu meilleure que dans la me´thode de Stewenius, mais de toutes les fac¸ons a` un
niveau de pre´cision qui ne pose pas de proble`me (cf Figures 7.13 et 7.14).
Fig. 7.13. Simulations avec une base variable, oriente´e suivant l’axe des Z : la restitution de l’orientation de la base
est satisfaisante (de l’ordre de 1 degre´), la nouvelle me´thode e´tant en ge´ne´ral bien plus efficace que la me´thode de
Stewenius.
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Fig. 7.14. Simulations avec une base variable, oriente´e suivant l’axe des Z : la restitution de la rotation entre les
images est tre`s pre´cise (meilleure que 0.01 degre´), la nouvelle me´thode e´tant ici un peu moins pre´cise que la me´thode
de Stewenius, mais a` un niveau qui reste d’une pre´cision tre`s satisfaisante.
7.5.2 Evaluation sur une base d’images
Afin de fournir un exemple nume´rique sur de vraies images, nous avons choisi de travailler
sur la se´quence de 5 images de la base de donne´es en ligne ”stones” de l’ISPRS 4. Dans cette
base de donne´es nous disposons de tous les parame`tres intrinse`ques et externes. L’orientation
relative a e´te´ calcule´e dans chaque couple obtenu avec les 5 images, ce qui fait un total de
10 orientations. Les re´sultats de cette e´valuation sont illustre´es dans le tableau, ou` on peut
voir la moyenne des erreurs des 10 orientations, sur l’estimation de l’orientation de la base
et celle de la rotation.
Tableau 7.1. Re´sultats sur la se´quence d’image ”stones” de l’ISPRS
erreur moyenne sur l’orientation de la base 5.25◦
erreur moyenne sur l’orientation de rotation 1.26◦
Fig. 7.15. Quelques images extraites de la base ISPRS ”stones”
4. http://www.ipf.tuwien.ac.at/car/isprs/test-data
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Re´sultat sur des cas re´els a` titre d’illustration
Fig. 7.16. Plusieurs re´sultats sur le Monaste`re Saint-Sime´on en Syrie (cre´dit photo : Yves Egels)
7.6 Conclusions et discussion
Dans ce chapitre, une nouvelle formulation pour le calcul direct des parame`tres d’orienta-
tion relative (rotation et translation) a e´te´ de´crite, utilisant le minimum absolu de 5 points,
et ne ne´cessitant aucune valeur approche´e. Les re´sultats obtenus au cours des diffe´rentes si-
mulations montrent que l’algorithme est assez peu sensible au bruit. Mais au dela` de cette
qualite´, son principal point fort est la robustesse du calcul dans des cas ou tous les points
sont coplanaires, y compris quand la base est paralle`le a` l’objet image´. Cette robustesse est
bien meilleure que celle des re´solutions base´es sur la matrice essentielle. Ces travaux ouvrent
la voie a` des applications en photogramme´trie, qui jusqu’ici ont e´te´ utilise´es uniquement dans
le domaine de la vision par ordinateur. Un des domaines d’emploi pre´visibles est celui de la
photogramme´trie architecturale, qui est en pleine expansion actuellement compte tenu des
besoins de repre´sentations 3D des zones urbaines. En outre, toujours pour des applications
photogramme´triques classiques, ce processus de calcul peut eˆtre employe´ pour fournir des
valeurs approche´es a` des calculs d’ae´rotriangulation, comple´tant ainsi les outils modernes de
prises de vues ae´riennes tels que les centrales inertielles et les mesures GPS.
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8.1 Introduction
Nous proposons ici une solution efficace au proble`me de l’orientation relative dans le cadre
de syste`mes e´talonne´s. Dans une telle situation, les parame`tres intrinse`ques de l’appareil-
photo, par exemple la distance focale et sa distorsion, sont suppose´s connus a priori. Dans
ce cas l’orientation relative qui lie deux vues est mode´lise´e par 5 inconnues : la matrice de
rotation (3 inconnues) et la translation (2 inconnues avec un facteur d’e´chelle inde´termine´).
Ces e´le´ments ont e´te´ longuement discute´s dans le chapitre 7.
Dans ce chapitre, nous utilisons la connaissance de la direction verticale pour re´soudre le
proble`me de l’orientation relative pour deux raisons :
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1 - l’usage de plus en plus fre´quent de dispositifs mixtes micro-me´caniques et iner-
tiels (MEMS-IMU) dans appareils personnels e´lectroniques tels que te´le´phones intelligents,
appareils-photo nume´riques et centrales inertielles de faible prix. La fusion des capteurs
(camera-IMU) n’est pas le but de la pre´sente e´tude, puisque beaucoup d’auteurs ont de´ja`
montre´ l’inte´reˆt de les associer [Lobo et Dias, 2003]. Dans les MEMS-IMU la pre´cision en
cap (rotation autour de l’axe vertical Z) est moins bonne que le tangage (rotation autour
de l’axe X) et le roulis (rotation autour de l’axe Y), ceci e´tant lie´ au fait que le champ de
la gravite´ n’a aucun effet sur une rotation autour de l’axe vertical. La nouvelle me´thode,
pre´sente´e ici, tire tout son inte´reˆt d’une combinaison de donne´es inertielles et de l’usage de 3
couples de points homologues qui confortent pre´cise´ment le point faible de donne´es inertielles.
2 - Aujourd’hui des algorithmes performants base´s sur l’analyse d’image sont disponibles,
et ils permettent de calculer la direction verticale avec une grande pre´cision. Si nous ne dis-
posons que d’un ensemble d’images calibre´es, sans autres mesures externes, nous pouvons
de´terminer aussi la direction verticale par extraction automatique des points de fuite dans
ces images, ce qui a fait l’objet de la partie II.
Un avantage conside´rable, par rapport a` la me´thode des 5 points, est celui de la diminution
du nombre de points requis, qui descend a` la valeur 3. Car, comme on peut le constater dans
l’annexe A dans la Figure A.1, plus le nombre de points a` tirer est petit, mois on aura de
tirages a` effectuer, et donc la vitesse de l’algorithme du Ransac sera bien plus e´leve´e.
8.2 Syste`mes de coordonne´es et e´le´ments de la ge´ome´-
trie d’ensemble
C’est le syste`me classique de coordonne´es image (cf Figure 8.1) utilise´ en vision par
ordinateur qui a e´te´ choisi [Hartley et Zisserman, 2004]. Dans le syste`me de la camera
(Xcam, Ycam, Zcam), le plan focal est Zcam = F , F e´tant la distance focale. E´tant don-
ne´e la matrice K de calibration, la vue est normalise´e en transformant tous les points par
l’inverse de K, mˆ = K−1m, dans lequel m est un point dans le plan image. Donc la nouvelle
matrice de calibration devient la matrice identite´, M e´tant un point dans l’espace objet. Dans
le reste de cette e´tude nous supposons que dans toutes les coordonne´es des points dans le plan
image sont normalise´es. Pour un syste`me ste´re´oscopique, en orientation relative, le centre du
syste`me de coordonne´es de l’espace objet est le centre optique C de l’image gauche, avec
les meˆmes directions d’axes. Le syste`me de coordonne´es objet est de´note´ par (Xw, Yw, Zw).
Dans ce syste`me l’axe Yw est le long de la verticale physique de l’espace objet.
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Ycam
Zcam
Xcam
F
m M
Yw
Xw
Zw
C
−−→
Vver
Rver
v
Fig. 8.1. Syste`me de coordonnne´es employe´. Le vecteur Vver est le vecteur du point de fuite vertical et il coupe le
plan image en v. Rver est de´finie en 8.3.2
8.3 Emploi de la direction verticale pour l’orientation
relative
Ce paragraphe concerne l’identification de la verticale selon une approche image. Si cette
information est obtenue directement par une mesure physique, l’algorithme de´crit dans cette
section ne sera pas ne´cessaire.
Rappelons d’abord que dans la ge´ome´trie conique, les lignes paralle`les de l’espace de
l’objet forment dans l’image un faisceau de droites, concourantes sur les points de fuite. Par
conse´quent a` chaque point de fuite, une direction est associe´e. La me´thode de de´tection des
points de fuite employe´e dans ce chapitre est celle pre´sente´e au chapitre 6.
8.3.1 Identification automatique de la direction verticale
Une fois que les diffe´rents points de fuite et leurs directions associe´es sont extraits, nous
proce´dons a` une identification automatique du point de fuite qui correspond a` la direc-
tion verticale, le seul qui nous inte´resse ici. Supposons que nous ayons n vecteurs unite´
des directions de l’espace liant le centre optique aux points de fuite sur le plan image :
{−−→V P1,−−→V P2,−−→V P3, ...,−−→V Pn}. Ces vecteurs sont exprime´s dans le syste`me de la came´ra. Chaque
vecteur est exprime´ de la manie`re suivante :
−→
V P = [Vx Vy Vz]
t. Nous choisissons parmi les
diffe´rents points de fuite extraits, celui qui remplit les conditions suivantes :
1 - le rapport Vx
Vy
est minimum,
2 - cette direction est perpendiculaire a` celles des autres points de fuite, conside´rant que
la plupart d’entre elles sont horizontales (seul le point de fuite vertical est unique). La
prise en compte de la calibration est indispensable ici, et nous e´crivons : 90 ◦ − ǫ <
arcsin (|−−−−−−→V Pvertical ⊗−−→V Pi|) < 90 ◦ + ǫ. Par expe´rience nous avons choisi la valeur de 1 ◦ pour ǫ.
Ces conditions ont e´te´ teste´es sur 250 images de tous types. L’identification automatique du
point de fuite vertical a e´te´ efficace a` 100% . Quelques re´sultats sont pre´sente´s a` la Figure 8.2.
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La me´thode utilise´e pour se´lectionner le point de fuite vertical est cite´e ici juste comme une
possibilite´, beaucoup d’autres peuvent eˆtre choisies, par exemple des donne´es MEMS externes
peuvent eˆtre pre´fe´re´es si disponibles.
Remarque
Il est suppose´ que les photos sont acquises en mode paysage.
8.3.2 Orientation absolue autour des axes Zw et Xw
Supposons que
−−→
Vver est le vecteur qui joint C au point de fuite dans le plan image exprime´
dans le syste`me de la came´ra,
−→
Yw(0 , 1 , 0) e´tant l’axe Y de l’espace objet (Figure 8.1).
Nous cherchons a` de´finir la matrice de rotation qui transforme
−−→
Vver en
−→
Yw, pour cela nous
de´terminons l’axe de la rotation −→ω et l’angle θ de la rotation autour de cet axe de la fac¸on
suivante : −→ω = −−→Vver ⊗ −→Yw, apre`s simplification et normalisation −→ω = [Vzd , 0 , −Vxd ], ou d =√
V 2z + V
2
x , apre`s simplification θ = arccos (Vy). Utilisant la formule d’Olinde-Rodrigues nous
obtenons la matrice de rotation suivante :
Rver = I cos θ + sin θ [ω]× + (1− cos θ)ωωT . (8.1)
Cette rotation (Rver) est applique´e alors a` toutes les coordonne´es 2D des points obtenus dans
chaque image, donc : mˆ est remplace´ par Rvermˆ.
8.4 Simplification et reformulation de la contrainte de
coplanarite´
Rappelons en premier que pour une paire de points homologues mˆ1 et mˆ2 d’une came´ra
parfaite, la contrainte sur ces 2 points est exprime´e par l’e´quation de coplanarite´ :
[
mˆ2x mˆ
2
y 1
]
E

mˆ1xmˆ2y
1

 = 0. (8.2)
ou` E est la matrice essentielle 3x3 de rang 2 [Hartley et Zisserman, 2004]. Nous pouvons
aussi exprimer cette contrainte par l’e´quation 8.3.
[
mˆ2x mˆ
2
y 1
] 0 Tz −Ty−Tz 0 Tx
Ty −Tx 0

R

mˆ1xmˆ2y
1

 = 0. (8.3)
Cependant, si nous appliquons la rotation (Rver) obtenue dans l’e´quation 8.1 a` tous les points
homologues, avant que nous ne tenions compte de cette contrainte (e´quation 8.3), la rotation
R est exprime´e de fac¸on plus simple, puisqu’il reste seulement un parame`tre a` estimer, l’angle
φ autour de l’axe Y (axe vertical). Donc :
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Fig. 8.2. Quelques re´sultats sur l’extraction et l’identification automatique des lignes et directions verticales. Les
lignes de´tecte´es sont illustre´es en rouge
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Rφ =

cos φ 0 − sin φ0 1 0
sin φ 0 cos φ

 (8.4)
Nous remplac¸ons cosφ par (1− t2)/(1 + t2) et sin φ par 2t/(1 + t2). La nouvelle e´quation de
coplanarite´ sera simplifie´e ainsi :
(−2mˆ2xTyt + mˆ2y(Tz(1− t2) + 2Txt)−
mˆ1zTy(1− t2))mˆ1x + (mˆ2x(1 + t2)Tz+
mˆ2z(1 + t
2)Tx)mˆ1y + (mˆ
2
xTy(1t
2)+
mˆ2y(2Tzt− Tx(1− t2))− 2mˆ2zTyt)mˆ1z = 0.
(8.5)
Nous de´finissons pour 3 paires de points homologues les e´quations 8.5, et nous les nommons
{f2, f3, f4}. Les inconnues restantes sont par conse´quent Tx, Ty, Tz et t. La base a seulement
2 degre´s de liberte´, parce que le mode`le n’a pas d’e´chelle. Par conse´quent il est ne´cessaire, ou
bien de fixer une composante de la base a` 1, ou d’ajouter la contrainte de normalite´. Nous
choisissons cette dernie`re : f1 ≡ T 2x +T 2y +T 2z −1 = 0. L’avantage est que ceci permet d’obtenir
un mode`le plus ge´ne´ral. Nous avons par conse´quent un syste`me de 4 e´quations polynomiales
de degre´ 3 {f1, f2, f3, f4}. Maintenant nous allons de´crire la re´solution directe de ce syste`me
polynomial en utilisant les bases de Gro¨bner.
8.5 Re´solution a` l’aide des bases de Gro¨bner
Toutes les de´finitions nece´ssaires pour comprendre l’utilisation des bases de Gro¨bner ont
e´te´ de´taille´es dans le chapitre 3.
8.5.1 Construction du solveur alge´brique spe´cifique
Dans cette section nous de´crivons un algorithme ge´ne´ral pour calculer la base de Gro¨bner
du syste`me de polynoˆmes de´fini dans la section 8.3. Il faut bien noter que quand les coordon-
ne´es des points en entre´e changent, seuls les coefficients des polynoˆmes changent. Donc, en
utilisant l’approche de [Lazard, 1983] (cf. 8.5), nous construisons une matrice de Macaulay
(et nous pouvons la calculer directement quand les coordonne´es des points changent), et une
e´limination de Gauss sur cette matrice donne la base de Gro¨bner de l’ide´al.
Soit f1, . . . , f4 ∈ C[Tx, Ty, Tz, t] le syste`me de polynoˆmes comme de´fini en 8.4. Soit
I = 〈f1, . . . , f4〉.
Notre premier travail est de choisir un ”bon” ordre. Comme bon ordre monomial, nous
voulons dire un ordre monomial pour lequel le degre´ maximum atteint dans le calcul de la
base de Gro¨bner est minimum. Et quant a` la complexite´, nous cherchons un ordre monomial
pour lequel le calcul pre´sente la moindre complexite´. Nous choisissons l’ordre DRL parce qu’il
fournit typiquement les calculs de base de Gro¨bner les plus rapides.
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Ici, nous e´tudions deux variantes de cet ordre monomial. En premier, nous conside´rons
DRL(Tx, Ty, Tz, t). Nous calculons le degre´ maximum des monoˆmes qui apparaissent dans le
calcul de la base de Gro¨bner de I pour cet ordre monomial. Pour ceci, nous homoge´ne´isons
les fi par rapport a` une variable auxiliaire h et nous calculons la base de Gro¨bner du syste`me
homoge´ne´ise´ pour DRL(Tx, Ty, Tz, t, h). Le degre´ maximal des e´le´ments de cette base est 6
et par conse´quent le degre´ maximal des monoˆmes qui paraissent dans le calcul de la base de
Gro¨bner de I sera 6.
Conside´rons un autre ordre monomial. Pour ceci, nous rappelons en premier la de´finition
de l’ordre monomial de degre´ par bloc. Soit X et Y deux ensembles de variables et <X (resp.
<Y ) un rangement de monoˆmes de´fini sur X (resp. Y ). L’ordre monomial de degre´ par bloc
de <X et <Y est un rangement de monoˆmes de´fini sur les monoˆmes en X et Y et nous
le de´notons par <. Soient m = xy et m′ = x′y′ deux monoˆmes, ou` x et x′ (resp. y et y’)
sont des monoˆmes en X (resp. Y ). Nous de´finissons que m < m′ si deg(m) < deg(m′), ou
deg(m) = deg(m′) et x <X x
′ ou deg(m) = deg(m′) et x = x′ et y <Y y
′. Maintenant, consi-
de´rons l’ordre de degre´ par bloc de DRL(Tx, Ty, Tz) et DRL(t). En utilisant la technique
pre´cite´e nous pouvons calculer le degre´ maximal des monoˆmes qui paraissent dans le calcul
de la base de Gro¨bner par rapport a` cet ordre monoˆmial, qui est 8.
Donc le premier ordre monomial est meilleur. Notons que pour quelques syste`mes un ordre
de degre´ par bloc de DRL est mieux qu’un DRL simple. Nous avons teste´ quelques autres
ordres monomiaux, et il apparaˆıt qu’un DRL simple est le meilleur.
Notre deuxie`me proble`me est de construire M6(f1, . . . , f4), soit donc M . Pour calculer une
telle matrice, nous devons trouver les produits mfi, de sorte qu’une e´limination de Gauss sur
la matrice de la repre´sentation de ces produits nous me`ne a` la base de Gro¨bner de I. Pour
ceci, nous utilisons le degre´ maximum atteint dans le calcul de la base de Gro¨bner, qui est 6.
Nous conside´rons tous les produits mfi ou` le m est un monoˆme de degre´ au plus 6− deg(fi).
Cela donne 175 polynoˆmes. Parmi eux, il y a des produits qui sont utiles pour construire M .
En utilisant le programme en Maple suivant, nous pouvons choisir ceux qui sont utiles :
L:=NULL:
AA:=A:
for i from 1 to nops(A) do
unassign(’p’);
X:=AA:
member(A[i], AA, ’p’);
AA:=subsop(p=NULL,AA):
if IsGrobner(Macaulay(AA)) then
L:=L,i;
else
AA:=X:
fi:
od:
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ou` IsGrobner est un programme pour tester si un ensemble de polynoˆmes forme une base
de Gro¨bner pour I ou non, et Macaulay est un programme qui exe´cute une e´limination de
Gauss sur la repre´sentation matricielle d’un ensemble de polynoˆmes. Cela donne 65 poly-
noˆmes de degre´ au plus 6. Dans ce cas-la`, M a une dimension de 65× 77. Voici la liste des
65 polynoˆmes qui ont e´te´ trouve´s ainsi.
f4, tf4, Tzf4, Tyf4, Txf4, tTzf4, tTyf4, tTxf4,
TzTyf4, TzTxf4, T
2
y f4, TyTxf4, T
2
xf4, tTzTyf4,
tTzTxf4, tT
2
y f4, tTyTxf4, tT
2
xf4, f3, tf3, Tzf3,
Tyf3, Txf3, tTzf3, tTyf3, tTxf3, TzTyf3, TzTxf3,
T 2y f3, TyTxf3, T
2
xf3, tTzTxf3, tT
2
y f3, tTyTxf3,
tT 2xf3, f2, tf2, Tzf2, Tyf2, Txf2, tTzf2, tTyf2,
tTxf2, TzTyf2, TzTxf2, T
2
y f2, TyTxf2, T
2
xf2,
tTzTxf2, tT
2
y f2, tTyTxf2, tT
2
xf2, f1, tf1, Tzf1,
Tyf1, Txf1, t
2f1, tTyf1, tTxf1, t
3f1, t
2Tyf1,
t2Txf1, t
3Tyf1, t
3Txf1
Graˆce a` la proprie´te´ selon laquelle la division par l’ide´al I est bien de´finie quand nous le
faisons par rapport a` une base de Gro¨bner de I, nous pouvons conside´rer l’espace de tous les
restes sur division par I (cf. Cox et al. [2007a]). Cet espace est appele´ l’anneau quotient de
I, et nous le de´notons par A = C[Tx, Ty, Tz, t]/I. C’est une proprie´te´ classique, que si I est
racine, alors le syste`me f1 = · · · = f4 = 0 a un nombre fini de solutions N si et seulement si
la dimension de A en tant qu’espace C-vectoriel est N (cf. Cox et al. [2007a], proposition 8
page 235). On peut ve´rifier facilement par la fonction IsRadical de Maple que I est racine.
Une base pour A en tant qu’espace vectoriel peut eˆtre obtenue en utilisant in(I) par (Cox
et al. [2007a], the´ore`me 6, page 234)
B = {m | m est un monoˆme et m /∈ in(I)}
Par le calcul d’une base de Gro¨bner de I, nous pouvons calculer in(I) qui est e´gal a`
in(I) = 〈Tx, Ty, T 2z , t6〉 et donc l’ensemble
B = {1, t, t2, t3, t4, t5, Tz, Tzt, Tzt2, Tzt3, Tzt4, Tzt5}
est une base pour A comme espace vectoriel sur C.
Par conse´quent, nous pouvons conclure que le syste`me f1 = · · · = f4 = 0 a 12 so-
lutions. Notons que nous avons obtenu ces re´sultats pour un jeu particulier de coordon-
ne´es de points en entre´e. Discutons maintenant ces re´sultats pour tout ensemble de points.
Conside´rons mˆ1x, . . . , mˆ
3
z comme e´tant les parame`tres, et I comme un ide´al de l’anneau
C(mˆ1x, . . . , mˆ
3
z)[Tx, Ty, Tz, t].
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Soit G une base de Gro¨bner de
I ⊂ K[mˆ1x, . . . , mˆ3z][Tx, Ty, Tz, t]
pour un ordre monomial de degre´ par bloc de DRL(Tx, Ty, Tz, t) et DRL(mˆ1x, . . . , mˆ
3
z), et
soit Ci le produit des coefficients initiaux de ses e´le´ments conside´re´s comme polynoˆmes en
Tx, Ty, Tz, t, avec ses coefficients dans K[mˆ1x, . . . , mˆ
3
z].
C’est un re´sultat classique, si Ci(mˆ1x, . . . , mˆ
3
z) .= 0, alors la substitution des parame`tres
par leur valeurs dans Gi donne une base de Gro¨bner de I (cf. [Cox et al., 2007a] p. 288 par
exemple). Donc toutes proprie´te´s ge´ome´triques de l’ide´al obtenues pour des points particu-
liers (que nous avons e´tudie´s ci-dessus) sont vraies pour presque tout ide´al obtenu par un
autre jeu de points, et nous disons que ces proprie´te´s sont ge´ne´riquement vraies.
Par conse´quent, tout ide´al ainsi obtenu est racine, son ide´al initial est e´gal a` 〈Tx, Ty, T 2z , t6〉,
et son syste`me correspond a 12 solutions. Nous rappelons ici brie`vement la me´thode de la
valeur propre que nous utilisons pour re´soudre le syste`me f1 = · · · = f4 = 0, cf. [Cox et al.,
1998], page 56 pour plus de de´tails. Pour tout f ∈ C[Tx, Ty, T z, t] nous notons par [f ] le coset
de f dans A. Nous de´finissons mf : A −→ A par la re`gle suivante :
mf ([g]) = [f ].[g] = [fg] ∈ A.
Donc, l’ide´al engendre´ par les fi est de dimension ze´ro, donc A est un espace vectoriel de
C de dimension finie, et nous pouvons alors repre´senter mf par une matrice qui est appele´e
la matrice action de f . Pour tout i, si nous prenons f = xi, alors les valeurs propres des
mxi sont les xi coordonne´es des solutions du syste`me. En utilisant ces valeurs propres pour
chaque i, et un test pour ve´rifier si un n − uplet de ces valeurs propres annule ou pas les
fi, nous pouvons trouver les solutions du syste`me. Une me´thode plus efficace est d’utiliser
les vecteurs propres. Soit f une forme line´aire ge´ne´rique dans A, alors nous pouvons prendre
directement toutes les solutions du syste`me parmi les vecteurs propres de mf , cf. [Cox et al.,
1998], page 64.
8.6 Calcul de l’orientation relative finale
Apre`s la re´solution du syste`me polynomial, et l’obtention des parame`tres Tx , Ty , Tz et t,
il est possible de calculer l’orientation relative finale entre les deux images. Si nous supposons
que R1ver est la matrice rotation de´finie dans la section 8.3.2 pour l’image 1, R
2
ver, idem pour
l’image 2, et Rφ la matrice de la rotation de´finie par t (e´quation 8.4), l’orientation relative
de´finitive entre les images 1 et 2 est :
Rfinal = R
2
ver
t
RφR
1
ver,−−−→
Tfinal = R
2
ver
t −→
T , avec
−→
T = [Tx, Ty, Tz]t.
(8.6)
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8.7 Tests expe´rimentaux
La pre´cision du calcul de l’orientation relative, en utilisant un point de fuite vertical et 3
points de liaison, vient de trois facteurs :
1 - la pre´cision de la re´solution polynomiale des parame`tres de la translation (Tx, Ty, Tz), et
de la rotation autour de l’axe Y en utilisant les bases de Gro¨bner,
2 - la pre´cision ge´ome´trique de l’estimation de la direction verticale,
3 - la pre´cision de l’algorithme sur les points de liaison en pre´sence de bruit.
Pour e´valuer ces diffe´rents aspects, nous avons dans un premier temps travaille´ sur des donne´es
synthe´tiques, en 8.7.1, puis nous avons utilise´ de vraies donne´es, en 8.7.2.
8.7.1 Performances en pre´sence de bruit
Dans cette section, la performance de la me´thode des 3 points en pre´sence de bruit a e´te´
e´tudie´e et compare´e a` l’algorithme de 5 points [Stewe´nius et al., 2006] en utilisant le logiciel
fourni par les auteurs [Stewenius, 2005]. Le dispositif expe´rimental employe´ est semblable
a` [Niste´r, 2004]. La distance au volume de la sce`ne est utilise´e comme unite´ de mesure,
et la longueur de la ligne de base est de 0.3. L’e´cart-type du bruit est exprime´ en pixels,
pour une image 352 x 288, avec σ = 1.0 pixel. Le champ de vue est e´gal a` 45 degre´s. La
profondeur varie entre 0 et 2. Deux valeurs diffe´rentes de translation ont e´te´ traite´es, une
en X (mouvement transverse) et une en Z (mouvement avant-arrie`re). Les tests impliquent
2500 tirages ale´atoires de points homologues. Pour chaque tirage, nous determinons l’angle
entre la ligne de base estime´e et le vecteur de la ligne de base vraie. Cet angle est appele´ ici
erreur translationnelle, et est exprime´e en degre´s. Pour l’estimation de l’erreur sur la matrice
de la rotation, l’angle de (RTtrueRestimate) est calcule´, et la valeur moyenne re´sultant des 2
500 tirages ale´atoires pour chaque niveau de bruit est donne´e. D’apre`s les figures 8.3, 8.4,
8.5 et 8.6, nous voyons que l’algorithme de 3 points est plus robuste, si on tient compte des
erreurs cause´es par le bruit, tant en mouvement transverse qu’en mouvement avant-arrie`re,
pour l’estimation de la rotation et de la translation.
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Fig. 8.3. Erreur sur la rotation (en degre´s, mouvement transverse).
Fig. 8.4. Erreur sur l’orientation de la base (en degre´s, mouvement transverse).
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Fig. 8.5. Erreur sur la rotation (en degre´s, mouvement avant-arrie`re)
Fig. 8.6. Erreur sur l’orientation de la base (en degre´s, mouvement avant-arrie`re).
Maintenant, nous comparons l’algorithme des 3 points et l’algorithme des 5 points sur une
sce`ne plane. Dans cette configuration tous les points de la sce`ne l’espace objet ont le meˆme
Z (ici e´gal a` 2). Les re´sultats pour l’estimation de la rotation (Figure 8.7) montrent que les
deux algorithmes fournissent une bonne de´termination de la rotation, mais la me´thode des
3 points donne des re´sultats bien meilleurs que celle des 5 points pour la de´termination de
l’orientation de la base en mouvement transverse (Figure 8.8). Cette faiblesse de l’algorithme
des 5 points pour une sce`ne plane a e´te´ discute´e dans [Segvic et al., 2007].
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Fig. 8.7. Erreur sur la rotation (en degre´s) en configuration plane (mouvement transverse)
.
Fig. 8.8. Erreur sur l’orientation de la base (en degre´s) en configuration plane (mouvement transverse)
Fig. 8.9. Erreur sur la rotation (en degre´s) en configuration plane (mouvement avant-arrie`re).
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Fig. 8.10. Erreur sur l’orientation de la base (en degre´s) en configuration plane (mouvement avant-arrie`re)
Impact de la pre´cision de la direction verticale sur l’estimation d’orientation
relative
Nous avons introduit une erreur de 0 a` 0.5 ◦ sur la pre´cision angulaire de la direction
verticale. Aujourd’hui par exemple, un dispositif inertiel a` bas prix tel que le Xsens-MTi 1
donne une precison autour de 0.5 ◦ sur l’angle de rotation autour des axes X ou Z (la direction
verticale e´tant selon l’axe Y). Bien suˆr, il existe des centrales inertielles de grande pre´cision,
elles peuvent atteindre mieux que 0.01 ◦ sur les angles d’orientation quand elles sont asso-
cie´es correctement avec d’autres capteurs capables de compenser leur de´rive (par exemple
le GPS). En utilisant l’extraction automatique du point de fuite vertical, particulie`rement
dans une sce`ne urbaine, nous obtenons une direction verticale tre`s pre´cise (bien mieux que
0.01 ◦), comme ce sera montre´ plus loin. Nous avons ve´rifie´ l’impact de cette pre´cision sur la
de´termination de la rotation et de la base (Figures 8.11 et 8.12).
(a) (b)
Fig. 8.11. Impact de la pre´cision ge´ome´trique sur la direction verticale sur l’estimation de a) la rotation (en degre´s),
et b) l’orientation de la base (en degre´s) en mouvement transverse.
1. http://www.xsens.com/
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(a) (b)
Fig. 8.12. Impact de la pre´cision ge´ome´trique sur la direction verticale sur l’estimation de a) la rotation (en degre´s),
et b) l’orientation de la base (en degre´s) en mouvement avant-arrie`re.
8.7.2 Exemple avec des donne´es re´elles
Afin de fournir un exemple nume´rique sur de vraies images, nous avons choisi de travailler
sur la se´quence de 9 images ”entry-P10” de la base de donne´es en ligne [Strecha et al., 2008].
Dans cette base de donne´es nous disposons de tous les parame`tres intrinse`ques et externes.
En premier, nous avons extrait les points de fuite sur chaque image. Nous avons utilise´ l’al-
gorithme de´crit dans 6.
Nous exprimons cette erreur en termes d’angles, et les re´sultats sont pre´sente´s dans la
table 1. Comme on peut le voir, la de´termination du point de fuite vertical est tre`s pre´cise
et d’apre`s les Figures 8.11 et 8.12 elle induit une erreur proche de ze´ro. Ensuite, nous avons
Image Erreur angulaire sur la direction verticale, en degre´s
0000 0.0026
0001 0.0066
0002 0.0016
0003 0.0014
0004 0.0009
0005 0.0011
0006 0.0014
0007 0.0050
0008 0.0024
0009 0.0022
Tableau 8.1. Re´sultats : De´tection de la direction vertricale en utilisant le point de fuite.
calcule´ l’orientation relative pour 3 images conse´cutives (chaque fois, 2 couples d’images suc-
cessives). Les points d’inte´reˆt sont extraits en utilisant l’algorithme SIFT Lowe [2004].
Les re´sultats sont pre´sente´s dans la Figure 8.13. La valeur moyenne des erreurs angulaires
sur la rotation s’e´le`ve a` 0.82 degre´. Pour l’estimation de la direction de la base, cette er-
reur monte a` 1.33 degre´. Ces re´sultats montrent clairement l’efficacite´ et la robustesse de la
me´thode.
143
Chapitre 8. Orientation relative a` partir de 3 points homologues et de la direction verticale
Fig. 8.13. Re´sultat sur la se´quence ”entry-P10”. Chaque cellule contient l’erreur sur la rotation en degre´s (en haut a`
gauche) et celle sur l’orientation de la base (en bas a` droite).
8.7.3 Perfomances en temps de calcul
La re´solution du syste`me polynomial et l’extraction automatique du point de fuite ont e´te´
e´crites en C ++. Avec un PC a` 1.60 GHz, avec 2 Go de RAM, le temps de chaque re´solution
est approximativement de 2 µs, permettant des applications temps re´el. Nous pouvons noter,
sans surprise, que le processus de se´lection qui utilise RanSac [Fischler et Bolles, 1981] parmi
les points SIFT est conside´rablement plus rapide sur 3 points qu’avec l’algorithme de 5 points.
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8.8 Conclusions
Aujourd’hui les appareils e´lectroniques personnels comme les te´le´phones cellulaires, dont
les prix sont de plus en plus bas, incluent des syste`mes MEMS et inertiels en plus d’un appa-
reil photo, permettant de fournir tre`s facilement la direction de la verticale dans l’image. En
outre, si besoin est, l’extraction automatique du point de fuite vertical par traitement d’image
offre une alternative de tre`s bonne pre´cision, comme nous avons pu le voir pre´ce´demment :
nous avons donc insiste´ sur l’avantage d’utiliser la connaissance de la direction verticale, et
pre´sente´ un algorithme efficace pour re´soudre le proble`me de l’orientation relative a` partir
de cette information. En plus d’une vitesse de calcul bien plus e´leve´e, par comparaison avec
la solution classique des 5 points, notre algorithme fournit une ame´lioration majeure : les
sce`nes planes ne posent plus de proble`me d’orientation relative. Ce re´sultat est capital, par-
ticulie`rement dans les sce`nes urbaines ou` le cas se pre´sente tre`s souvent, et il est duˆ a` une
formulation plus approprie´e du proble`me, qui utilise de fac¸on explicite les parame`tres signifi-
catifs de l’orientation relative (parame`tres de rotation et de translation). En outre, les autres
avantages majeurs de cette nouvelle approche sont les suivants :
(i) L’extraction du point fuite correspondant a` la direction verticale peut eˆtre faite de
fac¸on inde´pendante pour chaque image. Le calcul peut donc eˆtre effectue´ en programmation
paralle`le et par conse´quent de manie`re rapide. Cette e´tape peut eˆtre remplace´e par une me-
sure physique directe.
(ii) L’orientation utilisant le point de fuite vertical donne imme´diatement 2 composantes
de la rotation pour l’orientation absolue des images.
(iii) La simplification des e´quations de coplanarite´ permet une re´solution directe en temps
re´el avec les bases de Gro¨bner.
(iv) Le processus de tri utilisant RanSac parmi les points SIFT est conside´rablement plus
rapide sur 3 points que sur 5.
(v) Comme nous obtenons deux composantes de l’orientation absolue pour chaque image,
la compensation par faisceaux devient conside´rablement plus stable que dans une situation
classique.
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9.1 Introduction
Nous sommes de´sormais a` la fin du processus : nous avons acquis des images, nous les
avons oriente´es et localise´es par couple, maintenant nous devons encore montrer comment
on assemble de nombreux couples entre eux. Nous proce´dons donc a` une mise en place ap-
proche´e, afin de pouvoir ensuite effectuer une compensation par faisceaux. La compensation
par faisceau, connue sous le nom de bundle adjustement en anglais, repose entie`rement sur
les e´quations de coline´arite´. Or, comme on l’a vu pre´ce´demment, ces e´quations ne sont pas
line´aires et ne´cessitent donc des valeurs initiales pour eˆtre line´arise´es. Plus pre´cise´ment, ceci
permet la mise en ge´ome´trie d’un ensemble de N images dans le meˆme re´fe´rentiel.
Comme nous l’avons vu dans le chapitre 2.2.3, on peut donc dire que le rele`vement est
maintenant un proble`me dont la re´solution est tre`s bien connue. En the´orie celle-ci ne ne´ces-
site que 3 points, mais en pratique il faut au moins un quatrie`me voire un cinquie`me point
afin de trouver une solution unique, sans meˆme parler du manque de fiabilite´ pratique d’un
calcul base´ sur le nombre minimal de points en cas de faute grossie`re. Nous avons donc essaye´
de trouver une alternative nouvelle.
Le rele`vement permet la mise en re´fe´rence d’une image par rapport a` un mode`le de points
3D, or on peut tre`s bien mettre en re´fe´rence des mode`les 3D entre eux. Pour eˆtre plus pre´cis,
supposons que nous avons des points 3D issus du couple des images 1 et 2 (la re´fe´rence du
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syste`me est le sommet de prise de vue de l’image 1). Si l’orientation relative est obtenue entre
les images 2 et 3, nous aurons aussi des points 3D qui seront dans la re´fe´rence de l’image
2. Afin de pouvoir mettre l’image 3 dans la premie`re re´fe´rence, il suffit de mettre les points
3D issus du couple 2 et 3 dans le re´fe´rentiel du mode`le issu du couple d’images 1 et 2. Pour
illustrer ce point, ces e´tapes sont pre´sente´es dans la Figure 9.1.
1 2
2
3
Mode`le 2
Mode`le 1
Mode`le 2 dans le
re´fe´rentiel du mode`le 1
1 2 3
Fig. 9.1. Mise en re´fe´rence d’un mode`le par rapport a` un autre.
Ce proble`me est l’e´quivalent du passage d’un syste`me de re´fe´rence a` un autre, c’est donc
une similitude dans l’espace a` 3 dimensions.
Les e´quations de la similitude 3D sont celles utilise´es pour l’orientation absolue (voir cha-
pitre 2.2.3). Par ailleurs il est aussi possible de proce´der a` une compensation par mode`le,
au lieu d’une compensation par faisceaux, sous la de´nomination technique de triangulation
photogramme´trique : Compensation en bloc par mode`les inde´pendants.
La transformation a` 7 parame`tres est tre`s employe´e en ge´ode´sie [Awange et Grafarend,
2005], car elle permet le passage d’un syste`me de re´fe´rence a` un autre. Elle transforme un
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ensemble de points d’un syste`me a` un autre en utilisant une rotation, une translation et un
facteur d’e´chelle.
En ge´ode´sie [Grafarend et Awange, 2003], [Vanicek et Krakiwsky, 1986], les angles de
rotations e´tant tre`s petits, une approximation est faite au niveau de la matrice de rotation.
Elle donne lieu a` ce qu’on appelle la transformation de Helmert. Dans un contexte de photo-
gramme´trie, nous ne pouvons malheureusement pas faire cette simplification au niveau de la
rotation, car ces angles peuvent eˆtre grands.
En photogramme´trie, nous allons employer cette transformation afin de connecter les dif-
fe´rents mode`les obtenus pour chaque couple. Le re´sultat sera un ensemble d’images, toutes
dans la meˆme re´fe´rence.
C’est aussi le cas dans les releve´s laser, afin de pouvoir mettre dans la meˆme re´fe´rence
des nuages de points issus de stations diffe´rentes. Dans ce cas la`, le facteur d’e´chelle est en
ge´ne´ral tre`s proche de 1, cf.Figure 9.2.
a) Nuage de points acquis de puis la premie`re station. b) Nuage de points asquis depuis la deuxie`me station.
c) Mise en re´ference de la deuxie`me station (jaune) par rapport a` la premie`re.
Fig. 9.2. Exemple de mise en re´fe´rence des diffe´rents nuages laser pre´sente´s ci-dessus, en utilisant l’algorithme pre´sente´
ci-apre`s (Monastier). cre´dit : ENSG
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Dans ce chapitre un nouvel algorithme de re´solution de la transformation a` 7 parame`tres
est de´crit. En effet avec l’aide des bases de Gro¨bner et d’une re´solution polynomiale, nous
pouvons trouver de manie`re directe, et sans besoin de line´ariser, les valeurs de la translation,
de la rotation et d’un facteur d’e´chelle.
Dans la suite, a` l’aide de donne´es simule´es, nous confronterons l’algorithme a` toutes sortes
de configurations. Pour conclure, nous montrerons l’application de cet algorithme en photo-
gramme´trie.
9.2 La me´thode des 7 parame`tres : calcul direct de la
similitude 3D
9.2.1 Mode´lisation alge´brique
La transformation a` 7 parame`tres contient, comme son nom l’indique, 7 inconnues, c’est-a`-
dire le facteur d’e´chelle λ, la rotation R et la translation Tx, Ty, Tz. Comme on peut le voir
sur la figure 9.3, une fois ces 7 parame`tres obtenus, il est possible de pouvoir faire basculer
tout le syste`me 2 sur le syste`me 1.
κ
ω φ
Z1
Y1X1
Z2
X2
Y2TZ
Tx
T
y
a
Fig. 9.3. Illustration 7 parame`tres

XaYa
Za


1
= λ R(ω, φ, κ)

XaYa
Za


2
+

TxTy
Tz

 (9.1)
ou` R(ω, φ, κ) est la matrice de rotation (voir fig. 9.3).
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Si on utilise la repre´sentation de Cayley pour la matrice de rotation 7.4, nous aurons le
syste`me suivant [L. et al., 2004] :
XaYa
Za


1
= λ (I − A)−1(I + A)

XaYa
Za


2
+

TxTy
Tz

 . (9.2)
Rappel : A est une matrice antisyme´trique.
En multipliant les deux cote´s de l’e´quation par (I − A), nous obtenons :
(I − A)

XaYa
Za


1
= λ (I + A)

XaYa
Za


2
+ (I − A)

TxTy
Tz

 (9.3)
Afin de pouvoir re´soudre les 7 parame`tres, il est ne´cessaire d’avoir au minimum 3 points
homologues dans les deux syste`mes. En photogramme´trie, topographie et ge´ode´sie, il existe
trois cate´gories de points d’appuis : des points dont on connait les coordonne´s en X, Y, et Z,
des points dont on connait seulement les coordonne´es planime´triques en X et Y, et pour finir
les points altime´triques dont on connait seulement les coordonne´es en Z. Comme on peut le
voir dans l’e´quation 9.1, chaque couple de points d’appuis connus en X, Y, Z , donne trois
e´quations. Afin de pouvoir former un syste`me de polynoˆmes, il faudra sept e´quations, et donc
disposer d’au moins un couple de points connu en X, Y, Z, ainsi qu’un couple connu en Z.
En pratique on dispose presque toujours de points connus en X, Y et Z.
Pour trois points K, M et N exprime´s dans les 2 syste`mes nous fabriquons donc notre
syste`me a` 7 e´quations et 7 inconnues :
f1 =−Xk2− cY k2 + bZk2 + λXk1− λcY k1 + λbZk1 + Tx − cTy + bTz,
f2 =cXk2− Y k2− aZk2 + λcXk1 + λY k1− λaZk1 + cTx + Ty − aTz,
f3 =− bXk2 + aY k2− Zk2− λbXk1 + λaY k1 + λZk1− bTx + aTy + Tz,
f4 =−Xm2− cY m2 + bZm2 + λXm1− λcY m1 + λbZm1 + Tx − cTy + bTz,
f5 =cXm2− Y m2− aZm2 + λcXm1 + λY m1− λaZm1 + cTx + Ty − aTz,
f6 =− bXm2 + aY m2− Zm2− λbXm1 + λaY m1 + λZm1− bTx + aTy + Tz,
f7 =− bXn2 + aY n2− Zn2− λbXn1 + λaY n1 + λZn1− bTx + aTy + Tz.
Les inconnues de ce syste`me sont donc : λ, a, b, c, Tx, Ty et Tz
9.2.2 Re´solution a` l’aide des bases de Gro¨bner
A la diffe´rence des e´quations de l’orientation relative vues pre´ce´demment, les parame`tres de
la translation et de la rotation ne sont pas entremeˆle´s dans les e´quations des 7 parame`tres. Ce
qui simplifie de manie`re conside´rable les e´quations, car avec quelques combinaisons line´aires
des e´quations les parame`tres de la translation peuvent eˆtre supprime´s. En effet nous pouvons
envisager la combinaison suivante :
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g1 =f1 − f4,
g2 =f2 − f5,
g3 =f3 − f7,
g4 =f6 − f7.
Avec comme inconnues : λ, a, b et c. Une fois ces inconnues obtenues il devient facile de
calculer les parame`tres de la translation, cf annexe D.
Calcul de la matrice de Macaulay
La de´marche pour le calcul de la matrice de Macaulay M une fois pour toute est exac-
tement la meˆme que celle de´finie dans la section 3.6. Dans ce cas-la`, M a une dimension de
24× 28. Voici la liste des 24 polynoˆmes qui ont e´te´ trouve´s ainsi :
g4,λg4,λ
2g4,λ
3g4, cg4,
λcg4,λ
2cg4,λ
3cg4, g3
λg3,λ
2g3,λ
3g3, cg3,λcg3
λ2cg3,λ
3cg3, g2,λg2
λ2g2,λ
3g2, cg2,λcg2
λ2cg2,λ
3cg2, g1,λ, g1
λ2g1,λ
3g1, cg1,λc, g1
λ2cg1,λ
3cg1
Les de´tails sur cette matrice ainsi que l’obtention des parame`tres inconnus λ, a, b, c,
figurent dans l’annexe D.
9.3 Evaluation de la me´thode des 7 parame`tres
Dans cette partie nous e´valuons avec des donne´es synthe´tiques la pre´cision de calcul avec
l’aide de la me´thode pre´sente´e dans ce chapitre. Pour cela il faut faire varier un bon nombre
de parame`tres, c’est-a`-dire la rotation sur les trois axes, la translation en X, Y et Z, le facteur
d’e´chelle. En plus de ces parame`tres, il convient de bruiter les valeurs en entre´e, avec des
e´carts-types re´alistes. Cela nous permettra d’e´valuer le comportement de l’algorithme en
pre´sence de bruit.
9.3.1 Configuration de la simulation
Comme il est sans inte´reˆt de faire varier tous les parame`tres en meˆme temps, nous pro-
ce´dons en plusieurs e´tapes. Dans tous les cas les valeurs des coordonne´es en entre´e des deux
syste`mes sont bruite´es avec des e´carts types variant de 10 cm a` 50 cm, avec un pas de 10
cm. Pour simplifier les e´critures, les unite´s de longueur ne sont pas indique´es, puisqu’elles
sont sans incidence sur les re´sultats. Ensuite plusieurs valeurs sur la rotation, translation et
facteur d’e´chelle, sont traite´es. A chaque fois, un seul de ces parame`tres varie.
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9.3.2 Calcul des points pour la simulation
Dans un cube de taille de 2000, 1000 points sont tire´s de manie`re ale´atoire. Ces 1000 points
constitueront les points en entre´e du premier syste`me. Ensuite dans chaque configuration la
rotation, translation et facteur d’e´chelle sont applique´s a` ces 1000 points, afin d’obtenir un
ensemble de coordonne´es du deuxie`me syste`me. Dans chaque configuration 500 tirages sont
effectue´s. A titre d’exemple, pour une translation entre les deux de (5000, 1500, 500), un
facteur d’e´chelle de 1.5 et une rotation avec comme angle de rotation autour de l’axe des X
de 42 degre´s, axe des y de 36 degre´s et axe des z de 24 degre´s, et un facteur d’e´chelle de 2.5,
nous obtenons la figure 9.4 :
Fig. 9.4. En rouge les points dans le premier syste`me. En vert les points fabrique´s avec la configuration donne´e.
Une fois que les deux jeux de coordonne´es dans les deux syste`mes sont fabrique´s, nous
bruitons les valeurs X, Y et Z de tous les points, avec des e´carts type variant de 10 cm a` 50
cm.
Touts les re´sultats de la simulation sont pre´sente´s dans l’annexe E.
9.4 Conclusions
Comme nous venons de le voir, le nouvel algorithme de re´solution de la similitude 3D
pre´sente´ a e´te´ teste´ dans diffe´rentes configurations. Cette me´thode calcule les e´le´ments de la
similitude de manie`re directe avec l’aide des bases de Gro¨bner, et donc sans passer par des
valeurs approche´es.
Dans toutes ces simulations, des configurations tre`s diffe´rentes ont e´te´ teste´es en pre´sence
de bruit. Comme on peut le constater, l’algorithme se comporte tre`s bien dans toutes ces
configurations. Sans repre´senter a` proprement parler une preuve de´finitive, ce sont des indi-
cations fortes sur la fiabilite´ de cette me´thode.
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La me´thode des 7 parame`tres pre´sente´e dans ce chapitre peut eˆtre utilise´e comme une al-
ternative au rele`vement classique. L’application de cette me´thode s’e´tend tout naturellement
bien au dela` photogramme´trie et de la vision par ordinateur, comme par exemple dans le
domaine de ge´ode´sie et topographie.
A ce stade, nous avons assemble´ tous les e´le´ments ne´cessaires au calcul de l’orientation et
de la localisation d’un ensemble d’images.
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La question majeure, qui a servi de fil conducteur tout au long de cette the`se, a e´te´ celle de
l’orientation dans l’espace d’un ensemble d’images de milieux urbains, dans des situations ou`
aucune information exte´rieure n’est disponible (donne´es GPS, points d’appuis, etc..). Nous
avons donc essaye´ d’apporter des re´ponses nouvelles a` cette question.
Nous avons essaye´ d’ame´liorer les e´tapes classiques de mise en place d’un ensemble
d’images dans l’espace avec les me´thodes traditionnelles de photogramme´trie et de vision
par ordinateur, en s’appuyant sur les points forts des travaux de chaque communaute´.
Nous pre´sentons dans la suite les contributions majeures de ce me´moire.
Contributions
La de´tection des points de fuite
Notre apport principal pour re´soudre ce proble`me a e´te´ la mise au point de deux algo-
rithmes entie`rement automatiques, et fonctionnant quasiment en temps re´el.
L’un de ces algorithmes rame`ne le proble`me de de´tection des points de fuite a` la de´tec-
tion de cercles dans un nuage de points, et travaille entie`rement dans l’espace image. L’autre
algorithme projette tous les segments sur la sphe`re unite´, et consiste a` y de´tecter des plans.
Dans les deux cas, nous avons utilise´ la me´thode Ransac pour extraire de manie`re efficace
les cercles ou les plans, moyennant quelques modifications bien adapte´es. Initialement cette
me´thode est conc¸ue pour n’extraire qu’un seul mode`le dans un ensemble de donne´es. La va-
riante que nous avons mise au point dans cette e´tude permet l’extraction de plusieurs mode`les
dans un nuage de points, que ce soient des cercles ou bien des plans. Une de nos contributions
importantes a e´te´ l’analyse comple`te du calcul de variance dans toute la chaˆıne de de´tection
des points de fuite, depuis l’extraction de segments jusqu’au calcul de la localisation du point
de fuite sur l’image. L’incertitude lie´e aux segments nous a permis de de´terminer la tole´rance
applicable au Ransac. C’est graˆce a` c¸a que la de´tection des points de fuite est entie`rement
automatique, car cette tole´rance est intrinse`que a` l’image et directement lie´e a` la qualite´ de
de´tection des segments.
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Enfin, les deux algorithmes pre´sente´s dans ce me´moire ne ne´cessitent pas la connaissance
d’informations externes a priori, comme par exemple la calibration. De plus, ces deux me´-
thodes ne font aucune estimation pre´alable du nombre de points de fuite qu’il faut de´tecter,
diffe´rence appre´ciable par rapport a` un grand nombre d’algorithmes publie´s.
L’orientation relative
L’orientation relative a` l’aide de 5 point homologues
Le proble`me de l’orientation relative, bien que tre`s ancien comme nous l’avons vu lorsque
nous avons synthe´tise´ l’e´tat de l’art (chapitre 2), a e´te´ entie`rement revisite´ dans ce me´moire.
Avec l’aide des outils mathe´matiques puissants et re´cents que sont les bases de Gro¨bner, il
a e´te´ possible de re´soudre de manie`re directe les e´quations d’orientation relative avec l’aide
de 5 points homologues (le strict minimum). L’avantage majeur par rapport aux solutions
classiques en photogramme´trie est que la re´solution de ce proble`me non-line´aire ne ne´cessite
pas d’avoir des valeurs approche´es pour la rotation et translation des images, valeurs parfois
difficiles a` obtenir.
Ce qui diffe´rencie l’approche pre´sente´e dans le chapitre 7 des me´thodes de re´solution
classiques en vision par ordinateur, c’est qu’elle ne passe pas par un calcul de la matrice
essentielle, mais plutoˆt par une re´solution polynomiale directe dont les parame`tres sont la
rotation et la translation, en utilisant les bases de Gro¨bner.
Les re´sultats obtenus au cours des diffe´rentes simulations montrent que l’algorithme est
peu sensible au bruit. Son autre point fort est la robustesse du calcul dans des cas ou tous les
points sont coplanaires, y compris quand la base est paralle`le a` l’objet image´. Cette robus-
tesse est significativement meilleure que celle des re´solutions base´es sur la matrice essentielle.
Calcul de l’orientation relative a` l’aide de la direction verticale et de 3 points
homologues
En injectant la direction verticale comme information dans les e´quations de l’orientation
relative base´es sur la contrainte de coplanarite´, nous avons propose´ une nouvelle mode´lisation
de celle-ci. Cette connaissance simplifie de manie`re conside´rable les e´quations de coplanarite´
et re´sout directement deux inconnues de la rotation. Au final 3 points homologues suffisent
pour re´soudre le reste des inconnues. La diminution de 5 points homologues a` 3 entraine une
acce´le´ration tre`s conse´quente dans le processus de Ransac. L’algorithme des 3 points est ainsi
beaucoup plus rapide que l’algorithme des 5 points.
La connaissance de la direction verticale peut eˆtre donne´e graˆce a` la de´tection des points
de fuite a` l’aide des algorithmes pre´sente´s dans la partie II. Cependant il est tout a` fait
envisageable d’utiliser une mesure physique directe comme par exemple une centrale inertielle
inte´gre´e (IMU) pour donner la direction verticale.
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En supposant que l’on n’a aucune information externe (comme serait par exemple la
connaissance de points d’appuis, ou bien de donne´es GPS), nous avons propose´ une me´thode
qui peut mettre en relation dans l’espace un ensemble d’image. Un couple d’images est pris
comme re´fe´rence, et ensuite a` l’aide des e´quations de similitude 3D, nous calculons la rotation
et la localisation de toutes les autres images. Nous avons re´solu les e´quations de la similitude
3D, ici encore a` l’aide des bases de Gro¨bner. L’algorithme mis au point se comporte de
manie`re robuste dans toutes sortes de configurations. Cela a e´te´ largement de´montre´ dans le
chapitre 9.
Perspectives et travaux futurs
Au cours de notre e´tude nous nous sommes efforce´s de donner de nouvelles solutions a`
plusieurs proble`mes de photogramme´trie et de vision par ordinateur, qui soient les plus ge´-
ne´rales possibles. Ces solutions ne sont pas lie´es a` un cas particulier, ou a` un instrument
d’acquisition donne´. La seule supposition faite tout au long de ce me´moire est que l’appareil
photo est e´talonne´. Cet aspect tre`s ge´ne´ral permet donc une grande adaptabilite´ des travaux
pre´sente´s aux diffe´rentes applications souhaite´es.
Une des applications envisageables est de mettre en place une aide temps re´el a` l’acquisi-
tion d’images dans des campagnes photogramme´triques. Cette aide pourra cre´er le tableau
d’assemblage au fur et a` mesure des acquisitions. L’inte´reˆt majeur de ce syste`me est de garan-
tir, sur le terrain meˆme, qu’il n’existe pas de lacune dans l’acquisition, et que le recouvrement
entre images est satisfaisant. Ceci est tre`s important quand par exemple on proce`de a` des
missions loin de ses bases et que les donne´es ne sont pas traite´es sur place, et pour tous les
autres cas ou` un retour sur terrain entraˆıne des surcouˆts tre`s e´leve´s. Les algorithmes pre´-
sente´s dans ce me´moire donnent des solutions relatives a` la position ainsi qu’a` l’orientation
des images entres elles, ce qui est tre`s avantageux : en effet, avant meˆme d’e´tablir un re´seau
de points d’appui sur l’e´difice, ou bien d’utiliser un lever GPS, on peut se trouver avec une
configuration des came´ras dans un re´fe´rentiel arbitraire. La mise a` l’e´chelle et le basculement
de ce mode`le peuvent se faire a` tout moment, par rapport a` un syste`me de re´fe´rence connu.
Un autre emploi de nos travaux est la pre´diction d’une prise de vue optimale. Par exemple,
imaginons que nous ayons pour objectif de relever les baˆtiments de la rue Souﬄot a` Paris.
Nous nous positionnons sur le trottoir d’en face afin de commencer nos acquisitions. Notre
de´placement se fera transversalement afin d’acque´rir des images avec des axes a` peu pre`s
paralle`les. Or, comme cette rue est une rue tre`s passante de Paris (elle me`ne au Panthe´on),
notre de´marche a` toutes chances d’eˆtre perturbe´e par des pie´tons (voire par des ve´hicules).
En plus de c¸a, cette rue forme un chantier long et de´licat : un syste`me expert peut ve´rifier
a` tout instant si les images acquises sont correctes ge´ome´triquement parlant, et ont assez de
points homologues.
Les travaux de´veloppe´s peuvent e´galement utilement eˆtre utilise´s pour constituer un outil
d’aide a` la de´cision pour l’acquistion d’images en temps quasi re´el. L’application consisterait
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a` aider un utilisateur a` acque´rir les images ne´cessaires pour re´pondre a` des besoins spe´ci-
fiques. Ces besoins peuvent eˆtre spe´cifie´s en terme de recouvrement entre diffe´rentes images,
pre´cision ge´ome´trique de la reconstruction 3D escompte´e (imposant des contraintes sur les
ratios B
H
), etc. Une insertion en temps re´el des cliche´s au sein d’un tableau d’assemblage
et une proposition de nouveau positionnement de la came´ra avec son attitude pourra eˆtre
propose´e.
Les primitives extraites pour la constitution du tableau d’assemblage pourront e´galement
utilement servir a` un calcul d’ae´rotriangulation permettant d’obtenir un positionnement plus
pre´cis des came´ras. A l’issue, une incertitude pourra eˆtre associe´e a` l’ensemble des partame`tres
estime´s. Cette ae´rotriangulation pourra prendre en compte les points de fuites calcule´s as-
socie´s a` leur incertitude. Une e´tude plus pre´cise sur l’incertitude des points de SIFT [Lowe,
2004] semble encore ne´cessaire pour mener a` bien ce travail.
Conclusions
Nous arrivons maintenant a` la fin de cette e´tude. Nous avons e´tudie´ les me´thodologies exis-
tantes en photogramme´trie et vision par ordinateur, pour l’orientation d’un bloc d’images
dans l’espace. Cette analyse nous a conduits remplacer plusieurs maillons de la chaˆıne tradi-
tionnelle d’orientation d’images par de nouveaux composants plus performants.
Les ame´liorations ont porte´ sur :
- La mise en place de nouveaux algorithmes permettant de de´tecter de manie`re fiable les
points de fuite. Ces deux me´thodes sont base´es sur des approches faisant largement usage
d’outils mathe´matiques d’e´valuation robuste, le Ransac.
- La re´solution de manie`re directe d’un ensemble de proble`mes classiques non-line´aires en
photogramme´trie et vision par ordinateur. Par ailleurs ces nouveaux algorithmes permettent
de trouver toutes les solutions aux e´quations pose´es.
- Une meilleure stabilite´ nume´rique. Les nouvelles me´thodes d’orientation relatives (3
points et 5 points) sont stables pour l’ensemble des configurations teste´es dans le cadre de
simulations ou dans le cadre d’orientation d’images re´elles. Ces ame´liorations sont significa-
tives compte tenu des comparaisons re´alise´es avec les me´thodes de re´fe´rence actuelles.
- Une meilleure stabilite´ nume´rique. Les nouvelles me´thodes d’orientation relatives (3
points et 5 points) sont stables pour l’ensemble des configurations teste´es dans le cadre de
simulations ou dans le cadre d’orientation d’images re´elles. Ces ame´liorations sont significa-
tives compte tenu des comparaisons re´alise´es avec les me´thodes de re´fe´rence actuelles.
- Une utilisation du nombre minimal de primitives pour former le mode`le (5 points pour
l’orientation relative ou 3 points et un point de fuite), 3 points pour l’algorithme des 7
parame`tres. L’utilisation de configurations minimales est cruciale dans tous les algorithmes
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d’estimation robuste utilisant des tirages ale´atoires de type Ransac.
- Une utilisation du nombre minimal de primitives pour former le mode`le (5 points pour
l’orientation relative ou 3 points et un point de fuite), 3 points pour l’algorithme des 7
parame`tres. L’utilisation de configurations minimales est cruciale dans tous les algorithmes
d’estimation robuste utilisant des tirages ale´atoires de type Ransac.
Par ailleurs, l’utilisation de l’algorithme des 7 parame`tres de´passe tre`s largement le cadre
de la photogramme´trie et de la vision par ordinateur. En effet, ce type d’algorithme est d’un
usage courant dans des domaines tre`s varie´s : ge´ode´sie, topographie, etc.
Ces contributions innovantes ont e´te´ rendues possibles graˆce aux progre`s re´cents en ge´ome´-
trie alge´brique et en particulier en prenant en compte les re´centes avance´es dans l’utilisation
pratique des bases de Gro¨bner.
Pour montrer pleinement l’efficacite´ de ces nouvelles approches, celles ci pourront eˆtre
inte´gre´es dans une chaine de traitement permettant de produire des images oriente´es a` partir
d’images brutes.
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Partie IV
Annexes

A
RanSac
L’algorithme RANSAC a e´te´ propose´ par Fischler et Bolles [Fischler et Bolles, 1981].
Contrairement aux techniques de re´gression classiques qui consistent a` traiter simultane´ment
autant de points que possible, l’algorithme RANSAC repose sur l’estimation d’un mode`le a`
partir du nombre minimal de n points requis par le proble`me a` traiter (ex : n = 2 points
pour une droite, n = 3 points pour un cercle, n = 5 points pour l’estimation de l’orientation
relative, etc.) tire´s ale´atoirement. Cette estimation est re´pe´te´e plusieurs fois, le mode`le retenu
est celui qui a est retrouve´ le plus grand nombre de fois lors de ces tirages qui impliquent
la totalite´ des points. Un mode`le retenu, le support, est de´fini comme e´tant le nombre de
points dont la distance au mode`le est infe´rieure a` un certain seuil. En effet, l’ide´e intuitive
de base consiste a` dire que si un point faux a e´te´ utilise´ pour l’estimation du mode`le alors
ce dernier n’aura pas un support d’importance comparable avec celui d’un mode`le construit
sur des points exacts.
Les valeurs des parame`tres t et d doivent eˆtre de´termine´es a` partir des exigences spe´cifiques
relatives a` l’application et l’ensemble de donne´es, e´ventuellement sur la base d’e´valuations
expe´rimentales. Le parame`tre k (le nombre d’ite´rations), cependant, peut eˆtre de´termine´ a`
partir d’un re´sultat the´orique.
Soit P la probabilite´ qu’au moins un des n sous-ensembles tire´s ale´atoirement ne contienne
pas un point faux. Supposons que w est la probabilite´ de choisir un point bon a` chaque tirage
de point, c’est a` dire : w = nombrededonnesbonnes
nombredepointsdedonnes
.
En ge´ne´ral, la valeur de w est donne´e a` partir d’estimations, car on ne sait jamais de
manie`re certaine le nombre de points faux, meˆme si on en a toujours une ide´e.
Si nous supposons qu’on a besoin de n points pour de´finir un mode`le de manie`re inde´pen-
dante, wn est la probabilite´ que les n points soient tous justes, et (1 − w)n, la probabilite´
qu’au moins un point parmi les n-points soit faux. Ce qui entraine l’estimation d’un mode`le
faux a` partir de cet ensemble tire´ au hasard.
On peut calculer le nombre de tirages qui garantit que, au moins dans un de ces tirages,
un sous ensemble n’aura que des points bons, de la manie`re suivante : k = log(1−p)
log(1−wn) .
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Algorithme 2 RanSac (Random Sample Consensus)
entre´e :
donne´es - un ensemble d’observations
mode`le - le mode`le qu’on veut estimer
n - le nombre minimum d’observations requis pour l’estimation du mode`le
k - le nombre maximum d’ite´rations requis par l’algorithme
t - la valeur de tole´rance pour savoir quand une observation appartient au mode`le
d - le nombre d’observations requis pour eˆtre sur que le mode`le correspond bien aux observations
sortie :
meilleur-mode`le - les parame`tres du mode`le, qui correspondent le mieux aux donne´es
meilleur-sousEnsemble - le groupe d’observations qui ont de´fini le mode`le
meilleure-erreur - l’erreur du mode`le relative aux donne´es
iterations := 0
meilleur-mode`le := null
meilleur-sousEnsemble := null
meilleur-erreur := infini
while iterations < k do
donne´s-candidats := tirage de n donne´es a` partir des observations
mode`le-candidat := calcul des parame`tres du mode`le a` partir des donne´s-candidates
sousEnsemble-candidat := donne´s-candidates
for chaque obervations hormis les donne´s-candidates do
if les donne´es ont une tole´rance en dessous de t du mode`le-candidat then
ajout de ces points au meilleur-sousEnsemble
if le nombre du meilleur-sousEnsemble>d then
meilleur-mode`le-candidat := calcul des parame`tres du mode`le qui correspond au sousEnsemble-candidat
cette-erreur := mesure l’erreur du mode`le sur l’ensemble de ses points
end if
if cette-erreur < meilleure-erreur then
meilleur-mode`le := meilleur-mode`le-candidat
meilleur-sousEnsemble := sousEnsemble-candidat
meilleur-erreur := cette-erreur
end ifIncre´mentation des ite´rations
end if
end for
end while
return meilleur-mode`le, meilleur-sousEnsemble, meilleure-erreur
Dans la figure A.1, on peut avoir le nombre de tirages ne´cessaires en fonction du nombre
de parame`tres a` estimer (degre´ de liberte´) et le pourcentage de points corrects [Hartley et
Zisserman, 2004] :
Par exemple, on montre que pour estimer une droite (n = 2) passant par un ensemble de
points avec 70% de points bons, il faudra 7 tirages (ite´rations).
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Fig. A.1. Tableau montrant la de´termination du nombre de tirages en fonction du nombre de parame`tres a` estimer
(n) et du pourcentage de points bons.
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B
Estimation directe de l’orientation relative a`
l’aide de 5 points
Dans cette annexe nous de´crivons comment avec l’aide des librairies Salsa et OPenMaple
il est possible d’appeler, directement depuis un programme c++, Fortran et Java, certaines
fonctions mathe´matiques.
Nous donnons les e´le´ments ne´cessaires afin de re´soudre les e´quations de l’orientation rela-
tive a` partir de 5 points, comme de´crit dans le chapitre 7.
La premie`re chose a` faire quand on utilise OpenMaple c’est de de´finir un noyau, avec la
commande MKernelVector kv , kv e´tant le nom de variable du noyau.
Pile-Image-Ransac contient les coordonne´s des 5 points homologues issus du Ransac.
MKernelVector kv ;
if( ( kv = StartMaple(argc, argv, &cb, NULL, NULL, err) ) == NULL ) return( 1 ) ;
ALGEB gb-drl, test-dim, rr,sols ;
ALGEB l = MapleListAlloc(kv,3) ;
EvalMapleStatement(kv,”restart :with(Gb) :with(FGb) :advance(FGB) :with(RS) :”) ;
//***************** Definiton des relations **************************
ALGEB r1= EvalMapleStatement(kv,”r1 := (xa1∗(−4∗Tz∗v−2∗Tz∗l∗u−4∗Ty∗u+2∗Ty∗l∗v)+ya1∗(4∗Tz+Tz∗l2−
Tz∗u2−Tz∗v2+4∗Tx∗u−2∗Tx∗l∗v)+za1∗(−4∗Ty−Ty∗l2+Ty∗u2+Ty∗v2+4∗Tx∗v+2∗Tx∗l∗u))∗xa2+(xa1∗(−4∗
Tz+Tz∗l2−Tz∗u2+Tz∗v2+4∗Ty∗l+2∗Ty∗u∗v)+ya1∗(−4∗Tz∗v+2∗Tz∗l∗u−4∗Tx∗l−2∗Tx∗u∗v)+za1∗(4∗Ty∗v−
2∗Ty∗l∗u+4∗Tx−Tx∗l2+Tx∗u2−Tx∗v2))∗ya2+(xa1∗(4∗Tz∗l−2∗Tz∗u∗v+4∗Ty−Ty∗l2−Ty∗u2+Ty∗v2)+ya1∗
(4∗Tz∗u+2∗Tz∗l∗v−4∗Tx+Tx∗l2+Tx∗u2−Tx∗v2)+za1∗(−4∗Ty∗u−2∗Ty∗l∗v−4∗Tx∗l+2∗Tx∗u∗v))∗za2 :”) ;
ALGEB r2 = EvalMapleStatement(kv,”r2 := (xb1∗(−4∗Tz∗v−2∗Tz∗l∗u−4∗Ty∗u+2∗Ty∗l∗v)+yb1∗(4∗Tz+Tz∗
l2−Tz∗u2−Tz∗v2+4∗Tx∗u−2∗Tx∗l∗v)+zb1∗(−4∗Ty−Ty∗l2+Ty∗u2+Ty∗v2+4∗Tx∗v+2∗Tx∗l∗u))∗xb2+(xb1∗
(−4∗Tz+Tz∗l2−Tz∗u2+Tz∗v2+4∗Ty∗l+2∗Ty∗u∗v)+yb1∗(−4∗Tz∗v+2∗Tz∗l∗u−4∗Tx∗l−2∗Tx∗u∗v)+zb1∗(4∗
Ty∗v−2∗Ty∗l∗u+4∗Tx−Tx∗l2+Tx∗u2−Tx∗v2))∗yb2+(xb1∗(4∗Tz∗l−2∗Tz∗u∗v+4∗Ty−Ty∗l2−Ty∗u2+Ty∗v2)+
yb1∗(4∗Tz∗u+2∗Tz∗l∗v−4∗Tx+Tx∗l2+Tx∗u2−Tx∗v2)+zb1∗(−4∗Ty∗u−2∗Ty∗l∗v−4∗Tx∗l+2∗Tx∗u∗v))∗zb2 :”) ;
ALGEB r3 = EvalMapleStatement(kv,”r3 := (xc1∗(−4∗Tz∗v−2∗Tz∗l∗u−4∗Ty∗u+2∗Ty∗l∗v)+yc1∗(4∗Tz+Tz∗
l2−Tz∗u2−Tz∗v2+4∗Tx∗u−2∗Tx∗l∗v)+zc1∗(−4∗Ty−Ty∗l2+Ty∗u2+Ty∗v2+4∗Tx∗v+2∗Tx∗l∗u))∗xc2+(xc1∗
(−4∗Tz+Tz∗l2−Tz∗u2+Tz∗v2+4∗Ty∗l+2∗Ty∗u∗v)+yc1∗(−4∗Tz∗v+2∗Tz∗l∗u−4∗Tx∗l−2∗Tx∗u∗v)+zc1∗(4∗
Ty∗v−2∗Ty∗l∗u+4∗Tx−Tx∗l2+Tx∗u2−Tx∗v2))∗yc2+(xc1∗(4∗Tz∗l−2∗Tz∗u∗v+4∗Ty−Ty∗l2−Ty∗u2+Ty∗v2)+
yc1∗(4∗Tz∗u+2∗Tz∗l∗v−4∗Tx+Tx∗l2+Tx∗u2−Tx∗v2)+zc1∗(−4∗Ty∗u−2∗Ty∗l∗v−4∗Tx∗l+2∗Tx∗u∗v))∗zc2 :”) ;
ALGEB r4 = EvalMapleStatement(kv,”r4 := (xd1∗(−4∗Tz∗v−2∗Tz∗l∗u−4∗Ty∗u+2∗Ty∗l∗v)+yd1∗(4∗Tz+Tz∗
l2−Tz∗u2−Tz∗v2+4∗Tx∗u−2∗Tx∗l∗v)+zd1∗(−4∗Ty−Ty∗l2+Ty∗u2+Ty∗v2+4∗Tx∗v+2∗Tx∗l∗u))∗xd2+(xd1∗
(−4∗Tz+Tz∗l2−Tz∗u2+Tz∗v2+4∗Ty∗l+2∗Ty∗u∗v)+yd1∗(−4∗Tz∗v+2∗Tz∗l∗u−4∗Tx∗l−2∗Tx∗u∗v)+zd1∗(4∗
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Ty∗v−2∗Ty∗l∗u+4∗Tx−Tx∗l2+Tx∗u2−Tx∗v2))∗yd2+(xd1∗(4∗Tz∗l−2∗Tz∗u∗v+4∗Ty−Ty∗l2−Ty∗u2+Ty∗v2)+
yd1∗(4∗Tz∗u+2∗Tz∗l∗v−4∗Tx+Tx∗l2+Tx∗u2−Tx∗v2)+zd1∗(−4∗Ty∗u−2∗Ty∗l∗v−4∗Tx∗l+2∗Tx∗u∗v))∗zd2 :”) ;
ALGEB r5 = EvalMapleStatement(kv,”r5 := (xe1∗(−4∗Tz∗v−2∗Tz∗l∗u−4∗Ty∗u+2∗Ty∗l∗v)+ye1∗(4∗Tz+Tz∗
l2−Tz∗u2−Tz∗v2+4∗Tx∗u−2∗Tx∗l∗v)+ze1∗(−4∗Ty−Ty∗l2+Ty∗u2+Ty∗v2+4∗Tx∗v+2∗Tx∗l∗u))∗xe2+(xe1∗
(−4∗Tz+Tz∗l2−Tz∗u2+Tz∗v2+4∗Ty∗l+2∗Ty∗u∗v)+ye1∗(−4∗Tz∗v+2∗Tz∗l∗u−4∗Tx∗l−2∗Tx∗u∗v)+ze1∗(4∗
Ty∗v−2∗Ty∗l∗u+4∗Tx−Tx∗l2+Tx∗u2−Tx∗v2))∗ye2+(xe1∗(4∗Tz∗l−2∗Tz∗u∗v+4∗Ty−Ty∗l2−Ty∗u2+Ty∗v2)+
ye1∗(4∗Tz∗u+2∗Tz∗l∗v−4∗Tx+Tx∗l2+Tx∗u2−Tx∗v2)+ze1∗(−4∗Ty∗u−2∗Ty∗l∗v−4∗Tx∗l+2∗Tx∗u∗v))∗ze2 :”) ;
ALGEB r6 = EvalMapleStatement(kv,”r6 := Tx2 + Ty2 + Tz2 − 1 :”) ;
//********************* Commande sur maple pour l’initialisation *************************
MapleAssign(kv,ToMapleName(kv,”xa1”,TRUE),ToMapleInteger(kv,Pile-Image-Ransac(0)(0).x)) ;
MapleAssign(kv,ToMapleName(kv,”ya1”,TRUE),ToMapleInteger(kv,Pile-Image-Ransac(0)(0).y)) ;
MapleAssign(kv,ToMapleName(kv,”xb1”,TRUE),ToMapleInteger(kv,Pile-Image-Ransac(0)(1).x)) ;
MapleAssign(kv,ToMapleName(kv,”yb1”,TRUE),ToMapleInteger(kv,Pile-Image-Ransac(0)(1).y)) ;
MapleAssign(kv,ToMapleName(kv,”xc1”,TRUE),ToMapleInteger(kv,Pile-Image-Ransac(0)(2).x)) ;
MapleAssign(kv,ToMapleName(kv,”yc1”,TRUE),ToMapleInteger(kv,Pile-Image-Ransac(0)(2).y)) ;
MapleAssign(kv,ToMapleName(kv,”xd1”,TRUE),ToMapleInteger(kv,Pile-Image-Ransac(0)(3).x)) ;
MapleAssign(kv,ToMapleName(kv,”yd1”,TRUE),ToMapleInteger(kv,Pile-Image-Ransac(0)(3).y)) ;
MapleAssign(kv,ToMapleName(kv,”xe1”,TRUE),ToMapleInteger(kv,Pile-Image-Ransac(0)(4).x)) ;
MapleAssign(kv,ToMapleName(kv,”ye1”,TRUE),ToMapleInteger(kv,Pile-Image-Ransac(0)(4).y)) ;
MapleAssign(kv,ToMapleName(kv,”za1”,TRUE),ToMapleInteger(kv,focale)) ;
MapleAssign(kv,ToMapleName(kv,”zb1”,TRUE),ToMapleInteger(kv,focale)) ;
MapleAssign(kv,ToMapleName(kv,”zc1”,TRUE),ToMapleInteger(kv,focale)) ;
MapleAssign(kv,ToMapleName(kv,”zd1”,TRUE),ToMapleInteger(kv,focale)) ;
MapleAssign(kv,ToMapleName(kv,”ze1”,TRUE),ToMapleInteger(kv,focale)) ;
MapleAssign(kv,ToMapleName(kv,”xa2”,TRUE),ToMapleInteger(kv,Pile-Image-Ransac(1)(0).x)) ;
MapleAssign(kv,ToMapleName(kv,”ya2”,TRUE),ToMapleInteger(kv,Pile-Image-Ransac(1)(0).y)) ;
MapleAssign(kv,ToMapleName(kv,”xb2”,TRUE),ToMapleInteger(kv,Pile-Image-Ransac(1)(1).x)) ;
MapleAssign(kv,ToMapleName(kv,”yb2”,TRUE),ToMapleInteger(kv,Pile-Image-Ransac(1)(1).y)) ;
MapleAssign(kv,ToMapleName(kv,”xc2”,TRUE),ToMapleInteger(kv,Pile-Image-Ransac(1)(2).x)) ;
MapleAssign(kv,ToMapleName(kv,”yc2”,TRUE),ToMapleInteger(kv,Pile-Image-Ransac(1)(2).y)) ;
MapleAssign(kv,ToMapleName(kv,”xd2”,TRUE),ToMapleInteger(kv,Pile-Image-Ransac(1)(3).x)) ;
MapleAssign(kv,ToMapleName(kv,”yd2”,TRUE),ToMapleInteger(kv,Pile-Image-Ransac(1)(3).y)) ;
MapleAssign(kv,ToMapleName(kv,”xe2”,TRUE),ToMapleInteger(kv,Pile-Image-Ransac(1)(4).x)) ;
MapleAssign(kv,ToMapleName(kv,”ye2”,TRUE),ToMapleInteger(kv,Pile-Image-Ransac(1)(4).y)) ;
MapleAssign(kv,ToMapleName(kv,”za2”,TRUE),ToMapleInteger(kv,focale)) ;
MapleAssign(kv,ToMapleName(kv,”zb2”,TRUE),ToMapleInteger(kv,focale)) ;
MapleAssign(kv,ToMapleName(kv,”zc2”,TRUE),ToMapleInteger(kv,focale)) ;
MapleAssign(kv,ToMapleName(kv,”zd2”,TRUE),ToMapleInteger(kv,focale)) ;
MapleAssign(kv,ToMapleName(kv,”ze2”,TRUE),ToMapleInteger(kv,focale)) ;
r1 = MapleEval(kv,r1) ;
r2 = MapleEval(kv,r2) ;
r3 = MapleEval(kv,r3) ;
r4 = MapleEval(kv,r4) ;
r5 = MapleEval(kv,r5) ;
r6 = MapleEval(kv,r6) ;
ALGEB li = MapleListAlloc(kv,6) ;
MapleListAssign(kv,li,1,r1) ;
MapleListAssign(kv,li,2,r2) ;
MapleListAssign(kv,li,3,r3) ;
MapleListAssign(kv,li,4,r4) ;
MapleListAssign(kv,li,5,r5) ;
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MapleListAssign(kv,li,6,r6) ;
ALGEB Rela= EvalMapleStatement(kv,”Rela :=[r1,r2,r3,r4,r5,r6] :”) ;
gb-drl= EvalMapleStatement(kv,”gb-drl :=gbasis(Rela,DRL([l,u,v,Tx,Ty,Tz])) :”) ;
test-dim = EvalMapleStatement(kv,”dimension(gb-drl) :”) ;
int dimension = MapleToInteger8(kv,test-dim) ;
rr= EvalMapleStatement(kv,”rr := rsrur(gb-drl,verbose=1,output=poly) :”) ;
sols=EvalMapleStatement(kv,”sols :=rsisolate(rr,vars=vars,order=R¨UR¨,scalars=floatingpoint) ;”) ;
ALGEB nopsS = EvalMapleStatement(kv,”nbSols :=nops(sols) ;”) ;
B.1 Conclusions
Dans cette annexe, nous avons de´crit les e´quations et la syntaxe ne´cessaires afin de re´soudre les e´quations d’orien-
tation relative a` l’aide des 5 points.
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C
Orientation relative a` partir de 3 points
homologues et de la direction verticale
Dans cette annexe nous de´crivons la matrice de Macaulay, que nous avons fabrique´e afin de re´soudre les e´quations
de´crites dans le chapitre 8. Cette matrice que nous appelons M, est une matrice qui a 71 lignes et 85 colonnes. En
effectuant une e´limination du type Gauss-Jordan sur cette matrice, nous obtenons les bases de Gro¨bner. Dans la suite,
nous donnons les matrices d’action (ANGLE, TRANSX, TRANSY, TRANSZ) pour chacune des inconnues. Le calcul
des valeurs propres de cette matrice donne la solution pour chaque inconnue.
Matrice M(71,85)
M(0,57) =zc2 * yc1 ; M(5,22) =-xc2 * zc1 + zc2 * xc1 ;
M(0,58) =-2 * xc2 * yc1 ; M(5,38) =-xc2 * yc1 ;
M(0,59) =yc2 * zc1 - zc2 * yc1 ; M(5,39) =-2 * zc2 * yc1 ;
M(0,65) =xc2 * zc1 - zc2 * xc1 ; M(5,40) =xc2 * yc1 - yc2 * xc1 ;
M(0,66) =2 * xc2 * xc1 + 2 * zc2 * zc1 ; M(6,10) =zc2 * yc1 ;
M(0,67) =-xc2 * zc1 + zc2 * xc1 ; M(6,11) =-2 * xc2 * yc1 ;
M(0,73) =-xc2 * yc1 ; M(6,12) =yc2 * zc1 - zc2 * yc1 ;
M(0,74) =-2 * zc2 * yc1 ; M(6,19) =xc2 * zc1 - zc2 * xc1 ;
M(0,75) =xc2 * yc1 - yc2 * xc1 ; M(6,20) =2 * xc2 * xc1 + 2 * zc2 * zc1 ;
M(1,56) =zc2 * yc1 ; M(6,21) =-xc2 * zc1 + zc2 * xc1 ;
M(1,57) =-2 * xc2 * yc1 ; M(6,37) =-xc2 * yc1 ;
M(1,58) =yc2 * zc1 - zc2 * yc1 ; M(6,38) =-2 * zc2 * yc1 ;
M(1,64) =xc2 * zc1 - zc2 * xc1 ; M(6,39) =xc2 * yc1 - yc2 * xc1 ;
M(1,65) =2 * xc2 * xc1 + 2 * zc2 * zc1 ; M(7,9) = zc2 * yc1 ;
M(1,66) =-xc2 * zc1 + zc2 * xc1 ; M(7,10) =-2 * xc2 * yc1 ;
M(1,72) =-xc2 * yc1 ; M(7,11) =yc2 * zc1 - zc2 * yc1 ;
M(1,73) =-2 * zc2 * yc1 ; M(7,18) =xc2 * zc1 - zc2 * xc1 ;
M(1,74) =xc2 * yc1 - yc2 * xc1 ; M(7,19) =2 * xc2 * xc1 + 2 * zc2 * zc1 ;
M(2,55) =zc2 * yc1 ; M(7,20) =-xc2 * zc1 + zc2 * xc1 ;
M(2,56) =-2 * xc2 * yc1 ; M(7,36) =-xc2 * yc1 ;
M(2,57) =yc2 * zc1 - zc2 * yc1 ; M(7,37) =-2 * zc2 * yc1 ;
M(2,63) =xc2 * zc1 - zc2 * xc1 ; M(7,38) =xc2 * yc1 - yc2 * xc1 ;
M(2,64) =2 * xc2 * xc1 + 2 * zc2 * zc1 ; M(8,6) = zc2 * yc1 ;
M(2,65) =-xc2 * zc1 + zc2 * xc1 ; M(8,7) = -2 * xc2 * yc1 ;
M(2,71) =-xc2 * yc1 ; M(8,8) = yc2 * zc1 - zc2 * yc1 ;
M(2,72) =-2 * zc2 * yc1 ; M(8,15) =xc2 * zc1 - zc2 * xc1 ;
M(2,73) =xc2 * yc1 - yc2 * xc1 ; M(8,16) =2 * xc2 * xc1 + 2 * zc2 * zc1 ;
M(3,54) =zc2 * yc1 ; M(8,17) =-xc2 * zc1 + zc2 * xc1 ;
M(3,55) =-2 * xc2 * yc1 ; M(8,33) =-xc2 * yc1 ;
M(3,56) =yc2 * zc1 - zc2 * yc1 ; M(8,34) =-2 * zc2 * yc1 ;
M(3,62) =xc2 * zc1 - zc2 * xc1 ; M(8,35) =xc2 * yc1 - yc2 * xc1 ;
M(3,63) =2 * xc2 * xc1 + 2 * zc2 * zc1 ; M(9,5) = zc2 * yc1 ;
M(3,64) =-xc2 * zc1 + zc2 * xc1 ; M(9,6) = -2 * xc2 * yc1 ;
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M(3,70) =-xc2 * yc1 ; M(9,7) = yc2 * zc1 - zc2 * yc1 ;
M(3,71) =-2 * zc2 * yc1 ; M(9,14) =xc2 * zc1 - zc2 * xc1 ;
M(3,72) =xc2 * yc1 - yc2 * xc1 ; M(9,15) =2 * xc2 * xc1 + 2 * zc2 * zc1 ;
M(4,12) =zc2 * yc1 ; M(9,16) =-xc2 * zc1 + zc2 * xc1 ;
M(4,13) =-2 * xc2 * yc1 ; M(9,32) =-xc2 * yc1 ;
M(4,14) =yc2 * zc1 - zc2 * yc1 ; M(9,33) =-2 * zc2 * yc1 ;
M(4,21) =xc2 * zc1 - zc2 * xc1 ; M(9,34) =xc2 * yc1 - yc2 * xc1 ;
M(4,22) =2 * xc2 * xc1 + 2 * zc2 * zc1 ; M(10,4) =zc2 * yc1 ;
M(4,23) =-xc2 * zc1 + zc2 * xc1 ; M(10,5) =-2 * xc2 * yc1 ;
M(4,39) =-xc2 * yc1 ; M(10,6) =yc2 * zc1 - zc2 * yc1 ;
M(4,40) =-2 * zc2 * yc1 ; M(10,13) =xc2 * zc1 - zc2 * xc1 ;
M(4,41) =xc2 * yc1 - yc2 * xc1 ; M(10,14) =2 * xc2 * xc1 + 2 * zc2 * zc1 ;
M(5,11) =zc2 * yc1 ; M(10,15) =-xc2 * zc1 + zc2 * xc1 ;
M(5,12) =-2 * xc2 * yc1 ; M(10,31) =-xc2 * yc1 ;
M(5,13) =yc2 * zc1 - zc2 * yc1 ; M(10,32) =-2 * zc2 * yc1 ;
M(5,20) =xc2 * zc1 - zc2 * xc1 ; M(10,33) =xc2 * yc1 - yc2 * xc1 ;
M(5,21) =2 * xc2 * xc1 + 2 * zc2 * zc1 ; M(11,3) =zc2 * yc1 ;
M(11,4) =-2 * xc2 * yc1 ; M(16,74) =-xb2 * yb1 ;
M(11,5) =yc2 * zc1 - zc2 * yc1 ; M(16,75) =-2 * zb2 * yb1 ;
M(11,12) =xc2 * zc1 - zc2 * xc1 ; M(16,76) =xb2 * yb1 - yb2 * xb1 ;
M(11,13) =2 * xc2 * xc1 + 2 * zc2 * zc1 ; M(17,57) =zb2 * yb1 ;
M(11,14) =-xc2 * zc1 + zc2 * xc1 ; M(17,58) =-2 * xb2 * yb1 ;
M(11,30) =-xc2 * yc1 ; M(17,59) =yb2 * zb1 - zb2 * yb1 ;
M(11,31) =-2 * zc2 * yc1 ; M(17,65) =xb2 * zb1 - zb2 * xb1 ;
M(11,32) =xc2 * yc1 - yc2 * xc1 ; M(17,66) =2 * xb2 * xb1 + 2 * zb2 * zb1 ;
M(12,2) =zc2 * yc1 ; M(17,67) =-xb2 * zb1 + zb2 * xb1 ;
M(12,3) =-2 * xc2 * yc1 ; M(17,73) =-xb2 * yb1 ;
M(12,4) =yc2 * zc1 - zc2 * yc1 ; M(17,74) =-2 * zb2 * yb1 ;
M(12,11) =xc2 * zc1 - zc2 * xc1 ; M(17,75) =xb2 * yb1 - yb2 * xb1 ;
M(12,12) =2 * xc2 * xc1 + 2 * zc2 * zc1 ; M(18,56) =zb2 * yb1 ;
M(12,13) =-xc2 * zc1 + zc2 * xc1 ; M(18,57) =-2 * xb2 * yb1 ;
M(12,29) =-xc2 * yc1 ; M(18,58) =yb2 * zb1 - zb2 * yb1 ;
M(12,30) =-2 * zc2 * yc1 ; M(18,64) =xb2 * zb1 - zb2 * xb1 ;
M(12,31) =xc2 * yc1 - yc2 * xc1 ; M(18,65) =2 * xb2 * xb1 + 2 * zb2 * zb1 ;
M(13,1) =zc2 * yc1 ; M(18,66) =-xb2 * zb1 + zb2 * xb1 ;
M(13,2) =-2 * xc2 * yc1 ; M(18,72) =-xb2 * yb1 ;
M(13,3) =yc2 * zc1 - zc2 * yc1 ; M(18,73) =-2 * zb2 * yb1 ;
M(13,10) =xc2 * zc1 - zc2 * xc1 ; M(18,74) =xb2 * yb1 - yb2 * xb1 ;
M(13,11) =2 * xc2 * xc1 + 2 * zc2 * zc1 ; M(19,55) =zb2 * yb1 ;
M(13,12) =-xc2 * zc1 + zc2 * xc1 ; M(19,56) =-2 * xb2 * yb1 ;
M(13,28) =-xc2 * yc1 ; M(19,57) =yb2 * zb1 - zb2 * yb1 ;
M(13,29) =-2 * zc2 * yc1 ; M(19,63) =xb2 * zb1 - zb2 * xb1 ;
M(13,30) =xc2 * yc1 - yc2 * xc1 ; M(19,64) =2 * xb2 * xb1 + 2 * zb2 * zb1 ;
M(14,0) =zc2 * yc1 ; M(19,65) =-xb2 * zb1 + zb2 * xb1 ;
M(14,1) =-2 * xc2 * yc1 ; M(19,71) =-xb2 * yb1 ;
M(14,2) =yc2 * zc1 - zc2 * yc1 ; M(19,72) =-2 * zb2 * yb1 ;
M(14,9) =xc2 * zc1 - zc2 * xc1 ; M(19,73) =xb2 * yb1 - yb2 * xb1 ;
M(14,10) =2 * xc2 * xc1 + 2 * zc2 * zc1 ; M(20,54) =zb2 * yb1 ;
M(14,11) =-xc2 * zc1 + zc2 * xc1 ; M(20,55) =-2 * xb2 * yb1 ;
M(14,27) =-xc2 * yc1 ; M(20,56) =yb2 * zb1 - zb2 * yb1 ;
M(14,28) =-2 * zc2 * yc1 ; M(20,62) =xb2 * zb1 - zb2 * xb1 ;
M(14,29) =xc2 * yc1 - yc2 * xc1 ; M(20,63) =2 * xb2 * xb1 + 2 * zb2 * zb1 ;
M(15,59) =zb2 * yb1 ; M(20,64) =-xb2 * zb1 + zb2 * xb1 ;
M(15,60) =-2 * xb2 * yb1 ; M(20,70) =-xb2 * yb1 ;
M(15,61) =yb2 * zb1 - zb2 * yb1 ; M(20,71) =-2 * zb2 * yb1 ;
M(15,67) =xb2 * zb1 - zb2 * xb1 ; M(20,72) =xb2 * yb1 - yb2 * xb1 ;
M(15,68) =2 * xb2 * xb1 + 2 * zb2 * zb1 ; M(21,28) =zb2 * yb1 ;
M(15,69) =-xb2 * zb1 + zb2 * xb1 ; M(21,29) =-2 * xb2 * yb1 ;
M(15,75) =-xb2 * yb1 ; M(21,30) =yb2 * zb1 - zb2 * yb1 ;
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M(15,76) =-2 * zb2 * yb1 ; M(21,37) =xb2 * zb1 - zb2 * xb1 ;
M(15,77) =xb2 * yb1 - yb2 * xb1 ; M(21,38) =2 * xb2 * xb1 + 2 * zb2 * zb1 ;
M(16,58) =zb2 * yb1 ; M(21,39) =-xb2 * zb1 + zb2 * xb1 ;
M(16,59) =-2 * xb2 * yb1 ; M(21,46) =-xb2 * yb1 ;
M(16,60) =yb2 * zb1 - zb2 * yb1 ; M(21,47) =-2 * zb2 * yb1 ;
M(16,66) =xb2 * zb1 - zb2 * xb1 ; M(21,48) =xb2 * yb1 - yb2 * xb1 ;
M(16,67) =2 * xb2 * xb1 + 2 * zb2 * zb1 ; M(22,27) =zb2 * yb1 ;
M(16,68) =-xb2 * zb1 + zb2 * xb1 ; M(22,28) =-2 * xb2 * yb1 ;
M(22,29) =yb2 * zb1 - zb2 * yb1 ; M(27,39) =-2 * zb2 * yb1 ;
M(22,36) =xb2 * zb1 - zb2 * xb1 ; M(27,40) =xb2 * yb1 - yb2 * xb1 ;
M(22,37) =2 * xb2 * xb1 + 2 * zb2 * zb1 ; M(28,10) =zb2 * yb1 ;
M(22,38) =-xb2 * zb1 + zb2 * xb1 ; M(28,11) =-2 * xb2 * yb1 ;
M(22,45) =-xb2 * yb1 ; M(28,12) =yb2 * zb1 - zb2 * yb1 ;
M(22,46) =-2 * zb2 * yb1 ; M(28,19) =xb2 * zb1 - zb2 * xb1 ;
M(22,47) =xb2 * yb1 - yb2 * xb1 ; M(28,20) =2 * xb2 * xb1 + 2 * zb2 * zb1 ;
M(23,15) =zb2 * yb1 ; M(28,21) =-xb2 * zb1 + zb2 * xb1 ;
M(23,16) =-2 * xb2 * yb1 ; M(28,37) =-xb2 * yb1 ;
M(23,17) =yb2 * zb1 - zb2 * yb1 ; M(28,38) =-2 * zb2 * yb1 ;
M(23,24) =xb2 * zb1 - zb2 * xb1 ; M(28,39) =xb2 * yb1 - yb2 * xb1 ;
M(23,25) =2 * xb2 * xb1 + 2 * zb2 * zb1 ; M(29,9) =zb2 * yb1 ;
M(23,26) =-xb2 * zb1 + zb2 * xb1 ; M(29,10) =-2 * xb2 * yb1 ;
M(23,42) =-xb2 * yb1 ; M(29,11) =yb2 * zb1 - zb2 * yb1 ;
M(23,43) =-2 * zb2 * yb1 ; M(29,18) =xb2 * zb1 - zb2 * xb1 ;
M(23,44) =xb2 * yb1 - yb2 * xb1 ; M(29,19) =2 * xb2 * xb1 + 2 * zb2 * zb1 ;
M(24,14) =zb2 * yb1 ; M(29,20) =-xb2 * zb1 + zb2 * xb1 ;
M(24,15) =-2 * xb2 * yb1 ; M(29,36) =-xb2 * yb1 ;
M(24,16) =yb2 * zb1 - zb2 * yb1 ; M(29,37) =-2 * zb2 * yb1 ;
M(24,23) =xb2 * zb1 - zb2 * xb1 ; M(29,38) =xb2 * yb1 - yb2 * xb1 ;
M(24,24) =2 * xb2 * xb1 + 2 * zb2 * zb1 ; M(30,6) =zb2 * yb1 ;
M(24,25) =-xb2 * zb1 + zb2 * xb1 ; M(30,7) =-2 * xb2 * yb1 ;
M(24,41) =-xb2 * yb1 ; M(30,8) =yb2 * zb1 - zb2 * yb1 ;
M(24,42) =-2 * zb2 * yb1 ; M(30,15) =xb2 * zb1 - zb2 * xb1 ;
M(24,43) =xb2 * yb1 - yb2 * xb1 ; M(30,16) =2 * xb2 * xb1 + 2 * zb2 * zb1 ;
M(25,13) =zb2 * yb1 ; M(30,17) =-xb2 * zb1 + zb2 * xb1 ;
M(25,14) =-2 * xb2 * yb1 ; M(30,33) =-xb2 * yb1 ;
M(25,15) =yb2 * zb1 - zb2 * yb1 ; M(30,34) =-2 * zb2 * yb1 ;
M(25,22) =xb2 * zb1 - zb2 * xb1 ; M(30,35) =xb2 * yb1 - yb2 * xb1 ;
M(25,23) =2 * xb2 * xb1 + 2 * zb2 * zb1 ; M(31,5) =zb2 * yb1 ;
M(25,24) =-xb2 * zb1 + zb2 * xb1 ; M(31,6) =-2 * xb2 * yb1 ;
M(25,40) =-xb2 * yb1 ; M(31,7) =yb2 * zb1 - zb2 * yb1 ;
M(25,41) =-2 * zb2 * yb1 ; M(31,14) =xb2 * zb1 - zb2 * xb1 ;
M(25,42) =xb2 * yb1 - yb2 * xb1 ; M(31,15) =2 * xb2 * xb1 + 2 * zb2 * zb1 ;
M(26,12) =zb2 * yb1 ; M(31,16) =-xb2 * zb1 + zb2 * xb1 ;
M(26,13) =-2 * xb2 * yb1 ; M(31,32) =-xb2 * yb1 ;
M(26,14) =yb2 * zb1 - zb2 * yb1 ; M(31,33) =-2 * zb2 * yb1 ;
M(26,21) =xb2 * zb1 - zb2 * xb1 ; M(31,34) =xb2 * yb1 - yb2 * xb1 ;
M(26,22) =2 * xb2 * xb1 + 2 * zb2 * zb1 ; M(32,4) =zb2 * yb1 ;
M(26,23) =-xb2 * zb1 + zb2 * xb1 ; M(32,5) =-2 * xb2 * yb1 ;
M(26,39) =-xb2 * yb1 ; M(32,6) =yb2 * zb1 - zb2 * yb1 ;
M(26,40) =-2 * zb2 * yb1 ; M(32,13) =xb2 * zb1 - zb2 * xb1 ;
M(26,41) =xb2 * yb1 - yb2 * xb1 ; M(32,14) =2 * xb2 * xb1 + 2 * zb2 * zb1 ;
M(27,11) =zb2 * yb1 ; M(32,15) =-xb2 * zb1 + zb2 * xb1 ;
M(27,12) =-2 * xb2 * yb1 ; M(32,31) =-xb2 * yb1 ;
M(27,13) =yb2 * zb1 - zb2 * yb1 ; M(32,32) =-2 * zb2 * yb1 ;
M(27,20) =xb2 * zb1 - zb2 * xb1 ; M(32,33) =xb2 * yb1 - yb2 * xb1 ;
M(27,21) =2 * xb2 * xb1 + 2 * zb2 * zb1 ; M(33,3) =zb2 * yb1 ;
M(27,22) =-xb2 * zb1 + zb2 * xb1 ; M(33,4) =-2 * xb2 * yb1 ;
M(27,38) =-xb2 * yb1 ; M(33,5) =yb2 * zb1 - zb2 * yb1 ;
M(33,12) =xb2 * zb1 - zb2 * xb1 ; M(38,76) =xa2 * ya1 - ya2 * xa1 ;
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M(33,13) =2 * xb2 * xb1 + 2 * zb2 * zb1 ; M(39,57) =za2 * ya1 ;
M(33,14) =-xb2 * zb1 + zb2 * xb1 ; M(39,58) =-2 * xa2 * ya1 ;
M(33,30) =-xb2 * yb1 ; M(39,59) =ya2 * za1 - za2 * ya1 ;
M(33,31) =-2 * zb2 * yb1 ; M(39,65) =xa2 * za1 - za2 * xa1 ;
M(33,32) =xb2 * yb1 - yb2 * xb1 ; M(39,66) =2 * xa2 * xa1 + 2 * za2 * za1 ;
M(34,2) =zb2 * yb1 ; M(39,67) =-xa2 * za1 + za2 * xa1 ;
M(34,3) =-2 * xb2 * yb1 ; M(39,73) =-xa2 * ya1 ;
M(34,4) =yb2 * zb1 - zb2 * yb1 ; M(39,74) =-2 * za2 * ya1 ;
M(34,11) =xb2 * zb1 - zb2 * xb1 ; M(39,75) =xa2 * ya1 - ya2 * xa1 ;
M(34,12) =2 * xb2 * xb1 + 2 * zb2 * zb1 ; M(40,56) =za2 * ya1 ;
M(34,13) =-xb2 * zb1 + zb2 * xb1 ; M(40,57) =-2 * xa2 * ya1 ;
M(34,29) =-xb2 * yb1 ; M(40,58) =ya2 * za1 - za2 * ya1 ;
M(34,30) =-2 * zb2 * yb1 ; M(40,64) =xa2 * za1 - za2 * xa1 ;
M(34,31) =xb2 * yb1 - yb2 * xb1 ; M(40,65) =2 * xa2 * xa1 + 2 * za2 * za1 ;
M(35,1) =zb2 * yb1 ; M(40,66) =-xa2 * za1 + za2 * xa1 ;
M(35,2) =-2 * xb2 * yb1 ; M(40,72) =-xa2 * ya1 ;
M(35,3) =yb2 * zb1 - zb2 * yb1 ; M(40,73) =-2 * za2 * ya1 ;
M(35,10) =xb2 * zb1 - zb2 * xb1 ; M(40,74) =xa2 * ya1 - ya2 * xa1 ;
M(35,11) =2 * xb2 * xb1 + 2 * zb2 * zb1 ; M(41,55) =za2 * ya1 ;
M(35,12) =-xb2 * zb1 + zb2 * xb1 ; M(41,56) =-2 * xa2 * ya1 ;
M(35,28) =-xb2 * yb1 ; M(41,57) =ya2 * za1 - za2 * ya1 ;
M(35,29) =-2 * zb2 * yb1 ; M(41,63) =xa2 * za1 - za2 * xa1 ;
M(35,30) =xb2 * yb1 - yb2 * xb1 ; M(41,64) =2 * xa2 * xa1 + 2 * za2 * za1 ;
M(36,0) =zb2 * yb1 ; M(41,65) =-xa2 * za1 + za2 * xa1 ;
M(36,1) =-2 * xb2 * yb1 ; M(41,71) =-xa2 * ya1 ;
M(36,2) =yb2 * zb1 - zb2 * yb1 ; M(41,72) =-2 * za2 * ya1 ;
M(36,9) =xb2 * zb1 - zb2 * xb1 ; M(41,73) =xa2 * ya1 - ya2 * xa1 ;
M(36,10) =2 * xb2 * xb1 + 2 * zb2 * zb1 ; M(42,54) =za2 * ya1 ;
M(36,11) =-xb2 * zb1 + zb2 * xb1 ; M(42,55) =-2 * xa2 * ya1 ;
M(36,27) =-xb2 * yb1 ; M(42,56) =ya2 * za1 - za2 * ya1 ;
M(36,28) =-2 * zb2 * yb1 ; M(42,62) =xa2 * za1 - za2 * xa1 ;
M(36,29) =xb2 * yb1 - yb2 * xb1 ; M(42,63) =2 * xa2 * xa1 + 2 * za2 * za1 ;
M(37,59) =za2 * ya1 ; M(42,64) =-xa2 * za1 + za2 * xa1 ;
M(37,60) =-2 * xa2 * ya1 ; M(42,70) =-xa2 * ya1 ;
M(37,61) =ya2 * za1 - za2 * ya1 ; M(42,71) =-2 * za2 * ya1 ;
M(37,67) =xa2 * za1 - za2 * xa1 ; M(42,72) =xa2 * ya1 - ya2 * xa1 ;
M(37,68) =2 * xa2 * xa1 + 2 * za2 * za1 ; M(43,33) =za2 * ya1 ;
M(37,69) =-xa2 * za1 + za2 * xa1 ; M(43,34) =-2 * xa2 * ya1 ;
M(37,75) =-xa2 * ya1 ; M(43,35) =ya2 * za1 - za2 * ya1 ;
M(37,76) =-2 * za2 * ya1 ; M(43,42) =xa2 * za1 - za2 * xa1 ;
M(37,77) =xa2 * ya1 - ya2 * xa1 ; M(43,43) =2 * xa2 * xa1 + 2 * za2 * za1 ;
M(38,58) =za2 * ya1 ; M(43,44) =-xa2 * za1 + za2 * xa1 ;
M(38,59) =-2 * xa2 * ya1 ; M(43,51) =-xa2 * ya1 ;
M(38,60) =ya2 * za1 - za2 * ya1 ; M(43,52) =-2 * za2 * ya1 ;
M(38,66) =xa2 * za1 - za2 * xa1 ; M(43,53) =xa2 * ya1 - ya2 * xa1 ;
M(38,67) =2 * xa2 * xa1 + 2 * za2 * za1 ; M(44,32) =za2 * ya1 ;
M(38,68) =-xa2 * za1 + za2 * xa1 ; M(44,33) =-2 * xa2 * ya1 ;
M(38,74) =-xa2 * ya1 ; M(44,34) =ya2 * za1 - za2 * ya1 ;
M(38,75) =-2 * za2 * ya1 ; M(44,41) =xa2 * za1 - za2 * xa1 ;
M(44,42) =2 * xa2 * xa1 + 2 * za2 * za1 ; M(50,15) =za2 * ya1 ;
M(44,43) =-xa2 * za1 + za2 * xa1 ; M(50,16) =-2 * xa2 * ya1 ;
M(44,50) =-xa2 * ya1 ; M(50,17) =ya2 * za1 - za2 * ya1 ;
M(44,51) =-2 * za2 * ya1 ; M(50,24) =xa2 * za1 - za2 * xa1 ;
M(44,52) =xa2 * ya1 - ya2 * xa1 ; M(50,25) =2 * xa2 * xa1 + 2 * za2 * za1 ;
M(45,31) =za2 * ya1 ; M(50,26) =-xa2 * za1 + za2 * xa1 ;
M(45,32) =-2 * xa2 * ya1 ; M(50,42) =-xa2 * ya1 ;
M(45,33) =ya2 * za1 - za2 * ya1 ; M(50,43) =-2 * za2 * ya1 ;
M(45,40) =xa2 * za1 - za2 * xa1 ; M(50,44) =xa2 * ya1 - ya2 * xa1 ;
M(45,41) =2 * xa2 * xa1 + 2 * za2 * za1 ; M(51,14) =za2 * ya1 ;
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M(45,42) =-xa2 * za1 + za2 * xa1 ; M(51,15) =-2 * xa2 * ya1 ;
M(45,49) =-xa2 * ya1 ; M(51,16) =ya2 * za1 - za2 * ya1 ;
M(45,50) =-2 * za2 * ya1 ; M(51,23) =xa2 * za1 - za2 * xa1 ;
M(45,51) =xa2 * ya1 - ya2 * xa1 ; M(51,24) =2 * xa2 * xa1 + 2 * za2 * za1 ;
M(46,30) =za2 * ya1 ; M(51,25) =-xa2 * za1 + za2 * xa1 ;
M(46,31) =-2 * xa2 * ya1 ; M(51,41) =-xa2 * ya1 ;
M(46,32) =ya2 * za1 - za2 * ya1 ; M(51,42) =-2 * za2 * ya1 ;
M(46,39) =xa2 * za1 - za2 * xa1 ; M(51,43) =xa2 * ya1 - ya2 * xa1 ;
M(46,40) =2 * xa2 * xa1 + 2 * za2 * za1 ; M(52,13) =za2 * ya1 ;
M(46,41) =-xa2 * za1 + za2 * xa1 ; M(52,14) =-2 * xa2 * ya1 ;
M(46,48) =-xa2 * ya1 ; M(52,15) =ya2 * za1 - za2 * ya1 ;
M(46,49) =-2 * za2 * ya1 ; M(52,22) =xa2 * za1 - za2 * xa1 ;
M(46,50) =xa2 * ya1 - ya2 * xa1 ; M(52,23) =2 * xa2 * xa1 + 2 * za2 * za1 ;
M(47,29) =za2 * ya1 ; M(52,24) =-xa2 * za1 + za2 * xa1 ;
M(47,30) =-2 * xa2 * ya1 ; M(52,40) =-xa2 * ya1 ;
M(47,31) =ya2 * za1 - za2 * ya1 ; M(52,41) =-2 * za2 * ya1 ;
M(47,38) =xa2 * za1 - za2 * xa1 ; M(52,42) =xa2 * ya1 - ya2 * xa1 ;
M(47,39) =2 * xa2 * xa1 + 2 * za2 * za1 ; M(53,12) =za2 * ya1 ;
M(47,40) =-xa2 * za1 + za2 * xa1 ; M(53,13) =-2 * xa2 * ya1 ;
M(47,47) =-xa2 * ya1 ; M(53,14) =ya2 * za1 - za2 * ya1 ;
M(47,48) =-2 * za2 * ya1 ; M(53,21) =xa2 * za1 - za2 * xa1 ;
M(47,49) =xa2 * ya1 - ya2 * xa1 ; M(53,22) =2 * xa2 * xa1 + 2 * za2 * za1 ;
M(48,28) =za2 * ya1 ; M(53,23) =-xa2 * za1 + za2 * xa1 ;
M(48,29) =-2 * xa2 * ya1 ; M(53,39) =-xa2 * ya1 ;
M(48,30) =ya2 * za1 - za2 * ya1 ; M(53,40) =-2 * za2 * ya1 ;
M(48,37) =xa2 * za1 - za2 * xa1 ; M(53,41) =xa2 * ya1 - ya2 * xa1 ;
M(48,38) =2 * xa2 * xa1 + 2 * za2 * za1 ; M(54,11) =za2 * ya1 ;
M(48,39) =-xa2 * za1 + za2 * xa1 ; M(54,12) =-2 * xa2 * ya1 ;
M(48,46) =-xa2 * ya1 ; M(54,13) =ya2 * za1 - za2 * ya1 ;
M(48,47) =-2 * za2 * ya1 ; M(54,20) =xa2 * za1 - za2 * xa1 ;
M(48,48) =xa2 * ya1 - ya2 * xa1 ; M(54,21) =2 * xa2 * xa1 + 2 * za2 * za1 ;
M(49,27) =za2 * ya1 ; M(54,22) =-xa2 * za1 + za2 * xa1 ;
M(49,28) =-2 * xa2 * ya1 ; M(54,38) =-xa2 * ya1 ;
M(49,29) =ya2 * za1 - za2 * ya1 ; M(54,39) =-2 * za2 * ya1 ;
M(49,36) =xa2 * za1 - za2 * xa1 ; M(54,40) =xa2 * ya1 - ya2 * xa1 ;
M(49,37) =2 * xa2 * xa1 + 2 * za2 * za1 ; M(55,10) =za2 * ya1 ;
M(49,38) =-xa2 * za1 + za2 * xa1 ; M(55,11) =-2 * xa2 * ya1 ;
M(49,45) =-xa2 * ya1 ; M(55,12) =ya2 * za1 - za2 * ya1 ;
M(49,46) =-2 * za2 * ya1 ; M(55,19) =xa2 * za1 - za2 * xa1 ;
M(49,47) =xa2 * ya1 - ya2 * xa1 ; M(55,20) =2 * xa2 * xa1 + 2 * za2 * za1 ;
M(55,21) =-xa2 * za1 + za2 * xa1 ; M(61,3) =-2 * xa2 * ya1 ;
M(55,37) =-xa2 * ya1 ; M(61,4) =ya2 * za1 - za2 * ya1 ;
M(55,38) =-2 * za2 * ya1 ; M(61,11) =xa2 * za1 - za2 * xa1 ;
M(55,39) =xa2 * ya1 - ya2 * xa1 ; M(61,12) =2 * xa2 * xa1 + 2 * za2 * za1 ;
M(56,9) =za2 * ya1 ; M(61,13) =-xa2 * za1 + za2 * xa1 ;
M(56,10) =-2 * xa2 * ya1 ; M(61,29) =-xa2 * ya1 ;
M(56,11) =ya2 * za1 - za2 * ya1 ; M(61,30) =-2 * za2 * ya1 ;
M(56,18) =xa2 * za1 - za2 * xa1 ; M(61,31) =xa2 * ya1 - ya2 * xa1 ;
M(56,19) =2 * xa2 * xa1 + 2 * za2 * za1 ; M(62,1) =za2 * ya1 ;
M(56,20) =-xa2 * za1 + za2 * xa1 ; M(62,2) =-2 * xa2 * ya1 ;
M(56,36) =-xa2 * ya1 ; M(62,3) =ya2 * za1 - za2 * ya1 ;
M(56,37) =-2 * za2 * ya1 ; M(62,10) =xa2 * za1 - za2 * xa1 ;
M(56,38) =xa2 * ya1 - ya2 * xa1 ; M(62,11) =2 * xa2 * xa1 + 2 * za2 * za1 ;
M(57,6) =za2 * ya1 ; M(62,12) =-xa2 * za1 + za2 * xa1 ;
M(57,7) =-2 * xa2 * ya1 ; M(62,28) =-xa2 * ya1 ;
M(57,8) =ya2 * za1 - za2 * ya1 ; M(62,29) =-2 * za2 * ya1 ;
M(57,15) =xa2 * za1 - za2 * xa1 ; M(62,30) =xa2 * ya1 - ya2 * xa1 ;
M(57,16) =2 * xa2 * xa1 + 2 * za2 * za1 ; M(63,0) =za2 * ya1 ;
M(57,17) =-xa2 * za1 + za2 * xa1 ; M(63,1) =-2 * xa2 * ya1 ;
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M(57,33) =-xa2 * ya1 ; M(63,2) =ya2 * za1 - za2 * ya1 ;
M(57,34) =-2 * za2 * ya1 ; M(63,9) =xa2 * za1 - za2 * xa1 ;
M(57,35) =xa2 * ya1 - ya2 * xa1 ; M(63,10) =2 * xa2 * xa1 + 2 * za2 * za1 ;
M(58,5) =za2 * ya1 ; M(63,11) =-xa2 * za1 + za2 * xa1 ;
M(58,6) =-2 * xa2 * ya1 ; M(63,27) =-xa2 * ya1 ;
M(58,7) =ya2 * za1 - za2 * ya1 ; M(63,28) =-2 * za2 * ya1 ;
M(58,14) =xa2 * za1 - za2 * xa1 ; M(63,29) =xa2 * ya1 - ya2 * xa1 ;
M(58,15) =2 * xa2 * xa1 + 2 * za2 * za1 ; M(64,8) =1 ;
M(58,16) =-xa2 * za1 + za2 * xa1 ; M(64,26) =1 ;
M(58,32) =-xa2 * ya1 ; M(64,53) =1 ;
M(58,33) =-2 * za2 * ya1 ; M(64,84) =-1 ;
M(58,34) =xa2 * ya1 - ya2 * xa1 ; M(65,7) =1 ;
M(59,4) =za2 * ya1 ; M(65,25) =1 ;
M(59,5) =-2 * xa2 * ya1 ; M(65,52) =1 ;
M(59,6) =ya2 * za1 - za2 * ya1 ; M(65,83) =-1 ;
M(59,13) =xa2 * za1 - za2 * xa1 ; M(66,6) =1 ;
M(59,14) =2 * xa2 * xa1 + 2 * za2 * za1 ; M(66,24) =1 ;
M(59,15) =-xa2 * za1 + za2 * xa1 ; M(66,51) =1 ;
M(59,31) =-xa2 * ya1 ; M(66,82) =-1 ;
M(59,32) =-2 * za2 * ya1 ; M(67,5) =1 ;
M(59,33) =xa2 * ya1 - ya2 * xa1 ; M(67,23) =1 ;
M(60,3) =za2 * ya1 ; M(67,50) =1 ;
M(60,4) =-2 * xa2 * ya1 ; M(67,81) =-1 ;
M(60,5) =ya2 * za1 - za2 * ya1 ; M(68,4) =1 ;
M(60,12) =xa2 * za1 - za2 * xa1 ; M(68,22) =1 ;
M(60,13) =2 * xa2 * xa1 + 2 * za2 * za1 ; M(68,49) =1 ;
M(60,14) =-xa2 * za1 + za2 * xa1 ; M(68,80) =-1 ;
M(60,30) =-xa2 * ya1 ; M(69,3) =1 ;
M(60,31) =-2 * za2 * ya1 ; M(69,21) =1 ;
M(60,32) =xa2 * ya1 - ya2 * xa1 ; M(69,48) =1 ;
M(61,2) =za2 * ya1 ; M(69,79) =-1 ;
M(70,2) =1 ;
M(70,20) =1 ;
M(70,47) =1 ;
M(70,78) =-1 ;
M= EliminationGauss(M) ;
h1=M(0,79) ; k9=M(8,81) ; m17=M(16,83) ; h26=M(25,79) ; k34=M(33,81) ; m42=M(41,83) ; h51=M(50,79) ;
i1=M(0,80) ; l9=M(8,82) ; n17=M(16,84) ; i26=M(25,80) ; l34=M(33,82) ; n42=M(41,84) ; i51=M(50,80) ;
k1=M(0,81) ; m9=M(8,83) ; h18=M(17,79) ; k26=M(25,81) ; m34=M(33,83) ; h43=M(42,79) ; k51=M(50,81) ;
l1=M(0,82) ; n9=M(8,84) ; i18=M(17,80) ; l26=M(25,82) ; n34=M(33,84) ; i43=M(42,80) ; l51=M(50,82) ;
m1=M(0,83) ; h10=M(9,79) ; k18=M(17,81) ; m26=M(25,83) ; h35=M(34,79) ; k43=M(42,81) ; m51=M(50,83) ;
n1=M(0,84) ; i10=M(9,80) ; l18=M(17,82) ; n26=M(25,84) ; i35=M(34,80) ; l43=M(42,82) ; n51=M(50,84) ;
h2=M(1,79) ; k10=M(9,81) ; m18=M(17,83) ; h27=M(26,79) ; k35=M(34,81) ; m43=M(42,83) ; h52=M(51,79) ;
i2=M(1,80) ; l10=M(9,82) ; n18=M(17,84) ; i27=M(26,80) ; l35=M(34,82) ; n43=M(42,84) ; i52=M(51,80) ;
k2=M(1,81) ; m10=M(9,83) ; h19=M(18,79) ; k27=M(26,81) ; m35=M(34,83) ; h44=M(43,79) ; k52=M(51,81) ;
l2=M(1,82) ; n10=M(9,84) ; i19=M(18,80) ; l27=M(26,82) ; n35=M(34,84) ; i44=M(43,80) ; l52=M(51,82) ;
m2=M(1,83) ; h11=M(10,79) ; k19=M(18,81) ; m27=M(26,83) ; h36=M(35,79) ; k44=M(43,81) ; m52=M(51,83) ;
n2=M(1,84) ; i11=M(10,80) ; l19=M(18,82) ; n27=M(26,84) ; i36=M(35,80) ; l44=M(43,82) ; n52=M(51,84) ;
h3=M(2,79) ; k11=M(10,81) ; m19=M(18,83) ; h28=M(27,79) ; k36=M(35,81) ; m44=M(43,83) ; h53=M(52,79) ;
i3=M(2,80) ; l11=M(10,82) ; n19=M(18,84) ; i28=M(27,80) ; l36=M(35,82) ; n44=M(43,84) ; i53=M(52,80) ;
k3=M(2,81) ; m11=M(10,83) ; h20=M(19,79) ; k28=M(27,81) ; m36=M(35,83) ; h45=M(44,79) ; k53=M(52,81) ;
l3=M(2,82) ; n11=M(10,84) ; i20=M(19,80) ; l28=M(27,82) ; n36=M(35,84) ; i45=M(44,80) ; l53=M(52,82) ;
m3=M(2,83) ; h12=M(11,79) ; k20=M(19,81) ; m28=M(27,83) ; h37=M(36,79) ; k45=M(44,81) ; m53=M(52,83) ;
n3=M(2,84) ; i12=M(11,80) ; l20=M(19,82) ; n28=M(27,84) ; i37=M(36,80) ; l45=M(44,82) ; n53=M(52,84) ;
h4=M(3,79) ; k12=M(11,81) ; m20=M(19,83) ; h29=M(28,79) ; k37=M(36,81) ; m45=M(44,83) ; h54=M(53,79) ;
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i4=M(3,80) ; l12=M(11,82) ; n20=M(19,84) ; i29=M(28,80) ; l37=M(36,82) ; n45=M(44,84) ; i54=M(53,80) ;
k4=M(3,81) ; m12=M(11,83) ; h21=M(20,79) ; k29=M(28,81) ; m37=M(36,83) ; h46=M(45,79) ; k54=M(53,81) ;
l4=M(3,82) ; n12=M(11,84) ; i21=M(20,80) ; l29=M(28,82) ; n37=M(36,84) ; i46=M(45,80) ; l54=M(53,82) ;
m4=M(3,83) ; h13=M(12,79) ; k21=M(20,81) ; m29=M(28,83) ; h38=M(37,79) ; k46=M(45,81) ; m54=M(53,83) ;
n4=M(3,84) ; i13=M(12,80) ; l21=M(20,82) ; n29=M(28,84) ; i38=M(37,80) ; l46=M(45,82) ; n54=M(53,84) ;
h5=M(4,79) ; k13=M(12,81) ; m21=M(20,83) ; h30=M(29,79) ; k38=M(37,81) ; m46=M(45,83) ; a1=M(54,70) ;
i5=M(4,80) ; l13=M(12,82) ; n21=M(20,84) ; i30=M(29,80) ; l38=M(37,82) ; n46=M(45,84) ; b1=M(54,71) ;
k5=M(4,81) ; m13=M(12,83) ; h22=M(21,79) ; k30=M(29,81) ; m38=M(37,83) ; h47=M(46,79) ; c1=M(54,72) ;
l5=M(4,82) ; n13=M(12,84) ; i22=M(21,80) ; l30=M(29,82) ; n38=M(37,84) ; i47=M(46,80) ; d1=M(54,73) ;
m5=M(4,83) ; h14=M(13,79) ; k22=M(21,81) ; m30=M(29,83) ; h39=M(38,79) ; k47=M(46,81) ; e1=M(54,74) ;
n5=M(4,84) ; i14=M(13,80) ; l22=M(21,82) ; n30=M(29,84) ; i39=M(38,80) ; l47=M(46,82) ; f1=M(54,75) ;
h6=M(5,79) ; k14=M(13,81) ; m22=M(21,83) ; h31=M(30,79) ; k39=M(38,81) ; m47=M(46,83) ; a2=M(55,70) ;
i6=M(5,80) ; l14=M(13,82) ; n22=M(21,84) ; i31=M(30,80) ; l39=M(38,82) ; n47=M(46,84) ; b2=M(55,71) ;
k6=M(5,81) ; m14=M(13,83) ; h23=M(22,79) ; k31=M(30,81) ; m39=M(38,83) ; h48=M(47,79) ; c2=M(55,72) ;
l6=M(5,82) ; n14=M(13,84) ; i23=M(22,80) ; l31=M(30,82) ; n39=M(38,84) ; i48=M(47,80) ; d2=M(55,73) ;
m6=M(5,83) ; h15=M(14,79) ; k23=M(22,81) ; m31=M(30,83) ; h40=M(39,79) ; k48=M(47,81) ; e2=M(55,74) ;
n6=M(5,84) ; i15=M(14,80) ; l23=M(22,82) ; n31=M(30,84) ; i40=M(39,80) ; l48=M(47,82) ; f2=M(55,75) ;
h7=M(6,79) ; k15=M(14,81) ; m23=M(22,83) ; h32=M(31,79) ; k40=M(39,81) ; m48=M(47,83) ; a3=M(56,70) ;
i7=M(6,80) ; l15=M(14,82) ; n23=M(22,84) ; i32=M(31,80) ; l40=M(39,82) ; n48=M(47,84) ; b3=M(56,71) ;
k7=M(6,81) ; m15=M(14,83) ; h24=M(23,79) ; k32=M(31,81) ; m40=M(39,83) ; h49=M(48,79) ; c3=M(56,72) ;
l7=M(6,82) ; n15=M(14,84) ; i24=M(23,80) ; l32=M(31,82) ; n40=M(39,84) ; i49=M(48,80) ; d3=M(56,73) ;
m7=M(6,83) ; h16=M(15,79) ; k24=M(23,81) ; m32=M(31,83) ; h41=M(40,79) ; k49=M(48,81) ; e3=M(56,74) ;
n7=M(6,84) ; i16=M(15,80) ; l24=M(23,82) ; n32=M(31,84) ; i41=M(40,80) ; l49=M(48,82) ; f3=M(56,75) ;
h8=M(7,79) ; k16=M(15,81) ; m24=M(23,83) ; h33=M(32,79) ; k41=M(40,81) ; m49=M(48,83) ; a4=M(57,70) ;
i8=M(7,80) ; l16=M(15,82) ; n24=M(23,84) ; i33=M(32,80) ; l41=M(40,82) ; n49=M(48,84) ; b4=M(57,71) ;
k8=M(7,81) ; m16=M(15,83) ; h25=M(24,79) ; k33=M(32,81) ; m41=M(40,83) ; h50=M(49,79) ; c4=M(57,72) ;
l8=M(7,82) ; n16=M(15,84) ; i25=M(24,80) ; l33=M(32,82) ; n41=M(40,84) ; i50=M(49,80) ; d4=M(57,73) ;
m8=M(7,83) ; h17=M(16,79) ; k25=M(24,81) ; m33=M(32,83) ; h42=M(41,79) ; k50=M(49,81) ; e4=M(57,74) ;
n8=M(7,84) ; i17=M(16,80) ; l25=M(24,82) ; n33=M(32,84) ; i42=M(41,80) ; l50=M(49,82) ; f4=M(57,75) ;
h9=M(8,79) ; k17=M(16,81) ; m25=M(24,83) ; h34=M(33,79) ; k42=M(41,81) ; m50=M(49,83) ; a5=M(58,70) ;
i9=M(8,80) ; l17=M(16,82) ; n25=M(24,84) ; i34=M(33,80) ; l42=M(41,82) ; n50=M(49,84) ; b5=M(58,71) ;
c5=M(58,72) ; b13=M(66,71) ; b7=M(60,71) ; a15=M(68,70) ; f8=M(61,75) ; e16=M(69,74) ; d10=M(63,73) ;
d5=M(58,73) ; c13=M(66,72) ; c7=M(60,72) ; b15=M(68,71) ; e2=M(61,76) ; f16=M(69,75) ; e10=M(63,74) ;
e5=M(58,74) ; d13=M(66,73) ; d7=M(60,73) ; c15=M(68,72) ; g1=M(61,77) ; e4=M(69,76) ; f10=M(63,75) ;
f5=M(58,75) ; e13=M(66,74) ; e7=M(60,74) ; d15=M(68,73) ; a9=M(62,70) ; g2=M(69,77) ; a11=M(64,70) ;
a6=M(59,70) ; f13=M(66,75) ; f7=M(60,75) ; e15=M(68,74) ; b9=M(62,71) ; h55=M(70,79) ; b11=M(64,71) ;
b6=M(59,71) ; a14=M(67,70) ; e1=M(60,76) ; f15=M(68,75) ; c9=M(62,72) ; i55=M(70,80) ; c11=M(64,72) ;
c6=M(59,72) ; b14=M(67,71) ; a8=M(61,70) ; e3=M(68,76) ; d9=M(62,73) ; k55=M(70,81) ; d11=M(64,73) ;
d6=M(59,73) ; c14=M(67,72) ; b8=M(61,71) ; a16=M(69,70) ; e9=M(62,74) ; l55=M(70,82) ; e11=M(64,74) ;
e6=M(59,74) ; d14=M(67,73) ; c8=M(61,72) ; b16=M(69,71) ; f9=M(62,75) ; m55=M(70,83) ; f11=M(64,75) ;
f6=M(59,75) ; e14=M(67,74) ; d8=M(61,73) ; c16=M(69,72) ; a10=M(63,70) ; n55=M(70,84) ; a12=M(65,70) ;
a7=M(60,70) ; f14=M(67,75) ; e8=M(61,74) ; d16=M(69,73) ; b10=M(63,71) ; c10=M(63,72) ; b12=M(65,71) ;
e10=M(63,74) ; e10=M(63,74) ; f10=M(63,75) ; f10=M(63,75) ; c12=M(65,72) ; a12=M(65,70) ; f11=M(64,75) ;
f10=M(63,75) ; f10=M(63,75) ; a11=M(64,70) ; a11=M(64,70) ; d12=M(65,73) ; b12=M(65,71) ; e11=M(64,74) ;
a11=M(64,70) ; a11=M(64,70) ; c11=M(64,72) ; c11=M(64,72) ; e12=M(65,74) ; d11=M(64,73) ; a13=M(66,70) ;
b11=M(64,71) ; c11=M(64,72) ; d11=M(64,73) ; e11=M(64,74) ; f12=M(65,75) ; f11=M(64,75) ; e11=M(64,74) ;
c11=M(64,72) ; d11=M(64,73) ;
Matrice ANGLE(12,12)
ANGLE=0
// ANGLE
ANGLE(0,1) = 1 ; ANGLE(5,5) = -h55 ;
ANGLE(1,2) = 1 ; ANGLE(6,7) = 1 ;
ANGLE(2,3) = 1 ; ANGLE(7,8) = 1 ;
ANGLE(3,4) = 1 ; ANGLE(8,9) = 1 ;
ANGLE(4,5) = 1 ; ANGLE(9,10) = 1 ;
ANGLE(5,0) = -n55 ; ANGLE(10,11) = 1 ;
187
Appendice C. Orientation relative a` partir de 3 points homologues et de la direction verticale
ANGLE(5,1) = -m55 ; ANGLE(11,6) = -n55 ;
ANGLE(5,2) = -l55 ; ANGLE(11,7) = -m55 ;
ANGLE(5,3) = -k55 ; ANGLE(11,8) = -l55 ;
ANGLE(5,4) = -i55 ; ANGLE(11,9) = -k55 ;
ANGLE(11,11) = -h55 ; ANGLE(11,10) = -i55 ;
calculValeursPropres(ANGLE,sol-Angle)
Matrice TRANSX(12,12)
TRANSX=0
// translation
TRANSX(0,6) = -g1 + b8 * n55 - h55 * a8 * n55 ; TRANSX(8,2) = -l34 ;
TRANSX(0,7) = b8 * m55 - h55 * a8 * m55 + a8 * n55 - e2 ; TRANSX(8,3) = -k34 ;
TRANSX(0,8) = a8 * m55 - f8 - h55 * a8 * l55 + b8 * l55 ; TRANSX(8,4) = -i34 ;
TRANSX(0,9) = -h55 * a8 * k55 - e8 + b8 * k55 + a8 * l55 ; TRANSX(8,5) = -h34 ;
TRANSX(0,10) = -h55 * a8 * i55 - d8 + a8 * k55 + b8 * i55 ; TRANSX(9,0) = -n33 ;
TRANSX(0,11) = -c8 + b8 * h55 - h55 * h55 * a8 + a8 * i55 ; TRANSX(9,1) = -m33 ;
TRANSX(1,6) = b7 * n55 - h55 * a7 * n55 ; TRANSX(9,2) = -l33 ;
TRANSX(1,7) = b7 * m55 - h55 * a7 * m55 + a7 * n55 - e1 ; TRANSX(9,3) = -k33 ;
TRANSX(1,8) = a7 * m55 - f7 - h55 * a7 * l55 + b7 * l55 ; TRANSX(9,4) = -i33 ;
TRANSX(1,9) = -h55 * a7 * k55 + a7 * l55 - e7 + b7 * k55 ; TRANSX(9,5) = -h33 ;
TRANSX(1,10) = -h55 * a7 * i55 + a7 * k55 - d7 + b7 * i55 ; TRANSX(10,0) = -n32 ;
TRANSX(1,11) = -c7 + b7 * h55 - h55 * h55 * a7 + a7 * i55 ; TRANSX(10,1) = -m32 ;
TRANSX(2,6) = b6 * n55 - h55 * a6 * n55 ; TRANSX(10,2) = -l32 ;
TRANSX(2,7) = -h55 * a6 * m55 + a6 * n55 + b6 * m55 ; TRANSX(10,3) = -k32 ;
TRANSX(2,8) = -f6 - h55 * a6 * l55 + a6 * m55 + b6 * l55 ; TRANSX(10,4) = -i32 ;
TRANSX(2,9) = -h55 * a6 * k55 + b6 * k55 - e6 + a6 * l55 ; TRANSX(10,5) = -h32 ;
TRANSX(2,10) = -d6 + a6 * k55 - h55 * a6 * i55 + b6 * i55 ; TRANSX(11,0) = -n31 ;
TRANSX(2,11) = -c6 + b6 * h55 - h55 * h55 * a6 + a6 * i55 ; TRANSX(11,1) = -m31 ;
TRANSX(3,6) = b5 * n55 - h55 * a5 * n55 ; TRANSX(11,2) = -l31 ;
TRANSX(3,7) = -h55 * a5 * m55 + a5 * n55 + b5 * m55 ; TRANSX(11,3) = -k31 ;
TRANSX(3,8) = -f5 - h55 * a5 * l55 + a5 * m55 + b5 * l55 ; TRANSX(11,4) = -i31 ;
TRANSX(3,9) = -h55 * a5 * k55 + b5 * k55 - e5 + a5 * l55 ; TRANSX(11,5) = -h31 ;
TRANSX(3,10) = -d5 + a5 * k55 - h55 * a5 * i55 + b5 * i55 ; TRANSX(6,0) = -n36 ;
TRANSX(3,11) = -c5 + b5 * h55 - h55 * h55 * a5 + a5 * i55 ; TRANSX(6,1) = -m36 ;
TRANSX(4,6) = b4 * n55 - h55 * a4 * n55 ; TRANSX(6,2) = -l36 ;
TRANSX(4,7) = -h55 * a4 * m55 + a4 * n55 + b4 * m55 ; TRANSX(6,3) = -k36 ;
TRANSX(4,8) = -f4 - h55 * a4 * l55 + a4 * m55 + b4 * l55 ; TRANSX(6,4) = -i36 ;
TRANSX(4,9) = -h55 * a4 * k55 + b4 * k55 - e4 + a4 * l55 ; TRANSX(6,5) = -h36 ;
TRANSX(4,10) = -d4 + a4 * k55 - h55 * a4 * i55 + b4 * i55 ; TRANSX(7,0) = -n35 ;
TRANSX(4,11) = -c4 + a4 * i55 + b4 * h55 - h55 * h55 * a4 ; TRANSX(7,1) = -m35 ;
TRANSX(5,6) = b3 * n55 - h55 * a3 * n55 ; TRANSX(7,2) = -l35 ;
TRANSX(5,7) = -h55 * a3 * m55 + a3 * n55 + b3 * m55 ; TRANSX(7,3) = -k35 ;
TRANSX(5,8) = -f3 - h55 * a3 * l55 + a3 * m55 + b3 * l55 ; TRANSX(7,4) = -i35 ;
TRANSX(5,9) = -h55 * a3 * k55 + b3 * k55 - e3 + a3 * l55 ; TRANSX(7,5) = -h35 ;
TRANSX(5,10) = -d3 + a3 * k55 - h55 * a3 * i55 + b3 * i55 ; TRANSX(8,0) = -n34 ;
TRANSX(5,11) = -c3 + a3 * i55 + b3 * h55 - h55 * h55 * a3 ; TRANSX(8,1) = -m34 ;
calculValeursPropres(TRANSX,sol-Tx)
Matrice TRANSY(12,12)
TRANSY=0
// TY
TRANSY(0,6) = -g2 + b16 * n55 - h55 * a16 * n55 ; TRANSY(8,2) = -l43 ;
TRANSY(0,7) = b16 * m55 - h55 * a16 * m55 + a16 * n55 - e4 ; TRANSY(8,3) = -k43 ;
TRANSY(0,8) = a16 * m55 - f16 - h55 * a16 * l55 + b16 * l55 ; TRANSY(8,4) = -i43 ;
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TRANSY(0,9) = -h55 * a16 * k55 - e16 + b16 * k55 + a16 * l55 ; TRANSY(8,5) = -h43 ;
TRANSY(0,10) = -h55 * a16 * i55 - d16 + a16 * k55 + b16 * i55 ; TRANSY(9,0) = -n42 ;
TRANSY(0,11) = -c16 + b16 * h55 - h55 * h55 * a16 + a16 * i55 ; TRANSY(9,1) = -m42 ;
TRANSY(1,6) = b15 * n55 - h55 * a15 * n55 ; TRANSY(9,2) = -l42 ;
TRANSY(1,7) = b15 * m55 - h55 * a15 * m55 + a15 * n55 - e3 ; TRANSY(9,3) = -k42 ;
TRANSY(1,8) = a15 * m55 - f15 - h55 * a15 * l55 + b15 * l55 ; TRANSY(9,4) = -i42 ;
TRANSY(1,9) = -h55 * a15 * k55 + a15 * l55 - e15 + b15 * k55 ; TRANSY(9,5) = -h42 ;
TRANSY(1,10) = -h55 * a15 * i55 + a15 * k55 - d15 + b15 * i55 ; TRANSY(10,0) = -n41 ;
TRANSY(1,11) = a15 * i55 + b15 * h55 - h55 * h55 * a15 - c15 ; TRANSY(10,1) = -m41 ;
TRANSY(2,6) = b14 * n55 - h55 * a14 * n55 ; TRANSY(10,2) = -l41 ;
TRANSY(2,7) = -h55 * a14 * m55 + a14 * n55 + b14 * m55 ; TRANSY(10,3) = -k41 ;
TRANSY(2,8) = -f14 - h55 * a14 * l55 + a14 * m55 + b14 * l55 ; TRANSY(10,4) = -i41 ;
TRANSY(2,9) = -h55 * a14 * k55 + b14 * k55 - e14 + a14 * l55 ; TRANSY(10,5) = -h41 ;
TRANSY(2,10) = -d14 + a14 * k55 - h55 * a14 * i55 + b14 * i55 ; TRANSY(11,0) = -n40 ;
TRANSY(2,11) = -c14 + b14 * h55 - h55 * h55 * a14 + a14 * i55 ; TRANSY(11,1) = -m40 ;
TRANSY(3,6) = b13 * n55 - h55 * a13 * n55 ; TRANSY(11,2) = -l40 ;
TRANSY(3,7) = -h55 * a13 * m55 + a13 * n55 + b13 * m55 ; TRANSY(11,3) = -k40 ;
TRANSY(3,8) = -f13 - h55 * a13 * l55 + a13 * m55 + b13 * l55 ; TRANSY(11,4) = -i40 ;
TRANSY(3,9) = -h55 * a13 * k55 + b13 * k55 - e13 + a13 * l55 ; TRANSY(11,5) = -h40 ;
TRANSY(3,10) = -d13 + a13 * k55 - h55 * a13 * i55 + b13 * i55 ; TRANSY(6,0) = -n45 ;
TRANSY(3,11) = -c13 + a13 * i55 + b13 * h55 - h55 * h55 * a13 ; TRANSY(6,1) = -m45 ;
TRANSY(4,6) = b12 * n55 - h55 * a12 * n55 ; TRANSY(6,2) = -l45 ;
TRANSY(4,7) = -h55 * a12 * m55 + a12 * n55 + b12 * m55 ; TRANSY(6,3) = -k45 ;
TRANSY(4,8) = -f12 - h55 * a12 * l55 + a12 * m55 + b12 * l55 ; TRANSY(6,4) = -i45 ;
TRANSY(4,9) = -h55 * a12 * k55 + b12 * k55 - e12 + a12 * l55 ; TRANSY(6,5) = -h45 ;
TRANSY(4,10) = -d12 + a12 * k55 - h55 * a12 * i55 + b12 * i55 ; TRANSY(7,0) = -n44 ;
TRANSY(4,11) = -c12 + b12 * h55 - h55 * h55 * a12 + a12 * i55 ; TRANSY(7,1) = -m44 ;
TRANSY(5,6) = b11 * n55 - h55 * a11 * n55 ; TRANSY(7,2) = -l44 ;
TRANSY(5,7) = -h55 * a11 * m55 + a11 * n55 + b11 * m55 ; TRANSY(7,3) = -k44 ;
TRANSY(5,8) = -f11 - h55 * a11 * l55 + a11 * m55 + b11 * l55 ; TRANSY(7,4) = -i44 ;
TRANSY(5,9) = -h55 * a11 * k55 + b11 * k55 - e11 + a11 * l55 ; TRANSY(7,5) = -h44 ;
TRANSY(5,10) = -d11 + a11 * k55 - h55 * a11 * i55 + b11 * i55 ; TRANSY(8,0) = -n43 ;
TRANSY(5,11) = -c11 + b11 * h55 - h55 * h55 * a11 + a11 * i55 ; TRANSY(8,1) = -m43 ;
calculValeursPropres(TRANSY,sol-Ty)
Matrice TRANSZ(12,12)
TRANSZ=0
//TZ
TRANSZ(0,6) = 1 ; TRANSZ(8,1) = -m52 ;
TRANSZ(1,7) = 1 ; TRANSZ(8,2) = -l52 ;
TRANSZ(2,8) = 1 ; TRANSZ(8,3) = -k52 ;
TRANSZ(3,9) = 1 ; TRANSZ(8,4) = -i52 ;
TRANSZ(4,10) = 1 ; TRANSZ(8,5) = -h52 ;
TRANSZ(5,11) = 1 ; TRANSZ(9,0) = -n51 ;
TRANSZ(6,0) = -n54 ; TRANSZ(9,1) = -m51 ;
TRANSZ(6,1) = -m54 ; TRANSZ(9,2) = -l51 ;
TRANSZ(6,2) = -l54 ; TRANSZ(9,3) = -k51 ;
TRANSZ(6,3) = -k54 ; TRANSZ(9,4) = -i51 ;
TRANSZ(6,4) = -i54 ; TRANSZ(9,5) = -h51 ;
TRANSZ(6,5) = -h54 ; TRANSZ(10,0) = -n50 ;
TRANSZ(7,0) = -n53 ; TRANSZ(10,1) = -m50 ;
TRANSZ(7,1) = -m53 ; TRANSZ(10,2) = -l50 ;
TRANSZ(7,2) = -l53 ; TRANSZ(10,3) = -k50 ;
TRANSZ(7,3) = -k53 ; TRANSZ(10,4) = -i50 ;
TRANSZ(7,4) = -i53 ; TRANSZ(10,5) = -h50 ;
TRANSZ(7,5) = -h53 ; TRANSZ(11,0) = -n49 ;
TRANSZ(8,0) = -n52 ; TRANSZ(11,1) = -m49 ;
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TRANSZ(11,4) = -i49 ; TRANSZ(11,2) = -l49 ;
TRANSZ(11,5) = -h49 ; TRANSZ(11,3) = -k49 ;
calculValeursPropres(TRANSZ,sol-Tz)
C.1 Conclusion
La matrice M de´crite dans cette annexe est calcule´e une fois pour toutes. A chaque nouveau jeu de coordonne´es,
on sait exactement ou` elles doivent se positionner dans cette matrice. Ensuite nous avons vu les matrices action pour
chaque inconnue. Le calcul des valeurs propres de ces matrices d’action donne directement les solutions des inconnues.
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D
La me´thode des 7 parame`tres : calcul direct de
la similitude 3D
Dans cette annexe nous de´crivons la matrice de Macaulay, que nous avons fabrique´e afin de re´soudre les e´quations
de´crites dans le chapitre 8. Cette matrice que nous appelons M, est une matrice qui a 24 lignes et 28 colonnes. En
effectuant une e´limination du type Gauss-Jordan sur cette matrice, nous obtenons les bases de Gro¨bner. Dans la suite,
nous donnons les matrices d’action (Mlambda, Ma, Mb, Mc) pour chacune des inconnues. Le calcul des valeurs propres
de cette matrice donne la solution pour chaque inconnue.
Matrice M(24,28)
M=0
M(0,17) = Yb1 - Yc1 ; M(8,16) = Ya2 - Yc2 ; M(4,3) = Yb1 - Yc1 ; M(12,23) = -Za2 + Zb2 ;
M(0,19) = -Xb1 + Xc1 ; M(8,18) = -Xa2 + Xc2 ; M(4,5) = -Xb1 + Xc1 ; M(12,25) = Xa2 - Xb2 ;
M(0,23) = Yb2 - Yc2 ; M(8,21) = Za1 - Zc1 ; M(4,9) = Yb2 - Yc2 ; M(12,26) = Ya1 - Yb1 ;
M(0,24) = -Xb2 + Xc2 ; M(8,25) = -Za2 + Zc2 ; M(4,11) = -Xb2 + Xc2 ; M(12,27) = -Ya2 + Yb2 ;
M(0,26) = Zb1 - Zc1 ; M(9,4) = Ya1 - Yc1 ; M(4,14) = Zb1 - Zc1 ; M(13,10) = -Za1 + Zb1 ;
M(0,27) = -Zb2 + Zc2 ; M(9,6) = -Xa1 + Xc1 ; M(4,21) = -Zb2 + Zc2 ; M(13,14) = Xa1 - Xb1 ;
M(1,10) = Yb1 - Yc1 ; M(9,10) = Ya2 - Yc2 ; M(5,0) = Yb1 - Yc1 ; M(13,17) = -Za2 + Zb2 ;
M(1,12) = -Xb1 + Xc1 ; M(9,12) = -Xa2 + Xc2 ; M(5,1) = -Xb1 + Xc1 ; M(13,21) = Xa2 - Xb2 ;
M(1,17) = Yb2 - Yc2 ; M(9,15) = Za1 - Zc1 ; M(5,3) = Yb2 - Yc2 ; M(13,22) = Ya1 - Yb1 ;
M(1,19) = -Xb2 + Xc2 ; M(9,22) = -Za2 + Zc2 ; M(5,5) = -Xb2 + Xc2 ; M(13,26) = -Ya2 + Yb2 ;
M(1,22) = Zb1 - Zc1 ; M(10,3) = Ya1 - Yc1 ; M(5,8) = Zb1 - Zc1 ; M(14,9) = -Za1 + Zb1 ;
M(1,26) = -Zb2 + Zc2 ; M(10,5) = -Xa1 + Xc1 ; M(5,14) = -Zb2 + Zc2 ; M(14,13) = Xa1 - Xb1 ;
M(2,9) = Yb1 - Yc1 ; M(10,9) = Ya2 - Yc2 ; M(6,17) = Ya1 - Yc1 ; M(14,16) = -Za2 + Zb2 ;
M(2,11) = -Xb1 + Xc1 ; M(10,11) = -Xa2 + Xc2 ; M(6,19) = -Xa1 + Xc1 ; M(14,20) = Xa2 - Xb2 ;
M(2,16) = Yb2 - Yc2 ; M(10,14) = Za1 - Zc1 ; M(6,23) = Ya2 - Yc2 ; M(14,21) = Ya1 - Yb1 ;
M(2,18) = -Xb2 + Xc2 ; M(10,21) = -Za2 + Zc2 ; M(6,24) = -Xa2 + Xc2 ; M(14,25) = -Ya2 + Yb2 ;
M(2,21) = Zb1 - Zc1 ; M(11,0) = Ya1 - Yc1 ; M(6,26) = Za1 - Zc1 ; M(15,4) = -Za1 + Zb1 ;
M(2,25) = -Zb2 + Zc2 ; M(11,1) = -Xa1 + Xc1 ; M(6,27) = -Za2 + Zc2 ; M(15,8) = Xa1 - Xb1 ;
M(3,4) = Yb1 - Yc1 ; M(11,3) = Ya2 - Yc2 ; M(7,10) = Ya1 - Yc1 ; M(15,10) = -Za2 + Zb2 ;
M(3,6) = -Xb1 + Xc1 ; M(11,5) = -Xa2 + Xc2 ; M(7,12) = -Xa1 + Xc1 ; M(15,14) = Xa2 - Xb2 ;
M(3,10) = Yb2 - Yc2 ; M(11,8) = Za1 - Zc1 ; M(7,17) = Ya2 - Yc2 ; M(15,15) = Ya1 - Yb1 ;
M(3,12) = -Xb2 + Xc2 ; M(11,14) = -Za2 + Zc2 ; M(7,19) = -Xa2 + Xc2 ; M(15,22) = -Ya2 + Yb2 ;
M(3,15) = Zb1 - Zc1 ; M(12,17) = -Za1 + Zb1 ; M(7,22) = Za1 - Zc1 ; M(16,3) = -Za1 + Zb1 ;
M(3,22) = -Zb2 + Zc2 ; M(12,21) = Xa1 - Xb1 ; M(7,26) = -Za2 + Zc2 ; M(16,7) = Xa1 - Xb1 ;
M(8,11) = -Xa1 + Xc1 ; M(16,13) = Xa2 - Xb2 ; M(8,9) = Ya1 - Yc1 ; M(16,9) = -Za2 + Zb2 ;
M= ElminationGauss(M)
a1=M(0,18) ; b8=M(11,20) ; d4=M(3,27) ; d16=M(16,27) ;
b1=M(0,20) ; c12=M(11,26) ; c5=M(4,26) ; c18=M(17,26) ;
c1=M(0,26) ; d12=M(11,27) ; d5=M(4,27) ; d17=M(17,27) ;
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d1=M(0,27) ; c13=M(12,26) ; a5=M(5,18) ; c19=M(18,26) ;
a2=M(1,18) ; d13=M(12,27) ; b5=M(5,20) ; d18=M(18,27) ;
b2=M(1,20) ; a9=M(13,18) ; c6=M(5,26) ; c20=M(19,26) ;
c2=M(1,26) ; b9=M(13,20) ; d6=M(5,27) ; d19=M(19,27) ;
d2=M(1,27) ; c14=M(13,26) ; c7=M(6,26) ; d20=M(20,27) ;
a3=M(2,18) ; d14=M(13,27) ; d7=M(6,27) ; c21=M(21,26) ;
b3=M(2,20) ; c15=M(14,26) ; a6=M(7,18) ; d21=M(21,27) ;
c3=M(2,26) ; d15=M(14,27) ; b6=M(7,20) ; c22=M(22,26) ;
d3=M(2,27) ; c16=M(15,26) ; c8=M(7,26) ; d22=M(22,27) ;
a4=M(3,18) ; a10=M(16,18) ; d8=M(7,27) ; c23=M(23,26) ;
b4=M(3,20) ; b10=M(16,20) ; c9=M(8,26) ; d23=M(23,27) ;
c4=M(3,26) ; c17=M(16,26) ; d9=M(8,27) ; c10=M(9,26) ;
a7=M(9,18) ; d10=M(9,27) ; b7=M(9,20) ; c11=M(10,26) ;
d11=M(10,27) ; a8=M(11,18) ;
// calcul des matrices action de chaque inconnues
// lambda Matrice Mlambda(2,2)
Mlambda=0
Mlambda(0,1) = 1
Mlambda(1,0) = -d20
calculValeursPropres(Mlambda,sol-lambda)
// a Matrice Ma(2,2)
Ma=0
Ma(0,0) = -d21
Ma(0,1) = -c21
Ma(1,0) = -d17
Ma(1,1) = -c18
calculValeursPropres(Ma,sol-a)
//b Matrice Mb(2,2)
Mb=0
Mb(0,0) = -d22
Mb(0,1) = -c22
Mb(1,0) = -d18
Mb(1,1) = -c19
calculValeursPropres(Mb,sol-b)
// c Matrice Mc(2,2)
Mc=0
Mc(0,0) = -d23
Mc(0,1) = -c23
Mc(1,0) = -d19
Mc(1,1) = -c20
calculValeursPropres(Mc,sol-c)
D.1 Conclusion
La matrice M de´crite dans cette annexe est calcule´e une fois pour toutes. A chaque nouveau jeu de coordonne´es,
on sait exactement ou` elles doivent se positionner dans cette matrice. Ensuite nous avons vu les matrices action pour
chaque inconnue. Le calcul des valeurs propres de ces matrices d’action donne directement les solutions des inconnues.
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E
Re´sulat des Simulations de la me´thode des 7
parame`tres
Dans cette annexe nous pre´sentons les re´sultats des simulations, afin de valider la me´thode des 7 parame`tres mis
en place dans le chapitre 9.
E.0.1 Variation de la rotation
Dans cette configuration l’angle de rotation sur chacun des axes varie a` son tour. La translation est e´gale a` (2000,
1000, 500). Le facteur d’e´chelle est e´gal a` 1.5. Nous avons fait varier l’angle de rotation sur l’axe des X, Y, et Z, allant
de 0 a` 80 degre´s, avec un pas de 20 degre´s. Dans chaque cas une seule des composantes de la rotation varie, et les
deux autres restent a` ze´ro.
Variation de l’angle de rotation sur l’axe des X
Fig. E.1. Rotation (0˚ 0˚ 0˚ )
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Fig. E.2. Rotation (20˚ 0˚ 0˚ )
Fig. E.3. Rotation (40˚ 0˚ 0˚ )
Fig. E.4. Rotation (60˚ 0˚ 0˚ )
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Fig. E.5. Rotation (80˚ 0˚ 0˚ )
Variation de l’angle de rotation sur l’axe des Y
Fig. E.6. Rotation (0˚ 20˚ 0˚ )
Fig. E.7. Rotation (0˚ 40˚ 0˚ )
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Fig. E.8. Rotation (0˚ 60˚ 0˚ )
Fig. E.9. Rotation (0˚ 80˚ 0˚ )
Variation de l’angle de rotation sur l’axe des Z
Fig. E.10. Rotation (0˚ 0˚ 20˚ )
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Fig. E.11. Rotation (0˚ 0˚ 40˚ )
Fig. E.12. Rotation (0˚ 0˚ 60˚ )
Fig. E.13. Rotation (0˚ 0˚ 80˚ )
E.0.2 Variation de la translation
Dans cette configuration les trois angles de rotation ne varient pas et sont e´gaux a` 40˚ , 20˚ et 30˚ . Le facteur
d’e´chelle est e´gal a` 2. La translation quant a` elle varie sur chaque axe de 0 a` 6000, avec un pas de 2000. Le cas de
translation 0 est celui d’une configuration panoramique.
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Variation de la translation en X
Fig. E.14. Translation (0 0 0)
Fig. E.15. Translation (2000 0 0)
Fig. E.16. Translation (4000 0 0)
Fig. E.17. Translation (6000 0 0)
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Variation de la translation en Y
Fig. E.18. Translation (0 2000 0)
Fig. E.19. Translation (0 4000 0)
Fig. E.20. Translation (0 6000 0)
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Variation de la translation en Z
Fig. E.21. Translation (0 0 2000)
Fig. E.22. Translation (0 0 4000 )
Fig. E.23. Translation (0 0 6000)
E.0.3 Variation de l’e´chelle
Dans cette configuration seule l’e´chelle varie. 4 valeurs sont prises en compte : 0.5, 1, 1.5 et 2. Les valeurs de la
rotation sont e´gales a` 40 degre´s, 20 degre´s et 30 degre´s. La translation est e´gale a` (2000, 1000, 500).
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Fig. E.24. e´chelle = 0.5
Fig. E.25. e´chelle = 1
Fig. E.26. e´chelle = 1.5
Fig. E.27. e´chelle = 2
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