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Abst rac t 
Due to their large populations and short generation times, evolution can be observed 
within days in microbial populations. They can be easily manipulated and propagated 
for many generations in the laboratory, enabling a high degree of experimental control 
over the conditions under which they evolve. As a result, evolutionary experiments with 
microbes are commonly employed as model systems for testing evolutionary theory in 
vitro. The chemostat is one experimental setup used for this cause and it allows for 
sustained communities of microbes in homogenous environments. 
In this thesis, we develop a mathematical framework for modelling the in-chemostat 
evolution of microbial communities by incorporating aspects of microbial physiology, 
density dependent evolution, interactions between different species and variation cre-
ated through mutations into a single dynamical system. We apply our approach to the 
modelling of three different communities within the chemostat in order to pinpoint how 
evolutionary and ecological processes interact to shape populations, communities and 
the environments they occupy. 
Specifically, we seek answers to the following two questions: (1) What is the minimal 
environmental structure required to generate and maintain diversity within populations? 
(2) What are the possible causes of the variation observed in the correlation between 
the productivity and the diversity of ecological communities? 
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Chapter 1 
Introduction 
Although the field of evolutionary biology has progressed significantly since the publi-
cation of On the Origin of Species [36], the fundamental principles laid out by Charles 
Darwin remain central to our understanding of evolution. Darwin provided a specific 
mechanism through which evolution may proceed by arguing that two processes, namely 
selection and heredity, operating in conjunction can lead to temporal changes in the 
distribution of traits exhibited by individuals within populations. 
Selection is the process by which individuals that possess "favourable" traits con-
tribute more offspring to the next generation and is governed by the ecological setting 
in which evolution takes place, for example whether individuals have to compete for 
resources, avoid predation or find mates. Heredity, on the other hand, is the passing of 
traits to new generations and a critical observation made by Darwin is that while off-
spring generally tend to resemble their parents, they do exhibit a number of variations 
with respect to the traits possessed by their parents. Evolution by natural selection is the 
effect of selection acting on the variation present in populations to make advantageous 
traits more common in successive generations. 
Theoretical studies investigating the roles of selection and generation of hereditary 
variation in evolution have often followed separate lines of inquiry partly for historical 
reasons and partly due to the technical difficulties involved in treating these processes 
within a unified framework. Studies that aim to understand how hereditary variation 
mediates evolution often make simplifying assumptions on the mechanisms of selection, 
while those striving to give a detailed account of selection treat heredity in a phe-
nomenological manner. One of the contemporary problems in evolutionary theory is the 
development of a unified approach that adequately represents the coupling between these 
two processes and leads to quantitative predictions that can be tested against empirical 
data [38]. 
Some of the challenges of developing mathematical models of evolution lie in the 
difficulties of making reliable observations of evolutionary change in nature that can be 
compared with predictions generated by the such models. Natural ecosystems consist of a 
large number of species interacting with each other and the abiotic environment through 
a diverse range of mechanisms, making it difficult to pinpoint the processes which shape 
a particular population or community within the ecosystem by isolating it from the rest 
11 
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of the system. On the other hand, modelhng ecosystems in their entirety is equally 
challenging for the same reasons and another implication of this apparent complexity 
is that any observation of evolutionary change in nature is not repeatable. Moreover, 
complex organisms may have relatively low rates of evolution, requiring observations 
over long periods. 
In order to overcome these difficulties, research has turned to evolutionary experi-
ments conducted in the laboratory using rapidly evolving organisms. By constructing 
experimental models of natural communities and allowing them to evolve over many 
generations, one can make detailed and repeatable observations on how population and 
community structures change as a function of time, allowing comparisons between the-
ory and experiment. The subject of this thesis is the development of a mathematical 
modelling framework that can be used to study the interplay between selection and 
hereditary variation within microbial communities grown in the chemostat, an appara-
tus commonly used in experimental evolutionary research. Before we give a summary of 
our results, let us first have a brief look at experimental evolution and some commonly 
used mathematical approaches for modelling evolution and ecosystems. 
1.1 Exper imen ta l Evolut ion 
Experimental evolution was born out of the challenges of testing evolutionary theory 
in situ and it involves cultivating communities of organisms under controlled laboratory 
conditions in order to discern how basic evolutionary and ecological processes interact to 
shape populations and the communities they form. The strategy behind this approach 
is to construct simple microcosms of natural communities in the laboratory using model 
organisms which possess features that are analogous to those found in nature, allow 
these systems to evolve over many generations under precisely defined and repeatable 
conditions, then apply a variety of screening techniques to the subject populations in 
conjunction with mathematical models to understand the role of these features in gen-
erating the patterns of evolution observed in nature [19]. Since the conditions under 
which evolution occurs can be controlled in the laboratory, an important advantage of 
this approach is that it allows for an investigation into how environmental factors, such 
as availability of resources and geographic isolation, mediate evolution. 
Experimental evolution has been been in existence for more than a century and can 
be traced to the pioneering work of W. Dallinger [10]. A contemporary of Charles Dar-
win, Dallinger provided evidence for evolution by demonstrating that populations of 
microorganisms can adapt to high-temperature environments when exposed to gradual 
increases in temperature [35]. Due to the emergence of new experimental tools and 
theoretical approaches, there has been a surge of interest in the field within the last 
few decades and the wealth of topics probed using evolutionary and ecological experi-
ments include coevolution of hosts and parasites [29, 14, 17], rate of evolution [130, 106], 
correlation between productivity and diversity within ecological communities [70, 11], 
ecological processes which promote cooperation between individuals [88, 118] and the 
role of spatially structured environments in generating and maintaining diversity within 
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populations [76, 9, 72]. 
1,1.1 Microbial Communit ies as Model Systems 
Although a wide range of organisms including fruit flies and mice have been employed as 
model organisms in experimental evolution [10], microbial organisms have many features 
which make them ideally suited for this purpose [12]. Because of their large populations 
and short generations, significant evolutionary changes can be observed within short 
periods of time in microbial populations. They can be stored cryogenically and remain 
viable, a property that allows samples from different stages of their evolution to be 
kept for later study in order to paint a complete picture of their evolutionary histories 
[81]. Furthermore, a host of modern molecular tools can be used to pinpoint the traits 
that are subject to evolution and the fact that some microbes have relatively simple 
and well-known genomes enables the identification of the genetic underpinnings of these 
traits. 
Another advantage of using microbial communities to study evolution is that they 
can be easily grown and sustained for long periods in the laboratory and this is ac-
complished using either solid growth media or nutrient broths. Since solid media have 
physical structure, they are often used when spatial processes are either the subject or 
an integral part of the study. An example of such a study can be found in [76], where the 
authors demonstrate that populations of bacteria grown on agar plates exhibit a higher 
level of phenotypic diversity than those grown in liquid media, supporting the idea that 
spatially structured environments accelerate evolutionary diversification by promoting 
polymorphism within populations. 
Nutrient broths are liquid growth media that contain all the nutrients necessary 
for the survival of the organisms under study and they have the advantage that the 
effects of spatial processes can be eliminated by mixing the suspension consisting of the 
nutrient broth and the organisms continually during the course of the experiment. Since 
spatially structured environments are known to harbour diversity [76, 9, 138], the ability 
to conduct evolutionary experiments in spatially homogenous environments is especially 
important when diversity generating mechanisms other than spatial structure are being 
investigated. From a theoretical perspective, another benefit of working with populations 
grown in well-mixed nutrient broths is that they enable the use of the mass action law 
when modelling phenomena such as probability of encounter between members of two 
different species [1]. 
Two commonly used experimental setups utilizing nutrient broths are the batch cul-
ture and the chemostat [10]. The batch culture is a very simple setup whereby a sterile 
glass vial containing the nutrient broth is inoculated with the subject organisms, which 
are then allowed to grow on the nutrients within the broth under controlled environ-
mental conditions that may include temperature and dissolved gasses [107]. However, 
since the vial contains a finite amount of nutrients, only a few generations can propagate 
before these are depleted. This can be a problem when the batch culture is applied to 
evolutionary studies, but it can be overcome by periodically transferring a small pro-
portion of the culture to a new vial with a fresh growth medium [47]. Such experiments 
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involving serial transfer batch cultures are common in experimental evolution and this 
protocol was employed in the longest running microbial evolutionary experiment to this 
date. Started by a group lead by R. Lenski in 1988 and continuing since, twelve replicate 
populations of the bacterium E. Coli were propagated for over 40,000 generations using 
the serial transfer technique and a minimal growth medium in which glucose was used 
as the sole carbon and energy source [81]. Genetic and phenotypic screening performed 
on samples taken regularly from these populations has provided insights into temporal 
variations in rate of evolution [39], repeatability of evolutionary change [152] and the 
interplay between genetic and phenotypic evolution [104]. This experiment has been 
instrumental in the recent increase of interest in experimental evolution [19]. 
One of the questions we ask in this thesis is the following; What is the minimal 
environmental structure required to generate and maintain diversity within populations? 
Although the batch culture could be applied to this question, the seasonal environment 
created by periodically exposing the subject populations to new and resource-rich con-
tainers constitutes an environmental structure, namely a temporal one, that has been 
shown to promote diversity [78, 139]. It is natural to ask whether a simpler environment, 
lacking even the temporal variations present in the serial transfer batch culture, is suffi-
cient to maintain diversity within populations. The chemostat is an experimental setup 
that can be used to create such a constant environment and this is achieved by pumping 
a fresh supply of nutrients at a constant rate into the culture vessel, the container in 
which the organisms grow on the nutrient broth, and removing the suspension consisting 
of the broth and the organisms at the same rate in order to maintain a constant volume 
of liquid within the culture vessel (see Appendix A). The culture vessel can be mixed 
continually during the course of the experiment, providing an environment that is both 
spatially and temporally homogenous. 
In addition to being ideal model systems for experimental evolution, microbial or-
ganisms play pivotal roles in processes ranging from the global carbon cycle [8] to human 
disease epidemics [124]. Studying their evolution using a combination of laboratory ex-
periments and mathematical models may contribute not only to our understanding of 
evolution in general, but also help pave the way to being able to predict the manner in 
which microbes in particular shape earth's biota. 
1.2 Ma thema t i ca l Theories of Evolution and Ecosystems 
Discerning how evolution proceeds in ecological communities requires an understanding 
of the feedback between evolutionary and ecological processes, namely the way in which 
ecological interactions between and within species shape populations through evolution-
ary change and in turn, changes in population structures feed back to alter the ecological 
interactions [91]. 
Historically, it has been thought that evolutionary processes occur on a timescale 
that is much longer than ecological dynamics, therefore theoretical approaches aimed 
at studying ecological processes have often viewed members of the same species as be-
ing identical, making no allowance for evolutionary change [38]. On the other hand. 
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modelling frameworks aimed at studying the evolution of populations have treated the 
parameters used to represent selection as static quantities, precluding the possibility 
that changes in the state of the population will alter the way in which selection acts on 
that population due to the ecological setting in which evolution takes place. 
The realisation that separation of ecological and evolutionary timescales is an artifi-
cial construct [85, 6, 63, 38] has been instrumental in the development of the relatively 
young field of evolutionary ecology, which aims to treat evolutionary and ecological 
processes within a unified framework. Evolutionary experiments conducted with micro-
bial communities can be used to make detailed and real time observations on the way 
in which these processes interact to shape populations and communities, providing an 
ideal platform that can be used to test theories of evolutionary ecology [53]. 
An excellent review of evolutionary and ecological theories as separate fields of study 
and the progress made towards combining the two approaches is given in [38], here we 
mention some of the more popular theories so that we can illustrate the features of our 
chemostat models that distinguish them from the general frameworks currently available 
in the literature. 
1.2.1 Ecological Theory 
Ecological models use interactions that are known to exist among different species within 
a community as well as those between the organisms and the abiotic environment to 
describe or predict the temporal change in the abundance or distribution of species. 
The strategy behind this approach is to deduce the birth and death rates of the species 
within the community by considering the way in which they interact with each other 
and the environment and incorporate these into a differential equation or discrete-time 
model that governs the abundances of different species and the state of the environment. 
Range of interactions that have been studied using ecological models include compe-
tition for resources, parasitism, predation and mutualism; and some of the well known, 
although phenomenological examples of ecological models are the logistic growth model 
and the Lotka-Volterra equations used for predator-prey interactions [99]. An ecological 
model of a microbial population living on a single resource in the chemostat is derived 
in Appendix A. 
Ecological models are often used to study population dynamics, for example the 
conditions under which different species can coexist, whether there are cycles in the 
abundance and distribution of species and the stability of ecological communities [65], 
however most ecological theories do not model the contribution of evolutionary change 
to these processes by not allowing any standing variation within each population. 
1.2.2 Evolut ionary Theory 
Evolution is the change in the distribution of traits within populations and one of the 
most influential frameworks for modelling evolution is that of classical population genet-
ics. Founded by R. Fisher, J. Haldane and S. Wright in the early part of the twentieth 
century [61, 154, 49], this framework has been instrumental in the merging of Darwin's 
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ideas on natural selection with the then newly-rediscovered principles of Mendelian ge-
netics. 
In classical population genetics, population sizes or densities are viewed as being 
constant or irrelevant and the aim is to write down a model that tracks the frequen-
cies of different genotypes within a population by considering the effects of mutations, 
recombination and selection on that population. Genotypes are assumed to be discrete 
and selection is modelled by assigning a fitness to each genotype, which is often defined 
as the net contribution of an individual of that genotype to the next generation [71, 
p. 120]. Fitnesses are constant and independent of the state of the population and the 
particular causes of the differences in fitness between genotypes are ignored. 
Classical population genetics has given birth to a wide range of evolutionary theories 
collected under the heading of population genetics and some of these theories do incor-
porate a certain amount of ecological detail into the framework of classical population 
genetics by assuming that fitnesses of genotypes depend on ecological parameters such 
as population densities [38], however a common prediction resulting from a majority of 
these theories is that evolution proceeds to increase the average fitness of a population 
[103]. 
Another framework for modelling evolution is the quasispecies theory that was for-
mulated by M. Eigen and colleagues to describe self-organisation and adaptation in 
self-replicating entities that could have occurred in the early stages of the development 
of life [44, 43]. Quasispecies models track densities rather than frequencies of genotypes, 
although like population genetics, the per capita contribution of each genotype to the 
next generation (i.e. its fitness) is assumed to be constant. Population sizes are viewed as 
being infinite and a Markov process is used to model mutations between different geno-
types. Although this modelling framework was originally intended for self-replicating 
biomolecules, several studies have applied it to the evolution of asexually reproducing 
microorganisms [33, 41]. 
The way we represent mutations in our models is similar to the approach used in the 
quasispecies theory, however our models combine this approach with ecological models 
of chemostats in which multiple populations are in interaction with each other and the 
environment and the instantaneous fitness of each genotype is determined by the current 
state of the chemostat. 
1.2.3 Evolut ionary Ecology 
The modelling frameworks mentioned above track either densities of entire populations 
within a community or densities/frequencies of genotypes within a single population. A 
unified approach that adequately represents the interaction between evolutionary and 
ecological processes must be able to track the variation within multiple populations that 
form a community as well as changes in the state of the environment. This is a difficult 
prospect due to the large number of state variables that must be considered and the 
coupling between these variables that must be incorporated into the dynamical models. 
There are several theories that introduce evolutionary features into ecological mod-
elling frameworks or vice versa and all of these have been developed within the last fifty 
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years [38]. Let us have a brief look at two of the most influential: quntitative genetics 
and adaptive dynamics. 
Origins of quantitative genetics can be traced back to the early days of the devel-
opment of classical population genetics [113], although these two frameworks differ in a 
fundamental way. The aim of population genetic models is to discern the way in which 
allele frequencies change at specific loci and the evolving traits can be viewed as either 
the genotypes themselves (specifically, the combinations of alleles encoded at the loci 
under study) or the fitnesses associated with the genotypes, reflecting the fact that em-
phasis is placed on genotypic evolution within this framework. Furthermore, if one wants 
to track allele frequencies at multiple loci using population genetic models, the resulting 
equations become cumbersome and difficult to analyse because one has to introduce a 
state variable for each genotype within the population. 
In order to overcome this difficulty, quantitative genetic models make the simplifying 
assumption that a large number of loci contribute to the trait that is subject to evolution, 
with each locus having a small effect. Therefore the range of possible traits resulting from 
changes at each locus can be approximated by using a continuous variable to represent 
that trait and the evolution of the population can be studied by tracking a continuous 
distribution of traits under the influence of selection, recombination and mutations. Note 
that the emphasis is placed on phenotypic rather than genotypic evolution in quantitative 
genetics, which makes this framework more suited for modelling evolution in an ecological 
setting [38]. However, the cost of treating the genetic basis of the evolving traits in 
a phenomenological manner is that the direct correspondence between genotypes and 
phenotypes that exist in population genetic models is sacrificed in quantitative genetics. 
Although quantitative geneticists initially followed the example of population geneti-
cists by not considering the ecological causes of selection explicitly [113], contemporary 
approaches do incorporate a degree of ecological detail into the framework of quantita-
tive genetics by assuming that the instantaneous fitness of each individual within the 
population is determined by the coupling between the evolutionary trait possessed by 
that individual and the current state of the environment. Part of the motivation behind 
generalising quantitative genetics to include ecological interactions was to understand 
competition for resources and character displacement [18, 127, 38], for example when two 
populations are dependent on a common resource pool, will they exhibit evolutionary 
divergence with respect to their resource acquisition traits? 
An alternative approach to modelling evolution in an ecological context is that of 
adaptive dynamics [56], which can be viewed as an extension of evolutionary game the-
ory [92, 146, 38]. Ironically, although the realisation that evolutionary and ecological 
processes can occur on comparable timescales was one of the motivating factors behind 
the development of the field of evolutionary ecology, game theoretic approaches make 
use of the separation of timescales to decouple evolutionary and ecological dynamics. A 
common approach is to assume that a population of phenotypically identical individuals 
is initially at equilibrium with its surroundings, this population is called the resident 
population. Such an assumption can be made because game theoretic models view mu-
tations as rare events, which in theory allows populations to attain equilibria before 
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novel mutations appear. 
At a certain point in time, a mutant strain with a slightly different phenotype than the 
resident is introduced at a low density into the environment, simulating the appearance 
of rare mutations. The dynamical system that governs the fate of the mutant and 
resident strains after the appearance of the mutant is essentially an ecological model 
and whether the mutant can replace the resident is determined by the fitness of the 
mutant when it is rare in the population. If the mutant invades the resident population, 
then the whole process is repeated, treating the mutant strain as the resident strain 
for the next iteration. This process is repeated until the appearance of a phenotype 
that no mutant can invade, this phenotype is called an evolutionary stable phenotype or 
equivalently, an evolutionary stable strategy (ESS). 
At first sight, it may appear that characterising the evolutionary stable phenotypes 
of a population is sufficient to predict the long-term evolution of that population and this 
observation lead researchers in evolutionary game theory to ignore the evolutionary dy-
namics and concentrate on the endpoints of evolution [38]. However, it was soon realised 
that evolutionary stable phenotypes can be unattainable and the temporal dynamics can 
yield much more complicated behaviours than a series of invasions. Adaptive dynamics 
is the most recent incarnation of evolutionary game theory that aims to investigate the 
dynamical behaviour of game theoretic models of evolution. 
1.3 Overview 
In this thesis, we develop a mathematical framework for modelling the evolution of 
chemostat communities formed by asexually reproducing microbial organisms by incor-
porating evolutionary features into ecological models of the chemostat. Our approach 
differs from the aforementioned theories of evolutionary ecology in several ways. Firstly, 
we do away with the assumption that evolutionary and ecological processes occur at dif-
ferent timescales, an implication of which is that knowledge of the ecological interactions 
between the members of the community is not sufficient to predict the evolution of the 
populations that form the community. Secondly, we assume that mutations may have an 
arbitrarily large effect on the traits that are subject to evolution and do not necessarily 
lead to an increase in average fitness. Finally, our models track densities of individuals 
of all possible traits simultaneously and are not based on pairwise invasion analyses. 
Our strategy is straightforward and can be summarised as follows. We begin by 
grouping individuals within the community according to their types, inherited traits that, 
along with the current state of the community, determine the rate at which individuals 
of that type reproduce and die. In ecological modelling frameworks, each of these types 
corresponds to a different population consisting of members of the same species and the 
aim is to construct a dynamical system that tracks the abundances of different species 
within the community using their interdependent growth and death rates. However, 
since we are interested in the interaction of evolutionary and ecological processes, we 
view types as different phenotypes or genotypes of the same species and assume that 
during reproduction, mutations may occur with small but nonzero probability changing 
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the type of the offspring relative to the parent. 
In order to incorporate mutations into the dynamical system governing the evolution 
of the subject community, we assign a number to every pair of types in each population 
within the community, namely the probability that an individual of one type will produce 
an offspring belonging to the other type during reproduction. These numbers may then 
be used to construct a graph for every population in the community in such a way that the 
nodes represent different types and the probabilities of mutation between types form the 
edges, we call this graph the mutation network (see Figure 2.1 in Chapter 2 for examples 
of mutation networks). A novel feature of our approach is our use of probabilities of 
mutation as rates of mutation in the deterministic dynamical systems that dictate the 
temporal change in the densities of different types within the chemostat, a strategy 
that can be justified using the high population densities that can be achieved using this 
apparatus. The reader should refer to Section 1.4 for a brief discussion on the limitations 
of this approach. 
If there are a finite number of possible types, mutation networks can be represented 
by matrices in systems of ordinary differential equations and the resulting models are 
similar in form to those used by M. Eigen to study molecular evolution [43]. On the 
other hand, if evolution takes place on continuous phenotype spaces, certain mutation 
networks can be represented by differential operators in partial differential equations and 
our models bare resemblance to the reaction-diffusion equations used to describe change 
in allele frequencies in quantitative genetic models [50]. 
The combination of genetic and ecological detail built into our models allows an 
investigation into all of the following: 
- Principle of evolutionary feedback, the idea that within and between species ecolog-
ical interactions shape populations through natural selection, which in turn feeds 
back to modify ecological dynamics. 
- Genetic and phenotypic evolution. Since each type may be associated with a unique 
genotype or phenotype, our models can be used to study both genetic and phe-
notypic evolution. Biased mutation processes in which certain types are more 
likely to mutate than others can also be incorporated in our models. Furthermore, 
our approach can be used to study neutral evolution, whereby all genotypes have 
the same reproductive ability and the outcome of the evolutionary dynamics is 
determined solely by the mutation process. 
- High and low mutation rates. Rates of mutation dictate the strength of the cou-
pling between evolutionary and ecological processes; low mutation rates correspond 
to ecological regimes in which population dynamics are the dominant factors in 
determining the time-evolution of the community, while at high mutation rates 
mechanisms by which variation is generated become significant. Because muta-
tion rates appear explicitly as parameters within our models, we are able to vary 
them in order to pinpoint the contribution of each of these two processes to the 
evolutionary dynamics. 
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We develop our modelling approach systematically by considering increasingly com-
plex microbial communities within the chemostat. We begin in Chapter 2 by introducing 
the idea of an evolutionary mutation process in the context of a very simple chemostat 
community in which members of the same asexually reproducing microbial species com-
pete for a single resource in a spatially and temporally homogenous environment. In 
Chapter 3, we build on this simple system by studying the coevolution of host and para-
site populations in a setting in which members of the host population must also compete 
for a single resource. Finally in Chapter 4, we explore a variation of the coevolutionary 
system studied in Chapter 3 by asking how the emergence of a host type that is able to 
resist infection by all possible parasite types changes the patterns of diversity resulting 
from the coevolutionary dynamics. 
Results of Chapters 2-4 can be broadly collected under two themes. One of these 
themes concerns the differences in behaviour between models that account for muta-
tions and ones that do not, and the second theme is a widely debated topic in ecology, 
correlation between diversity and productivity in ecological communities. 
1.3.1 Muta t ions make a difference. 
Below, we describe two features of the systems studied in Chapters 2-4 which demon-
strate that modelling mutations and ecological dynamics as tightly coupled processes 
within a unified framework leads to significantly different population or community 
structures when compared to those resulting from models in which population dynamics 
are assumed to be the only processes governing the time-evolution of the community. 
This comparison is possible because we can recover ecological versions of our models by 
setting rates of mutation between different types equal to zero. 
Does CEP hold in the presence of mutations? 
Competitive exclusion principle (CEP) is a widely accepted theoretical result stating 
that the number of different "strategies" for resource consumption or gathering that may 
stably coexist in a common environment can be no more than the number of different 
resources available to the competing strategies and that this property holds provided that 
competition for resources is the only ecological interaction present in the system [62]. In 
ecological models, each "strategy" corresponds to a different species and members of the 
same species are assumed to show no variation with respect to their strategies of resource 
consumption. For example, according to the CEP, in a situation in which multiple species 
are in competition for a single resource, all but one species will eventually go exist. 
In the above definition of CEP, an important phrase is "common environment" and 
it signifies the assumption that the competing strategies must occupy the same time and 
place, therefore the same niche. In fact, CEP is a special case of the niche exclusion 
principle, which states that no two strategies can stably occupy the same ecological 
niche. Since temporally and spatially heterogenous environments can harbour multiple 
niches, they are excluded from the conditions under which CEP applies. 
Motivated by empirical studies which demonstrate the stable coexistence of multiple 
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strains of the same microbial species competing for a single resource [150, 89], we ask 
in Chapter 2 whether CEP remains valid if "strategies" its definition are interpreted as 
different phenotypes of the same species and mutations are allowed to occur between 
phenotypes during reproduction. The answer to this question is important for three 
reasons: (1) Violation of CEP would suggest that environmental structure or ecological 
interactions involving multiple trophic levels are not required to generate and maintain 
diversity within populations. (2) In ecological studies conducted in the laboratory using 
microbial populations [70, 11], different strains of the same species are sometimes viewed 
as analogs of species in nature. Questioning the validity of CEP in the presence of 
mutations can help clarify the limitations of this analogy. (3) Adaptive dynamical models 
rely on CEP or its variants to ensure fixation of traits within populations. Violation of 
CEP would imply that fixation cannot be viewed as a generic process when ecological and 
evolutionary processes occur on comparable timescales, as is the case for experimental 
microbial populations. 
In order to answer this question, we constructed a class of models which describe the 
evolution of an in-chemostat microbial population, members of which must compete for 
a single limiting resource that is fed into the culture vessel at the chemostat dilution rate, 
which is assumed to be constant. We further assumed that the chemostat is well mixed, 
providing an environment that is both spatially and temporally homogenous, therefore 
satisfying the conditions of the CEP. With the aim of modelling the evolution of the 
population, we also assumed that each individual within the population exhibits one of 
many inherited phenotypes that determines the rate at which that individual reproduces 
at different concentrations of the resource in the culture vessel. 
Figure 1.1 shows the equilibrium density distribution of phenotypes and the corre-
sponding equilibrium fitness landscape in one our continuous-phenotype models (2.19), 
which were computed at three different values of the mutation rate parameter ji and 
using the values given in Figure 2.5 for the remaining parameters. Here, the evolving 
trait (phenotype) is the maximal rate of resource uptake, the rate at which an individual 
consumes the resource when the resource is very abundant in the culture vessel, and the 
metabolic trade-offs built into our models ensure that individuals with high maximal 
uptake rates are inefficient, while those with low maximal uptake rates are efficient con-
sumers of the resource. One assumption used in the derivation of this specific model 
is that rate of mutation between two phenotypes decreases with the difference in their 
values, therefore most mutations cause only small changes in the phenotype. In addition, 
note that the mutation rate parameter ji measures of the frequency of mutations within 
the population and should be interpreted in a similar manner to the diffusion coefficient 
used in the diffusion approximation of genetic drift [73]. 
Observe in Figure 1.1(a) that in the absence of mutations (/i = 0), the population is 
completely dominated by individuals with the lowest possible maximal uptake rate and 
the highest efficiency, exemplifying an instance of competitive exclusion. Figure 1.1(b) 
shows the corresponding fitness landscape in equilibrium computed by subtracting the 
chemostat dilution rate from the intrinsic (density-independent) growth rate for each 
phenotype, note that the only phenotype with a positive density is also the only one 
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Figure 1.1: Equilibrium (a,c,e) phenotypic density distribution and (b,d,f) the corre-
sponding fitness landscape computed at three different values of the mutation rate pa-
rameter n using the model (2.19) and the parameters given Figure 2.5. We note that 
the parameters used to generate these plots were not calibrated against empirical data, 
therefore the numerical values shown in the plots do not correspond to biologically real-
istic quantities (see main text for details). 
(a) 
800 
600 
1 
-S 4 0 0 
200 
0 
Distribution of Phenotypes 
jJ, = 0 
Competitive 
Exclusion 
0.2 0 . 4 0 . 6 
phenotype 
0.8 
^ = 1 0 
li — b.bx 10 
(b) 
0 . 0 5 
g 0 
- 0 . 0 5 
(d) 
0.02 
0.01 
0 
-0 ,01 
- 0 . 0 2 
- 0 . 0 3 
Fitness Lanscape 
^ m positive fitness 
1 1 negative fitness 
L 
0 . 2 0 . 4 0 . 6 0 . 8 
phenotype 
1 0 - 4 
0 . 2 0 . 4 0 . 6 0 . 8 
0 . 0 3 1 W = 6 -5 X 10 
-0 .01 
-0 .02 
with nonnegative fitness. 
Figure 1.1(c) shows the phenotypic density distribution within the same population 
when the mutation rate parameter is nonzero but small. The resulting population is 
characterised by a rapidly decaying distribution of phenotypes centred around a domi-
nant phenotype, whose value is close to the phenotype that dominates in the absence of 
mutations. Furthermore, the presence of mutations has changed the fitness landscape 
in such a way that a range of phenotypes now have positive fitness. Observe in Figures 
1.1 (c,d) that even phenotypes with negative fitnesses are able to attain nonzero equi-
librium densities and this is due to the perpetual redistribution of population density 
through mutations. 
Although the population shown in Figure 1.1(c) clearly violates CEP in the sense that 
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multiple phenotypes are able to coexist on a single resource, most individuals have similar 
phenotypes and together they can be considered as a single cluster or subpopulation. 
Figure 1.1(e) shows that a genuinely diverse population in which two subpopulations, 
one consisting of fast and inefficient consumers and the other consisting of slow and 
efficient consumers of the resource, can be maintained in the chemostat by increasing 
the mutation rate parameter further. 
Parameters used to generate the plots shown in Figure 1.1 were not chosen for their 
biological realism, but instead with the aim of demonstrating that the very presence 
of mutations can alter the fitness landscape in such a way that phenotypes that are 
excluded from the population in the absence of mutations can attain significant densi-
ties when mutations are possible. The reason behind this is that the growth rates of 
different phenotypes, therefore the fitness landscape, depend on state of the environ-
ment through the resource concentration in the culture vessel. Changing the frequency 
of mutations changes the resource concentration in the culture vessel by altering the 
phenotypic composition of the population, which in turn has an effect on the fitness 
landscape. 
The mutation process used to generate the plots given in Figure 1.1 is an unbiased 
one which would lead to a uniform distribution of phenotypes in the absence of selection. 
Coexistence of multiple types on a single resource can also be achieved in our discrete-
phenotype models by considering a situation in which the mutation process and the 
population dynamics favour different phenotypes. Diversity can be observed in this 
system if the fitness differences between phenotypes are comparable in magnitude to 
rates of mutation between them and this property is known as mutation-selection balance 
in population genetics (see Example 3 in Chapter 2). 
Resistance in the host benefits the parasite in resource-rich environments. 
In Chapters 3 and 4, we consider the evolution of tritrophic chemostat communities in 
which a host population consisting of consumers of a single abiotic resource is parasitised 
by members of a second population, who must kill their hosts in order to reproduce. 
Systems studied in Chapters 3 and 4 differ in such a way that the one studied in Chapter 
3 contains host types that are all partially resistant to the parasite in the sense that all 
host types are susceptible to infection by at least one parasite type, while that studied 
in Chapter 4 contains a completely resistant host type that is able to resist infection by 
all possible parasite types within the system. 
We compared the behaviour of these two systems by asking how equilibrium densities 
of host and parasite types change as a function of the amount of resource available to 
the host population. Our analysis reveals that parasite types can attain much higher 
densities in the presence of a completely resistant host type as compared to a system 
lacking complete resistance, provided that the environment is sufficiently rich in resource. 
However, this property holds only if back-m,utations (reversals) from complete resistance 
to partial resistance are possible, demonstrating that the inclusion of mutations into 
ecological models of the chemostat can lead to significant changes in the resulting com-
munities. 
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1.3.2 Diversity versus productivity: is there a universal pa t t e rn? 
As humans are increasingly impinging on natural habitats and reducing biodiversity 
by pollution, deforestation and intensive agriculture, understanding the correlation be-
tween biodiversity and ecosystem function is taking on ever more significance [121]. Our 
dependence on natural resources means that an important topic of interest is how the 
diversity within a community of organisms is related to its productivity, the rate at which 
the community converts abiotic resources into biomatter. 
One of the commonly used measures of biodiversity is species richness, the number 
of different species that inhabit a particular area. Studies examining the relationship 
between the species richness and the productivity of ecological communities have ap-
proached the subject from two different perspectives, viewing either productivity as a 
driver of species richness or species richness as a driver of productivity [27]. It has been 
argued that species richness may increase productivity by complementary resource use 
or by facilitation, a process in which species increase their reproductive ability through 
positive interactions with each other [77]. Diverse communities may be more productive 
also because they are more likely to contain species that are highly productive [137]. 
Prom the alternate viewpoint, increased productivity may lead to high diversity by re-
ducing the extinction rates of rare species [116], promoting the conditions required by 
specialist species [122] and increasing intraspecific density dependence [2]. 
Although a positive correlation between diversity and productivity predicted by these 
theories has been observed in both natural communities [98] and diversity-manipulation 
experiments involving plants [28], this pattern does not appear to be universal. For 
example, unimodal relationships in which diversity is maximized at intermediate pro-
ductivity levels have recently received much attention in the literature [4, 40, 58, 67] and 
laboratory experiments conducted with bacteria suggest that this pattern may be due 
to selection for specialized types in spatially structured environments [70]. Negative and 
multimodal relationships between diversity and productivity have also been reported [98] 
and the causes of the variety of observed relationships remain to be topics of ongoing 
debate. 
In order to probe the reasons behind the variation observed in diversity-productivity 
relations, we applied our modelling approach to in-chemostat evolution of microbial 
communities. Productivity of experimental communities can be controlled to a certain 
extent by adjusting the amount of resources provided to the community [115, 70]. The 
reason behind this is that all organisms within the culture ultimately depend on the 
nutrients within the medium, be it by direct consumption or by living on organisms 
which feed on these nutrients. Thus by controlling the quantity of supplied nutrients, one 
may control the amount energy available in the environment for conversion into biomass. 
In this thesis, we consider communities that are supported by a single limiting nutrient 
and the concentration of the limiting nutrient within the fresh nutrient broth pumped 
into the culture vessel can be viewed as the parameter controlling the productivity of a 
chemostat community [3], we will call this parameter the resource supply henceforth. 
However, one should view the analogy between productivity in nature and the re-
source supply in the chemostat with caution because the fact that the resource is supplied 
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in abundance does not guarantee that it will be converted into biomass. In fact, most of 
the resource supplied to the organisms may be washed out of the culture vessel through 
dilution in a coevolutionary system and we discuss an example of this below. Perhaps a 
measure of productivity that should be considered in conjunction with the resource sup-
ply is efficiency of resource use, the proportion of the supplied nutrients consumed by the 
members of the chemostat community. To be more specific, let us denote the resource 
supply by So and the concentration of the limiting nutrient within the culture vessel by 
S. Since S measures the amount of nutrient unused by the community, efficiency may 
be defined through 
„ . resource used So - S . . 
efficiency := = — - — . (1.1) 
resource supplied Sq 
Strictly speaking, S in (1.1) should be time dependent and (1.1) is an appropriate defini-
tion of efficiency only if S{t) < So, however this condition will always hold in equilibrium 
within the chemostat. Assessing productivity using efficiency takes into account the de-
pendence of productivity on both the state of the abiotic environment (So) and that of 
the community (S). 
Another issue that arises when comparing chemostat communities to natural ones 
is the way in which to extrapolate patterns of diversity observed in microbial micro-
cosms to those observed in nature. Some previous laboratory studies conducted with 
single species of bacteria have used intraspecific phenotypic or genetic diversity to probe 
diversity-productivity relationships [70, 64], citing that the asexual nature of bacterial 
reproduction enables the identification of the exact lineage of each individual within 
the population in the same way members of different species within a community can 
be distinguished. However as we discussed in the previous section, populations shaped 
by evolutionary processes may exhibit different diversity patterns to those shaped by 
purely ecological processes and, although intraspecific phenotypic diversity may pro-
vide a suitable analog for species richness in short timescales and communities in which 
consumption of abiotic resources is the only trophic interaction, distinguishing between 
these two measures of diversity is a necessity when evolutionary timescales and multiple 
trophic levels are considered. 
Keeping these issues in mind, we investigated the effects of changing the resource 
supply on the long-term (equilibrium) species richness, intraspecific phenotypic diversity 
and efficiency within three different in-chemostat communities. There are many diversity 
measures one could use to assess intraspecific phenotypic diversity, or simply phenotypic 
diversity, and one we use frequently in this thesis is the Simpson's index, a scale-invariant 
functional that is maximized when all types are represented in equal proportions within 
the population and minimized in state of competitive exclusion in which only one type 
has nonzero density. 
Competition for a Single Resource (Chapter 2) 
The simplest community we studied is one in which members of the same asexually 
reproducing microbial (possibly bacterial) population are in competition for a single 
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abiotic nutrient in a spatially homogenous chemostat with a constant dilution rate. We 
assumed that each individual within the population is endowed with one of a fixed num-
ber of phenotypes, an inherited trait that determines the rate at which that individual 
reproduces at different concentrations of the limiting nutrient within the culture vessel. 
We further assumed that mutations may occur during reproduction with fixed but small 
probability, changing the phenotype of the offspring relative to the parent. 
Ecological theory predicts that in the absence of mutations, such a population will 
be completely dominated by individuals of one phenotype and that this property will 
hold regardless of the resource supply [129]. Our analysis reveals that although allowing 
mutations enables the stable coexistence of individuals of multiple phenotypes, pheno-
typic diversity is similarly independent of the resource supply and that this property 
holds irrespective of the rate of mutations (see Figure 1.2(a)). In other words, changing 
the resource supply rescales the equilibrium densities of different phenotypes in such a 
way that their relative densities remain unchanged. Experiments conducted using batch 
cultures corroborate the independence of diversity and resource supply within bacterial 
populations competing for resources in spatially homogenous environments, although 
these experiments used rich growth media containing multiple carbon sources [70]. 
Another feature of this system is that the residual resource concentration within the 
culture vessel (S) is independent of the resource supply and the total population density 
increases linearly with the resource supply. In ecosystem modelling, populations whose 
abundances are determined by the amount of resources available in the environment 
are said to be resource-limited and the population studied in Chapter 2 constitutes an 
example of such a population. 
Our results support the idea that the productivity of a community composed solely 
of consumers of a single resource can be increased both in terms of rate of production 
of biomass and efficiency simply by increasing the amount of resource supplied to the 
community, however this will have no effect on the phenotypic diversity within the 
community in both evolutionary and ecological timescales. 
For the remainder of the chapter, we will refer to the system studied in Chapter 2 
as C, which stands for competition. 
Host-Parasite Coevolution (Chapter 3) 
The second system we considered is a slightly larger chemostat community in which 
members of a population competing for an abiotic resource are parasitised by individu-
als belonging to a second population, who must cause the death of their hosts in order 
to reproduce. Although the general structure of our models is applicable to any in-
chemostat community in which antagonistic coevolution plays part, and this includes 
predator-prey coevolution, we tailored our models specifically to the coevolution of bac-
teria and lytic phage as these organisms are commonly used to study coevolution in the 
laboratory [29, 14, 20], Phages are viruses that infect bacteria and the lytic varieties 
kill their bacterial host through lysis shortly after infection, releasing a large number 
of progeny into the environment. Number of phage virions produced per one bacterial 
death is termed the hurst size. 
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Figure 1.2: Effects of changing the resource supply on the long-term (equilibrium) phenotypic 
diversity and the efficiency of resource use within four different in-chemostat microbial communi-
ties. In the graphs shown for each community, each numbered circle represents a genetically and 
phenotypically distinct type within a population and different populations are shown in different 
colours. Mutations between different types in each population is assumed, but not shown. The 
black arrows represent direction of energy flow through either consumption or parasitism. Phage 
and bacterial diversity curves respectively illustrate the phenotypic diversity within the bacte-
ria and the phage populations as a function of the resource supply, measured using Simpson's 
diversity index (see main text for details). Efficiency is measured using (1.1). Shaded regions 
represent parameter regimes in which numerical methods were used to infer the solution struc-
tures of our models, remaining parameter regimes were addressed using analytical methods. We 
note that although only four or five possible types are shown in the graphs, overall patterns of 
behaviour illustrated in the plots are independent of the number of types within bacteria and 
phage populations. 
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In order to model the evolution of both bacteria and phage populations, we assumed 
that each bacterial cell, similarly each phage virion, belongs to one of a fixed number of 
inherited types and that mutations may occur during both bacteria and phage reproduc-
tion changing the type of the offspring relative to the parent. We also assumed that the 
type of a bacterial cell determines the rate at which that cell reproduces across different 
resource concentrations as well as the range of phage types it is susceptible to. On the 
other hand, phage types differ in the range of bacterial types they can infect, the rate 
at which they infect each bacterial type as well as their burst sizes. The assumption 
that the type of a bacterial cell determines both its resistance to phage and its ability to 
compete for the resource reflects the fact that mutations that confer resistance to phage 
in bacteria often come with a fitness cost, such as a reduction in the rate of nutrient 
uptake. Such trade-off relations are common in coevolutionary systems and since each 
type may be associated with multiple traits, these can be easily incorporated into our 
modelling framework. 
In a manner not disimilar to the way in which mutation networks for the bacteria and 
phage populations are constructed, one may construct an adsorption network in which 
the nodes correspond to different bacteria and phage types while the edges represent the 
rate at which each phage type adsorbs (binds) to different bacterial types (see the arrows 
between red and green circles in Figures 1.2(b,c,d) for representations of adsorption 
networks). The adsorption network can be represented by a matrix within the dynamical 
system governing the evolution of the community and we call this matrix the adsorption 
operator. An assumption that we made with regards to the structure of the adsorption 
operator for this system is that all bacterial types are susceptible to infection by at 
least one phage type and therefore only partial resistance to phage is possible. This 
assumption has important implications regarding the correlation between diversity and 
productivity within this community and these will become clear when we discuss host-
parasite coevolution in which complete resistance to the parasite is allowed. 
An immediately apparent property of this community is that the resource supply 
must be above a certain threshold to support long-term coexistence of bacteria and 
phage, although the high number of phage virions produced per bacterial death ensures 
that this threshold is low in bacteria-phage coevolutionary systems. Below the threshold, 
only bacterial types can attain nonzero equilibrium densities and the resulting population 
is subject to the same principles as C in terms of diversity and productivity. 
Range of resource supply values above this threshold can be separated into two 
regimes: high resource supply values in which the bacterial population is phage-limited 
and low resource supply values where it transitions from being resource-limited to being 
phage-limited as the resource supply is increased (shaded regions in Figures 1.2(b,c)). 
High Resource Supply Regime: 
At high values of the resource supply, equilibrium densities of bacterial types are uniquely 
determined by the intrinsic (density-independent) rates of adsorption between bacteria 
and phage types, burst sizes of different phage types and the chemostat dilution rate, all 
of which are independent of the resource supply. As a result of this, unlike the resource-
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limited population of C, bacterial densities are independent of the resource supply at 
high values of this parameter. This in turn implies that the phenotypic diversity within 
the bacterial population, or simply bacterial diversity, is also independent of the resource 
supply. Since abundances of bacterial types depend on the specifics of the interaction 
between the bacteria and the phage rather than the amount of resource available in the 
environment, the bacterial population is said to be phage-limited within this parameter 
regime. 
In contrast to the densities of bacterial types, densities of phage types do generally 
vary with the resource supply at high values of this parameter, however they may not 
exceed a threshold determined by the maximal growth rates of the bacterial types. Phe-
notypic diversity within the phage population {phage diversity) also changes with the 
resource supply and significantly, the specific form of this change is dictated by the struc-
ture of the adsorption operator pertinent to the bacteria and phage species under study. 
The structure of the adsorption operator is species-specific because the range of phage 
(bacterial) types a mutant offspring is susceptible (virulent) to in relation to its parent 
type is determined by the mechanism by which bacteria acquire resistance to phage and 
the phage in turn counters resistance in bacteria through host-range mutations. 
For example, in studies of host-pathogen interactions, it is proposed that such mecha-
nisms can be placed on a continuum from the so-called matching-alleles to gene-for-gene 
models [5]. In matching-alleles models, each parasite type can infect only one host type, 
therefore mutations result in a large difference between the parent and the offspring in 
terms of the range of host types they are able to infect (see Figure 1.2(b)). A variation 
of the matching-alleles model that has been suggested to be applicable to the inter-
action between E. Coli and the A-phage is the imperfect lock-and-key model in which 
each parasite type can infect a unique host type optimally, while infecting all other host 
types less successfully [147]. Our analysis shows that the high degree of host specificity 
afforded by the matching-alleles and the imperfect lock-and-key models leads to equilib-
rium phage diversity that is a monotonically increasing and saturating function of the 
resource supply within the high resource supply regime and this is illustrated by the top 
plot in Figure 1.2(b). 
At the other end of the contiuum, the gene-for-gene models are often used to study 
the interactions between plants and their parasites [108] and are associated with parasite 
types with broad host ranges. An example of a gene-for-gene interaction between bacteria 
and phage populations with four possible types is illustrated in Figure 1.2(c). Observe 
that starting from type 1, each successive mutation taking type i to type i + 1 leads 
phage types with wider host ranges and bacterial types that are able to resist infection 
by a wider range of phage types. 
Patterns of equilibrium phage diversity resulting fi'om changes in resource supply are 
more varied in gene-for-gene models as compared to matching-alleles models. Depending 
on rates of adsorption between bacteria and phage types, gene-for-gene models may 
lead to phage diversity that monotonically increases with the resource supply at high 
values of this parameter, which is similar to the patterns of phage diversity resulting 
from rnatching-allele models. However, another possible behavior is one in which phage 
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diversity is eventually unimodal in resource supply before converging to a plateau (see 
Figure 1.2(c)). 
As a case study, we apply our models to the in-chemostat coevolution of E. Coli and 
T7-phage in Chapter 3 and demonstrate that a modified gene-for-gene model derived 
from the molecular interactions governing the absorption of T7 to the lipopolysaccharide 
(LPS) receptors on E. Coli successfully reproduces the results of a chemostat experiment 
conducted using these organisms. In doing so, we show that T7 fits the second of the 
two phage diversity patterns described above, where the phenotypic diversity within the 
T7 population is eventually unimodal in resource supply. 
The window of resource supply values between the threshold above which the bacteria 
and the phage can stably coexist and the threshold above which bacterial densities are 
phage-limited is a transitional regime in which both resource availability and the negative 
frequency dependent selection imposed by the phage contribute to the structure of the 
bacterial population. This window is illustrated by the shaded regions in Figures 1.2(b,c) 
and the difficulty of obtaining analytical solutions of our models within this regime means 
that numerical methods were used to study the behavior of the solutions. 
It is often the case that populations shaped by coevolutionary interactions are more 
diverse than those shaped by competition alone [135], therefore the overall trend within 
this regime is that bacterial diversity increases with the resource supply as the bacterial 
population transitions from its phage-free, resource-limited state at very low values of 
the resource supply to its phage-limited state at high values of the resource supply. 
However when inspected closely, we see that the way in which this transitions occurs is 
governed by the structure of the adsorption operator as well as the differences between 
the competitive abilities of different bacterial types, which are all pertinent to the specific 
bacteria-phage system studied in the chemostat. 
For example, if the bacteria and the phage interact through a matching-alleles mech-
anism, then increasing the resource supply has the effect of increasing bacterial diversity 
in a series of "jumps" as bacterial types with successively lower competitive abilities in-
crease in density from their resource-limited values to their phage-limited values within 
short ranges of the resource supply, which in turn has the effect of increasing the densi-
ties of their associated phage types. However these jumps are not necessarily monotonic 
in the resource supply, such as the ones shown in Figure 1.2(b). For example, if one 
incorporates a trade-off between the burst size of a phage type and the growth rate of 
the bacterial type it can infect in such a way that phage types that infect bacterial types 
with lower growth rates have lower burst sizes, then one may obtain plots of bacterial 
diversity versus resource supply that have as many modes (local maxima) as there are 
possible bacterial types (see Figure 4.5(d) in Chapter 4). 
The simple observations made for matching-allele models cannot be made for gene-
for-gene models because any increase in the density of a particular bacterial type as a 
result of an increase in the resource supply may lead to an increase in the densities of 
multiple phage types, which in turn has a direct effect on other bacterial types. We 
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note that numerical methods applied to our models indicate that bacterial diversity is 
multimodal within the transitional regime when the bacteria and the phage interact 
through a gene-for-gene mechanism. 
Productivity Versus Resource Supply: 
Unlike the population studied in C, productivity of this community cannot be increased 
indefinitely by increasing the resource supply. This is because once the resource supply 
is high enough so that the bacterial population is phage-limited and phage densities have 
saturated to their values determined by the maximal growth rates of the bacterial types, 
then any additional amount of resource provided to the community has little effect on the 
densities of bacteria and phage types and gets washed out of the system through dilution 
unused. As a result, the resource concentration within the culture vessel (S) increases 
with the resource supply at high values of this parameter, meaning this community is 
very inefficient at converting the supplied resource into biomatter when the resource is 
abundant (see bottom plots in Figures 1.2(b,c)). Moreover, this property is independent 
of the specifics of the interaction between the bacteria and the phage provided that only 
partial resistance to the phage is possible. 
Host-Parasite Coevolution with Complete Resistance (Chapter 4) 
For the remainder of the chapter, we shall refer to the host-parasite coevolutionary 
system studied in Chapter 3 by HV and we reemphasize the fact that possibility of 
complete resistance was omitted in HP. The third and final community we considered 
is a variation of HP in which one of the bacterial types is able to resist infection by all 
possible phage types within the system and is therefore completely phage resistant (see 
Figure 1.2(d)). We will refer to this modified coevolutionary system by HVTZ. 
Empirical studies conducted with bacteria and phage indicate that emergence of 
complete resistance can be observed in many bacteria-phage systems, including the sys-
tem formed by E. Coli and A-phage [134] and that formed by E. Coli and T4-phage [14]. 
Furthermore, complete resistance usually results from mutations which either severely 
deform or completely eliminate the receptors used by the phage as adsorption sites [94]. 
Since these receptors have various roles within the bacterial metabolism, complete resis-
tance may come with a high cost to the bacteria, depending on the specific role of that 
receptor within the bacterial metabolism and how this role relates to the consumption of 
the limiting nutrient. In order to incorporate this property into our models, we assumed 
that the completely resistant bacterial type grows slower than all of its partially resistant 
counterparts at any given concentration of the limiting nutrient in the culture vessel (5) 
in the absence of phage. 
The fitness cost associated with complete resistance ensures that bacteria and phage 
diversity patterns resulting from changes in the resource supply are very similar in HV 
and HVR for low values of the resource supply. Like HV, the chemostat is phage-free 
in HVTZ if the resource supply is below a certain threshold and within the transitional 
regime above this threshold, the way in which bacteria and phage densities change as a 
function of the resource supply is strongly dependent on the system-specific adsorption 
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operator containing the rates of adsorption between the partially resistant bacteria and 
the phage. The completely resistant bacterial type can attain only low densities both in 
the phage-free and the transitional regimes of resource supplies. In fact, depending on 
rates of mutation between the completely resistant bacterial type and partially resistant 
ones, even a large sample of cells taken from the chemostat might fail to reveal the 
existence of complete resistance within these parameter regimes. 
Differences between TiV and TiVR become significant above a specific value of the 
resource supply that is characterized by a sharp increase in the density of the completely 
resistant bacterial type in HVTZ. This point roughly corresponds to the upper limit of 
the transitional regime in HV and above it, the bacterial population in TCPTZ essentially 
splits into two subpopulations; the partially resistant types form the phage-limited sub-
population and their densities remain constant with changes in the resource supply, 
while the completely resistant bacterial type forms the resource-limited subpopulation 
and its density increases linearly with the resource supply. An implication of this is 
that bacterial diversity decreases in HVTZ with the resource supply for high values of 
this parameter, as the completely resistant type increasingly dominates the bacterial 
population. 
An issue that arises when modelling complete resistance in bacterial populations 
convolving with phage is whether to assume the possibility of back-mutations from the 
completely resistant bacterial type to partially resistant ones. In certain bacteria-phage 
systems, mutations which yield complete resistance to phage in bacteria may do so 
through large deletions within the genes that encode the receptor molecules [123, 16]. 
As a result, the likelihood of a completely resistant bacterial cell producing an offspring 
that is partially resistant to the phage may be negligibly small in such systems. In order 
to address this issue, we compared the patterns of diversity resulting from TiVTZ in the 
presence and absence of back-mutations. 
Our analysis reveals that although setting rates of back-mutations to zero does not 
make a significant change to the structure of the bacterial population, phage densities do 
generally exhibit different behaviours depending on whether back-mutations are allowed. 
Specifically, if back-mutations are not possible, then changing the resource supply has 
no effect on the densities of phage types when the resource supply is above the threshold 
at which the partially resistant bacterial types become phage-limited, meaning phage 
diversity is independent of the resource supply within this regime. On the other hand, 
if back-mutations are frequent, then phage densities may increase without bound with 
increases in the resource supply, a counterintuitive result whose implications where dis-
cussed in Section 1.3.1. 
In contrast to HV in which all bacterial types are limited by the phage at high values 
of the resource supply, the completely resistant type in TiVTZ is not limited by the phage 
within this parameter regime and can make the most use of the resource unused by the 
partially resistant bacteria. Consequently, any increase in the resource supply at high 
values of this parameter results in an increase in the density of the completely resistant 
bacterial type, ensuring that the productivity of the community in T-CPTZ can be increased 
by increasing the resource supply even if the resource supply is high. An implication of 
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this is that, although the phage-free system C will have a higher productivity than KPTl 
at any given value of the resource supply at which the bacteria and the phage stably 
coexist, productivity and resource supply are positively related in both of these systems. 
However, the same statement cannot be made for the coevolutionary system TiV when 
the resource supply is high. 
Diversity versus Productivity 
Although C, TCP and HVTZ are vastly simplified models of natural communities, they can 
be used to gain insights into the variation observed in diversity-productivity relations. A 
comparison of these model communities leads to the following observations concerning 
the correlation between species richness and productivity: 
51. The community studied in TiV demonstrates that increasing the supply of abiotic 
resources to a community does not necessarily lead to an increase in the produc-
tivity of that community. This observation is important because in some empirical 
studies of diversity-productivity relations in nature, productivity of a community 
is inferred indirectly from the amount of abiotic resources available to that com-
munity, for example amount of rainfall may be used to estimate the productivity 
of plant communities [95]. 
52. Coexistence of host and parasite populations is possible in HV and TiVTZ only if 
the resource supply in sufficiently high, therefore species richness and productivity 
are positively related within these communities. This property reflects the fact 
that the host population must be sufficiently abundant to support a population of 
parasites. 
53. Suppose that species richness and productivity are measured at two different loca-
tions with similarly high levels of abiotic resource and that one of these locations 
contains a species which lives on the resource in the absence of a parasite and the 
other contains the same species coevolving with a parasite. This is analogous to 
comparing C and TiV at high values of the resource supply and as a result, species 
richness and productivity are negatively related across these communities. 
54. Observe that while TiV and TiVTZ have the same richness, they exhibit very differ-
ent levels of productivity when the environment is rich in resource. On the other 
hand, although C and TiVTl have different levels of species richness, both of their 
productivities can be increased by increasing the resource supply. 
Observations S1-S4 illustrate that the relationship between species richness and produc-
tivity when measured both across and within communities depends at the very least on 
the structures of the subject communities as well as the states of the abiotic environments 
that are occupied by these communities. 
By comparing the correlation between intraspecific phenotypic diversity and produc-
tivity within our model communities we can make the following additional observations; 
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PI. Differences between the bacterial diversity patterns exhibited by C, HP and HVTZ 
show that community structure is a major factor in determining the correlation 
between the productivity of a community and the phenotypic diversity within the 
populations that form the community. 
P2. Changes in productivity have the most significant effect on the diversity within 
a population when the different ecological interactions governing that population 
operate with comparable strength. For example, bacterial diversity patterns are 
most varied in TiV and HVTZ within the transitional regimes of resource supply, 
where resource availability and antagonistic interactions with phage contribute 
equally to the structure of the bacterial population. 
P3. A comparison of Figures 1.2(b) and (c) leads to the observation that the correlation 
between phenotypic diversity and productivity is strongly dependent on the specific 
mechanisms through which the populations within the community interact. 
Our results suggest that the correlation between the diversity and the productivity 
of ecological communities cannot be discerned without paying attention to details such 
as community and population structures pertinent to the subject communities. Never-
theless, environmental heterogeneities are beyond the scope of this thesis and our results 
do not rule out the possibility of the presence of spatial structure having a unifying effect 
on the diversity-productivity relations observed across different community structures. 
1.4 Scope of t h e Model l ing Framework 
In this thesis, we use probabilities of mutation as rates of mutation within determinis-
tic dynamical systems by assuming that mutations that can occur do occur continually 
within the subject populations. The underlying assumption of infinite population size 
may well be justified for modelling evolution in the chemostat because of the high popula-
tion numbers that can be achieved using this apparatus, however adapting our approach 
to the modelling of natural microbial communities would require a stochastic treatment 
of the mutation process. 
There are many ecological interactions, including cross-feeding and antagonistic in-
teractions between members of the same population, that we do not consider in this 
thesis. However, we note that any ecological model of the chemostat can be turned 
into an evolutionary one through our approach simply by constructing a mutation net-
work for each population in the chemostat community and incorporating these into the 
ecological models. 
Chapter 2 
Competition for a Single 
Resource 
2.1 P u r p o s e of t h e C h a p t e r 
(i) To introduce the idea of an evolutionary mutation process and introduce it into a 
class of models of growth on a single, limiting resource in the chemostat. 
(ii) To show that the resulting class supports long-term (globally stable steady-state) 
diversity. 
(iii) To show that any reasonable measure of that long-term diversity is independent 
of the input concentration of the limiting resource (SQ) to the chemostat. 
(iv) To show that long-term diversity changes with the dilution rate (d), the parame-
ter controlling the rate of fiux of resources and biomatter through the chemostat 
apparatus. 
2.2 In t roduc t ion 
The competitive exclusion principle (CEP), also known as Cause's Law, is a theoretical 
result stating that the number of competing types that can stably coexist in a common 
environment is limited by the number of resources available: if r is the number of 
resources and n{t) is the number of types competing for r resources at time <, then 
limsupi^Qo n(t) < r. Here and throughout, by type we adopt the idea of a collection 
of micro-organisms that exhibit the same strategy for metabolising available resources 
and different types will correspond to different genotypes, although different genotypes 
do not necessarily yield different types. We will use the term phenotype to denote the 
distinguishing measure or feature of the type whose evolution we are studying. In other 
contexts, types might also mean different strains, species or strategies. 
Although the term CEP was first introduced by Hardin [62], its origins can be traced 
back to the theoretical work of Volterra [143, 144] who showed using competition models 
based on the logistic equation that in a situation where two species are in competition 
for a single resource, one species survives and the other goes extinct. The first empirical 
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support for the CEP was the competition experiment between Paramecium aurelia and 
Paramecium caudatum conducted by Cause [55]. The CEP was later extended to an 
arbitrary number of resources and types [84, 85, 87] and [129] demonstrates that CEP 
holds for a wide range of mathematical models of in-chemostat experiments. 
Since articulated by Hardin, the validity of CEP has been contested in extensive 
experimental and theoretical studies, resulting in the formulation of exceptions to the 
conditions under which CEP remains valid. These studies include: 
(i) spatial heterogeneity of the environment [76, 9, 138], 
(ii) temporal variations in resource availability [131, 136, 78, 139], 
(iii) cross-feeding between competitors [139, 120, 117] and 
(iv) antagonistic interactions between competitors [142, 141, 126]. 
As a result, we give the following refinement of what we understand by CEP in the 
context of microbial populations. Namely, that in a spatially homogenous setting which 
has a constant influx of resources and where there are no metabolic products secreted by 
the cells which might be consumed by, or have deleterious effects on any of the competing 
types, it is expected that the number of types will in the long run be at most equal to 
the number of resources available in the system. Throughout this chapter, we shall be 
concerned with only one limiting resource which, according to the CEP, should only 
stably support one type of competitor. 
2.2.1 T h e Chemosta t : an Experimental Environment 
An experimental apparatus which can be used to create a spatially homogenous environ-
ment with a constant influx of a single limiting resource is the chemostat (see Appendix 
A or [129, 48] for a description of the chemostat). 
In an important recent chemostat-based study, Maharjan et al. have shown that 
several different types of E. Coli can stably coexist over long periods of time under 
conditions that do not include any of the exceptions (1-4), thus violating CEP [89]. 
These experiments were conducted in a stirred chemostat with a constant dilution rate 
and the single limiting resource glucose. Density measurements as well as genetic and 
phenotypic screening for types were carried out after a time span of twenty-six days, 
and at the end of this period forty-one different types of E. Coli were found to be 
present in the chemostat culture. These types differed in several characteristics including 
metabolic strategies, surface properties and global metabolic regulation. We note that 
the techniques used to screen for these types might not identify all the different types 
present in the chemostat and that the actual number could be even higher than forty-one. 
One important feature of this experiment was that all the types identified at the end 
of the twenty-six day period were descendants of a single ancestor, the isogenic inoculant 
present at the beginning of the experiment. This strongly suggests that evolutionary 
factors play a significant role in generating and maintaining diversity. 
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The aim of this chapter is to develop a mathematical framework which allows for the 
creation and maintenance of diversity in a chemostat culture in which environmental 
conditions take inspiration from those described in [89]. We present an evolutionary 
extension of in-chemostat competition models in such a way that our models possess the 
CEP property in the absence of mutations, while the coexistence of multiple types can 
be supported if the appearance of mutants is allowed. 
2.2.2 Modelling Assumptions 
Let us define our biological assumptions. 
Ai. The chemostat culture consists of a large number of cells that belong to a single, 
asexually reproducing prokaryote species. 
Ag. All cells are in competition for a single, limiting resource. 
A3. Each cell can assume one from a fixed, possibly infinite, number of phenotypes, 
an inherited trait that measures or determines how a cell metabolises the resource 
and that does not change during the lifetime of the cell. 
A4. Mutations occur during binary fission and the resulting change in phenotype from 
parent to offspring is described by a fixed Markov process in which each cell type 
has a non-zero probability that it does not reproduce clonally. 
A5. The chemostat has a constant dilution rate and ensures spatial homogeneity. 
Ag. Cells do not excrete any metabolic byproducts that can be consumed by, or have 
inhibitory effects on, other cells. (Therefore, cross-feeding and antagonistic inter-
actions are not permitted.) 
Assumption Ag is one that we must invoke in order to produce the simplest possible 
theoretical conditions that can support a diversity of types on a single resource. It is, in 
some sense, conceptually straightforward to construct models that contain cross-feeding 
cell types and so exhibit polymorphism, as a result we explicitly exclude this feature 
from our models even though it can be observed in microbes. 
2.3 Abs t r ac t Mode l S t ruc tu re 
2.3.1 Nota t ion 
For a vector v = {vi,..., it will be convenient on occasion to use A('u) to represent 
the diagonal matrix diagj^i,..., %}. Throughout we shall write 1 — (1,1,...,!)^ and 
0 = (0,0, ...,0)^ for the fc-dimensional vectors of ones and zeros. We shall write u > 0 
if u = {ui,u2, . . . ,%)^ satisfies Uj > 0 for all j. Similarly, we will use u > 0 if w = 
(iti, 1 / 2 , s a t i s f i e s > 0 for all ; and > 0 for some and then u » 0 means 
that Uj > 0 for all j = 1,..., k. As a result, = E L i but we shall also write {u, v) 
for the usual inner product which will also be written as u^v. 
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Similarly, for a function u{x) defined for x e J, where J is some open domain, by 
•u > 0 we mean that u(x) > 0 for all x Q J, whereas u{x) > 0 means n > 0 and there is 
a set of positive measure J ' C J for which «(a;) > 0 for all x e J'. Finally, u > 0 means 
u{x) > 0 for all x e J. 
It will be convenient to evaluate vector-vector multiphcation and division operators 
in a Hadamard or pointwise sense, so that 
uv = {uivi, ...,UkVk)'^ and u/v = {ui/vi, ...,Uk/vk)'^. 
A diversity measure is a scale-invariant function % : » R that is differentiable 
away from zero, maximised at the uniform vector 
M(l, 1,..., 1) = max%(?;), 
minimised at the competitive exclusion vector 
7Y(1,0,..., 0) = min V-iv), 
and is homogeneous of degree 1 and 5(fc)-invariant in the sense that 
TiiXv) = H(v} and 
for all mappings r that permute coordinates and all A ^ 0. 
Commonly used forms of diversity measures are entropy, or the so-called Shannon-
Wiener diversity index, H{v) = ~Y^^hi{vil{l,v))vi/{l,v) and the Simpson's index 
which is defined using the distance to the uniform state on k types T-L{v) = 1 — 
1 _ V ^ 
k (1,-0) 
2.3.2 Muta t ion Processes 
Suppose that k different types of a micro-organism are in competition for an abiotic 
resource with time dependent concentration S{t) in the chemostat and label their phe-
notypes xi,x2, • • • ,Xk- Let ni{t) be the density of cells of phenotype Xj at time t and 
suppose that cells reproduce clonally with growth rate B{xi,S), which clearly depends 
functionally both on phenotype and resource concentration, and are removed at rate d 
from the chemostat. If phenotypic mutations do not occur, the growth of the cells of 
phenotype Xi in a short period of time 5t is then given by 
ni{t + 5t) = ni{t) + {B(xi, S) — d) ni{t)St -t-
Now we assume that when a cell divides, the probability of the offspring cell having 
a different phenotype from the parent is e G [0,1]. If the cell population is sufficiently 
large and 5t sufficiently small, the change in density of cells of phenotype Xi is now given 
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by 
clonal reproduction 
+ =/!«(()+ (1 -
mutation 
k 
+ e ^2 n^ijB(xj, S)nj(t)St—dnj(t)6t + 0(6t^). (2.1) 
j=l,j^i 
In (2.1), M = (rriij) is a fixed, non-negative transition matrix given by the probabil-
ities that a parent cell of phenotype Xi yields an daugther cell of phenotype Xj when a 
mutation occurs: 
rriij = P(ofi^spring type = i | parent type = j Pi a mutation occurs), (2.2) 
and so there results = 1 for all j and ma — 0 for each i. The set of ordered 
pairs {{xi,mij)} with i,j e { l , . . . , f e} form a weighted, directed graph in which the 
phenotype values are associated with the vertices and the transitions defined by the 
mutation operator form the edges, we call this graph the mutation network. 
The assumption that no cell type can reproduce clonally with probability one (as-
sumption A4) means that for each j there is an i 7^  j such that > 0 and we shall 
often assume that M is irreducible in the sense that for each i and j , there is a power 
P = p{i, j) such that the (i, j ) - th entry of is positive. This has the interpretation that 
each cell type can mutate into every other type given a sufficient number of phenotypic 
mutations. The Perron-Frobenius theorem tells us that if M is irreducible, because 
l ^ M = follows by construction of M, equivalently = 1, there is a unique 
invariant density - 0 ^ 0 such that 
M'0 = - 0 and (1,'0) = 1. 
The matrix M will be called the mutation operator and one can associate to it 
another Markovian matrix Me given by the schema 
Aig = clonal reproduction H- mutation = (1 — e)/ + eM 
which can clearly be written as Me = I + e ( M - I ) . We shall abuse terminology and call 
the parameter e both the probability of mutation and the mutation rate in this thesis. 
Note that Me is irreducible if and only if M is and we shall use the following terminology 
regarding M and Me-
Definition 1. For any non-negative, irreducible, square matrix M = {rriij) satisfying 
— 1 and ma = 0 for all i, the matrix 
Me = I e{M — I ) 
is said to be the mutation process associated to the mutation operator M. If 
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('^) Yli=i,i^j /or all j and k, then M and are said to have the 
equiprobability property. 
(a) Ml = 1 then M and are said to be uniform. 
The equiprobability property simply means that the total probability of mutation is equal 
for all types, while a uniform mutation operator is so-called because it has the uniform 
distribution as its invariant density and therefore does not bias evolution towards any 
particular type. 
If M is tridiagonal we speak of a near-neighbour mutation network, whereas if rriij > 0 
whenever i ^ j, we speak of an all-to-all mutation network. If M = we say that 
the network is symmetric and it is immediate that all symmetric mutation operators are 
uniform. 
Example 1. Suppose that there are three possible phenotypes in a population of cells. 
The most general mutation process with equiprobability acting on a space of three phe-
notypes is 
1 — e emi3 - 1 mi2 mi3 
emzi 1 — 6 = I + e - 1 ^23 
emsi 1 — e ^32 - 1 
provided that the column sums are unity, so that 1 —e-|-em2i+em3i = 1 ormsi+mgi = 1 
and similarly for the other columns. Hence the family of matrices 
— I b c 
a —1 1 — c 
1-a 1-b - 1 
for parameters a,b,c E [0,1] represents the most general equiprobabilistic mutation pro-
cess on three phenotypes. 
In order for to be uniform, we need in addition that 6-t-c = 1 and unity for other 
row sums too, so that 
Mf = J 4- e 
— 1 1 — a a 
a, — 1 1 — Qt 
1 — a a —1 
wAen: 0 < o < 1 ^ a /jfa € (0,1) (Aza w am earampZe o/ an a/Z-to-aZZ coupZed 
network, if a = 1 this is a near-neighbour network and if a = 0 this represents the cycle 
1 —> 3 ^ 2 —> 1. The case whereby a = 1/2 is illustrated in Figure 2.1(h). 
It turns out that not all systems of interest have the equiprobability property and 
one can consider different mutation probabilities from each phenotype, changing the e 
in (2.1) to an e, in each caae. This leads to exactly the same basic Bnal form of equation 
as given in (2.5) below, but the matrix will now not have the same values at each 
entry along the leading diagonal, as the following example illustrates. 
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Figure 2.1: Simple mutation networks represented by graphs in which the phenotypes are 
shown as nodes. The value on each arrow corresponds to a probability that a phenotypic 
mutation occurs from one node to another, so e is generally a small quantity to reflect 
the fact that most reproduction is clonal. 
(a) 
(b) 
(c) 
(d) 
l - e / 2 
e /2 
6/2 
e/2 
1-e/lOO 
e/100 
e/2 
1-e 
1-6/2 
E x a m p l e 2. If M.e has the near-neighbour form 
1 - 6/2 6/2 0 
e /2 1 — € 6/2 
0 e /2 1 — e /2 
-1 1 0 
1 - 2 1 
0 1 - 1 
then one might say that represents diffusion on a linear chain with no-flux boundaiy 
conditions which has the uniformity but not the equiprobability property. This is illus-
trated in Figure 2.1(d) and its extension to many, possibly infinitely many, phenotypes 
is illustrated in Figure 2.1(e). We shall make use of a related infinite-type mutation 
operator in section 2.4 when we search for mechanisms that allow diversity to persist in 
the chemostat. 
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TAg network <Ae game (opokg;/ oa ftgttre Aoa (Ae egutproAaWzty 
property w gAotun m Figwe ancf (Aw w oaaoc^aW m(A <Ae matn i 
- 2 1 0 
2 - 2 2 
0 1 - 2 
A^e — -f + — 
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i(i,2,ir. 
2.3.3 M o d e l Derivat ion 
Let us provide some detail regarding the meaning of the phenotype x, taken from some 
interval [a, b] with 0 < o < 6 < oo, noting that all physiological information relevant for 
the cell's growth must be derived from x. In other words, any physiological feature of 
the cell must be some function of x and this will be the case in the following discussion. 
We could include more dimensions in the phenotypic space to relax this, but this chapter 
only considers one-dimensional traits. 
We assume throughout that the resource uptake rate U(x,S), which denotes the 
amount of resource taken up by a single cell per unit time, depends on both the resource 
concentration in the surrounding medium S and on the cell's inherited phenotypic trait 
X and we then define the growth rate to be 
g(a:,^) = Cg(z)U-(a;,S). (2.3) 
Here the term Cg{x) is the growth yield in units of number of cells produced per unit 
quantity of resource. We assume that g{x) takes values between 0 and 1, but not equal 
to zero, so that the constant C is the maximal possible growth yield over all cell types. 
Now, in the limit 5t —> 0, equation (2.1) can be written as 
^ = VW,[B(S)M] - dM, (2.4a) 
where 7%(t) = (ni(t),...,7it(t))^andj9(5') = (B(zi,^),...,B(a;k,5^))^ isavector formed 
by the growth rates. 
By analogy to (2.3), we define the vector of uptake rates U{S) by 
g ( ^ ) = Cp [7(5) 
and the rate of change in resource concentration is therefore given by 
^ = < i ( S „ - S ) - ( ^ , n ) , (2.4b) 
where SQ is the concentration of the limiting resource within the fresh growth medium 
fed into the chemostat at rate d and the vector of relative yields g(xj) for each type j is 
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g = (fir(xi),... ,g{xk)Y that satisfies 
0 < g < 1. 
We can now state the system of differential equations that is the focus of this chapter: 
= Me[B{S)n] — dn, (2.5a) 
— = d{SQ - S) - {U(S), n). (2.5b) 
We shall impose the natural non-negativity condition on the initial data of (2.5) so that 
n(0) = n-o > 0 and 5(0) > 0. 
We make the following tacit assumption regarding the growth rates throughout the entire 
chapter, even if not explicitly stated in each result: 
(B) B(-, •) is a smooth function that satisfies •^B{x,S) > 0, whence < % =>-
B{x, ^i) < B(x, S2) and for each x, B(x, S) = 0 ^ S = 0. 
Property (B) has the natural interpretation that higher abiotic resource concentration 
leads to higher cell growth rates and cells reproduce if and only if some resource is 
present in the environment. 
2.3.4 P h e n o t y p e s and U p t a k e Rates 
Equation (2.5) is general in the sense that the evolving phenotype x could be any trait 
that measures the way in which cells consume the resource. Let us make the meaning 
of X more tangible at this point by assuming a specific form for the uptake rate. One 
that is commonly used is the Michaelis-Menten form 
where f{x) is the so-called the affinity (often denoted by the letter K) that we are 
assuming to have a functional dependence on the maximal uptake rate x (which is often 
denoted Knax); so-called because the uptake rate U{x,S) approaches x in the resource 
saturation limit 5 —s- 00. 
Note that we assumed that the phenotype x determines not only the maximal uptake 
rate of each cell, but the resource affinity f(x) is determined directly from the phenotype, 
as is the growth yield Cg{x) in (2.3). 
If U is assumed to have the form given in (2.6), the phenotypic evolution of equations 
(2.5) takes place with respect to the maximal uptake rate which is consistent with the 
findings in [89] where all of the identified mutations resulted in a change in the rate of 
glucose uptake to varying degrees. 
So far we have not assumed a specific form for the the yield and affinity thus we 
make the following assumptions that will apply throughout the remainder of the chapter. 
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Metabolic constraints require that g is decreasing: 
(G) 0 < g{x) < 1 and g'{x) < 0 for all x 6 [a, b], 
and the reasoning behind this can be described as follows. Adenosine Triphosphate 
(ATP) is used within the cell to store and transfer energy and it is created through 
the metabolic reactions in which the resource is degraded into products with lower free 
energies. Some of the free energy is used to produce ATP and some to drive metabolic 
reactions and consequently faster reaction rates will result in lower yields of ATP pro-
duction and growth [109]. Evidence for the existence of such a trade-off between the 
uptake rate and the yield has been shown in S. Cerevisiae [105, 148] and E. Coli [101]. 
We also assume that the affinity function / is an increasing function of the maximal 
uptake rate; 
(Fi) max fix) < 00 and f'{x) > 0 for all x € [a, h]. 
xe{a,b] 
The justification of the existence of a trade-off between the uptake rate and the affin-
ity through metabolic constraints has not received as much attention in the literature, 
although it has also been observed in both S. Cerevisiae [45] and E. Coli [151]. Math-
ematically speaking a rate-affinity trade-off is the condition, in addition to (Fi), that / 
satisfies 
(Fg) there is an x G (a, 6) such that [x/ f{x))' < 0. 
Condition (Fg) is needed to ensure that an equality of uptake rates occurs at some 
resource concentration S, so that 
/ ( z ) -I- 5^  /(1/) -F 5' 
for distinct values of the maximal uptake rates x and y. 
Such trade-off relationships as (Fi — F2) and (G) have been used separately in mathe-
matical models of competition experiments in the chemostat. The rate-yield trade-off is 
used in [109], while in [131] the authors consider a rate-affinity trade-off, however CEP 
has been shown to hold in both cases. 
2.3.5 CEP; a Mathemat i ca l Core Result 
The behaviour of (2.5) is well-known when mutations are absent, namely if e = 0 and 
assumption (B) holds, then competitive exclusion applies. In order to formalise this 
result, for each z e {1 , . . . , fc}, let Aj be the unique positive solution of the equation 
B{xi,Xi) = d, (2.7) 
2.3 ModeZ 45 
if one exists; otherwise set Aj = 00. Without the loss of any generality, order the 
phenotypes in such a way that 
0 < Ai < A2 < • • • < A/j < 00. 
Here Xi is the break-even concentration for type i, the resource concentration above 
which cell type i can grow in the absence of mutations. The following theorem taken 
from [129] states that (2.5) possesses the CEP property if the mutation rate is zero. 
Theorem 1. Assume that e = 0 and (B) applies, ifn{0) 0 then either of the following 
holds true for solutions of (2.5): 
jfiSb <: .Ai, 
(a) If So > \i, then 
»oo 
/ / k—1 types\ ^ \ 
, , C'5'(a:i)(5'o — Ai), 0 , . . . ,0 j ,Ai 
t—»00 \ I 
\ \ / / 
lim {n{t),S{t)) = 
where the latter is a hyperbolic equilibrium of (2.5). 
Thus, the CEP property is one whereby only one competitor can survive in the long 
term on a single resource. 
2.3.6 Al lowing Mutat ions 
Let us explore the behaviour of (2.5) in the presence of mutations. 
Proposi t ion 1. Suppose that e > 0 and vWg is irreducible. For each initial datum 
(91(0), 5'(0)) > (0,0) % > 0, (Aere w a corregponcfmg aoWzom 0/ 
defined for allt >0 such thatn{t) :§> 0 i /n(0) > 0 andQ < S{t) < 5'o + (5'(0) —5o)e"^*. 
Moreover, for each r] > 0 there is a 7^ > 0 such that 
C^^(l , m(()) + 6'(^) < % + 
/or oZZ t > 2^. 
Proof. The existence of a unique solution of (2.5) is a standard application of ODE 
existence theory. Note that if ^(0) > 0 then 5:(t) > 0 for all 0 follows from the form 
of (2.5b). 
Now let Cj be the unit vector in in the direction of phenotype j and consider the 
j-th coordinate of n{t), nj{t) := ejn{t), then 
nj{t) = ej (e{M — I)[B(S)n] + B(S)n ~ dn) 
= eeTM[B(^)M] - eg(zj , S)Mj + (g(z j , ;9) -
= 6(M^ej)^[B(S)M] - 6B(zj, S)nj + (B(zj, g) - (f)mj. 
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If rij (r) = 0 for some r > 0 then 
so that only way that rij can be zero on an interval is if {M'^ej)'^[B(S{t))n{t)] is zero 
on that interval. However, the fact that j is arbitrary and M is irreducible produces a 
contradiction if n(0) > 0. 
Clearly ^{S - So) < -d{S - if n{t) > 0 and so S{t) - SQ < (5(0) -
Now set E ;= £• — So + C~^( l ,n ) and note that 
negative 
2 = - d E + C - ^ ( l , B ( S ) < - ( E . 
If 2(0) < 0 and then there is a T > 0 such that S(T) = 0, there results S(T) < 0 and 
so S(i) < 0 on [0,T + 6) for some 5 > 0. If 2(0) > 0 then there is a T > 0 such that 
E{t) > 0 on [0, T) and we deduce that S(t) < e~^^T,(0) on [0, T). As a result, for each 
r] > 0 there is a > 0, possibly depending on initial conditions such that S(t) < tj for 
all t>Tr j , meaning 
S(t) + C-^ ( l , i%( t ) )<% + ,7 
for such t. • 
From Proposition 1 we may define the family of sets 
A, := {(», ^) > (0,0) : S + ?&)<% + 7?} 
with respect to which (2.5) is dissipative in the sense that is an absorbing set for the 
dynamics. 
The following result states that extinction is the only possible outcome for all cell 
types if the dilution rate d is too high and establishes the existence of a unique equilib-
rium solution of (2.5) for d sufficiently small. 
Proposition 2. If So > 0 is fixed and is irreducible then 
(i) there is a unique bifurcation point d = do(5*0,6) to a non-trivial steady-state of 
(2.5) from the trivial solution {n,S) — (0,5o), moreover do{So,0) = B{xi,So), 
(ii) if d > (io(5o,e), positive solutions of (2.5) satisfy n{t) —> 0 and S{t) So as 
t ^ oo. 
(Hi) IfQ<d<do(So,e) then there is exactly one positive steady-state {n*, S*) of (2.5), 
it depends smoothly on d E (0, (io(5o, e)) and satisfies 
n* » 0 and 0 < 5* < 
Moreover, there is a positive vector h* and a constant a > 0 such that 
n*{d) = Oi{do — d)h* + 0{{d — do)^) 
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as d do do {So, e). 
TAe Zmeanaa(zoM 0/ amy poaz^me a(ea(fy-gWe, n > 0,d > 0,5'o > 0 and 
S > 0, denoted Ce{n, S), is an isomorphism from to itself. 
Proof. Let us first remark that the strict positivity of steady-states of (2.5) in property 
(3) follows from an argument almost identical to the non-negativity property demon-
strated in Proposition 1 and the uniqueness of a steady-state is proven as follows. 
Consider the problem of finding non-trivial steady-state solutions of (2.5) with d as 
bifurcation parameter and SQ and e fixed. The linearisation of the steady-state problem 
of (2.5) with respect to (n, S) at the point (n, S) is the map 
0-] = 
- a (d + ([/ '(g), M)) - ([/(S), /t)], (2.8) 
and so along the trivial solution branch 
r,(0 , - d/t, -(Td - ([/(%), /&)]. (2.9) 
Seeking a simple zero eigenvalue of vC((0, %) in order to locate a bifurcation from 
the trivial solution of (2.5) in steady-state, note that £g(0,5o)[Ai, cr] = [0,0] if and only 
if 
= d/t, (2.10) 
which requires d to be an eigenvalue of the matrix Me^{B(So)). Since B(So) 0, the 
latter is an in-educible matrix and so is associated with an algebraically simple, positive 
eigenfunction /i* 0 such that {l,h*) = 1 with corresponding positive eigenvalue 
d = do and from (2.9), we obtain cr* = — {U{So), h*) /do < 0 and so [/i*,cr*] is an 
eigenfunction of /2e(0,5'o) associated with a simple, zero eigenvalue. Transversality of 
this zero eigenvalue with respect to d is established similarly. 
As a result, the theorem on bifurcation from a simple eigenvalue yields the existence 
of a solution branch parameterised by d and the same theorem provides the constant 
a of the asymptotic statement in property (3). Moreover, by the algebraic simplicity 
of the eigenvalue do, this eigenvalue depends smoothly on e and So and we may write 
do = c?o(S'o, e), noting the property do{So, 0) = B{xi, So) that follows from consideration 
of equation (2.10) with e = 0. 
Using a similar argument we now show that Ce{n*,S^) is invertible whenever S* > 
0,?%* » 0 and (m*,5'*) is a non-trivial steady-state of (2.5) which immediately shows 
that this steady-state depends smoothly on d by the implicit function theorem. To this 
end define the linear mapping 
7' = VW,A(g(^*)) 
which is irreducible and non-negative, as is However, since (2.5a) in steady-state 
is equivalent to T n = dn, it follows that Tn* = dn* and there is also a unique (up to 
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normalisation) vector m* > 0 such that {m*)'^T = d{m*Y from the Perron-Frobenius 
theorem. Now suppose that ,S*)[h,a] = [0,0] from which there results 
(T - d/)/* + = 0, 
and on taking the inner product of this with m* we obtain 
a . = 0. 
As 0 < e < 1, > 0 and A{B'{S*)) > 0 in the sense of having non-negative 
entries, we deduce that cj = 0, from where h = an* for some scalar a follows from 
the simplicity of d as an eigenvalue of T. We find from evaluating ,S*)[h,a] at 
(J = 0 that {U{S*),h) = 0 must hold, but then a (U{S*),n*) = 0 and so a = 0. 
This tells us that , S*) is injective and hence bijective and therefore the existence 
of a local bifurcation yields the existence of a global solution branch that is smoothly 
parameterised by d for d 6 (0, (io(5'o, e))-
The local uniqueness of this branch at bifurcation and the dissipative nature of (2.5) 
mean that solutions cannot bifurcate from infinity, ensuring that (2.5) has a globally 
unique non-trivial solution branch. 
To prove the claim that the trivial state of (2.5) is globally attracting if d> do(So, e) 
note that there is an adjoint eigenvector fc* ;» 0 which satisfies 
and a short calculation shows that if (n, S) satisfies (2.5) then 
holds for all t. Since for each 77 > 0 there is a 2^ such that S -H C^^( l ,n ) < So + r] for 
t>Tri and d > do, we may find a T such that 
MeB{S{t))n < M<.B{So)n -t- n{d - do{So, e))/2 
for alH > T as B{S) is assumed to be monotone in S (assumption (B)). It follows that 
for t > T and so [k*,n{t)) tends to zero eventually exponentially as f > 00 and because 
n{t) and k* are vectors of positive entries, we obtain n(t) —>• 0 as t ^ 00. • 
2.3.7 Global Convergence to Equil ibrium 
The following results tell us that (2.5) has a globally stable, non-trivial equilibrium under 
suitable restrictions on the data within the problem. For example, if we assume that 
all cells are cZoae in terms of their physiological properties as determined 
by their yields, affinities and uptake rates, then all non-zero and non-negative initial 
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solutions are attracted to the non-trivial steady-state if d is sufficiently small. Under 
such a restriction, the structure of that steady-state is determined by the invariant 
density of the mutation process and this, if the mutation process has the uniformity 
property, will have the maximum diversity possible. Using a perturbation argument, 
we can construct non-trivial systems of the form (2.5) that support long-term diversity 
close to the maximal value. In other words, this result says that weak selection results 
in long-term dynamics whose diversity is determined essentially, although not entirely, 
by the mutation process. 
Theorem 2. Suppose that Me is an irreducible mutation process, /j.o > 0,Ko > 0, n, K e 
are arbitrary and g = 1- Define the Michealis-Menten growth functions 
and then set Ui(S, A) ;= A), finally, define the vector-valued Michealis-Menten 
growth rate Bx{S) = {Bi{S,X),B2{S,X),...,Bk{S,X)) that satisfies assumption (B) and 
set [7^(5') = ^ 
go + ^ o ' 
then there is a 5 > 0 such that for 0 < X < 5, the unique non-trivial equilibrium of 
^ (2.12a) 
^ = d ( S o - ^ ) - ( [ ; A ( ^ ) , ^ ) . (2.12b) 
attracts all non-negative, non-trivial solutions as t 00. 
Proof. We shall complete the proof in a series of steps, with the aim of utilising [128, 
Corollary 2.3] to perturb away from the trivial case obtained by setting A = 0 in (4.7). 
1. When A = 0, (4.7) has a globally attracting steady-state given non-trivial initial data. 
To prove this, first decompose (4.7) by writing as 
n z= /3(t)'?/> + m(t), 
such that {l,m{t)) = 0 and = 1 where we recall that Metp = tp. If n(0) = 0 
then along the resulting solution of (4.7), n{t) is identically zero and so we must assume 
n.(0) > 0 to obtain non-trivial solutions. Thus P{0) > 0 holds, as otherwise (1,6(0)) — 
(l ,m(0)) = 0 would again ensure 6(0) = 0. 
Now because Bo{S) = (and this can be interpreted as proportional to the 
identity operator when taking a tensor product) and UQ{S) = equation (4.7) 
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can be written 
f = (Wffs - '') (2.13b) 
W = d { S , - S ) - C - ^ ( j ^ l , 0 ^ + m 
= d{So - 5) - ^0. (2.13c) 
If we set S — So — S — q then 
il — — <9 — ^ — -d{3o — S) + {Ux{S), Pip + m) — — g — d] P 
-,-1 I IJ-oS a I , A 1 / AtO'S' 
= — d ^SQ — S — = — dTi 
and therefore E(t) = e^'^Z(O), which is the result that (4.7) is point dissipative: 
^(() 4- C-^,8(t) = ^0 - e-'^2(0). 
Now define L> = m/P then a short calculation shows that 
noting that u e (1)^ because m lies in this space. If we define v(t) = then 
— V = 2(l>, v) = 2 - I) t/, < 2^0 ((-^e - I) 
dt 
< 2/^ 0 sup ((Aig - 7)^ f/, f /] < -SpoA) (%/, f/) 
1,6(1)^ 
= — 2 p Q l l Q V . 
and po := - ((Aig - 7)^ %/, > 0 holds because (Aig - 7)^ = e(M -
/ )^ and M is assumed to be an irreducible mutation operator and therefore has 
unity as an algebraically simple eigenvalue with all other eigenvalues less than unity in 
modulus. It follows that [M - lY is negative definite when restricted to its invariant 
space (l)"*" and therefore so too is {M-e ~ 
From here v{t) < which yields \\m\\2/P{t) = H^ 'Hs < e''^°^°^v(0), and so 
As a result, hmt^oo m(t) = 0. 
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According to the above calculation, the long-term dynamics of (4.7) lie on the in-
variant set where S = 0 and m = 0 where the long-term dynamics are determined 
by 
All forward orbits of this one-dimensional differential equation are bounded and as 
l3{0) > 0 and the state /3 = 0 is unstable by assumption, the long-term dynamics of 
(4.7) are such that /3(t) /?* and S{t) S* where equilibrium values S* < SQ and 
^* > 0 that satisfy 
= d, - C(So - S*), 
exist by assumption. Hence n{t) as t —> oo along solutions of (4.7) at A — 0 if 
n(0) is non-negative and non-zero. 
2. Let us now prove that the global convergence result of step 1 above persists to nearby 
values of A. So, let A > 0 in (4.7) and again define T, = So — S — C~^{l,n). The same 
calculation as when A = 0 shows that E(t) = e^'^*2(0) and so we obtain the analogous 
result to that of step 1: 
S(t) + C-^(M, 1) = So - e-'^2(0). 
The dynamics of (4.7) are therefore attracted exponentially to the invariant set where 
E = 0 and S >0, that is S = % - C^^( l ,n ) > 0 and on this set 
^ - dn. (2.14) 
We may therefore define the set of interest for the dynamics of (2.14) 
;= | n E : n > 0,n ^ 0, (n, 1) < C /So j 
and note that the linear functional (n, 1) coincides with the 1-norm of n on the compact 
set n = ( n G : n > 0, (n, 1) < C • 5o}. If (1, n(t)) ^ C • SQ for some t along a 
solution of (2.14) then 
^ ( l , 7 t ( f ) ) = (1,M) = (l,;W,[BA(0)m] -dM) = - 4 1 , " ) = -(f C - % < 0 
and so Q, is forward invariant for (2.14). 
Define the compact set := {n G 0 : (1, M.) > r]} and suppose that r] = ( l ,n( t ) ) > 
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0, then 
^ ( l , f t ( f ) ) = (1, - (7-^(1, 
= (l,Ai([BA('9o - r]IC)n\) - dri 
= {'^,BX{SQ - r]/C)n) - dri 
= v{{Bx{So - r)jC),nJr)) - d) 
>,? - d + W ( B , ( g o - V C ) , 4 
\ (n,,l)=l, n>0 
> 0 
provided A and rj are sufficiently small because 
xliSo - "/c)'") = 
= inf ( 1 , 7 1 ^ = ^ ^ 
(n,l)=l, n>0 \-fCo + <50 J Kq + So 
by assumption. It follows that Q^ i is forward invariant for the flow of (2.14) for small 
T] > 0 and small A, moreover by the instability of the trivial equilibrium of (2.14) at 
A = 0 arising from the assumption on d, this instability persists to nearby values of A 
and so for each n(0) € there is a T > 0 depending on this initial condition such that 
n(t) e Qri for all t > T. 
3. We need to check that (2.14) has a unique equilibrium in that is linearly stable 
when A = 0. The existence and uniqueness of such an equilibrium follows from part (3) 
of Theorem 3, it was also constructed in part 1 of this proof, the linear stability of the 
equilibrium is obtained follows. 
The linearisation of (2.14) can be viewed as an operator L acting on a vector h at 
the steady-state n* = constructed in part 1 above. This operator L is given by 
= (Ai,Bo(S*) - df)/ i - C - ^ ( l , 
= d ( M - I) ft - (1, 
where a prime (') denotes a derivative with respect to S. We can write L as an operator 
matrix with respect to the decomposition of ® (1)"^: if (1, a) = 0 and a G (l)"*" 
then L[a] = d {Me - I) a E (1)"^ and so fc - 1 elements of the spectrum of L are given 
by the spectrum of the restricted matrix 
d {Me — -f)l(i)J-
which all have negative real part by the assumptions on M f However, 
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which shows that the fc-th element of the spectrum of L is also negative as IJLQ,KQ,C and 
(3* are all positive. 
These three steps complete what is required to apply [128, Corollary 2.3] with U = Q, 
and D — . Q 
2.3.8 A Remark o n Mutat ion-Se lect ion Balance 
Proposition 2 (property 3) and Theorem 1 (property 2) are important because they state 
that different types will coexist in (2.5) in the long term if mutation rates are sufficiently 
low, moreover, due to the persistence of linear stability to nearby parameter values the 
competitive exclusion state of Theorem 1 (property 2) will perturb to a positive, linearly 
stable steady state of the form 
= ((Cg(a;i)(^o - Ai), 0 , . . . , 0)^, Ai) + 0(6). (2.15) 
This is immediate from the implicit function theorem and this result expresses the notion 
of mutation-selection balance in the context of (2.5), indicating that phenotypes can 
be supported merely by the presence of mutations, however small the mutation rates 
between types. 
Theorem 2 shows that when selection is weak, irrespective of the form of the mutation 
process Me in (2.5), long-term diversity is possible and it is determined to a large extent 
by the invariant density of that mutation process, 1/7. If is a uniform mutation 
process with •0 = 1, then the numerical value of this diversity index is, or is close to 
its maximal possible value. However, the real value in Theorem 2 is in illustrating that 
(2.5) can and does have a globally convergent, unique, positive equilibrium solution, a 
property that is important in the remainder of the chapter. 
Furthermore, it is a mathematical triviality that one could take a competitive dy-
namical system of the form (2.5) with e = 0 that satisfies the CEP property and then 
allow e to be positive in order to create a diverse steady-state. This is illustrated in Ex-
ample 3 below that demonstrates how diversity can change with respect to the mutation 
rate, showing by example that diversity produced by (2.5) in the presence of only two 
types simply provides a mutation selection balance across a range of mutation rates. 
Example 3. Take a two-type system in which one of the types, with maxim.al uptake 
rate xi, is a better competitor than the other type with maximal uptake rate xi and let 
A = xi — X2 > 0. Suppose the mutation process is biased and favours the weaker 
M, 
1 - 6 e /100 
e 1 - e / 100 
whose topology is illustrated in Figure 2.1(a) and has the invariant density tp — (1/100,1)^. 
Now suppose that 
C = 1, jr = l,(f = 1/5,5'o = 1,2:1 = l,a;2 = 1 - A aW A = 1/100 w t/ie 
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Figure 2.2; Muation selection balance in (2.5) when only two types are present: the 
frequency of type 1 is approximately 1 — e/A for a range of positive e. 
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In accordance with Theorem 1 we know that at e = 0 cells with phenotype X2 even-
tually go extinct and the equilibrium population is one in which only type 1 persists. 
Eotuet;er, </te j)ro6a6iZ%Hes asaociatej Wfk (Tie (opoZog^ o/ (Ae proceag eng«)ie 
f/iaf ceZk p/ieno^we ^2 gam a non-zero dengit^ ^ (/le mtitatton ra(e e w non-zero, 
simply by virtue of their evolutionary association with cells with phenotype Xi. For higher 
mti(at%on mfeg, (/le adt;antage gwen to t/ie weaker competitor t/iroi/gA mutattona engnreg 
that the frequency of type 1 reduces to 1% as e tends towards 1 and the equilibrium 
densities converge to the invariant density of the mutation process. 
In other words, the diversity properties of equation (2.5) when only two types are 
present is almost completely described by the concept of mutation-selection balance, unless 
mutations are so frequent that they remove any selective advantage from the system 
compZete/^. 
While the type of mutation structure given in Example 3, namely one that confers 
an evolutionary advantage on one type may well occur in natural systems, we wish to 
consider systems without this type of bias. It is for this reason that we have defined the 
notion of uniform and equiprobabilistic mutation processes which we view as unbiased. 
Moreover, in section 2.4.4 we show how an unbiased process on a phenotype space of 
infinitely many types can support diversity that is not of the mutation-selection balance 
kind observed in (2.15) as illustrated in Example 3. 
2.4 Cont inuous P h e n o t y p e Space 
The use of reaction-diffusion equations to describe evolution of genotypes is classical and 
can be traced back to seminal work by Fisher (see for example [50] where the author 
considers a system in which the spread of an advantageous gene is represented by wave 
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solutions of a reaction-diffusion equation with a logistic reaction term) and has burgeoned 
over the decades [153, 100, 119, 7, 86]. Reaction-diffusion equations were also proposed in 
[26, 25] where the author describes predator-prey co-evolution on a bounded phenotypic 
domain and the approach of Calsina was later adopted in [31, 32] for the study of 
competition between phenotypes and predator-prey coevolution. More recently, Gudelj 
et. al. [60] considered the effects of host diversity on parasite populations, also using 
diffusion operators to represent phenotypic mutations. 
In many of the cited articles, models describing evolution on continuous phenotypic 
domains represent mutations using a linear diffusion term and a reaction term of the 
basic structural form 
dtN = -I- growth terms dependent on iV, (2.16) 
where N{x,t) is either a distribution of allele or phenotype densities as a function of 
time. If we consider an abstraction of (2.5) to the continuous, infinite phenotype case, 
we do not obtain an equation like (2.16) but rather the following structure: 
= (l + / /^J(g(z ,S) jV)-djV, (2.17a) 
= d ( ^ o - ^ ) - / [/(z,^)Ar&c, (2.17b) 
Oi J a 
where 0 < /u <C 1. 
Just as in the discrete case, B{x, S) = Cg{x)U{x, S) for some phenotype-dependent 
function g{x) that determines growth yield, C is the maximal growth yield and x e [a, b] 
is a phenotype. Equation (2.17) is subject to the no-flux boundary conditions 
%(B(a;, ^(t))Ar(z, t)) = 0 if z 6 {a, 6} and t > 0. (2.17c) 
To see how (2.17) arises, suppose that each cell type has k genetic loci hosting alleles 
0 or 1 at each locus and that the frequency of the allele 1 is defined to be a phenotype 
X E [0,1] corresponding to that cell and then x — a + {b — a)X. Thus, a string of k zeros 
yields the phenotype x = a and a string of I's yields x = 5, however if a point mutation 
occurs at any locus during cell division with probability e then the phenotype transmitted 
from parent cell to offspring yields a change from x to x^l/k with probability e, but to 
X ^ p / k with probability e^. If we assume e is so small that the longer-range mutations 
that occur with probability o(e) can be neglected, we then obtain a discrete network 
with a near-neighbour structure containing k nodes rather like Figure 2.1(e). 
Let us return to the fc-phenotype system (2.5) and assume a near-neighbour form for 
the mutation network where phenotypic values are uniformly separated by a distance 
Aa; and so, for each i e {1 , . . . , k}, the mutation operator takes phenotype into its 
nearest neighbours Xi—i and at equal rates. Away from the boundary phenotypes 
at which x = a and x = b, such a mutation structure defines a triadiagonal matrix M 
by rriij = 1/2 if |i — = 1 and rriij = 0 otherwise, where Ax = Xj+i - Xj is a quantity 
independent of i. The fact that the column sums of M are required to equal unity 
means that we need to have mi2 = i)k ~ 1 reflecting the different behaviour at 
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the boundary. We also assume that the mutation rate from one phenotype to another 
is inversely proportional to the square of the separation between the phenotypes and 
define /i by /U = e(Az)^. 
Under such assumptions equation (2.5) becomes 
= I S)ni^i - 2B{xi, S)ni + B(xj_i, S)nj_i) + {B{xi, S ) - d)ni (2.18a) 
for i = 2 , . . . , fc — 1 and 
ni = ^{-'2B{xi,S)ni + 2B{x2.,S)n2) +{B{xi,S) - d)ni, (2.18b) 
= 2 5')mk-i - + (-B(zk, (2.18c) 
which is readily recognized as a finite difference approximation to (2.17a) whereby the 
second derivative with respect to phenotype is approximated using a central difference 
scheme. Standard methods from numerical analysis could be used to show that equation 
(2.18) has solutions that converge to solutions of (2.17a) in the limit k ^ oo, Ax —+ 0. 
The near-neighbour coupling used in (2.18) is but one of many possible ways to 
represent phenotypic mutations. For example in [15], the authors discuss a model in 
which every phenotype mutates to its nearest right-neighbour and in the continuous 
phenotype limit such a mutation structure yields a convective term Convolution 
and other integral operators corresponding to more global couplings between phenotypes 
have also been used to model mutations on continuous phenotype spaces, see for example 
[34, 24]. 
2.4.1 In-chemostat Diversity: from ESS to Mul t i -bump Solutions 
The steady-state problem associated with (2.17) is the system 
0 = (1 + / /dL) (B(a;, S)jV(a:)) - djV(z), > 0, (2.19a) 
pb 
0 - d ( % - ^ ) - / [/(z,^)7V(a;)(fa;, (2.19b) 
J a 
with unknowns N{x) and S subject to 
c(3;(B(a;,5')7V(z))|^^(, = 0. (2.19c) 
It is a consequence of the maximum principle applied to (2.17) that there can be no 
vanishing cell densities at any phenotypic value for any positive time and the same 
comment applies in steady-state, although some phenotypes might have densities that 
are vanishingly small. This means that coexistence of multiple types is a trivial property 
of solutions of (2.17) and this property does not provide of good measure of diversity 
within the population described by (2.17). As a result, we will use the definition that a 
modal or most-common phenotype is one for which an equilibrium solution N(z) of (2.19) 
has a local maximum. A diverse population must therefore have two or more dominant 
phenotypes, a population with one modal phenotype will be called monomorphic and 
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one with two dominant phenotypes will be called dimorphic. This definition of diversity 
is intended to be consistent with the results of [89] where the growth yields of screened 
strains was found to be clustered. 
2.4.2 S t e a d y - S t a t e Structure 
The following result is analogous to Proposition 2 and establishes the existence of a 
unique equilibrium solution of the continuous phenotype system (2.17). 
Theorem 3. Suppose that > 0 is fixed and B{x, S) satisfies (B) and ^ ( z , S) satisfies 
j^{x,0) > 0 for all x G [a,b]. If mi{B{x, S) ; x e [a, 6], 5" > <5} > 0 for each 5 > 0, then 
there exists a do > 0 such that for all d > do, (2.17) has a globally attractive, trivial 
steady state (N,S) = (0,So). For each 0 < d < do (2.17) has exactly one non-trivial 
afeaj;/ JV* » 0, S* > 0, 
;V*(do) = 0,S*(do) = % and limAr*(cr) = j V j » 0 , limS*(d) = 0. 
dj.0 dj.0 
Proof. Since 0 < g{x) < 1 for all x £ [a, 5] and B{x,S) = Cg{x)U{x, S) for C > 0, if 
we define T, = S + C~^ Ndx — So then the differential inequality E < —dE resulting 
from equation (2.17) and 
fb 
E = - d E + / [/(z,S(t))JV(z,t)(g(a:)-l)da; 
J a 
shows that (2.17) is dissipative because for each r/ > 0, there is a such that 
rb 
S(t) + ^ [ N{x,t)dx < 3o + v, 
for all t > TTJ. Hence, any steady-state solution (jV*, S*) of (2.19) will satisfy the a-priori 
bound IliV l^lx,! < CSo-
It is convenient to set v =• B{x, S)N and re-write (2.19) in the form 
0 = fiUxx + ^ - di'/B{x,S), (2.20a) 
0 = (^ (So - S) - ^ ^ (2.20b) 
with Neumann boundary conditions on so (2.20) is equivalent to (2.19) under the 
given assumption on B{x, S) in the statement of the theorem. 
As S == 0 cannot hold at a solution of (2.19) when d > 0, we only need consider 
solutions of (2.20) with S > 0 but then a simple argument shows that y » 0 whenever 
1/ > 0 is a solution of (2.19), so that any non-negative solution (JV*,^*) of (2.19) is 
strictly positive. 
We now prove that there exists a bifurcation point do from the trivial solution branch 
of (2.19) on which S = So and N = 0. Define the Banach space 
Co[a,b] = {v e C'^[a,b] ; dxv\x=a,b = 0}, 
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and define the map F : C^[a, 6] x R+ x R+ -> C°[a, b] x R+ in such a way that (2.20) 
can be written as F{u,d) = 0 with u = i^,S). A necessary condition for the existence 
of a bifurcation point is that the Frechet derivative duF{u, d) of F has a non-trivial null 
space on the trivial solution for a positive value of d. This requires that the eigenvalue 
equation 
-I- ^  = (d/B(z, So)) (2.21) 
has a strictly positive eigenpair {(j), d) £ Cg [a, 6] xR+. Equation (2.21) is a regular Sturm-
Liouville problem provided B 3> 0, which is an assumption of the theorem. (Notice that 
if B{x, 5) = 0 for some x G [a, b] then (2.21) contains a singular weight function. Singular 
problems of this nature are indeed biologically relevant and the case whereby B{x, SQ) 
vanishes x — a or x = b can be treated, but is not done so here for brevity.) 
By well-known spectral properties of second order differential operators there exists a 
unique positive eigenvalue do of (2.21) with a strictly positive eigenfunction 4>o such that 
the null-space of duF{{Q, So), do) is one-dimensional. In addition, it can be easily shown 
that the second derivative ^^F((0,6'o),do)[<^o, 1] is not in the range of duF{{0, So), do) 
and so the theorem of bifurcation from a simple eigenvalue can be applied. We deduce 
from the dissipativity of (2.17) that do is a bifurcation point to a globally defined branch 
of solutions of F(u, d) = 0 from the trivial solution; see [157] for background to this 
result. 
The global stability of the trivial solution of (2.17) is simple to establish for d> do, 
indeed let d> do and define 
h{t) — f B{x,So)(poNdx, 
J a 
where N is a solution of (2.17) and is the unique positive eigenfunction associated 
with eigenvalue d = do of (2.21). It follows that 
h{t) — ( B{x, So) 4>odtN dx = ( {doB{x,S) — dB{x,So)) 4>oNdx. 
J a J a 
It is clear from (2.17b) that ^{S — So) < —d{S — So) and so S{t) < So + e~'^^{S{0) — So), 
whence 
A(t) = f (do{B{x, So 4- e"~^*(S'(0) — So)) — B{x, So)) + (do — d)B{x, So) j (j>oNdx. 
from where h{t) < (do — d)h{t) 4- 0{e~'^^). Since d > do, it follows that h{t) 0 
exponentially as t —> oo which implies ||iV|lii - ^ 0 and S{t) So as t —>• oo. 
To prove the uniqueness of the non-trivial steady state solution of (2.17) assume 
0 < d < do and suppose that (jVi.Si) and (%,%) are two distinct non-trivial steady 
states of (2.17). Notice that the Wronskian 
w{x) := dx {B{x, Si)Ni) B{x, %)% — B{x, Si)Ni dx {B(x, S2)N2) 
vanishes at x = a and x = b. Differentiating w{x) and utilizing (2.19a) gives 
w (a;) - (B(%, 5'i)7Vi) B(a;, % ) % - g ( i , 6'i)Arid^ (g(a;, 52)jV2) 
= dNiN2{B{x,S2) — B{x,Si)). 
but since w{a) = w(b) = 0, we have w'{x*) — 0 for some x* € (a, 6). This implies 
B{x*,Si) = jB(z*, %) from where 5'i = % by (B), but then w'(x) = 0 for all x and so 
da: (B(z, S)Ari) B(z, ^)Ar2 = g(z , g)ATi 4 (B(z, S')Ar2) 
and we deduce that B{x, S)Ni = a • B{x, S)N2 for some constant a and so Ni = aN^. 
Using (2.19b) we obtain, writing S for S\ and 
0 = / U{x, S){Ni — N2)dx = [ U{x, S){aN2 — N2)dx — {a — 1) ( U{x,S)N2dx, 
%/a %/ a Va 
whence a = 1 as iV2 » 0 and so Ni = jVg. 
This establishes the existence of a continuous mapping d {N* (d), S* (d)) that 
provides the non-trivial solution locus of (2.19) that extends from d — 0 to d = do. 
There remains to prove the final part of the theorem, so desingularise (2.20) at ti = 0 by 
setting S = da, i? = u/d, then divide (2.20) by d to rewrite the problem in the form 
0 = + ( j3(^ , ; t ) - B ( x . O ) ) ' 
0 = (2.22b) 
C A 9(a:) 
Upon allowing d 0 in (2.22) one obtains the linear eigenvalue problem for (p, a) 
that has a unique solution u = UQ > 0 and u = ctq > 0, where the prime in B' denotes 
^ { x , S ) . Hence one can apply the implicit function theorem to solve (2.22) for D and a 
as smooth functions of d near to d = 0 and this in turn provides a solution locus 
^^'(4 = :B(0m s-{i) = Md) 
of (2.19) as claimed. O 
We would like to proceed further and show that (2.19) provides a globally attractive 
steady-state of (2.17) for all values of d < do- However, we have been unable to rule 
out the existence of bifurcations to periodic solutions that would allow us to deduce 
such a result. For the remainder of the chapter, we therefore have to assume that the 
dynamics of (2.17) are such that the unique non-trivial steady-state that is known to 
exist is linearly stable. 
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2.4.3 ESS Locat ion for Small Muta t ion Rates 
Definition 2. A dijferentiable function u : [a, 6] —^  R is said to be monomorphic if it is 
monotomc or /i&s o gmgZe Zocaf = 0 /or a ttmgite ^ e (a, 6) and 
- g) < 0 /or z e (o, b)\{0}. 
A steady-state solutiori of (2.17) is said to possess the competitive exclusion property 
(CEP) if and only if it is monomorphic. 
In this section we will assume that the steady state solution of (2.17) is monomor-
phic and compare the location of the most-common phenotype when mutation rates 
are small to the location of the evolutionary stable strategy (ESS) obtained using the 
game-theoretic approach of [93]. 
Let us suppose that all reproduction is clonal and that a population which has 
adopted a single strategy x is in equilibrium in the chemostat. Such a population satisfies 
B(x, S) = d, that is Cg{x)U{x, 5) = d from where 
W i - ' - ' -
According to the method used in [92], the fitness of a mutant strategy y in a population 
in which all individuals have adopted the strategy x is given by 
where S{x) is the unique positive solution of (2.23). For the phenotype x to be an ESS 
we require that P{x,y) < P{x,x) for all y close to x. Thus solving 
= 0 (2.25) 
y=X 
together with (2.23) for S(x) provides the location of the ESS provided that ^ 9^ 2'^ ^ \y-^ < 
0. 
We now compare this to the behavior of solutions of (2.19) for small mutation rates, 
assuming the steady state distribution to be a monomorphic distribution with a unique 
modal phenotype XQ 6 [a, b]. So, define a new coordinate X by 
X = xq ij}^^X 
and assume that the solution of (2.19) is concentrated in a layer of width around 
the unknown point XQ. The following asymptotic analysis will determine XQ up to leading 
order in powers of 
Begin by seeking solutions of (2.19) using a formal expansion 
JV = A/o(A:) + + //^/^.!V2(X) + . . . , (2.26a) 
g = + + + (2.26b) 
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and assume that f{x) and g{x) have Taylor series expansions about the point xo, given 
by 
y = /o + + . . . , (2.27a) 
9 = 90 + + . . . , (2.27b) 
where /o = f{xo), go = g{xo), fi = /'(xq), gi = g'(zo), /z = f'ixo) and gg = g"(xo). 
This coordinate transformation results in the the mutation term in (2.19a) being 
0(/i^/^) so that B{x,S) - d must vanish at both 0(1) and 0(/i^/^). It follows that 
0 ( 1 ) : = {2.28a) 
in fact (2.28c) is a higher-order effect and can be ignored. Collecting 0(/x^/^) terms we 
obtain a second order differential equation for NQ(X) given by 
^^'(%) - (a^%^ - - 7)A^(;ir) = 0, (2.29) 
where 
a 
, 2 _ /sgQZQ + 2/i (go + gixp) - /o (2gi + g^xp) - 2giSog2Xo2o 
2gozo (/o + So) 
must be a positive quantity. Now, equation (2.29) can be rearranged to give 
;V"(X) - (a^Z^ - 7);v(%) = 0 (2.30) 
through a translation X = X + 5 with a suitable choice of 5 and equation (2.30) is a 
parabolic cylinder equation. Since No{X) is by definition strictly positive, we consider 
only the first solution that is a normal distribution 
7Vo(%) oc exp(—6;%^/2), 
for a suitable choice of constant A; this confirms that #0 decays rapidly away from XQ 
as —!• zboo. 
The location of the modal phenotype can now be determined by solving (2.28a) and 
(2.28b) for Eq and XQ- Equations (2.28a) and (2.28b) are equivalent to equations (2.23) 
and (2.25) provided that the monomorphism condition > 0 and the condition on the 
fitness function I < 0 are satisfied. Let us consider an example. 
Example 4. Let the rate-yield and rate-ajfinity trade-off functions be g{x) = 1 — x and 
f{x) = X, taking So = 1 and C = 1. Solving the ESS equations (2.23) and (2.25) for 
S{x) and x with these trade-offs yields an ESS value of (2.19) at 
= 's/d. 
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Figure 2.3; (a) Modal phenotype and (c) variance as a function of d for Example 4 
which illustrates the solutions of the steady-state equation (2.19) with parameter values 
a = 0.01, b = 0.99, f{x) = x, g[x) = 1 — x,C = 1 and ^ = 5e — 5. Diagram (b) shows 
typical solutions from diagrams (a) and (c) at two different values of dilution rate d. 
(<z) 0.05 0.1 dilution rate (d) 0J5 (6 ) ° 
ou 
dilution rate (d) 
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Phenolype (x) 
Compare this with the numerical computation in Figure 2.3(a) whereby the modal phe-
notype of the equilibrium solution of (2.17) does indeed approximate \fd. 
Example 4 shows that the location of the most-common phenotype is a function of 
dilution rate and, in this example, at high dilution rates the resource concentration in 
the chemostat will be large and rapid consumers with low yield will be dominant. On 
the other hand, as the dilution rate is decreased efficient but slow consumers are at an 
advantage. 
2.4.4 Numer ica l Examples of Diversity 
Definition 3. A dijferentiable function u : [a, 6] —> M is said to he polymorphic if there 
are at least two disjoint, non-empty subintervals / , J C [a, 6] such that the restriction of 
u to 7 AMcf J 
o/ w aaW to diverse ^ ^ w 
Thus far we are yet to provide any evidence that (2.17) can support long-term diver-
sity of phenotypes, or polymorphism, and the central question remains; what features 
must (2.17) have in order to observe diversity? With this in mind, in this section we pro-
vide some numerical examples relating to the steady-state structure of (2.17), exploring 
assumptions (Fi), (Fg) and (G). 
Figure 2.4 illustrates the bifurcation structure of (2.19) for trade-off functions / and 
g where / ( z ) = a; and ^ arctan(-100(i - l/5))/2, so that / and g satisfy 
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Figure 2.4: Steady-state structure of (2.19) as a function of the dilution rate d computed 
using the parameter values = 3, // = l e - 5 , / (z ) = i , Cg(z) = & + 9 arctaii(-100(a;-
l /5))/2 where C ~ 7.494. 
&1 0J5 
dilution rate d 
pnaiolype pnenotype 
(Fi) and (G). This diagram clearly shows that while diversity is present, it only persists 
over a very narrow window of dilution rates at which an apparent continuous phase 
transition of both densities and modal phenotypes is observed. That is, while mean 
phenotypes and mean densities are smooth as a function of d, they undergo a very rapid 
change at a critical value of d, which happens to be around 0.11 in Figure 2.4. 
Let us now consider (2.19) in the presence of both rate-yield and rate-affinity trade-
offs by defining: 
/(a:) = z — 99 X 10 
, - 3 
5 X 1 0 - 3 -I- a; — 9 9 X 10~3 and C9(:c) = ^ 
/ and g are chosen with no significance other than they satisfy (G) and (Fi — Fg). We 
shall set C = 1 and take the phenotypic boundaries at a = 1/10 and b = 9/10. 
In Figure 2.5 we illustrate the diverse phenotypes supported in steady-state by (2.17) 
by highlighting the location of diverse, polymorphic and non-diverse, monomorphic so-
lutions of (2.19) within the plane spanned by the mutation rate fj. and the dilution rate 
d. This plot shows that monomorphism is observed if the effective mutation rate // is 
too low. However, there is a window of diversity in this plane in which the unique solu-
tion of (2.19) is polymorphic, dimorphic in fact, with two peaks whose decay rates in x 
depend on fi. A vertical path in this plane is illustrated in Figure 2.6 which shows the 
transformation of the solution of (2.19) from monomorphism to dimorphism and back 
to monomorphism as /.t is increased for fixed d = 0.0498. 
One must view the results of this section as purely conceptual. We have been moti-
vated by known metabolic features of microbes to produce a diffusive extension of chemo-
stat models that possesses solution structures that one can associate with monomorphism 
and polymorphism. However, we must stress that this is conceptual and indeed, many of 
2.4 Continuous Phenotype Space 64 
Figure 2.5: (a) The location of polymorphism-monomorphism-extinction regions of 
(2.19) in the II-d plane with trade-off functions / and g defined in (2.31) and % = 3. 
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no diversity 0.008 
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0 . 0 0 4 
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0 . 0 4 0 . 0 6 
dilution rate d 
Figure 2.6: A path through monomorphic and dimorphic equilibrium states obtained by 
solving (2.19) when C = l,5o = 3, / and g are as defined in (2.31) and d = 0.0498, 
these illustrations are obtained by altering the mutation rate. 
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0.5 
the parameter values used in this section are not biologically relevant, rather they have 
been chosen to provide a clear illustration of the fact that one can write down models 
of microbial evolution which yield phenotypically diverse equilibrium populations living 
on a single resource and thus violating CEP. In order to encode more faithfully the fea-
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tures of biological systems, we now pass to the discrete model (2.5) and investigate its 
diversity properties. The concept of inheritance is clearer in the finite-type model (2.5) 
since, in theory, each phenotype can be associated with a set of genotypes. 
2.5 Discre te P h e n o t y p e Space 
The diffusion model (2.17) is obtained by idealising mutations as a diffusion process, but 
if we wish to consider mutations modelled on an arbitrary Markov process on finitely 
many phenotypic traits, we have to consider (2.5) without such an idealisation. The 
penalty for this is the lack of a clear definition of what diversity is. In the context 
of the continuous-phenotype models discussed in section 2.4.4, we used the idea of a 
single-bump or multi-bump steady-state solution to represent monomorphism and poly-
morphism and although these concepts do have an extension to the discrete case based 
on using difference operators to locate local maxima of finite-type equilibria, this is not 
very helpful in the context of (2.5). As a result, we return to the notion of diversity 
measure defined previously in Section 2.3.1. 
In this section we show that one cannot affect the long-term diversity of solutions of 
(2.5) by altering the resource supply SQ; at least this statement is true for equilibrium 
solutions of (2.5). 
2.5.1 Divers i ty is independent of resource supply So 
Let us revisit for the moment the competitive chemostat equation (2.5) and assume that 
mutations are absent, so e = 0. We know from Theorem 1 that CEP applies in this case 
and the dynamics can be thought of as reducing to the single-strain model 
n = n(B(S) — d), (2.32a) 
g := d ( g o - 5 ' ) - n B ( g ) / C . (2.32b) 
where B(S) has a Michelis-Menten form. When working with equilibria of (2.32), ii B(S) 
is a monotonic function it is clear whenever n > 0 that d determines the steady-state 
level of S uniquely through the relation d = B{S) and then n is given by n = C(SQ — S). 
The consequence of this simple analysis is that the resource concentration in equilibrium, 
S, depends only on d, but not on SQ. 
We shall now show that this property also holds for the evolutionary model (2.5) 
and has an important consequence: the phenotypic diversity of cells obtained from 
equilibrium solutions of (2.5) are independent of SQ. Let us restate the equilibrium 
problem of (2.5) here for completeness: 
0 = Me[B{S)n]~ dn, (2.33a) 
0 = d ( S o - ^ ) - ( [ / ( ^ ) , ? t ) - (2-33b) 
Proposi t ion 3. e E (0,1) si/ppose (/lat w imscfwctMe (B) 
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(0 g(6') wAzcA a6o(;e. jy A^e pammeter d w ^ e d a»d 
c;< j ^ p ( A t , A ( g ( g ) ) ) , 
where p{A) denotes the spectral radius of a square matrix A, then solutions of (S.6) have 
the following separable decomposition: 
n — n*(SQ; e, d) — X(SQ, e, d) • N(e, d). 
where A ; Rx (0,1) xR (0, oo) andN : (0,1) xR —> is independent of SQ. Moreover, 
fAere aciats a 'S'o(G,d) guc/i (Aat A(5:o,e,d) > 0 / o r S'o > 5'§(e,d) and 
X{So,e,d) = 0 for 0 < % < 5'o(e, d). Finally, there is a linear relationship between 
population densities and the resource supply: 
^ ( N ( i 4 , [ / ( % # -
Proof. Since B{0) = 0, (3.6) has the trivial solution branch S = So,n = 0 and a 
bifurcation occurs from this branch as SQ is varied when the linearised system 
0 = (2.35a) 
0 = -ck- - ( [ / (So) ,k ) (2.35b) 
has a non-zero solution pair (ft, a) for which h is positive (and so strictly positive by the 
irreducibility of M.e). 
Now p{M^A{B{S))) is given by max||T |^|2=i (n, Ale[B(5')n]) which is increasing in 
S by assumption because MeA{B{S)) is a family of matrices with entries that are 
increasing in S. As a result, we must assume that d < limg_*oo P (VWeA(^(5'))) in order 
for a solution of (2.35a) to exist, where the latter limit exists by assumption. 
Thus, provided d is satisfies this restriction, using the irreducibility of and ap-
plying the Perron-Frobenius theorem, we deduce that for each e £ (0,1) there is a unique 
5*0 =: SQ(e,d) and (ft,cr) = {h'^{e,d),a'^{e,d)) that satisfies (2.35) for which h is strictly 
positive. The theorem on bifurcation from a simple eigenvalue now provides a locally de-
fined (for So > 5g(e, d)) solution branch of (3.6) on which we can write n* = n{So] e, d) 
and;9 = ^ * ( % ; ^ , 4 . 
Applying Proposition 1 in steady-state (so we can set 77 = 0) we obtain the e-
independent, So-dependent 1-norm bound 
< % 
for solutions of (3.6). Prom Proposition 2 (property (4)) and for fixed e > 0, the func-
tions M^Soie.d) and S'X^S'oie.d) can therefore be uniquely and smoothly extended to 
arbitrarily large values for So > (f) using the implicit function theorem. 
Taking the derivative d/dSo of (3.6) along its unique non-trivial solution branch 
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yields 
0 = VW,[B(S*)K)'] + (g*) - d(n*)', (2.36) 
where a prime {') denotes d/dSo and Bs is the derivative of B{S) with respect to S. 
Prom (3.6a) there is an m* 3> 0 such that 
[vW,A(g(S*))]:^m* = dm* 
when 5* > 0 as then Me^iB{S*)) is irreducible. Taking the inner product of (2.36) 
with m* gives 
0=(S*) ' (n i \Ai , [Bg(S)7i*] ) . 
Because (m*, A4e[jB5(/S')n*]) ^ 0 from (B) as Bs{S) is a positive vector we deduce 
( ^ ' ) ' = 0. 
In other words, dS*{So]e,d)/dSo = 0 whenever 6'*(S'o;e,d) is defined, which is the 
case for all So > 5o(e, d). Hence, it immediately follows that because S*{So-,e,d) is 
independent of So, it must be equal to the critical resource concentration at bifurcation; 
6 , 4 = ^o(^, 4 v^o > ^o(^, 4 
and so, re-writing (3.6a) in eigenvalue form 
[M,A(B(g§(6, d))) - d7]M*(^o; e, d) = 0. (2.37) 
But this is the same equation as the linearisation (2.35a) and the simplicity of h'^{e, d) as 
an eigenvector yields the existence of a real scalar A such that n*{So;e, d) = X - h^{e, d). 
In other words, n*(S'o; e, d) = A(5o, e, d)h^{e, d) because d) is independent of %. 
The explicit expression for A given in (3.7) can now be obtained by substituting 
n*(5o; e, d) = A(5'o, e, d)h'^(e, d) into (3.6), completing the proof. • 
Theorem 4. Under the conditions of Proposition 9, let n = n*(S'o;e, d) and S = 
5'*(5'o;e,d) represent a goWoM o/ and dwergitg meogwre, 
then diversity is independent of resource supply: 
^-7^(M*(;9o;6,d)) = 0. 
Proof. Using Proposition 9 and the scale-invariance of H gives 
/ A(%,6,d)N(6,d) \ _ r ^(^,4 
( ,( l ,A(So ,6 ,d)N(€,d)); 1 ( 1 , 4 ) 
which is independent of So, as required. • 
Theorem 5 is a formal statement of the fact expressed in Proposition 9 that by 
altering the concentration of the limiting resource in the resource supply one simply 
scales cell densities and so one does not affect diversity as the relative proportions of 
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each cell type within the population are not altered. As a result of this, to see how 
equilibrium diversity changes in equation (2.5), one must fix So and vary e or d. 
Apart from the initial distribution of cell densities. So and d are the only experimen-
tally adjustable parameters for the chemostat and they control the environment within 
the culture vessel. Therefore it is natural to ask whether the diversity supported by (2.5) 
in steady-state depends on d, if not SQ. The following results show that the answer to 
this question is positive by showing that the distribution of phenotypes is different for 
large and small values of d. 
Proposition 4. Suppose that SQ > 0 and e G (0,1) are fixed, where Me is irreducible 
and (B) applies, so that jB'(O) » 0. The strictly positive steady-state of (2.5) given 
in Proposition 2 (and hence satisfying equation (3.6)), here written (n*(d), S*(d)) and 
defined for 0 < d < do{So; e), satisfies 
n*{d) = 6o + 0(d) and S^{d) = d(ao -t- 0(d)) 
oa d —» 0 where (bo,<To) satisfies the linear eigenproblem 
aoMe[B'{0)bo] — bo = 0, SQ = o-q ( l , U'(0)bo), 6o > 0, 
wAere a pnme (') denotes ^ . 
Proof Substitute S = da into the steady-state problem of (2.5) and desingularise it by 
dividing through by d, this yields 
0 = an --f t , (2 38) Y B ( d ( 7 ) - B ( 0 ) \ 
0 = (2.39) 
which can be solved by smoothly extending this system to d = 0 via the pair of equations 
aMe[B'(Q)n] - n = 0, So = a (U'(0), n) . 
One may now apply the implicit function theorem to solve for n and a as a function of 
d locally to d = 0 and the result follows. O 
The following proposition states that, unlike changes in the resource supply So, 
changes in the dilution rate d in general result in a change in diversity of the non-trivial 
solution of (3.6a-b). 
Proposition 5. Suppose that SQ > 0 and e G (0,1) are fixed, Me is irreducible and (B) 
app/ies, ao B'(0) » 0. (Ae jepeMdence on e, ^ tAe positwe 
eigenvectors bo from Proposition 4 h* from Proposition 2 satisfy the genericity 
condition 
?^(b0) 7^  
2.6 gg 
(Aen M(M*(4) ^ a w)w(am(y%nc^2on o/d, (m*(4,6'*(4) ^ (Ae wmz^e, pog%(me 
goZufion o/ de/iiied ozi some Wen;aZ 0 < (f < do(%; e) (— do)-
froo/. Since depends smoothly on d, M is assumed to be scale-invariant and for 
some constant a 
n*{d) — a{do - d)h* = 0{{d - do)^) and n*{d) - bo = 0(d), 
which follow from Propositions 2 and 4, there results 
= M(a(do - + 0( |d - do|)) ^ 7t(h*) 
as d —> do- But then 
M K ( d ) ) = M(bo + 0 ( 4 ) ?^(bo) 
as d —> 0 and the result now follows from assumption. • 
2.6 Concluding Remarks 
There are many features of the underlying biology ignored in this study, for example we 
completely ignored recombination events, but two other potentially important properties 
relate to the choice of removal rate parameter d. If d is too small, high concentrations 
of waste products can develop and hamper cell growth, with the potential to render 
equations (2.5) meaningless. Conversely, if d is too high or, to be more precise, too close 
to its critical value do, then the vanishingly low density of cells that can be theoretically 
supported means that one also has to treat the meaning of (2.5) with some care in this 
regime. 
Many other features of microbial physiology have been ignored in both this and 
other theoretical studies, far too numerous to mention here and we urge the reader to 
consult [48] for an insight into complex processes that underpin microbial evolution in 
the chemostat. Note, to cite just one example, that mutation rates have been shown to 
be correlated with the chemostat dilution rate d (see [48, p. 196, line 11]). 
It may be instructive to consider the main result of this chapter in its mathemat-
ical context; we are not able to obtain the existence of diverse solutions in finite-type 
chemostat models with discrete or quantitative traits and low number of types much 
beyond a form of mutation-selection balance. Even then, diversity as measured by the 
Shannon-Wiener index, or similar functional, does not depend upon the limiting resource 
supply concentration, although diversity will depend in general upon the dilution rate d. 
Only when considering a large number of types or passing to the limit of infinitely many 
types with continuous or qualitative traits are we able to compute solutions with a multi-
bump phenotypic structure and then, only when the correct biochemical assumptions 
are invoked can we locate multi-bump equilibrium solutions. 
Finally, we do not claim that this work provides the biological basis for the rich 
diversity seen in the recent experimental study of [89], it simply provides a theoretical 
basis to support the notion that diversity is theoretically possible in the homogeneous 
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environment provided by a chemostat with a single limiting resource, provided sufficient 
biological detail regarding the microorganisms under study is included in the modelling 
process. 
Chapte r 3 
Coevolution of Bacteria and 
Bacteriophage 
3.1 P u r p o s e of t h e C h a p t e r 
(i) To construct a modelling framework for bacteria-bacteriophage coevolution in the 
chemostat which incorporates the dependence of bacteria on a single, limiting 
resource; the interaction between different bacteria and bacteriophage strains as 
well as creation of new strains through mutations into single dynamical system. 
(ii) To show that long-term (steady-state) bacteriophage diversity patterns resulting 
from changes in the amount of abiotic resource available to its bacterial host are 
shaped to a large extent by the details of the molecular interaction governing the 
adsorption of the bacteriophage to bacterial surface receptors. 
(iii) To apply our modelling framework to in-chemostat coevolution of the bacterium E. 
Coli and its bacteriophage T7 and to show that our models are in good agreement 
with experimental data obtained for these organisms. 
3.2 In t roduc t ion 
Natural ecosystems consist of a large number of species interacting through a diverse 
range of mechanisms, a significant proportion in which one organism increases its repro-
ductive ability at the detriment of another. Examples of this type of interaction can be 
seen between predators and their prey and between pathogens and their hosts. Anto-
gonistic coevolution is said to take place in a host-pathogen system whenever a defense 
strategy brought about in the host is countered by the evolution of another mechanism 
in the parasite, leading to an arms race between the organisms. In evolutionary ecology, 
this arms race is often called the Red Queen effect, which owes its name to the Red 
Queen's race described in Lewis Carroll's book Through the Looking-Glass and signifies 
the fact that antagonistically interacting organisms have to be in a state of constant 
evolution just to maintain their fitness within their environments [140]. 
Although antagonistic coevolution has been observed in detail between some species 
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in natural ecosystems (for examples, see [156, 23]), obtaining reproducible observations 
in order to test specific hypotheses in such systems is fraught with difficulties arising to 
a large extent from a lack of experimental control. Moreover, complex organisms, such 
as the ones studied in the above examples often have relatively small population sizes 
and long reproduction times, requiring observations over years or even decades. Hoping 
to overcome these difficulties, research turned to laboratory microcosms of microbial 
populations in order to pinpoint the processes and mechanisms involved in generating 
and maintaining diversity in coevolutionary systems [29, 68, 20, 14]. 
One other advantage of studying microbial coevolution in the laboratory is the high 
degree of control one can exert over environmental variables such as nutrient input 
and the death or removal rate of organisms from the system. These can be controlled 
mechanically, for example in a chemostat, enabling an investigation of the influence 
environmental factors exert on the coevolutionary process. Of special interest here within 
the spectrum of possible environmental effects are the consequences for biodiversity 
of altering the amount of abiotic resources available to a host in coevolution with its 
pathogen. More specifically, we ask how do changes in resource availability affect the 
diversity observed in coevolving host and pathogen populations? Recall that resource 
availability in microbial experiments can be interpreted as an analog to productivity 
in nature since it is a measure of the amount of energy available to the organisms for 
conversion into biomass [70]. 
Previous laboratory studies of microbes competing for resources in spatially homoge-
nous environments have shown that diversity is unrelated to productivity and that spa-
tial structure is needed in order to observe a unimodal relationship between diversity 
and productivity [70, 20]. In contrast to these findings, a recent coevolutionary study 
of the bacterium E. Coli and its viral parasite the T7-bacteriophage in the chemostat 
undertaken by Forde et al. has revealed that antagonistic coevolution can also result in 
a multimodal relationship between bacterial diversity and productivity [52]. 
The purpose of this chapter is to formulate a modeling framework for host-parasite 
coevolution that formalizes the results of [52] and probes the underlying reasons for the 
two outcomes observed in previous studies outlined above. We concentrate on the in-
chemostat coevolution of bacteria and phage and develop a class of models in which the 
terms that represent resource consumption, host-parasitoid infection and the creation of 
genetic variation through novel mutations are coupled in a single evolutionary dynamical 
system. 
In summary, our analysis reveals that sufficient detail regarding the specifics of the 
molecular interactions between the bacterial surface receptors and bacteriophage tail 
fibres have to be included into models of bacteria-phage coevolution in order to predict 
patterns of diversity observed across different background environments. We tested our 
predictions on the coevolution of E. Coli B and T7-bacteriophage and found good agree-
ment with the experimental data obtained for these organisms. We further speculate 
that the A-bacteriophage that uses the maltose transporter LamB on E. Coli may exhibit 
a radically different diversity pattern in terms of its dependence on the the background 
environment; these experiments form part of an ongoing research project. 
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In addition to their value as model systems for studying coevolutionary processes in 
general, bacteria-bacteriophage interactions are important in their own right for several 
reasons. Firstly, bacteria constitute a large portion of the total biomass in the oceans 
[30] and they are major contributors both to primary production and to the cycling of 
nutrients through trophic levels [90]. Bacteriophage not only regulate microbial popula-
tion sizes but also their rate of adaptation and thus also impinge upon nutrient cycling 
through the destruction of their hosts. 
Moreover, the last few years has seen an increasing interest in anti-bacterial treatment 
using bacteriophages, a treatment termed bacteriophage therapy in the literature [132]. 
Although this had been an active field of research in the former Soviet republics, it had 
received little attention in the west due to the advent of broad spectrum antibiotics [83]. 
However the widespread use of antibiotics has resulted in the emergence of antibiotic-
resistant bacterial strains and phage therapy is being viewed as a possible alternative. 
3.2.1 P h a g e Life Cycle 
Bacteriophage {phage) is the name given to viruses that infect bacteria. The initial 
phase of infection is adsorption that takes place in at least two stages (Figure 3.1). 
In the first stage of adsorption, proteins on the phage bind to receptor molecules such 
as lipopolysaccharide (LPS) polymers, lipoproteins or teichoic acids on the surface of 
the bacteria. This binding is thought to be electrostatic in nature [112] and is highly 
specific, meaning each species of phage can adsorb to only a small number of molecules 
on a limited number of bacterial species. For example the phage T4 is known to adsorb 
only to the LPS backbone on the E. Coli outer membrane, which is used by the bacteria 
to maintain the structural integrity and impermeability of its membrane [114], while the 
A-phage is known to bind to the LamB porin on E. Coli that is used for maltose uptake. 
Bacteria gain resistance to phage mainly through mutations which lead to struc-
tural changes in the receptor molecules used by the phage as adsorption sites. As these 
molecules have various roles within the bacterial metabolism, such mutations are ex-
pected to affect the ability of the bacteria to function and replicate, therefore resistance 
mutations are often said to come with a cost to the bacteria such as a reduction in 
growth rate [14]. Furthermore, the nature of this cost depends on the ecological setting 
in which coevolution takes place and the role played by the receptor molecules within 
those ecological circumstances. 
An initial, reversible binding may be followed by a secondary and irreversible binding 
between the bacterial membrane and specific proteins on the phage within the capsids or 
tail fibres, depending on the specific phage [123]. Adsorption is followed by the injection 
of phage genome into the bacterial cytoplasm directly through the membrane or through 
specific outer-membrane proteins (OMPs), after which the phage life cycle can follow 
one of two paths depending on the type of phage involved. If the phage is of the lytic 
or virulent kind, then it uses the bacterial metabolism to make copies of its genome and 
the proteins which constitute its structural components. Subsequently, these molecules 
self-assemble into complete phage particles and exit the cell with the help of enzymes 
that degrade the bacterial membranes. The bacterial cell is destroyed in this process 
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Figure 3.1; A cartoon illustrating (a) one of the possible structures for tailed phages, 
(b) the reversible first stage of adsorption in which the tail fibres on the phage bind to 
receptor molecules situated on the bacterial outer membrane, (c) the irreversible binding 
of the phage tail structure to the bacterial outer membrane and the consequent injection 
of phage DNA into the bacterial cell (figures not drawn to scale). 
and the number of phage particles or virions produced per bacterial death is termed the 
gzze. 
Alternatively, if the phage is of the lysogenic or temperate kind, its genome can be 
incorporated into the bacterial genome and it can remain there as a prophage, replicating 
with the bacteria until such time as the environmental conditions favour the return of 
the prophage to the lytic state. 
3.3 A M a t h e m a t i c a l Mode l 
As mutations in the bacterial genome which yield resistance to phage through structural 
changes in the receptor molecules involved in adsorption usually come with a cost in the 
ability of the bacteria to function and grow, when the bacteria and phage are coevolv-
ing in a common environment it is not clear that the most resistant bacterial strains 
will be the most dominant. Thus by constructing a model which takes into account 
the dependency of the bacteria on nutrients, interactions between different bacteria and 
phage strains as well as the creation of new strains through mutations, we aim to under-
stand how these factors interact to determine the structure of the coevolving bacteria 
and phage populations. A prerequisite of the modeling process is that we are able to 
track the relative abundances of different bacteria and phage strains across different 
environmental conditions resulting from controlled changes in nutrient availability. 
There are several experimental paradigms, such as the batch culture and the plate 
culture, which could provide different modeling frameworks in which the quantities out-
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lined above could be measured, but batch cultures cannot be used to obtain sustained 
populations unless a seasonal environment is considered through serial transfers thus 
introducing temporal variations in resource availability, while plate cultures cannot be 
modeled without incorporating spatial structure. We therefore build our models around 
the chemostat, which can be used to produce sustained populations growing in spatially 
homogenous environments, allowing us to pinpoint the processes governing the coevolu-
tion of bacteria and phage without having to consider added complications arising from 
environmental heterogeneity, be it temporal or spatial. 
3.3.1 A s s u m p t i o n s 
Our mathematical model is based upon the following basic assumptions regarding in-
chemostat growth of bacteria and phage: 
Ci. The chemostat has a constant dilution rate. 
Cg. Bacterial cells live on a single, limiting hydrocarbon source which is fed into the 
chemostat at the dilution rate. Furthermore, this limiting nutrient has no in-
hibitory effects on the bacteria at high concentrations, thereby the bacterial growth 
rate increases with increasing resource concentration. 
Cg. Each bacterial cell belongs to one of a fixed number of genetically distinct types. 
Types differ in the structure of their outer membrane proteins as well as other 
membrane molecules involved in adsorption, they therefore have different growth 
rates and cell yields and different abilities to resist phage infection. 
C4. Each phage belongs to one of a fixed number of genetically distinct types. Phage 
types differ in the structure of their tail proteins and thus in the range of bacterial 
types they can infect, the rate at which they adsorb to different bacterial types 
and in their burst sizes. 
C5. The chemostat is well mixed, ensuring that the limiting nutrient, bacterial cells 
and phage particles are homogeneously distributed throughout the culture vessel. 
Ce • Phage types are obligately lytic and all successful adsorption events lead to bacte-
rial death. 
C7. During reproduction there is a non-zero probability that one or more of the daugh-
ter bacteria or phage will be of a different type to their parent. 
Within this set of assumptions, one can employ further technical assumptions to 
simplify the particular class of models that one finally obtains. For example, there is 
a hierarchy of possibilities relating to assumptions Cg and C7 as one might ask how 
important the latent period of the phage is in the evolutionary process. Its inclusion 
requires that one models the process of lysis using a delay equation which we chose not 
to include in our models. 
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Assumption C% states that mutations occur during reproduction. However since 
phage reproduction occurs within a bacterial cell, one might also ask how the types 
of a host bacteria influences phage mutations. In this chapter we make a simplifying 
assumption that mutations within the phage genome are independent of the type of the 
bacterial cell in which phage replication takes place. 
з.3.2 N o t a t i o n 
The following notation will be used throughout. The vectors 1 = (1,. . . , 1)^ and 0 = 
(0,..., 0)^ will be used to represent the n-dimensional vectors of ones and zeros. Given 
и,v E K", the inequality u > v will be used to mean Uj > Vj for all u > v will be 
used if u > V but Uj > Vj for some j , while u v will be used when Uj > Vj for all j. 
Given two vectors u, v G their inner product will be represented by (u, v) 
and therefore ( l , v ) = | | v | | i = for v > 0. We shall also make use of the 
vector-vector multiplication and division operators u v = {u\Vi,... ,UnVn)'^ and u/v = 
(ui/ui, . . . 
For a linear map £ : K" —> R"', will be used to denote the transpose of £ , p{C) 
to denote its spectral radius, N(JC) for the null-space and R{C) for the range of C. 
Given a row vector u € M" we shall use to denote the corresponding column 
vector and to simplify notation, A(u) shall denote the diagonal n x n matrix with 
entries (A(u))^^ = Ui for i = l, 
3.4 Coevolu t ionary Mode l S t ruc tu re 
Let us begin the derivation of our coevolutionary models by first considering the smaller 
system studied in Chapter 2 in which the phage is absent and the bacterial cells are 
competing for a single limiting resource. Following assumption C3, we shall divide the 
bacterial population into a total of n types and require that each type is phenotypically 
distinct from all others. 
3 .4 .1 T h e P h a g e - F r e e S u b s y s t e m 
Denote the density of bacterial cells of type i in the chemostat at time t by bi{t) and the 
concentration of the limiting nutrient by S(t). To each bacterial type i we assign a growth 
rate Bi{S) which is a function of the environment through the nutrient concentration and 
the inherited trait through the index i. Note that the growth rates are time-dependent 
due to their dependence on the nutrient concentration. 
By assumption C2 we impose the following conditions on Bi(S) to be interpreted for 
all i e {1, ...,n}: 
Bi. Bi{Si) < Bi{S2) when Si < So,-, 
Bg. Bi{S) = 0 if and only if 5 = 0 and 
Bg. limg^oo Bi(S) = Bi for a positive, finite constant B^. 
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Condition B2 signifies that all bacterial types are able to grow as long as there is some 
resource in the system, while Bg states that each cell has a finite maximal growth rate. 
One may now write down a governing equation for the evolution of bacterial densities 
in the absence of phage and mutations. Using the fact that all bacterial types are removed 
from the chemostat at a constant dilution rate d, this equation takes the form 
- oR), (3.1a.) 
where b = . . . , is a vector of bacterial densities and the vector of bacterial 
growth rates is defined to be 6(5") = {Bi{S),..., Bn{S))'^. 
The governing equation for the dynamics of the nutrient S{t) can be deduced by 
taking into account the nutrient fed into and removed from the chemostat as well as the 
rate at which it is being consumed. This yields 
^ = d ( % - S ) - ( B ( g ) / g , b ) , (3.1b) 
where g = (gi,..., g-a) :$> Ois the growth yield vector defined in such a way that the ith 
element of g, denoted by gi, is the number of cells of type i produced per unit quantity 
of resource. We shall define the vector of uptake rates U(5') through 
B(^) = U(^)g 
so that the second term on the right hand side of (3.1b), which denotes the total rate 
of resource consumption, can be written as (U(5),b). The parameter % denotes the 
concentration of the limiting nutrient in the fresh growth medium fed into the chemostat 
at the rate d and we shall call this parameter the resource supply hereafter. 6'o determines 
the productivity of the model ecosystem within the chemostat, as it controls the rate at 
which energy is pumped into the chemostat in the form of the abiotic resource. 
The dynamical system (3.1a-b) is studied in detail in [129] where the authors prove 
that this system has a globally stable steady state under conditions Bi and Bg and this 
state is one in which all but one bacterial type is doomed to extinction, an example 
of the competitive exclusion principle. It was shown in Chapter 2 that introduction of 
mutations into (3.1a-b) can overcome the competitive exclusion principle in the sense 
that one may observe coexistence of a diverse number of bacterial types if suitable 
biochemical assumptions on 6 ( 5 ) hold true. As mutations do play a significant role 
in microbial evolution we also apply the evolutionary approach of Chapter 2 to the 
coevolution of bacteria and phage; this is described in the next section. 
3.4.2 T h e Inclusion of M u t a t i o n Processes 
In accordance with assumption C7, we assume that when a bacterial cell of type j 
undergoes binary fission, there is a small but non-zero probability that one of its daughter 
cells will be of type i and denote this probability by rriij so that 
rriij = jP(daughter bacterial type = parent bacterial type = j Da mutation occurs). 
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One can construct a matrix Ai in such a way that the off-diagonal elements of A4 are 
given by rriij and the diagonal elements representing the high probabilities of clonal 
reproduction are given by iM)^^ = 1 — We will call M the bacterial mutation 
process and we often consider Ai as a decomposition into the sum of an identity and a 
small matrix £, M = I + £. 
If the total probability of mutation at type i, given by is independent of 
i, call this probability e, we will then write £ as e(M — I) and call M the bacterial 
mutation operator (see the definition of an equiprobabilistic mutation process in Chapter 
2). Consequently if we write A4 = •= I + e(M — I) to emphasise the dependence on 
e, we have l^M = 1^ and so I'^M^ — for all e e (0,1), whence if M is an irreducible 
Markov process then there is a vector f/ > 0 such that 
Mu = f AigZ/ = u. 
This follows from the Perron-Probenius theorem. In this case the stationary vector u is 
independent of e, but if the total probability of mutation depends on the bacterial type 
and £ does not have such a simple structure then the stationary state of A4 may well 
depend upon the mutation rate. 
A more comprehensive study of properties of mutation operators within the context 
of competitive systems is included in Chapter 2. The two assumptions on the mutation 
operator which will be used extensively in this chapter are non-negativity and irre-
ducibility. The non-negativity of the mutation operator is simply a consequence of its 
probabilistic construction while the additional assumption of irreducibility means that 
any cell or phage phenotype in the model can mutate into any other phenotype in a 
finite number of mutational steps; this is a natural assumption when modeling a single 
bacterial species. 
Mutations can now be included into the competitive model (3.1) to give 
== -- dt), (3jla) 
(fOSo -- 60 -- t)), (3.21)) 
where M. will be assumed throughout to be irreducible. Equation (3.2) is an evolutionary 
system that reduces to the ecological system (3.1) when mutations are absent, so that 
<? = 0 or e = 0 in the above discussion. 
Remark 1. The reason the mutation process A4 acts on B(S')b in (3.2) is due to the 
assumption that mutations occur during replication. If we had assumed that phenotypic 
changes could occur at any time during the lifetime of the cell, due for example to a reg-
ulatory change, then the appropriate operator should act directly on the bacterial density 
{;ector. TAig Zea j fo an o/ tAe /orm 
— =7eb + >l[B(5)b] - d b 
dt 
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It is well-known that the nature of mutations in bacteria depend on many aspects of 
both cell and environment in the chemostat and so both M. and TZ must be viewed as 
idealisations of what takes place in an experiment [48]. For example, it is known that 
one can increase mutation rates by lowering the washout rate, d, which leads to a stress 
response from the cells; however the precise dependence of phenotypic changes on d is 
unknown so we have chosen not to include this aspect of bacterial adaptation in our 
models. 
3 . 4 . 3 P h a g e A d s o r p t i o n M e c h a n i s m s 
Let us now consider how equation (3.2) will change when the chemostat is inoculated 
with phage. In order to consider all possible phage mutants which can exhibit adaptation 
to different bacterial types, we shall divide the phage population into a total of m distinct 
types. We shall denote the rate of adsorption of phage type j to bacterial type i by 4>ij 
and call the matrix $ = the adsorption operator. $ is defined in such a way 
that its elements constitute density-independent adsorption rates, that is adsorption 
rates per unit bacterial density per unit phage density. The adsorption operator may 
be represented by a graph in which the nodes represent different bacteria and phage 
types while the edges represent the rate at which each phage type adsorbs to different 
bacterial types, we call this graph the adsorption network (see Figure 3.2 for examples 
of adsorption networks). 
(a) 
phage Q ) © ( | ) ( J 
1 f ^ r 
bacteria 0 0 0 
(c) 
phage (1) 
bacteria 
(b) 
phage (D © @ @ 
\ / \ / \ / 
V V V 
/ \ / \ / \ 
& w w i bacteria 
bacteria 
Figure 3.2: Simple adsorption networks corresponding to (a) matching-alleles, (b) im-
perfect lock-and-key, (c) gene-for-gene and (d) modified gene-for-gene interactions. 
In studies of host-pathogen interactions, it is often proposed that infection mech-
anisms and resulting fitnesses can be placed on a continuum from the so-called gene-
for-gene to matching alleles adsorption mechanisms [5]. For example, suppose that the 
bacterial genome carries one of two alleles at two different loci and denote these alleles by 
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5 and i?, which stand for susceptible and resistant to infection. Suppose that the phage 
genome also has two loci, each of which can carry the alleles V and A that represent 
virulent and avirulent infection strategies. Clearly this system contains a total of four 
bacterial types as well as four phage types, whence their adsorption operator # is a 4 x 4 
matrix. 
By defining an order 
infects resists infects 
y > .R > A > 6" 
and assuming that phage, whose genome contains the allele pair Pp, infects a bacterium 
whose genome contains the pair Bb if and only if 
( f > B) n (p > 6), 
where P,p e {V, A} and B,b e {5, R}, one obtains the following adsorption operator to 
describe this interaction of genotypes; 
$G4G = 2 X 10" 
1 1 1 1 
0 1 0 1 
0 0 1 1 
0 0 0 1 
This is called a gene-for-gene interaction and a graph illustrating this interaction is 
shown in Figure 2.1(c). The factor 2 x 10"^ in ^04G reflects a typical experimentally-
determined value for bacteria-phage adsorption rate [54]. 
Now suppose that the wider the range of bacterial types a phage type can infect, 
lower its adsorption rate to each of the bacterial types. Such trade-offs that describe the 
costs of virulence and resistance can easily be incorporated into the adsorption operator 
and [5] includes examples to account for this. For example, the adsorption operator 
given by 
$g4g = 2 X 10 
1 
0 
0 
0 
1 
2 
h 0 
can be obtained by setting a = 1 and fc = g in Table 1 of [5]. 
The matching alleles infection mechanism is often thought to arise when host-pathogen 
adsorption has a high degree of specificity (see Figure 2.1(a)). For example, the inter-
action between the A-phage and the LamB protein on the E. Coli outer membrane is 
believed to be an imperfect lock-and-key mechanism [147] that one can view as a form of 
an approximate matching alleles interaction. The adsorption operator for bacteria and 
phage interacting though the matching alleles mechanism can be written as a diagonal 
matrix and if, in addition, the adsorption rates between all bacteria and phage types are 
equal, one can write 
= 2 X 10 ® • 74x4, 
where ^4x4 is the identity matrix. A so-called mfemcfion would 
3.4 Coevolutionary Model Structure 81 
then be given by a small matrix perturbation of the matrix this is represented 
graphically in Figure 2.1(b). 
It is generally true that the total number of bacterial types n can be much larger 
than the total number of phage types simply by a comparison of the number of genes 
each organism possesses, E. coli bacteria have around 5,000 genes whereas T7 phage has 
about 60. This suggests that one should consider $ to be an n x m matrix, where 
n, m 
on the basis of biological realism, but throughout the rest of the chapter we will assume 
that the number of bacterial types relevant for phage resistance can be reduced to m, the 
total number of phage types and therefore the adsorption operators considered here are 
all square matrices. We claim that the method used to derive the results which follow 
could be applied with some modification to the case in which n> m, however we refrain 
from doing so as this will lengthen our derivations. 
3 . 4 . 4 P o p u l a t i o n D y n a m i c s o f A d s o r p t i o n 
Let us denote the density of phage virions of type j at time t in the chemostat by Pj (t). 
Assuming all successful adsorption events lead to bacterial lysis and using the law of 
mass action, the death rate of bacterial cells of type i at time t due to phage virions of 
type j can be written as (j)ijhi{t)pj{t). Therefore the total death rate of cells of type i 
due to all phage types is given by the sum 
&«(*)]>[] (3.3) 
j=i 
at time t. We remark that this mass-action property was verified experimentally some 
time ago for T4 phage, up to a concentration of 5 x 10® bacterial cells per millilitre, 
above which it no longer provides an accurate description of adsorption kinetics [54]. 
Similarly phage particles of type j will grow at a rate adjoint to the form in (3.3) 
g i v e n b y 
i = l 
where the constant 13j is the burst size associated with phage type j. Since virions 
are removed from the chemostat only by dilution, the equation which describes the 
coevolution of the bacteria and phage types as well as change in nutrient concentration 
in the chemostat can be written as follows: 
= M [B( iS')b] — dh — ( $ p ) b , ( 3 . 4 a ) 
^ = W [/3 ( $ ^ b ) p ] - dp, ( 3 . 4 b ) 
= d(6b -- 3) -- (ILTOS), b) . (3-4c) 
at 
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Here p = (p i ( t ) , . . . ,Pn(i))^ is the vector containing the density of phage virions and 
/3 = (/3i, • • •,/3n)^ is the vector of associated burst sizes, which we shall assume to 
be strictly positive henceforth. Furthermore, W is the phage mutation process that 
is constructed analogously to the bacterial mutation process A4, noting that phage 
mutation rates can be much higher than bacterial mutation rates in general. 
3.5 Prel iminary Results 
Throughout the remainder of the chapter we shall assume that both A4 and W are 
non-negative irreducible mutation processes and that assumptions Bi — B3 apply to the 
growth function 
Before we discuss the effects of changing SQ on the structure of the coevolving bac-
teria and phage populations, we prove some preliminary results on the existence and 
uniqueness of solutions of (3.4). To begin with, let us prove the existence and unique-
ness of time dependent solutions of (3.4) and obtain a simple dissipative bound for these 
solutions. 
Propos i t ion 6. Suppose that d> 0 and SQ > 0. For each initial datum (b(0), p(0), 5(0)) 
satisfying b(0) > 0 and p(0) > 0, (3-4) has a unique and strictly positive solution for all 
t > 0. Furthermore, if we write g = C 7 where 0 <C 7 <C 1 and C = II7II00 is a positive 
constant, then for each <5 > 0 there exists ats > 0 such that 
(l.b(t)) + + S{t) < CISo + S) 
for all t > tg. 
Proof. Existence and uniqueness of solutions of (3.4) is a standard application of ODE 
existence theory. Strict positivity of solutions follows from the irreducibility assumptions 
on M and W (see proof of Proposition 1 in Chapter 2) and the positivity of S(t) whenever 
.5(0) > 0 follows from the form of (3.4c). 
Let us define 
E(t) - 5(() + C - ^ ( l , b(t)) + C-^(l,p(t)/ | | /3| |oo) - % 
and observe that along solutions of (3.4) there results 
^ = - d Z ( t ) + (1 ,B(g) (1 - 1 / 7 ) b(t)) + C-^(b , $ (/3/|t;8||oo - 1)P(t) ) ) . (3.5) 
Since ||/3||oo > A for alH e {1 , . . . , n} and 0 < 7 < 1, the last two terms on the right 
hand side of (3.5) are negative and there results ^ < —dT,(t). 
Consequently, if 2(0) < 0 and there exists a to > 0 such that E(to) = 0, it follows 
that ^ < 0 which means there exists a 5 > 0 such that S(t) < 0 for all t G [0, to + S). 
Hence no such to exists. If 2(0) = 0 then E(t) < 0 holds immediately and the same 
argument shows that S(t) < 0 for all t > 0. On the other hand, if 2(0) > 0 and 2(f) > 0 
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for all t > 0 then S(t) < E(0)e"'^ for t > 0 and thus for each (5 > 0 there exists a Z g > 0 
such that 2(f ) < S for all t > tg from which the result follows. • 
The proof of the following result is similar to that of Proposition 6 and is omitted 
for brevity. 
Propos i t ion 7. Suppose that h{t) 0 as t ^ oo along a non-negative solution of (3.4)^ 
then p(t) 0 and S(t) SQ as t ^ OO. 
From this simple result we can deduce the following intuitive conclusion that if the 
dilution rate is too large, no organism can persist in the chemostat whether phage is 
present in the chemostat or not. 
Propos i t ion 8. Suppose that d > where B is the vector of maximal growth 
rates defined in assumption B3 and that SQ > 0, then for given positive initial data in 
(3.4) there results b(t) 0 as t 00. As a result, p(t) —> 0 and S(t) —^Sq as t 00 
by Proposition 7. 
Proof. Consider ^ ( b , v) where v 0 is a solution of A(B)W(^v = pv and 
p = maxp(A^AB(6')) = p{MA(B)) > 0, 
which can be so-defined using the fact that B ;» 0 and the irreducibility of M.. Then 
^(b,v) = {dh/dt,v) 
= (VWA(B(5'))b - db - ($p) b, v) 
= (A(B(6'))vW^v - dv, b) - (($p) b, v) 
< (A(B)vV(^v — dv, b) 
= (A(B)A^^v - pv + (p - (i)v, b) 
= ip~d) (v, b) 
whence (b, v) < (b(0), v) as so h(t) -+ 0 as ( —» 00 and the result follows from 
Proposition 7. O 
3 . 5 . 1 P h a g e - f r e e d i v e r s i t y i s i n d e p e n d e n t o f t h e r e s o u r c e s u p p l y 
We shall need the following result first derived in Chapter 2 that concerns the bacterial 
diversity generated by the phage-free (p = 0) subsystem of (3.4) at equilibrium. We 
can state this as the principle that the equilibrium diversity of a finite-type microbial 
population in competition for a single, limiting resource is independent of the rate of 
resource supply to a chemostat, %. Let us present this principle by giving a definition 
of what we mean by the term diversity. 
A diversity measure is a scale-invariant, positive functional : K" —> M that is 
differentiable away from zero, maximised at the uniform vector 
H( l , 1,..., 1) = max Tiiv), 
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and minimised at the competitive exclusion vector 
...yO) = min 7Y(t;). 
H should be homogeneous of degree 1 and S'(n)-invariant in the sense that 
H{sv) = H{v) and H{r{v)) = 7i(r) 
for all mappings r that permute coordinates and all scalars s ^ 0. 
Commonly used forms for V. are entropy, or the so-called Shannon- Wiener diversity 
% 
and Simpson's index which can be defined using the 4 distance to the uniform state on 
n types: 
2 
Hs{v) = 1 -
Hence 
V 
n (l,w) 
= 1 -
2 
Hs(l) = 1 — 1/n and 7Ys(l, 0 , 0 ) = 0, 
showing that the uniform vector v = 1 has the highest diversity possible. The math-
ematical form of lis is very convenient as the ratio of two inner products and we will 
make extensive use of this functional later in the chapter. 
The following auxiliary result is essential in understanding the equilibrium properties 
of (3.4) in the absence of phage, noting that the phage-free set {(b ,p ,5) > (0,0,0) : 
p = 0} is invariant for dynamics of (3.4). It states that at a sufficiently low dilution 
rate d, the chemostat can support a non-zero equilibrium population of bacterial cells. 
However, increasing or decreasing the supply of abiotic resource to the chemostat cannot 
change the diversity of bacterial types at equilibrium, the value of diversity is fixed at 
a certain bifurcation that occurs at a critical resource level SQ defined in Proposition 9 
below. 
Proposi t ion 9. Let e e (0,1) and suppose that Me is irreducible and that assumptions 
Bi — Bg apply to B{S). If the parameter d is fixed and 
d< lim p{Me^{B{3))), 
5 — M X ) 
where p{A) denotes the spectral radius of a square matrix A, then solutions of 
0 = A4e[J3(S)b] - db, (3.6a) 
0 = (3.6b) 
have the following separable decomposition: 
b = X{So, e, d) • iV(e, d). 
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where A ; R x (0,1) x R —^  (0, oo) and N : (0,1) x M is independent of SQ, so 
too is the equilibrium value of S. Moreover, there exists a bifurcation point 5o(e, d) such 
that X{So,e,d) > 0 for So > 5'o(e, d) and X{SQ,e,d) = 0 for 0 < So < 5'o(e, d). Finally, 
(Aene ^ a Zmeor popWafiozi jeTwzHeg amgf resource 
(3-7) 
From this result one obtains the following important theorem stating that the equi-
librium diversity of the phage-free subsystem obtained from (3.4) by setting p = 0 does 
not depend upon the resource supply So, where the numerical value of this diversity 
measure is obtained by computing 7i(b) using (3.6). 
T h e o r e m 5 . Let H be any diversity measure and let b = b(>So,e) represent the vector 
of bacterial densities of a non-trivial solution locus of (3.6) with d fixed, then diversity 
is independent of the resource supply; 
%!(h,(So,e)) = 0. 
Theorem 5 provides a context for the following question: how does the presence of 
phage in (3.4) mediate the bacterial diversity across at different levels of resource supply? 
Moreover, how does the diversity of phage change at those different levels? 
3 . 5 . 2 E q u i l i b r i u m S t r u c t u r e o f a C h e m o s t a t w i t h P h a g e 
Let us state the equilibrium problem of (3.4) for completeness: 
0 = A i , [ B ( S ) b ] - ( $ p ) b - d b , (3.8a) 
0 = We [/3 ($^b) p] - dp, (3.8b) 
0 = d ( S o - S ) - ( U ( S ) , b ) , (3 .8c) 
where Me = I+e{M—T) and We — I+eiW — I) for some irreducible mutation operators 
M and W and mutation rate e. 
Theorem 6. Suppose that Bx — B3 apply to B{S) and that e G (0,1) and 0 < d < 
p{A4A{'B)) are fixed, then there is a secondary critical resource concentration (e, d) > 
^^(e, d) (where the latter is defined in Proposition 9) such that (3.8a-c) has at least one 
solution (b, p, S) satisfying b ^ 0 and p 3> 0 for all So > S'g (e, d). The solution vector 
{h{So),p{So), S{So)) depends smoothly on So and when SQ \ SQ{E,D), it converges to a 
vector of the phage-free form (b, 0, S). 
Proof. We first fix e and d as stated, from now on we shall omit the explicit dependence 
on these parameters to reduce notational clutter. Applying Proposition 9 we can find a 
phage-free solution branch of (3.8) which can be parameterised by the variable So when 
So > SQ = 5'§(e, d) and on which 
b(So) = A(go)N » 0 
3.5 Preliminary Results 
for some vector N Z#> 0 and p = 0. Let us seek a secondary bifurcation of equation (3.8) 
from this solution as follows. It will be convenient to distinguish the following irreducible 
linear operators 
71(S) A < , A ( B ( ^ ) ) , (3.9) 
and 
7^(b) W , A ( / 9 ) A ( $ ^ b ) . (3.10) 
By the implicit function theorem, a bifurcation can occur on the phage-free solution 
brach only if the linearisation of (3.8) on this branch has a non-trivial null-space for 
some % > 5*0 (e). More explicitly, we need to have 
71 (gg) h - dh -H (7A(^o)A<, [B'(^g)N] - A(%) ($k) N = 0, (3.11a) 
A ( g o ) 7 2 ( N ) k - ( f k = 0 , (3.11b) 
- ( U ( g § ) , h ) - (7 (d + A(So) (U' (Sg) , N ) ) = 0 (3.11c) 
for some (h, k, cr) 7^  (0,0,0) and So > SQ, where U'(5'o) and B'(S'q) denote ^-derivatives 
of U(5') and B (5 ) evaluated at 5 = 6^Q(e). 
Since 0, is invertible and We is irreducible, T2 (N) has a simple, positive 
and ^-independent eigenvalue uj{e,d,/3) with corresponding strictly-positive left and 
right eigenvectors which we shall respectively denote by k; and k ;^ taking the inner 
product of (3.11b) with k; yields a relation that holds at a secondary bifurcation 
X{So)Lu{e,d, (3) = d. (3.12) 
With the restriction from Proposition 9 that % > SQ, we now utilise the following 
properties: 
A(^g) = 0, y(go) > 0, A(So) = c . % + 0(1). 
It follows from these properties that (3.12) has a unique solution for some % > SQ 
which we define to be 5^(e,d,/3), moreover the latter depends smoothly on (e, d,/3) by 
the implicit function theorem. In addition, the larger (3 in oo-norm, the closer Sg must 
be to 
Now from (3.8a) evaluated along the phage-free solution branch, d is a simple eigen-
value of TI{SQ) with a corresponding left eigenvector 0 which follows from the 
irreducibility oi Me- Thus given k 6 (k^) one can solve for a uniquely by taking the 
inner product of (3.11a) with b; to obtain 
ci (b(, ( $ k r ) N ) . s 
for some ci G M where ci ^ 0. Moreover, observe that (3.11a) can be written as 
( 7 1 ( ^ g ) - d ) h = A ( k , a ) , (3.14) 
where A ( k , o") : = A(%) ( $ k ) N - (7A(;go)Ai6 [B' (5§)N] . Since 71 (^§) - d i hag a one-
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dimensional null-space given by the span of N, (3.14) has infinitely many solutions of 
the form h = hp + cgN, where hp is the particular solution of (3.14) and Cg is any scalar. 
However, the constant cg is uniquely determined using (3.11c) and so, for each k 6 (kr), 
there is exactly one pair (h, CT) such that that (3.11) is satisfied. 
We have therefore deduced that £(b, p, S) has a non-trivial but geometrically simple 
null-space when SQ ^ 3Q and (b, p, S) = (A(S'q)N, 0 , SQ) and so a bifurcation occurs 
from the phage-free solution branch at SQ = SQ to another branch on which p 0 
which can be deduced by applying the theorem of bifurcation from a simple eigenvalue. 
We will call this secondary non-trivial branch the coevolutionary solution and, by a global 
extension of the implicit function theorem and the dissipativity of (3.4), this branch is 
uniquely defined for all SO > SQ. Moreover the irreducibility of the mutation processes 
ME and WE means that b >> 0 and p 3> 0 for all SQ > SQ along the coevolutionary 
solution branch. The bifurcation structure of (3.4) is illustrated in Figure 3,3. • 
Figure 3.3; Schematic of the equilibrium bifurcation structure: a unique secondary 
bifurcation from the phage-free solution branch (p = 0) to the coevolutionary solution 
brach of (3.8) on which SQ > SQ, b » 0 and p 0. 
R e m a r k 2 . Notice equation (3.8) is built on the assumption that the bacteria and phage 
are b o t h eguoZ e. TAw tzoZogzcaZZ;/ accu-
rate since mutation rates for phage can be orders of magnitude greater those in bacteria 
[42], However, assuming different mutation rates for bacteria and phage, say ei for the 
bacteria and eg for the phage, would not change the proof of Theorem 6. 
The following theorem tells us that the phage-free steady state branch of (3.8) be-
haves very differently from the coevolutionary solution branch that exists for SQ > SQ 
as the former diverges in norm as So oo and has constant diversity, but the latter is 
uniformly bounded in norm as we now show. This embodies the idea that the bacteria 
are limited by phage, not by resource as SQ grows without bound. 
3.5 Preliminary Results 
Lemma 1. Let d > 0 be fixed and suppose that $ is a non-negative linear mapping 
det $ ^ 0 and p > 0 $ p 0 , 
then there is a constant fn independent of SQ and e e (0,1) such that 
+ IIPII 
for any solution of (3.8) in any finite-dimensional norm || - ||. Consequently, along the 
coevolutionary solution branch (b (5 'o) , p ( 5 o ) , S'(5'o)) of (3.8) defined in Theorem 6 on 
which p 0, there results 
l im 3{SQ)/SQ = 1. 
»oo 
Proof. Taking the inner product of (3.8a) with 1, using M ^ l = 1 and the triangle 
inequality we find 
| ($p ,b) | < d | ( l ,b ) | + |(B(g),b)| < 41II2M2 + 
from where 
2||D||2 
, b 
$ p , 
l|b||c 
If we define P = | j ^ and B = then 
<41112+| |B(g)| |2. 
( $ p , B ) | < {dititi2+8np||B(s)ii2 j i ip i r ' = 4 p i r \ 
for some finite constant K by assumption. As a result, if there is a sequence of solutions 
of (3.8) along which ||p|| —> 00 then we can find non-negative, unit-norm vectors P > 0 
and B > 0 such that $ P , B = 0. But the fact that $ P » 0 can only mean that 
B = 0 which is a contradiction that ensures ||p|| is uniformly bounded along solutions 
of (3 .8) . 
Similarly, taking the inner product of (3.8b) with 1 and using W f l = 1 we obtain 
0 = (1, Wg [/3 ( $ ^ b ) p ] - d p ) 
= ( l , /9($^b) p ) - ( f ( l , p ) 
and so d{l,p) = ( $ ( / 3 p ) , b ) . Set P = p / ( l , p ) then d = ( $ ( / 3 P ) , b ) and so 
i | ^ = ($ (^P) ,B) 
where B = | | ^ . If ||b|| 00 along a sequence of solutions of (3.8) then one can construct 
non-negative unit vectors P and B such that ($(^P),B) = 0. By assumption $(/3P) is 
a strictly positive vector which yields a contradiction and the result follows. • 
One can interpret this result as saying that the biomass supported by (3.8) saturates 
at high resource concentrations and most of the abiotic resource fed into the chemostat 
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passes through the chemostat device without being metabolised by bacteria. 
Remark 3. For the remainder of the chapter we shall assume that the dynamics of (3.4) 
satisfy the condition that all solutions with non-zero initial bacteria and phage densities 
converge to the phage-free steady-state if SQ € (SQ, SQ) and to the coevolutionary steady-
state if So > SQ. This assumption can be verified for some important but not exhaustive 
classes of parameter values and extensive numerical simulation has not led to any reason 
to believe this assumption fails. However, this remains an important caveat of the results 
in this chapter. Oscillations are observed at high values of SQ, hut they are not sustained 
and eventually decay to zero. 
3.6 Resource-Mediated Diversity 
Let us now pose the question of what patterns of diversity are generated by (3.8) when 
one fixes the dilution rate but varies the resource supply into the chemostat. Throughout 
the remainder of the chapter we shall assume that g = C7 where 0 < 7 < 1 so that 
B(S) = C7U(g) where U(S) = — ^ 
Iv + o 
and thus limg_,oo U(S') = Vmaxi the division of two vectors is to be interpreted in a 
componentwise sense. The constant C is the maximal growth yield defined by C = ||g||oo-
The purpose of this section is to establish the following result regarding the diversity 
of phage in (3.8) when measured using the Simpson's index. 
T h e o r e m 7. Suppose thate € (0,1) andO < d < p(vW^A(B)) are fixed. Then there is an 
Sq > 0 and a function -v[So] : (5Q,OO) R" such that the solution (b(6'o),p(6'o), 5'(5o)) 
0/ ? (%) 0 safw/ies 
| |p(%)-v(5'o)|| = 0(6) 
oa e \ 0 /or % > Sg. oTie 0/ (wo pogs%6%Z%(%ea can occttr ^ 
K = if • 1, so that all bacterial cells have the same affinities for the abiotic resource: 
3&%(v( 'So) ) 7^  0 /o r aZZ % > Sg or 
(ii). there is a unique SQ > SQ such that a^'^s(v(5'o)) = 0. 
Theorem 7 states that the equilibrium diversity of phage is 0(e)-close to a function 
that is either unimodal or monotonic in resource supply, provided that cell affinities are 
identical throughout the bacterial population. 
However, the result described in Theorem 7 is not as strong as might first appear 
due to the domains of definition of the coevolutionary equilibrium solution (b, p, S) of 
(3.8) when comparing p(5'o) with v(6'o). If SQ )$> (e), where the latter is a secondary 
bifurcation point defined in Theorem 6, then there is a window of values of resource sup-
ply, namely the interval VKg := (;Sg(6), Sg) in which no statement can be made regarding 
how phage diversity changes with resource supply (see Figure 3.4 for an illustration). 
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Indeed, we shall see in a model of a specific experimental bacteria-phage system that 
7^a(p) can vary greatly within even though Theorem 7 applies. 
Figure 3.4: An illustration of SQ versus phage diversity: a monotonic or unimodal curve 
above the critical resource concentration SQ. 
We shall arrive at a proof of Theorem 7 through a series of lemmas that now follow. 
Lemma 2. The ecological system obtained by setting e = 0 in (3.8), namely 
0 = 
0 = /3 ($^b) p — dp, 
0 = d ( S o - S ) - ( U ( S ) , b ) , (3.15c) 
has the following property: « / d e t $ ^ 0, $ ^(B — (il) ^ 0 , $ ^(l//3) ^ 0 and there 
exist a B e R"' such that 
lim := B, 
S-^oo 
then there is an interval I : = {SQ, GO) and a unique function (b, p, 5") : / JGN+N+i 
parameterises a unique solution branch of (3.15) as a function of So- Moreover, 
b(%) = and p(%) =: $ - X B ( ^ ) - d l ) + 
where 
+ 0{SQ 
03 5, 0 oo. 
Proof. Put 5 = 1/S,a = SQ/S and define B(5) := B(5) that can be substituted into 
(3.15) to give 
0 = B(5)b — ($p)b — (ib. (3.16a) 
For (5 > 0, 
± m = B'(S)§ = B'(S)/§ = ^B'(S)S^ 
and we can desingularise B(6) at 5 = 0 by defining B(0) := hmg^o B(^) = limg_,oo B(S) = 
B 0 and in order to render B(6) continuously differentiable, the choice for the deriva-
tive of this desingularisation ^B(5) is 
d 
5=0 
B((^) 
5 = 0 
lim -B'{S)S^ = - B 
S—^oci 
3.6 Resource-Mediated Diversity 91 
that exists by assumption. Note that (3.15c) now becomes 
0 = d(o- - 1) - g ^U(6) , b ) , (3.16b) 
after defining the desingularised uptake vector U(5) ;= B(5) /g. 
In order to solve the smooth, nonlinear system of equations given by (3.16a,3.16b,3.15b), 
let this set of equations be defined by the smooth, nonlinear mapping T{h, p, a, 5). Note 
that the positive vector 
(bo,po,oro,<5o) := 
is a solution of ^ ( b , p, cr, 6) = 0. 
The derivative rfb,p,<T-^(b, p, a, 5) is given by the mapping 
£ (b, p, a , (5) [h, k, s] = B ( 6 ) h — ( $ p ) h — dh — ( $ k ) b , 
^ ( $ ^ h ) p + ^ ( $ ^ b ) k - dk, - 6 ( h , U ( 6 ) ) + ds] .(3.17) 
As a result, if £ ( b o , p o , l , 0 ) [h,k, s] = (0,0,0) then s = 0 follows as <5 = 0, but then 
/3 ($^h) po = 0 because of the form of bo, whence h — 0 because po 0. Prom here 
($k)bo = 0 and so we deduce that k = 0. 
As a result, one can smoothly solve the equation j^(b, p, <7,5) = 0 for (b, p, cr) as a 
function of 5 near 6 — 0 and we can write down the Taylor expansion 
a = a{5) = 1 + a'(0)5 + 0(6^) 
as » 0. In terms of the original variables, this gives 
= 1 + ^ ( 0 ) 1 + 0 ( S - " ) , (3.18) 
hs S oo. However, a short calculation shows that cr'(O) = ^ 0 and so we can 
use the implicit function theorem to rewrite (3.18) in the form 
( V m ^ ^ + 0 ( ^ - 1 ) = % - ' + 0(^o 
Moreover, as <5 —>• 0, 
b = b(5) = bo + 0(S) = bo + 0 ( 1 / 5 ) = bo + 0(1/SQ) 
as claimed, and the analogous statement regarding p can also be made from the same 
argument. O 
R e m a r k 4 . One can actually state that the strictly positive functions b(5o) and p(S'o) 
m Z/emma & can m k m (Ae /orm 
b(5'o) = (i$~^(l//3) and p(S'o) = $~^(B(S'(S'o)) - dl) , (3.19) 
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where S is given in terms of SQ. This follows because Lemma 2 establishes the existence 
of a unique solution of (3.15) for large SQ using an implicit function argument, effectively 
using I/SQ as a small parameter. However, given that each solution on this branch is 
shown to be strictly positive, one can substitute the expressions for b and p from (3.19) 
into (3.15) to verify that they do indeed satisfy this equation. 
Remark 4 illustrates a property already observed in the phage-free subsystem of (3.4) 
as described by Theorem 5: there, as in Lemma 2, bacterial diversity is independent of 
resource supply. However, Lemma 2 allows bacterial diversity as predicted by equation 
(3.15) to change for low values of SQ, but it must then approach a constant value for 
5o sufficiently large (see Figure 3.6). In Lemma 4, we show that this property is largely 
unaffected by the introduction of mutations in (3.15) provided that the mutation rate is 
small. 
Figure 3.5; An illustration of SQ versus bacterial diversity along the equilibrium solutions 
of (3.8). Within the interval (SQ,SQ} the phage-free solution is the only non-trivial 
solution of (3.8) and bacterial diversity within this solution is not affected by changes 
in SQ. AS 5O is increased, the coevolutionary branch appears at S'O = SQ and there is 
an interval (Sq, Sq) in which bacterial diversity profile is unknown. However, if 5'o > SQ 
bacterial diversity is again S'o-independent. 
One Hmitation regarding the applicability of Lemma 2 is the assumption that 
maps the positive vector 1 //3 to another positive vector. This will happen if, for example, 
is a non-negative matrix because 1//3 » 0, but this places severe restrictions on 
the form $ can take. However, Lemma 2 imposes a less severe restriction than this and 
is applicable to adsorption operators from the literature. For example, if we defined 
normalised adsorption operators with a gene-for-gene structure and burst sizes /3 of four 
genetic bacteria and phage types, so that 
$ = C • 
0 e 
0 0 
0 0 
and 13 = 5 • 
I 1/a ^ 
1//3 
1/7 
V : ) 
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then Lemma 2 would require, among other conditions, positivity of the vector 
a _ ^ _ ey I bqh+cke—deh 
a ea h a a e h 
- g)/e 
(t - k)/h 
1 
This positivity condition depends on the many parameters in $ and /3, but there clearly 
are many parameter values for which this condition is met. 
We now define the function v(5o) to be a maximal extension of p(S 'o) that is known 
to exist from global extensions of the local implicit function theorem, a straightforward 
construction from the results in [21] that also uses the dissipative structure of (3.4) to 
prevent any bifurcations from infinity of (3.8). Thus one can smoothly extend p (S 'o ) , 
5(50) and b(S'o) from high to lower values of SQ until p(S'o) becomes zero at SQ = SQ. 
We may write 
v(^) = $ -^ (B(^ ) - d l ) (3.20) 
where S — S(So) along a solution of (3.15), so that v(S(So)) is the value of p at that 
steady-state provided the former is strictly positive; SQ in Theorem 7 is the value of SQ 
below which v(S) is no longer strictly positive and so v(5') coincides with p(5'o) only 
if So > SQ. (In Theorem 7 we have written v(5o) instead of v(S(So)), but they both 
represent the same object.) 
The following result tells us that the resource availability S in the environment 
increases with the resource supply parameter SQ. 
L e m m a 3. Ifh(So) » 0, P(SQ) > 0 and S{SQ) > 0 is an equilibrium solution of (3.15) 
with d> 0, then dS/dSo > 0 for So > SQ, where the latter is defined in Lemma 2. 
Proof. Because b and p are strictly positive we know that p(5'o) = $~^(B(S'(S'o)) — dl) 
is resource-dependent but b — (i$~^(l//3) is not from (3.19). Thus, we can differentiate 
(3.15c) with respect to SQ to obtain 
where a prime (') denotes d/dS. If ^ < 0 we obtain a contradiction as U(S') has 
positive derivative with respect to S. O 
Let us now inspect the So-derivative of phage diversity 2§^%(q('S'(%))), where 
( l , v ( g ) ) ' 
noting that 5 is a function of SQ at a solution of (3.15) provided SQ > SQ. Now, 
Ti-s{v) = n — 1 
V 
n 
= 1 -
(%,%) 
(1,V)2 
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and so if we set v' := dv/dS — then 
- ^ 7 i s { c i { S { S o ) ) ) = (q(5 ' (5 'o) ) ,q(5(S'o) ) ) 
= -2(1, ((v, v')(l , v) - (v, v)( l , v')) ^ 
Thus, -^Hsiq{S{So))) = 0 only when 
(v(^),v'(^))(l,v(6')) = (v(^), v(^))(l , V(^)) (3.21) 
which gives the maximal diversity relation 
($ - i (B(g ) - dl) , $-^B%g)) (1, $-iB'(;9)) 
| $ - i (B(S) - dl)t|^ (1, $- i (B(5 ' ) - (fl)) (3.22) 
that must be satisfied at the resource availability S for which diversity is locally maximal. 
Equations (3.21) and (3.22) can be viewed as equations for 5o, although they are written 
in terms of S, and they can be solved to give the resource supply value SQ at which 
phage diversity %(v(5'(5'o))) is maximized. We note that the value of iSq obtained by 
solving (3.22) may not be the global maximum of phage diversity, as there is an interval 
We = (5^(6),^'g) in which the form of p along the coevolutionary solution branch is 
unknown. 
In order to incorporate mutations into this construction, but at a low rate, we turn 
to the coevolutionary steady state equation (3.8), as follows. 
Lemma 4. / / d e t $ / 0, $~^(B — dl) 3> 0, $~^(l//3) 0 and there exists a B G ]&"• 
such that 
l im B'{S)S^ = B , 
g - ^ O O 
then there is a set I ( 5 q , o o ) x [0 ,e ) and a unique function ( b , p , 5 ) : I 
a wnzgwe tmrncA o/ (^ ,9. ^  awcA (Aat 
h{So,e) — d^'~'^{l/l3) + eEi,(e,3Q^), p ( 5 o , e ) = $ ^ ( B ( 5 ) — <il) + eEp(e, 5 q ^), 
and 
d f . Q r . A = 
S—»cx> d 
where E^, Ep, Es are smooth functions of their arguments. 
Proof. As in the proof of Lemma 2, put 6 = 1/S,a = Sq/S and define B(6) := B(5) in 
(3.15), giving the relation 
0 = A^e[B((5)b] — ( $ p ) b — db. (3 .23a) 
^ ( % , 6)  % - l im + 0 ( ^ - 1 ) + g - i ) 
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Desingularise B(5) at <5 = 0 by defining B(0) = fims'^ooB(5) = B » 0 and 
d 
= lim -B'(S)S^ = - B . 
5 = 0 
Note that (3.8c) can be written in terms of 5 as 
0 = d((7 - 1) - 6 (U(6), b) , (3.23b) 
after defining the desingularised uptake vector U(6) = B(5)/g. 
To solve (3.23a,3.23b,3.8b), let this set of three equations be denoted by the smooth, 
nonhnear mapping JF(b, p, a, 5, e), noting that 
(bo,po,cro,5o,eo) = ( ( i $ ~ ^ ( l / / 3 ) , $ " ^ ( B - dl), 1 ,0,0) 
is a solution of JF(b, p, a, 5, e) = 0. The derivative db,p,o-JF(b, p, a, 5, e) is identical to the 
derivative in (3.17) when e = 0 which is shown to be a bijection from the short calculation 
that follows the definition of (3.17). As a result, one can smoothly solve the nonlinear 
equation J ' (b, p, cr, 5, e) = 0 for (b,p, a) as a function of ((J, e) in a neighbourhood of 
(5,e) = (0,0). 
The given Taylor expansions can be established by observing that, when setting 
e = 0 in (3.8), the form of the resulting solution is given by Lemma 2 and the inclusion 
of mutations induces an 0(e)-dependent correction to that basic form. • 
Throughout the remainder of the chapter, we shall make extensive use of the Monod 
function 
A { 5 ) = (3.24) 
In the case where all bacterial cell types have the same affinity for resource, this is 
denoted by the costant K in (3.24), we may write 11(5) = A(5')Vmax, where Vmav is 
a vector of maximal uptake rates, and so -B(S) = C • A(S')7"\4nax, where 0 < 7 < 1 
is a vector of relative cell yields and C is the maximal cell yield. The following result 
completes the proof of Theorem 7. 
L e m m a 5 (maximising diversity with equal bacterial resource affinities). Suppose that 
U(5') = A(S')Vmax, ao 6(5") = C - A(6')7Vmax- (Aefie w one Wiie 
0 / So cavi 5e og a phage ( fwerg% % ( p ( ' 5 b ) ) 
generated by (3.15) is either monotonic or unimodal as a function of SO for SO > SQ. 
Proof. Under the restrictions in this lemma we can simplify (3.21) somewhat because 
one can write v(S) = A(S')c + d (where v is defined in (3.20)) for two fixed vectors 
c==C$-^(7Vma.c) and d = 
Thus (3.21) becomes an equation that can be written in terms of A(5) which simplifies 
to give 
A'(S') [(Ac + d, c)( l , Ac + d) - (Ac + d, Ac + d)(l, c)] = 0, (3.25) 
3.6 Resource-Mediated Diversity 96 
where A'{S) > 0 for all S. From (3.25) we obtain the value of S at which diversity is 
maximal and a straightforward manipulation gives the relation 
_ ( d , d ) ( l , c ) - ( l , d ) ( d , c ) 
( c , c ) ( l , d ) - ( c , d ) ( l , c ) - (3-%% 
As A depends monotonically on S and S depends eventually monotonically on SQ for 
SQ > SQ, there is at most one value of SQ at which equation (4.7) can be satisfied and 
the result follows. • 
We know ask what patterns of diversity are possible in coevolving bacteria and phage 
populations if the the adsorption operator is of a certain structure, namely one in which 
the total adsorption rate of all phage types to each bacterial type is equal. 
P r o p o s i t i o n 1 0 . Suppose that the conditions of Lemma 5 apply and the uniform ad-
sorption holds, meaning that $ is invertible and has eigenvector 1, so that $(1) G (1). 
If the non-degeneracy condition n | |c | |2 ^ (c, 1)^ holds, where c — C $ ~ ^ ( 7 V m a x ) ; then 
onZy case o/ Theorem 7 mzi occur. 
Proof. On computing the maximal diversity environment S using A{S) in (4.7) we find 
that on setting $~^(1) = fi l and d = —dl that 
_ ( — c ) — (1, —dl)(--dl, c) 
(c, c ) ( l , —dl) — (c, — ( i l ) ( l , c) 
0 
-d(c, c ) ( l , 1) + d(c, 1 ) ( 1 , c) = 0 
provided (c, c ) ( l , l ) / (c, 1)^, where (1,1) = n. However, K{S) cannot equal zero for 
S > 0 and so equation (3.21) cannot be satisfied. • 
Proposition 10 provides conditions under which the equilibrium diversity of phage 
obtained using (3.8) will be 0(e)-close to a monotonic function for large enough SQ. 
The uniform adsorption condition $(1) = al for some a > 0, although restrictive, has 
several biological interpretations. For example, as this condition can be thought of as 
a normalisation of adsorption rates, it expresses the idea of an adsorption trade-off: 
bacteria that are susceptible to a higher number of phage types have lower probabilities 
of infection by each of those phage types. Equivalently, phage types with wider host 
ranges have lower probabilities of adsorption to each single bacterial type. 
Another interpretation comes from the idea of a perfect lock and key or matching 
alleles mechanism between phage and their bacterial hosts; $ is proportional to an 
identity matrix, $ = al, for some a meaning that each phage has a single bacterial host 
type to which it adsorbs. 
E x a m p l e 5 . If the matching-alleles adsorption mechanism is used, so that ^ = al for 
aome a > 0, f/icM $(1) = a l so (/lat Proposi^ioTi ^0 apples azid we ma;/ co«c(i/(fe ( W 
phage diversity can only increase as a function of abiotic resource supply. 
The following example illustrates the host-range trade off described above in the 
context of gene-for-gene adsorption mechanisms which shows that one can construct 
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gene-for-gene systems in which phage diversity must eventually increase as a function of 
resource supply. 
E x a m p l e 6 . The set of all gene-for-gene mechanisms on two loci that satisfy the uniform 
adsorption assumption are encapsulated within the family of adsorption operators 
^GFG = C 
a b c 1-a-b-c 
0 d 0 1-d 
0 0 e 1-e 
0 0 0 j 
where 0 < a,b,c, d,e < 1 and C > 0 is a normalisation constant and the contact or 
adsorption structure o/$ is represented by the graph in Figure 2.1(c). The set of matrices 
defined within ^GFG are constructed so that Proposition 10 applies and we therefore 
deduce that the corresponding phage diversity measure will change monotonically with 
respect to changes in SQ when the latter is sufficiently large. 
3.7 Case Study: an E.coli-TT Coevolutionary Experiment 
In order to provide a platform to test the modelling framework developed in this chapter, 
we now present the results of a series of experiments undertaken in [52] which were aimed 
at determining how resource supply mediates diversity in both bacteria and phage. These 
coevolutionary experiments were conducted in chemostats with a constant dilution rate 
using the host bacterium E. Coli with glucose as the limiting resource and using the 
T7-phage as the pathogen. 
We shall begin by summarising the experiment and its main results, before presenting 
the system-specific model pertinent to this experimental system. 
3 . 7 . 1 T h e E x p e r i m e n t a n d I t s O u t c o m e s 
The experiments were conducted as follows. Two sets of chemostats were inoculated 
with isogenic strains of wild-type E. coli and T7-phage. The first set consisted of two 
chemostats that were manipulated to provide a glucose supply of 10iJ,g/ml and the second 
set consisted of three chemostats with a higher glucose supply of 1000jj.g/ml. This is 
analogous to considering the coevolutionary model (3.4) at two different values of the 
resource supply 5o. Samples were taken from the chemostats after about 150 bacterial 
generations and screened for bacterial strains resistant to the wild-type phage. These 
bacterial strains were further screened for the existence of mutations that are known 
to result in alterations in the LPS antigen and membrane-bound (ompF and ompA) 
proteins using a series of phages which are known to target these molecules as binding 
sites. A series of statistical tests were then performed on this data to deduce the diversity 
present in the chemostats at the end of this period by determining the relative densities 
of bacterial cells that possessed structural changes in LPS, outer-membrane proteins or 
both (see [52] for a more detailed description of the experimental method). 
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Figure 3.6; Experimental data; frequency of different bacterial strains (left) and the 
abundance of phage on these strains (right) at two different glucose supply values 
(LOW=10ng/ml and HIGH= 1000/^g/mL) 
Figure 3.6(left) illustrates the outcome of the experiments in terms of the observed 
difference in bacterial diversity between the high and low-resource communities, not-
ing that the bacterial densities for each resource supply value were averaged over all 
chemostats ran at that value. 
Firstly, we note that there are theoretical grounds for assuming that bacterial diver-
sity will be very low at very low concentrations of abiotic resource, when So <C lOiig/ml, 
because the predictions made in the theoretical sections of this chapter demonstrate that 
the phage will go extinct for low values of the resource supply and known growth kinet-
ics of different E.coli strains indicate that the wild-type E. Coli, which has the highest 
growth rate among all types present in the experiments (see Table 3.3), will dominate 
the bacterial population in the absence of phage. As a result, no experiments were con-
ducted at such low concentrations of glucose in the supply vessel. At 5*0 = lOixg/ml, 
Figure 3.6(left) shows that an increase in diversity has occurred relative to the very 
low diversity state described above as three bacterial strains are now present and the 
dominant strain is one which has alterations in both its LPS and omp structure. 
As for the chemostat communities grown at So = 1000fig/ml, it can be seen that 
bacterial diversity is reduced compared to those grown at So = 10fig/ml because the 
environmental conditions do not support the strain which has omp-only mutations. Here 
the dominant bacterial strain is one that has the LPS-only alteration and the bacterial 
type that possesses both LPS and omp alterations is subdominant. Observe further that 
the wild-type E. Coli does not appear in Figure 3.6(left) as it has negligible density in 
both low and high resource communities. 
Figure 3.6(right) shows the phage abundance in terms of plaque forming units on 
each of the four different bacterial types, this diagram does not, however illustrate phage 
diversity. Phage diversity was not measured using data taken during the experiments as 
host-range phage mutants could not be isolated. 
We can therefore make the following observation regarding the outcome of the experi-
ment: 
a higher abiotic resource supply concentration leads to a lower level of oh-
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There are at least two possible just-so stories one might associate with this experi-
mental observation. One might anticipate that enriching the system with high concen-
trations of resource would allow many mutant types to persist on the basis that once 
the maximal uptake rate of all extant types is surpassed, there must be some amount 
of residual resource in the environment that less fit types could exploit. However, one 
might also view the problem from another extreme in the sense that at high resource 
levels, one expects a super-mutant to evolve whose resource uptake rate will be higher 
than all other types, leading to the dominance of this type. 
The model developed in this section that is consistent with the above experimental 
data indicates that neither of these two intuitively plausible outcomes occur. Indeed, 
the wild-type with no LPS or omp mutation has the highest maximal glucose uptake 
rate of all phenotypes in the experiment and this type patently does not dominate when 
5b = lOOOjug/ml, as Figure 3.6(left) clearly shows. 
3 . 7 . 2 M o d e l s S p e c i f i c t o E.coli a n d T 7 B a c t e r i o p h a g e 
To determine the likely causes of the patterns of diversity observed in the above ex-
periment, we now investigate two types of variation within the basic model structure 
afforded by (3.4). The first aspect of this concerns the way in which mutations occur 
in bacteria and phage, the second concerns the adsorption properties of different phage 
types to bacterial types resulting from this mutation process. 
T h e L P S B i o s y n t h e s i s P a t h w a y 
Eleven genes in E. Coli responsible for resistance to T7 were identified in [114], of which 
six are related to the biosynthesis of the LPS backbone. Although a simplification of the 
true biology, the synthesis of this biopolymer occurs via a pathway that can be viewed 
as having the linear structure shown in Figure 3.7. The topology of the pathway is such 
that the product of each reaction step within the pathway is the substrate for the next 
and each step is catalysed by a different enzyme encoded within the bacterial genome. 
Due to the linear structure of this assembly process, it is likely that the suppression of an 
enzyme within the pathway due to a mutation within the gene encoding for that enzyme 
will have the effect of truncating the LPS synthesis pathway and products downstream 
of that mutation will not be able to assemble. This will have the effect of truncating the 
length of the LPS polymer expressed at the surface of the bacterial cell. For example 
a nonsense mutation within the waaC gene shown in Figure 3.7(a) will result in a Re 
strain of E. Coli which possesses an LPS backbone with only a kdo molecule attached 
to Lipid A, regardless of the state of the genes which come further down the pathway. 
Truncation of LPS is known to reduce adsorption rates of T7 phage [114], but there 
is also a cost to the cell in terms of reduced growth rates due to a reduction of the cell's 
affinity for glucose [52]. As a result, the cell is subject to two competing forces that 
result in a trade-off in terms of LPS truncation that arise due to infection by phage and 
LPS extension due to glucose limitation. 
3.7 Case Study: an E-coli-T"? Coevolutionary Experiment 100 
(cl) lie rki2 Rdl Rb upg K12 
(b) 
LPS _ 
backbone 
— heptose 
— glucose 
— heptose 
Lipid A 
(in outer 
membrane) 
resistance mutations wild type 
Figure 3.7; (a) Biosynthesis pathway for the hpopolysaccharide (LPS) polymer and (b) 
an illustration of the intermediate chemotypes resulting from each step of the pathway. 
In (a), names of the genes encoding the enzymes that calatalyse the reaction steps are 
shown above the arrows and the designated names for the chemotypes are shown between 
the arrows. 
In order to determine the changes in LPS backbone length that result from genetic 
drift alone, we now construct a mutation process A4 from an abstraction of the biosyn-
thesis pathway described above, noting that if genetic drift alone governs the evolution 
of types then the invariant density of this mutation process will give the equilibrium fre-
quencies of different types within the population. Let a denote a binary string consisting 
of six contiguous bits, whereby a zero entry at the ith position of this string represents a 
mutation suppressing the enzyme that catalyses the ith step of the pathway. The length 
of the LPS expressed by the cell in terms of a suitable combination of kdo, heptose and 
glucose molecules is given by the first occurrence of a zero entry in such a string. So, for 
example, the string 
= (111111) 
leads to the full expression of K12 LPS, whereas both 
= (10000) and a^i(lOOOOl) 
lead to an insertion of a complex of kdo and a single heptose in the LPS backbone 
resulting in the Rd2 chemotype. 
As a result of this construction, there are a total of 2® genotypes which yield one of 
the 7 chemotypes shown in Figure 3.7. Furthermore, the redundancy of the loci which 
come after the first zero entry within the genotype representation means that chemotypes 
produced by shorter pathways have a higher number of genotypes mapping into them. 
Table 3.1 shows the genotypic patterns corresponding to and the number of genotypes 
which lead to each of the chemotypes shown in Figure 3.7. 
Now suppose that during reproduction there is a small probability e that one of the 
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Table 3.1: Genetic patterns and the number of genotypes which yield each of the 7 
chemotypes. The letter a in the genetic patterns can be either 0 or 1. 
Chemotype Genetic Pattern Number of Genotypes 
Re (Oaaaaa) 2® 
R d 2 (lOaaaa) 2^ 
Rdl (llOaaa) 2^ 
Rc ( l l l O o o ) 22 
Rb (11110a) 2 
Ra (111110) 1 
LPS (111111) 1 
daughter cells will have a different genotype from its parent cell. If we assume that 
mutations can change only a single entry within the genotype representation and denote 
the probability of this event by e/6, noting that each genotype can mutate into a total of 
6 other genotypes in a single step, then the entries of the chemotypic mutation process 
Me-, which contains the probabilities of mutation between different chemotypes, are given 
in Table 3.2. 
Table 3.2; Mutation probabilities associated with LPS biosynthesis 
Re Rdl Rc Rb Ra 
Re 1 - f e 6 
€ 
6 
e 
6 6 6 
e 
6 
Ac(2 6 1 - f e 6 6 6 
e 
6 
e 
6 
e 
6 
Adl e 24 n i - f £ 6 „ 
€ 
6 
e 
6 
e 
6 
Rc € e e 1 - — e e e 48 24 12 ^ 3 6 ^ 6 6 
Bb A & e 24 e 12 1 - 1 e 6 e 6 
Ra e 192 A 
e 
48 
e 
24 
e 
12 
1 — e e 6 
e 
192 A 
e 
48 
e 
24 
e 
12 
e 
6 1 - e 
This mutation process has the invariant density 
(Re Rd2 Rdl Rc Bb Ra LPS\ ^ 
1 1 1 2 2 2 2 I 
2 ' 4 ' 8 ' 1 6 ' % r 6 4 ' 6 4 ) ' 
which predicts that genetic drift acts to shorten the length of the LPS backbone in 
the sense that longer LPS backbones are much rarer than shorter ones. However, as 
competition for glucose is known to select for longer LPS polymers, there are again two 
competing evolutionary forces in absence of phage; genetic drift reducing LPS length 
and, as already mentioned, glucose limitation increasing LPS length. 
A R e d u c e d M u t a t i o n P r o c e s s 
The detailed genotyping of T7 phage-resistant E.coli K12 undertaken in relation to 
the phage selection experiments of [114] was not done for the coevolutionary experiment 
described above in Section 3.7.1. Moreover, although the mutation process M^, described 
in the previous section could be implemented as part of the theory developed earlier that 
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is based on (3.4), a comparison with the experimental phenotyping data shown in Figure 
3.6 can only be made if we restrict the model to the four bacterial types (wild-type, OMP-
only, LPS-only and OMP-t-LPS mutants) that were determined from the phenotyping 
essays whose results are shown in Figure 3.6. Thus, we may only assume that three 
mutant types are possible in the model (3.4), in addition to the wild-type, and so we 
may write 
b = (60,61,62, &3) and p = (po,Pi,P2,P3) 
in the remainder of this section. As a result, a subscript zero in either of these two 
vectors denotes the wild-type bacteria and phage, respectively. 
As the mutation process M.^ of Section 3.7.2 is inappropriate for a comparison with 
the experimentally-determined data shown in Figure 3.6, we used instead standard one-
locus and two-locus mutation processes from population genetics for Me and We in (3.4), 
as follows. 
For the phage mutation process We we used the Jukes-Cantor 69 substitution model 
[69, 46] to represent changes in the phage genotype that regulate the expression of tail-
fibre proteins. It is known that T-series phage and E.coli interact through a so-called 
fibre cooperation process [123] and so we assumed that a single locus within the phage 
genome encodes one of four alleles corresponding to four different tail-fibre configura-
tions. We further assumed that mutations change the allele at this locus to one of the 
four allowed and thus alter the tail-fibre configuration expressed by the phage. This al-
lows us to restrict the number of phage types to four in order to reflect the experimental 
phenotyping that was undertaken. 
So, we first define 
iyp = l 
0 1 1 1 
1 0 1 1 
1 1 0 1 
1 1 1 0 
and then set 
yy, = f -k - f ) , 
where e/3 here denotes the rate of mutation between any two phage types. We choose 
this process as it has invariant density | (1 ,1,1,1)^ which is uniformly distributed across 
the four types; as we have no prior information that drift in T7 prefers one particular 
configuration of tail-fibre proteins over any other, we chose not to use a mutation process 
that biases in favour of any particular type. We therefore chose JC69 as it is, in some 
sense, the simplest process with this property. 
For the mutation process associated with E.coU, denoted A4e in (3.4), we chose a 
standard point mutation structure on two loci, one to regulate LPS expression and a 
second locus to control OMP expression that is statistically independent of the LPS 
locus. For these two loci, OMP and LPS, or just O and L for brevity, begin by assuming 
that O and L take values in {0,1} where the entry 1 in either of these loci represents 
to a mutation with respect to the wild-type bacteria. Thus, OL-pairs take values in 
the genotype set g = {00,01,10,11} and so we now require a Markov process on Q to 
3.7 Case Study: an E.coli-T? Coevolutionary Experiment 103 
represent mutations. The first part of this process, Mi describes the change in genotype 
that occurs when only one mutation occurs at some locus, the second, Mg, describes the 
change in genotype that occurs when two mutations occur simultaneously at different 
loci: 
" 0 0 0 1 
Afi = 
0 1 1 0 
1 0 0 1 
1 0 0 1 
0 1 1 0 
and M2 = 
0 0 1 0 
0 1 0 0 
1 0 0 0 
and so we define 
VWg — J + e(Mi — 2 J) + 6^  (Mg — I)-
Like We, the process M.e has no bias in the sense that its invariant density is = 
1(1,1,1,1)^, but this is not consistent with the invariant density of the mutation struc-
ture identified in Section 3.7.2. However, we shall see that this inconsistency does not 
prevent (3.4) from capturing important aspects of the experimental outcome shown in 
Figure 3.6 mainly due to the fact that the growth rate difference between different bac-
terial types is several orders of magnitude larger than the mutation rates between types 
(see Table 3.3). 
It is known [125] that genes controlling LPS synthesis and outer-membrane proteins 
interact pleiotropically because the OMPs do not trimerise to form porins unless LPS has 
a certain minimal structure [125] and it is also known that mutations in genes associated 
with OMP biogenesis also alter the nature of the LPS expressed [145]. In order to 
include some of the cellular processes determined by these very complex interactions, 
we introduce a phenotype £(L, O) to describe the ordering of susceptibilities of different 
bacterial types to each T7 type. As there is a correlation between the length of the LPS 
backbone expressed by a bacterial cell and its susceptibility to T7, the relative rank of 
this susceptibility is determined by the value of the phenotype 
^(I,,O) = 4 - (2 .1 , -kO) . 
This provides four bacterial phenotypes; wild-type 60 with (L, O) = (0,0) and i = A 
which has the longest LPS backbone and is susceptible to the highest number of T7 
types, then hi with (L, O) = (0,1) and ^ = 3, 62 where {L, O) = (1,0) with i = 2, and 
finally 63 with {L,0) = (1,1) and t = \ has the shortest LPS backbone and is resistant 
to highest number of T7 types. The phenotype ^ is a proxy for changes in both OMP 
expression, LPS length and LPS concentration on the bacterial surface that arise from 
mutations. 
Where appropriate, the different mathematical models used in this section incorpo-
rate the following well-established trade-offs. We assume a resistance-growth rate trade-
off in bacteria whereby increasing the range of resistance to phage through changes in 
i leads to a decrease in growth rate [13, 155, 110]. As a result, wild-type E.coli, bo, is 
the least resistant type but has the highest growth rate while 63 is the most resistant 
type but has the lowest growth rate. Secondly, we assumed an infectivity-growth rate 
trade-off in the phage whereby an increase in the number of hosts a phage can infect 
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Table 3.3; Parameters used in (3.4) for comparison with the data shown in Figure 3.6 
as determined from pre-existing literature and growth kinetic experiments (see [52]). 
parameter description value 
C'Vmax maximal growth rates ( 1 . 1 8 , 1 . 0 0 9 , 0 . 8 9 , 0 . 6 6 ) / ! - ^ 
c growth yield 4.35 X lO^cells/zip 
K bacterial half-saturation constant 0.06ng/ml 
/3 burst sizes ( 3 0 6 , 1 5 3 , 9 9 , 7 2 ) 
d dilution rate 0 . 2 ^ - 1 
e mutation rate 1 0 - 4 
(0 .636 ,0 .94) fitted infectivity parameters 
comes at a reproductive cost [22, 97]. Therefore po has the smallest host range but the 
highest adsorption rate and burst size, whereas pg has the largest host range but the 
lowest adsroption rate to each bacterial type and the lowest burst size. 
3 . 7 . 3 Tl-E. coli A d s o r p t i o n G e n e t i c s 
In order to represent the binding probabilities of T7 to its bacterial host, we believe that 
the much-studied gene-for-gene mechanisms discussed here and elsewhere [5] does not 
possess the correct features to mimic the known fibre cooperation process (see [123]) that 
takes place between T7 and E.coli. In order to represent this process we assume that 
a mutation at either locus, L or O, that reduces LPS polymer length also reduces the 
binding probability of every phage type. We also assume that for each given tail-fibre 
configuration, there is a corresponding LPS truncation below which that phage will not 
be able to bind. 
This, like the gene-for-gene interactions of [5], yields a triangular structure for the 
adsorption operator $ and we include two infectivity parameters n and u in the definition 
of $ that parameterise the manner in which the probability of binding decreases with 
each mutation. This reduction in binding probability is assumed to follow a power-law 
distribution with respect to LPS length: 
$mG4G(^, /^ ) = 2 X 10" 
1 m' 1 
0 U j l 
0 0 
0 0 0 
(3.27) 
so that v G (0,1) represents the resistance-growth rate trade-off in bacteria while /j. € 
(0,1) corresponds to the infectivity-growth rate trade-off in phage. 
We say that the matrix ^mG4G represents a modified gene-for-gene interaction matrix 
because it has a sparsity pattern that differs from $g4G and $349 in only one entry; this is 
the boxed entry in (3.27) and this entry is zero in gene-for-gene interactions [5] (compare 
Figures 2.1(c) and 2.1(d)). 
3.7 Case Study: an E.coli-T7 Coevolutionary Experiment 105 
3.7.4 Comparison of M o d e l w i th Exper iment 
We are now able to make a comparison between the experiment ally-relevant outcomes 
of the model given in (3.4) and the data shown in Figure 3.6. We will assume that 
the glucose uptake rates of bacterial types are given by the vector U(6') = VmaxA(/S'), 
where Vmax is the vector of maximal uptake rates and the Monod function A(5) was 
defined in (3.24), therefore all bacterial types have the same half-saturation constant K. 
We will further assume that all bacterial cells have the same growth yield C, so that 
bacterial growth rates are given by the vector B(5) = CVmaxA(S'). The parameters 
used for comparison between the model and the data shown in Figure 3.6 are given 
in Table 3.3 where the following comments are in order: the mutation rate parameter 
e could not be determined from available data in the literature and was reduced to a 
small value whereby solutions of (3.4) could still be reliably computed, other parameters 
were taken either from previous literature or growth experiments, as described in [52]. 
However, the infectivity parameters u and jj, were obtained from a numerical fitting 
procedure whereby the diversity of the equilibria of (3.4) at SQ = IQjig/ml and SQ = 
1000iJ,g/ml were determined. The infinity-norm residual between the rank abundances 
of the four bacterial types determined from the mathematical model was then minimised 
with respect to the rank abundances determined from the experiment. This provided 
the values of and // given in Table 3.3. 
Figure 3.8 shows the variation in equilibrium bacteria and phage densities as well as 
the resulting diversity patterns as a function of the resource supply ^ computed using 
(3.4) and the parameters given in Table 3.3. In Figure 3.9 we compare the rank abun-
dances of different bacterial types obtained from this computation with those obtained 
from the experimental data presented in Figure 3.6 at two different values of the resource 
supply, 5*0 = lOng/ml and % = lOOOixg/ml. We can use the modelling framework (3.4) 
applied to the coevolution of E. Coli and T7 and the analysis of the theoretical sections 
of this chapter to make the following series of specific (S) and general (G) observations: 
(Si) Figure 3.9 illustrates that the model derived in this section which is specific to the 
coevolution of E. Coli and T7 provides a good match with the experimental data 
obtained for the organisms in terms of the rank abundances of different bacterial 
types at two different values of 5*0. Rank abundances predicted by the model are 
all within the range allowed by the experimental error given in Figure 3.6. 
(82) Fi-om Figure 3.8(b), diversity of phage and bacteria increase until SQ « 30fj,g/ml 
and So « lOng/ml, respectively, whereupon they decrease rapidly to a plateau 
that persists up to So = lOOOjUg/mZ. At this point the only bacterial types present 
are 62 {LPS) and 63 {LPS + OMP), with 62 at the higher density of these two. 
(83) Bacterial type 63 {LPS + OMP) has the highest density for % close to, but below 
10lJ.g/ml. 
(84) Based on the size of the derivatives of the density curves in Figure 3.8(a), we expect 
experimental variability when measuring diversity to be highest in the region 0 < 
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Figure 3.8; (a) Equilibrium densities of bacteria and phage types as a function of the 
resource supply So computed using the parameters given in Table 3.3 and the modified 
gene-for-gene model jA (3 4). (b) Bacteria and phage diversity computed 
using the Shannon-Wiender diversity index Hw, phage diversity computed using the 
Simpson's index Hs and equilibrium glucose concentration S normalised with respect 
to SQ as a function of the resource supply So- b and p are the normalised bacteria and 
phage density vectors. 
SQ < and there should be little experimental variability beyond % « 
2>0ixg/ml. 
(85) Bacterial densities achieve their maximal value at, and beyond SQ % lOixg/ml, 
whereas phage densities saturate at SQ % SOYUP/ML 
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Figure 3.9: A comparison of experimentally-obtained rank abundances from Figure 3.6 
shown on the left (without error bars) with mathematically-obtained rank abundances 
taken from Figure 3.8 shown on the right (two datasets at % — and SQ = 
1 0 0 0 / i £ » / m / ) . 
(S6) Looking at Figure 3.8(b) we see that the coevolutionary system formed by E. Coli 
and T7 exhibits the second of the two types of behaviors allowed by Theorem 7, 
whereby phage diversity achieves a unique maximum for large SQ before settling 
to a plateau. 
(Gl) According to Theorem 7, there are bacteria-phage systems that have diversity 
patterns not like to the one shown in Figure 3.8(b) with a large plateau, but 
rather where phage diversity increases with increasing SQ. A specific example of 
this is given below. 
(G2) Glucose concentration S approaches % as SQ increases, indicating that most of 
the resource is not utilised and pumped out of the system for large values of 
SQ. (Compare this with the chemostat model with no phage (3.2) in which S is 
maintained at a constant value by the bacterial population as So changes.) 
The experimental outcome illustrated in Figure 3.6 is in accordance with statements 
(S2) and (S3), although these predictions are more detailed than can be verified with the 
experiments completed thus far. Furthermore, measurements at more than two values 
of SQ are required to validate or refute statements (S4) and (S5), while the ability to 
isolate different phage strains is necessary in order to fully test (86). Prediction (G2) 
has been observed before [29]. 
Let us now discuss the relevance of (Gl) to other specific bacteria-phage coevolu-
tionary systems. Theorem 7 and Proposition 10 in particular inform us that the nature 
of diversity changes in matching alleles systems of the form (3.4), namely ones for which 
$ is proportional to the identity matrix, or merely close too such a matrix, are different 
to the T7-E.coli experiment described in this chapter. The reason for this comment is 
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Figure 3.10; Equilibrium (a) densities and (b) diversity of bacteria and phage types as 
well as the nomalised resource concentration S/ So as a function of the resource supply SQ 
computed using the same parameters as in Figure 3.8 with the exception of the adsorption 
operator, which was taken to be ^ma = 2 x 10~® • 1^x4 representing a matching-alleles 
infection mechanism. 
that the experimental and theoretical data given in Figures 3.6, 3.8 and 3.9 indicate that 
the diversity pattern within the Tl-E.coli experiment described in this section reaches 
a plateau at large % values with a decreasing trend. This creates an overall pattern of 
diversity with a unimodal, or more correctly perhaps, a multi-modal pattern. 
Now consider Figure 3.10 which illustrates the following property of matching alleles 
interactions that can be viewed as a consequence of Proposition 10: for such adsorption 
mechanisms, diversity of phage may eventually increase with increasing SQ. Indeed, 
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phage diversity is a monotonically increasing function of % in Figure 3.10. As matching 
allele interactions occur when mutant bacteria and phage have a high degree of binding 
specificity, we propose that phages whose only binding site is some outer-membrane 
protein are appropriately modelled with a matching alleles mechanism. For a specific 
bacteria-phage coevolutionary system of this form, we further propose that a chemostat 
inoculated with E.coli and A-coliphage under maltose limitation provides an appropriate 
experimental context to interpret Figure 3.10. 
3.8 Discussion 
Let us summarize the important results of this chapter. We have constructed a class 
of models of bacteria-phage coevolution in the chemostat which takes into account the 
dependence of the bacteria on a limiting resource, creation of bacteria and phage strains 
through mutations which occur during reproduction and the molecular interaction gov-
erning the adsorption of phage to bacterial surface receptors. The modelling framework 
developed in this chapter is general in the sense that it is applicable to the in-chemostat 
study of any bacteria-phage system for which assumptions C1-C7 are appropriate, how-
ever our approach can be adapted to a specific bacteria-phage system through biological 
constraints on system parameters. We have demonstrated that, regardless of the system-
specific details concerning particular bacteria and phage species, our models possess an 
equilibrium in which the bacteria and phage coexist and further argued that given enough 
time this coevolutionary equilibrium will always be reached within the chemostat pro-
vided that the dilution rate is sufficiently low and the resource supply is sufficiently 
high. 
However the real value of this work is the insight it provides into how changes in 
environmental conditions effect population structures at multiple trophic levels of an 
ecological community. The laboratory microcosm described in this chapter is a tritrophic 
ecosystem in which processes which govern the evolution of the bacteria, the phage as 
well as the resource concentration within the environment are tightly coupled, therefore 
one in which a mathematical approach is highly beneficial. By investigating how the 
resource supply to the bacterial host mediates patterns of diversity observed within the 
chemostat, we were able to classify coevolutionary bacteria-phage systems satisfying 
C1-C7 into at least two categories: one in which phage diversity eventually increases 
with the resource supply and the other in which phage diversity reaches a maximal 
value before converging to a plateau. By comparing our model with the results of the 
experiment presented in this chapter we demonstrated that the coevolutionary system 
formed by E. Coli and T7 phage falls into the second of the two categories of diversity 
patterns stated above, whereby phage diversity is eventually unimodal as a function 
of the resource supply. We further speculated that a coevolutionary system in which 
the bacteria and phage interact through a matching-alleles mechanism should lead to in-
chemostat phage diversity which eventually increases with the resource supply. Therefore 
one of the central messages of this chapter is that care must be taken in generalising 
the behaviours of coevolutionary microbial systems as the results of this chapter shows 
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that even two relatively similar bacteria-phage systems can potentially exhibit different 
diversity patterns. 
Chap te r 4 
Complete Bacteriophage 
Resistance 
4.1 P u r p o s e of t h e C h a p t e r 
(i) To incorporate complete bacteriophage resistance into the modelhng framework 
developed in Chapter 3 for in-chemostat bacteria-bacteriophage coevolution by 
considering the existence of a single bacterial strain which is able to resist infection 
by all possible host-range mutants of the bacteriophage. 
(ii) To show that the frequency of the completely bacteriophage resistant bacterial 
strain within equilibrium bacterial population resulting from this modified mod-
elling framework depends on the input concentration of the limiting resource (S'o) 
into the chemostat and to deduce the form of this dependence. 
(iii) To demonstrate that bacterial diversity in equilibrium decreases with increasing 
concentrations of the resource supply in the presence of the completely resistant 
bacterial strain. 
(iv) To show that phage can benefit from the existence of a completely resistant bac-
terial strain at high concentrations of the resource supply provided that hack-
mutations (reversals) from complete resistance to partial resistance are sufficiently 
frequent. 
4.2 In t roduc t ion 
Complete phage resistance in bacteria is one which cannot be countered by the phage 
through host-range mutations, therefore the bacterial strain which possesses it is immune 
to infection by all possible phage strains within the system under study. This is in 
contrast to partial resistance which may prevent infection by a subset of phage strains 
of a particular species, although given enough time mutations may occur in the phage 
genome which allow it to adsorb to partially resistant bacteria. We note that the term 
partial resistance is often used to mean imperfect resistance to a single phage strain in 
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the literature [83], rather than resistance to some subset of strains, however we will use 
the latter definition in this thesis. 
Coevolutionary experimental studies conducted with bacteria and phage reveal that 
bacteria can indeed evolve complete resistance to one or multiple species of phage and 
that the emergence of complete resistance has significant implications regarding the 
structures of coevolving bacteria and phage populations [14, 79]. Usually complete resis-
tance is a result of mutations which lead to the elimination or severe deformation of the 
surface receptors used by the phage as adsorption sites [123, 82]. Since surface recep-
tors play various roles within the bacterial metabolism, the ability of the bacterium to 
develop complete resistance to phage depends on whether it can function and reproduce 
with the deformed or lost receptor, which in turn depends on the ecological setting in 
which coevolution takes place. Even if a completely resistant bacterial strain constitutes 
a viable cell (i.e. one that is able to survive and grow), it is expected to function less 
optimally than its susceptible and partially resistant counterparts, therefore complete 
resistance often comes with a high cost to the bacteria such as a large reduction in its 
growth rate. 
One example of complete phage resistance in bacteria can be observed in E. Coli 
populations coevolving with the phage T4 [14]. The initial receptor site used by both 
the T4 and the T7 phages is the membrane-bound lipopolysaccharide (LPS) polymer 
[57], but in contrast to T7 which can adsorb to sugar residues that lie deep within the 
LPS backbone [114], T4 binds to the terminal sugar residue of LPS [37, 111]. As a 
consequence, a large number of mutations that yield partial T7 resistance in E. Coli 
through truncations of LPS have been shown to lead to T4 cross-resistance [79]. Studies 
aimed at discerning and comparing costs associated with resistance to T4 and T7 phages 
in E. Coli have revealed that mutations which result in the elimination of sugar residues 
that lead to large truncations of LPS have higher fitness costs than those which lead 
to shallower truncations [79, 80]. In [114], the authors were able to isolate T7 strains 
that are able to bind to LPS backbones lacking any sugar residue (see strain T7-Re 
in Table 3 of [114]), suggesting that the only LPS-related modification that can confer 
complete resistance to T7 is the complete elimination of LPS. However, E. Coli cells 
cannot survive without LPS [96]. 
On the other hand, E. Coli can gain complete resistance to T4 through truncating 
its LPS backbone by only a single sugar residue and bacterial strains possessing such a 
truncation have been shown to survive and grow, be it at a lower rate than cells with 
complete LPS backbones in the absence of phage [114, 79]. This has been suggested as 
an explanation for the observation that, unlike T7, T4 lacks host-range mutants which 
can counter resistance in E. Coli [14]. 
The importance of the effects of environmental conditions on the emergence of com-
pletely phage resistant bacterial strains can be seen in the interactions between E. Coli 
and lytic A-phage. The receptor used by the A-phage as an adsorption site is the LamB 
porin, located within the outer membrane of E. Coli. This protein is used by the bacteria 
for maltose uptake [133] and is encoded by the lamB gene within the E. Coli genome. 
Three classes of mutations in lamB yielding resistance to A were identified in [66]. Two 
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of these classes were shown to be missense mutations leading to structural alterations 
in LamB and conferring partial resistance to A, as host-range mutations were shown to 
exists in the A genome which could counter these two classes of mutations. 
The third class contained nonsense mutations which resulted in nonfunctional or 
completely suppressed LamB proteins and the authors were not able to identify any 
A strains able to infect bacteria possessing such mutations. This suggests that one 
could label bacterial strains possessing this third class of mutations as completely phage 
resistant. However, in a separate study it was shown that, while such strains are able to 
grow at high concentrations of maltose probably owing to alternative means of maltose 
transport such as diffusion [82], they are not able to do so at low maltose concentrations 
[133]. Therefore in an environment in which maltose is the main carbon source for 
E. Coli, one can expect to find completely A-resistant strains only if the environment 
contains high concentrations of maltose. This observation exemplifies the fact that 
whether complete phage resistance can persist in a bacterial population depends as much 
on the ecological setting in which coevolution takes place as it does on the genetics and 
molecular processes underlying adsorption. 
In Chapter 3, we developed in-chemostat models of bacteria-phage coevolution which 
probed the relationship between diversity within the bacteria and phage populations and 
the amount of resources fed into the chemostat (also termed the resource supply). A novel 
feature of these models was their inclusion of terms which described the dependence of the 
bacterial host on the abiotic resource, interactions between different bacteria and phage 
strains as well as creation of new strains through mutations, all in a single dynamical 
system. A major prediction resulting from that chapter is that, while bacterial diversity 
always approaches a nonzero constant for high values of the resource supply, phage 
diversity can either be a monotonically increasing or unimodal function of the resource 
supply, depending on the details of the molecular interactions between the phage ligands 
and bacterial surface receptors. However a central assumption of the models studied in 
Chapter 3 was that all bacterial strains are susceptible to at least one phage strain, 
therefore the possibility of complete resistance was not considered. 
The above discussion strongly suggests that complete resistance plays an important 
role within coevolving bacteria and phage populations and it can be observed in many 
systems. In fact, some researchers hypothesize that all bacteria-phage systems contain a 
fundamental asymmetry whereby a bacterial strain able to resist infection by all phage 
strains eventually emerges [82]. The purpose of this chapter is to address this issue by 
investigating the behavior of the coevolutionary system developed in Chapter 3 under the 
additional assumption that a single bacterial strain exists which is resistant to all possible 
phage strains within the chemostat. Specifically, we aim to determine the relationship 
between equilibrium bacteria and phage diversity and the resource supply, and compare 
our results to those of Chapter 3. We further ask whether the existence of complete 
resistance provides hidden benefits to the phage under certain parameter regimes. 
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4.2.1 A s s u m p t i o n s 
Our model is built around the following assumptions concerning bacteria and phage 
populations coevolving in the chemostat; 
Di- The chemostat has a constant dilution rate and is well mixed, ensuring that the nu-
trients, bacterial cells and phage particles are distributed homogeneously through-
out the chemostat. 
Dg. Bacterial cells live on a single limiting resource which is fed into the chemostat at 
the dilution rate and has no inhibitory effects on the bacteria at high concentra-
tions. This ensures that bacterial cells grow faster at higher resource concentra-
tions. 
D3. Each bacterial cell belongs to one of a fixed number of genetically distinct types 
which differ in the structure of their receptor molecules involved in adsorption, and 
they therefore have different growth rates, growth yields and different abilities to 
resist phage infection. 
D4. Each phage particle belongs to one of a fixed number of genetically distinct types. 
Phage types differ in the structure of their tail proteins and thus in the range of 
bacterial types they can infect, the rate at which they adsorb to different bacterial 
types and in their burst sizes. 
D5. There is one bacterial type which is completely resistant to all possible phage types 
within the experiment. 
Dg. All phage types are lytic and all successful adsorption events lead to bacterial lysis. 
D7. During reproduction there is a non-zero probability that one or more of the daugh-
ter bacteria or phage will be of a different type to their parent. The probability 
of mutation as well as the burst size of a phage type is independent of type of 
bacterial cell in which it replicates. 
These assumptions are essentially the same assumptions used in Chapter 3, the 
only exception being assumption D5, which formalizes the existence of a completely 
resistant bacterial type. Therefore the structure of the models considered here will be 
very similar to the ones analyzed in Chapter 3, although one important difference is the 
total number of bacteria and phage types considered. For the remainder of the chapter 
we will denote the number of bacterial types by n, the number of phage types by m 
and assume that n = m+ 1. This is in contrast to Chapter 3, where bacteria-phage 
systems in which n = m were considered. We note that the methods used in this chapter 
can easily be generalized to study a bacteria-phage system in which there are multiple 
completely resistant bacterial types, however we refrain from doing so as it will lengthen 
the derivation of our results. 
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4.2.2 N o t a t i o n 
We will use the following notational conventions in this chapter. The vectors 1 = 
(1 , . . . , 1)^ and 0 = (0 , . . . , 0)^ will be used to denote vectors of ones and zeros, dimen-
sions of which will depend on the context in which they are used, and ej 6 R"' will be 
used to denote the unit vector in the direction of the j th coordinate so that (e^)^ = 1 if 
i = j and (e^)^ = 0 otherwise. Given a row vector c G R^ we shall use to denote the 
corresponding column vector and Ac will denote the diagonal k x k matrix with entries 
(Ac)- = Ci for 2 = 1,..., k. Moreover, for a finite subset S = { c i , . . . , c „} of R*, we will 
use ( c i , . . . , c-n) to denote the span of S. 
Given two vectors a, b G R^, the inequality a > b shall be used to mean that 
Gj > bj for all j 6 {l,...,A:}, a > b will mean that a > b but aj > bj for some 
J G {1 , . . . , k}, while a b will be used when aj > bj for all j G {1 , . . . , A:}. The inner 
product of a and b will be represented by (a,b) and thus (1, a) = ||a||i = for 
a > 0. We shall also make use of the element-wise operations ab = {aibi, . . . , 
and a /b = ( a i b i , , a^/bk)'^. 
For a linear operator C : —> R", will be used to denote the transpose of C, 
p{C) to denote its spectral radius, Ker(£) for the null-space and R(JC) for the range of 
£. li V :W^ R" is a projection, = V, then we will use to denote R{I — V) 
so that R" = R{V) © R{Vy^. 
Given two maps f (x) : R —» and h{x) ; R R we will write f (z) = 0{h{x)) asa; —» 
XQ if (f ( z ) ) exists and has finite norm. Furthermore, if lim^c^zo (f (^)/s(^)) = 
1 for some g(x) : R R^ then we shall say that g(z) is an asymptotic approximation 
of f (z) and write f{x) ^ g(x) as x XQ. 
4.2.3 T h e M o d e l 
Let us denote the density of bacterial type i by bi{t) for i = 1,... ,n, the density of 
phage type j by pj{t) for j = 1,... ,m and the concentration of the limiting resource by 
S{t) at time t in the chemostat. We shall also denote the resource-dependent growth 
rate of bacterial type i by Bi{S) so that its uptake rate of the limiting resource is given 
by Ui{S) = Bi{S)/gi, where g, is the growth yield associated with bacterial type i. In 
accordance with assumption Dg we will impose the following conditions on B (5) which 
are assumed to hold for alH G {1, . . . , n}: 
Bj. > 0 for all S > 0, 
62- Bi(S) — 0 if and only if 5 = 0 and 
B3. LIMS_^OO Bi{S) = Bi < 00 
Bacterial mutations will be modelled using a bacterial mutation process M, which is a 
Markov transition rate matrix containing the probabilities of mutation between bacterial 
types. More explicitly, {M)ij will denote the probability that a parent bacterial cell of 
type j will produce a daughter bacterial cell of type i during reproduction, given that 
a mutation occurs. The diagonal elements of M containing the probabilities of clonal 
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reproduction are therefore given by {M)ii = 1 — which is a consequence of 
the Markov the property of M. If the total probability of mutation for type j, given by 
is equal to the same value for all j, and denote this with the small parameter 
Cb, then the bacterial mutation process can be written as M. = M.^ := I + €hC}, for some 
matrix Clearly, and thus l^£b = 0^. We will further assume that A4 
is an irreducible matrix which simply means that each type can mutate into any other 
type within the system in an arbitrary number of mutation steps. Furthermore, we will 
call the small parameter 66 the bacterial mutation rate hereafter. 
Mutations between different phage types will be modelled using a phage mutation 
process W, which is defined in an analogous way to the bacterial mutation process and, 
under the assumption that the total probability of mutation is the same for all phage 
types, it can be written as W = I+tpCp for some matrix Cp and some small phage 
mutation rate Cp. Due the Markov property property of W we also have l ^ W = 1^ and 
thus I'^Cp = 0^. For notational simplicity we will henceforth assume that = Sp = e 
and note that the results of this chapter can easily be adapted to the case whereby 
Cp = cei for some c > 1 which represents the fact that phage mutation rates might be 
higher than bacterial mutation rates. 
The interaction between bacteria and phage types will be modelled using the ad-
sorjition operator $ . The i,j-th element of $, denoted by (pij, is the rate of adsorp-
tion of phage type j to bacterial type i measured per unit bacterial density per unit 
phage density and therefore elements of $ are independent of the respective bacteria and 
phage densities. Since there are m phage types and n bacterial types with n = m + 1, 
$ ; ^ R" is a rectangular matrix. Moreover, the structure of the adsorption oper-
ator depends on the molecular and genetic mechanisms underlying adsorption and the 
reader can refer to Chapter 3 for a discussion of adsorption operators resulting from 
some classical host-parasite interactions widely used in the ecological literature, such as 
the matching alleles and the gene-for-gene interactions. 
Using the terms defined above one can write down the following system of equations 
governing the evolution of the bacteria, the phage and the limiting resource in the 
chemostat; 
^ = At , [B(S)b] - ($p) b - (fb, (4.1a) 
dt 
dS 
W e [ 0 ( $ ^ b ) p ] - d p , ( 4 . 1 b ) 
= d ( S o - . 9 ) - ( U ( S ) , b ) , OLlc) 
where d denotes the dilution rate, b = (6i((),. •., bn(t))'^ and p{t) = (pi(t),... 
are the vectors containing bacteria and phage densities and /3 = {(3i,..., •, where 
is the burst size of phage type i. In (4.1a), B(6') = (Bi{S),..., 5„(S'))^ is the vector of 
bacterial growth rates and U(S') = i U i { S ) , U n { S ) ) ^ in (4.1c) is the vector of uptake 
rates. Furthermore in (4.1c), 5*0 is the concentration of the limiting resource fed into 
the chemostat at the dilution rate and we shall call this parameter the resource supply. 
For a derivation and a more detailed description of the terms used in (4.1) the reader 
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should refer to Chapters 2 and 3. 
For the remainder of the chapter we will make use of the nonlinear operator F : 
j^n+m+i y X R+ —> ]^m+n+i (jgfined in such a way that the steady state equations of 
(4.1) given by 
Me lB(S)b] - ($p) h~db = 0, (4.2a) 
W, [13 (#^b) p] - dp = 0, (4.2b) 
(% - g) - (U(^), b) = 0, (4.2c) 
F(X;e,%) = 0, (4.3) 
can simply be written as 
where X = (b, p, S). Moreover, the linearization of F with respect to X at X = X* will 
be denoted by d x f (X*; c, %) and dx_go-F(X*;e, Sg) will be used for -^dxF(X*;e ,So) 
evaluated at SQ = SQ. 
4.2.4 A s s u m p t i o n s on $ 
We make the following natural assumption on the structure of the adsorption operator 
which ensures that all phage types can grow and only one bacterial type is completely 
immune to infection by phage: 
(P*). Each phage type can adsorb to at least one bacterial type, but the converse is 
not true. Instead, all bacterial types except type n is susceptible to at least one phage 
type. 
This assumption implies that each column of $ and columns 1 through m of 
have at least one positive entry. Furthermore, all entries of column n of are zero 
and thus e„ e Ker , which simply states that bacterial type n is completely phage 
resistant. We will impose the following additional condition on $ which will be used in 
the derivation of the results of this chapter: 
(P). K e r M = (e^). 
This assumption implies that $ is injective since dim(Ker($)) = m — dim(%($^)) = 
0. It is clear that an adsorption operator satisfying assumption (P) automatically satisfies 
assumption (P*), however (P*) does not imply (P). For the remainder of the chapter we 
will impose the more restrictive assumption (P) on $ as it will be useful in the derivation 
of our results. This assumption allows us to define the orthogonal projection operators 
Vs •• Ker ($^) and = 7 - Pg : R" —^  Ker ($^) so that any a e can 
be written as a = + %a. If a is a bacterial density vector, then VN^ contains 
the densities of the partially resistant bacterial types, while Pga contains the density of 
the completely resistant type. We shall also define the smaller matrix 8 : R"'' 
through {Q)ij = ($^)^j for all i,j G {! , . . • ,m}, which is invertible by (P). To clarify 
the assumptions on let us consider a couple of examples. 
Example 7. / / n = 3 and b = (a,b, c)^ is the bacterial density vector, then = 
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(a,b, 0)^ andVsh = (0,0, c)^ respectively denote the projections onto the space of par-
tially resistant types and that of the completely resistant type. 
Example 8. Suppose that m = 3 and we have four adsorption operators given by 
1 0 0 ' 1 0 0 ' 1 0 0 " ' 1 1 1 " 
0 1 1 
,$2 = 0 1 0 ,$3 = 0 1 0 and $4 = 0 1 1 
0 0 0 0 0 1 0 0 0 1 0 1 
0 0 0 0 0 0 0 0 0 0 0 0 
$ 1 
Then and $2 do not satisfy our assumptions since bacterial type 3 in #1 is not 
susceptible to any phage type and phage type 3 in $2 cannot infect any bacterial type. 
However $3 and $4 are admissible adsorption operators in the sense that they satisfy 
(P). 
4.3 Resu l t s 
The dynamical system (4.1) was studied in detail in Chapter 3 for the case in which the 
number of bacteria and phage types are equal and completely resistant types are absent. 
We restate the following result taken from Chapter 3 concerning the existence of and 
dissipative bounds on solutions of (4.1) and note that the proof of this result remains 
unchanged under assumption (P). 
Proposition 11. Suppose that So,d > 0 and e > 0. Then for each initial datum 
X(0) = (b(0),p(0),5(0)) satisfying b(0) > 0 and p(0) > 0, (4-1) has a unique solution 
X(i) = {h{t),p{t), S{t)) for all t > 0 a.nd if e > 0 then X(t) 0 for all t > 0. 
Furthermore, if we write g = Cj where 0 <C 7 1 and C > 0, then for each 5 > 0 
there exists ats>0 such that 
(1, p(f)) <: 3o 4- a 
for all t > ts. 
4.3.1 Ex i s tence of Equil ibrium Solutions 
We now show that the steady-state system (4.2) has at least three solutions under 
assumptions B1-B3 and (P). However this result holds only if d < where 
B = (Bi,..., Bn)^ is the vector of maximal growth rates, otherwise the trivial solution 
(b, p,5o) = (0,0, %) is the only solution of (4.2) and all solutions of (4.1) converge to 
it (see Chapter 3 for the proof). This is simply a rephrasing of the intuitive result that 
if the dilution rate is too large, extinction is the only possible long-term outcome of a 
chemostat experiment. 
Theorem 8. Suppose that B1-B3 and (P) apply; fix e > 0 and 0 < d < p (vWgAB). 
(i). the trivial equilibrium Xj'(5'o) = (0,0, SQ) which exists for all SQ E ( 0 , 0 0 ) ; 
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(a), the phage-free equUibrium Xg(€, %) = (bb(e, 5'o), 0, %)) which exists for all 
So € (5'^(e),oo), where > 0, bi(e, 5o) 3> 0 and 0 < Si,{e,So) < Sq; and 
(Hi), the coevolutionary equihbrium Xp(e,S'o) = (bp(e, 5*0), Pp(e, 5o), 5'p(e, ^o)) which 
exists for all So G oo), where 5'^(e) > 5^(e), bp(e, Sq) » 0, Pp(e, > 0 
and 0 < Sp{e,So) < So-
Proof. The existence of the trivial solution can be confirmed through substitution and 
the existence of the phage-free solution was established in Proposition 1 of Chapter 2, 
where it was also shown that dSi,{E, So)/dSo = 0 for all SQ > 5® (e) and that the bacterial 
densities within this solution branch take the form 
lb6(e,,So) = A ( 5 b ) t ) * ( f ) ( 'L ' * ) 
for some b*(e) 3> 0, where X{Sq) satisfies A(5'o) = 0, lirngg^oo A(%) = oo 
and dA(S'o)/dS'o > 0 for all So > So{e)- Recall that the relative densities of bacterial 
types within this solution branch are independent of So-
Let us now prove the existence of a coevolutionary solution branch. We begin by 
demonstrating the existence of a unique value of So at which a bifurcation occurs on the 
phage-free solution branch to another solution branch in which the phage has non-zero 
density. By the implicit function theorem, a bifurcation can occur in this case only if 
the linearised equations 
d x F ( X g ( e , % ) ; 6 , S o ) ( h , k , (7 ) : ^ = 0 
has a non-trivial solution for some S o > SQ- More explicitly, we need to show that there 
exists some (h, k, a) ^ (0,0,0) such that 
+ aJW, [B'(g6)b6] - dh - ($k) bb = 0, (4.5a) 
yy, ($^bb) k] - dk = 0, (4.5b) 
(U(%),h) + (7 (d-k (U^Sb), bb)) = 0 (4.5c) 
for some So > SQ , where denotes dU(S')/dS' evaluated at S" = Sb{€,So) and 
B'{S(,) = glJ'(Sh). Dependence of the phage-free solution on e and So was omitted in 
(4.5) for notational clarity. 
Substitute the right-hand side of (4.4) for b^ and define the linear operator Ti(b*) := 
We A/3 A ($^b*(e)) in such a way that (4.5b) can be written 
(4.6) 
Clearly, as Ti(b*) is independent of So and We is a non-negative, irreducible matrix 
and b* » 0 implies $^b* > 0 by assumption (P*), Ti(b*) is also irreducible and non-
negative. Therefore the Perron-Frobenius theorem can be used to deduce the existence 
of a positive and simple eigenvalue A(e) of Ti(b*), and corresponding left and right 
eigenvectors kf, » 0 and k^z » 0 respectively. Taking the inner product of (4.6) with 
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kz, gives 
A ( % ) = d / A ( E ) . ( 4 . 7 ) 
Since A : (5"^, oo) —> (0, oo) is continuous, strictly monotonic and surjective, it is invert-
ible. Thus for fixed d > 0 and e > 0 there exists exactly one value of which satisfies 
(4.7). Let us denote this value of So by SQ and note that (4.5b) has the non-trivial 
solution k G (kj%) at SQ = SQ. 
Define T^^Sb) := M e ^ ^ i S b ) and observe that (4.2a) can be written as T2(Si,)hi, = 
dbh on the phage-free solution brach. As is non-negative and irreducible and 
3(Sb) » 0, (i is a simple eigenvalue of T2{Sb) with corresponding left and right eigen-
vectors h i >• 0 and h.R » 0, where h j j e (bb). Substituting k = cikj j with ci € R \ {0} 
into (4.5a) and taking the inner product of the resulting equation with h/, at So = SQ 
yields 
_ ci (hi,((&k#) b*) 
(]1L,;\%[; pB'OS,,)!)*]) ' I 
where St, = %(e, jS^). We deduce that for each k G (k^) there exists a unique a which 
satisfies (4.5). 
Upon letting a(k, a) := a M e [B'(56)b6] — ($k) b^, (4.5a) can be simplified as 
( % ( g b ) - 4 h = a ( k , ( z ) , ( 4 . 9 ) 
which is a linear equation in h when o and k are fixed. Since {^.{Sb) — d) has a unique 
null-vector which is in the span of b;,, equation (4.9) has infinitely many solutions of 
the form h = h p -|- cgb), where h p is the particular solution of (4.9) and Cg is any real 
number. However the constant C2 can be fixed using (4.5c), which means that for each 
k G (k#) there is exactly one (h, a) pair which solve (4.5a) and (4.5c). This implies that 
dx-F(XB(e, So); £, So) at S'o = SQ has a unique pair of left and right null-vectors and 
thus the corresponding zero eigenvalue is geometrically simple. We will use (k^, h^ , aji) 
to denote the unique (k, h, ct) triplet which solves (4.5) and (kj:,hz,cr£,) to denote the 
solution of the corresponding adjoint problem so that the left and right null-vectors of 
dx-F(Xg(6, So); 6, So) at So = SQ can respectively be written as XL = (k&, h^, crj,) and 
X j j = (kji,hji,aR). 
In order to use the theory of bifurcation from a simple eigenvalue to establish the 
existence of a bifurcation point on the phage-free solution branch at So = SQ, we need 
to make sure that the transversality condition 
d x . % f ' ( X B ( € , S f ) ; e , S f ) X A ) 0 ( 4 . 1 0 ) 
is satisfied. Suppose that (4.10) does not hold and let X'{So) denote dA(5'o)/dS'o at 
So = SQ so that the converse of (4.10) can be written as 
( S f ) (hj:, [B'(%)b*]) - y ( ^ ^ ) (h^, ( $ k A ) b*) ( 4 . 1 1 ) 
+ y (S^) (k^:, W, ($^b*) ka]) - 0, 
where we have used to fact that dSb{e, So)/dSo = 0 at % = S^. Substituting the right-
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hand side of (4.8) for aR in (4.11) results in the cancellation of the first two terms on 
the right hand side to give 
( k z , , k j s ] ) = : 0 . ( 4 . 1 2 ) 
We know that b * 3 > 0 and thus 0 which follows from assumption (P*). Fur-
thermore, both kx, and kjt are strictly positive and We is non-negative. Therefore the 
coeffcient of X'{SQ) in (4.12) must be positive, which in turn implies that \'{SQ) = 0. 
However this is a contradiction since X{SQ) was established to be strictly monotonic in 
Chapter 2. 
We can now use the theory of bifurcation from a simple eigenvalue to deduce the 
existence of a solution brach X p which can be parametrized by SQ near = SQ and can 
be traced to the unique bifurcation point on the phage-free solution branch at SQ = SQ . 
It follows from the simplicity of the zero eigenvalue of dxF(Xg(6, SQ); e, So) at SQ = SQ 
that both SQ and X p depend smoothly on e and thus we can write SQ = S'^(e) and 
](,p(e,f%)) neeur So = 5%r(6). 
The dissipativity of (4.1) established in Proposition 6 implies that solutions of (4.2) 
cannot bifurcate from infinity, which in turn means that the existence of X p locally 
near SQ = 5'^(e) implies its existence for all 5o > S'^(e). Furthermore, one can easily 
demonstrate strict positivity of the bacteria and phage components of X p using the 
irreducibility of vWe and We, however we will omit this proof for brevity (see proof of 
Proposition 1 in Chapter 2). • 
In Chapter 2, it was shown that the trivial solution is the only solution of (4.2) 
when 0 < 5o < S^(e) and that all solutions of the temporal model (4.1) converge to 
the trivial solution within this parameter regime. This is not surprising since when 
there is an insufficient amount of resource in the chemostat, bacteria cannot grow at a 
high enough rate to compensate for the dilution rate and go extinct. Since the phage 
cannot survive without the bacteria, this also leads to the extinct of phage. Moreover, in 
Chapter 3 it was demonstrated that if 5^(6) < SQ < S f (e) then the phage-free solution 
is the only non-trivial solution of (4.2) and it was argued that all solutions of (4.1) with 
positive initial bacterial densities converge to the phage-free solution for such values of 
the resource supply. 
We would now like to proceed and show that the coevolutionary solution branch 
attracts all solutions of (4.1) with positive initial bacteria and phage densities whenever 
So > S'^(e). However we are not able to eliminate the possible existence of a second 
branch with non-zero phage density as this would require dxF(Xp ; e, SQ) to be bijective 
for all So > (e), a property we are unable to demonstrate. Nevertheless we note that 
numerical solutions of (4.2) computed for a wide range parameter values has failed to 
yield the existence of a bifurcation point on the coevolutionary branch. Furthermore, 
solutions of the temporal model (4.1) also computed for a wide range of parameter values 
have routinely converged to the the coevolutionary equilibrium established in Theorem 
8, therefore we state the following working hypothesis. 
Conjecture 1. Let X(t) = {h{t),p{t), S{t)) be a solution of (4.I) with fixed 0 < d < 
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p(A^eAB) and e > 0. If SQ > then limt_^ooX(i) = Xp(e, 5o) whenever ^.{Q) e 
j j m + n + i {Xt,Xb}, where X y , X f i and X p a re respectively the trivial, phage-free and 
coevolutionary equilibria of Theorem 8. 
The following result shows that the densities of the partially resistant bacterial 
types within the equilibrium solutions of the coevolutionary system (4.1) are uniformly 
bounded in e and SQ under assumption (P). Recall that for a bacterial density vector b, 
VN^ contains the densities of partially resistant bacteria. 
Lemma 6. Let X = (b, p, S) he any non-negative solution of (4-2) in which B(5) and $ 
are assumed satisfy B1-B3 and (P). Furthermore, assume that a > 0 implies ($a)* > 0 
for all i E . ,m}. Then there exists a constant s which is independent of SQ and 
€ e (0,1] such that 
I t 7 ) j v l ) | | < : s , ( 4 J . 3 ) 
where ||.|| is any norm. 
Proof Take the inner product of (4.2b) with 1 G to obtain 
(/3p, #^b) = d (1, p ) , (4.14) 
where we have used = 1^. Substitute b = "Pgb + VN^ in (4.14) and define 
P = p / ( l , p ) so that (/3P, $^Psb + ^^PArb) = (/3P,#^Pjvb) = d and thus, upon 
defining B = "PArb/UPjvbH, there results 
because = 0. 
If il'Pjvbll 00 along a sequence of solutions of (4.2), then one can find vectors P and 
B of unit norm such that ^ $ ( / 3 P ) , B ^ = 0 . However, since ^ e „ , $ ( / 3 P ) j = ^ e „ , B j = 0 
by definition and P > 0 implies ($P)i > 0 for all i G {1, . . . ,m} it follows that B = 0. 
This is a contradiction since B has unit norm and thus B > 0, meaning Pjvb is uniformly 
bounded along solutions of (4.2). 
• 
4.3.2 Equi l ibrium Solut ion Structure for Large SQ and Small e. 
Thus far we have established the existence of three solutions of (4.2), among which only 
the coevolutionary solution is one in which the phage coexists with the bacteria in the 
chemostat. We further argued that the coevolutionary equilibrium is the only solution 
in which the phage persists and that all solutions of the time-dependent system (4.1) 
converge to this equilibrium provided that the dilution rate is sufficiently small, the 
resource supply is sufficiently high and initial bacteria and phage densities are non-zero. 
We now investigate how changes in the resource supply effect the population structures 
of bacteria and phage within the the coevolutionary solution of (4.2). In addition to 
providing insights into how the resource supply mediates patterns of phenotypic diversity 
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observed within the chemostat, this will allow us to compare the behavior of the system 
studied in this chapter to that studied in Chapter 3 in which complete resistance was 
not considered. 
The following analysis is based on the assumption that there exists an e > 0 and 
0 < 5'Q < oo such that an X(e, So) — (b(e, So), p(e, So),S(e, So)) solving the equilibrium 
system (4.2) exists and is smooth with respect to both e and % for all e E [0, e) and 
So £ (SQ,OO). The assumption smoothness is verified in Appendix B and it allows us to 
obtain an approximation of X(e, ^o) for small values of the mutation rate parameter e 
by expanding X(e, So) near e = 0 using power series and solving for the %-dependent 
coefficients of this expansion using the steady-state equations. We can then deduce how 
equilibrium bacterial densities, phage densities and the resource concentration within 
the chemostat vary as a function of the resource supply by investigating the dependence 
of these coefficients on 5*0. 
Observe that only positive powers of e appear in (4.2) as both Aie and We can both 
be written as I + e£ for some matrix L or, more generally, as 7 + e(£i + + . . .) for a 
series of matrices £ i , £2, • • • if higher order mutations are considered. This suggests that 
X(e, So) can be expanded around e = 0 using regular power series and thus we assume 
that 
t)(e, 5o) = bo(5'o) + ebi(S'o) + e^b2(iS'o) + . . . , (4.16a) 
p(e, So) = po(5'o) + epi(So) + e^p2(%) + . . . , (4.16b) 
^(e, So) = aoiSo) + eai{So) + e^cr2(5o) + . . . (4.16c) 
near e = 0 and that 
bo('?o) > 0 and po(5'o) > 0 for all 6b € (5'o,oo), (4.16d) 
all of which are formally justified in Appendix B. We also require the following additional 
assumptions on system parameters: 
ASi. B1-B3 apply and d < Bn so that BniS) - d = 0 has a unique solution S — S*. 
AS2. ($^$)"~^ <l>^  (6(6"*) — d) > 0, noting that ($^$) is invertible since $ has rank 
m. 
AS3. 0~^(l//3) 0, where © was defined in Section 4.2.4. 
Although assumptions ASi and AS2 might seem restrictive, one can easily write down 
biologically relevant adsorption operators which satisfy them. For example a matching-
alleles type interaction between the partially resistant bacteria and the phage, which can 
be modelled using an adsorption operator that is diagonal when restricted to its first m 
rows (see in (4.28)), does satisfy these assumptions. For a more detailed discussion 
on the restrictions posed by these assumptions the reader should refer to the discussion 
following Remark 4 in Chapter 3 where similar assumptions were made for the analysis 
of a coevolutionary model lacking complete resistance. 
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Provided AS1-AS2 apply, the coefficients bj(S'o), pX%) and ai{So) in (4.16) can be 
determined by substituting the right-hand side of (4.16) into (4.2) and using the fact 
that the resulting equations must hold for small e as well as at e = 0. Details of this 
calculation are given in Appendix B and it yields the following results: 
Resource Concentration: The leading order term in the asymptotic expansion of 
5(e, 6'o) is given by 
ao = S*, (4.17) 
where S* is the unique solution of Bn(S*) = d. Clearly, CTQ is independent of % and an 
investigation into higher order terms in (4.16c) reveals that <Tj(S'o) is bounded in SQ for all 
i > 1. This means that the resource concentration in the chemostat is largely unaffected 
by changes in the resource supply and is approximately equal to the break-even resource 
level of the completely resistant bacterial type for low mutation rates. 
Partially Resistant Bacteria: Recall that the bacterial density vector b can be writ-
ten as Pivb + Pgb, where the first m entries of P^rb contain the densities of partially 
resistant bacterial types and the last entry of P g b contains the density of the completely 
resistant bacteria. The projection operator "Pjv can be applied to (4.16a) to yield 
P ; v b ( € , % ) - 7 ^ N b o ( ^ o ) + e ? ^ N b i ( % ) + O ( e ^ ) 
as e \ 0, which can be used to approximate the densities of the partially resistant 
bacterial types. The leading order term in this series is given by 
P A r b o ( S o ) = d ( 6 - : ' ( l / ) 8 ) , 0 ) ^ , ( 4 . 1 8 ) 
which is independent of So- Moreover, the remaining terms, which are 0{e) as e \ 0, 
are bounded in SQ by Lemma 6. Therefore densities of partially resistant bacterial types 
are largely unaffected by changes in the resource supply for small e. 
Completely Resistant Bacteria: Applying Vs to (4.16a) yields 
P g b ( e , S o ) = P g b o ( 5 o ) - k 6 P s b i ( S o ) + 0 ( 6 ^ ) ( 4 . 1 9 ) 
as e \ 0 and the leading order term on the right-hand side of this expression is given by 
T {m types \ 
VMS.)^ 
types 
I ( 4 , 2 0 ) 
Since VM^Q{3Q) is the 5'o-independent term given in (4.18), it is clear that the last 
component of Pgbo(5'o) increases linearly with So, which means that the density of the 
completely resistant bacterial type increases without bound with the resource source 
supply into the chemostat for small values of the mutation rate parameter e. 
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Furthermore, from (4.20) we see that if SQ < SQ, where 
( U ( 6 : * ) , P ; ^ b o ( % ) ) , ( 4 . 2 1 ) 
then the last entry of the leading order term in (4.16a) is negative and the positivity 
assumption on bo(6'o) given in (4.16d) fails. Consequently if 5^(e) < SQ, where 5^(e) 
is the value of SQ above which the phage can persist, then there is an interval = 
(SQ{6),SQ) in which the coefficients in (4.16) cannot be determined and no statement 
can be made about the dependence of the solutions of (4.2) on the resource supply. 
Phage: The leading order term in (4.16b) is given by 
p o = $ ^ ( B ( S * ) - ( f ) , ( 4 . 2 2 a ) 
which is independent of So- On the other hand, higher order terms in (4.16b) can be 
written as 
p K - ^ o ) = 5 ' o P i + 0 ( 1 ) as 5o oo, (4.22b) 
where the So-independent vectors P j 6 have the following property; 
Pjv^b[en] = 0 = > P i = 0 for alH > 1. (4.22c) 
In (4.22c), e„ is the unit vector in the direction of the completely resistant bacterial type 
and Ct) is the mutation component of the bacterial mutation process M.e = I+eLh- As a 
result, when multiplied by the mutation rate parameter e, the vector VNC}\e.f^ contains 
the rates of mutation from the completely resistant bacterial type to partially resistant 
ones. 
The coefficients given in (4.22a) and (4.22b) lead to two striking observations con-
cerning complete resistance. Firstly, they imply that the ecological model obtained by 
setting 6 = 0 in (4.2) behaves very differently to an evolutionary model in which e > 0. 
This is because X(5o) = (bo(S'o),po, 5*) is an exact solution of the ecological model 
and the phage component of this solution is independent of SQ, meaning phage densi-
ties within the coevolutionary equilibrium of the ecological model remain constant with 
changes in the resource supply. In contrast, (4.16b) and (4.22b) reveal that phage den-
sities may increase without bound with SQ when e > 0, a feature which would have 
been completely missed if an ecological modelling approach was chosen instead of an 
evolutionary one. 
Increase in phage densities for high values of the resource supply in the presence of 
complete resistance has another implication regarding the effects of complete resistance 
on the coevolution of bacteria and phage. Comparing this behavior to the system studied 
in Chapter 3, where phage densities were shown to be uniformly bounded in SQ in 
the absence of complete resistance, leads to the counterintuitive observation that the 
p r e g e M c e o / a p A a g e t e n e y Z k ( A e p A a g e a t M g A 
of the resource supply. However this observation is not so counterintuitive and it can be 
explained as follows. 
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Recall from (4.20) that high densities of completely resistant bacteria can be achieved 
by increasing the resource supply into the chemostat. As a result, density dependent 
mutations incorporated into our models ensure that even if the mutation rate is small, 
a significant number of partially resistant bacteria are created through back-mutations 
(reversals) from complete resistance to partial resistance provided that the resource sup-
ply is sufficiently high. The partially resistant bacteria created through such mutations 
are in turn lysed by the phage to create new virions, leading to an increase in phage 
densities. Note that this argument relies on the existence of back-mutations and lack of 
back-mutations from the completely resistant bacterial type to partially resistant ones 
should therefore lead to phage densities that are bounded in So- Setting Pjv^b[^n] = 0 
in (4.22) reveals that this is indeed the case, whereby all terms in the right-hand side of 
(4.16b) become bounded in if back-mutations are not permitted. 
Let us summarize the results of this section. We have shown that there is a re-
source supply value (Sq) above which both the equilibrium resource concentration in 
the culture vessel and the equilibrium densities of the partially resistant bacteria are 
unaffected by changes in the resource supply . We further showed that the equilibrium 
density of the completely resistant bacteria increases linearly with the resource supply 
and the phage densities exhibit one of two behaviours; If back-mutations are possible, 
then equilibrium phage densities increase with the resource supply, otherwise they are 
unaffected by changes in the resource supply. These results are illustrated in Figure 4.1. 
Bacterial Diversity 
Since densities of partially resistant bacterial types remain unchanged while that of the 
completely resistant bacterial type increases with the resource supply, bacterial diversity 
should decrease with the resource supply into the chemostat. Let us formalize this 
observation and deduce how bacterial diversity measured using Simpson's index changes 
as a function of the resource supply for large values of this parameter. 
For a given density vector q e R" that satisfies q > 0, the Simpson's diversity index 
of q is given by the non-negative map 
' K s ( q ) = 1 -
which can be rewritten in the simpler form 
1 
n ( l ,q) (4.23) 
T) -)— 1 
7Y,((l) = (q, q), (4.24) 
that has the maximum value % ( q ) = 1 if types are uniformly distributed and the 
minimum value %(q) = 1/n if q represents a state of competitive exclusion in which 
only one type has non-zero density. 
Let ussetbjv ;= PNb(e,So) and 6s := (e„,P5b(e,S'o)). Substituting q = b(e,S'o)/||b(e,S'o)||i 
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(a) (b) 
QB QP 
OQ O Q 
with back-mutations 
QB qP 
' ^ 0 
qB QP Oq OQ 
(d) 
without back-mutations 
qB QP 
Dq DQ 
Figure 4.1: An illustration of the total equilibrium density of (a) partially resistant 
bacterial types, (b) completely resistant bacterial type, (c) phage and (d) resource con-
centration as a function of the resource supply for small e. Red lines indicate the region 
of resource supply values in which the solution structure is unknown. 
with b(e, SQ) = 4- into (4.24) and using (e^, bj^) = 0 yields 
7 ^ , ( b ( e , % ) ) = 
n + 1 I |b jv | l2 
n 
n + 1 
| | b ^ | | ^ + 2 | | b ^ | | , 6 g + 62 
/ b s ) ' ^ + 1 
^ ( | | b ; ^ | | l / 6 a ) " + 2 | | b ; , | | l / 6 g + l ' 
where || • ||i and || • II2 respectively denote the l-norm and the 2-norm. From Lemma 6 we 
know that bjv in uniformly bounded in SQ and the asymptotic analysis of the previous 
section has revealed that the density of the completely resistant type 65 diverges as 
So —^  00. It follows that 
lim 
So—>00 0 5 
= lim 
So—>-oo bs 
= 0 
and therefore 
lim Hsih(e,So)) = 1/n, 
^oo 
which shows that bacterial diversity is minimized as the resource supply is increased. 
Figure 4.2 illustrates the pattern of equilibrium bacterial diversity resulting from changes 
in the resource supply in the presence of the completely resistant bacterial type. Note 
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that bacterial diversity is low at both high and low values of the resource supply, whereby 
the latter is due to the fact that the chemostat at equilibrium is phage-free at very low 
values of the resource supply, where the most competitive bacterial type with the highest 
growth rate dominates. Therefore the overall pattern of equilibrium bacterial diversity 
is hump-shaped as a function the resource supply. 
QB QP 
' ^ 0 <^0 
Figure 4.2: Equilibrium bacterial diversity versus resource supply. 
Phage Diversity 
Looking at (4.22) we see that, except po, all terms on the right-hand side of (4.16b) 
diverge as % —+ oo when e is non-zero. This means that for fixed e > 0, no matter how 
many terms are included in the approximation p(e, 5o), such an approximation will be 
inaccurate given a high enough value of SQ. AS a result, unlike bacterial diversity, no 
statement can be made about phage diversity in the limit SQ ^ oo. 
However, if there are no back-mutations from the completely resistant type to par-
tially resistant types, then all terms in the asymptotic expansion of p(e, 5o) are 0(1) in 
So as SQ CO, as evident by setting Piv>Cb[en] = 0 in (4.22), and thus phage densities 
are accurately described by po for high SQ and small e, meaning phage diversity can be 
approximated by the ^-independent term 7Yg(po). 
4.4 Numer ica l Examples 
We now present some numerical examples in order to illustrate the points discussed in the 
previous section. Consider a bacteria-phage system in which there are four phage types 
p = {pi,... ,P4)^ coevolving with five bacterial types b = {bi,..., 65)^ and suppose that 
bacterial type 5 is completely phage resistant. We will assume that all bacterial types 
consume the resource at a rate given by Michaelis-Menten kinetics and thus 
Ui{S) = XjS (4.25) 
for i — 1 , . . . ,5, where K is the affinity or the half-saturation constant, which is taken 
to be the same across all bacterial types and Xi is the maximal uptake rate of bacterial 
type i, the phenotype with respect to which bacterial evolution takes place. We will 
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order the bacterial phenotypes in such a way that xi < X2 < xs < 2:4 < Z5 in order to 
reflect the observation that complete resistance has a higher fitness cost relative to partial 
resistance. For the purposes of the examples discussed in this section we will also suppose 
that the growth yields of all bacterial types are equal and denote this by the constant C so 
that the vector of bacterial growth rates takes the form 6 ( 5 ) = {CUi(S),..., CU^{S))'^. 
Clearly these growth rates satisfy assumptions B1-B3 with Bi = Cxi for i = 1 , . . . , 5. 
For both the bacterial and the phage mutation processes we will use the Jukes-Cantor 
69 (JK69) substitution model in which all bacterial types, and similarly all phage types, 
mutate into each other at the same rate (see Chapter 3 for a discussion). However, we 
note that the use of other mutation processes in the numerical examples below does not 
make a significant difference to the overall structure of the solutions provided that the 
irreducibility condition holds and mutation rates are small. The use of JK69 results in 
the following explicit forms for the bacterial and the phage mutation processes: 
1 — 4e e e e e 
e 1 — 4e e e e 
e e 1 — 4e e e 
e e e 1 — 4e e 
e e e e 1 — 4e 
(4.26) 
and 
1 — 3e e e e 
e 1 — 3e e e 
6 6 1 — 3e e 
e e e 1 — 3e 
(4.27) 
Now consider the following two parameter-dependent adsorption operators repre-
senting two different types of interactions between the phage tail fibres and the bacterial 
surface receptors: 
1 0 0 0 ' 1 A A2 A3 
0 7 0 0 0 \v X^v 
0 0 0 a n d $TOGFG = 2 X 10 ® 0 0 A3%2 
0 0 0 0 0 0 A3%3 
0 0 0 0 0 0 0 0 
^MA = 2 x 10 
(4.28) 
The adsorption operator may result from a matching-alleles interaction in which 
phage types have high specificity towards partially resistant bacterial types, akin to a 
molecular interaction in which each receptor configuration on the bacteria is countered by 
only a single tail fibre configuration on the phage. The interaction between the A-phage 
tail fibre and LamB protein on E. Coli is thought to be of an imperfect lock-and-key kind 
[147] which can be modelled using an adsorption operator that is a small perturbation 
of ^MA- Here the parameter 0 < 7 < 1 represents a trade-off between phage adsorption 
rates and bacterial growth rates in such a way that its inclusion in ^ M A yields lower 
adsorption rates on bacterial types which have lower growth rates. In Chapter 3 it was 
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parameter description value 
C(zi,z2,a;3,z4,2;5) 
(A, Az, A , A ) 
K 
d 
e 
C 
7 
maximal growth rates 
burst sizes 
bacterial half-saturation constant 
dilution rate 
mutation rate 
growth yield 
matching-alleles trade-off 
gene-for-gene trade-offs 
(1.18,1.009,0.89,0.66,0.4) 
(306,153,99,72) 
0.06 iig/ml 
o ^ & - i 
10-4 
4.35 X lO'^cells/fxg 
0.5 
0.94,0.636 
Table 4.1: Parameters used in the numerical examples. 
shown that a matching-alleles type interaction between the phage and the bacteria leads 
to monotonically increasing phage diversity as a function of the resource supply into the 
chemostat in the absence of a completely resistant bacterial type. 
The adsorption operator ^mGFG representing a modified gene-for-gene interaction 
was used in Chapter 3 and [52] to model the interaction between T7 tail fibres and 
LPS receptors on E. Coli. The structure of ^mGFG is such that starting from wild-type 
bacteria (type 1 with density bi) each successive phenotypic mutation taking 6* into bi+i 
leads to a larger truncation of the LPS receptor. The main difference between $mGFG 
and ^ M A is that, while in ^ M A each phage type can adsorb to only a single bacterial 
type, in ^mGFG phage types that are able to bind to bacterial types with truncated LPS 
receptors are also able to bind to bacterial types with longer LPS receptors thus resulting 
in an upper-triangular adsorption operator. The parameter 0 < u < 1 in ^mGFG 
represents a decrease in adsorption rate due to truncations in LPS while 0 < A < 1 
represents a decrease in the adsorption rate due to the changes in the T7 tail fibre 
structure. 
The adsorption operator ^rnGFG and the parameters given in Table 4.1 were chosen 
so that direct comparisons can be made between the system studied in Chapter 3 and the 
one studied in this chapter in order to pinpoint the effects of complete phage resistance 
on bacteria-phage coevolution. Parameters given in Table 4.1 were either deduced from 
the experimental study presented in [52] or from previous studies conducted with T7 
and E. Coli (see [52] for references) with the exception of zg which was chosen in such a 
way that the completely resistant type grows slower than all other types on the limiting 
resource. 
Figures 4.3 and 4.4 show bacteria, phage and resource components of the coevolu-
tionary solution of the equilibrium system (4.2) as a function of the resource supply 
computed using a continuation algorithm, the adsorption operator used in Figure 4.3 
is while that used in Figure 4.4 is ^mGFG- The rest of the system parameters 
are exactly the same in both figures and these are given in Table 4.1. Also illustrated 
in Figure 4.3 are the asymptotic approximations of the bacteria and phage densities in 
addition to the resource resource concentration computed using the leading order terms 
in (4.16). 
Observe that while the two systems differing in their adsorption operators exhibit 
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Figure 4.3: Equilibrium (a) bacterial densities, (c) phage densities, (e) resource con-
centration and (g) diversity as a function of the resource supply into the chemostat 
computed using a continuation algorithm applied the coevolutionary model (4.2) with 
the parameters given in Table 4.1, the mutation processes given in (4.26,4.27) and the 
adsorption operator ^ M A given in (4.28). Plots on the left show asymptotic approxima-
tions of (b) bacterial densities, (d) phage densities, (f) resource concentration and (h) 
diversity as a function of the resource supply computed using the leading order terms in 
(4.16). 
(a) Bacteria (Numerical Solution) 
10 
10" 
(b) 
10^ ' 
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^ 10° 
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So 
radically different behaviors for low values of the the resource supply, they have the 
following common features for high values of the resrouce supply: 
(01). Density of the completely resistant type increases monotonically with the resource 
supply. From Figures 4.3 and 4.4 we see that this observation is not only true for 
large values of 6'o, but all values of % at which bacteria and phage coexist. 
(02). Densities of the partially resistant types are unaffected by changes in the resource 
supply. 
(03). Concentration of the limiting resource is unaffected by changes in the resource 
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Figure 4.4: Equilibrium (a) bacterial densities, (b) phage densities, (c) resource con-
centration and (d) diversity as a function of the resource supply into the chemostat 
computed using a continuation algorithm applied to the coevolutionary model (4.2) 
with the paramters given in Table 4.1, the mutation processes given in (4.26,4.27) and 
the adsorption operator ^mGFG given in (4.28). 
supply. 
(04). As the resource supply is increased, there is a window in which phage densities 
are largely unaffected by changes in the resource supply (between SQ = 80 and 
So = 8000 in Figure 4.3 and between SQ = 20 and So = 300 in Figure 4.4), after 
which densities of phage types increase with the resource supply. 
(05). Bacterial diversity measured using Simpson's diversity index approaches the min-
imum value allowed by the definition of this diversity measure. This is simply a 
consequence of one bacterial type, namely the completely resistant type, having 
an increasingly high frequency within the bacterial population. 
Observations (01-5) are all in agreement with the analysis of Section 4.3.2. Further-
more, Figure 4.3 shows that the leading order terms in the asymptotic expansions given 
in (4.16) provide accurate approximations of the bacterial densities and the resource con-
centration when compared to the numerically computed solutions of the coevolutionary 
model (4.2). On the other hand, the leading order terms in the approximation of phage 
densities agree with the numerically computed solution only within the window in which 
phage densities are relatively unaffected by changes in the resource supply, where the 
leading order term in (4.16b) is dominant. However, as SQ is increased further, higher 
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order terms that increase in S'o become significant and the leading order terms no longer 
provide an accurate approximation of phage densities. 
Among the observations stated above, (04) is particularly interesting since a com-
parison with the results of Chapter 3, where phage densities were shown to be bounded 
in the absence of the completely resistant bacterial type, reveals that the phage benefits 
from the existence of the completely resistant bacterial type for large values of the re-
source supply. In the previous section we argued that this increase in phage density at 
large values of the resource supply is a result of mutations occuring within the genome 
of the completely resistant bacterial type creating new susceptible types, which are in 
turn being lysed by the phage to create new virions. 
In order the test the validity of this argument we repeated the computation performed 
to generate the plots presented in Figure 4.3, but instead of the bacterial mutation 
process given in (4.26), we used the following reducible bacterial mutation process 
1 — 4e e e e 0 
e 1 — 4e e e 0 
M.e — e e 1— 4e e 0 , (4.29) 
e e e 1 — 4e 0 
e e e e l 
which does not allow back-mutations from the completely resistant type to partially 
resistant ones. The result is shown in Figure 4.5 and clearly demonstrates that the 
phage loses its advantage, as phage densities now remain constant rather than increase 
with the resource supply for large values of this parameter. 
4.5 Discussion 
In order to avoid cluttering, we will henceforth refer the phage-free system studied in 
Chapter 2 by C (Competition), the coevolutionary host-parasite system lacking complete 
resistance by l-LV (Host-Parasite coevolution) and the system studied in this chapter by 
JiVR (Host-Parasite coevolution with complete Resistance). With the aim of identifying 
the differences in behavior between host-parasite coevolutionary systems possessing and 
lacking complete resistance, we now compare the structure of the equilibrium solutions 
of l-LV and TiVTZ across different values of the resource supply. 
At very low values of the resource supply, both systems lack an equilibrium solution 
in which the bacteria, and therefore the phage, can persist. This is simply due to 
the fact that rate of bacterial growth increases with the resource concentration in the 
environment and the equilibrium resource concentration in the culture vessel can never 
be higher than the resource supply. Thus for a given dilution rate, there must be a 
resource supply value below which the bacteria cannot grow fast enough to compensate 
for the cells washed out of the system (this value is denoted by SQ in Figure 4.1). As 
the resource supply is increased, there is a window of resource supply values in which 
only the bacteria can persist and the size of this window depends on the burst sizes of 
the phage types in such a way that larger burst sizes lead to smaller phage-free windows 
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Figure 4.5: Equilibrium (a) bacterial densities, (b) phage densities, (c) resource con-
centration and (d) diversity as a function of the resource supply into the chemostat 
computed using a continuation algorithm applied to (4.2) with the paramters given in 
Table 4.1, the bacterial mutation process given in (4.29) and the adsorption operator 
^MA given in (4.28). 
of resource supply values. Results of Chapter 2 demonstrate that changing the resource 
supply has no effect on the diversity within the bacterial population in this phage-free 
window (see Figure 4.2). 
We note that if mutations are rare and complete resistance is possible, the completely 
resistant bacterial type will attain a low density in the culture vessel within the phage-
free window simply by the virtue of the assumption that it is a worse competitor for the 
resource than its partially resistant counterparts. 
L o w R e s o u r c e S u p p l y R e g i m e : 
The phage is able to persist in the chemostat only if the resource supply is greater 
than some critical value SQ and there is a window of resource supply values above SQ 
within which phenotypic diversity in bacteria and phage populations is highly variable 
with respect to changes in the resource supply both in HV and HVTl. The relationship 
between phenotypic diversity and the resource supply in this range of resource supplies 
is strongly dependent on the details of the interaction between the phage tail fibres and 
bacterial surface receptors. 
For example, looking at Figure 4.3 we see that if the partially resistant bacteria and 
phage interact through a matching-alleles mechanism, increasing the resource supply 
allows bacterial types with successively lower maximal uptake rates to increase in density, 
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which leads to an increase in the densities of their associated phage types. However such 
a simple observation cannot be made for bacteria-phage populations interacting through 
a modified gene-for-gene mechanism (see Figure 4.4) as an increase in the density of a 
particular bacterial type may lead to an increase in the densities of multiple phage types, 
which in turn has a direct effect on other bacterial types. 
Observe in Figures 4.3, 4.4 and 4.5 that at low values of the resource supply, com-
pletely resistant type has a very low frequency within the bacterial population. For 
example at SQ — 10 in Figure 4.3 the ratio of the density of the completely resistant 
bacterial type to total bacterial density is approximately 10~®. Therefore an experimen-
talist who screens 100 cells taken from an equilibrium population at this resource supply 
value for phage resistance will most probably fail to detect complete resistance. On 
the other hand, the same measurements conducted on a community grown at SQ = 10'^ 
might fail to detect the presence of the partially resistant types, which may lead to the 
false conclusion that phage has gone extinct within the chemosat. These observations 
reiterate the point made in Section 4.2 that existence and persistence of complete resis-
tance depends not only on mechanisms of resistance, such as loss of a receptor and cost 
of resistance, but also on the environment in which coevolution takes place. 
H i g h R e s o u r c e S u p p l y R e g i m e : 
The fitness cost associated with complete resistance ensures that differences between 
HP and HVTZ become pronounced only at high values of the resource supply. In HV, 
densities of all bacterial types are limited by the phage, which means that for high 
resource supply values, most of the resource being pumped into the chemostat is not 
utilized by the bacteria and is washed out of the system. As a result, such a system is 
very inefficient in converting the energy available within the environment in the form 
of the abiotic resource into biomass when the resource is in abundance. However, if a 
completely resistant bacterial type is present, it can use this excess resource available 
within the system to grow, which in turn means that any increase in the resource supply 
results in an increase in the total biomass within the chemostat through an increase in 
the density of the completely resistant bacterial type. This is embodied in the results of 
Section 4.3.2 whereby the residual resource concentration within the chemostat, denoted 
by S in (4.2), remains constant as the resource supply is increased for high values of this 
parameter. 
Comparing C, HV and HVR- at high values of the resource supply, we find that 
HVTZ is endowed with the ecological benefits of C and HV in terms of species richness 
and productivity within this parameter regime. By definition, the community studied in 
C has low species richness as members of only one species are allowed to compete for 
the resource and evolve within the chemostat. However, it was shown in Chapter 2 that 
if competition and mutations alone are driving evolution, then the resulting population 
is limited only by the resource and thus able to convert most of the abiotic resource 
into biomass when the resource supply is high. As a result, C has higher productivity 
compared to HV and this is evident in one of the major findings of Chapter 2 which states 
that bacterial densities increase while the resource concentration within the chemostat 
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remains unchanged through increases in the resource supply. On the other hand, HV 
has a higher species richness than C, since it was shown that bacteria and phage are able 
to stably coexist within the chemostat given suitable assumptions on the dilution rate 
and the resource supply. 
Findings of this chapter demonstrate that HVTZ is high both in species richness, as 
bacteria and phage can stably coexist, and in productivity by the virtue of the existence 
of a bacterial type which is not limited by the phage. Nonetheless, these benefits come 
with a cost, namely the fact that the completely resistant bacterial type dominates the 
bacterial population and thus intraspecific phenotypic diversity of the bacteria is low in 
HVTZ compared to that in HV in resource rich environments. 
Recall that in Chapter 3 it was established that the resource supply into the chemo-
stat mediates at least two categories of phage diversity patterns if only partial resistance 
is possible. Importantly, which of these two categories a particular bacteria-phage sys-
tem conforms to depends on the species-specific details of the genetic and molecular 
processes which underly adsorption. For example, it was shown that matching-alleles 
type interactions lead to phage diversity patterns which monotonically increase with the 
resource supply, while a modified gene-for-gene mechanism used to model the interac-
tion between T7 and E. Coli was shown to lead to a different pattern in which phage 
diversity is eventually unimodal in resource supply. Results of this chapter reveal that if 
back-mutations are absent, then phage diversity in HVTZ is unaffected by changes in the 
resource supply at high values of this parameter and that this property is independent 
of the species-specific rates of adsorption between the partially resistant bacteria and 
the phage. 
A n U n l i k e l y B e n e f i c i a r y o f C o m p l e t e R e s i s t a n c e 
The most counterintuitive result of this chapter is the prediction that phage may benefit 
from the existence of the completely resistant bacterial type in the presence of back-
mutations provided that the resource supply is sufficiently high. This is because phage 
densities are bounded in resource supply if only partial resistance is possible, while phage 
densities can theoretically increase without bound through increases in the resource 
supply if a completely resistant bacterial type is present. However, whether this behavior 
is observable in actual chemostat experiments is questionable for several reasons. 
Firstly, mutations which lead to complete phage resistance in bacteria may do so 
through large deletions within the genes that encode the receptor molecules used by the 
phage as adsorption sites. As a result, although back-mutations are indeed observed in 
bacterial populations coevolving with phage [75, 51, 102], they usually occur with low 
probability [149]. Secondly, for low rates of mutation, the chemostat must contain a very 
high number of completely resistant bacteria in order to observe a significant increase in 
phage density. This means that additional factors such as the effects of waste products 
and the failure of the mass action law used to model the population dynamics of phage 
may need to be taken into account. 
Nevertheless, our result should be viewed as a prediction concerning complete re-
sistance in bacteria-phage coevolutionary systems; higher the rate of back-mutations 
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Appendix A: The Chemostat 
The chemostat, also called the continuous culture, is an experimental setup that can be 
used to obtain sustained populations of microbial organisms in spatially homogenous en-
vironments. Bacteria growing in a batch culture go through a lag phase, an exponential 
growth phase, a stationary phase and a death phase as resources are depleted and con-
centrations of toxic waste products increase [112, p. 113]. In contrast to batch cultures, 
populations can be kept in a constant state of exponential growth in chemostats because 
a fresh supply of nutrients is continually fed to the organisms and waste products are 
continually diluted. 
The chemostat has three main components (see Figure A-1). The nutrient broth 
containing all of the nutrients necessary for the survival and growth of the organisms 
under study is stored in the feed bottle and all of these nutrients are in abundance 
except the limiting nutrients. Contents of the feed bottle are fed at a constant rate D 
into the culture vessel, which is where the organisms consume the nutrients, interact and 
reproduce. Contents of the culture vessel including nutrients, organisms and their waste 
products are pumped at the same rate D into the output vessel, therefore the volume 
of liquid within the culture vessel is kept constant. Here D is called the dilution rate 
or the washout rate and it may be varied in time or kept constant during the course 
of an experiment, depending on the specific processes one wishes to study using the 
chemostat. A benefit of using a chemostat is that all measurements can be made on 
the contents of the output vessel and thus the experiment in the culture vessel is not 
disturbed. Furthermore, the culture vessel may be mixed or stirred continually in order 
to study evolution in spatially homogenous environments. 
Let us look at the basic structure of models which result from the chemostat by 
considering a very simple system in which a clonally reproducing and isogenic population 
of cells consume a single limiting resource in a spatially homogenous culture vessel with 
volume V. A simple dynamical system governing the number of cells and the amount of 
limiting nutrient in the culture vessel can be constructed using the following formulae: 
rate of change in population size = growth — efflux, (A-la) 
rate of change in nutrient mount — influx — efflux — consumption. (A-lb) 
Now let N{t) be the density of cells and S{t) be the concentration the limiting resource 
in the culture vessel at time t so that the total cell population and the total amount 
of limiting nutrient in the culture vessel are respectively given by VN{t) and VS(t). 
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D D 
Figure A-1: The experimental setup for the chemostat; the nutrients are fed from the 
feed bottle (F) at a constant rate D into the culture vessel (C) which contains the or-
ganisms under study. Material containing nutrients, organisms and their waste products 
are pumped from the culture vessel into the output vessel (0) at the same rate D, which 
means that the volume of the solution in the culture vessel is kept constant. 
Furthermore, suppose that each cell consumes the resource at a resource-dependent rate 
U{S) and reproduces at a rate B{S) = gU{S), where g is the growth yield measured in 
units of number of cells produced per a unit amount of resource. Then using (A-1) the 
governing equations for the total cell population and the nutrient amount in the culture 
vessel can be written as 
growth efflux 
dt 
influx efflux consumption 
(A-2a) 
(A-2b) 
where SQ is the concentration of limiting nutrient in the feed bottle. Here we have as-
sumed that the total rate of nutrient consumption is given by the product of consumption 
rate per cell and the total number of cells within the culture vessel. Since V is constant, 
we can divide equations (A-2) by it to obtain 
= d (^0 -
(A-3a) 
(A-3b) 
where d = D/V is the dilution rate measured in chemostat volumes per time. Observe 
that in (A-3), only the constant d contains any information regarding the spatial features 
of the chemostat. 
Appendix B; Asymptotic Analysis 
Here we detail the derivation of the results presented in Section 4.3.2 where asymptotic 
analysis was used to deduce how different components of the coevolutionary solution of 
(4.2) behave as a function of the resource supply when complete resistance is possible 
and mutation rates are low. Our plan is to seek for asymptotic solutions of 
M , [B(5)b] - ($p) b - db = 0, (B-la) 
We [(3 ( $^b ) p] ~ dp = 0, (B-lb) 
d (^0 - - (u(^) , b) = 0 (B-lc) 
as e \ 0 by first assuming that there exists some e > 0 such that a b = b(e, JSQ), 
p = p(e, So) and S = 5(e, 5o) solving (B-1) exist and are all smooth with respect to 
their arguments for all e e [0, e). We verify this assumption in Remark 5 and it allows 
us to expand the solution components around e = 0 so that 
b(e, So) = bo (So) + ebi(5o) + e^b2(S'o) + . . . , (B-2a) 
p(^) %) = Po(^o) + £Pi('S'o) + ('%) + - • •, (B-2b) 
^(e, So) = ao(So) + eo"i(5'o) + e^ c72(<S'o) + • • •, (B-2c) 
where bo(5'o) and p*o(5b) are assumed to be strictly positive for all S'o G (SQ,OO) and 
some SQ > 0. We will solve for the leading order terms on the right-hand sides of (B-2a-
c) by substituting the expansions given in (B-2) into (B-1) and using the fact that the 
resulting equations must hold for small e as well as at e = 0. Examining the dependence 
of these terms on SQ will then allow us to determine how the bacteria, phage and resource 
components of the solutions of (B-1) change as a function of SQ for low mutation rates. 
As the following paragraphs will demonstrate, the leading order terms in (B-2) cannot 
be solved for without the a-priori assumption of strict positivity on bo(S'o) and po(S'o), 
however this assumption is formally justified in Remark 5. We also require the following 
additional assumptions on system parameters: 
ASi. B1-B3 apply and d < B^so that Bn{S) — d = 0 has a unique solution S = S*. 
AS2. ($^$)~^ $^ (6(5*) — d) ^ 0, noting that ( $ ^ $ ) is invertible since $ has rank 
AS3. G~^(l//3) 0, where 6 was defined in Section 4.2.4. 
140 
Appendix B: Asymptotic Analysis 141 
Let us begin by substituting the right hand sides of (B-2a) and (B-2b) into (B-lb) 
with We = I + eCp to obtain 
(^($:^bo(^o)) - d l ) Po(^o) + 6 (/3($^bo(;So)) - d l ) P i (%) 
+ € (/3($^bi(So))po(%) + 4 [)9($^bo(%))po(%)]) +0(6^) = 0. (B-3) 
' V- " 
ill 
Since po(<S'o) 3> 0 for all % G {SQ,OO) by assumption and (B-3) must hold at e = 0, it 
follows that i = 0, from which we deduce that 
3)fl%(6ro) = d%l/fO. 0&-4) 
Unlike the system studied in Chapter 3 in which was injective, we cannot solve for 
bo (So) completely using equation (B-4). However since is injective when restricted 
to ( e i , . . . , em), we can solve for its first m components which contain the densities of 
the partially resistant types. This can be accomplished by writing 
t)oCSo) = -k bsfCSb), (B-5) 
in (B-4), where bq (So) := Vsho{So) and b^(SQ) := Pjvbo(5'o), from where we deduce 
that $^bo(%) - (bg^(%) + bg(So)) = $^bg^(So) = azid thus 
h S = d(^ j , {B-6) 
which is independent of So and strictly positive in its first m components by assumption 
ASg. Since equation (B-3) has to hold for small e, sum of the 0(e) terms containing ii 
and iii must also vanish. However from (B-4) we know that ii = 0, which means that 
iii = 0 and therefore 
bf'(;9o) = I \ V I , (B-7) 
where we have used the decomposition bi(>S'o) = bf^(5'o) + bf(So) in which b^(5'o) ;= 
^N^iiSo) and bf (^o) := Pgbi(%). 
Now let us turn our attention to the bacteria equation (B-la). Taking its inner 
product with and using — 0 yields 
0 = ( e ^ , v W , [ B ( S ) b ] - 6 m ) 
= (e^,(^ + G/:b)[B(g)b]-db) 
= (©nj B(5') — dl) (e i^, b) -f e (e^, i3j[B(5')b]) 
= (B^(g) - d) (e^, b) -H e (e^, rb[B(S)b]). (B-8) 
Observe that the second term on the right hand side of (B-8) is 0(e) and thus only the 
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first term contributes to terms of 0(1). Furthermore, using a Taylor series expansion 
and the chain rule we may write 
B(^(6, %)) = B(S(0, %)) + 6^,^(0, ^o)B'(^(0, ^o)) + 0(6^) 
= B((7o(%)) 4- e(;i(So)B'(ao(%)) + 0(6^) (B-9) 
as e \ 0, where 9^,9(0, SQ) denotes d^S{e, SQ) at e = 0. Using (B-9) and substituting the 
right-hand side of (B-2a) for b into (B-8) we find that 
(Bniao(So)) - d) (e„, bp (5o)) = 0 
at 0(1) since (e„,bo(5'o)) = (e„, b®(6*0)). Now the strict positivity of bo(5'o) implies 
that (e„,bQ (5o)) / 0 at any So G (SQ,OO), therefore jBn(o-o(5o)) — d = 0 which can be 
solved uniquely for cro(<S'o) to yield 
£70 = S* 
by assumption ASi. This calculation shows that ao is also independent of Further-
more, one can easily check that the 0(e) terms in (B-8) yield 
which is well-defined since B(iS') is strictly monotonic in all of its components by as-
sumption Bi. 
Let us return to equation (B-la) and using Aig = I + rewrite it as 
(B(5) - ($p) -dl)h + eA[B(5)b] = 0. (B-11) 
Clearly the second term on the left hand side is 0(e) and therefore the 0(1) equation 
can be obtained by substituting leading order terms in the the asymptotic expansions 
of 6(5"), p and b into the first term on the left hand side of (B-11) to obtain 
[B(^*) - ($po(^o)) - (^ 1] bo(^o) = 0. (B-12) 
However, bo(5'o) = b ^ + bg (5'o) 0 implies that the term in the square brackets must 
vanish. It follows that 
$po = B(g*) - d l 
(B(g*) - d l ) 
po = (B(^*) - ( f l ) , (B-13) 
which shows that po is independent of % and strictly positive by assumption AS2. 
Looking at equation (B-7) we see that the dependence of b ^ on So is through po and, 
as po is independent of SQ, so is b ^ . Using a similar argument it can be shown that the 
0(e) terms in (B-11) yield 
P i (%) = (^(7i(go)B'(5'*) + , (B-14) 
where (B-13) was used to cancel terms involving bi(5'o)-
There remains to solve for the coefficients (%) and bf(5o) which approximate 
the density of the completely resistant type. Substituting the expansions for b, S and 
B (5 ) into (B-lc) and setting terms at 0(l] and (9(e) equal to zero yields the following 
equations: 
0(1) : (% - - (U(^*), bo(^o)) = 0, (B-15) 
0(e) : (71 (So) [d+ (UXg*),bo(So))] + (U(g') ,bi(go)) = 0. (B-16) 
Upon substituting bo(5o) = b ^ + b f (6'o) in (B-15) and defining 6o (6b) through bf (•S'o) = 
&o (S'o)e„ we find that 
where [/^('S'*) = Bn(S*)/9n. 
The above analysis rests on the assumption that there exists some 5o > 0 such that 
bo(5'o) 3> 0 for all So £ {SQ, DO). Since bo(5o) = b ^ + 6Q (So)e„ and b ^ is independent 
of SQ, this assumption reduces to an assumption on bg (%), namely that 6^ (5'o) > 0 for 
all So E {SQ, GO). However, looking at (B-17) we see that 6Q (SO) decreases monotonically 
with SQ, as a result Sg can be determined uniquely by solving 6Q (SQ) = 0 to obtain 
^ ^ (U(;9*), b ^ ) , (B-18) 
which is the value of So below which the last component of bo(S'o) becomes negative. As 
a result, if SQ > 6'^(e), where SQ{€) is the value of 5'o above which the phage can persist, 
then there is an interval 1^ = (5^(e), SQ) in which the coefficients on the right-hand side 
of (B-2) cannot be detemined and no statement can be made about the behavior of 
solutions of (B-1) as a function of So-
Finally, substituting bi(S'o) = b ^ -H 6f(S'o)e„ with bf{So) ien,Vshi{So)) into 
(B-16) we find that 
6f(s„) = K u ' ( a ' ) . b . N ) | + ( u m , b n 
Un[S ) 
R e m a r k 5. Consider the ecological model obtained by setting e — 0 in (B-1): 
B{S)h - ($p) b - db = 0, (B-20a) 
f3 ($^b) p — cfp = 0, (B-20b) 
(6'o - S) - (U(S), b) = 0. (B-20c) 
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It can be verified though substitution that Xo(S'o) = (bo(S'o) ,po,-5*) does indeed solve 
(B-20) provided that assumptions AS1-AS3 hold and Sq < Sq < 00. A bifurcation may 
occur on'XQ{SO) only if dyiF(Ko{So)]0, SQ) is singular for some SQ g {SQ,OO) and, more 
explicitly, if there exists some (h, k, a) ^ (0,0,0) and Sq g (Sg, 00) such that 
- $po - dl) h + aBXS*)bo(%) - ($k) bo(%) = 0, (B-21a) 
(3 ($^h) po + /3 k - dk = 0, (B-21b) 
- h) - a (d + (U'(^*), bo(^o))) = 0. (B-21c) 
Substituting the right hand side of (B-6) for in (B-21b) yields (3 ($^h) po = 0 and 
thus (a) h = 0 or (b) h. — cen for some c 6 M \ {0} by assumpion (P) since (3, po 0. 
If (a) holds then letting h. = Q in (B-21c) yields a = 0 and substituting (h, a) = (0,0) 
in (B-21a) then gives ($k)bo(<S'o) = 0 , as a result k = 0 because bo (So) » 0 and $ is 
infective. On the other hand if (b) holds, then setting h = ce„ in (B-21a) and taking 
the inner product of the resulting equation with e „ yields cr(e„, B'(S '*)bo(S'o)) = 0 and 
therefore a = 0. However this is a contradiction since letting a = 0 in (B-21c) gives 
cUn{S*) — 0 and thus c = 0. 
We conclude that d x - F ( X o ( 5 o ) ; 0, ^o) is a bijeetion for all SQ e (Sg, 0 0 ) and the 
implicit function theorem can be applied to F(K;e,So) = 0 at e — 0 and X = Xo(5'o) 
to yield the existence of a unique solution branch X(e, So) which can be parametrized by 
e near e = 0. Therefore we may write X ( e , 5o) = Xo(5'o) + eXi(S'o) + O(e^) as e \ 0 
Let us see how different components of the solutions of (B-1) behave as a function 
of the resource supply by investigating the dependence of the terms on the right-hand 
side of (B-2) on Firstly, observe that both b ^ = VN^O{SQ) and b ^ = VN^\{SQ) are 
independent of Sq . Moreover, by Lemma 6 the first m entries of the remaining terms on 
the right-hand side of (B-2a) are bounded in 5*0. As a result, b ^ provides an accurate 
approximation of the densities of the partially resistant bacteria for small e and SQ > SQ. 
By (B-17) we may write bg (So) = 600 + % 601, where 600 < 0 and 601 > 0 are 
both independent of SQ. Therefore 6Q (%) = O(5o) aa % —» 00, which means that the 
density of the completely resistant type diverges as SQ —» 00. On the other hand, it is 
possible to show that higher order terms in the series expansion of the density of the 
completely resistant type, namely e®6f(5o) = e^(e^,'Pgbi(5'o)), are all 0(5o) as SQ 00. 
Consequently, for fixed e the error made by approximating the density of the completely 
resistant type by the leading order term 6^(%) increases with increasing SQ. 
We have shown the leading order term on the right-hand side of (B-2c) is independent 
of SQ and is given by ao — S*. To see how ai{So) behaves for large %, let us substitute 
bo('S'o) = boo + SobQiSn with boo = b ^ + 6 0 0 i n t o (B-10) and take the limit of the 
resulting term as 5o —> 00 to find 
y y (e,„/:6[B(S')(S^iboo + boie^)]) _ g(S*) (e^, A[e»]) 
o-) (e^,B'(;9*)(S^^boo + 6oie,%)) 
which shows that (JI(5'O) = 0(1) as 5*0—5-00. A straightforward calculation using a 
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similar argument reveals that cr^(So) = 0(1) for all i > 1 as SQ oo. This means 
that all terms on the right-hand side of (B-2c) are bounded in 6'o and therefore S = S* 
provides an accurate approximation of the resource concentration within the chemostat 
for small e and SQ > SQ. 
Let us discern how phage densities vary with the resource supply. We demonstrated 
that the leading order term in (B-2b), namely po, is independent of ^Q. Since cri(So) = 
0(1) as So oo, pi(5'o) given in (B-14) takes the form 
P i ( % ) = ( E + o ( i ) (ei,bo(So)) 
+ +0 (1 ) 
s ^ : / 
7 
as So -4- oo, where we have used the decomposition bo(%) — bg 4- 6Q (»S'o)e„ and the 
fact that any a € R" can be written as a = Z^^=i(ei,a)ej. Substituting bo (So) — 
b ^ + ^0('S'o)en into 7 in (B-22) and observing %/2(,[B(5'*)b^]/6'^(5o) — O(SQ^) while 
Vs^b[BiS*)bQ (So)en]/b^(So) = 0(1) a,s SQ ^ 00 we see that 7 = 0(1) as So —» 00. It 
follows that 
Pi(5„) = ( f : \ + 0(1) 
\ i= l I®*' % j / 
- s T ( V [B(5 ' ) t f (3o)e„]) \ 
' ^ [ k ( " . I f ) V 
+ + 0 ( 1 ) 
=4|f(S„)B„(£-) + 0 ( 1 ) 
and therefore 
Pi(So) = SoPi + 0 ( l ) (B-23) 
as So 00, where P i is an So-independent vector whidi is zero in all of its entries if 
VN^bi'^n] — 0. This result can be generalized for higher order terms in (B-2b) whereby 
Pi (So) may be written as 
P j ( S o ) - S o P ; + 0 ( l ) (B-M) 
as So 00 for alH > 1, where the So-independent vectors satisfy P,- = 0 for all i > 1 if 
T'NJC.bien] = 0. This shows that phage densities remain largely unchanged with changes 
in the resource supply if back-mutations from complete resistance to partial resistance 
are absent (i.e. VN^bi^n] = 0) and they diverge as So 00 if such imitaMoiis are 
allowed. 
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