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Abstract
We consider different stiff spectral problems with a small parameter for the Laplace operator in two different domains of the plane
Ω and Ωε , respectively. Here Ωε = Ω ∪ ωε ∪ Γ , where Ω is a fixed open bounded domain with boundary Γ , ωε is a curvilinear
strip of variable width O(ε), and Γ = Ω ∩ ω¯ε . ε and δε are small parameters that converge towards zero. The first problem is
a Wentzell spectral problem in the fixed domain Ω , with the parameter δε appearing on the boundary condition, multiplying the
normal derivative on Γ . For the second problem, posed in Ωε with a Neumann condition on the boundary of Ωε , the density and
stiffness constants are of order O(ε−t ) in the strip ωε , with t > 1, while they are of order O(1) in the fixed domain Ω . We provide
asymptotic expansions for the eigenvalues and eigenfunctions of both problems and obtain bounds for convergence rates of these
eigenelements as ε → 0. In addition, we seek out the connection between both problems, which have a common limiting eigenvalue
problem (cf. (2.15)–(2.16)), and notice an asymptotic dissociation in two spectral problems on Ω and Γ . We also show that the
Wentzell spectral problem can be considered as an alternative approach for the stiff problem in the perturbed domain Ωε when
δε = εt−1, as ε → 0.
© 2006 Published by Elsevier Masson SAS.
Résumé
Sur le comportement asymptotique des éléments propres du problème de Wentzell dépendant d’un petit paramètre ainsi
que d’autres problèmes spectraux raides. On considère des problèmes spectraux du type raide, avec un petit paramètre (ε or δε),
pour l’opérateur de Laplace posés dans deux domaines différents du plan Ω and Ωε , respectivement. Ici Ωε = Ω ∪ωε ∪ Γ , où Ω
est un domaine borné indépendent du paramètre ε, et à frontière régulière Γ , ωε est une couche curviligne autour de Γ , de largeur
variable O(ε), et Γ = Ω ∩ ω¯ε . ε et δε sont des petits paramètres que nous ferons converger vers zéro. Le premier problème est un
problème spectral de Wentzell, dans le domaine Ω , où le petit paramètre δε apparaît dans la condition aux limites, en multipliant la
derivée normale sur Γ . Le second problème, posé dans Ωε , est un problème de Neumann, où les constantes relatives à la densité et
la raideur sont d’ordre O(ε−t ) dans la bande ωε , avec t > 1, tandis qu’elles sont d’ordre O(1) dans le domaine Ω . On construit des
développements asymptotiques des valeurs propres et des fonctions propres pour les deux problèmes et on obtient des estimations
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370 D. Gómez et al. / J. Math. Pures Appl. 86 (2006) 369–402pour la vitesse de convergence des éléments propres, lorsque ε → 0. Par ailleurs, on établit la connexion entre les deux problèmes
spectraux : Ils ont le même problème spectral limite très particulier (voir (2.15)–(2.16)), puis qu’ils présentent une dissociation en
deux problèmes spectraux dans Ω et dans Γ . De plus, nous montrons que le problème spectral de Wentzell peut être consideré
comme une approximation asymptotique alternative, lorsque ε → 0, du problème raide posé dans le domaine perturbé Ωε pour la
relation δε = εt−1.
© 2006 Published by Elsevier Masson SAS.
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1. Introduction and statement of the problem
In this paper, we study the asymptotic behavior of the eigenvalues and eigenfunctions of two stiff problems. The
first one is a spectral stiff problem in a fixed domain of the plane, the so-called Wentzell problem, with the perturbation
parameter δε → 0 accompanying the normal derivative on the boundary; namely, problem (1.1). The second problem
is a spectral stiff problem in a domain surrounded by a thin band, the thickness of this band depending on the small
parameter ε, while the coefficients are very large in this region; namely, problem (1.2) for t > 1 and ε → 0.
After a certain identification of the eigenfunctions with pairs of functions, and a certain re-scaling of these functions
in the suitable Sobolev spaces, we prove that both problems have a common limiting eigenvalue problem which
is problem (2.15)–(2.16) in the space product H 10 (Ω) × H 1(Γ ). In addition, we prove that when we set the small
parameter δε = εt−1, the eigenelements of (1.1) provide an alternative approach for the eigenelements of (1.2) to
those of the limiting problem. The approach is better for t ∈ (1,3).
Note that this is the first work where both the asymptotic behavior for the eigenelements of (1.1) and (1.2), and their
connection are obtained. This connection can be important from a numerical viewpoint, since we deal with a fixed
domain of reference avoiding computations in the thin band (cf. Figs. 1 and 2).
Let Ω be a bounded domain of R2 with a smooth boundary Γ and let (ν, τ ) be the natural orthogonal curvilinear
coordinates in a neighborhood of Γ : τ is the arc length and ν the distance along the outer normal vector to Γ . Let
also 	 denote the length of Γ and 
(τ) the curvature of the curve Γ at the point τ . We assume that the domain Ω is
surrounded by the thin band ωε = {x: 0 < ν < εh(τ)} where ε > 0 is a small parameter and h is a strictly positive
function of the τ -variable, 	-periodic, h ∈ C∞(S	) where S	 stands for the circumference of length 	. Let Ωε be the
Fig. 1. Boundary condition for the Wentzell spectral problem.
Fig. 2. Geometry of Ωε .
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δε → 0 as ε → 0.
We consider the following two parameter-dependent spectral problems.
First, the Wentzell spectral problem, with the small parameter δε multiplying the normal derivative on the boundary
condition: {−AxUε = μεUε in Ω,
δεA∂νUε = μεhUε + a∂τ (h∂τUε) on Γ. (1.1)
Second, the Neumann problem in Ωε for a second order differential operator with piecewise constant coefficients:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
−AxUε = λεUε in Ω,
−aε−txuε = λεε−t uε in ωε,
Uε = uε on Γ,
A∂νU
ε = aε−t ∂νuε on Γ,
aε−t ∂nuε = 0 on Γε.
(1.2)
In both problems, A and a are two positive constants while ∂τ stands for the tangential derivative along Γ , and
∂ν and ∂n denote the derivatives along the outward normal vectors ν and n to the curves Γ and Γε , respectively.
Meanwhile, the parameter δ = δε in (1.1), in principle, can be any small parameter, δ → 0 independently from ε; we
set δ = δε for simplicity in further notations, but it should be emphasized that only when comparing problems (1.1)
and (1.2) does δε depend on ε in a precise way (cf. (1.4)). In (1.2), t is a parameter which we set at t > 1.
Note that the spectral parameter με in (1.1) appears both in the equation in Ω and in the boundary condition on Γ ,
while the spectral parameter λε in (1.2) appears in the equations in the ε-dependent domain Ωε , which “approaches”
Ω as ε → 0.
In this paper, we study the asymptotic behavior of the eigenelements (με,Uε) of problem (1.1) and (λε, {Uε,uε})
of problem (1.2) for t > 1. For proofs, without any loss of generality, we set a = A = 1.
As has already been pointed out in [2], problem (1.2) is of interest, for instance, in reinforcement problems. Recall
that the parameter t reflects both the relative stiffness and dead-weight of the band respectively in mechanical prob-
lems, i.e., increasing t makes the band ωε both stiffer and heavier. Also, problem (1.2) is of interest in vibrations of
two-phases systems in fluid mechanics.
As regards the Wentzell spectral problem, namely problem (1.1), it should be mentioned that boundary conditions
involving an elliptic operator in the tangential variables along with the normal derivative have been stated originally
by A.D. Wentzell (cf. [13]) in connection with diffusion problems. For a mechanical interpretation of these boundary
conditions related to the vibrations of a “string-membrane” system see [5]. We also refer to [5] for further references
on the problem without small parameters.
A characterization of the limiting problem, as ε → 0, for the eigenelements of (1.2), has been obtained in [2] by
means of asymptotic expansions. In fact, in [2], we give a characterization of the limiting problems for the eigenele-
ments of several spectral problems: namely, Eqs. (1.2)1, (1.2)3–(1.2)5, and
−aε−txuε = λεε−t−muε in ωε, (1.3)
for different values of t and m, provided that t  0 and t + m  0, and either t > 0 or t + m > 0; the eigenvalues
always being in the range of the low frequencies. Also in [2] sharp bounds for convergence rates of the eigenvalues and
eigenfunctions in the case where t = 1 and m = 0 have been obtained by using the so-called inverse-direct reduction
procedure (see Section 2.1). No justification for the asymptotic expansions for the eigenelements of (1.2) when t > 1
has been presented in [2].
In that connection, only the leading terms of the above mentioned asymptotic expansions for problem (1.2) have
been considered in [2], and several questions remained about the asymptotic behavior of the eigenelements as ε → 0.
For instance, as we make it clear in this paper, new asymptotic expansions for the eigenfunctions in ωε (see (5.6)
and (5.17)), coming from (2.4), lead us to the convergence.
On the other hand, it should be noted that, as outlined in [2], in problem (1.2)1, (1.2)3–(1.2)5, (1.3), out of all the
possible choices of t and m, the cases where t > 1 and m 0 are the most conflictive cases. In the present paper,
we consider one of these conflictive cases, namely t > 1 and m = 0 (cf. Remark 6.1), and we study the asymptotic
behavior of the eigenvalues λε and the eigenfunctions {Uε,uε} of problem (1.2) providing the justification of the
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the eigenelements of (1.2) with those of (1.1) in the case, where
δε = εt−1. (1.4)
Apart from this connection, we also show that both problems, (1.2) for t > 1, and (1.1), have a common limiting
eigenvalue problem, which is (2.15)–(2.16) in the space H 10 (Ω) × H 1(Γ ). The form in which the eigenelements of
problem (1.1) ((1.2), respectively) are approached by those of (2.15)–(2.16) is stated in Sections 3 and 4 (5 and 6,
respectively). It can be noticed that an asymptotic dissociation in two spectral problems on Ω and Γ arises.
The structure of the paper is as follows. In Section 2 we introduce the weak formulation of problems (1.1) and (1.2)
and that of the limiting problem (2.15)–(2.16). We also introduce some notations used throughout the paper, and, for
the sake of completeness, we state certain known results from the spectral perturbation theory useful for our approach.
Section 3 contains asymptotic expansions for the eigenelements of (1.1), the leading terms of these expansions (see
(3.1)–(3.3)) being determined via the eigenelements of the limiting problem. We also obtain the higher order terms
in the expansions and provide the method to derive the whole asymptotic series even though the limiting eigenvalue
is a multiple eigenvalue of (2.15) or (2.16) or is an eigenvalue of both problems simultaneously of any multiplicity
(the so-called resonant case). Note that a re-scaling of the eigenfunctions on the boundary is essential in order to
convert the parameter dependent problem into another (cf. (2.4)) which allows the whole expansion to be obtained.
In Section 4 we justify the formal asymptotics derived in Section 3. Specifying, the convergence of the eigenele-
ments of (1.1) towards those of (2.15)–(2.16) with conservation of the multiplicity is obtained along with precise
estimates for the discrepancies of these eigenelements. This is stated in Theorems 4.1–4.2. Theorems 4.3–4.7 of
this section show how to improve progressively these estimates by adding the higher order terms of the asymptotic
expansions; that is, the results provide correcting terms for the eigenelements of (1.1) (cf. Remark 4.2).
The same idea for the eigenelements of (1.2) is used in Sections 5 and 6. In Section 5 we provide certain asymptotic
expansions for the eigenelements of (1.2) (cf. (5.1)–(5.3) or (5.4)–(5.6)) which lead to the same limiting spectra, which
is the union of the spectra of (2.15) and (2.16), but now the limiting problem (5.7) is non-selfadjoint, since we prove
that associated functions can appear (see Proposition 5.1). This fact, which, at first sight, seems to be in contradiction
with the fact that the initial problem (1.2) is self-adjoint, has already been noticed in [2] without any proof. Here,
considering a particular t as a sample, we make it clear how this fact affects the asymptotic expansions. In addition,
we prove that again a re-scaling of the eigenfunctions in ωε avoids the non self-adjoint problem. This is justified in
Section 6 (cf. Theorem 6.1).
In Section 6.1, we compare the spectra of (1.2) and (1.1). We emphasize that, in the case where δε = εt−1, the
results obtained allow us to assert that the eigenelements of (1.1) always provide an alternative approach to those
of (1.2) (cf. Remark A.1) which is in fact a better approach for t ∈ (1,3). We also obtain important bounds for the
discrepancies between the eigenelements of both problems.
Finally, Appendix A contains bounds for the discrepancies between the eigenelements of problem (1.1) ((1.2),
respectively) and the limiting problem which improve bounds obtained in the previous sections (cf. Remark 4.1). The
proofs, which are avoided for brevity, rely on the direct and inverse reduction method (see Section 2.1).
Let us note that asymptotics for vibrating systems containing a stiff region ω, ω independent of ε, have been
considered by several authors over the last decades using very different techniques (cf. [9,12] for references). Vibrating
systems with concentrated masses have also been widely approached in the literature. These studies consider the
asymptotic behavior of the vibrations of systems (membranes or bodies) that contain concentrated masses along
curves or masses concentrated at certain points (see [4,2] for an extensive bibliography on the subject). We refer
to [2] as the only paper which addresses asymptotics for stiff spectral problems, with very large density and stiffness
constants appearing simultaneously in a thin region. Let us mention [7] for different singularly perturbed spectral
problems where it is made clear that an approach via a spectral problem in a domain with a regular perturbation of the
boundary can be more suitable than the approach using the corresponding limiting spectral problems.
We emphasize that the problems, results and techniques in this paper are different from those in previous papers:
Firstly, this is the first study of asymptotics for (1.1) in the literature of applied mathematics. Secondly, as regards
problem (1.2), we consider convergences for different values of the parameter t than [2] and different asymptotic
expansions. In addition, for both problems we obtain the convergence of the spectrum towards that of the limiting
problem and provide asymptotic and uniform bounds for convergence rates depending on ε and the eigenvalue number.
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alternative approach for the eigenelements of (1.2) via the eigenelements of (1.1).
2. Preliminaries
We introduce the Hilbert spaces, weak formulations, notations and results of the spectral perturbation theory for
further use. Throughout the paper, for sufficiently smooth functions V defined in a neighborhood of Γ , we refer to
V (ν, τ ) as the function V (x) written in curvilinear coordinates, and, if no confusion arises, we do not distinguish
between a point τ on the boundary Γ and its coordinate along Γ .
Let us introduce the functional space H 1,1(Ω,Γ ) as the completion of C∞(Ω) with respect to the norm
‖W‖H 1,1(Ω,Γ ) =
(‖W‖2
H 1(Ω) + ‖W‖2H 1(Γ )
)1/2
.
The weak formulation of problem (1.1) is: Find με and Uε ∈ H 1,1(Ω,Γ ), Uε 	= 0, satisfying:
A
∫
Ω
∇Uε · ∇W dx + δ−1ε a
∫
Γ
h∂τUε∂τW dτ = με
[∫
Ω
UεW dx + δ−1ε
∫
Γ
hUεW dτ
]
∀W ∈ H 1,1(Ω,Γ ). (2.1)
Its eigenelements are (με,Uε), where ((με + 1)−1,Uε) are the eigenelements of the positive, symmetric and compact
operator Bε on H 1,1(Ω,Γ ) defined by:
(BεU,V ) =
∫
Ω
UV dx + δ−1ε
∫
Γ
hUV dτ ∀U,V ∈ H 1,1(Ω,Γ ).
For fixed ε, let
0 = με0 <με1  με2  · · · μεk  · · · k→∞−→ ∞,
include the eigenvalues of (2.1) with the usual convention of repeated eigenvalues. The corresponding eigenfunctions
{Uεk}∞k=0 can be subject to the orthogonality condition,∫
Ω
UεkU
ε
l dx + δ−1ε
∫
Γ
hUεkU
ε
l dτ = δk,l
(
μεk + 1
)−1
, (2.2)
and form a basis in H 1,1(Ω,Γ ). Here and in the sequel δk,l denotes the Kronecker symbol. See also [5] for another
mathematical study on a Wentzell spectral problem of the type (1.1) without small parameter.
Using the minimax principle,
μεk = min
Ek⊂H 1,1(Ω,Γ )
dimEk=k+1
max
V∈Ek
V 	=0
A
∫
Ω
|∇xV |2 dx + aδ−1ε
∫
Γ
h|∂τV |2 dτ∫
Ω
|V |2 dx + δ−1ε
∫
Γ
h|V |2 dτ ,
where the minimum is taken over all the subspaces Ek ⊂ H 1,1(Ω,Γ ) with dimEk = k + 1, and considering the
particular subspace E∗k = [V0, . . . , Vk], where {Vi}ki=0 is the set of eigenfunctions of the Dirichlet problem (2.15)
associated with the (k + 1)th first eigenvalues, we have a first estimate for the eigenvalues με of (2.1),
μεk Λk, k = 1,2,3, . . . , (2.3)
where Λk denotes the (k + 1)th eigenvalue of the Dirichlet problem (2.15).
On the other hand, considering the normalization condition (2.2), we can introduce artificially a new unknown
defined by wε(τ ) = δ−1/2ε Uε(0, τ ) for τ ∈ S	. Then, problem (1.1) is equivalent to:⎧⎪⎨⎪⎩
−AxUε = μεUε in Ω,
Uε = δ1/2ε wε on Γ,
a∂τ (h∂τw
ε)+μεhwε = δ1/2ε A∂νUε on Γ.
(2.4)
Let us denote by Hε the subspace of H 1(Ω)×H 1(Γ ) defined by:
Hε =
{
(U,u) ∈ H 1(Ω)×H 1(Γ ) | U = δ1/2ε u on Γ
}
, (2.5)
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(U,u), (W,w)
))= A∫
Ω
∇U · ∇W dx + a
∫
Γ
h∂τu∂τw dτ +
∫
Ω
UW dx +
∫
Γ
huw dτ, (2.6)
and |||(·,·)||| denotes the associated norm. After identifying the elements of H 1,1(Ω,Γ ) with pairs of functions
(U,u) ∈ H 1(Ω) × H 1(Γ ) we can write the weak formulation of (2.4) as follows: Find με and (Uε,wε) ∈ Hε ,
(Uε,wε) 	= 0, satisfying,(((
Uε,wε
)
, (W,w)
))= (με + 1)[∫
Ω
UεW dx +
∫
Γ
hwεw dτ
]
∀(W,w) ∈Hε. (2.7)
In addition, condition (2.2) for the eigenfunctions amounts to∣∣∣∣∣∣(Uεk,wεk)∣∣∣∣∣∣= 1 and (((Uεk,wεk), (Uεl ,wεl )))= δk,l, k, l = 0,1,2, . . . . (2.8)
As regards problem (1.2), we can identify the function uε in L2(Ωε) (H 1(Ωε), respectively) with the pair of func-
tions {Uε,uε} where Uε stands for the restriction of uε into Ω and uε for the restriction of uε into ωε . The variational
formulation of (1.2) in the couple of spaces H 1(Ωε) ⊂ L2(Ωε), for any t , has been introduced in [2], where also
certain bounds for the eigenvalues have been obtained.
In this paper we consider t > 1, and, for each fixed ε, we denote by:
0 = λε0 < λε1  λε2  · · · λεk  · · · k→∞−→ ∞,
the sequence of eigenvalues repeated according to their multiplicities. They also satisfy (see [2]),
λεk Λk, k = 1,2, . . . . (2.9)
The corresponding eigenfunctions {{Uεk ,uεk}}∞k=0 are subject to the orthonormalization condition:∫
Ω
Uεk U
ε
l dx + ε−t
∫
ωε
uεku
ε
l dx = δk,l
(
λεk + 1
)−1
. (2.10)
Also, the elements {Uε,uε} ∈ H 1(Ωε) can be identified with the pairs (Uε,wε) ∈ H 1(Ω) × H 1(ωε) where
wε = ε(1−t)/2uε and this leads us to a new weak formulation of (1.2) different from that in [2]. To this end, it proves
useful to introduce a new space Vε , which is the subspace of H 1(Ω)×H 1(ωε) defined as
Vε =
{
(U,u) ∈ H 1(Ω)×H 1(ωε) | U = ε t−12 u on Γ
}
, (2.11)
equipped with the scalar product in H 1(Ω)×H 1(ωε):(
(U,u), (W,w)
)
ε
= A
∫
Ω
∇U · ∇W dx + a
ε
∫
ωε
∇xu · ∇xw dx +
∫
Ω
UW dx + 1
ε
∫
ωε
uw dx. (2.12)
Let ‖(·,·)‖ε denote the associated norm in Vε .
Now, the variational formulation of (1.2), with t > 1, can be written in Vε as follows: Find λε and (Uε,wε) ∈ Vε ,
(Uε,wε) 	= 0, satisfying((
Uε,wε
)
, (W,w)
)
ε
= (λε + 1)[∫
Ω
UεW dx + 1
ε
∫
ωε
wεw dx
]
∀(W,w) ∈ Vε. (2.13)
Then, normalization (2.10) for the eigenfunctions, reads∥∥(Uεk ,wεk)∥∥ε = 1 and ((Uεk ,wεk), (Uεl ,wεl ))ε = δk,l, k, l = 0,1,2, . . . , (2.14)
and, obviously, the eigenelements of (1.2) for t > 1, (λε, {Uε,uε}) ∈ R × H 1(Ωε) give us those of (2.13)
(λε, (Uε, ε
1−t
2 uε)) ∈R× Vε .
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V = 0 on Γ, (2.15)
and the periodic spectral Sturm–Liouville problem in the τ variable, namely,
a∂τ (h∂τW)+ hμW = 0 on Γ. (2.16)
As is well known, each problem, (2.15) and (2.16) with spectral parameter μ, has a well-determined real discrete
spectrum, and these spectra can intersect depending on the geometry of Ω , constants a and A and function h(τ). We
denote by σ(PΩ) and σ(PΓ ) the respective spectra of (2.15) and (2.16). Let κΩ(μ) (κΓ (μ), respectively) denote the
multiplicity of μ as an eigenvalue of problem (2.15) ((2.16), respectively), with the assumption that the multiplicity is
zero if μ is not an eigenvalue.
The problem (2.15)–(2.16) in the space H 10 (Ω)×H 1(Γ ), which also has a discrete spectrum, is referred to as the
limiting problem. Its eigenelements are (μ, (V,W)) ∈ R× (H 10 (Ω) × H 1(Γ )) such that (μ,V ) is an eigenelement
of (2.15) or (μ,W) is an eigenelement of (2.16). Obviously, the multiplicity of μ as an eigenvalue of (2.15)–(2.16) is
κΩ(μ)+ κΓ (μ).
The weak formulation of problem (2.15)–(2.16) in the space H 10 (Ω)×H 1(Γ ) is: Find μ and (V0,w0) ∈ H 10 (Ω)×
H 1(Γ ), (V0,w0) 	= 0, satisfying,((
(V0,w0), (W,w)
))= (μ0 + 1)[∫
Ω
V0W dx +
∫
Γ
hw0w dτ
]
∀(W,w) ∈ H 10 (Ω)×H 1(Γ ), (2.17)
where ((·,·)) denotes the scalar product in H 10 (Ω)×H 1(Γ ) given by (2.6).
Let us consider,
0 = μ00 <μ01  μ02  · · · μ0k  · · · k→∞−→ ∞,
the eigenvalues of (2.17) repeated according to their multiplicities. Let {(Vk,wk)}∞k=0 be the corresponding eigenfunc-
tions, which are subject to the orthogonality condition:∫
Ω
VkVl dx +
∫
Γ
hwkwl dτ = δk,l
(
μ0k + 1
)−1
, (2.18)
and form a basis in H 10 (Ω)×H 1(Γ ).
Next, in order to obtain asymptotic expansions for the eigenpairs of problems (1.1) and (1.2), in Sections 3 and 5
respectively, we introduce certain notations for further use.
Since a boundary layer phenomenon appears in a neighborhood of Γ , we introduce the so-called rapid variable
ζ = ν/ε. ζ is also called the local variable and transforms the thin domain ωε into a band of length 	 and width O(1),
namely, {ν ∈ [0, εh(τ)), τ ∈ S	} into {ζ ∈ [0, h(τ )), τ ∈ S	}. Writing the Laplace operator in curvilinear coordinates
(ν, τ ),
x = K(ν, τ)−1∂ν
(
K(ν, τ)∂ν
)+K(ν, τ)−1∂τ (K(ν, τ)−1∂τ ),
where K(ν, τ) = 1 + ν
(τ) and 
(τ) is the curvature of the curve Γ at the point τ , we introduce the change to the
rapid variable ζ . Then, since (1 + εζ
)−1 =∑∞i=0(−εζ
)i for sufficiently small ε, we have:
ζ,τ = ε−2∂2ζ + ε−1
(τ)∂ζ + ε0
(
∂2τ − 
(τ)2ζ∂ζ
)+ ε(
(τ)3ζ 2∂ζ − 2
(τ)ζ∂2τ − 
 ′(τ )ζ ∂τ )+ · · · , (2.19)
where (as in the sequel) we denote by dots further asymptotic terms of different powers of ε which in general we do
not use to derive our results in the paper.
According to the definition of Γε and the representation of the gradient in the curvilinear coordinates (ν, τ ), the
normal derivative at the boundary Γε reads,
∂n =
(
1 + ε2K(ν, τ)−2h′(τ )2)−1/2(∂ν − εh′(τ )K(ν, τ )−2∂τ ),
where h′(τ ) denotes the derivative ∂τh(τ). Therefore,(
1 + ε2K(ν, τ)−2h′(τ )2)1/2∂n = ε−1∂ζ − εh′(τ )∂τ + · · · . (2.20)
376 D. Gómez et al. / J. Math. Pures Appl. 86 (2006) 369–402On the other hand, on account of the continuity of functions h(τ) and curvature 
(τ), for sufficiently small d > 0,
there exist constants c, C1, C2 and C3 independent of ε such that
0 < c <K(ν, τ) < C1 ∀ν ∈ [−d, d], τ ∈ S	, (2.21)∣∣1 −K(ν, τ)∣∣ C2ε and ∣∣1 −K(ν, τ)−1∣∣ C3ε ∀ν ∈ [0, εh(τ)], τ ∈ S	. (2.22)
As above, throughout all the paper, if no confusion arises, C, c, C˜, C∗, C0,C1,C2, . . . , and Ck denote constants
independent of ε.
2.1. Background for convergences
For the sake of completeness, we introduce here three known results that we shall use to prove the convergence
and to obtain precise bounds for discrepancies in Sections 4, 6 and Appendix A.
The first one is a classical result on “almost eigenvalues and eigenvectors” from the spectral perturbation theory
(cf. Lemma 2.1); the second one is an algebraic result which provides information on the total multiplicity of the
eigenvalues of the ε-dependent problem in certain intervals (cf. Lemma 2.2). Both results are used in the inverse-
direct reduction procedure. This procedure is a general method in singularly perturbed spectral problems which is
intended both to justify asymptotic expansions for eigenvalues and eigenfunctions and to show convergence while
obtaining the explicit dependence of convergence rates on the perturbation parameter and the eigenvalue number (cf.
[6,9,2] for an extensive explanation of the method and for further references on the subject).
Finally, Lemma 2.3 is the spectral convergence theorem for positive, symmetric and compact operators on
parameter-dependent Hilbert spaces. In order to state this lemma we use the following notation: given two Hilbert
spaces H1 and H2, we denote by L(H1,H2) (L(H1) respectively) the space of the linear continuous operators from
H1 into H2 (into H1 respectively).
Lemma 2.1. Let A :H → H be a linear, self-adjoint, positive and compact operator on a separable Hilbert space H .
Let u ∈ H , with ‖u‖H = 1 and λ, r > 0 such that ‖Au−λu‖H  r . Then, there exists an eigenvalue λi of the operator
A satisfying the inequality |λ − λi | r . Moreover, for any r∗ > r there is u∗ ∈ H , with ‖u∗‖H = 1, u∗ belonging to
the eigenspace associated with all the eigenvalues of the operator A lying on the segment [λ − r∗, λ + r∗] and such
that ∥∥u− u∗∥∥
H
 2r
r∗
.
Lemma 2.2. Let H be a Hilbert space with the scalar product (·,·)H . Let w1, . . . ,wn ∈ H and W 1, . . . ,WN ∈ H
fulfill the following properties:
(a) for i, j = 1, . . . , n, (wi,wj )H = δi,j ;
(b) for i, j = 1, . . . , n, ‖Wj‖H = 1, |(Wi,Wj )H − δi,j | , where  is a positive constant independent of i, j ;
(c) for j = 1, . . . ,N, there exist constants {ajq }nq=1 such that ‖Wj −
∑n
q=1 a
j
qw
q‖H  σ , where σ is a positive
constant independent of j .
Then, under the condition (min{n,N} + 1)( + (2 + σ)σ ) < 1, the inequality N  n holds. In addition, in the case
where n = N , the condition n( + (2 + σ)σ ) < 1 ensures the existence of the unitary matrix θ = (θjq )q,j=1,...,n such
that for j = 1, . . . , n, ∥∥∥∥∥wj −
n∑
q=1
θ
j
qW
q
∥∥∥∥∥
H
 n
(
 + (3 + σ)σ ).
Lemma 2.3. Let Hε and H0 be two separable Hilbert spaces with the scalar products (·,·)ε and (·,·)0 respectively.
Let Aε ∈ L(Hε) and A0 ∈ L(H0). Let W be a subspace of H0 such that Im(A0) = {v | v = A0u: u ∈ H0} ⊂W . We
assume that the following properties are satisfied:
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towards a‖f ‖0 as ε → 0.
(b) Aε and A0 are positive, compact and self-adjoint operators on Hε and H 0 respectively. Besides, the norms
‖Aε‖L(Hε) are bounded by a constant independent of ε.
(c) For any f ∈W , ‖AεRεf −RεA0f ‖ε ε→0−→ 0.
(d) The family of operators Aε is uniformly compact, i.e., for any sequence f ε in Hε such that supε ‖f ε‖ε is bounded
by a constant independent of ε, we can extract a subsequence f ε′ verifying ‖Aε′f ε′ −Rε′w0‖ε′ → 0, as ε′ → 0,
for certain w0 ∈W .
Let {μεi }∞i=1 and {μ0i }∞i=1 be the sequences of the eigenvalues of Aε and A0, respectively, with the usual convention of
repeated eigenvalues. Let {wεi }∞i=1 and ({w0i }∞i=1, respectively) be the corresponding eigenfunctions in Hε which are
assumed to be orthonormal (H0, respectively).
Then, for each fixed k there exists a constant Ck independent of ε and there is εk > 0 such that for ε  εk ,∣∣μεk −μ0k∣∣ Ck sup∥∥AεRεu−RεA0u∥∥ε,
where the sup is taken over all the functions u in the eigenspace associated with μ0k , u such that ‖u‖0 = 1. In addition,
for any eigenvalue μ0k of A0 with multiplicity s (μ0k = μ0k+1 = · · · = μ0k+s−1), and for any w eigenfunction associ-
ated with μ0k , with ‖w‖0 = 1, there exists wε , wε being a linear combination of eigenfunctions of Aε {wεj }j=k+s−1j=k
associated with {μεj }j=k+s−1j=k , such that∥∥wε −Rεw∥∥
ε
Mk
∥∥AεRεw −RεA0w∥∥
ε
,
for a certain constant Mk is independent of ε.
We refer to Section III.1 in [10] for the proofs of Lemmas 2.1 and 2.3, and Section 7.1.4 in [6] for the proof of
Lemma 2.2.
Throughout the paper, we use Lemma 2.3 to prove convergence of the spectrum with conservation of the
multiplicity, and Lemmas 2.1 and 2.2 to obtain uniform bounds for convergence rates which are expressed in terms
of the parameter ε, the eigenvalue number k and on properties of the spectrum of the limiting eigenvalue problem in
an explicit form; that is, the rest of the constants appearing in the estimates do not depend on k and ε. Besides, the
above mentioned properties of the limiting spectrum are related with the distance to the nearest eigenvalue and its
multiplicity. In general, this explicit dependence cannot be detected with the theorems on spectral convergence, i.e.,
for instance, applying the result in Lemma 2.3 or other general results in [3]. These bounds for our problems are stated
in Appendix A, and are obtained using the inverse-direct procedure. Nevertheless, since the method involves cumber-
some computations, we avoid introducing their proofs here. Rather, the technique in this paper allows us to simplify
computations: we combine certain tools of the method (cf. [2] for a related problem) with the spectral convergence
theorem to obtain also precise asymptotic bounds for convergence rates for the eigenelements (see Remark 4.1 to
compare).
3. Asymptotics for the Wentzell spectral problem
The aim of this section is to obtain the whole asymptotic series for the eigenelements of (2.4). In a first step we
identify the limiting problems of (2.4) satisfied by the leading terms of the series, namely problems (2.15) and (2.16).
Recall that σ(PΩ) and σ(PΓ ) denote the spectra of (2.15) and (2.16) respectively. In further steps we provide the
method to obtain all the terms of the asymptotic expansions, depending on whether σ(PΩ) ∩ σ(PΓ ) is empty or not.
The method also applies in the case where the eigenvalues of the limiting problems are not simple.
We consider an asymptotic expansion for the eigenvalues με and an expansion for the corresponding eigenfunctions
(Uε,wε) in Ω × Γ of the form:
με = μ0 + δ1/2ε μ1/2 + δεμ1 + · · · , (3.1)
Uε(x) = V0(x)+ δ1/2ε V1/2(x)+ δεV1(x)+ · · · , x ∈ Ω, (3.2)
wε(τ ) = w0(τ )+ δ1/2ε w1/2(τ )+ δεw1(τ )+ · · · , τ ∈ S	, (3.3)
378 D. Gómez et al. / J. Math. Pures Appl. 86 (2006) 369–402respectively, where wi(τ) are 	-periodic functions in τ . Besides, we assume that the first term μ0 in (3.1) can be 0
while at least one of the functions V0 and w0 in (3.2)–(3.3) are different from zero.
Note that the perturbation parameter in (2.4) is δ1/2ε and, on account of (2.3) and (2.8), we have chosen the different
powers of δ1/2ε as the natural order functions in the asymptotic expansions.
We replace expansions (3.1)–(3.3) in problem (2.4) and collect coefficients of the same powers of δε . In a first step,
we have that the leading terms in (3.1) and (3.2), (μ0,V0), satisfy the Dirichlet problem in Ω (2.15), while the leading
terms in (3.1) and (3.3), (μ0,w0), verify problem (2.16). Therefore, we have μ0 ∈ σ(PΩ) ∪ σ(PΓ ) and V0 = 0 or
w0 = 0 in the case where μ0 /∈ σ(PΩ)∩ σ(PΓ ). Let us consider the three possibilities separately.
Case where μ0 ∈ σ(PΩ), with multiplicity κΩ(μ0)  1, and μ0 /∈ σ(PΓ ): then, we prove that μ1/2 = 0 in (3.1)
while the asymptotic series (3.1)–(3.3) split into κΩ(μ0) branches.
We consider μ0 an eigenvalue of the Dirichlet problem (2.15) and denote its multiplicity κΩ(μ0) = q  1. Let
V 1, . . . , V q be the corresponding eigenfunctions of (2.15) associated with μ0, which are orthonormal in L2(Ω), that
is ∫
Ω
V iV j dx = δi,j for i, j = 1, . . . , q. (3.4)
Then,
V0 = α1V 1 + · · · + αqV q (3.5)
where αi are certain constants satisfying
∑q
i=1 |αi |2 > 0, and w0 = 0. In the following steps we fix the constants αi
which allow us to determine V0.
Collecting coefficients of the following powers of δε , in a second step, we obtain the problems:{
−xV1/2 = μ0V1/2 +μ1/2V0 in Ω,
V1/2 = w0 on Γ,
(3.6)
∂τ (h∂τw1/2)+μ0hw1/2 +μ1/2hw0 = ∂νV0 on Γ. (3.7)
The compatibility conditions for the non-homogeneous Dirichlet problem (3.6), the orthogonality condition (3.4) and
w0 = 0 give us 0 =
∫
Γ
∂νV
iw0 dτ = μ1/2
∫
Ω
V0V i dx = μ1/2αi for i = 1, . . . , q and, in consequence, μ1/2 = 0 and
V1/2 is also an eigenfunction of (2.15). Let V1/2 = β1V 1 + · · · + βqV q with certain constants βi to be determined.
Also, since μ0 /∈ σ(PΓ ), there exists an unique solution w1/2 of (3.7). Indeed, because of (3.5), w1/2 can be written
as
w1/2 = α1w11/2 + · · · + αqwq1/2 (3.8)
where, for i = 1, . . . , q , wi1/2 is the unique solution of
∂τ
(
h∂τw
i
1/2
)+μ0hwi1/2 = ∂νV i on Γ. (3.9)
In a third step, we have the problems:{
−xV1 = μ0V1 +μ1/2V1/2 +μ1V0 in Ω,
V1 = w1/2 on Γ,
(3.10)
∂τ (h∂τw1)+μ0hw1 +μ1/2hw1/2 +μ1hw0 = ∂νV1/2 on Γ. (3.11)
Now, by virtue of (3.4), (3.5), (3.8) and the fact that μ1/2 = 0, the compatibility conditions for the non-homogeneous
Dirichlet problem (3.10) read:
q∑
k=1
αk
∫
∂νV
iwk1/2 dτ = μ1αi for i = 1, . . . , q.
Γ
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M =
(∫
Γ
∂νV
iwk1/2 dτ
)
i,k=1,...,q
, (3.12)
and α = (α1, . . . , αq)T is the corresponding eigenvector. From the definition of wi1/2, we obtain that the matrix M
is symmetric and, consequently, it has q real eigenvalues μ1s (with the usual convention of repeated eigenvalues),
s = 1, . . . , q; their corresponding eigenvectors αs = (αs1, . . . , αsq)T are orthogonal in Rq , that is
∑q
k=1 α
s
kα
i
k = δs,i for
s, i = 1, . . . , q . Then, με splits into q branches from μ0:
με = μ0 + δεμ1s + o(δε), s = 1, . . . , q,
with the corresponding eigenfunctions
Uε = (αs1V 1 + · · · + αsqV q)+ o(1) in Ω, s = 1, . . . , q,
wε = δ1/2ε
(
αs1w
1
1/2 + · · · + αsqwq1/2
)+ o(δ1/2ε ) on Γ, s = 1, . . . , q.
We can continue the process and determine all terms of the expansions.
Case where μ0 ∈ σ(PΓ ), with multiplicity κΓ (μ0)  1, and μ0 /∈ σ(PΩ): then, we prove that μ1/2 = 0 in (3.1)
while the asymptotic series (3.1)–(3.3) split into κΓ (μ0) branches.
We consider μ0 an eigenvalue of (2.16) and denote its multiplicity κΓ (μ0) = p, with p = 1 or 2. Let w1, . . . ,wp
be the corresponding eigenfunctions of (2.16) associated with μ0, which are orthonormal in L2h(Γ ), that is∫
Γ
hwiwj dτ = δi,j for i, j = 1, . . . , p. (3.13)
Then, V0 = 0 and
w0 = d1w1 + · · · + dpwp (3.14)
with dj certain constants,
∑p
j=1 |dj |2 > 0, to be determined in the following steps.
In a second step, we have problems (3.6) and (3.7). In this case, the compatibility conditions for the non-
homogeneous problem (3.7), the orthogonality condition (3.13) and V0 = 0 allow us to assert that μ1/2 = 0 and w1/2
is also an eigenfunction of (2.16) associated with μ0; let w1/2 be w1/2 = f1w1 + · · · + fpwp where fj are certain
constants to be determined.
In addition, since μ0 is not an eigenvalue of problem (2.15), there exists an unique solution V1/2 of (3.6), which
can be written as
V1/2 = d1V 11/2 + · · · + dpV p1/2, (3.15)
where, for j = 1, . . . , p, V j1/2 is the unique solution of⎧⎨⎩−xV
j
1/2 = μ0V j1/2 in Ω,
V
j
1/2 = wj on Γ.
(3.16)
In the third step, we get problems (3.10) and (3.11). Now, by virtue of (3.13), (3.14), (3.15) and the fact that
μ1/2 = 0, the compatibility conditions for the non-homogeneous problem (3.11) read:
p∑
k=1
dk
∫
Γ
∂νV
j
1/2w
k dτ = μ1dj for j = 1, . . . , p,
and μ1 is an eigenvalue of the matrix
N =
(∫
∂νV
j
1/2w
k dτ
)
j,k=1,...,p
, (3.17)
Γ
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matrix N is symmetric and, consequently, it has p real eigenvalues μ1t (with the usual convention of repetition of
eigenvalues), t = 1, . . . , p, and their corresponding eigenvectors dt = (dt1, . . . , dtp)T are orthogonal in Rp , that is∑p
k=1 d
t
kd
j
k = δt,j for t, j = 1, . . . , p. Then, με splits into p branches from μ0,
με = μ0 + δεμ1t + o(δε), t = 1, . . . , p,
with the corresponding eigenfunctions
Uε = δ1/2ε
(
dt1V
1
1/2 + · · · + dtpV p1/2
)+ o(δ1/2ε ) in Ω, t = 1, . . . , p,
wε = (dt1w1 + · · · + dtpwp)+ o(1) on Γ, t = 1, . . . , p.
Following the process, we can determine all terms of the expansions.
Resonance case, μ0 ∈ σ(PΩ) ∩ σ(PΓ ): then, we prove that the asymptotic series (3.1)–(3.3) split into
κΩ(μ
0)+ κΓ (μ0) branches.
We consider μ0 an eigenvalue of (2.15) ((2.16) respectively) and denote its multiplicity κΩ(μ0) = q (κΓ (μ0) = p,
with p = 1 or p = 2, respectively). Let V 1, . . . , V q be the eigenfunctions of (2.15) associated with μ0, which are
orthonormal in L2(Ω), and let w1, . . . ,wp be the corresponding eigenfunctions of (2.16) associated with μ0, which
are orthonormal in L2h(Γ ). Then, V0 and w0 can be written as (3.5) and (3.14) respectively where αi and di are certain
constants such that
∑q
i=1 |αi |2  0 and
∑p
j=1 |dj |2  0 to be determined in the following steps.
In a second step we have that V1/2 and w1/2 satisfy problems (3.6) and (3.7) respectively. Now, the compatibility
conditions for both non-homogeneous problems read:
p∑
k=1
dk
∫
Γ
∂νV
iwk dτ = μ1/2αi for i = 1, . . . , q,
and
q∑
k=1
αk
∫
Γ
∂νV
kwj dτ = μ1/2dj for j = 1, . . . , p.
That is, the vectors α = (α1, . . . , αq)T and d = (d1, . . . , dp)T verify Ad = μ1/2α and ATα = μ1/2d where A is the
q × p matrix:
A =
(∫
Γ
∂νV
iwj dτ
)
i=1,...,q, j=1,...,p
. (3.18)
Let n denote the rank of this matrix, n q and n p  2. Depending on whether μ1/2 is zero or not, we have different
behavior.
First, we assume that μ1/2 	= 0, which amounts to n > 0. In this case, since α or d are different from zero, both
vectors α and d are different from zero and, multiplying ATα = μ1/2d by μ1/2 we have ATAd = (μ1/2)2d . Then,
(μ1/2)2 is an eigenvalue of the matrix ATA with d the corresponding eigenvector and α = (μ1/2)−1Ad .
Now we can check that ATA is a p × p symmetric, semi-definite positive matrix, of rank n, and consequently,
ATA has n strictly positive eigenvalues μr (with the usual convention of repetition of eigenvalues), r = 1, . . . , n.
Their corresponding eigenvectors dr = (dr1 , . . . , drp)T are orthogonal in Rp . Therefore, we have that με splits from μ0
into 2n branches with μ1/2 	= 0:
με = μ0 ± δ1/2ε
√
μr + o
(
δ1/2ε
)
, r = 1, . . . , n,
the corresponding eigenfunctions being,
Uε = ±(αr1V 1 + · · · + αrqV q)+ o(1) in Ω, r = 1, . . . , n,
wε = (drw1 + · · · + drpwp)+ o(1) on Γ, r = 1, . . . , n,1
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In order to obtain the κΩ(μ0)+ κΓ (μ0) = q +p different branches we assume that μ1/2 = 0. Now Ad = ATα = 0
and there exist p − n vectors dt ∈Rp and q − n vectors αs ∈Rq such that
Adt = 0 and
p∑
k=1
dtkd
j
k = δt,j for t, j = 1, . . . , p − n, and (3.19)
ATαs = 0 and
q∑
k=1
αskα
i
k = δs,i for s, i = 1, . . . , q − n. (3.20)
For each t = 1, . . . , p − n and s = 1, . . . , q − n, let us define V t1/2 and ws1/2 as the solutions of:{−xV t1/2 = μ0V t1/2 in Ω,
V t1/2 = dt1w1 + · · · + dtpwp on Γ,
(3.21)
∂τ
(
h∂τw
s
1/2
)+μ0hws1/2 = ∂ν(αs1V 1 + · · · + αsqV q) on Γ, (3.22)
respectively such that
∫
Ω
V t1/2V
i dx = 0 for i = 1, . . . , q and ∫
Γ
hws1/2w
j dτ = 0 for j = 1, . . . , p. These solutions
exist on account of (3.19) and (3.20). Let us note that, for each t = 1, . . . , p − n and s = 1, . . . , q − n, the functions
V t1/2 and w
s
1/2 are well defined because of the construction of d
t and αs . Then, the functions V1/2 and w1/2, satisfying
problems (3.6) and (3.7) respectively with μ1/2 = 0, can be written as follow:
V1/2 = d1V 11/2 + · · · + dp−nV p−n1/2 + β1V 1 + · · · + βqV q, and
w1/2 = a1w11/2 + · · · + aq−nwq−n1/2 + f1w1 + · · · + fpwp,
where
d1d1j + · · · + dp−ndp−nj = dj for j = 1, . . . , p, (3.23)
a1α
1
i + · · · + aq−nαq−ni = αi for i = 1, . . . , q, (3.24)
and βi and fj are certain constants to be determined below.
In the third step, we obtain problems (3.10) and (3.11). In this case, the compatibility conditions for both non-
homogeneous problems read:
a1
∫
Γ
∂νV
iw11/2 dτ + · · · + aq−n
∫
Γ
∂νV
iw
q−n
1/2 dτ +
p∑
k=1
fk
∫
Γ
∂νV
iwk dτ = μ1αi for i = 1, . . . , q, (3.25)
d1
∫
Γ
∂νV
1
1/2w
j dτ + · · · + dp−n
∫
Γ
∂νV
p−n
1/2 w
j dτ +
q∑
k=1
βk
∫
Γ
∂νV
kwj dτ = μ1dj for j = 1, . . . , p. (3.26)
For each s fixed, s = 1, . . . , q − n, adding, from i equal 1 to q , Eqs. (3.25) once we have multiplied each one by αsi
respectively, and using (3.20) and (3.24), we obtain:
a1
q∑
i=1
αsi
∫
Γ
∂νV
iw11/2 dτ + · · · + aq−n
q∑
i=1
αsi
∫
Γ
∂νV
iw
q−n
1/2 dτ = μ1as ,
and μ1 is an eigenvalue of the matrix,
B =
(
q∑
i=1
αsi
∫
Γ
∂νV
iwk1/2 dτ
)
s,k=1,...,q−n
, (3.27)
which is symmetric because of (3.22), and a = (a1, . . . ,aq−n)T is the corresponding eigenvector. Once we have fixed
the eigenvalue μ1 and the eigenvector a, we determine α and f by (3.24) and (3.25). This gives us q − n values μ1
with their respective α.
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one by dtj respectively, and using (3.19) and (3.23), we get:
d1
p∑
j=1
dtj
∫
Γ
∂νV
1
1/2w
j dτ + · · · + dp−n
p∑
j=1
dtj
∫
Γ
∂νV
p−n
1/2 w
j dτ = μ1dt ,
and μ1 is an eigenvalue of the matrix
C =
(
p∑
j=1
dtj
∫
Γ
∂νV
k
1/2w
j dτ
)
t,k=1,...,p−n
, (3.28)
which is symmetric on account of (3.21), and d = (d1, . . . ,dp−n)T is the corresponding eigenvector. Once we have
fixed the eigenvalue μ1 and the eigenvector d, we determine d and β by (3.23) and (3.26). This gives us p − n values
μ1 with their respective d .
Therefore, we have shown that με splits from μ0 into p + q − 2n branches with μ1/2 = 0:
με = μ0 + δεμ1 + o(δε),
μ1 being an eigenvalue of B or C, with the corresponding eigenfunctions:
Uε = (α1V 1 + · · · + αqV q)+ o(1) in Ω,
wε = (d1w1 + · · · + dpwp)+ o(1) on Γ,
where α and d are determined above. Let us note that α and d may be different from zero simultaneously if μ1
is an eigenvalue of B and C while α (d respectively) is zero if μ1 is an eigenvalue of C (B respectively) but not
of B (C respectively). Again, following the process, laborious computations allow the other terms of the asymptotic
expansions to be determined.
Remark 3.1. We observe that in any case the method used throughout this section shows that με splits into
κΩ(μ
0)+ κΓ (μ0) branches from the unique eigenvalue μ0 of problem (2.15) or of problem (2.16). We also ob-
serve that the power δ1/2ε in (3.1) can only appear in the case where μ0 ∈ σ(PΩ) ∩ σ(PΓ ) and rank(A) > 0 (see
Proposition 5.1 to compare).
4. Convergence for the eigenelements of problem (1.1)
In this section, we justify the asymptotic expansions in Section 3 up to a certain degree. First, we prove the conver-
gence as ε → 0 of the eigenvalues and eigenfunctions of problem (2.4) towards those of problem (2.15)–(2.16), in the
space H 1(Ω)×H 1(Γ ), with conservation of multiplicity as stated in Theorems 4.1–4.2. Then, we prove that the rest
of the terms in (3.1)–(3.3) provide true correcting terms for the eigenelements of (2.4), improving the convergence of
the eigenelements towards the leading term {μ0,V0,w0} in (3.1)–(3.3) as asserted by Theorems 4.3–4.7. Obviously,
these correcting terms depend on whether μ0 ∈ σ(PΩ) ∩ σ(PΓ ) or exclusively μ0 ∈ σ(PΩ) or μ0 ∈ σ(PΓ ) (see Re-
mark 4.2). Precise bounds for convergence rates of the eigenelements are also provided, which in fact depend on ε and
the eigenvalue number k. These bounds can be improved by specifying the precise dependence on both parameters
and on properties of the limiting spectrum as we outline in Theorem A.1 (see Remark 4.1).
For this section we recall the normalization (2.8) for the eigenelements of (2.7) and introduce a continuous exten-
sion operator from H 1(Γ ) into H 1(Ω) as follows:
Let ϕ be a fixed function such that ϕ ∈ C∞(R), 0  ϕ  1, ϕ(r) = 0 if r  1 and ϕ(r) = 1 if r  2. For each
w ∈ H 1(Γ ) we define:
Uw(x) = w(τ)ϕ(2 + ν/d) for x ∈ Ω, (4.1)
which satisfies,
Uw ∈ H 1(Ω), Uw = w on Γ and ‖Uw‖H 1(Ω) C‖w‖H 1(Γ ), (4.2)
where C is a constant independent of ε and w.
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conservation of the multiplicity. More specifically, for each fixed k, k = 0,1,2 . . . , there exist constants Ck and εk > 0
such that, for ε  εk , ∣∣μεk −μ0k∣∣ Ckδ1/2ε . (4.3)
Moreover, for any eigenvalue μ0k of (2.17) with multiplicity 
k (μ0k = μ0k+1 = · · · = μ0k+
k−1), and for any eigenfunc-
tion (V ,w) of (2.17) associated with μ0k with |||(V ,w)||| = 1, there is a linear combination (U˜ε, w˜ε) of eigenfunctions
associated with {μεi }k+
k−1i=k such that ∣∣∣∣∣∣(U˜ε, w˜ε)− (V ,w)∣∣∣∣∣∣Mkδ1/2ε , (4.4)
where the constant Mk is independent of ε.
In addition, for each sequence (Uεk,wεk) of eigenfunctions of (2.7), |||(Uεk,wεk)||| = 1, we can extract a subsequence
(still denoted by ε) such that (Uεk,wεk) → (V ∗k ,w∗k ) in H 1(Ω)×H 1(Γ ), as ε → 0, where (V ∗k ,w∗k ) is an eigenfunction
of (2.17) associated with μ0k and the set {(V ∗k ,w∗k )}∞k=0 forms an orthonormal basis of H 10 (Ω)×H 1(Γ ) for the scalar
product (2.6).
Proof. Let us consider the Hilbert space Hε defined by (2.5) with the scalar product (2.6). Let Aε be the posi-
tive, selfadjoint and compact operator defined on Hε as follows: for any (F,f ) ∈Hε , Aε(F,f ) = (Uε,uε) where
(Uε,uε) ∈Hε is the unique solution of(((
Uε,uε
)
, (G,g)
))= ∫
Ω
FGdx +
∫
Γ
hfg dτ ∀(G,g) ∈Hε. (4.5)
Obviously, the eigenvalues of Aε are {(1 +μεk)−1}∞k=0 where {μεk}∞k=0 are the eigenvalues of (2.7).
In the same way, we consider the Hilbert spaceH0 = H 10 (Ω)×H 1(Γ ) with the scalar product (2.6) and define the
operator A0 on H0 by A0(F,f ) = (U,u), for (F,f ) ∈H0, where (U,u) is the unique solution of((
(U,u), (G,g)
))= ∫
Ω
FGdx +
∫
Γ
hfg dτ ∀(G,g) ∈H0. (4.6)
The eigenvalues of A0 are {(1 +μ0k)−1}∞k=0 where {μ0k}∞k=0 are the eigenvalues of (2.17).
Let Rε be the linear, continuous operator Rε :H0 →Hε defined by Rε(F,f ) = (F̂ ε, f ) for any (F,f ) ∈ H 10 (Ω)×
H 1(Γ ), where
F̂ ε(x) = F(x)+ δ1/2ε Uf (x) for x ∈ Ω, (4.7)
with Uf the function defined by (4.1). Let W be the space H0.
In order to apply Lemma 2.3 we check the properties (a)–(d) in this lemma.
On account of (4.7) and (4.2), for any (F,f ) ∈ H 1(Ω)×H 1(Γ ),∥∥F̂ ε − F∥∥
H 1(Ω) Cδ
1/2
ε ‖f ‖H 1(Γ ). (4.8)
Also, for (F,f ) ∈ H 10 (Ω)×H 1(Γ ), we have the convergence,
Rε(F,f ) → (F,f ) in H 10 (Ω)×H 1(Γ ), as ε → 0. (4.9)
Consequently, |||Rε(F,f )||| = |||(F̂ ε, f )||| → |||(F,f )||| when ε → 0, and property (a) is satisfied.
In order to prove the uniform bound for ‖Aε‖L(Hε), for any (F,f ) ∈Hε , we consider Aε(F,f ) = (Uε,uε) to be
the solution of (4.5) and take (G,g) = (Uε,uε). Applying the Cauchy–Buniakowsky–Schwarz inequality, we obtain:∣∣∣∣∣∣(Uε,uε)∣∣∣∣∣∣ C(‖F‖L2(Ω) + ‖f ‖L2h(Γ )).
Then, property (b) is satisfied, on account of
‖Aε‖L(Hε) = sup
|||Aε(F,f )|||
|||(F,f )|||  C.(F,f )∈Hε,(F,f ) 	=0
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(Uε,uε) ∈Hε satisfies (4.5) for (F,f ) = (F̂ ε, f ), that is,(((
Uε,uε
)
, (G,g)
))= ∫
Ω
F̂ εGdx +
∫
Γ
hfg dτ ∀(G,g) ∈Hε. (4.10)
On account of (4.8), we consider (4.10) with (G,g) = (Uε,uε) and we obtain that, for ε sufficiently small, |||(Uε,uε)|||
is bounded by a constant independent of ε. Therefore, we can extract a subsequence, still denoted by ε, such that
(Uε,uε) converges, as ε → 0, towards some function (U∗, u∗) weakly in H 1(Ω) × H 1(Γ ). Since (Uε,uε) ∈ Hε ,
Uε = δ1/2ε uε on Γ and U∗ = 0 on Γ . In order to identify (U∗, u∗) ∈H0 with A0(F,f ), for any (V , v) ∈H0 fixed, we
consider (4.10) for (G,g) = Rε(V, v) and pass to the limit when ε → 0. Then, by virtue of (4.9) and the convergence
of (Uε,uε) we obtain that (U∗, u∗) satisfies (4.6) and, in consequence, (U∗, u∗) = A0(F,f ). In addition, taking limits
in (4.10) for (G,g) = (Uε,uε), we have:∣∣∣∣∣∣(Uε,uε)∣∣∣∣∣∣2 = ∫
Ω
F̂ εUε dx +
∫
Γ
hf uε dτ ε→0−→
∫
Ω
FU∗ dx +
∫
Γ
hf u∗ dτ = ∣∣∣∣∣∣(U∗, u∗)∣∣∣∣∣∣2,
and (Uε,uε) converge towards (U∗, u∗) strongly in H 1(Ω)×H 1(Γ ). Thus, because of (4.9),∣∣∣∣∣∣AεRε(F,f )−RεA0(F,f )∣∣∣∣∣∣= ∣∣∣∣∣∣(Uε,uε)−Rε(U∗, u∗)∣∣∣∣∣∣ ε→0−→ 0 for any (F,f ) ∈H0
and property (c) of Lemma 2.3 is proved.
In a similar way to property (c), we can prove that for any sequence (F ε, f ε) in Hε such that supε |||(F ε, f ε)||| is
bounded by a constant independent of ε, we can extract a subsequence, still denoted by ε, verifying |||Aε(F ε, f ε) −
Rε(V0, v0)||| → 0 as ε → 0, for a certain function (V0, v0) ∈H0. Thus, Aε is uniformly compact, and property (d) of
Lemma 2.3 holds.
Now, Lemma 2.3 leads us to assert that for each fixed k, there exist constants Ck and εk > 0 such that for ε  εk ,∣∣(1 +μεk)−1 − (1 +μ0k)−1∣∣ Ck sup∣∣∣∣∣∣AεRε(V,w)−RεA0(V ,w)∣∣∣∣∣∣,
where the sup is taken over all (V ,w) such that |||(V ,w)||| = 1, (V ,w) in the eigenspace associated with μ0k . Moreover,
for any eigenvalue μ0k of (2.17) with multiplicity 
k (μ
0
k = μ0k+1 = · · · = μ0k+
k−1), and for any eigenfunction (V ,w)
of (2.17) associated with μ0k with |||(V ,w)||| = 1, there is a linear combination (U˜ε, w˜ε) of eigenfunctions associated
with {μεi }k+
k−1i=k such that ∣∣∣∣∣∣(U˜ε, w˜ε)−Rε(V,w)∣∣∣∣∣∣Mk∣∣∣∣∣∣AεRε(V,w)−RεA0(V ,w)∣∣∣∣∣∣,
where the constant Mk is independent of ε. Thus, from (4.8), estimates (4.3) and (4.4) hold once we prove that for any
eigenfunction (V ,w) of (2.17) associated with μ0k of norm |||(V ,w)||| = 1,∣∣∣∣∣∣AεRε(V,w)−RεA0(V ,w)∣∣∣∣∣∣ Cδ1/2ε , (4.11)
for C a constant independent of C and (V ,w).
Indeed, let us denote by (Uε,uε) and (U,u) the functions AεRε(V,w) and A0(V ,w) respectively. Then,
(Uε,uε) ∈Hε satisfies (4.5) for (F,f ) = (V̂ ε,w), that is,(((
Uε,uε
)
, (G,g)
))= ∫
Ω
V̂ εGdx +
∫
Γ
hwg dτ ∀(G,g) ∈Hε. (4.12)
Taking (G,g) = (Uε,uε) in (4.12) and using (4.9) and the fact that |||(V ,w)||| = 1, we have that |||(Uε,uε)||| is bounded
for ε sufficiently small. Moreover, taking (G,g) = (Uε −U −δ1/2ε Uu,uε −u) ∈Hε in (4.12) where Uu is the function
defined by (4.1) we obtain:(((
Uε,uε
)
,
(
Uε −U − δ1/2ε Uu,uε − u
)))= ∫ V̂ ε(Uε −U − δ1/2ε Uu)dx + ∫ hw(uε − u)dτ. (4.13)
Ω Γ
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(U,u),
(
Uε − δ1/2ε Uuε −U,uε − u
)))= ∫
Ω
V
(
Uε − δ1/2ε Uuε −U
)
dx +
∫
Γ
hw
(
uε − u)dτ, (4.14)
where (Uε − δ1/2ε Uuε −U,uε − u) ∈H0. Thus, combining (4.13) and (4.14) yields:∣∣∣∣∣∣(Uε −U,uε − u)∣∣∣∣∣∣2 = I1 + I2 + I3 + I4,
where
I1 =
∫
Ω
(
V̂ ε − V )(Uε −U)dx,
I2 = −δ1/2ε
∫
Ω
V̂ εUu dx + δ1/2ε
∫
Ω
VUuε dx,
I3 = δ1/2ε
∫
Ω
∇xUε · ∇xUu dx − δ1/2ε
∫
Ω
∇xU · ∇xUuε dx,
and
I4 = δ1/2ε
∫
Ω
UεUu dx − δ1/2ε
∫
Ω
UUuε dx.
On account of the Cauchy–Buniakowsky–Schwarz inequality, (4.8), (2.21), (4.2) and the bounds |||(V ,w)||| = 1
and |||(U,u)||| 1, we have, for ε  ε0,
|I1|
∥∥V̂ ε − V ∥∥
L2(Ω)
∥∥Uε −U∥∥
L2(Ω)  Cδ
1/2
ε
∣∣∣∣∣∣(Uε −U,uε − u)∣∣∣∣∣∣,
|I2| = δ1/2ε
∣∣∣∣ ∫
Ω
VUuε−u dx +
∫
Ω
(
V − V̂ ε)Uu dx∣∣∣∣
 Cδ1/2ε
(‖V ‖L2(Ω)∥∥uε − u∥∥L2(Γ ) + δ1/2ε ‖u‖L2(Γ ))Cδ1/2ε (∣∣∣∣∣∣(Uε −U,uε − u)∣∣∣∣∣∣+ δ1/2ε ),
|I3| = δ1/2ε
∣∣∣∣ ∫
Ω
∇x
(
Uε −U) · ∇xUu dx + ∫
Ω
∇xU · ∇xUu−uε dx
∣∣∣∣
 Cδ1/2ε
(∥∥∇x(Uε −U)∥∥L2(Ω)‖u‖H 1(Γ ) + ‖∇U‖L2(Ω)∥∥uε − u∥∥H 1(Γ )) Cδ1/2ε ∣∣∣∣∣∣(Uε −U,uε − u)∣∣∣∣∣∣,
|I4| = δ1/2ε
∣∣∣∣ ∫
Ω
(
Uε −U)Uu dx + ∫
Ω
UUu−uε dx
∣∣∣∣
 Cδ1/2ε
(∥∥Uε −U∥∥
L2(Ω)‖u‖L2(Γ ) + ‖U‖L2(Ω)
∥∥uε − u∥∥
L2(Γ )
)
Cδ1/2ε
∣∣∣∣∣∣(Uε −U,uε − u)∣∣∣∣∣∣.
Then, |||(Uε − U,uε − u)|||2  C(δε + δ1/2ε |||(Uε − U,uε − u)|||) with C a constant independent of ε and hence the
inequality |||AεRε(V,w)−A0(V ,w)||| = |||(Uε −U,uε − u)||| Cδ1/2ε holds. Finally, (4.8) leads us to (4.11), which
concludes the proof of (4.3) and (4.4).
As regards the proof of the last statement in the theorem, we consider the sequence (Uεk,w
ε
k) of eigenfunctions
of (2.7), |||(Uεk,wεk)||| = 1. By a classical argument of diagonalization we extract a subsequence (still denoted by ε)
such that (Uεk,w
ε
k) → (V ∗k ,w∗k ) in H 1(Ω) × H 1(Γ )-weak, as ε → 0. If we assume that this limit (V ∗k ,w∗k ) 	= 0,
on account of (4.8) and the fact that μεk → μ0k as ε → 0, by taking limit in (2.7) for (W,w) = Rε(V, v) and any
fixed (V , v) ∈ H 10 (Ω), we identify (V ∗k ,w∗k ) with an eigenfunction of (2.17) associated with μ0k . Then, using again
the convergence μεk → μ0k and (2.7) for (W,w) = (Uεk,wεk), we get 1 = |||(Uεk,wεk)|||2 → (μ0k + 1)(‖U∗k ‖2L2(Ω) +
‖w∗k‖2L2h(Γ )) and prove that (V
∗
k ,w
∗
k ) 	= 0 and the strong convergence of the sequence (Uεk,wεk) in H 1(Ω) × H 1(Γ )
towards (V ∗,w∗). The fact that the (V ∗,w∗) are orthogonal in H 1(Ω) × H 1(Γ ) for the scalar product (2.6) followsk k k k
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ε
k). The fact that the set {(V ∗k ,w∗k )}∞k=0 forms a basis of H 10 (Ω)×H 1(Γ )
is obtained by contradiction since all the eigenvalues of (2.17) have finite multiplicity. Therefore, the theorem is
proved. 
Now, using Lemma 2.2, in the following theorem we provide an alternative bound for the convergence rate of the
eigenfunctions.
Theorem 4.2. Let μ0k be an eigenvalue of problem (2.17) with multiplicity 
k , μ0k = · · · = μ0k+
k−1, and let
{(Vj ,wj )}k+
k−1j=k be the associated eigenfunctions verifying (((Vj ,wj ), (Vi,wi))) = δi,j for i, j = k, . . . , k + 
k − 1.
Let {(Uεq,wεq)}k+
k−1q=k be the eigenfunctions corresponding to the eigenvalues μεk, . . . ,μεk+
k−1 of problem (2.7) with
(((Uεj ,w
ε
j ), (U
ε
i ,w
ε
i ))) = δi,j for i, j = k, . . . , k + 
k − 1. Then, for ε < ε∗k and q = k, . . . , k + 
k − 1 there exist
coefficients β(j)q (ε) such that ∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(Uεq,wεq)−
k+
k−1∑
q=j
β
(j)
q (ε)(Vj ,wj )
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣ M˜kδ1/2ε (4.15)
where M˜k is a constant independent of ε.
Proof. In order to apply Lemma 2.2, we consider H = Hε the Hilbert space defined by (2.5), n = N = 
k , wi =
(Uεk+i−1,w
ε
k+i−1) and Wj = |||W˜ j |||−1W˜ j , for i, j = 1, . . . , 
k , where W˜ j = (Vk+j−1 + δ1/2ε Uwk+j−1 ,wk+j−1) ∈Hε
with Uw the function defined by (4.1). It is clear that hypothesis (a) of Lemma 2.2 holds true.
Let us prove property (b). By definition of W˜ j , (2.17) and the normalization of (Vp,wp), we have((
W˜j , W˜i
))− δi,j = δ1/2ε ∫
Ω
∇xVk+j−1 · ∇xUwk+i−1 dx + δ1/2ε
∫
Ω
∇xUwk+j−1 · ∇xVk+i−1 dx
+ δε
∫
Ω
∇xUwk+j−1 · ∇xUwk+i−1 dx + δ1/2ε
∫
Ω
Vk+j−1Uwk+i−1 dx
+ δ1/2ε
∫
Ω
Uwk+j−1Vk+i−1 dx + δε
∫
Ω
Uwk+j−1Uwk+i−1 dx,
and |((W˜j , W˜i)) − δi,j |  Cδ1/2ε . In particular, at i = j , ||||W˜ j |||2 − 1|  Cδ1/2ε and consequently, for ε sufficiently
small, |||W˜ j ||| > C0 with C0 a constant independent of ε. Thus, from (4.8), the hypothesis (b) holds for  = C˜δ1/2ε
where C˜ is a constant independent of ε.
Finally, on account of (4.4) and the fact the |||Wj − (Vk+j−1,wk+j−1)|||2  Cδε , hypothesis (c) of Lemma 2.2 holds
true for σ = (Mk +C1/2)δ1/2ε and ε  εk . We choose ε∗k > 0, εk  ε∗k > 0, ε∗k sufficiently small in order to satisfy the
condition (
k + 1)( + (2 + σ)σ ) < 1 at σ = (Mk +C1/2)δ1/2ε and  = C˜δ1/2ε . Then, by Lemma 2.2, (4.15) holds for
M˜k = 
k(C˜ + (3 + (Mk +C1/2))(Mk +C1/2)). 
The following theorems improve estimates (4.3) and (4.4). Their proofs rely on the application of Lemma 2.1 using
the test functions obtained from the higher order terms of the asymptotic expansions in Section 3 (cf. (3.1)–(3.3)).
Formulas for matrix A, B, C, M and N are those derived in Section 3, namely (3.18), (3.27), (3.28), (3.12) and (3.17)
respectively. The same can be said for their eigenvalues and eigenvectors.
Case where μ0 ∈ σ(PΩ), with multiplicity κΩ(μ0) = q  1, and μ0 /∈ σ(PΓ ).
Theorem 4.3. Let μ0 = μ0k be an eigenvalue of problem (2.15) which is not an eigenvalue of problem (2.16);
μ0k = · · · = μ0k+q−1. Let μ1 be an eigenvalue of the matrix M = (
∫
Γ
∂νV
iwk1/2 dτ)i,k=1,...,q where V 1, . . . , V q are
the eigenfunctions of (2.15) associated with μ0, orthonormal in L2(Ω), and wi are the functions defined by (3.9)1/2
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V0 = α1V 1 + · · ·+αqV q , w1/2 = α1w11/2 + · · ·+αqwq1/2 and V1 a solution of (3.10) where μ1/2 = 0; let w3/2 be the
solution of :
∂τ (h∂τw3/2)+μ0hw3/2 +μ1hw1/2 = ∂νV1. (4.16)
Then, there exist eigenvalues με of (2.7), με = μεj for some j = k, . . . , k + q − 1, such that for ε sufficiently small,
namely ε < ε∗, ∣∣με −μ0 − δεμ1∣∣<C∗δ2ε , (4.17)
where ε∗ and C∗ are constants depending on μ0,μ1,V1,w3/2 and independent of ε. In addition, there are
(U˜ε, w˜ε) ∈ H 1(Ω) × H 1(Γ ), |||(U˜ε, w˜ε)||| = 1, each (U˜ε, w˜ε) belonging to the eigenspace associated with μεp(ε)
of (2.7) which satisfy μεp(ε) ∈ [μ0 + δεμ1 − Kδθε ,μ0 + δεμ1 + Kδθε ] with K > 0 and 0 < θ < 2, and (U˜ε, w˜ε) such
that, ∣∣∣∣∣∣(U˜ε, w˜ε)− βε(V0 + δεV1 + δ2εUw3/2 , δ1/2ε w1/2 + δ3/2ε w3/2)∣∣∣∣∣∣ C˜∗δ2−θε , (4.18)
where βε = |||(V0 + δεV1 + δ2εUw3/2 , δ1/2ε w1/2 + δ3/2ε w3/2)|||−1 and Uw3/2 ∈ H 1(Ω) is the function defined by (4.1).
Proof. In a first stage we prove that there exists at least one eigenvalue με = μεp(ε) of (2.7) satisfying (4.17) and there
are (U˜ε, w˜ε) as the theorem states.
We consider the Hilbert space Hε defined by (2.5) and the positive, selfadjoint and compact operator Aε defined
by (4.5), its eigenvalues being {(1 + μεk)−1}∞k=0. Let μ0,μ1,V0,V1, w1/2,w3/2,Uw3/2 be as the theorem states. For
sufficiently small ε, we consider the function (V ε, vε) = (V0 + δεV1 + δ2εUw3/2 , δ1/2ε w1/2 + δ3/2ε w3/2). It is clear that
(V ε, vε) ∈Hε . In order to apply Lemma 2.1, we prove estimate:∣∣∣∣((Aε(V˜ ε, v˜ε)− 11 +μ0 + δεμ1 (V˜ ε, v˜ε), (G,g)
))∣∣∣∣C∗δ2ε ∣∣∣∣∣∣(G,g)∣∣∣∣∣∣ ∀(G,g) ∈Hε, (4.19)
where (V˜ ε, v˜ε) = |||(V ε, vε)|||−1(V ε, vε) and C∗ is a constant independent of ε.
The definition of Aε , (V ε, vε) and the scalar product ((·,·)) yield(
1 +μ0 + δεμ1
)((
Aε
(
V ε, vε
)− 1
1 +μ0 + δεμ1
(
V ε, vε
)
, (G,g)
))
= J1 + J2 + J3 + J4 + J5,
where
J1 = μ0
∫
Ω
V0Gdx +
∫
Ω
V0Gdx,
J2 = δ1/2ε μ0
∫
Γ
w1/2g dτ + δ1/2ε
∫
Γ
∂τ (h∂τw1/2)g dτ −
∫
Γ
∂νV0Gdτ,
J3 = δεμ1
∫
Ω
V0Gdx + δεμ0
∫
Ω
V1Gdx + δε
∫
Ω
V1Gdx,
J4 = δ3/2ε μ0
∫
Γ
w3/2g dτ + δ3/2ε μ1
∫
Γ
w1/2g dτ + δ3/2ε
∫
Γ
∂τ (h∂τw3/2)g dτ − δε
∫
Γ
∂νV1Gdτ and
J5 = δ2εμ1
∫
Ω
V1Gdx + δ2ε
(
μ0 + δεμ1
)∫
Ω
Uw3/2Gdx + δ5/2ε μ1
∫
Γ
hw3/2g dτ − δ2ε
∫
Ω
∇xUw3/2 · ∇xGdx.
Now, the fact that (G,g) ∈ Hε and that V0,V1,w1/2,w3/2 are solutions of (2.15), (3.10), (3.7) and (4.16) respec-
tively lead us to J1 = J2 = J3 = J4 = 0. Moreover, |J5|  C∗δ2ε |||(G,g)||| where C∗ is a constant depending on
μ0,μ1,V1,w3/2 but independent of ε. Finally, we have |||(V ε, vε)||| → |||(V0,0)||| = 1 +μ0 as ε → 0, and estimate
(4.19) holds for ε sufficiently small, ε < ε∗.
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ε < ε∗, at least one eigenvalue μεp(ε) of (2.7) verifying |(1+μεp(ε))−1 −(1+μ0 +δεμ1)−1| C∗δ2ε . We deduce (4.17).
Moreover, if we take, for instance r∗ = δθε with 0 < θ < 2, for ε < ε∗, Lemma 2.1 also provides a function
(U˜ε, w˜ε) ∈ Hε , with |||(U˜ε, w˜ε)||| = 1, (U˜ε, w˜ε) belonging to the eigenspace associated with all the eigenvalues
(1 + με
p(ε)
)−1 of operator Aε contained in [(1 + μ0 + δεμ1)−1 − δθε , (1 + μ0 + δεμ1)−1 + δθε ], such that (4.18) is
satisfied.
In this way, the assertion performed at the beginning of the proof holds. Then, to conclude the proof of the theorem,
we check that the eigenvalue με = μεp(ε) verifying (4.17) is one of the eigenvalues μεj with j = k, . . . , k + q − 1. We
show this assertion by contradiction.
Denoting by {μεj }j=k+q−1j=k the q eigenvalues provided by Theorem 4.1 which converge towards μ0k , we show that,
for ε < ε∗, the eigenvalue με = μεp(ε) obtained above coincides with one of the eigenvalues μεj with j = k, . . . ,
k + q − 1. First, we consider the case where the function p(ε) is not bounded. Thus, there exists a subsequence ε′
such that p(ε′) → ∞ as ε′ → 0. Consequently, for ε′ sufficiently small, p(ε′) > k + q and με′
p(ε′)  μ
ε′
k+q . Since
με
′
p(ε′) → μ0 = μ0k and με
′
k+q → μ0k+q as ε′ → 0, μ0k  μ0k+q which contradicts the hypotheses in the theorem. There-
fore, for ε sufficiently small, p(ε) is bounded by some constant independent of ε.
Secondly, we consider that there exists a fixed l, l 	= k, k + 1, . . . , k + q − 1, and a subsequence ε′ such that
με
′
p(ε′) = με
′
l . Then, μ
ε′
p(ε′) = με
′
l → μ0l as ε′ → 0, but με
′
p(ε′) → μ0 = μ0k which again contradicts the hypotheses
in the theorem. Therefore, for ε < ε∗, the eigenvalue με = μεp(ε) coincides with one of the eigenvalues μεj with
j = k, . . . , k + q − 1 (obviously, the j can depend on ε) and the theorem is proved. 
Case where μ0 ∈ σ(PΓ ), with multiplicity κΓ (μ0) = p  1, and μ0 /∈ σ(PΩ).
Theorem 4.4. Let μ0 = μ0k be an eigenvalue of problem (2.16) which is not an eigenvalue of problem (2.15);
μ0k = · · · = μ0k+p−1. Let μ1 be an eigenvalue of the matrix N = (
∫
Γ
∂νV
k
1/2w
j dτ)j,k=1,...,p where w1, . . . ,wp are
the eigenfunctions of (2.16) associated with μ0, orthonormal in L2h(Γ ), and V j1/2 are the functions defined by (3.16)
for j = 1, . . . , p. Let d = (d1, . . . , dp)T be an eigenvector associated with μ1 such that ∑pj=1 |dj |2 = 1. Let us con-
sider w0 = d1w1 + · · · + dpwp , V1/2 = d1V 11/2 + · · · + dpV p1/2 and w1 a solution of (3.11) where μ1/2 = 0; let V3/2
be the solution of : {
−xV3/2 = μ0V3/2 +μ1V1/2 in Ω,
V3/2 = w1 on Γ.
Then, there exist eigenvalues με of (2.7), με = μεj for some j = k, . . . , k + p − 1, such that for ε sufficiently small,
namely ε < ε∗, ∣∣με −μ0 − δεμ1∣∣<C∗δ2ε .
Moreover, there are (U˜ε, w˜ε) ∈ H 1(Ω) × H 1(Γ ), |||(U˜ε, w˜ε)||| = 1, each (U˜ε, w˜ε) belonging to the eigenspace asso-
ciated with μεp(ε) of (2.7) which satisfy μεp(ε) ∈ [μ0 + δεμ1 −Kδθε ,μ0 + δεμ1 +Kδθε ] with K > 0 and 0 < θ < 2, and
(U˜ε, w˜ε) such that ∣∣∣∣∣∣(U˜ε, w˜ε)− βε(δ1/2ε V1/2 + δ3/2ε V3/2,w0 + δεw1)∣∣∣∣∣∣ C˜∗δ2−θε
where βε = |||(δ1/2ε V1/2 + δ3/2ε V3/2,w0 + δεw1)|||−1.
Proof. We use the technique in Theorem 4.3 for the test functions (V ε, vε) = (δ1/2ε V1/2 + δ3/2ε V3/2,w0 + δεw1) ∈Hε
where μ0,μ1,V1/2,V3/2,w0,w1 are those in the statement of the theorem. By rewriting the reasoning in proof of
Theorem 4.3 with minor modifications, Theorem 4.4 is proved. 
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Theorem 4.5. Let μ0 = μ0k be an eigenvalue of (2.17), μ0 ∈ σ(PΩ)∩ σ(PΓ ), with multiplicity 
k = p + q;
μ0k = · · · = μ0k+
k−1. Let us consider V 1, . . . , V q to be the eigenfunctions of (2.15) associated with μ0, which are
orthonormal in L2(Ω), and let w1, . . . ,wp be the corresponding eigenfunctions of (2.16) associated with μ0, which
are orthonormal in L2h(Γ ). Let us assume that the rank of the matrix A = (
∫
Γ
∂νV
iwj dτ)i=1,...,q j=1,...,p , is greater
than zero. Let μ be a positive eigenvalue of the matrix ATA and let d = (d1, . . . , dp)T be an eigenvector associated
with μ such that
∑p
j=1 |dj |2 = 1. Let us consider μ1/2 = ±
√
μ, α = (μ1/2)−1Ad , V0 = α1V 1 + · · · + αqV q and
w0 = d1w1 +· · ·+ dqwq . Let V1/2 and w1/2 be solutions of (3.6) and (3.7) respectively. Then, there exist eigenvalues
με of (2.7), με = μεj for some j = k, . . . , k + 
k − 1, such that, for ε sufficiently small, namely ε < ε∗,∣∣με −μ0 − δ1/2ε μ1/2∣∣<C∗δε.
Moreover, there are (U˜ε, w˜ε) ∈ H 1(Ω) × H 1(Γ ), |||(U˜ε, w˜ε)||| = 1, each (U˜ε, w˜ε) belonging to the eigenspace
associated with μεp(ε) of (2.7) which satisfy μεp(ε) ∈ [μ0 + δ1/2ε μ1/2 − Kδθε ,μ0 + δ1/2ε μ1/2 + Kδθε ] with K > 0 and
0 < θ < 1, and (U˜ε, w˜ε) such that∣∣∣∣∣∣(U˜ε, w˜ε)− βε(V0 + δ1/2ε V1/2 + δεUw1/2 ,w0 + δ1/2ε w1/2)∣∣∣∣∣∣ C˜∗δ1−θε ,
where βε = |||(V0 + δ1/2ε V1/2 + δεUw1/2 ,w0 + δ1/2ε w1/2)|||−1 and Uw1/2 ∈ H 1(Ω) is the function defined by (4.1).
Proof. Similar arguments to the proof of Theorem 4.3 allow us to prove this theorem. Now, in order to apply
Lemma 2.1 the test functions (V ε, vε) used are (V ε, vε) = (V0 + δ1/2ε V1/2 + δεUw1/2 ,w0 + δ1/2ε w1/2) ∈Hε , where
V0,V1/2,Uw1/2 ,w0,w1/2 are defined in the statement of the theorem. 
Theorem 4.6. Let μ0 = μ0k be an eigenvalue of (2.17), μ0 ∈ σ(PΩ)∩ σ(PΓ ), with multiplicity 
k = p + q; μ0k =
· · · = μ0k+
k−1. Let us consider V 1, . . . , V q to be the eigenfunctions of (2.15) associated with μ0, which are orthonor-
mal in L2(Ω), and let w1, . . . ,wp be the corresponding eigenfunctions of (2.16) associated with μ0, which are ortho-
normal in L2h(Γ ). Let us assume that q − n > 0 where n is the rank of the matrix A = (
∫
Γ
∂νV
iwj dτ)i=1,...,q, j=1,...,p.
Let μ1 be an eigenvalue of the matrix B = (∑qi=1 αsi ∫Γ ∂νV iwk1/2 dτ)s,k=1,...,q−n and let a be the corresponding eigen-
vector, where the vectors αs verify (3.20) and ws1/2 is defined by (3.22) for s = 1, . . . , p − n. Let us consider μ1/2 = 0,
V0 = α1V 1 + · · · + αqV q and w1/2 = a1w11/2 + · · · + aq−nwq−n1/2 + f1w1 + · · · + fpwp where αj is defined by (3.24)for j = 1, . . . , q , and fk verifies (3.25) for k = 1, . . . , p. Let V1 be a solution of (3.10). Then, there exist eigenvalues
με of (2.7), με = μεj for some j = k, . . . , k + 
k − 1, such that for ε sufficiently small, namely ε < ε∗,∣∣με −μ0 − δεμ1∣∣<C∗δ3/2ε .
Moreover, there are (U˜ε, w˜ε) ∈ H 1(Ω) × H 1(Γ ), |||(U˜ε, w˜ε)||| = 1, each (U˜ε, w˜ε) belonging to the eigenspace asso-
ciated with με
p(ε)
of (2.7) which satisfy με
p(ε)
∈ [μ0 + δεμ1 − Kδθε ,μ0 + δεμ1 + Kδθε ] with K > 0 and 0 < θ < 3/2,
and (U˜ε, w˜ε) such that ∣∣∣∣∣∣(U˜ε, w˜ε)− βε(V0 + δεV1, δ1/2ε w1/2)∣∣∣∣∣∣ C˜∗δ3/2−θε
where βε = |||(V0 + δεV1, δ1/2ε w1/2)|||−1.
Proof. Similar reasonings to those used for the proof of Theorem 4.3 lead us to prove this theorem where
(V ε, vε) = (V0 + δεV1, δ1/2ε w1/2) ∈Hε ; V0,V1,w1/2 as the theorem states. 
Theorem 4.7. Let μ0 = μ0k be an eigenvalue of (2.17), μ0 ∈ σ(PΩ)∩ σ(PΓ ), with multiplicity 
k = p + q; μ0k =
· · · = μ0k+
k−1. Let us consider V 1, . . . , V q to be the eigenfunctions of (2.15) associated with μ0, which are orthonor-
mal in L2(Ω), and let w1, . . . ,wp be the corresponding eigenfunctions of (2.16) associated with μ0, which are ortho-
normal in L2h(Γ ). Let us assume that p − n > 0 where n is the rank of the matrix A = (
∫
Γ
∂νV
iwj dτ)i=1,...,q, j=1,...,p .
Let μ1 be an eigenvalue of the matrix C = (∑pj=1 dtj ∫Γ ∂νV k1/2wj dτ)t,k=1,...,p−n and let d be the correspond-
ing eigenvector, where the vectors dt verify (3.19). Let us consider μ1/2 = 0, w0 = d1w1 + · · · + dpwp and
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defined by (3.21) for t = 1, . . . , p − n and βk verifies (3.26) for k = 1, . . . , q . Let w1 be a solution of (3.11). Then,
there exist eigenvalues με of (2.7), με = μεj for some j = k, . . . , k+
k − 1, such that, for ε sufficiently small, namely
ε < ε∗, ∣∣με −μ0 − δεμ1∣∣<C∗δ3/2ε .
Moreover, there are (U˜ε, w˜ε) ∈ H 1(Ω) × H 1(Γ ), |||(U˜ε, w˜ε)||| = 1, each (U˜ε, w˜ε) belonging to the eigenspace asso-
ciated with μεp(ε) of (2.7) which satisfy μεp(ε) ∈ [μ0 + δεμ1 − Kδθε ,μ0 + δεμ1 + Kδθε ] with K > 0 and 0 < θ < 3/2,
and (U˜ε, w˜ε) such that ∣∣∣∣∣∣(U˜ε, w˜ε)− βε(δ1/2ε V1/2 + δ3/2ε Uw1 ,w0 + δεw1)∣∣∣∣∣∣ C˜∗δ3/2−θε ,
where βε = |||(δ1/2ε V1/2 + δ3/2ε Uw1,w0 + δεw1)|||−1 and Uw1 ∈ H 1(Ω) is the function defined by (4.1).
Proof. By rewriting the reasoning in proof of Theorem 4.3 with (V ε, vε) = (δ1/2ε V1/2 + δ3/2ε Uw1 ,w0 + δεw1) ∈Hε ,
the result in this theorem holds. 
Remark 4.1. Let us note that, in Theorems 4.1–4.7, the constants appearing in the estimates for the difference between
the eigenelements of (2.13) involved with the kth eigenvalue μ0k , and those of the limiting problem (2.15)–(2.16), as
well as the estimates involving the correcting terms, are obtained for ε smaller than a certain εk and they depend on k.
Using the procedure of direct and inverse reduction (cf. [6,9,2]), we can specify these constants in terms of ε, k, and
properties of the limiting spectrum, in an explicit way. As a sample, for the discrepancies involving leading terms
(cf. (3.1)–(3.3)), we outline the results obtained using this technique in Theorem A.1 where, for the sake of brevity,
we avoid proofs.
Remark 4.2. It should be noted that Theorems 4.3–4.7 justify results in Section 3 obtaining correcting terms which
improve convergence in Theorems 4.1–4.2. The weaker bound for convergence rates obtained in Theorem 4.5 is in
good agreement with Remark 3.1.
Also, we observe that the more precise results in these theorems correspond to the approach of the eigenvalues. As
a matter of fact, for a fixed j = k, . . . , k + q − 1 estimate (4.17) (and the analogues in Theorems 4.4–4.7) could hold
for certain subsequences of ε. The statements of the results for eigenvalues and eigenfunctions definitely improve in
the case where the limiting eigenvalue μ0 is simple (cf. [7,11] for very different spectral problems).
5. Asymptotics for the stiff problem (1.2) in Ωε
In this section, we outline the asymptotic expansions postulated in [2] for the eigenpairs of (1.2) when t > 1 and
prove certain results which are of interest for many problems of spectral perturbation theory in which the limiting
problem of a self-adjoint parameter dependent problem proves to be non-selfadjoint, namely, Proposition 5.1. We also
show how to modify these asymptotics in order to obtain the whole series for particular values of t . Finally, to avoid
the non-selfadjoint limiting problem we provide alternative asymptotic expansions which lead us to a self-adjoint
limiting problem. These results are justified in Section 6. Recall that for simplicity we set A = a = 1 in (1.2).
Taking into account estimate (2.9), we consider an asymptotic expansion for the eigenvalues λε ,
λε = μ+ o(1). (5.1)
For the associated eigenfunctions, {Uε,uε}, we can consider an asymptotic expansion in Ω and ωε , respectively,
Uε(x) = V (x)+ o(1), x ∈ Ω, (5.2)
uε(ζ, τ ) = v0(ζ, τ )+ o(1), ζ ∈
[
0, h(τ )
)
, τ ∈ S	, (5.3)
where v0 is a 	-periodic function in τ . Besides, we assume that the first term μ in (5.1) can be 0 while V in (5.2)
or v0 in (5.3) are different from zero. ζ = ε−1ν in (5.3), is the rapid variable. The terms o(1) in these asymptotic
expansions mean further asymptotic terms, containing different order functions (powers of ε) which depend on t , and
their dependence must be determined along with their respective accompanying terms. For simplicity, we consider
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same for any t > 1, namely, problem (5.7) (see Remark 5.1).
For instance, for natural t , t > 1, we consider an asymptotic expansion for the eigenvalues λε and the associate
eigenfunctions {Uε,uε}:
λε = μ+ εη1 + ε2η2 + · · · , (5.4)
Uε(x) = V (x)+ εV1(x)+ ε2V2(x)+ · · · , x ∈ Ω, (5.5)
uε(ζ, τ ) = v0(ζ, τ )+ εv1(ζ, τ )+ ε2v2(ζ, τ )+ · · · , ζ ∈
[
0, h(τ )
)
, τ ∈ S	, (5.6)
where vi are 	-periodic functions in τ . As usual, functions V , Vj and vi , j = 1,2, . . . , i = 0,1, . . . and the numbers
μ and ηj are to be found by substitution in (1.2). We first determine the leading terms in (5.4)–(5.6).
By replacing expansions (5.4)–(5.6) in problem (1.2), after considering Eqs. (2.19) and (2.20), we collect coeffi-
cients of the same powers of ε and gather equations satisfied by V,vj and μ (see [2] for more details). In a first step,
we obtain the leading terms in (5.4)–(5.5) to satisfy the following equations:{−xV = μV in Ω,
∂τ (h∂τV )+μhV = 0 on Γ, (5.7)
while the leading term in (5.6) is given by v0(ζ, τ ) = V (0, τ ) for ζ ∈ [0, h(τ )), τ ∈ S	.
Remark 5.1. Also replacing (5.1)–(5.3) in (1.2) leads us to the limiting problem (5.7). This is due to the fact that v0,
and the boundary condition in (5.7), are determined from the solvability condition for the Neumann problem satisfied
by the term in (5.3) accompanying ε2.
Let us note that the spectrum of problem (5.7) as a set is the union of the eigenvalues of two different problems,
one of them posed in Ω , namely problem (2.15), and another on Γ , namely problem (2.16). Indeed, first we observe
that, if μ /∈ σ(PΓ ), then an eigenelement (μ,V ) of problem (5.7) satisfies (2.15) and, of course, all eigenelements of
(2.15) satisfy (5.7). On the other hand, in the case where μ ∈ σ(PΓ ) and μ /∈ σ(PΩ), we extend the eigenfunction W
to Ω by the unique solution of the Dirichlet problem:{−xV = μV in Ω,
V = W on Γ, (5.8)
in order to obtain an eigenfunction of problem (5.7) associated with μ.
Finally, in the case where μ is an eigenvalue of (2.15) with multiplicity κΩ(μ) = q , and of (2.16) with multiplicity
κΓ (μ) = p, p  2, let us consider V 1, . . . , V q the eigenfunctions of (2.15) associated with μ, which are orthonormal
in L2(Ω), and let w1, . . . ,wp be p linearly independent eigenfunctions of (2.16) associated with μ, in L2(Γ ). We
use the Fredholm alternative to deduce that for each eigenfunction wj of problem (2.16) satisfying the compatibility
conditions, ∫
Γ
∂νV
iwj dτ = 0,
for i = 1, . . . , q , can be extended on Ω as the solution Vwj of the Dirichlet problem (5.8) which is unique in the
orthogonal complement of the subspace [V 1, . . . , V q ] in H 1(Ω). In this way, we have proved that the multiplicity
of any eigenvalue μ of (5.7), which is an eigenvalue of both problems (2.15) and (2.16) simultaneously, depends
on the multiplicity of μ as an eigenvalue of (2.16), or as an eigenvalue of (2.15), and of the rank of the matrix
A = (∫
Γ
∂νV
iwj dτ)i=1,...,q, j=1,...,p as follows:
κg(μ) = κΩ(μ)+ κΓ (μ)− rank(A).
Here κg(μ) denotes the geometric multiplicity of μ as an eigenvalue of problem (5.7). Next, we prove that, in general,
problem (5.7) cannot be associated with a self-adjoint operator, since the unexpected fact established in the following
proposition shows that the algebraic multiplicity κa(μ) of the eigenvalue μ of (5.7) can be strictly greater than κg(μ).
Note that the matrix A has already been defined in (3.18); let n denote its rank. Without any loss of generality, we
can assume that V 1, . . . , V q and w1, . . . ,wp are ordered in such a way that the left-hand and top n× n-block of the
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μ are {
V 1, . . . , V q,Vwn+1 , . . . , Vwp
}
. (5.9)
In any case, we assume that the index out of those possible indexes for V j or wi means that we do not take into
account the corresponding functions.
Proposition 5.1. Problem (5.7) has exactly n associated functions V11 , . . . ,Vn1 corresponding to n linearly indepen-
dent eigenfunctions V˜ 1, . . . , V˜ n of (2.15) associated with the eigenvalue μ. In addition, the Jordan chains {V˜ j ,Vj1},
j = 1, . . . , n here constructed, cannot be extended.
Proof. The problem of finding associated functions reads{−xV1 = μV1 + V in Ω,
∂τ (h∂τV1)+μhV1 + hV = 0 on Γ, (5.10)
where V is an eigenfunction of (5.7), namely, V belongs to the linear space generated by (5.9). First, we observe
that if V ∈ [Vwn+1 , . . . , Vwp ], then the equation on Γ in (5.10) has no solution. The same holds for the case where V
belongs to the eigenspace [V 1, . . . , V q,Vwn+1 , . . . , Vwp ] with V 	= 0 on Γ ; this is due to the fact that in this case the
restriction of V to Γ is a linear combination of eigenfunctions wj for j = n + 1, . . . , p. Thus, for both cases, there
are no associated functions and the only possibility of finding associated functions is that V ∈ [V 1, . . . , V q ].
Let us consider the last case. That is, the case where
V = β1V 1 + · · · + βqV q, (5.11)
for certain constants β1, . . . , βq . Since V = 0 on Γ , the equation for V1 on Γ in (5.10) is homogeneous and therefore
V1 = α1w1 + · · · + αpwp on Γ,
for certain constants α1, . . . , αp . From the orthogonality of the eigenfunctions {V 1, . . . , V q} in L2(Ω), and the com-
patibility conditions for the Dirichlet problem in Ω we deduce:
βj =
∫
Ω
VV j dx =
p∑
s=1
αs
∫
Γ
∂νV
jws dτ, j = 1, . . . , q. (5.12)
Next, we show that these equations can be fulfilled by a proper choice of the coefficients αs and βj , depending on n.
For n = 0, (5.12) gives β1 = · · · = βq = 0; therefore, in this case there are no associated functions corresponding
to the eigenvalue μ and the proposition is proved.
For n 1 and for k = 1, . . . , n, considering the structure of the matrix A, in (5.12) we can choose αs ≡ αks = δs,k ,
for s = 1, . . . , p, which gives n vectors β = (β1, . . . , βq) as the n first columns of the matrix A, and therefore n
linearly independent vectors β of Rq . Then, (5.11) provides at least n eigenfunctions of (5.7) which have associated
functions, i.e., Vk1 solutions of (5.10) for V = V˜ k in (5.11). Obviously V 1, . . . , V q,Vwn+1 , . . . , Vwp ,V11, . . . ,Vn1 are
p + q linearly independent functions in H 1(Ω). Moreover, since the rank of A is n, the maximum number of linearly
independent vectors β = (β1, . . . , βq) of Rq given by (5.12) is n, and therefore, the above argument provides all the
possible associated functions corresponding to the eigenvalue μ.
On the other hand, since |α1| + · · · + |αp| > 0, the problem:{−xV2 = μV2 + V1 in Ω,
∂τ (h∂τV2)+μhV2 + hV1 = 0 on Γ,
for associated functions of second order has no solution, and the proof of the proposition is completed for V ≡ V˜ j
defined by (5.11) and Vj1 the associated functions satisfying (5.10). 
We observe that depending on the problem, Proposition 5.1 ensures that there can exist associated functions. As
a direct consequence, and by analogy with the case of non-self adjoint operators on Hilbert spaces, we can claim that
the total algebraic multiplicity of the eigenvalue μ of problem (5.7) is,
κa(μ) = κΩ(μ)+ κΓ (μ).
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since the original ε-dependent problem is self-adjoint.
As a sample, for t = 2 we show below that the process with the same ansätze (5.4)–(5.6) cannot always be extended
in the resonant case where μ is an eigenvalue of both problems (2.15) and (2.16). In this last case, in general, expan-
sions (5.4)–(5.6) are not consistent since (5.7) is not formally self-adjoint, and, in order to extend the process, we need
to modify suitably these expansions, depending on the multiplicity of the eigenvalue μ, introducing different powers
of ε (cf. [8] and Section V.3 in [12] for related questions). In order to show the process, we consider the simplest
case, namely, the resonant case where μ is a simple eigenvalue of both problems (2.15) and (2.16), the corresponding
eigenfunctions V and W satisfying: ∫
Γ
∂νVW dτ = I 	= 0. (5.13)
Further terms of asymptotic expansions (5.4)–(5.6) for t = 2
Now, assuming that μ is a simple eigenvalue of (5.7), the process used to find the leading terms (μ,V ) and v0 in
the asymptotic expansions should be continued to determine the other terms of (5.4)–(5.6) always depending on the
fixed t . We obtain that the second terms η1 and V1 in (5.4) and (5.5) verify the non homogeneous problem, associated
with (5.7), {−xV1 −μV1 = η1V in Ω,
∂τ (h∂τV1)+μhV1 = ∂νV + FV − η1hV on Γ, (5.14)
where FV is the function defined on Γ by:
FV (τ) = 12∂τV (0, τ )h(τ)
(
3h′(τ )
(τ)+ h(τ)
 ′(τ ))+ ∂2τ V (0, τ )
(τ )h(τ)2, for τ ∈ S	,
while the second term in (5.6) is given by v1(ζ, τ ) = V1(0, τ ) for ζ ∈ [0, h(τ )), τ ∈ S	. Considering all the possible
solutions (μ,V ) to (5.7), the compatibility condition for (5.14) determines η1 except in the case where μ is an
eigenvalue of (2.15) and (2.16) simultaneously.
Since μ is a simple eigenvalue of (5.7), under the assumption (5.13), we have q = p = n = 1 in Proposition 5.1
and V1 the associated function with V . In this case, we show that it is possible to find eigenelements of (1.2) with
asymptotics (cf. (3.1)–(3.3) with δε = ε to compare),
λε = μ± ε1/2η1/2 + εη±1 + · · · ,
Uε(x) = V 0(x)+ ε1/2V±1/2(x)+ εV±1 (x)+ · · · ,
uε(ζ, τ ) = w(τ)+ ε1/2W±1/2(ζ, τ )+ εW±1 (ζ, τ )+ · · · .
Indeed, inserting these ansätze into (1.2), we readily find that the pair (V 0,w(τ)) satisfies (5.7) and in this case, where
μ is a simple eigenvalue of both problems (2.15) and (2.16), V 0 = V , w = 0 and the problem for the first correction
terms reads: {−xV1/2 −μV1/2 = ±η1/2V in Ω,
∂τ (h∂τV1/2)+μhV1/2 = ∓η1/2hV = 0 on Γ,
which admits the solution
V±1/2(x) = ±η1/2V1(x)+ a1/2V (x), W±1/2(ζ, τ ) = ±η1/2I−1W(τ),
for a1/2 a certain constant.
We continue the process to obtain the second correction terms; we have:{−xV1 −μV1 = ±η1/2V±1/2 + η1V in Ω,
∂τ (h∂τV1)+μhV1 = ∂νV + FV ∓ η1/2hV±1/2 − η1hV on Γ,
(5.15)
for the same function FV in (5.14). Now, since V = 0 and V±1/2 = W±1/2 on Γ , Eq. (5.15) on Γ takes the form,
∂τ (h∂τV1)+μhV1 = ∂νV − η2 hI−1W, (5.16)1/2
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Γ
∂νVW dτ = η21/2I−1
∫
Γ
hW 2 dτ = η21/2I−1.
Thus, η1/2 = I. Hence, the solution of Eq. (5.16) can be chosen as follows:
V1 = W•1 + b1W,
where W•1 is a particular solution and the constant b1 is to be determined such that the Dirichlet problem in Ω for V1,{
−xV1 −μV1 = ±η1/2V±1/2 + η1V in Ω,
V1 = W•1 + b1W on Γ,
has a solution.
New asymptotic expansions after a re-scaling of the eigenfunctions in ωε
Note that the rare behavior noticed for the limit problem (5.7) can be explained if we observe that the local asymp-
totic expansion (5.6) may not be consistent with the normalization for the eigenfunctions (2.10). In fact, (2.10), (2.9),
and (5.1)–(5.3) imply the first term in (5.6) v0 ≡ 0, and therefore the leading terms μ and V in (5.4) and (5.5) can
only be an eigenvalue and the associated eigenfunction of the Dirichlet problem (2.15).
Thus, it proves necessary either to change the normalization of the eigenfunctions in order to keep the right asymp-
totic expansions for the eigenfunctions in (5.5)–(5.6) or to change these asymptotic expansions in a consistent way
with the normalization (2.10). In this last respect, considering the convergence results obtained in [2] for the different
case where t = 1 in problem (1.2) (cf. also problem (1.2)1, (1.2)3–(1.2)5, (1.3) when t = 1 and m = 0), it proves useful
to consider the re-scaled eigenfunctions in ωε , wε = ε− t−12 uε .
Now, on account of the identification of the elements {Uε,uε} ∈ H 1(Ωε) with the pairs (Uε,wε) ∈ Vε (cf. (2.11))
we modify the asymptotic expansions (5.1)–(5.3) and, more specifically, we assume a different expansion in ωε for
the eigenfunctions:
wε(ζ, τ ) = w0(ζ, τ )+ o(1), ζ ∈
[
0, h(τ )
)
, τ ∈ S	. (5.17)
Then, performing the change uε = ε t−12 wε in (1.2), and replacing expansions (5.1), (5.2) and (5.17) in this problem,
on account of Eqs. (2.19) and (2.20), we collect coefficients of the same powers of ε and gather equations satisfied
by V , w0 and μ. In a first step, we have that the leading terms μ, V and w0 in these expansions satisfy problems (2.15)
or (2.16). Here w0 is determined as in Remark 5.1.
6. Convergence for the eigenelements of problem (2.13)
In this section we justify the asymptotic expansions for the eigenelements of (1.2) in Section 5, and, more precisely,
those derived from the ansätze (5.1), (5.2) and (5.17). That is, we prove the convergence of the eigenelements of (2.13)
towards those of (2.17). In addition, in Section 6.1 we justify the connection between problems (2.13) and (2.7) (i.e.,
problem (1.2) for t > 1 and (1.1)) comparing the spectra. Specifying, Theorems 6.2 and 6.3 show that the eigenele-
ments of (1.1) provide an alternative or even better approach to those of (1.2) than the eigenelements of the limiting
problem (2.15)–(2.16) (see Theorems 6.1 and A.2 and Remark A.1 to compare).
The first result on spectral convergence in this section is obtained using Lemma 2.3 and it is stated in Theorem 6.1.
Also the convergence for the eigenfunctions holds. As in Section 4, bounds for the discrepancies of the eigenvalues
and eigenfunctions in terms of constants depending on the eigenvalue number can be derived (cf. (4.3), (4.4) and (4.15)
to compare). We avoid obtaining these bounds here, for the sake of brevity, since as a matter of fact, more precise
bounds are stated in Theorem A.2.
Recall that throughout all the section, the parameter t takes values greater than 1 and the normalization for the
eigenfunctions of (2.13) is given by (2.14). We also recall the extension operator from H 1(Γ ) into H 1(Ω) introduced
in Section 4 satisfying (4.1) and (4.2). In addition, for proofs in this section, we introduce a new extension operator
Rε from H 1(Ω)×H 1(Γ ) into Vε as follows:0
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(F,f ) ∈ H 10 (Ω)×H 1(Γ ), where
Fˇ ε(x) = F(x)+ ε(t−1)/2Uf (x) if x ∈ Ω,
fˇ ε(x) = f (τ) if x ∈ ωε, (6.1)
with Uf the function defined by (4.1).
Theorem 6.1. For fixed t > 1, and for each fixed k, k = 0,1,2 . . . , the eigenvalues λεk of (2.13) converge towards
the eigenvalue μ0k of (2.17) as ε → 0. Moreover, for any eigenvalue μ0k of (2.17) with multiplicity 
k (μ0k = μ0k+1 =
· · · = μ0k+
k−1), and for any eigenfunction (V ,w) of (2.17) associated with μ0k with |||(V ,w)||| = 1, there is a linear
combination (U˜ ε, w˜ε) of eigenfunctions associated with the eigenvalues {λεi }k+
k−1i=k converging towards μ0k , such that∥∥(U˜ ε, w˜ε)− Rε(V ,w)∥∥ε ε→0−→ 0. (6.2)
In addition, for each sequence (Uεk ,wεk) of eigenfunctions of (2.13), ‖(Uεk ,wεk)‖ε = 1, we can extract a subsequence
(still denoted by ε) such that (Uεk ,wεk |Γ ) → (V ∗k ,w∗k ) in H 1(Ω) × H 1(Γ )-weak, as ε → 0, where (V ∗k ,w∗k ) is an
eigenfunction of (2.17) associated with μ0k and the set {(V ∗k ,w∗k )}∞k=0 forms an orthonormal basis of H 10 (Ω)×H 1(Γ )for the scalar product (2.6).
Proof. Let us consider the Hilbert space Vε defined by (2.11) with the scalar product (2.12). Let Bε be the posi-
tive, selfadjoint and compact operator defined on Vε as follows: for any (F,f ) ∈ Vε , Bε(F,f ) = (Uε,uε) where
(Uε,uε) ∈ Vε is the unique solution of:((
Uε,uε
)
, (G,g)
)
ε
=
∫
Ω
FGdx + 1
ε
∫
ωε
fg dx ∀(G,g) ∈ Vε. (6.3)
Obviously, the eigenvalues of Bε are {(1 + λεk)−1}∞k=0 where {λεk}∞k=0 are the eigenvalues of (2.13).
In the same way, we consider the Hilbert space H0 = H 10 (Ω) × H 1(Γ ) with the scalar product (2.6) and define
the operator A0 on H0 defined by (4.6) whose eigenvalues are {(1 + μ0k)−1}∞k=0; that is, A0(F,f ) = (U,u), for
(F,f ) ∈H0, where (U,u) is the unique solution of (4.6).
Let W be the space W = H 10 (Ω) × H 1(Γ ) and let Rε be the linear, continuous operator Rε :H0 → Vε defined
by (6.1). We check the properties (a)–(d) of Lemma 2.3.
For any (F,f ) ∈ H 1(Ω) × H 1(Γ ), let us consider (Fˇ ε, fˇ ε) defined by (6.1). By virtue of (6.1), (4.2), (2.21)
and (2.22), we obtain: ∥∥Fˇ ε − F∥∥
H 1(Ω) Cε
(t−1)/2‖f ‖H 1(Γ ), (6.4)∣∣∣∣1ε∥∥fˇ ε∥∥2L2(ωε) − ‖f ‖2L2h(Γ )
∣∣∣∣ Cε‖f ‖2L2h(Γ ), (6.5)∣∣∣∣1ε∥∥∇xfˇ ε∥∥2L2(ωε) − ‖∂τ f ‖2L2h(Γ )
∣∣∣∣ Cε‖∂τ f ‖2L2h(Γ ),
where C is a constant independent of ε and t . Thus, for (F,f ) ∈ H 10 (Ω) × H 1(Γ ), ‖Rε(F,f )‖2ε = ‖(Fˇ ε, fˇ ε)‖2ε →
|||(F,f )|||2, when ε → 0, and property (a) holds.
In order to prove the boundedness of ‖Bε‖L(Vε), for any (F,f ) ∈ Vε we consider Bε(F,f ) = (Uε,uε) the solution
of (6.3) and take (G,g) = (Uε,uε). Applying the Cauchy–Buniakowsky–Schwarz inequality, we get ‖(Uε,uε)‖ε 
C‖(F,f )‖ε where C is a constant independent of ε and (F,f ). Thus, property (b) is satisfied.
Let us prove property (c). For each ε > 0 and any fixed (F,f ) ∈ H0, we consider (Uε,uε) = BεRε(F,f );
(Uε,uε) ∈ Vε satisfies (6.3) for (F,f ) = (Fˇ ε, fˇ ε), that is,((
Uε,uε
)
, (G,g)
)
ε
=
∫
Fˇ εGdx + 1
ε
∫
fˇ εg dx ∀(G,g) ∈ Vε. (6.6)Ω ωε
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ε
 C, (6.7)
where C is a constant independent of ε.
For each ε > 0, we introduce in (6.7) the change of variables in ωε from Cartesian coordinates x1, x2 to local
coordinates (ζ, τ ) where ζ = ν/ε and (ν, τ ) are the curvilinear coordinates. Then, (6.7) reads:
∥∥Uε∥∥2
H 1(Ω) +
	∫
0
h(τ)∫
0
∣∣∂τuε∣∣2K−1ε dζ dτ + 1ε2
	∫
0
h(τ)∫
0
∣∣∂ζ uε∣∣2Kε dζ dτ + 	∫
0
h(τ)∫
0
∣∣uε∣∣2Kε dζ dτ C,
where uε(ζ, τ ) denote the eigenfunctions uε(x) in the local coordinates (ζ, τ ) and Kε(ζ, τ ) = 1+ εζκ(τ). Taking into
account that bounds (2.21) also hold for Kε(ζ, τ ), ∀ζ ∈ [0, h(τ )], τ ∈ S	 and ε sufficiently small, we can write:∥∥Uε∥∥2
H 1(Ω) +
∥∥uε∥∥2
L2(Π) +
∥∥∂τuε∥∥2L2(Π) + ε−2∥∥∂ζ uε∥∥2L2(Π)  C, (6.8)
with Π the domain (0, h(τ )) × (0, 	). Therefore, we can extract a subsequence, still denoted by ε, such that
(Uε,uε) converges, as ε → 0, towards some function (U∗,u∗) weakly in H 1(Ω) × H 1(Π). Since (Uε,uε) ∈ Vε ,
Uε = ε(t−1)/2uε on Γ ; hence U∗ = 0 on Γ which ensures U∗ ∈ H 10 (Ω). Moreover, from (6.8) it follows that
‖∂ζ uε‖2L2(Π)  Cε2 and consequently ∂ζ u∗ = 0 in Π ; thus, it does not depend on ζ and we can write u∗ = u∗(τ )
in Π for a certain function u∗(τ ).
In order to identify (U∗, u∗), for any (V , v) ∈H0 fixed, we consider (6.6) for (G,g) = Rε(V , v) and introduce the
local coordinates (ζ, τ ) in the domain ωε:∫
Ω
∇xUε · ∇xVˇ ε dx +
	∫
0
h(τ)∫
0
∂τu
ε∂τ vK
−1
ε dζ dτ +
∫
Ω
UεVˇ ε dx +
	∫
0
h(τ)∫
0
uεvKε dζ dτ
=
∫
Ω
Fˇ εVˇ ε dx +
	∫
0
h(τ)∫
0
f vKε dζ dτ, (6.9)
with Fˇ ε and Vˇ ε functions defined by (6.1). On account of (6.4) and the fact that Kε and K−1ε converge towards 1 in
L2(Π) when ε → 0, we take limits in (6.9) and we have:∫
Ω
∇xU∗ · ∇xV dx +
	∫
0
h(τ)∫
0
∂τu
∗∂τ v dζ dτ +
∫
Ω
U∗V dx +
	∫
0
h(τ)∫
0
u∗v dζ dτ =
∫
Ω
FV dx +
∫
Γ
hf v dτ.
Then, since u∗ = u∗(τ ) in Π , (U∗, u∗) satisfies (4.6) and, in consequence, (U∗, u∗) = A0(F,f ).
Finally, we prove ‖BεRε(F,f ) − RεA0(F,f )‖ε → 0 as ε → 0. By virtue of (6.6), (6.1), the change to local
variables and the fact that u∗ = u∗(τ ) in Π , we can write:∥∥BεRε(F,f )− RεA0(F,f )∥∥2ε
=
∫
Ω
Fˇ ε
(
Uε − Uˇ∗ε
)+ 	∫
0
h(τ)∫
0
f
(
uε − u∗)Kε dζ dτ − ∫
Ω
∇xUˇ∗ε · ∇x
(
Uε − Uˇ∗ε
)
−
	∫
0
h(τ)∫
0
∂τu
∗∂τ
(
uε − u∗)K−1ε dζ dτ − ∫
Ω
Uˇ∗ε
(
Uε − Uˇ∗ε
)
dx −
	∫
0
h(τ)∫
0
u∗
(
uε − u∗)Kε dζ dτ.
Now, we have that all the terms converge towards zero and property (c) is satisfied.
In a similar way to property (c), we can prove that for any sequence (F ε, f ε) in Vε such that ‖(F ε, f ε)‖ε
is bounded by a constant independent of ε, we can extract a subsequence, still denoted by ε, verifying ‖Bε(F ε, f ε)−
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of Lemma 2.3 holds.
Applying Lemma 2.3, we have that for each fixed k, λεk converge towards μ
0
k when ε → 0. Moreover, for any
eigenvalue μ0k of (2.17) with multiplicity 
k (μ
0
k = μ0k+1 = · · · = μ0k+
k−1), and for any eigenfunction (V ,w) of
(2.17) associated with μ0k with |||(V ,w)||| = 1, there is a linear combination (U˜ ε, w˜ε) of eigenfunctions associated
with {λεi }k+
k−1i=k such that (6.2) holds.
As regards the proof of the last statement in the theorem, we consider the sequence (Uεk ,w
ε
k) of eigenfunctions of
(2.13), ‖(Uεk ,wεk)‖ε = 1. Let us recall that on account of the smoothness of Γ , the smoothness of the eigenfunctions
{Uε,uε} of (1.2) holds and we have: Uε ∈ C∞(Ω),uε ∈ C∞(ω¯ε) (cf., for instance, [2] for precise references). Then,
wε|Γ = ε(1−t)/2uε|Γ ∈ H 1(Γ ). Taking into account the change to local coordinates ζ, τ and using a classical argument
of diagonalization we extract a subsequence (still denoted by ε) such that (Uεk ,wεk) → (V ∗k ,w∗k) in H 1(Ω)×H 1(Π)-
weak, as ε → 0, where by wε we denote the eigenfunctions wε written in the local coordinates. Besides, V ∗k ∈ H 10 (Ω)
and w∗k = w∗k (τ ) in Π . If we assume that this limit (V ∗k ,w∗k) 	= 0, on account of (6.4), (6.5) and the fact that λεk → μ0k
as ε → 0 and w∗k = w∗k (τ ) in Π , we identify (V ∗k ,w∗k ) with an eigenfunction of (2.17) associated with μ0k by taking
limits in (2.13) for (W,w) = Rε(V , v), with any fixed (V , v) ∈ H 10 (Ω). Then, using again the convergence λεk → μ0k
and (2.13) for (W,w) = (Uεk , uεk), we have 1 = ‖(Uεk ,wεk)‖2ε → (μ0k + 1)[‖U∗k ‖2L2(Ω) + ‖w∗k‖2L2h(Γ )] and prove that
(V ∗k ,w∗k ) 	= 0. The fact that the (V ∗k ,w∗k ) are orthogonal in H 1(Ω) × H 1(Γ ) for the scalar product (2.6) follows
from the orthogonality condition for (Uεk ,w
ε
k). The fact that the set {(V ∗k ,w∗k )}∞k=0 forms a basis of H 10 (Ω)×H 1(Γ )
is obtained by contradiction since all the eigenvalues of (2.17) have finite multiplicity. Therefore, the theorem is
proved. 
Remark 6.1. Justification of asymptotics for the eigenelements of problem (1.2)1, (1.2)3–(1.2)5, (1.3), for other
possible values of t and m, with t < 1 or m 	= 0, can be addressed by combining the technique in [2] when t = 1 and
m = 0 along with that introduced in Sections 5 and 6 of the present paper when t > 1 and m = 0.
6.1. Comparison of the spectra of (1.2) and (1.1)
The following two theorems provide estimates for the discrepancies of the eigenelements of (2.13) and (2.7) when
δε = εt−1, t > 1.
Theorem 6.2. There exist constants ε∗ > 0 and C∗ > 0 such that for any eigenvalue μεl of problem (2.7) with δε = εt−1
the restriction ε < ε∗(1 +μεl )−1/2 provides at least one eigenvalue λε of (2.13) such that∣∣λε −μεl ∣∣<C∗ε(1 +μεl )3/2, (6.10)
or equivalently, such that ∣∣λε −μεl ∣∣<Clε, (6.11)
for ε  εl with a certain constant Cl independent of ε.
In addition, for each (Uεl ,wεl ) eigenfunction associated with μεl , {(Uεl ,wεl )}∞l=1 satisfying the normalization
condition (2.18), there are (U˜ ε, w˜ε) ∈ H 1(Ω)×H 1(ωε), ‖(U˜ ε, w˜ε‖ε = 1, each (U˜ ε, w˜ε) belonging to the eigenspace
associated with all the eigenvalues λεp(ε) of (2.13) in the interval λεp(ε) ∈ [μεl − Kεθ ,μεl + Kεθ ], with a fixed K > 0
and 0 < θ < 1, (U˜ ε, w˜ε) such that∥∥(U˜ ε, w˜ε)− βε(Uεl , wˇεl )∥∥ε C∗ε1−θ (1 +μεl )−1/2 (6.12)
where wˇεl is defined by (6.1) and βε = ‖(Uεl , wˇεl )‖−1ε .
Proof. Let μεl and (U
ε
l ,w
ε
l ) be as the theorem states. We first provide some useful estimates for U
ε
l .
The normalization condition (2.18), (2.5) and (2.7) give us:
398 D. Gómez et al. / J. Math. Pures Appl. 86 (2006) 369–402(
1 +μεl
)1/2∥∥Uεl ∥∥L2(Ω) + ∥∥∇xUεl ∥∥L2(Ω)  C, (6.13)(
1 +μεl
)1/2∥∥Uεl ∥∥L2(Γ ) + ∥∥∂τUεl ∥∥L2(Γ ) Cε(t−1)/2, (6.14)
where here, and throughout all the proof, C denotes a constant independent of ε and l.
On the other hand, we observe that Uεl ∈ C∞(Ω) verifies:{−xUεl = μεl Uεl in Ω,
∂τ (h∂τUεl ) = εt−1∂νUεl −μεl hUεl on Γ,
(6.15)
and, therefore, we can use the estimates in [1] for the solutions of (6.15) and we have∥∥Uεl ∥∥H 3(Ω)  C(∥∥μεl Uεl ∥∥H 1(Ω) + ∥∥εt−1∂νUεl −μεl hUεl ∥∥H 1/2(Γ ) + ∥∥Uεl ∥∥L2(Ω)).
Then, using the trace inequalities ‖Uεl ‖H 1/2(Γ )  C‖Uεl ‖H 1(Ω) and ‖∂νUεl ‖H 1/2(Γ )  C‖Uεl ‖H 2(Ω), along with esti-
mate (6.13), we obtain:∥∥Uεl ∥∥H 3(Ω)  C(μεl + εt−1∥∥Uεl ∥∥H 2(Ω) +μεl + 1) C(1 +μεl )+Cεt−1∥∥Uεl ∥∥H 3(Ω),
and, for ε sufficiently small, we have ∥∥Uεl ∥∥H 3(Ω)  C(1 +μεl ). (6.16)
Estimates (6.13), (6.16) and the multiplicative inequality for the second derivatives of smooth functions V ,∥∥D2xV ∥∥2L2(Ω) C‖∇xV ‖H 2(Ω)‖∇xV ‖L2(Ω),
give us ∥∥Uεl ∥∥H 2(Ω)  C(1 +μεl )1/2. (6.17)
Now, we consider the Hilbert space Vε defined by (2.11) and the positive, selfadjoint and compact operator Bε
defined by (6.3) with eigenvalues {(1 + λεk)−1}∞k=0. For ε  ε0, we consider the function (V ε, vε) = (Uεl , wˇεl ) where
wˇεl is defined by (6.1). It is clear that (V ε, vε) ∈ Vε . In order to apply Lemma 2.1, we prove estimate:∣∣∣∣(Bε(V˜ ε, v˜ε)− 11 +μεl (V˜ ε, v˜ε), (G,g)
)
ε
∣∣∣∣ Cε(1 +μεl )−1/2∥∥(G,g)∥∥ε ∀(G,g) ∈ Vε, (6.18)
where (V˜ ε, v˜ε) = ‖(V ε, vε)‖−1ε (V ε, vε).
Because of the definition of Bε and the scalar product (·,·)ε we can write:(
1 +μεl
)(
Bε
(
V ε, vε
)− 1
1 +μεl
(
V ε, vε
)
, (G,g)
)
ε
= μεl
∫
Ω
V εGdx +μεl
1
ε
∫
ωε
vεg dx −
∫
Ω
∇xV ε · ∇xGdx − 1
ε
∫
ωε
∇xvε · ∇xg dx.
Using the curvilinear coordinates in ωε and taking into account the definition of (V ε, vε), (6.15)1 and the fact
(G,g) ∈ Vε , we have:(
1 +μεl
)(
Bε
(
V ε, vε
)− 1
1 +μεl
(
V ε, vε
)
, (G,g)
)
ε
= ε(1−t)/2
(
−ε(t−1)
∫
Γ
∂νUεl g dτ
− 1
ε
	∫ εh(τ)∫ (
∂τUεl (0, τ )∂τ g(ν, τ )K(ν, τ )
−1 +μεl Uεl (0, τ )g(ν, τ )K(ν, τ )
)
dν dτ
)
. (6.19)0 0
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g¯(τ ) = 1
εh(τ)
εh(τ)∫
0
g(ν, τ )dν.
Multiplying (6.15)2 by w¯ and integrating along Γ yields,
εt−1
	∫
0
∂νUεl g¯ dτ +
	∫
0
h∂τUεl ∂τ g¯ dτ −μεl
	∫
0
hUεl g¯ dτ = 0. (6.20)
Now, we insert the left-hand side of (6.20) multiplied by ε(1−t)/2 into (6.19) and we obtain:(
1 +μεl
)(
Bε
(
V ε, vε
)− 1
1 +μεl
(
V ε, vε
)
, (G,g)
)
ε
= S1 + S2 + S3,
where
S1 = −ε(t−1)/2
	∫
0
∂νUεl (0, τ )
(
g(0, τ )− g¯(τ ))dτ,
S2 = ε(1−t)/2μεl
(
1
ε
	∫
0
εh(τ)∫
0
Uεl (0, τ )g(ν, τ )K(ν, τ )dν dτ −
	∫
0
h(τ)Uεl (0, τ )g¯(τ )dτ
)
,
S3 = ε(1−t)/2
(
−1
ε
	∫
0
εh(τ)∫
0
∂τUεl (0, τ )∂τ g(ν, τ )K(ν, τ )
−1 dν dτ +
	∫
0
h(τ)∂τUεl (0, τ )∂τ g¯(τ )dτ
)
.
Thus, to derive (6.18) we obtain estimates for each term Si with i = 1,2,3.
Taking into account the inequality∣∣∣∣∣Z(P )− 1T
T∫
0
Z(t)dt
∣∣∣∣∣ T 1/2‖Z′‖L2(0,T ) for Z ∈ H 1(0, T ), P = 0 or P = T > 0,
the trace inequality ‖∂νV ‖L2(Γ )  C‖V ‖H 2(Ω), estimates (6.17), (6.13), (6.14), (2.21), (2.22) and the formula for the
derivative of the mean value,
∂τ g¯(ν, τ ) = − h
′(τ )
εh(τ)2
εh(τ)∫
0
g(ν, τ )dν + 1
εh(τ)
εh(τ)∫
0
∂τ g(ν, τ )dν + εh
′(τ )
εh(τ)
g
(
εh(τ), τ
)
,
it follows that
|S1| Cε(t−1)/2
∥∥∂νUεl ∥∥L2(Γ )
( 	∫
0
εh(τ)
εh(τ)∫
0
∣∣∂νg(ν, τ )∣∣2 dν dτ)1/2  Cεt/2(1 +μεl )1/2‖∇xg‖L2(ωε),
|S2| = μεl
ε(1−t)/2
ε
∣∣∣∣∣
	∫
0
εh(τ)∫
0
Uεl (0, τ )g(ν, τ )
[
K(ν, τ)− 1]dν dτ ∣∣∣∣∣ Cε1/2(μεl )1/2‖g‖L2(ωε),
|S3| ε(1−t)/2
∣∣∣∣∣
	∫
0
h′(τ )∂τUεl (0, τ )
(
g
(
εh(τ), τ
)− 1
εh(τ)
εh(τ)∫
0
g(ν, τ )dν
)
dτ
∣∣∣∣∣
+ ε
(1−t)/2
ε
∣∣∣∣∣
	∫ εh(τ)∫
∂τUεl (0, τ )∂τ g(ν, τ )
[
K(ν, τ)−1 − 1]dν dτ ∣∣∣∣∣ Cε1/2‖∇xg‖L2(ωε).0 0
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and hence, estimate (6.18) holds due to the definition of (V˜ ε, v˜ε) and the fact that ‖(Uεl , wˇεl )‖ε > C0 for ε  ε0.
We apply Lemma 2.1 with A = Bε , H = Vε , λ = (1 + μεl )−1, u = (V˜ ε, v˜ε) and r = Cε(1 + μεl )−1/2, and we
deduce that there exists at least one eigenvalue λεp(ε) of (2.13) verifying:∣∣(1 +μεl )−1 − (1 + λεp(ε))−1∣∣ Cε(1 +μεl )−1/2. (6.21)
Besides, under the restriction in the statement of the theorem, ε  ε∗(1 + μεl )−1/2, for ε∗ = max(ε0, (2C)−1), we
deduce (1 + λεp(ε)) < C˜(1 + μεl ) where the constant C˜ does not depend on ε, and inequality (6.21) converts into
(6.10) with a certain constant C∗. (6.11) is a consequence of (6.10) and the fact that {μεl }ε is bounded by a constant
independent of ε.
In addition, if we take r∗ = εθ with 0 < θ < 1, Lemma 2.1 ensures that there exist (U˜ ε, w˜ε) as the theorem states.
Therefore, the theorem is proved. 
Theorem 6.3. Let μ0k be an eigenvalue of problem (2.17) with multiplicity 
k , μ0k−1 <μ0k = · · · = μ0k+
k−1 <μ0k+
k .
For l = k, . . . , k + 
k − 1, let μεl be the lth eigenvalue of problem (2.7) for δε = εt−1, which converge towards
μ0k because of Theorem 4.1. Then, there is εk > 0 such that for ε < εk the eigenvalues λε = λεp(ε) of (2.13) satisfy-
ing (6.11), with l = k, . . . , k + 
k − 1, range in the set of eigenvalues provided by Theorem 6.1 converging towards
μ0k as ε → 0, i.e., λεj with j = k, . . . , k + 
k − 1.
Proof. First, let us observe that for fixed l, the eigenvalues in the statement, λε = λεp(ε) of (2.13) satisfying (6.11),
depend on l and also verify:
λεp(ε) → μ0l = μ0k, as ε → 0, l = k, . . . , k + 
k − 1. (6.22)
Then, taking into account the results of Theorems 4.1, 6.1 and 6.2, we prove the theorem by contradiction using the
technique in Theorem 4.3.
Assuming that the result of the statement does not hold, we consider the case where p(ε) is not bounded with re-
spect to ε. Thus, there exists a subsequence ε′ such that p(ε′) → ∞ as ε′ → 0. Consequently, for ε′ sufficiently small,
p(ε′) > k + 
k and λε′p(ε′)  λε
′
k+
k . Since μ
ε′
l → μ0l = μ0k and λε
′
k+
k → μ0k+
k as ε′ → 0, from (6.10) it follows that
λε
′
p(ε′) → μ0k and μ0k  μ0k+
k which contradicts our assumption. Therefore, p(ε) is bounded by a constant independent
of ε.
Therefore, for sufficiently small ε, p(ε) ranges in a bounded set of natural numbers. If we consider that there exists
a fixed natural j , j 	= k, k + 1, . . . , k + 
k − 1, and a subsequence ε′ such that λε′p(ε′) = λε
′
j , then, λ
ε′
p(ε′) = λε
′
j → μ0j
as ε′ → 0, which contradicts again (6.22). Therefore, for ε < εk , the eigenvalue λε = λεp(ε) appearing in Theorem 6.2
coincides with one of the eigenvalues λεj with j = k, . . . , k + 
k − 1, which concludes the proof. 
Appendix A. The inverse-direct reduction procedure
The aim of this section is to present precise bounds for the discrepancies of the eigenelements of (1.2) and (1.1)
with those of the limiting problem (2.15)–(2.16). These bounds are expressed, in an explicit way, in terms of the
small parameter ε, the eigenvalue number k and some properties of the limiting spectrum related with the distance to
the nearest eigenvalue and its multiplicity. We use the direct and inverse reduction method (cf. [6,2]) to derive these
estimates. Results in Lemmas 2.1 and 2.2, along with laborious computations which use the technique developed
in [2] along with certain tools and test functions introduced throughout Sections 4 and 6 allow us to obtain the bounds
stated in Theorems A.1 and A.2 related to problems (1.1) and (1.2) respectively.
Let μ0k be an eigenvalue of problem (2.17) with multiplicity 
k . Since for μ00 = 0 the multiplicity is 
0 = 1, without
loss of generality we can assume that, for any fixed k > 1,
μ0 <μ0 = · · · = μ0 <μ0 .k−1 k k+
k−1 k+
k
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d0 = μ
0
1
1 +μ01
,
dk = dk+1 = · · · = dk+
k−1 = min
(
μ0k + 1
μ0k−1 + 1
− 1,1 − μ
0
k + 1
μ0k+
k + 1
)
for k 	= 0. (A.1)
We observe that dk(1+μ0k)−1 measures the distance from (1+μ0k)−1 to the nearest eigenvalue (1+μ0p)−1 with either
p < k or p > k + 
k − 1.
Theorem A.1. There exist constants ε1 > 0 and C1 > 0 such that for any eigenvalue μ0k of problem (2.17) with
multiplicity 
k , μ0k−1 <μ
0
k = · · · = μ0k+
k−1 <μ0k+
k , the restriction
δ1/2ε < ε1

−1
k
(
1 +μ0k
)−1
(1 + 1/dk)−1, (A.2)
where dk are defined by (A.1), provides that the eigenvalues μεj of (2.7) verify:∣∣μεj −μ0k∣∣ C1δ1/2ε (1 +μ0k)3/2 for j = k, . . . , k + 
k − 1.
In addition, if {(Vj ,wj )}k+
k−1j=k are the eigenfunctions of (2.17) corresponding to μk verifying (((Vj ,wj ), (Vi,wi))) =
δi,j and if {(Uεj ,wεj )}k+
k−1j=k are the eigenfunctions of (2.7) μεk, . . . ,μεk+
k−1 such that (((Uεj ,wεj ), (Uεi ,wεi ))) = δi,j ,
then, under the restriction (A.2) for ε and k, there exist coefficients a(j)q (ε) and β(j)q (ε) such that∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(Uεq,wεq)−
k+
k−1∑
j=k
β
(j)
q (ε)(Vj ,wj )
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣ C2δ1/2ε (1 +μ0k)1/2d−1k 
k,∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣(Vq,wq)−
k+
k−1∑
j=k
a
(j)
q (ε)
(
Uεj ,w
ε
j
)∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣ C3δ1/2ε (1 +μ0k)1/2d−1k 
k,
for q = k, . . . , k + 
k − 1, where C2,C3 are constants independent of ε and k.
As regards precise bounds for convergence rates of the eigenelements of (2.13) towards those of the limiting
problem (2.17) we state the result in the following theorem (see [2] for the proof in the different case where t = 1).
Theorem A.2. There exist constants ε2 > 0 and C4 > 0 such that for any eigenvalue μ0k of problem (2.17) with
multiplicity 
k , μ0k−1 <μ
0
k = · · · = μ0k+
k−1 <μ0k+
k , the restriction
ε + ε(t−1)/2 < ε2
−1k
(
1 +μ0k
)−1
(1 + 1/dk)−1 (A.3)
where dk are defined by (A.1), provides that the eigenvalues λεj of (2.13) verify:∣∣λεj −μ0k∣∣ C4(ε + ε(t−1)/2)(1 +μ0k)3/2 for j = k, . . . , k + 
k − 1. (A.4)
In addition, if {(Vj ,wj )}k+
k−1j=k are the eigenfunctions of (2.17) associated with μk verifying (2.18) and if
{(Uεj ,wεj )}k+
k−1j=k are the eigenfunctions of (2.13) corresponding to λεk, . . . , λεk+
k−1 such that ((Uεj ,wεj ),
(Uεi ,w
ε
i ))ε = δi,j , then, under the assumption (A.3) for ε and k, there exist coefficients a(j)q (ε) and β(j)q (ε) such
that ∥∥∥∥∥(Uεq ,wεq)−
k+
k−1∑
j=k
β
(j)
q (ε)(Vˇj , wˇj )
∥∥∥∥∥
ε
 C5
(
ε + ε(t−1)/2)(1 +μ0k)1/2d−1k 
k, (A.5)∥∥∥∥∥(Vˇq , wˇq)−
k+
k−1∑
a
(j)
q (ε)
(
Uεj ,w
ε
j
)∥∥∥∥∥  C6(ε + ε(t−1)/2)(1 +μ0k)1/2d−1k 
k,
j=k ε
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k −1, where C5,C6 are constants independent of ε and k, and (Vˇj , wˇj ) = ‖(Vˇ εj , wˇεj )‖−1ε (Vˇ εj , wˇεj )
with (Vˇ εj , wˇ
ε
j ) the functions defined by (6.1).
Remark A.1. On account of the results in Theorems 6.2, 6.3 and A.2 we can assert that, at least for 1 < t < 3, the
eigenelements of problem (2.7) with δε = εt−1 provide better approximations for the eigenelements of (1.2) than those
of problem (2.17) (cf. (A.4), (A.5) and (6.11), (6.12)).
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