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It is difficult to compute the signature of a coherent system with a large number of
components. This paper derives two basic formulas for computing the signature of a system
which can be decomposed into two subsystems (modules). As an immediate application,
we obtain the formula for computing the signature of systemwise redundancy in terms of
the signatures of the original system and the backup one. The formula for computing the
signature of a componentwise redundancy system is also derived. Some examples are given
to illustrate the power of the main results.
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1. Introduction
The notion of signature of coherent systems, introduced by Samaniego [13], is becoming more and more useful as a
research tool for studying the reliability of coherent systems. Consider a coherent system consisting of n components
whose lifetimes X1, . . . , Xn are independent and identically distributed (i.i.d.) with a common distribution function F . Let
T = T (X1, . . . , Xn) denote the lifetime of this system. Samaniego [13] defined the signature of the system as a probability
vector s = (s1, . . . , sn)with
si = P(T = Xi:n), i = 1, . . . , n,
where Xi:n is the ith order statistics associated to X1, . . . , Xn. Moreover, in terms of the orderings of the component lifetimes
X1, . . . , Xn, he showed that
si = the number of orderings for which the ith failure causes system failuren! .
Samaniego [13] (see also [6]) also proved that the reliability function of the system T can be expressed as a mixture of
the survival functions of X1:n, . . . , Xn:n with respect to its signature when F is continuous, that is,
P(T > t) =
n−
i=1
si P(Xi:n > t). (1.1)
The representation in (1.1) is very useful for computing the reliability of a system and for comparing coherent systems with
i.i.d. components whose signatures are ordered. For more details on the notion of signature and its applications in reliability
engineering, see [14,7,9,8,11,10], and the references therein.
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Although the signature is very useful for studying a coherent systemwith i.i.d. components, the computation of system’s
signature is not simple, especially when the number of components is large. Generally, the signature of a system can be
obtained from the well-known cut set representation of the system lifetime. An alternate approach provided by Boland [2]
is based on determining the number of path sets in the system and the number of what he called ordered cut sets, which
will be discussed in detail in Section 3. Besides, Triantafyllou and Koutras [15] proposed a method based on a generating
function approach.
In practical reliability analysis, a common procedure is to compute first the reliability of each of the disjoint subsystems
comprising a system, and then compute the overall system reliability from these subsystems’ reliabilities (see [1], p. 16).
Motivated by this, we consider computing the signatures of some complex systems by its subsystem signatures. We derive
two basic formulas for computing the signature of a system which can be decomposed into two subsystems in the sense of
parallel and series, respectively. Using these two formulas, the computation of signatures of some complex systems becomes
a lot simpler. As an immediate application, we obtain the formula for computing the signature of systemwise redundancy
in terms of the signatures of the original system and the backup one. Besides, a formula for the signature of system with
redundancy at component level is derived as well. Throughout, it is assumed that all component lifetimes of any system are
i.i.d. with a common continuous distribution function F .
The paper is organized as follows. In Section 2, we derive two basic formulas for computing the signature of a system
which canbedecomposed into two subsystems (modules). In Section 3, formulas for computing the signatures of systemwise
and componentwise redundancy systems are derived. In Section 4, some examples are given to illustrate the power of the
main results in Sections 2 and 3. Finally, in Section 5, we make a summary on this research.
2. Two basic formulas
In this section, we derive two basic formulas for computing the signature of a coherent system based on given signatures
of its subsystems (modules). For the rigorous definitions ofmodule andmodular decomposition of coherent systems, onemay
refer to Definitions 4.1 and 4.3 in [1], Chap.1.
Consider a coherent system (C, φ), where C = {1, . . . , n + m} is the index set of components, and φ is its structure
function. Let Xi denote the lifetime of the component i for i = 1, . . . , n + m, and X1, . . . , Xn+m be i.i.d. with a continuous
distribution function F . Suppose that {(A, χ1), (B, χ2)} is a modular decomposition of the system (C, φ), where A =
{1, . . . , n}, B = {n+ 1, . . . , n+m}, and χ1 and χ2 are the corresponding structure functions. Also, suppose that the overall
system is either the parallel or the series of the modules (A, χ1) and (B, χ2). Let p = (p1, . . . , pn) and q = (q1, . . . , qm) be
the signature vectors of the modules (A, χ1) and (B, χ2), respectively. Now, let us determine the signature vector s of the
overall system based on signatures p and q.
We first consider a coherent system which is the parallel of two modules.
Theorem 2.1. Suppose that the coherent system (C, φ) is the parallel of the modules (A, χ1) and (B, χ2) with n ≤ m. Then the
overall system has a signature vector s with ith component si given by
s1 = 0;
for 2 ≤ i ≤ n,
si =
i−1∑
j=1

i−1
j
 [
pi−j
j∑
k=1
qk

n+m−i
m−j

+

qi−j
j∑
k=1
pk

n+m−i
n−j
]
 n+m
n
 ; (2.1)
for n < i ≤ m,
si =
i−1∑
j=i−n

pi−j
j∑
k=1
qk

i−1
j
 
n+m−i
m−j

+
n∑
j=1

qi−j
j∑
k=1
pk

i−1
j
 
n+m−i
n−j

 n+m
n
 ; (2.2)
and for m < i ≤ n+m,
si =
m∑
j=i−n

pi−j
j∑
k=1
qk

i−1
j
 
n+m−i
m−j

+
n∑
j=i−m

qi−j
j∑
k=1
pk

i−1
j
 
n+m−i
n−j

 n+m
n
 . (2.3)
Proof. First, denote by T = φ(X1, . . . , Xn+m), TA = χ1(X1, . . . , Xn) and TB = χ2(Xn+1, . . . , Xn+m) the lifetimes of the system
(C, φ) and the subsystems (A, χ1) and (B, χ2), respectively. Suppose that the underlying probability space is (Ω,A , P), and
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denote by Pn+m the permutation group of (1, 2, . . . , n + m). For each i ∈ {1, . . . , n + m}, define the subset Ei of Pn+m as
follows:
Ei =

π = (π1, . . . , πn+m) ∈ Pn+m:φ(x) = xπi whenever xπ1 < xπ2 < · · · < xπn+mfor all x = (x1, . . . , xn+m) ∈ ℜn+m+

.
Since (C, φ) is a coherent system, for given π, φ(x) depends on the magnitude of the xi’s only through the order π. So, the
set Ei is well defined. On the other hand, Ei can be divided into two subsets E1i and E
2
i as below
E1i = {π ∈ Ei:πi ∈ A}, E2i = {π ∈ Ei:πi ∈ B}.
Next, for each π ∈ Pn+m, define
Hπ =

w ∈ Ω: Xπ1(w) < Xπ2(w) < · · · < Xπn+m(w)

,
and
H0 = Ω \
 
π∈Pn+m
Hπ

.
Since the Xi’s are assumed to be i.i.d. with a continuous distribution function, P(H0) = 0. Clearly, Hπ ∩ Hσ = ∅ for each pair
π ≠ σ, and
P(Hπ) = 1
(n+m)! , ∀π ∈ Pn+m.
Also, for each i ∈ {1, . . . , n+m},
{T = Xi:n+m} =

π∈Ei
Hπ,
and, hence,
si = P(T = Xi:n+m) = |Ei|
(n+m)! , (2.4)
where |Ei| denotes the cardinality of set Ei.
Since the system φ is the parallel of two subsystems, it is obvious that s1 = 0. To derive the formulas for other si’s, we
need to compute the cardinality |Ei| = |E1i | + |E2i |. For fixed i ≥ 2 and each π ∈ E1i , denote by j the number of πℓ, 1 ≤ ℓ < i,
such that πℓ ∈ B, that is,
j = |{πℓ:πℓ ∈ B, 1 ≤ ℓ < i}|. (2.5)
Clearly, 1 ≤ j < i. Now, consider the following three cases.
Case 1. 2 ≤ i ≤ n: First let us compute the cardinality |E1i |. For 1 ≤ j < i, define
E1ji =

π ∈ E1i : {π1, . . . , πi−1} contains j elements of B

.
Let X1:n ≤ X2:n ≤ · · · ≤ Xn:n andX1:m ≤ X2:m ≤ · · · ≤ Xm:m be the order statistics corresponding to two sets of random
variables {X1, . . . , Xn} and {Xn+1, . . . , Xn+m}. For π ∈ E1ji ,w ∈ Hπ if and only if
TB(w) ≤Xj:m(w), TA(w) = Xi−j:n(w) and Xj:m(w) < Xi−j:n(w).
Thus, 
π∈E1ji
Hπ =

TB ≤Xj:m, TA = Xi−j:n,Xj:m < Xi−j:n <Xj+1:m . (2.6)
Since
E1i =
i−1
j=1
E1ji and E
1,j1
i

E1,j2i = ∅ for 1 ≤ j1 ≠ j2 < i, (2.7)
we have
P

π∈E1ji
Hπ
 = |E1ji |
(n+m)! . (2.8)
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On the other hand,
P

TB ≤Xj:m, TA = Xi−j:n, Xj:m < Xi−j:n <Xj+1:m
= P TB ≤Xj:m, TA = Xi−j:n|Xj:m < Xi−j:n <Xj+1:m P Xj:m < Xi−j:n <Xj+1:m
= P TB ≤Xj:m, TA = Xi−j:n · P Xj:m < Xi−j:n <Xj+1:m
= P(TB ≤Xj:m) · P(TA = Xi−j:n) · P Xj:m < Xi−j:n <Xj+1:m
=

j−
k=1
qk

· pi−j ·

i−1
j
 
n+m−i
m−j

m!n!
(n+m)! , (2.9)
where the last equality follows from the definition of the signatures pi−j and qk, and Eq. (2.9) follows from the independence
between {TB ≤Xj:m, TA = Xi−j:n} and {Xj:m,Xj+1:m, Xi−j:n} since the former depends on the Xk’s only through the ranks of the
two samples {X1, . . . , Xn} and {Xn+1, . . . , Xn+m}; see Lemma 8.3.11 of Randles and Wolfe [12]. From (2.6)–(2.9), it follows
that
|E1i | =
i−1
j=1
|E1ji | =
i−1
j=1

i− 1
j

n+m− i
m− j

m!
j−
k=1
qk
 
n!pi−j

. (2.10)
Similarly,
E2i  = i−1
j=1

i− 1
j

n+m− i
n− j

n!
j−
k=1
pk
 
m!qi−j

. (2.11)
The desired result (2.1) now follows from (2.4), (2.10) and (2.11).
Case 2. n < i ≤ m: The proof is similar to Case 1. In this case, from the definition of j in (2.5), it can be seen that
j ∈ {i − n, i − n + 1, . . . , i − 1}. Thus, the sum∑i−1j=1 in (2.10) is replaced by∑i−1j=i−n. Similarly, the sum∑i−1j=1 in (2.11) is
replaced by
∑n
j=1.
Case 3. m < i ≤ n + m: Similarly, from (2.5), the sums∑i−1j=1 in (2.10) and (2.11) are replaced by∑mj=i−n and∑nj=i−m,
respectively.
Combining the above three cases, we complete the proof of the theorem. 
The next result illustrates how to compute the signature of a coherent system which is the series of two modules.
Theorem 2.2. Suppose that the overall system (C, φ) is the series of the modules (A, χ1) and (B, χ2) with n ≤ m. Then the
signature vector s of the overall system is given by
sn+m = 0;
for 1 ≤ i ≤ n,
si =
i−1∑
j=0

i−1
j

pi−j
m∑
k=j+1
qk

n+m−i
m−j

+

qi−j
n∑
k=j+1
pk

n+m−i
n−j

 n+m
n
 ; (2.12)
for n < i ≤ m,
si =
i−1∑
j=i−n

pi−j
m∑
k=j+1
qk

i−1
j
 
n+m−i
m−j

+
n−1∑
j=0

qi−j
n∑
k=j+1
pk

i−1
j
 
n+m−i
n−j

 n+m
n
 ; (2.13)
and for m < i < n+m,
si =
m−1∑
j=i−n

pi−j
m∑
k=j+1
qk

i−1
j
 
n+m−i
m−j

+
n−1∑
j=i−m

qi−j
n∑
k=j+1
pk

i−1
j
 
n+m−i
n−j

 n+m
n
 . (2.14)
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Proof. The proof is very similar to that of Theorem 2.1. Since sn+m = 0 is obvious, we only need to compute the signatures
si for i = 1, . . . , n+m− 1. It suffices to consider the following three cases:
Case 1. 1 ≤ i ≤ n;
Case 2. n < i ≤ m;
Case 3.m < i < n+m.
For Case 1, unlike the parallel structure in Theorem 2.1,

m!∑jk=1 qk in (2.10) should be replaced by m!∑mk=j+1 qk,
and j should be summed from 0 to i − 1 because as the component whose failure causes the overall system to fail at ith
failure time of components is from the module A, the module Bmust be working at that time. The rest of the arguments are
the same as in Case 1 of Theorem 2.1. For Cases 2 and 3, pay more attention to the appropriate range for j defined in (2.5).
We omit the details. 
3. On redundancy systems
As a very useful method for increasing the reliability of a coherent system, redundancy has been widely applied in
reliability engineering. Often there are two ways, systemwise redundancy and componentwise redundancy. Suppose there
is a coherent system of order n and one has the opportunity to enhance its performance by incorporating redundancy of n
identical spares for the components. Systemwise redundancy is to place the n redundant components as an identical system
in parallel with the original system, and componentwise redundancy is to place every redundant component separately in
parallel with every component in the original system. A well-known principle is that componentwise redundancy is more
effective than systemwise redundancy (see [1,3]).
In this section, we discuss how to determine the signature of a coherent system with systemwise redundancy and with
componentwise redundancy from the signature of the original system, respectively.
As an immediate consequence of Theorem 2.1, we obtain the formula for computing the signature of a coherent system
with systemwise redundancy.
Proposition 3.1. If p = (p1, . . . , pn) is the signature vector of a coherent system, then the system with systemwise redundancy
has a signature vector s = (s1, . . . , s2n) with ith component given by
s1 = 0,
si =
i−1∑
j=1

i−1
j
 
2n−i
n−j

2pi−j
j∑
k=1
pk


2n
n
 for 1 ≤ i ≤ n (3.1)
and
si =
n∑
j=i−n

i−1
j
 
2n−i
n−j

2pi−j
j∑
k=1
pk


2n
n
 for n < i ≤ 2n. (3.2)
A k-out-of-n system functions if and only if at least k of its n components function. A series system is an n-out-of-n system,
and a parallel system is a 1-out-of-n system. Kochar et al. [6] established a formula for the evaluation of the signature of
a k-out-of-n system with systemwise redundancy. Of course, that can be obtained from Proposition 3.1 by straightforward
discussions and simplifications.
Corollary 3.2. The signature vector s = (s1, . . . , s2n) of a k-out-of-n system with systemwise redundancy is given as follows:
s2n−2k+2+r =
2

2n−2k+1+r
n−k+1+r
 
2k−2−r
k−1−r


2n
n
 for r = 0, 1, . . . , k− 1, (3.3)
and si = 0 for 1 ≤ i < 2n− 2k+ 2 or 2n− k+ 1 < i ≤ 2n.
Proof. The signature vector of a k-out-of-n system is
p = (0, . . . , 0, 1n−k+1, 0, . . . , 0)
with 1 being the (n − k + 1)th element of the vector. Observing (3.1) and (3.2), we only concentrate our attention on
j∗ = i− (n− k+ 1) in the summation of the numerators in (3.1) and (3.2) for a given i since pi−j = 0 otherwise. Clearly,
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(i) if 1 < i < 2n− 2k+ 2, then j∗ ≤ n− k and hence∑j∗k=1 pk = 0, so si = 0;
(ii) if 2n− k+ 1 < i ≤ 2n, then j∗ ≥ n+ 1, so si = 0;
(iii) for r = 0, 1, . . . , k− 1, if i = 2n− 2k+ 2+ r ≤ n, we have
j∗ = n− k+ 1+ r < 2n− 2k+ 1+ r = i− 1
and j∗ ≥ n− k+ 1, and then∑j∗k=1 pk = 1, hence (3.3) holds; if i = 2n− 2k+ 2+ r > n, we have
j∗ = n− k+ 1+ r > n− 2k+ 2+ r = i− n
and j∗ ≥ n− k+ 1, then∑j∗k=1 pk = 1 and hence (3.3) holds.
This completes the proof of the corollary. 
Although (3.3) is different from (27) of [6], one can easily verify that they are equivalent.
Next, we compute the signature of a coherent system with componentwise redundancy. As mentioned in Section 1,
Boland [2] provided an approach to computing the signatures of coherent systems based on determining the number of
path sets of the system. The following lemma presents the aforementioned technique, which plays a crucial role in the proof
of Theorem 3.4.
Lemma 3.3 ([2]). Let ri be the number of path sets of size i of a coherent system with n i.i.d. components and let s = (s1, . . . , sn)
be the signature vector of this system. Then
ri =
n
i
 n−
j=n−i+1
sj

for i = 1, . . . , n,
and
sn−j = rj+1
n
j+1
 − rj
n
j
 for j = 0, . . . , n− 1.
Theorem 3.4. Let p = (p1, . . . , pn) be the signature vector of a coherent system, and define d0 = 0 and
di =
i∧n−
j=⌊ i−12 ⌋+1
22j−i

j
i− j

n
j
 n−
l=n−j+1
pl

for i = 1, . . . , 2n, (3.4)
where i ∧ n = min{i, n}, and ⌊x⌋ is the largest integer not greater than x. Then the system with componentwise redundancy has
a signature vector s = (s1, . . . , s2n) given by
s2n−i = di+1
2n
i+1
 − di
2n
i
 for i = 0, . . . , 2n− 1. (3.5)
Proof. According to Lemma 3.3, we just need to determine the number of path sets of size i of the redundancy system
for i = 1, . . . , 2n. Here we regard the redundancy system as being composed of n modules, each being a parallel system
containing two components — the original component and its identical back up one. Let Qi denote the collection of all path
sets of size i of the redundancy system for i = 1, . . . , 2n. Observe that, for any path set (not necessary a minimal path set) in
Qi, there exists some unique j ∈ {⌊ i−12 ⌋ + 1, . . . , i ∧ n}, such that components of the path set are from j different modules,
and all original components of the jmodules must constitute a path set of size j of the original system. For each 1 ≤ i ≤ 2n,
set j0(i) = ⌊ i−12 ⌋, and denote by Q ji the collection of all path sets in Qi, whose components are from j different modules,
where j ∈ {j0(i)+ 1, . . . , i ∧ n}. Thus,
Qi =
i∧n
j=j0(i)+1
Q ji ,
and Q ji , j = j0(i), . . . , i ∧ n, are pairwise mutually exclusive. Hence, the number of path sets of size i of the redundancy
system is given by
di =
i∧n−
j=j0(i)+1
|Q ji |, i = 1, . . . , 2n.
Now, the problem reduces to finding |Q ji |, which is the same as the number of all possible outcomes in choosing i
components from j different modules, while ensuring that each of the modules has at least one component to be chosen. If
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Fig. 1. The parallel of two bridge structures with signature vector s1 = (0, 0, 0, 2/105, 34/315, 86/315, 3/10, 19/90, 4/45, 0).
we denote by bk the number of all path sets of size k of the original system, k = 1, . . . , n, it is not hard to obtain that, for
i ∈ {1, . . . , 2n} and j ∈ {j0(i)+ 1, . . . , i ∧ n},
|Q ji | = 22j−i

j
i− j

bj.
By Lemma 3.3, we have
bj =

n
j
 n−
l=n−j+1
pl

,
and hence (3.4) and (3.5) are easily obtained. This completes the proof. 
Kochar et al. [6] derived the signature vector s = (s1, . . . , s2n) of a k-out-of-n systemwith redundancy at the component
level:
s2n−2k+2+r =

n−1
k−1
 
k−1
r

2r
2n−1
2k−2−r
 for r = 0, 1, . . . , k− 1,
with si = 0 for 1 ≤ i < 2n − 2k + 2 and for 2n − k + 1 < i ≤ 2n. From Theorem 3.4, we can obtain another formula
to calculate the signature of a k-out-of-n system with componentwise redundancy. It is not easy to shown that these two
formulas are equivalent. It is worth mentioning the following equality:
i∧n−
j=⌊ i−12 ⌋+1
22j−i

j
i− j

n
j

=

2n
i

, i = 1, . . . , 2n,
which can be seen from the last paragraph in the proof of Theorem 3.4.
4. Examples
In this section, three coherent systems are given as illustrations of the main results in Sections 2 and 3. It can be easily
observed that our formulas are very useful for computing the signature of a coherent system with a large number of
components.
Example 4.1. The coherent systems in Figs. 1 and 2 are the parallel and the series of two bridge structures. It is known that
the signature of the bridge structure is p = (0, 1/5, 3/5, 1/5, 0). By Proposition 3.1 and Theorem 2.2, the signatures of the
parallel and the series of two bridge structures are, respectively, given by
s1 =

0, 0, 0,
2
105
,
34
315
,
86
315
,
3
10
,
19
90
,
4
45
, 0

(4.1)
and
s2 =

0,
4
45
,
19
90
,
3
10
,
86
315
,
34
315
,
2
105
, 0, 0, 0

. (4.2)
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Fig. 2. The series of two bridge structures with signature vector s2 = (0, 4/45, 19/90, 3/10, 86/315, 34/315, 2/105, 0, 0, 0).
Fig. 3. Linear consecutive 2-out-of-4: G system with componentwise redundancy.
From (4.1) and (4.2), it seems that the parallel and the series systems of two bridge structures are dual. In fact, this is
true, as shown below. For any x ∈ {0, 1}10, the structure function of the parallel of two bridges indicated in Fig. 1 is given by
φ(x) = [(x1 ⨿ x2)(x1 ⨿ x3 ⨿ x5)(x2 ⨿ x3 ⨿ x4)(x4 ⨿ x5)] ⨿ [(x6 ⨿ x7)(x6 ⨿ x8 ⨿ x10)(x7 ⨿ x8 ⨿ x9)(x9 ⨿ x10)],
where x1 ⨿ x2 = 1− (1− x1)(1− x2). So, we have
φ(1− x) = [(1− x1x2)(1− x1x3x5)(1− x2x3x4)(1− x4x5)] ⨿ [(1− x6x7)(1− x6x8x10)(1− x7x8x9)(1− x9x10)]
and, then,
1− φ(1− x) = [1− (1− x1x2)(1− x1x3x5)(1− x2x3x4)(1− x4x5)]
× [1− (1− x6x7)(1− x6x8x10)(1− x7x8x9)(1− x9x10)]
= [(x1x2)⨿ (x1x3x5)⨿ (x2x3x4)⨿ (x4x5)][(x6x7)⨿ (x6x8x10)⨿ (x7x8x9)⨿ (x7x10)].
Note that 1 − φ(1 − x) is just the structure function of the series of two bridges indicated in Fig. 2 with an exchange of
positions of components 2 and 4 as well as components 7 and 9. This completes the proof.
Example 4.2. A linear consecutive k-out-of-n: G system is a system of n linearly ordered components which functions if
and only if at least k consecutive components function. For reviews of this kind of systems, see [5,4]. Let the modules A and
B denote a linear consecutive 2-out-of-4: G system and a linear consecutive 3-out-of-5: G system, respectively. It is known
from [7] that for these two systems the signature vectors are given by
p =

0,
1
2
,
1
2
, 0

and q =

1
5
,
1
2
,
3
10
, 0, 0

.
Therefore, by applying Theorem 2.1, the signature vector of the overall system is
s3 =

0, 0,
1
28
,
41
252
,
17
63
,
17
63
,
5
28
,
21
252
, 0

.
Example 4.3. A linear consecutive 2-out-of-4: G system with componentwise redundancy is depicted in Fig. 3. It is known
from Example 4.2 that the signature of the original system is p = (0, 1/2, 1/2, 0). By Theorem 3.4, the signature vector of
the redundancy system is given by
s4 =

0, 0, 0,
3
70
,
6
35
,
5
14
,
3
7
, 0

.
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5. Conclusions
In practical reliability analysis, a large number of systems with numerous components are the composition of some
disjoint subsystems. In this paper, we establish two basic formulas for computing the signatures of such systems based on
the signatures of the subsystems. As a very useful method for increasing the reliability of a coherent system, redundancy
is very common in reliability engineering. We also compute the signatures of systems with redundancy at the system and
at the component levels. All the formulas derived in this paper can greatly reduce the workload of computing signatures of
coherent systems with numerous components. How to determine the signature of a coherent system from the signatures of
its non-disjoint subsystems is left for future research.
Navarro and Eryilmaz [7] introduced the minimal and the maximal signatures of a coherent system with exchangeable
components, which allow us to represent system distribution as generalized mixtures (i.e., mixtures with possibly negative
weights) of series and parallel systems. It is still an open problem how to calculate the minimal and the maximal signatures
of a coherent system based on corresponding given signatures of its subsystems.
Acknowledgments
We thank the referees for comments on a previous draft of the paper. The comments led us to significantly improve the
paper. The third author was supported by the National Natural Science Foundations of China (Nos. 70821001, 11071232),
and the National Basic Research Program of China (973 Program, Grant No. 2007CB814901).
References
[1] R.E. Barlow, F. Proschan, Statistical Theorey of Reliability and Life Testing: Probability Models, Silver Spring, Maryland, 1981, To Begin With.
[2] P.J. Boland, Signatures of indirect majority systems, Journal of Applied Probability 38 (2001) 597–603.
[3] P.J. Boland, E. EI-Newehi, Component redundancy vs. system redundancy in the hazard rate ordering, IEEE Transactions on Reliability 44 (1995)
614–619.
[4] C.J. Chang, L.R. Cui, F.K. Hwang, Reliability of Consecutive k-out-of-n Systems, Kluwer Academic Publishers, Dorrecht, 2000.
[5] D.T. Chiang, S.C. Niu, Reliability of consecutive k-out-of-n: F system, IEEE Transactions on Reliability R30 (1981) 87–89.
[6] S. Kochar, H. Mukerjee, F.J. Samaniego, The signature of a coherent system and its application to comparison among systems, Naval Research Logistics
46 (1999) 507–523.
[7] J. Navarro, S. Eryilmaz, Mean residual lifetimes of consecutive k-out-of-n systems, Journal of Applied Probability 44 (2007) 82–98.
[8] J. Navarro, J.M. Ruiz, C.J. Sandoval, Properties of coherent systems with dependent components, Communications in Statistics — Theory and Methods
36 (2007) 175–191.
[9] J. Navarro, T. Rychlik, Reliability and expectation bounds for coherent systems with exchangeable components, Journal of Multivariate Analysis 98
(2007) 102–113.
[10] J. Navarro, F.J. Samaniego, N. Balakrishnan, The joint signature of coherent systems with shared components, Journal of Applied Probability 47 (2010)
235–253.
[11] J. Navarro, F.J. Samaniego, N. Balakrishnan, D. Bhattacharya, On the application and extension of system signatures in engineering reliability, Naval
Research Logistics 55 (2008) 313–327.
[12] R. Randles, D. Wolfe, Introduction to the Theory of Nonparametric Statistics, Wiley, New York, 1991.
[13] F.J. Samaniego, On closure of the IFR class under formation of coherent systems, IEEE Transactions on Reliability R-34 (1985) 69–72.
[14] F.J. Samaniego, System Signatures and their Applications in Engineering Reliability, Springer, New York, 2007.
[15] I.S. Triantafyllou, M.V. Koutras, On the signature of coherent systems and applications, Probability in the Engineering and Informational Sciences 22
(2008) 19–35.
