Introduction
It is often simply said that the structure functions of SAS can be calculated simply by Fourier transformation from the intensity I(h) (pin-hole curve) , respectively I (h) (so-called infinitely smeared curve) .
(h=4.n.sin(e)/A; 20-scattering angle; A-wavelength). The usual opinion leaves the problem to specialists of numerical mathematics. This is a very superficial view, because there are many methods and variants to determine integrals. These questions are dealt with in detail in the mathematical theory of not correctly formulated problems.
In 1955 GUINIER and FOURNET [3] published their book X-ray small-angle-scattering, in which they precisely and in detail showed the physical fundamentals leading to SASintegrals. However, they did not deal with the calculation and transformation of the parameter integrals developed by them. It was 20 years later, when GLATTER [ 2 ] introduced his method, the indirect Fouriertransformation, into SAS. There exist many other variants and methods.
In spite of this progress many scientists are of the opinion that derivations from structure functions [4, 1] are computed only by @@very courageous@' scientists. They rather concentrate on a direct comparison of experiment and model by I(h)-fitting. There is no doubt that a numerical calculation of a structure function by points, for instance the correlation function y(r), followed by numerical differentiation in the second step, without taking into consideration truncation errors will hardly provide good results [l] . This is also right in the case of a nearly ideal experiment. Simple tests show that the knowledge of 400 recorded points {h,,I,(h,);), in the interval O.l<h.D<lO does not give a stable intersect distribution function yM(r) without special tricks.
Differentiation of a parameter integral g(r) with respect to r
If an improper parameter integral g(r) converges uniformly with respect to a parameter r, it can be differentiated and integrated according to this parameter. The resulting integral can be further integrated.
According to this strategy the second derivative of the correlation function yu(r) is obtained [ 
4,1]:
. s
Normalisation is p o s s i b l e with y ( 0 ) = /~( h )
.h2dh = 1.
0

Sometimes t h i s method h a s a d e c i s i v e disadvantage: The e r r o r propagation from I ( h ) t o y H ( r ) cannot be e a s i l y i n v e s t i g a t e d . On t h e o t h e r hand t h e following r e l a t i o n f o r t h e c a l c u l a t i o n of t h e s o c a l l e d i n t e r f a c e d i s t r i b u t i o n f u n c t i o n g ( r )
, [ I ] , which i s used f o r t h e d e t e r m i n a t i o n of s i z e d i s t r i b u t i o n of l a y e r s , f o r i n s t a n c e , i n polymer physics. 
Some other useful representations from integration by parts
A new type of transformations, which has not been investigated yet, appears, if we try to llexchangell the differentiation with respect to parameter h into a differentiation with respect to the variable r.
In this formula the symbol * is the derivative according to the argument that means according to h in the integral. Another form of this is:
I t looks s t r a n g e , b u t it i s c o r r e c t indeed and w i l l be explained now.
I f t h e parameter i n t e g r a l f o r t h e c o r r e l a t i o n f u n c t i o n i n t h e f i r s t s t e p i s once p a r t i a l l y i n t e g r a t e d w i t h r e s p e c t t o t h e v a r i a b l e r , w e o b t a i n t h e i n t e r m e d i a t e s t e p :
A s i n t h e i n t e g r a
n d t h e r e i s now t h e d e r i v a t i v e of a f u n c t i o n , f u r t h e r i n t e g r a t i o n by p a r t s i s p o s s i b l e . For t h i s s t e p w e use t h e f a c t t h a t t h e v a r i a b l e s h and r occur
"symmetrical~y" . Obviously holds :
So follows the line of partial integration: 
In this relation a partial derivative with respect to r outside the integral is connected with one with respect to h under the integral. In some cases the truncation error can be reduced, putting on with the error occurring in the differentiation I1(h). An optimal integral representation depends on the type (noise, behavior for large h, limits of hinterval h-<h<h-) of the recorded scattering function [I] . In table 1. the integrals in the hatched squares seem to be the most favorable [I] . I 
F u r t h e r i n t e g r a t i o n by p a r t s y i e l d s then:
The two l i m i t i n g v a l u e s , contained i n t h e f i r s t term of t h e r e l a t i o n above, w i l l be c a l c u l a t e d i n t h e f o l l o w i n g way:
The f i r s t i n t e g r a t i o n l i m i t h->O i s not complicated. The l i m i t i s obviously zero.
The l i m i t hg i v e s then:
This means t h a t t h e f i r s t t e r m , which a r i s e s by t h e p a r t i a l i n t e g r a t i o n , v a n i s h e s , a s it was t h e c a s e i n t h e f i r s t d e r i v a t i v e . Thus, a f t e r p u t t i n g i n t h e r e l a t i o n f o r t h e f i r s t d e r i v a t i v e of t h e c o r r e l a t i o n f u n c t i o n , w e get:
sin (hr) [
r y l ( r ) ] / =~y l l ( r ) + y l ( r ) = L / [ 3 h 3 r ( h ) +h41'(h) 1'. T d h
I
and t h u s --
hr hr A f t e r w r i t i n g t h e r i g h t s i d e i n one i n t e g r a l and add t h e d e r i v a t i v e s , w e o b t a i n : So t h e i d e n t i t y f o r O<r i s proved. Numerous v a r i a n c e s of o t h e r p a r t i a l i n t e g r a t i o n s l e a d t o more and more new formulae. With a l l l i m i t i n g v a l u e s POROD's law of SAS must be used i n t h e c o n s i d e r a t i o n s . T h i s proves t h a t such t r a n s f o r m a t i o n cannot be s u c c e s s f u l i n a l l p a r t i c l e systems.
After this special example we have to put the question of a system of further similar possibilities of transformations. In table 1. the following abbreviations are used:
