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ON THE EFFECTIVITY OF SPECTRA REPRESENTING MOTIVIC COHOMOLOGY
THEORIES
TOM BACHMANN AND JEAN FASEL
Abstract. Let k be an infinite perfect field. We provide a general criterion for a spectrum E ∈ SH(k) to
be effective, i.e. to be in the localizing subcategory of SH(k) generated by the suspension spectra Σ∞
T
X+ of
smooth schemes X. As a consequence, we show that two recent versions of generalized motivic cohomology
theories coincide.
Introduction
In [2], the first author undertook the study of the very effective slice spectral sequence of Hermitian
K-theory, which could be seen as a refinement of the analogue in motivic homotopy theory of the famous
Atiyah-Hirzebruch spectral sequence linking singular cohomology with topological K-theory. He observed
that the generalized slices were 4-periodic and consisting mostly of well understood pieces, such as ordinary
motivic cohomology with integral and mod 2 coefficients. However, there is a genuinely new piece given by
a spectrum that he called generalized motivic cohomology. Thus, Hermitian K-theory can be “understood”
in terms of ordinary motivic cohomology and generalized motivic cohomology in his sense. Even though he
was able to deduce abstractly some properties for this motivic cohomology, some questions remained open.
On the other hand, different generalizations of ordinary motivic cohomology recently appeared in the
literature, always aimed at understanding better both the stable homotopy category of schemes and its
“abelian” version. First, Garkusha-Panin-Voevodsky developed the formalism of framed correspondences
and its linear version. Among many possible applications, this formalism allows to define an associated
motivic cohomology, the first computations of which were performed in [26]. Second, Calmès-Déglise-Fasel
introduced the category of finite MW-correspondences and its associated categories of motives ([4, 6]) and
performed computations allowing to recast most of the well-known story in the ordinary motivic cohomology
in this new framework. Third, Druzhinin introduced the category of GW-motives ([9]) producing yet another
version of motivic cohomology.
This flurry of activity leads to the obvious question to know the relations between all these theories,
paralleling the situation at the beginnings of singular cohomology. This is the question we address in
this paper with a quite general method. To explain it, note first that all these motivic cohomologies are
represented by ring spectra in the motivic stable homotopy category (of P1-spectra) SH(k). This category is
quite complicated, but the situation becomes much better if the ring spectra are in the localising subcategory
SH(k)eff generated by the image of the suspension spectrum functor Σ∞T : SH
S1(k)→ SH(k). This category
is endowed with a t-structure ([2, Proposition 4]) whose heart is much easier to understand than the heart
of the (usual) t-structure of SH(k). Moreover, many naturally occurring spectra turn out to be in this
heart. Thus, our strategy is to prove that the relevant spectra are in SH(k)eff , or effective, then show that
they are represented by objects in the heart, and finally compare them via the natural maps linking them.
Unsurprisingly, the first step is the hardest and the main part of the paper is devoted to this point. The
criterion we obtain is the following (Theorem 4.4).
Theorem. Let E ∈ SH(k), where k is a perfect field. Then E ∈ SH(k)eff if and only if for all n ≥ 1 and all
finitely generated fields F/k, we have (E ∧G∧nm )(∆ˆ
•
F ) ≃ 0.
In the statement, ∆ˆ•F denotes the essentially smooth cosimplicial scheme whose component in degree
n is the semi-localization at the vertices of the standard algebraic n-simplex over F . Making sense of
(E ∧ G∧nm )(∆ˆ
•
F ) requires some contortions which are explained in Section 4. The appearance of ∆ˆ
•
F is
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explained by the need to compute the zeroth (ordinary) slice of a spectrum, using Levine’s coniveau filtration
([21]).
Having this criterion in the pocket, the last two (much easier) steps of our comparison theorem take place
in the proof of our main result (Theorem 5.2).
Theorem. Let k be an infinite perfect field of exponential characteristic e 6= 2 and let
M : SH(k)⇆ D˜M(k) : U
be the canonical adjunction. Then the spectrum U(1) representing MW-motivic cohomology with Z-coefficients
is canonically isomorphic to the spectrum HZ˜ representing abstract generalized motivic cohomology with Z-
coefficients.
The organization of the paper is as follows. We briefly survey the main properties of the category of
MW-motives, before proving in Section 2 that the presheaf represented by G∧nm is rationally contractible
(in the sense of [28, §2]) for any n ≥ 1. Unsurprisingly, our proof follows closely Suslin’s original method.
However, there is one extra complication due to the fact that the presheaf represented by G∧nm is in general
not a sheaf. We thus have to compare the Suslin complex of a presheaf and the one of its associated sheaf in
Section 3. This part can be seen as an extension of the results in [13, §4] to the case of semi-local schemes,
i.e. localizations of a smooth scheme at a finite number of points. The proof of our criterion for effectivity
takes place in the subsequent section. Finally, we prove our comparison result in Section 5, where all the
pieces fall together.
In the last few paragraphs of the article, we give some examples of applications of our results, one of them
being a different way to prove the main result of [28] avoiding polyrelative cohomology.
Conventions. Schemes are separated and of finite type over a base field k, assumed to be infinite perfect
of characteristic different from 2. Recall that a field k is said to have exponential characteristic e = 1 if
char(k) = 0, and e = char(k) else.
Acknowledgments. The first author would like to thank the Hausdorff research institute for mathematics,
during a stay at which parts of these results where conceived. Both authors would like to thank the Mittag-
Lefler Institute for a pleasant stay, where some problems related to the present paper were discussed. The
authors would like to thank Maria Yakerson for comments on a draft.
1. Recollections on MW-correspondences
In this section, we briefly survey the few basic features of MW-correspondences (as constructed in [4, §4])
and the corresponding category of motives ([6, §3]) that are needed in the paper. Finite MW-correspondences
are an enrichment of finite correspondences after Voevodsky using symmetric bilinear forms. The category
whose objects are smooth schemes and whose morphisms are MW-correspondences is denoted by C˜ork and
we have a sequence of functors
Smk
γ˜
→ C˜ork
pi
→ Cork
such that the composite is the classical embedding of the category of smooth schemes into the category of
finite correspondences. For a smooth scheme X , the corresponding representable presheaf on C˜ork is denoted
by c˜(X). This is a Zariski sheaf, but not a Nisnevich sheaf in general ([4, Proposition 5.11, Example 5.12]).
The associated Nisnevich sheaf also has MW-transfers (i.e. is a (pre-) sheaf on C˜ork) by [6, Proposition
1.2.11] and is denoted by Z˜(X).
Consider next the cosimplicial object ∆•k in Smk defined as usual (see [4, §6.1]). Taking the complex
associated to a simplicial object, we obtain the Suslin complex Csing∗ Z˜(X) associated to X , which is the
basic object of study. Applying this to G∧nm , we obtain complexes of Nisnevich sheaves Z˜{n} for any n ∈ N
and complexes Z˜(n) := Z˜{n}[−n] whose hypercohomology groups are precisely the MW-motivic cohomology
groups in weight n. In this paper, we will also consider the cosimplicial object ∆ˆ•k obtained from ∆
•
k by semi-
localizing at the vertices (see [21, 5.1], [28, paragraph before Proposition 2.5]). Given a finitely generated
field extension L of the base field k, the same definition yields cosimplicial objects ∆•L and ∆ˆ
•
L that will be
central in our results. If L/k is separable, then note that both ∆•L and ∆ˆ
•
L are simplicial essentially smooth
schemes.
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The category C˜ork is the basic building block in the construction of the category of effective MW-motives
(aka the category of MW-motivic complexes) D˜M
eff
(k) and its P1-stable version D˜M(k) ([6, §3]). The
category of effective MW-motives fits into the following diagram of adjoint functors (where R is a ring)
DeffA1(k,R)
Lγ˜∗ // D˜Meff(k,R)
Lpi∗ //
γ˜∗
oo DMeff(k,R)
pi∗
oo(1)
where the left-hand category is the effective A1-derived category (whose construction is for instance recalled
in [7, §1]).
More precisely, each category is the homotopy category of a proper cellular model category and the
functors, which are defined at the level of the underlying closed model categories, are part of a Quillen
adjunction. Moreover, each model structure is symmetric monoidal, the respective tensor products admit a
total left derived functor and the corresponding internal homs admit a total right derived functor. The left
adjoints are all monoidal and send representable objects to the corresponding representable object, while the
functors from right to left are conservative. The corresponding diagram for stable categories reads as
DA1(k,R)
Lγ˜∗ // D˜M(k,R)
Lpi∗ //
γ˜∗
oo DM(k,R)
pi∗
oo(2)
and enjoys the same properties as in the unstable case.
2. Rational contractibility
Recall the following definition from [28, §2]. For any presheaf F of abelian groups, let C˜1F be the presheaf
defined by
C˜1F (X) = colim
X×{0,1}⊂U⊂X×A1
F (U),
where U ranges over open subschemes of X × A1 containing X × {0, 1}. Observe that the restriction of
C˜1F (X) to both X ×{0} and X ×{1} make sense, i.e. that we have morphisms of presheaves i∗0 : C˜1F → F
and i∗1 : C˜1F → F .
Definition 2.1. A presheaf F is called rationally contractible if there exists a morphism of presheaves
s : F → C˜1F such that i
∗
0s = 0 and i
∗
1s = idF .
We note the following stability property.
Lemma 2.2. Let K/k be a field extension and write p : Spec(K)→ Spec(k) for the associated morphism of
schemes. Then p∗C˜1F ≃ C˜1p∗F . In particular, p∗F is rationally contractible if F is.
Proof. Since k is perfect, p is essentially smooth and so for X ∈ SmK there exists a cofiltered diagram
with affine transition maps {Xi} ∈ Smk with X = limiXi. Then for any sheaf G on Smk we have
(p∗G)(X) = colimiG(Xi). Now, note that X × A1 = limi(Xi ×k A1) and [18, Corollaire 8.2.11] shows that
any open subset in X ×A1 containing X × {0, 1} is pulled back from an open subset of Xi × A1 containing
Xi × {0, 1} for some i. The result follows. 
The main property of rationally contractible presheaves is the following result which we will use later.
Proposition 2.3 (Suslin). Let F be a rationally contractible presheaf of abelian groups on Smk. Then
(Csing∗ F )(∆ˆ•K) ≃ 0, for any field K/k.
Proof. Combine [28, Lemma 2.4 and Proposition 2.5], and use Lemma 2.2. 
Examples of rationally contractible presheaves are given in [28, Proposition 2.2], and we give here a new
example that will be very useful in the proof of our main result.
Proposition 2.4. Let X be a smooth connected scheme over k and x0 ∈ X be a rational k-point of X.
Assume that there exists an open subscheme W ⊂ X × A1 containing (X × {0, 1}) ∪ (x0 × A1) and a
morphism of schemes f : W → X such that f|X×0 = x0, f|X×1 = idX and f|x0×A1
= x0. Then the presheaf
c˜(X)/c˜(x0) is rationally contractible.
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Proof. We follow closely Suslin’s proof in [28, Proposition 2.2]. Let Y be a smooth connected scheme and
let α ∈ C˜ork(Y,X). There exists then an admissible subset Z ⊂ Y ×X (i.e. Z endowed with its reduced
structure is finite and surjective over X) such that
α ∈ C˜H
dX
Z (Y ×X,ωX).
where ωX is the pull-back along the projection Y ×X → X of the canonical sheaf of X . On the other hand,
the class of γ˜(idA1) is given by the class of the MW-correspondence ∆∗(〈1〉) where
∆∗ : C˜H
0
(A1)→ C˜H
1
∆(A
1 × A1, ωA1)
is the push-forward along the diagonal∆ : A1 → A1×A1, and ∆ = ∆(A1). Considering the Cartesian square
Y ×X × A1 × A1
p2 //
p1

A1 × A1

Y ×X // Spec(k)
we may form the exterior product p∗1α · p
∗
2∆∗(〈1〉) and its image under the push-forward along σ : Y ×X ×
A1 × A1 → Y × A1 × X × A1 represents the MW-correspondence α × idA1 defined in [4, §4.4]. Using this
explicit description, we find a cycle
α× idA1 ∈ C˜H
dX+1
Z×∆ (Y × A
1 ×X × A1, ωX×A1)
where Z×∆ is the product of Z and ∆. Now, we may consider the closed subset T := (X×A1)\W ⊂ X×A1.
It is readily verified that T ′ := (Z ×∆) ∩ (Y × A1 × T ) is finite over Y × A1. Thus pY×A1(T
′) ⊂ Y × A1
is closed and we can consider its open complement U in (Y × A1). It follows from [28, proof of Proposition
2.2] that Y × {0, 1} ⊂ U . By construction, we see that
(
U × (X × A1)
)
∩ (Z ×∆) ⊂ U ×W and is finite
over U . Restricting α× idA1 to U ×W , we find
i∗(α× idA1) ∈ C˜H
dX+1
(Z×∆)∩(U×W )(U ×W, i
∗ωX×A1)
where i : U × W → Y × A1 × X × A1 is the inclusion. Now, we see that we have a canonical isomor-
phism i∗ωX×A1 ≃ ωW and it follows that we can see i
∗β as a finite MW-correspondence between U and
W . Composing with f : W → X , we get a finite MW-correspondence f ◦ s(α) : U → X , i.e. an el-
ement of C˜ork(U,X) = c˜(X)(U) with Y × {0, 1} ⊂ U ⊂ Y × A1. Using now the canonical morphism
c˜(X)(U)→ C˜1(c˜(X))(Y ), we obtain an element denoted by s(α). It is readily checked that this construction
is (contravariantly) functorial in Y and thus that we obtain a morphism of presheaves
s : c˜(X)→ C˜1(c˜(X)).
We check as in [28, Proposition 2.2] that this morphism induces a morphism
s : c˜(X)/c˜(x0)→ C˜1(c˜(X)/c˜(x0)).
with the prescribed properties. 
Corollary 2.5. For any n ≥ 1, the presheaf c˜(G×nm )/c˜(1, . . . , 1) is rationally contractible.
Proof. Let t1, . . . , tn be the coordinates of G
×n
m and u be the coordinate of A
1. We consider the open
subschemeW ⊂ G×nm ×A
1 defined by uti+(1−u) 6= 0. It is straightforward to check that G×nm ×{0, 1} ⊂W
and that (1, . . . , 1)× A1 ⊂W . We then define
f :W → G×nm
by f(t1, . . . , tn, u) = u(t1, . . . , tn) + (1 − u)(1, . . . , 1) and check that it fulfills the hypothesis of Proposition
2.4. 
We would like to deduce from this result that Proposition 2.3 also holds for the sheaf Z˜(G×nm )/Z˜(1, . . . , 1)
associated to the presheaf c˜(G×nm )/c˜(1, . . . , 1), or more precisely that it holds for its direct summand Z˜(G
∧n
m ) :=
Z˜{n} for n ≥ 1. This requires some comparison results between the Suslin complex of a presheaf and the
Suslin complex of its associated sheaf, which are the objects of the next section.
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3. Semi-local schemes
In this section, a semi-local scheme will be a localization of a smooth integral scheme X at finitely many
points.
Our aim in this section is to extend [13, Corollary 4.0.4] to the case of semi-local schemes. Let us first
recall a result of H. Kolderup ([19, Theorem 3.1]).
Theorem 3.1. Let X be a smooth k-scheme and let x ∈ X be a closed point. Let U = Spec(OX,x) and
let can : U → X be the canonical inclusion. Let i : Z → X be a closed subscheme with x ∈ Z and let
j : X \ Z → X be the open complement. Then there exists a finite MW-correspondence Φ ∈ C˜ork(U,X \ Z)
such that the following diagram
X \ Z
j

U can
//
Φ
<<
②
②
②
②
②
②
②
②
X
commutes up to homotopy.
We note that this result uses a proposition of Panin-Stavrova-Vavilov ([27, Proposition 1]) which is in fact
true for the localization of a smooth scheme at finitely many closed points and that the proof of Theorem
3.1 goes through in this setting. This allows us to prove the following corollary. We thank M. Hoyois for
pointing out the reduction to closed points used in the proof.
Corollary 3.2. Let X be a smooth scheme and let x1, . . . , xn ∈ X be finitely many points. Let U =
Spec(OX,x1,...,xn) and let can : U → X be the inclusion. Let i : Z → X be a closed subscheme containing
x1, . . . , xn and let j : X \ Z → X be the open complement. Then, there exists a finite MW-correspondence
Φ ∈ C˜ork(U,X \ Z) such that the following diagram
X \ Z
j

U can
//
Φ
<<
②
②
②
②
②
②
②
②
X
commutes up to homotopy.
Proof. Let v1, . . . , vn be (not necessarily distinct) closed specializations of x1, . . . , xn and let V be the semi-
localization of X at these points. We have a sequence of inclusions U
ι
→ V
can
→ X . As Z is closed, we see
that v1, . . . , vn are also in Z and we may apply the previous theorem to get a finite MW-correspondence Φ
′
and a homotopy commutative diagram
X \ Z
j

V can
//
Φ′
<<
②
②
②
②
②
②
②
②
X.
Composing with the map U
ι
→ V , we get the result with Φ = Φ′ ◦ ι. 
We deduce the next result from the above, following [19, Corollary 11.2].
Corollary 3.3. Let F be a homotopy invariant presheaf with MW-transfers. Let Y be a semi-local scheme.
Then the restriction homomorphism F (Y )→ F (k(Y )) is injective.
Proof. Let Y be the semi-localization of the smooth integral k-scheme X at the points x1, . . . , xn. By
definition, we have F (Y ) = colimx1,...,xn∈V F (V ), whereas F (k(Y )) = F (k(X)) = colimW 6=∅ F (W ). Here
V,W are open subschemes of X . Let then s ∈ colimx1,...,xn∈V F (V ) mapping to 0 in F (k(X)). There exists
V containing x1 . . . , xn and t ∈ F (V ) such that s is the image of t under the canonical homomorphism, and
there exists W 6= ∅ such that t|W∩V = 0. Shrinking W if necessary, we may assume that x1, . . . , xn 6∈ W .
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We can now use Theorem 3.1 with X = V , Y = U and Z = V \ (V ∩W ). Since F is homotopy invariant,
we then find a commutative diagram
F (V ∩W )
Φ∗
yysss
s
s
s
s
s
s
s
F (Y ) F (V )
can∗
oo
j∗
OO
showing that s = 0. 
Corollary 3.4. Let F → G be a morphism of homotopy invariant MW-presheaves such that for any finitely
generated field extension L/k the induced morphism F (L)→ G(L) is an isomorphism. Then the homomor-
phism F (X)→ G(X) is an isomorphism for any semi-local scheme X.
Proof. As the category of MW-presheaves is abelian, we can consider both the kernel K and the cokernel
C of F → G. An easy diagram chase shows that C and K are homotopy invariant and our assumption
implies that C(L) = 0 = K(L) for any finitely generated field extension L/k. By Corollary 3.3, it follows
that C(X) = 0 = K(X), proving the claim. 
Corollary 3.5. Let F be a homotopy invariant MW-presheaf. Let respectively FZar be the associated Zariski
sheaf and FNis be the associated Nisnevich sheaf. Then the canonical sequence of morphisms of presheaves
F → FZar → FNis
induces isomorphisms F (X) ≃ FZar(X) ≃ FNis(X) for any semi-local scheme X.
Proof. First note that FNis is indeed an MW-sheaf by [6, Proposition 1.2.11]. Moreover, the associated
Zariski sheaf FZar coincides with FNis and they are both homotopy invariant by [6, Theorem 3.2.9]. To
conclude, we observe that the sequence F → FZar → FNis induces isomorphisms when evaluated at finitely
generated field extensions and we can use the previous corollary to obtain the result. 
We now pass to the identification of the higher cohomology presheaves of the sheaf associated to a
homotopy invariant MW-presheaf F .
Lemma 3.6. Let F be a homotopy invariant MW-presheaf. Then HnZar(X,FZar) = H
n
Nis(X,FNis) = 0 for
any semi-local scheme X and any n > 0.
Proof. Using [6, Theorem 3.2.9], it suffices to prove the result for FNis. Now, the presheaf U 7→ HnNis(U, FNis)
is an MW-presheaf (as the category of MW-sheaves has enough injectives by [6, Proposition 1.2.11] and
[17, Théorème 1.10.1]) which is homotopy invariant by [6, Theorem 3.2.9] again. As any field has Nisnevich
cohomological dimension 0, we find HnNis(L, FNis) = 0 for any finitely generated field extension L/k. We
conclude using Corollary 3.3. 
Recall that D˜Meff(k) is the homotopy category of a certain model category. This model category is
obtained as a localization of a model structure on the category C(S˜hNis,k) of unbounded chain complexes of
MW-sheaves. We call a fibrant replacement functor for this localized model structure the MWA1-localization
functor, and denote it LA1 . If K is a complex of MW-presheaves, then we can take the associated complex
of Nisnevich MW-sheaves aNisK. We write LNisK for a fibrant replacement of aNisK in the usual (i.e.
non-A1-localized) model structure on C(S˜hNis,k) ([6, §3.1]).
We will need the following slight strengthening of [6, Corollary 3.2.14].
Lemma 3.7. Let F be an MW-presheaf. Then the motivic localization (of FNis) is given by LNisC
sing
∗ F .
Proof. Throughout the proof we abbreviate∆• := ∆•k. We claim that FNis and aNisC
sing
∗ F are A
1-equivalent.
To see this, let C0∗F denote the complex constructed like C
sing
∗ F , but with the constant cosimplicial object ∗ in
place of ∆•. In other words C0∗F = F
0
←− F
1
←− F
0
←− . . . . The projection ∆• → ∗ induces α : C0∗F → C
sing
∗ F .
Since C0∗F is chain homotopy equivalent to F , it will suffice to show that aNisα : aNisC
0
∗F → aNisC
sing
∗ F
is an A1-equivalence. For this, it is enough to prove that aNisα is a levelwise A
1-equivalence (because A1-
equivalences are closed under filtered colimits), for which in turn it is enough to prove that α is a levelwise
A
1-homotopy equivalence. This is clear, since αn is F → F
∆n , and ∆n is A1-contractible. This proves the
claim. It thus remains to show that aNisC
sing
∗ F is A
1-local. This follows from [6, Corollary 3.2.11]. 
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Corollary 3.8. Let F be a MW-presheaf and let Csing∗ (F ) be its associated Suslin complex. For any n ∈ Z,
let Hn(Csing∗ (F )) be the n-th cohomology presheaf of C
sing
∗ (F ). Then for any semi-local scheme X over k, we
have canonical isomorphisms
Hn(Csing∗ (F ))(X)→ H
n
Nis(X,LA1FNis).
Proof. By Lemma 3.7, we have LA1FNis ≃ LNisC
sing
∗ F . Observe first that the cohomology presheaves
Hn(Csing∗ (F )) are homotopy invariant and have MW-transfers. Denote by h
n
Nis the associated Nisnevich
sheaves (which are homotopy invariant MW-sheaves by [6, Theorem 3.2.9]). Considering the hypercoho-
mology spectral sequence, we see that it suffices to prove that HnNis(C
sing
∗ (F ))(X) = H
0(X,hnNis) and that
HiNis(X,h
n
Nis) = 0 for i > 0. The first claim follows from Corollary 3.5, while the second one follows from
Lemma 3.6. 
Remark 3.9. Using the fact that the Zariski sheaf hnZar associated to H
n(Csing∗ (F )) coincides with h
n
Nis ([6,
Theorem 3.2.9]), the same arguments as above give a canonical isomorphism
Hn(Csing∗ (F ))(X)→ H
n
Zar(X,C
sing
∗ (FZar)).
Finally, we are in position to prove the result we need. In the statement, the complexes are the total
complexes associated to the relevant bicomplexes of abelian groups.
Corollary 3.10. Let F be a MW-presheaf and K/k be a finitely generated field extension. The canonical
map
Csing∗ (F )(∆ˆ
•
K)→ (LA1FNis)(∆ˆ
•
K)
is a weak equivalence of complexes of abelian groups.
Proof. We have strongly convergent spectral sequences
Hp(Csing∗ (F )(∆ˆ
q
K))⇒ H
p+q(Csing∗ (F )(∆ˆ
•
K))
and
Hp((LA1FNis)(∆ˆ
q
K))⇒ H
p+q((LA1FNis)(∆ˆ
•
K)).
Since LA1FNis is Nisnevich-local, we have H
p((LA1FNis)(∆ˆ
q
K)) = H
p
Nis(∆ˆ
q
K ,LA1FNis). Thus the claim follows
from Corollary 3.8 and spectral sequences comparison. Here we use that ∆ˆqK is semilocal: if K = k(U) for
some smooth irreducible scheme with generic point η, then ∆ˆqK is the semilocalization of ∆
q × U in the
points (vi, η). 
Theorem 3.11. For any n ≥ 1 and K/k finitely generated, we have
LA1(Z˜(n))(∆ˆ
•
K) ≃ 0.
Proof. Since Z˜(n)[n] is motivically equivalent to c˜(G∧nm ), and the latter is a direct factor of c˜(G
×n
m )/c˜(1, . . . , 1),
by Corollary 3.10 it suffices to show that Csing∗ (c˜(G
×n
m )/c˜(1, . . . , 1))(∆ˆ
•
K) ≃ 0. This follows from Corollary
2.5 and Proposition 2.3. 
4. A General Criterion
In this section we study when the motivic spectrum representing a generalized cohomology theory of
algebraic varieties is effective. We first recall a few facts about the slice filtration of [29].
Let SHS
1
(k) be the motivic homotopy category of S1-spectra and let SH(k) be the stable motivic homotopy
category. We have an adjunction
Σ∞T : SH
S1(k)⇆ SH(k) : Ω∞T
and we write SH(k)eff for the localising subcategory (in the sense of [25, 3.2.6]) of SH(k) generated by the
image of Σ∞T . The inclusion i0 : SH(k)
eff → SH(k) has a right adjoint r0 : SH(k)→ SH(k)eff and we obtain
a functor f0 = i0r0 : SH(k) → SH(k) called the effective cover functor. More generally, we may consider
8 TOM BACHMANN AND JEAN FASEL
the localising subcategories SHS
1
(k)(d) and SH(k)eff(d) of respectively SHS
1
(k) and SH(k) generated by the
images of X ∧ T d for X smooth and d ∈ N. We obtain a commutative diagram of functors
SHS
1
(k)(d)
Σ∞
T //
id

SH(k)eff(d)
id

SHS
1
(k)
Σ∞
T
// SH(k)
Both of the inclusions id : SH
S1(k)(d)→ SHS
1
(k) and id : SH(k)
eff(d)→ SH(k) admit right adjoints rd and
we set fd = idrd (on both categories). We obtain a sequence of endofunctors
. . .→ fd → fd−1 → . . .→ f1 → f0
and we define s0, the zeroth slice functor, as the cofiber of f1 → f0. More generally, we let sd be the cofiber
of fd+1 → fd.
The following result is due to M. Levine ([21, Theorems 9.0.3 and 7.1.1]).
Lemma 4.1. The following diagram of functors
SH(k)
Ω∞
T //
s0

SHS
1
(k)
s0

SH(k)
Ω∞
T
// SHS
1
(k)
is commutative.
One essential difference between SHS
1
(k) and SH(k) is that in the latter case, the above sequence of
functors extends to a sequence of endofunctors
. . .→ fd → fd−1 → . . .→ f1 → f0 → f−1 → . . .→ f−n → . . .
Let us recall the following well-known lemma for the sake of completeness.
Lemma 4.2. Let E ∈ SH(k). Then hocolimn→∞ f−nE → E is an equivalence.
Proof. It suffices to show that for any X ∈ Smk and any i, j ∈ Z we get
HomSH(k)(Σ
∞X+[i] ∧G
∧j
m , E) = HomSH(k)(Σ
∞X+[i] ∧G
∧j
m , hocolim f−nE).
Since Σ∞X+[i] ∧ G∧jm is compact, the right hand side is equal to colimnHomSH(k)(Σ
∞X+[i] ∧ G∧jm , f−nE).
For j > −n, we have Σ∞X+[i] ∧G∧jm ∈ SH(k)
eff(−n) and hence
HomSH(k)(Σ
∞X+[i] ∧G
∧j
m , f−nE) = HomSH(k)(Σ
∞X+[i] ∧G
∧j
m , E).
The result follows. 
We now make use of the spectral enrichment of SH(k). To explain it, consider E ∈ SH(k). This yields
a presheaf rE ∈ PSh(Smk) given by (rE)(U) = HomSH(k)(Σ
∞
T U+, E). Write SH(Smk) for the homotopy
category of spectral presheaves ([20, §1.4]). Then there exists a functor R : SH(k) → SH(Smk) such that
rE = pi0RE. Indeed R is constructed as the following composite
SH(k)
Ω∞
T−−→ SHS
1
(k)
R0−−→ SH(Smk),
where R0 is the (fully faithful) right adjoint of the localization functor. Now note that if P ∈ SH(Smk) is a
spectral presheaf and F/k is a finitely generated field extension, then we can make sense of the expression
P (∆ˆ•F ) ∈ SH: it is obtained by choosing a bifibrant model of P as a presheaf of spectra, and then taking the
geometric realization of the induced simplicial diagram [20, 1.5]. If E ∈ SH(k), then we abbreviate (RE)(∆ˆ•)
to E(∆ˆ•). Similarly if E ∈ SHS
1
(k), then we abbreviate (R0E)(∆ˆ
•) to E(∆ˆ•)
Lemma 4.3. Let E ∈ SH(k), where k is a perfect field. Then s0(E) ≃ 0 if and only if for all finitely
generated fields F/k we have E(∆ˆ•F ) ≃ 0.
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Proof. By definition, we have an exact triangle
f1E → f0E → s0(E)→ f1E[1]
and it follows that s0(E) ∈ SH(k)eff . On the other hand, the adjunction between the stable categories
induces an adjunction
Σ∞T : SH
S1(k)⇆ SH(k)eff : Ω∞T
and Ω∞T is conservative on SH(k)
eff (its left adjoint has dense image). Thus s0(E) ≃ 0 if and only if
Ω∞T s0(E) ≃ 0, and the latter condition is equivalent to s0Ω
∞
T E ≃ 0 by Lemma 4.1. By definition, we have
(Ω∞T E)(∆ˆ
•
F ) = E(∆ˆ
•
F ), and we are thus reduced to proving that for E ∈ SH
S1(k), we have s0(E) ≃ 0 if and
only if E(∆ˆ•F ) = 0 for F/k finitely generated.
Let then E ∈ SHS
1
(k). We can (and will) choose a fibrant model for E, which we denote by the same letter.
Now s0(E) is given by the E
(0/1) construction of Levine ([21, Theorem 7.1.1]) and then s0(E) ≃ 0 if and only if
we have E(0/1) ≃ 0. Since strictly homotopy invariant sheaves are unramified ([24, Example 2.3]), E(0/1) ≃ 0
if and only if E(0/1)(F ) ≃ 0 for any finitely generated field extension F/k. Since E(0/1)(F ) ≃ E(∆ˆ•F ) (this
argument is used for example in [21, proof of Lemma 5.2.1]), this concludes the proof. 
Theorem 4.4. Let E ∈ SH(k), where k is a perfect field. Then E ∈ SH(k)eff if and only if for all n ≥ 1
and all finitely generated fields F/k, we have (E ∧G∧nm )(∆ˆ
•
F ) ≃ 0.
Proof. By Lemma 4.3, we know that the condition is equivalent to s0(E∧G∧nm ) ≃ 0. This is clearly necessary
for E ∈ SH(k)eff and we are left to prove sufficiency.
Note that s0(E ∧ G
∧n
m ) ≃ s−n(E) ∧ G
∧n
m . Thus our condition is equivalent to s−n(E) ≃ 0 for all n ≥ 1,
or equivalently f0(E) ≃ f−n(E) for all n ≥ 0. Consequently we get f0(E) ≃ hocolimn f−n(E). But this
homotopy colimit is equivalent to E, by Lemma 4.2. This concludes the proof. 
Corollary 4.5. Let D be a symmetric monoidal category and let
M : SH(k)⇆ D : U
be a pair of adjoint functors such that M is symmetric monoidal. Then U(1D) ∈ SH(k)eff if and only if
U(MG∧nm )(∆ˆ
•
F ) ≃ 0 for all F/k finitely generated and all n ≥ 1.
Proof. Let E = U(1D). Note that by Lemma 4.6 below, we have U(M(G
∧n
m )) ≃ E ∧ G
∧n
m . Thus the result
reduces to Proposition 4.4. 
For the convenience of the reader, we include a proof of the following well-known result.
Lemma 4.6. Let M : C ⇆ D : U be an adjunction of symmetric monoidal categories, with M symmetric
monoidal. Then for any rigid (e.g. invertible) object G ∈ C and any E ∈ D, there is a canonical isomorphism
U(E ∧MG) ≃ U(E) ∧G.
Proof. Let DG be the dual object of G. As M is symmetric monoidal, we see that MG also admits a dual
object, namely M(DG). For any object F ∈ C, we get HomC(F,U(E ∧MG)) = HomD(MF,E ∧MG) =
HomD(MF ∧M(DG), E) = HomD(M(F ∧DG), E) = HomC(F ∧DG,UE) = HomC(F,UE ∧G). Thus we
conclude by the Yoneda lemma. 
We can simplify this criterion in a special case.
Corollary 4.7. Consider the following diagram of functors
SHS
1
(k)
M0 //
Σ∞
T

D0
L

U0
oo
SH(k)
M // D
U
oo
where the rows are adjunctions, M0,M and L are symmetric monoidal and LM0 ≃MΣ∞T . Suppose further-
more that L is fully faithful and has a right adjoint R.
Then U(1D) ∈ SH(k)eff if and only if U0(M0G∧nm )(∆ˆ
•
F ) ≃ 0 for F as in Corollary 4.5.
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Proof. First, observe that there is an isomorphism Ω∞T U ≃ U0R since LM0 ≃ MΣ
∞
T . Moreover, RL ≃ id
since L is assumed to be fully faithful. For any E ∈ D0, we then get Ω∞T ULE ≃ U0RLE ≃ U0E. Next,
(ULE)(∆ˆ•F ) = (Ω
∞
T ULE)(∆ˆ
•
F ) ≃ (U0E)(∆ˆ
•
F )
where the first equality is by definition.
By Corollary 4.5, we have U(1D) ∈ SH(k)eff if and only if U(MG∧nm )(∆ˆ
•
F ) ≃ 0 for F as stated. Note
that MG∧nm ≃ LM0G
∧n
m by assumption. Hence by the first paragraph, we find that U(MG
∧n
m )(∆ˆ
•
F ) ≃
(U0M0G
∧n
m )(∆ˆ
•
F ). This concludes the proof. 
5. Application to MW-Motives
In this section, we apply the result of the previous section to the category of MW-motives. We have a
diagram of functors
SHS
1
(k)
N //
Σ∞
T

Deff
A1
(k)
Lγ˜∗ //
Σ∞
T

K
oo D˜M
eff
(k)
Σ∞
T

γ∗
oo
SH(k)
N // DA1(k)
Lγ˜∗ //
K
oo D˜M(k)
γ∗
oo
where the vertical functors are given by T -stabilization, the adjunctions in the right-hand square are those
discussed in Section 1, and the adjunctions in the left-hand square are derived from the classical Dold-Kan
correspondence (see [5, 5.2.25] for the unstable version, and [5, 5.3.35] for the P1-stable version). Both N
and Lγ˜∗ commute with T -stabilization, and the stabilization functor
Σ∞T : D˜M
eff
(k)→ D˜M(k)
is fully faithful by [13, Corollary 5.0.2]. It follows that the diagram
SHS
1
(k)
Lγ˜∗N //
Σ∞
T

D˜M
eff
(k)
Σ∞
T

Kγ∗
oo
SH(k)
Lγ˜∗N // D˜M(k)
Kγ∗
oo
satisfies the assumptions of Corollary 4.7. We can thus apply Theorem 3.11 to obtain the following result,
where M := Lγ˜∗N and U := Kγ∗.
Corollary 5.1. In the stabilized adjunction M : SH(k)⇆ D˜M(k,Z) : U , we have U(1) ∈ SH(k)eff .
Proof. Having Theorem 3.11 and Corollary 4.7 at hand, the only subtle point is to show the following: if
E ∈ D˜Meff(k) has a fibrant model still denoted by E, then Ks(E(∆ˆ•F )) ≃ (U0E)(∆ˆ
•
F ), where U0 = Kγ
∗.
Here Ks : D(Ab) → SH denotes the classical stable Dold-Kan correspondence. Essentially this requires us
to know that Ks preserves homotopy colimits (at least we need filtered homotopy colimits and geometric
realizations). This is well-known. In fact since this is a stable functor, it preserves all homotopy colimits
if and only if it preserves arbitrary sums, if and only if its left adjoint preserves the compact generator(s),
which is clear. 
We are now in position to prove our main result. To this end, recall that the motivic spectrum of abstract
generalized motivic cohomology HZ˜ ∈ SH(k) was defined in [2, §4] as the effective cover of the homotopy
module of Milnor-WittK-theory. Equivalently, HZ˜ is the effective cover of the homotopy module {pin,n(S)}n,
where S is the sphere spectrum.
Theorem 5.2. Let k be an infinite perfect field of exponential characteristic e 6= 2 and let
M : SH(k)⇆ D˜M(k) : U
be the above adjunction. Then the spectrum U(1) representing MW-motivic cohomology with Z-coefficients
is canonically isomorphic to the spectrum HZ˜ representing abstract generalized motivic cohomology with
Z-coefficients. In particular, U(1) ∈ SH(k)eff .
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Proof. For an effective spectrum E ∈ SH(k)eff , let τeff≤0E ∈ SH(k)
eff
≤0 denote the truncation in the effective
homotopy t-structure [2, Proposition 4].
We note that for X local, (1) Hn,0(X, Z˜) = 0 for n 6= 0 and (2) H0,0(X, Z˜) = KMW0 (X) The unit map
1 → U(1) induces α : HZ˜ ≃ τeff≤01 → τ
eff
≤0U(1) ≃ U(1), where the first equivalence is by definition and the
second since U(1) ∈ SH(k)eff≤0, by (1). Now α is a map of objects in SH(k)
eff,♥ (again by (1)) and hence an
equivalence if and only if it induces an isomorphism on pi0,0. This follows from (2). 
Next, we would like to show that ordinary motivic cohomology is represented by an explicit (pre-)sheaf
in D˜M(k). We start with the following lemma (see also [14, Theorem 5.3] and [11, Theorem 1.1]).
Lemma 5.3. Under the assumptions of the theorem, the category D˜M(k,Z[1/e]) is equivalent to the category
of highly structured modules over U(1
D˜M(k,Z[1/e])
) ≃ HZ˜[1/e].
Proof. LetM be this category of modules. By abstract nonsense [23, Construction 5.23] there is an induced
adjunction
M ′ :M⇆ D˜M(k,Z[1/e]) : U ′
which satisfies U ′M ′(1M) ≃ 1M. Under our assumptions, the category SH(k)[1/e] is compact-rigidly gen-
erated [22, Corollary B.2] and hence so are the categories M and D˜M(k,Z[1/e]). It follows that M ′ and U ′
are inverse equivalences, see e.g. [1, Lemma 22]. 
Corollary 5.4. Under the same assumptions, the presheaf Z ∈ D˜M(k) represents ordinary motivic coho-
mology with Z-coefficients.
Proof. Let H = f0U(Z). Then pi0,0(H) = Z whereas pin,0(H) = 0 for n 6= 0. Also pi−1,−1(H) =
(pi0,0(H))−1 = 0 and consequently f1H = 0, s0H ≃ H . The unit map 1 → U(1) → U(Z) induces 1 → H
and hence HZ ≃ s0(1)→ s0(H) ≃ H . This is an equivalence since it is a map between objects in SH(k)eff,♥
inducing an isomorphism on pi0,0(•). We have thus found a canonical map α : HZ→ f0U(Z)→ U(Z), which
we need to show is an equivalence. We show separately that α[1/e] and α[1/2] are equivalences; since e 6= 2
this is enough.
We claim that U(Z)[1/e] ∈ SH(k)eff . This will imply that α[1/e] is an equivalence. For X ∈ Smk we have
UM(X)[1/e] = Σ∞X+∧U(1)[1/e], by the previous lemma. In particular UM(X)[1/e] ∈ SH(k)eff . It follows
that for E ∈ D˜Meff(k,Z[1/e]) we get U(E) ∈ SH(k)eff (indeed U commutes with filtered colimits, being right
adjoint to a functor preserving compact generators). This applies in particular to E = Z[1/e].
Recall that if E ∈ SH(k), then E[1/2] canonically splits into two spectra, which we denote by E+ and
E−. They are characterised by the fact that the motivic Hopf map η is zero on E+ and invertible on E− [3,
Lemma 39]. Now consider U(Z)[1/2]. The action of KMW on pi0,0(UZ) = Z is by definition via the canonical
epimorphism KMW0 → K
M
0 = Z. This implies that (UZ)
− = 0, just like (HZ)− = 0. On the other hand
Z+ ∈ D˜Meff(k)+ ≃ DMeff(k,Z[1/2]) [6, §5] is the unit, by construction, whence UZ+ = HZ[1/2]. 
Example 5.5 (Grayson’s Motivic Cohomology). In [28], Suslin proves that Grayson’s definition of motivic
cohomology coincides with Voevodsky’s. To do so he proves that Grayson’s complexes satisfy the cancellation
theorem, and then employs an induction using poly-relative cohomology. We cannot resist pointing out
that the second half of this argument is subsumed by our criterion. Indeed, it is easy to see that K⊕0 -
presheaves admit framed transfers in the sense of [15, §2]. Consequently the A1-localization functor for
Grayson motives is given by LNisC
sing
∗ ([16, Theorem 1.1]). Arguing exactly as in the proof of Corollary
5.1 (using [28, Remark 2.3] instead of Proposition 2.4) we conclude that the spectrum HZGr representing
Grayson’s motivic cohomology is effective. But ZGr(0) ≃ Z and so HZ ≃ HZGr, arguing as in the proof of
Theorem 5.2.
Example 5.6 (GW-motives). In [9], there is defined a category of GW-motives DMGW(k), and the usual
properties are established. Arguing very similarly to the proof of Proposition 2.4, one may show that the
reduced GW-presheaf corresponding to G×nm is rationally contractible. Then, arguing as in Theorem 5.2 and
Lemma 5.3, using the main results of [9, 10, 8], one may show that the spectrum representing 1 ∈ DMGW
is HZ˜ again, and that DMGW(k) is equivalent to the category of highly structured modules over HZ˜. In
particular DMGW(k) ≃ D˜M(k). We leave the details for further work.
12 TOM BACHMANN AND JEAN FASEL
Remark 5.7. The assumption that k is infinite in our results can be dropped by employing the techniques
of [12, Appendix B].
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