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We describe a unified approach to the construction of confidence bands in non- 
parametric density estimation and regression. Our techniques are based on inter- 
polation formulae in numerical differentiation, and our arguments generate a 
variety of bands depending on the assumptions one is prepared to make about 
derivatives of the unknown function. The bands are simultaneous, in the sense that 
they contain the entire function with probability at least an amount. The order of 
magnitude of the minimum width of any confidence band is described, and our 
bands are shown to achieve that order. Examples illustrate applications of the 
technique. c 1988 Academic Press, Inc. 
1. INTRODUCTION 
There is a prolific recent literature on the topic of nonparametric density 
estimation and regression. In most of the research, however, the 
methodology stops at the point of constructing a “point estimate” of the 
underlying density or regression function. Some form of interval estimation 
is obviously desirable and, ideally, one would wish for simultaneous 
confidence bands. This would allow graphical answers to questions like: 
(i) Is it plausible that the true density is unimodal? 
(ii) Is there clear evidence against the hypothesis that the true 
regression function is linear? 
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In the case of nonparametric density estimation almost no work has 
been done on the confidence band aspect of the problem, although 
Hartigan and Hartigan [3] consider a version of the problem based 
on cumulative distribution functions. There has been more activity in 
nonparametric regression. Wahba [S] and Silverman [S] use a Bayesian 
interpretation of the prescription that leads to curve estimation using 
splines, to construct confidence bands. However, these are not 
simultaneous bands in the usual sense of the term. Hardle [2] proposes 
asymptotic simultaneous confidence bands in a regression context. 
The present paper develops a unified procedure for dealing with both 
types of problems. In contradistinction to Wahba [S], Silverman [S], and 
Hlrdle [2], our confidence bands are not constructed as lines on either 
side of a curve estimate, but are derived from first principles as upper or 
lower bounds to the curve. In the regression case our confidence bands are 
related to those of Knafl, Sacks, and Ylvisaker [4], in that they are based 
on linear (in the data) estimates of the regression function at any given 
point. However, the linear functions used here are much simpler than those 
employed by Knafl, Sacks, and Ylvisaker [4], and their foundation is such 
as to make calculation of the widths of the bands very much easier. In spite 
of this simplicity, the methods are backed up by reassuring properties of 
“asymptotic optimality.” 
Section 2 describes the case of nonparametric density estimation, and 
shows how formulae from the theory of numerical differentiation may be 
used to develop a succession of confidence bands under a variety of 
assumptions. The parallel development for nonparametric regression 
follows in Section 3. Theoretical results about the widths of the bands are 
given in Section 4, two illustrative examples are described in Section 5, and 
proofs are given in Section 6. 
2. NONPARAMETRIC DENSITY ESTIMATION 
The problem of determining confidence bands is closely related to that of 
numerical differentiation. The bands proposed in this section are based on 
the number of observations which lie within adjacent intervals (“cells”) of 
width h. The means of these numbers equal integrals of the density over the 
respective intervals. We numerically differentiate the integrals, to obtain 
approximate fomulae for the integrands-i.e., for the density itself. The 
errors in these numerical approximations must somehow be incorporated 
into the confidence band. Now, the errors in numerical differentiation 
procedures behave in a manner more complicated than the errors in, say, a 
Taylor expansion. In particular, if numerical differentiation of a function 
F is conducted by interpolation among a sequence of points 
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ao<ul< ... <a,, then usually the error can be expressed in terms of a 
single value of F’” + ‘) only when the argument lies outside the observation 
interval (a,, a,). If the argument lies inside (a,, a,) then the size of the 
error depends on values of several derivatives, or on several differences of 
one or more derivatives. See, for example, the discussion in Steffensen [6, 
pp. 64-651. It would often be unacceptable to use interpolation within 
(a,, a,) to estimate F’ at a point outside (a,,, a,), since this might involve 
relatively large error terms. On the other hand, a confidence band which 
requires knowledge about several different derivatives of the density is not 
a practical proposition. In Subsection 2.1 below, procedures (i) and (ii) 
illustrate confidence bands obtained by interpolation outside the interval 
(a,, a,) (there m = l), while procedure (iii) is a compromise which 
sacrifices a certain amount of “exactness” in return for a smoother 
confidence band. 
The following notation will be used throughout this section. Assume that 
a random sample of size n is drawn from the distribution with density f: 
Using these data, we wish to construct a confidence band for f over a 
certain interval. In that region divide the data among k cells, the cell 
numbered i comprising the interval ((i - 1 )h, ih) and h being the width of 
each cell. If the true density is f then 
is the probability that a given data point falls into cell i. (Our convention 
that the first cell starts at the origin serves only to simplify notation.) The 
confidence bands are developed from simultaneous confidence intervals for 
the multinomial proportions pi. Thus, we assume intervals [fiil, fii2], 
1 d id k, are given such that 
Define the function & by interpolating among the function values 
J{(i+f)h} --h-‘fii+l.j, 
A{ (i + y)h} = (4 - y)h-‘jj, + (t + y)h-‘Bi+ I,~, (2-l) 
for 1 <i<k- 1, -icy<+, and j = 1,2. Notice that j\, and fZ are 
continuous. The band between f, and fZ forms the basis for several of our 
procedures. 
The next two subsections list several different types of confidence band. 
These examples serve to illustrate the theoretical properties of general 
confidence bands based on the confidence intervals [fii,, fiiZ]. They form 
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the basis for the practical procedures introduced in Subsection 2.4. 
Subsection 2.3 describes construction of the intervals [ fiil, pi2-J. 
2.1. Confidence Bands under the Assumption of a Single Derivative 
(i) Given a sequence { ci> with each ci > 0, define 
~,{(i+y)h}-hP’~il-~(2y+l)hci 
and 
~~{(i+y)h)~h-lfiiz+$(2y+l)hc; 
for ldi<k and O<y<l. If 
then 
sup If ‘t”)l C ci for l<i<k 
(i-l)fiau<(i+l)h 
%&T~KfbM2,(x) for h<xg(k+ l)h}aa. 
(2.2) 
(2.3) 
(ii) Given E 2 0, define 
and 
for l<i<kandO<y<l, where the +, - signs are taken respectively. If 
If'(u)-f'(o)lGE 
whenever O<u<v<(k+ 1)h and [U-VI <2h, then 
~~~,*+(x)~f(x)~S*,+(x) for h<x<(k+l)h}>a 
and 
P{~~;,-(X)~f(X)~~~,-(X) for h<xg(k+l)h}<a. 
(iii) Given a sequence (ci} with each ci 2 0, define 
T,{(i+y)h}-f,{(i+y)h}-$h(l-3y2+2 Iy13kj 
and 
yz{(i+y)h}-j;{(i+y)h}+fh(l-3y2+21y13)ci 
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for 1 <i<k- 1 and -$<r<+. If (2.2) holds then 
WAX) <f(x) GS2(x) for *h Q x < (k - +)h > > a. 
Remarks. (a) Procedure (ii) is introduced only to illustrate the factors 
which influence coverage probability of a confidence band; it is not 
suggested as a practical procedure. It demonstrates that the basic 
confidence intervals [biz, pi21 are biased by an amount 
$(2y + 1) hf’{ (i + y)h}, plus smaller order terms. 
(b) By taking E= 0 in (ii) we deduce that equality holds in 
confidence statement (2.3) if f is linear on (0, (k + l)h), if each ci equals the 
absolute value of the gradient d of A and if the intervals [ dii, fii2] are of 
the form [0, bj2] (for d<O) or [pii, CO) (for d>O). 
(c) No such “exactness” can be claimed for the confidence band 
described in (iii). However, that band has certain practical advantages over 
the earlier procedures. First of all, the function t( 1 - 3~’ + 2 I yl’) lies 
within the interval [$, l] for -i < y < 4, whereas the function f(2y + 1) 
takes values as large as $ for 0 < y < 1. Therefore the band in (iii) can have 
smaller maximum width than that in (ii). Second, if the c,‘s are taken to be 
identical then the functions 7, and yz defined in (iii) are continuous, and so 
the confidence bands have continuous boundaries. 
2.2. Confidence Bands under the Assumption of Two Derivatives 
(i) Given E > 0, define 
~~,~((i+~)h}-~~{(i+~)h}+~~~-3~2)h2CfN{(i+~)h~-(+~)1 
and 
~~,~{(i+y)h)~~~{(i+y)h)+4(1-3~2)h2Cf”{(i+~)h~~~l 
for 1 <i<k- 1 and -&<v<i. If 
If”(U)-f”(V)1 GE 
whenever O<u<v<(k+ 1)h and Iu--VI <2h, then 
w=l, +(x1 ax) G 72, + (xl for +hhx<(k-+)h)>,a 
and 
p{~~,-(x)~f(x)~~*.~(x) for +h<x<(k--f)h)<a. (2.4) 
(ii) Given a sequence { ci} with each ci 2 0, define 
~,{(i+y)h}~~I{(i+y)h}-~(l-3y2)h2ci 
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for l<i<k-1 and -$<y<$. If 
sup If”(x)l 6 ci for l<i<k-1, 
(i- l)h<.x<(i+ 1)h 
then 
N71 (x) <f(x) G 72 (x) for th<x<(k-*)h}>a. (2.5) 
Remarks. (a) Procedure (i) is introduced to show that the basic 
confidence band (fi, f2) (see (2.1)) is biased by an amount 
i( 1 - 3y2) h2f”{(i+ y)h}, plus smaller order terms. We do not propose it 
as a practical method. 
(b) By taking E = 0 in (i) we deduce that equality holds in confidence 
statement (2.5) if f(x) - a + bx + tdx2 for arbitrary constants a, b, and d 
and 0~ x< kh, provided each c, = Jdl and the intervals [pi,, dj2] are of 
the form [O, dill (for d<O) or [pii, co) (for d>O). 
(c) If the ci’s are identical then the functions yi and y2 defined in (ii) 
are continuous and piecewise linear. 
2.3. Simultaneous Confidence Intervals for Multinomial Probabilities 
Suppose we seek confidence bands whose coverage probability is at least 
/?. The argument given in Subsections 2.1 and 2.2 has reduced the problem 
of constructing confidence bands to one of deriving simultaneous 
confidence intervals for multinomial proportions, for which there are 
several techniques. In particular, if ai, and jii2 are chosen such that 
then 
P(~il~Pi~‘i2)~1-(1-P)k-l, 1 <igk, 
If fii denotes the relative frequency in cell i then the normal approximation 
to the binomial suggests taking 
fii, =bi-dk{fii(l -$i)n-1}1’2 and ~i2=~i+dk(~i(l-~i)n-‘}1’2, 
(2.6) 
where 
@(dk)= 1 -(l-/?)(2k)-’ (2.7) 
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and @ is the standard normal distribution function. This is the approach 
adopted in Example 5.1 in Section 5. Almost identical results (not reported 
here) were obtained using the Poisson approximation with square-root 
transformation, where d, was defined by 
instead of by (2.7). The above definitions are tantamount to approximating 
the pi’s by independent normal random variables. 
2.4. Discussion 
The methodology developed in Subsections 2.1-2.3 leads to a variety of 
practical procedures for constructing confidence bands for an unknown 
density J The initial band is formed by the pair of functions (fl, j;) 
defined at (2.1). To compensate for errors arising from numerical differen- 
tiation, extra strips are added to this band. If the absolute value of the lirst 
derivative of the density does not exceed c(l), then strips of width (i.e., 
height) fhc (l) added to both sides of the confidence band provide more 
than adequate compensation. (This follows from Subsection 2.l(iii).) If the 
absolute value of the second derivative does not exceed c(‘) then strips of 
width bh*c’*) are more than adequate. (See Subsection 2.2(ii).) The bounds 
c(l) or c(*) may be known from previous empirical experience, or they can 
themselves be estimated by interpolation. Formulae in Subsections 2.1 (iii) 
and 2.2(ii) show that the widths of these strips do not have to be 
maintained throughout the bands but can be varied slightly over the cells. 
The procedure just described is deliberately designed to be conservative. 
The confidence bands can be thinned a little if we have additional 
knowledge about f: For example, suppose we are basing the bands on the 
second derivative of 1: If f is convex within a certain region then only one 
compensating strip is required there-that strip of width dh*c(*) below the 
lower function j;. If f is concave within a certain region, then only the 
’ * upper strip of width ah c (*) above f2 is required there. Again, the strips 
may be reduced in places according to the formulae in subsection 2.2(ii). 
An alternative approach is to estimate not just a bound to f’ or f”, but 
the entire function. For example, if the procedure is being based on second 
derivatives and if p” is an estimate of f”, then approximate upper and 
lower confidence limits are given by 
y,{(i+y)h)zf,{(i+y)h}++(l-3y*)h*f”{(i+y)h) 
and 
yz{(i+y)h}=.f2{(i+y)h}+&(1-3y*)h*f”{(i+y)h}, 
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respectively, for 1 6 i < k - 1 and - f c y 6 f; see Subsection 2.2(i). While 
this approach will give narrower confidence bands, it is difficult to be 
certain about the direction of the error in coverage probability. 
3. NONPARAMETRIC REGRESSION 
The case of nonparametric regression is similar in many respects to that 
of density estimation, and so we shall give only an outline. The only essen- 
tial difference between the two cases is that we no longer estimate an 
integral, but a sum, the arguments of the terms in the sum being design 
points in the regression. This change introduces a second error term into 
the procedure, due essentially to approximation of the integral by the sum. 
The confidence bands have to be adjusted accordingly. 
We shall assume that observations are made at equally spaced design 
points, distant 6 apart. See Section 3.4 for discussion of this restriction. 
Without loss of generality, the design points are the points $ for integers j. 
The model declares that the observations Y, have the form 
Yj= g(jS) + ej, 
where g is a smooth function and the ej’s are independent normal N(0, a2). 
In the region of interest, divide the Yj’s among k cells, the ith cell 
containing those pairs (jS, Yj) of observations such that (i - 1)h < jS < ih, 
1 < i < k, where h = m6 for an integer m. (Thus, the very ends of the cells 
overlap.) We shall treat two different estimates of the mean in cell i, 
and 
Fjl)-m-‘(Y+,,,+ Yti-,jm+l+ ... + Y,-,) 
whose respective means are 
p{‘)=m-‘[g((i-l)h}+g{(i-l)h+6}+ ... +g{(i-l)h+(m-1)611 
and 
~~2~~m-‘[~g{(i-l)h}+g{(i-l)h+6} 
+ ... +g{(i-l)h+(m-1)6}++g(ih)], 
and whose variances are m-‘a2 and m-‘(m-;)a’. Note that the 
expressions for 9’) and yi2) are directly related to the Rectangle Rule and 
Trapezoidal Rule for numerical integration; see, for instance, Abramowitz 
683/27/l-16 
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and Stegun [9, p. 8853. Let [ii!{‘, @i{‘], 1 <id k, be simultaneous 
confidence intervals for the #‘s, with 
for j= 1 and 2. 
Both F!‘) and Fj*J are normally distributed, and the confidence limits #’ 
would usually be based on this fact; see Subsection 3.3 below, where 
methods of constructing the intervals [fiJ{‘, ,$‘,)I are described. The 
variables Fii), 1 6 i < k, are independent, although the variables Fi*’ are l- 
dependent. This makes it a little easier to construct confidence bands based 
on the Fil)‘s, than on the Fi*)‘s. We use the Pi*“s when constructing 
confidence bands under the assumption of bounded second derivatives. 
Next we define analogs of the functions f1 and fz from Section 2. Set 
$){(i+ y)h} = (i- y) fiy+ (4+ y)ji)‘!,~,, (3.2) 
forj=1,2, l=l,2, l<i<k-1, and -$<y<f 
3.1. Confidence Bands under the Assumption of a Single Derivative 
(i) Given a sequence { ci} with each ci 2 0, define 
gl{(i+y)h} =fi$i’-${(2y+ l)h+6}c, 
and 
g*{(i+y)h) ~/ij~‘+~{(2~+ l)h+d}ci 
for l<i<kandO<y<l. If 
sup I g’(u)l d ci for l<idk 
(i- I)h<u<(i+ 1)h 
then 
Pl g,(x) < g(x) G i*(x) for h6xd(k+l)h}Ba. 
(ii) Given E > 0, define 
(3.3) 
~2,~{(i+~)h}=~~~)-f{(2~+l)h+~}Cg’{(i+~)h}-(fe)1 
for l<i<kandO<y<l, where the +, - signs are taken respectively. If 
I g’(u) - g’(v)1 GE 
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whenever 0 6 u < u < (k + 1 )h and IU - UI < 2h, then 
pi 21, + (xl G g(x) 6 ii*, +(x) for hgx<(k+l)h}gcl 
and 
PI 8,. - (xl G g(x) < ,572, I for h<xd(k+l)h}<a. 
(iii) Given a sequence { ci} with each ci 2 0, define 
~r{(i+y)h}=~‘,“{(i+y)h}-~{(l-3y2+2(y13)h+6}ci 
and 
~~((i+y)h}=$:1’{(i+y)h}+f{(l-3y2+21y13)h+6}ci 
for 1 <i<k- 1 and -$<y<f. If (3.3) holds then 
P{ i!,(x) d ‘c?(x) 6 E*(x) for ih<x<(k-f)h}>a. 
3.2. Confidence Bands under the Assumption of Two Derivatives 
(i) Given E > 0, define 
g’l,,{(i+y)h}~~12’((i+y)h} 
+~~(1-3y’)h*+~s*)[g”((i+y)h}-(iE)] 
and 
g2,*{(i+y)h)~g~2){(i+y)h} 
+~{(1-3y2)h2+~62)[g”((i+y)h}+~] 
for 1 <i<k-1 and -f<y<$. If 
I g”(U) - g”(u)1 <E 
whenever O<u<u<((k+l)h and Iu-u[ <2/z, then 
PI 21, +(x) G g(x) G ‘F2, + (xl for $h<x<(k-$)h}>a 
and 
P{ dl, -(xl G g(x) G 62, ~ (xl for fh<x<(k-f)h}<a. 
(ii) Given a sequence (ci} with each ciao, define 
~,{(i+y)h}=~~2~{(i+y)h}-~{(l-3y2)h+f~2}~i 
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for l<i<k-1 and -$<y<+. If 
sup I g”(Xl G c, for 1 <i<k- 1, 
(i- l)h<xc(i+ 1)/l 
then 
f’( 21(x) < g(x) < f2(x) for th <x < (k - t)h} B a. 
Remarks. The confidence bands in Subsections 3.1 and 3.2 compare 
directly with those in Subsections 2.1 and 2.2. Remarks similar to those 
earlier may be made about exactness, bias, etc. The terms in 6 and J2 in the 
confidence limits compensate for the extra source of error in the regression 
case. 
3.3. Simultaneous Confidence Intervals for the pi’s 
We shall concentrate on the case of two-sided confidence bands. Suppose 
first that the error variance cr* is known. Let Cp denote the standard normal 
distribution function, and zy the solution of 2@(2,) - 1 = y, where 0 < y < 1. 
Define 
for j= 1, 2. Consequently, 
Taking y E a’lk will give simultaneous coverage probability very nearly a in 
both cases. To construct a strictly conservative procedure in the case of 
pi2), suppose for the sake of argument that k is even. Let Jj denote the 
event that fii:) < pi*) < fijz) is false. Since the variables 8{*) are l-dependent, 
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6 
oddi eveni 
~~-(y+p(,~iQ) 
=2p- 1. 
If the error variance r~’ is unknown, we may construct a slight 
overestimate of it. Let Y be the set of all differences Y,,.- Yzj-, such that 
neither 2j not 2j- 1 is of the form im for an integer i. Assume Y has r 
elements, and let 
$~{qr-1)}-’ c s2--c1 c s 
i 
2 
( )I . SE.Y rs9 
Then (r- l)ci2/02 has the chi-squared distribution with r - 1 degrees of 
freedom and a noncentrality parameter and is independent of Qj), ,.., Fp) 
for j= 1,2. Let G,-, denote the distribution function of Student’s f with 
r - 1 degrees of freedom, and t, the solution of 2@, ~ i(t,) - 1 = y. Define 
&/) as in (3.4) but replacing c by 6 and zy by fy throughout. Then 
and 
see Johnson and Kotz [lo, p. 1931. 
3.4. Discussion 
Here we use the results of Subsections 3.1-3.3 to develop practical 
procedures for setting confidence bands. 
The first derivative of g represents the rate of change of that function. In 
practice an upper bound to this rate can often be set from physical 
considerations, from previous empirical experience, or by direct estimation. 
If it is known that (g’l does not exceed c (l) then the confidence band may 
be taken to be the band formed by the pair of functions (g\‘), &I)) (defined 
at (3.2)), plus an extra strip on either side of width (i.e., height) f(h + 6)~“‘. 
If 1 g”I does not exceed ct2) then we add strips of width d(h* + f6*)~‘~’ to 
either side of the band formed by the pair (&*), ii*)). In both cases the 
upper strip may be deleted if it is known g is convex, and the lower strip 
deleted if it is known g is concave. The full width of the strips does not 
have to be maintained throughout the band; see the formulae in 
Subsections 3.l(iii) and 3.2(ii). All these procedures are conservative and 
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give coverage probability at least ~1, where a is the simultaneous coverage 
probability of the intervals [pi{), fijj)]; see (3.1). 
An alternative approach is to estimate g’ or g” directly. For example, if 
$’ is an estimate of g” then 
and 
for 16 id k - 1 and - 5 < y < 4, are lower and upper confidence bands, 
respectively, with coverage probability “approximately” a. 
Analogous confidence bands may be described without the assumption 
that design variables be equally spaced. Then formulae based on more 
complicated weighted averages should be used in place of the simpler 
bounds described above. In the case of the procedure proposed by Knafl, 
Sacks and Ylvisaker [4], similar formulae are required to evaluate the bias 
bound B(l) which appears in the expressions for their bands. 
4. WIDTHS OF CONFIDENCE BANDS 
We begin by describing widths of the confidence bands developed for 
densities in Section 2. Assume that h --) 0 like ner for some 0 < r < 1, and 
k + CC like h-l. Let pi equal the proportion of the sample falling into the 
ith cell, and suppose f is bounded away from zero and infinity within the 
region of interest. In view of results for probabilities of large deviation (e.g., 
Feller [ 1 I), the numbers &i defined by either 
or 
satisfy 
q-n - 112pi’2(2 log k) ‘I2 - n - ‘I* { 2f( ih) h log k} ‘j2. 
(Notice that although &i depends on /I, the dominant term in an asymptotic 
expansion of E, does not depend on 8.) If the confidence intervals [ pi1, fii2] 
are two-sided then oi2 - iii - 2si, and so the width of the band separating 
jl, and jl, (see (2.1)) is asymptotically 
2h-‘ci- {8f(ih)}1’2{(nh)-‘logk)L’2. (4.1) 
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The practical procedures suggested in Subsection 2.4 lead to a confidence 
band whose width equals this amount, plus an extra term of order h or h* 
to allow for the strips added to the band (f,, j;). Let us assume we are 
working under the assumption of a bounded second derivative, so that the 
extra term is of order h2. If h =const ,-r then this extra term is 
insignificant when r 2 4, but dominates when r < i. Bearing in mind that 
log k N const log n, we see that the minimum confidence interval width is 
obtained by choosing h such that (nh)-’ log n and h4 are of the same order 
of magnitude. This gives h N const(n-’ log n)“’ as the “optimum” 
achievable by our method and results in a confidence band whose width is 
approximately (n-i log n) . “’ A similar argument in the case of a bounded 
first derivative gives the “optimal” h to be of order (n-’ log n)1’3, and a 
confidence band of width approximately (n-’ log n)li3. 
Let us assume f has t bounded derivatives. The discussion given above 
shows that if t = 1 or 2, and for a given coverage coefficient a E (0, l), we 
may construct a confidence band of fixed width C(n-’ log n)“(“+ ‘) which 
covers f with probability at least rx. Here C is a constant not depending on 
n. It is possible to generate procedures which give confidence bands with 
this property for any given t 3 1. They are based on higher order inter- 
polation formulae but will not be discussed in detail here since they do not 
seem to be of general practical interest. 
In fact, the constant C may be chosen such that the coverage probability 
is at least CI for all fs in a large class of densities. Suppose the density f is 
to be estimated in the interval (0, 1). Let 0 < a < 1, b > 0, c > 0, and t > 1 be 
an integer, and let B = F(a, b, c, t) denote the class of all functions f 
satisfying 
a < If(x)1 <.-I and If”‘(x)l <b whenever -c<x<l+c. 
We may choose C= C(a, b, c, t) so large that a confidence band B of width 
qn-’ logn)‘/‘2’+” covers f with probability at least a, uniformly in 
densities f E 9: 
inf Pf{f(x)EBforO<x,<l}>cr, 
fc9 (4.2) 
12 > 2. (The cases t = 1 and 2 are dealt with in Subsection 2.4.) 
The width of order (n-l log n)r’(2r+ ‘) is “optimal,” in the sense that no 
procedure can produce fixed-with confidence bands whose width is of a 
smaller order of magnitude. To see this, we first define the notion of a 
general fixed-width confidence band B. Let <(.): [O, l] --f R be a random 
function, and let w  3 0 be a random variable. Both 5 and w  may depend on 
the data, but not on f: Hence they are “nonparametric” in character. Let 
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In a slight abuse of notation, we say that ‘f(x) f B for O<x < 1” if the 
ordered pair (x, f(x)) is in B for 0 <x< 1; that is, if the function f(.) 
restricted to [0, l] lies between the functions l(.) and c(.) + w. We call B a 
“confidence band of width w  and uniform coverage probability at least a 
for all f~9”, if (4.2) holds. 
An extreme case of this type of band has [ E 0 and 
0 
w= 
with probability 1 -a 
00 with probability a. 
Any statement we make about the size of w  must take account of this 
pathology. In particular, the limit at (4.3) below may equal a, not 1. 
THEOREM 4.1. Suppose the confidence band B,, of width w,, satisfies 
inf Z'f{f(x)EB,forO<xd l} >a, n2 1. 
fcF(a.b,c.t) 
Zf 0 < a -C 1 is fixed then for some q > 0, 
lim inf sup Pr{ w, > rj(n-’ log n)“(*‘+ “} > a. (4.3) 
n-m /E.F(o,b,c,t) 
If w, is non-random, as in the examples considered earlier, then this 
theorem declares that no fixed-width confidence band can be narrower 
than q(n-’ logn)“(*‘+‘), for large n, if it is to have uniform coverage 
probability at least a. 
The regression case is very similar, and so we only sketch the details. 
Assume the regression function is to be estimated in the interval (0, l), and 
that the design points are distant 6 = n- ’ apart. If the error variance c2 
is known, then the techniques suggested in Subsection 3.4 (and their 
analogs for ta 3) give confidence bands of width no more than 
const(n-’ log n)ri(2r+ ‘) with probability at least a for all g E 9, provided h 
is taken to be a constant multiple of (n-’ log n) M*’ + l). If the error variance 
is unknown then it should be estimated, as outlined in Subsection 3.3. The 
resulting confidence band width w, is a random variable, satisfying 
,.i:,:,c.l, pJ w, < const(n-’ log n)‘l(*‘+ “} + 1 
as n -+ co. Again, a coverage probability of at least a may be achieved for 
all g E 9. 
The theorem below is an analog of Theorem 4.1 in the regression case. 
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THEOREM 4.2. Suppose the confidence band B,, of width w,, satisfies 
gE~~~ci)P8Cg(x)EBnforO~x~1~~a, n> 1. 
. 1 7 
If 0 < a < 1 is fixed then for some q > 0, 
lim inf sup P,(w,~~(n-110gn)“(2’+“}~a. 
n-r cc gCF(o.b.c,r) 
In theory it is possible to choose h so as to minimise the area of 
confidence bands. For example, suppose we are constructing a band for the 
density f under the assumption that If “J <c. We start with the band 
separating !I and jl, (see (2.1)). The distance between f, and fz at x is 
asymptotic to 
{8f(x))“*{(nh)-‘logk)‘/*; 
see (4.1). To this we add two strips of width ih*c. Therefore the asymptotic 
total area of the confidence band for f, drawn between x1 and x2, is 
A(h)zr [(8f(x))“*((nh)-‘logk)“*++h*c]dx. 
XI 
If we set h = d(n - ’ log n)‘15, then k - const h-i and 
A(h)~{(;)“2d-1/2j”~ f l’*(x) dx + i cd*(x, - x1 )) (n- ’ log n)*15, 
which is minimised by choosing 
3.10~“*c-‘(x2-x,)--‘fX2fL’*(x)dx 
*/5 
. 
XI 
Although this formula is not of explicit practical use, it does suggest advice 
concerning choice of the bandwidth h. In particular, larger values of c and 
smaller values off both dictate smaller values of h. 
5. ILLUSTRATIVE EXAMPLES 
In this section we report on applications of the procedures developed 
earlier to two particular examples. 
EXAMPLE 5.1 (nonparametric density estimation). A set of n =9OO 
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independent pseudorandom values were generated, using the NAG Fortran 
subroutine library, from the mixture density 
f(x) = 0.2Be(x; 1, 2) + O.We(x; 2, 1 ), o<x< 1, 
where Be(x; a, b) denotes the density of the Be(cl, j?) distribution. Thus 
f(x) = 0.4 + 1.2x, so that 
sup If’(x)/ = 1.2. 
The value of k was chosen initially to be 30 and h was taken to be 
l/k = 8. The pairs {(pi,, fii2), i = 1, . . . . k} were chosen using the normal 
approximation discussed in subsection 2.3. Specifically, they were given by 
(2.6) and (2.7) with p=O.95 (for a 95% confidence interval). 
For the sake of realism it was decided to construct confidence bands 
under the assumption of a single derivative satisfying 
sup If’(x)1 <c. 
o<;< 1 
Thus, each ci = c. We took c = 3, which is of course conservative. 
3.0 
2.5 
2.0 
1.5 
1.0 
0.5 
+ 
0.0 
I 
-0.5 
t 
-l.OL ' 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
FIG. 1. Bands I through IV in case of nonparametric density estimation, for k = 30. 
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Figure 1 depicts the following functions: 
(I) (a,,, pi*), displayed as piecewise constant plots; 
(II) (f,(x), jl,(x)), from (2.1), piecewise linear; 
(III) @i(x), j’;(x)), from Subsection 2.1(i); 
(IV) (yi(x), y*(x)), from Subsection 2.l(iii). 
Figure 2 extracts the pair given by (IV). That is the most pleasing of the 
four pairs in Fig. 1. Of course the results still exhibit a lack of smoothness. 
Remember, however, that any envelope of a conservative confidence band 
is also a conservative confidence band, and so one may smooth out the 
bumps in a variety of ways. 
To investigate the effect of changing k, Fig. 3 depicts the results 
corresponding to Fig. 2 but with k = 50. Note that, inevitably, the bands 
are wider. The appearance would be generally much improved if bounds 
were placed on f”(x). 
EXAMPLE 5.2 (nonparametric regression). The data used here were a 
subset of larger set of data kindly supplied by Dr. E. M. Scott. The 
variables are those of radiocarbon age and tree-ring age, both measured in 
-1.01 ' 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.6 0.9 
FIG. 2. Band IV in case of nonparametric density estimation, for k = 30. 
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I  ,  
3.5 - 
3.0 
2.5 - 
-1.0 ’ 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.6 0.9 
FIG. 3. Band IV in case of nonparametric density estimation, for k = 50. 
years before 1950 A.D. and thinned and rounded so as to achieve equal 
spacing of the tree-ring ages. Altogether 180 points were included and, 
initially, we chose k = 30 so that, in (3.4), m = 6. For simplicity we used the 
non-overlapping means Pi’), and constructed the bands with fl= 0.95 and 
under the assumption of a single derivative, with uniform bound c = 1 on 
I g’(x)l. 
A somewhat different estimator for Q was used than that discussed in 
Section 3.3. To be specific, we took 
where si is of the form 
and the summation is over all i such that none of i- 1, i or i+ 1 is of the 
form im or (im + 1) and such that all triples (i - 1, i, i + 1) are distinct. The 
symbol r denotes the number of such triples. This estimator is based on the 
residual of yi from the straight line based on yip r and yi+ 1. 
7500 - 
7000 - 
6000 - 
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FIG. 4. Bands I through IV in case of nonparametric regression, for k = 30. 
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FIG. 5. Band IV in case of nonparametric regression, for k = 30. 
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FIG. 6. Band IV in case of nonparametric regression, for k = 15. 
Figure 4 displays the data points along with the bands: 
(I) @if’, fi$)), displayed as piecewise constant plots; 
(II) (g\l)(x), &i)(x)), from (3.2), piecewise linear; 
(III) (g\‘)(x) #J(x)) from Subsection 3.1(i). 
(IV) (&l)(x): g:‘)(x)) from subsection 3.l(iii;. 
Figure 5 isolates the bands defined by IV. As in the case of Example 5.1, 
slight difftculties with the ends of the range of the tree-ring ages led to the 
bands being drawn only over a restricted range. 
The estimate of 0 was d = 54.1, based on r = 25. Finally, Fig. 6 gives the 
version for k = 15. In this case d,, = 2.94, m = 12, and 6 = 54.2, based on 
r=41. 
6. PROOFS 
6.1. Proofs for Sections 2 and 3 
In the work below, g stands for either f or g. 
If g has a continuous first derivative on ((i - l)h, (i + 2)/z), then for 
O<y<l 
g(u)du=hg{(i+y)h}-&2y+1)h2g’{(i+l)h}, (6.1) 
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where - 1 <{(i, h, y) < 1. (This follows from formula (16), p. 64 of 
Steffensen [6], on taking “m” = “n” = 1 and ‘f equal to an indefinite 
integral of g.) Results in Subsections 2.1(i) and 2.l(ii) are immediate 
consequences. (The case where g is not continuous is handled by 
approximation by a continuous g.) By Taylor expansion, 
g(u) = 6-l jO+d 
a 
g(u)du-Sj’g’(a+6r)(l-r)dr, 
0 
and so 
pj"=h-' j'" 
(i- I)h 
g(u)du-m-‘6~1m~‘g’((i-l)h+jS+~~}(l-~)dt 
o j=O 
;(2y+l)hg’{(i+S)h} 
+m-‘6j~~~~g.((i-l)h+i6+S~}~l-r)dt], (6.2) 
using (6.1). Results in Subsections 3.1(i) and 3.l(ii) are immediate 
consequences. 
Next we assess the error of piecewise-linear approximants such as j: 
and 1;. Observe that the remainder R, ( y ) in the formula 
g(u)du+(;+ y)i;+“” g(u)du=hg((i+y)h} +R,(Y), 
(6.3) 
may be written as 
R,(y)=h2 [(ffy)u-YI’S: g’(h(i+y+t(l-y))}(l-t)dt 
-2y’/‘g’{h(i+y-ty)J(l-t)dr 
-(;-YY)u+yYj; g’{h(i+y-t(l+y))}(l-t)dr 1 
if g is differentiable. (Use the integral formula for the remainder in a Taylor 
expansion.) Therefore if 1 g’l < ci on ((i - 1 )h, (i + 1 )h), and - f c y < $, 
IR,(Y)I~~~~I(~+Y)(~-Y)*+~ I~l~+(t-~)(l+~)~)ci 
=+h2(1 -3y2+2 jyl’)c,. 
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This gives the result in Subsection 2.l(iii). Using the first line of (6.2) we 
obtain 
(1- y)/q’+ (f+ y)p& = g((i+y)h}+h~‘R,(y)+R*(y), 
where 1R2(~)I < $5~~. This gives the result in Subsection 3.l(iii). 
If g has two derivatives then the remainder R,(y) defined by (6.3) may 
be written as 
R,(y)=;h3 [(;+Y)wjol g”{h(i + y + t( 1 - y))}( 1 - t)2 dt 
+2y’~‘g”{h(i+y-~~9}(l-f)~df 
0 
(1+y)3~1g”{~(i+~-~(1+y))}(1-~)2dr , 
0 1 
again by Taylor expansion. For - 4 -=z y 6 f the functions (f + y)( 1 - y)‘, 
2y4 and (4 - y)( 1 + y)’ are non-negative and add to 1 - 3~‘. Results in 
Subsections 2.2(i) and 2.2(ii) follow from these properties. In particular to 
prove (2.4), notice that 
P(~~,-(x)~f(x)~~2,~(x)for~h~x~(k-~)h) 
GPC~I,-{(~--$V} <f{(i-j)h) <~2;,p{(i-f)h} for 1 <i<k] 
=Wl;,-{(i-f)h} +h-‘pi-f{(i-f)h} <h-‘pi 
G.T2,-{(i-~)h}+ h-‘pi-f{(i-$)h) for 1 <i<k] 
<PCfl{(i-~)h} <hplpi<j\,{(i-$)h} for 1 <i<k] 
= P( PiI < pi < ci2 for 1 < i 6 k) = ct. 
By the Euler-Maclaurin expansion, 
6 ;g(a)+g(a+6)+ ... +g(n+(m-l)6j+~g(a+ms) 1 
= I Cl+??26 g(u)du+;iS3j1 ~(1 -t) mfl g”(a+ja+&) (1 0 j=O 
and so 
(i- y)/p+ (f+ y)p$, = g((i+y)h}+h-‘R,(y)+R,(y), 
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where 
-I 1 g”(ih+$+&) 
Results in Subsections 3.2(i) and 3.2(u) are immediate consequences. 
6.2. Proofs of Theorems 4.1 and 4.2 
We shall conduct the proofs together. Fix z,, z2 >O, let m equal the 
integer part of z1(n2’ log n)1’(2r+‘), k equal the integer part of 
z,(n/log n)“c2r+ I), and 
Fix d > 0 and let $ be a non-degenerate function on (- co, co) with the 
properties: 
(i) e vanishes outside (0, 1); (ii) $ has at least t+ 1 bounded 
derivatives on (-co, 00); (iii) sup I$(‘)1 <d-lb; (iv) J t,k =O. Given a 
sequence fJ = (f?,, . . . . ok-,) of O’s and l’s, set 
#(x)=&xlt3)=d[l +O,h’${h-‘(x-ih)}] 
for ih<x<(i+l)h and O<i<k-1, and &x)=d for X-CO and x>kh. 
Then jh Q dx = d, so 4 restricted to [0, 1 ] may be regarded as part of a 
probability density if 0 < d < 1 and n is large. Notice that Q E 9(a, b, c, t) if 
a < d and n is large. We shall take the density f or regression function g to 
equal #(.I@) on [0, 11, for some @E@= (0, 11”. 
Let s s sup l$l. If the confidence band B, is of width w, and w, < &r h’, 
we define 8, = 1 if 
(x,d[l +h’#(h-‘(x-ih))])EB, for ih<x,<(i+ l)h, 
and di= 0 otherwise. If w, > ids h’, define di arbitrarily. Let fi be the 
k-vector whose ith element is 19~. If w, < fds h’ and f(x) = d(x 10) E B, for 
0 < x < 1, then 13~ = di for 1 < id k. Therefore in the density case, 
PAW,, > ids h’) 2 Pr{ 4, # ei, some i, and f(x) E B, for 0 < x < 1 f 
acr-P(8i=Oi, 1 <i<k). 
A similar inequality holds in the regression case. Therefore the proof will be 
683/2711-17 
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complete if we show that for any sequence of estimates 6, of Bi, and for z, 
sufficiently small, 
lim sup inf PA8, = ei, 1 < i < k) = 0. 
n+ni /ES 
(6.4) 
(Interpret f as g in the regression case.) 
Let PB denote the probability measure under the assumption that #(. 10) 
is the true density function or true regression function. Define 
P*(cq=2-k c Pe(&) 
eee 
for events 8. In the density case, let A’,, . . . . X, be the random n-sample from 
,f, and set 
lirn [l +h’+(h-‘(Xi-ill)}], 
% 
where Si denotes the set of values j such that X, lies within the interval 
4 - [i/r, (i + 1 )A). In the regression case, let 
li 5i exp 
( [ 
(2a*)-’ 2dh’C(Y,-d)~{h-‘(jn-‘-ih)} 
+G 
-d*h*‘C3/*(h~‘(j,--‘-ih)} ) cc I) 
where GF?~ is the set of values j such that jn ~’ E 4. Notice that in both cases, 
Li is a likelihood ratio for 19~ = 1 over 0, = 0. Let Y denote the set of all 
data-either all the sample values Xj in the density case, or all the pairs 
(jn - ‘, Y,) in the regression case. Conditional on Y, and under the 
probability measure P, , the 8,‘s are independent zero-one variables with 
P*(& = 1) 9) = n,/yn, + 1) 3 pi, 
say. Therefore 
P*(Oi=Bj, 1 <i<k[Y)= fi P*(Oi=Bily). 
i=l 
Conditional on Y, the 8,‘s are fixed, and so 
P*(Bi=8i1Y)<max(Pj, 1 -pi)‘qi, 
(6.5) 
(6.6) 
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say. Let Nj equal the number of subscripts in Vi, and N. = Cf= I Ni. (In the 
regression case, the N,‘s are fixed.) If 
then 
p*(qi S l - & I Njv N.) 3 pi (6.7) 
E*(qilNi,N.)~(1-E)P*(qi~1-ElNi,N.)+P*(qi>1-ElNj,N.) 
< 1 - &Pi < exp( -&pi). (6.8) 
Conditional on JV - {N,, . . . . Ark}, the pi’s are independent and the 
conditional distribution of pi depends only on Ni and N.. Combining this 
observation with (6.5), (6.6) and (6.8) we conclude that 
P,(&=O,, l<i<klcN)< i E(qiINi,N.) 
i= I 
Gw(-$lPi). (6.9) 
where pi is any number satisfying (6.7). 
Take E - uk- ‘, for arbitrary but fixed u > 0. For sufficiently large n, 
p*(qi 6 1 m-E I Ni, N.) 
=P*{&(l-&)-‘~~i~(l-&)&-‘lNi,fv.} 
~P*IIOglil~~logE-lINi,N.) 
~;P*(llogliI <d(t+ l)-‘lognlNi, N., f$=O} 
~f{l-4(t+l)(logn)-‘E(JlOg~iI INi,N.,ei=O)}. (6.10) 
In the density estimation case, and for large n, it follows from the definition 
of Ai that 
ll”gliI<h’ C*(hp’(Xj-ih)j +h2’~$Z{h-‘(Xj-ih)). 
% % 
Applying the Cauchy-Schwarz inequality to the first term on the right- 
hand side, we see that 
d 2 max( 1, h”N,s*). (6.11) 
If each N, < 2dnh then by (6.10) and (6.11), and for large n, 
P~(q~~1-~~Ni,N.)~~{l-8(t+l)(logn)-12dnh2’+’~2} 
~~{l-l7(t+l)d?z~‘+‘}~~ 
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provided 
17(t+ l)ds*z:‘+lQf. (6.12) 
In this case we may take each pi = 4 in (6.7). Therefore by (6.9), 
P*(di=Oi, 1 <i<k)dexp(-&k/4)+ 2 P,(Ni>2&h). 
i=l 
Since E,(N,) < dnh then it may be proved by Chebychev’s inequality that 
i$ P*(N, > 2dnh) --f 0. 
In consequence, provided z1 satisfies (6.12), 
lim sup inf P/-(6, = Bi, 1 d id k) 
n-m feP 
< lim sup P,(d; = Bi, 1 6 i < k) < exp( --u/4). 
n-m 
(Recall that E= uk-‘.) Since this is true for each u>O, the lim sup on the 
left-hand side must equal zero. This proves (6.4). The regression case is 
similar. 
Some techniques in this proof are borrowed from Stone [7]. 
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