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Abstract 
Face detection is the active research area in the field of computer vision because it is the first step in various applications 
like face recognition, military intelligence and surveillance, human computer interaction etc. Face detection algorithms are 
computationally intensive, which makes it is difficult to perform face detection task in real-time. We can overcome the 
processing limitations of the face detection algorithms by offloading computation to the graphics processing unit (GPU) 
using NVIDIAs Compute Unified Device Architecture (CUDA). In this paper, we have developed a GPU based 
implementation of robust face detection based on Viola Jones face detection algorithm. To verify our work, we compared 
our implementation with traditional CPU implementation for same algorithm. 
 
 
© 2016 The Authors. Published by Elsevier B.V.  
Selection and/or peer-review under responsibility of the organizers of the 2016 International Conference on Recent Trends 
in Computer Science and Engineering (ICRTCSE 2016) 
 
Keywords: Face Detection; GPU; CUDA; Integral Image;  
1. Introduction 
Biometric technology utilizes the biological characteristics of human bodies or behaviors as identification or 
verification features. The frequently used biometric features include face, fingerprint, voice, and iris 
recognition. The fingerprint recognition is the most popular adopted in our daily lives. However, the sweat and 
the dust may reduce the accuracy. In face processing system, it is not necessary to have physical contact with 
the machine and the image can be captured naturally by using a video camera. This makes face processing 
system a very convenient biometric identification approach. A face processing system comprises of face 
detection, recognition, tracking and rendering. Face detection is used to distinguish faces from the background. 
Face detection is the process of detecting faces in input images. Face detection in images is quite complicated 
and a time consuming problem. Face detection is important because it is the first step in various applications 
like face recognition, video surveillance, Human Computer Interaction etc. 
The face plays a main role in carrying identity of persons. Face detection is one of the main biometric 
features that many works concentrate on developing algorithms to apply it in different systems. Traditionally 
expensive dedicated hardware was used to achieve the desired rate of detection. Even on current hardware, face 
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detection is very time consuming, especially at the moment when large images are used. It is the same problem 
when we recognize faces in real time, for example from a camcorder. This is why the detection process must be 
accelerated. In last few years, graphic cards are increasing in performance; actually, the graphics processing 
unit (GPU) has greater performance than a classic central processing unit (CPU). Today, a graphic card can be 
used not only for rendering graphics, but it can also be used for general-purpose parallel computations, which 
are not connected with the original task of graphic cards-rendering. The first real-time face detection algorithm 
was proposed by Viola and Jones1. It has now become the de-facto standard for real-time face detection. 
However it doesn’t suits well for images with high resolution, hence we need to look for high performance face 
detection solutions for fast face detection with reasonable cost. Parallelization is the best way to achieve faster 
face detection.  
In our work, we have developed GPU based face detection system based on Viola Jones algorithm. To 
verify our work, we compared performance of our implementation with CPU based implementation at three 
stages of the algorithm i.e. image resizing, integral image calculation and cascade classification. We found that 
our GPU based implementation of Viola Jones face detection performed 5.41 to 19.75 times faster than its CPU 
implementation. 
2. Related Work 
Real-time object detection is an important work for many applications. One very robust and general 
approach to this work is using statistical classifiers that classify individual locations of the input image and 
make a binary decision: the location contains the object or it does not. Viola and Jones1 presented very 
successful face detector which combines boosting, Haar low-level features computed on integral image and a 
consideration cascade of classifiers. The first real time face detection algorithm was proposed by Viola and 
Jones4. A lot of work is being done for accelerating the face detection process. Face detection algorithm using 
Haar like features was described by Viola and Jones1 and R. Lienhart5 a range of its modifications are widely 
spread in many applications. One of these modifications was implemented in OpenCV library6. The OpenCV 
implementation compiled with OpenMP option provides only 4.5 frames per second on 4-core CPU. It is too 
slow to process HD stream in real time. Some parallel versions of face detection algorithm using Haar-like 
features678. The algorithm introduced by Hefenbrock6 was the first realization of a face detection algorithm 
using GPU we could find. It showed an effect of using GPU versus CPU. But the algorithm could not process a 
stream with resolution 640x480 in real time. The next parallel implementation is found in Obukhovs 
algorithm7. It is a single realization that uses GPU and can work with OpenCV classifiers without modification 
that is why modern versions of OpenCV library include it. The main problem of the algorithm is texture 
memory usage for classifier storing because texture memory is not as effective for general operation as cached 
global memory on modern GPU. The work of Jaromiret al.8 described a GPU accelerated face detection 
implementation using CUDA. They compared their implementation of Viola and Jones algorithm to the basic 
one-thread CPU version. Some works are also written about acceleration object classification with some good 
results. As in illustration, Gao and Lu9 reached a detection at 37 frames/sec for 1 classifier and 98 frames/sec 
for 16 classifiers using 256x192 image resolution. Kong et al.10 proposed a GPU-based implementation for face 
detection system that enables 48 faces to be detected with a 197 ms latency. Heroutet al.11 presented a GPU-
based face detector based on local rank patterns as an alternative to the commonly used Haar wavelets12. 
Finally, Sharma et al.13 presented a working CUDA implementation that affected a resolution of 1280x960 
pixels. They proposed a parallel integral image to discharge both row wise and column-wise prefix sums, by 
fetching input data from the off-chip texture memory cached in each SM. 
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3. Face Detection Algorithm 
We used Viola Jones Face Detection algorithm in our work. At a high level, the algorithm scans an image 
with a window looking for features of a human face. If enough of these features are found, then this particular 
window of the image is said to be a face. In order to account for different size faces, the window is scaled and 
the process is repeated. Each window scale progresses through the algorithm independently of the other scales. 
To reduce the number of features each window needs to check, each window is passed through stages. Early 
stages have fewer features to check and are easier to pass whereas later stages have more features and are more 
rigorous. At each stage, the calculations of features for that stage are accumulated and, if this accumulated 
value does not pass the threshold, the stage is failed and this window is considered not a face. This allows 
windows that look nothing like a face to not be overly scrutinized. To more thoroughly understand the 
algorithm, we can divide the algorithm into three stages based on the functionality. The three stages are feature 
extraction stage, integral image calculation stage and cascade classification stage. In feature extraction stage, 
feature classifiers are used to detect particular features of a face. Windows are continuously scanned for 
features, with the number of features depending on the particular stage the window is in. The features are 
represented as rectangles and the particular classifiers we use are composed of 2 and 3 rectangle features. Fig. 1 
shows an example of such a feature classifier. 
 
Fig. 1. Example of 2-Rectangle feature for Face Detection 
To compute the value of a feature, we first compute the sum of all pixels contained in each of the rectangles 
making up the feature. Once calculated, each sum is multiplied by the corresponding rectangles weight and the 
result is accumulated for all the rectangles in the feature. If the accumulated value meets a threshold constraint, 
then the feature has been found in the window under consideration. 
In integral image calculation stage, to avoid computing rectangle sums redundantly, we compute the Integral 
Image (II) as a pre-processing step. The Integral Image at location (x; y) contains the sum of the pixels above 
and to the left of (x; y). II(x-1, y-1) is subtracted off since it is included redundantly in the sum II(x-1, y) and 
II(x, y-1). Fig. 2 shows this pictorially.  
 
Fig. 2. Face image represented as Bitmap and Integral Image 
Using the Integral Image, features can be calculated in constant time since we can compute the sum of the 
pixels in the constituent rectangles in constant time. Although the features can be calculated in constant time, 
excessive work would be done if a particular window region looks nothing like a face.  
In cascade classification stage, the algorithm uses over 2000 features like eye region, upper-cheeks, nose 
bridge region etc. and it would be inefficient to calculate all of these features unnecessarily. To avoid this 
problem the algorithm performs cascade classification to divide up the number of features and eliminate 
windows quickly when it has been determined that they do not contain a face. Additionally, cascade keeps 
windows that look nothing like a face from being analyzed unnecessarily. It immediately labels a window as 
not a face when the window fails a particular stage. In general, earlier stages are passed more frequently with 
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later stages being more rigorous. Thus, the amount of work in each particular stage varies greatly. If all the 
features of this particular stage are found in the window, the stage is said to be passed and the window is 
propagated to the next stage and the window is again scanned for features of this next stage. If the window 
passes all stages, then it is said to be a face and the next window is then processed in the same manner. 
4. GPU architecture and CUDA  
The graphics processor with its massively parallel architecture is a storehouse of tremendous computing 
power. The Compute Unified Device Architecture (CUDA) is a C based programming model from NVIDIA 
that exposes the parallel capabilities of the GPU for easy development and deployment of general purpose 
computations. CPUs have few cores that are optimized to perform sequential computing while GPUs have 
thousands of cores which are specially designed for parallel processing. So a significant speedup can be 
achieved by executing high computational work on GPU while rest of code in CPU. Researchers have used 
GPU computing to accelerate various engineering and scientific problems. Moreover, pixel-based applications 
such as computer vision and video and image processing are very well suited to general-purpose GPU 
technology. A CUDA capable GPU consists of a set of streaming multiprocessors (SMs). Each streaming 
multiprocessor has a number of processor cores. A streaming multiprocessor processor core is known as 
streaming processor (SP). The number of streaming processors each streaming multiprocessor contains depends 
on the GPU. Generally, in modern GPU each streaming multiprocessor contains 32 streaming processors. So if 
a GPU has 512 cores that mean it contains 16 streaming multiprocessors each containing 32 cores or streaming 
processors. The programs running on GPU are independent of architectural differences which make GPU 
programming scalable. 
Compute Unified Device Architecture (CUDA) was introduced by NVIDIA in 2007. This framework gives 
programmers access to the virtual instruction sets and memory of parallel processing units in an NVIDIA GPU. 
Instead of using graphical API instructions, a program written in C/C++ code is directed to a specialized 
hardware in the GPU and that hardware manages the execution of that program on the GPU. The CUDA 
framework is actually an extension to the C programming language. The compiler that is responsible for 
compiling CUDA code is NVCC. When C/C++ code is given as the input code for this compiler, it first 
analyses the code and separates the conventional C/C++ code and CUDA C code. The regular C/C++ code is 
compiled using the systems primary C compiler (GCC etc.) but CUDA C portions are compiled using NVCC. 
The CUDA framework is actually an extension to the C programming language. The compiler that is 
responsible for compiling CUDA code is NVCC. 
5. Proposed GPU implementation of Face Detection   
Our proposed work is based on Viola Jones Algorithm for face detection. The Fig. 3 shows the proposed 
plan for implementation of face detection system. The face detection system functionality has two 
implementation 1) CPU implementation 2) CPU and GPU implementation. In CPU implementation part all 
functionality of face detection system is implemented by using single thread program. In CPU and GPU 
implementation part some functionality has been implemented using CPU (host) and most of functionalities 
have been implemented using GPU (device) with data parallelization. Our proposed architecture show that 
image transformation and cascade classifier functionalities of Viola Jones algorithm can be implemented both 
CPU and GPU. The tasks like image read and generating rectangles on detected faces are done on CPU. Our 
GPU based Face detection implementation comprises of three main steps: 1) resizing of the original image into 
a pyramid of images at different scales 2) calculating the integral images for fast feature evaluation, and 3) 
detecting faces using a cascade of classifiers. Each of these tasks is parallelized and run as kernels on the GPU. 
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Fig. 3. Proposed Face Detection System Architecture 
Following is the pseudo code for our GPU based face detection implementation. 
1: for number of scales in image pyramid do [used single thread for each image pyramid]        
2:     down sample image by one scale; 
3:     compute integral image for current scale; [used horizontal and vertical accumulation]    
4:     for each shift step of the sliding detection window do                                  
5:       for each stage in the cascade classifier do [used single thread for each classifier] 
6:         for each filter in the stage do 
7:           filter the detection window; 
8:         end 
9:         accumulate filter outputs within this stage; 
10:         if accumulation fails to pass per-stage threshold do 
11:           break the for loop and reject this window as a face; 
12:         end 
13:       end 
14:       if this detection window passes all per-stage thresholds do 
15:         accept this window as a face; 
16:       else 
17:         reject this window as a face; 
18:     end 
19:   end 
20: end 
In the above pseudo code, image resizing is performed by line 2; line 3 is corresponding to integral image 
calculation. Cascade detection part is performed by line 4-20.More details about above pseudo code are 
explained in subsequent subsections.  
In image resizing stage, the original image is resized to a pyramid of images at different scales, the bottom 
of the pyramid being the original image, and the top, a scaled down image at 24x24 resolution, which is the 
base resolution of the detector. The height of the pyramid, or in other words, the number of resized images 
depends upon the scaling factor which is 1.2 in our case. Computation of the pyramid of images, though 
straightforward, requires significant time. A simple approach for parallel image resizing is by allowing 
different CUDA thread blocks to compute images at different scales in parallel. Each thread in a thread block, 
computes the value of a pixel in an image scale. However, since CUDA thread blocks have fixed dimensions, 
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as the image dimensions progressively decrease, larger number of threads are rendered inactive in this approach 
as shown in Fig. 4. 
 
Fig. 4. Pyramid of Images 
In integral image stage, the algorithm uses Adaboost machine learning algorithm for accurate and fast face 
detection. The algorithm uses to pick up the most promising feature from over complete set of Haar feature to 
recognizes it is a face or not. It uses the frame detection window of size 24 x 24. Now these features are applied 
on to image to calculate the sum of all pixel values under dark region subtracted from sum of all pixel values 
under bright region. Though sum of pixels approach is considered primitive in comparison to other 
sophisticated methods, but the integration of pixels allows for faster detection and its accuracy almost 
comparable to other techniques. The principle of counting is divided into two parts. Using the integral image 
we can calculate rectangle sum easily in 4 value access. We can calculate the image integration GPU using 
vertical prefix or by horizontal prefix as shown in Fig. 5 for each thread calculate sum row or column wise. 
 
Fig. 5. Integral Image Calculation on GPU 
 
Cascade detection stage brings some improvements in face detection time. It is based on principle that there 
are more areas in an image that do not contain part of a face. That is why it is not necessary to test all 
classifiers. Viola and Jones introduced weak classifier and strong classifier to solve this problem. The weak 
classifier decided as threshold value assigned to them. We parallelize the cascaded detection process, by 
allowing the simultaneous computation of the feature values and scores for sub-windows at different locations 
of the image at different scales in parallel by multiple threads. This is depicted in Fig. 6, where two threads are 
shown, thread 0 and thread 1, which extract sub-windows at different locations and compute the score. For fast 
feature evaluation, the integral images computed previously are used. Both the integral images and the features 
are stored and retrieved from textures to enhance performance. The cascades are initially stored in textures and 
transferred to shared memory for faster access. Combining these classifier gives to form a strong classifier 
gives probability of sub window 24 x 24 has a face or not. The image of size 960 x 640 has 43 detection sub 
window. 
 
Fig. 6. Parallel Cascade Detection 
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6. Experimental Setup and Results 
For the experiment purpose, the developed face detection system (a mixture of C++ and CUDA) has been 
tested on an Intel(R) Core(TM) i5 4210U CPU, 1.70 GHz host system with 4 GB RAM, having a NVIDIA 
GeForce 820M GPU. This GPU features 2 multiprocessors, 49152 bytes shared memory and 2 GB device 
memory. There can be a maximum of 1024 threads per block and 1536 active threads per multiprocessor. For 
comparison purposes, a CPU version of the face detection based on Viola Jones algorithm was also developed 
(single-threaded) for execution on the host CPU. Then this program is compared with a GPU program. Image 
Resizing handled by parallel threads, the Fig. 7 presents the results. It shows how the time needed for the 
computation depends on the image size. For test the image transformation time we take different size of images 
range from 10 kb to 4200 kb. The CPU implementation gave image transformation time from 0.349ms to 
44.13ms and for GPU implementation from 0.047ms to 2.316ms. From the results we can see, that time 
computation is lowest for the GPU implementation, while the CPU program is significantly slower. 
 
Fig. 7. Comparison of GPU and CPU Image Resize Time 
The integral image is also computed by parallel threads as column and row wise. For testing, six different 
image sizes were chosen: 92 x 112, 120 x 126,401 x 218, 960 x 640, 1280 x 626 and 2500 x 1667 pixels. Fig. 8 
shows the results of integral image computation time for CPU and GPU. The CPU computation time is ranging 
from 4.327 to 10.76 but GPU computation time is ranging from 0.645 to 0.792.Face detection is the major 
function of the algorithm it takes much time from previous process. In this we measure time taken to detect 
faces from an Image. Cascade classifier handle in multiple stages we assign one thread for each stage. For 
testing purpose we use different size of images as mentioned in previous. 
 
Fig. 8. Comparison of GPU and CPU Integral Image Conversion Time 
The following Fig. 9 shows the performance results of the cascade detection function. For CPU  program it 
takes 22.86ms,28.55 ms,175.90 ms,1227.40 ms,1595.02 ms and 18.644 ms. The GPU implementation takes 
only 4.22 ms,4.26 ms,13.37 ms,63.79 ms,82.16 ms and 312.66 ms and 0.530 ms. 
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Fig. 9. Comparison of GPU and CPU cascade face detection Time 
7. Conclusion & Future Work 
Face detection plays an important role in security surveillance systems as we are planning for future smart 
cities. With the introduction of general purpose GPU programming, we can exploit parallelism to a greater 
extent for high computing tasks like face detection. In our work to check the efficiency of our GPU based 
implementation we took images at various scales (92 x 112, 120 x 126,401 x 218, 960 x 640, 1280 x 626 and 
2500 x 1667) with different sizes and also varied number of faces to analyze performance with CPU based 
implementation. We found that our GPU based implementation performed 5.41 to 19.75times faster than the 
CPU version and scales much better even at higher resolutions across image resizing, integral image calculation 
and cascade classification stages. As future work, we are planning to work for images with side pose. We also 
feel that, there is a need to incorporate some new features for side pose estimation in proposed algorithm and 
we plan to extend the concepts discussed in this paper to face recognition. 
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