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The problem of optimal control for delayed systems has had a lot of attention recently.
Stochastic di¤erential equations with delay are natural models for systems where the
dynamics depends not only on the current value of the state but also on previous values.
This is the case in population growth models in biology, for example. But it can also apply
to other situations where there is some memory in the dynamics, for example economics
and nance.
In general, stochastic delay di¤erential equations are innite dimensional, in the sense that
the state of a solution needs innitely many variables to be fully specied.
There has been also an increased interest in nance models which also include jumps.
Such models can be represented in terms of stochastic di¤erential equations driven by
Lévy processes.
In the nite horizon case, maximum principles for delayed systems with jumps have been
obtained by Øksendal & al [33], and for optimal control of forward-backward systems with
jumps by Øksendal and Sulem [31]. In the innite horizon case there is no terminal time
condition for the BSDE, and it is not a priori clear how to compensate for this. It would
be natural to guess that the terminal condition in the innite horizon case would be a zero
limit condition. But this is not correct. In fact, Halkin [21] provides a counterexample.
Thus some care is needed in the innite horizon case. We show that the missing terminal




This is a thesis for the degree of Doctorate (PhD) in Mathematics: Probabilities and
Statistics. It consists of two articles. It is organized as follows:
 In the rst chapter, we give a short introduction to the jump processes.
 The second is devoted to study a stochastic control of jump di¤usion processes in
nite and innite horizon.
 In the third and fourth chapters, we give the two papers obtained during this PhD.
2
Chapter 1
An introduction to jump processes
To model the sudden crashes in nance, it is natural to allow jumps in the model because
this makes it more realistic. This models can be represented by Lévy processes which
are used througout this work. This term (Lévy process) honours the work of the French
mathematician Paul Lévy.
1.1 Lévy process
Denition 1.1.1 (Lévy process) A process X = (X(t))t0 dened on a probability
space (
;F ;P) is said to be a Lévy process if it possesses the following properties:
(i) The paths of X are P-almost surely right continuous with left limits.
(ii) P(X(0) = 0) = 1:
(iii) Stationary increments, i.e., for 0 6 s 6 t, X(t) X(s) has the same distribution as
X(t  s).
(iv) Independent increments, i.e., for 0 6 s 6 t,X(t) X(s) is independent ofX(u); u 6 s:
Example 1.1.1 The known examples are the standard Brownian motion and the Poisson
process.
Denition 1.1.2 (Brownian motion) A stochastic process B = (B(t))t0 on Rd is a
Brownian motion if it is a Lévy process and if
3
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(i) For all t > 0, has a Gaussian distribution with mean 0 and covariance matrix tId.
(ii) There is 
0 2 F with P(
0) = 1 such that, for every ! 2 
0, B(t; !) is continuous
in t.
Denition 1.1.3 (Poisson process) A stochastic process N = (N(t))t0 on R such that
P [N(t) = n] =
(t)n
n!
e t; n = 0; 1; ::
is a Poisson process with parameter  > 0 if it is a Lévy process and for t > 0, N(t) has
a Poissson distribution with mean t.
Remark 1.1.1
1. Note that the properties of stationarity and independent increments imply that a Lévy
process is a Markov process.
2. Thanks to almost sure right continuity of paths, one may show in addition that Lévy
processes are also strong Markov processes.
Any random variable can be characterized by its characteristic function. In the case of
a Lévy process X, this characterization for all time t gives the Lévy-Khintchine formula
and it is also called Lévy-Khintchine representation.
1.1.1 Lévy-Khintchine formula
The Lévy-Khintchine formula was obtained around 1930s by De Finetti and Kolmogorov
in special cases where its simplest proof was given by Khintchine. It was later extended
to more general cases by Lévy.
Theoreme 1.1.1 (The Lévy-Khintchine formula)





= et (u); u 2 R(i = p 1); (1.1)
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with the characteristic exponent






(eiuz   1  iuz)(dz) +
Z
jzj1
(eiuz   1)(dz); (1.2)
where the parameters  2 R and 02 > 0 are constants and  = (dz), z 2 R0, is a
-nite measure on B(R0) satisfyingZ
R0
min(1; z2)(dz) <1: (1.3)
It follows that  is the Lévy measure of X.
2. Conversely, given the constants  2 R, 02 > 0 and the -nite measure  on B(R0)
such that (1:3) holds, the process X such that (1:1)-(1:2) is a Lévy process.
Laplace transform





= et ( iu); u 2 R; (1.4)
with






(euz   1  uz)(dz) +
Z
jzj1
(euz   1)(dz): (1.5)
1.2 Stochastic integral with respect to Lévy process
Let (
;F ;P) be a given probability space with the -algebra (Ft)t0 generated by the un-
derline driven processes; Brownian motion B(t) and an independent compensated Poisson
random measure ~N , such that
~N(dt; dz) := N(dt; dz)  (dz)dt: (1.6)
For any t, let ~N(ds; dz), z 2 R0, s 6 t, augmented for all the sets of P -zero probability.
5
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35 <1; for some T > 0; (1.7)







(s; z) ~N(ds; dz); 0 6 t 6 T (1.8)








(s; z) ~N(ds; dz); 0 6 t 6 T (1.9)
















Such processes can be expressed as the sum of two independent parts, a continuous part
and a part expressible as a compensated sum of independent jumps. That is the Itô-Lévy
decomposition.
Theoreme 1.2.1 (Itô-Lévy decomposion) The Itô-Lévy decomposion for a Lévy process
X is given by
X(t) = b0t+ 0B(t) +
Z
jzj<1




where b0; 0 2 R; ~N(dt; dz) is the compensated Poisson random measure of X(:) and B(t)






<1; t > 0; (1.12)
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z ~N (ds; dz) ; (1.13)
where b
0
0 = b0 +
R
jzj1 z(dz) . If 0 = 0, then a Lévy process is called a pure jump Lévy
process.













(s; z) ~N (ds; dz) ; (1.14)









ds <1 P   a:s: (1.15)
Under this assumption, the stochastic integrals are well-dened and local martingales. If












for all t > 0, then the corresponding stochastic integrals are martingales.
We call such a process an ItôLévy process. In analogy with the Brownian motion case,
we use the short-hand di¤erential notation8><>: dX(t) = b(t)dt+ (t)dB(t) +
Z
R0
(t; z) ~N (dt; dz) ;
X(0) = x 2 R:
(1.17)
The conditions satised by the coe¢ cients to obtain existence and uniqueness of the so-
lution of a SDEs with jumps, are given in the following theorem.
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1.2.1 Stochastic di¤erential equations driven by Lévy processes
By the Itô-Lévy decomposition, we can introduce the SDE for Lévy process.
For simplicity, we only consider the one dimentional case. The extension to several di-
mensions is straightforward.
Theoreme 1.2.2 (Existence and uniqueness) Consider the following Lévy SDE in
R : 8>><>>:
dX(t) = b(t;X(t))dt+ (t;X(t))dB(t) +
Z
R0
(t;X(t ); z) ~N(dt; dz)
X(0) = x 2 R;
(1.18)
where
b : [0; T ] R! R;
 : [0; T ] R! R;
 : [0; T ] R R0 ! R:
We assume that the coe¢ cients satisfy the following assumptions
1. (At most linear growth) There exists a constant C1 <1 such that
k(t; x)k2 + jb(t; x)j2 +
Z
R0
j(t; x; z)j2 d(z)  C1(1 + jxj2); x 2 R: (1.19)
2. (Lipschitz continuity) There exists a constant C2 <1 such that
k(t; x)  (t; y)k2 + jb(t; x)  b(t; y)j2 +
Z
R0
j(t; x; z)  (t; y; z)j2 d(z)
 C2(1 + jx  yj2);
for all x; y 2 R:
Then there exists a unique càdlàg adapted solution X(t) such that (1:12) is satised.




Stochastic control of jump di¤usion
processes
The fundamental problem of stochastic control is to solve the problem of minimizing a




f(t;X(t); u(t))dt+ g(X(T ))
35 ; (2.1)
where X(t) is a solution of a SDE (1:18) associated to an admissible control u and the
terminal time is possibly innite (T  1).
The two famous approach in solving control problems are the Bellman Dynamic Program-
ming and Pontryagins Maximum principles. The rst method consists to nd a solution
of a stochastic partial di¤erential equation (SPDE) which is not linear, veried by the
value function. It is called Hamilton-Jacobi-Bellman (HJB) equation. We refer to [11]
and [17] for more details about this method.
The second method which will be the center of our interest in this work which consists to
nd necessary conditions of optimality satised by an optimal control u.
The dynamic programming method works ne both in nite and innite horizon, but if
the system is not Markovian, then dynamic programming cannot be used, and one is left
with the maximum principle approach. However, the classical formulation of this method
is based on a nite horizon time T , because it is at this time T the terminal value of the
BSDE is given. If the horizon is innite, it is not clear how to compensate for this missing
9
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terminal condition?
2.1 Finite horizon
In the deterministic case, the maximum principle was introduced by Pontryagin & al [41]
in the 1950s. Since then, a lot of works have been done for systems driven by Brownian
motion such as Bismut [12], Kushner [22], Bensoussan [10] and Haussman [21].
Peng [38] derived a general stochastic maximum principle where the control domain is not
necessarly convex and the di¤usion coe¢ cient can contain the control variable.
Mezerdi [28] generalized the principle of Kushner to the case of a SDE with non smooth
drift.
It was also extended to systems with jumps by Tang & al [24], and later by Framstad &
al [18].
We are interested in the study of the stochastic maximum principle with jumps for partial
information where the consumer has less information than whats represented by the ltra-
tion generated by the underline driven processes. Let u(t) be our control process required
to have values in U  R; it is adapted to a given ltration (Et)t0 such that Et  Ft: For
example, we can take Et the delay information F(t )+ for t  0, where   0 is the given
constant delay. However, there is an other case where the consumer has more information
than what can be obtained by observing the driving processes such that Ft  Et. This
information is called inside information and the consumer is called an insider.





f(t;X(t); u(t))dt+ g(X(T ))
35 : (2.2)
The dynamic of the system satises the following controlled stochastic di¤erential equation8>><>>:
dX(t) = b(t;X(t); u(t))dt+ (t;X(t))dB(t) +
Z
R0
(t;X(t ); u(t); z) ~N(dt; dz);
X(0) = x 2 R;
(2.3)
10
Chapter 2. Stochastic control of jump di¤usion processes
where
b : [0; T ] R U ! R;
 : [0; T ] R U ! R;
 : [0; T ] R U  R0 ! R:
We dene the Hamiltonian H : [0; T ] R U  R R< 
! R; by
H(t; x; u; p; q; r()) = f(t; x; u) + b(t; x; u)p+ (t; x; u)q +
Z
R0
(t; x; u; z)r(z)(dz) (2.4)
where R is the set of the nice functions r : R0 ! R such that the corresponding integral in
(2:4) converges. We assume that H is di¤erentiable with respect to x and for all u 2 AE ,
then we can introduce the adjoint equation which is a BSDE as follows:
dp(t) =  @H
@x




r(t; z) ~N(dt; dz); 0 6 t 6 T;
(2.5)
P (T ) = g
0
(X(T )): (2.6)
To this problem, necessary and su¢ cient conditions of optimality were established by
Baghery & Øksendal [5] in n dimention. For simplicity, we only consider the one dimen-
tional case.
2.1.1 Su¢ cient conditions of optimality
We show that under some assumptions such as the concavity of H and g, maximizing the
Hamiltonian leads to an optimal control.
Theoreme 2.1.1 (Su¢ cient maximum principle) Let u^ 2 AE with corresponding state
process X^(t) = X(u^)(t) and suppose there exists a solution (p^(t); q^(t); r^(t; )) of the corre-








~N(dt; dz); 0 6 t 6 T;
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2(t; X^(t); u^(t)) +
Z
R0













Moreover, assume that H(t; x; u; p^(t); q^(t); r^(t; )) and g are concave with respect to x, u
and x respectively.














(t; X^(t); v; p^(t); q^(t); r^(t; ))jEt

:
Then u^ is an optimal control.










I2 = E[g(X(T ))  g(X^(T ))] (2.12)
By the denition of H (2:4), we get
I1 = I1;1   I1;2   I1;3   I1;4;
12

























R0f(t;X(t); u(t); z)  (t; X^(t); u^(t); z)gr^(t; z)(dz)dt
i
: (2.16)
Since H is concave, we have
H(t;X(t); u(t); p^(t); q^(t); r^(t; )) H(t; X^(t); u^(t); p^(t); q^(t); r^(t; )) (2.17)
 @H
@x




(t; X^(t); u^(t); p^(t); q^(t); r^(t; ))(u(t)  u^(t)):













(t; X^(t); u^(t); p^(t); q^(t); r^(t; ))(u(t)  u^(t))jEt

:
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Using (2:6) and the fact that g is concave together with the Itô formula, gives
I2 = E[g(X(T ))  g(X^(T ))]  E[g0(X^(T ))(X(T )  X^(T ))]




















f(t;X(t); u(t); z)  (t; X^(t); u^(t); z)gr^(t; z)(dz)dt

= J1 + I1;2 + I1;3 + I1;4:
We conclude that
J(u)  J(u^) = I1 + I2 = I1;1   I1;2   I1;3   I1;4 + I2
  J1   I1;2   I1;3   I1;4 + J1 + I1;2 + I1;3 + I1;4 = 0:
Then u^ is an optimal control.
2.1.2 Necessary conditions of optimality
A drawback of the su¢ cient maximum principle is the concavity condition which does
not always hold in applications. We prove now a result going in the other direction. We
assume the folowing:
(A1) For all t0; h such that 0  t0 < t0 + h  T , for all bounded Et0-measurable random
variable , the control (t) dened by
(t) := 1[t0;t0+h](t); (2.19)
belongs to AE .
(A2) For all u;  2 AE with  bounded, there exists  > 0 such that u^+ s 2 AE for all
s 2 ( ; ).
14
Chapter 2. Stochastic control of jump di¤usion processes







Theoreme 2.1.2 (Necessary maximum principle) Suppose that u^ 2 AE is a local
maximum for J(u), meaning that for all bounded  2 AE ; there exists  > 0 such that
u^+ s 2 AE for all s 2 ( ; ) and that
d
ds
J(u^+ s)js=0 = 0: (2.21)
Suppose there exists a solution (p^(t); q^(t); r^(t; )) of (2:5)  (2:6).

















































(t; X^(t); u^(t); p^(t); q^(t); r^(t; ))jEt

= 0: (2.24)

































(t; X^(t); u^(t))^(t) +
@f
@u
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(t; x; u; p; q; r) =
@f
@x












(t; x; u; z)r(t; z)(dz);
and similarly for @H
@u
(t; x; p; q; r()):





























(t; X^(t); u^(t); p^(t); q^(t); r^(t; ))(t)dt

: (2.27)
We apply the above to
(s) := 1[t0;t0+h](s); s 2 [0; T ];
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(t; X^(t); u^(t); p^(t); q^(t); r^(t; ))

= 0:










Conversly to the nite horizon case, there are few papers dealing with the innite horizon
stochastic optimal control problems. Haadem & al [19], introduced a maximum principle
for innite horizon jump di¤usion processes for partial information. They proved necessary
and su¢ cient maximum principles for this problem. The results obtained are applied to
several problems which appear in nance.
However, Maslowski and Veverka [26] establish a su¢ cient stochastic maximum princi-
ple for innite horizon discounted control problem. As an application, they study the
controlled stochastic logistic equation of population dynamics.
In our papers, we show that in the innite horizon case the missing terminal value should
be replaced by an appropriate transversality condition at innity, and we obtain corre-
sponding innite horizon su¢ cient and necessary versions of the maximum principle. We
also extend the results to systems with delay. The results are illustrated by applications,
e.g. to innite horizon optimal consumption with respect to recursive utility.
2.2 Summary of the papers
This thesis contains two papers dealing with the theory of stochastic optimal control
problems in innite horizon, organized as follows:
2.2.1 Maximum principle for innite horizon delay equations
 First we formulate the problem.
17
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 Then we establish rst and second su¢ cient maximum principles with an application
to the optimal consumption rate from an economic quantity described by a stochastic
delay equation.
 Next we formulate a necessary maximum principle and we prove an existence and
uniqueness of the advanced backward stochastic di¤erential equations on innite
horizon with jumps.
2.2.2 Innite horizon optimal control of FBSDEs with delay
 We proceed to study innite horizon control of forward-backward SDEs where we
obtain su¢ cient and necessary maximum principles for this problem.
 Finally, we apply the result to a recursive utility optimisation problem.
18
Chapter 3
Maximum principle for innite
horizon delay equations
We prove a maximum principle of optimal control of stochastic delay equations on
innite horizon. We establish rst and second su¢ cient stochastic maximum principles as
well as necessary conditions for that problem. We illustrate our results with an application
to the optimal consumption rate from an economic quantity.
3.1 Introduction
To solve the stochastic control problems, there are two approaches: the dynamic program-
ming method (HJB equation) and the maximum principle.
In this paper, our system is governed by the stochastic di¤erential delay equation (SDDE):8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
dX(t) = b (t;X(t); Y (t); A(t); u(t)) dt
+ (t;X(t); Y (t); A(t); u(t)) dB(t)
+
R
R0  (t;X(t); Y (t); A(t); u(t); z)
~N(dt; dz); t 2 [0;1) ;
X(t) = X0(t); t 2 [ ; 0];




 (t r)X(r)dr; t 2 [0;1);
(3.1)
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f (t;X(t); Y (t); A(t); u(t)) dt
35 ; (1:2)
where u(t) is the control process.
The SDDE is not Markovian so we cannot use the dynamic programming method. How-
ever, we will prove stochastic maximum principles for this problem. A su¢ cient maximum
principle in innite horizon with the trivial transversality conditions were treated by Haa-
dem & al [19]. The natural transversality condition in the innite case would be a zero
limit condition, meaning in the economic sense that one more unit of good at the limit
gives no additional value. But this property is not necessarily veried. In fact Halkin
[20] provides a counterexample for a natural extension of the nite horizon transversality
conditions. Thus some care is needed in the innite horizon case. For the case of the
natural transversality condition the discounted control problem was studied by Maslowski
and Veverka [26].
In real life, delay occurs everywhere in our society. For example this is the case in biology
where the population growth depends not only on the current population size but also on
the size some time ago. The same situation may occur in many economic growth models.
The stochastic maximum principle with delay has been studied by many authors. For ex-
ample, Elsanosi & al [16] proved a verication theorem of variational inequality, Øksendal
and Sulem [31] established the su¢ cient maximum principle for a certain class of stochastic
control systems with delay in the state variable. In Haadem & al [19] an ininite horizon
system is studied, but without delay. In Chen and Wu [13], a nite horizon version of a
stochastic maximum principle for a system with delay in both the state variable and the
control variable is derived. In Øksendal & al [33] a maximum principle for systems with
delay is studied in the nite horizon case. However, to our knowledge, no one has studied
the innite horizon case for delay equations.
For backward di¤erential equations see Situ [43] and Li and Peng [23]. For the innite
horizon backward SDE see Peng and Shi [40], Pardoux [36], Yin [45], Barles & al [8] and
Royer [42].
For more details about jump di¤usion markets see Øksendal and Sulem [35] and for back-
20
Chapter 3. Maximum principle for innite horizon delay equations
ground and details about stochastic fractional delay equations see Mohammed and Scheut-
zow [30].
In this work, we establish two su¢ cient maximum principles and one necessary for the
stochastic delay systems on innite horizon with jumps.
Our paper is organized as follows. In the second section, we formulate the problem.
The third section is devoted to the rst and second su¢ cient maximum principles with
an application to the optimal consumption rate from an economic quantity described by
a stochastic delay equation. In the fourth section, we formulate a necessary maximum
principle and we prove an existence and uniqueness of the advanced BSDEs on innite
horizon with jumps in the last section.
3.2 Formulation of the problem
Let (
;F ; P ) be a probability space with ltration (Ft)t0 satisfying the usual conditions,
on which an R-valued standard Brownian motion B () and an independent compensated
Poisson random measure ~N(dt; dz) = N(dt; dz)  (dz)dt are dened.
We consider the following stochastic control system with delay
8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:
dX(t) = b (t;X(t); Y (t); A(t); u(t)) dt




 (t;X(t); Y (t); A(t); u(t); z) ~N(dt; dz); t 2 [0;1) ;
X(t) = X0(t); t 2 [ ; 0] ;




e (t r)X(r)dr; t 2 [0;1) ;
(2:1)
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where X0(t) is a given continuous (deterministic) function, and
 > 0,  > 0 are given constants,
b : [0;1) R R R U  
! R;
 : [0;1) R R R U  
! R;
 : [0;1) R R R U  R0  
! R
are given continuous functions such that for all t, b(t; x; y; a; u), (t; x; y; a; u); and (t; x; y; a; u; z)
are Ft-measurable for all x 2 R, y 2 R, a 2 R, u 2 U ; and z 2 R0 := R n f0g. We assume
that b; ;  are C1 (i.e., continuously di¤erentiable/ Fréchet di¤erentiable) with respect to
x; y; a; u; and z for all t and a.a.!. Let Et  Ft be a given subltration, representing the
information available to the controller at time t. Let U be a nonempty subset of R:We let
AE denote a given family of admissible Et-adapted control processes. An element of AE is




f (t;X(t); Y (t); A(t); u(t)) dt
35 ; u 2 AE ; (2:2)





jf (t;X(t); Y (t); A(t); u(t))j+




We also assume that f is C1 with respect to x; y; a; u for all t and a.a. !. The value




An admissible control u is called an optimal control for (2:1) if it attains the maximum
of J (u) over AE : (2:1) is called the state equation, and the solution X(t) corresponding
to u is called an optimal trajectory.
3.3 A su¢ cient maximum principle
In this section our objective is to establish a su¢ cient maximum principle.
22
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3.3.1 Hamiltonian and time-advanced BSDEs for adjoint equa-
tions
We now introduce the adjoint equations and the Hamiltonian function for our problem.
The Hamiltonian is dened by




(t; x; y; a; u; z)r(z)(dz); (3:1)
where
H : [0;1) R R R U  R R< 
! R
and < is the set of functions r: R0 ! R such that the integral term in (3:1) converges and
U is the set of possible control values.




( @b@xi (t;X(t); Y (t); A(t); u(t))









for xi = x, y, a; and u:
The adjoint processes (p(t); q(t); r(t; )); t 2 [0;1), z 2 R0; are assumed to satisfy the
equation
dp(t) = E [(t) j Ft] dt+ q(t)dB(t) +
Z
R0
r(t; z) ~N(dt; dz); t 2 [0;1) ; (3:3)
where
23
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(t) =  @H
@x
(t;X(t); Y (t); A(t); u(t); p(t); q(t); r(t; ))
  @H
@y






(s;X(s); Y (s); A(s); u(s); p(s); q(s); r(s; )) e sds
1A : (3:4)
Remark 3.3.1 Note that we do not require a priori that the solution of (3.3)-(3.4) is
unique.
The following result is an innite horizon version of Theorem 3.1 in [33].
3.3.2 A rst su¢ cient maximum principle
Theoreme 3.3.1 Let u^ 2 AE with corresponding state processes X^(t), Y^ (t) and A^(t) and
adjoint processes p^(t), q^(t) and r^(t; ) assumed to satisfy the advanced BSDE (ABSDE)






p^(T )(X(T )  X^(T ))
i
 0 (3:5)
for all u 2 AE with corresponding solution X(t).
(ii) The function
(x; y; a; u)! H(t; x; y; a; u; p^(t); q^(t); r^(t; ))





8<:q^2(t) ((t)  ^(t))2 +
Z
R
r^2(t; z)((t; z)  ^(t; z))2(dz)
9=; dt
35 <1 (3:6)
for all T <1.
24














t; X^(t); X^(t  ); A^(t); u^(t); p^(t); q^(t); r^(t; )
 Eti
for all t 2 [0;1) a.s.
Then u^ is an optimal control for the problem (2:4).
Proof. Choose an arbitrary u 2 AE , and consider








t;X(t); Y (t); A(t); u(t)
  f t; X^(t); Y^ (t); A^(t); u^(t)o dt
35 : (3:8)







(t)(X(t)  X^(t)) + @H
@y










((t; z)  ^(t; z))r^(t; z)(dz)
9=; dt
35 ; (3:9)







t; X^(t); Y^ (t); A^(t); u^(t); p^(t); q^(t); r^(t; )

;
and similarly for b and .
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Applying the Itô formula to p^(t)(X(t)  X^(t)) we get, by (3.5) and (3.6),
0  lim
T!1





































((t; z)  ^(t; z))r^(t; z)(dz)dt
1A35 : (3:10)











































1A e(t )X(t  )  X^(t  )dt#: (3:11)
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1A e(t )(X(t  )  X^(t  ))dt: (3:12)




































((t; z)  ^(t; z))r^(t; z)(dz)dt
1A35 : (3:13)
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Since u 2 AE was arbitrary, this proves Theorem 3.1.
3.3.3 A second su¢ cient maximum principle
We extend the result in Øksendal and Sulem [31] to innite horizon with jump di¤usions.
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Consider again the system8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
dX(t) = b (t;X(t); Y (t); A(t); u(t)) dt
+ (t;X(t); Y (t); A(t); u(t)) dB(t)
+
R
R0  (t;X(t); Y (t); A(t); u(t); z)
~N(dt; dz); t 2 [0;1) ;
X(t) = X0(t); t 2 [ ; 0];




 (t r)X(r)dr; t 2 [0;1):
We now give an Itô formula which is proved in [16] without jumps. Adding the jump parts
is just an easy observation.
Lemma 3.3.1 (the Itô formula for delayed system) Consider a function
G(t) = F (t;X(t); A(t)); (3:14)






dG(t) = (LF )(t;X(t); Y (t); A(t); u(t))dt (3:15)








F (t;X(t ) + (t;X(t); Y (t); A(t); u(t); z); A(t ))
  F (t;X(t ); A(t ))
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  @F
@x







F (t;X(t ) + (t;X(t); Y (t); A(t); u(t); z); A(t ))
  F (t;X(t ); A(t ))
)
~N(dt; dz)




LF = LF (t; x; y; a; u) =
@F
@t










In particular, note that
dA(t) = X(t)  A(t)  e Y (t); t  0: (3:16)
Now, dene the Hamiltonian, H
0
: R+  R R R U  R3  R3 < ! R; as
H
0
(t; x; y; a; u; p; q; r())
= f(t; x; y; a; u) + b(t; x; y; a; u)p1 + (x  a  e y)p3
+ (t; x; y; a; u)q1 +
Z
R0
(t; x; y; a; u; z)r(z)(dz); (3:17)
where p = (p1; p2; p3)T 2 R3 and q = (q1; q2; q3) 2 R3. For each u 2 AE the associ-
ated adjoint equations are the following BSDEs in the unknown Ft-adapted processes
















(t;X(t); Y (t); A(t); u(t); p(t); q(t); r(t; ))dt+ q3(t)dB(t); (3:20)
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Theoreme 3.3.2 (a second innite horizon maximum principle for delay equations)
Suppose u^ 2 AE and let (X^(t); Y^ (t); A^(t)) and (p^(t); q^(t); r^(t; )) be corresponding solutions
of (3:18)-(3:20), respectively. Suppose that
(x; y; a; u) 7! H 0(t; x; y; a; u; p^(t); q^(t); r^(t; ))




















E[p^1(T )(X(T )  X^(T )) + p^3(T )(A(T )  A^(T ))]  0: (3:22)
In addition assume that
p^2(t) = 0
for all t. Then u^ is an optimal control for the control problem (2:4).
Proof. To simplify notation we put
(t) = (X(t); Y (t); A(t))
and
^(t) = (X^(t); Y^ (t); A^(t)):
Let
I := J(u^)  J(u) = E
Z 1
0
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((t; ^(t); u^(t); z)  (t; ; u(t); z))r^(t; z)(dz)dt

=: I1 + I2 + I3 + I4 + I5: (3:23)
Since (; u)! H 0(t; ; u; p^(t); q^(t); r^(t; )) is concave, we have by (3.21) that
H
0
(t; ; u; p^(t); q^(t); r^(t; )) H 0(t; ^; u^; p^(t); q^(t); r^(t; ))
 rH 0(t; ^; u^; p^(t); q^(t); r^(t; ))  (   ^) + @H
0
@u
(t; ^; u^; p^(t); q^(t); r^(t; ))  (u  u^)
 rH 0(t; ^; u^; p^(t); q^(t); r^(t; ))  (   ^);
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From (3:18), (3:19); and (3:20) we get that
0    lim
T!1
































Combining this with (3:23) and (3:24) and using (3:16), we have that
 I = I1 + I2 + I3 + I4 + I5  0:
Hence J(u^)  J(u) = I  0, and u^ is an optimal control for our problem.
Example 3.3.1 (a nondelay innite horizon example) Let us rst consider a non-










and the state equation 8>>>><>>>>:
dX(t) = [X(t)  u(t)] dt
+(t;X(t); u(t))dB(t); t  0;
X(0) = X0 > 0;
(3:27)
where X0 > 0,  2 (0; 1),  > 0; and  2 R are given constants. We assume that
 < : (3:28)
Here u(t)  0 is our control. It can be interpreted as the consumption rate from a cash ow
X(t). The performance J(u) is the total expected discounted utility of the consumption.
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For u to be admissible we require that E

X(t)
  0 for all t  0.
In this case the Hamiltonian (3:17) takes the form
H
0
(t; x; u; p; q) = e t
1

u + [x  u]p (3:29)
+ (t; x; u)q;











= 0 we get














(t; x; u) = 0(t)x (3:31)











Chapter 3. Maximum principle for innite horizon delay equations
for all t > 0. Inserting u^(t) into the dynamics of X^(t), we get that
dX^(t) =
h

































































We now see that limT!1E[p^(T )X^(T )] = 0, so that we have
lim
T!1
E[p^(T )(X(T )  X^(T ))]  0:
This tells us that u^ with p(0) = p^(0) given by (3:35); the control u^ given by (3:32) is
indeed an optimal control.
Example 3.3.2 (an innite horizon example with delay) Now let us consider a case












dX(t) = dX(u)(t) = [X(t)+ Y (t) + A(t)  u(t)]dt
+(t;X(t); Y (t); A(t); u(t))dB(t); t  0;
X(t) = X0(t) > 0; t 2 [ ; 0]:
(3:37)
35
Chapter 3. Maximum principle for innite horizon delay equations






  0 for all t  0	 : (3:38)
Here  2 (0; 1), ;   0; and  2 R are given constants.
In this case the Hamiltonian (3:17) takes the form
H
0
(t; x; u; y; a; p; q) = e t
1

u + [x+ y + a  u]p1 (3:39)
+ [x  a  e y]p3 + (t; x; y; a; u)q1;




(t; x; u; y; a; p; q) = e tu 1   p1 + @
@u
q1:






We now see that the adjoint equations are given by
dp1(t) =  





















Since the coe¢ cents in front of p1 and p3 are deterministic we can choose q1 = q3 = 0:
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for some constant p1(0). Hence by (3.40) we get








for all t > 0 and some p1(0). Now assume that
 = 0; i.e. + e =   (3:45)
and that
(t;X(t); Y (t); A(t); u(t)) = A(t) ( constant). (3:46)
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Let  be the unique solution of the equation
+  + jje = 0: (3:49)
Then by Corollary 4.1 in Mohammed and Scheutzow [30] the top a.s. Lyapunov exponent
1 of the solution X(0)(t) of the stochastic delay equation (3:47) corresponding to u = 0
satises the inequality




Therefore we see that
lim
T!1






















jj < : (3:51)
By (3.41) condition (3.51) also implies that
lim
T!1
p^3(T )A^(T ) = 0: (3:52)
We conclude that (3.22) holds. It remains to determine the optimal value of p^1(0). To
maximize the expected utility of the consumption (3.36), we choose p^1(0) as big as possible
under the constraint that E

X^(t)



















+A(u^)(t)dB(t); t  0;
X(u^)(t) = X0(t) > 0; t 2 [ ; 0]:
(3:54)




, we are not able to
nd an explicit expression for p^1(0), as we could in Example 3.3.1. We conclude that our
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3.4 A necessary maximum principle
In addition to the assumptions in sections 3.2 and 3.3.1, we now assume the following:
(A1) For all u 2 AE and all  2 AE bounded, there exists >0 such that
u+ s 2 AE for all s 2 ( ; ).
(A2) For all t0; h such that 0  t0 < t0 + h  T and all bounded Et0-measurable random
variables , the control process (t) dened by
(t) = 1[t0;t0+h](t) (4:1)
belongs to AE .





exists and belongs to L2(m P ), where m denotes the Lebesgue measure on R.
It follows from (2:1) that
d(t) =


































b(t;X(t); X(t  ); A(t); u(t));
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(t) = 0 for t 2 [ ; 0] . (4.6)
Theoreme 3.4.1 (Necessary maximum principle) Suppose that u^ 2 AE with corre-
sponding solutions X^(t) of (2:1)-(2:2) and p^(t), q^(t), and r^(t; ) of (3:2)-(3:3), and corre-
sponding derivative process ^(t) given by (4:2). Assume that for all u 2 AE with corre-



































































<1; for all T <1
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Then the following assertions are equivalent:
(i) For all bounded  2 AE ,
d
ds
J(u^+ s) js=0= 0.


















































(t; z)r(t; z)(dz) (4.9)






























































































Now apply this to
(t) = 1[t0;t0+h](t) ;
























This proves that assertion (i) implies (ii).
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To complete the proof, we need to prove the converse implication; which is obtained since
every bounded  2 AE can be approximated by linear combinations of controls  of the
form (4:1).
3.5 Existence and uniqueness of the time-advanced
BSDEs on innite horizon
The main result in this section refers to the existence and uniqueness for (3:3)   (3:4)
where the coe¢ cients satisfy a Lipschitz condition.
Given a positive constant , denote by D([0; ];R) the space of all càdlàg paths from [0; ]
into R. For a path X() : R+ ! R, Xt will denote the function dened by Xt(s) =
X(t + s) for s 2 [0; ]. Let H = L2() be the set of all functions r : R0 ! R such thatR
R0 r
2(z)(dz) <1. Consider the L2 space V1 := L2([0; ]! R; ds) and V2 := L2([0; ]!
H; ds). Let
F : R+  R R V1  R R V1 HH V2  
! R
be a function satisfying the following Lipschitz condition: There exists a positive constant
C such that
jF (t; p1; p2; p; q1; q2; q; r1; r2; r; !)  F (t; p1; p2; p; q1; q2; q; r1; r2; r; !)j
 C(jp1   p1j+ jp2   p2j+ jp  pjV1 + jq1   q1j+ jq2   q2j+ jq   qjV1
+ jr1   r1jH + jr2   r2jH + jr   rjV2) a.s. (5:1)
Assume that (t; !)! F (t; p1; p2; p; q1; q2; q; r1; r2; r; !) is predictable for all p1; p2; p; q1; q2; q; r1; r2; r.




etjF (t; 0; 0; 0; 0; 0; 0; 0; 0; 0)j2dt <1 (5:2)
for all  2 R. We now consider the following BSDE in the unknown Ft-adapted, RRH-
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valued process (p(t); q(t); r(t) = r(t; )):












for all  2 R.
Theoreme 3.5.1 (Existence and uniqueness) Assume the conditions (5.1)-(5.2) are














First, assume F is independent of its second, third, and fourth parameters.
Set q0(t) := 0, r0(t; ) := 0. For n  1, dene (pn(t); qn(t); rn(t; )) to be the unique
solution of the following BSDE:
dpn(t) = E

F (t; qn 1(t); qn 1(t+ ); qn 1t ; r






rn(t; z) ~N(dt; dz); (5:5)







The triples (pn(t); qn(t); rn(t; )) exist by Theorem 3.1 in Haadem & al [19].
Our goal is to show that (pn(t); qn(t); rn(t; )) forms a Cauchy sequence. By the Itô formula
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pn+1(s)  pn(s)E F n(s)  F n 1(s) j Fs ds#:
Rearranging, using that for all a; b 2 R: 2ab  a2

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where C = C
2

and we used the abbreviation
F n(t) := F (t; qn(t); qn(t+ ); qnt ; r





















































esj rn+1(s; z)  rn(s; z)j2(dz)ds
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esj rn+1(s; z)  rn(s; z)j2(dz)ds]
 (C   )E[
Z 1
t
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if  > C

























From this we conclude that there exist progressively measurable processes (p(t); q(t); r(t; )),
48






























esjrn(s; z)  r(s; z)j2(dz)ds

= 0:
Letting n!1 in (5:5) we see that (p(t); q(t); r(t; )) satises
dp(t) = E







r(t; z) ~N(dt; dz);
for all t > 0.
Step 2:
General F .




F (t; pn 1(t); pn 1(t+ ); pn 1t ; q
n(t); qn(t+ ); qnt ; r






rn(t; z) ~N(dz; dt)
for t 2 [0;1). The existence of (pn(t); qn(t); rn(t; )) was proved in Step 1.















j rn+1(s; z)  rn(s; z)j2(dz)ds

























































for some constant K.
Uniqueness:
In order to prove the uniqueness, we assume that there are two solution triples (p1(t); q1(s); r1(s; ))
and (p2(t); q2(s); r2(s; )) to the ABSDE
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F (s; p1(s); p1(s+ ); p1s; q
1(s); q1(s+ ); q1s ; r
1(s); r1(s+ ); r1s) j Fs



























By the above inequalities for (p; q; r) and the fact that 2ab  a2

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hq1(s)  q2(s)2 + r1(s; z)  r2(s; z)2Hi ds
35 :
























































































p1(t)  p2(t)2i = 0;
which proves that p1(t) and p2(t) are indistinguishable.
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Chapter 4
Innite horizon optimal control of
FBSDEs with delay
We consider a problem of optimal control of an innite horizon system governed by
forward-backward stochastic di¤erential equations with delay. Su¢ cient and necessary
maximum principles for optimal control under partial information in innite horizon are
derived. We illustrate our results by an application to a problem of optimal consumption
with respect to recursive utility from a cash ow with delay.
4.1 Introduction
One of the problems posed recently and which has got a lot of attention is the optimal
control of forward-backward stochastic di¤erential equations (FBSDEs). This theory was
rst developed in the early 90s by [4], [25], [39] and others.
The paper [39] established the maximum principle of FBSDE in the convex setting and
later it was studied by many authors such as [3], [27], [32], [34], [44]. For the existence of
an optimal control of FBSDEs, see [6].
The optimal control problem of FBSDE has interesting applications especially in nance
like in option pricing and recursive utility problems. The latter was introduced by [14]
and for more details about the recursive utility maximization problems, we refer to [9],
[39].
The recursive utility is a solution of the backward stochastic di¤erential equation (BSDE)
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which is not necessarily linear. The BSDE was studied by [38], [37] etc.
All the papers above where dealing with nite horizon FBSDEs. Other related stochastic
control publications dealing with nite horizon only are [7], [29] and [24].
Related papers dealing with innite horizon control, but either without FB systems or
without delay, are [2], [19], [26], [40] and [45].
We will study this problem by using a version of the maximum principle which is a com-
bination of the innite horizon maximum principle in [2] and the nite horizon maximum
principle for FBSDEs in [32] and [27]. We extend an application in [27] to innite horizon
and in [33] for the FBSDE.
We emphasize that although the current paper has similarities with [2], the fact that we
are considering forward-backward systems and not just forward systems creates a new
situation. In particular, we now get additional transversality conditions involving the
additional adjoint process . See Theorem 3:1 and Theorem 4:1.
In this paper we obtain a su¢ cient and a necessary maximum principle for innite horizon
control of FBSDEs with delay. As an illustration we solve explicitly an innite horizon
optimal consumption problem with recursive utility.
The partial results mentioned above indicate that it should be possible to prove a gen-
eral existence and uniqueness theorem for controlled innite horizon FBSDEs with delay.
However, this is di¢ cult problem and we leave this for future research.
4.2 Setting of the problem
Let (
;F ;F = (Ft)t0; P ) be a complete ltered probability space on which a one-dimensional
standard Brownian motion B (t) and an independent compensated Poisson random mea-
sure ~N(dt; da) = N(dt; da) (da)dt are dened. We assume that F is the natural ltration,
made right continuous generated by the processes B and N .
We study the following innite horizon coupled forward-backward stochastic di¤erential
equations control system with delay:
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FORWARD EQUATION in the unknown measurable process Xu(t):




 (t;Xu(t); u(t); a) ~N(dt; da); t 2 [0;1) ;
X(t) = X0(t); t 2 [ ; 0] ;
(4.1)
where




Xu1 (t) = X




and X0 is a given continuous (and deterministic) function on [ ; 0].
BACKWARD EQUATION in the unknown measurable processes Y u(t); Zu(t); Ku (t; ):




Ku (t; a) ~N(dt; da); t 2 [0;1) : (4.2)
We interpret the innite horizon BSDE (4:2) in the sense of Pardoux [38] i.e. for all
T <1, the triple (Y u(t); Zu(t); Ku (t; )) solves the equation
Y u(t) = Y (T ) +
TR
t









Ku (s; a) ~N(ds; da); 0  t  T .
(4.3)
We call the process (Y u(t); Zu(t); Ku (t; )) the solution of (4:3) if it also satises
E[sup
t0






(Ku)2 (t; a) (da))dt] <1 (4.4)
for some constant  > 0. We refer the reader to Section 4 in [38] for assumptions of the
coe¢ cients that insure the existence and uniqueness of the solution of the FBSDE system.
Note that (4:4) implies in particular that lim
t!1
Y u(t) = 0 .
Throughout this paper, we introduce the following notations
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 > 0;  > 0 are given constants,
b : [0;1) R3  U  
! R;
 : [0;1) R3  U  
! R;
g : [0;1) R5  U  
! R;
R0 := R  f0g;
;K : [0;1) R3  U  R0  
! R;
f : [0;1) R5 R U  
! R;
h : R! R;
where the coe¢ cients b; ;  and g are Fréchet di¤erentiable (C1) with respect to the
variables (x; y; z; u). Here R is the set of all functions k : R0 ! R: In the following, we
will for simplicity suppress the dependence on ! 2 
 in the notation.
Note that if g does not depend on Zu(s) then the Itô representation theorem for Lévy
processes ( see [15]), implies that equation (4:3) is equivalent to the equation
Y u(t) = E[Y (T ) +
TR
t
g (s;Xu(s); Y u(s); u(s)) ds j Ft]; t  T , for all T <1. (4.5)
Let E = fEtgt0 with Et  Ft for all t  0 be a given subltration, representing the
information available to the controller at time t.
Let U be a non-empty convex subset of R: We let A = AE denote a given locally convex
family of admissible E-predictable control processes u with values in U , such that the









f (t;X(t)) dt+ h(Y (0))]; (4.6)
where f (t;X(t)) is a short-hand notation for f (t;Xu(t); Y u(t); Zu(t); Ku (t; ) ; u(t)).
We assume that the functions f and h are Fréchet di¤erentiable (C1) with respect to the
variables (x; y; z; k(); u) and Y (0), respectively, and f satises
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jf (t;X(t)) j dt] <1, for all u 2 A. (4.7)
The optimal control problem is to nd an optimal control u 2 A and the value function
 : C([ ; 0])! R such that
(X0) = sup
u2A
J(u) = J(u): (4.8)
We will study this problem by using a version of the maximum principle which is a com-
bination of the innite horizon maximum principle in [2] and the nite horizon maximum
principle for FBSDEs in [34] and [32].
The Hamiltonian
H : [0;1) R5  L2() U  R3  L2()! R
is dened by
H(t;x; y; z; k(); u; ; p; q; r()) = f(t;x; y; z; k; u) + g(t;x; y; z; u)





We assume that the Hamiltonian H is Fréchet di¤erentiable (C1) in the variables x; y; z; k
and u.
We also assume that for all t the Fréchet derivative ofH(t;Xu(t); Y u(t); Zu(t); k; u(t); p(t); q(t); r(t; ))
with respect to k, denoted by rkH(t; ), as a random measure is absolutely continuous









2 (da)dt] <1, for all T <1:
See Appendix A in [34] for details.
We associate to the problem (4:8) the following pair of forward-backward SDEs in the
adjoint processes (t), ( p(t); q(t); r(t; )):
ADJOINT FORWARD EQUATION:
57























H(t;Xu(t); y; Zu(t); Ku(t; ); u(t); (t); p(t); q(t); r(t; )) jy=Y (t)






dp(t) = E[(t) j Ft]dt+ q(t)dB(t) +
R
R0





















r2 (s; a) (da))ds] <1;
for some constant  > 0.
The unknown process (t) is the adjoint process corresponding to the backward system
(Y (t); Z(t); K(t; )) and the triple unknown (p(t); q(t); r(t; )) is the adjoint process corre-
sponding to the forward system X(t).
We show that in this innite horizon setting the appropriate terminal conditions for the
BSDEs for (Y (t); Z(t); K(t; )) and (p(t); q(t); r(t; )) should be replaced by asymptotic
transversality conditions. See (H3) and (H6) below.
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4.3 Su¢ cient maximum principle for partial informa-
tion
We will prove in this section that under some assumptions the maximization of the Hamil-
tonian leads to an optimal control.
Theoreme 4.3.1 Let u^ 2 A with corresponding solutions X^(t); Y^ (t); Z^(t); K^(t; ); p^(t); q^(t); r^(t; )
and ^(t) of equations (4:1), (4:2), (4:10) and (4:11). Suppose that
(H1) (Concavity)
The functions x! h(x) and
(x; y; z; k(); u)! H(t;x; y; z; k(); u; ^(t); p^(t); q^(t); r^(t; ))
are concave, for all t 2 [0;1).
(H2) (The conditional maximum principle)
max
v2U
E[H(t; X^(t); Y^ (t); Z^(t); K^(t; ); v; ^(t); p^(t); q^(t); r^(t; )) j Et]
= E[H(t; X^(t); Y^ (t); Z^(t); K^(t; ); u^(t); ^(t); p^(t); q^(t); r^(t; )) j Et].
Moreover, suppose that for any u 2 A with corresponding solutionsX(t); Y (t); Z(t); K(t; ); p(t);








E [^(T )4 Y^ (T )]  0.
where 4X^(T ) = X^(T ) X(T ); 4 Y^ (T ) = Y^ (T )  Y (T ):
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+ ^2(t)f(4Z^(t))2 + R
R0
(4K^(t; a))2(da)g
+ (4X^(t))2fq^2(t) + R
R0
r^2(t; a)(da)g
+ p^2(t)f(4^(t))2 + R
R0
(4^(t; a))2(da)ggdt] <1: (4.13)









rkH^(t; a)4 K^(t; a) (da) + 4H^(t)+ 4b^(t)p^(t)
+ j4^(t)q^(t)j+ R
R0
4^(t; a)r^(t; a) (da)
+
4X^(t)@H^@x (t)+ 4u^(t)@H^@u (t)gdt] <1:
(4.14)
where (t) = (t;X(t); u(t)) ; ^(t) = (t; X^(t); u^(t)) etc.




Proof. Assume that u 2 A. We want to prove that J(u^)  J(u)  0, i.e. u^ is an optimal control.
We put







I2 = E[h(Y^ (0))  h(Y (0))]:
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4 ^(t; a)r^(t; a)(da)gdt]; (4.16)
where we have used the simplied notation
H^(t) = H(t; X^(t); Y^ (t); Z^(t); K^(t; ); u^(t); ^(t); p^(t); q^(t); r^(t; ))
H(t) = H(t;X(t); Y (t); Z(t); K(t; ); u(t); ^(t); p^(t); q^(t); r^(t; )) etc.
Since h is concave, we have
h(Y^ (0))  h(Y (0))  h0(Y^ (0))4 Y^ (0) = ^(0)4 Y^ (0):
By Itôs formula, (H4), (4:2) and (4:10), we have for all T

















rkH^(t; a)4 K^(t; a)(da)dt]:
(4.17)
By (H4) all the local martingales involved in (4:17) are martingales up to time T , for all
T <1.
Therefore, letting T !1, we obtain by (4:14)
E[^(0)4 Y^ (0)] = lim
T!1











rkH^(t; a)4 K^(t; a)(da)gdt].
(4.18)
Combining (4:16)  (4:18), we obtain
J(u^)  J(u)  lim
T!1












rkH^(t; a)4 K^(t; a)(da)gdt].
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Since H is concave, we have
J(u^)  J(u)  lim
T!1





(t) +4X^1(t) @H^@x1 (t)





Applying now (H1), (H4) and (H5) together with the Itô formula to p^(t)4 X^(t); we get
0  lim
T!1











f4b^(t)p^(t) 4X^(t)^(t) +4^(t)q^(t) + R
R0
4 ^(t; a)r^(t; a)(da)gdt].
(4.20)































(s) e sds)e(t )4 X^(t  )dt]:
(4.21)













1A e(t )4 X^(t  )dt. (4.22)
Combining (4:19) with (4:20)  (4:22), we deduce that
J(u^)  J(u)  lim
T!1
E [^(T )4 Y^ (T )]  lim
T!1








E[ ^(T )4 Y^ (T )]  lim
T!1
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Then
J(u^)  J(u)  lim
T!1
E[^(T )(Y^ (T )  Y (T ))]  lim
T!1






(t) j Etg 4 u^(t)dt].
By assumptions (H1) and (H3), we conclude J(u^)  J(u)  0, i.e. u^ is an optimal control.
4.4 Necessary conditions of optimality for partial in-
formation
A drawback of the previous section is that the concavity condition is not always satised
in applications. In view of this, it is of interest to obtain conditions for the existence of an
optimal control with partial information where concavity is not needed. We assume the
following:
(A1) For all u 2 A and all  2 A bounded, there exists >0 such that
u+ s 2 A for all s 2 ( ; ).
This implies in particular that the corresponding solution Xu+s(t) of (4:1)  (4:5) exists.
(A2) For all t0 > 0, h > 0 and all bounded Et0-measurable random variables , the control
process (t) dened by
(t) = 1[t0;t0+h)(t) (4.23)
belongs to A.
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(t) := d
ds




 (t; a) := d
ds
Ku+s(t; a) js=0 (4.27)







+  @f@x1 (t)(t  )+











jrkf(t; a) (t; a)j (da)gdt] <1:
(4.28)
We can see that
d
ds









(t) = 0 for t 2 [ ; 0] .
Theoreme 4.4.1 Assume that (A1)  (A4) hold. Suppose that u^ 2 A with corresponding
solutions X^(t); Y^ (t); Z^(t); K^(t; ); ^(t); p^(t); q^(t) and r^(t; ) of equations (4:1), (4:2), (4:10)
and (4:11).




E[ p^(T )(T )] = 0,
lim
T!1
E[^(T )(T )] = 0.
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(t; a)(t) + @
@x1








(t; a)(t)g2(da))gdt] <1; for all T <1.
Then the following assertions are equivalent.
(i) For all bounded  2 A,
d
ds
J(u^+ s) js=0= 0.




H(t; X^(t); Y^ (t); Z^(t); K^(t; ); u; ^(t); p^(t); q^(t); r^(t; )) j Et]u=u^(t) = 0.
Proof. (i) =) (ii):




b(t;x; u(t))x=X(t) etc; i = 1; 2; 3:
It follows from (4:1) that





























(t; a)(t) + @
@x1







(t; a)(t)g ~N(dt; da),
and
















(t)(t)gdt+ (t)dB(t) + R
R0
 (t; a) ~N(dt; da),
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rkf(t; a) (t; a)(da)gdt+ h0(Y^ (0))(0)].
(4.29)




























(t) and rkf(t; a).
By the Itô formula and (H7), the local martingales which appear after integration by parts
of the process ^(t)(t) are martingales, and we get
E[h
0
































rkH(t; a) (t; a)(da)gdt].
(4.30)


















































rkH(t; a) (t; a)(da)gdt].
(4.31)
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Applying the Itô formula to the process p^(t)(t) and using (H7), we get
0 = lim
T!1









































(t; a)(t) + @
@x1
























Now apply this to
(t) = 1[s;s+h)(t);






(s)ds ] = 0:




(s) ] = 0:




(t0) j Et0 ] = 0:
This proves that (i) implies (ii).
(ii) =) (i):
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The argument above shows that
d
ds






for all u,  2 A with  bounded. So to complete the proof we use that every bounded
 2 A can be approximated by linear combinations of controls  of the form (4:23). We
omit the details.
4.5 Application to optimal consumption with respect
to recursive utility
4.5.1 A general optimal recursive utility problem
Let X(t) = X(c)(t) be a cash ow modeled by
8>><>>:
dX(t) = X(t  )[b0(t)dt+ 0(t)dB(t) +
Z
R0
(t; a) ~N(dt; da)]  c(t)dt; t  0;
X(0) = x > 0;
(4.33)
where b0(t), 0(t) and (t; a) are given bounded F-predictable processes,   0 is a xed
delay and (t; a) >  1 for all (t; a) 2 [0;1) R.
The process u(t) = c(t)  0 is our control process, interpreted as our relative consump-
tion rate such that X(c)(t) > 0 for all t  0. We let A denote the family of all E-
predictable relative consumption rates. To every c 2 A we associate a recursive utility
process Y (c)(t) = Y (t) dened as the solution of the innite horizon BSDE
Y (t) = E[Y (T ) +
TR
t
g (s; Y (s); c(s)) ds j Ft] for all t  T , (4.34)
valid for all deterministic T < 1. The number Y (c)(0) is called the recursive utility of
consumption process c(t); t  0 (See e.g. Du¢ e & Epstein (1992); [14]).
Suppose the solution (Y; Z;K) of the innite horizon BSDE (4:34) satises the condition
(4:4) and let c(s); s  0 be the consumption rate.
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We assume that the function g(t; y; c) : R3+ ! R satises the following conditions:




E [jg(s; Y (s); c(s))j] ds <1; for all c 2 A, T <1: (4.35)
3. @
@c
g(t; y; c) has an inverse:
I(t; v; y) =
8><>:





(v) if 0  v  v0(t; y);
where v0(t; y) = @@cg(t; y; 0) .
We want to maximize the recursive utility Y (c)(0), i.e. we want to nd c 2 A such that
sup
c2A
Y (c)(0) = Y (c
)(0). (4.36)
We call such a process c an optimal recursive utility consumption rate.
We see that the problem (4:36) is a special case of problem (4:8) with
J(u) = Y (0);
f = 0 , h(y) = y , u = c and
b(t;x; c) = x1b0(t)  c;
(t;x; u) = x10(t);
(t;x; u; a) = x1(t; a):
In this case the Hamiltonian dened in (4:9) takes the form
H(t;x; y; z; c; ; p; q; r()) = g(t; y; c) + (x1b0(t)  c) p
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(t; Y (t); c(t)) j Et] = E[p(t) j Et]; (4.38)
for an optimal c(t).
The pair of adjoint processes (4:10)  (4:11) is given by
8<: d(t) = (t)
@g
@y




dp(t) = E[(t) j Ft]dt+ q(t)dB(t) +
Z
R0
r(t; a) ~N(dt; da); t 2 [0;1) ; (4.40)
where
(t) =  [b0(t+ )p(t+ ) + 0(t+ )q(t+ ) +
Z
R0
(t+ ; a)r(t+ ; a)(da)]: (4.41)









r2 (s; a) (da))ds] <1;
for some constant  > 0.






(s; Y (s); c(s))ds); t  0 (4.42)
which substituted into (4:38) gives
E[@g
@c





(s; Y (s); c(s))ds) j Et] = E[p(t) j Et]: (4.43)
We refer to Theorem 5:1 in [2] for a proof of the existence of the solution of the ABSDE
(4:40).
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4.5.2 A solvable special case
In order to get a solvable case we choose the driver g in (4:34) to be of the form
g(t; y; c) =  (t)y + ln c; (4.44)
where (t)   > 0 is an F-adapted process.
We also choose
 = 0 and Et = Ft; t  0; (4.45)
and we represent the consumption rate c(t) as
c(t) = (t)X(t), (4.46)
where (t) = c(t)
X(t)
 0 is the relative consumption rate.
We restrict our attention to processes c such that the wealth process, solution of (4:33),
is strictly positive and  is bounded away from 0. This set of controls  is denoted by A.
The FBSDE system now has the form8>><>>:
dX(t) = X(t )[(b0(t)  (t))dt+ 0(t)dB(t) +
Z
R0
(t; a) ~N(dt; da)]; t  0;
X(0) = x > 0;
(4.47)
and
Y (t) = Y ()(t) = E[Y (T ) +
TR
t
( (s)Y (s) + ln (s)X(s)) ds j Ft]; (4.48)
i.e.
dY (t) =   ( (t)Y (t) + ln (t) + ln(X(t))) dt+ Z(t)dB(t); t  0: (4.49)
We want to nd  2 A such that
sup
2A
Y ()(0) = Y (
)(0): (4.50)
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In this case the Hamiltonian (4:9) gets the form
H(t; x; y; ; ; p; q; r) = ( (t)y + ln + lnx) + x (b0(t)  ) p









where, by (4:10)  (4:11) (t) and (p(t); q(t); r(t; )) satisfy the FBSDEs8<: d(t) =  (t)(t)dt;(0) = 1; (4.53)
and
dp(t) =  [(t) 1
X(t)




(t; a)r(a)(da)]dt+ q(t)dB(t) +
R
R0
r(t; a) ~N(dt; da);
(4.54)









r2 (s; a) (da))ds] <1; (4.55)
for some constant  > 0.
The innite horizon BSDE (4:54)  (4:55) has a unique solution, (see e.g. Theorem 3:1 in
[19]).





and, for all 0  t  T and all T <1,






ds j Ft]; (4.57)
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where  (t) is given by8>><>>:
d (t) =  (t )[(b0(t)  (t)) dt+ 0(t)dB(t) +
Z
R0

























ln(1 + (s; a)) ~N(ds; da)
!
; t  0:
(4.59)
Comparing with (4:47) we see that
X(t) = x (t); t  0: (4.60)
Substituting this into (4:57) we obtain






(r)dr)ds j Ft]: (4.61)
Since  is bounded away from 0 we deduce from (4:52) that









(r)dr)! 0 dominatedly as T !1: (4.62)







(r)dr)ds j Ft]: (4.63)
This implies that p(t) > 0 and hence (t) given by (4:52) is indeed a maximum point of
H.
By (4:52) we therefore get the following candidate for the optimal relative consumption
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rate












; t  0; (4.64)
If  is such that this expression for (t) is bounded away from 0, then  is optimal. Note
that the corresponding optimal net cash ow X(t) is given by








20(s)gds); t  0: (4.65)
In particular, X(t) > 0 for all t  0, as required.
In particular, if (r) =  > 0 (constant) for all r, then
(t) = ; t  0. (4.66)
With this choice of  we see by (4:63), (4:56) and condition (4:4) for Y (t) that the
transversality conditions (H3) and (H6) hold, and we have proved:
Theoreme 4.5.1 The optimal relative consumption rate  (t) for problem (4:44) (4:50)
is given by (4:64), provided that  (t) is bounded away from 0.
In particular, if (r) =  > 0 (constant) for all r, then (t) =  for all t.
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