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 
Abstract—The increasing demand for network capacity is 
driving the development of next-generation high-speed Passive 
Optical Networks (PON) supporting 25 and 50 Gbps. One solution 
to reduce transceiver cost is reusing the 10G-class optical 
transmitter (including Directly Modulated Lasers, DML, in O-
band) and receiver components in combination with Digital Signal 
Processing (DSP) techniques to compensate for bandwidth 
limitations. In this paper, by means of both a set of laboratory 
experiments and a metropolitan field demonstrator, we discuss 
practical PON solutions at 25 and 50 Gbps per wavelength and per 
direction. In terms of modulation formats, we compare 2-level 
pulse amplitude modulation (PAM-2), 4-level PAM (PAM-4) and 
electrical duobinary (EDB) modulation formats, with feed-
forward (FFE) and decision-feedback (DFE) adaptive equalizer at 
the receiver side. The novelty of our paper is manifold. First, we 
present an optimization in terms of optical receiver band 
requirements for the 50 Gbps transmission. We show, by means of 
experimental measurements and numerical simulations, the 
minimum required bandwidth for DML laser and APD receiver 
(with appropriate DSP techniques) to realize next generation 25 
and 50 Gbps PON transceivers.  Second, we discuss also the 
upstream point of view, with a specific focus on DSP, and in 
particular, we propose an experimental solution based on a burst 
mode receiver with memory-aided DSP technique, together with a 
novel DSP approach to overcome the typical AC coupling 
distortion due to the burst mode scenario. Finally, we show a 
coexistence experiment between XGS-PON and 25 Gbps PON on 
an installed metropolitan field trial. 
 
 
Index Terms— Passive Optical Networks, Filtering, Avalanche 
Photodiode, Adaptive Equalization, PAM, Duobinary modulation. 
 
I. INTRODUCTION 
he ever increasing bandwidth demand at all network levels, 
including at the edges to the final user, is motivating the 
continuous increase of Passive Optical Networks (PON) 
towards higher bit rates. New PON standardization proposals 
are rapidly evolving and are today addressing the definition of 
25 Gbps PON (25G-PON)  and 50 Gbps PON (50G-PON) [1-
3]. Among several research directions to develop the next 
generation of 25G- and 50G-PON physical layer, we can 
identify two main approaches. The first one, aimed to design 
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low cost transceivers, is based on reusing the already existing 
optoelectronic components developed for 10 Gbps PON, 
solving the resulting strong bandwidth limitations by proper 
Digital Signal Processing (DSP) techniques, such as adaptive 
equalization and the use of more efficient modulation formats 
[4-17]. The other alternative places greater weight on the 
development of broader bandwidth hardware thus reducing or 
avoiding the DSP complexity of the transceivers [4, 18, 19]. In 
this paper, we focus on the former approach: band-limited DSP-
aided PON systems. In recent years, several solutions based on 
machine learning or other high-complex DSP techniques (such 
as Volterra-based equalizers) were proposed in order to 
compensate the strong bandwidth limitations, the impact of 
chirp and chromatic dispersion and nonlinearities in PON 
systems [10-17]. However, these solutions are critical to be 
implemented in the mid-term and in the PON area due to their 
high complexity and current hardware and software limitations, 
particularly because in downstream transmission these highly 
complex DSP need to be placed in Optical Network Units 
(ONU) at the user side, which is the most cost-constrained 
element. In our present paper, we thus decide to focus on more 
realistic DSP implementations and, moreover, we studied both 
upstream and downstream transmission. In particular, we 
propose PON systems using existing commercial 10G-class 
optoelectronics, such as Directly Modulated Lasers (DML) and 
avalanche photodiodes (APD), operating in O-band to avoid 
optical or digital dispersion compensation. Moreover, just as a 
comparison with APD-based receivers, we also give some 
preliminary results on semiconductor optical amplifier 
(SOA)+PIN-based receivers. The capability of “native” 10G-
class optoelectronics is “stretched” to 25 and 50 Gbps in our 
paper using the following DSP-techniques: 
- Adaptive equalization at the receiver based on feed-forward 
(FFE) alone or in combination with decision-feedback (DFE) 
schemes. 
- A memory-aided technique to enable faster convergence of 
the adaptive equalizers in the burst-mode upstream approach. 
- An AC coupling compensation technique, again for the 
upstream. 
The proposed solutions were first studied at both 25 and 50 
Gbps per wavelength and per direction by simulations and then 
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they were implemented experimentally in our laboratory. 
Finally, at 25 Gbps we tested them on an installed metropolitan 
fiber plant over which we also show the coexistence with 
previous PON standards, and in particular XGS-PON.  
This contribution greatly extends previous works performed 
by our group in recent years in the field [6-9], in particular 
including a new set of experiments at both 25 and 50 Gbps data 
rates, simulations and practical discussions.  
The paper is organized as follows: in Section II, the 
experimental and simulation setups and their details are 
described, and then in Section III we present our results 
considering continuous mode transmission for 25 and 50 Gbps 
PON systems comparing different modulation formats and both 
equalization schemes. In Section IV, we move to burst-mode 
upstream DSP proposals for transmission of 25 Gbps electrical 
duobinary, both in our local premises as well as in the 
metropolitan field demonstrator. Finally, we wrap-up and 
discuss our work in Section V. 
II. EXPERIMENTAL AND SIMULATION SETUP 
A. Experimental local setup  
Most of our experiments were carried out in a single 
laboratory location using the setup shown on top of Fig. 1.a, 
whereas some final experiments shown later used an installed 
metropolitan fiber testbed. We describe here the details of our 
experimental setup. An off-line digital transmitter (TX) 
generates PAM-2, EDB or PAM-4 random sequences that are 
digital-to-analogue converted by a 92 GSa/s Keysight© 
arbitrary waveform generator (AWG). Bit rates of 25 Gbps 
(25G-PON) and 50 Gbps (50G-PON) are used. The modulated 
electrical signal is amplified to generate the laser current i(t) 
and, after DC-bias addition, it drives an O-band 1310 nm 10G-
class DML. The laser output signal is then launched into 20-km 
of conventional single-mode fiber (SMF), followed by a 
variable optical attenuator (VOA) used to set the total optical 
distribution network (ODN) loss. At the receiver (RX) side, the 
optical signal is detected by a 10G-class APD, followed by a 
transimpedance amplifier (TIA), an RF amplifier and a 100 
GSa/s Tektronix© real time oscilloscope (RTO) that stores the 
digital signal. For what concerns the key band-limiting 
elements (the DML and the APD), we used 10G-class 
optoelectronics, i.e., hardware solutions similar to the ones used 
today for XGS-PON, and we extend their use to 25 Gbps and 
50 Gbps. 
We measured the ODN loss as the difference between the 
average transmitted power (PTX) at the DML output and the 
received optical power (ROP) at the APD input. The received 
digitized signal is off-line processed using an adaptive equalizer 
(AE) receiver, implemented also in a burst-mode (BM-AE) 
version [8], described in the following sub-section II.C. We 
studied three different modulation formats: PAM-2, PAM-4 
and EDB. This last one was implemented in a version based on 
transmission of a binary NRZ pre-coded signal, detected using 
a duobinary equalizer-based receiver as shown in Fig. 1.b. It 
was shown in [7] that among all EDB implementations this one 
gives the best performance in the considered scenario.  
B. Simulation setup 
To confirm the experimental results and then to extend them 
to a larger set of parameters, we run numerical simulations 
according to the schematic shown in the bottom of Fig. 1.a. A 
standard linear DML model that considers the effect of transient 
and adiabatic chirp [20-21], with realistic linewidth 
enhancement factor α = 1.9 and adiabatic chirp coefficient κ = 
12 GHz/mW, was used. The SMF chromatic dispersion (CD) 
effect is also included in the simulator (CD coefficient D = -0.2 
ps/nm∙km at 1310 nm). In the receiver, noise sources are 
modelled as additive white Gaussian noise random processes 
[6]. As optical receiver, we considered two alternatives: the 
main one is a 10 Gbps APD, and the second one is a SOA+PIN. 
The APD has responsivity of 0.7 A/W, gain of 8.45 dB, and 
noise factor of 11 dB. The noise density of the RX is N0 = 10-21 
A2/Hz. These parameters were adjusted from the nominal 
values indicated in the datasheet of the components to fit the 
experimental results. Regarding the SOA+PIN approach, the 
employed model and parameters are described later in sub-
section III.C. 
In our simulation, we used low-pass filters (LPF) to emulate 
the frequency response of the TX and RX. Since we want to 
analyze the performance of the system as a function of the 
system bandwidth limitation, we used Super-Gaussian filters 
 
Fig. 1 a) Experimental and simulation setups (local), b) Electrical duobinary (EDB) digital TX and RX block diagrams. The Optical RX block of the simulation 
setup in a) can be an APD model or a SOA+PIN one (placing an optical filter at SOA output). 
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(SGF) which allow changing continuously the -3dB and -20dB 
frequency (f3dB and f20dB) of the filter response, as we already 
successfully propose in [6]. The frequency response 
characterization of the full experimental transmission system 
(including the AWG and RTO) is shown in the solid black curve 
of Fig. 2, when the DML input bias current is ib = 60 mA. The 
most bandlimited device in our experimental setup is the 
APD+TIA. To match the experimental transfer function in our 
simulations, we consider a SGF with f3dB = 14 GHz and f20dB = 
16 GHz at the TX side [22], and one with f3dB = 7 GHz and f20dB 
= 13 GHz [23] at the RX side. The resulting total frequency 
response (TX + RX SGFs concatenation) is shown in the red 
dashed curve of Fig. 2, which matches very well the 
experimental data.   
C. Burst-mode adaptive equalizer (BM-AE) receiver and 
fine-time resolved bit error ratio (FTR-BER) metric. 
 The proposed AE is based on Feed-Forward Equalization 
(FFE) only or FFE in combination with Decision-Feedback 
Equalization (DFE), both considering a preamble-aided 
training stage of length LTr. The least-mean square (LMS) 
algorithm is used for coefficient adaptation. For FFE and DFE, 
20 and 5 taps are used, respectively. The AE adaptation-rate 
coefficient (μ) is optimized for every format (μ = 7x10-4, 1x10-
3 and 1x10-3 for PAM-2, EDB and PAM-4, respectively; the AE 
input signal is normalized to have unit power). The equalizer is 
followed by a decision by amplitude threshold and a decoder 
block. 
For alignment between the RX signal and the BM-AE 
training sequence, a finite impulse response (FIR)-based block 
aided by a PRBS header of 27 bits inside the TX packets is used. 
This block acts as a correlator block and automatically finds the 
beginning of the training preamble inside the RX packets.  
After equalization and decoding, the fine-time resolved bit 
error ratio (FTR-BER) metric is evaluated. As explained in [8], 
this measurement is better suited than the normal “time-
averaged” BER in a burst mode environment, and it is obtained 
by dividing the data payload in short time slots, then counting 
the accumulated errors in all the bursts on a time slot basis, as 
shown in Fig. 3.a. When relevant, the “standard” BER is 
computed by averaging the FTR-BER over all time slots.  
For continuous mode experiments, the length of the training 
preamble (LTr) is 214 bits and the length of the payload is 217 
bits. For burst-mode experiments, LTr is a variable parameter 
and the length of the data payload is the same for all bursts, set 
equal to 212 minus LTr bits.  
Two BM-AE modes were studied: a normal mode that does 
not take into account previously received bursts, we call it 
“memory-less”, and a more efficient one, called “memory-
aided”. In the memory-less approach, the initial tap coefficients 
of the BM-AE are fixed to zero every time a new burst arrives. 
On the contrary, in the memory-aided equalizer [8, 24], shown 
in Fig. 3.b, to initialize the BM-AE at the beginning of each 
burst we used the same set of tap coefficients that were obtained 
at the end of the previous burst coming from the same ONU. At 
the very beginning of the network operation, a single long-burst 
is sent and equalized in full-training mode to compute the first 
set of pre-evaluated tap coefficients. In general, every ONU has 
a different set of optimum tap coefficients. Therefore, the OLT 
should store one set of taps for every ONU in the network, and 
be able to re-load from memory the corresponding set every 
time a burst from a given ONU arrives. This reconfiguration 
requirement will slightly add complexity and latency to the DSP 
implementation as compared to a traditional FFE or DFE 
equalizer, as analyzed in [25,26]. 
Transmission of N=400 bursts is analyzed. Due to hardware 
limitations, a simplified scheme in which the amplitude of the 
received bursts at the input of the BM-AE is assumed to be 
already equalized (i.e. using a gain control technique [24, 27]), 
is emulated.  
 
Fig. 2: Frequency response of the full experimental transmission system (solid) 
and the emulated system frequency response used in our simulations (dashed). 
 
Fig. 3: a) The proposed fine time-resolved BER evaluation scheme, b) burst-
mode transmission approaches: memory-less and memory-aided (Tr. stands for 
training preamble). 
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D. Metropolitan field demonstrator setup including 
coexistence with a XGS-PON system.  
The metropolitan field experimental setup is shown in Fig. 4. 
Telecom Italia (TIM) research center in Turin (Italy) and 
Politecnico di Torino (PT) laboratories are linked using 16 km 
of installed metropolitan SMF. The used fiber has a significant 
extra loss because it traverses several central offices and 
manholes and it is thus a good emulation of a real PON installed 
link. For the field-trial, we focus on upstream transmission and 
we placed the Optical Network Termination (ONT) in PT lab 
and the Optical Line Terminal (OLT) in TIM lab. We test the 
coexistence of our 25G-PON proposed solution with XGS-PON 
commercial technology, under burst-mode transmission for 
both systems. For the XGS-PON, we used commercial devices 
and a real traffic generator, while for 25G-PON we performed 
the off-line processing approach described in previous sub-
sections. The 25G-PON optical signal is combined with the 10 
Gbps XGS-PON 1270 nm upstream signal, and they are then 
launched into the fiber. At TIM side, a variable optical 
attenuator (VOA) is used to set the total ODN loss. The 10 and 
25 Gbps signals are separated by a coexistence element (CEx) 
(insertion loss ≤ 1 dB, isolation ≥ 30dB), a device composed of 
WDM filters to (de)multiplex XGS-PON, G-PON, and NG-
PON2 signals, where we have used the GPON port for our 25G-
PON wavelength at 1310 nm, and obviously the “regular” port 
for XGS-PON. The 10 Gbps signal is sent to the XGS-PON 
OLT and then to a traffic analyzer for bit error count (estimated 
through a frame loss count). The 25 Gbps is received as 
explained in previous sub-sections.  
When XGS-PON and 25G-PON are transmitting 
simultaneously on the link to perform coexistence testing, we 
set the power of the desired (under-test) and interfering signals 
to obtain a given signal-to-interference ratio (S/I) using two 
VOAs at OLT side. The minimum S/I that can be set in our 
experiment was constrained by the sensitivity and maximum 
transmitted power of each system. 
III. CONTINUOUS MODE RESULTS 
A. Experimental results at 25 and 50 Gbps 
After describing our setups, we start by presenting a first set 
 
Fig. 5 Maximum ODN loss as a function of TX parameters targeting BER = 10-2 for different modulation formats at 25 Gbps data rate, using a) FFE or b) FFE+DFE 
 
Fig. 4 Metropolitan field demonstrator setup. 
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of experiments in continuous mode transmission. Our target 
here is to compare the performance of the modulation formats, 
the capabilities of the two equalization options (FFE and 
FFE+DFE) and to optimize the TX parameters. The BER target 
was set to BER=10-2, as it is currently envisioned in 25G-PON 
ongoing standardization efforts [2, 3]. 
In Fig.5, we show for different modulation formats the 
contour plots of the maximum achievable ODN loss allowing 
to reach BER=10-2 as a function of the bias current of the laser 
ib (directly proportional to its output power and bandwidth, and 
to the extinction ratio (ER)) and of the peak-to-peak amplitude 
of the modulating signal i(t), ipp (directly related to the ER), for 
25 Gbps transmission. Interestingly, an ODN loss ≥29 dB is 
achievable irrespective of the modulation format and 
equalization option. When using FFE option (see Fig. 5.a), the 
best format is EDB, able to reach an ODN loss of up to 32 dB 
(1.5 dB more than PAM-2 and PAM-4). If DFE is introduced 
in combination with FFE (see Fig.5.b), the performance of 
PAM-2 is improved and equals that of EDB. The performance 
improvement of EDB and PAM-4 is small when DFE is added. 
Since PAM-2 signal bandwidth is broader than that of EDB and 
PAM-4 for the same bit rate, the introduction of DFE is more 
relevant for this format to alleviate bandwidth-limitations 
penalty that FFE alone is not able to reduce. Since the 
performance difference between FFE and FFE+DFE is very 
small for EDB, the addition of DFE is not justified in this case. 
Moreover, PAM-2 using DFE+FFE is a more complex solution 
than EDB using FFE only, and both alternatives offer 
practically the same maximum ODN loss reach. Therefore, 
results in Fig. 5 indicates that, for 25 Gbps transmission using 
10G-class devices, EDB+FFE is in our opinion the best 
combination of format and equalization option. The suggested 
maximum current to drive the DML is 100 mA. A combination 
of ib = 60 mA and ipp = 80 mA maintains the operation of the 
DML on the safe side, while guaranteeing an ODN loss of ~32 
dB at BER=10-2 using EDB+FFE. Therefore, these ib and ipp 
values are selected as the DML operating point also for the 25 
Gbps burst-mode experiments presented in Section IV. Under 
this condition, the DML bandwidth is ~14 GHz (the total 
system bandwidth is ~6.6 GHz, mainly limited by the APD) and 
its output power is 11.6 dBm.  
The same optimization procedure was repeated for 50 Gbps 
transmission using 10G-class devices. In this case, only PAM-
4 was experimentally analyzed to keep the maximum baud rate 
equal to 25 GBaud. The optimum TX parameters either using 
FFE or DFE+FFE are also ib = 60 mA and ipp = 80 mA. Fig. 6 
shows BER as a function of ODN loss graphs (solid) for 50 
Gbps PAM4 under TX optimum conditions comparing FFE and 
FFE+DFE approaches. For the sake of comparison, 25 Gbps 
PAM-2, EDB and PAM-4 curves (solid) are also plotted. The 
big penalty when upgrading from 25 to 50 Gbps is mainly due 
to extreme electrical bandwidth limitations, while we checked 
that dispersion penalty is marginal at 1310 nm (since we did not 
see almost any penalty when comparing back-to-back to 20-km 
transmission). From Fig. 6, it can be seen that 50 Gbps 
transmission using 10G-class devices is not possible using 
PAM-4 + FFE to reach a BER = 10-2, due to the presence of a 
BER floor. Consequently, the introduction of DFE is mandatory 
in these conditions. However, even if DFE is used, a maximum 
ODN loss of only 25 dB is attained, less than the minimum for 
N1 class PON (29 dB). Anyway, an achievable 25 dB ODN loss 
can be of interest in some specific future PON scenarios, for 
instance those meant for ultra-high speed fronthauling, where 
the requirement on the PON splitting ratio might be possibly 
relaxed. Otherwise, some alternatives to extend the power 
budget of 50 Gbps PON systems using bandlimited devices 
(such as 10G-class ones) have been reported [10-15] recently, 
using machine-learning equalizer or other advanced DSP 
techniques, such as Volterra equalizers. However, as discussed 
in the Introduction, the complexity of these techniques seems to 
be for the moment really high for medium term implementation. 
 As an obvious alternative, the use of optoelectronics with 
higher bandwidth but still using simpler FFE/DFE can be an 
intermediate feasible solution. This possibility is explored and 
discussed in next sub-section by using a simulation-based 
approach for which we first develop a model that matches the 
experiments presented in this section, and then we use it to 
study the positive impact of future higher bandwidth 
optoelectronics. Moreover, in sub-section III.C, we present a 
preliminary simulation analysis of the feasibility of another 
optical receiver architecture for 50G-PON which is also under 
consideration by the research and standardization groups, 
formed by a SOA, an optical filter and a PIN photodiode. 
B. Simulation analysis at 25 and 50 Gbps using APD 
In this sub-section we report simulation results obtained 
using the setup described in sub-section II.B (see bottom of 
Fig.1.a). BER as a function of ODN loss curves (dashed lines) 
under different system conditions (in terms of format, 
equalization and bit rate) are plotted in Fig. 6. A very good 
agreement between experimental and simulative results was 
obtained on all curves shown in Fig. 6, thus for different 
modulation formats and different bit rate, after a simple fitting 
on the noise level parameters in the simulation.  
The target of this sub-section is to understand the required 
increase in optoelectronic bandwidth to reach at 50 Gbps at least 
29 dB ODN loss. We performed simulations changing the APD 
 
Fig. 6 Comparison of experimental (solid) and simulation (dashed) BER versus 
ODN loss results for different modulation formats and bit rates. The optimum 
TX parameters were chosen for each case. 
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f3dB, keeping fixed the f20dB/f3dB ratio measured in our 
experimental device. Two different DMLs were emulated, one 
with the same f3dB (14 GHz) and f20dB (16 GHz) of our 10G-class 
experimental device, and the other using higher f3dB and f20dB 
equal to 25 and 28.6 GHz, respectively. The maximum ODN 
loss that can be achieved as a function of APD f3dB is shown in 
Fig. 7 for both DML cases, using FFE or FFE+DFE.  
We first analyze PAM-4 format, since it preserves currently 
available 25 GBaud electronics. By using a bandlimited DML 
with similar characteristics of our 10G-class experimental 
device it can be seen that a 29 dB ODN loss cannot be attained 
even if the APD bandwidth is large. Therefore, broader-band 
devices should be used at both TX and RX sides. In fact, when 
DML bandwidth is increased to 25 GHz (a DML with this 
characteristics is reported in [4]), an ODN loss of 28.5 dB can 
be achieved with an APD f3dB ≥ 15 GHz. The advantage of 
including DFE is evident for low f3dB values, whereas for f3dB 
higher than 10 GHz, both FFE and FFE+DFE approaches 
exhibit similar performance. However, even if using broader-
band devices and DFE, the minimum 29 dB ODN loss cannot 
be achieved with PAM-4 at 50 Gbps. One solution to achieve 
the required power budget is to increase slightly the TX power 
of the laser (currently 11.5 dBm). Another alternative is 
employing other modulation formats, such as PAM-2 or EDB, 
with 50 GBaud baud rate. Assuming electrical interfaces able 
to work at this baud rate, in Fig. 7 we plot the EDB and PAM-
2 curves assuming the same conditions as for 50 Gbps PAM-4 
simulations. The 29 dB power budget can be achieved with both 
PAM-2 and EDB using the proper value of APD f3dB in 
combination with FFE or FFE+DFE equalizer. Therefore, the 
modulation format choice depends on a trade-off between 
bandwidth of the devices and TX/RX complexity.    
The results shown in Fig. 7 were obtained using a fixed f20dB 
value for every f3dB. However, APD devices with same f3dB can 
have different steepness (i.e. f20dB) [6]. To analyze the effect of 
this latter parameter in the performance of the 50 Gbps systems, 
contour plots of maximum ODN loss as a function of the APD 
f3dB and f20dB are plotted in Fig. 8. A DML with f3dB = 25 GHz 
and f20dB = 28.6 GHz is considered. Fig. 8 indicates the required 
APD f3dB and f20dB pairs to achieve a maximum ODN loss of at 
least 29 dB (28 dB in the case of PAM-4), which are those 
above and to the right of a given contour curve (one curve for 
every format, solid for FFE and dashed for DFE). From Fig. 8 
we can extract the following conclusions. We confirm, also for 
the 50 Gbps analyzed scenario, that DFE provides an effective 
power gain for PAM-2, irrespective of the steepness of the APD 
frequency response. For EDB, the gain provided by DFE 
increases when steepness decreases, being small for high 
steepness values (f20dB <1.5f3dB). PAM-4 is less sensitive than 
PAM-2 and EDB to variations of the steepness of the filters 
since the contour curves are more vertical, especially when f20dB 
≥1.5f3dB. Apart from this, PAM-2 is the best format if DFE is 
added to the RX scheme, and the TX has enough bandwidth. If 
we want to avoid using DFE to reduce complexity, EDB 
outperforms PAM-2, in the analyzed 50 Gbps scenario, only in 
some conditions (i.e. high steepness:  f20dB <1.5f3dB). 
C. Simulation analysis at 50 Gbps replacing APD by 
SOA+PIN 
Although our contribution is focused on an APD-based PON 
setup, there is another architecture that is also being 
investigated by the research and standardization groups to 
develop the 50G-PON transceivers. This alternative 
architecture uses a combination of a SOA and a PIN photodiode 
as optical receiver. An optical filter is placed in between SOA 
and PIN to filter out part of the optical noise generated by the 
SOA. In this sub-section, we perform a preliminary analysis to 
explore by means of simulation this alternative. The SOA+PIN 
receiver has two features that can be useful in the 50G-PON 
bandlimited scenario. The first one is that the 10G-class PIN 
photodiodes can have higher f3dB than APDs. The second one is 
that SOAs can provide higher gain than APDs. We use here the 
same simulation setup and parameters reported in previous sub-
section III.B, but just replacing the APD model by the 
SOA+PIN one, placing an optical filter at the output of the 
amplifier. We used a simplified model for the SOA, assuming 
a linear regime with gain of 12 dB, and a noise figure of 9 dB. 
For the PIN, a responsivity of 0.7 A/W was set and the effect of 
 
Fig. 7 50 Gbps simulated maximum ODN loss as a function of the APD+TIA 
f3dB, considering a bandlimited DML with f3dB = 14 GHz for PAM-4 and a 
broadband DML with f3dB = 25 GHz for PAM-2, EDB and PAM-4. The f20dB of 
both the DML and APD was selected to keep the same f20dB/f3dB ratio of our 
experimental devices. Solid graphs for FFE, and dashed graphs for FFE+DFE.  
 
Fig. 8 50 Gbps simulated maximum achievable ODN loss (BER target = 10-2) 
as a function of the APD f3dB and f20dB parameters (f20dB = m∙f3dB) for different 
modulation formats. Solid: FFE, dashed: FFE+DFE. The DML f3dB and f20dB are 
set equal to 25 and 28.6 GHz, respectively.  
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shot noise was taken into account. The amount of thermal noise, 
mainly added by the TIA, is set the same as in the APD based 
receiver (N0 = 10-21 A2/Hz). The optical passband filter placed 
between the SOA and the PIN is modeled as a fifth order super-
Gaussian filter with -3dB bandwidth of 400 GHz. We consider 
accurate enough the assumption of SOA linearity, since the 
SOA is used here as a receiver pre-amplifiers, and thus the  
average input power in the analyzed scenario is fairly low, 
ranging from -27 to -15 dBm. 
By using the described model and parameters, we reproduced 
similar graphs as those shown in Fig. 7, but now using the 
SOA+PIN optical receiver. The obtained results are plotted in 
Fig. 9, from which it can be seen that the target ODN loss can 
be achieved even with bandlimited 10G-class optoelectronic 
devices. For example,  a 14-GHz DML in combination with a 
7-GHz SOA+PIN guarantee 29 dB of power budget if PAM-4 
and FFE are used and a less bandwidth constrained SOA+PIN 
would allow power budgets in excess of 32 dB with PAM-2. 
Therefore, the SOA+PIN alternative seems to be a good 
candidate to implement 50G-PON. However, these results are 
just preliminary, and more detailed parametric analyses and 
experimental verification, out of the scope of the present 
contribution focused on APD receiver, need to be performed 
IV. 25 GBPS EDB BURST MODE EXPERIMENTAL RESULTS 
In this Section, we report the experimental results obtained 
in burst-mode transmission using EDB format in combination 
with BM-AE based on FFE, targeting 25 Gbps transmission. 
We selected EDB format and FFE equalization since this 
combination resulted to be the more convenient for 25 Gbps 
according to the analysis performed in previous section. In 
following sub-sections, we show the advantages of using 
memory-aided BM-AE and the need to characterize the 
performance of BM-AE using the FTR-BER metric. Then, we 
compare the performance of the 25G-PON system in burst-
mode against continuous mode, both with and without 
interfering XGS-PON transmission using a metropolitan field 
demonstrator. Finally, we discuss about the AC coupling effect 
in our analyzed burst-mode system and a technique to reduce it.  
A. Burst-mode transmission using the memory-aided 
approach 
After setting the optimum TX parameters obtained for 
continuous mode, several bursts were transmitted, stored and 
off-line post-processed as explained in Section II.C, using the 
metropolitan experimental setup shown in Fig. 4. An 
appropriate burst on and off duration of 0.5 and 0.1 μs, 
respectively, was selected in order to minimize the AC-
coupling effect (see sub-section IV.C). After equalization and 
decoding, the payload of the bursts was divided in time-slots to 
compute the FTR-BER (see Section II.C). The purpose of 
evaluating the FTR-BER metric (somehow an “instantaneous” 
BER [8]) is to select the minimum length of the BM-AE 
training preamble (thus increasing the system transmission 
efficiency) that guarantees a BER below the target since the 
very beginning of the payload. We observed that under some 
conditions (for instance, a short-training stage), the BM-AE 
keeps adapting after the training stage (i.e. during the tracking 
stage) before reaching convergence (see Fig. 10.a). Therefore, 
if training is not long enough, the initial bits of the payload are 
more likely to be wrong than the rest, which results on a non-
uniform distribution of the errors along the payload. By just 
taking into account the standard BER metric (evaluated as the 
total number of errors divided by the total number of bits in the 
 
Fig. 9 SOA+PIN alternative receiver: 50 Gbps simulated maximum ODN loss 
as a function of the receiver f3dB, considering a bandlimited DML with f3dB = 14 
GHz for PAM-4 and a broadband DML with f3dB = 25 GHz for PAM-2, EDB 
and PAM-4. The f20dB of both the DML and the receiver was selected to keep a 
fixed f20dB/f3dB ratio. Solid graphs for FFE, and dashed graphs for FFE+DFE.  
  
 
Fig. 10 a) Error square evolution over time for a given LTr; b) FTR-BER over 
each of the 385-bits time slots for memory-aided and memoryless BM-AE 
approaches with different training length LTr. ODN loss = 28.7 dB. 
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full payload), the fact that there is a higher concentration of 
errors at the beginning of the payload, that would lead to a FEC-
failure condition, can remain completely hidden. In this context 
(and similar situations as that described in sub-section IV.C 
related to the AC-coupling effect), having an “instantaneous” 
BER metric (i.e.  FTR-BER) becomes helpful.  
Following the previous ideas, we analyze the performance of 
the 25G-PON system in burst-mode by using the FTR-BER 
metric and setting an ODN loss close to 29 dB [9]. BM-AE 
memory-aided and memoryless approaches are compared in 
terms of FTR-BER as a function of payload time-slots for 
different lengths of the training stage. The obtained results are 
plotted in Fig. 10.b. While the memoryless BM-AE needs 
~2000 bits to converge, thus guaranteeing a uniform error 
distribution along the full payload (see curve with circles, in 
which FTR-BER is flat), the memory-aided approach requires 
a much shorter training stage (64 bits) to attain the same 
condition, showing the advantages of using this second 
approach. For LTr values less than ~2000 bits, for instance 128 
and 512 bits, there is a non-uniform performance along the 
payload for the memoryless case, as shown in Fig. 10.b. 
Therefore, even if the average BER over the full payload can 
fulfill the BER target (i.e. 10-2 or 10-3), the first slots will 
produce a FEC-failure. In the memory-aided case, the same 
problem occurs if LTr ≤ 64 bits. Therefore, a short-training stage 
is still needed (although memory-aided approach is used) to 
remove a short amount of errors at the beginning of the payload 
due to the remaining AC-coupling effect (minimized, but not 
absent) and not because of needing transient removal due to 
equalizer adaptation. Once a uniform error distribution along 
the payload is verified (thus avoiding the risk of masking failure 
BER conditions), the standard BER is evaluated for every ODN 
loss value by counting the errors in the full payload of all bursts. 
The BER thus obtained is graphed as a function of ODN loss 
for memory-aided burst-mode transmission (LTr = 64 bits) in 
Fig. 11.a (curve with circles) [9]. For the sake of comparison, 
the 25 Gbps EDB continuous mode BER versus ODN loss 
curve obtained under the same experimental conditions is also 
plotted in Fig. 11.a (curve with squares). The burst-mode 
operation introduces a penalty of 1 dB at BER = 10-2. In [28-
29], a 10 Gbps special multi-electrode distributed feedback 
laser that achieves a reduced burst-mode penalty is proposed. 
Since an ODN loss higher than 29 dB (BER=10-2) can be 
achieved in our burst-mode transmission, in this work we just 
tolerated the introduced penalty.  
B. Metropolitan field demonstration results for upstream 
transmission  
The coexistence of 25G-PON and XGS-PON technologies is 
analyzed in this sub-section, using the metropolitan field 
demonstrator described in sub-section II.D. To this purpose, we 
performed the 25G-PON BER versus ODN loss measurements 
[9], for burst and continuous modes, under the same 
assumptions reported in previous sub-section but now turning 
on the XGS-PON transmission (interference signal) setting it a 
stronger ROP than that of 25G-PON (to have a fixed S/I = -17 
dB irrespective of the ODN loss). The obtained curves are 
shown in Fig. 11.a (curves with stars and triangles). A 
negligible penalty due to XGS-PON interference can be 
observed (less than 0.1 dB in both burst and continuous modes). 
A 31 dB (BER=10-2) ODN loss can be attained, in 25G-PON 
burst-mode transmission in coexistence with legacy 
technology.  
The influence of the 25G-PON signal on the XGS-PON one 
is also tested. The performance of the XGS-PON system (burst-
mode) was measured in two conditions: 25G-PON turned off 
and on (setting an S/I = -20 dB in the latter case). The obtained 
post-FEC BER values as a function of the ODN loss are plotted 
in Fig.11.b. A marginal penalty due to 25G-PON interference 
is also observed in this case (less than 0.2 dB difference 
between both curves for any BER value). Therefore, a feasible 
full coexistence operation between 25G-PON and XGS-PON is 
demonstrated.  
C. AC coupling effect compensation  
In our experimental setup, some devices are AC-coupled, 
which produces baseline-wandering effect [30-32]. This 
phenomenon results in a performance penalty if it is not 
somehow reduced. In previous sub-sections IV.A and IV.B the 
AC-coupling effect was highly reduced by just setting an 
adequate on and off burst durations. Since we wanted to analyze 
the effect of other impairments, this simple method was useful 
 
 
Fig. 11 System performance as a function of ODN loss under different 
scenarios [9]; a) 25G-PON under test and XGS-PON interfering with a S/I = -
17 dB; b) XGS-PON under test and 25G-PON interfering with a S/I = -20 dB. 
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to avoid the baseline-wandering penalty. However, in a 
practical situation, the adopted method cannot be used, since 
the off duration is in general much longer, depending on the 
amount of total upstream traffic generated from different 
ONUs. Therefore, in this sub-section we present a DSP-aided 
method to compensate for the AC-coupling effect at the 
receiver side. The on and off burst duration (ΔB) is now set 
practically identical (just 50 ns longer in off state) in order to 
enhanced the AC coupling effect and be able to measure the 
effectiveness of our adopted solution. 
Whereas several of our laboratory devices are AC-coupled, 
in commercial implementations all the devices are intended to 
be DC-coupled to avoid the baseline wandering effect, 
especially at the transmitter side. However, even some devices 
used in commercial applications can still be AC-coupled, such 
as the APD, particularly in high-bandwidth versions. Therefore, 
the analysis performed in this sub-section is not only useful for 
lab experimental purposes, but also for commercial 
implementations. 
The AC-coupling effect can be modelled in a simplified way 
as a first-order high-pass filter (HPF). A first-order digital HPF 
with gain of unity in the pass-band is given by Eq. (1) in the Z-
transform domain. The relation between the HPF cut-off 
frequency fc and β is given by Eq. (2).         
𝐻𝐴𝐶(𝑧) = (
𝛽 + 1
2
)
𝑧 − 1
𝑧 − 𝛽
 (1) 
𝛽 =  
1 − sin (2𝜋𝑓𝑐)
cos (2𝜋𝑓𝑐)
 (2) 
A modified inverse HPF to reverse the effect of AC-
coupling, modelled as Eq.(1), in the received signal, is obtained 
by inverting the response of HAC(z) and shifting the pole slightly 
to the origin to avoid DC infinite amplification and instability 
[33]. The resulting inverse HPF, called here AC-coupling 
equalizer (ACEQ), HACEQ(z), is given by Eq. (3). The parameter 
γ is related to the maximal gain A (at DC) as shown in Eq. (4). 
𝐻𝐴𝐶𝐸𝑄(𝑧) = (
𝛾 + 1
𝛽 + 1
)
𝑧 − 𝛽
𝑧 − 𝛾
=  (
𝛾 + 1
𝛽 + 1
)
1 − 𝛽𝑧−1
1 − 𝛾𝑧−1
 (3) 
𝛾 =  1 − 2
1 − 𝛽
A(𝛽 + 1) + 1 − 𝛽
 (4) 
By using the setup shown in Fig. 1, we experimentally tested 
the effectiveness of the AC-coupling equalizer. We optimized 
β and γ parameters to minimize BER in a worst-situation case, 
and then we kept them fixed. The ACEQ is applied to the 
received signal y(n) before entering the BM-AE. After AC-
coupling compensation, the signal is processed as explained in 
previous sub-sections. The obtained results are shown in Fig. 
12. BER as a function of received optical power (ROP) curves 
are shown in Fig. 12.a, setting two different burst durations (ΔB 
= 0.5 μs and 1.0 μs) and comparing the performance with 
(dashed curves) or without (solid curves) the ACEQ. A power 
gain is observed for both burst-duration cases, being more 
evident for the ΔB = 1.0 μs one. In this case, a power gain of 1 
dB at BER=10-2 is achieved by using the ACEQ. The effect of 
the ACEQ can be qualitatively observed in the inset of Fig. 12.a 
that shows the received signal before and after the ACEQ for a 
ROP = -14.8 dBm (low RX noise situation). Regarding the ΔB 
= 0.5 μs case, a sensitivity of -19.7 dBm can be achieved by 
compensating the AC-coupling effect, which results in an 
achievable ODN loss of 31.3 dB (PTX = 11.6 dBm). This value 
matches well the maximum ODN loss achieved using reduced 
AC-coupling conditions presented in Section IV.A (see the 
circled curved of Fig. 11.a).  
The BER results presented in Fig. 12.a. were obtained by 
averaging the errors over the full-payload. To further analyze 
the effectiveness of the ACEQ, we select two cases 
corresponding to two ROP values equal to -17.8 dBm and -18.8 
dBm (BER around 10-2), and plot the FTR-BER (see section 
II.C) using and not using the ACEQ technique. The 
corresponding results are shown in Fig. 12.b. The AC-coupling 
impact when not compensated (solid graphs) can be clearly 
observed: at both the beginning and end of the burst the FTR-
BER is notoriously higher than at the center. This FTR-BER 
distribution is obtained because the decision thresholds of the 
BM-AE become optimized at the middle of the burst. When 
ACEQ is applied, the FTR-BER is flattened (especially if the 
SNR is higher, i.e. higher ROP values), which is a desired effect 
to avoid FEC-failure conditions caused by accumulation of 
 
Fig. 12 a) BER as function of received power, comparing the performance with 
and without ACEQ for different burst duration, b) FTR-BER as a function of 
time for two specific ROP values comparing the performance with and without 
ACEQ. Memory-aided BM-AE with LTr = 64 bits is used. 
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errors in just some particular slots of the burst payload. 
Therefore, the effectiveness of the used ACEQ technique is 
further verified.       
V. CONCLUSION 
We have studied in this paper several solutions to enable 25G-
PON and 50G-PON by using simple but effective DSP at the 
receiver side, and we tested them experimentally. We showed 
in our lab and field-trial setups that 25G-PON is feasible in O-
band targeting 29 dB ODN loss even when using legacy 10G-
class optoelectronics, including DML lasers. The situation is 
significantly more critical for 50G-PON, which for sure will 
require higher bandwidth components to achieve high ODN 
loss, as we studied by simulations. We showed that using 
optoelectronic devices for 25G-class binary transmission, the 
target 29 dB could be attained, anyway without significant 
margin. To achieve even higher ODN losses (or at least 29 dB 
with a reasonable margin), it seems that optically amplified 
solutions need to be introduced.  
We have not considered here an even further evolution 
toward 100 Gbps per wavelength. It is anyway evident from our 
results at 50 Gbps, that due to the specific characteristics of 
PON (in particular the very high target ODN loss, which is 
enormously higher than, for instance, the one for intra-data 
center applications at the same speed), the next step towards 
100G-PON (per wavelength) would be very critical if sticking 
with single-wavelength direct-detection approaches. In fact, 
even if the optoelectronics have a sufficient bandwidth, the 
resulting power budget may not be enough. Besides the obvious 
option of using 2-4 wavelengths in parallel to reach 100 Gbps, 
completely new roads should be investigated, including 
coherent detection solutions applied to PON. 
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