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Factorization Statistics of Restricted Polynomial
Specializations over Large Finite Fields
Alexei Entin
Abstract
For a polynomial F (t,A1, . . . , An) ∈ Fp[t, A1, . . . , An] (p being a prime
number) we study the factorization statistics of its specializations
F (t, a1, . . . , an) ∈ Fp[t]
with (a1, . . . , an) ∈ S, where S ⊂ F
n
p is a subset, in the limit p → ∞
and degF fixed. We show that for a sufficiently large and regular sub-
set S ⊂ Fnp , e.g. a product of n intervals of length H1, . . . ,Hn with∏n
i=1 Hn > p
n−1/2+ǫ, the factorization statistics is the same as for un-
restricted specializations (i.e. S = Fnp ) up to a small error. This is a
generalization of the well-known Po´lya-Vinogradov estimate of the num-
ber of quadratic residues modulo p in an interval.
1 Introduction
Let p be a prime. A well-known result of Po´lya and Vinogradov [Po´l18][Vin18]
states that the number of quadratic residues (as well as the number of non-
residues) modulo p in the interval I = {β, β + 1, . . . , β + H − 1} of length H
is H/2 + O(p1/2 log p). . This result can be restated as follows: the number of
a ∈ I such that the polynomial t2 − a is reducible (or irreducible) modulo p is
H/2 + O(p1/2 log p). Vinogradov extended his result to higher power residues
[Vin27], he has shown that the number of a ∈ I such that the polynomial tk− a
has a root modulo p is H/(p − 1, k) + O(p1/2 log p). Our aim is to generalize
these results to specializations of any polynomial in n variables over any finite
field.
Shparlinski [Shp89][Shp92] has studied the following related problem: for
n ≥ 2 consider the set of polynomials
S = {f = tn + a1t
n−1 + . . .+ an : ai ∈ Ii},
Ii = {βi, . . . , βi +Hi − 1}, βi ∈ Fp, Hi ≤ p
and let d1, . . . , dr be natural numbers with
∑
di = n. We say that a squarefree
polynomial f ∈ Fp[t], deg f = n has factorization type (d1, . . . , dn) if one can
write f =
∏r
i=1 Pi with Pi ∈ Fp[t] irreducible with degPi = di (in particular f
1
is irreducible iff it has factorization type (n)). Denote by D(d1, . . . , dr) the set
of monic squarefree f ∈ Fp[t] with factorization type (d1, . . . , dr). Shparlinski
[Shp92, Theorem 3] has shown that in the limit p → ∞ the number of f ∈ S
with factorization type (d1, . . . , dr) is
|S ∩D(d1, . . . , dr)| = γ(d1, . . . , dr)
n∏
i=1
Hi +On
(
pn−1 logn p
)
, (1)
where γ(d1, . . . , dr) is the probability that a random permutation in Sn has cycle
structure (d1, . . . , dr) and the notation On means that the implicit constant may
depend on n. In [Shp11] he obtained a similar result for the set of trinomials
with coefficients lying in a rectangle
S = {f = tn+a1t+a2 : a1 ∈ I1, a2 ∈ I2}, Ii = {βi, βi+Hi−1}, βi ∈ Fp, Hi ≤ p.
He has shown that for any fixed ǫ > 0 if H1, H2 ≥ p
1/4+ǫ and H1H2 ≥ p
1+ǫ the
number of f ∈ S with factorization type (d1, . . . , dr) is asymptotically
|S ∩D(d1, . . . , dr)| ∼ γ(d1, . . . , dr)H1H2. (2)
Our main results will imply as special cases weaker versions of the above results
with an error term of On
(
pn−1/2 logn p
)
in (1) and the condition H1H2 ≥ p
3/2+ǫ
for (2). While we obtain weaker results in these special cases, our results apply to
polynomials of a far more general shape. Some further interesting applications to
the distribution of irreducible polynomials will be described in the next section.
We now describe the general problem we want to consider, which generalizes
all the problems discussed above. With p still denoting a prime let q = pk
be a power of p and Fq the field with q elements. Let F (t, A1, . . . , An) ∈
Fq[t, A1, . . . , An] be a squarefree polynomial without irreducible factors lying in
Fq[t
p, A1, . . . , An]. These two conditions are equivalent to the single condition
DisctF 6= 0 (DisctF denotes the discriminant of F viewed as a polynomial
in the variable t. This discriminant is a polynomial in A1, . . . , An). Denote
d = degt F . We fix the total degree degF and consider the limit q → ∞.
We consider specializations F (t, a1, . . . , an) ∈ Fq[t] with ai ∈ Fq. To simplify
notation we denote
A = (A1, . . . , An), a = (a1, . . . , an).
The condition DisctF 6= 0 insures that all but On,degF (q
n−1) of these specializa-
tions are squarefree of degree d (the notation On,degF means that the implicit
constant depends only on n, degF ) and we may consider the prime factorization
F (t, a) =
∏d
i=1 Pi(t) with degPi = di. For such an a denote by C(F (t, a)) the
conjugacy class in Sd of permutations with cycle structure (d1, . . . , dr). We call
it the factorization class of F (t, a).
It is known that for any fixed conjugacy class C of Sd the probability that
C(F (t, a)) = C as a ranges over Fnq is determined by the Galois group G of
the polynomial F (t,A) over the field Fq(A) together with its standard action
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on the roots, up to an error term of On,degF (q
−1/2). More precisely if Fqν
is the algebraic closure of Fq in the splitting field of F (t,A) over Fq(A) and
π : G→ Gal (Fqν/Fq) is the restriction map, then for any Sd-conjugacy class C
we have
∣∣{a ∈ Fnq |C(F (t, a)) = C}∣∣ = ν
∣∣C ∩ π−1(Frq)∣∣
|G|
qn
(
1 +On,degF
(
q−1/2
))
,
where Frq denotes the q-Frobenius automorphism of Fqν (see Corollary 3.4 be-
low). This follows from an explicit Chebotarev density theorem for varieties
over finite fields, see [Ent18, Theorem 3] or [ABSR15, Theorem A.4].
For many interesting examples of polynomials F (t,A) this Galois group has
been computed. See [Ent18] for a fairly general result of this type and further
references to the literature and [BBSF18],[Kar16] for further examples.
Now suppose that we take a subset S ⊂ Fnq and only allow specializations
a ∈ S. We are going to show that if S is sufficiently large and regular in a sense
we define shortly the distribution of C(F (t, a)) remains the same up to a small
error term as q →∞ and n, degF are fixed, more precisely we would have
|{a ∈ S|C(F (t, a)) = C}| =
=
ν
∣∣C ∩ π−1 (Frq)∣∣
|G|
|S|
(
1 +On,degF
(
q−1/2 · irreg(S)
))
,
where irreg(S) is a measure of the size and irregularity of S that we define next.
Let f : Fnq → C (C denotes the field of complex numbers) be a function.
We define its Fourier transform by
f̂(b) =
1
qn
∑
a∈Fnq
f(a)e−2πi
tr
Fq/Fp
(a·b)
p (3)
(for a = (a1, . . . , an),b = (b1, . . . , bn) we denote a · b = a1b1 + . . .+ anbn). For
a subset S ⊂ Fnq we define its irregularity to be
irreg(S) =
qn
|S|
∑
b∈Fnq
∣∣∣1̂S(b)∣∣∣ , (4)
where 1S denotes the indicator function of S. For example if q = p is a prime
and S = I1 × . . .× In where Ii ⊂ Fp are intervals or arithmetic progressions of
length Hi then
irreg(S) ≤
(9p log p)n∏n
i=1Hi
(5)
(see Appendix). Our main result is the following
Theorem 1. Let S ⊂ Fnq be a subset, F (t,A) ∈ Fq[t,A] a squarefree polynomial
without irreducible factors in Fq[t
p,A] (equivalently DisctF 6= 0) and degt F =
d. Assume that p > d. Let G ⊂ Sd be its Galois group over Fq(A) with the
3
standard permutation action on the roots, Fqν the algebraic closure of Fq in
its splitting field and π : G → Gal (Fqν/Fq) the restriction map. Let C be a
conjugacy class of Sd. Then
|{a ∈ S|C(F (t, a)) = C}| =
=
ν
∣∣C ∩ π−1 (Frq)∣∣
|G|
|S|
(
1 +On,degF
(
q−1/2 · irreg(S)
))
,
the implicit constant only depending on n, degF .
Corollary 1.1. In the setting of Theorem 1 assume that q = p is a prime,
n, d, ǫ > 0 are fixed and S = I1× . . .× In is a product of intervals or arithmetic
progressions of size |Ii| = Hi with
∏n
i=1Hi ≥ p
n−1/2+ǫ. Then as p → ∞
the classes C(F (t, a)), a ∈ S become equidistributed with respect to the measure
assigning to each conjugacy class C of Sd the size of C ∩ π
−1 (Frq).
Proof. Follows from Theorem 1 and (5).
Remark 1. The case n = 1, d = 2 and F (t, A) = t2 −A in the above corol-
lary is the result of Polya and Vinogradov on the equidistribution of quadratic
residues and nonresidues in intervals of length p1/2+ǫ. Indeed C(F (t, a)) is the
identity class iff a is a nonzero quadratic residue and the class of 2-cycles iff
a is a nonresidue. For this special case the result was extended to intervals
of length p1/4+ǫ by Burgess [Bur57], and this result remains the state of the
art. Conjecturally it is still true for intervals of length pǫ and we conjecture
that Corollary 1.1 also holds whenever Hi ≥ p
ǫ, but this remains out of reach
even for the case F (t, A) = x2 − A. The result of Vinogradov on the distri-
bution of k-power residues corresponds to the case F (t, A) = xk − A (a is a
k-power residue iff xk − a). The results of Shparlinski cited above correspond
to F (t,A) = tn+A1t
n−1 + . . .+An and F (t, A1, A2) = t
n +A1t+A2, however
Theorem 1 implies (1) with the weaker error term On
(
pn−1/2 logn p
)
and (2)
only under the stronger assumption H1H2 > p
3/2+ǫ. The stronger error terms
in (1) and (2) were obtained using Burgess’s estimates of character sums in short
intervals and Deligne’s estimates of the number of points on surfaces, however
the special shape of the considered polynomials was exploited in the application
of these methods and it is not clear how to obtain such an improvement in the
general case.
Remark 2. The condition p > d in Theorem 1 generally cannot be dropped.
For example if we fix p and take F (t, A) = tp− t−A then we have G ∼= Z/p (by
Artin-Schreier theory) and ν = 1, so Theorem 1 would predict that the number
of a ∈ S ⊂ Fq with C(F (t, a)) = {1} is |S|/p+ Op(q
−1/2irreg(S)). However if
we take S = {a ∈ Fq|trFq/Fp(a) = 0} it turns out that F (t, a) splits completely
(i.e. C(F (t, a)) = {1}) for all a ∈ S, while irreg(S) = p remains bounded, so
the conclusion of Theorem 1 does not hold in this case.
Acknowledgment. The author would like to thank Zee´v Rudnick for a
discussion which lead the author to the present work. The author would also
like to thank Zee´v Rudnick and Igor Shparlinski for many valuable comments
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2 Applications
Before proving our main result we will present a couple of interesting conse-
quences. The first one concerns the distribution of irreducible polynomials in
short intervals in Fp[t] of the form {f + a|a ∈ Fp}. Kurlberg and Rosenzweig
[KR18] have shown that if f ∈ Fp[t] is a Morse polynomial of degree d (i.e. f
takes d − 1 distinct values at the zeros of its derivative) and h1, . . . , hm ∈ Fp
are distinct then
|{a ∈ Fp|f + a+ h1, . . . , f + a+ hm are irreducible}| =
=
p
dm
(
1 + Od,m
(
p−1/2)
))
.
We extend this result to even shorter intervals. We mention that the following
corollary was recently obtained independently by Kurlberg and Rosenzweig.
Corollary 2.1. Let f ∈ Fp[t], deg f = d be a Morse polynomials and h1, . . . , hm
distinct elements. Let I = {β, . . . , β +H − 1} ⊂ Fp be an interval of length H.
Then
|{a ∈ I|f + a+ h1, . . . , f + a+ hk are irreducible}| =
=
H
dm
(
1 +Od,m
(
p1/2 log p
H
))
.
Proof. Consider F (t, A) =
∏m
i=1(f(t)+hi+A). For a ∈ Fp such that (Disct(F ))(a) 6=
0 the polynomials f + a + hi are irreducible iff C(F (t, a)) has cycle structure
(d, d, . . . , d). It is shown in [GK08, Proposition 18] that for d,m fixed and p
large enough the Galois group of F (t, A) over Fp(A) is G ∼= S
m
d . If C is the
class of products of d-cycles in G then |C| = 1dm |G| and now the corollary follows
from Theorem 1 applied to F (t, A) and the set S = I and (5).
Our next application is to the distribution of irreducible values of a bivariate
polynomial F (t, x) ∈ Fq[t][x] (q is a power of a prime p) when we substitute
for x a polynomial f = a0 + . . .+ ant
n with coefficients (a0, . . . , an) taken in a
subset S ⊂ Fn+1q . The case S = F
n+1
q was treated in [Ent18, Corollary 1.1], it
is the function field analogue of the classical Bateman-Horn conjecture in the
q →∞ limit.
Corollary 2.2. Let F1, . . . , Fm ∈ Fq[t, x] \ Fq[t, x
p] be absolutely irreducible
polynomials and denote di = degt Fi (t, A0 +A1t+ . . .+Ant
n) (A0, . . . , An are
free variables). Let n be a natural number such that one of the following holds:
1. n ≥ 3.
2. n ≥ 2 and p > 2.
3. n ≥ 1 and p > max di.
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Let S ⊂ {f ∈ Fq[t]| deg f ≤ n} be a subset. Then
|{f ∈ S|Fi(t, f) are irreducible for 1 ≤ i ≤ m}| =
=
|S|∏m
i=1 di
(
1 +Om,n,di
(
q−1/2 · irreg(S)
))
(we define irreg(S) be viewing S as a subset of Fn+1q ).
Proof. Consider the polynomial
F (t,A) =
m∏
i=1
Fi (t, A0 +A1t+ . . .+Ant
n) .
We have d = degt F =
∑m
i=1 di. It was shown in [Ent18] that under the con-
ditions of the corollary the Galois group of F is G =
∏m
i=1 Sdi ⊂ Sd. For
f =
∑n
i=0 ait
i we have that Fi(t, f) are all irreducible iff F (t, a0, . . . , an) fac-
tors into m irreducible polynomials of degrees d1, . . . , dm. Now the corollary
follows from Theorem 1 and the fact that the number of elements in G with
cycle structure (d1, . . . , dm) is |G|/
∏m
i=1 di.
3 Preliminaries
Throughout this section p is a prime, q = pk is a power of p and Fq is the field
with q elements. We will denote by
ψ(u) = e2πi
tr
Fq/Fp
(u)
p (6)
the standard additive character on Fq.
3.1 Additive character sums on curves
Let W/Fq an absolutely irreducible projective algebraic curve. Let f ∈ Fq(W )
be a rational function on W defined over Fq.
Proposition 3.1. Assume that (deg f, p) = 1 and let 0 6= b ∈ Fq be a nonzero
element. Consider the additive character sum
S(f ; b) =
∑
x∈W (Fq)\{poles of f}
ψ(bf(x)).
Then we have the estimate
|S(f ; b)| ≤ (2g(W )− 2 + 2 deg f) q1/2,
where g(W ) is the genus of W .
Proof. The proposition follows from [Mor91, Theorem 4.47(iii)]. The condition
(deg f, p) = 1 ensures that the extension of Fq(W ) defined by the equation
yp− y = f is a proper Artin-Schreier extension of degree p, so the conditions of
[Mor91, Theorem 4.47(iii)] are satisfied.
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3.2 Curve parametrizing specializations of a bivariate poly-
nomial with prescribed factorization type
Let F (t, A) ∈ Fq[t, A] be a squarefree polynomial in two variables without any
irreducible factors lying in Fq[A, t
p] (equivalently DisctF 6= 0) and let d1, . . . , dr
be natural numbers with
∑
di = d = degt F (t, A). We would like to determine
for which a ∈ Fq the univariate polynomial F (t, a) ∈ Fq[t] decomposes into
distinct irreducible polynomials of degrees d1, . . . , dr. It turns out that these
are parametrized by a (possibly reducible) affine algebraic curve defined over
Fq. The parametrization will not be one-to-one but with a fixed number of
points on the curve corresponding to each a as above.
First we briefly recall the notion and basic properties of Frobenius classes
in Galois extensions of function fields, referring the reader to [FJ08, §6] or
[Ros02, §9] for a detailed exposition. Consider the extension field L obtained
by adjoining to Fq(A) the roots of F (t, A) ∈ Fq(A)[t]. By our assumptions this
extension is separable and therefore Galois. If Fqν is the algebraic closure of
Fq in L then L is the function field of a curve W defined over Fqν . There is a
surjective restriction map
G := Gal(L/Fq(A))։ Gal(Fqν/Fq) ∼= Z/ν. (7)
Consider the open subset V ⊂ A1 defined by
V = {a ∈ Fq| (DisctF ) (a) 6= 0}.
A specialization F (t, a) with a ∈ Fq is squarefree iff a ∈ V (Fq). With each
a ∈ V (Fq) one can associate a conjugacy class in G called the Frobenius class
(also known as the Artin symbol) of a in the extension L/Fq(A). We denote
this class by Fr(a;L/Fq(A)). Any σ ∈ Fr(a;L/Fq(A)) is mapped to the q-
Frobenius Frq by the map in (7). If we view G as a subgroup of Sd via its action
on the roots of F (t, A) ∈ Fq(A)[t] then the cycle structure of Fr(a;L/Fq(A))
corresponds to the cycle structure of Frq acting on the roots of F (t, a) in Fq.
Consequently F (t, a) decomposes into distinct irreducible polynomials of degree
d1, . . . , dr iff the cycle structure of Fr(a;L/Fq(A)) is (d1, . . . , dr).
Proposition 3.2. Let C be a conjugacy class of G that is mapped to Frq ∈
Gal(Fqν/Fq) under the map in (7). there exists an affine irreducible curve WC
defined over Fq with a finite e´tale covering WC → V defined over Fq such that
for any point a ∈ V (Fq) the following are equivalent:
(i) Fr(a;L/Fq(A)) = C.
(ii) There exists a point z ∈WC(Fq) lying over a.
(iii) There exist exactly |G|/ν|C| points in WC(Fq) lying over a.
Furthermore over Fqν the curve WC becomes isomorphic to an open subset of
the curve W/Fqν with the function field Fqν (W ) = L defined above.
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Proof. This is a fairly standard construction used most notably in one of the
proofs of the function field version of the Chebotarev density theorem. A more
general version of this construction applicable to any finite e´tale map of smooth
varieties over Fq appears in the proof of [Ent18, Theorem 3].
Proposition 3.3. In the above setting assume additionally that p > d (recall
that d =
∑
di = degt F ) and denote by D(d1, . . . , dr) the set of polynomials
in Fq[t] that factor into distinct irreducible factors of degree d1, . . . , dr. Let
0 6= b ∈ Fq be a nonzero element. Then∑
a∈Fq
F (t,a)∈D(d1 ,...,dr)
ψ(ba) = OdegF
(
q1/2
)
,
here the implicit constant depends only on degF , the total degree of F (t, A) in
both variables and ψ is the standard additive character defined in (6).
Proof. Let C1, . . . , Cm be the conjugacy classes in G = Gal(L/Fq(A)) which
when viewed as classes of permutations of the roots of F (t, A) ∈ Fq(A)[t] have
cycle structure (d1, . . . , dr). Then D(d1, . . . , dr) is the disjoint union of the sets
{a ∈ V (Fq)|Fr(a;L/Fq(A)) = Ci}.
For each Ci consider the curve WCi defined in Proposition 3.2 and denote by
fi :WCi → V the associated e´tale cover. Using Proposition 3.2 and Proposition
3.1 we obtain
∑
a∈Fq
F (a,t)∈D(d1 ,...,dr)
ψ(ba) =
m∑
i=1
∑
a∈V (Fq)
Fr(a;L/Fq(A))=Ci
ψ(ba) =
=
m∑
i=1
ν|Ci|
|G|
∑
z∈WCi
fi(z)∈V
ψ(bfi(z)) = O(mS(fi; b)) =
= O(m(2g(WCi)− 2 + 2maxdeg fi)q
1/2) = OdegF (q
1/2).
Here we used the fact that p > d, so (d!, p) = 1 and therefore ([L : Fq(A)], p) = 1,
so (deg fi, p) = 1 for all i since deg fi|[L : Fq(t)]. We also used the estimates
g(WCi) = OdegF (1) (follows from the Riemann-Hurwitz formula) and
|Fq \ V (Fq)| ≤ degADisctF = OdegF (1).
3.3 Complexity of quasiprojective varieties and an explicit
Chebotarev density theorem for varieties over a finite
field
Let X be a quasiprojective variety defined over an algebraically closed field. We
define the complexity of X to be the minimal natural number c such that X is
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isomorphic to the locally closed subset of Pn defined by
F1(X) = . . . = Fk(X) = 0, G1(X) · · ·Gm(X) 6= 0,
where Fi, Gj are homogeneous polynomials in the variables X = (x0, . . . , xn)
and n, degFi, degGj < c. We denote the complexity of X by comp(X). If
φ : X → Y is a morphism of quasiprojective varieties we define the complexity
of φ to be the minimal natural number c such that the graph of φ embedded in
projective space via a Segre embedding of X × Y can be defined by equations
and inequalities of degree at most c in at most c variables. See [Ent18, §4] and
[BGT11, Appendix A] for the basic properties of this notion of complexity.
Now let φ : X → Y be a finite e´tale morphism of varieties defined over a
finite field Fq with Y normal and irreducible. Denote K = Fq(Y ) (the field of
rational functions on Y defined over Fq) and let L be the Galois closure of the
compositum of Fq(Xi) over K, where Xi are the Fq-irreducible components of
X . The group G = Gal(L/K) is isomorphic to the e´tale monodromy group of
the map φ. With each y ∈ Y (Fq) one can associate a unique conjugacy class
Fr(y;φ) ⊂ G called the Frobenius class of y with respect to the map φ. This
generalizes the notion of Frobenius class for a covering map of curves mentioned
above and it is defined using the functoriality of the e´tale fundamental group.
See [Ent18, §4] for its precise definition and basic properties.
There is an exact sequence
1→ Gal(LFq/KFq)→ G
π
−→ Gal(Fqν/Fq)→ 1, (8)
where Fqν is the algebraic closure of Fq in L and for every y ∈ Y (Fq) we have
π(Fr(y;φ)) = Frq.
Now we state the explicit Chebotarev density theorem for varieties over a
finite field. There are several versions of this theorem and we cite the one
appearing in [Ent18]. A very similar version appears in [ABSR15, Theorem
A.4] (stated in the language of rings instead of varieties) and another slightly
weaker version can be found in [Cha97, Theorem 4.1].
Theorem 2 ([Ent18, Theorem 3]). Let φ : X → Y and G be as above and let
C be a conjugacy class of G such that π(C) = {Frq}. Then
|{y ∈ Y (Fq)|Fr(y;φ) = C}| = ν
|C|
|G|
qn
(
1 +Ocomp(φ)(q
−1/2)
)
.
Corollary 3.4. With notation as in the introduction let F ∈ Fq[t,A] be a
squarefree polynomial without irreducible factors in Fq(t
p, A) and let G be the
Galois group of F over Fq(A), which we view as a subgroup of Sd. Let d1, . . . , dr
be natural numbers with
∑
di = d and C ⊂ Sd the conjugacy class of permuta-
tions with cycle structure (d1, . . . , dr). Denote by D(d1, . . . , dr) the set of a ∈ F
n
q
such that F (t, a) ∈ Fq[t] decomposes into distinct irreducible factors of degree
d1, . . . , dr. Then
|D(d1, . . . , dr)| = ν
|C ∩ π−1(Frq)|
|G|
qn
(
1 +On,degF (q
−1/2)
)
,
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where Fqν is the algebraic closure of Fq in the extension of Fq(A) obtained
by adjoining the roots of F (t,A) ∈ Fq(A)[t] and π : G → Gal(Fqν/Fq) is the
restriction map.
Proof. Let Y be the open subset in the affine n-space defined by (DisctF )(A) 6=
0 (by our assumption on F we have DisctF 6= 0, so this open set is nonempty).
Consider the variety X = {(a, τ) ⊂ Y ×A1 : F (τ, a) = 0} and the projection
map φ(a, τ) = a. The variety Y is smooth and irreducible and φ : X → Y is
finite e´tale of degree d (since (DisctF )(a) 6= 0 for all a ∈ Y ). Therefore the
conditions of Theorem 2 hold with G and ν as in the statement of the corollary.
Recalling that C ⊂ Sd is the conjugacy class of permutations with cycle
structure d1, . . . , dr we have a ∈ D(d1, . . . , dr) iff Fr(a;φ) ⊂ C. Now writing C∩
π−1(Frq) as the disjoint union of G-conjugacy classes C1, . . . , Cm and applying
Theorem 2 we obtain
|D(d1, . . . , dr)| = ν
|C ∩ π−1(Frq)|
|G|
qn
(
1 +Ocomp(φ)(q
−1/2)
)
.
It remains to note that comp(φ) = On,degF (1), since the affine part of the graph
of φ is
{(a, τ, a) : F (τ, a) = 0, (DisctF )(a) 6= 0}.
4 Proof of Theorem 1
Let F ∈ Fq[t,A] be a squarefree polynomial without irreducible factors lying in
Fq[t
p,A], or equivalently DisctF 6= 0. We will denote ∆(A) = DisctF . Denote
d = degt F and let d1, . . . , dr be natural numbers with
∑
di = d. We denote
by D(d1, . . . , dr) the set of a ∈ F
n
q such that F (t, a) factors into r distinct
irreducible factors of degree d1, . . . , dr. Let S ⊂ F
n
q be a subset. Note that⋃
d1,...,dr∑
di=d
D(d1, . . . , dr) = {a ∈ F
n
q |∆(a) 6= 0}
(F (t, a) is squarefree iff ∆(a) 6= 0). We would like to estimate the size of
S ∩D(d1, . . . , dr).
Lemma 4.1.
|S ∩D(d1, . . . , dr)| =
|S| · |D(d1, . . . , dr)|
qn
+qn
∑
06=b∈Fnq
1̂S(b)
∑
a∈D(d1,...,dr)
ψ(−a·b).
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Proof. By Plancherel’s identity and (3) we have
|S ∩D(d1, . . . , dr)| =
∑
a∈Fnq
1S(a)1D(d1,...,dr)(a) =
= qn
∑
b∈Fnq
1̂S(b) ̂1D(d1,...,dr)(b) =
=
|S| · |D(d1, . . . , dr)|
qn
+
∑
06=b∈Fnq
1̂S(b)
∑
a∈D(d1,...,dr)
ψ(−a · b),
here we also used the fact that
1̂S(0) = q
−n|S|, ̂1D(d1,...,dr)(0) = q
−n|D(d1, . . . , dr)|.
Proposition 4.2. For 0 6= b ∈ Fnq we have∑
a∈D(d1,...,dr)
ψ(−a · b) = OdegF
(
qn−1/2
)
.
Proof. Write b = (b1, . . . , bn). Assume without loss of generality that b1 6= 0.
Let a2, . . . , an ∈ Fq be any elements. If ∆(A, a2, . . . , an) = 0 (A is a variable)
or
degt F (t, A, a2, . . . , an) < d then for any a1 ∈ Fq we have (a1, a2, . . . , an) 6∈
D(d1, . . . , dr). If ∆(A, a2, . . . , an) 6= 0 and degt F (t, A, a2, . . . , an) = d then we
may apply Proposition 3.3 to the polynomial F (t, A, a2, . . . , an) ∈ Fq(t, A) and
obtain ∑
a1∈Fq
(a1,a2,...,an)∈D(d1 ,...,dr)
ψ(−a1b1) = OdegF
(
q1/2
)
.
Therefore∑
a∈D(d1,...,dr)
ψ(−a · b) =
=
∑
(a2,...,an)∈F
n−1
q
ψ(−a2b2 − . . .− anbn)
∑
a1∈Fq
(a1,...,an)∈D(d1 ,...,dr)
ψ(−a1b1) =
= OdegF
(
qn−1/2
)
.
Now we can complete the proof of Theorem 1. By the definition of irreg(S)
we have ∑
b∈Fnq
∣∣∣1̂S(b)∣∣∣ = |S|
qn
irreg(S)
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and so by Proposition 4.2 we have
∣∣∣∣∣∣
∑
06=b∈Fnq
1̂S(b)
∑
a∈D(d1,...,dr)
ψ(−a · b)
∣∣∣∣∣∣ ≤
∑
06=b∈Fnq
∣∣∣1̂S(b)∣∣∣ · OdegF (qn−1/2) =
= OdegF
(
q−1/2|S| · irreg(S)
)
and now Theorem 1 immediately follows from Lemma 4.1 and Corollary 3.4.
5 Appendix: the irregularity of a product of in-
tervals
In this appendix we derive the bound (5) for the irregularity of a product S =
I1 × . . . × In ⊂ F
n
p (p is a prime) where I1, . . . , In ⊂ Fp are intervals or more
generally arithmetic progressions, i.e.
Ii = {αik + βi : k = 0, 1, . . . , Hi − 1}
with αi, βi ∈ Fp, αi 6= 0 and 1 ≤ Hi ≤ p.
Lemma 5.1. For any subsets Si ⊂ Fp and S = S1 × . . .× Sn ⊂ F
n
p we have
irreg(S1 × . . .× Sn) =
n∏
i=1
irreg(Si).
Proof. This follows from (4) and the fact that 1̂S(b1, . . . , bn) =
∏n
i=1 1̂Si(bi).
Lemma 5.2. For any subset T ⊂ Fp and α, β ∈ Fp, α 6= 0 if we denote
T ′ = {αa+ β|a ∈ T } then irreg(T ′) = irreg(T ).
Proof. We have
1̂T ′(b) =
∑
a∈T ′
e−2πiab/p =
∑
a∈T
e−2πi(αa+β)b/p =
= e−2πiβb/p
∑
a∈T
e−2πia(αb)/p = e−2πiβb/p · 1̂T (αb)
and therefore
∣∣∣1̂T ′(b)∣∣∣ = ∣∣∣1̂T (αb)∣∣∣. Since α 6= 0 we have
irreg(T ′) =
p
|T ′|
∑
b∈Fp
∣∣∣1̂T ′(b)∣∣∣ = p
|T |
∑
b∈Fp
∣∣∣1̂T (αb)∣∣∣ = irreg(T ).
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Consequently it is enough to estimate irreg(I) for an interval of the form
I = {0, 1, . . . , H − 1} ⊂ Fp. We have 1̂I(0) = H/p and for b 6= 0
∣∣∣1̂I(b)∣∣∣ = 1
p
∣∣∣∣∣
H−1∑
k=0
e−2πib
∣∣∣∣∣ = 1p
∣∣∣∣e−2πibH − 1e−2πib − 1
∣∣∣∣ ≤ 2p |sinπb/p| . (9)
We can identify b with a nonzero integer in the interval [−(p− 1)/2, (p− 1)/2]
(we may assume that p > 2). Then by (9) and the inequality | sinπt| ≥ 2t valid
for 0 < |t| < 1/2 we have
∑
06=b∈Fp
∣∣∣1̂I(b)∣∣∣ ≤ 8 (p−1)/2∑
b=1
1
b
≤ 8 log p
and so
irreg(I) ≤ 1 +
p
H
· 8 log p ≤
9p log p
H
.
Now by Lemma 5.1 and Lemma 5.2 for S = I1 × . . .× In we have
irreg(S) ≤
n∏
i=1
9p log p
Hi
,
which is precisely (5).
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