Evaluation is a fundamental part of Information Retrieval, and in the conventional Cranfield evaluation paradigm, sets of relevance assessments are a fundamental part of test collections. This workshop revisits how relevance assessments can be efficiently created, seeking to provide a forum for discussion and exploration of the topic.
OVERVIEW
Evaluation has always played a vital part in Information Retrieval, exemplified by the importance of TREC and other similar efforts, such as CLEF and NTCIR. The problems and issues surrounding the building of test collections have been studied in detail by many researchers, and in particular, the problem of creating relevance assessments.
A wide variety of methods have been proposed for creating relevance assessments, including the sampling of documents from judgment pools, the use of interactive search and judge (ISJ), the simulation of queries and relevance judgments based on search logs, and crowdsourcing. Relevance, has, of course, been extensively studied from a wide variety of perspectives. The dynamic human judgment process during searching has also been studied in great detail, as part of the overall information seeking process. The focus has often been on the criteria by which users (rather than assessors) judge the relevance of a document to a task, but much of this work has also investigated how a user's conception of relevance changes over time, as the search process develops. Less work in Information Retrieval, however, has focused in detail on individual assessor behavior, with a notable exception of [1] , while [2] investigated the effort required by assessors to judge the relevance of different types of document.
Given the importance of relevance assessments to IR, and the rise of new methods of gathering relevance assessments, there is need to revisit and discuss some of the foundational IR work on relevance in light of recent research. Some questions to be addressed include: What techniques or mix of techniques can be used to most efficiently create relevance judgments? For modern IR, should binary relevance judgment be used, or graded? How difficult is judging relevance for different types of individual, different types of content, and different types of topic? And finally, can we learn more about how assessors go about the relevance judging process, and apply this knowledge to more efficiently create sets of relevance judgments?
SCOPE OF WORKSHOP
The workshop focuses on how relevance assessments can be efficiently created, including: how the method of generating assessments, via conventional means or crowdsourcing, affects the judgments gathered, such as issues of assessor expertise and payment; the process by which individuals, or groups of individuals, assess documents; issues relating to the effort required to generate relevance assessments for different types of topic, and different types of material (text, web, image, video, etc. and multiple languages); and to revisit the concept of "relevance", from a practical, operational standpoint, for the purposes of IR evaluation.
The aim of the workshop will be to provide a forum where short research papers can be presented, reporting work which may not conventionally be published in papers at formal venues, including "practice and experience" papers concerning relevance assessment gathering, and position papers concerning the concepts and issues.
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