Based on a model Hamiltonian appropriate for the description of fermionic systems such as semiconductor lasers, we describe a natural asymptotic closure of the BBGKY hierarchy in complete analogy with that derived for classical weak turbulence. The main features of the interaction Hamiltonian are the inclusion of full Fermi statistics containing Pauli blocking and a simple, phenomenological, uniformly weak two-particle interaction potential equivalent to the static screening approximation. We find a new class of solutions to the quantum kinetic equation which are analogous to the Kolmogorov spectra of hydrodynamics and classical weak turbulence. They involve finite fluxes of particles and energy in momentum space and are particularly relevant for describing the behavior of systems containing sources and sinks. We make a prima facie case that these finite flux solutions can be important in the context of semiconductor lasers and show how they might be used to enhance laser performance.
Introduction and general discussion

Background
Gaining a good understanding of the relaxation processes of many particle (or many wave) systems is a difficult task. A successful approach requires many ingredients. First, one must make approximations concerning the relative strength and uniformity (in momentum space) of the nonlinear coupling. Second, one needs to understand how the infinite hierarchy of moment equations can effectively decouple and give rise to a closed kinetic Boltzmann equation for the redistribution of particles (waves) and energy in momentum space. One of the goals of this paper is to show that one can indeed, as one can do for classical systems, derive the quantum kinetic Boltzmann equation in a self-consistent manner without resorting to a priori statistical hypotheses or cumulant discard assumptions. Third, systems are rarely in isolation and frequently involve sources (some instability or forcing that injects particles and energy, often at specific locations in momentum space) and sinks (regions of absorption of particles and energy). Moreover, and in analogy with hydrodynamic turbulence and classical wave systems, the presence of sources and sinks dramatically changes the nature of the equilibria reached by the quantum kinetic equation. A second and major goal of this paper is to describe these equilibria and show how they can affect the output of semiconductor lasers.
Fermionic quantum systems have been studied intensively for more than five decades. Many theoretical approaches (see, e.g., [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] ) have been developed but the common feature of all is the derivation of the quantum mechanical Boltzmann kinetic equation (henceforth referred to as the quantum kinetic equation or QKE) which describes the evolution and relaxation of the particle number, <a~ak), due to collisions. It is the analog of the classical kinetic equation (KE) of wave turbulence (see, e.g., [15] ) and its natural quantum extension to boson gases. The QKE accounts for phase space blocking effects (Pauli exclusion principle) and is equivalent to what one would obtain by treating the scattering cross-section using the second Born approximation. Examples of variations of this equation and its derivation include the Lenard-Balescu equation which accounts for dynamical screening effects (see, e.g., [7, 8] ). Other extensions include generalized scattering cross sections, such as the exchange effects (crossed diagrams), as well as T-matrix effects (see, e.g., [2, 9] ). T-matrix approaches are especially important in systems that allow for bound states. Further generalizations of the quantum Boltzmann equation are the various forms of the Kadanoff-Baym equations. The most general Kadanoff-Baym equations are two-time equations which describe charge-carrier correlations consistently with relaxation dynamics. The Markov approximation, which is the lowest-order gradient expansion with respect to macroscopic times, yields the familiar form of the Lenard-Balescu equation, and the additional static screening and small momentum transfer approximation yields the Landau kinetic equation. In contrast to the slow relaxation dynamics for which the Kadanoff-Baym gradient expansion is applicable, recent investigations have addressed the issue of ultrafast relaxation and the related problems of memory effects as contained in the Kadanoff-Baym equations (see, e.g., [11] and all references therein) and in the generalized Kadanoff-Baym equations of Lipavski, Spicka, and Velicky (see, e.g., [12] [13] [14] ).
In all the derivations, the principal obstacle to be overcome is the closure problem. Due to the nonlinear character of the quantum mechanical Coulomb interaction Hamiltonian, the time evolution of the expectation values of two t t operator products such as (a~ak) is determined by four operator expectation values (ak~ akzak3ak4 ). The problem compounds. The time evolution of the N operator product expectation value is determined by (N + 2) operator expectation values and one is left with an infinite set of moment operator equations known as the BBGKY hierarchy. The closure problem is to find a self-consistent approximation of this infinite hierarchy which reduces the infinite set of coupled equations to an infinite set of equations which are essentially decoupled. To do this, one needs to make approximations and these almost always involve the introduction of small parameters.
In what follows we introduce one such small parameter, the relative strength ~, 0 < E << 1, of the coupling coefficient Tkk~.kzk 3 in the system Hamiltonian (V - By relative, we mean the ratio of Tkkl ,k2k 3 to Wk. In other words, the linear response of the Hamiltonian is dominant over short times. This is not a trivial approximation because in order to develop a consistent asymptotic closure we need Tkk~ .kEk 3 to be small compared to wk uniformly in k. There are many important examples where this is not the case. For instance, for the classical nonlinear Schr6dinger system (see, e.g., [16] ), which describes the weak turbulence of optical waves of diffraction in a nonlinear medium, tok cx k 2 and Tkk~ ,k2k3 = a/(4yr2), where a is a positive (negative) constant for the focusing (defocusing) case and it is clear that the ratio of Tkk~,k2k3 to Wk increases dramatically as k --+ 0. This has real physical consequences. The asymptotic closure for the classical case, analogous to one we are about to derive for fermions, whose central feature is the classical kinetic equation describing resonant four-wave energy exchange, is only valid when the particles and energy are at finite k values. But the dynamics of the classical kinetic equation are such that most of the energy travels to a sink at large k and most of the particles and some energy travels to low k. Unless there is a strong damping near k = 0, the flow of particles and energy towards k = 0 will trigger collapsing filaments in the focusing case or build condensates in the defocusing case. In either case, unless there is strong damping near k ----0, the weak turbulence theory of four-wave interactions breaks down. Likewise in plasmas and highly excited semiconductors, while the frequency Ogk is ctk 2, the bare coupling coefficient Tkkl.k2k3 behaves as 1/k 2 reflecting Coulomb interactions. Again, even though the carriers may be initially excited at k values much greater than zero, the natural dynamics of either the classical or quantum kinetic equations will lead to particle deposit at small k. However, in both of these cases, there is another effect which modifies the Tkk~ .k2k3 and brings the theory closer to the nonlinear Schrrdinger case. The physical origin of this effect is screening and it is manifested as a weakened potential at long distances or small k values. The modification is a renormalization of the coupling coefficient Tkk~ .k2k 3 near k =-0 which effectively cancels the singularity, or equivalently replaces k -2 by (k 2 + x2) -1 , where x is the inverse screening length. This is the small k limit of the dynamically screened effective interaction in the Lenard-Balescu approach (see, e.g., [7] ). In this paper, we do not take issue I with the self-consistency of this approximation because we will be introducing a sink at small k values (greater than x) which remove the potential danger in the non-uniformity of the ratio of Tkk~ ,k2k3 to COk. This is not at all artificial. The sink is, in the semiconductor laser context, nothing other than the lasing output. In what follows, then, we assume that in the k regions of interest, the ratio of Tkk~ ,k2k3 to <Ok is uniformly small.
There are essentially two reasons for the successful closure of the hierarchy over long times (asymptotic closure). First, to leading order in e, the cumulants (the non-Gaussian part) corresponding to the expectation values of products of N operators (N > 2) play no role in the long time behavior of cumulants of order r < N. This is a consequence of phase mixing and due to the non-degenerate nature of the dispersion relation tOk = w (Ikl). In fact, we will find that these (zeroth order in ~) cumulants slowly decay. The net result is that the initial state (subject to certain smoothness conditions) plays no role in the long time dynamics. Second, and more important, the higher order (in E) contributions to these N-operator cumulants, which are generated directly by the nonlinearities in the system, are dominated by products of lower order cumulants. Some of these dominant terms are supported only on certain well-defined low-dimensional (resonant) manifolds in momentum space. These are responsible for the redistribution of particle number among the different momentum states and for the slow decay in time of the leading order approximation to the cumulants of order N > 2. The other dominant terms are non-local and lead to a nonlinear frequency renormalization of Wk.
As a result, we are led to a very simple and natural asymptotic closure of the BBGKY hierarchy.
Brief discussion of principal results
Here we list and briefly discuss the main results of this article. 1. We systematically derive evolution equations over long times 6 -2, of the order of the inverse square of the coupling strength, for the leading order approximations of all Nth order cumulants N _> 2. The first of these is the QKE, a closed equation for the particle number, and is consistent with what one obtains using the Hartree-Fock
1 The strong analogy with the nonlinear Schrrdinger equation would suggest that the question of the self-consistency of the quantum weak turbulence theory without small k damping might be revisited. approximation 2 when one takes proper account of the frequency renormalization to order E 2. The remaining equations for the leading order behavior of the higher order cumulants decouple and can be solved by a simple renormalization of the frequency which depends only on particle number density. The first correction is the well-known Hartree-Fock self energy correction whereas the second correction is new and moreover complex. The sign of the imaginary part of the latter is positive definite as the particle number approaches an equilibrium solution of the QKE. As a result, the leading order contribution to the cumulants of order N > 2 (which contain information on the initial state) slowly decays. Not so the higher order corrections. We obtain specific expressions for these and show that they contain terms with cumulants of higher order, products of cumulants of order N with products of particle number and products simply containing particle number alone. Only the latter two types of terms exert a long time influence and it is this fact that leads us to a natural asymptotic closure of the hierarchy. 2. The connections with classical systems and boson systems are discussed. By analogy with results obtained in the case of the classical kinetic equation, we introduce a new four-parameter family of steady (equilibrium) solutions for the QKE. The four parameters are temperature T, chemical potential/z, particle number flow rate Q and energy density flow rate P. When P = Q = 0, the equilibrium solution is the well-known Fermi-Dirac distribution. For either P or Q non-zero, the distributions are the analogs of the Kolmogorov distributions of classical wave turbulence, in which particles (energy) flow from sources at intermediate momentum scales to sinks at low (high) momentum values. These solutions have not been considered in the fermionic context before. It turns out in fact, in contrast to the pure Kolmogorov solutions (for which Q = 0, P > 0, or P = 0, Q > 0) that the relevant equilibrium solutions of the QKE which describe (a) the finite flux of particles and a little energy between intermediate momenta at which the system is pumped and a sink at low momenta and (b) the finite flux of energy and a few particles between the intermediate momenta and the energy dissipation sink at high momenta, involve special relations between Q and P. These solutions are also new for the cases of classical wave turbulence and boson systems. 3. Again by analogy with the classical case, we introduce a simple, local approximation to the collision integral in the QKE which gives excellent qualitative results. This is known as the differential approximation (see, e.g., [16] [17] [18] ) and is strictly valid only when the principal transfer of energy and particles is between close neighbors in momentum space. Its most important feature, however, is that it allows us to explore both analytically and numerically the behavior of the collision integral and thereby gain a clear qualitative picture about the nature of its steady (equilibrium) solutions. 4. We briefly examine the relevance of these results in the context of semiconductor lasers using a simplified model which assumes that any relaxation due to carrier-phonon interactions is negligible with respect to carrier-carrier interactions. We suggest that it may be advantageous to pump these lasers in a fairly narrow momentum window whose corresponding frequency is greater than the lasing frequency and allow the finite flux steady (equilibrium) solutions to carry particles and energy back to the lasing frequency via collision processes. Indeed we show that, at least for the model we use, this strategy is more efficient than pumping the system across a wide range of momenta as it is currently done. Indeed, in several numerical experiments, for equal amounts of energy pumping, we find that the laser turns on when the finite flux equilibrium is excited but fails to turn on under broad-band pumping. When the pumping is increased so that the laser turns on under the latter conditions, the output power is significantly smaller than that emitted when the finite flux solution is operative.
Systematic derivation of the kinetic equation and evolution equations for higher order cumulants
Basic definitions and evolution equation
We start from the Hamiltonian (1.1) of a spatially homogeneous system of particles with binary interactions. Here, ek = hwk is the energy level of momentum state k (e.g., in semiconductors, the parabolic band approximation is given by wk = otk 2) where k is a d-dimensional wave vector, and ak t, ak are fermionic creation/annihilation operators fulfilling the anticommutation relations,
We include the size of the system in the definition of the interaction matrix element T12,34. We introduce for convenience the short hand notation: kl -1, (V/(2rr) 't) dkl = dl, and ( (2zr) From the Heisenberg equations of motion, one can now derive the BBGKY hierarchy of equations for the normal ordered expectation values. The first three are: 
Here, the expectation value is taken with respect to an arbitrary initial state ~, i.e.,
N123456 :-(~la~a*2at3a4a5a6l~}, N12345678 = (~la~at2at3at4a5a6a7a8l~}. (2.9) In the definitions of these 2m (m = 1, 2 .... ) order expectation values, the first m indices correspond to creation operators and the last m indices correspond to annihilation operators. The number of creation and number of annihilation operators are equal to each other because the Hamiltonian (1.1) conserves number of particles. The fact that the right-hand sides of (2.9) are zero on kl + k2 -k3 -k4 = 0, kl + k2 q-k3 -k4 -k5 -k6 : 0, respectively, is a direct consequence of the spatial homogeneity of the system. This means that the Nth order moment of the spatially dependent field operators ~pt (xj), ~p (xj), the generalized Fourier transforms of the creation and annihilation operators at(kj), a(kj), depends only on the relative spacing; i.e., on the differences of the coordinates x j, j = 1 ..... N.
Cumulants and their evolution
Let us define the cumulant of the N product of spatially dependent field operators @ (x j), j = 1, 2 ..... N, to be the moment of order N from which the appropriate combinations of products of lower order moments are subtracted so that the resulting expression has the property that it decays to zero as the separations xj -xi become large. The Fourier transforms of these cumulants are therefore well-defined and these are the objects p(k), 79]91234 .... with which we deal. Moreover, if the statistics are exactly Gaussian (namely, Hartree-Fock like), then all cumulants of order N, N > 2, are zero. Because these weakly interacting fermionic systems relax to a near Gaussian state, the cumulants are the most convenient dependent variables.
For the two-and three-particle functions we define the fourth and sixth order cumulants 791234 
(2.11)
The expressions are analogs to what one would obtain in the classical case. There, the symbols a t and a are complex numbers (as opposed to operators in the quantum case) and one defines the cumulants by expanding the fourth order moments into all possible decompositions; namely
where angle brackets denote moments and curly brackets denote the corresponding cumulants. In the classical case, it is consistent, but not necessary (one can keep the other terms and discover that they play no essential role), to set all correlations such as {a~a~} and {a3a4} equal to zero. In the quantum case, one also decomposes (q~ la~a~a3a4 b~) t t into products of all possible decompositions. Again, it is consistent, but not necessary, to set terms such as {a I a2} and {a3a4} equal to zero. The resulting decomposition should be consistent with the anticommutation relations (2.1), from which follows that N1234 = -N2134. Therefore, certain terms (e.g., PlP2~23~) are negative in (2.10), (2.11).
A general algorithm for the decomposition of the Nth order expectation value is given in Appendix A.
Having defined the higher order cumulants, we can now write down the evolution equations for the cumulant hierarchy. For the purpose of deriving the QKE, it is sufficient to consider only the equations for Pk and 791234. To obtain the frequency corrections to order ~2 (~, 0 < ~ << 1, is a measure of the strength of the coupling coefficient), we need to consider contributions coming from the equation for Q123456. In carrying out the analysis on Pk, "/)1234 and Q123456, one finds, just as in the classical case, that certain patterns emerge which allow one to identify the terms in the equations for the cumulants of arbitrary high order that gives rise to long time effects. Taking account of these terms gives expansions (2.16) and (2.17) which will be discussed in Section 2.3. In this section we only write down equations for Pk and 791234. They are ~Pko = 2Im
Tol,2379012332°~ d123, (2.13) where Im denotes the imaginary part and the symbol zero denotes k, and At this stage, it is worthwhile pointing out precisely those terms, underlined in (2.14) that give rise to the various long term effects: 1. The terms that give rise to particle number transfer in the QKE are
The reason is that when one solves for 791234, one obtains an expression which contains this term multiplied by
In the long time limit,
Under the operator Im in (2.13), the delta function is counted twice, and the principal value term cancels. The observant reader will notice that the QKE can be effectively derived by simply ignoring all terms in the equation
for 791'2'3'4' (except IA3,4,791,2,3,4, ) proportional to cumulants of order greater than 2. In the literature, this is called the Hartree-Fock approximation. What we show in this paper is that, for the magnitude E of the coupling coefficient uniformly (in k) small, the Hartme-Fock approximation is indeed self-consistent when one takes proper account of the frequency renormalization to order ~2.
2.
The order E renormalizations to the frequency come from the decomposition of sixth order moments such as N1,2,13,23~2~, in (2.7). These give rise to terms in the equation for 791'2'3'4' which are proportional to 791'2'3'4' itself• Indeed one obtains one such contribution from each of the sixth order moments in (2.7) leading to an expression in the equation for 791'2'3'4' equal to 2i f dl(rl,l.~l, + T2,1,12, -T3,1.1y -T4,1.14,)pl.
~ 1'2'
When added to the frequency factor i(wi, + <o2, -w3 -oJ4), we obtain the term denoted by 113, 4, in (2.14). It is not too difficult to see that, in the equation for every cumulant ON, them is a term proportional to
~1'2' and this gives rise to the first contribution in the renormalization of the frequency (2.22). In the literature, Ay 4, is called Hartme-Fock self-energy for fourth order averages. 3. The order E 2 terms in the renormalization to the frequency arise from the terms i f(T32.ii,Q322,a3,4,a~2 + T32,12,QI,3213,4,8~2, q_ T3,,23~1,2,1234, ..1_ T3,I,23Q 32 1,2,13,23813,) d123 (2.15) containing the sixth order cumulants in (2.14). The equations for the sixth order cumulant contain, in addition to terms proportional to a product of lower order particle number densities, terms proportional to 791'2'3'4' with a factor containing pk(1 --Pk).
4. All other terms are integrals which contain highly oscillatory factors which, because of the Riemann-Lebesgue lemma, contribute nothing in the long time limit.
Asymptotic expansions and closure
We take advantage of the small parameter, the strength e of the coupling coefficient and make the formal substitution T12,34 ~ 6T12,34. We expand all cumulants QN in an asymptotic expansion Q2 -Pk = nk + 6Q~ 1) + 62Q~ 2) +'-- (2.16) and
Owing to resonant interactions, these asymptotic expansions will be non-uniform in time. Namely, terms proportional to 6 t, E 2 t, etc. will appear in Q u. These terms are removed and the asymptotic expansions (2.16) and (2.17) rendered well-ordered by allowing corrections to the time dependence of the leading order cumulants nk, Q(N 0), N > 2. We make the ansatz
. . ,,-,(0) [3, [19] [20] [21] ). It will turn out that F2 (2) depends only on nk itself leading to a closed equation for the particle number, (1) F(2) the QKE. It will also turn out that F~ , r N , N > 2, are simply products of Q~) with a function of nk, which is the symmetric sum of N components. This means that the resulting equations (2.19) are easily solved by simply renormalizing the frequency.
The quantum kinetic equation is given by 0t nko 62F2(2) (462f 201' t ,, 20) where the Hartree-Fock self-energy is -1'2' f A3,4, = o01' + ~o2, --oJy --~o4, -+-2 dl ((TI,I,11, + T2,1,12,--r3,1,13,--T4,1,14,)nl).
From the form of (2.20) , it is clear that number density is redistributed by binary particle collisions which satisfy momentum and energy conservation. In particular, exchange of particle number (momenta, energy) is associated with particles whose momenta and energies lie on the resonant manifold defined to a good approximation by
The evolution equation for t3~°~ ~I'2'.....N can be written
llk,1231 o23
x P + irr sgn(t)~(A~31 ) , (2.22) which can be interpreted as a complex frequency renormalization. We can calculate the sign of Im £-2 once nk reaches its steady (equilibrium) state. For steady state hk = 0 we rewrite the QKE (2.20) as 3
The left-hand side of the above equation is the imaginary part of S2k. Observe that, because Im ~k > 0, the leading order approximation to the Nth (N > 2) order cumulant decays with time. This means that the memory of(smooth) initial states is gradually forgotten. We want to make two very important points which are often overlooked. While the leading order contributions (which at t = 0 is the initial state multiplied by an oscillatory factor) to the Ntb order cumulants for N > 2 play no role in the long time behavior of the system and indeed slowly decay, higher order (in ~) contributions do not disappear in the long time limit. The system retains a weakly non-Gaussian character which is responsible and essential for particle number and energy transfer. For example, in the long time limit, the order E fourth order cumulant has the quasi-stationary contribution (the terms with higher order cumulants asymptote to zero by means of phase mixing and the Riemann-Lebesgue lemma)
Thus, in the long time limit, the order E contribution "D(ll to the fourth order cumulant is not smooth but is given --1234 by a sum of generalized functions represented by the Dirac delta function and the Cauchy principal value. We may therefore legitimately ask: in what sense is the asymptotic series (2.16) and (2.17) well-ordered if it contains terms which are products of powers of E with generalized functions?
The answer is that to analyze properly the asymptotic behavior of the system, we must always revert to physical space and look at the corresponding asymptotic expansion for the cumulants {~p ? (r) 7t t (r r)~p (r")lp (r'") } connected with fourth order expectation values of the field operators. These objects, which decay to zero as the separations r' -r, r" -r, r'" -r tend to infinity, are simply the Fourier transform of 79kk,k,k,,,. We can also show that no terms worse than single delta functions occur (or products of delta functions which have their support on different resonant submanifolds) at later powers of 6 so that the resulting asymptotic expansion for the spatial cumulants is indeed well ordered. The second important point concerns the reversibility or rather the retraceability of solutions of (2.20) and (2.22). In the derivation of (2.20) and (2.22), we assumed that the initial cumulants were sufficiently smooth so that integrals over momentum space of multiplications of the initial values of QN by exp(-i(col + .... CON)t) tend to zero in the asymptotic limit. However, it is clear from (2.22) that the regenerated cumulants have terms of higher order in 6 which are not smooth and indeed have their (singular) support precisely on the resonant manifold which is the exponent of the oscillatory exponential. What would happen, then, if one were to redo the initial value problem from a later time tl = O(6-2), either positive or negative, after which the fourth order cumulant had developed a non-smooth part? On the surface, it would seem that the sgn term in (2.22) would be sgn(t -tl ) so that, at every time U, there would be a discontinuity in the slope of nk (t). But that is not the case. If one accounts for the non-smooth behavior (2.22) in the new initial value for ~D1234, then one gets additional terms in (2.22) which give exactly the same collision integral but with the factor (sgn t -sgn(t -tl)). Adding the two contributions, we find that the QKE is exactly the same as the one derived in the beginning at t = 0. It is not that the point t = 0 is so special. Rather, there is a range of times t, -6 -2 << W~ot << 6 -2, such that, if one begins anywhere within this range, an initially smooth distribution stays smooth. But once the limit t --~ oo, 62t finite, is taken, an irreversibility and non-smoothness in the cumulants is introduced.
In a very real sense, then, the infinite-dimensional Hamiltonian system acts as if there is an attracting manifold (an inertial or generalized center manifold in the modern vernacular) in its phase space to which the system relaxes as cokot ~ 0(6 2) (in either time direction) on which the slow dynamics is given by the closure equations (2.20) and (2.22) . On this attracting manifold, the higher order cumulants are essentially slaved to the particle number density and their frequencies are renormalized by contributions which also depend on particle number density. The attenuation in this case is due to losses to the heat bath consisting of all momenta which do not lie on a resonance manifold associated with k.
Analysis of the kinetic equation
Conservation laws, thermodynamic and finite-flux solutions of the kinetic equation
The collision integral in (2.20) has the following constants of motion:
which can be identified as number of particles, momentum and kinetic energy. In spatially homogeneous systems, P = 0 so that the only relevant constants of motion are AF and g. In this article we will be dealing with the isotropic case only, and for simplicity, neglect the spin degree of freedom. Therefore, we simplify the collision integral by averaging it over all angles. First, we change variables from particle momentum k to the particle kinetic energy
where m is the coefficient of proportionality between 09k and hk2/2, and can be associated with (effective) mass of the interacting particles.
We introduce no, = n(k(09)) and rewrite the kinetic equation as where SoJo, t o~o3 is the angle-averaged potential,
The brackets (.) denote averages over unit spheres (including the V/(2zr) d factors) in k, kl, k2, k3 space (i.e., we have integrated over all angular contributions) and S20 is the surface area of the unit sphere in d dimensions. Although in our case d = 3, we want to stress that with the above notation the results can easily be extended to other dimensions, e.g., to d = 2 which is appropriate for the description of semiconductor quantum wells. E is the kernel of kinetic equation, which for the quantum (fermionic), quantum (bosonic) and classical cases is given, respectively, by: (3.6) o,l ,o,2,~o3 >0
One class of steady (equilibrium) solutions of the KE corresponds to the thermal equilibrium. For fermionic systems, it is given by the Fermi-Dirac (FD) distribution, and for bosonic systems it is given by the Bose-Einstein distribution,
where the plus sign corresponds to the fermion case and the minus sign to the bosonic case. # is the chemical potential and fl is the inverse temperature in energy units. The classical analog of the quantum thermal equilibrium distribution is given by the Rayleigh-Jeans distribution
It is easy to check that the solutions (3.7) and (3.8) make the integrand in (3.3) and (3.6) exactly zero in all three cases.
However, the thermodynamic equilibrium is not the most general steady (equilibrium) solution of the kinetic equation and indeed in some cases has little relevance. The solutions we are most interested in are those which describe the steady state reached between ranges of frequencies where particles and energy are added to or removed from the system. These regions, where there is no pumping or dumping, are called "windows of transparency" or "inertial ranges". In particular, we have in mind the following situation. Particles and energy are added to the system in a narrow range of intermediate frequencies about o90. Particles and energy are drained from the system in a range of frequencies about o9 < ogL < 090 and for o9 > ogR > o90. Because of conservation of energy and particles in the inertial ranges between ogL and o90 and between o90 and ogR, where there is no pumping or damping and because the relations between particle number N~o and energy density Eo~ = ogN, o, we will find that a net flux of energy to the higher frequencies must be accompanied by a net flux of particles to lower frequencies as it might be expected by analogy with classical wave turbulence. The presence of sources and sinks drives the system away from the thermodynamic equilibrium. Therefore, in the windows of transparency, ogL < 09 < o90 and o90 < co < ogR, the system can also relax to equilibrium distributions corresponding to a finite flux of particles and energy flowing through these windows from the sources to the sinks. These are the new solutions of the QKE. The number of such finite flux solutions corresponds to the number of conserved densities (here two, nk and ogknk, or No~ and ogNo~) of the QKE.
To demonstrate the existence of such solutions, we rewrite the KE in the following form: where we think of Fo~ as having its support near o9 = coo and Do~ its support below ogL and above ogR. We ask if (3.10) leads to a steady (equilibrium) solutions in the transparency regions ogL < o9 < w0 and oa0 < co < ogR, where Fo~ = Do, = 0 corresponding to a finite flux of particles and energy across these windows. One can readily associate the quantities with the fluxes P and Q of particles N,o and energy Eo~ = ogNo,. Q and P are taken to be positive if they flow leftward and rightward, respectively. In the windows of transparency, we look for solutions for which Nw is constant in time and then (3.9) integrates to },V = Qo9 + P, (3.12) where Q and P are constants. The two-parameter family of thermodynamic solutions, parametrized by T and/z, is given by solving the homogeneous equation W = 0 for which P = Q = 0. Therefore, the thermodynamic Fig. 1 . The setup for input-output fluxes. Carriers and energy are added at o9 0 at rates Q0 and w0 Q0, respectively. Energy and some carriers are dissipated at WR > w0 (an idealization) and carriers and some energy are absorbed by the laser at WE. Finite flux stationary solutions are realized in the windows (WL, coO) and (w0, WR) although in practice there will be some losses through both these regions.
solutions carry no fluxes of particles or energy. A more general 4 steady (equilibrium) solution to (3.9) therefore is the four-parameter family
no~ = n,o(T, #, P, Q). (3.13)
We are particularly interested in the solutions for which Q0 particles per unit time and w0 Q0 units of energy per unit time are fed to the system in a narrow frequency window about CO = COo. We will assume that the flux of particles passing through the left (right) window coL < co < coO (COo < CO < COR) is QL (QR) and the flux of energy through the right (left) window is PR (PL). We will also assume that the sinks consume all the particles and energy that reach them. Then (see Fig. 1 )
1
QL -QR = Q0, PR --PL = COoQ0, PL = --COLQL, QR = ----PR. (3.14) COR
The first two relations in (3.14) express conservation of particles and energy. The second two express the fact that, in order to maintain equilibrium, the rate of particle destruction at (.o R is the rate of energy destroyed there divided by the energy per particle. Likewise the amount of energy destroyed at coL (which absorption, in the context of application discussed in Section 5, will be due to semiconductor lasing) must be coL times the number of particles absorbed there. Solving (3.14) we obtain
QL = Q0(COR -CO0)/(COR --COL), QR = -Q0(co0 -COL)/(coR --COL), (3.15) PR = Q0COR(CO0 --COL)/(COR --COL), PL = --COL Q0(COR --CO0)/(COR --COL).
We see that for COL << COO << COR, I QR I << QL ~ Q0, I PLI << PR "~ COO Q0 so that the solutions are almost pure Kolmogorov in the sense that almost all energy flows to WR and almost all particles flow to coL. However, it is important to stress that in the left-window, (3.12) becomes I/V = QL(co --WL) (3.16) and in the right-window (3.17)
4 On purpose we do not say "the most general solutions", as there may be some hidden symmetries of the QKE which generate more conserved quantities and thus more general solutions, corresponding to fluxes of those quantities. The statement that the general KE with M conserved quantities has "a most general solution" depending on 2M parameters is also not proven yet for the general collision integral. Remember also that we are considering the isotropic case. This is, of course, an idealization, and generally "drift" solutions may be of equal importance. so that the right-hand sides vanish if the frequency approaches the sink value. This aids convergence in these windows.
Solutions to (3.16) and (3.17) have not been investigated even in the classical case. In the classical case, Zakharov (see, e.g., [22, 23] ) had found the pure Kolmogorov solutions T :/z = P : 0, T =/z = Q : 0 which turn out to have power law behavior no~ = cw -x. Likewise, in the bosonic case, several authors have attempted to find power law solutions which essentially balance the quadratic terms in "V~ b°s°nic with a finite energy flux. However, in the differential approximation for neither bosons nor fermions are there power law solutions.
In many cases it may be that whenever (o R ~>~ 0)0, coL may not be all that much smaller than coo. We return to this application after introducing an enormous simplification for W which gives a very good qualitative description of the collision integral.
Differential kinetic equation
Derivation of differential quantum kinetic equation
To simplify our analysis, we use an approximation to the kinetic equation known as the differential approximation (see, e.g., [16] [17] [18] ). The differential quantum kinetic equation (DQKE) gives qualitatively correct behavior in general, but is strictly valid only when the particle and energy transfer happens primarily between neighbors in momentum space. It is easy to verify that it has a four-parameter family of a steady (equilibrium) solutions and it is easy to identify two of these parameters as the flux of particle number and energy, respectively, and the other two as temperature and chemical potential. The analytical expressions for the fluxes can be calculated so that, for any given distribution, the corresponding fluxes may be easily computed numerically. The steady (equilibrium) solutions can be found analytically in various limits. The DQKE is much more suitable for numerical experiments than the full collision integral, simply because it is easier and faster to compute derivatives than integrals of the collision type.
We now demonstrate the derivation of the differential approximation in the fermion case. This result is new. The results for the cases of classical waves and bosonic systems are given in (4.9). Assume that S~o~ot o~2o,3 is dominated by its contribution from the region co "~ coj _~ 0)2 --~ co3. We call such a coupling coefficient "strongly diagonal". Then obviously the integrand of the QKE deviates significantly from zero in the same region. The first derivation of the differential kinetic equation proceeds as follows [28] . Multiply both sides of (3.6) by a sufficiently smooth function • (co) and integrate with respect to co:
×S~o.wl.w2,w3S(co -}-COl -o92 -co3)~(co) dcodcoi dco2 dCO3. To do this we use the symmetries of the kernel of collision integral responsible for particle number and energy conservation. Without this symmetrization the resulting kinetic equation would not conserve particle number and energy. Now make a change of variables wi = CO + Ai, i = 1, 2, 3, and expand q~ in the Taylor series with respect to Ai around w. The first non-zero term in the expansion contains the second derivative q~,r(co): 
Finally, we assume that So",~,o2,o3 is a homogeneous function of its arguments of degree y: 
We then expand the right-hand side of the above equation in powers of A's. The first non-vanishing term is of order A 4 and can be represented as second order derivative with respect to w of [(n 4 (82/00)2) (1 ~no,) + n~ (02/00) 2) (In (nw))) × I x ws]. The resulting DQKE is given in (4.7). 
Solutions and properties of the DQKE
wclassical[nw] = I oJ 0002 x
We can now use (3. ! 1) to calculate the fluxes P and Q in terms of no~ and its derivatives. We concentrate on the fermionic case. There,
Let us make a change of variables n = 1/(G + 1 ) and n = 1/(e m + 1). n, G, m are functions of 00 and t, "dot" is used to denote differentiation with respect to time, and "prime" with respect to 00. Then
Since the stationary DQKE is a fourth order ODE, its solutions will have four free parameters. Indeed, assume a steady (equilibrium) state and integrate (4.9) and (4. the Fermi-Dirac distribution function. Therefore we observe that the Fermi-Dirac distribution function corresponds to a zero flux solution of the kinetic equation, consistent with our findings of the previous section.
Numerical results
We now investigate numerically the DQKE to gain an intuitive understanding of its properties. We begin by studying the time independent solutions of (4.9) and solve (3.16) as an initial value problem with W given by W fermi°nic (see (4.9)), QL(O9 --o9L) = )/Vfermi°nic = --I no~2 + n2~2(ln(no~)) x o9s.
f !
We start from o9 = 0.1 and take the initial conditions to be no,=0.1 = f,o=0.1, n~o=0.1 = f~,=0.1, where fo, is a conveniently chosen Fermi-Dirac distribution function f,o = 1/(exp (709 -4) + 1). The results are shown in Fig. 2(a) for the range 106QL = 0, 3, 6, 9. For QL = 0 we recover the Fermi-Dirac distribution function fo,. However, for non-zero Q the distribution deviates from the Fermi-Dirac function, and the bigger the flux, the bigger the deviation. For the same initial conditions, the graph of the number density n,o for the positive finite flux distribution lies below that for the Fermi-Dirac distribution. Further, observe that, for the Fermi-Dirac solution, the chemical potential/, is simply the distance to the point of the inflection of n,o and the temperature is the width of the exponential decay region. For finite positive fluxes, the distance to the point of inflection (which we call/ZQ) is less than/zQ=0 = /z. Likewise, TO, the width of the n~o distribution for a finite flux is less than To = T. As fluxes become larger, the finite flux equilibrium distribution becomes more and more like a Heavyside function with rapidly decreasing/ZQ. This means that no is very small for all co > /ZQ and thus the system can be pumped in this region with little or no Pauli blocking. We exploit this in Section 5 where the application to semiconductor lasers is considered. In semiconductor lasers, it is the finite temperature effect of broadening the Fermi-Dirac distribution that contributes to inefficiency. If one could operate at T = 0, then one could simply choose the chemical potential, related to the total carrier number (see, e.g., [24] ), so that the distribution cuts off immediately after the lasing frequency. However, the finite temperature broadens the distribution and means that one has to pump momentum values which play no role in the lasing process. The effect of the finite flux is to make T effectively smaller. (a) (b) (4.14)
Distribution for Different Fluxes
We start from 09 = 0.3 with initial conditions noJ=0.3 = f~o=0.3, n' t ,0=0.3 = f~,=0.3" The results are shown in Fig. 2(b) for the range of 104pR = 0, 3, 6, 9. Again, we recover the Fermi-Dirac function for zero flux, and observe a similar deviation from thermodynamical equilibrium for non-zero fluxes, namely the effective chemical potential and temperature diminishes with increasing of the flux value PR.
We then consider the time evolution of the distribution function as given by the DQKE. The fundamental property of the kinetic equation that any distribution function relaxes to its thermodynamical equilibrium value in the absence of forcing (pumping/damping) is also true for the DQKE, as illustrated in Fig. 3(a) . There an initial distribution function, shown by a thin solid line, relaxes to the FD function, shown by a thick solid line, through several intermediate states shown by dashed lines. Since there is no forcing to the system, we take "fluxless" boundary conditions P = Q = 0 in (4.11) on the boundaries, so that no particles or energy cross the boundaries. The distribution relaxes to the FD distribution roughly by the time Z'relax, which can be estimated as co(n~,x s)/(I (n + n2)), where (.Oma x is the frequency where distribution approaches zero value. To check that the final distribution is indeed FD, we calculate ln(1/noj -1) and verify that it is a linear function. The total particle number N and energy E are conserved in our numerical runs to an accuracy of 10 -5 .
We then address the question of what is the steady (equilibrium) solution when the system has some external forcing. To model the forcing, we specify some positive flux of Q on the boundaries, and wait for the distribution to reach a new equilibrium, a hybrid state with a constant flux of Q, a zero P flux, energy E and particle number N (see, Fig. 3(b) ). The more the flux of number of particles is, the more the final distribution is bent in the manner of Fig. 2 and according to (4.12) . The total particle number N and energy E are the same for all curves on Fig. 3(b) .
Application to semiconductor lasers
We will now investigate the relevance of finite flux solutions in the context of semiconductor lasers. In many ways, semiconductor lasers are similar to two level lasers in that the coherent light output is associated with the in-phase transitions of an electron from a higher to lower energy state. In semiconductors, the lower energy state is the valence band, from which sea electrons are removed leaving behind positively charged holes. The higher energy state is the conduction band. The quantum of energy released corresponds to an excited electron in the conduction band combining with a hole directly below (because the emitted photon has negligible momentum) in the lower band.
However, there are several important ways in which the semiconductor laser differs from and is more complicated than the traditional two-level laser model. First, in order for there to be lasing, there must be both an electron and hole available at the same momentum (and spin) value, whereas, in the traditional two-level laser, the ground state is always available for an excited electron. As a result, the excitation levels of both electrons and holes must be above a certain level. Second, there is a continuum of transition energies parametrized by the electron momentum k, and the laser output is a weighted sum of contributions from polarizations corresponding to electron-hole pairs at each momentum value. In this feature, the semiconductor laser resembles an inhomogeneously broadened two-level laser. Third, electrons and holes interact with each other via Coulomb forces. Although this interaction is screened by the presence of many electrons and holes, it is nonetheless sufficiently strong to lead to a nonlinear coupling between electrons and holes at different momenta. It is this effect that gives rise to the coupling coefficient Tkkl,k2k3 of the earlier sections of this paper. The net effect of these collisions is a redistribution of carriers (the common name for both electrons and holes) across the momentum spectrum. In fact it is the fastest (~ 100 fs.) process (for electric field pulses of duration greater than picoseconds) and because of this, the gas of carders essentially relaxes to a distribution corresponding to an equilibrium of this collision process. This equilibrium state is commonly taken to be that of thermodynamic equilibrium for fermion gases, the Fermi-Dirac distribution characterized by two parameters, the chemical potential # and temperature T, slightly modified by the presence of broad-band pumping and damping. However, as we have shown, in situations where there is applied forcing and damping and in particular where these processes take place in separate regions of momentum space, the finite flux equilibria are more relevant.
In the semiconductor laser the applied forcing is usually the electrical pumping process. The low-energy sink is the actual iasing process, i.e., stimulated emission at the laser frequency. The high-energy sink has contributions from a variety of processes. One contribution is due to the fact that some of the charge carders with high kinetic energies can leave the optically active region, and therefore, contribute to the electrial pumping current without contributing to the light amplification. Other processes acting as sinks are less well-localized at high energies. They are distributed over an extended range of momentum values. Examples are non-radiative recombination of electronhole pairs mediated by impurities, dislocations, interface roughness, etc. In addition, Auger processes contribute significantly to the damping (i.e., loss) of charge carriers.
Although it is beyond the scope of this paper, we would like to mention that, for a complete description of relaxation and thermalization processes in semiconductor lasers, one would also have to take electron-phonon scattering into consideration. This interaction insures that the temperature of the electron-hole plasma is driven towards the lattice temperature. The main electron-phonon interactions involve longitudinal optical and acoustic phonons. The former couple via the Frrhlich interaction to the charge carriers and typical thermalization times are almost as short as those due to carrier-carrier interaction in semiconductor lasers (within a factor of about 5). Much slower (3-4 orders of magnitude) is the deformation potential coupling with acoustic phonons. Making the assumption that the electron--electron interaction dominates over electron-phonon interactions, we proceed now and investigate the role of equilibrium distributions other than Fermi-Dirac distributions in laser performance. As we have shown in previous sections, there are finite flux equilibria, for which there is a finite and constant flux of carriers and energy across a given spectral window. It is the aim of this work to suggest that these finite flux equilibria are more relevant to situations in which energy and carriers are added in one region of the spectrum, redistributed via collision processes to another region where they are absorbed. In conventional diode lasers, pumping is a process in which charge carriers are injected into the depletion layer region in a p-n or p-i-n structure (see, e.g., [25] ). If the active layer is bulk-like, this process is based on a regular drift-diffusion current, whereas in quantum-well lasers there is the additional process of carrier capture into the quantum well by means of inelastic scattering processes. In the following we restrict ourselves to the simplest model for injection pumping that neglects the intrinsically anisotropic aspect of injection pumping but includes the basic features of Pauli blocking effects in the pump process [24] . Within this model, the rate of change of the carrier distribution is proportional to Ak ( 1 --nk) , where the pump coefficient Ak is taken as a Fermi function with a given density modeling the incoming equilibrated carriers, nk is the actual carrier distribution in the active region, and (1 -nk) takes into account the Pauli blocking effects. This means that only non-occupied states can be filled by the pump current. Since Ak is a function that extends over a large range of k-values, we call this pump model "broad-band pumping". In contrast to broad-band pumping one can also pump a laser locally in momentum space. However, usually such a local pump process is narrow-band optical pumping, but this is not commonly used to pump semiconductor lasers. There are, however, also electrical pumping schemes available, which are based on tunneling processes, and which, in principle, can allow for selective and localized pumping and damping (see, e.g., [26] ).
In the following we will examine the laser process and discuss, in particular, the influence of the pumping process and its relation to the equilibrium distribution function in stationary laser operation. We base our numerical solutions on a greatly simplified laser model. We assume that the distribution functions for electrons and holes are identical (in other words, we assume electrons and holes to have identical effective masses); we model the cavity losses by a simple phenomenological loss term in the propagation equation for the light field amplitude; we assume ideal single-mode operation; we make the rotating wave approximation in the equation for the distribution functions and the optical polarization function Pk; we neglect all electron-hole Coulomb correlations (the so-called Coulomb enhancement, see, e.g., [24] ); we neglect bandgap energy renormalization; and we neglect, as mentioned above, electron-phonon interaction. In spite of the approximations made, our model still captures the basic processes in a semiconductor laser. The equations of motion (a form of the semiconductor Maxwell-Bloch equations, see, e.g., [24, 27] ) read:
Here e(t) and Pk (t) are the electric field and polarization (at momentum k) envelopes of the carrier wave exp(-i12t + iKz), where 12 is the cavity frequency (we assume single mode operation only) and nk is the distribution function for electrons and holes. The constants FE = 6 × 10J°/s -1, ~, = 1013/s -! model electric field losses and polarization decay (dephasing), E0 is the dielectric constant, #k is the weighting accorded to different k momentum values and is modeled by ~k = #k=O/(1 + ek/Egap), #k=O = 3/lOl° Me, e is the electron charge, Yk = 1010 s -1 represent non-radiative carrier damping. In (5.3), Ak is the pumping due to the injection current (taken to be between 0.001 and 0.O1 ps -l ) and in (5.2) h~bk = Egap + ~e,k + Eh.k. We further assume that all fields are isotropic and make a convenient transformation from k (= Ikl) to ~o via the dispersion relation w = w(k) defining the carrier density n~o = n(k(o~)) and approximate the collision term \ Ot /collision £20ka-l(dk/dw) Ow2
We choose the value of the constant I to ensure that a solution of (5.4) relaxes with relaxation time of 100 fs to its equilibrium value and s is taken to be 7. We now compare the laser efficiencies in two numerical experiments in which we arrange to: (i) Pump broadly across a wide range of momenta, so that the effective carrier distribution equilibrium has zero (or small 5) flux. We take the pump profile to be given by the Fermi-Dirac distribution. (ii) Pump carriers and energy into a narrow-band of frequencies about o~0 and simulate this by specifying carrier and energy flux rates QL and PL = --WL QL at the boundary ~o = w0. PL is chosen so that the energy absorbed by the laser is consistent with the number of carriers absorbed there. ~o = WL < w0 is the frequency at which the system lases. We compare only cases in which the total amount of energy supplied is approximately the same. Owing to the distribution of the supply, the particle number in the broad-band pumping has to be higher.
In the first numerical experiment, we show that for a very small amount of pumping the laser operates for the narrow-band pumping, while it fails to operate in the broad-band pumping case (i.e., the threshold pumping value for narrow-band pumping is much lower than in the broad-band case). The carriers supplied through the pumping process get totally absorbed by the global damping --yknk in the broad-band pumping case. There no lasing occurs.
In the local-band pumping case, for the same amount of energy and lower amount of particle supplies, the laser operates. This is the qualitative difference between two cases.
5 Even for broad-band pumping the small amount (much smaller than in local band pumping) of P and Q fluxes is also excited, because the form of the pumping fk gets effectively multiplied by the Pauli blocking (1 -nk) term. But these fluxes are much smaller and relatively local in k space. The results of this numerical experiment are presented in Fig. 4 . The narrow-band pumped laser switches on and generates a non-zero output power. We pump in the narrow region around w0 -~ 200 meV and we model this by specifying the boundary conditions at w0 to correspond to carrier and energy flux rates QL and PL = --WL QL, respectively. The initial value of the distribution function (shown by a thin line), taken to be just below the lasing threshold, builds up because of the influx of particles and energy from the right boundary (dashed lines) until the laser switches on. The final (steady) distribution function is shown by a thick solid line and corresponds to a flux of particles and energy from the right boundary (where we add particles and energy) to the left boundary, where the system lases (Fig. 4(a) ). The output power as a function of time is also shown (Fig. 4(b) ). Time is measured in units of relaxation times rrelax = 100 fs. In the contrast, the broad-band pumped laser fails to switch on for such weak pumping.
We then increase the level of pumping, to a point where the laser turns on for both the broad-band and narrow-band pumping cases, and examine the output power in both cases. It turns out that for the same amount of energy pumped, 6
and for almost the same amount of carriers pumped the output power in the narrow-band case is significantly higher than in the broad-band case. The results are presented in Fig. 5 . We first pump broadly, so that the effective carrier distribution has (almost) zero flux. The initial distribution function (thin line, Fig. 5(a) ) builds up because of a global pumping (dashed lines) until the laser switches on. The final (steady) distribution function is shown by the thick solid line. The output power as a function of time is also shown (Fig. 5(b) ).
If we pump in the narrow region around 090 ~-200 meV and we model this by specifying the carrier and energy flux rates QL and PL ------~OL QL, then the initial distribution function (thin line) builds up because of an influx of particles and energy from the fight boundary (dashed lines) until the laser switches on. The final (steady) distribution function is shown by a thick solid line and corresponds to a flux of particles and energy from the right boundary (where we add particles and energy) to the left boundary, where the system lases ( Fig. 5(c) ). The output power as a function of time is also shown (Fig. 5(d) ).
These results certainly suggest that the possibility of using narrow-band pumping and the resulting finite flux equilibrium of the QKE is an option which is worth exploring further.
Conclusions
We have shown that, for weak coupling, the full BBGKY hierarchy of operator equations has a natural asymptotic closure consistent with Hartree-Fock factorization and complex frequency renormalization.
We have demonstrated that the QKE has a new class of steady (equilibrium) solutions which carry constant fluxes of particles and energy across momentum space. We have explored these solutions by using the differential approximation to the collision integral.
We have then applied these ideas to semiconductor lasers and shown that the output power is much higher when the finite flux equilibrium is excited. While we do not claim that, if we take all effects into account, the advantages of narrow-band pumping will necessarily remain, we do suggest that the evidence suggests that it is a possibility worth pursuing further. 
4" 2~ 2~
Owing to the commutation relations (2.1), if we interchange two indices corresponding to two creation or two annihilation operators, the average should change its sign, e.g., N1234 ~--N2134. The definitions of cumulants should not contradict this property, so each product of lower order cumulants should be either positive or negative, depending upon whether it corresponds to an odd or even permutation. This explains the negative sign in the form of Pl P2/~428~ term in (A. 
