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I. INTRODUCTION 
A common version of the Kelvin-Planck statement of the second 
law of thermodynamics is: it is impossible for any device operating in 
a cycle to absorb heat from a single energy reservoir and produce an 
equivalent amount of work. Thus, it is impossible for any cyclic proc­
ess that produces work to exchange heat with bodies at a single fixed 
temperature it is this fact that inevitably léads to the discharge of 
heat to the environment when electrical power is generated by thermal 
means. 
In practice, a nuclear reactor or furnace atmosphere maintained 
at a constant temperature (in the primary loop of a s team-electric plant) 
can serve as one energy reservoir and the atmosphere or surface 
waters of the earth serve as a second energy reservoir. The discharge 
of heat to surface waters has been loosely called thermal pollution since 
an unnatural elevation of temperature of the waters occurs upon addition 
of the heat. 
Morgan and Bramer (15) define water pollution as the alteration 
of water quality in such a way as to interfere with beneficial uses of the 
water; they regard the heating of surface waters as pollution if the re­
sulting temperature rise interferes with a subsequent beneficial with­
drawal or non-withdrawal uses. 
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Many of the great river systems and coastal areas of the world 
have become the sites of large, ever-increasing populations. With the 
propagation of large populations has come the attendant alteration of the 
physical environment. The tendency of industries to locate near surface 
waters has resulted in disruption of normal water conditions by waste 
discharges; in the case of river civilizations, the problem is compounded 
by the existence of many effluent sources upstream in a river system. 
With the advent of large power plants and increasing industrial growth, 
much concern has been expressed about the effects of temperature rise 
in the lakes and streams into which cooling water is discharged; claims 
of adverse and beneficial effects are abundant in thermal pollution liter­
ature. Projection of industrial growth and electric power requirements 
show that waste heat discharge can be expected to increase more than 
100 percent in the five-year period 1970 to 1975 (13). 
Approximately 50 percent of all water used in the United States is 
utilized for cooling and condensing by power and manufacturing indus­
tries (24). In 1964, the electric power industry utilized 40, 680 billion 
gallons of cooling water over 81 percent of the total cooling water 
intake in the United States (22). In 1968, 45,000 billion gallons of cool­
ing water were passed through stream condensers (13). 
Since the electric power industry alone accounts for about 80 per­
cent of the cooling water used in the United States, the history and future 
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projections of electric power production provide an excellent indication 
of thermal pollution history and potential. Table 1 shows amounts of 
electrical power used in certain past years and projected requirements 
through the year 2000. 
Table 1 illustrates that power generation in the twentieth century 
has approximately doubled every decade. This trend is expected to con­
tinue for the next several years (19). Waste heat rejection from nuclear 
and fossil power plants is expected to increase almost ninefold by the 
year 2000 (19, 14). 
As time passes, a larger percentage of generation capacity will be 
thermally generated as sites for suitable hydroelectric development be­
come more and more limited. Presently thermal plants produce approx­
imately 81 percent of the electricity generated in the United States and 
predictions indicate the percentage may reach 92 by the year 2000, when 
about 70 percent of the plants may be nuclear (19, 14). 
The increase of nuclear power generation capacity is of special 
interest and concern to those who specialize in the management of waste 
heat discharge to water courses. Light water nuclear plants discharge 
more heat to cooling water than do fossil fueled plants because of lower 
thermal efficiencies and the lack of stack losses. A comparison of a 
highly efficient (40%) fossil fueled plant with a highly efficient (33%) 
light water nuclear plant shows the nuclear plant to reject 60 percent 
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Table 1. United States electric power; past use and future projections 
Year Billion KWH Source 
1938 68.4 FPC (8) 
1947 174. 5 FPC (8) 
1957 497.2 FPC (8) 
1959 707. 0 Gerdes (10) 
1960 764.9 Brown (3) 
1961 799. 8 Brown (3) 
1962 860. 2 Brown (3) 
1963 921.8 Brown (3) 
1964 986.8 Brown (3) 
1965 1,060. 1 Brown (3) 
1966 1, 152.9 Brown (3) 
1967 1,221. 5 Brown (3) 
1968 1,327.2 Brown (3) 
1969 1, 447. 0 Brown (3) 
1970 1,549.0 Brown (3) 
1970 1,481.0 Gerdes (10) 
1970 1,300 + Gambs (9) 
1971 1,672.4 Brown (3) 
1972 1, 797. 9 Brown (3) 
1973 1,932. 7 Brown (3) 
1974 2,077. 7 Brown (3) 
1975 2,233.4 Brown (3) 
1980 3, 168. 0 Brown (3) 
1980 2,795.0 Gerdes (10) 
1985 4, 433. 0 Brown (3) 
1990 5, 500. 0 Gambs (9) 
2000 6,000 - 10,000 Gerdes (10) 
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more waste heat to cooling water per KWH than the fossil plant (Appendix 
A). However, the fossil-fueled plant discharges more waste heat directly 
to the atmosphere. Table 2 illustrates steam-electric plant efficiency 
statistics on a national average basis. 
Table 2. Steam-electric plant statistics (8) 
Year 
Heat Rate 
(BTU/KWH) 
Thermal Efficiency 
(Percent) 
Waste Heat to Cooling 
Water (BTU/KWH) 
1930 19,800 17.24 13,420 
1940 16,400 20.81 10,530 
1950 14, 030 24. 33 8,510 
1960 10,760 31.72 5,730 
1962 10, 558 32.33 5,560 
1964 10, 462 32.62 5,480 
1966 10,415 32. 77 5,440 
(fossil) 8, 533 40.00 3, 800 
(nuclear) 10, 342 33.00 6,400 
The later years (1960-1966) show decreasing gains in efficiency; 
a 40 percent fossil-fueled plant and a 33 percent light-water nuclear 
plant are included for purposes of comparison. Although sizeable gains 
in efficiency appear to be an accomplishment of the past, the trend could 
improve in the 1980's as fast breeder nuclear reactors with efficiencies 
around 40 percent come into operation and older, low-efficiency plants 
are phased out. It is interesting to note that a ten percent increase in 
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thermal efficiency results in approximately a 40 percent decrease in 
waste heat discharged to cooling water. 
Because waste heat discharge is a problem that may be intimately 
(but not exclusively) associated with nuclear electrical power production 
and because the problem entails many ecological and economic conse­
quences, it is desirable that the nuclear engineer be able to predict the 
watercourse temperature patterns brought about by waste heat discharge. 
The purpose of this dissertation is to investigate the feasibility of 
using similitude methods in studying the dispersion of a heated discharge 
in an open channel. Temperature patterns resulting from the discharge 
of a heated effluent into a trapezoidal channel will be studied and pre­
diction factors will be evaluated through the application of the theory of 
similitude and the use of experimental models. 
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II. REVIEW OF THE LITERATURE 
The concept of thermal pollution is relatively new probably be­
cause of its cumulative nature. Although voluminous literature exists 
on effects of watercourse calefaction, relatively little is available on 
simulation of temperature patterns. 
In 1965 Edinger and Geyer (6) presented a study of heat exchange 
in the environment. Temperatures downstream from a power plant were 
computed assuming on ce-through cooling, complete mixing in the river, 
and exponential temperature decay with distance. 
In 1967 Davidson and Bradshaw (4) published an investigation of a 
theoretical optimal temperature profile for a stream which renders the 
dissolved oxygen a maximum at every point from a single source of pol­
lution. The simulation was done with analog computers. 
Simulated temperature profiles of the Illinois Waterway and the 
Upper Mississippi River Basin were developed by the Battelle-Northwest 
Laboratory (12, 18) in 1968. Average water temperatures were predicted 
using a model that leads to a series of difference equations derived from 
a heat budget method. Downstream temperatures were iteratively com­
puted as a function of input parameters assuming turbulent mixing and 
assuming that the distribution of velocity within the stream was similar 
regardless of the stream dimensions. 
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A number of private and government sponsored research projects, 
including hydraulic model studies of specific watercourses, are presently 
being conducted for utility companies according to the USAEC (21). 
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III. ANALYTICAL RELATIONSHIPS 
The first application of experimental models to open channel flow 
problems dates to the 19th century (11, 16, 25). Because of economic 
reasons and because of the complexities associated with flow problems, 
the use of similitude has been widespread in the last one hundred years. 
Establishment of the parameters that control the behavior of the 
system under study is the first step in the similitude approach. For this 
investigation, it will be assumed that cooling water at a known tempera­
ture is flowing from a power plant condenser into an open channel at a 
controlled rate. Variables assumed significant for this study are listed 
in Table 3. 
The general functional relation for the temperature is 
Table 3 indicates that there are 13 variables and four dimensions 
used in describing the functional relation. According to the Buckingham 
Pi Theorem, there are 13-4 = 9 dim en s ionle s s groups, or Pi terms 
which describe the phenomenon. One possible set is 
(2)  
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Table 3. Significant variables 
Symbol Name Dimensions * 
1. t Temperature at any point 0 
2. "to Temperature at a reference 
point 
e 
3. Vo Velocity of effluent LT"^ 
4. V Velocity at any other point LT"^ 
5. i  Reference length L 
6. X Any significant length L 
7. P  Density of fluid ML"^ 
8. H - Viscosity of fluid ML"^T"^ 
9. k Thermal conductivity of fluid ML"^T"^ 
10. Cp Specific heat of fluid L,2^-2 0-1 
11. T Time T 
12. 9 Acceleration of gravity LT-Z 
13. Relative humidity of air 
* For the dimensions, L = length, M = mass, T = time, and 
© = temperature. 
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Since Equation 2 is entirely general, it applies to any other system 
which is a function of the same variables and therefore applies to a sec­
ond system called the model. Therefore, 
5 ^ t J ^ (3) 
^o»n \ ^r\n X*n Kw / 
Throughout this dissertation, the subscript m indicates the model, while 
quantités with no subscript refer to the prototype (the physical system 
being studied). 
Since the model and prototype systems involve the same phenom­
enon, the function must be identical with the function -f^, and if 
each term on the right-hand of Equation 2 is made equal to the corres­
ponding term on the right-hand side of Equation 3 
t  
t o  toyn 
Equation 4 is called the prediction equation because it may be 
used to predict the temperature f in the prototype from the measured 
temperature in the model when the control temperatures and 
are known. 
If a true model is desired with a length scale n defined by 
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a set of eight design conditions are developed by equating corresponding 
terms on the right-hand side of Equations 2 and 3. The design conditions 
are 
_ \o_[ (6) 
'OirA 
V 
% 
vm _ _x 
/)V'( 
(7) 
(8) 
(9) 
Cp>y\ C.p ^ 
K. K 
V 
Cp"t.o 
=  4 ^  
(10)  
(11) 
(12)  
(13) 
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Since Equations 6, 8, 9, and 12 all contain length terms, they may 
be reduced to 
(6a) 
hv 
— (8a) 
- nV (9a) 
v2 - v"- 9, (12a) 
a 
Equation 11 may be reduced to 
^ C'Çrft torn _ (11a) 
C.p to 
If the same fluid is used in the model as in the prototype and if 
reference temperatures and gravity in the model and the prototype are 
equal at corresponding points, = - VC ^ - Cp , 
and -z ^ . Equation 9a then reduces to 
- nV (9b) 
while Equation 12a reduces to 
v!" - (12b) 
n 
14 
or 
V (12c) 
TTT 
A comparison of Equations 9b and 12c reveals that when the same 
fluid is used in the model and prototype the model must be as large as 
the prototype, that is h = 1 if it is to be a true model. Since a full scale 
model is impractical for most open flow problems and since other liquids 
of appropriate viscosity may not exist, a choice must be made between 
Equations 9 and 12. 
Equation 9 is a statement of Reynolds number equality in the model 
and prototype while Equation 12 is a statement of Froude number equality. 
Both cannot be satisfied simultaneously, and the usual choice for open 
channels is to operate the model on the Froude criterion (11, 16, 17, 25). 
Equation 11 may now be reduced to 
V (11a) 
to 
and from the Froude criterion 
z 1 Vm (lib) 
t, o h 
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A time scale may be established by substituting Equation 12c into 
Equation 6 a 
— = r\^ (14) 
TL 
Eight design conditions have been considered in the above develop­
ment. Equation 6 reduced to Equation 14 which is a time scale indicating 
that events occur at a faster rate in the model than in the prototype if h 
is greater than unity. 
Equation 7 expresses the proportionality between velocities at cor­
responding points in the two systems, thereby indicating kinematic sim­
ilarity. 
Equation 8 reduced to Equation 8a and indicates the geometric 
similarity of model and prototype. 
Equation 9 could not be satisfied. The Reynolds Number of the 
prototype will exceed that of the model because of adherence to the 
Froude criterion. 
Equation 10 is automatically satisfied if the same fluid is used in 
the model and the prototype and if the temperatures are equal at corres­
ponding points. Equation 10 is a statement of Prandtl Number equality. 
Equation 11 lead to the requirement in Equation lib that the tem­
perature scale, , is equal to the length scale. 
Equation 12 reduced to Equation 12c which is a velocity scale indi­
cating that model velocities are lower than those of the prototype for a 
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length scale greater than unity. Equation 12 is a statement of Froude 
number equality. 
Equation 13 indicates that the relative humidity of the air over the 
model should be equal to the relative humidity of the air over the proto­
type. 
A discharge scale for open channel flow may be developed from the 
equation of continuity. 
Q = vA (15) 
The discharge prediction equation is 
_ V i.| iz (16)  
m  and since V - JTT and J? ^ ri 
Qm 
Since the Reynolds Number design condition (Equation 9) was not 
satisfied and the temperature scale of Equation lib does not allow the 
utilization of the same temperatures in the model as in the prototype, 
the model system is not a true model. The resultant modeJ, which does 
not satisfy all of the design conditions, is by definition, a distorted 
model (17). 
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From distorted model theory, the design condition for Equation 9 
may be expressed as 
(18)  
^ p  ^  J L  
and the design condition for Equation 11 as 
—^— % o(^  -Yl. (19) 
C p w  C p  t o  
where oC, and are called distortion factors. The temperature 
scale is (from Equation 19) 
h -  -  < < ^ r \  (19a) 
Distortion of the design conditions will have the effect of altering 
the prediction equation. Equation 4, to 
— - C (20) 
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where ^  i s  a .  prediction factor. The prediction factor is in general a 
function of both the distortion factors and the Pi terms themselves. 
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IV. EXPERIMENTAL APPARATUS 
Three open channel models having relative sizes of 1, 2, and 4 
(hereafter referred to as Models One, Two, and Four) were constructed 
using AC exterior fir plywood. Figure 1 is a sketch of the cross section 
of the models; values of b were two, four, and eight inches, respectively, 
for Models One, Two, and Four. 
The dimensions of the models were determined by considering the 
room dimensions and by considering flow rates that were felt to be rea­
sonably attainable; this will be discussed further in Chapter V. Figure 
2 is a plan view of Model Two showing the 45 degree bend incorporated 
in the models. 
Each model had a base and sidewalls constructed of 3/4-inch ply­
wood except .Model One which had a base of 1/4-inch plywood. The 
models were supported by frames and adjustable stands made from 
nominal 2-inch by 4-inch fir lumber. 
b 
4 
Figure 1. Channel cross section 
f l o w  
r 
10' 
X : X 
(b (i) d) (È) © © (6 
s + d f i o n s  
E f f l u e n f  p i p €  E .  E f f l ^ e n f  p i p e  E .  
N O 
^  r d c j i v s  —  3 - 2  
x = l C h y d r d u l i c  r < 3 d i i  
e  =  4 5 °  
( B )  d f  b e n d  r n i d p o i n f  
Figure 2. Plan view of Model Two 
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Waterproofing was accomplished by fixing spliced joints with water­
proof glue, employing plastic wood at the side wall-base joint, and by 
applying shellac to the wood surfaces exposed to water. 
Figure 3 is a schematic of the flow system used. 
A 465-gallon capacity water reservoir consisting of three intercon­
nected stock tanks was placed upon concrete block columns. The stock 
tank bases were approximately seven feet above the laboratory floor. 
T h e  s t o c k  t a n k s  w e r e  i n t e r c o n n e c t e d  b y  3 - i n c h  p i p e  f i t t i n g s  a n d  1 - 1 / 2  
inch fittings. Gate valves were used to control the flow from the water 
reservoir. 
The forebay consisted of a tank with an adjustable weir and was 
connected directly to the front of each particular model during the ex­
perimental runs. The mating of the feed end of each model with the fore-
bay was accomplished with red rubber sheet sealed by calking compound. 
The forebay received the discharge from the water reservoir and in turn 
maintained the desired model flow depth by means of the constant head 
afforded by the weir. The weir discharge was collected in a tank and 
discharged to a floor drain. 
The models were positioned to discharge into three interconnected 
receiving tanks of approximately 300 gallons capacity. A 350-gpm 
centrifugal pump mounted to one of the receiving tanks allowed recycling 
f dp 
w à f ç r  
f l o w  
r  e s e r v o i r  3 5 0  g p m  
p u m p  
f o  f l o c r  
d r n / n  w e / r  
e f f l u e n f  f d n k  
Figure 3.  Flow system schematic  
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of water to the reservoir, or, the receiving tanks could be discharged to 
a floor drain if desired. 
Figure 4 depicts the layout of some of the equipment in the labora­
tory. 
A 135-gallon capacity tank that was positioned on a wood frame 
support on the second floor of the laboratory building served as the 
source of heated effluent. Location of the tank on the second floor ne­
gated the construction of a constant-head effluent source in the laboratory 
since the tank was positioned about 18 feet above the models and the 
total water head change amounted to approximately ten percent during 
an experimental run. The water was heated by a 220-volt, 4500-watt 
Chromalox heater element supplemented by a 500-watt immersion heater. 
A thermostat was connected to the 4500-watt heater for safety purposes 
and a stirring motor was employed to ensure mixing in the tank. A 2-
inch gate valve was connected to the effluent tank and a 2-inch plastic 
pipe was used to convey the heated water to the laboratory room. The 
2-inch plastic pipe was terminated by a 1-1/2 inch globe valve which 
was used for throttling purposes on the largest model. Smaller piping 
and valves were connected to the 1-1/2 inch globe valve for Models One 
and Two. 
The diameters of the effluent pipes connected to each particular 
model were determined using the Froude criterion (see Equation 12c). 
Figure 4. Overall view of laboratory set 
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All effluent pipes connected directly to the models had lengths equal to 
ten inside diameters of the particular pipe. Figure 2 illustrates the 
effluent pipe locations on Model Two; the 1-inch diameter schedule 40 
effluent pipes were centered 1-1/2 inches above the base of the model. 
Model One and Four had effluent pipe arrangements similar to 
Model Two, that is, scaled positions. One-half inch schedule 80 pipe 
and 2-inch schedule 40 pipe were used on Model One and Four, respec­
tively. 
All temperature measurements were taken with Yellow Springs 
Instrument Company Model 427 thermistors and a Model 42SF readout 
device. A switchbox facilitated the monitoring of nine of the thermistors. 
Figure 5 depicts seven thermistor probes placed at a section of Model 
Four. The thermistors used in this investigation have been measured 
by another investigator (20) to have a time constant of 0. 7 seconds. 
Figure 5. Thermistor probes 
26b 
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V. EXPERIMENTAL PROCEDURE 
It was necessary to ascertain reasonable channel dimensions and 
flow rates before meaningful data could be accumulated. The following 
chapter outlines the methods used for (A) determining the channel di­
mensions and flow rates, (B) determining.the effluent pipe system, and 
(C) data acquisition. A short discussion of experimental conditions used 
for the runs is included. 
A. Channel Characteristics 
Flow rates in the models were estimated by using the Chezy equa­
tion for open channel flow: 
V - (21) 
where V is the mean channel velocity, 
C is a coefficient dependent upon dimensions and roughness, 
is the channel hydraulic radius (the flow cross section divided 
by the wetted perimeter), 
3 is the channel slope. 
The Chezy equation can, by application of the continuity principle, 
be expressed in terms of flow rate: 
Q = (22) 
where A is the channel cross sectional flow area. 
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As shown, by Murphy (17), a prediction equation for velocity may 
be developed from Equation 21 as 
V _ c Ks (21a) 
I m —TA 
where the subscript refers to the model. Since the models are geomet­
rically similar and the Froude criterion is followed, 
z h (21b) 
= 1 (21c) 
c M (2 Id) 
and _G_ — I (2 le) 
However, the value of C i"- the Chezy formula varies with the chan­
nel dimensions as well as the channel roughness as seen from Manning's 
empirical relation 
C — 1.4-06 -^ h— (23) 
r 
where V is the roughness coefficient in (ft. )^^^. 
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If one assumes the roughness coefficient to be the same for the 
model and prototype under consideration, the ratio of ^ to can 
be developed from Equations 23 and 2 Id as 
r ^
 z. h (24) 
C m  
Equation 24 reveals that a ratio equal to unity would require 
constraint of the Manning roughness ratio to 
( 2 5 )  
In the present investigation, the value of IT was assumed to be 
0.01 and a slope of 0. 001 was assumed for flow estimating purposes. 
No attempt was made to adjust the roughness in the three models; exam­
ination of Equation 24 for Models Four and Two yields 
^ = z'' - 1.12 (26) 
Cz 
and for Models Four and One 
£l = 4-^'' I . Z ( ,  .  (26a) 
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Since the largest model would place the greatest load on the flow 
reservoir, trial and error calculations of Model Four flow rate were 
made to determine channel base widths and flow depths. It was found 
that a flow depth of three inches, a base width of eight inches, and a 
mean velocity of approximately one fps in Model Four resulted in a rea­
sonable flow rate (calculated from Equation 22). A number of factors 
were considered in determining a reasonable flow rate including: (1) 
capacity of piping between the flow reservoir and the forebay, (2) dura­
tion of an experimental run with no recycling of heated water, (3) resul­
tant size of Model One, and (4) Reynolds Numbers for the three models 
that would result from setting the geometry and flow conditions of Model 
Four. 
Table 4 is a listing of the various channel geometric character­
istics. The channel flow depths listed in Table 4 were chosen to facili­
tate temperature measurement. The effect of surface tension was 
neglected in this study since Murphy (17) has reported that surface ten­
sion will have a negligible effect on the flow of water in layers more 
than 1/4-inch thick. 
Actual flow rates were measured in Models One and Two by allow­
ing the models to discharge into a container that was placed upon a plat­
form scale. After some flow had occurred, the beam of the platform 
scale would swing and a calibrated pan weight was added. When a 
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Table 4. Channel geometric characteristics 
Channel Characteristic 
Model 
One 
Model 
Two 
Model 
Four 
Length at centerline 7, 75 ft. 15.5 ft. 31 ft. 
Distance from head end to bend 5 ft. 10 ft. 20 ft. 
Bend radius at channel center-
line 19 in. 38 in. 76 in. 
Base width 2 in. 4 in. 8 in. 
Flow depth 0. 75 in. 1,5 in. 3 in. 
Hydraulic radius 0. 464 in. 0.928 in. 1. 856 in. 
discharge corresponding to the pan weight had occurred, the beam would 
again swing and a flow rate could be determined by noting the time inter­
val between the two beam swings. It was found that the flow rate of 
Model Four was too large to be reasonably measured in this manner. 
The flow rate of Model Four was measured by use of the following 
technique. Experimental runs were conducted on Models One_and Two in 
order to ascertain the ratio of mean velocity to surface velocity. Times 
for surface floats to travel a measured distance were recorded; float data 
obtained from floats that did not remain in the approximate channel center 
over the measured distance were rejected. The mean velocities of Mod­
els One and Two were found from the platform scale flow rate data. 
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Application of the equation of continuity (Equation 15) allowed determin­
ation of the channel mean velocity since channel flow rate in pounds per 
unit time is easily converted to volume flow rate. Knowledge of the mean 
velocity to surface velocity ratio of the channels aided in adjustment of 
the flow of Model Four; that is, the flow rate of Model Four could be de­
termined by measurement of surface float velocities. 
B. Effluent System 
The effluent flow rates for each model were adjusted by means of 
a throttling valve in the effluent line. Flow rates were measured by use 
of the platform scale in the same manner as in the channel flow rate 
measurements. Preliminary experimentation revealed that effluent ve­
locities that were large with respect to the channel velocities resulted in 
almost complete mixing a short distance from the effluent outlet. There­
fore effluent velocities approximating the particular channel velocities 
were used. Effluent pipe location Ej (Figure 2) was used to study dis­
persion in the straight section of the model and in separate experimental 
runs, location E2 was used for a study of the 45 degree bend. Both lo­
cations of the effluent pipes allowed suitable channel length for flow de­
velopment in the channel before effluent entrance. The Froude criterion 
was adhered to in choosing effluent pipe sizes. Once the effluent flow 
rates and mean velocities were chosen, the equation of continuity was 
used to determine a pipe of suitable cross sectional area. 
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C. Data Acquisition 
Figure 6 illustrates the pattern used for thermistor probe place­
ment. Model Two is illustrated in Figure 6; scaled dimensions would 
apply to Models One and Four. Seven probes (Figure 5) were mounted 
in a "probe bar" so that all the readings in one level could be taken at 
one probe bar setting. The probe bar was then moved through succes­
sive levels until all the data points were covered at a particular station. 
Figure 2 is a plan view of Model 2 illustrating the station locations 
used. Stations 1 through 7 were used only in conjunction with number 1 
effluent pipe (Ej) and were spaced on centers equal to ten hydraulic 
radii. Stations A through D were used only with effluent pipe 
A thermistor probe 'Vc. s placed in the foretank at the model inlet 
for monitoring purposes during each experimental run. The effluent 
temperature was monitored with a thermistor at various times during 
experimental runs. 
D. Experimental Conditions 
Since it was found that accurate model slope settings were very 
difficult to obtain in the laboratory, the actual channel slopes were set 
by trial and error using flow rate measurements as a guide. In this 
manner, the Froude criterion is easily applied since the discharge or 
flow rate scale is based upon the Froude relationship of velocities. 
p r o b e  n u m b e r s  
e f f l u e n t  
i n s e r t i o n  
s i d e  
• w - w w -H — w 
o Q — - o — o -
o o • o o , ^  l e v e l s  
—© o o Q (2) — — o 
o — -"O — — o 
o o ~ ~ 
0.6 
0 . 2 5 "  
Figure 6.  Model Two thermistor probe pattern 
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A survey of the literature revealed that in practice effluent temper­
atures range from about 5°F. to as much at 35°F. above the receiving 
watercourse temperature. A value of 20°^. was chosen as a reasonable 
At between effluent temperature and channel temperature and was used 
throughout the experimental runs. 
La practice the fraction of watercourse flow removed for cooling 
purposes depends upon many variables and varies widely from site to 
site. For this study, 17 percent of channel flow rate was chosen as the 
effluent flow rate. This percentage figure is in terms of the channel flow 
rate with no effluent being discharged to the channel; it does not apply to 
a channel flow that includes effluent. 
Table 5 lists the various parameters used for the experimental 
runs. The data listed represent the "as measured" values. The channel 
Reynolds Numbers are based on the hydraulic radius, while the Froude 
Numbers are based on the channel flow depth. Temperatures of 60°F. 
and 80°F. were assumed for Reynolds Number calculations on the chan­
nels and effluent pipes, respectively. 
Vennard (25) has reported that the ratio of mean velocity to surface 
velocity in open flow is approximately 0. 85 and may be as low as 0. 80 
and as high as 0. 95. This ratio was found experimentally to be equal to 
0. 80 and 0. 78 in Models One and Two, respectively. The flow data 
Table 5. Experimental parameters 
Parameter Model One Model Two Model Four 
Channel cross sectional flow area 
Channel flow rate (less effluent) 
Channel mean velocity (less effluent) 
Channel Reynolds No. (less effluent) 
Channel Froude No. (less effluent) 
Effluent pipe flow area 
Effluent flow rate 
Effluent mean velocity (in effluent 
pipe) 
Effluent pipe Reynolds No. 
Channel flow rate (with effluent) 
0. 0114 ft. ^ 
0.0053 cfs 
0, 46 fps 
1465 
0. 107 
0. 0016 ft. 2 
0. 0009 cfs 
0. 56 fps 
2740 
0. 005# cfs 
0. 0456 ft. 2 
0. 0297 cfs 
0, 65 fps 
4100 
0. 106 
0. 0060 ft. ^ 
0. 0049 cfs 
0. 82 fps 
7750 
0. 0318 cfs 
0. 1825 ft. 2 
0. 1660. cfs 
0.91 fps 
11400 
0,.103 
0, 0233 ft. ^ 
0.0273 cfs 
1 . 1 7  f p s  
21700 
0. 1785 cfs 
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(Table 5) for Model Four were developed by measurement of surface 
velocity and by assuming a mean velocity surface velocity ratio of 
0. 79. The Model Four channel flow rate with effluent was calculated 
as 1. 076 times the channel flow rate less effluent. This factor was 
developed by taking the average of the with effluent without effluent 
flow rate ratios of Models One and Two (Model One and Two flow rates 
were measured with the platform scale). 
The flow reservoir water averaged about 59°F. The effluent was 
always set 20°F. higher. All runs were made on days when the relative 
humidity was between 35 and 60 percent; ambient temperatures were 
recorded during runs. It was not possible to control the ambient condi­
tions in the laboratory. 
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VI. RESULTS AND DISCUSSION 
Examination of channel temperatures at the various channel sta­
tions revealed no detectable temperature changes when heated effluent 
was not allowed to discharge into the channel. That is, the temperatures 
measured at the stations were the same as the feedwater temperature in 
the foretank. 
Flow rate measurements were made on Models One and Two to 
determine the effect of the seven thermistors in the channel (flow rate 
measurements by platform scale). Placement of the probes at the lowest 
level of station five lowered the flow rate approximately six percent in 
Model One and approximately one percent in Model Two. 
The Model One flow rate was found to vary approximately five per­
cent in an hour while the Model Two flow rate changed less than one per­
cent in an hour of running. Investigation of the effluent flow rate varia­
tion as the effluent tank emptied revealed a change of less than 3. 25 
percent. 
Data acquisition was found to be the most difficult in Model Four 
because of the short duration of the runs (approximately three minutes 
per run). 
The channel Reynolds Numbers shown in Table 5 can be used to 
provide an indication of the type of flow existing in the particular channel. 
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For a Reynolds Number based on the hydraulic radius, the critical Rey­
nolds Number that delineates turbulent flow is approximately 1400 as 
given by Allen (1). Therefore Model One has a Reynolds Number very 
close to the critical value. Models Two and Four had Reynolds Numbers 
considerably higher than Model One which indicates turbulent flow. 
The effluent pipe Reynolds Numbers indicate turbulent flow in 
Models Two and Four while the Model One effluent flow is in the transi­
tion region (the transition region is from about 2100 to 3000 in cylindrical 
pipes). 
The Froude Number of the model was found to be approximately 
0. 1 (see Table 5) which indicates sub critical or streaming flow. The 
specific energy of a fluid flowing in a channel is defined as the total head 
with reference to a datum plane through the bottom of the channel (2). 
For a given value of discharge the specific energy depends upon the depth. 
If the depth is large with respect to the velocity head / — ) the specific 
I 2.3/ 
energy is principally potential energy. The flow is called subcritical in 
the present case because the depth is greater than the "critical" depth 
for which the specific energy is a minimum (for a given discharge). The 
specific energy of the water in the three models is principally potential 
and not kinetic. 
A dynamic steady state was assumed to exist for the experimental 
runs no time information was recorded during the runs. Part B of 
40 
the appendix lists A'^' data in the models. The value of each At was 
found by subtracting the fore tank feedwater temperature from the tem­
perature at each point in the channels. Figure 6 illustrates the level 
and probe number locations while Figure 2 shows the station locations. 
The quantity At^ is the effluent temperature minus the foretank feed-
water temperature. 
Examination of the At data reveals the lack of measurements for 
some of the higher levels of stations A, B, C, and D. This is because 
the flow was not uniform; the flow depth decreased from section to sec­
tion downstream. 
The calculated temperature rise in the channels assuming complete 
mixing and no water surface heat exchange is listed in Table 6 for the 
three models. The average temperature rise (At) and standard devia­
tion for cross sections at stations 6, 1, C, and D are also listed for the 
three models in Table 6. The standard deviations listed are an indica­
tion of the degree of mixing if one assumes zero temperature measure­
ment error. Models Two and Four show results more closely in agree­
ment with the calculated At than do the data for Model One. Since 
Model One was the smallest of the three models, it posed some problems, 
particularly in geometry, because any error in construction or probe 
position would be magnified when the larger models are considered. 
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Table 6. Channel mixing data 
Model Model Model 
Item One Two Four 
Calculated At, °F. 3.16 3.11 3.05 
Station 6: 
Measured At, °F. 2.42 3.07 3.05 
Standard deviation 0.60 0.59 0. 78 
Station 7: 
Measured At, °F. 2.43 3.16 2.92 
Standard deviation 0.67 0.62 0. 63 
Station C: 
Measured At, °F .  2.21 3.43 2. 61 
Standard deviation 0.13 0.49 0.79 
Station D: 
Measured At, °F. 2.25 3.23 2.88 
Standard deviation 0.0 0.07 0.56 
The distortion factors, j and , may be evaluated as a function 
of the length scale, H , by reducing Equations 18 and 19, respectively. 
From Equation 18 
h  
since =yO , ^ , and ^ 
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From Equation 19 
I  X = — (28) 
^ n 
2. 
since Vnr, = — , Cpm = C.p , and "torn - to • 
Four different values of M may be obtained if each channel is con­
sidered to be a model of the other two channels. For the experimental 
work, to = torn in Equation 20, so prediction factors may be evalu­
ated by taking At ratios for specific points of interest. Table 7 lists 
the possible At ratios at a specific point in the channel for the various 
values of the length scale m . The subscripts refer to the model number. 
Since there were 420 data points in each model, it is possible to 
make 2, 520 prediction factor evaluations. In this thesis, prediction fac­
tors are presented for levels a and f (see Figure 6) of stations 1 through 
7, and levels a and d of stations A, B, C, and D. The prediction factors 
are defined as = — ) 6^^ - — ) - At^ ' 
etc. where the subscripts refer to the model number. The At's used 
for each calculation are the average values at the particular level under 
consideration. The prediction factors may be evaluated as 
i  (  — (  _ — C _ .  etc.  
The calculated prediction factors are listed in Table 8. 
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Table 7. Distortion factors and combinations of models for determining 
prediction factors 
ITV, length scale ^ , prediction factor 
0 . 2 5  8 4 A t ,  
At^ 
0 . 5  2. 83 2 , 
2 . 0  0 . 3 5 4  0 . 5  
4 . 0  0 . 1 2 5  0 . 2 5  
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Table 8. Experimental prediction factors 
Station Level ^21 ^41 ^42 
a 
f 
3. 58 
1. 38 
1 . 9 8  
1. 52 
0. 55 
1. 10 
2 
2 
a 
f 
2. 66 
1.  11 
2. 12 
1 . 2 3  
0 . 8 0  
1 .  1 1  
3 
3 
a 
f 
1. 62 
1. 08 
1. 37 
1 . 0 9  
0 . 8 5  
1.  01 
4 
4 
a 
f 
1. 33 
1. 03 
1 . 0 7  
1. 13 
0. 80 
1.  10 
5 
5 
a 
f 
1 . 2 0  
1. 36 
1 . 1 9  
1. 13 
0 . 9 9  
0 . 8 3  
6 
6 
a 
f 
1. 21 
1 . 2 0  
1 . 0 5  
1. 31 
0 . 8 7  
1 . 0 9  
7 
7 
a 
f 
1 . 3 3  
1 . 2 3  
1 . 0 2  
1. 13 
0. 77 
0 . 9 3  
A 
A 
a 
d 
6 . 4 5  
1 . 3 8  
6.  16 
1 . 5 1  
0 . 9 6  
1 . 0 9  
B 
B 
a 
d 
1 . 8 8  
1 . 4 3  
1 . 0 5  
1 . 4 9  
0 . 5 6  
1 . 0 4  
C 
C 
a 
d 
1 . 5 3  
1 . 5 9  
1 . 0 9  
1 . 3 9  
0. 72 
0.88  
D 
D 
a 
d 
1 . 4 1  
1 . 4 4  
1 . 2 2  
1. 37 
0 . 8 7  
0 . 9 5  
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The data of Table 8 reveal that is smaller than in all 22 
cases and is smaller than in seven of the 22 cases. While the 
majority of values are larger than the corresponding , a number 
of cases exist in which the value is close to the value of (with­
in approximately ten percent). This comparison of prediction factors 
indicates that in the majority of the cases as the distortion factors in­
crease in magnitude, the value of the prediction factor decreases. 
The variation of prediction factor with the distortion factors aC^ 
and can be studied by employment of the generalized Bernoulli 
equation applied to a streamtube (one lb. basis) 
1- S, t- -!4- t Q = ^ t Hp (29) 
where h = enthalpy 
? = elevation head 
V* 
— = velocity head 
^3 
C| = heat added 
H^= frictional head loss 
and the subscripts refer to two reference points separated by a distance 
J? . For the present case, Cj has a positive component since heat is 
added to the streamtube and a negative component Cj^ since heat is lost 
to the surroundings. Equation 29 can be used to represent the prototype; 
a similar equation would apply for the model. Dimensionless terms are 
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obtained in the Bernoulli equation by dividing by the distance between 
reference points X • For the prototype 
i-L + + 2 Ù  + 9b 
4 JC Zgj X  A  J L  
(30) 
and for the model 
(31) + ^im ^ ^ttm ~ 9*"» _ ^2,im ^ ^ Vz.»» ^ /-/f/w 
'Cw ^9^*» 
A length scale (n) can be defined by ^-'*-^i»|(all lengths to scale n) and a 
prediction factor established as 
•^1-
je 
EilÈi+ + hk + 9b-9^ 
jZ ^ 9 ^  ^  4  
. A 
^ ^  \ 4 m ,  -  V . ^  ^ ^ ^fa«, -
•^rn -^IVX 2, ^ W\ 
Equation 32 reduces to 
. A 
~ *^2. Z; - a, ^  Vi -V, ^ t-if + ft - % 
Jl ^ J. W Jl__ Ji 
Zi- Z, ^ ^ n |-|f„ ^ h(9(,„-9a»,) 
-e -e ^5^ i :(— 
Introduction of the Froude criterion and the definition 
(32) 
(33) 
Cp ^ 
At 
(34) 
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where Cp is the mean specific heat at constant pressure gives 
g z - 2 .  X. 4- 9b- % 
^  ^ ^  ( 3 5 )  
h Zz-Z, ^ + klWf^ 4. 
^ ^ 7 
Murphy (16) reports that the quantity Hp can be expressed as 
J l  
L  ( 3 6 )  
t"- " ' ' ' ^ ^ 7 . , ,  
where |r is the roughness and is the Reynolds Number. Equation 36 
for the model can be reduced to 
= f (r„, 4 (37) 
je 
The functional relationship of the Reynolds Number (turbulent 
flow) varies as 
V 0-2.5 (^r ( 3 8 )  
from the Stanton diagram (16, 25). 
The terms of Equation 35 can be expressed as Newton's law of 
cooling (for a streamtube) 
ût, 7;.^ (39) 
where Atj is the difference between the streamtube bulk fluid temper­
ature and the streamtube surface temperature and is time. The 
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quantity A Equation 39 is /\ = T^ ^  = streamtube surface area 
and the film coefficient lr\^ is 
-
N K (40) 
^ a 
where N = Nusselt Number 
and K = thermal conductivity. 
The Nusselt Number is usually represented (in forced convection 
cooling) by the empirical relation 
N = 0.0^^ (R.) ° (P) 
where P is the Prandtl Number. 
Introduction of Equations 38, 39, 40, and 41 into Equation 35 yields 
.0.8 , (41, 
 ^ + o. 02% ?r K At g (R j (P) (k) f/h) -
^ + 0.023 IPK ^(P) 7"+JLf- 13! 
In Equation 42, it has been assumed that V, = and the time scale is 
T = . If the distortion factor and the temperature scale 
h (see Equation 19a) are introduced, the result is 
L  _ g i- bta ^ 
^ ci + 
(43) 
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where 
£2 -
a = (43a) 
b „  =  - S f  (43b) 
b, = 0.023 TtK R P r (43c) 
e = -P(v-} (43d) 
It is assumed in Equation 43 that f [r) = f ^ • 
An approximation of the relative magnitude of the quantities ÙL , 
^ , and Ô can be determined by assuming (for the prototype) 
R. = 10, 000 (turbulent flow) 
= 5°F. 
d  =  1 . 0  i n c h e s  
= 120 inches 
2, - = 0. 12 inches 
and the water bulk temperature equals 60°F. These assumed values 
result in values for CI, lo ^  , and g of 
a  =  0 .001  
= 550 
e  =  0 . 0 9 4  
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For the conditions assumed, has the greatest relative magni­
tude of the three constants; f(r) is less than one for a straight line ap­
proximation on the Stanton diagram. 
An assumed value of can be calculated as 
b ,  =  Xi. _  _  / 6 6 0  
in which conditions similar to the experimental procedure conditions of 
this thesis are used. 
Prediction factors can be calculated as 
(_ ^ k) (44) 
- b , )  
since A. and e were considerably less in magnitude than and . 
From Equation 44, ^ = 1. 02 when n= 2 and $= 1. 36 when n= 4. The 
values of ^for n= 0. 5 and h= 0. 25 are found by taking the reciprocal of 
1. 02 and 1. 36 respectively. That is, & = 0. 98 when h= 0. 5 and <5= 0. 74 
when h = 0. 25. 
The calculated values of X show that the larger the distortion factor, 
the smaller the prediction factor. The majority of the experimental pre­
diction factor data presented in Table 8 show the same result. Figures 7, 
8, 9, and 10 are plots of the experimental prediction factor as a function 
of the distortion factors for stations 5 and B. The prediction factors cal­
culated from the Bernoulli development are also shown on the figures. 
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shown on the figures. The absolute value of o< = ^ = 1.0 is included 
for plotting purposes. The data for section B appear to have the most 
scatter; this may be due to movement of the warmer water to the inside 
of the curve because of bend effects. It had been observed in the labor­
atory that ink injected upstream from the bend of Model One would tend 
to move to the inside of the curve upon entering the curve. The addition 
of digital readout equipment and recording equipment to the test facility 
would probably reduce observation error substantially since any parallax 
and observer bias would be largely eliminated. 
Figures 11, 12, and 13 are sketches of isothermal lines at stations 
2, 6, and B «'or the three channels. The figures illustrate the occurrence 
of thermal stratification as the dense warmer water tended to float down 
the channels. The stratification would probably have been more pro­
nounced if the temperature difference between the effluent and the fore-
tank water had been greater. Since solar radiation was negligible in the 
laboratory, the stratified flow was the product of the heated discharge; 
this result was also reported by Dysart and Krenkel (5). 
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Figure 11. Isothermal lines (facing downstream): station 2 
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Figure 12. Isothermal lines (facing downstream): station 6 
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Figure 13. Isothermal lines (facing downstream): station B 
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VII, SUMMARY AND CONCLUSIONS 
Engineering similitude was used to develop a distorted model for 
prediction of temperature patterns in open channel flow. Three geomet­
rically similar trapezoidal channels were experimentally studied in order 
to generate temperature pattern data. Channel mixing data, distortion 
and prediction factors, and isothermal line plots were developed from 
the e:q)erimental data. 
The results reveal that engineering similitude can be a valuable 
tool for investigation of heated effluent dispersion. Studies of channel 
mixing, thermal stratification, and model prediction factor development 
appear to be not only feasible, but practical. 
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VIII. SUGGESTIONS FOR FUTURE STUDY 
An increase in the flow reservoir capacity would facilitate studies 
of models with flow rates larger than those used in this study. This 
would allow Model One to be operated out of the laminar-turbulent tran­
sition region and might even make the use of larger models possible. 
An experimental program in which the effects of depth distortion 
are studied would be desirable since, in practice, models of open chan­
nels are often depth distorted to avoid the effect of surface tension. 
Other studies might include variation of the temperature difference 
between the channel water and the effluent and variation of the amount of 
effluent discharged into the channels. 
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IX. APPENDIX 
A. Plant Efficiency Calculations 
Steam-electric plant thermal efficiency, i\ is 
l^t(%) = electrical output ^ 
thermal input 
On a 1 KWH basis. 
3 . 4 1 3  B T U / K W H  ,  1 0 0  ( 4 6 )  
3, 413 BTU/KWH + Waste Heat BTU/KWH 
The plant "heat rate" is the denominator of Equation 46. 
Plant design and operating data indicate that 15 percent of the ther­
mal input is a reasonable approximation for in-plant and stack heat los­
ses in a coal-fired plant (23). Since stack losses are not involved, only 
five percent of the heat rate is lost in a nuclear plant (23). The heat in 
BTU/KWH to the cooling water (Q) for the coal-fired plant is 
Qcoal = (0.85) (Heat Rate) - 3,413 
while for the nuclear plant it is 
Qnuclear = (0-95) (Heat Rate) - 3,413 
The heat rate for a highly efficient (40%) fossil-fueled plant is 
Heat Rate = 3 ' 4 1 3  _  g  5 3 3  B T U / K W H  
0. 4 
and the heat to the cooling water is 
Qcoal = {0-85) (Heat Rate) - 3,413 = 3,800 BTU/KWH 
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The heat rate for a 33 percent efficient nuclear plant is 
Heat Rate = ^'^IS = jq, 342 BTU/KWH 
0 . 3 3  
and the heat to the cooling water is 
^nuclear = 9^) (Heat Rate) - 3, 413 = 6, 4000 BTU/KWH. 
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B. A t  Data 
Model One data* Temperatures in °F. 
Probe Level, inches 
No. 0. 125 0. 25 0. 375 0. 50 0 , 6 2 5  0. 75 
1 2. 0 2. 25 3. C 4 . 0  4 . 0  5 . 0  
2 1. 0 1. 75 3. 5 4. 5 5 . 0  6. 5 
3 0. 5 1 . 2 5  3. 0 4. 5 5 . 0  6 . 5  
4 0 . 2 5  0. 50 1. 5 3. 0 4 . 5  5 . 0  
6 5 0 0 0 0 . 2 5  0. 5 4 . 0  
-i-) 
at 6 0 0 0 0 0 . 5  1 . 0  
W 7 0 0 0 0. 5 0. 5 1. 5 
At X 20. 25 2 0 . 0  19. 75 1 9 .  7 5  1 9 .  7 5  1 9 .  7 5  
1 1 . 5  2. 5 3. 0 3. 5 4 . 0  4 . 5  
2 1. 5 1. 5 2. 5 3 . 5  4 . 0  4. 5 
3 1. 0 1 . 2 5  2. 0 3. 5 4 . 0  4 . 5  
<M 4 0 . 5  1. 0 2. 0 3. 0 3 . 5  4. 0 â 
o 5 0. 25 0. 75 1. 5 2. 5 3 . 0  3 . 0  
6 0 . 2 5  1. 25 1. 25 2 . 0  2 . 0  3 . 0  
W 7 1. 0 2. 0 2. 0 1. 5 2 . 0  2 . 0  
A"fcx 2 0 . 0  2 0 . 0  2 0 . 0  2 0 . 0  2 0 . 0  2 0 . 0  
1 3. 0 3 . 0  4. 0 3 . 5  4 . 0  4. 0 
2 2. 5 2. 5 3. 0 3. 5 4 . 0  4. 0 
3 2 . 0  2 . 0  3. 0 3. 5 4 . 0  4. 0 
m 4 1. 0 2. 0 2. 5 3. 0 3 . 5  3 . 5  
a 
o 5 0. 75 1. 5 2. 0 3. 0 3 . 0  3. 5 
4-> 
•4-> CO 
6 0 . 5  1 . 0  1. 5 2. 0 2 . 5  3 . 0  
7 0 . 5  2 . 0  1. 5 2. 0 2 . 0  3. 0 
Atx 2 0 . 0  20. 0 20. 0 20. 0 2 0 . 0  20. 0 
* Probe and station locations are shown in Figures 6 and 2, 
respectively. At^ = effluent temperature minus foretank 
temperature. 
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Model One z&t data (cont. ) 
Probe 
No. 
Level, inches 
0. 125 0. 25 0. 375 0. 50 0. 625 0. 75 
a 
o 
ZI 
S 
1 
2 
3 
4 
5 
6 
7 
Atx 
2 . 2 5  2. 25 2 . 2 5  2. 25. 2. 75 3. 75 
2 . 2 5  2 . 2 5  2. 25 2. 25: 2. 75 3. 75 
1. 75 2. 25 2 . 2 5  2. 25 2. 75 3. 75 
1 . 2 5  2. 25 2. 25 2. 25 2..75 3. 75 
1. 75 2. 25 2 . 2 5  2 . 2 5  2. 75 3. 75 
2 . 2 5  2. 25 2. 25 2. 25 2. 75 3. 75 
2 . 7 5  2. 25 2 . 2 5  2. 25 2. 7Ê 3. 75 
2 0 . 2 5  20. 25 20. 25 20. 25 20. 25 2 0 . 3 5  
1 . 5  1. 75 2 . 2 5  2 . 2 5  2. 25 2. 7L-
1 . 5  1. 75 2 . 2 5  2. 25 2. 25 2 .  7 5 '  
1 . 5  1. 75 2. 25 2 . 2 5  2 . 2 5  2. 75 
1 . 5  1. 75 2 . 2 5  2. 25 2 . 2 5  2 . 7 5  
2 . 7 5  2. 25 2. 25 2. 25 2. 25 2. 75 
2 . 7 5  2. 75 2. 25 2. 25 2. 25 3 . 2 5  
3 . 2 5  2. 75 2 . 2 5  2. 75 2. 75 3. 75 
2 0 . 0  20. 25 20. 25 20. 25 20. 25 20. 25 
If) 
a  0  
-M 4^ 
1 
1 
2 
3 
4 
5 
6 
7 
At. 
1 1 . 7 5  1. 75 2 . 2 5  2 . 2 5  2. 25 3 . 2 5  
2 1. 75 1. 75 2. 0 2. 25 2 . 2 5  3 . 2 5  
3 1. 75 1. 75 1. 75 2 . 2 5  2. 25 3 . 2 5  
vO 4 1. 75 1. 75 1. 75 2. 25 2 . 2 5  3 . 2 5  
c 
o 5 2 . 2 5  1. 75 2 . 0  2. 25 2 . 2 5  3 . 2 5  
ni 6 2 . 5 0  2. 50 2. 75 2. 75 2 . 2 5  3. 75 
00 7 2 . 7 5  3. 0 3. 25 3. 0 3. 0 3. 75 
2 0 . 5  20. 5 2 0 . 5  20. 5 20. 5 20. 5 
1 1 . 7 5  1. 75 1. 75 2. 25 2 . 2 5  3 . 2 5  
2 1 . 7 5  1. 75 1. 75 2. 25 2. 25 3. 25 
3 1 . 7 5  1. 75 1. 75 2. 25 2. 25 3. 25 
r- 4 1 . 7 5  1. 75 1. 75 2. 25 2 . 2 5  3. 25 
5 5 2 . 2 5  1. 75 1. 75 2. 25 2 . 2 5  3. 25 L-» d 6 2 . 7 5  2. 50 2 . 2 5  2. 50 2. 75 3. 75 
W 7 3 . 2 5  3 . 2 5  3. 0 3. 25 3 . 2 5  4 . 2 5  
2 0 . 5  20. 5 20. 5 20. 5 20. 5 2 0 .  5  
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Model One At data (cont. ) 
Probe Level, inche s 
No. 0 . 1 2 5  0 . 2 5  0 . 3 7 5  0. 50 0 . 6 2 5  0. 75 
1 0 . 2 5  0. 75 1 . 2 5  2. 25 3 . 7 5  
2 0 . 2 5  1. 75 4 . 2 5  5 . 2 5  6. 75 
3 0 . 2 5  1. 75 4 . 2 5  6. 25 6. 75 
< 4 0 . 2 5  0 . 2 5  0 . 7 5  2. 75 6 . 2 5  
c 
o 5 0 . 2 5  0 . 2 5  0 . 2 5  0. 75 4 . 2 5  
*4-> R5 6 0 . 2 5  0 . 2 5  0 . 2 5  0. 75 3. 75 
m 7 0 . 2 5  0 . 2 5  0 . 2 5  1. 00 2 . 2 5  
Atx 2 0 . 2 5  20. 25 2 0 . 2 5  20. 25 2 0 . 2 5  
1 2 . 2 5  2 . 2 5  2 . 7 5  2. 75 2. 75 
2 1. 75 2 . 2 5  2 . 7 5  2. 75 2. 75 
m 
3 1 . 7 5  1. 75 2 . 2 5  2. 75 2. 75 
4 1. 00 1. 50 1 . 7 5  2. 75 2. 75 
c 
o 5 0. 75 1. 00 1 . 2 5  1. 75 2. 75 
nS 6 1 . 2 5  1. 00 1 . 7 5  2 . 2 5  2. 75 
W 7 - 1 . 2 5  0. 75 1 . 7 5  2. 75 3. 75 
Atx 2 0 . 2 5  2 0 . 2 5  2 0 . 2 5  2 0 . 2 5  2 0 . 2 5  
1 2 . 2 5  2 . 2 5  2 . 2 5  2 . 2 5  
2 2 . 2 5  2 . 2 5  2 . 2 5  2. 25 
U 
3 2 . 2 5  2 . 2 5  2 . 2 5  2. 25 
4 2 . 2 5  2 . 2 5  2 . 2 5  2. 25 
c 
o 5 2 . 2 5  2 . 2 5  2 . 2 5  2. 25 
nS 6 2 . 2 5  2 . 2 5  2 . 2 5  2 . 2 5  
4-1 to 7 2 . 2 5  2. 25 1. 75 1. 75 
Atx 2 0 . 2 5  2 0 . 2 5  2 0 . 2 5  2 0 . 2 5  
1 2 . 2 5  2 . 2 5  2 . 2 5  2 . 2 5  
2 2 . 2 5  2 . 2 5  2 . 2 5  2. 25 
3 2 . 2 5  2. 25 2 . 2 5  2. 25 M 4 2 . 2 5  2 . 2 5  2 . 2 5  2. 25 
O 
•H 
5 2 . 2 5  2 . 2 5  2 . 2 5  2. 25 
6 2 . 2 5  2 . 2 5  2 . 2 5  2 . 2 5  
w 7 2 . 2 5  2 . 2 5  2 . 2 5  2. 25 
Atx 2 0 . 2 5  2 0 . 2 5  2 0 . 2 5  2 0 . 2 5  
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Model Two At data 
Probe Level, inches 
No. 0 . 2 5  0 . 5 0  0. 75 1. 0 1 . 2 5  1 . 5 0  
1 4 . 5  5. 0 4. 75 5. 75 6 . 2 5  6. 75 
2 3 . 5  4 . 5  5 . 0  5. 75 6 . 2 5  6 . 7 5  
3 2 . 5  3. 5 4 . 0  5. 75 6 . 2 5  6 . 7 5  
4 1 . 5  1 . 5  3 . 0  4. 75 4. 75 7 . 2 5  § 5 0 . 0  0 . 0  0 . 5  1. 75 3 . 7 5  5. 75 
jg 6 0 . 0  0 . 0  0 . 0  0. 75 2 . 2 5  4 . 2 5  
w 7 1 . 5  2. 5 1 . 0  0. 75 1 . 7 5  3 . 2 5  
Zit X 20. 0 20. 0 20. 0 20. 25 2 0 . 2 5  2 0 . 2 5  
1 4 . 0  4. 25 4 . 5 0  4 . 5 0  6 . 0  5 . 2 5  
2 3 . 0  3 . 2 5  4 . 2 5  4. 50 6 . 0  4. 75 
3 3 . 0  3 . 2 5  3 . 7 5  4. 50 5 . 0  4. 75 
N 4 2 . 0  2. 75 2. 75 3. 50 3 . 5  4. 25 C 
o 5 1 . 5  1. 75 2 . 2 5  2. 50 2 . 0  3. 25 
•u 6 1 . 0  1. 25 1 . 2 5  2 . 5 0  1 . 0  2. 75 
W 7 1 . 5  1. 25 2 . 2 5  2 . 2 5  1 . 5  3 . 2 5  
Atx 2 0 . 5  2 0 . 2 5  2 0 . 2 5  20. 5 2 0 . 5  20. 25 
1 3 . 7 5  4. 0 4 . 0  4 . 0  4. 25 4. 75 
2 3 . 0  3. 5 4 . 0  4 . 0  4. 0 4. 50 
3 2 . 5  3. 5 3 . 0  4 . 0  4. 0 4. 25 
M 4 1. 75 3 . 0  3 . 0  3 . 2 5  3 . 0  3. 75 
c 
o 5 1 . 2 5  1. 5 2 . 2 5  2. 75 3. 0 3. 0 
4-) 6 2 . 0  1. 5 2 . 0  2. 50 2. 5 2. 75 
« CO 7 2 . 2 5  2 . 2 5  2 . 5  2 . 5 0  3. 0 4 . 0  
Atx 20. 25 2 0 . 5  2 0 . 5  2 0 . 5  20. 5 2 0 . 5  
1 1. 75 2 . 2 5  2 . 2 5  4 . 0  4 . 2 5  4 , 0  
2 1. 75 2 . 5 0  2 . 2 5  3. 75 4. 25 4 . 0  
3 2. 50 3 . 0  3 . 0  3. 75 3. 75 4 . 0  
4 3. 25 3 . 5  3 . 2 5  3 . 5 0  3. 75 3. 75 
1 5 3 . 2 5  3- 5 3 . 5  2. 50 3 . 2 5  3 . 5  4-> 6 3 . 2 5  3 . 2 5  3 . 5  2 . 5 0  3 . 0  3 . 7 5  
W 7 3 . 2 5  3 . 2 5  3 . 5  2 . 5 0  3 . 2 5  4 . 0  
Atx 2 0 . 5  20. 5 2 0 . 5  2 0 . 5  2 0 . 7 5  20. 5 
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Model Two At data (cont. ) 
Probe Level, inche s 
No. 0 . 2 5  0 . 5 0  0 . 7 5  1 . 0  1 . 2 5  1 . 5 0  
1 3 . 0  3 . 2 5  6 . 0  3 . 5  4 . 0  4 . 0  
2 3 . 0  3 . 0  3 . 2 5  3 . 2 5  3 . 5  4 . 0  
3 2. 75 3 . 0  3 . 0  3 . 2 5  3 . 5  4 . 0  
in 4 2 . 2 5  2. 5 3 . 0  2. 75 3 . 2 5  4 . 0  
1 5 2 . 2 5  2 . 2 5  2 . 5  2. 5 3 . 0  3. 75 
RS 6 2 . 0  2. 5 2 . 2 5  2. 5 3 . 0  4. 0 
w 7 2 . 0  3. 0 2 . 5  3. 0 3. 0 4 . 5  
Atx 2 0 . 5  20. 5 2 0 . 5  20. 5 20. 5 20. 5 
I • 3 . 0  3 . 2 5  3 . 2 5  3. 0 3 . 5  4 . 2 5  
2 2 . 5  3. 0 2. 75 3. 0 3. 75 3. 75 
3 2 . 5  3. 0 3 . 0  3. 0 3. 75 4 . 5 0  
o 4 2. 5 2. 75 2 . 5  2. 75 3 . 2 5  3. 75 
0 5 2 . 2 5  2. 75 2 . 5  2. 50 3 . 2 5  3 . 2 5  
"S 6 2 . 2 5  2 . 5 0  2 . 5  2 . 5 0  3 . 0  4 . 0  
w 7 2 . 5  2. 75 3 . 0  3 . 0  3 . 2 5  4 . 5  
Atx 2 0 . 5  20. 75 2 0 . 5  2 0 . 5  20. 75 20. 75 
1 3 . 2 5  3 . 2 5  3 . 5  3 . 5  3 . 5  4 . 2 5  
2 3 . 0  3 . 0  3 . 2 5  3 . 2 5  3 . 5  4 . 2 5  
3 2. 75 2. 75 3 . 0  3 . 2 5  3 . 5  4 . 2 5  
f- 4 2 . 7 5  2. 5 2. 75 3 . 0  3 . 2 5  4 . 2 5  § 5 2. 5 2. 5 2 . 5 0  2. 75 3 . 2 5  4 . 2 5  
rt 6 3 . 0  2 . 5  2. 75 2 . 5  2. 75 4 . 2 5  
10 7 3 . 0  3. 0 2. 75 2. 5 2 . 5  4 . 2 5  
Atx 20. 75 20. 75 20. 75 20. 75 20. 75 20. 75 
1 2. 75 6. 5 4 . 0  ' 5 . 5  5. 75 
2 3 . 2 5  6 . 0  6 . 0  6 . 0  6. 75 
3 3 . 2 5  4 . 0  6 . 0  6. 5 9 . 0  
< 4 1 . 2 5  1. 0 3 . 5  4. 5 6 . 2 5  § 5 0 . 2 5  0. 0 0 . 5  1. 5 2 . 2 5  
XJ (d 6 0 . 2 5  0 . 0  0 . 2 5  1. 75 4 . 0  
W 7 0 . 2 5  0. 0 0 . 2 5  0. 5 4 . 5  
Atx 1 9 . 7 5  1 9 . 5  1 9 . 5  1 9 . 5  1 9 . 5  
bo 
Model Two At data (cont. ) 
Probe 
No. 
Level, inches 
0 . 2 5  0 . 5  0. 75 1 .  0  1. 25 1. 50 
m 
a  
o 
nt 
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1 
2 
3 
4 
5 
6 
7 
A-tx 
4 . 0  
3 . 0  
3 . 0  
3 . 0  
2 . 0  
1. 75 
2 . 0  
1 9 .  7 5  
3. 75 
3. 75 
3. 5 
3. 0 
2. 75 
2. 5 
2. 5 
19. 75 
3 . 2 5  
3 . 2 5  
3 . 5  
2 . 7 5  
3 . 0  
3 . 2 5  
3 . 5  
1 9 . 7 5  
3 . 5  
3. 5 
3. 5 
3. 5 
3. 5 
3. 5 
4 . 5  
19. 75 
3. 5 
3. 5 
3. 5 
3. 5 
3. 5 
3 . 2 5  
3. 5 
19. 75 
U 
c 
o 
(d 
w 
§ 
d 
W 
1 
2 
3 
4 
5 
6 
7 
A-fcx 
1 
2 
3 
4 
5 
6 
7 
Atx 
4 . 5  
4 . 5  
4 . 2 5  
3 . 5  
2. 75 
2 . 2 5  
2 . 2 5  
1 9 . 7 5  
3 . 2 5  
3 . 2 5  
3 . 2 5  
3 . 2 5  
3 . 2 5  
3 . 0  
3 . 0  
1 9 . 5  
3 . 5  
3 . 5  
3 . 5  
3 . 2 5  
3 . 2 5  
3 . 2 5  
3 . 5  
19. 75 
3 . 5  
3 . 5  
3 . 5  
3 . 5  
3 . 2 5  
3 . 2 5  
3 . 5  
1 9 . 5  
3 . 5  
3. 5 
3. 5 
3. 5 
3 . 2 5  
3. 5 
3. 5 
19. 5 
3 . 2 5  
3 . 2 5  
3 . 2 5  
3 . 2 5  
3 . 2 5  
3 . 2 5  
3 . 2 5  
1 9 . 5  
3 . 2 5  
3 . 2 5  
3 . 2 5  
3 . 2 5  
3 . 2 5  
3 . 2 5  
3 . 2 5  
1 9 . 5  
3. 25 
3. 25 
3. 25 
3 . 2 5  
3 . 2 5  
3 . 2 5  
3 . 2 5  
19. 5 
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Model Four At data 
Probe Level, inches 
No. 0 . 5  1 . 0  1 . 5  2. 0 2. 5 3 . 0  
1 2. 5 2. 75 3 . 5  4. 0 4. 50 6. 0 
2 2 . 0  2 . 2 5  4 . 5  5 . 2 5  5 . 5 0  6 . 0  
3 2. 0 3. 25 4 . 5  4. 50 5. 75 7. 0 
4 1 . 0  1. 75 3. 5 5. 50 6. 50 8. 5 
.2 5 0 . 0  0. 50 2 . 5  4. 50 6. 50 7 . 5  
'•4-> 
<6 6 0 . 0  0 . 2 5  1 . 0  3. 0 3. 50 6 . 0  
W 7 0 . 0  0 . 2 5  0 . 2 5  0. 75 2. 00 4 . 0  
Atx 1 9 . 0  1 9 . 2 5  1 9 . 5  19. 5 1 9 . 5  1 9 .  0  
1 3 . 0  2. 5 2 . 5  3. 5 3. 75 4 . 0  
2 2 . 2 5  2 . 5  2 . 5  3. 5 4. 25 4. 0 
3 2 . 0  3. 0 4 . 0  4. 25 4 . 2 5  4. 5 
N 4 2 . 0  3 . 0  3 . 0  4. 25 4 . 0  3 . 0  
C 
0 5 1 . 5  2. 25 3 . 0  3. 5 3 . 2 5  5 . 0  
4-» 
nJ 6 1. 0 2. 0 2 . 0  2. 0 2 . 0  5 . 2 5  
W 7 1 . 0  1. 0 2 . 2 5  2. 5 2. 0 5 . 5 0  
Atx 20. 5 20. 5 2 0 .  5  2 0 .  5  1 9 . 5  1 9 . 2 5  
1 3. 0 2. 25 3. 0 3. 75 3 . 0  3 . 0  
2 2 . 5  2. 50 3. 25 3. 0 3 . 2 5  3 . 0  
3 2. 5 2. 25 3 . 0  3. 0 4 . 0  3. 75 
CO 4 1. 75 2. 25 2. 75 3. 0 3. 5 3. 75 
c 
o 5 1. 75 2. 0 3. 0 3. 0 3. 5 4. 0 
-w 6 1. 50 1. 75 2. 5 2. 5 3. 75 4 . 7 5  
W 7 1. 0 2. 75 3. 0 2. 75 3. 0 5. 0 
Atx 20. 0 1 9 .  7 5  2 0 .  0  20. 0 1 9 .  7 5  1 9 .  7 5  
1 3 . 0  3. 25 2. 50 2. 50 3. 0 4. 25 
2 3 . 0  2. 50 2. 50 2. 75 2. 50 3 . 7 5  
3 2. 75 2. 50 2. 50 2. 50 3. 0 4 . 2 5  
4 2 . 0  2. 50 2. 50 2. 50 3 . 0  4. 0 
§ 5 1 . 5  2. 50 2. 50 3. 0 3 . 0  4. 0 
a  6 1. 5 2. 50 3. oa 3. 0 3 . 0  4 . 5 0  
w 7 1 . 5  3. 25 3 . 0 0  3. 75 3. 75 4. 75 
Atx 1 9 . 5  19. 5 1 9 . 5  1 9 .  5  1 9 . 5  1 9 . 5  
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Model Four At data (cont. ) 
Probe Level, inches 
No. 0 . 5  1. 0 1. 5 2. 0 2. 5 3 . 0  
1 3 . 2 5  3 . 2 5  2. 50 2. 50 2. 5 2. 75 
2 2. 75 2. 75 2 . 5 0  2. 50 2. 5 2. 50 
3 2. 25 2. 50 2. 50 2. 50 2. 5 2 . 5 0  
ITI 4 2. 25 2 . 0  2. 50 2. 50 2. 5 3 . 5  
c 
o 5 2 . 0  2. 25 2. 50 2. 50 2. 5 3 . 5  
•4-> fd 6 2. 25 3. 25 3. 0 3. 00 3. 25 4 . 0  
w 7 2 . 7 5  2. 0 2. 75 3. 50 3. 50 4 . 5  
A t x  2 0 .  0  2 0 . 0  2 0 .  0  20. 0 20. 0 2 0 . 0  
1 2. 75 3 . 2 5  3. 25 3. 25 3. 00 4. 50 
2 2. 75 3 . 0 0  2. 50 3 , 2 5  3 . 0 0  4. 50 
xO 
g 
3 2. 75 3. 00 2. 75 3. 00 3. 25 4. 50 
4 2 . 2 5  2. 50 2. 25 2. 75 3 . 0 0  4 . 2 5  
o 5 2 . 0 0  2. 25 2. 50 2. 75 3 . 0 0  4 . 2 5  
(g 6 1. 50 2. 25 2. 75 3. 25 3. 25 4 . 5 0  
s 7 1 . 2 5  2. 75 3. 25 3 . 2 5  3 . 5 0  4. 50 
At X 2 0 .  0  20. 0 20. 0 20. 0 2 0 . 0  2 0 .  0  
1 2 . 5  3. 0 2. 75 2. 75 2. 75 3 . 2 5  
2 2. 75 2. 75 2 . 2 5  2. 75 2. 75 3 . 7 5  
3 2 . 5  2. 75 2 . 5 0  2. 75 2. 75 4 . 2 5  
r- 4 1 . 5  2. 50 2. 25 2. 75 2. 75 3. 75 
c 
o 5 1. 75 2. 50 2. 75 2. 75 3. 0 4 . 2 5  
4-> (X5 6 2 . 0  2. 75 3 . 0  3. 25 3 . 0  4 . 2 5  
CO 7 2 . 5  3. 50 3. 25 3. 50 3. 75 4. 0 
At 2 0 . 0  "  20. 0 2 0 .  0  20. 0 2 0 . 0  20. 0 
1 3 . 5 0  4. 75 6 . 2 5  5. 25 5 . 2 5  
2 4 . 0  5. 75 7. 25 7 . 2 5  7 . 2 5  
<f' 3 2 . 0  5. 25 7 . 2 5  7. 75 8. 75 
c 4 0. 50 2. 25 3 . 2 5  7. 25 8. 75 
o 
•i~t 5 0 . 2 5  0. 0 0. 75 0. 75 3. 25 
•4-1 03 6 0. 25 0. 25 0 . 2 5  0. 25 0 . 2 5  
W 7 0 . 2 5  0. 25 0 . 2 5  0. 25 0 . 2 5  
Atx 1 9 . 5  1 9 . 5  1 9 . 5  1 9 . 5  1 9 . 5  
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Model Four At data (cent.) 
Probe 
No. 
Level, inches 
0 . 5  1 . 0  1. 5 2. 0 2. 5 3 . 0  
1 
2 
3 
4 
5 
6 
7 
At X 
2 . 5  
2 . 5  
2 . 5  
1. 5 
0. 75 
0. 50 
0. 25 
1 9 .  7 5  
4. 0 
3. 5 
2. 75 
1. 75 
1. 50 
1. 0 
0. 25 
1 9 .  7 5  
3. 5 
3. 25 
3 . 2 5  
3. 25 
3. 0 
2. 5 
0. 75 
1 9 .  7 5  
4. 0 
4. 0 
4 . 0  
4. 0 
3. 5 
3. 5 
3. 5 
1 9 .  7 5  
1 
2 
3 
4 
5 
6 
7 
A t x  
3. 5 
3. 5 
3 . 2 5  
2 . 2 5  
2. 0 
2. 0 
0. 75 
1 9 . 5  
3. 5 
3. 0 
3. 0 
2. 25 
2. 0 
0. 5 
1. 25 
1 9 .  5  
3 . 5  
3. 0 
2 . 5  
2. 5 
2 . 5  
2 . 5  
2 . 5  
1 9 . 5  
3. 25 
3. 25 
3. 0 
3. 0 
3. 0 
3. 0 
2. 75 
1 9 .  5  
1 
2 
3 
4 
5 
6 
7 
A'tx 
3 . 7 5  
3 . 2 5  
3 . 0  
3 . 0  
3. 0 
2 . 5  
1. 75 
1 9 . 7 5  
3. 75 
3. 50 
3. 0 
2. 75 
2 . 5 0  
2 . 2 5  
1. 75 
19. 75 
3. 75 
3 . 2 5  
3 . 0  
3. 0 
2. 75 
2. 75 
1. 75 
1 9 .  7 5  
3 . 5  
3. 25 
3. 25 
3. 25 
3. 25 
3. 0 
2. 5 
1 9 .  5  
72 
X. LITERATURE CITED 
1. Allen, J. Scale models in hydraulic engineering. London, 
E n g l a n d ,  L o n g m a n s ,  G r e e n  a n d  C o m p a n y .  1 9 4 7 .  
2. Bakhmeteff, B. A. Hydraulics of open channels. New York, 
N e w  Y o r k ,  M c G r a w - H i l l  B o o k  C o m p a n y ,  I n c .  1 9 3 2 .  
3. Brown, W .  D. 20th annual electrical industry forecast. Electri­
c a l  W o r l d  1 7 2 ,  N o .  1 1 :  8 5 - 1 0 0 .  S e p t e m b e r  1 5 ,  1 9 6 9 .  
4. Davidson, B. and Bradshaw, R. W. Thermal pollution of water 
s y s t e m s .  E n v i r o n m e n t a l  S c i e n c e  a n d  T e c h n o l o g y  1 ,  N o .  8 :  6 1 8 -
6 3 0 .  A u g u s t  1 9 6 7 .  
5. Dysart, B. C. and Krenkel, P. A. The effects of heat on water 
q u a l i t y .  P u r d u e  U n i v e r s i t y  E n g i n e e r i n g  B u l l e t i n  4 9 ,  S e r i e s  1 1 8 ,  
N o .  4 :  1 8 - 3 9 .  M a y  1 9 6 5 .  
6. Edinger, J. E. and Geyer, J. C. Heat exchange in the environ­
m e n t .  E d i s o n  E l e c t r i c  I n s t i t u t e  P u b l i c a t i o n  N o .  6 5 - 9 0 2 .  1 9 6 5 .  
7. Federal Power Commission. Steam-electric plant construction 
c o s t  a n d  a n n u a l  p r o d u c t i o n  e x p e n s e s .  W a s h i n g t o n ,  D .  C . ,  U . S .  
G o v e r n m e n t  P r i n t i n g  O f f i c e .  O c t o b e r  1 9 6 7 .  
8. Federal Power Commission. Steam-electric plant construction 
cost and annual production expenses. Washington, D. C. , U. S. 
Government Printing Office. November 1969. 
9. Gambs, G. C. The electric utility industry: future fuel require­
ments 1970-1990. Mechanical Engineering 92, No. 4: 42-48. 
A p r i l  1 9 7 0 .  
1 0 .  G e r d e s ,  R .  H .  S e r v i n g  A m e r i c a ' s  f u t u r e  e l e c t r i c a l l y .  E d i s o n  
Electric Institute Bulletin 37, No. 6: 184-186, 212. June-July 
1969. 
1 1 .  H y d r a u l i c  m o d e l s .  N e w  Y o r k ,  N e w  Y o r k ,  A m e r i c a n  S o c i e t y  o f  
Civil Engineers. 1942. 
73 
12. Jaske, R. T. A test simulation of the temperature of the Illinois 
River and a prediction of the effects of Dresden II and Dresden III 
reactors, USAEC report 728 (Battelle-Northwest Laboratory, 
R i c h l a n d ,  W a s h i n g t o n ) .  A p r i l  1 9 6 8 .  
13. Joint power generation conference. Mechanical Engineering 91, 
N o .  1 1 :  9 6 - 9 8 .  N o v e m b e r  1 9 6 9 .  
14. Kolflat, T. Thermal discharges. Industrial Water Engineering 
5 ,  N o .  3 :  2 6 - 3 1 .  M a r c h  1 9 6 8 .  
1 5 .  M o r g a n ,  P .  V ,  a n d  B r a m e r ,  H .  C .  T h e r m a l  p o l l u t i o n  a s  f a c t o r  
i n  p o w e r  p l a n t  s i t e  s e l e c t i o n .  N u c l e a r  N e w s  1 2 ,  N o .  9 :  7 0 - 7 4 .  
S e p t e m b e r  1 9 6 9 .  
1 6 .  M u r p h y ,  G .  M e c h a n i c s  o f  f l u i d s .  2 n d  e d .  S c r a n t o n ,  P e n n s y l ­
v a n i a ,  I n t e r n a t i o n a l  T e x t b o o k  C o m p a n y .  1 9 5 2 .  
1 7 .  M u r p h y ,  G .  S i m i l i t u d e  i n  e n g i n e e r i n g .  N e w  Y o r k ,  N e w  Y o r k ,  
T h e  R o n a l d  P r e s s  C o m p a n y .  1 9 5 0 .  
1 8 .  P e t e r s o n ,  D .  E .  a n d  J a s k e ,  R .  T .  A  t e s t  s i m u l a t i o n  o f  p o t e n t i a l  
e f f e c t s  o f  t h e r m a l  p o w e r  p l a n t s  o n  s t r e a m s  i n  t h e  u p p e r  M i s s i s ­
sippi River basin. USAEC report 999 (Battelle-Northwest Labor­
atory, Richland, Washington). December 1968. 
1 9 .  R e m i r e z ,  R .  T h e r m a l  p o l l u t i o n  h o t  i s s u e  f o r  i n d u s t r y .  
Chemical Engineering 75, No. 7; 43-52. July 1968. 
20. Tunstall, D. J. Thermal analogy for the diffusion of neutrons 
in a two core reactor. Unpublished M.S. thesis. Ames, Iowa, 
L i b r a r y ,  I o w a  S t a t e  U n i v e r s i t y  o f  S c i e n c e  a n d  T e c h n o l o g y .  1 9 7 0 .  
2 1 .  U . S .  A t o m i c  E n e r g y  C o m m i s s i o n .  N u c l e a r  p o w e r  a n d  t h e  e n ­
vironment. Washington, D. C., U.S. Government Printing Office. 
1969. 
22. U.S. Bureau of the Census. 1963 census of manufacturers. 
W a s h i n g t o n ,  D .  C . ,  U . S .  G o v e r n m e n t  P r i n t i n g  O f f i c e .  1 9 6 6 -
1 9 6 8 .  
74 
2 3 .  U . S .  D e p a r t m e n t  o f  t h . e  I n t e r i o r ,  F e d e r a l  W a t e r  P o l l u t i o n  C o n t r o l  
Administration. Industrial waste guide on thermal pollution. 
Washington, D. C., U. S. Government Printing Office. September 
1968. 
24. U. S. Department of the Interior, Federal Water Pollution Control 
Administration. The cost of clean water volume II. Washing­
ton, D. C., U.S. Government Printing Office. January 1968. 
25. Vennard, J. K. Elementary fluid mechanics, 4th ed. New York, 
N e w  Y o r k ,  J o h n  W i l e y  a n d  S o n s ,  I n c .  1 9 6 1 .  
75 
XI. ACKNOWLEDGMENTS 
The author wishes to express his sincere appreciation to Dr. 
Gle n n  M u r p h y  f o r  h i s  g u i d a n c e  a n d  e n c o u r a g e m e n t  t h r o u g h o u t  t h e  d e ­
velopment of this dissertation. Gratitude is expressed to the Iowa State 
University Engineering Research Institute for funding the study. 
A special note of thanks is due my wife, Julie, for her work in 
data recording and typing and to my mother who made my college edu­
cation possible. 
