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Abstract:
We consider elementary particles in a quantum theory based
on a Galois field. In this approach infinities cannot exist, the cosmolog-
ical constant problem does not arise and one irreducible representation
of the symmetry algebra necessarily describes a particle and its antipar-
ticle simultaneously. In other words, the very existence of antiparticles
is a strong indication that nature is described rather by a finite field (or
at least a field with a nonzero characteristic) than by complex numbers.
As a consequence, the spin-statistics theorem is simply a requirement
that standard quantum theory should be based on complex numbers
and elementary particles cannot be neutral. The Dirac vacuum energy
problem has a natural solution and the vacuum energy (which in the
standard theory is infinite and negative) equals zero as it should be.
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1 The statement of the problem
The problem of infinities is probably the most challenging one in stan-
dard formulation of quantum theory. As noted by Weinberg [1], ’Disap-
pointingly this problem appeared with even greater severity in the early
days of quantum theory, and although greatly ameliorated by subsequent
improvements in the theory, it remains with us to the present day’. A
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desire to have a theory without divergencies is probably the main mo-
tivation for developing modern theories extending standard local quan-
tum field theory (QFT), e.g. loop quantum gravity, noncommutative
quantum theory, string theory etc.
There exists a wide literature aiming to solve the difficulties of
QFT by replacing the field of complex numbers by quaternions, p-adic
numbers or other constructions. On the other hand, it is obvious that
the most radical approach is to consider quantum theory over a Galois
field (GFQT). Indeed, since any Galois field is finite, the problem of
infinities in GFQT does not exist in principle and all operators are well
defined.
We believe that GFQT is more natural than standard quan-
tum theory and some arguments are given below (see Ref. [2] for a
more detailed discussion).
Standard mathematics proceeds from axioms, which are ac-
cepted without proof. For example, we cannot verify that a+ b = b+ a
for any numbers a and b. At the same time, in the spirit of quantum
theory only those statements should be treated as physical, which can
be experimentally verified, at least in principle. Suppose we wish to
verify that 100+200=200+100. In the spirit of quantum theory it is in-
sufficient to just say that 100+200=300 and 200+100=300. We should
describe an experiment where these relations can be verified. In partic-
ular, we should specify whether we have enough resources to represent
the numbers 100, 200 and 300. We believe the following observation
is very important: although standard mathematics is a part of our ev-
eryday life, people typically do not realize that standard mathematics
is implicitly based on the assumption that one can have any desirable
amount of resources.
Suppose, however that our Universe is finite. Then the
amount of resources cannot be infinite and it is natural to assume that
there exists a fundamental number p such that all calculations can be
performed only modulo p. In that case it is natural to consider a quan-
tum theory over a Galois field with the characteristic p. Since any
Galois field is finite, the fact that arithmetic in this field is correct can
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be verified (at least in principle) by using a finite amount of resources.
Note also that standard division obviously reflects our every-
day experience that any macroscopic object can be divided by 2, 10,
1000 etc. However, in view of the existence of elementary particles, the
notion of division has only a limited applicability. Indeed, we cannot
divide by two the electron or neutrino. This might be an indication
that, in the spirit of Ref. [3], the ultimate quantum theory will be
based even not on a Galois field but on a Galois ring (this observation
was pointed out to me by Metod Saniga). However, in the present
paper we will consider a case of Galois fields.
If one accepts the idea to replace complex numbers by a Ga-
lois field, the problem arises what formulation of the standard quantum
theory is most convenient for that purpose. A well known historical fact
is that originally quantum theory has been proposed in two formalisms
which seemed essentially different: the Schroedinger wave formalism
and the Heisenberg operator (matrix) formalism. It has been shown
later by Born, von Neumann and others that the both formalisms are
equivalent and, in addition, the path integral formalism has been de-
veloped.
In the spirit of the wave or path integral approach one might
try to replace classical spacetime by a finite lattice which may even be
not a field. In that case the problem arises what is the natural ’quan-
tum of spacetime’ and some physical quantities should necessarily have
the field structure. A detailed discussion can be found in Ref. [4] and
references therein. In contrast to those approaches, we propose to gen-
eralize the standard operator formulation, where quantum systems are
described by elements of a projective complex Hilbert spaces and phys-
ical quantities are represented by self-adjoint operators in such spaces.
Recall that in the operator formalism one may use spacetime and La-
grangians but their role is only auxiliary: to construct proper Hilbert
spaces and operators, since this is all we need to have the maximum
possible information in quantum theory.
In view of the above discussion, GFQT could be defined as a
theory where
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• Quantum states are represented by elements of a linear projective
space over a Galois field and physical quantities are represented by
linear operators in that space.
The next question is what Galois field should be used in
GFQT. It is well known (see e.g. standard textbooks [5]) that any
Galois field can contain only pn elements where p is prime and n is
natural. Moreover, the numbers p and n define the Galois field up to
isomorphism.
It is natural to require that there should exist a correspon-
dence between any new theory and the old one, i.e. at some conditions
the both theories should give close predictions. In particular, there
should exist a large number of quantum states for which the proba-
bilistic interpretation is valid. Then, as shown in our papers [6, 2], the
number p should necessarily be very large and we have to understand
whether there exist deep reasons for choosing a particular value of p
or this is simply an accident that our Universe has been created with
this value. In any case, if we accept that p is a universal constant then
the problem arises what the value of n is. Since there should exist the
correspondence between GFQT and the complex version of standard
quantum theory, a natural idea is to accept that the principal number
field in GFQT is the Galois field analog of complex numbers which can
be constructed as follows.
Let Fp = Z/pZ be the residue field modulo p and Fp2 be a set
of p2 elements a+ bi where a, b ∈ Fp and i is a formal element such that
i2 = −1. The question arises whether Fp2 is a field, i.e. one can define
all the arithmetic operations excepting division by zero. The definition
of addition, subtraction and multiplication in Fp2 is obvious and, by
analogy with the field of complex numbers, one could define division as
1/(a+ bi) = a/(a2 + b2) − ib/(a2 + b2) if a and b are not equal to zero
simultaneously. This definition can be meaningful only if a2+ b2 6= 0 in
Fp. If a and b are not simultaneously equal to zero, this condition can
obviously be reformulated such that −1 should not be a square in Fp (or
in terminology of number theory it should not be a quadratic residue).
We will not consider the case p = 2 and therefore p is necessarily odd.
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Then we have two possibilities: the value of p (mod 4) is either 1 or 3.
The well known result of number theory (see e.g. the textbooks [5]) is
that -1 is a quadratic residue only in the former case and a quadratic
nonresidue in the latter one. Therefore the above construction of the
field Fp2 is correct only if p = 3 (mod 4).
As shown in Refs. [6, 2], if the principal number field in GFQT
is Fp2 where p is very large and p = 3 (mod 4), there indeed exists the
correspondence between GFQT and the standard theory. However,
since we treat GFQT as a more general theory than the standard one,
it is desirable not to postulate that GFQT is based on Fp2 (with p =
3 (mod 4)) because standard theory is based on complex numbers but
vice versa, explain the fact that standard theory is based on complex
numbers since GFQT is based on Fp2. Therefore we should find a
motivation for the choice of Fp2 in GFQT. A possible motivation is
discussed in Ref. [7] and another motivation is given in the present
paper.
Let us now discuss how one should define the notion of elemen-
tary particles. Although particles are observables and fields are not, in
the spirit of QFT, fields are more fundamental than particles, and a
possible definition is as follows [8]: It is simply a particle whose field
appears in the Lagrangian. It does not matter if it’s stable, unstable,
heavy, light — if its field appears in the Lagrangian then it’s elemen-
tary, otherwise it’s composite. Another approach has been developed
by Wigner in his investigations of unitary irreducible representations
(IRs) of the Poincare group [9]. In view of this approach, one might
postulate that a particle is elementary if the set of its wave functions is
the space of a unitary IR of the symmetry group or Lie algebra in the
given theory. In the standard theory the Lie algebras are usually real
and one considers their representations in complex Hilbert spaces.
In view of these remarks, it is natural to define the elementary
particle in GFQT as follows. Let A be a Lie algebra over Fp which is
treated as a symmetry algebra. Then the particle is elementary if the
set of its states forms an IR of A in F (pn) (see Ref. [2] for a detailed
discussion).
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Representations of Lie algebras in spaces with nonzero charac-
teristic are called modular representations. There exists a wide theory
of such representations. One of the well known result is the Zassen-
haus theorem [10] that any modular IR is finite dimensional. In the
present paper we do not need the general theory since all the results
are obtained explicitly.
As shown in Refs. [6, 2], standard theories based on de Sitter
(dS) algebra so(1,4) or anti de Sitter (AdS) algebra so(2,3) can be
generalized to theories based on a Galois field while the theory based
on Poincare algebra cannot. The reasons are as follows. It is clear
that in theories based on Galois fields there can be no dimensional
quantities and all physical quantities are discrete. In standard dS or
AdS invariant theories all physical quantities are dimensionless and
discrete in units h¯/2 = c = 1. From the formal point of view, the
representation operators of the Poincare algebra also can be chosen
dimensionless, e.g. in the Planck units. However, representations of
the Poincare algebra over Galois fields cannot describe a reasonable
physics since in the standard theory the momentum operators have the
continuous spectrum. Therefore the requirement that a theory should
have a physically reasonable generalization to the case of Galois fields,
excludes Poincare invariance as an exact symmetry.
The recent astronomical data (see e.g. Ref. [11]) indicate that
the cosmological constant is small and positive. This is an argument
in favor of so(1,4) vs. so(2,3). On the other hand, in QFT and its
generalizations (string theory, M-theory etc.) a theory based on so(1,4)
encounters serious difficulties and the choice of so(2,3) is preferable (see
e.g. Ref. [12]). IRs of the so(2,3) algebra have much in common with
IRs of Poincare algebra. In particular, in IRs of the so(2,3) algebra
the AdS Hamiltonian is either strictly positive or strictly negative and
the supersymmetric generalization is possible. For these reasons in the
present paper for illustration of what happens when complex numbers
are replaced by a Galois field we assume that A is the modular analog
of the algebra so(2,3).
Since in standard theory the operators representing physi-
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cal quantities are Hermitian, the question arises what is the analog
of this property in GFQT. Consider first the case when n = 2 and
p = 3 (mod 4). Then the only nontrivial automorphism of Fp2 coincides
with complex conjugation z → z¯. One can define the scalar product
(..., ...) in the representation space such that (x, y) ∈ Fp2 and
(x, y) = (y, x), (ax, y) = a¯(x, y), (x, ay) = a(x, y) (1)
Then the operator B is called adjoint to A if (Bx, y) = (y, Ax) for any
x, y from the representation space. As usual, in this case one can write
A∗ = B. If A∗ = A, the operator is called self-adjoint or Hermitian (in
finite dimensional spaces these properties are equivalent).
In the general case the above scalar product does not define
a positive definite metric but there exists a large amount of states for
which probabilistic interpretation is possible. The main idea of estab-
lishing the correspondence between GFQT and the standard theory is
as follows (see Ref. [2] for a detailed discussion). One can denote the
elements of Fp not only as 0, 1, ...p− 1 but also as 0,±1, ...,±(p− 1)/2.
Such elements of Fp are called minimal residues [5]. Let f be a map
from Fp to Z such that f(a) has the same notation in Z as its mini-
mal residue in Fp. Then for elements a, b such that |f(a)|, |f(b)| ≪ p,
addition, subtraction and multiplication in Fp and Z are the same, i.e.
f(a ± b) = f(a) ± f(b) and f(ab) = f(a)f(b). In other words, f is a
local homomorphism of the rings Fp and Z.
It is well known [5] that the field Fpn has n − 1 nontrivial
automorphisms. Therefore, if n is arbitrary, a scalar product and Her-
miticity can be defined in different ways. We do not assume from the
beginning that n = 2 and p = 3 (mod 4). Our results do not depend
on the explicit choice of the scalar product and z¯ is used to denote an
element obtained from z ∈ Fpn by the automorphism compatible with
the scalar product in question.
The paper is organized as follows. In Sects. 2 and 3 we
construct modular IRs describing elementary particles in GFQT and
their quantization is discussed in Sects. 4 and 5. The main results
of the paper — the solution of the Dirac vacuum energy problem in
7
GFQT and spin-statistics theorem — are discussed in Sects. 6 and
7, respectively. Although some results require extensive calculations,
they involve only finite sums in Galois fields. For this reason all the
results can be reproduced even by readers who previously did not have
practice in calculations with Galois fields. A more detailed description
of calculations can be found in Ref. [2].
2 Modular IRs of the sp(2) algebra
The key role in constructing modular IRs of the so(2,3) algebra is played
by modular IRs of the sp(2) subalgebra. They are described by a set
of operators (a′, a”, h) satisfying the commutation relations
[h, a′] = −2a′ [h, a”] = 2a” [a′, a”] = h (2)
The Casimir operator of the second order for the algebra (2) has the
form
K = h2 − 2h− 4a”a′ = h2 + 2h− 4a′a” (3)
We first consider representations with the vector e0 such that
a′e0 = 0, he0 = q0e0 (4)
where q0 ∈ Fp, f(q0) ≪ p and f(q0) > 0. Recall that we consider the
representation in a linear space over Fpk where k is a natural number
(see the discussion in Sect. 1). Denote en = (a”)
ne0. Then it follows
from Eqs. (3) and (4), that
hen = (q0 + 2n)en, Ken = q0(q0 − 2)en, (5)
a′a”en = (n+ 1)(q0 + n)en (6)
One can consider analogous representations in the standard
theory. Then q0 is a positive real number, n = 0, 1, 2, ... and the el-
ements en form a basis of the IR. In this case e0 is a vector with a
minimum eigenvalue of the operator h (minimum weight) and there
are no vectors with the maximum weight. The operator h is positive
definite and bounded below by the quantity q0. For these reasons the
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above modular IRs can be treated as modular analogs of such standard
IRs that h is positive definite.
Analogously, one can construct modular IRs starting from the
element e′0 such that
a”e′0 = 0, he
′
0 = −q0e
′
0 (7)
and the elements e′n can be defined as e
′
n = (a
′)ne′0. Such modular IRs
are analogs of standard IRs where h is negative definite. However, in
the modular case Eqs. (4) and (7) define the same IRs. This is clear
from the following consideration.
The set (e0, e1, ...eN) will be a basis of IR if a”ei 6= 0 for
i < N and a”eN = 0. These conditions must be compatible with
a′a”eN = 0. Therefore, as follows from Eq. (6), N is defined by the
condition q0 + N = 0 in Fp. As a result, if q0 is one of the numbers
1, ...p−1 then N = p− q0 and the dimension of IR is equal to p− q0+1
(in agreement with the Zassenhaus theorem [10]). It is easy to see that
eN satisfies Eq. (7) and therefore it can be identified with e
′
0.
Let us forget for a moment that the eigenvalues of the operator
h belong to Fp and will treat them as integers. Then, as follows from
Eq. (5), the eigenvalues are
q0, q0 + 2, ..., 2p− 2− q0, 2p− q0.
Therefore, if f(q0) > 0 and f(q0) ≪ p, the maximum value of q0 is
equal to 2p− q0, i.e. it is of order 2p.
3 Modular IRs of the so(2,3) algebra
Standard IRs of the AdS so(2,3) algebra relevant for describing elemen-
tary particles have been considered by many authors. The description
in this section is a combination of two elegant ones given in Ref. [13]
for standard IRs and Ref. [14] for modular IRs. In the standard theory
the representation operators of the so(2,3) algebra in units h¯/2 = c = 1
are given by
[Mab,M cd] = −2i(gacM bd + gbdM cd − gadM bc − gbcMad) (8)
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where a, b, c, d take the values 0,1,2,3,5 and the operators Mab are an-
tisymmetric. The diagonal metric tensor has the components g00 =
g55 = −g11 = −g22 = −g33 = 1. In these units the spin of fermions is
odd, and the spin of bosons is even. If s is the particle spin then the
corresponding IR of the su(2) algebra has the dimension s+ 1.
Note that our definition of the AdS symmetry on quantum
level does not involve the cosmological constant at all. It appears only
if one is interested in interpreting results in terms of the de Sitter space-
time or in the Poincare limit. Since all the operators Mab are dimen-
sionless in units h¯/2 = c = 1, the de Sitter invariant quantum theories
can be formulated only in terms of dimensionless variables. As noted in
Sect. 1, this is a necessary requirement for a theory, which is supposed
to have a physical generalization to the case of Galois fields. At the
same time, since Poincare invariant theories do not have such gener-
alizations, one might expect that quantities which are dimensionful in
units h¯/2 = c = 1 are not fundamental. In particular one might expect
that the gravitational and cosmological constants are not fundamental.
This is in the spirit of Mirmovich’s hypothesis [15] that only quantities
having the dimension of the angular momentum can be fundamental.
If one assumes that spacetime is fundamental then in the spirit
of General Relativity it is natural to think that the empty space is
flat, i.e. that the cosmological constant is equal to zero. This was
the subject of the well-known dispute between Einstein and de Sitter
described in a wide literature. In QFT the cosmological constant is
given by a contribution of vacuum diagrams, and the problem is to
explain why it is so small. On the other hand, if we assume that
symmetry on quantum level in our formulation is more fundamental
then the cosmological constant problem does not arise at all. Instead
we have a problem of why nowadays Poincare symmetry is so good
approximate symmetry. This is rather a problem of cosmology but not
quantum physics.
If a modular IR is considered in a linear space over Fp2 with
p = 3 (mod 4) then Eq. (8) is also valid. However, as noted in Sect. 1,
we consider modular IRs in linear spaces over Fpk where k is arbitrary.
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In this case it is convenient to work with another set of ten opera-
tors. Let (a′j, aj”, hj) (j = 1, 2) be two independent sets of operators
satisfying the commutation relations for the sp(2) algebra
[hj, a
′
j] = −2a
′
j [hj, aj”] = 2aj” [a
′
j, aj”] = hj (9)
The sets are independent in the sense that for different j they mutu-
ally commute with each other. We denote additional four operators as
b′, b”, L+, L−. The operators L3 = h1 − h2, L+, L− satisfy the commu-
tation relations of the su(2) algebra
[L3, L+] = 2L+ [L3, L−] = −2L− [L+, L−] = L3 (10)
while the other commutation relations are as follows
[a′1, b
′] = [a′2, b
′] = [a1”, b”] = [a2”, b”] =
[a′1, L−] = [a1”, L+] = [a
′
2, L+] = [a2”, L−] = 0
[hj, b
′] = −b′ [hj, b”] = b” [h1, L±] = ±L±,
[h2, L±] = ∓L± [b
′, b”] = h1 + h2
[b′, L−] = 2a
′
1 [b
′, L+] = 2a
′
2 [b”, L−] = −2a2”
[b”, L+] = −2a1”, [a
′
1, b”] = [b
′, a2”] = L−
[a′2, b”] = [b
′, a1”] = L+, [a
′
1, L+] = [a
′
2, L−] = b
′
[a2”, L+] = [a1”, L−] = −b” (11)
At first glance these relations might seem rather chaotic but in fact
they are very natural in the Weyl basis of the so(2,3) algebra.
In spaces over Fp2 with p = 3 (mod 4) the relation between
the above sets of ten operators is
M10 = i(a1”− a
′
1 − a2” + a
′
2) M15 = a2” + a
′
2 − a1”− a
′
1
M20 = a1” + a2” + a
′
1 + a
′
2 M25 = i(a1” + a2”− a
′
1 − a
′
2)
M12 = L3 M23 = L+ + L− M31 = −i(L+ − L−)
M05 = h1 + h2 M35 = b
′ + b” M30 = −i(b”− b
′) (12)
and therefore the sets are equivalent. However, the relations (9-11) are
more general since they can be used when the representation space is
a space over Fpk with an arbitrary k.
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We use the basis in which the operators (hj, Kj) (j = 1, 2) are
diagonal. Here Kj is the Casimir operator (3) for algebra (a
′
j, aj”, hj).
For constructing IRs we need operators relating different representa-
tions of the sp(2)×sp(2) algebra. By analogy with Refs. [13, 14], one
of the possible choices is as follows
A++ = b”(h1 − 1)(h2 − 1)− a1”L−(h2 − 1)− a2”L+(h1 − 1) +
a1”a2”b
′ A+− = L+(h1 − 1)− a1”b
′
A−+ = L−(h2 − 1)− a2”b
′ A−− = b′ (13)
We consider the action of these operators only on the space of ’minimal’
sp(2)×sp(2) vectors, i.e. such vectors x that a′jx = 0 for j = 1, 2, and x
is the eigenvector of the operators hj. If x is a minimal vector such that
hjx = αjx then A
++x is the minimal eigenvector of the operators hj
with the eigenvalues αj+1, A
+−x - with the eigenvalues (α1+1, α2−1),
A−+x - with the eigenvalues (α1 − 1, α2 + 1), and A
−−x - with the
eigenvalues αj − 1.
By analogy with Refs. [13, 14], we require the existence of the
vector e0 satisfying the conditions
a′je0 = b
′e0 = L+e0 = 0 hje0 = qje0 (j = 1, 2) (14)
where qj ∈ Fp, |f(qj)| ≪ p, f(qj) > 0 for j = 1, 2 and f(q1 − q2) ≥ 0.
It is well known (see e.g. Ref. [2]) that M05 = h1 + h2 is the AdS
analog of the energy operator. As follows from Eqs. (9) and (11), the
operators (a′1, a
′
2, b
′) reduce the AdS energy by two units. Therefore e0
is an analog the state with the minimum energy which can be called
the rest state, and the spin in our units is equal to the maximum value
of the operator L3 = h1−h2 in that state. For these reasons we use s to
denote q1−q2 andm to denote q1+q2. In the standard classification [13],
the massive case is characterized by the condition q2 > 1 and massless
one — by the condition q2 = 1. There also exist two exceptional IRs
discovered by Dirac [16] (Dirac singletons). As shown in Ref. [6], the
modular analog of Dirac singletons is simple and the massless case has
been discussed in detail in Ref. [17]. For these reasons in the present
paper we consider only the massive case.
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As follows from the above remarks, the elements
enk = (A
++)n(A−+)ke0 (15)
represent the minimal sp(2)×sp(2) vectors with the eigenvalues of the
operators h1 and h2 equal to Q1(n, k) = q1 + n − k and Q2(n, k) =
q2 + n+ k, respectively. It can be shown by a direct calculation that
A−−A++enk = (n+ 1)(m+ n− 2)(q1 + n)(q2 + n− 1)enk (16)
A+−A−+enk = (k + 1)(s− k)(q1 − k − 2)(q2 + k − 1)enk (17)
As follows from these expressions, in the massive case k can as-
sume only the values 0, 1, ...s and in the standard theory n = 0, 1, ...∞.
However, in the modular case n = 0, 1, ...nmax where nmax is the first
number for which the r.h.s. of Eqs. (16) becomes zero in Fp. Therefore
nmax = p+ 2−m.
The full basis of the representation space can be chosen in the
form
e(n1n2nk) = (a1”)
n1(a2”)
n2enk (18)
In the standard theory n1 and n2 can be any natural numbers. However,
as follows from the results of the preceding section, Eq. (9) and the
properties of the A operators,
n1 = 0, 1, ...N1(n, k) n2 = 0, 1, ...N2(n, k)
N1(n, k) = p− q1 − n+ k N2(n, k) = p− q2 − n− k (19)
As a consequence, the representation is finite dimensional in agreement
with the Zassenhaus theorem [10] (moreover, it is finite since any Galois
field is finite).
Let us assume additionally that the representation space is
supplied by a scalar product (see Sect. 1). The element e0 can always be
chosen such that (e0, e0) = 1. Suppose that the representation operators
satisfy the Hermiticity conditions L∗+ = L−, a
′∗
j = aj”, b
′∗ = b” and
h∗j = hj. Then, as follows from Eq. (12), in a special case when
the representation space is a space over Fp2 with p = 3 (mod 4), the
operators Mab are Hermitian as it should be. By using Eqs. (9-17),
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one can show by a direct calculation that the elements e(n1n2nk) are
mutually orthogonal while the quantity
Norm(n1n2nk) = (e(n1n2nk), e(n1n2nk)) (20)
can be represented as
Norm(n1n2nk) = F (n1n2nk)G(nk) (21)
where
F (n1n2nk) = n1!(Q1(n, k) + n1 − 1)!n2!(Q2(n, k) + n2 − 1)!
G(nk) = {(q2 + k − 2)!n!(m+ n− 3)!(q1 + n− 1)!
(q2 + n− 2)!k!s!}{(q1− k − 2)![(q2− 2)!]
3(q1 − 1)!
(m− 3)!(s− k)![Q1(n, k)− 1][Q2(n, k)− 1]}
−1 (22)
In standard Poincare and AdS theories there also exist IRs
with negative energies. They can be constructed by analogy with pos-
itive energy IRs. Instead of Eq. (14) one can require the existence of
the vector e′0 such that
aj”e
′
0 = b”e
′
0 = L−e
′
0 = 0 hje
′
0 = −qje
′
0
(e′0, e
′
0) 6= 0 (j = 1, 2) (23)
where the quantities q1, q2 are the same as for positive energy IRs. It
is obvious that positive and negative energy IRs are fully independent
since the spectrum of the operator M05 for such IRs is positive and
negative, respectively. However, the modular analog of a positive energy
IR characterized by q1, q2 in Eq. (14), and the modular analog of a
negative energy IR characterized by the same values of q1, q2 in Eq. (23)
represent the same modular IR. This is the crucial difference between
the standard quantum theory and GFQT, and a proof is given below.
Let e0 be a vector satisfying Eq. (14). Denote N1 = p−q1 and
N2 = p− q2. Our goal is to prove that the vector x = (a1”)
N1(a2”)
N2e0
satisfies the conditions (23), i.e. x can be identified with e′0.
As follows from the definition of N1, N2, the vector x is the
eigenvector of the operators h1 and h2 with the eigenvalues −q1 and
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−q2, respectively, and, in addition, it satisfies the conditions a1”x =
a2”x = 0. Let us prove that b”x = 0. Since b” commutes with the aj”,
we can write b”x in the form
b”x = (a1”)
N1(a2”)
N2b”e0 (24)
As follows from Eqs. (11) and (14), a′2b”e0 = L+e0 = 0 and b”e0 is the
eigenvector of the operator h2 with the eigenvalue q2 + 1. Therefore,
b”e0 is the minimal vector of the sp(2) IR which has the dimension
p− q2 = N2. Therefore (a2”)
N2b”e0 = 0 and b”x = 0.
The next stage of the proof is to show that L−x = 0. As
follows from Eq. (11) and the definition of x,
L−x = (a1”)
N1(a2”)
N2L−e0 −N1(a1”)
N1−1(a2”)
N2b”e0 (25)
We have already shown that (a2”)
N2b”e0 = 0, and therefore it is suf-
ficient to prove that the first term in the r.h.s. of Eq. (25) is equal
to zero. As follows from Eqs. (11) and (14), a′2L−e0 = b
′e0 = 0, and
L−e0 is the eigenvector of the operator h2 with the eigenvalue q2 + 1.
Therefore (a2”)
N2L−e0 = 0 and the proof is completed.
Let us assume for a moment that the eigenvalues of the oper-
ators h1 and h2 should be treated not as elements of Fp but as integers.
Then, as follows from the consideration in the preceding section, one
modular IR of the so(2,3) algebra corresponds to a standard positive
energy IR in the region where the energy is positive and much less than
p. At the same time, it corresponds to an IR with the negative energy
in the region where the AdS energy is close to 4p but less than 4p. This
observation will be used in the discussion of the vacuum condition in
Sect. 5.
The matrix elements of the operator A are defined as
Ae(n1n2nk) =
∑
n′1n
′
2n
′k′
A(n′1n
′
2n
′k′;n1n2nk)e(n
′
1n
′
2n
′k′) (26)
where the sum is taken over all possible values of (n′1n
′
2n
′k′). One can
explicitly calculate matrix elements for all the representation operators
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and the results are as follows.
h1e(n1n2nk) = [Q1(n, k) + 2n1]e(n1n2nk)
h2e(n1n2nk) = [Q2(n, k) + 2n2]e(n1n2nk) (27)
a′1e(n1n2nk) = n1[Q1(n, k) + n1 − 1]e(n1 − 1, n2nk)
a1”e(n1n2nk) = e(n1 + 1, n2nk)
a′2e(n1n2nk) = n2[Q2(n, k) + n2 − 1]e(n1, n2 − 1, nk)
a2”e(n1n2nk) = e(n1, n2 + 1, nk) (28)
b”e(n1n2nk) = {[Q1(n, k)− 1][Q2(n, k)− 1]}
−1
[k(s+ 1− k)(q1 − k − 1)(q2 + k − 2)e(n1, n2 + 1, n, k − 1) +
n(m+ n− 3)(q1 + n− 1)(q2 + n− 2)e(n1 + 1, n2 + 1, n− 1, k) +
e(n1, n2, n+ 1, k) + e(n1 + 1, n2, n, k + 1)] (29)
b′e(n1n2nk) = {[Q1(n, k)− 1][Q2(n, k)− 1]}
−1[n(m+ n− 3)
(q1 + n− 1)(q2 + n− 2)(q1 + n− k + n1 − 1)(q2 + n+ k + n2 − 1)
e(n1n2, n− 1, k) + n2(q1 + n− k + n1 − 1)e(n1, n2 − 1, n, k + 1) +
n1(q2 + n+ k + n2 − 1)k(s+ 1− k)(q1 − k − 1)(q2 + k − 2)
e(n1 − 1, n2, n, k − 1) + n1n2e(n1 − 1, n2 − 1, n+ 1, k)] (30)
L+e(n1n2nk) = {[Q1(n, k)− 1][Q2(n, k)− 1]}
−1{(q2 + n+ k +
n2 − 1)[k(s+ 1− k)(q1 − k − 1)(q2 + k − 2)e(n1n2n, k − 1) +
n(m+ n− 3)(q1 + n− 1)(q2 + n− 2)e(n1 + 1, n2, n− 1, k)] +
n2[e(n1, n2 − 1, n+ 1, k) + e(n1 + 1, n2 − 1, n, k + 1)]} (31)
L−e(n1n2nk) = {[Q1(n, k)− 1][Q2(n, k)− 1]}
−1{n1[k(s+ 1− k)
(q1 − k − 1)(q2 + k − 2)e(n1 − 1, n2n, k − 1) + e(n1 − 1, n2,
n+ 1, k)] + (q1 + n− k + n1 − 1)[e(n1n2n, k + 1) + n(m+ n− 3)
(q1 + n− 1)(q2 + n− 2)e(n1, n2 + 1, n− 1, k)]} (32)
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We will always use a convention that e(n1n2nk) is a null vector if some
of the numbers (n1n2nk) are not in the range described above.
The important difference between the standard and modular
IRs is that in the latter the trace of each representation operator is equal
to zero while in the former this is obviouly not the case (for example,
the energy operator is positive definite for IRs defined by Eq. (14)
and negative definite for IRs defined by Eq. (23)). For the operators
(a′j, aj”, L±, b
′, b”) the validity of this statement is clear immediately:
since they necessarily change one of the quantum numbers (n1n2nk),
they do not contain nonzero diagonal elements at all. The proof for
the diagonal operators h1 and h2 is as follows. For each IR of the sp(2)
algebra with the ’minimal weight’ q0 and the dimension N + 1, the
eigenvalues of the operator h are (q0, q0 + 2, ...q0 + 2N). The sum of
these eigenvalues is equal to zero in Fp since q0 +N = 0 in Fp (see the
preceding section). Therefore we conclude that for any representation
operator A ∑
n1n2nk
A(n1n2nk, n1n2nk) = 0 (33)
This property is very important for investigating a new symmetry be-
tween particles and antiparticles in the GFQT which is discussed in the
subsequent section.
4 Quantization and AB symmetry
Let us first recall how the Fock space is defined in the standard theory.
Let a(n1n2nk) be the operator of particle annihilation in the state de-
scribed by the vector e(n1n2nk). Then the adjoint operator a(n1n2nk)
∗
has the meaning of particle creation in that state. Since we do not
normalize the states e(n1n2nk) to one, we require that the operators
a(n1n2nk) and a(n1n2nk)
∗ should satisfy either the anticommutation
relations
{a(n1n2nk), a(n
′
1n
′
2n
′k′)∗} =
Norm(n1n2nk)δn1n′1δn2n′2δnn′δkk′ (34)
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or the commutation relations
[a(n1n2nk), a(n
′
1n
′
2n
′k′)∗] =
Norm(n1n2nk)δn1n′1δn2n′2δnn′δkk′ (35)
In the standard theory the representation describing a particle
and its antiparticle are fully independent and therefore quantization of
antiparticles should be described by other operators. If b(n1n2nk) and
b(n1n2nk)
∗ are operators of the antiparticle annihilation and creation
in the state e(n1n2nk) then by analogy with Eqs. (34) and (35)
{b(n1n2nk), b(n
′
1n
′
2n
′k′)∗} =
Norm(n1n2nk)δn1n′1δn2n′2δnn′δkk′ (36)
[b(n1n2nk), b(n
′
1n
′
2n
′k′)∗] =
Norm(n1n2nk)δn1n′1δn2n′2δnn′δkk′ (37)
for anticommutation or commutation relations, respectively. In this
case it is assumed that in the case of anticommutation relations all the
operators (a, a∗) anticommute with all the operators (b, b∗) while in the
case of commutation relations they commute with each other. It is also
assumed that the Fock space contains the vacuum vector Φ0 such that
a(n1n2nk)Φ0 = b(n1n2nk)Φ0 = 0 ∀ n1, n2, n, k (38)
The Fock space in the standard theory can now be defined
as a linear combination of all elements obtained by the action of the
operators (a∗, b∗) on the vacuum vector, and the problem of second
quantization of representation operators can be formulated as follows.
Let (A1, A2....An) be representation operators describing IR of the AdS
algebra. One should replace them by operators acting in the Fock space
such that the commutation relations between their images in the Fock
space are the same as for original operators (in other words, we should
have a homomorphism of Lie algebras of operators acting in the space
of IR and in the Fock space). We can also require that our map should
be compatible with the Hermitian conjugation in both spaces. It is easy
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to verify that a possible solution satisfying all the requirements is as
follows. Taking into account the fact that the matrix elements satisfy
the proper commutation relations, the operators Ai in the quantized
form
Ai =
∑
Ai(n
′
1n
′
2n
′k′, n1n2nk)[a(n
′
1n
′
2n
′k′)∗a(n1n2nk) +
b(n′1n
′
2n
′k′)∗b(n1n2nk)]/Norm(n1n2nk) (39)
satisfy the commutation relations (9-11). We will not use special nota-
tions for operators in the Fock space since in each case it will be clear
whether the operator in question acts in the space of IR or in the Fock
space.
A well known problem in the standard theory is that the quan-
tization procedure does not define the order of the annihilation and
creation operators uniquely. For example, another possible solution is
Ai = ∓
∑
Ai(n
′
1n
′
2n
′k′, n1n2nk)[a(n1n2nk)a(n
′
1n
′
2n
′k′)∗ +
b(n1n2nk)b(n
′
1n
′
2n
′k′)∗]/Norm(n1n2nk) (40)
for anticommutation and commutation relations, respectively. The so-
lutions (39) and (40) are different since the energy operators M05 in
these expressions differ by an infinite constant. In the standard theory
the solution (39) is selected by imposing an additional requirement that
all operators should be written in the normal form where annihilation
operators precede creation ones. Then the vacuum has zero energy and
Eq. (40) should be rejected. Such a requirement does not follow from
the theory. Ideally there should be a procedure which correctly defines
the order of operators from first principles.
In the standard theory there also exist neutral particles. In
that case there is no need to have two independent sets of operators
(a, a∗) and (b, b∗), and Eq. (39) should be written without the (b, b∗)
operators. The problem of neutral particles in GFQT is discussed in
Sect. 7.
We now proceed to quantization in the modular case. The re-
sults of the preceding section show that one modular IR corresponds to
two standard IRs with the positive and negative energies, respectively.
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This indicates to a possibility that one modular IR describes a particle
and its antiparticle simultaneously. However, we don’t know yet what
should be treated as a particle and its antiparticle in the modular case.
We have a description of an object such that (n1n2nk) is the full set of
its quantum numbers which take the values described in the preceding
section.
We now assume that a(n1n2nk) in GFQT is the operator de-
scribing annihilation of the object with the quantum numbers (n1n2nk)
regardless of whether the numbers are physical or nonphysical. Anal-
ogously a(n1n2nk)
∗ describes creation of the object with the quantum
numbers (n1n2nk). If these operators anticommute then they satisfy
Eq. (34) while if they commute then they satisfy Eq. (35). Then, by
analogy with the standard case, the operators
Ai =
∑
Ai(n
′
1n
′
2n
′k′, n1n2nk)
a(n′1n
′
2n
′k′)∗a(n1n2nk)/Norm(n1n2nk) (41)
satisfy the commutation relations (9-11). In this expression the sum is
taken over all possible values of the quantum numbers in the modular
case.
In the modular case the solution can be taken not only as in
Eq. (41) but also as
Ai = ∓
∑
Ai(n
′
1n
′
2n
′k′, n1n2nk)
a(n1n2nk)a(n
′
1n
′
2n
′k′)∗/Norm(n1n2nk) (42)
for the cases of anticommutators and commutators, respectively. How-
ever, as follows from Eqs. (33-35), the solutions (41) and (42) are the
same. Therefore in the modular case there is no need to impose an ar-
tificial requirement that all operators should be written in the normal
form.
The problem with the treatment of the (a, a∗) operators is as
follows. When the values of (n1n2n) are much less than p, the modular
IR corresponds to the standard one and therefore the (a, a∗) operator
can be treated as those describing the particle annihilation and cre-
ation, respectively. However, when the AdS energy is negative, the
20
operators a(n1n2nk) and a(n1n2nk)
∗ become unphysical since they de-
scribe annihilation and creation, respectively, in the unphysical region
of negative energies.
Let us recall that at any fixed values of n and k, the quantities
n1 and n2 can take only the values described in Eq. (19) and the
eigenvalues of the operators h1 and h2 are given by Q1(n, k) + 2n1 and
Q2(n, k)+2n2, respectively. As follows from the results of the preceding
section, the first IR of the sp(2) algebra has the dimension N1(n, k)+1
and the second IR has the dimension N2(n, k)+1. If n1 = N1(n, k) then
it follows from Eq. (19) that the first eigenvalue is equal to −Q1(n, k)
in Fp, and if n2 = N2(n, k) then the second eigenvalue is equal to
−Q2(n, k) in Fp. We use n˜1 to denote N1(n, k)− n1 and n˜2 to denote
N2(n, k) − n2. Then it follows from Eq. (19) that e(n˜1n˜2nk) is the
eigenvector of the operator h1 with the eigenvalue−(Q1(n, k)+2n1) and
the eigenvector of the operator h2 with the eigenvalue−(Q2(n, k)+2n2).
The standard theory implicitly involves the idea that creation
of the antiparticle with the positive energy can be treated as annihi-
lation of the corresponding particle with the negative energy and an-
nihilation of the antiparticle with the positive energy can be treated
as creation of the corresponding particle with the negative energy. In
GFQT we can implement this idea explicitly. Namely, we can define
the operators b(n1n2nk) and b(n1n2nk)
∗ in such a way that they will
replace the (a, a∗) operators if the quantum numbers are unphysical.
In addition, if the values of (n1n2n) are much less than p, the operators
b(n1n2nk) and b(n1n2nk)
∗ should be interpreted as physical operators
describing annihilation and creation of antiparticles, respectively.
In GFQT the (b, b∗) operators cannot be independent of the
(a, a∗) operators since the latter are defined for all possible quantum
numbers. Therefore the (b, b∗) operators should be expressed in terms
of the (a, a∗) ones. We can implement the above idea if the oper-
ator b(n1n2nk) is defined in such a way that it is proportional to
a(n˜1, n˜2, n, k)
∗ and hence b(n1n2nk)
∗ is proportional to a(n˜1, n˜2, n, k).
Since Eq. (22) should now be considered in Fp, it follows from
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the well known Wilson theorem (p− 1)! = −1 in Fp (see e.g. [5]) that
F (n1n2nk)F (n˜1n˜2nk) = (−1)
s (43)
We now define the b-operators as
a(n1n2nk)
∗ = η(n1n2nk)b(n˜1n˜2nk)/F (n˜1n˜2nk) (44)
where η(n1n2nk) is some function. As a consequence,
a(n1n2nk) = η¯(n1n2nk)b(n˜1n˜2nk)
∗/F (n˜1n˜2nk)
b(n1n2nk)
∗ = a(n˜1n˜2nk)F (n1n2nk)/η¯(n˜1n˜2nk)
b(n1n2nk) = a(n˜1n˜2nk)
∗F (n1n2nk)/η(n˜1n˜2nk) (45)
Eqs. (44) and (45) define a relation between the sets (a, a∗)
and (b, b∗). Although our motivation was to replace the (a, a∗) opera-
tors by the (b, b∗) ones only for the nonphysical values of the quantum
numbers, we can consider this definition for all the values of (n1n2nk).
We have not discussed yet what exact definition of the physical
and nonphysical quantum numbers should be. This problem will be
discussed in Sect. 5. However, one might accept
Physical-nonphysical states assumption: Each set of quantum
numbers (n1n2nk) is either physical or unphysical. If it is physical then
the set (n˜1n˜2nk) is unphysical and vice versa.
With this assumption we can conclude from Eqs. (44) and
(45) that if some operator a is physical then the corresponding operator
b∗ is unphysical and vice versa while if some operator a∗ is physical then
the corresponding operator b is unphysical and vice versa.
We have no ground to think that the set of the (a, a∗) op-
erators is more fundamental than the set of the (b, b∗) operators and
vice versa. Therefore the question arises whether the (b, b∗) operators
satisfy the relations (35) or (36) in the case of anticommutation or com-
mutation relations, respectively and whether the operators Ai (see Eq.
(41)) have the same form in terms of the (a, a∗) and (b, b∗) operators.
In other words, if the (a, a∗) operators in Eq. (41) are expressed in
terms of the (b, b∗) ones then the problem arises whether
Ai =
∑
Ai(n
′
1n
′
2n
′k′, n1n2nk)
b(n′1n
′
2n
′k′)∗b(n1n2nk)/Norm(n1n2nk) (46)
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is valid. It is natural to accept the following
Definition of the AB symmetry: If the (b, b∗) operators satisfy
Eq. (36) in the case of anticommutators or Eq. (37) in the case of
commutators and all the representation operators (41) in terms of the
(b, b∗) operators have the form (46) then it is said that the AB symmetry
is satisfied.
To prove the AB symmetry we will first investigate whether
Eqs. (36) and (37) follow from Eqs. (34) and (35), respectively. As
follows from Eqs. (43-45), Eq. (36) follows from Eq. (34) if
η(n1n2nk)η¯(n1, n2, nk) = (−1)
s (47)
while Eq. (37) follows from Eq. (35) if
η(n1n2nk)η¯(n1, n2, nk) = (−1)
s+1 (48)
We now represent η(n1n2nk) in the form
η(n1n2nk) = αf(n1n2nk) (49)
where f(n1n2nk) should satisfy the condition
f(n1n2nk)f¯(n1, n2, nk) = 1 (50)
Then α should be such that
αα¯ = ±(−1)s (51)
where the plus sign refers to anticommutators and the minus sign to
commutators, respectively. If the normal spin-statistics connection is
valid, i.e. we have anticommutators for odd values of s and commu-
tators for even ones then the r.h.s. of Eq. (51) equals -1 while in the
opposite case it equals 1. In Sect. 7, Eq. (51) is discussed in detail and
for now we assume that solutions of this relation exist.
A direct calculation using the explicit expressions (27-32) for
the matrix elements shows that if η(n1n2nk) is given by Eq. (49) and
f(n1n2nk) = (−1)
n1+n2+n (52)
then the AB symmetry is valid regardless of whether the normal spin-
statistics connection is valid or not (the details of calculations can be
found in Ref. [2]).
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5 Physical and nonphysical states
The operator a(n1n2nk) can be the physical annihilation operator
only if it annihilates the vacuum vector Φ0. Then if the operators
a(n1n2nk) and a(n1n2nk)
∗ satisfy the relations (34) or (35), the vec-
tor a(n1n2nk)
∗Φ0 has the meaning of the one-particle state. The same
can be said about the operators b(n1n2nk) and b(n1n2nk)
∗. For these
reasons in the standard theory it is required that the vacuum vector
should satisfy the conditions (38). Then the elements
Φ+(n1n2nk) = a(n1n2nk)
∗Φ0 Φ−(n1n2nk) = b(n1n2nk)
∗Φ0 (53)
have the meaning of one-particle states for particles and antiparticles,
respectively.
However, if one requires the condition (38) in GFQT, then it
is obvious from Eqs. (44) and Eq. (45) that the elements defined by
Eq. (53) are null vectors. Note that in the standard approach the AdS
energy is always greater than m while in the GFQT the AdS energy
is not positive definite. We can therefore try to modify Eq. (38) as
follows. Suppose that ’Physical-nonphysical states assumption’ (see
Sect. 4) can be substantiated. Then we can break the set of elements
(n1n2nk) into two equal nonintersecting parts, S+ and S−, such that if
(n1n2nk) ∈ S+ then (n˜1n˜2nk) ∈ S− and vice versa. Then, instead of
the condition (38) we require
a(n1n2nk)Φ0 = b(n1n2nk)Φ0 = 0 ∀ (n1, n2, n, k) ∈ S+ (54)
In that case the elements defined by Eq. (53) will indeed have the
meaning of one-particle states for (n1n2nk) ∈ S+.
It is clear that if we wish to work with the full set of ele-
ments (n1n2nk) then, as follows from Eqs. (44) and (45), the operators
(b, b∗) are redundant and we can work only with the operators (a, a∗).
However, if one works with the both sets, (a, a∗) and (b, b∗) then such
operators can be independent of each other only for a half of the ele-
ments (n1n2nk).
Regardless of how the sets S+ and S− are defined, the
’Physical-nonphysical states assumption’ cannot be consistent if there
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exist quantum numbers (n1n2nk) such that n1 = n˜1 and n2 = n˜2. In-
deed, in that case the sets (n1n2nk) and (n˜1n˜2nk) are the same what
contradicts the assumption that each set (n1n2nk) belongs either to S+
or S−.
Since the replacements n1 → n˜1 and n2 → n˜2 change the
signs of the eigenvalues of the h1 and h2 operators (see Sect. 4), the
condition that that n1 = n˜1 and n2 = n˜2 should be valid simultaneously
implies that the eigenvalues of the operators h1 and h2 should be equal
to zero simultaneously. Recall that (see Sect. 2) if one considers IR of
the sp(2) algebra and treats the eigenvalues of the diagonal operator
h not as elements of Fp but as integers, then they take the values of
q0, q0+2, ...2p−q0−2, 2p−q0. Therefore the eigenvalue is equal to zero
in Fp only if it is equal to p when considered as an integer. Since the
AdS energy is E = h1 + h2, the above situation can take place only if
the energy considered as an integer is equal to 2p. It now follows from
Eq. (12) that the energy can be equal to 2p only if m is even. Since
m = q1 + q2 and s = q1 − q2, we conclude that m can be even if and
only if s is even. In that case we will necessarily have quantum numbers
(n1n2nk) such that the sets (n1n2nk) and (n˜1n˜2nk) are the same and
therefore the ’Physical-nonphysical states assumption’ is not valid. On
the other hand, if s is odd (i.e. half-integer in the usual units) then
there are no quantum numbers (n1n2nk) such that the sets (n1n2nk)
and (n˜1n˜2nk) are the same.
Our conclusion is as follows: If the separation of states should
be valid for any quantum numbers then the spin s should be necessarily
odd. In other words, if the notion of particles and antiparticles is abso-
lute then elementary particles can have only a half-integer spin in the
usual units.
In view of the above observations it seems natural to imple-
ment the ’Physical-nonphysical states assumption’ as follows. If the
quantum numbers (n1n2nk) are such that m + 2(n1 + n2 + n) < 2p
then the corresponding state is physical and belongs to S+, otherwise
the state is unphysical and belongs to S−.
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6 Dirac vacuum energy problem
The Dirac vacuum energy problem is discussed in practically every
textbook on QFT. In its simplified form it can be described as follows.
Suppose that the energy spectrum is discrete and n is the quantum
number enumerating the states. Let E(n) be the energy in the state
n. Consider the electron-positron field. As a result of quantization one
gets for the energy operator
E =
∑
n
E(n)[a(n)∗a(n)− b(n)b(n)∗] (55)
where a(n) is the operator of electron annihilation in the state n, a(n)∗
is the operator of electron creation in the state n, b(n) is the operator
of positron annihilation in the state n and b(n)∗ is the operator of
positron creation in the state n. It follows from this expression that
only anticommutation relations are possible since otherwise the energy
of positrons will be negative. However, if anticommutation relations
are assumed, it follows from Eq. (55) that
E = {
∑
n
E(n)[a(n)∗a(n) + b(n)∗b(n)]}+ E0 (56)
where E0 is some infinite negative constant. Its presence was a mo-
tivation for developing Dirac’s hole theory. In the modern approach
it is usually required that the vacuum energy should be zero. This
can be obtained by requiring that all operators should be written in
the normal form. This requirement does not follow from the theory, it
is imposed with the only purpose to obtain the correct result for the
vacuum energy and other observables. Also, as noted in Sect. 4, this
requirement is not quite consistent since the result of quantization is
Eq. (55) where the positron operators are not written in the normal
form.
Consider now the AdS energy operator M05 = h1 + h2 in
GFQT. As follows from Eqs. (27) and (42)
M05 =
∑
[m+ 2(n1 + n2 + n)]a(n1n2nk)
∗
a(n1n2nk)/Norm(n1n2nk) (57)
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where the sum is taken over all possible quantum numbers (n1n2nk).
We now wish to replace only the nonphysical (a, a∗) operators by the
physical (b, b∗) ones and represent M05 in terms of physical operators
only. As follows from Eqs. (43-45) and (49-51)
M05 = {
∑
S+
[m+ 2(n1 + n2 + n)][a(n1n2nk)
∗a(n1n2nk) +
b(n1n2nk)
∗b(n1n2nk)]/Norm(n1n2nk)}+ Evac (58)
where
Evac = ∓
∑
S+
[m+ 2(n1 + n2 + n)] (59)
in the cases when the (b, b∗) operators anticommute and commute, re-
spectively. The quantity Evac has the meaning of the vacuum energy
in GFQT and the goal of this section is to explicitly calculate this
quantity. We assume for definiteness that the operators anticommute.
Consider first the sum in Eq. (59) when the values of n and
k are fixed. It is convenient to distinguish the cases s > 2k and s < 2k
(recall that s is assumed to be odd). If s > 2k then, as follows from
Eq. (19), the maximum value of n1 is such that m+2(n+n1) is always
less than 2p. For this reason all the values of n1 contribute to the sum,
which can be written as
S1(n, k) = −
∑p−q1−n+k
n1=0
[(m+ 2n+ 2n1) +
(m+ 2n+ 2n1 + 2) + ...+ (2p− 1)] (60)
A simple calculation shows that the result can be represented as
S1(n, k) =
p−1∑
n1=1
n21 −
n+(m−3)/2∑
n1=1
n21 −
(s−1)/2−k∑
n1=1
n21 (61)
where the last sum should be taken into account only if (s−1)/2−k ≥ 1.
The first sum in this expression equals (p−1)p(2p−1)/6 and,
since we assume that p 6= 2 and p 6= 3, this quantity is zero in Fp. As a
result, S1(n, k) is represented as a sum of two terms such that the first
one depends only on n and the second — only on k. Note also that the
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second term is absent if s = 1, i.e. for particles with the spin 1/2 in
the usual units.
Analogously, if s < 2k the result is
S2(n, k) = −
n+(m−3)/2∑
n2=1
n22 −
k−(s+1)/2∑
n2=1
n22 (62)
where the second term should be taken into account only if k − (s +
1)/2 ≥ 1.
We now should calculate the sum
S(n) =
(s−1)/2∑
k=0
S1(n, k) +
s∑
k=(s+1)/2
S2(n, k) (63)
and the result is
S(n) = −(s+ 1)(n+ m−12 )[2(n+
m−1
2 )
2 −
3(n+ m−12 ) + 1]/6− (s− 1)(s+ 1)
2(s+ 3)/96 (64)
Since the value of n is in the range [0, nmax], the final result is
Evac =
nmax∑
n=0
S(n) = (m− 3)(s− 1)(s+ 1)2(s+ 3)/96 (65)
since in the massive case nmax = p+ 2−m.
Our final conclusion in this section is that if s is odd and the
separation of states into physical and nonphysical ones is accomplished
as in Sect. 5 then Evac = 0 only if s = 1 (i.e. s = 1/2 in the usual
units).
7 Neutral particles and spin-statistics theorem
The nonexistence of neutral elementary particles in GFQT is one of the
most striking differences between GFQT and the standard theory. One
could give the following definition of neutral particle:
• i) it is a particle coinciding with its antiparticle
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• ii) it is a particle which does not coincide with its antiparticle but
they have the same properties
In the standard theory only i) is meaningful since neutral particles are
described by real (not complex) fields and this condition is required by
Hermiticity. One might think that the definition ii) is only academic
since if a particle and its antiparticle have the same properties then
they are indistinguishable and can be treated as the same. However,
the cases i) and ii) are essentially different from the operator point of
view. In the case i) only the (a, a∗) operators are sufficient for describing
the operators (39). This is the reflection of the fact that the real field
has the number of degrees of freedom twice as less as the complex field.
On the other hand, in the case ii) both (a, a∗) and (b, b∗) operators are
required, i.e. in the standard theory such a situation is described by
a complex field. Nevertheless, the case ii) seems to be rather odd: it
implies that there exists a quantum number distinguishing a particle
from its antiparticle but this number is not manifested experimentally.
We now consider whether the conditions i) or ii) can be implemented
in GFQT.
Since each operator a is proportional to some operator b∗ and
vice versa (see Eqs. (44) and (45)), it is clear that if the particles
described by the operators (a, a∗) have some nonzero charge then the
particles described by the operators (b, b∗) have the opposite charge and
the number of operators cannot be reduced. However, if all possible
charges are zero, one could try to implement i) by requiring that each
b(n1n2nk) should be proportional to a(n1n2nk) and then a(n1n2nk) will
be proportional to a(n˜1, n˜2, nk)
∗. In this case the operators (b, b∗) will
not be needed at all.
Suppose, for example, that the operators (a, a∗) satisfy the
commutation relations (35). In that case the operators a(n1n2nk) and
a(n′1n
′
2n
′k′) should commute if the sets (n1n2nk) and (n
′
1n
′
2n
′k′) are not
the same. In particular, one should have [a(n1n2nk), a(n˜1n˜2nk)] = 0
if either n1 6= n˜1 or n2 6= n˜2. On the other hand, if a(n˜1n˜2nk) is pro-
portional to a(n1n2nk)
∗, it follows from Eq. (35) that the commutator
cannot be zero. Analogously one can consider the case of anticommu-
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tators.
The fact that the number of operators cannot be reduced is
also clear from the observation that the (a, a∗) or (b, b∗) operators de-
scribe an irreducible representation in which the number of states (by
definition) cannot be reduced. Our conclusion is that in GFQT the
definition of neutral particle according to i) is fully unacceptable.
Consider now whether it is possible to implement the defini-
tion ii) in GFQT. Recall that we started from the operators (a, a∗) and
defined the operators (b, b∗) by means of Eq. (44). Then the latter
satisfy the same commutation or anticommutation relations as the for-
mer and the AB symmetry is valid. Does it mean that the particles
described by the operators (b, b∗) are the same as the ones described by
the operators (a, a∗)? If one starts from the operators (b, b∗) then, by
analogy with Eq. (44), the operators (a, a∗) can be defined as
b(n1n2nk)
∗ = η′(n1n2nk)a(n˜1n˜2nk)/F (n˜1n˜2nk) (66)
where η′(n1n2nk) is some function. By analogy with the consideration
in Sect. 4 one can show that
η′(n1n2nk) = β(−1)
n1+n2+n ββ¯ = ∓1 (67)
where the minus sign refers to the normal spin-statistics connection and
the plus sign — to the broken one.
As follows from Eqs. (44), (47-50), (66), (67) and the defini-
tion of the quantities n˜1 and n˜2 in Sect. 4, the relation between the
quantities α and β is αβ¯ = 1. Therefore, as follows from Eq. (67),
there exist only two possibilities, β = ∓α, depending on whether the
normal spin-statistics connection is valid or not. We conclude that the
broken spin-statistics connection implies that αα¯ = ββ¯ = 1 and β = α
while the normal spin-statistics connection implies that αα¯ = ββ¯ = −1
and β = −α. In the first case solutions for α and β obviously exist
(e.g. α = β = 1) and the particle and its antiparticle can be treated as
neutral in the sense of the definition ii). Since such a situation is clearly
unphysical, one might treat the spin-statistics theorem as a requirement
excluding neutral particles in the sense ii).
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We now consider another possible treatment of the spin-
statistics theorem, which seems to be much more interesting. In the
case of normal spin-statistics connection we have that
αα¯ = −1 (68)
and the problem arises whether solutions of this relation exist. Such a
relation is obviously impossible in the standard theory.
As noted in Sect. 1, −1 is a quadratic residue in Fp if p =
1 (mod 4) and a quadratic nonresidue in Fp if p = 3 (mod 4). For
example, −1 is a quadratic residue in F5 since 2
2 = −1 (mod 5) but in
F7 there is no element a such that a
2 = −1 (mod 7). We conclude that
if p = 1 (mod 4) then Eq. (68) has solutions in Fp and in that case the
theory can be constructed without any extension of Fp.
Consider now the case p = 3 (mod 4). Then Eq. (68) has
no solutions in Fp and it is necessary to consider this equation in an
extention of Fp (i.e. there is no ’real’ version of GFQT). The minimum
extension is obviously Fp2 and therefore the problem arises whether Eq.
(68) has solutions in Fp2.
It is well known [5] that any Galois field without its zero ele-
ment is a cyclic multiplicative group. Let r be a primitive root, i.e. the
element such that any nonzero element of Fp2 can be represented as r
k
(k = 1, 2, ..., p2−1). It is also well known that the only nontrivial auto-
morphism of Fp2 is α→ α¯ = α
p. Therefore if α = rk then αα¯ = r(p+1)k.
On the other hand, since r(p
2−1) = 1, r(p
2−1)/2 = −1. Therefore there
exists at least a solution with k = (p− 1)/2.
Our conclusion is that if p = 3 (mod 4) then the spin-statistics
theorem implies that the field Fp should necessarily be extended and
the minimum possible extension is Fp2. Therefore the spin-statistics
theorem can be treated as a requirement that GFQT should be based
on Fp2 and the standard theory should be based on complex numbers.
Let us now discuss a different approach to the AB symmetry.
A desire to have operators which can be interpreted as those relating
separately to particles and antiparticles is natural in view of our expe-
rience in the standard approach. However, one might think that in the
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spirit of GFQT there is no need to have separate operators for parti-
cles and antiparticles since they are different states of the same object.
We can therefore reformulate the AB symmetry in terms of only (a, a∗)
operators as follows. Instead of Eqs. (44) and (45), we consider a
transformation defined as
a(n1n2nk)
∗ → η(n1n2nk)a(n˜1n˜2nk)/F (n˜1n˜2nk)
a(n1n2nk)→ η¯(n1n2nk)a(n˜1n˜2nk)
∗/F (n˜1n˜2nk) (69)
Then the AB symmetry can be formulated as a requirement that phys-
ical results should be invariant under this transformation.
Let us now apply the AB transformation twice. Then, by
analogy with the derivation of Eq. (51), we get
a(n1n2nk)
∗ → ∓a(n1n2nk)
∗ a(n1n2nk)→ ∓a(n1n2nk) (70)
for the normal and broken spin-statistic connections, respectively.
Therefore, as a consequence of the spin-statistics theorem, any particle
(with the integer or half-integer spin) has the AB2 parity equal to −1.
Therefore in GFQT any interaction can involve only an even number
of creation and annihilation operators. In particular, this is additional
demonstration of the fact that in GFQT the existence of neutral ele-
mentary particles is incompatible with the spin-statistics theorem.
8 Discussion
In the present paper we discuss the description of free elementary par-
ticles in a quantum theory based on a Galois field (GFQT). As noted
in Sect. 1, GFQT does not contain infinities at all and all operators
are automatically well defined. In my discussions with physicists, some
of them commented this fact as follows. This is the approach where a
cutoff (the characteristic p of the Galois field) is introduced from the
beginning and for this reason there is nothing strange in the fact that
the theory does not have infinities. It has a large number p instead and
this number can be practically treated as infinite.
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However, the difference between Galois fields and usual num-
bers is not only that the former are finite and the latter are infinite. If
the set of usual numbers is visualized as a straight line from −∞ to +∞
then the simplest Galois field can be visualized not as a segment of this
line but as a circle (see Ref. [2] for a detailed discussion). This reflects
the fact that in Galois fields the rules of arythmetic are different and,
as a result, GFQT has many unusual features which have no analog in
the standard theory.
The Dirac vacuum energy problem discussed in Sect. 6 is a
good illustration of this point. In the standard theory the result that
the vacuum energy is zero is a consequence of the requirement that
all operators should be written in the normal form. This requirement
does not follow from the theory and is imposed with the only purpose
to obtain the correct result for the vacuum energy and other observ-
ables. Without this requirement, the vacuum energy in the standard
theory is infinite. Therefore if GFQT is treated simply as a theory
with a cutoff p, one would expect the vacuum energy to be of order
p. However, since the rules of arithmetic in Galois fields are different
from the standard ones, the result for the vacuum energy is exactly
zero. The consideration of the vacuum energy also poses the following
very interesting problem. The result is based on the prescription of
Sect. 5 for separating physical and nonphysical states. With such a
prescription the vacuum energy is zero only for particles with the spin
1/2. Is this an indication that only such particles can be elementary or
the prescription (although it seems very natural) should be changed?
The original motivation for investigating GFQT was as fol-
lows. Let us take standard QED in dS or AdS space, write the Hamil-
tonian and other operators in angular momentum basis and replace
standard irreducible representations (IRs) for the electron, positron and
photon by corresponding modular IRs. One might treat this motiva-
tion as an attempt to substantiate standard momentum regularizations
(e.g. the Pauli-Villars regularization) at momenta p/R (where R is the
radius of the Universe). In other terms this might be treated as in-
troducing fundamental length of order R/p. We now discuss reasons
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explaining why this naive attempt fails.
The main result of the present paper is that in GFQT the
existence of antiparticles follows from the fact that any Galois field is
finite. Moreover, one can say that the very existence of antiparticles is
a strong indication that nature is described rather by a finite field (or
at least a field with a nonzero characteristic) than by complex numbers.
We believe that this result is not only very important but also extremely
simple and beautiful. A mathematical consideration of modular IRs is
given in Sects. 2 and 3 while a simple explanation of the above result
is as follows.
In the standard theory a particle is described by a positive en-
ergy IR where the energy has the spectrum in the range [mass,∞). At
the same time, the corresponding antiparticle is associated with a neg-
ative energy representation where the energy has the spectrum in the
range (−∞,−mass]. Consider now the construction of modular IR for
some particle. We again start from the rest state (where energy=mass)
and gradually construct states with higher and higher energies. How-
ever, since a Galois field is not a straight line but rather a circle, sooner
or later we will arrive at the point where energy=-mass.
In QFT the fact that a particle and its antiparticle have the
same masses and spins but opposite charges follows from the CPT
theorem, which is a consequence of locality. A question arises what
happens if locality is only an approximation: in that case the equality
of masses, spins etc. is exact or approximate? Consider a simple model
when electromagnetic and weak interactions are absent. Then the fact
that the proton and the neutron have the same masses and spins has
nothing to do with locality; it is only a consequence of the fact that
the proton and the neutron belong to the same isotopic multiplet. In
other words, they are simply different states of the same object - the
nucleon. We see, that in GFQT the situation is analogous. The fact
that a particle and its antiparticle have the same masses and spins but
opposite charges has nothing to do with locality or nonlocality and is
simply a consequence of the fact that they are different states of the
same object since they belong to the same IR.
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In standard theory, a particle and its antiparticle are combined
together by a local covariant equation (e.g. the Dirac equation). We see
that in GFQT the idea of the Dirac equation is implemented without
assuming locality but already at the level of IRs. This automatically
explains the existence of antiparticles, shows that a particle cannot exist
by itself without its antiparticle and that a particle and its antiparticle
are necessarily different states of the same object. In particular, there
are no elementary particles which in the standard theory are called
neutral. Note also that, as shown in Ref. [18], even in standard theory
with the invariance group SO(1,4) the only possible interpretation of
IRs is that they describe a particle and its antiparticle simultaneously.
One might conclude that since in GFQT the photon cannot be
elementary, this theory cannot be realistic and does not deserve atten-
tion. We believe however, that the nonexistence of neutral elementary
particles in GFQT shows that the photon, the graviton and other neu-
tral particles should be considered on a deeper level. For example,
several authors considered a model where the photon is a composite
state of Dirac singletons [19].
The nonexistence of neutral elementary particles in GFQT is
discussed in detail in Sect. 7. A possible elementary explanation is as
follows. In the standard theory, elementary particles having antiparti-
cles are described by complex fields while neutral elementary particles
— by real ones. There also exists the quaternionic version of the stan-
dard theory. In GFQT however, the quaternionic version cannot exist
and there is no possibility to choose between real and complex fields.
If p = 3 (mod 4) then analogs of real fields can exist only if the spin-
statistics connection is broken while the spin-statistics theorem can
be treated as a requirement that standard quantum theory should be
based on complex numbers. This requirement excludes the existence of
neutral elementary particles.
The results of Sect. 5 show that in GFQT there exists the
following dilemma. If the notion of particles and antiparticles is valid
at all energies then only particles with the half-integer spin (in the usual
units) can be elementary. Therefore supersymmetry is possible only if
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the notion of particles and particles is not valid at asymptotically large
energies. This problem requires further study.
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