We show how to evaluate a bi-variate polynomial of degree n (i.e., having order n 2 many coefficients) at n 2 generic points simultaneously within time O(n 2.91 ). This means an average cost of O(n 0.91 ) per point whereas a single evaluation provably requires in general Ω(n 2 ) operations.
Introduction
By Horner's Rule, a polynomial p of degree n can be evaluated at a given argument x in O(n) many arithmetic steps which, for a 'generic' polynomial, is asymptotically optimal; cf. e.g., Theorem 6.5 in [1] .
In order to evaluate p at several points, one might sequentially compute p(x k ) for k = 1, . . . , n. However, regarding that both input (n coefficients of p, n arguments x k ) and output (n values) have only linear size, a total running time of order n 2 is information-theoretically unjustified. Indeed a more sophisticated algorithm permits to compute all p(x i ) simultaneously using onlỹ O(n) operations. Here,Õ denotes a variant of the usual asymptotic 'big-Oh' notation ignoring poly-logarithmic factors which in this case amount to dropping a term O(log 2 n · log log n). Based on Fast Fourier Transform, this and other algorithms realize what is known as Fast Polynomial Arithmetic; e.g., Theorem 1. Let R denote a commutative ring with 1, p, q ∈ R[X] of degree less than n specified by their coefficients; let furthermore distinct arguments x 1 , . . . , x n ∈ R be given. Then one can compute a) (the coefficients of ) the product p · q ∈ R[X] and b) the values p(x 1 ), . . . , p(x n ) ∈ R usingÕ(n) operations in R.
Proof. a) cf., e.g., Theorem 8.23 in [2] b) cf., e.g., Corollary 10.8 in [2] ⊓ ⊔
Fast polynomial arithmetic has found many applications in algorithmic number theory, cryptography, and computational physics [3] . However observe that the above claims apply to the uni-variate case. Regarding that a, say, bi-variate polynomial p ∈ K[X, Y ] of degree at most n has up to order n 2 many free parameters -one coefficient for each monomial X i Y j with i, j = 0, . . . , n -natural questions ask whether, corresponding to Theorem 1, a') two given such polynomials can be multiplied within timeÕ(n 2 ); b') one given polynomial can be evaluated simultaneously at n 2 many arguments within timẽ O(n 2 ).
A positive answer to question a') is achieved by embedding p and q into uni-variate polynomials of degree O(n 2 ) using Kronecker Substitution, applying Theorem 1a) to them, and then re-substituting the result to a bi-variate polynomial; cf., e.g., Corollary 8.28 in [2] . Although Kronecker Substitution is not compatible with evaluation, also question b') admits a positive answer provided the arguments (x k , y k ), k = 1, . . . , n 2 form a Cartesian n × n-grid.
Indeed, consider p(X, Y ) = n j=0 q j (X)Y j as a polynomial in Y with coefficients q j ∈ K[X]; then first multi-evaluate q j at the (n many distinct) values x k : as q j has degree at most n, this takes timeÕ(n) for each j, adding to a total ofÕ(n 2 ). Finally take the n many different polynomials p(x k , Y ) ∈ K[Y ] of degree at most n and multi-evaluate each at the (n many distinct) values y ℓ : this takes anotherÕ(n 2 ).
The presumption on the arguments to form a Cartesian grid allows for a slight relaxation in that this grid may be rotated and 'slanted': Such kind of affinely linear distortion is easy to detect, reverted to the arguments, and then instead applied to the polynomial p by transforming its coefficients within timeÕ(n 2 ); the thus obtainedp can then be evaluated on the now strictly Cartesian grid as described above. However n× n grids, even rotated and slanted ones, form within the (2n 2 -dimensional) space of all possible configurations of the n 2 many points only a zero-set and thus a severe restriction. 
Multi-Evaluation at Generic Points
The big open question and goal of the present work is therefore concerned with fast multievaluation of bi-(as first step towards more-) variate polynomials at n 2 many generic points.
With 'generic', we mean that any two arguments (x k , y k ) = (x k ′ , y k ′ ) differ in their first coordinates: x k = x k ′ . This condition can be asserted with almost certainty by first applying a random rotation to both the arguments and the polynomial. The naive approach to this problem, namely of sequentially calculating all p(x k , y k ), takes quadratic time each, thus inferring total cost of order n 4 . A first improvement toÕ(n 3 ) is based on the simple observation that any n points in 2D can easily be extended to a n × n grid on which, by the above considerations, multi-evaluation of p is feasible in timeÕ(n 2 ). So one may partition the n 2 arguments into n blocks of n points and multi-evaluate p sequentially on each of them.
Our contribution reduces this cubic upper complexity bound to O(n 2.91 ) by combining fast uni-variate polynomial arithmetic with fast matrix multiplication. Theorem 2. Let K denote a field. Given the O(n 2 ) many coefficients of a bi-variate polynomial p of degree less than n and given n 2 many arguments (x k , y k ) in generic position, one can calculate the n 2 many values p(x k , y k ) within time O n (ω0+3)/2 .
Here, ω 0 := log 2 (7) < 2.81 denotes the exponent of Strassen's famous first sub-cubic algorithm for Matrix Multiplication.
Proof of Theorem 2
Our proof of Theorem 2 uses the following tool combining fast matrix multiplication with fast (uni-variate) polynomial arithmetic: Lemma 3. K denotes a field. Let both A and B be n × n-matrices whose entries consist of polynomials a ij (X), b ij (X) ∈ K[X] of degree at most m. Given their O(mn 2 ) many coefficients, one can compute the coefficients of the polynomial entries c ij (X) of C := A · B withinÕ(mn ω0 ) steps.
Proof. Consider Strassen's algorithm for multiplying n × n-matrices over an arbitrary ring R; cf., e.g., Theorem 12.2 in [2] . Apply this to the case R := K[X] and observe that, being a bilinear computation over R using only constants −1, 0, +1, the degree of the polynomials involved can at most double. Therefore, each operation in R is available by virtue of fast uni-variate polynomial arithmetic (Theorem 1a) at costÕ(m).
⊓ ⊔
The Algorithm
1) Calculate the (coefficients of the uni-variate) polynomial f (X) :=
2) Calculate the uni-variate interpolation-polynomial g ∈ K[X] of degree less than n 2 to data (x k , y k ), i.e., satisfying g(x k ) = y k ∀k = 1, . . . , n 2 .
The goal is to substitute g(X) for Y in p, thus obtaining a uni-variate polynomial whose values in the arguments coincides with those of p and can be evaluated conventionally as in Theorem 1b). However, instead of aiming for the composition p X, g(X) itself which can have degree as large as order n 3 , we are satisfied withp(X) := p X, g(X) rem f (X) as this, too, has
In the sequel, we describe how to obtainp.
3) Calculate the √ n many uni-variate polynomials g i (X) := g i (X) rem f (X), i = 0, . . . , √ n − 1.
Assuming for notational simplicity that n is a square, decompose p into √ n blocks of y-degree less than √ n by writing
where q ji (X) denotes a uni-variate polynomial of degree less than n. In each p j , having only powers of Y less than √ n remaining, substitute any Y i by the pre-computed polynomial g i ∈ K[X]; in other words: obtainp
q ji (X) · g i (X), j = 0, . . . , √ n − 1 .
By virtue of Lemma 3, this transformation p j →p j can be performed faster for all j simultaneously than sequentially:
. Let B denote the ( √ n×n)-matrix whose ℓ-th row consists of the degree n 2 -polynomial g i (X), decomposed into n blocks of degree less than n each; i.e., g i (X) = n−1 j=0 b ji (X) · X jn . Observe that both A and B have entries from K[X] of degree less than n. 4) Compute the product ( √ n × n)-matrix C := A · B.
5) Setp j (X) :=
n−1 i=0 c ji (X) · X in rem f for j = 0, . . . , √ n − 1.
Having thus transformed the √ n many bi-variate polynomials p j of X-degree less than n and Ydegree less than √ n into uni-variate polynomialsp j of X-degree less than n 2 satisfying p j (x k , y k ) = p j (x k ), it remains to convert the remaining powers Y j √ n occurring in (1) to uni-variate equivalent polynomials in X:
6) Calculate g j √ n (X) := g j √ n (X) rem f (X), j = 0, . . . , √ n − 1.
7) Computep(X) :=
√ n−1 j=0p j (X) · g j √ n (X) rem f .
Analysis
Step 1) can be performed inÕ(n 2 ) operations; cf., e.g., Corollary 2.15 in [1] .
Step 2) takes timeÕ(n 2 ) by virtue of, e.g., Corollary 10.12 in [2] .
Step 3) is solved by sequentially computing g i (X) = g i−1 (X) · g(X) rem f (X)
for i = 1, . . . , √ n − 1, each taking timeÕ(n 2 ): Theorem 8.23 and Theorem 9.6 in [2] . This totalsÕ(n 2.5 ).
Step 4) Partition the rectangular ( √ n×n)-matrix B into √ n many square blocks B ℓ of size √ n× √ n each. Sequentially apply Lemma 3 to compute C ℓ := A · B ℓ ; then C = (C 0 |C 1 | . . . |C √ n−1 ). This infers cost √ n ·Õ(n · √ n ω0 ) =Õ(n (ω0+3)/2 ) and turns out to dominate the total running time.
Step 5) is feasible usingÕ(n 2 ) many operations for each j = 0, . . . , √ n − 1 as multiplication of c ji (X) with X in amounts to a simple coefficient shift. Moreover, c ji (X) having degree at most 2n, only adjacent terms c ji (X) · X in and c j,i+1 (X) · X in+n need to be actually added coefficient-wise. Applying to the result of degree less than 2n 2 a remainder-computation with respect to f (X) takes anotherÕ(n 2 ) for each j.
Step 6) can be performed similarly to Step 3) in total timeÕ(n 2.5 ).
Step 7) with its √ n many multiplications, additions, and remainder computations of uni-variate polynomials of degree less than n 2 adds another costÕ(n 2.5 ).
Step 8) finally is feasible withinÕ(n 2 ).
Conclusion / Further Questions
We lowered the upper complexity bound for multi-evaluating dense bi-variate polynomials of degree n (order n 2 coefficients) at n 2 many generic arguments from naiveÕ(n 4 ) andÕ(n 3 ) toÕ(n 2.91 ). Although maybe small in numerical value, this improvement is by far not trivial and in nature as surprising as Strassen's initial sub-cubic algorithm for matrix multiplication.
It is very likely that Lemma 3 holds not only for Strassen's algorithm with exponent ω 0 but in fact for any algorithm for matrix multiplication. This would further improve our running time to non-uniform O(n (ω+3)/2 ) where ω ≥ 2 denotes the Exponent of Matrix Multiplication; cf., e.g., Chapter 15 in [1] . Plugging in the current world-record ω < 2.376 [2, Note 2.1] would then yield an upper complexity bound for our problem of O(n 2.688 ).
Also, randomization during the initial rotation should be avoidable by means of symbolic perturbation.
Further questions to consider are:
-Can one further improve the exponent by using specifically designed strategies for multiplying rectangular matrices? This would allow for running time O(n 2.667 ); cf. Note 12.2 in [2] . -In the present algorithm, its running time is dominated by Step 4) of costÕ(n (ω+3)/2 ) for multiplying ( √ n × n)-matrices whereas the other steps involving at most √ n many uni-variate polynomials of degree up to n 2 take time O(n 2.5 ). Can one perhaps trade-off between both contributions to obtain a more balanced (and thus asymptotically faster) cost between Fast Matrix Multiplication and Fast Polynomial Arithmetic? -As ω ≥ 2, the above techniques will never get below running-times of order n 2.5 . Can one achieve an upper complexity bound as close asÕ(n 2 ) to the information theoretic lower bound?
