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THE GROWTH OF POLYNOMIALS ORTHOGONAL ON THE UNIT CIRCLE WITH
RESPECT TO A WEIGHT w THAT SATISFIES w,w´1 P L8pTq
S. DENISOV
Abstract. We consider the polynomials tφnpz,wqu orthogonal on the circle with respect to a weight w
that satisfies w,w´1 P L8pTq and show that }φnpeiθ, wq}L8pTq can grow in n at a certain rate.
1. Introduction
Consider a finite positive measure σ defined on the unit circle and assume that it has
infinitely many growth points. Let the polynomials tφkpz, σqu be orthonormal with respect
to measure dσ, i.e.,ż π
´π
φnpeiθqφmpeiθq dσ “ δn,m , n,m “ 0, 1, 2 . . . , coeffpφk, kq ą 0 , (1.1)
where coeffpQ, kq denotes the coefficient in front of zk in the polynomial Q. Besides the
orthonormal polynomials, we can define the monic orthogonal ones tΦnpz, σqu by requiring
deg Φn “ n, coeffpΦn, nq “ 1,
ż π
´π
Φnpeiθ, σqΦmpeiθ, σq dσ “ 0 , m ă n .
Later, we will need to use the following notation. Let Pn denote the space of polynomials of
degree at most n, i.e.,
Q P Pn ô Qpzq “ qnzn ` . . .` q1z ` q0, qj P C, j “ 0, . . . , n.
For each n P Z`, we introduce the operation p˚q defined on Pn as follows (see, e.g., [16],
formula (1.1.6)):
Qpzq p˚qÝÑ Q˚pzq :“ q¯0zn ` . . .` q¯n .
This p˚q depends on n. Since Q˚pzq “ znQpz´1q, we can make a trivial observation that
Q˚pzq “ znQpzq, |Qpzq| “ |Q˚pzq| , (1.2)
if z P T. Moreover, pQ˚q˚ “ Q.
One of the central questions in the theory of orthogonal polynomials is to understand the
behavior of tφnpz, σqu as nÑ8, z P T given some regularity assumption on σ. Consider the
following class of measure.
Given δ P p0, 1q, we say that σ P Sδ if σ is a probability measure and
σ1 ě δ{p2πq, a.e. θ P r´π, πs . (1.3)
We will call Sδ the Steklov class. One version of the celebrated Steklov conjecture [17] is to
decide whether the sequence tφnpz, σqu is bounded in n for every z P T provided that σ P Sδ.
This conjecture was solved negatively by Rakhmanov in 1979 [14] (see [6, 7, 8, 9, 10, 18]).
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This development lead to more general problem (dubbed “problem by Steklov”) which asks
to obtain the bounds on }φnpz, σq}L8pTq that would be sharp when nÑ8 and σ P Sδ. Some
upper estimates are usually not very difficult to come by. For example, one has
Lemma 1.1. If σ P Sδ, then
}φnpz, σq}L8pTq “ op
?
nq, nÑ8 . (1.4)
This result follows from, e.g., [12], Theorem 4 (see also [13],[20] for the real-line case).
If n is fixed, then the following Lemma is true.
Lemma 1.2. ([2]) Define Mn,δ by
Mn,δ :“ sup
σPSδ
}φnpz, σq}L8pTq .
Then, we have
Mn,δ ď min
#c
n ` 1
δ
,
1?
δ
˜
1`
c
np1´ δq
δ
¸+
.
The question then naturally arises whether these results are optimal when δ is fixed and
nÑ8. In his second paper [15], Rakhmanov obtained the estimates that were nearly sharp.
However, the full solution to the problem has been given quite recently and by a different
method.
Theorem 1.1. ([2]) If δ P p0, 1q is fixed, then
Mn,δ ą Cpδq
?
n . (1.5)
Theorem 1.2. ([2]) Let δPp0, 1q be fixed. Then, for every positive sequence tβnu that satisfies
limnÑ8 βn “ 0, there is an absolutely continuous probability measure σ˚ : dσ˚ “ σ˚1dθ such
that σ˚PSδ and
}φknpz, σ˚q}L8pTq ě βkn
a
kn (1.6)
for some sequence tknu Ă N.
We need to make three remarks here.
Remark 1. The paper [2] proves more than just the inequality (1.5). It shows that for
every p P r1,8q and every L1 ą 1, the following bound holds
sup
wěδ{p2πq,}w}
L1pTq“1,}w}LppTqăL1
}φnpz, wq}L8pTq ą Cpδ,p,L1q
?
n . (1.7)
Here tφnpz, wqu are orthonormal with respect to the weight w. In general, we call function
w a weight if w P L1p´π, πq, w ě 0, and w ı 0.
Remark 2. We will say that the measure σ belongs to the Szego˝ class, ifż π
´π
log σ1dθ ą ´8. (1.8)
It is known ([16], formulas (1.5.78) and (2.3.1)), that
exp
ˆ
1
4π
ż
T
logp2πσ1pθqqdθ
˙
ď
ˇˇˇˇ
Φnpz, σq
φnpz, σq
ˇˇˇˇ
ď 1, @z P C . (1.9)
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and the left hand side is positive if and only if (1.8) holds. Thus, for measures in Steklov
class, we have a bound
?
δ ď
ˇˇˇˇ
Φnpz, σq
φnpz, σq
ˇˇˇˇ
ď 1, @z P C . (1.10)
Therefore, if tΦnu or tφnu grows in n, then the other sequence grows as well.
Remark 3. The requirement that the measure is a probability one is not so restrictive
due to the following scaling
φnpz, σq “ α1{2φnpz, ασq, Φnpz, σq “ Φnpz, ασq, α ą 0 . (1.11)
Suppose we are given a function hptq defined on r0, 2πs which satisfies
hp0q “ lim
tÑ0
hptq “ 0.
We will say that a function w, defined on R and 2π-periodic there, has h as its modulus of
continuity with a constant L P r0,8q, if the estimate
|wpx2q ´ wpx1q| ď Lhp|x2 ´ x1|q (1.12)
holds for all x1, x2 P R that satisfy |x1 ´ x2| ď 2π.
If w is defined on r´π, πs and w P Cr´π, πs, wp´πq “ wpπq, we can extend it to all of R
as 2π-periodic function. Then, if (1.12) holds, we will write w P Ch,LpTq.
Theorem 1.3. (([19]), Theorem 12.1.3) Assume that dσ “ wpθqdθ and w P Ch,LpTq, hptq “
| logpt{8q|´1´ǫ with some ǫ ą 0 and L. Then, as long as w ě δ ą 0 for all θ P r´π, πs, we
have
φnpeiθq “ einθΠpeiθq ` ǫnpeiθq, nÑ8 , (1.13)
where ǫnpeiθq Ñ 0 uniformly over θ P r´π, πs. The function Πpzq is defined as the outer
function in D that satisfies |Πpeiθq|´2 “ 2πwpθq, Πp0q ą 0.
In [1], given arbitrary ǫ ą 0 and L ą 0, Ambroladze constructed a positive weight pw P
Ch,LpTq , hptq “ | logpt{8q|´1`ǫ for which t}φnpz, pwq}L8pTqu is unbounded in n. This showed
sharpness of regularity assumption in Theorem 1.3.
The bound (1.7) raises a question: what regularity of a weight can improve the
?
n upper
bound? In this paper, we give partial answer to this question. We consider measures given
by the weights w that satisfy w,w´1 P L8pTq and obtain upper and lower estimates for the
possible growth of the supremum norms. In the second section, we provide an argument
due to Fedor Nazarov that gives the upper bounds for }φnpeiθ, wq}L8pTq. The third section
contains the proofs of the lower bounds. The Appendices have some auxiliary statements
that are used in the main text.
We will use the following definitions and notation.
‚ The Schwartz kernel Cpz, ξq is defined as
Cpz, ξq :“ ξ ` z
ξ ´ z , ξ P T, z P C .
‚ The function analytic in D “ tz : |z| ă 1u is called Caratheodory function if its real
part is nonnegative in D.
‚ Given a set Ω, χΩ denotes the characteristic function of Ω.
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‚ If two positive functions f1 and f2 are given, we write f1 À f2 if there is an absolute
constant C such that
f1 ă Cf2
for all values of the argument. We define f1 Á f2 similarly. Writing f1 „ f2 means
f1 À f2 À f1.
‚ The symbol Prn1,n2s denotes the L2r´π, πs orthogonal Fourier projection to the Fourier
modes tn1, . . . , n2u:
Prn1,n2sf :“
n2ÿ
j“n1
p2πq´1{2eijθ pfj
and pfj :“ p2πq´1{2 ż π
´π
fpθqe´ijθdθ
stands for the Fourier coefficients of f P L1p´π, πq.
‚ The symbol Fn will denote the Fejer kernel of degree n given by
Fn :“ 1
2πn
ˆ
sinpnθ{2q
sinpθ{2q
˙2
.
‚ The Jackson kernel is given by
Kn “ cnF2n „ n´3
sin4pnx{2q
sin4px{2q
and cn is chosen such that ż π
´π
Kndx “ 1 .
‚ Throughout the paper, the symbol C denotes a positive absolute constant. Its actual
value might change from formula to formula. If, within a certain proof or statement
of the result, we write C1, C2, etc., this means that we want to emphasize that these
constants might be different. Sometimes we will use c instead of C to emphasize the
difference.
‚ If the proof uses parameters, e.g., α1, . . . , αn, we write Cpα1,...,αnq or npα1q to denote a
non-negative function defined for all values of these parameters. We use this notation
in those cases when the actual dependence on these parameters is not important (or
unknown) to us. Similarly to the constants, if we want to distinguish between them
to avoid confusion, we write, e.g., C
p1q
pα1q
, C
p2q
pα2q
, etc.
‚ If pΩ1p2q, µ1p2qq are two measure spaces and A is a linear operator, bounded from
Lp1pΩ1, µ1q to Lp2pΩ2, µ2q, then }A}p1,p2 denotes its operator norm.
‚ The following standard notation will be used several times. If f1 is non-negative
function, then writing Opf1q denotes a function, say, call it f for a moment, which
satisfies
|f | À f1
for the specified range of the arguments. For example, writing
Opǫ|θ|q, ǫ P p0, 1q, θ P r´π, πq
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denotes a function, say f , which satisfies
|fpθ, ǫq| À ǫ|θ|
for θ P r´π, πq, ǫ P p0, 1q. In that case, f1 “ ǫ|θ|.
‚ If the function f is defined on T, the symbol }f}p means }f}LppTq, 1 ď p ď 8.
‚ Given two functions f1, f2 P L1pTq, we define their convolution by
f1 ˚ f2 :“
ż
T
f1pθ ´ φqf2pφqdφ .
‚ If z P C, z ‰ 0, its argument arg z is always chosen such that it belongs to p´π, πs.
2. Upper bounds a la Bernstein
In this section, we will apply an idea that was used by S.N. Bernstein when proving an
analog of Theorem 1.3 for the case of orthogonality on the segment of real line [3]. In fact,
Szego˝’s proof of Theorem 1.3 is an adaptation of this method.
Lemma 2.1. The monic polynomial Qn of degree n is n-th monic orthogonal polynomial
with respect to a weight w if and only if
Pr0,n´1spwQnq “ 0 . (2.1)
Proof. It is sufficient to notice that (2.1) is equivalent toż π
´π
Qne
´ijθwdθ “ 0, j “ 0, . . . , n´ 1 ,
which is the orthogonality condition. 
Lemma 2.2. For every p P r2,8q,
}Pr0,ns}p,p ď 1` Cpp´ 2q . (2.2)
Proof. If P` is the projection of L2pTq onto H2pTq (Riesz projection), then we can write an
identity
Pr0,ns “ P` ´ zn`1P`z´pn`1q .
In [11], it was proved that
}P`}p,p “ 1
sinpπ{pq , 1 ă p ă 8 .
Thus
}Pr0,ns}p,p ď 2
sinpπ{pq
by triangle inequality. On the other hand, we have }Pr0,ns}2,2 “ 1 and the Riesz-Thorin
Theorem [5] allows to interpolate between p “ 2 and, e.g., p “ 3 to get a bound
}Pr0,ns}p,p ď 1` Cpp´ 2q, 2 ă p ă 3 .
Since
2
sinpπ{pq „ p
for p ě 3, the proof is finished. 
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The proof of the following result is due to Fedor Nazarov (personal communication). We
give it here for completeness.
Theorem 2.1. (F. Nazarov) If ǫ P p0, 1s, then
sup
1ďwď1`ǫ
}Φnpeiθ, wq}p À 1, p “ C1ǫ´1 . (2.3)
If T ą 2, then
sup
1ďwďT
}Φnpeiθ, wq}p À 1, p “ 2` C2T´1 . (2.4)
Proof. Let µ “ w ´ 1. Following Bernstein, we use (2.1) to get the formula
Φnpz, wq “ zn ` p2πq´1
n´1ÿ
j“0
zj
ż
T
Φnpeiθ, wqe´ijθdθ
“ zn ´ p2πq´1
n´1ÿ
j“0
zj
ż
T
Φnpeiθ, wqe´ijθµpθqdθ “ zn ´ Pr0,n´1spµΦnq .
Thus, Φn is a fixed point of the operator defined by
f Ñ zn ´ Pr0,n´1spµfq
on f P LppTq. If 1 ď w ď 1 ` ǫ, then }Pr0,n´1sµ}p,p ď Cpǫ by (2.2). Choosing p such that
Cpǫ ă 1 makes Pr0,n´1sµ a contraction in LppTq. Then, (2.3) follows from the Fixed Point
Theorem for contractions.
To prove (2.4), we need to modify this argument a little. From (2.1), we get
Φn “ zn ` Pr0,n´1sp1´ κwqΦn , (2.5)
where κ is an arbitrary real parameter. Taking κ “ T´1, we can write
0 ď 1´ κw ď 1´ T´1
and (2.2) implies
}Pr0,n´1sp1´ κwq}p,p ď p1` Cpp´ 2qqp1´ T´1q “ 1´ p1´ CλqT´1 ´ CλT´2 ,
provided that p “ 2 ` λT´1. Choosing λ ă C´1 makes the right hand side of (2.5) a
contraction in LppTq. This again proves (2.4) by the Fixed Point Theorem if we let C2 :“ λ.

By Nikolskii inequality for elements of Pn, we have
Corollary 2.1. If ǫ P p0, 1s, then
sup
1ďwď1`ǫ
}Φnpeiθ, wq}8 À nC3ǫ . (2.6)
If T ą 2, then
sup
1ďwďT
}Φnpeiθ, wq}8 À n 12´C4T´1 . (2.7)
Proof. We have an estimate (see, e.g., [21], p.154, Theorem 6.35)
}Φn}8 À n1{p}Φ}p, p ě 2 .
Taking p as in (2.3) and (2.4) finishes the proof. 
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Remark. The estimate (2.7) shows that (1.7) is no longer true if w is in Steklov class
and belongs to L8pTq.
Remark. Due to (1.9) and (1.11), the analogous results for orthonormal polynomials and
for probability measures hold as well.
3. Lower bounds
The following Theorem is the main result of the paper.
Theorem 3.1. If ǫ P p0, 1s, then
sup
1ďwď1`ǫ
}Φnpeiθ, wq}8 ą Cp1qpǫq nC5ǫ . (3.1)
If T ą 2, then
sup
1ďwďT
}Φnpeiθ, wq}8 ą Cp2qpT qn
1
2
´C6T´1{4 . (3.2)
Remark. The constants C in these bounds are different from those in the corollary above.
The bound (3.1) implies that for every α1 P p0, C5q, there is npǫ,α1q P N such that
sup
1ďwď1`ǫ
}Φnpeiθ, wq}8 ą nα1ǫ
for all n ą npǫ,α1q. Analogous claim can be made for (3.2).
The main tool for proving this Theorem will be the technique developed in [2] to obtain the
sharp estimates in Steklov’s problem ([2], [4], see Appendix A), along with the localization
principle ([2], Appendix B).
Proof. (of Theorem 3.1). The proof will consist of two parts (estimate (3.1) and estimate
(3.2)). In the first one, we will construct a weight having deviation from a constant at most
Cǫ on a small arc around the point θ “ 0. The corresponding orthogonal polynomial will be
large at z “ 1. Then, using the localization principle, which is discussed in Appendix B, we
will provide a weight of small deviation over the whole circle and show that the corresponding
polynomial still has the required size. In the second part, we will apply a similar strategy to
handle the weights with large deviation.
3.1. The case of small deviation, estimate (3.1). We will follow the strategy used in [2]
and explained in Lemma 4.3 in Appendix A. Let us assume that n is even, the case of odd
n can be handled similarly. Thus, we will be applying this Lemma taking 2n instead of n.
Below, we introduce rF , φ˚2n and check that they satisfy conditions of Lemma 4.3. Then, we
will control how the weight σ1 in (4.5) deviates from a constant. Notice that, when proving
(3.1), it is sufficient to consider ǫ P p0, ǫ0q where ǫ0 P p0, 1q is fixed. We can also assume that
n ą npǫq.
(a) Consider auxiliary function hn given by
hn :“ 2p1´ eiθqǫ ˚ Fn .
Clearly hn is a polynomial of degree n´ 1. Since Rep1´ eiθqǫ ě 0 and Fn ě 0, its real part is
strictly positive over T so hn is zero-free in D. In Lemmas 6.1 and 6.2 of Appendix C, more
detailed information is obtained, in particular,
|arg hn| À ǫ (3.3)
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uniformly in θ P r´π, πq and n ą npǫq.
Because
şπ
´π
Fndθ “ 1, we get ż π
´π
hndθ “ 2πhnp0q “ 4π . (3.4)
Since Fn is even and Imp1´ eiθqǫ is odd on r´π, πs, we know that ImHn is odd on r´π, πs
as well.
(b) In Lemma 6.2, choose rF :“ 2
hn
. (3.5)
From the properties of hn, we get analyticity of rFn in D and infinite smoothness on T. Since
Re rF “ 2Rehn|hn|2 , (3.6)rF is Caratheodory function. Moreover, since hnp0q “ 2, we get the normalization Re rF p0q “ 1.
From (3.3) and (3.6), we also have
1 ď Rehn ¨ Re rF ď 2 (3.7)
uniformly in θ P r´π, πq, n ą npǫq.
(c) Notice that
´
Re rF¯˚Fn is a positive trigonometric polynomial of degree at most n´1.
Let qn P Pn´1 be zero free in D and satisfy
|qn|2 “
´
Re rF¯ ˚ Fn, z P T, qnp0q ą 0 . (3.8)
The existence and uniqueness of this polynomial Qn is well-known ([19], Theorem 1.2.2). We
will need this Qn in the next argument.
In Lemma 6.2, we also need to choose φ2n. We will first specify φ
˚
2n and then will take
φ2n :“ pφ˚2nq˚. In this calculation, the operation p˚q acts on P2n.
We let
φ˚2n :“ αnpqn ` q˚n ` qnhnq , (3.9)
where αn is the positive normalization parameter chosen to ensure that
}φ´12n }2L2pTq “ }pφ˚2nq´1}2L2pTq “ 2π . (3.10)
as required in (4.3). We will obtain the estimates for αn below. We emphasize again that
Q˚n in (3.9) is understood as p˚q–operation on P2n. Thus, deg φ˚2n ď 2n.
To make sure that φ˚2n has no zeroes in D, we write
qn ` q˚n ` qnhn “ qn
ˆ
1` hn ` q
˚
n
qn
˙
. (3.11)
Then, qn is zero-free in D and 1 ` hn ` q˚n{qn is analytic in D having the positive real part
since
Rehn ą 0, Re
ˆ
1` q
˚
n
qn
˙
ě 0, z P T .
The last inequality is the consequence of |q˚n| “ |qn|, z P T (see (1.2)).
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At the point z “ 0, we have
qnp0q ` q˚np0q ` qnp0qhnp0q “ qnp0qp1` hnp0qq ,
because q˚np0q “ 0. Then, (3.4) and (3.8) ensure that the right hand side in the last expression
is positive. Since the polynomial qn ` q˚n ` qnhn is positive at zero, we get deg φ2n “
degppqn ` q˚n ` qnhnq˚q “ 2n because, again, p˚q acts on P2n.
Next, we will show that
αn „ 1 , (3.12)
if n ą npǫq. Indeed, the following estimate holds
|qn ` q˚n ` qnhn|2 “
ˇˇˇˇ
qn
ˆ
1` hn ` q
˚
n
qn
˙ˇˇˇˇ2
ě |qn|2pRehnq2 “ pRehnq2pRe rF ˚ Fnq , (3.13)
where we have used (3.8) at the last step. Let us rewrite the last expression using (3.6)
pRehnq2pRe rF ˚ Fnq “ pRehnq2Re rF ¨ pRe rF ˚ Fnq
Re rF “ 2pRehnq
3
|hn|2 ¨
pRe rF ˚ Fnq
Re rF .
For the second factor, we have ˇˇˇˇ
ˇpRe rF ˚ FnqRe rF
ˇˇˇˇ
ˇ „ 1 , (3.14)
if θ P r´π, πq and n ą npǫq. This is due to Lemma 6.4.
From (3.3), we get
pRehnq2
|hn|2 „ 1
under the same assumptions as in (3.14).
Thus, |qn ` q˚n ` qnhn|2 Á Rehn if θ P r´π, πq, n ą npǫq. Therefore, Lemmas 6.1, 6.2, 6.4,
and (3.7) give
|θ|ǫ À |qn ` q˚n ` qnhn|2 À |qn|2 “
´
Re rF¯ ˚ Fn À |θ|´ǫ
for θ P r´π, πq, uniformly in n ą npǫq. Therefore, we have (3.12).
Now that we checked all conditions in Lemma 4.3, we can apply it. Consider the value of
φ˚2n at z “ 1. Since |qnpeiθq| is even and qnp0q ą 0, we have qnp1q P R. Thus, q˚np1q “ qnp1q
and
|φ˚2np1, σq|2 “ α2n|qnp1qp2` hnp0qq|2 „ |Re rF ˚ Fn|z“1 ě
|Re rF |z“1 ´ |Re rF |z“1
ˇˇˇˇ
ˇRe rF ˚ FnRe rF ´ 1
ˇˇˇˇ
ˇ
z“1
Á |Re rF |z“1
by Lemma 6.4, provided that n ą npǫq. Now, (3.6) and Lemma 6.2 yield
|φ2np1, σq|2 “ |φ˚2np1, σq|2 Á nǫ ,
which ensures the necessary growth (compare with (3.1)).
Next, we will study the weight σ1 given by the formula (4.5). We can write
σ1´1 “ υnABC ,
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where υn “ πα2n{2 is n–dependent parameter and
A :“ |qn|
2
Re rF , B :“ |2` hnp1´ rF q|2, C :“
ˇˇˇˇ
ˇξ ` 2` hnp1` rF q2` hnp1´ rF q
ˇˇˇˇ
ˇ
2
, ξ “ eip2nθ´2Θq , (3.15)
where Θ “ arg qn. The estimate (3.12) guarantees that υn „ 1 if n ą npǫq.
Now, in what follows, we will consider a small ǫ–dependent interval Iǫ Ă r´π, πq centered
at θ “ 0 and will control how each of the factors A and pBCq deviates from constants on Iǫ.
The size of Iǫ will be specified later, it will not depend on n if n ą npǫq.
By Lemma 6.4 and the choice of qn,
|A´ 1| À ǫ (3.16)
uniformly in θ P r´π, πq and n ą npǫq.
For B, we can use (3.5) to write
B “ |2` hnp1´ rF q|2 “ ˇˇˇˇ2ˆ1´ hn
hn
˙
` hn
ˇˇˇˇ2
À ǫ2 ` |hn|2 „ ǫ2 ` n´ǫ ` |θ|ǫ
due to estimates on hn obtained in Lemma 6.2), provided that n ą npǫq.
Now, we choose Iǫ such that maxθPIǫ |θ|ǫ ă ǫ2. Then, we have
B À ǫ2
for θ P Iǫ, n ą npǫq.
Recall the definition of C and consider
J :“ 2` hnp1`
rF q
2` hnp1´ rF q .
Then, we have
BC “ Bp1` |J|2 ` 2RepξJ¯qq “ B`B|J|2 ` 2BRepξJq . (3.17)
Assume that θ P Iǫ and n ą npǫq. Then, the first term is at most Cǫ2. For the third one, we
use the formula for B and (3.5) to get
|2BRepξJq| À
?
B|2` hnp1` rF q| À ǫ|2` hnp1` 2h´1n q| À ǫ ,
where at the last step we used an estimate for hn from Lemma 6.2. By (3.5), the second
term in (3.17) can be rewritten as
|2` hnp1` rF q|2 “ |4` hn|2 “ 16` 8Rehn ` |hn|2 .
Notice that, by the choice of In,
|8Rehn ` |hn|2| À ǫ ,
if θ P Iǫ and n ą npǫq. To summarize, we have that A deviates from 1 by at most Cǫ and BC
deviates from 16 by at most Cǫ, provided that θ P Iǫ and n ą npǫq. Thus,
σ1pθq “ ωn p1`Opǫqq ,
if θ P Iǫ and n ą npǫq. The positive parameter ωn depends on n only and ωn „ 1.
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To apply Lemma 5.1 later, we have to check that σ1 satisfies the “global lower and upper
bounds”, i.e., we need to verify that
ABC „ 1 ,
if θ P T and n ą npǫq. Indeed, for A, we use (3.16). Then, to control BC, we argue differently:
BC “
ˇˇˇˇ
4` hn ` ξ
ˆ
hn ` 2
ˆ
1´ hn
hn
˙˙ˇˇˇˇ2
. (3.18)
It is clear from Lemma 6.2 that BC À 1. For the lower bound, we can use an estimate (see
again Lemma 6.2) ˇˇˇˇ
1´ hn
hn
ˇˇˇˇ
À ǫ
to get
4` hn ` ξ
ˆ
hn ` 2
ˆ
1´ hn
hn
˙˙
“ 4` hn `Opǫq ` ξ
ˆ
hn
hn
´ 1
˙
hn ` ξhn
“ 4` pξ ` 1qhn `Opǫq .
In these estimates, Opǫq is a shorthand for a function, whose absolute value is bounded by
Cǫ for all θ P r´π, πq and n ą npǫq.
Since argp1` ξq P r´π{2, π{2s and | arg hn| ă Cǫ, we can say that there is ǫ0 ą 0 such that
|4` pξ ` 1qhn `Opǫq| Á 1 ,
provided that ǫ P p0, ǫ0q and θ P r´π, πq, n ą npǫq. Therefore, we have σ1 „ 1 for ǫ P
p0, ǫ0q, n ą npǫq, θ P r´π, πq.
To summarize, we showed that there is ǫ0 ą 0 such that for every ǫ P p0, ǫ0q, there is
npǫq P N and Iǫ, centered at the origin, such that for every n ą npǫq there is a weight σ1
(density of absolutely continuous measure σ) for which
‚ |φ2np1, σq| Á nǫ{2,
‚ σ1pθq „ 1 for θ P r´π, πq,
‚ σ1pθq “ ωnp1`Opǫqq if θ P Iǫ, and ωn „ 1.
Notice carefully that σ is also n-dependent in this construction. The case of polynomials of
odd degree can be handled by a minor modification of the argument (by working in P2n`1).
Finally, we are in a position to use localization principle in Appendix B to produce a
new weight whose deviation from the constant is smaller than Cǫ over the whole T and the
value of the corresponding orthogonal polynomial at point z “ 1 is still large. To that end,
consider w1:
w1 :“
$&%
1, θ R Iǫ ,
σ1
min
Iǫ
σ1
, θ P Iǫ .
We have 0 ď w1 ´ 1 À ǫ over T. Lemma 5.1 and (1.11) gives
|φ2np1, w1q| ą Cpǫq|φ2np1, σq| ą Cpǫqnǫ{2 ,
if n ą npǫq. The analogous estimate for the monic polynomials is true due to (1.10). This
proves (3.1) for even n, the case of odd n can be handled similarly.
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3.2. The case of large deviation, estimate (3.2). Let us introduce a parameter α P
p1{2, 1q and define τ :“ 1´ α. To clarify the meaning of these parameters, we now mention
that T in (3.2) will be related to τ through an estimate T „ τ´4. Notice that (3.2) will
follow, if we show that there is T0 ą 2 such that for every T ą T0 there is npT q so that
sup
1ďwďT
}Φnpeiθ, wq}8 ą Cp2qpT qn
1
2
´C6T´1{4 (3.19)
for all n ą npT q. In other words, we can assume that both T and n are “large”.
Similarly to the previous subsection, we apply Lemma 4.3. In this Lemma, we take 2n
instead of n and the p˚q operation will act on P2n. The case of odd n is similar.
(a). We define the function Hn by
Hn “ 2p1´ eiθqα ˚Krn{2s , (3.20)
where Kl is Jackson kernel, i.e.,
Kl “ clF2l „ l´3
sin4plx{2q
sin4px{2q .
Recall that Kn ě 0, degKn ď 2n´ 2, and }Kn}L1r´π,πs “ 1.
We have ReHnpzq ą 0 for z P T so Hn has no zeros in D. Moreover, Hn P Pn´2 and
Hnp0q “ 2 . (3.21)
The estimates on Hn and its limiting behavior when nÑ8 are discussed in Appendix D.
(b). The function rF is chosen by rF :“ 2H´1n . (3.22)
We notice that, Re rF ą 0 over D and Re rF is smooth on T. Due to (3.21), we also haverF p0q “ 1. Thus the normalization condition in Lemma 4.3ż π
´π
Re rFdθ “ 2π
is satisfied.
(c). As in the case of “small deviations” we will define the polynomial φ2n by specifying
φ˚2n first. Then, we will let φ2n “ pφ˚2nq˚. Take φ˚2n as
φ˚2npzq :“ βnpQn `Q˚n `QnHnq ,
where Qn is defined as
Qn :“ p1´ zq´α{2 ˚ Fn . (3.23)
The positive parameter βn is chosen to make sure that we have
}pφ˚nq´1}2L2pTq “ }φ´1n }2L2pTq “ 2π , (3.24)
as required in (4.3). Notice that Qn P Pn´1 and ReQn ą 0 in D.
Since p˚q acts on P2n, degpQn `Q˚n `QnHnq ď 2n. Moreover,
Qnp0q `Q˚np0q `Qnp0qHnp0q “ 3Qnp0q ą 0 .
Therefore, deg φ2n “ 2n as required in Lemma 4.3.
12
The absence of zeros of φ˚2n in the unit disk can be proved as in (3.11).
Next, we proceed with estimating βn. For the lower bound, we can follow (3.13) to write
|Qn `Q˚n `QnHn|2 ě |Qn|2pReHnq2 Á
"
τ 2n´α, |θ| ă n´1 ,
τ 2|θ|α, |θ| ą n´1 ,
and the last inequality is due to (7.7), (7.8), and Lemma 7.2. This is true, provided that
τ P p0, τ0q and n ą npτq. For the upper bound,
|Qn `Q˚n `QnHn|2 À |Qn|2 À
"
nα, |θ| ă n´1 ,
|θ|´α, |θ| ą n´1 ,
again by Lemma 7.1 and Lemma 7.2. From (3.24),
β2n „
ż π
´π
|Qn `Q˚n `QnHn|´2dθ ,
so
β2n À τ´2n´τ `
ż 1
1{n
1
τ 2θα
dθ À τ´3
for τ P p0, τ0q and n ą npτq. For the lower bound, we can write
β2n Á n´τ `
ż 1
1{n
|θ|αdθ Á 1 .
To summarize, we get an estimate
1 À β2n À τ´3 , (3.25)
which holds true if τ P p0, τ0q and n ą npτq.
Therefore, for the value at z “ 1, we get
|φ2np1q| “ |φ˚2np1q| Á Cpτqnα{2
by Lemma 7.2, provided that n ą npτq. This gives the growth required in (3.2) in terms of
α.
We apply Lemma 4.3. The identity (4.5) provides the formula for σ1, a weight of orthog-
onality for our φ2npzq.
We can rewrite (4.5) as follows:
σ1´1 “ υnED , (3.26)
where υn “ πβ2n{2, and (due to (3.22)),
E :“ |Qn|
2
Re rF , D :“
ˇˇˇˇ
4`Hn ` ξ
ˆ
Hn ` 2
ˆ
1´ Hn
Hn
˙˙ˇˇˇˇ2
, ξ “ Q˚n{Qn “ eip2nθ´2Θq, Θ “ argQn .
We will first obtain the lower and upper bounds for E and D over some interval Iτ , centered
at θ “ 0. Then, we will handle all T.
Notice that
Re rF “ 2ReHn|Hn|2 .
Consider E. From Lemma 7.1 and Lemma 7.2, we get
E „ τ´1 (3.27)
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if τ P p0, τ0q and |θ| P pn´1, τ 2q, n ą npτq.
Now, consider D. For the upper bound, we obtain
D À 1 , (3.28)
if τ P p0, τ0q, and θ P r´π, πq, n ą npτq, as follows from (7.9). For the lower estimate, we
notice that |ξ| “ 1 and writeˇˇˇˇ
4`Hn ` ξ
ˆ
Hn ` 2
ˆ
1´ Hn
Hn
˙˙ˇˇˇˇ
ě 4´ 2
ˇˇˇˇ
1´ Hn
Hn
ˇˇˇˇ
´ 2|Hn|
by triangle inequality.
If we define u :“ argHn, then
4´ 2
ˇˇˇˇ
1´ Hn
Hn
ˇˇˇˇ
“ 2
?
2p
?
2´ p1´ cosp2uqq1{2q Á τ 2 , (3.29)
as follows from (7.10). From (7.9), we then get
D ě pC1τ 2 ´ C2p|θ|α ` n´αqq2 ,
if τ P p0, τ0q, θ P p´τ 2, τ 2q, and n ą npτq. Now, we choose Iτ such that
‚ Iτ Ă r´τ 2, τ 2s,
‚ C2maxθPIτ |θ|α ă C1τ 2{2.
That leads to an estimate
D Á τ 4 , (3.30)
which holds if τ P p0, τ0q, θ P Iτ , n ą npτq.
We collect the estimates for E and D to get
τ 3 À ED À τ´1 (3.31)
if 1{n ă |θ|, θ P Iτ .
Now, consider θ P r´1{n, 1{ns and write
4´ 2
ˇˇˇˇ
1´ Hn
Hn
ˇˇˇˇ
´ 2|Hn| ď
ˇˇˇˇ
4`Hn ` ξ
ˆ
Hn ` 2
ˆ
1´ Hn
Hn
˙˙ˇˇˇˇ
ď 4` 2
ˇˇˇˇ
1´ Hn
Hn
ˇˇˇˇ
` 2|Hn| .
Since |Hn| À n´α, the estimate (3.29) gives
4´ 2
ˇˇˇˇ
1´ Hn
Hn
ˇˇˇˇ
À
ˇˇˇˇ
4`Hn ` ξ
ˆ
Hn ` 2
ˆ
1´ Hn
Hn
˙˙ˇˇˇˇ
À 1
if n ą npτq. Taking the square of both sides and multiplying by E gives
|Qn|2
ReHn
||Hn| ´ | ImHn||2 À ED À |Qn|
2|Hn|2
ReHn
and
n´2ατ 3
|Hn|2 „ n
2ατ´1
pReHnq4
|Hn|2 À ED À |Hn|
2n2ατ´1
after Lemma 7.1 and Lemma 7.2 are applied. We apply Lemma 7.1 to bound |Hn| on the
interval r´1{n, 1{ns. Substituting |Hn| „ nτ |θ| ` τn´α and taking the minimum of the left
hand side and maximum of the right hand side gives
τ 3 À ED À τ´1
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which matches (3.31). Thus, to summarize, we get
τ 3 À ED À τ´1 (3.32)
if θ P Iτ and n ą npτq.
Next, we will prove the lower and upper estimates for ED which will be true for all of T.
We will need it to apply the localization principle. Notice that
Hn Ñ 2p1´ eiθqα, Qn Ñ p1´ eiθq´α{2, rF Ñ p1´ eiθq´α
if nÑ 8 and convergence is uniform in θ R Iτ . Therefore,
EÑ |1´ e
iθ|´α
Repp1´ eiθq´αq , nÑ8
and convergence is uniform over θ R Iτ . So, away from Iτ , the upper and lower bounds for
the limiting function imply that 1 À E À τ´1. The upper estimate for D is easy: |D| À 1 for
all θ P T. To obtain the lower bound, we recall again that Hn Ñ 2p1´ eiθqα. In the formula
for D, we replace Hn by its limiting value and consider the following function
dδ :“ inf
|ξ|“1,|z|“1,|1´z|ąδ
ˇˇˇˇ
ˇ2` p1´ zqα ` ξ
˜
p1´ zqα `
˜
1´ p1´ zq
α
p1´ zqα
¸¸ˇˇˇˇ
ˇ .
Let us show that dδ ą 0 for positive δ. For shorthand, introduce t :“ p1´ zqα and writeˇˇˇˇ
2` t` ξ |t|
2 ` 2i Im t
t
ˇˇˇˇ
“
ˇˇˇˇ
2t` t2 ` ξp|t|2 ` 2i Im tq
t
ˇˇˇˇ
ě |2t` t
2| ´ ||t|2 ` 2i Im t|
|t| “
|t` 2| ´
ˇˇˇˇ
|t| ` 2iIm t|t|
ˇˇˇˇ
ě |t|
2 ` 4Re t ` 4´ |t|2 ´ 4 sin2parg tq
|t ` 2| `
ˇˇˇ
|t| ` 2i Im t
|t|
ˇˇˇ ě 4Re t
|t` 2| `
ˇˇˇ
|t| ` 2i Im t
|t|
ˇˇˇ .
Since |z| “ 1 and |1´ z| ě δ, we have Re t Á δατ 2.
This implies
1 Á D ą Cpτq ,
if θ R Iτ and n ą npτq. Combining the bounds, we get
c
p1q
pτq ă ED ă cp2qpτq
for θ P r´π, πq and n ą npτq. Considering the estimates on βn and formula (3.26), we obtain
C
p1q
pτq ă σ1pθq ă Cp2qpτq (3.33)
for θ P r´π, πq.
To summarize, we proved that there is τ0 ą 0 such that for all τ P p0, τ0q, there is npτq P N
and interval Iτ centered at θ “ 0 so that for every n ą npτq there a weight σ1 (defining the
absolutely continuous measure σ) such that
‚ |φ2np1, σq| Á Cpτqnα{2.
‚ The bound holds
C
p1q
pτq ă σ1pθq ă Cp2qpτq (3.34)
for θ P r´π, πq.
‚ υ´1n τ À σ1pθq À υ´1n τ´3 for θ P Iτ .
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The last property follows from representation σ1 “ υ´1n pEDq´1 and (3.32).
It is only left to use the localization principle. Since we have (3.34), Lemma 5.1 is appli-
cable. Consider w1:
w1 “
$&%
1, θ R Iτ ,
σ1
min
θPIτ
σ1
, θ P Iτ .
We have 1 ď w1 ď T uniformly over T and T :“ maxIτ σ1{minIτ σ1 À τ´4. Lemma 5.1 and
(1.11) give
|φ2np1, w1q| ą Cp3qpτq|φ2np1, σq| ą Cp4qpτqnα{2, n ą npτq .
The estimate (3.2) now follows from (1.9) and (1.11). The case of odd n can be handled
similarly.

Remark. We can reformulate the Theorem 3.1 in a different way. Let us introduce two
functions defined for t ě 0:
νptq :“ lim sup
nÑ8
log sup1ďwď1`t }Φnpz, wq}8
log n
and
νptq :“ lim inf
nÑ8
log sup1ďwď1`t }Φnpz, wq}8
log n
.
Then the following two estimates are immediate from combining Theorem 2.1 and Theo-
rem 3.1:
1
2
´ c1
t1{4
ď νptq ď νptq ď 1
2
´ c2
t
, t ą 2
and
c3pt´ 1q ď νptq ď νptq ď c4pt´ 1q, 1 ă t ă 2 .
where c1, c2, c3, c4 are some positive absolute constants.
The Theorem 3.1 can now be used to show that for some w that satisfies w,w´1 P L8pTq
the sequence }φnpeiθ, wq}L8pTq can grow in n at a certain rate.
Theorem 3.2. Given ǫ P p0, 1s, there is a weight w and a subsequence tknu Ă N that satisfy
1 ď w ď 1` ǫ and
}φknpeiθ, wq}L8pTq Á kc5ǫn .
If T ě 2, then there is a weight w and a subsequence tknu Ă N that satisfy 1 ď w ď T and
}φknpeiθ, wq}L8pTq Á k1{2´c6T
´1{6
n .
Here c5 and c6 denote positive absolute constants.
Proof. We give the proof only for the first case when the deviation of the weight from the
constant is small. The other case of large deviation can be handled similarly.
We consider the sequence of disjoint arcs tInu in T that satisfies the following condition
8ÿ
n“1
δn ă 2π, |In| “ δn .
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Denote the centers of these arcs by teiθnu. Take a monotonically increasing sequence tknu Ă N
so that
C
p1q
pǫq δ
´1
n k
C5ǫ
n ą kC5ǫ{2n , n “ 1, 2, . . . (3.35)
and C
p1q
pǫq , C5 are taken from (3.1). Then, by Theorem 3.1, we have a sequence of weights
twnu so that
1 ď wn ď 1` ǫ
and
|φknp1, wnq| ą Cp1qpǫq kC5ǫn . (3.36)
Now, we define weight w which is equal to 1 away from
Ť8
n“1 In and
wpθq “ wnpθ ´ θnq
on each In (we recall that e
iθn is the center of In). We clearly have 1 ď w ď 1 ` ǫ. The
localization principle (5.5) now implies that
|φknpeiθn , wq| Á δ´1n |φknp1, wnq| .
The application of (3.35) and (3.36) now finishes the proof.

4. Appendix A: Method used to prove Theorem 1.1
In this section we explain an idea used in the proof of Theorem 1.1. This material is taken
from [4]. We start with recalling some basic facts about the polynomial orthogonal on the
unit circle. With any probability measure µ, which is defined on the unit circle and have
infinitely many growth points, one can associate the orthonormal polynomials of the first and
second kind, tφnu and tψnu, respectively. tφnu satisfy the following recursions ([16], p. 57)
with Schur parameters tγnu:"
φn`1 “ ρ´1n pzφn ´ γnφ˚nq, φ0 “ 1 ,
φ˚n`1 “ ρ´1n pφ˚n ´ γnzφnq, φ˚0 “ 1 , (4.1)
and tψnu satisfy the same recursion but with Schur parameters t´γnu, i.e.,"
ψn`1 “ ρ´1n pzψn ` γnψ˚nq, ψ0 “ 1 ,
ψ˚n`1 “ ρ´1n pψ˚n ` γnzψnq, ψ˚0 “ 1 . (4.2)
The coefficient ρn is defined as
ρn :“
a
1´ |γn|2 .
The following Bernstein-Szego˝ approximation is valid:
Lemma 4.1. ([6],[16]) Suppose dµ is a probability measure and tφju and tψju are the cor-
responding orthonormal polynomials of the first/second kind, respectively. Then, for any N ,
the Caratheodory function
FNpzq “ ψ
˚
N pzq
φ˚Npzq
“
ż
T
Cpz, eiθqdµNpθq, where dµNpθq “ dθ
2π|φNpeiθq|2 “
dθ
2π|φ˚Npeiθq|2
has the first N Taylor coefficients identical to the Taylor coefficients of the function
F pzq “
ż
T
Cpz, eiθqdµpθq .
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In particular, the polynomials tφju and tψju, jďN are the orthonormal polynomials of the
first/second kind for the measure dµN .
We also need the following Lemma which can be verified directly:
Lemma 4.2. The polynomial Pnpzq of degree n is the orthonormal polynomial for a proba-
bility measure with infinitely many growth points if and only if
1. Pnpzq has all n zeroes inside D (counting the multiplicities).
2. The normalization conditionsż
T
dθ
2π|Pnpeiθq|2 “ 1 , coeffpPn, nq ą 0
are satisfied.
Proof. Take 2π|Pnpeiθq|´2dθ itself as a probability measure. The orthogonality is then im-
mediate. 
We continue with a Lemma which paves the way for constructing the measure giving,
in particular, the optimal bound (1.5). It is a special case of a solution to the truncated
moment problem. In this Lemma, φ˚n is defined as an application of p˚q operation to φn,
considered as an element of Pn.
Lemma 4.3. Suppose we are given a polynomial φn and Caratheodory function rF which
satisfy the following properties
1. deg φn “ n and φ˚n has no roots in D.
2. Normalization on the size and “rotation”ż
T
|φ˚npeiθq|´2dθ “ 2π , φ˚np0q ą 0 . (4.3)
3. rF PC8pTq, Re rF ą 0 on T, and
1
2π
ż
T
Re rF peiθqdθ “ 1 . (4.4)
Consider two probability measures µn and rσ given by
dµn :“ dθ
2π|φ˚npeiθq|2
, drσ “ rσ1dθ :“ Re rF peiθq
2π
dθ
and denote their Schur (recursion) coefficients by tγju and trγju, respectively. Then, the
probability measure σ, corresponding to Schur (recursion) coefficients
γ0, . . . , γn´1, rγ0, rγ1, . . .
is purely absolutely continuous with the density (weight) and
σ1 “ 4rσ1|φn ` φ˚n ` rF pφ˚n ´ φnq|2 “ 2Re
rF
π|φn ` φ˚n ` rF pφ˚n ´ φnq|2 . (4.5)
The polynomial φn is the orthonormal polynomial for σ.
The proof of this Lemma is contained in [2]. We, however, prefer to give its sketch here.
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Proof. First, notice that trγju P ℓ1 by Baxter’s Theorem (see, e.g., [16], Vol.1, Chapter 5).
Therefore, σ is purely absolutely continuous by the same Baxter’s criterion. Define the
orthonormal polynomials of the first/second kind corresponding to measure rσ by trφju, t rψju.
Similarly, let tφju, tψju be orthonormal polynomials for σ. Since, by construction, µn and σ
have identical first n Schur parameters, φn is n-th orthonormal polynomial for σ.
Let us compute the polynomials φj and ψj , orthonormal with respect to σ, for the indexes
j ą n. By (4.2), the recursion can be rewritten in the following matrix formˆ
φn`m ψn`m
φ˚n`m ´ψ˚n`m
˙
“
ˆ
Am Bm
Cm Dm
˙ˆ
φn ψn
φ˚n ´ψ˚n
˙
(4.6)
where Am,Bm,Cm,Dm satisfyˆ
A0 B0
C0 D0
˙
“
ˆ
1 0
0 1
˙
,ˆ
Am Bm
Cm Dm
˙
“ 1rρ0 ¨ . . . ¨ rρm´1
ˆ
z ´rγm´1
´zrγm´1 1
˙
¨ . . . ¨
ˆ
z ´rγ0
´zrγ0 1
˙
and thus depend only on rγ0, . . . , rγm´1. Moreover, we have˜ rφm rψmrφ˚m ´rψ˚m
¸
“
ˆ
Am Bm
Cm Dm
˙ˆ
1 1
1 ´1
˙
.
Thus, Am “ prφm` rψmq{2, Bm“prφm´ rψmq{2, Cm “ prφ˚m´ rψ˚mq{2, Dm“prφ˚m` rψ˚mq{2 and
their substitution into (4.6) yields
2φ˚n`m “ φnprφ˚m ´ rψ˚mq ` φ˚nprφ˚m ` rψ˚mq “ rφ˚m ´φn ` φ˚n ` rFmpφ˚n ´ φnq¯ , (4.7)
where rFmpzq “ rψ˚mpzqrφ˚mpzq .
Since trγnuPℓ1 and tγnuPℓ1, we have ([16], p. 225)rFm Ñ rF as mÑ8 and φ˚j Ñ Π, rφ˚j Ñ rΠ as j Ñ 8 .
uniformly on D. The functions Π and rΠ are the Szego˝ functions of σ and rσ, respectively,
i.e., they are the outer functions in D that satisfy
|Π|´2 “ 2πσ1, |rΠ|´2 “ 2πrσ1 (4.8)
on T. In (4.7), send mÑ8 to get
2Π “ rΠ´φn ` φ˚n ` rF pφ˚n ´ φnq¯ (4.9)
and we have (4.5) after taking the square of absolute values and using (4.8). 
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5. Appendix B: the Localization Principle
Given a weight w on r´π, πs, we define
λpwq :“ exp
ˆ
1
4π
ż
T
logp2πwpθqqdθ
˙
, Λpwq :“
b
}w}L1pTq .
The following Theorem was proved in [2] (Theorem 5.1).
Theorem 5.1. ([2]) Let w1 and w2 be two weights on r´π, πs so that
w1pθq “ w2pθq, θ P r´ǫ, ǫs . (5.1)
Then ˇˇˇˇ
φnp1, w1q
φnp1, w2q
ˇˇˇˇ
ď Λpw2q
λpw1q `
4Λpw1q
ǫλpw1q
ˆż
|θ|ąǫ
|φnpeiθ, w1qφnpeiθ, w2q|pw1 ` w2qdθ
˙
(5.2)
for all n.
We get a simple corollary.
Lemma 5.1. Assume that
0 ă m1 ď w1pθq ď m2, 0 ă m1 ď w2pθq ď m2 for θ P r´π, πq (5.3)
and
w1pθq “ w2pθq for θ P r´ǫ, ǫs . (5.4)
Then,
ǫm1
m2
À
ˇˇˇˇ
φnp1, w1q
φnp1, w2q
ˇˇˇˇ
À m2
ǫm1
. (5.5)
Proof. The lower and upper bounds for the weights imply that
?
m1 À Λ À ?m2, ?m1 À λ À ?m2
for both weights.
Notice that, e.g.,ż π
´π
|φnpeiθ, w1qφnpeiθ, w2q|w1dθ ď
ˆż π
´π
|φnpeiθ, w2q|2w1dθ
˙1{2
by Cauchy-Schwarz and definition of φnpeiθ, w1q. Since
1 “
ż π
´π
|φnpeiθ, w2q|2w2dθ ě m1
ż π
´π
|φnpeiθ, w2q|2dθ
we get ż π
´π
|φnpeiθ, w1qφnpeiθ, w2q|w1dθ ď
ˆ
m2
m1
˙1{2
.
To prove the lower bound in (5.5), it is sufficient to change the roles of w1 and w2. 
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6. Appendix C: The properties of auxiliary polynomials, I
In this Appendix, we study the properties of the polynomials introduced in subsection 3.1.
Recall that
hn “ 2p1´ eiθqǫ ˚ Fn, rF “ 2h´1n . (6.1)
We suppress the dependence of rF on n to make notation consistent with Lemma 4.3.
The standard properties of convolution (Theorem 8.14, [5]) yield the following Lemma.
Lemma 6.1. For fixed δ P p0, πq and ǫ P p0, 1q, we have
lim
nÑ8
hnpθq “ 2p1´ eiθqǫ, lim
nÑ8
rF peiθq “ p1´ eiθq´ǫ
uniformly over tθ : |θ| P rδ, πsu.
Remark. Notice that | argp1´ eiθqǫ| ď ǫπ{2 and
| Imp1´ eiθqǫ| À ǫRep1´ eiθqǫ . (6.2)
From that point until the end of this Appendix, we assume that ǫ P p0, ǫ0q where ǫ0 P p0, 1q
is a fixed constant to be chosen below. Let us start with the following simple observations
about p1 ´ eiθqǫ, the function we are approximating. Taylor expansion for eiθ around the
origin is eiθ “ 1` iθ ´ θ2{2`Op|θ|3q, |θ| ă π. Substituting this into p1´ eiθqǫ gives
p1´ eiθqǫ “ p´iθqǫp1` iθ{2 `Opθ2qqǫ .
Using Taylor expansion of the logarithm around point 1, we can find an absolute constant
δ0 ą 0 such that for every θ P p´δ0, δ0q, we get
p´iθqǫp1` iθ{2 `Opθ2qqǫ “ |θ|ǫe´iǫ¨sgnpθq¨π{2eǫ logp1`iθ{2`Opθ2qq “
|θ|ǫ expp´iǫ ¨ sgnpθq ¨ π{2 ` iǫθ{2qp1`Opǫθ2qq .
For θ : |θ| ą δ0, we can write
p1´ eiθqǫ “ eǫ logp1´eiθq “ 1`Opǫq .
These two expansions imply, in particular, that for all θ P r´π, πq, we can write the formula
for the real part in the following compact form
Rep1´ eiθqǫ “ |θ|ǫ cospǫπ{2qp1`Opǫ|θ|qq . (6.3)
The bound (6.2) then yields
| Imp1´ eiθqǫ| À ǫ|θ|ǫ . (6.4)
We will need the following representation for the Fejer kernel
Fn :“ 1
2πn
ˆ
sinpnθ{2q
sinpθ{2q
˙2
“ 2
πn
ˆ
sin2pnθ{2q
θ2
`Op1q
˙
(6.5)
for |θ| ă π and n P N. This expansion follows immediately from the Taylor expansion of
sinpθ{2q around the origin. We recall thatż π
´π
Fnpθqdθ “ 1 . (6.6)
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In the proof of the next Lemma, the remainder terms in the formulas (6.3) and (6.5), e.g.,
ǫOp|θ|1`ǫq and n´1Op1q contribute the smaller order terms which can be neglected. This will
be explained in detail.
Lemma 6.2. For every ǫ P p0, ǫ0q, there is npǫq P N such that
| arg hnpθq| À ǫ , (6.7)
Rehnpθq „ n´ǫ ` |θ|ǫ , (6.8)
|hnpθq| „ n´ǫ ` |θ|ǫ (6.9)
for θ P r´π, πs and all n ą npǫq.
Proof. We start by noticing that, since the Fejer kernel and Rep1´ eiθqǫ are nonnegative,
| Imhn| À ǫRehn (6.10)
as follows from (6.2). Thus, we have (6.7) since | tan arg hn| À ǫ.
To estimate Rehn, we can substitute (6.3) and (6.5) into (6.1). For θ : |θ| ă π, we have
Rehnpθq “ 2
π
cospǫπ{2qhp1qn pθq , (6.11)
where
hp1qn pθq :“ n´1
ż π
´π
|x|ǫ sin
2pnpx´ θq{2q
px´ θq2 dx` ǫpn,θq . (6.12)
Let us focus on the main term now. We change variables px :“ nx, pθ :“ nθ to write
n´1
ż π
´π
|x|ǫ sin
2pnpx´ θq{2q
px´ θq2 dx “ n
´ǫMnppθq, , Mnppθq :“ ż πn
´πn
|t|ǫgppθ ´ tqdt (6.13)
with
gptq :“ sin
2pt{2q
t2
.
The estimation of the last integral shows that
Mnppθq „ 1` |pθ|ǫ
for pθ P r´πn, πns. Indeed, given any a ą 1, we can writeż a
´a
|t|ǫgpξ ´ tqdt “ I1 ` I2, (6.14)
I1 :“
ż
tPr´a,as,|ξ´t|ă|ξ|{2
|t|ǫgpξ ´ tqdt, I2 :“
ż
tPr´a,as,|ξ´t|ą|ξ|{2
|t|ǫgpξ ´ tqdt .
Both I1 and I2 are nonnegative and, considering ξ : |ξ| P r1, as, we have
I1 „ |ξ|ǫ, I2 À
ż
|t´ξ|ą|ξ|{2
|t ´ ξ|ǫ
|t´ ξ|2dt À 1 .
To get the last estimate, we used trivial observation that |t| À |t´ ξ| provided that |t´ ξ| ą
|ξ|{2. For ξ : |ξ| ă 1, we get
I1 ` I2 „ 1 .
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We are left with controlling ǫpn,θq. We can write
|ǫpn,θq| À n´1` ǫn´1
ż π
´π
sin2pnpx´ θq{2q
px´ θq2 |x|
1`ǫdx À n´1` ǫn´1
ż π
´π
sin2pnpx´ θq{2q
sin2ppx´ θq{2q |x|
1`ǫdx .
(6.15)
Now we use (6.6) to obtain
ǫpn,θq À n´1`ǫ|θ|1`ǫ`ǫn´1
ż π
´π
sin2pnpx´ θq{2q
sin2ppx´ θq{2q
ˇˇ|θ|1`ǫ ´ |x|1`ǫ ˇˇ dx À n´1`ǫ|θ|1`ǫ`ǫn´1 logn .
To estimate the last integral, we used the bound ||x|1`ǫ ´ |ξ|1`ǫ| À |x ´ ξ| which is true for
|x|, |ξ| ă π. Notice that
|ǫpn,θq{pn´ǫMnq| À ǫ
if θ P r´π, πs, n ą npǫq. Thus, we showed that
Rehn “ 2
π
cospǫπ{2q ¨ n´ǫMnpnθq ¨ p1`Opǫqq , (6.16)
if θ P r´π, πq and n ą npǫq. This implies (6.8). Application of the estimate (6.10) gives (6.9).

Remark. The proof given above provides the following representation
hnpθq “ 2
π
cospǫπ{2q ¨ n´ǫMnpnθq ¨ p1`Opǫqq (6.17)
for θ P r´π, πs and n ą npǫq.
The derivative of function Mnptq, introduced in (6.13), is controlled in the following
Lemma.
Lemma 6.3. We have
|M 1nptq| À nǫ´2 ` ǫp1 ` |t|qǫ´1 (6.18)
for |t| ă πn{2.
Proof. Differentiating the formula for Mn, we get
|M 1nptq| “
ˇˇˇˇż πn
´πn
|s|ǫg1ps´ tqds
ˇˇˇˇ
À nǫ
ˆ
1
pπn ´ tq2 ` 1 `
1
pπn` tq2 ` 1
˙
` ǫ
ˇˇˇˇż πn
´πn
|s|ǫ´1sgnpsq ¨ gps´ tqds
ˇˇˇˇ
.
Consider the last integral. We can rewrite it asż πn
´πn
|s|ǫ´1sgnpsq¨gps´tqds “
ż 1
0
sǫ´1
´
gps´tq´gp´s´tq
¯
ds`
ż
1ă|s|ăπn
|s|ǫ´1sgnpsq¨gps´tqds .
Since |g1ptq| À p1 ` t2q´1, the Mean Value Theorem applied to the integrand in the first
integral givesˇˇˇˇż 1
0
sǫ´1
´
gps´ tq ´ gp´s´ tq
¯
ds
ˇˇˇˇ
À p1` t2q´1
ż 1
0
sǫ´1sds À p1` t2q´1 .
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For the second integral, we haveˇˇˇˇż
1ă|s|ăπn
|s|ǫ´1 ¨ sgnpsq ¨ gps´ tqds
ˇˇˇˇ
À
ż
R
p1` |s|qǫ´1 1pt´ sq2 ` 1ds À p1` |t|q
ǫ´1 .
At the last step, we argued similarly to (6.14).
Thus, we have
|M 1nptq| À nǫ
ˆ
1
pπn´ tq2 ` 1 `
1
pπn ` tq2 ` 1
˙
` ǫp1` |t|qǫ´1
and this finishes the proof. 
Lemma 6.4. For every ǫ P p0, ǫ0q, the boundˇˇˇˇ
ˇRe rF ˚ FnRe rF ´ 1
ˇˇˇˇ
ˇ À ǫ
holds if θ P r´π, πs and n ą npǫq.
Proof. Notice first that Re rF Ñ Rep1´ eiθq´ǫ and Re rF ˚ Fn Ñ Rep1´ eiθq´ǫ uniformly over
θ : π{2 ď |θ| ď π. Thus, we only need to consider θ : |θ| ď π{2.
Using |pRe rF q ˚ Fn ´ Re rF | “ |Rep rF ˚ Fn ´ rF q| ď | rF ˚ Fn ´ rF |, we can rewriteˇˇˇˇ
ˇRe rF ˚ FnRe rF ´ 1
ˇˇˇˇ
ˇ “
ˇˇˇˇ
ˇRe rF ˚ Fn ´ Re rFRe rF
ˇˇˇˇ
ˇ À |hnpθq|2Rehnpθq ¨
ˇˇˇˇż π
´π
sin2pnx{2q
n sin2px{2q
´
h´1n pθ ´ xq ´ h´1n pθq
¯
dx
ˇˇˇˇ
.
In the previous Lemma, we showed that |hn| „ Rehn, thusˇˇˇˇ
ˇRe rF ˚ FnRe rF ´ 1
ˇˇˇˇ
ˇ À
ˇˇˇˇż π
´π
sin2pnx{2q
n sin2px{2q
hnpθ ´ xq ´ hnpθq
hnpθ ´ xq dx
ˇˇˇˇ
.
Now, we can substitute (6.5) and (6.17) into this formula.ˇˇˇˇ
ˇRe rF ˚ FnRe rF ´ 1
ˇˇˇˇ
ˇ À
ż π
´π
sin2pnx{2q
nx2
ˇˇˇˇ
Mnpnpθ ´ xqq ´Mnpnθq
Mnpnpθ ´ xqq
ˇˇˇˇ
dx
`ǫ
ż π
´π
sin2pnx{2q
nx2
|Mnpnpθ ´ xqq| ` |Mnpnθq|
Mnpnpθ ´ xqq dx` n
´1
ż π
´π
ˇˇˇˇ
hnpθ ´ xq ´ hnpθq
hnpθ ´ xq
ˇˇˇˇ
dx .
We apply Lemma 6.2 to bound the last term by
Cn´1
ż π
´π
1
|θ ´ x|ǫdx À n
´1 ,
which is smaller than ǫ if n ą npǫq.
Denote px :“ nx, pθ :“ nθ. We need to boundż πn
´πn
sin2ppx{2qpx2
ˇˇˇˇ
ˇMnppθ ´ pxq ´MnppθqMnppθ ´ pxq
ˇˇˇˇ
ˇ dpx` ǫ
ż πn
´πn
sin2ppx{2qpx2 |Mnppθ ´ pxq| ` |Mnppθq||Mnppθ ´ pxq| dpx .
We use the estimate for Mnpxq „ 1` |x|ǫ to estimate the second term by
ǫ
ż πn
´πn
sin2ppx{2qpx2 ¨ 1` |pθ ´ px|ǫ ` |pθ|ǫ1` |pθ ´ px|ǫ dpx À ǫ , (6.19)
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because |pθ| ď |pθ ´ px| ` |px| and so |pθ|ǫ ď |px|ǫ ` |px´ pθ|ǫ.
Consider the first term now. It is equal toż
|px|ălogn
sin2ppx{2qpx2
ˇˇˇˇ
ˇMnppθ ´ pxq ´MnppθqMnppθ ´ pxq
ˇˇˇˇ
ˇ dpx`
ż
πną|px|ąlogn
sin2ppx{2qpx2
ˇˇˇˇ
ˇMnppθ ´ pxq ´MnppθqMnppθ ´ pxq
ˇˇˇˇ
ˇ dpx .
(6.20)
If we argue as we did in (6.19), the last integral is bounded by
C
ż
|px|ąlogn
1
|px|2´ǫdpx “ Oplog´1`ǫ nq ă ǫ
for n sufficiently large.
For the first integral in (6.20), we recall that pθ : |pθ| ă πn{2 and use an estimate (6.18) for
the derivative of Mn. Keeping in mind |px| ă log n, we obtain
|Mnppθ´pxq´Mnppθq| “
ˇˇˇˇ
ˇ
ż pθ´px
pθ M
1
npξqdξ
ˇˇˇˇ
ˇ À nǫ´2|px|`
ˇˇˇˇ
ˇ
ż pθ´px
pθ ǫp1` |ξ|q
ǫ´1dξ
ˇˇˇˇ
ˇ À nǫ´2 logn`ǫp1`|px|1{2q
by Cauchy-Schwarz, provided that ǫ0 ă 410 . Thus, taking into account the lower bound
Mn Á 1, we have an estimateż
|px|ălogn
sin2ppx{2qpx2
ˇˇˇˇ
ˇMnppθ ´ pxq ´MnppθqMnppθ ´ pxq
ˇˇˇˇ
ˇ dpx À nǫ´2 log n`ǫ
ż
|px|ălogn
sin2ppx{2qpx2 p1`|px|1{2qdpx À ǫ ,
provided that ǫ0 P p0, 410q and n ą npǫq.

Finally, we mention that the choice of ǫ0 is made to have 1`Opǫq P p12 , 2q in, e.g., (6.16).
We also needed ǫ0 ă 410 .
7. Appendix D: The properties of auxiliary polynomials, II
In this Appendix, we will study the polynomials introduced in subsection 3.2. Recall that
Hn “ 2p1´ eiθqα ˚Krn{2s , (7.1)
where Kl is Jackson kernel and α P p12 , 1q. Parameter τ was chosen as τ “ 1´ α.
We again start with estimates for p1´ eiθqα. We have
Rep1´ eiθqα Á τ |p1 ´ eiθq|α, Rep1´ eiθqα Á τ | Imp1´ eiθqα|, |p1´ eiθqα| „ |θ|α , (7.2)
if θ P r´π, πs and α P p1
2
, 1q. The function Imp1 ´ eiθqα is odd in θ and the function
Rep1´ eiθqα is even. We will also need asymptotical expansion around the origin. We write
p1´ eiθqα “ p2 sinpθ{2qqαpsinpθ{2q ´ i cospθ{2qqα “ p2 sinpθ{2qqαe´iαν ,
where ν :“ arctan cotpθ{2q. Therefore, we get
Rep1´ eiθqα “ |2 sinpθ{2q|α cospα arctan cotpθ{2qq, (7.3)
Imp1´ eiθqα “ ´|2 sinpθ{2q|α sinpα arctan cotpθ{2qq, (7.4)
When θ Ñ 0,
cotpθ{2q “ 2θ´1p1`Opθ2qq .
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When tÑ 8,
arctan t “ sgnptq ¨
´
π{2`Op|t|´1q
¯
.
Therefore, expanding sinpθ{2q at the origin, we have
Rep1´ eiθqα “ C|θ|αpcospαπ{2q `Opθqq, Imp1´ eiθqα “ ´Csgnpθq ¨ |θ|αpsinpαπ{2q `Opθqq .
(7.5)
The standard property of the convolution yields
Hnpθq Ñ 2p1´ eiθqα, nÑ8 (7.6)
uniformly over θ P r´π, πs. Therefore, for every δ ą 0, there is npδq P N, such that
1 Á ReHn Á τ |θ|α, |Hn| „ |θ|α (7.7)
if n ą npδq and |θ| P rδ, πs. This follows from (7.2) and uniform convergence (7.6).
Lemma 7.1. The function ImHnpθq is odd in θ. There exists τ0 ą 0 such that for every
τ P p0, τ0q there is npτq P N so that Hn satisfies the following properties for all n ą npτq.
‚ For the real part,
ReHn „ τpn´α ` |θ|αq, if |θ| ă τ 2 . (7.8)
‚ For the absolute value,
|Hn| „
"
nτ |θ| ` τn´α, |θ| ă 1{n,
|θ|α, |θ| ą 1{n . (7.9)
‚ For the argument of Hn,
´ π{2` Cτ ă argHn ă π{2 ´ Cτ, if θ P r´π, πq . (7.10)
Proof. The fact that ImHn is odd is immediate because Imp1´ eiθqα is odd.
To see (7.10), we notice that the Jackson kernel and Rep1 ´ eiθqα are both nonnegative,
so the second estimate in (7.2) yields
| ImHn| À τ´1ReHn .
We then have
| tan argHn| À τ´1 ,
which gives (7.10).
Fix δ ą 0 and consider |θ| ă δ. Denote l :“ rn{2s and notice that l „ n. The estimates
on the Jackson kernel imply´
p1´ zqα ˚Kl
¯
pθq “
ż
|x|ăδ
p1´ eipθ´xqqαKlpeixqdx`Opδ´3n´3q .
If |x| ă δ and |θ| ă δ, then (check (7.3),(7.4),(7.5)) we have
cos pα arctan cotppθ ´ xq{2qq “ cospαπ{2q `Opδq,
sin pα arctan cotppθ ´ xq{2qq “ sgnpθ ´ xq ¨ sinpαπ{2q `Opδq .
Therefore,
Re
´
p1´ zqα ˚Kl
¯
pθq “ pcospαπ{2q `Opδqq
ż
|x|ăδ
|2 sinppθ ´ xq{2q|α ¨Klpeixqdx`Opδ´3n´3q
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and
Im
´
p1´ zqα ˚Kl
¯
pθq “ ´ sinpαπ{2q
ż
|x|ăδ
|2 sinppθ ´ xq{2q|α ¨ sgnpθ ´ xq ¨Klpeixqdx`
Opδq
ż
|x|ăδ
|2 sinppθ ´ xq{2q|α ¨Klpeixqdx`Opδ´3n´3q . (7.11)
Take δ “ τ 2. Then, we choose τ0 such that
cospαπ{2q `Opδq „ τ . (7.12)
for all τ P p0, τ0q. Then,ż
|x|ăτ2
|2 sinppθ ´ xq{2q|α ¨Klpeixqdx „
ż
|x|ăτ2
|θ ´ x|α ¨ sin
4plx{4q
l3x4
dx .
As in the previous Appendix, we introduce px :“ lx, pθ :“ lθ. The last integral becomes
l´α
ż
|px|ălτ2 |pθ ´ px|α ¨ sin
4ppx{4qpx4 dpx „ l´αp1` |pθ|αq , (7.13)
if |pθ| ă lτ 2. Combining the estimates and recalling that l „ n, we get
Re
´
p1´ eiθqα ˚Kl
¯
pθq „ τ´6n´3 ` τpn´α ` |θ|αq .
This proves (7.8). For the imaginary part, (7.11) gives
Im
´
p1´ zqα ˚Kl
¯
pθq “ ´ sinpαπ{2qJ1 ` J2 `Opδ´3n´3q ,
J1 :“
ż
|x|ăδ
|2 sinppθ ´ xq{2q|α ¨ sgnpθ ´ xq ¨Klpxqdx ,
J2 :“ Opδq
ż
|x|ăδ
|2 sinppθ ´ xq{2q|α ¨Klpeixqdx .
For J2,
J2 “ Opτ 3qpn´α ` |θ|αq (7.14)
due to (7.13) and the choice of δ.
Consider J1. We write Taylor expansion for sin
sinpθ ´ xq “ θ ´ x`Oppθ ´ xq2q .
For the Jackson kernel, we have the asymptotical representation
Klpθq “ C
l3
sin4plθ{2q
θ4
`Opl´1q .
Substituting these two expressions into the formula for J1, we get
J1 “ Jp1,1q ` ǫpn,θq .
The expression for the main term, Jp1,1q, is
Jp1,1q “ Cl´3
ż
|x|ăδ
|θ ´ x|α ¨ sgnpθ ´ xq ¨ sin
4plx{2q
x4
dx .
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Carrying out the standard bounds, we get
|ǫpn,θq| À n´1 (7.15)
if n ą npτq. In Jp1,1q, perform the change of variables px “ lx, pθ “ lθ to get
Jp1,1q “ Cl´αSppθq, Sppθq :“ ż
|px|ălτ2 sgnppθ ´ pxq ¨ |pθ ´ px|α ¨ sin
4ppx{4qpx4 dpx .
Notice that Sp0q “ 0 and
S 1ppθq “ α ż
|px|ălτ2 |px´ pθ|α´1 sin
4ppx{4qpx4 dpx „ 1` |pθ|α´1 .
Since Sppθq “ Sp0q ` şpθ
0
S 1pξqdξ, we have
|Sppθq| „ # |pθ|, |pθ| ă 1 ,|pθ|α, |pθ| ą 1 .
Going back to the original variable, we get
|Jp1,1qpθq| „
"
nτ |θ|, |θ| ă 1{n ,
|θ|α, 1{n ă |θ| .
Now, we can combine these bounds to control |Hn|. Notice that |Hn| „ |ReHn| ` | ImHn|.
For |θ| ą 1{n, Jp1,1q gives the main contribution and |Hn| „ |θ|α. When θ P r´1{n, 1{ns,
we have ReHn „ τn´α. Then, |ǫpn,θq| is negligible compared to ReHn, as can be seen from
(7.15). Thus,
|Hn| „ nτ |θ| ` τn´α .
Note carefully that nτ |θ| „ τn´α when |θ| „ τ{n.
Thus, we have (7.9) for |θ| ă τ 2. To prove (7.9) for all θ, it is sufficient to notice that
outside the interval r´τ 2, τ 2s, (7.6) gives (7.9) immediately due to the properties of the
limiting function p1´ eiθqα.
In conclusion, we want to mention that τ0 has been chosen “small enough” to make the
asymptotical calculation (7.12) valid. 
Consider Qn given by (3.23), i.e.,
Qn “ p1´ eiθq´α{2 ˚ Fn . (7.16)
The following Lemma can be proved in the standard way.
Lemma 7.2. If α P p1{2, 1q, then there is n0 P N so that
ReQn „
"
nα{2, |θ| ă n´1,
|θ|´α{2, n´1 ă |θ|
and
|Qn| „
"
nα{2, |θ| ă n´1,
|θ|´α{2, n´1 ă |θ|
for all n ą n0.
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Proof. Let γ :“ α{2. We have γ P p1
4
, 1
2
q. The proof is similar to that of Lemma 1, except it
is easier since we are not concerned with how the estimates depend on small parameter. We
start by writing
Rep1´ eiθq´γ „ |θ|´γ, | Imp1´ eiθq´γ| À |θ|´γ . (7.17)
The last inequality implies
| ImQn| À ReQn .
Therefore, we only need to focus on ReQn. Substitute the formula (6.5) into the convolution
and use (7.17) to get
ReQnpθq „ n´1
ż π
´π
|θ ´ x|´γ sin
2pnxq
x2
dx`Opn´1q .
Consider the integral and change variables pθ :“ nθ, px :“ nx. This gives
nγ
ż πn
´πn
|px´ pθ|´γ sin2ppxqpx2 dpx „ nγ1` |pθ|γ „
"
nγ, |θ| ă 1{n,
|θ|´γ , |θ| ą 1{n .
Comparing the last quantity to Opn´1q, we finish the proof. 
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