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Critical points of random branched coverings of the Riemann
sphere
Michele Ancona ∗
Abstract
Given a closed Riemann surface Σ equipped with a volume form ω, we construct a natural
probability measure on the space Md(Σ) of degree d branched coverings from Σ to the Riemann
sphere CP1. We prove a large deviations principle for the number of critical points in a given
open set U ⊂ Σ: given any sequence ǫd of positive numbers, the probability that the number
of critical points of a branched covering deviates from 2d · Vol(U) more than ǫd is smaller than
exp
(
−CUǫ
3
dd
)
, for some positive constant CU . In particular, the probability that a covering does
not have any critical point in a given open set goes to zero exponential fast with the degree.
Introduction
This paper is concerned with the branched coverings u : Σ → CP1 of very large degree from a
closed Riemann surface Σ to the Riemann sphere. By the Riemann-Hurwitz formula, the number
of critical points of such maps, counted with multiplicity, equals #Crit(u) = 2d + 2g − 2, where g
denotes the genus of Σ and d is the degree of the map.
How do these 2d+ 2g − 2 critical points distribute on Σ, if we pick u : Σ→ CP1 at random?
In order to answer the question, we first construct a probability measure on the space Md(Σ) of
degree d branched coverings u : Σ → CP1. This probability measure is denoted by µd and it is
associated with a volume form ω on Σ of total mass 1 (that is
∫
Σ ω = 1), which is fixed once at all.
Later in the introduction we will sketch the construction of the measure µd, which we will give in
details in Section 1.3.
The distribution of the critical points of a map u ∈ Md(Σ) is encoded by the associated empirical
measure which we renormalize by 2d + 2g − 2, so that its mass does not depend on d ∈ N∗. More
precisely, for any degree d branched coverings u ∈ Md(Σ), we consider the probability measure Tu
on Σ defined by
Tu =
1
2d+ 2g − 2
∑
x∈Crit(u)
δx
where δx stands for the Dirac measure at x. The central object of the paper is then the random
variable u ∈ (Md(Σ), µd) 7→ Tu ∈ Prob(Σ) which takes values in the space Prob(Σ) of probabilities
on Σ. The expected value E[Tu] of Tu converges in the weak topology to the volume form ω of Σ, see
Theorem 2.5. It means that, for any continuous function f : Σ→ R, one has
Ed[Tu(f)] +
∫
u∈Md(Σ)
Tu(f)dµd(u) −−−→
d→∞
∫
Σ
fω.
The main theorem of the paper is the following large deviations estimate for the random variable Tu.
Theorem 0.1. Let Σ be a closed Riemann surface equipped with a volume form ω of mass 1. For any
smooth function f ∈ C∞(Σ,R) and any sequence ǫd of positive real numbers of the form ǫd = O(d−a),
for some a ∈ [0, 1), there exists a positive constant C such that the following inequality
µd
{
u ∈ Md(Σ),
∣∣Tu(f)−
∫
Σ
fω
∣∣ ≥ ǫd
}
≤ exp(−Cǫdd)
holds.
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The key point in the proof of Theorem 0.1 is a large deviations estimate for the L1-norm of
the random variable u ∈ Md(Σ) 7→ | log ‖du‖|, see Proposition 2.6. This estimate is obtained by
combining Hörmander peak sections and some properties of subharmonic functions.
It turns out that the constant C in Theorem 0.1 is of the form C
′
‖∂∂¯f‖
∞
, where C′ is a constant which
does not depend on f , but only on the sequence ǫd (and on Σ).
One of the consequence of Theorem 0.1 is the following large deviations estimate for overcrowding
and undercrowding of critical points in a given open set U ⊂ Σ.
Theorem 0.2. Let Σ be a closed Riemann surface equipped with a volume form ω of mass 1. For any
open subset U ⊂ Σ with C2 boundary, there exists a positive constant CU such that, for any sequence
ǫd ∈ R+ of the form ǫd = O(d−a), for some a ∈ [0, 1), the following inequality
µd
{
u ∈Md(Σ),
∣∣ 1
2d
#(Crit(u) ∩ U)−Vol(U)∣∣ ≥ ǫd
}
≤ exp(−CU ǫ3dd)
holds.
Theorem 0.2 follows from Theorem 0.1 by taking, as test functions, two sequences of functions ψ+d
and ψ−d which approximate from above and below, in an appropriate way, the characteristic function
1U of the set U .
Another consequence of Theorem 0.1 is the following hole probabilities result for critical points of
random branched coverings.
Theorem 0.3. Let Σ be a closed Riemann surface equipped with a volume form ω of mass 1. For
every open subset U ⊂ Σ there exists CU > 0 such that
µd
{
u ∈Md(Σ),Crit(u) ∩ U = ∅
}
≤ exp(−CUd).
Remark that Theorem 0.3 is not a formal consequence of Theorem 0.2 for the constant sequence
ǫd ≡ Vol(U). Indeed, in Theorem 0.3, we do not require any regularity on the boundary of U .
Let us briefly describe the construction of the probability measure µd, which will be given in details
in Section 1.3. The fundamental remark is that the space Md(Σ) is fibered over the space Picd(Σ)
of degree d line bundles on Σ. Indeed, there is a natural map from Md(Σ) to Picd(Σ) which maps
every morphism u to the line bundle u∗O(1). The fiber of this map over L ∈ Picd(Σ) is denoted by
Md(Σ,L). It is an open dense subset of P(H0(Σ,L)2) given by (the class of) pairs of global sections
without common zeros. In order to construct a probability measure on Md(Σ), we produce a family
of probability measures {µL}L∈Picd(Σ) on each space P(H0(Σ,L)2) which restricts to a probability
measure onMd(Σ,L), still denoted by µL. The probability measure µL on P(H0(Σ,L)2) is the mea-
sure induced by the Fubini-Study metric associated with a Hermitian product on H0(Σ,L)2. This
Hermitian product is a natural L2-product induced by ω, see Section 1.2. This family of measures,
together with the Haar probability measure on the base Picd(Σ), gives rise to the probability measure
µd on Md(Σ).
Theorem 0.1, as well as Theorem 0.2, has a fiberwise counterpart:
Theorem 0.4. Let Σ be a Riemann surface equipped with a volume form ω of mass 1 and L ∈ Picd(Σ).
For every smooth function f ∈ C∞(Σ,R) and any sequence ǫd ∈ R+ of the form ǫd = O(d−a), for
some a ∈ [0, 1), there exists a positive constant C such that
µL
{
u ∈ Md(Σ,L),
∣∣Tu(f)−
∫
Σ
fω
∣∣ ≥ ǫd
}
≤ exp(−Cǫdd).
Large deviations estimates of overcrowding and undercrowding of zeros of random entire functions
and random holomorphic sections been intensively studied, see [6, 3, 5]. The main difference here is
that the equation defining a zero of a holomorphic section or of an entire function is linear, whereas
we will see that the one defining a critical points of a branched covering is quadratic and then com-
putations and estimates cannot be done purely by Gaussian methods.
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The paper is organized as follows. In Section 1 we construct the probability measure µd on the
space Md(Σ) of degree d branched coverings. In Section 2, we prove a large deviations estimate
for the L1-norm of the random variable u ∈ Md(Σ) 7→ | log ‖du‖|, see Proposition 2.6. Hörmander
peak sections and Bergman kernel estimates will play an important role in the proof of this large
deviations estimate. Finally, in Section 3 we combine these large deviations estimates together with
Poincaré-Lelong formula to get the main theorems.
1 Framework and probability measure on Md(Σ)
1.1 Branched coverings and line bundles
Throughout all the paper, Σ will denote a smooth closed Riemann surface.
Proposition 1.1. Let L be a degree d line bundle over Σ and (α, β) ∈ H0(Σ;L)2 two global sections
without common zeros, then the map uαβ : Σ → CP1 defined by x 7→ [α(x) : β(x)] is a degree d
branched covering. Two pairs (α, β) and (α′, β′) of global holomorphic sections of L define the same
branched covering if and only if (α′, β′) = (λα, λβ) for some λ ∈ C∗.
Proof. If (α′, β′) = (λα, λβ) for some λ ∈ C∗ then it is obvious that we get the same branched
covering. Suppose now that two pairs (α, β), (α′, β′) of holomorphic sections of L define the same
branched covering. In particular the sets u−1αβ([0 : 1]) and u
−1
α′β′([0 : 1]) coincide. This implies that α
and α′ have the same zeros so that α = λ′α′ for some λ′ ∈ C∗. Taking the preimage of [1 : 0], with
the same argument we get β = λ′′β′ for some λ′′ ∈ C∗. Taking a point x in the preimage of [1 : 1] we
get α(x) = β(x) and λ′α(x) = λ′′β(x). This gives λ′ = λ′′, hence the result.
Definition 1.2. We denote by Md(Σ) the space of degree d branched coverings u : Σ → CP1 from
Σ to the Riemann sphere CP1.
Proposition 1.3. The spaceMd(Σ) is fibered over the space Picd(Σ) of degree d line bundles over Σ.
The fibration is given by u ∈ Md(Σ) 7→ u∗O(1) ∈ Picd(Σ). The fiber Md(Σ,L) over L ∈ Picd(Σ) is
the dense open subset of P(H0(Σ;L)2) given by (the class of) pair of sections (α, β) without common
zeros.
Proof. Given a degree d branched covering u : Σ→ CP1, we get a degree d line bundle u∗O(1) over Σ
and two global holomorphic sections u∗x0, u∗x1 ∈ H0(Σ;u∗O(1)) without common zeros. Conversely,
if we have a degree d line bundle L → Σ and two global sections (α, β) ∈ H0(Σ;L)2 without common
zeros, then the map uαβ : Σ→ CP1 defined by x 7→ [α(x) : β(x)] is a well-defined degree d branched
covering. By Proposition 1.1, uαβ = uα′β′ if and only if (α
′, β′) = (λα, λβ) for some λ ∈ C∗. Hence
the result.
1.2 L2-products and Bergman kernel
Let L be a degree d line bundle over Σ. In this section we construct a L2-Hermitian product on
H0(Σ;L)2. This Hermitian product is associated with a volume form ω of total volume 1, which is
fixed once at all.
Proposition 1.4. Let L be a degree d line bundle over Σ and ω a volume form on Σ of mass 1.
Then, there exists an unique Hermitian metric h (up to multiplication by a positive constant) such
that c1(L, h) = d · ω.
Proof. We start with any Hermitian metric h0 of L. Its curvature equals ω0 = 12iπ∂∂¯φ0, where
φ0 = log h0(eL, eL) is its local potential and eL is any non-vanishing local section. As [ω0] = [d · ω] ∈
H1,1(Σ;L), by the ∂∂¯-lemma we have d · ω = ω0 + 12iπ∂∂¯f , for f ∈ C∞(Σ). Then, the curvature of
the Hermitian metric h + efh0 equals ω. If h˜ is another Hermitian metric, then we have h˜ = e
ch ,
where c is a real function Σ→ R. If we suppose that c1(L, h˜) = d · ω, then we obtain ∂∂¯c = 0, which
implies that c is constant as Σ is compact. Hence the result.
A Hermitian metric h on L induces a L2-Hermitian product 〈·, ·〉L2 on H0(Σ;L). It is defined by
〈α, β〉L2 =
∫
x∈Σ
hx(α(x), β(x))ω
3
for all α, β in H0(Σ;L). The induced Hermitian product on H0(Σ;L)2 is still denoted by 〈·, ·〉L2 .
Throughout all the paper, the Hermitian metric on L we will consider is the one given by Proposition
1.4.
Let E a degree 1 line bundle such that Ed = L. We equip E by the Hermitian metric given by
Proposition 1.4 which we denote by hE . In particular the metric hdE on L is such that its curvature
equals d · ω, so that, by Proposition 1.4, it equals the metric h (after a multiplication by a positive
constant). It is then tautological that the Bergman kernel associated with the Hermitian line bundle
(Ed, hdE) is exactly the Bergman kernel KL(z, w) associated with (L, h). The estimates of the Bergman
kernel are well known, see [2, 7, 8]. In particular, along the diagonal, we have thatKL(x, x) = dπ+O(1),
∂
∂z
KL(x, x) = O(
√
d) and ∂
2
∂z∂w
KL(x, x) = d2π + O(d). For any x ∈ Σ, let us consider the evaluation
map evx : H
0(Σ,L) → Lx defined by s 7→ s(x). We denote by σ0 the section of unit L2-norm which
generates the orthogonal of ker evx. Similarly, we consider the map j
1
x : ker evx → Lx ⊗ T ∗Σ and we
denote by σ1 the section of unit L
2-norm generating the orthogonal of ker j1x. We call σ0 and σ1 the
peak sections at x.
Proposition 1.5. Let L be a degree d line bundle on Σ and x ∈ Σ be a point. Let σ0 and σ1 be the
peak sections at x. Then ‖σ0(x)‖2 ∼ dπ and ‖∇σ1(x)‖2 ∼ d
2
π
as d→∞.
Proof. We complete the family {σ0, σ1} into an orthonormal basis {σ0, σ1, σ2, . . . , σNd−1} ofH0(Σ;L).
Then,
∑Nd−1
i=0 ‖σi(x)‖2 equals the Bergman kernel KL(x, x). Similarly, we have
∑Nd−1
i=0 ‖∇σi(x)‖2 =
∂2
∂z∂w
KL(x, x). Now, we know that KL(x, x) = dπ + O(1) and ∂
2
∂z∂w
KL(x, x) = d2π + O(d) and by the
construction of σ0 and σ1 we have
∑Nd−1
i=0 ‖σi(x)‖2 = ‖σ0(x)‖2 and
∑Nd−1
i=0 ‖∇σi(x)‖2 = ‖∇σ0(x)‖2+
‖∇σ1(x)‖2. Now, it is easy to see that ‖∇σ0(x)‖2 =
∂
∂z
KL(x,x)√
KL(x,x)
and the latter is a O(1). Hence the
result.
1.3 Probability on Md(Σ)
Let Σ be a closed Riemann surface equipped with a volume form ω of total mass 1. In this section,
we construct a natural probability measure on the spaceMd(Σ) of degree d branched coverings from
Σ to CP1.
Given L a degree d line bundle over Σ, we have seen that a Hermitian metric h induces a natural
L2-Hermitian product on H0(Σ;L) and then on H0(Σ;L)2. The L2-product on H0(Σ;L)2 induces
a Fubini-Study metric on P(H0(Σ;L)2). We recall that the Fubini-Study metric is constructed as
follows. First we restrict the Hermitian product to the unit sphere of H0(Σ;L)2. The obtained metric
is then invariant under the action of S1 = U(1). The Fubini-Study metric is then the quotient metric
on P(H0(Σ;L)2).
Definition 1.6. Let L be a line bundle over Σ. We denote by µL the probability measure on
P(H0(Σ;L)2) induced by the normalized Fubini-Study volume form. Here, the Fubini-Study metric
on P(H0(Σ;L)2) is the one induced by the Hermitian metric on L given by Proposition 1.4.
Proposition 1.7. The probability measure µL over P(H0(Σ;L)2) does not depend on the choice of
the multiplicative constant in front of the metric h given by Proposition 1.4.
Proof. Fix h a metric given by Proposition 1.4. If we multiply this metric by a positive constant ec,
then the two L2-scalar products 〈·, ·〉 and 〈·, ·〉c induced respectively by h and ech are equal up to a
multiplication by a positive scalar, that is 〈·, ·〉c = ec〈·, ·〉. This constant in front of the scalar product
does not affect the Fubini-Study metric, once we renormalize the Fubini-Study volume to have total
volume 1.
Proposition 1.8 (Proposition 2.11 of [1]). Let L be a degree d line bundle over Σ. For almost all
[α, β] ∈ P(H0(Σ;L)2), the map uαβ : x ∈ Σ 7→ [α(x) : β(x)] ∈ CP1 is a degree d branched covering.
Definition 1.9. Let Picd(Σ) be the space of degree d line bundles over Σ. It is a principal space
under the action of Pic0(Σ) (by tensor product) and so it inherits a normalized Haar measure that
we denote by dH.
Recall that we denote by Md(Σ,L) the fiber of the map Md(Σ)→ Picd(Σ) given by Proposition
1.3. We will denote by ΛL the set of pair of sections of H0(Σ;L)2 having at least one common zero,
so that Md(Σ,L) = P(H0(Σ;L)2 \ ΛL).
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Definition 1.10. We define the probability measure µd on Md(Σ) by∫
Md(Σ)
fdµd =
∫
L∈Picd(Σ)
(
∫
Md(Σ,L)
fdµL)dH(L)
for any f ∈ Md(Σ) measurable function. Here:
• µL denotes (by a slight abuse of notation) the restriction toMd(Σ,L) of the probability measure
on P(H0(Σ,L)2) defined in Definition 1.6.
• dH denotes the normalized Haar measure on Picd(Σ).
Remark 1.11. The choice the Haar measure on Picd(Σ) is natural but not essential: all the results
of this paper are still true if we choose any probability measure which is absolute continuous with
respect to the Haar measure. In the study of complex zeros of random holomorphic sections of a line
bundle over a Riemann surface, a similar construction was given by Zelditch in [9].
1.4 Gaussian vs Fubini-Study measure
Following [4], given L ∈ Picd(Σ) a degree d line bundle, we equip H0(Σ;L)2 with a Gaussian
measure γL. In order to do this, we fix a volume form ω of total volume 1 on Σ and we equip L by the
metric h with curvature d · ω (the metric h is unique up to a multiplicative constant, see Proposition
1.4).
We have seen that any Hermitian metric h induces a L2-Hermitian product on the space H0(Σ;L) of
global holomorphic sections of L denoted by 〈·, ·〉L2 and defined by
〈α, β〉L2 =
∫
x∈Σ
hx(α(x), β(x))ω
for all α, β in H0(Σ;L). The Gaussian measure γL on H0(Σ;L)2 is defined by
γL(A) =
1
π2Nd
∫
(α,β)∈A
e−‖α‖
2
L2
−‖β‖2
L2dαdβ
for any open subset A ⊂ H0(Σ;L)2. Here dαdβ is the Lebesgue measures on (H0(Σ;L)2; 〈·, ·〉L2)
and Nd denotes the complex dimension of H
0(Σ;L). If d > 2g − 2, where g is the genus of Σ, then
H1(Σ;L) = 0 and then, by Riemann-Roch theorem, we have Nd = d+ 1− g.
Proposition 1.12. Let f be a function on a Hermitian space (V, 〈·, ·〉) which is constant over the
complex lines, i.e. f(v) = f(λv) for any v ∈ V and any λ ∈ C∗. Denote by γ the Gaussian measure
on V induced by 〈·, ·〉 and by µ the normalized Fubini-Study measure on the projectivized P(V ). Then,
we have ∫
V
fdγ =
∫
P(V )
[f ]dµ
where [f ] is the function on P(V ) induced by f .
Proof. This is a direct consequence of the construction of the Fubini-Study metric.
The fundamental consequence of Proposition 1.12 is that, if we want to integrate a function on
P(H0(Σ;L)2), we could pull-back this function over H0(Σ;L)2 and integrate this pull-back with re-
spect to the Gaussian measure induced by any Hermitian metric on L given by Proposition 1.4.
In particular, for any A ⊂ P(H0(Σ;L)2), we have µL(A) = γL(π−1(A)) where π : H0(Σ,L)2 →
P(H0(Σ,L)2) is the natural projection.
2 Critical points and large deviations estimates
2.1 Wronskian and critical points
Let Σ be a closed Riemann surface and L be a degree d line bundle over Σ. In this section, we
start the study of the critical points of a branched covering by seeing them as zeros of a global section,
the Wronskian.
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Definition 2.1. For any pair of sections (α, β) ∈ H0(Σ,L)2, we denote by Wαβ the Wronskian
α∇β − β∇α, which is a global section of L2 ⊗ T ∗Σ.
Remark 2.2. The Wronskian Wαβ does not depend on the choice of a connection on L. Indeed, two
connections ∇ and ∇′ on L differ by a 1-form θ, and then α(∇−∇′)β−β(∇−∇′)α = αβθ−βαθ = 0.
Proposition 2.3. Let L be a degree d line bundle over Σ and (α, β) ∈ H0(Σ,L)2 be a pair of sections
without common zeros. A point x ∈ Σ is a critical point of the map uαβ : x ∈ Σ 7→ [α(x) : β(x)] ∈ CP1
is and only if it is a zero of the Wronskian Wαβ defined in Definition 2.1.
Proof. Let (α, β) ∈ H0(Σ,L)2 be a pair of sections without common zeros and x ∈ Σ. Suppose that
β(x) 6= 0. On CP1 we consider the coordinate chart z = z1
z0
, where [z0, z1] are the standard homo-
geneous coordinates of CP1. Under this chart, the branched covering uαβ equals the meromorphic
function α
β
. The differential of α
β
equals α∇β−β∇α
β2
=
Wαβ
β2
and then, as β(x) 6= 0, we get that x is a
critical point of uαβ if and only if Wαβ(x) = 0. If we suppose that α(x) 6= 0, we use the coordinate
w = z0
z1
and the same computation as before gives us that uαβ equals the function
β
α
whose differential
is
−Wαβ
α2
. Hence the result.
Definition 2.4. • For any branched covering u ∈ Md(Σ) we denote by Tu the probability em-
pirical measure associated with the critical points of u, that is
Tu =
1
2d+ 2g − 2
∑
x∈Crit(u)
δx.
Here, δx is the Dirac measure at x.
• For any pair (α, β) of global sections of L, the empirical probability measure on the critical
points of uαβ is simply denoted by Tαβ (instead of Tuαβ ).
Theorem 2.5. Let (Σ, ω) be a closed Riemann surface equipped with a volume form of total volume
equal to 1. Then
lim
d→∞
E[Tu]→ ω
weakly in the sense of distribution. Here, the expected value is taken with respect the probability
measure µd on Md(Σ) defined in Definition 1.10.
Proof. Let L be a degree d line bundle and h be the metric given by Proposition 1.4. Let E be a
degree 1 line bundle such that Ed = L. We equip E by the Hermitian metric given by Proposition
1.4. We denote this metric respectively by hE . In particular the metric hdE on L is such that its
curvature equals d · ω, so, by Proposition 1.4, it equals the metric h. Then, by [1, Theorem 1.5] and
by Proposition 1.12, we have
lim
d→∞
EL[Tαβ ]→ ω
weakly in the sense of distribution. Here, EL stands for the expected value of with respect to the
probability measure µL. The result follows by integrating along the compact base Picd(Σ).
2.2 Large deviations estimates
Let Σ be a closed Riemann surface equipped with a volume form ω of total mass 1 and L be a
degree d line bundle over Σ. We fix the Hermitian metric h on L given by Proposition 1.4 and we will
denote by ‖·‖ any norm induced by the Hermitian metric h. Let ωd be the curvature form of L2⊗T ∗Σ,
which equals ωd = 2d · ω + O(1). Recall that we denote by Wαβ = α∇β − β∇α the Wronskian of a
pair (α, β) of global sections of L, see Definition 2.1. The goal of this section is to prove Proposition
2.6, which is a large deviations estimate for the L1-norm of log ‖Wαβ(x)‖. This is a key result for the
proof of Theorem 0.1.
Proposition 2.6. Let ǫd be a sequence of positive numbers of the form ǫd = O(d
−a), for some
a ∈ [0, 1). Then, there exists a positive constant C such that
γL
{
(α, β),
∫
Σ
∣∣ log ‖Wαβ(x)‖∣∣ ≥ ǫdd} ≤ exp(−Cǫdd).
Here, γL is the Gaussian measure on H0(Σ,L)2 constructed in Section 1.4.
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In order to prove Proposition 2.6, we need some results on large deviations estimates on the
modulus of log ‖Wαβ(x)‖. For this purpose, we will use Bergman kernel estimates as well as peak
sections associated with the Hermitian line bundle (L, h) of positive curvature d · ω.
Proposition 2.7. For any sequence ǫd of positive real numbers, we have
γL
{
(α, β), sup
x∈Σ
‖Wαβ(x)‖ ≥ eǫdd
} ≤ 4d2 exp
(
−e
ǫd
2
d
2
)
.
Here, γL is the Gaussian measure on H0(Σ,L)2 constructed in Section 1.4.
Proof. Let Nd be the dimension of H
0(Σ,L). By Riemann-Roch theorem, we have that Nd =
d + 1 − g = d + O(1) as d > 2g − 2, where g is the genus of Σ. Let s1, . . . , sNd be an or-
thonormal basis of H0(Σ,L) and write α =
Nd∑
i=1
aisi, β =
Nd∑
i=1
bisi, for any α, β ∈ H0(Σ;L). Now,
supx∈Σ ‖α∇β − β∇α‖ > eǫdd if and only if supx∈Σ
∥∥∥∥∥∥
∑
i,j
(aibj − ajbi)si∇sj
∥∥∥∥∥∥ > eǫdd. Now, using first
the triangular inequality and then Cauchy-Schwarz, we have
∥∥∥∥∥∥
∑
i,j
(aibj − ajbi)si∇sj
∥∥∥∥∥∥
2
≤ (∑
i,j
|aibj − ajbi| · ‖si∇sj‖
)2 ≤∑
i,j
|aibj − ajbi|2
∑
i,j
‖si∇sj‖2
≤
∑
i,j
|aibj − ajbi|2
√√√√ Nd∑
i=1
‖si‖2 ·
√√√√ Nd∑
j=1
‖∇sj‖2 (1)
By Bergman kernel estimates (see [2, 8, 7]), we have for any x ∈ Σ√√√√Nd∑
i=1
‖si(x)‖2 ∼
√
d√
π
and
√√√√ Nd∑
j=1
‖∇sj(x)‖2 ∼ d√
π
so that the last expression in (1) is bigger than e2ǫdd if
∑
i,j
|aibj − ajbi|2 > πe2ǫddd− 32 and this holds
if Nd ·maxi,j |aibj − ajbi|2 > πe2ǫddd− 32 . We then have{
sup
x∈Σ
‖(α∇β − β∇α)(x)‖ ≥ eǫd} ⊆ {max
i,j
|aibj−ajbi|2 > πe2ǫddd− 32N−1d
} ⊆ {max
i,j
|aibj−ajbi| > eǫdd
}
.
We then have that
γL
{
(α, β), sup
x∈Σ
‖Wαβ(x)‖ ≥ eǫdd
} ≤ γL{max
i,j
|aibj−ajbi| > eǫdd
} ≤ d2 ·γL{|aibj−ajbi| > eǫdd}. (2)
We then estimate the last measure in (2). We write a = (ai, aj) ∈ C2 and b = (bi, bj), for any
i, j ∈ {1, . . . , Nd}. By Cauchy-Schwarz we have (aibj − ajbi)2 ≤ (|ai|2 + |aj |2)(|bi|2 + |bj |2) so that
γL
{|aibj − ajbi| > eǫdd} ≤ 1
π4
∫
|a|·|b|>eǫdd
e−|a|
2−|b|2dada¯dbdb¯ =
2
π4
∫
|a|·|b|>eǫdd
|a|>|b|
e−|a|
2−|b|2dada¯dbdb¯
≤ 2
π4
∫
|a|>e
ǫd
2
d
∫
b∈C2
e−|a|
2−|b|2dada¯dbdb¯ =
1
π2
∫
|a|>e
ǫd
2
d
e−|a|
2
dada¯
≤ 1
π2
e
−e
ǫd
2
d
2
∫
a∈C2
e−
|a|2
2 dada¯ = 4e
−e
ǫd
2
d
2 .
Combining the last estimate with (2) we have the result.
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Proposition 2.8. For any sequences ǫd of positive real numbers and any x ∈ Σ, we have
γL
{
(α, β), ‖Wαβ(x)‖ ≤ e−ǫdd
} ≤ exp(− ǫd
2
d
)
.
Here, γL is the Gaussian measure on H0(Σ,L)2 constructed in Section 1.4.
Proof. Let σ0 and σ1 be the first two peak sections at x, as in Proposition 1.5. Recall that ‖σ0(x)‖ ∼√
d√
π
and ‖∇σ1(x)‖ ∼ d√π . We write α = a0σ0+ a1σ1+ τ and β = b0σ0+ b1σ1+ τ ′ where τ, τ ∈ kerJ1x ,
that is τ(x) = ∇τ(x) = τ ′(x) = ∇τ ′(x) = 0. In particular, we have Wαβ(x) + (α∇β − β∇α)(x) =
(a0b1 − b0a1)σ0(x)∇σ1(x). We then have the following inclusion{
(α, β), ‖Wαβ(x)‖ ≤ e−ǫdd
} ⊆ {(a0σ0 + a1σ1 + τ, b0σ0 + b1σ1 + τ ′), |a0b1 − b0a1| ≤ e− ǫd2 d}.
Now, the Gaussian measure of the last set equals
γ
{|a0b1 − b0a1| ≤ e− ǫd2 d} = 1
π4
∫
|a0b1−b0a1|≤e−ǫd2d
e−|a0|
2−|a1|2−|b0|2−|b1|2dada¯dbdb¯. (3)
For any a = (a0, a1) we make an unitary trasformation of C
2 (of coordinates b0, b1) by sending
the vector (1, 0) to va =
1√
|a0|+|a1|
(a0, a1) and the vector (0, 1) to wa =
1√
|a0|+|a1|
(−a¯1, a¯0). We
will write any vector of C2 as a sum tva + swa with s, t ∈ C. In these coordinates, the condition
{(b0, b1) ∈ C2, |a0b1 − b0a1| ≤ e−
ǫd
2
d} reads {(s, t) ∈ C2, |s| · ‖a‖ ≤ e− ǫd2 d}. The measure appearing
in Equation (3) is then equal to
∫
a∈C2
( ∫
(t,s)∈C2
|s|·‖a‖<e−
ǫd
2
d
e−|t|
2−|s|2
π2
dtdt¯dsds¯
)
dγ(a) =
∫
a∈C2
( ∫
s∈C
|s|·‖a‖<e−
ǫd
2
d
e−|s|
2
π
dsds¯
)
dγ(a).
where dγ(a) = 1
π2
e−|a|
2
dada¯.
We pass to polar coordinates a = (r, θ) with θ ∈ S3 and s = ρeiϕ with ϕ ∈ S1. We then have
2Vol(S3)√
π
5
∫ ∞
r=0
( ∫
ρ∈R+
ρ·r<e− ǫ2 d
e−ρ
2
ρdρ
)
r3e−r
2
dr =
2Vol(S3)√
π
5
∫ ∞
r=e−
ǫd
4
d
( ∫ e− ǫd2 dr
ρ=0
e−ρ
2
ρdρ
)
r3e−r
2
dr+
2Vol(S3)√
π
5
∫ e− ǫd4 d
r=0
( ∫ e− ǫd2 dr
ρ=0
e−ρ
2
ρdρ
)
r3e−r
2
dr (4)
The first term of the sum in (4) is smaller than
2Vol(S3)√
π
5
∫ ∞
r=0
( ∫ e− ǫd4 d
ρ=0
e−ρ
2
ρdρ
)
r3e−r
2
dr =
2√
π
∫ e− ǫd4 d
ρ=0
e−ρ
2
ρdρ
<
2√
π
∫ e− ǫd4 d
ρ=0
ρdρ =
1√
π
e−
ǫd
2
d
The second term of the sum in (4) is smaller than
2Vol(S3)√
π
5
∫ e− ǫd4 d
r=0
( ∫ ∞
ρ=0
e−ρ
2
ρdρ
)
r3e−r
2
dr =
Vol(S3)
π4
∫ e− ǫd4 d
r=0
r3e−r
2
dr
<
Vol(S3)
π4
∫ e− ǫd4 d
r=0
r3dr =
Vol(S3)
4π4
e−ǫdd.
We then obtain that the measure (3) is smaller than 1√
π
e−
ǫd
2
d + Vol(S
3)
4π4 e
−ǫdd < e−
ǫd
2
d.
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Proof of Proposition 2.6. Let us fix some notations. For any r > 0, we denote the circle of radiur r
by S(r) = {|z| = r} and the ball of radius r by B(r). Finally, we denote by log+ t = max(log t, 0)
and log− t = max(− log t, 0) so that log t = log+ t− log− t and | log t| = log+ t+ log− t.
By Proposition 2.7, we get
γL
{
(α, β),
∫
Σ
log+ ‖Wαβ(x)‖ ≥ ǫdd
} ≤ exp(−Cǫdd) (5)
so that we have to prove the following bound
γL
{
(α, β),
∫
Σ
log− ‖Wαβ(x)‖ ≥ ǫdd
} ≤ exp(−Cǫdd). (6)
In order to prove (6), let us cover Σ by a finite number of annuli A1, . . . , An, each of which is included
in a coordinate chart. We can suppose that each annulus, read in these coordinates, is of the form
B(3) \ B(1). We fix a holomorphic trivialization eL of L over each coordinate chart and then over
each annulus. We make the following:
Claim: For any sequence ǫd of positive real numbers, there exists a positive constant C and a
measurable set E with γL(E) < e−Cǫdd, such that∫
S(r)
log− ‖Wαβ‖dσr ≤ ǫdd (7)
for (α, β) ∈ H0(Σ,L)2 \ E, r ∈ [1, 3], d ≫ 0. Here, all the computations are done in the coordinate
chart and σr is the invariant probability measure on the circle S(r) = {|z| = r}.
Before proving the Claim, we end the proof of Proposition 2.6. Since the exceptional set E is
independent of the radius r ∈ [1, 3], we can integrate the inequality (7) over r ∈ [1, 3] and we get∫
B(3)\B(1)
log− ‖Wαβ‖dσrdr ≤Mǫdd (8)
for some M > 0 (independent of ǫd) and any (α, β) ∈ H0(Σ,L)2 \ E. By summing over the annuli
the inequality (8) we get (6) which, together with (5), concludes the proof of the proposition.
We now prove the Claim. The proof follows the lines of [5, Lemma 4.1].
Let us fix some notations. We write A(ǫd, r) . B(ǫd, r) if for any sequence ǫd, there exists a con-
stant C > 0 and a set E ⊂ H0(Σ,L)2 of Gaussian measure smaller than exp(−Cǫdd) such that
A(ǫd, r) ≤ B(ǫd, r) for any (α, β) ∈ H0(Σ,L)2 \ E and any r ∈ [1, 3].
Write α = f · eL and β = g · eL so that α∇β − β∇α = (fg′ − gf ′)e2L ⊗ dx. Here eL is a local
holomorphic trivialization of L over U . Remark that we can choose a line bundle E of degree 1 line
bundle such that Ed = L and we can equip E by the Hermitian metric hE given by Proposition 1.4.
In particular, by unicity, the metric hdE on L coincides with our fixed metric h. We can take as
local holomorphic trivialization of L the trivialization edE , where eE is a local trivialization of E . In
particular, this shows that the potential φd of the line bundle L2 ⊗T ∗Σ is 2d · log ‖eE‖+O(1) = O(d).
Finally, we will denote by Ci, for i ∈ N, any constant which does not depend on ǫd and r.
Step 1: We claim that ∫
S(r)
∣∣ log |fg′ − gf ′|∣∣dσr . C1d. (9)
We will use the identity | log t| = log+ t+ log− t and we treat separately log+ and log−.
Write α = f · eL and β = g · eL, and then α∇β − β∇α = (fg′ − gf ′)e2L ⊗ dx, so that we have
log ‖α∇β − β∇α‖ = log |fg′ − gf ′|+ φd (10)
Now,
∫
S(r) |φd|dσr = O(d) and, by Proposition 2.7, we also have
∫
S(r) log
+ ‖α∇β − β∇α‖dσr . ǫd so
that by (10) we have∫
S(r)
log+ |fg′ − gf ′|dσr ≤
∫
S(r)
log+ ‖α∇β − β∇α‖dσr +
∫
S(r)
|φd|dσr . C2d. (11)
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We now estimate the log− part. By Proposition 2.8, we know that log ‖(α∇β − β∇α)(x0)‖ & −d
and then, by (10), we get
log |(fg′ − gf ′)(x0)| & −C3d. (12)
We denote by Pr(x, z) =
r−|x|2
|z−x|2 the Poisson kernel on the ball of radius r. Using the identity
| log t| = log+ t+ log− t and the fact that log |fg′ − gf ′| is subharmonic, we get
log |(fg′−gf ′)(x0)|+
∫
S(r)
Pr(x0, z) log
− |fg′−gf ′(z)|dσr(z) ≤
∫
S(r)
Pr(x0, z) log
+ |fg′−gf ′(z)|dσr(z).
(13)
By continuity of Pr(x0, z), we can find two positive constants M,m such that m ≤ Pr(x0, z) ≤M for
any |z| = r ∈ [ 12 , 3]. Then, by (13), we get
m ·
∫
S(r)
log− |fg′ − gf ′(z)|dσr(z) ≤M ·
∫
S(r)
log+ |fg′ − gf ′(z)|dσr(z)− log |(fg′ − gf ′)(x0)|.
Using the last inequality together with (11) and (12), we prove (9).
Step 2: We cover the unit circle S(1) by a family of disjoint union of intervals Id1 , . . . , I
d
qd
of length
smaller than ǫ4d and denote by m
d
k = σ1(I
d
k ) the length of each interval so that
∑qd
k=1m
d
k = 1. Take
r′ such that |r − ǫd − r′| < 12ǫ4d. By Proposition 2.8, we can choose points xk ∈ r′Idk such that, for
any k ∈ {1, . . . , qd}, we have log ‖α∇β − β∇α(xk)‖ > −ǫdd, unless (α, β) lies in a set E of measure
smaller than
∑qd
k=1 e
−Cǫdd. Now, this measure is smaller than e−C
′ǫdd, for some C′ < C, as qd ∼ ǫ−4d .
By the choice of xk and I
d
k we have that if z ∈ rIdk then |z − xk| < ǫd + 32ǫ4d < 2ǫd. In particular we
get ∫
S(r)
|φd|dσr =
q∑
k=1
∫
rId
k
|φd|dσr ≥
qd∑
k=1
mkφd(xk)− 2ǫd sup |dφd| (14)
where dφd is the differential of φd, which is a O(d). By the choice of xk and I
d
k and since the function
log |fg′ − gf ′(z)| is subharmonic, we can use [5, Equation (29)] to find a positive K > 0 (which does
not depend on r and ǫd) such that
∫
S(r)
log |fg′ − gf ′(z)|dσr(z) ≥
qd∑
k=1
mk log |fg′ − gf ′(xk)| −Kǫd
∫
S(r)
log |fg′ − gf ′(z)|dσr(z) (15)
Using first (10) and then (14)-(15) we get∫
S(r)
log ‖α∇β − β∇α‖dσr =
∫
S(r)
log |fg′ − gf ′(z)|dσr +
∫
S(r)
φddσr
≥
qd∑
k=1
mk log ‖(α∇β − β∇α)(xk)‖ −Kǫd
∫
S(r)
log |fg′ − gf ′(z)|dσr(z)− ǫd · sup |dφd| (16)
where dφd is the differential of φd. By (9), the choice of xk and (16), we have that∫
S(r)
− log ‖α∇β − β∇α‖dσr . ǫdd+KǫdC1d+ ǫd sup |dφd| = C4ǫdd (17)
Using the identity log t = log+ t− log− t, Equations (17) and Proposition 2.7, we finally get∫
S(r)
log− ‖α∇β − β∇α‖dσr =
∫
S(r)
− log ‖α∇β − β∇α‖dσr+
∫
S(r)
log+ ‖α∇β − β∇α‖dσr . C4ǫdd+ǫdd
which ends the proof of the Claim.
Remark 2.9. Following the proof we can see that, for the case of constant sequence ǫd ≡ ǫ, the
constant C in the statement of Proposition 2.6 is independent of ǫ.
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3 Proofs of the main theorems
Let L be a degree d line bundle over Σ. We denote by uαβ the branched covering defined by a
pair (α, β) of global sections of L without common zeros. A critical point of uαβ is a point x ∈ Σ
such that duαβ(x) = 0. By Proposition 2.3, this is equivalent to the fact that that x is a zero of the
Wronskian Wαβ + α∇β − β∇α ∈ H0(Σ;T ∗Σ ⊗ L2), where T ∗Σ is the cotangent bundle of Σ. For any
pair (α, β) of global sections of L we denote by
Tαβ =
1
2d+ 2g − 2
∑
x∈Crit(uαβ)
δx
the empirical probability measure on the critical points of uαβ. Here, δx is the Dirac measure at x.
Finally, we will denote by ‖·‖ any norm induced by the Hermitian metric h on L given by Proposition
1.4.
Proof of Theorem 0.4. We denote by ωd the curvature form of L2⊗T ∗Σ with respect to the (induced)
metric given by Proposition 1.4. Remark that ωd = 2d · ω +O(1) so that{
(α, β) ∈ H0(Σ,L)2,
∣∣∣∣Tαβ(f)− 12d
∫
Σ
fωd
∣∣∣∣ > ǫd2
}
⊇
{
(α, β) ∈ H0(Σ,L)2,
∣∣∣∣Tαβ(f)−
∫
Σ
fω
∣∣∣∣ > ǫd
}
.
(18)
Remark that these sets are cones in H0(Σ,L)2. By Proposition 1.12, this implies that the Gaussian
measure of these sets equals the Fubini-Study measure of their projectivizations. In order to obtain
the result, we will then compute the Gaussian measure of the cones appearing in (18).
By Poincaré-Lelong formula we have∣∣∣∣Tαβ(f)− 12d
∫
Σ
fωd
∣∣∣∣ = 12πd
∣∣∣∣
∫
Σ
log ‖Wαβ‖∂∂¯f
∣∣∣∣ ≤
∥∥∂∂¯f∥∥∞
2πd
∫
Σ
∣∣ log ‖Wαβ‖∣∣ · ω. (19)
The result then follows from the inequality (19), the inclusion (18) and Proposition 2.6.
Proof of Theorem 0.1. It suffices to integrate the inequality appearing in Theorem 0.4 along the
compact base Picd(Σ).
Remark 3.1. Following the proof of Theorem 0.4 we see that we have prove a slight more precise
result: for any sequence ǫd ∈ R+, there exists a positive constant C such that for every smooth
function f ∈ C∞(Σ,R) we have
µd
{
u ∈Md(Σ),
∣∣Tu(f)−
∫
Σ
fω
∣∣ > ǫd
}
≤ exp
(
−C ǫd∥∥∂∂¯f∥∥∞ d
)
.
Moreover, thanks to Remark 2.9, for the case of constant sequence ǫd ≡ ǫ, the constant C in the
statement is also independent of ǫ.
Proof of Theorem 0.2. Fix U ⊂ Σ an open set with piecewise C2 boundary. Let ψ+d , ψ−d be two
families of C2 functions such that
• 0 ≤ ψ−d ≤ 1U ≤ ψ+d ≤ 1;
• 12
∫
Σ ψ
−
d ω ≥ Vol(U)− ǫd2 ;
• 12
∫
Σ
ψ+d ω ≤ Vol(U) + ǫd2 ;
• ∥∥∂∂¯ψ+d ∥∥∞ = O( 1ǫ2d ) and ∥∥∂∂¯ψ−d ∥∥∞ = O( 1ǫ2d ).
These functions can be constructed as follows. Let ρ : R → [0, 1] be a smooth function such that
ρ(t) = 1 for t ≥ 13 and ρ(t) = 0 for t ≥ 23 . Then we define ψ+d (x) = ρ( 1ǫddist(x, U)) and ψ
−
d (x) =
1− ρ( 1
ǫd
dist(x,Σ \ U)), which are C2-functions thanks to the hypothesis on the boundary of U .
By Theorem 0.1 for f = ψ+d and by Remark 3.1, there exists a constant C+ > 0 and a set E2 of
measure smaller than e−C2ǫ
3
dd, such that for u outside E+, we have
#(Crit(u) ∩ U) = Tu(1U ) ≤ Tu(ψ−d ) ≤ 2d
∫
Σ
ψ−d ω + ǫdd ≤ 2d · Vol(U) + 2ǫdd.
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Using again Theorem 0.1 and Remark 3.1 for f = ψ−d , we can find C− > 0 and a set E− of measure
smaller than e−C1ǫ
3
dd, such that for u outside E− we get #(Crit(u) ∩ U) ≥ 2d · Vol(U) − 2ǫdd. This
shows that, for any sequence ǫd and any U ⊂ Σ, there exists a positive constant C (any constant
smaller than min(C1, C2)) and a set E of measure smaller than e
−Cǫ3dd (the union of E+ and E−),
such that for u outside E,
∣∣ 1
2d#(Crit(u) ∩ U)−Vol(U)
∣∣ ≤ ǫd, which proves the theorem.
Proof of Theorem 0.3. The proof follows the lines of the proof of Theorem 0.2. Fix U ⊂ Σ any open
set. Let ψ+, ψ− be two smooth functions such that
• 0 ≤ ψ− ≤ 1U ≤ ψ+ ≤ 1;
• 12
∫
Σ
ψ−ω ≥ Vol(U)− ǫ2 ;
• 12
∫
Σ ψ
+ω ≤ Vol(U) + ǫ2 ;
By Theorem 0.1 for f = ψ+ and by Remark 3.1, there exists a constant C+ > 0 and a set E2 of
measure smaller than e−C2d, such that for u outside E+, we have
#(Crit(u) ∩ U) = Tu(1U ) ≤ Tu(ψ2) ≤ 2d
∫
Σ
ψ2ω + ǫd ≤ 2d · Vol(U) + 2ǫd.
Using again Theorem 0.1 and Remark 3.1 for f = ψ−, we can find C− > 0 and a set E− of measure
smaller than e−C1d, such that for u outside E− we get #(Crit(u)∩U) ≥ 2d ·Vol(U)−2ǫd. This shows
that, for any ǫ > 0 and any U ⊂ Σ, there exists a positive constant C and a set E of measure smaller
than e−Cd, such that for u outside E,
∣∣ 1
2d#(Crit(u) ∩ U)− Vol(U)
∣∣ ≤ ǫ. Taking ǫ = Vol(U) we have
the result.
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