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Abstract—A Lyapunov-based control design for natural trajectory-
tracking problems is analyzed for quantum states where the analysis
in the generic case is not applicable. Using dynamical systems tools we
show almost global asymptotic stability for stationary target states subject
to certain conditions on the Hamiltonians, and discuss effectiveness of
the design when these conditions are not satisfied. For pseudo-pure target
states the effectiveness of the design is studied further for both stationary
and non-stationary states using alternative tools.
I. INTRODUCTION
Recent technological advances have prompted significant interest
in developing the foundations of quantum control theory. One major
concern is how to design the dynamics to steer the system state
to a stationary target state, or track the natural trajectory of non-
stationary states. Numerous results have been obtained on the theory
of Lyapunov-based control [1]–[11] and the references in [11]. Most
papers have used the Hilbert-Schmidt (HS) distance as the most
natural Lyapunov function and in this setting [4]–[6] showed that
the target state is asymptotically stable under a sufficient condition
equivalent to controllability of the linearized system for pure states
represented by wavefunctions, although an additional control had to
be added to fix the relative phase of the state. An alternative design
based on an implicit Lyapunov function was proposed in [7] to render
(pure) target states asymptotically stable when the linearized system is
not controllable. The more general case of systems whose states must
be represented by density operators was recently considered in [9],
[10], but our analysis for generic quantum states [12], for instance,
showed the dynamical landscape and convergence behavior to be
more complicated than described in [10]. The aim of this TechNote
is to extend this analysis to non-generic states, which, although a
set of measure zero, deserve special consideration as they include
important cases such as pseudo-pure states.
Specifically we show that, although the LaSalle invariant set for
non-generic states is much larger than in the generic case, for ideal
systems the target state not only remains isolated and thus locally
asymptotically stable, but a dynamical systems analysis for stationary
target states shows that all other critical manifolds are unstable and
attract at most a measure-zero subset of the state space. At least for
the stationary target states, these arguments rigorously show that we
indeed have almost global convergence as claimed in [10], although
the set of states not attracted to the target state is significantly larger
than claimed in [10]. The conditions for effectiveness of the method
for stationary target states are similar to those for generic states, and
we again find that center manifolds emerge around the target state
when these conditions are not satisfied, but in contrast to the generic
case, the emergence of a center manifold now is conditional on the
target state, i.e., the method may still be effective for some target
states even if the ideal Hamiltonian criteria are not satisfied. For the
special class of pseudo-pure states, we can further show explicitly that
for systems with ideal Hamiltonians, the method is effective not only
for stationary target states but also for almost all non-stationary ones.
This is similar to the situation for the generic case but in this special
case we can characterize the non-regular target states explicitly, which
shows that they include some states of special interest such as so-
called CAT states and maximally entangled states.
II. LYAPUNOV CONTROL AND LASALLE INVARIANT SET
We study the bilinear Hamiltonian control problem for a quantum
system on an n-dimensional Hilbert space H. The state of such a
system is generally represented by a trace-one positive operator ρ on
H, referred to as density operator, whose evolution is governed by
the quantum Liouville equation
ρ˙(t) = −i[H0 + f(t)H1, ρ(t)], (1)
where f(t) is an admissible real-valued control, and H0 and H1 are
time-independent Hamiltonians corresponding to free evolution and
control interaction terms, respectively.
Definition II.1. A density operator ρ represents a pure state if it is
a rank-one projector, and a mixed state otherwise; ρ is generic if it
has n distinct eigenvalues, and pseudo-pure if its spectrum has only
two distinct eigenvalues occurring with multiplicities 1 and n− 1.
The control problem is to design a control f(t) such that the system
state ρ(t) converges to the target state ρd as t→∞. For Hamiltonian
evolution a necessary condition for ρd to be reachable from an initial
state ρ(0) is that both ρ(0) and ρd have the same spectrum, and we
shall assume this condition to be satisfied here. The set of density
operators isospectral with ρd forms a compact manifold M, whose
dimension depends on the spectrum of ρd. ρd is a stationary state of
the system if and only if [H0, ρd] = 0. If ρd is not a stationary state
then the control problem becomes a trajectory-tracking problem, and
to be able to apply LaSalle’s invariance principle to this case, we
formulate the control dynamics on an extended state spaceM×M:
ρ˙(t) = −i[H0 + f(ρ, ρd)H1, ρ(t)], (2a)
ρ˙d(t) = −i[H0, ρd(t)], (2b)
f(ρ, ρd) = Tr([−iH1, ρ(t)]ρd(t)), (2c)
where the control function f is chosen such that
V (ρ, ρd) =
1
2
Tr[(ρ− ρd)2] = Tr(ρ2d)− Tr(ρρd) (3)
is non-increasing along any flow, i.e.,
d
dt
V (ρ, ρd) = −f(t) Tr(ρd[−iH1, ρ]) = −f2(t) ≤ 0.
Thus, the dynamical system (ρ(t), ρd(t)) ∈M×M is autonomous,
all solutions are bounded, and V (ρ1, ρ2) is a Lyapunov function on
M×M. From LaSalle’s invariance principle [13] we have:
Theorem II.1. Any evolution (ρ(t), ρd(t)) for the dynamical system
(2) will converge to the LaSalle invariant set, E = {(ρ1, ρ2) ∈
M×M|V˙ (ρ(t), ρd(t)) = 0, (ρ(0), ρd(0)) = (ρ1, ρ2)}.
The effectiveness of the control in steering the system towards
the target state depends on the asymptotic stability of ρd. Local
asymptotic stability is a prerequisite for almost global convergence,
and a necessary and sufficient condition for the former is that the
target state be isolated in E. Hence, we first characterize the invariant
set E, which depends on both the Hamiltonians H0, H1 and ρd.
Definition II.2. Choose a basis such that H0 = diag(a1, . . . , an),
which is always possible as H0 is Hermitian. Let H1 = (bk`) and
ωk` = ak − a` be the transition frequencies. System (2) is ideal if
(i) H0 is strongly regular, i.e., ωk` 6= ωpq unless (k, `) = (p, q).
(ii) H1 is fully connected, i.e., bk` 6= 0 except (possibly) for k = `.
As shown in [12], we have
Theorem II.2. The invariant set of (2) for an ideal system satisfies
E = {(ρ1, ρ2) ∈M×M : [ρ1, ρ2] = diag(c1, . . . , cn)}.
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2III. STATIONARY TARGET STATE
For a generic stationary state ρd, it has been shown that the LaSalle
invariant set E is comprised of n! distinct stationary states, which
coincide with the n! critical points of V (ρ) = V (ρ, ρd) as a Morse
function [12]. If ρd is not generic then E is much larger and the
topology becomes quite complicated. If ρd is stationary then (2) can
be reduced to an autonomous system onM, and the LaSalle invariant
set to E = {ρ : [ρ, ρd] = 0}. We can also choose a basis such that
H0 and ρd are simultaneously diagonal, H0 = diag(a1, . . . , an),
ρd = diag(w1, . . . , w1, . . . , wk, . . . , wk), (4)
where {w`}k`=1 are the distinct eigenvalues of ρd with multiplicities
n` and
∑k
`=1
n` = n. The state space in this case is the flag manifold
M' U(n)/ [U(n1)× . . .× U(nk)] (5)
of dimension nM = n2 −
∑k
`=1
n2` .
Definition III.1. x0 is a critical point of f(x) if ∇f(x)|x=x0 = 0;
it is hyperbolic, if the Hessian at the critical point is nonsingular. f
is a Morse function if all of the its critical points are hyperbolic.
For a given ρd, we can investigate the critical points of the
Lyapunov function V (ρ) = V (ρ, ρd) on M.
Lemma III.1 (proof in [12]). For a given stationary target state ρd
the critical points of V (ρ) = V (ρ, ρd) onM are such that [ρ, ρd] =
0.
If ρd is generic, there are n! critical points of V in total; if ρd is
non-generic, there are more critical points, forming different critical
manifolds (see also [14]).
Example III.1. For a three-level system with ρd = diag( 14 ,
1
4
, 1
2
)
the set of ρ ∈M− {ρd} that commute with ρd has the form
ρ0 =
(
w11 w12 0
w∗12 w22 0
0 0 1
4
)
,
which forms a manifold M0 isomorphic to the Bloch sphere, on
which V assumes its global maximum, while ρ = ρd corresponds to
minimum of V .
Theorem III.1. Let ρd be a given stationary target state. Then ρ =
ρd is an isolated hyperbolic critical point of V (ρ) corresponding to
the global minimum and there are no other local or global minima.
Proof: V (ρ) clearly assumes its global minimum for ρ = ρd.
To show ρ is a hyperbolic minimum of V it suffices to show that
it is a hyperbolic maximum of J(ρ) = Tr(ρρd). Choose a basis so
that ρd is diagonal and let ρ = ρ0 be a critical point. Any point
in a neighborhood of ρ0 can be written as ρ = e~x·~σρ0e−~x·~σ , where
~σ = {λk`, λ¯k`, λk} is the basis of the Lie algebra su(n) defined in
the Appendix. Substituting this into J gives J = Tr(e~x·~σρ0e−~x·~σρd).
To show that the critical point ρ0 = ρd is a maximum of J , we need
to find nM = dimM independent directions in which J is a local
maximum. If we choose curves through ρ0 with ~x · ~σ = λk`t then
J = Tr(ρ0ρd) + t
2{−Tr(ρ0λ†k`ρdλk`)
+ 1
2
Tr(ρ0ρdλ
2
k`) +
1
2
Tr(ρ0λ
2
k`ρd)}+ Θ(|t|3).
The conjugate action of λk` on ρ = ρd on the (k, `) subspace swaps
the k-th and `-th diagonal elements. If we choose the curve with
~x ·~σ = λ¯k`, we get a similar result. Hence the number of swaps that
decrease the value of J is
2
(
n1
k∑
`=2
n` + · · ·+ nk−1nk
)
= n2 −
k∑
`=1
n2` = dimM.
Thus ρ = ρd is a hyperbolic point of J , which is necessarily isolated.
At other critical points, it is easy to see that there always exists some
swap λk` that increases the value of J , and hence all the other critical
points cannot be local maxima of J , or local minima of V .
Remark III.1. For a given ρd, the critical points of V (ρ) = V (ρ, ρd)
form a finite number of isolated critical manifolds with ρd as an
isolated hyperbolic minimum. When ρd becomes generic the critical
manifolds are reduced to n! isolated hyperbolic critical points.
From Lemma III.1, we can see that for ideal Hamiltonian and
stationary ρd, the LaSalle invariant set E coincides with the critical
points of V (ρ) = V (ρ, ρd), and there are p = n!n1!···nk! stationary
solutions including ρd, either isolated or located on an isolated
manifold in E. In particular, since ρd is isolated in E, the LaSalle
invariance principle guarantees its local asymptotic stability, but if
we want to investigate the asymptotic stability and convergence
properties on a large scale, we must analyze the eigenvalues of the
linearized dynamics at the other stationary states.
Theorem III.2. For ideal systems the stationary state ρd is a hyper-
bolic sink of the dynamical system (2) and thus locally asymptotically
stable, while all other stationary solutions have unstable manifolds.
Hence, ρd is almost globally asymptotically stable.
Proof: In order to analyze the stability at the stationary state we
reformulate the dynamical system (2) in the Bloch representation
~˙s(t) = (A0 + f(~s,~sd)A1)~s(t) (6a)
~˙sd(t) = A0~sd(t) (6b)
f(~s,~sd) = ~sd
TA1~s, (6c)
where ~s = (sk)n
2−1
k=1 with sk = Tr(σkρ), and A0 and A1 are the
anti-symmetric matrices
A0(k, k
′) = Tr(iH0[σk, σk′ ]), (7a)
A1(k, k
′) = Tr(iH1[σk, σk′ ]), (7b)
σk being the elements of the basis of su(n) defined above. For
stationary ρd, the dynamics is reduced to
~˙s(t) = (A0 + f(~s)A1)~s(t) (8a)
f(~s) = ~sd
TA1~s. (8b)
The linearized system near the critical point ~s0 is
~˙s = Df (~s0) · (~s− ~s0), (9)
where Df (~s0) = A0 + A1~s0 · ~sdTA1 is a linear map defined
on Rn
2−1. (The map is defined on Rn
2−1 as we neglect the s0
coordinate of ρ, which is constant due to trace preservation.) In
order to show ~sd is hyperbolic, it suffices to show that there are
nM eigenvalues with nonzero real parts, corresponding to nM
eigenvectors in the tangent space of M at ~sd, denoted as TM(~sd).
Let SC and ST be the subsets of Rn
2−1 corresponding to the Cartan
and non-Cartan subspaces C and T of su(n) = C ⊕ T . Since
[−iH0, ρd] = 0 and [−iH1, ρd] ∈ iT , we have A0sd = 0 and
A1sd ∈ ST . Let H1 = (bk`), and ~v be a column vector consisting
of 1
2
n(n− 1) blocks
~v(k,`) =
∆k`√
2
(
=(bk`)
<(bk`)
)
. (10)
Let B = B0−~v~vT be the restriction of Df (~sd) to the subspace ST
as before. Following a similar argument as in [12] it is easy to see
that for (k, `) such that ∆k` = 0, the eigen-element (ωk`, ~ek`) of B0
is also an eigen-element of B as ~vT~ek` = 0, and that ~ek` corresponds
to a direction orthogonal to the tangent space TM(~sd). The number
3of such (k, `) is N¯ = 2
∑k
`=1
(
n`
2
)
. We can therefore show that
the remaining eigenvalues of B with eigenvectors corresponding to
the directions in TM(~sd) must have non-zero real parts. A simple
counting argument shows that the number of these eigenvalues is
2
(
n
2
)
− n¯ = dim(M) and thus ρd is a hyperbolic point. Since ρd
achieves the minimum of V , these eigenvalues must have negative
real parts, i.e., ρd must be a sink. Hence, there exists a neighborhood
N of ρd such that ρ(0) ∈ N will converge to ρd for t → +∞,
which establishes local asymptotic stability of ρd.
We can similarly show that any other stationary state ρ0 that is
isolated in E is a hyperbolic fixed point, i.e., all eigenvalues of
linearized system at ρ0 have non-zero real parts. As ρ0 is also an
unstable critical point of the Lyapunov function V by Theorem III.1,
we can conclude there is an unstable manifold at ρ0, as in the
generic case [12]. When the stationary state ρ0 lies on the critical
manifold in E then the linearized system at ρ0 must again have an
unstable manifold; for otherwise all eigenvalues of Df at ρ0 would
all have non-positive real parts, and ρ0 would be a local minimum
of V , contradicting Theorem III.1. Therefore, all stationary states
except ρd have an unstable manifold of positive dimension, and the
dimensions of all stable manifolds at these unstable stationary states
are less dimM. Hence, almost all non-stationary solutions will not
converge to any of these unstable stationary states or their center
manifolds, and therefore must converge to ρd. Thus, ρd is almost
globally asymptotically stable.
Example III.2. With ρd = diag( 14 ,
1
4
, 1
2
) as in the previous example
we have nM = 32 − 22 − 1 = 4 and E contains ρd and two other
stationary states ρ1 = diag
(
1
4
, 1
2
, 1
4
)
and ρ2 = diag
(
1
2
, 1
4
, 1
4
)
.
Analysis of the linearized dynamics shows that the two tangent
vectors of the center manifold at ρ` are also the tangent vectors
of E. Therefore, except for ρd, which is isolated, the points in E
form the center manifolds at the stationary states ρ`, ` = 1, 2.
For generic target states we showed in [12] that for non-ideal
systems the target state itself generally becomes a center on an
attractive center manifold, and the control becomes ineffective. For
example, when H0 is regular but not strongly regular then the
LaSalle invariant set E usually becomes much larger, forming a
center manifold around the target state ρd, and most solutions ρ(t)
converge to points on this center manifold other than ρd. This is
still true for most non-generic stationary ρd, for the same reasons,
but unlike in the generic case, there are special target states that are
asymptotically stable even if the Hamiltonian does not satisfy the
criteria for ideal systems.
Example III.3. Consider the three-level system with H1 fully con-
nected but H0 not strongly regular
H0 =
(−ω 0 0
0 0 0
0 0 ω
)
, H1 =
(
0 1 1
1 0 1
1 1 0
)
.
Let ρd = diag(α1, . . . , αn) be the stationary target state, ρ = (βmn)
and ∆k` = αk − α`. Then
[ρ, ρd] =
(
0 −β12∆12 −β13∆23
β∗12∆12 0 −β23∆23
β∗13∆23 β
∗
23∆23 0
)
,
but for the given Hamiltonians H0 and H1, we find that any point ρ
in the LaSalle invariant set satisfies
[ρ, ρd] =
(
0 γ 0
γ∗ 0 −γ
0 −γ∗ 0
)
.
Fig. 1: Evolution of V (t) = V (ρ(t), ρd(t)) with y-axis in logarithmic
scale. Each graph shows V (t) for N = 50 different initial states ρ(0)
for a model system with H1 fully connected and H0 regular but not
strongly regular. (a) For ρd = diag(1, 0, 0) all trajectories appear
linear with negative slope in the semi-logarithmic plot, indicating
exponential convergence; (b) for ρd = diag(0, 1, 0) most trajectories
flat-line after some time at different non-zero distances, suggesting
those trajectories do not converge to ρd but its center manifold.
If ρd = diag(0, 1, 0), then any ρ ∈ E must satisfy β11 = β33,
β12 = β23, |β13| = β11 and |β12| = β11 − 2β211. Analogous to
the generic case, the points in LaSalle invariant set form a center
manifold around ρd and any solution starting outside E will stop
converging to ρd after certain time, as shown in Fig. 1 (b).
However, if ρd = diag(1, 0, 0) then any ρ ∈ E − {ρd} satisfies
ρ =
(
0 0 0
0 β22 β23
0 β∗23 β33
)
which corresponds to the maximum value of V (ρ, ρd). Therefore, any
solution starting outside E satisfies V (ρ(0), ρd) < Vmax and hence
converges ρd, as shown in Fig. 1(a).
This example shows that the non-generic case differs from the
generic one, but for most non-generic target states, a center manifold
around the target state will still appear for non-ideal Hamiltonians,
rendering the control design ineffective.
IV. PSEUDO-PURE TARGET STATES
Pseudo-pure states, although a subset of measure zero of all
possible states, deserve special consideration as they include the
important special class of pure quantum states, and non-pure pseudo-
pure states play an important role in applications such as ensemble-
based quantum information processing. Moreover, for pseudo-pure
target states the analysis simplifies, allowing us to derive the strong
stability results for both stationary and non-stationary target states.
Any pseudo-pure state ρd(0) can be written
ρd(0) = wΠ0 +
1− w
n− 1 Π
⊥
0 = wΠ0 + uΠ
⊥
0 , 0 < w ≤ 1, (11)
where Π0 = |Ψ0〉〈Ψ0| is a rank-1 projector onto some pure state
|Ψ0〉, and Π⊥0 is the projector onto the orthogonal subspace.
Theorem IV.1. Assuming ideal Hamiltonian, any solution ρ(t) such
that V (ρ(0), ρd(0)) < Vmax converges to ρd(t) as t→ +∞ except
4when ρd(0) = (rk`) has a single pair of non-zero off-diagonal entries
of the form rk` = 12 (w − u)eiα and rkk = r`` = 12 (w + u). In the
exceptional case any solution ρ(t) converges to the orbit of ρd(t) but
in general ρ(t) 6→ ρd(t) as t → +∞ and V (ρ, ρd) can take any
limiting value between 0 and Vmax.
Proof: For any (ρ1, ρ2) ∈ E, ρ1 and ρ2 must also be pseudo-
pure, with the same spectrum {w, u}, i.e., ρk = wΠk + uΠ⊥k for
k = 1, 2, and we have
[ρ1, ρ2] = (w − u)2[Π1,Π2]. (12)
Thus the LaSalle invariant set contains all points such that M =
[Π1,Π2] is diagonal, according to Theorem II.2. Let Πk = |Ψk〉〈Ψk|,
k = 0, 1, 2. Setting
|Ψ1〉 = (a1eiα1 , . . . , aneiαn)T ,
|Ψ2〉 = (b1eiβ1 , . . . , bneiβn)T ,
(13)
we have M = |Ψ1〉〈Ψ1|Ψ2〉〈Ψ2| − |Ψ2〉〈Ψ2|Ψ1〉〈Ψ1|. For
(ρ1, ρ2) ∈ E, the off-diagonal components of M must vanish:
Mk` = akb`e
i(αk−β`)〈Ψ1|Ψ2〉−a`bkei(βk−α`)〈Ψ2|Ψ1〉 = 0, (14)
for all k 6= `. Let 〈Ψ1|Ψ2〉 = reiθ . We have the following two cases.
(a) r = 0 i.e 〈Ψ1|Ψ2〉 = 0. In this case, [ρ1, ρ2] = 0, and
V (ρ1, ρ2) = Vmax = (w − u)2.
(b) If r 6= 0 then (14) together with Mkk = 0 gives:
.akb` = a`bk, βk + β` = αk + α` + 2θ (15)
If ak = 0 then 0 = akb` = a`bk for ` 6= k and we must have bk = 0
as a` = 0 ∀` is not allowed as ~a is a unit vector. Ditto for bk = 0.
Let I+ be the set of all indices k so that ak, bk 6= 0. Then
ak
bk
=
a`
b`
, ∀k, ` ∈ I+ (16)
and thus ~a = γ~b, where ~a = (ak) and ~b = (bk). Since ~a and ~b are
unit vectors in Rn+, γ = 1 and ~a = ~b.
As for the phase equations (15), if ak = bk = 0 then Mk` = 0 is
automatically satisfied, thus the only non-trivial equations are those
for k, ` ∈ I+. If the set I+ contains n1 > 2 indices then taking
pairwise differences of the n1(n1− 1)/2 non-trivial phase equations
and fixing the global phase of |Ψk〉 by setting αn1 = βn1 = 0 shows
that ~α = ~β. For example, suppose I+ = {1, 2, 3} then we have 3
non-trivial phase equations
β1 + β2 = α1 + α2 + 2θ,
β1 + β3 = α1 + α3 + 2θ,
β2 + β3 = α2 + α3 + 2θ,
taking pairwise differences gives
β2 − β3 = α2 − α3,
β1 − β3 = α1 − α3,
β1 − β2 = α1 − α2,
and setting α3 = β3 = 0 shows that we must have α2 = β2 and
α3 = β3. Thus, together with ~a = ~b we have ρ1 = ρ2. If I+
contains only a single element then |Ψ1〉 and |Ψ2〉 differ at most by
a global phase and again ρ1 = ρ2 follows. Incidentally, note that for
|Ψ1〉 = |Ψ2〉 we have 〈Ψ1|Ψ2〉 = 1, i.e., r = 1, θ = 0.
The only exceptional case arises when I+ contains exactly two
elements, say {1, 2}, as in this case there is only a single phase
equation β1 + β2 = α1 + α2 + 2θ, and thus even fixing the global
phase by setting α2 = β2 = 0, only yields β1 − α1 = 2θ. This
combined with ~a = ~b gives
reiθ = 〈Ψ1|Ψ2〉 = a21e2iθ + a22
Fig. 2: V (t) = V (ρ(t), ρd(t)) with y-axis in logarithmic scale. Each
graph shows V (t) for N = 50 different initial states ρ(0) for a two-
qubit system with ideal Hamiltonian. (a) For the target state |Ψ〉 =
1√
5
(1, 0, 0, 2)T all trajectories converge exponentially to the target.
(b) For the target state |Ψ〉 = 1√
2
(1, 0, 0, 1)T , most trajectories stop
converging after some finite time and limt→∞ V (t) > 0.
and thus a21e
iθ + a22e
−iθ = r or 2i sin θ(a21 − a22) = 0. Therefore,
either θ = 0 or a1 = a2. If θ = 0 then ~α = ~β and ρ1 = ρ2, which
is one possible solution in E. If θ 6= 0, then any (ρ1, ρ2) satisfying
|Ψ1〉 = 2−1/2(1, eiα, 0, . . . , 0)T (17a)
|Ψ2〉 = 2−1/2(1, eiβ , 0, . . . , 0)T (17b)
with β − α = 2θ is also in E. Hence, if |Ψ0〉 has only two nonzero
components with equal norm, e.g., if
ρd(0) =

r11 r12 0 . . . 0
r†12 r11 0 . . . 0
0 0 u
...
...
. . .
0 0 u
 , (18)
with r11 = 12 (w + u), r12 =
1
2
(w − u)eiα, and |Ψ0〉 =
21/2(1, eiα, 0, . . . , 0)T , then E contains all points (ρ1, ρ2) satisfy-
ing (17), which includes ρ1 = ρ2 and ρ1 ⊥ ρ2. Since ρ1 and ρ2
lie on the orbit of ρd(0), any solution ρ(t) will converge to this
orbit but we cannot guarantee ρ(t) → ρd(t) as t → +∞. For all
other ρd(0) E contains only points with either ρ1 = ρ2 or ρ1 ⊥ ρ2,
corresponding to V = 0 and V = Vmax, respectively, and since V is
non-increasing, any solution ρ(t) with V (ρ(0), ρd(0)) < Vmax will
converge to ρd(t) as t→ +∞.
V. APPLICATIONS FOR TWO-QUBIT SYSTEMS
Four-level (or two-qubit) systems are interesting for many reasons,
but for our purposes four-level systems are of interest as n = 4 is
the lowest dimension that admits states that are neither generic nor
pseudo-pure. Any stationary state ρd has one of the following forms:
• generic: ρd = diag(a, b, c, d)
• pseudo-pure: ρd = diag(a, b, b, b)
• other: ρd = diag(a, a, b, b)
where a, b, c, d are distinct. The first two cases correspond to the cases
discussed above and in [12]. In the third case, ρd = diag(a, a, b, b),
5the state manifold M is homeomorphic to the flag manifold
U(4)/U(2)×U(2), or SU(4)/{exp(σ) : σ ∈ C⊕T12⊕T34} and has
real dimension nM = 8. Let (a, a, b, b) represent diag(a, a, b, b), etc.
There are six stationary solutions: (a, a, b, b), (a, b, a, b), (a, b, b, a),
(b, a, a, b), (b, a, b, a) and (b, b, a, a). According to the results in
Section III, the critical points of V (ρ) = V (ρ, ρd) consist of
six components: two isolated hyperbolic critical points, (a, a, b, b)
and (b, b, a, a), corresponding to the global minimum V = 0 and
maximum V = 2(a − b)2, respectively, and four critical manifolds
homeomorphic to S2 × S2 on which V assumes the intermediate
value (a− b)2.
Calculating the Df (~s0) restricted to ST from the linearized
dynamics (9) at each stationary state ρ0, as in the proof of Theo-
rem III.2, shows that for ideal systems, the dimension of the stable
manifold at ρd = diag(a, a, b, b) is ns = 8 = nM, while at
(b, b, a, a), the dimension the unstable manifold nu = 8 = nM. Thus
these two points are a hyperbolic sink and source, respectively, with
Vmin = 0 and Vmax = 2(a− b)2. At any of the other four stationary
states, i.e., (a, b, a, b), (a, b, b, a), (b, a, b, a) and (b, b, a, a), we have
V0 = (a − b)2, a stable and unstable manifold of dimension 2
and two pairs of purely imaginary eigenvalues, showing that these
intermediate critical points are centers, but the dimension of the
corresponding center manifolds is less than nM, and each of these
centers has an unstable manifold. Therefore, the center manifolds and
the set of states that are attracted to them, form a set of measure zero
in the state space, and even in the vicinity of a center manifold, many
states will converge to ρd. Thus we can say that ρd is almost globally
asymptotically stable.
While this suggests that the Lyapunov design is mostly effective,
at least for ideal Hamiltonian, unfortunately, it still fails for some
of the most interesting problems. As an example, consider the
problem of Bell state generation, i.e., tracking the trajectory of a
maximally entangled state such as |Ψ+〉 = 1√2 (|00〉 + |11〉), which
is important in quantum information. Setting ρd(0) = |Ψ+〉〈Ψ+|
we see immediately that we cannot track this state because ρd(0)
satisfies the conditions of Theorem IV.1 for which the method fails:
Since ρd(0) is pure we have w = 1 and u = 0 and taking
the standard Pauli product basis we have ρd(0) = (rk`) with
r11 = r14 = r41 = r44 =
1
2
and rk` = 0 otherwise. Fig. 2(b) shows
that most initial states converge to points in the invariant set E that are
finite distance from ρd. We could console ourselves that the method
does work well for most other target states such as the example in
Fig. 2(a). However, the effectiveness of the method in these cases is
predicated on the assumption of ideal Hamiltonians, which excludes
most typical physical Hamiltonians such as H0 = 0.1σz ⊗ σz and
H1 = σx ⊗ I+ 0.9 I⊗ σx for a system with constant Ising coupling
and local x-rotations. In this case H0 is not even regular and many
of the off-diagonal elements of H1 are zero, and the invariant set E
becomes huge, rendering the method ineffective.
VI. CONCLUSION
We have extended our previous work on Lyapunov control for
generic quantum states to the non-generic case. Although the LaSalle
invariant set is now much larger, containing critical manifolds, we find
that for ideal Hamiltonian, the stationary target state is still almost
globally asymptotically stable. For non-ideal systems we find that
in general the target state changes from an isolated asymptotically
stable minimum to a center on a center manifold as in the generic
case, but unlike in the generic case, there are special cases where a
non-generic target state remains asymptotically stable under non-ideal
Hamiltonian, though these states are exceptional. For the important
class of pseudo-pure states, necessary and sufficient conditions for
convergence to the target state for both stationary and non-stationary
cases are derived by alternative mean. Finally, application to two-
qubit systems shows that even for ideal systems the small set of
(non-stationary) states that are non-trackable using Lyapunov control
includes some of the most interesting cases such as CAT states and
maximally-entangled Bell states.
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APPENDIX
A standard basis for the Lie algebra su(n) is given by {λk`, λ¯k`, λk}
for 1 ≤ k < ` ≤ n, where
λk = i(eˆkk − eˆk+1,k+1) (19a)
λk` = i(eˆk` + eˆ`k), λ¯k` = (eˆk` − eˆ`k) (19b)
and the (k, `)th entry of the matrix eˆmn is δkmδ`n, and i =
√−1.
We have the useful identities
Tr(λk`λk′`′) = Tr(λ¯k`λ¯k′`′) = −2δkk′δ``′ (20a)
Tr(λk`λ¯k′`′) = 0 (20b)
and for a diagonal matrix D =
∑n
k=1
dkeˆkk we have [D,λk] = 0,
[D,λk`] = +i(dk − d`)λ¯k`, [D, λ¯k`] = −i(dk − d`)λk`. (21)
The basis (19) is not orthonormal but we can define an equiv-
alent orthonormal basis by normalizing the n2 − n non-Cartan
generators 1√
2
λk` and 1√2 λ¯k`, and defining the n − 1 orthonor-
mal generators for the Cartan subalgebra σn2−n+r = i[r(r +
1)]−1/2
(∑r
s=1
eˆss − reˆr+1,r+1
)
for r = 1, . . . , n− 1.
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