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Abstract This paper presents a schemewhere the cubic B-spline method is developed for Multi-Degrees-
Of-Freedom (MDOF) systems. In the proposed approach, a straightforward formulation in a fluentmanner
was derived from the approximation of the response of the systemwith a B-spline basis. In this way, there
is no need to use a special pre-starting procedure to commence solving the problem. A simple step-by-step
algorithm is implemented andpresented to calculate the dynamic response ofMDOF systems. Stability and
accuracy analyses have been done in this paper. The results of the accuracy investigation were compared
with some other state of the art methods. Actually, this method lies in cases of conditionally stable
methods. The validity and effectiveness of the proposed method is demonstrated with two examples.
© 2013 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
Step-by-step time integration algorithms are widely used
in the computational analysis of structural dynamics. Efficient
and accurate numerical integration methods have been, and
continue to be, the focus of considerable attention because
they have an inherent simplicity in solving Multi-Degrees-Of-
Freedom (MDOF) problems of structural dynamics. Time inte-
gration methods are the most suitable methods for nonlinear
problems in structural dynamics, and for dynamic analysis of
very large structures.
The simulation of a complex dynamic system requires a high
efficient algorithmof time integration, with high accuracy and a
limited amount of computation. This requirement has attracted
many researchers [1–4]. Today, we are mostly interested in
those numerical methods which not only provide acceptable
accuracy and stability, but also solve a problem in the least
possible time.
∗ Corresponding author.
E-mail address: saeed.shojaee@mail.uk.ac.ir (S. Shojaee).
Peer review under responsibility of Sharif University of Technology.
1026-3098© 2013 Sharif University of Technology. Production and hosting by Els
doi:10.1016/j.scient.2012.12.003Generally, there are two basic categories of step-by-step
integration methods. One is explicit [5–9] and the other is
implicit [10–14]. A method is explicit if the equation of motion
of the current time-step is not used in determining the current
step displacement, while it is implicit if that is involved [15].
Nonlinear problems in structural dynamics are frequently
solved by application of explicit time integration methods. The
most significant advantage of the explicit method is that it can
be implemented quite easily, and requires only low amounts
of storage capacity. The major drawback, however, is its con-
ditional stability. This means that there is a critical time-step,
1tcr , which should not be exceeded in the analysis. The mag-
nitude of this critical time-step depends on the largest natural
frequency of the linearized system, and hence, on the size of the
smallest elements in the structuralmodel. The overall efficiency
of the method is, therefore, significantly dependent on the size
of the critical time-step. The time resolution obtained by1tcr , is
not always necessary for reasonable accuracy of many results.
Hence, from an accuracy point of view, the time-step could be
made significantly larger [1].
In addition, explicit algorithms are very efficient for shock
response and wave propagation problems, in which the con-
tribution of intermediate and high frequency structural modes
to the response is important. Meanwhile, since the implemen-
tation of an explicit method is much simpler than an implicit
method for performing pseudo-dynamic tests [5,16], some ex-
plicit methods have been developed for pseudo-dynamic tests.
evier B.V. Open access under CC BY-NC-ND license.
24 S. Rostami et al. / Scientia Iranica, Transactions A: Civil Engineering 20 (2013) 23–33Figure 1: Periodic cubic B-spline basis functions.Implementation of the cubic B-spline function for the
numerical solution of dynamic responses of Single-Degree-
Of-Freedom (SDOF) systems has been recently presented by
Shojaee et al. [17]. In this study, the proposed method is
generated for solving MDOF systems.
For most applications, B-splines have become a widely ac-
cepted standard because of their flexibility and computational
efficiency. In recent years, Caglar et al. in a series of papers
[18–22] used B-splines with various degrees to solve several
mathematical Boundary Values Problems (BVPs). In the field of
dynamic problems, Liu employed piecewise Birkhoff interpola-
tion polynomials for the solution of the dynamic response of a
MDOF system [23]. In another paper [24], Liu extended the pro-
cedure to smoothly varying loading cases by using the piece-
wise second or third-degree Lagrange polynomial for a linear
SDOF system. Inoue and Sueoka [25] presented a step-by-step
integration scheme by utilizing the cardinal B-spline.
We can introduce a B-spline curve as a linear combination of
basis functions by specifying its order, control points and knot
vector [26]. As the theory of B-spline is a very active field in
approximation and in solving differential equations, we tried
to use this function as a basis. In this paper, we describe the
construction of the cubic B-spline basis to approximate the
differential equation of motion governing MDOF systems as an
initial value problem. The consequence of implementing this
approach is a single step explicit and straightforward formu-
lation. As a result, the displacement, velocity and acceleration
values are submitted independently, and, hence, by decreasing
the solution formulation, reserving time during the analysis.
This paper is organized as follows. In the next section, we
have brief review of the cubic B-splines. Section 3 is allocated
to implementation of the cubic B-spline on MDOF systems.
Sections 4 and 5 are devoted to investigation of the stability and
accuracy of this method, respectively. In Section 6 the validity
of this proposed method is illustrated with two examples.
2. Cubic B-spline interpolation
A detailed description of B-spline functions generated by
subdivisions can be found in Ref. [27] and a review on cubic
B-spline functions is available in [17].
Generally, consider the piecewise polynomial. Let [a, b] ⊂ R
be a finite interval and we introduce a set of partition Ω =
{t0, t1, t2, . . . , tn} of [a, b] as the knot vector, where ti is called
the knot of the partition. Let S3(Ω) be the space of continuously
differentiable, piecewise, third-degree polynomials onΩ . Thatis, S3(Ω) is the space of the third-degree basis function on Ω .
The third-degree B-spline basis functions are defined as:
Bi,3(t) = 161t3

(t − ti)3, ti ≤ t ≤ ti+1
1t3 + 31t2(t − ti+1)+ 31t(t − ti+1)2
−3(t − ti+1)3, ti+1 ≤ t ≤ ti+2
1t3 + 31t2(ti+3 − t)+ 31t(ti+3 − t)2
−3(ti+3 − t)3, ti+2 ≤ t ≤ ti+3
(ti+4 − t)3, ti+3 ≤ t ≤ ti+4.
(1)
Figure 1 shows Bi,3(t) among other basis functions. These bell
shape functionsmove to the right, consecutively. Thus, for cubic
B-spline, periodic uniform knot vectors yield periodic uniform
basis functions for which;
Bi,3(t) = Bi−1,3(t − 1) = Bi+1,3(t + 1). (2)
In this paper, tis refer to time values, which generally start from
zero (t0 = 0) and 1t is the time interval. Due to the property
of the basis function, Bi,3 can be easily obtained, as Bi,3(t) =
B0,3(t − i1t), i = −3,−2,−1, . . . . Next, we will have its first
and second derivatives, as B′0,3 and B
′′
0,3, respectively. According
to the previous discussions,we can simply obtain other Bi,3s and
their derivatives just by transference.
For a uniform knot vector beginning at 0 with integer spac-
ing, a usable parameter range is td ≤ t ≤ tn−d. Thus, for the
cubic B-spline, (d = 3) which we have used in this work, if we
want to start from t0 = 0, we have to consider the basis func-
tions from B−3,3.
The cubic B-spline interpolation is a linear combination of
the cubic B-spline basis as follows:
Sd(t) =
n−1
i=−3
CiBi,3(t), (3)
where Ci (control points) are unknown real coefficients and
Bi,3(t) are third-degree (cubic) B-spline functions [26,28].
3. Implementation of cubic B-spline on MDOF systems
In this section, cubic (third-degree) B-splines are used to
construct numerical solutions to the second order differential
equations ofmotion. The equation of equilibrium governing the
linear dynamic response of a system with multi-degrees-of-
freedom is written as:
MU¨t + DU˙t + KUt = Ft , (4)
where M, D and K are the mass, damping, and stiffness ma-
trices, respectively, F is the vector of externally applied loads,
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vectors of the discrete nodes on the structure [29].
Eq. (4) can be given by a set of discrete values of applied
forces in load vector forms. The responses, including displace-
ment, velocity and acceleration vectors, are also determined at
the discrete time instant. These vectors, assumed to be known,
satisfy Eq. (4) at each time instant.
The cubic B-spline is used to construct a numerical solution
to Eq. (4). Here, we utilize Eq. (1), as1t (time interval). To solve
the second-order boundary value problem, Bi, B′i and B
′′
i evalu-
ated at the nodal points (knots) are needed. Their coefficients
are summarized in Table 1.
Let:
uk(t) =
n−1
i=−3
Ci,kBi,3(t), (5)
be the approximation solution of Eq. (4) for each discrete point,
therefore:
u˙k(t) =
n−1
i=−3
Ci,kB′i,3(t), (6)
and:
u¨k(t) =
n−1
i=−3
Ci,kB′′i,3(t), (7)
describe the approximate functions of velocity and accelera-
tion, respectively. Let t0, t1, t2, . . . , tn be n + 1 grid points in
the time interval [0, td]. Just here, the unknown real coeffi-
cient, Ci,ks, has an extra index, k, regarding the main formula-
tion (i.e. Eq. (3)), which introduces each degree of freedom, so
that k = 1, 2, 3, . . . ,N , where N is the number of all degrees of
freedom. Using Eqs. (5)–(7), the matrix–vector equation (4) can
be written, as below, in each time instant, t = tj:
∀tj ∈ [0, td],
M11 · · · M1N... . . . ...
MN1 · · · MNN


n−1
i=−3
Ci,1B′′i,3(tj)
...
n−1
i=−3
Ci,NB′′i,3(tj)

+
D11 · · · D1N... . . . ...
DN1 · · · DNN


n−1
i=−3
Ci,1B′i,3(tj)
...
n−1
i=−3
Ci,NB′i,3(tj)

+
K11 · · · K1N... . . . ...
KN1 · · · KNN


n−1
i=−3
Ci,1Bi,3(tj)
...
n−1
i=−3
Ci,NBi,3(tj)

=

F1(tj)
...
FN(tj)
 . (8)Table 1: Values of Bi, B′i and B
′′
i .
ti ti+1 ti+2 ti+3 ti+4
Bi 0 1/6 2/3 1/6 0
B′i 0 1/21t 0 −1/21t 0
B′′i 0 1/1t2 −2/1t2 1/1t2 0
Expanding the above linear equations systems for each row
(k = 1, 2, . . . ,N) gives:
∀tj ∈ [0, td], Mk1 ×
n−1
i=−3
Ci,1B′′i,3(tj)
+Mk2 ×
n−1
i=−3
Ci,2B′′i,3(tj)+ · · · +MkN ×
n−1
i=−3
Ci,NB′′i,3(tj)
+Dk1 ×
n−1
i=−3
Ci,1B′i,3(tj)+ D12 ×
n−1
i=−3
Ck,2B′i,3(tj)+ · · ·
+D1N ×
n−1
i=−3
Ci,NB′i,3(tj)+ Kk1 ×
n−1
i=−3
Ci,1Bi,3(tj)
+Kk2 ×
n−1
i=−3
Ci,2Bi,3(tj)+ · · · + KkN ×
n−1
i=−3
Ci,NBi,3(tj)
= Fk(tj). (9)
Substituting the values of the spline function at the knots
{ti}ni=0, which have been determined in Table 1, and factoring
Cζηs unknown coefficients, we can summarize the above given
equation, as follows:
αk1Cj−3,1 + βk1Cj−2,1 + γk1Cj−1,1 + · · · + αkNCj−3,N
+βkNCj−2,N + γkNCj−1,N = Fk(tj)
j = 0, 1, 2, . . . , n and k = 1, 2, . . . ,N, (10)
where αij, βij and γij are constant values as:
αij =

Mij
1t2
− Dij
21t
+ Kij
6

, βij =
−2Mij
1t2
+ 2Kij
3

γij =

Mij
1t2
+ Dij
21t
+ Kij
6

, i, j = 1, 2, . . . ,N.
If we write Eq. (10) for each degree of freedom (i.e. k = 1,
2, . . . ,N), we will come to a matrix–vector equation, as below:
α11 α12 · · · α1N
α21 α22 · · · α2N
...
...
. . .
...
αN1 αN2 · · · αNN


Cj−3,1
Cj−3,2
...
Cj−3,N

+

β11 β12 · · · β1N
β21 β22 · · · β2N
...
...
. . .
...
βN1 βN2 · · · βNN


Cj−2,1
Cj−2,2
...
Cj−2,N

+

γ11 γ12 · · · γ1N
γ21 γ22 · · · γ2N
...
...
. . .
...
γN1 γN2 · · · γNN


Cj−1,1
Cj−1,2
...
Cj−1,N

=

F1(tj)
F2(tj)
...
FN(tj)
 j = 0, 1, 2, . . . , n, (11)
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which have N ×N square dimensions made of constant known
elements and the vectors of unknowncoefficients (i.e.Cζηs), and
the right term includes the vector of known applied forces to
each discrete node of the structure at each time instant, tj. Eq.
(11) can be written in a summarized form as:
[α]N×N

Cj−3

N×1 + [β]N×N

Cj−2

N×1 + [γ ]N×N

Cj−1

N×1
= F(tj)N×1 . (12)
If we use Eq. (12) at any time instant tj, j = 0, 1, . . . , n, and
use initial conditions, we will have n + 3 unknown vectors of
coefficients ({Ci}s) and n + 3 matrix equations, while n + 1
matrix equations are located on force points, two of which are
related to initial conditions. Initial conditions include initial
displacement and velocity in vector forms,which can bewritten
as:
{u(t0)} = U0 ⇒

n−1
i=−3
Ci,1Bi,3(t0),
n−1
i=−3
Ci,2Bi,3(t0), . . . ,
n−1
i=−3
Ci,NBi,3(t0)
T
= u01, u02, . . . , u0NT , (13)
{v(t0)} = V0 ⇒

n−1
i=−3
Ci,1B′i,3(t0),
n−1
i=−3
Ci,2B′i,3(t0), . . . ,
n−1
i=−3
Ci,NB′i,3(t0)
T
= v01, v02, . . . , v0NT . (14)
As in time point t0 = 0, there are only three nonzero basis
functions. Using the value on Table 1, it is simply possible to
write both Eqs. (13) and (14) like this:
{u0} = 16 {C−3} +
2
3
{C−2} + 16 {C−1} , (15)
{v0} = −121t {C−3} +
1
21t
{C−1} , (16)
where {Ci} stands for a N-dimensional vector in this form:
{Ci} =

Ci,1, Ci,2, . . . , Ci,N
T
. (17)
The spline solution of Eq. (4) with the initial conditions is
obtained by solving the following matrix equation. The matrix
is constructed using Eqs. (15), (16) and (12). Then, as a result, a
system of n + 3 linear matrix equations in the n + 3 unknown
vectors, {C−3} , {C−2} , . . . , {Cn−1}, is obtained. This system can
be written in the matrix–vector form as follows:
{F} = [ψ] {C}, (18)
where:
{F} = [{u0}, {v0} , {F(t0)}, {F(t1)} , . . . , {F(tn)}]T ,
{C} = [{C−3} , {C−2} , {C−1} , {Co} , . . . , {Cn−1}]T ,and ψ is a (n + 3)(n + 3)-dimensional matrix shown in the
following form:
1
6
[I]
2
3
[I]
1
6
[I] [0] · · · · · · · · · [0]
−1
21t
[I] [0]
1
21t
[I] [0] · · · · · · · · · [0]
[α] [β] [γ ] [0] · · · · · · · · · [0]
[0] [α] [β] [γ ] [0] · · · · · · [0]
... [0] [α] [β] [γ ] [0] ...
...
...
. . .
. . .
. . .
. . .
. . .
...
...
... [0] [α] [β] [γ ] [0]
[0] [0] · · · · · · [0] [α] [β] [γ ]

.
In fact, each element in vectors {F} and {C} is an
N-dimensional vector itself, and subsequently, each element
in matrix ψ is an N × N-dimensional matrix itself. Therefore,
the real dimension of matrix ψ becomes N(n + 3) × N(n +
3). [α] , [β] and [γ ] are the known matrices that are used in
Eq. (12) and [I] is the unit matrix.
According to the sparse and bandwidth form of matrix ψ ,
here, there is no need to inverse it completely in order to find
the unknown vectors of coefficients ({Ci}s). At the beginning,
to find the first three unknown vectors of coefficients (i.e.
{C−3} , {C−2} and {C−1}), we can consider just the first three
vector rows and columns of matrix ψ , like:
 {u0}
{v0}
{F(t0)}

=

1
6
[I]
2
3
[I]
1
6
[I]
−1
21t
[I] [0]
1
21t
[I]
[α] [β] [γ ]
×
{C−3}
{C−2}
{C−1}

. (19)
Because the matrix in Eq. (19) is a block one, solving the above
equation in block form, we get to:
{C−3} = [Φ]−1

[β]−1

{F(t0)} − 21t [γ ] {v0}

− 3
2
{u0} − 1t2 {v0}

, (20a)
where [Φ] = [β]−1 [α]+ [γ ]− 12 [I] and
{C−2} = 32 {u0} −
1t
2
{v0} − 12 {C−3} , (20b)
{C−1} = 21t {v0} + {C−3} . (20c)
Later, to find the remainder of unknown vectors of coeffi-
cients (i.e. {C0} , {C1} , . . . , {Cn−1}), again, we use Eq. (18) and
develop it from the fourth vector row to the end. Then, as a re-
sult, we get to a recursive relation to find {Ci} unknown vectors
for i = 0, 1, . . . , n− 1 as:
{Ci} = [γ ]−1 ({F(ti+1)− [α] {Ci−2}} − [β] {Ci−1})
i = 0, 1, 2, . . . , n− 1. (21)
Here {Ci−1} and {Ci−2} known vectors have been used to
determine the {Ci} unknown vector in an explicit form. Now,
having all unknown vectors of coefficients ({Ci}s) in hand, we
can determine system displacement, velocity and acceleration
values in each time point and for each degree of freedom using
Eqs. (5)–(7). As only three basis functions have nonzero values
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as follows:
uk(tj) = 16

Cj−3,k + 4Cj−2,k + Ci−1,k

, (22a)
u˙k(tj) = 121t

Cj−1,k − Cj−3,k

, (22b)
u¨k(tj) = 1
1t2

Cj−3,k − 2Cj−2,k + Cj−1,k

, (22c)
where index k = 1, 2, 3, . . . ,N refers to each degree of free-
dom and also index j = 0, 1, 2, . . . , n introduces the time in-
stant. It might be better to show the outcomes in vector forms,
thus, we can describe:

u(tj)
 = Cj−3 , Cj−2 , Cj−11/62/3
1/6

, (23a)

u˙(tj)
 = Cj−3 , Cj−1 −1/21t1/21t

, (23b)
and:

u¨(tj)
 = Cj−3 , Cj−2 , Cj−1
 1/1t
2
−2/1t2
1/1t2
 , (23c)
as the vectors of displacement, velocity and acceleration at
each time instant, tj, for all degrees of freedom, respectively. In
these relations, {Ci} vectors have N elements and are defined as
Eq. (17). The complete algorithm used in this proposed method
is given in Table 2.
4. Numerical stability
Step-by-step numerical integration methods transfer the
state at the tth step to the (t+1t)th step and this can bewritten
as follows:
Xˆt+1t

= [A]

Xˆt

+ [L]

fˆt+υ

, (24)
where Xˆt is the displacement, velocity or acceleration that is
derived from the last step. A is the amplification matrix which
transfers Xˆt to the next step. fˆt+υ is the external force at each
step and L is the load factor vector to relate external force
to Xˆt+1t . Each quantity in Eq. (24) depends on the specific
integration scheme employed [15,30].
To investigate the stability of the proposed method, at first,
it is required to find the amplification matrix, thus, we have
to construct the relation in which the values of displacement,
velocity and acceleration at the end of each time-step are
written in terms of those very values at the beginning of each
time-step for a SDOF system. Therefore, if we solve Eqs. (23) in
order to reach Ci−1, Ci−2 and Ci−3, we would have:
Ci−1 = ui +1tu˙i + 1t
2
3
u¨i, (25a)
Ci−2 = ui − 1t
2
6
u¨i, (25b)
Ci−3 = ui −1tu˙i + 1t
2
3
u¨i. (25c)Setting Eq. (25a) at current time (t) equal to Eq. (25b) at the
next time (t +1t), we will get to:
Ci−1 = ui +1tu˙i + 1t
2
3
u¨i = ui+1 − 1t
2
6
u¨i+1. (26)
Then, if we arrange the above equation in terms of ui+1, it can
be expressed as:
ui+1 = ui +1tu˙i + 1t
2
6
(u¨i+1 + 2u¨i). (27)
Similarly, if we do this process for Eq. (25b) at current time t ,
and Eq. (25c) at the next time (t + 1t), and then arrange the
outcome in terms of u˙i+1, we get to:
u˙i+1 = u˙i + 1t2 (u¨i+1 + u¨i). (28)
Now, having Eqs. (27) and (28) in hand, it is possible tomake the
amplification matrix. The amplification matrix is obtained by
solving the differential equation of motion governing the SDOF
system in the t +1t time instant as follows:
u¨t+1t + 2ξωu˙t+1t + ω2ut+1t = ft+1t , (29)
where ft+1t = Ft+1t/m. Using Eqs. (27) and (28) at time t +1t
to substitute into Eq. (29), an equation is obtained with u¨t+1t
as the only unknown. Solving it for u¨t+1t and substituting into
Eqs. (27) and (28), the following relationship of Eq. (24) is es-
tablished as:u¨t+1t
u˙t+1t
ut+1t

= [A]
u¨t
u˙t
ut

+ {L}ft+1t , (30)
where:
A =

−κ − µ
3
−1
1t
(2κ − µ) −µ
1t2
1t

1
2
− κ
2
− µ
6
 
1− κ − µ
2
 −µ
21t
1t2
3

1− κ
2
− µ
6

1t

1− κ
3
− µ
6
 
1− µ
6

 ,
L =

µ
ω21t2
µ
2ω21t
µ
6ω2
 , µ =

1
ω21t2
+ 1
6
+ ξ
ω1t
−1
,
κ = ξµ
ω1t
.
According to the fact that the stability of an integration
method is determined by examining the behavior of the numer-
ical solution for arbitrary initial conditions, we consider the in-
tegration of Eq. (29) when no load is satisfied, i.e., f = 0 [15].
Stability analysis can be performed by solving the eigen-
problemof the amplificationmatrix. The eigenvalues and eigen-
vectors of A are calculated using [A] {Φ} = λ {Φ} or |A− λI|
= 0. Here, {Φ} is the eigenvector concerned with eigenvalue, λ.
Now, in order to have a stable solution, the norm of the eigen-
values should be less than unity;
ρ(A) = max(∥λ1∥, ∥λ2∥, ∥λ3∥) ≤ 1. (31)
In this equation, ρ(A) is the spectral radius which is a function
of time-step length, 1t . As the spectral radius slightly changes
with the variation of damping ratio, here, we assume ξ = 0
in the amplification matrix, which resulted in 0.55T for the
maximum value of1t in the case of ρ(A) = 1 [17].
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A. Initial calculation:
1-Form stiffness matrix K, mass matrixM, and damping matrix D of the system.
2-Specify the force values vector applied to the system in each time instant.
3-Initialize U0 and V0 as displacement and velocity vectors.
4-Select appropriate time-step (1t < 1tcritical) and calculate constant matrices [α] , [β] and [γ ] as
αij =

Mij
1t2
− Dij21t + Kij6

βij =
−2Mij
1t2
+ 2Kij3

γij =

Mij
1t2
+ Dij21t + Kij6

where i, j = 1, 2, . . . ,N(N : number of degrees of freedom)
5-Using the below terms determine the values of three unknown vector coefficients ({C−3} , {C−2} and {C−1});
{C−3} = [Φ]−1
{F(t0)} − 21t [γ ] {v0} − [β]  32 {u0} − 1t2 {v0}{C−2} = 32 {u0} − 1t2 {v0} − 12 {C−3}{C−1} = 21t {v0} + {C−3}
where [Φ] = [α]− 12 [β] + [γ ]
6-Calculate invert of the matrix [γ ].
[γ¯ ] = [γ ]−1
B. For each time-step (i = 0, 1, . . . , n):
1-Calculate vector of displacement, velocity and acceleration simultaneously by:
u(tj)
 = Cj−3 , Cj−2 , Cj−1
1/62/31/6


u˙(tj)
 = Cj−3 , Cj−1 −1/21t1/21t


u¨(tj)
 = Cj−3 , Cj−2 , Cj−1
 1/1t
2
−2/1t2
1/1t2

2-Calculate unknown vector of coefficients {Ci} from i = 0 to (n− 1) by:
{Ci} = [γ¯ ]× ({F(ti+1)− [α] {Ci−2}} − [β] {Ci−1})Figure 2: Spectral radius in terms of1T/T variation for the proposed method.
Figure 2 shows the variation of spectral radius in terms of
variation of1t/T for the proposedmethod. Here, T is the period
of the system. Thus, the condition of stability is 1tcritical =
0.55T in this proposed method, which is exactly the same as
that in the linear acceleration method (Wilson-θ method with
θ = 1) [14]. Of course, it can be resulted from the sameness of
the amplification matrix for both methods.
5. Numerical accuracy
In general, the accuracy of a numerical algorithm is
associated with the rate of convergence of the computed
response with the exact response, as 1t → 0. The accuracy of
a numerical step-by-step procedure is usually characterized
using computed results from the free vibration response
analysis of undamped SDOF systems compared with the results
from a closed form (exact) solution to the equation of motion.
In addition, the information from the free vibration studies isoften combined with frequency characteristics of the forcing
function [4].
5.1. Error in free vibration response
Error is inherent in any numerical solution of the equation
of motion. A common method used to gain insight into the
magnitude of error for a numerical step by step procedure
is to quantify the difference in computed displacements
with the exact displacements for an undamped SDOF system
in free vibration. An undamped SDOF system under initial
displacement, x0, and initial velocity, x˙0, has a cyclic response
with a constant maximum amplitude;
|x(t)|max =

x20 +

x˙0
ω
2
, (32)
and constant period T0, equal to 2π/ω. These attributes of
a periodic response and the same maximum displacement
amplitude in each cycle facilitate the assessment of the error
in the displacements, computed using a numerical step by
step analysis procedure. In general, two definitions of error are
applicable for the free vibration problem:
(a) Amplitude decay,
(b) Period elongation.
These two types of error are shown in idealized schematic
representation in the central upper diagram in Figure 3 for
one complete cycle of displacement, x. Since the SDOF system
is undamped, any amplitude decay in displacement x (per
cycle), computed using a numerical step by step procedure,
will be a measure of the error in the computed response.
This error measurement is sometimes reported as ‘‘algorithmic
damping’’, since the actual response for the SDOF system is
S. Rostami et al. / Scientia Iranica, Transactions A: Civil Engineering 20 (2013) 23–33 29Figure 3: Accuracy investigation. (a) Amplitude decay; (b) Period elongation.undampedwith no amplitude decay per cycle. Amplitude decay
is converted to algorithmic damping using the equation given in
the central upper schematic representation. The second type of
error possible is referred to as period elongation and measures
the extension in the time increment it takes to complete each
cycle of harmonic response.
In this way, to investigate the accuracy of the proposed
method, we consider an undamped SDOF system defined by:

x¨(t)+ ω2x(t) = 0
x0 = 1; x˙0 = 0; x¨0 = −ω2 (33)
for which the exact solution is x = cosωt . The response has
been calculated through numerical methods and compared to
the response from the exact solution. And two types of error
have been calculated based on 1t/T0 variations. The results
have been shown in Figure 3 for comparison.
5.2. Error in response of damped system to ground motion
In order to investigate the accuracy of the proposedmethod,
with respect to changes in applied load frequency content, we
consider a linear SDOF systemunder three ground accelerations
with different frequency contents. Figure 4 shows the system
characteristics and three used ground acceleration time-
histories. All three ground motions contain twenty cycles of
sinusoidal acceleration with peak ground acceleration of 1g .The three acceleration time-histories are distinguished from
one another by the time interval required to complete each
cycle of sinusoidal acceleration, designated as Tg . The values
of Tg are 0.05, 0.25 and 1.0 s, possessing cyclic frequencies, fg ,
of 20, 4 and 1 Hz, respectively. Accordingly, the corresponding
durations of ground motion are 1, 5, and 20 s, respectively. The
time increments,1t , used in this numerical study are 0.02 and
0.01 s, in order to examine the effect of time-step variations on
the accuracy of the proposed method.
The problem is solved through seven algorithms including
Duhamel integration,Wilson (θ = 1, θ = 1.4), Newmark (β =
1/6, γ = 1/2), linear acceleration, central difference, 4th order
Runge–Kutta and the proposed method (cubic B-spline). The
responses of these numerical methods are compared with
those from the exact solution. All in all, 126 response time-
histories have been examined in order to be compared with
their corresponding exact solutions and the levels of error have
been calculated.
In this section, a new definition of numerical error is
considered (see Figure 5). As a sample, in Figure 5, theupper plot
is a sample of a relative displacement time–history compared
to the exact solution. The time–history of 100 response values
(100 = duration of ground motion/1t) computed using the
cubicB-splinemethod, and the response values computedusing
the exact method, are searched numerically for ‘‘peaks and
valleys’’. The error in the computed response values, relative
displacement in this figure, is then computed for each peak and
valley point. An example error calculation is made for the first
30 S. Rostami et al. / Scientia Iranica, Transactions A: Civil Engineering 20 (2013) 23–33Figure 4: A SDOF system under sinusoidal ground acceleration with three different frequencies.Figure 5: Error in relative displacements computed using linear acceleration method for an SDOF system (T0 = 0.25 s)with a sinusoidal forcing function of period
Tg = 0.05 s and1t = 0.01 s.‘‘peak’’ relative displacement response value and identified as
such in the insert to the right in Figure 5. This insert shows
that the rate of error for the first peak relative displacement
value occurs at 0.06 s, and it is about 14%. This error point and
23 others are plotted versus time of occurrence in the figure
located immediately below the relative displacement response
time–history.
Totally, a series of error evaluations similar to that described
in Figure 5 was made for the remaining 125 response time-
histories. These error evaluations were performed on all three
response variables: relative displacement, relative velocity and
relative acceleration. The range in error for all significant peaks
and valleys of a given response parameter throughout the
duration of shaking was tabulated, along with the error in
the maximum response parameter value. The results of these
extensive error evaluations are summarized in Table 3 forrelative displacement (designated Rel. D), relative velocity (Rel.
V) and relative acceleration (Rel. A). In this table, the accuracy
in the computed results for the three response parameters is
shown to correlate with the ratio 1t/Tg . Thus, the impact of
the two most important parameters (time-step and period of
applied load) on the accuracy of the computed results can be
characterized in termsof a single variable.Meanwhile, the time-
steps,1t , have been considered as 0.02 and 0.01 s.
In general, the results given in Table 3 demonstrate that
the accuracy of the proposed method, like other numerical
algorithms, depends on the frequency content of the ground
motion, with all other variables kept constant. The magnitudes
of error for all three response parameters increase as the
frequency of the ground motion increases. In addition, the
results prove that the rate of error in the cubic B-spline method
is entirely the same as in the linear acceleration method.
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1t = 0.02 and1t = 0.01 s.
Tg (s) Parameter
1T
Tg
Error in maximum response (average error for peak
and valley values)
1T
Tg
Error in maximum response (average error for peak
and valley values)
DHM NMKWIL
(θ = 1)
linear acc.
cubic B-spline
WIL
(θ = 1.4)
CDM RGK DHM NMKWIL
(θ = 1)
linear acc.
cubic B-spline
WIL
(θ = 1.4)
CDM RGK
0.05
Rel. D
0.4
53.5 54.1 57 30 52
0.2
13.2 13.6 14.8 6.96 12.5
(53.7) (56.7) (75.3) (72.5) (56) (13.3) (13.4) (21.1) (15.7) (13.4)
Rel. V 58.6 59.7 61.5 58.1 61 13.48 14.1 15.84 12.85 13.1(60) (59.4) (60.6) (57.8) (70) (13.5) (13.9) (15.6) (13.1) (13.3)
Rel. A 9.7 9.8 13.6 5.5 10.3 2.39 2.45 4.9 1.27 2.5(12.7) (12.3) (14.7) (13.9) (13.1) (3.03) (3.13) (4.46) (2.93) (3.11)
0.25
Rel. D
0.08
2.09 5.31 25.14 6.21 2.6
0.04
0.53 0.62 2.45 1.02 2.2
(2.09) (6.42) (21.9) (6.58) (2.3) (0.53) (1.81) (6.75) (2.12) (3.22)
Rel. V 2.09 1.72 14.3 1.98 1.7 0.52 0.29 1.26 0.35 3.4(2.09) (6.5) (21.1) (6.05) (1.9) (0.53) (1.95) (7.2) (1.7) (3.25)
Rel. A 2.21 4.6 27.1 5.35 6.5 0.54 0.39 3.11 0.78 0.47(1.98) (6.5) (21.9) (6.41) (8.1) (0.56) (1.69) (6.26) (1.5) (1.23)
1.00
Rel. D
0.02
0.13 1.33 6.19 1.65 0.4
0.01
0.03 0.21 1.06 0.35 0.92
(0.13) (1.89) (6.32) (2.11) (0.95) (0.03) (0.46) (1.8) (0.55) (0.85)
Rel. V 0.13 2.01 12.3 2.13 1.1 0.04 0.13 0.12 0 0.23(0.13) (4.81) (18.4) (4.88) (0.83) (0.03) (1.56) (6.3) (1.57) (1.13)
Rel. A 0.58 0.78 4.6 3.05 2.4 0.14 0.45 0.14 0.5 0.66(0.75) (7.21) (22.1) (7.28) (4.35) (0.21) (1.94) (7.5) (2.08) (1.12)
Note: DHM = Duhamel’s Integration Method, CDM = Central Difference Method, NMK = Newmark-β Method (β = 1/6, γ = 1/2), RGK = 4th Order
Runge–Kutta Method, WIL=Wilson-θ Method, Cubic B-spline= Proposed Method.Figure 6: A shear frame under harmonic loading.
6. Numerical examples
To evaluate the validity of the proposed method, two
examples are presented in this section.
6.1. A six story shear building under harmonic loading
Figure 6 shows a six story shear frame subjected to
three dynamic sinusoidal loads which are generated by three
activators. The least period of this system is equal to 0.32 s
and it is assumed that the damping value for each story is
proportional to stiffness characteristics and the proportion ratio
is 0.01. In this example,1T = 0.05 s has been selected as a time
increment that is less than the critical range.Figure 7: Displacement time–history at last story level.
In this example, the proposed method has been just com-
pared to the linear acceleration method, and, as a sample, Fig-
ure 7 shows the outcome (displacement) is exactly coincident
with those from the compared method. The difference lies in
the fact that the needed time for solving this problem using the
cubic B-splinemethod is about half (50%) of the time consumed
using the linear acceleration method. The reason is that for cal-
culating the values of displacement in the linear acceleration
method, having the values of velocity and acceleration is neces-
sary. But, in the proposed method, the vectors of displacement,
velocity and acceleration are estimated independently. This is
the advantage of this method.
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Figure 10: Horizontal displacement of node number 7.
6.2. A 2-D Howe truss under impact loads
Figure 8 shows aHowe truss under four concentrated impact
loads. Material properties are the same for all elements as they
are denoted in the figure. The least period of this system is equal
to 0.028 s, thus, in this example,1T = 0.01 s has been selected
as the time increment and damping is ignored.
Like the previous example, this example has been also
analyzed by both the proposed and linear accelerationmethods.
As a sample, the time–history of vertical displacement in a
time interval between 0 and 3 s for node number 8 is shown
in Figure 9. And horizontal displacement of node number 7 is
shown in Figure 10. The graphs display the sameness betweenthe two methods. From the point of view of time consumption,
the results of the previous example are present here.
7. Summary and conclusion
This paper introduces a new explicit direct time integration
method to find the dynamic response of MDOF systems
using periodic cubic B-splines. The result of implementing the
B-spline basis function to solve differential equations of motion
is an explicit, straightforward and fluent formulation with a
simple algorithm for linear analysis. The proposed method is
conditionally stable. Thismethod is accurate and fast to analyze.
The results from this method are completely coincident with
those from the linear acceleration method, while solving a
problem using this method is faster than linear acceleration.
The reason is that the proposed method calculates the values
of displacement, velocity and acceleration independently. This
method can be simply generalized to nonlinear systems, but
as our goal is just to introduce a new methodology, we have
only discussed linear systems. According to the possibility of
increasing the order in B-spline functions, the higher order
B-splines can be used to improve the accuracy and convergence
of the method. This can be a good topic for further research.
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