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Abstract
A study of the zero modes of the Faddeev-Popov operator in the maximal Abelian gauge is pre-
sented in the case of the gauge group SU(2) and for different Euclidean space-time dimensions. Explicit
examples of classes of normalizable zero modes and corresponding gauge field configurations are con-
structed by taking into account two boundary conditions, namely: i) the finite Euclidean Yang-Mills
action, ii) the finite Hilbert norm.
1 Introduction
The gauge fixing of a non-abelian gauge theory is one of the main ingredient in order to achieve a quan-
tization procedure within a local, covariant and renormalizable quantum field theory framework. The
usual method employed to fix the gauge is the Faddeev-Popov procedure. This procedure is, however,
valid only at the perturbative domain, due to the existence of the so-called Gribov copies [1], i.e. of
equivalent field configurations fulfilling the same gauge condition.
As shown by Singer [2], the existence of the Gribov copies is a generic feature of the gauge fixing.
Gribov copies have in fact been detected in all commonly employed local, covariant and renormalizable
gauge fixings. As pointed out in [2], the Gribov problem is a non-perturbative obstruction, characterizing
the impossibility of selecting a unique gauge configuration for each gauge orbit by means of a local and
covariant gauge condition.
Examples of Gribov copies can be obtained by looking at the zero modes of the Faddeev-Popov operator
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corresponding to a given gauge-fixing condition. The presence of zero modes makes the Faddeev-Popov
procedure ill-defined. As argued by Gribov in his seminal work [1], a suitable restriction of the domain
of integration in the functional integralto the so called Gribov region Ω [1, 3, 4] is needed, resulting in
a deep modification of the behavior of the correlation functions of the theory in the nonperturbative
infrared region, see [3] for a recent account on the Gribov issue.
The present work deals with the study of the zero modes of the Faddeev-Popov operator in the maxi-
mal Abelian gauge [5] in various Euclidean space-time dimensions and for the gauge group SU(2). We
shall provide explicit examples of classes of normalizable zero modes and associated gauge configurations
by taking into account two boundary conditions for the gauge fields, namely: i) the finite Euclidean
Yang-Mills action, SYM =
1
4g2
∫
ddxF aµνF
a
µν < ∞, ii) the finite Hilbert norm, ‖A‖2 =
∫
ddxAaµA
a
µ < ∞.
The choice of these boundary conditions has a rather clear physical meaning. The requirement of finite
action is equivalent to that of finite energy, as the Yang-Mills action enters the Boltzmann weight of
the Euclidean functional integral. On the other hand, the Hilbert norm ‖A‖2 is known to be deeply
related to the Gribov issue. In fact, several properties of the Gribov region in both Landau and maximal
Abelian gauge can be obtained by looking at all relative minima of ‖A‖2 along the gauge orbits, see
[3, 4, 6, 7, 8, 9, 10].
This work generalizes to the case of the maximal Abelian gauge the results obtained in [11, 12] for
the Landau gauge, where classes of normalizable zero modes have been obtained. As done in [11, 12], we
shall make use of Henyey’s construction [13], which allows for a self-consistent characterization of the zero
modes and corresponding gauge field configurations1. More precisely, the differential equation for the zero
mode is employed as an algebraic equation allowing us to express the gauge field in terms of the function
which parametrizes the zero mode itself. This self-consistent construction can be summarized by the fol-
lowing steps: a) an ansatz for the gauge field configuration fulfilling the gauge condition is written down,
b) a class of normalizable solutions corresponding to zero modes of the Faddeev-Popov is proposed. At
this stage, the differential equation for the zero modes is employed as an algebraic equation to determine
the corresponding gauge configurations in terms of the functions parametrizing the zero modes, c) one fi-
nally checks if the resulting gauge fields fulfill the boundary condition which has been imposed at infinity.
The work is organized as follows. In Section 2 we review the Faddeev-Popov quantization procedure
in SU(2) Yang-Mills theory in the maximal Abelian gauge. In Section 3 we construct zero modes so-
lutions of the Faddeev-Popov operator in d = 2 Euclidean dimensions. In this case, we shall be able
to obtain a class of normalizable zero modes with corresponding gauge field configurations displaying
finite action but not finite Hilbert norm. In Section 4 we face the case of d = 3 Euclidean dimensions.
Here, we shall obtain a normalizable zero modes solutions with corresponding gauge fields configurations
displaying finite action as well as finite norm. In Section 5 we discuss the d = 4 case. Also here, we shall
be able to construct normalizable zero modes with corresponding gauge fields configurations fulfilling
both boundary conditions. Finally, in Section 6 we present our conclusions.
1For a review of Henyey’s method, see [4, 11].
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2 A brief review of the Faddeev-Popov quantization in the maximal
Abelian gauge
2.1 The gauge fixing conditions
Let us first remind some properties of the maximal Abelian gauge for the gauge group SU(2). The gauge
field Aµ(x) can be decomposed into its off-diagonal and diagonal components, as follows
Aµ = AaµT a +AµT 3 , (1)
where T a, with a = 1, 2, are the off-diagonal generators of SU(2), while T 3 stands for the diagonal one.
The three generators are given in terms of Pauli matrices, T i = σi/2 (i = 1, 2, 3), and obey the following
commutation relations: [
T a, T b
]
= iεabT 3 ,
[
T 3, T a
]
= iεabT b , (2)
where εab = −εba ≡ εab3 is totally anti-symmetric:
εacεbd = δabδcd − δadδcb . (3)
Thus, the Yang-Mills action in Euclidean d-dimensional Euclidean space-time can be written as
SYM =
1
4g2
∫
ddx
(
F aµνF
a
µν + FµνFµν
)
. (4)
Here, the off-diagonal and diagonal components of the field strength are given by:
F aµν = D
ab
µ A
b
ν −Dabν Abµ ,
Fµν = ∂µAν − ∂νAµ + εabAaµAbν , (5)
with Dabµ being the covariant derivative with respect to the diagonal components, A
3
µ ≡ Aµ,
Dabµ = δ
ab∂µ − εabAµ . (6)
The action (4) is left invariant by the gauge transformations:
δAaµ = −Dabµ ωb − εabAbµω ,
δAµ = −∂µω − εabAaµωb , (7)
where (ωa, ω) stand for the off-diagonal and diagonal components of the gauge parameter.
The gauge fixing conditions defining the maximal Abelian gauge are:
Dabµ A
b
µ = 0 , ∂µAµ = 0 . (8)
Notice that the condition imposed on the off-diagonal components is non-linear and it can be obtained
by demanding that the auxiliary functional,
‖A‖2 =
∫
ddxAaµA
a
µ , (9)
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which corresponds to the norm of the off-diagonal components, is stationary with respect to the gauge
transformations (7). Moreover, this condition allows for a residual local U(1) invariance corresponding
to the diagonal subgroup of SU(2). This additional invariance has to be fixed by means of a suitable
gauge condition on the diagonal component Aµ. It is common to choose a Landau type condition, such
as written in eq.(8), also adopted in lattice simulations.
The gauge fixing conditions for the maximal Abelian gauge, eq.(8), can be implemented by means of
the Faddeev-Popov quantization method, which is expressed by the following partition function:
Z =
∫
DAaµDAµDc¯aDcaDc¯DcDbaDb e−SFP[A,b,c¯,c] , (10)
where the action SFP is given by
SFP = SYM + SMAG , (11)
with SYM being given by (4) and
SMAG =
∫
ddx
[
ibaDabµ A
b
µ − c¯aMabcb − εab(Dacµ Acµ)c¯bc+ ib ∂µAµ + c¯a ∂µ(∂µc+ εabAaµcb)
]
. (12)
The fields (ba, b) denote the Lagrange multipliers enforcing the gauge conditions, while the fields (c¯a, ca)
and (c¯, c) are the off-diagonal and diagonal components of the Faddeev-Popov ghosts. The operatorMab
is the Faddev-Popov operator and is given by:
Mab = −Dacµ Dcbµ − εacεbdAcµAdµ . (13)
As expected, Mab is non-linear2 in the gauge fields, due to the non-linearity of the gauge condition (8).
The action SFP is left invariant by the nilpotent BRST transformations
sAaµ = −(Dabµ cb + εabAbµc) ,
sAµ = −(∂µc+ εabAaµcb) ,
sca = εabcbc ,
sc =
1
2
εabcacb ,
sc¯a = iba ,
sba = 0 ,
sc¯ = ib ,
sb = 0 , (15)
which enable us to prove that the maximal Abelian gauge is a renormalizable gauge [14, 15].
The Lagrange multipliers (ba, b) can be integrated out and the diagonal ghosts (c¯, c) can be completely
decoupled from the theory by means of the following change of variables
c→ ξ = c+ εab ∂µ
∂2
Aaµc
b , c¯→ ξ¯ = c¯ , (16)
2In the case of the Landau gauge, the corresponding Faddeev-Popov operator is linear in the gauge fields, i.e.
M
ab
Landau = −δ
ab
∂
2 + gfabcAcµ∂µ , with a, b, c = 1, ...., N
2
− 1 , (14)
where fabc are the structure constants of SU(N).
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with all other fields unchanged. Being linear in the fields (c¯, c) this change of variables leads to a Jacobian
which is field independent. Thus, one verifies that
c¯ ∂µ(∂µc+ ε
abAaµc
b)→ ξ¯ ∂2ξ . (17)
For the partition function one gets
Z = N
∫
DAaµDAµDc¯aDca δ(Dabµ Abµ)δ(∂µAµ) e−SYM+
∫
ddx c¯aMabcb , (18)
where N in an irrelevant normalization factor. Finally, integrating out the off-diagonal ghosts, we obtain
Z = N
∫
DAaµDAµ δ(Dabµ Abµ)δ(∂µAµ) det(Mab) e−SYM . (19)
Expression (19) is the starting point in order to investigate the non-perturbative effects related to the
existence of the Gribov copies. Although being out of the aim of the present work, it is worth mentioning
that a treatment of the Gribov issue similar to that of the Landau gauge [3, 16] can be implemented in
the maximal Abelian gauge, see for instance refs.[6, 7, 8, 9, 10]. Let us turn thus to the characterization
of the zero modes of the Faddeev-Popov operator Mab, which clearly affect expression (19).
3 Constructing zero modes in d = 2 Euclidean space-time
We would like to solve the equation
Mabωb = 0 , (20)
where Mab is the Faddeev-Popov operator, given by eq.(13), which can be written in a convenient way
as
Mab = −∂2δab + 2εabAµ∂µ +AµAµδab −AcµAcµδab +AaµAbµ , (21)
where use has been made of the eqs.(3) and (6), and of the transversality of the diagonal component of
the gauge field, ∂µAµ = 0. Being the maximal Abelian gauge conditions given by eq.(8), we will choose
a field configuration which automatically fulfills these conditions, namely
Aµ = 0 , A
a
µ = δ
a1εµνxνf(r) , (22)
where f(r) is a spherical symmetric function. In other words, we have for the off-diagonal components
the following expressions
A11 = yf(r) , A
1
2 = −xf(r) , A2µ = 0 . (23)
Substituting eqs.(23) in the zero-mode equation (20), we obtain:
∂2ω1 = 0 ,
∂2ω2 + r
2f2(r)ω2 = 0 . (24)
The first equation of (24) implies that ω1 vanishes, ω1 = 0, due to the asymptotic behavior at infinity
required in order to have a normalizable zero mode. We are left then with the second equation of (24).
Reminding that he Laplacian operator in two-dimensional polar coordinates is given by:
∂2 ≡ ∇2 = 1
r
∂
∂r
(
r
∂
∂r
)
+
1
r2
∂2
∂ϕ2
, (25)
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it follows that eq.(24) takes the form
1
r
∂
∂r
(
r
∂ω2
∂r
)
+
1
r2
∂2ω2
∂ϕ2
+ r2f2(r)ω2 = 0 . (26)
Applying the method of the separation of variables, we write ω2 as
ω2(r, ϕ) = σ(r)ξ(ϕ) . (27)
Thus,
r
σ
d
dr
(
r
dσ
dr
)
+ r4f2(r) = −1
ξ
d2ξ
dϕ2
= k ≡ constant , (28)
i.e. we have two ordinary differential equations:
d2ξ
dϕ2
+ kξ = 0 , (29)
d
dr
(
r
dσ
dr
)
+ r3f2(r)σ − k
r
σ = 0 . (30)
Equation (29) is easily solved and its general solution is
ξ(ϕ) = c1 e
i
√
k ϕ + c2 e
−i√k ϕ . (31)
We can still choose the particular solution
c1 = c2 = 1/2 , (32)
which will be assumed from now on, namely
ξ(ϕ) = cos(
√
k ϕ) . (33)
Let us turn to eq.(30) which takes a simpler form by setting
σ(r) = rψ(r) , (34)
so that
ψ′′ +
3
r
ψ′ +
(
r2f2(r) +
1− k
r2
)
ψ = 0 . (35)
According to Henyey’s construction [13], we employ eq.(35) as an algebraic equation expressing the
function f(r) determining the gauge field configuration, eqs.(23), in terms of the quantity ψ(r) which
parametrizes the zero mode itself, eq.(27). Therefore,
r2f2(r) = − 1
rψ
(
rψ′′ + 3ψ′ +
1− k
r
ψ
)
. (36)
We proceed now by writing down a possible trial expression for ψ which gives rise to a normalizable zero
mode ω2 as well as to a gauge configuration fulfilling the desired boundary conditions. Our first concern
is to show that the gauge field configuration is real. Then, for a given ψ(r), we have to prove that the
quantity r2f2(r) is positive.
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As trial expression for ψ(r) we take
ψ(r) =
1
rp + β
, (37)
where p > 0 and β is a positive arbitrary constant. The norm of the zero-mode ω2 turns out to be given
by
‖ ω2 ‖2=
∫ ∞
0
∫ 2π
0
rdrdϕ (cos(
√
k ϕ))2
r2
(rp + β)2
, (38)
which is finite if p > 2. The quantity r2f2(r) is then written as
r2f2(r) =
1
(rp + β)2
[
r2p−2 (2p − p2 − 1 + k) + β rp−2 (p2 + 2p− 2 + 2k) + β(k − 1) r−2] . (39)
Thus, r2f2(r) will be positive if
k ≥ 1 + p(p− 2) , and p > 2 . (40)
Notice also that
f(r) ∼ 1/r2 as r →∞ . (41)
Having found the explicit expression for the gauge field, eq.(39), let us look at the boundary conditions.
To that end, let us evaluate the field strength F aµν which, for the field configuration (22), is given by
F 1µν = ∂µA
1
ν − ∂νA1µ , F 2µν = F 3µν = 0 . (42)
As a consequence, the Yang-Mills action is found to be
SYM =
1
4g2
∫
d2xF 1µνF
1
µν =
π
g2
∫ ∞
0
dr r
(
2f(r) + rf ′(r)
)2
. (43)
This expression is convergent, due to the behavior of f(r) at infinity, eq.(41).
Let us turn now to the Hilbert norm
‖A‖2 =
∫
d2xAaµA
a
µ = 2π
∫ ∞
0
dr r3f2(r) . (44)
Unlike the Yang-Mills action, expression (44) is logarithmic divergent for any valid value of p (and
consequently for k), i.e. for any p > 2. In summary, we have been able then to obtain a class of
normalizable zero-modes of the Faddeev-Popov operator, parametrized by the parameters k and p > 2,
see eq.(40), whose corresponding gauge field configuration, (22), (39), yields a finite Yang-Mills action.
Though, the Hilbert norm ‖A‖2 is logarithmic divergent.
4 The d = 3 case
As starting gauge field configuration we take now
Aµ = 0 , A
a
µ = εaµν xν g(r) , (45)
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with g(r) being a spherical symmetric function and µ = 1, 2, 3. The definition above implies that
A11 = 0 , A
1
2 = −A21 = z g(r) , A13 = −y g(r) , A22 = 0 , A23 = x g(r) . (46)
It is straightforward to show that this field configuration fulfills the gauge conditions of the maximal
Abelian gauge, eq.(8). The next step is to solve the zero-mode equation (20) which, for the field config-
uration (45), can be written as
∂2ωa +AbµA
b
µω
a −AaµAbµωb = 0 . (47)
It gives rise to the following system of equations:
∂2ω1 + r
2g2(r)(ω1 − sin2 θ sin2 ϕω1 + sin2 θ sinϕ cosϕω2) = 0 ,
∂2ω2 + r
2g2(r)(ω2 − sin2 θ cos2 ϕω2 + sin2 θ sinϕ cosϕω1) = 0 , (48)
where we have employed spherical coordinates
x = r cosϕ sin θ ,
y = r sinϕ sin θ ,
z = r cos θ . (49)
Parametrizing (ω1, ω2) as
ω1 = σ(r, θ) cosϕ ,
ω2 = σ(r, θ) sinϕ , (50)
we obtain
1
r2
∂
∂r
(
r2
∂σ
∂r
)
+
1
r2 sin θ
∂
∂θ
(
sin θ
∂σ
∂θ
)
− σ
r2 sin2 θ
+ r2g2(r)σ = 0 . (51)
Setting
σ(r, θ) = rψ(r)ξ(θ) , (52)
and using the method of separation of variables, eq.(51) splits into the two equations
d
dθ
(
sin θ
dξ(θ)
dθ
)
− ξ(θ)
sin θ
+ k sin θ ξ(θ) = 0 , (53)
and
r2ψ′′(r) + 4rψ′(r) + (2− k)ψ(r) + r2g2(r)ψ(r) = 0 , (54)
where k is a constant parameter.
Equation (53) can be written as
d2ξ
dθ2
+ cot θ
dξ
dθ
+
(
k − 1
sin2 θ
)
ξ = 0 . (55)
Its solutions can be given in terms of associated Legendre polynomials Pmℓ (cos θ) with k ≡ ℓ(ℓ+ 1) ≥ 2
and m = 1, i.e.
ξk=ℓ(ℓ+1)(θ) = P
1
ℓ (cos θ) , (56)
with
ℓ = 1, 2, 3, 4 . . . , and k = ℓ(ℓ+ 1) = 2, 6, 12, 20, . . . . (57)
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Turning now to eq.(54), we follow Henyey’s construction [13] and proceed as in the previous section, i.e.
eq.(54) is employed as an algebraic equation to express the function g(r) in terms of ψ(r), yielding
r2g2(r) = − 1
r2ψ(r)
[
r2ψ′′(r) + 4rψ′(r) + (2− k)ψ(r)
]
. (58)
As g(r) is arbitrary, we need to propose a solution for ψ(r) in such a way that the quantity r2g2(r) is
positive and, consequently, Aaµ are real. A suitable choice for ψ(r) is
ψ(r) =
1
rp + β
, (59)
with p > 5/2 in order to have a normalizable zero-mode. Indeed substituting (59) in (58) we get:
r2g2(r) =
1
r2(rp + β)2
[
(3p − p2 + k − 2)r2p + (3p + p2 + 2k − 4)βrp + (k − 2)β2
]
, (60)
which turns out to be positive for
k ≥ 2 , p > 5/2 , and (3− p)p+ k − 2 ≥ 0 . (61)
Let us check the boundary conditions, beginning with the evaluation of the Yang-Mills action. For the
field configuration (45), the components of the field strength are given by
Fµν = (ε1µσ ε2νρ − ε2µσ ε1νρ)xσxρ g2(r) ,
F aµν = −2εaµν g(r) +
g′(r)
r
εaρσ xσxλ(δµλδνρ − δµρδνλ) . (62)
Therefore
SYM =
1
4g2
∫
d3x
(
F aµνF
a
µν + FµνFµν
)
=
π
g2
∫ ∞
0
dr
[
16 r2g2(r) +
8
3
r3g(r)g′(r) + r6g4(r) +
32
15
r4g′2(r)
]
<∞ , (63)
which is finite since g(r) ∼ 1/r2 and g′(r) ∼ 1/r3 as r→∞.
Concerning now the Hilbert norm, one finds
‖A‖2 = 16π
3
∫ ∞
0
dr r4g2(r)
=
16π
3
∫ ∞
0
dr
(rp + β)2
[
(3p − p2 + k − 2)r2p + (3p + p2 + 2k − 4)βrp + (k − 2)β2
]
. (64)
In general, since g(r) ∼ 1/r2 as r →∞, the integral above is linearly divergent. However, we notice that
there exists a particular value of p and k that makes this integral finite. Let us consider in fact the case
in which
(3− p)p+ k − 2 = 0 . (65)
A solution of this equation is, for example, p = 3 and k = 2, yielding a Hilbert norm which is convergent,
namely
‖A‖2
∣∣∣
p=3,k=2
= 96πβ
∫ ∞
0
dr
r3
(r3 + β)2
<∞ . (66)
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5 The d = 4 case
Let us now face the case of d = 4. Employing polar coordinates
x = r cosϕ sin θ sinα ,
y = r sinϕ sin θ sinα ,
z = r cos θ sinα ,
t = r cosα , (67)
where
r ≥ 0 , 0 ≤ ϕ ≤ 2π , 0 ≤ θ ≤ π , 0 ≤ α ≤ π , (68)
for the Laplacian operator we have
∂2 =
1
r3
∂
∂r
(
r3
∂
∂r
)
+
1
r2 sin2 α
∂
∂α
(
sin2 α
∂
∂α
)
+
1
r2 sin2 α
[
1
sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
+
1
sin2 θ
∂2
∂ϕ2
]
. (69)
In this case, as starting field configuration we shall choose
Aµ = 0 , A
a
µ = εaµν4 xν
h(r)
sinα
, (70)
where h(r) is, as in the previous cases, a spherical symmetric function. Let us write the off-diagonal
components in an explicit way, in order to show that they are not singular at α = 0, i.e.
Aa4 = 0 ,
A11 = A
2
2 = A
3
3 = 0 ,
A12 = −A21 = z
h(r)
sinα
= rh(r) cos θ ,
A13 = −A31 = −y
h(r)
sinα
= −rh(r) sinϕ sin θ ,
A23 = −A32 = x
h(r)
sinα
= rh(r) cosϕ sin θ . (71)
As Aµ = 0, we have to prove that ∂µA
a
µ = 0 in order to check that the gauge conditions, eq.(8), are
fulfilled. First we notice that
x2 + y2 + z2 = r2 sin2 α , (72)
and
sinα =
1
r
√
x2 + y2 + z2 =
1
r
√
r2 − t2 . (73)
Thus
Aaµ = εaµν4 xν
rh(r)√
r2 − t2 . (74)
Now, acting with ∂µ on A
a
µ, we obtain
∂µA
a
µ = εaµν4 δµν
rh(r)√
r2 − t2︸ ︷︷ ︸
=0
+εaµν4 xν ∂µ
(
rh(r)√
r2 − t2
)
. (75)
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Since Aa4 = 0, we have to show that ∂µA
a
µ = 0 for µ = 1, 2, 3. In fact, it is possible to prove that
∂µ
(
rh(r)√
r2 − t2
)
= −xµ
[
rh(r)
(r2 − t2)3/2 −
1
r
√
r2 − t2
d
dr
(rh(r))
]
, µ = 1, 2, 3 , (76)
so that
∂µA
a
µ = −εaµν4 xµxν
[
rh(r)
(r2 − t2)3/2 −
1
r
√
r2 − t2
d
dr
(rh(r))
]
= 0 , µ = 1, 2, 3 . (77)
Recalling now that Aµ = 0, the zero-mode equation assumes the simplest form
∂2ωa +AbµA
b
µω
a −AaµAbµωb = 0 . (78)
Let us see how the term AbµA
b
µ can be written by making use of the particular configuration we have
chosen, eq.(70),
AaµA
a
µ = A
1
µA
1
µ +A
2
µA
2
µ
= A12A
1
2 +A
1
3A
1
3 +A
2
1A
2
1 +A
2
3A
2
3
= (z2 + y2 + z2 + x2)
h2(r)
sin2 α
=
h2(r)
sin2 α
(r2 + z2 − t2)
=
r2h2(r)
sin2 α
(1 + cos2 θ sin2 α− cos2 α) . (79)
Thus, we have the system of equations
∂2ω1 +
h2(r)
sin2 α
(r2 + z2 − t2)ω1 −A1µA1µω1 −A1µA2µω2 = 0 ,
∂2ω2 +
h2(r)
sin2 α
(r2 + z2 − t2)ω2 −A2µA1µω1 −A2µA2µω2 = 0 . (80)
Moreover, from
A1µA
1
µ = A
1
2A
1
2 +A
1
3A
1
3 =
h2(r)
sin2 α
(r2 − x2 − t2) ,
A2µA
2
µ = A
2
1A
2
1 +A
2
3A
2
3 =
h2(r)
sin2 α
(r2 − y2 − t2) ,
A1µA
2
µ = A
1
3A
2
3 = −
h2(r)
sin2 α
xy , (81)
it follows
∂2ω1 +
h2(r)
sin2 α
(r2 − y2 − t2)ω1 + h
2(r)
sin2 α
xy ω2 = 0 ,
∂2ω2 +
h2(r)
sin2 α
(r2 − x2 − t2)ω2 + h
2(r)
sin2 α
xy ω1 = 0 , (82)
or, in spherical coordinates,
∂2ω1 + r
2h2(r)
(
ω1 − sin2 ϕ sin2 θ ω1 + cosϕ sinϕ sin2 θ ω2
)
= 0 ,
∂2ω2 + r
2h2(r)
(
ω2 − cos2 ϕ sin2 θ ω2 + cosϕ sinϕ sin2 θ ω1
)
= 0 . (83)
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Setting
ω1 = σ(r, θ, α) cosϕ ,
ω2 = σ(r, θ, α) sinϕ , (84)
yields the following partial differential equation for σ(r, θ, α):(
△− 1
r2 sin2 α sin2 θ
+ r2h2(r)
)
σ(r, θ, α) = 0 , (85)
where the differential operator △ is given by
△ := ∂2 − 1
r2 sin2 α sin2 θ
∂2
∂ϕ2
=
1
r3
∂
∂r
(
r3
∂
∂r
)
+
1
r2 sin2 α
∂
∂α
(
sin2 α
∂
∂α
)
+
1
r2 sin2 α sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
. (86)
As done in the previous sections, we try to solve the differential equation (85) by using the method of
the separation of variables and write σ(r, θ, α) as
σ(r, θ, α) = R(r)η(α)ξ(θ) . (87)
In terms of these functions, the differential equation (85) can be written as
ηξ
r3
d
dr
(
r3
dR
dr
)
+
Rξ
r2 sin2 α
d
dα
(
sin2 α
dη
dα
)
+
Rη
r2 sin2 α sin θ
d
dθ
(
sin θ
dξ
dθ
)
− Rηξ
r2 sin2 α sin2 θ
+ r2h2(r)Rηξ = 0 , (88)
which, after multiplying by r2/Rηξ, becomes[
1
rR
d
dr
(
r3
dR
dr
)
+r4h2(r)
]
+
[
1
η sin2 α
d
dα
(
sin2 α
dη
dα
)
+
1
ξ sin2 α sin θ
d
dθ
(
sin θ
dξ
dθ
)
− 1
sin2 α sin2 θ
]
= 0 . (89)
This equation holds true only if
1
rR
d
dr
(
r3
dR
dr
)
+r4h2(r) = k , (90)
1
η sin2 α
d
dα
(
sin2 α
dη
dα
)
+
1
ξ sin2 α sin θ
d
dθ
(
sin θ
dξ
dθ
)
− 1
sin2 α sin2 θ
= −k , (91)
where k is a constant parameter.
5.1 The angular sector
Let us consider first equation (91), which can be rewritten as[
1
η(α)
d
dα
(
sin2 α
dη(α)
dα
)
+k sin2 α
]
+
[
1
ξ(θ) sin θ
d
dθ
(
sin θ
dξ(θ)
dθ
)
− 1
sin2 θ
]
= 0 , (92)
12
implying that
1
η(α)
d
dα
(
sin2 α
dη(α)
dα
)
+k sin2 α = γ , (93)
and
1
ξ(θ) sin θ
d
dθ
(
sin θ
dξ(θ)
dθ
)
− 1
sin2 θ
= −γ , (94)
where γ is constant parameter. Moreover, eq.(94) can be cast in the form
d2ξ(θ)
dθ2
+ cot θ
dξ(θ)
dθ
+
(
γ − 1
sin2 θ
)
ξ(θ) = 0 , (95)
whose solution is given in terms of the associated Legendre polynomials Pmℓ (cos θ), with γ ≡ ℓ(ℓ+1) ≥ 2
and m = 1, i.e.
ξγ=ℓ(ℓ+1)(θ) = P
1
ℓ (cos θ) , (96)
where
ℓ = 1, 2, 3, 4 . . . , and γ = ℓ(ℓ+ 1) = 2, 6, 12, 20, . . . . (97)
We turn now to eq.(93) which takes the form
sin2 α
d2η(α)
dα2
+ 2 sinα cosα
dη(α)
dα
+ (k sin2 α− γ)η(α) = 0 . (98)
In order to deal with this differential equation is convenient to perform the following change of variables
sinα = s , cosα = ±
√
1− s2 , (99)
and define
τ(s) = η(α) . (100)
Then, we have
dη(α)
dα
= ±
√
1− s2 dτ(s)
ds
,
d2η(α)
dα2
= (1− s2)d
2τ(s)
ds2
− s dτ(s)
ds
, (101)
and eq.(98) is replaced by
s2(1− s2)d
2τ(s)
ds2
+ s(2− 3s2)dτ(s)
ds
+ (ks2 − γ)τ(s) = 0 . (102)
We are interested in obtaining only a particular solution of the differential equation above, a task which
is not too difficult. Indeed, a particular solution of (102) is provided by
τv(s) = s
v , (103)
with v being a real number, if, and only if, the parameters k and γ are given by:
k = v(v + 2) , γ = v(v + 1) . (104)
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As γ is already fixed according to eq.(97), we conclude that v has to be an integer number, just like the
parameter ℓ of the Legendre polynomials. In this way, the possible values of γ, fixed by eq.(97), will be
recovered. Some possible values of v and corresponding values of γ and k are displayed below:
v k γ
−3 3 6
−2 0 2
1 3 2
2 8 6
3 15 12
(105)
Notice that v = −1 is not possible because it would give γ = 0, which is forbidden by eq.(97). Also,
the value v = 0 does not give a solution of eq.(102). Notice that we have not fixed any particular value
of k. In the next section, when we shall deal with the radial equation, eq.(90), we shall impose some
conditions for k in order to obtain a real solution, as we have already done in the d = 2 and d = 3 cases.
Another point to be considered here is that we are looking for a normalizable zero-mode. In particular,
this means that the angular integral∫ π
0
dα sin2 α τ2v (sinα) =
∫ π
0
dα (sinα)2+2v , (106)
has to converge. For negative values of v this integral may not converge, but for positive values of v, e.g.
for v = 1, the integral does converge. In fact, taking v = 1 we obtain,∫ π
0
dα (sinα)4 =
3π
8
. (107)
From now on we shall resrict to positive values of v, for which expression (106) is convergent.
5.2 The radial sector
Let us look now at the radial equation (90), which can be written as
1
r
d
dr
(
r3
dR(r)
dr
)
+r4h2(r)R(r)− kR(r) = 0 . (108)
Setting
R = rψ(r) , (109)
we get
r2h2(r) = − 1
r2ψ(r)
[
r2ψ′′(r) + 5rψ′(r) + (3− k)ψ(r)
]
. (110)
As before, our first task is to show that the quantity above is positive for a given ψ(r). This will ensure
that the gauge field components Aaµ are real. As usual, we shall look at ψ(r) in the form
ψ(r) =
1
rp + β
, (111)
where β is a positive constant parameter. In this case, we have to require that p > 3 in order to have a
normalizable zero-mode, in fact
‖ω‖2 ∝
∫ ∞
0
r3dr
r2
(rp + β)2
<∞ , for p > 3 . (112)
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Plugging expression (111) into eq.(110), we obtain
r2h2(r) =
1
r2(rp + β)2
[
(4p − p2 + k − 3)r2p + (p2 + 4p + 2k − 6)βrp − (3− k)β2
]
, (113)
which is always positive if
4p − p2 + k − 3 ≥ 0 , and k ≥ 3 . (114)
Collecting all expressions above, we can describe the zero-mode solution with only two parameters (p, v),
which are constrained by the following conditions:
p > 3 , v = 1, 2, 3, 4, . . . , and 4p− p2 + v(v + 2)− 3 ≥ 0 , (115)
where use has been made of the relation k = v(v + 2). Thus, the components of the zero-mode read
ω1(r, α, θ, ϕ) =
r
(r + β)p
(sinα)vP 1v (cos θ) cosϕ ,
ω2(r, α, θ, ϕ) =
r
(r + β)p
(sinα)vP 1v (cos θ) sinϕ . (116)
As done in the previous sections, we check now the boundary conditions. For the field configuration (70)
the components of the field strength are given by:
Fµν = ε
ab AaµA
b
ν , F
a
µν = ∂µA
a
ν − ∂νAaµ , (117)
as it follows by noticing that the diagonal configuration vanishes, Aµ = 0. The Yang-Mills action is then
given by
SYM =
1
4g2
∫
d4x
(
F aµνF
a
µν + FµνFµν
)
=
π2
g2
∫ ∞
0
dr r3
(
1
3
r4h4(r) +
49
30
h2(r)− 1
5
rh(r)h′(r) +
49
30
r2h′2(r)
)
. (118)
From expression (113) it is easily seen that, for generic values of the parameters (p, v), the function h(r)
behaves as h(r) ∼ 1/r2 as r →∞. As such, the integral (118) is logarithmic divergent. Nevertheless, we
can choose the parameters p and v in such a way that h(r) behaves like 1/rn, with n > 2, as r →∞. In
fact, for p = 4 and v = 1 we obtain that h(r) ∼ 1/r4 as r→∞, and expression (118) is finite.
Concerning now the Hilbert norm ‖A‖2, we get
‖A‖2 = 8π
2
3
∫ ∞
0
dr r5h2(r) , (119)
which is also convergent in the case: p = 4, v = 1.
6 Conclusions
In this work we have constructed classes of normalizable zero-modes for the Faddeev-Popov operator
in the maximal Abelian gauge for SU(2) Yang-Mills gauge theory in d = 2, 3, 4 Euclidean dimensions,
generalizing previous works done mainly in the Landau gauge [11, 12]. The construction presented here
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has been achieved by employing Henyey’s method [13], which allows for a self-consistent evaluation of
the corresponding gauge field configurations.
Our results can be summarized as follows:
• for d = 2 Euclidean dimensions we were able to obtain normalizable zero modes with corresponding
gauge fields configurations displaying finite action but not finite Hilbert norm,
• for d = 3 and d = 4 Euclidean dimensions we have obtained normalizable zero modes solutions
with corresponding gauge fields configurations displaying finite action as well as finite norm ‖A‖2.
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