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1. Introduction
This paper deals with general real symmetric or nonsymmetric sparsematrices which admit block-
partitioning of the form
A =
[
A11 A12
A21 A22
] }N1}N2 (1)
and the associated Schur complement matrix SA = A22 − A21A−111 A12, under the assumption that the
block A11 is invertible.
There is a plethora of applicationswhere the arisingmatrices admit the form (1), such as discretized
compressible and incompressible ﬂowproblems, constraint optimizationproblems, linear elasticity, to
name a few. The task to construct a good approximation of SA is an important issue when constructing
preconditioners for matrices of the above type. It is known that preconditioners which utilize the
block structure of A are among the best performing ones, however, for their construction we must
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approximate the arising Schur complement. The literature on how to solve and how to precondition
such matrices, in particular saddle point problems, is nearly inexhaustible. We refer to [15] as a rich
and up-today source.
One can look upon two-by-two block structured matrices from a different point of view. Namely, if
we impose such as structure on a matrix, then its exact block-factorization
A =
[
A11 0
A21 SA
] [
I1 A
−1
11 A12
0 I2
]
provides possibilities to construct highly efﬁcient preconditioners of block-factorized form by approx-
imating some of the matrix blocks. Thus, the need to approximate Schur complements appears again.
Furthermore, the block-factorized form is easily reframed as a multilevel procedure, where we would
need to approximate Schur complements of Schur complements in a recursive manner, provided that
the Schur complement itself can be split into two-by-two block form. One established class ofmethods
of this type is the so-called AlgebraicMultilevel Iteration (AMLI) (cf., e.g. [6] andmore recently [28,20],
to follow their development).
Theoretical results as well as numerical tests have shown that good preconditioners require high
quality approximations of SA. At the same time, Schur complements are in general dense matrices and
could have large dimensions. For some special cases, good preconditioners of SA are known, e.g. when
A11 is diagonal or could be approximated by a diagonal matrix, the pressure mass matrix for the Schur
complement of the Stokes matrix, etc. The search for accurate approximations of SA or directly of S
−1
A
has lead to very efﬁcient but highly computationally demanding preconditioners, for example based
on the properties of the underlying partial differential operators (see some examples in [27,14] and the
references therein). Still, the known recipes are problem- or discretization-dependent and, in general,
the question how to approximate Schur complement matrices remains open.
We consider here a discretization-based approach how to construct a high quality sparse approxi-
mationofSA, namely, applicable formatricesA, arising in the frameworkofpartial differential equations
(PDE) discretized by a standard (conforming) ﬁnite element method (FEM). There exists already some
research on this topic in [19,24,23,2,25].
This paper is based on [2,25]. It can be viewed as an upgrade of [2]. There, only ﬁnite element
matrices corresponding to second order selfadjoint elliptic problems are considered. Those are dis-
cretized on a ﬁnemesh, obtained by a regular reﬁnement of some given coarse mesh and thematrices
are partitioned in the sets ‘added ﬁne mesh nodepoints’ and ‘coarse nodepoints’. Here we consider a
more general setting and discuss, test and develop further some ideas, described brieﬂy in [25], also
for more general nonsymmetric matrices.
The paper has the following structure. Section 2 introduces some notations and the context in
which we construct approximate Schur complement matrices. In Section 3 we derive some estimates
to quantify the quality of the approximated Schur complements for some classes ofmatrices. Section 4
contains numerical illustrations of the applicability of the approach. Some conclusions and questions
to be addressed in a future research are given in Section 5.
2. Notation and preliminaries
As already stated above, we consider matrices partitioned in a two-by-two block form. These
matrices are assumed to arise fromFEMdiscretizations of scalar or vector partial differential equations,
or systems of equations. After discretization, a linear system of equations arises, denoted by
Au = f ,
where A ∈ RN×N is supposedly a large and sparse matrix and therefore the system is to be solved
using a preconditioned iterative method. Our ﬁnal goal is to construct a robust and computationally
efﬁcient preconditioner for A based on some block-factorized approximation of it.
For our purposes, we view the system matrix A as an assembly of local ﬁnite element matrices,
which themselves admit a two-by-two block structure, namely,
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Fig. 1. Two macroelements in a mesh.
A =
M∑
m=1
R(m)
T
A(m)R(m), (2)
where
A(m) =
[
A
(m)
11 A
(m)
12
A
(m)
21 A
(m)
22
] }n1}n2. (3)
Clearly, since A(m),m = 1, . . . , M admit a two-by-two block structure then, after assembly, the global
matrix A itself inherits in a natural way the two-by-two block form,
A =
[
A11 A12
A21 A22
] }N1}N2. (4)
Above, n1, n2, N1, N2 denote the dimensions of the splittings. The matrices R
(m)(n, N) are the standard
Boolean matrices which provide the local-to-global correspondence of the numbering of the degrees
of freedom, where n = n1 + n2, N = N1 + N2.
In (2) and (3), A(m) could be a macro-element stiffness matrix for scalar problems (as in [2]) or an
element stiffness matrix in the case of systems of PDEs. Thus, two ways to prescribe the two-by-two
block structure on the element matrices A(m) can be envisioned.
Case 1: For various coupled problems, when the original problem is a system of equations, the
element matrices A(m) are readily in a two-by-two block form. As examples we mention compressive
or incompressible ﬂow problems, described by the Stokes or Navier–Stokes equation, and the problem
of linear (visco-) elasticity, formulated in terms of displacements and hydrostatic pressure in order to
handle purely incompressible materials (cf., for instance [24]).
Case 2: For discretized scalar equations the required block structure of the matrices could be
imposed, for instance, by using two consecutive mesh reﬁnements and ordering of the degrees of
freedom correspondingly. To this end, let us consider two nested meshes Tf (ﬁne) and Tc (coarse). The
coarse mesh may be of arbitrary shape. We want to solve the problem on Tf which is assumed to be
obtained by a number of regular reﬁnements of Tc . Let the number of elements in Tc be denoted byM.
Let Em ∈ Tc , m = 1, . . . , M be a macroelement deﬁned as the union of a set of elements e ∈ EE ⊂ Tf
contained in Em. Then a macroelement matrix A
(m) arises from assembling the element matrices
Ae, e ∈ EE , which is in the desired two-by-two block form.
Thus, in formula (2),M denotes either the number of ﬁnite elements in the discretization mesh Tf
(Case 1) or the number of elements in the mesh Tc , which become macroelements in Tf (Case 2).
We illustrate Case 2 with a simple 2D example. Fig. 1 depicts a mesh (left), obtained by a reg-
ular reﬁnement of a coarse mesh, consisting of only two elements (n1 = 3, n2 = 3, M = 2, (right)).
Then, for the Laplace operator, discretized with piece-wise linear basis functions, we have A =∑2
m=1 R(m)
T
A(m)R(m), where
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A(1) =
⎡⎢⎢⎢⎢⎢⎢⎣
2 −1 −1 0 0 0
−1 2 0 −0.5 0 −0.5
−1 0 2 0 −0.5 −0.5
0 −0.5 0 0.5 0 0
0 0 −0.5 0 0.5 0
0 −0.5 −0.5 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦ ,
A(2) =
⎡⎢⎢⎢⎢⎢⎢⎣
2 0 −1 −0.5 −0.5 0
0 2 −1 −0.5 0 −0.5
−1 −1 2 0 0 0
−0.5 −0.5 0 1 0 0
−0.5 0 0 0 0.5 0
0 −0.5 0 0 0 0.5
⎤⎥⎥⎥⎥⎥⎥⎦ .
The local ordering of the nodes for A(m), m = 1, 2 is [4, 5, 6, 1, 2, 3] while the global ordering for
A is [5, 6, 7, 8, 9, 1, 2, 3, 4]. Below, for illustrative purposes, the corresponding Boolean matrices in (5)
are included.
R(1) =
[
R
(1)
1 0
0 R
(1)
2
]
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 0 0
0 1 0 0 0
1 0 0 0 0
∣∣∣∣∣∣
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
∣∣∣∣∣∣
1 0 0 0
0 1 0 0
0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (5)
R(2) =
[
R
(2)
1 0
0 R
(2)
2
]
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
∣∣∣∣∣∣
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
∣∣∣∣∣∣
0 1 0 0
0 0 1 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Note that R(m)
T
R(m) = Ie, m = 1, . . . , M where Ie is the identity matrix of size equal to the degrees of
freedom on one element of Tc .
We next brieﬂy introduce some notations, concepts and results from previous work, which are
needed as reference points for the present study.
2.1. Quality of two-by-two block matrix splittings
The primal goal to consider two-by-two block structured matrices in this paper is to utilize that
structure when constructing preconditioners for the iterative solution of systemswith thosematrices.
As already stated, this structure is prescribed either by the underlying problem orwe choose amethod
to impose such a structure. Clearly, in the second case the way to obtain a two-by-two block structure
is not unique and is it very relevant to pose the question about the quality of the two-by-two block
splitting itself. The best possible case in this contextwould be ifwe canpermuteA into a block-diagonal
form. The latter possibility, however, does not hold in the majority of the challenging problems we
target to solve.
For symmetric positive deﬁnite (spd) matrices in the form (1), we possess an established tool
to quantify the quality of a given two-by-two block splitting of A, namely, the so-called Cauchy–
Bunyakowski–Schwarz (CBS) constant γ . The CBS constant measures the relative weight (strength) of
the off-diagonal blockA12 with respect to the diagonal blocksA11, A22 (cf., for instance [12]). There exist
various ways to deﬁne the constant γ , see [12,1]. The deﬁnition of γ , most suitable for our purposes
is the following,
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γ 2 = ρ(A−122 A21A−111 A12), (6)
where ρ(.) denotes the spectral radius of a matrix. (Since this holds for spd matrices, A21 = AT12.) It
is well-known (cf. [12]) that γ is strictly less than 1. It is also known that for arbitrary two-by-two
block splittings, γ can become arbitrarily close to 1. Clearly, for block-diagonal matrices γ = 0. In
FEM setting, for splittings as described in Case 2 and hierarchical basis functions (HBF) discretizations,
earlier work has shown that γ is bounded away from 1 (cf., for instance [21,12,22,26,1]). It can be
determined locally and therefore is independent of the number of mesh reﬁnements, the geometry
of the domain, jumps in problem coefﬁcients if those are aligned with the elements in Tc etc., cf.,
e.g. [6]. To distinguish between the CBS constant related to HBF and the CBS constant related to
any other splitting, we denote the former by γHBF . Preconditioning techniques, based on two-by-
two block matrix form have been constructed and analysed and, again for spd matrices, the condition
number of the corresponding preconditionedmatrix has been expressed as a function of γ . In thisway,
optimality properties of the preconditioners have been shown, such as independence of the condition
number of the preconditionedmatrix ofmesh-size, jumps of problem coefﬁcients, anisotropy etc., as a
straightforward consequence of γ being independent of those parameters. This technique is the basis
for the derivation of the AMLI methods, originally formulated in the end of the 80s and the beginning
of the 90s (cf., e.g. [6]). Since γ is not related to the regularity of the underlying problem, the AMLI
methods turned out to be the ﬁrst regularity-free multilevel preconditioning methods. For general
results on block-diagonal and two-level block-factorized preconditioners we refer to [1].
Up to the knowledge of the author, a parameter, analogous to γ for non-spd matrices has not yet
been established.
2.2. Element-by-element Schur complement approximations, current results
Consider matrices of the form (1), arising from PDE problems, discretized by conforming FEM and
split into two-by-two block form as in Case 2. In several papers, cf. [19,24,2], it has been advocated
that a good quality approximation, denoted below as S, of the Schur complement SA can be obtained
by assembling the locally computed Schur complements
S(m) = A(m)22 − A(m)21 A(m)11
−1
A
(m)
12
of the matrices A(m), referred to as the Element-by-element Schur complement (EBE-Schur) approxima-
tion. The EBE-Schur approximation is, thus, deﬁned as
S =
M∑
m=1
R
(m)
2
T
S(m)R
(m)
2 , (7)
where R
(m)
2 are the parts of R
(m) corresponding to the degrees of freedom in A22.
As is pointed out, e.g. in [2], the EBE-Schur framework automatically ensures several computational
advantages, namely, (i) the so-obtained approximate Schur complement is a sparse matrix (computed
by assembling local element matrices in the usual FEM setting); (ii) its construction possesses a high
degree of parallelism; (iii) it automatically inherits the symmetry or unsymmetry of the true Schur
complement; (iv) themethod is applicable for both two- and three-dimensional problems; and (v) the
technique is easily extendible from two- tomultilevel setting. Further, in [19,2] it is shown that for spd
matrices, split into two-by-two block form based on mesh reﬁnements, S is spectrally equivalent to
SA with rather small spectral equivalence constants. For completeness, we include the result from [2]
(Theorem 2.1).
Theorem 2.1. Let A be a symmetric and positive deﬁnite matrix in a two-by-two block form, corresponding
to two consecutive mesh levels, Tc and Tf . Let γHBF be the CBS constant corresponding to the given block
splitting, let S be the assembly of the local Schur complements S(m) as in (7) and let SA = A22 − A21A−111 A12
be the exact global Schur complement matrix. Then
(1 − γ 2HBF)SA  S  SA. (8)
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We recall that for bilinear basis functions the value of γ 2HBF is equal to 1/2 for right-angled isoscelles
triangles and is equal to 3/4 for a triangular mesh with arbitrarily shaped triangles, including the
degenerated case. Thus, the condition number of S−1SA is uniformly bounded by 2 or 4, correspond-
ingly, which quantiﬁes that the so-constructed S is a high quality approximation of the exact Schur
complement matrix.
With this study we aim at analysing the quality of S as an approximation of SA for more general
classes of matrices than those covered by Theorem 2.1.
2.3. Auxiliaries
For theoretical purposes only, we deﬁne the following matrix of size (Mn1 + N2,Mn1 + N2):
A˜ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A
(1)
11 A
(1)
12 R
(1)
2
A
(2)
11 A
(2)
12 R
(2)
2
. . .
...
A
(M)
11 A
(M)
12 R
(M)
2
R
(1)
2
T
A
(1)
21 R
(2)
2
T
A
(2)
21 · · · R(M)2
T
A
(M)
21
∑M
m=1R
(m)
2
T
A
(m)
22 R
(m)
2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (9)
Provided that A
(m)
11 , m = 1, . . . , M are invertible, it is easily seen that the matrix A˜ is constructed in
such a way that its Schur complement is exactly S. The so-constructed A˜ can be seen as a Domain
Decomposition matrix, where the macroelements play the role of the subdomains.
The matrix A˜ should be seen also in a two-by-two block form, having the same 22-block as A, i.e.,
A˜22 = A22 and A˜11 – being block-diagonal. We observe further that A and A˜ are related algebraically in
the following way. We deﬁne a matrix C as C =
[
C1 012
0T12 I2
]
, where I2 is the identity matrix of order
N2 and the blocks 012(Mn1, N2) and 021(N2, N1) are rectangular zero matrices. The block C1 is of order
(Mn1, N1) and is constructed as follows:
C1 =
⎡⎢⎢⎢⎢⎣
R
(1)
1
R
(2)
1· · ·
R
(M)
1
⎤⎥⎥⎥⎥⎦ ,
where R
(m)
1 , m = 1, . . . , M are of size (n1, N1) and contain the corresponding part of R(m)1 as indicated
in (5).
A straightforward computation reveals that
A = CT A˜C =
[
CT1 A˜11C1 C
T
1 A˜12
A˜21C1 A˜22
]
.
The matrix CCT is of size (Mn1, Mn1) and has rank N1. An additional observation is that C
T
1C1 = D,
where D is a diagonal matrix of order N1 with entries equal to 1 or 2, corresponding to the fact that
two local element matrix blocks A
(m1)
11 , A
(m2)
11 can share only onemesh point (in 2D). As a result of that,
‖D‖ = √2. (The latter result regarding D holds for scalar problems. Analogous results can be shown
for system of equations with multiple degrees of freedom per meshpoint.)
While the construction of the matrix A˜ in (9) is always possible, to form S as in (7) we need to
assume that all matrices A
(m)
11 are nonsingular. This holds in Case 2 and does not hold in the more
general Case 1. Clearly, for some problems the block A22 may be a zero matrix.
Two cases are of practical interest:
Case A1: The matrices A11 and A22, as well as all matrices A(m)11 are nonsingular.
Case A2: The element matrices A(m)11 may be singular and/or the block A22 may be zero.
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The former case holds when the two-by-two block matrix splitting is based on two consecutive
mesh reﬁnements and the A
(m)
11 block corresponds to the added (new) points to the given coarsemesh.
The latter case occurs when we deal with systems of discretized equations as in the Stokes problem,
for example. Then the straightforward inversion of the local matrices A
(m)
11 is not possible.
Let Case A1 hold true. We consider also the following matrix products:
Q1 = C1A−111 CT1 A˜11 = C1(CT1 A˜11C1)−1CT1 A˜11, Q2 = C1(CT1 S˜C1)−1CT1 S˜,
where S˜ is the second Schur complementmatrix, associatedwith A˜, S˜1 = A˜11 − A˜12A˜−122 A˜21.A straight-
forward check reveals that Qi, i = 1, 2 are oblique projectors, namely Q2i = Qi and also (I − Qi)2 =
I − Qi. Thus, all eigenvalues of Qi are either 1 or 0, their spectral radii ρ(Qi) are equal to one. We see
also that QiC1 = C1, i.e., C1 is contained in the ﬁeld of values of Qi. The above properties provide a
lower bound of the norm of Qi, namely, 1 ‖Q1‖. However, the upper bound of the norm of an oblique
projector can be arbitrarily large (cf., for instance [7]).
3. Quality estimates of the element-by-element Schur complement approximation
It has been observed numerically that the approximation S, computed as in (7), is a very good
approximation of SA for various classes of FEM-discretized problems: Poisson’s problem with
continuous and discontinuous coefﬁcients as well as with reasonable amount of anisotropy [23,2]);
convection–diffusion problems [3]; time-dependent parabolic problems, such as the heat conduction
equation [3]; linear elasticity and viscoelasticity in a coupled displacement–pressure formulation (cf.,
e.g. [9]). We pose the question whether results as in Theorem 2.1 can be shown for the case of positive
deﬁnite matrices arising from systems of equations and even for more general problems where A is
not necessarily symmetric and possibly, not positive deﬁnite.
3.1. Symmetric positive deﬁnite matrices
We ﬁrst show that a relation similar to (8) holds under more general assumptions, namely, for any
symmetric positive deﬁnitematrix in two-by-two block form, the structure of which is not necessarily
imposed via mesh reﬁnements.
Consider ﬁrst the right inequality in (8). The bound S  SA, which should be understood in positive
semideﬁnite sense, can be shown in various ways. We illustrate two approaches.
(1) Via the matrix A˜: We use the well-known minimisation property of the Schur complement
matrix and the auxiliary matrix A˜:
vT2SAv2 = minv1
[
v1
v2
]T
A
[
v1
v2
]
= minv1
[
v1
v2
]T
CT A˜C
[
v1
v2
]
= minv1
[
C1v1
v2
]T
A˜
[
C1v1
v2
]
minv˜1
[
v˜1
v2
]T
A˜
[
v˜1
v2
]
= vT2Sv2.
(10)
(2) We use the following result, which can be found, for example in [17].
Theorem 3.1. Suppose that A and B are Hermitian matrices of order N, partitioned into two-by-two block
form, A = [Aij], B = [Bij], i, j = 1, 2, where A11 and B11 are of order N1. If A and B are positive semideﬁnite
and A11, B11 are positive deﬁnite, then
S(A) + S(B) S(A + B). (11)
Clearly, the result is recursively extendible to a sum of Hermitian positive semideﬁnite matrices, i.e.,
there holds
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Table 1
Problem 4.1.(a): Eigenvalues of S
−1
A S and values of related quantities.
N(A)/N(S) 1 − γA 1 − γA˜ (1 + δL)−1 λmin λmax 1 + δU ‖Q1‖ ‖ΓA˜‖
Isotropic Laplacian: ε1 = ε2 = 1
81/25 0.170 0.116 0.651 0.663 1 1.352 1.347 1.085
289/81 0.047 0.030 0.565 0.586 1 1.440 1.394 1.189
1089/289 0.012 0.008 0.517 0.540 1 1.492 1.406 1.216
4225/1089 0.003 0.002 0.483 0.518 1 1.540 1.404 1.222
Anisotropic Laplacian ε1 = 1, ε2 = 10−3
81/25 0.148 0.146 0.989 0.989 1 1.012 4.439 1.475
289/81 0.039 0.038 0.954 0.954 1 1.064 9.101 1.665
1089/289 0.011 0.010 0.854 0.854 1 1.147 16.363 1.714
4225/1089 0.004 0.002 0.688 0.688 1 1.313 21.944 1.726
M∑
m=1
S(Am) S
⎛⎝ M∑
m=1
Am
⎞⎠ . (12)
In the FEM context, for matrices associated with coercive and bounded bilinear forms, the matrix A
is spd and the matrices A(m) = R(m)TA(m)R(m) are positive semideﬁnite. With no loss of generality,
we can apply the result (12) after permuting the matrices A(m) so that their so-obtained 11-block is
nonsingular.
Next we consider the left inequality in (8). We utilise the expression for the CBS constant γ , which
holds true for any spd matrix in two-by-two block form, see, e.g. [12]. There exist γA and γA˜, such that
(1 − γ 2A )A22  SA  A22, (13)
(1 − γ 2
A˜
)A22  S  A22. (14)
Combining the latter inequalities, we obtain that
(1 − γ 2
A˜
)SA (1 − γ 2A˜ )A22  S.
Thus, both spectral bounds (8) hold true. We state the above combined results as follows.
Theorem 3.2. Let A be an spd matrix in a two-by-two block form as in (4), originating from a FEM dis-
cretization and being assembled from element stiffnessmatriceswhich also admit a two-by-two block form.
Let A˜ be the auxiliary matrix deﬁned by (9) and let γA˜ be the CBS constant corresponding to the imposed
two-by-two block splitting of A˜. Then, there holds
(1 − γ 2
A˜
)SA  S  SA, (15)
where SA is the exact Schur complement of A and S is the element-by-element approximation of SA,
constructed as in (7).
Arelevantquestion ishowaccurate is the lowerbound in (15) since, ingeneralγA˜mightbearbitrarily
close to one. We illustrate the spectral bounds with some numerical experiments in Table 1.
3.2. General nonsymmetric matrices
We recall that SA = A22 − A21A−111 A12 = A˜22 − A˜21C1A−111 CT1 A˜12 and S = A˜22 − A˜21A˜−111 A˜12. We use
Sherman–Morrison–Woodbury’s formula to express S
−1
A and S
−1, which in the former case reads as
S
−1
A = A˜−122 + A˜−122 A˜21
(
(C1A
−1
11 C
T
1 )
−1 − A˜12A˜−122 A˜21
)−1
A˜12A˜
−1
22 .
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Then, provided that A
−1
22 exists, for the product S
−1SA we obtain the following equality:
S−1SA =
(
A˜22 − A˜21A˜−111 A˜12
)−1 (
A˜22 − A21A−111 A12
)
=
(
A˜
−1
22 + A˜−122 A˜21
(
A˜11 − A˜12A˜−122 A˜21
)−1
A˜12A˜
−1
22
) (
A˜22 − A˜21C1A−111 CT1 A˜12
)
= I2 − A˜−122 A˜21
[˜
S−1 − C1A−111 CT1 + S˜−1(˜S − A˜11)C1A−111 CT1
]
A˜12
= I2 + A˜−122 A˜21(I1 − ΓA˜)−1(I1 − Q1)˜A−111 A˜12, (16)
where, above, Q1 = C1A−111 CT1 A˜11 and ΓA˜ = A˜−111 A˜12A˜−122 A˜21.
Analogously, we consider the product S
−1
A S and obtain
S
−1
A S =
(
A˜22 − A21A−111 A12
)−1 (
A˜22 − A˜21A˜−111 A˜12
)
=
[
A˜
−1
22 + A˜−122 A21
(
A11 − A12A˜−122 A21
)−1
A12A˜
−1
22
] (
A˜22 − A˜21A˜−111 A˜12
)
= I2 + A˜−122 A˜21
[
C1(C
T
1 S˜C1)
−1CT1 S˜ − I1
]
A˜
−1
11 A˜12 (17)
= I2 + A˜−122 A˜21
[
C1
(
CT1 A˜11(I1 − ΓA˜)C1
)−1
CT1 A˜11(I1 − ΓA˜)
]
A˜
−1
11 A˜12. (18)
We see from (16) and (18) that the properties of the spectrum of S−1SA are inﬂuenced by the matrix
products Γ21 ≡ A˜−122 A˜21, Γ12 ≡ A˜−111 A˜12 and ΓA˜(= Γ12Γ21), the same matrix product, the spectral
radius of which deﬁnes the CBS constant for spd matrices. However, those matrix products do not
fully explain the properties of the matrix splitting and of S−1SA in the case of nonsymmetric matrices.
We illustrate numerically their norm and spectrum for the test problems in Section 4.
Based on (16) and (17), we obtain a norm estimate
1
1 + δL  ‖S
−1
A S‖ 1 + δU, (19)
where δU = ‖A˜−122 A˜12(I1 − ΓA˜)−1(I1 − Q1)˜A−111 A˜12‖ and δL = ‖A˜−122 A˜21(Q2 − I1)˜A−111 A˜12‖ with Q2 =
C1(C
T
1 S˜C1)
−1CT1 S˜.
We include for completeness the relation between (19) and (15) for spd matrices, derived ﬁrst
in [25]. Let U = A˜−1/211 A12A−1/222 and W˜ = A˜1/211 C1A−111 CT1 A˜1/211 . Then, after a spectral transformation on
S−1SA we obtain
A˜
1/2
22 S
−1SAA˜−1/222 = I2 + UT (I1 − UUT )−1(I1 − W˜)U. (20)
Taking into account that γ˜ 2 = ρ(UUT ), we obtain
λmax(S
−1SA) 1 + γ
2
A˜
1 − γ 2
A˜
‖I1 − W˜‖ 1 + γ
2
A˜
1 − γ 2
A˜
= 1
1 − γ 2
A˜
. (21)
For W˜ = 0, the upper bound in (21) is attained and admits the same form as in (15). However, since
‖W˜‖measures the error in approximating A−111 by CT1 A˜−111 C1, which is never zero, we see that the actual
upper bound for λmax(S
−1SA) is smaller than 1/(1 − γ 2A˜ ) and does not deteriorate with γA˜ → 1,
conﬁrmed also by the numerical results.
3.3. Indeﬁnite problems with matrices of saddle point form
Consider now saddle point matrices as arising in the discretised Stokes problem and the linearized
Navier–Stokes (Oseen’s). Depending on the discretization method, A22 may be zero when using stable
ﬁnite element pairs or a nonzero block for the stabilized formulation of the problem. For the latter
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case, the estimates (16) and (17) are applicable. We consider here the case with A22 = 0 and provide
only numerical tests and comparisons.
The problem how to approximate the Schur complement matrix for Stokes and Oseen’s problems
has been an area of intensive research for many years. There are numerous issues to be taken into
account, for instance related to the LBB condition and additional boundary conditions, which are out
of the scope of this paper. A rich source of discretization, preconditioning and solution techniques for
saddle point problems is [15]. We also refer to [5,27,10,14], from which latter we have borrowed the
setting of Problem 4.2.
The best performing (in terms of numerical efﬁciency) block preconditioners utilize Schur
approximations that are based on various approximations of the differential operator describing the
Schur complement on a continuous level and in many cases approximating directly the inverse Schur
complement operator. Belowwe show some of the established and broadly used such preconditioners.
For their original derivation and improvements, see [15,27] and the references therein.
• Pressure convection diffusion (PCD) preconditioner S−1PCD = M̂−1p ApL−1p . Here M̂p is a diagonal ap-
proximation of the pressuremassmatrix, and Ap and Lp are the discretized convection–diffusion
and Laplace operators corresponding to thepressureunknowns, respectively. Thepreconditioner
is ﬁrst proposed in [18].
• BFBt preconditioner S−1BFBt = (BM̂−1u B)−1BM̂−1u A11M̂−1u BT (BM̂−1u B)−1. Here, M̂u is a block-
diagonal approximation of the velocity mass matrix. This preconditioner is ﬁrst proposed in
[13].
• A preconditioner of the form S−1OV = M̂−1p BL−1u A11L−1u BT M̂−1u , suggested in [27] as an improve-
ment of the BFBt preconditioner, referred below to as the OV preconditioner. Here Lu is the
discrete velocity vector Poisson operator.
All the three preconditioners are based on knowledge of the underlying PDE problem. They have their
advantages and disadvantages with respect to robustness when h → 0 and for large values of the
Reynolds number, applicability to stable and unstable discretizations, meeting special requirements
for imposing artiﬁcial boundary conditions, etc. All those approximations have high computational
complexity. They require inner solutions with the original block A11 as well as with blocks such as Lu,
Lp,Ap. During the action of S
−1 on a vector, usuallyA11 and Lp or Lu are solved by optimal ordermethods
such as Multigrid or Algebraic Multigrid. A comparison of their performance as well as of some other
variants is found in [27].
We test numerically the EBE-Schur complement preconditioner for the Stokes and Oseen’s prob-
lems, as well as for the Cahn–Hilliard equation. Those problems fall in Case 1 and themajor difference,
compared with Case 2 is that the element matrices A
(m)
11 are singular and cannot be inverted directly.
To overcome this difﬁculty, in the presented numerical tests those local pivot blocks are ﬁrst subjected
to a diagonal perturbation of order h2min, where hmin is a measure of the smallest element on the
considered ﬁne mesh, and then inverted. Thus, we use
S(m) = A(m)22 − A(m)21
(
A
(m)
11 + D(m)11
)−1
A
(m)
12 , (22)
where D
(m)
11 = diag{h2min}. Diagonal perturbations of order O(h2) are known not to destroy the dis-
cretization error estimates (cf., e.g. [4]). Furthermore, the perturbation affects only the preconditioner
(making some blocks more diagonally dominant) and not the system matrix.
We compare the EBE-Schur preconditioner with the pressure mass matrix (Mp) as a reference
choice. For the Oseen’s problem we compare with an element-by-element assembled approximation
of SOV , deﬁned as
SOVe =
M∑
m=1
R
(m)
2
T
M(m)p
(
A
(m)
21 L
(m)
u
−1
A
(m)
11 L
(m)
u
−1
A
(m)
12
)−1
M(m)p R
(m)
2 , (23)
where the superscript (m) indicates elementwise computations.
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Preconditioners of the form PCD, BFBt and OV do require some extra matrices to be constructed,
as well as to solve systems with them. The EBE-Schur preconditioner requires local inverses and one
ﬁnite element assembly of S, as well as one solution with it, for which we could also employ some
algebraic multilevel or perhaps multigrid technique.
4. Numerical illustrations
To illustrate the quality of the element-by-element approximation S of the Schur complement
matrix for non-selfadjoint and indeﬁnite problems, we consider the following test problems in 2D.
Problem 4.1 (Convection–diffusion problem). Find u satisfying the equation
−ε1uxx − ε2uyy + (b · ∇)u = f (x, y) in Ω
u(x, y) = g(x, y) on ΓD, ∂u/∂n = 0 on ΓN,ΓD ∪ ΓN = ∂Ω ,
where 
 = [0, 1]2. The parameters εi, i = 1, 2 are strictly positive and less or equal to one.
4.1.(a) With the choice b = 0we obtain a problem with isotropic or anisotropic Laplace operator.
4.1.(b)With the choice ε1=ε2=ε and b=[b1(x, y), b2(x, y)] as b1(x, y) = (1 − x)2 and b2(x, y) =−(1 − y)2 we solve a convection–diffusion problem. A plot of the vector ﬁeld is shown in Fig. 2(a).
On ΓN = {y = 0} we choose homogeneous Neumann boundary condition. We choose inhomoge-
neous Dirichlet boundary conditions on ΓD = {x = 0, x = 1, y = 1} corresponding to the function
u(x, y) = (1 − x)(1 − y)(atan(θ(1/2 −
√
x2 + y2)) − atan(θ(1/2 − √2))), which causes an inte-
rior layer with a slope, depending on the value of θ . The value of θ for the presented numerical tests
in Table 3 is 50, see also Fig. 2(b).
The problem is discretized using linear conforming ﬁnite elements. (Within this setting we do not
consider very strongly convection dominated examples.)
Problem 4.2 (Stokes/Oseen’s problem). Find velocity u and pressure p satisfying
−νu + (b · ∇)u + ∇p = f(x, y),
∇ · u = 0
on the unit squareΩ = [0, 1]2. Here ν is the viscosity (inverse of Reynolds number) and b deﬁnes the
convection ﬁeld (wind). We consider two cases.
4.2.(a): With ν = 1, b = 0we obtain Stokes problem. For testing purposes, in this case we choose
a solution in advance and compute f and the boundary conditions for the velocity correspondingly.
Fig. 2. (a) The vector ﬁeld. (b) The shape of the solution.
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Table 2
Problem 4.1.(b): Norm of S
−1
A S and values of related quantities.
N(A)/N(S) γA γA˜ (1 + δL)−1 ‖S−1A S‖ 1 + δU ‖Q1‖ ‖ΓA˜‖
ε = 1
81/25 0.819 0.877 0.653 1 1.350 1.352 1.075
289/81 0.950 0.968 0.569 1 1.435 1.394 1.186
1089/289 0.987 0.992 0.523 1 1.483 1.409 1.215
4225/1089 0.997 0.998 0.495 1 1.521 1.404 1.222
ε = 0.005
81/25 2.308 4.803 0.192 2.083 3.045 4.960 15.755
289/81 1.553 1.334 0.268 1.138 1.819 5.044 3.138
1089/289 0.969 0.902 0.306 1.206 1.792 4.195 2.228
4225/1089 0.962 0.975 0.366 1.163 1.73 2.943 1.427
4.2.(b): We solve Oseen’s driven lid problem with a wind with a single recirculation in Ω deﬁned
as b =
[
2(2y − 1)(1 − (2x − 1)2)
−2(2x − 1)(1 − (2y − 1)2)
]
, and for ν = 1, 1/20, 1/80, 1/160, 1/320. The boundary con-
ditions are u1 = u2 = 0 for x = 0, x = 1 and y = 0, u1 = 1, u2 = 0 for y = 1 and ΓD = ∂Ω (the
same problem setting as in [10,14]). The problem is discretized using a square mesh and the so-
calledmodiﬁed Taylor-Hood elements (Q1isoQ1), i.e., bilinear basis functions for the velocity on amesh
with a meshstep h and bilinear basis functions for the pressure on a mesh with a meshstep 2h. The
discretization Q1isoQ1 provides a stable discretization, i.e., it fulﬁlls the LBB condition (cf., e.g. [8]).
Problem 4.3 (Moving interface problem). Simulation of a moving interface with a constant speed by
using the Cahn–Hilliard equation, written in the form of a coupled system of two partial differential
equations:
ψ = f (φ) + ∇2φ,
∂φ
∂t
+ (b · ∇)φ = ∇ · (k∇Φ). (24)
Here the unknown function φ is a continuous scalar variable that describes the diffusive interface
proﬁle. It has a constant value in each phase, ±1, and changes rapidly but in a continuous manner
from one to the other in an interface strip of certain thickness. The function Φ is a a double-well
function with two minima at ±1, corresponding to the two stable phases.
For the particular test problem we use Φ(C) = (C + 1)2(C − 1)2. The domain of deﬁnition is
Ω = [−1, 1] × [0, 1] and the initial position of the front is at x = 0.We consider a very simple velocity
vectorb = [1, 0]. The initial solution and the triangulation of the domain are illustrated in Fig. 4(a). The
correspondingelement stiffnessmatrices are readilyobtainedusing thefemLego softwarepackage [16].
All numerical tests are performed in Matlab. The discretization mesh for Problem 4.1.(a) consists
of isoscelles right-angled triangles of varying size. The nonsymmetric systems are solved by the Gen-
eralized Conjugate Gradient – Minimal Residual (gcg-mr) method (cf., e.g. [1]). A relative stopping
criterion on the norm of the residual is used, chosen as 10−6. The preconditioner is of the classical
block-factorized form,
P =
[
A11 0
A21 S
] [
I1 A
−1
11 A12
0 I2
]
. (25)
As (25) indicates, within the preconditioning step, all systems with the top-left pivot block A11 as
well as with the Schur complements are solved using a direct method. In this way we can monitor
purely the quality of the EBE-Schur approximation S. In some experiments we have used P as a two-
level preconditioner. In some other experiments, a multilevel version of (25) is applied, where S is
recursively split in two-by-two block form and the same EBE technology is used to approximate the
Schur complements of the Schur complements. The question how to handle the blocks A11 and A
−1
11 A12
falls out of the scope of this paper.
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Fig. 3. Problem 4.1: Plot of the spectrum of S−1SA , N(S) = 1089. (a) ε = 1, (b) ε = 0.1, (c) ε = 0.01, (d) ε = 0.005.
In the tables and ﬁgures below, N(·) is used to denote the size of a matrix, λmin = λmin(S−1A S) and
λmax = λmax(S−1A S).
We begin with illustrations of the bounds (19) and (15), found in Table 1. It is observed that even
though γA and γA˜ approach 1 with decreasing h, both for the isotropic and anisotropic case, the
spectrum of S
−1
A S remains bounded between 0.5 and 1 as predicted by the estimate in Theorem 2.1.
The value of γHBF is 0.5 for the right-angled isoscelles triangular mesh used for this test. We also
see that ‖ΓA˜‖ is bounded independently of h, as the theory predicts. The observed growth in ‖Q1‖
for the anisotropic problem is due to the fact that the construction of the EBE-Schur approximation
implies that CT1 A˜
−1
11 C1 is used as an approximation of A
−1
11 , which is known to be h-independent but
not robust with respect to anisotropy and jumps in the problem coefﬁcients (for some details, cf. [23],
for example).
The next series of tests are for Problem4.1.(b), where thematrix A is nonsymmetric but still positive
deﬁnite. Fig. 3 illustrates the spectrum of the preconditioned matrix S−1SA for Problem 4.1.(b), for
problem size N(A) = 4225, size of the Schur complement N(S) = 1089 and three different values of
theparameterε.Wesee thatwithmaking theproblemmoreconvection-dominated, the imaginarypart
slightly grows but remains relatively small. For not so small values of ε the real part is still between
0.5 and 1. Table 2 shows results similar to those in Table 1. Clearly, in the nonsymmetric case, the
quantities γA = ρ(A−111 A12A−122 A21) = ρ(ΓA) and γA˜ = ρ(˜A−111 A˜12A˜−122 A˜21) = ΓA˜) are not uniformly
bounded by one anymore. Table 3 shows some iteration counts for Problem 4.1.(b). The number of
iterations indicates h-independence for the two-level preconditioner and near h-independence for
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Table 3
Problem 4.1.(b): Iteration counts.
Size N(A)/N(S) Total no. levels Two-level/Multilevel
ε = 1 ε = 0.1 ε = 0.01 ε = 0.005
1089/289 6 7/11 6/ 9 7/ 8 8/ 9
4225/1089 7 7/14 6/12 6/10 8/10
16,641/4225 8 7/17 6/15 6/13 6/15
66,049/16,641 9 7/22 6/18 6/16 6/16
263,169/66,049 10 7/27 6/22 6/19 5/20
Table 4
Problem 4.2, Stokes problem: Iteration counts.
Size of N(S) Mp S
eig(M−1p SA)min–max Iter eig(S−1SA)min–max Iter
81 0.166–0.986 8 0.101–0.634 8
289 0.164–0.996 7 0.098–0.635 6
1089 0.164–0.999 6 0.096–0.636 5
4225 – 4 – 5
16,641 – 3 – 4
Table 5
Problem 4.2, Oseen’s problem: Iteration counts.
Size N(A)/N(S) ν = 1 ν = 1/20 ν = 1/80 ν = 1/160 ν = 1/320
659/81 10-11-11 28-22-26 66-37-38 75-43-41 81-45-48
2467/289 9-10-11 30-24-33 106-65-68 171-86-80 219-96-85
9529/1089 9-9-10 29-24-33 117-88-110 207-146-157 427-210-177
37,507/4225 8-9-9 27-22-37 116-89-136 205-185-248 522-330-369
148,739/16,641 8-8-8 24-19-35 110-89-142 193-193-296 514-398-557
the multilevel version of it (the iteration counts on the right side in columns 3–6). The multilevel
versionof thepreconditioner used for the experiments in Table 3 is not stabilized and its computational
complexity is analogous to a V-cycle.
Tables4and5present results for Problems4.2.(a) (Stokes) 4.2.(b) (Oseen’s), correspondingly. Table4
provides some comparisons between the EBE-Schur approximation S and the pressuremassmatrixMp
as preconditioners for the exact Schur complement SA = −A21A−111 A12. The numerical results suggest
that in this case both approximations have very similar behaviour and there is not particular advantage
to use one or the other from numerical efﬁciency point of view. From computational point of view,Mp
is slightly cheaper to construct.
The picture is different for the more difﬁcult Oseen’s problem, illustrated by the results in
Table 5. There, Mp is used only as a reference choice. The three numbers in columns 2–6 are the
iteration counts for the three preconditioners –Mp, S and SOVe. We see that S is relatively robust with
respect to h and is not robust with respect to the viscosity coefﬁcient, where the number of iterations
almost doubles with halving ν . However, S is much cheaper to construct and apply, compared with
SPCD and SBFBt .
Whenmonitoring thenumberof iterationsonly, thepreconditionerSOVe, apart that it is cheap tocon-
struct, does not seem to be a feasible choice. However, the idea to construct an EBE-version of some of
themore involved andnumerically efﬁcient preconditioners should be further investigated. Numerical
results, not presented in this paper,where amultilevel version of the preconditionerwas used, indicate
that the quality of the Schur complement on the coarser levels approximation improves substantially.
Finally, we present some results for the two-level preconditioner for Problem 4.3. The problem is
time-dependent and the solution procedure involves a number of solutions of a linear system with
updated right-hand side, until a certain stopping criterion ismet, and thenprogressing in time. Fig. 4(b)
shows the frontmovement after 30 time-steps. Table6 showssomeconvergence results for the solution
of one linear system, aswell as some eigenvalue information for the preconditioned system S−1SA. The
observedmildgrowth in thenumberof iterations for the two-levelmethod testedhere indicates at least
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Fig. 4. Problem 4.3: An illustration of the moving front. (a) The initial state. (b) The front movement after 30 time-steps.
Table 6
Problem 4.3: Iteration counts.
Size N(A)/N(S) Iter Lower bound eig(S−1SA) Upper bound
min(Real) max(Real) max(Imag)
306/153 5 0.81407 1 1.3078 0.0325 1.3656
1122/561 11 0.58174 1 3.0642 0.2728 3.4787
4290/2145 23 1 10.5635 1.3129
16,770/8385 49 – – –
Fig. 5. Problem 4.3: Plot of the spectrum of S
−1
A S.
two directions for further research. One is to improve the quality of the Schur approximation utilizing
more knowledge from the underlying problem. The second one is to use a multilevel framework with
some stabilization, and possibly combining both ideas.
Fig. 5 illustrates the shape of the spectrum of S
−1
A S for Problem 4.3, for two consecutive problem-
sizes.
5. Conclusions
In this paper we investigate the quality of the EBE-Schur complement approximation S for a broad
spectrum of problems. We extend some existing results for spd problems, which quantify that the
EBE approach ensures a very good approximation of the exact Schur complement for those problems.
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The result in Theorem 3.2 provides us with a basis to recursively apply the proposed technique for
constructing sparse approximate Schur complements in a multilevel fashion.
The applicability of the approach is numerically tested in the general nonsymmetric case on three
classes of problems. It is seen that in some cases, such as for convection–diffusion, Stokes, phase-
separation problems, the results are very promising while for other problems, such as for Oseen’s
problemwith largevaluesofReynoldsnumber, the straightforwardconstructionof S is lessnumerically
efﬁcient. The study for thenonsymmetric caseneeds further analysis to get adeeperunderstandingand
insight to better determine the applicability of the approach for the classes of problems of practical
interest. The ease in construction, the general applicability as well as the excellent parallelization
potential of the EBE technology, together with the promising numerical results for certain problems,
provide us with arguments to analyse the approach in the future.
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