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ON THE DISTRIBUTION OF CUBIC EXPONENTIAL SUMS
BENOIˆT LOUVEL
Abstract. Using the theory of metaplectic forms, we study the asymptotic behavior of cubic
exponential sums over the ring of Eisenstein integers. In the first part of the paper, some non-
trivial estimates on average over arithmetic progressions are obtained. In the second part of the
paper, we prove that the sign of cubic exponential sums changes infinitely often, as the modulus
runs over almost prime integers.
1. Introduction
1.1. Statement of the result. Let f = P /Q be a rational function, normalized such that P and Q
are two polynomial in Z[X] mutually coprime and with coefficients mutually coprime. Let Sχ(f, c)
be the exponential sum
Sχ(f, c) = ∑
x (mod c)
Q(x)Q(x)≡1 (mod c)
χ(x) exp(2πiP (x)Q(x)
c
) ,
where c ∈ Z−{0} and χ is a character modulo c. These sums satisfy the individual Weil upper bound∣Sχ(f, p)∣ ⩽ kf√p, valid for almost all primes p, where the constant kf can be explicitly given in terms
of P and Q (see formula (3.5.2) p.191 of [Del77]). It is therefore natural to study the distribution of
the normalized sums over the primes, i.e. to ask whether the set {Sχ(f, p)/kf√p ∶ p prime} should
be expected to be equidistributed for some measure. This is a difficult problem, and there exist
actually only very few non-trivial examples for which the question of equidistribution over prime
moduli has been completely solved: the case of cubic Gauß sums – this corresponds to the choice
where P (x) = x, Q(x) = 1 and χ is the cubic Legendre symbol – has been solved in [HBP79], and
the case of Salie´ sums – this corresponds to the choice where P (x) = x2 − 1, Q(x) = x and χ is the
quadratic Legendre symbol – has been solved in [DFI95] (see also [Hoo64], for the distribution over
the integers).
In this paper we consider the case of a cubic polynomial. More specifically, we shall consider the
polynomial f(x) = x3 − 3x, which is a typical situation for the problem that concerns us. Following
the way initiated by Heath-Brown and Patterson in [HBP79] and pursued latter by Livne´ and
Patterson in [LP02], we work over the ring of Eisenstein integers R = Z[ω], where ω3 = 1, instead of
working over Z; the reason for that comes from the introduction of the cubic Legendre symbol (see
Section 2). It will be convenient to define e(z) for z ∈ C as e(z) = exp(2iπ(z + z)). Let k be the field
k = Q(ω) and N = Normk/Q the norm. In this paper, the letter π will either denote a prime in R, or
the value π = 3.14.... The exponential sums we are interested in are defined as
(1.1) S(a, c) = ∑
x (mod c)
e(a(x3 − 3x)
c
) , c ∈ R.
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These sums are real and, for almost all primes π of R, they satisfy the individual Weil bound∣S(a,π)∣ ⩽ 2√N(π). The angles θa,π are consequently defined by cosθa,π = S(a,π)/2√N(π). The
horizontal Sato-Tate law predicts that there exists a measure µ on [0, π] such that the angles θa,π
are equidistributed with respect to µ; this means that for any a ∈ R − {0} and any interval [α,β] of[0, π],
(1.2)
♯{N(π) ⩽X ∶ θa,π ∈ [α,β]}♯{N(π) ⩽X}
X→∞Ð→ µ([α,β]).
Such a conjecture seems unreachable at the moment; actually, it is even not known whether the
sums S(1, π) are positive or negative infinitely often.
Our goal in this paper is to realize a step towards the Sato-Tate conjecture by showing that the
sign of S(1, c) changes infinitely often, as c runs through almost prime integers.
Theorem 1.1. Let X ≫ 1 . There exists an explicitly computable constant 0 < u < 60, such that
♯{X ⩽ N(c) < 2X ∶ π∣c⇒N(π) ⩾X1/u, S(1, c) > 0}≫ X
logX
♯{X ⩽ N(c) < 2X ∶ π∣c⇒N(π) ⩾X1/u, S(1, c) < 0}≫ X
logX
.
This result answers a question raised by Fouvry and Michel in [FM07] (p. 9), where the authors
prove an analogous result to Theorem1.1 for Kloosterman sums. We recall that the Kloosterman
sums are defined for m,n, c ∈ Z by
K(m,n, c) = ∑
x (mod c)
xx≡1 (mod c)
exp(2iπmx + nx
c
) .
In the case of Kloosterman sums, the analogue of Theorem1.1 was proved by Fouvry and Michel
([FM07, The´ore`me1.2 and The´ore`me1.3]), and the value of the corresponding u is 23.9. In the
present paper, we do not try to optimize the value of the constant u of Theorem1.1, and content
ourselves with the easily improvable but explicit value u ⩽ 60.
One of the main arguments in favor of the horizontal Sato-Tate conjecture is the vertical Sato-Tate
law, concerning the distribution of the set {θa,π ∶ a (mod π)}, as the prime π varies.
Theorem 1.2. For every interval [α,β] ∈ [0, π],
♯{a (mod π) ∶ θa,π ∈ [α,β]}N(π) − 1 Ð→
2
π
∫
β
α
sin2 t dt, as N(π) Ð→∞.
Proof. This theorem is proved in [Kat88, Theorem7.10.5 and § 7.10.6]. The measure µ is described
as the image through A↦ arccos (Tr(A)/2) of the Haar measure on USp(2). Since USp(2) = SU(2),
we obtain µ = 2/π sin2. 
1.2. Outline of the proof of Theorem1.1. Experience has shown (see [DFI95], [FM07] and
[HBP79]) that, in order to tackle equidistribution problems for prime moduli, it is reasonable to
firstly study exponential sums over the integers and then to apply sieve techniques. The main part
of this paper deals with the first part of this program, i.e. with the study of the smooth asymptotic
behavior of cubic exponential sums (Theorem1.3). From now on, S(1, c) will be the quantity defined
in (1.1). There is a major difference between the zeta function associated to cubic exponential sums,
i.e.
(1.3) Zd(s) = ∑
c≡0 (mod d)
S(1, c)
N(c)s ,
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and the Kloosterman zeta function, i.e. the zeta function associated to Kloosterman sums. Actually,
Zd(s) is absolutely convergent in R(s) > 3/2, and has a meromorphic continuation to R(s) > 1 with a
pole at s = 4/3 and possibly other poles at the spectral parameters of the hyperbolic Laplacian. This
is a new feature when compared to the Kloosterman zeta function, where no poles are expected in the
half-plane R(s) > 1. This pole at s = 4/3 is related to the residual spectrum of the Laplacian, which
is, in turn, built on cubic theta functions (see Section 3). Throughout the text, we will consequently
refer to the residue of the zeta function at this pole as the theta-term. Selberg’s conjecture on the
spectrum of hyperbolic surfaces predicts that 4/3 is the only pole of Zd(s). This would imply that
for any ε > 0,
(1.4) ∑
c≡0 (mod d)
N(c)⩽X
S(1, c)√N(c) = cθ(d)X
5
6 +O (X 12+ε) .
Actually, the first moment of S(1, c) was computed by Livne´ and Patterson ([LP02, Theorem1.2]),
and the authors showed that (1.4) is true for any ε greater or equal to 1/4; moreover, they computed
the constant cθ(d) when d is square-free. For their purpose, they could avoid the utilization of
a complete Bruggeman-Kuznetsov formula, instead they used the simpler version by Goldfeld and
Sarnak ([GS83]). This was enough for these authors to compute the asymptotic constant cθ(d) when
d is square-free, but their result does not give any information on the dependence on the level d of
the error term in (1.4).
Our first main result solves this last problem, by extending the work done by Livne´ and Patterson.
It is a smooth version of (1.4), the main point here being that we have been able to control the
dependence on the level:
Theorem 1.3. Let g be a smooth function with compact support in [1,2]. Let d be an Eisenstein
integer coprime to 3. Then there exists a parameter s(d), 0 ⩽ s(d) ⩽ 1
6
, and a constant cθ(d), such
that
(i) ∑
c≡1 (mod 3)
c≡0 (mod d)
S(1, c)√N(c)g (
N(c)
X
) = cθ(d)gˆ(1/6)X 56 +O(√X +X 12+s(d) log2X τ(d)N(d)2s(d) )
(ii) ∑
c≡1 (mod 3)
c≡0 (mod d)
S(1, c)√N(c)g (
N(c)
X
) = O(√X +X 56 log2X τ(d)N(d) 56 ) .
Here, gˆ is the Mellin transform of g and τ is the divisor function. The implied constant in (ii)
depends only on the function g.
As a consequence of part (i) of Theorem1.3, we obtain the Linnik-Selberg conjecture on average.
More precisely, we prove that equation (1.4) with d = 1 is true, in a smooth version:
Corollary 1.4. With the notations of Theorem 1.3, for any ε > 0,
∑
c≡1 (mod 3)
S(1, c)√N(c)g (
N(c)
X
) = cθ(d)X 56 +O (X 12+ε) .
Remark 1.5. The constant cθ(d) is computed when d is square-free in [LP02], and could theoretically
be computed for a general modulus d. This has been partially done in the author’s thesis [Lou], and
we shall come back to this problem in a future work.
We now turn to part (ii) of Theorem1.3, in which the theta-term is avoided. The explicit depen-
dence on the level d actually allows us to obtain a non-trivial estimate over arithmetic progressions
on average. For clarity, let us define the following quantities:
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Σ(D) = ∑
N(d)⩽D
∑
c≡1 (mod 3)
c≡0 (mod d)
S(1, c)√N(c)g (
N(c)
X
) ,(1.5)
Σθ(D) = ∑
N(d)⩽D
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∑
c≡1 (mod 3)
c≡0 (mod d)
S(1, c)√N(c)g (
N(c)
X
) − cθ(d)gˆ(1/6)X 56
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
.(1.6)
On the one side, the Weil bound gives the trivial estimate Σ(D) ≪ X logX log2D. On the other
side, a consequence of Selberg’s eigenvalue conjecture would be Σθ(D)≪ DX 12 , and from this would
follow at once the estimate
(1.7) Σ(D) = gˆ(1/6)X 56 ∑
N(d)⩽D
cθ(d) +O (DX 12 ) .
It was shown by Livne´ and Patterson ([LP02]) that cθ(d) behaves like 1/σ(d) when d is square-free.
Assuming that ∑ cθ(d) is finite, it would follow from (1.7) that Σ(D)≪ DX 12 , whenever D ≫ X 13 ;
this improves on the trivial estimate (coming from the Weil bound) as soon as D = o (√X). Thus,
one would ideally expect an estimate for Σ(D) of the form
(1.8) Σ(
√
X
logβX
)≪ X
logX
, for some β.
In the second corollary to Theorem1.3, we prove a more precise version of (1.8):
Corollary 1.6. Let Σ(D) be the quantity defined in (1.5). Let X ≫ 1 and let g be as in Theorem 1.3.
Then
Σ (D)≪ D√X +X5/6D1/3 log3X.
In particular, (1.8) is true for β ⩾ 12.
Note that in Corollary 1.6, there is no appearance of the theta-term. In this aspect, Corollary1.6
is probably not the most effective result, but shall nevertheless enable us to prove the changes of sign
of the cubic sums S(1, c), for almost prime moduli. Combining sieve methods and Corollary1.6, we
will prove the upper bound
(1.9)
RRRRRRRRRRRR ∑π∣c⇒N(π)⩾X1/u
S(1, c)√N(c)g (
N(c)
X
)
RRRRRRRRRRRR
⩽ gˆ(1)h(u) X
logX
+O( X
log2X
) .
This bound is valid for any u ⩾ 3 and h(u) is a rapidly decreasing function, tending to zero as u
grows; in particular, a numerical computation shows that h(60) < 10−4. As we will see in Section 6,
Corollary1.6 plays an essential role in the proof of (1.9).
Finally, we will prove the counterpart to (1.9); more precisely, we will obtain, in a similar way to
[FM07], the lower bound
(1.10) ∑
π∣c⇒N(π)>X1/u
RRRRRRRRRRR
S(1, c)√N(c)g (
N(c)
X
)RRRRRRRRRRR ⩾ Cabsgˆ(1)
X
logX
.
The main ingredient of the proof of (1.10) is the vertical Sato-Tate law (Theorem1.2). This last
bound (1.10) is valid for any u ⩾ 3, and the value of Cabs is given by Cabs = 0.015. Theorem1.1 is
now proved, as a consequence of (1.9) and (1.10).
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Remark 1.7. (1) As already mentioned before, our goal in this paper is to give an explicit value for
the constant u of Theorem1.1, and the problem of improving the value of u lies beyond the scope
of this paper. However, it is a very interesting question, which can be tackled in a number of ways:
in [FM07], the authors used algebraic geometric methods in order to optimize the constant Cabs in
(1.10); moreover, one could expect to improve Corollary1.6, by proving that Σ (Xα) ≪ X
logX
for
some α > 1/2; one could also refine the sieve argument, as it has been done in the case of Kloosterman
sums (see [SF07]); another interesting work in this direction is [Mat].
(2) The core of the paper is devoted to the proof of Theorem1.3; the main difficulty lies in the
machinery of metaplectic forms and in the Bruggeman-Kuznetsov formula for imaginary quadratic
field. In this regard, we considerably benefit from the works of Bruggeman and Motohashi ([BM03])
and Lokvenec-Guleska ([LG]), where the Kloosterman sum formula and the spectral sum formula
have been precisely formulated for quadratic imaginary fields.
(3) Unfortunately, the fact that our proof is based on the theory of metaplectic forms on Q(e2iπ/3)
does not allow us to obtain results on the cubic exponential sums S(1, c), for c running over the
rational integers. It is actually not clear what would be the analogue of Theorem1.3 over Z. We
refer to [Pat03] for a discussion and a conjecture concerning the asymptotic behavior of exponential
sums, and leave as an open question wether or not it is possible to derive from Theorem1.1 an
analogous statement for moduli in Z.
(4) As it has been implicitly observed previously, Corollary1.6 states that in average, we can
assume that there is no exceptional eigenvalue, rendering therefore useless for the proof of Theo-
rem1.1 the information on the exceptional spectrum obtained in Theorem1.3 (i). It would be very
interesting to develop a sieve method that takes into account the exceptional spectrum, and reveals
its contribution in Theorem1.1, under the form of a bias.
We end the introduction with a brief outline of the rest of the paper. In Section 2, we recall the
link between cubic exponential sums and Kloosterman sums twisted by the cubic Legendre symbol.
In Section 3, we introduce the cubic metaplectic forms and recall some facts about the discrete spec-
trum of the metaplectic group. In Section 4, we state the Bruggeman-Kuznetsov formula for the
imaginary quadratic field Q(ω), and prove some estimates related to the discrete spectrum of the
metaplectic group. The proofs of Theorem1.3 and of its corollaries are finally given in Section 5.
The proof of Theorem1.1 is then obtained in the last two sections: the upper bound (1.9) is proved
in Section 6 and the lower bound (1.10) in Section 7.
Notations. We denote by k the field k = Q(ω), with ω = e2iπ/3, R being the ring of Eisenstein inte-
gers Z[ω]. For z ∈ C, e(z) = exp(Trk/Q(z)) = exp(2iπ(z+z)), where z ↦ z is the complex conjugation.
The sums will be taken over R and x shall be an inverse of x (mod r), for some r ∈ R given by the
context. The function ω(c) will be the number of distinct prime factors of the integer c and, in Sec-
tion 6, it will also represent the Buchstab function. Finally, δα,β is 1 or 0, according to if α = β or not.
Acknowledgements. This article is based on Chapter 2 and Chapter 4 of the author’s PhD thesis
[Lou]. I sincerely thank my supervisors, Professor Samuel James Patterson and Professor Philippe
Michel, for introducing me to the theory of exponential sums and for their support and encourage-
ment. I also thank Professor Valentin Blomer for his advice and comments on this paper. I want
to thank the Ecole Polytechnique Fe´de´rale de Lausanne and the Universite´ de Montpellier 2, where
part of this work has been done, for excellent working conditions.
2. Cubic and geometric Kloosterman sums
The link between the cubic exponential sums S(a, c) defined in (1.1) and the theory of automorphic
forms is given by the cubic Kloosterman sums, i.e. the Kloosterman sums twisted by the cubic
legendre symbol. The cubic Kloosterman sums will appear as Fourier coefficients of Poincare´ series,
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and thereby provide a link with the spectral theory of automorphic forms. Let ( ⋅
⋅
)
3
be the cubic
residue symbol. For m,n, c ∈ Z[ω] with gcd(c,3) = 1, the cubic Kloosterman sum is defined as
(2.1) K3(m,n, c) = ∑
x (mod c)
xx≡1 (mod c)
(x
c
)
3
e(mx + nx
c
) .
The following relation is due to several authors (Duke and Iwaniec, Livne´, Katz). The version we
give here is taken from [Pat97], Theorem3.1.
Proposition 2.1. Let a, c ∈ Z[ω]. Assume that gcd(a, c) = 1 and gcd(c,3) = 1. Then, S(a, c) =
K3(a, a, c).
The three-dimensional hyperbolic space is usually represented as the half-space H = C ×R×
+
. We
can embed it in the Hamiltonian quaternions by identifying
√−1 ∈ C with iˆ and w = (x + iy, v) ∈ H
with x + yiˆ + vkˆ, where 1, iˆ, jˆ, kˆ are the standard unit quaternions. The group SL2(C) acts on H by
(a b
c d
)w = (aw + b)(cw + d)−1.
The SL2(C)-invariant measure is dV (w) = v−3 dm(z)dv, where dm(z) is the standard Lebesgue
measure on C. Of first importance for us are the subgroups of SL2(Z[ω]) defined by
Γ2 = {γ ∈ SL2(Z[ω]) ∶ ∃g ∈ SL2(Z), γ ≡ g (mod 3)},(2.2)
Γ1 = {γ ∈ SL2(Z[ω]) ∶ γ ≡ 1 (mod 3)},(2.3)
Γ0(d) = {γ ∈ SL2(Z[ω]) ∶ γ ≡ ( ∗ ∗0 ∗ ) (mod d)}.(2.4)
The Kubota symbol κ can now be introduced. It is defined on Γ1 by
κ(γ) = ⎧⎪⎪⎨⎪⎪⎩
( c
a
)
3
if c ≠ 0
1 if c = 0, where γ = (
a b
c d
) ∈ Γ1.
This definition is then extended to Γ2 by defining κ trivially on SL2(Z). More precisely, for any
γ2 ∈ Γ2, there exists g ∈ SL2(Z) and γ1 ∈ Γ1 such that γ2 = gγ1, and we define
(2.5) κ(γ2) = κ(γ1).
The starting point of the theory of metaplectic forms is a short but significant paper of Kubota
([Kub66]), in which he proved that κ is a group homomorphism on Γ1. Actually, Kubota proved
that κ is a morphism on the subgroup of Γ1 consisting in matrices congruent to 1 modulo 9, but
this last condition can be dropped, and it can be proved that the definition of κ on Γ2 extends κ to
a group homomorphism from Γ2 into the cubic roots of unity of k (see [Pat77], p.127).
Let σ ∈ SL2(R) and let Γ be a subgroup of Γ2. Define
Γσ = {γ ∈ Γ ∶ γ (σ−1(∞)) = σ−1(∞)} .
One can show that for any σ ∈ SL2(R), there exists a lattice Λσ ∈ R such that
Γσ = σ−1 (1 Λσ0 1 )σ.
For Λ a lattice in R, we denote by Λ∧ the dual lattice to Λ with respect to e. A cusp σ−1(∞) of Γ,
with σ−1 ∈ SL2(Z[ω]), is called essential if κ∣Γσ = 1.
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Definition 2.2. Let Γ be a subgroup of Γ2 and let σ
−1(∞) and τ−1(∞) be two essential cusps of
Γ. Let m ∈ Λ∧σ and n ∈ Λ∧τ . The geometric Kloosterman sum is defined by
Kσ,τ(m,n, c) = ∑
a (mod Λσc)
d (mod Λτc)
(a ∗c d )∈Γ
κ(γ)e(am + nd
c
) .
Let ω(c) be the number of prime divisors of c. Then the geometric Kloosterman sums satisfy the
individual bound
(2.6) ∣Kσ,τ(m,n, c)∣ ⩽ 2ω(c)N (gcd(m,n, c))N(c)1/2.
We also have the following ”twisted multiplicativity”: generally, if f is a rational function with
integral coefficients, then the exponential sum
S(f, c) = ∑
x (mod c)
f(x)≠∞
e(f(x)
c
)(x
c
)
3
,
satisfies, for every c1, c2 ∈ R, such that gcd(c1, c2) = 1, the twisted multiplicativity
(2.7) S(f, c1c2) = (c1
c2
)
3
(c2
c1
)
3
S(f2, c1)S(f1, c2),
where fi(x) = c−1i f(cix), with c−1i ci ≡ 1 (mod c3−i) for i = 1,2. We refer for example to [LP02,
Proposition5.1] for a proof of (2.6) and (2.7).
In order to come back to the arithmetical setting, one has to fix the group Γ and the two cusps
σ−1(∞) and τ−1(∞). Let d be a primary integer, i.e. d ≡ 1 (mod 3). According to this, we shall
work with the groups
Γ−1 = ⟨Γ1,−Id⟩,(2.8)
Γd = ⟨Γ1,−Id⟩ ∩ Γ0(d) ⊂ Γ−1 .(2.9)
For d = 1 or d = 2, the group Γd is not equal to the group defined in (2.2) and (2.3), but this should
not cause any confusion. The reason for including −Id in the group is that it will allow us to work
with even functions in the Bruggeman-Kuznetsov formula, as in [BM03]; the case of odd functions
has been worked out in [LG] but led there to complications in the sum formulas. We shall also work
with the matrices
(2.10) σ−1 = (1 0
0 1
) and τ−1 = (d − 1 d − 2
d d − 1) .
We remark that for any primary d, the cusps σ−1(∞) and τ−1(∞) are two essential cusps with
respect to the group Γd, but they are not Γd-equivalent.
Lemma 2.3. With the notations of (2.9) and (2.10), the geometric Kloosterman sums defined in
Definition 2.2 satisfy
(i) Kσ,τ(m,n, c) =
⎧⎪⎪⎨⎪⎪⎩
K3(m,n, c) if c ≡ ±1 (mod 3), c ≡ 0 (mod d)
0 otherwise.
(ii) Kσ,σ(m,n, c) =Kτ,τ(m,n, c) = 0, if c is not divisible by d.
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Proof. We have Λσ = Λτ = 3Z[ω]. Then Definition 2.2 reads
Kσ,τ(m,n, c) = ∑
a (mod 3c)
d (mod 3c)
(a ∗
c d
)τ∈Γ
κ((a ∗
c d
)(d − 1 2 − d−d d − 1))e(ma + ndc ) .
With our choice Γ = Γd, the condition ( a ∗c d ) τ ∈ Γ means a ≡ d ≡ 0 (mod 3), c ≡ ±1 (mod 3)
and c ≡ 0 (mod d). Then, from the definition of κ on Γ2, one knows that κ(γ) = κ(γ′γ), for all
γ ∈ Γ2, γ′ ∈ SL2(Z); using this, one shows that
κ((a ∗
c d
)(d − 1 2 − d−d d − 1)) = (ac )3.
This proves (i). The proof of (ii) is similar, and we omit it. 
3. Cubic metaplectic forms
In this section, we recall some classical definitions and results about cubic metaplectic forms.
These results will be used in the next section, in order to state the Bruggeman-Kuznetsov formula for
the field Q(ω). Since we will make use of the work of Bruggeman, Motohashi and Lokvenec-Guleska
([BM03] and [LG]) in Section 4, we will follow their notations in this section as well. Moreover,
special emphasis will be put on the residual part of the spectrum of the Laplacian operator, which
is non-trivial in our context; this corresponds to the so called theta-term, which was introduced by
Kubota in [Kub69], and explicitely treated by Patterson in [Pat77].
Let G be the group G = PSL2(C); its Iwasawa decomposition is given by
(3.1) G = NAK,
where N , A and K are the projective images in G of the following subgroups N , A and K of SL2(C):
N = {n[z] ∶ z ∈ C} where n[z] = (1 z
0 1
) ,
A = {a[r] ∶ r > 0} where a[r] = (
√
r 0
0
√
r
−1) ,
K = SU(2) with elements k(α,β) = ( α β−β α) .
The real Lie algebra sl2 of G is generated by the six elements
H1 = 1
2
(1 0
0 −1) , V1 = 12 (0 11 0) , W1 =
1
2
( 0 1−1 0) ,
H2 = 1
2
(i 0
0 −i) , V2 = 12 ( 0 i−i 0) , W2 =
1
2
(0 i
i 0
) .
The complexification g of sl2 can be seen as the set of all left-invariant differential operators. We
have g ≅ sl2 ⊕ sl2, and one shows that the two elements
Ω± = 1
8
((H1 ∓ iH2)2 + (V1 ∓ iV2)2 − (W1 ∓ iW2)2)
generate over C the center Z(g) of the universal enveloping algebra U(g).
The real Lie algebra of K is generated by H2, W1 and W2. Its complexification k is of dimension
two, and the center Z(k) of U(k) is generated by
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Ωk = 1
2
(H22 +W12 +W22) .
We need to study automorphic forms which are not K-invariant. In this paragraph, we give some
facts about L2(K). An orthogonal basis of L2(K) is known to be given by {Φlp,q ∶ l ⩾ 0, ∣p∣ ⩽ l, ∣q∣ ⩽ l}.
These functions are constructed as matrix coefficients of some representation of K; we refer to the
discussion in [LG, § 2.2] and in [BM03, § 3] for more details. Since they satisfy
ΩkΦ
l
p,q = −12(l2 + l)Φlp,q, H2Φlp,q = −iqΦlp,q,
one can reorganize them and obtain the following decomposition:
L2(K) = ⊕
l,q
∣q∣⩽l
L2(K; l, q),
with
L2(K; l, q) = ⊕
∣p∣⩽l
CΦlp,q
= {f ∈ L2(K)L2(K) ∶ Ωkf = −1
2
(l2 + l)f,H2f = −iqf} .
Finally, we now give a model for irreducible representations ofG. We define the functions φl,q(s, p)
on G by φl,q(s, p)(na[r]k) = r1+sΦlp,q(k). Let H(s, p) be the space generated by all finite linear
combinations of φl,q(s, p), and let H2(s, p) be the completion of H(s, p) in L2(K). Then H2(s, p)
is g-invariant and irreducible for the values of s and p we will be interested in. Let us mention that
H2φl,q(s, p) = −iqφl,q(s, p),(3.2)
Ωkφl,q(s, p) = − l2 + l
2
φl,q(s, p),(3.3)
Ω±φl,q(s, p) = 1
8
((s ∓ p)2 − 1)φl,q(s, p).(3.4)
Automorphic forms on the hyperbolic upper half space can be seen as automorphic forms on
SL2(C) which are invariant by the action of the maximal compact subgroup K of SL2(C). Over
Q, the Kuznetsov sum formula is an equality between Kloosterman sums and spectral elements
involving Maass forms and holomorphic forms. This generalizes for a number field by considering
automorphic forms of any K-type.
In the rest of this section we shall consider a discrete subgroup Γ of SL2(R). Let L2 (Γ/G,κ) be
the space of square-integrable functions on G which satisfy
f(γg) = κ(γ)f(g) for all γ ∈ Γ.
Under the action of G by the regular representation, L2 (Γ/G,κ) decomposes into irreducible unitary
representations with finite multiplicities, say
(3.5) L2 (Γ/G,κ) =⊕V .
As we saw before, the irreducible representations of G are known; they are given by the H2(s, p),
for s ∈ iR or s ∈]0,1[. Moreover the operator Ω± acts on the subspace HK(s, p) of K-finite vectors
of H2(s, p) as multiplication by the scalar 1/8 ((s ∓ p)2 − 1). In consequence, each space V can be
decomposed as an infinite direct sum of irreducible representations with respect to the action of K.
If V is isomorphic to H(s, p), then the decomposition of V is given by
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(3.6) V = ⊕
l⩾∣p∣
∣q∣<l
Vl,q.
The space Vl,q is one dimensional, generated by the function φl,q(s, p). According to this, one defines
the space of metaplectic forms of a given K-type.
Definition 3.1. A metaplectic form of K-type (l, q) with respect to the group Γ is a function
f ∶ GÐ→ C satisfying
f(γg) = κ(γ)f(g), ∀γ ∈ Γ,
Ω±f = λf, for some λ ∈ C,
H2f = −iqf, Ωkf = − l
2 + l
2
f.
One can show that the value λ has to be of the form λ = 1
8
((s ∓ p)2 − 1), for some s and p (see
[LG], Lemma3.2.2).
Definition 3.2. Let f be a metaplectic form of eigenvalue 1/8 ((s − p)2 − 1) with respect to Ω±.
The couple (s, p) is then called the spectral parameter of f . If s ∈]0,1], then p = 0 and (s, p) is said
to be an exceptional spectral parameter.
Remark 3.3. In particular, metaplectic forms of K-type (0,0) have necessarily a spectral parameter
of the form (s,0); they are actually functions defined over H.
We now recall that the way of expanding a metaplectic form in its Fourier series is independent
of its K-type. On the space of functions f ∈ C∞(G) such that, for some σ > 0,
f(na[v]k) = O(v1+σ) , as v → 0,
define the operator Am by
Amf(g) = ∫
N
χm(n)f(wng)dn,
where w = ( 0 −11 0 ) and χu(n) = e(un), for n = n[z]. Now, if (s, p) is the spectral parameter corre-
sponding to some irreducible representation V as above, and if the isomorphism between H(s, p)
and V is denoted by T , then for any element φl,q(s, p) of H(s, p), the mth Fourier coefficient of
Tφl,q(s, p) at a cusp σ−1(∞) is a multiple of Amφl,q(s, p) by some constant ρs,p(σ,m). This number
is the Fourier coefficient of the representation V , i.e. we have
(3.7) T = ∑
m∈Λ∧σ
ρs,p(σ,m)Am.
In particular, for any l ⩾ ∣p∣ and any −l ⩽ q ⩽ l, the metaplectic forms Tφ0,0(s, p) and Tφl,q(s, p) of
V have the same Fourier coefficients.
Let f be a metaplectic form of L2 (Γ/G,κ) with spectral parameter (s, p). Then f is said to be
cuspidal if ρ(σ,0) = 0 for any cusp σ−1(∞) of Γ. An important feature of metaplectic forms is that
there exists non-cuspidal form. According to Selberg’s theory, such forms are residues of Eisenstein
series. We will give more details about this below.
As it has already been mentioned above, remark that p = 0 allows us to choose l = q = 0. In
this way one gets forms on H. In the non-metaplectic context, the Selberg conjecture predicts the
non-existence of exceptional spectral parameter. We now give a result concerning the analog of
Selberg’s conjecture for cubic metaplectic forms.
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Theorem 3.4. Let d be a primary Eisenstein integer. Let Γd be defined by (2.9). There exists a
parameter 0 ⩽ s(d) ⩽ 1
6
such that if (s,0) is the exceptional spectral parameter of a metaplectic form
with respect to Γd, then s belongs to ]0, s(d)] ∪ { 13}.
Proof. This theorem is proved by combining two facts: the upper bound s(d) ⩽ 1
2
of Jacquet-Gelbart
[GJ78] for non-constant non-metaplectic forms and the cubic Shimura correspondence. The latter is
a theorem of Flicker (see [Fli80]) about global automorphic representations of the metaplectic group
and of GL2. Given a metaplectic form f̃ with spectral parameter (s̃,0), there exists an automorphic
form f with spectral parameter (s,0). At the archimedean place, the cubic Shimura correspondence
states that s˜ = 1
3
s. 
Definition 3.5. Let σ−1(∞) be an essential cusp of Γ . Let p, l, q ∈ Z, ∣p∣, ∣q∣ ⩽ l, and p ≡ l ≡ q(mod 1). For R(s) > 1, the Eisenstein series Eσ(s, p, l, q; g) is defined by
Eσ(s, p, l, q; g) = ∑
γ∈Γσ/Γ
κ(γ)φl,q(s, p) (σγg) .
It admits a Fourier expansion at any cusp of Γ, but we shall need to work only with essential
cusps. If τ−1(∞) is an essential cusp of Γ, then
Eσ(s, p, l, q; τ−1g) = δσ,τφl,q(s, p)(g)
+
π(−1)p−∣p∣
Vol(Λτ)
Γ(l + 1 − s)Γ(∣p∣ + s)
Γ(l + 1 + s)Γ(∣p∣ + 1 − s)ψσ,τ(s,0, p)φl,q(−s,−p)(g)
+
1
Vol(Λτ) ∑0≠m∈Λ∧τ ψσ,τ (s,m, p)Amφl,q(s, p)(g),
(3.8)
where the coefficients ψσ,τ (s,m, p) are Dirichlet series formed by cubic Gauß sums, i.e.
ψσ,τ (s,m, p) = ∑
c≠0
N(c)−(1+s) ( c∣c∣ )
2p
∑
σ−1(a b
c d
)τ∈Γσ/Γ/Γτ
κ(σ−1 (a b
c d
) τ) e(md
c
) .
The properties needed for our applications are listed below. Consider the function Eσ(s, p, l, q; g) as
a function of the variable s. Then
(i) Eσ(s, p, l, q; g) possesses a meromorphic continuation to C and a functional equation relating
Eσ(1 + s, p, l, q; g) and Eσ(1 − s, p, l, q; g),
(ii) Eσ(s, p, l, q; g) is holomorphic if p ≠ 0,
(iii) Eσ(s, p, l, q; g) has poles at s = −13 and s = 13 , if p = 0.
Actually, taking the residue of Eisenstein series gives square-integrable non cuspidal automorphic
forms. They are functions on H, eigenfunctions of the Laplacian with eigenvalue 1 − s2. This is the
minimal eigenvalue of the Laplacian, and in our case it is 1 − s2 = 8/9.
Definition 3.6. In the half-plane R(s) ⩾ 0, the theta function associated to the essential cusp
σ−1(∞) of Γ is defined as
θσ((l, q), g) = Ress=1/3 (Eσ(s,0, l, q; g)) .
It is a square integrable non cuspidal metaplectic forms of spectral parameter ( 1
3
,0) and of K-type(l, q).
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From the Fourier expansion of Eσ(s, p, l, q; g), one gets
θσ((l, q), τ−1g) = π
Vol(Λτ)
Γ(l + 2/3)Γ(1/3)
Γ(l + 4/3)Γ(2/3)ρθσ(τ,0)φl,q(−1/3,0)(g)
+
1
Vol(Λτ ) ∑0≠m∈Λ∧τ ρθσ(τ,m)Amφl,q(1/3,0)(g),
where
ρθσ(τ,m) = Ress=1/3 (ψσ,τ (s,m,0)) .
Let L2,res (Γ/G,κ) be the space generated by the theta series θσ((l, q), g), where l ∈ N, q ∈ Z,∣q∣ ⩽ l and where σ−1(∞) runs over a set of inequivalent essential cusp of Γ. The set L2,cusp (Γ/G,κ)
is defined as the space generated by cuspforms. We conclude this section by stating the spectral
decomposition theorem:
Theorem 3.7. Let L2,disc (Γ/G,κ) be the direct sum of the invariant irreducible subspaces of
L2 (Γ/G,κ). Then L2,disc (Γ/G,κ) is the direct sum of L2,res (Γ/G,κ) and L2,cusp (Γ/G,κ) and,
if L2,cont (Γ/G,κ) is the orthogonal complement to
L2,disc (Γ/G,κ), we have
(3.9) L2 (Γ/G,κ) = L2,res (Γ/G,κ)⊕L2,cusp (Γ/G,κ)⊕L2,cont (Γ/G,κ) .
4. On the spectrum of the metaplectic group
In this section we state the Bruggeman-Kuznetsov formula for Q(ω) and obtain some estimates
related to the discrete spectrum of the metaplectic group. Let Js(z) be the usual Bessel function.
Let us define
Js,p(z) = Js−p(z)Js+p(z)
= ∣z
2
∣2s ( z∣z∣)
−2p
∑
m,n⩾0
(−1)m+n (z/2)2m (z/2)2n
m!n!Γ(s − p +m + 1)Γ(s + p + n + 1)
and
Ks,p(z) = 1
sinπs
(J−s,−p(z) −Js,p(z)) .
Because Js,p(z) = J−s,−p(z) when s, p ∈ Z, Ks,p(z) is holomorphic as function of s. Let us define the
following Bessel transform:
Definition 4.1. Let Hα be the set of functions defined on {s ∈ C ∶ ∣R(s)∣ ⩽ α} ×Z such that
(i) h(s, p) = h(−s,−p),
(ii) h is holomorphic on ∣R(s)∣ ⩽ α,
(iii) h(s, p)≪ (1 + ∣s∣)−a(1 + ∣p∣)−b, for some a, b > 0.
Let α ∈]1
3
,1[ and let h ∈ Hα. Define Bh on C by
Bh(z) = 1
2πi
∑
p∈Z
∫(0)Ks,p(z)h(s, p)(p2 − s2)ds.
This converges absolutely for a > 2 and b > 3.
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The spectral sum formula is a statement independent of the K-type (l, q), that we had to carry
until now. The proof is made in two steps, the first one being the computation of the inner product
of Poincare´ series in two ways. One gets a spectral formula depending on the K-type. The second
step is then to get rid of the K-type by using an extension method. This work was done by [BM03]
for the case SL2(Z[i]) and was extended by [LG] for any quadratic number field.
Theorem 4.2. Let h be a function of Hα, α ∈]13 ,1[. Let Γ be a discrete subgroup of SL2(R) and
let σ−1(∞) and τ−1(∞) two essential cusps of Γ. Then
∑
c≠0
Kσ,τ(m,n, c)N(c) Bh(
4π
√
mn
c
) + δσ,τδm,n 1
2π3i
∑
p∈Z
∫(0) h(s, p)(p2 − s2)ds
=∑
V
ρV (m)ρV (n)h(sV , pV )
+
1
2iπ
∑
σi∈C(Γ)
1
∣Λσi ∣ ∑p∈Z∫(0) ψσ,σi(σ,m,p)ψσi,τ (τ, n, p)h(s, p)ds.
Since Fourier coefficients of representations are the same as the Fourier coefficients of any elements
in the space of representations, and taking into account that the multiplicity of V in L2 (Γ/G,κ) is
the dimension of the space L2 (Γ/G,κ, (s, p)), we introduce the following notation corresponding to
either the discrete or continuous spectrum of metaplectic forms with respect to the group Γ = Γd
(defined in (2.9)):
Adiscσ,τ,m,n(d, s, p) = ∑
f∈ orth. basis of
L2(Γ/G,κ,(s,p))
ρf(σ,m)ρf(τ, n),(4.1)
Acontσ,τ,m,n(d, s, p) =∑
σi
ψσ,σi(σ,m,p)ψσi,τ(τ, n, p),(4.2)
where the sum over f is taken over an orthonormal basis of the proper subspace of L2 (Γ/SL2(C), κ)
corresponding to the spectral parameter (s, p). The sum over the σi’s, means the sum over all
essential cusps of the group Γ. With these notations, we rewrite Theorem4.2 as
Theorem 4.3. Let α ∈]1
3
,1[ and let h ∈ Hα, with a > 2 and b > 3. Let d be a primary Eisenstein
integer and let σ−1(∞) and τ−1(∞) be two essential cusps of Γd. Let m,n ∈ Z[ω] − {0}. Then,
∑
c≠0
Kσ,τ(m,n, c)N(c) Bh(
4π
√
mn
c
) + δσ,τδm,n ∑
p∈Z
∫(0) h(s, p)(p2 − s2)ds
= ∑
(s,p)
Adiscσ,τ,m,n(d, s, p)h(s, p) + 12iπ ∑p∈Z∫(0)A
cont
σ,τ,m,n(d, s, p)h(s, p)ds,
where the first sum in the right side is taken over the spectral parameters (s, p).
One obtains the Kloosterman sum formula by inverting the Bessel transform B on one side. Let
K be the Bessel transform be defined by
Kf(s, p) = ∫
C×
Ks,p(u)f(u)∣u∣−2 du.
Then, any compactly supported function f on C× such that Kf ∈ Hα for some α > 1 satisfies the
Kloosterman sum formula:
Theorem 4.4. Let d be a primary Eisenstein integer and let σ−1(∞) and τ−1(∞) be two essential
cusps of Γd. Let m,n ∈ Z[ω] − {0}. Let f ∈ C∞c (C×). Then,
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∑
c
Kσ,τ(m,n, c)N(c) f (
4π
√
mn
c
) = ∑
(p,s)
Adiscm,n,σ,τ(d, s, p)Kf(s, p)
+
1
2iπ
∑
σi∈C(Γ)
∑
p∈Z
∫(0)A
cont
m,n,σ,τ(d, s, p)Kf(s, p)ds.
Proof. The proof amounts to show that
2πBKf = f.
As a consequence, substituting h by Kf in Theorem4.3 gives the result. All details are given in
[LG]. 
In the rest of this section, we derive from the spectral sum formula some consequences on the
spectrum of L2 (Γd/SL2(C), κ). This is done by choosing a suitable function h in Theorem4.3, and
by estimating the δ-term and the Kloosterman term; the δ-term will be evaluated directly, and the
Kloosterman term will be estimated with the Weil upper bound. Let m and n be some fixed integers
in Z[ω] − {0}.
Proposition 4.5. Let d ∈ SL2 (Z[ω]) be a primary integer. Let σ−1 be one of the two matrices
defined in (2.10). Then,
(i) Let a > 2 and b > 2. Then, for X ≪ 1,
∑
(s,p)
s∈iR
Adiscn,n,σ,σ(d, s, p)(1 + ∣s∣)−a(1 + ∣p∣)−b
+∑
p
∫(0)A
cont
n,n,σ,σ(d, s, p)(1 + ∣s∣)−a(1 + ∣p∣)−b ds≪ 1.
(ii) Let S be a subset of the exceptional spectrum of ∆ in L2 (Γ/G,κ). Then, for x ⩾ 1/2,
∑
sj∈S
Adiscn,n,σ,σ(d, sj , p)N(d)4xsj ≪N(d)2x−1τ(d) log2(N(d)).
Proof. For (i), we apply Theorem4.3 with the special choice
h(s, p) = (1 + ∣s∣)−a(1 + ∣p∣)−b,
which gives
∑
(s,p)
Adiscm,m,σ,σ(d, s, p)(1 + ∣s∣)−a(1 + ∣p∣)−b
+
1
2iπ
∑
p∈Z
(1 + ∣p∣)−b ∫(0)Acontm,m,σ,σ(d, s, p)(1 + ∣s∣)−a ds
= ∑
p∈Z
∫(0) h(s, p)(p2 − s2)ds +∑c≠0
Kσ,σ(m,m, c)N(c) Bh(
4πm
c
) .
(4.3)
For the first integral of the right hand side of (4.3), we have
∑
p∈Z
∫(0) h(s, p)(p2 − s2)ds
= ∑
p∈Z
(1 + ∣p∣)−b ∫ ∞
0
p2 + t2
(1 + t)a dt
=Oa,b(1), if a ⩾ 4 and b > 3.(4.4)
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Before evaluating the Kloosterman term, we begin by the transformBh(z). Recall that, by definition
of Bh and Ks,p(z),
Bh(z) = 1
2πi
∑
p∈Z
∫(0)Ks,p(z)h(s, p)(p2 − s2)ds
= 1
πi
∑
p∈Z
∫(0)Js,p(z)h(s, p)
(s2 − p2)
sinπs
ds.
Since there is a pole at 0 for p ≠ 0, by shifting the integral we obtain, for any 1/2 < σ < 1,
(4.5) Bh(z) = 2
πi
∑
p⩾0
∫(σ)Js,p(z)h(s, p)
(s2 − p2)
sinπs
ds +
2
πi
∑
p⩾1
p2J0,p(z)h(0, p).
Here, we have used the fact that h(s, p) = h(s,−p). We are working with z belonging to some
compact set, in which case the estimate Js(z)≪ 1Γ(s+1) ( ∣z∣2 )R(s) is valid. It follows that
p2J0,p(z)(1 + p)−b ≪ p2(1 + p)−b (∣z∣/2)2p(p!)2 ,
and, by Stirling’s formula, we obtain
(4.6)
2
πi
∑
p⩾1
p2J0,p(z)h(0, p)≪ ∑
p≠0
p(1 + p)−b (∣z∣e
2p
)2p .
For the integral over (σ) in (4.5), the same estimate as above for Js(z) leads to
Js,p(z)≪ ∣z/2∣2R(s) Γ(s + p + 1)−1Γ(s − p + 1)−1
≪ ∣z/2∣2R(s) Γ(s + p + 1)−1(−π)−1 sin(π(s − p))Γ(p − s),
thus we obtain
Js,p(z)
sinπs
≪ ∣z/2∣2R(s) ∣Γ(p − s)∣∣Γ(s + p + 1)∣
≪ ∣z/2∣2R(s) ∣Γ(−s)∣∣Γ(s)∣∣s + p∣
p−1∏
i=0
∣j − s∣
∣j + s∣
≪ ∣z/2∣2R(s) (∣s∣/e)R(−s)∣s + p∣ (∣s∣/e)R(s)
≪ ∣z/s∣2R(s)∣s + p∣ .(4.7)
Inserting (4.7) in the integral in (4.5) gives
∫(σ)Js,p(z)h(s, p)
(s2 − p2)
sinπs
ds≪ ∫(σ)
∣z∣2σ
∣s∣2σ (1 + ∣s∣)−a(1 + p)−b
∣s2 − p2∣
∣s + p∣ ds
≪ (1 + p)−b∣z∣2σ ∫(σ)(1 + ∣s∣)−a
(∣s∣ + p)
∣s∣2σ ds.(4.8)
Since we assumed 1 − 2σ < 0, we have (∣s∣ + p)∣s∣−2σ ⩽ σ−2σ(σ + p) and thus the remaining integral
converges, because a > 1. Finally, combining the estimate(4.8) with (4.6), we obtain
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Bh(z)≪ ∑
p⩾0
(1 + p)−b ( ∣z∣
σ
)2σ (σ + p) +∑
p⩾1
p(1 + p)−b (∣z∣e
2p
)2p
≪ ∣z∣2σ ∑
p⩾0
(1 + p)1−b + ∣z∣2 ∑
p⩾1
(1 + p)1−b (∣z∣e
2p
)2(p−1)
≪N(z), for b ⩾ 3.(4.9)
The Kloosterman term can now be estimated, using Weil’s upper bound. From Lemma 2.3 part (ii),
the c’s have to be divisible by d. Then, from (2.6) and (4.9), it follows that
∑
c≡0 (mod d)
Kσ,σ(m,m, c)N(c) Bh(
4πm
c
)≪ ∑
c≡0 (mod d)
N(c)−1/2+ǫBh(4πm
c
)
≪ ∑
c≡0 (mod d)
N(c)−1/2+ǫN(m)N(c)−1
≪ N(m)N(d)−3/2+ǫ.(4.10)
Assertion (i) follows from (4.3), (4.4) and (4.10).
For (ii), we use again Theorem4.3 and choose, for some L > 0 that will be chosen later,
h(s, p) = ⎧⎪⎪⎨⎪⎪⎩
( sin(−iLs)
Ls
)4 p = 0
0 p ≠ 0.
As in the proof of (i), we obtain an upper estimate, dealing with the two terms separately:
Firstly, the contribution of the δ-term is
(4.11) ∫(0) h(s,0)s2 ds = ∫
∞
0
(sin(Lt)
iLt
)4 t2 dt = L−4∫ ∞
0
sin4(Lt)t−2 dt = O (L−3) .
Then, for the Kloosterman term, we note that since p = 0, there is no residue of Js,p(z), thus
∫(σ)Js,0(z)h(s,0)
(s2)
sinπs
ds≪ ∣z∣2σσ1−2σ ∫(σ) h(s,0)ds,
and we obtain
(4.12) Bh(z)≪ ∣z∣2σσ1−2σ ∫ ∞
0
(sin(−iL(σ + it))
L(σ + it) )
4
dt.
Moreover, using the upper bound
∣ sin(−iL(σ + it))∣ = ∣ 1
2i
(eL(σ+it) − e−L(σ+it)) ∣ ≤ eLσ + e−Lσ ≪ eLσ,
we obtain for the integral in (4.12)
(4.13)
RRRRRRRRRRR∫
∞
0
( sin(−iL(σ + it))
L(σ + it) )
4
dt
RRRRRRRRRRR≪ ∫
∞
0
e4Lσ
L4(σ2 + t2)2 dt≪
e4Lσ
L4σ3
.
Thus, as in the proof of (i), by Theorem4.3, (4.11), (4.13) and the Weil upper bound, we deduce
that
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∑
(s,p)
Adiscm,m,σ,σ(d, s, p)h(s, p)
≪ L−3 + ∑
c≡0 (mod d)
c≠0
Kσ,τ(m,n, c)N(c) N(m)σN(c)−σσ1−2σ
e4Lσ
L4σ3
≪ L−3 + e
4Lσ
L4
N(m)σ ∑
c≡0 (mod d)
c≠0
τ(c)N(c)−1/2−σ.
We estimate the last sum by
∑
c≡0 (mod d)
c≠0
τ(c)N(c)−1/2−σ ≪ τ(d)N(d)−1/2−σ∑
c
τ(c)N(c)−1/2−σ
= τ(d)N(d)−1/2−σζ2Q(ω) (12 + σ)≪ τ(d)N(d)−1/2−σ (σ −
1
2
)−2 ,
and we finally get
(4.14) ∑
(s,p)
Adiscm,m,σ,σ(d, s, p)h(s, p)≪ L−3 + e4Lσ
L4
N(m)στ(d)N(d)−1/2−σ (σ − 1
2
)−2 .
We look now at a lower estimate: this is simply
(4.15) ∑
(s,p)
Adiscm,m,σ,σ(d, s, p)h(s, p)≫ L−4∑
sj
Adiscm,m,σ,σ(d, s, p)e4Lsj .
Bringing together the lower estimate (4.15) and the upper estimate (4.14), we obtain
(4.16) ∑
sj
Adiscm,m,σ,σ(d, s, p)e4Lsj ≪ L + e4LσN(m)στ(d)N(d)−1/2−σ(σ − 12)−2.
Choose now σ = 1
2
+ log−1(N(d)) and L = 4 + x log(N(d)), with x ⩾ 1/2; this gives
∑
sj∈]0,1/3[
Adiscm,m,σ,σ(d, s, p)N(d)4xsj ≪m,x N(d)2x−1τ(d) log2(N(d)).
This proves assertion (ii) of Proposition4.5. 
5. Asymptotic behavior over arithmetic progressions
In this section we prove Theorem1.3 and its corollaries. Let g be a smooth function with compact
support included in [1,2]. Let f ∶ CÐ→ R be the smooth function defined by
(5.1) f(z) = g (N(mn)1/2N(z)X )N(z)−1/2N(mn)1/2.
Then f is a radial function with compact support in [N(mn)1/2/(2X),N(mn)1/2/X] and with
∥f∥∞ ≪m,n ∥g∥∞X1/2. For our purpose we shall need an estimation for Kf(s, p):
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Lemma 5.1. Let f be the function defined in (5.1). Then
(i) Kf(s, p)≪ X1/2 1(1 + ∣p∣)a
1
(1 + ∣s∣)b , ∀a, b ⩾ 1 and s ∈ iR,
(ii) Kf(s,0) = csX1/2+sgˆ(1/2 − s) +O(X1/2−s), ∀s ∈]0,1/2],
where cs is a constant depending only on m, n and s.
Proof. Recall that Kf(s, p) is defined by
Kf(s, p) = ∫
C
Ks,p(z)f(z)∣z∣−2 dz
and that Ks,p(z) = 1sinπs (J−s,−p(z)−Js,p(z)) is holomorphic at s = 0. We define
Jf(s, p) = ∫
C
Js,p(z)f(z)∣z∣−2 dz
and start with the expression of Js,p(z) as entire series:
∣z
2
∣−2s ( z∣z∣)
2pJs,p(z) = ∣z
2
∣−2s ( z∣z∣)
2p
Js−p(z)Js+p(z)
= ∑
m,n⩾0
(−z2/4)m(−z2/4)n
m!n!Γ(s − p +m + 1)Γ(s + p + n + 1) .
Then
Jf(s, p) = ∫
C×
f(z)Js,p(z) dz∣z∣2
= ∑
m,n⩾0
∫C× f(z)∣z2 ∣2s ( iz∣z∣)−2p (−z2/4)m(−z2/4)n∣z∣−2dz
m!n!Γ(s − p +m + 1)Γ(s + p + n + 1)
= ∑
m,n⩾0
4−(s+m+n)(−1)p+m+n ∫C× f(z)∣z∣2(s+m+n) (z/∣z∣)−2(p−m+n) ∣z∣−2dz
m!n!Γ(s − p +m + 1)Γ(s + p + n + 1)
= ∑
m,n⩾0
4−(s+m+n)(−1)p+m+n ˆˆf(s +m + n, p −m + n)
m!n!Γ(s − p +m + 1)Γ(s + p + n + 1) ,
where
ˆˆ
f is the complex Mellin transform of f , defined by
ˆˆ
f(s, p) = ∫
C×
f(z)∣z∣2s(z/∣z∣)−2p∣z∣−2dz.
The complex Mellin transform
ˆˆ
f is related to the Mellin transform fˆ by
ˆˆ
f(s, p) = 2πfˆp(2s), where
fp(r) = 12π ∫ 2π0 f(reiθ)e−2piθdθ. Now, since f is radial, we have fp(r) = f(r) if p = 0, and fp(r) = 0
otherwise. Therefore,
Jf(s, p) = 2π∑
j⩾0
4−(s+p+2j)fˆ(2(s + p + 2j))
(j + p)!j!Γ(s + j + 1)Γ(s + p + j + 1) .
From the definition of f it follows that
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fˆ(2(s + p + 2j)) = ∫ ∞
0
g
⎛
⎝
√N(m)N(n)
r2X
⎞
⎠
√N(m)N(n)r2(s+p+2j)−2 dr
= 1
2
X1/2−s−p−2j(N(m)N(n))(s+p)/2+j+1/4 ∫ ∞
0
g(t)t1/2−(s+p+2j) dt
t
.
To prove (i), let us assume that t = I(s) > 1. Then
Jf(s, p) = π4−sX1/2−s(N(m)N(n))s/2+1/4
∑
j⩾0
4−(p+2j)X−p−2j(N(m)N(n))p/2+j gˆ(1/2 − s − p − 2j)
(j + p)!j!Γ(s + j + 1)Γ(s + p + j + 1) .
We use the estimate
gˆ(s) = ∫ ∞
0
g(r)rs−1dr
= (−1)a∫ ∞
0
f (a)(r) rs−1+a
s . . . (s − 1 + a) dr
≪ (1 + ∣s∣)−a
and obtain
Jf(s, p)≪ ∑
j⩾0
4−(p+2j)X−p−2j(N(m)N(n))p/2+j
p!j!(1 + ∣t∣)aΓ(s + j + 1)Γ(s + p + j + 1) .
Now, writing (s)k for the quantity s(s + 1) . . . (s + k − 1), we estimate the product of Γ-factors as
follows:
Γ(s + j + 1)γ(s + p + j + 1) = (s)j+1(s)p+j+1Γ(s)2
= (s)j+1(s)p+j+1 Γ(s)
sΓ(−s) sinπs ≫ ∣s∣(1 + ∣t∣)2j+pe−π∣t∣.
Therefore,
Jf(s, p)≪ ∑
j⩾0
4−(p+2j)X−p−2j(N(m)N(n))p/2+jeπ∣t∣
p!j!(1 + ∣t∣)a(1 + ∣t∣)2j+p
≪ e
π∣t∣
p!(1 + ∣t∣)a ≪
eπ∣t∣
(1 + ∣p∣)b(1 + ∣t∣)a .
We use the definition of K in terms of J to get the final estimate. To conclude the proof of (i),
it remains to treat the case where I(s) ⩽ 1; this follows from the previous case, by representing
Kf(s, p) as an integral on a circle on which the estimate holds already.
To prove (ii), we isolate the term corresponding to n = 0. Then by integration by part, and
because p = 0, it remains
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Jf(s,0) = πX1/2−s 4−s
Γ(s + 1)2 (N(m)N(n))s/2+1/4gˆ(1/2− s)
+ πX1/2−s(N(m)N(n))s/2+1/4
∑
n⩾1
4−(s+2n)X−2n ∫ ∞0 g(2n)(t)t1/2−sdt/t(n!)2(Γ(s + n + 1))2(1/2 − s + 1) . . . (1/2 − s + 2n)
= πX1/2−s 4
−s
Γ(s + 1)2 (N(m)N(n))s/2+1/4gˆ(1/2− s) +O(X−3/2).
Replacing s by −s, we obtain the corresponding result for Jf(−s,0). It remains to subtract and to
divide by sinπs; we remark that this last operation does not produce any pole. It follows that
Kf(s,0) = csX1/2+sgˆ(1
2
+ s) +O(X−1) + c−sX1/2−sgˆ(1
2
− s) +O(X−3/2)
= csX1/2+sgˆ(1
2
+ s) +O(X1/2−s),
as announced, where the constant cs is given by
cs = π4
s
Γ(1 − s)2
1
sinπs
(N(m)N(n))(1−2s)/4.

In order to prove Theorem1.3, it is convenient to define, for a given primary Eisenstein integer
d, and for 0 ⩽ ℓ ⩽ 1
3
, the quantity
S(ℓ) = ∑
0⩽s⩽1/2
s⩽ℓ
Kf(s,0)Adiscm,n,σ,τ(d, s,0)
+ ∑
(s,p)
s∈iR
Kf(s, p)Adiscm,n,σ,τ(d, s, p) +∑
p∈Z
∫(0)Kf(s, p)Acontm,n,σ,τ(d, s, p)ds.
(5.2)
We shall be later interested in S(ℓ) in the cases ℓ = 1
3
and ℓ = s(d), with s(d) being as in Theorem3.4.
Using Lemma 5.1, but in the simpler form Kf(s,0) = O(X1/2+s) in the case 0 < s < 1/2, we get
∣S(ℓ)∣ ⩽X1/2⎛⎝ ∑0<s<1/2
0<s⩽ℓ
Xs ∣Adiscm,n,σ,τ(d, s,0)∣
+ ∑
(s,p)
s∈iR
∣Adiscm,n,σ,τ(d, s, p)∣(1 + ∣s∣)(1 + ∣p∣) +∑p∈Z∫(0)
∣Acontm,n,σ,τ(d, s, p)∣(1 + ∣s∣)(1 + ∣p∣) ds
⎞
⎠.
(5.3)
For ∗ representing either the discrete case or the continuous case, we have from the Cauchy-
Schwarz inequality:
(5.4) ∣A∗m,n,σ,τ(d, s, p)∣ ⩽ (A∗m,m,σ,σ(d, s, p))1/2 (A∗n,n,τ,τ(d, s, p))1/2 .
We have to separate the exceptional and non-exceptional spectrum. By (5.4) and the Cauchy-
Schwarz inequality, the last two sums of (5.3) are bounded by
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⎛⎜⎜⎝ ∑(s,p)
s∈iR
Adiscm,m,σ,σ(d, s, p)(1 + ∣s∣)a(1 + ∣p∣)b
⎞⎟⎟⎠
1/2 ⎛⎜⎜⎝ ∑(s,p)
s∈iR
Adiscn,n,τ,τ(d, s, p)(1 + ∣s∣)a(1 + ∣p∣)b
⎞⎟⎟⎠
1/2
+
⎛
⎝∑p∈Z∫(0)
Acontm,m,σ,σ(d, s, p)(1 + ∣s∣)a(1 + ∣p∣)b ds
⎞
⎠
1/2 ⎛
⎝∑p∈Z∫(0)
Acontn,n,τ,τ(d, s, p)(1 + ∣s∣)a(1 + ∣p∣)b ds
⎞
⎠
1/2
.
(5.5)
Since for positive quantities a and b, one has
√
ab +
√
cd ⩽ √a + c√b + d, the expression in (5.5) is
bounded by
⎛⎜⎜⎝ ∑(s,p)
s∈iR
Adiscm,m,σ,σ(d, s, p)(1 + ∣s∣)a(1 + ∣p∣)b +∑p∈Z∫(0)
Acontm,m,σ,σ(d, s, p)(1 + ∣s∣)a(1 + ∣p∣)b ds
⎞⎟⎟⎠
1/2
⎛⎜⎜⎝ ∑(s,p)
s∈iR
Adiscn,n,τ,τ(d, s, p)(1 + ∣s∣)a(1 + ∣p∣)b +∑p∈Z∫(0)
Acontn,n,τ,τ(d, s, p)(1 + ∣s∣)a(1 + ∣p∣)b ds
⎞⎟⎟⎠
1/2
.
By part (i) of Proposition4.5, we conclude that the last two sums in (5.3) are bounded by O(1). By
(5.4) and the Cauchy-Schwarz inequality, we obtain, in the same way as above, that the first sum
of (5.3) is bounded by
⎛⎜⎜⎝ ∑0<s<1/2
s⩽ℓ
XsAdiscm,m,σ,σ(d, s,0)
⎞⎟⎟⎠
1/2 ⎛⎜⎜⎝ ∑0<s<1/2
s⩽ℓ
XsAdiscn,n,τ,τ(d, s,0)
⎞⎟⎟⎠
1/2
.
Each of both sums can be estimated as follows:
∑
0<s<1/2
s⩽ℓ
XsAdisc
∗
(d, s,0)
≪ ( XN(d)2 )
ℓ
∑
0<s<1/2
s⩽ℓ
N(d)2sAdisc
∗
(d, s,0), whenever N(d)2 ≤X
≪ ( XN(d)2 )
ℓ
τ(d) log2N(d), by part (ii) of Proposition4.5
≪ Xℓ log2XN(d)−2ℓτ(d).
Therefore the first sum of (5.3) is bounded by Xℓ log2Xτ(d)N(d)−2ℓ, and we have proved that
(5.6) S(ℓ) = O(X1/2 +X1/2+ℓ log2X τ(d)N(d)2ℓ ) .
We can now come back to our original problem. With our choice of f in (5.1), using (5.6) and
Lemma 5.1 (ii), we have, on the one hand:
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∑
c
Kσ,τ(m,n, c)N(c)1/2 g (
N(c)
X
)
=∑
c
Kσ,τ(m,n, c)N(c) f
⎛
⎝
√N(m)N(n)
c
⎞
⎠
= Am,n,σ,τ (d,1/3,0)Kf (1/3,0)+∑
c
Kσ,τ(c)N(c) f
⎛
⎝
√N(m)N(n)
c
⎞
⎠
−Am,n,σ,τ (d,1/3,0)Kf (1/3,0)
=X5/6Am,n,σ,τ (d,1/3,0) c1/3gˆ(1/6)+O(X1/6) + S (s(d))
=X5/6Am,n,σ,τ (d,1/3,0) c1/3gˆ(1/6)
+O(X1/2 +X1/2+s(d) log2X τ(d)N(d)2s(d) ) .
(5.7)
One the other hand, we also have
∑
c
Kσ,τ(m,n, c)N(c)1/2 g (
N(c)
X
) =∑
c
Kσ,τ(m,n, c)N(c) f
⎛
⎝
√N(m)N(n)
c
⎞
⎠
= S (1/3) = O(X1/2 +X5/6 log2X τ(d)N(d)2/3) .(5.8)
Let us choose now m = n = 1 and σ and τ as in (2.10). With this choice, we can apply Lemma 2.3.
Then, (5.7) proves part (i) of Theorem1.3, with the constant cθ(d) defined by
cθ(d) = A1,1,σ,τ (d,1/3,0) c1/3,
where c1/3 is defined in part (ii) of Lemma5.1. Next, (5.8) proves part (ii) of Theorem1.3. This
concludes the proof of Theorem1.3.
Corollary1.4 is a consequence of s(1) = 0. If we denote by λ1 the smallest eigenvalue of the
Laplacian for SL2(R) other than 8/9, then s(1) = 0 means that λ1 ⩾ 1. Actually, sharper estimates
for λ1 are available. See for example [Str94], where the lower bound λ1 > π232/27 is proved.
To prove Corollary1.6, it remains to take the sum over the d’s such that N(d) ⩽D, for D <X1/2.
We obtain from (5.8):
(5.9) ∑
N (d)⩽D
∑
c
S(1, c)
N(c)1/2 g (
N(c)
X
)≪ X1/2D +X1/2+s1 log2X ∑
N (d)⩽D
τ(d)
N(d)2s1 .
Here s1 is the spectral parameter 1/3; writing it in this way, we remark that, contrary to the non-
metaplectic case where the maximal exceptional spectral parameter s1 could possibly be very close
to 1/2 for some d, we do not need here to improve on Selberg’s estimate (compare with [FM03, (2.3)
p. 11]), since the value s1 = 1/3 is already strictly smaller than 1/2. It follows that the right hand
side of (5.9) is estimated by O(X1/2D +X5/6D1/3). This concludes the proof of Corollary1.6.
6. A sieve method
In this section we deduce the upper bound (1.9) form Corollary1.6. Since the method is taken
from [FM07], we do not need to give all the details here. The problem is to apply a sieve method to
the sequence of real numbers S(1, c)/√N(c)g (N (c)
X
). A solution has been found in [FM07], for the
case of Kloosterman sums. For c ∈ R, let Ω(c) be the number of prime factors of c, counted with
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multiplicity. Recall that λ = 1 − ω is a prime in R and that λ2 = −3ω. Let us define the following
three sequences of numbers: A+ = (a+c ), A− = (a−c ) and B = (bc), where
a±c =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
g (N (c)
X
)(±S(1,c)√N (c) + 2Ω(c)) if λ ∤ c
0 if λ∣c
and
bc =
⎧⎪⎪⎨⎪⎪⎩
g (N (c)
X
)2Ω(c) if λ ∤ c
0 if λ∣c.
Then by the Weil bound (2.6), these numbers are non-negative. Let us now consider the quantities
S(A±, z) and S(B, z) defined by
S(A±, z) = ∑
π∣c⇒N (π)⩾z
a±c and S(B, z) = ∑
π∣c⇒N (π)⩾z
bc.
We will be interested in the case where z =X1/u. One shows firstly that
Proposition 6.1. Let X ≫ 1 and let u ⩾ 1. Then
S(B,X1/u) = cgˆ(1) X
logX
(u2 + 2u)(1 + h1(u) +O( 1
logX
)) ,
where c = e−2γ and h1(u) = O((u/5)−u/5). Moreover, if u ⩾ 22, one has ∣h1(u)∣ < 10−8.
Proof. See [FM07], (5.10) p. 24, and [SF07], Lemme 3.2. 
The term u2 + 2u appearing in Proposition6.1 produces a difficulty here. However, it is possible
to sieve the sequence A± and to control the dependence on u of the main term. This is shown by
the following result:
Proposition 6.2. Let X ≫ 1 and let u ⩾ 1. Then
S(A±,X1/u) ⩽ cgˆ(1) X
logX
(u2 + 2u)(1 + h2(u)+Og,u ( 1
logX
)) .
where c = e−2γ, and h2(u) = O((u/5)−u/5). Moreover, if u ⩾ 60, one has ∣h2(u)∣ < 10−8.
Assuming Proposition6.2 for a moment, one sees that the estimate (1.9) of the introduction is
obtained by subtracting S(B,X1/u) from S(A±,X1/u).
The rest of this section is devoted to the proof of Proposition6.2; this is done by sieving the
sequence A± and applying Corollary1.6. As usual in sieve theory, one is interested in the quantity
A±d = ∑
c≡0 (mod d)
a±c .
Since A± is defined in terms of B, we start with the local behavior of the sequence B. Let us define
L(s) = ∑2Ω(c)N(c)−s, the sum being taken over the integers c ∈ R coprime to 3. This function has
a pole at s = 1. We will need the function
Fλ(s) = ∏
π≠λ
(1 + 1N(π)s(N(π)s − 2)) ,
for R(s) > 1/2. By use of the Mellin transform and the residue theorem, one shows that for any
1/2 > ε > 0 and σ > 1,
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∑
λ∤c
bc = 1
2iπ
∫(σ) gˆ(s)L(s)Xs ds
=X logXα2 4
9
gˆ(1)Fλ(1) +Xd(g)+ 1
2iπ ∫(1−ε) gˆ(s)L(s)Xs ds
=X logXα2 4
9
gˆ(1)Fλ(1) +Xd(g)+O(X1−ε) .(6.1)
We recall that α is the residue at s = 1 of the Dedekind zeta function ζk(s) of the field k = Q(ω),
thus α = π/3√3. In (6.1), d(g) is a quantity depending on the function g, that we shall not need to
make precise. Since 2Ω(c) is totally multiplicative, we deduce from (6.1) that
Bd = ∑
c≡0 (mod d)
gcd(c,3)=1
bc = 2Ω(d) ∑
λ∤c
2Ω(c)g ( N(c)
X/N(d))
= 2
Ω(d)
N(d)X (logXα2
4
9
gˆ(1)Fλ(1)− logN(d)α2 4
9
gˆ(1)Fλ(1) + d(g))
+O⎛⎝2Ω(d) (
X
N(d))
1−ε⎞
⎠ .
(6.2)
We define the real constants Y , Z and r(d), depending on X and g, by
(6.3) Y =X logXα2 4
9
gˆ(1)Fλ(1) +Xd(g), Z =Xα2 4
9
gˆ(1)Fλ(1)
and
(6.4) r(d) = ∑
c≡0 (mod d)
λ∤c
±S(1, c)√N(c) g (
N(c)
X
) +O⎛⎝2Ω(d) (
X
N(d))
1−ε⎞
⎠ .
Let us also introduce the completely multiplicative function ρ, defining its value at an Eisenstein
prime π ∈ R by
(6.5) ρ(π) = ⎧⎪⎪⎨⎪⎪⎩
2 if π ≠ λ
0 otherwise.
With these notations, it follows from (6.2) that A± satisfies
(6.6) A±d = ρ(d)N(d)Y −
ρ(d)
N(d) logN(d)Z + r(d).
This is an unusual sieve hypothesis, but can nevertheless be handled. We use the Crible e´trange,
developed by Fouvry and Michel in [FM07]. Some more notations are required: let ρ∗(π) = N(π) −
ρ(π), and let ρ∗ be defined as a completely multiplicative function. Let g be the function
g(d) = ⎧⎪⎪⎨⎪⎪⎩
ρ(d)ρ∗(d)−1 if d ∈ R is square-free
0 otherwise.
Let us define, for z > 0, the sum
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Gc(T, z) = ∑
N (d)⩽T
d∣P(z)
gcd(d,c)=1
g(d),
where P(z) is the product over the primes of norm less than or equal to z. We write G(T, z) for
G1(T, z). We will also need the function σ2 defined on R by
σ2(u) = e−2γ
8
u2, 0 ⩽ u ⩽ 2(6.7)
(u−2σ2(u))′ = −2uu−3σ2(u − 2), 2 < u,(6.8)
with σ2 required to be continuous at u = 2. It is a non-negative increasing function with limu→∞ σ2(u) =
1.
Theorem 6.3. Let A be a sequence of positive numbers. Assume that there exist Y , Z and r(d)
such that A satisfies (6.6), where ρ is the totally multiplicative function defined in (6.5). Then, with
the notations introduced above, the following inequality holds, for any D ⩾ 1:
S(A, z) ⩽Y G(D,z)−1
+ZG(D,z)−2 ∑
π∣P(z)
ρ(π)N (π)
ρ∗(π)2 logN (π)Gπ(D/N (π), z)
+ ∑
d∣P(z)
N (d)⩽D2
3Ω(d)∣r(d)∣.
Moreover, if z ⩽D,
Gc(D,z) = α2e2γ∏
π
(1 − 1
N (π))
2 ∏
π∤c
(1 − ρ(π)
N (π))
−1
σ2(2τ) log2 z (1 +O ( τ5
log z
)) ,
where τ = logD/ log z.
Proof. The idea is to adapt the Selberg sieve, introducing a free parameter λ of support D. Due
to the hypothesis (6.5) one obtains two quadratic forms Q1 and Q2 instead of one. By the usual
method, one can minimize the first Q1, and report the value of λ in Q2. For details, see [FM07] and
[Lou]. This proves the first part of Theorem6.3. The second part is a classical result in sieve theory.
We followed the exposition made in [HR74]: the first step is to estimate the integral
Tc(D) = ∫ D
1
Gc(T )dt
t
.
We find (compare with [HR74], p. 149-151)
Tc(D) = α2
6
∏
π
(1 − 1
N (π))
2
∏
π∤c
(1 − ρ(π)
N (π))
−1
log3D
+O (log2D) .
This estimate is then used to obtain (see [HR74], p.199-201)
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Gc(D,z) = α2e2γ∏
π
(1 − 1
N (π))
2
∏
π∤c
(1 − ρ(π)
N (π))
−1
σ2(2τ) log2 z (1 +O ( τ5
log z
)) .

Now, it remains to apply Theorem6.3 to the sequence A±. With our definition of ρ and F , the
estimation of Gc(D,z) simplifies to
Gc(D,z) = α2e2γ∏
π
(1 − 1
N (π))
2
∏
π∤c
π≠λ
(1 − 2
N (π))
−1
σ2(2τ) log2 z (1 +O ( τ5
log z
))
= α2e2γ ∏
π∣cλ
(1 − 1
N (π))
2
∏
π∤cλ
(1 − 1
N (π))
2 (1 − 2
N (π))
−1
σ2(2τ) log2 z (1 +O ( τ5
log z
)) .
(6.9)
In particular, for a prime π ≠ λ such that N (π) ⩽ D, the estimation τ − logN (π)/ log z = O(τ) is
valid, and we deduce from (6.9) that
Gπ(D/N (π), z) = α2 4
9
e2γFλ(1)(1 − 2
N (π))
σ2 (2τ − 2 logN (π)
log z
) log2 z (1 +O ( τ5
log z
)) .
(6.10)
It follows also from (6.9) that
(6.11) G(D,z) = α2 4
9
e2γFλ(1)σ2 (2τ) log2 z (1 +O ( τ5
log z
)) .
Now, combining the estimates (6.10) and (6.11), we obtain from Theorem6.3 that
S(A±, z) ⩽ Y G(D,z)−1 + 2Z
G(D,z) (1 +O (
τ5
log z
))
1
σ2(2τ) ∑π∣P(z)
π≠λ
logN (π)
N (π) − 2σ2 (2τ − 2
logN (π)
log z
)
+ ∑
d∣P(z)
N (d)⩽D2
3Ω(d)∣r(d)∣.
(6.12)
Then, by (6.8) and a partial integration, one shows that
1
σ2(2τ) ∑π∣P(z)
π≠λ
logN (π)
N (π) − 2σ2 (2τ − 2
logN (π)
log z
) = log z +O(1).
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By inserting this inequality in (6.12), replacing Y,Z by their values given in (6.3) and using the
estimation (6.11) of G(D,z), we obtain
S(A±, z) ⩽gˆ(1)e−2γ X
σ2(2τ) (
logX
log2 z
+
2
log z
)
+O ( Xτ5
log2 z
) + ∑
d∣P(z)
N (d)⩽D2
3Ω(d)∣r(d)∣.(6.13)
We can now choose z and D in terms of u and X . Firstly, we set z = X1/u. On the one side,
the parameter D has to be as large as possible, to optimize the decreasing function h2 in Propo-
sition 6.2. On the other side, the last sum in (6.13) has to behave as a remainder term. We set
D =X1/4 log−40X . With this choice, one has τ = u/4 − 40u log logX/ logX , and therefore
1
σ2(2τ) =
1
σ2(u/2) (1 +O (
1
log logX
)) .
Thus (6.13) yields
S(A±, z) ⩽gˆ(1)e−2γ X
σ2(u/2) logX (u2 + 2u)
+O ( X
logX log logX
) + ∑
d∣P(z)
N (d)⩽D2
3Ω(d)∣r(d)∣.(6.14)
We need the following property of σ2:
1
σ2(t) = 1 − h2(t), with h2(t) = O ((
t
2
)−t/2) , for t > 1.
This gives finally
S(A±, z) ⩽ gˆ(1)e−2γ X
logX
(u2 + 2u) (1 − h2(u/2))
+O ( X
logX log logX
) + ∑
d∣P(z)
N (d)⩽D2
3Ω(d)∣r(d)∣.(6.15)
The last sum in (6.15), i.e. the contribution of the cubic sums, is evaluated by the Cauchy-Schwarz
inequality and the Weil bound (2.6). We obtain
RRRRRRRRRRR ∑N (d)⩽D2 3
Ω(d) r(d)RRRRRRRRRRR ⩽RRRRRRRRRRR ∑λ∤d
N (d)⩽D2
9Ω(d) ∑
λ∤d
c≡0 (mod d)
±S(1, c)√
N (c) g (
N (c)
X
) RRRRRRRRRRR
1/2
RRRRRRRRRRR ∑λ∤d
N (d)⩽D2
∑
λ∤d
c≡0 (mod d)
±S(1, c)√
N (c) g (
N (c)
X
) RRRRRRRRRRR
1/2
⩽X1/2 log10X√Σ(D2) +O (X1/2−ε) .
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Our choice of D = X1/4 log−40X yields, via Corollary1.6, the desired bound for the error term.
By inserting it in (6.15), we conclude the proof of the first statement of Proposition6.2. For the
estimation of h2(u), we refer to [SF07], Lemme 3.4, where precise estimates are given. Thereby, we
conclude the proof of (1.9), with the function h(u) in (1.9) given by e−2γ(u2+2u)(∣h1(u)∣+ ∣h2(u)∣).
In follows from the estimates on h1(u) and h2(u) given in Proposition6.1 and Proposition6.2 that,
for u = 60, one has h(u) < e−2γ(u2 + 2u)10−8; in particular, a numerical computation shows that
h(60) < 10−4.
7. Vertical Sato-Tate law
In this section we prove the lower bound (1.10). The idea is to show that when the moduli have
a limited number of prime factors, then sums of absolute values of cubic sums are not too small.
Let us start by considering Eisenstein integers c of the form c = π1π2π3, where the πi’s are prime
integers of R. Then, by the twisted multiplicativity (2.7),
S(1, c)√
N (c) =
S(π2π3, π1)√
N (π1)
S(π1π3, π2)√
N (π2)
S(π1π2, π3)√
N (π3)
= 8 cos θπ1,π2π3 cosθπ2,π1π3 cosθπ3,π1π2 ,
where the angles θπ,m are defined by
∑
x (mod π)
e(m(x3 − 3x)
π
) = 2 cos θπ,mN (π)1/2, π ∤m.
In order to simplify the notations, let us write θ1 = θπ1,π2π3 and define similarly θ2 and θ3. Let us
choose some numbers µ±3 , µ
±
2 such that
µ−3 < µ+3 < µ−2 < µ2+
µ+2 < 1 − (µ+2 + µ+3) < 1 − (µ−2 + µ−2) < µ−2 + µ+2 .
More precisely, we take µ−3 = 7/2, µ+3 = µ−2 = 13/42 and µ+2 = 1/3. Define P −3 =Xµ−3 , P −2 =Xµ−2 and
P +3 = max
λ=1,2,...
{2λXµ−3 ∶ 2λXµ−3 < Xµ
+
3
2
}
P +2 = max
λ=1,2,...
{2λXµ−2 ∶ 2λXµ−2 < Xµ
+
2
2
} .
In order that the angles θi, i = 1,2,3, are well defined, we impose the conditions Xµ−3 ⩽ N (π3) <
Xµ
+
3 and Xµ
−
2 ⩽ N (π2) <Xµ+2 . Moreover, let us choose a parameter t ∈ [0, π/2] such that the interval
I = [0, t] ∪ [π − t, π] of [0, π] has measure µST (I) = 3/4. Let g be a smooth function with compact
support included in [1,2]. Then, one has
∑
π∣c⇒N (π)>X1/u
RRRRRRRRRRR
S(1, c)√
N (c)
RRRRRRRRRRR g (
N (c)
X
)
⩾ ∑
N (π3)>X1/u
P−
3
≤Nπ3<2P+3
∑
N (π2)>X1/u
P−
2
≤Nπ2<2P+2
∑
N (π1)>X1/u
θ1,θ2,θ3∈I
RRRRRRRRRRR
S(1, π1π2π3)√
N (π1π2π3)
RRRRRRRRRRR g (
N (π1π2π3)
X
)
⩾ 8(cos t)3 ∑
P−
2
≤Nπ2<2P+2
∑
P−
3
≤Nπ3<2P+3
∑
π1
θ1,θ2,θ3∈I
g (N (π1π2π3)
X
) .(7.1)
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Let us introduce the notations
m(Ei) = ∑
P−
2
≤Nπ2<2P+2
∑
P−
3
≤Nπ3<2P+3
∑
π1
θi∈I
g (N (π1π2π3)
X
) ,
m(E) = ∑
P−
2
≤Nπ2<2P+2
∑
P−
3
≤Nπ3<2P+3
∑
π1
g (N (π1π2π3)
X
) .
Then a simple inclusion-exclusion argument shows that
(7.2) ∑
P−
2
≤Nπ2<2P+2
∑
P−
3
≤Nπ3<2P+3
∑
π1
θ1,θ2,θ3∈I
g (N (π1π2π3)
X
) ⩾ (m(E1) +m(E2) +m(E3) − 2m(E)) .
Now, the Sato-Tate vertical law states that the angles θπ,a are equidistributed, when a runs
modulo π. Therefore each m(Ei) should be independent of i, and depending only on the size of the
interval I. This is actually true, and is expressed in the next proposition:
Proposition 7.1. With the above notations,
m(Ei) = (µST (I) + o(1))m(E)+O ( X
log2X
) .
Proof. The analog statement has been established for Kloosterman sums in [FM07, Lemme 5.1].
The proof is based on two main results. First, one shows, as in [FM03, Lemme 2.3] that the vertical
Sato-Tate law (Theorem1.2) implies that
(7.3)
1
Nπ − 1
∑
0≠a (mod π)
θpi,a∈I
1 = µST (I) +O((Nπ)−1/8).
Secondly, one uses the following large sieve inequality
∑
P<Nπ≤2P
∑
0≠a (mod π)
RRRRRRRRRRR ∑Nn≤X
n≡a (mod π)
f(n)g (N (πn)
Y
) − 1
Nπ − 1
∑
(n,π)=1
f(n)f (N (np)
Y
) RRRRRRRRRRR
2
≪ (X
P
+P)( ∑
Nn≤X
∣f(n)∣2) ,
(7.4)
for any arithmetic function f . The proof of (7.4) follows readily [FM03, Lemme 2.5], using the
orthogonality relation and the large sieve inequality for multiplicative characters over a number field
(see for example [Hux68, Theorem4]). Proposition7.1 then follows from (7.3) and (7.4), as in [FM03,
Proposition4.1]. 
Using (7.1), (7.2) and Proposition7.1, we get the lower bound
∑
π∣c⇒N (π)>X1/u
RRRRRRRRRRR
S(1, c)√
N (c)g (
N (c)
X
)RRRRRRRRRRR
⩾ 8 cos3 t(3µST (I) − 2)µ(E)+O ( X
log2X
) .
With our choice of the interval I, we have µST (I) = 3/4 and cos3 t > 0.0075. Finally, the prime
number theorem gives
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∑
π∣c⇒N (π)>X1/u
RRRRRRRRRRR
S(1, c)√
N (c)g (
N (c)
X
)RRRRRRRRRRR ⩾
3
2
10−2gˆ(1) X
logX
.
This proves the inequality (1.10) stated in the introduction.
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