We present a new fixed point technique to solve a system of convex equations in several variables. Our approach is based on two powerful algorithmic ideas: operator-splitting and steepest descent direction. The quadratic convergence of the proposed approach is established under some reasonable conditions. Preliminary numerical results are also reported.
Introduction
System of convex equations is a class of problems that is conceptually close to both constrained and unconstrained optimization and often arise in the applied areas of mathematics, physics, biology, engineering, geophysics, chemistry, and industry. Consider the following system of convex equations
in which :
n F R R  is a convex continuously differentiable function. It is noticed that if
 

F x
Ax   m n  b the system (1) is a linear system of equations and there are a lot of approaches to solve this problem. One of the most interesting methods for solving linear system is fixed point methods that have been comprehensively studied by many authors. For example, shrinkage, subspace optimization and continuation [1] , fixed-Point continuation method [2] , nonlinear wavelet image processing [3] , EM method [4] , iterative thresholding method [5] and fast iterative thresholding [6] . The system (1) is called an overdetermined system whenever and under-determined for n . If m  m n  , we obtain a square system of convex equations. Most of the time, we wish to find a proper n x R  such that (1) holds as closely as possible. This means that our objective is to reduce   2
as much as and, if possible, reduce it to zero. Hence the system of convex Equations (1) can be written as an unconstrained optimization problem
in which
It is obvious that
where   J x is the Jacobin matrix of   F x . In this work, we consider a -regularized least squares problem for system (1):
in which 0
is a parameter. We note that if 1 2 and any i
On the other hand, convexity of 2 2 implies that f is convex. Therefore, φ is a convex function.
. As an example, Hale, Yin, and Zhang in [2] presented a fixed-point continuation method for 1 -regularized minimization that based on operator-splitting and con tinuation: 
The operator  in the right hand side of relation (7) denote the component-wise product of
The analysis of the new approach shows that it inherits both stability of fixed point methods and low computational cost of steepest descent methods. We also investigate the global convergence to first-order stationary points of the proposed method and provide the quadratic convergence rate. To show the efficiency of the proposed method in practice, some numerical results are also reported.
The rest of this paper is organized as follows: In Section 2, we describe the motivation behind the proposed algorithm in the paper together with the algorithm's structure. In Section 3, we prove that the proposed algorithm is globally convergent. Preliminarily numerical results are reported in Section 4. Finally, some conclusions are expressed in Section 5.
The New Algorithm: Motivation and Structure
In this section, we first introduce a fixed point algorithm for small-scale convex systems of equations. Then, given some properties of the algorithm and investigate its global convergence as well as the quadratic convergence rate. . Let * X be the set of optimal solutions of (4). It is well-known that an optimality condition for (4) is
where 0 denotes the zero vector in and
x is i-th component of * x . It follows readily from (9) that 0 is an optimal solution of (4) if and only if
Therefore, it is easy to check whether 0 is a solution of (4) (see [2] ).
One of the simplest methods for solving (4) generates a sequence  that based on steepest de-
. Note that if the system (1) be a linear system of equations, then 2
Here, the system (1) is a convex system of equations, then
and for the purpose of our analysis, we will always choose
. Using these information, we present a proximal regularization of the linearized function f at k x for problem (4) (see [7] ), and written it equivalently as
After ignoring constant terms, (10) can be rewritten as
Notice that the function in the problem (11) is minimized if and only if each functions 
and the solution of (4) 
Step 1: {Parameter shrinkage calculation}
Step 2: {Operation shrinkage calculation}
Step 3: {Parameters update}
Increment k by one and go to Step 1; End While {End loop} End
Convergence Analysis
In this section, we will give the convergence analysis of the proposed algorithm given in Section 2. In the convergence analysis, we need the following assumption:
(H1) Problem (4) has an optimal solution set * X   , and there exists a set
for some * *
x X  and , such that f is twice continuously differentiable on Ω and
for all . Using the mean-value theorem, we hav 
by the equation (13), we obtain 
by the Equation (14), we obtain
which completes the proof. 
where the numbers of iterations not satisfying (15) and (16) .
For sufficiently large k, we conclude that
Now, consider the sequence   k x generated by the FP algorithm. According to the fixed point iterations (5), it converge to some point * *
x X    . We will show that the convergence is quadratic. In order to do, the following additional assumption is required:
(H3) The following condition
Copyright © 2012 SciRes. AM holds, in where
and . Suppose that k is enough large so that , for all . Also, suppose that
denote the square sub-matrix of the matrix C corresponding to the index set E. Firstly we suppose that
 is non-expansive [2] , using H2, (17), and (18), we have that 
Preliminary Numerical Experiments:
This section reports some numerical results and comparisons regarding the implementations of the new proposed idea of the present study with some other algorithms for small-scale problems. All codes are written in MATLAB 9 programming environment with double precision format by a same subroutine. In the experiments, the presented algorithms are stopped whenever   
in where A is a n n  five matrix given by 
In Table 1 , i and n f n respectively indicate the total number of iterates and the total number of function evaluations. Table 1 indicates the total number of iterations and function evaluations for some small scale problems with dimensions 2 to 100. Evidentally, one can see that FP2 performs better than the other presented algorithms in the sense of both the total number of iterations and the total number of function evaluations. From Table 1 , we observe that the proposed algorithm is the best one on the all of test problems. We can deduce that our new algorithm is more efficient and robust than the other considered algorithms for solving small scale system of convex equations problems. In more details, the results of Table 1 in Figure 1 are interpreted thanks to the Dolan and More's performance profile in [11] .
In the procedure of Dolan and More, the profile of each code is measured considering the ratio of its computational outcome versus the best numerical outcome of all codes. This profile offers a tool for comparing the performance of iterative processes in statistical structure. In particular, let S is set of all algorithms and P is a set of 
