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ABSTRACT 
Designing technology with sustainability in mind is becoming 
more and more important, especially considering future 
scenarios of limited resources where the world’s current lifestyle 
of wasteful consumption needs to change. But how can 
researchers believably argue that their solutions are indeed 
sustainable? How can consumers and technology users reliably 
acquire, understand, and apply information about environmental 
sustainability? Those questions are difficult to answer, especially 
in research domains where the impact on sustainability is not 
immediately measurable, such as sustainable HCI. The evaluation 
of sustainability is an ongoing problem that is often glossed over, 
but we believe the community needs to intensify its efforts to 
articulate its evaluation methods to other disciplines and 
external stakeholders. Even if those disciplines and stakeholders 
understand the importance of designing for sustainability, we 
need convincing arguments – such as validation through 
thorough evaluations – to showcase why a specific design 
solution works in the real world. In this paper, we analyze this 
problem by highlighting examples of sustainable HCI research in 
which evaluation of sustainability failed. We also look at 
previous research that sought to address this issue and discuss 
how their solutions can be generalized – and when they might 
fail. While we do not have the final answer, our intention is to 
start a discussion as to why sustainable HCI research is 
oftentimes not doing enough to justify the validity of its 
solutions. We close our paper by suggesting a few examples of 
what we believe to be potential ways to address those issues and 
take action to improve the evaluation of sustainability. 
CCS CONCEPTS 
• General and reference → Evaluation • Human-centered 
computing → HCI design and evaluation methods • Social 
and professional topics → Sustainability. 
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1 INTRODUCTION 
Within the HCI research community, scientific work is usually 
subject to a rigorous peer-review process, including when we 
publish papers at high-impact conferences or in journals. The 
review criteria differ from venue to venue, but usually include 
presentation, related work, originality, significance, and 
validity1. The first two – presentation and related work – are 
rather technical in nature. Originality often builds upon related 
work and is judged through arguments about why the proposed 
solutions fill a gap in the research landscape. For sustainability 
research, significance is usually clear because the scientific 
community is aware of the need for sustainable research. If a 
research project aims to create an impact for sustainability it is 
usually a significant contribution as long as the other criteria are 
fulfilled. But oftentimes the most difficult criterion is validity: 
How does one prove that a solution really addresses the 
identified problem at hand? How can we validate that the 
presented research reached its desired goals? In short: how do 
we measure success for sustainability? 
To be able to answer those and other questions concerning 
the validity of research, a thorough evaluation of the proposed 
solution is necessary. In the field of Human-Computer 
Interaction (HCI), evaluation is an integral part of the design 
cycle [30] and an important activity that is included in basic HCI 
textbooks [e.g., 9, 41, 42]. However, there is no streamlined 
process or unified template that can be applied to every project 
in the same way; a novel artifact of technology requires an 
entirely different evaluation compared to a replication study. 
Sometimes an evaluation might even be harmful, e.g., for early 
and creative prototypes [15]. Sometimes presenting the empirical 
data of an ethnographic study is deemed sufficient to argue for 
validity [11]. Sustainable HCI (SHCI) research faces similar 
                                                                




issues – finding the right way to evaluate a potential 
contribution is a difficult step, and oftentimes glossed over. 
In this paper, we start by exploring reasons as to why 
evaluating SHCI is such a difficult endeavor and we reflect on 
previous discussions of this issue. As we have argued above, a 
thorough evaluation is mandatory to validate research, but it 
also serves as a means to promote research to practitioners 
outside the field. Furthermore, providing clear guidance on how 
to evaluate HCI research for sustainability can help other 
researchers contribute to sustainability and gain acceptance for 
their work in the SHCI community. We believe this is required 
to help grow the SHCI community and invite more research to 
address issues of sustainability. In the forthcoming pages, we 
will discuss examples of different strains of SHCI research and 
the challenges in evaluating those, as well as what needs to be 
done to address those challenges to arrive at a more rigorous 
evaluation. 
We cannot present a generalizable solution for evaluating 
sustainability in HCI at this point – it would neither be feasible 
nor believable in a paper of this length, and it would only 
oversimplify a complex issue. Rather, we intend to start a 
discussion (or intensify existing discussions, where applicable) 
among the LIMITS community to acknowledge the issue, learn 
from mistakes or dead-ends of the past, and work towards a set 
of guidelines that can help researchers in the future. This is a 
critical issue, because if SHCI is limited in assessing the validity 
of its research, it is limited in communicating the value of its 
research, and therefore limited in creating an impact for 
sustainability. Our contribution in this paper is to discuss these 
limits and propose solutions for how to address them. 
 
 
2 BACKGROUND: EVALUATION AND 
SUSTAINBLE HCI 
2.1 Usability Evaluation in HCI 
Whenever interaction designers create artifacts, regardless of 
whether those are digital or physical in nature, testing is an 
essential part in the design process. Dix et al. [9] summarize the 
three main goals of an evaluation as follows: “to assess the extent 
of the system’s functionality, to assess the effect of the interface on 
the user, and to identify any specific problems with the systems” 
and Sharp et al. [41] note that “[e]valuation is integral to the 
design process”. How integral exactly can be determined if we 
consider the iterative design cycle usually employed in the 
human-centered design process (see Fig. 1, adapted from the ISO 
9241-210 [22], as well as Sharp et al. [41]): without evaluation, 
there is no iteration and the design process breaks apart. In their 
seminal HCI textbook Designing the User Interface, Shneiderman 
et al. [42] stress the importance of evaluation by stating that 
“[f]ailure to perform and document testing as well as not heeding 
the changes recommended from the testing process could lead to 
failed contract propoals [sic] or malpractice lawsuits from users 
where errors arise that may have been avoided”. In short, there is 
no dispute within the HCI community that evaluation is an 
essential part of the discipline and not applying it rigorously can 
jeopardize the outcome of research. 
There are limits to evaluating research. Obviously, not every 
contribution lends itself to a proper usability evaluation as 
mentioned in the aforementioned HCI textbooks. Submissions 
that focus on discussing theoretical concepts, reflect on the field 
and its methods, or are of a philosophical nature cannot be 
evaluated by traditional means such as usability guidelines or 
heuristics. In those cases, the validity of the contribution stems 
from factors such as the strength of the argument presented, 
 
Figure 1: Interdependence of human-centered design activities (adapted from ISO 9241-210 [22]). 
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clarity in presenting the benefits for future research, and a 
thorough grounding in relevant literature. 
However, even a piece of work that focuses on presenting a 
design artifact, such as a physical prototype or a web-based 
visualization, can offer a meaningful contribution to research 
without a typical evaluation. If the implementation is 
particularly creative and of unquestionable quality (e.g., by 
combining hardware and software in an ingenious way), the 
novelty and originality of the design solution might be sufficient 
to warrant deviating from typical evaluation practice. Most 
prominently, Greenberg and Buxton [15] argue that “[u]sability 
evaluation, if wrongfully applied, can quash potentially valuable 
ideas early in the design process, incorrectly promote poor ideas, 
misdirect developers into solving minor vs. major problems, or 
ignore (or incorrectly suggest) how a design would be adopted and 
used in everyday practice.” Their prominent paper spearheaded a 
discussion that pervaded a major part of the HCI research 
domain, continued in prominent blogs accompanied by vivid 
discussions2,3, and was followed by conferences de-emphasizing 
the importance of evaluation in favor of innovation and novelty 
(UIST 2010 in an email to the reviewers4). While this criticism is 
valid to date, it should be noted that Greenberg and Buxton close 
by stating that a traditional usability evaluation is the best 
method “in many, but not all cases” and “in all cases a 
combination of methods – from empirical to non-empirical to 
reflective – will likely help to triangulate and enrich the discussion 
of a system’s validity” [15]. Many of the non-empirical methods 
they propose (“design critiques, design alternatives, case studies, 
cultural probes, reflection, design rationale” [15]) have since 
become the de-facto standards within the HCI community. 
2.2 SHCI and Evaluation 
SHCI emerged as a subfield of HCI at the CHI conference in 2007 
[5, 29] and therefore saw itself subject to the same rigor in 
evaluating its research outcomes. As an emerging, young 
research area, many projects initially fell under the umbrella of 
innovative design artifacts. This is not to say that any of those 
early SHCI works lacked evaluation–quite the contrary. 
Breaking into an unclaimed field and touching new ground 
comes with other challenges, such as having to argue for 
relevance or appropriate context of the conducted research. 
However, as the SHCI community started looking back at the 
plethora of research projects it had created in a relatively short 
timeframe [8], more critical voices appeared to question the 
impact achieved by the SHCI community and some suggested 
different approaches [e.g., 6, 10, 14]. 
The field had adapted the standards of HCI, but also started to 
emphasize the need for an additional metric of measuring 
contribution: sustainable impact. A newly developed system 
must adhere to the traditional evaluation of systems in HCI 
research as well as prove that it achieves its goals towards 




sustainability. However, there are no standardized metrics for 
assessing sustainable impact, and there is not even a clear 
definition of sustainability; recent workshops [12, 26] argued for 
the UN’s Sustainable Development Goals [40] as a means of 
orienting SHCI research within the real world, but these have 
yet to be adopted by the broader SHCI community. 
In terms of evaluation, the community has not made any 
significant inroads over the past ten years. Dillahunt et al. [7] 
discussed a framework to assess environmental sustainability, 
developed with the help of sustainability experts, which comes 
as a checklist of several sustainability criteria (e.g., “Uses 
alternative energy”, “All materials can be replaced”, “All materials 
are reusable”, “Device is recyclable”). Silberman and Tomlinson 
[44] suggest that SHCI “could become more relevant by developing 
evaluations that link to understandings of sustainability beyond 
HCI” and describe three tools for sustainability evaluation: 
principles, heuristics, and indices. None of the proposals gained 
traction, and four years later the community even agreed that a 
unified evaluation framework is unrealistic. At an SHCI 
workshop [43], most participants “rejected the idea that [they] 
could devise a single interpretation of sustainability to orient and 
evaluate all future SHCI research”. Rather, they concluded that 
SHCI projects should define their own goals and metrics, 
depending on the specific case, and consider criteria from 
outside of HCI as well. 
The history of usability evaluation in HCI, including the 
criticism and reorientation that emphasized non-empirical 
evaluation methods, has taught us that there is no one-size-fits-
all solution. After decades of research and the emergence of 
multiple usability heuristics, guidelines, and evaluation 
frameworks, HCI is still a field in motion that is evolving and 
considering new forms of assessing its contributions’ values. 
Therefore, the SHCI community is likely taking the right step in 
not prescribing any strict rules for evaluation or prescribing any 
evaluation frameworks and heuristics; also in light of previous 
failed efforts to do so. 
However, we argue that this freedom has become an obstacle: 
in many (if not most) cases, evaluating the sustainable impact is 
still a requirement to gain acceptance from the SHCI community 
 
Figure 2: Publications at the SIGCHI conference series 
with author keyword “sustainability”, based on an ACM 












– but how are new researchers able to enter the field without 
any guidance whatsoever? In addition to the usual pressure of 
evaluating contributions by traditional HCI standards, one must 
conduct an additional evaluation for sustainable impact. This 
includes defining what sustainability means for the specific 
project, articulating the goals one wants to achieve, surveying 
fields outside of HCI for suitable metrics (e.g., social 
sustainability or material science), developing an entirely new 
evaluation method, and conducting said evaluation. While we 
agree that there are advantages to not prescribing a concrete 
process for evaluating sustainability, we believe that the current 
lack of guidance and clarity within the SHCI community might 
be contributing to the decline in sustainability-related 
publications at the SIGCHI conferences (see Fig. 2, [1]). 
In the following, we will highlight examples from SHCI 
research – separated into the two different branches that divide 
the field thematically – to showcase the difficulty in evaluating 
sustainability. The purpose of those examples is twofold: first, 
we point out the limits in evaluating SHCI research and 
assessing sustainable impact; second, we discuss those examples 
in the discussion section and aim to start a conversation for 
potential solutions to the problem of evaluating sustainability. 
3 THE LIMITS OF EVALUATING SHCI 
SHCI research can roughly be divided into two different 
approaches: sustainability through design and sustainability in 
design [29]. Sustainability through design aims to develop 
technology that has an impact on sustainability through people’s 
lifestyles, e.g., by visualizations that raise awareness or 
applications that promote behavior change. This line of research 
is often referred to as eco-feedback technology [14] or 
persuasive technology [6]. Sustainability in design is about 
developing technology that is sustainable regardless of use, e.g., 
by choosing recyclable material or enabling repair of a device. 
While sometimes used as synonym for SHCI, Blevis’s initial 
concept of sustainable interaction design (SID) [5] is rather 
concerned with this direct approach to sustainability [38]. 
Both branches of SHCI have seen a sizeable amount of 
research in the past, however, they differ significantly in their 
goals, methods, and outcome. Therefore, it is imperative to 
discuss the difficulty of evaluation individually for each of those. 
3.1 Sustainability through Design 
Since the goal of sustainability through design is to affect the 
lifestyle of people who use said technology, the measure of 
success goes beyond that of traditional HCI solutions. If the 
technology holds up to the most rigorous usability evaluation 
but shows no effect on people’s lifestyle, it has failed to achieve 
an impact for sustainability; or as Fogg [13] points out: 
“[d]esigning for persuasion is harder than designing for usability”. 
He recommends to test early (and often), a suggestion echoed by 
all HCI textbooks, and defines the goal as “create an intervention 
that succeeds in helping the target audience to adopt a very simple 
target behavior that can be measured”. However, in a 
comprehensive survey, Froehlich et al. state that “few HCI eco-
feedback have even attempted to measure behavior change” [14], 
and other SHCI scholars [e.g., 6, 8, 43] discussed the difficulty of 
measuring the impact of sustainability through design. What 
needs to be considered is the complexity that encompasses not 
only technology acceptance, classical usability, and measurable 
effects on the consumer’s lifestyle, but also social contexts, 
environmental factors, and a myriad of additional variables – for 
which SHCI designers often lack the required knowledge and 
skills to assess those in proper scientific rigor. 
Therefore, SHCI research oftentimes does not set its goal to 
change behavior, but rather to raise awareness. This 
acknowledges that behavior change is a process that develops 
over time, and it is separated into different stages. For example, 
the transtheoretical model [19, 35] comprises five stages 
(precontemplation, contemplation, preparation, action, 
maintenance), of which the actual behavior change takes place in 
the fourth stage (cf. [23] for other models). This does not 
alleviate the problem of evaluation, it merely transforms it: 
instead of measuring behavior change, one needs to measure 
raised awareness. Therefore, a common approach for persuasive 
technology in SHCI is to provide information (e.g., through 
visualizing environmental data) and rely on self-reported 
participant data or interviews to verify the information transfer. 
Knowles et al. criticize this as an undesirable solution and call 
providing information an anti-pattern: “The implicit assumption 
of these designs is that greater awareness of their consumption will 
inspire users to change their behavior” [25]. However, Knowles et 
al. also do not advocate going back to Fogg’s initial evaluation of 
measuring behavior change, cautioning against rebound effects 
and other neglected contextual factors that are not being 
captured. 
Ultimately, SHCI maneuvered itself into a difficult spot: the 
community demands a scientifically rigorous sustainability 
evaluation of any presented solution. At the same time, SHCI has 
a rich history of designs and evaluations that did not work – 
arguably more negative than positive examples as we have heard 
from fellow researchers and have experienced ourselves in the 
review process (both as authors and reviewers). What are 
potential solutions? How does one evaluate sustainability 
through design? SHCI researchers have discussed alternative 
ways of assessing the impact of persuasive technology, and we 
will list some of those here: 
3.1.1 Large-scale deployments. Comparing studies in SHCI to 
psychology, Froehlich et al. [14] note that the sample size of 
studies in SHCI is remarkably smaller (11 vs. 210 participants on 
average, respectively). This is not necessarily a fair comparison – 
psychological studies are often controlled, quantitative 
experiments, whereas SHCI researchers seem to prefer early 
prototype tests in qualitative settings. Also, scaling up studies is 
likely to introduce additional problems as it is at odds with 
limited resources and time available to researchers, hardly works 
for low-maturity prototypes, and does impose even more rules 
on clearly defining the metrics of evaluation. 
3.1.2 Long-term studies. Researchers who want to measure 
the impact on participants objectively should aim for a longer 
timeframe; in their survey of persuasive technology, 
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Brynjarsdottir et al. [6] consider only one study with a duration 
of three months as long-term study. The transtheoretical model 
suggests that behavior needs roughly six months to settle in [19], 
and to also pay justice to the fifth stage of “maintenance” with 
potential relapse, a one-year timeframe is advised. Time limits 
on researchers’ projects often prohibit such long-term 
evaluations, as contracts, grants, or doctoral programs are 
difficult to unite with such commitments. 
3.1.3 Participatory design. Fogg [13] recommends to test and 
iterate designs early and often, and HCI textbooks also 
emphasize that it is advisable to evaluate designs throughout, 
instead of just adding an evaluation at the end of the process [9, 
41, 42]. Participatory design ensures that evaluation occurs 
throughout design processes, and SHCI researchers have 
previously recommended to include the user into the design 
process [6]. 
3.1.4 Different models. An evaluation measures the effect of a 
design artifact against the design goal and requirements (cf. 
Figure 1). If researchers struggle with the evaluation, it might 
sometimes be a symptom of not clearly enough defining the goal 
beforehand. Choosing a different background, such as He et al. 
[19] did with the transtheoretical model of behavior change, 
could potentially address this [14]. However, the number of 
existing models of behavior change is limited [23] and fully 
understanding and implementing them introduces new obstacles 
to the process (limited time and resources). Suggested alterations 
to the evaluation process are to focus on practices of the users 
[6, 33] or users’ reflections of provided information [25] as a 
middle ground for the overambitious goal “behavior change” and 
the superficial approach to simply “provide information”. 
3.2 Sustainability in Design 
The contributions regarding sustainability in design in the field 
of SHCI are more theoretical and offer fewer design artifacts 
than the contributions found in much sustainability through 
design research. Blevis’s rubric [5] for understanding and 
assessing the material effects of interaction design was pivotal 
for the field of SHCI. Several studies were conducted to further 
investigate people’s practices relevant to SID [e.g., 17, 20, 21, 28, 
31, 32] and multiple frameworks and guidelines deepened our 
understanding of SID by focusing on specific themes, such as re-
use [24], attachment [31], or cloud computing [34]. 
However, there are few examples of design artifacts from 
SHCI research that seek to apply those frameworks to practice, 
and even fewer that attempt to evaluate them. Two exceptions 
are design exercises with practitioners who created solutions by 
implementing theoretical frameworks: slow design [16] and 
attachment [36]. The result of the slow design exercise was a 
mock-up prototype, which was being evaluated by six workshop 
participants who reflected on the imagined use of the prototype 
in their everyday life. The second example of applying the 
attachment framework to design practice was conducted as a 
comparative study, and the resulting designs were evaluated by 
design experts for traditional design criteria along with 
attachment. Besides the apparent differences in study design and 
evaluation (one prototype vs. multiple design sketches; reflection 
of potential scenarios vs. assessing inherent design qualities), the 
studies have a few things in common. Both evaluate SID early in 
the design process and at the start of a potential product’s 
lifecycle; both recruit external evaluators for an objective 
assessment; and both projects assess the effect of the framework 
qualitatively rather than focusing on measurable, quantitative 
metrics. 
Evaluating SID is difficult; so difficult, in fact, that the 
evaluation itself took more time than the rest of the exercise in 
the attachment study [36]. Reviewers of the paper considered the 
evaluation process a major contribution. This is an issue similar 
to persuasive technology, for which SHCI asks the researchers to 
create their own metrics rather than providing a template for 
evaluation. By expressing interest in applying SID to the design 
process, SHCI puts the burden of creating an evaluation entirely 
on the researcher; but not every researcher has the time, 
expertise, or desire to develop new evaluation methods. Blevis 
rightly argues that “sustainability can and should be a central 
focus of interaction design” [5] – but in order to achieve this, 
SHCI needs to provide guidance for how to evaluate this shift in 
focus. Without evaluating the effect that adding sustainability to 
interaction design has, there is no proof for the validity of a 
design solution. 
Evaluating SID is also a matter of feasibility. When 
implementing the slow design or attachment frameworks into a 
product’s design process, one might argue that the only real 
measure of success would be to observe the objects in practice, 
similar to real-world deployments of persuasive technology. 
However, designing, building, and distributing products, and 
then being able to evaluate their use years later is far beyond the 
limits of most feasible research projects. Therefore, an evaluation 
needs to be employed at the early stages of design – which is in 
line with the idea of HCI’s iterative design cycle. It also has an 
added benefit: mistakes can be discovered early in the process 
when design decisions are still reversible. The drawback is that 
those early evaluations come with a lot of ambiguity [36, 44]. 
Due to the theoretical nature of SID and the limited examples 
of actual evaluations, the list of potential solutions for this issue 
is of rather anecdotal nature. Nevertheless, we will highlight 
themes that have been mentioned within the community or 
came up during our own struggles with evaluating SID in 
practice: 
3.2.1 Evaluate prototypes and ideas. As highlighted in the 
example of attachment, it is often not feasible to evaluate SID in 
real-world scenarios with design artifacts of high maturity; this 
is partially due to the constraints on researchers’ time and 
resources, but also due to the limited time left to save the 
environment before the damage from our non-sustainable 
lifestyles becomes irreversible. Therefore, SHCI research needs 
to be accepting of early prototypes or even rough sketches of 
ideas how SID could be applied to practice and what those 
solutions might look like. This is not to recommend neglecting 
scientific rigor in evaluating such applications; however, the 
community needs to work towards accepted standards for what 
constitutes a successful application and be mindful of the 
difficulties in designing and evaluating those. 
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3.2.2 Evaluate the process, not the product. Applying design 
research theory to design practice is difficult; it is a well-known 
issue that is often referred to as the theory-practice gap. Figuring 
out how to address the theory-practice gap [37, 39] has potential 
to be a valuable contribution to SHCI (as well as HCI in general). 
But addressing the theory-practice gap remains a challenge 
because there is no standard metric for measuring the transfer of 
knowledge from one domain to another. While the theory-
practice gap has been a known problem in HCI for several 
decades, the urgency of combating environmental issues does 
not allow for SHCI to wait for a solution. The community needs 
to find ways to give researchers a chance to argue for success of 
their process of sustainable interaction design instead of waiting 
for its outcome to be evaluated. 
3.2.3 Outsourcing evaluation. In our two highlighted 
examples of applying SID to design practice [16, 36], the 
researchers did not conduct the evaluation themselves, but 
recruited external evaluators. This might generally be good 
practice to maintain objectivity and enables SHCI to recruit 
experts who bring in additional expertise. However, it adds to 
the difficulty of evaluation, as it requires time and resources 
(compensation for the experts), but most importantly it requires 
a common understanding of the goals. Every discipline has their 
own terminology and jargon, and SHCI is no different; 
establishing a lingua franca for the evaluation of SID by 
externals might help to streamline this process. 
3.2.4 Resource assessment. In cases where it is applicable (i.e., 
when the impact of a designed SID artifact is measurable), other 
disciplines might help SHCI to address resource assessment. For 
example, if a solution proposes the use of different material 
(hardware design) or argues for a lower environmental impact of 
an algorithm (software design), one metric to evaluate success 
can be to calculate the resources saved. The most prominent 
example to achieve this is life cycle assessment (LCA), which 
offers a holistic overview of a product’s environmental impact 
based on a variety of different metrics. While LCA is a work-in-
progress and therefore has limitations on its own, it should at 
least be considered as an additional metric if applicable. There 
have already been a few early attempts at blending approaches 
from LCA with design to consider the environmental impact of 
digital technology in practices [3, 4] and home energy 
intervention studies [2], as well as using methods for mitigating 
the growing impact of data demand generated by mobile digital 
technology [18, 27]. 
4 DISCUSSION 
We have looked at the general process of evaluating design 
artifacts in HCI, the difficulty of evaluating SHCI specifically, 
and provided some pointers for potential solutions. As 
mentioned before, in particular the research contributions 
surrounding SID are often of theoretical nature and therefore not 
subject of our discussion. There is also a great deal of research 
studying people and technology, and those studies are not 
subject to a traditional usability evaluation either (see Dourish’s 
concerns about implications for design [11] for a discussion 
about how to present the results of ethnographic studies). While 
we acknowledge that those papers are excluded from our 
discussion and provide invaluable insights for the field of SHCI, 
we believe the balance is off. There needs to be more 
applications of theoretical insights to practice, otherwise the 
theoretical discussions will stay exactly that – theoretical – and 
never have an impact on sustainability issues in the real world. 
We believe that the limits to evaluating sustainability—whether 
they are limits perceived by new researchers seeking to break 
into sustainable research or limits observed by long-term 
members of the field—pose a threat to SHCI. 
The SHCI community stressed that there can be no 
evaluation that fits all research. They asked researchers to define 
“design-specific sustainability goals and metrics on a project-by-
project basis”, and include criteria from “the communities within 
which they work” [43]. This is a laudable approach and we should 
cherish it, as it promotes diversity of thought and pays justice to 
the complexity of our environment. However, it can also 
backfire, as researchers entering the field might not be familiar 
with SHCI’s processes and expectations; also, they might not 
have the expertise or willingness to define their own goals and 
metrics. But most importantly, they might be driven away from 
SHCI by focusing on a different own community’s goals, as the 
overwhelming majority of HCI communities have not included 
sustainability in their processes yet. Asking them to adhere to 
their community’s standards for evaluation is equivalent to 
asking them to neglect sustainability. 
Therefore, SHCI needs to provide at least rough guidance for 
the overarching goals of the field. Recent SHCI workshops have 
started to do this [12, 26] by pointing to the United Nation’s 
Sustainable Development Goals [40] as means of guidance. 
However, similar to the seminal SID rubric, it can only be the 
starting point for developing specific goals, metrics, and 
processes for evaluation. It is also important for the community 
to acknowledge that establishing a goal and defining metrics 
does not eliminate the process of evaluation. A goal defines the 
desirable endpoint of a project, and metrics enable the 
assessment for concluding whether the goal has been reached or 
not (and by how much). But evaluation is the process that 
connects everything by interpreting the solution in light of the 
previously defined metrics. 
One approach for addressing the problem of evaluating 
sustainability is to continue the work that SHCI excels at: 
learning from other disciplines by understanding and adapting 
their methods. We already mentioned LCA as a potential means 
to assess the measurable impact of SID solutions. Another 
example is the BELIV workshop series5, a biennial event that 
discusses novel evaluation methods for visualization, which 
might provide helpful pointers for eco-feedback technology if 
extended by sustainable criteria. The process of bridging 
disciplines can be difficult, but SHCI has shown its capabilities to 
do so by incorporating numerous external aspects into its 
research. Through this, SHCI has created various theoretical 
                                                                
5 http://beliv.cs.univie.ac.at/ 
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frameworks. It is time to shift our attention away from drawing 
theoretical lessons and towards the evaluation of practice. 
Improving the process of evaluating sustainability for the 
purposes of our research might also help the field in different 
ways. It enables SHCI to argue for the validity of its findings 
when communicating to other stakeholders, such as product 
designers [36] or policymakers [45]. For certain aspects of SHCI 
research it is even essential to be able to evaluate sustainability: 
How can users of eco-feedback technology be expected to 
evaluate their own lifestyles against the provided information if 
the researchers are not able to do so themselves? How can one 
teach sustainability without a holistic understanding thereof? 
We have highlighted the two different branches of SHCI, and 
believe the problem of evaluation needs to be solved for both – 
but separately. Even within those two areas, the most suitable 
evaluation method depends on many different factors, including 
the maturity of the proposed design solution. While fully 
developed prototypes can be evaluated in real-world 
deployments, low-maturity concepts should rather be subject to 
evaluation of domain experts who understand and can look 
beyond the level of abstraction. Therefore, we urge the 
community to not confuse metrics with maturity, and instead of 
choosing the evaluation method based on the available 
measurement or sustainable goals to focus on what is most 
appropriate given the state of the solution’s development. While 
SID’s rubric [5] or the Sustainable Development Goals [40] are 
helpful for establishing research goals, they are not complete 
solutions to evaluation, and they are unlikely to be the best 
labels to categorize different evaluation methods for SHCI. 
5 CONCLUSION 
In this paper, we argue that SHCI research is often glossing over 
the evaluation of its results. This has led to a situation in which 
both new researchers coming into the field as well as long-time 
members of the community lack guidance on how to evaluate 
their results. We believe that this not only hurts the validity of 
research conducted in SHCI, but also threatens its credibility and 
standing within the larger community of HCI research, and is 
alienating rather than attracting more research to consider 
orienting their work towards important sustainable issues. 
Following our analysis of evaluation in HCI in general and 
SHCI in particular, we outlined several pointers which can help 
addressing this issue. Although we do not have a solution for 
how to evaluate all future SHCI research, we hope our 
arguments are perceived as constructive criticism to solve a 
problem that we believe is threatening the core of the SHCI 
community. Our intention is to start a discussion within SHCI 
and, in a best-case scenario, arrive at a community-based 
repository for evaluating SHCI research. 
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