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1. INTRODUCTION. The Jordan canonical form is a well-known and standard topic in linear algebra. It is thoroughly covered in many texts on linear algebra and abstract algebra. The purpose of this article is to publicize a different approach to the canonical form problem introduced by Eduard Weyr in 1885 [28] , [29] . Several older books ( [15, pp. 73-74] and [16, pp. 117-118] ) mention Weyr characteristics but it does not appear in recent linear algebra texts. The basic idea of Weyr's approach is useful in several areas, such as describing algorithms for computing the Jordan form in a stable manner ( [8] , [13] , and [18] ), and in developing canonical forms for matrices under unitary similarity ( [2] , [14] , [21] , and [22] ), but Weyr's papers are rarely referenced and the sequence of numbers we call the Weyr characteristic is not named. Thus, while Weyr's work seems to be little known, his basic idea has been rediscovered and used several times. I first learned of the Weyr characteristic from Hans Schneider, when I was a post-doc at the University of Wisconsin in 1980. Schneider and others have studied the relationship between the Weyr characteristic and the singular graph of an M-matrix ( [9] , [10] , [17] , and [19] ).
In this paper we define the Weyr characteristic and discuss its connection with the so-called "staircase" forms used in numerical linear algebra to determine the Jordan form in a stable manner. There is a simple relationship between the Weyr characteristic and the better known Segre characteristic, which is associated with the Jordan canonical form. This relationship leads to a quick derivation of Weyr's canonical form from the Jordan canonical form; we also present a proof that is independent of the Jordan canonical form, as Weyr did in his original paper.
The Jordan canonical form gives a canonical form for square matrices under the equivalence relation of similarity. It can be used whenever the field contains the eigenvalues of the matrix; typically, one is interested in matrices over the field of There is at least one Jordan block for each eigenvalue of A and there may be several Jordan blocks for a single eigenvalue. The list of the non-increasingly
December 1999] THE WEYR CHARACTERISTIC 919 ordered sizes of the blocks belonging to a given eigenvalue a is called the Segre characteristic of A relative to a. The Jordan canonical form displays all the information needed to know the algebraic structure of a linear transformation. The eigenvalues appear on the main diagonal, and the Segre characteristic reflects the action of the transformation on the generalized eigenspaces. To quote Golub and Wilkinson [8, p. 5768] , "From the standpoint of classical algebra, the algebraic eigenvalue problem has been completely solved. The problem is the subject of classical similarity theory, and the fundamental result is embodied in the Jordan canonical form. "
Weyr's canonical form is a block triangular matrix in which the diagonal blocks are scalar matrices (that is, scalar multiples of identity matrices), the superdiagonal blocks contain identity matrices augmented by rows of zeros, and all the other blocks are zero. The list of the non-increasingly ordered sizes of the diagonal blocks corresponding to an eigenvalue a is called the Weyr characteristic of A relative to a. These numbers are determined by the dimensions of the nullspaces of powers of (A -aI); we give precise definitions later. For example, if the Weyr characteristic of A corresponding to a is (7, 5, 2, 2) , then the block of the Weyr canonical form of A corresponding to a would have the form shown in Figure 2 .
Weyr's approach is related to methods developed in numerical linear algebra for computing the complete eigenstructure of a matrix. While one can derive the Jordan canonical form using an algorithmic approach [4] , there are numerical reasons to avoid direct computation of the Jordan form [5, p. 146] . In numerical computations, one must consider the effect of rounding errors and errors in the input. If the matrix is ill-conditioned with respect to the desired computation, or if the algorithm is not carefully designed, then small errors in the input or rounding errors may result in large errors in the output. Computing the inverse of a matrix that is close to being singular, or applying a similarity that is close to a singular matrix can lead to disaster. It is better to use algorithms that involve only orthogonal or unitary transformations. Algorithms developed by Kublanovskaya [13] , Ruhe [18] , and Golub and Wilkinson [8] in theoretical terms, these computations find the null spaces of powers of (A -aI), for each eigenvalue a. Related ideas also appear in Van Dooren's work ( [1] , [25] , [26] , and [27] ) on computing the Kronecker normal form of a matrix pencil, A + AB. We do not describe these methods here and refer the reader to the original sources for specific algorithms and an analysis of their stability and efficiency. Our aim is to present Weyr's basic theory and give some proofs that are motivated both by the methods used in the numerical algorithms and by Weyr's original presentation. If F is the field of complex numbers C, we have the usual inner product on C'.
A square, complex matrix U is said to be unitary if U-1 = U* (the star denotes the conjugate transpose); this is equivalent to saying that the columns of U form an orthonormal basis for C' with respect to the usual inner product. Applying a unitary similarity to A is equivalent to a unitary change of basis.
We frequently deal with matrices that are partitioned into submatrices that have special forms. If A is an n x n matrix, we may partition the rows of A into t sets consisting of the first n1 rows, the next n2 rows, and so on, finishing with-the last nt rows, where n1 + n2 + ?t +nt = n. Partitioning the columns of A in the same way breaks the matrix up into t2 blocks, Aij, where Aij denotes the block formed from the ith set of rows and the jth set of columns. Note that Aij is ni X n1 and . When all the off-diagonal blocks are zero (Aij = 0 i s j) then we say A is block diagonal, and say A is ( (A1, A2, . .., At) or w -A =2 2(A1, A2, ..., At). We also say A is the direct sum of A1, A2, .. ., At.
We use N(A) to denote the null space of A and null(A) for the nullity of A, i.e., the dimension of N(A). The range space of A is denoted by R(A) and rank(A) denotes the rank of A, i.e., the dimension of R(A).
We use Ik to denote the k x k identity matrix and ok for the k x k zero matrix. We begin by showing how to compute wo(A) via a recursive process that avoids computing the powers of A; lemmas 1 and 2 are based on work of Kublanovskaya [13] . If k = 1, then A is the zero matrix, so we may safely assume that k ? 2.
Since w, = null(A), the matrix A is similar to a matrix with zeros in the first (01 columns and thus we can assume A is in the block form To prove that oi +?1 < woi we use induction on k, starting with k= rank(A) < rank(A12) + rank(A2). Substituting rank(A) = n -w1 and rank(A2) = (n -w1) -null(A2) gives null(A2) < rank(A12). But (02 = null(A2) and rank(A12) < w01, so (t2 < (1. By the induction hypothesis, the result ho matrix A2 and so we have Oi+1?w < cti for all i 2 2. i Since A has rank n -w1, the last n -1 columns of A must be linearly independent, and hence the block A12 (which is w1 X W2) must have full column rank. U When k = 2, Lemma 3 tells us that T can be represented by a block triangular matrix S9(O,07, OW2), where the cl X W2 block A12 has full column rank, i.e., rank(A12) = W2. It is also possible to apply further unitary similarities to reduce the superdiagonal blocks to special forms; see [2] , [21] , and [22] .
For purposes of computing the Weyr characteristic, one would stop with the staircase form of Theorem 1', which can be reached via a unitary similarity.
However, this block triangular form is not unique; for a canonical form we must go further and use non-unitary similarities. Then P-1 has the same form, but its first col rows are the blocks (I(, C13, -C14,... -Clk, 01<dk)' A computation using block multiplicati
shows that P-1 CP has C12 in its 1,2 block, but otherwise has the desired form.
Since C12 has full column rank, there is a nonsingular to, x to, matrix W s that WC12 = Iw,, ,,2. Let S =2 r(W-1, IW2' I(O3,*.. Iwk); then S-lp-1CPS has desired form. X 6. THE GENERAL CASE. We can now use our form for the nilpotent case to deal with a general linear operator T. As described in Section 2, we can decompose T into a direct sum T1 e3 T2 ?. TI, where each Ti is the action of T on the generalized eigenspace Vi. Then Ti -aiI is a nilpotent transformation on Vi. We say that wo(Ti -aiI) is the Weyr characteristic of T, relative to the eigenvalue ai. Let
Wi be the Weyr canonical form of Ni; then T can be represented by the block diagonal matrix -(alI + W1, a2I + W2, ..., IatI + We). This is the canonical form described by Weyr [28] ; we call it the Weyr canonical form of T. For each eigenvalue, ai, the Weyr characteristic, wo(Ti -aiI) is rela'ted to the Segre characteristic for ai as described in Section 4, and so the Jordan canonical form of a matrix can be read off from the Weyr canonical form, and vice versa.
OBTAINING THE WEYR CHARACTERISTIC BY UNITARY SIMILARITY.
Two n X n complex matrices, A and B, are unitarily similar if there is a unitary matrix U such that B = U*A U. In general, a matrix is not unitarily similar to its Jordan or Weyr canonical form. However, in numerical computations, it is desirable to obtain the information needed to specify the canonical form by using only unitary similarities. We briefly outline, in theory, why the Weyr characteristic can be found using only unitary similarities.
The process begins with Schur's result that a square complex matrix can be triangularized with a unitary similarity [11, pp. 79-81] .
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Theorem (Schur [20] ). If A is an n X n complex matrix, then there is a unitary matrix U such that U*AU is triangular.
Proof: Start with an eigenvalue, a1, of A and an associated eigenvector x, where x has length one. Then construct an orthonormal basis for C2 in which x is the first basis element. Let U1 be the unitary matrix that has the basis vectors in its columns. Then U1j*AU1 has the form S'(a1, A1) where A1 is (n -1) x (n -1).
Using induction, let U2 be a unitary matrix of size n -1 that puts A1 in triangular form and let U2 = 2 (1, U2). Then if U = U1U2, the matrix U*AU is triangular. U Note that we can obtain a triangular form for A with the eigenvalues in any given order along the diagonal. Thus, if spec(A) = {a1, a2, .., a,}, where ai has multiplicity n , we can unitarily put A into the form 5(A1, A 2, ...,A) where A is an ni x ni triangular matrix with ai along its diagonal. The next step is to show that Sr(A1, A2, . . ., A,) is similar to 9 (A1, A2,..., for this will tell us that the Weyr characteristic of A, relative to the eigenva is simply the Weyr characteristic of the nilpotent matrix Ai -aiI. To show t Y(A1, A2, .., At) and -(a1, A2, ..., At) are similar, we use a well-known theorem of Sylvester, which may be found in many sources, e.g., [3] , [6 
