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bstract
In this work the left and right Riemann–Liouville derivatives are introduced. A generalized operator based on left/right
iemann–Liouville derivatives is obtained. Basic definitions, lemmas and theorems in the fractional calculus which is related
o our purpose are presented. The fractional form of Lagrange expansion theorem is obtained.
 2013 Taibah University. Production and hosting by Elsevier B.V. All rights reserved.
eywords: Fractional right/left Riemann–Liouville derivative; Generalized operator; Lagrange expansion; Delta-function
.  Introduction
The development of the FC theory is due to the contributions of many mathematicians such as Euler, Liouville,
iemann, and Letnikov. Several definitions of a fractional derivative have been proposed. These definitions
nclude Riemann–Liouville, Grunwald-Letnikov,Weyl, Caputo, Marchaud, and Riesz fractional derivatives, see [1–4].
iemann–Liouville derivative is the most used generalization of the derivative. It is based on the direct generalization
f Cauchy’s formula for calculating an n-fold or repeated integral. The right and the left Riemann–Liouville fractional
erivatives, in brief, are denoted by RRLFD and LRLFD respectively, see [5]. In [6–8] Agrawal has studied Fractional
ariational problems using the Riemann–Liouville derivatives. He notes that even if the initial functional problems
nly deal with the left Riemann–Liouville derivative, the right Riemann–Liouville derivative appears naturally during
he computations. In what follows, we construct an operator combining the left and right Riemann–Liouville (RL)
erivative. We remind some results concerning functional spaces associated to the left and right RL derivative. In
articular, we discuss the possibility to obtain a law of exponents.
In 1770, Joseph Louis Lagrange (1736–1813) published his power series solution of the implicit equation. However,
is solution used cumbersome series expansions of logarithms [9,10]. This expansion was generalized by Bürmann
11–13]. There is a straightforward derivation using complex analysis and contour integration; the complex formal
ower series version is clearly a consequence of knowing the formula for polynomials, so the theory of analytic functions
ay be applied. Actually, the machinery from analytic function theory enters only in a formal way in this proof. In
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1780, Pierre-Simon Laplace (1749–1827) published a simpler proof of the theorem, based on relations between partial
derivatives with respect to the variable and the parameter, see [14,15]. Charles Hermite (1822–1901) presented the
most straightforward proof of the theorem by using contour integration [16–18].
In mathematical analysis, this series expansion is known as Lagrange inversion theorem, also known as the
Lagrange–Bürmann formula, and gives the Taylor series expansion of the inverse function. Suppose z = f(w) where f  is
analytic function at a point a  and f(a) /=  0. Then it is possible to invert or solve the equation for w  such that w = g(z) on
a neighborhood of f(a), where g  is analytic at the point f(a). This is also called reversion of series. The series expansion
of g is given by
w  =  g(z) =  a  +
∞∑
n=1
(
lim
w→a
( (z  −  f  (a))n
n!
dn−1
dwn−1
(
w  −  a
f (w) −  f (a)
)n))
In this work we will apply the concepts of fractional calculus to obtain a fractional form of Lagrange expansion and
some generalizations.
Deﬁnition  1.  By D, we denote the operator that maps a differentiable function onto its integer derivative, i.e. Df(x) = f′,
by Ja, we denote the integer integration operator that maps a function f, assumed to be (Riemann) integrable on the
compact interval [a,b], onto its primitive centered at a, i.e. Ja f (x) =
∫ x
a
f  (t)dt,  ∀  a ≤  x  ≤  b.
Deﬁnition 2.  By Dn and Jna ,  n ∈  N  we denote the n-fold iterates of D  and Ja, respectively. Note that Dn is the left
inverse of Jna in a suitable space of functions.
Lemma 1.  Let  f  be  Riemann  integrable  on  [a,b].  Then,  for  a ≤ x ≤  b  and  n  ∈  N,  we  have
Jna f  (x) =
1
(n  −  1)!
∫ x
a
(x  −  t)n−1f  (t)dt,  n  ∈  N.  (1)
2.  Left  and  right  Riemann–Liouville  derivatives  and  integrals
We define the left and right Riemann–Liouville derivatives following [19,20]. In all the following definitions Γ  (α)
represents the Euler gamma function given by
Γ  (α) =
∫ ∞
0
xα−1e−αdx  =  (α  −  1)!
Deﬁnition  3.  Let f  be a function defined on (a,  b) ⊂  R, and α ∈ R+. Then the left and right Riemann–Liouville
fractional integral of order α  is on respective defined on Lebesgue space L1[a, b] are given by
aD−αx f  (x) =
1
Γ  (α)
∫ x
a
(x  −  s)α−1f  (s)ds,  a ≤  x  ≤  b,  α ∈  R (2)
xD−αb f  (x) =
1
Γ  (α)
∫ b
x
(s  −  x)α−1f  (s)ds,  a  ≤  x  ≤  b,  α ∈ R  (3)
Deﬁnition  4.  Let f be a function defined on (a,  b) ⊂  R, and α  ∈  R+, the left and right Riemann–Liouville derivative
of order α  defined on Lebesgue space L1[a, b] and denoted by aD−αx and xDαb respectively, are defined by
aDαxf  (x) =
1
Γ  (n  −  α)
(
d
dx
)n ∫ x
a
(x  −  s)n−α−1f  (s)ds  a ≤  x  ≤  b,  α  ∈ R (4)
( ) ∫xDαbf  (x) =
(−1)n
Γ  (n  −  α)
d
dx
n b
x
(x  −  s)n−α−1f (s)ds,  a  ≤  x ≤  b,  α  ∈ R  (5)
Left and right (RL) integrals satisfy some important properties like the semi-group property.
R
i
M
t
i
g
w
o
I
d
p
I
a
A
f
l
b
2
oF.A. Abd El-Salam / Journal of Taibah University for Science 8 (2014) 175–185 177
emark  1.  It  is  evident  that aD−αx ≡  Jna ,  ∀α  ∈  N,  except  for  the  fact  that  we  have  extended  the  domain  from  Riemann
ntegrable functions  to  Lebesgue  integrable  functions  (which  will  not  lead  to  any  problems  in  our  development).
oreover, in  the  case  α  ≥  1  it  is  obvious  that  the  integral aD−αx f (x) exists  for  every  x  ∈  [a, b] because  the  integrand  is
he product  of  an  integrable  function  f and  the  continuous  function  (x  − •)α−1. One  important  property  of  integer-order
ntegral operators  is  preserved  by  this  generalization.  i.e.  ∀  α, β  > 0, f(x) ∈  L1[a, b]
aD−αx (aD−βx f  (x)) = aD−βx (aD−αx f  (x)) = aD−α−βx f (x) (6)
The fractional differential and integral operators, namely differeintegral operator aD±αx can be obtained from the
eneralization of the two operators xD±βb as,
aD±αx =
(
dn
dxn
)
aD±α−nx , xD±αb =  (−1)n
(
dn
dxn
)
xD±α−nb (7)
here the number of additional differentiations n  is equal to [α] + 1, where [α] is the whole part of α. The generalized
perator xD±βb satisfies
aD±αx =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
dα
dxα
,  Fractional differentiation mapping
1, Fractional unitary mapping
x∫
a
dt−α, Fractional integration mapping
f α  = m, m  ∈  N, and f ∈  Cm([a, b]) we have
aD±mx f  =
d±mL f
dx±m
, xD±mb f  =  −
d±mR f
dx±m
. (8)
This last relation which ensures the gluing of the left and right Riemann–Liouville (RL) differeintegral to the classical
erivative and integral operator will be of fundamental importance. These fractional operators satisfy the semi-group
roperty. If f(t) ∈  C0 with left and right-differeintegral at point t denoted by d±mL f/dt±m and d±mR f/dt±m, respectively.
n what follows, we denote by αaI, I
β
b and αaI
β
b the functional spaces defined by{
α
aI =  {f  ∈  C([a,  b]), aD±mt f  exists},
I
β
b =  {f  ∈  C([a,  b]), tDtf  exists},
(9)
nd
α
aI
β
b = αaI ∩  Iβb .  (10)
s is clear the set αaI
β
b is non-empty. We have AC([a,  b]) ⊂ αaIβb , where AC([a, b]) is the set of absolutely continuous
unctions on the interval [a,b].
The operators of ordinary differentiation or integration of integer order satisfy a commutativity property and the
aw of exponents (the semi-group property) i.e.
d±nL,Rf
dx±n
× d
±m
L,Rf
dx±m
= d
±m
L,Rf
dx±m
× d
±n
L,Rf
dx±n
= d
±n±m
L,R f
dx±n±m
. (11)
These two properties in general fail to be satisfied by the left and right fractional RL differenitegral operator. These
ad properties are responsible for several difficulties in the study of fractional differential equations..1.  Fractional  functional  spaces
Following [21] we introduce the left  and  right  fractional  differenitegral  as well as convenient functional spaces
n which we have the semi-group property. In [21] several useful functional spaces are introduced. Let I ⊂  R  be an
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open interval (which may be unbounded). We denote by C∞0 (I) the set of all functions f ∈ C∞(I) that vanish outside a
compact subset K  of I.
Deﬁnition  5.  [Left fractional differenitegral space] Let α > 0. Define the semi-norm (A nonzero vector may have a
zero length)
|f  |Jα
L
(R) =  ||aD±αx f  ||J2
L
(R)
and norm
||f  ||Jα
L
(R) =  (||f  ||2J2
L
(R) +  |f  |2J2
L
(R))
1/2
and let JαL(R) denote the closure of C∞0 (R) with respect to ||  · ||JαL(R).
Deﬁnition 6.  [Right fractional differenitegral space] Let α  > 0. Define the semi-norm
|f  |Jα
L
(R) =  ||xD±αb f  ||J2
L
(R)
||f  ||Jα
L
(R) =  (||f  ||2J2
L
(R) +  |f  |2J2
L
(R))
1/2
and let JαL(R) denote the closure of C∞0 (R) with respect to ||  · ||JαL(R).
Similarly, we can define the right fractional derivative space.
We now assume that I  is a bounded open subinterval of R. We restrict the fractional differeintegral spaces to I. Define
the spaces JαL,0(I), JαR,0(I) as the closure of C∞0 (I) under their respective norms. These spaces have very interesting
properties with respect to aD±αx and xD±αb . In particular, we have the following semi-group property:
semi-Group: For f  ∈ JβL,0(I), 0 < α  < β  we have
aD±γx f  = aD±αx aD±γ∓αx f  (12)
and similarly for x  ∈  JβR,0(I),
xD±γb f  = xD±αb xD±γ∓αb f  (13)
see [22] Lemma 2.9 there for a proof.
The fractional derivative spaces JαL,0(I) and JαR,0(I) have been characterized when α  > 0. We denote by Ws,α0 (I) the
fractional Sobolev space.
Let α  > 0. Then the JαL,0(I), JαR,0(I) and Ws,α0 (I) spaces are equal, see [22] Theorem 2.13 for a proof. In fact, when
αn −  1/2, n ∈  N  we have a stronger result as the JαL,0(I), JαR,0(I) and Iα0(I) spaces have equivalent semi-norms and
norms.
2.2.  Generalized  operator
As we want to deal with dynamical systems exhibiting the arrow of time, we need to consider the operator aD±αx
and xD±βb , in order to keep track of the past and future of the dynamics. The fact that we consider αβ  is only here for
convenience. This can be used to take into account a different quantity of information from the past and the future.
Deﬁnition 7.  Let aD±αx and xD±βb be given. We look for an operator Dα,β of the formDα,β =  M(aD±αx , xD±βb )
where M  : R2 →  C  is a mapping which does not depend on (α, β), satisfying the following general principles:
•
•
•
•
t
f
w
3
w
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 E1: Gluing property: If f(x) ∈  C1 then when α  = β  = m, m  ∈  N, Dm,mf  (x) = d
±m
L,R
f
dx±m .
 E2: M  is a R-linear mapping.
 E3: Reconstruction: The mapping M  is invertible.
E1 is fundamental in the embedding framework. It follows that all or constructions can be seen as a continuous
two-parameters deformation of the corresponding classical one. This can be of importance dealing with the fractional
quantization problem in classical mechanics. In other words E1 is not the usual condition underlying the stochastic
or quantum embedding theories. In general, we have an injective mapping ι from the set of differentiable functions
C1 in a bigger functional space ε  such that the operator D that we define on ε  reduces to the classical derivative on
ι(C1) meaning that for f  ∈  C1, D(ι(f  )) =  D(ι(f ′)) where f′(x) = df/dx. As a consequence, we have a true embedding
in this case, meaning that the embed theory already contains the classical one via the mapping ι. Here, the classical
theory is not contained in the embedded theory but can be recovered by a continuous two-parameters deformation.
E2 does not have a particular meaning. This is only the simplest dependence of the operator D  with respect to aD±αx
and xD±βb . E3 is important. It means that the data of D±α,β on a given function f at point x  allow us to recover the
left and right RL  derivatives of f at x, so information about x in a neighborhood of f(x). Operators satisfying E1, E2,
and E3 are of the form
D±α,±β =  [paD±αx +  (p  −  1)xD±βb ] +  iq[aD±αx + xD±βb ] (14)
where p,  q  ∈  R  and p −  q  = 1, q  /=  0.
By E2, we denote M(η, ξ) = pη  + qξ  + i(rη  + sξ), with p,  q,  r, s  ∈  R  and r −  s  ∈  R. By E1, we must have with ξ  = −  η
corresponding to the operator a choice of operators ±df/dx. We then already have an operator of the form (14). The
reconstruction assumption only imposes that q  /=  0 in (14).
A more rigid form for these operators is obtained imposing a symmetry condition.
 E4: Let f  ∈  C0 be a real valued function possessing left and right classical derivatives at point x, denoted by d+f/dx
and d−f/dx, respectively.
E4: must be seen as the non-differentiable pendant of E1. Indeed, E1 can be rephrased as follows: if f  ∈ C0 is such
hat d+f  and d−f exist and satisfy d+f  = d−f then D1,1f =  d+f  . E4 is then equivalent to the commutativity of the
ollowing diagram, where R2 is seen as the R-vector space associated to C:
C
τ→ C
η −  iη  →  η  +  iη
(15)
here τ  : C  →  C  is defined by τ(z) = iz, z  ∈  C  and we have used the fact that M(η, −  η) = 0 following E1.
The unique operator satisfying E1, E2, E3 and E4 is given by
D±α,±β = 1
2
[aD±αx − xD±βb ] +
i
2
[aD±αx + xD±βb ] (16)
By (iv), we must have p  + (p  −  1) = 0 and 2q  = 1, so that p = q  = 1/2.
.  The  fractional  operator  of  order  (α,  β)
For all a,  b  ∈  R, a  < b, the fractional operator of order (α, β), α > 0, β  > 0, denoted by Dα,βμ , is defined by
D±α,±βμ =
1
2
[aD±αx − xD±βb ] +
iμ
2
[aD±αx + xD±βb ],  μ  ∈  C  (17)hen α  = β  = ±1, we obtain D1,1μ =  d/dx,  D−1,−1μ =
∫
, respectively.
The free parameter μ  can be used to reduce the operator Dα,βμ to some special cases of importance. Let us denotes
y f(x) a given real valued function.
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1. For μ  = −  i, we have Dα,βμ = aD±αx then dealing with an operator using the future state denoted by Px(f  ) of the
underlying function, i.e. Px(f  ) =  {f  (s),  s  ∈  (a,  x]}.
2. For μ  = i, we obtain Dα,βμ =  −xD±βb then dealing with an operator using the past  state  denoted by Pt(x) of the
underlying function, i.e. Px(f  ) =  {f  (s),  s  ∈  (x,  b}.
As a consequence, our operator can be used to deal with problems using, aD±αx , xD±βb , or both operators in a unified
way, only particularizing the value of μ  at the end to recover the desired framework.
3.1.  Product  rules
The classical product rule for Riemann–Liouville derivatives is for all α  > 0∫ b
a
aD±αx f  (x)g(x)dx  =
∫ b
a
f  (x)xD±αb g(x)dx (18)
as long as f(a) = f(b) or g(a) = g(b).
This formula gives a strong connection between aD±αx and xD±βb via a generalized integration by part. This relation
is responsible for the emergence of xD±βb in problems of fractional calculus of variations only dealing with aD±αx . This
result also justifies our approach to the construction of a fractional operator which put on the same level as the left and
right RL  derivatives.
As a consequence, we obtain the following formula for our fractional operator:
For all f,  g  ∈ αaFβb , we have∫ b
a
aDα,βμ f  (x)g(x)dx  =  −
∫ b
a
f  (x)xDα,β−μg(x)dx  (19)
provided that f(a) = f(b) or g(a) = g(b). We have∫ b
a
f  (x)g(x)dx  =  −
∫ b
a
f  (x)[(−) +  iμ(+)](g(x))dx (20)
Exchanging the role of α  and β  in [(−) + iμ(+)], we obtain the operator [(−) + iμ(+)] which can be written as
−[(−) −  iμ(+)] =  −Dα,β−μ (21)
This concludes the proof. Here again, we see that it is convenient to keep the parameter μ  free.
In what follows we shall generalize some lemmas and theorems proved by Abd El-Salam [23].
Lemma 2.  Let  α,  β  ∈  R+ and  let  m  ∈  N  such that m > α, m  > β. Then Dα,βμ =  Dma Dm−α,m−βμ .
Proof. Since m  > α, m  > β  yields m≥α , m≥β.
Thus
DmDm−α,m−βμ =
1
2
Dm[aDm−αx − xDm−βb ] +
iμ
2
Dm[aDm−αx + xDm−βb ]
= 1
2
[DαDm−αaDm−αx aDα−αx −  DβDm−βxDm−βb xDβ−βb ]
+ iμ
2
[DαDm−αaDm−αx aDα−αx +  DβDm−βxDm−βb xDβ−βb ]
= 1
2
[Dα+m−α+α−m+α−α −  Dβ+m−β+β−m+β−β]
iμ α+m−α+α−m+α−α β+m−β+β−m+β−β
(22)+
2
[D +  D ]
= 1
2
[Dα −  Dβ] + iμ
2
[Dα +  Dβ] =  Dα,βμ 
TP

C
t
P
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heorem  1.  Let  (α,  β≥0) ∈  R+. Then,  for  every  f(x) ∈  L1[a, b], we  have  Dα,βμ D−α,−βμ f (x) =  f (x).
roof. For α  = β  = 0 both operators are the identities. For α, β  > 0, let m≥α , m≥β, then
Dα,βμ D
−α,−β
μ f  (x) =  Dma Dα−m,β−mμ D−α,−βμ f  (x) =  Dma D−(m−α),−(m−β)μ D−α,−βμ f  (x)
= Dma D−(m−α+α),−(m−β+β)μ f (x) =  D−(m−m−α+α),−(m−m−β+β)μ f (x) =  f (x)
(23)
orollary  1.  Let  f  be  analytic  in  (a  −  h, a + h) for some h > 0, and let (α,  β≥0) ∈ R+.
Then we  have  I-1), & D-1) ∀  a  ≤  x  < a  + h/2 and we have I-2), & D-2) ∀  a ≤  x  < a + h
I-1) D−α,−βμ f  (x) =
1
2
[aD−αx − xD−βb ]f  (x) +
iμ
2
[aD−αx + xD−βb ]f  (x),  μ ∈  C
= 1
2
[aD−αx f  (x) − xD−βb f  (x)] +
iμ
2
[aD−αx f (x) + xD−βb f (x)]
D−α,−βμ f  (x) =
1
2
[ ∞∑
k=0
(−1)m(x  −  μ)k+α
k!(α  +  k)Γ  (α) D
k
μf  (x) −
∞∑
k=0
(−1)m(x  −  μ)k+β
k!(β  +  k)Γ  (β) D
k
μf  (x)
]
+ iμ
2
[ ∞∑
k=0
(−1)m(x  −  μ)k+α
k!(α  +  k)Γ  (α) D
k
μf  (x) +
∞∑
k=0
(−1)m(x  −  μ)k+β
k!(β  +  k)Γ (β) D
k
μf  (x)
]
(24)
I-2) D−α,−βμ f  (x) =
1
2
[ ∞∑
k=0
(x  −  μ)k+α
Γ  (k  +  1 +  α)D
k
μf  (x) −
∞∑
k=0
(x  −  μ)k+β
Γ  (k  +  1 +  β)D
k
μf (x)
]
+ iμ
2
[ ∞∑
k=0
(x  −  μ)k+α
Γ  (k  +  1 +  α)D
k
μf (x) +
∞∑
k=0
(x  −  μ)k+β
Γ  (k  +  1 +  β)D
k
μf (x)
]
(25)
D-1) Dα,βμ f  (x) =
1
2
[ ∞∑
k=0
(
α
k
) (x −  μ)k−α
(k +  1 −  α)D
k
μf  (x) −
∞∑
k=0
(
β
k
) (x  −  μ)k−β
(k  +  1 −  β)D
k
μf (x)
]
+ iμ
2
[ ∞∑
k=0
(
α
k
) (x −  μ)k−α
(k  +  1 −  α)D
k
μf (x) +
∞∑
k=0
(
β
k
) (x  −  μ)k−β
(k  +  1 −  β)D
k
μf (x)
]
(26)
D-2) Dα,βμ f  (x) =
1
2
[ ∞∑
k=0
(x  −  μ)k−α
(k  +  1 −  α)D
k
μf  (x) −
∞∑
k=0
(x  −  μ)k−β
(k  +  1 −  β)D
k
μf  (x)
]
+ iμ
2
[ ∞∑
k=0
(x  −  μ)k−α
(k  +  1 −  α)D
k
μf  (x) +
∞∑
k=0
(x  −  μ)k−β
(k  + 1 −  β)D
k
μf  (x)
]
(27)
he  binomial  coefﬁcients  for  α,  β  ∈  R  and  k  ∈  N  is  deﬁned  as(
α
k
)
= α(α  −  1)(α  −  2).  . .(α  −  k  +  1)
k!
= α!
k!(α  −  k)!roof.  For the first two statements I-1), I-2), we use the definition of the Riemann–Liouville integral operator D−αa ,
nd expand f(t) into a power series about x. Since x  ∈  [a, a  + h/2), the power series converges in the entire interval
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of integration. And exchange summation and integration. Then we use the explicit representation for the fractional
integral of the power function
D−αa (x  −  a)k =
Γ  (k  +  1)
(α  +  k  +  1) (x −  a)
k+α
I-1) follows immediately. For the second statement, we proceed in a similar way, but we now expand the power
series at a  and not at x. This allows us again to conclude the convergence of the series in the required interval. The
analyticity of D−αa follows immediately from the second statement.
To prove D-1) use is made of
Dαμ =  DαD−α−αμ
and
k!Γ  (α)(α  +  k)
(−α
k
)
= (−1)kΓ  (k  +  1 +  α)
This allows us to rewrite the statement I-1) as
Dα−αμ f (x) =
∞∑
k=0
(−α −  α
k
) (x  −  a)k−α−α
Γ (k +  1 − α −  α)D
k
μf (x)
Differentiating α times with respect to x, we find
Dαμ D−α−αμ f  (x) =  Dαμf  (x)
=
∞∑
k=0
⎛
⎝ α −  α
k
⎞
⎠ 1
Γ  (k  +  1 + α −  α)D
α
μ [(• −  μ)k+α−αDkμf ](x)
The classical version of Leibniz’s formula yields
Dαμf  (x) =
∞∑
k=0
( α −  α
k
)
1
Γ  (k  +  1 + α −  α)
α∑
j=0
( α
j
)
Dα−jμ [(• −  μ)k+α−α](x)Dk+jμ f
which yields
Dαμf  (x) =
∞∑
k=0
( α −  α
k
) α∑
j=0
( α
j
) [(x −  a)k+j−α]
Γ  (k  +  1 +  j  −  α) (x)D
k+j
μ f
By definition,
(
i
j
)
=  0 if i ∈  N  and i  < j. Thus we may replace the upper limit in the inner sum by ∞  without
changing the expression. The substitution j = l −  k gives
Dαμf  (x) =
∞∑
l=0
∞∑
k=0
(
α  − α
k
)  ( α
l  −  k
) [(x −  μ)l−α]
Γ  (l  +  1 −  α) (x)D
l
μf
Using the fact that Σ∞l=0Σ∞k=0 =  Σ∞l=0Σlk=0
Dαμf  (x) =
∞∑
l=0
l∑
k=0
(
α  − α
k
)  ( α
l  −  k
) [(x −  μ)l−α]
Γ  (l  +  1 −  α) (x)D
l
μf
and the explicit calculation yields
l∑
k=0
(
α  − α
k
)  ( α
l  −  k
)
=
( α
l
)
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The last three summations can be obtained similarly, thus D  −  1) follows directly. 
.  Generalized  fractional  form  of  Lagrange’s  expansion
We can use the standard form of Lagrange’s expansion for one implicitly defined independent variable and the
efinition 4 to obtain the fractional form of Lagrange’s Expansion as follows:
Let z be a function of (ζ, ε) and in terms of another function μ  such that
z =  z(ζ,  ε) ≡  ζ  +  εμ(z) (28)
Then for any function f
f  (z) =  f (ζ) +
∞∑
n=1
εn
n!
dn−1
dζn−1
[
μn(ζ)df  (ζ)
dζ
]
(29)
or small ε. If f is the identity
z =  ζ  +
∞∑
n=1
εn
n!
dn−1
dζn−1
[μn(ζ)] (30)
Then
f  (z) =  f (ζ) +
∞∑
n=1
εn
n!
dn−1
dζn−1
[
μn(ζ)df  (ζ)
dζ
]
(31)
This classical result can be obtained using the following integral
f  (z) =
∫
δ(εμ(τ) −  τ +  ζ)f  (τ)(1 −  εμ′(τ))dτ  (32)
Now, we are going to introduce a fractional form of the Lagrange inversion formula.
Rewrite the integral (15) in the fractional form as
f  (z) = zD−α,−βa δ(εμ(z) −  z  +  ζ)f  (z)(1 −  εzDα,βa μ(z))
= (1 +  i)
2Γ  (α)
∫ z
a
(z  −  τ)α−1δ(εμ(τ) −  τ +  ζ)f  (τ)(1 −  ετDαaμ(τ))dτ
+ (1 −  i)
2Γ  (β)
∫ a
z
(τ  −  z)β−1δ(εμ(τ) −  τ  +  ζ)f  (τ)(1 −  εaDβτ μ(τ))dτ
Writing the delta-function as an integral we have:
f  (z) = (1 +  i)
2πΓ  (α)
∫ z
a
∫ π
−π
(z  −  τ)α−1e(iξ[εμ(τ)−τ+ζ])f (τ)(1 −  ετDαaμ(τ))dξdτ
+ (1 −  i)
2πΓ  (β)
∫ a
z
∫ π
−π
(τ  −  z)β−1e(iξ[εμ(τ)−τ+ζ])f (τ)(1 −  εaDβτ μ(τ))dξdτf (z) = (1 +  i)
2πΓ  (α)
∞∑
n=0
∫ z
a
∫ π
−π
(iξεμ(τ))neik(ζ−τ)
n!
(z  −  τ)α−1f  (τ)(1 −  ετDαaμ(τ))dξdτ
+ (1 −  i)
2πΓ  (β)
∞∑
n=0
∫ a
z
∫ π
−π
(iξεμ(τ))neik(ζ−τ)
n!
(τ  − z)β−1f (τ)(1 −  εaDβτ μ(τ))dξdτ
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f  (z) = (1 +  i)
2πΓ  (α)
∞∑
n=0
(zDαa )n
∫ z
a
∫ π
−π
(εμ(τ))neiξ(ζ−τ)
n!
(z  −  τ)α−1f  (τ)(1 −  ετDαaμ(τ))dξdτ
+ (1 −  i)
2πΓ  (β)
∞∑
n=0
(aDβz )
n
∫ a
z
∫ π
−π
(εμ(τ))neiξ(ζ−τ)
n!
(τ  −  z)β−1f  (τ)(1 −  εaDβτ μ(τ))dξdτ
The integral over ξ  then gives δ(ζ  −  τ) = 0, ∀ ζ −  τ  = 0 and we have:
f  (z) = (1 +  i)
Γ  (α)
∞∑
n=0
(ζDαa )n
(εμ(ζ))n
n!
f  (ζ)(1 −  εζDαaμ(ζ))
+ (1 −  i)
Γ  (β)
∞∑
n=0
(aDβζ )
n (εμ(ζ))n
n!
f  (ζ)(1 −  εaDβζ μ(ζ))
f (z) = (1 +  i)
n!Γ  (α)
∞∑
n=0
(ζDαa )n[εn(μ(ζ))nf  (ζ) −  εn+1f (ζ)(μ(ζ))n(ζDαaμ(ζ))]
+ (1 −  i)
n!Γ  (β)
∞∑
n=0
(aDβζ )
n[εn(μ(ζ))nf  (ζ) −  εn+1f (ζ)(μ(ζ))n(aDβζ μ(ζ))]
f (z) = (1 +  i)
n!Γ  (α)
∞∑
n=0
(ζDαa )n[εn(μ(ζ))nf  (ζ) −  εn+1f (ζ)Γ  (1 +  α)(μ(ζ))n(μ(ζ)1−α)]
+ (1 −  i)
n!Γ  (β)
∞∑
n=0
(aDβζ )
n[εn(μ(ζ))nf  (ζ) −  εn+1f (ζ)Γ  (1 +  β)(μ(ζ))n(μ(ζ)1−β)]
f (z) = (1 +  i)
n!Γ  (α)
∞∑
n=0
(ζDαa )n[εn(μ(ζ))nf  (ζ) −  εn+1f (ζ)Γ  (1 +  α)(μ(ζ)n+1−α)]
+ (1 +  i)
n!Γ  (β)
∞∑
n=0
(aDαζ )n[εn(μ(ζ))nf  (ζ) −  εn+1f  (ζ)Γ  (1 +  β)(μ(ζ)n+1−β)]
f (z) = (1 +  i)
Γ  (α)
∞∑
n=0
(ζDαa )n
[
εn
n!
(μ(ζ))nf  (ζ) − ε
n+1Γ  (1 +  α)
Γ  (n  +  1 +  α) × {ζD
α
a [f  (ζ)(μ(ζ))n+1] − ζDαaf  (ζ)(μ(ζ))n+1}
]
+ (1 −  i)
Γ  (β)
∞∑
n=0
(aDβζ )
n
[
εn
n!
(μ(ζ))nf  (ζ) − ε
n+1Γ  (1 +  β)
Γ  (n  +  1 +  β) ×  {aD
β
ζ [f  (ζ)(μ(ζ))n+1] − aDβζ f  (ζ)(μ(ζ))n+1}
]
On extraction, the first term out of summation, set n  + 1 = k  ⇒  n  = k −  1 and re-arranging the terms then gives the
result:
∞
f  (z) = (1 +  i)
Γ  (α) f  (ζ) +
∑
k=0
(ζDαa )k−1
α(εk)
Γ  (k  +  α) [(μ(ζ))
k
ζDαaf (ζ)]
+ (1 −  i)
Γ  (β) f  (ζ) +
∞∑
k=0
(aDβζ )
k−1 β(εk)
Γ  (k  +  β) [(μ(ζ))
k
aDβζ f (ζ)] (33)
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.  Conclusion
The author introduced the left and right Riemann–Liouville derivatives. He obtained a generalized operator based on
eft/right Riemann–Liouville derivatives. He proved some new basic definitions, lemmas and theorems in the fractional
alculus which is related to the purpose of the presented work. A generalized fractional form of Lagrange expansion
heorem is obtained. In a forthcoming work a more generalized class of the fractional Lagrange expansion theorem
ill be derived.
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