Abstract-Blind recognition of error-correcting code is an essential problem to decode intercepted data. In this paper, a method dedicated to the blind recognition of punctured convolutional encoders is presented. The blind recognition of such encoders is of great significance, because convolutional encoders are embedded in most digital transmission systems where the puncturing principle is used to increase the code rate. After a brief review of the principle of puncturing codes, a method mainly based on the Walsh-Hadamard transform is presented for blind recognition of both the mother code and the puncturing pattern when the received bits are erroneous. Compared to existing techniques, our algorithm has advantages of robustness and efficiency. Experiments are conducted to illustrate the performances of this new blind recognition method.
I. INTRODUCTION
Most digital transmission systems are encoded to enhance the communication quality. Redundancy bits are appended in the informative binary data stream to better withstand channel noise. In a non-cooperative context, in order to perform information analysis, it is necessary to decode intercepted data with no knowledge of the parameters of the code. In this case, the blind recognition problem needs to be addressed. Convolutional codes are a class of important codes due to their flexibility in code length, soft decodability, short decoding delay and their role as component codes in parallelly serially concatenated codes. Puncturing allows convolutional codes to flexibly change rates and is widely used in applications where high code rates are required and where rate adaptivity is desired. In this paper, we only focus on communications encoded with punctured convolutional codes.
This article is not the first to deal with blind recognition of convolutional codes in a noisy environment. A systematic algebraic approach for the reconstruction of linear and convolutional error correcting codes was introduced by J. Barbier [1] . At the same time, the methods to recover a block code are developed in [2] , [3] , whereas [4] deals with the blind identification of linear scramble. An iterative algorithm for blind identification of a rate ( 1) / nn  convolutional encoder is introduced in [5] . The first approaches related with recovering the punctured code in a noiseless environment were proposed in [6] , [7] . Ref. [8] discussed blind recognition of a rate 1/ n mother code in noisy environment. Here, we describe a new method for blind recognition of a more general rate ( 1) / nn  punctured convolutional code. In this context, the blind identification results of a punctured code consist of the true mother code and the puncturing pattern.
In this paper, we propose a novel approach for blind recognition of ( 1) / nn  rate punctured convolutional encoders from received binary data stream in a noisy environment. The proposed method is based on WalshHadamard transform and decomposition of parity check equation. Our method offers robustness to noise and better performance than prior arts. The remainder of this paper is organized as follows. In Section II the principle of punctured convolutional encoders is explained. The method of the blind recognition of this punctured code is developed in Section III. Finally, the performances of the blind identification method are discussed in Section IV. Conclusions are drawn in Section V.
II. P DE
In this section we give the definitions and notations we use in the rest of the article. Punctured convolutional code is obtained through a periodic elimination of certain bit of a low-rate mother codes and it depends on the lowrate mother code and the puncturing pattern of the punctured code. The punctured pattern is described in matrix form which is called the punctured matrix and denoted as P . For more details of punctured convolutional code, see also [7] , [9] - [14] . In this section, we mainly refer to Ref. [11] , [12] .
A. Convolutional Encoders

A ( , , )
C n k K convolutional encoder is defined by a kn  polynomial generator matrix G in Galois Field.
Parameter n is the number of outputs, k is the number of inputs and thus a ( , , ) C n k K convolutional code has an information rate of / kn . An important parameter of convolutional codes is constraint length K which corresponds to the total size of internal memory. The polynomial generator matrix is defined by
where , ( ), 1, 2, , , 1, 2, , ,
polynomials and D is the delay operator. The encoding process can be described by formula
where () D m is the input sequence and () D c is the output sequence.
B. Puncturing Principle
Puncturing a convolutional code consists in transmitting only part of the output of the code, following a regular puncturing pattern. On condition that both transmit Mk  bits and receives Mn  bits at the output one would pass from a ( , , )
C n k K mother code to the Mth 
C. Equivalent Punctured Code
As shown in [15] , the equivalent punctured convolutional encoder can be described by a simple 
Then, the ( ,
respectively. Definition 2:
be the Mth polyphase decomposition of () aD . The Mth polycyclic pseudo circulant matrix (or PCPC for short) associated with ()
Example 3: The third PCPC associated with () aD as in the Example 2 can be obtained as follows. 
the Mth blocking code of C , denoted by 
We denote by [3] 1,1 Q , the third PCPC associated with 1,1 () gD and by [3] 1,2 Q , the third PCPC associated with 1,2 () gD . These matrices can be written as in Example 3. So, the generator matrix of the [3] C code is such that 
To associate the ( , ) ij P coefficient with the ( , ) ij
columns according to P coefficients; it leads to the equivalent punctured convolutional code matrix, () p D G .
Example 5:
Further to the calculation of the matrix, [3] () D G , in Example 4 , let us assume
The coefficients,   2,1 P and   2, 2 P , is equal to zero and correspond to the second and fourth columns of [3] () D G . Deleting these two columns leads to the generator matrix of the equivalent punctured code 
The equivalent punctured code rate is 3 / 4 p r  and the constraint length is 3 p K  .
III. BLIND RECOGNITION OF A PUNCTURED CONVOLUTIONAL CODE
This section deals with the blind recognition of the punctured convolutional code in a noisy environment. The recognition process consists of three steps: (a) identification of the number of outputs n; (b) identification of the parity check matrix and (c) identifications of the mother code and the puncturing pattern.
A. Identification of the Number of Outputs
An iterative process dedicated to the blind identification of a rate ( 1) / nn  convolutional encoder in a noisy environment is explained in [5] . The principle of the method is to first identify the number of outputs n. Then, a basis of the dual code can be estimated. Finally, a generator matrix is obtained by solving a system. Let us recall the principle of this algorithm.
The first step is to reshape column wise the received data bit stream under matrix form of size () Ll  , denoted l R . This matrix is computed for different values of ( 1, 2, , / 2) l l L  and for each matrix the Gauss Jordan Elimination through Pivoting is applied to obtain a lower triangular matrix noted l G
In (17), l A is an () LL  rows permutation matrix and l B an () ll  matrix describing the columns combination.
To detect the value of n, the principle is to find matrices l R which exhibit a rank deficiency. So, the gap between column lengths of two consecutive rank deficiency matrix l R corresponds to n. Then a dual code basis can be built from the matrix l B . This paper describes a new method based on the Walsh-Hadamard transform to achieve the blind recognition of a rate ( 1) / nn  punctured convolutional code.
B. Identification of the Parity Check Matrix
By the first step of above algorithm, we assume that the parameter n is already known. Now we suppose the parity check polynomial of punctured convolutional code
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In noiseless case, the received data sequence () D R is the code word sequence, so
satisfies the relation of the code word and the parity check matrix ( ) ( ) ' 0 DD  VH Then, On the insight into the physical meaning of ' B , we can extend this method to solve the linear system with error equations. For the error linear equations, the most possible solution is the binary representation n u of the element position u which corresponds to the maximal spectrum coefficient. Almost as before, we can solve the linear system with error equations by the following steps.
The first step and the third step are the same as before. The second and the fourth steps are of some difference.
The second step is to construct a new 2 m dimensional vector '
A . Set the position in ' A to t corresponding to those decimal numbers where t is the time the decimal number appears 0 for other positions.
The fourth step is to check the vector ' B and find the largest element in ' B . The most possible solution is the binary representation n u of the element position u which corresponds to the largest element. Because the equations are with errors, the last step is to check the confidence level of the result. Suppose 
The last linear system 
C. Identification of the Parity Check Matrix
Now assuming () D H the parity-check matrix of punctured convolutional code is identified, the generator matrix of mother code and puncturing pattern can be obtained by the method in [7] or achieved by the following Algorithm 1 for a special case to accelerate the identification process. (2,1,7) C convolutional code as in Example 4 .This encoder is used in many standards and it is described by the generator matrix and the parity check matrix such that (171 133)  G and (133 171)  H where polynomials are represented in octal. The analysis of the performance is proposed for two punctured convolutional encoders given in Table 1 . The method of blind identification of a punctured encoder is divided into two parts: one part is identification of the equivalent punctured code and the other part is identification of the mother code and puncturing pattern. In the experiments, we mainly focus on: (1) the impact of the number of iterations upon the probability of detection and (2) the global performances of probability of detection against the channel error probability () e P . The iterative process is used to first identify the length n of punctured convolutional code as described in the section III. Fig. 1 and Fig. 2 depict probability of detection against channel error probability, for 1, 10, 40 and 50 iterations. From experiment results, we note that the algorithm performances are enhanced by iterations. Moreover, the marginal utility of detection decreases as the number of iterations increases. For example, the global performances of probability of detection with 40 and 50 iterations are very close. We can also see that, to obtain the best performance, the number of iteration should vary with different punctured convolutional encoders. The global performance of probability of detection decreases as channel error probability increases. In the case of (3, 2, 4) p C , the probability to detect true generator matrix and true punctured pattern proved to be close to 1 for channel error probability less than 0.02 with more than 50 iterations. To evaluate the result of the blind recognition, a comparison between the proposed method (Method I) and the method (Method II) in [11] was drawn. Fig.1 and Fig.  3 depict probabilities of detection against e P , for 1; 10; 40 and 50 iterations for (3, 2, 4) p C
IV. EXPERIMENT RESULTS
Consider
by Method I and II, respectively. It's obvious that our method performs better significantly both on the impact of the number of iterations upon the probability of detection and the global performances of probability of detection.
V. CONCLUSION
We have presented a new solution for recognition of ( 1) / nn  rate punctured convolutional code from received binary data stream in a noisy environment. The recognition includes generator matrix of mother code and punctured pattern of punctured convolutional encoders. The algorithm offers robustness to noise and higher probability of detection against channel error probability. We achieve this by utilizing the idea of Walsh-Hadamard transform and decomposition of parity check equation. Experiments demonstrate the efficacy of our method with case studies. The probability to detect true generator matrix and true punctured pattern proved to be close to 1 with a 0.02 In the future work, we will extend the blind recognition of convolutional encoders of ( 1) / nn  rate to the case of rate / kn . Then, it will be adaptive to any case rate of equivalent punctured codes and have a wide application scene. Additionally, we will discuss the new algorithm in some more complex channels, e.g., AWGN channels. Moreover, following Walsh-Hadamard transform, it should be possible to consider soft-decision input.
