The molecular-beam-epitaxial growth of In x Ga 1Ϫx As on GaAs or Al y Ga 1Ϫy As leads to a variation of In content with depth, due to In segregation. However, by predepositing In at the beginning of In x Ga 1Ϫx As growth, and also thermally removing the excess In at the end, we can produce a layer with the ideal ''square'' In profile. We find that the performance of Al y Ga 1Ϫy As/In x Ga 1Ϫx As/GaAs high electron mobility transistors is most enhanced by the predeposition step alone.
I. INTRODUCTION
Pseudomorphic high electron mobility transistor ͑pHEMT͒ structures, involving Al y Ga 1Ϫy As/In x Ga 1Ϫx As/ GaAs quantum wells ͑QWs͒, are attaining widespread use in low-noise and power applications requiring high speed.
1 ͑In some cases Al y Ga 1Ϫy As replaces GaAs in the region below the In x Ga 1Ϫx As.͒ In such structures, the upper Al y Ga 1Ϫy As layer is typically doped with a thin sheet of Si ions ͑␦ doping͒ about 30-60 Å above the In x Ga 1Ϫx As, and the In x Ga 1Ϫx As and GaAs layers are undoped. A large fraction of the electrons from the Si ␦ doping transfer to the In x Ga 1Ϫx As well because the lowest-energy levels in the well lie below those in the ␦ region. Superior performance is achieved because the QW electrons are confined in a material ͑In x Ga 1Ϫx As͒ with high mobility and saturation velocity.
Most analyses of pHEMT structures are predicated upon the QW being ''square,'' i.e., having a constant In fraction ͑x value͒ from top to bottom. However, it is well known that In tends to ''ride the surface'' of a growing In x Ga 1Ϫx As layer, and thus the bottom of the well has too low an In fraction, and the top cannot be characterized by an abrupt cutoff of In. 2 Obviously this nonideal In profile will affect the optical and electrical properties of the material but there also is a question on how much the device performance is affected. In this work, we explore these questions by characterizing several structures with modified In profiles, and then fabricating and testing state-of-the-art devices on these structures. The characterization techniques are magneto-Hall ͑M-Hall͒, double-crystal x-ray diffraction ͑DCXRD͒, and photoluminescence ͑PL͒, and the results are compared with detailed theoretical calculations. The devices have 0.25 m gate lengths, and current cut-off frequencies of greater than 90 GHz in some cases. Of the tested structures, the best device results were obtained after a predeposition of In to ''square up'' the bottom of the QW, but without removal of the top, surface-riding layer of In.
II. LAYER GROWTH
The basic material structure used in this study is shown in Fig. 1 A profile of the actual In concentration in a normal QW, e.g., 1971(N), is shown in Fig. 2 . The method used to determine this profile is discussed in Ref. 3 . As seen, the In concentration varies in both the top and bottom regions over a width of 20-30 Å. We have also shown, 3 by using similar methodology, that a predeposition of roughly 1 monolayer of In, depending on substrate temperature, can square up the well at the bottom. 3 Furthermore, a rapid heating to 565°C for about 1 min was shown to desorb the loosely adsorbed In at the top and square up that region. 4 Thus, we can create QWs with the desired features and determine how they affect pHEMT performance.
III. X-RAY MEASUREMENTS
Double-crystal x-ray diffraction ͑DCXRD͒ curves were obtained by using a Bede Model QC2a diffractometer. The spectrum for 1974( PF), showing the In x Ga 1Ϫx As peak at ϭϪ4000 arcsec, is displayed in Fig. 3 . Analysis was carried out by fitting this spectrum, and each of the spectra for the other three samples, with a dynamic-scattering theory, 5 and the results for In concentration and QW width are given in Table I 
IV. PHOTOLUMINESCENCE MEASUREMENTS
Photoluminescence ͑PL͒ spectra at 4 K for samples 1972(F) and 1973( P) are compared in Fig. 4 . The lowerenergy line in each spectrum is E1-H1, i.e., a transition from the lowest conduction subband E1 to the highest heavy-hole subband H1, and the higher-energy PL line is E2-H1, where E2 denotes the conduction subband immediately above E1. The E2-H1 line is parity forbidden in a perfectly square well, but the QWs in our samples are asymmetric, largely because of the ␦ doping on the top side only. Also, what might be expected to be a competing PL line, i.e., E1-H2, is weak because H2 has only a small hole occupation at low temperature. 6 The relative intensities of the PL lines, i.e., I͑E2-H1͒/I͑E1-H1͒, are well explained by the theoretical oscillator strengths. The experimental ratios for 1972(F) and 1973( P) are 0.67 and 3.6, respectively, and the predicted ratios are 0.52 and 4.1.
In Table I , we denote the E1-H1 and E2-H1 transition energies by E1 and E2, respectively. These energies are compared with theoretical values and behave qualitatively as expected. For example, sample 1973( P) has the effectively widest QW and the most In, and thus should have the lowest transition energies, as observed. 
V. MAGNETO-HALL MEASUREMENTS
Standard Hall-effect measurements give erroneous results on pHEMT materials because the two-dimensional ͑2D͒ electrons in the QW and the electrons in the GaAs cap layer have roughly equal conductances, especially at room temperature, and thus both strongly influence the Hall coefficient. ͑The doped Al 0.24 Ga 0.76 As barrier layer has fewer electrons and lower mobility, and therefore does not influence the electrical properties to any significant extent.͒ Fortunately, however, two-layer systems such as this often have strong magnetic-field dependences of the conductance and Hall coefficient and this information can be analyzed to give values of the mobility and carrier concentration n for both layers. 7, 8 In Table II we present values of 2D , , and n 2D at 296 and 77 K; it should be noted that 2D and n 2D are areal ͑not volume͒ parameters. Also note that the values of n 2D at 296 K are consistently 10%-20% higher than those at 77 K, even though the theory predicts that they should be nearly equal. The reasons for this disagreement are not known, but it also should be pointed out that the 296 K values of n 2D are within about 5% of the theoretical predictions ͑Table I͒ for all four samples.
The relative magnitudes of the 2D carrier concentrations are quite predictable based on the expected In profile in the QW. For example, sample 1974( PF) has had In added at the bottom and removed from the top of the QW, so that the net effect should be small ͑except for a slight increase in the effective spacer layer͒; indeed, n is about the same as that in sample 1971(N), for which no modifications were made. Also, as expected, sample 1972(F) has the smallest n and 1973( P) the largest, since the former has had only the removal of In, and the latter, only the addition. The reason for these effects is that more In at the edge of the QW either increases the average In content or effectively widens the well ͑mostly the latter͒, and both of these changes lower the conduction subband energies and promote more electron transfer.
VI. THEORY
Theoretical calculations were based on a four-band k• p calculation of the band structure coupled self-consistently with a solution of the Poisson equation. 9, 10 The strain Hamiltonian included strain-induced band mixing as well as straininduced corrections to the spin-orbit interaction. The exchange-correlation potential was calculated from densityfunctional theory within the local-density approximation. The well shapes ͑i.e., In profiles͒ were modeled with approximately exponential rises and falls of the In content, as directly measured and shown in Fig. 2 . Thus, the modeled In profile in sample 1971(N) looked much like the profile in sented in Fig. 5 , and the transition energies E1-H1, E2-H1, and the carrier concentration are presented in Table I and designated E1, E2, and n 2D , respectively. The latter was determined by integrating n in the QW region from the minimum near 600 Å, preceding the peak, to the minimum near 780 Å. Although these integration limits are somewhat arbitrary, they do produce values of n 2D within 5% of those determined experimentally by the M-Hall technique ͑Table II͒. The theoretical energies are systematically above the measured PL energies by about 30 meV. Although this is not a large discrepancy, it is presently being investigated by testing sensitivity to some of the assumptions in the theory. Alternatively, small, systematic errors in the well thicknesses or In content could also explain the discrepancy.
In Fig. 6 we compare the electron profiles of 1972(F) and 1973( P). The most outstanding difference is the increased electron concentration near the bottom of the well in 1973( P) due to the greater In content. Part of the increase in 1973( P) is due to transfer from the existing electron distribution ͑note the decrease in the peak near 640 Å͒, but most is due to transfer from the underdoping.
VII. DEVICE FABRICATION AND DISCUSSION
The pHEMT devices fabricated on structures 1971-1974 contained two gate fingers, each 50 m wide and 0.25 m long, and mushroomed at the top to produce a lower gate resistance. The devices were tested up to 40 GHz, and the current cut-off frequency f t was measured from a 6db/ octave extrapolation of the common-source short-circuit current gain ͉h 21 ͉ to unity gain. In all cases, the measured data up to 40 GHz also decreased with frequency by about 6db/ octave; thus, the f t values are realistic. About 15 devices were measured on each wafer, and the top 5, with respect to f t , were chosen for analysis. The means of these 5, for each wafer, are listed in Table II , and are plotted on the ordinate in Fig. 7 . The error bar on each f t point in Fig. 7 is two standard deviations in magnitude. The M-Hall values of n 2D , plotted on the abscissa, are the mean values derived from three or four unprocessed drop-outs taken from various locations on the completely fabricated wafers. Again, the error bars comprise two standard deviations. Sample 1974( PF) was anomalous in that the transconductance peak g mp occurred at a gate-source voltage V gs of Ϫ0.2 V, whereas g mp for the other three samples occurred at V gs Ӎ Ϫ0.8 to Ϫ0.9 V. Also, I dss was much lower, suggesting that the AlGaAs barrier layer may have been less than 200 Å thick or that the gate recess etch may have proceeded beyond the AlAs etchstop layer. Because of this problem, we do not include sample 1974 in the analysis to follow.
Along with the data for samples 1971-1974, some normalized f t values for several other devices are plotted in Fig.  7 . These devices had gate lengths of 1 m, so that their f t 's had to be multiplied by a factor of 4 to effect a rough normalization. Interestingly enough, the normalization seems reasonably valid, as can be seen by comparing f t values near n 2D ϭ 3.2 ϫ 10 12 cm
Ϫ2
. Taken together, the two data sets are consistent with a roughly 50% increase in f t as n 2D increases from 2.5 to 4.0ϫ10 12 cm
. Because the carrier concentration n 2D in samples 1971-1974 monotonically varies with effective well width w ͑com-pare column 4 in Table II with column 3 in Table I͒ , it could be questioned whether f t is actually more directly influenced by w than n 2D . However, the other samples ͑of 1 m gate length͒ illustrated in Fig. 7 also showed a strong f t vs n 2D variation, and they each had identical In profiles in their QWs. ͑Their n 2D 's were varied by underdoping changes.͒ Thus, the well width itself does not seem to be a dominant factor in the f t variation.
The intrinsic f t in a short-gate-length device is often written as v s /2l g , where v s is the saturation velocity and l g is the gate length. For pure In 0.22 Ga 0.78 As, a recent calculation 11 gives v s ϭ1.1ϫ10 7 cm/s, which would lead to f t Ӎ 70 GHz for a 0.25 m device. This value of f t is well below what we and others have measured for such devices, and the reason is that the electrons probably experience significant velocity overshoot because they cannot attain saturation in the small gate traversal time, l g /v s Ӎ1-2 ps. 12 The effective saturation velocity v se , which would apply to the f t calculation, would thus be intermediate between v s and the peak velocity, v p Ӎ 2.1ϫ10 7 cm/s. The value of v se will increase with increasing In content and with increasing distance of the electron profile from the ionized donor concentration N D ϩ . In a comparison between 1972(F) and 1973( P) we see from Fig. 6 that the additional electrons in the latter are positioned near the bottom of the well; thus, they ''see'' a relatively high In content, because of the predeposition, and also are quite far from the high N D ϩ concentration in the ␦ region. These circumstances suggest that f t should be higher in 1973( P) than 1972(F), as observed.
We next consider extrinsic factors, namely parasitic capacitances and resistances. By considering a common equivalent-circuit diagram, such as that given in Ref. 13 , the extrinsic f t can be approximately written as
where C dg and C gs are the drain-gate and gate-source capacitances, respectively, g ds and g m are the output conductance and transconductance, respectively, and R s and R d are the source and drain resistances, respectively. For the highest possible v se Ӎ 2.1 ϫ 10 7 cm/s, and l g ϭ0.25 m, we would expect that f t Ӎ134 GHz without any parasitic effects. Fits to the equivalent circuit diagram mentioned above give intrinsic f t 's of about 130 and 102 GHz for 1973( P) and 1972(F), respectively, which would suggest parasitic reduction factors ͓denominator in Eq. ͑1͔͒ of about 1.4 and 1.3 in the two cases. Thus, intrinsic rather than parasitic effects seem to be of the most importance in the relative performance of these devices. The intrinsic values of f t given above would predict effective velocities of about 2.0ϫ10 7 and 1.6ϫ10 7 cm/s for 1973( P) and 1972(F), respectively, if l g ϭ0.25 m. ͑Scan-ning electron microscopy results give l g ϭ0.25 m, within error, for both samples.͒ From the above considerations, we believe that the higher f t in sample 1973( P) results mainly from the addition of electrons in a region which has a relatively high In content and is far from the major scattering centers. The increased n is due to the predeposition of In near the bottom of the well, which promotes electron transfer from the underdoping, and causes an overall shift of electrons toward the bottom. Further experiments along with analyses of equivalent-circuit diagrams are planned for the future, but our results here indicate that a predeposition of In in the QW increases the rf performance of the device. Conversely, the flashoff of the excess In at the top of the well has not been shown to have a beneficial effect in this study.
