ABSTRACT Calculating the minimal unsatisfiability-preserving sub-TBoxes (MUPS) for an unsatisfiable concept using the glass-box debugging method is a key reasoning service in ontology debugging. However, the glass-box method is limited as it can easily fall into an unnecessary expansion, especially in the process of non-deterministic expansion. An efficient method to solve this problem is to pre-select a set of relevant axioms involved in the unsatisfiability. For this purpose, we propose an optimization technique based on the unsatisfiable dependent path to avoid unnecessary expansion. The basic idea is to construct unsatisfiable dependent paths based on three basic conflict patterns and then obtain a conflict set from the unsatisfiable dependent paths. Accordingly, all the unsatisfiable concepts can be found and their MUPS can be calculated on the basis of the conflict set. Our experimental results show that the proposed method works well on real large-scale incoherent TBoxes.
I. INTRODUCTION
Description logics (DLs) are a family of logic-based knowledge representation formalisms [1] and are widely applied to represent and reason about ontologies. In practice, semantic web technology is highly dependent on the quality and correctness of these ontologies [2] . However, building ontologies is a difficult and error-prone process with inevitable logical errors. Existing reasoners can easily check whether some unsatisfiable concepts are present in a given ontology. Unsatisfiable concepts are usually a fundamental modeling error, as they cannot be used to represent an area of knowledge. When an ontology contains an unsatisfiable concept, developers may aim to determine which parts of the ontology cause the unsatisfiability. This process is called the ontology debugging, which provides the causes of the logical errors for an unsatisfiable concept. Approaches to debugging an incoherent ontology can be divided into two categories. One is a black-box method using the support of an external reasoner, and examples of this approach include the works in [2] - [5] . The other is a glass-box implemented by applying a tableau-based expansion rules, and examples of this method include the works in [2] and [6] - [8] . The glass-box method is advantageous as it can find all the logical errors by a single run of a modified reasoner. By contrast, the black-box method is based on using the external reasoner for satisfiability checking, which needs an exponential number of times in the worst case and thus cannot handle large incoherent ontologies [9] . Accordingly, we focus on the glass-box in this study.
The glass-box algorithm is conducted in a top-down manner. In particular, starting from an input unsatisfiable concept A, the algorithm constructs a tableau by expanding a logical tableau with labels as long as possible. A tableau is a set of labeled branches with several labeled formulas. A branch is closed if it contains a clash. Then the sets of axioms are minimized to obtain the MUPS of A based on Boolean minimization function. However, the glass-box algorithm can easily to fall into an unnecessary expansion. Especially in the case of expanding a disjunction concept, this process will result in a non-deterministic expansion, which yields a new tableau when the -rule is applied. To solve this problem, we propose an optimization technique, called unsatisfiable dependent paths, to avoid unnecessary expansion for the glass-box algorithm. The basic idea underling our approach is to pre-select several sets of axioms that are responsible for the unsatisfiability, in which each set of axioms is a small superset of an MUPS for the unsatisfiable concept.
The rest of the paper is organized as follows. Section II briefly introduces some notions about calculating the MUPS for an incoherent ALCHI-TBox by the use of the glass-box algorithm. Section III presents the motivation of our research and Section IV presents our optimization approach based on the unsatisfiable dependent path. Section V describes the optimized glass-box algorithms. Section VI provides the evaluation of our implementation. Finally, Section VII and Section VIII elaborate the related works and conclusions of the study, respectively.
II. PRELIMINARIES
An ontology based on Description logics is composed of terminology (TBox) and assertions (ABox). The TBox defines the vocabulary of a knowledge domain while the ABox contains the individuals in terms of the vocabulary. [5] An interpretation is a pair I = ( I , • I ) where the domain I is a non-empty set and I is a function that assigns to every concept name A a set A I ⊆ I and to every role name R a binary relation R I ⊆ I × I [11] . For example, the interpretations for the universal concept ( ) I and the bottom concept (⊥) I are I and ∅, respectively; the interpretations for the concept inclusion axiom (C D) I and the role hierarchy axiom (R S) I are C I ⊆ D I and R I ⊆ S I , respectively.
From the interpretation, an unsatisfiable concept and an incoherent TBox can be formally defined as follows [12] .
Definition (Unsatisfiable Concept): A concept C is unsatisfiable w.r.t a terminology T if, and only if, C I = ∅ for all models I of T .
Definition (Incoherent TBox): A TBox T is incoherent if there is a concept name in T , which is unsatisfiable.
If a TBox T contains an unsatisfiable concept C, then we have T | C ⊥. The bottom concept ⊥ refers to a concept expression being unsatisfiable. To identify which axioms in T cause the unsatisfiability of C, Schlobach and Cornet [7] introduced the notion of MUPS, which is defined as follows.
Definition (MUPS):
A TBox T ⊆ T is a minimal unsatisfiability-preserving sub-TBox (MUPS) for A in T if A is unsatisfiable in T and A is satisfiable in every sub-TBox T ⊂ T .
The set of MUPS for an unsatisfiable concept C in T can be written as MUPS(T , C), and all the set of MUPS for all the unsatisfiable concepts in T can be written as MUPS(T ).
We define the number and size of the MUPS. The aim is to characterize the complexity of the MUPS. The maximal number of the MUPS refers to the maximum number of axioms in the elements of all the set of MUPS from the given incoherent TBox; for each element, the number of axioms in the element is called the size of the MUPS.
For a simple example, TBox T is given as follows:
C 4 is an unsatisfiable concept, and MUPS(T ,
The number of MUPS(T , C 4 ) is two, and the sizes of the first and the second MUPSs are three and two, respectively.
B. GLASS-BOX ALGORITHM
In this study, we aim to use a glass-box algorithm to calculate the MUPS of an unsatisfiable concept for an incoherent ALCHI-TBox.
A glass-box algorithm [2] for calculating MUPS is based on the Boolean minimization of a set of axioms that are responsible for the unsatisfiability of a concept. An unsatisfiable concept can be detected with a fully saturated tableau, in which all branches contain a conflict. A branch contains a conflict if at least one pair of labeled formulas with the same negated and non-negated atom concept is present on the same individual. A labeled formula is in the form (a : C) x , where C is a concept, a is an individual, and x is a set of axioms referred to as label. A labeled branch is a set of labeled formulas, and a tableau is a set of labeled branches.
Example 1: Consider a TBox T 1 consisting of the following axioms:
A tableau is constructed from a labeled branch that initially contains only B := {(a : C) [∅] }. By applying the -rule to α 1 , the branch can be expanded to B := B ∪ {(a : C) [α 1 ] }. Next, the branch provides B := B∪{(a :
} by applying the -rule. Finally, we can obtain the branch
}. Now, a conflict exists in the branch B because of the pair of labeled formulas (a : A) [α 1 ,α 2 ] and (a : ¬A) [α 1 ,α 3 ] with the same negated and non-negated atom concept A on the same individual a. After the union of the two axiom sets {α 1 , α 2 } and {α 1 , α 3 } are minimized, we can obtain MUPS(T , C) = {{α 1 , α 2 , α 3 }}.
III. MOTIVATION
Prior to describing our approach, we use an example to illustrate the limitation of the glass-box algorithm.
Example 2: Suppose a TBox T 2 contains the following axioms:
A reasoner can easily determine C 1 to be an unsatisfiable concept by satisfiability checking. Now, we use the glass-box algorithm to calculate the MUPS (Shown in Fig. 1 ). Starting from a given unsatisfiable concept C 1 , the algorithm expands to three concepts, namely, C 2 , C 3 , and C 4 , by applying the -rule and the -rule. After the -rule is applied to expand C 2 in α 2 , a disjunctive concept (a : B 1 B 2 ∈ B) results in a non-deterministic expansion, which creates two
}, and
}. Next, the two branches B 1 and B 2 can be further expended as } ⊆ B; thus, the branches are closed. After the union of the two axiom sets {α 1 , α 5 } and {α 1 , α 6 } are minimized, we can obtain MUPS(T , C 1 ) = {{α 1 , α 5 , α 6 }}.
However, C 2 is unnecessarily expanded as it is not involved in an unsatisfiability. Preselecting a set of relevant axioms responsible for the unsatisfiability of a concept can be used to reduce the irrelevant expansion. In this case, any axiom not belonging to the relevant axiom set need not be expanded.
The basic conflicts for incoherent TBoxes include atomic, cardinality and datatype conflicts [10] . An atomic conflict refers to an instance belonging to a concept and the complement of the concept. A cardinality conflict refers to an individual has a max cardinality restriction but is related to more distinct individuals. And a datatype conflict refers to a literal value violates the range restrictions on a datatype property. In this study, we focus on the debugging of the ALCHI-based TBox. The description logics ALCHI is only associated with the first type of conflict, that is, a ∈ σ I and a ∈ (¬σ ) I . Thus, we only consider the atomic conflict because the ALCHI-based TBox does not involve the cardinality and datatype conflicts. The atomic conflict for unsatisfiable concepts has three basic patterns:
(1) x ¬x, where x ∈ {σ, ¬σ }.
. φ(σ ) and φ(¬σ ) represent the concept expressions containing σ and ¬σ , respectively. The first pattern means that a concept x is the subclass of the negation of x; The second and third patterns mean that a concept C is the subclass of a pair of complementary concepts (σ, ¬σ ). If a certain strategy based on a negative concept and a pair of complement concepts can be introduced to preselect a set of axioms related to the unsatisfiability, then the problem of unnecessary expansion can be avoided.
Starting from a pair of complementary concepts (A, ¬A), an unsatisfiable dependent path can be constructed for T 2 ( Fig. 2(a) ). Then, a conflict set S = {α 1 , α 5 , α 6 } is obtained from the graph. On the basis of the conflict set S, the MUPS is computed using the glass-box algorithm ( Fig. 2(b) ).
IV. UNSATISFIABLE DEPENDENT PATH
In this section, we present the notions of unsatisfiable dependent graph and provide the algorithms for constructing the unsatisfiable dependent graphs for an incoherent TBox.
A. DEPENDENT PATH
Let a TBox T = {α 1 , . . . , α n }, with an axiom α i referring to
, and let the concepts C i and D i be converted to their negation normal forms (NNFs) [6] . 1 For each concept inclusion axiom, the axiom index is defined to build the connections between an axiom α i and the concepts or negative concepts occurring in α i .
Definition 4 (Axiom Index):
The axiom index of a concept inclusion axiom α is in the form I α = (δ l (α), α, δ r (α)), where δ l (α) and δ r (α) are the concepts or negative concepts occurring on the left-and right-hand sides of α, respectively.
Let l = 
α m is a right dependence path of x if the following conditions holds:
(
For example, considering a TBox T 3 .
For ¬A ∈ δ r (α 6 ), A ∈ δ r (α 4 ) and ¬F ∈ δ r (α 5 ), we can obtain the following right dependent paths: 2 } has two right dependent paths, whereas P r (A) = {P r (A) 1 } and P r (¬F) = {P r (¬F) 1 } have only one right dependent path.
Definition 7 (LCompPath): Given a pair of complementary concepts (σ , ¬σ ). Let P l (σ ), P l (¬σ ) respectively be:
Definition 8 (RCompPath): Given a pair of complementary concepts (σ , ¬σ ). Let P r (σ ), P r (¬σ ) respectively be:
In the above-mentioned example T 3 , we have only one right complementary path H r (¬A, A) = {P r (¬A) 1 
)} is the right complementary path for (¬A, A).
A notion of role dependence is presented to build the relationship between the role hierarchy axiom and the concept inclusion axiom.
Definition 9 (Role Dependence):
Given a set of role hierarchy axioms R, the role in R is in the form of r or r − . Two roles p and q are role dependent w.r.t. R if one of the following two conditions holds:
For example, consider a TBox T 4 .
According to Definition 9, p and q are role dependent w.r.t.
Definition 10 (Role Relevance): Given a set of concept inclusion axiom , let rsig( ) be the role signatures in . A set of role hierarchy axioms R and are role relevant if there exist two roles p and q in rsig( ) such that p and q are role dependent w.r.t. R.
The set of role hierarchy axioms R relevant to the set of axioms is written as R .
In the above-mentioned example T 3 , = {α 1 , α 2 , α 3 } and rsig( ) = {p, q}. From Definition 10, we can determine that R and are role relevant because p and q are role dependent w.r.t.
Lemma 1: Let be the axioms obtained from the dependent path of x. Then ∪R | x ξ and ∪R | ξ ¬x if T | x ξ and T | ξ ¬x, where x ∈ {σ, ¬σ } and ξ is a concept expression.
Proof: We consider the following two cases: (1) x = σ . In this case, we have T | σ ξ and T | ξ ¬σ . Let α 0 be the axiom such that x ∈ δ r (α 0 ). According to Definition 6, the right dependent paths
be obtained, where ¬σ ∈ δ r (α 0 ) and σ ∈ δ l (α m ). In P r (¬σ ) j , for every two adjacent axiom indexes
and I α i together, and the adjacent axioms α i−1 , α i can be obtained and stored in . In the same way, all the adjacent axioms = {α 0 , · · · , α m } can be obtained. After obtaining the role hierarchy axioms R that are role relevant to , we have ∪ R | σ ξ and
In this case, we have T | ¬σ ξ and T | ξ σ . Let α 0 be the axiom such that x ∈ δ l (α 0 ). We can obtain the left dependent paths
, where ¬σ ∈ δ l (α 0 ) and σ ∈ δ r (α m ). In P l (¬σ j ), for every two adjacent axiom indexes I α i−1 and
and I α i together, and the adjacent axioms α i−1 , α i can be obtained and stored in . In the same way, all the adjacent axioms = {α 0 , · · · , α m } can be obtained.
After obtaining the role hierarchy axioms R that are role relevant to , we have ∪ R | ¬σ ξ and ∪ R | ξ σ . Lemma 1 indicates that the left dependent path and the right dependent path can be successfully constructed for the negative concept ¬σ if the atomic conflict follows the first pattern.
Lemma 2: Let be the set of axioms obtained from the RCompPaths of (σ, ¬σ ).
Proof: Let α 0 and α 0 be the axioms such that σ ∈ δ r (α 0 ) and ¬σ ∈ δ r (α 0 ), respectively. As 
such that ¬σ ∈ δ r (α 0 ) and C ∈ δ r (α m ). Thus all the adjacent axioms
After obtaining the role hierarchy axioms R that are role relevant to , we have ∪ R | C φ(σ ) and
Lemma 2 indicates that the right complementary path can be successfully constructed for a pair of complementary concepts (σ, ¬σ ) if the atomic conflict follows the second pattern.
Lemma 3: Let be the set of axioms obtained from the LCompPaths of (σ, ¬σ ).
Proof: Let α 0 and α 0 be the axioms such that σ ∈ δ l (α 0 ) and ¬σ ∈ δ l (α 0 ), respectively. The left complementary path H l (σ, ¬σ ) can be obtained according to
After obtaining the role hierarchy axioms R that are role relevant to , we have ∪ R | φ(σ ) ¬C and ∪ R | φ(¬σ ) ¬C.
Lemma 3 indicates that the left complementary path can be successfully constructed for a pair of complementary concepts (σ, ¬σ ) if the atomic conflict follows the third pattern.
B. SPECIAL HANDLING
When ⊥ and appear in the TBox, we generate a new concept different from the concepts in the TBox, and then transform ⊥ (or ) into the conjunction (or disjunction) of the new concept and its complement. Here, the bottom concept In some cases, a TBox contains a few cyclic axioms. This phenomenon may appear either directly in one axiom or indirectly in several axioms. We use a simple example to illustrate this point. We consider the following axioms:
Finding the left dependent path of A and the right dependent path of B can lead to:
Notably, P l (A) and P r (B) fall into the infinite loop. The former is caused by one axiom α 1 , and the latter is involved in two axioms α 2 and α 3 . The endless loop caused by the cycle TBox must be resolved to ensure the termination. The general idea is to stop the expansion of the dependent sequence whenever the same element recurs in the sequence. In the example mentioned above, dealing with the cyclic axioms can yield
Furthermore, circular dependencies may appear in a few role hierarchy axioms. In this case, a role hierarchy axiom is not allowed to be added into S η if it already exists in η 1 . This strategy can ensure termination. For example,
We aim to determine the role dependence between p and q. First, we can obtain S η = {η 1 , η 2 , η 3 , η 4 }. In this case, η 2 is not allowed to be added to S η again because η 2 already exists in S η . Thus, the loop caused by {η 2 , η 3 , η 4 } is terminated. Finally, we can determine that p and q are role dependent w.r.t. S η = {η 1 , η 2 , η 3 , η 4 , η 5 }.
C. UNSATISFIABLE DEPENDENT PATH
After the dependent paths of a negative concept σ or a pair of complementary concepts (σ, ¬σ ) are obtained, the next step is to filtrate the unsatisfiable dependent paths from the dependent paths.
Definition 11 (NegRUnDepPath): Let ¬σ be the set of axioms obtained from P r (¬σ ) and let r = ¬σ ∪ R ¬σ . Then P r (¬σ ) is a negative right unsatisfiable dependent path for ¬σ if r is incoherent. r is a conflict set for ¬σ .
Algorithm 1 is presented to obtain the negative right unsatisfiable dependent paths.
Theorem 1: Let r be the conflict set obtained from NegRUnDepPath for ¬σ . C is an unsatisfiable concept in T . Then r | C ⊥ if the following conditions hold:
(1) T | C σ ; (2) T | σ ξ and T | ξ ¬σ . (1) C = σ . In this case, we have T | C ξ and T | ξ ¬C. The right dependent paths of ¬C can be constructed as P r (¬C) according to Definition 6. Let ¬C be the set of axioms obtained from P r (¬C). Thus, we have ¬C ∪ R ¬C | C ξ and ¬C ∪ R ¬C | ξ ¬C according to Lemma 1. Given that
In this case, we have the right dependent paths 
¬σ be the set of axioms obtained from P * r (¬σ ). Then, we have ¬σ ⊆ * ¬σ and R ¬σ ⊆ R * ¬σ . Let r = * ¬σ ∪ R * ¬σ . Then, we have r | σ ⊥ and r | C σ . Thus, r | C ⊥. Theorem 1 shows that the conflict set obtained from negative unsatisfiable dependent paths contains all the axioms responsible for an unsatisfiable concept C if the unsatisfiability of C follows the first pattern with x = σ . The proof is based on Lemma 1.
Definition 12 (ComRUnDepPath): Let (σ,¬σ ) be the set of axioms obtained from H r (σ, ¬σ ) and let r = (σ,¬σ ) ∪ R (σ,¬σ ) . Then H r (σ, ¬σ ) is a complementary right unsatisfiable dependent path of (σ, ¬σ ) if r is incoherent. r is a conflict set for (σ, ¬σ ).
Algorithm 2 is presented to obtain the complementary right unsatisfiable dependent paths.
Theorem 2: Let r be the conflict set obtained from the ComRUnDepPath for (σ, ¬σ ). C is an unsatisfiable concept in T . Then r | C ⊥ if the following conditions hold: 
Proof: The right complementary path H r (σ, ¬σ ) of (σ, ¬σ ) can be constructed using Definition 8. Let (σ,¬σ ) be the set of axioms obtained from H r (σ, ¬σ ). According to Lemma 2, we have ( 
Theorem 2 shows that the conflict set obtained from the complementary right unsatisfiable dependent paths contains all the axioms responsible for an unsatisfiable concept C if the unsatisfiability of C follows the second pattern.
Definition 13 (NegLUnDepPath): Let ¬σ be the set of axioms obtained from P l (¬σ ). If σ ∈ r , let σ be the axioms obtained from P r (σ ). Then P l (¬σ ) and P r (σ ) are the negative left unsatisfiable dependent path for ¬σ if l = ¬σ ∪ σ ∪ R ¬σ ∪ R σ is incoherent. l is a conflict set for σ .
Algorithm 3 is presented to obtain the negative left unsatisfiable dependent paths.
Theorem 3: Let l be the conflict set obtained from NegLUnDepPaths for ¬σ . C is an unsatisfiable concept in T . Then l | C ⊥ if the following conditions hold:
(1) T | C σ ; (2) T | ¬σ ξ and T | ξ σ . Proof: We consider the following two cases:
(1) C = σ . In this case, we have T | ¬C ξ, T | ξ C. Then the left dependent path P l (¬C) can be constructed using Definition 5. Let ¬C be the set of axioms obtained from P l (¬C). We have ¬C 
σ , the right dependent path P r (σ ) can 
shows that the conflict set obtained from negative unsatisfiable dependent paths contains all the axioms responsible for an unsatisfiable concept C if the unsatisfiability of C belongs to the first pattern with x = ¬σ . Definition 14 (ComLUnDepPath): Let (σ,¬σ ) be the set of axioms obtained from H l (σ, ¬σ ). For each concept or negative concept υ ∈ δ r (α), where α ∈ (σ,¬σ ) , if its complement υ * ∈ r , then H l (σ, ¬σ ) and P r (υ * ) are the complementary left conflict path for (σ, ¬σ ) if l = (σ,¬σ ) ∪ υ * ∪ R (σ,¬σ ) ∪ R υ * is incoherent, where υ * is the set of axioms obtained from P r (υ * ). l is a conflict set for (σ, ¬σ ).
Algorithm 4 is presented to obtain the complementary left unsatisfiable dependent paths.
Theorem 4: Let l be the conflict set obtained from ComLUnDepPaths for (σ, ¬σ ). C is an unsatisfiable concept in T . Then l | C ⊥ if the following conditions hold:
Proof: Let (σ,¬σ ) be the set of axioms obtained from
end for 20 end for 21 return S l is (σ,¬σ ) ∪ R (σ,¬σ ) | ¬υ ⊥. Given that T | C υ * , P r (υ * ) can be obtained using Definition 6. Let υ * be the set of axioms obtained from P r (υ * ). Then, we have υ * ∪ R υ * | C υ * . Let l = (σ,¬σ ) ∪ υ * ∪R (σ,¬σ ) ∪R υ * . Then we have l | ¬υ ⊥ and l | C υ * . As υ ∩ υ * ⊥, we have υ * ¬υ.
Theorem 4 shows that the conflict set obtained from the complementary left unsatisfiable dependent paths contains all the axioms responsible for an unsatisfiable concept C if the unsatisfiability of C follows the third pattern.
Theorem 5: Let S be the conflict set obtained from T . For any unsatisfiable concept
Proof: 
⊥. The conflict set S r can be obtained by Algorithm 2, and according to Theorem 2, S r | C k ⊥. VOLUME 5, 2017 (c) T | ¬σ ξ , T | ξ σ and T | C k σ . The conflict set S l can be obtained by Algorithm 3, and according to Theorem 3 
⊥, where φ(σ ) φ(¬σ ). The conflict set S l can be obtained by Algorithm 4, and according to Theorem 4, S l | C k ⊥. In any case, we have S | C k ⊥, which yields a contradiction.
Theorem 5 demonstrates that for any unsatisfiable concept C in T , the strategy of the unsatisfiable dependent path can successfully find a conflict set S responsible for the unsatisfiable concept C. Therefore, the MUPS of C can be calculated on the basis of the conflict set S instead of T .
V. OPTIMIZATION APPROACH FOR GLASS-BOX ALGORITHM
In this section, we first present the extended Tableau expansion rules based on the conflict set, and then provide the glassbox optimization algorithm based on the extended Tableau expansion rules.
A. EXTENDED TABLEAU EXPANSION RULES
Instead of expanding in the entire TBox, the extended Tableau expansion rules expand the labeled branch on the basis of the conflict set, which is a candidate superset of any one MUPS for an unsatisfiable concept.
The differences between our extended Tableau expansion rules and the classical rules show the first four rules ( α , * α , η , * η ) which describe the unfolding procedure. Unfolding a concept name or a role name is to replace defined names using their definitions [6] . Unlike the Tableau expansion rules, our extended method expands all the defined names on the basis of the conflict set. If a concept inclusion axiom (A C) or a role hierarchy axiom (R S) occurs in the conflict set, then it is added to the L, and the Tableau branch is expanded; otherwise, the expansion will be terminated. The next three rules are the same as the classical Tableau expansion rules. Additional details are available in [2] .
B. GLASS-BOX OPTIMIZATION ALGORITHMS
The glass-box optimization algorithm based on a conflict set consists of two stages, namely, obtaining the conflict set S from the TBox T and computing the MUPS for all the unsatisfiable concepts in S. As shown in Algorithm 5, the conflict set S is first obtained from the input TBox T (lines 1-7) . All the unsatisfiable concepts are then determined on the basis of S (line 8). Next, for each unsatisfiable concept C i , all the MUPS can be computed by applying the ExtendedGlassBox algorithm (Shown in Table 1 ) and are added into MUPS(T ) (lines 9-12).
Theorem 6: Let S be the conflict set responsible for the incoherence of ALCHI TBox T . Then
MUPS(S)=MUPS(T ).
Proof: Let U be the set of unsatisfiable concepts in T . According to Theorem 2, for any unsatisfiable concept C ∈ U , C is unsatisfiable w.r.t. the input TBox T if and
MUPS(T ).add(MUPS(S, C i )) 12 end for 13 return MUPS(T ) only if C is unsatisfiable w.r.t. the clash set S. Thus, for any one unsatisfiable concept C i , we have MUPS(S, C i ) = MUPS(T , C i ). According to Algorithm 6, MUPS(S) can be obtained from each MUPS(S, C i ) related to the C i ∈ U . Therefore, MUPS(S) = MUPS(T ).
VI. EXPERIMENTAL EVALUATION
All experiments are conducted on an Intel Core i7-3770 CPU at 3.40GHz and with 4GB of main memory. We implement our proposed approach in Java by using the OWL API 3.4.3 2 for ontology loading and manipulation and Pellet 2.3.1 3 reasoner for satisfiability checking. The maximum JVM heap size is set to 1024 M. For practicality, we set a timeout of 60 min for each task of MUPS calculation.
A. TEST DATA
The test data represent 20 incoherent TBoxes that vary greatly in the number of axioms and unsatisfiable concepts. They are from the ontology repository. 4 We only consider the ALCHI-TBox fragments of these ontologies, that is, for a given ontology O we remove the ABox part of O and remove all the axioms that contain non-ALCHI concepts or roles from O. 5 To generate incoherent TBoxes, we use the method provided in [14] . This method randomly selects two concepts from the TBox to build a disjoint class axiom and then adds it to the TBox. For example, consider a TBox T = {D C, C B A}, which is coherent. To make T incoherent, we select A and B to build a disjoint class axiom A ¬B and insert it into T . The number of disjoint class axioms is set to a value in the range of 1 -100. Table 2 shows the characteristics of these incoherent TBoxes.
In Table 2 , the first two columns display the IDs and names of the TBoxes. N Ax and N UC represent the number of axioms and unsatisfiable concepts, respectively; MN max and MN avg indicate the maximal and average number of MUPS, respectively; MS max and MS avg indicate the maximal and average size of MUPS (in terms of the number of axioms in each element of the MUPS), respectively.
B. EXPERIMENTS
The core part of Pellet is a Tableau reasoner. Thus, in our evaluation, we use Pellet to implement the glass-box algorithm. To effectively evaluate SWOOP, we use the API directly instead of the user interface to implement a SWOOP on the basis of the glass-box algorithm. All the source code, datasets, and experimental evaluations can be downloaded from. 6 We compare the performance of our proposed unsatisfiable dependent path-based glass-box algorithm (UDP+GB) and unsatisfiable dependent path-based SWOOP algorithm (UDP+SWOOP) against the glass-box algorithm (GB) and SWOOP algorithm, respectively. Table 3 shows the results. 7 In Table 3 , ''−−'' stands for an out-of-memory error, which indicates that GB fails to compute the MUPS for However, when the number of axioms is small, UDP+GB and UDP+SWOOP perform relatively poorly against GB and SWOOP. GB takes 0.85 s to complete the computations and SWOOP takes 1.46 s to do the same in T 16 . GB and SWOOP are thus faster than UDP+GB and UDP+SWOOP. A similar result is also found in T 1 . We can observe that T 1 contains only 1163 axioms, and T 16 contains 1011 axioms. In this case, GB and SWOOP are more efficient than UDP+GB and UDP+SWOOP because the unsatisfiable dependent pathbased optimization requires extra time to obtain the conflict set. Thus, when a TBox has a few axioms, the extra time becomes obvious, and the optimization strategy has no advantages.
To investigate the reason behind the satisfactory performance of the unsatisfiable dependent path-based optimization, we analyze the processes for obtaining the conflict set. Table 4 summarizes the results. N pairs denotes the number of complementary pairs; P neg and P pos represent the number of negative and positive dependent paths, respectively; S size is the number of axioms in the clash set S; ρ is the ratio between S size and N Ax . From Tables 3 and 4 , we can observe that the ratio ρ is the main reason for the resolution efficiency. Take T 4 as an example. The conflict set S size contains 865 axioms, which is 2.35% compared with the original TBox (N Ax = 36864). Therefore, GB takes 38.72 s to compute the MUPS, whereas UDP+GB takes only 9.63 s to do the same. Especially for T 15 with a large amount of axioms (N Ax = 75949), UDP+GB can complete the debugging task because of the fact that the conflict set contains only 1689 axioms. Unsurprisingly, the computation is successful for the 1689 axioms and not for the 75949 axioms.
To determine why the MUPS computation of the unsatisfiable dependent path-based approach is fast, the run time (in seconds) for finding dependent paths and computing the MUPS is measured. In Table 5 , P max , P min , and P avg denote the maximum,minimum, and average time of finding the dependent paths, respectively; M max , M min , and M avg represent the maximum,minimum, and average time for computing the MUPS for one unsatisfiable concept; S time is the time for obtaining the conflict set. Note that S time comprises the time for finding all the dependent paths and the satisfiability checking for the dependent paths.
On the one hand, for a pair of complementary concepts, much time is needed to find the dependent paths. We take T 7 as an example. The pair of complementary concepts (GO2001289, ¬GO2001289) takes 9.982 s to obtain the complementary dependent paths. On the other hand, for a few TBoxes, much time is needed to find all the dependent paths owing to the large size of the paths. We also take T 7 as an example. The negative paths contains 14148 axioms and the positive paths contain 9370 axioms (Seq neg = 14148, Seq pos = 9370 in Table 4 ). Thus, the UDP+GB approach takes 23.295 s to obtain all the dependent paths and identify the conflict set. The complexity of MUPS is one of the major factors that affects the performance of computing MUPS. The MUPS of GO_0045427 is considerably complex because the number of MUPS is 12 and the maximal size of MUPS is 9. Therefore, the maximum time of computing the MUPS for one unsatisfiable concept in T 9 is very large compared to other concepts.
From the above-mentioned experiments, we derive the following conclusions.
(1) The size of TBox, the number of unsatisfiable concepts and the structure complexity of MUPS are the main factors that affect the efficiency of computing the MUPS for an incoherent TBox. (2) The UDP approach is highly efficient because it can preselect the conflict set, that is, a small subset of the incoherent TBox and then compute the MUPS in the clash set. Therefore, when the size of the conflict set is extremely small, only a short run time is needed for the UDP approach. (3) The size of dependent paths is the main factor affecting the UDP approach in identifying the conflict set. Much time is needed to obtain the conflict set when a TBox has large size of dependent paths.
VII. RELATED WORK
The existing approaches for debugging incoherent TBoxes either identify the maximally concept-satisfiable subTBox (MSS) by excluding the problematic axioms responsible for the incoherence [8] , or calculate the MUPS by identifying the erroneous axioms relevant to the unsatisfiability [7] , [12] . These approaches are classified into two categories: glass-box method and black-box method. The glass-box method is based on the Tableau-based algorithm. The work in [2] and [7] focused on unfoldable-ALC TBox.
Meyer and Lam extended this work to ALC with general concept inclusion axioms [6] , [8] , and Suntisrivaraporn and Baader described a glass-box approach for EL and EL++ [4] , [15] . Baader and Peñaloza [11] , [16] proposed several approaches for finding a minimal axiom set (MinA) to pinpoint the problematic axioms. They also provided an extension of the subsumption algorithm [15] for the DL EL+ to compute all MinA of a given TBox. To provide an ontology browser and editor for users, Kalyanpur et al. [3] , [18] developed a tool called SWOOP for ontology debugging and repair. The black-box method is based on the expansioncontraction strategy. However, the black-box method requires many satisfiability tests supported by a reasoner and thus leads to an inefficient solution for debugging problems. Several optimization techniques are presented to improve the performance. In the expansion phase, the optimization aims to find a subset of the given TBox while still including the MUPS to be calculated [5] , [17] , [19] , [20] . In the contraction phase, the optimization is targeted at removing the irrelevant axioms in each satisfiability checking [3] , [19] , [20] . However, the glass-box and black-box methods may ineffectively complete the debugging task for large-scale TBoxes in a limited time.
In addition, several research has focused on a specific type of debugging problem called justifications [5] , [13] , [15] , [21] , [22] . A justification for an unsatisfiable concept is a minimal subset of the incoherent TBox that is sufficient for the incoherence to hold. To investigate which parts of the problematic axioms are responsible for the incoherence, the authors in [6] and [24] proposed a fine-grained approach. This approach first modifies an error axiom in the MUPS to one or more axioms and then tracks which parts of the error axiom cause the unsatisfiability. Furthermore, a graphbased approach is proposed in [14] and [23] to debug and revise incoherent ontologies. This approach first transforms the TBox to graphs and then deals with the debugging and revision on the basis of the transformed graph. However, the graph-based method only focuses on the lightweight ontology languages DL-Lite.
In general, the complexity of a debugging task depends on the expressive power of the TBox. Expressive TBoxes may result in a highly complex inference problem, whereas weak TBoxes may be insufficiently expressive to represent the concepts of a given application [1] . Therefore, the development of debugging systems should consider the relation between the two effects. Thus, an evaluation of a few debugging systems over various incoherent TBoxes is provided in [25] to measure the effectiveness and efficiency of these systems.
VIII. CONCLUSION
The glass-box algorithm is a technique for debugging incoherent TBoxes. It takes an input unsatisfiable concept as a starting point and tries to pinpoint a set of axioms related to the unsatisfiable concept by applying Tableau-based expansion rules. However, this type of tracing technique can easily fall into an unnecessary expansion, especially in the case of expanding a disjunction concept because this process results in a non-deterministic expansion. Our work adopts a different view in avoiding invalid expansion and proposes an UDP-based optimization approach to preselect a set of axioms involved in an unsatisfiability prior to the application of the glass-box algorithm. Our strategy presents two advantages. One is that any axiom not in the dependent paths is ignored. In this way, most irrelevant axioms are not selected for the candidate set of the MUPS. The other is that the satisfiability (or incoherence) checking is only for the dependent paths and is performed once for each dependent path. In our future work, we will use the proposed optimization approach based on UDP in incoherent TBoxes with different DLs.
