Gallager bound is known as the minimum upper bound of average error probability of classical channel coding [5] . Burnashev and Holevo[8] derived its quantum version in the pure states case, and proposed its quantum version in the mixed states case. The attainability of their quantum version has been an open problem, We prove that the bound proposed by them can be attained by a POVM proposed by Holevo [9] . That is, it is shown that the average error probability is smaller than this bound. As a byproduct, we obtain a simple proof of the achievable part of the channel coding theorem capacity for a stationary memoryless classical-quantum channel.
Introduction
The channel capacity for a stationary memoryless classical-quantum channel has been obtained by combining the direct part by Holevo [1] and Schumacher-Westmoreland [2] with the weak converse part which goes back to 1970s results bu Holevo [3, 4] . However, the discussions on the channel capacity is not sufficient for treating the possible error probability in the finite length code with the fixed transmission rate R. We need the upper bound of the average error probability of a good finite-length code.
In classical Shannon theory, Gallager bound is used for such an evaluation [5] . When the transmission rate R is close to the channel capacity, Gallager bound is the smallest upper bound of the average error probability of the best code among known upper bounds. Also this method provides a simple proof for existence of the code attaining the channel capacity for stationary memoryless channel. In the stationary memoryless case, when we fix the transmission R, the average error probability of good codes decreases exponentially concerning the number n of transmissions. When the transmission rate R is close to the channel capacity, Gallager bound gives the best error exponents. This exponent is given by Csiszár-Körner [6] using the method of types. While the coefficient of the exponential term in Gallager bound is 1, that in Csiszár-Körner's upper bound is a polynomial concerning n. That is, Gallager bound is smaller than Csiszár-Körner's upper bound. On the other hand, Han derived another error exponent from the method of information spectrum essentially through hypothesis testing [7] . His exponent does not improve Gallager's exponent. Hence, it is desired to obtain a quantum extension of Gallager bound.
Next, we consider the classical-quantum channel, in which the input signal is classical, but the output is given as a quantum state. When all of the output states are pure (the pure states case), an extension of Gallager Bound was obtained by Burnashev-Holevo [8] . While they also conjectured this bound in the mixed states case, it has been still open. In order to treat this problem, Holevo [9] introduced the following POVM Y r = {Y r,i } M i=1 for the input quantum states W = {ρ 1 , . . . , ρ M }:
He showed that this decoding attains the Gallager bound in the commutative case. However, it has been an open problem whether this measurement attains the Gallager bound in the non-commutative case. On the other hand, an quantum extension of Han's exponent has been obtained by Hayashi-Nagaoka [10] and Hayashi [11] . In this paper, we prove that an quantum extension of Gallager bound can be attained by the measurement proposed by Holevo [9] . In the derivation of Gallager's bound in the classical setting, he derived the upper bound of the error probability by maximum likelihood decoder in the discrimination with multiple hypotheses [5] . In this paper, we derive a quantum extension of this bound for quantum state discrimination. Using this upper bound, we derive a quantum extension of Gallager bound just parallel in the classical case. Hence, our upper bound for quantum state discrimination. can be used for quantum state discrimination itself as well as for the classical-quantum channel coding. Using this theorem, we obtain a simple proof for the achievable part of the channel coding theorem capacity for a stationary memoryless classical-quantum channel.
In the next section, we mention the statement of main theorem, i.e., a quantum extension of Gallager bound. Its proof is given in Section III. In Section IV, we prove that our quantum extension of Gallager bound is smaller than the upper bound given in Hayashi [11] .
Main Theorem
A classical-quantum channel is described by the map x → ρ x , which is density matrix on the Hilbert space H of our interest. Then, our code, is defined as the combination of an encoder and a decoder. These are given by the triplet (N, ϕ, Y ). The number N is a natural number corresponding to the size of the encoder. ϕ is a map, ϕ : {1, . . . , N} → {x}, corresponding to the encoder. The decoder is a quantum measurement taking values in the set {1, . . . , N}.
Mathematically, it is given by the POVM
. For an arbitrary code Φ = (N, ϕ, Y ), we define the size |Φ| and the average error probability Pe[Φ] as
Then, we have the following theorem:
Theorem 1 For any distribution p on the input signal space, there exists a code Φ with the size N such that
In fact, the above is showed by the decoder (1). Now, we treat the n-th stationary memoryless channel of this channel. That is, the channel is given by the map
In this case, the transmission rate R is given as 1 n log N n , where N n is the size of code in the n-th stationary memoryless channel. Thus, using Theorem 1, we can show that for any distribution p, there exists a code Φ (n) with the transmission rate R such that
where
1+s . On the other hand, Hayashi-Nagaoka [10] focused on other decoder:
where σ p := x p x ρ x . Hayashi [11] showed that there is a code Φ (n) with the above decoder such that
As is mentioned in Hayashi [11] , This bound is better than Hayashi-Nagaoka's upper bound Further, our bound is better than the previous bound, i.e.,
which is shown in Section 4. Also, we can show the achievable part of channel coding theorem capacity for a stationary memoryless classical-quantum channel as follows. Taking the derivative, we obtain dφ p ds
where H(ρ) is the von Neumann entropy −Trρ log ρ. Hence,
, there exists a small s ≥ 0 such that
Thus, the RHS of (3) goes to zero exponentially.
Proof of Main Theorem
For a proof of Theorem 1, we prepare the following lemma.
Lemma 1 In the discrimination among states ρ 1 , . . . , ρ N , the measurement
satisfies
for 0 ≤ s ≤ 1.
Now, we prove Theorem 1 by using the random coding method. That is, we choose the i-th state ρ i to be ρ x i with the probability p
because x → x s is an operator concave function [12] . Thus, there exists a code Φ satisfying (1). Now, we prove Lemma 1. For this proof, we prepare the following two lemmas.
Lemma 2 [Hayashi-Nagaoka [10] ]: When two positive semidefinite hermitian matrices T and S satisfy S ≤ I, we have (S + T )
Lemma 3 [Hayashi [11] ] When three positive semidefinite hermitian matrices A, B, and C satisfy A ≤ B + C, there exist two positive semidefinite hermitian matrices A 1 and A 2 such that A = A 1 + A 2 and A 1 ≤ B and A 2 ≤ C. Now, we diagonalize the state ρ j as ρ j = k p k |φ k φ k | and define
. Then, we can show
Applying Lemma 2, we have 
Therefore, taking the summation concerning k, we obtain (7).
Comparison with existing exponent
In order to compare our exponent sR + φ p (s) with the existing exponent sR +φ p (s), we prove inequality (6) . In fact, in the classical case, this inequality can be shown from Hölder inequality. However, its quantum case cannot be shown from a simple application of Hölder inequality.
In the first step, we prove that
for any vector |u and any 0 ≤ s ≤ 1. We focus on the inequality:
for α, β ≥ 0 and . Now, we apply the inequality (10) to the case where α and β are commutative hermitian matrixes as
Then, we obtain
Taking the summand with the probability p x , we have
Thus (9) .
In the following, we prove (6) only in the finite dimensional case, and denote the dimension by d. We employ the pinching map whose definition is given in Appendix A. Let u 1 , . . . , u d be the eigen vectors of E σp ( x p x ρ 1 1+s
x ). Then, we have
Further applying the operator monotone function x → x s [12] to the operator inequality (12) in Lemma 4 in Appendix, we have
s .
Thus,
Tr(
1+s .
Therefore, we obtain
Now, we consider the case of n-th independent and identical distribution of p.
Thus,φ
Therefore, we obtain (6) in the finite dimensional case.
In the infinite-dimensional case, we choose a sequence of projections {P n } on H such that P n is commutative with σ p and TrP n σ p → 1, TrP n ρ
1+s as n → ∞. Then, similarly, we can show
Also, considering n-th independent and identical distribution, we obtain
Hence, taking the limit n → ∞, we obtain (6).
Conclusion
In this paper, we have derived a quantum extension of Gallager bound, which had been an open problem. Owing this bound, we can estimate average error probability in the random coding method with the finite coding-length. This upper bound is better than those by Hayashi-Nagaoka [10] and Hayashi [11] . However, we cannot decide that the bound is useless. This is because our bound (3) is based on the measurement (1) while the bound (5) is on another measurement (4). Hence, it is a future problem to compare these bounds taking account into the cost of implementation of respective measurements. In the classical case, when the transmission rate R is larger than the critical rate, it is known that the error exponent of Gallager bound is equal to the exponent of the minimum average error probability. That is, the optimality of the error exponent of Gallager bound is proved in the classical case. Hence, it is desired to show whether the error exponent of our quantum extension of Gallager bound is optimal in the classical-quantum channel coding.
Appendix

A Pinching and Useful Operator Inequality
In this appendix, we summarize the definition of the pinching and some of its properties. Given a hermitian operator A, let A = v(A) i=1 a i E i be its spectral decomposition, where v(A) is the number of eigenvalues of A mutually different from others, and each E i is the projection corresponding to an eigenvalue a i . The following map defined by using the PVM E = {E i } v(A) i=1 is called the pinching:
The operator E A (B) is also called the pinching when no confusion is likely to arise, and it is sometimes denoted as E E (B). It should be noted here that E A (B) commutes with A and we have for any operator C commuting with A. The following lemma was appeared in [13] , and played an important role in this paper.
Lemma 4 [Hayashi [13] ] Given a hermitian matrix A on H, we have for any positive semidefinite matrix X X ≤ v(A)E A (X). (12) 
