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Résumé
Le cadre de cette thèse est l'étude de l'anneau des cycles algébriques de la jacobienne
d'une courbe lisse, tensorisé par Q. Les cycles sont étudiés sous l'angle de la décomposition
de Beauville, c'est-à-dire celle en espaces propres pour les opérateurs k∗ et k∗ associés aux homo-
théties k : x 7→ kx . Plus précisément, on s'intéresse aux cycles tautologiques, ceux dans le plus
petit sous-anneau contenant (le plongement de) la courbe, stable par les opérations élémentaires :
intersection, produit de Pontryagin, opérateurs k∗ et k∗.
L'objectif de cette thèse est le calcul de relations nouvelles entre cycles modulo équivalence
algébrique en fonction des systèmes linéaires admis par la courbe.
Le point de départ de ces calculs est une formule obtenue par Elisabetta Colombo et Bert
van Geemen précisant la classe algébrique d'un pinceau (considéré comme sous-variété du produit
symétrique de la courbe) dont ils déduisent de premiers résultats d'annulation. On étend cette
formule aux systèmes linéaires de dimension supérieure (et à l'anneau de Chow) pour obtenir
d'autres résultats d'annulation.
Mots clés : cycles algébriques, jacobienne, anneau tautologique.
The subject of this thesis is the study of the ring of algebraic cycles on the Jacobian va-
riety of a smooth curve, tensored with Q. The cycles are studied from the point of view of
Beauville's decomposition into eigenspaces for the operators k∗ and k∗ associated to the ho-
motheties k : x 7→ kx. More precisely, we are interested in the tautological cycles : those in the
smallest subring containing (an embedding of) the curve and closed under the basic operations
of intersection, Pontryagin product and the operators k∗ and k∗.
The goal of the thesis is the calculation of new relations between cycles modulo algebraic
equivalence, depending on linear systems on the curve.
The point of departure for this work is a formula of Elisabetta Colombo and Bert van Geemen
for the algebraic class of a pencil (considered as a subvariety of a symmetric product of the curve),
from which they deduce certain vanishing results. We extend this formula to linear systems of
higher dimension (and to the Chow ring) to obtain further vanishing results.
Key words : algebraic cycles, jacobian, tautological ring.
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Introduction
Le cadre de cette thèse est l'étude de l'anneau des cycles algébriques associé à la jacobienne
d'une courbe lisse. Plus précisément, on en considère un sous-anneau appelé "anneau tauto-
logique". Après avoir décrit ce cadre et les principaux résultats connus, nous annoncerons les
résultats obtenus dans ce travail, à savoir le calcul de relations nouvelles entre cycles modulo
équivalence algébrique en fonction des systèmes linéaires admis par la courbe.
Cadre et principaux résultats connus
On considère C une courbe lisse projective de genre g. On note JC la variété jacobienne
associée. Pour tout entier n positif, Cn désignera le produit symétrique de la courbe. A tout
choix d'un point de Cn on peut associer un morphisme un : Cn −→ JC. Pour tout k de Z la
variété abélienne JC admet des homothéties que l'on note également k :
k : JC −→ JC
x 7−→ kx
On utilise la notation A(JC) pour l'anneau1 des cycles modulo équivalence algébrique et CH(JC)
pour l'anneau de Chow. Ces anneaux seront toujours considérés tensorisés par Q. Comme
la jacobienne est une variété abélienne, ces anneaux sont naturellement munis d'un deuxième
produit, le produit de Pontryagin. La transformation de Fourier réalise un isomorphisme de
A(JC) qui échange les deux produits. Elle est au coeur de la décomposition introduite par
Arnaud Beauville dans [Bea86]. Appliquée dans ce cas, la décomposition s'écrit pour les cycles
de codimension p :
Ap(JC) =
p⊕
i=p−g
A
p
(i)(JC)
où un cycle α est dans Ap(i)(JC) si et seulement si pour tout k on a k∗α = k2p−iα, ou ce qui est
équivalent : k∗α = k2g−2p+iα.
Considérons par exemple le plongement de la courbe C dans JC. Il déﬁnit un cycle de
Ag−1(JC) que l'on note également C. On peut montrer que sa décomposition est la suivante :
C = C(0) + . . .+ C(g−1) avec C(i) ∈ Ag−1(i) (JC) (1)
L'anneau tautologique est le plus petit sous-anneau de A(JC) contenant C et stable pour les
produits d'intersection, de Pontryagin, ainsi que pour les opérateurs k∗ et k∗. On le note R.
D'après Beauville ([Bea04]), l'anneau R muni du produit de Pontryagin est engendré par les
1On notera toujours la dimension en indice (Ai(X) et CHi(X) ) et la codimension en exposant (Ai(X) et
CHi(X)).
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composantes C(i). Par suite, R est de dimension ﬁnie, et admet la description :
R =
Q[C(0), . . . , C(g−1)]
R
où R désigne les relations entre les composantes C(i) pour le produit de Pontryagin.
Mais discuter la nullité de cycles modulo équivalence algébrique est un problème diﬃcile
en général. Dans le cas particulier de Q[C(0), . . . , C(g−1)], et même des composantes C(i), on
connaît peu de résultats de non-nullité. Pour des genres suﬃsamment grands, et des courbes
génériques, des théorèmes de Ceresa et de Fakhruddin donnent la non-nullité de C(1) et de C(2)
([Cer83] et [Fak96]). Plus récemment, Atsuchi Ikeda ([Ike03]) a montré pour une courbe lisse
plane générique de degré d que la composante C(i) n'est pas nulle dans l'anneau de Chow lorsque
i vériﬁe l'encadrement 0 ≤ i ≤ d− 3.
On s'intéresse en fait dans ce travail à l'autre problème, celui de montrer la nullité de cycles.
Alexander Polishchuk obtient dans ce sens un résultat universel : il calcule un idéal Ig de relations
valables pour toutes les courbes de genre g. Cet idéal est stable par transformation de Fourier,
ce qui amène l'auteur à penser que le jeu de relations est complet pour les courbes génériques.
On sait en revanche qu'il n'est pas complet pour toutes les courbes. Le résultat principal obtenu
pour les courbes non génériques est celui énoncé par Elisabetta Colombo et Bert van Geemen :
Théorème 1 Si la courbe C admet un revêtement de P1 de degré d, la composante C(i) est nulle
pour tout i ≥ d− 1.
Notons G ⊂ Cd le système linéaire associé au revêtement. On peut déﬁnir pour tout n vériﬁant
l'encadrement 1 ≤ n ≤ d le système linéaire tronqué :
Gn = {D ∈ Cn | ∃ E ∈ Cd−n , D + E ∈ G} (2)
La formule suivante lie la classe algébrique de la courbeGn aux classes des images par homothéties
de C. Cet élément important de la preuve du théorème ci-dessus est le point de départ de notre
travail :
un∗[Gn] =
n∑
i=1
(−1)i−1
i
(
d
n− i
)
i∗C (3)
Résultats obtenus dans la thèse
Bien sûr Gd est le système linéaire G, et tous ses diviseurs sont linéairement équivalents.
L'image par ud de la courbe Gd est donc un point de la jacobienne. Comme les dimensions ne
sont pas conservées, le cycle algébrique ud∗[Gd] est nul. En remplaçant alors dans (3) le cycle C
par sa décomposition (1), on redémontre le théorème précédent.
Ce raccourci à l'esprit, on étend dans cette thèse la formule (3) aux systèmes linéaires de
dimension r et de degré d (expression que l'on abrègera par la suite en grd) :
Théorème 2 Si C admet un grd sans point de base, on a l'égalité dans An−r(Cn) :
[Gn] =
∑
1≤i1≤...≤ir
(
d
n−∑ru=1 iu
)( r∏
v=1
(−1)iv−1
iv
)
[δi1,...,ir + (n−
r∑
u=1
iu)o]
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où o est un point quelconque de C et δi1,...,ir la diagonale généralisée dans CP iu :
δi1,...,ir = {i1x1 + . . .+ irxr | xi ∈ C}
En appliquant à nouveau le raisonnement du paragraphe précédent à la classe [Gd] associée à
tout système linéaire, on obtient les relations2 dans l'anneau R :
Théorème 3 Si la courbe C admet un grd sans point de base, on a pour tout entier positif s la
relation suivante dans Ag−r(s) (JC) :
∑
0≤a1,...,ar
a1+...+ar=s
β(d, a1 + 1, . . . , ar + 1) C(a1) ∗ . . . ∗ C(ar) = 0
où β(d, a1, . . . , ar) =
d∑
i1=1
. . .
d∑
ir=1
(−1)i1+...+ir
(
d
i1 + . . .+ ir
)
i1
a1 . . . ir
ar
Expliquons rapidement comment sont calculées les classes [Gn] : par récurrence, et en consi-
dérant la sous-variété HnPr de (Pr)n des éléments dont toutes les composantes sont sur un même
hyperplan projectif. Si le grd induit le morphisme Φ : C −→ Pr, on considère le pullback de la
classe [HnPr ] par Φ×n. Il fait apparaître la classe [Gn] recherchée ainsi que des cycles indésirables.
On conclut en identiﬁant ces cycles (liés aux classes [Gk] lorsque k < n) et en utilisant la connais-
sance de l'anneau de Chow de (Pr)n. Précisons que le résultat est en fait obtenu dans l'anneau
de Chow CHg−r(JC). La formule du théorème 2 en est sa simpliﬁcation modulo équivalence
algébrique.
Les relations obtenues à partir d'un grd le sont dans R ∩ Aa(i)(JC) pour a ≥ d − r + 1. En
particulier, on obtient dans R ∩Ad−2r+2(d−2r+1)(JC) une relation monomiale :
C(r, d, g) C(d−2r+1) = 0 (4)
où pour tout entier r positif C(r, d, g) est un polynôme de Q[d, g]. Mais la nullité de C(d−2r+1)
lorsque C(r, d, g) est non nul n'est pas un résultat nouveau. On reconnaît en eﬀet dans C(r, d, g)
le nombre de r − 2 plans 2r − 2 sécants à la courbe considérée. L'existence d'un tel sous-espace
garantit celle d'un g1d−2r+2, et la nullité de C(d−2r+1) apparaît alors comme une conséquence
du théorème 1. Si le résultat n'est pas nouveau, il peut laisser penser que la nullité de C(d−1)
implique l'existence d'un g1d.
On obtient en revanche des relations nouvelles entre cycles de R de dimension supérieure. Par
exemple, dans le cas des courbes planes et gauches, on montre que pour g suﬃsamment grand il
existe une courbe de degré d pour laquelle les relations obtenues ne se déduisent ni des relations
de Ig ni du g1d′ induit par le système linéaire. On précise quelles sont les relations obtenues pour
les courbes de genre inférieur à 10.
2le théorème 3 est une reformulation du théorème 3.1 page 42
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Organisation de la thèse
La thèse est organisée en cinq chapitres. On décrit dans le premier le cadre du travail. Mis à
part le raccourci entre la formule (3) et le théorème 1 tous les résultats énoncés sont déjà connus.
L'objectif du deuxième chapitre est la démonstration du théorème 2. On donne une formule
de récurrence liant pout tout n les cycles [Gk] pour k variant de r à n et le cycle [HnPr ]. On en
déduit une expression des classes [Gk] dans l'anneau de Chow et dans l'anneau des cycles modulo
équivalence algébrique.
Les trois derniers chapitres sont consacrés à l'étude des relations que l'on peut en déduire. Le
troisième chapitre détaille l'obtention de relations à partir de l'égalité ud∗[Gd] = 0 en projetant
sur les diﬀérents espaces propres. On explique pourquoi les premières relations sont triviales, et
donne une expression simple pour la première relation non triviale obtenue.
Le quatrième chapitre fait le lien entre les systèmes linéaires de dimension r et les (r−2) plans
2r − 2 sécants à la courbe. Après avoir rappelé la formule de Castelnuovo, on montre comment
elle apparaît dans la relation monomiale mettant en jeu C(d−2r+1).
On applique dans le cinquième et dernier chapitre les théorèmes démontrès aux courbes planes
et gauches. On résume les résultats obtenus pour les courbes de genre g ≤ 10 dans les tableaux
5.1 et 5.2.
Il peut être utile de consulter l'index des notations qui précède la bibliographie.
Chapitre 1
Cadre
1.1 Anneau de Chow et anneau des cycles modulo équivalence
algébrique.
Déﬁnition de l'anneau de Chow
Soit X une variété projective complexe lisse de dimension g. Lorsqu'il y a besoin, nous
utiliserons une notation en indice Ti pour faire référence à la dimension, et en exposant T i pour
la codimension. Ainsi, on notera Zi(X) le groupe des cycles de dimension i, c'est-à-dire le Z-
module libre engendré par les sous-variétés irréductibles de X de dimension i. Considérons le
produit X × P1 muni des projections
X × P1
prX
{{ww
ww
ww
ww
w
pr
P1
##G
GG
GG
GG
GG
X P1
Pour toute sous-variété irréductible V de X × P1 de dimension i + 1 sur laquelle la projection
prP1 est dominante, on note :
V [t] = prX(pr
−1
P1
(t))
On appelle Rati(X) le sous-groupe de Zi(X) engendré par les cycles V [0]−V [∞] (où V parcourt
l'ensemble des sous-variétés décrites ci-dessus), et CHi(X) le quotient :
CHi(X) =
Zi(X)
Rati(X)
= CHg−i(X)
)
Deux éléments de Zi(X) égaux dans le quotient sont dits rationnellement équivalents. L'anneau
de Chow associé à X est alors déﬁni comme la somme directe :
CH(X) =
g⊕
i=0
CHi(X)
munie du produit d'intersection comme expliqué dans [Ful83]. L'anneau est alors gradué pour la
codimension, c'est-à-dire qu'on a pour tous i et j les inclusions :
CH i(X).CHj(X) ⊂ CH i+j(X)
Pour V sous-variété irréductible de X on note [V ] le cycle algébrique correspondant. Pour tout
sous-schéma V admettant la décomposition V1, . . . , Vn en composantes irréductibles, on note
[V ] =
∑
mi[Vi], où la multiplicité mi est déﬁnie comme la longueur de l'anneau OV,Vi .
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Morphismes.
Une application propre f : X → Y induit un morphisme entre les anneaux de Chow :
f∗ : CH(X)→ CH(Y ). L'image de la classe [V ] d'une sous-variété irréductible de X est nulle
si la dimension de f(V ) est strictement inférieure à celle de V . Si la dimension de l'image f(V )
égale celle de V , l'image de la classe est la classe de l'image à un coeﬃcient entier près :
f∗([V ]) = [C(V ) : C(f(V )]
Ce coeﬃcient peut s'écrire comme le degré d'une extension de corps. C'est également le nombre
d'antécédents d'un point générique de f(V ) par f dans V .
SiX et Y sont deux variétés lisses projectives, notons à nouveau prX et prY les projections du pro-
duitX×Y surX et Y . Tout morphisme f : X → Y induit un pullback f∗ : CH(Y )→ CH(X).
En considérant le graphe Γf de f comme un élément de CH(X × Y ), on peut déﬁnir la classe
du pullback d'une sous-variété irréductible V de Y par :
f∗([V ]) = prX∗ (Γf .pr
−1
Y (V ))
On déﬁnit de façon similaire une autre classe de morphismes. Si X et Y sont deux variétés
projectives lisses, on appellera correspondance entre X et Y tout élément Γ de l'anneau de Chow
CH(X × Y ). Un tel élément Γ déﬁnit un morphisme :
Γ∗ : CH(X) −→ CH(Y )
x 7−→ prY ∗
(
prX
∗x . Γ
)
Equivalence algébrique.
Si on autorise à déformer non plus par P1 mais par toute courbe lisse projective, on parle
d'équivalence algébrique entre cycles, et de l'anneau des cycles modulo équivalence algébrique.
Précisément, pour toute courbe lisse projective T , et toute variété irréductible V de X × T se
projetant de façon dominante sur T , on déﬁnit pour tout point t de T :
V [t] = prX(prT
−1(p))
On note Algi(X) le sous-groupe de Zi(X) engendré par les cycles V [t]− V [t′] où T parcourt les
courbes lisses projectives , V les sous-variétés décrites plus-haut, et t et t′ les points de T . On
déﬁnit :
Ai(X) =
Zi(X)
Algi(X)
=
(
Ag−i(X)
)
et
A(X) =
g⊕
i=0
Ai(X)
l'anneau des cycles modulo équivalence algébrique. Cet anneau est décrit dans [Ful83] au para-
graphe 10.3. Les pullback et les pushdown associés à des morphismes convenables décrits plus
hauts induisent des morphismes entre anneaux des cycles modulo équivalence algébrique. On
déﬁnit de même les correspondances et les applications qui leur sont associées.
Dans tout le document, l'anneau de Chow et l'anneau des cycles modulo équivalence algébrique
seront considérés tensorisés par Q, c'est-à-dire que l'on notera encore CH(X) pour CH(X)
⊗
ZQ
et A(X) pour A(X)
⊗
ZQ.
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1.2 Cycles sur une variété abélienne.
Supposons à partir d'ici que X est une variété abélienne dont on note m le morphisme
d'addition : m : X × X → X. On peut déﬁnir un deuxième produit sur A(X), le produit de
Pontryagin, qui sera noté ∗. Avec pr1 et pr2 les deux projections de X ×X sur X, on le déﬁnit
par la relation :
x ∗ y = m∗(pr∗1x.pr∗2y)
Si V et V ′ sont deux sous-variétés irréductibles de X, le produit de Pontryagin correspond à
l'addition en ce sens que :
[V ] ∗ [V ′] = degm|V×V ′ [V + V ′]
Les homothéties x 7→ kx (également notées k) induisent des endomorphismes k∗ et k∗ de CH(X).
Arnaud Beauville a démontré dans [Bea86] que ces endomorphismes se diagonalisent simultané-
ment :
Théorème 1.1 (Beauville 1986) Pour tout entier p on a la décomposition de CHp(X) en es-
paces propres pour les opérateurs k∗ et k∗ :
CHp(X) =
i=p⊕
i=p−g
CH
p
(i)(X)
où α ∈ CHp(i)(X) si et seulement si pour tout k de Z les relations équivalentes qui suivent sont
vériﬁées :
k∗α = k2p−iα
k∗α = k
2g−2p+iα.
Pour éviter toute confusion avec la notation réservée à la dimension, l'indice relatif à la valeur
propre est noté entre parenthèses (i). L'indexation des espaces propres a été choisie de façon
telle que la conjecture suivante s'énonce simplement : seuls les espaces propres CHp(i)(X) pour i
positifs interviennent dans la décomposition.
Conjecture 4 CHp(i)(X) = 0 pour i < 0
La conjecture est vériﬁée lorsque la codimension p vaut 0, 1, g − 2, g − 1 ou g (voir [Bea86]
proposition 3).
La démonstration du théorème (1.1) donnée dans [Bea86] s'appuie sur la transformation de
Fourier déﬁnie entre l'anneau de Chow d'une variété abélienne et celui de sa duale. Nous no-
terons Xˆ la variété abélienne duale de X. On désignera par L le ﬁbré de Poincaré, élément de
Pic(X × Xˆ), et par l sa classe dans CH1(X × Xˆ). La transformation de Fourier que l'on notera
F est la correspondance associée au cycle el =∑2gi=0 lii! , soit :
F : CH(X) −→ CH(Xˆ)
x 7−→ pr
Xˆ∗
(prX
∗x.el)
Les propriétés de cette transformation sont étudiées dans [Bea83]. Il y est par exemple démontré
que F échange les deux produits :
F(x ∗ y) = F(x).F(y) et
F(x.y) = (−1)gF(x) ∗ F(y)
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Pour tout variété abélienneX, on a une identiﬁcation entre ˆˆX etX. En suivant cet isomorphisme,
on peut déﬁnir la transformée de Fourier de Xˆ dans X : Fˆ : Xˆ → X. La composée des
transformées de Fourier est une involution :
Fˆ ◦ F = (−1)g ◦ (−1)∗
Enﬁn, la démonstration du théorème de décomposition (1.1) fait apparaître le résultat suivant :
F(CH i(s)(X)) = CHg−i+s(s) (Xˆ)
D'après ce qui précède, la conjecture énoncée plus haut en termes d'annulation d'espace propres
est équivalente à la conjecture Fp explicitée dans [Bea83] :
Conjecture 5 (Conjecture Fp) Pour tout entier p vériﬁant 0 ≤ p ≤ g on a l'inclusion :
F(CHp(X)) ⊂
⊕
q≥0
CHg−p+q(Xˆ)
Tous les résultats annoncés ci-dessus pour les anneaux de Chow de variétés abéliennes restent
valables pour les anneaux des cycles modulo équivalence algébrique. On utilisera de même la
notation Ap(i)(X) pour désigner les cycles algébriques α de Ap(X) vériﬁant pour tout k de Z
l'égalité k∗α = k2p−iα.
1.3 Cycles sur la jacobienne d'une courbe.
Pour étudier la décomposition annoncée au théorème (1.1) nous considérerons dans ce travail
le cas où X est la jacobienne d'une courbe lisse projective C de genre g supérieur ou égal
à 1. Rappelons que la jacobienne JC d'une telle courbe est déﬁnie comme le noyau Pic0(C)
de l'application degré déﬁnie sur le groupe de Picard de C. Autrement dit, la jacobienne de C
correspond aux diviseurs de degré 0modulo équivalence linéaire et elle paramètre, à isomorphisme
prés, les ﬁbrés en droites sur C de degré 0. Les théorèmes d'Abel et de Jacobi assurent que la
jacobienne est isomorphe au groupe H
0(C,ωC)
∗
H1(C,Z)
, si ωC désigne le ﬁbré canonique et si on injecte
le groupe H1(C,Z) dans H0(C,ωC)∗ en intégrant sur les chemins :
i : H1(C,Z) −→ H0(C,ωC)∗
γ 7−→ (ω 7→ ∫
γ
ω
)
Cette bijection fait apparaître la structure de tore complexe de la jacobienne. On sait depuis
Riemann qu'elle est également une variété projective. La notation Cn sera réservée pour le
produit symétrique de la courbe C. On représentera les éléments de Cn par des diviseurs eﬀectifs
de degré n. A un diviseur D de degré 0, on associera sa classe D dans Pic0(C). Tout choix d'un
point Dn de Cn induit alors un morphisme :
un : Cn −→ JC
D 7−→ D −Dn
Le morphisme u1 induit un isomorphisme u∗1 entre la variété jacobienne d'une courbe et sa duale.
En suivant cet isomorphisme, la transformée de Fourier devient un automorphisme :
F : CH(JC) −→ CH(JC)
x 7−→ Fx
On déﬁnit à translation près les variétés Wi = W g−i comme les images ui(Ci) dans JC. Le
diviseur Wg−1 est appelé theta-diviseur et également noté Θ. On note θ sa classe dans l'anneau
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de Chow ou modulo équivalence algébrique selon le contexte, tout comme on note wi = wg−i les
classes des variétés Wi. On remarquera que modulo équivalence algébrique, les cycles correspon-
dants ne dépendent pas du choix des morphismes ui.
On sait que u1 est un plongement. On notera encore C pour u1(C) = w1. Sa classe déﬁnit
un élément de CHg−1(JC) auquel on peut appliquer la décomposition (1.1) en tenant compte
du fait que pour les cycles de codimension g − 1 seuls les espaces CHg−1(i) (JC) pour i ≥ 0
interviennent :
[C] = C(0) + C(1) + . . .+ C(g−1) où C(i) ∈ CHg−1(i) (JC) (1.1)
On notera de même la décomposition dans
⊕g−1
i=0 A
g−1
(i) (C).
Cette décomposition conduit naturellement à la question de la nullité des C(i). Sont explici-
tés dans le paragraphe qui suit (1.4) les résultats connus de non-nullité des C(i) lorsque i est
petit (i ≤ 2) valables pour les courbes génériques. Dans le paragraphe (1.5), on esquisse la dé-
monstration d'un théorème d'Elisabetta Colombo et Bert Van Geemen établissant la nullité des
composantes C(i) pour i ≥ d− 1 lorsque C est un revêtement de P1 de degré d.
Les espaces propres CHp(i) sont en somme directe ; il n'existe donc pas de relation linéaire non
triviale entre des composantes C(i) non nulles. La question se pose en revanche de déterminer
les relations entre les produits de Pontryagin de ces composantes. On rappelle au paragraphe 1.6
qu'Alexander Polishchuk a calculé pour chaque genre possible un système de telles relations.
1.4 Résultats connus de non nullité des C(i).
1.4.1 Résultats génériques.
La composante C(0) est non nulle
Enonçons un premier résultat de non-nullité valable pour toute courbe :
Théorème 1.2 Soit C une courbe lisse projective de genre g ≥ 1. On a :
C(0) 6= 0 dans Ag−1(0) (JC)
Rappelons que la classe d'homologie de C(0) égale celle de C, laquelle est non nulle. On peut
également utiliser la transformation de Fourier . D'après [Bea04] on a l'égalité modulo équivalence
algébrique :
F(C(0)) = −θ
qui permet également de conclure.
La composante C(1) est génériquement non nulle
Théorème 1.3 Pour une courbe C générique de genre g ≥ 3 on a :
C(1) 6= 0 dans Ag−1(1) (JC)
En suivant à nouveau [Bea04] on calcule la transformée de Fourier de C(1) :
F(C(1)) = w2 −
1
2
θ2
Si C(1) était nulle on aurait θ2 proportionnel à u2(C2). Comme θ est invariant par (−1)∗ , w2 le
serait également. Or Ceresa démontre dans [Cer83] que pour tout entier k vériﬁant 2 ≤ k ≤ g−2
la classe wk n'est pas proportionnelle à (−1)∗wk pour une courbe générique de genre g ≥ 3.
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La composante C(2) est génériquement non nulle
Najmuddin Fakhruddin énonce dans [Fak96] des résultats de non-nullité des groupes de Grif-
ﬁths, groupes des cycles homologiquement nuls modulo équivalence algébrique. Le corollaire 4.6
de [Fak96] a pour conséquence le résultat suivant :
Théorème 1.4 Pour une courbe C générique de genre g ≥ 11 on a :
C(2) 6= 0 dans Ag−1(2) (JC)
1.4.2 Résultats pour les courbes lisses planes
Théorème 1.5 Soit C une courbe lisse plane générique de degré d. On a dans CHg−1(JC) :
C(i) 6= 0 pour 0 ≤ i ≤ d− 3
Ce théorème est une conséquence d'un résultat d'Atsuchi Ikeda énoncé dans [Ike03]. Les équa-
tions :
Fs = z
d
0 + z
d
1 + z
d
2 +
m∑
i=1
siz
di
1 z
d−di
2
avec 2 ≤ d1 < d2 . . . < dm ≤ d− 2
(
et donc m ≤ d− 3)
déﬁnissent une famille de courbes planes lisses Cs de degré d. Des sous-variétés Wl de JCs leur
sont associées comme expliqué dans la sous-section 1.3. Si l'élément s de Cm est choisi de façon
telle que les si soient algébriquement indépendants sur Q, alors pour tous ν et l vériﬁant
1 ≤ ν ≤ m et
1 ≤ l ≤ d− 2− ν
le théorème 4.2 de [Ike03] implique que la composante de Wl dans CHg−l(ν) (JCs) est non nulle. En
particulier, la composante de Cs est non nulle dans CHg−1(ν) (JCs) pour ν vériﬁant l'encadrement
1 ≤ ν ≤ d− 3. On en déduit le résultat annoncé.
1.5 Théorème d'annulation pour les revêtements de P1
1.5.1 Théorème d'Elisabetta Colombo et Bert Van Geemen
Les résultats précédents concernent les courbes génériques de genre g. Elisabetta Colombo et
Bert Van Geemen donnent dans [CvG93] un résultat d'annulation pour les courbes en fonction
du degré des revêtements qu'elles admettent :
Théorème 1.6 Soit C un revêtement de P1 de degré d. On a dans Ag−1(JC) :
C(i) = 0 pour i ≥ d− 1.
Notons G le système linéaire associé au revêtement Φ de P1. C'est la partie de Cd dont les
éléments sont les pullback par Φ des points de P1. Pour tout entier n vériﬁant 1 ≤ n ≤ d on peut
considérer la partie de Cn des diviseurs subordonnés à un diviseur de G (c'est-à-dire des diviseurs
D de Cn que l'on peut compléter à l'aide d'un diviseur de Cd−n en un diviseur de G). Les auteurs
déﬁnissent les surfaces Sn = Gn×C sur lesquelles homologie et équivalence algébrique des cycles
de dimension 1 coïncident (cf [Ful83] 19.3.1 ). Tout morphisme Ψ : Sn → JC permet alors
de déduire à partir des relations entre cycles homologiques de dimension 1 sur Sn des relations
entre cycles dans Ag−1(JC). Elisabetta Colombo et Bert Van Geemen calculent ainsi les classes
algébriques des pushdown un∗[Gn] en fonction des images de C par les homothéties :
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Théorème 1.7 Pour tout entier n vériﬁant 1 ≤ n ≤ d on a l'égalité dans Ag−1(JC) :
un∗[Gn] =
n∑
i=1
(−1)i−1
i
(
d
n− i
)
i∗C
On peut déduire de cette formule des relations entre les correspondances Γn, classes dans A(JC×
JC) des graphes des homothéties n : x 7→ nx. Notons pii les classes des correspondances asso-
ciées aux projecteurs sur les espaces propres
⊕g
p=0 A
p
(i). Elisabetta Colombo et Bert van Geemen
montrent la nullité des cycles pii∗C pour i ≥ d− 1 en les exprimant en fonction des cycles Γn∗C.
La théorie de Brill-Noether donne des conditions suﬃsantes pour qu'une courbe de genre g
admette des systèmes linéaires de degré d et de dimension r (on peut par exemple consulter le
chapitre V de [ACGH85]) . Pour tout entier d supérieur ou égal à g+12 , une courbe générique
admet un revêtement de P1 de degré d. Avec ce qui précède :
Théorème 1.8 Avec C de genre g et d le plus petit entier supérieur ou égal à g+12 , on a dans
A
g−1
(i) (JC) :
C(i) = 0 pour i ≥ d− 1
Démonstration du théorème 1.6 à partir du théorème 1.7
Les raisonnements esquissés dans ce paragraphe seront détaillés dans le chapitre III. Le pré-
sent travail est articulé autour (d'une généralisation) de la formule 1.6. On propose dans ce texte
une autre façon de calculer les classes des cycles un∗[Gn] et d'exploiter ces calculs pour en déduire
des relations entre les cycles C(i).
Reconsidérons le cas d'une courbe C revêtement de P1 de degré d. On peut remarquer que
l'image du système linéaire Gd = G par ud est un point dans la jacobienne (en eﬀet, tous les
diviseurs de G sont linéairement équivalents ). Par déﬁnition du pushdown (1.1) on a ud∗[Gd] = 0.
En utilisant la formule 1.6 on obtient :
d∑
i=1
(−1)i−1
i
(
d
i
)
i∗C = 0 dans Ag−1(J) (1.2)
En remplaçant C par sa décomposition, et en explicitant l'action des opérateurs sur celle-ci :
i∗C = i
2C(0) + . . .+ i
g+1C(g−1)
on obtient après regroupement des termes, projection sur les espaces propres et calculs la relation
suivante :
g−1∑
i=0
(
(−1)dd!{i+1d }
)
C(i) = 0
où l'expression {i+1d } désigne le nombre de Stirling de deuxième espèce, c'est-à-dire le nombre
de partitions d'un ensemble à i+ 1 éléments en d parties non vides. Ce nombre est non nul dès
que i + 1 est supérieur ou égal à d, c'est-à- dire dès que i ≥ d − 1. On en déduit le résultat
d'annulation du théorème 1.6
Dans le cas où C admet un système linéaire G de plus grande dimension r ≥ 1, nous propo-
sons une expression de la classe ud∗[G] qui généralise 1.7. On calcule en fait par récurrence les
expressions des classes [Gn] dans An−r(Cn) en fonction des diagonales généralisées. En écri-
vant à nouveau ud∗[G] = 0 on en déduit des relations nouvelles entre les classes algébriques des
composantes C(i).
22 Cadre
1.6 Relations de Polishchuk dans l'anneau tautologique.
Déﬁnition de l'anneau tautologique.
On appelle anneau tautologique la plus petite sous-algèbre de A(JC) contenant C qui soit
stable par les produits d'intersection et de Pontryagin, ainsi que par les opérateurs k∗ et k∗. On
note R cet anneau, et Rp(i) pour les intersections : R
p
(i) = R ∩ Ap(i)(JC). L'anneau tautologique
est étudié par Arnaud Beauville dans [Bea04]. Il y démontre que R est le plus petit sous-espace
vectoriel de A(JC) contenant C et stable par le produit de Pontryagin. C'est également le plus
petit sous-espace de A(JC) contenant C = w1, w2, . . . ,wg et stable par intersection (ce qui
montre que R est de dimension ﬁnie).
Lien entre deux façons de décrire l'anneau tautologique.
Il est possible de relier les deux descriptions. Soit λg−a1λg−1+ . . .+(−1)gag un polynôme en
une indéterminée λ sur un anneau A. Tout polynôme en ses racines λi invariant par l'action du
groupe symétrique Sg s'exprime à partir des polynômes symétriques élémentaires en les racines :
λ1, . . . , λg. On déﬁnit ainsi les polynômes de Newton :
Nk =
1
k!
g∑
i=1
λki
en les racines λi de
λg − λg−1w1 + . . .+ (−1)gwg
D'après ce qui précède, pour tout k la classe Nk est un polynôme en w1, . . . et wk, et récipro-
quement, wk est un polynôme en N1, . . . , Nk.
Le résultat :
F(C(k)) = −Nk+1
est démontré dans [Bea04] Il est également montré que l'anneau R est bigradué, c'est-à-dire que :
R =
⊕
0≤p≤g
0≤i≤p
R
p
(i)
D'après ce qui précède, l'anneau R peut être décrit à partir du produit de Pontryagin :
R =
Q[C(0), . . . , C(g−1)]
R
ou à partir du produit d'intersection :
R =
Q[N1, . . . , Ng]
FR
avec R qui désigne les relations entre les composantes C(i) pour le produit de Pontryagin et FR
les relations entre les N i pour le produit d'intersection.
Relations d'Alexander Polishchuk
Alexander Polishchuk propose dans [Pol] pour chaque entier g un système de relations va-
lable pour toutes les courbes de genre g dans A(JC). L'espace vectoriel qu'elles engendrent est
un idéal qu'il note Ig . Cet idéal est également stable par transformation de Fourier, ce qui amène
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l'auteur à penser qu'il est complet pour les courbes génériques.
La description de ces relations nécessite quelques notations. Pour tous les entiers 1 ≤ k, 0 ≤
d ≤ k − 1 et n1, . . . , nk supérieurs à 1, et pour toutes les partitions {I1, . . . , Im} de {1, . . . , k}
avec m tel que −d+ k ≤ m ≤ g − d+ k −∑ki=1 ni, il note :
b(I) =
(ni1 + . . .+ nis)!
ni1 ! . . . nis !
et
d(I) = ni1 + . . .+ nis − s+ 1
Il utilise également la notation pi pour décrire les cycles de l'anneau tautologique :
pi = F(C(i−1)) c'est-à-dire que pi = −N i
On a alors :
R =
Q[p1, . . . , pg]
FR
Théorème 1.9 (Polishchuk, Théorème 0.1) Pour tous les entiers vériﬁant les conditions
données ci-dessus, on a la relation suivante dans A(JC), où la somme est prise sur les partitions
de {1, . . . , k} sans tenir compte de l'ordre :
∑
I1⊔...⊔Im={1,...,k}
(
m−1
d+m−k
) b(I1)...b(Im)
(g−d+m+k−
Pk
i=1 ni)!
p
g−d+m+k−
Pk
i=1 ni
1 pd(I1) . . . pd(Im) = 0
Alexander Polishchuk calcule également l'action de la transformée de Fourier sur les monômes :
Théorème 1.10 (Polishchuk, Théorème 0.4) La formule ci-dessous décrit l'action de la
transformation de Fourier sur les monômes en les pi. La somme est prise comme ci-dessus sur
les partitions non ordonnées de {1, . . . , k} :
F(pn1pn1 . . . pnk) = (−1)nn!
∑
I1⊔...⊔Im={1,...,k}
b(I1)...b(Im)
(g−d−m+k−
Pk
i=1 ni)!
p
g−d+m+k−
Pk
i=1 ni
1 pd(I1) . . . pd(Im)
On a vu plus haut (1.8) que le théorème 1.6 impliquait la nullité des C(i) pour i ≥ g+12 . Cette
annulation se déduit en fait des relations ci-dessus.
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Chapitre 2
Calcul de la classe d'un système linéaire
Supposons que la courbe C admette un système linéaire de dimension r et de degré d, sans
point de base. L'objectif de ce chapitre est le calcul de la classe de ce système linéaire considéré
comme sous-variété du produit symétrique Cd. Ce calcul peut s'eﬀectuer en calculant successi-
vement les classes des systèmes linéaires tronqués Gk. Les théorèmes 2.8 et 2.10 expriment ces
classes respectivement dans l'anneau de Chow et l'anneau des cycles modulo équivalence algé-
brique.
Les deux premières sections de ce chapitre introduisent le vocabulaire nécessaire pour expri-
mer et démontrer la formule de récurrence. Quelques calculs de classes sont également eﬀectués.
Les troisième et quatrième sections exposent la démonstration de la formule de récurrence entre
les classes [Gk]. On en déduit dans la cinquième section une expression de ces classes en fonction
de celles des diagonales généralisées. Enﬁn, on simpliﬁe cette expression dans A(JC) à la sixième
section.
2.1 Systèmes linéaires et systèmes linéaires tronqués.
2.1.1 Systèmes linéaires.
Pour tout diviseur D sur C, le système linéaire complet |D| est l'ensemble des diviseurs
eﬀectifs linéairement équivalents à D. Ces diviseurs sont les zéros (comptés avec multiplicités)
des sections globales du ﬁbré en droites naturellement associé à D. Comme C est compacte, deux
sections déﬁnissent le même diviseur si et seulement si elle sont proportionnelles. Le système
linéaire complet |D| est alors paramétré par un espace projectif :
|D| ⋍ PH0(C,O(D))
Toute partie de |D| correspondant à un sous-espace projectif de dimension r est appelée système
linéaire de dimension r. Le degré du système linéaire est le degré de chacun de ses diviseurs. La
notation grd permettra d'abréger l'expression "système linéaire de dimension r et de degré d".
Un point p de C est dit point de base d'un système linéaire s'il apparaît dans chacun de ses
diviseurs.
Soit G un grd sans point de base associé à un sous-espace projectif PV de PH0(C,O(D)). On
peut associer à tout point p de C l'hyperplan projectif de PV des sections s'annulant en p, et
obtenir ainsi une application :
Φ : C → P(V )∗
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A tout choix d'une base (s0, . . . , sr) de V on peut associer naturellement une base de P(V ∗), et
exprimer Φ à l'aide des coordonnées homogènes dans cette base :
Φ : C −→ Pr
p 7−→ [s0(p) : . . . : sr(p)]
Réciproquement, tout morphisme Φ de la courbe C dans l'espace projectif Pr dont l'image
n'est contenue dans aucun hyperplan déﬁnit un système linéaire de dimension r sans point de
base. Les diviseurs en sont les pullback par Φ des hyperplans projectifs de Pr.
Pour tout diviseur E de Ck avec 1 ≤ k ≤ d on peut également considérer la partie G(−E)
de Cd−k des diviseurs auxquels il manque le diviseur E pour appartenir à G :
G(−E) = { D ∈ Cd−k | D + E ∈ G } (2.1)
Ces diviseurs sont linéairement équivalents et correspondent à un sous-espace projectif de PV ,
celui des sections s'annulant sur E.
2.1.2 Systèmes linéaires tronqués.
Soit G un grd sur une courbe C. On peut considérer G comme une partie de Cd. On peut
également pour tout entier n vériﬁant r ≤ n ≤ d considérer la partie de Cn des diviseurs du
système linéaire tronqué :
Déﬁnition 1 Pour tout entier n tel que r ≤ n ≤ d, on note :
Gn = {D ∈ Cn | ∃ E ∈ Cd−n, D +E ∈ G}
Les parties Gn sont munies d'une structure de variété déterminantale de dimension r. On peut
lire la description de cette structure dans [ACGH85] (lemme VIII.3.2).
Bien sûr, Gd est le système linéaire G. Ce chapitre a pour objet de calculer la classe de G
dans CHg−r(Cd) en fonction de celles de diagonales généralisées δi1,...,ir c'est-à-dire des variétés :
{i1x1 + . . .+ irxr + o1 + . . .+ od−P ik}
La méthode proposée s'appuie sur la formule de récurrence 2.3 liant pour tout n les classes [Gk]
pour k variant de r à n.
Morphisme d'addition σn
On note pour tout n entier strictement positif σn : Cn → Cn le morphisme naturel d'addition.
Il sera en fait plus simple de calculer les classes σ∗k[Gk]. Comme les σk sont des morphismes ﬁnis
de degré k!, on conclura avec la formule de projection : σk∗ σk∗ = k! idCH(Ck)
Variétés Gk pour k plus petit que r
Pour tout k entier vériﬁant 1 ≤ k ≤ r on a Gk = Ck. En eﬀet, considérons x1 + . . . + xk
un élément de Ck tel que les éléments du support xi soient deux à deux distincts. Il existe un
hyperplan H de Pr passant par les images de ces k points par Φ. Le pullback Φ∗H est un diviseur
de G. Le diviseur x1 + . . . + xk lui est subordonné, et déﬁnit donc bien un élément de Gk. Un
élément générique de Ck est donc dans Gk. En passant à l'adhérence on a l'égalité voulue entre
les deux ensembles.
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2.2 Descriptions de quelques variétés et morphismes.
On déﬁnit dans le premier paragraphe les variétés ∆I1 . . .∆IrOA1o1 . . . OAsos en fonction de la
classe desquelles on souhaite exprimer la classe du système linéaire G (théorème 2.8). L'intérêt
est que leur image (par un) dans la jacobienne s'écrit en fonction des produits de Pontryagin des
images par les homothéties i∗C de la courbe C.
On déﬁnit dans les autres paragraphes les morphismes et les variétés nécessaires pour énon-
cer la relation de récurrence 2.3. Il s'agit des morphismes de copie ΨP et de la variété HnPr des
n-uplets de points de Pr sur un même hyperplan. Dans l'optique de la démonstration du théorème
2.8 on calcule la classe de HnPr dans l'anneau de Chow.
2.2.1 Variétés diagonales ∆I1 . . .∆IrOA1o1 . . . OAsos
Si A est une partie de {1, . . . , n}, on note ∆A la sous-variété des x de Cn tels que xa = xa′
pour tout couple (a, a′) de A2. pour tout point o de C, on notera OAo la sous-variété des x de Cn
tels que xa = o pour tout a de A. Pour des parties disjointes I1, . . . , Ir, A1, . . . , As de {1, . . . , n},
et des points o1, . . . , os on notera ∆I1 . . .∆IrOA1o1 . . . OAsos pour l'intersection des variétés ∆A1 , ...,
∆Ak et OA1o1 , . . . , OAsos .
On associera à des entiers i1, . . . , ir de somme m la sous-variété δi1,...,ir de Cm des diviseurs
de la forme i1x1 + . . .+ irxr où les xi sont dans C.
2.2.2 Morphisme Ψ de Ck dans Cn.
Il sera commode d'appeler k-partition de X toute partition de X en k parties non vides.
Lorsqu'on ordonne ces k parties, on parle de k-partitions ordonnées. Lorsqu'on ne précise pas,
une partition est considérée sans ordre.
Associons à une partition ordonnée (A1, . . . , Ak) de {1, . . . , n} le morphisme :
Ψ(A1,...,Ak) : C
k −→ Cn
x 7−→ y
où yi = xj pour l'unique j tel que i ∈ Aj . Par exemple, on a les morphismes :
Ψ{1,2} : C −→ C2
x 7−→ (x, x)
et
Ψ({1,2},{3}) : C
2 −→ C3
(x, y) 7−→ (x, x, y)
Si une partie V de Ck est stable par Sk, on peut déﬁnir pour toute partition (A1, . . . , Ak) de
{1, . . . , n} son image par Ψ(A1,...,Ak) indépendamment de l'ordre des Ai, c'est-à-dire que pour
toute permutation τ ∈ Sk, on a :
Ψ(A1,...,Ak)(V ) = Ψ(Aτ.1,...,Aτ.k)(V ) (2.2)
L'image ne dépend que de la partition P = {A1, . . . , Ak} choisie, et on peut convenir de la noter
ΨP(V ). Pour autant, ΨP ne déﬁnit pas un morphisme, et on ne peut a priori pas écrire ΨP∗[V ].
Mais comme à toute partition P on peut associer k! partitions ordonnées P ′ qui sont telles que
ΨPV = ΨP ′V , et comme ΨP ′ est un isomorphisme sur son image, on a les égalités entre cycles :
[ΨPV ] = ΨP ′∗[V ] et
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[ΨPV ] =
1
k!
∑
P ′ k-partition ordonnées
associées à P
ΨP ′∗[V ] (2.3)
En particulier pour les sous-variétés σ−1k Gk de Ck, on peut déﬁnir pour toute partition P de
{1, . . . , n} en k parties non vides son image par ΨP et utiliser les formules pour les cycles ci-
dessus.
2.2.3 Variété des points projectifs sur un même hyperplan HnPr
On notera HnPr l'ensemble des éléments de (Pr)n dont les composantes sont sur un même
hyperplan projectif. ( Si r = 1, Hn
P1
correspond à la diagonale dans (P1)n.) On calcule dans ce
numéro sa classe dans l'anneau de Chow. Rappelons que l'anneau de Chow de l'espace projectif
Pr s'exprime en fonction de la classe h d'un hyperplan projectif quelconque : CH(Pr) = Q[h]
(hr+1)
(on
consultera par exemple la proposition 8.4 à la page 145 de [Ful83] ). On sait également décrire
l'anneau de Chow du produit d'une variété non-singulièreX avec un tel espace projectif : CH(X×
Pr) ≃ CH(X)⊗ CH(Pr) (proposition 8.3.7 à la page 141 de [Ful83]). On en déduit :
CH((Pr)n) ≃ Q[h1, . . . , hn]
(hr+11 , . . . , h
r+1
n )
où hi correspond à la classe d'un hyperplan dans l'espace projectif en position i. On peut alors
énoncer le
Théorème 2.1 Pour tous r et n entiers non nuls vériﬁant r ≤ n , HnPr est une sous-variété
irréductible de (Pr)n. Avec l'identiﬁcation CH((Pr)n) ≃ Q[h1,...,hn]
(hr+11 ,...,h
r+1
n )
sa classe algébrique vaut :
[HnPr ] =
∑
I⊂{1,...,n}
#I=n−r
(∏
a∈I
ha
)
Soit (x1, . . . , xn) un élément de (Pr)n . Si on note (xij)j∈{1,...,r} les coordonnées homogènes de xi,
on a (x1, . . . , xn) dans HkPr si et seulement si la matrice (xij) 1≤i≤n
0≤j≤r
est de rang inférieur ou égal
à r. C'est le cas si et seulement si tous ses mineurs r × r sont nuls, et HnPr est donc bien une
partie fermée de (Pr)n. Notons Mrg≤rr+1,r+1 l'ensemble des matrices de Mr+1,r+1 de rang inférieur
ou égal à r. Si on note J la matrice de Mn,r+1 :
J =
(
Ir 0
0 0
)
Mrg≤rr+1,r+1 est exactement l'image de l'application
Mn,n ×Mr+1,r+1 −→ Mn,r+1
(A,B) 7−→ AJB
et est donc une variété irréductible. Notons alors pi la surjection naturelle pi : Cr+1 \ {0} → Pr et
F le fermé deMrg≤rr+1,r+1 ensemble des matrices dont au moins une colonne est nulle.Mrg≤rr+1,r+1\F
est irréductible (car tout ouvert d'une variété irréductible est irréductible). Enﬁn, HkPr est irré-
ductible car image par pi×n de Mrg≤rr+1,r+1 \ F .
La méthode utilisée dans le calcul de la classe de HnPr qui suit m'a été communiquée par
Claire Voisin. Considérons la variété d'incidence I = {(x,H) ∈ Pr × Pr∗ | x ∈ H}. A toute
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base B de Cr+1 on peut associer une base duale B∗. De telles bases induisent des systèmes de
coordonnées de Pr et Pr∗ respectivement. Si ([x0 : . . . : xr], [a0 : . . . ar]) représente un élément de
Pr × Pr∗ dans ces systèmes de coordonnées, I a pour équation ∑ aixi = 0. L'hypersurface I de
Pr × Pr∗ est donc de bidegré (1, 1).
Considérons maintenant la variété d'incidence I = {(x1, . . . , xn,H) | ∀i ∈ {1, . . . , n} xi ∈
H}, la projection pi sur (Pr)n et pour tout i de {1, . . . , n} la projection pri sur l'espace Pr × Pr∗
qui à (x1, . . . , xn,H) associe (xi,H) :
I ⊂ (Pr)n × Pr∗
pi
||zz
zz
zz
zz
zz
zz
zz
zz
zz
pri
!!B
BB
BB
BB
BB
BB
BB
BB
BB
(Pr)n Pr
On a HnPr = pi(I) et I est l'intersection transverse
⋂n
i=1 pr
−1
i (I). Si on suit l'isomorphisme :
CH((Pr)n × Pr∗) ≃ Q[h1, . . . , hn, h]
(hr+11 , . . . , h
r+1
n , hr+1)
où hi correspond à la classe d'un hyperplan de l'espace projectif en position i, et h à la classe
d'un hyperplan de Pr∗, on a dans CHnr−n+r((Pr)n × Pr∗) l'égalité :
[I] =
n∏
i=1
(hi + h) (2.4)
Enﬁn, pour tous sous espaces projectifs V1, . . . , Vn de Pr et W de Pr∗, on a l'image par pi de
V1× . . . Vn×W qui est V1× . . . Vn. La dimension est conservée si et seulement si W est un point
projectif. Prendre le pullback par pi∗ revient donc à extraire le coeﬃcient en hr dans le produit
(2.4), et on en déduit la formule annoncée.
2.3 Lien entre les ensembles HnPr et Gk.
On notera désormais Φn pour le morphisme :
Φn : Cn −→ (Pr)n
(x1, . . . , xn) 7−→
(
Φ(x1), . . . ,Φ(xn)
)
On établit dans ce paragraphe un lien entre l'image réciproque de HnPr par l'application Φn et
les Gk pour k variant de 1 à n :
Théorème 2.2
(Φn)−1HnPr =
n⋃
k=r
⋃
P k−partition
de {1,...,n}
ΨP(σ
−1
k Gk)
Cette relation permettra à la section suivante de déterminer par récurrence la classe du cycle
[Gn] dans CH(Cn). On décrit en 2.3 l'image réciproque ensembliste (Φn)−1HnPr et on explique
en 2.4.3 pourquoi les multiplicités qui apparaissent dans le pullback Φn∗[HnPr ] valent 1.
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Preuve
• Par déﬁnition de ΨP , σk et Gk, le terme de droite est inclus dans celui de gauche.
• Soit x ∈ (Φn)−1HnPr . Pour i et j deux éléments de l'ensemble {1, . . . , n}, nous noterons i ∼ j si
et seulement si xi = xj . On déﬁnit ainsi une relation d'équivalence. On en déduit une partition P
de {1, . . . , n} dont on notera k le cardinal. Si α1, . . . , αk sont des représentants de ces k parties,
on a les xαi distincts et d'images par Φ sur un même hyperplan. Donc (xα1 , . . . , xαk) est un
élément de σk−1Gk, et x est dans ΨP(σk−1Gk). On a alors la première égalité :
(Φn)−1HnPr =
n⋃
k=1
⋃
P k−partition
de {1,...,n}
ΨP(σk
−1Gk)
Mais on peut montrer que pour tout k < r on a l'inclusion :
⋃
P k−partition
de {1,...,n}
ΨP(σk
−1Gk) ⊂
⋃
P r−partition
de {1,...,n}
ΨP(σk
−1Gk) (2.5)
• En eﬀet, pour k ≤ r, on sait que Gk = Ck (voir 2.1.2), et donc que σ−1k Gk = Ck . Comme
⋃
P k−partition
de {1,...,n}
ΨP(C
k)
est l'ensemble des éléments de Cn avec au plus k composantes distinctes, on a pour tout k ≤ r
l'inclusion
⋃
P k−partition
de {1,...,n}
ΨP(C
k) ⊂
⋃
P r−partition
de {1,...,n}
ΨP(C
r)
d'où l'égalité annoncée dans le théorème 2.2
2.4 Relation de récurrence entre les cycles [Gk]
On démontre ici une relation de récurrence entre les cycles [Gk] valable dans l'anneau de
Chow. Cette formule permet le calcul des cycles de la section suivante.
Théorème 2.3 Pour tout entier n ≥ r on a les égalités suivantes dans CH(Cn)
Φn∗[HnPr ] =
n∑
k=r
∑
P k−partition
de {1,...,n}
[ΨP(σk
−1Gk)]
Φn∗[HnPr ] =
n∑
k=r
1
k!
∑
P k−partition
ordonnée de {1,...,n}
ΨP∗(σk
∗[Gk])
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On montre d'abord que l'intersection Φ(C)n∩HnPr est réduite (dans les sous-sections 2.4.1 et
2.4.2) en considérant les espaces tangents, avant de montrer que l'image réciproque par Φn est
réduite également (dans la sous-section 2.4.3).
Pour montrer que l'intersection est réduite, on étudie dans la sous-section 2.4.2 les espaces
tangents à HnPr et à Φ(C)n, ainsi que leur somme. L'étude préliminaire de la sous-section 2.4.1
permet de vériﬁer qu'un point générique de l'intersection est un point lisse de chacune des deux
variétés considérées.
La première égalité du théorème 2.3 se déduit alors du théorème 2.2. La deuxième égalité
du théorème 2.3 se déduit de la première en comptant k! façons d'ordonner un ensemble à k
éléments.
2.4.1 Résultats préliminaires
Dimension de l'intersection Φ(C)n ∩HnPr
Théorème 2.4 L'intersection Φ(C)n ∩HnPr est pure de dimension r.
Preuve :
Les composantes irréductibles de l'intersection dans (Pr)n de deux variétés projectives de di-
mensions nr − (n − r) et n sont de dimensions supérieures ou égales à r. Considérons alors la
variété d'incidence I = {(y1, . . . , yn, H) ∈ Φ(C)n × (Pr)∗ | ∀i yi ∈ H} et les projections :
I ⊂ Φ(C)n × Pr∗
pr1
{{xx
xx
xx
xx
xx
xx
xx
xx
xx
pr2
!!D
DD
DD
DD
DD
DD
DD
DD
DD
D
Φ(C)n Pr∗
Comme la courbe Φ(C) est non dégénérée, la ﬁbre pr−12 (H) au dessus d'un point H de Pr∗
est de dimension 0. On majore ainsi la dimension de toute composante irréductible de I par r,
et donc de toute composante irréductible de pr1(I) = Φ(C)n ∩HnPr .
Espace engendré par les composantes d'un point générique de Φ(C)n ∩HnPr
Théorème 2.5 Pour un point p = (p1, . . . , pn) générique de l'intersection Φ(C)n ∩ HnPr les
composantes pi engendrent un espace projectif de dimension r − 1.
Preuve :
Si r vaut 1, la variété Hn
P1
est la diagonale {(x, . . . , x) ∈ (P1)n | x ∈ P1}. Comme l'image
de C par Φ est P1, l'intersection étudiée est cette diagonale. L'espace projectif engendré par les
composantes de tout élément de cette diagonale est un point projectif, donc de dimension 0. Si la
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dimension r est supérieure ou égale à 2, considérons V une composante irréductible de la variété
d'incidence I déﬁnie dans le numéro précédent. L'image par pr2 de V est Pr∗ (sinon V serait de
dimension strictement inférieure à r). On peut trouver r composantes qui sont distinctes deux à
deux sur un ouvert U de V , sinon on majorerait strictement la dimension de V par r. Citons le
théorème de position général comme il est énoncé dans la première section du troisième chapitre
de [ACGH85] :
Théorème de position générale. Soit Γ ⊂ Pr une courbe de degré d, irréductible, non dégé-
nérée, éventuellement singulière. Alors un hyperplan général rencontre Γ en d points, et r d'entre
eux sont linéairement indépendants.
Soit alors W un ouvert de Pr∗ correspondant à de tels hyperplans pour la courbe Φ(C) ⊂ Pr.
Sur l'ouvert U ∩ pr−12 (W ), les r composantes génériquement distinctes citées plus haut sont
linéairement indépendantes.
Transversalité de Φ(C) et de l'hyperplan associé à un point de Φ(C)n ∩HnPr
Théorème 2.6 Pour un point p = (p1, . . . , pn) générique de l'intersection Φ(C)n ∩ HnPr , on a
pour tout i ∈ {1, . . . , n} l'espace projectif tangent TpiΦ(C) qui coupe transversalement l'hyperplan
projectif engendré par les composantes pi.
Preuve :
L'ouvert U ∩ pr−12 (W ) d'une composante irréductible V de Φ(C)n ∩HnPr déterminé à la question
précdente convient. En eﬀet, les hyperplans cités dans le théorème de position générale coupent
la courbe Φ(C) en d points distincts, donc transversalement.
Sur chaque composante irréductible de Φ(C)n∩HnPr aucune projection n'est constante
Théorème 2.7 Pour toute composante irréductible V de Φ(C)n ∩HnPr , et tout entier i de l'en-
semble {1, . . . , n}, la ieme projection pri : (Pr)n → Pr n'est pas constante sur V .
Preuve :
Soit V une telle composante, et supposons pr1(V ) = y1. Montrons que la dimension de V
est majorée par r − 1, ce qui contredit le résultat du théorème 2.4. On note Pr∗y1 l'ensemble des
hyperplans de Pr passant par y1. On considére la variété d'incidence Iy1 = {(y1, . . . , yn,H) ∈
{y1} × Φ(C)n−1 × Pr∗y1 | ∀i yi ∈ H} ainsi que les projections :
Iy1 ⊂ {y1} × Φ(C)n−1 × Pr∗y1
pr1
wwppp
pp
pp
pp
pp
pp
pp
pp
pp
pp
pp
p
pr2
%%J
JJ
JJ
JJ
JJ
JJ
JJ
JJ
JJ
JJ
JJ
{y1} × Φ(C)n−1 Pr∗y1
La dimension de toute variété irréductible de Iy1 est majorée par r−1, car la ﬁbre au dessus d'un
point de Pr∗y1 est de dimension 0. La composante V qui est l'image par pr1 d'une composante
irréductible de Iy1 est donc également majorée par r − 1.
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2.4.2 Etude des espaces tangents
Déterminons tout d'abord l'espace tangent à la variété HnPr en un point p = (p1, . . . , pn)
de (Pr)n. Comme les pi sont sur un même hyperplan projectif, on peut choisir un système de
coordonnées tel que celles des points pi s'écrivent comme les colonnes de la matrice :


1 1
v11 v
n
1
. . . . . .
. . . . . . . . .
. . . . . .
v1r−1 v
n
r−1
0 0


Sur un voisinage de (p1, . . . , pr), les coordonnées du n-uplet s'écrivent :


1 1
v11 + ²
1
1 v
n
1 + ²
n
1
. . . . . .
. . . . . . . . .
. . . . . .
v1r−1 + ²
1
r−1 v
n
r−1 + ²
n
r−1
²1r ²
n
r


(2.6)
Elles correspondent à un élément de HnPr si et seulement si tous les mineurs (r+1)× (r+1)
de la matrice dont les colonnes sont les vecteurs ci-dessus sont nuls. Les termes de degré 1 en les
²ij sont donnés par les déterminants :
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 . . . . . . . . . . . . . . . 1
v
σ(1)
1 . . . . . . . . . . . . . . . v
σ(r+1)
1
. . .
. . .
v
σ(1)
r−1 . . . . . . . . . . . . . . . v
σ(r+1)
r−1
²
σ(1)
r . . . . . . . . . . . . . . . ²
σ(n)
r
∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.7)
pour toutes les applications injectives σ : {1 . . . r + 1} → {1, . . . , n} .
Les éléments de l'espace tangent correspondent aux vecteurs (²ij) i∈{1...n}
j∈{1...r}
de Cnr avec comme
condition sur les ²ir+1 que pour tout choix de r+ 1 points pσ(1), . . . , pσ(r+1) parmi p1, . . . , pn, les
points modiﬁés associés (c'est à dire ceux qui correspondent aux colonnes du déterminant 2.7)
restent sur un même hyperplan projectif.
Si les points p1, . . . , pn engendrent en fait un espace projectif de dimension strictement in-
férieure à r − 1, la dernière condition est automatiquement vériﬁée. On a alors l'espace tangent
TpHnPr qui est Tp(Pr)n tout entier, et p est point singulier de HnPr .
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Supposons maintenant que ces points engendrent un espace projectif de dimension r− 1, par
exemple les r premiers. On a pour tout choix de j dans l'ensemble {r + 1 . . . n} la nullité du
déterminant :
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 . . . . . . . . . . . . 1 1
v11 . . . . . . . . . . . . v
r
1 v
j
1
. . .
. . .
v1r−1 . . . . . . . . . . . . v
r
r−1 v
j
r−1
²1r . . . . . . . . . . . . ²
rr ²
j
r
∣∣∣∣∣∣∣∣∣∣∣∣∣
On obtient une relation entre ²1r , . . . , ²rr et ²jr. Dans cette relation, le coeﬃcient devant ²jr est
non nul car il s'agit du mineur (r − 1) × (r − 1) supérieur gauche. Ces n − r conditions étant
indépendantes, la dimension de l'espace tangent est inférieure ou égale à nr − (n − r). Mais
comme il s'agit de la dimension de HnPr , on a égalité et p est un point lisse de HnPr .
On a donc identiﬁé les points lisses de HnPr qui sont exactement les points p = (p1, . . . , pn)
dont les composantes pi engendrent un espace projectif de dimension r− 1. D'après le théorème
2.5, un point générique de l'intersection Φ(C)n ∩HnPr est un point lisse de HnPr .
Les points singuliers de Φ(C)n sont les points (p1, . . . , pn) tels qu'au moins une des compo-
sante pi soit un point singulier de Φ(C). D'après le théorème 2.7, sur chacune des composantes
irréductibles de Φ(C)n ∩HkPr aucune projection n'est constante. Les points générique de l'inter-
section sont donc des points lisses de Φ(C)n.
Soit alors p un point lisse de Φ(C)n et de HnPr . D'après le calcul de l'espace tangent à
HnPr en p, il suﬃt pour que la somme des espaces tangents en p des deux variétés soient Tp(Pr)n
tout entier que pour tout i ∈ {1, . . . , n} l'espace tangent projectif TpiΦ(C) coupe transversale-
ment l'espace engendré par les composantes pi. C'est le cas génériquement pour un point p de
l'intersection Φ(C)n ∩HnPr d'après le théorème 2.6
2.4.3 Conclusion
On considère la corestriction Φn : Cn → Φ(C)n qui est un morphisme ﬁni. Son lieu de
ramiﬁcation correspond aux n-uplets (p1, . . . , pn) dont au moins une des composantes est dans
le lieu de ramiﬁcation de Φ. D'après le théorème 2.7, aucune des sous-variétés irréductibles
de Φ(C)n ∩ HnPr n'est incluse dans le lieu de ramiﬁcation. L'image réciproque schématique de
l'intersection est donc réduite, et on peut conclure à la première égalité du théorème 2.3.
2.5 Calcul de la classe de Gk dans CH(Ck)
Le résultat énoncé dans cette section concerne une courbe C admettant un grd sans point de
base noté G. On ﬁxe D = p1 + . . .+ pd un diviseur de G.
On donne ci-dessous les classes des systèmes linéaires tronqués [Gk] et σ∗k[Gk] dans CHg−r(Ck)
et CHg−r(Ck). Dans l'énoncé qui suit les sommes sont prises :
- (pour la première somme) sur les parties disjointes I1, . . . , Ir de {1, . . . , n} pour lesquelles
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on ne tient pas compte de l'ordre, si ce n'est pour les ranger par cardinaux croissants. Si on note
iu le cardinal de Iu, on doit donc avoir i1 ≤ . . . ≤ ir.
- (pour la première somme) pour tout choix des parties I1, . . . , Ir on note a1, . . . , an−P iu les
éléments de {1, . . . , n} \⋃ Ik rangés par ordre croissant.
- les choix de n −∑ iu points distincts o1, . . . , on−P iu pris dans le support de D. Ces points
sont considérés ordonnés dans le cas de la première somme i) , et non ordonnés dans le cas de la
seconde somme ii) .
Théorème 2.8 On a les égalités suivantes valables dans CHg−r(Cn) et CHg−r(Cn) respective-
ment :
i) σ∗n[Gn] =
∑
I1,...,Ir⊂{1,...,n}
o1,...,on−
P
iu
distincts
( r∏
u=1
(−1)iu−1(iu − 1)!
)
[ ∆I1 . . .∆IrO{a1}o1 . . . O
{an−
P
iu
}
on−
P
iu
]
ii) [Gn] =
∑
1≤i1≤...≤ir
o1,...,on−
P
iu
distincts
( r∏
u=1
(−1)iu−1
iu
)
[ δi1,...,ir + o1 + . . .+ on−
P
iu ]
2.5.1 i) ⇒ ii)
Notons s pour n −∑ iu. L'image par σn d'une diagonale généralisée ∆I1 . . .∆IrO{a1}o1 . . . O{as}os
est δi1,...,ir +o1+ . . .+os. Si les cardinaux il sont distincts deux à deux, on trouve au dessus d'un
point générique de δi1,...,ir +o1+ . . .+os un unique antécédent par σn. Sinon, notons d1, . . . dt les
uniques entiers tels que i1 = . . . = id1 , id1 6= id1+1, id1+1 = . . . = id1+d2 , id1+d2 6= id1+d2+1, . . . ,
id1+...+dt−1+1 = . . . = id1+...+dt . Soit alors x un point générique de δi1,...,ir + o1 + . . . + os. Aux
d1 éléments x1, . . . xd1 qui apparaissent chacun avec la multiplicité i1 = . . . = id1 , correspondent
d1! façons de les associer aux d1 ensembles I1, . . . Id1 . On dénombre ainsi d1! . . . dt! antécédents
de x par σn dans ∆I1 . . .∆IrO{a1}o1 . . . O
{as}
os . On a donc :
σn∗[∆
I1 . . .∆IrO{a1}o1 . . . O
{as}
os ] = d1! . . . dt! [δi1,...,ir + o1 + . . .+ os]
Comptons combien la somme du théorème 2.8 comporte de diagonales ∆I1 . . .∆IrO{a1}o1 . . . O
{as}
os
d'image δi1,...,ir + o1 + . . . + os par σn. Le nombre de façons de partitionner {1, . . . , n} en d1
parties à i1 éléments, . . . , dr parties à ir éléments et une partie marquée à (n − (i1 + . . . ir))
éléments vaut :
1
d1! . . . dr!
(
d
i1, i2, . . . , ir, n− s
)
soit :
1
d1! . . . dt!
d!
i1! . . . ir!(n− s)!
Enﬁn, il existe (n−s)! façons de permuter les n−s points deD choisis, car pour toute permutation
τ de Sn−s on a :
σn∆
I1 . . .∆IrO{a1}oτ.1 . . . O
{as}
oτ.s = δi1,...,ir + o1 + . . .+ os
Le morphisme σn est de degré n!. On conclut en utilisant la relation σn∗ ◦σn∗ = deg(σn).IdA(Cn).
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2.5.2 Initialisation de la récurrence
On a déjà montré (cf (2.1.2) ) que σ−1r Gr = Cr. On en déduit :
σ∗r [Gr] = (−1)r+²[Cr]
avec ² = 1 si r est impair, et ² = 0 sinon, ce qui correspond au théorème au rang r.
2.5.3 Utilisation de la relation de récurrence
Supposons le théorème 2.8 vrai jusqu'au rang n-1. D'après le théorème 2.3 on a :
[Gn] = (Ψ1, . . . ,Ψk)
∗[HnPr ]−
n−1∑
k=1
1
k!
∑
P k−partition ordonnée
de {1,...,n}
ΨP∗(σk
∗[Gk]) (2.8)
Le théorème 2.1 donne la classe de HnPr dans CH(Prn) :
[HnPr ] =
∑
I⊂{1,...,n}
#I=n−r
(∏
a∈I
ha
)
Par déﬁnition, D = p1 + . . .+ pd est le pullback de la classe d'un hyperplan de Pr. On a alors :
Φn∗[HnPr ] =
∑
o1,...,on−r∈{p1,...,pd}
1≤a1<...<an−r≤n
O{a1}o1 . . . O
{ar}
or (2.9)
où les oi sont choisis dans le support de D (et ne sont pas nécessairement distincts). D'après
l'hypothèse de récurrence les classes σ∗k[Gk] sont sommes de classes de variétés de la forme
∆J1 . . .∆JrO
{b1}
o1 . . . O
{bs}
os où (J1, . . . , Jr, {o1}, . . . , {or}) est une partition de {1, . . . , k}. Par dé-
ﬁnition des morphismes ΨP , les classes
ΨP∗[∆
J1 . . .∆JrO{b1}o1 . . . O
{bs}
os ]
sont à nouveau des classes de la forme
[∆I1 . . .∆IrOA1o1 . . . O
As
os ]
avec (I1, . . . , Ir, A1, . . . , As) une partition de {1, . . . , n}. Le cycle σ∗n[Gn] s'exprime donc comme
une combinaison linéaire de telles classes.
Fixons une partition (I1, . . . , Ir, A1, . . . , As) de {1, . . . , n} et cherchons pour quels k de {r . . . n},
et quelles partitions (J1, . . . , Jr, {b1}, . . . , {bs}) de {1, . . . , k} il existe une k-partition ordonnée
P de {1, . . . , n} telle que :
ΨP∗[∆
J1 . . .∆JrO{b1}o1 . . . O
{bs}
os ] = ∆
I1 . . .∆IrOA1o1 . . . O
As
os
et quels sont les coeﬃcients associés dans la somme (2.8).
Comme toute renumérotation σ des parties J1, . . . , Jr correspond à la même variété :
∆J1 . . .∆JrO{b1}o1 . . . O
{bs}
os = ∆
Jσ(1) . . .∆Jσ(r)OA1o1 . . . O
As
os
on peut ne considérer que celles telles que pour tout u de {1, . . . , r} :
ΨP∆
Ju = ∆Iu
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En notant iu et ju les cardinaux des parties Iu et Ju, on doit avoir par déﬁnition des variétés ∆
et des morphismes ΨP les encadrements :
1 ≤ ju ≤ iu pour tout u de {1, . . . , r}
Les classes ∆J1 . . .∆JrO{b1}o1 . . . O
{bs}
os proviennent de cycles σ∗k[Gk] avec k =
∑r
u=1 ju + s.
Interviennent les cycles σ∗k[Gk] lorsque k vériﬁe l'inégalité :
r ≤ k ≤ n soit r ≤
r∑
u=1
ju + s ≤
r∑
u=1
iu +
s∑
v=1
#Av
Toutes ces contributions issues de σ∗k[Gk] sont associées au coeﬃcient :
− 1
(
∑
ju + s)!
r∏
u=1
(ju − 1)!(−1)ju−1 (a)
que l'on voit apparaître dans la somme (2.8) . Choisir J1, . . . , Jr, {b1}, . . . , {bs} revient à choisir
dans {1, . . . ,∑ ju + s} un premier ensemble à j1 éléments, un deuxième disjoint à j2 éléments,
. . . , un rieme à jr éléments disjoints des r− 1 premiers, et ordonner les s singletons restants. On
compte :
(
∑
ju + s)!
j1! . . . jr!
telles façons. (b)
Il reste ensuite à choisir une partition ordonnée P de {1, . . . , n} telle que pour tout u de {1, . . . , r}
on ait ΨP [∆Ju ] = ∆Iu et pour tout v ΨP∆bv = ∆Av , ce qui revient à choisir des partitions
ordonnées des ensembles Iu en ju parties non vides. Notons {ab} le nombre de Stirling de deuxième
espèce, c'est-à-dire le nombre de partitions d'un ensemble à a éléments en b parties sans tenir
compte de l'ordre. Le nombre de partitions ordonnées en b parties est alors b!{ab}. Dans notre
cas, on compte :
r∏
u=1
ju!{iuju} (c)
façons satisfaisantes de choisir P.
Distinguons 4 cas dans notre décompte, selon que les Iu sont tous des singletons (auquel cas
Φn∗[HnPr ] intervient) ou pas, et selon que tous les Av sont des singletons ou pas.
1er cas : les parties Iu et Av sont des singletons.
De telles classes ne peuvent provenir que de Φn∗[HnPr ], et d'après (2.9) avec un coeﬃcient
égal à 1, ce qui correspond bien au produit :
r∏
u=1
(iu − 1)!(−1)iu−1
lorsque tous les iu valent 1.
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2emecas : les parties Iu sont des singletons ; une des parties Av n'est pas un singleton
On compte comme dans le cas précédent une contribution avec un coeﬃcient égal à 1
provenant de Φn∗[HnPr ]. Avec les cardinaux i1, . . . , ir égaux à 1, les autres contributions ne
peuvent provenir d'après les explications qui précèdent que des cycles σ∗r+s[Gr+s], de classes
∆J1 . . .∆JrO
{b1}
o1 . . . O
{bs}
os avec j1 = . . . = jr = 1. En utilisant les coeﬃcients (a), (b) et (c)
déterminés plus hauts, on trouve une contribution de :
−(r + s)!
(r + s)!
= −1
qui compense la contribution de Φn∗[HnPr ].
3eme cas : une des parties Iu n'est pas un singleton ; les parties Av sont des singletons
Dans ce cas, le pullback Φn∗[HnPr ] ne contribue pas. On compte en revanche des contributions
des cycles σ∗P
ju+s
[GP ju+s] pour tous les entiers ju vériﬁant les encadrements 1 ≤ ju ≤ iu et∑
ju + s < n. La dernière égalité est en fait équivalente à
∑
ju <
∑
iu. La somme est alors
prise sur tous les ju vériﬁant l'encadrement 1 ≤ ju ≤ iutels qu'il existe u de {1, . . . , r} tel que ju
soit diﬀérent de iu. On peut de façon équivalente considérer la somme sur tous les ju vériﬁant
1 ≤ ju ≤ iu et soustraire la contribution correspondant au terme pour lequel iu = ju pour tout
u. La contribution totale vaut alors :
−
( i1∑
j1=1
. . .
ir∑
jr=1
r∏
u=1
(−1)ju−1(ju − 1)!{iuju} −
r∏
u=1
(−1)iu−1(iu − 1)!{iuju}
)
On peut mettre dans la première somme la somme
i1∑
j1=1
(−1)j1−1(i1 − 1)!{i1j1}
en facteur, qui est nulle d'après 2.9. La classe ∆I1 . . .∆IrOA1o1 . . . OAsos apparaît donc avec le
coeﬃcient :
(−1)
P
iu+r(i1 − 1)! . . . (ir − 1)!
ce qui correspond bien à l'hypothèse de récurrence au rang n.
4emecas : une des parties Iu n'est pas un singleton ; une des parties Av n'est pas un
singleton
De même le cycle Φn∗[HnPr ] ne contribue pas, alors que contribuent les cyclesΨP∗∆J1 . . .∆JrO{b1}o1 . . . O{bs}os
des pushdown σ∗P
ju+s
[GP ju+s] lorsqu'on a les inégalités 1 ≤ ju ≤ iu et
∑
ju+s < n. Mais n vaut∑
iu+
∑
#Bv avec au moins une des parties Bv de cardinal strictement supérieur ou égal à 1. La
deuxième inégalité est donc une conséquence de la première, et la classe ∆I1 . . .∆IrOA1o1 . . . OAsos
apparaît avec le coeﬃcient :
i1∑
j1=1
. . .
ir∑
jr=1
r∏
u=1
(−1)ju−1(ju − 1)!{iuju}
qui est nul comme expliqué au paragraphe précédent.
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Etude d'une somme intermédiaire
Montrons une égalité qui a servi à calculer avec quels coeﬃcients apparaissaient les classes
∆I1 . . .∆IrOA1o1 . . . O
As
os dans σ∗n[Gn] :
Théorème 2.9 Pour tout i entier supérieur ou égal à 2 on a la nullité de la somme suivante :
G(i) =
i∑
j=1
(−1)j−1(j − 1)!{ij}
On utilise la relation :
{ij} = j{i−1j }+ {i−1j−1}
Elle se comprend en considérant un des i éléments de l'ensemble à partager. Il existe des partitions
telles qu'il soit seul.Il en existe {i−1j−1}, autant que de partitions en j − 1 parties d'un ensemble à
i− 1 éléments. Dans les autres cas, il existe {i−1j } façons de choisir les partitions, puis j façons
de choisir la partie à laquelle incorporer l' élément restant. Il vient alors en remplaçant dans la
déﬁnition de G(i)
G(i) =
i∑
j=1
(−1)j−1j!{i−1j }+
i∑
j=1
(−1)j−1(j − 1)!{i−1j−1}
G(i) =
i−1∑
j=1
(−1)j−1j!{i−1j }+
i−1∑
j=1
(−1)j(j)!{i−1j } = 0
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Le théorème 2.8 donne les classes des variétés Gk et σ−1Gk en fonction de celles de translatés
des diagonales généralisées δi1,...,ir + o1 + . . . + os dans CH(Ck). On en déduit les classes dans
A(Ck) des mêmes variétés :
Théorème 2.10 Pour tout choix d'un point o de C, on a dans les anneaux Ag−r(Cn) et Ag−r(Cn)
les égalités suivantes modulo équivalence algébrique, où la première somme est prise sur les par-
titions en r + 1 ensembles non vides I1, . . . , Ir et A de {1, . . . , n} . On ne tient pas compte de
l'ordre pour les parties I1, . . . , Ir sauf pour les ranger par cardinaux croissants i1 ≤ . . . ≤ ir.
i) σ∗n[Gn] =
∑
I1⊔...⊔Ir⊔A={1,...,n}
(
d
n−∑ iu
)( r∏
u=1
(−1)iu−1(iu − 1)!
)
[∆I1 . . .∆IrOAo ]
ii) [Gn] =
∑
1≤i1≤...≤ir
(
d
n−∑ iu
)( r∏
u=1
(−1)iu−1
iu
)
[δi1,...,ir + (n−
∑
iu)o]
Preuve
Les simpliﬁcations découlent des égalités dans An(Ck+1) entre les classes [W ×{o}] et [W ×{o′}]
si W est une sous-variété de dimension n de Ck, o et o′ deux points de C. Par suite, on a pour
tout choix d'une partition (I1, . . . , Ir, A = {a1, . . . , an−P iu}) de {1, . . . , n} et de n−
∑
iu points
o1, . . . , on−
P
iu les égalités dans Ar(Cn) et Ar(Cn) :
[∆I1 . . .∆IrO{a1}o1 . . . O
{an−
P
iu
}
on−
P
iu
] = [∆I1 . . .∆IrOAo ]
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et [δi1,...,ir + o1 + . . .+ on−P iu ] = [δi1,...,ir + (n−
∑
iu)o]
pour tout point o de C. On conclut en comptant le nombre de façons de choisir n−∑ iu points
distincts dans le support d'un élément de G, c'est-à-dire parmi un ensemble à d éléments :(
d
n−
P
iu
)
.
Chapitre 3
Application au calcul de relations
modulo équivalence algébrique
Tous les diviseurs d'un système linéaire G sont linéairement équivalents et s'envoient donc
par ud sur un même point de la jacobienne JC. Comme les dimensions ne sont pas conservées
on a pour les classes :
ud∗[G] = 0 dans CHg−r(JC)
On a calculé au chapitre précédent la classe de G dans l'anneau de Chow en fonction des translatés
des diagonales généralisées :
δi1,...,ir + o1 + . . .+ om = {i1x1 + . . .+ irxr + o1 + . . .+ on−P iu | xi ∈ C}
Les classes ud∗[δi1,...,ir + o1 + . . . + om] s'expriment à partir des produits de Pontryagin i1∗C ∗
. . . ∗ ir∗C ∗ o1 ∗ . . . ∗ on−P iu . En remplaçant C par sa décomposition :
C = C(0) + . . .+ C(g−1)
on obtient une relation entre produits de Pontryagin des translatés des composantes C(i).
Pour simpliﬁer le problème, on peut considérer la relation obtenue non plus modulo équivalence
rationnelle mais modulo équivalence algébrique. Les translations correspondent alors à l'identité.
La relation devient une combinaion linéaire de produits de Pontryagin des composantes C(i).
En projetant sur les espaces propres Ag−r(s) (JC) pour tout entier s positif, on obtient autant
de relations. Les premières de ces relations sont triviales. Par exemple, la relation obtenue pour
s = 0 est une relation monomiale avec C∗(g−r)(0) qui ne saurait être non triviale, pour ne pas abou-
tir à la nullité d'une petite puissance du thêta diviseur. Pour s grand, les relations sont diﬃciles
à calculer, c'est-à-dire qu'on ne sait pas donner une formule fermée pour la relation obtenue en
projetant ud∗[G] dans Ag−r(s) (JC). On peut en donner en revanche si on ﬁxe s.
Dans ce chapitre, on donne via le théorème 3.1 une expression de ces relations faisant inter-
venir une somme diﬃcile à simpliﬁer (3.1) . On montre que pour une courbe admettant un grd,
la première relation non triviale est obtenue dans Rg−r(d−2r+1), et on en donne une forme simple
(3.2). Enﬁn, on explique quelles autres relations on peut espérer déduire à partir d'une première
relation connue dans Ri(j), de multiplications par d'autres éléments de R et de transformations
de Fourier. Ces relations et ces méthodes sont exploitées dans les chapitres 4 et 5.
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3.1 Relations déduites de l'existence du système linéaire dans le
cas général
A partir de maintenant, tout cycle considéré le sera modulo équivalence algébrique. On sait
calculer des relations entre les produits de Pontryagin des composantes de la courbe à partir de
la relation 2.10. Convenons de noter β(d, a1, . . . , ar) pour la somme
β(d, a1, . . . , ar) =
d∑
i1=1
. . .
d∑
ir=1
(−1)i1+...+ir
(
d
i1 + . . .+ ir
)
i1
a1 . . . ir
ar (3.1)
A toute suite d'entiers i1, . . . , ir on associe comme dans la partie 2.5.1 les entiers d1, . . . , ds tels
que
i1 = . . . = id1 , id1 6= id1+1
id1+1 = . . . = id1+d2 , id1+d2 6= id1+d2+1
. . .
id1+...+ids−1+1 = . . . = id1+...+ids et d1 + . . .+ ds = r (3.2)
et on note γ pour le produit :
γ(d, i1, . . . , ir) = d1! . . . ds! (3.3)
On a les relations :
Théorème 3.1 Si C admet un grd sans point de base, on a pour tout entier positif s la relation
suivante dans Ag−r(s) (JC) :
∑
0≤a1≤...≤ar
a1+...+ar=s
β(d, a1 + 1, . . . , ar + 1)
γ(d, a1, . . . , ar)
C(a1) ∗ . . . ∗ C(ar) = 0
ou de façon équivalente avec les notations de Polishchuk :
∑
1≤a1≤...≤ar
a1+...+ar=s−r
β(d, a1, . . . , ar)
γ(d, a1, . . . , ar)
pa1 . . . par = 0
On sait préciser pour chaque système linéaire quelle est la première relation non triviale parmi
les relations précédemment décrites. On démontre dans la section 3.1.2 les résultats suivants :
Théorème 3.2
β(d, a1, . . . , ar) = 0 si a1 + . . .+ ar < d− r + 1 et
β(d, a1, . . . , ar) = (−1)d a1! . . . ar! si a1 + . . . ar = d− r + 1
3.1.1 Projection de la relation sur les diﬀérents espaces propres
D'une part, tous les diviseurs d'un système linéaire G ont par ud une même image dans la
jacobienne de la courbe. Comme la dimension n'est pas préservée, et par déﬁnition du pushdown,
on a :
ud∗[G] = 0
D'autre part, le résultat (2.10) appliqué au cas où n = d donne :
ud∗[G] = ud∗[Gd] =
∑
1≤i1≤...≤ir≤n
(−1)i1+...+ir+²
i1 . . . ir
(
d
i1 + . . .+ ir
)
[δi1,...,ir + (d−
r∑
u=1
iu)o] (3.4)
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L'image de la variété δi1,...,ir + (d−
∑
iu)o par ud est un translaté de la variété i1C + . . .+ irC
de JC, si l'on note iC l'image dans JC de C par i. De la déﬁnition du produit de Pontryagin,
on tire i1∗C ∗ . . .∗ ir∗C = n [i1C+ . . .+ irC] où n est le degré du morphisme naturel d'addition :
i1C × . . .× irC
m
²²
i1C + . . .+ irC
Le nombre d'antécédents au-dessus d'un point générique de i1C+ . . .+ irC (c'est-à-dire un point
x = i1x1 + . . . + irxr avec les xi distincts ) dépend du nombre de fois qu'un coeﬃcient ik se
répète dans la liste (i1, . . . , ir). Associons à nouveau les entiers (d1, . . . , ds) à (i1, . . . , ir) comme
en (3.2). On compte d1! . . . ds! antécédents de x par m, correspondant aux d1! façons d'associer
i1x1, i1x2, . . . et i1xd1 aux d1 copies de i1C, etc. On a alors :
i1∗C ∗ . . . ∗ ir∗C = d1! . . . ds![i1C + . . .+ irC]
et en remplaçant dans (3.4) :
ud∗[Gd] =
∑
1≤i1≤...≤ir≤n
(−1)i1+...+ir+²
i1 . . . ir
(
d
i1 + . . .+ ir
)
1
d1! . . . ds!
i1∗C ∗ . . . ∗ ir∗C (3.5)
On peut faire apparaître un deuxième coeﬃcient multinomial :
ud∗[Gd] =
1
r!
∑
1≤i1≤...≤ir≤n
(−1)i1+...+ir+²
i1 . . . ir
(
d
i1 + . . .+ ir
)(
r
d1, . . . , ds
)
i1∗C ∗ . . . ∗ ir∗C
Comme à chaque choix d'entiers vériﬁant 1 ≤ i1 ≤ . . . ≤ ir il existe
(
r
d1,...,ds
)
r-uplets (j1, . . . , jr)
obtenus par permutation des ik , on peut réécrire l'égalité précédente :
ud∗[Gd] =
1
r!
d∑
i1=1
. . .
d∑
ir=1
(−1)i1+...+ir+²
i1 . . . ir
(
d
i1 + . . .+ ir
)
i1∗C ∗ . . . ∗ ir∗C (3.6)
Ecrivons
C = C(0) + . . .+ C(g)
la décomposition de C selon 1.1 :
Ag−1(JC) =
g⊕
i=0
A
g−1
(i) (JC)
On connaît l'action des endomorphismes i∗ sur les composantes de C :
i∗C = i
2C(0) + . . .+ i
2+gC(g)
Avec la multilinéarité :
i1∗C ∗ . . . ∗ ir∗C =
g∑
a1=1
. . .
g∑
ar=1
i1
a1+2 . . . ir
ar+2C(a1) ∗ . . . ∗ C(ar)
Si on ﬁxe une liste d'entiers 1 ≤ a1 ≤ . . . ≤ ar à laquelle on associe une deuxième liste (e1, . . . , es′)
(de la même façon qu'en (3.2) et le produit γ(a1, . . . , ar) = e1! . . . es′ ! (comme en (3.3) ), on
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compte
(
r
e1,...,es′
)
r-uplets (b1, . . . , br) obtenus après permutation des ai. Dans l'expression (3.6),
le terme C(a1) ∗ . . . ∗ C(ar) apparaît avec le coeﬃcient :
1
γ(a1, . . . , ar)
d∑
i1=1
. . .
d∑
ir=1
(−1)i1+...+ir+²
(
d
i1 + . . .+ ir
)
i1
a1+1 . . . ir
ar+1
ou encore :
(−1)²
γ(a1, . . . , ar)
β(d, a1 + 1, . . . , ar + 1)
si l'on note :
β(d, a1, . . . , ar) =
d∑
i1=1
. . .
d∑
ir=1
(−1)i1+...+ir
(
d
i1 + . . .+ ir
)
i1
a1 . . . ir
ar (3.7)
Les espaces propres d'un endomorphisme étant en somme directe, et compte tenu des inclusions
A
p
(s)∗Aq(t) ⊂ Ap+q−g(s+t) , on a pour tout entier s, en projetant (3.6) sur Ag−r(s) (JC) la relation suivante :
∑
0≤a1≤...≤ar
a1+...+ar=s
β(d, a1 + 1, . . . , ar + 1)
γ(d, a1, . . . , ar)
C(a1) ∗ . . . ∗ C(ar) = 0
Nous adopterons pour la suite la notation de Polishchuk pi = F(C(i−1)) pour laquelle les relations
calculées seront plus lisibles. Le dernier résultat se réécrit alors :
∑
1≤a1≤...≤ar
a1+...+ar=s−r
β(d, a1, . . . , ar)
γ(d, a1, . . . , ar)
pa1 . . . par = 0
3.1.2 Etude de la première relation non triviale.
Procédons au changement de variables s = i1 + . . .+ ir :
β(d, a1, . . . , ar) =
∑
s≥0
(−1)s
(
d
s
) s∑
i1=0
s−i1∑
i2=0
s−i1−...−ir−1∑
ir−1=0
i1
a1 . . . ir−1
ar−1(s− i1 − . . .− ir−1)ar
Développons (s− i1 − . . .− ir−1)ar à l'aide de la formule du multinôme de Newton :
(s− i1 − . . .− ir−1)ar =
∑
b,b1,...,br−1
b+b1+...br−1=ar
(
ar
b, b1, . . . , br−1
)
(−1)b1+...+br−1sbi1b1 . . . ibr−1r−1
pour obtenir
β(d, a1, . . . , ar) =
∑
s≥0(−1)s
(
d
s
)∑
b,b1,...,br−1
b+b1+...br−1=ar
(−1)b1+...+br−1( ar
b,b1,...,br−1
)
sb
∑s
i1=0
∑s−i1
i2=0
∑s−i1−...−ir−1
ir−1=0
i1
a1+b1 . . . ir−1
ar−1+br−1
D'après (3.3), la partie de la somme précédente à la ligne est un polynôme en s de degré∑r−1
i=1 ai+
∑r−1
i=1 bi+b+r−1, soit
∑r
i=1 ai+r−1 et de coeﬃcient dominant
Qr−1
i=1 (ai+bi)!
(
Pr−1
i=1 ai
Pr−1
i=1 bi+r−1)!
.
On sait également que
∑d
s=0(−1)s(−1)s
(
d
s
)
sa vaut d!{ad}(−1)d (cf [GKP89], résultat (6.19) p251),
où {ad} est le nombre de Stirling de deuxième espèce. En particulier, {ad} est nul pour a < d, et
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vaut 1 si a = d. On en déduit la nullité de β(d, a1, . . . , ar) si la somme
∑r
i=1 ai est strictement
inférieure à d− r + 1.
Dans le cas d'égalité, β(d, a1, . . . , ar) vaut :
(−1)d d!
∑
b,b1,...,br−1
b+b1+...br−1=ar
(
ar
b, b1, . . . , br−1
)
(−1)b1+...+br−1
∏r−1
i=1 (ai + bi)!
(
∑r−1
i=1 ai +
∑r−1
i=1 bi + r − 1)!
On calcule plus bas la somme sur b, b1 ... et br qui vaut :∏r
i=1 ai!
(
∑r
i=1 ai + r − 1)!
soit, puisque la somme des ai vaut d− r + 1 :∏r
i=1 ai!
(d!)
et donc :
β(d, a1, . . . , ar) = (−1)d
n∏
i=1
ai!
Une somme de monômes prise entre 0 et s est un polynôme en s
Théorème 3.3 Pour tout choix de n entiers positifs a1, a2, . . . , ar, la somme
∑
0≤i1,...,in
i1+...+in≤s
i1
a1 . . . in
an
est un polynôme en s de degré a1 + . . . an + n. Le coeﬃcient du terme de tête vaut∏n
i=1 ai!(
n+
∑n
i=1 ai
)
!
On peut le démontrer par récurrence sur n :
• Supposons la propriété vraie au rang n. En écrivant la somme sur n + 1 termes de la façon
suivante :
s∑
i1=0
i1
a1
( ∑
0≤i2,...,in+1
i2+...+in+1≤s−i1
i2
a2 . . . in
an
)
(3.8)
D'après l'hypothèse de récurrence, le terme entre parenthèses dans l'expression précédente (3.8)
est un polynôme en s− i1 de degré (a2 + . . .+ an+1 +n) de coeﬃcient dominant a2!...an+1!(a2+...+an+1+n)! .
Notons-le P . Il existe un polynôme Q de degré strictement inférieur à a2 + . . .+an+1 +n tel que
P (s) =
a2! . . . an+1!
(a2 + . . .+ an+1 + n)!
sa2+...+an+1 +Q(s)
Alors : ∑s
i1=0
P (s− i1) = a2!...an+1!(a2+...+an+1+n)!
∑s
i1=0
(s− i1)a2+...+an+1+ni1a1
+
∑s
i1=0
Q(s− i1)i1a1
(3.9)
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Pour la lisibilité, notons N = a2 + . . .+ an+1 +n et développons (s− i1)N à l'aide du binôme de
Newton. La première somme de l'expression précédente devient :
s∑
i1=0
( N∑
k=0
(−1)k
(
N
k
)
i1
ksN−k
)
i1
a1
ou, si l'on somme d'abord sur i1 :
N∑
k=0
(−1)ksN−k
(
N
k
)( s∑
i1=0
i1
a1+k
)
D'après l'hypothèse de récurrence au rang 1 le terme entre parenthèses dans l'expression précé-
dente est un polynôme en s de degré a1 + k + 1 de coeﬃcient dominant 1a1+k+1 . La somme est
donc un polynôme en s de degré a1 +N + 1, de coeﬃcient dominant :
N∑
k=0
(−1)k
(
N
k
)
1
a1 + k + 1
On peut simpliﬁer cette somme en N !a1!(a1+N+1)! (voir l'égalité (5.51) dans [GKP89], à la page 188),
autrement dit le coeﬀcient dominant vaut :
(a2 + . . .+ an + an+1 + n)!a1!
(a1 + . . .+ an + an+1 + n)!
et ﬁnalement, le premier terme dans (3.9) est un polynôme en s de degré a1 + . . .+an+1 +n+1,
de coeﬃcient dominant a1!...an!(a1+...+an+1+n+1)! . On montre de même que le deuxième terme de (3.9)
est un polynôme en s de degré inférieur.
Etude d'une somme intermédiaire
Théorème 3.4 Avec r entiers a1, a2, . . . , ar, on a l'égalité :
∑
b,b1,...,br−1
b+b1+...br−1=ar
(
ar
b,b1,...,br−1
)
(−1)b1+...+br−1
Qr−1
i=1 (ai+bi)!
(
Pr−1
i=1 ai+
Pr−1
i=1 bi+r−1)!
=
Qr
i=1 ai!
(
Pr
i=1 ai+r−1)!
Preuve
• On peut réécrire la somme précédente :
∑
b,b1,...,br−1
b+b1+...br−1=ar
r−1∏
i=1
(
(−1)bi (ai + bi)!
bi!
)( 1
b!(
∑r
i=1 ai + r − 1− b)!
)
• Puis, pour tout i de {1, . . . , r − 1}, on a les égalités
∑
bi≥0
(−1)bi(ai + bi)!
bi!
Xbi = ai!
∑
bi≥0
(
ai + bi
bi
)
(−X)bi = ai!
(1 +X)ai+1
(3.10)
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Comme référence pour la deuxième égalité de 3.10 on peut consulter [GKP89], à la page 321.
• On a également :
∑
b≥0
1
b!(
Pr
i=1 ai+(r−1)−b)!
Xb = 1
(
Pr
i=1 ai+r−1)!
∑
b≥0
(Pr
i=1 ai+r−1
b
)
Xb
= (1+X)
Pr
i=1
ai+r−1
Pr
i=1 ai+r−1)!
(3.11)
• La somme cherchée est au terme
Qr
i=1 ai!
(
Pr
i=1 ai+r−1)!
près le coeﬃcient de Xar dans la série formelle
déﬁnie par le produit :
1
(1 +X)a1+1
. . .
1
(1 +X)ar−1+1
(1 +X)a1+...+ar+r−1
soit le coeﬃcient de Xar dans (1 +X)ar . Ce coeﬃcient vaut 1.
3.2 Méthode
Supposons connue une relation dans Rd(i), par exemple de la forme :
∑
a1+...+at=d
a1+...+at−t=i
C(a1, . . . , at) pa1 . . . pat = 0 (3.12)
On se propose ici d'expliquer quelles autres relations on peut en déduire dans R et quels sous-
espaces Re(j) sont concernés. Il n'est énoncé dans cette section aucun résultat nécessaire dans la
suite du travail, mais on espère que sa lecture rendra plus clairs les calculs des deux chapitres
suivants.
Rappelons que muni du produit d'intersection, l'anneau R est engendré par les cycles pi pour i
variant de 1 à g−1, que pi est élément de Ri(i−1) et que Rd(i).Re(j) ⊂ Rd+e(i+j). Un monôme pa1 . . . pat
produit de t cycles pi est donc un élément de Ra1+...+at(a1+...at−t). On en déduit la nullité de R
d
(i) pour
d ≤ i, et comme Rg = Rg(0), on a pour tout i > 0 :
R ∩A(i) =
g−1⊕
d=i+1
Rd(i) (3.13)
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On peut alors représenter R sous la forme d'un trapèze dont les blocs correspondent aux sous-
espaces Rd(i), et dont les colonnes représentent les sous-espaces de même indice i :
⊕g−1
d=i+1 R
d
(i).
Ri+1(i)
F
!!
×p1
²²
×p2
ÁÁ=
==
==
==
==
==
==
==
==
==
=
Ri+2(i)
F
!!
×p1
²²
×p2
ÁÁ=
==
==
==
==
==
==
==
==
==
=
Ri+2(i+1)
×p1
²²
Ri+3(i)
×p1
²²
F
""
Ri+3(i+1)
×p1
²²
Ri+3(i+2)
×p1
²²
Ri+4(i)
×p1
²²
Ri+4(i+1)
×p1
²²
Ri+4(i+2)
×p1
²²
Ri+4(i+3)
×p1
²². . . . . . . . . . . .
. . . . . . . . . . . .
. . .
×p1
²²
==
. . .
×p1
²²
. . .
×p1
²²
. . .
×p1
²²
R
g−2
(i)
×p1
²²
==
R
g−2
(i+1)
×p1
²²
R
g−2
(i+2)
×p1
²²
R
g−2
(i+3)
×p1
²²
R
g−1
(i)
==
R
g−1
(i+1) R
g−1
(i+2) R
g−1
(i+3)
Les ﬂèches droites correspondent aux multiplications par les monômes pi, les ﬂèches courbes aux
isomorphismes induits par la transformation de Fourier F . Rappelons que la transformation de
Fourier induit un isomorphisme entre Rd(i) et R
g−d+i
(i) . En particulier, les sous-espaces R
g−1
(i) et
Ri+1(i) sont isomorphes. Comme R
i+1
(i) est engendré par pi, R
g−1
(i) est de dimension au plus 1. pour
tout i > 0, on a p1Rd(i) ⊂ Rd+1(i) , et donc la multiplication par p1 préserve
⊕g−1
d=i+1 R
d
(i). En
revanche, pour tout k > 1, on a l'inclusion pkRd(i) ⊂ Rd+k(i+k−1).
Les seules opérations autorisées pour obtenir à partir d'une relation dans Rd(i) d'autres rela-
tions dans
⊕g−1
d=i+1 R
d
(i) sont donc la multiplication par p1 et la transformation de Fourier.
Pour obtenir à partir d'une relation dans Rd(i) des relations dans
⊕g−1
d=i+k+1 R
d
(i+k), on peut
autoriser les multiplications par p1, les transformations de Fourier, et une multiplication par
chacun des monômes pa1 , . . . et pas s'ils sont choisis tels que a1 + . . .+ as − s = k.
On peut donc obtenir à partir d'une relation dans Rd(i) des relations dans les sous-espaces Re(j)
pour j ≥ i et e ≥ j+1. On obtient donc à partir d'un grd des relations dans les sous-espaces Re(j)
si e et j vériﬁent d− 2r + 2 ≤ j ≤ e− 1.
Chapitre 4
Sytèmes linéaires de dimension r et
(r − 2)-plans 2r − 2 sécants
Supposons qu'une courbe C admette un grd sans point de base. D'après le théorème (3.1), la
première relation non triviale déduite du calcul de la classe du système linéaire dans Ag−r(Cd)
est obtenue dans Rd−r+1(d−2r+1). Les méthodes décrites dans la section 3.2 permettent d'en déduire
des relations dans les sous-espaces Ra(i) lorsque a et i vériﬁent d− 2r+2 ≤ i ≤ a− 1 et a ≥ i+1.
Nous nous intéressons dans ce chapitre à savoir si on peut en déduire la nullité du cycle C(d−2r+1).
En multipliant la première relation obtenue par une puissance convenable de p1 et en utilisant
les relations de Polishchuk (1.9), on déduit une relation monomiale :
C(r, d, g) C(d−2r+1) = 0
dont le coeﬃcient C(r, d, g) est pour tout r un polynôme de Q[d, g] dont on a une expression :
C(r, d, g) =
r−1∑
i=0
(−1)i
r − i
(
d− r − i+ 1
r − 1− i
)(
d− r − i
r − 1− i
)(
g
i
)
En utilisant des relations de Ig, on montre que la nullité de C(i) entraîne celle de C(i+1). On
énonce alors le :
Théorème 4.1 Soit C une courbe de degré g admettant un grd sans point de base.
Si C(r, d, g) 6= 0 , on a C(i) = 0 dans Ag−1(i) pour i ≥ d− 2r + 1.
Mais la nullité de C(d−2r+1) n'est pas dans ce cas un résultat nouveau. Le polynôme C(r, d, g)
correspond en eﬀet au nombre de sous-espaces projectifs de Pr de dimension r − 2 coupant la
réalisation Φ(C) de la courbe en 2r− 2 points dans le cas où ce nombre est ﬁni. Si on note D le
diviseur déduit de l'intersection de l'un de ces espaces avec la courbe, le système linéaire G(−D)
est un g1d−2r+2. La nullité de C(d−2r+1) est alors une conséquence du résultat de Colombo et de
van Geemen (1.6).
Il n'est donc pas donné dans ce chapitre de nouveaux résultats d'annulation. L'obstruction à
un résultat d'annulation de C(d−2r+1) constituée par l'absence de r − 2 plans coupant la courbe
en 2r − 2 points est mise en avant. Elle suggère que l'annulation de C(d−2r+1) puisse être assu-
jettie à l'existence d'un g1d−2r+2, et que la gonalité de la courbe détermine en fait l'annulation
des composantes C(i).
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Dans la première partie du chapitre, on cite une expression du nombre C(r, d, g) de r − 2 plans
coupant en 2r−2 points la courbe. Elle est due à Castelnuovo. On en déduit une courte démons-
tration du théorème 4.1. On explique dans la seconde section du chapitre comment déduire ce
théorème du calcul de la classe du grd dans A(Cd).
4.1 Pinceaux déduits de l'existence d'un grd par projection
Soit G un grd. Si un sous-espace projectif V de Pr de dimension k ≤ r− 1 coupe C en l points
p1, . . . , pl, on peut considérer le système linéaire G(−p1 . . .− pl) qui est un gr−k−1d−l . Par exemple,
pour tout point p de C, G(−p) est un gr−1d−1, et en considérant l points en position générale,
G(−p1 . . .− pl) est un gr−ld−l. Avec k = r− 1 on obtient un g1d−r+1. On peut en fait obtenir par ce
procédé un revêtement de P1 de degré inférieur. Il s'agit de couper la courbe par un sous-espace
de dimension r − 2 en un plus grand nombre de points.
La grassmanienne G(r − 1, r + 1) qui paramètre les sous-espaces projectifs de dimension
r − 2 de Pr est une variété de dimension 2r − 2. Les espaces passant par un point de la courbe
en forment une sous-variété de codimension 1. Aussi, on peut espérer qu'un nombre ﬁni de tels
sous-espaces coupe la courbe en 2r−2 points. Lorsque ce nombre est eﬀectivement ﬁni, la formule
suivante le calcule :
C(r, d, g) =
r−1∑
i=0
(−1)i
r − i
(
d− r − i+ 1
r − 1− i
)(
d− r − i
r − 1− i
)(
g
i
)
(4.1)
Dans [ELMS89], Eisenbud, Lange, Martens et Schreyer retrouvent la formule de Castelnuovo à
partir d'un résultat plus général de MacDonald. Celui-ci déduit de la description de la cohomo-
logie du produit symétrique Cd le nombre de diviseurs d'un degré donné qui imposent un certain
nombre de conditions à un grd. On peut consulter le quatrième paragraphe du chapitre VII de
[ACGH85] par exemple.
Le résultat d'annulation du théorème (3.1) est une conséquence du théorème d'E.Colombo et
de B.van Geemen (1.6) appliqué au g1d−2r+2 déduit du grd.
4.2 Théorème d'annulation pour une courbe admettant un grd
On montre dans un premier temps (4.2.1) comment obtenir une relation monomiale impli-
quant C(d−2r+1). Son coeﬃcient s'exprime comme une somme de produits de coeﬃcients bino-
miaux. On relie ensuite (4.2.2) ce coeﬃcient au nombre de (r − 2)-plans 2r − 2 sécants à une
courbe. Enﬁn (4.2.3), on explique comment déduire de la nullité d'une composante C(i) la nullité
des composantes suivantes, c'est-à-dire des composantes C(j) pour j ≥ i.
4.2.1 Nullité de C(d−2r+1)
D'après (3.1) et (3.2), la première relation non triviale obtenue pour une courbe admettant
un grd sans point de base est obtenue dans Ad−r+1(d−2r+1)(JC) :
∑
1≤a1≤...≤ar
a1+...ar=d−r+1
a1! . . . ar!
γ(a1, . . . , ar)
pa1 . . . par (4.2)
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On multiplie (4.2) par pg+r−d−21 pour obtenir une relation dans A
g−1
d−2r+1(JC) :
∑
1≤a1≤...≤ar
a1+...ar=d−r+1
a1! . . . ar!
γ(a1, . . . , ar)
p
g+r−d−2
1 pa1 . . . par (4.3)
Distinguons les termes de (4.3) en fonction des puissances de p1. On introduit t, le nombre de
fois que la suite ai prend la valeur 1. On a donc : a1 = . . . = at = 1 et at+1 > 1. Par déﬁnition,
γ(a1, . . . , at) = t!.
r−1∑
t=0
∑
1<at+1≤...≤ar
at+1+...+ar=d−r+1−t
at+1! . . . ar!
t!γ(at+1, . . . , ar)
p
t+g+r−2−d
1 pat+1 . . . par = 0 (4.4)
Le sous-espace Rg−1(d−2r+1) est isomorphe par la transformation de Fourier à R
d−2r+2
(d−2r+1) lequel est
engendré par pd−2r+2, donc de dimension au plus 1. Les relations obtenues par Polishchuk (1.9)
permettent d'exprimer pt+g+r−2−d1 pat+1 . . . par pour tout t en fonction de p
g+2r−d−3
1 pd−2r+2. On
utilisera comme lui la notation p[a]i pour
pai
a! pour alléger l'écriture de :
p
[g−1−
Pk
i=1 ni]
1 pn1 . . . pnk = (−1)k−1
(
∑
ni)!
n1! . . . nk!
p
[g+k−2−
P
ni]
1 p1−k+
P
ni
Cette égalité est valable pour des entiers ni strictement supérieurs à 1 et de somme inférieure à
g − 1. Elle est donnée comme corollaire du théorème 0.3 dans l'article [Pol]. On applique cette
égalité pour chaque valeur prise par t, avec k = r− t, n1 = at+1, . . . , et nk = ar. On a
∑
ni qui
vaut alors at+1 + . . .+ ar. La somme (4.4) devient alors :
r−1∑
t=0
∑
1<at+1≤...≤ar
at+1+...+ar=d−r+1−t
(−1)r+t (t+ g + r − d− 2)!(d− r + 1− t)!
t!γ(at+1, . . . , ar)
p
[g+2r−d−3]
1 pd−2r+2 = 0
et on peut réécrire le coeﬃcient devant p[g+2r−d−3]1 pd−2r+2 :
r−1∑
t=0
(−1)r+t (t+ g + r − d− 2)!(d− r + 1− t)!
t!(r − t)!
( ∑
1<at+1≤...≤ar
at+1+...+ar=d−r+1−t
(r − t)!
γ(at+1, . . . , ar)
)
Réindexons la somme entre parenthèses, en remarquant que
γ(at+1, . . . , ar) = γ(at+1 − 1, . . . , ar − 1)
Il vient alors :
∑
1<at+1≤...≤ar
at+1+...+ar=d−r+1−t
(r − t)!
γ(at+1, . . . , ar)
=
∑
0≤b1≤...≤br−t
b1+...+br−t=d−3r+1+t
(r − t)!
γ(b1, . . . , br−t)
Puis, (r−t)!
γ(b1,...,br−t)
correspond au nombre de r − t uplets que l'on peut former à partir des élé-
ments {b1}, {b2}, . . . et {br−t}. La somme correspond donc au nombre de (r− t)-uplets d'entiers
strictement positifs de somme d− 3r + 1 + t. Si on considère la série formelle :
1
1−X = 1 +X +X
2 + . . .
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l'entier cherché apparaît comme le coeﬃcient de Xd−3r+1+t dans
(
1
1−X
)r−t
. Mais on sait que
le coeﬃcient de Xn dans
(
1
1−X
)c
est
(
c+n−1
n
)
. On peut par exemple consulter la table 321 du
chapitre 7.2 de [GKP89]. On a donc :
∑r−1
t=0 (−1)r+t (t+g+r−d−2)!(d−r+1−t)!(r−t)!t!
(
d−2r
d−3r+1+t
)
p
[g+2r−d−3]
1 pd−2r+2
= 0
Mettons en facteur (g + r − d− 2)!(d− 2r + 2)! pour obtenir :
r−1∑
i=0
(−1)i
d− 2r + 2
(
i+ g + r − d− 2
i
)(
d− 2r
r − 1− i
)(
d− r + 1− i
r − i
)
p
[g+2r−d−3]
1 pd−2r+2 = 0
On note C˜(r, d, g) le coeﬃcient de cette relation monomiale :
C˜(r, d, g) =
r−1∑
i=0
(−1)i
d− 2r + 2
(
i+ g + r − d− 2
i
)(
d− 2r
r − 1− i
)(
d− r + 1− i
r − i
)
(4.5)
mais on montre dans la sous-section (4.2.3) qu'il est égal à C(r, d, g). Lorsque ce coeﬃcient n'est
pas nul, on a la nullité du monôme p[g+2r−d−3]1 pd−2r+2 et donc la nullité des espaces isomorphes :
R
g−1
(d−2r+1) = R
d−2r+2
(d−2r+1) = 0
En particulier, on a la nullité de pd−2r+2 et donc de C(d−2r+1). Le théorème (4.1) est alors une
conséquence du résultat de la sous-section suivante.
4.2.2 La nullité de C(i) entraîne celle de C(i+1)
On démontre ici que la nullité d'une des composantes C(i) de la courbe entraîne celle des
composantes suivantes :
Théorème 4.2 Pour tout entier i, la nullité de C(i) dans Ag−1(i) implique celle de C(i+1) dans
A
g−1
(i+1).
Preuve :
Il est équivalent de montrer la proposition pour les transformées de Fourier des cycles C(i),
c'est-à-dire pour les cycles pi. Supposons i ≤ g − 3, et considérons le cycle pg−i−31 p2pi de Ag−1(i) .
D'après l'exemple 0.3 du corollaire (0.3) de [Pol], on a une relation non triviale entre pg−i−31 p2pi
et pg−i−21 pi+1. La nullité de pi entraîne celle de p
g−i−2
1 pi+1, qui d'après le même corollaire en-
gendre Rg−1(i+1). Puis, la transformation de Fourier réalise un isomorphisme entre R
g−1
(i+1) et R
i+2
(i+1).
Comme ce dernier sous-espace de A(J) est engendrée par pi+1, on a la nullité de ce cycle algé-
brique. L'implication (pg−2 = 0) ⇒ (pg−1 = 0) est garantie par la nullité de pg−1 pour toutes les
courbes de genre supérieur ou égal à 4 (cette nullité est une conséquence du théorème 1.8 ). Pour
les courbes de genre 2 ou 3, seules interviennent p1 et p2. L'implication est vraie car l'annulation
de p1 n'est pas permise, comme expliqué dans le théorème 1.2.
4.2.3 Egalité entre C˜(r, d, g) et C(r, d, g)
On démontre ici que les expressions (4.1) et (4.5) déﬁnissent pour tout r ≥ 1 le même
polynôme de Q[d, g]. Pour tout r ≥ 2, l'expression (4.1) déﬁnit un polynôme à coeﬃcients
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rationnels en d et g. L'expression (4.5) déﬁnit une fraction rationnelle en d et g. L'algorithme de
Zeilberger permet de démontrer des égalités entre de telles sommes. On trouvera des explications
concernant l'algorithme de Zeilberger dans [PWZ96]. Pour appliquer l'algorithme, on utilise le
logiciel Mathematica et le package ZW développé par Peter Paule et Markus Schorne. On procède
au changement de variables suivant :
{
n = r − 1
a = d − r
pour appliquer l'algorithme aux sommes :
B1(n, a, g) =
n∑
i=0
(−1)i
n+ 1− i
(
a− i+ 1
n− i
)(
a− i
n− i
)(
g
i
)
(4.6)
B2(n, a, g) =
n∑
i=0
(−1)i
a− n+ 1
(
i+ g − a− 2
i
)(
a− n− 1
n− i
)(
a+ 1− i
n+ 1− i
)
(4.7)
L'algorithme de Zeilberger renvoie une relation de récurrence linéaire double vériﬁée parB1(n, a, g)
et B2(n, a, g) considérées comme des suites indexées par n ∈ N :
Q2(n, a, g)B(n+ 2, a, g) +Q1(n, a, g)B(n+ 1, a, g) +Q0(n, a, g)B(n, a, g) = 0 (4.8)
On peut consulter le détail de cette relation dans l'annexe. Les coeﬃcients Qi sont des polynômes
en n, a et g. Le changement de variables eﬀectué permet en fait d'obtenir des polynômes Qi de
plus petits degrés. En utilisant à nouveau les variables r, d et g, on obtient une relation de
récurrence linéaire double vériﬁée par C et C˜ considérées comme des suites indexées par r ∈ N∗ :
Q′2(r, d, g)C(r + 2, d, g) +Q
′
1(r, d, g)C(r + 1, d, g) +Q
′
0(r, d, g)C(r, d, g) = 0 (4.9)
avec
Q′2(r, d, g) = (r + 2)(r + 1)(d− 2r + 1)(d− 2r)
Pour r supérieur ou égal à 1, ce coeﬃcient n'est pas nul. On en déduit par récurrence sur r
l'égalité cherchée aprés avoir avoir vériﬁé l'égalité des deux premiers termes :
C(1, d, g) = C˜(1, d, g) = 1
C(2, d, g) = C˜(2, d, g) =
(d− 1)(d− 2)
2
− g
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Chapitre 5
Applications aux revêtements de P1,
aux courbes planes et aux courbes
gauches
On applique les résultats du troisième chapitre aux systèmes linéaires de dimension inférieure
ou égale à 3. Dans le cas des pinceaux, on retrouve le résultat de Colombo et van Geemen. Pour
les g2d et les g3d, on compare les relations obtenues avec celles de Ig. On met en avant l'existence
pour tout genre suﬃsamment grand de courbes planes et gauches pour lesquelles les méthodes
employées donnent des résultats nouveaux.
On introduit dans la première section de ce chapitre le formalisme utilisé pour situer les
relations déduites d'un grd par rapport à celles de Ig et à celles déduites du g1d′ induit par le grd.
On rappelle brièvement dans la deuxième section comment retrouver le résultat de Colombo et
van Geemen. On étudie dans les troisième et quatrième sections les cas des courbes planes et
gauches respectivement. Les résultats nouveaux pour de telles courbes de genre inférieur ou égal
à 10 y sont récapitulés. On peut consulter les tableaux (5.1) et (5.2).
5.1 Relations dans l'anneau tautologique et relations de Ig
5.1.1 Relations dans l'anneau tautologique
Nous noterons de la même façon le cycle modulo équivalence algébrique pi et l'indéterminée
de l'anneau de polynômes Q[p1, . . . , pg]. L'un est l'image de l'autre par la surjection :
pi : Q[p1, . . . , pg] −→ R
Le noyau de pi est noté R. Ses éléments sont appelés les relations de R. On déﬁnit deux degrés
sur R en donnant leurs valeurs sur les monômes :
d1(pi) = i et d2(pi) = i− 1
Pour tout entier positif a on note Ra la partie de R des éléments dont tous les monômes m
vériﬁent d1(m) = a. De même, pour tout entier positif i on note R(i) la partie de R des éléments
dont tous les monômes m vériﬁent d2(m) = i. On déﬁnit ainsi deux graduations. On note égale-
ment Ra(i) pour l'intersection Ra(i) = Ra ∩R(i).
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On peut déﬁnir une application Q-linéaire sur Q[p1, . . . , pg], que l'on notera également F ,
dont la valeur sur chaque monôme est donnée par la formule du théorème 1.10. Cette déﬁnition
est cohérente avec celle de la transformation de Fourier de R, c'est-à-dire on a F ◦ pi = pi ◦ F .
Rappelons que Polishchuk déﬁnit Ig comme le Q-espace vectoriel engendré par les poly-
nômes cités au théorème 1.9 et par ceux de degré d1 supérieur ou égal à g. Il démontre que Ig
est un idéal stable par F . Polishchuk conjecture que le système de relations Ig est complet pour
une courbe générique de genre g, c'est à dire que R = Ig. On connaît en revanche des courbes
de genre g pour lesquelles R est diﬀérent de Ig. C'est le cas par exemple si C a un g1d avec d
strictement inférieur à g2 + 1. On a dans ce cas la relation pd = 0 qui ne correspond pas à un
élément de Ig.
5.1.2 Détermination des sous-espaces liés aux relations de Ig
Nous déterminons dans cette sous-section à quels sous-espacesRa(i) appartiennent les relations
qui engendrent Ig.
Théorème 5.1 Les éléments de Ig donnés par le théorème 1.9 appartiennent à un des sous-
espaces Rg−d(i) où 0 ≤ d ≤ g2 − 1 et d+ 1 ≤ i ≤ g − d− 1. Réciproquement, le théorème 1.9 donne
pour chacun de ces sous-espaces une relation non triviale.
Preuve :
Rappelons que les relations du théorème 1.9 sont données pour un entier positif k, un entier
d vériﬁant 0 ≤ d ≤ k − 1 et un n-uplet d'entiers supérieurs ou égaux à 2 : (n1, . . . , nk). La
relation associée à ces paramètres est :
∑
I1⊔...⊔Im={1,...,k}
(
m−1
d+m−k
) b(I1)...b(Im)
(g−d+m+k−
Pk
i=1 ni)!
p
g−d−m+k−
Pk
i=1 ni
1 pd(I1) . . . pd(Im) = 0
(5.1)
où la somme est prise sur les partitions de {1, . . . , k} sans tenir compte de l'ordre. Comme p[a]1
est nul si a < 0, la condition
m ≤ (g −
k∑
i=1
ni) + k − d (5.2)
est nécessaire pour que la relation soit non triviale. Egalement, pour que le coeﬃcient binomial
soit non nul, on a la condition nécessaire :
k − d ≤ m (5.3)
De (5.2) et (5.3) on déduit
∑k
i=1 ni ≤ g. Comme tous les coeﬃcients ni sont supérieurs ou égaux
à 2, on doit avoir k ≤ g2 et donc d ≤ g2 − 1. Réciproquement, si les paramètres vériﬁent les
relations 0 ≤ d ≤ k − 1 et ∑ni ≤ g, la relation associée est non triviale car les coeﬃcients de la
somme (5.1) sont strictement positifs.
Supposons g et d ﬁxés. La relation (5.1) correspond à un élément de Rg−d(Pni−k). Pour k ﬁxé,∑k
i=1 ni parcourt l'ensemble {2k . . . g} lorsque le n-uplet (n1, . . . , nk) parcourt les valeurs au-
torisées par ni ≥ 2 et
∑
ni ≤ g. Enﬁn, quand k parcourt l'ensemble {d + 1 . . . g2}, la quantité∑
ni − k parcourt {d+ 1 . . . g − d− 1}, ce qui achève la démonstration.
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On peut représenter ces sous-espaces Rg−d(i) en convenant d'interpréter l'indice i comme abs-
cisse et la dimension d comme ordonnée. Les relations non triviales de Ig correspondent à un
triangle lorsque g est pair :
R
g
2
+1
( g
2
)
R
g
2
+2
( g
2
−1)
R
g
2
+2
( g
2
)
R
g
2
+2
( g
2
+1)
R
g
2
+3
( g
2
−2)
R
g
3
+1
( g
2
−1)
R
g
2
+3
( g
2
)
R
g
2
+3
( g
2
+1)
R
g
2
+3
( g
2
+2)
. . . . . . . . . . . . . . . . . . . . .
et à une pyramide si g est impair :
R
g+3
2
( g−1
2
)
R
g+3
2
( g+1
2
)
R
g+5
2
( g−3
2
)
R
g+5
2
( g−1
2
)
R
g+5
2
( g+1
2
)
R
g+5
2
( g+3
2
)
R
g+7
2
( g−5
2
)
R
g+7
2
( g−3
2
)
R
g+7
2
( g−1
2
)
R
g+7
2
( g+1
2
)
R
g+7
2
( g+3
2
)
R
g+7
2
( g+5
2
)
. . . . . . . . . . . . . . . . . . . . . . . .
5.2 Revêtements de P1
On peut déduire de l'existence d'un g1d sans point de base et du théorème (3.1) la nullité des
cycles suivants pour a variant entre 0 et g − 1 :
β(d, a+ 1) C(a) = 0
Les coeﬃcients β(d, a) s'expriment en fonction des nombres de Stirling de deuxième espèce (on
peut consulter le résultat (6.19) à la page 251de [GKP89] ) :
β(d, a) =
d∑
i=1
(−1)i(−1)i
(
d
i
)
ia = d!{ad}(−1)d
Comme {a+1d } est diﬀérent de zéro si et seulement si 0 ≤ d ≤ a+ 1, on a la nullité de C(a) pour
a ≥ d− 1. On retrouve le résultat de Colombo et Van Geemen.
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5.3 Courbes planes
5.3.1 Nombre de n÷uds d'une courbe plane
Par déﬁnition, C(2, d, g) est le nombre de points doubles de la courbe Φ(C). L'égalité qui
suit est un résultat connu qui peut se retrouver par le calcul de (4.1) :
C(2, d, g) =
(d− 1)(d− 2)
2
− g
Comme expliqué dans le chapitre précédent, on peut si la courbe n'est pas lisse considérer le
pinceau des droites passant par un des points singuliers pour obtenir un g1d−2. On en déduit la
nullité de pd−2 par (1.6). On note dans ce cas d′ = d − 2. Si la courbe est lisse, on n'obtient en
considérant un point de la courbe qu'un g1d−1 et la nullité de pd−1. On note dans ce cas d′ = d−1.
Rappelons que l'inégalité suivante est vériﬁée pour toute courbe plane :
0 ≤ g ≤ (d− 1)(d− 2)
2
(5.4)
et que pour tout couple d'entiers (d, g) vériﬁant cette inégalité, il existe une courbe de tel genre
et de tel degré. Pour g ≥ 2 et d ≥ 0, (5.4) est équivalent à :
√
8g + 1 + 3
2
≤ d (5.5)
5.3.2 Relations déduites d'un g2d et relations de Ig
Le théorème 3.1 permet pour de nombreuses courbes de calculer à partir de l'existence d'un g2d
des relations qui ne pourraient se déduire des relations de Ig et de la relation pd′ = 0. Par déduire,
on entend obtenir à l'aide d'additions, de multiplications et de transformations de Fourier F .
Plus précisément, on énonce le :
Théorème 5.2 Pour g suﬀﬁsament grand il existe un entier d et une courbe C plane de degré
d tels que R ( I, où I est le plus petit idéal de Q[p1, . . . , pg] stable par F contenant Ig et pd′.
Preuve :
• Pour g suﬃsament grand, on peut trouver d tel que
√
8g + 1 + 3
2
≤ d < g
2
+ 2 (5.6)
et d'après la remarque du paragraphe précédent, il existe une courbe plane de genre g et de degré
d. On note P la relation de Rd−1(d−3) donnée par le théorème 3.1 :
P =
∑
1≤a,b
a+b=d−1
a!b! papb (5.7)
On va montrer que P n'est pas élément de I.
• On déﬁnit la suite d'idéaux In par son premier terme qui est l'idéal engendré par les pipd′
pour i > 2 :
I1 = Q[p1, . . . , pg]p2pd′ + . . .+Q[p1, . . . , pg]pgpd′
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et par la relation de récurrence :
In+1 = Q[p1, . . . , pg]F(In)
On a alors :
I = Ig +Qpd′ +Qp1pd′ + . . .+Qpg−1−d
′
1 pd′ +
∞∑
n=1
In (5.8)
En eﬀet, le terme de droite déﬁnit un idéal contenant Ig et pd′ . On calcule
F(pn1pd′) = (−1)n
n!
(g − n− d)!p
g−n−d
1 pd′
ce qui prouve que Qpd′ +Qp1pd′ + . . .+Qpg−1−d
′
1 pd′ est stable par F . On sait que Ig est stable
par F , et par déﬁnition∑∞n=1 In l'est également. Le terme de droite de (5.8) est donc stable par
F . Enﬁn, le plus petit idéal contenant Ig et pd′ et stable par F doit contenir le terme de droite
de (5.8), d'où l'égalité.
• Supposons que C(2, d, g) = 0, et donc que d′ = d − 1. Le monôme pd′ est un élément de
Rd−1(d−2). Si P est dans I, comme
Qpd′ + . . .+Qp
g−1−d′
1 pd′ +
∞∑
n=1
In ⊂
⊕
i≥d−2
R(i)
on a P ∈ Ig. D'après le choix de d (voir l'inégalité (5.4) ), on a P ∈
⊕
a≤ g
2
Ra. Mais d'après le
théorème 5.1 les éléments non nuls de Ig sont dans les sous-espaces
⊕
a≥ g
2
+1Ra et on aboutit à
une contradiction.
• Supposons que C(2, d, g) 6= 0, et donc que d′ = d− 2. Le monôme pd′ est alors un élément de
Rd−2(d−3). Si P est un élément de Rd−1(d−3), comme
∞∑
n=1
In ⊂
⊕
i≥d−2
R(i)
on a P ∈ Ig+Qpd′+. . .+Qpg−1−d
′
1 pd′ . Comme Ig ⊂
⊕
a≥ g
2
+1Ra, on a P ∈ Qpd′+. . .+Qpg−1−d
′
1 pd′
ce qui n'est pas le cas d'après l'expression de P donnée en (5.7).
Remarque :
Il existe de petites valeurs de g pour lesquelles aucun g2d n'apporte de relation non contenue
dans Ig. C'est le cas par exemple lorsque g vaut 5 ou 7 comme on peut le voir à la sous-section
précédente.
5.3.3 Exemples de calculs de relations
Cas où les relations se déduisent de Ig et de la gonalité
• Si on tire les droites passant par l'unique n÷ud d'une quintique plane de genre 5, on construit
un g13. Avec (1.6), on a p3 = 0, puis avec la relation de I5 : p22 = −6p1p3, on a p22 = p1p3 = 0.
La relation obtenue à partir du g25 qui est 3p1p3 + p22 = 0 n'apporte donc aucune information
supplémentaire.
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• Une sextique plane de genre 7 a trois points singuliers. On peut en déduire l'existence d'un g14
et la nullité de p4. De la relation p2p3 = −5p1p4 de I7 on déduit la nullité de p2p3. La relation
2p1p4 + p2p3 = 0 qui découle de l'existence du g27 se déduisait donc des relations de I7 et de la
nullité de p4.
Nouvelles relations pour une courbe lisse plane
Considérons la quintique plane lisse qui est de genre 6. En considérant les droites passant
par un point quelconque de la courbe, on montre qu'elle est tétragonale, et donc avec (1.6) que
p4 = 0. Cette relation est de toute façon déjà dans I6. L'existence du g26 apporte une unique
relation nouvelle dans R4(2) qui est 3p1p3 + p22 = 0. En la multipliant par p1, on retombe sur
une relation de I6.
Nouvelles relations pour une courbe plane singulière
Si une courbe de genre 8 admet un g27, les g15 qu'on en déduit n'apportent pas de relations
qui ne soient dans I8. En revanche, on déduit du g27 la relation 8p2p4 + 3p23 = 0 qui avec la
relation 10p2p4 + 3p23 = 0 de I8 entraîne la nullité de p2p4 et p23.
5.3.4 Courbes planes de genre g ≤ 10
On récapitule ici quelles sont les relations données par le théorème (3.1) pour les courbes de
genre inférieur ou égal à 10. On considère tous les g2d autorisés, et vériﬁe que pour ceux admis
automatiquement1 par les courbes de genre g, les relations déduites sont contenues dans Ig. Il
s'agit donc d'après (5.5) à g ﬁxé de préciser les relations déduites d'un g2d pour d vériﬁant :
√
8g + 1 + 3
2
≤ d ≤ 2
3
g + 2
Pour chacun de ces systèmes linéaires, on précise quel g1d′ il induit en général. On indique en gras
toutes les relations qui se déduisent du théorème (3.1), mais qui ne peuvent se déduire de Ig et de
la nullité de pd′ . Justiﬁons brièvement les résultats du tableau ci-dessous. Sauf pour les courbes
de genre 10 admettant un g26, la première relation obtenue dans Rd−1(d−3) combinée éventuellement
avec une relation de Ig donne les résultats nouveaux. Dans le cas restant, on utilise les relations
données dans R5(3) et R6(4) par (3.1) : 2p1p4 + p2p3 = 0 et 4p2p4 + 3p23 = 0. Si on les multiplie
respectivement par p2 et p1, et si on considère une troisième relation donnée par I10, on obtient
le système : 

4p1p2p4 +3p1p
2
3 = 0
2p1p2p4 +p
2
2p3 = 0
10p1p2p4 +p
2
2p3 +3p1p
2
3 = 0
dont découle la nullité des trois monômes p1p2p4, p22p3 et p1p23. En utilisant l'égalité p42+24p1p22p3+
18p21p
2
3 + 60p
3
1p5, et l'annulation de p5 (due à l'existence d'un g15), on a p42 = 0. Comme les
monômes p42, p1p22p3, p21p23 et p31p5 engendrent R8(4), on a la nullité de ce dernier sous-espace.
Enﬁn, l'utilisation de la transformation de Fourier permet de conclure à la nullité de p2p4 et p23.
1c'est-à-dire pour ceux tels que d ≥ 2
3
g + 2
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Tab. 5.1  Utilisation du théorème (3.1) pour les courbes planes de genre g ≤ 10
Genre g2d g1d′ déduit Relations déduites du g2d Conséquences
du g2d à partir du th. (3.1)
g = 5 g25 g
1
3 3p1p3 + p
2
2 = 0
g = 6 g25 g
1
4 3p1p3 + p
2
2
= 0
g = 7 g26 g
1
4 2p1p4 + p2p3 = 0
g = 8 8p2p4 + 3p
2
3
= 0 p2p4 = p
2
3
= 0
g27 g
1
5 p1p2p4 = p1p
2
3
= 0
g26 g
1
4 p2p3 = 0 p2p3 = 0
p1p2p3 = p
3
2
= 0
g = 9 g27 g
1
5 8p2p4 + 3p
2
3
= 0 p2p4 = p
2
3
= 0
p
2
2
p3 = 0
p2p3 = 0 p2p3 = 0
g26 g
1
4 p1p2p3 = 0
p
2
1
p2p3 = p1p
3
2
= 0
g = 10 g28 g
1
6 5p2p5 + 3p3p4 = 0
6p2p4 + 3p
2
3
= 0
g27 g
1
5 6p1p2p4 + 31p
2
3
= 0
6p2
1
p2p4 + 3p
2
1
p
2
3
= 0
2p
m+1
1 p4 + p
m
1
p2p3 = 0
pour m ∈ {0 . . . 3}
g26 g
1
5 2p1p4 + p2p3 = 0 p
n
1
p2p4 = p
n
1
p
2
3
= 0
4p2p4 + 3p
2
3
= 0 pour n ∈ {0 . . . 2}
p
2
2
p3 = p1p
2
2
p3 = 0
p
4
2
= 0
5.4 Courbes gauches
5.4.1 Quadrisécantes à une courbe gauche
Par déﬁnition, C(3, d, g) est le nombre de quadrisécantes à la courbe Φ(C) lorsque ce nombre
est ﬁni2. L'expression (4.1) permet de retrouver la formule de Cayley :
C(3, d, g) =
(d− 2)(d− 3)2(d− 4)
12
− g(d
2 − 7d+ 13− g)
2
(5.9)
On a lorsque cette quantité est non nulle l'existence d'un g1d−4 et donc la nullité de pd−4. On
note alors d′ = d − 4. Sinon, on déduit de l'existence d'un g1d−3 la nullité de pd−3, et on note
d′ = d− 3.
5.4.2 Courbes lisses de P3
Gruson et Peskine déterminent dans [GP78] à quels couples degré-genre correspondent les
courbes lisses de P3. On peut également lire [Har82] pour un panorama du problème. Les courbes
lisses de P3 se répartissent en trois classes. La courbe peut être contenue dans un plan de P3 ;
on a alors g = (d−1)(d−2)2 . Si des entiers positifs g et d vériﬁent cette relation, il existe une telle
courbe. La courbe peut être contenue dans une surface quadratique : il existe alors deux entiers
strictement positifs a et b tels que d = a + b et g = (a − 1)(b − 1). Pour tout couple d'entiers
strictement positifs (a, b) une telle courbe existe. Enﬁn, si la courbe n'est pas contenue dans une
surface quadratique, on a 0 ≤ g ≤ d(d−3)6 +1, et pour tous d > 0 et g ≥ 0 vériﬁant cette inégalité,
une telle courbe existe. Autrement dit, si d et g vériﬁent l'inégalité :
√
24g − 15 + 3
2
≤ d (5.10)
il existe une courbe de degré d et de genre g.
5.4.3 Relations déduites d'un g3d et relations de Ig
On peut énoncer un théorème similaire au théorème 5.2 pour les courbes gauches :
Théorème 5.3 Pour g suﬀﬁsament grand il existe un entier d et une courbe gauche lisse C de
degré d et de genre g telle que R ( I, où I est le plus petit idéal de Q[p1, . . . , pg] contenant Ig
et pd′ stable par F .
On peut suivre la preuve du théorème 5.2 pour montrer que le polynôme P de Rd−2(d−5) donné par
le théorème 3.1 n'est pas dans I. On considé les deux valeurs d− 4 et d− 3 que peut prendre d′,
et on conclut en remarquant que pour g suﬃsament grand, on peut choisir d tel que :
√
24g − 15 + 3
2
≤ d ≤ g
2
+ 3
5.4.4 Courbes gauches lisses de genre g ≤ 10
Pour toute courbe de genre g, la théorie de Brill-Noether assure l'existence d'un g3d si
3
4
g + 3 ≤ d
2comme le fait remarquer Le Barz dans [LB87], au numéro 7, il existe des courbes de P3 de degré 6 et de
genre 3 admettant une inﬁnité de quadrisécantes alors que la formule (5.9) donne 0.
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Tab. 5.2  Utilisation du théorème (3.1) pour les courbes gauches lisses de genre g ≤ 10
Genre g3d g1d′ déduit Relations déduites du g3d Conséquences
du g3d à partir du th. (3.1)
g = 6 g37 g
1
3 p1p
2
2 = 0
g = 7 g38 g
1
4 9p1p2p3 + p
3
2 = 0
g = 8 g38 g
1
4 9p1p2p3 + p
3
2
= 0 p2p3 = 0
p
3
2
= p1p2p3 = 0
g = 9 g39 g
1
5 8p1p2p4 + 3p1p
2
3
p1p2p4 = p1p
2
3
= p2
2
p3 = 0
+2p2
2
p3 = 0 p2p4 = p
2
3
= 0
p2p3 = 0
g38 g
1
4 9p1p2p3 + 2p
3
2
= 0 pm
1
p2p3 = 0 pour m ∈ {0 . . . 2}
p
n
1
p
3
2
= 0 pour n ∈ {0, 1
g = 10 g310 g
1
6 20p1p2p5 + 12p1p3p4
+4p22p4 + 3p2p
2
3 = 0
g39 g
1
6 10p
2
1
p5 + 8p1p2p4 20p
m+1
1 p5 + 4p
m
1
p2p4 + p
m
1
p
2
3
= 0
+3p1p
2
3
+ 2p2
2
p3 = 0 si m ∈ {0 . . . 3}
10p
n+2
1 p5 + 8p
n+1
1 p2p4 + 3p
n+1
1 p
2
3
+2pn
1
p
2
2
p3 = 0
si n ∈ {0 . . . 2}
Pour les courbes de genre g inférieur ou égal à 10, on vériﬁe que ces systèmes linéaires
n'apportent pas de relations qui ne soient pas déjà dans Ig. Pour les courbes admettant des g3d
pour lesquels le nombre de Brill-Noether est négatif, on calcule quelles sont les relations données
par le théorème (3.1). A nouveau, on écrit en gras dans le tableau (5.2) les relations déduites
d'un g3d qui ne découlent pas de la connaissance de Ig couplée avec celle d'en g1d′ induit par le
g3d. On liste les systèmes linéaires à étudier à l'aide du théorème de Cliﬀord et de la sous-section
5.4.2.
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Premierere page de l'annexe.
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Deuxieme page de l'annexe.
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Troisieme page de l'annexe.
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Index des notations
C 18 désigne une courbe lisse projective de genre g
g 25 désigne le genre de la courbe C
r 25 désigne la dimension du système linéaire G
d 25 désigne le degré du système linéaire G
Cn 18 produit symétrique de la courbe (ses éléments s'identiﬁent aux diviseurs
eﬀectifs de degré n)
σn 26 σn : Cn → Cn désigne le morphisme naturel d'addition
un 18 tout choix d'un diviseur D de Cn induit un morphisme un : Cn → JC
grd 25 abréviation pour système linéaire de degré d et de dimension r (ils seront
toujours considérés sans points de base)
G 26 G est un grd ; il induit le morphisme Φ : C → Pr
Gn 26 désigne le système linéaire tronqué associé à G (pour r ≤ n ≤ d)
Gn = {D ∈ Cn | ∃ E ∈ Cd−n , D +E ∈ G}
Φ 26 Φ : C → Pr est le morphisme naturellement associé à G un grd
k 17 pour tout k de Z, on note également k pour le morphisme x 7→ kx déﬁni
sur une variété abélienne
Θ 18 désigne le diviseur thêta dans JC
θ 18 désigne la classe du diviseur thêta dans A1(JC) ou CH1(JC)
D 18 pour D diviseur de degré 0, correspond à la classe de D dans JC
CHg−i(X) 17 ( = CHi(X) ) lorsque X est une variété de dimension g, désigne les
cycles algébriques de dimension i modulo équivalence rationnelle
CH(X) 15 anneau de Chow associé à la variété X tensorisé par Q
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CH i(s)(X) 15 espace propre relatif à la décomposition de Beauville
α de CH i(X) est dans CH i(s)(X) si et seulement si pour tout k entier
on a k∗α = k2p−iα ou de faon équivalente k∗α = k2g−2p+iα
Ag−i(X) 16 ( = Ai(X) ) lorsque X est une variété de dimension g, désigne le Q-ev
des cycles de dimension i modulo équivalence algébriques
A(X) 16 anneau des cycles modulo équivalence algébrique associé à la variété X
tensorisé par Q
Ai(s)(X) 17 espace propre relatif à la décomposition de Beauville pour les cycles
modulo équivalence algébrique
α de Ai(X) est dans Ai(s)(X) si et seulement si pour tout k entier on a
k∗α = k2p−iα ou de façon équivalente k∗α = k2g−2p+iα
[V ] 15 on note entre crochets la classe dans CH(X) ou A(X) d'une sous-variété
V de X
⊔ 23 union disjointe ; on écrit A = I1 ⊔ . . . ⊔ In pour une partition de A
R 22 anneau des cycles tautologiques (plus petite sous-algèbre de A(JC) ou
de CH(JC) qui soit stable par produit d'intersection, de de Pontryagin
ainsi que par les opérateurs k∗ et k∗ )
R
p
(i) 22 intersection de R et de A
p
(i)
Ig 22 idéal de relations entre cycles de R pour une courbe de genre g
il est calculé par Polishchuk dans [Pol]
∆I1 . . .∆Ir . . . OAsos 27 désigne la sous variété de Cn des x tels que pour tout t de {1, . . . , r}, i
et j de It, xi = xj et pour tout t de {1, . . . , s}, a de At, on ait xt = ot
δi1,...,ir 27 désigne la classe dans A(Cn) ou CH(Cn) de {i1x1 +. . .+ir xr | xi ∈ C}
lorsque n = i1 + . . . ir
ΨP 27 il s'agit du morphisme de copie ΨP : Ck → Cn décrit en détail page 27
HnPr 28 désigne la sous-variété de (Pn)r des r-uplets dont les composantes sont
sur un même hyperplan projectif de Pr
JC 18 jacobienne de la courbe C
∗ 17 désigne le produit de Pontryagin
F 17 désigne la transformation de Fourier sur CH(X) ou A(X) selon le
contexte (Polishchuk la note S)
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C(i) 19 désigne la composante dans CHg−1(s) (J) ou A
g−1
(s) (J) (du plongement) de
la courbe C considérée comme cycle dans la jacobienne
on a donc : k∗ C(s) = k2g−2−sC(s) et k∗ C(s) = k2+sC(s)
pi 23 pour i ≥ 0, Polishchuk note pi+1 l'image de C(i) par la transformation
de Fourier ;
p
[a]
i 51 Polishchuk note p
[a]
i pour
pi
a! si a ≥ 0 ; p
[a]
i vaut 0 si a < 0
N i 22 Beauville note Ni = −F(C(i−1)) pour i ≥ 1
on a donc N i = −pi avec la notation de Polishchuk
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