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Abstract – Resumen 




Every time a cell divides the genetic information contained within must be 
accurately duplicated. This is a feature that universally connects every living organism 
from the simplest bacteria to the most complex eukaryote, showing its fundamental 
importance as one of the basic pillars of life on our planet. Since the discovery of the 
molecular structure of the DNA much has been learned in regards to how different 
genomes duplicate, especially in what concerns the basic machinery that is involved in 
this process. In eukaryotic cells, DNA replication occurs during the S-phase of the cell 
cycle through the activity of hundreds to thousands of replication origins (ORIs) distributed 
along their large genomes, in a context of a tightly packaged chromatin structure. Even 
though the molecular mechanism by which ORIs are activated is highly conserved, ORIs 
do not seem to display any DNA sequence specificity in complex genomes. Nonetheless, 
they are not randomly distributed, and growing evidence suggests that DNA accessibility 
could be a major determinant of ORI specification.  
The objective of this work was testing the hypothesis that, in mammalian cells, 
chromatin conformation regulates both the location of the ORIs as well as their activity. To 
test this hypothesis we first conducted a high-resolution analysis of DNA synthesis start 
sites and nucleosome architecture at efficient mammalian ORIs. We found that 
mammalian origins are highly variable in nucleosome conformation and initiation patterns, 
and that replication initiation profiles mirror nucleosome organization. Second, we 
performed a functional analysis of the impact of altered chromatin configurations in the 
definition of the ORIs and in the kinetics of replication elongation. We found that loss of 
chromatin compaction in H1-depleted cells massively disrupts the replication initiation 
patterns, triggering the accumulation of stalled forks and DNA damage as a consequence 
of transcription-replication conflicts. On the contrary, reductions in nucleosome occupancy 
due to the lack of HMGB1 cause faster fork progression without impacting the initiation 
landscape or fork stability. Thus, perturbations in the integrity of the chromatin template 
elicit a range of responses in the dynamics of DNA replication and transcription, with 
different consequences on replicative stress. These findings have broad implications for 
our understanding of how defects in chromatin structure, such as those occurring during 










Siempre que una célula se divide, su información genética debe ser duplicada con 
precisión. Esta característica une de manera universal a todos los organismos vivos 
desde la bacteria más sencilla hasta el eucariota más complejo, demostrando su papel 
fundamental como uno de los pilares básicos de la vida. Desde el descubrimiento de la 
estructura del ADN se ha aprendido mucho sobre cómo se replican distintos genomas, en 
especial, sobre la maquinaria básica implicada en este proceso. En células eucariotas la 
replicación del ADN tiene lugar durante la fase S del ciclo celular, gracias a la actividad 
de cientos de miles de orígenes de replicación (ORIs) distribuidos a lo largo de sus 
genomas, en un contexto de estructura de la cromatina altamente compactado. A pesar 
de que el mecanismo molecular de activación de los ORIs está altamente conservado en 
eucariotas, los ORIs no muestran especificidad de secuencia en genomas complejos. Sin 
embargo, no se encuentran distribuidos al azar y, además, numerosas evidencias 
sugieren que la accesibilidad del ADN puede ser un importante determinante de la 
especificación de los ORIs. 
El objetivo de este trabajo ha sido comprobar la hipótesis de que, en células de 
mamífero, la conformación de la cromatina regula tanto la especificación de los ORIs 
como su actividad. Para probar nuestra hipótesis, hemos realizado en primer lugar un 
análisis de alta resolución de los sitios de inicio de síntesis de ADN y de arquitectura 
nucleosomal en ORIs eficientes. Hemos comprobado que estos ORIs son altamente 
variables tanto en su conformación nucleosómica como en los patrones de iniciación de 
la replicación del DNA y, además, que los perfiles de iniciación de replicación reflejan la 
organización nucleosómica. A continuación, hemos realizado un análisis funcional del 
impacto de las alteraciones en la configuración de la cromatina sobre la definición de los 
ORIs y la cinética de la elongación de la replicación. Hemos descubierto que la pérdida 
de compactación de la cromatina que ocurre en células deplecionadas en la histona H1 
desestabiliza los patrones de iniciación de la replicación, originando la acumulación de 
horquillas bloqueadas y de daño en el ADN, como consecuencia de conflictos entre 
la replicación y la transcripción. Por otra parte, la disminución en la ocupación 
nucleosómica debida a la falta de la proteína HMGB1 tiene como consecuencia un 
incremento en la velocidad de las horquillas de replicación, sin impacto en su estabilidad 
y sin alterar los patrones de iniciación de la replicación. Por tanto, hemos encontrado que 
perturbaciones en la integridad de la cromatina generan un abanico de respuestas en la 
dinámica tanto de la replicación del ADN como de la transcripción, con distintas 
consecuencias en estrés replicativo. Estos descubrimientos tienen importantes 
implicaciones en situaciones fisiológicas o patológicas en las que se producen defectos 
en la estructura de la cromatina, como ocurre durante el envejecimiento celular o en 











1. GENOME DUPLICATION 
1.1. THE INITIATION OF GENOME REPLICATION IN DIFFERENT ORGANISMS 
The accurate duplication of the genetic information is fundamental for the survival 
and propagation of all living organisms. From the simple bacteria to much more complex 
higher eukaryotes, faithful inheritance of the genome at each cell division must be 
achieved to avoid the transmission of mistakes that can lead to potentially dire 
consequences. The DNA synthesis starts at specific sites called origins of replication 
initiation (ORIs). The number of ORIs per genome can vary according to the species and 
cell types and they are recognized through the binding of a heterohexameric complex 
called the Origin Recognition Complex (ORC), which is well conserved from yeast to 
humans (Bell, 2002; Bell and Dutta, 2002). Organisms with small genomes like bacteria 
only need a single ORI in order to replicate their genomes. In E. coli, for example, 
replication takes an average of 30 minutes to be completed after starting from a single 
specific sequence of DNA with an estimated replication fork speed of 60 kb/min (Jacob et 
al., 1963). Compared with bacteria and other simpler life forms, eukaryotes have 
significantly larger genomes and therefore need more than one single ORI in order to 
duplicate their respective DNA content within a few hours. Unicellular eukaryotes, like the 
yeast Saccharomyces cerevisiae, possess several autonomous replicating sequences 
(ARSs) along their chromosomes, and in those organisms ORC is capable to recognize 
and bind to these elements. The ARS consensus sequence (ACS) encompasses a T-rich 
motif which is a pre-requisite for ORC binding (Rao and Stillman, 1995; Xu et al., 2006; 
Chang et al., 2008). Although the ACS is capable of functioning as a replicator, upon 
insertion into a plasmid it was shown that this element by itself is not sufficient to predict 
or activate ORIs (Stinchcomb et al., 1979; Palzkill and Newlon, 1988). S. cerevisiae is 
estimated to have well over 10000 ACS elements but less that 4% of them are actually 
used as ORIs (Nieduszynski et al., 2006). On the other hand, Schizosaccharomyces 
pombe also contains ARS elements but, contrary to its counterpart S. cerevisiae, they are 
not determined by a specific consensus sequence, being comprised of other features like 
poly-dA/dT tracks and AT-rich islands (Okuno et al., 1999; Segurado et al., 2003; Dai et 
al., 2005; Heichinger et al., 2006). In S. cerevisiae there is also is evidence that 
nucleosome positioning is an important factor for ORI activation. ORIs seem to be flanked 
by two well positioned histone octamers and ORC is essential to establish this pattern of 
nucleosomes bordering the ACS elements (Eaton et al., 2010). 
The human and mouse genomes are several times bigger than those of unicellular 
eukaryotes, so in order to duplicate their DNA content inside the space of a few hours 





genomes activate several thousand ORIs each S-phase of the cell cycle. Besides ORI 
number, another fundamental difference is the fact that in higher eukaryotes ORIs do not 
seem to be defined by DNA sequence and various studies demonstrated that metazoan 
ORC doesn't display affinity for any consensus sequence in vitro (Bell and Dutta, 2002; 
Vashee et al., 2003). This is surprising because the replication machinery, as well as the 
steps required for ORC assembly and ORI activation, seem to be highly conserved among 
eukaryotic species (Bell and Dutta, 2002; Vashee et al., 2003; Remus et al., 2004). 
Nonetheless, despite the apparent lack of preference for a consensus sequence ORIs in 
higher eukaryotes aren't distributed in an arbitrary fashion, which is consistent with the 
notion that these genomes are not randomly organized (Hurst et al., 2002; Hurst et al., 
2004; Batada and Hurst, 2007; Necsulea et al., 2009).  Different regions in the 
chromosomes of eukaryotes seem to have a more favorable environment for replication 
initiation and even in yeast where DNA sequence plays a key role in ORI establishment, 
telomeric regions seem to replicate late when compared with centromeric proximal 
regions that replicate in the earlier stages of S phase (MacAlpine and Bell, 2005; 
Necsulea et al., 2009). It seems that factors intimately associated to the transcription 
process have a strong connection with the temporal and spatial organization of replication. 
Those factors include local gene density, presence of transcription start sites (TSS) of 
CpG island promoters and active transcription at certain loci (Rocha, 2004; Nieduszynski 
et al., 2006; Cadoret et al., 2008; Sequeira-Mendes et al., 2009; Cayrou et al., 2011; 
Besnard et al., 2012). Additionally, genomic regions that encompass a less condensed 
chromatin state (euchromatic state), like gene dense regions, might facilitate the 
accessibility of replication factors to the DNA molecule and in this way promote an easier 
assembly of the replication complexes (Vashee et al., 2003; Schaarschmidt et al., 2004; 
Cadoret et al., 2008; Yin et al., 2009; Lubelsky et al., 2010). Furthermore, some non-
canonical DNA structures, like G-quadruplexes (G4s) have also been shown to be 
enriched at ORI regions in mammalian species (Cayrou et al., 2012; Besnard et al 2012), 
and it is worth mentioning that these structures seem to be preferentially present at 
specific locations of the genome like telomeric regions and, most importantly, transcription 
regulatory regions (Rhodes and Lipps, 2015). In addition, ORC1 affinity for G4s is higher 
when these structures are present on RNA or single-stranded DNA, suggesting that 
regions with high tendency to accumulate hybrid RNA:DNA structures (R-loops), like 
active CpG Island promoters, may be more prone to ORC1 binding (Ginno et al., 2012, 
2013; Hoshina et al., 2013). 
Together all these data points to a complex scenario where ORI specification in 





likely allows cells to adapt to different stages of development and to cope with external 
factors impacting this process, facilitating a faithful duplication of the genomic information 
(Sequeira-Mendes and Gómez, 2012; Fragkos et al., 2015). 
 
 
1.2. ASSEMBLY AND ACTIVATION OF REPLICATION ORIGINS 
The duplication of the DNA molecule must occur only once per S-phase in order to 
avoid genomic abnormalities that can range from rereplication of small portions of the 
DNA sequence to whole chromosomal duplications which can in turn lead to much more 
severe consequences. In order to avoid replication-related genomic instability, the 
molecular mechanisms involved in controlling this process at the level of ORI 
establishment and activation are very tightly regulated (Mechali, 2001; Diffley, 2004; 
Gilbert, 2004; Cvetic and Walter, 2005; Aladjem et al, 2006; Arias and Walter, 2007; 
Rampakakis et al., 2009). During the G1 phase of the eukaryotic cell cycle ORC binds to 
several chromosomal locations and at this stage this complex is capable of recruiting 
several important factors like Cdt1 and Cdc6 and the MCM helicases, which are the main 
components of the prereplication complexes (pre-RC) (Bell, 2002; Diffley, 2004; Stillman, 
2005). Then, during S phase the pre-RCs are activated through several phosphorilation 
events, what mediates the recruitment of additional factors promoting ORI licensing and 
finally leading the MCM complexes to start unwinding the DNA molecule and the 
replication process to unfold (Mechali, 2010) (Figure 1). From this point onwards the MCM 
helicases are not able to re-associate with ORIs, ensuring that the licensing process is 
only triggered once every cell cycle, thus preventing re-replication events (Symeonidou et 
al., 2012). Nevertheless, although licensed ORIs are given a ―green light‖ to start 
replication it seems that many of them are still not used in an efficient manner and some 






Figure 1: Replisome assembly in budding yeast (left panel) and human cells (right panel). Upon ORC binding, several other 
factors like Cdt1, Cdc6 and MCM2-7 helicases are recruited to the DNA in order to form the pre-RC. Re-licensing in higher 
eukaryotes is prevented due to the negative regulation of Geminin. During the G1-S phase transition, CDK and DDK are 
responsible for the activation of the pre-RCs through the recruitment of additional factors, resulting in the formation of the 
pre-initiation complexes (pre-ICs). The replisome is finally completed upon the assembly of the active Cdc45/MCM2-7/GINS 
(CMG) helicase at the pre-ICs and the recruitment of all replicative polymerases (adapted from Symeonidou et al., 2012). 
 
 
2. THE IMPORTANCE OF CHROMATIN FOR GENOME REGULATION AND INTEGRITY 
2.1. STRUCTURE OF THE CHROMATIN FIBER 
The large genomes of eukaryotic organisms (encompassing more than 2 meters of 
DNA in the case of human cells) have to fit inside the space of a small nucleus that isn‘t 





because in eukaryotic species the DNA double helix interacts and binds to many proteins 
to form a chromatin fiber. Chromatin has several levels of organization and it generates 
the required level of compaction in order to fit the entire genome inside the cell nucleus 
(Pollard and Earnshaw, 2002) (Figure 2). 
 
Figure 2: Structure and organization of the chromatin fiber. The DNA molecule interacts with the eight core histones and 
wraps around them giving raise to the core nucleosome particle. These histone octamers are connected by stretches of 
DNA known as linker DNA, and the linker histone H1 is frequently present at the DNA entry/exit point of the nucleosome 
particle. The resulting particle containing H1 is commonly known as the chromatosome. These structures that resemble 
―beads on a string‖ are then folded into a fiber-like structure with a 30nm diameter. Further condensation of those fibers 
occurs to generate other higher-order chromatin structures (adapted from Annunziato, 2008). 
 
The state of chromatin and the global and local levels of condensation of this 
element are of vital importance for the regulation of all genomic processes like the 
activation or repression of transcription, splicing events, and DNA replication, among 
many others. Cell type differentiation and specificity are achieved through modifications in 
chromatin organization which establishes different levels of accessibility of regulatory 
elements to the DNA molecule, ultimately changing the cellular transcriptional and 
replication programs (Vogelauer et al., 2002; Donaldson, 2005; Li et al., 2005; Knott et al., 
2009; Hnilicová and Staněk, 2011; Gómez-Acuña et al., 2013; Petty and Pillus, 2013). 
Changes in chromatin conformation are achieved through the action of chromatin 
remodelers and histone modifying complexes such as histone acetyltransferases, 
deacetylases, methyltransferases, etc (DesJarlais and Tummino, 2016). Chromatin 





the chromatin by shifting nucleosome positioning and changing the local environment 
around the DNA molecule thereby modulating the regulation of specific genes (Jiang and 
Pugh, 2009; Petty and Pillus, 2013). 
Nucleosomes constitute the core unit of chromatin and, as such, play a pivotal role 
in regulating the many mechanisms that require accessibility to the genomic information. 
The combined action of individual nucleosomes makes it possible to condense the DNA 
more than 104 times due to their highly basic nature which confers them a high affinity for 
negatively charged molecules, such as nucleic acids (Kornberg, 1974; Allis, 2007). The 
core nucleosome particle is composed by eight canonical histones H2A, H2B, H3 and H4, 
which appear in duplicate (Kornberg, 1974) (Figure 3). About 147 bps of DNA are directly 
bound to the core histone octamer with the DNA molecule completing approximately 1,7 
turns around it (Kornberg, 1974; Luger et al., 1997). At the dyad axis point, where DNA 
enters and exits the nucleosome core another histone can be present, the linker histone 
H1, which interacts with an additional 20 bps of the DNA double helix (Simpson, 1978). In 
addition to its importance in controlling the chromatin condensation level, histone H1 has 
a fundamental role in keeping nucleosomes in place and avoiding the sliding of this 
particle along the DNA (Oudet et al., 1975; Li et al., 2005). 
 
Figure 3: Nucleosome core particle. Two pairs of each histone dimer, H2A-H2B and H3-H4, interact to form the histone 
octamer core. DNA then wraps around the histones giving raise to the nucleosome core particle (NCP). Histone H1 interacts 
with the DNA double helix at the dyad axis of the NCP, establishing the chromatosome (adapted from Draizen et al., 2016). 
 
Modifications in the structure of the nucleosomes are vital to the architecture of the 
chromatin and are the basis for the dynamic nature of this element (Jenuwein and Allis, 
2001; Margueron et al., 2005). Nucleosomes can undergo many changes, mainly on the 
histone proteins that compose these elements. Histones tails can be subject to acetylation 





modifications that can ultimately stimulate or repress different chromatin regulatory 
pathways and lead to changes in the transcriptional program, changing cellular activity 
and identity (Millar and Grunstein, 2006; Kouzarides, 2007). Histone H3 lysine 4 
trimethylation (H3k4me3) is a well known example of an active mark in eukaryotes 
associated with a general open chromatin structure and very commonly colocalized with 
promoters of active genes (Santos-Rosa et al., 2003; Pray-Grant et al., 2005; Sims et al., 
2005; Wysocka et al., 2005). Other types of histone tail methylations, like histone H3 
trimethylation of lysine 27 (H3k27me3) are linked with the opposite effect and tend to be 
found in heterochromatic regions of the genome (Francis et al., 2004; Ringrose and Paro, 
2004). Domains that carry both the H3k27me3 and the H3k4me3 are known as bivalent 
and encompass both active and repressive histone marks (Berstein et al., 2006). Usually 
they are associated with CpG island promoters, keeping genes poised for subsequent 
activation or repression in distinct cell types. This also relates to the fact that half of them 
coincide with promoters of developmental regulatory genes (Berstein et al., 2006; 
Mikkelsen et al., 2007). In addition to posttranslational changes to the properties of 
nucleosomes, canonical histones can be replaced by histone variants which encompass a 
slightly different polypeptide sequence. Some particular variants, like H3 variant cenH3, 
also known as CENP-A in mammals, can be found in specific genomic regions like 
centromers and plays a major role in kinetochore assembly (Warburton et al., 1997; 
Ouspenski et al., 2003; Kamakaka and Biggins, 2005). Others like H2A.Z and H3.3 
replace the canonicals H2A and H3 and have a direct effect on the physical properties of 
nucleosomes, with both variants apparently being implicated in active transcription 
(Kamakaka and Biggins, 2005; Sarma and Reinberg, 2005; Talbert and Henikoff, 2010).  
H2A.Z is commonly found in nucleosomes that flank nucleosome free regions (NFRs) at 
gene transcription start sites (TSSs), in both yeast and human cells, promoting RNA 
polymerase II (RNAPII) recruitment at those sites (Adam et al., 2001; Zlatanova and 
Thakar, 2008; Hardy et al., 2009). Moreover this variant seems to play an important part in 
processes such as DNA damage signaling and repair, embryonic stem cell differentiation 
and nucleosome turnover, which might relate to the fact that H2A.Z nucleosomes are 
more resistant to the binding of the linker histone H1 (Creyghton et al., 2008; Zlatanova 
and Thakar, 2008; Altaf et al., 2009; Thakar et al., 2009). H3.3 also displays similar 
features in regards to transcription activation as found in D. melanogaster and human 
cells (Henikoff, 2008). This variant is incorporated into genes upon induction of 
transcription and is also associated with the elongation phase of this process (Schwartz 
and Ahmad, 2005; Sutcliffe et al., 2009). Furthermore, there is evidence in D. 





H3, thus contributing to the maintenance of an open and accessible chromatin at 
transcription initiation sites (Schwartz and Ahmad, 2005). 
All these changes are at the very foundation of the dynamic structure that 
characterizes the chromatin molecule. Remodeling complexes and other factors 
orchestrate and control the delicate processes responsible for the regulation of the 
genome and nucleosomes have a direct influence in many of those processes that require 
accessibility to the DNA molecule and that are of crucial importance for cell fate. 
 
 
2.2. NUCLEOSOME POSITIONING AND THE MODULATION OF GENOMIC PROCESSES 
The 147 bp of DNA that are directly bound to the nucleosome core particle are 
shielded from most interactions with external enzymes and complexes that have affinity 
for the double helix molecule. Regions of the genome that are being constantly 
transcribed encompass a lower level of nucleosome occupancy, essential for allowing the 
assembly of multiprotein complexes in charge of this processes (Rando and Chang, 
2009). It is not simple to decipher and understand nucleosome patterns along the genome 
of different organisms or even cell types because there are numerous factors that can 
influence the organization of these nucleoproteins. To help understand this, different 
concepts were developed over the years such as nucleosome positioning and occupancy. 
Nucleosome positioning is defined as the probability that a determined nucleosome starts 
at a given base pair within the genome and nucleosome occupancy refers to the presence 
or absence of these nucleoproteins over specific genomic sequences (Segal and Widom, 
2009; Arya et al., 2010). The concept of occupancy differs from positioning in that the 
former doesn‘t take in to account where the nucleosome starts as long as the given base 
pair is covered by nucleosomes (Arya et al., 2010). Chromatin remodeler complexes and 
competition between site-specific DNA-binding proteins such as polymerases and 
transcription factors (TFs) are very important for modulating nucleosome positioning 
patterns. The nucleosomes themselves have more affinity for certain DNA sequences, 
even though the contribution of the sequence seems to vary in the different organisms 
studied (Ioshikhes et al., 1996; Schones et al., 2008, González et al., 2016). In spite of 
some specific sequences having more likelihood to bind nucleosomes than others, 
virtually every DNA sequence can bind and wrap around histone octamers (Sekinger et 
al., 2005; Segal et al., 2006; Yuan and Liu, 2008). Therefore, in order to better understand 
chromatin regulation and dynamics it's essential to study and decipher nucleosomal 






2.3. NUCLEOSOME POSITIONING AND TRANSCRIPTION REGULATION 
The position of nucleosomes around regulatory elements like TSSs or enhancers 
is vital for the correct regulation of numerous cellular processes, particularly gene 
transcription. TFs compete with histone octamers for access to the DNA double helix at 
promoters and the active RNAPII complexes have the capability to displace nucleosomes 
ahead of elongation (Lieb, et al., 2001; Schwabish and Struhl, 2004; Liu et al., 2006). The 
first maps of nucleosome positioning at a genome-wide scale were developed in the yeast 
S. cerevisiae by hybridizing mononucleosomal DNA resistant to Micrococcal Nuclease 
(MNase) digestion on microarrays (Bernstein et al., 2004; Lee et al., 2004). Despite their 
low resolution these nucleosome maps constituted a significant improvement over prior 
attempts. One of the main conclusions from these early works was the distinct pattern 
present at many yeast gene promoters where a NFR was often flanked by two well 
positioned nucleosomes. Later studies validate those observations, unveiling that the NFR 
was regularly situated just upstream of the promoters TSS (Lee et al., 2007). This seems 
to be the case in many other eukaryotic species implying that this particular feature is 
highly significant in regards to transcription regulation (Radman-Livaja and Rando, 2010). 
When genes are activated or repressed they undergo several epigenetic changes and 
acquire different nucleosome patterns and this particular placement of nucleosomes 
around regulatory elements such as TSSs appears to be important to promote the correct 
binding of key regulatory factors like TFs and promote the accurate assembly of the 
transcription machinery (Lee et al., 2007; Buratowski, 2008). These regions are generally 
limited by two nucleosomes known as the +1 nucleosome, found upstream, and the -1 
nucleosome, found downstream (Peckham et al., 2007; Lee et al., 2007; Fu et al., 2008; 
Zhang et al., 2009; Arya et al., 2010) (Figure 4). In C. elegans regions located upstream of 
the TSS show a strict pattern of positioned nucleosomes that is characterized by the 
presence of two tightly placed histone octamers at the edge of the NFR. Furthermore, the 
strong positioning of those elements is even more obvious in promoters of genes that are 
ubiquitously expressed (Valouev et al., 2008). In human T cells the +1 nucleosome can be 
positioned up to 40 base pairs downstream of the TSS in active genes whereas in inactive 
genes these two elements are only separated by 10bp (Barski et al., 2007). Another 
distinct feature at the TSS of active genes is the strong phasing of the 5 to 10 
nucleosomes that are located downstream of the +1 nucleosome (Figure 4) (Arya et al., 
2010). It seems that RNA polymerase II plays an important role in the establishment of 
this particular pattern due to its ability to evict or misplace nucleosomes as it moves 
through the DNA molecule (Izban and Luse, 1992; Studitsky et al., 1994; Schwabish and 





large number of genes there is also a well-positioned nucleosome (Figure 4). This 
nucleosome located close to the transcription termination site (TTS) is usually followed by 
a nucleosome free region (NFR, also known as nucleosome depleted region, NDF) which 
seems to facilitate the disassembly of the RNA polymerase and all the transcription 
machinery from the gene (Jiang and Pugh, 2009).  
As previously mentioned, nucleosomes can also undergo many structural 
transformations, such as the replacement of the H2A canonical histone for its variant 
H2A.Z, or the canonical H3 histone isoform H3.3. This seems to be the case in many 
regulatory regions like promoters or enhancers, where it was found that the NFR was not 
in fact free of nucleosomes but rather encompassed a labile nucleosome particle 
containing both the H2A.Z and H3.3 variants (Jin et al, 2009). Besides structural changes, 
nucleosomes can also suffer positional changes mainly through the action of chromatin 
remodeler complexes like the SWI/SNIF, ISWI, CHD, INO80 or the High Mobility Group 
(HMG) family of proteins (Zhang and Wang, 2008; Längst and Manelyte, 2015). The +1 
nucleosome for example can be shifted from its original position opening or closing the 
NFR and thus modulating accessibility to the TSSs (Lomvardas and Thanos, 2001; 
Koutroubas et al., 2008).  
 
 
Figure 4: Usual depiction of a nucleosomal occupancy map of actively transcribed genes with the 5‘ nucleosome depleted 
region at the promoter and the flanking -1 and +1 nucleosomes. Nucleosomes downstream of the +1 show gradual 
decrease in their phasing, until the strong positioning patterns are lost. At the 3‘ transcription termination region there is a 
well positioned nucleosome, immediately followed by a nucleosome depleted region (adapted from Arya et al., 2010). 
 
 
2.4. THE INTERPLAY BETWEEN TRANSCRIPTION, REPLICATION AND NUCLEOSOME POSITIONING 
To specify a replication initiation site in the genome ORC must get access the DNA 
molecule. Origins of replication then require the assembly of a large number of proteins 
and protein complexes in order to be functional (Figure 1). Hence, the regions to which 






encompass nucleosomal particles that are able to shift their positions easily and therefore 
allow the replication machinery to bind to the DNA (Zhou et al., 2005; Field et al., 2008; 
Audit et al., 2009). Furthermore, even though ORIs in higher eukaryotes don‘t show 
sequence specificity there is evidence that in Drosophila ORC has slightly higher affinity 
for negative supercoiled DNA, implying that processes that generate super-helical tension, 
such as nucleosome removal, may influence ORI selection (Remus et al., 2004). Earlier 
works in yeast showed that plasmids containing the ARS1 origin needed to have an ACS 
element free of nucleosomes in order to bind ORC, and that this binding is stabilized by 
neighboring DNA-protein interactions (Simpson, 1990; Bell et al., 1995). Posterior studies 
focusing on the endogenous ARS1 locus supported the theory that the ACS element had 
to be nucleosome-free for the origin to be functional. However, if the NFR was too large 
pre-RC formation was inhibited, suggesting that a precise positioning of nucleosomes 
must take place at the ARS1 locus in order to facilitate ORC binding and helicase loading 
(Lipford and Bell, 2001). In synchronized populations of Chinese hamster cells that 
contained amplified copies of the dihydrofolate reductase locus the ORC and MCM 
complexes colocalize preferentially at regions of low nucleosome occupancy (Lubelsky et 
al. 2010).  
As previously discussed, transcriptional activity has a great influence in chromatin 
organization, being important in the establishment of a more open and accessible 
chromatin structure. Over the years many studies have found links between transcription 
and replication, especially in regards to ORI establishment. In yeast some ORIs contain 
binding sites for TFs that assist in their activation (Diffley and Stillman, 1989). In other 
eukaryotic organisms TFs are also capable of influencing the processes of selection and 
activation of replication origins through the recruitment of histone-modifying and chromatin 
remodeling complexes and also by interacting with the pre-RC (Cheng et al., 1992; Maric 
et al., 2003; Danis et al., 2004; Ghosh et al., 2004; Minami et al., 2006; Sasaki et al., 
2006; Cayrou et al., 2012). One possible explication for these findings involves the 
changes in transcriptional status occurring during the G1 phase of the cell cycle, which 
might be able to alter the initial choice of possible origins by influencing the pre-replicative 
complex assembly. Other possibility is that these changes might also be able to control 
the activation of the pre-RCs during the S phase. Nonetheless, the specific relationship 
between those two processes is still no fully understood, especially considering that in 
order to properly duplicate the genome the replication machinery must avoid at any cost 
the interference with ongoing transcription, or with any other genomic process that 
otherwise could impair its progression and consequently generate replication stress, 





coordination between those processes is intimately related to the chromatin structure, and 
changes in the regulation of this element are bound to influence the outcome of both cell 
division and the patterns of gene expression. The manner in which transcription, 
replication and chromatin structure interplay is still to this date subject of many studies 
and analysis, especially due to the complex network of factors that influences them and 




3. GENOME STABILITY AND ITS RELATIONSHIP WITH CHROMATIN ARCHITECTURE 
3.1. IMPORTANCE OF CHROMATIN FOR GENOME INTEGRITY 
The epigenetic mechanisms that regulate the state of the chromatin have a 
fundamental role in maintaining genome stability and ensuring the correct development of 
an organism. It is therefore not surprising that a large number of diseases are rooted in 
the epigenetic deregulation of genes due to abnormal changes in the chromatin structure. 
Those abnormalities can be the result of both acquired and inherited mutations in genes 
that control modifications in the histone proteins or the DNA molecule (e.g. DNA 
methylation). Thus, the resulting epigenetic disorders can be of monogenic or 
multifactorial origin, which can be inherited from the progenitors or acquired by de novo 
mutations in the parental germline or at any stage along the development of the organism 
(Mirabella et al., 2016). The spectrum of epigenetic syndromes is very broad and 
encompasses numerous neuronal and physical developmental and degenerative 
disorders, immunodeficiency diseases and many different types of cancer (Cassidy and 
Schwartz, 1998; Jin and Warren, 2000; Iwase et al., 2007; Gibbons et al., 2008; Cabianca 
et al., 2012; Tsurusaki et al., 2012; Lazo-Gomez et al., 2013; Lu et al., 2013). In 
predisposed organisms they can be triggered by many environmental factors like 
exposure to toxic or harmful compounds, nutrient deficiency and stress (Mirabella et al., 
2016) (Figure 5). The interaction between chromatin and chromatin binding proteins is of 
upmost importance to control the dynamics of the different genomic processes and, 
besides changes in DNA molecule, chromatin remodelers and histones modifications are 
the main players in the regulation of chromatin stability and epigenetic integrity. So it 
becomes important to study how specific changes in those factors affect the normal 
function of the cells and what is the impact for basic genomic processes like transcription, 






Figure 5: Factors involved in the generation of epigenetic diseases. Diseases caused by chromatin deregulation can arise 
through environmental stress, either during fetal development or later in life, or by mutations in genes encoding chromatin 
regulators. These mutations can be heritable or acquired de novo leaving the organisms predisposed to disease (adapted 
from Mirabella et al., 2016) 
 
Two proteins that have become increasingly more studied in the last years due to 
their importance for chromatin integrity and regulation are the linker histone H1 and the 
proteins belonging to the High Mobility Group family, mainly the High Mobility Group Box 1 
(HMGB1) protein. H1 variants and HMG proteins are expressed in all vertebrates in a 
ubiquitously manner and are able to bind dynamically to other proteins and factors in the 
chromatin. They are also the most abundant chromosomal proteins after the core histones 
themselves (Happel and Doeneck, 2009; Postnikov and Bustin, 2016). H1 and HMG 
proteins actively affect and change the levels of chromatin condensation and have the 
ability to regulate many genomic processes in antagonizing ways due to their opposing 
effect in nucleosome compaction and the fact that they directly compete with each other 
(Postnikov and Bustin 2016). The specific roles of these proteins are depicted bellow. 
 
 
3.2. LINKER HISTONE H1 AS A KEY FACTOR FOR CHROMATIN STRUCTURE MAINTENANCE 
One of the essential functions of linker histone H1 is to bind to the nucleosome 
core stabilizing the folding of the nucleofilament into higher order chromatin structures 
(Figure 2) (Robinson and Rhodes, 2006; Bassett et al., 2009; Happel and Doeneck, 
2009). It also has a role in regulating transcription by promoting condensation and thereby 
impairing or at least severely limiting the access of TFs and other complexes to the DNA 
molecule. However, despite the general notion that H1 acts as a universal repressor of 
transcription there is increasing evidence that it may regulate transcription at specific 
levels by interacting with complexes that repress or promote transcriptional activity 





which the linker histone H1, its PTMs (post-translational modifications) and related 
proteins are involved in those processes are still not fully understood mainly due to 
technical and experimental limitations (Harshman et al., 2013; Roque et al., 2016). One 
factor that also contributes to this apparent complexity in studding and deciphering the full 
importance and implications of H1 is the fact that this histone is much less conserved 
between eukaryotes than core histones. Many unicellular species such as yeast 
encompass only one H1-like gene (Shen et al., 1995; Patterton et al., 1998; Ramón et al., 
2000; Hellauer et al., 2001), and in other eukaryotes like D. melanogaster there is only 
one somatic and one germ-line specific H1 variant; dH1 and dBigH1 respectively 
(Bayona-Feliu et al., 2016; Pérez-Montero et al., 2016). On the other hand, in mice and 
humans there are several genes of both somatic and germ-line H1 variants that in many 
cases might play partially redundant roles (Sirotkin et al., 1995; Fan et al., 2001; Pérez-
Montero et al., 2016). Despite this heterogeneity of H1 among different eukaryotes many 
works in the field of epigenetics underline the extreme importance of this linker histone in 
the developmental processes of those organisms, as well as the impact on the normal 
structure and integrity of their genomes. Several years ago it was found that the genome 
of mouse embryos lacking three of the somatic variants of H1 (H1c, H1d and H1e) 
encompass only half of the normal levels of this histone, which are not enough to maintain 
embryonic viability due to the accumulation of a large number of defects (Fan et al., 
2003). Cell lines derived from those embryos show a reduction in the levels of chromatin 
compaction and altered expression of a small number of genes, from which imprinted 
genes represented an enriched category (Fan et al., 2005). These cells display also a 
75% reduction in H4K12 acetylation, involved in chromatin relaxation, and an average 15 
bp reduction in linker DNA size, which might be a mechanism to cope with H1-loss and 
minimize the effects of genome-wide chromatin decompaction (Fan et al., 2005). It seems 
also that this relaxation in the chromatin structure has an effect on DNA damage 
signaling. H1 triple knockout (KO) cells appear to be more resistant to DNA damage 
caused by multiple agents, being able to activate the intra-S and G2/M phase checkpoints 
more efficiently than normal wild type (WT) mES cells (Murga et al., 2007).  
All of this evidences points to a scenario where cells have to modify basic 
parameters in fundamental processes like transcription and replication in order to cope 
with a drastic change in the structure of the genome and indicates that the linker histone 
H1 is of upmost importance for the maintenance of this structural integrity, which is so 
essential to all cellular processes. Furthermore, although there is increasing evidence of 
the many roles in which H1 is involved, at the moment there´s still not many information 





implications of the deregulation of both processes for genome stability in a context of such 
a drastic change in chromatin structure. 
 
 
3.3. THE ROLE OF HIGH MOBILITY GROUP FAMILY OF PROTEINS IN CHROMATIN DYNAMICS 
After the histones, the most prominent components in chromatin are the proteins 
that belong to the High Mobility Group family. They are divided into three main subtypes, 
the HMG-AT-hook family (HMGA), the HMG-box family (HMGB) and the HMG-
nucleosome binding family (HMGN) (Bustin, 2001). These families are both abundant and 
ubiquitous along the genome and are also subject to many PTMs that influence their 
interactions with the DNA molecule and their associated proteins, contributing to modulate 
the regulation of different genomic processes (Zhang and Wang, 2008). While the HMGN 
family binds specifically to the nucleosome particle to promote PTMs in the core histones 
(Lim et al., 2004; Postnikov et al., 2006; Ueda et al., 2006), the other two families, HMGA 
and HMGB, are characterized as nuclear DNA-binding proteins (Sutrias-Grau et al., 1999; 
Das and Scovell, 2001; Reeves, 2001; Stros et al., 2007). Fluorescence recovery after 
photobleaching (FRAP) experiments in Arabidopsis reveal that both HMGA and HMGB 
proteins are very dynamic inside the nucleus, binding to chromatin only in a transient 
manner and constantly searching for new target regions (Launholt et al., 2006). These two 
families are known for their role the in regulating transcription activity, with HMGA proteins 
seeming to be more important in a developmental context as they are more expressed in 
fast proliferating cells such as embryonic and tumor cells (Fedele et al., 1996; Bandiera et 
al., 1998; Chiappetta et al., 1998; Reeves, 2001; Sgarra et al., 2004), while HMGB 
proteins operate primarily as architectural remodelers of chromatin structure promoting 
gene expression mainly due to their opposing role to the linker histone H1 (Sutrias-Grau 
et al., 1999; Das and Scovell, 2001; Stros et al., 2007) and their ability to loosen the DNA 
wrapped around nucleosomes, promoting their sliding (Bonaldi et al., 2002; Agresti and 
Bianchi, 2003; Travers, 2003) (Figure 6). There is also evidence that HMGB proteins 
further contribute to the modulation of transcription by interacting with certain TFs like 
P53, p73, and sterol-regulatory element–binding proteins (Agresti and Bianchi, 2003; 
Bianchi and Agresti, 2005; Najima et al., 2005). The HMGB family encompasses three 
proteins, HMGB1, HMGB2 and HMGB3, with 80% amino acid identity between them and 
very similar functions, but different spatial and temporal patterns of expression in 
mammals (Agresti and Bianchi, 2003; Muller et al., 2004; Nemeth et al., 2005). While 
embryos are able to express elevated levels of all of them, upon development, HMGB2 





HMGB1 is almost ubiquitous expressed, being absent only in brain neuron cells (Muller et 
al., 2004; Bianchi and Agresti, 2005). The importance of this last member of the HMGB 
family has been increasing in recent years as an ever growing number of studies uncover 
novel functions of this protein, which is extremely well conserved among mammalians, 
with almost 99% identity between different species (Bustin, 1999; Muller et al., 2004).  
Besides the above mentioned role in transcription regulation and nucleosome 
sliding, HMGB1 is involved in other processes such as the regulation of monocyte 
proinflammatory cytokine synthesis (Andersson et al., 2000), and V(D)J (variable, diverse 
and joining genes) recombination which is the process through which B and T cells 
assemble diverse gene segments in a random manner to generate distinct receptors 
(Swanson, 2002). This protein also seems to have a role in the invasive and metastatic 
properties of cancer (Ellerman et al., 2007). Furthermore, there is accumulating evidence 
that depicts HMGB1 as having a function as a histone chaperone. Yeast mutant cells for 
the Hmgb1 orthologous gene nhp6, show reduced histone content. Likewise, mammalian 
cells lacking this element show a reduced number of nucleosomes in their genome due to 
a significant drop in the levels of all core and many histone variants (Celona et al., 2011). 
Furthermore it was found that HMGB1 enhances nucleosome remodeling and that the 
addition of HMGB1 in a classical stepwise dialysis nucleosome assembly method 
increases the assembly of middle-positioned nucleosomes by more than two fold (Bonaldi 
et al., 2002; Osmanov et al., 2013). Although this role as a histone chaperone is not fully 
understood it could be linked to HMGB1s DNA bending properties rather than any direct 
interaction with histone particles. In order to wrap DNA around histone octamers the 
nucleic acid molecule must bend several times, a process with a high energy requirement. 
HMGB1 is able to bend DNA in such a manner and the resulting V shaped structure 
(Figure 6) might drastically decrease the energy requirements for this process, facilitating 
the assembly of the prefolded histone octamer. Possible evidence for this comes from 
yeast where it was found that mutants expressing a defective Nhp6 protein were unable to 
twist the DNA properly presenting a disruption in the chromatin structure and defects in 






Figure 6: Model of HMGB family function and interactions. HMGB binds to the entry point of nucleosomes and interact with 
the positively charged flanking sequences of H1 through their negatively charged C-tail, displacing the linker histone and 
promoting its eviction from chromatin (1). Afterwards a DNA loop is formed at the site where HMGB is bound, which serves 
as an ideal anchoring point to whom remodeling complexes (RCs) bind. Then HMGB dissociates from the chromatin, 
followed by the directional propagation of the looped DNA (bound with the RC) around the nucleosome particle (2). This 
places the TSS (black DNA sequence) out of the histone core. The RC then subsequently dissociates from chromatin and 
HMGB binds to the DNA molecule in a region adjacent to the TSS bending the DNA in a V shaped structure (3) facilitating 
the binding of TFs to the TSS (4). Following this HMGB is dissociated once more and the activation of transcription ensues 
(adapted from Stros, 2010). 
 
The overall decrease in histone levels driven by the lack of HMGB1 leads to a 
global increase in transcripts in mouse embryonic fibroblasts (MEFs). Loss of Nhp6 also 
affects the expression of about 10% of yeast genes (Celona et al., 2011). HMGB1 also 
has major impact in normal development. Mouse mutants for this protein are not viable 
and die shortly after birth (Calogero et al., 1999) and yeast defective for Nhp6 present 
irregular phenotypes (Paull et al., 1996). Also Hmgb1-/- cells are more susceptible to DNA 
damage by UV and ionizing radiation (Giavara et al., 2005; Celona et al., 2011). However, 
little is known about how HMGB1 and the epigenetic changes caused by its depletion 
affect DNA replication specifically. A more permissive chromatin sate is a common 
characteristic between gene promoters and ORIs which might explain the strong 
correlation found between transcriptional activity and efficient ORIs (Sequeira-Mendes 
and Gómez, 2012). It seems likely that the overall increase in transcriptional activity is a 
direct consequence of the lower histone content found in HMGB1 deficient cells, so one 
might argue that this chromatin environment could favor DNA replication as well, 
facilitating the assembly of ORC and the activation of pre-RCs. It could also have an 
impact on the movement and velocity of the replication forks. It has been found recently 
that human cells lacking the stem-loop binding protein gene (SLBP), which controls 
stability, processing, nuclear export, and translation of canonical histone mRNAs, show a 
comparable decrease in the levels of canonical histones and some H2A variants (Jimeno-





increase in RNAPII elongation rates. If a global decrease in histone content can affect the 
velocity of the transcription polymerases then it also could have an impact on the 
movement of the replication machinery as well. 
Deciphering the full spectrum of consequences that these epigenetic changes 
caused by lack of HMGB1 have on genome regulation remains an open question, 
specially due to the fact that there are novel functions of this protein that are still being 
uncovered. Although much is known about its impact on transcription there is not many 
data available on how the replication program is affected and what consequences can this 
have for genome stability and integrity. Answering these questions could help fill the 
knowledge gap in this particular subject and would contribute to the general 
understanding of how deregulations in chaperone and histone remodeler activities 
influence epigenetic stability. 
 
 
3.4. CHROMATIN STRUCTURE AND COORDINATION BETWEEN DIFFERENT GENOMIC PROCESSES 
Numerous factors have an impact on chromatin stability and the deregulation of 
any one of them can have different outcomes on the global or local structure of this 
element and thus modulate many different processes like transcription, replication, repair 
and recombination in dissimilar ways. Some epigenetic changes may influence replication 
in a positive manner, like local chromatin decompaction which facilitates ORI firing but 
also results in conflicts between the replication and transcription machineries (Barlow and 
Nussenzweig, 2014). Such conflicts between both processes are a great source of 
genome instability and may have dire consequences for cell viability if left unchecked 
(García-Muse and Aguilera, 2016; Hamperl and Cimprich, 2016). In Support of this, 
transcription-replication conflicts are a hallmark of some types of cancer, and mutations in 
genes involved in preventing and resolving the collisions between both machineries often 
give raise to many disorders like amyotrophic lateral sclerosis type 4, ataxia-ocular 
apraxia type 2 and Fanconi anemia (Schwab et al., 2015; García-Rubio et al., 2015). 
There are several possible ways in which the two machineries can obstruct each other 
and, overall, the most common interferences come from head-on or co-directional 
collisions (García-Muse and Aguilera, 2016) (Figure 7). In normal conditions cells usually 
deal with the stress caused by these events through the action of specific enzymes such 
as RNAseH1, which degrades the RNA molecule present in RNA:DNA hybrids, or 
topoisomerases that resolve the resulting topological stress (Helmrich et al., 2013) (Figure 
8). Chromatin itself likely plays a crucial role in preventing and regulating possible 





that cells lacking the FACT (facilitates chromatin transcription) chromatin remodeling 
complex present a high degree of replication fork stalling, a clear sigh of genomic 
instability that may be related to abnormal transcription regulation in the absence of this 
factor. These cells were able to recover from their replication defects by inhibiting 
transcriptional activity with specific drugs, showing that the abnormal fork staling was 
mainly due to collisions between both machineries (Herrera-Moyano et al., 2014). 
Furthermore, FACT-depleted cells also show increased levels of R-loops, which are 
structures composed of three nucleic acid strands forming a RNA:DNA hybrid and leaving 
one displaced ssDNA strand in a loop (Figure 7c and Figure 8). This is important because 
although R-loops are described as having regulatory roles in some genomic processes, 
such as transcription termination (Skourti-Stathaki et al., 2014), or immunoglobulin class-
switch recombination (Yu et al., 2003; Santos-Pereira and Aguilera, 2015), an abnormal 
accumulation of R-loops in the genome is often related with genomic instability (Tuduri et 
al., 2009; Aguilera and Garcia-Muse, 2012; Skourti-Stathaki et al., 2014; Skourti-Stathaki 
and Proudfoot, 2014). This is mainly due to the fact that these structures actively 
contribute to the increase in fork stalling frequency (Gan et al., 2011) (Figure 7c).  
 
Figure 7: Different types of transcription-replication encounters. (a) Head-on collision between transcription and replication 
machineries. These types of collisions can cause accumulation of positive DNA supercoiling, leading to fork stalling. (b) and 
(c) co-directional collisions between both machineries. The negative supercoiling that results from the action of RNA 
Polymerases unwinds the DNA double helix which leads to the formation of non-B DNA structures, like G-quadruplexes (b) 
or co-trancriptional R-loops (c), that impair the movement of the incoming replication machinery (adapted from García-Muse 








Besides being a source for genomic instability, these types of conflicts can 
fundamentally alter the replication program (Figure 8). There is evidence that in yeast, 
defects in the transcription machinery related with the termination of this processes can 
lead to a rearrangement of the MCM2-7 complexes along the genome due to encounters 
with RNAPII and consequently alter the initiation landscape (Gros et al., 2015). Similar 
studies in Drosophila also demonstrate that the same complexes also shift their initial 
positions and are relocated to non-transcribed regions of the genome when cells are 
blocked at the transition from G1 to S phase of the cell cycle (Powell et al., 2015). 
Therefore, it seems that under certain circumstances where the kinetics of the RNA 
polymerase or the movement of the replication fork is altered, replication initiation might 
be driven by the elongation of transcription and, has previously mentioned, chromatin 
structure plays a key role in regulating those processes.  
 
Figure 8: Cellular mechanisms to resolve collisions between active transcription and replication. Two of the most common 
problems arising from encounters between these two machineries are the generation of RNA:DNA hybrid structures (left) 
and topological stress that inhibits fork progression (right). If left unchecked genome instability can be generated through the 
appearance of breaks in the DNA molecule. Usually cells are able to resolve these types of conflicts either through the 
action of RNaseH1, in the case of R-loop formation, or the activation of the Mec1 (ATR) checkpoint which promotes the 
recruitment of specific enzymes and topoisomerases to resolve the topological stress and prevent DNA damage (adapted 
from Helmrich et al., 2013). 
 
Genomes with altered chromatin configuration, like cells lacking H1 variants or 
proteins from the HMG family can be suitable a scenario to study how specific 
modifications in conformation might alter DNA replication dynamics and what impact 
would they have on transcription kinetics and replication fork stability as well as which 
consequences the interplay between those two processes would have for cell viability. 
This would also contribute to the understanding of the specific nature of the relationship 











In order to increase our understanding of the role of chromatin in ORI specification 
and activity, and to determine how specific alterations in this element affect the stability of 
the replication program, we set the following objectives for this Doctoral Thesis: 
 
 Carry out a high-resolution analysis of nucleosome architecture and DNA 
synthesis start sites at efficient mammalian ORIs. 
 
 Perform a functional analysis of the impact of altered chromatin configurations in 






Materials and Methods 




1. CELL MANIPULATION 
1.1. GROWTH CONDITIONS 
All cell types cultured were grown at 37oC in a humid environment with 5% CO2 
inside an incubator (Esco Celculture) and handled in an appropriate P2 cell culture hoods 
(Faster BH 2004). 
Mouse embryonic stem cells (mES) PGK 12.1 (Penny et al., 1996) and WW6 (Ioffe 
et al., 1995) were grown in Dulbecco‘s modified Eagle‘s medium (DMEM, Invitrogen) 
supplemented with 10% fetal bovine serum (FBS, Biosera), 1x non-essential  aminoacids 
(Gibco), 2 mM L-glutamine (Gibco), 50 M -mercaptoethanol (Gibco), 1 mM sodium 
piruvate (Gibco), 100 U/mL penicillin plus  100 μg/mL streptomycin (Invitrogen) and 103 
U/mL LIF (ESGRO). HMGB1 MEFs were derived from 14.5 dpc (Balb/C) embryos 
(Calogero et al., 1999; Celona et al., 2011). HeLa cells (ATCC) and both NIH-3T3 (ATCC) 
and HMGB1 MEFs were grown in DMEM high glucose medium (Lonza) supplemented 
with 10% FBS (Gibco), 100 U/mL penicillin plus  100 μg/mL streptomycin (Invitrogen), 
100 μg/mL streptomycin (Gibco), 2 mM L-glutamine (Gibco), 1x non-essential aminoacids 
(Gibco) and 50M -mercaptoethanol (Gibco). HTC-shSLBP.1 cells were cultured with or 
without 2 μg/mL Doxycycline (Sigma-Aldrich) for 72 hours as described (Jimeno-Gonzalez 
et al., 2015) in McCoy´s 5A-modified medium (Sigma-Aldrich) supplemented with 10% 
FBS (Gibco), 100 U/mL penicillin plus 100 μg/mL streptomycin (Invitrogen). 
 
 
1.2. PASSING CELL CULTURES 
Cells at approximately 80% confluence were washed twice with PBS (137mM 
NaCl, 2.7mM KCl, 10 mM Na2HPO4, 1.76 mM KH2PO4, pH 7.4) at room temperature and 
incubated with Trypsin (0,25% with 0,04% EDTA, Invitrogen) for approximately 4 minutes. 
In the case of mES cells Trypsin was supplemented with 2% chicken serum (Invitrogen). 
Dissociated cells were resuspended in culture medium to quench trypsin activity and then 
centrifuged 5 minutes at 200 rcf. Afterwards the cell pellet was resuspended in 
appropriate medium and divided accordingly to new culture flasks. 
 
 
1.3. FREEZING AND STORING CELL CULTURES 
Cells at approximately 80% confluence were trypsinized as described before and 
then collected by centrifugation. Afterwards cells were carefully resuspended in freezing 
medium composed of 90% FBS (Gibco) and 10% DMSO (Merck) at a concentration of 




approximately 1x106 cells/mL. Freezing was carried out overnight in a Mr. Frosty container 
to gradually decrease cell temperature until it reached -80oC. The following day frozen 
cells were transferred to liquid nitrogen for long-term storage. 
 
 
1.4. REACTIVATING CELL CULTURES 
Each cell vial containing 1 mL of frozen cells was removed from liquid nitrogen and 
thawed in a water bath at 37oC and then diluted 1:10 in appropriate, pre-heated, growth 
medium and mixed gently to dilute the DMSO in the freezing medium. After centrifugation 
at 200 rcf for 5 minutes the resulting cell pellet was resuspended in culture medium and 
the cells were transferred into a T25 tissue-culture flask (Thermo Fisher Scientific). 
 
 
2. FLOW CYTOMETRY 
In order to analyze cell-cycle profiles, cells were incubated for 20 minutes with 
250µM IdU (Sigma-Aldrich) and then fixed overnight in 70% ethanol at -20oC. Cells were 
then incubated in 2 M HCl (Merck) with 0.5% Triton X-100 (Sigma-Aldrich) for 30 minutes 
and neutralized with 0,1 M Sodium Tetraborate pH 9.5 (Merck) for 2 minutes before 
blocking 10 minutes with a solution of 1% BSA (Sigma-Aldrich) and 0.5% Tween20 
(Sigma-Aldrich) in PBS. Afterwards cells were incubated for 1 hour at room temperature 
(RT) with mouse anti-BrdU primary antibody (BD Biosciences) and then with the anti-
mouse IgG Alexa-Fluor 647 secondary antibody (Thermo Fisher Scientific) for 30 minutes 
at RT. Cells were finally stained with PI/RNAse cycle buffer (BD Pharmingen) for another 
30 minutes in the dark at RT. All samples were processed in a FACSCanto II (Becton 




3. CELL SYNCHRONIZATION AND IMMUNOFLUORESCENCE WITH ANTI-BRDU ANTIBODIES  
A double-thymidine block was performed by growing HeLa cells for 16 hours in 
culture medium containing 2.5 mM thymidine (Sigma-Aldrich) followed by 9 hours of 
incubation in fresh medium and further incubation for 16 hours in the presence of 2.5 mM 
thymidine. Progression through S-phase was checked by FACS analysis at 0 hours, 45 
minutes and then every 1.5 hours after block removal. Synchronous entry in S-phase was 
checked by immunofluorescence on parallel cultures of cells grown on slides labeled 




during 15 minutes with 10 mM BrdU (BD Biosciences) prior to cell harvest as described in 
Leonhardt et al, 1992. 
 
 
4. PURIFICATION OF NUCLEIC ACIDS 
4.1. EXTRACTION OF GENOMIC DNA 
 Genomic DNA was extracted from cells using the standard procedures described 
in Sambrook, 1989. Trypsinised cells were resuspended in Lysis Buffer consisting of 50 
mM Tris pH 8.0, 10 mM NaCl, 10 mM EDTA pH 8.0, 0.5% SDS, 100μg/mL Proteinase K 
(Roche) and incubated overnight at 37oC. The cell lysate was gently mixed with an equal 
volume of Tris-saturated Phenol (Sigma-Aldrich) and centrifuged 10 minutes at 1500 rcf. 
The aqueous phase was then mixed with an equal volume of 
Phenol:chloroform:isoamylalcohol (25:24:1) saturated with 10 mM Tris pH 8.0 and 1 mM 
EDTA (Sigma-Aldrich) and centrifuged at 1500 rcf for 5 minutes. DNA was then 
precipitated with 2 volumes of ice-cold (-20 oC) 100% ethanol (Merck), washed with 70% 
ethanol and air-dried before resuspending in TE buffer (10 mM Tris pH 8.0, 1 mM EDTA) 
supplemented with 0.1 U/µL Units of RNAseOUTTM (Invitrogen). Samples were then kept 
at 4oC until further processing. 
 
 
4.2. PURIFICATION OF SMALL DNA REPLICATION INTERMEDIATES 
For each gradient tube total genomic DNA from approximately 109 exponentially 
growing cells was heat-denatured at 1000C for 10 minutes and then size-fractioned by 
centrifugation at 78000 rcf in an Ultracentrifuge (Beckman Coulter OptimaTM L-100 XP), 
with a SW-40Ti rotor (Beckman Coulter) and appropriate centrifuge tubes (Beckman 
Coulter 331374) for 20 hours at 20oC, in a seven-step neutral sucrose gradient (5-20% 
sucrose, 2.5% steps made in 10 mM Tris pH 8.0, 1 mM EDTA, and 100 mM NaCl), as 
described in Gómez and Antequera, 2008. After centrifugation, twelve to thirteen 1 mL 
fractions were collected and the DNA in each fraction was ethanol-precipitated. About 
10% of each fraction was analysed in a 1% alkaline agarose gel (50 mM NaOH, 1 mM 
EDTA) to monitor the fractionation profile (Figure 9a). Sucrose gradient fractions 
containing replication intermediates ranging between 100-600 nt (usually fraction 3), 300-
800 nt (usually fraction 4) and 300-1200 nt (usually fraction 5) of size were treated with 
polynucleotide kinase (PNK, Thermo Scientific) to phosphorylate 5'-hydroxyl ends and 
render all DNA molecules in the samples available for λ-exonuclease digestion. This last 
enzyme degrades fragments contaminating random sheared DNA leaving intact DNA 




replication intermediates that are protected by a 5‘-RNA-primer. The PNK phosphorylation 
reaction was performed in the presence of 1 mM dATP (Roche) and 40 Units of 
RNAseOUTTM (Thermo Scientific) and 100 units of PNK enzyme, for 30 minutes at 37oC. 
After PNK inactivation with 6.25 μg of protease K (Roche) in the presence of 0.125% 
sarkosyl and 2.5 μmol of EDTA, the phosphorylated DNA was extracted, precipitated and 
resuspended in water. Once resuspended, samples were heat-denaturated again for 5 
minutes and the digestion with lambda-exonuclease (custom-made, Thermo Scientific) 
was done with 150 Units of this enzyme plus 1x λ-exonuclease digestion buffer (Thermo 
Scientific) and 40 Units of RNAseOUTTM at 37C overnight. Reactions were inactivated 
during 10 minutes at 75C, and then extracted with phenol/chloroform, ethanol 
precipitated and resuspended in water.  
a b 
   
Figure 9: (a) Representative example or genomic DNA fractionation in an alkaline 1% agarose gel after a seven-step 
neutral sucrose gradient. Numbers to the left correspond to the DNA fragment sizes of the molecular marker (1 Kb plus DNA 
Ladder, Invitrogen) present in the first and last wells (M). Fraction number is indicated above the wells (F1 to F12). Red box 
indicates the main fractions used for the subsequent experimental procedures present in this work (F3, F4 and F5). (b) 
Representative example λ-exonuclease of digestion control. F3, F4 and F5 indicate the wells were about 5% of each 
fraction of interest was loaded upon digestion with λ-exonuclease in the presence of a phosphorilated linear 3 Kb plasmid. 
Undigested control plasmid is indicated as P. M indicates the molecular marker. 
 
The efficiency of the digestion was routinely monitored by adding 20 ng of a 
linearised 3 Kb-plasmid to a parallel tube containing about 5% of each sample, and 
incubated in the same conditions. Those controls were then loaded on a 1% agarose gel 
to confirm plasmid digestion by λ-exonuclease (Figure 9b). DNA from each λ-treated 
fraction was then precipitated by adding 20 μg/mL glycogen (Roche), 0.3 M sodium 
acetate pH 5.2, and 2 volumes of ice-cold 100% ethanol. The samples were kept at -20oC 
for 30 minutes, centrifuged at 20000 rcf for another 30 minutes at 4oC to pellet the DNA 
and washed with 70% ethanol at room temperature. DNA pellets were air-dried before 




resuspending in TE. Final samples were used either for qPCR quantification or further 
processed for high throughput sequencing. 
 
 
5. PROCESSING SNS SAMPLES FOR GENOMIC LIBRARY PREPARATION AND SEQUENCING 
To prepare replication intermediates for sequencing, SNS were primed with 50 
pmol of random hexamer primer-phosphate (Roche) and incubated for 5 minutes at 95C 
followed by gradually cooling to 4C as described in Cadoret et al., 2008. Primer 
extension was performed by adding 10 mM of dNTPs (Roche) plus 5 Units of exo-Klenow 
(New England Biolabs), and incubating for 1 hour at 37C. Reactions were inactivated for 
10 minutes at 75C. Ligation of adjacent fragments of the second-strand synthesis was 
performed by adding 80 Units of Taq DNA ligase (New England Biolabs), incubating for 30 
minutes at 50C and inactivating the enzyme for 10 minutes at 75C. Finally, RNA primers 
were removed by treating samples with 5 Units of RNAse A/T1 Mix (Thermo Scientific) for 
30 minutes at 37C. DNA was extracted with phenol/chloroform (Sigma-Aldrich), ethanol 
precipitated and resuspended in TE.  
DNA libraries were prepared at the Fundación Parque Científico de Madrid 
(FPCM), with the NBNext kit (New England Biolabs) following manufacturer‘s instructions, 
and library fragments were purified from polyacrylamide gels. Each library was sequenced 
by 2x75 single-end runs on a NS500 system (Illumina) at the FPCM. 
 
 
6. SNS-SEQ DATA PROCESSING 
SNS-seq reads were aligned using the standard BWA-MEM algorithm (Li, 2013), 
with the parameter -q 1 to avoid multihits. ORI peaks were determined with the 
scanquantile program (Picard et al., 2014), with a p-value threshold of 1E-16. The 
required genome segmentation used by this peak-calling script was based on replication 
timing data from mES (Hiratani et al., 2011), which accurately matches the read coverage 
differences between segments. Finally, the peaks separated by less than 200 bp were 
merged (keeping the lowest p-value), and the peaks with a p-value higher than a 
threshold were removed; this threshold was fixed depending on the read depth and the 
background of each track. 
Common peaks were obtained with the intersectBed (BedTools), with parameters -
wa -f 0.1: nonreciprocal, and with a minimal fraction of 10% of overlap. The pairwise 
comparison between origins per segment, and the Venn diagrams were generated with 




custom R scripts; the dendrogram of the heatmap was calculated with the standard 
hierarchical clustering implemented on the heatmap.2 function (gplot package). 
To account for the observed genomic distribution of replication origins, ORI peaks 
were compared with the expected proportion calculated from genomic intervals randomly 
sampled from throughout the genome. The procedure was repeated 1,000 times and the 
statistical significance of the observed distribution was determined by computing the 
empirical p-value from the sampling distribution. 
 
 
7. MONONUCLEOSOMAL DNA EXTRACTION AND PURIFICATION 
The method for mapping nucleosomes was adapted from Gong et al., 1996. Upon 
reaching 80% confluence, nuclei were extracted from cells grown under previously 
described conditions. The medium from each culture flask was removed and the flask was 
washed twice with PBS. In certain cases cells were previously crosslinked with 1% 
Formaldehyde (Sigma-Aldrich) for 10 minutes at room temperature, in order to compare 
NuSA patterns derived from native against crosslinked chromatin. After, cells were 
washed two times in cold PBS containing protease inhibitors (Sigma-Aldrich) and 
transferred to cold 50 mL falcon tubes (Falcon). Cell concentration was estimated in a 
Neubauer chamber. After collecting cells by centrifugation at 200 rcf for 5 minutes at 4oC 
they were resuspended in cold Homogenization Buffer consisting of 10 mM Tris pH 7.4, 1 
mM EDTA, 0.1 mM EGTA, 15 mM NaCl, 50 mM KCl, 0.15 mM spermine (Sigma-Aldrich), 
0.5 mM spermidine (Sigma-Aldrich), 0.2% Nonidet P-40 (Sigma-Aldrich), 5% 
(weight/volume) sucrose (Merck) at a concentration of approximately 1,7x107 cells/mL. 
The aliquots were then left 3 minutes on ice in order to lysate the cell membrane and 
obtain intact nuclei. After this, nuclei were centrifuged (20 minutes at 900 rcf at 4oC) 
through a cushion of Homogenization Buffer containing 10% sucrose. Each pellet was 
resuspended in 6 mL of cold Wash Buffer (10 mM Tris pH 7.4, 15 mM NaCl, 50 mM KCl, 
0.15 mM spermine, 0.5 mM spermidine, 8.5% sucrose, 1 mM of CaCl2) and divided in 
aliquots of 1 mL. Samples were incubated for 3 or 6 minutes at 25
oC with different Units of 
MNase (Thermo Fisher Scientific), ranging from 0 Units to 2400 Units.  Digestions were 
stopped by complementing the reactions up to 9 mM EDTA and 3.5 mM EGTA. Crosslinks 
were reversed overnight at 65oC in the presence of 150 mM NaCl. Samples were then 
incubated for 30 minutes at 37oC with 0.5 µg of RNAse, DNase free (Roche) and then 
overnight at 45oC in a final concentration of 1% SDS and 0,1mg of proteinase K (Roche). 
Next day, Nucleosomal DNA was purified by two consecutive phenol-chloroform 
extractions. All the samples were resuspended in TE and nucleic acid concentration was 




measured in a nanodrop spectrophotometer (Nanodrop ND-1000, thermo scientific). Each 
digestion was analyzed by gel electrophoresis (1.2% agarose gel) (Figure 10a). The DNA 
fragments corresponding to the mononucleosomal fraction of the samples digested with 
MNase were sliced from the agarose gels and purified using a Wizard SV gel purification 
kit (Promega) following manufactures instructions. Samples were then diluted in TE for 
qPCR analysis using an approach described in Sekinger et al, 2005, with amplicons of 60 
to 80 bp in size and with a 15 to 25 bp overlap (Supplementary Tables 1 to 5).  
Undigested MNase controls were also prepared in parallel in order to perform the 
qPCR normalization. Figure 10b exemplifies the typical nuclesome positioning pattern 
inferred by NuSA analysis at a TSS. 
 
   
Figure 10: (a) 1,2% agaross gel representing a tipical fragmentation of the chromatin after digestion with increasing MNase 
concentrations. MNase units are indicated on top of the gel. Undigested control is present on the first well (U). Numbers to 
the right correspond to the DNA fragment sizes of the molecular marker (M, 1 Kb plus DNA Ladder, Invitrogen). Positions of 
the bands corresponding to mono-, di-, and tri-nucleosomal DNA fragments are indicated on the left.  Bands present inside 
the red square (mono-nucleosomal DNA fragments) are excised from the gel and purified for NuSA analysis by qPCR. (b) 
Scheme illustrating the nuclesome positioning pattern inferred by NuSA analysis. 4 nucleosomes are detected around the 
TSS region. The -1 nucleosomes is classified as a labile particle due to the gradual decrease of nucleosomal DNA levels 
detected in the higher MNase digestions. 
 
 
8. CHROMATIN IMMUNOPRECIPITATION 
Chromatin derived from approximately 1x107 cells was crosslinked with 1% 
formaldehyde, in PBS, for 10 minutes at room temperature. Crosslinked chromatin was 
a b 




then digested with 2560 Units of MNase for 6 minutes at 37oC. Digestions were stopped 
by bringing the samples to 4oC and 9 mM EDTA plus 3.5 mM EGTA. Samples were then 
homogenized four times through a 20G needle and another four through a 25G needle. 50 
mg of digested chromatin was immunoprecipitated using 4 mg of polyclonal anti-histone 
H3 antibody (Abcam) using either a low-salt buffer (10mM Tris–HCl pH 7.4; 15mM NaCl; 
0.2mM EDTA) as previously described in Jin and Felsenfeld, 2007, or in high salt 
conditions as described in Sequeira-Mendes et al, 2009. Results were analyzed by qPCR 
using the same overlapping amplicons employed for the MNase-treated samples 
(Supplementary Table 1 to 5). 
 
 
9. FIBER STRETCHING 
Analysis of DNA replication by fiber stretching was adapted from Terret et al., 
2009. Figure 11 represents a simplified view of this method as well as the most common 
structures that can be identified.  
Exponentially growing cells were pulsed first with 50µM CldU (Sigma-Aldrich) for 
20 minutes and then with 250µM IdU (Sigma-Aldrish) for another 20 minutes. Cells were 
then resuspended at a concentration of 0,5x106 cells/mL in cold (4oC) PBS. 2 µL of cell 
suspension were directly lysed on appropriate microscopy slides (VWR) by adding 10 µL 
of pre-warmed (30oC) spreading buffer (0.5% SDS, 200 mM Tris pH 7.4, 50 mM EDTA) 
and incubated for 6 minutes at room temperature in humidity chamber. DNA fibers were 
stretched by tilting the slide approximately 30o. After air drying, the samples were fixed 2 
minutes with cold (-20oC) 3:1 methanol:acetic acid solution. Slides were then incubated in 
2.5 M HCl (Merck) for 30 minutes at room temperature, washed three times with PBS, and 
blocked for 1 hour with a solution of 1% BSA, 0.1% Triton X-100 in PBS. Then the 
samples were incubated with 1:100 anti-CldU (Abcam), 1:100 anti-IdU (BD) and 1:300 
anti-ssDNA (Millipore) antibodies for 1 hour at room temperature in humidity chamber 
followed by another 30 minutes with the secondary antibodies (all at 1:300 concentration) 
anti-rat IgG Alexa Fluor 594 (Molecular Probes), anti-mouse IgG1 Alexa Fluor 488 
(Molecular Probes) and anti-mouse IgG2a Alexa-Fluor 647 (Molecular Probes). Finally 
slides were air dried and mounted with Prolong Diamond (Invitrogen). Visual acquisition of 
the DNA fibers was done in a Axiovert200 Fluorescence Resonance Energy Transfer 
microscope (Zeiss), using the 40x oil objective, and the images were analyzed with the 
image processing program ImageJ v1.51a using the conversion factor of 1 μm = 2.59 kb 
(Jackson and Pombo, 1998). Statistical analysis of all data was performed in Prism v5.0.4 
(GraphPad Software) using the non-parametric Mann-Whitney rank sum test as described 




in Técher et al., 2013 (Supplementary Tables 8, 9, 17 to 19 and 21 to 24). *:p<0.05, 
**:p<0.01, ***:p<0.001, ****:p<0.0001. 
 
     
Figure 11: (a) Simplified scheme representing the DNA fiber stretching method. After two consecutive 20 minute pulses 
with CldU (represented as red tracks) and IdU (represented as green tracks) cells are directly lysed on the slide and fibers 
are stretched and labeled with specific antibodies. Lysed nuclei can usually be seen on the upper part of the slides whereas 
stretched fibers are normally present on the middle and lower parts. (b) Example of the 4 most prominent structures that can 
be identified by DNA fiber stretching. White arrows indicate the orientation of the replication forks. 
 
 
10. TRANSCRIPTION INHIBITION 
After growing cells to approximately 80% confluence in pre-treated coverslips 
(VWR), RNAPII-dependent transcription was inhibited by incubating cells in the presence 
of either 100 µM DRB for 3 hours (Sigma-Aldrich) or 10 µg/mL α-amanitin (Sigma-Aldrich) 
for 6 hours. RNAPI-dependent transcription was inhibited by incubating cells in the 









11.1. R-LOOP AND γH2AX DETECTION 
Cells grown on glass coverslips (VWR) were fixed with 3.7% formaldehyde in PBS 
for 15 minutes at RT and permeabilized with 0.5% Triton X-100 in PBS for 20 minutes at 
RT. Samples were blocked with 3% BSA (Sigma Aldrich) in PBS before overnight 
incubation at 4oC with primary antibodies S9.6 (1:100) (ATCC) and anti-γH2AX (1:250) 
(Abcam), followed by 1 hour incubation at RT with the respective secondary antibodies 
anti-mouse Alexa-Fluor 594 and anti-rabbit Alexa-Fluor 488 (Invitrogen) and then 5 
minutes staining at RT with 2ng/μl of DAPI (Merck) in PBS. Coverslips were mounted in 
Prolong Diamond (Life Technologies) and visual acquisition was performed in a LSM510 
AxioImager M1 microscope (Zeiss) using either a 63x or a 100x oil objective. Nuclear 
segmentation was based on DAPI staining. Statistical analyses were performed in Prism 
v5.0.4 (GraphPad Software) using the non-parametric Mann-Whitney rank sum test 




11.2. NASCENT DNA LABELING 
Cells were incubated in culture medium supplemented with 10 M EdU for 30 
minutes, rinsed in cold medium and washed in PBS before fixation in 3.7% formaldehyde 
in PBS for 15 minutes at RT. EdU incorporation was revealed with Click-iT® EdU Imaging 
kits (Invitrogen) using Alexa-Fluor 647 dye according to manufacturer´s instructions. 
Coverslips were stained at RT with 2ng/μl of DAPI (Merck) in PBS for 5 minutes and then 
mounted in Prolong Diamond (Life Technologies). Cells were analyzed using the ImageJ 
v1.51a software and scored as early-, middle-, or late-S phase according to their EdU 
replication-foci patterns (Nakamura et al., 1986; see representative Figure 29a). 
 
 
11.3. NASCENT RNA LABELING 
Cells were incubated in culture medium supplemented with 0.5 mM EU for 1 hour, 
rinsed in cold medium and in PBS before fixation in 3.7% formaldehyde in PBS for 15 
minutes at RT. EU incorporation was revealed with Click-iT® RNA Imaging kits 
(Invitrogen) using Alexa-Fluor 488 dye according to manufacturer´s instructions. 
Coverslips were stained at room temperature with 2ng/μl of DAPI (Merck) in PBS for 5 
minutes and then mounted in Prolong Diamond (Life Technologies). The mean EU 




fluorescence intensity per cell was obtained using ImageJ v1.51a software by averaging 
the mean grey value of EU signal measured in each nucleus. Nuclear segmentation was 
based on DAPI staining. Statistical analyses was performed in Prism v5.0.4 (GraphPad 
Software) using the non-parametric Mann-Whitney rank sum test (Supplementary Tables 
10 and 15). *:p<0.05, **:p<0.01, ***:p<0.001 , ****:p<0.0001. 
 
 
12. RNAPII TRANSCRIPTION ELONGATION 
Transient inhibition of RNAPII Ser2 phosphorylation with DRB and release was 
adapted from Singh and Padget, 2009, following the modifications of Jimeno-Gonzalez et 
al., 2015. Subconfluent cell cultures were incubated in complete medium supplemented 
with 100 M DRB for 3 hours, then DRB-medium was washed-off and fresh medium was 
added to resume transcription elongation. Total RNA from equivalent number of cells was 
isolated every 10 minutes with RNeasy kit (Quiagen) following the manufacturer´s 
instructions. One microgram of RNA per time point was treated with DNAse (Roche), and 
reverse transcription reactions were performed with SuperScript III First Strand Synthesis 
System (Invitrogen) using random hexamers (invitrogen). Pre-mRNAs at the different 
time-points were quantified by RT-qPCR with primers spanning different exon-intron 
junctions (Supplementary Table 25). Pre-mRNA values were normalized to the values of 
the non-DRB-treated sample, which was set to one.  
 
 
13. GENE SPECIFIC RT–qPCR 
Total RNA was extracted from mES and NIH3T3 cells with a guanidium 
isothiocyanate solution and cDNA was synthesized using oligo-dT and SuperScript II 
Reverse Transcriptase (Invitrogen). The amount of cDNA synthesized from 2 µg of total 
RNA (with or without SuperScript II) was used as a template for each qPCR, using the 
primer pairs present in Supplementary Table 26. RT–qPCR analysis of Haus7, Vps45 and 
Mecp2 mRNA levels was preformed relative to Hprt mRNA levels, which was set to one. 
 
 
14. QUANTITATIVE REAL-TIME PCR 
 Quantitative real-time PCR (qPCR) was performed in an ABI Prism 7900HT 
Detection System (Applied Biosystems), using HotStarTaq DNA Polymerase (Qiagen) and 
following manufacturer‘s instructions. The primer sequences for all the regions amplified 




as well as the qPCR conditions used are indicated in Supplementary Tables 1 to 6, 25 
and 26. All qPCR reactions were performed in duplicate. The analyses were carried out 
using the Applied Biosystems Software SDS v2.4. In the case of absolute quantifications 
only regions in which the standard amplification curve presented slope value between -3.6 












1. HIGH-RESOLUTION ANALYSIS OF NUCLEOSOME ARCHITECTURE AND REPLICATION INITIATION 
AT EFFICIENT DNA REPLICATION ORIGINS 
1.1. ANALYSIS OF NUCLEOSOMAL PROFILES AT MOUSE DNA REPLICATION ORIGINS  
The resolution level of ORI genome-wide studies depends greatly on the size of 
the replication intermediates used for sequencing or for microarray hybridization. 
Correlating this type of studies with fine chromatin landscape analysis is very difficult as 
the general resolution of DNA replication studies usually ranges between 1 and 2 kb and 
nucleosomal particles encompass around 150 bp of DNA. Other major challenge in 
mapping nucleosomes at such detailed level comes from the fact that specific genomic 
regions encompass distinct physical properties. Therefore, a meticulous study is required 
in which digestion with distinct concentrations of MNase and performing ChIP techniques 
with distinct conditions becomes essential for depicting the dynamics of the histone 
octamers. Those different experimental conditions, as well as the distinct computational 
pipelines that can be employed represent a major challenge regarding genome-wide data 
analysis (Tolstorukov et al, 2010).  
In order to determine the level of influence of local chromatin structure in ORI 
activity we first decided to conduct a high resolution analysis of nucleosomal architecture 
at a set of previously described replication initiation sites in the mouse genome. Chosen 
ORIs were characterized in a previous work from our laboratory (Sequeira-Mendes et al, 
2009) by hybridizing small replication intermediates, from 300 to 800 bp in size, on tiled 
microarrays. Table 1 contains the description of the chosen ORIs in terms of genomic 
location, presence of histone modifications, transcriptional activity, presence or absence 
of CpG islands (CGIs) and relative ORI firing efficiency. The chosen ORI regions 
encompass distinct chromatin landscapes in which we performed a detailed nucleosome 
scanning assay (NuSA) (Sekinger et al, 2005; Infante et al, 2012). 
The NuSA method allowed us to go beyond the resolution of genome-wide studies 
and characterize the specific nucleosomal landscape at this set of ORIs. By coupling 
isolation of DNA after MNase digestion with qPCR analysis employing overlapping 
amplicons (between 60 to 80 bp in size and with 15 to 25 bp overlap) this method is able 
to generate quantitative high-resolution maps of nucleosome position and occupancy 
levels (Figure 10b, Material and Methods). When a nucleosome is occupying the same 
genomic position in all cells of the population analyzed, the amplicons located at the 
nucleosome-protected DNA will yield higher enrichments when compared with amplicons 





effect that nucleosomes offer, NuSA generates a profile of peaks and valleys that 
represent the different levels of protection from MNase digestion.  
 


































NA NA No 
 
a
Previous data from our laboratory generated by SNS hybridization on genomic microarrays (Sequeira-Mendes et al., 2009). 
The location of the ORIs was defined within 800 bp resolution. 
b
Data derived from Sequeira-Mendes et al, 2009 and Ku et al, 2008. 
c
CGIs were defined by employing the stringent definition from Takai and Jones, 2002. 
*NA: Not available 
 
Nucleosome particles can also encompass distinct histone modifications or even 
distinct histone variants which affect the dynamics of those nucleoproteins, influencing the 
sensibility to enhanced digestions by nucleases or even ChIP techniques carried out in 
different conditions (Jin and Felsenfeld, 2007; Jin et al, 2009). Taking this in to account we 
performed purifications of mononucleosomal fractions derived from digestions with 
increasing amounts of MNase in order to depict the stability of local nucleosome particles 
(Figure 12a). Thus, nucleosomes that are stably bound after harsh digestions are able to 
shield the DNA from the action of the nucleases and are consider stable while more labile 
nucleosome particles aren‘t able to offer such a strong protection when submitted to 
strong treatments and thus their signal appears only at mild or soft digestion. As a control 
we also performed anti-H3 ChIP to detect if the regions classified as nucleosomes by 
NuSA contained histone particles, and if their stability varied between less (low salt) or 
more (high salt) stringent conditions (Figure 12b). The length of the scanned was around 
600 bp in each case (Supplementary Tables 1-4), and we started by generating maps of 
nucleosome profiles at promoter-ORIs of actively transcribed genes (Figure 12d). We 
originally chose those types of genomic regions because nucleosomes located at active 
promoters are usually distributed in a very characteristic pattern (Figure 4, Introduction; 








Figure 12: High-resolution mapping of nucleosomal landscapes at ORIs associated with active promoters. (a) Nucleosomal 
profiles obtained from NuSA upon digesting native chromatin with increasing amounts of MNase. The amount (U, units) of 
MNase used are indicated in each row. Genomic maps of each region are present on the upper part. The bracket above the 
MeCP2 promoter region indicates the position of the CpG island. Vertical lines on the maps point to the position of CpG 
dinucleotides. Arrows depict the location of the major TSS inside the promoters as well as the direction of transcription. Red 
lines below the maps correspond to the location of the overlapping amplicons used to generate the profiles (Supplementary 
Tables 1 to 3). The level of enrichment obtained for each amplicon is present in the corresponding histograms just below the 
lines. (b) Nucleosomal profiles obtained from the analysis of histone H3 ChIP with the same overlapping amplicons in both 
stringent (high-salt) and non-stringent (low-salt conditions). (c) Profile obtained at the Vps45 promoter region after 
performing NuSA on mononucleosomal DNA from crosslinked chromatin coupled with low MNase digestion. (d) 
Nucleosome positions, depicted by the NuSA analysis, at the same genomic maps present in (a). The histone particles are 
represented either as light-grey ovals, considered stable particles, or as red-ovals, considered labile particles. The 









At the MeCP2 promoter region, which associates with a CpG island, we were able 
to detect four nucleosome particles with distinct characteristics. The two nucleosomes 
detected downstream of the promoter TSS, identified as +1 and +2, were stable through 
all the digestions employed with different units of MNase, showing that this particles are 
very tightly bound to the DNA molecule at those precise positions within the cell 
population. Furthermore, we also found two labile particles, one occluding the TSS (-1 
nucleosome) and other just upstream of this element (-2 nucleosome). These labile 
nucleosomes could only be detected in H3 ChIPs and at lower MNase digestions, and the 
levels of nucleosomal protected DNA droped rapidly in harsher digestions with this 
enzyme (Figure 12, left panels).  
At the Haus7 promoter region we also found both types of particles: labile and 
stable. The -1 nucleosome positioned a few base pairs upstream of the TSS showed a 
similar pattern as the labile nucleosomes present at MeCP2 region. This particle was also 
detected on lower MNase digestions and anti-H3 ChIPs. The other histone octamer 
detected in this region was more resistant to digestion with high amounts of MNase, 
although the nucleosome protected DNA region detected here was clearly larger than the 
expected 150 bp (Figure 12, middle panels). This means that this particle does not have a 
strong positioning in the cell population and its precise location varies some tenths of bp 
between different cells. This weak positioning was also detected by ChIP.  
The genomic region analyzed at the Vps45 promoter revealed three strongly 
positioned non-labile nucleosomes, two of them located downstream of the TSS (+1 and 
+2) and one upstream (-2) (Figure 12, right panels). One peculiar feature detected in this 
first analysis was the 200 bp NFR surrounding the TSS. To make sure this zone was in 
fact nucleosome free we performed the same NuSA at the Vps45 region using crosslinked 
instead of native chromatin and digested it for three minutes instead of six. This second 
analysis revealed that the TSS region was not free of histone particles, unveiling the 
presence of the -1 nucleosome. Thus, the data obtained at the Vps45 promoter region 
shows the presence of a highly labile particle at the TSS. The -1 nucleosome was indeed 
much more labile than any one detected at the other two promoter regions analyzed.  
Taken together, the results obtained at those regions are consistent with the notion 
that labile particles are essential for the accessibility of cis-regulatory elements such as 
TFs to the DNA molecule (Deal and Henikoff, 2010). The fact that these genomic regions 
are classified as active promoters points to a scenario were the fast turnover rates of the 
labile nucleosome particles at the TSS contributes to the maintenance of an active 





Outside promoter regions, the precise patterns of nucleosome positioning are 
gradually lost (Figure 4, Introduction; Arya et al., 2010; Valouev et al, 2011). With this in 
mind we tried to further validate these results by performing the same NuSA analysis at 
another previously characterized ORI located inside the intragenic region and several kb 
far from the promoter region of the Scl7a14 gene (Table 1; Sequeira-Mendes et al., 2009).  
Upon analyzing the Scl7a14 intragenic region we found, as expected, a fuzzy 
pattern of nucleosome positioning with an almost constant level of histone density inside 
the region and minimal variations between peaks and valleys (Figure 13). The ORI 
present at this region, which was previously characterized as less efficient when 
compared with the other ORIs chosen for NuSA analysis (Table 1), is occupied by stably 
bound nucleosomes that slightly differ in their position from cell to cell inside the analyzed 
population. The detected profiles don‘t seem to vary greatly between different conditions. 
Nonetheless, histone patterns were more easily depicted from anti-H3 ChIP and higher 
MNase digestions. 
 
Figure 13: High-resolution mapping of the nucleosomal landscape at the Scl7a14 intragenic ORI region. Same analysis as 








The diversity of nucleosomal landscapes found at the different regions analyzed 
evidenced the resolution power of the NuSA technique. Moreover, the fact that we were 
able to find nucleosome particles with such dissimilar levels of stability and with distinct 
positioning patterns inside cell populations further demonstrates that this technique is 
suitable for in depth analysis of local chromatin landscapes. 
 
 
1.2. COMPARATIVE ANALYSIS BETWEEN NUCLEOSOMAL PROFILES AND REPLICATION INITIATION 
SITES. 
We applied the same scanning method, using overlapping amplicons, to generate 
a detailed map of SNS profiles at the same ORI regions with the aim of correlating the 
replication initiation sites with individual nucleosomes. In order to obtain such a detailed 
high-resolution SNS profile we use three of the smallest fractions of nascent strands 
obtained after gradient fractionation (Figure 9, Material and Methods). The average size of 
these fractions ranged between 100 and 600 nt for the smallest one, 300 and 800 nt for 
the medium sized one and 400-1200 nt for the largest fraction. The level of detail obtained 
by employing the NuSA scanning method on small size fractions of nascent strands 
enabled us to reach the level of resolution of 150 bp, which is the average size of 
nucleosomal protected DNA (Figure 14).  
 
Figure 14: High resolution mapping of SNS enrichment at ORI sites. (a) Same genomic maps present in figures 12 and 13 
depicting the nucleosome positions inferred by NuSA. (b) Histograms representing the enrichment levels of the short 
replication intermediates isolated from different fractions of the gradients (Figure 9a, Material and Methods) relative to a 








The enrichments found at scanned regions were in general between 2 and 6 times 
the level of the SNS signal obtained with the flanking amplicons (Supplementary Tables 1 
to 5).Those amplicons were located usually 700 to 1200 bp outside each region of 
interest. Moreover, the enrichment levels are slightly higher in the shorter fractions used 
compared to the larger ones. This means that as we increase the length of the fragments 
analyzed we lose resolution. This was expected because the baseline level is adjacently 
located to the ORI regions from were bidirectional replication elongates. Indeed, the 
enrichment levels were much higher when we normalized the SNS levels to those 
obtained at a previously identified control region (Sequeira-Mendes et al, 2009; 
Supplementary Table 6) positioned several kb away from ORI sites (Supplementary 
Figure 1). 
MeCP2 region was previously characterized as an efficient ORI associated with a 
CpG island (Table 1). The SNS scanning at this region detected a single peak of SNS 
enrichment. This peak was consistent between the three fractions analyzed and coincided 
with the location of the +1 nucleosome mapped by NuSA. It is also interesting to point out 
that this is the location of a non-labile nucleosome, meaning that inside this population 
ORI firing is preferentially taking place at the position of a stably bound histone particle.  
At the other two non CGI promoter-ORIs the SNS profile was slightly different. At 
both these regions we found two distinct peaks of SNS enrichment separated by 
approximately 290 and 250 bp, respectively, coinciding both also with regions of 
positioned nucleosome particles, with a slight distinction from the MeCP2 region. At those 
regions one of the peaks overlap with a stable nucleosome particle located downstream of 
the TSS but the other peak is situated at the position marked by the -1 labile histone 
octamer. At both Vps45 and Haus7 regions the SNS enrichment signal flattens faster as 
SNS fraction size increases than at MeCP2 promoter-ORI region. This is consistent with 
previous data that depicts MeCP2 as a much more efficient ORI than either Vps45 or 
Haus7 (Table 1). Nevertheless, the major peak located at the -1 labile Vps45 nucleosome 
is still noticeable in the last fraction used for analysis. This is also in agreement with the 
same preliminary data, which shows that the ORI located at the Vps45 promoter is slightly 
more efficient than the one located at Haus7 (Table 1). Another interesting point that the 
analysis of the Haus7 region reveals is that the peak located downstream of the TSS is 
very broad and doesn‘t seem to be precisely positioned inside the cell population. The 
same happens with the nucleosome particle mapped at this exact location, suggesting 
that the SNS profile is accompanying the nucleosomal profile. 
Upon analyzing the non promoter Scl7a14 region we obtained a SNS profile that 





replication initiation sites within the cell population. A slight SNS peak at the position of the 
central nucleosome can be detected at the smaller SNS fractions. However this 
enrichment is rapidly lost in the larger SNS fractions, which was expected as this region 
was previously classified as a low efficient ORI. Also, the fact that once more the SNS 
enrichment patterns accompany the nucleosomal profiles, even at low efficient ORIs, 
further strengthens the idea of a correlation between the two. 
 
 
1.3. CORRELATION BETWEEN TRANSCRIPTION EFFICIENCY, NUCLEOSOMAL ARCHITECTURE AND 
REPLICATION INITIATION SITES AT PROMOTER-ORIS 
The data from the NuSA and SNS profiles at ORI regions suggests a link between 
nucleosome positioning and ORI firing efficiency, pointing to a scenario were replication 
initiation and nucleosome positioning are tightly linked. This scenario predicts that shifts in 
the local chromatin conformation around an ORI would be reflected in the patterns of 
replication initiation. With this in mind we decided to test if variations in the nucleosomal 
architecture related to changes in transcription levels at promoter-ORIs could influence 
the SNS profiles at those sites. We did this by analyzing SNS profiles and nucleosome 
maps by NuSA in mES cells and NIH3T3 fibroblasts, where the genes Haus7 and Vps45 
are upregulated (Figure 15a). As expected, changes in the expression levels of Haus7 
and Vps45 were accompanied by changes in the nucleosomal landscape of their promoter 
regions (Figure 15a and c, central and right panels). At the Haus7 promoter region we 
found that the protected DNA region corresponding to the +1 nucleosome is not as broad 
in NIH3T3 MEFs as in mES cells. This suggests that in the fibroblast cell population this 
nucleosome is more precisely positioned than in the other cell line. This shift is important 
because it leaves the TSS inside a NFR, in agreement with the observed increase in the 
levels of mRNA expression likely due to higher accessibility of TFs or the transcription 
initiation machinery to this region. Furthermore, the -1 nucleosome, which was described 
before as a labile particle in mES cells seems to be even more unstable in fibroblasts, 
probably contributing to an even larger NFR near the TSS.  
A similar scenario was found at the promoter of the Vps45, where the labile -1 
nucleosome also shows a slightly higher sensitivity to MNase digestion. Moreover, we 
detected a slight shift in the positions of the +1 and the -1 nucleosomes that leaves the 
TSS just at the DNA region exposed between those two histone particles. This shift in the 
positioning, together with the higher instability of the -1 nucleosome is also in agreement 
with the increase in transcription levels of the Vps45 gene in NIH3T3 cells. As a control, 





similarly expressed in both cell types (Figure 15a). Accordingly, NuSA analysis found 
similar profiles of nucleosome positioning and occupancy in both cell types (Figure 15b 
and c, left panels). Interestingly, when we compared the nucleosome maps with the SNS 
profiles, we detected a clear correlation between the chromatin landscape and the 
replication intermediate profile at each cell type (Figure 15d).  
 
Figure 15: Analysis of mRNA levels, NuSA and SNS enrichment profiles at the three promoter associated ORIs. (a) RT-
qPCR analysis of mRNA levels (relative to Hprt mRNA) at the three promoter regions. The measurements were performed 
in both mES cells (dark-red histograms) and NIH3T3 MEFs (light-blue histograms). (b) NuSA maps generated for both 
mouse cell types. Mononucleosomal DNA is derived from either native (MeCp2 and Haus7 regions) or crosslinked (Vps45 
region) chromatin. Amount of MNase used in each treatment is indicated on the right. (c) Genomic maps depicting 
nucleosome positions inferred from NuSA analysis. Shifts in nucleosome positions between cell lines are indicated by color-
coded triangles. (d) SNS enrichment levels relative to flanking control regions. Due to the higher sensibility level, only 
smaller fractions (100-600 nt) were used to detect differences between the patterns of both cell lines.  
 
In the case of the Haus7 promoter-ORI region, a sharper peak of SNS enrichment 
was detected at the location of the +1 nucleosome in NIH3T3 cells, which occupies a 
narrower region at this cell type, coinciding with a better positioned nucleosome within this 
cell population. The results obtained at the Vps45 promoter-ORI region pointed to a 
similar scenario; the sharp peak of SNS enrichment found in mES cells at the position of 








shift in the position of this particle in this cell type. In contrast, we detected no changes in 
the SNS profile at the initiation site located at the +2 nucleosome coinciding with the 
invariant position of this nucleosome in both cell lines. Similar results were found at the 
MeCP2 promoter-ORI region, in which no significant changes were detected between cell 
types neither in the nucleosomal landscape, nor in the SNS peaks. Besides reinforcing the 
notion that local shifts in the nucleosomal landscape at ORI regions are accompanied by 
parallel changes in the SNS profiles, these findings also indicate that the differences 
observed were not due to cell type differences but rather to the specific changes that take 
place in local nucleosome configuration. 
 
 
1.4. NUCLEOSOMAL LANDSCAPE PROFILES UPON ORI ACTIVATION 
The data so far suggested a correlation between replication patterns and the 
nucleosome landscape at ORI sites. Peaks of SNS enrichment inside those regions tend 
to occur at sites occupied by nucleosomes, either labile or more stably bound. It is likely 
that these histone particles are evicted from chromatin as replication activation unfolds 
because the pre-RCs need to be loaded onto the DNA in order for ORI firing to occur, a 
process which demands accessibility to the DNA molecule (Figure 1, Introduction). We 
sought out to test this by analyzing the nucleosomal landscape at one of the best 
characterized human replication origins, the LaminB2 ORI (Abdurashidova et al, 2000). 
This ORI has been extensively studied and the region where ORC binds has been 
precisely mapped by ChIP as well as footprinting protection assays (Ladenburger et al, 
2002; Abdurashidova et al, 2003). It encompasses a 1.2 kb region that has the capability 
of promoting DNA replication initiation upon insertion into an ectopic site in human cell 
lines, and the precise site of replication initiation was determined at a single nucleotide 
resolution (Abdurashidova et al, 2000; Paixao et al, 2004). Furthermore, it is located near 
a CpG island associated with the promoter of the neighboring gene Timm13. Another 
advantage of this ORI is that it fires quickly upon entry into S phase (Swarnalatha et al, 
2012), thus enabling us to study in detail the changes in the chromatin landscape at HeLa 
cells synchronized in early-S phase of the cell cycle.  
The cells were synchronized at the end point of G1 cell cycle phase, just before 
entry into S phase (Figure 16a). This was performed by a double thymidine block, as 
described in Materials and Methods. The mononucleosome protected DNA was purified 
from crosslinked chromatin obtained from the same number of cells before the block 
release (Figure 16b, dark blue histograms) and 45 minutes after release (Figure 16b, light 





cells in order to compare NuSA profiles from synchronized populations to asynchronic 
HeLa cells (Figure 16c). 
 
Figure 16: Nucleosomal architecture dynamics at the LaminB2 ORI in G1 and early S-phase of the cell cycle. (a) Upper 
panel depicts HeLa cell cycle progression analyzed by flow cytometry at the different time points (from blocked-0h to 10.5h 
after release) as well as exponentially growing cells (Exp). Lower panel depicts the level of BrdU incorporation measured at 
the same time points. (b) Nucleosome profiles obtained by performing NuSA on crosslinked chromatin derived from the 
same number of HeLa cells blocked at G1/S phase (0h, dark-blue histograms) and early-S phase (45‘ after block release, 
light-blue histograms). Genomic maps are indicated above and contain the same features previously mentioned for the 
mouse ORI maps. The red triangles presented above the maps indicate the exact location of ORC2, ORC1 and CDC6 
proteins, according to Abdurashidova et al, 2003. (c) NuSA profiles at the control exponentially growing HeLa cells.  
 
No significant DNA synthesis was detected by flow cytometry analysis or BrdU 
incorporation analysis at the first two time points of the experiment (Figure 16a, 0h and 
45‘). NuSA analysis on exponentially growing cells (Exp, grey histograms) revealed three 
nucleosome particles at this region: two stable particles located near the two major TSSs 
of Timm13 gene and one labile nucleosome at the region where ORC was previously 
mapped. Upon performing the same analysis on synchronized cell populations we found 
no significant changes in the positions of the histone particles, either at blocked cells (0h 
time point, dark-blue histograms) or at early S phase cells (45‘ minutes time point, light-
blue histograms). The levels of occupancy also didn‘t vary between the two time points for 
the two nucleosomes positioned near the TSSs. The major difference was found at the 
protected region located at the ORC binding site. Here, NuSA analysis revealed that upon 
exiting G1 phase, this particle become more labile. This might be linked to the previously 
mentioned footprinting signal detected at this region in G1/S blocked cells, possibly 
Timm13 






related to the recruitment of the replication complex at this precise location (Figure 16b, 
red triangles; Abdurashidova et al, 2003). These findings suggest that, at this ORI site, 
histone octamers seem to suffer remodeling prior to the onset of replication initiation, 
supporting a model of dynamic turnover between components of the chromatin structure 






2. FUNCTIONAL ANALYSIS OF THE CELLULAR RESPONSES TO ALTERATIONS IN CHROMATIN 
CONFORMATION 
Chromatin is the template of all genomic transactions occurring in eukaryotic cells. 
This element encompasses many different features and its structural integrity, as well as 
its plasticity and ability for local or global remodelling are key features for safeguarding the 
balance between all genomic processes such as transcription, replication, recombination 
and repair. In the first part of this chapter of results we found that slight changes in the 
local nucleosomal architecture can be linked to variations both in transcription and 
replication. Furthermore, nucleosome remodelling is also essential to maintain the spatial 
and temporal balance of these fundamental processes. We therefore decided to increase 
the scope of our study from a local scenario to a global one, analysing the relationship 
between chromatin organization, replication and transcription. Specifically, our objective 
was deciphering how genome-wide alterations in the chromatin conformation affect 




2.1. DNA REPLICATION LANDSCAPE OF CELLS WITH REDUCED NUCLEOSOME NUMBERS 
In order to characterize the consequences of a global decrease in chromatin 
nucleosome level on the DNA replication program we first took advantage of a model 
consisting of a primary MEF cells derived from embryos knockout (KO) for the Hmgb1 
gene (HMGB1-KO). The HMGB1 protein (described in detail in section 3.3 of the 
Introduction chapter) is a chromatin architectural protein that has the capability of binding 
to the nucleosomes near the entry/exit point of the DNA in order to promote nucleosome 
sliding and in this way contributing to the accessibility of TFs to promoter regions (Figure 
6; Bonaldi et al., 2002; Agresti and Bianchi, 2003; Travers, 2003; Ueda et al., 2004; Joshi 
et al., 2012). Interestingly, HMGB1 depletion has been associated with a reduction in 
nucleosome occupancies, as well as with an overall increase in mRNA transcripts both in 
the yeast S. cerevisiae and in mammalian cells (Celona et al., 2011).  
We started by isolating small replication intermediates from both WT and HMGB1-
KO MEFs as previously described and then sequencing those fragments in high depth 
(Short Nascent Strands-Sequencing). The outcome of the SNS-seq allowed us to 
evaluate the genome-wide landscape of replication initiation within the cell population, 
generating genomic maps in which the peaks of enrichment represent the most likely sites 





obtained from all the MEF replicates showed small variations between WT and HMGB1-
depleted cells (Figure 17a; additional region also shown in Figure 22). 
 
 
Figure 17: Replication initiation landscape WT and HMGB1-KO MEFs. (a) Representative IGV snapshot of the SNS-seq 
coverage and ORI positions at a region of mouse chromosome 17. Two replicates, indicated as Repl I and Repl II were 
analyzed separately for each condition. Results from WT MEFs are depicted in green while HMGB1-KO MEFs are 
presented in orange. SNS samples were derived from sucrose gradient fractions containing replication intermediates 
ranging between 300-1500 nt in size. Coloured rectangles below each track mark the positions of the ORIs identified in each 
cell population. Marked below are also the positions of genes and CGIs present at this region. An additional representative 
region is shown in Figure 22. (b) Venn diagrams depicting the overlaps of common ORIs identified between distinct 
replicates and genotypes (colour code is maintained for WT and HMGB1-KO MEFs). ORIs were defined by applying the 
SNS-scan algorithm (Picard et al., 2014), using as genome segmentation the early and late-timing domains (Hiratani et al., 
2008) to account for the differences in read coverage between domains. See Supplementary Table 7 and Materials and 
Methods for details. 
 
The ORI overlap between the two conditions was of 63% (Figure 17b). Taking in to 
consideration the striking similarities observed between the profiles of WT and HMGB1-
KO SNS-Seq, as illustrated in figures 17a and 22, we anticipated this percentage to be 
slightly higher. Nonetheless, upon calculating the overlap between replicates of the same 
cell type, we found that this percentage was never higher than 80% (78% between 
HMGB1-KO replicates and 80% between WT replicates; Figure 17b). This likely reflects 







ORI peaks might not be detected by the peak-calling algorithm when the read-coverage is 
not sufficient in certain regions giving raise to false negatives. Taking this into account, we 
concluded that the replication initiation landscape was overall conserved in a context of 
reduced nucleosome numbers in chromatin.  
As an independent approach to validate these results, we preformed single-
molecule analysis of replication intermediates by stretching DNA fibers after labelling the 
cells with consecutive pulses of thymidine analogues. This method allowed us to quantify 
and characterize specific DNA replication parameters such as inter-origin distances (IOD), 
fork rates, and fork asymmetry at individual DNA molecules (see Figure 11b for a 
representation of the most common structures that can be identified using this method). 
Both scatter plots and frequency distributions showed no significant differences between 
cell types in terms of IODs, with median values and average frequency distances of 
around 100 kb among adjacent ORIs (Figure 18a and c). These results were in agreement 
with those obtained by SNS-seq, which show limited changes in ORI landscapes. As a 
side note, medians rather than means are represented throughout the different plots in 
this results chapter because they are less sensitive to presence of outliers and as such 
more suitable for the analysis of DNA fiber experiments (Técher et al., 2013).  
 
Figure 18: Analysis of distances between replication initiation origins (IODs) in WT and HMGB1-KO MEFs. (a) Scatter plot 
showing the IODs distribution, in kb, of both WT and KO MEFs. Black lines represent the median values. Data are pooled 
from three replicate experiments. (b) Representative example of DNA fibers labelled sequentially for 20 minutes with CldU 
(red) and IdU (green) used to estimate IODs with the corresponding schematic interpretation below each image. Ori 
corresponds to origin of replication point and Term to replication termination point. White scale bar corresponds to 10 µm. 
(c) Frequency distribution of the same IODs present in a. Data are derived from three independent experiments. Numerical 
values are present in Supplementary Table 8. 
 
When analysing the velocity of the replication forks, however, we noticed a highly 
significant increase in fork rates (p<0.0001) in the cells with reduced histone content 









(Figure 19). Replication fork velocities change from 1,49 kb/min in WT to 1,84 kb/min in 
HMGB1-KO cells, as both the distribution in the scatter plots and the frequencies of 
individual fork rates indicated (Figure 19a and c).  
 
Figure 19: Analysis of replication fork rates in WT and HMGB1-KO MEFs. (a) Scatter plot showing the fork rate distribution, 
in kb/min, of both WT and KO MEFs. Black lines represent the median values. ****p<0.0001. (b) Representative example of 
ongoing forks labelled sequentially for 20 min with CldU (red) and IdU (green) used to estimate fork velocities. White scale 
bar corresponds to 10 µm. (c) Frequency distribution of the same fork rates present in a. Data are derived from three 
independent experiments. Numerical values are present in Supplementary Table 8. 
 
This result was somewhat unexpected, as usually the changes in fork velocity are 
accompanied by alterations in the distances between ORIs. We therefore decided to 
check whether this increase in velocities affect the stability of the sister forks. Thus we 
measured the global symmetry between left and right green tracks (representing IdU 
incorporation during the second pulse) present on each side of 1st labelled ORIs detected 
during DNA fibers analysis (Figure 20b; see also Figure 11 to view an example of 1st 
labelled ORIs). This approach for measuring fork instability has been previously described 
and widely used in many studies involving single molecule DNA fiber analysis (Conti et al, 
2007; Rao et al, 2007; Tuduri et al, 2009; Fu et al, 2014). On stretched DNA molecules, a 
stable replication bubble labelled with halogenated deoxynucleotides will appear as a 
symmetric 1st labelled ORI due to the fact that both forks move bidirectionally at 
approximately the same speed (Figure 20b, inside red lines). Any genomic event that 
perturbs one of the forks during the second pulse will result in an asymmetric replication 
bubble (Figure 20b, outside red lines; Rao et al, 2007). This enabled us to measure the 
average differences within the cell population in terms of global asymmetry (Figure 20a).  











usually considered as stalled (Conti et al, 2007; Fu et al, 2014). Therefore, by plotting the 
length of left vs right fork emanating from the same ORI we could estimate the average 
percentage of stalled forks in WT and HMGB1-KO cells (Figure 20b and c). 
 
Figure 20: Analysis of replication fork stability in WT and HMGB1-KO MEFs. (a) Box plot representing global fork 
asymmetry levels in both normal and KO MEFs. Fork asymmetry is expressed as the ratio of the longest distance covered 
to the shortest, for each pair of sister replication forks.  Median values are indicated. Data not included between the 
whiskers are plotted as outliers (black dots). (b) and (c) represent scatter plots depicting normal and stalled forks detected 
by DNA fiber analysis at both WT and HMGB1-KO cells. Only those tracks showing differences greater that 33% between 
the right and the left moving fork (outside the central area delimited by the red lines) were considered as stalled. In b two 
representative examples of normal (inside the central area) and stalled forks (outside central area) are shown. Data derived 
from three independent experiments. Numerical values are shown in Supplementary Table 8. 
 
Upon analyzing the global levels of asymmetry we found no significant changes 
between WT and HMGB1-KO MEFs, with median values of asymmetry between left and 
right sides of the forks varying around 15-17% for both conditions (Figure 20a). Likewise, 
the overall percentage of stalled forks was quite similar between both conditions, with WT 
MEFs encompassing 18,1% of arrested replication forks and HMGB1-KO presenting a 
value of 21,4%. 
To analyse if this reduction in nucleosome occupancy had any influence on the cell 
cycle we preformed a detailed analysis of the S-phase by first, quantifying the 
incorporation of thymidine analogues after a short pulse by flow cytometry and, second, 
by scoring the characteristic patterns of replication factories along S-phase (Nakamura et 
al., 1986) by Immunofluorescence (Figure 21). 
Flow cytometry analysis of IdU incorporation showed no major differences in the 
percentage of cells in S-phase, with 22,4% and 24,8% for WT and KO-HMGB1 MEFs, 
respectively. Similarly, no differences were found between cell types by scoring early-, 
middle- and late-S phase patterns of EdU incorporation by Immunofluorecence (Figure 
21c). Likewise no differences were detected in the percentage of cells at the other phases 






of the cell cycle (Figure 21b, G1 and G2) with either approach. Altogether, the analysis of 
DNA replication initiation profiles, replication dynamics, and S-phase progression of MEFs 
lacking HMGB1 indicates that the reduction in nucleosome occupancies caused by the 
lack of this factor allow faster fork velocities without compromising fork stability or cell 
cycle advance. 
 
Figure 21: Detailed cell cycle analysis of WT and HMGB1-KO MEFs. (a) Cell cycle and IdU incorporation analysis by flow 
cytometry of both cell types. Plots were divided in six regions, each one representing a different cell cycle phase. G1 is 
represented in the lower left region as cells with low DNA content and low IdU signal (below baseline). S-phase is 
represented in the three upper regions where IdU incorporation signal was above the baseline. The division between early-, 
mid- and late-S was established according to DNA content. S-arrested cells present intermediate levels of DNA content, but 
no IdU Incorporation signal. G2 is represented in the lower right region as cells with the higher DNA content but no IdU 
incorporation signal. Total percentages of S-phase cells are indicated. (b) Histogram representing the percentages obtained 
from the analysis shown in a. (c) Histograms representing detailed analysis replication factories by scoring EdU patterns. 
Left histogram shows the percentage of EdU-positive vs EdU-negative cells. Right histogram shows the percentage of cells 
in distinct points of the S-phase according to the EdU replication-foci patterns described by Nakamura et al, 1986. Data are 
representative from two independent experiments. 
 
 
2.2. DNA REPLICATION LANDSCAPE OF CELLS WITH ALTERED CHROMATIN COMPACTION 
We next analysed the impact of alterations in chromatin compaction on the DNA 
replication program. To accomplish this we made use of another available model 
consisting of mouse ES cells (mES) lacking three of the somatic variants of the H1 gene 
(H1-TKO), specifically subtypes H1c, H1d and H1e (Fan et al., 2003; Fan et al., 2005). 







equivalent of a molar ratio of one histone H1 molecule per four nucleosome particles. 
Consequently, H1-TKO cells display a globally less compact chromatin structure and a 
slight reduction of average linker DNA size, although only the expression of a small subset 
of genes seems to be altered (Fan et al., 2003; Fan et al., 2005; Murga et al., 2007; 
Geeven et al., 2015). SNS-seq analysis of these cells showed considerable differences 
not only between H1-TKO and normal WT mES cells, but also between these mutant cells 
and our previously analyzed MEFs lacking HMGB1 (Figure 22).  
 
Figure 22: Replication initiation landscape in WT and H1-TKO mES and WT and HMGB1-KO MEFs. Representative IGV 
snapshot of the SNS-seq coverage and ORI positions at a region of mouse chromosome 5. Two replicates, indicated as 
Repl I and Repl II were analyzed separately for each condition. Results from WT MEFs are depicted in green, HMGB1-KO 
MEFs in orange, WT mES cells in blue and H1-TKO mES in red. SNS samples were derived from sucrose gradient fractions 
containing replication intermediates ranging between 300-1500 nt in size. Coloured rectangles below each track mark the 
positions of the ORIs identified in each cell population. The other symbols are as in Figure 17. 
 
Although the most prominent SNS enrichments were still detectable in mES cells 
with reduced amounts of histone H1, the widespread accumulation of short replication 
intermediates prevent us from applying a reliable peak-calling algorithm to identify 
preferential sites of replication initiation. Peak quality (signal-to-noise ratio) for all SNS-seq 
replicates was assessed at our laboratory by performing a Fraction of mapped Reads in 





To confirm that the global DNA replication landscape was indeed altered in H1 
mutant cells we carried out the same set of DNA fiber analysis experiments that we 
employed for MEF cells. The results from SNS-seq indicate a drastic change in replication 
initiation sites in cells with lower levels of H1, so we expected IOD analysis to reveal this 
variation as well. Indeed, upon analyzing the average origin distances in WT and H1-TKO 
cells we detected a significant decrease in IOD distributions when the normal levels of H1 
were reduced (Figure 23).  
 
Figure 23: Analysis of inter-origin distances (IODs) in WT and H1-TKO mES cells. (a) Scatter plot showing the IODs 
distribution, in kb, of both WT and KO mES cells. Black lines represent the median values. ****p<0.0001 (b) Representative 
example of DNA fibers labelled sequentially for 20 min with CldU (red) and IdU (green) used to estimate IODs with the 
corresponding schematic interpretation below each image. Ori corresponds to origin of replication point and Term to 
replication termination point. White scale bar corresponds to 10 µm. (c) Frequency distribution of the same IODs present in 
a. Data are derived from three independent experiments. Numerical values are shown in Supplementary Table 9. 
 
The observed decrease in IOD in H1-TKO cells relative to their WT counterparts 
was of about 15% (Figure 23a and c), indicating that more replication origins are activated 
when regular levels of linker histones are impaired. This result is in agreement with the 
genome-wide increase of SNS signal emanating from the genome of H1-TKO cells 
(Figure 22). This IOD reduction was accompanied by a decrease in average fork velocities 
of over 30% (Figure 24a and c), indicating that the architectural chromatin defects in H1-
TKO cells have a severe impact on the normal progression of the replication machinery. 
The shorter replication tracks found in H1-TKO (Figure 24b) reflect slower DNA synthesis 
but can also be the result of fork stalling, which can also be detected as short labelled 
tracks (Fu et al., 2015). We therefore measured the fork asymmetry levels, as well as the 
percentage of stalled forks, in H1-TKO cells and its WT counterparts (Figure 25). 
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Figure 24: Analysis of replication fork rates in WT and H1-KO mES cells. (a) Scatter plot showing the fork rate distribution, 
in kb/min, in both cell types. Black lines represent the median values. ****p<0.0001. (b) Representative example of ongoing 
forks labelled sequentially for 20 min with CldU (red) and IdU (green) used to estimate fork velocities. White scale bar 
corresponds to 10 µm. (c) Frequency distribution of the same fork rates present in a. Data are derived from three 




Figure 25: Analysis of replication fork stability in WT and H1-KO mES cells. (a) Box plot representing global fork asymmetry 
levels in both cell types. Fork asymmetry is expressed as the ratio of the longest distance covered to the shortest, for each 
pair of sister replication forks.  Median values are indicated. Data not included between the whiskers are plotted as outliers 
(black dots). ***p<0.001 (b) and (c) represent scatter plots depicting normal and stalled forks detected in DNA fiber analysis 
at both WT and HMGB1-KO cells. Only those tracks showing differences greater that 33% between the right and the left 
moving fork (outside the central area delimited by the red lines) were considered as stalled. (d) Scatter plot representing the 
fork rate analysis of the non-stalled forks depicted in b and c. Data derived from three independent experiments. Numerical 
values are shown in Supplementary Table 9. 
 
We found that, indeed, both fork staling and asymmetry levels were altered in the 
H1-TKO cells, further demonstrating that the chromatin conformation alterations caused 
by reduced levels of histone H1 had a deep impact on the replication program. To ensure 
that the decrease in fork rates that we detected in these cells was not due to the higher 
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percentage of stalled forks, which might be skewing the first measurement, we analyzed 
separately the velocities of the forks considered not stalled (Figure 25d, central area 
inside the red lines). This complementary analysis showed that the significant drop in the 
average fork velocities was still noticeable (p<0.0001) even when we only analyse 
symmetric forks. 
These massive alterations of DNA replication were accompanied by slight 
alterations in the cell cycle progression of H1-TKO cells (Figure 26).  
 
Figure 26: Detailed cell cycle analysis of WT and H1-KO mES cells. (a) Cell cycle and IdU incorporation analysis by flow 
cytometry analysed as described in Figure 21. Total percentages of S-phase cells are indicated. (b) Histogram representing 
the percentages of cells in each cell cycle phase derived from the analysis performed in a. (c) Histograms representing the 
analysis of replication factories by scoring EdU patterns. Left histogram shows the percentage of EdU-positive vs EdU-
negative cells. Right histogram shows the percentage of cells in distinct points of the S-phase according to the EdU 
replication-foci patterns described by Nakamura et al, 1986 (see Figure 29a for a visual example of the different patterns 
obtained in mES cells). Data were derived from two independent experiments. 
 
As mES cells have a high rate of replication, a large number of cells were detected 
in S-phase (76,2% as estimated by flow cytometry and 69% as estimated by EdU 
incorporation). In H1-TKO cells global S-phase percentages did not vary greatly (74,4% 
as estimated by flow cytometry and 60% as estimated by EdU incorporation), although 
some minor variations at G1, G2 and at different points of the S-phase were detected 







in cells arrested in S-phase relative to WT cells, from around 2,5% to 6% (Figure 26b). 
This percentage of S-arrested cells was higher than the one found in both WT and 
HMGB1-KO MEFs, which was less that 1% (Figure 21b).  Quite likely, the cell cycle 
perturbations of H1-TKO mES cells are associated to the replication fork instability 
observed, which undoubtedly is impacting the whole replication program, as seen by the 
altered SNS profiles. 
 
 
2.3. ANALYSIS OF TRANSCRIPTION DYNAMICS IN HISTONE H1-DEPLETED CELLS 
Given the large range of replication defects in cells with H1-mediated altered 
chromatin conformation, we next decided to search for the underlying sources of such 
phenotype. One of the major problems that these cells encompass is the large percentage 
of replication forks that have halted their progression. Together with the reduced fork 
velocities observed it seems that the normal movement of the replication forks is being 
compromised genome-wide. One of the most common obstacles that replication forks 
have to overcome when the cells are in the process of duplicating their genomic 
information is active transcription (Figure 7). During S-phase, encounters between the two 
machineries can occur and, in normal conditions, cells have mechanisms to solve such 
conflicts (Figure 8; García-Muse and Aguilera, 2016; Hamperl and Cimprich, 2016).  
We first sought to understand if the transcription process was altered in H1-TKO 
cells. We started by analysing the rates of RNAPII elongation at two specific genes, 
Med13l and Inpp5.These genes were previously used to evaluate the dynamics of 
transcription in mouse cells (Jonkers et al., 2014) due to their large size and long 
distances between exons (Figure 27b, genomic maps). By transiently inhibiting RNAPII 
activity with 5,6-dichlorobenzimidazole1--D-ribofuranoside (DRB) and then follow the 
synchronous transcription wave from promoter regions, it is possible to estimate the time 
that a specific exon takes to be expressed by measuring newly synthesized primary 
transcripts by qPCR spanning different exon-intron junctions (Singh and Padgett, 2009; 
Jimeno-González et al., 2015). DRB specifically inhibits the transition from initiation to 
elongation phase of transcription by inhibiting CDK9, which is the kinase subunit of the 
Positive Transcription Elongation Factor (P-TEFb) that is required to promote this specific 
transition (Bensuade, 2011). Consequently, polymerases that were already in transcription 
elongation phase will finish in the presence of DRB and dissociate from chromatin upon 
transcription termination. However, initiating RNAPII will stay in a poised state until DRB 





DRB block and release (Figure 27a) we could to estimate the relative movement of 
RNAPII along the above-mentioned genes in WT and H1-TKO mES cells (Figure 27b).  
  
Figure 27: Analysis of transcription dynamics in WT and H1-TKO mES cells. (a) Diagram of the experimental design used 
to measure the rate of transcription elongation through transient inhibition of initiating RNAPII with DRB. Cell samples were 
incubated with media supplemented with 100 μM DRB for 3 hours. DRB was then washed off and total RNA was extracted 
from identical number of cells at each time-point (open triangles). Global nascent transcription was analysed by incubating 
the cells with EU for 1 hour at the time points indicated by the red lines. (b) Time course of transcription elongation for the 
Med13l and the Inpp5a genes in normal and H1-TKO cells. Genomic maps are present above the histograms with the 
distance between the primer pairs used to measure transcription levels at the respective exons. Pre-mRNA levels at each 
time-point were normalized to the values of non-DRB-treated samples. Results are shown as means +/- SD from two 
independent experiments. The different colours depict the different exons analysed. (c) Representative images of nuclear 
EU staining at the time points indicated in a. White bar corresponds to 20 µm (d) Quantification of nuclear EU signal 
intensity at the same time-points. Values were normalized to those obtained in untreated wt and H1-TKO cells. ***p<0.001. 
Scatter plots representing the raw values of EU intensity are shown in Supplementary Figure 2. Data derived from two 
independent experiments. Numerical values are shown in Supplementary Table 10. 
 
Pre-mRNA transcription signals at both genes were detected at exon 1 in both WT 
and H1-TKO cells at the first 10-minutes time point (Figure 27b, blue lines). However, the 
normal kinetics of transcription of the other exons changed in H1-TKO cells relative to WT 
cells, with pre-mRNA expression starting to be detected from earlier time points in mutant 
cells and, strikingly, expression of exon 5 at both genes (Figure 27b, orange lines) being 
detected either at similar time points (in Med13l), or much earlier (in Inpp5) than 
expression of exon 4 (Figure 27b, red lines). This result was the first evidence that the 









numbers of H1. This prompted us to perform a global quantification of nascent 
transcription by 5-ethynyl uridine (EU) incorporation before and after DRB block release in 
order to see if there was any variation in the kinetics of transcription recovery between 
normal WT and H1-TKO cells (Figure 27a, c and d). After releasing cells from the block, 
the EU incorporation signals showed a significantly faster recovery rate of RNA synthesis 
in mutant cells, which is consistent with the increased RNAPII initiation activity previously 
noticed in the analysis of individual genes. This set of results support the notion that the 
altered chromatin scenario caused by the lack of normal levels of histone H1 might be 
contributing to increase DNA replication instability by increasing the number of encounters 
between the replication and transcription machineries. 
 As discussed in the Introduction chapter, the deregulation of RNAPII kinetics might 
also lead to the accumulation of non-canonical structures in the genome, like R-loop 
structures (Figure 7 and 8). The presence of this RNA:DNA hybrids can be detected in 
vivo by immunofluorescence using the S9.6 antibody (Boguslawski et al., 1986). We took 
advantage of this tool to evaluate if the perturbations in transcription detected in H1-TKO 
cells were accompanied by the accumulation of RNA:DNA hybrids in chromatin (Figure 
28). 
 
Figure 28: Analysis of RNA:DNA hybrids in mES cells. (a) Representative images of S9.6 (R-loop) immunostaining, with or 
without RNAseH incubation. DAPI staining was used as reference in order to measure nuclear R-loop signal intensities. 
White scale bar corresponds to 10 m. (b) Scatter plots depicting nuclear R-loop signal in WT and H1-TKO mES cells and 
the corresponding RNAseH controls. Data are pooled from two independent experiments. Black lines indicate median 
values. ****p<0.0001. Numerical values are shown in Supplementary Table 11. 
 
 We found that H1-TKO cells had a significant increase in nuclear S9.6 signal 






(Figure 28a and b). Importantly, this signal was sensitive to RNAseH treatment, confirming 
that the antibody reactivity was due to the presence of R-loops. 
 We next analyze at which point of the cell cycle, and more specifically in which 
moment of the S-phase R-loop accumulation was more evident. We did this by co-scoring 
replication foci-patterns as revealed by EdU incorporation (Figure 29a).  
 
 
Figure 29: S-phase distribution of nuclear R-loop and H2AX intensities. (a) Representative image of EdU, S9.6 and H2AX 
immunostaining. S-phase patterns were classified according to the EdU replication-foci patterns described by Nakamura et 
al, 1986. White bar corresponds to 10 µm (b) Scatter plot depicting the distribution of S9.6 (R-loop) nuclear intensity during 
S-phase. S-phase was divided in three subphases, early (E), middle (M) and late (L). EdU- corresponds to the signal found 
in cells with no EdU incorporation during the time of the pulse (20 minutes). Values are expressed in arbitrary units (a.u.). 
Numerical values are shown in Supplementary Table 12 (c) Same analysis done in b for nuclear S9.6 H2AX intensity. 
Numerical values are shown in Supplementary Table 13.  ****p<0.0001; ***p<0.001; **p<0.01; *p<0.05. Data are derived 







 In parallel, we evaluated the possibility of associated genomic instability by 
analysing the signal of phosphorylated histone H2AX (H2AX), used as a biomarker for 
DNA double strand breaks (DBS; Kuo and Yang, 2008). The results showed a significant 
accumulation of both R-loop structures (Figure 29b) and H2AX (Figure 29c) in the 
nucleus of H1-TKO cells at all points of the cell cycle when compared to WT mES cells. 
Remarkably, the accumulation of both signals was more evident at early stages of S-
phase. The fact that these cells presented higher levels of H2AX is also in agreement 
with our hypothesis of increased replication/transcription encounters in situations of 
reduced H1 content, which when left unchecked often result in breaks on the DNA 
molecule (Aguilera 2002; Li and Manley 2006; Aguilera and Garcia-Muse 2012). 
 To ensure that this increased accumulation of RNA:DNA hybrids and DSB was a 
specific defect linked to H1-mediated alterations in the chromatin structure, we checked if 
HMGB1-KO MEFs, in which a 20% reduction in nucleosome content results in little 




Figure 30: Analysis of RNA:DNA hybrids and H2AX levels in normal and HMGB1-KO MEFs. (a) Scatter plots depicting the 
nuclear R-loop signal in MEF cells with or without RNAseH treatment. *p<0.05. (b) Representative image of R-loop 
immunostaining in MEF cells with or without RNAseH treatment. White scale bar represents 10 m (c) Scatter plots 
depicting nuclear H2AX signal in MEF cells. Data are pooled from two independent experiments. Black lines on the plot 
indicate median values. See Supplementary Table 14 for numerical values. (d) Representative image of H2AX 
immunostaining in MEF cells. White scale bar represents 40 m. Data are derived from two independent experiments. 








 In both WT and HMGB1-KO MEF cells we found low levels of R-loops and H2AX. 
The levels of both signals did not present significant variations between normal and 
HMGB1 depleted cells and the only slightly significant variation observed was between 
WT MEFs and their RNAseH control, regarding R-loop signal (Figure 30a, p<0.05). The 
median value slightly increases in the control sample, which seems counterintuitive, but 
taking in account that the majority of fluorescence intensity values detected in MEF cells 
where close to the background levels, as seen in Figure 30b and shown in Supplementary 
Table 14 (both mean and median values below 100 a.u.), this difference is likely due to 
variations in background signal. Furthermore, we found no significant difference between 
R-loop signal intensities in HMGB1-KO and its corresponding RNAseH control, further 
implying that MEF cells encompass only residual levels of R-loops in chromatin. Since in 
comparison with H1-TKO cells, HMGB1-KO cells don‘t show abnormal accumulation of 
RNA:DNA hybrids, nor significant increased levels of genomic instability as estimated by 
H2AX signalling, these evidences suggest that the impairment in global chromatin 
compaction occurring in H1-TKO cells is critical to maintain the balance between 
transcription and replication. 
 
 
2.4. ANALYSIS OF REPLICATION-TRANSCRIPTION CONFLICTS IN CELLS WITH ALTERED 
CHROMATIN STRUCTURE 
 To further clarify the extent of the interaction between transcription and replication 
in the context of altered chromatin structure, we decided to perform a detailed study of 
replication dynamics upon impairing the transcription process. In order to do this we 
blocked transcription with α-amanitin, which is a stable and irreversible inhibitor of RNAPII 
and III (RNAPI is insensitive to its action). This cyclic peptide binds near the catalytic 
centre of the transcription polymerases with high specificity and affinity, trapping them in a 
conformation that prevents nucleotide incorporation and translocation of the transcripts 
(reviewed in Bensaude, 2011). Furthermore, α-amanitin promotes the dissociation of 
RNAPII from chromatin, because it triggers the degradation of its larger subunit, Rpb1 
(Bensaude 2011). As the uptake of this drug is slow, usually taking several hours for the 
effects on transcription to start being noticed we‘ve exposed the mES cells to an 
appropriate concentration of this drug (10 µg/mL) for six hours. Figure 31a shows a 
representative picture of the effect of the α-amanitin treatment in global transcription levels 
estimated by EU incorporation. Notice that, as previously mentioned, α-amanitin has no 
effect on RNAPI and consequently we could still detect nucleolar signal deriving 





activity in parallel experiments, cells were treated with 0.05 g/mL of Actinomycin-D for 1 
hour, which specifically inhibits RNAPI function (Figure 31a and Supplementary Table 15; 
Bensaude, 2011). This approximation enabled us to evaluate the effect of α-amanitin on 
RNAPII transcription. Our expectation was that, after 6h treatment, the H1-TKO mES cells 
would have time to resolve, at least in part, the accumulation of RNA:DNA hybrid 
structures in chromatin. This was in fact the case when we analysed R-loop levels upon 




Figure 31: Analysis of RNA:DNA hybrid levels and replication dynamics in mES cells upon transcription inhibition. (a) 
Representative image of EU staining in mES cells. Cells were treated for 6 hours with α-amanitin to specifically block 
RNAPII. As RNAPI continue to be active upon α-amanitin treatment, cells were treated with 0,05 g/mL Actinomycin-D to 
specifically inhibit nucleolar signal and confirm that the extranucleolar EU incorporation dropped in the presence of α-
amanitin. Numerical values are shown in Supplementary Table 15. (b) Scatter plot depicting the distribution of nuclear R-
loop intensities in mES cells upon blocking RNAPII transcription with α-amanitin. Untreated and RNAseH controls are 
shown. (c) Scatter plot depicting IOD distributions in mES cells upon blocking RNAPII transcription with α-amanitin. (d) and 
(e) same analysis present in c, for Fork rate and fork asymmetry, respectively. Medians are represented in all plots. 
****p<0.0001; ***p<0.001; **p<0.01; *p<0.05. Data are derived from two independent experiments. Numerical values are 
shown in Supplementary Tables 16 (R-loops), 17 (IOD), 18 (Fork rates) and 19 (Fork asymmetry), respectively. 
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 The drop in R-loop signal detected in H1-TKO cells upon transcription inhibition 
was highly significant (p<0.0001), but not complete, as α-amanitin treated cells didn‘t 
reach the low levels found in WT cells or in its RNAseH control. To evaluate if this 
reduction in the levels of transcriptional R-loops in the genome facilitates the transit of 
replication forks we measured IODs, fork rates and fork asymmetry levels in WT and H1-
TKO mES cells upon α-amanitin exposure (Figure 31c, d and e). IOD analysis didn‘t 
reveal any significant change in transcription-blocked H1-TKO cells when compared to 
their untreated counterpart. However, we found major changes when analyzing the other 
two parameters (Figure 31d and e, p<0.0001 and p<0.01). Upon transcription inhibition, 
both fork velocity and fork asymmetry were recovered to levels similar to the ones found in 
WT mES cells, indicating that, indeed, the defects in transcription arising from the 
abnormal chromatin configuration of H1-TKO cells are a major source of the alterations in 
the replication program. Furthermore, when we analyzed in parallel H2AX levels upon 
blocking transcription, we also observed a drastic recovery in H1-TKO cells towards WT 
levels (Figure 32, p<0.0001). The reduction in H2AX intensity, R-loop levels, and fork 
asymmetry levels observed in H1-depleted cells treated with -amanitin seem to connect 
all these features of replication stress together. 
 
 
Figure 32: Analysis of H2AX levels in mES cells upon transcription inhibition. (a) Representative images of nuclear H2AX 
foci intensity in mES cells untreated or treated with α-amanitin. Treatment times and doses are the same as in Figure 31a. 
White scale bar corresponds to 10 m. (b) Scatter plot depicting H2AX intensity per nucleus. Black lines inside the plots 
indicate median values. Intensity values are indicated in arbitrary units of fluorescence (a.u.). ****p<0.0001. Data derived 
from two independent experiments. Numerical values are shown in Supplementary Table 20. 
 
 The set of results obtained until now argue that irregularities in the transcriptional 






this relationship we used the reversible transcription inhibitor DRB (Figure 27a and c) as a 
―switch‖ to test whether the observed replication recovery was stable after transcription 
reactivation (Figure 33). 
When analyzing this second transcription inhibition experiment we uncovered 
several interesting results. Firstly, using a DRB block we found a similar effect on 
suppressing the replication phenotype of H1-TKO cells as the one described using α-
amanitin, where both fork rates and asymmetries were recovered to similar levels to those 
obtained in WT mES cells (Figure 33c and d, p<0.0001 and p<0.01). One important 
difference was that using this transcription block we were also able to observe a recovery 
in IOD (Figure 33b, p<0.0001), which we did not observe when using α-amanitin (Figure 
31c). One possibility for this difference could be due to the faster effect of DRB on 
transcription, which could have bigger impact on cycling cells than the slow action of α-
amanitin, giving them more time to normalize their replication program. 
 
Figure 33: Analysis of DNA replication dynamics in mES cells upon transcription reactivation. (a) Diagram of the 
experimental design used to measure replication dynamics by transient inhibition of transcription with DRB. mES cells were 
sequentially labelled for 20 minutes with CldU (red line) and IdU (green line) at the indicated time points. The effect of DRB 
on nascent mRNA transcripts at the same time points is shown in figure 27. Scatter plots depicting IODs (b), fork rates (c) 
and asymmetry levels (d), respectively, along the experiment. Black line inside plots represents the median. ****p<0.0001; 
***p<0.001; **p<0.01; *p<0.05. Data are derived from two independent experiments. Numerical values for all plots are 
shown in Supplementary Tables 21 (IOD), 22 (Fork rates) and 23 (Fork asymmetry), respectively. 
 
 Immediately after releasing the cells from the DRB block when transcription is 
resumed, all the replication parameters that were suppressed by DRB treatment (DRB) in 
H1-TKO cells recover to the levels found in untreated (u) cells (Figure 33b, c and d, 
p<0.0001 for IOD and fork rates and p<0.05 for fork asymmetries). This result constituted 
a 





further proof that, in this context of altered chromatin structure, the balance between 
transcription and replication is impaired mainly due to conflicts between both machineries. 
 
 
2.5. EVALUATION OF RNAPII ELONGATION RATES AND DNA REPLICATION FORK RATES IN 
CELLS WITH REDUCED HISTONE CONTENT 
 The data so far supported a scenario where the defects in chromatin structure can 
impact both transcription and replication dynamics, causing replication stress. A prediction 
from these results is that, in HMGB1-KO MEFs, where replication forks travel faster 
without detectable increase in fork stalling (Figure 19 and 20), RNAPII transcription 
elongation rates wouldn‘t suffer major alterations. To test if this was indeed the case, we 
performed time-course transcription elongation measurements upon DRB release at the 
Med13l and Inpp5 genes, in similar conditions to the one previously performed for mES 
cells (Figure 27a and b). Transcription analysis at both genes revealed only minor 
changes between WT and HMGB1-KO cells in the timing of expression of the examined 
exons (Figure 34).  
 The lack of alterations in transcription elongation fitted well with previous results 
showing that these MEF cells encompass low R-loop and H2AX levels, with no significant 
changes when HMGB1 is knocked down (Figure 30). Altogether, this data suggested that 
cells with reduced nucleosome numbers can tolerate fast moving forks without 
compromising genome stability if transcription is not altered. To further validate this idea 
we decided to test a complementary scenario and asked if the replication dynamics was 
altered in situations where a reduction in histone content promotes the increase in RNAPII 
elongation rates. To accomplish this we made use of a human cell line (HCT116) where 
the levels of canonical histones can be modulated by knocking down the expression of the 
stem-loop-binding protein (SLBP) gene, which encodes a histone mRNA regulatory factor 
(Marzluff et al., 2008). A moderate reduction in the levels of SLBP results in a reduction in 
histone levels, promoting an increase in RNAPII elongation rates and consequent defects 










Figure 34: Analysis of transcription elongation rates in WT and HMGB1-KO MEF cells. (a) Diagram of the experimental 
design used to measure the rate of transcription elongation through transient DRB inhibition of initiating RNAPII. (b) Time 
course of transcription elongation for the Med13l and the Inpp5α genes in both cell types. Pre-mRNA levels at the specified 
time-points were normalized to the values of non-DRB-treated samples. Results are shown as means +/- SD from two 
independent experiments. All symbols are as in Figure 27. 
 
 Upon performing DNA fiber analysis on Doxycyclin-induced SLBP-knockdown cells 
we were able to detect a significant increase in replication fork rates (Figure 35b and d, 
p<0.0001), with no variation in IODs nor in fork asymmetry (Figure 35a, c). The average 
increase in fork velocity was much higher in this nucleosome depleted scenario (40% in 
average), than in the one observed in HMGB1-KO MEFs (29% in average) (Figure 35d), 
consistent with the increased RNAPII elongation rates displayed by SLBP-knockdown 








Figure 35: Replication dynamics in cells with reduced histone content.(a) IODs, (b) fork rates and (c) percentage of fork 
asymmetry calculated from stretched DNA fibers of HCT-shSLBP.1 cells cultured in the absence (light green) or presence 
(yellow) of Doxicyclin (Dox) for 72 hours. Black lines indicate median values. ****p<0.0001. (d) Distribution of replication fork 
speeds in cells with reduced histone content relative to their respective WT counterparts. Data are derived from two 
independent experiments. Numerical values are shown in Supplementary Table 24. HMGB1-KO and WT data used here is 
the same represented in Figure 19, which corresponds to Supplementary Table 8. 
 
 Most likely, the specific chromatin changes are occurring in SLBP knock-down 
cells, such as the drop in the levels of the histone variant H2A.Z and the increase of the 
variant H3.3 (Jimeno-Gonzalez et al., 2015), seem to have a greater influence on the 
movement of both the replication and transcription machineries than the ones that occur in 
HMGB1-depleted cells. The analysis of replication dynamics in this later cell line also 
reinforces the notion that cells can accommodate fast moving replication forks in contexts 
of histone depletion without compromising genomic stability, the same not being true in 
scenarios of altered chromatin structure leading to impaired RNAPII dynamics. 
 










Cell viability relies on the correct regulation and fine tuned balance between 
different genomic processes: replication, transcription, recombination and repair. As we go 
up in the evolutionary scale and complexity increases, the layers of genomic regulation 
accumulate in parallel, making it harder to decipher the nature of the interactions between 
the different processes that are occurring on the same DNA template. One of the most 
important factors that contribute for the maintenance of genomic stability is chromatin. The 
correct packaging of the genomic information contained in the DNA molecule into 
chromatin is indispensable for the regulation of all genomic processes from transcription 
to DNA damage repair and, most importantly, DNA replication. This is the most 
fundamental process without which the normal development and correct propagation of all 
living organism would be impossible. The replication process ensures the accurate 
duplication of the DNA molecule and any perturbation, either from exogenous or 
endogenous sources, might interfere with the correct progression and completion of this 
process, affecting in this way the integrity of the genome, which in turn can have 
catastrophic consequences for the cell and the organism. The correct coordination 
between DNA replication and other genomic processes is essential for survival. Thus, 
deciphering how the structure of chromatin is able to modulate the expression and 
maintenance of the genetic information encoded in eukaryotic genomes, and how these 
processes take place within the context of a highly complex and compact environment is 
of major importance, and will contribute to increase our knowledge in the field of 
Epigenetics and consequently our better understanding of the many diseases that arise 
from the abnormal regulation of this fundamental element. 
  
 
1. REPLICATION START SITES AND NUCLEOSOMAL ARCHITECTURE ARE INTIMATELY LINKED 
1.1. THE NUSA TECHNIQUE ALLOWS DETAILED PROFILING OF NUCLEOSOMAL PATTERNS AT 
MAMMALIAN ORIS 
We‘ve started our work by analysing the specific nucleosomal landscape at a 
subset of previously characterised promoter-ORIs (Table 1; Sequeira-Mendes et al., 
2009), aiming to address how it relates to specific genomic processes like transcription or 
DNA replication efficiency. At those active transcription sites we found the stereotypic 
nucleosomal configuration described at promoter regions, with well positioned 
nucleosomes flanking the TSSs. This is consistent with the dynamic process of chromatin 
remodelling as consequence of an active transcription machinery, that generates an array 
of well positioned nucleosomes downstream of the promoter region (Figure 4) (Lieb, et al., 





was the promoter region of Haus7 (Fig 12, central panels). Although at this region we also 
found a high level of nucleosome occupancy downstream of the TSS, the +1 nucleosome 
doesn‘t seem to be well-positioned, indicating that it protects slightly different DNA regions 
within the mES cell population. Interestingly, when we analyzed the same promoter-ORI 
region in a cell type in which the expression levels of this gene was six times greater 
(NIH3T3 mouse fibroblasts, Figure 15), we were able to detect a shift in the location on 
the +1 nucleosome, which becomes better positioned. This finding illustrates the high 
sensitivity of the NuSA technique in detecting subtle changes in the local chromatin 
environment due to alterations in other genomic processes. 
By combining diverse conditions of chromatin preparation and MNase digestion 
with the NuSA assay, we were able to uncover different levels of stability of the various 
histone octamers. Specifically, by performing MNase digestions on native chromatin under 
different conditions and by employing distinct stringency treatments for ChIP experiments 
with antibodies against histone H3 we could differentiate between stable and labile 
nucleosome particles at the regions analysed (Figure 12). The identification of labile 
histone octamers at the promoter regions of the active genes MeCP2, Vps45 and Haus7 
is in agreement with the notion that the more dynamic chromatin at those sites is 
important to allow the transient exposure of the DNA molecule. This likely facilitates the 
accessibility of cis-regulatory complexes like TFs, chromatin remodelers, initiating 
transcription complexes and others, that together will contribute to maintain a chromatin 
domain active for transcription (Deal and Henikoff., 2010). In addition, the fact that the 
non-promoter region of the Scl7a14 gene showed an array of poorly positioned 
nucleosomes with an almost constant level of occupancy values (Figure 13) indicates that 
the presence of labile particles is a specific feature of the active promoter regions studied. 
This set of results are in agreement with the concept that active gene promoters 
are not in fact nucleosome-free but contain an unstable nucleosome that is usually lost 
under the usual conditions employed in nucleosomal preparations for genome-wide 
studies (Jin et al, 2009). In fact, the work performed at our lab revealed that when we 
aligned our detailed nucleosome maps of individual promoter-ORIs with the corresponding 
maps generated genome-wide from previous work (Tief et al, 2012), we are able to notice 
several missing nucleosome particles in those data-sets (data not shown). This 
demonstrates that the high-resolution study that we conducted allowed us to unveil the 
diverse characteristics of the histone particles at those ORI sites. In addition, since all the 
analysed regions associate with ORIs, our analysis shows that replication initiation can 






1.2. DNA SYNTHESIS INITIATES AT SITES OF HIGH NUCLEOSOME OCCUPANCY 
We took advantage of the high resolution of the scanning assay of the NuSA 
technique to couple it to the fine mapping of replication start sites. By employing 
preparations of replication intermediates from increasing sizes we found that the initiation 
sites occur at positions of high nucleosome occupancy in all cases (Figure 14 and 
Supplementary Figure 1). One thing that was noticeable was that the maximum 
enrichments of SNS detected were comparable between the four regions analyzed, 
including the ORI associated with Scl7a14, which was previously defined as a low efficient 
ORI (Table 2; Sequeira-Mendes et al, 2009). This was due to the fact that SNS 
enrichments were normalized with values obtained at flanking amplicons that were 
relatively close to the analysed regions (700 to 1200 bp). This is in line with previously 
reported low enrichment levels obtained when using similar approaches (Giacca et al, 
1994; Keller et al, 2002; Ladenburger et al, 2002; Sequeira-Mendes et al, 2009). 
Nonetheless, the enrichments were much higher and variable between regions when the 
SNS values were normalized to a control region located several kb and isolated from 
known ORIs (Supplementary Figure 1), confirming that the SNS levels detected at the 
regions under analysis corresponded in fact to actual sites of DNA replication initiation.  
The resolution of the scanning assay on short SNSs not only allowed us to map in 
high detail the location of DNA synthesis start sites within the analysed cell population, it 
also enabled us to correlate the SNS profiles with the nucleosome profiles. As mentioned 
earlier, we found that peaks of maximum SNS enrichment are located at regions of high 
nucleosome occupancy. Moreover, we detected a spatial correlation between the shape 
of the SNS and the nucleosome profiles. At the MeCP2 promoter-ORI region, for example, 
we found one single sharp peak of SNSs that coincided with the well-positioned 
nucleosome +1 (Figure 14, leftmost panels). On the contrary, at the intragenic Scl7a14 
region we detected a less defined peak of SNS enrichment that accompanied the poorly 
defined nucleosomal array (Figure 14, rightmost panels).  Previous evidences suggested 
that replication initiation points are less precise at ORIs located within sites that 
encompass less defined nucleosomal patterns (Lubelsky et al., 2010). Making use of the 
DNA fiber technique, the authors analysed the frequency of replication initiation along the 
DHFR locus of Chinese hamster cells, which was previously described as being packaged 
by poorly positioned nucleosome particles and scattered ORC binding profiles (Dijkwel 
and Hamlin, 1995; Dijkwel et al, 2000). Correspondingly, they found a disparity of 
replication initiation patterns between fibers broadly distributed along the entire DHFR 
locus, indicating that at this region where nucleosomes didn‘t show a strict positioning 





analysed in our work we found a bimodal distribution of SNS peaks (Vps45 and Haus7 
promoter-ORI regions, Figure 14, middle panels); one of the SNS peaks was located at a 
position protected by a labile nucleosome particle, and the other peak at a position 
coinciding with a stable nucleosome. In both cases, however, SNS enrichments were 
sharper at the locations of well-positioned nucleosomes. Altogether, these results suggest 
that is nucleosome positioning, and not occupancy, the feature that correlates more 
strongly with the replication start sites. This bimodal distribution of SNS profiles, which 
peaks upstream and downstream of the TSSs of both regions has been previously 
reported in studies that employ hybridization of SNS on microarrays (Cayrou et al, 2011), 
and might depict two distinct sites of preferential initiation at the cell population. 
Alternatively, there is also the possibility that these bimodal peaks reflect dual initiation 
events at opposing regions of leading-strand synthesis as previously seen in mouse and 
Drosophila cells (Cayrou et al, 2011).  
 
 
1.3. REPLICATION INITIATION PATTERNS REFLECT THE NUCLEOSOMAL ARCHITECTURE 
To further test the possible correlation between replication start sites and 
nucleosome positioning, we take advantage of the expected alterations in the 
nucleosomal landscapes following promoter activation. When analysing the same 
promoter-ORI regions in different cell types presenting differences in the transcription 
levels of those genes, we were able to show that variations in the position of histone 
octamers were mirrored by shifts in the SNS profiles (Figure 15). Taking in to account that 
even the most efficient mammalian ORIs likely fire on average in less than 20% of the S-
phases (Cayrou et al, 2011; Gilbert, 2012), this relationship may be explained by the fact 
that nucleosome maps were generated in asynchronous cells whereas ORI firing only 
occurs in a subset of cells during S-phase. Indeed, when analysing nucleosome dynamics 
upon S-phase entry at the LaminB2 ORI we found that the ORC binding site coincide with 
the position of a labile nucleosomes that are precisely remodelled before the onset of 
DNA replication (Figure 16). This result is also in agreement with earlier studies at the 
genome of the Epstein-Barr virus (Papior et al, 2012). The genome of this virus usually 
persists in infected cells as chromatinized minichromosomes that are replicated by the 
host machinery, and they exhibit a dynamic MNase pattern displaying increased 
sensitivity during S-phase, correlated with pre-RC and SNS enrichments. Thus, our 
findings suggest a relationship between the deposition of histone core particles during the 
replication process and the synthesis of the new DNA strands in eukaryotic cells. Most 





demonstrated that the ligation junctions between adjacent fragments tend to take place at 
the region coinciding with the nucleosome dyad (Smith and Whitehouse, 2012). When the 
processivity of the lagging strand or the chromatin assembly was disrupted, both the 
distribution and the average size of the Okazaki fragments were altered, further implying a 
strong link between replication and histone repositioning. Whether newly deposited 
nucleosomes and leading-strand synthesis are coupled in mammalian cells constitutes an 
interesting open question. 
 
 
1.4. NUCLEOSOME REMODELLING AND THE OPPORTUNISTIC NATURE OF REPLICATION INITIATION 
The results obtained at the set of ORI regions analysed here support the notion 
that efficient ORIs are associated with CpG island-promoter regions, which are genomic 
sites where the prevalence of histone variants associated with active transcription, such 
as H3.3 and H2A.Z, contributes to the facilitated remodelling of nucleosomes and the 
maintenance of an open chromatin structure (Jin et al, 2009; Sequeira-Mendes et al, 
2009; Cayrou et al, 2011; Besnard et al, 2012). This is also evidenced at the LaminB2 
region where we found that the region protected by a labile nucleosome, which coincided 
exactly with the site of ORC binding, was rapidly exposed upon entry into S-phase (Figure 
16). This findings are also reminiscent of work in Drosophila cells, were nucleosome 
turnover rates were found to be higher at regions that are bound by ORC (Deal et al, 
2010). At the same time that we performed this analysis, a genome-wide mapping of 
ORC1 binding sites in HeLa cells was published (Dellino et al., 2013). The authors 
described a strong correlation between ORC1 occupancy and the TSS of both coding and 
non-coding RNA transcripts, as well as higher transcription levels at mapped ORC sites 
associated with replication in early S-phase. Altogether, these data point to a scenario 
where regions with high rates of transcription initiation, which are transiently accessible 
during the G1-phase of the cell cycle, allow an enhanced recruitment of ORC1 and other 
pre-RC factors. An attractive possibility could be that ORC interacts directly with certain 
histone particles, especially labile ones. In this sense, in S. cerevisiae, the bromo-adjacent 
homology domain (BAH) of ORC1 has a major role in facilitating ORC binding to the DNA 
(Noguchi et al, 2006; Muller et al., 2010) and most importantly, has the capability of 
recognizing a mark on the histone H4, H4K20me2, which is specially enriched at ORI 
sites (Kuo et al., 2012; Rivera et al., 2014). Therefore, it is possible that ORC recruitment 
and/or stabilization could be mediated through a direct interplay between the 







Figure 36: Diagram depicting the opportunistic recruitment of ORC at active promoters. (a) Through its BAH domain, ORC 
might interact directly with histone octamers that encompass specific marks (like H4K20me2; Kuo et al., 2012) or maybe 
with specific histone variants (like H3.3 or H2A.Z) that tend to be more enriched at active promoters. Upon nucleosome 
eviction ORC binds to the DNA molecule and can recruit additional replication complexes like Mcm2-7 (b) The high turnover 
rates between labile nucleosomes and/or the transcription machinery favor the binding of ORC to the DNA. Nucleosome 
eviction (left) generates negative helical tension inside the NFR (with possible generation of G4 structures) favoring ORC 
binding. Similarly RNAPII activity (right) generates negative helical tension behind the transcription machinery (with possible 







Another possible way in which ORC could take advantage of the increased 
remodelling occurring at promoter sites would be through the process of nucleosome 
eviction. It has been demonstrated that ORC affinity for DNA increases several fold in 
regions of the double helix that are being subjected to helical tension, specifically negative 
supercoiling. One process that can generate this type of tension is nucleosome eviction 
(Vashee et al., 2003; Remus et al., 2004; Schaarschmidt et al., 2004). This preference is 
not specific of the ORC complex, as unconstrained supercoiling stores free-energy on the 
DNA molecule, promoting several protein-DNA interactions (Bates and Maxwell, 2005; 
Corless and Gilbert, 2016). It can also contribute to conformational changes in DNA, 
facilitating the formation of non-canonical DNA structures like Z-DNA, cruciform DNA and, 
most distinguishably, R-loops and/or G-quadruplexes, which seem to be enriched at 
efficient ORI regions in mammalian species (Cayrou et al., 2012; Besnard et al 2012; 
Corless and Gilbert, 2016), and might have a positive role in replication initiation 
(reviewed in Lombraña et al., 2015). The fact that unstable nucleosome particles with high 
turnover rates are present at active promoter regions can generate such negative tension 
that, in turn, can increase the probability of ORC binding at those sites during the G1 
phase of the cell cycle (Figure 36b, left side). Besides nucleosome removal, another 
process that can generate supercoiling on the double helix is active transcription (Liu and 
Wang, 1987; Nelson, 1999; Corless and Gilbert, 2016). This process is capable of 
generating a high degree of positive supercoiling ahead of the transcription machinery, 
destabilizing nucleosomes, and, at the same time, generates negative supercoiling behind 
the transcription machinery (Teves and Henikoff, 2014). This can also be another 
explanation for the high correlation between ORIs and active transcription units (Figure 
36b, right side). Interestingly enough, at most promoters with dispersed TSSs, such as 
CGI promoters, transcription can initiate in both directions and some reports uncovered 
two distinct peaks of the active form of RNAPII at those regions (Core et al., 2008; He et 
al., 2008; Seila et al., 2008; Xu et al., 2009; Neil et al., 2009). This could fit well with our 
findings of a bimodal distribution of SNS enrichments at the TSS of promoter-ORIs, further 
linking both processes. Depending on the directionality of transcription at those promoter 
ORIs, the ORC protein might take advantage of the negative helical tension generated 
bind either side, upstream or downstream of the TSS. This would generate distinct peaks 
of SNS enrichments upon analyzing a cell population, much like the ones that we saw at 
the promoter regions of Vps45 and Haus7 (Figure 14). It would also be in agreement with 
our recent findings in Leishmania major, which suggest that active transcription is a 
driving force for their nucleosomal organization along the genome and that coupling 
replication initiation to transcription elongation might be a common solution used for ORI 





Combining the reassembly of nucleosomes with the initiation of DNA synthesis at 
ORIs associated with promoters could facilitate the modulation of chromatin possibly 
promoting a switch during development and differentiation. Our findings concur with the 
notion that mammalian replication origins have a high degree of flexibility probably derived 
from an opportunistic nature of the replication complexes, a property that likely contributes 
to the robustness of the DNA replication process (Mechali, 2010; Cayrou et al, 2011; 







2. CHROMATIN STRUCTURE REGULATES THE COORDINATION BETWEEN THE REPLICATION AND 
TRANSCRIPTION PROCESSES 
 
The opportunistic nature of ORC that we hypothesise here constitutes a simple 
and efficient way to couple nucleosome dynamics to replication initiation, thereby 
contributing to the establishment and maintenance of the most commonly used (efficient) 
ORIs. Nonetheless, this opportunistic nature of ORC could put at risk genome integrity, 
particularly at specific regions which are intrinsically refractory to ORC binding and pre-RC 
recruitment. In relation with this, some studies suggest that the high sensitivity of common 
fragile sites (CFSs) to replication stress, such as those studied in human lymphocytes, 
arises from the combination of late replication and paucity of initiation events at those 
sites (Letessier et al., 2011; Ozeri-Galai., 2011). More recently, other authors reported 
that genomic regions with poor ORC2 enrichment in human cells often coincide with late 
replicating domains and large heterochromatic regions.  Strikingly, these authors 
described that those same sites where enriched in CFSs, and regions that are frequently 
deleted in cancer cells (Miotto et al., 2016).  
Our findings showing that efficient replication initiation seems to be intimately 
connected to chromatin structure lead us to ask the question of how alterations in 
chromatin structure impact the DNA replication programme. To answer this we made use 
of different genetic systems encompassing a range of chromatin defects and study how 
those alterations affect the normal replication landscape and replication kinetics in vivo.  
 
 
2.1. REDUCED NUCLEOSOME OCCUPANCIES PROMOTE INCREASED REPLICATION FORK RATES 
WITHOUT COMPROMISING THE STABILITY OF THE REPLICATION AND TRANSCRIPTION PROGRAMS 
The rate of replication fork movement is highly dependent on the availability of 
histones for the correct nucleosome assembly behind the forks (reviewed in Prado and 
Maya, 2017), and strong inhibition of histone biosynthesis severely affects fork movement, 
leading to DNA damage and genome instability (Mejlvang et al., 2014; Ghule et al., 2014). 
However, in HMGB1-KO cells or SLBP-knockdown cells, which show mild reductions of 
nucleosome numbers in chromatin, we detected faster replication fork rates (Figure 19 
and 35b and d) without major disruption on the global replication initiation landscape or 
fork stability (Figure 17, 18, 20 and 35a and c). Quite likely, these different results account 
for the severity of the histone impairment phenotype of previous studies and suggests that 
cells can tolerate a range of alterations in the histone:DNA ratio. Indeed, we found that 





while previous work in SLBP knockdown cells detected an increment in the RNAPII 
elongation rate (Jimeno-González et al., 2015). Strikingly, the observed increase in speed 
of transcription or replication didn‘t generate any noticeable defects in the division cycle 
(Figures 17, 18, 21, 22 and 35a and Jimeno-González et al., 2015) neither did it increase 
genome instability in either cell type (Figures 20, 21, 30 and 35c). These results suggest 
that, in a context of reduced nucleosome occupancies, the molecular machineries move 
along the DNA molecule at higher rates, as they have a decreased number of natural 
barriers to overcome along the genome. The fact that we didn‘t find significant variations 
in IODs was somewhat unexpected taking into account that usually disturbances in fork 
progression concomitantly affect the number of activated ORIs in all cellular contexts 
examined (Anglana et al., 2003; Ge et al., 2007; Ibarra et al., 2008; Courbet et al., 2008; 
Zhong et al., 2013; Fu et al., 2015). One possibility is that the gentle decrease in 
nucleosomal occupancy levels occurring in these scenarios is not detectable by the S-
phase surveillance mechanisms favouring only the faster processivity of its machinery 
without compromising stability (Figure 37). However, this does not necessarily mean that 
reducing nucleosome occupancies has no effect on genomic protection against foreign 
agents, as there is evidence that HMGB1-KO MEFs are more susceptible to DNA damage 
by ionizing radiation (Celona et al., 2011). This result might indicate that HMGB1-KO cells 
could have a higher sensitivity for DNA damage detection. Moving forward from here, it 
would be interesting to perform survival assays and check whether HMGB1-KO cells 
encompass hypersensitive checkpoints in order to see if they have a more sensitive DNA 
damage response due to their increased chromatin accessibility, as reported for H1-TKO 
cells (Murga et al., 2007). It would also be interesting to verify this in a context of induced 
DNA replication stress to evaluate if this faster response could confer an advantage to the 
cells when the replication process is challenged. 
 
 
2.2. ALTERATIONS IN CHROMATIN STRUCTURE DUE TO REDUCED LEVELS OF HISTONE H1 
SEVERELY ALTER BOTH REPLICATION AND TRANSCRIPTION PROGRAMS 
The chromatin defects caused by a 50% reduction in the amounts of linker histone 
H1 had a massive impact on the global landscape of replication initiation accompanied by 
alterations in both the kinetics and the stability of the replication forks, as well as an 
accumulation of cells arrested in S-phase (Figures 22, 23-26). The widespread distribution 
of replication intermediates revealed by SNS-seq in H1-TKO cells, together with the 
observed alterations at fork dynamics, argues in favour of chromatin compaction being of 





abnormalities in the transcription cycle in those cells, with defects in RNAPII dynamics 
and anomalous accumulation of R-loops in chromatin (Figures 27, 28 and 29a and b). 
According to other reports, there are no significant differences in mRNA abundances 
between WT and H1-TKO mES cells (Fan et al., 2005; Murga et al., 2007; Geeven et al., 
2015). Therefore, our results likely imply that these transcriptional abnormalities are the 
result of increased non-productive transcription initiation due to the altered chromatin 
structure of H1-depleted cells. Defects in transcription were also accompanied by 
replicative stress, as seen by the accumulation of double strand breaks (DSBs), especially 
at the early stages of S-phase (Figure 29c). Our results partly explain the finding that mES 
H1-TKO cells encompass a constitutively induced DNA damage checkpoint (Murga et al., 
2007). Functional studies of transcription inhibition with specific drugs fully recover the 
replication phenotype of H1-TKO cells (Figures 31 and 33), demonstrating that the 
movement of the replication machinery is severely challenged by collisions with the 
transcription machinery or transcription-mediated structures that are left unresolved in the 
genome. Previous reports described that replicative stress as well as genomic instability 
are indeed consequences that can arise from the deregulation of transcription (Tuduri et 
al., 2009; Kotsantis et al., 2016; Stork et al., 2016). Likewise, abnormal accumulation of R-
loop structures is able to mediate chromatin compaction at certain genomic regions 
(Castellano-Pozo et al., 2013; Skourti-Stathaki et al., 2014), and this might be another 
factor that can induce the replication instability seen in this cells, further contributing to 
slow fork velocities and increasing the probability of fork collapse.  
Other experiments from our laboratory found that the temporal replication program 
of H1-TKO cells was globally preserved when compared to their WT counterparts, with 
only few regions shifting replication timing. The microarrays used in this analysis didn‘t 
include heterochromatic regions such as centromeres and telomeres and for this reason 
we could not analyse if replication timing was specifically affected at those regions. 
Nonetheless, the lack of significant changes in late-replicating segments of the genome as 
well as in the S-phase distribution of EdU patterns (Figure 26d) argues against any major 
changes in heterochromatic regions. In support of our results, the global 3D topological 
organization of the genome was found to be globally conserved between WT and H1-TKO 
cells (Geeven et al., 2015). 
 
 
2.3. CHROMATIN STRUCTURE IMPACT ON GENOME STABILITY  
Histone H1 is commonly described as a general repressor of transcription, 
achieving this by limiting the accessibility of protein complexes to the DNA molecule. 





regulation that different histone H1 variants or their posttranslational modifications are 
able to impose (Harshman et al, 2013). This is mainly due to the fact that linker histones 
are not so well conserved between eukaryotic species and thus, many of the 
functionalities of their different variants and PTMs are still not yet fully investigated in spite 
of the numerous evidences of their importance (Shen et al., 1995; Patterton et al., 1998; 
Ramón et al., 2000; Zlatanova et al, 2000; Hellauer et al., 2001; Harshman et al, 2013). 
For example, histone H1 phosphorylation can promote transcriptional activation of the 
mouse mammary tumour virus promoter, implying that a rescue of transcription is possible 
when certain modifications of H1 occur (Lee and Archer, 1998; Bhattacharjee et al., 2001; 
Koop et al., 2003). This argues that histone H1 might also be important for the normal 
regulation of the initial steps of transcription either through direct or indirect interaction 
with transcription factors. Our findings support this view unveiling yet another regulatory 
role of histone H1 in preventing accumulation of non-canonical DNA structures deriving 
from abnormal transcriptional activity. Although this finding needs further investigation, 
especially in regards to the specific interactions of histone H1 with the transcription 
machinery and how this contributes to its normal and coordinated kinetics, our results 
clearly indicate that the action of linker histones is vital to prevent R-loop-induced 
replication stress.In turn, altered transcription kinetics due to the defective chromatin of 
H1-depleted cells imposes the slowing or irreversible stop of fork progression, causing the 
firing of dormant ORIs in order to complete replication. This is a similar response to the 
one reported upon depletion in the cellular nucleotide pool (Anglana et al., 2003; Ge et al., 
2007; Ibarra et al., 2008; Courbet et al., 2008), and reminiscent of the frequent fork 
stalling occurring at AT-rich sequences along the common fragile site FRA16C that, even 
under normal growth conditions, leads to activation of additional origins to ensure the 
complete duplication of that region (Letessier et al., 2011). Another likely possibility 
contributing to the altered SNS pattern and the accumulation of stalled replication 
intermediates found in H1-TKO cells is R-loop formation itself. As mentioned before, there 
is increasing evidence linking R-loop and G4 structures to ORIs, especially at CpG 
islands, were the most efficient ORIs tend to locate (reviewed in Lombraña et al., 2015). It 
is possible that the RNA strand of the R-loops might serve as a primer for replication 
elongation, a similar scenario to that of mitocondrial DNA replication, in which the leading-
strand origin is coupled to transcription through the formation of an RNA:DNA hybrid 
(Chang and Clayton 1985; Chang et al., 1985) (Figure 37). It would be interesting to 
develop genomic maps of R-loop and RNAPII occupancies and integrate those results to 
the ones obtained by SNS-seq in both WT and H1-TKO mES cells. This could allow us to 





transcription initiation and R-loop formation, which might further reveal the opportunistic 




Figure 37: Schematic illustration depicting the chromatin environments of HMGB1-KO and H1-TKO cells. (a) In WT cells 
the replication and transcription machineries progress at similar rates (represented by the number of green and red arrows, 
respectively) without major conflicts between them. The most efficient ORIs are associated with transcriptional initiation 
sites, while other low efficiency ORIs (light-couloured pre-RCs) can also be activated to ensure complete DNA duplication. 
(b) When cells lack HMGB1 the levels of nucleosome occupancies drop (light-couloured nucleosomes), without major 
alterations in nucleosome positioning (Celona et al., 2011). The replication initiation sites are largely conserved relative to 
WT cells, although forks move faster. (c) In cells with reduced H1 levels, chromatin-based processes are severely affected: 
transcription is deregulated and R-loop structures tend to accumulate in the genome. Replication forks slow down, with 
higher probability of collapsing and additional dormant ORIs are activated. There is also the possibility that R-loop structures 
serve as a template for non-canonical replication initiation. (d) Relative levels of ORI efficiency in the various chromatin 
scenarios (blue, WT; green, HMGB1-KO; red, H1-TKO). 
 
Collectively, our results unveil the fundamental importance of chromatin structure 
for regulating, both locally and globally, the genomic processes occurring in the nucleus, 
as well as maintaining the normal equilibrium between them. On one hand, the strong 
reduction in histone H1 levels occurring in the cells used in this work causes impaired 
RNAPII kinetics, miss-regulated R-loop resolution, and increases transcription-replication 









HMGB1-KO and SLBP-knockdown cells, allowed faster progression of replication and 
transcription machineries to different extents, implying that this co-regulation might act as 
a mechanism to decrease the probability of encounters between both machineries and 
thus avoid replicative stress. This work reinforces the notion that advances in the field of 
Epigenetics are of extreme importance to uncover new knowledge and achieve new 
breakthroughs in important areas like cellular aging, developmental disorders and cancer 
research. This is evidenced by the fact that numerous neurodevelopmental and 
degenerative disorders, immunodeficiency diseases and many different types of cancer 
are intimately related to some form of chromatin deregulation (Cassidy and Schwartz, 
1998; Jin and Warren, 2000; Iwase et al., 2007; Gibbons et al., 2008; Cabianca et al., 
2012; Tsurusaki et al., 2012; Lazo-Gomez et al., 2013; Lu et al., 2013). Indeed, today an 
increasing number of epigenetic regulator inhibitors are already in clinical use or under 
development (Mirabella et al., 2016), reinforcing the therapeutically importance of studying 





Conclusions - Conclusiones 




The conclusions that can be drawn from the work developed in this Doctoral 
Thesis are the following:  
1. Mammalian ORIs can encompass different nucleosome configurations. 
However, replication start sites occur at positions of high-nucleosome occupancy 
in all cases.  
2. Upon S-phase entry, nucleosomes positioned at the initiation site are 
immediately remodeled, as exemplified by the LaminB2 ORI.  
3. Replication initiation patterns reflect nucleosomal architecture: higher origin 
efficiencies correlate with stronger nucleosome positioning. 
4. Decreased nucleosome numbers allow faster replication fork progression 
without altering the initiation landscape or compromising replication stability. 
5. Alterations in chromatin compaction caused by reduced levels of histone H1 
severely alter the replication initiation landscape, triggering the accumulation of 
stalled forks and DNA damage as a consequence of enhanced transcription-
replication conflicts. 
6. In the absence of the correct amounts of histone H1 in chromatin the dynamics 
of RNAPII is defective, causing non-productive transcription initiation and R-loop 
accumulation. 
 




Las conclusiones que hemos obtenido del trabajo desarrollado en esta tesis 
doctoral son las siguientes: 
1. Los ORIs en células de mamíferos pueden contener distintos patrones de 
arquitectura nucleosomal. Sin embargo, la síntesis del DNA ocurre en posiciones 
de alta ocupación nucleosomal en todos los casos. 
2. Al comienzo de la fase S, los nucleosomas posicionados en los sitios de 
iniciación son inmediatamente remodelados, como demuestra el análisis del ORI 
humano LaminB2. 
3. Los patrones de iniciación de la replicación reflejan la arquitectura nucleosomal: 
existe una fuerte correlación entre la eficiencia de los ORIs y el grado de 
posicionamiento de los nucleosomas. 
4. Reducciones en el número de nucleosomas en el genoma favorecen el 
incremento en la velocidad de avance de las horquillas de replicación, sin generar 
alteraciones en el paisaje global de iniciación de la replicación ni comprometer la 
estabilidad de las horquillas.  
5. Alteraciones en la compactación de la cromatina derivados de la reducción en 
los niveles de histona H1 alteran drásticamente el paisaje replicativo, generando 
paradas en las horquillas de replicación y daño en el DNA como consecuencia de 
conflictos entre los procesos de replicación y transcripción. 
6. La disminución en los niveles de histona H1 alteran la dinámica de transcripción 
de la RNAPII, causando iniciaciones de transcripción no productivas y 
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Annex I – Supplementary 
Information 




1. SUPPLEMENTARY FIGURES 
 
 
Supplementary Figure 1: High-resolution analysis of SNS abundance at promoter-ORIs normalized to a negative region. 
Maps with the nucleosome patterns and histograms of SNS enrichments at the mouse ORIs present at the promoter regions 
of Mecp2 (a), Vps45, Haus7 (b) and the intragenic region of Slc7a14 (c). SNS enrichments were normalized to those 










Supplementary Figure 2: Assessment of SNS-seq peak quality by Fraction of Reads in Peaks (FriP) analysis. Dot-plot 
depicting FriP ratio generated by the number of base pairs in peak regions divided by the total number of mapped base 
pairs, normalized against the number of peaks. All SNS-seq replicates form MEF and mES cells are represented. Higher 






Supplementary Figure 3: Quantification of nuclear EU signal intensity upon transcription synchronization in mES cells. 
Scatter plots represent the absolute values, in arbitrary units (a.u.) of fluorescence, used to obtain the graphic represent in 
Figure 27d, which depicts the normalized variation of signal intensity throughout the time course of the experiment outlined 
in figure 27a. u corresponds to untreated sample. Data derived from two independent experiments. ****p<0.0001. Numerical 
values are shown in Supplementary Table 10. Statistical significance was calculated using the Mann-Whitney rank sum test 
as described in Material and Methods. 
 
 




2. SUPPLEMENTARY TABLES 
Supplementary Table 1: Primer pairs used in the NuSA and SNS mapping experiments for the region surrounding mouse 
Mecp2 promoter. Amplicon sizes and annealing temperatures are indicated. 







Mecp 1 GAGGGCGTCATTCGAAGGTG 
64ºC 59 bp 
Mecp 2 AATCGCGAGCGACGGTTCTC 
Mecp 3 GCTGAGAACCGTCGCTCGC 
66ºC 56 bp 
Mecp 4 CGCCGGTGGTGGCTTTCTC 
Mecp 5 GAGAAAGCCACCACCGGCG 
66ºC 71 bp 
Mecp 6 CGACACGGCTGGCGGATG 
Mecp 7 CATCCGCCAGCCGTGTCG 
60ºC 75 bp 
Mecp 8 CTTGCTGGGGGGCGGGTAG 
Mecp 9 CTACCCGCCCCCCAGCAAG 
64ºC 53 bp 
Mecp 10 GTGAGTGGGACCGCCAAGG 
Mecp 11 CCTTGGCGGTCCCACTCAC 
66ºC 58 bp 
Mecp 12 GCCGAGCGGAGGAGGAGG 
Mecp 13 CTCCTCCGCTCGGCGCG 
60ºC 76 bp 
Mecp 14 GCTGTGGTAAAACCCGTCCGG 
Mecp 15 TTTTCCGGACGGGTTTTACC 
64ºC 48 bp 
Mecp 16 CGCTCCCTCCTCTCGGAG 
Mecp 17 CTCCGAGAGGAGGGAGCG 
62ºC 56 bp 
Mecp 18 GACGTCTGCCGTGCGGGGT 
Mecp 19 ACCCCGCACGGCAGACGTC 
68ºC 57 bp 
Mecp 20 GTGCAGCAGCACACAGGCTG 
Mecp 21 GACCAGCCTGTGTGCTGCTG 
66ºC 60 bp 
Mecp 22 CTCGACAAAGAGCAAGGGGTG 
Mecp 23 CACCCCTTGCTCTTTGTCGAG 
66ºC 54 bp 
Mecp 24 CCAGCCTGGGCTCCACAAC 
Mecp 25 GTTGTGGAGCCCAGGCTGG 
66ºC 50 bp 
Mecp 26 CAATTGAGGGCGTCACCGCT 
Mecp 27 AGCGGTGACGCCCTCAATTG 
58ºC 56 bp 
Mecp 28 CCTCTTTTCCCTGCCTAAAC 
Mecp flk1 TTGTGGCGCACTCTCCCAAC 
66ºC 55 bp 
Mecp flk2 CACACAGACTGGCGCGCGTG 
Mecp flk3 GCATCCAATGCTCTTTGTGC 
60ºC 43 bp 
Mecp flk4 GTCTCTTGTTGAGCATTTGT 




Supplementary Table 2: Primer pairs used in the NuSA and SNS mapping experiments for the region surrounding mouse 
Haus7 promoter. Amplicon sizes and annealing temperatures are indicated. 







Haus 1 AAGCTTTGCCAGGGCCTG 
64ºC 70 bp 
Haus 2 GCCATTTGGAGCTTCCTGTG 
Haus 3 TCCACAGGAAGCTCCAAATG 
58ºC 58 bp 
Haus 4 TCCTTGATAGGGGACCAGG 
Haus 5 TGGTCCCCTATCAAGGAG 
56ºC 50 bp 
Haus 6 GAAGCTGAAGGTACTGTGAG 
Haus 7 CTGGCTCACAGTACCTTCAG 
60ºC 64 bp 
Haus 8 GTGATGACTGCGTGGTCAAG 
Haus 9 CTTGACCACGCAGTCATCAC 
62ºC 55 bp 
Haus 10 TGCCGGGTCTGATGACAG 
Haus 11 TAGTAGCTGTCATCAGACCC 
56ºC 76 bp 
Haus 12 GCGTGAACCAGTTGTAGTTC 
Haus 13 CTGAACTACAACTGGTTCACG 
56ºC 65 bp 
Haus 14 GGTGAGCTTTTAGCAGTGTG 
Haus 15 CGCCGCCACACTGCTAAAAG 
64ºC 82 bp 
Haus 16 GATGGTTGGCTTCGCTCCTG 
Haus 17 GAGCGAAGCCAACCATCG 
64ºC 50 bp 
Haus 18 GAAAAGAGGGTGGGCCTTTG 
Haus 19 CGTCACAAAGGCCCACCCTC 
66ºC 57 bp 
Haus 20 ACAGAGCGGCAGCCCAATGG 
Haus 21 TTGGGCTGCCGCTCTGTC 
66ºC 57 bp 
Haus 22 CTTCTCTGCACCCTGCTCCC 
Haus 23 GGGAGCAGGGTGCAGAGAAG 
64ºC 58 bp 
Haus 24 GCCTTTAGCCCGCCTCTG 
Haus 25 ACAGAGGCGGGCTAAAGGC 
62ºC 51 bp 
Haus 26 CCTCCTCCTCTCTGCCTCTC 
Haus 27 AGGCAGAGAGGAGGAGGC 
58ºC 67 bp 
Haus 28 CTGCCTCTAAAAGGAGCTACTC 
Haus flk1 AAACTGCAAGGAAAAACTCC 
56ºC 89 bp 
Haus flk2 TTTCTTAGTCCATCCTGAGG 
Haus flk3 TATTTCTATCCTCCACAAGG 
53ºC 84 bp 
Haus flk4 GAAAACAAGCAACCAAAAGC 
 




Supplementary Table 3: Primer pairs used in the NuSA and SNS mapping experiments for the region surrounding mouse 
Vps45 promoter. Amplicon sizes and annealing temperatures are indicated. 







Vps 1 AGTTAGAGCTGGTTAGACTG 
56ºC 56 bp 
Vps 2 CTGGGAAAGTTGTAGAATG 
Vps 3 TCTACAACTTTCCCAGTGCC 
56ºC 45 bp 
Vps 4 CTGATGACGATGATCAAGTC 
Vps 5 GACTTGATCATCGTCATCAG 
56ºC 46 bp 
Vps 6 GTTCCGCTGTAGAACTTAGC 
Vps 7 AATGCTAAGTTCTACAGCGG 
56ºC 62 bp 
Vps 8 ATAAAGGAAGCTCTCCCTTC 
Vps 9 TAAAGGAAGGGAGAGCTTCC 
58ºC 67 bp 
Vps 10 TCATGGATAAAGAAACGGTGAG 
Vps 11 CCGTTTCTTTATCCATGAGAAG 
58ºC 57 bp 
Vps 12 AAATGATAGAGGACAGCGGG 
Vps 13 CGCTGTCCTCTATCATTTTG 
60ºC 68 bp 
Vps 14 TCAATTCGCCACCATGAATG 
Vps 15 ATTCATGGTGGCGAATTGAC 
60ºC 63 bp 
Vps 16 TAATTCAGCCAGGAAAGTGG 
Vps 17 CCACTTTCCTGGCTGAATTAACC 
64ºC 61 bp 
Vps 18 TTTGGCGACCGGAAGCAG 
Vps 19 TTCCGGTCGCCAAAGCCTC 
64ºC 53 bp 
Vps 20 CCCAGTATCGGAGCTACCCG 
Vps 21 CGGGTAGCTCCGATACTGG 
60ºC 65 bp 
Vps 22 TAGCTGCTGAGTCTGAGTCCC 
Vps 23 TCAGACTCAGCAGCTAAGCG 
60ºC 58 bp 
Vps 24 TTCCACTCCCTACCGAGAAG 
Vps 25 TTCTCGGTAGGGAGTGGAAG 
60ºC 69 bp 
Vps 26 TACTCAGGACCAGAAGCCAG 
Vps flk1 TACAGGACGAGAATTGGAAC 
60ºC 101 bp 
Vps flk2 GACCACTGGGATTAACGGAA 
Vps flk3 AAGGGAATGAATACAAGGAG 
56ºC 74 bp 
Vps flk4 CCAGGGAGCTTTAGGAAC 
 




Supplementary Table 4: Primer pairs used in the NuSA and SNS mapping experiments for the region surrounding mouse 
Slca14 promoter. Amplicon sizes and annealing temperatures are indicated. 







Slc 1 AGGTTATGCCTGGGGATG 
58ºC 72 bp 
Slc 2 AGGTGGAAACTTCTTCCAACTC 
Slc 3 TGAGAGTTGGAAGAAGTTTC 
56ºC 56 bp 
Slc 4 GGTTTCTTAGTACATCAGCC 
Slc 5 GGCTGATGTACTAAGAAACC 
56ºC 62 bp 
Slc 6 CTCTCCGGAGTAAGACTAAC 
Slc 7 GCGCGGTTAGTCTTACTCCG 
64ºC 63 bp 
Slc 8 AACAGAACTCGGAGGCCCTG 
Slc 9 ATCAGGGCCTCCGAGTTCTG 
64ºC 58 bp 
Slc 10 GGACGAGTAGCAAAGCGAAAAG 
Slc 11 TTCGCTTTGCTACTCGTCCG 
62ºC 73 bp 
Slc 12 CCGAGGACAAAGGCTTCTATTAC 
Slc 13 TAGAAGCCTTTGTCCTCGGC 
62ºC 69 bp 
Slc 14 GTTCTCCTACGCCACCGAG 
Slc 15 CTCGGTGGCGTAGGAGAAC 
62ºC 56 bp 
Slc 16 GCTACGATGTGGATGATCCC 
Slc 17 CATCCACATCGTAGCGCTGG 
66ºC 59 bp 
Slc 18 AATCAGCGCCCGAGAGCAAG 
Slc 19 CTCTCGGGCGCTGATTTC 
62ºC 74 bp 
Slc 20 CCCTCCCAACAGGTATGCTC 
Slc 21 AGCATACCTGTTGGGAGGGG 
64ºC 56 bp 
Slc 22 CGGGCCCCAAGATAGCTG 
Slc 23 CAGCTATCTTGGGGCCCG 
64ºC 57 bp 
Slc 24 ACCCCAGCCCTAGTCAGGTG 
Slc 25 AGATCACACCTGACTAGGGC 
58ºC 66 bp 
Slc 26 CAAGTCTTTCCAAAATGTGC 
Slc flk1 CATGTCTGCCAATGCTTTTC 
60ºC 88 bp 
Slc flk2 ACCCACCATCAGAGCTTGAG 
Slc flk3 AAGGCAGAATGCTCGTACTC 
60ºC 57 bp 
Slc flk4 AAAACCTGACCACCACTTCC 
 




Supplementary Table 5: Primer pairs used in the NuSA and SNS mapping experiments for the region surrounding mouse 
Slca14 promoter. Amplicon sizes and annealing temperatures are indicated. 







Lam 1 GAGGCTTTAGCCGCGACGTC 
64ºC 119 bp 
Lam 2 GCTAACATTGTCGGAACAGC 
Lam 3 CCAGGGGTGGCCCTGTC 
64ºC 95 bp 
Lam 4 GGTGAAAGTGCAGATCGCCG 
Lam 5 CTCCATTATGAGCCCTGGGTC 
64ºC 100 bp 
Lam 6 GGCCTCGGTCCGGTTGACT 
Lam 7 CCCGAAATCGGAGCCG 
64ºC 58 bp 
Lam 8 GGCCTCGGTCCGGTTGACT 
Lam 9 ACCGAGGCCGCGTGCG 
66ºC 76 bp 
Lam 10 GGACTCCGTTTCCCGTGGT 
Lam 11 ACCACGGGAAACGGAGTCC 
66ºC 61 bp 
Lam 12 GCGCGGTCGTGTGGGA 
Lam 13 TAGCTCGTGTAGGTAACGGC 
62ºC 72 bp 
Lam 14 GGGCCATTCAAGGTCGCGCG 
Lam 15 GCTCATGCGGAGGCCTGG 
64ºC 51 bp 
Lam 16 CAACCACGGGTAGCTCGTGTAGG 
Lam 17 CCTACACGAGCTACCCGTGGTTG 
64ºC 49 bp 
Lam 18 CAGGGCCTCCCTCTTCCCG 
Lam 19 CGGGAAGAGGGAGGCCCTG 
64ºC 44 bp 
Lam 20 GTAGCCCCCCTACTCCCCGG 
Lam 21 CCGGGGAGTAGGGGGGCTAC 
64ºC 51 bp 
Lam 22 GAGTACAAAGTGATCGGCCTCGG 
Lam 23 CCGAGGCCGATCACTTTGTACTC 
64ºC 77 bp 
Lam 24 GGTGCCTCGTGCGCATG 
Lam 25 TGCCTCCAGCTCGTCCCG 
64ºC 71 bp 
Lam 26 CAACACGCTGTATAGACGCGCC 
Lam 27 GGCGCGTCTATACAGCGTGTTG 
66ºC 47 bp 
Lam 28 GATGCGACCGGGCTCCG 
Lam 29 CGGAGCCCGGTCGCATC 
68ºC 83 bp 
Lam 30 TGGGACCCTGCCCTTTTTTTTC 
Lam 31 TCAGCTTGTGCAACAGCGTC 
66ºC 82 bp 
Lam 32 GCTAGTGTAAACAGGACCCAGGCG 
Lam 33 GAGGCCCCGGCTCGAG 
64ºC 48 bp 
Lam 34 GGTTCTGCCTCTGAGTTTATTCC 




Supplementary Table 6: Primer pairs used for the negative SNS control. Annealing temperature is indicated. 




mNR 1 CTCACCACCGATGTCTCAAC  
60 




Supplementary Table 7: Number of reads and ORI peaks obtained in all the SNS-seq experiments. Values correspond to 
both replicates of WT and HMGB1-KO MEFs (Figure 17 and 22) and WT and H1-TKO mES cells (Figure 22). 
SNS sample Read number ORI number 
MEFs WT-I 55469980 45049 
MEFs WT-II 54157881 61020 
MEFs HMGB1-I 107801285 65423 
MEFs HMGB1-II 119915739 68499 
mES WT-I 73122129 94590 
mES WT-II 164720257 106891 
mES H1-TKO-I 121941851 56615 















Supplementary Table 8: Numerical values and statistic parameters of IOD, Fork rate and Fork asymmetry in WT and 
HMGB1-KO MEFs. IODs correspond to scatter plots and frequency distribution histograms present in Figure 18a and c. 
Fork rates correspond to scatter plots and frequency distribution histograms present in Figure 19a and c. Fork asymmetry 
corresponds to box plot present in figure 20a, and the same number of values was used for the scatter plots present in 
Figure 20b and c. Data derived from three independent experiments.  Statistical significance was calculated using the 
Mann-Whitney rank sum test as described in Material and Methods. 
 















202 180 627 596 133 126 
Median 101,1 104,8 1,491 1,842 15,09 17,05 
Mean 106,1 110,7 1,505 1,944 23,2 29,83 
Std. deviation 39,92 43,87 0,5861 0,7341 28,16 40,4 




Supplementary Table 9: Numerical values and statistic parameters of IOD, Fork rate and Fork asymmetry in WT and H1-
KO mES cells. IODs correspond to scatter plots and frequency distribution histograms present in Figure 23a and c. Fork 
rates correspond to scatter plots and frequency distribution histograms present in Figure 24a and c. Fork asymmetry 
corresponds to box plot present in figure 25a, and the same values were used for the scatter plots present in Figure 25b and 
c. The last two columns encompass the values of figure 25f, which represent the velocities of the non-stalled forks 
represented in 25b and c. Data derived from three independent experiments.  Statistical significance was calculated using 
the Mann-Whitney rank sum test as described in Material and Methods. 
 
IODs Fork speed Fork asymmetry 
Fork rate  










WT mES H1-TKO mES 
Number of 
values 
175 189 679 684 140 144 210 170 
Median 91,64 78,87 1,725 1,153 13,79 26,55 1,671 1,265 
Mean 100,4 84,49 1,801 1,231 28,78 46,86 1,799 1,358 
Std. 
deviation 
38,86 35,63 0,6676 0,5234 39,93 63,15 0,7417 0,5107 










Supplementary table 10: Nuclear EU fluorescence intensity values from transcription recovery experiments in mES cells. 
Numerical values correspond to the ones presented in Supplementary Figure 2. These values were then normalized to the 
median intensity value of their correspondent untreated samples to generate the graphic present in figure 27d. Data derived 
from two independent experiments. Statistical significance was calculated using the Mann-Whitney rank sum test as 
described in Material and Methods. 
 
EU 
wt mES    
ASS 
wt mES       
3hDRB 
wt mES   
3hDRB+1h 
release 




mES             
ASS 
H1-TKO 
mES    
3hDRB 
H1-TKO mES   
3hDRB+1h 
release 





138 114 149 145 100 61 112 103 
Median 595,5 213,5 312 292 476,9 117 282,5 342 
Mean 619,1 210,2 311,2 297,9 559 146,1 290,4 409,2 
Std. 
deviation 
229,8 59,35 80,2 93,18 277,7 120,2 103 213,1 
P-value <0.0001 - <0.0001 <0.0001 <0.0001 - <0.0001 <0.0001 
 
 
Supplementary Table 11: Nuclear S9.6 (R-loop) fluorescence intensity values in mES cells. Numerical values correspond 
to the ones presented in Figure 28b. Data derived from two independent experiments. Statistical significance was calculated 
using the Mann-Whitney rank sum test as described in Material and Methods. 
 
S9.6 fluorescence (a.u.) 
WT mES   
RNAse H- 
WT mES       
RNAse H+ 




Number of values 147 115 69 76 
Median 186 161,3 310 209,2 
Mean 196,7 168,8 342,9 211,7 
Std. deviation 57,59 40 134,5 60,23 













Supplementary Table 12: Nuclear R-loop fluorescence intensity values in mES cells at different points of the cell cycle. 
Numerical values correspond to the ones presented in Figure 29b. Data derived from two independent experiments. 
Statistical significance was calculated using the Mann-Whitney rank sum test as described in Material and Methods. 
 
S9.6 fluorescence (a.u.) 












Number of values 141 162 87 54 173 122 86 46 
Median 138,2 226,7 157,9 146,2 415,3 601,0 382,1 513,0 
Mean 165,4 245,1 190,1 200,3 523,2 673,3 466,1 586,3 
Std. deviation 138,4 144,9 187,1 251,1 393,2 378,2 277,8 404,6 
P-value <0.0001 - <0.0001 0,0003 <0.0001 - <0.0001 0,1014 
 
 
Supplementary Table 13: Nuclear H2AX fluorescence intensity values in mES cells at different points of the cell cycle. 
Numerical values correspond to the ones presented in Figure 29c. Data derived from two independent experiments. 
Statistical significance was calculated using the Mann-Whitney rank sum test as described in Material and Methods. 
 
-H2AX fluorescence (a.u.) 












Number of values 141 162 87 54 173 122 86 46 
Median 152,3 232,1 159,5 133,9 391,0 442,0 386,2 425,2 
Mean 222,6 240,2 196,3 161,1 461,7 468,1 403,1 433,4 
Std. deviation 225,1 135,5 125,1 99,3 308,1 184,3 160,6 171,6 













Supplementary Table 14: Nuclear R-loop and H2AX fluorescence intensity values in WT and HMGB1-KO MEF cells. 
Numerical values correspond to the ones presented in Figure 30a and c. Data derived from two independent experiments. 
Statistical significance was calculated using the Mann-Whitney rank sum test as described in Material and Methods. 
 















91 88 60 67 189 264 
Median 80,54 94,14 57,88 53,22 73,86 62,29 
Mean 94,47 92,42 62,37 60,76 136,7 153,8 
Std. deviation 43,94 15,88 22,92 27,72 154,7 207,2 
P-value - 0,0226 - 0,2377 - 0,5268 
 
 
Supplementary Table 15: Nuclear EU fluorescence intensity values in mES cells untreated or treated with transcription 
inhibitors. Numerical values correspond to all the populations analysed upon exposure to different combinations of 
transcription blocking compounds represented in Figure 31a). Data derived from two independent experiments. Statistical 

























87 65 90 88 71 40 118 72 
Median 1272 941,6 932,6 421,5 1047 392,9 614,6 225,4 
Mean 1285 959,8 997,2 410,3 1007 437,6 656,8 252,6 
Std. 
deviation 
376,8 231 377,4 169,4 284,3 242,9 252,4 191,8 












Supplementary Table 16: Nuclear R-loop fluorescence intensity values in mES cells untreated or treated with transcription 
inhibitors. RNAseH controls values are also shown. Numerical values correspond to the ones presented in Figure 31b. Data 
derived from two independent experiments. Statistical significance was calculated using the Mann-Whitney rank sum test as 
described in Material and Methods. 
 
S9.6 fluorescence (a.u.) 
wt mES     
-amanitin-   
RNAse H- 
wt mES     
-amanitin+   
RNAse H- 
wt mES     
-amanitin-   
RNAse H+ 
H1-TKO mES   
-amanitin-     
RNAse H- 
H1-TKO mES   
-amanitin+     
RNAse H- 
H1-TKO mES   




182 233 171 175 200 105 
Median 217,5 210,7 185,4 572,1 373,4 315,1 
Mean 235,9 223,4 210,7 582,3 387,2 327,7 
Std. deviation 111,2 107,4 81,19 227,5 148,3 91,46 
P-value - 0,2604 0,0118 - <0.0001 <0.0001 
 
 
Supplementary Table 17: IOD values in mES cells untreated or treated with transcription inhibitors. Numerical values 
correspond to the ones presented in Figure 31c. Data derived from two independent experiments. Statistical significance 











Number of values 66 57 63 61 
Median 88,41 83,19 73,42 76,84 
Mean 94,17 86,06 79,49 88,6 
Std. deviation 32,01 28,04 37,1 41,32 
P-value - 0,1379 - 0,2672 
 
 
Supplementary Table 18: Same as in Supplementary Table 17 for fork rate measurements. Numerical values correspond 
to the ones presented in Figure 31d. Data derived from two independent experiments. Statistical significance was calculated 
using the Mann-Whitney rank sum test as described in Material and Methods. 
 
Fork rate 
WT mES     
-amanitin- 






Number of values 211 232 205 234 
Median 1,405 1,395 1,074 1,316 
Mean 1,483 1,426 1,13 1,366 
Std. deviation 0,6007 0,4129 0,4119 0,4863 
P-value - 0,5298 - <0.0001 
 




Supplementary Table 19: Same as in Supplementary Table 17 for fork asymmetry measurements. Numerical values 
correspond to the ones presented in Figure 31e. Data derived from two independent experiments. Statistical significance 











Number of values 39 45 37 45 
Median 19,31 14,25 30,83 17,31 
Mean 25,01 25,92 58,65 31,55 
Std. deviation 20,18 30,63 56,83 43,57 
P-value - 0,3698 - 0,0084 
 
 
Supplementary Table 20: Nuclear H2AX fluorescence intensity values in mES cells untreated or treated with transcription 
inhibitors. Numerical values correspond to the ones presented in Figure 32b. Data derived from two independent 
experiments. Statistical significance was calculated using the Mann-Whitney rank sum test as described in Material and 
Methods. 
 









Number of values 181 233 213 198 
Median 237,3 154,9 453,2 252 
Mean 266,8 204,1 484,5 313 
Std. deviation 121,8 155,5 151,7 182,9 
P-value - <0.0001 - <0.0001 
 
 
Supplementary Table 21: IOD values in transcription recovery experiments in mES cells. Numerical values correspond to 
the ones presented in Figure 33b. Data derived from two independent experiments. Statistical significance was calculated 
using the Mann-Whitney rank sum test as described in Material and Methods. 
 
IODs 





3hDRB + 1h 
release 
WT mES 

















43 41 47 50 47 55 48 46 
Median 80,72 76,83 74,25 68,03 50,3 81,17 50,77 54,32 
Mean 86,14 79,22 79,42 73,31 53,32 81,55 53,23 59,06 
Std. deviation 29,76 27,56 31,89 18,44 27,27 27,99 17,48 21,94 
P-value 0,2789 - 0,8344 0,451 <0.0001 - <0.0001 <0.0001 




Supplementary Table 22: Fork rate values in transcription recovery experiments in mES cells. Numerical values 
correspond to the ones presented in Figure 33c. Data derived from two independent experiments. Statistical significance 








3hDRB + 1h 
release 
WT mES 
3hDRB + 3h 
release 
H1-TKO 






3hDRB + 1h 
release 
H1-TKO 
 mES  




113 114 131 106 194 159 148 171 
Median 1,318 1,249 1,175 1,139 0,7327 1,085 0,6314 0,7378 
Mean 1,305 1,282 1,247 1,138 0,7711 1,192 0,6847 0,7514 
Std. deviation 0,3758 0,3856 0,4087 0,3876 0,3144 0,4695 0,3316 0,3252 
P-value 0,614 - 0,2991 0,0087 <0.0001 - <0.0001 <0.0001 
 
 
Supplementary Table 23: Fork asymmetry values in transcription recovery experiments in mES cells. Numerical values 
correspond to the ones presented in Figure 33d. Data derived from two independent experiments. Statistical significance 








3hDRB + 1h 
release 
WT mES 
3hDRB + 3h 
release 
H1-TKO 














22 33 30 25 32 24 29 28 
Median 16,53 12,61 20,77 16,4 45,36 18,33 44,05 51,99 
Mean 22,77 28,78 26,25 28,45 63,27 20,78 59,71 50,98 
Std. deviation 28,87 44,78 22,91 47,19 78,6 16,39 78,27 35,28 
P-value 0,8975 - 0,208 0,8016 0,0096 - 0,0188 0,0012 
 
 
Supplementary Table 24: Numerical values from replication dynamics analysis in HCT-shSLBP cells. Values of IODs, and 
fork asymmetries correspond to Figures 35a and c, respectively. Fork rate values correspond to Figures 35b and d.  Data 
derived from two independent experiments. Statistical significance was calculated using the Mann-Whitney rank sum test as 
described in Material and Methods. 
 















109 101 505 414 68 61 
Median 65,83 63,1 1,003 1,441 12,56 13,44 
Mean 75,52 73,04 1,104 1,546 20,3 22,4 
Std. deviation 42,14 33,87 0,4474 0,5757 27,13 24,69 
P-value - 0,9991 - <0.0001 - 0,477 




Supplementary Table 25: Primer pairs used in RNAPII transcription elongation measurements. Forward (F) and Reverse 
(R) primers, as well as annealing temperatures are indicated for each amplicon. qPCR conditions are present in Material 
and Methods. 
Primer Sequence (5' to 3') Annealing T
re
 (ºC) 
Med13l-Ex1 (F) CTGGAGGATTGTCACTCCAACC 
62 
Med13l-In1 (R) TCCGGGAGGAGAAAGTTGCG 
Med13l-Ex4 (F) TGTGCGGCCCTATGACAAGG 
64 
Med13l-In4 (R) CAGATAACAGATACGCCAGCCC 
Med13l-Ex5 (F) AGTGTGGAGATAGCTCAGCACC 
64 
Med13l-In5 (R) TGCACGCAGTTACGCTGGTG 
Med13l-In-last (F) AGGTGGCCATGCTGGTGTGC 
64 
Med13l-Ex-last (R) CTGGATTGCACGTGAGCCAG 
Inpp5a-Ex1 (F) ACCGCGGTCCTGCTGGTCAC 
64 
Inpp5a-In1 (R) GAAAATGGGGATGTCAGGGTCC 
Inpp5a-Ex4 (F) AGAATACAACAGGGCGCGTGTC 
64 
Inpp5a-In4 (R) GCATGCGTGCCGACTTAGTAC 
Inpp5a-Ex5 (F) GGAAGCTTTTATTTTCTTCACGAATCC 
64 
Inpp5a-In5 (R) GACAACAGAGCTAGAGGGACC 
 
 
Supplementary Table 26: Primer sequences used for each gene analyzed by RT-qPCR in mES cells and NIH3T3 MEFs. 
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