Fundamental in matrix algebra and its applications, a generalized inverse of a real matrix A is a matrix H that satisfies the Moore-Penrose (M-P) property AHA = A. If H also satisfies the additional useful M-P property, HAH = H, it is called a reflexive generalized inverse. We consider aspects of symmetry related to the calculation of a sparse reflexive generalized inverse of A. As is common, and following Lee and Fampa (2018) for calculating sparse generalized inverses, we use the vector 1-norm as a proxy for sparsity.
1. Introduction. Generalized inverses are essential tools in matrix algebra and its applications. In particular, the Moore-Penrose (M-P) pseudoinverse can be used to calculate the leastsquares solution of an over-determined system of linear equations and the solution with minimum 2-norm of an under-determined system of linear equations. Considering our motivating use case of a very large matrix and multiple right-hand sides, we can see the value of having at hand a sparse generalized inverse. So we apply techniques of sparse optimization, aiming at balancing the tradeoff between properties of the M-P pseudoinverse and alternative sparser generalized inverses. Recently, [4, 2, 3] used sparse-optimization techniques to develop tractable left and right sparse pseudoinverses. Particulary relevant to what we present here, [7] (also see [8] ) derived and analyzed other tractable sparse generalized inverses based on relaxing some of the "M-P properties". [6] investigated one such kind of sparse generalized inverse, with particular interest in rank-deficient matrices; these reduce to the sparse right (resp., left) sparse pseudoinverses in [4, 2, 3] , when the matrix has full row (resp., column) rank.
In what follows, for succinctness, we use vector-norm notation on matrices: we write H 1 to mean vec(H) 1 , and H max to mean vec(H) max (in both cases, these are not the usual induced/operator matrix norms). We use I for an identity matrix and J for an all-ones matrix. Matrix dot product is indicated by X, Y = trace(X ⊤ Y ) := ij x ij y ij . We use A[S, T ] to represent the submatrix of A with row indices S and column indices T ; additionally, if A is symmetric and S = T , we use A[S] to represent the principal submatrix of A with row/column indices S. We also use A[S, :] ( resp., A[:, T ]) to represent the submatrix of A formed by the rows S (resp., columns T ).
When a real matrix A ∈ R m×n is not square or is square but not invertible, we consider "pseudoinverses" of A (see [13] ). The most well-known pseudoinverse is the M-P pseudoinverse, independently discovered by A. Bjerhammar, E.H. Moore and R. Penrose (see [1, 5, 12] ). If A = U ΣV ⊤ is the real singular-value decomposition of A (see [10] , for example), where U ∈ R m×m , V ∈ R n×n are orthogonal matrices and Σ = diag(σ 1 , σ 2 , . . . , σ p ) ∈ R m×n (p = min{m, n}) with singular values σ 1 ≥ σ 2 ≥ · · · ≥ σ p ≥ 0, then the M-P pseudoinverse of A can be defined as A + := V Σ + U ⊤ , where Σ + := diag(σ Following [6] , we define different tractable sparse "generalized inverses", based on the following fundamental characterization of the M-P pseudoinverse.
Theorem 1 (see [12] ). For A ∈ R m×n , the M-P pseudoinverse A + is the unique H ∈ R n×m satisfying:
Following [14] , a generalized inverse is any H satisfying P1. Because we are interested in sparse H, P1 is particularly important to enforce, because the completely sparse zero-matrix always satisfies P2+P3+P4. A generalized inverse is reflexive if it satisfies P2 (again, see [14] ). Theorem 3.14 in [14] 
tells us two very useful facts: (1) if H is a generalized inverse of A, then rank(H) ≥ rank(A), and (2) a generalized inverse H of A is reflexive if and only if rank(H) = rank(A). A low-rank H
can be viewed as being more interpretable (say in the context of the least-squares problem), so we are naturally prefer reflexive generalized inverses which have the least rank possible. As a convenient mnemonic, if H satisfies P3, we say that H is ah-symmetric (with respect to A), and if H satisfies P4, we say that H is ha-symmetric (with respect to A). Note that not all of the M-P properties are required for a generalized inverse to exactly solve key problems. For example, if H is an ah-symmetric generalized inverse, thenx := Hb solves min{ Ax − b 2 : x ∈ R n }; if H is a ha-symmetric generalized inverse, thenx := Hb solves min{ x 2 : Ax = b, x ∈ R n } (see [7] ). It is hard to find a generalized inverse (i.e., a solution of P1) having the minimum number of nonzeros, subject to various subsets of {P2, P3, P4} (but not all of them). We let H 0 (resp., x 0 ) be the number of nonzeros in the matrix H (resp., vector x). [3] established that min{ H 0 : P 1} is NP-hard as follows: for full row-rank A ∈ R m×n (m < n), min{ H 0 : AHA = A} = min{ H 0 : AH = I}, and computing an element from this set can be expressed column-wise, as a collection of sparse optimization problems min{ x 0 : Ax = e i }. These latter sparse optimization problems are known to be NP-hard (see [11] ) for a general right-hand side b = 0. But with A having full row rank, we can reduce any general right-hand side b = 0, to a problem with b = e i . Using the same idea, we can show the following hardness result.
Proposition 1.
The following problems are also NP-hard.
Proof. For full row-rank A ∈ R m×n (m < n), we have AHA = A ⇔ AH = I, and thus HAH = H and (AH) ⊤ = AH are also satisfied. Therefore, (SGI12), (SGI13), (SGI123) are all equivalent to min{ H 0 : AH = I}, which is NP-hard. Similarly, with full column-rank A, we have that (SGI14), (SGI124) are NP-hard.
Because of this hardness, we take the standard approach of minimizing H 1 to induce sparsity, subject to P1 and various subsets of {P2, P3, P4} (but not all of them). Considering tractability of the optimization that we will have to carry out, we see that P1, P3 and P4 are linear constraints, which are easy to handle, while P2 is a non-convex quadratic, hence rather nasty. Therefore, we are particularly interested in situations where an H that minimizes the 1-norm, subject to P1 and one or none of P3 and P4, also satisfies P2 for free.
[6] gave some answers when neither P3 nor P4 is enforced. [6] gave a "block construction" of a reflexive generalized inverse H of rank-r A that is "somewhat-sparse", having at most r 2 nonzeros. [6] also demonstrates that there exists an easy-to-find block construction of a 1-norm minimizing reflexive generalized inverse, for rank-1 matrices and rank-2 non-negative matrices. Finally, for general rank-r matrices, [6] gave an efficient local-search based approximation algorithm, which efficiently finds a reflexive generalized inverse following the block construction, that has its 1-norm within a factor of (almost) r 2 of the minimum 1-norm of any generalized inverse. In what follows, we are interested in two directions. One direction aims at finding a 1-norm minimizing symmetric reflexive generalized inverse H for a symmetric matrix A. Because the inverse of a nonsingular symmetric matrix is also symmetric, it is natural to ask for a symmetric reflexive generalized inverse. [14, Section 3.3] demonstrates that if A is symmetric, then it is not necessarily the case that a reflexive generalized inverse is symmetric; but there always does exist a symmetric reflexive generalized inverse. Proposition 2 below establishes that for a symmetric matrix A, finding a symmetric generalized inverse with minimum number of nonzeros is NP-hard. So we aim at construction of a symmetric reflexive generalized inverse with minimum (or approximately minimum) 1-norm.
Proposition 2.
For symmetric matrix A, the following problem is NP-hard.
Proof. We reduce min{ H 0 : P 1} to an instance of (symSGI) as follows. Let
ThusĀ is symmetric, and (symSGI) forĀ is equivalent to
Clearly, (X = 0, Y = 0, Z) is optimal to (symSGI) forĀ if and only if Z is optimal to min{ H 0 : AHA = A}; thus (symSGI) is NP-hard. Unfortunately, we do not know the complexity of min{ H 0 : P 1 + P 2, H ⊤ = H}. The second direction aims at finding 1-norm minimizing ah-symmetric (or ha-symmetric) reflexive generalized inverses. Note that if A is symmetric, and we require that H is a symmetric ahsymmetric (or ha-symmetric) reflexive generalized inverse, then H is already the M-P pseudoinverse (see [14] ). Therefore, there is no interest in enforcing symmetry on H in this context.
In §2, we consider the situation where A is symmetric, and we show that the same block construction method from [6] , but over only the principal submatrices, gives us a symmetric reflexive generalized inverse with minimum 1-norm for rank-1 matrices and rank-2 non-negative matrices. Interestingly, our proof for rank-2 non-negative matrices is quite different than the proof of the corresponding result in [6] . We also give a local-search based (almost) r 2 -approximation algorithm for finding a 1-norm minimizing symmetric reflexive generalized inverse. Along the way, we repair a proof of a key result from [6] , concerning the correctness of the approximation algorithm. In §3, we consider minimizing the 1-norm of H over ah-symmetric reflexive generalized inverses, for the case of rank-1 A and for the case of rank-2 A under a technical condition. Also we provide a local-search based (almost) r-approximation algorithm for general rank r. In §4, we observe a connection between ah-symmetric (reflexive) generalized inverses and ha-symmetric (reflexive) generalized inverses, which extends all the results in §3 to the ha-symmetric case; that is, minimizing the 1-norm of H over ha-symmetric reflexive generalized inverses. In §5, we make some brief concluding remarks. Before presenting our main results, we note that it is useful to consider relaxing P2, arriving at min{ H 1 : P 1} = min{ H 1 : AHA = A}, which we re-cast as a linear-optimization problem (P) and its dual (D):
More compactly, we can recast (D) as: max{ A, W :
In what follows, our approach is always to construct a feasible solution to (P) such that H := H + − H − satisfies P2, and measure the quality of the solution to (P) against a feasible solution that we construct for (D).
Symmetric results.
We note that considerable effort has been made for tuning hardware to efficiently handle "matrix-vector multiply": the multiplication of a vector by a sparse symmetric matrix (for example, see [9] and the references therein). Considering that virtually any use of a generalized inverse H would involve matrix-vector multiply, it can be very useful to prepare a sparse symmetric generalized inverse H from a symmetric A.
In this section, we assume that A ∈ R n×n is symmetric, and we seek to obtain an optimal solution to min{ H 1 : P 1 + P 2, H ⊤ = H}. Using [6] , we could first seek a 1-norm minimizing reflexive generalized inverse H of A that is not necessarily symmetric. If H is not symmetric, then the natural symmetrization (H + H ⊤ )/2 is a symmetric generalized inverse with minimum 1-norm, because doing this symmetrization cannot increase the convex function · 1 . However, symmetrization is very likely to increase the rank and thus violate P2. Therefore, we will seek to develop a new recipe for constructing a symmetric reflexive generalized inverse. Our symmetric block construction in the following theorem is the same block construction as from [6] , but only over the principal submatrices of A.
Theorem 2 (Follows from [6] Another way to view the rank-1 case is by using the Kronecker product to transform the
Thus the 1-norm minimization may be re-cast as min{ vec(
, and the equality holds when
2.2. Rank 2. Generally, when rank(A) = 2, we cannot construct a 1-norm minimizing symmetric reflexive generalized inverse based on the symmetric block construction. For example, with
we have a symmetric reflexive generalized inverse
with
. While the three symmetric reflexive generalized inverses based on the symmetric block construction have 1-norm equal to . Next, we demonstrate that under the natural but restrictive condition that A is non-negative, when rank(A) = 2, construction of a 1-norm minimizing symmetric reflexive generalized inverse can be based on the symmetric block construction over the 2 × 2 principal submatrix of A. Proof. If i 1 , i 2 are chosen to minimize the 1-norm ofÃ −1 among all 2 × 2 principal submatrices, we first claim thatÃ also minimizes Ã −1 1 among all nonsingular 2 × 2 submatrices (not necessarily principal); then by [6, Theorem 7] , we have that H is a reflexive generalized inverse of A with minimum 1-norm. By our construction, H is symmetric, therefore, H is a symmetric reflexive generalized inverse with minimum 1-norm. Now we only need to prove the claim.
Because A is a symmetric rank-2 matrix, we can assume that
where
. Without loss of generality, we can assume that 
We consider the following cases.
Using these two inequalities to lower bound (A[ij, kl])
The last inequality follows from that sin 
The penultimate equality follows from 
The last inequality follows from sin(
(ii) θ i < θ l . Then we can simplify (I ′′′ ij ) and (I ′′′ lk ) to get
Because of the symmetry, the cases min {s,t}⊆{i,j,k,l} (A[st]) Remark 1. The rank-2 result also applies to any symmetric A that is equivalent to a nonnegative matrix under symmetric signing of rows and columns, i.e., if there exists a diagonal matrix D = diag{d} with d i ∈ {±1} such thatÂ = DAD ≥ 0. This is becauseĤ is a symmetric reflexive generalized inverse ofÂ if and only if H = DĤD is a symmetric reflexive generalized inverse of A.
Approximation.
For general r := rank(A), we will efficiently find a symmetric reflexive generalized inverse following our symmetric block construction that is within approximately a factor of r 2 (1 + ǫ) of the 1-norm of the symmetric reflexive generalized inverse having minimum 1-norm. Before presenting the approximation result, we first establish a useful lemma.
Lemma 1. For a symmetric matrix A ∈ R n×n , let r := rank(A). Let A[S] be a r × r nonsingular principal submatrix of A with indices S, and let A[T ] be a principal submatrix obtained by swapping an element of S with one from its complement. If |det(A[T ])| ≤ (1 + ǫ) |det(A[S])|, then we have |det(A[S, T ])| ≤ (1 + ǫ) |det(A[S])|.
Proof. Without loss of generality, assume that S = {1, . . . , r} and T = {1, . . . , r − 1, r + 1}. Suppose that matrix A is of the form    Â
whereÂ ∈ R (r−1)×(r−1) is nonsingular and symmetric, a S , a T ∈ R r−1 , and b, c, d ∈ R. By the condition
Also by Schur complementation, we have
BecauseÂ is nonsingular and b − a ⊤ SÂ −1 a S = 0, using the block-matrix inverse, we get
Therefore, plugging into (1), we have
which leads to
Definition 1. Let A be an arbitrary n × n, rank-r matrix. For S an ordered subset of r elements from {1, . . . , n} and fixed ǫ ≥ 0, if | det(A[S])| > 0 cannot be increased by a factor of more than 1 + ǫ by swapping an element of S with one from its complement, then we say that A[S] is a (1 + ǫ)-local maximizer for the absolute determinant on the set of r × r nonsingular principal submatrices of A. 
The dual objective value is
Clearly M max ≤ 1. Next, we considerγ := MÃ −⊤ γ = MÃ −1 γ (Ã is symmetric), where γ is an arbitrary column of B. By Cramer's rule, whereÃ i (γ) isÃ with column i replaced by γ, we havē
And for j = 1, . . . , r, using Lemma 1, we have
W is dual feasible. By the weak duality for linear optimization, we have A,
Remark 2. In Theorem 5, we could have required the stronger condition thatÃ is a global maximizer for the absolute determinant on the set of r × r nonsingular principal submatrices of A. But we prefer our hypothesis, both because it is weaker and because we can find anÃ satisfying our hypothesis by a simple finitely-terminating local search. Moreover, if A is rational, and we choose ǫ positive and fixed, then our local search is efficient: 3. ah-symmetric results. In this section, let A be an arbitrary m × n real matrix. We seek to obtain a solution to min{ H 1 : P 1 + P 2 + P 3} (that is, a 1-norm minimizing ah-symmetric reflexive generalized inverse). For this, we give a new column block construction for producing an ah-symmetric reflexive generalized inverse. 
The n × m matrix H with all rows equal to zero, except rows T , which are given byĤ, is an ah-symmetric reflexive generalized inverse of A.
Proof. Without loss of generality, let us assume that T = (1, 2, . . . , r), so we may write
We have that H satisfies:
whereÂĤÂ =Â becauseĤÂ is the r × r identity matrix, andÂĤB =B because, as A (and A) has rank r, the columns ofB are in the range ofÂ andÂĤ is the projection matrix on the range ofÂ.
• P 2, as
where we again use the fact thatĤÂ is the r × r identity matrix.
is symmetric.
Similarly as before, we note that it is useful to consider relaxing P2, arriving at min{ H 1 : P 1 + P 3} = min{ H 1 : AHA = A, (AH) ⊤ = AH}, which we re-cast as a linear-optimization problem (P ah ) and its dual (D ah ):
More compactly, we can see (D ah ) also as: max{ A, W :
3.1. Rank 1. Next, we demonstrate that when rank(A) = 1, construction of a 1-norm minimizing ah-symmetric reflexive generalized inverse can be based on the column block construction. Proof. We prove a stronger result -that our constructed H is a 1-norm minimizing ahsymmetric generalized inverse. By our construction, H is reflexive, thus H is an ah-symmetric reflexive generalized inverse with minimum 1-norm. To establish the minimum 1-norm of H, we consider the linear-optimization problems (P ah ) and (D ah ). As verified in Theorem 7, H is a feasible solution for (P ah ), and its objective value is
(it also satisfies the nonlinear equations (P2)). The objective function of (D ah ) only depends on the variable W . Feasibility of a W is equivalent to the existence of a skew-symmetric matrix U so that
Next, we are going to construct a dual feasible solution W with objective value A, W = H 1 ; then by the weak duality for linear optimization, we establish that H is optimal to (P ah ). Letê = sign(â + ). Suppose thatâ i is a non-zero element inâ with index i. Let W be a m × n matrix with all elements equal to zero, except the one in row i and column j, which is given byŵ. Let U be a m × m skew-symmetric matrix, with only row i and column i different from zero.
Ifŵ and U are chosen to bê
This is because for
⊤ =ê k , and
and
From (3), we have that (4) is satisfied. To verify (5), letb ∈ R m be an arbitrary column ofB. As A has rank 1,b = αâ ,
Considering (3), we have that â ⊤ (W A ⊤ + U ) max = 1, and therefore,
We haveâ
We also haveb
From optimality of H, we have â
So, |α| ≤ 1, which implies that (5) is satisfied.
Before moving on to the rank-2 and rank-r cases, we generalize the choice ofŵ, U satisfying (3) to the general rank-r case.
Theorem 9. Let T be an ordered subset of r elements from {1, . . . , n} andÂ := A[:, T ] be the m × r submatrix of a m × n matrix A formed by columns T , and rank(Â) = r. There exists a m × n matrix W and a skew-symmetric m × m matrix U such that
where E := sign(Â + ). Furthermore, A, W = Â + 1 . Proof. Suppose thatÃ := A[S, T ] is the nonsingular r × r submatrix ofÂ formed by rows S := {i 1 , i 2 , . . . , i r }. LetŴ be a r × r matrix and W be a m × n matrix with all elements equal to zero, except the ones in rows S and columns T , which are given by the respective elements inŴ . If we chooseŴ and U to beŴ :
where D is a r × m matrix with all elements equal to zero, except
Because DÂ =Ã, we havê
3.2. Rank 2. Generally, when rank(A) = 2, we cannot construct a 1-norm minimizing ahsymmetric reflexive generalized inverse based on the column block construction. Even under the condition that A is non-negative, we have the following example:
Note that rank(A) = 2 because a 3 = 2a 1 + 2a 2 . We have an ah-symmetric reflexive generalize inverse with 1-norm , respectively. Next, we demonstrate that under an efficiently-checkable technical condition, when rank(A) = 2, construction of a 1-norm minimizing ah-symmetric reflexive generalized inverse can be based on the column block construction. Proof. We prove a stronger result that our constructed H is a 1-norm minimizing ah-symmetric generalized inverse. By our construction, H is reflexive, thus H is an ah-symmetric reflexive generalized inverse with minimum 1-norm. To establish the minimum 1-norm of our constructed H, we consider the dual pair of linear-optimization problems (P ah ) and (D ah ). As verified in Theorem 7, H is a feasible solution for (P ah ), and its objective value is
(it also satisfies the nonlinear equations (P2)).
The objective-function of (D ah ) only depends on the variable W . Feasibility of W is equivalent to the existence of a skew-symmetric matrix U satisfying
Next, we are going to construct a dual feasible solution W with objective value A, W = H 1 , then by the weak duality for linear optimization, we prove that H is optimal to (P ah ). By Theorem 9, we can choose W and a skew-symmetric matrix U such that
and then
The dual constraint (6) can be written as
From (7), we have that (8) is satisfied. To verify (9), without loss of generality, let (j 1 , j 2 ) = (1, 2), and letb ∈ R m be an arbitrary column ofB with α and β such thatb = αâ 1 + βâ 2 ; thuŝ
• For case (i), we have b
Also we have αβ ≥ 0, so
• For case (iii), becauseĤ 1jĤ2j ≥ 0 for j = 1, . . . , m,, we haveb
Also we have αβ ≤ 0 ; so
So to prove the dual feasibility, we only need to show that ||α| − |β|| ≤ 1 . LetÂb /1 := [bâ 2 ] and δ ij :=â ⊤ iâj , for i, j = 1, 2. We havê
, where θ = δ 11 δ 22 − δ 2 12 . We also havê
From optimality of H, we have
So,
and |α| − |β| ≤ 1.
Now, considering that
and |β| − |α| ≤ 1 .
From (10) and (11), we have |α| − |β| ≤ 1 . ⊤ =â 1 +â 2 satisfies only case (ii).
The technical sufficient condition in Theorem 10, while efficiently checkable, may seem rather complicated. But perhaps surprisingly, if H with minimum 1-norm ofĤ is an optimal solution to (P ah ) (i.e., a 1-norm minimizing ah-symmetric generalized inverse of A, following our column block construction), then the condition is also necessary. So, for rank-2, there is no possibility of further generalizing the condition, in the context of proving the optimality of our chosen column block construction.
Theorem 11. Let A be an arbitrary m × n, rank-2 matrix. For any j 1 , j 2 ∈ {1, . . . , n}, with 
(ii)Ĥ 1jĤ2j ≤ 0 for j = 1, . . . , m, and αβ ≥ 0; (iii)Ĥ 1jĤ2j ≥ 0 for j = 1, . . . , m, and αβ ≤ 0.
Proof. We consider the dual pair of linear-optimization problems (P ah ) and (D ah ). Because H is an optimal solution to (P ah ), by the complementary slackness, we have
where H + = max{H, 0}, H − = − min{H, 0}, W, U is an optimal solution to (D ah ) with U ⊤ = −U . Along with H + , H − ≥ 0 and dual feasiblity, we have
Without loss of generality, assume that (j 1 , j 2 ) = (1, 2), and
For every columnb of A,b = αâ 1 + βâ 2 because rank(A) = 2. Hencê
and we have b ⊤ W A ⊤ +b ⊤ U max ≤ 1.
• If for any j ∈ {1, . . . , m}, one ofĤ 1j ,Ĥ 2j is zero, thenĤ 1jĤ2j = 0 for j = 1, . . . , m, thus for any α, β, either αβ ≥ 0 or αβ ≤ 0 holds. • IfĤ 1jĤ2j ≤ 0 for j = 1, . . . , m, andĤ 1kĤ2k < 0 for some k, then E 1k = −E 2k = 0, and |α − β| = |αE 1k + βE 2k | ≤ 1, thus |α| + |β| ≤ 1 or αβ ≥ 0.
• IfĤ 1jĤ2j ≥ 0 for j = 1, . . . , m, andĤ 1kĤ2k > 0 for some k, then E 1k = E 2k = 0, and |α + β| = |αE 1k + βE 2k | ≤ 1, thus |α| + |β| ≤ 1 or αβ ≤ 0.
• Otherwise, we have both |α − β| ≤ 1 and |α + β| ≤ 1, which implies |α| + |β| ≤ 1. Hence α, β must satisfy one of (i), (ii) and (iii).
3.3. Approximation. For general r := rank(A), we will efficiently find an ah-symmetric reflexive generalized inverse following our column block construction that is within approximately a constant factor r(1 + ǫ) of the 1-norm of the ah-symmetric reflexive generalized inverse having minimum 1-norm. Definition 2. Let A be an arbitrary m × n, rank-r matrix, and let S be an ordered subset of r elements from {1, . . . , m} such that these r rows of A are linearly independent. For T an ordered subset of r elements from {1, . . . , n}, and fixed ǫ ≥ 0, if | det(A[S, T ])| cannot be increased by a factor of more than 1 + ǫ by swapping an element of T with one from its complement, then we say that A[S, T ] is a (1 + ǫ)-local maximizer for the absolute determinant on the set of r × r nonsingular submatrices of A[S, :]. Next, we consider any columnb ofB, because rank(Â) = r = rank(A), we know thatb =Âβ, β ∈ R r , which impliesb =Ãβ. By Cramer's rule, whereÃ i (b) isÃ with column i replaced byb, we have
becauseÃ is a (1 + ǫ)-local maximizer for the absolute determinant of A[S, :]. Therefore
|β i | ≤ r(1 + ǫ).
Remark 5. In Theorem 12, we could have required the stronger condition thatÃ is a global maximizer for the absolute determinant on the set of r × r nonsingular submatrices of A σ . But we prefer our hypothesis -the reasons are the same as in Remark 2. And the local search is efficient: 4. ha-symmetric results. In this section, let A be an arbitrary m × n matrix, we seek to obtain an optimal solution to min{ H 1 : P 1 + P 2 + P 4} (that is, a 1-norm minimizing hasymmetric reflexive generalized inverse). First of all, we have the following observation. Following this observation, we can extend all the results in section §3 to the ha-symmetric case with short proofs. We have a new recipe for constructing a ha-symmetric reflexive generalized inverse in this section, which we refer to as row block construction. 
Lemma 2. H is a ha-symmetric (reflexive) generalized inverse of A if and only if

Conclusions.
Of course giving efficient algorithms to improve any of our approximation factors is a nice challenge. Even for special classes of matrices, this could be interesting. Also, it would even be nice to find families of examples to show that the approximation factors of our algorithms are best possible.
