Abstract Multi-model ensembles are commonly used in climate prediction to create a set of independent estimates, and so better gauge the likelihood of particular outcomes and better quantify prediction uncertainty. Yet researchers share literature, datasets and model code-to what extent do different simulations constitute independent estimates? What is the relationship between model performance and independence? We show that error correlation provides a natural empirical basis for defining model dependence and derive a weighting strategy that accounts for dependence in experiments where the multi-model mean would otherwise be used. We introduce the ''replicate Earth'' ensemble interpretation framework, based on theoretically derived statistical relationships between ensembles of perfect models (replicate Earths) and observations. We transform an ensemble of (imperfect) climate projections into an ensemble whose mean and variance have the same statistical relationship to observations as an ensemble of replicate Earths. The approach can be used with multi-model ensembles that have varying numbers of simulations from different models, accounting for model dependence.
Introduction
Multi-model ensemble prediction aims to quantify climate prediction uncertainty by considering a number of simulations from a range of different models or modelling approaches. Synthesizing the information from this collection of simulations remains a somewhat subjective process. Some research suggests weighting (e.g. Krishnamurti et al. 2000; Giorgi and Mearns 2002; Tebaldi et al. 2005) or sub-selecting (e.g. Perkins et al. 2007; Gleckler et al. 2008 ) different simulations or models, based on their performance. By far the most common and widely accepted approach is to simply use the multi-model mean (e.g. Lambert and Boer 2001; Gleckler et al. 2008 ; although this is clearly not appropriate for all types of evaluation, for example variability estimates). Its acceptance is evident in the widespread use of the multi-model mean to represent ''best guess'' scenarios in the Intergovernmental Panel on Climate Change's Fourth Assessment Report (henceforth IPCC AR4; Meehl et al. 2007b) , and was reinforced in the recent Expert Meeting on Assessing and Combining Multimodel Climate Projections in 2010 (Knutti et al. 2010a ).
There are a number of perspectives on why the multi model mean performs so well. Imagine, for example, that each model's error time series (modelled minus observed) were a random number time series with variance equal to 1 and zero mean. We know that if we examine the mean of n [ 1 independent random number time series, its variance will be much lower than 1 (in fact it will approximate 1/n). While we will spend some time explaining why model errors do not behave like random number time series, it is nevertheless true that the multi-model mean tends to cancel out the eccentricities of individual models (both random variability and structural errors). This is clearly seen in Fig. 1 , taken from the IPCC AR4, where the red multimodel mean is a smoothed representation of yellow individual models. It is important to note, however, that the multi-model mean has very different properties to any particular model simulation. At least anecdotally from Fig. 1 , we can see that the multi-model mean has significantly less variance than other model time series. Perhaps more importantly, the observational time series appears to have variance more like an individual model than the multi-model mean, yet the mean consistently provides a better a priori estimate than any individual model. In Sect. 5 we argue that this suggests a framework for interpreting multi-model ensembles that sees model simulations and observational time series as indistinguishable realizations of the Earths climate (e.g. Hargreaves 2010, 2011) , in that the best estimate to any particular realization will be the multi-model mean, without any expectation that the mean will match that realization.
Whether or not one subscribes to this framework or one that sees the multi-model mean of perfect models converging to observations as an ensemble's size grows, the use of the multi-model mean as the best estimate works best when each model provides an independent estimate. Yet modelling groups share data sets, parametrisations and even sections of model code, so there are reasons to suspect that the assumption of statistical independence of every climate prediction may not be appropriate (Tebaldi and Knutti 2007; Jewson and Hawkins 2009; Knutti et al. 2010a ). This issue is even more pressing when we consider coincident prediction (e.g. Giorgi and Mearns 2002) -to what degree should model agreement be a sign of robustness?
Before discussing how best to define model independence in ensemble prediction, we use an analogy to highlight the critical distinction between model performance and model independence. Suppose we wish to estimate the horizontal coordinates of the peak of a hill by averaging the position of several walkers climbing the hill. While we want the walkers (the models) to be close to the top of the hill (the observation or truth), to achieve the best estimate we also want them to be spread evenly around the peak. This estimation technique is analogous to ensemble averaging, distance from the peak analogous to performance, and spread around the peak analogous to independence. This highlights the possibility that the mean of an ensemble of relatively poor performing but independent models could outperform the mean of an ensemble of relatively dependent but well performing models.
Intuitively, one may want to define model independence in terms of shared model structure or parametrisations (as though we were using evolutionary cladistics for species classification; in which case shared genetic history implies dependence, e.g. Masson and Knutti 2011) . Here, however, we take a more pragmatic approach and focus on the independence of models' simulations (perhaps more analogous with Linnaean taxonomy). In fact we suggest there is an obvious choice for empirically defining model dependence-correlation in model errors. Section 2 focuses on deriving weights that explicitly account for model dependence defined using correlation of model errors. Section 3 applies these weights to a ''toy'' example to examine their behaviour before Sect. 4 examines their application to a collection of climate models and observed surface temperature data. Section 4 discusses how different interpretations of the relationship between observations and a model ensemble lead to very different formalisations of the definition of dependence outlined in Sect. 2. Section 6 introduces an ensemble transformation process that both improves the predictive power of the multi-model mean and constrains ensemble variance so that instantaneous ensemble variance reflects the variance of the climatic distribution of weather states. Section 7 presents discussion and conclusions. 
Defining and weighting for model dependence
We aim to demonstrate that correlation in model errors is a good basis for a definition of model dependence. The association of dependence and error correlation per se is not new (e.g. Jun et al. 2008; Collins et al. 2010 ) but the approach we outline below offers both a compelling reason for it as well as an optimal weighting solution. To begin, we allow the (seemingly inappropriate) use of mean square error for timeseries evaluation of climate model simulations. We will spend some time in Sect. 5 justifying this decision, but for now we note that this decision need not (and does not) imply an expectation that a perfect model should match observations. To emphasise this point, we will refer to mean square difference (MSD), rather than mean square error. Next, suppose we wish to find the linear combination of an ensemble of model simulations that minimizes MSD with respect to an observational data set. That is, for time steps 1; . . .; j; . . .; J ð Þ and bias-corrected models 1; . . .; j; . . .; J ð Þ , we want to find
is minimized, where x j k is the jth time step of the kth biascorrected model, y j is the jth time step observation, w k is the
Bias-correction in this case simply refers to subtracting the mean error from a model's time series for the in-sample period. Additionally, we want to constrain the coefficients w k to sum to 1, so that this constrained least squares minimisation problem is solved using a Lagrange multiplier, k:
The solution to the minimisation of (2) (fully detailed in Electronic Supplementary Material A) can be expressed as
where 1 T ¼ 1; 1; . . .; 1 ½ zfflfflfflfflfflfflffl}|fflfflfflfflfflfflffl{ Kelements and A is the K 9 K difference covariance matrix
That is, c i,j is the covariance of the ith and jth biascorrected model minus observed time series (this is effectively an error covariance matrix, without any expectation that errors should be zero for a perfect model). Note that A is symmetric and that each diagonal term c k,k , the error covariance of model k and model k, is just the error variance of model k, or r 2 k . Note also that the denominator in (3) (which is the sum of all of the elements of A À1 ) is constant for all k, and so is effectively just a scaling factor. Each w k is then proportional to the sum of the elements in the kth row of A À1 .
Now if we assume that error correlations between these K models are zero (setting all non-diagonal terms in (4) to zero) we have
so that using (5) in (3), the weight for model k is proportional to 1=r 2 k , the inverse of model k's error variance. That is, assuming zero error correlation leads to optimal weights based entirely on relative differences in model performance.
While we will spend some time in Sect. 5 explaining why independent models in an ensemble should not have zero error correlation, (5) illustrates that this minimization of error (or 'difference') problem may be viewed as having has a solution in two parts: that related to the 'performance' differences of each model (the diagonal terms of A) and that related to the level of covariance between the errors of the models (the non-diagonal terms of A). This, we suggest, provides a natural choice for an empirical definition of model dependence. The weights given in (3), therefore, optimally weight models for dependence and differences in performance with respect to MSD for the in-sample period.
A simple idealized example illustrates how important model dependence defined in this way can be to the performance of the multi-model mean. First, in Electronic Supplementary Material (ESM) A we show that the expected error variance of l e (from (1), the optimally weighted ensemble mean) is given by
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(chosen so that A q had a simple inverse). Since q raised to some positive integer power is always less than q, it is clear that the inter-model error covariances are smaller for those elements far from the diagonal of A than those close to the diagonal. Since 1 T A À1 1 À Á is simply equal to the sum of all the elements in A À1 , it follows that using (7) in (6) gives Figure 2 shows the values of s 2 for a K = 5 member ensemble as a function of q. For q = 1 the error covariance between all models is 1, so that the error variance of the optimal combination of models is the same as that of a single simulation-the models are identical. For perfectly uncorrelated errors, q = 0, the error variance of the optimally weighted mean is 1/K = 0.2 of the error variance of an individual simulation. This result has serious implications for ensemble interpretation.
If, for example, one subscribed to the 'truth-plus-error' paradigm (e.g. Tebaldi et al. 2005; Greene et al. 2006; Furrer et al. 2007; Smith et al. 2009) , and believed that a 'perfect' model should match observations plus a noise term, then model independence is naturally defined as pairwise zero error correlation between models (as we would define independence of random variables, or noise). This is the q = 0 case of Eq. (8), which would mean our estimate of error variance for the mean of K independent models would then be 1/K. This in turn would imply that the only barrier to perfect prediction of climate at any timescale is the number of independent models available to us-that error vanishes as the ensemble grows very large. In Sect. 5 we explain in more detail why we believe the truth-pluserror is inappropriate for climate prediction and suggest an alternative approach.
While it also appears that the perfectly anti-correlated example, q = -1, can result in a zero error variance weighted mean, there are likely stricter bounds on the range of possible error correlations than we have imposed in this idealized example, depending on the size of the ensemble (we will explore this more in Sect. 5). Remember all of these 'models' perform equally well, in the sense that they have equal error variances. Equation (8) and Fig. 2 serve to demonstrate that, all other things being equal, lowering the error correlation between ensemble members increases the utility of an ensemble prediction because it lowers the error variance of the ensemble mean.
A simple application of dependence weights
To get a sense of how this weighting technique behaves, we now apply it to a very simple synthetic example. Suppose observations of a variable of interest were given by the function yðtÞ ¼ t þ 15 sinðt=6Þ and two model simulations of this variable were given by x 1 ðtÞ ¼ t=1:98 þ 15 sinðt=4Þ and x 2 ðtÞ ¼ 1:5t þ 18 sinðt=8Þ; applied to 170 discrete time steps (chosen so that trends and oscillations are visible). After bias correction, the 'observations' and these two models have the same mean. Their time series are shown in Fig. 3a by the black, blue and red curves. These two models were chosen as they have almost identical MSD (839 units 2 )-their 'performance' is the same. In this case, the two-member ensemble mean and weighted mean [using (3)] have identical MSD (around 161 units 2 ). If we now add three additional models by simply adding noise terms (Gaussian, standard deviation 6 units) to the first model, x 1 , we have a five-member ensemble with four dependent members (shown in Fig. 3a by the grey lines). In this case, the ensemble mean MSD is around 409 units 2 and the weighted ensemble mean MSD is around 159 units 2 (these are mean MSD values from 1,000 independently generated 5-model ensembles of the Fig. 2 Mean square error of the optimal linear combination of ensemble members as a function of the error correlation parameter q for an idealized 5 member ensemble having an error covariance matrix given by Eq. (8) type described above). An example is shown by the green and gold curves in Fig. 3a , respectively.
The weighting technique preserves the performance of the mean of the original independent-member ensemble while the performance of the multi-model mean is clearly degraded. Across the 1,000 different 5-member ensembles, the weight given by (3) to x 2 , the second model, is almost constant at 0.5 (variance of the weight value is around 0.0001). Consequently, the sum of the weights of the dependent models 1, 3, 4 and 5 is also 0.5.
Next, while there is some minor performance gain in the weighted mean from the addition of the noisy members of the ensemble (due to the small sample size), this example illustrates a key point when using this weighting technique where the relative dependence of the ensemble members is not known. The performance gain of the weighted mean over the mean in the case when there is dependence in the ensemble is not due to the weighting technique fitting noise (issues of sample size excepted, of course). Rather, the MSD of the weighted mean approximates the MSD of the mean of the effectively independent members.
In Sect. 6 we will modify this weighting approach to ensure that as well as all weights summing to unity, no model receives a negative weight. We note here that model weights obtained from particle filter approximations to Bayes' theorem (van Leeuwen 2009; Snyder et al. 2008) share this feature. However, as will become clear, both our objectives and method differ from that of a particle filter.
Application of dependence weights to the CMIP3 ensemble
We now apply the weighting technique to the 24 fully coupled global CMIP3 models (Meehl et al. 2007a ) in the PCMDI online database (http://www-pcmdi.llnl.gov/ ipcc/about_ipcc.php) that constitute the basis for the IPCC Fourth Assessment Report's climate projections (Meehl et al. 2007b ). We use the HadCRUT3 monthly surface air temperature dataset (Brohan et al. 2006 ) and compare the two for the years 1970-1999. All model simulations are interpolated to the HadCRUT3 5°9 5°spatial resolution, and only one simulation from each model was used. This provides us with 24 residual time series of length 360 (30 years 9 12 months) for each of the globe's 72 9 36 grid cells at this resolution. Any grid cells with more than 20 % of observational data missing during this period are omitted. Figure 4 shows the RMSD at each grid cell of (a) the multi-model mean of the CMIP3 ensemble, and (b) the weighted mean of the CMIP3 ensemble using the weights given in (3), averaged across 30 out-of-sample tests (detailed below). The weighting clearly offers considerable reductions in RMSD globally, but several regions in particular show marked changes (e.g. China, South America, Northern Europe and Africa). (b) Fig. 3 a Synthetic model ensemble example illustrating the dependence weighting approach, specifically how the estimate it creates is invariant with the addition of dependent models to an ensemble, unlike the multi-model mean. b Transformation of the ensemble in (a) to be more replicate Earth-like in that the multi-model mean produces a better estimate and the ensemble variance is constrained, as described in Sect. 6
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and the remaining year from our 30 years of data is used to test them. The process is then repeated for all 30 possible testing years. As there are only 30 tests for each weighting technique, the 30 RMSD values from these tests are fitted to normal distributions in Fig. 5 . For each weighting technique, results are plotted for both a 'global' configuration (involving a single weight for each model across all 72 9 36 grid cells, considering each grid cell as an independent piece of information) and a 'per-cell' application (allowing 72 9 36 separate weights for each model). For reference, the density of RMSD values for the original CMIP3 ensemble mean is shown in black. First we consider bias correction. Using a historical evaluation period to remove model biases is common in weather forecasting (e.g. Glahn and Lowry 1972; Wilson and Vallée 2002) and climate research (Meehl et al. 2007b; Reifen and Toumi 2009) . The dark blue and light blue curves in Fig. 5 show the global RMSD of the mean of the biascorrected models, applied globally and at each grid cell, respectively. As expected, this improves the multi-model mean RMSD, especially in the 'per-cell' application.
Next, the green curves in Fig. 5 show global RMSD density when bias-corrected ensemble members are linearly combined using the performance weights from (3) when A is given by (5). As we would expect, in both the global (dark green) and per-cell (light green) cases, performance weighting gives additional skill above bias correction. Finally, we consider the optimal dependence weights given by (3). These are represented in Fig. 5 in the global and per-cell cases by the red and orange curves, respectively, and clearly give the lowest global RMSD values.
The clearest feature of Fig. 5 is the separation of 'global' and 'per-cell' weighting strategies. Next, while there are many published examples of model performance weighting (e.g. Krishnamurti et al. 2000; Giorgi and Mearns 2002; Tebaldi et al. 2005 ) and apparently none of dependence weighting, the improvements in performance provided by the dependence weights here are significantly larger than those provided by performance weights alone. Lastly, we highlight the grey curve in Fig. 5 , a persistencelike case, using the mean of observed values each month across the 29-year training period to predict that month in the testing year. We see that the dependence-weighted ensemble performance is in fact superior to the average of 29 month-specific observed temperatures at each grid cell-a remarkable achievement for an ensemble of 100-150 year predictions at coarse resolution. We again wish to reassure the reader, despite the analysis above, that we do not expect a climate model to match monthly temperature time series. While it may seem that the weighting approach we outline is simply likely to favour those models whose internal variability happens to better match observations in the in-sample period, something of a noise fitting exercise, we now show that the result is stable across the 30 year period under consideration. Table 1 shows the global RMSD values for weights trained on one decade during this period and tested on another. While the in-sample periods (e.g. train weights on 1990s and test weighted mean on 1990s) clearly always show the best results, application to out-of-sample decades show that the weights are remarkably stable and remain effective. While it may be tempting to suggest that 30 years is too short a period to illustrate that the weights perform well out-of-sample, we note that 30 years is the World Meteorological Organization's reference length for defining climate as opposed to weather (http://www. wmo.int/pages/prog/wcp/ccl/faqs.html). While we fully acknowledge the potential for longer period climate cycles to cloud this result, the limited availability of observational data ensures this will always be a caveat. In Sects. 5 and 6 we describe why, despite the lack of an expectation of a model's agreement with monthly time series observations, the dependence weighted time series is key to understanding ensemble spread.
Model independence, climate system uncertainty and the replicate Earth paradigm
In Sect. 2 we noted in a simple example that if we assumed pair-wise model error correlation to be zero, optimal model weights (with respect to MSD) were entirely proportional to differences in model performance (error variance in this case). Intuitively, we might therefore want to insist upon independent model simulations as having pair-wise zero error correlation-as the standard statistical definition, f(x 1 ,x 2 ) = f(x 1 )f(x 2 ), would suggest for two independent random variables. But is this appropriate for error in climate models? Below we discuss consequences of this approach and argue for an alternative conception of a multi-model ensemble that naturally yields a positive value for the expected error correlation of independent simulations. Firstly, a zero-error-correlation definition of independence implies that a 'perfect', independent model should reproduce observed data plus an independent noise term. Equivalently, the error of the mean of an ensemble of perfectly independent models should converge to zero as the ensemble size grows large. Observational data in this case would always be the mean of a distribution of an ensemble of independent models. This view of a 'perfect ensemble prediction' amounts to a ''truth-plus-error'' paradigm of interpretation (e.g. Tebaldi et al. 2005) . While it could be argued that very long time averages of observations that smooth out, for example, decadal oscillations, are predictable, high impact weather events likely to be affected by climate change such as droughts, flooding and Tropical Cyclones clearly have limited predictability. Annan and Hargreaves (2010) noted the inappropriateness and prevalence of this truth-plus-error paradigm in climate model evaluation and proposed instead using an 'indistinguishable' paradigm of interpretation which assumes a priori that the observations and all models belong to the same distribution. Here, we present a third paradigm of interpretation-the 'replicate Earth' paradigm. We introduce the idea by noting a critical and hitherto unmentioned assumption of the truth-plus-error paradigm-that the climate system and all the processes that affect it are entirely (i.e. deterministically) predictable from climate forcing variables. That is, since the truth-plus-error paradigm assumes a zero-error-correlation definition of independence, the only barrier preventing a perfect prediction by the mean of an ensemble at any time scale is the number of independent members it contains. This is clearly inappropriate for sub-decadal time scale events and may be inappropriate for much longer time scale events as well. This is a consequence of defining the observed time series to be the centre of the distribution of an ensemble of independent models-the ensemble mean will converge to the observations as the ensemble grows large.
In contrast to the truth-plus-error viewpoint, the replicate Earth paradigm accommodates the possibility that there may be inherent limits to the predictability of the atmosphere and ocean at any time scale. Suppose there Climate models can be viewed as imperfect attempts to create replicate Earths. We suggest that an ideal ensemble prediction would be comprised of replicate Earths that were independent and identically distributed (IID) draws from the CPDF defined by a very large ensemble of replicate Earths. In this ideal, the models/replicate Earths comprising the ensemble prediction are independent because they are independently drawn from the CPDFnot because of zero error correlation. These models are perfect because they behave like replicate Earths but their distance from the observations on our Earth (that is, their error) is not zero. This distance has a strict lower bound determined by the inherent variance of the range of states permitted by a particular set of climate forcing conditions. The chaotic nature of atmospheric and oceanic flow causes the trajectories of two replicate Earths in almost identical states to diverge with time and ultimately to be statistically indistinguishable from independent random draws from the CPDF. In this sense, 'perfect' and 'independent' models are essentially synonymous. The mean of an ensemble of perfect models is therefore simply an approximation of the mean of the CPDF, and since the real Earth itself is also a random draw from the CPDF, we should not expect observations of it to match this mean, but rather be equivalent to a different perfect model. Unlike the truthplus-error paradigm, we should not expect the error of the mean of an ensemble of replicate Earths (with respect to our Earth's observations) to tend to zero as the ensemble size increases. Figure 1 , taken from the IPCC AR4, seems to broadly support the concept behind the replicate Earth paradigm. It shows global mean surface temperature, expressed as an anomaly, for an ensemble of climate models (shown in yellow), their mean (shown in red) and the observational record (shown in black). The observational record seems much more like an individual model than the multi-model mean: it is the most extreme value on a few occasions and has model-like variability. Knutti et al. (2010b) note that the CMIP3 ensemble mean error converges to a large nonzero value, also supporting the replicate Earth concept.
We can in fact show that the anticipated level of error covariance between two (perfectly independent) replicate Earths [that is, the off-diagonal c i,j in (4)] is r 2 r , the time average of the instantaneous CPDF variance (see ESM B for derivation). To visualise this quantity, imagine in Fig. 1 determining the variance of the yellow lines at a single point in time (about the red line), and averaging this for all time steps. We can also show that the MSD of the mean of a K-member replicate Earth ensemble to ''our Earth'' is r 2 r þ r 2 r =K(see Eq. B8), so that as the ensemble size becomes infinite the MSD of its mean would converge to r 2 r . Hargreaves (2010, 2011) suggest that the appropriate paradigm for ensemble interpretation is one that assumes that climate models and observations are drawn from the same distribution (the indistinguishable paradigm). If each climate model were perfect (i.e. a replicate Earth) then we would agree with this approach. The fact that their indistinguishable paradigm assumes that models are replicate Earth-like is reinforced by a result we derive in ESM B-the anticipated error correlation of replicate Earths is 0.5, precisely the estimated correlation presented in the appendix of Annan and Hargreaves (2011) . In the next section we demonstrate that the CMIP3 ensemble is in reality not replicate Earth-like, and derive a transformation process to bring it closer to being so.
Transformation to a replicate Earth-like ensemble
We now explore the extent to which the current generation of climate models, that is the CMIP3 ensemble, behaves like a replicate Earth ensemble. To do this, we identify two key properties of an ensemble of replicate Earths. When trying to visualize these properties, it may be helpful to refer to Fig. 1. 
The equally weighted mean of an ensemble of
replicate Earths is the linear combination of replicate Earths that minimizes the distance from our Earth's observations over an extended time period.
That is, the best estimate (in terms of mean square distance) of any particular replicate Earth (a random draw from the CPDF) will be the mean of the CPDF. (Of course, the random draw from the CPDF that is of particular to us is the real Earth). Note that this property follows directly from the statistical fact that the entity that minimizes the expected squared distance from individual realizations of any probability distribution is the mean of the distribution.
The time average of the instantaneous CPDF variance
should be approximately equal to the variance of the real Earth about the CPDF mean over time.
This is essentially saying that the variance of the real Earth about the CPDF mean should be the same as the variance of all the other replicate Earths about the CPDF mean. We could equivalently phrase this as 'the time average of the variance of an ensemble of replicate Earths should be approximately equal to the MSE of the replicate Earth ensemble mean (with respect to the real Earth's observations)'. This property holds for all ensemble predictions that represent the distribution of truth (Leutbecher and Palmer 2008) . One could imagine in Fig. 1 determining the variance of the yellow lines at a single point in time (about the red line), and averaging this for all time steps. Our assertion simply states that this should be roughly equivalent to the variance of the black line about the red line (as though the red line were the CPDF mean). To understand this assertion, note that if the CPDF were not changing in time, the ergodic assumption would be valid and the distribution of observations from a single Earth (e.g. our Earth) would precisely define the CPDF: the variance of the observations about the mean of the observations would be precisely equal to the variance of the CPDF. However, if the trajectory of CPDF variance were a strongly non-linear function of time then the time average of CPDF variance would only be approximately equal to the variance of the real Earth about the CPDF mean over time. Since we do not know a priori how the CPDF variance will be affected by increasing CO 2 concentrations and a changing climate, the possibility of fluctuations in CPDF variance must be allowed for. (Indeed, the study of Schär et al. (2004) suggests that the variance of the CPDF of European summertime temperatures will increase with increasing CO 2 concentrations.)
In ESM B, we provide a mathematical proof that properties 1 and 2 would be satisfied by an ensemble of replicate-Earths (or equivalently by an ensemble of long simulations from models that perfectly represented physical processes from the nanoscale to the global scale but which had differing, equally plausible initial conditions).
It should be immediately clear that the CMIP3 ensemble does not satisfy property 1. We showed in Sect. 2 that an optimized linear combination of models performs significantly better than the multi model mean in out of sample tests. We can also show that property 2 is not satisfied. That is, the instantaneous variance of monthly surface temperature in the CMIP3 ensemble, averaged over all months , is quite different from the variance of the observations about the multi-model mean (equivalent to the error variance of the multi-model mean). We will see clear evidence of this when discussing Fig. 6 shortly.
While any inference of CPDF properties in the presence of changing climate can only be based on model predictions (since we only have one real sample, our Earth), we can extract better estimates of them than the original CMIP3 ensemble provides, by using the two properties above. We know, for example, that our linear combination of models from Sect. 2, l e , is a better candidate for the CPDF mean than the multi-model mean, since it is the minimum error variance estimate we can have for our set of model simulations (i.e. best estimate to the replicate Earth that is the real Earth). Also, if we could interpret each model's weight from (3) as the probability that that particular model were a replicate Earth, we could estimate instantaneous CPDF variance using
as though our variable of interest (in this case monthly surface temperature) were a discrete random variable. Using these two pieces of information, we now present a technique to transform the raw CMIP3 ensemble into a more replicate Earth-like ensemble.
To begin, we note that model weights obtained from (3) are not necessarily positive and may therefore also be greater than 1 (since they sum to 1). Ensuring their positivity, however, is not possible without modifying the original models' time series. But we can modify them in such a way that their weighted combination still provides 
where the kth element of the k-vector z j is given by
and a ¼ 1 À Kminðw k Þ where minðw k Þ is the lowest (most negative) of the preliminary weights obtained from (3). A complete derivation of (10) and (11) is provided in ESM C, where we also show that thew weights still sum to 1 and are now all positive.
With this transformation of model time series and weights, we are now in a position to interpret thew k as probabilities in (9) . From property 2 above, for the ensemble to be replicate Earthlike, the time average of this variance must be equal to the variance of our observations about the CPDF mean estimate, l e . That is, property 2 requires that
We can ensure (12) by further modifying our model time series, this time to change the ensemble variance, by letting
where
A more detailed mathematical justification for (13) and (14) is provided in ESM C. Critically, it also contains a proof that this new transformation still preserves the CPDF mean estimate
and that (12) holds with
In summary, (11) and (13) give us a weighted ensemble that satisfies both properties 1 and 2 provided thatw k is interpreted as the relative probability that the transformed modelx j k is a replicate Earth. We say ''relative probability'' rather than ''actual probability'' because these weights only depend on the relative performance of the models rather than their absolute performance. Figure 3b gives a visual indication of how this transformation process affects the simple ensemble we examined earlier in Fig. 3a , and shows the value of a and b used for the transformation. Recall from above that single values of a and b scale all models' deviation from the multi-model mean and weighted mean, consecutively. The result is a transformed ensemble whose variance about the weighted mean, l e , approximates the variance of the observations about l e . Note also that the strong anomalous trends shown in model 1 and model 2 are reduced as a result. Perhaps most importantly, the mean of this transformed ensemble (green line in Fig. 3b ) is now much closer to the weighted mean of Eq. (15). That is, the equally weighted mean of these models is much closer to being the best estimate of the observations (Property 1 above)-the models have become more replicate Earth-like.
To show that the transformed CMIP3 ensemble is more replicate Earth like, we examine whether the CPDF that the observations (our Earth) are drawn from is the same as the CPDF implied by the weighted transformed models. The CPDF implied by the weighted transformed ensemble can be sampled by randomly sampling the transformed ensemble members with frequencies that are proportional to the weightsw. However, before considering the CPDF implied by the weighted transformed ensemble, it is of interest to assess the CPDF that would be implied if the 24 transformed ensemble members had been evenly weighted. To do this, we consider a histogram of the rank of the observed value of monthly surface temperature amongst all modelled values on the real line. For example, if for a particular month at a particular grid cell, the observed temperature is hotter than all 24 models, we increment the histogram bin associated with the 25th rank by one. After repeating this process for all grid cells and all months of data in each of the 30 out-of-sample tests described in Sect. 4, we have a 25-bin rank frequency histogram (RFH), as shown in Fig. 6 . It shows histograms for the original CMIP3 ensemble (black), the ensemble of bias-corrected models (blue) and also the ensemble of transformed models (red) given by (13) . If the observations and models are from the same distribution, the histogram should be flat.
Both the original and bias corrected ensembles populate the central ranks much more than the extreme ranks-they are 'over-dispersive' (a sign that the ensemble is unlikely to be over-confident in its range of predictions). The histogram for the evenly weighted transformed ensemble members (red) is clearly much flatter thus indicating that the CPDF implied by the assumption that all of the transformed ensemble members are equally likely is closer to the true CPDF than that implied by assuming that all of the original bias corrected ensemble members are equally likely (the blue curve). This can also be seen in the example shown in Fig. 3b -the mean of the transformed ensemble is much closer to the CPDF mean estimate, l e , than the mean of the original models.
We note that our interpretation of ensemble spread being over-dispersive (supporting the findings of Annan and Hargreaves 2010) is somewhat at odds with Jewson and Hawkins (2009) , who argue that the ensemble spread is too narrow. The ensemble transformation they present is therefore intended to inflate ensemble spread, and this is done as a function of correlation in model projections (rather than focusing on correlation of model errors, as we do here).
The assumption that the transformed ensemble members are equally likely is obviously inconsistent with properties 1 and 2 of replicate Earth ensembles. These properties are only satisfied when the weights/probabilitiesw are applied to the transformed ensemble members. We now present a method to combine the transformed time series and weight information that borrows heavily from the resampling methods used in particle filters (van Leeuwen 2009). In doing so, we obtain ensembles whose evenly weighted sample mean is identical to (15) and whose evenly weighted variance is identical to that given by (16). The procedure also suggests an ''effective'' number of independent models in the CMIP3 ensemble.
Since we know that our 24-member ensemble shows more dependence than a replicate Earth ensemble, we cannot expect it to make probabilistic predictions with the same level of accuracy as a 24-member ensemble of replicate Earths. We therefore create ensembles of varying sizes by randomly sampling the 24 transformed members x k with frequencies related to their corresponding weights w k . In doing so, we want an ensemble that:
1. has sample mean l j e -the linear combination of ensemble members minimizing error variance; 2. has time averaged variance equal to the time averaged error variance of the ensemble mean s 2 e ; and 3. has a flat rank histogram, suggesting that the ensemble members are drawn from the same CPDF as the observed data set.
To create an ensemble of size M \ K = 24, we:
I. Divide the unit interval into K sections using 0;w 1 ; . . .; X k i¼1w i ; . . .;
Then, for each required prediction (in this case at each grid cell for each month), randomly select M uniformly distributed random numbers in the unit interval [0:1] and select the kth ensemble perturbationx
Á when a random number falls in the kth interval of (17).
II. Remove the mean of the M selected perturbations (so that at any point in time, the perturbations sum to zero). III. Multiply these perturbations by ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi M= M À 1 ð Þ p to ensure that the removal of the ensemble mean does not change the variance. IV. Add the resulting perturbations to the minimum error variance estimate l j e . This procedure gives us an M member ensemble whose mean is precisely equal to l j e and whose time averaged mean square deviation about the mean is precisely equal to s 2 e -the time averaged error variance of l j e . While this ensemble is neither over-dispersive nor under-dispersive under this second moment measure, we have not yet constrained higher order moments of the ensemble distribution and histograms are only guaranteed to be flat if all moments of the ensemble distribution are identical to those of the distribution from which the observation is drawn. These higher moments are likely to be affected by the number M of randomly selected members. When M is close to the original ensemble size K, it is extremely likely that the random selection procedure will select the same member more than onceparticularly if one of the ensemble weights is much larger than the others. Such repeated selection of the same member will clearly affect the 3rd and 4th moments of the ensemble distribution.
Letting M be much smaller than K reduces the chances of selecting the same member more than once and hence lessens its possibly deleterious effects on the higher moments of the ensemble distribution. A disadvantage of decreasing M is that our requirement that the M perturbations sum to zero increases its impact on the ensemble distribution's 3rd and 4th moments as M is decreased.
With these facts in mind, it is unreasonable to expect the histogram to be flat for all sub-selected ensemble sizes M. However, since a flat histogram enables impact assessments that could not otherwise be performed, it is of great interest to find an M value that has an approximately flat histogram. We considered both the per-cell weights and the global weights, and examined histograms for values of M between 3 and 24, with 4-9 shown in Fig. 7 .
For the per-cell weights-the most accurate configuration-it was found that the exterior bins were over populated for M [ 5 and underpopulated for M \ 5 (see orange lines in Fig. 7) . Note that such departures from flatness do not indicate under or over dispersion under a 2nd moment measure. This is because, by construction, the mean square deviation of the ensemble members about l j e is precisely equal to the mean square error s 2 e of l j e . Hence, in this case, the overpopulation of the extreme ranks must be associated with a mismatch between the 3rd, 4th and higher moments of the ensemble distribution and the true distribution. A similar investigation is also shown in Fig. 7 for the global perturbed model case (red lines in Fig. 7) . They show that the extreme ranks are overpopulated for M = 10 (not shown) and underpopulated for M = 8. Although the population of the extreme ranks for M = 9 is similar to that of the interior ranks, ranks 2 and 9 are a little underpopulated. Nevertheless, as is indicated by the blue and black dashed curves, the RFHs associated with the raw and bias corrected ensembles are less flat than that delivered by our method for the M = 9 case. We note that both of these estimates of the effective number of independent climate models in the CMIP3 ensemble (5 and 9) are within the range of existing estimates (Pennell and Reichler 2011; Annan and Hargreaves 2011) .
To assess whether the improvement to the RFHs is because of our ensemble transformation procedure and not just due to randomly selecting a smaller ensemble size, we randomly selected just M of the raw, globally bias corrected and per-cell bias corrected CMIP3 ensemble members using a set of 24 weights all equal to 1/24 and computed the resulting RFHs. These are shown by the black, blue and green dashed curves respectively in Fig. 7 . As expected, these curves show that the extreme ranks of the global and per-cell cases are under and over populated, respectively.
The flatter RFHs associated with the replicate-Earth like ensembles obtained by resampling the weighted transformed ensemble shows that the relative frequency of events in this replicate-Earth like ensemble is more likely to be related to the probability of their occurrence in the real world, making the ensemble better suited for use in quantitative societal/economic/ecological impact models. These pseudo-replicate Earths provide an estimate of the CPDF that accounts for performance and dependence differences between models, as well the rescaling the ensemble variance to be closer to the variance of the observational record about the CPDF mean.
Discussion and conclusion
We have introduced a new way to interpret multi-model climate ensembles, the replicate Earth paradigm, that offers a justifiable approach to including inherent climate system uncertainty at all timescales when evaluating ensemble performance. It is significantly different conceptually from the two prevailing ensemble interpretation paradigms-the so called ''truth plus error'' and ''indistinguishable'' paradigms. We outlined two key properties of a replicate Earth ensemble and showed that the current generation of climate models are not replicate Earth-like. We then derived a transformation process to make a given ensemble more replicate Earth-like, maximizing its predictive ability in that the resulting ensemble mean provides the best estimate to observations and the resulting ensemble variance becomes a reliable predictor of the error variance of the ensemble mean.
The technique yields a positive weight for each transformed ensemble member that can be interpreted as the relative probability that the transformed ensemble member is a replicate Earth. By randomly resampling the transformed ensemble members with frequencies given by their weights, evenly weighted ensembles were produced with flat rank frequency histograms and low error variance means. An ensemble with a flat rank frequency histogram and small ensemble mean error variance has a much better chance of accurately predicting changes in frequencies of weather events than one with a larger ensemble mean error variance and a non-flat rank frequency histogram. Hence, the resampled transformed ensemble is better suited to quantitative assessments of climate change impacts than the original ensemble.
One question that we have not answered is whether climate change itself will lead to model error covariances that are significantly different to those associated with the HadCRUT3 data set (that is, the extent to which historical data is representative of the future system). We note, however, that this issue equally applies to bias-corrections derived from historical data, which appear well accepted by the community and are prevalent in IPCC representations of climate projections. Note that for the purposes of this discussion, we have also assumed that the sample size provided by historical data is large enough to rule out spurious fluctuations in the weights associated with too small a sample size (see Weigel et al. 2010 for examples of issues this may cause). We also reiterate that the inferences we've made about the CPDF are entirely model based. This is of course unavoidable. They may well change markedly as models improve.
In deciding on how best to apply this approach to future projections, data availability for the variables of interest would likely determine whether the per-cell or global application is more appropriate, noting the issue of sample size discussed above. There also may be utility in simply using the rescaled ensemble described in Eq. (13) without the resampling process described above, although this requires further investigation. Further work should also consider how the method we have presented might be best extended to multiple climate model variables (Gleckler et al. 2008) .
We also demonstrated that even in a simple optimization problem, accounting for both model performance differences and model dependence is critical to extracting the most predictive ability from an ensemble, regardless of whether one subscribes to the replicate Earth or truth-pluserror paradigm. The weighting technique outlined in Sect. 2 provides a justifiable way to weight multi-model ensembles where some models may be represented by many simulations and others by only a few-an issue that will face those interpreting the CMIP5 ensemble. The weights reflect each simulation's contribution to the overall predictability of the entire ensemble. This suggests that to the extent that adequate resources are available, a diversity of skillful climate model types must be encouraged to improve ensemble predictive ability.
While our example showed that error correlation provides a natural definition for model dependence, the level of correlation associated with ''statistical independence'' depends on the assumptions inherent in the ensemble interpretation paradigm. We showed that the 'truth-pluserror' paradigm leads to the rather counterintuitive conclusion that the mean of an infinite ensemble of models with zero inter-model error correlation would be equal to the truth at all time and length scales. We also discussed the 'indistinguishable' paradigm of Annan and Hargreaves (2010) , noting that ensembles of error prone models have statistical properties that strongly distinguish them from replicate-Earths or 'perfect' models. We suggested that while the indistinguishable paradigm is justifiable with replicate Earths, it is not with today's climate models.
The replicate Earth paradigm is not an entirely new idea. We already accept that climate models should not be able to reproduce weather-that weather is partially chaotic. There has, however, been an implicitly assumed time constant in most climate research (perhaps 30 years or so) beyond which we have by and large assumed that climate is entirely predictable. If this were true then the CPDF of 30-year averages of variables from replicate Earths would have zero variance across an ensemble. If it were not true because of longer timescale modes of climate variability that were not directly forced then 30 year variable averages from replicate Earths would not have zero variance. In this way, the replicate Earth paradigm naturally accommodates both predictable and unpredictable time averages.
Given this somewhat fluid interpretation of the distinction between weather and climate, we now contrast the CPDF that we wish to extract from an ensemble of climate predictions with the Weather PDF (WPDF) that forecasters attempt to infer from ensembles of 1-15 day weather forecasts (Gneiting and Raftery 2005 , and references therein). The WPDF is the distribution of possible weather trajectories over, for example, the next 15 days given the last 3-5 weeks of atmospheric/ocean observations. In terms of replicate Earths, this distribution is defined by the distribution of 1-15 day trajectories of all replicate Earths having the exact same set of (error prone) observations over something like the preceding 3 weeks. In contrast, the CPDF is the distribution of possible 1-1,500 year trajectories of all replicate Earths having the same anthropogenic greenhouse gas and aerosol forcing and approximately the same ocean heat content in the late 19th century. If one were to extend the trajectories of the replicate Earths comprising the WPDF out to climate time scales they would converge to the CPDF as chaotic processes caused the predictability associated with knowledge of recent observations to be lost.
To test how well some ensemble of models approximates the CPDF, one needs a long time series of observations such as the HadCRUT3 data set. In contrast, the ability of an ensemble of model forecasts to approximate the WPDF can be tested with repeated realizations of relatively short time sequences of observations (1-15 days). The transformation process described in this paper could be applied equally well to multi-model ensembles of 1-15 day forecasts as it could to multi-model climate predictions. However, since the time-averaged observations used for the climate application are different to the instantaneous observations used in the weather forecasting application it is possible that some models would receive small weights for the weather forecasting application and large weights for the climate prediction application.
This raises the fact that one not only needs to consider the length of the observational record used to derive the weights (e.g. 15 days for WPDF vs. 30 years for CPDF), but also the degree of time averaging applied to the observations. In our study, we chose to use monthly mean data over a 30 year period. We could equally well have used shorter observation averaging periods such as a week, a day or even 1-h averages. Alternatively, we could have used longer observation averaging periods such as 3 monthly, annual or decadal averages. Further experimentation will be required to determine the sensitivity of weights derived from our method to the observation averaging period. Recalling that the model weights determined by our method are designed to provide a linear combination of models that minimize the distance from observations and noting that high frequency variations in the atmosphere are inherently unpredictable, we speculate that weights from our method will be more sensitive to changes in the length of the observation period (15 day segments vs. 30 year segments) than they would be to the observation time averaging period.
This speculation is based on the fact that by using a relatively small number of ensemble weights to minimize the distance to a very large set of independent observations, the replicate Earth paradigm not only anticipates modelobservation mismatch in perfect models at any time and/or space scale but also ensures that models that accurately capture long time scale trends receive more weight than those that do not. It makes no assumption about a particular time constant that separates weather and climate, only that the partially chaotic natural system has a spread of 'true' outcomes that define the CPDF. Critically though, this interpretation does not imply that models provide little information about the real world. On the contrary, by ameliorating the deleterious effect of correlated model errors on ensemble predictions, it provides a transformed ensemble whose spread better represents our uncertainty in prediction.
To avoid over-fitting the data, one must ensure that the number of observations far exceeds the number of ensemble members for which weights are sought. In our examples, we sought weights for 24 ensemble members.
The number of observations used to estimate these weights was 902,016 and 348 in the global and per-cell examples, respectively. Delsole (2007) found that 22 observations of seasonally averaged temperatures were not sufficient to accurately constrain the weights for a 6 member multimodel ensemble. Doblas-Reyes et al. (2005) found that a weighting method for seven models improved over the simple multi-model mean with 40 years of data, but not with 20 years. A difference between our method and that used by Delsole (2007) and Doblas-Reyes et al. (2005) is that their method is based on the inversion of the outer product of model predictions whereas our method is based on the inversion of the outer-product of model-observation mismatches. The condition number of these matrices is different. If one method gives a very ill-conditioned matrix (a concern of DelSole 2007) and the other does not, it is possible that the numerical accuracy of the inversions of the matrices might differ significantly. Our finding of a significant decrease in mean square error in out of sample tests suggests that we did have a sufficiently large number of observations for our method to usefully constrain the weights-even in the per-cell example.
As noted by Palmer et al. (2008) , an ideal (or more replicate-Earth like) set of models for estimating the CPDF would be a set that could not only be shown to provide a good approximation to the CPDF when compared to long data sets like HadCRUT3 but also be shown to accurately approximate the WPDF when used for short term forecasts. If such a set of quasi-independent models could be obtained then ensemble forecasts like those currently used to define the WPDF could be seamlessly extended forward in time to provide seasonal, annual, decadal and centennial projections. In practice, such ensembles of forecasts will inevitably suffer from dependent model errors and the nature of these dependent model errors will depend on the time scale of the quantities being forecast. In principle, the replicate-Earth transformation presented here could be used to ameliorate the deleterious effects of correlated model errors on ensemble prediction performance at a range of time scales.
We have shown that while error correlation provides a natural choice for a definition of model dependence, the level of error correlation we should expect from independent estimates in an ensemble depends strongly on the ensemble interpretation paradigm to which we subscribe. We introduced the replicate Earth paradigm of interpretation, which assumes the possibility of inherent uncertainty in the climate system at any spatial or temporal scale, and so does not anticipate perfect model-observation matching at any scale. An ensemble of perfect model (or replicate Earths) in this paradigm were shown to have well defined statistical properties that were not present in the CMIP3 ensemble. We then outlined an ensemble transformation process to transform the CMIP3 ensemble to one that did have these properties and showed that this transformed ensemble provided an improved prediction of the distribution of out-of sample observations.
