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Mixing dynamical maps describing open quantum systems can lead from Markovian to non-
Markovian processes. Being surprising and counter-intuitive, this result has been used as argu-
ment against characterization of non-Markovianity in terms of information exchange. Here, we
demonstrate that, quite the contrary, mixing can be understood in a natural way which is fully
consistent with existing theories of memory effects. In particular, we show how mixing-induced
non-Markovianity can be interpreted in terms of the distinguishability of quantum states, system-
environment correlations and the information flow between system and environment.
Introduction. In quantum as well as in classical me-
chanics the isolation of the system of interest is never
perfectly achievable. The effect of external noise or of
the interaction with uncontrolled environmental degrees
of freedom makes the dynamics stochastic. In quan-
tum mechanics the environmental influence appears as
an additional layer of stochasticity, on top of the inher-
ently probabilistic description of any quantum experi-
ment, and cannot be generally described by means of
classical stochastic processes. Quantum processes, which
can be taken as the description of the evolution of an open
quantum system dynamics [1], are described by time de-
pendent collections of completely positive trace preserv-
ing (CPT) maps, called quantum dynamical maps. The
characterization of quantum processes in view of the re-
lationship of these maps at different times, in analogy to
the correlations of a classical process at different times,
which allow to introduce the very definition of Marko-
vian process, is an important and difficult issue due to
the special role of measurement in quantum mechanics.
In recent times a lot of work has been devoted to
the study of quantum non-Markovianity (see e.g. [2–
5]). In particular, a notion of memory for quantum pro-
cesses has been introduced which can be physically in-
terpreted in terms of the flow of information between the
open system and its environment [6, 7]. The informa-
tion flow is defined by means of the behavior in time
of the distinguishability of two open system states and
non-Markovianity is characterized by a non-monotonic
time evolution of the distinguishability. Experimental
control and measurements of non-Markovian quantum
dynamics and of the closely connected impact of initial
system-environment correlations have been reported for
photonic systems [8–14], nuclear magnetic resonance [15],
and trapped ion systems [16, 17].
However, mixing of quantum dynamical maps leads
to new time evolutions, whose Markovianity properties
can be related in a quite counter-intuitive way to the
Markovianity of the original maps [18–23]. In particular
one can consider random mixtures of unitary evolutions
showing up memory effects, so that objections have been
raised about the validity of the interpretation of non-
Markovianity in terms of information flow [24, 25]. On
the contrary, we show in this contribution by means of a
microscopic description that non-Markovianity arising by
mixing is naturally understood in terms of information
flow. This implies in particular that indeed the collection
of quantum dynamical maps giving the reduced system
dynamics allows to properly describe memory effects.
Mixing quantum processes. We consider two quantum
processes given by one-parameter families of quantum
dynamical maps Φ(1)t and Φ
(2)
t with t ≥ 0. A natural
way to construct a new map is to consider the convex
linear combination
Φt = q1Φ(1)t + q2Φ
(2)
t , (1)
where q1,2 ≥ 0 and q1 + q2 = 1. It is easy to show that
Φt is, in fact, a CPT map provided that Φ(1)t and Φ
(2)
t
are CPT maps. The map Φt will be called mixture of the
maps Φ(1)t and Φ
(2)
t . This construction can be extended
to an arbitrary number of dynamical maps Φ(i)t in an
obvious way [26]. To keep the notation simple we will re-
strict here to the case of mixtures of two dynamical maps.
A simple but well-known example of this construction is
obtained by taking all maps Φ(i)t to be unitary transfor-
mations, in this case the resulting mixture Φt is known
as random unitary map [27, 28].
Non-Markovianity. To explain the concept of quan-
tum non-Markovianity to be used in the following [6, 7]
we consider two parties, Alice and Bob. Alice prepares a
quantum system S in one of two states ρ1S , ρ2S with prob-
ability of 1/2 each, and then sends the system to Bob.
It is Bob’s task to figure out by a single measurement
whether the system has been prepared in state ρ1S or ρ2S .
It can be shown that by an optimal strategy Bob can
find the correct state with a maximal success probability
given by
Pmax =
1
2
(
1 +D(ρ1S , ρ2S)
)
, (2)
where
D(ρ1S , ρ2S) =
1
2 ||ρ
1
S − ρ2S || (3)
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2denotes the trace distance of the quantum states. The
trace distance thus represents a measure for the distin-
guishability of quantum states. In these relations it is
assumed that Bob receives the quantum system in states
ρ1S or ρ2S . However, if we assume that Alice prepares her
states as states of an open system S which is coupled
to some environment E, Bob receives instead the states
ρ1S(t) = Φt[ρ1S ] or ρ2S(t) = Φt[ρ2S ], where Φt denotes the
quantum dynamical map describing the evolution of S.
The trace distance of the states available to Bob is then
given by D(ρ1S(t), ρ2S(t)) and, hence, the maximal prob-
ability with which he can correctly identify the state is
given by
PΦmax(t) =
1
2
(
1 + 12 ||Φt[ρ
1
S − ρ2S ]||
)
. (4)
A quantum process given in terms of a family of quan-
tum dynamical maps Φt is defined to be Markovian if
the trace distance D(ρ1S(t), ρ2S(t)) is a monotonically de-
creasing function of time t for all pairs of initial states.
Hence, quantum non-Markovianity is characterized by a
temporal increase of the trace distance for a certain pair
of initial states. Since the trace distance represents a
measure for the distinguishability of quantum states, a
decrease of the trace distance can be interpreted as a
loss of information from the open system S into the en-
vironment E. Correspondingly, any increase of the trace
distance corresponds to a flow of information from the
environment back to the open system which is charac-
teristic of the presence of memory effects. On the basis
of these concepts one can also define a measure for the
degree of non-Markovianity by means of
N (Φ) = max
ρ1,2
S
∫
σ>0
dt σ(t), (5)
where
σ(t) ≡ d
dt
D
(
Φtρ1S ,Φtρ2S
)
. (6)
Thus, N (Φ) quantifies the amount of the total informa-
tion which flows back from the environment into the open
system during the time evolution.
How does this concept of memory effects in quan-
tum mechanics and the associated measure of non-
Markovianity behave under mixing of quantum dynami-
cal maps? It is quite natural to expect that mixing always
makes quantum processes more Markovian. According
to several examples constructed in the literature [20, 22]
this intuitive expectation is false. Indeed, it is even pos-
sible that Φt is non-Markovian although the dynamical
maps Φ(i)t are Markovian, and even represent quantum
dynamical semigroups [26]. Thus, the set of Markovian
processes is not convex and the following questions arise:
How can memory effects emerge through the simple pro-
cess of mixing quantum processes, and how can this be
interpreted in terms of a backflow of information from the
environment to the open system? To discuss these issues
we first design an appropriate microscopic description for
the mixing procedure.
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Figure 1. Scheme of the microscopic interaction leading to the
maps Λt and Φt. In both cases the system state is coupled
to two environments and an ancilla in a fixed state. The map
Λt describes the state of both system and ancilla at time t,
while Φt provides the transformed state of the system only.
Microscopic representation of mixing. We start from
the following representations for the dynamical maps Φ(1)t
and Φ(2)t :
Φ(i)t [ρS ] = TrEi
[
U
(i)
t ρS ⊗ ρEiU (i)†t
]
, i = 1, 2. (7)
These maps act on the density matrices ρS of the state
space of the open system which we denote by S(HS),
where HS is the underlying Hilbert space. For each i,
ρEi is a fixed environmental state taken from the state
space S(HEi) of environment Ei, and the unitary time-
evolution operator U (i)t is taken to be
U
(i)
t = exp(−iHit), (8)
where Hi is the Hamiltonian for the composite system
S+Ei with Hilbert spaceHS⊗HEi . For simplicity we as-
sume the Hamiltonians to be time-independent. The gen-
eralization to time-dependent Hamiltonians is straight-
forward. Finally, TrEi denotes the partial trace over en-
vironment Ei.
Our goal is to develop a microscopic representation
of the time evolution corresponding to the convex linear
combination (1). To this end, we couple our open system
S to the two different environments E1, E2 and, addi-
tionally, to an ancilla system A with a two-dimensional
Hilbert space HA. The Hilbert space of the total system
is thus given by HS ⊗ HE1 ⊗ HE2 ⊗ HA, and the total
system Hamiltonian is taken to be
H = H1 ⊗Π1 +H2 ⊗Π2. (9)
3Here, Hi describes, as above, the coupling between the
open system S and environment Ei, while Πi = |i〉〈i| are
orthogonal rank-one projections corresponding to some
basis |i〉, i = 1, 2, of the ancilla Hilbert space HA. Taking
as initial state of the ancilla system the fixed state
ρA = q1Π1 + q2Π2, (10)
one can introduce a microscopic representation for the
mixture of dynamical maps Eq. (1) which is illustrated
in Fig. 1. Indeed, denoting by Ut = exp(−iHt) the uni-
tary time-evolution operator of the total system, one can
consider the map
Λt[ρS ] = TrE1TrE2
[
UtρS ⊗ ρE1 ⊗ ρE2 ⊗ ρAU†t
]
, (11)
which can be written as [26]
Λt[ρS ] = q1Φ(1)t [ρS ]⊗Π1 + q2Φ(2)t [ρS ]⊗Π2. (12)
Taking the partial trace with respect to the ancilla de-
grees of freedom one obtains from this equation [26]
Φt[ρS ] = TrE1TrE2TrA
[
UtρS ⊗ρE1 ⊗ρE2 ⊗ρAU†t
]
. (13)
Thus, we have shown that any mixture of quantum dy-
namical maps of the form of Eq. (1) admits a microscopic
representation of the form (13) with the help of an addi-
tional ancilla qubit system. To explain the physical inter-
pretation of this construction we consider again the two
parties Alice and Bob. Alice prepares the quantum sys-
tem S in a certain state ρS and sends it to Bob through
quantum channels Φ(i)t with respective probabilities qi.
Thus, Bob receives the states Φ(i)t [ρS ] with correspond-
ing probability qi.
Let us suppose first that Bob has access not only to
the degrees of freedom of S, but also to the degrees of
freedom of the ancilla system A. Bob can then obviously
figure out which channel has acted on the input state ρS .
This is due to the correlations in the system-ancilla state
Λt[ρS ] shown in Eq. (12). In fact, if Bob measures, for
example, Π1 he will find Π1 = 1 with probability q1 and
in this case he knows that the channel Φ(1)t [ρS ] has acted
on the input state. Accordingly, he will get the outcome
Π1 = 0 with probability q2 in which case he knows that
the channel Φ(2)t [ρS ] has acted on the input state. Hence,
the map Λt describes the situation in which Bob does
know the channel which has acted on the input state.
Note that the ancilla represents, essentially, a classical
degree of freedom which does not change in time because
of TrSΛt[ρS ] = ρA, and that the correlations between
system and ancilla are purely classical correlations (no
entanglement and zero quantum discord).
Hence, if Bob has access to the ancilla degree of free-
dom (see Fig. 2) the maximal success probability with
which he can correctly identify the state is given by
pΛmax(t) = q1pΦ
(1)
max(t) + q2pΦ
(2)
max(t). (14)
Employing expression (4) and the general relation [26]
||Λt[X]|| = q1||Φ(1)t [X]||+ q2||Φ(2)t [X]|| (15)
we obtain
pΛmax(t) =
1
2
(
1 + 12 ||Λt[ρ
1
S − ρ2S ]||
)
. (16)
Thus we see that the distinguishability under Λt is equal
to the weighted sum of the distinguishabilities under Φ(1)t
and Φ(2)t . Therefore, if Φ
(1)
t and Φ
(2)
t are Markovian,
then Λt is also Markovian. On the other hand, if Φ(1)t or
Φ(2)t is non-Markovian, then Λt can be Markovian or non-
Markovian, depending on whether or not the increase of
the trace distance under e.g. Φ(1)t is compensated by a
corresponding decrease of the trace distance under Φ(2)t .
In this sense on can say that, in general, Λt is more
Markovian than Φ(1)t and Φ
(2)
t . Formally, this result can
be expressed by the general relation [26]
N (Λ) ≤ q1N (Φ(1)) + q2N (Φ(2)). (17)
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Figure 2. Given a pair of initial states ρ1,2S prepared by Al-
ice, Bob has two different optimal measurement strategies to
discriminate between them for the two maps Λt and Φt. In
particular PΛmax(t) ≥ PΦmax(t) since in the first case Bob can
also access the degrees of freedom of the ancilla.
Non-Markovianity induced by mixing. Let us now sup-
pose that Bob has no access to the ancilla degrees of
freedom and, hence, has no information about whether
the channel Φ(1)t or Φ
(2)
t has been used by Alice. Bob
only knows the corresponding probabilities q1 and q2. In
this situation he has to describe the channel by the con-
vex linear combination (1) since the states he receives are
the statistical mixtures q1Φ(1)t [ρS ]+q2Φ
(2)
t [ρS ]. It follows
that the maximal probability for correct state identifica-
tion by Bob is now given by
PΦmax(t) =
1
2
(
1 + 12 ||Φt[ρ
1
S − ρ2S ]||
)
. (18)
Using Φt = TrA ◦ Λt as well as the fact that the trace
operation is a contraction under the trace norm [29], we
immediately obtain (see also Fig. 2)
PΦmax(t) ≤ PΛmax(t) = q1PΦ
(1)
max (t) + q2PΦ
(2)
max (t). (19)
4According to this inequality the process Φt, in contrast
to the process Λt acting on both system and ancilla de-
gree of freedom, can be non-Markovian even though both
Φ(1)t and Φ
(2)
t are Markovian. In fact, the inequality gives
room for the trace distance under Φt to behave non-
monotonically although the trace distances under Φ(1)t
and Φ(2)t are monotonically decreasing corresponding to
Markovian dynamics. The reason for this is obviously
the partial trace over the ancilla, which leads to a loss
of information about the channel acting on the system
states. Hence, in the case of non-Markovian dynamics
of Φt with Φ(1)t and Φ
(2)
t Markovian the interpretation is
that there is a backflow of information from the ancilla
A to the open system S.
Information backflow analysis. This idea of informa-
tion backflow from the ancilla to the system can be made
more precise as follows. We define the quantities
Iint(t) =
1
2 ||Φt[ρ
1
S − ρ2S ]||, (20)
Iext(t) =
1
2 ||Λt[ρ
1
S − ρ2S ]|| −
1
2 ||Φt[ρ
1
S − ρ2S ]||. (21)
The quantity Iint(t) is the distinguishability in the case
that Bob has no access to the ancilla degrees of free-
dom. This quantity may thus be interpreted as the in-
ternal information, i.e. as the information available if
only access to the open system S is possible. On the
other hand, the quantity Iext(t) is the distinguishability
including the ancilla degrees of freedom minus the dis-
tinguishability without ancilla. Hence, we can interpret
Iext(t) as external information, i.e. as the information
which is gained if one includes the ancilla degrees of free-
dom. Note that Iext(t) ≥ 0 and that Λt=0[ρS ] = ρS ⊗ ρA
from which it follows that Iext(0) = 0. Moreover, we have
TrAΛt[ρS ] = Φt[ρS ] and TrSΛt[ρS ] = ρA which shows
that Φt[ρS ] ⊗ ρA is the product of the marginals of the
state Λt[ρS ]. Now, one can prove the inequality [26],
Iext(t) ≤ D(Λt[ρ1S ],Φt[ρ1S ]⊗ρA)+D(Λt[ρ2S ],Φt[ρ2S ]⊗ρA),
(22)
where the quantity D(Λt[ρS ],Φt[ρS ] ⊗ ρA), representing
the trace distance between the state Λt[ρS ] and the prod-
uct of its marginals, provides a measure for the system-
ancilla correlations in the state Λt[ρS ]. We recall that
these correlations are of purely classical nature.
The inequality (22) shows that the external informa-
tion is bounded from above by the sum of the correlation
measures of the states Λt[ρ1S ] and Λt[ρ2S ]. In particu-
lar, when Iext(t) starts to increase over the initial value
Iext(0) = 0 correlations between the open system and
the ancilla are created. In other words, any nonzero ex-
ternal information implies that there are system-ancilla
correlations which are inaccessible to Bob if he can only
measure the observables of the open system S.
For the interesting special case referred to above,
namely that Φ(1)t and Φ
(2)
t are Markovian while the con-
vex mixture Φt is non-Markovian, the trace distance
1
2 ||Λt[ρ1S −ρ2S ]|| decreases monotonically, so that we have
I˙int(t) + I˙ext(t) ≤ 0. (23)
However, the quantity Iint(t) = 12 ||Φt[ρ1S − ρ2S ]|| must be
a non-monotonic function of time t for a certain pair of
initial states ρ1,2S . Hence, it follows that I˙int(t) > 0 for
certain times t which implies I˙ext(t) < 0, i.e. there is
a nonzero backflow of information from the ancilla into
the open system. This clearly supports our interpreta-
tion of mixing-induced non-Markovianity. We note that
for I˙int(t) < 0 we cannot generally draw any conclusion
about the sign of the external information I˙ext(t) from
inequality (23). This is due to the fact that the open
system can lose information both to the ancilla and to
the environments Ei. Finally, we consider the particu-
larly relevant case of a random mixture of unitary maps.
In this case the trace distance 12 ||Λt[ρ1S−ρ2S ]|| is constant
in time and, hence, the inequality of Eq. (23) actually
becomes an equality, corresponding to the fact that now
the system can lose information only to the ancilla.
Conclusions. We have constructed a microscopic rep-
resentation for a quantum dynamical map arising as a
convex mixture of dynamical maps. Our construction al-
lows to understand the relationship between the Marko-
vianity of the quantum dynamical map obtained by mix-
ing and the Markovianity of the single elements of the
mixture. The analysis shows in particular that coun-
terintuitive behaviours, such as the emergence of non-
Markovianity by mixing Markovian semigroups or uni-
tary dynamics, can be clearly explained and understood
within a consistent characterization of non-Markovianity
in terms of the flow of information between the open sys-
tem and its environment.
The crucial point of our construction is the fact that
the operation of mixing involves an ancilla system which
behaves essentially as a classical degree of freedom, act-
ing as a random number generator which determines the
choice of the quantum channel. It therefore plays a sim-
ilar role as the classical device considered in the seminal
work on quantum correlations [30]. While the reduced
state of the ancilla does not change in time, correlation
between the open system and the ancilla are built up
during the time evolution. Thus, the open system can
exchange information with the ancilla degree of freedom
by virtue of these correlations, and it is this exchange
of information which leads to mixing-induced quantum
non-Markovianity. These results clearly reinforce the
physical motivation underlying the description of quan-
tum memory in terms of distinguishability of quantum
states, system-environment correlations and information
flow between system and environment.
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5Appendix A: Proofs
1. Proof of Eqs. (12) and (13)
In order to prove Eq. (12) of the main text we start
from the definition
Λt[ρS ] = TrE1TrE2
[
UtρS ⊗ ρE1 ⊗ ρE2 ⊗ ρAU†t
]
. (A1)
Note that this is a CPT map
Λt : S(HS)→ S(HS ⊗HA). (A2)
Since Π1Π2 = 0 we can split the unitary time-evolution
operator as
Ut = e−iHt = e−iH1Π1te−iH2Π2t. (A3)
Using also Eq. (10) of the main text we find
Λt[ρS ] = q1TrE1TrE2
[
UtρS ⊗ ρE1 ⊗ ρE2 ⊗Π1U†t
]
+ q2TrE1TrE2
[
UtρS ⊗ ρE1 ⊗ ρE2 ⊗Π2U†t
]
= q1TrE1TrE2
[
U
(1)
t ρS ⊗ ρE1 ⊗ ρE2 ⊗Π1U (1)†t
]
+ q2TrE1TrE2
[
U
(2)
t ρS ⊗ ρE1 ⊗ ρE2 ⊗Π2U (2)†t
]
= q1TrE1
[
U
(1)
t ρS ⊗ ρE1U (1)†t
]⊗Π1
+ q2TrE2
[
U
(2)
t ρS ⊗ ρE2U (2)†t
]⊗Π2. (A4)
Employing Eq. (7) of the main text we can rewrite this
as
Λt[ρS ] = q1Φ(1)t [ρS ]⊗Π1 + q2Φ(2)t [ρS ]⊗Π2 (A5)
which proves Eq. (12) of the main text. Tracing over the
ancilla degree of freedom we find
TrAΛt[ρS ] = q1Φ(1)t [ρS ] + q2Φ
(2)
t [ρS ]
= Φt[ρS ] (A6)
= TrE1TrE2TrA
[
UtρS ⊗ ρE1 ⊗ ρE2 ⊗ ρAU†t
]
,
which proves Eq. (13) of the main text.
2. Proof of Eq. (15)
To prove Eq. (15) of the main text we start from
Λt[X] = q1Φ(1)t [X]⊗Π1 + q2Φ(2)t [X]⊗Π2, (A7)
where X is any system operator. Note that the operators
Φ(1)t [X]⊗Π1 and Φ(2)t [X]⊗Π2 have orthogonal support
in HS ⊗HA and, hence, we have
||Λt[X]|| = q1||Φ(1)t [X]⊗Π1||+ q2||Φ(2)t [X]⊗Π2||. (A8)
Using ||A ⊗ B|| = ||A|| · ||B|| and ||Π1,2|| = 1 we obtain
Eq. (15) of the main text.
3. Proof of Eq. (17)
To prove Eq. (17) of the main text we use the definition
of the non-Markovianity measure for the map Λt:
N (Λ) = max
ρ1,2
S
∫
σΛ>0
dt σΛ(t), (A9)
where
σΛ(t) ≡ 12
d
dt
||Λt[ρ1S − ρ2S ]||. (A10)
Let ρ1,2S be an optimal state pair for which the maximum
in Eq. (A9) is attained. Then we can write
N (Λ) =
∫
σΛ>0
dt σΛ(t). (A11)
Using Eq. (15) of the main text we get
σΛ(t) = q1σ1(t) + q2σ2(t), (A12)
where
σi(t) ≡ 12
d
dt
||Φ(i)t [ρ1S − ρ2S ]||. (A13)
Thus, we find
N (Λ) = q1
∫
σΛ>0
dt σ1(t) + q2
∫
σΛ>0
dt σ2(t). (A14)
Now, we have∫
σΛ>0
dt σ1(t) ≤
∫
σ1>0
dt σ1(t). (A15)
This is due to the fact that the integration on the right-
hand side is extended over all regions in which the func-
tion σ1(t) is positive and, hence, the integral on the right-
hand side is larger or equal to the integral of σ1(t) over
any other region, in particular over the region given by
σΛ(t) > 0. Moreover, we obtain directly from the defini-
tion of quantum non-Markovianity that∫
σ1>0
dt σ1(t) ≤ N (Φ(1)). (A16)
Together with (A15) this yields∫
σΛ>0
dt σ1(t) ≤ N (Φ(1)). (A17)
In the same manner we obtain∫
σΛ>0
dt σ2(t) ≤ N (Φ(2)). (A18)
Using Eqs. (A17) and (A18) in Eq. (A14) we finally get
the desired result:
N (Λ) ≤ q1N (Φ(1)) + q2N (Φ(2)). (A19)
64. Proof of Eq. (22)
To prove Eq. (22) of the main text we start from the
definition
Iext(t) =
1
2 ||Λt[ρ
1
S − ρ2S ]|| −
1
2 ||Φt[ρ
1
S − ρ2S ]||. (A20)
Since ρA ∈ S(HA) has unit trace norm we have
||Φt[ρ1S − ρ2S ]|| = ||Φt[ρ1S − ρ2S ]⊗ ρA||. (A21)
Using the triangular inequality for the trace norm,∣∣∣||A|| − ||B||∣∣∣ ≤ ||A−B||, (A22)
we obtain
Iext(t) ≤ 12 ||Λt[ρ
1
S − ρ2S ]− Φt[ρ1S − ρ2S ]⊗ ρA||
= 12 ||(Λt[ρ
1
S ]− Φt[ρ1S ]⊗ ρA)
−(Λt[ρ2S ]− Φt[ρ2S ]⊗ ρA)||. (A23)
Employing the triangular inequality
||A−B|| ≤ ||A||+ ||B|| (A24)
we finally get Eq. (22) of the main text:
Iext(t) ≤ 12 ||Λt[ρ
1
S ]− Φt[ρ1S ]⊗ ρA||
+12 ||Λt[ρ
2
S ]− Φt[ρ2S ]⊗ ρA||. (A25)
Appendix B: MIXING QUANTUM PROCESSES
For simplicity, the presentation of the main text has
been restricted to the mixing of two dynamical maps.
Our results can easily be generalized to an arbitrary num-
ber n of dynamical maps Φ(i)t , where i = 1, 2, . . . , n. The
convex mixture of such maps is defined by
Φt =
n∑
i=1
qiΦ(i)t , (B1)
where qi is a probability distribution, i.e. qi ≥ 0 and∑
i qi = 1. In order to construct the corresponding mi-
croscopic representation we take an ancilla A with n-
dimensional Hilbert space HA. Introducing an orthonor-
mal basis |i〉 in this space we define rank-one projection
operators Πi = |i〉〈i| and a fixed initial state of the ancilla
system
ρA =
n∑
i=1
qiΠi. (B2)
The Hamiltonian of the total system is taken to be
H =
n∑
i=1
Hi ⊗Πi, (B3)
where Hi describes the interaction of the open system
S with environment Ei. The time evolution operator
factorizes,
Ut = exp(−iHt) =
n∏
i=1
exp(−iHiΠit), (B4)
because of ΠiΠj = δijΠi. The map defined by
Λt[ρS ] = TrE1 ...TrEn
[
UtρS ⊗ ρE1 ⊗ . . .⊗ ρEn ⊗ ρAU†t
]
(B5)
can thus be written as
Λt[ρS ] =
n∑
i=1
qiΦ(i)t [ρS ]⊗Πi. (B6)
Taking the partial trace over the ancilla degrees of free-
dom we find
TrAΛt[ρS ] =
n∑
i=1
qiΦ(i)t [ρS ]
= Φt[ρS ] (B7)
= TrE1 ...TrEnTrA
[
UtρS ⊗ ρE1 . . . ρEn ⊗ ρAU†t
]
which is the desired microscopic representation of the
mixture Φt analogous to Eq. (13) of the main text.
Appendix C: GENERALIZED
NON-MARKOVIANITY
In the main text we have used the concept of quantum
non-Markovianity based on the trace distance which rep-
resents a measure for the distinguishability of quantum
states ρ1S and ρ2S prepared with equal probabilities of 1/2.
Recently, this concept of non-Markovianity has been ex-
tended to include the case that ρ1S and ρ2S are prepared
with different probabilities p1 and p2 [4, 7]. It can be
shown that by an optimal strategy Bob can now distin-
guish the states with a maximal probability given by
PΦmax(t) =
1
2 (1 + ||Φt[∆]||) , (C1)
where
∆ = p1ρ1S − p2ρ2S (C2)
is the Helstrom matrix [31]. Consequently, the general-
ized measure of non-Markovianity is defined by means
of
N˜ (Φ) = max
pi,ρiS
∫
σ˜>0
dt σ˜(t), (C3)
where
σ˜(t) ≡ d
dt
||Φt[∆]||. (C4)
7The discussion presented in the main text can be gen-
eralized straightforwardly to this more general notion
of quantum non-Markovianity. For example, it can be
shown that Eq. (17) of the main text becomes
N˜ (Λ) ≤ q1N˜ (Φ(1)) + q2N˜ (Φ(2)), (C5)
while Eq. (22) of the main text now takes the form
Iext(t) ≤ p1||Λt[ρ1S ]− Φt[ρ1S ]⊗ ρA||
+p2||Λt[ρ2S ]− Φt[ρ2S ]⊗ ρA||, (C6)
where Iext(t) ≡ ||Λt[∆]|| − ||Φt[∆]||.
Appendix D: EXAMPLES
1. Non-Markovian mixtures of semigroups
For a qubit system consider for k = 1, 2 the maps
Φ(k)t [ρS ] = µk(t)ρS + (1− µk(t))
∑
j=0,1
QjρSQj , (D1)
where Qj = |j〉〈j| are the projections onto the eigen-
states of the operator σz for the system and the complex
coefficients µk(t) are given by
µk(t) = e−(γk+iλk)t. (D2)
These maps describe pure dephasing of the qubit, obey-
ing a Markovian semigroup dynamics with Hamiltonian
contribution (λk/2)σz, and a single Lindblad operator σz
with corresponding rate γk. Considering a convex mix-
ture of Φ(1)t and Φ
(2)
t as in Eq. (1) of the main text one
has that coherences evolve as
〈1|ρS(t)|0〉 = k(t)〈1|ρS |0〉, (D3)
where
k(t) = q1µ1(t) + q2µ2(t). (D4)
The distinguishability of an optimal pair of states (a pair
of states for which the maximum in Eq. (5) of the main
text is attained) is given by the modulus of k(t),
|k(t)| (D5)
=
√
q21e
−2γ1t + q22e−2γ2t + 2q1q2e−(γ1+γ2)t cos(∆λt).
For the case ∆λ=λ2 − λ1 6= 0 this distinguishability can
indeed exhibit a non-monotonic behavior, correspond-
ing to a backflow of information, even though both Φ(1)t
and Φ(2)t describe a Markovian dynamics. Examples are
shown in Fig. 3 and Fig. 4. Note in particular that for
the special case γ1 = γ2 = 0 one recovers an example of
random unitary map.
Figure 3. The distinguishability (D5) of optimal state pairs
as a function of time. In these graphs λ1 = 2pi and λ2 = 0.
Figure 4. The distinguishability (D5) of optimal state pairs
as a function of time for λ1 = 2pi and λ2 = 0, in the case
γ1 = γ2 = 0 corresponding to a random unitary map.
2. Information flow analysis
To further illustrate the dynamics let us consider equal
weights q1 = q2 = 1/2 in the convex mixture of dynami-
cal processes, so that Φt is simply given by the average of
Φ(1)t and Φ
(2)
t . We choose γ1 = γ2 = 1/3 and λ1 = pi/2,
8λ2 = 0 and, as initial states, the orthogonal pair of states
ρ1S =
IS + σ2S
2 , ρ
2
S =
IS − σ2S
2 , (D6)
which evolve in the equatorial plane of the Bloch sphere.
In Figs. 5 and 6 we visualize the dynamics under the
various maps and how the mixing process leads to non-
Markovian dynamics.
Figure 5. Dynamics of the initial states (D6) under the maps
Φ(1)t , Φ
(2)
t and Φt. The thin lines show the trajectories of
the states, while the bold straight lines represent the trace
distance at the given time. The semigroups Φ(1)t and Φ
(2)
t
yield a monotonically decreasing distinguishability, while we
obtain revivals of the distinguishability for the convex mixture
Φt = 12 [Φ
(1)
t + Φ
(2)
t ]. In fact, the value of distinguishability
decreases and reaches zero for t = 2, as Φt=2[ρ1S ] = Φt=2[ρ2S ],
and then grows back to positive values at later times.
Figure 6. Visualization of the dynamics of the initial pair of
states (D6), together with their trace distance under the maps
Φ(1)t , Φ
(2)
t and Φt. As in Fig. 5 we indicate the trace distance
by straight bold lines at times t = 0, 1, 2, 3.
Let us analyze the flow of information by means of the
quantities (see Eqs. (20) and (21) of the main text)
Iint(t) =
1
2 ||Φt[ρ
1
S − ρ2S ]||, (D7)
Itot(t) = Iint(t) + Iext(t) =
1
2 ||Λt[ρ
1
S − ρ2S ]||. (D8)
For the choice (D6) the internal information is given by
|k(t)| which reads in this specific case
Iint(t) = e−t/3| cos(pit/4)|, (D9)
while using Eq. (15) of the main text we obtain
Itot(t) =
1
2 ||Φ
(1)
t [ρ1S − ρ2S ]||+
1
2 ||Φ
(2)
t [ρ1S − ρ2S ]||
= 12e
−γ1t + 12e
−γ2t = e−t/3. (D10)
These expressions are plotted in Fig. 7.
Figure 7. Internal and total information as functions of time.
The internal information (D9) oscillates and is bounded by
the total information (D10). Note the decrease of the total
information, signalling the loss of information towards the dis-
sipative environments generating the single semigroups Φ(1)t
and Φ(2)t .
Finally, we consider the external information
Iext(t) = Itot(t)− Iint(t)
= e−t/3 [1− | cos(pit/4)|] . (D11)
This quantity satisfies inequality (22) of the main text:
Iext(t) ≤ D(Λt[ρ1S ],Φt[ρ1S ]⊗ρA)+D(Λt[ρ2S ],Φt[ρ2S ]⊗ρA).
(D12)
In the present case the right-hand side of this inequality
is found to be (see Sec. D 3)
D(Λt[ρ1S ],Φt[ρ1S ]⊗ ρA) +D(Λt[ρ2S ],Φt[ρ2S ]⊗ ρA)
= e−t/3| sin(pit/4)|. (D13)
Inequality (D12) is illustrated in Fig. 8.
9Figure 8. Illustration of inequality (D12). Note that the
bound for the external information (D11) is tight, as the
equality sign in (D12) holds whenever cos(pit/2) = ±1.
3. Proof of Eq. (D13)
Lemma. Suppose we have a bipartite Hilbert space
HS ⊗ HA, a probability distribution {qi}, a collection
of statistical operators {ρiS} on HS , and a collection of
orthogonal projections {Πi} onHA, where i = 1, 2, . . . , n.
Then, for composite states of the form
ρSA =
∑
i
qiρ
i
S ⊗Πi (D14)
the trace distance between the state and the product of
its marginals obeys the bound
D(ρSA, ρS ⊗ ρA) ≤ 2
∑
i>j
qiqjD(ρiS , ρ
j
S), (D15)
which is saturated for the case n = 2
D(ρSA, ρS ⊗ ρA) = 2q1q2D(ρ1S , ρ2S). (D16)
Proof. Orthogonality of the projections leads to the fol-
lowing identities
D(ρSA, ρS ⊗ ρA) = D(
∑
i
qiρ
i
S ⊗Πi,
∑
j
qjρ
j
S ⊗
∑
i
qiΠi)
= 12‖
∑
i
qiρ
i
S ⊗Πi −
∑
i,j
qjqiρ
j
S ⊗Πi‖
= 12‖
∑
i
qi{(1− qi)ρiS −
∑
j 6=i
qjρ
j
S} ⊗Πi‖
= 12
∑
i
qi‖(1− qi)ρiS −
∑
j 6=i
qjρ
j
S‖
= 12
∑
i
qi‖
∑
j 6=i
qj(ρiS − ρjS)‖. (D17)
For n = 2 a single term remains and we have the identity
D(ρSA, ρS ⊗ ρA) = 2q1q2D(ρ1S , ρ2S), (D18)
for the general case the triangular inequality implies
D(ρSA, ρS ⊗ ρA) ≤ 2
∑
i>j
qiqjD(ρiS , ρ
j
S), (D19)
which proves the lemma.
Using Eq. (D18) for q1 = q2 = 1/2 we find
D(Λt[ρ1S ],Φt[ρ1S ]⊗ ρA) +D(Λt[ρ2S ],Φt[ρ2S ]⊗ ρA)(D20)
= 12D(Φ
(1)
t [ρ1S ],Φ
(2)
t [ρ1S ]) +
1
2D(Φ
(1)
t [ρ2S ],Φ
(2)
t [ρ2S ]).
Because of the symmetric time evolution of ρ1S and ρ2S
under Φ(1)t and Φ
(2)
t (see Figs. 5 and 6) we have
D(Φ(1)t [ρ1S ],Φ
(2)
t [ρ1S ]) = D(Φ
(1)
t [ρ2S ],Φ
(2)
t [ρ2S ]) (D21)
and thus
D(Λt[ρ1S ],Φt[ρ1S ]⊗ ρA) +D(Λt[ρ2S ],Φt[ρ2S ]⊗ ρA)
= D(Φ(1)t [ρ1S ],Φ
(2)
t [ρ1S ]). (D22)
The trace distance D(Φ(1)t [ρ1S ],Φ
(2)
t [ρ1S ]) is easily found
to be given by the expression
D(Φ(1)t [ρ1S ],Φ
(2)
t [ρ1S ]) = e−t/3| sin(pit/4)|. (D23)
Substituting this into Eq. (D22) we obtain Eq. (D13).
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