This paper proposes new tests of conditional independence of two random variables given a single-index involving an unknown finitedimensional parameter. The tests employ Rosenblatt transforms and are shown to be distribution-free while retaining computational convenience. Some results from Monte Carlo simulations are presented and discussed.
1. Introduction. Suppose that Y and Z are random variables, and let λ θ (X) be a real function of a random vector X indexed by a parameter θ ∈ Θ ⊂ R d . The function λ θ (·) is known up to θ ∈ Θ. For example, we may consider λ θ (X) = h(X ⊤ θ) for some known function h. Suppose that an estimable parameter θ 0 ∈ Θ is given. This paper proposes a distribution-free method of testing conditional independence of Y and Z given λ θ 0 (X), Y ⊥ ⊥ Z|λ θ 0 (X).
(1) When Y and Z are conditionally independent given λ θ 0 (X), it means that "learning the value of Z does not provide additional information about Y , once we know λ θ 0 (X)" [Pearl (2000) , page 11]. Hence conditional independence is a central notion in modeling causal relations, and its importance in graphical modeling is widely known [e.g., Lauritzen (1996) , Pearl (2000) ]. In the literature of program evaluations, testing conditional independence of the observed outcome and the treatment decision given observed covariates can serve as testing lack of treatment effects under the assumption of strong ignorability [Heckman, Ichimura and Todd (1997) ]. Conditional independence is, sometimes, a direct implication of economic theory. For example, in the literature of insurance, the presence of positive conditional dependence between coverage and risk is known to be a direct consequence of
for all (y, z) in the support of (Y, Z). The notation "wp 1" means that the statement holds with probability one with respect to the distribution of U . Certainly, this hypothesis is equivalent to (1) with probability one because F 0 (·) is continuous.
Throughout the paper, the norm · ∞ represents the sup norm, · , the Euclidean norm and · P,p , the L p (P )-norm. Let B(θ 0 , δ) ≡ {θ ∈ Θ : θ − θ 0 ≤ δ}. DefineỸ ≡ F Y |U (Y |U ) andZ ≡ F Z|U (Z|U ), then (Z, U ) is distributed as the joint distribution of two independent uniform [0, 1] random variables, and so is (Ỹ , U ), if (Z, λ 0 (X)) and (Y, λ 0 (X)) are continuous [Rosenblatt (1952) ]. The transform of (Z, λ 0 (X)) into (Z, U ) is called the Rosenblatt transform, due to Rosenblatt (1952) . Let f Y |Z,θ (y|z, λ 1 ,λ 0 ) be the conditional density ofỸ given (Z, λ θ (X), λ 0 (X)) = (z,λ 1 ,λ 0 ) with respect to a σ-finite conditional measure. We also define f Z|Y,θ (z|y,λ 1 ,λ 0 ) similarly by interchanging the roles ofỸ andZ.
Assumption 1. (i) (Y, Z, λ 0 (X)) is continuous.
(ii) For some δ > 0, (a) λ θ (·), θ ∈ B(θ 0 , δ), is uniformly bounded and Lipschitz in θ, that is, for any θ 1 , θ 2 ∈ B(θ 0 , δ),
for some C > 0 and (b) λ θ (X) is continuous, having a density function bounded uniformly over θ ∈ B(θ 0 , δ). (iii) For some δ > 0, f Z|Y,θ (z|y, ·,λ 0 ) and f Y |Z,θ (y|z, ·,λ 0 ) are continuously differentiable with derivatives bounded uniformly over (y, z,λ 0 , θ) ∈ [0, 1] 2 × R × B(θ 0 , δ).
Later in the paper (Section 4), we deal with the case where either Y or Z is discrete. The uniform boundedness condition in (ii) is innocuous, because by choosing a strictly increasing function Φ on [0, 1], we can redefine λ ′ θ = Φ • λ θ . The Lipschitz continuity in θ can be made to hold by choosing this Φ appropriately. The absolute continuity condition in (ii)(b) is satisfied in particular when λ θ (X) = h(X ⊤ θ) with a continuous, strictly increasing function h and X ⊤ θ is continuous.
Define
. For a class of functions β u (·), u ∈ [0, 1], consider the following null hypothesis:
The lemma below establishes that under Assumption 1(i), and an appropriate condition for β u , the null hypothesis in (2) and the null hypothesis in (3) are equivalent. The result relies on Lemma 1 of Bierens (1990) . Then, the hypothesis in (2) and the hypothesis in (3) are equivalent.
Proof. It is easy to see that the conditional independence (2) implies (3). We prove the converse. First, we show that the conditional independence ofỸ andZ given U implies (2). Suppose that this conditional independence holds. Letỹ = F Y |U (y|U ) andz = F Z|U (z|U ) for brevity. Write P {Ỹ ≤ỹ,Z ≤z|U } = P {Ỹ ≤ỹ,Z ≤z, Y ≤ y, Z ≤ z|U }
Following Angus (1994) , the second probability on the right-hand side is bounded by
because conditional on U = u, the event in the last probability is contained in the event of Y lying in the interior of an interval of constancy of F Y |U (·|u). The conditional probability measure of this event is certainly zero. Similarly, the last two probabilities in (5) can also be shown to be zero. If Y ≤ y and Z ≤ z, thenỸ ≤ỹ andZ ≤z. Therefore, we obtain from (5) that
Using a similar argument, we can also obtain that P {Y ≤ y|U } = P {Ỹ ≤ỹ|U } =ỹ and
becauseỸ is uniformly distributed on [0, 1] and independent of U , and so isZ. Conditional independence ofỸ andZ given U implies (2) through (6) and (7). Now, we show that (3) implies conditional independence ofỸ andZ given
By Lemma 1 of Bierens (1990) [see also Stinchcombe and White (1998) , page 4], f (t 1 , t 2 |U ) = 1{(t 1 , t 2 ) ∈ [0, 1] 2 }, a.e., for almost every (t 1 , t 2 ) ∈ [0, 1] 2 , yielding conditional independence ofỸ andZ given U .
The condition for β u (·) in Lemma 1 is explained in Stinchcombe and White (1998) . For example, the choice of β u (U ) = 1{U ≤ u} or β u (U ) = exp(U u) satisfies this condition [see Bierens (1990) , Lemma 1, for the latter choice]. From now on, we assume that β u (·) satisfies the condition in Lemma 1 and focus on the null hypothesis in (3). This condition for β u (·) is not used for the weak convergence theory in Theorem 1 below.
(ii) F Y |U (y|·) and F Z|U (z|·) are twice continuously differentiable with derivatives bounded uniformly over (z, y) ∈ R 2 . Assumption 2(i) is very weak and satisfied by most functions used in the literature. This flexibility in choosing the class β u is important because the choice of β u plays a significant role in determining the asymptotic power properties of the test in general. Assumption 2(ii) is analogous to Condition A(i) in Theorem 2.1 of Stute and Zhu (2005) or A2 of Delgado and González Manteiga (2001) on page 1475. 
are i.i.d. from P . We also assume that the parameter θ 0 is identified from data and estimable. For example, in the literature of program evaluations, this assumption is satisfied because the parameter θ 0 constitutes the singleindex in the propensity score. Letθ be a consistent estimator of θ 0 , and definê
where F n,θ,i (λ) ≡ 1 n−1 n j=1,j =i 1{λθ(X j ) ≤λ}, and
where
is a kernel function and h is the bandwidth parameter. We similarly defineF Z|U,i (z|u). As for the estimatorθ, the kernel and the bandwidth, we assume the following.
(ii) (a) K is symmetric, nonnegative, twice continuously differentiable, has a compact support, and
(b) h = Cn −s with 1/6 < s < 1/4 for some C > 0.
Whenθ is an M -estimator, the rate of convergence in (i) can be obtained following the procedure of Theorem 3.2.5 of van der Vaart and Wellner (1996) . The estimation method of θ 0 depends on a further specification of the testing environment. For example, the conditioning variable λ θ (X i ) may originate from the nonlinear regression model,
case is well known in the literature [see, e.g., van de Geer (2000) ]. Assumption 3(ii)(a) is used by Stute and Zhu (2005) . Unlike their procedure, the bandwidth condition in (b) does not require undersmoothing. Define the infeasible and feasible processes
In the following, we establish weak convergence of both processes. The main complication is that the condition for β u (Assumption 2) is too weak to resort Vaart and Wellner (1996) 
Theorem 1. Suppose that Assumptions 1-3 hold. Then the following holds:
, both under H 0 in (3) and under Pitman local alternativesP n such that for some functions a j : [0, 1] 
, where ν is a centered Gaussian process whose covariance kernel is given by
The asymptotic representation in (i) shows an interesting fact thatν n (r) is asymptotically equivalent to ν n (r). Remarkably, the estimation error inθ does not play a role in shaping the asymptotic distribution of the procesŝ ν n (r). This finding is analogous to what Stute and Zhu (2005) found in the context of testing a single-index restriction.
Based on the result in Theorem 1, we can construct a test statistic
by taking a continuous functional Γ. For example, in the case of two sided tests, we may take
The first example is of Kolmogorov-Smirnov-type and the second one is of Cramér-von Mises-type. Asymptotic unbiasedness for these tests against √ n-converging local alternatives can be established using Anderson's lemma.
In the case of one-sided tests, we may take
The asymptotic properties of the tests follow from Theorem 1. Indeed, under H 0 ,
This test is distribution-free, as the limiting distribution of Γν does not depend on the data generating process under H 0 .
3. Bootstrap tests. The tests introduced so far are distribution-free, but, in many cases, it is not known how to simulate the Gaussian process ν. In this section, we suggest a wild bootstrap method in a spirit similar to Delgado and González Manteiga (2001) [see also, among others, Härdle and Mammen (1993) , Stute, González Manteiga and Quindimil (1998) 
For example, one can take ω i,b with a two-point distribution assigning masses (
The bootstrap empirical process ν * n,b (r) is similar to those proposed by Delgado and González Manteiga (2001) . Given a functional Γ, we can define bootstrap test statistics T * n,b = Γν * n,b , b = 1, . . . , B. An α-level critical value is approximated by c α,n,B = inf{t :
Let F Γν be the distribution of Γν and let F * T * n denote the conditional distributions of bootstrap test statistics T * n . Define d(·, ·) to be a distance metrizing weak convergence on the real line. [For an introductory exposition about the weak convergence of bootstrap empirical processes, see Giné (1997) ]. The weak convergence follows eventually as a consequence of the almost sure multiplier CLT of Ledoux and Talagrand (1988) .
Theorem 2. Suppose that the conditions of Theorem 1 hold under H 0 in (3). Then under H 0 ,
The wild bootstrap procedure is easy to implement. In particular, one does not need to re-estimate θ 0 or (Z i ,Ỹ i ) using each bootstrap sample. It is worth noting that this desirable property is made possible by our transforming the test into a distribution-free one.
4. Discrete random variables. The development so far has assumed that Y and Z are continuous random variables. In many important applications of conditional independence, either Y or Z is discrete, or more often, binary. For example, in the literature of program evaluations, the conditional independence restriction involves a binary variable representing the incidence of treatment.
From now on, we assume that Y is continuous and Z is discrete, taking values from a known, finite set Z. We introduce (Ỹ , U ) as before. Define p z (U ) = P {Z = z|U } for z ∈ Z. Similarly as in Lemma 1, we can show that the null hypothesis in (2) is equivalent to
) is continuous and β u satisfies approximate conditions similarly as in Lemma 1. We substitute the following for Assumption 1.
and consider the following process: for (u, y, z)
, whereŶ i andÛ i are as defined before.
Theorem 3. Suppose that Assumptions 1D, 2 and 3 hold. Furthermore, the conditions for K and h used forp z,i (·) are the same as Assumption 3(ii).
whereν is a centered Gaussian process whose covariance kernel is given by
Theorem 3 shows that we can generate distribution-free tests based on ν n . Test statistics are constructed using an appropriate functional Γ: for example,
When the Gaussian processν can be simulated, asymptotic critical values can be read from the distribution of Γν. When this is not possible or difficult, one may consider the following bootstrap procedure. Take ω i,b as in Section 4. Define the bootstrap process
We construct the bootstrap test statisticsT * n,b = Γν * n,b , b = 1, . . . , B, using an appropriate functional Γ.
Theorem 4. Suppose that the conditions of Theorem 3 hold. Then under
5. Simulation studies.
Conditional independence between continuous variables. We sampled
We first consider the finite sample size properties of the bootstrap tests. For this purpose, Y i 's were generated as follows:
where ε i ∼ N (0, 1) and Φ denotes the standard normal c.d.f. All the DGPs allow Y i to depend on Z i , but only through X i , and hence belong to the null hypothesis. The DGPs admit different types of nonlinearity in X i . We focus on two types of bootstrap-based tests: one with β u (U ) = 1{U ≤ u} (denoted "Ind." in the tables) and the other with β u (U ) = exp(U u) (denoted "Exp." in the tables). Nonparametric estimations in the Rosenblatt transforms were done using kernel estimation with the kernel K(u) = (15/16)(1 − u 2 ) 2 1{|u| ≤ 1}. The bandwidths forŶ i andẐ i were chosen to be the same, being equal to h = cn −1/5 with c ranging in {0.25, 0.5, 1, 2}. In constructing Kolmogorov-Smirnov tests, we used 10 3 equal-spaced grid points in [0, 1] 3 . The bootstrap Monte Carlo simulation number and the Monte Carlo simulation number for the whole procedure were set to be 2000. The sample size was equal to 100.
Finite sample sizes are reported in Table 1 . The rejection probabilities are overall stable over different choices of bandwidths for all the tests, although they are slightly more sensitive to the bandwidth choices in the case of higher correlation between X i and Z i (corresponding to a = 0.5).
As for the power properties of the tests, we consider the following four data generating processes: 
The results are presented in Table 2 . We report the results for the nominal level of 5%. The sample sizes were again 100. For all the cases considered, increasing the correlation between X i and Z i (changing a from 0.2 to 0.5) decreases the rejection probabilities. This makes sense because as X i and Z i become more dependent, the DGP becomes closer to the null hypothesis. While the rejection probabilities under DGPs B1 and B2 are reasonably high, the rejection probabilities are much higher in the case of DGP B2 than in the case of DGP B1. In the case of DGP B1, Y i is monotone both in X i and Z i , and Z i is linear in X i . Hence conditional on X i , the presence of the term involving Z i in the regression model is harder to detect than in the case of DGP B2 where Y i is not monotone in Z i . The results are similar regardless of whether we use β u (U ) = exp(U u) or β u (U ) = 1{U ≤ u} in constructing test statistics. However, interestingly, when the roles of X i and Z i are interchanged as in DGP B3, the tests have very weak power. In simulation studies which are not reported here, we found that the empirical power of the tests was around 75%-95% when the component involving Z i in DGP B3 was taken to be sin(5Z i ) or cos(5Z i ) and a was set to be 0.2. Hence, while the type of nonlinearity between Y i and X i plays a crucial role for power properties, the properties also significantly hinge on how Z i is related to Y i .
Under DGP B4, the rejection probabilities are reasonably high. It is also interesting to observe that under DGP B4, the power properties are significantly better for the choice of β u (U ) = exp(U u) than for the choice of β u (U ) = 1{U ≤ u}. This result illustrates the fact that the choice of β u (U ) often plays a significant role in determining the power properties of the test.
5.2. Conditional independence with binary Z i . Tests of conditional independence in the case of binary Z i can be used for program evaluations. For example, suppose Z i is the binary decision of an individual's treatment which depends on the single index of covariates,
is a testable implication of the absence of treatment effects under the strong ignorability assumption. In the simulation study, we specified the index as λ θ 0 (X i ) = 0.5 × (θ 00 + θ 01 X 1i + θ 02 X 2i ), where
Here θ 01 = θ 02 = 1 and θ 00 = 0. The treatment decision Z i was modeled as
First, we discuss size properties of the bootstrap tests based on β u (U ) = exp(U u) and on β u (U ) = 1{U ≤ u}. For a specification of the null hypothesis, the variable Y i was specified as DGP C:
For the construction of the test statistic, we first estimated θ 0 using the MLE to obtainθ. Using this estimatorθ, we constructedÛ i . And then we obtainedp z,i (Û i ) andŶ i using kernel estimation with the kernel K(u) = (15/16)(1 − u 2 ) 2 1{|u| ≤ 1} as before. As for taking the Kolmogorov-Smirnov functional, we used 20 2 equal-spaced grid points in [0, 1] 2 . The results are presented in Table 3 . The number h 1 represents the bandwidth forp z,i (Û i ) and h 2 forŶ i . The size properties of the tests are fairly good. The rejection probabilities are mostly close to the nominal level, despite the fact that the test statistics involve a multiple number of nonparametric estimators and an empirical probability integral transform and that the sample size is only 100. The performance of the tests is quite stable over the bandwidth choices and is good regardless of the choice of β u (U ) = exp(U u) or β u (U ) = 1{U ≤ u}.
Let us turn to the power properties of the tests. For this, the following specifications in the alternative hypothesis were used: 
In the example of program evaluations, the second term, κs(Z i , X 1i , X 2i ), accounts for the path the treatment decision affects the outcome Y i after conditioning on λ θ 0 (X i ). This term involves Z i and the covariate vector X i nonlinearly. The number κ was chosen from {0.5, 1}. The rejection probabilities under the alternative hypothesis are presented in Tables 4 and 5 . The rejection probabilities against the alternatives DGP D1 are fairly good. It is interesting to note that the rejection probabilities depend on the choice of bandwidths. The performance is almost the same for the choice of β u (U ) = exp(U u) or β u (U ) = 1{U ≤ u}.
The numbers in Table 4 show an interesting result that the bandwidth choice forp z,i (Û i ) is more important for the power property of the test than the bandwidth forŶ i . When there is more smoothing in the estimation ofp z,i (Û i ) within the range of bandwidths considered, the rejection probability improves. However, the rejection probabilities are not as sensitive to the bandwidth choices forŶ i . Similar observations are made for the case with DGP D2, where Y i relies nonlinearly on the deviation component κs(Z i , X 1i , X 2i ). In this case, the rejection probabilities are mostly better whenp z,i (Û i ) involves more smoothing given the range of the bandwidths. However, the nonlinearity has an overall effect of reducing the rejection prob- abilities. It is also interesting to note that the power properties in this case are different between the choices of β u (U ) = exp(U u) and β u (U ) = 1{U ≤ u}. The choice of indicator functions yielded a test with better power properties than the choice of exponential functions in this set-up. To summarize the findings from the simulation results. First, the size properties of the bootstrap methods based on the distribution-free tests are fairly good. Second, the power properties tend to depend on the choice of β u (U ) = exp(U u) and β u (U ) = 1{U ≤ u} as well as on the bandwidth choices. Third, there are alternatives that the tests have only a trivial power. This finding appears to be consistent with the point made by Janssen (2000) that omnibus tests have nearly trivial asymptotic power against all the local alternatives, except for those contained in a finite-dimensional space.
APPENDIX: PROOFS
Throughout the proofs, the notation C denotes a positive absolute constant, assuming different values in different contexts. For a class F of measurable functions, N (ε, F, L q (P )) and N [·] (ε, F, L q (P )) denote the covering and bracketing numbers of F with respect to the L q (P )-norm [see van der Vaart and Wellner (1996) 
A.1. Preliminary results.
Lemma A1. Let Λ be a class of measurable functions such that for each λ ∈ Λ, λ(X) is continuous with a density function (under P ) bounded by M > 0. Let T be a class of functions of bounded variation that take values in [−M, M ]. Then for the class G ≡ {τ • λ : (τ, λ) ∈ T × Λ}, it is satisfied that for any q ≥ 1,
where C 1 and C 2 are positive constants depending only on q and M .
Proof. Let F λ be the c.d.f. of λ(X). For any λ 1 , λ 2 ∈ Λ,
because the density of λ(X), λ ∈ Λ, is uniformly bounded. From now on, we identify λ(x) with F λ (λ(x)) without loss of generality so that λ(X) is uniformly distributed on [0, 1]. Since T ⊂ T + − T − where T + and T − are collections of uniformly bounded, monotone functions, and we can write T + and T − as unions of increasing functions and decreasing functions, we lose no generality by assuming that each τ ∈ T is decreasing. Hence by the result of Birman and Solomjak (1967) , for any q ≥ 1
for a constant C 2 > 0 that does not depend on P .
Choose {λ 1 , . . . , λ N 1 } such that any λ ∈ Λ is assigned with λ j satisfying λ j − λ ∞ < ε q /2, and take an integer M ε ∈ [2ε −q + 1, 2ε −q + 2) and a set {c 1 , . . . , c Mε } such that c 1 = 0 and
such that any τ ∈ T is assigned with a bracket (τ j 2 , ∆ j 2 ) satisfying |τ (λ) − τ j 2 (λ)| ≤ ∆ j 2 (λ) and ∆ j 2 (λ) q P j 1 (dλ) < ε q . Now, take any g ≡ τ • λ ∈ G and let λ j 1 and τ j 2 be such that λ j 1 − λ ∞ < ε q /2 and |τ − τ j 2 | ≤ ∆ j 2 with ∆ j 2 (λ) q P j 1 (dλ) < ε q . Fix these j 1 and j 2 and extend the domain of ∆ j 2 to R by setting ∆ j 2 (λ) = 0 for allλ ∈ R \ [0, 1].
Note that
The range ofλ j 1 is finite and
, where
Due to the construction ofλ j 1 (x), we write A 1 (x) as
Hence, we conclude
Thus the L q (P )-norm of A 1 is bounded by Cε. We can deal with the functions A j (x), j = 2, 3, 4, similarly by redefining τ U m (j 2 ) and τ L m (j 2 ). From (14) we can bound |g(x) − (τ j 2 •λ j 1 )(x)| by
Now, let us compute [E{∆ * j 1 ,j 2 (X)} q ] 1/q . The L q (P )-norm of the first four functions is bounded by Cε, as we proved before. By the choice of ∆ j 2 ,
Let us turn to the last two terms in (15). Note that
The second equality is due to our setting ∆ j 2 (c) = 0 for c ∈ R \ [0, 1]. The second to the last inequality is due to the fact that
With redefinitions of constants and ε, this completes the proof.
Lemma A1 yields the following bracketing entropy bound by taking τ = β u • G n,λ . Certainly, this τ is bounded variation, because G n,λ is increasing.
Corollary A1. Let Λ and M be as in Lemma A1, and for β u in Assumption 2(i) let
The following lemma is useful for establishing a bracketing entropy bound of a class in which conditional c.d.f. estimators realize.
Lemma A2. We introduce three classes of functions. First, let F n be a sequence of classes of maps φ(·, ·) :
for some sequence M n > 1. Second, let G be a class of measurable functions
Then for any probability P , and for any q > 1,
Proof. Fix ε > 0 and take a partition
Since F n (b k ) is a uniformly-bounded class of bounded variation functions, the smallest number of such (k, j)'s are bounded by
The second term is bounded by
, and the first term, by ε, due to (17). Hence
Hence, ∆ q j (y, v)P (dy, dv) is bounded by
Combined with (20), this yields the desired result. Fix λ 0 : R d X → R in a uniformly bounded class Λ, and let F 0 be the distribution function of λ 0 (X). Let F n,0,i and F n,λ,i be the empirical distribution functions of {λ 0 (X j )} n j=1,j =i and {λ(X j )} n j=1,j =i , {X j } n j=1 being i.i.d. ∼ P .
Lemma A3. Define Λ n ≡ {λ ∈ Λ : λ − λ 0 ∞ ≤ Cn −1/2 } for C > 0 and assume that Λ n satisfy the conditions for Λ in Lemma A1 and that log N (Cε, Λ n , · ∞ ) < Cε −r Λ for some C > 0 and r Λ ∈ [0, 1). Then,
Proof. Let every λ in Λ be bounded in [−M, M ] . It suffices to show that
The first statement of (21) follows, due to λ 0 (X) having a bounded density and sup λ∈Λn λ − λ 0 ∞ = O(n −1/2 ) by the definition of Λ n .
As for the second statement, write
Since r Λ < 1, the second result of (21) follows from the maximal inequality of Pollard (1989) [see Theorem A.2 of van der Vaart (1996) ].
Let Λ n , λ 0 , F 0 , and F n,λ,i be as in Lemma A3 and define
for λ ∈ Λ n . Let S W be a subset of R d W and introduce Φ n , a class of functions ϕ : S W → R. Then we define a kernel estimator of
The following lemma proves uniform convergence ofĝ ϕ,λ,i (u) over (ϕ, λ) ∈ Φ n × Λ n . A related result without the transform F n,λ,i was obtained by Andrews (1995) .
Lemma A4. Let Λ n be as in Lemma A3. Furthermore, assume the following:
(A1) log N (Cε, Λ n , · ∞ ) < Cε −r Λ for some C > 0 and r Λ ∈ [0, 1). (A2) Φ n has an envelopeφ such that φ P,2 < ∞,
and for some r Φ ∈ [0, 2), log
, ϕ ∈ Φ n , is twice continuously differentiable with uniformly bounded derivatives.
(A4) K is symmetric, nonnegative, continuously differentiable, has a compact support, and
where ∆ n (u) = C(h 2 1{|u − 1| > h} + h1{|u − 1| ≤ h}) for some C > 0. Furthermore, if Φ n is uniformly bounded,
Proof. We consider the first statement. Without loss of generality, assume that K has a support in [−1, 1] , and K(·) ≤ M for some M > 0. By Lemma A3, it suffices to focus on the event sup x |F n,λ,i (λ(x)) − F 0 (λ 0 (x))| < M n −1/2 for large M > 0. Definê
First, let us prove that uniformly over 1 ≤ i ≤ n,
where ξ 1n (u) =
We deal with A 1n following the proof of Lemma 4.5 of Stute and Zhu (2005) . Since K has support in [−1, 1], A 1n is the sum of those j's such that either
Since n −1/2 h −1 → 0, A 1n is equal to
with probability approaching one, where ∆ ij lies between (U n,λ,j − u)/h and (U j − u)/h. Therefore, by (A4), the term in (24) is bounded by
with probability approaching one. By (A2), the expectation of the above sum is O(h −1 ), yielding
This leaves us to deal with A 2n which we write as
The sum (I) is a mean-zero process. Define
Take J(w, u) = M {φ(w)+gφ(u)} as an envelop for J 1n . Then, E|J(W, U )| 2 < ∞. Note that |φ u 1 (y,φ(w, u; ϕ)) − φ u 2 (y,φ(w, u; ϕ))| ≤ C|u 1 − u 2 ||φ(w) + gφ(u)|/h and |φ u (y,φ(w, u; ϕ 1 )) − φ u (y,φ(w, u; ϕ 2 ))|
Therefore, by the maximal inequality of Pollard (1989) [e.g., Theorem A.2 of van der Vaart (1996) ],
Hence the uniform convergence rate for (I) is O(n −1/2 h −1 √ − log h). Let us turn to (II). For this, write (II) as
From the steps to prove (27), the first sum is O P (n −1/2 h −1 √ − log h) uniformly over u ∈ [0, 1]. Write the last difference in (28), for u ∈ [0, 1], as
Combining (I) and (II), we obtain (23).
Following the proof of (23) with ϕ = 1, we also obtain
The quantity |ξ 1n (u) − 1{u ∈ [0, 1]}| is bounded by
We apply (23) and (29) to the first and second terms to obtain the first result of the theorem. As for the second result, we modify the treatment of (I) above. Note that
Since K(·) is Lipschitz, it is bounded variation, and so are K((· − u)/h). Since Φ n is uniformly bounded, we apply Lemma A2 (with s n equal to some large M > 0),
Substituting this bound for the one in (26) and following the same arguments there, we obtain the wanted result. Let Λ be a uniformly bounded class of real functions and fix λ 0 ∈ Λ. Let S X be the support of a random vector X, and [0, 1] 2 be the support of a random vector (Z,Ỹ ). Let f λ (z|y,λ 1 ,λ 0 ) be the conditional density ofZ givenỸ = y, λ 1 (X) =λ 1 and λ 0 (X) =λ 0 with respect to a σ-finite conditional measure. Introduce
For each λ ∈ Λ, S(λ) be the support of λ(X).
Lemma A5. Suppose that there existsC > 0 such that for each λ 1 ∈ Λ, each δ > 0 and each
Then for each δ > 0 and each
Proof. Choose (z, y, x) ∈ [0, 1] 2 × S X and λ 1 ∈ Λ with λ 1 − λ 0 ∞ < δ and letλ 0 ≡ λ 0 (x) andλ 1 ≡ λ 1 (x). Let P y be the conditional measure of (Z, X) given (Ỹ , λ 0 (X)) = (y,λ 0 ) and E y be the conditional expectation under P y . Let A j ≡ 1{|λ j (X) −λ j | ≤ 3δ}, j = 0, 1. Note that E y [A 0 ] = 1 and
Let us turn to (I). By the definition of conditional expectation,
where F λ 1 (·|y,λ 0 ) is the conditional c.d.f. of λ 1 (X) given (Ỹ , λ 0 (X)) = (y,λ 0 ). Because E[V |Ỹ = y, λ 1 (X) =λ, λ 0 (X) =λ 0 ] dF λ 1 (λ|y,λ 0 ), or by 3Cδ, similarly as before. This implies that (II) ≤ 3Cδ.
A.2. Proofs of the main results.
Proof of Theorem 1. (i) We first prove the following three claims:
C1. sup (θ,x)∈B(θ 0 ,Cn −1/2 )×R d X |F n,θ,i (λ θ (x)) − F 0 (λ 0 (x))| = O P (n −1/2 ).
C2
.
The o P (1)'s in C2 and C3 are uniform in (u, y, z) ∈ [0, 1] 3 .
Proof of C1. Let Λ n ≡ {λ θ : θ ∈ B(θ 0 , Cn −1/2 )}. By Assumption 1(ii)(a),
because B(θ 0 , Cn −1/2 ) is compact. Hence C1 follows by Lemma A3.
For the proofs for C2 and C3, we assume thatÛ i ,Ẑ i , andŶ i are estimators using the whole sample, not leave-one-out estimators. The discrepancy due to this assumption is easily shown to be asymptotically negligible. 
. Also let P ω be the distribution of (ω i,b ) n i=1 and E ω be the associated expectation. It suffices to show that for each ε > 0, (44) This is because the class J is P -Donsker as we saw in the proof of Theorem 1(ii), and by the conditional multiplier uniform CLT of Ledoux and Talagrand (1988) [e.g., Theorem 2.9.7 in van der Vaart and Wellner (1996) We turn to (44). LetŜ i = (U i , Z i , Y i ,Û i ,Ẑ i ,Ŷ i ) and
Then note that for all r ∈ [0, 1] 3 ,
using the proof of Theorem 1. Let ρ n (r 1 , r 2 ) = Therefore, the process ν * n,b (r) is sub-Gaussian with respect to ρ n .
Let us compute the covering number of [0, 1] 3 with respect to ρ n . Let P n be the empirical measure of (U i , Z i , Y i ,Û i ,Ẑ i ,Ŷ i ) n i=1 . Observe that ξ(·; r) is bounded variation, so that for Ξ = {ξ(·; r) : r ∈ [0, 1] 3 },
Since ρ 2 n (r, r j ) = ξ(·; r) − ξ(·; r j ) 2 Pn,2 , this implies that log N (ε, [0, 1] 3 , ρ n ) ≤ C/ε. Now, using Corollary 2.2.8 of van der Vaart and Wellner [(1996) , page 101], for any r 0 ∈ [0, 1] 3 ,
where C is an absolute constant and D(ε, ρ n ) is an ε-packing number of [0, 1] 3 with respect to ρ n . The leading term on the right-hand side vanishes in probability by (45). As for the second term, note that sup r 1 ,r 2 ∈[0,1] 3 ρ n (r 1 , r 2 ) → P 0 as n → ∞ from the proof of Theorem 1. Therefore, we can take δ n → 0 such that P sup r 1 ,r 2 ∈[0,1] 3 ρ n (r 1 , r 2 ) < δ n → 1.
With probability approaching one,
We conclude that the expectation on the left-hand side of (46) vanishes in probability. We obtain (44).
