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Videojuegos, 3D y smartphones
La telefonía móvil y los videojuegos han ido siempre de la mano, ya en la década 
de de los 1990 las compañías punteras de entonces como Nokia ya incluían pequeños 
videojuegos arcade como la serpiente o pong, y aunque no existía una competencia ni 
mercado en este sector, si que se usaba este tipo de software como reclamo hacia 
sectores de la sociedad con un perfil más joven.
Los teléfonos móviles siguieron en esta línea hasta diez años más tarde con el 
surgimiento del concepto smartphone. Con la aparición de teléfonos como el iPhone o de 
la plataforma Android el mercado móvil ha sufrido una transformación, un smartphone no 
se limita a las funciones básicas de un teléfono móvil sino que va más allá siendo estos 
dispositivos pequeños ordenadores con un mercado de aplicaciones para realizar todo 
tipo de tareas como enviar y recibir emails, navegar por internet, hacer vídeos y 
fotografías, leer diferentes tipos de documentos, escuchar música y por supuesto jugar a 
videojuegos.
Este avance se ha visto reflejado en los llamados smartphones, al disponer de un 
sistema operativo complejo que ofrece la posibilidad de ejecutar aplicaciones de terceros 
se ha creado un mercado, y dentro de este mercado un submercado de videojuegos. 
Actualmente un smartphone es capaz de reproducir gráficos en 3D equiparables a los 
reproducidos por videoconsolas u ordenadores actuales.
Cabe decir que en toda la historia de la computación, el mercado de los 
videojuegos, uno de los que más dinero genera dentro del conjunto audiovisual, ha 
acelerado la investigación y el avance en el sector de hardware gráfico, por este motivo, 
actualmente todo tipo de dispositivos disponen de una serie de recursos dentro de su 
arquitectura dedicados exclusivamente a este apartado, ya que requieren un nivel de 
cálculo elevado.
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Esto último ha desembocado en que grupos de trabajo como el que compone el 
proyecto Attila se dedique única y exclusivamente a la investigación y desarrollo de 
unidades de procesamiento gráfico.
Motivación del proyecto
En el apartado anterior se ha hablado sobre como una evolución en un mercado 
ha propiciado una investigación en un campo determinado, y es en este punto donde 
nace este proyecto.
Para explicarlo mejor se podría decir que la oportunidad de hacer este proyecto 
surgió por dos razones, por una parte el interés y dedicación por parte de Attila Project 
en el sector de hardware gráfico durante los últimos cinco años, y por otra el creciente 
mercado en este sector, que ha hecho que este interés se dirija hacia él.
Attila Project se dedica al estudio y desarrollo de micro-arquitecturas para la 
siguiente generación de GPUs (unidades de procesamiento gráfico), y para ello investiga 
el funcionamiento de las actuales. Para este fin ha desarrollado un conjunto de software 
capaz de extraer datos reales de aplicaciones que hacen uso de estos recursos, en su 
mayoría videojuegos, y así poder ver, por ejemplo, posibles carencias…
Este conjunto de software se compone, en un principio, de un Interceptor, con el 
que tracear las llamadas a la API (interfaz de programación de aplicaciones) usada por el 
programa o videojuego que lo solicita y extraer unas primeras estadísticas básicas, y un 
player, con el que reproducir esta traza extraía por el interceptor y comprobar si ha sido 
bien capturada. Por otra parte, y en un estado más avanzado de la investigación, está el 
simulador, que permite extraer unas estadísticas mucho más concretas, y por lo tanto, 
útiles. Este conjunto de software es capaz de reproducir en el simulador un conjunto de 
juegos en OpenGL y Direct3D9.
La segunda razón, como ya se ha comentado, es el creciente mercado de los 
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videojuegos en el mundo de los smartphones. Si hay un interés por la investigación en el 
sector de las GPUs en general, es lógico pensar que si el mercado se desplaza hacia la 
tecnología móvil, también lo haga este interés hacia su investigación, y de ahí la 
necesidad de aplicar este proceso de estudio en él.
A grandes rasgos, y como resumen, el conjunto de esta necesidad y del trabajo 
previo realizado, se ha visto la oportunidad de introducción en un mercado nuevo de 
manera rápida y sin costes elevados tanto en tiempo como en esfuerzo.
Breve presentación del proyecto
Este proyecto pretende aprovechar el trabajo realizado por Attila Project para 
realizar la primera parte de este proceso de investigación, interceptor y player, para sacar 
estadísticas del software 3D de la plataforma Android, que como ya se ha comentado es 
en su gran mayoría videojuegos. De esta manera se inicia el camino que pretende 
empezar Attila Project dentro del las microarquitecturas de GPUs en dispositivos móviles.
Resumen y organización de la memoria
Esta memoria pretende hacer un repaso a la elaboración de este proyecto, tanto a la 
parte de investigación como a la parte de desarrollo, y a la organización de sus recursos 
como pueden ser temporales o de material.
En el primer, y actual, capítulo se hará una introducción al tema a tratar y a la 
oportunidad de realizar este proyecto. También se hará una breve presentación.
En el segundo capítulo hace un repaso a los conceptos previos necesarios para la 
realización de este proyecto. Se dividirá en tres partes en las que primero se explicará la 
plataforma Android con una introducción y profundizando en el desarrollo en la 
plataforma y en su código fuente, segundo se hará también una introducción a la API 
OpenGL y a su versión para sistemas embebidos OpenGLES, y por último se hará una 
presentación más extendida que en el primer capítulo sobre Attila Project.
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En el tercer capítulo se explicarán los antecedente, el punto de partida a partir del 
cual se realizará y en el que se basará este proyecto. Para ello se hará una explicación 
más técnica del trabajo realizado por Attila Project y concretando en el caso de OpenGL.
En el cuarto capítulo se explicarán el alcance, los objetivos, el trabajo a realizar y la 
planificación temporal del proyecto. Con esto se pretende explicar de manera clara qué 
es lo que se hará, cómo se hará, hasta dónde se hará y como se organizará en el tiempo.
El quinto y sexto capítulo pretenden explicar de manera bastante técnica los dos 
pilares sobre los que se basa el proyecto, el interceptor y el player para OpenGLES. En el 
se explicará el trabajo realizado y la interacción con el que ya se tenía en Attila Project.
El séptimo capítulo muestra la parte más importante del proyecto y el objetivo del 
mismo, las estadísticas obtenidas por el trabajo realizado explicado en los dos capítulos 
anteriores.
En el capítulo ocho se hablará sobre las conclusiones extraídas y se compararán los 






Android es una entorno software desarrollado para móviles. Este incluye un kernel 
basado en el sistema operativo Linux, una interfaz rica, aplicaciones, librerías, framework 
de aplicaciones, soporte multimedia y las funcionalidades básicas de un teléfono. En 
resumidas cuentas se puede decir que Android es una pila de software para dispositivos 
móviles que incluye un sistema operativo, aplicaciones esenciales y middleware. [4]
Historia
En 2003 se fundó la compañía Android inc. Esta fue fundada por Andy Rubin, Rich 
Miner, Nick Sears y Chris White en Palo Alto, California. La única información pública que 
se proporcionó por su parte fue que estaban desarrollando aplicaciones para teléfonos 
móviles.
En 2005 Google adquirió Android Inc. e incorporó a varios de sus trabajadores a sus 
filas. aún así esta compra no generó demasiada expectación más allá de que Google 
estuviese planeando sacar al mercado un teléfono móvil propio.
En 2007 aparece la Open Handset Alliance, conjunto de varias compañías lideradas 
por Google y dedicadas a los diferentes ámbitos de las tecnologías móviles, ya sea 
software o hardware. Este grupo lucha contra la filosofía propuesta por compañías como 
Apple, Nokia, HP, RIM, etc. Esta compañía es la que se dedica oficialmente al desarrollo 
de la plataforma Android, siendo a partir de este año cuando sale a la luz el concepto de 
Android tal y como lo entendemos hoy.
Android ha pasado por diferentes versiones desde su lanzamiento, a continuación 




- versión 1.5 Cupcake
- versión 1.6 Donut
- versión 2.0 Eclair
- version 2.2 Froyo
- versión 2.3 Gingerbread
- versión 3.0 Honeycomb
- versión 2.4 IceCream
A día de hoy Android cuenta con un sitio privilegiado en el mercado siendo el 
sistema móvil más vendido por encima de iOS, eso sí, el iPhone sigue siendo el 
dispositivo puntero. Aún así el crecimiento de Android ha sido mayor formando parte de 
la revolución smartphone y dejando atrás grandes compañías como Nokia que no han 
sabido adaptarse a los nuevos tiempos.
Características
De entre todas las características del sistema operativo Android, destacan las siguientes:
-Framework de aplicaciones: permite la reutilización y el reemplazo de 
componentes.
-Máquina virtual Dalvik: es una máquina virtual para dispositivos móviles Android. 
Está diseñada para requerir poca memoria. Funciona de manera que se crea una 
instancia de la misma para cada aplicación que se ejecuta. Estas aplicaciones están en 
formato dex.
-Navegador integrado: el navegador está basado en WebKit, una plataforma de 
código abierto que permite a navegadores renderizar contenido web.
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-Graficos optimizados: librería 2D y 3D basada en OpenGL ES.
-SQLite: sistema de gestión de bases de datos relacional.
-Soporte multimedia: diferentes formatos de vídeo, audio e imagen soportados 
tales como MPEG4, H.264, MP3, AAC, AMR, JPG, PNG y GIF.
-Tecnología dependiente del hardware: GSM, Bluetooth, EDGE, 3G, WiFi, 
cámara, GPS, brújula y acelerómetro. [4]
Arquitectura
Las partes de las que se compone la arquitectura del sistema Android son las siguientes:
-Aplicaciones:
Es el conjunto de aplicaciones base de las que dispone el sistema desde el 
principio, incluyen cliente de correo electrónico, calendario, navegador, contactos, mapas 
y programa de SMS entre otras. Todas están escritas en Java.
-Framework de aplicaciones:
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Conjunto de clases que pueden ser usadas por las aplicaciones de los usuarios, son 
las mismas usadas por las aplicaciones base de la primera capa de la arquitectura. La 
clave de esta capa es que cada una de estas clases puede ser reutilizada por toda 
aplicación que la necesite y substituidas por las propias del usuario.
Toda aplicación está formada por un subgrupo formado por como mínimo una de las 
siguientes clases:
-Views: es la parte visual de la aplicación y permite incluir listas, botones, rejillas, cajas de 
texto, etc…
-Content Providers: permute compartir información entre diferentes aplicaciones
-Resource Manager: permite acceder a información que no pertenece al código de la 
aplicación. Esta puede ser strings, imágenes, menús, etc…
-Notification Manager: permite a las aplicaciones alertar al usuario a través de mensajes 
en la barra de estado
-Activity Manager: controla la navegación por la aplicación
-Bibliotecas:
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Conjunto de bibliotecas escritas en C/C++ que son usadas por varios componentes 
del sistema como son libc (implementación de la biblioteca estándar de c), bibliotecas de 
audio y vídeo, SSL y Webkit para navegación y seguridad, bases de datos con SQLite o 
bibliotecas de gráficos 2D y 3D como SGL y OpenGL ES.
-Runtime:
Incluye las bibliotecas de núcleo que proveen todas las funcionalidades necesarias 
a cualquier aplicación escrita en java. Esta capa es imprescindible para la ejecución de 
las aplicaciones ya que se hace a través de la máquina virtual Dalvik.
-kernel linux:
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Android delega funciones básicas de sistema como pueden ser seguridad, gestión 
de memoria y gestión de procesos entre otras a esta capa basada en la versión de Linux 




Una parte muy importante y que hace grande a la plataforma Android es el 
desarrollo, la cantidad de aplicaciones desarrolladas por terceros ha hecho que sea 
posible que un terminal con Android no se parezca a ninguno otro gracias al alto grado 
de personalización. Android cuenta con una enrome comunidad de desarrolladores que 
trabajan separados pero conjuntamente por internet, y con un Market que unifica todo 
este desarrollo y lo pone al alcance de todos los usuarios.
Visión general
Como se acaba de explicar, uno de los grandes pilares que mantiene la filosofía de 
la plataforma Android es la comunidad desarrolladora. Dicha comunidad está siempre en 
contacto en la red y no se limita a que el usuario de una aplicación pueda dar su opinión 
sobre la misma a otros usuarios sino que usuarios y desarrolladores están en contacto 
directo y continuamente intercambiando información. Existe una infinidad de foros llenos 
de gente interesada en participar en la plataforma tanto activa como pasivamente.
Por otra parte existe el Android Market, aplicación y a la vez portal de internet 
creado por Google donde se pueden buscar las aplicaciones y donde vienen organizadas 
por temática, precio, descarga o desarrollador. Este sitio también es usado para 
compartir opiniones entre usuarios y desarrolladores. Este mercado se puso a 
disposición de los usuarios entre 2008 y 2009 proporciona acceso fácil y rápido a las 
aplicaciones, pudiendo a su vez puntuarlas.
Aunque el Android Market es la manera más común para dar a conocer una 
aplicación, existen otras vías. Esto es posible gracias a la versatilidad y libertada de 
Android. Muchos desarrolladores eligen compartir sus creaciones a través de los foros 
comentados antes, ya sea por que su aplicación no tiene fin comercial, sea parte de un 
aprendizaje o esté es fase beta. Esto hace que las opiniones generadas por el resto sean 
mucho más rápidas y directas. Para poder compartir las aplicaciones de esta manera 
debe hacerse a través de la generación de un apk.
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Apk es un formato de fichero usado para distribuir e instalar aplicaciones o 
middleware dentro del sistema operativo Android. Para ser generado, primero se compila 
el programa y luego se empaquetan todos los ficheros pertenecientes a el en el archivo 
apk final, esto incluye todas las partes de una aplicación para Android que se explicarán 
más adelante en esta memoria.
Para llevar a cabo el desarrollo de estas aplicaciones se dispone de diferentes 
métodos. Por una parte el más extendido y común, e imprescindible para ciertos 
aspectos de las aplicaciones, es el SDK, el kit de desarrollo puesto a disposición por 
Google, por otra parte está en NDK, kit de desarrollo nativo, mucho más consciente de 
las arquitectura del dispositivo pero menos de la estructura de la aplicación, y por último 
existen diferentes vías de desarrollo propuestas por terceros, ya sean diferentes 
frameworks o desarrollo web.
SDK
El Android SDK es el kit de desarrollo básico y necesario para desarrollar 
aplicaciones para Android. Típicamente un SDK se compone de una serie de 
herramientas que permiten el desarrollo para un paquete de software, framework, 
plataforma hardware, videoconsola o como es en este caso, sistema operativo. Este SDK 
en concreto proporciona las herramientas típicas de un SDK y unos managers y plugins 
adicionales, todo esto se detalla en el apartado que viene a continuación.
Partes del SDK
Google facilita al desarrollador la introducción al mundo Android desde el principio 
con el llamado Starter Package, este paquete contiene las herramientas básicas para 
empezar a desarrollar sobre esta plataforma, y aunque no las contiene todas, si que 
permite descargar el resto de las herramientas.
Otra facilidad que ofrece Google es el AVD Manager, es una aplicación visual y de 
fácil manejo que permite gestionar los diferentes dispositivos y emuladores de los que se 
dispongan para probar las aplicaciones. Esta herramienta permite configurar diferentes 
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dispositivos emulados dependiendo de las características que se quieran usar.
Una vez llegados se adquiere el starter package se recomienda por parte del equipo 
desarrollador de Google utilizar el IDE Eclipse, del que se puede descargar un plug-in 
dedicado a Android. Aunque si bien es verdad en este punto existe bastante libertad ya 
que lo único indispensable son las herramientas descargadas pertenecientes al SDK.
Estas herramientas se dividen en dos grupos, por un lado están las SDK tools, las 
herramientas que vienen incluidas en el starter package y que sirven básicamente para 
hacer debug y test de las aplicaciones, estas herramientas reciben actualizaciones 
periódicas y automáticas, y por otro lado están las platform-tools, estas herramientas son 
las necesarias para el desarrollo de las aplicaciones y se suelen actualizar cuando la 
plataforma está disponible.
El SDK también incluye otros añadidos como pueden ser las plataformas Android, 
que contienen librerías Android, imágenes de sistema, códigos de ejemplo y skins de 
emulador.
Estructura de carpetas
El SDK de Android contiene la siguiente estructura de directorios:
-add-ons: Contiene añadidos que permiten desarrollar sobre librerías externas que 
contienen algunos dispositivos
-docs: conjunto de documentos en HTML que contienen guías de desarrollo y 
referencias a la API
-platform-tools: herramientas para el desarrollo específico de la plataforma.
-platforms: conjunto de plataformas Android sobre lasque desarrollar, estas vienen 
distribuidas en carpetas, una para cada versión
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-samples: códigos de ejemplo específicos para la versión de la plataforma.
-tools: herramientas básicas que no dependen de la plataforma. [4]
Herramientas del SDK de Android
Las herramientas de las que se compone el SDK son las siguientes:
-adb: es la herramienta más versátil y una de las más usadas, sus siglas significan 
Android Debug Bridge y como su nombre indica es un puente cliente-servidor para 
administrar las instancias creadas de los dispositivos tanto hardware como software. Esta 
herramienta se compone de tres partes, el cliente, el servidor y un proceso en 
background para cada instancia de emulador o dispositivo.
-android: herramienta que permite la administración tanto de los dispositivos 
virtuales de androide (AVD) como de los proyectos, esta herramienta viene integrada con 
el módulo ADT de Eclipse del que se ha hablado antes, así que solamente se ve de 
manera explícita vía línea de comandos. Por último, con esta herramienta también en 
posible actualizar el SDK.
-bmgr: herramienta de línea de comandos que permite la gestión de las copias de 
seguridad, solo funciona a partir de la API Level 8.
-dmtracedump: una de las diferentes maneras de visualizar los ficheros de log, esta 
vez de forma más gráfica.
-draw9patch: editor gráfico para crear imágenes de tipo NinePatch. Estas 
imágenes son un típico PNG con un pixel extra, y que Android trata de tal forma que 
reescala según se necesite. Son típicamente usadas para botones o imágenes de fondo.
-emulator: una de las más importantes herramientas, ejecuta el emulador de 
androide permitiendo hacer todo tipo de pruebas sin tener que pasar por el dispositivo 
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físico.
-hierarchyviewer: permite hacer debut y optimización de las vistas de una 
aplicación. Proporciona una vista jerárquica de las mismas.
-hprof-conv: convierte los ficheros HPROF, que contienen información sobre la 
gestión de la memoria, a un formato legible por un programa externo a elección del 
usuario.
-layoutopt: herramienta que permite optimizar las layouts o capas de la aplicación. 
Esta herramienta es exclusiva de la línea de comandos.
-logcat: quizá una de las herramientas que entra en el grupo de imprescindibles. Es 
un mecanismo a través del cual se recogen y muestran todas las salidas de debuggeo 
del sistema. En la salida de esta aplicación se muestran al mismo tiempo los mensajes 
enviados por aplicaciones diferentes y por partes del sistema. Esta información puede ser 
visualizada en la consola o a través de DDMS (Dalvik Debug Monitor Server), parte del 
módulo que entre otras muchas funciones, muestra el contenido de logcat de manera 
más gráfica y amigable. Viene incluido con el módulo ADT).
-mksdcard: crea una imagen en FAT32 que puede ser cargada por el emulador 
como tarjeta SD, las tarjetas de memoria que usan los terminales.
-Monkey: funciona sobre el emulador proporcionando una serie de acciones 
aleatorias como clics, gestos o toques de pantalla para hacer pruebas de sobrecarga en 
las aplicaciones.
-monkeyrunner: herramienta que permite el control de un dispositivo Android o 
emulador desde fuera de su código.
-proguard: optimizador de la aplicación que elimina código no usado y renombre 
funciones entre otras utilidades. No se tiene que ejecutar explícitamente sino que se hace 
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de manera automática dependiendo del tipo de ejecución que se esté haciendo.
-sqlite3: administrador de bases de datos creadas por las aplicaciones Android.
-traceview: otra forma de visualizar los logs, esta vez de los logs de ejecución 
guardados por las aplicaciones.
-zaplig: herramienta para la optimización de aplicaciones ya en formato apk. 
Funciona de manera que alinea de forma especial los ficheros no comprimidos de la 
aplicación. [4]
NDK
El NDK es un conjunto de herramientas que permiten el desarrollo en código nativo 
sobre dispositivos Android, de esta manera se pueden crear aplicaciones en lenguajes 
como C o C++ de forma parcial.
Esto aporta algunos beneficios como el reaprovechamiento de código ya 
implementado en los lenguajes mencionados o la posibilidad de desarrollar aplicaciones 
que deban ser más conscientes de la gestión de memoria, como por ejemplo un 
videojuego.
El NDK compone de cuatro partes, primero el conjunto de herramientas y ficheros 
compilados que nos permite generar el código en C o C++, en segundo lugar la manera 
de incluir las librerías nativas en un apk, tercero las cabeceras o headers nativos 
soportadas y por último documentación, ejemplos y tutoriales.
Aunque sea posible desarrollar de esta manera, hay una parte de toda aplicación 
que debe ser en Java, y para conectarlo todo se usa el framework JNI que nos permite 
precisamente esto, que una aplicación escrita en Java pueda comunicarse con otras 
escritas en C o C++.
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Fundamentos
Una aplicación Android puede llegar a estar compuesta por muchos tipos de 
artefactos, pero hay cinco bloques básicos que pueden resumir o agrupar las diferentes 
partes de las que se puede componer una aplicación. Son los siguientes:
-Activities: una activity es una pantalla con interfaz de usuario. Cada una es 
responsable de guardar su estado y puede ser restablecida en cualquier momento como 
parte del ciclo de vida e una aplicación. Resulta obvio pensar que una aplicación puede 
contener una o varias activities, por ejemplo, en una aplicación de mensajería 
instantánea, habría una activity para escribir el mensaje, otra para escoger el destinatario 
dentro de una lista, otra para ver la secuencia de mensajes enviados entre el usuario y 
cierto destinatario, etc..
-Intents: Un intent se podría definir como una acción, todo tipo de acciones que 
pueda realizar una aplicación como puede ser hacer una foto, llamar a alguien en 
concreto o abrir una aplicación viene definida por un intent. Estas acciones puede 
substituir a las ya definidas dentro del sistema, por ejemplo si un usuario desarrolla una 
aplicación y en ella se da la posibilidad de enviar un correo, esta acción se activaría a 
través del intent de enviar un correo del propio sistema, pero si este mismo usuario 
quiere hace un cliente de correo, podría substituir el intent de enviar un correo del 
sistema por el propio de la aplicación desarrollada.
-services: Tarea que se ejecuta en el background sin la interacción directa del 
usuario, aunque en muchos casos activado explícitamente por el usuario a través de una 
activity. Un ejemplo podría ser un reproductor de música que mientras el usuario hace 
otras cosas va reproduciendo archivos de audio sin interrumpirle, aunque haya una 
activity para cambiar de archivo o para pausar la reproducción.
-Content providers: Permite compartir la información o datos manipulados por una 
aplicación sea cual sea la forma en que los guarde de las diferentes maneras posibles 
que hay dentro de una aplicación para Android.
24
-Broadcast receivers: Responde a anuncios hechos por el sistema o por otras 
aplicaciones para actuar de cierta forma determinada. Por ejemplo, se anuncia que se ha 
descargado cierto fichero, el broadcast receiver de la aplicación que puede leerlo 
permitiendo a la misma leerlo. Aunque estos anuncios no son visibles al usuario se 
pueden notificar con alertas.
Por otra parte, hay varios elementos que no pertenecen a la parte programática de 
las aplicaciones pero que son igualmente importantes para el correcto funcionamiento de 
las mismas, a continuación se listan los más importantes:
-Resources: todo aquel elemento que no pertenece a la programación pero que 
esta necesita va en este grupo, aquí entran iconos, strings, imágenes, sonidos e incluso 
la disposición y características de los menús. Todos ellos están situados en un directorio 
llamado res, donde también encontramos un fichero xml con la descripción de cada uno 
de estos elementos y un identificador único. El hecho de que esta parte se añada a la 
aplicación de esta manera facilita la adaptación internacional y a los diferentes 
dispositivos, ya que a través de un xml es más fácil configurar las diferentes posibilidades 
de tamaños, recursos a usar o idiomas. A la hora de compilar todo esto, ya que estos 
recursos se añaden al paquete final, se genera un fichero llamado R que contiene las 
referencias a los diferentes recursos y a través del cual la aplicación se comunica con 
ellos.
-Manifest: e s t a p a r t e d e c o m p o n e d e u n s o l o fi c h e ro l l a m a d o 
AndroidManifest.xml, es un registro de todos los componentes de la aplicación que el 
sistema leerá para poder ver de manera rápida que contiene. Dentro de este fichero 
encontramos las diferentes partes de la aplicación, permisos, nivel de API, tipo de 
pantalla, etc...[5,6,7]
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Ciclo de vida de una aplicación
Las activities de las aplicaciones dentro del sistema Android pasan por diferentes 
estados, durante su ejecución, una sola activity puede pasar por muchos estados antes 
de desaparecer. A continuación se muestran los diferentes estados y como, a través de 
diferentes transiciones que el programador sobrescribe como métodos dentro de las 
clases que heredan de activity, se pasa de uno a otro:
-onCreate(Bundle): Es llamado una vez la activity se crea y sirve para inicializarla. 
El parámetro puede ser nulo o información de estado proveniente del método 
onSavedInstanceState().
-onStart(): Método que indica el momento en el que la activity va a ser mostrada al 
usuario.
-onResume(): Es llamado en el momento en el que el usuario puede empezar a 
interactuar con la acivity
-onPause(): Entra en juego en el momento en que una activity va al background. 
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Este caso se suele dar en la mayoría de los casos cuando se inicia otra activity.
-onStop(): Es llamado cuando la activity ya no es visible para el usuario y no se 
usará por un tiempo. Dependiendo de la memoria disponible en el sistema este método 
es llamado o directamente se termina con el proceso.
-onRestart(): Este método recupera el estado en el que queda una activity con el 
método anterior y la lleva al frente
-onDestroy(): Se llama cuando se va a destruir la activity, ocurre lo mismo que con 
onStop(), solo se llama si hay posibilidad en cuanto a memoria
-onSaveInstanceState(Bundle): Normalmente no es necesario sobrescribir este 
método ya que su uso ya está implementado. Típicamente se usa para guardar el estado 
de los controles como puede ser la colocación del cursor en una caja de texto.
-onRestoreInstanceState(Bundle): Restaura el estado previamente salvado con 
el método anterior y, como también pasa en ese caso, tampoco es necesario, en la 
mayoría de los casos, reescribirlo.[5,6,7]
Ejemplo de aplicación
A continuación se muestran diferentes extractos de una aplicación muy simple 
derivada del típico HelloWorld añadiendo un botón para poder ver el uso de un Intent al 
pasar de una activity a otra. Primero un esquema de la estructura de ficheros del 
proyecto dentro de Eclipse:
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En la imagen anterior, el primer apartado que se ve es el directorio src. Aquí dentro 
está todo fichero con código escrito en java, en este caso hay 2, las dos activities, la 
primera se inicializará al arrancar el programa y la segunda a través de un intent. Este es 
el contenido de la primera:
Como se puede ver, a parte de los imports necesarios, la clase se extiende de Avtivity e 
implementa OnClickListener para poder reescribir la función de hacer click en el botón.
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Dentro de esta activity hay dos funciones. La primera, como ya se comentó en el 
apretado anterior, son las acciones que se realizan al iniciarse la misma, esta primera 
parte es muy típica y se repite en casi todas las aplicaciones de Android, después de 
salvar el estado de la instancia de la súperclase se define como vista un elemento de la 
clase R, lo que quiere decir que está en la parte no programada de la aplicación, sino que 
está en los recursos, más adelante se verá el contenido de esta clase. La segunda parte, 
también usando uno de los recursos, en este caso un botón, añade un elemento al 
listener de clics, para que luego este evento pueda ser tratado. La segunda función 
contiene los eventos que se realizan al hacer click, como en la función anterior solo 
hemos añadido un botón, ahora solo tendremos una respuesta, dentro de ella se crean 
Intent que inicializa la segunda Activity.
En la siguiente imagen se ve el contenido de la segunda activity, que al ser una versión 
reducida de la primera no merece especial mención:
En el segundo directorio de la primera imagen, llamado gen ya que se genera 
automáticamente, está situado el fichero R.java, fichero que conecta el programa con los 
recursos, en el se pueden ver referencias a imágenes (drawable), identificadores de por 
ejemplo un botón (id), disposición de vistas o menús (layout) y strings (string):
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En el siguiente directorio, el directorio res, están todos los recursos usados por el 
programa. Los tres primeros subdirectorios son las imágenes de iconos en diferentes 
tamaños para las diferentes tipos de vistas de las aplicaciones. El resto son los xml que 
definen tanto el contenido de las vistas como los strings:
En este primer fichero, en el que se define la vista de la primera activity, se pueden ver 
una serie de elemento. El primero, que lo engloba todo, es el tipo de vista, en este caso 
es un Linear Layout con orientación vertical, lo que significa que es una vista vertical 
sencilla en la que encontramos un TextView que muestra un string y un botón que 
muestra otro string, el segundo xml es exactamente igual pero sin el botón.
30
Este es el fichero xml que define los strings, es una simple lista de los diferentes strings y 
los nombres por lo que se les identifica.
Por último tenemos el fichero AndroidManifest.xml, que como se ha comentado 
anteriormente es un registro de los elementos de la aplicación, el sistema Android mirará 
aquí al iniciar la aplicación para ver de manera rápida que es lo que contiene:
Se puede ver que dentro del tag general manifest hay un tag application, y dentro de este 
hay dos activites, las dos que forman el programa, que lo único que contienen es el 
nombre y el string que parecerá en el espacio superior. Además la primera contiene un 
intent-filter que define que es la activity principal, la que se ejecutará al principio. También 




Al conjunto de personas, procesos y código que hacen posible Android se le llama 
AOSP, o Android Open Source Project. El hecho de realizar una plataforma móvil abierta 
surge de la idea de que todo grupo o persona dedicada al desarrollo de este sector 
pueda llevar a cabo sus ideas innovadoras sin que temas como el dinero o las licencias 
sean barreras.
Aunque a priori la idea es que cualquier compañía pueda usar el código como le 
convenga, esto podría provocar mucha disparidad y, en consecuencia, implementaciones 
incompatibles. Para evitar esto se mantiene lo que es llamado Android Compatibility 
Program, que define en que punto algo es compatible con Android, y es requerido a las 
empresas desarrolladoras de dispositivos. Por tanto, cualquier compañía puede partir del 
código fuente para su propio uso, pero para formar parte del sistema Android debe seguir 
este programa de compatibilidad.
Así pues, el modo de trabajo sobre esta plataforma es el siguiente:
1- En cada momento hay una versión, la última, disponible para descargar.
2- Los contribuyentes la pueden descargar y trabajar con ella adaptándolas a 
nuevos dispositivos, arreglando errores y experimentando sobre ella.
3- A su vez, de forma paralela, Google trabaja internamente en la seguiste versión 
cumpliendo con las necesidades y objetivos propuestos.
4- Una ves esta versión está lista, se publica y se convierte en la versión actual con 
la que trabajarían los diferentes contribuyentes a este proyecto.
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Aunque se habla de proyecto de código abierto, en realidad hay una parte del 
código que Google mantiene en privado. Esto se hace con la intención de centrar la 
atención de desarrolladores a la plataforma más estable, ya que no es bien recibido 
desde este sector un constante cambio de plataforma, y aunque los fabricantes de 
terminales siempre quieren comercializarlos con la última versión, la partes del código 
relacionadas con el desarrollo de aplicaciones se mantienen privadas.
Getting Started
El proceso de trabajo con el código fuente de Android se puede dividir en los 
siguientes tres apartados: Inicialización, Navegación y Aportación. Este último no tiene 
relevancia para este proyecto ya que el objetivo es la modificación del código para uso 
propio y no para uso público, y por este motivo se obviará. De los otros dos apartados, la 
inicialización consiste en la obtención del código, su compilación y posterior ejecución, 
por otra parte la navegación es el conocimiento del interior del código. En este último 
apartado hace falta hacer énfasis en las librerías externas, ya que como se verá más 
adelante, es la parte modificada del código fuente.
Descarga
Para la obtención de código se dispone de tres herramientas: Git, Repo y Gerrit.
-Git: Software de control de versiones. Git es libre y está pensado para aplicaciones 
con un gran número de archivos en su código fuente.
-Repo: Herramienta de manipulación de repositorios desarrollada por Google y que 
funciona sobre Git. De esta manera se unifican ciertas funcionalidad para hacer el uso de 
Git más fácilmente sable en el contexto de Android. Repo es un simple script en Python 
que se puede ejecutar en cualquier directorio dentro del sistema, y que dependiendo del 
comando usado de la aplicación puede realizar una cosa u otra. La aplicación es muy 
fácil de usar, con las siguientes líneas ejecutadas en el terminal se puede obtener el 




repo init -u git://android.git.kernel.org/platform/manifest.git
repo sync
-Gerrit: Aplicación basada en web para facilitar el control de versiones de proyectos 
que usan Git.
Compilación
En el directorio principal del código fuente de Android hay un fichero llamado 
Makefile, con la ejecución del comando Make se procede a compilar el código completo. 
En el interior de este Makefile se ve la siguiente línea,
include build/core/main.mk
esta línea nos indica el fichero donde se encienta realmente las configuración de la 
compilación, este fichero contiene definición de versiones de diferentes herramientas, de 
los subdirectorios y del resto de cosas necesarias para poder compilar el código. Esta 
compilación, la primera vez que se realiza puede llegar a tardar cinco horas, y aunque de 
ahí en adelante tarda mucho menos, puede llegar a ser algo larga si se quieren hacer 
pequeñas modificaciones muy concentradas. Para este último caso se puede compilar 
partes de códigos con la herramienta mmm.
La herramienta mmm compila únicamente el directorio, y subdirectorios, que se 
pasa como parámetro, de manera que si se quiere modificar la parte de contactos 
bastaría con ejecutar la siguiente línea en el terminal:
mmm packages/apps/Contacts
lo cual, en la mayoría de los casos, reduciría considerablemente el tiempo de 
compilación
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Existen dos pasos previos a la compilación, el primero es la preparación del 
entorno, se hace mediante la ejecución del script build/envsetup.sh, y el segundo es el 
tipo de ejecución que se quiere realizar después de la compilación, para ello hay que 
ejecutar el comando lunch con uno de los siguientes parámetros dentro del formato 
BUILD-BUILDTYPE en el que BUILD puede ser:
-generic: ejecutará el emulador básico
-full: ejecutará el emulador con todas las aplicaciones, idiomas, etc…
-full_crespo: ejecución que se hace sobre Nexus S
y BUILDTYPE puede ser:
-user: acceso limitado
-userdebug: como el anterior pero con accero roto para debutar
-eng: configuración de desarrollo
Ejecución
Existen dos métodos de ejecución, en un terminal o en emulador. Para esta última 
basta con ejecutar el comando emulador, pero para la primera opción hace falta falsear el 





OpenGL es una API software que conecta con el hardware gráfico. Este consiste 
en unos 250 comandos que se usan para especificar objetos y operaciones necesarias 
para producir aplicaciones 3D interactivas. OpenGL es capaz de dibujar escenas 
tridimensionales complejas a partir de primitivas simples, tales como puntos, líneas y 
triángulos.
Esta API fue desarrollada Silicon Graphics Inc. En 1992. Antes de esto había una 
gran disgregación en el campo de la comunicación entre software y hardware gráfico, y 
fué con la aparición de OpenGL cuando se consiguió la difícil tarea de que todos los 
componentes de hardware gráfico hablasen el mismo idioma.
OpenGL se usa ampliamente en CAD, realidad virtual, representación científica, 
visualización de información, simulación de vuelo y desarrollo de videojuegos.
Funcionamiento
¿Qué hace OpenGL?
Para entender cómo funciona OpenGL primero se debe saber exactamente qué es 
lo que hace, y existen diez puntos que describen bastante bien todo lo que engloba las 
funciones de la API:
-Punto 1: Es capaz de mostrar una escena como modelo wireframe, es decir, 
como si todo estuviese hecho de hilos sin textura entre ellos. Cada uno de estos hilos 
pertenece a una parte de una primitiva, como por ejemplo un polígono.
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-Punto 2: Muestra una versión del wireframe depth-cued. Esto significa que simula 
el efecto visual que se produce en la vida real en el cual los objetos, o en este caso 
líneas, más lejanas se muestran más oscuras. A su vez OpenGL simula efectos 
atmosféricos como la niebla ara conseguir este efecto.
-Punto 3: Muestra una versión del wireframe antialiased. El antialiasing intenta 
conseguir que líneas curvas, o rectas no horizontales o verticales, disimulen el efecto 
sierra que se produce en ellas debido a que lo que se muestra por pantalla son pixeles.
-Punto 4: Muestra una versión flat-shaded de la escena. De esta manera la escena 
ya no se muestra como un conjunto de líneas o hilos sino que los polígonos pasan a ser 
rellenados de manera lisa, con un solo color y sin efectos de luz
-Punto 5: Aplica efectos de luz a lo mostrado a partir del punto 4, con lo que se 
consigue una escena mucho más realista y un mayor efecto 3D ya que los objetos de la 
escena responden a los efectos de la luz externa de la misma.
-Punto 6: Añade sombras y texturas a la escena anterior, y aunque no hay manera 
de aplicar sombras de manera explícita con OpenGL (no existe un comando para 
sombras), sí que hay diferentes maneras de conseguir que aparezcan
-Punto 7: Se aplica el efecto motion bluff, o desenfoque de movimiento, a través 
del cual se capta una estela borrosa dejada por el movimiento rápido de algún objeto
-Punto 8: Es capaz de mostrar una escena como si fuese una fotografía con un 
punto de vista diferente. Esto realmente muestra que la imagen es realmente una 
fotografía de objetos tridimensionales.
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-Punto 9: Usa el efecto niebla, como el explicado en el punto 2, pero esta vez para 
simular partículas en el aire. Esta vez este efecto tiene más impacto en la escena.
-Punto 10: Aplica el effect depth-of-field, que simile la imposibilidad de la cámara 
para mantener todos los objetos de la escena enfocados, sino que se enfoca un punto de 
la escena y el resto son más o menos borrosos según si son más o menos cercanos a 
este punto. [10]
OpenGL como máquina de estados
OpenGL funciona como una máquina de estados. Esta es puesta en varios 
estados que mantienen su efecto hasta que estos son cambiados. Como ejemplo, el 
color es uno de estos estados, es posible poner este estado a blanco, y los objetosque 
se pinten a partir de entonces se harán de este color hasta que este estado cambie a otro 
color. El color es solo un ejemplo de los diferentes estados modificables de OpenGL 
como pueden ser la visualización, la proyección, sus transformaciones, modos de dibujo, 
posiciones de luces, propiedades de materiales o la manera de dibujar los polígonos. 
Muchos de estos estados son activados y desactivados con las directivas glEnable() y 
glDisable().
Todos estos estados tienen un valor por defecto, y se puede consultar mediante 






Cada uno de ellos es llamado dependiendo del tipo de datos esperado.
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Rendering pipeline
Muchas implementaciones de OpenGL tienen un orden similar de operaciones, 
una serie de pasos que en su conjunto de llaman OpenGL rendering pipeline. en el 
siguiente esquema se muestran estos pasos, y aunque no es algo estricto, si que sirve de 
guía para entender el proceso.
En este esquema se ve como los diferentes tipos de datos van por diferentes 
caminos. Por una parte, los datos geométricos pasan por unas operaciones pre-vértice y 
unos evaluadores, mientras que los datos de pixeles son tratados de diferente manera. 
Los dos tipos de datos comparten los últimos pasos para formar al final los pixeles a 
pintar en el framebuffer.
Operaciones geométricas
Los datos geométricos, vengan de la display list, un evaluador, los vértices de un 
triángulo, o como datos independientes, consisten en un conjunto de vértices y el tipo de 
primitiva que describen (un vértice, línea, o polígono). Estos datos no solo incluyen las 
coordenadas (x, y, z, w), sino que también contienen un vector normal, coordenadas de 
textura, un color RGBA, un índice de color, propiedades de material y diferentes FLAGS. 
Todos estos elementos excepto las coordenadas de vértices pueden ser especificados 
en cualquier orden, existiendo también valores por defecto de los mismos. Tan pronto 
como el comando glVertex*() es ejecutado, los componentes son normalizados a cuatro 
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dimensiones si es necesario (z = 0 y w = 1), y los componentes actuales son asociados a 
los vértices. Toda esta información entonces es procesada.
-Prevertex Operations
En el paso de las operaciones pre-vértice, cada coordenada del vértice es 
transformada por la modelview matriz, mientras el vector normal es transformado por la 
matriz inversa transpuesta y renormalizada si se especifica. Si la generación de textura 
automática está activada, unas nuevas texturas son generadas desde las coordenadas 
de los vértices transformadas, y reemplazan las viejas coordenadas de textura. Las 
coordenadas de textura son entonces transformadas por la matriz de textura actual y 
pasadas al paso de ensamblado de primitivas.
Mientras tanto, los cálculos de list, si están activados, son formados usando los 
vértices transformados y las coordenadas del vector normal, y el material actual, las 
luces, y el modelo de iluminación. Estos cálculos generan nuevos colores o índices que 
son enmascarados o acotados al rango apropiado y pasados al paso de ensamblado de 
primitivas.
-Primitive Assembly
El ensamblado de primitivas difiere dependiendo de si la primitiva es un punto, una 
línea o un polígono. Si el rellenado de polígonos está activado, los colores o índices de 
todos los vértices en una línea o polígono son puestos al mismo valor. Si hay recortes de 
plano definidos y activados, son usados para recortar los tres tipos de primitiva. Los 
pintos son recortados simplemente pasando o rechazando vértices, el recorte de líneas o 
polígonos puede añadir vértices adicionales dependiendo de cómo sea recortada la línea 
o el polígono. Después de este proceso, las coordenadas de cada vértice son 
transformadas por la matriz de proyección, y los resultados son recortados contra las 
vista de planos estándar x=+-&ohgr, y=+-&ohgr y z=+-&ohgr, 
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Si la selección está activada, todas las primitivas no eliminadas peor el proceso de 
recortado generan un informe y no son procesadas más veces. Sin selección, 
operaciones de depth-range son aplicadas. También, si la primitiva es un polígono, es 
sometida a un test de curling, si esta está activada. Un polígono se puede convertir a 
vértices o líneas, dependiendo del modo.
Finalmente, puntos, líneas y polígonos son rasterizados. La pasterización 
determina que cuadrados de la cuadrícula de enteros de las coordenadas de la ventana 
son ocupados por la primitiva. Si el antialiasing está activado, la porción del cuadrado 
que es ocupado por la primitiva también se computa. Los valores de color y profundidad 
también son asignados a cada cuadrado. Si el offset de los polígonos está activado, los 
valores de profundidad se modifican ligeramente.
Operaciones de pixel
El primer paso para los pixeles es el desempaquetado en el apropiado número de 
componentes. El desempaquetado de OpenGL maneja diferentes formatos. Después de 
este primer paso, los datos son escalados y procesados usando un mapa de pixeles. El 
resultado se acota a un rango apropiado dependiendo del tipo de datos y entonces son 
escritos en la memoria para su maleo o pasterización.
Si los datos de píxels son leídos del framebuffer, las operaciones de pixel se 
realizan. Los resultados se empaquetan en un formato apropiado y son devueltos a la 
memoria. Las operaciones de copia de pixeles son similares a una combinación del 
desempaquetado y el resto de operaciones, excepto que el empaquetado y 
desempaquetado no son necesarios, y solamente se realiza un simple paso hecho a 
través de las operaciones antes de que los datos se escriban otra vez en el framebuffer.
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-Texture memory
Las primeras versiones de OpenGL disponían de un control adicional sobre la 
memoria de la textura. Esta información puede ser especificada desde el framebuffer o 
desde la memoria procesada. Toda o una porción de la imagen puede ser reemplazada. 
La información de la textura puede ser guardada en objetos de textura, los cuales pueden 
ser cargados en la memoria de textura. Si hay demasiados objetos de textura al mismo 
tiempo, solo se conservan las de mayor prioridad.
Fragment operations
Si la textura está activada, un texel es generado desde la memoria de textura para 
cada fragmento y aplicado al fragmento mismo. Entonces se realizan los cálculos de 
niebla, seguidos de la aplicación de los valores de antialiasing. Todos ellos si están 
activados.
Después de esto viene el recortado, seguido del test alpha (solamente en modo 
RGBA), el test de plantilla, y el test del depth-buffer. Si estamos en el modo RGBA, se 
realizan operaciones de mezcla (blending), seguidos de operaciones lógicas. Todas estas 
operaciones pueden ser desactivadas.
Entonces a los fragmentos se les aplica una máscara de color o índice, 
dependiendo del modo, y se dibujan en el buffer apropiado. Si los fragmentos se 
escriben en los bufares de profundidad o plantilla, el enmascarado se produce después 




Estas últimas operan con la actual pila de matrices, las cuales pueden ser la 
modelview, la projection o la pila de matriz de texturas. Existen diferentes comandos que 
se dividen en dos grupos, por una parte están los que operan con la matriz en el top de la 
pila y por otra los que crean las matrices. Cuando la matriz modelview se modifica, su 
inversa transpuesta se genera pata la transformación del vector normal.
Animación
Uno de los puntos clave de la generación de gráficos con OpenGL es el 
movimiento. Sea lo que sea el objetivo de la representación en 3D, ya sea para fines 
profesionales o lúdicos, está claro que esta es la parte más importante de los gráficos 
por computador.
En una película de cine, el movimiento es representado tomando una secuencia de 
imágenes y proyectándolas a 24 de ellas por segundo en la pantalla. Cada fotograba o 
frame representa una de estas fotografías. El obturador es momentáneamente cerrado 
entre frame y frame, entonces el frame siguiente es mostrado, y así consecutivamente. 
Aunque el espectador está viendo 24 fotogramas por segundo, el cerebro lo interpreta 
como una animación suave. Los gráficos por ordenador típicamente refrescan la pantalla 
entre 60 y 76 veces por segundo, lo que claramente hace mucho más suave la animación 
para el ojo humano.
La mayoría de las implementaciones OpenGL incluyen un doble buffer hardware o 
software, uno de ellos es mostrado mientras que el otro está siendo pintado. Cuando un 
frame es pintado por completo se hace un intercambio entre los dos y entonces se 
intercambia también si función, y así sigue su función de este momento en adelante.
Para alguna implementaciones, con el objetivo de simplificar este intercambio de 
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bufares, existe una rutina llamada swap_the_buffers() que espera hasta que la pantalla 
actual ha completado su periodo de refresco y la previa se ha dibujado completamente. 
Usualmente es más fácil pintar la nueva escena desde 0 que recalcular todos los 
cambios. Esto es así debido a que un pequeño cambio en un objeto de una escena o 
desde el punto de vista del observador puede que haga moverse toda la escena. [10]
OpenGL ES
OpenGL ES es una versión simplificada de la API OpenGL destinada a sistemas 
embebidos como pueden ser dispositivos móviles o consolas de videojuegos. Está 
impulsada por el Grupo Khronos, un consorcio de empresas dedicadas a hardware y 
software gráfico interesadas en APIs gráficas y multimedia.
Existen varios cambios entre OpenGL original y OpenGL ES, de hecho existen 
partes eliminadas ya es una versión simplificada. De las partes simplificadas se destacan 
dos, por una parte se eliminan las llamadas de inicio y fin de representación de primitivas, 
estas son glBegin() y glEnd(), por contra se utilizan arras de vértices para esta función. 
Por otra parte se eliminan los datos en punto flotante y se substituyen por datos en punto 
fijo, esto favorece a la velocidad de cálculo ya que muchos sistemas a los que está 
destinada la API tienen una potencia menos de a los que está destinado OpenGL, o 
simplemente no son capaces de hacer cálculos en punto flotante. Otras cosas eliminadas 
son detalles como la imposibilidad de usar polígonos complejos, texturas 3D, display 
lists, etc…
Existen dos versiones de OpenGL ES, la versión 1.0 se basa en la 1.3 de OpenGL, 
y la 2.0 en la OpenGL 2.0. Ésta última versión de OpenGL ES elimina casi toda la 
funcionalidad fija y la reemplaza por unidades programables por el usuario. En 
consecuencia, OpenGL ES 2.0 no es retrocompatible con OpenGL ES 1.1.[9]
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OpenGL ES en Android
En Android, cuando una aplicación utiliza la librería OpenGL ES, lo puede hacer de 
dos maneras. La primera es exclusivamente en java, con lo cual cada llamada usará la 
capa JNI para acceder a la capa nativa. La segunda es escribiendo las llamadas 
directamente en código nativo, pasando por la capa JNI de manera explícita a cada 
frame, así evitando pasar por ella con cada llamada.
Son tres las librerías que conforman la API de OpenGL ES, libEGL.so es la 
implementación de la plataforma EGL, libGLESv1_CM.so la implementación de la API 
OpenGL ES 1.X y libGLESv2.so la implementación de la 2.X. Dentro de estas dos últimas 
se encuentran tres ficheros llamados gl.cpp, gl_api.in y glext_api.in. El primero contiene la 
implementación del "hooking", mientras los otros dos contienen la implementación de las 
llamadas y están incluidos en el primero. Estos dos últimos están autogenerados por 
unos scripts escritos en Perl.
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Ejemplo
A continuación se muestra un pequeño ejemplo de una aplicación en OpenGL y el 
resultado que muestra, este ejemplo es una pequeña aplicación que dibuja un cuadrado 
y lo va rotando.
En la primera parte del código se muestran los includes de las librerías necesarias 
para utilizar la API, es este caso no usamos más que la librería estandard de C y las 





En la siguiente función se inicializan los colores y se define el modo de pintado:
static GLfloat spin = 0.0;
void init(void)
{
glClearColor (0.0, 0.0, 0.0, 0.0);
glShadeModel (GL_FLAT);
}
La siguiente función es la que aplica los cálculos de cambio de posición del objeto 
y realiza el cambio de buffers, por lo tanto se puede decir que esta función es la que 






glRotatef(spin, 0.0, 0.0, 1.0);
glColor3f(1.0, 1.0, 1.0);




La función siguiente controla el desfase de grados, si éstos superan los grados de 
una circunferencia completa, el valor se reinicia:
void spinDisplay(void)
{
spin = spin + 2.0;
if (spin > 360.0)
spin = spin - 360.0;
glutPostRedisplay();
}
La siguiente función calcula las variables relacionadas con el punto de vista del 
observador:
void reshape(int w, int h)
{
glViewport (0, 0, (GLsizei) w, (GLsizei) h);
glMatrixMode(GL_PROJECTION);
glLoadIdentity();




En la función que se muestra a continuación se recoge la información enviada 
desde el reatón para enviarla como resultado y cambiar los parámetros necesarios:
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La siguiente es la función principal, en ella se preparan los modos de visualización 
y se llama al resto de funciones para que realicen sus funciones en el orden adecuado:
int main(int argc, char** argv)
{
glutInit(&argc, argv);


















Attila Project tiene como objetivo investigar y desarrollar micro-arquitecturas para 
la siguiente generación de GPU's. Para ello, su equipo ha empezado por investigar la 
generación actual. A día de hoy han producido una pila, todo software, de una GPU 
completa. Adicionalmente este equipo ha desarrollado herramientas de ayuda para 
captar trazas, reproducirlas y visualizarlas en un simulador.
Herramientas desarrolladas
Este grupo de gente se dedica a trabajar tanto con OpenGL como sobre Direct3D. 
Este proyecto se centra en la primera API por lo tanto se explicará el trabajo realizado 
hasta ahora sobre ella.
Como se ha comentado en la introducción, una parte del software desarrollado 
son herramientas de ayuda, estas son las siguientes:
-Interceptor: El interceptor para la librería OpenGL registra todas sus llamadas 
con los valores de sus parámetros, texturas y buffers de vértices. Toda esta información 
se guarda en un fichero externo, lo que se llama una traza para el simulador. Todas las 
llamadas y datos se pasan igualmente a la librería original para seguir con la ejecución.
-Player: El reproductor de trazas para OpenGL se encarga de verificar la 
corrección de los datos de la traza generada por el interceptor. Esto lo hace a través de la 
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reproducción de la misma. Esta se hace frame a frame y la comparación es totalmente 
visual.
-Driver: El driver implementa la funcionalidad de OpenGL desde la versión 1.4 
hasta la 2.0 para ejecutar los juegos de última generación soportados por esta API.
Esquema general
El siguiente esquema recoge la interacción de las herramientas explicadas 
anteriormente y sus resultados:
Como se puede ver en el esquema anterior, después del proceso de intercepción y 
reproducción, que aquí vienen representados como “Collect” y “Verify”, las trazas pasan 
por un simulador que no se ha nombrado en este capítulo, esto es debido a que no entra 
en el alcance de este proyecto aunque si bien es verdad que las trazas recogidas deben 
ser reproducibles por el simulador. De todo esto se hablará en el capítulo siguiente.
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Por otro lado, en la parte de análisis se pueden ver diferentes estadísticas y datos 
que se extraen de este proceso, la primera parte solamente permite generar la unas 
estadísticas poco concretas pero capaces de generar una idea global, el resto son 
estadísticas más concretas y por lo tanto más fieles a la realidad. [1,2]
Resultados
Todo esto al final se muestra en resultados muy visuales ya que la verificación se 
hace de esta manera.
A continuación se muestran algunos de los resultados que se obtiene al visualizar 






Objetivos y alcance del proyecto
Este proyecto tiene los siguientes objetivos:
-Intercepción: Creación de un interceptor para Android para que extraiga trazas 
de llamadas a la API y de los valores de sus parámetros. Esto se hará tanto para la 
versión 1.X como para la 2.0 de OpenGL ES. El desarrollo de este interceptor se divide en 
dos partes, por un lado se creará una librería externa nueva para Android que contenga el 
interceptor de Attila para OpenGL más las modificaciones y nuevo código necesario para 
su funcionamiento manteniendo al máximo la estructura principal del código original. Por 
otro lado se modificará la librería OpenGL ES para que envíe los datos a dicha librería 
externa. Este interceptor debe ser capaz de generar trazas posteriormente reproducibles.
-Player: Creación de un reproductor de trazas adaptado a las generadas por el 
interceptor para Android. Para ello se desarrollará una aplicación para esta plataforma 
que se comunique con el player para OpenGL de Attila. Esto se hará siguiendo la 
metodología del apartado anterior manteniendo en la medida de lo posible el código del 
player original y modificando o añadiendo lo necesario para su correcto funcionamiento 
dentro de esta plataforma.
-Estadísticas: Generar estadísticas de las trazas captadas por el interceptor. Esto 
se hace añadiendo con un código añadido al mismo y permite hacerse una primera idea 
del comportamiento de las aplicaciones 3D de Android en cuanto a su uso de la API 
OpenGL ES. Las estadísticas extraídas corresponden a las de la primera parte del 
proceso de análisis, ya que para extraer unas estadísticas más concretas haría falta pasar 
la traza por el simulador, lo cual no entra dentro del alcance de este proyecto.
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Tareas a realizar
-Estudio previo del código fuente de Android: Se debe realizar un estudio del 
funcionamiento del código fuente de Android, de las partes que lo componen, de su 
compilación y ejecución. En concreto también se debe hacer un estudio del 
funcionamiento de las librerías externas, sus estructura e interacción con el resto de 
componentes. También es importante estudiar como funcionan los generadores de 
código en esta plataforma. En general se debe ser consciente de que nos puede aportar 
y que limitaciones tiene este sistema para poder trabajar sobre el y saber que tareas 
podrás o no realizar.
-Estudio previo del interceptor para OpenGL de Attila: Se debe realizar un 
estudio del sistema de generación de las trazas para OpenGL de attila para poder tomar 
decisiones seguras de las partes que se necesitarán y también para poder conservar al 
máximo el código original. Este estudio se debe realizar en compañía del estudio del 
código fuente de Android debido a las limitaciones que pueda tener. Se debe conocer 
con exactitud el funcionamiento de este interceptor ya que el que se va a desarrollar tiene 
que tener un comportamiento igual.
-Desarrollo de un interceptor para OpenGL ES sobre Android: Se llevará a cabo 
el desarrollo de un interceptor de trazas generadas de la API OpenGL ES en Android 
basado en el interceptor para OpenGL de Attila. Este funciona como una librería externa 
que se comunica con la API y genera unas trazas reproducibles posteriormente. Este 
mismo interceptor será el encargado de extraer las estadísticas de las trazas generadas.
-Estudio previo del SDK de Android: Se debe realizar un estudio del SDK de 
Android ya que el reproductor de trazas será una aplicación para dicha plataforma. 
También se hará un estudio del NDK ya que el código del reproductor de Attila está 
escrito en C++, por lo que es necesaria una comunicación entre la aplicación de Android 
y la parte nativa.
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-Estudio previo del reproductor de trazas OpenGL de Attila: Como pasa con el 
caso del interceptor, se debe realizar un estudio del reproductor de Attila ya que el 
objetivo es aprovechar el máximo de código, y este debe de hacerse en compañía del 
estudio realizado del SDK de Android ya que se debe ser consciente de las limitaciones 
que pueda tener.
-Desarrollo de un reproductor de trazas OpenGL ES en Android: Se 
desarrollará una aplicación para Android capaz de reproducir las trazas captadas por el 
interceptor para OpenGL ES de la plataforma en cuestión. Esta aplicación será una 
superficie renderizable sobre la cual se ejecutarán las llamadas con sus correspondientes 
parámetros, esta aplicación recogerá estos datos tanto de la traza como del reproductor 






El GLESInterceptor es la pieza clave de este proyecto, este mismo se divide en 
dos partes. La primera es la modificación de la librería OpenGL ES de Android para 
extraer los datos de cada una de las llamadas, la segunda es una librería externa añadida 
al conjunto de las que dispone Android que recoge estos datos y los almacena en un 
formato específico. También existe una tercera parte, que es la extracción de 
estadísticas, pero de ella se hablará en un capítulo posterior dedicado exclusivamente al 
tema.
Este interceptor define sus posibilidades con las siguientes características:
-Extracción: Extraer trazas de las llamadas realizadas por cualquier aplicación que 
use la librería OpenGL ES de Android.
-Almacenamiento: Almacenar los datos recogidos de manera que tanto datos 
directos como apuntados puedan ser consultados.
-Escalabilidad: Fácilmente ampliable a futuras actualizaciones de la librería gracias 
a que una parte de ella se genera de manera automática pardeando ciertas partes de la 
librería.
-Transparencia: Funcionamiento transparente al usuario, este puede ejecutar 
cualquier aplicación y utilizarla de manera normal sin percibir de manera directa o 
indirecta el hecho de que una aplicación externa esté extrayendo datos.
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Esquema general
Captación de los datos
Como se puede ver en el esquema, una aplicación que hace uso de la librería 
OpenGL ES accede a ella desde su punto de entrada. Este punto de entrada, gracias a la 
modificación realizada, hace dos funciones, por una parte desvía los datos que 




Existe un fichero de enlace llamado desde la librería EGL, esta librería se encarga, 
a grandes rasgos, de preparar el terreno para que la librería OpenGL pueda mostrar los 
gráficos generados. Estas llamadas se encargan de activar y desactivar la librería externa 
llamada gltrace cada vez que se abre y cierra una aplicación 3D.
Por otra parte, cada llamada que se realiza a la API OpenGL ES envía sus datos a 
través de un fichero wrapper encargado de gestionar cada entrada que recibe.
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Almacenamiento de datos
Una vez se cierra la aplicación que usa la librería OpenGL ES, a través de este 
enlace entre las dos librerías se da un aviso para que deje de recibir datos y los almacene 
según se haya especificado en la configuración.
Modificación de la librería OpenGL ES
La primera parte a modificar es EGL, esta librería es la encargada de 
preparar la superficie de la pantalla para ser renderizable. En ella se ha incluido dos 
llamadas a las funciones de enlace de la librería externa que genera las trazas para iniciar 
y finalizar la captación de datos, concretamente en las funciones de creación y 
destrucción del contexto.
La segunda parte es la librería OpenGL ES, esta contiene, para cada versión 
de la misma, dos ficheros, el glVERSION.cpp y el glVERSION_api.in. Este segundo 
fichero contiene los puntos de entrada de todas las llamadas a la API y es en ellos donde 
se ha incluido una llamada al fichero wrapper de la librería externa con los datos que 
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corresponda a cada caso.
Diagramas de secuencia
En el siguiente diagrama se puede ver la secuencia de inicio y finalización de la 
captación de trazas, en cuando la aplicación que realiza las llamadas crea un contexto 
renderizable a través de la librería EGL, esta llama al enlace a la librería externa para que 
empiece o acabe de trabajar, según el caso en el que se encuentre.
Este otro diagrama muestra la secuencia que se sigue a cada una de las llamadas 
a la API. Esta vez, en cada llamada que realiza la aplicación 3D a la API, se hace una 
segunda llamada que desvía los datos hacia el wrapper de la librería externa, quien se 
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encarga de recogerlos y gestionarlos dentro de la misma.
Estructura del código
gl
La librería OpenGL ES se genera a partir de un conjunto de ficheros. Para cada 
una de sus versiones existen dos ficheros que componen la librería final. Uno de ellos es 
el llamado gl.cpp, o para la versión 2.0 gl2.cpp. Este contiene código C++ y es el fichero 
base que genera la librería. En él se han incluido las clases enlace como la clase wrapper 
de la siguiente manera:
Por otra parte, el otro fichero que también existe es el llamado gl_API.in, en el que 
se incluye el código de cada una de las llamadas a la API, y es en este código donde, por 
cada una de estas llamadas, se ha incluido una llamada a la librería externa, como se ve 
en la imagen:
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Por último, estas llamadas se incluyen en el código de la clase en C++ ya que, 
como se ha comentado más arriba, esta clase es la principal. Estas llamadas se incluyen 
de la siguiente manera:
egl
Esta librería, como ya se ha comentado, entre otras cosas prepara una superficie 
dentro de la pantalla del terminal para ser renderizable, esto lo hace a través de una serie 
de funciones que incluye.
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Cuando una aplicación empieza a realizar llamadas a la API, la librería egl crea un 
contexto para ella, y cuando deja de hacerlo este contexto se destruye, por lo tanto un 
contexto se refiere a las llamadas realizadas por una sola aplicación, así que para 
distinguir las trazas de una aplicación y otra, las llamadas de inicio y fin de las mismas se 
han incluido en estas funciones
La primera de estas llamadas tiene el nombre de Trstart y se incluye en la función 
createContext de la clase egl como se puede ver en la siguiente imagen:
La segunda, como es lógico, se ha incluido en la llamada destroyContext y su 
nombre es Trfinish, la inclusión es exactamente igual que la anterior:
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Estas llamadas son posibles gracias, una vez más, de la inclusión de las clases 
necesarias de la librería externa.
Android.mk
Todas las librerías externas de Android, para su correcta compilación, incluyen un 
fichero llamado Android.mk. Este fichero contiene información como por ejemplo los 
ficheros de los que se compone la misma, otras librerías necesarias para su 
funcionamiento, su nombre como paquete compilado, etc..
Para que la comunicación entre esta librería y la nueva creada para la realización 
de este proyecto, se ha incluido el nombre final de la librería nueva en el archivo 
Android.mk correspondiente a las diferentes versiones de la librería OpenGL ES y a la 
librería EGL. Esto se ha hecho de la siguiente manera:
66
La librería externa gltrace
La librería gltrace es la encargada de recibir los datos a través del enlace 
comentado en el anterior apartado y con ellos realiza dos funciones:
-Guardado: Los datos se guardan en disco según se haya configurado de la 
manera lo más estricta posible para que los resultados de un posible futuro uso sean lo 
más fieles posibles.
-Estadísticas: Generar estadísticas de estos datos extraídos
Debido a que a las estadísticas se les dedica un capítulo exclusivo no se explicará 
nada excepto alguna referencia en caso de que sea necesaria.
Esta librería se incluye en Android desde 0. Esto significa que no es una 
modificación de una existente sino que es algo que no existía y se ha incluido sin 
intervenir en el normal funcionamiento del sistema.
Para poder llevarla a cabo se ha seguido la estructura del interceptor existente 
para plataformas no móviles para OpenGL, esto se ha hecho en diferentes pasos:
-Estudio previo: Se ha realizado un estudio exhaustivo del interceptor existente 
tanto de su estructura como de su funcionamiento, gracias a esto se han podido realizar 
los siguientes pasos intentando explotar la eficiencia tanto en tiempo como en código 
reutilizado.
-Reutilización: Se ha reutilizado el máximo código posible, esto ha sido posible 
por una parte gracias al framework JNI, y hace no perder tiempo a la hora de mejorar el 
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interceptor tal y como está, ya que no haría falta realizar cambios adaptados a cada 
plataforma.
-Modificación: Se han modificado partes de código según exigencias de la 
plataforma, aunque siempre intentando no alterar demasiado el código existente.
-Código nuevo: También por exigencias de la plataforma se ha añadido código 
nuevo, de manera que trabaje con el código reutilizado y adaptándose a él, y no al 
contrario.
Para explicar todo esto se ha dividido el capítulo en las diferentes partes dentro 
del funcionamiento de la librería, incluyendo en cada una de ellas una breve explicación, 
diagramas, esquemas y partes de código según sea necesario. Al final se muestra un 




De esta parte ya se ha hablado, aunque se comenta muy brevemente debido a que 
estructuralmente pertenece a esta parte de las dos que se comunican.
Básicamente sus funciones son las de iniciar y finalizar la librería, aunque también 
se encarga de registrar cada paso entre frames.
El código correspondiente a esta parte se ha creado para esta plataforma concreta 
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ya que era necesaria la comunicación entre estas dos librerías, se ha hecho sin alterar el 




Esta parte funciona a modo de main principal, es la encargada de todas las 
comunicaciones dentro de la librería, no se nada de lo que ella no se entere. También es 
la encargada de la inicializaciones y la configuración, entre otras cosas se definen las 
siguientes:
-Modo de escritura.
-Tipo de estadísticas que se van a extraer.
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-Número de frames a tratar.
-Inicialización de la gestión de la memoria para datos apuntados.
-Inicialización de los ficheros donde se escriben tanto la traza como las 
estadísticas extraídas
La mayoría de estas decisiones son leídas a través de un fichero de configuración.
Para esta parte se ha reaprovechado el código existente aunque obviando parte 
del ya que no era necesario para este proyecto, para ello se han añadido ciertas 
condiciones para excluir código de la compilación según en la plataforma que se 





Una vez se ha inicializado todo se empieza a captar la traza, esto se hace 
secuencialmente según se vayan realizando las llamadas, de las que se recogen los 
datos y se envían para ser escritos o para realizar más funciones si es necesario.
En este proceso, del que existe una función determinada asociada a cada una de 
las llamadas a la API, se envían desde el nombre de la función, sus parámetros y hasta 
caracteres como comas o paréntesis.
Esta parte se ha añadido nueva para esta plataforma aunque siguiendo la filosofía 
de la anterior, no se ha podido aprovechar el código anterior ya que las llamadas a la API 
son diferentes entre OpenGL ES y la API original. Está compuesta por un único fichero y 
se autogenera de manera similar a los ficheros autogenerados del sistema Android, 
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aunque de esto se habla más adelante.
-DIAGRAMA DE SECUENCIA
-DETALLES DEL CÓDIGO
En esta porción del código correspondiente a esta parte se puede ver cómo, para 
esta llamada en concreto, se escribe cada una de sus partes. Por otra parte se 




Como se ha visto, en el paso anterior todos los datos captados pasan a ser 
escritos, de esto se encarga esta parte. Esto se hace de manera que se compone una 
serie de llamadas según se haya indicado en la configuración previa.
Se hace uso de un stream que conecta con el fichero de salida resultante, que será 




Esta parte es capaz de tratar la escritura de manera distinta según del tipo de 
datos que reciba como strings, chars y unsigned chars, shorts y unsigned shorts, ints y 
unsigned ints, longs y unsigned longs, long longs y unsigned long longs, floats, doubles, 
valores hexadecimales, enums, arrays y direcciones de memoria.
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También es capaz de realizar funciones como flush y seek.
El código de esta parte se ha podido reaprovechar de lo ya realizado también, 
como en el caso del interceptor, obviando partes que no han hecho falta. Esta parte está 




Existen casos especiales en los que no se sigue una estructura fija de escritura de 
datos ya que estos vienen apuntados. Muchas de las llamadas a la API contienen este 
tipo de datos y es necesario hacer una buena gestión de los mismos para que la captura 
sea exhaustiva.
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Este tipo de datos pueden tener la dificultad de no venir definidos en una sola 
llamada sino en llamadas distintas separadas por otro conjunto, por lo tanto su trato no 
puede ser algo rutinario ni autogenerado sino que más bien es algo específico para cada 
caso
Es por eso que se ha necesitado incluir una parte de código especial para los 
casos en que se apuntan datos o en los casos en los que una llamada forma parte del 
cálculo de los datos apuntados ya sea definiendo el tamaño como el tipo de datos.
Esta parte contiene un 50% de código reaprovechado y un 50% de código 
añadido por la misma razón que en el caso del capturador, hay cálculos específicos que 
coinciden con el interceptor de OpenGL original y hay casos en los que no. Esta parte 





Existen un par de herramientas que dan soporte al resto de partes del interceptor, 
se encargan de empaquetar operaciones que se repiten continuamente para no hacer del 
código algo ilegible.
Estas herramientas hacen las siguientes funciones:
-Cálculo de valor máximo dentro de un grupo de valores.
-Generación de tablas de constantes y de funciones para su rápido acceso
-Cálculo de tamaños de formato y tipo de píxeles.
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-Cálculo de tamaño de buffers.
-Cálculo de la gestión de memoria para almacenar los datos apuntados
-Generación de punteros a estos datos.
En este caso, como en el anterior, se ha podido reaprovechar aproximadamente un 
50% del código para la API original, esto es debido a que para esta versión simplificada 
hay cálculos y tipos de datos distintos ya que al estar destinada a dispositivos móviles en 
parte es necesario potenciar la gestión de los recursos.
Por otra parte, esta parte se estructura en dos ficheros, por un lado están las 
utilidades usadas por los casos específicos, en las que se encuentras los cálculos de 
tamaños para la gestión de la memoria, y por otra las utilidades usadas por el resto del 
interceptor donde se encuentran las tablas de funciones y constantes.
Guardado en disco
-EXPLICACIÓN GENERAL
Esta parte se encarga de la gestión de los datos apuntados en los parámetros de 
las diferentes llamadas a la API, esta gestión se divide en tres partes:
-Gestión de identificadores
-Gestión de regiones de memoria
-Gestión de arrays de datos
77
Los identificadores son referencias a regiones de memoria, cada región de 
memoria puede estar apuntada por uno o más identificadores, ya que en caso de 
coincidencia de memoria utilizada por parte de diferentes llamadas API se reutiliza.
Cada región de memoria se refiere a un grupo de datos apuntados por alguno de 
los parámetros de alguna de las llamadas, estas se meten en un manager que funciona 
como una cache, para la reutilización de la memoria. Estas regiones al final acaban 
guardando sus datos de arrays.
Este funcionamiento se gestiona con unos managers tanto de identificadores 
como de regiones de memoria que son quienes se comunican entre ellos y deciden que 
se incluye, que se elimina y que partes de la memoria se reutilizan.
Esta parte se ha reutilizado de la del interceptor original ya que la gestión de los 
datos es independiente al tipo de datos que haya dentro. En ella se incluyen tres ficheros, 






Vistas las dos partes que componen el interceptor de datos es obvio pensar que 
mucha parte de su código se genere automáticamente debido a su repetición de 
estructura y su gran magnitud. De ahí a que existan unos generadores de código tanto 
para la parte de modificación de la librería OpenGL ES como para la parte de la librería 
externa nueva.
Tanto los de una parte como los de la otra están escritos en Perl y siguen una la 
estructura original de los generadores de código usados por Android para generar el 
código inicial de la librería. Todas ellas vienen gestionadas por un fichero en Bash que 
indica cuando, como y sobre que ficheros ejecutar todos los generadores de código. Este 
script se ejecuta en tiempo de compilación del código fuente de Android.
Los generadores de código originales creaban todas los métodos de entrada de 
las llamadas a OpenGL ES. Los nuevos han añadido a esta funcionalidad inicial las 
siguientes:
-Inclusión de una llamada a la librería externa nueva por cada uno de los métodos 
de las llamadas a la API OpenGL ES.
-Creación de los métodos llamados por las llamadas anteriores, en los cuales se 
escribe cada parámetro, llamada o carácter especial por separado.
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Ejemplo





Esta es la segunda parte del proyecto, su función, a grandes rasgos, es la de 
comprobar que los datos extraídos por la parte anterior son correctos y así verificar las 
estadísticas extraídas por el mismo. Esto se hace a través de una aplicación de Android 
que reproduce las trazas extraídas por el interceptor de manera que, si la secuencia de 
frames vistos en la intercepción y en la reproducción es la misma, se deduce que la traza 
está bien interceptada.
Esta aplicación en Android, el GLPlayer, funciona internamente siguiendo una 
estructura secuencial en el orden en que la traza está escrita siguiendo los pasos que se 
especifican a continuación:
-Paso 0 (Carga de ficheros): La aplicación empieza cargando el fichero de la 
secuencia captada y de la estructura de la memoria. Hecho esto se procede a iniciar el 
bucle principal.
-Paso 1 (Lectura de llamada): Este es el primer paso del interior del bucle que 
itera sobre la secuencia de llamadas, se encarga de leerla y actúa en consecuencia.
-Paso 2a (Paso de frame): En caso de que la llamada leída en el paso 1 sea de 
cambio de frame se realiza el swap de los buffers y se deja el terreno preparado para el 
siguiente frame. Este paso redirige al paso 1 como fin de iteración.
-Paso 2b (Llamada): En este caso se, en el que llega una llamada a la API 
OpenGL ES normal, se leen sus parámetros, de la misma secuencia o de la estructura de 
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buffers, y se lanza la llamada. Este caso también redirige al paso 1 como fin de iteración.
-Paso 2c (Fin de secuencia): En este caso la reproducción llega a su fin y por lo 
tanto se finaliza el bucle sobre el que se está iterando y con el, el programa.
Adicionalmente, esta aplicación para Android contiene unos controles de 
reproducción, pausa y paso de frame a frame para permitir una ejecución de la traza más 
detenida.
Para llevar a cabo todo esto se ha partido del código base del player desarrollado 
por Attila. La idea es que las trazas generadas funcionen en este player sin modificación 
más allá de la parte dependiente de la plataforma. Por eso, la parte a realizar dentro de 
este proyecto es la aplicación para Android que se conecte con el player existente.
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Esquema general
Preparación de una superficie renderizable
Se prepara una superficie renderizable básica como si de un proyecto común en 
OpenGL ES para Android se tratase, para ello se le asocia a la activity de la aplicación un 
tipo de vista que contiene una superficie renderizable. En esta última se encuentran las 
funciones típicas preparadas para lanzar llamadas a la API OpenGL ES.
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Comunicación Android-nativo
Una vez preparada la base, en vez de hacer las llamadas directamente a la API se 
realizan a la parte nativa, que es como está compuesto el player original. Por lo tanto 
cada vez que se quiere realizar una llamada, la aplicación para Android llama al player 
preguntándole cual es la siguiente llamada y cuáles son sus parámetros, y la lanza una 
vez le llega desde la parte nativa.
La parte nativa también recibe, a través de esta comunicación, los eventos de 
reproducción desde la aplicación para Android. Estos eventos son los de reproducción, 
pausa, siguiente frame, etc...
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Player nativo
El player nativo va iterando sobre las llamadas de la traza desde el inicio hasta su 




La aplicación para Android es simplemente, como se ha comentado con 
anterioridad, una activity que prepara una superficie renderizable dentro de su vista en la 
que se puede ver lo captado por el interceptor de las trazas.
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Esta aplicación se limita a inicializar todo esto y a enviar las señales que indica el 
usuario desde un menú contextual con el que puede pausar, reproducir frame a frame o 
reanudar la reproducción.
Dentro de la superficie renderizable existen ciertas funciones que aplican cierto 
funcionamiento concreto como por ejemplo lo que debe pintar a cada frame o como 
debe actuar con un giro de pantalla. En la primera función es donde se llama a la parte 
nativa para ver, según la traza, como debe actuar.
Este código es totalmente nuevo como es obvio ya que la parte de Android es 




En el siguiente código se ve como las funcionalidades quedan relegadas a la parte 
nativa mientras la parte en java no es más que un mero disfraz para poder funcionar 




La comunicación es posible gracias al framework JNI. Este permite declarar 
funciones nativas dentro del código java para poder ser llamadas y así no tener que 
traducir el código para poder ser más fácilmente reutilizable.
Así pues, todas las funcionalidades que se han visto en el apartado anterior hacen 
llamadas a funciones que realmente se encuentran en la parte nativa que es quien 
realmente carga con el trabajo  hecho por el player.




Como se puede apreciar en el código, se incluyen las librerías necesarias para 
poder llamar a los métodos nativos y se declaran los mismos como native.
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Parte nativa
Este código es aprovechado, hasta cierto punto, del que hay hecho por Attila. Y es 
ahí donde reside su punto fuerte, ya que se ha hecho de tal manera que, con un mínimo 
de modificaciones, es capaz de reproducir trazas que ya no vienen exclusivamente de 
aplicaciones de escritorio sino que ahora también lo hace de aplicaciones móviles para 
Android.




Este es el enlace por la parte nativa, es decir, es el encargado de inicializar la parte 
nativa y de recibir los eventos enviados por la otra parte.
Su funcionamiento es bastante sencillo, por una parte, registra todas las acciones 
realizadas por el usuario como son la pausa, reproducción o avance frame a frame. Por 
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otra parte, cada vez que se le dice que pinte algo, según en el estado de reproducción en 
el que se encuentre, realiza las acciones de gestionar las llamadas que le que consulta de 
la traza tratada por el resto de partes.
También se encarga de la gestión de la memoria y del intercambio de buffers en 
cada paso de frame a frame.
Esta parte es nueva debido a que conecta el player original de Attila con la parte 
nueva de Android, por lo tanto no tenía sentido su existencia anterior.
-DIAGRAMA DE SECUENCIA
-DETALLES DEL CÓDIGO
Para esta parte se van a mostrar tres apartados de su código. La primera de ellas 
es la declaración de las funciones, que al ser las que se conectan con la parte en java se 
hacen de una forma especial como se puede ver a continuación:
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Por otra parte se inicializan las variables con las rutas de los ficheros 
pertenecientes a la traza y a la gestión de memoria que se han guardado en la fase de la 
intercepción:
Por último se muestra la función que hace la gestión de la reproducción según si 
se ha hecho pausa en un frame concreto, en ella se ve como se hace pausa solamente 




Esta parte recibe la petición del enlace de una nueva llamada y este se encarga de 
devolver lo propio de cada situación según si la llamada es válida o estamos en un caso 
de cambio de frame.
Este código también es nuevo y es la última parte exclusiva de este proyecto ya 




Para entender esto mejor es necesario ver el código, en el se puede ver como 
dependiendo del tipo de llamada que estemos tratando en la actualidad pasa a ser 
ejecutada o es saltada. En cualquier caso se pasa a leer la siguiente llamada una vez se 
ha tratado la actual:
Ejecución
-EXPLICACIÓN GENERAL
La ejecución recibe la petición de una nueva llamada del player y este se encarga 
de gestionar los diferentes puntos desde donde se leen los datos, ya sean del lector o de 
la gestión de memoria. Una vez leído lo necesario de la llamada en cuestión esta se 
ejecuta.
Esta parte es reaprovechada del player original. Las anteriores se han desarrollado 
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pensando en funcionar con esa sin que sufra ninguna modificación.
Lectura
-EXPLICACIÓN GENERAL
La lectura de la traza se ha reaprovechado también siguiendo la filosofía del 
apartado anterior, adaptar el nuevo código de manera que sea funcional con el que había.
Esta parte funciona de manera inversa a la de escritura del interceptor, en aquella 
era capaz de realizar escritura de multitud de tipos de datos a través de un stream que la 
conectaba a un fichero real, esta hace la función contraria leyendo los mismos tipos de 
datos del fichero.
Por otra parte también es capaz de leer datos de los tres modos distintos en los 
que se escribían, según la configuración.
Utilidades y gestión de memoria
-EXPLICACIÓN GENERAL
Esta parte es breve ya que su explicación es exactamente la misma que en el 
interceptor debido a que está compuesta por las mismas clases con la diferencia de que 
en vez de usar las funciones de escritura se usan las de lectura. Esto es posible debido a 
lo completo que es su código.
Esto pasa tanto en la gestión de memoria como en las utilidades de cálculo de 
tamaños y traducción de nombres, volver a explicar estas partes haría que fuese 





Una vez más, como pasa anteriormente en el interceptor, es necesario utilizar 
generadores de código para crear parte del que compone el reproductor de OpenGL ES.
Este generador de código está desarrollado por Attila para el reproductor de 
OpenGL, por lo tanto es lógico, una vez más, partir del para realizar uno adaptado a la 
plataforma Android y, en concreto, a OpenGL ES.
Hay diferentes partes que se crean gracias a estos generadores de código, por un 
lado están las funciones dentro del player que ejecutan cada una de las llamadas, estas 
son muchas y tienen una estructura exactamente igual si partimos de su nombre y sus 
parámetros, por lo tanto la forma más fácil de llevar a cabo este código es a través de la 
generación automática. Otra parte son los ficheros con listas de nombres de funciones o 
de nombres y parámetros, que aprovechando que se genera la parte anterior, que es la 
importante, también se genera esta.
El fichero principal del aplicativo generador de código es el llamado 
CodeGenerator, este es el encargado de alimentarse de los ficheros de entrada para, a 
partir de ellos, generar las funciones y los diferentes parámetros que las componen, para 
ello se ayuda de diferentes clases que generan desde código que se repite en cada 
función hasta aspectos concretos de algunas de ellas. Todo esto se ha adaptado al caso 
de este proyecto en particular haciendo que el generador de código se alimente de 
ficheros como la misma librería OpenGL ES, ciertos ficheros del interceptor adaptados a 
OpenGL ES, también se han añadido elementos como tipos de datos para acabar de 
llegar a su correcto funcionamiento. 
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Ejemplo
A continuación se muestran los resultados del reproductor para Android, estos son 
los resultados más visuales y, a su vez, prueba irrefutable del correcto funcionamiento del 
interceptor para dicha plataforma.





La tercera parte de este proyecto son las estadísticas. Realmente son el objetivo 
de todo este proceso y por lo tanto la parte más importante, y aunque no llegan a ser las 
estadísticas finales y completas necesarias para hacer un buen estudio, si que son un 
buen comienzo y parte importante para luego poder completarlas.
El módulo encargado de extraer estadísticas está incluido en el interceptor en 
forma de manager de datos. Este módulo está incluido en el interceptor original de Attila 
así que se ha incluido en la librería externa de Android para que sea capaz de generar 
estadísticas de las aplicaciones 3D de esta plataforma.
Las estadísticas que se extraen se hacen frame a frame y van desde los triángulos, 
batches y vértices por frame hasta las veces que se ha llamado a una función en 
concreto en ese mismo frame, por este motivo cabe pensar que se generan a través de 
cada una de las llamadas, en las cuales se incrementa el contador de las veces que se ha 
realizado la misma y se suma el número de vértices, triángulos o batches si el caso lo 
requiere.
Todo esto se extrae en un fichero externo en forma de tabla que facilita su lectura 
y posterior generación de gráficos y comparativas.
Ejemplo
A continuación un muestra de las estadísticas generadas tal y como se ha 
explicado en este capítulo, evidentemente, debido a la magnitud de la tabla, se ha 
recortado parte de ella:
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En la imagen se pueden ver las apariciones de cinco de las llamadas que hay a la 
API para cada uno de los vértices numerados en la primera columna, también se pueden 
apreciar, en las últimas tres columnas, el número de batches, vértices y triángulos 
generados en cada uno de estos frames.
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Resultados
La finalidad de este proyecto, como en todos, es que haya unos resultados. A 
continuación se muestra un resumen de los resultados obtenidos de los cinco juegos con 
los que se ha trabajado para realizar este proyecto, los juegos son Asphalt HD, Raging 
Racing, Droidkoban 3D, Basketball Shots 3D y Leo's RC Simulator.
Este resumen recorre cada uno de los juegos con los que se ha trabajando 
mostrando los datos extraídos de las estadísticas. De estas se mostrará un gráfico de los 














Una vez concluido el proyecto se ha de hacer una conclusión general y ver si ha 
sido un éxito comparando los objetivos alcanzados con los propuestos en un principio. 
En este capítulo se enumerarán los diferentes objetivos planteados dentro del alcance del 
proyecto y, de cada uno de ellos, se valorará hasta qué punto se ha logrado alcanzar.
Objetivos
Este proyecto tiene sus objetivos divididos en tres partes, un interceptor que 
almacena trazas de llamadas a la API OpenGL ES con sus parámetros, un player que 
reproduce estas trazas ayudándose de estas trazas y de los datos de sus parámetros y 
por último un módulo dentro del interceptor que es capaz de extraer estadísticas de todo 
esto.
Todo ello dentro del contexto del grupo de trabajo del proyecto Attila, de manera 
que forme parte del proceso de extracción de estadísticas propio de Attila tanto en 
filosofía como en código en la medida de lo posible.
El siguiente esquema, que forma parte de uno más grande que representa el 




El objetivo del interceptor era el de crear una herramienta capaz de extraer trazas 
de las llamadas a la API OpenGL ES y de sus parámetros posteriormente reproducibles. 
Para ello se debía crear una librería externa que se comunicase con la librería OpenGL ES 
de Android de manera que no modificase el comportamiento de la misma. A su vez la 
estructura y funcionamiento original del interceptor desarrollado por Attila se debía 
mantener. Por otra parte, este interceptor debía ser capaz de generar trazas tanto de la 
versión 1.X como de la 2.0 de OpenGL ES.
La conclusión sobre esta parte es que se ha alcanzado este objetivo, el interceptor 
para Android de las llamadas OpenGL ES y sus parámetros funciona generando trazas 
reproducibles. Por otro lado esto no afecta para nada al funcionamiento de las 
aplicaciones que se ejecutan en la plataforma ya que se hace de una forma transparente 
a través de una librería que se comunica con la de OpenGL ES. Por otra parte también 
hay que decir que funciona para todas las versiones de la API y que se ha conseguido 




El objetivo del Player era crear una aplicación para Android capaz de reproducir las 
trazas generadas por el interceptor. Esta aplicación debía funcionar en esta plataforma 
pero a su vez conservar el funcionamiento y estructura del reproductor original de Attila, 
de manera que la aplicación, que en su base tiene la estructura de una aplicación para 
Android, debe comunicarse con el reproductor original e intercambiar información para su 
funcionamiento final.
Sobre esta parte también se puede decir que se han alcanzado los objetivos. Se 
ha creado una aplicación para Android que reproduce estas trazas. Esta aplicación 
prepara el terreno para reproducir una secuencia de llamadas a la API OpenGL ES y se 
comunica con el reproductor original para que este a su vez obtenga y organice los datos 
de la traza generada por el interceptor. Esto se ha hecho de manera que el reproductor 
original mantiene su funcionamiento original.
Estadísticas
Por último están las estadísticas. El objetivo de esta parte era extraer, a partir de la 
traza generada, unas estadísticas de los recursos utilizados de la API por parte de las 
aplicaciones en 3D, a su vez debe generarse estadísticas sobre los triángulos, vértices y 
batches por frame.
Como en los objetivos anteriores, esta vez también se han alcanzado, se ha 
añadido la parte del interceptor de Attila de generación de estadísticas al interceptor para 
OpenGL ES de Android, de esta manera se genera una tabla estadística de las 
comentadas en el párrafo anterior.  
Futuro
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Una vez finalizado este proyecto no hay otra cosa que se pueda hacer que mirar 
hacia adelante, esto es debido a dos razones básicas, por una parte este proyecto forma 
parte de un proceso de trabajo mucho más largo, y por otra el mundo de la movilidad 
está en auge con previsiones para crecer.
En cuanto al trabajo realizado y como siguiente paso a realizar, sería la posibilidad 
de hacer funcionar el interceptor en un terminal físico, ya que hasta ahora se ha hecho 
todo bajo emulador. Esto añade una dificultad muy alta debido a la modificación del 
código fuente de Android, pero abriría un abanico muy grande de aplicaciones sobre las 
que se podría estudiar su comportamiento.
Por otro lado también habría que seguir el proceso de trabajo de Attila pasando 
por las fases de simulación y análisis, esto es posible ya que las trazas generadas 
mantienen la estructura de las generadas en plataformas como PC.
Por último cabe decir que el mundo de la movilidad cada vez está más presente en 
la vida de las personas, por lo que este es un gran comienzo para Attila en este campo, 
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