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Estimation of heritability is fundamental in genetic studies. Recently, heritability estimation using linear mixed models (LMMs) has
gained popularity because these estimates can be obtained from unrelated individuals collected in genome-wide association studies.
Typically, heritability estimation under LMMs uses the restricted maximum likelihood (REML) approach. Existing methods for the con-
struction of confidence intervals and estimators of SEs for REML rely on asymptotic properties. However, these assumptions are often
violated because of the bounded parameter space, statistical dependencies, and limited sample size, leading to biased estimates and
inflated or deflated confidence intervals. Here, we show that the estimation of confidence intervals by state-of-the-art methods is inac-
curate, especially when the true heritability is relatively low or relatively high. We further show that these inaccuracies occur in datasets
including thousands of individuals. Such biases are present, for example, in estimates of heritability of gene expression in the Genotype-
Tissue Expression project and of lipid profiles in the Ludwigshafen Risk and Cardiovascular Health study. We also show that often the
probability that the genetic component is estimated as 0 is high even when the true heritability is bounded away from 0, emphasizing
the need for accurate confidence intervals. We propose a computationally efficient method, ALBI (accurate LMM-based heritability
bootstrap confidence intervals), for estimating the distribution of the heritability estimator and for constructing accurate confidence
intervals. Our method can be used as an add-on to existing methods for estimating heritability and variance components, such as
GCTA, FaST-LMM, GEMMA, or EMMAX.Introduction
It has been known for decades that genetic variation ac-
counts for a substantial portion of disease risk. Quantifying
this portion, or estimating the heritability, has been tradi-
tionally performed with related individuals, such as in
twin studies.1–3 Recently, there has been great interest in
estimating heritability from genome-wide association
studies (GWASs), which have identified thousands of ge-
netic variants that are associated with dozens of common
diseases.4,5 A natural approach to estimating the heritabil-
ity from GWASs is to consider the total heritability ex-
plained by the identified variants. However, each of these
implicated variants explains only a small fraction of the
genetic component of the trait, and for many traits, even
the sum total of the contributions of all identified genetic
variants explains only a fraction of the heritability that was
estimated from twin studies.6
More recently, linearmixedmodel (LMM) approaches7–14
have been applied to estimating the heritability explained
by common SNPs (the narrow-sense SNP heritability, to
which we refer as heritability for the sake of brevity) from
cohorts of unrelated individuals, such as those found in
GWASs.15 LMMs achieve considerably more accurate esti-
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Heritability estimation using LMMs is now widely utilized
for elucidating the genetic architecture of complex traits.16
In these studies, inferences about the genetic architecture
of the trait are made through interpreting the heritability
estimates.
Because there is statistical uncertainty in the estimation,
a typical study uses confidence intervals (CIs) for the heri-
tability rather than point estimates in its analysis and
interpretation. Unfortunately, as we show in this paper,
the CIs reported by current LMM approaches are highly
inaccurate (see also Kruijer et al.14 Lohr et al.,17 Burch,18
Burch,19 and Kraemer20). This is because these approaches
make the assumption that the estimators asymptotically
follow a normal distribution. In particular, CIs for traits
with either significantly high or significantly low heritabil-
ity are especially biased because the estimates are near the
boundaries, and this typically leads to violation of the
assumed asymptotics. Additionally, these CIs can spread
beyond the natural boundaries of their parameters, e.g.,
including negative values for heritability. As a result, these
CIs often are inaccurate, are difficult to interpret, or lead to
erroneous conclusions.
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follow the normal distribution. To cope with this,
some21–23 have developed non-standard asymptotic the-
ory for boundary and near-boundary maximum likelihood
(ML) estimates for independent data, whereas others24
have extended the theory to the case where the phenotype
can be partitioned into sufficiently many independent
vectors. Unfortunately, these conditions typically do not
hold for genomic datasets. First, only a single phenotype
is measured for the individuals in the sample. Second,
the parameter space is bounded, given that the heritability
is only defined between 0 and 1, and the true heritability
value might lie on the boundary or near it. Therefore, an
alternative approach is required.
The disagreement between the assumed distribution of
estimators and their actual distribution results in conse-
quences that are not limited to CIs only. One important
property of the theoretical distribution of estimators,
when the true parameter value is near the boundary, is
a high probability for a boundary estimate.22,23 This is in
line with a plurality of reports in the literature, in which
the heritability of a phenotype is often estimated to be
0 or 118,25–27 with restricted maximum likelihood (REML)
estimators, which are the state-of-the-art method in herita-
bility estimation.
Previous approaches to remedying these issues have
taken several directions. Visscher et al.28 studied the herita-
bility estimator in a range of pedigree- and marker-based
experimental designs. Although they derived an analytical
expression for the asymptotic variance, their method
assumed that the heritability estimator follows a normal
distribution. Inaccuracies in CI coverage probabilities
have also been reported in longitudinal studies, leading
some authors (e.g., Thai et al.29) to suggest exhaustive
hierarchical bootstrapping schemes. Other works (e.g.,
Wolfinger and Kass25 and Chung et al.27) have suggested
extending the REML estimation method with Bayesian
priors. It has also been suggested that the assumption of
asymptotic normality should be replaced with the asymp-
totics developed for the non-standard boundary case.30
However, a large sample size is still required for these
approximations to be effective. Alternative statistics, such
as a quadratic function of the estimator for random
effects31 or a ratio of linear combinations of quadratic
functions of the phenotype,18,32 have been suggested as
a basis for building CIs. Unfortunately, all of these
methods assume asymptotics that either typically do not
hold in practice or do not apply to REML estimation.
Recently, Furlotte et al.33 studied the uncertainty in herita-
bility estimates and suggested that it be quantified with
the Bayesian posterior distribution of the heritability
value, conditioned on the observed phenotype.
In this paper, we present ALBI (accurate LMM-based her-
itability bootstrap confidence intervals), an approach that
uses LMMs to accurately build heritability CIs. Instead
of depending on asymptotic approximation or Bayesian
priors, our method uses a parametric bootstrap test-inver-
sion approach to construct CIs by sampling phenotypes,1182 The American Journal of Human Genetics 98, 1181–1192, Juneperforming heritability estimation on the sampled pheno-
types, and using these estimates as a basis for CI construc-
tion.34 Because a naive implementation of this approach
would be computationally prohibitive, we present a
highly accurate approximation that allows us to efficiently
construct the intervals. We apply our approach on pheno-
types from both the Genotype-Tissue Expression (GTEx)35
and the Ludwigshafen Risk and Cardiovascular Health
(LURIC)36 datasets.Material and Methods
For clarity of presentation, we begin by defining the heritability
under the LMM, providing an outline of the REML estimation
method, and detailing some important properties of the likeli-
hood function. Finally, we present ALBI, our method for calcu-
lating the heritability estimator’s distribution and constructing
accurate CIs for heritability.
The LMM
We consider the following standard LMM (see Searle et al.37 for a
detailed review). Let n be the number of individuals and m be
the number of SNPs. Let y be an n 3 1 vector of phenotype
measurements for each individual. Let X be an n 3 p matrix of
p covariates (possibly including an intercept vector 1n as a first
column, as well as other covariates such as sex, age, etc.). Let Z
be the n 3 m standardized genotype matrix, i.e., where columns
have a mean of 0 and unit variance. Let b be a p 3 1 vector of fix-
ed effects, let s be an m 3 1 vector of random effects, and let e be
an n 3 1 vector of errors. Then, y ¼ Xb þ Zs þ e.
We assume that s and e are statistically independent and are
distributed normally as s  Nð0m; s2g Im=mÞ and e  Nð0n;s2e InÞ,
respectively. The fixed-effects b and the coefficients s2g and s
2
e
are the parameters of the model.
DefineK ¼ ZZT=m. Typically,K is commonly called the kinship
matrix or the genetic-relationship matrix (for the case of missing
data, see Supplemental Note S1). Under these conditions, it fol-
lows15 that
y  N

Xb; s2gKþ s2e In

: (Equation 1)
The narrow-sense heritability due to genotyped common SNPs is
defined as the proportion of total variance explained by genetic
factors:7
h2 ¼ s
2
g
s2g þ s2e
:
Define s2p ¼ s2g þ s2e , and Equation 1 becomes
y  N

Xb; s2p

h2Kþ 1 h2In: (Equation 2)
Heritability Estimation with REML
The most common way of estimating h2 is REML estimation. For
completeness, we give an overview of the REML estimation
method (for more details, see Supplemental Note S2). REML con-
sists of maximizing the likelihood function associated with the
phenotype residuals calculated with ordinary least squares to fit
the fixed effects of the model.38 The logarithm of the REML func-
tion, up to additive and multiplicative constants, is2, 2016
[REML

h2; s2p ;b

f
ðn pÞlogs2plog jVh2 j  log jXTV1h2 X j 
ðyXbÞTV1h2 ðyXbÞ
s2p
;
where Vh2 ¼ h2Kþ ð1 h2ÞIn:
In Supplemental Note S3, we show that the distribution of bh2
depends only on h2 and is invariant under changes to s2p and b.
We can therefore limit our study to the bh2 estimator alone in
the special case of fixed s2p ¼ 1 and b¼ 0p, which substantially sim-
plifies the problem.Estimating the Distribution of REML Estimators with
Parametric Bootstrap
We now describe a method of estimating the distribution of REML
estimators. We begin with a direct calculation and then describe a
faster approximation.
Direct Parametric Bootstrap
For a fixed value of h2 (and assuming that s2p ¼ 1 and b ¼ 0p), we
can estimate the distribution of bh2 with a parametric bootstrap
method. Because the distribution of bh2 is continuous in the
open interval (0, 1), we divide this range into bins of a fixed
size (0.01) and instead estimate the probability mass function of
a random variable taking values in the set {0, (0, 0.01], (0.01,
0.02],., (0.99, 1), 1}.
Explicitly stated, the method consists of the following steps:
1. Random sampling: draw N (e.g., 10,000) phenotype
vectors y1;.;y

N from the multivariate normal distribution
Nð0n;h2Kþ ð1 h2ÞInÞ.
2. REML estimation: calculate the REML estimates bh2ðy1Þ;.;bh2ðyNÞ for each of these phenotype vectors by using a soft-
ware package such as GCTA (Genome-wide Complex Trait
Analysis).
3. Density estimation: for each one of the bins above, count
the proportion of estimates bh2ðyi Þ that fall in that bin; simi-
larly, compute the fraction of estimates equal to a boundary
estimate bh2ðyi Þ ¼ 0 or 1. Use these fractions as an estimate
of the density of bh2 for this value of h2.
In what follows, we discuss how to perform each of these steps
more efficiently.
Step 1: Random Sampling
To draw a vector y from the distributionNð0n;Vh2 Þ , we can draw a
vector of standard independent and identically distributed normal
variables ~y  Nð0; InÞ and calculate y ¼ V1=2h2 ~y. Any statement
about y can then be restated in terms of ~y or further in terms of
a vectoru ¼ UT ~y ¼ UTV1=2
h2
y, whereU is amatrix whose columns
are the eigenvectors ofK. Note that becauseU is orthonormal, u is
also distributed asNð0; InÞ. Therefore, instead of drawingmultiple
phenotype vectors y1;.;y

N , we drawu1;.;uN  Nð0; InÞ and re-
phrase later stages in terms of these u values. Using u instead of ~y
simplifies further calculations and additionally avoids expensive
matrix multiplications.
Step 2: REML Estimation
Local Evaluation. Instead of finding the global maximum of
the restricted log-likelihood function [REML directly, we employ
two changes: (1) we search for local maxima instead of the global
maximum, and (2) we use the derivative v[REML=vh
2 instead of
[REML itself.The AmericThe main advantage of this approach is that in order to
examine whether a point estimate bh2 is a maximum, we only
need to check a local condition at this point. For example, to
check whether 0 is a local maximum, we simply examine
whether v[REML=vh
2ð0Þ%0, so examining all other points bh2
across the range is not required. In theory, it is possible that
multiple local maxima exist, in which case we compare the like-
lihood itself directly at these points. However, in practice we
have observed that this multiplicity happens only rarely, and
even an arbitrary decision between local maxima does not
noticeably hurt CI accuracy.
Because we are estimating the distribution of bh2 at a spec-
ified resolution, we are in fact more interested in the ques-
tion of whether the estimate bh2 is inside an interval. Using
the derivative, we can simply check whether an interval (c1, c2)
contains a local maximum; if v[REML=vh
2ðc1Þ > 0 and
v[REML=vh
2ðc2Þ < 0, then there exists at least one bh2˛ðc1; c2Þ that
is a local maximum. Although this condition is sufficient only
for the existence of a local maximum within the interval, we
find that when the interval is sufficiently small (e.g., of
width 0.01), this condition applies in all cases considered
here. In addition, the probability of having multiple local maxima
inside a small interval is negligible. Therefore, evaluations are only
necessary at grid points.
Closed-Form Formula. From the discussion above, it follows that
we are interested in the condition of evaluating the derivative of
the restricted log-likelihood function for a given phenotype y
at a point bh2, restated as a function of u ¼ UTV1=2
h2
y. Fortunately,
in several common scenarios, it is possible to give a closed-form
expression of this derivative.
We describe here a common use case where K is estimated from
a standardized genotype matrix and where X ¼ 1n, i.e., there are
no covariates, but there is an intercept. The full derivation for
this case, as well as its extension to the case for a general covariate
matrix X, is given in Supplemental Note S4. The computation is
linear in the number of individuals in the general case. This is a
generalization of the work in Crainiceanu et al.39 and Crainiceanu
and Ruppert.40
Let d1, ., dn be the eigenvalues of the kinship matrix K in
decreasing order, and recall that U is a matrix whose columns
are K’s eigenvectors. For a true heritability value h2, a possible
point estimate value H2, and i ¼ 1,., n  1, define
x
h2 ;H2
i ¼
h2ðdi  1Þ þ 1
H2ðdi  1Þ þ 1
 
di  1
H2ðdi  1Þ þ 1
1
n 1
X
j¼1
n1 dj  1
H2

dj  1
þ 1
!
;
and also define xh
2 ;H2
n ¼ 0.
A necessary condition for bh2ðyÞ ¼ H2, when 0 < H2 < 1, is hav-
ing v[REML=vh
2ðH2Þ ¼ 0, which translates to
X
i¼1
n
x
h2 ;H2
i u
2
i ¼ 0;
where u ¼ UTV1=2
h2
y (a proof is given in Supplemental Note S4).
Similarly, when bh2ðyÞ ¼ 0 or 1, the condition is having
v[REML=vh
2ð0Þ%0 or v[REML=vh2ð1ÞR0, respectively, which trans-
lates to
X
i¼1
n
x
h2 ;0
i u
2
i%0 or
X
i¼1
n
x
h2 ;1
i u
2
iR0; (Equation 3)an Journal of Human Genetics 98, 1181–1192, June 2, 2016 1183
respectively. This is in line with the result of Crainiceanu et al.39 In
practice, we only wish to bound the maximumwithin an interval.
A sufficient condition for a local maximum to be in an interval
ðc1; c2Þ is havingX
i¼1
n
x
h2 ;c1
i u
2
i > 0 and
X
i¼1
n
x
h2 ;c2
i u
2
i < 0: (Equation 4)
Step 3: Density Estimation
To estimate the distribution of bh2, we draw u1;.;uN  Nð0n; InÞ.
We then estimate the probability of bh2 ¼ 0 or 1 as the proportion
of u values for which either of the respective equations in Equa-
tion 3 holds. If the estimation for a certain ui is neither 0 nor 1,
it means that the derivative at 0 is positive and the derivative at
1 is negative. Therefore, we can perform a binary search to find a
smaller interval ðc1; c2Þ in which Equation 4 holds. This can be
done until a small enough interval is found at a specified resolu-
tion. In practice, we simply evaluate all intervals in a specified
grid, e.g., (0, 0.01), (0.01, 0.02),., (0.99, 1).
A useful feature of this approach is that in order to estimate the
probability of a boundary estimate (e.g., bh2 ¼ 0) or an interval es-
timate (e.g., 0 < bh2 < 0.01), we do not need to find the maximum
for each ui; instead, we only need to check whether Equation 3 or
4 holds.CIs for h2
Wewish tobuildCIswith a coverageprobabilityof 1a (e.g., 95%).
The distribution of bh2 depends solely on h2, so we can assume
without loss of generality that s2p ¼ 1 and b ¼ 0p (see Supplemental
Note S3). Our approach is based on the duality betweenhypothesis
testing and CIs. For a fixed value h2, an acceptance region Ah2 is
defined as the subset of bh2 values for which a test does not reject
the null hypothesis that the phenotype vector is drawn from
Nð0n;Vh2 Þ. The probability of the event Ah2 under Nð0n;Vh2 Þ
should beR 1  a. This region can be indirectly derived from an
actual test (e.g., a generalized likelihood-ratio test) or constructed
explicitly. The corresponding CI, CH2 , for an estimate bh2 ¼ H2
comprises the set of parameter values for which bh2 does not
imply the rejection of the null hypothesis that the true heritability
value is h2:
CH2 ¼

h2 j H2˛Ah2

:
Because the distribution of bh2 is bounded and generally asym-
metric, the choice of Ah2 is not unique. Ah2 still needs to be deter-
mined for every h2. We give here a general description of the
construction; in Supplemental Note S5, we give a full description
of the method, along with proofs.
Let cbðh2Þ be the bth quantile function of bh2 when the
true heritability is h2. Because the distribution is of a mixed
type with discontinuity points, it might be the case that
Prh2 ðbh2˛½0; cbÞ > b. Specifically, the probability of the interval
½ca=2ðh2Þ; c1a=2ðh2Þ might be greater than ð1 a=2Þ  a=2 ¼
1 a. We therefore divide our construction into distinct cases.
If there is a range of values h2˛½s; t for which
Prh2 ðbh2˛½ca=2ðh2Þ; c1a=2ðh2ÞÞ ¼ 1 a, we set
Ah2 ¼
½0; c1a

h2

if h2˛
	
0; s
	
ca=2

h2

; c1a=2

h2

if h2˛ ½s; t
½ca

h2

;1

if h2˛ðt;1
8<:
If no such range exists, but either ½0; c1aðh2Þ or ½caðh2Þ;1 has a
probability of 1  a for every h2, then we set1184 The American Journal of Human Genetics 98, 1181–1192, JuneAh2 ¼

 ½0; c1ah2 if h2˛	0; d
½ca

h2

;1

if h2˛ ½d;1;where d is a point chosen so that the regions will have the required
1  a probability. Finally, if there exists a value of h2 for which
neither ½0; c1aðh2Þ nor ½caðh2Þ;1 has a probability of 1  a, we
employ randomized CIs to achieve the required coverage accu-
rately (see Supplemental Note S5).
Benchmarks
We compared the computational costs of performing a parametric
bootstrap procedure to estimate the distribution of heritability
estimators by using ALBI, the aforementioned GCTA,41 and
pylmm,42 a fast and lightweight LMM solver for use in GWASs.
We generated the estimator distribution for h2 ¼ 0.5 with these
three methods. For pylmm and GCTA, we generated 100 or 1,000
random phenotype vectors and estimated the heritability for each
phenotype by using the respective programs’ estimationmethods.
With the default flags, GCTA did not converge for ~7% of the sam-
ples. For ALBI, we estimated the distributions at a precision of 0.01
and 0.001 by using 100 and 1,000 random samples.
Timing for all methods did not include calculation of eigen-
values or eigenvectors. Running times are reported for the
GTEx, LURIC, and NFBC (Northern Finland Birth Cohort) data-
sets. Runs were aborted after 8 hr. All programs were run on a
2.2 GhZ, 64-bit Linux workstation with 64 GB RAM.
Datasets
The GTEx Dataset
The GTEx35 project is a sample and data resource designed to
study the relationship among genetic variation, gene expression,
and other molecular phenotypes in multiple human tissues. It pro-
vides a collection of multiple different tissues per donor, along
with their genotypes. We used whole-genome data collected by the
Illumina HumanOmni5M-Quad BeadChip. Prior to quality control
(QC), the data consisted of 191 sampled individuals and 4,276,680
SNPs.We applied the recommended QC,35 after which 185 individ-
uals and 3,575,877 SNPs remained. For heritability estimation, we
used whole-blood gene-expression profiles for 30,116 genes.
The LURIC Dataset
The LURIC36 study is a project contributing to the identifica-
tion and assessment of environmental and genetic factors for
cardiovascular diseases. The study consists of patients hospitalized
for coronary angiography between 1997 and 2000 at a tertiary
care center in southwestern Germany. QC steps undertaken
here included removing samples with <95% call rate and SNPs
with<98% call rate, minor allele frequency< 1%, or Hardy-Wein-
berg equilibrium test p value < 104. In addition, individuals for
whom the reported sex did not match the genotype-inferred sex,
as well as individuals whose genotypes were manually observed
to be outliers in an multidimensional-scaling plot, were removed.
Moreover, only one individual was reserved from each pair of
individuals with relatedness of more than 0.1875. From these,
only individuals for whom lipid data were collected were used.
This process resulted in 867 sampled individuals and 687,262
SNPs. For heritability estimation, we used 102 lipid profiles.
The NFBC Dataset
We analyzed 5,236 individuals from the NFBC dataset, which
consists of genotypes at 331,476 genotyped SNPs and 10 pheno-
types.43 One individual was reserved from each pair of individ-
uals with relatedness of more than 0.025, resulting in 2,520
individuals.2, 2016
Figure 1. Accuracy of CIs
The left panels depict the true coverage
probabilities of the GCTA CIs (according
to the normal approximation) on the
GTEx, LURIC, and NFBC datasets. The
right panels depict the coverage probabili-
ties of the ALBI CIs. The coverage probabil-
ities are shown for CIs designed to have
coverage probabilities of 90% and 95%.
The GCTA CIs are often far from the cor-
rect confidence level, whereas ALBI CIs
achieve accurate coverage.Results
Heritability Estimates and CIs
Heritability estimates from population samples can be
computed from estimates of the parameters of the LMM
y ¼ mþ g þ e, where m is the population mean,
g  Nð0n; s2gKÞ is the genetic component of the trait,
and e  Nð0n; s2e IÞ is the environmental component. K
is a kinship matrix capturing the genetic relatedness be-
tween individuals in the sample and constructed from
their genotypes. Heritability is defined as h2 ¼ s2g=
ðs2g þ s2e Þ. Similarly, the heritability estimate is bh2 ¼ bs2g=
ðbs2g þ bs2e Þ, where bs2g and bs2e are estimates for s2g and s2e ,
respectively (see Material and Methods). This captures
the proportion of trait variance explained by the genetic
component.
To quantify the amount of uncertainty in heritability
estimates, all current methods report the SE of their
estimators. The main application of these reported SEs is to
imply the construction of CIs for the true genetic and envi-
ronmental variance components, s2g and s
2
e , or for the true
heritability, h2. These CIs are based on the assumption that
the estimator is approximately normally distributed. GivenThe American Journal of Human Gan estimated value, bh2, a SE, bse, and
a required confidence level, 1  a
(e.g., 95%), the CI is constructed
as ðbh2  k,cSE; bh2 þ k, bseÞ, where k ¼
F1ð1 a=2Þ is the (1  a/2)th
quantile of the standard normal
distribution. For example, a 95% CI
is computed as ðbh2  1:96, bse; bh2
þ1:96, bseÞ. The SE is calculated from
the delta method with the inverse of
the Fisher information matrix of the
estimators or with similar approaches
(for details, see, e.g., Wasserman44
and Supplemental Note S9).
Current Methods of Building CIs
Are Inaccurate
We investigated the accuracy of such
CIs by using the SE estimation per-
formed by GCTA41 (popular software
for using LMMs to analyze herita-bility), which employs the approach of assuming a normal
distribution for the estimator. The accuracy of CIs can be
measured as follows. Draw multiple phenotype vectors
from the distribution assumed by the LMMwith parameters
that correspond to a true heritability value h2. From each
suchphenotype, construct aCI for its heritabilitywitha con-
fidence level of, e.g., 95%. If the constructedCIs are accurate,
then they should cover the true underlying h2 95% of the
time. For several confidence levels (e.g., 90% and 95%), we
used GCTA to build a CI on the basis of the normal approx-
imation for that level. We then checked the percentage of
times in which the CI covered h2 as a function of h2. We
performed this analysis on three real datasets: the GTEx
project,35 the LURIC study,36 and the NFBC dataset43 (see
Material andMethods). Figure 1 shows that for a wide range
of h2 values, and particularly for extreme values (small or
large), the normal CIs are inaccurate.
The results in Figure 1 imply that the accuracy of the
normal CIs depends both on the dataset and on the true
heritability of the trait. To further demonstrate this,
for each value of a true h2, we compared the empirical SD
of the REML estimator of bh2 to the average of the SE
reported by GCTA. Here too, we found that these SEs,enetics 98, 1181–1192, June 2, 2016 1185
Figure 2. Accuracy of SEs
The ratio between the square root of the mean variance derived
from GCTA and the empirical SD of the REML estimator bh2 is
shown as a function of the true h2 for the studied datasets. The
discrepancy is high (ratios up to 1.73).with an error of a multiplicative factor of up to 1.73, were
inaccurate, especially at low and high true h2 values (see
Figure 2).
To demonstrate that the above issues are due to the
normal approximation for the distribution of the esti-
mator, we repeatedly simulated phenotypes for the stud-
ied datasets by assuming a certain heritability and exam-
ined the distribution of the estimators. Figure 3 shows
the distributions for several values of true h2 when
s2g þ s2e ¼ 1 and m ¼ 0. We observed that, indeed, the dis-
tributions were often far from normal in that they showed
skewness and high probabilities for 0 and 1. The distribu-
tions from GTEx and LURIC violated the normality as-
sumptions, whereas NFBC followed the normal distribu-
tion more closely, especially in the intermediate range of
heritability values.
The high probability of boundary estimates (bh2 ¼ 0 orbh2 ¼ 1), evidenced in Figure 3, is strongly reflected in pub-
lished results from applied research.33 It is often difficult to
interpret such results. For example, it might not be clear to
the researcher whether the prevalence of 0 heritability es-
timates suggests a true underlying 0 value of heritability
(h2 ¼ 0) and therefore that a genetic-variance component
does not contribute to the trait variance or that this estima-
tion is due to statistical noise or possibly a result of an un-
derlying numerical error.
We can use the sampling approach described above to
characterize, for a given kinship matrix, the probability
that the heritability would be estimated as either 0 or 1
given the true heritability. This probability, as a function
of the true heritability, is shown in Figure 4. It can be
seen that these probabilities are high for a wide range of
heritability values, which explains the large number of
observed heritability estimates that equal 0 or 1.1186 The American Journal of Human Genetics 98, 1181–1192, JuneCharacterization of Factors Affecting Inaccuracy
It is important to determine in which datasets we are ex-
pected to encounter such inaccuracies to understand the
factors that affect them and to measure the extent of their
influence. One natural important factor is the number
of individuals in a dataset. For a guarantee of the conver-
gence of the distribution of the heritability estimator to a
normal distribution, a statistical independence between
phenotype measurements of different individuals must
be assumed, but this does often not hold in practice.
Empirically, as sample size grows larger and for heritability
values that are not close to the boundaries, the accuracy of
the normal approximation is improved. Importantly,
when asymptotics do not hold, the relationship between
accuracy and sample size is not simply characterized: The
inaccuracies in the GTEx and the LURIC studies are compa-
rable, whereas the LURIC study includes more than four
times the number of individuals from the GTEx study.
Empirically, even for relatively large datasets with thou-
sands of individuals, we expect major inaccuracies, espe-
cially when the true heritability is close to the boundaries.
This was indeed observed in the NFBC dataset, as well as
in our simulations described below. Although some newer
studies have larger sample sizes, GWAS datasets with
thousands of individuals or fewer remain abundant. For
example, ~60% of GWASs from 2013 in the NHGRI-EBI
GWAS Catalog5 have up to 4,000 individuals. Such sample
sizes are particularly relevant in studies where obtaining
phenotype measurements is expensive or difficult, such
as with gene-expression studies13,35 or in less common dis-
eases. In addition, as increased sample sizes and technol-
ogy lead to better phenotype definitions, large studies are
expected to fragment into smaller studies of refined phe-
notypes. Moreover, as we discuss below, whole-genome
studies are expected to be more problematic even for
very large sample sizes (tens of thousands). We note that
under the normal approximation, at the asymptotic limit,
and for unrelated individuals, the variance of the heritabil-
ity estimator was shown to decrease with the number of
individuals in the sample.45
An additional factor affecting CI size and inaccuracy is
the magnitude of the entries of the kinship matrix. Each
such entry corresponds to the relatedness of two individ-
uals, estimated from the SNPs used in the construction of
the matrix. We show analytically that a smaller magnitude
of the entries results in larger CIs, which in turn are less
accurate when the LMM is assumed (see Supplemental
Note S6). Therefore, we expect CI size to grow as a more
homogeneous sample of individuals leads to smaller relat-
edness and smaller magnitude of kinship-matrix entries.
The number of genotyped SNPs also influences the
magnitude of the entries. As genotyping and whole-
genome sequencing technology advance, the true underly-
ing relatedness will be better estimated by genotyped SNPs.
Therefore, the magnitude of entries will diminish until it
reaches a limit imposed by the finite size of the genome
and the linkage disequilibrium between SNPs.46 Therefore,2, 2016
Figure 3. Distributions of the Heritability
Estimator
The density of bh2 for h2 ¼ 0.1, 0.2, and 0.3
in the studied datasets under the LMM.
Because the distribution of bh2 is contin-
uous in the open interval (0, 1), we divided
this range into equally sized bins of a fixed
size (0.01) and instead estimated the
probability mass function of a random var-
iable taking values in the set {0, (0, 0.01),
(0.01, 0.02), ., (0.99, 1), 1}. Estimator
distributions are often far from normal,
so the normal approximation seems
highly questionable.we expect that studies with larger numbers of SNPs will
produce kinship matrices that will produce larger CIs,
even though they are more similar to the true kinship ma-
trix. Using simulations, we demonstrate that as the num-
ber of genotyped SNPs increases, CI size increases, given
that the kinship matrix generated by these SNPs is true
(see Supplemental Note S7). Importantly, this implies
that the sample sizes for which ALBI is relevant will be
larger when whole-genome sequence data are used for
heritability estimates.
Indeed, our results are consistent with those of Gama-
zon et al.,47 who observed that estimation of the kinship
matrix from a limited set of SNPs results in narrower her-
itability CIs. Furthermore, the asymptotic variance of the
heritability estimator was shown to also decrease with
the variance of the kinship-matrix entries,45 and our
analysis, which does not rely on such asymptotics, pro-
vides additional justification for this phenomenon. We
conclude that the precise extent of expected inaccuracy
should be measured in practice for a given dataset,
whereas a theoretical derivation is a subject for future
research.The American Journal of Human GAccurate CIs of LMM-Based
Heritability Estimates
Motivated by these inaccuracies, we
have developed ALBI, a method for
rapidly estimating the distribution of
the REML heritability estimator and
for computing accurate heritability
CIs. We give an overview of the
method and its properties here. For
the full description, see the Material
and Methods.
A straightforward estimate of the
estimator’s distribution can be ob-
tained via the parametric bootstrap48
as follows. For a given heritability
value h2, a large number of phenotype
vectors is drawn according to the
LMM, and the REML estimator, bh2,
is computed for each such vector.
This process can be repeated for each
point on a grid of feasible h2 values(this grid can be as fine as is needed). We can use as
many bootstrap replicates as required in order to achieve
a desired accuracy. Unfortunately, this brute-force method
is often a prohibitively time-consuming procedure (see
Table 1).
To address this, we have developed a fast analytical
approximation consisting of the following elements.
First, all operations are performed with the eigenvectors
of the kinship matrix, which allows for a computa-
tional complexity linear in the number of samples once
the eigen-decomposition of the kinship matrix is calcu-
lated. Second, we derive a closed-form formula for the
derivative of the restricted log-likelihood function,
which can then be easily calculated. In several important
cases, this formula depends only on the eigenvalues
of the kinship matrix. Finally, this formula also allows
for the evaluation of the probability of the estimate
falling within an interval without the need for esti-
mating the entire distribution. Our approximation is
highly efficient (Table 1), and it provides an excellent
match to the brute-force estimation (see Material and
Methods).enetics 98, 1181–1192, June 2, 2016 1187
Figure 4. Probability of Boundary Heritability Estimates
The probability of estimating bh2 ¼ 0 as a function of the true un-
derlying heritability values h2 for the studied datasets. The proba-
bility of bh2 ¼ 0 is high, especially for small values.
Once we have the estimator distribution for a grid of
possible values of the true heritability, we can efficiently
construct accurate CIs on the basis of the duality between
hypothesis tests and CIs. For each true value of h2, we
select a subset of possible bh2 values that have a sampling
probability of 1  a according to the respective estimator
distribution and define it to be the acceptance region for
that value of h2. The CI accompanying an estimate of bh2
is the interval containing all h2 values whose acceptance
region includes bh2, namely, all h2 values for which bh2
does not imply the rejection of the null hypothesis that
the true heritability value is h2 with a significance level
of a. As a comparison, we show the result of the CIs derived
with ALBI (Figure 1). These CIs accurately achieve the
desired confidence level.
Using ALBI, we observed that CIs derived from the
normal approximation are often too wide (see Figures 5
and S2). Indeed, the average CI width is significantly (up
to 1.23) higher in GCTA than in ALBI.
A Fast Preliminary Assessment of the Accuracy of the
Normal Approximation
As we have demonstrated, the accuracy of the normal
approximation of the estimator greatly depends on the
kinship matrix of the cohort used for making the esti-
mates. We can use ALBI to efficiently compute the proba-
bility of estimating a heritability of 0 or 1 given the true
heritability value and generate the data shown in Figure 4.
ALBI can compute these probabilities rapidly without
needing to repeatedly sample the phenotypes and without
re-estimating the heritability each time, and thus it is
highly efficient. Therefore, we can use these estimated
probabilities to quantify how accurate we expect the
normal approximation of the heritability estimates to be1188 The American Journal of Human Genetics 98, 1181–1192, Junefor a given dataset before we explicitly estimate the CIs
for each of the estimates.A Study of Phenotype Data
We applied ALBI to study the CIs for the heritability of phe-
notypes available in the GTEx project and LURIC study.
The GTEx project is a sample and data resource designed
to study the relationship among genetic variation, gene
expression, and other molecular phenotypes in multiple
human tissues. It provides a collection of multiple
different tissues per donor, along with their genotypes.
The LURIC study is targeted to contribute to the identi-
fication and assessment of environmental and genetic
factors for cardiovascular diseases. Genotypes and lipid
profiles are available for patients hospitalized for coro-
nary angiography between 1997 and 2000 at a tertiary
care center in southwestern Germany (see Material and
Methods).
Table 2 gives the estimated heritability values and their
CIs for a selected variety of expression profiles (for GTEx)
and lipid profiles (for LURIC). We estimated 55% of gene-
expression profiles in the GTEx data to have a heritability
of 0 and 15% of profiles to have a heritability of 1.
Similarly, we calculated the heritability of expression
profiles of lipids in the LURIC dataset and estimated 42%
of the profiles to have bh2 ¼ 0 (none had bh2 ¼ 1). The large
number of observed heritability estimates that equal 0 or 1
is in line with the calculated high boundary probabilities
(Figure 4).
Using ALBI, we constructed accurate CIs for the esti-
mated heritability values. As a comparison, we additionally
calculated the (uncapped) normal CIs. It can be seen that
the normal CIs often cross the parameter boundaries and
are often wider than the ALBI CIs. The accurate ALBI CIs
indicate a large uncertainty in the true heritability value
across the entire range of estimated values. For example,
an estimate of bh2 ¼ 0 in GTEx has a CI of [0, 0.65], and
an estimate of bh2 ¼ 1 has a CI of [0.41, 1].
We conclude this study by noting that although re-
searchers need to confirm that the phenotype plausibly
follows the distribution assumed by the LMM,49 large un-
certainty in heritability estimation might stem from the
dataset and from the properties of the model itself.Discussion
We have presented ALBI, an efficient method for
computing the distribution of the REML estimator of her-
itability and for constructing accurate CIs. We have shown
that ALBI is significantly faster than standard parametric
bootstrap approaches to computing the true distribution
of the REML estimator; these standard approaches require
the naive sampling of random phenotype vectors and
a full estimation of heritability for each phenotype vec-
tor. In addition, unlike current methods, ALBI allows the
computation of the probability of heritability estimates2, 2016
Table 1. Benchmarks
Dataset
Running Time
GCTA pylmm ALBI (0.001) ALBI (0.01)
GTEx: 100 random samples 1.05 min 3.94 s 0.27 s 0.04 s
LURIC: 100 random samples 3.98 min 5.7 s 1.27 s 0.12 s
NFBC: 100 random samples >4 hr 18.03 s 2.79 s 0.34 s
GTEx: 1,000 random samples 4.68 min 37.9 s 1.9 s 0.27 s
LURIC: 1,000 random samples 54.6 min 54.15 s 8.85 s 0.73 s
NFBC: 1,000 random samples >1 day 2.30 min 25.82 s 3.21 s
Running times of ALBI and other brute-force methods. We compare the computational costs of ALBI to those of pylmm42 and GCTA41 (see Material andMethods).
We generated the estimator distribution for h2 ¼ 0.5. For ALBI, we estimated the distributions at a precision of 0.01 and 0.001 by using 100 and 1,000 random
samples. For pylmm and GCTA, we generated 100 and 1,000 random phenotypes. GCTA did not converge for ~7% of the random samples. Running times are
reported for the GTEx (185 individuals), LURIC (867 individuals), and NFBC (2,520 individuals) datasets.
Figure 5. Comparison of CI Width
The ratio between the mean width of CIs derived from GCTA
and the width of the ALBI CIs is shown as a function of the true
h2 for the studied datasets.lying inside a specified interval, as well as at the bound-
aries, without needing to estimate the entire distribution.
One of the main limitations of the methods currently
used for heritability estimation is that the construction
of CIs or SEs is based on approximations that, as we
have shown here, often do not hold in practice, resulting
in unreliable CIs. In contrast, the CIs built by ALBI are
accurate by construction, and ALBI can be used as an
add-on to any of the current methods (e.g., GCTA41 and
GEMMA11).
In addition, ALBI can be used as a practical approach
to investigating the effect of various kinship-matrix opera-
tions on the usefulness of the heritability estimator. For
example, failing to exclude individuals with high related-
ness introduces near-zero eigenvalues to the kinship
matrix, whose effect on the estimator distribution can be
tested. Similarly, it is possible to test whether the common
practice of adding the first principal components as fixed
effects in themixedmodel improves the quality of the esti-
mator. Moreover, although we theoretically expect larger
sample sizes to produce smaller CIs, the relationship
between sample size and the shape of the spectrum of
the kinship matrix is intricate and must be studied and
validated for each dataset individually.
In this work, we focused on the estimation of heritability
in the bounded interval [0, 1], which is its natural domain.
It is well known that the heritability estimator in this
range is biased as a result of the bounded parameter space
(see Figure S1). GCTA allows optimization of the ML or
REML function in an unbounded region. Although using
this option for heritability estimation is not uncommon,
it could be inappropriate in this context. First, if the
definition of heritability is extended to include values
outside of the [0, 1] range, then both the model and the
interpretation of the results should be corrected accord-
ingly. For example, negative heritability values should
also be reported as estimates in literature and not only in
the process of evaluating estimation uncertainty, because
failure to do so introduces an artificial bias. In addition,
the definition of heritability as the proportion of pheno-The Americtypic variance explained by a certain type of genetic contri-
bution needs to be altered to allow for an interpretation
consistent with values outside of the range [0, 1]. From a
practical viewpoint, the likelihood (or restricted-likeli-
hood) function is not mathematically defined over the
entire range of real numbers. Therefore, the unconstrained
mode is in fact constrained by the realizable parameter
space. A more natural solution for this task is using a
method such as ALBI to compute reliable CIs for the
bounded estimates.
The measurement of heritability of a phenotype is sub-
jected to several sources of variability, such as the variance
in phenotype and genotype measurements, in the process
of sampling from a population and in the choice of
genotyped markers. Specifically, a widely discussed source
of variability is the estimation of the kinship matrix.50 In
this paper, we focus on the properties of the variance of ef-
fect sizes under the assumption of a known kinshipmatrix,
and we offer a solution for proper consideration thereof.
This treatment should be complemented by an analysis
of the remaining sources of variance.51an Journal of Human Genetics 98, 1181–1192, June 2, 2016 1189
Table 2. Heritability Estimates and CIs for Phenotypes
bh2 Normal95% CI ALBI95% CI
Ensembl Gene ID (GTEx)
ENSG00000223972 0.0 [0.28, 0.28] [0, 0.65]
ENSG00000238009 0.104 [0.45, 0.66] [0, 0.8]
ENSG00000222623 0.364 [0.33, 1.06] [0, 1]
ENSG00000227232 0.463 [0.31, 1.23] [0.01, 1]
ENSG00000223663 0.738 [0.08, 1.55] [0.18, 1]
ENSG00000234619 0.873 [0.04, 1.7] [0.25, 1]
ENSG00000240414 1.0 [0.31, 1.69] [0.41, 1]
Lipid ID (LURIC)
SM(d18:1/21:0)(d18:1/20:1-OH) 0.0 [0.73, 0.73] [0, 0.58]
PCO-18:0/18:2-alkenyl(PCO-18:1/
18:2-alkyl)
0.18 [0.5, 0.86] [0, 0.79]
PC16:0/18:1 0.237 [0.46, 0.94] [0, 0.84]
Cer(d18:0/24:1) 0.532 [0.15, 1.22] [0, 1]
PC16:0/18:2 0.629 [0.06, 1.32] [0.01, 1]
CE22:2 0.893 [0.21, 1.576] [0.243, 1]
The estimated heritability values, along with the normal and ALBI CIs, for a
selection of GTEx gene-expression and LURIC lipid profiles.A promising direction for future research is improving
the efficiency of ALBI further. Utilizing efficient interval
searches and hashing schemes is expected to improve the
time complexity. Additionally, we note that at the core of
the approximation is the estimation of the cumulative
distribution function (cdf) of a generalized chi-square
random variable (for boundary probabilities) or the joint
distribution of two such variables (for non-boundary
probabilities). Various approximations for these cdfs are
available in the context of quadratic forms of normal vari-
ables,52 but to our knowledge, none have been applied to
the generalized setting we have presented here.
The method proposed here can be extended in several
directions. Because the distribution of the heritability esti-
mator is generally asymmetric and of mixed type, there are
several ways to define the acceptance regions that are used
for determining the CIs. Each such choice comes with its
advantages and disadvantages, and it is possible that
different choices are more suitable in different settings.
Additionally, we focused here on CIs for bh2 only. In prac-
tice, researchers might be interested in joint confidence re-
gions for additional parameters, such as one or more of the
fixed effects. More generally, other approaches exist for
heritability estimation, such as PCGC regression,53 and it
will be interesting to see the necessity of accurate CIs for
them, particularly in case-control studies. Finally, some
current studies involve the joint analysis of multiple
traits42 or of multiple variance components corresponding
to several distinct genetic-relatedness matrices.54,55 The
uncertainty in estimation in these models might increase,1190 The American Journal of Human Genetics 98, 1181–1192, Junegiven that more parameters need to be estimated.
Although the methodological principles behind ALBI can
be extended to define accurate confidence regions in a
multi-parameteric model, the practical extension is non-
trivial (see Supplemental Note S8). Such models are a nat-
ural target of a future extension of ALBI.Supplemental Data
Supplemental Data include nine Supplemental Notes and three
figures and can be found with this article online at http://dx.doi.
org/10.1016/j.ajhg.2016.04.016.Acknowledgments
The authors would like to thank Noah Zaitlen, Reut Yedidim, Eli
Levy-Karin, and Yael Baran. This study was supported in part by a
fellowship from the Edmond J. Safra Center for Bioinformatics at
Tel Aviv University to R.S. and S.K. E.H. and S.R. are faculty fel-
lows of the Edmond J. Safra Center for Bioinformatics at Tel
Aviv University. R.S. and E.H. are partially supported by Israeli
Science Foundation grant 1425/13. S.K. and S.R. are partially
supported by Israeli Science Foundation grant 1487/12. R.S. is
supported by the Colton Family Foundation. E.H., S.K., and R.S.
are also partially supported by National Science Foundation
(NSF) grant III-1217615. E.H., R.S., and E.E. are supported by
NSF grant 1331176 and United States – Israel Binational Science
Foundation grant 2012304. The study was also funded by
European Union Seventh Framework Programme grant 201668
for the AtheroRemo Project. E.E. is supported by NSF grants
1065276, 1302448, and 1320589 and NIH grants R01-
MH101782 and R01-ES022282. The Genotype-Tissue Expression
data were obtained from dbGaP: phs000424.v4.p1 on April 4,
2015. The Northern Finland Birth Cohort data were obtained
from dbGaP: phs000276.v2.p1.
Received: January 29, 2016
Accepted: April 27, 2016
Published: June 2, 2016Web Resources
ALBI, http://www.cs.tau.ac.il/~heran/cozygene/software/albi.htmlReferences
1. Fisher, R.A. (1918). The correlation between relatives on the
supposition of Mendelian inheritance. Trans. R. Soc. Edinb.
52, 399–433.
2. Silventoinen, K., Sammalisto, S., Perola, M., Boomsma, D.I.,
Cornes, B.K., Davis, C., Dunkel, L., De Lange, M., Harris,
J.R., Hjelmborg, J.V., et al. (2003). Heritability of adult body
height: a comparative study of twin cohorts in eight countries.
Twin Res. 6, 399–408.
3. Macgregor, S., Cornes, B.K., Martin, N.G., and Visscher, P.M.
(2006). Bias, precision and heritability of self-reported and
clinically measured height in Australian twins. Hum. Genet.
120, 571–580.
4. Manolio, T.A., Brooks, L.D., and Collins, F.S. (2008). A
HapMap harvest of insights into the genetics of common dis-
ease. J. Clin. Invest. 118, 1590–1605.2, 2016
5. Welter, D., MacArthur, J., Morales, J., Burdett, T., Hall, P., Jun-
kins, H., Klemm, A., Flicek, P., Manolio, T., Hindorff, L., and
Parkinson, H. (2014). The NHGRI GWAS Catalog, a curated
resource of SNP-trait associations. Nucleic Acids Res. 42,
D1001–D1006.
6. Manolio, T.A., Collins, F.S., Cox, N.J., Goldstein, D.B., Hin-
dorff, L.A., Hunter, D.J., McCarthy, M.I., Ramos, E.M., Cardon,
L.R., Chakravarti, A., et al. (2009). Finding the missing herita-
bility of complex diseases. Nature 461, 747–753.
7. Visscher, P.M., Hill, W.G., and Wray, N.R. (2008). Heritability
in the genomics era–concepts and misconceptions. Nat. Rev.
Genet. 9, 255–266.
8. Kang, H.M., Zaitlen, N.A., Wade, C.M., Kirby, A., Heckerman,
D., Daly, M.J., and Eskin, E. (2008). Efficient control of popu-
lation structure in model organism association mapping. Ge-
netics 178, 1709–1723.
9. Kang, H.M., Sul, J.H., Service, S.K., Zaitlen, N.A., Kong, S.Y.,
Freimer, N.B., Sabatti, C., and Eskin, E. (2010). Variance
component model to account for sample structure in
genome-wide association studies. Nat. Genet. 42, 348–354.
10. Lippert, C., Listgarten, J., Liu, Y., Kadie, C.M., Davidson,
R.I., and Heckerman, D. (2011). FaST linear mixed models
for genome-wide association studies. Nat. Methods 8,
833–835.
11. Zhou, X., and Stephens, M. (2012). Genome-wide efficient
mixed-model analysis for association studies. Nat. Genet. 44,
821–824.
12. Vattikuti, S., Guo, J., and Chow, C.C. (2012). Heritability and
genetic correlations explained by common SNPs for metabolic
syndrome traits. PLoS Genet. 8, e1002637.
13. Wright, F.A., Sullivan, P.F., Brooks, A.I., Zou, F., Sun, W., Xia,
K., Madar, V., Jansen, R., Chung, W., Zhou, Y.H., et al.
(2014). Heritability and genomics of gene expression in pe-
ripheral blood. Nat. Genet. 46, 430–437.
14. Kruijer, W., Boer, M.P., Malosetti, M., Flood, P.J., Engel, B.,
Kooke, R., Keurentjes, J.J., and van Eeuwijk, F.A. (2015).
Marker-based estimation of heritability in immortal popula-
tions. Genetics 199, 379–398.
15. Yang, J., Benyamin, B., McEvoy, B.P., Gordon, S., Henders,
A.K., Nyholt, D.R., Madden, P.A., Heath, A.C., Martin, N.G.,
Montgomery, G.W., et al. (2010). Common SNPs explain a
large proportion of the heritability for human height. Nat.
Genet. 42, 565–569.
16. Kostem, E., and Eskin, E. (2013). Improving the accuracy and
efficiency of partitioning heritability into the contributions of
genomic regions. Am. J. Hum. Genet. 92, 558–564.
17. Lohr, S.L., and Divan, M. (1997). Comparison of confidence
intervals for variance components with unbalanced data.
J. Stat. Comput. Simul. 58, 83–97.
18. Burch, B.D. (2007). Comparing pivotal and REML-based con-
fidence intervals for heritability. J. Agric. Biol. Environ. Stat.
12, 470–484.
19. Burch, B.D. (2011). Assessing the performance of normal-
based and REML-based confidence intervals for the intraclass
correlation coefficient. Comput. Stat. Data Anal. 55, 1018–
1028.
20. Kraemer, K. (2012). Confidence intervals for variance compo-
nents and functions of variance components in the random
effects model under non-normality. PhD thesis (Iowa State
University).
21. Chernoff, H. (1954). On the distribution of the likelihood ra-
tio. Ann. Math. Stat. 25, 573–578.The Americ22. Moran, P.A. (1971). Maximum-likelihood estimation in non-
standard conditions. Mathematical Proceedings of the Cam-
bridge Philosophical Society 70, 441–450.
23. Self, S.G., and Liang, K.-Y. (1987). Asymptotic properties
of maximum likelihood estimators and likelihood ratio
tests under nonstandard conditions. J. Am. Stat. Assoc. 82,
605–610.
24. Stram, D.O., and Lee, J.W. (1994). Variance components
testing in the longitudinal mixed effects model. Biometrics
50, 1171–1177.
25. Wolfinger, R.D., and Kass, R.E. (2000). Nonconjugate
Bayesian analysis of variance component models. Biometrics
56, 768–774.
26. Li, H., and Lahiri, P. (2010). An adjusted maximum likeli-
hood method for solving small area estimation problems.
J. Multivariate Anal. 101, 882–892.
27. Chung, Rabe-hesketh, Y., S., Gelman, A., J., Liu, and Dorie,
V.(2011). Avoiding boundary estimates in linear mixed
models through weakly informative priors. UC Berkeley Divi-
sion of Biostatistics Working Paper Series, Working Paper 284.
http://biostats.bepress.com/ucbbiostat/paper284.
28. Visscher, P.M., and Goddard, M.E. (2015). A general unified
framework to assess the sampling variance of heritability esti-
mates using pedigree or marker-based relationships. Genetics
199, 223–232.
29. Thai, H.T., Mentre´, F., Holford, N.H.G., Veyrat-Follet, C., and
Comets, E. (2013). A comparison of bootstrap approaches
for estimating uncertainty of parameters in linear mixed-ef-
fects models. Pharm. Stat. 12, 129–140.
30. Stern, S., and Welsh, A. (2000). Likelihood inference for small
variance components. Can. J. Stat. 28, 517–532.
31. Harville, D.A., and Fenech, A.P. (1985). Confidence intervals
for a variance ratio, or for heritability, in an unbalancedmixed
linear model. Biometrics 41, 137–152.
32. Burch, B.D., and Iyer, H.K. (1997). Exact confidence intervals
for a variance ratio (or heritability) in a mixed linear model.
Biometrics 53, 1318–1333.
33. Furlotte, N.A., Heckerman, D., and Lippert, C. (2014). Quanti-
fying the uncertainty in heritability. J. Hum. Genet. 59,
269–275.
34. Carpenter, J., and Bithell, J. (2000). Bootstrap confidence in-
tervals: when, which, what? A practical guide for medical stat-
isticians. Stat. Med. 19, 1141–1164.
35. GTEx Consortium (2015). Human genomics. The Genotype-
Tissue Expression (GTEx) pilot analysis: multitissue gene regu-
lation in humans. Science 348, 648–660.
36. Winkelmann, B.R., Ma¨rz, W., Boehm, B.O., Zotz, R., Hager, J.,
Hellstern, P., and Senges, J.; LURIC Study Group (LUdwigsha-
fen RIsk and Cardiovascular Health) (2001). Rationale and
design of the LURIC study–a resource for functional genomics,
pharmacogenomics and long-term prognosis of cardiovascu-
lar disease. Pharmacogenomics 2 (1, Suppl 1), S1–S73.
37. Searle, S.R., Casella, G., and McCulloch, C.E. (2009). Variance
components (John Wiley & Sons).
38. Patterson, H.D., and Thompson, R. (1971). Recovery of inter-
block information when block sizes are unequal. Biometrika
58, 545–554.
39. Crainiceanu, C.M., and Ruppert, D. (2004). Likelihood ratio
tests in linear mixed models with one variance component.
J. R. Stat. Soc. Series B Stat. Methodol. 66, 165–185.
40. Crainiceanu, C.M., and Ruppert, D. (2004). Proofs of theorems
for the JRSS-B paper ‘‘Likelihood ratio tests in linear mixedan Journal of Human Genetics 98, 1181–1192, June 2, 2016 1191
models with one variance component’’. J. R. Stat. Soc. Series B
Stat. Methodol. 66, 165–185.
41. Yang, J., Lee, S.H., Goddard, M.E., and Visscher, P.M. (2011).
GCTA: a tool for genome-wide complex trait analysis. Am. J.
Hum. Genet. 88, 76–82.
42. Furlotte, N.A., and Eskin, E. (2015). Efficient multiple-trait
association and estimation of genetic correlation using the
matrix-variate linear mixed model. Genetics 200, 59–68.
43. Sabatti, C., Service, S.K., Hartikainen, A.L., Pouta, A., Ripatti,
S., Brodsky, J., Jones, C.G., Zaitlen, N.A., Varilo, T., Kaakinen,
M., et al. (2009). Genome-wide association analysis of meta-
bolic traits in a birth cohort from a founder population. Nat.
Genet. 41, 35–46.
44. Wasserman, L. (2013). All of statistics: a concise course in sta-
tistical inference (Springer Science & Business Media).
45. Visscher, P.M., Hemani, G., Vinkhuyzen, A.A., Chen, G.B.,
Lee, S.H., Wray, N.R., Goddard, M.E., and Yang, J. (2014).
Statistical power to detect genetic (co)variance of complex
traits using SNP data in unrelated samples. PLoS Genet. 10,
e1004269.
46. Vinkhuyzen, A.A., Wray, N.R., Yang, J., Goddard, M.E., and
Visscher, P.M. (2013). Estimation and partition of heritabil-
ity in human populations using whole-genome analysis
methods. Annu. Rev. Genet. 47, 75–95.
47. Gamazon, E.R., Wheeler, H.E., Shah, K.P., Mozaffari, S.V.,
Aquino-Michaels, K., Carroll, R.J., Eyler, A.E., Denny, J.C., Nic-
olae, D.L., Cox, N.J., and Im, H.K.; GTEx Consortium (2015).
A gene-based association method for mapping traits using
reference transcriptome data. Nat. Genet. 47, 1091–1098.1192 The American Journal of Human Genetics 98, 1181–1192, June48. Efron, B., and Tibshirani, R.J. (1994). An introduction to the
bootstrap (CRC press).
49. Fusi, N., Lippert, C., Lawrence, N.D., and Stegle, O. (2014).
Warped linear mixed models for the genetic analysis of trans-
formed phenotypes. Nat. Commun. 5, 4890.
50. Speed, D., Hemani, G., Johnson, M.R., and Balding, D.J.
(2012). Improved heritability estimation from genome-wide
SNPs. Am. J. Hum. Genet. 91, 1011–1021.
51. Janson, L., Barber, R.F., and Cande´s, E. (2015). EigenPrism:
inference for high-dimensional signal-to-noise ratios. arXiv,
arXiv:1505.02097.
52. Mathai, A.M., and Provost, S.B. (1992). Quadratic forms in
random variables: theory and applications (Marcel Dekker).
53. Golan, D., Lander, E.S., and Rosset, S. (2014). Measuring
missing heritability: inferring the contribution of common
variants. Proc. Natl. Acad. Sci. USA 111, E5272–E5281.
54. Loh, P.-R., Bhatia, G., Gusev, A., Finucane, H.K., Bulik-Sulli-
van, B.K., Pollack, S.J., de Candia, T.R., Lee, S.H., Wray, N.R.,
Kendler, K.S., et al.; Schizophrenia Working Group of Psychi-
atric Genomics Consortium (2015). Contrasting genetic archi-
tectures of schizophrenia and other complex diseases using
fast variance-components analysis. Nat. Genet. 47, 1385–
1392.
55. Yang, J., Bakshi, A., Zhu, Z., Hemani, G., Vinkhuyzen, A.A.,
Lee, S.H., Robinson,M.R., Perry, J.R., Nolte, I.M., van Vliet-Os-
taptchouk, J.V., et al.; LifeLines Cohort Study (2015). Genetic
variance estimation with imputed variants finds negligible
missing heritability for human height and body mass index.
Nat. Genet. 47, 1114–1120.2, 2016
