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We extend the concept of confined quantum time of arrival operators, first developed for the free
particle [E.A. Galapon, R. Caballar, R. Bahague Phys. Rev. Let. 93 180406 (2004)], to arbitrary
potentials.
PACS numbers: 03.65.Db
Quite recently the quantum time problem [1] has
reached a new episode, starting from the elucidation that
Pauli’s theorem [2] does not hold in Hilbert space [3], fol-
lowed by the discovery that the classical free time of ar-
rival admits self-adjoint and canonical quantization for a
spatially confined particle [4]. There it is shown that for-
mulating the quantum-time-of-arrival-problem in a seg-
ment of the real line suggests rephrasing the problem to
finding a complete set of states that unitarily arrive at a
given point at a definite time—states in which the events
of the centroid being at the origin and the position distri-
bution width being minimum occur at the same instant
of time. Specifically, it is demonstrated that, for a spa-
tially confined particle, the problem admits a solution
in the form of an eigenvalue problem of a compact and
self-adjoint time of arrival operator derived by a quanti-
zation of the classical time of arrival. In this Letter, we
attempt to extend the results in [4] and develop a for-
malism in constructing confined time of arrival operators
for arbitrary potentials.
In [4] the well-known non-self-adjointness of the free
time of arrival operator T = −µ(qp−1 + p−1q)2−1 in the
Hilbert space H∞ = L
2(−∞,∞) has been dealt with by
spatial confinement of the particle. That is by projecting
the operator T in the Hilbert space Hl = L
2[−l, l], with
the projected operator still satisfying conjugacy with the
Hamiltonian in a closed subspace of Hl. This has led to
a class of self-adjoint and compact time of arrival opera-
tors, Tγ , in the form of a Fredholm integral operator in
position representation. There it has been demonstrated
that the eigenfunctions of these operators unitarilly ar-
rive at the origin at their respective eigenvalues. Now if
the particle is subject to some potential V (q), can the
first time of arrival states at the origin and their respec-
tive arrival times be solved also in the form of an eigen-
value problem of an appropriately constructed confined
time of arrival operator?
To answer this, we have to address first the ques-
tion of how one constructs confined quantum time of
arrival operators (at the origin) for arbitrary poten-
tials. For a given Hamiltonian H(q, p), one may pro-
pose at quantizing the classical time of arrival T (q, p) =
−sgn (p)
√
µ/2
∫ q
0 (H(q, p)− V (q
′))
− 1
2 dq′ to give a for-
mal time of arrival operator that will be subsequently
projected to the the Hilbert space Hl. However, naive
quantization of T (q, p) has two problems. First, it is
known that there exists an obstruction to quantization in
Euclidean space [5]; that is, the classical Possion brack-
ets do not generally carry over to the required commu-
tator relation. In general, this obstruction frustrates any
effort at finding a quantization of T (q, p) for arbitrary
Hamiltonian H(q, p) such that the classical canonical re-
lation {H,T }PB = 1 goes over to the quantum canoni-
cal relation [H,T] = i~I [6]. Second, even when we are
contented with quantization without the required alge-
bra of observables, the quantity T (q, p) is generally not
everywhere real valued and can be multiple valued even
when real. This makes its quantization unclear and its
interpretation ambiguous. In extending our result in [4]
to arbitrary potentials, we require consistency with the
canonical commutation relation and demand unambigu-
ous interpretation of the resulting operators.
The consistency requirement behooves us to find the
quantum image outside the framework of quantization,
especially for those that cannot be quantized consistently.
Reference-[6] provides us with the principles to go around
the existing obstruction in Euclidean space, at least for
the problem at hand. The basic idea in [6] is to presup-
pose that a given class of quantum observables, such as
quantum time of arrivals, has an identifying set of prop-
erties; or, equivalently, that the observables comprising
the class share a common set of properties. The prob-
lem now is, first, to find this shared set of properties;
and then, second, on the basis of these properties, find
all observables of the class. It is further presupposed
in [6] that the first can be accomplished by studying a
few known observables of the class; and then the second
is accomplished by employing a transfer principle, i.e.
by transferring the extracted shared properties from the
known elements without discrimination to the rest of the
class.
But how are we to determine the few observables of
the class of observables to start with? We note that a
quantization exists that preserves the classical algebra
2for a small class of observables despite the existence of
obstruction. We can use this fact as a tool in determin-
ing the few observables to start with. Given a class C
of classical observables, we divide C in two parts: The
non-obstructed class, CN , consisting of those observables
that can be quantized such that the Possion-bracket-
commutator correspondence, {, }P.B. 7→
1
i~
[, ], is satisfied;
and the obstructed class, CO, consisting of those observ-
ables that can not be quantized to satisfy the Possion-
bracket-commutator correspondence. Now we choose the
non-obstructed class to start with. The quantum image
of CN , CˆN , is then found by quantization. We then iden-
tify the shared set of properties of those in CˆN that can
be transferred to the quantum image of the obstructed
class CO, CˆO. But what are those shared properties?
Those are the properties that uniquely identify the ob-
servables in CˆN ; and, at once, the properties that ensure
that the observables in CˆO satisfy the correspondence
{, }P.B. 7→
1
i~
[, ] and the correspondence CˆO 7→ CO in
the classical limit. By virtue of the transfer principle,
the observables in CˆO are then found by imposing the
identified shared properties. In our language in [6], the
observables in CˆO obtained by the method just described
are the supraquantizations of the classical observables in
CO.
Now we proceed in developing a theory of confined
quantum time of arrivals using the above ideas. With
our intention to employ quantization to determine the
shared properties of CTOA-operators, we now address
the unambiguous quantization of the classical time of
arrival. The idea is not to quantize T (q, p) but its ex-
pansion in the neighborhood of the origin in the form
T (q, p) =
∑∞
k=0(−1)
kTk(q, p), where the Tk’s are de-
termined recursively through T0(q, p) = −µqp
−1, and
Tk(q, p) = −µp
−1
∫ q
0 (∂q′V )(∂pTk−1) dq
′, in which V is
assumed continuous in every neighborhood of the origin.
We referred to this form of T (q, p) as the local time of
arrival (LTOA) in [6]. For sufficiently small neighbor-
hoods, the LTOA is a first time of arrival at the origin;
and quantization of the LTOA where the required algebra
is satisfied should give us a first time of arrival operator,
as our numerical results below suggest.
But how should we quantize the LTOA? We impose
metaplectic covariance, hermicity of the resulting opera-
tor, and preservation of the classical symmetry in the
quantum regime. Of all quantizations satisfying the
first criterion, only the Weyl quantization satisfies the
other two. Generally the LTOA is going to be in the
form T (q, p) =
∑
m,n≥0 αm,n q
np−m, so that its quanti-
zation proceeds by the replacement qnp−m 7→ Tm,n =
2−n
∑n
j=0
(
n
j
)
qjp−mqn−j . With respect to Weyl quan-
tization, the non-obstructed class CN of the LTOA-
observables consists of linear systems, and the obstructed
CO class consists of the non-linear systems [6]. We then
proceed by getting the quantum image, CˆN , of CN by
means of Weyl quantization. The CTOA-operators, Cˆ
(c)
N ,
corresponding to CN are then obtained by projecting the
entire CˆN in the Hilbert space Hl. Then the CTOA-
operators , Cˆ
(c)
O , corresponding to CO are found from Cˆ
(c)
N
by virtue of the transfer principle.
First let us demonstrate our idea through the har-
monic oscillator; its Hamiltonian is H(q, p) = (2µ)−1p2+
µω22−1q2. This is a linear system, and it belongs to the
non-obstructed class CN . The classical time of arrival at
the origin is given by T0(q, p) = −ω
−1 tan−1
(
µωqp−1
)
,
which is multiple valued. As such its quantization is
not clear. Now its local time of arrival at the origin is
given by T (q, p) = −
∑∞
k=0
(−1)k
2k+1 µ
2k+1ω2kq2k+1p−(2k+1).
And Weyl quantization of this leads to the operator
T =
∑∞
k=0
(−1)k
2k+1 µ
2k+1ω2kT2k+1,2k+1. Using the canon-
ical commutation relation [q, p] = i~I, formally one can
show that [H,T] = i~I, demonstrating the fact that Weyl
quantization is not obstructed for linear systems.
Now we show how the corresponding CTOA-operator
is constructed by projecting T in Hl = L
2[−l, l]. Physi-
cally the projection is by spatial confinement of the par-
ticle in the interval [−l, l] under the condition that the
evolution of the system is generated by a purely kinetic
self-adjoint Hamiltonian—i.e. H = (2µ)−1p2, where p
is a self-adjoint momentum operator—when the poten-
tial vanishes. This requirement projects the momen-
tum operator p into the ring of momentum operators
{pγ = −i~∂q, |γ| < pi}, with pγ having the domain con-
sisting of those vectors φ(q) in Hl with square integrable
first derivatives, and satisfying the boundary condition
φ(−l) = e−2iγφ(l). Since T depends on the momentum
operator, the projection of T in Hl is a family of opera-
tors {Tγ}, with each Tγ corresponding to the momentum
pγ .
The explicit form of Tγ is found by first writing the
explicit forms of the operators Tγm,n inHl for a given γ, in
particular their kernels in coordinate representation. In
the development of the CTOA-operators only the cases
where m(s) = 2s+1, s = 0, 1, . . . , are relevant. For these
cases, the kernels are given by
〈
q
∣∣∣Tγ 6=02s+1,n
∣∣∣ q′〉 = 1
2 sin γ
(q + a′)n
2n
(−1)s(q − q′)2s
~2s+1(2s)!
×
(
eiγH(q − q′) + e−iγH(q′ − q)
)
,(1)
〈
q
∣∣T02s+1,n∣∣ q′〉 = il
(−1)s
2~2s+1
(q + q′)n
2n
(q − q′)2s
(2s)!
sgn(q − q′)
−
i
l
(−1)s
2~2s+1
(q + q′)n
2n
(q − q′)2s+1
(2s+ 1)!
. (2)
Substituting Tγm,n back in T gives a compact and self-
adjoint operator Tγ for every γ in the form of a Fred-
holm integral operator (Tγϕ)(q) =
∫ l
−l
〈q |Tγ | q
′〉ϕ(q′)dq′
in position representation. The respective kernels for the
3non-periodic and periodic cases can be explicitly evalu-
ated using equations-(1) and-(2) to give
〈q |Tγ 6=0| q
′〉 = −
1
2ω sin γ
sinh
(
µω
2~ (q
2 − q′2
)
(q − q′)
×
(
eiγH(q − q′) + e−iγH(q′ − q)
)
〈q |T0| q
′〉 =
1
2iω
sinh
(
µω
2~ (q
2 − q′2)
)
(q − q′)
sgn(q − q′)
−
1
2ilω
shi
(µω
2~
(q2 − q′2)
)
where shi(x) is the sinh-integral function and H(x) is the
Heaviside function. Both kernels are essentially bounded
everywhere in the plane [−l, l] × [−l, l]. The singular-
ities at the diagonal are removable, hence for every γ,
〈q |Tγ | q
′〉 is square integrable. Moreover, the kernels are
symmetric. Thus for all γ, the operator Tγ is self-adjoint
and compact. Notice that while the classical LTOA is
valid only in a small neighborhood of the origin, the pro-
jection of its quantization is well-defined in Hl for any
finite value of l.
The observables of Cˆ
(c)
N corresponding to the non-
obstructed class CN , systems whose potentials are V (q) =
c + aq + 12bq
2, can now be constructed similarly. The
LTOA at the origin can be derived using the recur-
rence relation given earlier. And Weyl quantization
of this local form gives a formal operator T whose
projection in Hl is the family of integral operators{
(Tγϕ)(q) =
∫ l
−l
〈q |Tγ | q
′〉ϕ(q′)dq′
}
. The respective ker-
nels for non-periodic and periodic boundary conditions
are given by
〈q |Tγ 6=0| q
′〉=−µ
T (q, q′)
~ sin γ
(
eiγH(q − q′)+e−iγH(q′ − q)
)
;
(3)
〈q |T0| q
′〉=
µ
i~
T (q, q′)sgn(q−q′)−
µ
il~
∫ (q−q′)
0
T
(
q+q′
2
, s′
)
ds′
(4)
where T (q, q′) is a function characteristic and unique
to the system, whose exact form, which follows from
equations-(1) and-(2), we need not give it here. T (q, q′)
is symmetric, i.e. T (q, q′) = T (q′, q), real valued, and an-
alytic everywhere in the plane [−l, l]×[−l, l]. These oper-
ators are compact and self-adjoint. Inspecting equations-
(3)and-(4), we can identify that the functional forms of
the kernels are shared properties of the observables of the
non-obstructed Cˆ
(c)
N .
For non-linear systems, Weyl quantization of the
LTOA at the origin does not give an operator conju-
gate with the Hamiltonian. This is the obstruction to
quantization at work. Assuming a transfer principle, we
require that the confined time of arrival operators, Cˆ
(c)
O ,
for the obstructed class CO to be given by the family
of integral operators
{
(Tγϕ)(q) =
∫ l
−l
〈q |Tγ | q
′〉ϕ(q′)dq′
}
whose kernels are likewise given by equations-(3) and-
(4), with T (q, q′) to be determined. Assuming in the
mean time that V (q) is C∞(−l, l), let Φ×l ⊃ Hl ⊃ Φl
be the rigging of the Hilbert space Hl, where Φl is the
space of infinitely differentiable functions which vanish
at the boundaries together with their derivatives of all
orders. In the rigging Φ×l ⊃ Hl ⊃ Φl, the conjugacy rela-
tion [H,T] = i~I satisfied by the non-obstructed CTOA-
operators with their respective Hamiltonians, in partic-
ular for γ 6= 0, translates to the canonical commutation
relation (CCR)
〈
ϕ˜
∣∣[H×γ ,Tγ]∣∣ϕ〉 = i~ 〈ϕ˜ | ϕ〉 for all ϕ˜ and
ϕ in Φl, where H
×
γ is the Rigged Hilbert space extension
of the system Hamiltonian Hγ = (2µ)
−1p2γ+V (q). This is
the basic requirement we impose on all CTOA-operators.
Substituting equation (3) back into the left hand side
of
〈
ϕ˜
∣∣[H×γ ,Tγ]∣∣ϕ〉 = i~ 〈ϕ˜ | ϕ〉, we find that H×γ and Tγ
satisfy the CCR if and only if T (q, q′) satisfies
−
~
2
2µ
∂2T (q, q′)
∂q2
+
~
2
2µ
∂2T (q, q′)
∂q′2
+(V (q)−V (q′))T (q, q′)=0
(5)
dT (q, q)
dq
+
∂T
∂q
(q′, q′) +
∂T
∂q′
(q, q) = 1. (6)
It can be shown that T (q, q′) for the non-obstructed class,
which is derived via quantization of the LTOA, satisfies
equations-(5) and-(6). Now equation-(6) defines a fam-
ily of operators canonically conjugate to the extended
Hamiltonian in the sense required by the canonical com-
mutation relation. We fix T (q, q′) by identifying the con-
dition that uniquely identifies the kernels for the linear
systems. By transforming equation-(5) in its canonical
form, one can show that the boundary conditions
T (q, q) =
q
2
, T (q,−q) = 0 (7)
uniquely identifies the kernels for the non-obstructed
class. By virtue of the transfer principle we require that
the kernels of the CTOA-operators for the obstructed
class are given by equations-(3) and-(4), with T (q, q′)
having the properties of those of the unobstructed class
and determined by solving equation-(5) subject to the
boundary conditions-(7). By a proper rigging of Hl, we
can lift the condition on V (q) and extend the same trans-
fer principle. And we have accomplished the supraquan-
tization of the CTOA-operators for the obstructed class.
The CTOA-operators for linear systems are projec-
tions of the quantizations of the local time of ar-
rival operator so that they have the correct classical
limit. How about the CTOA-operators for the non-
linear systems? The kernels of the CTOA-operators
goes over to the kernel of the time of arrival opera-
tor in the real line constructed without quantization
in [6] in the limit as l goes to infinity—the kernel
〈q |T| q′〉 = −iµ~−1T (q, q′) sgn(q − q′) [9]. There it is
4shown that the Weyl-Wigner transform of this kernel,
i.e. T~(q, p) = 2pi
∫∞
−∞
〈
q + v2
∣∣T ∣∣q − v2 〉 exp (−i v p~ ) dv,
is T~(q, p) = T (q, p) for linear systems, and T~(q, p) =
T (q, p) + O(~2) for non-linear systems, where T (q, p) is
the LTOA and O(~2) is the leading quantum correction
to the LTOA for non-linear systems. Weyl-quantizing
T~(q, p) gives us an operator T, the projection of which
in the Hilbert space Hl gives the above confined quan-
tum time of arrival operators. The CTOA-operators for
non-linear systems then is a quantization of the corre-
sponding local time of arrival plus quantum corrections
to the classical-LTOA. The observables of Cˆ
(c)
O then have
the correct classical limit.
At this point we have completely characterized the
CTOA-operators. For systems that equation-(5) have
solutions with the required properties, e.g. for infinitely
differentiable potentials [7], the corresponding CTOA-
operators are compact and self-adjoint, possessing a com-
plete set of eigenfunctions and a discrete spectrum. But
do these eigenfunctions unitarily arrive at the origin at
their respective eigenvalues as we have conceived them to
be? We refer to the harmonic oscillator for insight. By
symmetry arguments, combined with a numerical com-
putation of the first few eigenfunctions, indicate that for
a given γ and a given positive integer n there is a pair of
eigenfunctions ϕ±γ,n(q) with equal magnitudes of eigen-
values and of opposite signs, i.e. τ+n,γ = −τ
−
n,γ , with the
sign indicating the sign of the eigenvalue. We find that
the eigenfunctions can also be classified in the same way
as those in [4]; in particular, eigenfunctions can be nodal
or non-nodal (see Figure-1).
The parity eigenfunctions for γ = pi2 are numerically
determined using Nystrom method employing Gauss-
Legendre integration quadrature [8], combined with Nys-
trom’s interpolation scheme to get the eigenfunctions at
a uniformly spaced grid points. The eigenfunctions are
then evolved using Crank-Nicholson differencing of the
time-dependent Schrodinger equation. In those cases
where the combined numerical computation for the eigen-
functions and the evolution are known to converge, the
eigenfunctions are found to unitarily arrive at the origin
at their respective eigenvalues within numerical accuracy
(See Figure-1). Moreover, the minimum variance of the
eigenfunctions at the eigenvalue decreases with increasing
n so that the eigenfunctions become increasingly local-
ized at the origin at their eigenvalues as those in [4]. We
mention that the same numerical simulation for γ = pi2
has been done for the linear potential, V = λq, and the
same dynamical behaviors have been observed for the
eigenfunctions.
While more works have to done to completely under-
stand the physical contents of the CTOA-operators, the
above numerical results already, strongly endorse the in-
terpretation of the confined quantum time of arrivals as
first time of arrival operators, with the eigenvalues as
the first time of arrivals at the origin of their respective
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1 0.11 0.12
0
0.2
0.4
0.6
0.8
1
1.2
1.4
x 10−4
(c) time
var
ianc
e
FIG. 1: The evolved probability densities corresponding to
the eigenfunctions (a) n = 5 (non-nodal eigenfunction) and
(b) n = 6 (nodal eigenfunction) for γ = pi
2
, ~ = l = m =
ω = 1. Both unitarilly arrive at the origin at their respective
eigenvalues, 0.0336 and 0.0303. The variances of the position
operator is minimum at their eigenvalues as demonstrated by
(c), with dashed line n = 5 and solid line n = 6.
eigenfunctions.
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