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Abstract
Cross-sections for hadronic and leptonic two-fermion events, and leptonic forward-
backward asymmetries, have been measured in e
+
e
 
collisions at a centre-of-mass energy
of 161 GeV, using the OPAL detector at LEP. Results are presented both including and
excluding the dominant production of radiative Z
0
events. We have measured R
b
, the
ratio of the number of bb to all multihadronic events at 161 GeV, and compared it to
the result obtained at 130{136 GeV. All results agree well with the Standard Model
expectations. In a model-independent t to the Z
0
lineshape, the data presented here
give an improved precision on the Z
0
-interference term. The data have also been used to
obtain new limits on extensions of the Standard Model described by eective four-fermion
contact interactions.
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1 Introduction
We present measurements of cross-sections and forward-backward asymmetries in e
+
e
 
col-
lisions at a centre-of-mass energy,
p
s, of 161 GeV. The data were recorded by the OPAL
experiment at LEP in July and August 1996. These are the rst e
+
e
 
collision data available
at energies above the W
+
W
 
production threshold. Cross-sections were measured for multi-
hadronic, bb, e
+
e
 
, 
+

 
, and 
+

 
nal states, and the forward-backward asymmetries for
the leptonic nal states were obtained.
The analyses presented here are similar to those performed at centre-of-mass energies be-
tween 130 and 140 GeV [1]. A feature of e
+
e
 
collision data at energies well above the Z
0
mass
is a tendency for radiative return to the Z
0
. If one or more initial-state radiation photons are
emitted which reduce the eective centre-of-mass energy of the subsequent e
+
e
 
collision,
p
s
0
,
to the region of the Z
0
resonance, the cross-section is greatly enhanced. Separation between
radiative events and those with
p
s
0

p
s was performed using methods similar to the 130{
140 GeV analyses. The isolation of events with
p
s
0

p
s allows a comparison of the Standard
Model with data at the highest e
+
e
 
energies.
The comparable size of the photon-exchange and Z
0
-exchange amplitudes in the non-radiative
data at 161 GeV allows constraints to be placed on the size of the interference terms between 
and Z
0
amplitudes, complementing measurements on the Z
0
peak. In this paper we also use the
data to place limits on possible contributions from extensions of the Standard Model described
by eective four-fermion contact interactions.
2 Data and Simulation
The OPAL detector, trigger and data acquisition system are fully described elsewhere [2{6]. The
data used in this analysis were recorded at an e
+
e
 
centre-of-mass energy of 161.30.2 GeV [7]
and correspond to an integrated luminosity of approximately 10.0 pb
 1
.
For Monte Carlo simulation studies of e
+
e
 
! hadrons we used the PYTHIA5.7 [8] pro-
gram with input parameters optimized by a study of global event shape variables and particle
production rates in Z
0
decay data [9]. For e
+
e
 
! e
+
e
 
we used the BHWIDE [10] Monte
Carlo program, and for e
+
e
 
! 
+

 
and e
+
e
 
! 
+

 
the KORALZ4.0 program [11]. Four-
fermion backgrounds were modelled with the EXCALIBUR [12] and grc4f [13] generators, with
PYTHIA used to check the separate contributions from WW, Zee and We diagrams. Two-
photon background processes were simulated using PYTHIA and PHOJET [14] at low Q
2
,
TWOGEN [15], PYTHIA, and HERWIG [16] at high Q
2
, and the Vermaseren generator [17]
for leptonic nal states. The e
+
e
 
!  background in the e
+
e
 
nal state was modelled with
the RADCOR [18] program, while the contribution from e
+
e
 
 where the photon and one of
the charged particles is inside the detector acceptance was modelled with TEEGG [19]. All
samples were processed through the OPAL detector simulation [20].
3 Measurement of the Luminosity
The luminosity was measured using small-angle Bhabha scattering events, e
+
e
 
! e
+
e
 
,
recorded in the silicon-tungsten luminometer [4]. Bhabha events were selected by requiring
4
a high energy cluster in each end of the detector, using asymmetric acceptance cuts. The main
change with respect to the previous analysis at 130{140 GeV centre-of-mass energy [1] results
from the introduction of tungsten shields, placed symmetrically on both sides of the interaction
region, which are designed to protect the central tracking detectors from synchrotron radiation.
The shields, 5 mm thick and 334 mm long, present roughly 50 radiation lengths to particles
originating from the interaction region, almost completely absorbing electromagnetically show-
ering particles between 26 mrad and 33 mrad from the beam axis. The ducial regions for
accepting Bhabha events were therefore reduced, to between 38 and 51 mrad on one side, and
between 34 and 55 mrad on the opposite side. The Monte Carlo program BHLUMI4.3 was used
to calculate the Bhabha cross-section [21]. The Monte Carlo predicts the ratio between the new
and old acceptance cuts to be 0:4628  0:0004. Comparing with data taken at centre-of-mass
energies around 91 GeV and 133 GeV, agreement within the statistical errors of 0.05% and
0.5% respectively has been found, giving condence in our understanding of the acceptance.
The relative error on the luminosity measurement obtained was 0.58%, dominated by statis-
tics in the data (0.42%), theoretical knowledge of the cross-section (0.25%), and uncertainty in
the beam energy (0.25%).
A second luminosity measurement was available from the lead-scintillator sampling calorime-
ter (forward detector) covering the region 60 to 150 mrad from the beam axis. The selection of
Bhabha events within the calorimeter acceptance was identical to that used in the analysis at
130{140 GeV [1]. The overall acceptance of the calorimeter was measured by normalizing to the
precisely known cross-section for hadronic events at the Z
0
peak, using data collected during
the calibration run immediately preceding the 161 GeV data-taking. The systematic error on
this luminosity measurement amounts to 1.9%, arising mainly from the statistical precision of
the acceptance normalization. The integrated luminosity measured by the forward detector
agreed with that measured by the silicon-tungsten luminometer to 0.6%, which is less than one
standard deviation of the combined statistical error.
A further check of the luminosity was made using Bhabha scattering events recorded in
the electromagnetic calorimeter, as described in section 5. Using events within the region
j cos j < 0:96, where  is the polar angle with respect to the electron beam direction, the
luminosity measurement has been checked with a statistical precision of 1.6%.
4 Hadronic Events
Hadronic events were selected from the data using the same criteria as in earlier OPAL studies
of hadronic Z
0
decays [22], with some small modications to the cuts. As in the 130{140 GeV
analysis [1] the cut on scaled visible energy (R
vis
 E
clus
=
p
s, where all cluster energies E
clus
in the lead glass calorimeters are summed) was tightened from 0.10 to 0.14 in order to reduce
the background from two-photon processes. In addition, the cut on the momentum imbalance
in the beam direction, dened as R
bal
j (E
clus
cos 
clus
) j =E
clus
, where 
clus
is the polar
angle of the cluster, and the sum runs over all clusters, was loosened from 0.65 to 0.75 in order
to accept more eciently the events where high energy initial state photons escape close to the
beam line. With these cuts we achieve an eciency of (92.60.2)% for events with an eective
centre-of-mass energy
p
s
0
> 0:1
p
s. This inclusive sample includes events with an additional
low mass fermion pair arising from virtual photon radiation.
5
Background from W pair production, We and Zee processes was subtracted; this was
estimated to contribute 4:4  0:4 pb as predicted by PYTHIA, 3.3 pb of which arises from W
pair production. The error is dominated by the uncertainties of the centre-of-mass energy and
of the W mass. The two-photon background has been obtained comparing the predictions of
all generators mentioned above and amounts to 1:9  1:0 pb, where the error covers the range
of predictions obtained from models compatible with the data. The number of events observed,
and the corresponding cross-section after background subtraction and correction for eciency,
are shown in table 1.
The uncertainty on the cross-section is dominated by the statistics of the selected multi-
hadron sample. The main systematic uncertainties come from detector simulation uncertainties
(1.0%) and from knowledge of the two-photon background contamination (0.7%). The uncer-
tainty from W pair background events is negligibly small.
The eective centre-of-mass energy,
p
s
0
, of the e
+
e
 
collision was estimated as follows.
Isolated photons in the electromagnetic calorimeter were identied, and the remaining particles
were formed into jets. The energy carried by additional photons emitted close to the beam
directions was estimated by performing kinematic ts assuming zero, one or two such photons.
The value of
p
s
0
was then computed from the tted momenta of the jets, i.e. excluding photons
identied in the detector or close to the beam directions. As a systematic check, the simpler
method described in [23] was used, which allowed for just single photon radiation, and consistent
results were obtained.
By making a cut on the reconstructed value of
p
s
0
, the cross-section for `non-radiative'
events with only a little initial-state radiation can be derived. We take s
0
=s > 0:8 to dene
this sample. The eciency of the selection for these non-radiative events was predicted from
the simulation to be 91.8%, with a purity of 94.8% of selected events having a true ratio of
s
0
=s > 0:8. The principal background is an estimated 2.6 pb arising from four-fermion (mainly
W pair) events
1
. The cross-section, after correction for acceptance, resolution and background,
is again shown in table 1. The total and non-radiative cross-sections are shown in gure 1.
In the non-radiative sample, the main systematic uncertainty arises from the modelling of
the separation of the radiative and non-radiative events, estimated to be at the level of 2.0%
by comparing dierent separation methods. The uncertainty in the four-fermion contribution
amounts to 0.7% of the non-radiative cross-section.
5 e
+
e
 
Final State
Due to the presence of the dominant t-channel diagram, a denition of s
0
as in the other nal
states is not meaningful for e
+
e
 
! e
+
e
 
. Events with little radiation were therefore selected
by a cut on 
acol
, the acollinearity angle between electron and positron. An cut of 
acol
< 10

roughly corresponds to a cut on the eective centre-of-mass energy of s
0
=s > 0:8, for the s-
channel contribution. Events with this acollinearity angle cut and the observed electron in the
polar angle range j cos 
e
 
j < 0:7 were selected using the same criteria as at 130{140 GeV [1],
except that the cut on minimum total electromagnetic calorimeter energy was reduced from
80% to 50% of the centre-of-mass energy. The background in the selected events is estimated
1
In contrast to the inclusive case, here we subtracted all four-fermion events including those from neutral
current production processes, since essentially all of the latter involve radiative return to the Z
0
.
6
Sel. events  (pb) 
SM
(pb)
Hadrons (s
0
=s > 0:01) 1472 15242 149
Hadrons (s
0
=s > 0:8) 370 35.32.00.7 33.2
e
+
e
 
(j cos 
e
 
j < 0:7, 
acol
< 10

) 285 28.11.70.2 28.1
e
+
e
 
(j cos j < 0:9, 
acol
< 170

) 1582 15842 153
e
+
e
 
(j cos j < 0:96, 
acol
< 10

) 4447 43576 424

+

 
(s
0
=s > 0:01) 98 12.51.20.5 11.3

+

 
(s
0
=s > 0:8) 44 4.60.70.2 4.5

+

 
(s
0
=s > 0:01) 64 15.72.00.7 11.3

+

 
(s
0
=s > 0:8) 43 6.71.00.3 4.5
Heavy Quark Rates Sel. hemisph. R
q
R
SM
q
bb(s
0
=s > 0:8) 76   24 0.1410.0280.012 0.168
Table 1: Numbers of events and measured cross-sections at
p
s=161.3 GeV. For the cross-
sections, the rst error shown is statistical, the second systematic. The systematic errors include
a common contribution of 0.58% from the luminosity determination, 0.25% of which results from
the uncertainty in the centre-of-mass energy. The last column shows the Standard Model cross-
section predictions from ZFITTER [24] (hadrons, 
+

 
, 
+

 
, R
b
) and ALIBABA [25] (e
+
e
 
).
As in ref. [1], the measured cross-sections are corrected to the phase-space limit imposed by
the s
0
=s cut with s
0
dened as the invariant mass of the outgoing two-fermion system before
nal-state photon radiation. There is a small ambiguity associated with this denition, coming
from the eect of interference between initial- and nal-state radiation, but this is estimated
to be small compared to the precision of the measurements.
to amount to 0.360.12 pb, arising mainly from 
+

 
pairs. The number of events selected
and the corresponding cross-section are shown in table 1, and compared with the Standard
Model prediction in gure 1. The systematic error on this selection is estimated to be 0.6%,
dominated by knowledge of ineciency (0.5%) in the selection.
A more inclusive sample of events was selected by loosening the acollinearity angle cut to
170

and requiring that both electron and positron be observed within j cos j < 0:9. The
background in this sample, arising mainly from 
+

 
and two-photon events, was estimated
to be 2.30.7 pb. The observed number of events and resulting cross-section for this inclusive
selection are shown in table 1. Finally, a large acceptance selection over the extended range
j cos j < 0:96, with 
acol
< 10

, has been made, using the criteria employed at 130{140 GeV [1].
This selection makes no explicit requirements that there be tracks associated to the electro-
magnetic clusters, and thus includes (3.10.1)% background from the  nal state. The main
systematic uncertainty arises from how well the edge of the acceptance is modelled, determined
by comparing measurements of polar angle in the electromagnetic calorimeter with those mea-
sured in the central tracking chambers and muon detectors. The observed number of events and
cross-section are shown in table 1; the cross-section predicted by the ALIBABA [25] program
is also shown in the table. This selection is dominated by the t-channel process, therefore the
agreement between data and prediction provides a further consistency check of the measured
luminosity.
The forward-backward asymmetry for the `non-radiative' sample within the angular range
j cos 
e
 
j < 0:7 was evaluated with a counting method, summing the number of events in the
7
forward and backward cos 
e
 
hemispheres. The measured value of 0.880.03 is compared with
measurements at the Z
0
peak and at 130{136 GeV in gure 2(a), and with the prediction of
ALIBABA. Figure 2(c) shows the angular distribution of the scattered electron, compared with
the expectation from BHWIDE.
6 
+

 
and 
+

 
Final States
The selection of 
+

 
events followed that described in previous publications [1, 26], and is
estimated to have an eciency of (75.60.2)% for events with s
0
=s > 0:01, and (89.40.2)%
for events with s
0
=s > 0:8. The value of s
0
was estimated event-by-event from the polar angles
of the two muons relative to the beam axis, as at 130{140 GeV [1]. As for the hadronic
event sample, a `non-radiative' event sample was selected by requiring that the reconstructed
s
0
satisfy s
0
=s > 0:8. Corrections were applied for the ineciency of this selection, background
contamination, and the feed-through of (5.60.2)% from lower s
0
=s values. Background from
other processes was estimated to be 0.110:02 pb and 0.470.06 pb for the non-radiative and
inclusive samples, respectively, where the dominant sources are e
+
e
 
! 
+

 
and e
+
e
 
!
e
+
e
 

+

 
events. The numbers of selected events, and the cross-sections derived, are shown
in table 1. Statistical errors are dominant over the systematic ones, which mainly come from
background uncertainties.
The forward-backward asymmetry was evaluated from the observed cos  of the 
 
, using
a counting method. Monte Carlo events were used to correct for eciency and background,
including feed-through of muon pair events with lower s
0
=s into the non-radiative sample.
The asymmetries obtained, corrected to the full acceptance, are 0.150.11 for the full sample
(s
0
=s > 0:01) and 0.490.14 for the non-radiative events (s
0
=s > 0:8), where in each case the
error is dominated by statistics. The angular distribution of the 
 
is shown in gure 2(d),
manifesting the expected asymmetry.
An inclusive sample of 
+

 
events was selected using the cuts described in [22], after
loosening the acollinearity angle cut to 
acol
< 90

, and in addition placing requirements on
observed total energy and momentum similar to those used in the analysis at 130{140 GeV [1].
These additional requirements have been modied for 161 GeV centre-of-mass energy as follows.
The total visible energy in the event, derived from all track momenta plus the sum of all energy
deposited in the electromagnetic calorimeter, was required to exceed 0:32
p
s and to be less than
1.35
p
s. The polar angles, 
miss
, of the two missing momentum vectors with respect to the beam
direction, evaluated rstly using only tracks and secondly only clusters in the electromagnetic
calorimeter, were not allowed to exceed values of j cos 
miss
j of 0.95 and 0.90, respectively. The
transverse component of the latter missing momentum, divided by sin 
miss
, had to exceed
0.02
p
s. These requirements were found to reduce substantially the large background from
two-photon processes. Finally, the acoplanarity angle, dened as 180

   where  is the angle
between the two  cones in the plane transverse to the beam direction, had to be less than 30

,
and events identied as W pairs according to the criteria in [27] were rejected.
The absolute eciency of the selection is predicted to be (37.80.2)% for events with
s
0
=s > 0:01. The residual background in the sample was estimated to be 0.520.05 pb, with
the dominant contributions from e
+
e
 
! e
+
e
 
, e
+
e
 
! 
+

 
, and e
+
e
 
! e
+
e
 
`
+
`
 
. The
number of selected events and corresponding measured cross-section are shown in table 1.
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The background to 
+

 
events with s
0
=s > 0:8 is much less problematic than for the
inclusive sample, since the signal events are more collinear. The selection of the non-radiative
sample was therefore able to proceed with less modication to the criteria of [22] and of [1].
The main changes with respect to the 130{140 GeV analysis were that the total visible energy
cut was lowered from 0.35
p
s to 0:28
p
s and the transverse momentum cut was lowered from
0:08
p
s to 0:05
p
s. The absolute eciency of the selection was thereby increased to (58.70.3)%
at 161 GeV, for events with true s
0
=s > 0:8. The residual background in the sample from other
channels, mainly two-photon events, was 0.210.03 pb, and the background from lower s
0
=s
was 4.6%. The corresponding measured cross-section is shown in table 1 and gure 1.
The distribution of cos  for the 
 
is shown in gure 2(e). The forward-backward asym-
metry is measured in these  -pair events using a counting method, correcting for acceptance
and background as for the muon channel. The result for the inclusive sample is 0.400.13, and
0.520.14 for the s
0
=s > 0:8 sample, where the errors are dominated by statistics.
Combined asymmetries from the 
+

 
and 
+

 
channels were obtained, assuming -
universality, by forming a weighted average of the corrected numbers of forward and backward
events observed in the two channels. A combined asymmetry of 0.250.08 was obtained for
the sample with s
0
=s > 0:01 and 0.510.09 for s
0
=s > 0:8, as shown in gure 2(b).
7 The Fraction R
b
of bb Events
The ratio R
b
of the cross-section for bb production to the hadronic cross-section has been
measured in Z
0
decays with an accuracy of better than 1% [28]. Some measurements have
suggested a discrepancy with the Standard Model prediction. A measurement at higher energies
might be sensitive to any possible new physics aecting R
b
.
To measure R
b
at 161 GeV we have performed b avour tagging for the multihadronic events
with s
0
=s > 0:8, selected as described above, requiring in addition at least seven tracks that
pass standard track quality requirements, and 
thrust
, the polar angle of the thrust direction,
to full j cos 
thrust
j < 0:9. These additional requirements select a sample of 326 events. Each
hadronic event was divided into two hemispheres by the plane perpendicular to the thrust axis,
and the hemispheres were examined separately.
The b-tagging technique is based on the relatively long lifetime ( 1.5 ps) of bottom hadrons,
which allows the detection of secondary vertices signicantly separated from the primary ver-
tex. The primary vertex for each event was reconstructed using a 
2
minimization method
incorporating the average beam spot position, determined from tracks and the LEP beam orbit
measurement system, as a constraint. Although the beam spot is less precisely determined
than at LEP1, the resulting error on the primary vertex position is still small compared to the
errors on the reconstructed secondary vertex positions. The secondary vertex reconstruction
was the same as adopted in [29], but the minimum number of tracks forming a vertex was
reduced from four to three. For each reconstructed secondary vertex, the decay length L was
dened as the distance of the secondary vertex from the primary vertex in the plane transverse
to the beam direction. The sign of the decay length was taken to be L > 0 if the secondary
vertex was displaced from the primary vertex in the same hemisphere as the momentum sum of
the charged particles at the vertex, and L<0 otherwise. Each event hemisphere was assigned
a vertex tag if it contained at least one secondary vertex with a signed decay length signi-
cance (dened as the signed decay length L divided by its error 
L
) greater than three. The
9
decay length signicance distribution is shown in gure 3(a), superimposed on the Monte Carlo
simulation. Possible systematic eects arising from deciencies in the simulation of the decay
length distribution have been assessed by considering data taken on the Z
0
peak, as described
below.
A \folded tag" was used in this analysis, in order to reduce the sensitivity to detector
resolution uncertainties and the light avour component. In this method, the background from
light quark decays with L=
L
> 3 is accounted for by subtracting the number of hemispheres
with L=
L
<  3. The folded tag is fully described in [29]. Neglecting background in the
hadronic sample, the dierence between the number of forward (L=
L
> 3) and backward
(L=
L
<  3) tagged hemispheres N
t
 N
t
in a sample of N
had
hadronic events can be expressed
as:
N
t
 N
t
= 2N
had
[(
b
  
b
)R
b
+ (
c
  
c
)R
c
+ (
uds
  
uds
)(1  R
b
 R
c
)] (1)
where (
b
  
b
), (
c
  
c
) and (
uds
  
uds
) are the dierences between the forward and backward
tagging eciencies, and R
c
is the ratio of the cross-section for cc production to the hadronic
cross-section. R
c
was computed using ZFITTER, and found to be R
c
= 0.245. The hemisphere
tagging eciency dierences were determined from Monte Carlo, and found to be (
b
  
b
) =
0.4030.022, (
c
  
c
) = 0.0820.007 and (
uds
  
uds
) = 0.00830.0004, where the last is a
weighted average of the light quarks. The errors include Monte Carlo statistics and systematic
eects, the latter being dominant. From Monte Carlo simulation the b-tagged event sample was
estimated to be 74% bb, 21% cc, and 5% light avour events. The expected contribution from
W pair events was subtracted, as described above for the multihadronic events. The probability
for a W pair event to be b-tagged was estimated from Monte Carlo to be 8.2%.
In the 326 non-radiative hadronic events, 76 forward and 24 backward tagged hemispheres
were found. We obtain
R
b
(
p
s = 161GeV) = 0:141  0:028  0:012
where the rst error is statistical and the second systematic. The systematic errors on R
b
arising from uncertainties in the b and c fragmentation and decay parameters were estimated
by following the prescriptions of [28]. The other important systematics result from Monte Carlo
statistics and detector resolution. To check modelling of the detector resolution, the analysis
was repeated on data collected at the Z
0
peak immediately before the 161 GeV data-taking.
The result was (5.52.1)% below the OPAL measurement [29]; the dierence of 5.5% was
included in the systematic error.
We also applied this analysis to OPAL data collected at the end of 1995 at centre-of-mass
energies of 130 GeV and 136 GeV. The average centre-of-mass energy was
p
s = 133 GeV.
The event selection and b-tagging procedures were the same as used for the 161 GeV data,
except that the cut jcos
thrust
j < 0:8 was used instead of jcos
thrust
j < 0:9 due to the dierent
geometry of the microvertex detector in 1995. In total 257 non-radiative hadronic events were
selected. Within this sample, 69 forward and 13 backward tagged hemispheres were found.
The hemisphere tagging eciency dierences were determined to be (
b
  
b
) = 0:409 0:022,
(
c
  
c
) = 0:075  0:007 and (
uds
  
uds
) = 0:0070  0:0007. The fractions of tagged bb
and cc events in the sample were 79% and 17% respectively. The higher b purity, compared
to 161 GeV, is caused by the higher ratio R
b
=R
c
. The value R
c
= 0:225 at 133 GeV was
determined using ZFITTER. We nd
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Rb
(
p
s = 133GeV) = 0:216  0:034  0:013
where the rst error is statistical and the second systematic.
The results for both centre-of-mass energies are compared to the Standard Model prediction
in gure 3(b), where R
b
is plotted as a function of
p
s.
8 Inuence on Electroweak Precision Measurements
The cross-section and asymmetry measurements presented here are all consistent with the
Standard Model expectations, as illustrated in gures 1-2 and table 1.
In ref. [1] we showed that non-radiative data above the Z
0
resonance can be used to constrain
the size of the interference terms between photon-exchange and Z
0
-exchange processes, which
have amplitudes of similar magnitude. Using the ZFITTER [24] and SMATASY [30] programs,
we have repeated the model-independent t to OPAL data described in ref. [1], including the
measurements of the non-radiative multihadron cross-section and combined 
+

 
and 
+

 
asymmetry presented here. In the t, the parameters j
tot
had
and j
fb
`
, determining the sizes of the
hadronic and leptonic Z
0
-interference, respectively, have been left free (see ref. [1] for more
discussion of these parameters and details of the t). In the Standard Model, j
tot
had
and j
fb
`
have
the values 0.22 and 0.799 respectively, for a top quark mass of 180 GeV and Higgs boson mass of
300 GeV. The results of the t are given in table 2, where the errors of the ZFITTER prediction
at the various values of s have been taken into account. For comparison, the table also shows
the results of the ts presented in [1] to LEP1 data alone and to LEP1 data plus non-radiative
multihadron cross-sections and combined 
+

 
and 
+

 
asymmetries at 130 and 136 GeV.
Since the Z
0
-interference vanishes on the Z
0
peak, the inclusion of data far away from the
Z
0
resonance considerably reduces the uncertainty of j
tot
had
[1]. The inclusion of the 130 and
136 GeV data reduced the uncertainty on j
tot
had
by 40%; a further improvement of about 25% is
observed by including the data presented here. As shown in ref. [1], this improvement is much
larger than that which would be obtained by the inclusion of the full LEP1 o-peak data. The
high energy data also reduce the correlation between tted values of j
tot
had
and the Z
0
mass, as
can be seen in table 2 and gure 4.
OPAL data sample j
tot
had
m
Z
j
tot
had
, m
Z
j
fb
`
(GeV) correlation
LEP 1 (1989-92) [22,26,31]  0:18 0:68 91:187 0:013  0:70 0:684 0:053
LEP 1 + 130{136 GeV [1]  0:53 0:41 91:192 0:011  0:50 0:717 0:048
LEP 1 + 130{136 GeV + 161 GeV  0:05 0:31 91:185 0:010  0:41 0:713 0:045
Table 2: Fitted values of the hadronic Z
0
-interference parameter, j
tot
had
, the Z
0
mass, m
Z
, and
the leptonic Z
0
-interference parameter, j
fb
`
, using dierent OPAL data samples. The m
Z
values
are quoted for the s-dependent Z
0
-width.
9 Limits on Four-fermion Contact Interactions
In ref. [32] we used our data at 130{136 GeV [1] to place limits on possible four-fermion contact
interactions. The basic idea is that the Standard Model could be part of a more general theory
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characterized by an energy scale . The consequences of the theory would be observed at
energies well below  as a deviation from the Standard Model which could be described by
an eective contact interaction. In the context of composite models of leptons and quarks,
the contact interaction is regarded as a remnant of the binding force between the substructure
of fermions. If electrons were composite, such an eect would appear in Bhabha scattering
(e
+
e
 
! e
+
e
 
). If the other leptons and quarks shared the same type of substructure, the
contact interaction would exist also in the processes e
+
e
 
! 
+

 
; e
+
e
 
! 
+

 
and e
+
e
 
!
qq. More generally, the contact interaction is considered to be a convenient parametrization
to describe possible deviations from the Standard Model which may be caused by some new
physics.
It is expected that the sensitivity of the measurements to the contact interaction will increase
with centre-of-mass energy (
p
s) due to the decrease of the Standard Model cross-section as
1=s. Therefore we have repeated the contact interaction analysis of ref. [32] including the data
presented here on the angular distributions for the non-radiative e
+
e
 
! e
+
e
 
, e
+
e
 
! 
+

 
,
e
+
e
 
! 
+

 
processes, the cross-section for e
+
e
 
! qq, and the measurements of R
b
. The
only new feature in the analysis is the inclusion of R
b
. The results are shown in Table 3, where
the notation is identical to ref. [32]. We see that the inclusion of the 161 GeV data has increased
the sensitivity factor  [32] by typically 1 TeV, and the limits on  are generally close to the
sensitivity estimate. As before, the data are particularly sensitive for the V V and AA models;
the combined data give limits on  in the range 5.0{6.5 TeV for these models, roughly 1 TeV
higher than those for 130{136 GeV data alone. The limits for the other models lie in the range
2.6{4.0 TeV, approximately 0.7 TeV above those from previous data.
10 Conclusion
Production of events with two-fermion multihadronic and leptonic nal states has been mea-
sured in e
+
e
 
collisions at a centre-of-mass energy of 161 GeV, as summarized in table 1.
The measured rates and distributions are all consistent with the Standard Model expectations.
From the number of events with a signicantly displaced secondary vertex we derive R
b
with a
20% statistical error. In a model-independent t to the Z
0
lineshape, the hadronic cross-section
presented here provides a constraint on the size of the interference between Z
0
and photon
exchange complementary to that given by LEP1 data. We have also used these data to place
limits on possible deviations from the Standard Model represented by eective four-fermion
contact interactions.
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Channel Model " (TeV
 2
)  (TeV) 
 
(TeV) 
+
(TeV)
e
+
e
 
! e
+
e
 
V V  0:012
+0:022
 0:022
5.3 4.4 5.3
AA  0:007
+0:038
 0:053
3.8 2.2 4.0
LL  0:069
+0:095
 0:085
2.6 2.2 2.4
RR  0:067
+0:096
 0:086
2.6 2.2 2.4
LR  0:021
+0:069
 0:057
3.2 2.9 2.5
e
+
e
 
! 
+

 
V V 0:034
+0:030
 0:030
4.5 5.0 3.4
AA  0:006
+0:036
 0:035
4.2 3.8 3.7
LL 0:051
+0:073
 0:074
2.9 2.9 2.4
RR 0:054
+0:079
 0:082
2.8 2.6 2.3
LR 0:103
+0:078
 0:088
2.7 1.6 2.1
e
+
e
 
! 
+

 
V V 0:053
+0:037
 0:036
4.1 4.8 2.9
AA 0:076
+0:057
 0:053
3.3 4.2 2.4
LL 0:147
+0:085
 0:086
2.7 3.0 1.9
RR 0:161
+0:090
 0:093
2.6 2.8 1.8
LR 0:067
+0:108
 0:368
2.2 1.4 2.0
e
+
e
 
! `
+
`
 
V V 0:014
+0:016
 0:016
6.2 6.6 4.9
AA 0:011
+0:023
 0:023
5.2 5.0 4.4
LL 0:053
+0:051
 0:051
3.5 3.8 2.7
RR 0:055
+0:055
 0:055
3.3 3.6 2.6
LR 0:032
+0:060
 0:059
3.2 3.2 2.7
e
+
e
 
! qq V V  0:051
+0:175
 0:031
4.1 3.3 2.9
AA 0:034
+0:033
 0:188
3.9 2.8 3.5
LL  0:214
+0:075
 0:054
3.2 2.1 2.5
RR  0:104
+0:349
 0:064
2.8 2.3 2.1
LR  0:126
+0:334
 0:062
2.9 2.2 2.1
RL  0:053
+0:399
 0:062
2.9 2.6 2.1
e
+
e
 
! bb V V  0:015
+0:047
 0:076
3.4 2.2 3.7
AA  0:006
+0:033
 0:034
4.3 3.6 4.1
LL  0:012
+0:055
 0:055
3.3 2.9 3.1
RR  0:036
+0:124
 0:273
1.9 1.6 2.4
LR  0:049
+0:181
 0:181
1.6 1.8 2.1
RL 0:010
+0:178
 0:108
2.2 2.4 1.7
Combined V V 0:011
+0:016
 0:015
6.3 6.5 5.1
AA 0:007
+0:018
 0:020
5.7 5.3 5.0
LL 0:026
+0:037
 0:038
4.0 4.0 3.4
RR 0:048
+0:053
 0:057
3.3 3.5 2.8
LR 0:033
+0:062
 0:068
3.0 3.1 2.8
RL 0:019
+0:067
 0:054
3.2 3.5 2.6
Table 3: Results of the contact interaction ts to the angular distributions for non-radiative
e
+
e
 
! e
+
e
 
, e
+
e
 
! 
+

 
, e
+
e
 
! 
+

 
and the cross-section for e
+
e
 
! qq at 130{
136 GeV [32] and 161 GeV, and the measurements of R
b
presented here. The combined results
include all leptonic angular distributions, the multihadronic cross-sections and the R
b
measure-
ments. " is the tted value of 1=
2
.
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Figure 1: Measured total cross-sections (s
0
=s > 0:01) for dierent nal states at energies around
the Z
0
resonance (LEP1), 130{140 GeV and these data. The cross-sections for 
+

 
and 
+

 
production have been reduced by a factor of ten for clarity. The curves show the predictions of
ZFITTER for multihadronic (solid), 
+

 
and 
+

 
(dashed) nal states, that of ALIBABA
for the e
+
e
 
nal state (dotted). In the case of multihadrons, muon and tau pairs, cross-section
expectations and measurements are shown at high energies also for s
0
=s > 0:8.
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Figure 2: (a) Measured forward-backward asymmetry for electron pairs selected with j cos 
e
 
j <
0:7 and 
acol
< 10

, as a function of
p
s. The curve shows the prediction of ALIBABA.
(b) Measured asymmetries for all (s
0
=s > 0:01) and non-radiative (s
0
=s > 0:8) samples as
functions of
p
s for 
+

 
and 
+

 
events (combined). The curves show ZFITTER predictions
for s
0
=s > 0:01 (solid) and s
0
=s > 0:8 (dotted), as well as the Born-level expectation without
QED radiative eects (dashed). The expectation for s
0
=s > 0:8 lies close to the Born curve.
The observed distributions of cos  of the outgoing lepton are shown in (c) to (e), for s
0
=s > 0:8
in (d) and (e). The histograms in (c) to (e) show the expected distributions from Monte Carlo
simulated events. The arrows in (c) show the positions of the cuts at j cos 
e
 
j = 0:7.
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Figure 3: (a) Decay length signicance distribution at 161 GeV. The points are the data, and
the histograms are the Monte Carlo predictions. (b) R
b
as a function of the centre-of-mass
energy. The points show the measurements presented here, and the value [29] obtained on the
Z
0
peak. The errors are statistical and systematic, summed in quadrature. The solid line is the
ZFITTER prediction for s
0
=s > 0:8.
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Figure 4: Central values and one standard deviation contours (39% probability content) in the
j
tot
had
vs. m
Z
plane resulting from model-independent ts to the OPAL data samples described
in section 8. The horizontal band shows the Standard Model expectation j
tot
had
= 0:22 0:02 for
a top quark mass range of 170-190 GeV and a Higgs mass range of 100-1000 GeV.
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