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Abstract: Recently, D. Vukicˇevic´ and J. Sedlar in [1] introduced an order “” on Tn,
the set of trees on n vertices, such that the topological index F of a graph is a function
defined on the order set 〈Tn,〉. It provides a new approach to determine the extremal
graphs with respect to topological index F. By using the method they determined the
common maximum and/or minimum graphs of Tn with respect to topological indices of
Wiener type and anti-Wiener type. Motivated by their researches we further study the
order set 〈Tn,〉 and give a criterion to determine its order, which enable us to get the
common extremal graphs in four prescribed subclasses of 〈Tn,〉. All these extremal
graphs are confirmed to be the common maximum and/or minimum graphs with respect
to the topological indices of Wiener type and anti-Wiener type. Additionally, we calculate
the exact values of Wiener index for the extremal graphs in the order sets 〈C(n, k),〉,
〈Tn(q),〉 and 〈T ∆n ,〉.
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1 Introduction
TheWiener index of a graphG defined by W(G) =
∑
u,v∈V d(u, v) is the first topological
index introduced early in 1947 by H.Wiener in [2]. With time other topological indices,
such as some variations and modifications of Wiener index, are introduced and studied
because of their chemical applications and mathematical properties [24–27, 30]. Some of
the topological indices are related with distance d(u, v) as in W(G). The researches for
such topological indices are usually focus on some classes of graphs, especially trees, and
produce many results published in various academic journals, one can refer to [20–24,
26, 27, 29, 30] for references. All theses results mainly include evaluating the bounds of
the topological indices and characterizing the corresponding extremal graphs. Recently,
D. Vukicˇevic´ and J. Sedlar in [1] introduced an order on trees by edge division vector
*This work is supported by NSFC Grant No. 11971274, 11531011, 11671344 .
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2and established the relationship between the order and topological indices. It allows us to
study this problem in a uniform way and then obtain general conclusions.
Let G be a simple graph on n vertices. For a vertex v ∈ V(G), let NG(v) be the
neighbors of v and dG(v) = |NG(v)| the degree of v. A vertex v is called a pendent vertex
if dG(v) = 1. For a pair of vertices u, v ∈ V(G) we define distance dG(u, v) as the length of
the shortest path connecting vertices u and v.
A tree T is a connected graph without cycle. A vertex v of T is a branching vertex if
dT (v) ≥ 3. Given a tree T , let e = uv ∈ E(T ) be an edge, Tu and Tv be respectively the
two components of T − e containing u and v. By nu(e) (resp., nv(e)) we denote the number
of vertices whose distance to vertex u (resp., v) is smaller than the distance to vertex v
(resp., u), i.e., nu(e) = |Tu| and nv(e) = |Tv|. Also, we write n′u(e) and n′v(e) for the tree T ′.
Furthermore, for an edge e = uv ∈ E(T ) we define µ(e) = min{nu(e), nv(e)}. By definition,
we have nu(e) + nv(e) = n. It follows that µ(e) ≤ ⌊ n2⌋.
Let Tn denote the set of trees on n vertices. For a tree T ∈ Tn, let ri(T ) denote the
number of edges for which µ(e) = i, i.e., ri(T ) = |{e ∈ E(T ) | µ(e) = i}|. It is clear
that r1(T ) is just the number of pendent edges of T and ri(T ) = 0 for every i > ⌊ n2⌋
due to µ(e) ≤ ⌊ n
2
⌋. The edge division vector r(T ) of a tree T is defined as a vector
r(T ) = (r1(T ), r2(T ), . . . , r⌊ n
2
⌋(T )). We will write only r and ri when it does not lead to
confusion. Let r and r′ be respectively the edge division vectors of T and T ′ in Tn.
Recently, D. Vukicˇevic´ and J. Sedlar in [1] defined an order: r  r′ if and only if the
inequality
⌊ n
2
⌋∑
i=k
ri ≤
⌊ n
2
⌋∑
i=k
r′
i
holds for every k = 1, 2, . . . , ⌊ n
2
⌋. If the inequality is strict for at
least one k, then we say that r ≺ r′. Naturally, they introduced an order of trees by using
edge division vector as following: for T, T ′ ∈ Tn, T  T ′ if r  r′ (with T ≺ T ′ if r ≺ r′).
It is worth mentioning that such an order “” satisfies the reflexivity and transitivity but
not antisymmetry, and so is not partial order (one can refer to the Remark 3.1), i.e., 〈Tn,〉
is not a poset but order set. Thus by T ≈ T ′ we mean r(T ) = r(T ′). However, if a tree
T is uniquely determined by its edge division vector r(T ), then r(T ) = r(T ′) implies that
T = T ′.
Since Tn is finite set, for any subset S ⊆ Tn, 〈S,〉 must have a unique maximum
element T+ called the maximal graph (with respect toS), and minimum element T− called
the minimal graph (with respect to S). Also in [1] D. Vukicˇevic´ and J. Sedlar established
the relationship between 〈Tn,〉 and topological index F of trees by defining F : Tn → R
with the monotonous properties that for T, T ′ ∈ Tn, if T  T ′ implies F(T ) ≤ F(T ′) (resp.,
F(T ) ≥ F(T ′)) then F is refereed to a topological index of Wiener type (resp., anti-Wiener
type). Thus if F is confirmed to be a topological index of Wiener type, then T+ will be
the maximum graph for this index, and T− the minimum graph while the reverse holds
for a topological index of anti-Wiener type. This gives us a general approach to find the
corresponding maximum or minimum graph and evaluate bounds of topological index
F in some class. By using the approach, D. Vukicˇevic´ and J. Sedlar in [1] proved that
the Pn and S n are respectively the maximal and minimal elements in 〈Tn,〉. Moreover,
by verifying the monotonicity of the topological index, they confirm that Pn and S n are
also the common maximum graph and/or minimum graph with respect to the indices
of Wiener index, Steiner k-Wiener index, modified Wiener indices and variable Wiener
indices, respectively.
Inspired by their research works in [1], in this paper we first give a criterion to de-
3termine the orders of trees, which leads to some graph transformations preserving this
order in 〈Tn,〉, and then we determine the maximum graph and/or minimum graph in
the following classes:
(1) C(n, k), the set of caterpillar trees on n vertices with respect to the path Pk.
(2) Tn(q), the subset of Tn with exactly q pendent vertices.
(3) T (n, k − 1), the subset of Tn with diameter k − 1.
(4) T ∆n , the subset of Tn with maximum degree ∆.
Next, by verifying the monotonicity of the topological indices, we show that the above
extremal graphs are respectively the common maximum graph and/or minimum graph
with respect to the following topological indices:
(1) The hyper-Wiener index proposed by M. Randic´ in [3], i.e.,
WW(T ) =
∑
{u,v}∈V(T )
(
1 + d(u, v)
2
)
=
∑
{u,v}∈V(T )
[
1
2
d(u, v) +
1
2
d2(u, v)],
where d(u, v) is the distance between vertices u and v.
(2) The Wiener-Hosoya index proposed by M. Randic´ in [4], i.e.,
h(T ) =
∑
e∈E(T )
(h(e) + h[e]),
where h(e) is the product of the numbers of the vertices in each component of T − e, and
h[e] is the product of the numbers of the vertices in each component of T − {u, v} ({u, v}
are two end vertices of e).
(3) The degree distance proposed by D. J. Klein et al. in [5], i.e.,
D′(T ) =
∑
{u,v}∈V(T )
(d(u) + d(v))d(u, v) = 4
∑
{u,v}∈V(T )
d(u, v) − n(n − 1).
(4) The Gutman index proposed by I. Gutman in [6], i.e.,
Gut(T ) =
∑
{u,v}⊆V(T )
d(u)d(v)d(u, v) = 4
∑
{u,v}∈V(T )
d(u, v) − (2n − 1)(n − 1).
(5) The second atom-bond connectivity index proposed by A. Graovac and M. Ghorbani
in [7], i.e.,
ABC2(T ) =
∑
e=uv∈E(T )
√
nu(e) + nv(e) − 2
nu(e)nv(e)
,
where nu(e) (resp., nv(e)) denote the number of vertices whose distance to vertex u (resp.,
v) is smaller than the distance to vertex v (resp., u).
The present paper is organized as follows. In section 2, some notions and properties
related with tree are introduced. In section 3, we give a lemma that is our criterion to
determine the order of trees. By using this criterion we can set up some graph transforma-
tions that preserve the order in 〈Tn,〉. In section 4, we give the maximum and minimum
graphs in 〈C(n, k),〉. In section 5, we give the minimum graph in 〈T (n, k − 1),〉. In
section 6, we give the maximum and minimum graphs in 〈Tn(q),〉. In section 7, we give
4the maximum graph in 〈T ∆n ,〉. Finally, in section 8, we prove that all the extremal graphs
mentioned above are the common maximum graph and/or minimum graph with respect to
all the topological indices of WW(T ), h(T ), D′(T ), Gut(T ) and ABC2(T ). Finally, we give
a Table 3 that summarize all the related results old and new. At last of this section, as an
example to determine the bounds of topological indices, we calculate the exact values of
Wiener index for the extremal graphs in the order sets 〈C(n, k),〉, 〈Tn(q),〉 and 〈T ∆n ,〉.
2 Preliminaries
Let T be a tree of order n. A vertex u of T is said to be centroidal vertex of T if
nu(e) ≥ n2 for any edge e ∈ E(T ) incident to u, and a centroidal vertex u is said to be
proper if nu(e) > ⌈ n2⌉ for any edge e ∈ E(T ) incident to u. For a centroidal vertex u, let
NT (u) = {v1, v2, . . . , vr} and denote by Tvi (uvi) the component of T −uvi containing vi. It is
clear that u is a centroidal (resp., proper centroidal) vertex of T if and only if |Tvi(uvi)| ≤ n2
(resp., |Tvi(uvi)| < ⌊ n2⌋) for i = 1, 2, . . . , r.
For a tree T of order n = 2, 3, it is clear that T has centroidal vertices. For n > 3,
let v be a pendent vertex of T adjacent to v′, and then T ′ = T − v has centroidal vertex
u by induction hypothesis. Let NT ′(u) = {v1, v2, . . . , vr} and T ′vi(uvi) be the component of
T ′ − uvi containing vi. By assumption, for each 1 ≤ i ≤ r we have
|T ′vi(uvi)| = n′vi(uvi) = n − 1 − n′u(uvi) ≤ n − 1 −
n − 1
2
=
n − 1
2
<
n
2
.
On the other aspect, without loss of generality, assume that v′ belongs to T ′v1(uv1). Then
Tv1(uv1) = T
′
v1
(uv1)+v
′v and Tvi(uvi) = T
′
vi
(uvi) are also the components of T−u containing
vi for i = 2, 3, . . . , r. If |T ′v1(uv1)| < ⌊ n2⌋, then |Tvi(uvi)| ≤ ⌊ n2⌋ for all i = 1, 2, . . . , r, and thus
u is also a centroidal vertex of T . Otherwise, |T ′v1(uv1)| = ⌊ n2⌋. We have |Tv1(uv1)| = ⌊ n2⌋+1
and thus |Tv2(uv2)|+ · · ·+ |Tvr (uvr)| = n− 1− |Tv1 (uv1)| = n− 2− ⌊ n2⌋ < ⌊ n2⌋. It implies that
by replacing v with a pendent vertex of T in Tv2 (uv2), the centroidal vertex u of T − v is
also a centroidal vertex of T . Therefore, the centroidal vertex of T always exists.
Suppose that u1 and u2 be two centroidal vertices of T and P = u1 · · · u2 be the path
connecting u1 and u2. We claim that P = u1u2. Since otherwise, let P = u1x1 · · · x2u2
where x1 may be equal to x2. We have n ≤ ⌈ n2⌉ + ⌈ n2⌉ ≤ |Tu1(u1x1)| + |Tu2(u2x2)| ≤ n − 1,
a contradiction. It also implies that T has at most two centroidal vertices. Summering
above arguments, we get the following simple results mentioned in [10, 11].
Lemma 2.1. Let T be a tree. Then the following statements hold:
(1) T has at least one and at most two centroidal vertices;
(2) T has two centroidal vertices u and v if and only if uv is an edge of T such that the
two components of T − uv have the same order.
For a tree T on n vertices, we say an edge e = uv ∈ E(T ) is center edge if µ(e) =
min{nu(e), nv(e)} = ⌊ n2⌋. Obviously, S n, the star on n vertices, has no any center edge if
n ≥ 4. For a center edge e = uv, without loss of generality, we assume that nu(e) ≤ nv(e).
Then ⌊ n
2
⌋ = nu(e) ≤ nv(e) = ⌈ n2⌉ since nu(e) + nv(e) = n. To exactly, we have{
nu(e) =
n
2
= nv(e), if n is even
⌊ n
2
⌋ = nu(e) < nv(e) = n+12 = ⌈ n2⌉, if n is odd.
(1)
5It implies the following simple result.
Lemma 2.2. Let T be a tree on n vertices. Then the following statements hold:
(1) If T has center edge e = uv and n is even, then nu(e) = nv(e) =
n
2
and uv is unique.
(2) If T has center edge e = uv and n is odd, then ⌊ n
2
⌋ = nu(e) < nv(e) = ⌈ n2⌉.
(3) T has two center edges e1 and e2 if and only if they are adjacent with common vertex
z = e1 ∩ e2 such that nz(e1) = nz(e2) = ⌈ n2⌉.
(4) T has at most two center edges.
Proof. (1) and (2) follows immediately from Eq. (1).
First we prove (3). On the contrary suppose that e1 = u1u2 and e2 = v1v2 are center
edges not adjacent. From (1) and (2), we know that n is odd and may assume that{ ⌊ n
2
⌋ = nu1(e1) < nu2(e1) = ⌈ n2⌉,
⌊ n
2
⌋ = nv1(e2) < nv2(e2) = ⌈ n2⌉.
It implies that u2 = v2. Thus e1 and e2 are adjacent with common vertex u2 = v2 = z,
consequently nz(e1) = nz(e2) = ⌈ n2⌉. Conversely, suppose that e1 and e2 have common
vertex z = e1 ∩ e2 such that nz(e1) = nz(e2) = ⌈ n2⌉. Let e1 = uz. We have nu(e1) = ⌊ n2⌋ and
so µT (e1) = min{nu(e1), nz(e1)} = ⌊ n2⌋. Similarly, e2 is also a center edge with µT (e2) = ⌊ n2⌋.
One can simply verify (4) from (3). 
The following lemma gives some relations between centroidal vertex and center edge.
Lemma 2.3. Let T be a tree on n vertices. Then the following statements hold:
(1) If T has two centroidal vertices u and v, then uv is the only center edge of T;
(2) If T has only one proper centroidal vertex if and only if T has no center edge;
(3) If T has only one centroidal vertex u such that nu(e) = ⌈ n2⌉ for any edge e incident to u
if and only if d(u) = 2 and T has two center edges incident to u;
(4) If T has only one centroidal vertex u such that nu(e) = ⌈ n2⌉ for only one edge e incident
to u, then e is just one center edge of T .
Proof. Suppose that u and v are two centroidal vertices of T . Then uv is an edge of T
and the two components of T − e have the same order by Lemma 2.1 (2). It follows that
uv is a center edge and n is even. By Lemma 2.2 (1), the center edge uv is unique and (1)
follows.
In the following proofs of (2), (3) and (4), we always assume that the centroidal vertex
u has neighbors v1, . . . , vr and Ti is the component of T − u containing vi for i = 1, . . . , r.
Now we show (2). Suppose that T has one proper centroidal vertex u. Then nu(uvi) >
⌈ n
2
⌉, and so uvi is not center edge since µ(uvi) = min{nu(uvi), nvi(uvi)} < ⌊ n2⌋. For the edge
e ∈ E(Ti), we have µ(e) < |Ti| = nvi(uvi) < ⌊ n2⌋. Thus, T has no center edge. To show the
converse, we assume that µ(e) < ⌊ n
2
⌋ for all the edge e ∈ E(T ). For v ∈ V(T ), NT (v) can be
partitioned as two parts NT (v) = N
−(v) ∪ N+(v) such that N−(v) = {x ∈ NT (v) | nx(xv) <
⌊ n
2
⌋} and N+(v) = {y ∈ NT (v) | ny(yv) ≥ ⌊ n2⌋}. Now let v∗ be a vertex such that |N+(v∗)| is as
small as possible. In what follows we show that u = v∗ is a proper centroidal vertex. It is
clear that v∗ is a centroidal vertex if |N+(v∗)| = 0. On the contrary, assume that |N+(v∗)| ≥
1. We claim that |N+(v∗)| = 1. Since otherwise, there are two vertices y1, y2 ∈ N+(v∗). We
have ny1(y1v
∗), ny2(y2v
∗) ≥ ⌊ n
2
⌋, and furthermore ny1(y1v∗), ny2(y2v∗) > ⌈ n2⌉ since there is no
6any center edge. Thus n ≥ ny1(y1v∗)+ny2(y2v∗)+1 > ⌈ n2⌉+ ⌈ n2⌉+1 ≥ n+1, a contradiction.
Now we can further assume that y1 is the unique vertex in N
+(v∗) and v∗ is the unique
vertex in N+(y1) since T is finite and acyclic. Thus ny1(v
∗y1) ≥ ⌊ n2⌋ and nv∗(y1v∗) ≥ ⌊ n2⌋.
It implies that {ny1(v∗y1), nv∗(y1v∗)} = {⌊ n2⌋, ⌈ n2⌉}, and so v∗y1 is a center edge of T . It is a
contradiction.
Next we show (3). Suppose that T has only one centroidal vertex u such that nu(e) =
⌈ n
2
⌉ for any edge e incident to u. We have |Ti| = ⌊ n2⌋ for i = 1, 2, . . . , r. It implies that
r = 2 and d(u) = 2. Therefore, µ(uvi) = |Ti| = ⌊ n2⌋, and uv1 and uv2 are the two center
edges. To show the converse, let e1 = uv1 and e2 = uv2 be two center edges. We have
nu(e1) = nu(e2) = ⌈ n2⌉ by Lemma 2.2 (3). Thus the vertex u is the unique centroidal vertex.
At last we show (4). Without loss of generality, we say nu(uv1) = ⌈ n2⌉ and nu(uvi) > ⌈ n2⌉
for 2 ≤ i ≤ r. We have |T1| = ⌊ n2⌋ and |Ti| < ⌊ n2⌋ for 2 ≤ i ≤ r. Since µ(uv1) = |T1| = ⌊ n2⌋,
uv1 is a center edge. In addition, µ(uvi) = |Ti| < ⌊ n2⌋ for i = 2, . . . , r, and µ(e) < |Ti| ≤ ⌊ n2⌋
for any edge e ∈ E(Ti) where i = 1, . . . , r. Therefore, any edge other than e = uv1 is not
center edge of T .
We complete this proof. 
3 A criterion to determine the order of trees
In this section, we will give a criterion to determine the order in 〈Tn,〉.
For T, T ′ ∈ Tn, let ϕ : E(T ) −→ E(T ′) be a bijection. T and T ′ are said to be
(ϕ, µ)-similar with respect to e1 ∈ E(T ) if µT (e) = µT ′(ϕ(e)) for any e , e1.
Lemma 3.1. Suppose that T, T ′ ∈ Tn are (ϕ, µ)-similar with respect to e1, and ϕ(e1) = e′1.
We have
(1) If µT (e1) < µT ′(e
′
1
), then T ≺ T ′;
(2) If µT (e1) > µT ′(e
′
1), then T ≻ T ′;
(3) If µT (e1) = µT ′(e
′
1
), then T ≈ T ′.
Proof. Let r = (r1, . . . , r⌊ n
2
⌋) and r′ = (r′1, . . . , r
′
⌊ n
2
⌋) be the edge division vectors of T and
T ′, respectively. By assumption, there exists a bijection ϕ : E(T ) −→ E(T ′) such that
µT (e) = µT ′(ϕ(e)) for any e , e1.
Now we prove (1). Without loss of generality, assume that s = µT (e1) < µT ′(e
′
1) = t.
First, for i , s, t we have
ri = |{e ∈ E(T ) | µT (e) = i}| = |{e ∈ E(T\e1) | µT (e) = i}|
= |{ϕ(e) ∈ E(T ′\e′1) | µT ′(ϕ(e)) = i}|
= |{e′ ∈ E(T ′) | µT ′(e′) = i}| = r′i .
Next, for i = s we have
rs = |{e ∈ E(T ) | µT (e) = s}|
= |{e ∈ E(T )\e1 | µT (e) = s}| + 1
= |{ϕ(e) ∈ E(T ′)\e′1 | µT ′(ϕ(e)) = s}| + 1
= |{e′ ∈ E(T ′) | µT ′(e′) = s}| + 1
= r′s + 1.
7At last, for i = t we can similarly get r′t = rt + 1 by exchanging the positions of s and t. It
follows that 
∑⌊ n
2
⌋
i=l
ri =
∑⌊ n
2
⌋
i=l
r′i for 1 ≤ l ≤ s,∑⌊ n
2
⌋
i=l
ri <
∑⌊ n
2
⌋
i=l
r′
i
for s + 1 ≤ l ≤ t,∑⌊ n
2
⌋
i=l
ri =
∑⌊ n
2
⌋
i=l
r′i for t + 1 ≤ l ≤ ⌊ n2⌋.
Therefore, we have r ≺ r′, and so T ≺ T ′ by definition. Thus (1) follows.
To prove (2), without loss of generality, assume that t = µT (e1) > µT ′(e
′
1
) = s. By
exchanging the positions of T and T ′, and similarly as the proof of (1) one can verify that
ri = r
′
i
for i , s, t, r′s = rs + 1 and rt = r
′
t + 1, which leads to T ≻ T ′, and so (2) follows.
According to definitions, (3) is obvious.
We complete this proof. 
Remark 3.1. Obviously, if r(T ) , r(T ′) then T , T ′. Conversely, when r(T ) = r(T ′),
however the following example shows that T does not necessarily equal T ′. It implies
that the order “” defined on Tn by the edge division vector is not a partial order since the
antisymmetry of this order does not hold. This gives us a method to characterize graphs
they are not isomorphic, but with the same index values (we can refer to Section 8).
t t t t t t t tttt
t t t t t t tt
tt
t
T1 T2
Figure 1: The graphs T1 and T2 with the same edge division vector r = (4, 3, 2, 1, 0) but
T1 , T2
For T ∈ Tn, let Pk = v1 · · · vk be a path of T and U(vi) be the neighbors of vi not
belong to Pk, where 1 ≤ i ≤ k. For xi ∈ U(vi), let Txi(vixi) be the component of T −
vixi containing xi, where xi is defined to be the root vertex of the branch Txi(vixi), and
Tvi = ∪xi∈U(vi)Txi (vixi) is a union of all such branches. Let ni = |Tvi | =
∑
xi∈U(vi) |Txi (vixi)|.
Obviously, n = k +
∑
1≤i≤k ni. Such a tree T is denoted by T (n; n1, . . . , nk) and called the
tree with respect to path Pk = v1 · · · vk. All such graphs are collected in Tn;n1,...,nk .
Let T = T (n; n1, . . . , nk) ∈ Tn;n1,...,nk , where nt > 0 and 1 ≤ t < k. We call T ′ =
T (n; n1, . . . , nt−1, 0, nt+1 + nt, . . . , nk) (see Figure 2) be the branch-shift of T from vt to
vt+1, that can be viewed as a graph transformation from T by shifting branch Tvt to vt+1
(equivalently, deleting edges vt xi and adding vt+1xi for any xi ∈ U(vt)).
t t t t t. . . . . .
T = T (n; n1, . . . , nt, . . . , nk)
v1 vt−1 vt vt+1 vk
T ′ = T (n; n1, . . . , nt−1, 0, nt+1 + nt, . . . , nk)
t t t t t. . . . . .v1 vt−1 vt vt+1 vk
Tv1 Tvt−1 Tvt Tvt+1 Tvk
Tvt
✲
✖✕
✗✔
✖✕
✗✔
✖✕
✗✔
✖✕
✗✔
✖✕
✗✔
Tv1 Tvt−1 Tvt+1 Tvk✖✕
✗✔
✖✕
✗✔
✖✕
✗✔
✖✕
✗✔
✖✕
✗✔
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
· · ·
qq qq qq qq qq qq qq qq qq
q q
Figure 2: The branch-shift transformation
8In the following sections, we will characterize the extremal graphs with respect to
the order “” on some prescribed families of trees. For T = T (n; n1, . . . , nk) ∈ Tn;n1,...,nk
with respect to Pk = v1 · · · vk, we know that Tvi is a union of the branches Txi (vixi) for
xi ∈ U(vi). If each Tvi is an independent set then T is so called the caterpillar tree which is
written as CP(n; n1, . . . , nk) instead of T (n; n1, . . . , nk). It is clear that Tn;n1 ,...,nk contains a
unique caterpillar tree CP(n; n1, . . . , nk). Given n > k, all the caterpillar trees of the form
CP(n; n1, . . . , nk) satisfying n = n1 + n2 + · · · + nk + k are collected in C(n, k). In the next
section, we will determine the extremal graphs in 〈C(n, k),〉.
4 Extremal graphs in the order set 〈C(n, k),〉
The caterpillar tree T = CP(n; n1, . . . , nk) with respect to a path Pk = v1v2 · · · vk is
a tree obtained from Pk by attaching ni pendent vertices at vi for i = 1, 2, . . . , k, where
n =
∑k
i=1 ni + k. In this section, we always assume that 1 ≤ n1 ≤ nk by symmetry. Thus,
if k = n then T = Pn; if k = 1 then T = S n. Since Pn and S n are unique, we may assume
that 2 ≤ k ≤ n − 1 in what follows.
The caterpillar tree T = CP(n; n1, 0, . . . , 0︸  ︷︷  ︸
k−2
, nk) is called the double star path and
shortly for CPn;n1 ,nk . We call T
′ = CPn;n1+1,nk−1 be the edge-shift of T = CPn;n1 ,nk , that can
be viewed as a graph transformation from T by shifting edge vk x to v1x (see Figure 3).
First we give a lemma that will be used to determine the extremal graphs in 〈C(n, k),〉.
✉ ✉... v2
T = CPn;n1 ,nk
✉ ✉ ...vk−1 vk· · · ✉ ✉... v2 ✉ ✉ ...vk−1 vk· · ·
T ′ = CPn;n1+1,nk−1
n1
{ ✉
✉
✉
✉
✉ ✉
✉✉ v1v1
}
nk✲ n1 + 1
{
nk − 1
}
Figure 3: The edge-shift transformation
Lemma 4.1. If n1 + 2 ≤ nk, then T = CPn;n1 ,nk ≺ T ′ = CPn;n1+1,nk−1.
Proof. Since T ′ is the edge-shift of T , we may assume that the pendent edge vk x1 of T is
shifted to v1x1. We define bijection ϕ : E(T ) −→ E(T ′) such that
ϕ(e) =

e, if e , vk x1 is a pendent edge of T
v1x1, if e = vk x1
vk−1vk, if e = v1v2
v j−1v j, if e = v jv j+1 where 2 ≤ j ≤ k − 1.
It is clear that µT (e) = µT ′(ϕ(e)) = 1 if e is a pendent edge of T . In what follows, we will
prove our result by distinguishing three situations to verify the condition of Lemma 3.1.
Case 1. T has no center edge.
By Lemma 2.3 (2), we see that vk must be the proper centroidal vertex in T . Thus,{
µT (v jv j+1) = min{n1 + j, nk + k − j} = n1 + j < ⌊ n2⌋,
µT ′(v jv j+1) = min{n1 + j + 1, nk + k − j − 1} = n1 + j + 1,
9where 1 ≤ j ≤ k − 1. It follows that µT (v jv j+1) = µT ′(v j−1v j) = µT ′(ϕ(v jv j+1)) for 2 ≤ j ≤
k − 1. Therefore, T and T ′ are (ϕ, µ)-similar with respect to e1 = v1v2, and e2 = vk−1vk =
ϕ(e1). Note that
µT (e1) = µT (v1v2) = n1 + 1 < n1 + k = µT ′(vk−1vk) = µT ′(e2).
By Lemma 3.1 (1), we have T ≺ T ′.
Case 2. T has exactly one center edge.
It is clear that nk + 1 = ⌈ n2⌉ for n is odd or nk + 1 ≤ n2 for n is even by Lemma 2.3 (2)
and (3). We may assume that vhvh+1 is the center edge of T , where h ≥ 3 since n1+2 ≤ nk.
Thus
µT (v jv j+1) =
{
n1 + j, if 1 ≤ j ≤ h
nk + k − j, if h + 1 ≤ j ≤ k − 1
and
µT ′(v jv j+1) =
{
n1 + j + 1, if 1 ≤ j ≤ h − 1
nk + k − j − 1, if h ≤ j ≤ k − 1.
It follows that µT (v jv j+1) = µT ′(v j−1v j) = µT ′(ϕ(v jv j+1)) for 2 ≤ j ≤ k − 1. Therefore,
T and T ′ are (ϕ, µ)-similar with respect to e1 = v1v2, and e2 = vk−1vk = ϕ(e1). Since
n1 + 2 ≤ nk we have
µT (e1) = µT (v1v2) = n1 + 1 < nk = µT ′(vk−1vk) = µT ′(e2).
By Lemma 3.1 (1), we have T ≺ T ′.
Case 3. T has two center edges.
By Lemma 2.3 (3), we see that T has only one centroidal vertex and nk + 1 ≤ ⌊ n2⌋. Let
vhvh+1 and vh+1vh+2 be two center edges in T , here h ≥ 3 since n1 + 2 ≤ nk. Thus, it holds
that
µT (v jv j+1) =

n1 + j, if 1 ≤ j ≤ h − 1
n1 + h = ⌊ n2⌋, if j = h
nk + k − j, if h + 1 ≤ j ≤ k − 1
and
µT ′(v jv j+1) =

n1 + j + 1, if 1 ≤ j ≤ h − 1
nk + k − h − 1 = ⌊ n2⌋, if j = h
nk + k − j − 1, if h + 1 ≤ j ≤ k − 1.
Similarly, T and T ′ are (ϕ, µ)-similar with respect to e1 = v1v2, and e2 = vk−1vk = ϕ(e1).
Since n1 + 2 ≤ nk we have
µT (e1) = µT (v1v2) = n1 + 1 < nk = µT ′(vk−1vk) = µT ′(e2).
By Lemma 3.1 (1), we have T ≺ T ′.
We complete this proof. 
Given n > k ≥ 2, let n = n1 + nk + k, the double star pathes CPn;n1 ,nk can be ordered in
the following by the Lemma 4.1.
Corollary 4.1. CPn;0,n−k ≺ CPn;1,n−k−1 ≺ CPn;2,n−k−2 ≺ · · · ≺ CPn;⌊ n−k
2
⌋,⌈ n−k
2
⌉.
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4.1 Maximum graph in the order set 〈C(n, k),〉
In this subsection, we will show that the double star path CPn;⌊ n−k
2
⌋,⌈ n−k
2
⌉ is the maximum
graph in 〈C(n, k),〉.
Theorem 4.1. Let T = CP(n; n1, . . . , nk) ∈ C(n, k) be the caterpillar tree with respect to
the path Pk = v1 · · · vk, where 2 ≤ k ≤ n − 1. Then T  CPn;⌊ n−k
2
⌋,⌈ n−k
2
⌉, with equality if and
only if T = CPn;⌊ n−k
2
⌋,⌈ n−k
2
⌉.
Proof. Let T ∗ = CPn;⌊ n−k
2
⌋,⌈ n−k
2
⌉, T be a the maximum graph in 〈C(n, k),〉 and we will
show that T = T ∗. By Lemma 4.1, it suffices to show that T has no any branching
vertex vi as the internal vertex of Pk. By the way of contradiction, we assume that vi is a
branching vertex, i.e., ni > 0, for some 1 < i < k. We distinguish two situations bellow.
Case 1. T has center edge.
Let eh = vhvh+1 be a center edge of T , where 1 ≤ h ≤ k − 1. Then µ(eh) =
min{nvh(eh), nvh+1(eh)} = ⌊ n2⌋. We may assume that nvh(eh) = ⌊ n2⌋ and nvh+1(eh) = ⌈ n2⌉ by
symmetry of Pk. Let T
′ be a branch-shift of T from vi to vi′ , where i′ = i + 1 or i − 1.
Let U(vi) = {x1, . . . , xni} be the pendent vertices sticking at vi. Now we define a bijection
ϕ : E(T ) −→ E(T ′) such that
ϕ(e) =
{
e, if e , vixl for any xl ∈ U(vi)
vi′ xl, if e = vixl for xl ∈ U(vi).
It is clear that µT (e) = µT ′(ϕ(e)) if e , vivi′ , and ϕ(vivi′) = vivi′ . Therefore, T and T
′
are (ϕ, µ)-similar with respect to ei = vivi′ . If i ≤ h, we can take i′ = i − 1 and have
µT (ei) = nvi−1(ei) < nvi−1(ei) + ni = µT ′(ei) < ⌊ n2⌋. By Lemma 3.1 (1), we have T ≺ T ′
which contradicts the maximum hypothesis of T . If i ≥ h + 1, we take i′ = i + 1. Clearly,
if i > h + 1 then µT (ei) = nvi+1(ei) < nvi+1(ei) + ni = µT ′(ei) < ⌊ n2⌋; if i = h + 1, then
nvh+2(eh+1) = nvh+2(vh+1vh+2) = nvh+1(eh) − 1 − nh+1 = ⌈ n2⌉ − 1 − nh+1, and we also have
µT (eh+1) = nvh+2(eh+1) < nvh+2(eh+1) + nh+1 = µT ′(eh+1) ≤ ⌊ n2⌋. Thus T ≺ T ′ by Lemma 3.1
(1), a contradiction.
Case 2. T has no center edge.
According to Lemma 2.3 (2), T has only one proper centroidal vertex vh, where 1 ≤
h ≤ k. Then nvh+1(vhvh+1), nvh−1(vh−1vh) < ⌊ n2⌋. We also consider T ′ defined in Case 1. If
i < h, we can take i′ = i − 1 and have µT (ei) = nvi−1(ei) < nvi−1(ei) + ni = µT ′(ei) < ⌊ n2⌋; if
i > h, we can take i′ = i + 1 and have µT (ei) = nvi+1(ei) < nvi+1(ei) + ni = µT ′(ei) < ⌊ n2⌋.
It follows that T ≺ T ′ as in Case 1. If i = h, we can take T ′′ that is obtained from T by
shifting exactly one edge vhx1 to vh−1x1, and define
ψ(e) =
{
e, if e , vhx1
vh−1x1, if e = vhx1.
Clearly, T and T ′′ are (ψ, µ)-similar with respect to eh−1 = vh−1vh. We have µT (eh−1) =
nvh−1(eh−1) < nvh−1(eh−1) + 1 = µT ′′(eh−1) ≤ ⌊ n2⌋. By Lemma 3.1 (1), we have T ≺ T ′′, a
contradiction.
We complete this proof. 
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4.2 Minimum graph in the order set 〈C(n, k),〉
For 1 ≤ s ≤ k, let CPs
n,k
= CP(n; 0, . . . , 0︸  ︷︷  ︸
s−1
, n − k, 0, . . . , 0︸  ︷︷  ︸
k−s
) denote the caterpillar tree
shown in Figure 4. We always assume that s ≤ ⌈ k
2
⌉ because of CPs
n,k
= CPk−s+1
n,k
by
symmetry.
✉ ✉ ✉ ✉ ✉ ✉ ✉ ✉ ✉
✉ ✉
v1 v2 v3 vs−1 vs vs+1 vk−2 vk−1 vk
︸︷︷︸
n − k
. . .
. . . . . .
Figure 4: The graph CPs
n,k
Notice that CP1
n,1 = CP(n; n − 1) and CP1n,2 = CP(n; n − 2, 0) are the star K1,n−1, in
general we always assume that 3 ≤ k ≤ n − 1. In this subsection, we will prove that the
caterpillar tree CP
⌈ k
2
⌉
n,k
is the minimum graph in 〈C(n, k),〉.
Lemma 4.2. Let CPs
n,k
be the caterpillar tree with respect to Pk = v1v2 · · · vk, where k ≥ 3,
s < k
2
and n − k ≥ 1, then CPs
n,k
≻ CPs+1
n,k
.
Proof. Let T = CPs
n,k
, and T ′ = CPs+1
n,k
is just obtained from T by shifting branch Tvs
from vs to vs+1. Let U(vs) = {x1, . . . , xn−k} be the pendent vertices sticking at vs. Now we
define a bijection ϕ : E(T ) −→ E(T ′) such that
ϕ(e) =
{
e, if e , vsxi for any xi ∈ U(vs)
vs+1xi, if e = vsxi for xi ∈ U(vs).
We know that T and T ′ are (ϕ, µ)-similar with respect to es = vsvs+1, and es = ϕ(es). Also
note that s < k
2
and n − k ≥ 1, for the edge es = vsvs+1 we have
µT (es) = min{s + n − k, k − s}
> s
= min{s, n − s}
= µT ′(es).
It follows CPs
n,k
≻ CPs+1
n,k
by the Lemma 3.1 (2). 
Theorem 4.2. Let T = CP(n; n1, . . . , nk) ∈ C(n, k) be the caterpillar tree respect to the
path Pk = v1 · · · vk, where 2 ≤ k ≤ n − 1. Then T  CP⌈
k
2
⌉
n,k
, with equality if and only if
T = CP
⌈ k
2
⌉
n,k
.
Proof. If k = 2, then T = CP(n; n1, n2). Since CP(n; 0, n−2) = CP1n,2 is also a star S n, we
have CP(n; n1, n2)  CP(n; 0, n − 2) = CP1n,2 = S n by the Corollary 4.1. In what follows,
we assume that k ≥ 3 and distinguish three cases with regard to the number of center
edges in T .
Let T ∗ = CP
⌈ k
2
⌉
n,k
, T be a minimum graph in 〈C(n, k),〉 and we will show that T = T ∗.
By Lemma 4.2, it suffices to show that T has exactly one branching vertex vi as the internal
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vertex of Pk. By the way of contradiction, we assume that vl and vt are branching vertices,
i.e., nl, nt > 0, for some 1 ≤ l < t ≤ k. We distinguish two situations bellow.
Case 1. T has a center edge.
Let eh = vhvh+1 be a center edge of T , where 1 ≤ h ≤ k − 1. Then µ(eh) =
min{nvh(eh), nvh+1(eh)} = ⌊ n2⌋. We may assume that nvh(eh) = ⌊ n2⌋ and nvh+1(eh) = ⌈ n2⌉ by
symmetry of Pk. First assume that l = h and t = h + 1. Let T
′ be a branch-shift of T from
vh to vh+1. Let U(vh) = {x1, . . . , xnh} be the pendent vertices sticking at vh. Now we define
a bijection ϕ : E(T ) −→ E(T ′) such that
ϕ(e) =
{
e, if e , vhxi for any xi ∈ U(vh)
vh+1xi, if e = vhxi for xi ∈ U(vh).
It is clear that µT (e) = µT ′(ϕ(e)) if e , vhvh+1, and ϕ(vhvh+1) = vhvh+1. Therefore, T
and T ′ are (ϕ, µ)-similar with respect to eh = vhvh+1. We have ⌊ n2⌋ = µT (eh) = nvh(eh) >
nvh(eh)−nh = µT ′(eh). By Lemma 3.1 (2), we have T ≻ T ′ which contradicts the minimum
hypothesis of T . Next assume that l < h or t > h + 1. Without loss of generality, let l < h
by symmetry of Pk. Let T
′′ be a branch-shift of T from vl to vl+1 and define a bijection
ψ : E(T ) −→ E(T ′′) such that
ψ(e) =
{
e, if e , vlxi for any xi ∈ U(vl)
vl+1xi, if e = vlxi for xi ∈ U(vl). (2)
It is clear that µT (e) = µT ′′(ψ(e)) if e , vlvl+1, and ϕ(vlvl+1) = vlvl+1. Therefore, T and T
′′
are (ψ, µ)-similar with respect to el = vlvl+1. We have ⌊ n2⌋ > µT (el) = nvl(el) > nvl(el)−nl =
µT ′′(el). By Lemma 3.1 (2), we have T ≻ T ′′, a contradiction again.
Case 2. T has no center edge.
According to Lemma 2.3 (2), T has only one proper centroidal vertex vh. Hence
nvh+1(vhvh+1), nvh−1(vh−1vh) < ⌊ n2⌋. Then at least one of l < h and t > h will occur. We may
assume that l < h by symmetry of Pk. Again let T
′′ be a branch-shift of T from vl to vl+1
and define ψ as in Eq. (2), we have T ≻ T ′′, a contradiction.
We complete this proof. 
From Theorem 4.1 and Theorem 4.2, we obtain the following result.
Corollary 4.2. Let T = CP(n; n1, . . . , nk) ∈ C(n, k). Then CP⌈
k
2 ⌉
n,k
 T  CPn;⌊ n−k
2
⌋,⌈ n−k
2
⌉,
where 2 ≤ k ≤ n − 1.
Denote by T (n, k− 1) the set of trees of order n in which each tree has diameter k− 1.
In next section we will consider the extremal graph in 〈T (n, k − 1),〉.
5 The minimum graph in the order set 〈T (n, k − 1),〉
Theorem 4.2 conforms that CP
⌈ k
2
⌉
n,k
is the minimum graph among 〈C(n, k),〉, and
CP
⌈ k
2
⌉
n,k
∈ T (n, k − 1) for k ≥ 3. To prove that CP⌈
k
2
⌉
n,k
is also the minimum graph among
〈T (n, k−1),〉, we need the following edge-moving transformation. Let T1 and T2 be two
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trees of order n1 ≥ 2 and n2 ≥ 2, respectively, T be the tree obtained from T1 and T2 by
adding an edge between a vertex u of T1 and a vertex v of T2, and T
′ be the tree obtained
from T by contracting uv to a vertex u and attaching a pendent vertex v to u (shown in
Figure 5). We call T ′ be the edge-moving transformation of T with respect to uv.
✫✪
✬✩
✫✪
✬✩
✫✪
✬✩
✫✪
✬✩s s s
s
T1 u T2v T1 u T2
v
T T ′
Figure 5: The graphs T and T ′
Lemma 5.1. Let T be a tree with order n ≥ 4. If T ′ is the edge-moving transformation of
T with respect to uv, then T ≻ T ′.
Proof. We define ϕ : E(T ) −→ E(T ′) such that ϕ(e) = e for any edge e ∈ E(T ). It is
clear that µT (e) = µT ′(ϕ(e)) if e , uv. Therefore, T and T
′ are (ϕ, µ)-similar with respect
to e1 = uv.
µT (e1) = µT (uv) = min{|T1|, |T2|} > 1 = µT ′(uv) = µT ′(e1).
It follows T ≻ T ′ by Lemma 3.1 (2). 
For T ∈ T (n, k − 1), T can be presented by T = T (n; 0, n2, . . . , nk−1, 0) ∈ Tn;0,n2 ,...,nk−1,0,
i.e., T = T (n; 0, n2, . . . , nk−1, 0) is a tree with respect to Pk = v1v2 · · · vk such that |Tvi | = ni
for i = 2, 3, . . . , k − 1. By edge-moving transformation, we can transfer the edges of
Tvi , one by one, to pendent edges sticking at vi, and finally we get the caterpillar tree
CP(n; 0, n2, . . . , nk−1, 0) from T (n; 0, n2, . . . , nk−1, 0). Therefore, by applying Lemma 5.1,
we have CP(n; 0, n2, . . . , nk−1, 0)  T (n; 0, n2, . . . , nk−1, 0). By applying Theorem 4.2, we
have CP
⌈ k
2
⌉
n,k
 CP(n; 0, n2, . . . , nk−1, 0), and the equality holds if and only if T = CP⌈
k
2
⌉
n,k
. It
follows the result.
Theorem 5.1. For T ∈ T (n, k−1), T  CP⌈
k
2
⌉
n,k
with equality holds if and only if T = CP
⌈ k
2
⌉
n,k
.
By repeating applying Lemma 5.1, we get the order of minimum graphs with different
diameters but the same order n as follows:
Corollary 5.1. S n = CP
1
n,2 = CP
2
n,3 ≺ CP2n,4 ≺ · · · ≺ CP
⌈ n−2
2
⌉
n,n−2 ≺ CP
⌈ n−1
2
⌉
n,n−1 ≺ Pn.
By Theorem 4.1 and Corollary 5.1, we have the known result in [1].
Corollary 5.2. For T ∈ Tn, we have S n  T  Pn.
Remark 5.1. We know from Theorem 4.2 and Theorem 5.1 that CP
⌈ k
2
⌉
n,k
is the common
minimum graph in 〈C(n, k),〉 and 〈T (n, k − 1),〉, respectively. From Corollary 4.2,
CPn;⌊ n−k+2
2
⌋,⌈ n−k+2
2
⌉ is the maximum graph in 〈C(n, k − 2),〉 with diameter k − 1. However,
the maximum graph in 〈T (n, k − 1),〉 leaves unknown.
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6 Extremal graphs in the order set 〈Tn(q),〉
Let Tn(q) be a set of trees with order n and q pendent vertices. In this section, we will
give the maximum and minimum graphs in 〈Tn(q),〉. If q = 2, then Tn(2) contains a
unique graph Pn = CPn;1,1. Similarly S n = CPn;⌊ n−1
2
⌋,⌈ n−1
2
⌉ is a unique graph in Tn(n − 1).
Thus we always assume that 2 < q < n − 1 in this section.
6.1 Maximum graph in the order set 〈Tn(q),〉
Recall thatCPn;⌊ q
2
⌋,⌈ q
2
⌉ is the double star path obtained from the path Pn−q = v1v2 · · · vn−q
by averagely sticking q pendent vertices at v1 and vk (see Figure 3), respectively. It is
clear that CPn;⌊ q2 ⌋,⌈ q2 ⌉ ∈ Tn(q). In this section, we will show that CPn;⌊ q2 ⌋,⌈ q2 ⌉ is the unique
maximum graph in 〈Tn(q),〉.
Theorem 6.1. Let T ∈ Tn(q), where 2 < q < n − 1. Then T  CPn;⌊ q
2
⌋,⌈ q
2
⌉, with equality if
and only if T = CPn;⌊ q
2
⌋,⌈ q
2
⌉.
Proof. If q = n − 2, it is clear that T  CPn;⌊ n−22 ⌋,⌈ n−22 ⌉ by Lemma 4.1. In what follows,
we assume that q ≤ n − 3. Let T be a maximum graph in 〈Tn(q),〉. We will show that
T = CPn;⌊ q
2
⌋,⌈ q
2
⌉ in what follows. According to Lemma 2.1 (1), we may assume that u is
a centroidal vertex of T with neighbors v1, . . . , vr. For an edge ei = uvi, let Ti = Tvi(ei)
denote the component of T − ei containing vi. Without loss of generality, let mi be the
order of Ti such that 1 ≤ m1 ≤ m2 ≤ · · · ≤ mr, qi be the number of pendent vertices of
T in Ti for i = 1, 2, . . . , r, and thus q =
∑r
i=1 qi. It means that each Ti has mi vertices and
contains qi pendent vertices of T . Since q ≤ n − 3, there exists mt > 1 for some 1 ≤ t ≤ r.
Denote by S mt(qt) = CPmt ;0,qt the tree consisting of a path Pmt−qt = z1 · · · zmt−qt and sticking
qt pendent vertices at zmt−qt , where z1 = vt.
First we show that Tt = S mt(qt). In fact, it suffices to prove that Tt has at most one
vertex of degree great than two in T . Otherwise, there exists two adjacent vertices x1 and
x′1 of Tt with dT (x1) ≥ 3 and dT (x′1) ≥ 2 such that H = vt · · · x1x′1 is a path in Tt, where
x1 may be equal to vt. Let y1 ∈ N(x1)\H, and Ty1 (x1y1) be the component of T − x1y1
containing y1. We construct T
′ obtained from T by deleting edge x1y1 and adding x′1y1.
Clearly, T ′ ∈ Tn(q). We define ϕ : E(T ) −→ E(T ′) such that
ϕ(e) =
{
e, if e , x1y1 is any edge of T
x′
1
y1, if e = x1y1.
It is clear that µT (e) = µT ′(ϕ(e)) if e , x1x
′
1. Therefore, T and T
′ are (ϕ, µ)-similar with
respect to e1 = x1x
′
1
, and ϕ(e1) = e1. Additionally, since u is a centroidal vertex of T , we
have
µT ′(e1) = µT (x
′
1x1) + |Ty1(x1y1)| > µT (x′1x1) = µT (e1).
By Lemma 3.1 (1), we have T ≺ T ′. However, T ′ ∈ Tn(q), this is a contradiction. It
implies that Tt is either a path in the case of qt = 1, or a path sticking qt pendent vertices
at its one end, i.e., Tt = S mt(qt) in the case of qt > 1.
Next we show that Ti , vi for any 1 ≤ i ≤ r. Since otherwise, T1 = v1, i.e., uv1
is a pendent edge. Note that n > q + 1, there is vi such that dT (vi) ≥ 2. If such a vi
is unique then vi = vr according to our assumption. Thus Tr = S mr(qr) and Ti = vi for
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i = 1, 2, . . . , r − 1. It means that T is a caterpillar tree. By Theorem 4.1, T = CPn;⌊ q
2
⌋,⌈ q
2
⌉ as
our required. We may further assume that dT (vr−1), dT (vr) ≥ 2, and thus |Tr−1|+|Tr | ≤ n−2.
Without loss of generality, let |Tr | < ⌊ n2⌋. We can construct T ′′ = T − uv1 + vrv1 ∈ Tn(q)
and define ϕ : E(T ) −→ E(T ′′) such that
ϕ(e) =
{
e, if e , uv1 is any edge of T
vrv1, if e = uv1.
It is clear that µT (e) = µT ′′(ϕ(e)) if e , uvr. Therefore, T and T
′′ are (ϕ, µ)-similar with
respect to e1 = uvr, and ϕ(e1) = e1. Additionally, since u is a centroidal vertex of T , we
have
µT ′′(e1) = min{|Tr| + 1, n − (|Tr | + 1)} = |Tr| + 1 = µT (uvr) + 1 > µT (uvr) = µT (e1).
Therefore, T ≺ T ′′ by Lemma 3.1 (1). This contradicts the maximum hypothesis of T .
At last we show that r = 2. Then T = CPn;⌊ q
2
⌋,⌈ q
2
⌉ by Lemma 4.1, it is all right.
Otherwise, let r ≥ 3. Let T ′′′ be the tree obtained from T by deleting the edge uvr and
adding the edge v1vr. Clearly, T
′′′ ∈ Tn(q). Now, we define bijection ϕ : E(T ) −→ E(T ′′′)
such that
ϕ(e) =
{
e, if e , uvr is any edge of T
v1vr, if e = uvr.
It is clear that µT (e) = µT ′′′(ϕ(e)) if e , uv1. Therefore, T and T
′′′ are (ϕ, µ)-similar with
respect to e1 = uv1, and ϕ(e1) = e1. Recall that |T1| = min{|Ti|, i = 1, 2, . . . , r}, we have
µT ′′′(e1) = min{|Tr| + |T1|,
r−1∑
i=2
|Ti| + 1} > |T1| = µT (e1).
Therefore, T ≺ T ′′′ by Lemma 3.1 (1), a contradiction again.
We complete this proof. 
Theorem 6.1 concludes that CPn;⌊ q
2
⌋,⌈ q
2
⌉ is the maximum graph in 〈Tn(q),〉 for 2 < q <
n − 1. By Lemma 5.1, these maximum graphs can be ordered in the following corollary.
Corollary 6.1. S n = CPn;⌊ n−1
2
⌋,⌈ n−1
2
⌉ ≺ CPn;⌊ n−2
2
⌋,⌈ n−2
2
⌉ ≺ · · · ≺ CPn;2,2 ≺ CPn;1,2 ≺ CPn;1,1 =
Pn.
6.2 Minimum graph in the order set 〈Tn(q),〉
Let T be the starlike tree with center vertex u and v1, v2, . . . , vq be the neighbors of u.
Then Pi = Pvi(viu) is a path component of T − viu containing vi. Such a T we call the
balanced starlike tree, denote by S Pn,q, if |P j| − |Pi| ≤ 1 for any pair of 1 ≤ i, j ≤ q. We
next prove that S Pn,q is the unique minimum graph in 〈Tn(q),〉.
Theorem 6.2. Let T ∈ Tn(q), where 2 < q < n − 1. Then T  S Pn,q, with equality if and
only if T = S Pn,q.
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Proof. Let T be a minimum graph in 〈Tn(q),〉. We will show that T = S Pn,q in what
follows. We may assume that u is a centroidal vertex of T by Lemma 2.1 (1). We will
prove the following Claim 1 and Claim 2, which, put together, will get our proof.
Claim 1. T is a starlike tree with centre vertex u.
It only needs to show that T has the unique branching vertex u. By the way of con-
tradiction, let x1 , u ∈ V(T ) with dT (x1) ≥ 3. Without loss of generality, we assume that
P = u · · · x0x1x2 is a path in T , where x0 may be equal to u. We may chose y1 ∈ N(x1)\P
due to dT (x1) ≥ 3. Let Ty1(x1y1) be the component of T − x1y1 containing y1. We can
construct T ′ obtained from T by deleting edge x1y1 and adding x0y1. Clearly, T ′ ∈ Tn(q),
and we now define ϕ : E(T ) −→ E(T ′) such that
ϕ(e) =
{
e, if e , x1y1 is any edge of T
x0y1, if e = x1y1.
It is clear that µT (e) = µT ′(ϕ(e)) if e , x0x1. Therefore, T and T
′ are (ϕ, µ)-similar with
respect to e1 = x0x1, and ϕ(e1) = e1. Since u is a centroidal vertex, we have
µT ′(e1) = µT (x0x1) − |Ty1(x1y1)| < µT (x0x1) = µT (e1).
Therefore, T ≻ T ′ by Lemma 3.1 (2). This contradicts the minimum hypothesis of T .
Claim 2. T = S Pn,q.
According to Claim 1, we may assume that T is the starlike tree with center vertex u
and v1, v2, . . . , vq be the neighbors of u. Let Pi = Pvi(viu) be the component of T − viu
containing vi. Then each Pi is a path.
If we show that |P j|−|Pi| ≤ 1 for 1 ≤ i, j ≤ q, then T = S Pn,q, it is all right. Otherwise,
without loss of generality, we assume that |Pi0−1| + 2 ≤ |Pi0 | for some 1 < i0 ≤ q. Now
let T ′ be the tree obtained from T by deleting the edges uvi and adding the edges vi0vi for
i , i0 − 1, i0. Clearly, T ′ ∈ Tn(q). We define ϕ : E(T ) −→ E(T ′) such that
ϕ(e) =
{
e, if e , uvi is any edge of T for i = 1, . . . , i0 − 2, i0 + 1, . . . , q
vi0vi, if e = uvi for i = 1, . . . , i0 − 2, i0 + 1, . . . , q.
It is clear that µT (e) = µT ′(ϕ(e)) if e , uvi0 . Therefore, T and T
′ are (ϕ, µ)-similar with
respect to e1 = uvi0 , and ϕ(e1) = e1. Additionally, we have
µT ′(e1) = min{
∑
i,i0−1
|Pi|, |Pi0−1| + 1} < |Pi0 | = µT (e1).
Therefore, T ≻ T ′ by Lemma 3.1 (2), a contradiction.
We complete this proof. 
Let T ∆n be a set of trees with order n and maximum degree ∆ ≥ 3. In the next section,
we will consider the maximal graph in 〈T ∆n ,〉.
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7 Maximum graph in the order set 〈T ∆n ,〉
In this section, we will give the maximum graph in the order set 〈T ∆n ,〉. If ∆ = n − 1
then T ∆n contains exactly one S n, which is both maximum and minimum graph in the
order set 〈T n−1n ,〉. Similarly if ∆ = 2 then T is a path. Thus we always assume in this
section that 2 < ∆ < n − 1.
Let CPn;1,∆−1 be the graph obtained from a path Pn−∆ = v1 · · · vn−∆ by adding ∆ − 1
pendent vertices at vn−∆ and one pendent vertex at v1. We will prove that CPn;1,∆−1 is the
unique maximum graph in 〈T ∆n ,〉.
Theorem 7.1. Let T ∈ T ∆n where 2 < ∆ < n − 1. Then T  CPn;1,∆−1, with equality if and
only if T = CPn;1,∆−1.
Proof. Let T be a maximum graph in 〈T ∆n ,〉. By Lemma 2.1 (1), we may assume that u
is a centroidal vertex of T and show that T = CPn;1,∆−1. In the following, we need only to
show the Claim 1 and Claim 2, which, put together, will get our result.
Claim 1. T is a starlike tree.
First assume that centroidal vertex u is of maximum vertex and will show that T is a
starlike tree with centre u. By the way of contradiction, let x1 , u ∈ V(T ) with dT (x1) ≥ 3,
and P = u · · · x1 is a path in T . Denote by D1(P) the set of vertices such that x2 ∈ D1(P) iff
P·x2 = u · · · x1x2 is a path of T , by D2(P) wemean that x3 ∈ D2(P) iff P·x2x3 = u · · · x1x2x3
is a path of T for any x3 ∈ D2(P) where x2 ∈ D1(P), and Dk(P) is similarly defined for
k ≥ 3.
By definition, D1(P) , ∅. We choose any x2 ∈ D1(P) and let P1 = P · x2 = u · · · x1x2
be a path of T . Also we may select y1 ∈ N(x1)\P1 due to dT (x1) ≥ 3. Let Ty1 (x1y1) be the
component of T − x1y1 containing y1. We can construct T ′ obtained from T by deleting
edge x1y1 and adding x2y1. Now we first show that dT (x2) = ∆. Since otherwise, T
′ ∈ T ∆n ,
and we will define ϕ : E(T ) −→ E(T ′) such that
ϕ(e) =
{
e, if e , x1y1 is any edge of T
x2y1, if e = x1y1.
It is clear that µT (e) = µT ′(ϕ(e)) if e , x1x2. Therefore, T and T
′ are (ϕ, µ)-similar with
respect to e1 = x1x2, and ϕ(e1) = e1. Additionally, since u is a centroidal vertex of T on P
and x1 , u, we have
µT ′(e1) = µT (x1x2) + |Ty1(x1y1)| > µT (x1x2) = µT (e1).
Therefore, T ≺ T ′ by Lemma 3.1 (1). This contradicts the maximum hypothesis of T .
This also implies that every vertex of D1(P) has maximum degree ∆ since x2 is an arbitrary
vertex in D1(P). Next we show that dT (x3) = ∆ for x3 ∈ D2(P). In fact, P1 can be extended
as P2 = u · · · x1x2x3 where x2 ∈ D1(P). Let y2 ∈ N(x2)\P2. We can construct T ′′ obtained
from T by deleting x2y2 and adding x3y2. Clearly, if dT (x3) < ∆ then T
′′ ∈ T ∆n , and then
we define ϕ : E(T ) −→ E(T ′′) such that
ϕ(e) =
{
e, if e , x2y2 is any edge of T
x3y2, if e = x2y2.
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By regarding x2 as x1 and y2 as y1, we would get T ≺ T ′′ as above arguments, a contra-
diction again. Similarly we can show that dT (x4) = ∆ for x4 ∈ D3(P), and so on. This
is impossible since this procedure can not be terminated and so T is a starlike tree with
centre u. The above proof also implies that T cannot contain two vertices of degree ∆.
Next assume that d(u) < ∆, we will show that d(u) = 2. Since T ∈ T ∆n , T has a unique
vertex of maximum degree, say v , u with d(v) = ∆ according to the above arguments. If
there is some x1 , v, u such that 3 ≤ d(x1) < ∆, then, as the same arguments, we would
get that d(xk) = ∆ for k ≥ 2, where Pk−1 = P · x2 · · · xk and xk ∈ Dk−1(P). Thus T is
starlike tree with centre v if d(u) = 2. Otherwise 3 ≤ d(u) < ∆ and d(x) ≤ 2 for any
x , v, u. Thus there exists a path H = u1u2 · · · um such that ut = u where 2 ≤ t ≤ m − 1.
Without loss of generality, assume that t ≤ ⌈m
2
⌉. Denote by ei = uiui+1 the edges on H
for i = 1, 2, . . . ,m − 1, we construct a tree T ∗ that is obtained from T by deleting edge
e1 = u1u2 and adding a new edge em = u1um. Now we define ϕ : E(T ) −→ E(T ∗) such
that
ϕ(e) =

e, if e , uiui+1 for i = 1, 2, . . . ,m − 1
ui+1ui+2, for ei = uiui+1 and i = 1, 2, . . . ,m − 2
u1um, for em−1 = um−1um.
It is easy to verify that µT (e) = µT ′(ϕ(e)) if e , ut−1ut. Therefore, T and T ∗ are (ϕ, µ)-
similar with respect to et−1 = ut−1ut, and ϕ(et−1) = et. Recall that ut = u is centroidal
vertex, we have µT (et−1) = µT (ut−1ut) = t − 1 < m − t + 1 = µT ∗(utut+1) = µT ∗(et), then
T ≺ T ∗ by Lemma 3.1 (1), a contradiction. Therefore, d(u) = 2 and T is a starlike tree
with centre v.
Claim 2. T = CPn;1,∆−1.
According to Claim 1, we may assume that T is the starlike tree with centre vertex v
and v1, v2, . . . , v∆ be the neighbors of v. Let Pi = Pvi(viv) be the component of T − viv
containing vi. Without loss of generality, we assume that |Pi| ≤ |P j| for i ≤ j.
If we show that |P1| = · · · = |P∆−1| = 1, then T = CPn;1,∆−1, it is all right. Otherwise, let
|P∆| ≥ |P∆−1| ≥ 2. Let T ′′′ be the tree obtained from T by deleting the edges vvi and adding
the edges v∆−1vi for i = 1, 2, . . . ,∆−2. Clearly, T ′′′ ∈ T ∆n . We define ϕ : E(T ) −→ E(T ′′′)
such that
ϕ(e) =
{
e, if e , vvi is any edge of T for i = 1, . . . ,∆ − 2,
v∆−1vi, if e = vvi for i = 1, . . . ,∆ − 2.
It is clear that µT (e) = µT ′′′(ϕ(e)) if e , vv∆−1. Therefore, T and T ′′′ are (ϕ, µ)-similar
with respect to e1 = vv∆−1, and ϕ(e1) = e1. Additionally, note that u is centroidal vertex
including in {v} ∪ V(P∆) due to |P∆| ≥ |P∆−1| ≥ 2, we have
µT ′′′(e1) = min{
∆−1∑
i=1
|Pi|, |P∆| + 1} > |P∆−1| = µT (e1).
Therefore, T ≺ T ′′′ by Lemma 3.1 (1), a contradiction.
We complete this proof. 
According to Theorem 7.1, given n we know that T = CPn;1,∆−1 is maximum graph in
19
〈T ∆n ,〉 for 2 < ∆ < n − 1. By Lemma 5.1, these maximum graphs can be ordered in the
following corollary.
Corollary 7.1. S n = CPn;1,n−2 ≺ CPn;1,n−3 ≺ · · · ≺ CPn;1,3 ≺ CPn;1,2 ≺ CPn;1,1 = Pn.
Remark 7.1. From Theorem 6.2, we know that S Pn,q is minimum graph in 〈Tn(q),〉.
However, the minimum graph in 〈T ∆n ,〉 leaves unknown.
8 Application
It is well known that topological index of a graph is usually defined as a function of
distance, such as Wiener index of a graph G: W(G) =
∑
{u,v}∈V(G) d(u, v). For a pair of
vertices {u, v} in a tree T ∈ Tn, there is a unique path Pu,v connecting them with exactly
d(u, v) edges. Thus W(T ) can be represented by a function of µ(e) as follows:
W(T ) =
∑
{u,v}∈V(T ) d(u, v) =
∑
{u,v}∈V(T ) |E(Pu,v)|
=
∑
e=xy∈E(T ) nx(e)ny(e) =
∑
e=xy∈E(T ) nx(e)(n − nx(e))
=
∑
e∈E(T ) µ(e)(n − µ(e)).
Let r = (r1, r2, . . . , r⌊ n
2
⌋) be the edge division vector of T and f (x) = x(n − x). As in the
proof of Theorem 8 in [1], W(T ) can be further simplified as
W(T ) =
∑
e∈E(T )
µ(e)(n − µ(e)) =
∑
1≤i≤⌊ n
2
⌋
ri f (i). (3)
Since there are large part of topological indices of a graph can be also represented by
some functions of µ(e) described as Eq. (3), the authors in [1] introduced the notions
bellow.
Definition 8.1. Let F : Tn → R be a topological index and let f : N → R be a real func-
tion defined for positive integers. The topological index F is an edge additive eccentric
topological index if it holds that F(G) =
∑
e∈E(G) f (µ(e)). Function f is called the edge
contribution function of index F.
Let F be the edge additive eccentric topological index and T, T ′ ∈ Tn. From Eq. (3),
the authors in [1] gave that
F(T ′) − F(T ) = ∑1≤i≤⌊ n
2
⌋(r
′
i
− ri) f (1) +
∑
2≤i≤⌊ n
2
⌋(r
′
i
− ri)( f (2) − f (1)) + · · ·
+
∑
⌊ n2 ⌋≤i≤⌊ n2 ⌋(r
′
i − ri)( f (⌊ n2⌋) − f (⌊ n2⌋ − 1)),
(4)
Eq. (4) implies that F(T ) ≤ F(T ′) (resp., F(T ) < F(T ′)) if T ≺ T ′ and f (x) is increasing
(resp., proper increasing). Such an index F is defined in [1] to be of Wiener type if f (x)
is increasing, and of anti-Wiener type if f (x) is decreasing. The above idea provides of a
newmethod to find the extremal graphs and evolute the bounds with respect to topological
index F. Summarizing the above arguments leads to the following result.
Theorem 8.1. Let 〈Hn,〉 be an order subset of 〈Tn,〉 and H be an minimum (maximum)
graph of 〈Hn,〉. Let F : Hn −→ R be an edge additive eccentric topological index. We
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have
(1) If F is an index of Wiener type, then H is also an minimum (maximum) graph of Hn
with respect to F.
(2) If F is an index of anti-Wiener type, then H is maximum (minimum) graph of Hn with
respect to F.
By applying Theorem 8.1, the authors in [1] (Theorem 12, 17) proved the conclusions
that we summarize in the Table 1.
Table 1: Some conclusions of indices
Indices Definition Edge contribution function Type Extremal graphs in Tn
Wiener
index
W(G) =∑
{u,v}∈V(G) d(u, v)
f (x) = x(n − x) Wiener type W(S n) ≤ W(T ) ≤ W(Pn)
Modified
Wiener
indices
λW(G) =∑
{u,v}∈V(G) dλ(u, v)
f (x) = xλ(n − x)λ
Wiener type for
λ > 0 and anti-Wiener
type for λ < 0
λW(S n) ≤λ W(T ) ≤λ W(Pn)
for λ > 0 and
λW(Pn) ≤λ W(T ) ≤λ W(S n)
for λ < 0
Variable
Wiener
indices
λW(G) =
1
2
∑
e=uv∈E(G)(nλ−
nu(e)
λ − nv(e)λ)
f (x) = nλ − xλ − (n − x)λ
Wiener type for
λ > 1 and anti-Wiener
type for λ < 1
λW(S n) ≤λ W(T ) ≤λ W(Pn)
for λ > 1 and
λW(Pn) ≤λ W(T ) ≤λ W(S n)
for λ < 1
Steiner
k-Wiener
index
S Wk(G) =∑
e=uv∈E(G)
∑k−1
i=1(
nu(e)
i
)(
nv(e)
k−i
) f (x) = (nk) − (xk) − (n−xk ) Wiener type S Wk(S n) ≤ S Wk(T ) ≤ S Wk(Pn)
As similar as the above conclusions, we will give the extremal graphs with respect
to the topological indices of hyper-Wiener index, Wiener-Hosoya index, degree distance,
Gutman index and ABC2 index, respectively. It suffices to verify that wether these indices
are edge additive eccentric topological index F(G) and wether the corresponding edge
contribution function f is monotonous such that F(G) =
∑
e∈E(G) f (µ(e)).
It is easy to verify that hyper-Wiener index can be written as
WW(T ) =
∑
e=uv∈E(T )(
1
2
nu(e)nv(e) +
1
2
nu(e)
2nv(e)
2)
=
∑
e=uv∈E(T )[
1
2
nu(e)(n − nu(e)) + 12nu(e)2(n − nu(e))2]
=
∑
1≤i≤⌊ n
2
⌋ ri fww(i)
where its edge contribution function is fww(x) =
1
2
x(n − x) + 1
2
x2(n − x)2. It is routine
to verify that fww(x) is strictly increasing. Hence the hyper-Wiener index for tree is of
Wiener type.
For e = uv ∈ E(T ), note that h(e) = nu(e)nv(e) and h[e] = (nu(e) − 1)(nv(e) − 1), the
Wiener-Hosoya index can be written as
h(T ) =
∑
e=uv∈E(T )[nu(e)nv(e) + (nu(e) − 1)(nv(e) − 1)]
=
∑
e=uv∈E(T )[nu(e)(n − nu(e)) + (nu(e) − 1)(n − nu(e) − 1)]
=
∑
1≤i≤⌊ n
2
⌋ ri fh(i)
where its edge contribution function is fh(x) = x(n − x) + (x − 1)(n − x − 1). It is routine
to verify that fh(x) is strictly increasing. Hence the Wiener-Hosoya index for tree is of
Wiener type.
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The degree distance can be written as
D′(T ) =
∑
e=uv∈E(T )(4nu(e)nv(e) − n)
=
∑
e=uv∈E(T )[4nu(e)(n − nu(e)) − n]
=
∑
1≤i≤⌊ n
2
⌋ ri fD′(i)
where its edge contribution function is fD′(x) = 4x(n − x) − n. It is routine to verify that
fD′(x) is strictly increasing. Hence the degree distance for tree is of Wiener type.
The Gutman index can be written as
Gut(T ) =
∑
e=uv∈E(T )[4nu(e)nv(e) − (2n − 1)]
=
∑
e=uv∈E(T )[4nu(e)(n − nu(e)) − (2n − 1)]
=
∑
1≤i≤⌊ n
2
⌋ ri fGut(i)
where its edge contribution function is fGut(x) = 4x(n− x)− (2n−1). It is routine to verify
that fGut(x) is strictly increasing. Hence the Gutman index for tree is of Wiener type.
The second atom-bond connectivity index can be written as
ABC2(T ) =
∑
e=uv∈E(T )
√
n−2
nu(e)(n−nu(e))
=
∑
e=uv∈E(T )
√
n − 2nu(e)− 12 (n − nu(e))− 12
=
∑
1≤i≤⌊ n
2
⌋ ri fABC2(i)
where its edge contribution function is fABC2(x) =
√
n − 2x− 12 (n − x)− 12 . It is routine to
verify that fABC2(x) is strictly decreasing. Hence the second atom-bond connectivity index
for tree is of anti-Wiener type.
By setting 〈Hn,〉 = 〈C(n, k),〉, 〈T (n, k − 1),〉, 〈Tn(q),〉 or 〈T ∆n ,〉, we have de-
termined their extremal graphs in Theorem 4.1,4.2,5.1,6.1,6.2 and 7.1, respectively. From
the above discussions, we get the following theorem by applying Theorem 8.1. Its con-
clusions are summarized in the Table 2.
Theorem 8.2. The extremal graphs in the classes Tn, C(n, k), T (n, k − 1), Tn(q) and T ∆n
with respect to all the topological indices of WW(·), h(·), D′(·), Gut(·) and ABC2(·) are
listed in Table 2.
Table 2: Some conclusions of indices
Type Wiener type indices anti-Wiener type indices
Indices WW(·), h(·), D′(·), Gut(·) ABC2(·)
Classes The graphs with
maximum indices
The graphs with
minimum indices
The graphs with
maximum indices
The graphs with
minimum indices
Tn Pn S n S n Pn
C(n, k) CP⌊ n−k
2
⌋,⌈ n−k
2
⌉ CP
⌈ k
2
⌉
n,k
CP
⌈ k
2
⌉
n,k
CP⌊ n−k
2
⌋,⌈ n−k
2
⌉
T (n, k − 1) CP⌈
k
2
⌉
n,k
CP
⌈ k
2
⌉
n,k
Tn(q) CP⌊ q
2
⌋,⌈ q
2
⌉ S Pn,q S Pn,q CP⌊ q
2
⌋,⌈ q
2
⌉
T ∆n CPn;1,∆−1 CPn;1,∆−1
22
There are some sporadic results published in various literatures [13–24,26,27,29,30]
about the topological indices of a graph, such as the indices of Wiener index, hyper-
Wiener index, Wiener-Hosoya index, degree distance, Gutman index and ABC2 index and
so on, in which the authors mainly considered the extremal graphs with respect to some
topological indices on subset of trees, such as Tn, C(n, k), T (n, k − 1), Tn(q) and T ∆n .
We now summarize our results of Theorem 8.1 and Theorem 8.2 along with the known
results in the following Table 3. In this table, each cell lists the extremal graphs of the
class specified, in which the results marked in black are old, marked blue are new (in
Theorem 8.1 and Theorem 8.2) and the question mark are still open.
The extremal graphs given in Theorem 8.2 and Table 3 all have specific structures
whose topological indices can be simply calculated by the expression Eq. (3). It is clear
that the values of these topological indices of extremal graphs can be used as the sharp
bounds for the corresponding classes of trees. As an example we give the bounds of
Wiener index in the classes C(n, k), Tn(q) and T ∆n in the following propositions, in which
the proof and calculation are omitted because they are conventional.
Proposition 8.2.1. Let T ∈ C(n, k) where k ≥ 2, we have
W(T ) ≥ W(CP⌈
k
2
⌉
n,k
) =
{ − k3
12
+ nk
2
4
− kn + 13k
12
+ n2 − 5n
4
, if k is odd
− k3
12
+ nk
2
4
− kn + 5k
6
+ n2 − n, if k is even
and
W(T ) ≤ W(CP⌊ n−k
2
⌋,⌈ n−k
2
⌉) =
{ − k3
12
+ k
2
4
+ kn
2
4
− kn + 5k
6
+ 3n
2
4
− n, if n − k is even
− k3
12
+ k
2
4
+ kn
2
4
− kn + 7k
12
+ 3n
2
4
− n + 1
4
, if n − k is odd.
Proposition 8.2.2. Let T ∈ Tn(q). Let n− 1 = sq + r where q ≥ 3 and 0 ≤ r ≤ q − 1, then
W(T ) ≥ W(S Pn,q) = 3q − 2
6
qs3 + (
1
2
q2 +
3
2
qr − r)s2 + (r2 + 3
2
qr +
1
3
q − r)s + r2,
and
W(T ) ≤ W(CP⌊ q
2
⌋,⌈ q
2
⌉) =
 n
3
6
− nq2
4
+
nq
2
− n
6
+
q3
12
+
q2
4
− 5q
6
, if q is even
n3
6
− nq2
4
+
nq
2
− 5n
12
+
q3
12
+
q2
4
− 7q
12
+ 1
4
, if q is odd.
Proposition 8.2.3. Let T ∈ T ∆n , we have
W(T ) ≤ W(CPn;1,∆−1)
=

∆3
3
− n+1
2
∆2 + 9n−5
6
∆ + n
3
6
− 7n
6
+ 1, if ∆ < ⌊ n
2
⌋ and ∆ > ⌈ n
2
⌉
n3
12
+ 5n
2
8
− 19n
12
+ 1, if n ≥ 4 is even and ∆ = n
2
n3
12
+ 3n
2
4
− 25n
12
+ 5
4
, if n ≥ 5 is odd and ∆ = ⌊ n
2
⌋
n3
12
+ n
2
2
− 13n
12
+ 1
2
, if n ≥ 5 is odd and ∆ = ⌈ n
2
⌉.
At last of this paper, in terms of the formulas in Proposition 8.2.1 we list the bounds
of the Wiener index in the class C(n, k) for 5 ≤ n ≤ 11 and 4 ≤ k ≤ 10 in Table 4.
2
3
Table 3: Some known and new results of indices
Indices Type trees in Tn trees in C(n, k) trees in T (n, k − 1) trees in Tn(q) trees in T ∆n
Wiener
index
minimum
maximum
references
S n
Pn
[20]
CP
⌈ k
2
⌉
n,k
CP⌊ n−k
2
⌋,⌈ n−k
2
⌉
[22]
CP
⌈ k
2
⌉
n,k
?
[21, 22]
S Pn,q
CP⌊ q
2
⌋,⌈ q
2
⌉
[23]
?
CPn;1,∆−1
[22]
Modified
Wiener
indices
minimum
maximum
references
S n(λ > 0), Pn(λ < 0)
Pn(λ > 0), S n(λ < 0)
[24]
CP
⌈ k
2
⌉
n,k
(λ > 0), CP⌊ n−k
2
⌋,⌈ n−k
2
⌉(λ < 0)
CP⌊ n−k
2
⌋,⌈ n−k
2
⌉(λ > 0), CP
⌈ k
2
⌉
n,k
(λ < 0)
CP
⌈ k
2
⌉
n,k
(λ > 0), ?(λ < 0)
CP
⌈ k
2
⌉
n,k
(λ < 0), ?(λ > 0)
[28]
S Pn,q(λ > 0), CP⌊ q
2
⌋,⌈ q
2
⌉(λ < 0)
CP⌊ q
2
⌋,⌈ q
2
⌉(λ > 0), S Pn,q(λ < 0)
[29]
CPn;1,∆−1(λ < 0), ?(λ > 0)
CPn;1,∆−1(λ > 0), ?(λ < 0)
[26, 27]
Variable
Wiener
indices
minimum
maximum
references
S n(λ > 1), Pn(λ < 1)
Pn(λ > 1), S n(λ < 1)
[30]
CP
⌈ k
2
⌉
n,k
(λ > 1), CP⌊ n−k
2
⌋,⌈ n−k
2
⌉(λ < 1)
CP⌊ n−k
2
⌋,⌈ n−k
2
⌉(λ > 1), CP
⌈ k
2
⌉
n,k
(λ < 1)
CP
⌈ k
2
⌉
n,k
(λ > 1)
CP
⌈ k
2
⌉
n,k
(λ < 1)
S Pn,q(λ > 1), CP⌊ q
2
⌋,⌈ q
2
⌉(λ < 1)
CP⌊ q
2
⌋,⌈ q
2
⌉(λ > 1), S Pn,q(λ < 1)
CPn;1,∆−1(λ < 1)
CPn;1,∆−1(λ > 1)
Steiner
k-Wiener
index
minimum
maximum
references
S n
Pn
[12]
CP
⌈ k
2
⌉
n,k
CP⌊ n−k
2
⌋,⌈ n−k
2
⌉
CP
⌈ k
2
⌉
n,k
?
[13]
S Pn,q
CP⌊ q
2
⌋,⌈ q
2
⌉
[14]
?
CPn;1,∆−1
[14]
hyper
-Wiener
index
minimum
maximum
references
S n
Pn
[15]
CP
⌈ k
2
⌉
n,k
CP⌊ n−k
2
⌋,⌈ n−k
2
⌉
CP
⌈ k
2
⌉
n,k
?
[16, 17]
S Pn,q
CP⌊ q
2
⌋,⌈ q
2
⌉
[16]
?
CPn;1,∆−1
[16]
Wiener
-Hosoya
index
minimum
maximum
references
S n
Pn
[18]
CP
⌈ k
2
⌉
n,k
CP⌊ n−k
2
⌋,⌈ n−k
2
⌉
CP
⌈ k
2
⌉
n,k
?
[18]
S Pn,q
CP⌊ q
2
⌋,⌈ q
2
⌉
?
CPn;1,∆−1
degree
distance
minimum
maximum
references
S n
Pn
[19]
CP
⌈ k
2
⌉
n,k
CP⌊ n−k
2
⌋,⌈ n−k
2
⌉
CP
⌈ k
2
⌉
n,k
?
S Pn,q
CP⌊ q
2
⌋,⌈ q
2
⌉
?
CPn;1,∆−1
Gutman
index
minimum
maximum
references
S n
Pn
[9]
CP
⌈ k
2
⌉
n,k
CP⌊ n−k
2
⌋,⌈ n−k
2
⌉
CP
⌈ k
2
⌉
n,k
?
S Pn,q
CP⌊ q
2
⌋,⌈ q
2
⌉
?
CPn;1,∆−1
ABC2
index
minimum
maximum
references
Pn
S n
[8]
CP⌊ n−k
2
⌋,⌈ n−k
2
⌉
CP
⌈ k
2
⌉
n,k
?
CP
⌈ k
2
⌉
n,k
CP⌊ q
2
⌋,⌈ q
2
⌉
S Pn,q
CPn;1,∆−1
?
24
Table 4: W(CP
⌈ k
2
⌉
n,k
) and W(CP⌊ n−k
2
⌋,⌈ n−k
2
⌉) for 5 ≤ n ≤ 11 and 4 ≤ k ≤ 10
(n, k) W(CP
⌈ k
2
⌉
n,k
) W(CP⌊ n−k
2
⌋,⌈ n−k
2
⌉) (n, k) W(CP
⌈ k
2
⌉
n,k
) W(CP⌊ n−k
2
⌋,⌈ n−k
2
⌉)
(5, 4) 18 20 (6, 4) 28 35
(6, 5) 31 35 (7, 4) 40 52
(7, 5) 44 56 (7, 6) 50 56
(8, 4) 54 74 (8, 5) 59 79
(8, 6) 67 84 (8, 7) 75 84
(9, 4) 70 98 (9, 5) 76 108
(9, 6) 86 114 (9, 7) 96 120
(9, 8) 108 120 (10, 4) 88 127
(10, 5) 95 139 (10, 6) 107 151
(10, 7) 119 158 (10, 8) 134 165
(10, 9) 149 165 (11, 4) 108 158
(11, 5) 116 176 (11, 6) 130 190
(11, 7) 144 204 (11, 8) 162 212
(11, 9) 180 220 (11, 10) 200 220
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