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摘要 
靈敏性分析是線性規劃中之重要課題。在此篇論文中，我們提出一項 
基於自對偶齊次化嵌入法規（Self-dual Embedding Technique)的近優啓 











Sensitivity analysis is one of the most important subjects in linear program-
ming. In this thesis, based on the homogeneous self-dual embedding tech-
nique, we propose a Warm-Start Strategy to solve a perturbed linear pro-
gramming problem when the original unperturbed problem has already been 
solved. The idea is that we try to use the information of the original optimal 
solution to construct a starting point for the new problem, assuming that 
this starting point is close to the new optimal one. As a consequence, it 
leads to the reduction of computational efforts for solving the new problem. 
The Warm-Start Strategy is divided into two parts. The first part focuses on 
the cases where the data entries change. The second part focuses on adding 
new variables and/or constraints. Important features of the Warm-Start 
Strategy include its flexibility. We can change all entries of the input data 
simultaneously. Also, we can add more than one variable or one constraint 
at a time. We will present statistical results to test the performance of the 
Warm-St art Strategy. Morevoer, we will identify the conditions under which 
the Warm-St art Strategy performs well. 
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Introduction and Synopsis 
Optimization is considered one of the most widely applied practical tools in 
modern society. All business and industrial firms need to deal with problems 
related to OR/optimization in one way or another, e.g. logistics, inventory, or 
financial decisions. In optimization, linear programming plays a central role. 
To solve linear programming problems, the simplex type methods were pop-
ular, due to its attractive simplicity nature. It is also easy to implement and 
indeed it solves LP problems very fast. However, as the size of the problem 
becomes large, the performance of the simplex method can be disappointing. 
In particular, the simplex method can not be proved to be a polynomial time 
method. Counter examples show that it may require exponential number of 
iterations in the worse case with most of the popular pivot rules. 
In 1984, N. Karmarkar made a breakthrough. He introduced an algorithm, 
later referred to as the interior point method, to solve linear programs. An 
important feature of the algorithm is that it runs in polynomial time. Over 
the last two decades, many researchers worked on this subject. Thousands of 
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papers have been written. Interior point methods have permanently changed 
the landscape of the optimization field. 
Freund and Mizuno [4] gave a brief review on recent development of the inte-
rior point method. They divide all interior point algorithms into 3 different 
categories: affine scaling methods, potential reduction methods and central 
trajectory following methods. In this thesis, we will focus on a paper written 
by Ye, Todd and Mizuno [19]. In a broad sense, it uses a central trajectory 
following method. More details of the paper will follow in the next para-
graph. 
Ye, Todd and Mizuno [19] introduced in 1994 the homogeneous self-embedded 
technique to solve linear programs. The main idea of this technique is to 
solve an artificial problem by embedding a primal-dual problem pair. When 
this artificial problem is solved, the original primal and dual problems are 
automatically solved. There are several nice features of this method. The 
most important advantage is that no initial solution is required to start the 
algorithm. Trivial initial solution is always available for the artificial self-
dual embedded problem. Besides, there is no assumption on the linear pro-
gramming problem such as the feasibility assumption, the interior feasibility 
assumption, etc. Moreover, at each iteration, virtually without increasing 
the size of the problem, the algorithm generates a sequence of iterates that 
approach optimality if the problem is feasible. Otherwise, it detects infea-
sibility automatically for either the primal or the dual problem. Finally, it 
solves a problem in polynomial time 印iterations) without using any 
'Big-M' constants. 
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The method mentioned above solves a single LP problem in a satisfactory 
way. But what if we wish to perform sensitivity analysis, or, instead of a 
single optimization problem, rather, we need to solve a sequence of closely 
related problems? As a good initial solution is available, we try to incorpo-
rate small changes in the self-dual embedding framework. In this thesis, we 
propose a new method that uses a " close-to-optimal" initial solution. The 
idea is the following. We first solve a linear programming problem and ob-
tain the primal solution and dual slacks for the primal and dual pair. Then, 
when the input data for above problem has changed slightly, we try to use 
the original solutions to generate an initial solution for the new problem, 
which is supposedly close to the new optimal solution. We expect that after 
comparatively few iterations, the new optimal solution can be obtained. The 
most important feature of this method is that we can handle the changes of 
objective coefficients and constraints simultaneously. Moreover, adding 2 or 
more decision variables or constraints at a time is allowable. 
The scope of the thesis is the following. In the first part, we introduce a 
revised version of the Primal-Dual interior point algorithm and the self-dual 
embedding technique. This is important to the thesis because our method 
to be introduced later should be based on it. Then, we will propose our 
Warm-Start Strategy (WSS). We will present the basic ideas of our method. 
The main part is to give a statistical analysis of our method. The starting 
solution of the new problem is dependent on the optimal solution of the old 
problem. We believe that this method will work well in most cases, and we 
will just experience it by experiments. In this thesis we will point out the 
3 
relationships between various parameters in the model, and the conditions 




We shall start our discussion by a literature review. As mentioned before, 
Karmarkar introduced the interior point method in 1984, followed by thou-
sands of papers, expanding the basic ideas. Several books were published on 
the interior point method for linear programming, including Roos, Terlaky 
and Vial [11], Vanderbei [15], Wright [17] and Ye [18]. Moreover, the paper 
of Freund and Mizuno [4] summarized the recent developments of the interior 
point method. 
In this thesis we focus on a particular interior point methodology, known as 
the self-dual embedding model, introduced by Ye, Todd and Mizuno in [19 . 
For solution methods, we concentrate on the primal-dual central path fol-
lowing algorithm introduced in Mizuno, Todd and Ye [9]. The methodology 
developed in this thesis grew from an earlier working paper of Sturm and 
Zhang [13 . 
Our implementations benefit from several ideas presented in Mehrotra and 
Ye [8] and Williams, El-Bakery and Tapia [16]. Also, we need to identify the 
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so-called optimal partitions of a linear program. For this purpose, El-Bakery, 
Tapia and Zhang [2] is a good reference. Megiddo [7] presents an algorithm 
to obtain an optimal basic solution from an arbitrary primal-dual optimal 
solution. 
Sturm and Zhang [14] elaborate on a primal-dual central region following 
method, which leads to an efficient software called SeDuMi; see Sturm [12 . 
Luo, Sturm and Zhang [6] extended the primal-dual homogeneous embedding 
technique to the framework of semidefinite programming. 
Furthermore, the netlib problems [1] and the homepage of Jos Sturm [10] are 
two useful web sites for our computational results. 
Finally, we mention that Freund [3] and Gondzio [5] worked out the idea of 
warm-start with a similar target as that of this thesis. The difference lies in 
the methodology. Their method is based on the infeasible primal-dual inte-
rior point method, and ours is based on homogeneous self-dual embedding. 
We shall use their results as a reference to ours. 
6 
Chapter 3 
The primal-dual interior point 
algorithm and the self-dual 
embedding method: Revisit 
Interior point method is nowadays a well-established method in optimization. 
One of the most celebrated techniques in interior point method is called 
homogeneous self-dual embedding. It is widely implemented in successful 
software packages. In this section, we briefly introduce the basic theory of 
the self-dual embedding method. 
Basic theory of linear programming 
Before we get into the interior point method, we first mention some useful 
facts in linear programming problem which will be used in our analysis later. 
Assume that we now have a linear programming problem with n variables 
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and m constraints: 
(LP) min c^x 
subject to Ax = b, 
x>0. 
Then, the corresponding dual problem is 
{LD) max h^y 
subject to A^y + s = c, 
5 > 0. 
Assume x is a feasible solution to the primal problem and (y, s) is a feasible 
solution to the dual problem. The weak duality theorem says that: 
Jx - bTy = c^x - {Axfy = - A^y) = x^s > 0. (3.1) 
The quantity c^x — h^y is called the duality gap. The strong duality theorem 
states that the equality holds at the optimality in equation (3.1). 
We proceed by giving an additional property of existence of optimal solutions 
X* for (LP) and (y*, 5*) for (LD) known as the strict complementarity such 
that 




We denote by B the index set of i for > 0 and by N the index set of 
i for Si > 0. Then, we call B and N a partition for the whole index set 
{ 1 , 2 , 3 , . . . , A^}. 
The Path Following Method 
In recent years, there are many interior point algorithms developed for solving 
linear programming problems. The path following method is one of them. 
The path following method is developed from an old method, known as the 
barrier function method. 
For the linear programming problem, we define the primal log barrier function 
as: 
n 
B{fi) = c^x — / i y ^ l o g Xj. (3.2) 
i=l 
Similarly, the dual log barrier function is defined as: 
n 
S{ii) = bTy - f i J ^ k g S i . (3.3) 
i=l 
Then we construct two optimization problems as follows: 
n 
{BP) min = c^x — fi ^ ^ log Xj 
i=l 




(BD) max S(jj) 二 iFy - // ^ log Si 
i=l 
subject to A^y + s 二 c, 
s > 0. 
The barrier function defined in this way have several properties. One of the 
most important properties is the following. 
Let {/iA； I A： > 1} be a sequence of decreasing numbers converging to 0. For 
any particular jik, we have a unique minimizer Xk for (BP) and maximizer 
(yfc, Sk) for (BD). Then, the limit point of Xk is an optimal solution for the 
primal problem and (饰，Sk) is an optimal solution for the dual problem. 
Define X as the diagonal matrix of x and e as the all-one vector. For any 
particular /x > 0, we have a unique optimizer for both (BP) and (BD) with 
the following property: 
T 工丄S 
Xs = fie where fi = ， (3.4) n 
which is given by the optimality conditions. 
Denote by T the set of all feasible solutions. Then we can define the Central 
Path as: 
C 二 {(x, y,s) e T : Xs = /ie} for all /i > 0. (3.5) 
The following result is well known. 
Theorem 3.0.1 The central path exists and is unique. 
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The next theorem shows the general feature of the central path. 
Theorem 3.0.2 Let x(jbL) be on the central path of (LP) and (y{ij), s(jj)) be 
on the central path of (LD): 
1. The central point (x(/x), s{ii)) is hounded. There is K > 0 such that 
\x{fi)s{fji)\\ < K for all fi. 
2. When /i goes to 0，the limit point x(0) will be the analytic center of 
the optimal face of the primal problem and s(0) will be the analytic center of 
the optimal face of the dual problem. 
We skip the proof of the theorem above. Interested readers are referred to 
the book written by Ye [18 . 
The above theorem means that the central path in the interior of the feasible 
region will lead the minimizers of the log barrier function to the analytic 
center of the optimal set as fi decrease from any positive number to 0. The 
figure below shows the general feature of the central path. 
The Feasible region 
1 The Optimal face 
一 y*"^ The analytic centre 
The central path y/^ / 
Many algorithms to implement the interior point method are constructed 
based on this idea. Among all those algorithms, Ye, Todd and Mizuno [19 
11 
developed one of the most efficient algorithms by using the self-dual em-
bedding technique. It has many nice features and works very efficiently in 
practice. 
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The primal-dual interior point method 
Based on the property of the central path, Mizuno, Todd and Ye [9] present 
the primal-dual interior point method. 
Readers should notice that all the proofs given in this section are quoted 
from the paper of Mizuno, Todd and Ye [9]. Since they are important to our 
analysis, we shall reproduce the proofs here for completeness. 
First, define the neighbourhood of the central path as follows: 
= {(x, s) eJ^: ||X5 - fie\\ < ^fjL where 0 < 0 < 1} 
Suppose there is a solution (x, s) in T. Let (^dx,ds) be the search direction 
of the next iteration. The search direction need to satisfy the following 
feasibility and Newton equations: 
Sdx + Xds = — Xs, 
从=0, 
A^dy -\-ds = 0, 
(3.6) 
where X and S are the diagonal matrices for x and 5, respectively, and 7 is 
a constant between 0 and 1. 
Define (x(6>), s((9)) as: 
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f 
x{Q) = X + 
< 
s(S) - s + Ms-
< 
八 A A 
Then our next iterate is 5(6>)) = {x{6),s{9)) where 0 is as large as 
A 
possible so that {x{9),s{0)) remains in the neighborhood Af foi 6 e [0,9 . 
We note that: 
m 二 + (3.7) 
X{0)s{0)-fi{0)e = (3.8) 
where /li(^) = is the diagonal matrix of x(0) and D^ is 
the diagonal matrix of dx. 
Define the following quantities: 
p = [0.55^0.5 毛， 
< q = 沪 55^,3， 
r = {XS ) -^ -^ { j f i e -Xs ) . 
\ 
Combining all the equations we mentioned above, we obtain that: 
p + q = r and D^dg = Pq, 
where P is the diagonal matrix of p. 
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Lemma 3.0.3 
(a) 7 /7 = 0； then ||r|p = n/j,. 
(b) 7 /7 = 1； P G (0,1) and {x, s) e Af{13), then ||r|p < 
Proof. 
(a) If 7 = 0, r = ||r||2 二 x^s 二 等. 
(b) If 7 = 1, r = — Xs). 
G 糊 
ll/ie - Xsll < Pfi 
— /i|| < /3/i Mi 
^ fi — (Sji < XiSi Mi 
1 、， 
r < = lie — Xs 
Y 工i 
^ r f < 业 
- ( 1 - 約 . 
(3.9) 
In the above ||.|| represents the /2-norm. 
From the above lemma, we have a bound on r. 
Lemma 3.0.4 
r 2 
Pq < . ^ - 2 
Proof. 
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< i ( i w i 2 + i k i n 
= i l H P 
The above lemma implies that the quantity ||Pg|| is also bounded. 
Then we introduce an algorithm, namely the predictor-corrector algorithm. 
It can solve the linear programming in polynomial time. It is the basis of the 
predictor-corrector algorithm for the self-dual embedding technique which 
will be introduced later. 
The predictor-corrector algorithm: 
Given G A/'(l/4), 
predictor step 
Compute the search direction {dx, dg) with 7 = 0 from (3.6) 
A 
Compute the largest 0 so that 
{x{d),s{0))eX{i/2). 
A A 
Take the next step (x', s') = {x{0), s{0)). 
corrector step 
compute the search direction d with 7 = 1 from (3.6) 
Take the next point = {x' + s' + cQ 
After each predictor step, we take a longest step targeting to the optimal 
face. But we need to make sure the next iterate is within A/'(l/2). Then, in 
16 
the corrector step, the following lemma guarantees that the solution is within 
Ar(l /4) . 
Lemma 3.0.5 
For each corrector step, {x^, s^) G A/'(l/4) 
Proof: 
Suppose the result of the predictor step is s'). We let d! = d{x', s') with 
7 = 1. We also define that the /i'(6') 二 x\e)s'{e)/n, V(9 G [0,1]. From 
equation (3.7), we have /i'((9) = fi' for all 6>, and in particular = 
Note that if we make use of the lemmas above with (3 二 1/2, we have: 
n, , 1 2 1 (1/2)2 1 
P'q' < _ r 2 < —_�‘ \ = - f j . 
q —2 - 21 - (1/2广 
Therefore, from (3.8): 
X'{e)s'{0) - /i((9)e = [l — 0)[X's' — fJe)+ 炉D'Js 
={l-0){X's' - + 
< I " ' . (3.10) 
The above inequality is true for all 0 G [0,1]. By setting 0 = 1, it leads to 
the desired result. 
Now we discuss the step size for each predictor step. Notice that by taking 
7 = 0, we have = (1 — 句 T h e r e f o r e , the improvement for each step 
八 
will depend on the quantity 6. 
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Lemma 3.0.6 
The step size in the predictor step satisfies 
/ l / \ o-5\ 
� j -
Proof. 
Using Lemma 3.0.5 and equation (3.8), we have: 
\X{e)s{0) - fi{0)e\\ = \\{l-0){Xs- I^e)+ Pq\ 
< {l-0)\\Xs- fie\\+0^\\Pq\ 
For e < < fi/8, and we have 
\\X{0)s{e) - I2{0)e\\ < {l-0){Xs- fie) + fi/s 
^ +六） 
< 
= ( 3 . 1 1 ) 
using also 6 < 1/2. Hence as the proof of Lemma 3.0.5, {x{9), s{0)) gA/"(1/2) 
八 
for 9 <9i. So, 6 >0i as desired. 
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Theorem 3.0.7 
The predictor-corrector process terminates in 0{\/nt) iterations to reach a 
precision of 
Proof. 
From Lemma 3.0.3 and Lemma 3.0.4, we have ||Fg|| < ||r|p/2 = nfi/2. It 
directly leads to 9i > (4n)—o.5 at each iteration. As / / 於 + 工 = L e m m a 
3.0.6 directly implies that 
/ / + i < ( 1 - (4n)-0-5)// 
for each k. This yields the desired result. 
The proof above is not exactly the same as in the paper of Mizuno, Todd 
and Ye [9]. But the idea is of course the same. 
After this section, we have an algorithm that can solve a linear programming 
problem in polynomial time. Now, we directly apply the algorithm to solve 
the self-dual embedding model. 
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The homogeneous self-dual embedding technique 
Now, we introduce a self-dual embedding model which can use all the nice 
features of the primal-dual interior point method. Consider the following 
artificial linear programming problem (HLP) for (LP) and (LD): 
{HLP) min (n + l)yo 
s.t. Ax —xob —yo^p — 0 
-A^y -hxoc -s jyord = 0 
bTy - c ^ x -Sq -yorg = 0 
rpU -rjx -\-xorg = _ ( n + l ) 
X > 0, xo > 0, 5 > 0, 5o > 0 
where r^ = Ax^—b, Vd — s^-^A^y^—c and Vg — b^y^—c^Xo — s^. Furthermore, 
a : ® � 0 , 4 � 0 , s O � 0 and sg > 0. 
It is easy to observe that the (HLP) has a feasible solution 
{y,x,xo,s,so,yo) = 1, 1,1). 
Moreover, it is obvious that the optimal solution for the above problem is 0. 
Xq is a variable for homogenizing the problem. And yo is another one for the 
initial solution achieve feasibility. Note that with Xq — 1 and yo — 0, the 
first 3 equations represent the primal and dual feasibility and reversed weak 
duality. If both (LP) and (LD) problems are feasible, then (X/XQ) is feasible 
for (LP) and (JJ/XQ, s/:ro) is feasible for (LD). On the other hand, if we get a 
5o greater than 0 such that c^x — iFy < < 0, then either (LP) or (LD) 
is infeasible. Also, we should notice that yo is always zero at optimality. 
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In addition, if we let (HLD) be the dual of (HLP), we can easily observe 
that (HLD) has the same form of (HLP). It is mainly due to the skew-
symmetricity of (HLP). Also, by denoting the optimal solution of (HLP) by 
{y*’ X*, xl, s*, 5o, Vq), it directly leads to the result that (HLP) has the strictly 
self-complementary solution: 
X* + s* > 0 and x^s^ > 0. 
We denote the set of all feasible points of (HLP) by T . We now can define 
the central path of (HLP) as: 
/ ^ \ T 
C = {(2/, X, s, 5o, yo)} e T : = ^ :二。〜} 
、孙So 乂 几 
After the central path is defined, we can define the neighborhood of the 
central path as follows: 
I \ Xs 
= { ( " , 工 , 5 , 5o, yo)} eJ'-.W — /ie|| < Pfi}, 
^ XqSQ ) 
where = 二�卯, f o r some p G (0,1). 
The predictor-corrector algorithm 
Now, after we have defined the central path, we can apply the predictor-
corrector algorithm developed by Mizuno, Todd and Ye [9] to solve (HLP). 
By using Newton's method, the search direction can be obtained by solving 
the system of linear equations: 
21 
f 
Ad^ -bdxo +rpdyo = 0 
-A^dy + c 4 o -^ddyo - d s = 0 
h^dy -c^dx +rgdyQ -dso = 0 
[ND) 
-Tpdy -Tgdx^ 二 0 
Sdx +Xds = 7/ie — Xs 
Sodxo +OCodso = 7// — XqSO 
\ 
Predictor step. 
For every feasible point in where p 二 0.25, we solve (ND) with 7 = 0. 
Then take the step length a such that 
a = max {a : (y(a), x(a), Xo(a), s(a), so(a), yo(o^)) ^ 
i/(a) = yk + ady x{a) — x^ + ad^ 
Xo(Q;) = XQ + adxQ 5(0;) = + ads 
So (a) 二 sS + adso 2/0 (a) = 2/0 + ad^ 
Corrector step. 
After each predictor step, we can obtain a feasible point in J\f{2P). Then we 
can take a corrector step by solving (ND) again with 7 = 1. The new feasible 
point can be obtained as 
y(a) = / + dy, x{a) = + 
:ro(a) 二 X告 + 5(0;) = + ds, 
So(a) 二 sg + dso, yo{a) = Vq + c?卯. 
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We can prove that the new feasible point is in 
The figure below shows the feature of the predictor-corrector algorithm. The 
iteration starts at a point somewhere on the central path. The predictor step 
makes it move towards the analytic center and take a maximum step inside 
A/'(2/3). Then the corrector step takes it back to a point near the central 
path which can be proved to be inside 
The Feasible region 
1 The Optimal face 
N(2B)  
The analytic centre 
The central path ••• � / / 
7/ 
In practical sense, the convergence criteria can be set as: 
(J；於 \ ^  g^ / y^ \ 
2. ^^  s-
Theorem 3.0.8 The predictor-corrector algorithm generates a strictly com-
plementary solution to (HLP) in 0[y/nL) iterations. 
Proof. 
This proof exactly follows the argument of Theorem 3.0.7 by letting x = 
23 
A A _ . 
= {s,SQ),dx = {dx,dxo),ds = (ds^) with n = n + 1. For 
details one are referred to the paper written by Ye, Todd and Mizuno [19 . 
Hence, it follows that the original (LP) and (LD) problems can be solved in 
0{y/nL) iterations or indicates the (LP) or (LD) is infeasible. 
This theorem can be extended to the Warm-Start Strategy we introduce in 
the next chapter. After we construct the new starting point, the predictor-
corrector technique can also be applied to the new problems and we can have 
the same time complexity to obtain the new solution. 
24 
Chapter 4 
The Warm-Start Strategy 
(WSS) 
In the previous chapter, we described an algorithm to solve the linear pro-
gramming problem. This algorithm can solve the problem in a very fast and 
efficient way. In what follows, we want to make use of this algorithm in other 
applications. After we solve a problem by the predictor-corrector algorithm, 
we try to make use of the information obtained from the old problem to solve 
a new problem which has a similar structure as the old problem. 
Basic Method of Warm-St art Strategy 
Consider the (LP) and (LD) problems above. We have (HLP) and we can 
solve it by the predictor-corrector algorithm. Suppose that the original prob-
lem is solvable, and we have the optimal point (y*, x*, Xq, S*, S^, 0). 
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Moreover, we have the strict complementary properties which are known as 
x* + 5* > 0,X* X s* = 0,Vz G {1 ,2 , . . •，n}. We denote the set B = {i\x* > 0} 
and the set N = {z|s* > 0}. A well-known fact is that J5 U TV = {1,2, . . .，n} 
and B n iV = 0, i.e. B and N are a partition of the whole index set. 
Then, we consider a new problem 
(LP) minimize ^ x 
subject to Ax 二 b 
x>0 
where \\A — — b\\ and ||c — c\\ are small. 
Now, we wish to use the information from the old problems (LP) and (LD). 
By considering the previous optimal point, we construct the following new 
model: 
{HLP) min 
s.t. Ax -xob -yoTp = 0 
-A^y +XoC —s -\-yord = 0 
iTy - c ^ x -So -yoVg = 0 
~T 1 (n+l)/i 
r;y -—d 工 = 
x>0, Xo > 0, 5 > 0, So > 0 
where /jl > and 及 o � 0 are fixed constants, and 
Tp = {Ax - b)/yo 
Td = {A^y + s-c)/yo 
Tg = {i^y - ^ x - so)/yo 
are the residual vectors. 
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To make use of the information of the old problems (LP) and (LD), the initial 
point of (y, x, xq, s, Sq, yo) is set as follows: 
^B = xn = 
SB = SN = 
y = y\ 
5o 二 
Xq = 1, 
yo = 
^ 
Obviously, the above solution is feasible to {HLP). Moreover, this solution 
lies precisely on the central path with a duality gap equal to fi. After all, 
the final stage is to specify the parameter fi. There are many ways to specify 
Id. In this thesis, we use statistical results to decide a suitable fi. And 
more importantly we try to figure out how the parameter /i is related to the 
performance of the Warm-St art Strategy. 
The basic methodology we introduce in the above discussion is mainly fo-
cussed on the case where the data of the original model are changed slightly. 
Now we extend this idea a little bit to a more difficult case. 
Adding rows and columns 
Linear programming is often used as a subroutine in a more general frame-
work. For example, LP models are solved repeatedly in the cutting plane 
approach to combinatorial optimization problems. In that circumstance, one 
needs to re-optimize when new constraints and/or variables (rows and/or 
columns) are added to the LP model over time. If only new columns are 
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added, then traditionally, the dual simplex method is used for the purpose 
of warm starting. In this section we will see that in the framework of homo-
geneous self-dual embedding, the addition of new rows and/or columns can 
be incorporated in a very natural way. 
Again, we have the (LP) and (LD) models and their optimal solutions. Then 
we consider the following enlarged problem: 
{LP') minimize c^x + c^Xc 
subject to Ax + AcXc = b 
X > 0, Xc > 0 
with its dual 
{LD') maximize b'^y + bji/r 
subject to A^y + A^Ur + 5 = c 
A^y + A^^Vr + Sc = Cc 
5 > 0, 5c > 0. 
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Then the embedded self-dual system (HLP，）is 
min kijQ 
s.t. Ax -\-AcXc —xob —yoTp — 0 
ArX -\-ArcXc —OCoW " l / oV = • 
-ATy -A^yr —s -\-yord = 0 
-A^y -Aj^yr +xqCC -SC = 0 
b^y +bjyr -c^x -c^Xc —SQ _ 2 / o �= 0 
rpV ^r^rVr -rdX -r^c^c = —k 
oc, 工c, 5, Sc, So > 0 
with A: = n + l + r + c, where r is the number of added rows and c is the 
number of added columns. Let the solutions to the previous problems (LP) 
and (LD) be x* and (y*, s*) respectively. Let us assume the optimal partition 
be B and N. 
We construct the following initial solutions for {LP') and {LD'): 
and 
(仏 Vr, SB, Sn, Sc) = (y*, 0, ^N^ 
The residual vectors are defined as 
Vp = {Ax + AcXc - b)/yo 
Tpr = {ArX + ArcXc-hr)/yQ 
Td = {A^y + Ajvr + 5 - c)/yo 
Tdc = {^Iv + A^cVr + Cc) / V q 
Tg = {b'^y + b^Vr - C^X - C^Xc -
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Obviously, (x, Xc,仏 s, Sc), together with 
{so,xo,yo) 二 (/i, 1 , ") 
form a feasible solution to {HLP'), and furthermore, this solution lies strictly 
on the central path. 
The general picture of the solution path is shown in the following figure: 
The OLD Feasible region 
； The OLD Optimal face 
^ The OLD analytic centre 
The OLD central path The NEW Optimal face 
z / JL-—I The NEW analytic centre 
The NEW central path X The NEW starting solution 
/ The NEW Feasible region 
The idea of the Warm-St art Strategy is that all the information we obtained 
from the old problem is useful to the new problem. The only thing we need 
to pay attention is how to adjust the parameters in our model so that the 
Warm-St art Strategy can be implemented in a more efficient way. 
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Chapter 5 
Experimental result and 
analysis I: Parametric 
programming case 
After the brief introduction of some basic theory of the interior point method 
and proposing our new method, we discuss the results of our experiments in 
testing our new method. As we explained before, the primary objective of 
this thesis is to experiment the method with different set of data. It leads us 
to design a series of experiments so that we can measure every aspect of our 
method so as to know how to set the parameters to make the Warm-St art 
Strategy work better and under what conditions the Warm-St art Strategy 
will perform well. 
Before we present our results, there is an important note we want to make 
here. In the discussion of last chapter, we defined the (RLP) and {HLP'). 
Moreover, we proposed a strategy to transform the optimal solution of (HLP) 
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z -
to the starting solution of {HLP) and {HLP'). However, we know that one 
parameter plays a major role there. It is the parameter fi. The importance 
of /i is that it measures the initial duality gap between the primal problem 
and the dual problem. This means that it measures the distance between 
the starting point and the optimal point in terms of the distance of central 
path. Also, the starting solution is a function of /i. Selecting a suitable fi 
becomes an important issue for the Warm-Start Strategy. Therefore, we will 
spend some time discussing this point. 
Now we start our discussion on our experimental results. We will first analyze 
a small-size case. Then, we consider some other cases, including randomly 
generated ones. We then consider real cases from the netlib for testing. We 
hope by doing so we can get full understanding of our method. 
First, we want to analyze the parametric programming case. Recall the 
model of 
(HLP) min 
s.t. Ax —xob —yoTp — 0 
- A ^ y +xoC - s +yord = 0 
i^y -c^x —So —yofg 二 0 
rpV -r^x 二 
X > 0, xo > 0, s > 0, 5o > 0 
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where /x > 0, and yo > 0 are fixed constants, and 
Tp 二 {Ax -b)/yo 
Td = {A^y + c)/yo 
Tg = (h^y - ^ x - h)lyo 
are the residual vectors. 
The initial point of (y, x, Xq^ s, sq, yo) is given as follows: 
XB = 无 N = 
SB 二 //(X為)—le, sn = s*^, 
h 二 
Xo = 1, 
yo = 
5.1 The Big-Mac Problem 
In testing the performance of the Warm-Star Strategy, we start with a very 
small-size case. We want to use it to get some feeling for our method. We 
call the test case the ” Big-Mac Problem". The dimension of its data matrix 
A is 24*10. 
The procedure is the following. We first solve the new problem by the 
Predictor-Corrector algorithm. The number of iterations we need to solve 
the Big-Mac is 22. We then study the change of the column vector b. We 
just let b = b Sb. We artificially give a small change on it and use the 
Warm-Start Strategy to solve the problem again. 
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Figure 5.1: Change the first element of column vector b 
The first set of experiment is to test on how /i affects the results. Figure 5.1 
above shows the general picture as we let the first element of Sb = 1: 
We can easily observe a predictable result from the graph above. When we 
decrease the value of /i, we need fewer iterations to approach a new optimal 
solution. Without using the Warm-St art Strategy, we needed 22 iterations 
to get the optimal solution. Suppose we are not so greedy, say we just let 
ji 二 10—3，then the number of iterations can be decreased to 10. We can save 
half of the running time. We point out here that for small values of /i, e.g. 
/i = 10—8 or 10-9, will cause numerical instability. So, too small /i should 
not be included in our discussion. 
Then in the next step, we want to elaborate a little more. We try to incor-
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porate more aggressive changes compared to the first experiment. We do it 
in two ways. The first one is that we change the first element 10 times more 
than before, i.e. the first element of Sb is 10 times bigger than the previous 
value. The second one is that we change all elements of the column. Figure 
5.2 and Figure 5.3 in the next page show the corresponding result. 
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Figure 5.2: The bigger change in the first element of the column vector b  
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Figure 5.3: Change all elements of the column vector b 
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So far all yields very positive result. 
In the next step, we try to apply the method in the case of changing A, b 
and c at the same time. However, this time, the result is not very positive. 
1 1 1 1 1 1 
22 - j 丨 _ 
� • f . 
ky : 
15 - ^ ~ ‘ -
I I 1 1 1 1 
0 1 2 3 4 5 6 7 UdO") 
Figure 5.4: Change the elements of all matrices A, b and c 
Figure 5.4 shows a very different picture. The number of iterations will 
increase when we further decrease fi to be smaller than 0.01. Besides that, 
the minimum number of iterations required is higher also. Even worse, the 
number of iterations will be even higher than the original (22 iterations) 
when we use very small fi. 
In fact, this phenomenon is not difficult to explain. Consider the case that 
we just change the vector c. We then get the picture shown in figure 5.5. 
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Figure 5.5: Change the first element of the column vector c 
We find that this graph is almost the same as before. We suspect that the 
change in c vector caused the problem. We consider the following parametric 
programming problem only: 
{PLPc) min (c + ScYx 
subject to Ax = b 
x>0 
We study the change of Sc in order to know why we get bad results. 
In the end, we can find a way to explain this phenomenon. Figure 5.6 in 
the next page shows the result of the parametric programming. Although 
it is not so obvious, we can see that there is a change in the slope when 
the first element of the vector c moves from 0.084 to 0.0845. The knowledge 
about parametric programming tells us that the index sets B and N exchange 
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elements there. 
Notes: For information, the original objective value is 0.6049. 
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Figure 5.6: Parametric programming analysis of the column vector Sc 
In this experiment, we found that if the partitions of B and N have changed, 
the performance of our Warm-St art Strategy turns to another extreme. To 
prove this point, we compare 2 cases. The first one is just to let the first 
element of Sc equal 0.084. For the second case, we let it equal to 0.085. We 
find that in the first case, the experimental result is like the result shown in 
Figures 5.1 , 5.2 and 5.3, while in the latter case, the experimental result is 
like the result shown in Figures 5.4 and 5.5. 
Suppose that after solving the old problem, we have the set B = {i\x* > 0} 
and the set N = > 0}. Assume that we want to solve a new problem 
by using the Warm-Start Strategy. Then if the sets B and N for the old 
problem are the same as the new problem, then decreasing fi helps to de-
crease the number of iterations. However, if the partitions has changed, then 
39 
decreasing ii may conversely increase of the number of iterations. 
This observation is very important for our analysis in the my whole thesis. 
The idea behind warm-start is that the old optimal solution should be close 
to the new optimal solution. Therefore, the starting solution generated us-
ing the information of the old solution should be close to the new optimal 
solution. Now we can explain what the word "close" means. If the sets B 
and N do not change, then we consider the solutions to be "close". In that 
case as we decrease ji, the performance of the Warm-St art Strategy is better. 
Conversely, if the old optimal solution is not “ close" to the new optimal solu-
tion, then the performance of the Warm-St art strategy cannot be improved 
by decreasing jj. In this case, the value of fi to minimize the number of 
iterations is around 10—i to 10—2. 
To further justify our conclusion, we do the same set of experiments for the 
column vector b instead of column vector c. 
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Define the new (PLPb) for vector b as follows: 
{PLPb) min c^x 
subject to Ax = b Sb 
x>0 
Figure 5.7 below shows that the break point for the first element of Sb is at 
851. 
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The first element of 5 b 
Figure 5.7: Parametric programming analysis of the column vector 5 b 
Figure 5.8 in the next page shows the corresponding number of iterations we 
need by fixing (JL to 10—4. We see that after the partition has been changed, 
there is a big jump in the number of iterations. 
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Figure 5.8: Parametric programming analysis of column vector S b 
Also note that the first element of b is 2400 and the first element of c is 0.58. 
The percentage of increase for the two cases is 35.41% and 14.48% . This 
also agrees with the conclusion that the percentage increase or decrease may 
not play a central role in our Warm-Start Strategy. The only point we should 
consider important is the change of elements in B and N. 
We now consider what will happen if we change A, b and c simultaneously. 
Because we know that the change of elements in B and N is critical to our 
result, we would like to let the change of elements be another focus of our 
analysis. So, as before, we define the new (PLPA) for matrix A as follows: 
( P L / M ) min c^x 
subject to {A + SA)x = b 
x>0 
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Using the similar technique as before, we determine that the break point 
of the first element of SA is around 117. The corresponding percentage of 
increase for the first element of A is 23.88%. 
We now combine all the 3 PLPs, and have the final parametric programming 
problem: 
(PLP) min (c + Sc)'^x 
subject to {A + 6A)x = (6 + 6b) 
x>0 
The (PLP) above can be considered as a parametric programming problem 
for all changes in A, b and c. By the analysis above, we know that the 
corresponding break point is at around 117, 851 and 0.085. Therefore, we just 
let the first element of the SA, Sb and Sc be 115, 840 and 0.08, respectively. 
The result is shown in Figure 5.9 below. 
1 I 1 1 1 1  
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Figure 5.9: Parametric programming analysis of all 6 vectors 
43 
The result is similar to the Figures 5.1 to 5.3. That confirms our conclusions 
mentioned earlier on. 
More and more evidence show that the change of partitions between B and 
N is the clue. It cuts the point that we consider instances to be close and 
the Warm-Start Strategy to performance well. 
Nevertheless, before we do the parametric analysis, we may not have informa-
tion about whether the partitions will change or not. But if we look carefully 
on the performance of the Warm-Start strategy, there is a further strategy 
to play with /i. We know that for the case where the solutions are close, 
it requires fewer iterations. However, the rate of decrease in the number of 
iterations is not always the same. In the previous case, we learn that when ^ 
is decreased from 1 to 10"^, the decreasing rate is sharp. However, after 10"^, 
further decrease in (JL will not decrease the number of iterations substantially. 
Therefore, there is no point to let /x be too small anyway. If we set /i to be 
around 10—2, the performance is still satisfactory. For our Big-Mac problem, 
if we have the "close" case, then the number of iterations is 11. We can save 
50% of iteration compare to the original predictor-corrector algorithm. On 
the other hand, if we have the “far" case, the number of iterations is 16, and 
such performance of the Warm-Start Strategy is still not bad. 
To conclude this section, we have tested a simple case on our Warm-Start 
Strategy. The purpose of the test is to get some general feeling for our 
method. There are some valuable findings. First, we know that our algo-
rithm performs well under certain conditions. It can save almost half of 
iterations in the experiment. Besides, we under what circumstances our 
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Warm-St art Strategy performs well. If the old optimal solution and the new 
optimal solution have the same partition B and N, we call it a "CLOSE" 
case. Our method is good in this case. Otherwise, we call it a “ FAR" case. 
The performance will be comparatively worse than the "CLOSE" cases. For 
both cases, the /i should be set around 10—2 to 10—3. 
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5.2 The randomly generated problem and the 
Netlib problem 
At this stage, we learned some characteristics of the Warm-St art Strategy. 
But it is just the result of one particular case. We want to test our perfor-
mance further on different cases. We hope that what we find in last section 
can be applied further to other cases, at least to the case of higher dimensions. 
The randomly generated problem 
The main reason that we do the test for randomly generated problems is 
that we want to apply the Warm-Start Strategy to higher dimensional cases. 
Also, instead of specially structured real problems, we want to have some 
results on general problems so that we can have a more general picture for 
our method. 
The procedure is similar as in the previous section. We first investigate the 
characteristics that we observed in the last section. In addition, we want to 
know whether the performance of the Warm-Start Strategy will be affected 
after we increase the dimension of the problem. 
The experiment is easy to conduct. We just randomly generate data from 
matlab for matrix A. Then let b equal A times a positive randomly generated 
column vector in order to guarantee that the primal problem is feasible, c is 
also a randomly generated positive column vector. Because both the primal 
and the dual problems are feasible, they will have the same optimal value. 
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Now, we turn to our previous discussion. We want to know that the conclu-
sions developed for the case of Big-Mac problem are applicable here as well. 
The first issue we investigate is the change of /i. Figure 5.10 below shows the 
typical results: 
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Figure 5.10: Performance of WSS across different ji in random and "CLOSE" 
case 
The case above has 70 variables and 30 constraints. In fact, we have done 
the same experiment in many cases for different dimensions. All results 
show that the performance of the Warm-Start Strategy is positive for the 
"CLOSE" case. Otherwise, it will yield comparatively less favourable results 
as we showed in last section as well as Figure 5.11 on next page: 
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Figure 5.11: Performance of WSS across different ji in random and ” FAR” 
case 
Therefore, from Figures 5.10 and 5.11, we have the following conclusions. 
The most important point to note is that what we said about the Big-Mac 
case is applicable in general. It includes the properties of fi, and under what 
condition the Warm-St art Strategy is preferred. That is useful for all our 
analysis later, as we may avoid resetting the parameters. 
Dimensionality is also a point of note. We wish to know whether dimen-
sion also affects the performance of the Warm-Start Strategy. The design 
is that we just randomly generate a problem instance as above. Then we 
make a small change, and record the decrease in the number of iterations in 
percentage. Repeating the procedure as described above we can record the 
average improvement in percentage. The table in the next page summarizes 
the results: 
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Number of columns 
40 80 120 160 200 
10 55.53% 60.13% 67.85% 69.08% 69.26% 
Number of rows 40 NA 43.32% 43.24% 47.98% 58.22% 
70 NA 16.66% 43.77% 34.48% 41.97% 
100 NA NA 28.23% 35.66% 47.6% 
There are some conclusions we can draw from the results above. The first is 
that we expect the number of rows and the number of columns to affect our 
results. But if you expect that large dimension of the data matrix will make 
the performance of Warm-Start Strategy worse, then it is not totally correct. 
The key here is the ratio between the number of rows and the number of 
columns. If we fix the number of rows, we find that the performance is 
better if the problem has more columns. We define the ratio {(Number of 
rows)/(Number of columns)} as RC ratio. If the RC ratio is big, then we 
expect the partition to change more easily, as in that case there will be more 
constraints for the fixed dimension. 
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The two pictures in the previous page reflects the following point. When 
the optimal point is moved, the low RC case ratio makes it easier to happen 
without changing the partition of the index set. It explains why we have 
such experimental results. But if we just look at the absolute value of the 
result, we still find that the result is good for all cases. For some cases, we 
can save as much as over 65% of efforts to solve the problem. It is even a 
bit better than the Big-Mac case. So, we do believe that the Warm-Start 
Strategy should work well in all cases under several conditions. 
The netlib cases 
Until now, the result of the test for the Warm-Start Strategy is satisfactory. 
The last set of experiments is on the real instances. Although the last section 
tells us how good the Warm-Start Strategy can be, may be due to the random 
nature of data. Therefore, we finally try to apply the Warm-Start Strategy 
to real cases. A major difference between real cases and random cases is that 
the former ones are much more sparse. Therefore, the result of the real case 
test should be another good reference for our Warm-Start Strategy. 
The table below shows the result by fixing ji to 10—2: 
Problem Name Size of A No. of iteration No. of iteration using WSS 
AFIRO 27*51 23 13 
KB2 52*77 39 18 
SC50A 50*78 26 14 
SC50B 50*78 24 15 
SHARE2B 96*162 30 14 
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From the results above, we know that in the real cases, the Warm-Start 
Strategy can still perform as before. The percentage decrease in number 
of iterations can be 40% - 60%. That is a very positive indication for the 
Warm-Start Strategy. 
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5.3 Chapter summary 
In this chapter, we have tested several cases on the Warm-St art Strategy. 
That is the parametric programming part. The results of the experiments 
are very encouraging. All of them are good evidence to show that our Warm-
Start Strategy will save a certain portion of efforts. 
In the process of testing our methods, we learn some of the conditions that 
allow our method to perform better. First of all, the parameter fi should not 
be set too small, e.g. lO—i to 10—3 is a suitable choice. Also, we have classified 
two categories of problems. If the optimal solution of the old problem and 
the new problem have the same partition B and N, we call it a "CLOSE" 
case, otherwise, we call it a “ FAR" case. In our test, we know that the 
Warm-Start Strategy will be more effective for the "CLOSE" cases. We can 
save up to 30% - 70% of the efforts to solve the new problems compared to 
the original predictor-corrector algorithm. Last, the structure of the problem 
also affects the results. After we define the quantity { (Number of Rows) / 
(Number of Columns) } as the RC ratio, our test results prove that the low 
RC ratio will enhance the performance. 
Now, we have studied the performance of Warm-Start Strategy for parametric 
programming. In the next chapter, we continue to study what happens when 
variables and constraints are added. 
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Chapter 6 
Experimental result and 
analysis II: Adding rows and 
columns 
In the previous chapter, we have presented some experimental results for the 
Warm-Start Strategy. Now, we want to apply it to a different problem. It is 
the case of adding variables or constraints. 
We recall that we have the new problem (LP，)： 
{LP') minimize c^x + c^Xc 
subject to Ax + AcXc = b 
00 I — bj* 
x > 0, Xc > 0 
with its dual 
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{LD') maximize b^y + bjyr 
subject to A^y + A^Vr + 5 = c 
A ^ y + A^^Vr + Sc = Cc 
s > 0, Sc > 0. 
Then the embedded self-dual system (HLP，）is: 
min kyo 
s.t. Ax -\-AcXc -Xob -yorp = 0 
ArX -\-ArcXc —Xobr — 2 / 0 〜 二 • 
-A^y -Ajyr +XoC —s +Vord = 0 
- A ^ y -A^^Vr +xqCc -SC +y&rdc 二 0 
bTy +bjyr -c^x -c^x^ -Sq -yorg = 0 
TpV -r^x -rJ^Xc ^x^Vg = —k 
X, Xc, Xo, s, Sc, 5o > 0 
with A: = n + l + r + c, where r is the number of added rows and c is the 
number of added columns. Let the solutions to the previous problems (LP) 
and (LD) be x* and respectively. Let us assume that the optimal 
partition is B and N. 
We construct the following initial solutions for {LP') and {LD'): 
( X B ^ X N ^ X C ) = 、 o c * B M S * N ) — \/^e) 
and 
(仏 yr, SB, SN, SC) 二 (?/*, 0, —丄， e ) . 
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The residual vectors are defined as 
Tp = [Ax-]- AcXc - b ) / y o 
Tpr — (^AfX + AJ-qXQ — ^ r ) / Vo 
Td 二 {A^y + Ajvr + 5 - c)/yo 
Tdc = {A^y + Aj^Vr + Sc - Cc)/yo-
Obviously, {x, Xc, y, Sc), together with 
(so,:ro,yo) = (/^ ，1,/^ ) 
form a feasible solution to {HLP'), and furthermore, this solution lies exactly 
on the central path. 
In this case, the situation is a little bit more complicated than the parametric 
programming case. The main reason for this is that no matter whether we 
add the variables or constraints, we need to add new variables to our original 
model. We should consider this differently. 
Anyway, we will test this case as what we did in the previous chapter for the 
parametric programming case. We again use our Big-Mac Problem to get 
some initial feeling for the Warm-Start Strategy. After that we shall try to 
apply it to larger problem instances such as the randomly generated cases 
and the netlib cases. Our target is to develop another set of strategy such 
that our Warm-Start Strategies will work well. 
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6.1 The Big-Mac problem 
As the parametric programming case, we want to use a small size case "Big-
Mac" to do our test first. As the objective function of the Big-Mac case 
is known, the design of the experiment is the following. Let the original 
problem have the data matrices b' and c'. We cut matrix A' into 4 sub-
matrix A, Ar, Ac and Arc refer to the problem (LP'). And we cut the column 
vector into 2 column vectors b and b” Similarly we cut the column vector 
c, into 2 column vectors c and c � W e want to get the resulting matrices such 
that after using the Warm-Start Strategy, the new problem is exactly the 
Big-Mac problem. Let A', b' and c, be the following data matrices: 
an ai2 . • • ftin h Ci 
a2l ^ 2 2 . . . CL2n , , h , 
A = b = c = 
• » • • • _ 
• • • • • • • • * • • • 
For example, in order to test the case of adding a row, we can cut the matrices 
as follows: 
AIL CLl2 . • • hi CI 
2^1 (^22 • • • 02 
A = b = c 二 
• 參 • • • • 
• • • • • • 
攀 • » _ • • 
ttm-1,1 CLm-1,2 • • • ^m-1 ^n 
and 
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^r = ami CLm2 . •.仅職 知 =b m 
All Ac, Arc and Cc are zero-dimension vectors. 
We can see that by cutting the matrix we can construct a problem for testing 
the Warm-Start Strategy. A, b and c play the role as the old problem. After 
solving the old problem, we add Ar, A^ A c W and Cc. Then the new problem 
constructed this way can get back to the problem where the data is A', h' 
and c'. So, we can use all the information of the solution. We will use this 
method later. 
As we discussed earlier, this case is a little bit more complicated than the 
parametric case. We remark in the simplex type methods, adding variables 
and constraints are treated very differently. However, now adding constraints 
and variables might be considered similar in some sense. It is mainly because 
our model is self-dual. Adding rows in the primal problem directly means 
adding columns in the dual problem and vice versa. 
First, we fix fi to 10—3. The table in the next page shows the performance of 
our test: 
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Table 6.1: Performance of the Warm-Start Strategy in adding rows and 
columns 
Number of columns added 
0 1 2 
0 NA 45.45% 31.82% 
Number of rows added 1 22.73% 13.64% -18.18% 
2 27.27% 22.73% 4.55% 
There is something we want to make clear. Our original size of the data 
matrix A is 10*24. Removing 2 columns and 2 rows are the maximum removal 
that we consider achievable. For the above case, the old problem might have 
the matrix with dimension 8 x 22. Completing adding 2 constraints and 2 
variables already destroy the original feasibility. Therefore, we consider that 
the Warm-Start Strategy cannot remove more constraints and variables. 
As shown in the above table, we observe some unexpected results. We expect 
that the performance of adding rows and columns are similar due to the 
self-dual embedding of the system. But in the first experiment, we see the 
differences. So, we need to do more tests. 
In order to understand the reason, we first look at the cases above one by 
one. We study the parameter jn again, because ji is one of the most crucial 
factors for the success of the Warm-St art Strategy. We should concentrate 
on how it affects our algorithm. The table below shows the results: 
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(Rows, Columns) added 
^ _ _ (0,1) I (0,2) I (1,0) I (1,1) I (1,2) I (2,0) I (2,1) I ( 2 , ^ 
0 17 22 15 16 19 19 20 26 
0.5 16 20 14 14 18 18 20 25 
1 15 18 13 13 17 17 19 24 
1.5 13 17 12 13 17 16 17 23 
2 12 16 13 15 20 15 16 20 
2.5 12 16 15 17 23 15 15 19 
3 12 15 17 19 26 16 17 21 
= 10-工 3.5 1 1 1 5 1 9 2 1 2 9 1 7 2 0 2 5 
4 11 15 21 22 31 19 24 27 
4.5 11 14 22 23 32 21 25 29 
5 10 14 23 23 32 23 25 31 
5.5 10 14 24 23 32 24 27 32 
6 10 13 24 23 33 25 27 33 
6.5 10. 13 25 NA NA 26 27 NA 
7 9 12 25 9 NA 26 NA 41 
There is some useful information that we can get from the data above. If we 
fix the number of rows added, then a traceable pattern will be shown. For 
example, let us fix the number of added rows be two. Different numbers of 
columns added give the same pattern. This is also true for other numbers of 
fixed rows added. It is a very interesting result. We try to follow up on this 
result in other cases. 
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Nevertheless, it is not true the other way round, namely, we cannot trace 
any patterns when we fix the number of columns added. It seems that all 
the curves are independent. The graphs in the next page support this obser-
vation. 
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Number of iteration vs \i in the case of 2 rows added 
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The graphs in the previous page are two typical examples. All the other 
cases for fixing the number of rows and columns are similar. 
We want to find the reason why it is so. When we add rows, the dimension of 
the problem increases. Therefore, if we fix the number of constraints there, 
the problem which we face is that we need to find another optimal point in a 
higher dimensional space. The structure of the feasible region is not affected 
too much, see Graph 6.1. The curves are of similar shape. We have the same 
value of /i for the minimum number of iterations. The performance of the 
Warm-St art Strategy is consistant. This makes it easier to evaluate. 
However, if we fix the dimension of the problem and add constraints to the 
problem, then the feasibility of the original problem will be destroyed. We 
do not know how it behaves when we add different number of constraints. 
Several conclusions for the results shown here are related to those drawn in 
the previous chapter. We can see that for both the parametric programming 
and adding rows and columns cases, the value of (i has an impact on our 
Warm-Start Strategy. If we set the value of fi to be between lO—i and 10—3, 
the number of iterations minimum. This conclusion is the same as in the 
previous chapter. We fix /i in this range for the other part of experiments. 
Now, we discuss the index set. First, we look at the table below. 
Number of Columns added 
0 1 2 
0 NA (0,0) (0,0) 
Number of Rows added 1 (2,2) (2,1) (2,1) 
2 I (3,3) (3,2) (3,1) 
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The first number in the bracket represents the number of elements changing 
from N to B. The second number represent the number of elements changing 
from B to N. 
If we compare the table above with Table 6.1, we can see something related to 
our discussion before. In the previous chapter, we have defined the "CLOSE" 
case and the "FAR" case. From this result, we can see that the same argu-
ment still hold here. If we have the "CLOSE" case, then the number of 
iterations required using Warm-Start Strategy is a monotonically decreasing 
function in fi. If we have the “ FAR" case, the curve of the function will be-
come a V-shaped curve. The minimum number of iterations is around 10"^. 
Let us put the problem in different perspectives. As we said before, adding 
rows are very different from adding columns. Now we narrow down the prob-
lem and make a link to our discussion in last chapter. If we add rows, i.e. 
we add constraints, most probably it causes a change of elements between N 
and B. It follows that we need to start with a larger value of fi because it 
must be a “ FAR" case. On the other hand, if we just add columns, this may 
not happen. Elements in the index sets have change only when the newly 
introduced variable is the basic variable. 
This kind of analysis will become more complicated if the problems involves 
adding rows and columns together. For sure, adding more columns and rows 
will lead to increase of number of iterations. But from the experimental re-
sults, we can save efforts if we use Warm-Start Strategy. 
To conclude this section, we use the Big-Mac problem to initiate our analysis 
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of the adding rows and columns case in the Warm-Start Strategy. We see 
that we should treat adding rows and adding columns differently. Also, we 
learn that some of conclusions in the parametric programming case can be 
applied here as well. 
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6.2 The randomly generated problem and the 
Netlib problem 
In the last section, we used the Big-Mac problem to analyze the performance 
of the Warm-Start Strategy. The Big-Mac problem is a small size instance. 
We want to know the performance of this method when the problem size 
increases. 
The design of the experiment is similar to that of last section. We randomly 
generate a case and then cut the matrices into pieces so that we can apply 
the Warm-St art Strategy. 
We continue our discussion by using higher dimension, the percentage de-
crease in the number of iterations is given by the following tables: 
Size of A Number of columns added 
10*40 0 1 2 
0 NA 41.42% 11.41% 
Number of rows added 1 17.03% 5.72% -27.60% 
2 -0.60% -13.56% -46.61% 
Size of A Number of columns added 
30*70 0 1 2 
0 NA 24.38% 4.90% 
Number of rows added 1 3.81% -16.65% -30.47% 
2 2.84% -14.21% -28.17% 
66 
Size of A Number of columns added 
50*100 0 1 2 3 
0 NA 18.36% 8.17% 4.55% 
1 5.34% -1.53% 3.25% -9.37% 
Number of rows added " ^ -4.55% -9.09% -18.18% 
3 -4.55% -7.14% -13.57% -34.85% 
Remarks: 
1. In the experiment above, we use /i 二 10—2. 
2. All figures in the tables above are the percentage decreases in number 
of iterations. If it is positive, that means there are savings in number of 
iterations. 
We divide our discussion into 3 levels. Small-size case refers to the problem 
with the size of A equals to 10 * 40. Medium-size case refers to the problem 
with the size of A equals to 30 * 70. Lastly, large-size case refers to the prob-
lem with the size of A equals to 50 * 100. We want to investigate whether 
the size of the original problem affects the performance of the Warm-Start 
Strategy or not. 
In fact, the above figures are the average of the experimental results of 10 
trials. Before the experiment, we guessed that the large size case can toler-
ate more perturbation in the problem. That is, the percentage of rows and 
columns added should be proportional to the size of the original problem. 
However, this is not true. 
Besides, we have found one result which is coherent with our previous results: 
67 
adding columns outperforms adding rows. We can see that for most cases, 
the performance of adding columns is better than adding rows. 
Now, we have the following experiment which adds rows and columns inde-
pendently. The following tables show the results. Again, it is the average 
percentage decrease of the number of iterations for 10 trials. 
Number of columns added 
1 2 3 
Small 37.86% 13.94% -42.34% 
Size Medium 31.21% -2.16% -47.68% 
Large 23.1% 3.81% -18.47% 
Number of rows added 
1 2 3 
Small 15.43% 6.23% -7.88% 
Size Medium 10.97% 3.17% -1.97% 
Large 7.61% -21.26% -10.02% 
The tables above strengthen our conclusions: adding columns are easier than 
adding rows in the Warm-Start Strategy. This will be more evident if a small 
value of II is used. However, we have another discovery from the data. We 
can see that the variance of adding rows is smaller than adding columns. For 
example, if we always have the "CLOSE" case when we add 1 column, the 
performance is very good. If we have the “ FAR" case when we add several 
columns, the result will be very bad. But in the case of adding rows, the 
performance is more stable. Even for some cases, the performance of adding 
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3 rows is better than adding 2 rows. On average, the effort we saved does not 
vary too much. It also matches our previous conclusion that adding different 
number of columns are quite independent. 
An important remark here is that, all the figures above are the mean percent-
age decrease using the Warm-Start Strategy. It is, however, not the whole 
story. If we see the raw data, we may discover that the variance of these 
data is very large. It is back to our old story. The result of the "CLOSE" 
case is much better than the “ FAR" case. Therefore, the mean value here 
can be treated as the index. It indicates whether the situation is the more 
favourable the "CLOSE" case, or it is the "FAR"case. 
Summarize all the results we stated so far, the performance of the Warm-
Start Strategy depends on the structure of problem a lot. 
We can see from most cases, the Warm-St art Strategy even get negative de-
crease in the number of iterations. This implies that the Warm-Start Strategy 
is not a suitable method because its performance is worse than using the self-
embedding model from scratch. To continue, we would like to investigate the 
reasons behind this. 
Therefore, we want to look at our data in a more careful way. We look at 
our experiment closer by recording the change of partitions between B and 
N and the relative distance between the old optimal solution and the new 
optimal solution. 
Here, we have already made an assumption, namely we assumed that we de-
scribe the "CLOSE" case and the “FAR" case correctly. All the experimental 
results show this characteristic. 
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Now we look at the table below. 
Number Original Number of Partition Partition Distance Distance 
of columns number of iterations change from change from in the in the 
added iterations using WSS N to B B to N primal space dual space 
1 1 5 2 1 4 4 0 . 6 0 8 4 1 . 3 3 3 4 
2 1 5 2 4 4 4 0 . 6 0 8 4 1 . 3 3 3 4 
3 1 5 5 6 4 4 0 . 6 0 8 4 1 . 3 3 3 4 
1 16 8 0 0 0 0 
2 16 10 0 0 0 0 
3 1 6 6 2 3 3 0 . 3 1 5 9 0 . 8 0 9 6 
1 1 5 7 0 0 0 0 
2 1 5 7 0 0 0 0 
3 1 5 3 7 1 1 0 . 3 0 6 5 0 . 0 7 6 4 
1 16 8 0 0 0 0 
2 1 6 9 0 0 0 0 
3 1 6 1 3 0 0 0 0 
The figures in the above table are the raw data of the above experiments we 
have shown in the tables before. Here, we just want to give an example for 
explanation. Therefore, we just consider the small-size problem. 
Let us denote the optimal solution for the original problem to be x and the 
optimal solution for the dual problem to be The relative distance is given 
by： 
Relative distance = — — — — -
7 0 
The figures in the last page show 4 different types of situations. They explain 
in a more detailed way the experimental results. The first set of result is a 
typical example when the “ FAR" case comes up. The number of iterations 
we need is more than the number using the original self-dual embedding 
predictor-corrector algorithm. The second set and the third set of the results 
give the same idea. The Warm-Start Strategy can perform well if no parti-
tions change. But in the case that it does have partitions changing between 
the index sets, the work we need to do increases tremendously. On the other 
hand, there is a big factor affecting the efficiency of the Warm-Start Strategy. 
It is the relative distance between the original optimal solution and the new 
optimal solution. It is an obvious result when we compare the second set 
and the third set of the results. The fourth set of the result shows that when 
no partitions change, we have a nice result as we obtained in the parametric 
programming case. 
Another point we want to raise again is that adding more rows and columns 
will lead to a decreasing efficiency of the Warm-St art Strategy. Look at the 
experiment set 4，and we can see although the optimal point is not moved 
when we add one to three columns, the Warm-St art Strategy requires longer 
time if we add more columns at a time. 
The table below shows another set of raw data of just adding rows. We use 
similar design as the adding column case. 
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Number Number Original Number of Partition Partition Distance Distance 
of rows number of iterations change from change from in the in the 
added iteration using WSS N to B B to N primal space dual space 
1 1 5 1 8 3 2 0 . 3 7 7 5 0 . 9 3 2 0 
2 1 5 1 6 2 0 0 . 2 3 3 5 1 . 4 7 1 1 
3 1 5 1 5 4 1 0 . 3 2 3 4 2 . 0 9 6 0 
1 1 7 1 3 1 0 0 . 3 9 9 1 0 . 2 4 1 1 
2 1 7 1 4 2 0 0 . 3 5 9 5 0 . 3 7 5 9 
3 1 7 1 6 4 1 0 . 8 3 5 6 0 . 9 9 3 7 
1 1 5 1 7 4 3 0 . 7 5 4 5 0 . 6 6 9 7 
2 1 5 1 7 5 3 0 . 7 5 3 7 1 . 4 6 1 1 
3 1 5 1 8 6 3 0 . 8 2 9 2 2 . 5 0 7 9 
1 1 6 9 2 1 0 . 0 6 8 6 0 . 2 3 5 3 
2 1 6 1 1 2 0 0 . 0 6 9 1 0 . 5 1 3 2 
3 1 6 1 7 3 0 0 . 7 8 7 4 0 . 5 6 1 5 
There are many interesting results in this set of experiments. It gives us 
another view on the Warm-St art Strategy. 
All the results of adding columns are decisive. If the optimal solution is 
changed, then it costs lots of effort in performing Warm-Start Strategy. Oth-
erwise, the optimal point does not change in original dimension, and the 
Warm-Start Strategy will perform well. However, it is not true for the case 
of adding rows. 
As we know, adding rows means adding constraints in the primal feasible 
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region. Therefore, the feasible region will likely reduce. Hence, the optimal 
solution is likely to change. This will cause change in the partition. 
However, bad results do not always come out. Experiment set 4 shows an 
example. We found that if the relative distance between the original optimal 
solution and the new optimal solution is short, then the change of partitions 
does not affect the performance of Warm-Start Strategy. Even for adding 2 
columns, if the distance is close, then the Warm-Start Strategy will still work 
well. 
For all the previous results, we have a very narrow condition such that the 
Warm-Start Strategy can have satisfactory performance. And we should be 
more careful in applying the Warm-Start Strategy when dealing with the 
case of adding columns. But now we can have another condition for the 
case of adding columns. We found that if the two solution are close enough, 
the Warm-Start Strategy also works well. In this situation, the Warm-Start 
Strategy gives a certain degree of reduction in the number of iterations. It 
is very useful for oiir analysis later. In other cases, when the original opti-
mal solution is not close to the new optimal solution, the result is very bad. 
However, we still can conclude something. It is for the adding rows case, the 
change of elements for the index sets is no longer the most important factor 
of the Warm-Start Strategy. The most important factor is the closeness of 
two optimal solutions. 
For the other 3 cases, we can see no traceable pattern. There is only one 
characteristic we can observe. The performance of the Warm-Start Strategy 
is negatively correlated with the distance. We need to consider both primal 
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and dual spaces together. For example, the relative distance of result set 1 
is similar to result set 2 in the primal space. But if the relative distance is 
longer in the dual space, it takes longer time to complete the Warm-Start 
Strategy. 
The previous two studies lay down the foundation of our analysis later. As 
one of the most important features of our Warm-Start Strategy, we can incor-
porate adding rows and columns together. However, the results do not seem 
to be good. We now investigate the case more carefully. Lastly, the tables on 
next page collect raw data for the case of adding rows and columns together. 
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Number Number Original Number of Partition Partition Distance Distance 
of rows of columns number of iterations change from change from in the in the 
added added iterations using WSS N to B B to N primal space dual space 
0 1 1 6 7 0 0 0 0 
1 0 1 6 8 1 0 0 . 0 5 5 9 0 . 1 1 0 6 
1 1 1 6 8 1 0 0 . 0 5 5 9 0 . 1 1 0 6 
0 1 1 7 8 0 0 0 0 
1 0 1 7 1 9 3 2 0 . 8 8 0 5 0 . 4 4 8 7 
1 1 1 7 2 0 3 2 0 . 8 8 0 5 0 . 4 4 8 7 
0 1 1 8 2 0 2 2 0 . 2 5 2 8 0 . 7 3 9 1 
1 0 1 8 2 4 3 2 0 . 2 6 8 4 0 . 5 9 5 2 
1 1 1 8 2 9 3 2 0 . 4 5 5 9 0 . 6 0 2 8 
0 1 1 4 1 8 1 1 0 . 1 7 2 5 0 . 0 5 0 3 
1 0 1 4 1 5 2 1 0 . 3 4 7 9 0 . 2 2 8 9 
1 1 1 4 2 1 2 1 0 . 3 4 7 9 0 . 2 2 8 9 
0 1 1 7 2 9 3 3 0 . 6 4 7 2 0 . 6 5 0 3 
1 0 1 7 1 1 2 1 0 . 9 6 1 5 0 . 0 2 9 2 
1 1 1 7 3 2 2 1 0 . 9 9 5 8 0 . 1 4 6 8 
The table above gives a complete picture to our analysis. We found that if 
we separate adding rows and adding columns, the condition for an efficient 
Warm-Start Strategy is easily understood. 
Here is a reminder. If we deal with the case of adding columns, the change 
of variables is the most important issue. Therefore, we can see that for the 
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results in sets 1 and 2, no change in the partitions took place. In this situ-
ation, the Warm-Start Strategy works well. We can save up to 50% of the 
number of iterations. 
On the other hand, if we just add rows, the distance between the old opti-
mal solution and the new optimal solution in both primal and dual spaces 
becomes important. We first look at result set 5. It is another valuable case 
for discussion. It shows that if we add a column in the problem, we still can 
decrease the number of iterations from 17 to 11. However, an interesting fact 
is that the primal solution is far apart between the old optimal solution and 
the new optimal solution. In contrast, they are very close in the dual space. 
Hence, it does not need so many iterations to approach the new optimal so-
lution. 
Combining the two cases, adding rows and columns simultaneously directly 
requires both conditions at the same time, i.e. the new optimal solution and 
the original optimal solution should be close and the partition should not 
change. 
We want to cluster examples in the previous table into different sets. Re-
sult set 1 is favorable for the Warm-Start Strategy: no change in partition 
and the new optimal solution is close by. The problem of the second set of 
experiments is that the new solution is far away but the partitions does not 
change. Result set 3 is worst: none of the previous 2 conditions is satisfied. 
The performance of the Warm-Start Strategy is bad. We also want to point 
out a phenomenon from result set 4. If we add a column in the problem, then 
there is a change of elements in the index set. However, we find that after 
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1 row is added, the new added column is no longer causing the partition to 
change. 
After all the analysis, we understand more the behaviour of the Warm-Start 
Strategy when rows and columns are added. We know that the requirement 
becomes tighter if we want to add more columns or rows by using the Warm-
Start Strategy. In fact, all the discussions before are based on the small size 
problems. We found that the characteristics are almost the same for larger 
problems. But there is one disadvantage for the higher dimensional instances 
using randomly generated data, namely the problem data is not well struc-
tured. So, the constraints added will cause the optimal solutions between the 
old problem and the new problem far apart. As a result, the performance of 
the randomly generated problem in higher dimension is discouraging. 
It is time to summarize what we discussed in this subsection. After testing 
the Big-Mac problem, we know that adding rows and columns may not yield 
good results as we expected. At least its overall performance is worse than 
that of the parametric programming case. Therefore, we want to investigate 
the reason behind. In the process, we found that we need to treat adding 
rows and adding columns differently. In adding columns, the crucial factor is 
the newly introduced decision variable which will cause the partitions in the 
index sets B and N to alter. On the other hand, the actual distance between 
the original optimal solution and the new optimal solution in both primal 
and dual spaces plays an important role. In the last part of our experiments, 
we will have a better constructed problem instead of randomizing data. 
Another conclusion is that the performance of the Warm-Start Strategy for 
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adding rows and columns case is worse than that of the parametric program-
ming case. In the parametric programming case, we see that the percentage 
of effort reduced is often over 50%. 
Now, we turn to testing the Warm-Start Strategy by applying it to the netlib 
problems. 
The netlib problems 
In this section, we present the test results of the instances from the netlib. 
All these results from the netlib cases are valuable reference to our test. As 
we have mentioned before, the entries in the data matrices for the randomly 
generated cases are nonzero. However, in real cases, we found that many 
entries are zero. The results are shown in the next three pages. 
KB2 (Problem size: 52 constraints, 77 variables) 
Number Number Original Number of Distance Distance 
of rows of columns number of iterations in the in the 
added added iterations using WSS primal space dual space 
~0 I 1 I 39 I 30 I 0 0 
"o 2 39 0 0 
" l r^ I 39 I 39 0.4013 0.0859 — 
1 1 ^ 29 0.4000 0.0859 
~l 2 ^ 32 0.4000 0.0859 
~2 f o 3 9 I 54 0.4230 3.3333 
~2 1 39 53 0.4222 3.2812 
2 2 Problem infeasible 
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SC50B (Problem size: 50 constraints, 78 variables) 
Number Number Original Number of Distance Distance 
of rows of columns number of iterations in the in the 
added added iterations using WSS primal space dual space 
"0~ I 1 24 I 16 I 0 0.6371 
~0 2 ^ 17 0 0.6505 
T" I 0 I 24 I 24 0.3763 0.3377 
~1 1 ^ 19 0.3714 0.7477 
1 2 ^ ^ 0.3711 0.7663 
~2 I 0 I 24 I 27 0.3822 0.1853 
"2 1 ^ ^ 0.3774 0.2206 
~2 2 ^ 23 0.3721 0.6392 
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AFIRO (Problem size: 27 constraints, 51 variables) 
Number Number Original Number of Distance Distance 
of rows of columns number of iterations in the in the 
added added iterations using WSS primal space dual space 
0 1 30 I 33 0.6384 0.0267 
"O 2 m 49 0.4950 0.7462 
T " I 0 I 30 I 17 0.3443 0.0161 
1 ^ 37 0.6241 0.0128 
~1 2 ^ ^ 0.6039 0.0128 
~Y I 0 I 30 I 17 0.4004 0.0161 
飞 1 ^ ^ 0 . 4 6 5 4 0 . 0 1 6 1 
—2 2 ^ 40 0.4606 0.0161 
The above tables give typical results of adding columns and rows in Warm-
Start Srategies. We remark that this is not an usual result. The optimal 
solution moves in the primal space, but not the dual space. In this case, the 
Warm-Start Strategy can save 20% - 30% of the number of iterations. 
From the results, it is worthwhile to point out some characteristics, which 
are seldom in the randomly generated case. From the result of case SC50B, 
if we add 1 column there, the number of iterations decreases by one third. 
For sure, this is because the partitions has not changed. We see that the 
original dual optimal point is not the same as the new dual optimal point, 
although they are the same in the primal space. We found that in this case, 
the performance is a bit worse than no change at all. 
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We claimed that the most important criterion for the Warm-Start Strategy 
to perform well in the case of adding rows was the distance between two 
optimal points in both primal and dual spaces. It still holds in this situation. 
However, we found that in some cases, after adding a row, adding a column 
may help to relax the feasible region. We observe that the performance for 
adding 1 row and 1 column is better than just adding a row. 
After all these experiments, we have learned more about the Warm-Start 
Strategy in the case of adding columns and rows. We found that this case 
is more complicated compared with the case of parametric programming. 
In the latter case, the most important issue is whether the new problem is 
"CLOSE" or not. However, it is not the only condition we need to take care. 
The actual distance between two optimal solutions is a most decisive factor 
here. 
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6.3 The ball constraint problem 
As we said before, the randomly generated problems are not well structured. 
It may be one of the key factors leading to bad results. Therefore, we think 
of other ways to construct our problem. Ball constraint is one of them. Ball 
constraint problem is a kind of randomly generated problems. But in this 
case, we construct our problem in a more systematic way. 
A unit ball is defined as: 
B = {x : ||x|| < 1} 
Then, we construct two types of constraints. The first one is boundary 
constraints. We construct a cube to contain the ball. It can be achieved by 
adding the following constraints: 
- l < X i < 1, z = { l , . . . , n } 
We also have another set of constraints. That is all the hyperplanes tangent 
to the ball. It can be achieved by letting the norm of all constraints equal to 
one. 
This setup can be very easily implemented in the dual space. Finally we will 
have the following dual problem: 
max IfTy 
subject to A^y < c 
- 1 < yj < 1 j 二 I,…，m 
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T 
where we let ^ — and ||ai|| = 1, i = 1,...，n. 
T 
_ < _ 
The above problem has several properties. First the problem is bounded 
and feasible. Hence the primal problem is feasible also. We must find the 
optimal solution there. As randomly generated data must be positive, all the 
constraints are in the same quadrant. The aim of two setups is to enhance the 
degree of smoothness of the original optimal solution. And in this situation, 
we believe that the distance between two optimal solutions will be close. The 
graph below shows the geometric structure of the problem. 
\ Optimal solution 
M 
Ball with radius 1 unit Feasible region 
After getting the optimal solution, we try to add a cut. There are two criteria 
we hope to achieve: 1) the original optimal solution should not be cut off. 2) 
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the two solutions should be close to each other. In fact, we have the following 
strategy to achieve this. 
After we solve the original problem, we will have the final optimal dual 
solution. We denote this solution by y*. Then the newly added cut can be 
constructed as follows: 
We need to point out that the optimal solution must be outside the unit ball. 
But it will be in the cube. The parameter 0 < A < 1 is a constant which 
measures how far the cut is away from the original optimal solution. If A 
equals 0, the new added cut is < ||y||2 contains the original dual optimal 
solution. If A is equals 1, then the newly added cut will be another tangent 
plane of the ball. These two hyperplanes will be parallel to each other as 
they have the same normal direction. Then any A between 0 and 1 will be a 
cut in the feasible region. If A approaches 0，then we have a shallower cut. 
On the other hand, if A approaches 1, then it is considered to be a deep cut. 




/ \ … 
The area inside the dashed line ‘ \ 
is the new feasible region \ 
of the narrow cut 
There are two aspects we want to investigate. The percentage decrease in the 
number of iterations is one, and the RC ratio is another aspect. Recall that 
the RC ratio is defined as { (Number of Rows) / (Number of Columns) } . We 
conjecture that a higher RC ratio will lead to a higher degree of smoothness. 
The following tables present the results of the experiments. The percentage 
decrease is the average of 10 experiments. 
Problem size A Mean S.D. 
0.1 23.87% 24.69% 
40 constraints, 10 variables 0.3 9.75% 21.85% 
0.5 0.26% 16.83% 
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Problem size A Mean S.D. 
0.1 15.98% 19.31% 
70 constraints, 30 variables 0.3 2.93% 11.61% 
0.5 -10.02% 13.27% 
Problem size A Mean S.D. 
0.1 10.28% 25.99% 
100 constraints, 50 variables 0.3 -1.67% 16.89% 
0.5 -21.45% 32.68% 
Because of the special structure of the problem, we know that the optimal 
point must change. It leads to the following phenomenon. Because the newly 
added cut must destroy the feasibility of the optimal solution, there must be 
a change in the basic set. 
However, as we can see from the results above, we still have some positive 
results despite the fact that partitions are changed. In most cases, we can 
save 20% - 40% in terms of the number of iterations in the shallow cut case. 
If we have a deeper cut, the performance become worse. In most cases, if 
A is equal to 0.3 or higher, the Warm-Start Strategy will not be a method 
superior than others. 
Now, we take a closer look at the problem. We want to investigate the raw 
data of the experiment. One set of the raw data is given by the table on the 
next page: 
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Relative change Relative change 
Percentage Number of of distance of distance 
Trial A decrease in of partitions in the in the 
no. of iterations exchange dual space primal space 
1 0.1 33.33 2 0.1464 0.1356 
2 0.1 33.33 1 0.1646 0.2487 
3 0.1 33.33 2 0.1671 0.4574 
4 0.1 -43.75 2 0.1310 0.5271 
5 0.1 42.86 2 0.0919 0.1825 
1 0.3 21.05 3 0.3154 0.1767 
2 0.3 5.56 4 0.3553 0.8710 
3 0.3 27.78 2 0.2894 0.1757 
4 0.3 -44.44 2 0.4682 0.4394 
5 0.3 5.88 1 0.6122 0.6770 
1 0.5 31.58 2 0.4466 0.1282 
2 0.5 -11.11 3 0.6781 0.6046 
3 0.5 6.25 3 0.4462 0.6519 
4 0.5 -16.67 5 0.5568 0.6297 
5 0.5 -10 5 0.5931 1.0805 
In the above table, we just present half of the raw data from the case of 40 
constraints and 10 variables. There are some facts that might be related to 
our conclusion. 
First, let us talk about the result of the first 3 trials when A is equal to 0.1. 
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The results seem to contradict our previous conclusions. We can see that 
they have the same percentage decrease in the number of iterations. The 
third trial has a large distance between the two solutions in the dual space, 
but it still works well for the Warm-Start Strategy. A more intricating result 
is trial 4. By comparing the result in trials 3 and 4, we can see that they have 
similar condition in terms of distance and change of partitions. However, the 
performances of the Warm-Start Strategy are very different. 
This is quite typical in our experiments. It makes our analysis difficult. We 
believe that the shorter the distance between the two optimal solutions, the 
better the performance of the Warm-Start Strategy. However, we sometimes 
find peculiar cases which do not follow this rule. Therefore, we use all these 
results to perform a statistical analysis. We calculate the correlation between 
them. For simplicity, we denote the following: 
Ip = relative distance between the two optimal primal solutions 
Id 二 relative distance between the two optimal dual solutions 
d = percentage decrease in the number of iterations 
Correlation Ip h Ip + Id p^ x h 
d -0.49483 -0.54632 -0.60719 -0.55872 
We believe that this statistical result is more convincing. We can see that 
the correlations between the percentage decrease and the relative distance 
change between two optimal solutions one approximately between -0.5 and 
-0.6. This confirms our previous conclusion that the percentage decrease will 
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be larger if the two optimal solutions are close. But we found that there are 
exceptional cases. Therefore, we conclude that it is still case dependent. 
We give more statistics on the same set of problems as follows: 
Relative distance of optimal Size of problem (Constraints, Variables) 
solutions in primal space (40,10) (70,30) (100,50) 
0.1 0.2904 0.1389 0.3421 
A 0.3 0.3186 0.1532 0.3752 
0.5 0.3648 0.1741 0.4061 
Relative distance of optimal Size of problem (Constraints, Variables) 
solutions in dual space (40,10) (70,30) (100,50) 
0.1 0.1795 0.2676 0.2769 
A 0.3 0.2288 0.2693 0.2924 
0.5 0.2660 0.3428 0.3421 
To summarize, we claim that the small size cases still outperform the large 
size cases. That is based on the conclusion that the large size cases have 
longer distance between the two optimal solutions and they need to change 
partitions when new constraint is added. This result comes from intuition. 
Another obvious conclusion is that the performance of the method of adding 
shallow cut is better than that of adding deep cut. 
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We consider the problem with different A. The table below is from the 
experiments using the problem with 40 constraints and 10 variables. 
Percentage Number of Distance Distance 
A decrease in the of partitions in the in the 
no. of iterations exchange dual space primal space 
0.05 47.06% 1 0.0809 0.0292 
0.10 50.00% 1 0.1617 0.0292 
0.15 30.00% 2 0.2402 0.2695 
0.20 20.00% 4 0.3393 0.4265 
0.25 22.22% 4 0.3683 0.4265 
0.30 22.22% 4 0.4037 0.4265 
0.35 22.22% 4 0.4441 0.4265 
0.40 9.52% 5 0.4871 0.5083 
0.45 15.79% 5 0.5187 0.5261 
0.50 10.53% 5 0.5382 0.5261 
0.55 15.00% 5 0.5625 0.5261 
0.60 5.00% 5 0.5908 0.5261 
0.65 5.00% 5 0.6224 0.4854 
0.70 0.00% 5 0.6560 0.4854 
0.75 0.00% 5 0.6924 0.4854 
0.80 -5.00% 5 0.7913 0.4854 
0.85 0.00% 5 0.8146 0.4854 
0.90 0.00% 6 0.8955 0.4961 
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When we add cut with different A, the picture becomes clearer: the shorter 
the distance, the more savings in the number of iterations. Also, adding deep 
cut is always more difficult than adding shallow cut. 
We also find that the number of iterations may not be monotonically de-
creasing with respect to A. We found that for some particular instances, the 
percentage decrease in the number of iterations for A equal to 0.4 is fewer 
than that of A equal to 0.5. The percentage decrease will become less as the 
cut is deeper. 
In addition, we find that we will sometimes have a big jump when there is 
a big change in optimal solutions. For example, we can compare the three 
cases of A equal to 0.10, 0.15 and 0.20. We can see that there are obvious 
drops in percentage decrease for A from 0.10 to 0.20. The obvious explana-
tion is that the structures of the solutions have change. The structure refers 
to the partition exchanges between the index sets. It directly leads to the 
fact that the distance between the old optimal solution and the new optimal 
solution in the primal space is much longer when A equal to 0.2. It might be 
the main reason why we need to take more iterations. 
We find that the distance of the two solutions in the dual space always in-
creases when we increase the value of A. It can be easily interpreted by 
adding different cuts into the problem. However, in the ball constraint case, 
the decrease in the number of iterations is more likely to depend on the 
structure of the solution. The table in the next page illustrates a part of the 
results with the same setup, where the size of the case is 70 constraints and 
30 variables: 
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Percentage Number of Distance Distance 
A decrease in of partitions in the in the 
no. of iterations exchange primal space dual space 
~QJQ 18.52% 4 0.4376 0-2186 一 
12.00% 5 0.5366 0.2197 
" O ^ 4.17% 6 — 0.6117 0.2717 
0.00% 8 0.6982 0.3041 
For the large size cases the shallow cut can still cause the change of partitions 
very easily. In order to let the Warm-Start Strategy work well, the larger 
the size of the case, the lower the degree of the cut will be. It explains our 
experimental results. 
The RC ratio is the last aspect that we look at. We have defined the RC ratio 
in Chapter 4 as { (Number of Rows) / (Number of Columns) }. However, 
we need to re-defined the RC ratio here because the ball constraint case 
mainly focuses on the dual space. So, we define the new RC ratio for the 
ball constraint case as {(Number of Constraints) / (Number of Variables)]-. 
We call it "CV ratio" in order to differentiate it from the RC ratio. The 
following table shows the result of an instance. 
Number Percentage Distance Distance 
of decrease in in the in the 
Constraints no. of iterations dual space primal space 
~40 15.34% 0.5192 0.2937 
11.75% 0.4752 0.3221 
18.99% 0.4717 0.3500 
8.01% 0.4692 0.3750 — 
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The above results are the average of 10 experiments. And we use 30 variables 
in this case. We find that there may not have any relationships between the 
performance of the Warm-Start Strategy and the CV ratio. Increasing the 
number of constraints may not directly affect the performance of the Warm-
Start Strategy. Therefore, the only criterion we consider is the distance 
between the original optimal solutions and new optimal solutions. 
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6.4 Chapter Summary 
In this chapter, we have showed all the results of the experiments in adding 
rows and columns. It is much more complicated in comparison with the 
parametric programming case. The general results are also worse than those 
of parametric programming. To a certain extent, we may say that the per-
formance of the Warm-Start Strategy is case dependent. However, we can 
still derive some of conditions that favour the Warm-Start Strategy. 
From the first Big-Mac case, we have some initial ideas about the perfor-
mance of the Warm-Start Strategy. The most important one is that we need 
to treat the adding rows cases and adding columns cases differently. The 
main difference coming from adding rows will increase the dimension of dual 
problems while adding columns will increase the dimension of primal prob-
lem. It leads to the fact that adding columns may not change solutions. But 
adding rows must change the current optimal solution. In this stage, we still 
think the exchange in partitions between the index sets plays an important 
role. 
However, as we proceed further on the randomly generated cases and the 
netlib cases, we understand the Warm-Start Strategy more. We start to re-
alize that if the added rows make the original optimal solution and the new 
optimal solution closer, then the Warm-Start Strategy still has satisfactory 
savings in the number of iterations. We start to think that the distance be-
tween two problems is a more important factor for the Warm-Start Strategy. 
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Finally, we try to test with some better constructed problems, namely the 
ball constraint problems. Due to the nature of the ball constraints, adding 
columns must lead to the change of partitions and the optimal solution. But 
we still get a satisfactory result if the cuts are shallow. Furthermore, we 
use statistical results to point out that the distance between two optimal 
solutions in both primal and dual spaces is a more reliable measure for the 
performance of the Warm-Start Strategy. 
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Chapter 7 
Summary and conclusion 
So far we have presented all the results in our experiments. We would like 
to give a summary to conclude this thesis. 
Based on the paper developed by Ye, Todd and Mizuno [19], we developed 
the Warm-Start Strategy. The aim of the Warm-Start Strategy is to incor-
porate small changes in the self-dual embedding framework. There are two 
applications of the Warm-Start Strategy. One is parametric programming 
and the other is adding variables and constraints. We expected that the 
Warm-St art Strategy is widely applicable. The most important advantages 
are that it can solve the problem very fast when we slightly change the data 
matrices A, b and c simultaneously. Moreover, it can deal with the situation 
when columns and/or rows are added. 
After developing the theoretical foundation for the Warm-Start Strategy, we 
did a series of experiments to investigate its performance. Despite of the 
reduction in effort using the Warm-Start Strategy, we also want to know the 
conditions under which the Warm-Start Strategy performs well. 
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In the parametric programming case, the experiment result is good under 
certain conditions. In terms of percentage decrease in the number of itera-
tions, using Warm-Start Strategy can save up to 50% - 70%. However, not 
all the problems share this benefit. The most decisive factor is the structure 
of the old optimal solution and the new optimal solution. From the earlier 
work, we defined the "CLOSE" case when the two optimal solutions had the 
same index sets B and N. From the result of the experiment, we know that 
the Warm-Start Strategy performs well in the "CLOSE" case. 
Moreover, we have found the suitable value of parameter /i for the Warm-
Start Strategy. From the theoretical point of view, fi stands for the initial 
duality gap between the new starting point and the new optimal solution. We 
found that for most cases, despite all the other factors such as the problem 
size and the，，CLOSENESS，，，10-2 to 10"^ is the range of suitable values for 
/i. For the adding rows and columns case, the suitable value of /i is usually 
still within this range. 
Based on the "CLOSENESS" concept, we have found a related concept called 
the RC ratio. It is defined as {(Number of Rows) / (Number of Columns)]-. 
We believe that if the RC ratio is lower, then the probability of having a 
"CLOSE" case will be higher. 
We proceed further with analyzing adding rows and columns. Adding rows 
and columns is a comparatively more complicated situation. It is due to the 
fact that adding columns and adding rows are different. If we consider the 
case of adding rows, the only concern is the distance between the original 
optimal solution and the new optimal solution. We need to consider the op-
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timal solution in both primal space and dual space. If we add columns, the 
situation is more complicated. If the newly added variables do not lead to the 
change of the partitions, it is always favourable for the Warm-Start Strategy. 
However, if the newly added variables lead the change of the partition, we 
will need to consider the distance between the two optimal solutions. 
In general, adding columns and rows case has worse performance than the 
parametric programming case. In most cases, the number of iterations we 
can save is under 50%. The range is around 20% - 50%. In fact, the variation 
is a little bit larger too. We can consider the saving possibility to be case 
dependent. We cannot pinpoint the relationship between the distance of the 
two solutions in the primal space and dual space and the performance of the 
Warm-Start Strategy. We just know that if the optimal solutions are close, 
the probability of getting good performance is higher. 
Apart from all these test results, we need to make some concluding remarks 
regarding other related work using the Warm-Start Strategy. As mentioned 
before, Freund [3] and Gondzio [5] have obtained some impressive results 
in using the Warm-Start Strategy for some other interior point methods. 
Comparing their results with the results in this thesis, our results are worse. 
However, our Warm-Start Strategy have some attractive features. It is highly 
flexible. We can incorporate different kinds of changes. Also, our method 
is based on the self-dual embedding technique. Hence, no initial solution is 
required. 
Moreover, in all the tests in the thesis, our program is very simple. It is di-
rectly coded by using the predictor-corrector algorithm presented in Ye, Todd 
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and Mizuno [19]. It has no high order correction such as Mehrotra's. We 
strongly believe that the performance of the Warm-Start Strategy introduced 
in this thesis can be tremendously improved by improving the programming 
technique. In the mean time, SeDuMi, one of best software packages for 
semidefinite programming, has already added the feature of the Warm-Start 
Strategy. It is reported that for some instances, we just need 1 iteration to 
finish the Warm-Start phase where the initial number of iterations is over 
10. The website of Jos Sturm [10] contains more detailed information. 
We still have some additional works appeared in the appendix. All of the 
materials there can strengthen the evidence of our findings. For example, in 
the latter part of the thesis, all results are come from letting the parameter 
IJL equal to 0.01. We will give the test result in the appendix for the results 
of the same setting of experiments when we set larger or smaller value of ji. 
In this thesis, we have worked with linear programming only. In the future, 
we will try to elaborate this idea in other kinds of framework. 
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The appendex includes: 
Results of the randomly generated problems using different fi 
Results of the ball constraint problems using different 
Data, explanation and the solution of the Big-Mac Problem 
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Experiment set 1: 
Size of A: 10*40 Number of columns added 
/X 二 1 I 0 I 1 I 2 
I 0 I NA 13.04% -5.04% 
Number of rows added 1 ~-Q.14% -14.08% -29.09% 
"2 -3.22% -20.24% -38.08% 
Size of A: 30*70 Number of columns added 
I 0 I 1 I 2 
0 I NA 27.69% -6.72% 
Number of rows added 1 8.86% -3.68% -16.42% 
~2 - 3 2 . 4 8 % - 3 9 . 3 1 % -40.70% 
Size of A: 10*40 Number of columns added 
II = 10-5 I 0 I 1 I 2 
I 0 NA -19.67% -53.11% 
Number of rows added [ l -3.28% -64.35% -107.68% 
"2 - 1 8 . 0 0 % - 7 6 . 6 5 % -204.44% 
Size of A: 30*70 Number of columns added 
/i 二 10-5 0 I 1 I 2 
I 0 NA 19.07% -49.81% 
Number of rows added 1 ~27.51% -49.93% -99.18% 
~2 - 4 3 . 8 8 % - 6 8 . 2 3 % -102.31% 
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Experiment set 2: 
Problem size: 40 constraints, 10 decision variables, fi — 1 
Percentage Number of Distance Distance 
A decrease in of partitons in the in the 
no. of iterations exchange primal space dual space 
"^05 12.50% 1 0.1176 0.0518 
Q.IQ 1 ^ 5 3 % 2 0.2169 0.2079 
0.15 1 ^ 6 7 % 2 0.3259 — 0-2079 
0.20 1 ^ 7 9 % 3 0.4016 0.2769 
0.25 T 8 8 % 3 0.4037 — 0.2769 
0.30 11776% 3 0.4209 — 0-2769 
0.35 3 0.4514 一 0.2769 
6.25% — 3 0.4928 0-2769 
5.88% 一 3 0.5426 0.2769 
0.50 " ^ 6 % 3 0.5986 — 0-2769 
0.55 " ^ 0 % 3 0.6594 — 0.2769 
0.00% 4 0.6995 0-3444 
0.65 4 — 0.7350 0-3444 
" O ^ -5.26% 4 0-7730 0.3444 
-5.26% 4 0.8121 0.3533 
0.80 " ^ 6 % 4 “ 0-8519 一 0.3533 
0 . 8 5 1 . 1 1 % 4 0 . 8 9 4 5 — 0 - 3 5 3 3 
-10.00% 5 0.9386 0.7520 
0.95 "X56% 7 0.9634 1-1537 
T ^ -5.56% I 7 0.9875 1.1537 
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Problem size: 70 constraints, 30 decision variables, jji 二 10-5 
Percentage Number of Distance Distance 
A decrease in of partitons in the in the 
no. of iterations exchange primal space dual space 
~aQ5 26.09% 1 0.1422 0.0015 
0.10 "r^39% 1 0-2843 0.0015 
-16.67% 3 0.4248 0-3575 
0.20 "435% 4 0.5070 — 0.3178 
0.25 TQO% 6 0.5373 — 0.5291 
0.00% 7 0.5944 0.6558 
0.35 " ^ 0 % 9 0.6315 — 0.6871 
0.40 9 0.6767 一 0.6872 
-13.64% 9 0.7312 0.6063 
-13.64% 9 0-7963 0.6443 
0.55 " ^ . 7 8 % 9 0.8691 — 0.6952 
-26.09% 11 0.9229 0-7806 
-25.00% 一 11 0.9428 0.8137 
0.70 " ^ . 0 0 % 12 0.9846 — 0.8239 
-24.00% 一 13 1.0387 0.8308 
0.80 14 — 1.0902 0-8448 
0.85 " ^ . 0 0 % 17 — 1-1003 0-9254 
-20.00% 16 1-1096 1-0072 
0.95 " ^ . 6 7 % 17 1.1414 — 1.0397 
1.00 -20.83% I 17 1.1617 1.0397 
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Problem size: 70 constraints, 30 decision variables, jji 二 10-5 
Percentage Number of Distance Distance 
A decrease in of partitons in the in the 
no. of iterations exchange primal space dual space 
T Q 5 -17.65% 1 0.0769 0.0661 
0.10 -11.11% 1 0.1538 0.0661 
-10.53% 1 0.2307 0.0661 
-63.16% 2 0.2724 0.4518 
-55.00% 3 0.2924 0.4964 
0.30 -47.37% 3 0.3145 0.4964 
-50.00% 3 0.3424 0.4964 
-44.44% 3 0.3747 0.4964 
~0l5 -38.89% 3 0.4105 0.4964 
-38.89% 3 0.4488 0-4964 
-30.00% 3 0.4890 0.4964 
-55.56% 4 0.5318 0-5801 
0.65 i . 3 7 % 4 0.5751 _ 0-5801 
-40.00% 4 0-6189 0.5801 
-36.36% 4 0.6622 0-6034 
0.80 5 0.6874 — 0.6034 
-63.16% 5 0.7073 0-6118 
-61.11% 一 5 0.7781 0.6118 
" O ^ -84.21% 一 6 0-8610 0.7183 
T ^ -88.24% 6 0.8437 0.7183 
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Problem size: 70 constraints, 30 decision variables, jji 二 10-5 
Percentage Number of Distance Distance 
A decrease in of partitons in the in the 
no. of iterations exchange primal space dual space 
XQ5 -4.35% 4 0.1322 0.1826 
-4.35% — 4 0.2392 0.1826 
-16.67% — 5 0.3492 0.2619 
-13.64% 一 5 0.4621 0.2619 
0.25 " ^ . 4 8 % 7 0.5554 一 0.3451 
0.30 " ^ . 2 2 % 7 0.6304 一 0.3328 
0.35 " ^ . 1 8 % 6 0.7050 0.4244 
0.40 " ^ . 0 0 % 7 0.7855 — 0.4831 
~045 -86.36% 10 0.8203 0.4438 
0.50 " ^ . 7 1 % “ 9 0.8379 0.4408 
0.55 " ^ . 2 6 % 10 0-8616 0-4762 
-69.57% 11 0.8941 0-4748 
-72.00% 11 0.9503 0-5438 
-78.26% 一 12 0.3300 0.5413 
-82.61% 14 1.0021 0.5572 
-75.00% 14 1.0395 0-5658 
0.85 " ^ . 0 0 % 15 1-0739 0.5702 
0.90 " ^ . 9 1 % 15 1.1237 一 0.6622 
-90.91% 15 1-1528 0-6861 
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