We present a full and corrected proof of the stochastic verification theorem that was first obtained by X. Y. Zhou, J. Yong and X. Li, Stochastic Verification theorems within the framework of viscosity solutions, SIAM J.
Introduction
Dynamic programming approach is applied to optimal control problems, deterministic and stochastic alike, primarily via the so-called verification theorem. The verification theorem verifies whether a given admissible control is optimal and, more importantly, suggests a way of constructing optimal feedback controls. The classical version of the verification theorem (see, e.g., [4] ), as with the dynamic programming at large, has the inherent deficiency of having to assume the smoothness of the value function, whereas it is by now well known that even a simplest optimal control problem may not possess a smooth value function. Therefore, it is imperative, to both the theoretical development and practical applications, that a nonsmooth version of the verification theorem be available. A verification theorem for deterministic optimal control, within the framework of one of the non-smooth analyses -namely viscosity solutions, was put forward by Zhou in [8] . The stochastic version of the result in [8] was first correctly stated in [9] however with an incorrect proof. Specifically, in a key step in the proof of [9] a test function for superdifferential was employed and Ito's formula was applied. However, the superdifferential is pointwisely associated with probability sample points, hence the test function also implicitly depends on the sample points. In this case Ito's formula would not apply. Another proof was presented in the book [7, Chapter 5, Section 5.2] . It fixed the aforementioned problem of the original proof of [9] by incorporating the conditional probability, but unfortunately it still contained some, albeit technically subtle, gaps (see Remark 4.2 below for details). In this note we give a corrected proof of the result in [9] . The proof presented here is based on arguments of the one in [7] and may at first glance appear to be very similar. However it has a few delicate differences that take care of the points that were missing in the proof of [7] . Since the verification theorem is a result of fundamental importance we think it is worth to present its full and detailed proof even if it may repeat some of the material available in the literature.
The stochastic optimal control problem
In this section we introduce a class of stochastic optimal control problems that we consider in the paper. We will use the following basic notation throughout the paper. A will denote the transpose of a matrix A, and R n×k and S n×n will denote respectively the set of all n × k matrices and the set of all n × n symmetric matrices. Given a probability space (Ω, F , P ) with a filtration {F t : a ≤ t ≤ b} (−∞ < a < b < +∞), a separable Banach space Z with norm | · | Z , and 1 ≤ p < +∞, we define the set
Let T ∈ (0, +∞) be a finite time horizon and let (Ω, F , P) be a complete probability space. For any initial data s ∈ [0, T ] and y ∈ R n , the state equation of the problem is
where W is an m−dimensional standard Brownian motion defined on (Ω, F, P), u (·) (the control strategy) is a stochastic process with values in a control space U , adapted to the filtration (augmented by P-null sets) generated by W . The functional to minimize is
where u (·) is a given control strategy and x (·) is the corresponding state trajectory solving (1) . The infimum will be taken over a suitable set of admissible controls that will be defined below. Throughout the paper we will always assume that b, σ, f and h satisfy the following hypothesis. (We use the symbol | · | to denote norms in various spaces.) 
Hypothesis 2.1 The functions
We will work, as in [7, Chapter 5, Section 4] with the so-called weak formulation of control problems. For a given s ∈ [0, T ], we define the set of (weakly) admissible controls U w ad [s, T ] to be the collection of all 5-tuples (Ω, F, P, W, u (·)) satisfying the following conditions:
(i) (Ω, F , P) is a complete probability space;
(with W (s) = 0 almost surely), and F s t is the filtration generated by W augmented with all P-null sets in F. 
. We denote the above problem by C s,y to emphasize the dependence on the initial time s and the initial state y. The value function for the problem is defined as
J(s, y; u(·)).
An admissible pair (x
In the dynamic programming approach to the problem one proves that V is the unique classical solution of an associated Hamilton-Jacobi-Bellman (
and the infimum value Hamiltonian H MIN as
the HJB equation associated to the family of problems
where Dv and D 2 v denote respectively the gradient and Hessian of v with respect to x. As a part of the dynamic programming approach, the so-called verification technique plays an important role in testing for optimality of a given admissible pair, and (more importantly) in constructing optimal feedback controls. The classical verification theorem is as follows (see Fleming and Rishel [4, Theorem VI.4.1]):
be a solution of the HJB equation (2) . Then:
is an optimal pair for the problem C s,y . (3) is equivalent to the more familiar one
Remark 2.3 Equality
However, as is well known in general the value function is not smooth and the HJB equation may not have smooth solution at all. The verification theorem whose proof is presented in this paper is a nonsmooth version of Theorem 2.2. We refer the reader to [9, 7] for more discussions on this verification theorem and its consequences.
Preliminaries: stochastic processes, Lebesgue points, and viscosity solutions
In this subsection we present some preliminary results needed in the main proof.
Viscosity solutions and semidifferentials
To make the paper self-contained we present the definition of viscosity solution we will be using in this paper. It is slightly different from the typical and most commonly used one (see [1, 5, 7] ). First, by a parabolic neighborhood of a point (t 0 , x 0 ) we mean the intersection of an open neighborhood of (t 0 , x 0 ) with the set of all (t, x) such that t ≥ t 0 .
Definition 3.1 An uppersemicontinuous (respectively, lowersemicontinuous) function
v on (0, T ] × R n is called a viscosity subsolution (respectively, supersolution) of (2) if v(T, x) ≤ (≥)h(x) for x ∈ R n and if whenever v − φ attains a local maximum (respectively, minimum) at (t 0 , x 0 ) in a parabolic neigh- borhood of (t 0 , x 0 ) for φ ∈ C 1,2 (0, T ) × R n then −φ t (t 0 , x 0 ) − H MIN (t 0 , x 0 , Dφ(t 0 , x 0 ), D 2 φ(t 0 , x 0 )) ≤ (≥)0.(4)
A function v is called a viscosity solution of (2) if it is both a viscosity subsolution and a viscosity supersolution of (2).
The typical definition uses full (two-sided) neighborhoods instead of the parabolic (one-sided) ones. However it is well known that both definitions are equivalent. To see this suppose that v is a viscosity subsolution in the two-sided sense and that v − φ has a one-sided local maximum at (t 0 , x 0 ) which can obviously be assumed to be strict. Then it is easy to see that for small µ > 0 the functions
have two-sided local maxima at points (t µ , x µ ) such that (t µ , x µ ) → (t 0 , x 0 ) as µ → 0. Therefore from the two-sided definition we get
and letting µ → 0 we obtain (4). Definition 3.1 is equivalent to the one in which test functions are replaced by parabolic semijets, i.e. second order parabolic sub-and superdifferentials (see [1] ).
Definition 3.2 We say that
The second order one-sided parabolic subdifferential of v at (t, x), D (−v)(t, x) .
Lemma 3.3 Let v be an uppersemicontinuous function on
(0, T ) × R n and let (t 0 , x 0 ) ∈ (0, T ) × R n . Then (p, q, Q) ∈ D 1,2,+ t + ,x v(t 0 , x 0 ) if
and only if there exists a function φ ∈ C
1,2 (0, T ) × R n such that v − φ attains a strict global maximum at (t 0 , x 0 ) relative to the set of (t, x) such that t ≥ t 0 and
Moreover, if v has polynomial growth, i.e. if |v(t, x)|
then φ can be chosen so that φ, φ t , Dφ, D 2 φ satisfy (6) (with possibly different constants C).
Lebesgue points
Here we recall and present a few results on Lebesgue points for functions with values in abstract spaces.
Definition 3.4 Let Z be a Banach space and let z : [a, b] → Z be a measurable function that is Bochner integrable. We say that t is a right Lebesgue point of z if
We then have the following result, see for instance [2, Theorem 9, p.49].
Lemma 3.5 Let z : [a, b] → Z be as in Definition 3.4. Then the set of right Lebesgue points of z is of full measure in [a, b].
The following simple lemma ensures that any process in
Proof. According to [3, p.92 ] if (Ω, F , P) is a complete probability space, Z is a separable Hilbert space, and F is countably generated apart from null sets, then the space L 1 (Ω; Z) is separable. Since the filtration generated by a finite dimensional Wiener process is always countably generated (see for instance [6, Example 4.2.1, Section 1]), the space
we only need to show that the function z is measurable as a map from
By the separability of L 1 (Ω; R k ) the measurability is equivalent to the weak measurability so it is enough to show that for every function w ∈ L ∞ (Ω; R k ) the map
is Lebesgue measurable. But this is obvious from Fubini's theorem as
The following technical result will be used in the proof of the verification theorem.
Proposition 3.7 Let the standing assumptions of Section 2 be satisfied and let (s, y) ∈ [0, T ]×R
n . Given any admissible pair (x(·), u(·)) for the control problem C s,y , define the processes
Proof. It is clear by Hypothesis 2.1 that
Ft (s, T ; Z) with Z = R n and Z = R n×n respectively. Hence by Lemma 3. 
Verification theorem
We are going to prove the following theorem:
viscosity subsolution of the HJB (2) satisfying (6) for some k ≥ 1 and such that U (T, x) = h(x). Then: (a) U (s, y) ≤ J(s, y; u(·)), for any
and
Then (x * (·), u * (·)) is an optimal pair for the problem C s,y .
Proof. Part (a) is obvious since U ≤ V in view of the standard comparison results for bounded viscosity sub-and supersolutions (see for instance [5, Theorem 9.1, Chapter V]). We just have to notice that if U satisfies (6) and K is big enough then the function
is a viscosity subsolution of (2) for every δ > 0 that is bounded from above. Similarly one can perturb V to a supersolution V δ since V satisfies (6) with k = 1 under Hypothesis 2.1 (see [7, p. 178, Proposition 3.1]). The comparison then follows from the comparison for U δ and V δ upon letting δ → 0. It remains to prove part (b) of the theorem. To simplify the notation we set
Fix t 0 ∈ [s, T ] such that (8) holds at t 0 , and (7) holds at t 0 for z 1 (·) = b * (·) and z 2 (·) = σ * (·) σ * (·) . The set of such points is of full measure in [s, T ] by Proposition 3.7.
We now fix ω 0 ∈ Ω such that the regular conditional probability given F s t0 , denoted by P ·|F s t0 (ω 0 ) is well defined (see [7, Section 1.3, Chapter 1] for the definition and properties of conditional expectation and the regular conditional probability). We consider the probability space Ω, F , P ·|F s t0 (ω 0 ) . In this probability space the random variables
are almost surely constant (see [7, Proposition 2. 13, Chapter 1]) and are equal to
respectively. Denote x 0 = x * (t 0 , ω 0 ). We remark that in this probability space the Brownian motion W is still a standard Brownian motion however now W (t 0 ) = W (t 0 , ω 0 ) almost surely. The space is now equipped with a new filtration (F (see [7, p. 179 ] for more on this). The main thing is that for P a.s. ω 0 the process x * (·) is a solution of equation (1) on (t 0 , T ) in the new probability space Ω, F , P ·|F s t0 (ω 0 ) with the initial condition x * (t 0 ) = x * (t 0 , ω 0 ). We will write E ω0 to denote the expectation with respect to the measure P ·|F s t0 (ω 0 ) and will write L 
and such that φ, φ t , Dφ, D 2 φ are polynomially bounded, i.e. they satisfy (6) . It is important to bear in mind that φ is a fixed deterministic function when (t 0 , ω 0 ) is fixed.
We are going to apply Ito's formula to φ on the probability space Ω, F , P ·|F s t0 (ω 0 ) . To do this we observe that the processes
Ft,ω0 (t 0 , T ; R) due to Hypothesis 2.1 on b and σ, to the estimate
(see for instance [7, Theorem 6. 
In particular, taking the expected value E ω0 , dividing both sides by h, and using (10), it follows that
We want to pass to the limit as h → 0 + above. To this end we treat each term of (13) separately.
(I) First of all, thanks to the continuity of x * and to the continuity of φ t , we get
Now, using estimate (12) and the polynomial growth of φ t , we can apply the Dominated Convergence Theorem to obtain
(II) With regard to the second term of (13) we have 
