It is known ([SL1] ) that if a minimal submanifold M has a tangent cone C at a singular point p, then C is the unique tangent cone of M at p, and M approaches C asymptotically in the appropriate smooth sense, provided that singC = {0} and C has multiplicity 1.
UNIQUENESS OF SOME CYLINDRICAL TANGENT CONES
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It is known ( [SL1] ) that if a minimal submanifold M has a tangent cone C at a singular point p, then C is the unique tangent cone of M at p, and M approaches C asymptotically in the appropriate smooth sense, provided that singC = {0} and C has multiplicity 1.
It has remained an open question whether or not this carries over to the case when singC consists of more than one point. Here we want to settle the question (in the affirmative) in certain of the cases when C is an n-dimensional cylinder in R n+1 with (n -l)-dimensional cross section Co C R n satisfying the same conditions as those mentioned above for C (i.e., we treat certain cases when C has the form C = Co x R, with sing Co = {0} and multiplicity of Co = 1 at each point x G Co\{0}). In a suitable class of minimal hypersurfaces (to be described in detail below, and which includes the codimension one minimizing currents), we give conditions on the cross-section Co of C which are sufficient to guarantee that C is the unique tangent cone whenever it arises as a mutiplicity one tangent cone at all.
The restrictions on CQ are that CQ be a strictly minimizing (in the sense defined in [HS] ), strictly stable cone and that the Jacobi-field operator satisfy certain restrictions on its first few eigenvalues, as described in conditions J(a), (b), (c) below. A brief discussion about which of the known area minimizing hypercones satisfy the conditions % which are needed is given in Remark (2) following % below; certainly all the cones over products of spheres satisfy the requirements in case n > 8-see the discussion following Theorem 1 of §1. It is interesting to note that the cones over S 3 x S 3 and S 2 x S 4 (corresponding Research partly supported by NSF grants DMS-8703537 and DMS-9012718 at Stanford University.
to the case n = 8) do not satisfy the condition |(c) needed in Theorem 1, so the question of whether these are always unique tangent cones when they arise at all as multiplicity one tangent cones remains open.
The main technical ingredient in the present work is the result of Theorem 2.1, which gives a new L 2 estimate for stationary oriented hypersurfaces which are close to a cylindrical cone with strictly stable strictly minimizing cross-section.
We should point out here that while the recent work [SL5] establishes a.e.
uniqueness of tangent cones for various classes classes of minimal surfaces, the results in [SL5] are of a different character to those obtained here; most notably the methods of [SL5] do not establish (as we do here) that certain tangent cones are always unique whenever they appear as tangent cones (of a minimal surface in a multiplicity one class) at all. Rather, the main unique asymptotic results of [SL5] are conditional on the a priori assumption that there are no "gaps" in the singular set near the singular point p under consideration. (This is sufficient to establish rectifiability of the singular sets of various classes of minimal surfaces, which was the main point of [SL5] .)
NOTATION AND STATEMENT OF MAIN THEOREM
B p = {x e R/ 1 : |x| < p}, B p (y) = {x G R n : \x -y\ < r}. r]Y,p will denote the transformation of R n+1 which translates Y to 0 and homotheties by p -1 ; thus r/y^X) = p~1(X -Y).
C ■ = Co x R will denote an n-dimensional cylinder in R n+1 , with crosssection Co an (n -l)-dimensional cone in R n such that Co PI S n~2 is an embedded compact (n -2)-dimensional minimal submanifold E of 5 n~1 .
We let A^c? -A^Co an d note the minimal surface operators (i.e. the EulerLagrange operators for the area functionals) on C and Co respectively, and is a smooth unit normal for CQ then the space of all such solutions which are generated by rotations as described is a finite dimensional space spanned by the solutions
Here we assume that the family {M t } is a family of translations of the given cone CQ. In this case the initial velocity v is a function which is homogeneous of degree 0 in the variable r = |x|; that is v = ^(CJ), where
The space of all such solutions generated by translations is a finite dimensional space spanned by the solutions
where the notation is as in Example 1 above.
We can now describe the restrictions needed on Co for the main theorem.
We in fact need the following conditions:
f (a) Co is strictly stable and strictly minimizing. Remarks.
(1) For a discussion of the terminology in J(a) here, see [HS] .
(2) Notice that the cones {XLU : ou G "£, A > 0}, where E is one of the minimal submanifolds of the sphere which are expressible as the cartesian product of a p-dimensional sphere with a g-dimensional sphere, with p, q > 1, p + q = n -2 > 7, do satisfy all the hypotheses t( a )> (b), (c).
(For condition f(a) see the thesis of G. Lawlor [LG] , and for f(b) see the table 2.6 in [SS] ; the condition f(c) is checked directly, since we know the spectrum explicitly for products of spheres.) The cone over S' 3 x S' 3 does not satisfy J(c)-there is a constant eigenfunction corresponding to the eigenvalue Ai = -6 = -qin -3 -q) with q = 2 and n = 8; the cone over S' 2 x S' 4 fails con- In all that follows, A4 will denote a "multiplicity one class" of n-dimensional embedded minimal submanifolds of R n+1 , in the sense of [SL5] ; thus each 
We also need here the additional property that each M G M is an "oriented boundary" in UM in the sense that: (Notice that (b) above is a strong restriction, in that it precludes, in particular, the possibility of getting varifolds with multiplicity greater than one on a set of positive measure as the varifold limit of a sequence Mj C M with each UMJ ^ U for some fixed open U\ for this reason we refer to such a class as a multiplicity one class.)
By the discussion of [SL5] , if T is the set of all n-dimensional currents T which are boundaries of least area in some open subset C/ T of R n+1 , then M = {regT : T G T} is such a muliplicity 1 class provided we take UM = UT whenever M = reg T and T G T.
The following classes will be referred to frequently in what follows; here we use the notation Q p = {(x,y)GR n+1 :xeB p , \y\ < p} and C = Co x R G .M, with Uc -R n+1 , is a cylinder with cross section Co equal to an (n -l)-dimensional cone with vertex at 0 and with sing CQ = {0}.
Definition. J\f e (C)
is the set of all M G M (where M is as above) such that UM 3 Qi, f MnQl dist 2 (X, C) < 6 2 , J CnQi dist 2 (X,M) < 6 2 , and n n {M n Qx) < i + n n (c n Qx). [AW] or [SL3] for general discussion.)
Remark. For given e > 0 and any given
We can now state the main theorem. We shall need the following lemma, which is essentially exactly Lemma 2.6 from [SL5] , except that we here work in cylinders Qp rather than in balls;
the necessary modifications in the proof are very minor, so the proof of this modification is left to the reader. 
Remarks.
(1) Here
with rj(x) a smooth unit normal for the CQ which is normal to e n+1 . (Thus 7/(x) is a unit normal for C.)
(2) By a simple modification of the of the argument in [SL5] used to establish the above bound, we can prove the more general inequality
The main result of this section is the following:
Theorem 2.1. Suppose C = Co x R is as described Remark 1.3, and suppose also that Co is strictly stable and strictly minimizing (as in t ( a ))' There is
where C depends only on C and where U,u are as in 1.4-Remark. This estimate does not require the fact that 0^(0) > 0Q(O), nor does it use the hypotheses t(b), (c).
The proof of Theorem 2.1, to be described at the end of this section, is a fairly direct consequence of the following two lemmas. Proof. The proof involves a slicing argument, slicing orthogonal to the e n+ i (i.e. orthogonal to the y coordinate axis); we rely heavily on the theory of strictly minimizing cones introduced in [HS] . We first claim that, by virtue of the fact that Co is strictly stable and strictly minimizing, there exist complete hypersurfaces T± C E± respectively having strictly negative mean curvature with respect to the unit normals pointing away from CQ and such that there is it!o > 0 such that
for some bounded open V C Co, where w± € C 00 (Co\T /A ) and w± ~ r~^Lpi as r | oo in a sense to be made precise below. Here
note that by the strict stability of CQ we have n > 0. (See [CHS] or [SJ] .)
To check these claims, we use some of the results of [HS] . Let E± be the components of R n \Co. It is shown in [HS] that there are smooth complete embedded hypersurfaces S± C E± respectively such that for some RQ > 0 we can write S±\B Ro as graphs over S± in the sense that for some bounded
where rj is the unit normal of Co pointing into E+, U± C S±, S±\U± C B Ro , and s ± E C 00 (S ± ) with
where cpi is the first eigenfunction of the Jacobi field operator on the minimal submanifold S = Co fl 5 n_1 of 5 n~1 , and where the limits are in the C* sense-i.e. for suitable constant C > 0 as |a;| f oo, where cpi is as described above, and where 7 = (n -3)/2-l-y / (n -3) 2 /4 + Ai, with Ai the (negative) first eigenvalue of the minimal submanifold E. On the other hand by the computation of [HS, we have for any a > 0 and sufficiently small e > 0 that 
In view of the asymptotics (3) and (4), we deduce that there is RQ > 0 such
for some bounded open V C Co, where w± G ^^(CoX^) and
where the error is again in the sense
where C, a > 0.
Next we recall (from [HS] ) that the hypersurfaces S± are "radial graphs"
in the sense that each ray {AU;}A>O, where cu G E± i intersects S± transversely in precisely one point. In view of (5), (6) Take X to be the unit normal vector field of this foliation; thus at points of (A)T ± we take X\ x to be ± the unit normal vector of (X)T± pointing away from CQ. X extends in a C 1 fashion to Co by taking X\ x -r\{x) (the unit normal of Co pointing into £7+) in case x G CQ. The fact that the homotheties of T± have strictly negative mean curvature in E± means that ± divX < 0 in £ ± .
Then we can define X -(pdxl -1^)^, with </? a C 00 function on the sphere which is identically 1 on E = Co fl S n~x and which takes only values in (|, 1) on S ,n_1 \S (and which rapidly approaches 1 on approach to E) such that ±divX <0on£ ± .
Before proceeding we need a couple more properties of the unit normal vector field X. Let w±\x) -Au^A -1 :*;) for A > 0 and for A -1^ in the domain of w± respectively. Since X is the normal vector field for the foliations of E± given by the homotheties of T±, a point ^ G (A)T± will be in the graph of w± (i.e. £ can be written x + w±{x}r){ujy) provided
with PQ G (0,1) sufficiently small, depending on E but not depending on A. Notice that the restriction (7) is necessary in view of the fact that the representation (5) only applies outside JB^.
For a given hypersurface L C R n , we want now to examine the quantity where we take /?o (depending on E) to be small enough so that (7) holds and also so that the nearest point projection of {x G R n \{0} : distd^l -1^, Co) < Po} is well-defined and smooth. Also, again using (6), we have for A -1^! > 1. Then
and hence (using (12) again) 
at all points ^ of L where (7) holds and where the unit normal satisfies 1/1,(0 '
only on E; also, here to is la;! -1^, with x the unique nearest point projection of £ onto CQ.) Then by combining (14) and (15) we finally conclude
at all points of L where |a; for any y £ (0, |(1 + fl -1^) . Then, in view of (21), (18) and where V denotes gradient in the slice U^. Now we integrate with respect to y over the interval (-p, p) 
Now by assumption n -3 -2K > 0, and by virtue of the coarea formula we with C depending only on « and E. After an application of the Cauchy inequality we then obtain the required inequality (23).
Next, let ds be defined by fdist(x, Co), if |x|" 1 dist(x, CQ) < 5,
Using (23) Combining (22), (26) and (27) and using (1.5) with £ = 2 (and keeping in mind that d < r), we then finally get the required inequality. □ 
The proof is now completed by using the co-area formula in combination with
(1); indeed the co-area formula enables us to assert that for all p G (po/2, po), with the exception of a set of 1-dimensional Lebesgue measure less than (1 -
where C = C(9^n) and Z = M\G, and hence (1), together with 1.4 and 1.5 (with £ = 1) gives us the required inequality. □
We can now give the proof of the main L 2 estimate 2.1:
Proof of Theorem 2.1. Notice first that by combining Lemma 2.2 and Lemma 2.3 we have a constant 7 such that for any 6 £ (|, 1) and any p 0 G (|, |) As we mentioned in the introduction, the idea is to use the "blowup" method; in the context of unique tangent cone problems, the method of blowing up was first used by Almgren and Allard [AA] to discuss uniqueness of C in the case when C had an isolated singularity at 0 and multiplicity 1 elsewhere. An integrability condition (like the the part of condition J(b) above referring to homogeneous degree one solutions) was needed in [AA] , but no conditions like J(a), (c), nor like the part of J(b) referring to homogeneous degree zero solutions. (Using a different method, the present author later showed in [SL1] that no integrability conditions are needed to handle the case when C has an isolated singularity at 0 and multiplicity 1 elsewhere.)
One of the key difficulties in using the blowup method in the context of non-isolated singular points is the necessity of obtaining sufficiently strong a-priori L 2 estimates; this was precisely the reason for the discussion in the previous section.
A very brief overall idea of the blowup method is as follows. We begin We now proceed to analyse solutions of (7) Then Vj satisfies the equation
where fy = 2w(n -3) 2 /4 + A^. Also from (2) and (4) where djdR = R~1 (rd/dr + yd/dy) . For 2k + ^ > 2 we get 2k + £ + /JLJ = 1 only for ^ = 1 -(2fc + ^), but by direct computation this corresponds to the case n -3 Xj --q{n -3 -q), I < q < ---, q(=2k + £-1) an integer, and for q < (n -3)/2, this is excluded by the eigenvalue restriction of condition |(c). On the other hand if q = (n -3)/2 then A^ --(n -3) 2 /4, giving Ai < -(n -3) 2 /4 and thus contradicting the assumption that CQ is strictly stable. Thus the possibility fij + 2k + I = 1, 2k + £ > 2 is entirely excluded.
Thus, in summary, the expansion for v in (13) It now directly follows from (2) and (3), together with the standard local interior C k estimates [GT] for the solutions of quasilinear equations with small C rl -norm, that M converges in the required C f2 -sense and also in the weak sense of currents. The fact that the convergence is also in the Hausdorff distance sense follows from general facts about convergence of stationary submanifolds (or more generally varifolds) to their tangent cones-see e.g. [AW] , [SL3] . □
CONCLUDING REMARKS
We first note here that essentially only notational changes are required in w(r,y) = J2 a^V, r 2 + y 2 < {e P )\ fa A < (Bp)-*-'^* / w* drf'* where 9 G (0,1) is a fixed constant depending only on 7. First note that when 7 = 1 the equation (1) is just the assertion that w is harmonic function of the variables (a;i,X2,y) G R 2 \{0} x R, such that, if w is expressed as a function of the cylindrical coordinates (r cos #>r sin #,£/), then w is independent of 6. Further, the integrability condition guarantees that w is in W 1,2 on the whole ball B^ and hence we deduce that in fact w is weakly harmonic in the ball B^. It is then standard that w is real-analytic, and, since w is independent of #, w has a convergent power series in the variables r 2 , y for r 2 +y 2 < p. (Notice that the same argument applies generally to the case when 7 is a positive integer.) Thus we may assume in the remaining discussion that 7 > 1. To prove the required analyticity in this case, we first note that the equation (1) has the weak form (4) / Vm-VC^-0, valid at least if ( G W 1,2 (i ; f p ) with support £ C K p . We claim that in fact, because of the integrability condition (2), (4) actually holds for any £ G W^(K P ) satisfying (5) / (r-2 C 2 + IVC| 2 ) < 00, support Cn{(r,y) : r 2 + y 2 = p 2 } = 0.
JK P
(Notice in particular that this means that there is no requirement that £(r, y) vanish in any sense as r j 0.) The fact that (4) holds for all £ as in (5) is easily checked by an approximation argument (using cut-off functions to approximate ( as in (5) by a sequence C/e with C/c = 0 in a neighbourhood of the axis r = 0).
Before proceeding further we note that for any £ as in (5) for any (r,y) e K p/4 . Now let L r = r~7(9(r 7 5/9r)/5r), and notice that the equation (1) 
