Item response theory (IRT) models are widely used in psychometrics and educational measurement, being deployed in many high stakes tests such as the GRE aptitude test. IRT has largely focused on estimation of a single latent trait (e.g. ability) that remains static through the collection of item responses. However, in contemporary settings where item responses are being continuously collected, such as Massive Open Online Courses (MOOCs), interest will naturally be on the dynamics of ability, thus complicating usage of traditional IRT models. We propose DynAEsti, an augmentation of the traditional IRT Expectation Maximization algorithm that allows ability to be a continuously varying curve over time. In the process, we develop CurvFiFE, a novel non-parametric continuoustime technique that handles the curve-fitting/regression problem extended to address more general probabilistic emissions (as opposed to simply noisy data points). Furthermore, to accomplish this, we develop a novel technique called grafting, which can successfully approximate distributions represented by graphical models when other popular techniques like Loopy Belief Propogation (LBP) and Variational Inference (VI) fail. The performance of DynAEsti is evaluated through simulation, where we achieve results comparable to the optimal of what is observed in the static ability scenario. Finally, DynAEsti is applied to a longitudinal performance dataset (80-years of competitive golf at the 18-hole Masters Tournament) to demonstrate its ability to recover key properties of human performance and the heterogeneous characteristics of the different holes. Python code for CurvFiFE and DynAEsti is publicly available at github.com/chausies/DynAEstiAndCurvFiFE.
I. INTRODUCTION
Traditional Item Response Theory (IRT) provides powerful tools for simultaneous analysis of both the latent traits of examinees and the characteristics of test items. As such, IRT models are quite popular. For example, many high stakes educational tests, such as the Graduate Record Examination (GRE), employ IRT. IRT is also deployed in other settings, such as healthcare, therapy, and quality-of-life research. In typical usage, the IRT framework conceptualizes ability as a static latent trait for each of the test takers. However, if item responses are collected over a drawn-out period of time (e.g., students over a 5-month semester), then ability should change dynamically across the window of observation. Indeed, this is the key goal of educational interventions. Students can work hard to raise their ability, or have their ability atrophy if they don't keep studying. These fluctuations could be important feedback to pick up on. For example, a teacher may wish to reward improvement over time to encourage such behavior. As another example, one may wish to try various curricula to see which are effective at accelerating ability. Extending IRT models to cover such scenarios is a crucial psychometric need.
Over the years, initial work has been done to extend static IRT models to handle longitudinal and time series data [1] , [2] . Most recently, [3] proposes a treatment of this problem, Dynamic Item Response (DIR) models, based on Dynamic Linear Models (DLM), which are commonly used to model time series data. A crucial drawback of this approach (and the other previous approaches) is that these models for ability curves are highly parametric. In particular, they assume steady growth over time. While these are perhaps apt assumptions for specific use cases (e.g. growth in reading ability over time [3] ), we have relatively limited understanding of many key dynamics of learning at this point. Thus, it seems optimal to, if possible, relax such parametric constraints. A more flexible approach could potentially allow us to uncover more complex and novel features of learning dynamics.
In this paper, we propose the DynAEsti algorithm. This is a non-parametric approach to generalizing static IRT that allows for dynamically changing ability curves for students, as opposed to a single static ability. The non-parametric nature of our approach allows us to capture a wider range of learning behaviors, such as how ability may atrophy in certain settings; we illustrate this point empirically later in the paper.
Central to the DynAEsti algorithm, we address the fundamental problem of generalizing the curve-fitting/regression problem to handle general probabilistic emissions (as opposed to only noisy data-points). A simple example demonstrating this problem is shown in Figure 1 . John Smith is running for president of Mars, and we wish to estimate how he is polling in the 100 days leading up to the election. So each day, we ask a single random Mars citizen whether they will vote for Smith. Given these 100 uniformly spaced "emissions", we wish to estimate the true curve representing what percentage of people will vote John Smith over time. Standard curve fitting techniques like spline smoothing cannot handle such general probabilistic emissions, and can only handle noisy data-points that were subject to symmetric Gaussian noise. In this paper, we propose CurvFiFE, our non-parametric continuous-time solution to this problem. Furthermore, as part of CurvFiFE, we develop grafting, a novel technique for approximating distributions represented as Graphical Models. Notably, this technique proves successful in this case where popular techniques like Loopy Belief Propogation (LBP) and Variational Inference (VI) fail.
The full version of this paper (which includes implementation details) can be found on arXiv at [4] . Code for our Python implementation of CurvFiFE and Dy-nAEsti is publically available at https://github.com/chausies/ DynAEstiAndCurvFiFE.
A. Background on IRT
The prototypical setting for applications of IRT is one wherein n students each respond to m items. Students have static latent abilities Θ = [θ 1 , . . . , θ n ] T ∈ R n , which affect their item responses. R is the matrix of item responses, where R ij is the response of student i to item j. For example, R ij = 1 could indicate a correct response from student i to problem j. The item responses of a student are assumed to be independent conditioned on latent ability.
Abilities are related to item responses via
where F is the so-called Item Response Function (IRF), and ψ j is a vector of parameters associated with item j. For example, the popular 3-parameter logistic (3PL) IRF for dichotomous responses r ∈ {0, 1} is given by
is the logistic function, and ψ = (a, b, c) is the vector of item parameters (representing discrimination, difficulty, and guessing).
The entire system is identified by two sets of parameters: the abilities Θ, and the item parameters Ψ = [ψ 1 , . . . , ψ m ] T . Given the n × m matrix of item responses R, the loglikelihood can be written as
This log-likelihood can be efficiently and robustly optimized for a wide variety of IRFs using Expectation Maximization (EM). For details on this, see [5] . In practice, this leads to successful estimation of the problem parameters and the distributions on latent abilities for students simultaneously.
II. DYNAMIC ABILITY ESTIMATION
We formulate the Dynamic Ability Estimation problem as follows. There are n students who respond to m items. The students have latent ability curves Θ(t) = [θ 1 (t), . . . , θ n (t)] T ; that is, student i has an ability of θ i (t) at time t. At time T ij , student i responds to item j to obtain a score of R ij . The score a student gets on an item is dependent on only their ability at the time they respond to the item (e.g. scores are independent of prior abilities). That is to say,
where F is some IRF with time-independent item parameters ψ j .
To summarize, there are two data components of the dynamic ability estimation problem: R, the n × m matrix of item responses, and T ∈ R n×m , the matrix of response times for each of the students to each of the items. There are also two sets of unobserved parameters. The abilities for each student over time are captured by Θ(t), and Ψ = [ψ 1 , . . . , ψ m ] T contains the parameters for all of the items. The problem is to estimate Θ and Ψ given R and T . In the next two sections, we first detail the CurvFiFE algorithm, which is the backbone for our solution, enabling us to estimate θ i . We then detail our solution to the overall problem: DynAEsti.
A. CurvFiFE
CurvFiFE (pronounced "covfefe") is short for Curve Fitting From Emissions. It is a novel mathematical tool we developed to solve the general problem of fitting a curve when given "emissions", which is a generalization of the regression problem. Normally, one is given many noisy data points, and tries to fit a smooth curve that's "close" to them in some sense. This is a largely solved problem, with smoothing splines being a standout solution. We focus on a challenging generalization. Instead of being given observations that are points on the curve plus noise, we instead observe "emissions": values related to a point on the curve at a given time through a general conditional probability distribution.
More concretely, let us say there is a curve y(t) which we wish to estimate. We observe triplets (t i , e i , f i ), i ∈ {1, . . . , n}. These triplets identify the time t i at which an emission is observed as well as the emission e i ; the emission relates to y (t i ), the curve's value at the given time, through the emission distribution f i ,
From these emissions (and their distributions), we aim to estimate, or even find a distribution on, the curve y. That is, given any set of times
T , the values of the curve at these times. This joint distribution on the curve at any set of times will be referred to as as the curve distribution P(y(T )).
Returning to our polling example, Smith has a percentage of people who will vote for him y(t) ∈ [0, 1] that is changing over time. At different times t i , a random person is polled by asking if they will vote for him, getting a response (i.e., an emission) e i ∈ {Yes, No}. In this simple case, the emission distribution is a Bernoulli with parameter y(t i ). In particular, assuming they said Yes, the corresponding emission distribution will be f i (y(t i )) = y(t i ). If they said No, then the emission distribution would be f i (y(t i )) = 1 − y(t i ).
Traditional regression methods do not work here. For example, spline interpolation assumes that the noisy data points (which are indeed emissions) all come from symmetric Gaussian emission distributions, which is not necessarily always the case, as in the previous simple polling example where emissions were from non-symmetric Beta distribution functions.
To solve this problem, we propose CurvFiFE. It is nonparametric, efficient (with its most costly operation being a constant number of matrix-multiplies), and has the very useful property that the resulting curve distribution P(y(T )) it estimates is just a carefully chosen multivariate Gaussian distribution and thus easy to operate upon.
To summarize, given a set of emission triplets (t 1 , e 1 , f 1 ), . . . , (t n , e n , f n ), CurvFiFE learns a curve distribution which will tell you P (y(T )) = N (μ, Σ; y(T )),
T is the estimated means (e.g. E(y(τ 1 )) = μ 1 ) and Σ is the covariance matrix.
Broadly speaking, CurvFiFE finds the curve distribution in two steps:
1) Assume that all curves come from a reasonable prior distribution. 2) Given the prior distribution on the curve and some evidence (emissions), there is a theoretical (but intractable) form for the posterior distribution. We approximate the posterior distribution as something tractable. We emphasize that this approach is firmly rooted in probability theory, as opposed to relying on ad hoc heuristics. We will now detail and justify these steps.
For
Step 1, we choose the Gaussian Process prior. This powerful and flexible prior for non-parametric continuoustime regression ensures smoothness of higher-order derivatives, while being tractable and computationally convenient. Under this prior, the probability that a curve takes on values y 1 , . . . , y m at times τ 1 , . . . , τ m is distributed as a multivariate Gaussian N (0, Σ K ), where the mean is 0 and the covariance between any two points is
where K(Δτ ) is known as the covariance function. For our purposes, it will be the Radial Basis Function (RBF) kernal.
In
Step 2, we condition on the given emissions and consider the resulting posterior distribution on the curve. In general, this is intractable to deal with. Even finding the posterior marginal distribution of a single point is intractable. The one standout exception is if the emission distributions are Gaussian. And so, we approximate the posterior distribution with a tractable alternative.
Note that it's straightforward to represent this posterior distribution by a Graphical Model, in particular, a factor graph. There are many established methods for trying to deal with factor graphs. However, all of these traditional methods and their variations completely fail for one reason or another. For example, Loopy Belief Propogation (LBP) and Variational Inference (VI) methods like Mean Field approximation both fail due to the high degree of the almostsingular Gaussian Process prior factor.
Thus, in order to approximate this posterior distribution represented by a factor graph, we developed a novel technique which we dubbed grafting.
Here, we make the note that, for now, we will only consider the curve points at the times of the emissions, [y(t 1 ), . . . , y(t n )] T = [y 1 , . . . , y n ] T = Y (i.e., we do not consider y(t) for t at times where we do not observe emissions). To motivate grafting, we return again to the polling example. There, the f i 's were either Bern(y i ; Yes) = y i or else Bern(y i ; No) = 1 − y i . Imagine that the points y 1 , . . . , y 10 are very close together in time and so they were all essentially equal. This would mean that you could basically multiply all their factors together since they're the same variable. Multiplying 10 of those factors together would give one bell-shaped factor that can be readily approximated as Gaussian. This gives the insight that, when many of the factors next to each other are combined, they'll form a bell shape, which could have just as easily been formed by using some appropriate Gaussian factors instead. Grafting is a procedure by which we try to "cut off" the original factors f i and replace them with suitable Gaussian factors g i such that the overall distribution should look about the same whether one used the f i factor or the g i factor. In a sense, we're "cutting off" the original factors, and "grafting on" Gaussian factors in their place (similar to grafting with tree branches).
Each g i can be represented with a mean m i and a variance v i . Let the vector of means and variances be m and v respectively. We find these g i 's through an iterative improvement algorithm as follows. First, we initialize all the g i 's to be standard Gaussians N (0, 1). Then, in parallel, for each g i , we do the following. 1) Assume every other g j =i has been perfectly chosen to replace every f j =i ; we set our focus on g i . 2) We look at the marginal posterior distribution of y i
where N μ m , σ 2 m can be called the "Gaussian message" from all the other variables to y i . We compute this message. 3) We see that p f is just a product of two factors: a Gaussian message, and the original factor f i . This product will be very nearly Gaussian. So we then choose g i such that p g (y i ) = g i (y i ) · N μ m , σ 2 m ; y i has the same mean and variance as p f (y i ). The previous steps update all the g i 's in parallel. Then, one simply runs the previous steps over and over again until the g i 's converge (in our experience, this takes roughly 15 iterations). If the f i 's were Gaussian to start, convergence takes exactly 1 iteration.
When the algorithm terminates, we've found Gaussian g i 's that should serve as good replacements for the original f i factors. Thus, we have reduced the posterior to a Gaussian Process with Gaussian emission distributions. The posterior is now computationally tractable.
Using this approach, given emission triplets (t 1 , e 1 , f 1 ), . . . , (t n , e n , f n ), we can successfully approximate the true curve distribution via P(y(T )) = N (μ, Σ; y(T )). For implementation details, as well as the particulars of how to compute the μ m and σ 2 m for the Gaussian message, and how to compute μ and Σ given m and v, see the (TODO).
In Figure 1 , one can see the performance of CurvFiFE on a simulation of the polling example with n = 100 uniformly placed emissions (with emissions being a random person getting polled). Note that CurvFiFE was augmented with a probit transform for this example.
B. DynAEsti
In this section, we present our IRT-based extension, Dy-nAEsti (pronounced "dynasty"), which is short for Dynamic Ability Estimation. As in traditional IRT, we estimate parameters using EM. When fixing the ability curves Θ, estimating Ψ is relatively similar to the standard case of static abilities; abilities at the corresponding times are used in place of a single static ability in the expression for the likelihood. To maximize the likelihood w.r.t. Ψ, gradient descent can be used.
On the other side, we have fixed Ψ (and therefore, fixed IRFs), and the objective is to find smooth estimates for the ability curves Θ. To estimate each ability curve, we use the CurvFiFE method described in Section II-A. We use the IRFs as the emission distributions, and for each ability curve θ i , we get the ability curve distribution P(θ i (T i )), as well as the marginal probability distributions p(θ i1 ), . . . , p(θ im ) needed for the M-step where we estimate the parameters.
This alternation between the two steps of estimating either Θ or Ψ while leaving the other fixed (and using CurvFiFE as method for estimating curve distributions) is the DynAEsti algorithm.
III. SYNTHETIC EXAMPLE PERFORMANCE
We evaluate the performance of DynAEsti on a synthetic dataset. We used n = 500 students and m = 500 items. The response times were uniformly spread from 0 to 1. That is to say, T ij = j−1 m−1 . Items used 3PL IRFs. Parameters for the IRFs were generated randomly. Ability curves were simulated using a procedure involving Gaussian Processes. Lastly, the matrix of scores R is filled by sampling from the true IRFs conditioned on the true abilities at each time. With all that done, the DynAEsti procedure is run on the R and T matrices to produce estimates Θ and Ψ. For full simulations details, see the full version of this paper [4] .
A few examples are provided in Figure 2 to show how the estimates for the ability curves track the true ability curves. As can be seen, the estimates are reasonably accurate. We report DynAEsti's overall performance in terms of the Root Mean Integrated Squared Error (RMISE) between the true and estimated IRFs/ability curves. To get a sense of what is optimal, we note here that, in the hypothetical perfectly static case (where abilities are completely static), we could use standard IRT. In this case, we would estimate the IRFs with an RMS RMISE of 0.039 across all m = 500 items, and we would estimate abilities with an RMS error of 0.047 across all n = 500 students. This gives a bound on what we could possibly achieve in the dynamic case.
With those bounds in mind, we report the performance of DynAEsti in this simulated example. The IRFs were estimated with an RMS RMISE of 0.049 across all items (compared to the optimal 0.039). The ability curves were estimated with an RMS RMISE of 0.091 across all students (compared to the optimal 0.047).
IV. EMPIRICAL DATA ANALYSIS: THE MASTERS GOLF TOURNAMENT
Having developed DynAEsti, we demonstrate its utility by analyzing 80 years of data from the Masters Golf Tournament. Considered by many to be the most prestigious golf tournament, the Masters has seen hundreds of players play on the same 18 holes throughout the years, competing to complete them in as few strokes as possible. While each stroke in golf is weighted equally in determining the tournament winner, this could be a suboptimal scheme for estimating true ability.
With that motivation, one may wish to identify the characteristics (e.g. the IRF) of each of the 18 holes, and how they reflect on underlying ability. However, standard IRT doesn't allow for this. Each player's ability may vary wildly over the decades they attend the tournament, so the assumption of a static ability would clearly be problematic. DynAEsti addresses this to get high quality estimates for the IRFs of the holes, as well as the ability curves for the hundreds of golfers.
From the official Augusta Golf Club website, we have the performance of the golfers on each hole over the 80 years. The IRF we used to model the holes was a modified Generalized Partial Credit Model (GPCM) [6] 1 . For each hole, this IRF has a discrimination a s and difficulty b s parameter for each stroke count s.
We used DynAEsti to estimate ability dynamics and features of the 18 holes at Augusta. In Figure 3 , we can see the trajectories of the ability curves for the hundreds of golfers who've attended the Masters over the years. Figure  3 yields several insights. First, over the decades, abilities have generally increased. Given developments in golf-related technology and technique, this is quite reasonable. Second, for golfers who have participated in many Masters, there's a common trend that ability initially grows, peaks, and then deteriorates (with perhaps a small "second wind" bump). This behavior is exemplified in Figure 4 by Jack Nicklaus and Arnold Palmer. We now turn to the characteristics of the 18 holes. We note two main classes of interesting behavior here. On one hand, there are holes like hole #6, a.k.a. Juniper, whose IRF is in Figure 5 . As can be seen, performance on the hole is fairly flat with respect to ability θ. No matter where their ability lies between -2 and 2 (which is where most of the golfers are), a golfer makes par with ≈ 70% chance, or gets unlucky and bogeys with ≈ 20% chance. Changes in ability only change these odds slightly.
On the other hand, there are holes like #13, a.k.a. Azalea, whose IRF is in Figure 6 . Performance on this hole is more strongly linked to ability. Consider the birdie (4-stroke) and par (5-stroke) curves. The ability needed to have a strong probability of obtaining a birdie is reasonable; moreover, the transition in odds is also fairly discriminative. Because it better allows golfers to demonstrate their ability, hole #13 discriminates golfers with respect to their ability more so than does hole #6. With this, it's clear to see that not all strokes are created equal. For some holes, performance is mostly chance. On very few holes, performance is significantly affected by ability. Overall, a Masters tournament victory is not just about having high ability, but a lot about getting pretty lucky.
Finally, we note that DynAEsti's allowance for dynamic ability curves is necessary to accurately model this golf dataset. For example, given half of Arnold Palmer's Masters data, DynAEsti assigns over 120 times more likelihood to the held out half of his data compared to standard static IRT.
V. CONCLUSION
IRT is a powerful framework for understanding item responses. In this paper, we proposed an extension of IRT, DynAEsti, that captures dynamically changing ability curves without relying on potentially unfounded parametric assumptions. Thus, it may offer useful feedback for either the student or an administrator in digital learning environments (e.g. MOOCs) where item responses are being continuously collected. We showed the performance of DynAEsti is comparable to a bound on the theoretically optimal performance.
DynAEsti allowed us to analyze the performance of golf players at the famous Masters tournament over the decades, where traditional static IRT would perform poorly. We were able to detect many interesting trends in player abilities over time as well as the characteristics of different holes.
To make this possible, we developed the CurvFiFE algorithm, which provided an efficient and non-parametric solution to the curve-fitting/regression problem extended to account for general probabilistic emissions. At the heart of this was the novel grafting technique we developed, which provided a means to approximate graphical models where standard LBP and VI techniques failed.
