INTRODUCTION
In most image processing tasks, the essential diculty is in the analysis { there is always a ready source of data. In this paper, we describe a task where this is not the case, and our approach to resolving the di culty.
Generating test sets for object detection and tracking algorithms is di cult: the algorithms are de ned as much by the background clutter as the objects that they are designed to nd. Establishing a suitably large test set is time consuming and expensive.
As an alternative, suitable targets can be pasted onto existing background scenes, taking care to ensure the they behave in a reasonable manner. The di culty is then in generating su ciently realistic scenes. Unlike ight simulators, where many short-cuts are possible due to the properties of the human visual system, the simulation here has to satisfy automatic algorithms.
We simulate Infra-red (IR) images, and consider the task of generating random scenes to provide physically accurate (although simpli ed) example images. Our approach is to model typical scenes stochastically, so that di erent realisations of the same random process generate di erent background scenarios which can then be used to develop many mission proles. The random process is user con gurable to include many heuristic constraints on the generation, so that the backgrounds generated may be tailored to the terrain expected.
The advantages of this approach are that repeated realisations of the stochastic scene generator produce multiple scenarios on the same terrain, leading to an essentially in nite number of background clutter frames.
SCENE GENERATION
The stochastic scenes are generated using a plan view of the 20 km grid square considered. A greyscale image representing spot heights is displayed initially, and clutter elements such as elds, roads or forests are overlaid. The image used for height maps can be either a synthetically generated image or derived from Ordnance Survey digial data (5) . The image pixels represent 50 m resolution. All of the controls for the system are represented graphically. Almost all of the parameters of the sensor can be modelled from eld of view to noise characteristics, the properties of the infra-red model are also available, as are geographical parameters to set the time of day, time of year, and location in the world.
It is possible to set up test deterministic scenes (e.g., to test a particular false target performance of an algorithm), but most scenes are generated stochastically.
Stochastic Scene Generation
For stochastic generation, we de ne the clutter elements mainly in terms of a grid of elds, which are assigned di erent properties (e.g., grassland, arable, forest, scrub). To simplify the creation process, we start with a regular square grid of elds and then peturb the grid points by a zero mean Gaussian process with variance controlled by the user. A typical realisation of this process is shown in gure 1. Checks are implemented to ensure that the eld polygons remain convex, in order to preserve ordering of the grid points.
Having developed the eld boundaries, the process \colours" each eld with a set of properties which indicate the class, and suitable variables for the class (e.g., emissivity pro les, tree height or road width). In order to avoid anomalous situations (e.g., arrable crops on the top of a mountain surrounded by forest), prior knowledge is applied to the colouring by mod- elling the process as a Markov random eld (MRF) (2) and manipulating the potential functions of the Gibbs eld equivalent as required (e.g., making the \arable" class very unlikely if the terrain height is large). The eld is based mainly on the multi-level logistic eld described by Hu and Fahmy (4), and hence also facilitates clustering of the di erent classes at a user controlled rate to model the normal principle of placing elds of the same type together.
The sampler runs a variant of the Metropolis algorithm (3) using swap acceptance rate as the metric for convergence assessment. An overall limit of sampler passes over the image is used to ensure that the algorithm does eventually stop. The initial colouring is seeded from the real-time clock, ensuring that each realisation is di erent. Parameters of each eld types are included from suitable distributions using independent samplers.
The remaining clutter elements such as animals and roads are generated by separate algorithms following parameters set by the user. Animals are added randomly to elds marked as \grassland" with a spatially random distribution and numbers chosen from a Poisson distribution. Roads are generated by a constrained terrain following routine; the degree of curvature of the road is controlled by the user, and the algorithm ensures that roads can join and do actually go somewhere. After generation, vehicles are added to the road randomly, again following a Poisson distribution.
All of these sub-algorithms ensure that each scene generated is unique, although each has the same general characteristics. By suitable modi cations of the parameters, the user can control almost all aspects of the scene in order to model the observed properties of a particular area. Two typical scenes are shown in gure 2.
Camera Model and Dynamics
A perspective camera model is used, and speci cation of the observer's position and direction with respect to the map is done in two stages. Firstly, the user speci es the control points of the xy-projection of the ight path on the 2D map of the scene. At this stage, the height of all points of the ight path are constant by default.
This can be altered by editing relative height of the path along the 2D pro le (we call this projection the zt-plane, where t is an independent variable corresponding to the position of the observer along the path). The height of the ight path is speci ed through control points for a spline approximation; however, modi cation is limited to the height component: editing the control points in the xy-plane causes the pro le to be recomputed. A typical ztplane plot is shown in gure 3. Although the ight path in the xy-plane and zt-plane is determined by a few control points (de ned to within 50 m), the calculated cubic splines interpolate the path to several hundred intermediate points with much higher accuracy. Between these intermediate points, the path is considered to be a straight line. Use of the spline description of the ight path guarantees continuous rst and second derivatives, which ensures that the direction of motion can be determined accuractely, and animation is smooth.
The speed of a motion along the path is not de ned, but is assumed to be constant. Each frame is rendered individually but a sequence can be generated automatically. External assembly of these frames may be used to derive animated sequences.
RENDERING ENGINE
The rendering engine incorporates a simple model of infra-red physics and utilises the object based description of clutter to render scenes from a given observer point. The system is designed to render one frame at a time, although animation is generated externally by collecting such frames.
Rendering Resolution
The terrain height data is stored as spot heights on a regular 50 m grid; we approximate smooth ground by triangulating patches over the spot heights as required. However, the required resolution for patching depends on the observer location and angular resolution of the sensor used: the better the resolution or the closer the observer, the smaller the patches have to be to avoid aliasing. We implement a system of dynamic resolution computation by projecting one pixel in the rendered image into the scene at the location of each patch using the current projection matrix. Calculating the size of each pixel at the patch allows the code to determine how many subdivisions to use, and the 50 m resolution patch is interpolated to the correct resolution before being rendered. In this way, in theory, pixelation of the foreground will never occur and the background of the scene is never oversampled. In practice, a lower limit of 25 cm is used on the interpolated patches to avoid massive memory overheads.
The process of interpolation is time consuming. A simple pretest is used on each 50 m patch and only those in the sensor viewcone are drawn. Typically, a very narrow eld of view is used due to sensor lens systems, and only a few percent of the total number of patches have to be redrawn.
IR Radiance Calculations
After interpolation of the underlying terrain to the correct resolution, the scene is rendered by drawing each patch in turn. The scene is rendered in greyscale, where the intensity (limited to 0{1) is proportional to the radiance emitted by the scene at that point, neglecting atmospheric e ects (which are added later). The scale factor is determined by the user, but is retained so that after rendering the data can be rescaled and true radiance is returned.
The radiance calculations are based on a model of IR physics simpli ed to allow for development. We assume that the ground is a perfect di use emitter, and hence follows a grey body emission characteristic; the emissivity parameter is designated on a pereld basis, and is spatially varying to give a simple texturing e ect across the image. The e ects of the sun are taken into account by allowing the mean temperature of any surface to vary between user de ned limits according to the angle between the local surface normal and the sun position (which is calculated from speci cation of lattitude, longitude and time).
For speed of implementation, the base emission proles are de ned through look-up tables, with linear interpolation between points. Di erent tables are included for the various wavebands considered. The tables are pregenerated by more complex models of IR behaviour in order to improve the accuracy of simulation.
Atmospheric e ects are introduced after the scene has been rendered (since it is only after all of the rendering that the depth to ground in each pixel is available). After rescaling the renderer's z-bu er to true depth, a look-up table generated using the LOW-TRAN code (1) is used to determine the path atmospheric emission and absorbtion, which are used to rescale the estimated radiance on a per pixel basis. Sightlines which do not intersect the scene are set according to another LOWTRAN generated table according to the elevation angle.
Sensor Model
The view drawn by the rendering engine must perforce assume that the sensor is perfect. In order to improve the realism of the images, this \true scene" is processed to introduce controllable noise and lowpass ltering due to the sensor.
The sensor is modelled by a Modulation Transfer Function (MTF) applied as a convolution mask, followed by spatially dependent gain (Fixed Pattern Noise, FPN) which models varying gain due to sensor imperfections, and nally white time varying noise. In order to make better use of the dynamic range, automatic scaling may also be applied. Although editing of the MTF is carried out in the frequency domain, the kernel is assumed real and circularly symmetric so that the inverse transform can be calculated using a direct numerical integration of the frequency response surface; the lter is applied in the spatial domain. The information about the transforms is retained so that true radiance values as well as scaled pixel values may be examined.
EXAMPLES
Figures 4(a){4(f) show various rendered views from the two mission pro les shown in gure 2. The image in gure 4(a) shows a general collection of terrain types, illustrating e ects of preferential warming due to sun position, while gure 4(b) shows a collection of buildings at a road, along with a vehicle. Vehicles are drawn as polygonal objects using a simple patch de nition le which speci es emissivities and temperatures for each panel. Finally, gures 4(e){4(f) show the same scene rendered in two di erence wavebands ( gure 4(e) is medium wavelength, and gure 4(f) is long wave). The long wave image shows much greater variability, in the main due to the higher overall radiance. E ects of wavebands can be quite distinct, particularly on objects such as cars or buildings.
CONCLUSIONS
MIST has been designed to produce data to test image processing algorithms. Our system essentially approaches the image processing task back to front -we have attempted to develop a system which produces su ciently realistic scenes to allow initial testing of algorithms without expensive data gathering trials. While not absolutely accurate, the system is useful for fast prototyping and testing ideas on algorithm modi cations.
The system models terrain using dynamic resolution techniques to reduce memory requirements, and models the components of the scene using a stochastic model. This model can generate an essentially in nite number of realisations of plausible scenarios, while taking into account heuristic rules on the arrangement of elements so that the scenes are realistic.
The system has applications in mission planning, design and test of infra-red object detection algorithms, and in algorithm proving. Since the sequences generated by MIST can be exactly reproduced, they can also be used to provide a standard test suite for algorithm analysis.
