Abstract-Electronically initiated explosives can have unintended electromagnetic emissions, which propagate through walls and unshielded containers. These emissions, if properly characterized, can be used to quickly detect explosive threats. In this paper, an analytic model is developed for the unintended emissions of clocked digital devices, such as microcontrollers, which can be used as initiators. It is demonstrated that these emissions are clock-dependent, periodic train of impulses. An autoregressive model of these clock emissions is developed, and the model is validated using measurements of an 8051 microcontroller. Existing algorithms, including pitch-estimation and the epoch-folding algorithm, are surveyed for detecting generic digital devices with unknown clock frequencies and emissions characteristics. A novel detection algorithm, which uses pitch estimation, is proposed. The model is used, in a simulated environment, to evaluate the noise performance of the proposed algorithms. Results indicate that the pitch-estimation techniques are robust against jitter and have a 4-dB sensitivity improvement over epoch-folding algorithms.
I. INTRODUCTION

C
LOCKED digital systems are becoming more and more ubiquitous with each passing year. The market for low-end microcontrollers, which can replace costly application-specific integrated circuits and discrete components, continues to grow. Many microcontroller-based circuits can be used to initiate explosive devices [1] . The detection and identification of microcontrollers can therefore aid in the screening and evaluation of explosive threats.
Electronic devices can be detected using their unintended electromagnetic emissions. Any high-frequency signal, including those generated from clocks, I/O lines, and internal switching, can radiate into the environment as electromagnetic emissions. These emissions can occur even if the microcontroller was designed with the modern electromagnetic compatibility techniques. Design shortcomings in the printed circuit board (PCB), as well as attached peripherals, can result in substantial radiation. . Current draw of a CMOS device has an exponential rise and an exponential decay. The pulses shown above have ξ = 1.093 and ω = 1.22 GHz, which were taken from a real CMOS device in [11] .
Shielding does not necessarily prevent these emissions. Shielded devices can generate significant radiated emissions through slots or holes in the enclosure or as a result of wires which penetrate the enclosure [2] , [3] . Moreover, manufacturers of consumer electronics often have little incentive to reduce emissions below that which is required by regulation. Devices that meet FCC limits for radiated emissions typically have emissions that are easily measurable at 3-10 m and that can often be detected at much greater distances [4] . Digital signal processing can reveal the presence of these low-power emissions at even greater ranges-but only if the emissions can be properly characterized.
Digital signal processing algorithms have been proven effective at detecting other types of electronic devices, such as superheterodyne [5] and superregenerative [6] radio receivers. These existing approaches require the device in question be susceptible to radio frequency (RF) interference. Microcontrollers are designed to resist ambient radio signals, and introducing noticeable changes requires a prohibitively strong electric field [7] . New algorithms are required for detecting microcontroller emissions.
Microcontrollers have emissions which depend on the device's current draw. The current which flows through a microcontroller's package can form a loop, inductively driving the PCB and attached cables to radiate electromagnetic emissions [8] . In a synchronous, clock-driven processor, the vast majority of transistor switching occurs at clock edges. This results in large current spikes during each clock cycle [9] . The emissions of most microcontrollers are thus expected to be current driven and dependent on the device's clock, which is typically periodic. This paper compares different methods for detecting the electromagnetic emissions of digital clock circuits.
An autoregressive model of these clock emissions is developed, and validated using measurements of an 8051 microcontroller. This model is used, in a simulated environment, to evaluate the noise performance of several existing algorithms which were developed for other applications: the harmogram (H-gram), the harmonic product spectrum (HPS), the epoch-folding (EF) algorithm, and linear prediction (LP). These algorithms have not previously been used to detect digital clock circuits. A novel detection algorithm, the harmogrant (H-grant), is proposed which uses pitch estimation with application-specific heuristics. The applicability and usefulness of each algorithm as a clock-circuit detector are considered.
II. EMISSIONS MODEL
An accurate, three-parameter model exists for the current draw in complementary metal oxide semiconductor (CMOS) devices. In [10] , it was demonstrated that the current draw at the clock transition can be modeled as an exponential rise followed by an exponential decay. The double-exponential model has three parameters: the damping ratio ξ, the natural frequency ω, and the power supply voltage V s . These parameters can be derived from measurable RLC properties of the device in question.
As given in [10] , the unit step response for the overdamped
Each clock cycle, the current draw of the CMOS system is approximated by exciting the system given in (1) with an impulse. This results in a periodic train of dampened pulses. An example pulse train, with typical parameters, is given in Fig. 1 . This current signal can drive unintended emissions.
A. Autoregressive Model
Although least-squares techniques could be used to directly fit this model to received data, reformulating the model as an autoregressive process greatly simplifies the mathematics. Taking the Z-transform of (1) with a sampling period of T s , it can be derived that
where α = T s ω and β 1 is a constant. The filter I c (z) is an infinite impulse response filter with two feedback taps and one feed-forward tap. If given an impulse train at the clock frequency as the input, it will produce an approximation of the microcontroller's current emissions. By inspection, I c (z) only has zeros at z = ∞. Similar results hold for the underdamped and critically damped cases.
The feed-forward taps only represent a single-sample delay and attenuation of the input. Since neither of these affect the overall pulse shape, and the time offset is unknown to begin with, an equivalent filter is This is an all-pole filter which applies to the under-, over-and critically damped cases, enabling it to handle emissions from devices with any damping ratio. Although the current signal in (1) drives the electromagnetic emissions, the received signal may not have the same form. The voltage received by a loop probe and driving an inductively coupled antenna, for example, is proportional to the first derivative of the current. For the overdamped case, this is not an issue, as the current signal (1) is composed entirely of exponentials of the form e K t , where K is a constant. Since
has the same form-with the exception of some constants-as i c (t). The same holds for higher order derivatives as well. Since the functions have the same form, the autoregressive model will have the same order regardless of which derivative the antenna receives. The autoregressive model is thus an appropriate fit for received electromagnetic emissions.
If the microcontroller emissions are assumed to be corrupted by additive white Gaussian noise, then the overall system is an autoregressive process with two taps [AR (2) ]. An AR process, which is depicted in Fig. 2 , can be estimated using LP. In an AR process, an unknown excitation e is filtered with an all-pole filter 1/A(z). The filtered signal x, which has been corrupted with white noise, is observed. The goal of LP is to estimate the all-zero filter A(z) needed to undo (i.e., inverse filter) the unknown, all-pole system filter.
Numerically efficient solutions, such as Yule-Walker and the Burg method, exist for estimatingÂ(z) [12] . By measuring the power of the residual signalê, it is possible to determine how well the system fits an autoregressive model: lower power indicates a better fit. Residual power is commonly used in information theory metrics, such as minimum description length (MDL), to measure goodness-of-fit [13] , [14] . These metrics can be used to validate the model.
B. Model Validation
To validate the autoregressive model developed in the previous section, the unintended emissions of a real microcontroller system were measured. The measurements were compared with the AR(2) model, using EF to improve signal-to-noise ratio (SNR) and information theory criterion to determine goodness of fit. Testing was performed using an embedded system which included an 8051 microcontroller. The 8051 architecture was selected due to its ubiquity and relatively high-speed clock. The microcontroller under test was a Philips P89LPC932A1. The microcontroller's unintended emissions were measured at close range while the device was in operation. The 8051 was configured to use its 7.377-MHz internal RC oscillator, and it was instructed to execute a test program which did nothing other than poll the I/O pins for input. A small magnetic field (H-field) probe was placed near to the 8051 in order to capture its electromagnetic emissions. The emissions were recorded using an oscilloscope.
As expected, the microcontroller has emissions which are both periodic and impulsive. The time-and frequency-domain emissions, which are plotted in Fig. 3 , indicate that the emissions are related to the system clock. The fundamental frequency of the emissions is approximately f 0 = 7.45 MHz, which is within the specified tolerance of the RC oscillator's frequency. The emissions are a harmonic signal, and the first ten harmonics (f 0 through f 9 ) are present. The measurements also reveal the presence of a second clock signal near 11 MHz. This signal originates from a crystal oscillator, which is present on the board but is not actually driving any logic.
A multitaper power spectral density (MTPSD) estimate was used to estimate the period of the emissions. The MTPSD is an unbiased spectral density estimator, and it has favorable resolution properties for making very fine frequency estimates [15] . The emissions were then resampled, using a polyphase filter bank, to exactly T = 26 samples per period. A total of 769 clock periods were averaged together to estimate the shape of the 8051's clock pulse. This interperiod averaging is known as EF and is discussed in more detail in Section III-C. LP was used to fit an AR(2) model to the raw time-domain data. A single clock pulse was generated using the estimated system filter. Both the measured and AR-generated signals were aligned in time and normalized to a peak value of one. The result of this process, which is plotted in Fig. 4 , indicates that the AR(2) model is a good fit in the vicinity of the main peak but loses accuracy elsewhere.
This loss of accuracy is due to a secondary peak, visible at approximately 0.6 T. This secondary peak, which is located half a period away from the main peak, is caused by additional transistor switching. This additional switching takes place at the falling edge of the clock, whereupon the clock tree resets itself for the next cycle.
Although the emissions appear visually to be a good fit for the AR(2) model, goodness-of-fit can be determined mathematically. If the signal is more complex than the AR(2) model presumes, a higher autoregressive model order would provide a better representation-i.e., a lower residual power. The optimum autoregressive model length can be found using information theory criterion, such as the MDL.
As formulated in [13] , the MDL finds the minimum model order that is required to represent a signal. It is evaluated as
where i is the LP order and L is the length of the input vector x from (5). The measured emissions in Fig. 4 were tested using linear predictors of various orders, i = 1 through i = 10.
The results of this computation indicate that the MDL reaches a local minimum value at i = 2. The global minimum occurs at i = 4, but the difference is not particularly significant. The AR(2) model is a good choice for representing clock emissions. This model was used to develop a simulation environment for testing potential detection algorithms, which are discussed in the next section.
III. DETECTION ALGORITHMS
Traditionally, pulse signals such as these clock emissions are detected using matched filters; this approach is common in radar systems. The performance of a matched filter has been shown to depend on the time-bandwidth product of the candidate signal [16] . The clock pulses are already very sparse in time, however, which limits the effectiveness of such filters. More general algorithms, which make few assumptions about the pulse shape, frequency, or jitter of the clock emissions, are required.
Several different algorithms exist which may be capable of detecting clock emissions. Pitch-estimation algorithms, such as the H-gram, detect harmonic signals in the frequency domain. EF is a time-domain algorithm for detecting pulse trains. The autoregressive model formulated in Section II-A, can also be used as a detector. These algorithms originate from diverse disciplines-music processing, speech encoding, and radio astronomy, respectively-but have not been previously tested for use as clock detectors. One novel algorithm, the H-grant, is also introduced and tested.
A. Linear Prediction
Since clock emissions are known to fit an autoregressive model, the same LP technique introduced in Section II-A, can also be used as a detector. An unknown signal can be searched for clock emissions by fitting an autoregressive model to the signal, then testing the "goodness-of-fit."
In the LP detector, the autoregressive model was fit to the time-domain signal using the Burg method. The Burg method, which is described in [12] and [17] , and elsewhere, is an iterative, constrained optimization process. It offers improved numerical stability over the Yule-Walker method for nearly periodic input signals [18] , such as clock emissions.
In order to detect microcontroller clocks, the received unintended emissions are fit to an AR(2) model using the Burg method. The power difference between the received signalx and the residuals is measured as
where E k {·} denotes the expectation function with respect to k. A detection occurs if (5) rises above a user-defined threshold.
B. Pitch Estimation
Since the unintended emissions are nearly periodic, they have a Fourier series representation and a time-invariant power spectral density (PSD). From Fourier theory, a periodic signal has spectral components only at multiples of its fundamental frequency f 0 [19] . This feature makes it possible to detect periodic signals by searching for harmonically related components in the power spectrum. The PSD of a signal is typically estimated using a periodogram [20] .
The two pitch estimators included in this study are the H-gram and the HPS. Both algorithms operate in the frequency domain on periodograms. They function by aggregating harmonically related periodogram bins together, then comparing the result with a threshold. From [21] , the H-gram H(f ) of a power spectra estimate S 2 (f ) is the sum of power spectra
Likewise, from [22] , the HPS P (f 0 ) is the product
Both algorithms operate on a certain, fixed number of harmonics N . For optimal performance, N should be set to the number of harmonics present in the input signal, if known. The pitch of the signal is estimated using the maximum (local or global) of H or P .
The choice of sum or product is a selectivity/sensitivity tradeoff. HPS requires that all harmonics f 0 through f N be large. This enables the algorithm to ignore signals that lack higher harmonics, such as pure-tone sinusoids, but it may fail to detect harmonic signals (like clock pulses) if one or more harmonics are not received. The H-gram is more tolerant of missing harmonics, but a strong sinusoidal signal can result in a false positive.
A novel pitch-estimation algorithm, which is referred to herein as the H-grant, was developed with the following heuristics in mind:
1) The fundamental frequency is the strongest harmonic.
2) At least two harmonics should be detectable.
With the above assumptions, the H-grant G is defined as
The H-grant requires a large, detectable fundamental frequency and a large sum of higher harmonics. It is much more tolerant of missing harmonics than HPS and should be more resistant to pure tones than the H-gram. These properties make the H-grant more suited for detecting CMOS clock pulses in ambient electromagnetic noise.
C. Epoch Folding
A technique known as EF can be used to estimate a single period of a periodic signal, given only noisy observations of that signal. EF is frequently used in astronomy for detecting pulsars, which have periodic emissions. To our knowledge, it has not been previously applied to electromagnetic compatibility problems. This technique is of interest since, if the clock pulses are periodic and the jitter is minimal, EF can estimate the actual pulse shape. Since the CMOS clock pulses have a distinctive shape, EF may prove useful for detecting CMOS devices.
EF estimates a periodic signal by averaging successive periods of the signal (i.e.,ŷ =ȳ). This requires many addition operations, but others have shown that many of these operations are redundant. The fast folding algorithm, developed in [23] , uses a time-memory tradeoff to reduce the computational complexity of EF. It computes the EF of M periods, at subsample resolution, between integer periods P 0 and P 0 + 1. The subsampling enables the detection of signals which have noninteger number of samples per period.
In order to test the EF algorithm, a reference implementation in the form of a C++ program, ffasearch, was obtained from [24] . The program is designed to detect impulse trains using the fast-folding algorithm. Once the folds have been obtained, it is necessary to examine them for the signal of interest. Many techniques are available for doing so.
Others have developed statistical tests, which enable the use of EF as a detector for impulse trains. In [24] , a constant false alarm rate (CFAR) detector is used which detects only impulse signals, which are the principle signal of interest.
This detector uses the cell-averaging CFAR technique to generate the test statistic d, making the detector resistant to variations in noise power from fold-to-fold.
The test statistic is calculated over a fold y as
where the average value of the fold,ȳ, is calculated excluding guard bins in the vicinity of the maximum. The statistic is normalized with respect to the estimated standard deviation of the fold, σ y . If an impulse-i.e., a large peak above the noise-is present in the fold, d(y) will be large. The ffafold program finds folds which have large d values [24] .
IV. RESULTS
Although all of the algorithms from the previous section can function as detectors, their noise performance and resistance to interference are crucial factors which impact their usefulness. In order to test their noise performance in a controlled environment, a simulation is developed using artificial emissions generated using the AR(2) model.
A. Simulated Environment
Since the autoregressive model fits real CMOS emissions, detection algorithms can be tested through simulation. A simulated environment allows for controlled conditions, such as SNR, which are difficult to replicate consistently in a real system. The CMOS clock pulses from Fig. 1 were used as a test signal. The simulator assumes that the channel corrupts the signal with additive white Gaussian noise.
White Gaussian noise is often a poor approximation of a radio channel. Channels may exhibit Rayleigh fading [25] , frequencyselective fading [26] , multipath propagation [27] , correlated noise, or numerous sources of man-made interference. The goal of these tests is not to simulate radio propagation, however, but to determine the relative performance of the detectors. Remedies for nonideal noise conditions exist, and some of them are detailed in Section V-B.
The simulator generates two test vectors x = c + ν and n = ν (10) where c is the CMOS emissions and ν is white, zero mean Gaussian noise (see Fig. 2 ). The power of the noise is used to control the SNR. The vectors x and n are normalized to unit variance and used, individually, to test the algorithms. The test statistics from the LP (5), H-gram (6), HPS (7), H-grant (8) , and EF (9) algorithms are evaluated on each of these inputs, and are used to generate receiver operating characteristic (ROC) curves for each algorithm. In cases where the test statistic contains multiple values-i.e., the H-gram power at various frequencies-only the maximum value is considered. The overall performance is represented using the area under the ROC curve (AUC). The algorithms included in this study are not just detectorsthey have inherent estimation capability as well. Both LP and EF can estimate the pulse shape, and EF and pitch estimators can estimate the fundamental frequency. For the purposes of this test, the estimation capability is not tested: only the algorithms' performance as a detector is considered.
In addition to white Gaussian noise, sinusoidal interference is considered. Sinusoidal signals can occur as communications signals (or as components thereof) or as unintended emissions from radio receivers [5] . Since sinusoidal signals are strongly concentrated in the frequency domain, they are among the most likely signals to cause false positives with the pitch-estimation algorithms. They may also disrupt the LP algorithms, as sinusoids also have an autoregressive representation [12] .
Two test cases, with a single interfering sinusoid, were considered. The period of the sinusoid was 0.75T , placing it halfway between two harmonics. The power of the sinusoid was fixed at +10 dB above the noise power for the first test. For the second test, it was defined to be +10 dB above the signal power instead, making it a stronger signal. The interfering sinusoid is part of the noise vector n, making it present regardless of whether or not the signal includes CMOS emissions. The results of this simulation procedure are discussed in the following section.
B. Simulation Results
The simulation program was executed using the CMOS emissions given in Fig. 1 as input. SNRs between −15 and −35 dB were tested, with 100 independently generated noise vectors ν tested at each SNR level. Thirty thousand periods, with 30 samples per period, were simulated.
The pitch-estimation and EF algorithms were limited to search the same range of periods: from 0.7 T to 3.33 T . This limitation was put in place to reduce the noise found in epoch folds of low-frequency data. The pitch-detection algorithms used a minimum of N = 4 harmonics and a maximum of N = 5 harmonics. After simulating, the AUC was calculated for each test case. The results are summarized below.
For white Gaussian noise, plotted in Fig. 5 , the H-grant outperformed all other algorithms under each tested SNR. The results were similar to the traditional H-gram, however, and the additional selectivity from the multiplication operation provides only modest improvements. LP was less effective, and did not perform substantially better than any of the pitch estimators. All the techniques perfectly separated true and false positives above an SNR of −15 dB. In this test case, the H-grant offers a 4-dB increase in noise performance over the EF algorithm. The weak sinusoidal stimulation had only a minimal effect on the algorithms. Even the H-gram, which has no inherent resistance to pure tones, was able to suppress the unwanted signal. The strong sinusoid, whose results are plotted in Fig. 6 causes problems, however.
The unmodified H-gram selected, without fail, the strong interfering sinusoid as the most significant (i.e., strongest) signal of interest. Due to normalization, the periodogram-estimated power of the interfering sinusoid was slightly lower in the "signal + noise" case than it was in the noise-only case. This reversed the behavior of the detector statistics, resulting in AUCs that were below 0.5. The H-grant's performance was also degraded by the interference-though only slightly.
The LP algorithm performed well in the strong sinusoidal interference case-slightly better than it did for pure additive noise. Although the sinusoidal signal is autoregressive, it has poles near the unit circle, and the pulse signal results in much lower energy residuals. Since LP minimizes the residuals, it converged preferentially to the CMOS pulses.
EF and HPS were, predictably, unaffected by sinusoidal interference of any variety. The EF algorithm's detector is highly specific to impulses, and HPS imposes a large penalty for missing harmonics, giving them almost complete immunity to these narrowband interferers.
V. DISCUSSION
The pitch estimation results clearly demonstrate the tradeoff between sensitivity and selectivity. The HPS is too selective to have good noise performance. Due to the low-pass fall-off of the CMOS clock pulses, noise tends to make the higher order harmonics undetectable, rendering HPS inoperative. The H-gram offers better noise performance, but it is quite vulnerable to single-tone sinusoids. The H-grant, a combination of the two algorithms, performs better in all of above test cases.
The time-domain algorithms-LP and EF-have poor noise performance. Problems with the detector statistic limited the performance of EF. Despite normalizing by the estimated noise in (9), the statistic exhibits frequency-dependent behavior. Epoch folds of white noise have a much higher power level near dc than they do in the higher frequencies. Further study may yield a more robust noise estimator. Although the timedomain algorithms have poorer noise performance, they may be more effective at discarding spurious, high-power signals in the high-SNR regime.
Although these results are promising, the simulated environment cannot accurately model all of the behaviors of a CMOS device. Devices such as microcontrollers may execute a different instruction each clock cycle, causing the magnitude-or perhaps even the duration-of the current pulses to vary. The impact of antennas, and the potential availability of near-and far-field radiation, is also an important consideration. These behaviors are best tested by measuring real CMOS devices in an actual RF propagation environment.
A number of issues remain before these algorithms can be implemented in a practical digital device detector, however. Three of these issues-high-power interferers, noise estimation, and clock jitter-are addressed in the following sections.
A. High-Power Interference
Periodic pulse train signals are not exclusive to clock emissions. They can also occur in switching power supplies, dc motors, and other power electronics. The spectral content of clock emissions may also resemble that of a communications signal. A practical clock detector must reject these interfering sources, which may share fundamental frequencies with microcontroller clocks.
Many techniques exist for eliminating high-powered interference. Beamforming techniques can be used to null out sources of interference which are spatially coherent [28] . Wiener filtering can also attenuate signals from distant sources [29] . Blind techniques, such as independent component analysis, can separate signals which overlap in the frequency domain [30] . These techniques may be useful for rejecting high-power signals which are generated by other types of devices.
B. Constant False Alarm Rate
An optimum Neyman-Pearson detector uses a threshold test to determine if a signal of interest is present. The value of the threshold depends on the desired probability of false alarm, which is set by the user. Correctly setting this threshold requires knowledge of the probability density function (PDF) of the noise [31] , but this PDF is rarely known in practice. In order to have a fixed probability of false alarm, it is necessary to set the threshold from the data itself.
This family of techniques is known as CFAR. In a CFAR algorithm, the noise level is first estimated from the data. Bins which exceed a certain threshold, compared to the noise level, will trigger a detection. Sometimes this threshold is set assuming that the noise has a particular distribution [32] , [33] , but other approaches simply use a constant gain above the noise level. In periodograms, CFAR can estimate the noise level for each bin individually. This makes the periodogram techniques more robust against frequency-selective fading.
C. Jitter
Microcontroller oscillators can exhibit considerable drift, and any period estimate may not be valid for long. Systems which do not have particularly demanding real-time constraints can use low-cost RC oscillators, and these oscillators may have substantial long-and short-term drift. Even crystal oscillators, which offer higher precision, are not immune to environmental conditions [34] .
Some oscillators deliberately add jitter in order to reduce their apparent unintended emissions at particular frequencies in order to satisfy regulatory EMC emissions requirements. These oscillators, which are known as spread spectrum clock generators (SSCGs), are of particular interest since they add jitter deterministically-and are thus, simpler to model than random drift. They are also of interest because they may be more difficult to detect than standard oscillators-with pitch estimators in particular. It is worth noting that an SSCG does not actually reduce the radiated power-it merely spreads the radiated power over a wider range of frequencies.
SSCGs add jitter by making the oscillator's target frequency a function of some other periodic function. In each period, the time until the next clock pulse is selected using the output of this spreading function. The spreading function is typically symmetric about the oscillator's "true" period, making the oscillator an accurate timekeeper, on average. Triangle waves are popular spreading functions and are used in practical SSCG devices [35] , [36] .
In order to simulate the effect of a jittery oscillator, a spread spectrum clock generator was used in the simulation. The simulated SSCG used a triangle-wave spreading function that was 263 clock periods long and resulted in a maximum deviation of ±1% of the oscillator's true period. These values were taken from a real SSCG documented in [35] .
The simulation results, which are plotted in Fig. 7 , show the EF algorithm is particularly sensitive to jitter. The subsample folding accuracy of EF is more harmful than helpful in this case, as the peaks from the clock pulses are spread into many 
VI. CONCLUSION
Simulations indicate that, in the absence of strong interfering signals, pitch-estimation algorithms offer the best noise performance for detecting digital devices. These algorithms operate in the frequency domain using periodograms as input, which makes them simple to implement on any real-time device which has an FFT library. Personal computers or DSP chipsets can be used as real-time detectors, with less than 1 s of delay, with these algorithms.
Periodograms have behaviors and tradeoffs, such as time/frequency resolution and windowing, which are well understood [37] - [39] . The H-gram, H-grant, and the HPS do not substantially increase the computational complexity of the periodogram, which is given in [20] . The simplicity of the periodogram comes at a price, however: they are each vulnerable to high-powered interfering signals. A practical detector must include methods for suppressing high-power interferers, such as a near-far canceler.
Of the pitch-estimation algorithms under test, the H-grant provided the best sensitivity and selectivity for this application. The H-grant, which is a minor, heuristic modification to the H-gram, has proven to be robust against sinusoidal interference, low SNR, and typical jitter. This pitch-estimation technique offers a 4-dB gain in noise performance over the EF algorithm. These findings reenforce the usefulness of the Welch periodogram, and its relatives, for detecting periodic signals.
Although the pitch-estimation methods offer high performance, the time-domain techniques are also useful. With sufficient SNR, LP and the EF algorithm also function "perfectly" with a ROC area of 1.0. The EF algorithm is the most selective technique available: it only detects impulse train signals. This selectivity may prove essential in real-world scenarios, where unexpected interference signals are present. Additional refinements may make EF more robust against noise and jitter.
LP offers no particular advantage over the other techniques, but the autoregressive model it is based on is useful for modeling clock emissions. Comparisons with real data, gathered from an 8051 microcontroller, indicate that a second-order autoregressive model is a reasonable approximation of clock emissions. The model holds even when the emissions are received via a loop probe, which uses inductive coupling.
In future work, cyclostationarity analysis may yield a more sensitive detector for SSCGs. Unlike a stationary process, which has time-invariant statistical properties, a cyclostationary process has statistical properties which vary cyclically (i.e., periodically) in time [40] . In this case, the power spectrum of SSCGs varies cyclically with respect to the spreading function. Cyclostationarity analysis has been proven to be effective at detecting chirp radar [41] , and it may be useful for detecting these triangle wave-spread pulse trains as well.
These findings, while preliminary, demonstrate the feasibility of building a digital device detector. The H-grant and EF algorithms have promising simulated results and, in future work, could be tested in a real-time detector under real propagation conditions. With additional measurements and testing, the methods proposed herein could enable the rapid discovery of digital devices.
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