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Research Area
During the requirements analysis phase of systems
development, the user and analyst attempt to come to an
agreement on the purpose of the system and the needs of
the future users.  When completed effectively (and
efficiently), this process leads to the creation of an
information system that fulfills the intended purpose and
meets the needs of the users on time and within budget.
Often times, information systems are designed and
created that do not meet the needs of the users or fulfill
their intended purpose (Jenkins et al., 1984; Guinan et al.,
1998).  These systems are often the result of problems
that occur during the requirements analysis phase (Guinan
et al., 1998; Holtzblatt and Beyer, 1995; Schenk et al.,
1998).  Of the many potential problems,
miscommunication between the user and the analyst has a
great potential for causing “bad” systems (Marakas and
Elam, 1998; Tan, 1994).
To foster better communication between the user and
the analyst, a tool should be added to the requirements
analysis phase of systems development.  This new tool is
the creation of a mental model of the proposed system
(Wilson and Rutherford, 1989).  This mental model would
be created jointly by the user and the analyst.  It is
proposed that the addition of this new tool as part of the
requirements analysis phase will lead to a better
understanding of the needs of the user by the analyst.
This tool will also lead to a better understanding of the
abilities and concerns of the analyst by the user (Novak,
1998).  The concept map will serve as a bridge between
the user and the analyst who come from very different
backgrounds, experiences, and styles.  The user (ideally)
knows what the system should do and how it should
work; the analyst (again, ideally) knows how to model the
needs of users into standardized diagrams and models so
that the system can be further designed and eventually
built; the concept map will allow the user and analyst to
reach a shared understanding of each other, something
that should occur as early as possible in the design of
information systems.  This map will therefore lead to a
closer match between the final system and the needs of
the users, a better process of requirements analysis, and
ultimately a better system.
Importance of Research
Information systems are constantly being designed
and then re-designed because of mismatches with the
needs and changing needs of the users.  These re-designs
cost organizations valuable time, energy, and money, in
addition to ill will between the users and the system
developers, whether they are internal or external to the
organization.  Any research that successfully elicits
factors that can be controlled and then used to make this
whole process “better” is valuable to the entire systems
development industry given the increasing strategic
importance of information systems, the potential
monetary gains of building a system right the first time,
and the potential gains in time and effort.  The use of
mental models has been studied for many years in fields
such as psychology and education (e.g., Gaines and Shaw,
1995).  There is strong evidence that mental models can
be used to create a mutual understanding between
multiple individuals over a single topic or domain
(Hoover and Rabideau, 1995; Novak, 1998) and thus lead
to “better” systems – a goal to which all organizations
aspire.  While other forms of modeling are utilized
extensively during the development of information
systems, mental models and their use have not been
studied previously.  The concept map will help the user
express in non-verbal form what is needed and help the
analyst understand in non-verbal form what needs to be
done. Therefore, it is hoped that the inclusion of this
additional modeling technique will be measured and
perceived as beneficial and important to both systems
analysts and users.
Significant Prior Research
Mental models are representations of a person’s
conceptual understanding of a domain (Craik, 1943).
This domain may be a static situation, a process, a
problem, or some combination.  For a more complete
review of the mental model literature, see Wilson &
Rutherford (1989).  There are many forms of mental
models, as it is a broad term used to cover nearly all
forms of cognitive, conceptual modeling.  A subset of
mental models is the concept map.  A concept map is a
pictorial representation, created manually or via a
computer (Chung et al., 1997), of a domain that consists
of concepts represented as nodes which are connected to
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each other by arcs.  The connecting arcs represent the
links within the mental model of two or more concepts
(Dorough & Rye, 1997).  Concept maps have been used
to organize and present knowledge in a variety of
domains (Novak, 1995).  They are tools to let one person
convey meaning and relationships to another person in a
visual format.  They have been shown to foster a joint
understanding between two individuals viewing the same
map (Malone and Dekkers, 1984; Novak, 1998).
Prior research relating to this research area is from
the requirements analysis literature and the mental model
literature.  Montazemi and Conrath (1986) utilized cause-
effect diagrams for systems analysis.  Group mental
modeling has been studied by Browne et al. (1997) as
well as Massey and Wallace (1996).  Zmud et al. (1993)
studied the use of mental imagery in information
elicitation and found significant results.  Vessey and
Conger (1993) found a positive influence of application
knowledge on methodological success by the analysts,
though no actual users were involved.  Tan (1994)
proposed that improving the mutual understanding
between the user and the analyst would lead to better
designed systems.  One aspect of mutual understanding
that was tested was “shifting perspective” by the analysts.
Shifting perspective refers to the ability of the analyst to
view the system and its requirements from the client’s
perspective and frame of reference.  While not significant
at all levels, shifting perspective was an important part of
creating a mutual understanding.  Marakas and Elam
(1998) found that one way to improve the requirements
analysis process in order to gain more accurate logical
representations of the system is to use a structured
questioning approach.  Other methods for improving this
process must also exist.  This research proposes to
combine (a) the need for a mutual understanding between
the user and analyst and (b) the evidence that the
requirements analysis process can be improved with (c)
concept maps as the tool for this improvement.
Research Hypotheses and Methodology
Hall & O’Donnell (1996) and Newburn et al. (1997)
have shown that concept maps lead to a greater recall
ability of the concepts modeled.  Therefore, when concept
maps are used during requirements analysis, this recall
effect should also be present and should be apparent
during the subsequent drawing of a logical Data Flow
Diagram (DFD) by the analyst.  Higher recall of the
requirements and other information present in the concept
map will lead to greater accuracy in the logical DFDs
constructed by the analysts when user-analyst dyads use
concept maps.  This increase in accuracy should be
present for analysts with little experience and for analysts
with a fair amount of experience.  This is expressed as
Hypothesis 1.
H1: Analysts from dyads using concept maps as
part of the requirements analysis process will
produce logical DFDs of higher accuracy than
analysts from dyads not using concept maps as
part of the requirements analysis process.
Similarly, the higher recall obtained from using the
concept map during requirements analysis will have an
affect on the time taken for the analyst to create the
logical DFD.  As Willerman & Mac-Harg (1991) found,
concept maps are useful as advance organizers, thereby
assisting the analyst in future modeling tasks.  This affect
will be seen in a lower amount of time needed to create a
logical DFD by the analysts from dyads using concept
maps.  This is expressed as Hypothesis 2.
H2: Analysts from dyads using concept maps as
part of the requirements analysis process will
produce logical DFDs in less time than analysts
from dyads not using concept maps as part of the
requirements analysis process.
The use of the concept map will be perceived as
beneficial to both parties involved.  This is based on the
literature that found motivation and concentration to have
increased after using concept maps (Hall & O’Donnell,
1996).  This prediction is also based on the literature that
shows concept maps as being helpful in gaining a shared
understanding (Taber, 1994), whether or not they
empirically or statistically lead to a greater shared
understanding.  This prediction is not concerned with the
entire requirements analysis session; rather, just with the
use of the concept map as a tool within the session.
Hypothesis 3 expresses the predictions regarding
perceived benefits of concept maps.
H3: Analysts and users from dyads using
concept maps will perceive the concept map to
be a beneficial part of the requirements analysis
process.
Whereas Hypothesis 3 is concerned with the
perceived benefits of the concept map itself, there should
also be a greater sense of satisfaction with the entire
requirements analysis process for analysts and users who
employed the concept map.  In other words, analysts and
users from dyads that used a concept map as part of the
requirements analysis phase will feel that they were better
able to communicate with each other and that the whole
session was more successful.  This will be measured as a
satisfaction rating for the session and as a perceived level
of understanding.  They are expressed in Hypotheses 4
and 5.
H4: Analysts and users from dyads using
concept maps will have a higher satisfaction
rating of the requirements analysis session than
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those analysts from dyads not using concept
maps.
H5: Analysts and users from dyads using
concept maps will have a higher perceived level
of understanding rating than those from dyads
not using concept maps.
The concept maps themselves can also be analyzed
across dyads and compared.  They can be analyzed in
terms of the number of nodes present, the number of links
present, and the overall content of the map.  Because the
users in all of the experimental dyads will not be
significantly different from each other in terms of
training, background, and overall education, the
differences between dyads – in addition to the use of the
concept map – result from the experience of the analyst.
As Markham et al. (1994) found, experts produce concept
maps that are structurally more complex than those of
novices.  This structural complexity should be apparent in
terms of nodes, links, and overall content.  Hypothesis 6
expresses these comparisons between concept maps.
They are not dealing with measurements of the accuracy
or correctness of the maps.
H6: Concept maps from dyads with High
Experience analysts will contain more nodes,
contain more links, and be structurally more
complex than the concept maps from dyads with
Low Experience analysts.
A laboratory study of dyads of simulated users and
simulated analysts will be conducted.  Difficulty arises
from getting simulated users to understand and convey the
“proper” needs of the user and purpose of the system.
Analysts would be required to create a DFD that can then
be judged for its accurate modeling of the “real” system
based on the inclusion of correct elements and data flows
and the exclusion of incorrect elements and data flows.
One treatment group will create concept maps during the
requirements analysis phase (the experimental group) and
the other treatment group will not (the control group).
Following the session, those users and analysts in the
experimental group will be given a satisfaction survey to
measure their satisfaction level of using the concept map
as part of the requirements analysis process.  Results
between treatment groups can be compared to see if there
is a significant difference in accuracy, time, satisfaction,
etc. for the concept mapping group.  The comparison of
all of the above between low experience and  high
experience analysts would also be beneficial, thereby
creating a 2x2 experimental design of the experimental
and control treatments with the low and high experience
analysts.
Potential Outcomes
The best outcome would be that there are significant
main effects of experience and the use of concept maps in
addition to an interaction effect between the two
variables.  This would suggest that the combination of
analyst experience and the use of concept mapping during
requirements analysis will provide a better match between
user needs and the actual system.  Another outcome is
that there are significant main effects but no interaction
between the variables.  While not as interesting, this is
still important as it shows an effect of experience and a
separate effect of using concept maps.  A third outcome
could be that there are no significant differences between
the treatment groups.  This could be problematic as it may
be a result of poor research design or implementation.
Assuming no systemic errors, this would show that
concept maps are not a means for the creation of a joint
understanding in this context or that a joint understanding
is not as vital as previously considered.
A final outcome, regardless of the significance of the
effects within and between treatments is the satisfaction /
perception ratings of concept mapping as a part of
requirements analysis.  These results will be especially
interesting when compared to the actual performance
results as performance and preference do not always
match (e.g., Bailey, 1995).  Knowledge will also be
gained in the application of concept mapping to a new
domain.
Conclusion
The above study will attempt to determine whether
the addition of concept mapping to the requirements
analysis phase of systems development creates a greater
shared understanding of the system requirements and the
user needs by the analyst.  This greater shared
understanding will hopefully lead to a system that will
better reflect these requirements and needs through the
logical DFDs created by the analyst, and ultimately
require less adjustments throughout the remainder of the
development lifecycle.
Though beyond the scope of this study, these issues
and research questions have applications to other areas of
systems development.  For instance, Joint Application
Design (JAD) and End-User Development are two
methodologies that may benefit from the use of concept
mapping during the requirements analysis phase (Kara,
1997).
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