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En la actualidad la comunidad científica está desarrollando numerosos métodos y 
técnicas para la adquisición de información tridimensional de una escena, con caracte-
rísticas diferentes dependiendo de las aplicaciones para las que se requieran. Algunos 
estudios realizados sobre las técnicas de adquisición de información tridimensional 
las han clasificado en dos grandes grupos: uno de ellos está constituido por las técni-
cas activas que incluyen los sistemas que inyectan algún tipo de energía controlada 
para formar la imagen. Dentro de este grupo se encuentra por ejemplo, los sensores 
laser, los sensores que utilizan el tiempo de vuelo o también los que utilizan la luz 
estructurada, entre otros. Por otro lado está el grupo de las técnicas pasivas que no 
introducen ningún tipo de energía en la escena. Uno de sus métodos de reconstrucción 
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Para ilustrar los cambios de prominencia y describir la novedad temporal de los obje-
tos espacialmente sobresalientes se construye un mapa de “evento sorpresa”.  
 
 Las principales contribuciones de este artículo son: 
 Modelado de un mapa de “eventos sorpresa” basado en la información del mapa de 
prominencia. 
 Un sistema de cámara activa conducido por “el evento sorpresa” en tiempo real. 
 
4.3 “Stereo Vision-Based Human Tracking for Robotic Follower”[11] 
  Este artículo presenta un nuevo enfoque para combinar detección de humanos basa-
da en visión estéreo con seguimiento de humanos usando un filtro de Kalman modifi-
cado. La detección basada en visión estéreo combina características extraídas de imá-
genes estéreo 2D con características 3D de objetos reconstruidos para detectar huma-
nos en el entorno de un robot.  La información de la imagen estéreo es usada para 
ayudar a la definición de regiones de los diferentes objetos incluyendo los humanos. 
El par imagen adquirido es usado para calcular un mapa de disparidad, utilizando el 
algoritmo “block matching”, con el que luego se calcula la segmentación. El funcio-
namiento de este método se probó en una aplicación en la que un robot móvil sigue a 
un humano, tanto en interiores como en exteriores y utilizando el sistema estéreo 
BumblebeeXB3. 
 
4.4 “Test Bench for Robotics and Autonomy: Overview and Test Results”[12] 
En este trabajo se presenta un sistema completo, llamado TBRA (Test Bench for 
Robotics and Autonomy), para la realización de una plataforma robótica dotada con 
guiado autónomo y un sistema de navegación. Este sistema está basado en una arqui-
tectura de software modular y flexible, en el cual cada módulo implementa una fun-
cionalidad clave del GNC (Guidance Navigation and Control). Los módulos se comu-
nican por medio de interfaces estandarizadas diseñadas para intercambiar la informa-
ción necesaria entre los módulos que componen el sistema completo. Uno de los mó-
dulos que componen el sistema es el de percepción por visión estéreo (Stereo Vison 
Perception Module), el cual se encarga de la generación de un mapa de elevación 
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