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序章
1．1　本論文の構成
　本節では、本論文の構成を説明する。
　第1章では、本論文の構成を説明したあと、本研究の位置付け・意義につい
て述べる。また、従来の研究で、ナチュラルシーンの理解を目指したものにつ
いて述べる。これを踏まえて、特に、樹木等の植生に対するステレオマッチン
グの問題点を明確にする。
　第2章では、樹木等の植生の空間的な形状の性質と画像に投影された際の性
質について述べる。
　第3章では、第2章で明らかにした性質を利用して、樹木のような類似した
特徴が多数存在するものに対して、ステレオマッチングを行なう。
　第4章では、ステレオマッチングにおいて、誤対応を起こす大きな要因の一
つであるオクルージョンの有無を判断し、マッチングの信頼性の向上を図る。
　第5章では、第3章におけるステレオマッチングをもとに、視差マップを作
成した。この際、第4章の方法により、オクルージョンを除去し、より信頼性
の高い視差マップを作成し、それを、エレベーションマップに変換することに
1
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より、形状を表現する。
　第6章では、結論をまとめる。
1．2　本研究の位置付けと意義
　近年、自律移動ロボットに関する研究が盛んに行なわれている。自律移動ロ
ボットが何らかのタスクを遂行するためには、作業環境を3次元的に理解し、
その地図の中で、自己位置を同定し、“移動”し、タスクを遂行しなければな
らない。そこで、作業環境に対応する地図が必要となる。ここで、考えられる
のが、「既に作業環境の3次元地図をロボットに与え、それを基に、タスクを
遂行する」方法と「未知の環境に対して、センサ情報を利用して、作業環境の
3次元地図を作成しながら、タスクを遂行する」という方法である。しかし、
前者は作業環境が変化するごとに、”地図”を更新しなくてはならず、環境の変
化に十分対応できない。それに比較すると、後者は、その場でセンサ情報から
環境を判断するので、環境の変化に対応できる。しかし、その技術は十分開発
されていない。ここでは、研究の背景を図1．1に示す。
　ここで、図1．1に示すように、自律移動ロボットに対して、何らかのタスク
が与えられたとき、タスクを遂行する前に、まず、3次元環境の理解が必要と
なる。ここでの作業環境全体を「自然物」と「人工物」に大別する。次に、与
えられたタスクを実行する際に、「自然物」が作業対象もしくは障害物として
存在する場合、「自然物」の形状理解が必要となる。
　そこで、コンピュータビジョンの分野では、外界センサから「自然物」を
観測し、それをもとに、自然物の形状モデリングを行う。この場合、受動的な
手法である「ステレオ法」が有効であると考えられる。ここでは、公園・歩道
一
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Figure　L1：研究の背景
などにおいて、低木・植え込み等が多く見られるので、それらを対象として、
ステレオマッチングを行う。このような場合、対象が複雑であるために、その
環境認識は困難が予想される。
　本研究は外界センサとしてステレオカメラを使用する。ナチュラルシーン
の理解には距離情報の獲得が不可欠である。そこで、ナチュラルシーンにおけ
る植生のような複雑な対象について、ステレオマッチングを行なう手法を提案
する。ここでは実験において歩道の植え込みを対象とし、複雑で、かつ、類似
した特徴が多く存在するようなものに対して、ステレオマッチングを行なう。
　また、最近の二一ズとして、コンピュータ・グラフィックス（CG）や3次
元ディスプレイ［8］の世界が挙げられる。特に、今回着目した植物の形状につ
いては、より自然な樹木を表現するための手法が提案され、発展段階である。
一
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また、現実の物体をモデリングするためには、形状データの獲得が重要な課題
であり、コンピュータ・ビジョン（CV）の役割は大きい。
1．3　植生形状再構成に関する従来の研究
　従来、自然物のモデリングの研究として、樹木や地形を対象としたものが
あるが、その中で、レンジファインダを用いた研究がある国【31［4］。しかし、
屋外でこの手法を適応する場合、高出力のレーザ光源を必要とし、余り現実的
でない。また、環境に人物が存在する場合、人体への影響を考慮すると、使用
できない。また、今回着目したような植え込みに対して、レンジファインダを
適応すると、表面の凹凸が激しく、レーザの反射が十分に得られないために、
計測が困難である［11。
　そこで、環境に影響を与えない受動的な方法として、ステレオ法がある。ス
テレオ法を適応した場合、類似した特徴が多く存在し、対応点の決定が困難で
あると予想される。
　従来、複雑な特徴に対してステレオマッチングを行なう手法として、テク
スチャ特徴を利用したものがあるが、基本的には滑らかな曲面に対して適応す
る手法同同で、細かな凹凸に対応できない。
　また、紛らわしい濃度パターンや繰り返しパターンを含んでいるような場
合に対して、複数基線長のステレオ画像を基に・評価関数を作成し・対応を求
める方法［7］がある。しかし、オクルージョンが多く発生するものを対象とし
た場合、着目点に対して、対応が存在するとは限らない。これに関する判断基
準が明確ではない。
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ナチュラルシーンにおける植生の
性質
2．1　ナチュラルシーンの定義
　ここでは、一般的な場面・状況のことを「ナチュラルシーン」と呼ぶ。ここ
でのナチュラルシーンには、様々な対象が含まれる。建物・道路・植物・空・
山・etc…。ここでは、この様なナチュラルシーンから3次元環境理解を行な
うことを最終的な目的としている。
2．2　ナチュラルシーンにおける植生の定義
　ナチュラルシーンには、様々な対象が含まれるが、ここでは、対象の性質
により分類を行なう。建物・道路については、基本的に平面・曲面で表される
ことが多く、特徴の変化が大きい部分（エッジ部分〉を基に形状の骨格を理解
し、その後、面補間により、3次元環境理解が行なわれる。空・山については、
「3次元環境理解」という比較的近辺のものを対象とした目的から外れる。植
物については、多種多様のものが考えられるが、樹木（幹・枝・葉と構造がはっ
きりしたもの〉や大きな葉を持つ植物はエッジベースの認識が使えるので、技
5
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術要素的には、建物・道路に近いと考えられる。しかし、植物の中には、草や
植え込みのように、特徴が細かく、類似した特徴が多い場合がある。このよう
な場合、エッジベースの手法では認識できない。本研究では、このような類似
した細かい特徴が多数存在する場合の3次元環境理解を行なう一手法を提案す
る。
　ここでの植生とは、樹木等の植物の総称である。ここでは、公園や歩道等
に良く見られる植え込みを対象とする。図2．1の様な植え込みはこれらの一例
である。
Figure2．1：公園等における植え込みの一例
　これらの対象では、人間にとっても、画像中に類似点が多く、近辺の点と区
別が付き難い。しかし、人間は、このような対象を目の前にしても、その形状
の認識が可能である。
一 一
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2．3　画像上における植生の性質
　ここでは、画像上において、植生がどの様な性質を示すかを明らかにする。
まず、特徴の複雑度の指標として、フーリエ変換を用いた周波数解析を行なう。
　次に、ある着目点について、相関値により周辺の特徴との類似度を比較し、
特徴の性質を明らかにする。
2．3．1　空間周波数による検討
　「ナチュラルシーン」の一例として、図2．2を示す。ここには、様々な対象
が含まれている。そこで、任意の領域に着目し、フーリエ変換を行なう。高速
フーリエ変換を行なうために、マスクサイズは、27である128を用いた。
　図2、2の中で、4つの領域を指定し、フーリエ変換を行なったパワースペク
トルの例を図2．3に示す。
　まず、最上段から、これは建物の例として、選択した。これについては、際
だったエッジが多く、細かい濃度変化が見られないので、高周波成分が少なく、
低周波成分が多いと考えられる。フーリエ変換の結果もこれを反映した結果と
なっている。
　次に、2段目には、同じく、建物に対する特徴が主であるが、先ほどとの違
いは、水平・垂直線分のエッジだけでなく、斜めのエッジが多い点である。こ
の場合、フーリエ変換では、画像上の傾きと逆向きの傾きとして、反映されて
いる。
　次に、3段目では、植生に対する特徴を選択した。この場合、細かな特徴
が多く、エッジ抽出では、明確な特徴が得られない。フーリエ変換の結果は、
低周波成分だけでなく、高周波成分まで広がっている様子が分かる。
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Figure2．21着目領域の設定
　次に、最下段では、植生同志が重なり合っている様な場合では、フーリエ
変換の結果は、ほぼ、3段目と同様であるが、影の影響により、多少、低周波
成分が強い様子が伺える。
　これにより、画像中の特徴の複雑度により、領域を分類し、その特徴にとっ
て最適な処理を施す必要がある。ここでは、フーリエ変換の結果が高周波成分
まで広がっている場合、つまり、細かい特徴が多く、類似した特徴が繰り返し
存在する場合について、処理を行なうことを考える。
一
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Figure2．3：フーリエ変換の例
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2．3．2　相関による検討
　樹木等のナチュラルシーンにおいて、人問にとって、類似した特徴が多数
存在する場面が見られる。これらの画像を見ると、それぞれ、単一の画像中に
おいて、類似した特徴が多く、特徴に独自性がないように思える。そのため、
ステレオ画像間でも、マッチングが困難であると予想される。これらの対象が
「画像上で、どのような性質を持つか？」ということを明らかにする。
　ここで、1枚の画像に対して、着目点を決め、それに対して横1ライン自
己相関の計算を行なった結果を図2．4に示す。
　まず、画像中のある1点（縦線と横線の交点）に着目し、その特徴の性質を
検討する。2種類のマスクサイズで自己相関を取った結果を図2．4のグラフに
示す。それぞれのグラフの値域は［0．5～1．0］である。（上：5×5［pixell…①・下：
25×25［pixe1］…②）
　このとき、着目点・探索点、共に、マスクサイズをm×πとする。着目点
のマスクに対応する画像の濃淡値を∫（¢，ゴ）相関計算を行なう探索点のマスク
に対応する画像の濃淡値をg（乞，ブ）とする。ここで、それぞれの関数をm×η
次元のベクトルと捉え、それらに対応するベクトルをf，gとすると、
　　　　　　　　　　　　　成分数：鵬×π個
　　　　　　f＝［！（1，1），∫（1，2），…，∫（鵬，η一1），∫（㎜，η）1
　　　　　　9＝19（1，1），9（1，2），一・，9（m，％一1），9（m，η）1
　　　　　　　　　　　　　　成分数：犠x冗個
で表される。このとき、m×π次元空間において、ベクトルfと9の成す角が
小さければ、2つのマスクは類似度が高く、成す角が大きければ、類似度は低
いことを示す。そこで、その成す角θは次の式から求められる。
f・9ニIfIIgICOSθ
一
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そこで、COSθを評価関数とすると、評価値Eは、
　　　　　　　　　E＿　　Σ6Σ）ゴ蜘）如）
　　　　　　　　　　　　Σ、Σゴ獅）2・ΣΣゴ9（歪，ゴ）2
で計算される。これは、［0．0～LO1の値を取り、1．0に近ければ類似度が高いこ
とを示す。
　①では、着目点のピークが鋭い。しかし、他にも偽りのピークが多数存在
する。これがステレオマッチングを困難にする要因であると考えられる。②で
は、偽りのピークが減少している。この傾向は、マスクサイズが大きいほど顕
著に現われるが、計算量にも無駄が多く、多き過ぎると局所的な特徴を見てい
ることにならないので、あまり、望ましくない。
　これを実験では、4つの異なるナチュラルシーンの植生における任意の点
について、各シーンからそれぞれ20ヶ所サンプルを取り、画像上における特
徴の性質を評価した。これにより、いずれの点についても、先ほどと同等の結
果が得られた。
CHAPTER 2. ~~~ * ~ )~ ~ - ~/ eC~5~~ ;~~~L~~O)t~~~~ 
l~ 12 
J-
Figure 2,4: ~~ ~ ,~.~) ~ ~~~1f~1 (Ji:5x5 T:25x25[pixel]) 
見、．、
Chapter3
植生におけるステレオマッチング
3．1　状況設定
　ここでは、自律移動ロボットが建物・植物等が混在する環境の中を環境認
識を行ないながら、移動していくことを考える。このとき、外界センサは静止
した状態での2眼ステレオカメラとする。ここでの2台のカメラの位置関係・
カメラキャリブレーションは厳密に分かっているものとする。この様な状況で
ナチュラルシーンを観測した場合の一例を図3．1・図3．2に示す。
　これら2枚の画像をサンプルステレオ画像として、以後の処理で使用する。
ここでは、この2枚の画像問でマッチングが取れることを目的とする。
13
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Figure3．1：植え込みの一例（左画像）
Figure3．2：植え込みの一例（右画像）
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3．2　ステレオ視における植生の性質
　第2章では、単一画像上における植生の性質を自己相関を用いて明らかにし
た。ここでは、ステレオカメラ、つまり、視点が異なる2枚の画像間での植生
の性質を明らかにし、ステレオマッチングに利用する。
3．2．1　ステレオ視における見え方の違い
　カメラ間のベースラインに比べ、対象までの距離は十分遠く、2視点間で
局所的な特徴には見え方の変化は微小とする。しかし、視点の違いにより、見
え方は微妙に変化するので、局所的な相関により、対応点を決定する際、正し
い対応でも、評価値は1．0にはならない。それでも、オクルージョンが起きて
いない場合、ローカル・テクスチャの変化は微小であるために、対応付けが可
能であると考えられる。
3．2．2　マスクサイズによる影響
　第2章で示した通り、小さいマスクの場合、偽りのピークが多数存在し誤対
応である可能性が高い。大きいマスクの場合、偽りのピークが減り対応を決
定できる。ただし、マスクが大き過ぎると、広範囲の特徴を利用することにな
り、視点移動による見え方の変化を受け易くなる。そこで、確実に正しいマッ
チングを行なうためには、マッチングに対する信頼性を保ちながら、極力、小
さいマスクサイズで探索を行なわなければならない。
　ここで、先ほどのサンプルステレオ画像に対して、5種類のマスクサイズ
で、対応付を行なった。ここでは、オクルージョンが発生していない場合に着
目をした。参考のために、自己相関を図3．3に示し、相互相関を図3．4に示す。
一
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Figure 3.3: ~ ~:~1f~1 (Ji~' ~ 5x5 ･ 15xl5 ･ 25x25 ･ 35x35 ･ 45x45[pixel]) 
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Figure3。4：相互相関（上から5x5・15x15・25x25・35x35・45x45［pixel］）
一
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　ここでは、5種類のマスクサイズ（5x5・15x15・25x25・35x35・45x451pixe11）
について相関計算を行なった。ここで用いた計算式は、第2．3．2節と同一のも
のである。自己・相互相関共に、小さいマスクサイズでは、偽りのピークが多
数存在するが、大きいマスクサイズでは、偽りのピークが減少し、対応のみが
際だってくる。
　ここでは、グラフ中の縦ラインは評価値が最大の点を示し、ラインがない
方の黒点が評価値第2位の点を示す。ここで、評価値が最大のものを対応とし
て決定するが、それが、正しい対応か誤対応を起こしているのか、これだけで
は、判断できない。
　ちなみに、この例では、5x5のマスクサイズでは、評価値1位と2位が逆転
してしまい、誤対応を起こしている。次のマスクサイズ15x15では、かろう
じて、正しい対応が取れているが、極めて信頼性が低い。これに対して、さら
に、マスクサイズを大きくすることにより、正しい対応点のピークが際だって
いく様子が分かる。つまり、「マスクサイズが大きい方がマッチングの信頼性
が高い。」ということが言える。しかし、マスクサイズが多き過ぎると、周辺の
特徴に引かれてしまい、局所的な特徴を基にしたマッチングとは言えない。こ
の例でも、一番大きいマスクサイズ45x45では、相関値のピークが鈍くなり、
右に1画素ずれてしまっている。本来、極細かい特徴を利用してマッチングを
行なっているので、サブピクセル単位でマッチングを行なう必要があるが、原
理的には容易であるため、ここでは、省略した。
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　参考のため、それぞれのグラフにおける、評価値が最大の点と第2位の点
の比率を表3．1に示す。
Table3．1：評価値1位・2位の比較
マスクサイズ 評価旦　1猛 評価置　2立 比率
自己相関
5×5 1．00 0．9751400．975140
15×15 1．00 0．9613680．961368
25×25 1．00 0．9406320．940632
35×35 1．00 0．9232110．923211
4，5×45 1．00 0．9157400．915740
相互相関
5×5 0．9819480．9799790．997994
15×15 0．9634240．9546360．990878
25×25 0．9657130．9369450．970210
35×35 0．9624．12 0．9249480．961073
45×45 0．9558590．9136750．955868
　まず、自己相関では、着目点が評価値1．0で最大になるのは当然であるが、
評価値が2位の点は、マスクが大きくなるにつれて、評価値が下がっていく様
子が分かる。これが、意味することは、マスクが大きい方が着目点の独自性が
強いと言える。
　次に相互相関では、自己相関と同様に、マスクが大きくなるにつれて、評
価値1位と2位の比率が下がり、対応が際だっていく様子が分かる。これに
より、確実な対応を決定することができる。
　ここでは、着目した1点についてのみ記したが、この性質はオクルージョ
ンが起きてい，ない他の点についても同等な結果が得られた。しかし、オクルー
ジョンが起きている場合には誤対応を起こした。オクルージョンの発生原理を
次章に示す。
一
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3．3　ステレオマッチングの信頼性
　ステレオ画像において、一方の画像中のある1点に、着目し、他方の画像に
対して、対応点探索を行なう場合、相関値を利用したパターンマッチングによ
り、対応を決定する。しかし、この場合、相関値を基にした評価値を作成し、
その評価値が最大になるところを、対応と決めてしまうために、正しい対応で
あるか、誤対応を起こしているのか、判別することが極めて困難である。
　「ステレオマッチングの正誤を判断することが困難である」ということは、
ステレオマッチングの信頼性の基準が不明確であるということが言える。ここ
で、信頼性を評価するために、いわゆる「検算」を行なう。数学における「検
算」とは、「逆もまた真である」という考え方に基づいている。ここでも、同
様に考えてみると、一方の画像に着目し、他方に対して対応点探索を行ない、
対応を決定する。これを正の方向と捉える。次に、先ほど決定した、対応点に
着目して、最初の画像に対して対応点探索を行なう。これを逆の方向と捉える
と、マッチングの信頼性が高い場合には、「検算」に矛盾は生じないはずであ
る。つまり、最初に着目した点と逆方向の対応点探索の結果が一致するはずで
ある。
　この考え方を実画像に対して適応した例が図3．5・図3．6である。
　まず、図3．5（左画像）中の1点（縦線と横線の交点）に着目し、図3．6（右
画像）に対して探索を行なう。この時、2種類のマスクサイズ、5x5・25x25
で、探索を行なった。共に、図3．6のグラフが左画像中の1点に着目した場合
の相関値で、図3．5のグラフがそこで求まった対応について、「検算」の意味を
込めて、左画像に対して、対応点探索を行なった結果である。
　まず、マスクサイズ5x5の場合、．最初のマッチングで既に誤対応を起こし
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ている（図3．6・グラフ上〉。次に、この誤対応を起こしている点に着目し、最
初に着目した画像に対して探索を行なった結果が最初に着目した点と一致しな
いことが分かる（図3．5・グラフ上）。また、マスクサイズ25x25の場合、正
の方向の対応（図3．6・グラフ下）に対して、逆の方向の検算（図3．5・グラ
フ下）が最初の着目点と一致している。これにより、矛盾なく検算が成立し、
マッチングの信頼性が高いと言える。
3．4　植生に対するステレオマッチングの問題点
　ここでは、植生に対するステレオマッチングの問題点を明確にする。まず、
明確な特徴がなく、エッジベースのマッチングができない。そこで、植生の領
域に相当する部分を全て特徴点と捉え、ステレオ画像間でパターンマッチング
を行なうとすると、極めて局所的な特徴を用いた場合、特徴に独自性がなく、
対応が取れない。また、マッチングの局所領域の大きさ（マスクサイズ）を変
化させることにより、信頼性は向上するが、それでも、正しい対応と誤対応の
判断は困難である。また、オクルージョンが起きている場合、対応が存在しな
いので、その判断も難しい。どちらにしても、第1段階としては、確実にマッ
チングが取れているものとマッチングの信頼性が低いもの（誤対応を起こして
いる可能性があるもの・オクルージョンが発生している可能性があるもの）と
を区別する必要がある。誤対応を起こす要因の一つとして、オクルージョンが
考えられるので、その発生原理と検出方法について、次章で述べる。
CHAPTER 3. ~L~~teC~~~~ ~ ;~ :~ ~)~ 7 y ~ ~tf _*'~ 22 
Figure 3.5: ~fi~;L~,~~t~)~~~~~! (~E~~TD~l(~) 
(~I 3.6a)~F~;,~~~c~~t~~~r~~~l~ Ji:5x5 T:25x25) 
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Figure 3.6: ~t~t;,~:~)~~~~~~{ (;~?~~Til~lf~) 
(~l 3.5o~i~ ~ ,~.ec~r~~ ~1~l~~: Ji:5x5 T:25x25) 
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オクルージョン
4．1　オクルージョンの発生
　オクルージョンとは、ある物体と異なる物体が重なりあっているとき、ス
テレオ画像において、一方の画像からは見えているが、もう一方の画像では、
遮蔽によって見えていない部分のことを言う。このような場合、ステレオ画像
上の着目した点に対応する点が存在しないということがあり得る。このことを
考慮せずに処理を行なうと誤対応の原因の一つとなる。
　次に、オクルージョンの発生の原理を図4．1に示す。これは、第3章で用い
たサンプルステレオ画像を摸式的に表現したものである。
　図4．1（上）がステレオカメラと2つの植え込みの位置関係を示した図であ
り、黒の太線で示した部分がオクルージョンの発生箇所である。
　図4．1（下〉が摸式的にステレオ画像として投影したものであり、黒で示し
た領域がオクルージョン領域である。、
　この場合、オクルージョン以外の植生領域に着目すると、もう一方の画像
に対して、対応が存在するが、オクルージョン領域に着目すると、対応が存在
しない。
24
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オクルージョンの発生
オクルージョン領域
　　　　　　ノ
　　　左カメラからの画像　　　右カメラからの画像
　Figure4．1：オクルージョンの発生（上：位置関係平面図下：投影画像）
　ただし、この時点では、オクルージョンであることの判断が困難であるた
め、誤対応の原因の一つとなる。
4．2　双方向ステレ才マッチング
　オクルージョンの発生原理を考慮すると、オクルージョン領域に対応する
空間的な着目点は、一方のカメラからは見えているが、もう一方のカメラから
は見えていない。
　〔着目点→対応点探索〕という処理の流れを一つの方向と捉えると、オク
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ルージョンではなく、正常に対応が取れるべきところは、双方向（〔左→右〕・
〔右→左〕〉に対応探索を行なっても、矛盾を生じない。
　しかし、オクルージョンが発生している箇所では、どちらか一方が誤対応
を起こしてしまうために、対応点の結果に矛盾が生じる。
　これに、対処するためには、一方の画像中のある点に着目し、もう一方の
画像に対して、対応点探索を行なう。次に、その対応点に着目し、最初の画像
に対して、対応点探索を行なう。これにより、矛盾が無ければ、最初の着目点
と一致する。これを整理して、図4．2に示す。
ある1点に着目 対応点探索1
左画像
対応点探索2
右画像
対応点に着目
オクルージョンがない場合：最初の着目点と
　　　　　　対応点探索2の結果が一致する。
オクルージョンがある場合：一致しない。
Figure4．2：双方向ステレオマッチング
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　実際の実験でのベースライン長は、306mとした。そのとき、ステレオ画像
間で、正確に対応が取ることができれば、植え込みの形状計測が可能になる。
ここでは、対応点探索の際のマスクサイズがまず間題になってくる。対応点決
定の確実性を確保するために23×23という大きさのマスクを用いた。
4．3　オクルージョンの検出
　ここでは、オクルージョンの検出、つまり、対応が存在しない場合について
の判断を双方向ステレオマッチングによって処理する。そこで、オクルージョ
ンが発生している近辺の領域に限定し、処理を行なった結果を図4．3に示す。
Figure4．3：オクルージョンの検出
　図4．3では、サンプルステレオ画像の左画像に対して、着目範囲を指定し、
対策を行なった。図4．3の白枠で囲った範囲を着目領域とし、それについて、
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対応点探索を行なった結果がその直下に示した視差マップである。
　双方向マッチングにより、オクルージョンとして判断された箇所について
は黒で、対応が取れ、奥行きの計測ができた部分については、奥行きを濃淡で
表現した。ここでは、濃淡が白に近ければ、視差が大きく、近いことを示し、
濃淡が黒に近ければ、視差が小さく、遠いことを示している。
　手前の植え込みの輪郭の外側に沿って、黒い領域が並び、確実にオクルー
ジョンが検出されている様子が分かる。
　次に、図4，3中の視差マップでは、濃淡で表現した部分が分かり難いので、
視差マップの等高線表示を図4．4に示す。
ノ
Figure4．4：オクルージョンの検出（等高線表示）
　これより、手前の植え込みの領域では、等高線が年輪のような輪を形成し、
結果として、植え込みの丸みを表現している様子が分かる。
一一 一
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4．4　マスクサイズの違いによる視差マップヘの影響
　ここでは、他の例として、さらに多くの植え込みが重なりあっている場合に
ついて、ステレオマッチングとオクルージョンの検出を行なう。その際、マス
クサイズによる処理結果を比較するために、様々なマスクサイズ（5×5，11×
11，15×15，25×25，35×35）でマッチングを行ない、第4．3節と同様に、図中
の白枠で囲った着目領域について視差マップを作成した。
Figure4、5：オクルージョンの検出（マスクサイズ＝5×5）
　まず、マスクサイズ5×5でマッチングを取った場合、双方向マッチングの
結果が一致しないことが多く、図4。5の視差マップにおいて、真っ黒の点が多
い。しかし、多少の誤判断は見られるものの、双方向にマッチングが取れた点
に対しては、ほぼ、対応が取れている。その結果として、真っ黒以外の領域に
着目すると、濃淡の変化の様子から、手前の植え込みの領域は視差が小さく、
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奥にいくに連れて、徐々に、視差が大きくなることが分かる。
Figure4。6：オクルージョンの検出（マスクサイズ：11×11）
　図4．5の視差マップに比べ、図4．6の視差マップでは、双方向にマッチングが
取れた点が増加した。また、図4．5の視差マップでは、若干見られた双方向に
対応が取れたにも関わらず誤対応を起こしているケースがあったが、図4．6の
視差マップでは、そのようなケースは存在しない。この時点で、オクルージョ
ン、もしくは、誤対応を起こした点を確実に判断できたと言える。ここから、
さらにマスクサイズを大きくすると、対応の取れる点が増加し、さらに、マッ
チングの信頼性が増す。
　図4。7の視差マップでは、マッチングの信頼性が高く、マッチングが取れるべ
き領域では、ほぼマッチングが取れている。つまり、真っ黒の領域がオクルー
ジョンによるものがほとんどである。
　さらに、マスクサイズを大きくしたのが、図4．8・図4．9であるが、図4。7の
一 一
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Figure4．7：オクルージョンの検出（マスクサイズ：15×15）
視差マップと比べて、余り変化がない。基本的には、局所的な特徴を利用して
マッチングを行なうので、マスクサイズは小さい方が良い。しかし、小さ過ぎ
ると、マッチングの信頼性が落ちる。ここでは、双方向ステレオマッチングに
より、正しい対応と誤対応の判断を行なっているので、極力、小さいマスクで
の対応を採用するのが望ましい。
CHAPTEl~ 4. ;  ~~ )1/--~) ~ ~l *;=~ 32 
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Figure 4.9: )t~)V-~~~ ~l~)~H~ (7;~~7~t4~ 35 X 35) 
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植生の形状再構成
5．1　エレベーションマップヘの変換
　2台のカメラの絶対座標系における位置とカメラキャリブレーションが既知
であれば、カメラ座標系で求まった奥行きを絶対座標系に変換できる。その変
換後、水平面における各地点の高さで表現したものが、エレベーションマップ
である。単なる座標変換で計算も容易であるため、ここでは説明を省略する。
5．2　植生形状の表現
　本手法を画像中の植生に対して行ない、形状再構成を行なった結果を図5．1
に示す。これは、カメラ座標系から絶対座標系に変換、水平面を格子状に分割、
各領域で高さ情報を平均してエレベーションマップを作成したものである。
　次に、第3・4章で使用したサンプルステレオ画像に対して、ステレオマッ
チングを行なった結果を図5．2に示す。これは、図5。1とは、異なり、エレベー
ションマップヘの変換は行なっていない。カメラ座標系における奥行きに対す
るデプスマップとして表現されている。これより、右側の大きな部分が手前の
植え込みを表現し、左側の小さな部分が奥の植え込みを表している。
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Fig皿e5．1：計測結果（オクルージョンがない場合）
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Figure52＝重なりあった2つの植え込みに対する再構成結果
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ナチュラルシーンにおける植生形状を再構成するための技術的検討を行なった。
第2章では、樹木等の植生の画像上における特徴の性質を明らかにした。第3
章では、それを基にステレオマッチングの手法を提案し、公園・歩道等で良く
見られる植え込みに対して適応した。第4章では、双方向マッチングにより、
オクルージョンの影響を除去し、より確実な対応付けを行なった。第5章では、
以上の結果を基に、公園・歩道等で良く見られる様な植え込みについて形状
の再構成を行なった。今回、対象とした植生における特徴では、小さいマスク
での対応点探索の際に偽りのピークが多数発生する。これを抑制するために、
双方向にマッチングが取れることを条件とし、検算の役割をさせた。これ1ヒよ
り、植え込みのような対象について、信頼性の高い対応付けが可能となり、形
状の再構成が良好にできた。今回は、植生における特徴を一種のテクスチャと
捉え、対応付けを行なったが、さらに、一般的な樹木を対象とした場合、視点
の違いによる見え方の違いの影響が大きくなると考えられる。そのような場合
でも、確実な対応付けができる様に改良していきたい。また、今回は計算効率
を全く考慮せずに処理を行なったため、計算量がかなり多くなってしまった。
計算の効率化も今後の課題である。
36
夏一
一⇒
Appendix　A
カメラセッティングの影響
A．1　カメラのセッティング
　ステレオ画像間でマッチングを取るためには、カメラパラメータが同一で
ある2台のカメラを用い、光軸が平行であることが望ましい。しかし、現実に
は、2台の同機種のカメラを用いても、厳密な意味でパラメータを一致させる
ことは難しい。また、光軸を平行にすることも困難である。
A．2　光軸・画角のズレからの影響
　通常、ステレオカメラの光軸が平行である場合、着目画像中のある点に対し
て、探索範囲であるエピポーララインは、対応点探索画像中の着目した点と同
じ高さの水平1ラインである。カメラパラメータの違いや光軸のズレが基で、
上記の性質が成り立たないことがある。特に角度（光軸の平行・画角等）のズ
レは、微妙な違いでも画像上では大きく反映されてしまう。
　本手法では局所的な微妙な濃淡の変化を利用してマッチングを行なう。こ
のため、ディジタル画像の標本化の際に、2枚の画像間でサンプリングポイン
トが正確に一致する必要がある。しかし、実際にはサンプリングポイントは完
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全には一致しないので、マッチングの信頼性を低下させる1つの要因になって
いる。
　図A．1は、画像中のある縦方向1ラインに着目して、その縦方向1ラインに
対する濃度値のグラフをアナログ的に示したものである。
　図A、1におけるアナロググラフに対して、標本化を行なったのが、図A．2
の中段である。ここでは、このディジタルパターンを着目点の1次元マスクと
捉え、対応点探索を行なうことを考える。ここでは、視点の相違による局所的
な見え方の変化は微小とする。
　このとき、2台のステレオカメラにおいて、光軸が縦方向にズレている場合
（探索画像の方が少し上向き）、探索画像中では、着目画像に比べて、全体的
に下に下がる。それにも関わらず、サンプリングポイントは同一であるため、
画像中における対応点の高さがズレてしまう。図A．2のグラフ（中段と上段）
を比較すると、同じ波形を表しているにも関わらず、アナログの波形のズレに
より、ディジタルの値が異なる様子が分かる。このズレがピクセル単位であれ
ば、補正は比較的、容易であるが、サブピクセル単位の場合、補正の計算が面
倒である。
　また、2台のステレオカメラにおいて、画角に相違がある（探索画像の方が
少し狭い）場合、図A．2の下段のように、元の波形の1部分が拡大された形と
なっている。これもまた、先ほどと同様に波形が変形しているにも関わらず、
サンプリングポイントは同一であるため、このグラフの左右両端の部分では、
対応が歪んでいる。
　本手法では、植え込みの画像上における局所的な特徴を利用して、マッチン
グを行なうので、ピクセルの間隔のズレが、処理に悪影響を及ぼす場合があっ
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た。これに対処するためには、サブピクセル単位でマッチングを行なえば、原
理的にはマッチング可能であるが、計算量がさらに膨大になってしまうという
欠点がある。しかし逆に、この処理によって小さいマスクサイズでのマッチン
グの信頼性が向上すれば、大幅な計算量の削減が期待できる。
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Figure　A．1：濃度値のアナログ波形
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頁Appendix　B
プログラム
B．1　双方向ステレオマッチング
／＊
＊双方向ステレオマッチング
＊　［program］　［left　image］　［right　i皿age］　＞　［output　text］
＊
＊左画像において、着目領域とマッチングのサンプリング間隔を
＊指定し、双方向ステレオマッチングにより、各着目点の対応点を
＊決定する。また、その結果をテキストで出力する。
＊
＊／
＃include　くstdio．h＞
＃include　〈stdlib．h＞
＃inclu（ie　〈math．h〉
＃include　〈Xli／Xlib．h＞
＃include　〈X11／Xutil。h＞
＃def　ine　IMAX　480
＃def　ine　JMAX　640
＃define　工J　IMAX＊JMAX
＃define　工I　IMAX＊IMAX
＃define　　　　　　　　　MG　　　　　　16
＃def　ine　　　　　　　　　S　I　　　　　　（IMAX－2＊MG、）＊（IMAX－2＊MG）
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#def ine 
#def ine 
#def ine 
#def ine 
#def ine 
FW 
FC 
H 
L 
WINPUT 
iOO 
20* JMAX 
~;H~/;~~V'~~e~ O *l 
st at i c Window 
static Display 
st at i c Vi sual 
static Colormap 
st at i c GC 
s t at i c XEvent 
static XColor 
static XSetWindowAttributes 
static FILE 
st at i c Xlmage 
typedef struct{ 
int magic; int width; int heigth; 
int type; int maptype; int 
}rasterf il e ; 
rast erf ile raster ; 
char names3[] = { ,,Area Choise" }; 
char names4[] = { ,,Dlsparlty Map" } 
double mutuality ( ) , mosalc ( ) 
root , win3 , win4 ; 
*disp ; 
*vis ; 
cmap ; 
gc ; 
e; 
color [256] ; 
atr ; 
*f pin ; 
* image ; 
int 
map I engt h ; 
depth ;
ch r 
c h ar 
int length ; 
*name_r turn3 ; 
*name _return4 ; 
main ( argc , argv ) /*===== =====*/ 
int argc ; 
char *argv [] ; 
{ 
char left [IJ+L] ,right [IJ+L] , sisa[IJ] ,rpoint,true [2] ; 
int i , j , k , h , m, n , ar , st , str , I , r , sti , edi , stj , edj , step ; 
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double　ratio；
if（argc！＝3）｛
　　fprintf（stderr，1禦Usage：
　　exit（1）；
｝
［Program］［Left＿data］［Right＿（1ata］￥nl陰）；
sti＝200；
stj＝1601
edi＝2501stepニ1；／＊サンプリング間隔＊／
edj＝550；／＊着目点領域の指定＊／
Win－Set（Stj，Sti，edj－Stj，edi－Sti）；
get－image（argc，argv，＆left［0］，1）1／＊左画像データの取得＊／
get－i皿age（argc，argv，＆right［0］，2）1／＊右画像データの取得＊／
／＊How皿any　lag　of　scanning　line＊／1＝11／＊左右画像のズレ補正＊／
if（1〉O）｛　1＝　1＊JMAX；　r＝0；　｝
else｛　　　　r＝一1＊JMAX；　1＝O；　｝
if（W工NPUT＝＝1）｛
　　put－image（＆left［1］，win3，0）；　　／＊左画像の描画＊／
　　XSetForeground（disp，gc，0）；　　　／＊着目点領域の表示＊／、
　　XDrεlwRectangle（（lisp，win3，gc，s七j－1，st　i－1，e（lj－stj＋2，edi－st　i＋2）；
｝
for（i＝O；i＜IJli÷＋）sisa［i］＝Ol
f・r（i＝sti，k＝0，m＝Oli〈edili＋＝step，m＋＋）｛
　　for（j＝stj，n＝O；　jくedj；　j＋ニstep，k＋＋，n＋＋）｛
　　　　ar＝5；　　　／＊対応点探索時のマスクサイズar　x　ar＊／
　　　　st＝（i－ar／2）＊JMAX＋」一ar／2；
　　　　rati・＝mosaic（＆left［1］，＆right［r］，ar，＆st，＆str，1）；
　　　　　　　　　　　／＊順方向の対応探索＊／
　　　　fprintf（stderr，1『ratio＝％lf　”，ratio）；
true［1］＝st－strl
st＝strl
mosaic（＆right［r］，＆left．［1］，ar，＆lst，＆；str，2）；
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/* ~~:~~~~'F~~)~F~;~'~~~~~;. *l 
rpo int=str'/, JMAX+arl2-j ; 
if(rpoint>-2 && rpoint<2) true[O] = , i' 
true [O] = , O' else 
if (true [O] ==1) { 
fprintf(stderr,"True! ! : '/,d¥n",true[l]) ; 
sisa[k] = true[i] ; 
XSetForeground (dis p , gc , (char) color [ (s isa [k] -20) *2] 
/* ~~:~q)~:~,~~.~!~~~:eC~~:~~~~!; *l 
} 
else{ 
fprintf(stderr, "False ! ! : '/,d¥n" ,true [i] ) ; 
s isa [k] =0 ; 
XSetForeground(disp , gc , O) ; 
} 
if (WINPUT==1 ) { 
XDrawPoint (disp , win4 , gc , j -stj , i-sti) ; 
XFlush(dlsp) /* ~~$.)~~"~;~~tt*-~~.~;~~~~~fT:ry h *l 
} 
} 
} 
for(i=sti,k=0; i<edi; i+=step){ 
for(j=stj; j<edj; j+=step,k++){ 
printf("'/,d ",sisa[k]) ; /* ~~~7yf~)~~)~ *l 
} 
printf ( " ¥n" ) ; 
} 
}/* ==== ==== *l === End of main === 
double mosaic(1,r, ar, st , str, sw) 
char *1,*r,sw; 
int ar , *st , *str ; 
{ 
int i , j , k,mut_L [Il] ,mut_R [Il] , begin, end ,mutb , knax, kmax2 ; 
. 
ixel) ;
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double v , mut _max , Iltut_max2 , mut , mut2 , buff [JMAX] , *bu , old bu , rat io ; 
l+=*st ; 
for(i=0; ; i++,1+=JMAX-ar)  < ar 
for(j j<ar; j++,1++) mut_L[i*ar+j]=*1; =0 ; 
/* ~~~,~.~)~;~~/~~-~/ (~I~~E~) *l 
XSetForeground (disp , gc , l) ; 
switch(sw){ /* ~!;~Cf~~~~~~~~;~**E~I~~~~~~ *l 
case O: begin=0; end=JMAX-ar+i; break; 
case i: begin=0; end=*st'/,JMAX+1; break; 
case 2 : begin=*st'/,JMAX+1; end=JMAX-ar+1; 
} 
r+=*st-(*st'/,JMAX)+begin; mut_max=0. ; 
f or (k=0 ; k< JMAX ; k++) buf f [k] =0 . O ; 
for(k=begin; k<end; k++){ 
for(i=0; i<ar; i++,r+=JMAX-ar){ 
for(j=0; j<ar; j++,r++) mut_R[i*ar+j]=*r; 
/* ~J~;~'i~~;~~~.,~:.~)~;~~/~~-:/ (~~~i) *l 
}r-=ar* JMAX- i ; 
v = mutuality(&mut_L[O] ,&mut_R[O] ,ar) ; /* "*~j:~:~f~~~~~1~~ *l 
buff[k] = v; 
mut = (i.-v)*H*2; /* 7~7}C~~:/'~'7T:~~t;~~l~~~ mut[0.5-i.O] *l 
mutb= ( int ) mut ; 
if ( v>mut _max ) { 
mut_max = v; 
*str=* st - ( *st'/, JMAX) +k ; 
knax = k; 
} 
} 
bu=&buff [knax] ; 
do{ 
ol d_bu=*bu ; 
*bu=0 . O ; 
bu++ ; 
}while (old_bu>=*bu) ; 
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bu=&buff [knax-l] ; 
do{ 
old_bu=*bu ; 
*bu=0 . O ; 
bu-- ; 
}while (old_bu>=*bu) ; 
mut_max2=0 . O ; 
f or (k=0 ; k< JMAX ; k++) { 
if (buff [k] >mut_max2 ) { 
mut_max2=buff [k] ; 
klnax2=k ; 
} 
} 
mut = (1.-mut_max )*H; 
mut2 = (i.-mut_max2)*H; 
ratio = mut_max2/mut_max; /* ~F~4~ I f~L~~~ 2f~L¥~~O)~t~ *l 
return ratio; 
} 
double mutuality(dl,d2,ar) /* ~~z"-'- ~Hi4~:~'-=･'-'~lt~~rl~~)1/-~)/ *l 
int *dl,*d2,ar; 
{ 
doubl e sum_a , swn_b , sum_c , sum_d ; 
int a,b , c, d, i ,j ; 
sum_a=0 . ; sum_b=0. ; sum_c=0 . ; sum_d=0. ; 
for(i=0; i<ar; i++){ 
for(j=0; j<ar; j++,di++,d2++){ 
a = *di**d2; b = *dl**dl; c = *d2**d2 
if(*di-*d2>0) d = *dl-*d2; 
else d = *d2-*di; 
sum_a += (double)a; 
sum_b += (double)b; 
sum_c += (double)c; 
sum_d += (double)d; 
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} 
} 
return sum_a/ (sqrt (sum_b) *sqrt (sum_c) ) ; 
} 
put_image(vd, win, type) /* ;~~~~TD~]f~:~)~f~~T~1 *l 
char *vd , type ; 
Window win ; 
{ 
int 
char d [IJ] , *dt ; 
dt=&d [O] ; 
if (type==0) for(i=0 ; i<IJ ; i++, vd++,dt++) *dt=(char) color [*vd] . 
el se f or ( i=0 ; i<I J ; i++ , vd++ , dt++) *dt=*vd ; 
dt=&d [O] ; 
image =XCreatelmage(disp,vis,raster.depth, ZPixmap,O, (char *)dt 
JMAX , IMAX , 8 , JMAX) ; 
XPut Image (disp , win , gc , image , O , O , O , O , JMAX , IMAX) ; 
XFlush(disp) ; 
} 
get_image(argc, argv, vd, s) /* ~~T~Jf~~T~-~~)~~~4'~~~ *l 
int argc , s ; 
*argv [] . *vd ; char 
{ 
int i , j , pix; 
char *dt_name , name [SO] , dt [JMAX] , *dir=" " ; 
dt_name=argv [s] ; 
strcat(strcpy(name, dir), dt_name); 
fpin=fopen(name, "-+"); 
if( fpin==NULL ){ 
fprintf (stderr, "Can't open '/,s .Abort ! ! ¥n" , argv [s] ) ; 
pixel 
, 
, 
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f close (fpin) ; 
exit (1) ; 
} 
fread (&raster , sizeof (raster) , i , f pin) ; 
p ix=rast er . maplength/3 ; 
for( i=0; i<pix; i++ ) getc(fpin)<<8; color [ ] . red = 
color[i] .green = getc(fpin)<<8; for( i=0; i<pix; i++ ) 
for( i=0; i<pix; i++ ){ color[i] .blue = getc(fpin)<<8; 
XAllocColor (disp , cmap , &color [i] ) ; 
} 
for(i=0; i<IMAX; i++){ 
fread( dt, sizeof(char), JMAX, fpin ); 
for(j=0; j<JMAX; j++, vd++) *vd =dt[j] ; 
} 
f close (fpin) ; 
} 
win_set(a,b,w4,h4) /* ~ 4 :/~~a)~ty h 7 yy *l 
{ 
disp = XOpenDisplay(NULL) ; 
root = RootWindow(disp, O); 
= efaultVisual(disp, O) ; vis 
cmap = DefaultColormap(disp, O); 
= CreateGC(disp,root, O, O); gc 
atr.backing_store = Always; 
if (WINPUT==i ) { 
/* about win3 *l 
win3 = XCreateSimpleWindow(disp,root , O, O, JMAX, IMAX, 2, O, O) ; 
XChangeWindowAttributes (disp , win3 , CWBackingStore , &atr) ; 
XStoreName (disp , win3 , names3) ; XFetchName (disp , win3 , &name_return3) ; 
XSelect Input (disp , win3 , ButtonPressMask) ; 
XMapWindow (di sp , win3 ) ; 
/* about win4 *l 
win4 = XCreateSimpleWindow(disp,win3, a,b+h4+10 ,w4,h4, I , O , O) ; 
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XChangeWindowAttごibutes（disp，wiロ4，CWBackingStore，＆atr）l
XMapWin（10w（（1isp，win4）；
XFlush（disp）；
　　｝
｝
B．2　視差マップの表示
／＊
＊視差マップの表示
＊［program］［1eftimage］［inputdata］
＊
＊双方向ステレオマッチングのプログラムの結果を受けて、
＊視差マップの表示を行なうプログラム。
＊
＊着目した領域に対する視差マップを並べて表示する。
＊
＊／
＃include　〈st（iio．h＞
＃include　〈s七dlib。h〉
＃inclUde　＜ma七h．k〉
＃include　〈X11／Xlib．h＞
＃include　くXi1／Xutil．五＞
＃define
＃define
＃define
static
static
static
static
static
IMAX
J盟AX
IJ
Window
Display
Visual
Colormap
GC
4：80
64：0
1MAX＊JMAX
root，win3，win4；
＊diSPl
＊viS　l
cma・Pl
gCl
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static 
st at i c 
st at i c 
static 
st at i c 
XEvent 
XCol or 
XSetWindowAttributes 
FILE 
Xlmage 
e; 
color [256] ; 
atr ; 
*f pin ; 
* image ; 
typedef struct{ 
int magic; int wldth 
int type 
}rasterf ile ; 
rasterf il e 
; int maptype; 
raster ; 
int 
heigth; int 
ma p le ngt h ; 
depth; int length; 
c h ar name s3 [] ={1 t mage Datalt }; char *name_return3; 
main ( argc , argv) /*===== =====*/ 
int argc ; 
*argv [] ; char 
{ 
int i,ar[90] [40] ,num,no,rank stl edl st] edJ step 
char c,*name namei [50] *dlr= ,*st,stack[iOO] , image[IJ] ,*dp, '' i' depth [I J] 
if ( argc!=3 ){ 
f printf ( stderr 
exit (i) ; 
, 
llUsage :[Program] [video_data] [data] ¥n" ) ; 
} 
st i=i90 ; 
stj =i90 ; 
edi=250 ; 
edj =550 ; 
step=i; /* ~t)Ifl) ~/7~~IF~l~ *l 
*l 
win_set (stj , sti , edj -stj , edi-sti) ; 
get_image(argc,argv,&image [O] , 1) ; /* 2~~~TU~If~~- ~ ~)~~4'~~s *l 
put_ilnage (&image [O] , win3 , O , IMAX , JMAX) ; /* 2~~~D~f~.O)~i~~~U~J *l 
XSetForeground (disp , gc , O) ; /* ~~,~:.~:T!-.~~O)~~~: *l 
XDrawRectangl e (disp , win3 , gc , stj - I , st i-1 , edj -stj +2 , edi-st i+2) ; 
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name=argv [2] ; 
strcat(strcpy(namei, dir), name) 
fpin=fopen(namei. 1'rl'); 
if( fpin==NuLL ){ 
fprintf (stderr. "Can't open '/,s .Abort ! ! ¥n" ,argv [2] ) ; 
fclose (fpin) ; 
exit (i) ; 
} 
st=&stack[O] ; *st= ; ,, 
dp=&depth [O] ; 
while(*st!=EOF){ /* f~:;~ h ~i~~d~~;~d~~~4~:eC~~･)~~'~!; *l 
st++ ; 
*st=fgetc (f pin) ; 
if(*st==' '){ 
rank=i ; num=0 ; 
do{ 
st-- ; 
swit ch (*st ) { 
case 'O': n0=0; break; 
case 'l': n0=1; break; 
case '2': n0=2; break; 
case '3': n0=3; break; 
case '4': n0=4; break; 
case '5': n0=5; break; 
case '6': n0=6; break; 
case '7': n0=7; break; 
case '8': n0=8; break; 
case '9': n0=9; 
} 
num+=rank*no ; 
rank*=i O ; 
}while(*(st-i)!=' '); 
st-- ; 
if (num ! =0) num= (num-35) *2 . 5 ; 
---i-
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printf("'/,d ",num) ; 
* dp=num ; 
dp++ ; 
} 
if (*st== ' ¥n ' )printf ( "¥n" ) ; 
} 
put_image (&depth [O] , win4 , O , edi-sti , edj -stj ) ; 
/* ~~:~~yja)j~~: *l 
getchar ( ) ; 
}/*===== End of mainO ======*/ 
put_image(vd, win, type,h,w) /* ~:~uf~~~)~i~~Til~l *l 
char *vd , type ; 
Window win ; 
{ 
int 
char d [I J] , *dt ; 
dt=&d [O] ; 
if (type==0) for(i=0 ; i<h*w; i++,vd++, dt++) *dt=(char)color[*vd] 
el se f or ( i=0 ; i<h*w ; i++ , vd++ , dt++) *dt=*vd i 
dt=&d [O] ; 
image =XCreatelmage(disp,vis ,raster . depth,ZPixmap , O , (char *)dt 
XPut Image (disp , win , gc , image , O , O , O , O , w , h) ; 
XFlush(disp) ; 
} 
get_image(argc, argv, vd, s) /* ~~Til~Jf~~T~-~a)~~4'~~ *l 
int argc , s ; 
*argv [] , *vd ; c h ar 
{ 
int i , j , pix ; 
char *dt_name ,name [50] , dt [JMAX] , *dir=" " ; 
. ixel ; 
,w,h,8, W) 
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dt_name=argv [s] ; 
strcat(strcpy(name, dir) , dt_name); 
fpin=fopen(name, "r"); 
if( fpin==NULL ){ 
fprintf (stderr, "Can't open '/,s .Abort ! ! ¥n" ,argv [s] ) ; 
fclose(fpin) ; 
exit (1 ) ; 
} 
fread (&raster , sizeof (raster) , I , fpin) ; 
p ix=rast er . mapl ength/3 ; 
for( i=0; i<pix; i++ ) getc(fpin)<<8; color [ ] .red = 
for( i=0; i<pix; i++ ) color[i] .green = getc(fpin)<<8; 
for( i=0; i<pix; i++ ){ color[i] .blue = getc(fpin)<<8; 
XAllocColor(disp , cmap , &col or [i] ) ; 
} 
for(i=0; i<IMAXi i++){ 
fread( dt, sizeof(char), JMAX, fpin ); 
for(j=0; j<JMAX; j++, vd++) *vd =dt[j] ; 
} 
f close (fpin) ; 
} 
win_set(a,b,w4,h4) /* ~4 :/~~~)~j~y 
{ 
disp = XOpenDisplay(NULL) ; 
root = RootWindow(disp. O); 
= efaultVisual(disp, O) ; vis 
cmap = DefaultColormap(disp, O); 
= CreateGC(disp,root, O, O) gc 
atr.backing_store = Always ; 
h7yy *l 
, 
/* about win3 *l 
win3 = XCreateSimpleWindow(disp ,root , O , O , JMAX, IMAX, 2 , O , O) ; 
XChangeWindowAttributes (disp , win3 , CWBackingStore , &atr) ; 
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XStoreName (disp , win3 , names3) ; XFetchName (disp , win3 , &name_return3) ; 
XSel ect Input (disp , win3 , ButtonPressMask) ; 
XMapWindow (disp , win3) ; 
/* about win4 *l 
win4 = XCreateSimpleWindow(disp,win3 , a,b+h4+10 ,w4,h4, i , O , O) ; 
XChangeWindowAttribute s (disp , win4 , CWBackingSt ore , &atr) ; 
XMapWindow (disp , win4) ; 
XFlush(disp) ; 
} 
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