We consider cyclic m-isometries on a complex separable Hilbert space. Such operators are characterized in terms of shifts on abstract spaces of weighted Dirichlet type. Our results resemble those of Agler and Stankus, but our model spaces are described in terms of Dirichlet integrals rather than analytic Dirichlet operators. The chosen point of view allows us to construct a variety of examples. An interesting feature among all of these is that the corresponding model spaces are contained in a certain subspace of the Hardy space H 2 , depending only on the order of the corresponding operator. We also demonstrate how our framework allows for the construction of unbounded m-isometries.
Introduction
Let H denote a complex, separable Hilbert space, and L the corresponding class of bounded linear transformations. Given a linear (possibly unbounded) Hilbert space operator T , we define the sesquilinear form where x and y belong to the domain of any power of T , and m ∈ Z ≥0 . We say that T is an m-isometry if this form vanishes. If T ∈ L, then we define
Clearly T ∈ L is an m-isometry if and only if β m (T ) = 0. Even though some parts of this paper are relevant to unbounded operators, our primary concern is with bounded ones. Therefore, when we speak of m-isometric operators, we tacitly assume that these are bounded, unless this assumption is explicitly questioned or contradicted. The only time that we consider unbounded operators is in relation to Example 7.1. The study of m-isometries originates from the work of Agler [1] . A brief introduction to m-isometries, as well as notation, and other concepts central to this note, is made in Section 2. For now, note that a 1-isometry is just an ordinary Hilbert space isometry.
Let T n H = {0}. Then there exists a unitary map U : H → H 2 such that
An operator T ∈ L satisfying n∈Z ≥0 T n H = {0} is often called analytic. A more general statement than Proposition 1.1 is that an analytic isometry T is determined by dim ker T * . This was observed in [8] . A systematic treatment is given in [17, Chapter 1] .
A motivation for choosing the word "analytic" is that, if M X denotes multiplication by z, defined on a space X of analytic functions on D, and if f ∈ n∈Z ≥0 M n X X, then f vanishes identically. This means that, if we want T ∈ L to resemble M X in a reasonable sense, then it is natural to assume that T is analytic.
Given a finite positive (regular Borel) measure µ on T, we let M λ,µ denote the extension of M z to the µ-weighted Dirichlet space D In the above expression, dλ and dA respectively signify integration with respect to arc length measure on the unit circle T, and area measure on C. P µ denotes the Poisson extension of µ to D.
The following generalization of Proposition 1.1 is due to Richter [16, Theorems 5.1 and 5.2]: Proposition 1.2. Let µ be a positive finite measure on T. Then M λ,µ is a bounded analytic 2-isometry, with dim ker M The above result is a so-called model theorem: M λ,µ acting on the model space D 2 λ,µ is an operator model for T . Among model theorems, one should distinguish the so-called universal model theorems, where every T of a certain class is modelled by the same operator S restricted to an S-invariant subspace (in general) depending on T , e.g. [17, Section 1.5] . In this sense, Proposition 1.2 is not a universal model theorem for the class of analytic 2-isometries with dim ker T * = 1, but rather describes an individual model for each such operator. Let S denote the closed linear hull of S ⊂ H. An operator T is called cyclic if there exists a vector e ∈ H such that {T n e; n ∈ Z ≥0 } = H. The vector e is also called cyclic. Another result by Richter [15, Theorem 1] states that if T is an analytic 2-isometry, then T has the wandering subspace property, i.e.
{T n ker T * ; n ∈ Z ≥0 } = H. In particular, if T is an analytic 2-isometry, and dim ker T * = 1, then any non-zero vector e ∈ ker T * is cyclic for T . Proposition 1.2 also has a natural analogue where the condition dim ker T * = 1 is omitted, see [13] .
The wandering subspace property for higher order isometries has been studied by Shimorin [18] . However, it remains unknown whether or not an arbitrary analytic m-isometry, with m ≥ 3, necessarily has the wandering subspace property. For this reason, we will henceforth replace the corresponding hypothesis in Proposition 1.2, that T is analytic and dim ker T * = 1, with the assumption that e is a cyclic unit vector for T . The normalization e 2 H = 1 is by no means essential, but is added for convenience. We do not insist that e ∈ ker T * . Let D ′ denote the space of distributions on T. Given µ ∈ D ′ and f ∈ D a , we define the corresponding weighted Dirichlet integral of order n ∈ Z ≥1 by
Here
The last equality follows from Lemma 3.2, which also implies that D µ,n (f ) is well-defined. It will be convenient to adopt the convention that D µ,n (f ) = 0 whenever n < 0.
m , and define the quadratic form
We say that the tuple µ is allowable if there exists C > 0 such that
i.e. M z is a bounded operator with respect to the positive semi-definite form · Given an allowable m-tuple µ, we let K µ = ker · µ . Define D 2 µ as the completion of D a /K µ with respect to the norm · µ . By (5), M z is well defined on D a /K µ , and may be uniquely extended to a bounded linear operator
Our main result is stated and proved in Section 3. We restate it here for convenience:
m is a normalized allowable m-tuple, then the operator M µ is a bounded m-isometry, with 1 as a cyclic unit vector. Conversely, if T ∈ L is an m-isometry with a cyclic unit vector e, then µ ∈ (D ′ ) m given bŷ
is a normalized allowable m-tuple, and there exists a unitary map U : H → D 2 µ such that T = U * M µ U , and U e = 1. If T j : H j → H j , j ∈ {1, 2}, are bounded m-isometries with cyclic vectors e j , then the associated m-tuples µ j coincide if and only if there exists a unitary map U :
Remark 1.3. Note that for µ 1 and µ 2 to coincide, it does not suffice that T 1 and T 2 are unitarily equivalent. The unitary map must also respect the cyclic vectors. It may therefore be appropriate to regard Theorem 3.1 as a model for the tuple (T, e), rather than just T . The case µ 0 = λ corresponds precisely to the case where e has unit length, and e ∈ ker T * . This condition determines the cyclic vector up to multiplication with a unitary scalar, so that (T, e) is determined by T . 
e.g. [6, Corollary 7.3.4] .
Remark 1.5. The above model is consistent in the following sense: Suppose that ν ∈ (D ′ ) m is a normalized allowable m-tuple. By Theorem 3.1, M ν is an m-isometry with cyclic unit vector 1. Moreover, there exists an allowable tuple µ, and a unitary map U :
, and U 1 = 1. By the final conclusion of Theorem 3.1, ν = µ.
An extensive study of m-isometries was undertaken by Agler and Stankus in [2, 3, 4] . One of their main results is [2, Theorem 3.23], which is also a model theorem for cyclic m-isometries. However, their model is quite different from ours, even in the case of Proposition 1.2. In fact, a motivation for this paper has been that the Agler-Stankus model seems less open to function theoretic exploitations. We will briefly compare the two models in Section 4.
In Section 5, we derive some additional properties of Dirichlet integrals. These are then used for studying allowable m-tuples in Section 6:
From previous work by Richter [16] , and Agler-Stankus [2] , it is essentially known that µ m−1 is a positive finite measure, whenever the m-tuple (µ 0 , . . . , µ m−1 ) is allowable. An extension of this is Proposition 6.1 below, which gives a priori lower bounds on the regularity of each µ n . The most obvious deficiency of the present paper is that this result is not accompanied by a useful characterization of allowable m-tuples. However, we are able to present some examples of sufficient (and insufficient) conditions. Our results yield explicit examples of the following:
µ is norm-expanding (Theorem 6.8).
• Allowable tuples for which M µ : D • Allowable tuples for which D µ0,0 (f ) + D µm−1 (f ) does not control f • Allowable tuples where, for some n and f , the Dirichlet integral D µn,n (f ) is indeed conditionally convergent (Example 6.13).
• Tuples (not allowable) for which M µ is an unbounded, densely defined 2-isometry (Example 7.1).
It seems to be of interest that, for all allowable m-tuples that are explicitly described in this paper, it holds that D λ,m−2 (f ) f 2 µ , provided that µ m−1 is non-vanishing. Section 7 contains some concluding remarks.
Notation and preliminaries
We use the standard notation Z, R, and C for the respective sets of integers, real numbers, and complex numbers. In addition we write Z ≥x = {n ∈ Z; n ≥ x}, D = {z ∈ C; |z| < 1} and T = {ζ ∈ C; |ζ| = 1}. We let dλ and dA respectively signify integration with respect to arc length measure and area measure on C. By δ z , we denote a unital point mass at z ∈ C, while δ x,y = δ 0 ({x − y}) is Kronecker's delta. We will also use the lattice operators x ∧ y = min{x, y} and x ∨ y = max{x, y}, where x, y ∈ R. For n, j ∈ Z ≥0 we let n j = n! j!(n−j)! denote the standard binomial coefficients. We also define the Pochhammer symbols (n) j = j! n j . Note that if j is fixed, then n j is a polynomial in n, its degree j. We adopt the conventions that 0! = 1, and n j = 0 whenever j ∈ Z <0 ∪ Z >n . We will frequently use the identity
By our last convention, (6) holds for n ∈ Z ≥0 and j ∈ Z. Given two parametrized sets {A i } i∈I , {B i } i∈I ⊂ (0, ∞), we write A i B i for i ∈ I to indicate the existence of C ∈ (0, ∞) such that A i ≤ CB i whenever i ∈ I. We refer to C as a bound, and say that A i is bounded or controlled by B i . Typically, I will be implicit from the context. We then write A i B i . If A i B i and B i A i , then we write A i ≈ B i , and say that A i is comparable to B i .
Denote by D the Fréchet space of smooth functions on T, equipped with the seminorms
Heref (k) =
N for some N ∈ Z ≥0 . The smallest such N we call the (Fourier-)order of µ. Since trigonometric polynomials are dense in D, and any µ ∈ D ′ has finite order, it holds that µ f = k∈Zμ (k)f (k), where the series is absolutely convergent. Conversely, this series defines an element
Given µ ∈ D ′ we denote by P µ its Poisson extension to D, i.e.
where
is the standard Poisson kernel with respect to z. By means of Poisson extensions, we may regard D ′ as the space of harmonic functions with Taylor coefficients having moderate growth. Similarly, D is identified with the space of harmonic functions with Taylor coefficients having rapid decay. By D a ⊂ D we denote the subspace of analytic functions.
Some distributions µ ∈ D ′ can be represented as integration against a finite measure. We somewhat abusively then say that the distribution is a finite measure, and write µ(f ) = T f dµ.
If µ is a finite positive measure, then it's Poisson extension P µ satisfies
This follows from the Poisson kernel estimates
A 
The Poisson extension operator restricted to H 2 is a unitary operator into the space of functions analytic on D having square summable Taylor coefficients. The inverse of this operator is given by the identity f (ζ) = lim r→1 − P f (rζ), valid for λ-a.e. ζ ∈ T. We will typically not distinguish f ∈ H 2 from P f . A positive measure ν on D is called a Carleson measure if
In particular, any such measure is finite. The Carleson embedding theorem states that the above condition is equivalent to that the Hardy space H 2 is continuously embedded into the space L 2 (D, dν). Specifically, if C > 0 denotes the smallest number such that
[7, Chapter I, Theorem 5.6]. The next proposition is a slight extension of results from [2, 16] . We have essentially added an induction step. For the readers convenience we provide a proof:
(i) For n, j ∈ Z ≥0 , it holds that
In particular, if T is m-isometric for m ∈ Z ≥1 , then T is (m+j)-isometric for all j ∈ Z ≥1 . Moreover, the case j = 1 implies that T is an isometry with respect to the sesquilinear form β m−1 (T )·, · H .
(ii) For k, n ∈ Z ≥0 , it holds that
In particular, if T is m-isometric for m ∈ Z ≥1 , then T * k β n (T )T k is a polynomial in k, with operator coefficients, and degree at most m − 1 − n.
is a positive measure such that
Proof. (i) We consider fixed n, and use induction over j. The case j = 0 is trivial. For j = 1, use (1) together with (6):
Note that the first term in the first sum vanishes. Summing over i − 1, rather than over i, the first sum equals T * β n (T )T . Similarly, the second sum equals −β n (T ). Hence, (i) holds for j = 1.
Assume now that our conclusion holds for some j = j 0 . By the case j = 1 we obtain that
Summing over i + 1 in the first sum, and using (6), we conclude that (i) holds for j = j 0 + 1. This completes the induction argument.
(ii) Using (i) , and changing the order to summation, we compute the righthand side of (10):
Using the identity
j−i , and summing over j −i = j ′ , the coefficient of T * i β n (T )T i in the above right-hand side becomes
as follows by the binomial theorem. This proves (ii).
H is a polynomial with leading coefficient
, and so
By the Fejér-Riesz theorem, any positive function in D may be approximated by functions of the form |f | 2 where f ∈ D a . The fact that β m−1 (T ) ≥ 0 now implies that µ x is a positive distribution, and (11) follows from the Riesz representation theorem.
A consequence of statement (ii) in the above proposition is that if T is an m-isometry, then σ(T ) ⊂ D, by Gelfand's formula for the spectral radius. Hence the map Let σ ap (T ) = {z ∈ C; z − T is not bounded from below}, the approximate point spectrum of T . A slightly more careful analysis shows that if T is an m-isometry, then σ ap (T ) ⊂ T, cf. [2, Lemma 1.21]. In particular, T is bounded from below.
3 The model theorem
is a normalized allowable m-tuple, and there exists a unitary map U : H → D 2 µ such that T = U * M µ U , and U e = 1. If T j : H j → H j , j ∈ {1, 2}, are m-isometries with cyclic vectors e j , then the associated m-tuples µ j coincide if and only if there exists a unitary map U :
For proving the first part of this theorem, we derive a formula for weighted Dirichlet integrals:
Moreover, the right-hand side is absolutely convergent.
Remark 3.3. Recall that, by convention, if k ∧ l < n, then k∧l n = 0. Hence, the above right-hand side is equal to
Proof. We begin with the statement about absolute convergence. The binomial coefficient k∧l n is a nth degree polynomial in k ∧ l, and
N , where N is the order of µ. Consequently,
The right-hand side is absolutely convergent because of the rapid decay of f (k)
k≥0
.
We now prove the equality (12) . We consider only the case n ≥ 1. The case n = 0 is treated similarly. Note that
Let r ∈ (0, 1). Since the power series of P µ is uniformly convergent on the disc rD, we may interchange summation and integration in order to obtain
where z * (j) = z * (−j) = z j for j ∈ Z ≥0 . Using polar coordinates, one obtains that the integral in the above right-hand side vanishes, unless j = l − k. For j = l − k one obtains that
by the change of variables ρ 2 = ρ ′ . By the monotone convergence theorem,
By well-known properties of the Euler B-function, the last integral equals
Using the fact that (k ∨ l) n = (k) n ∨ (l) n , we now have that
We already proved that the resulting series is absolutely convergent, and since the limit (13) is increasing, the second to last equality is justified by the dominated convergence theorem.
Lemma 3.2 yields the following result:
Proof. Note that zf (z) = ∞ k=1f (k − 1)z k . Using Lemma 3.2, followed by a shift of summation indices and the binomial identity (6), we compute
We are now prepared to prove the first part of Theorem 3.1: Assume that µ is a normalized allowable m-tuple. By (5), we have that M z f µ = 0 whenever f µ = 0, and so
so that when we take the completion of D a /K µ with respect to · µ , it suffices to consider analytic polynomials. Since any analytic polynomial is in the span of
We prove that M µ is m-isometric by using Proposition 3.4 iteratively. One iteration yields
An induction argument shows that in general
Applying this identity to each term in (4) yields that
i.e. M z is m-isometric on D a with respect to · 2 µ . Hence M µ is an m-isometry. To prove the second part of Theorem 3.1, let T ∈ L be an m-isometry with a cyclic unit vector e, and recall that the corresponding tuple µ is defined bŷ
It is clear that µ is normalized. For f ∈ D a , we have that f 
Proof. The statement is equivalent to the claim that
The Fourier partial sums (s N f ) ∞ N =0 converge to f in D a as N → ∞. By continuity of the functional calculus, it follows that s N f (T )e, s N g(T )e H → f (T )e, g(T )e H . By (15) , s N f, s N g T,e → f, g T,e . Hence it suffices to verify (18) for polynomials. By linearity, we may restrict ourselves to monomials, f (z) = z k and g(z) = z l , and by symmetry, we can assume that l ≥ k. Applying Lemma 3.2, and Proposition 2.1 (ii) with n = 0, we obtain
This completes the proof of Lemma 3.5.
Lemma 3.5 implies that f − g µ = 0 if and only if f (T )e = g(T )e. This yields a well-defined isometric operatorŨ : f (T )e → f ∈ D a /K T,e . Since e is a cyclic vector for T ,Ũ extends to a uniquely determined unitary operator U : H → D To prove the final part of Theorem 3.1, let T j : H j → H j , j ∈ {1, 2}, be misometries with cyclic vectors e j . If there exists a unitary map U : H 1 → H 2 such that T 1 = U * T 2 U and U e 1 = e 2 , then a straightforward verification shows that
unitary, this concludes the proof of Theorem 3.1.
The Agler-Stankus model
The authors of [2] regard D and D a as spaces of smooth functions on T. Hence, we introduce the notation M e iθ as a complement to M z .
Define the operator D :
where m ∈ Z ≥1 , β 0 , . . . , β m−1 ∈ D ′ , and β m−1 = 0. We refer to m as the order of L.
Remark 4.1. Our definitions deviate by convention from [2] in two respects: First, if ϕ ∈ D a , then Dϕ denotes the same thing in both papers, whereas if ϕ ∈ D a , then Dϕ in our notation is the negative of the same expression in [2] . Second, we say that the above DDO has order m, rather than (m − 1).
Let A be a DTO of order m ≥ 2. If there exists c > 1 such that
i.e. A(ϕ)(ϕ) − c −2 A(M e iθ ϕ)(M e iθ ϕ) ≥ 0 for ϕ ∈ D a , then we call A an analytic Dirichlet operator (ADO) of order m. A DTO of order 1 is an ADO if β 0 is a positive measure.
Let A be an ADO, and define the sesquilinear form 
This is of course not unexpected, since both theorems yield operator models of the same object. However, the relation between the two models is quite complicated, as is illustrated by the following relation between µ 0 , µ 1 and β 0 , β 1 , valid in the case of 2-isometries:
where P denotes the analytic projection on D ′ , i.e. (P µ)(f ) = ∞ k=0μ (k)f (k). These relations are observed in [2] , and the respective distributions µ 0 and µ 1 are denoted the intercept and slope of the pair (T, e), but this direction is not investigated for orders higher than 2.
A similarity between the Theorems 3.1 and 4.3 is that cyclic higher order isometries are characterized in terms of a number of parameters, µ 0 , . . . , µ m−1 and β 0 , . . . , β m−1 respectively. However, while [2] investigates ADOs, which are aggregate objects, our approach puts more focus on the individual parameters. A notable advantage of this is that the only structure of β 0 , . . . , β m−1 obtained in [2] is that β m−1 is a positive measure, whereas we are able to give a priori regularity estimates for each element of an allowable m-tuple (Propositions 6.1 and 6.2). Another advantage of our approach is that, even though we do not obtain a characterization of allowable m-tuples, we are able use Theorem 3.1 in order to construct explicit examples of allowable m-tuples, hence of higher order isometries.
5 Some more properties of D µ,n (f )
in the previous section. If we think of M z as a "forward" shift, then the next result may be viewed as a "backward" shift analogue of Proposition 3.4:
Proof. Writing k ∨ l = k ∧ l + |l − k|, we observe that
We also need the identities
Using Lemma 3.2, we compute
By a shift of summation indices, and another application of Lemma 3.2, this is equal to the right-hand side of the desired identity.
Using this observation, an application of Proposition 5.1 to µ = λ yields the following result:
For n = 0, the above result is just the classical Littlewood-Paley theorem, e.g. [7, Chapter VI, Lemma 3.2], applied to f ′ . For n ≥ 1, it is a well-known fact from the theory of standard weighted Bergman spaces, e.g. [9, Proposition 1.11].
Our next goal is to relate µ-weighted Dirichlet integrals to λ-weighted ones. In order to achieve the sufficient generality, we also need the following: Proposition 5.3. Let µ be a finite positive Borel measure on T. Then the measure ν given by dν = P µ dA is a Carleson measure. Moreover, ν CM µ(T).
Hence, we need to verify that D µ,1 (f w ) 1 (f ) ). Therefore, it suffices to consider µ = δ ζ . By rotational symmetry, we may assume that ζ = 1. Let r = |w|. Using Lemma 3.2, and geometric summation,
One can easily verify that, the above right-hand side has the adequate asymptotics as r → 0 + , and as r → 1 − .
Remark 5.4. In the above proof, one can also use that z → log 1 1−z has bounded mean oscillation, and apply [7, Chapter VI, Lemma 3.3 and Theorem 3.4]. I owe this observation to Alexandru Aleman. However, the above calculation will be reused in Example 6.12.
Proposition 5.5. Let µ be a non-vanishing finite positive measure on T.
(ii) If n ∈ Z ≥1 , then
By (8),
(ii) The proof for n ≥ 2 is similar to the proof of (i):
For n = 1 we apply the Carleson embedding theorem to P µ dA, which is a Carleson measure by Proposition 5.3:
. This means that we have gained one order, compared to the above proposition. Similarly, if P µ ≤ c < ∞, then D µ,n (f ) ≤ cD λ,n (f ). In this case, we may have gained more than one order, because in general, (ii) does not extend to n = 0. Indeed, if µ is a unital point mass at 1, then D µ,0 (f ) = |f (1)| 2 . Hence, the corresponding estimate must fail, because the standard Dirichlet space D We're now prepared to demonstrate that M z : D a → D a is bounded with respect to Dirichlet integrals with positive harmonic weights:
′ be a finite positive measure, and n ∈ Z ≥0 . Then
Proof. The case µ = 0 is trivial. Moreover, the result is evident for n = 0, and known for n = 1, e.g. [6, Theorem 8.1.2]. We consider non-vanishing µ, and n ≥ 2. The lower bound follows from Proposition 3.4, since D µ,n−1 (f ) ≥ 0. For the upper bound, we replace f with f ′ , and note that
The second term is controlled by use of Propositions 5.5 and 5.2:
Letting f (z) = z n−1 , it is clear that the term |f (n − 1)| 2 may be excluded in the above proposition, only if µ = 0 or n = 0. In order to obtain boundedness of M z , we need to control |f (n − 1)| 2 by some lower order Dirichlet integral. A natural way of doing this is provided by the next lemma:
Lemma 5.8. Let µ be a non-vanishing finite positive measure on T. The following are equivalent:
Proof. Most of this is covered in [10, Chapter 4] . For the equivalence of (iii) and (iv), see the discussion after the Szegö; Kolmogoroff-Krein theorem. The equivalence of (i) and (iii) is Exercise 4. Moreover, (ii) trivially implies (i). Hence, we only need to prove the converse of this. By hypothesis, there exists an n 0 ∈ Z ≥0 such that the desired conclusion holds for all non-negative integers n ≤ n 0 . We prove that whenever such an n 0 exists, then the conclusion also holds when we let n = n 0 + 1.
Given
Remark 5.9. If P µ ≥ c > 0 on D, then we trivially obtain the stronger conclusion that f
Proof. Using Lemma 3.2,
It remains to approximate the above sum.
We now use Cauchy-Schwarz's inequality:
The following result extends Proposition 5.5 (ii):
Lemma 5.11. Let µ be a finite measure on T. For n ∈ Z ≥1 , j ∈ Z ≥0 , it then holds that
Proof. Note that D µ,n (f ) is additive in µ. By the Jordan decomposition µ = µ + − µ − , where µ + , µ − ≥ 0, it suffices to consider the case where µ ≥ 0.
We argue by induction over j. The case j = 0 is covered by Proposition 5.5 (ii). Assume now that the statement holds for some j = j 0 . Proposition 5.1 now implies that
By the assumption for j = j 0 , it holds that
and
In the last step we have used Proposition 5.2.
As we already noted, prior to Proposition 5.2,
From this, it is clear that D λ,n+j0+1 (f ) and D λ,n+2j0+3 (f ) together dominate all of the above Dirichlet integrals. Piecing together the above estimates therefore yields
Allowable m-tuples
We have the following necessary conditions on allowable m-tuples:
Proposition 6.1. Let T be a bounded m-isometry with a cyclic unit vector e, and µ = (µ 0 , . . . , µ m−1 ) the corresponding allowable m-tuple.
(ii) For n = 0, we have the additional property thatμ 0 (0) ≥ 0, with equality if and only if every µ n = 0.
(iii) For n = m − 1, it holds that µ m−1 ≥ 0, and
whenever f ∈ D a .
Proof. In order to prove the first statement, it suffices to consider k ≥ 0. Since µ is normalized, e is a unit vector. Cauchy-Schwarz's inequality yields
H is a polynomial in k, its degree at most m − 1. The first statement follows. The second statement is the observation that µ 0 (1) =μ 0 (0) = 1 µ ≥ 0. Since 1 is cyclic for M µ , we have equality if and only if D for j ∈ Z ≥0 .
Proof. By Proposition 2.1 (i),
By Proposition 2.1 (ii), each β n (T ) 1/2 T k+i e 2 is a polynomial in k, its degree at most m − 1 − n.
If we let (e n ) m−1 n=0 denote the canonical basis for R m , then it is natural to interpret the formal product µe n as the m-tuple (µ 0 , . . . , µ m−1 ) with µ n ′ = µδ n ′ ,n . We now present some sufficient conditions for a tuple to be allowable. The first one is based on some rather coarse estimates, but still demonstrates the richness of the set of allowable tuples. The main idea behind the proof is contained in the following lemma. The reason for introducing the auxiliary distribution ν is explained in Remark 6.6:
(ii) µ m−1 is positive and non-vanishing.
Then µ ν,C = Cνe 0 + µ + Cµ m−1 e m−1 is an allowable tuple, provided that C > 0 is sufficiently large.
Proof. Combining (i) and (iii) with Lemma 5.8, there exists a C > 0 such that
Hence,
In particular, the quadratic form f → f 2 µν,C is positive definite. Moreover,
The above estimate follows by combining Proposition 5.7 with Lemma 5.8.
(iii) if m is odd, and n = Proof. We prove that for each n ∈ [0, m − 2], it holds that
By Lemma 6.3, this implies that µ ν,C is allowable. We prove (23) by showing that
and appealing to Proposition 5.5.
2 , Lemma 5.10 implies that
≤ n ≤ m − 3, we have that
Note that n − j ≥ 1, and n + j + 1 ≤ m − 2. Lemma 5.11 now implies that
The case n = m−3 2 is treated similarly.
We similarly obtain the following theorem.
(iii) if m is even, and n = 
Adapting the proof of Theorem 6.4 is now a matter of bookkeeping.
Remark 6.6. The simplest instance of the two theorems above is when µ 0 = ν. The chosen formulation is an attempt to state that for µ to be allowable, it is not necessary for µ 0 to be a positive measure. It is sufficient for it to "contain a sufficiently large positive part".
Example 6.7. Let µ be a 3-tuple, where P µ0 , P µ2 ≥ c > 0 on D, and µ 1 is a negative measure on T. If the total variation of µ 1 is sufficiently small, then µ is allowable, according to Theorem 6.5.
Despite the richness of the preceding theorems, they do not cover the following simple situation: For m = 1, the above sum is empty, and M z is isometric. For m ≥ 2, we need to control the terms |f (k)| 2 . This is done using Lemma 5.8. have different kernels.
The following example bears several insights:
Example 6.12. Let µ 0 = λ, µ 1 = δ 1 , and µ 2 = δ −1 . By Theorem 6.8, (µ 0 , µ 1 , µ 2 ) is an allowable 3-tuple. Note thatμ 1 (k) = 1, whileμ 2 (k) = (−1) k .
Let f (z) = log A similar (but rather lengthy) calculation, using the identity This can of course also be computed using the standard techniques from any introductory course to calculus, but I doubt that this will be quicker. By inspection,
From this we conclude that f 2 µ D µ0,0 (f )+D µ2,2 (f ). This is in stark contrast to the theory of Sobolev spaces, where similar estimates are standard, e.g. [12, Chapter 1] .
The second conclusion is that if c < 0, then the tuple (λ, cδ 1 , δ −1 ) fails to be allowable, regardless the magnitude of c. This shows that condition (v) in Theorem 6.5 should not be carelessly disregarded. Another way of phrasing this is that in order to prove Theorem 6.8, one needs something more than the techniques used in the proof of Theorem 6.4. Then P µ (z) = 1 (1−z) N +1 . Define µ R , µ I ∈ D ′ by P µR = Re P µ and P µI = Im P µ . Then |μ R (k)|, |μ I (k)| (1 + |k|) N . By Theorem 6.4, given n there exists allowable tuples for which µ n = µ R and µ n = µ I respectively.
We claim that if n ≤ N , then at least one of the functions z → P µR (z)(1 − |z| 2 ) n−1 and z → P µI (z)(1 − |z| 2 ) n−1 is not in L 1 (D, dA), hence the corresponding Dirichlet integral D µn,n (f ) is conditionally convergent, at least for some f ∈ D a . Indeed, |P µR | + |P µI | ≥ |P µ |, and
where S is the set {z = 1 + ρe iθ ; 0 < ρ < 
Concluding remarks
Let us for a moment consider the possibility of unbounded m-isometries. The machinery developed for proving the first part of Theorem 3.1 effectively constructs quadratic forms · 2 µ on D a with respect to which M z is an m-isometry, i.e. Suppose that T is an analytic 3-isometry with dim ker T * = 1 and let e ∈ ker T * have unit length. If in addition T e ⊥ T 2 H, and T is norm-expanding, i.e. T * T ≥ I, then a certain family of dilation operators is uniformly bounded. The uniform bound in turn implies that e is cyclic for T .
In our setting, e ∈ ker T * and e 2 H = 1 if and only if µ 0 = λ. The condition T e ⊥ T 2 H implies that µ 1 = cλ for some c ∈ R. The condition T * T ≥ I implies that c ≥ 0. Our results show that these additional conditions are far from necessary for a 3-isometry to have the wandering subspace property. Indeed, µ 1 does not need to be a multiple of λ (Theorems 6.4, 6.5, and 6.8), and T does not need to be norm-expanding, c.f. Remark 6.9.
