Experimental studies of the NaCs 12(0+) [7¹Σ+] state by Faust, C. et al.
Experimental studies of the NaCs 12(0+) [71Σ+] state: Spin-orbit and non-adiabatic
interactions and quantum interference in the 12(0+) [71Σ+] and 11(0+)  emission
spectra
C. Faust, J. Jones, J. Huennekens, and R. W. Field
Citation: The Journal of Chemical Physics 146, 104302 (2017); doi: 10.1063/1.4976630
View online: https://doi.org/10.1063/1.4976630
View Table of Contents: http://aip.scitation.org/toc/jcp/146/10
Published by the American Institute of Physics
Articles you may be interested in
Caesium hydride: MS-CASPT2 potential energy curves and  absorption/emission spectroscopy
The Journal of Chemical Physics 146, 104304 (2017); 10.1063/1.4978065
Announcement: Top reviewers for The Journal of Chemical Physics 2016
The Journal of Chemical Physics 146, 100201 (2017); 10.1063/1.4978399
 The d 3Π state of LiRb
The Journal of Chemical Physics 145, 224301 (2016); 10.1063/1.4964655
Near infrared overtone (vOH = 2  0) spectroscopy of Ne–H2O clusters
The Journal of Chemical Physics 146, 104204 (2017); 10.1063/1.4977061
High-resolution electronic spectra of yttrium oxide (YO): The  transition
The Journal of Chemical Physics 146, 114303 (2017); 10.1063/1.4978335
Analytic energy gradient of projected Hartree–Fock within projection after variation
The Journal of Chemical Physics 146, 104106 (2017); 10.1063/1.4978050
THE JOURNAL OF CHEMICAL PHYSICS 146, 104302 (2017)
Experimental studies of the NaCs 12(0+) [71Σ+] state: Spin-orbit
and non-adiabatic interactions and quantum interference
in the 12(0+) [71Σ+] and 11(0+) [53Π0] emission spectra
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We present results from experimental studies of the 11(0+) and 12(0+) electronic states of the NaCs
molecule. An optical-optical double resonance method is used to obtain Doppler-free excitation
spectra. Selected data from the 11(0+) and 12(0+) high-lying electronic states are used to obtain
Rydberg-Klein-Rees and Inverse Perturbation Approach potential energy curves. Interactions between
these two electronic states are evident in the patterns observed in the bound-bound and bound-free
fluorescence spectra. A model, based on two separate interaction mechanisms, is presented to describe
how the wavefunctions of the two states mix. The electronic parts of the wavefunctions interact via
spin-orbit coupling, while the individual rotation-vibration levels interact via a second mechanism,
which is likely to be non-adiabatic coupling. A modified version of the BCONT program was used to
simulate resolved fluorescence from both upper states. Parameters of the model that describe the two
interaction mechanisms were varied until simulations were able to adequately reproduce experimental
spectra. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4976630]
I. INTRODUCTION
A striking feature of atomic and molecular spectroscopy is
that quantum interference effects are often evident when more
than one quantum mechanical pathway leads to the same final
state.1–7 Interference effects form the basis of many interest-
ing phenomena including most quantum control schemes.8–18
For example, it has been demonstrated in Li2 that the spin-
orbit interaction between two neighboring levels that belong
to different electronic states, but with the same rotational quan-
tum number, J, can be enhanced by shifting one of the levels
closer into resonance with the other using the Autler-Townes
(AC Stark) effect.19,20 In a related experiment, the collisional
excitation transfer rate between two electronic states was
also enhanced using the Autler-Townes effect.21 Construc-
tive and destructive interference between singlet and triplet
pathways, leading, in some cases, to complete disappearance
of spectral lines, was observed in experiments on the NaK
molecule.22
Alkali diatomic molecules are also central to cur-
rent efforts to produce ultracold molecules in their low-
est ro-vibrational levels.23–37 Heteronuclear alkali diatomic
molecules are of particular interest since each molecule has a
permanent electric dipole moment, which can, in principle, be
oriented in an optical trap or optical lattice. Because of this fea-
ture, the heteronuclear alkali molecules have been suggested
as candidates for qubits in quantum computing schemes.38–41
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The NaCs molecule has the second largest permanent electric
dipole moment of all heteronuclear alkali diatomic molecules,
and it is therefore of considerable interest for various ultracold
molecule applications.35,36,42–47
Due to this interest, a number of spectroscopic investiga-
tions of NaCs have been carried out in recent years. NaCs was
first studied at high resolution by Onomichi and Katoˆ48 and by
Diemer et al.49 Docenko et al.44,50 accurately mapped the NaCs
ground state, and a detailed study by Zaharova et al.51 sorted
out the important b3Π ∼A1Σ+ spin-orbit perturbed manifold,
the levels of which serve as intermediate states in the double-
resonance experiments described below and in the work of
Ashman et al.52 Docenko et al.53 used high-resolution Fourier-
transform spectroscopy to fit the potential of the (3)1Π state and
Grochola et al.46 mapped the c3Σ+(Ω = 1) state using polar-
ization labeling, photoassociation, and pulsed laser depletion
spectroscopies. In our lab, Ashman et al.52 determined Dun-
ham coefficients for the 53Π0+ state and mapped the poten-
tial energy curve using the inverted perturbation approach
(IPA). Analysis of resolved 53Π0+→ 1(a)3Σ+ bound-free flu-
orescence spectra was used to map the repulsive wall of the
1(a)3Σ+ state and to determine the 53Π0+→ 1(a)3Σ+ relative
transition dipole moment function. The current work was also
aided immensely by recent theoretical work. Non-relativistic
NaCs potential energy curves were calculated by Korek et al.,54
while more recently Korek, Bleik, and Allouche55 published
relativistic curves (including spin-orbit interactions). Aymar
and Dulieu56 calculated theoretical transition dipole moment
functions and their 53Π0+ → 1(a)3Σ+ dipole moment function
was found to be in good agreement with experiment in Ref. 52.
This paper describes experimental studies of the NaCs
11(0+) and 12(0+) electronic states. In this work, we have used
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optical-optical double resonance (OODR) laser spectroscopy
to measure energies of 214 ro-vibrational levels of the NaCs
12(0+) state [71Σ+ in Hund’s case (a) notation] and mapped
out the 12(0+) potential energy curve using the Rydberg-
Klein-Rees (RKR) and IPA methods. The NaCs Hund’s case
(a) electronic states 53Π0+ and 71Σ+ interact via spin-orbit
interaction to produce the Hund’s case (c) states 11(0+) and
12(0+). However, we have found that individual pairs of ro-
vibrational levels of the 11(0+) and 12(0+) states appear to
interact through a second mechanism, which we believe is
non-adiabatic coupling. Quantum interference in our model
of these interactions creates interesting mixed state wavefunc-
tions that result in unusual intensity distributions in resolved
11(0+), 12(0+)→ 1(X)1Σ+, 1(a)3Σ+ fluorescence. We have
carried out quantum mechanical simulations of the bound-
bound and bound-free emission spectra to demonstrate the
plausibility of our two-mechanisms’ argument.
This paper is organized as follows. In Sec. II, we describe
the experimental setup and the experimental techniques used.
Section III reports our analysis and results for the NaCs 12(0+)
[71Σ+] electronic state, including a mapping of the lower part
of the 12(0+) potential energy curve. Section IV discusses the
interactions between the NaCs 11(0+) and 12(0+) electronic
states and our model of the interactions between these states.
We also demonstrate how these interactions affect the mixed
state wavefunctions that result in the unusual bound-free fluo-
rescence patterns similar to those we observe. Our conclusions
appear in Sec. V.
II. THE EXPERIMENT
The experimental setup is very similar to that used in
Ref. 52 and is shown schematically in Fig. 1. The experi-
ment is centered around a six arm heat pipe oven containing
sodium and cesium metal. The central region of the oven
was heated to temperatures in the range 290-310 ◦C using
clamshell heaters controlled by Variacs. To prevent the alkali
metal from coming into contact with the windows, argon buffer
gas flowed into the oven through inlets near the windows and
the region of each arm near the window was maintained at
approximately room temperature with external water cooling
coils.
Heating the alkali metals produces atomic Na and Cs
vapor and the molecular species Na2, Cs2, and NaCs. Valves
regulating the flow of buffer gas from the tank and the vacuum
system pumping speed were adjusted such that the pressure in
the oven was ∼3–5 Torr.
To investigate high-lying electronic states of NaCs, we
employed an Optical-Optical Double Resonance (OODR)
technique. The OODR method, using narrowband contin-
uous wave (cw) lasers, is inherently Doppler free. In the
present experiment, we employed two single-mode, tunable
Ti:Sapphire and dye lasers (see Fig. 1) in a pump-probe
scheme.
The pump laser is a Coherent 899-29 Titanium:Sapphire
(Ti:Sapphire) cw ring laser, which is pumped by all visible
lines of a Coherent Innova 200 argon ion laser. 10 W of
pump power produces 100–500 mW from the Ti:Sapphire
laser, which allows a wavelength tuning range of 780–900 nm.
We scanned the frequency of the pump (Ti:Sapphire) laser
while monitoring the anode current from a freestanding
Hamamatsu R406 photomultiplier tube (“Total Red PMT”
in Fig. 1). Once a particular pump transition [1 (b)3 Π (vb, J)
∼ 2 (A)1 Σ+ (vA, J) ← 1 (X)1 Σ+ (vX , J ± 1)] was identified and
properly assigned, the pump laser frequency was fixed to
the peak of this transition. Due to spin-orbit interactions, the
pumped level of the intermediate [b3Π ∼ A1Σ+] state has both
singlet and triplet characters.
The probe laser is a Coherent 699-29 cw ring dye laser. It
is pumped with the 514 nm line of a Coherent Innova Sabre
argon ion laser. Approximately 7.9 W of pump power pro-
duces 100–400 mW of dye laser power with a wavelength
tuning range of 720–775 nm using the dye LDS 722. With the
frequency of the Ti:Sapphire laser fixed on the pump transi-
tion, the probe laser frequency was scanned while monitoring
the anode current from a freestanding Hamamatsu R928
FIG. 1. Schematic diagram of the appa-
ratus used in this work. Solid diago-
nal lines represent fixed mirrors while
dashed diagonal lines represent remov-
able mirrors. Double headed arrows indi-
cate lenses.
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photomultiplier tube (“Total Green PMT” in Fig. 1) that was
filtered to pass green light using a stack of short pass filters with
cutoff wavelengths of 575, 650, 675, 700, and 800 nm (Reynard
Corporation R00920-00, R00940-00, R00942-00, R00944-00,
and Melles Griot 03SW618, respectively). The probe laser
excited transitions from the pumped level of the inter-
mediate state to levels of high-lying electronic states
[1,3ΛΩ (vΛ, JΛ = J ± 1)← 1 (b)3 Π (vb, J) ∼ 2 (A)1 Σ+ (vA, J)].
The beams from the two lasers counterpropagated through
the heat pipe oven and were focused to spot sizes of ∼1 mm
diameter at the center of the oven.
The pump laser induced transitions from a thermally pop-
ulated ro-vibrational level of the ground state [1 (X)1 Σ+] to a
selected level of the mixed 1 (b)3 Π ∼ 2 (A)1 Σ+ states. Strong
spin-orbit interactions cause every ro-vibrational level of the
1 (b)3 Π ∼ 2 (A)1 Σ+ manifold to have both singlet and triplet
characters. Hence the laser in the probe step was able to induce
transitions either to upper singlet states or to upper triplet
states. Double resonance transitions were observed by detect-
ing fluorescence corresponding to transitions from the upper
state down to either the 1 (a)3 Σ+ state or the 1 (X)1 Σ+ state
as a function of probe laser frequency (with pump laser fre-
quency fixed) or as a function of pump laser frequency (with
probe frequency fixed). In order to distinguish double reso-
nance molecular fluorescence from various background light
sources, the fixed-frequency laser beam was chopped, and
lock-in detection was used.
The frequencies of transitions excited by the Ti:Sapphire
laser were calibrated by comparison of the wavemeter read-
out to lines in the uranium atlas57 or to previously calibrated
NaCs 2 (A)1 Σ+ (vA, J) ← 1 (X)1 Σ+ (vX , J ± 1) transitions. In
the former case, a small part of the beam was split off and
sent into a uranium hollow cathode lamp, where the optogal-
vanic signal was monitored. The Ti:Sapphire wavemeter read-
out of a particular uranium line was compared to the known
frequency in the uranium atlas to determine the offset error
of the wavemeter. Once the error was known, unique total red
fluorescence signals, recorded as the laser scanned over a set
of NaCs 2 (A)1 Σ+ (vA, J) ← 1 (X)1 Σ+ (vX , J ± 1) transitions
(laser excitation scans), were used for subsequent calibrations.
Dye laser transitions were similarly calibrated using fluores-
cence from an iodine cell, which was compared with line posi-
tions tabulated in the iodine atlas.58 We believe that 2(A)1Σ+
level energies are determined to within∼0.01 cm1, while level
energies of electronic states accessed via double resonance are
determined to an absolute accuracy of ∼0.02 cm1.
With both pump and probe lasers fixed on a double res-
onance transition, the resolved fluorescence can be used to
identify the upper electronic state excited by the transition.
Experimentally, the fluorescence is focused onto the entrance
slit of a monochromator (Spex 270M, labeled “Monochroma-
tor” in Fig. 1) using a lens and mirrors mounted in a periscope
arrangement. The monochromator diffraction grating has 600
grooves/mm and is blazed for 1 µm. Typically, the monochro-
mator was used in second-order.
The exit slit of the monochromator was replaced by a
charge-coupled device (CCD) array detector. The CCD array
is advantageous since it records fluorescence from all wave-
lengths at the same time. Therefore, a laser frequency drift or
change in laser power will only affect the observed spectrum by
an overall intensity-scaling factor. To determine the detection
system efficiency as a function of wavelength, a quartz-iodine
tungsten filament lamp (GTE Sylvania model 6.6A/T4Q/1CL-
200W) was used as a light source with a calibrated standard
relative intensity.59
The number of ro-vibrational levels that can be probed
from a given intermediate state level is limited by the selection
rule ∆J = ±1, since ∆J = 0 transitions are forbidden for 0+
↔ 0+ electronic transitions. A very useful technique to expand
the ro-vibrational coverage of the data set is to use observa-
tions of collisional satellite lines to assign many rotational
levels of a single vibrational state within a single scan of the
probe laser. If the atomic argon and/or cesium vapor pressure
is sufficiently high, one can observe regularly spaced satellite
lines on either side of the directly pumped P and R lines in a
pump or probe scan, which (in the case of NaCs)60 decrease
in intensity with increasing displacement in frequency from
the directly excited line. Figure 2 shows a probe laser excita-
tion spectrum with collisional satellite lines. The satellite lines
on either side of the direct lines are due to probe transitions
out of collisionally populated levels near the intermediate state
ro-vibrational level involved in the direct transition. A colli-
sion of the molecule in the pumped intermediate level with
an atomic collision partner, i.e., NaCs[2 (A)1 Σ+ (vA, J)] + (Ar
or Cs) → NaCs[2 (A)1 Σ+ (vA, J + ∆J)] + (Ar or Cs), causes
transfer of population to a nearby rotational level J + ∆J .
Reference 52 discusses the identification and determination
of the absolute energies of levels associated with the OODR
collisional satellite lines in more detail.
This process of identifying collisional lines greatly
improves the efficiency with which one can determine level
energies, since it is possible to observe transitions to many rota-
tional levels within a single scan. Splittings between rotational
levels within an excited NaCs electronic state are typically
FIG. 2. Example of collisional lines in an OODR excitation spec-
trum obtained with the pump laser fixed on the NaCs 2 (A)1 Σ+ (14, 1)
← 1 (X)1 Σ+ (0, 2) transition. Neighboring lines show probe laser transitions
from nearby collisionally populated rotational levels. The probe laser line
labeled P(1) shows a transition to a J = 0 level of the upper [12(0+)] state.
There are no collisional lines associated with the P-series at energies above
this line, indicating that the direct P-line [P(1)] does indeed correspond to
the lowest possible J value of the upper state [J = 0]. This confirms the 0+
symmetry of the 12(0+) state.
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about 2–6 cm1. However, the spacings between the collisional
lines in a single pump or probe laser scan are equal to the dif-
ference in the rotational splittings of the two electronic states
involved in the transition, which is typically on the order of
1 cm1 or less. The collisional lines also allow one to make
large jumps in J for pump or probe transitions. These colli-
sional lines are observed by fixing one of the laser frequen-
cies on a collisional peak and scanning the other laser until it
becomes resonant with the direct transition for that value of
J. Now this new rotational transition can serve as the direct
line and new collisional lines are strong enough to assign and
expand the rotational level data set.
III. THE NaCs 12(0+) POTENTIAL
In addition to ro-vibrational levels from the NaCs 11(0+)
electronic state [53Π0+ in Hund’s case (a) notation] that was
mapped out previously in our lab,52 we have also observed
ro-vibrational levels from a second electronic state within the
same general energy range, which we have now identified as
the NaCs 12(0+) electronic state.
In previous work on NaK,61–65 upper triplet states were
identified relatively easily by their hyperfine structure that was
observed in the probe step of a perturbation-facilitated OODR
(PFOODR)66 excitation scheme. In our studies of NaCs thus
far, we have not observed any hyperfine structure. Arguments
based on angular momenta vector coupling models provide an
explanation for why hyperfine splittings should be quite small
for most electronic states of NaCs.52 Therefore, in NaCs, we
distinguish ro-vibrational levels of different electronic states
by qualitative differences in the associated bound-free fluores-
cence spectra. The right hand side of Fig. 3 (region above 490
nm) shows NaCs 12(0+)→ 1(a)3Σ+ bound-free spectra corre-
sponding to different ro-vibrational levels of the upper 12(0+)
electronic state. Although the bound-free portions of these
spectra are similar to bound-free 53Π0+→ 1(a)3Σ+ [11(0+)
→ 1(a)3Σ+] fluorescence (see Fig. 3 of Ref. 52), the inten-
sity distributions are clearly distinguishable. In addition, the
very regular 53Π0+ → 1(a)3Σ+ bound-free intensity patterns
made it easy to assign upper state vibrational quantum num-
bers from a simple counting of nodes in the spectra. However,
as will be shown below, the intensity distributions of the
12(0+) → 1(a)3Σ+ bound-free spectra are much more com-
plex and do not allow vibrational assignments to be made
in this fashion. Nevertheless, we found that the low-lying
vibrational levels of the 11(0+) and 12(0+) states lie in approxi-
mately the same energy region, requiring that the two potential
curves must have minima within a few hundred cm1 of each
other.
As described in Sec. II, we used optical-optical dou-
ble resonance (OODR) spectroscopy to measure energies
for many ro-vibrational levels of the NaCs 12(0+) state.
Use of collisional lines provides good coverage of rota-
tional levels and allows pump transitions with different J
values to be identified quickly. Using the pump transi-
tions 2 (A)1 Σ+ (14, 1) ← 1 (X)1 Σ+ (0, 2) and 2 (A)1 Σ+ (14, 1)
← 1 (X)1 Σ+ (0, 0), we were able to excite the probe transi-
tion 12
(0+) (v = 12, J = 0) ← 2 (A)1 Σ+ (14, 1) (see Fig. 2),
thereby verifying theΩ= 0 and + symmetries of the upper state.
FIG. 3. Experimental NaCs 12 (0+) → 1 (X)1 Σ+ bound-bound and 12 (0+)
→ 1 (a)3 Σ+ bound-free resolved fluorescence spectra associated with the
three lowest vibrational levels of the NaCs 12(0+) state. Upper state vibrational
and rotational quantum numbers are (a) (0, 43), (b) (1, 43), and (c) (2, 43).
Vibrational quantum number assignments are explained in Sec. IV. The
12
(0+) → 1 (X)1 Σ+ bound-bound fluorescence appears as a series of discrete
vibrational peaks in the 410-460 nm region, while the 12 (0+) → 1 (a)3 Σ+
bound-free continuum fluorescence is observed in the 500-520 nm region.
Each spectrum has been corrected for the wavelength dependence of the detec-
tion system efficiency, resulting in an increase in the apparent noise level at
the short wavelength end of each spectrum.
From progressions of ro-vibrational levels, which dis-
play bound-free spectra similar to those shown in Fig. 3,
preliminary values for molecular constants, Te ≈ 24 670 cm−1,
ωe ≈ 54 cm−1, and Be ≈ 0.036 cm−1, which corresponds to
an equilibrium separation of Re ≈ 4.9 Å, were obtained for
the 12(0+) state. These values are quite similar to those
of the 11(0+) state, for which Ashman et al.52 found Te
= 24 511.8 cm−1, ωe = 64.24 cm−1, Be = 0.037 06 cm1, and
Re = 4.8 Å. Comparison with the theoretical potentials of Korek
et al.55 shows that these two observed states must be 11(0+)
and 12(0+). However, we note that the theoretical calculations
of Korek et al.55 identified the 71Σ+ state as 11(0+) and 53Π0+
as 12(0+), whereas experimentally we find that the predomi-
nantly singlet state [71Σ+] lies slightly higher in energy than the
predominantly triplet state [53Π0+ ]. Note that the 53Π0+ state
was identified in Ref. 52 as 12(0+) based on the assignments
of Korek et al.55 However, based on the current analysis, the
state labeled 53Π0+ should be identified as 11(0+) and the state
labeled 71Σ+ as 12(0+).
For the 11(0+) state, the vibrational quantum num-
ber assignment was straightforward since the bound-free
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spectra, presented in Fig. 3 of Ref. 52, are not complicated.
For transitions between states with a difference potential that
is monotonic in R, the vibrational quantum number can be
assigned from the bound-free spectra, which display v + 1
maxima. Unfortunately, the bound-free spectra associated with
the 12(0+) state are not as simple and an absolute vibra-
tional numbering could not be determined using the bound-free
emission spectra alone. The reasons for this are discussed in
Sec. IV. However, because the 12(0+) state has both singlet and
triplet characters, the resolved fluorescence spectrum that cor-
responds to each ro-vibrational level of this state is composed
of two parts: 12
(0+) → 1 (a)3 Σ+ bound-free fluorescence and
12
(0+) → 1 (X)1 Σ+ bound-bound fluorescence (see Fig. 3).
The envelope of the bound-bound 12 (0+) → 1 (X)1 Σ+ flu-
orescence does display v + 1 maxima and can, therefore, be
used to obtain a definite assignment of the 12(0+) vibra-
tional quantum numbers of the lowest vibrational levels. Once
the vibrational numbering of the low-lying levels was estab-
lished, it was easy to assign all other measured ro-vibrational
levels.
As a first step in constructing an experimental potential
energy curve for the NaCs 12(0+) state, we used Le Roy’s
DParFit computer program67 to fit all measured level energies
to a set of Dunham coefficients,
E(v , J) =
∑
i,k
Yi,k
(
v +
1
2
) i
[J(J + 1) −Ω2]k (1)
with Ω = 0 for the 12(0+) state. Preliminary fits of rotational
constants had indicated that the centrifugal distortion constant,
Dv , was constant with respect to v to within uncertainties.
Therefore, we fixed Y0,2 to the value−6.14× 10−8 cm1, which
was the average value of Dv obtained from quadratic fits of
E(v , J) = Te + Gv + BvJ(J + 1) − Dv[J(J + 1)]2 vs. J(J + 1)
for vibrational levels where we had observed long rotational
progressions (v = 1, 2, 4, 5, and 6). 214 level energies span-
ning a range of vibrational levels v = 0–14 were used in the
Dunham fit and the best set of Dunham coefficients is listed in
Table I. These coefficients reproduce the level energies with a
root mean square (RMS) deviation of 0.38 cm1.
We used the Dunham coefficients to construct a prelimi-
nary NaCs 12(0+) electronic potential energy curve using the
Rydberg-Klein-Rees68–70 method and the computer program
RKR1 2.0, developed by Robert Le Roy.71 The RMS devia-
tion between measured level energies and energies calculated
from this RKR potential using LEVEL 8.072 was 0.65 cm1 for
TABLE I. NaCs 12(0+) state Dunham coefficients. All coefficients are in
units of cm1. The number of digits reported is in some cases larger than
warranted by statistical significance. However, they are necessary to reproduce
experimental energies to within the stated accuracy.
k
i 0 1 2
0 24 671.02 ± 0.57 (3.683 ± 0.021) × 102 6.14 × 108 (fixed)
1 44.24 ± 0.42 (1.95 ± 0.84) × 104 · · ·
2 2.694 ± 0.11 (2.41 ± 0.68) × 105 · · ·
3 0.273 42 ± 0.011 · · · · · ·
4 (8.57 ± 0.37) × 103 · · · · · ·
3 = 0–14 vibrational levels. This RKR potential, which is listed
in the supplementary material, was used as the starting point
to apply the Inverted Perturbation Approach (IPA) to obtain a
more accurate potential.
The NaCs 12(0+) RKR potential fails to reproduce the
level energies to within the accuracy with which they were
measured. The IPA73 process starts with an initial potential,
V0(R), and adds a correction term δV (R) to it; V (R) = V0(R)
+ δV (R). The correction term is expressed as an expansion over
a set of basis functions fi (R),
δV (R) =
∑
i
ci fi (R), (2)
and the expansion coefficients ci are obtained using first-order
perturbation theory to calculate energy corrections
δEv,J =
∫
ξ0v,J (R) δV (R) ξ0v,J (R) dR
=
∑
i
ci
∫
ξ0v,J (R) fi (R) ξ0v,J (R) dR ≡
∑
i
ciKi;v,J , (3)
where the ξ0
v,J (R) are the radial wavefunctions corresponding
to the zeroth-order potentials V0(R). Using the last equality of
Eq. (3), the energy corrections can be written in matrix form as
δE = c ·K. (4)
The energy corrections are the differences between the mea-
sured energies Emeas.v,J and the zeroth-order calculated ener-
gies E0
v,J [eigenvalues of V0(R)], and the elements of the K
matrix are calculated using the zeroth-order radial wavefunc-
tions. Thus the only unknown quantities are the expansion
coefficients for the correction potential ci (elements of the c
matrix). These coefficients are varied until the elements of δE
are minimized in a least squares sense.
In practice, we used a modified version63 of the IPA pro-
gram written by Pashov et al.74 The IPA program requires as
input the experimental energies of measured ro-vibrational lev-
els along with experimental uncertainties, the initial potential
curve used in that iteration, and the calculated energies and
wavefunctions for the initial potential. We used the program
xLEVEL, which is a version of Le Roy’s LEVEL program that
was slightly modified by Hickman (see Ref. 62), to calculate
the energies and wavefunctions. The RKR potential, described
above, served as the initial potential, V0(R), in the first itera-
tion. The correction potential δV (R) is defined on an equally
spaced grid of points in R. However, the number of grid points
to use in a given iteration and whether the potential is allowed to
vary at a particular grid point in that iteration are chosen by the
user. After each iteration of the IPA potential, the new potential
V (R) = V0(R) + δV (R) was calculated at the grid points and
then splined. Energies and wavefunctions for the new poten-
tial were calculated using xLEVEL, which along with the new
potential, served as input for the next iteration of IPA. This
process was iterated until level energies calculated using the
new V (R) were in sufficient agreement with measured level
energies.
Use of a progressively finer grid of points will continue to
reduce discrepancies between calculated and measured ener-
gies, but at the expense of unphysical wiggles in the potential.
104302-6 Faust et al. J. Chem. Phys. 146, 104302 (2017)
The “best” fit IPA potential was determined by us as a trade-
off between accurate reproduction of level energies while still
maintaining a reasonably smooth potential. Using these cri-
teria, we determined our best fit IPA potential for the NaCs
12(0+) state, which is shown in Fig. 4 and listed in Table II.
The initial RKR potential was calculated with turning points
up to v = 14. However, the levels corresponding to v = 12, 13,
and 14 appear to be strongly perturbed so they were not used
for the fitting of the IPA potential, which reproduces measured
level energies for v = 0–10 with an RMS deviation of 0.034
cm1. A plot of the differences between the observed energies
and those calculated using the IPA potential is given in the
supplementary material.
When comparing the IPA potential to theoretical or RKR
potentials, it is clear that the IPA potential is not a sim-
ple smooth curve. Some “wiggles” in the inner and outer
IPA potential walls appear to be necessary in order to accu-
rately reproduce the level energies. This is a result of our
implicit assumption that all of the measured energy levels of
the 12(0+) state can be described by a single potential energy
curve. In reality, there are other NaCs electronic state potential
curves in this energy region that interact with the 12(0+) state,
thus influencing the patterns of ro-vibrational level energies.
Specifically, the 11(0+) electronic state, which was previously
mapped by Ashman et al.,52 shows similar fluctuations in
its outer wall. In Sec. IV, we discuss how these two states
probably interact and how this interaction influences not only
the level energies but also the vibrational wavefunctions, and
hence, the resolved fluorescence spectra associated with these
states.
FIG. 4. Experimental IPA potential for the NaCs 12(0+) state determined in
this work along with the experimental potential for the NaCs 11(0+) state from
Ref. 52 (upper and lower thick red lines, respectively) and the NaCs 12(0+)
and 11(0+) theoretical potentials of Korek et al.55 (upper and lower thin blue
curves, respectively). The Korek et al. ground state well depth is larger by
298.214 cm1 than the experimental ground state well depth of Ref. 44. Since
the T e values reported in Ref. 55 are based on energies relative to the bottom
of this theoretical ground state potential, while our experimental 11(0+) and
12(0+) potentials are referenced to the bottom of the experimental ground state
potential of Ref. 44, we have shifted the theoretical curves down by 298.214
cm1 so that the ground state asymptotes of the theoretical and experimental
potentials coincide. We believe this makes the comparison of the theoretical
and experimental potentials more meaningful.
TABLE II. NaCs 12(0+) IPA potential energy curve determined in this work.
R (Å) Energy (cm1) R (Å) Energy (cm1)
4.0066 25 372.1902 4.9204 24 675.7057
4.0120 25 353.8388 4.9832 24 685.5888
4.0249 25 313.6700 5.0252 24 694.8413
4.0447 25 262.8959 5.0586 24 704.7210
4.0702 25 212.3998 5.0870 24 715.0111
4.1006 25 162.1021 5.1119 24 725.0570
4.1349 25 112.1539 5.1344 24 734.6046
4.1727 25 061.5645 5.1549 24 743.7734
4.2137 25 009.3151 5.1740 24 752.9083
4.2583 24 955.1027 5.1919 24 762.1829
4.2773 24 933.1528 5.2089 24 773.3190
4.2871 24 922.2078 5.2250 24 783.9433
4.2971 24 911.3020 5.2405 24 794.7367
4.3073 24 900.4408 5.2554 24 805.6899
4.3178 24 889.6251 5.2698 24 816.7863
4.3285 24 878.8374 5.2838 24 828.0196
4.3395 24 868.0960 5.2975 24 839.3859
4.3508 24 857.3999 5.3109 24 850.8537
4.3625 24 846.7576 5.3241 24 862.3620
4.3745 24 836.1676 5.3370 24 873.8740
4.3870 24 825.6479 5.3498 24 885.3510
4.3999 24 815.1958 5.3624 24 896.7747
4.4134 24 804.8180 5.3750 24 908.1083
4.4274 24 794.5197 5.3874 24 919.3482
4.4422 24 784.2999 5.3998 24 930.4736
4.4577 24 774.1712 5.4121 24 941.4632
4.4741 24 764.1546 5.4366 24 962.9916
4.4916 24 754.2386 5.4977 25 014.7877
4.5104 24 739.9024 5.5593 25 065.4399
4.5308 24 730.5804 5.6216 25 115.7452
4.5531 24 721.3148 5.6844 25 169.3976
4.5780 24 712.0850 5.7468 25 228.9479
4.6064 24 702.7850 5.8073 25 288.2247
4.6399 24 693.3421 5.8644 25 344.1242
4.6820 24 683.7029 5.9159 25 391.9912
4.7449 24 673.2199 5.9603 25 430.4357
4.8327 24 668.2803
IV. INTERACTIONS BETWEEN THE NaCs
11(0+) AND 12(0+) STATES
Although the 12(0+) electronic state has predominantly
singlet character, resolved fluorescence spectra from this elec-
tronic state show strong bound-free emission to the 1 (a)3 Σ+
electronic state. We believe this is due to the interaction of the
12(0+) state with the 11(0+) state, which has predominantly
triplet character. However, by itself, the spin-orbit interac-
tion between these two states is not sufficient to explain the
observed intensity distribution in the 12 (0+) → 1 (a)3 Σ+
bound-free emission spectra. In the following, we describe
a model for certain types of interactions between electronic
states that we believe to be responsible for the unique intensity
distributions of the 12 (0+) → 1 (a)3 Σ+ bound-free emission.
A. Model for spin-orbit and non-adiabatic interactions
between the NaCs 11(0+) and 12(0+) states
The 12(0+) → 1(a)3Σ+ electronic transition displays
very well resolved and distinctive bound-free fluorescence
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spectra (see Fig. 3, right hand side). However, the 12(0+)
→ 1(X)1Σ+ electronic transition is also strong, and we observe
clean bound-bound spectra associated with this fluorescence
channel (Fig. 3, left hand side). The fact that the 12(0+)
state makes radiative transitions down to both the repulsive
triplet state, 1(a)3Σ+, and to the singlet ground state, 1(X)1Σ+,
indicates that the 12(0+) state has both triplet and singlet
characters. This is most likely due to spin-orbit perturba-
tions by the nearby 11(0+) electronic state, which is labeled
53Π0+ in Hund’s case (a) notation. In theoretical calcula-
tions, which do not include the spin-orbit effect,54 the 12(0+)
state is labeled 71Σ+ in the case (a) designation. Spin-orbit
interactions between 3Π and 1Σ states are very common,7
so it is likely that each of the ro-vibrational levels of both
states has significant singlet and triplet characters due to
the mixing of the electronic wavefunctions. However, if it
is assumed that the singlet component of the mixed state
wavefunction is entirely responsible for the bound-bound fluo-
rescence, and the triplet component is entirely responsible for
the bound-free fluorescence, then it is clear from the 12(0+)
→ 1(a)3Σ+ bound-free intensity distribution that the spin-orbit
effect cannot be the only 11(0+)–12(0+) interaction respon-
sible for the mixing of the levels of these two electronic
states.
In the case of NaCs, the intensity distributions in the
11(0+)→ 1(a)3Σ+ and 12(0+)→ 1(a)3Σ+ resolved bound-free
fluorescence spectra are qualitatively very different for nearby
ro-vibrational levels of the two upper states. To explain the
different intensity distributions of the bound-free emission,
we have developed a model based on two separate interaction
mechanisms between these states, which we describe here.
First, we consider the electronic part of the wavefunc-
tions describing levels of the 11(0+) and 12(0+) states. One
key assumption of this model is that only these two elec-
tronic states interact strongly with each other via spin-
orbit interactions. Discussion of the validity of assump-
tions used in the model is deferred to Sec. IV C. However
using this two-state assumption, we can write the relativis-
tic [Hund’s case (c), spin-orbit included] electronic wave-
functions [Φ11(0+)(~r, R),Φ12(0+)(~r, R)] in terms of the non-
relativistic [Hund’s case (a), spin-orbit neglected] electronic
wavefunctions [Φ53Π0+ (~r, R),Φ71Σ+ (~r, R)] as
Φ12(0+)(~r, R) = cos θ(R)Φ71Σ+ (~r, R) + sin θ(R)Φ53Π0+ (~r, R)
(5)
and
Φ11(0+)(~r, R) = − sin θ(R)Φ71Σ+ (~r, R) + cos θ(R)Φ53Π0+ (~r, R).
(6)
The expansion coefficients are written using sines and cosines
so that normalization is automatically satisfied. However, we
allow for the possibility that the mixing angle depends (per-
haps strongly) on internuclear separation, R. This analysis of
the mixing of the electronic wavefunctions emphasizes the
fact that, in NaCs, the large spin-orbit effect causes global
perturbations that affect all levels of both electronic states.
In addition to the mixing of the electronic state wave-
functions due to the spin-orbit interaction, we assume that a
particular ro-vibrational level (v12, J) of the 12(0+) state can
also interact (we believe indirectly) with one particular ro-
vibrational level (v11, J) of the 11(0+) state via some separate,
weaker interaction. We believe this interaction is a second-
order, non-adiabatic coupling involving the complete set of
vibrational levels of a third electronic state. The proposed
mechanism explains why interactions between levels v12 and
v11 are strongly favored when v11 = v12+2, which is consistent
with the experimental results presented below.
Non-adiabatic interactions are caused by nuclear kinetic
energy terms that are neglected when the Born-Oppenheimer
approximation is invoked. We start by evaluating the off-
diagonal Hamiltonian matrix element of the nuclear kinetic
energy operator between level v11 of the 11(0+) adiabatic state
and level v12 of the 12(0+) adiabatic state
Hv11,v12 =
〈
Φad11 χ
ad
v11
 TN Φad12 χadv12〉 (7)
with
TN = − ~
2
2µR2
{
∂
∂R
[
R2
∂
∂R
]
− R2
}
= − ~
2
2µ
[
∂2
∂R2
+
2
R
∂
∂R
]
+
~2
2µR2
R2. (8)
In the above expression, R is the internuclear separation and
R = J−L− S is the nuclear rotation angular momentum. The
nuclear rotation term is small compared to the radial terms and
can be neglected (see Ref. 7, page 168).
Next, we calculate
TN
(
Φad12 χ
ad
v12
)
= − ~
2
2µ

∂2
(
Φad12 χ
ad
v12
)
∂R2
+
2
R
∂
(
Φad12 χ
ad
v12
)
∂R

= − ~
2
2µ
χadv12
∂2Φad12
∂R2
+ Φad12
∂2 χadv12
∂R2
+ 2
∂Φad12
∂R
∂ χadv12
∂R
+
2
R
χadv12
∂Φad12
∂R
+
2
R
Φad12
∂ χadv12
∂R
 (9)
and the matrix element
Hv11,v12 =
〈
Φad11 χ
ad
v11
 TN Φad12 χadv12〉
= − ~
2
2µ
∫ ∫
d3Rd3r
(
χadv11
)∗ (
Φad11
)∗
×
χadv12
∂2Φad12
∂R2
+ Φad12
∂2 χadv12
∂R2
+ 2
∂Φad12
∂R
∂ χadv12
∂R
+
2
R
χadv12
∂Φad12
∂R
+
2
R
Φad12
∂ χadv12
∂R
 . (10)
Only the electronic wavefunctions depend on the electron coor-
dinates ~r, and these electronic wavefunctions are orthogonal.
Therefore we can eliminate the terms involving
〈
Φad11
Φad12〉;
i.e., the 2nd and 5th terms in this expression,
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Hv11,v12 = −
~2
2µ
∫ ∫
d3Rd3r
(
χadv11
)∗ (
Φad11
)∗ χadv12
∂2Φad12
∂R2
+ 2
∂Φad12
∂R
∂ χadv12
∂R
+
2
R
χadv12
∂Φad12
∂R
 . (11)
Introducing χadv =
ξadv
R and the fact that the rotational (nuclear angular) wavefunctions are described by spherical harmonics,
which are orthonormal, we can write
Hv11,v12 = −
~2
2µ
∫ ∫
R2dRd3r *,
ξadv11
R
+-
∗ (
Φad11
)∗ 
ξadv12
R
∂2Φad12
∂R2
+ 2
∂Φad12
∂R
∂
(
ξadv12
/
R
)
∂R
+
2
R
ξadv12
R
∂Φad12
∂R

= − ~
2
2µ
∫ ∫
dRd3r
(
ξadv11
)∗ (
Φad11
)∗ ξadv12
∂2Φad12
∂R2
+ 2
∂Φad12
∂R
∂ξadv12
∂R
− 2
R
ξadv12
∂Φad12
∂R
+
2
R
ξadv12
∂Φad12
∂R

= − ~
2
2µ
∫ ∫
dRd3r
(
ξadv11
)∗ (
Φad11
)∗ ξadv12
∂2Φad12
∂R2
+ 2
∂Φad12
∂R
∂ξadv12
∂R

= − ~
2
2µ
∫ ∫
dRd3r
(
Φad11
)∗ ξadv11ξadv12
∂2Φad12
∂R2
+ 2ξadv11
∂Φad12
∂R
∂ξadv12
∂R
 . (12)
In the last step, we have used the fact that the vibrational
wavefunctions are real. In bra-ket notation, this last expression
reads
Hv11,v12 = −
~2
2µ
〈
ξadv11
 〈Φad11  ∂2∂R2 Φad12〉 ξadv12〉
−~
2
µ
〈
ξadv11
 〈Φad11  ∂∂R Φad12〉 ∂∂R ξadv12〉 . (13)
For reasons that will become apparent below, we believe that
the derivative operators do not cause interactions between the
11(0+) state and 12(0+) state vibrational levels v11 and v12
directly. Instead, we surmise that the interaction between these
vibrational levels must occur indirectly via the complete set of
vibrational levels of a third electronic state, which we label
as state 3. We propose that these interactions result in mixed
vibrational levels
|Ψ1〉 = a1 |Φ11〉 ξJv11〉 +∑
v12
b1,v12 |Φ12〉 ξJv12〉
+
∑
v3
c1,v3 |Φ3〉 ξJv3〉 (14)
and
|Ψ2〉 =
∑
v11
a2,v11 |Φ11〉 ξJv11〉 + b2 |Φ12〉 ξJv12〉
+
∑
v3
c2,v3 |Φ3〉 ξJv3〉. (15)
The 11(0+) and 12(0+) electronic potential curves are
nearly parallel. And in the lowest-order approximation, we can
describe their vibrational wavefunctions by harmonic oscil-
lator eigenfunctions. Therefore, assuming that the electronic
matrix elements vary slowly with internuclear distance, the first
term in Eq. (13) would be largest for v11 = v12, while the sec-
ond term in (13) would be largest for v11 = v12 ± 1. Numerical
calculations using wavefunctions calculated from experimen-
tal potentials confirm these results. However, our experimental
data suggest that the dominant interactions between the 11(0+)
and 12(0+) vibrational levels occur when v11 = v12 + 2. This
leads us to believe that the derivative operators in Eq. (13) do
not directly couple the 11(0+) and 12(0+) electronic states, and
that the interaction between them must be mediated by a third
electronic state. As we will show below, the second term in (13)
is responsible for the second-order interaction between v12 and
v11 = v12 + 2.
Second-order perturbation theory [see Subsection 1 of
the Appendix, Eq. (A6)] allows us to write the electronic-
vibrational wavefunction of level 1, which is of predominantly
11(0+) character, as
|Ψ1〉 = a1 Φad11〉 ξadv11〉 − a1 ~2µ ∑
v3
〈
ξadv3
 〈Φad3  ∂∂R Φad11〉  ∂ξ
ad
v11
∂R
〉
Ev11 − E0v3
Φad3 〉 ξadv3 〉
+ a1
~4
µ2
∑
v12
∑
v3
〈
∂ξadv12
∂R
 〈Φad12  ∂∂R Φad3 〉 ξadv3 〉 〈ξadv3  〈Φad3  ∂∂R Φad11〉
 ∂ξ
ad
v11
∂R
〉
(
Ev11 − E0v12
) (
Ev11 − E0v3
) Φad12〉 ξadv12〉 + · · · , (16)
where we have considered only the second term in Eq. (13) as responsible for the perturbation interaction and assumed no direct
coupling between the 11(0+) and 12(0+) states due to these derivative terms. Instead, 11(0+) and 12(0+) each separately interact
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with state 3. Comparing Eq. (16) to Eq. (14) allows us to identify
b1,v12
a1
≈ ~
4
µ2
∑
v3
〈
∂ξadv12
∂R
 〈Φad12  ∂∂R Φad3 〉 ξadv3 〉 〈ξadv3  〈Φad3  ∂∂R Φad11〉
 ∂ξ
ad
v11
∂R
〉
(
Ev11 − E0v12
) (
Ev11 − E0v3
) (17)
and
c3,v3
a1
≈ −~
2
µ
〈
ξadv3
〈Φad3  ∂∂R Φad11〉 ∂ξadv11∂R 〉
Ev11 − E0v3
. (18)
Assuming that the energy differences between level v11 and
the various vibrational levels of the unknown state 3 are all
approximately equal, we can use the completeness of the state
3 vibrational wavefunctions ∑
v3
ξadv3 〉 〈ξadv3  = 1 to write Eq. (17)
as
b1,v12
a1
≈ ~
4
µ2
〈
∂ξadv12
∂R
 〈Φad12  ∂∂R Φad3 〉 〈Φad3  ∂∂R Φad11〉
 ∂ξ
ad
v11
∂R
〉
(
Ev11 − E0v12
) (
Ev11 − E0v3
) .
(19)
Harmonic oscillator wavefunctions have the property that
∂
∂R
|ξv〉 = −
√
ωµ
2~
[
(v + 1)1/2 |ξv+1〉 − (v)1/2 |ξv−1〉
]
, (20)
i.e., that the derivative of the wavefunction of level v yields
a linear combination of level v + 1 and level v  1 wave-
functions. Thus we see that for slowly varying functions〈
Φad12
 ∂∂R Φad3 〉 and 〈Φad3  ∂∂R Φad11〉, there should be a strong
interaction between levels satisfying v11 = v12 and v11 = v12 ± 2.
[The first term in Eq. (13) would also lead to interaction
between levels satisfying v11 = v12.] The energy denominator(
Ev11 − E0v12
)
in Eq. (19) strongly favors interaction between
levels close in energy. For the 11(0+) and 12(0+) states, levels
that are nearest neighbors satisfy v11 = v12 + 2. This argument
suggests that we need only consider interactions of v11 with this
one particular vibrational level of the 12(0+) state v12 = v11 − 2,
and write Eq. (14) as
|Ψ1〉 = a1 ξJv11〉 |Φ11〉 + b1 ξJv12=v11−2〉 |Φ12〉
+
∑
v3
c1,v3
ξJv3〉 |Φ3〉. (21)
Making a similar argument for the mixed wavefunction of the
level of predominantly 12(0+) character, we can approximate
Eq. (15) by
|Ψ2〉 = a2 ξJv11=v12+2〉 |Φ11〉 + b2 ξJv12〉 |Φ12〉
+
∑
v3
c2,v3
ξJv3〉 |Φ3〉. (22)
The orthogonality of the rotational wavefunctions requires that
only levels of the same value of J can interact.
Now to simulate the resolved fluorescence spectra that
correspond to each of these levels, we first determine the
Hund’s case (a) singlet and triplet amplitudes of each upper
level wavefunction, since the bound-free and bound-bound
fluorescence, due to downward transitions to the lowest triplet
and singlet states, respectively, can be described in terms of
Hund’s case (a) wavefunctions and electric dipole selection
rules. To do this, we insert Eqs. (5) and (6) into Eqs. (21)
and (22) and rearrange terms to emphasize singlet and triplet
components:
|Ψ1〉 = a1
[
b1
a1
cos θ(R) ξJv12=v11−2〉 − sin θ(R) ξJv11〉] Φ71Σ+〉
+a1
[
cos θ(R) ξJv11〉 + b1a1 sin θ ξJv12=v11−2〉
] Φ53Π0+ 〉
+a1
∑
v3
c1,v3
a1
ξJv3〉 |Φ3〉
(23)
and
|Ψ2〉 = b2
[
cos θ(R) ξJv12〉 − a2b2 sin θ(R) ξJv11=v12+2〉
] Φ71Σ+〉
+ b2
[
sin θ ξJv12〉 + a2b2 cos θ(R) ξJv11=v12+2〉
] Φ53Π0+ 〉
+ b2
∑
v3
c2,v3
b2
ξJv3〉 |Φ3〉. (24)
In these expressions, it is convenient to use the non-
relativistic electronic wavefunctions Φ53Π0+ 〉 and Φ71Σ+〉
since it is then obvious which components of the wavefunc-
tion are responsible for the bound-free (triplet) emission and
which are responsible for the bound-bound (singlet) emission.
If we assume that the mixing coefficients
(b1/a1) and (a2/b2)
and the mixing angle, θ, are all small, the triplet emission asso-
ciated with |Ψ1〉 is dominated by the ξJv11 vibrational wave-
function. Similarly, the singlet emission associated with |Ψ2〉 is
dominated by the ξJv12 vibrational wavefunction. In this work,
we refer to these components as the direct term components,
because the 11(0+) and 12(0+) states are predominantly of
triplet and singlet character, respectively. This is also why we
assign the 12(0+) state vibrational quantum numbers based on
the resolved 12(0+)→ 1(X)1Σ+ bound-bound emission inten-
sity pattern, rather than on the 12(0+)→ 1(a)3Σ+ bound-free
intensity pattern.
However, again assuming the mixing coefficients, (b1/a1)
and (a2/b2), and the mixing angle, θ, are small, and that (b1/a1),
(a2/b2), and tan θ (R) are roughly comparable in magnitude, the
singlet emission associated with |Ψ1〉, and the triplet emission
associated with |Ψ2〉 are not dominated by either the 11(0+) or
the 12(0+) vibrational wavefunction. We refer to these wave-
function components as cross term components. These cross
term components show how the vibrational wavefunctions can
mix together to produce an upper state wavefunction with
unusual resolved fluorescence spectra. Both ξJv11 and ξ
J
v12=v11−2
vibrational wavefunctions contribute significantly to the sums
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in the cross term components, such that the resolved fluores-
cence spectra exhibit quantum interference. It is essential to
emphasize that this interference requires two types of interac-
tion (in this case via spin-orbit and non-adiabatic mechanisms)
between the interacting levels.
B. Resolved fluorescence from the 11(0+)
and 12(0+) states
In order to test the model described by Eqs. (23) and
(24), we simulated resolved fluorescence spectra for 11(0+),
12(0+) → 1(X)1Σ+, 1(a)3Σ+ transitions. This was done for
three pairs of 11(0+) (v11, J) and 12(0+) (v12, J) levels. The
specific levels were chosen because their emission spectra
are relatively strong with good signal-to-noise, and the inten-
sity patterns in the parts of the spectra associated with the
cross terms are specific to a particular level and yet still fairly
simple.
We start by defining a parameter K,
K ≡
(
a2
/b2)
tan θ
, (25)
which allows us to rewrite Eq. (24) as
|Ψ2〉 = D
{ [
cot θ ξJv12〉 − K tan θ ξJv11=v12+2〉] Φ71Σ+〉
+
[ξJv12〉 + K ξJv11=v12+2〉] Φ53Π0+ 〉
+
1
sin θ
∑
v3
c2,v3
b2
ξJv3〉 |Φ3〉}, (26)
where D = b2 sin θ.
Thus K is a measure of the relative ξJ
v11=v12+2 and ξ
J
v12
vibrational wavefunction amplitudes in the cross term [Φ53Π0+
term] component of |Ψ2〉.
To simulate the spectra, we first applied the model to
vibrational levels that are nearest neighbors in terms of energy
and that also satisfy v11 = v12 + 2. Figure 5 shows one exam-
ple of this type of mixing of vibrational wavefunctions. We
used the computer programs LEVEL72 and a modified ver-
sion of BCONT75,76 to carry out the simulations. First, level
energies and vibrational wavefunctions were calculated with
LEVEL using experimental 11(0+) and 12(0+) potentials for
the ro-vibrational levels of interest. In these calculations, the
IPA potential of the present work (Table II) was used for
the 12(0+) state and the experimental IPA potential from
Ref. 52 was used for the 11(0+) state. Direct and cross
term components were constructed using the wavefunctions
FIG. 5. Pure and mixed vibrational wavefunctions vs. internuclear separation (Å) for particular levels of the NaCs 11(0+) and 12(0+) states. The top row shows
plots of pure wavefunctions for the 12(0+)(1, 43) and 11(0+)(3, 43) levels (left and right, respectively), calculated using the computer program LEVEL.72 The
second row shows the singlet and triplet wavefunction components for the stateΨ1 described by Eq. (23). The third row shows the singlet and triplet wavefunction
components for the state Ψ2 described by Eq. (24). These mixed wavefunction components were calculated using (b1/a1) = 0.195, (a2/b2) = 0.2116, and θ
= 0.311 rad.
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calculated from these potentials and selected values of(b1/a1) , (a2/b2) , and θ according to Eqs. (23) and (24).
In this first “proof of principle” calculation of these mixed
wavefunctions, we took the mixing angle θ to be independent
of internuclear separation; i.e., θ (R) = θave. This approxima-
tion is discussed in Sec. IV C where we use the experimental
potentials to carry out an approximate calculation of θ (R).
Once an appropriate set of mixing parameters was chosen,
the vibrational wavefunction components (23) and (24) were
input to BCONT in order to simulate the spectra from these
mixed levels. Using an independently specified wavefunction
in BCONT allows the user to bypass the input of an initial
upper state potential. Rather than BCONT calculating the level
energy and wavefunction of the selected upper state level,
a separate input file for the modified BCONT76,77 provides
the level energy and point-wise wavefunction. The calculated
spectra were compared to experimental spectra in three stages,
in order to fit the amplitude ratios, (b1/a1) and (a2/b2), and the
mixing angle θ.
As can be seen from Eq. (26), the value of K determines
the intensity distribution in the part of the spectrum that results
from the cross term [Φ53Π0+ term] component of |Ψ2〉. There-
fore, we first varied K until the simulated triplet part of the
12(0+) spectrum, corresponding to the triplet cross term com-
ponent, matched the experimental spectrum as closely as pos-
sible in a least squares sense. The overall normalization factor
D was used to scale the simulations to ensure that the inte-
grated areas of the experimental and simulated spectra were
equal. The scaled simulation was compared to the experimen-
tal spectrum at each point along the wavelength grid used in the
BCONT calculation, and the RMS deviation was determined.
The value of K was adjusted iteratively. After each simula-
tion, K was adjusted to obtain new cross term wavefunction
components that were input to BCONT for the next iteration
of the simulation. We varied K until the RMS deviation was
minimized for the bound-free fluorescence associated with
each of the three 12(0+) ro-vibrational levels studied. Figures
6(b), 7(b), and 8(b) show the bound-free (triplet) parts of the
simulated spectra associated with each optimized cross term
component in Eq. (26) along with the experimental spectra
associated with the corresponding 12(0+) → 1(a)3Σ+ tran-
sitions. In these simulations, the relative 53Π0+ → 1(a)3Σ+
transition dipole moment function determined in Ref. 52 was
used, along with the experimental 1(a)3Σ+ potential curve
reported in Refs. 52 and 44.
Once the intensity distribution of the 12(0+) triplet spec-
tra associated with the cross term components was reproduced
as closely as possible, we began the second stage of fitting.
This involved varying (a2/b2) (with θ adjusted so that the
value of K remained fixed) in order to best reproduce the
relative total intensities of the singlet and triplet components
for the level with predominantly 12(0+) character in each
pair of mixed levels. From Eq. (24), we can see that, for
small values of θ and (a2/b2), an increase in θ and (a2/b2)
(keeping K fixed) will result in little change to the overall
magnitudes of the direct component [Φ71Σ+ term], but will
cause the overall relative magnitude of the cross component
[Φ53Π0+ term] to increase significantly. Thus, a larger value of(a2/b2) results in a larger triplet intensity relative to the singlet
emission.
The relative singlet and triplet emission from a particular
level is also heavily influenced by the transition dipole moment
functions. For the triplet emission from both the 11(0+)
and 12(0+) states, we used the experimental relative 53Π0+
→ 1(a)3Σ+ transition dipole moment function from Ref. 52,
normalized to the theoretical transition dipole moment of Ref.
56. For the singlet emission from both states, the theoretical
71Σ+→ 1(X)1Σ+ transition dipole moment function from Ref.
56 was used. The observed ratio of singlet emission intensity
to triplet emission intensity for a particular experimental spec-
trum is also affected by the efficiency of the detection system
as a function of wavelength. Therefore all spectra used for
FIG. 6. Comparison of experimen-
tal (solid—blue) and simulated
(dashed—red) spectra for (a) 12(0+)
(0, 43) → 1(X)1Σ+, (b) 12(0+) (0,
43) → 1(a)3Σ+, (c) 11(0+) (2, 43)
→ 1(X)1Σ+, and (d) 11(0+) (2, 43)
→ 1(a)3Σ+ transitions. The intensity
distributions result from mixing pure
11(0+) (2, 43) and 12(0+) (0, 43)
vibrational wavefunctions according to
Eqs. (23) and (24) with (b1/a1) =0.486
± 0.002, (a2/b2) = 0.1032 ± 0.0008,
and θ = 0.248± 0.007 radians.
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FIG. 7. Comparison of experimen-
tal (solid—blue) and simulated
(dashed—red) spectra for (a) 12(0+)
(1, 43) → 1(X)1Σ+, (b) 12(0+) (1,
43) → 1(a)3Σ+, (c) 11(0+) (3, 43)
→ 1(X)1Σ+, and (d) 11(0+) (3, 43)
→ 1(a)3Σ+ transitions. The intensity
distributions result from mixing pure
11(0+) (3, 43) and 12(0+) (1, 43) vibra-
tional wavefunctions according to Eqs.
(23) and (24) with (b1/a1) =0.195
± 0.001, (a2/b2) = 0.2116 ± 0.0001,
and θ = 0.311 ± 0.002 radians.
fitting (and plotted in the various figures here) were first cor-
rected for the detection efficiency. Finally, we used the version
of BCONT modified by McGeehan et al.76 to simulate both
the singlet and triplet emission for both states, even though
the singlet emission is bound-bound. This version simulates
bound-bound transitions as a continuum by treating the dis-
crete levels as a continuum described by a density of states.
The modified version of BCONT also correctly treats the rela-
tive intensities of bound-free and bound-bound emission (see
Ref. 76). Normalization is preserved in these calculations, so
the experimental and simulated spectra were compared using
total integrated areas.
For a given 12(0+) ro-vibrational level, a value of (a2/b2)
was chosen and the value of θ was calculated from
θ = tan−1
[ (
a2
/b2)
K
]
. (27)
The various components of the vibrational wavefunctions in
Eq. (24) were calculated and input to BCONT. The sim-
ulated triplet spectrum for each level was scaled to match
the total integrated intensity of the corresponding experi-
mental triplet spectrum. The simulated (quasi-continuum)
singlet emission spectrum for each level was then scaled
by the same factor used for the triplet emission associ-
ated with that level. Next, the ratio of the total integrated
areas of the singlet to triplet emission was calculated for
the experimental and simulated spectra for both levels.
Finally, (a2/b2) was varied until the RMS difference between
FIG. 8. Comparison of experimen-
tal (solid—blue) and simulated
(dashed—red) spectra for (a) 12(0+)
(2, 33) → 1(X)1Σ+, (b) 12(0+) (2,
33) → 1(a)3Σ+, (c) 11(0+) (4, 33)
→ 1(X)1Σ+, and (d) 11(0+) (4, 33)
→ 1(a)3Σ+ transitions. The intensity
distributions result from mixing pure
11(0+) (4, 33) and 12(0+) (2, 33) vibra-
tional wavefunctions according to Eqs.
(23) and (24) with (b1/a1) = 0.0472
± 0.0001, (a2/b2) = 0.2878 ± 0.0001,
and θ = 0.328 ± 0.003 radians.
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these simulated and experimental integrated intensity ratios for
the two levels was minimized. This completed the simulations
of the singlet and triplet emission associated with the 12(0+)
level of each pair [parts (a) and (b) of Figs. 6, 7, and 8].
In the third stage of fitting, we fixed θ to the final value
obtained from the 12(0+) singlet and triplet spectra [Eq. (27)],
using the best fit values for (a2/b2) and K, and varied the ampli-
tude ratio (b1/a1) in Eq. (23) to reproduce the relative singlet
and triplet emission intensities from the predominantly 11(0+)
level of each mixed pair of levels [parts (c) and (d) of Figs. 6,
7, and 8]. The values of (b1/a1) and θ also affect the intensity
distribution of the singlet cross term component [the Φ71Σ+
term in Eq. (23)]. Therefore, it should, in principle, be possi-
ble to use the intensity distributions associated with both cross
term components to obtain the best value for θ. Despite this,
we used the intensity distribution of the 12(0+) → 1(a)3Σ+
spectra alone to obtain K and hence θ, because the 11(0+)
→ 1(X)1Σ+ spectra are very weak and noisy in comparison.
Table III lists the best fit parameters for each pair of levels
studied here. Figures 6, 7, and 8 show comparisons of the
experimental and simulated spectra obtained from these fits
for each pair of interacting levels. Note that the signal-to-noise
ratio is quite low on the short wavelength end of several of
the singlet spectra because the detector efficiency in the violet
range is poor. The detector efficiency is about 22×greater in the
green spectral region associated with the bound-free emission
than in the violet region, and just within the violet region it
decreases by a factor of six between 450 nm and 420 nm (see
Ref. 78). The signal-to-noise at the short wavelength end of
the singlet emission [especially for emission originating in
11(0+) levels] is further reduced by the relatively small 71Σ+
→ 1(X)1Σ+ transition dipole moment.56
C. Discussion of assumptions and approximations
used in the model
The model described in Sec. IV A requires two separate
types of interaction to reproduce the experimental spectra. We
assume that the first mechanism is due to the spin-orbit inter-
action, since both electronic states involved in the mixing are
observed to radiate to lower triplet states and to lower singlet
states.
In writing Eqs. (5) and (6), we have assumed that the
spin-orbit interaction only mixes the electronic non-relativistic
wavefunctions of two electronic states. This neglects spin-orbit
interactions of the 11(0+) [53Π0+ ] and 12(0+) [71Σ+] states
with other nearby states such as 10(0+), 13(0+), and 14(0+).
Although spin-orbit interactions between these states and the
11(0+) and 12(0+) states are certainly possible, the energy gaps
are much larger than the gap between 11(0+) and 12(0+). Thus
we concluded a two-state model for the spin-orbit interaction
is appropriate.
In simulations based on our simplified model, we have
taken the spin-orbit mixing angle, θ, as constant, despite the
fact that Eqs. (5) and (6) allow for an R dependence of the
relativistic electronic wavefunctions through the mixing angle
θ (R). In Subsection 2 of the Appendix [Eq. (A21)], we show
that the off-diagonal spin-orbit Hamiltonian matrix element
can be determined from the mixing angle θ and the splitting of
the perturbed (i.e., relativistic, spin-orbit included) electronic
states:
|HSO | = 12 sin 2θ
(
E12(0+) − E11(0+)
)
. (28)
Here HSO =
〈
Φ53Π0+ (~r, R)
 ˆHSOΦ71Σ+ (~r, R)〉 is the spin-orbit
Hamiltonian matrix element between the non-relativistic
53Π0+ and 71Σ+ electronic states. The average splitting of
the 12(0+) and 11(0+) electronic states over the range of R
(∼4 – 6 Å) that is relevant to the states we use in our fitting is
approximately 126 cm1, based on the experimental potentials
[see Fig. 9(a)]. From our fitting process described above, we
find levels that correspond to this range of R have an average
θ of 0.296 radians. This gives us an estimate of the electronic
spin-orbit interaction constant, |HSO| = 35.1 cm1.
Now if we assume HSO is constant, we can use this esti-
mated value to determine the approximate R dependence of
the function θ (R). From Eq. (A22),
θ (R) = 1
2
sin−1
(
2 |HSO |[
E12(0+) (R) − E11(0+)(R)]
)
. (29)
Using the experimental 11(0+) and 12(0+) potentials, we obtain
the θ(R) function plotted in Fig. 9(b). From this plot, we see
that θ (R) is fairly constant over the range 4 Å ≤ R ≤ 5.8 Å. At R
> 5.88 Å we find 2 |HSO | > E12(0+) (R) − E11(0+)(R), so the
inverse sine function is not defined. This breakdown is prob-
ably related to the fact that HSO very likely has some R
dependence. The experimental 12(0+) potential has only been
determined in the range 4-5.96 Å, so the fact that the experi-
mental 11(0+) and 12(0+) potentials appear to cross just above
6.16 Å [Fig. 9(a)] is not to be believed.
We believe this analysis justifies the treatment of the spin-
orbit interaction in our model [i.e., Eqs. (5) and (6)]. Specifi-
cally, the values of θ obtained from our fits seem plausible in
light of the expected magnitude of the spin-orbit interaction.
We think it also justifies taking θ(R) to be independent of R,
at least as a first approximation.
TABLE III. Fitted parameters (a2/b2, b1/a1, and θ) for the mixed level vibrational wavefunctions Eqs. (23) and
(24) and K defined in (25). The uncertainties given for each parameter represent statistical (one σ) uncertainties
only.
v11 v12 J K a2/b2 b1/a1 θ (rad)
0 2 43 0.408 ± 0.009 0.1032 ± 0.0008 0.486 ± 0.002 0.248 ± 0.007
1 3 43 0.659 ± 0.004 0.2116 ± 0.0001 0.195 ± 0.001 0.311 ± 0.002
2 4 33 0.845 ± 0.009 0.2878 ± 0.0001 0.0472 ± 0.0001 0.328 ± 0.003
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FIG. 9. (a) Difference in energy of the NaCs 12(0+) and 11(0+) experimental
electronic potentials (from this work and Ref. 52, respectively), as a function
of internuclear separation R. (b) Mixing angle θ (R) describing the spin-orbit
interaction between the 71Σ+ and 53Π0+ electronic states [see Eq. (29)].
In addition, θ (R) is a global parameter that is only weakly
dependent on the specific vibrational levels of the two states
(through the different ranges of R spanned by the differ-
ent vibrational wavefunctions). Therefore, especially in this
lowest-order approximation, where θ (R) is taken to be inde-
pendent of R, consistency should probably require that the
same value of θ be used for all three simulations shown in
Figs. 6–8. Instead, as Table III indicates, we obtained three
slightly different best fit values θ = 0.248, 0.311, and 0.328 for
the three simulations we carried out.
However, a significant dependence of θ on R would clearly
influence the average value of θ for a particular pair of inter-
acting levels as well as the magnitude of the interference in the
cross terms of the mixed wavefunctions. As seen in Fig. 9(a),
the 11(0+) and 12(0+) potential curves are nearly parallel, so
the assumption of a constant value of HSO results in a nearly
constant θ (R) function [as plotted in Fig. 9(b)]. However,
Salami et al.79 and Harker et al.80 have used Morse functions
to describe empirical and ab initio spin-orbit functions, HSO,
for Rb2 and NaK, respectively. So a significant R dependence
to θ is entirely possible, despite the relative flatness of the θ (R)
curve in Fig. 9(b).
Although we did not include any R dependence in our
fitting of θ, the agreement between the simulations and the
experimental spectra is fairly good, and remaining systematic
discrepancies can likely be attributed to its neglect. Because
the emission resulting from the cross term components of the
mixed wavefunctions is very sensitive to θ, it is possible that a
more complicated fit could do a better job of determining the
general dependence of θ on R. As an example, Fig. 10 shows
a simulation of the triplet emission from the 12(0+) (1, 43)
level, where θ is assumed to have a simple linear dependence
on R,
θ(R) = θave + m(R − R0), (30)
and θave is the average value of θ as determined in the fit that
produced the simulation shown in Fig. 7(b), m is the fit param-
eter that describes the slope, and R0 = 4.8745 Å. The best fit
value is given by m = 0.18±0.01 Å1. Comparison of Figs. 7(b)
and 10 indicates that the linear θ (R) function provides a some-
what better fit (χ2 reduced by about one half) to the experi-
mental spectrum than θ = constant. It also appears likely that
inclusion of a quadratic term in θ (R) would give even bet-
ter agreement. Such a quadratic term might also explain why
the best fit θave values increase slightly with increasing vibra-
tional levels, since higher vibrational levels span ranges of
R that include both larger and smaller values than are sam-
pled by lower vibrational levels. Further investigation of this
R dependence of θ is planned for the future.
As we have argued previously, the second interaction
between specific vibrational levels v11 and v12 = v11 − 2 of
the 11(0+) and 12(0+) electronic states is most likely due
to a second-order non-adiabatic interaction via a third state
(labeled state 3 above). These interactions are due to terms that
involve derivatives with respect to the internuclear separation,
R, which are generally neglected when the Born-Oppenheimer
approximation is invoked.7 As explained above, we believe
there is no first-order interaction between the 11(0+) and 12(0+)
states, due to this mechanism, but such interactions can occur in
second-order through another electronic state, such as 10(0+)
or 13(0+). From Eqs. (19) and (20), we see that the term that
connects v11 and v12 = v11 − 2 can be written as
b1,v12
a1
≈ − ~
3
2µ
√
ωe,11ωe,12 (v12 + 1)1/2 (v11)1/2
×
〈
ξad
v12+1
 〈Φad12  ∂∂R Φad3 〉 〈Φad3  ∂∂R Φad11〉 ξadv11−1〉(
Ev11 − E0v12
) (
Ev11 − E0v3
) .
(31)
For two adiabatic states that undergo an avoided crossing at R
= Rc (i.e., at the point where the diabatic states cross), we can
FIG. 10. Simulated 12(0+) (1, 43)→ 1(a)3Σ+ emission calculated using a lin-
ear R-dependence for θ [Eq. (30)], with θave = 0.311 radians, R0 = 4.8745 Å,
and m = 0.18 ± 0.01 Å1. The reduced χ2 value here is 4.96, compared to
10.84 for the same fit with θ independent of R.
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use Eq. (3.3.14) of Ref. 7, to estimate the maximum values of
the electronic matrix elements:
〈
Φad11,12
 ∂∂R Φad3 〉 ≈ E
d
11,12 (R) − Ed3 (R)
4He (R − Rc) , (32)
where He represents half the vertical energy difference
between the adiabatic 11(0+) or 12(0+) state and the adi-
abatic state 3 at the location of the avoided crossing, and
Ed11,12 (R) − Ed3 (R) is the vertical separation of the diabatic
states at an R value near to but not equal to Rc (i.e., using a
linear model of the curve crossing). If state 3 is the 10(0+)
state, we can use the theoretical potentials55 to estimate〈
Φad11,12
 ∂∂R Φad3 〉 ≈ 0.7 Å−1. Then from Eq. (31), we estimate
that b1
/
a1 ≈ 0.002 (and similarly for a2/b2). This value is too
small to explain our fitted values, but the estimate is strongly
dependent on details of the state 3 electronic energy function.
According to the theoretical calculations,55 there is an avoided
crossing at R ∼ 5.5 Å between the 13(0+) and 14(0+) poten-
tials, which represents an interaction between the 81Σ+ and
63Π diabatic states. Details of this interaction may be impor-
tant for the non-adiabatic interaction of the 13(0+) state with
the 11(0+) and 12(0+) states. The 13(0+) and 14(0+) states are
the highest states of 0+ symmetry in the theoretical calcula-
tions, and therefore, their computed properties are expected to
be less accurate than those for states lying lower in energy. We
note that because b1/a1 and a2/b2 depend on R only through
integrals over R in the Hamiltonian matrix elements, the fitting
parameters b1/a1 and a2/b2 are independent of R.
Our experimental results support the idea that the two
vibrational levels v11 and v12 interact with one another only if
the vibrational quantum numbers are related by v11 = v12 + 2.
The model presented above identifies the second interaction as
a non-adiabatic interaction via a third state, and if this model
is substantially correct, there is also a possibility for interac-
tion of levels obeying v11 = v12 and v11 = v12 − 2. However, for
the low-lying vibrational levels, level v11 = v12 + 2 generally
lies closest in energy to level v12 with an average separation
of about 20 cm1, while levels v11 = v12 and v11 = v12 − 2 are
separated from level v12 by∼140 cm1 and∼245 cm1, respec-
tively. Thus, we believe the mixing of v12 with levels obeying
v11 = v12 and v11 = v12 − 2 is suppressed by the much larger
energy separations. However, for most low-lying vibrational
levels, v12 and v11 = v12+3 do not have much larger energy sep-
arations than the nearest-neighbor pairs v12 and v11 = v12 + 2
(i.e., the separations of v12 and v11 = v12 + 3 are typically
∼30 cm1 compared to ∼20 cm1 for v12 and v11 = v12 + 2).
Although many types of interactions are strongest for nearest
neighbor pairs, we believe the major argument supporting the
validity of the model we propose here is that it explains the
observation that only levels v12 and v11 = v12 + 2 appear to
interact, and that other pairs, with only slightly larger energy
separations (such as v12 and v11 = v12 + 3), do not appear to
interact. Specifically, we find that simulations based on mixed
levels built from nearest neighbor pairs (v12 and v11 = v12 + 2)
yield the best agreement with experimental spectra. We have
also carried out simulations using next nearest neighbor
pairs (v12 and v11 = v12 + 3). Figure 2 of the supplementary
material shows the best fit result from a set of simulations
based on mixtures of 12(0+) (1, 43) and 11(0+) (4, 43) wave-
functions. From that figure, it is evident that the agreement with
the experimental spectrum is poor. It is also clear that there
cannot be any significant mixing of v12 with higher vibrational
levels of the 11(0+) state since wavefunctions for such levels
span a larger range of R and hence should produce emission at
longer wavelengths than observed in the experimental spectra.
Finally, in Fig. 3 of the supplementary material, we show the
best fit result from a set of simulations based on mixtures of
12(0+) (1, 43) and 11(0+) (2, 43) wavefunctions, where it is
evident that the agreement is also poor. Thus, we conclude that
mixing with vibrational levels other than the nearest neighbor
(v12 and v11 = v12 + 2) pairs is negligible.
Although Eqs. (23) and (24) suggest that admixtures of
state 3 vibrational wavefunctions should also contribute to the
emission associated with the predominantly 11(0+) and 12(0+)
energy levels, we suspect that these contributions would tend
to wash out because a number of state 3 vibrational wavefunc-
tions would likely contribute and because these contributions
would also likely be shifted in wavelength. We have observed
emission from many 10(0+) [43Π0+ ] levels, and the intensity
distribution of the 43Π0+ → 1(a)3Σ+ bound-free emission is
quite different from that of the 11(0+) → 1(a)3Σ+or 12(0+)
→ 1(a)3Σ+ emission reported here.
V. CONCLUSIONS
We measured 214 level energies for the 12(0+) electronic
state of NaCs using OODR spectroscopy. These energies were
used to map out an experimental potential energy curve using
the IPA method. The resulting potential curve reproduces the
measured level energies with an RMS deviation of 0.034 cm1.
The 12(0+) electronic potential curve has a minimum that lies
very close in energy to the minimum of the previously mapped
11(0+) electronic state.52 Therefore, because the states are
close in energy, it is likely that the two states interact with
each other in some way.
In order to identify the electronic state excited during
a scan of the probe laser frequency, many resolved fluores-
cence spectra were observed for both the 12(0+) electronic
state and the previously mapped 11(0+) state. Since the inten-
sity distributions of the bound-bound and bound-free fluo-
rescence spectra from these states cannot be explained by
non-interacting electronic states, we proposed an interaction
model that involves two separate interactions for the 11(0+)
and 12(0+) states. The electronic states interact directly via the
spin-orbit interaction, characterized by the mixing parameter
θ(R). Individual ro-vibrational levels of these two electronic
states can then also interact via a second mechanism, which we
believe to be a second-order non-adiabatic interaction through
a third (as yet unidentified) electronic state that we call state
3. Using the programs LEVEL72 and a modified version of
BCONT,75,76 we were able to adjust the mixing angle, θ, and
the mixing amplitude ratios, (b1/a1) and (a2/b2), in order to sim-
ulate bound-bound and bound-free fluorescence spectra that
best reproduce our experimental spectra for three such pairs of
interacting levels.
This interaction model allows us to estimate the electronic
spin-orbit interaction constant, |HSO |, and the R dependence
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of the spin-orbit mixing angle θ(R). The model also does a
fairly good job of reproducing experimental spectra, espe-
cially those portions of the spectra associated with cross term
wavefunction components, such as the bound-free portions of
the 12(0+) resolved spectra. In addition, the model provides an
explanation of the fact that vibrational levels v11 and v12 only
seem to interact with one another if the vibrational quantum
numbers are related by v11 = v12 + 2. Future work will continue
to investigate the R-dependence of the θ parameter, and hence
to determine the R dependence of the spin-orbit Hamiltonian
matrix element between the non-relativistic 53Π0+ and 71Σ+
electronic states, HSO =
〈
Φ53Π0+ (~r, R)
 ˆHSOΦ71Σ+ (~r, R)〉. Addi-
tional work will also try to reconcile the magnitude of the
fitted amplitudes (b1/a1) and (a2/b2) with the much smaller
calculated values based on our present knowledge of other
NaCs electronic states that might play the role of state 3 in our
model. Once theoretical potentials extending to higher energies
become available, it may be possible to explain the magnitudes
of the non-adiabatic interactions between the 13(0+) state and
the 11(0+) and 12(0+) states, respectively, that appear to be
necessary to explain the current experimental results.
SUPPLEMENTARY MATERIAL
See the supplementary material for three figures and four
tables in a single pdf file that has been placed on deposit. Figure
1 presents differences of experimental level energies and ener-
gies calculated with the best fit IPA potential. Figure 2 presents
a comparison of experimental and simulated 12(0+) (1, 43)
→ 1(a)3Σ+ triplet emission calculated using a mixture of wave-
functions from the next nearest neighbor pair of levels 12(0+)
(1, 43) and 11(0+) (4, 43). Figure 3 presents a comparison of
experimental and simulated 12(0+) (1, 43) → 1(a)3Σ+ triplet
emission calculated using a mixture of pure 12(0+) (1, 43)
and 11(0+) (2, 43) wavefunctions. Table I provides a listing
of NaCs 2(A)1Σ+(3A, J′) ← 1(X)1Σ+((3′′, J′′ = J′ ± 1) tran-
sitions used in this work. Table II lists the NaCs 12(0+) (v , J)
levels studied in this work. Ground state, intermediate state,
and upper [12(0+)] state levels and PUMP and PROBE laser
frequencies are given for each transition studied in this work.
Tables III and IV present the NaCs 12(0+) RKR turning points
and the IPA potential energy function, respectively. The tables
have also been provided in MS Word format.
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APPENDIX: USEFUL RESULTS FROM
PERTURBATION THEORY
The following sections discuss aspects of perturbation
theory and provide two useful results that are generally not
found in the standard treatments.
1. Second order perturbation theory
In non-degenerate perturbation theory, we write the
Hamiltonian as a sum of two terms
ˆH = ˆH0 + ˆH ′, (A1)
where the first (zeroth order) term ˆH0 has eigenfunctions ψ0i
and eigenvalues E0i ; i.e.,
ˆH0ψ0i = E
0
i ψ
0
i . (A2)
The full Schro¨dinger equation can be written as(
ˆH0 + ˆH ′
)
|ψi〉 = Ei |ψi〉 (A3)
and we wish to find the actual (perturbed) eigenfunctions ψi in
terms of the unperturbed eigenfunctions. From (A3), we write〈
ψ0i
 ( ˆH0 + ˆH ′) ψi〉 = Ei 〈ψ0i ψi〉
E0i
〈
ψ0i
ψi〉 + 〈ψ0i  H ′ψi〉 = Ei 〈ψ0i ψi〉〈
ψ0i
ψi〉 =
〈
ψ0i
 H ′ψi〉
Ei − E0i
(A4)
and 〈
ψ0m
 (H0 + H ′) ψi〉 = Ei 〈ψ0mψi〉
E0m
〈
ψ0m
ψi〉 + 〈ψ0m H ′ψi〉 = Ei 〈ψ0mψi〉〈
ψ0m
ψi〉 =
〈
ψ0m
 H ′ψi〉
Ei − E0m
(m , i) .
(A5)
The procedure is to use the projection operator 1= ∑
j
|ψ0j 〉〈ψ0j |
progressively with (A4) and (A5) to write the perturbed state
wavefunction as a series expansion
ψi〉 = ψ0i 〉 〈ψ0i ψi〉 +∑
m,i
ψ0m〉 〈ψ0m ψi〉
ψi〉 = ψ0i 〉 〈ψ0i ψi〉 +∑
m,i
ψ0m〉
〈
ψ0m
 H ′ψi〉
Ei − E0m
ψi〉 = ψ0i 〉 〈ψ0i ψi〉 +∑
m,i
ψ0m〉

〈
ψ0m
 H ′ ψ0i 〉
Ei − E0m
〈
ψ0i
ψi〉 +
∑
l,i
〈
ψ0m
 H ′ ψ0l 〉 〈ψ0l ψi〉
Ei − E0m

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|ψi〉 = ψ0i 〉 〈ψ0i |ψi〉 +∑
m,i
ψ0m〉
〈
ψ0m
 H ′ ψ0i 〉
Ei − E0m
〈
ψ0i |ψi〉 +
∑
m,i
`,i
ψ0m〉
〈
ψ0m
 H ′ ψ0l 〉
Ei − E0m
〈
ψ0l |ψi〉
|ψi〉 = ψ0i 〉 〈ψ0i |ψi〉 +∑
m,i
ψ0m〉
〈
ψ0m
 H ′ ψ0i 〉
Ei − E0m
〈
ψ0i |ψi〉 +
∑
m,i
`,i
ψ0m〉
〈
ψ0m
 H ′ ψ0l 〉
Ei − E0m
〈
ψ0l
 H ′ |ψi〉
Ei − E0l
|ψi〉 = ψ0i 〉 〈ψ0i |ψi〉 +∑
m,i
ψ0m〉
〈
ψ0m
 H ′ ψ0i 〉
Ei − E0m
〈
ψ0i |ψi〉 +
∑
m,i
`,i
ψ0m〉
〈
ψ0m
 H ′ ψ0l 〉
Ei − E0m
〈
ψ0l
 H ′ ψ0i 〉
Ei − E0l
〈
ψ0i |ψi〉 + ... (A6)
Defining ai ≡ 〈ψ0i ψi〉 to be the amplitude of the dominant
unperturbed ψ0i character in the mixed state ψi, we can write
this last equation as
|ψi〉 = ai
ψ0i
〉
+
∑
m,i
[(
bm,i
ai
)
1st order
+
(
bm,i
ai
)
2nd order
] ψ0m〉 + ...} , (A7)
where we identify the first-order and second-order mixing
parameters as (
bm,i
ai
)
1st order
=
〈
ψ0m
 H ′ ψ0i 〉
Ei − E0m
(A8)
and (
bm,i
ai
)
2nd order
=
∑
`,i
〈
ψ0m
 H ′ ψ0l 〉
Ei − E0m
〈
ψ0l
 H ′ ψ0i 〉
Ei − E0l
. (A9)
2. Mixing angle, θ, in terms of the perturbed energies
We consider a two-state system and assume thatψ01 andψ
0
2
are the “unperturbed” eigenfunctions of states 1 and 2, respec-
tively. These eigenfunctions satisfy the time-independent
Schrodinger equation
ˆH0ψ0i = E
0
i ψ
0
i (i = 1, 2). (A10)
We assume that these two states interact via a perturbation
term, ˆH ′, so that the full Hamiltonian is ˆH = ˆH0 + ˆH ′. The
interaction causes the wavefunctions to mix according to
ψ1 = c11ψ
0
1 + c12ψ
0
2 , (A11)
ψ2 = c21ψ
0
1 + c22ψ
0
2 . (A12)
This standard problem in quantum mechanics can be formu-
lated in a matrix representation as(
E01 − Ei H ′12
H ′21 E
0
2 − Ei
) (
ci1
ci2
)
= 0. (A13)
Solutions are found by setting the determinant of the energy
matrix to zero  E
0
1 − E H ′12
H ′21 E
0
2 − E
 = 0. (A14)
This yields the standard formulas for the energy eigenvalues
and eigenfunctions
E± =
1
2
(
E02 + E
0
1
)
± 1
2
√
(E02 − E01 )2 + 4 H ′122, (A15)
c11 = c22 =
H ′12√
δ2 +
H ′122 ≡ cos θ, (A16)
c21 = −c12 = δ√
δ2 +
H ′122 ≡ sin θ, (A17)
where δ =
(
E+ − E02
)
=
(
E01 − E−
)
is the energy shift (and
it is assumed that level 2 lies above level 1). We have also
introduced the sin θ and cos θ notation for the mixing ampli-
tudes because it automatically enforces the orthonormality
criteria.
We would like to relate the mixing angle θ to the actual,
perturbed (measureable) energies only. To do so, we note that
it is straight-forward to show using Eq. (A13) that
∆ ≡ E02 − E− = E+ − E01 =
H ′122
δ
, (A18)
and that the separation of the perturbed energies is
E+ −E− = δ + ∆.
From (A16)–(A18), we see
sin θ cos θ (δ + ∆) =
δ
H ′12
δ2 +
H ′122
*..,δ +
H ′122
δ
+//- =
H ′12 ,
(A19)
and hence,H ′12 = sin θ cos θ (δ + ∆) = 12 sin 2θ (E+ − E−) . (A20)
In our case, the two states of interest are the 12(0+) and 11(0+)
states, which interact by the spin-orbit term, H ′12 = HSO, the
perturbed energies are the experimentally determined elec-
tronic energies, E+ =E12(0+) (R) and E− =E11(0+) (R), and in
principle all quantities can depend on R. Thus
|HSO (R)| = 12 sin 2θ (R)
[
E12(0+) (R) − E11(0+) (R)
]
. (A21)
Conversely,
θ (R) = 1
2
sin−1
(
2 |HSO (R)|[
E12(0+) (R) − E11(0+) (R)]
)
. (A22)
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