We revisit the high-dimensional content identification with lossy recovery problem (Tuncel and Gündüz, 2014) and establish an exponential strong converse theorem. As a corollary of the exponential strong converse theorem, we derive an upper bound on the joint identification-error and excessdistortion exponent for the problem. Our main results can be specialized to the biometrical identification problem (Willems, 2003) and the content identification problem (Tuncel, 2009) since these two problems are both special cases of the content identification with lossy recovery problem. We leverage the information spectrum method introduced by Oohama and adapt the strong converse techniques therein to be applicable to the problem at hand.
I. INTRODUCTION
H AVE you ever wondered about the identity of a song after hearing only a short snippet? With limited information, it is sometimes difficult to identify the song or a distorted version of it, yet not impossible. In fact, there is an app called Shazam that does precisely this. There are three distinct steps in the process of identifying the song, namely, the enrollment phase, the identification phase and the lossy recovery phase (see Figure 1 ). In the enrollment phase, the database of songs is sought; in the identification phase, we would like to infer certain details about the song; and finally, in the recovery phase, we hope to recover (at least) a lossy version of the song. An information-theoretic model was put forth by Tuncel and Gündüz [2] and they called this model the (high-dimensional) content identification problem with lossy recovery. This model is also applicable to other Manuscript received February 22, 2017;  revised December 24, 2017;  accepted May 25, 2018 . Date of publication June 1, 2018; date of current version July 12, 2018. This work was supported in part by the Singapore National Research Foundation (NRF) National Cybersecurity Research and Development Grant under Grant R-263-000-C74-281 and Grant NRF2015NCR-NCR003-006 and in part by the National Natural Science Foundation of China (NSFC) under Grant 61631017. This paper was presented in part at the 2017 International Symposium on Information Theory [1] .
L. Zhou situations such as fingerprint identification [3] and video identification [4] . However, [2] only established a weak converse.
In this paper, we revisit the content identification problem with lossy recovery and derive an exponential strong converse theorem.
A. Related Works
The most related works are [5] and [2] . In [5] , Tuncel characterizes the achievable rate region of the content identification problem. In [2] , Tuncel and Gündüz characterized the ratedistortion region for content identification problem with lossy recovery. Other (non-exhausting) works on the content identification problem are summarized as follows. Willems et al. [6] initiated the study of the content identification problem by characterizing the capacity of a biometrical identification problem. Dasarathy and Draper [7] derived upper and lower bounds on the error exponent of the content identification system where they assume the DMC P Y |X is a noiseless channel. Recently, Merhav [8] refined the result in [7] by proposing a universal achievability scheme and showing that the scheme achieves the optimal exponent given by maximum likelihood decoding. Furthermore, Yachongka and Yagi [9] established the strong converse theorem for the biometrical identification problem. We remark that Yachongka and Yagi used Arimoto's strong converse technique [10] which is different from the information spectrum method adopted in this paper. The main result of [9] is recovered as a by-product of our main result. Other works on content identification include [11] - [17] .
We also summarize the works by Oohama on using the information spectrum method to derive exponential strong converse theorems for several network information theory problems. In [18] - [20] , Oohama derived exponential strong converses for the lossless source coding problem with one-helper (i.e., the Wyner-Ahlswede-Körner (WAK) problem) [21] , [22] , the asymmetric broadcast channel problem [23] , and the Wyner-Ziv problem [24] respectively. Furthermore, Oohama's information spectrum method was also used recently by Yu and Tan [25] to derive an exponential strong converse theorem for Wyner's common information problem under the total variation distance measure [26] .
B. Main Contributions and Challenges
For the content identification problem with lossy recovery, we first present a non-asymptotic converse bound. Invoking the 0018-9448 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. non-asymptotic converse bound, we establish an upper bound on the probability of correct decoding in both the content identification index and the feature vector. By correct decoding of the feature vector, we mean that the reproduced feature vector is within certain distortion level under a distortion measure. Furthermore, we show that the probability of correct decoding decays exponentially fast to zero if the rate-distortion tuple falls outside the rate-distortion region by Tuncel and Gündüz in [2] . Hence, we establish an exponential strong converse theorem for the current problem. As a corollary, we derive an upper bound on the joint identification-error and excessdistortion exponent. Our results can be specialized to the biometrical identification problem [6] and the content identification problem [5] . In particular, for the biometrical identification problem, we derive the moderate deviations constant and the second-order coding rate.
In the rest of this subsection, we discuss the main challenges in establishing a strong converse theorem for the content identification problem with lossy recovery. First, we need to identify the correct form of the auxiliary random variables. As can be seen in the proofs in Section IV, the auxiliary random variables we choose are different from those in the weak converse proof [2] . If we choose the auxiliary variable as in the weak converse proof, we cannot establish the exponential strong converse result.
Second, the content identification problem with lossy recovery involves three phases: the enrollment phase, the identification phase and the lossy recovery phase. It is challenging to unify the analyses in different stages since the same auxiliary random variables are shared in all phases. Hence, we adopt ideas from [19] , [20] which established strong converse theorems for the Wyner-Ziv problem and the degraded broadcast channel respectively.
Third, in the identification phase, we need to use the whole random codebook and a noisy version of a certain feature vector to estimate the index of the feature vector (the identification index). This is very different from traditional channel coding and source coding problems. In source coding problems, we have only the codeword of a source sequence to decode while in channel coding problems, we have only the channel output for a particular message to decode. Hence, techniques like the image size characterization [27] and the perturbation approach [28] are probably insufficient to establish a strong converse theorem for the current problem. As explained above, we adapt Oohama's strong converse techniques to deal with these challenges.
C. Organization of the Paper
The rest of the paper is organized as follows. In Section II, we set up the notation, formulate the content identification problem with lossy recovery and recapitulate the existing results concerning the rate-distortion region. In Section III, we first present a non-asymptotic upper bound on the probability of correct decoding and then claim the exponential strong converse by studying the properties of the bound. As a corollary, we derive an upper bound on the joint identificationerror and excess-distortion exponent. Our main results can be specialized to the content identification [5] and the biometrical identification [6] problems. Furthermore, for the biometrical identification problem, we derive the moderate deviations constant and the second-order coding rate. The proof of our main result is presented in Section IV. Finally, we conclude the paper in Section V. For seamless presentation of results, the proofs of all supporting lemmas are deferred to the appendices.
II. PROBLEM FORMULATION AND EXISTING RESULTS
Notation: Random variables and their realizations are in upper (e.g., X) and lower case (e.g., x) respectively. Sets are denoted in calligraphic font (e.g., X ). We use X c to denote the complement of X and X n := (X 1 , . . . , X n ) is random vector of length n. We use R + and N to denote the set of positive real numbers and integers respectively. Given a real number a ∈ [0, 1], we useā := 1 − a. Given two integers a and b, we use [a : b] to denote the set of all integers between a and b. For quantities such as entropy and mutual information, we follow the notation in [27] . The set of all probability distributions on X is denoted as P(X ) and the set of all conditional probability distributions from X to Y is denoted as P(Y|X ).
A. Problem Formulation
Let the random variables (X, Y, Z ,X ) take values in finite alphabets X , Y, Z andX respectively. Let M := {1, . . . , M} and L := {1, . . . , L}. Let d : X ×X → [0, ∞) be the distortion measure and let the distortion between X n and X n be defined as d(X n ,X n ) := 1 n n i=1 d(X i ,X i ). Let the maximum distortion between x ∈ X andx ∈X be d + , i.e., d + := max x,x d(x,x). Assume that each of the feature vectors {X n (m)} m∈M is generated i.i.d. according to P n X . The content identification problem with lossy recovery is divided into three phases: the enrollment phase, the identification phase and the lossy recovery phase. See Figure 1 .
In the enrollment phase, for each m ∈ M, the noisy version Y n (m) of each feature vector X n (m) is observed, where Y n (m) is the output of passing X n (m) through a DMC with transition matrix P Y |X for m ∈ M, i.e.,
Subsequently, the observed noisy version of the feature vectors are compressed before stored in the database using a deterministic function
For convenience, let
In the identification phase, we are given an index W which is uniformly generated from the set M and independent of {X n (m), Y n (m), S(m)} m∈M . The index W is unknown to the database users. Given W , database users observe Z n , which is the output of passing the feature vector X n (W ) through a DMC with transition matrix P Z |X , i.e.,
Note that Z n − X n (W ) − Y n (W ) forms a Markov chain. The user aims to identify W given Z n and the compressed codebook {S(m)} m∈M using the following deterministic identification function:
LetŴ := g (n) (S(1), . . . , S(M), Z n ) be the estimate of the user. Given the deterministic decoding function g (n) , we can define the following disjoint decoding regions
Finally, in the lossy recovery phase, we need to reproduce the feature vector X n (W ) in a lossy manner using Z n and S(Ŵ ) with a deterministic function
LetX n = h(S(Ŵ ), Z n ) be the reproduced feature vector. Define the joint identification-error and excess-distortion probability as follows:
Note that in (8) there are three sources of randomness: i) the randomness of feature vectors x n (m) ∈ X n for each m ∈ M in the enrollment phase; ii) the randomness of w ∈ M in identification phase; iii) the randomness y n (m) ∈ Y n (m ∈ M) and z n (w) ∈ Z n due to the two DMCs. Throughout the paper, we will consider the source distribution being P X and the two DMCs with transition matrices P Y |X and P Z |X . We will use P XY Z to denote P X ×P Y |X ×P Z |X . In all the definitions, we will omit the dependence on distributions P X , P Y |X , and P Z |X for simplicity.
B. Existing Results
First, we define the rate-distortion region.
lim sup
The closure of all ε-achievable rate-distortion tuples is called the ε-rate-distortion region and denoted as R(ε). Let
In the following, we recall the rate-distortion region by Tuncel and Gündüz [2, Th. 1]. We remark that their ratedistortion region appears to be identical with R although it was derived under the average distortion criterion.
Let U be a random variable taking values in the alphabet U. Define a set of joint distributions on X ×Y ×Z ×U ×X as
Given Q XY ZUX , let
and let
Theorem 1: The rate-distortion region R satisfies
III. MAIN RESULTS: EXPONENTIAL STRONG CONVERSE THEOREM
A. Preliminaries
In this subsection, we present some definitions and a key lemma in order to be able to succinctly state the exponential strong converse theorem in Section III-B.
Recall thatā = 1 − a for a ∈ [0, 1]. Let
Given (α, θ ) ∈ R 2 + , (μ, β) ∈ [0, 1] 2 and a distribution Q XY ZUX ∈ Q, define the following linear combination of the log-likelihood ratios
Also define the negative cumulant generating functions
Finally, define the large-deviation rate functions
Lemma 2: The following hold.
The proof of Lemma 2 is similar to that of [20, Property 4] and is given in Appendix E. We remark that Lemma 2, especially conclusion i), plays a central role in claiming the exponential strong converse theorem for the content identification problem with lossy recovery. As we will see shortly in Theorem 3, (22) is a lower bound on the exponent of the probability of correct decoding.
B. Exponential Strong Converse
Recalling the definition of joint identification-error and excess-distortion probability in (8) , given functions ( f (n) , g (n) , h (n) ) and distortion level D, we define the probability of correct decoding as
given any deterministic function h (n) and any distortion level D, we have
The proof of Theorem 3 is given in Section IV. In the proof, we adapt the information spectrum method proposed by Oohama [18] - [20] to first establish a non-asymptotic upper bound on the probability of correct decoding. Invoking the upper bound (cf. Lemma 10) and applying Cramér's theorem on large deviations, we can further upper bound the probability of correct decoding. Subsequently, we proceed in a similar manner as [19] and [20] to obtain the desired result.
Second, we believe that both the image size characterization [27] and the perturbation approach [28] cannot lead to a strong converse theorem for the content identification problem with lossy recovery. The major difficulty lies in the fact that decoder needs to use the whole codebook
Invoking Lemma 2 and Theorem 3, we conclude that the exponent in the right hand side of (27) is strictly positive if the rate pairs are outside the rate-distortion region. Hence, we obtain the following exponential strong converse theorem.
Theorem 4: For any sequence of encoding-decoding-
given a distortion level D, we have that if (R i , R c , D) / ∈ R (recall Theorem 1), then the probability of correct decoding vanishes to zero exponentially fast as n goes to infinity.
Invoking Theorem 4, we conclude that the ε-rate distortion region satisfies R(ε) = R * for all ε ∈ [0, 1). Adopting the one-shot technique introduced in [29] , we can also establish a non-asymptotic achievability bound. Applying the Berry-Esseen theorem to the achievability bound and analyzing the bound in Lemma 3, we can conclude that the backoff from the boundary of the first-order region at finite blocklengths is of the order (n −1/2 ).
C. Upper Bound on the Joint Identification-Error and Excess-Distortion Exponent
Definition 2: A non-negative number E is said to be an (R i , R c , D)-achievable joint identification-error and excessdistortion exponent if there exists a sequence of encodingdecoding-reproduction functions ( f (n) , g (n) , h (n) ) such that (28) holds and
The supremum of all (R i , R c , D)-achievable error exponent is called the optimal error exponent and denoted as
Theorem 5: The the optimal joint identification-error and excess-distortion exponent function satisfies
Our main results for content identification with lossy recovery (Theorems 4 and 5) can be specialized to the biometrical identification problem [6] , the content identification problem [5] and the Wyner-Ziv problem [24] since all these problems are special cases of the content identification problem with lossy recovery as argued in [2] .
D. Extensions for the Biometrical Identification Problem
In this subsection, we present several extensions for the biometrical identification problem [6] . The capacity (the maximum rate) of the biometrical identification problem was characterized by Willems et al. in [6] . Furthermore, the exponential strong converse theorem for the biometrical identification problem has been established in [9, Th. 2] .
Compared to the content identification with lossy recovery problem, there is no compression (no f (n) ) and no lossy recovery phase (no h (n) ) in the biometrical identification problem. Thus, S(m) = Y n (m) for each m ∈ M. Hence, the error probability is
Let C bio be the capacity of the biometrical identification problem. Then, it can be verified that
Define the exponents
Theorem 6: For any decoding function g (n) , we have that
Furthermore, there exists a decoding function g (n) such that
It is easy to verify that
Hence, the exponential strong converse theorem follows as a simple corollary. Although we cannot establish a tight strong converse exponent, in the following, we present tight results on the moderate deviations constant. Let P * c (n, R i ) be the maximum probability of correct decoding when the number of items to be distinguished
Throughout this section, we assume that V > 0. Note that unlike the dispersion of a channel [31] , [32] , V is the unconditional information variance instead of the optimized conditional information variance. Theorem 7: Consider any sequence of positive numbers {ξ n } ∞ n=1 such that ξ n → 0 and √ nξ n → ∞ as n → ∞. When the rate R i approaches capacity C bio from above, the probability of correct decoding scales as
Similarly, when the rate R i approaches capacity C bio from below, the probability of correct decoding scales as
The result in (39) implies that even if the rate R i approaches the capacity from above with speed ξ n , the probability of correct decoding still vanishes to zero (subexponentially fast). Similarly, (40) implies that if the rate R i approaches the capacity from below with speed ξ n , then the error probability vanishes to zero (subexponentially fast).
We remark that the study of moderate deviations for DMCs was done by Altug and Wagner [33] and also by Polyanskiy and Verdú [34] . For certain classes of quantum channels, moderate deviations analysis (above and below capacity) was done by Chubb, Tan, and Tomamichel [35] . For other works on moderate deviations, see [36] - [43] .
In the following, we also present the tradeoff between the number of items to be distinguished and the error probability when it is non-vanishing. Let M * (n, ε) be the maximum number of items to be distinguished such that the error probability satisfies min g (n) P (n) e (g (n) ) ≤ ε. The second-order coding rate for the biometrical identification problem is defined as
Theorem 8: For any ε ∈ (0, 1), the second-order coding rate for the biometrical identification problem satisfies
Theorem 8 implies that if we allow a non-vanishing error probability, then the rate R i (n, ε) := 1 n log M * (n, ε) approaches capacity C bio with speed L * (ε)/ √ n. We remark that the study of second-order asymptotics dates back to Strassen [44] and was revisted by Hayashi [31] and by Polyanskiy et al. [32] . Also see [45] .
The proofs of Theorems 6, 7 and 8 are given in Appendix F.
IV. PROOF OF THEOREM 3

A. Preliminaries
In this subsection, we present some definitions. Given an encoding function f (n) and any m ∈ M, let
Given a deterministic function h (n) and any w ∈ M, let
For simplicity, we use x to denote x n , x M to denote (x n (1), . . . , x n (M)), s M to denote s(1), . . . , s(M). In a similar manner, we have y, z,x, y M and the correspond-
Furthermore, in this section, whenever we use E, we mean the expectation over P W T unless otherwise stated. Note that for each w ∈ M, the joint distribution of (X(w), Y(w), S(w), Z,X) is the same. Thus we let the joint distribution be P XYSZX . In the following, all the distributions P are induced by P XYSZX .
Let Q Y n , Q X n |SY n Z n , Q X n Y n |S Z nX n , Q Y n Z n |S , Q Z n be arbitrary distributions. Given w ∈ M and any η > 0, define the sets A i (w) for i ∈ [1 : 7] as in (46) to (52) on the top of next page. (45)). Furthermore, let (46) to (51) , given any η > 0, we define sets B i (w) for i ∈ [1 : 7] as in (53) to (59) on the top of next page.
B. Proof of Theorem 3
Using the definitions of the probability of correct decoding P (n) c (·) in (25) and the joint distribution P W T in (45), we can write the probability of correct decoding as
We first present a non-asymptotic upper bound on P
The proof of Lemma 9 is given in Appendix A.
A few other remarks are in order. First, in the proof of Lemma 9, we define seven sets for each w ∈ M in (46) to (52) . Equipped with these definitions, we obtain the upper bound in (62) where the probability of correct decoding of W depends on S(W ), X n (W ), Y n (W ), Z n ,X n .
Second, in (62), A 5 (w) corresponds to the enrollment phase, A 6 (w) corresponds to the identification phase and A 7 (w) corresponds to the lossy recovery phase. Furthermore, A 1 (w) to A 4 (w) are the auxiliary sets whose roles will be clear in subsequent analyses.
Third, the definitions of Q (cf. (17)) and {A i (w)} 7 i=1 are crucial. Note that A 1 (w) to A 4 (w) appear in Lemma 9. They appear due to the different Markov conditions in the definitions of P * in (13) and Q in (17) . This is also closely related with the proof of Lemma 2 in Appendix E. Hence, there is a subtle interplay between Lemmas 9 and 2. This tension also appears in [20] . However, we need to adapt [20] to the content identification problem with lossy recovery carefully since these two problems are significantly different.
Invoking Lemma 9 and choosing the distributions Q Y n , Q X n |SY n Z n , Q X n Y n |S Z nX n , Q Y n Z n |S , Q Z n appropriately, we obtain the following lemma.
Lemma 10: Given the conditions in Lemma 9, we have
The proof of Lemma 10 is given in Appendix B.
A few remarks are in order. First, to introduce U i (W ) in (63), we make use of the Markov chain (
Second, note that in [2] , Tuncel and Gündüz chose the auxiliary random variable as U i (W ) = (S(W ), Z i−1 , Z n i+1 ). If we choose U i (W ) as in [2] , we cannot obtain Lemma 10. Furthermore, note that here we use both U i (W ) and V i (W ). This idea is also used in [19] . In the proof of Lemma 12, we will eliminate V i (W ) using Hölder's inequality.
Recall thatā = 1 − a for a ∈ [0, 1]. In the following, for simplicity, we will use Q i to denote Q X i Y i Z i U iXi and use P i to denote
We need the following definitions to further upper bound the right hand side in Lemma 10. Let
Next, we define the negative cumulant generating function of f (α,μ,β) Q i ,P i (·) as in (65) on top of the next page. For simplicity, also let
Invoking Cramér's bound on large deviations (cf. Lemma 13), we obtain the following lemma. Lemma 11: For any (α, λ, μ, β) ∈ R 2 + × [0, 1] 2 , given the conditions in Lemma 9, we have
.
The proof of Lemma 11 is given in Appendix C.
Define
Hence, we have
The next lemma is essential in the proof.
The proof of Lemma 12 is similar to that of [20, Proposition 2] and given in Appendix D. In the proof of Lemma 12, we first remove W in the expression of (α,μ,β,λ) ({Q i } n i=1 ). Subsequently, by adopting ideas from [19] and [20] and properly choosing distributions Q X i Y i Z i U iXi via the recursive method, we can establish Lemma 12.
Invoking Lemmas 11 and 12, we conclude that
where (75) follows from the definition of F(R i , R c , D) in (22) . The proof of Theorem 3 is now complete.
V. CONCLUSION
In this paper, we derived a non-asymptotic converse bound for content identification problem with lossy recovery. Invoking the non-asymptotic bound, we established an exponential strong converse theorem. As a corollary of our main result, we derived an upper bound on the optimal exponent of the joint identification-error and excess-distortion probability. Our main results can be specialized to the biometrical identification problem [6] and the content identification problem [5] .
There are several avenues for future research. First, note that in Theorem 3, we present only a non-asymptotic exponential type upper bound on the probability of correct decoding. Although this is sufficient for us to claim the exponential strong converse theorem (cf. Theorem 4) by invoking Lemma 2, it is worth deriving the exact exponent for the probability of correct decoding. The ideas involved in characterizing the exact strong converse exponent in [46] and [47] and the one-shot techniques in [29] and [48] might be useful. Second, after Theorem 4, we remarked that the second-order coding terms are in the order of (n −1/2 ). In the future, one may be interested in nailing down the exact second-order coding region. For this line of research, one may borrow ideas from [49] - [51] . Third, in this paper, we only considered the discrete memory sources and discrete memoryless channels. In future, one may consider Gaussian memoryless sources, the additive Gaussian white noise channel, and the quadratic distortion measure. For the special case of biometrical identification problem, the capacity for Gaussian case was derived in [6] . However, for Gaussian case of content identification with lossy recovery, one has to first calculate the rate-distortion region (cf. Theorem 1). To do so, it is necessary to check whether Gaussian test channels are first-order optimal by referring to [52] and [53] . The strong converse theorem for Gaussian case may be inspired by works of Fong and Tan [54] , [55] and of Liu et al. in [56] .
APPENDIX
A. Proof of Lemma 9
Recall that x = x n , y = y n , z = z n , t = (x M , y M , s M , z,x) and we will drop the subscript of distributions when there is no confusion. Recall the definition of the distribution P W T in (45) and the definitions of (46) to (51) . Invoking (60) and noting that d(x(w),x) ≤ D is equivalent to t ∈ A 7 (w), we have
Ignoring the constraint that z n ∈ D(s M , w), we can upper bound the first term in (76) by
For i = 2, . . . , 7, let
Then, the second term in (76) is no larger than 7 i=2 i by the union bound.
For simplicity, let t(w) := (x(w), y(w), s(w), z,x). Invoking (46) , in a similar manner as the proof of [20, Lemma 12], we obtain that
where (80) 
and (82) follows since x(w),s(w),z,x P(t(w)) = P(y(w)).
Similarly as (84), using (47) and (48), we obtain
Invoking the definition of A 4 (w) in (49), we conclude that 
where (88) follows similarly as (80) and (90) follows due to the Markov chain (X n (W ), Y n (W )) − (S(W ), Z n ) −X n .
Then, invoking (50), we upper bound 6 as follows: 
where (94) P(x(w), y(w), s(w))P(z|x(w)) = P(s(w), z) = P(s(w))P(z|s(w)); (103) follows since M ≥ e n R i due to (61); (105) follows since that decoding regions are disjoint for different w ∈ M.
The proof of Lemma 9 is complete by combining (77), (84), (86), (87), (92), (98) and (106).
B. Proof of Lemma 10
Recall that in Section IV-A, we set
Furthermore, note that in Lemma 9, we are free to choose the distributions Q Y n , Q Z n , Q Z n |SY n , Q X n |SY n Z n , Q X n Y n |S Z nX n , Q Y n Z n |S . Our choices for these distributions are as follows:
Q X n |SY n Z n (x n |s, y n , z n )
Q Y n Z n |S (y n , z n |s)
Recall from Section IV-A that for each w ∈ M, the joint distribution of (X n (W ), Y n (W ), S(W ), Z n ,X n ) is the same and denoted as P X n Y n S Z nX n . The marginal distributions of P X n Y n S Z nX n are as follows:
where (121) holds since the Markov chain 
We remark thatB 5 (w) corresponds to A 5 (w) (recall (50)) in Lemma 9 by applying the choice of Q Y n Z n |S in (116) and the definition in (123).
Recall the definition of P W T in Section IV-A. Using Lemma 9 and (108)-(116) and (117)-(125), we obtain
invoking the constraints related withB 5 (w) and B 6 (w),
we have that (57)). Thus,
The proof of Lemma 10 is now complete.
C. Proof of Lemma 11
Recall thatā = 1 − a for a ∈ [0, 1]. For each w ∈ M and any (α, λ, μ, β) (53) to (56) 
We make use of the following Cramér's bound for large deviations.
Lemma 13: For any real valued random variable Z and any λ > 0, we have
Let 
Recall the definition of P W T in Section IV-A. In this subsection, whenever we use Pr, we mean the probability with respect to P W T unless otherwise stated. Recall the definition of f (α,μ,β) Q i ,P i (·) in (64). Combining (134), (136), (64) and Lemma 13, we obtain that for any λ ∈ R + , the probability of correct decoding can be upper bounded as in (142) on the top of next page, where (142) follows from (65).
Choose η such that
Thus,
Using the bound in (142), the definition in (144) and recalling the definitions of κ(·) in (66), R(·) in (136) and c(·) in (138), we obtain that
The proof of Lemma 11 is now complete.
D. Proof of Lemma 12
1) Removing the Dependence on the Identification Index: Recall from Section IV-A that for each w, the joint distribution of (X n (w), Y n (w), S(w), Z n ,X n ) is P XYSZX and P
Invoking (65), we obtain (148) on the top of the next page, where u i = (s, y i−1 , z n i+1 ), v i = (s, z n i+1 ) and the joint distribution of X n , Y n , S, Z n ,X n is P XYSZX . Let U i = (S, Y i−1 , Z n i+1 ). Then we have the Markov chains
In the following, all the distributions are induced by P XYSZX and we will omit subscripts of distributions for convenience.
2) Preliminaries: Invoking (148), we obtain that
x n ,y n ,x n P(x n , y n ,x n |s, z n )
For i = 1, . . . , n, define
Similarly as [20, Lemma 6] , we obtain the following lemma. Lemma 14: For i = 1, . . . , n and any (s, z n , x t , y t ,x t ), we have
Hence, combining (149) and Lemma 14, we obtain that
Then, for i = 1, . . . , n, definẽ
Similarly as [20, Lemma 7] , we obtain the following lemma. Lemma 15: For i = 1, . . . , n, we have
Using (154) and Lemma 15, we obtain
3) Final Proof of Lemma 12: Recall (19) . Definê Q n := Q XY ZUX :
Recall that u i = (s, y i−1 , z n i+1 ). For each i = 1, . . . , n, define
:=
where P (α,μ,β,λ) (x i−1 , y i−1 ,x i−1 |s, z n ) was defined in (151) and P (α,μ,β,λ)|i−1 (s, z n ) was defined in (156). Invoking Lemmas 14, 15 and (163) , we obtain that for i = 1, . . . , n,
Note that Q i = Q X i Y i Z i U iXi can be chosen arbitrarily for all i = 1, . . . , n. Here we apply the recursive method. For each i = 1, . . . , n, we choose Q X i Y i Z i U iXi such that
Using the definition of g · · (·) in (146), define
Recall thatā = 1 − a for a ∈ [0, 1]. In the following, for simplicity, we will drop the subscripts of the distributions. Furthermore, let ψ := 1 − λ − λαμβ. From (164) and (165), we obtain
where (167) Hence, combining (159) and (172), we obtain that
≥ (α,μ,β,θ) )
Finally, combining (68) and (174), we conclude that (α,μ,β,λ) ≥ (α,μ,β,θ) )
The proof of Lemma 12 is now complete.
E. Proof of Lemma 2
Before proceeding the proof of Lemma 2, we need the following definitions. Let
Furthermore, let 
Recall that given a number a ∈ [0, 1], we defineā = 1 − a. Then for any (μ, β) ∈ ×[0, 1] 2 , define
Similarly as [20, Property 3] , we can prove the following lemma, which plays an important role in the proof of Lemma 2.
Lemma 16: Recalling the definition of R * in (15) , we have
1) Proof of Conclusion i):
Similar as (18) and (19), for each P XY ZUX ∈ P sh and any λ ∈ R + , let
(λ,μ,β) (P XY ZUX )
Similarly as (20) , (21) and (22), definẽ
For any P XY ZUX ∈ P sh , define the tilted distribution for any (λ, β, μ) ∈ R + × [0, 1] 2 as in (187) and define the parameter ρ as in (188) both on the top of the this page. Note that ρ is positive and finite. We then have the following lemma. Lemma 17: The following hold:
We remark that ii) in Lemma 2 follows directly from Lemma 17. We now present the proof of Lemma 17, which follows along the lines of [19] and [20] . Proof of Lemma 17: For any Q XY ZUX ∈ Q (cf. (17)), let P XY ZUX ∈ P sh (cf. (178)) be chosen such that P U |Y = Q U |Y and PX |ZU = QX |ZU . Now, using the definition of (α,μ,β,θ) 
Using the definitions in (22) and (186), we have (206) on the next page, where (204) follows since
sup
(205) follows by choosing λ = α 1−αμβ and noting that αμβ ≤ 1 implies that λ ∈ R + ; and (206) follows from the definition in (186).
In the following, we will show thatF(
Using the definition in (183), we conclude that for any P XY ZUX ∈ P sh ,
exp −αμd(X,X )
Applying a Taylor expansion to˜ (λ,μ,β) (P XY ZUX ) around λ = 0, we obtain that for any P XY ZUX ∈ P sh and any λ ∈ [0, 1 μ ], there exists some τ ∈ [0, λ] such that (λ,μ,β) (P XY ZUX )
where (211) follows from (209) 
Now consider any triple (R i , R c , D) outside the first-order coding region, i.e., (R i , R c , D) / ∈ R (cf. (15)). Invoking (181), we conclude that there exists μ * ∈ [0, 1] and β * ∈ [0, 1] such that for some positive δ ∈ (0, ρ] (cf. (188))
Using the definition in (186), we obtain that for all λ ∈ [0, 1 μ ]. 2) Proof of Conclusion ii): In the following, we will present a proof for conclusion ii) in Lemma 2. If (R i , R c , D) ∈ R, then there exists a joint distribution Q *
XY ZUX
∈ P such that
Hence, for any (α, μ, β), we havē
Applying Taylor expansions to (α,μ,β,θ) (Q XY ZUX ), we conclude that (α,μ,β,θ) 
Combining (176) and (17), we conclude that Q ⊇ P. Thus, invoking (20) and (227) 
≤ θα μβ R c −μR i + μD .
Thus, combining (21) and (232), we obtain that 
F. Proof of the Extensions for the Biometrical Identification Problem 1) Exponent of the Probability of Correct Decoding: Specializing Lemma 9 to the biometrical problem (using A 5 (w) only), we obtain that for any decoding function g (n) and any η ≥ 0,
Furthermore, adopting the one-shot technique in [48] , we conclude that there exists a decoding function g (n) and γ ≥ 0 such that P (n) c (g n ) ≥
Due to the memoryless of the source and channel, we have that (X i , Y i , Z i ) is an i.i.d. sequence, distributed according to P X × P Y |X × P Z |X . Specializing (238) with γ = 0 and using Cramér's theorem [57, Th. 2.2.3], we obtain P (n) c (g n )
Combining (237) and Lemma 13, P (n) c (g n ) ≤ exp(−nη) + exp − nλ(R i − η)
= exp(−nη) + exp − nλ(R i − η)
where (242) follows since (X i , Y i , Z i ) is an i.i.d. sequence. Choose η such that
In other words,
With this choice of η, we obtain that P (n) c (g n ) ≤ 2 exp(−nη) (245) = 2 exp −n sup λ>0 λR i −log E exp λ log
1+λ .
(246)
2) Moderate Deviations Constant in the Strong Converse Regime (39): Let n R i = log M := n I (P Y , P Z |Y ) + nξ n .
(247) Invoking (238) and choosing γ = ζ ξ n for some ζ > 0, we conclude that there exists a sequence of decoding function g (n) such that P (n) c (g n ) ≥ 
Therefore, we have lim inf n→∞ − log P (n)
On the other hand, for any decoding function and any M such that n R i = log M = I (P Y , P Z |Y ) + nξ n ,
invoking (237) and choosing η = (1 + ζ )ξ n , we obtain that P (n) c (g n ) ≤ exp(−nζ ξ n ) + Pr
Similar as (249), we conclude that the first term in (252) is of the order exp(−nξ 2 n (1−ζ ) 2 2V ) and thus dominates the right hand side of (252) for sufficiently large n. Hence, lim sup n→∞ − log P (n) c (g (n) ) nξ 2 n ≥
(
The proof is complete by letting ζ → 0. (40): Invoking (237), we obtain that for any decoding function g (n) , we have P (n) e (g (n) ) = 1 − P (n) c (g (n) ) (254)
3) Moderate Deviations Constant
Invoking (238), we obtain that there exists a decoding function g (n) such that P (n) e (g (n) )
The rest of the proof is similar to that in Appendix F.2 by invoking (255), (258) with properly chosen γ and η as well as applying the moderate deviations theorem.
4) Second-Order Asymptotics:
The result in Theorem 8 follows by i) letting γ = η = log n n and ii) applying the Berry-Esseen theorem to (237) and (238) or to (255) and (258).
