Az inverzlimesz egy játékelméleti alkalmazása by Pintér, Miklós








A nem teljes információs játékok szokásos játékelméleti modellbe fog-
lalásának problémája a véleményrangsorok modellezése. A cél a Harsányi
János által bevezetett típustér megkonstruálása. A célunk, hogy megmu-
tassuk miként kapcsolódik a véleményrangsorok kérdése az inverzlimesz
fogalmához, illetve egy a mérték inverzlimeszek létezésére kimondott, az
ismert tételeknél általánosabb eredmény segítségével egy olyan típustér lé-
tezését látjuk be, amely egyetemes, teljes, és a paramétertér, amire épül,
tisztán mérhet® (nem topologikus).
1. Bevezet®
Egy adott szituáció játékelméleti modellezése során gyakran felmerül a játéko-
sok informáltságára vonatkozó ismeretek kérdése, tehát, hogy mit gondolnak
az egyes játékosok az adott szituációról, ill. mit gondolnak arról, hogy más
játékosok mit gondolnak az adott szituációról s.i.t. A modellt kezelhetetlenül
bonyolulttá teheti a különböz® szint¶ vélemények végtelen hierarchiáinak ke-
zelése, tehát a véleményrangsorok explicit vizsgálata. Ennek a problémának a
kezelésére a köztudás fogalma jelent megoldást (lásd Aumann [1]), tehát egy
olyan játék felírása, ahol a játék (minden eleme) köztudott; minden játékos
tudja, hogy minden játékos tudja, . . . a játék elemeit.
Sok esetben adott a köztudott játék, sokszor azonban olyan szituációt kell
modellezni, ahol valamely eleme a játéknak, tehát valamely paraméter nem
köztudott. Ekkor a cél szintén egy köztudott játék felírása, tehát egy olyan
modell, amely már nem tartalmaz véleményrangsorokat explicit módon.
Harsányi [8] a típus fogalmának bevezetésével kerülte meg a véleményrangso-
rok problémáját, mely fogalom a játékosok lehetséges fajtáit jelenti. Harsányi
szerint úgy tekintjük a ci vektort, mint amely az i játékos bizonyos ﬁzikai, tár-
sadalmi és pszichológiai jellemz®it reprezentálja, amely vektorban összegy¶lnek
az i játékos hasznossági függvényének f®bb paraméterei, továbbá f®bb elképzelései
a társadalmi környezetr®l . . . a játék szabályai olyanok, hogy megengedik bárme-
lyik játékosnak, hogy egyetlen lehetséges típusba tartozzon, annak megfelel®en,
∗Ezen munka az OTKA T046194 pályázat támogatásával készült.
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hogy a ci vektor milyen értéket vesz fel . . . minden játékosról feltesszük, hogy
ismeri önmaga típusát, de nem ismeri a többi játékosét.
Heifetz és Samet [10] formalizálta Harsányi típus fogalmát (a mérhet®ségi
struktúrát itt nem adjuk meg):
1. deﬁníció. Az S paramétertérre épül® típustér < (Ti,Mi)i∈M∪{0},mi∈M >
(röviden < (T,M),m) >) (ahol M a játékosok halmaza, és 0 egy extra játékost
jelöl) a következ®:
1. T0 = S, (Ti,Mi) mérhet® tér ∀i ∈M ∪ {0}-re,
2. fi : Ti → (∆(T,M),AHS) mérhet® függvény ∀i ∈M -re, ahol ∆ a valószí-
n¶ségi mértékek halmazát jelöli, T = ×j∈M∪{0}Tj ésM = ⊗j∈M∪{0}Mj,
3. marg(Ti,Mi)fi(ti) = δti , ahol δti a ti-re koncentrált Dirac-mérték ∀ti ∈ Ti-
re.
Könnyen látható, hogy az 1. deﬁnícióban a 2. és a 3. pont összevonható:
2. deﬁníció. Az S paramétertérre épül® típustér < (Ti,Mi)i∈M∪{0},mi∈M >
(röviden < (T,M),m) >) (ahol M a játékosok halmaza, és 0 egy extra játékost
jelöl) a következ®:
1. T0 = S, (Ti,Mi) mérhet® tér ∀i ∈M ∪ {0}-re,
2. fi : Ti → (∆(T−i,M−i),AHS) mérhet® függvény ∀i ∈ M -re, ahol T−i =
×j∈(M∪{0})\{i}Tj ésM−i = ⊗j∈(M∪{0})\{i}Mj.
A típusterek két tulajdonságát említjük itt meg. Az els® a típustér egyete-
mes volta. Egy típustér egyetemes egy modell tekintetében (tehát ahol a pa-
ramétertér és a lehetséges vélemények rögzítettek), ha minden adott modellbeli
típustérnél b®vebb, tehát minden véleményt tartalmaz. A második tulajdonság
a típusterek teljessége. Egy típustér teljes, ha minden a paramétertérre épül®
következetes véleményrangsor típus, tehát ha tetsz®leges modellbeli vélemény-
rangsor megfeleltethet® egy 1. deﬁnícióbani típusnak.
Sem Harsányi, sem Heifetz és Samet nem konstruált típusteret, adottnak
tekintették azt. A típusterek megkonstruálása véleményrangsorokon keresztül
Böge és Eisele [3], Mertens és Zamir [14], Brandenburger és Dekel [4], Heifetz
[9], Mertens et al. [15] és [17] munkák témája. Úgy t¶nik, hogy a kompaktság
fogalma nélkül nem lehet teljes egyetemes típusteret el®állítani (lásd Heifetz és
Samet [11]), így a fenti munkák mindegyike használja a kompaktság fogalmát,
bár igen eltér® módokon. Ezen munka, amely [17] egy továbbfejlesztett formája,
olyan modellt vezet be, ahol a paramétertéren csak mérhet®ségi struktúra van
(minden egyéb munkában a paramétertér topologikus), és a vélemények olyan
valószín¶ségi mértékek, amelyek megszorításai a különböz® szint¶ vélemények
tereire kompakt regulárisak. Ebben a modellben olyan egyetemes típusteret
konstruálunk, amely teljes.
A következ® fejezet a matematikai apparátust ismerteti, míg az utolsó rész
a matematikai eredmények játékelméleti alkalmazását öleli fel.
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2. A mérték inverzlimesz létezése
A következ®kben feltesszük, hogy a mértékek valószín¶ségi mértékek. El®rende-
zett halmazon olyan halmazt értünk, amelyen értelmezve van egy bináris reláció,
mely tranzitív, és ha a halmaz egy eleme relációban van valamely más elemmel,
akkor saját magával is relációban van. Felfelé irányított halmazon olyan el®ren-
dezett halmazt értünk, amelynek tetsz®leges két eleméhez létezik halmazbani
majoráns elem. Legyen µ A ⊆ P(X ) gy¶r¶n értelmezett halmazfüggvény, és
legyen C ⊆ A. µ szoros a C halmazrendszeren, ha tetsz®leges  > 0-hoz és tetsz®-
leges A ∈ A-hoz, ∃C ∈ C, hogy C ⊆ A és µ(A \C) < . Továbbá ∀Z ∈ P(X )-re
legyen µ∗(Z) $ max{inf(An)n∈N∈A, Z⊆∪nAn
∑
n µ(An), supZ⊇A∈A µ(A)}1.
3. deﬁníció. Legyen (I,≤) el®rendezett halmaz, és legyen (Xi)i∈I nemüres hal-
mazok egy családja. Legyen továbbá fij : Xj → Xi, ha i ≤ j.
1. (i ≤ j és j ≤ k) =⇒ fik = fij ◦ fjk,
2. fii = idXi ∀i ∈ I-re.
Az 1., 2. pontoknak eleget tev® (Xi, (I,≤), fij |i≤j) rendszert inverzrendszernek
nevezzük.
Az inverzrendszer (projektív rendszer) tehát egymáshoz kapcsolt halmazok
rendszere.
4. deﬁníció. Legyen ((Xi,Ai, µi), (I,≤), fij |i≤j) inverzrendszer, ahol (Xi,Ai,
µi)-k mértékterek.
1. fij mérhet® ∀(i ≤ j)-re,
2. µi = µj ◦ f−1ij ,∀(i ≤ j)-re.
Az 1., 2. pontoknak eleget tev® ((Xi,Ai, µi), (I,≤), fij |i≤j) rendszert mérték
inverzrendszernek nevezzük.




Xi, P = {x ∈ X | pri(x) = fij ◦ prj(x), ∀(i ≤ j)}, ahol pri a koordi-
náta leképezés X-b®l Xi-be. Ekkor P -t az (Xi, (I,≤), fij |i≤j) inverzrendszer
inverzlimeszének nevezzük és P = lim←−(Xi, (I,≤), fij |i≤j)-vel jelöljük. Legyen
továbbá pi $ pri|P , ekkor pi = fij ◦ pj ∀(i ≤ j)-re.
Az inverzlimesz (projektív limesz) a halmazok Descartes-szorzat fogalmá-
nak általánosítása. Ha például (I,≤) az üres reláció, akkor az inverzlimesz a
Descartes-szorzat.
6. deﬁníció. Legyen ((Xi,Ai, µi), (I,≤), fij |i≤j) mérték inverzrendszer, és le-
gyen P = lim←−(Xi, (I,≤), fij |i≤j).
1. (P,A), ahol A a legdurvább (legsz¶kebb) σ-algebra, melyre pi mérhet® ∀i ∈
I-re,
1µ∗ tulajdonképpen küls® mérték. Azt szeretnénk azonban, ha µ∗ = µ lenne A-n, így a
σ-additivitás hiánya miatt meg kellett egy kicsit változtatni az eredeti fogalmat.
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2. µ (P,A)-n olyan mérték, hogy µ ◦ p−1i = µi ∀i ∈ I-re.
Az 1., 2. pontoknak eleget tev® (P,A, µ) mértékteret mérték inverzlimesznek
nevezzük és (P,A, µ) = lim←−((Xi,Ai, µi), (I,≤), fij |i≤j)-vel jelöljük.
A mérték inverzlimesz létezésének egyik problematikus pontja µ σ-additívi-
tása. Ennek a problémának elkülönítése céljából vezetjük be a következ® fogal-
mat.
7. deﬁníció. Legyen ((Xi,Mi, µi), (I,≤), fij |i≤j) mérték inverzrendszer, és le-
gyen P = lim←−(Xi, (I,≤), fij |i ≤ j).
1. A = ∪i∈Ip−1i (Mi) algebra,
2. µ A-n értelmezett olyan additív halmazfüggvény, hogy µ◦p−1i = µi ∀i ∈ I-
re.
Az 1., 2. pontoknak eleget tev® (P,A, µ)-t gyenge mérték inverzlimesznek ne-
vezzük és (P,A, µ) = w − lim←−((Xi,Mi, µi), (I,≤), fij |i≤j)-vel jelöljük.
Ahhoz, hogy értelmes mérték inverzlimeszt kapjuk szükséges P inverzli-
mesz nemüressége. Ennek biztosítására vezette be Bochner [2] a sorozatmaxima-
litás fogalmát. Kés®bb, Millington és Sion [13] gyengítette a sorozatmaximalitás
fogalmát, mely általánosítás a majdnem sorozatmaximalitás.
8. deﬁníció. Az ((Xi,Mi, µi), (I,≤), fij |i≤j) mérték inverzrendszer majdnem
sorozatmaximális (almost s.m., almost sequentially maximal), ha tetsz®leges
i1 ≤ i2 ≤ . . . ∈ I lánchoz ∃Ain ⊆ Xin halmazok, hogy
• f−1inim(Ain) ⊆ Aim ∀(n ≤ m)-re,
• µ∗in(Ain) = 0 ∀n-re,
ha xin ∈ (Xin \ Ain) és xin = finin+1(xin+1) ∀n-re, akkor ∃x ∈ P = lim←−(Xi, (I,≤), fij |i≤j), hogy xin = pin(x) ∀n-re.
Vegyük észre, hogy a majdnem sorozatmaximalitás biztosítja az inverzlimesz
nemürességét, tehát ebben az esetben a majdnem sorozatmaximalitás kiváltja
a Kiválasztási Axiómát.
9. következmény. Legyenek (Xn,Mn) mérhet® terek n ∈ N, (Yn,Nn) $ (×ni=1
Xi,⊗ni=1Mi), és ((Yn,Nn, µn), (N,≤), fmn|m≤n), ahol fmn-ek koordináta leké-
pezések és µn-ek tetsz®leges valószín¶ségi mértékek, melyek eleget tesznek a 4.
deﬁníció 2. pontjának. Ekkor ((YnNn, µn), (N,≤), fmn|m≤n) mérték inverzrend-
szer majdnem sorozatmaximális.
Bizonyítás. Világos, hogy lim←−(Yn, (N,≤), fmn|m≤n) = ×
∞
i=1Yi = ×∞i=1Xi. A
koordináta leképezések szürjektívitása miatt An-eket ∅-nak választva kapjuk a
8. deﬁnícióban szerepl® fogalmat.
A következ® állítás, mely f® matematikai állításunk, Metivier [16] (269. old.),
Mallory és Sion [12] eredményeinek általánosítása, tehát Bochner, ill. Choksi
[5] eredményeinek további általánosítása.
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10. tétel. Legyen ((Xi,Mi, Ci, µi), fij , (I,≤))|i≤j mérték inverzrendszer, ahol
Ci ⊆Mi σ-kompakt halmazrendszer ∀i ∈ I-re. Ha
1. (I,≤) felfelé irányított,
2. fij(Cj) ⊆ Ci ∀(i ≤ j)-re,
3. f−1ij ({xi}) ∩ Cj ∀(i ≤ j)-re σ-kompakt halmazrendszer ∀xi ∈ Xi-re,
4. ha C1, C2 ∈ Ci, akkor C1 ∩ C2 ∈ Ci ∀i ∈ I-re,
5. ((Xi,Mi, µi), (I,≤), fij |i≤j) majdnem sorozatmaximális,
6. µi szoros a Ci halmazrendszeren ∀i ∈ I-re,
akkor (X,M, µ) = lim←−((Xi,Mi, µi), (I,≤), fij |i≤j) létezik és egyértelm¶.
A bizonyítást darabokra bontjuk. El®ször a σ-additivitás kérdését járjuk
köbe.
11. deﬁníció. Legyen A ⊆ P(X) gy¶r¶, C ⊆ A halmazrendszer és µ A-n értel-
mezett additív halmazfüggvény. Ekkor C halmazrendszer µ-majdnem σ-kompakt,
ha tetsz®leges (Cn)n∈N ⊆ C halmazsorozathoz és tetsz®leges  > 0-hoz ∃A ⊆ X
µ∗(A) < , hogy ha {A ∩ (∩nCn) = ∅, akkor ∃m ∈ N, hogy {A ∩ (∩mn=1Cn) = ∅.
A µ-majdnem σ-kompaktság ilyetén deﬁníciójának oka a majdnem sorozat-
maximalitás fogalmából (8. deﬁníció) és a 14. állításból érthet® meg.
12. segédtétel. Legyen A ⊆ P(X) gy¶r¶, C ⊆ A µ-majdnem σ-kompakt hal-
mazrendszer, ahol µ A-n értelmezett additív halmazfüggvény, mely szoros C-n.
Ekkor µ σ-additív A-n.
Bizonyítás. A bizonyítás könnyen látható, az olvasóra hagyjuk.
A következ® állítás Rao [18] eredményének általánosítása.
13. állítás. Legyen ((Xi,Mi, µi), (I,≤), fij |i≤j) olyan mérték inverzrendszer,
hogy
1. (I,≤) felfelé irányított halmaz,
2. ((Xi,Mi, µi), (I,≤), fij |i≤j) mérték inverzrendszer majdnem sorozatma-
ximális.
Ekkor (P,A, µ) = w − lim←−((Xi,Mi, µi), (I,≤), fij |i≤j) gyenge mérték inverzli-
mesz létezik és egyértelm¶.
Bizonyítás. A bizonyítás könnyen látható, az olvasóra hagyjuk.
14. állítás. Legyen ((Xi,Mi, µi), (I,≤), fij |i≤j) mérték inverzrendszer, Ci ⊆
Mi σ-kompakt halmazrendszer ∀i ∈ I-re, és legyen J ⊆ I. Ha
1. (I,≤) felfelé irányított halmaz,
2. a J halmaz minden megszámlálható részhalmazának van legkisebb eleme,
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3. fij(Cj) ⊆ Ci ∀(i ≤ j) ∈ I-re,
4. f−1ij ({xi}) ∩ Cj ∀(i ≤ j) σ-kompakt halmazrendszer ∀xi ∈ Xi-re,
5. ha C1, C2 ∈ Ci, akkor C1 ∩ C2 ∈ C ∀i ∈ J-re,
6. µi szoros a Ci halmazrendszeren ∀i ∈ I-re,
7. ((Xi,Mi, µi), (I,≤), fij |i≤j) mérték inverzrendszer majdnem sorozatma-
ximális,
akkor C $ ∪i∈Jp−1i (Ci) µ-majdnem σ-kompakt halmazrendszer M-ben, ahol
(P,M, µ) = w − lim←−((Xi,Mi, µi), (I,≤), fij |i≤j).
Bizonyítás. Az 1., a 7. feltételek és a 13. állítás miatt (P,M, µ) = w−lim←−((Xi,Mi, µi), (I,≤), fij |i≤j) létezik és egyértelm¶. Ekkor elég látni, hogy tetsz®leges
(Cn)n∈N ⊆ C-hez és tetsz®leges  > 0-hoz ∃A ⊆ P µ∗(A) < , hogy ha ∀m ∈ N-re
{A ∩ (∩mn=1Cn) 6= ∅, akkor {A ∩ (∩nCn) 6= ∅.
Legyenek (Cn)n∈N ⊆ C és  > 0 tetsz®legesen rögzítettek. Legyen Ni =
{n ∈ N | Cn = p−1i (C ′n), C ′n ∈ Ci, i ∈ J} ∀i ∈ J-re. Legyen továbbá i(n) egy
tetsz®legesen rögzített eleme {i ∈ J | n ∈ Ni}-nek.
Legyen i1 az {i(1), i(2), . . .} halmaz legkisebb eleme (a 2. feltétel miatt
létezik). Hasonlóan legyen im a J \{in}n≤m halmaz legkisebb eleme ∀m ∈ N-re.
Legyenek Ain -ek a 8. deﬁnícióbani halmazok (7. feltétel), és legyenek Ain ∈
Min , hogy Ain ⊆ Ain és µin(Ain) = 0 ∀n-re (Min -ek σ-algebrák, így léteznek
ilyen Ain -ek). Ekkor a 6. feltétel miatt ∃Kin ∈ Cin , hogy Kin ⊆ {Ain és
µin(Kin) > 1− 2n+1 16 ∀n-re. Legyen A = ∪np−1in ({Kin).
A következ®kben azt mutatjuk meg, hogy µ∗(A) < .
Indirekt tegyük fel, hogy µ∗(A) ≥ . Ekkor, mivel A = ∪np−1in ({Kin) és
µin({Kin) ≤ 2n+1 16 ∀n-re, így ∃i∗ ∈ I, ∃Bi
∗ ∈ Mi∗ , hogy µi∗(Bi∗) ≥ 56 , és
B = p−1i∗ (B
i∗) jelölés mellett B ⊆ A.
Legyen j1 ∈ I olyan, hogy j1 ≥ i∗ és j1 ≥ i1; általában, legyen jn ∈ I
olyan, hogy jn ≥ jn−1 és jn ≥ in ∀n ≥ 2 (1. feltétel). Ekkor ∃Cj1 ∈ Cj1 , hogy
Cj1 ⊆ (f−1i∗j1(Bi
∗
)\ (f−1i1j1({Ki1)∪Aj1)) és µj1(Cj1) > 23 (6. feltétel), ahol Aj1 a
j1 ≤ j2 ≤ . . . láncra vonatkozik a 8. deﬁnícióból. Hasonlóan, ∃Cjn ∈ Cjn , hogy
Cjn ⊆ (f−1i∗jn(Bi
∗
) \ (f−1injn({Kin) ∪Ajn)) és µjn(Cjn) > 23 ∀n-re.
Cjn -ek választása (mértéke) miatt ∩mn=1fj1jn(Cjn) 6= ∅ ∀m-re, így a 3.
feltétel miatt ∩nfj1jn(Cjn) 6= ∅. Legyen xj1 ∈ ∩nfj1jn(Cjn) tetsz®legesen
rögzített. Az xj1 választása miatt f
−1
j1j2
({xj1}) ∩ (∩mn=2fj2jn(Cjn)) 6= ∅ ∀m-
re. Ekkor a 4. feltétel miatt f−1j1j2({xj1}) ∩ (∩n≥2fj2jn(Cjn)) 6= ∅. Legyen
xj2 ∈ f−1j1j2({xj1}) ∩ (∩n≥2fj2jn(Cjn)) tetsz®legesen rögzített. Ekkor
i. fi1j1(xj1) /∈ {Ki1 és fi2j2(xj2) /∈ {Ki2 ,
ii. xj1 ∈ f−1i∗j1(Bi
∗
) és xj2 ∈ f−1i∗j2(Bi
∗
).
Deﬁniáljunk a fenti módon egy (xjn)n∈N sorozatot, ekkor ∀n-re
iii. finjn(xjn) /∈ {Kin ,




A 7. feltétel miatt ∃x ∈ P , hogy xjn = pjn(x) ∀n-re. Ekkor azonban, iii.
miatt x /∈ A, míg iv. miatt x ∈ B, tehát B * A, ami ellentmondás.
A következ®kben azt mutatjuk meg, hogy ha ∀m ∈ N-re {A∩ (∩mn=1Cn) 6= 0,
akkor {A ∩ (∩nCn) 6= ∅.
Legyen Cm = Ki1 ∩ (∩j∈Jfi1j(∩{n∈Nj |n≤m}pj(Cn))) ∀m ∈ N-re. Ekkor
Cm 6= ∅, és a 3. és az 5. feltevés miatt Cm ∈ Ci ∀m ∈ N-re. Világos, hogy
Cm ⊇ Cm+1 ∀m ∈ N, így Ci σ-kompaktsága miatt ∩mCm 6= ∅.
Legyen xi1 ∈ ∩mCm tetsz®legesen rözített. A 4. feltétel miatt f−1i1i2({xi1})
∩Ci2 σ-kompakt halmazrendszer. xi1 választása miatt Ki2 ∩ (∩mn=1(f−1i1i2({xi1})
∩(∩j∈J\{i1}fi2j(∩{n∈Nj |n≤m}pj(Cn))) 6= ∅ ∀m ∈ N-re, ígyKi2∩(∩n(f−1i1i2({xi1})
∩(∩j∈J\{i1}fi2j (∩{n∈Nj |n≤m}pj(Cn))) 6= ∅. Legyen xi2 ∈ Ki2∩(∩m(f−1i1i2({xi1})∩(∩j∈J\{i1}fi2j(∩{n∈Nj | n≤m}pj(Cn))) tetsz®legesen rögzített. Ekkor
a: xi1 = fi1i2(xi2),
b: xi2 ∈ Ki2 ∩ (∩n/∈Ni1∪Ni2pi2(Cn)) ∩ (pi2(∩n∈Ni1∪Ni2Cn)).
Alkalmazva ezt az eljárást az i1 ≤ i2 ≤ i3 ≤ . . . láncra, kapunk pontok egy
halmazát, mely pontok a következ® tulajdonságokkal bírnak ∀k ∈ N-re:
c: xik = fikik+1(xik+1),
d: xik ∈ Kik ∩ (∩n/∈∪kj=1Nij pik(Cn)) ∩ (pik(∩n∈∪kj=1NijCn)).
A c: és d: pontok miatt xik ∈ (Xik \ {Kik), xik = fikik+1(xik+1) ∀k ∈ N-re,
így Aik ⊆ {Kik ∀k-ra és a 7. feltétel miatt ∃x ∈ lim←−(Xi, (I,≤), fij |i≤j), hogy
xik = pik(x) ∀k-ra. Ekkor azonban x ∈ {A ∩ (∩nCn), így {A ∩ (∩nCn) 6= ∅.
15. állítás. Legyen ((Xi,Mi, Ci, µi), (I,≤), fij |i≤j) mérték inverzrendszer, ahol
Ci ⊆Mi σ-kompakt halmazrendszer ∀i ∈ I-re. Ha
1. (I,≤) felfelé irányított halmaz,
2. (X,A, µ) = w − lim←−((Xi,Mi), (I,≤), fij |i≤j) létezik,
3. ∀(i1 ≤ i2 ≤ . . .) láncra, ∪np−1in (Cin) µ-majdnem σ-kompakt halmazrend-
szer,
4. µi szoros Ci-n ∀i ∈ I-re,
akkor (X,M, µ) = lim←−((Xi,Mi, µi), (I,≤), fij |i≤j) létezik és egyértelm¶.
Bizonyítás. Azt mutatjuk meg, hogy µ σ-additív ∪i∈Ip−1i (Mi)-n.
A 4. feltétel miatt µ szoros ∪i∈Ip−1i (Ci)-n.
Legyenek A1, A2, . . . ∈ ∪i∈Ip−1i (Mi) tetsz®leges diszjunkt halmazok, hogy
∪nAn ∈ ∪i∈Ip−1i (Mi). An-ek deﬁníciója miatt ∀n-hez ∃i(n) ∈ I és ∃Ai(n)n ∈
Mi(n), hogy An = p−1i(n)(Ai(n)n ). Legyen i1 = i(1). Az 1. feltétel miatt ∃i∗ ∈ I,
hogy i1 ≤ i∗ és i(2) ≤ i?. Legyen i2 = i∗. Deﬁniáljuk az i1 ≤ i2 ≤ . . . lánc többi
elemét hasonlóan. A 3. tulajdonság miatt ∪np−1in (Cin) µ-majdnem σ-kompakt




Az A1, A2, . . . halmazok tetsz®legesen választottak voltak, így µ σ-additív
∪i∈Ip−1i (Mi)-n. Ekkor a mérték kiterjeszthet®sége miatt (lásd például Halmos
[7]) (X,M, µ) = lim←−((Xi,Mi, µi), (I,≤), fij |i≤j) létezik és egyértelm¶.
A 10. tétel bizonyítása. A 14. állítás miatt tetsz®leges i1 ≤ i1 ≤ . . . lánc
esetén ∪np−1in (Cin) µ-majdnem σ-kompakt halmazrendszer. Ekkor a 13. állítás,
és a 15. állítás miatt (X,M, µ) = lim←−((Xi,Mi, µi), (I,≤), fij |i≤j) létezik és
egyértelm¶.
3. Teljes, egyetemes típustér tisztán mérhet® pa-
ramétertéren
Kiindulásképpen legyen S paramétertér, mely paramétertér tartalmazza az ösz-
szes a játékosoktól független tényt, amelyeknek befolyása lehet a játékra, pl.
a játék leírása. A játékosok véleményeinek modellezéshez az S generálta véle-
ményteret kell vennünk, tehát ﬁgyelembe kell venni, hogy miként vélekednek az
egyes játékosok S-r®l, miként vélekednek az egyes játékosok arról, hogy miként
vélekednek a játékosok S-r®l, s.i.t.
16. deﬁníció. A paramétertér mérhet® tér (S,AS), ahol AS az S téren deﬁniált
σ-algebra.
A paramétertérr®l csak azt tesszük fel, hogy mérhet®. Modellünkben a játé-
kosok olyan fogalmakkal operálnak, mint esemény, kimenetel, valószín¶ség; erre
egy tisztán mértékelméleti modell t¶nik alkalmasnak. Tudjuk azonban, hogy
tisztán mértékelméleti modell nem feltétlenül eredményez teljes, egyetemes tí-
pusteret (lásd Heifetz és Samet [11]).
17. deﬁníció. Jelölje ∆(S,AS) az (S,AS)-en értelmezett valószín¶ségi mér-
tékek halmazát, ekkor ∆(S,AS) ⊆ [0, 1]AS . Legyen (∆(S,AS), τ) a [0, 1]AS
szorzattopológia (pontonkénti konvergencia topológia) altereként el®állt topoló-
gia. Jelöljük a Baire mérhet®ségi struktúrát B(∆, τ)-val.
Ahol ez nem vezet félreértéshez, ott ∆(S,AS) helyett a rövidebb ∆(S) jelö-
lést használjuk. Hasonlóan járunk el B(∆(S), τ) és B(∆(S)) esetében is.
18. deﬁníció. Deﬁniáljunk terek egy sorozatát rekurzív módon, ahol M a játé-
kosok halmaza:
V0 = (S,AS)
V1 = V0 ⊗ (∆(V0)M , B(∆(V0)M ))
V2 = V1 ⊗ (∆(V1)M , B(∆(V1)M ))
= V0 ⊗ (∆(V0)M , B(∆(V0)M ))⊗ (∆(V1)M , B(∆(V1)M ))
...
Vn = Vn−1 ⊗ (∆(Vn−1)M , B(∆(Vn−1)M ))
= V0 ⊗⊗n−1j=0 (∆(Vj)M , B(∆(Vj)M ))
...
Vegyük a V∞ = S × ×∞j=0∆(Vj)M végtelen szorzatot. V∞-t véleménytérnek,
egy pontját világállapotnak nevezzük.
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V0 egy pontját paraméter értéknek nevezzük, egyszer¶en egy lehetséges pa-
ramétere a játéknak. V1 egy pontja nem más, mint egy lehetséges paraméter
érték, és a hozzá tartozó els®rend¶ vélemények (a játékosok véleménye a lehet-
séges paraméterekr®l), s.i.t.
Ha v ∈ V∞, akkor v nem más, mint v = (s, µ11, µ21, . . . , µ12, µ22, . . .), ahol
µij jelentése: az i  játékos j-ed rend¶ véleménye. Tehát V∞ minden eleme
felfogható úgy, mint egy véleményrangsor, (µi1, µ
i
2, . . .) minden játékosra (∀i ∈
M -re), és még egy lehetséges paraméter.
19. deﬁníció. Legyen i ∈M tetsz®legesen rögzített. Egy véleményrangsor (µi1,








n = δµin−1 ,
ahol µin ∈ [∆(Vn−1)]i ([∆(Vn−1)]i az i index másolata ∆(Vn−1)-nek), továbbá
margVn jelöli a Vn-en lév® peremmértéket.
Az els® feltétel azt rögzíti, hogy az adott játékos véleménye egy adott do-
logról nem változik a véleményrangsorban. A második feltétel szerint az adott
játékos pontosan ismeri a saját véleményét (lásd Harsányi [8]). A fenti két fel-
tétel felfogható úgy, mint a játékosok logikája, feltesszük, hogy ez a logika
köztudott.
20. deﬁníció. Vegyük azokat a pontokat (s, µ11, µ
2




2, . . .) V∞-b®l, me-
lyek esetén a véleményrangsorok (µi1, µ
2
i , . . .) következetesek ∀i ∈ M -re. Legyen
az összes ilyen pont halmaza V c∞, és hívjuk V
c
∞-t következetes alterének.
A c jelölést más terek esetében is használjuk, és jelentése megegyezik a 20.
deﬁnícióban elmondottakkal.
Modellünkben a véleményrangsorok olyan valószín¶ségi mértékek sorozatai,
melyek következetesek és megszorításaik a különböz® rend¶ csonka vélemény-
terekre kompakt regulárisak. Ebb®l következ®en deﬁniáljuk újra a véleményte-
ret (18. deﬁníció):
21. deﬁníció. Legyen
V ′0 = V0
V ′1 = V
′
0 ⊗ (∆MC(V ′0)M , B(∆MC(V ′0)M ))
V ′2 = (V
′
1 ⊗ (∆MC(V ′1)M , B(∆MC(V ′1)M )))c
...
V ′n = (V
′
n−1 ⊗ (∆MC(V ′n−1)M , B(∆MC(V ′n−1)M )))c
= (V ′0 ⊗⊗n−1j=0 (∆MC(V ′j )M , B(∆MC(V ′j )M )))c
...






















n) = ∆C((⊗n−1j=0 (∆MC(V ′j )M , B(∆MC(V ′j )M )))c)
...
ahol ∆C a kompakt reguláris (az els® fejezetben használt terminológia szerint: a
kompakt halmazokon szoros) valószín¶ségi mértékek halmazát jelöli.
Látható, hogy V ′n egy tetsz®leges pontja olyan véleményrangsorokat tartal-
maz, amelyekben a vélemények maximum n-ed rend¶ek, következetesek, és a
megszorításaik a többi játékos hasonló tulajdonságú véleményeinek tereire kom-
pakt reguláris valószín¶ségi mértékek. Tehát V ′n-ek már csak azokat a vélemé-
nyeket tartalmazza, amelyekkel a modellünkben foglalkozni kívánunk.
A következ® fogalom a legfontosabb lépés f® eredményünk bizonyításához.
22. deﬁníció. Legyen i ∈M tetsz®legesen rögzített. Deﬁniáljuk a csonka véle-






C1 = (⊗1j=0(∆MC(V ′j )M\{i}, B(∆MC(V ′j )M\{i})))c
...
Cn = (⊗nj=0(∆MC(V ′j )M\{i}, B(∆MC(V ′j )M\{i})))c
...
A csonka véleményterek segítségével leválasztottuk a szorzatterek nem to-
pologikus részét.
A következ® deﬁnícióban adjuk meg a használni kívánt mérték inverzrendszer
mérhet® tereit.







0 ⊗ (∆MC(V ′0)M\{i}, B(∆MC(V ′0)M\{i}))
T2 = (V
′




n−1 ⊗ (∆MC(V ′n−1)M\{i}, B(∆MC(V ′n−1)M\{i})))c
= (V ′0 ⊗⊗n−1j=0 (∆MC(V ′j )M\{i}, B(∆MC(V ′j )M\{i})))c
...
A következ® fogalom egy adott játékos lehetséges típusainak halmaza.
24. deﬁníció. Legyen i ∈M tetsz®legesen rögzített, és vegyük a következ® hal-
mazt:
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T i = (×∞j=0∆MC(V ′j )i)c
Ekkor T i az i játékos típusainak halmaza, T i egy pontja az i játékos egy
lehetséges típusa.
Az i  játékos típusainak halmaza tehát tartalmazza az összes lehetséges
következetes véleményrangsort. Tehát, ha t ∈ T i, akkor t = (νi1, νi2, νi3, . . .), és t
következetes. Ezen tulajdonságok miatt T i, ha T i benne van egy típustérben,
akkor ez egy teljes típustér. Látható, hogy modellünkben a vélemények már
nem, de azok megszorításai a csonka véleményterekre már kompakt reguláris
valószín¶ségi mértékek.
25. következmény. T i egy szorzattér altere, így topológiája a pontonkénti kon-
vergencia topológia: (T i, τ).
26. következmény. Legyen i ∈M tetsz®legesen rögzített,
((Tn, ν
i
n+1), (N ∪ {0},≤), prmn|m≤n) (1)
mérték inverzrendszer, ahol prmn koordináta leképezés Tn-b®l Tm-be ∀(m ≤ n)-
re, és (νi1, ν
i
2, . . .) ∈ T i.
Bizonyítás. A mértél inverzrendszer deﬁníciója megtalálható a 4. deﬁnícióban.
• prmn = prmk ◦prkn ∀(m ≤ k ≤ n)-re, a koordináta leképezések deﬁníciója
miatt,
• prnn = idT cn ∀n-re közvetlenül adódik a koordináta leképezések deﬁníció-
jából,
• prmn mérhet® ∀(m ≤ n)-re, a szorzat mérhet®ségi struktúra közvetlen
következménye,
• νin+1(pr−1mn(A)) = νim+1(A) ∀(m ≤ n)-re és ∀A ∈ Tm mérhet® halmazra a
véleményrangsorok következetessége miatt.
A 26. következmény kapcsolatot teremt a véleményterek, véleményrangsorok
és a mérték inverzrendszer fogalmak között.
27. megjegyzés. A 26. következményben (1) a
((Cn,margCnν
i
n+2), (N ∪ {0},≤), prmn|m≤n) (2)
mérték inverzrendszerre cserélhet®
A következ® állítás azt mutatja, hogy az igazi kérdés νi σ-additivitása, tehát,
hogy létezik-e a mérték inverzlimesz.
28. állítás. Legyen i ∈ M tetsz®legesen rögzített. Az (1)-ban deﬁniált mérték
inverzrendszer esetén létezik (T,AT , νi) gyenge mérték inverzlimesz (lásdd az 7.
deﬁníciót).
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Bizonyítás. Lásd a 13. állítást és a 20. deﬁníciót.
A 28. állítás νi additivitása koncentrál. Általában a mérték inverzlimesz
létezése két problémába ütközhet. Az els® az inverzlimesz gazdagsága, tehát az
a kérdés, hogy az inverzlimesz elég sok pontot tartalmazzon (a Heifetz és Samet
[11] cikkbeni ellenpélda erre a problémára épül). A második tipikus probléma
νi σ-additivitása (természetesen a két probléma nem független egymástól).
Az els® fajta probléma elkerülésére koordináta leképezéseket használunk
(majdnem sorozatmaximalitás lásd a 8. deﬁníciót és a 9. példát), míg a má-
sodik típusú probléma kezelése a valószín¶ségi mértékek valami fajta kompakt
regularitását követeli meg.
29. deﬁníció. Legyen i ∈ M tetsz®legesen rögzített. ∆MC(T,AT ) olyan va-
lószín¶ségi mértékek halmaza, hogy ha ν ∈ ∆MC(T,AT ), akkor margCn−1ν ∈
∆C(Cn−1) ∀n-re.
A következ® tétel a f® eredményünk.
30. tétel. Legyen i ∈ M tetsz®legesen rögzített, ekkor T i egyetemes típustér,
tehát létezik f : T i → (∆MC(T,AT ), τ) homeomorﬁzmus.
A tétel bizonyítását szétbontottuk.
A következ® segédtétel a mértékterek összeillesztésér®l szól.
31. segédtétel. Legyenek (M,AM , µM ), (N,AN , µN ) valószín¶ségi mértékte-
rek, és legyen µ additív halmazfüggvény A ⊆ P(M × N)-en, mely a cilinder
halmazok által generált algebra. Legyenek továbbá pM és pN koordináta leképe-
zések. Ha µ ◦ p−1M = µM és µ ◦ p−1N = µN , akkor µ σ-additív.
Bizonyítás. Könnyen látható, hogy A elemei felbonthatóak a következ® for-
mában: ∪mj=1(Mj × Nj), ahol m ∈ N, Mj ∈ AM , Nj ∈ AN . Ismert hogy,
µ σ-additív A-n pontosan akkor, ha tetsz®leges An ⊇ An+1 halmazsorozatra
(∩nAn = ∅) =⇒ lim
n→∞µ(An) = 0.
Legyen (An)n∈N ⊆ A tetsz®leges halmazsorozat, hogy An ⊇ An+1 és ∩nAn
= ∅. Ekkor ∀n ∈ N-hez legyen kn ∈ N, hogy An = ∪knj=1(Mnj × Nnj ). Legyen
F $ {f ∈ NN | f(n) ≤ kn ∀n}, ekkor ∩nAn = ∪f∈F ∩n (Mnf(n) × Nnf(n)).
Tudjuk, hogy
(∩nAn = ∅) =⇒ (∩n(Mnf(n) ×Nnf(n)) = ∅ ∀f ∈ F -re). (3)
Osszuk az ∩n(Mnf(n) × Nnf(n)) halmazokat két csoportba. Tartalmazza az
els® csoport, F1 azokat az f elemeket, ahol ∩nMnf(n) = ∅, és a maradék elemek
alkossák a második csoportot F2-®t.
Legyen Mn $ ∪f∈F1 ∩nj=1M jf(j), ahol n tetsz®legesen rögzített. Minden n-re
Mn véges sok AM -bani halmazból kapható meg, tehát Mn ∈ AM . Könnyen
látható, hogy Mn ⊇ Mn+1 ∀n-re, tehát (Mn)n∈N monoton halmazsorozat. Azt
kell még látnunk, hogy ∩nMn = ∅.
∩nMn = ∪f∈F1 ∩n Mnf(n). F1 deﬁníciója miatt ∩nMnf(n) = ∅ ∀f ∈ F1-re,
tehát ∩nMn = ∅.
A fentiekb®l következik, hogy ∩n(Mn × N) ⊇ ∪f∈F1 ∩n (Mnf(n) × Nnf(n))
∀n-re. µM σ-additivitása miatt µM (Mn)→ 0, tehát
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lim
n→∞µM (Mn) = limn→∞µ(Mn ×N) ≥ limn→∞µ(∪f∈F1 ∩n (M
n
f(n) ×Nnf(n))),
így µ(∪f∈F1 ∩n (Mnf(n) ×Nnf(n)))→ 0.
Az F2 halmazra teljesen hasonlóan látható, hogy µ(∪f∈F2∩n(Mnf(n)×Nnf(n)))
→ 0.
µ additivitása miatt
µ(∪f∈F1 ∩n (Mnf(n) ×Nnf(n))) + µ(∪f∈F2 ∩n (Mnf(n) ×Nnf(n)))
≥ µ((∪f∈F1 ∩n (Mnf(n) ×Nnf(n))) ∪ (∪f∈F2 ∩n (Mnf(n) ×Nnf(n)))).
(4)
Legyen  > 0 tetsz®legesen rögzített. Ekkor ∃n1 ∈ N, hogy µ(∪f∈F1 ∩n
(Mnf(n) × Nnf(n))) < 2 ∀n ≥ n1-re, és ∃n2 ∈ N, hogy µ(∪f∈F2 ∩n (Mnf(n) ×
Nnf(n))) <

2 ∀n ≥ n2-re. Ekkor µ(∪f∈F1 ∩n (Mnf(n) × Nnf(n))) + µ(∪f∈F2 ∩n
(Mnf(n) ×Nnf(n))) <  ∀n ≥ max{n1, n2}-re. A (4) egyenl®tlenség és  tetsz®le-
gesen választott volta miatt µ(An)→ 0.
32. deﬁníció. Legyen g : ∆MC(T,A) → T i olyan, hogy ∀ν mértékhez azt a
t = (νi1, ν
i
2, . . . , ν
i
n, . . .) pontot rendeli T
i-b®l, ahol
νin = margTn−1ν ∀n ∈ N.
33. segédtétel. g bijekció.
Bizonyítás. El®ször megmutatjuk, hogy g injektív. Ha ν ∈ ∆MC(T,AT )
adott, akkor ν egyértelm¶en meghatározza a peremmértékeit, tehát meghatároz
egy pontot T i-ben.
Most azt mutatjuk meg, hogy g szürjektív. A 10. tétel feltételei teljesülnek a
(2) mérték inverzrendszerre, hiszen a 9. példa, a kompakt halmazok és a perem-
mértékek kompakt regularitása biztosítja a feltételeket. Ekkor a 28. állítás mi-
att alkalmazhatjuk a 31. segédtételt (S,A, νi1)-re és a (2) mérték inverzrendszer
mérték inverzlimeszére. A mérték kiterjeszthet®sége még az egyértelm¶séget is
biztosítja, így az (1) mérték inverzrendszernek egyetlen mérték inverzlimesze
van. Tehát tetsz®leges t ∈ T i elemhez létezik ∆MC(T,AT ) halmazbani elem (a
mérték a mérték inverzlimeszben), mely peremmértékei t komponensei.
34. deﬁníció. Legyen f = g−1.
35. segédtétel. f homeomorﬁzmus.
Bizonyítás. Közvetlen következménye a τ topológia tulajdonságainak.
A 30. tétel bizonyítása.
Legyen f deﬁniálva a 34. deﬁnícióval.
A 33. segédtétel miatt f bijekció.
A 35. segédtétel miatt f homeomorﬁzmus.
36. megjegyzés. A 30. tétel típustere egyetemes.
37. megjegyzés. A homeomorﬁzmus létezése csak (∆MC(T,AT ), τ)-ra, nem
(∆MC(T, σ(AT ), τ)-ra bizonyítottuk, mert az utóbbira nem feltétlenül létezik
(lásd a 38. példát).
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A következ® ellenpélda a 30. tételhez f¶zött 37. megjegyzést támasztja alá.
38. példa. Legyen Ω $ [0, 1]{1,1/2,1/3,...,1/n,...}, tehát az 1, 1/2, 1/3, . . . , 1/n, . . .
pontokon értelmezett [0, 1]-be képez® függvények halmaza.
Legyenek fn(x) =
{




1, ha fn ∈ A
0 különben
Dirac-mértékek. Ekkor Ω kompakt metrikus tér, mérhet®ségi struktúrája a ko-
ordináta leképezések generálják (szorzattopológia), és látható, hogy a Borel és
Baire halmazok egybeesnek.
Az is látható továbbá, hogy a koordináta leképezések segítségével megadott
algebra (cilinder halmazok) generálja a Borel mérhet®ségi struktúrát.
Legyen f0 = 0 konstans függvény, és legyen δf0 a fent deﬁniáltaknak megfe-
lel®en Dirac-mérték. Látható, hogy δfn → δf0 pontonként az algebra (cilinder
halmazok) összes elemén, de a B = {f0} (minden pontban nulla függvény) hal-
mazon, ami nem eleme az algebrának csak a σ-algebrának, δfn(B) 9 δf0(B).
A következ® példa azt demonstrálja, hogy a mi modellünk mennyiben lehet
el®relépés a korábbi modellekhez képest.
39. példa. Legyen két játékos, mindkét játékosnak legyen két-két stratégiája.
Ez a játék normál formában egy pont R8-ban. Van egy valószín¶ségi változó,
mely meghatározza a játékosok kiﬁzetéseit, tehát a paramétertér legyen S = R8R
(a paraméterek függvények R-b®l R8-ba). S nem kompakt, nem Polish-tér, így
Mertens és Zamir [14], ill. Brandenburger és Dekel [4] modelljei nem m¶ködnek
ebben az esetben. Legyen S mérhet®ségi struktúrája a Borel halmazai. A mi
modellünkben a lehetséges vélemények az összes valószín¶ségi mértékek halmaza
S-en, de ezek között lehetnek olyanok, melyek nem kompakt regulárisak, tehát
Heifetz [9], Mertens et al. [15] modelljei kevésbé általánosak, mint a miénk.
Két megjegyzés:
40. megjegyzés. A Baire halmazok szerepe csupán a modellezni kívánt problé-
ma szempontjából fontos (hasonlóan Heifetz és Samet [10]-hoz). A Baire halma-
zok helyett mindenhol Borel halmazokat használva a fenti eredmények érvényesek
maradnak.
41. megjegyzés. Elfogadott az irodalomban (lásd Dekel és Gul [6]), hogy a
Bayesi modellekben maga a modell is köztudott a játékosok számára. Ez a mi
modellünkben is igaz, de csak a 37. megjegyzés mellett. Ha σ-algebrára sze-
retnénk látni a homeomorﬁzmust (ez lenne a szép modell), akkor a játékosok
számára a modell nem lenne köztudott.
A fent ismertetett modellnek f® erénye az, hogy a különböz® rend¶ véle-
mények terén olyan topológiát deﬁniál, mely független az alacsonyabb rend¶
vélemények tereinek topológiájától, ráadásul ezen tér a vélemények gazdagabb
ábrázolását teszi lehet®vé.
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