Motivation: There are two general methods for making gene-expression microarrays: one is to hybridize a single test set of labeled targets to the probe, and measure the background-subtracted intensity at each probe site; the other is to hybridize both a test and a reference set of differentially labeled targets to a single detector array, and measure the ratio of the backgroundsubtracted intensities at each probe site. Which method is better depends on the variability in the cell system and the random factors resulting from the microarray technology. It also depends on the purpose for which the microarray is being used. Classification is a fundamental application and it is the one considered here.
Introduction
There are two general approaches to making measurements of mRNA abundance using fluorescently labeled cDNAs synthesized from the pools of mRNAs extracted from cell or tissue samples and hybridized to arrays of probes of defined sequences. One approach is to hybridize a single test set of labeled targets to the probe, and measure the background-subtracted intensity at each probe site. The other is to hybridize both a test and a reference set of differentially labeled targets to a single detector array, and measure the ratio of the background-subtracted intensities at each probe site. Both approaches have well known strengths and weaknesses. Continuing improvements in printing technology, and the availability of detector arrays that could easily support either format allow researchers to choose to employ either method. In order to identify which method will provide the most useful data, evaluation of how the performance of the two methods affects the accuracy of the determinations that are to be made with the data is worthwhile. We describe a general simulation method that compares the accuracy of classification provided by these methods over a variety of noise types and extents and present the results of a study modeled on noise typical of cDNA microarray data.
Much remains unknown regarding understanding the impact of various noise sources in highlevel data analysis algorithms, such as network design and gene-expression-based classification, the latter being the topic of this study. A major barrier to an effective understanding of noise in this context is the large number of sources of variance inherent in the process of making these measurements. In many statistical analysis publications, the measured gene expression data are assumed to have multiple noise sources: noise due to sample preparation, labeling, hybridization, background fluorescence, different arrays, fluorescent dyes, and different printing locations. In attempting to quantitate the level of noise in a set of experiments, some studies employ ANOVA models in which the log-transformed gene expression signal is represented by true signal plus an additive noise [Kerr et al., 2000a; Kerr et al., 2000b] :
where µ is the average expression signal, and A, D, V, G, (AG), (VG) and ε are array effect, dye effect, sample variety effect, gene effect, combination of array and gene, combination of variety and gene, and independent noise, respectively. There are other proposed models for expression signals. These include: mixture models for gene effect [Lee, 2000] , multiplicative model (not logarithm-transformed) [Yang et al., 2001; Sasik et al., 2002] , ratio-distribution model [Chen et al., 1997; , binary model [Shmulevich and Zhang, 2002] , rank-based models not sensitive to noise distributions [Wong et al., 2001; Ben-Dor et al., 2000] , replicates using mixed models [Wernisch et al., 2003] ; quantitative noise analysis [Tu, et al., 2002; FathallahShaykh et al., 2002] , and design of reverse dye microarrays . In addition to the many studies on noise estimation in microarrays, there is a very large literature dealing with methods to isolate and eliminate the noise component from the measured signal. These studies suffer from the daunting complexity and inhomogeneity of the noise in these measurements, and in the end, one is still left far from the ideal of having only the true signal, with noise suppressed to an insignificant portion of the measurement. Given this situation, we will investigate via modeling and simulation the performances of intensity and ratio measurements when these measurements are used to classify samples in the presence of the types and ranges of noise commonly present in microarray data sets. As could be expected, each method has merit, and the decision as to which measurement method provides better results depends upon the particular type and level of noise.
A key goal for microarray-based analysis of gene expressions is to perform classification via different expression patterns -for instance, cancer classification [Golub et al., 1999; Alizadeh et al., 2000; Hedenfelk, et al. 2001] . This requires designing a classifier that takes a vector of gene expression levels as input, and outputs a class label. Classification can be between different kinds of cancer, different stages of tumor development, or a host of such differences. Classifiers are designed from a sample of expression vectors. This requires assessing expression levels from RNA obtained from the different tissues with microarrays, determining genes whose expression levels can be used as classifier variables, and then applying some rule to design the classifier from the sample microarray data. Classifier performance depends on the distribution of the expression levels, in particular, their variance owing to various noise conditions. Thus, it behooves an investigator to make the best choice in deciding whether to use intensities or ratios with regard to how different kinds of noise affect their performances. While we focus on a basic model containing essential noise conditions, the methodology can be adapted to the circumstances of individual investigators.
The paper has an appendix containing supplementary and background material.
The Model
The description of the model is broken into four parts: (a) the measurement equation for genes in the reference state; (b) the measurement equation for genes in the test state, which in our model means over-expressed genes; (c) the ratio and normalization procedure for a dual-channel system; and (d) the intensity and normalization procedure for a single-channel system.
Measurement equation for reference state
There are d genes, g 1 , g 2 ,…, g d , in the model. In the reference state the expression-intensity mean of these genes is assumed to be distributed according to an exponential distribution with mean β shifted to the right by φ, the amount of the shift representing the minimal detectable expression level above background noise. Hence, there are d mean expression levels I 1 , I 2 ,…, I d with
These are randomly selected at the beginning of each trial of the experiment and remain fixed throughout the trial. Typical values of β are in the range 2000-4000. For our simulations, φ and β have been estimated from a set of microarray experiments, and are set to φ = 100 and β = 3000.
(The parameters, φ and β or any of the other model parameters, can be set to appropriate values to model the characteristics of any data set.) Moreover, other models could be considered for the mean expression levels, in particular, the log-normal distribution (Hoyle et al., 2002) . The intensity u ik of gene g k in the ith sample array for the reference state is drawn from a normal distribution with mean I k and standard deviation αI k , where α is a model parameter controlling signal variability,
I k represents the "true" gene-expression level drawn according to Eq. 2, and α is the coefficient of variation of the cell system. Typically, α is in the range 0.05 to 0.15 (derived from homotypic (self-self) hybridization). In microarrays produced by contact printing, there is a pronounced gain (or loss) of observed signal level owing to variances in the amount of probe DNA deposited and immobilized on the microarray detection device. This signal gain is related to each immobilized detector and therefore each observation, independent of the sample, and denoted by d k for gene g k . This deposition gain is modeled by a beta distribution with mean 1 over the interval [1/c, c] , where 1 ≤ c ≤ 6. When c = 1, there is no gain. Letting a and b denote the parameters of the beta distribution, a simple calculation shows that b = ac and, so long as a > 1, the density for the beta distribution has a single maximum at (a − 1)/(a + ac − 2). To avoid the use of two parameters in specifying the beta distribution, we set a = 2, so that b = 2c. Hence,
If one desires a tighter variance for the beta distribution while keeping its range over the interval [1/c, c] , then one can choose a larger value for a. There is also a gain/loss of expression level owing to the RNA labeling procedure. This gain, denoted l i , is related to each array and is a constant scale factor for all genes for a given sample. Like the deposition gain, the labeling is drawn from a beta distribution with mean 1 over an interval of the form [1/h, h], where 1 ≤ h ≤ 4. Again setting a = 2, we have
Although the intention of the image processing on an array is to remove various noise effects prior to extracting the signal measurement, there are always some residual noise effects on the measured signal. The typical model for such random effects is the additive noise model. The distribution of this noise is assumed to be array dependent since the quality associated with individual arrays can vary across a set of experiments, thereby affecting the degree to which image processing can filter out the noise. The additive noise, n ik for gene g k , is drawn from a zero-mean normal distribution with standard deviation
σ is large or small depending on whether the ith array is good or bad. As noted, a i σ will vary for a set of experiments. It is modeled as a random variable from a normal distribution,
where µ a describes the typical post-processing measurement variability and σ a defines the dispersion of the possible variation within a given experimental design. µ a and σ a are model parameters. Typical values for µ a are in the range 40 to 120 arbitrary intensity units, with σ a being approximately µ a /3.
Putting the preceding contributions together yields the measurement equation for the reference state for gene g k on the ith array:
Measurement equation for test state
For the test state, the model assumes that a set of r of the d genes are over expressed. In each trial of the experiment this set of r over-expressed genes is randomly selected from among the full collection. To ease notation, and without loss of generality, we can re-label the genes so that g 1 , g 2 ,…, g r are over expressed and g r+1 , g r+2 ,…, g d are not. Over expression of gene g j , j = 1, 2,…, r, is modeled multiplicatively according to the fold change (over expression) of gene g j . A nominal (mean) fold change, ρ, is assumed for the model. The actual fold change for gene g j on the ith array is r ij ρ, where (similarly to the cases for the deposition and labeling gains) r ij is drawn from a beta distribution over the interval [1/p, p] with mean 1,
where 1 ≤ p ≤ ρ. When the model parameter p = 1, there is no variation in the fold change, so that it is fixed at ρ; when p = ρ, the fold change lies between 1 and ρ 2 . The measurement equation for the test state for gene g j on the ith array is given by
We have set ρ = 1.5, as this is a level of fold change that can be reliably detected with 95% confidence, with non-commercial, contact-printed cDNA arrays ). Additionally, demanding this level of performance makes the difficulty of classification neither too easy nor too difficult under practical choices for the other model parameters.
Single-channel system
In a single-channel system, gene-expression intensity, x ij , for the over-expressed genes, g 1 , g 2 ,…, g r , is given by Eq. 10 with x ij in place of v ij . For the remaining genes, g r+1 , g r+2 ,…, g d , that are not over-expressed, the intensity is given by Eq. 8 with x ik in place of v ik . To normalize the intensity for the ith array, let 
is used for classification. This normalization assures that all normalized experiments have mean expression level 1000.
Dual-channel system
In a dual-channel system, the ratio for the over-expressed genes, g 1 , g 2 ,…, g r , is given by
where the superscripts test and ref indicate that the variables must be drawn independently for the test and reference channels. The deposition gain d j is fixed for a given probe on the array and is therefore the same in both the test and reference channels. On the other hand, whereas the labeling gain depends on the array, not the specific gene, it does vary between the test and the reference channels. For the remaining genes, g r+1 , g r+2 ,…, g d , that are not over-expressed, the ratio is given by
For the ith array we take the log transform of the ratios t i1 , t i2 ,…, t id to obtain log t ik , for k = 1, 2,…, d. The mean, ) 2 ( i m , of the log-transformed ratios for the ith array is computed and we define the normalized ratio according to the equation
for
is used for classification. Note that the mean of the log-transformed ratio is around 0 for all trials.
Experimental Methodology
Comparison of ratio-based and intensity-based classification is done via simulations according to the preceding model. Owing to the small-sample setting, the number of genes in a classifier must be kept small. Thus, we consider classification using 3 genes. Moreover, because we do not want to mask the effects of the two different data models, we do not want to use a suboptimal featureselection algorithm. Therefore, using the training data, we will choose a feature (gene) set exhaustively from among all possible feature sets. This presents a combinatorial problem that is exacerbated because we need to run the classification a large number of times to get good error estimates over many model conditions. Hence, we will limit ourselves to d = 30 genes and use kNN classification because of its computational efficiency. Final classification is done with k = 3. In the reference state all simulated expressions are generated independently, and hence uncorrelated. However, in the test state we consider two types of expression data, uncorrelated and correlated.
When considering uncorrelated expressions in the test state, all simulated expressions in both test and reference states are generated independently. Hence, r = d = 30. For the single-channel case, the data for the test and reference states are generated according to Eqs. 10 and 8, respectively, with normalization accomplished according to Eq 11. For the ratios, the data are generated using Eqs. 12 and 13, with normalization accomplished according to Eq. 15. Owing to the lack of correlation among the over-expressed genes, classification will not suffer from the feature set being less discriminating because of correlated features.
Correlation in the test state is achieved in a way that models the situation in which there are a small number of genes regulating the rest of the genes. To accomplish this purpose, we assume d = 30 Boolean flags, λ 1 , λ 2 ,…, λ d , with gene i being over-expressed if and only if λ i = 1. We assume that l of the d genes constitute the control base of the system. The flags of the non-base genes are Boolean functions of the flags of the base genes. This means that the over-expression of a non-base gene is dependent on the over-expression of the base genes. The idea here is to generate correlated data of the kind that might arise from a Boolean genetic regulatory network. For each run of the experiment corresponding to the test state, the base genes are uniformly randomly assigned values of 0 or 1, and the flag functions are evaluated to determine the overexpressed non-base genes. The number r of over-expressed genes in the test state depends on the number of over-expressed base genes and the Boolean functions giving the flags of the non-base genes. This represents a basic difference between correlated and uncorrelated test models: each data point for the test state in the uncorrelated model is generated by 30 over-expressed genes, whereas each data point in the correlated model is generated by r over-expressed genes and 30 − r genes that are not over-expressed. If the flag of a gene is 1, then the data for it are generated according to Eqs. 10 and 12 for the single-channel and dual-channel systems, respectively (with corresponding normalizations); if the flag is 0, then the data for the gene are generated as in the reference state. Data generation for the reference state is done in the same way as when there is no correlation in the test state.
Regarding generation of the Boolean functions, the total number of possible Boolean functions on l Boolean inputs is 2 m , m = 2 l . A Boolean function with l inputs can be viewed as a truth table with 2 l rows, one for each input. A Boolean function is generated for each of the remaining flags by uniformly randomly assigning each row a value of 0 or 1. We set number of base genes to be l = 3. We do not allow the Boolean functions defined by all 0s or all 1s because these choices would lead to the gene being independent of the base genes. Thus, there is a total of 254 possible Boolean functions. The experimental setup is the same in both the uncorrelated and correlated settings (Figure 1 ). A training sample of size 30 is generated, with the number of reference states (class 0) and test states (class 1) being chosen binomially with equal probability, so that on average the number of microarrays for each state is 15 but this number is not fixed for each trial. Based on the training data, and using leave-one-out error estimation, exhaustive gene selection is done on the 30 genes to choose the best subset of 3 genes for classification. The 3NN classifier designed on the training set with the 3 selected genes is then evaluated on 5000 test points to get a very precise estimate of the classifier error. The performance is averaged over 100 experimental runs for each fixed set of model parameter values as defined in Eqs. 2 through 7.
Experimental Results
In the first set of experiments for uncorrelated test-state data, four of the model settings are set to create no variability, while the remaining setting is varied. The purpose is to compare the effects of the individual parameters for ratio and intensity data. In all experiments, φ = 100 and β = 3000.
For labeling gain, with α = 0.05, c = 1, µ a = 0, σ a = 0, and p = 1.0, there is no error to the fourth decimal place for both ratio and intensity for h up to 4.0. Thus, labeling has essentially no individual effect. Residual noise also has essentially no effect. For the settings, α = 0.05, c = 1, h = 1, and p = 1.0, ratio-based error is about 0.005 with µ a = 120 and σ a = 40 (intensity-based error being 0.0002). Over-expression variability has a small effect on both ratio and intensity for large p, with the error for both near 0.02 when p = 1.5 for α = 0.05, c = 1, h = 1, and µ a = σ a = 0.
Figure 2(a) shows that small and middling values of the true-signal coefficient of variation α (α ≤ 0.11) have little effect on either method; however, beyond that both methods suffer, with the ratio method suffering significantly more. The greater effect on the ratio is likely due to the manner in which division accentuates the variability in the ratio for low signals.
The greatest disparity between the methods appears in Figure 2 (b), which concerns the deposition-gain parameter c. High variability in the deposition gain has essentially no effect on ratio-based classification, but is extremely detrimental to intensity-based classification. This is not surprising because, whereas the effects of deposition gain are neutralized by the ratio owing to the division, they are left intact with the direct intensity.
To compare the combined effects of the coefficient of variation and the deposition gain in the context of uncorrelated test-state data, we vary them jointly in the ranges of α and c where classification is impacted. The results are shown in Figure 2(c) , where all other parameters have been fixed at mid-level values. For modest values of α, the effect on ratio-based classification is small, even for high deposition variability, with great effect on intensity-based classification. For the highest coefficient of variation and lowest deposition variability, the ratio-and intensitybased classifications perform the same; in all other cases, the ratio method substantially outperforms the intensity method.
Having found the ranges of α and c where classification is impacted with uncorrelated teststate data, we consider correlated over-expressed genes in the test state in those ranges, with all other parameters set at middle values. Three situations have been considered: one base gene upregulated, two base genes up-regulated, and three base genes up-regulated. Error rates are similar the three situations. In all cases, the trend of Figure 2(c) is repeated, albeit, with higher error rates than in the uncorrelated model. Figure 2(d) shows the results for the case of one base gene being up-regulated. The conclusion: ratio-based classification outperforms intensity-based classification unless deposition-gain variability is kept very small.
Error rates suffer from correlation for the obvious reason that correlated feature sets carry less discrimination power. They also suffer in comparison to the uncorrelated model because not all 30 genes are over-expressed in the test state (as they are in the uncorrelated model). Nonetheless, the key issue for the present study is performance comparison between the ratio and intensity approaches, and here there is consistency between the correlated and uncorrelated models.
To better quantify the performance comparison, we have computed the errors for both ratiobased and intensity-based classification across coefficient-of-variation and deposition-gain pairs in the relevant ranges for both using the uncorrelated model. This results in the error surfaces in Figure 3 (a), green for intensity and red for ratio. We can see there is an approximately straight line separating the cv-gain plane, with ratio-based classification being better on one side and intensity-based classification being better on the other. A regression line for intersection points of the surfaces is plotted in Figure 3 (b), with ratio-based classification being better above the line and intensity-based classification being better below it.
There are excellent practical reasons to prefer an intensity-based measurement. The strongest is the possibility of direct comparison of such measurements across all studies done with the same detection system. When using a ratio measurement system, one requires not only use of the same detection system, but also use of the same reference sample for direct comparability. In practice, broad usage of a single reference standard has not been widely adopted, seriously impeding cross comparisons among studies. Usage of ratio measurement persists in spite of this deficiency because for many systems it has been found to provide considerably better accuracy than can be obtained using intensity only. The methods described in this paper provide a reasonable way of estimating the difference in accuracy one can expect using the two methods for any system, since the relevant parameters can be estimated from data produced by that system, allowing an informed choice.
1. Sample preparation. This source of noise originates from all steps prior to hybridization, such as reverse transcription and fluorescent dye labeling. One can observe this noise by preparing biological samples multiple times. 2. Hybridization. Although most experiments are done under similar conditions during hybridization and post-processing (such as washing), array hybridization is still very sensitive to slight environmental changes and handling. However, this source of noise is commonly considered smaller than that owing to sample preparation. 3. Background fluorescence. Many microarray scanners and the glass-substrate introduce fluorescence even when no signals are presented. This background noise is also related to the sample preparation. The non-uniform and non-specific hybridization is the frequent reason for background subtraction; however, background-subtraction algorithms have the effect of transforming the data, which can be considered a kind of noise relative to the final gene expression data. 4. Array effect. This so-called "array-array variation" is an aggregate noise effect resulting from combining the variation due to sample preparation, hybridization and array fabrication. 5. Fluorescent dye effect. Two different dyes may introduce some systematic dye effect.
This effect is normally gene-specific, and rare. 6. Sample and Gene effect. Noise may not behave consistently across vastly different biological samples, as well as genes, possibly due to their biological and structural differences. 7. Different printing locations. If the arrays are fabricated by print pen, then each print pen may introduce some pre-defined artifact, along with some local concentration unevenness. This can result in observed expression signal changes from side to side, and top to bottom.
In a common noise interaction model (see Eq.1), these noise types are considered to interact additively under a log-transformation (or multiplicative in raw format). Various publications discuss other models as cited in the main body of the paper.
Appendix A2. Parameter Estimation
In this section of the appendix we discuss estimation of various parameters employed in the simulation model.
Exponential Distribution Estimation (for Eq. 2).
We have selected one set of experiments with 50 arrays hybridized to prostate cancer samples (arrays supplied by Agilent Technologies, data not published), and using these we have estimated the parameter for the exponential distribution. Using only the Cy5 channel intensity data, β was spread from 1826 to 5023.
Estimation of Coefficient of Variation (cv) of Microarray Assay (for Eq. 3).
The coefficient of variation of each microarray can be found by using a set of housekeeping genes that carry minimal biological variation between samples, or a set of duplicated spots on the same microarray, which has only assay variation plus spot-to-spot variation (or printing artifacts). The latter method typically produces a smaller cv than that from housekeeping gene set, but it may not be available on every array. The calculation for cv is given as follows: 1. For a given set of housekeeping (HK) genes: a. Get all normalized expression ratios t i , for HK genes; b. Calculate cv by (Chen, et al., 1997) cv = 1 n
2. For a given set of replicated genes (replicated K times for each gene): a. Get all normalized expression ratios t i,j for all duplicate locations j = 1, …, K, for gene I; b. Calculate ratio of ratios t i,j = t i,j /t i,1 , for j = 2, …, K; c. Calculate cv by
Also, cv can be estimated from a self-self (homotypic) experiment. It is normally around 0.05 to 0.15. To justify this observation, we have selected the same 50 aforementioned arrays. For these, the cv of each experiment estimated from duplicate spots was spread from 0.067 to 0.073.
Estimation of Deposition Gain.
The deposition gain is estimated from a set of experiments (again choosing the same 50 arrays as before) with common reference in one channel of cDNA microarray hybridization. The estimation procedure is given as follows: Fig. 4 . 5. To avoid some inaccurate intensity measurements that may still remain in the data set after measurement quality filtering, we estimate the 1-percentile point and 99-percentile point from the deposition gain ratios, τ 1% and τ 99% . Estimate the range of deposition gain, c, by
For the set of 50 experiments employed, we have c = 2.28. In our simulations we have considered a range of c that includes this experimentally derived value, namely, 1 ≤ c ≤ 6.
times the number of errors made by the n classifiers. Since the classifiers are designed on sample sizes of n − 1, n ε actually estimates the error ε n−1 . It is an unbiased in the sense that E[ n ε ] = E[ε n−1 ]; however, its variance is large for small samples.
Appendix A4. Beta Distribution
The beta density takes on various shapes and is therefore useful for modeling many kinds of data distributions. A random variable X is said to possess a beta distribution if it has density
for 0 < x < 1 and f(x) = 0 elsewhere, where for α > 0, β > 0, Β(α, β) is the beta function. If α < 1 and β < 1, the beta density is U-shaped; if α < 1 and β ≥ 1, it is reverse J-shaped; if α ≥ 1 and β < 1, it is J-shaped; and if α > 1 and β > 1, it has a single maximum. If α = β, then the density is symmetric. The mean and variance are µ = α(α + β) −1 and σ
The beta distribution is generalized so as to cover the interval (a, b). The generalized beta distribution has density Classification error surfaces from simulated intensity and ratio data are shown in the first part, and in the second part the intersection line (regression from intersection points) is plotted to demonstrate the domains where ratio or intensity data performs better than the other.
