Bitcoin faces a network effects problem: although its widespread adoption is related to an increase in the number of users, its price volatility lowers consumption. Given the low consumption, a low number of merchants accepting bitcoins would also be expected. However, an increasing number of venues (i.e. merchants) are observed. This paper aims to investigate that paradox. An econometric procedure is followed examining the linkages among Bitcoin's price volatility, market capitalization, and the number of venues, by using weekly time series data for a five-year time period (February 2013-February 2018).
Introduction
Bitcoin is the first decentralized peer-to-peer electronic payment network [1] and the leading cryptocurrency in terms of market capitalization [2] . However, Bitcoin's price volatility is considered as one of its main barriers to its widespread adoption and constitutes a critical issue for both academics and practitioners [3] [4] [5] [6] .
Bitcoin, as a peer-to-peer electronic payment network, exhibits network ef-How to cite this paper: Roussou [17] . Network effects appeared as a concept in early of 20 th century by Theodore Vail, the President of Bell Telephone and were popularized in early 1980s by Robert Metcalfe in the homonymous law [18] . According to Metcalfe's law, the value of a network is proportional to the square of the number of nodes, i.e. the number of network users [10] . Moreover, Liebowitz and Margolis [9] coined the term of "synchronization value", which is the additional value derived from the fact that the users of the network are able to interact with other users and this value is the essence of network effects. For example, Bitcoin's value is limited if it is composed of only two users, while Bitcoin's value raises for each user as more and more users join the system and interact with each other. Network effects are believed to be endemic in the digital economy. Digital economy experiences problems that are different in character from the problems that have been solved by markets for more ordinary commodities in the traditional economy [9] [19] [20] .
In the traditional economy, the rarer a product is, the more value it has (e.g. diamonds, oil). On the contrary, in the digital economy, a digital product in abundance has greater value: the more something is demanded and the more is expected to be demanded then the more valuable it becomes (e.g. mobile phones, social media).
This feature of digital products is known as "network externalities", which are the economic concept of the external consequences derived by the network effects and are considered the drivers of the networked economy [21] . The term was coined by Jeff Rohlfs [22] . A network externality is the effect of a transaction between two parties on a third party which is not involved in the execution of that transaction [23] and depends upon the number of other users who are in the same network [19] . Network externalities are the side effects or consequences on the user of a good/service that the existence of other users utilizing the same or similar goods/services has. The enchantment of network externalities is that they often come out as surprise and as a byproduct that was not calculated or foreseen in any way [23] . Network externalities are exhibited wherever a user enjoys benefits or suffers costs from changes in the size of an associated network [17] ;
thus, they can be positive and negative. Positive network externalities are the main reason for building networks. However, the same phenomenon can be both positive and negative, depending on the role of the observer [23] . For example, in Bitcoin, as more users join the network, positive network externalities arise for exchange services since the increase in transactions will grow their profits, but these increased transactions cause congestion in the network, resulting in the augmentation of transaction fees, i.e. a negative network externality for the users.
Network effects and network externalities have been used interchangeably in the literature [16] ; however, network effects are not always network externalities [17] . The difference between them lies in whether the impact of an additional user on other users is somehow internalized [9] . Internalizing an effect means that it is [16] . When network effects are internalized, they are no longer externalities [9] . The usual ways to achieve internalization is via fines & taxes or subsidies. For example, network externalities that derive by joining a network can be internalized by subsidizing early adopters, who would not otherwise join this network if they had to face the full marginal cost of their participation in the network.
Network effects [7] [8] and externalities [24] [25] appear in the case of Bitcoin as more participants join the network. Bitcoin's network has multiple participants, which can be grouped in two basic categories: enablers (miners, exchanges, and developers) and users (merchants, consumers, investors, and speculators) [26] . In the case of the Bitcoin's adoption, the network effects mean the more merchants accept bitcoins, the more consumers are likely to pay with bitcoins and vice versa. However, Bitcoin faces a network effects problem, since the benefit in using bitcoins is positively correlated with the number of users: if few merchants accept bitcoins, the benefits for consumers to use products paid with bitcoins are low; if few consumers use bitcoins, merchants have little incentive to accept bitcoins [11] [12] . This benefit in using cryptocurrencies is based on their value, which is linked to the usage to buy goods and services paid with them.
Because of this value, most owners of cryptocurrencies want to hold them instead using them to consume; therefore, cryptocurrencies are not widely used in commerce [14] . The utility of a cryptocurrency is based on the mutual concepts of "acceptance" and "usage" between merchants and consumers and the biggest challenge is convincing both parts to use it in exchange for goods and services [12] . In order for Bitcoin to achieve widespread adoption, people have to use it, but the problem is that people who own bitcoins prefer to hold them as an investment instead of using them for consumption because they expect a higher value [13] .
Since the number of Bitcoin consumers is small, it would be expected that few merchants will accept bitcoins as a means of transaction. However, as it can be seen in Figure 1 , which depicts the volatility of the Bitcoin's closing price in USD [27] [28] and the number of venues that accept bitcoins [15] , during a five-year time period, there is a steady increase of the venues, despite the lack of interest for consumption, which is due to investment and speculative trends that are triggered by the Bitcoin's price volatility, as aforementioned. More specifically, there are two opposite facts, which constitute a paradox in the Bitcoin network effect: the small consumer base and the increasing number of merchants.
The essence of the paradox lies in the management of expectations, which is a feature of the networked economy. In traditional markets, equilibrium is explained by the balance between costs and demand, between marginal costs and marginal utility. In networked markets, there is also equilibrium to be achieved between actual demand and expectations of total demand [21] . Any investor or speculator who expects Bitcoin returns is a potential consumer, while merchants expect to increase their sales turnover. When the equilibrium between those expectations will be achieved, the size of the network will be optimal for both parts, meaning that the Bitcoin's widespread adoption as a means of transaction is achieved. At this point, it is worth clarifying the existence of the Bitcoin's network effects paradox in the short and long term. Bitcoin price is highly volatile; however, as it is shown in Figure 1 , the sudden increase or decrease (shock) in the Bitcoin price in the short term is accompanied by a long-term trend of increase or decrease in Bitcoin price. If the long-term trend of the Bitcoin price is increasing or it is expected to increase, despite the short-term shocks during this trend, the demand for bitcoins is increased, thus the number of the Bitcoin users (i.e. potential consumers) rises; therefore, an increasing number of venues are expected and the paradox is eliminated. On the other hand, if the long-term trend of the Bitcoin price is decreasing or it is expected to decrease, the demand for bitcoins is also decreased, thus the number of the Bitcoin users is reduced; therefore, an increase in the number of venues is contradictory and this constitutes a paradox.
The existence of this paradox can be explained possibly by the fact that the negative network effect of Bitcoin's price volatility is not yet internalized. Con-Theoretical Economics Letters sequently, negative network externalities exist (e.g. speculative and investment trends) and the equilibrium network size is smaller than optimal. This is the reason for which Bitcoin's price volatility remains one of its main barriers to mass adoption [3] [4] [5] [6] . Nevertheless, Bitcoin has shown its ability to internalize network effects so far. For example, until today internalization in Bitcoin has been applied in two cases: 1) the case of early miners, who were subsidized (rewarded) to join Bitcoin by receiving greater reward for each mined bitcoin according to the Bitcoin protocol. Since the proof-of-work mining system of Bitcoin requires a great amount of computational power, miners should be financially sustainable in order to face expenses for hardware investments and electricity power, as they are the basic enablers of the Bitcoin network [29] and are dependent on the user participants, and 2) the case of early users of Bitcoin, who were also motivated to join the network, since the transaction fees were minimal compared to the transaction fees of other payment networks (e.g. credit cards, PayPal). However, as more and more users were joining the network and transactions increasing, negative network externalities derived from the fact that the network was overloaded. The transactions' verification was delayed for a long period of time, because the size of the blocks was not enough to support the increased amount of transactions. This fact conduced to a significant increase of the transaction fees, in order miners to be motivated to accelerate the verification of the transactions, by using more computational power. These negative network externalities for users were internalized by the Bitcoin forks, which were all attempts to increase the transaction capacity of the network, thus resulting to incentivize more users to adopt Bitcoin.
The above examples show that the Bitcoin's ability to internalize the network effects eliminates the derived network externalities and conduces to an increase of the users. When more people use Bitcoin in exchange for goods and services, the speculative trends will decrease and the volatile cryptocurrency should start to stabilize [30] .
Variables of the Study
The aforementioned paradox is related with the concepts of price volatility, users' (merchants and consumers) adoption, and network effects. For the investigation of the paradox, the following three variables were taken into consideration.
One variable is the closing prices of Bitcoin, whose variances indicate the Bitcoin's price volatility and represents the negative network effect that affects the observed paradox. Price volatility is a negative network effect, whereby too many investors and speculators can cause the network to be useless for payments, thus reducing the benefit in using bitcoins in exchange for goods and services for the other users of the network. Bitcoin's price volatility is internally driven, meaning that the Bitcoin's market returns are driven by its market participants and this feature indicates that Bitcoin's is still in an early life-cycle stage [31] . An internal and structural reason underlying Bitcoin's price volatility is its perfectly inelastic supply (due to its fixed supply, as it is defined by the system's protocol), which results in small changes in demand to cause large price movements [32] . These large price movements in turn conduce to expectation for returns. Therefore, speculative demand is considered to be the primary driver of Bitcoin's price volatility [31] [32] , which hinders consumption and should also be expected to hinder the interest for merchants to accept bitcoins, while an increase in the number of venues is observed, as aforementioned.
Another variable is the number of venues that accept bitcoins, whose upward trend indicates the merchants' adoption and represents a positive same-side network effect [33] . This network effect in conjunction with consumers' adoption forms a positive cross-side network effect. However, this network effect can be actually evaluated only by the side of merchants, since there are recorded data only about the venues that accept bitcoins, while the number of Bitcoin consumers is not officially recorded. According to Suomi [23] , measuring networks is difficult and overall measures that might allow for comparing different types of networks are rare, if any. This study is akin to other empirical studies [34] but it was considered not to use, as variables, the number of unique transactions or addresses [7] [34] nor the number of digital wallets and nodes. Because, since one user can have more than one digital wallet, which in turn may consist of many unique addresses, and conduct many transactions of low value, but the user is still only one with a given total amount of bitcoins, these variables are perhaps a way to measure the size of the network in the absence of other recorded data but may lead to misconceptions about the actual size of the network. Also, the number of unique transactions, unique addresses, and the number of digital wallets refer to all types of "users" (merchants, consumers, investors, and speculators) without distinction. Therefore, these variables are not suitable to evaluate the observed paradox of this study. Finally, in the literature the number of network nodes is considered the only actual comparable figure [23] . However, in the case of Bitcoin, since the number of nodes only refers to mining bitcoins, transactions' verification and even transactions between them (e.g. for remittances or just for sending bitcoins from one wallet to another of the same node), it does not reflect the interaction between merchants and consumers.
The last variable is market capitalization, which is related to the first aforementioned variable as it is calculated by multiplying the closing price by the circulating supply of bitcoins [27] . Therefore, Bitcoin's market capitalization follows its price volatility and it is expected to affect the observed paradox similarly.
Market capitalization is the economic result that derives from the trading interaction of Bitcoin's users. Thus, market capitalization represents the additional value of interaction among the users of the Bitcoin network, i.e. the "synchronization value", which derives by the existence of network effects, according to Liebowitz and Margolis [9] , as mentioned above. Market capitalization determines the total value of the Bitcoin network [35] and is used to rank its relative size compared to other cryptocurrencies or traditional forms of payments (e.g. 
Data and Descriptive Statistics
Historical data were collected for a time period of five years (February 19, 2013-February 27, 2018) by the databases of three websites. This is the first five-year time period in which venues that accept bitcoins appear.
Closing prices were extracted by a combination of two websites: 1) Coinmarketcap [27] , which has daily historical data since April 28, 2013 and 2) Coindesk [28] , which has daily historical data since July 18, 2010. Coinmarketcap was preferred for the collection of the majority of the large amount of data, as the processing of the extracted data was more user friendly than that of Coindesk;
however, the latter covered an earlier time period.
The numbers of venues that accept bitcoins were recorded by the website Coinmap.org [15] , which has weekly historical data since Similarly to the closing prices, the market capitalization prices were extracted by the combination of the two websites: Coinmarketcap [27] and Data.bitcoinity.org [36] .
In Table 1 , the descriptive statistics of the examined variables are depicted. 
Methodology
Based on the study of Shin and Pesaran [37] , a multi-variable unstructured VAR model of order p can be written as:
where:
( ) According to Shin and Pesaran [37] , we make the following assumptions in the above model:
• All the roots fall outside the unit circle.
• There is not full collinearity among 1 2 , , , ,
Unit Root Tests
For the integration test of the series of the examined model, we use the Dick- 
Johansen Cointegration Test
Johansen [43] 
Granger Causality/Block Exogeneity Test
If there exists a cointegration vector between the variables under consideration, there is causality among these variables at least in one direction [47] . Granger [48] proposed a time-series data based approach in order to determine causality.
Impulse Response Function
A disadvantage of VAR models is that parameters' estimators of the system cannot be explained from economic point of view. This problem can be solved transforming a VAR model in a moving average one (Vector Moving Average-VMA).
So, the responses can be calculated deriving from a random shock of errors of the values in endogenous variables.
To calculate these variations, impulse response functions are used. This function determines the responses of endogenous variables in shocks coming from certain variables. Thus, the response from a sudden shock of one or more standard deviations on current and future values in endogenous variables is calculated.
The explanation of impulse response functions is done with errors' orthogonalization where variance-covariance matrix is transformed to a lower triangular matrix. This transformation is called Cholesky decomposition. We have to point out that Cholesky decomposition depends on the sequence of the functions written on VAR model. Changing the sequence, we have different impulse response functions.
Variance Decomposition
Variance decomposition indicates the proportion of the variance of disturbance terms of a series in comparison to the proportion of the disturbance terms of other series. If the disturbance term does not explain any of the forecast error variance, then this series is the exogenous variable.
Empirical Results

Unit Root Analysis
In Table 2 , the results from the two unit root tests used, namely ADF test and PP test, are depicted.
Given that the variables are integrated order I (1), we may proceed to determine whether there exists a long-run relationship using the Johansen cointegration test. The first step involves determining the optimal number of lags k to ap- 
Johansen Cointegration Test
Cointegration test, using Johansen methodology, is applied examining the long-run relationship among the variables. The Johansen technique examines the number of cointegrating vectors. In Table 3 , the results of Johansen cointegration test are depicted.
In Table 3 , we can see that both trace statistic and maximum eigenvalue present a cointegrating vector. Thus, it is concluded that there is a long-run relationship among the variables of the examined model. The cointegrating vector is [52] .
In Table 4 , in the first part where LMARKET is the dependent variable, we can see that the probabilities of the variables LNPRICE and LNVENUES (0.0062 and 0.0605 respectively) are less than 5% and 6% level of significance. Therefore, we can reject the null hypothesis meaning that LMARKET is endogenous and there is a causal relationship from LNPRICE and LNVENUES to LMARKET.
In the second part, where LNPRICE is the dependent variable, the probability of LMARKET (0.6083) is larger than 5% level of significance whereas the probability of LNVENUES (0.000) is less than 5% level of significance. So, there is causality of LNVENUES on LNPRICE.
Finally, in the third part where LNVENUES is the dependent variable, the probability of LMARKET (0.6930) is larger than 5% level of significance, while probability of LNPRICE (0.0033) is less than 5% level of significance, concluding causality of LNPRICE on LNVENUES.
In Figure 2 , we can see that there is unidirectional causality from LNPRICE 
Impulse Response Plots
The impulse response function describes the effects on endogenous variables for future periods. In other words, through this technique we examine the response of a variable to a shock which occurs in another variable. A sudden shock influences directly not only the variable itself but also the rest of the endogenous variables of the system via the dynamic structure of a VAR model. Dynamic model reflects the intertemporal evolution of a dependent variable in relation to its lagged values. Figure 3 is a shock on the other variables. Also, a curve that is not significantly different from the X-axis shows that there is not significant effect on the endogenous variable, when there is a shock on the other variables.
Thus, in the first graph (row 1 column 1) causing a shock to endogenous variable LMARKET, LMARKET will have a slight increase in the first weeks and afterwards a slight decrease until the next 10 weeks. The curve in row 1 column 2 shows that a shock of LNPRICE has a positive effect on LNMARKET and the graph in row 1 column 3 shows that a shock to LNVENUES has a negative effect on LMARKET.
In the first graph of the second row, the flat curve indicates that a shock to LMARKET will have a stable effect on the endogenous variable LNPRICE. The graph in row 2 column 2 shows that a shock to LNPRICE has a positive permanent effect on LNPRICE, and the graph in row 2 column 3 shows that a shock to LNVENUES has a decrease on LNPRICE for two weeks and for the rest period LNPRICE remains steadily decreased.
Finally, the graph in row 3, column 1, where the curve is not significantly different from the X-axis, indicates that a shock to LMARKET has no significant variation on the endogenous variable LNVENUES. The graph in row 3 column 2
shows that a shock of LNPRICE has a positive effect in the first two weeks and then becomes stable on LNVENUES for the rest of the period. The last graph in row 3 column 3 shows that a shock of LNVENUES has a decreasing effect on LNVENUES. 
Variance Decompositions Results
In Table 5 , Table 6 , and Table 7 , the forecast error variance decompositions between the examined variables, across the 10-week forecast period for each of the variables set, are presented. Shocks are defined with Cholesky methodology. Standard errors are generated through Monte Carlo simulations (100 repetitions).
So, in Table 5 we can see that in the fifth and tenth week period, LNPRICE accounts for 0.09% and 1.25% respectively of the variation in LMARKET and the variable LNVENUES accounts for 1.45% and 4.26% respectively of the variation in LNMARKET.
In Table 6 , we notice that for the same time period, LNMARKET accounts for 8.41% and 8.16% respectively of the variation of LNPRICE, whereas LNVENUES accounts for 22.12% and 28.03% of the variation of LNPRICE.
In Table 7 , we can see that LMARKET accounts for 0.23% and 0.14% in the fifth and tenth week period of the variation of LNVENUES and LNPRICE accounts for 17.77% and 22.91% for the same time period of the variation of LNVENUES.
Conclusions
In this study, we examined empirically the linkages among the Bitcoin's price volatility, market capitalization, and the number of venues that accept bitcoins, probably motivated by other expectations in their decision to accept bitcoins (e.g. lower transaction fees, no chargebacks, hedge against fiat currencies' financial risks, attract customers) and is in line with the study of McGee and Sammut-Bonnici [21] , which stresses that the crux of the paradox in the networked markets lies in the management of expectations. The equilibrium between the expectations of merchants and consumers will conduce to the Bitcoin's widespread adoption as a means of transaction. Moreover, this paper is consistent with prior literature [7] [24] [25] and points out the presence of the strong network effects and externalities that affect Bitcoin's adoption, as well. Internalization of these network effects will absorb the derived network externalities, thus increasing the users. Bitcoin's price stabilization will derive when the speculative investments decrease and more people start using Bitcoin in exchange for goods and services [30] .
To conclude, our study provides useful insights on the network effects and externalities for scholars and researchers, since it indicates the close relationship of the two terms, but also highlights the differences between them. Moreover, it has significant implications for electronic commerce practitioners concerning their decision-making process about Bitcoin, by contributing to a better understanding of the networked phenomena that appear in the Bitcoin market and thus reducing their reservedness towards its adoption and use. The number of merchants may show an increasing trend [53] , but Bitcoin is still in the early adoption stage [31] and awareness about Bitcoin should expand in order the early majority stage occurs [54] . The understanding of the network effects' phenomena and network externalities that appear in electronic markets conduces to the awareness of the transformational role of Bitcoin and the rest cryptocurrencies, as well. Volatility is expected for a new means of transaction, like Bitcoin. However, it is anticipated to diminish naturally as Bitcoin's worldwide adoption increases [31] .
The research interest of this paper focuses on Bitcoin because there are data for the venues that accept bitcoins, which can be processed. The available data for the venues that accept other digital currencies are only in totals per country and not in time series; thus, they cannot be compared with historical price data series. Also, this study examines only the side of merchants, since there are no officially recorded data about the number of Bitcoin consumers and the number of unique transactions, unique addresses, and the number of digital wallets refer to all types of "users" (merchants, consumers, investors, and speculators) without distinction. Another issue in this study is that daily closing prices are missing, because data are recorded on a weekly basis. This may conduce to non-depiction of any potential big daily changes of prices. However, the trend appears even on the weekly recording of data. Future research could be directed towards other digital currencies, given that there will be available databases to retrieve the historical data of the relevant venues or conduct a similar research process with updated data after a couple of years in order to realize the progress in Bitcoin's adoption. Further research could be conducted aiming to investigate the factors that affect the acceptance and use of digital currencies. The emergence of new types of digital currencies makes this topic even more interesting and worthy to be thoroughly studied.
