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FREE ANALOG OF PRESSURE AND ITS LEGENDRE TRANSFORM
FUMIO HIAI 1
Abstract. The free analog of the pressure is introduced for multivariate noncommutative
random variables and its Legendre transform is compared with Voiculescu’s microstate free
entropy.
Introduction
The entropy and the pressure are two fundamental ingredients in both classical and quan-
tum statistical mechanics, in particular, in classical and quantum lattice systems (see [11, 2]
for example). They are the dual concepts of each other; more precisely, the entropy function
is the Legendre transform of the pressure function and vice versa under a certain duality
between the state space and the potential space, and an equilibrium state associated with
a potential is usually described by the so-called variational principle (the equality case of
the Legendre transform). The free entropy introduced by D. Voiculescu [15, 16] has played
a central role in free probability theory as the free analog of the Boltzmann-Gibbs entropy
in classical theory. It then would be natural to consider the free probabilistic analog of the
pressure. In [8] we indeed introduced the free pressure of real continuous functions on the
interval [−R,R] and showed its properties like the statistical mechanical pressure (see Section
1 of this paper).
The aim of the present paper is to introduce the notion of free pressure for multivariate
noncommutative random variables and to investigate it in connection with the free entropy.
(The contents of Sections 2 and 3 were indeed announced in [7, §§4.4].) In [8] we adopted
the Legendre transform of the minus free entropy of probability measures to define the free
pressure of real continuous functions. The idea here is opposite; we will first introduce the
free pressure of noncommutative multivariables in the so-called microstate approach, and
then we will examine what is the Legendre transform of the free pressure.
In Section 2 we define, given N ∈ N and R > 0, the free pressure πR(h) for selfadjoint
elements h of the N -fold full free product C∗-algebra A
(N)
R := C([−R,R])
⋆N and give its
basic properties. In Sections 3 and 4 we consider the Legendre transform ηR(µ) of πR for
tracial states µ on A
(N)
R under the duality between the selfadjoint elements and the tracial
states. For an N -tuple (a1, . . . , aN ) of selfadjoint noncommutative random variables in a
W ∗-probability space (M, τ) such that ‖ai‖ ≤ R, a tracial state µ(a1,...,aN ) on A
(N)
R can
be defined by µ(a1,...,aN )(h) := τ(h(a1, . . . , aN )) for h ∈ A
(N)
R where h(a1, . . . , aN ) is the
noncommutative “functional calculus” of (a1, . . . , aN ). We then define the free entropy-like
quantity ηR(a1, . . . , aN ) as ηR(µ(a1,...,aN )) and also η(a1, . . . , aN ) := supR>0 ηR(a1, . . . , aN ).
The properties of ηR(a1, . . . , aN ) are similar to those of Voiculescu’s microstate free entropy
χ(a1, . . . , aN ) while they do not generally coincide. But it is shown that ηR(a1, . . . , aN ) ≥
χ(a1, . . . , aN ) holds and equality arises when a1, . . . , aN are free. Also, we have ηR(a1, a2) =
1 Supported in part by Grant-in-Aid for Scientific Research (C)14540198 and by the program “R&D support
scheme for funding selected IT proposals” of the Ministry of Public Management, Home Affairs, Posts and
Telecommunications.
1
2 F. HIAI
χ(a1, a2) if a1 + ia2 is R-diagonal (Section 5). In Section 6 we slightly modify πR to define
the free pressure π
(2)
R (g) for selfadjoint elements g of A
(N)
R ⊗min A
(N)
R and prove that the
quantity η˜(a1, . . . , aN ) induced from π
(2)
R via Legendre transform is equal to χ(a1, . . . , aN ).
In this way, the free entropy can be understood as the Legendre transform of a certain free
probabilistic pressure. Finally in Section 7 we consider the Gibbs probability measure on the
N -fold product of
{
A ∈ M san : ‖A‖ ≤ R
}
associated with h0 ∈
(
A
(N)
R
)sa
, and we examine
the asymptotic behavior of its Boltzmann-Gibbs entropy as n → ∞ in relation to ηR(µ0) of
an equilibrium tracial state µ0 associated with h0, i.e., a tracial state µ0 on A
(N)
R satisfying
πR(h0) = −µ0(h0) + ηR(µ0).
1. Preliminaries
Let (M, τ) be a tracial W ∗-probability space, that is, M is a von Neumann algebra with
a faithful normal tracial state τ , and Msa be the set of selfadjoint elements in M. Let Mn
be the algebra of n×n complex matrices and M san the set of selfadjoint matrices in Mn. The
normalized trace of A ∈ Mn is denoted by trn(A) and the operator norm of A by ‖A‖. In
[16] D. Voiculescu introduced the free entropy of an N -tuple (a1, . . . , aN ) of noncommutative
random variables in Msa as follows: For each R > 0, ε > 0 and n, r ∈ N define
ΓR(a1, . . . , aN ;n, r, ε) :=
{
(A1, . . . , AN ) ∈ (M
sa
n )
N : ‖Ai‖ ≤ R,
|trn(Ai1 · · ·Aik)− τ(ai1 · · · aik)| ≤ ε, 1 ≤ i1, . . . , ik ≤ N, k ≤ r
}
,
χR(a1, . . . , aN ) := lim
r→∞, ε→+0
lim sup
n→∞
(
1
n2
log Λ⊗Nn
(
ΓR(a1, . . . , aN ;n, r, ε)
)
+
N
2
log n
)
, (1.1)
where Λ⊗Nn denotes the N -fold tensor product of the “Lebesgue” measure Λn on M
sa
n :
dΛn(A) := 2
n(n−1)/2
n∏
i=1
dAii
∏
i<j
d(ReAij) d(ImAij)
(the constant 2n(n−1)/2 comes from the isometric isomorphism between M san and R
n2). Then
the free entropy of (a1, . . . , aN ) is
χ(a1, . . . , aN ) := sup
R>0
χR(a1, . . . , aN ).
The definition being based on the microstate (or matricial) approximation, this
χ(a1, . . . , aN ) is sometimes called themicrostate free entropy in contrast to another Voiculescu’s
free entropy χ∗(a1, . . . , aN ) in the microstate-free approach in [19].
In the case of a single variable a ∈ Msa whose distribution measure (with respect to τ) is
µ, χ(a) coincides with the free entropy Σ(µ) :=
∫∫
log |x− y| dµ(x) dµ(y) of µ introduced in
[15] up to an additive constant:
χ(a) = Σ(µ) +
1
2
log 2π +
3
4
.
With R > 0 fixed, let CR([−R,R]) be the Banach space of real continuous functions on
[−R,R] with sup-norm ‖ · ‖, and M([−R,R]) be the set of probability measures on [−R,R].
Consider the dual pairing
µ(h) :=
∫
hdµ for h ∈ CR([−R,R]), µ ∈ M([−R,R]).
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The free entropy χ(µ) := Σ(µ) + 12 log 2π +
3
4 being strictly concave and weakly upper semi-
continuous on M([−R,R]) (see [9, 5.3.2] for example), it is natural to consider the Legendre
transform of −χ(µ) as follows:
πR(h) := sup
{
−µ(h) + χ(µ) : µ ∈ M([−R,R])
}
for h ∈ CR([−R,R]). (1.2)
This πR(h) is the free pressure of h discussed in [8]. A fundamental result in the theory of
weighted potentials ([14, I.1.3 and I.3.1]) tells us that for each h ∈ CR([−R,R]) there exists
a unique σh ∈M([−R,R]), called the equilibrium measure associated with h, such that
−σh(h) + χ(σh) = πR(h).
The last equality characterizing σh is a kind of the variational principle, a fundamental notion
in statistical mechanics. Let us assemble some properties of the free pressure obtained in [8]
in the following:
(I) The function πR(h) on CR([−R,R]) is convex and decreasing, i.e., πR(h1) ≥ πR(h2)
if h1 ≤ h2. Moreover,
|πR(h1)− πR(h2)| ≤ ‖h1 − h2‖ for all h1, h2 ∈ CR([−R,R]).
(II) Conversely, χ(µ) is the (minus) Legendre transform of πR(h), that is,
χ(µ) = inf
{
µ(h) + πR(h) : h ∈ CR([−R,R])
}
for every µ ∈ M([−R,R]),
(1.3)
(III) For every h ∈ CR([−R,R]), πR(h) is expressed as
πR(h) = lim
n→∞
(
1
n2
log
∫
(Msan )R
exp
(
−n2trn(h(A))
)
dΛn(A) +
1
2
log n
)
, (1.4)
where (M san )R :=
{
A ∈M san : ‖A‖ ≤ R
}
and h(A) is defined via functional calculus.
(IV) For each h ∈ CR([−R,R]), define a probability measure λ
h
R,n on (M
sa
n )R by
dλhR,n(A) :=
1
ZhR,n
exp
(
−n2trn(h(A))
)
χ{‖A‖≤R}(A) dΛn(A)
with the normalization constant
ZhR,n :=
∫
(Msan )R
exp
(
−n2trn(h(A))
)
dΛn(A),
and let S(λhR,n) be the Boltzmann-Gibbs entropy of λ
h
R,n. Then
χ(σh) = lim
n→∞
(
1
n2
S(λhR,n) +
1
2
log n
)
.
2. Free pressure πR for multivariables
For each N ∈ N and R > 0 we write A
(N)
R for the N -fold full (universal) free prod-
uct C∗-algebra of C([−R,R]), i.e., A
(N)
R := C([−R,R])
⋆N . One can describe A
(N)
R in a
bit more constructive way as below. Consider the (algebraic) noncommutative polyno-
mial ∗-algebra C〈X1, . . . ,XN 〉 with noncommuting indeterminates X1, . . . ,XN , where the
∗-operation is given by X∗i = Xi. Let C〈X1, . . . ,XN 〉
sa be the space of selfadjoint polynomials
p = p∗ in C〈X1, . . . ,XN 〉. Obviously, p(A1, . . . , AN ) ∈ M
sa
n whenever p ∈ C〈X1, . . . ,XN 〉
sa
and A1, . . . , AN ∈ M
sa
n . One can immediately see that a C
∗-norm ‖ · ‖R is defined on
C〈X1, . . . ,XN 〉 by
‖p‖R := sup
{
‖p(A1, . . . , AN )‖ : A1, . . . , AN ∈M
sa
n , ‖Ai‖ ≤ R, n ∈ N
}
.
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Proposition 2.1. The C∗-completion of C〈X1, . . . ,XN 〉 with respect to ‖ · ‖R is isomorphic
to A
(N)
R by the isomorphism mapping Xi to f0(t) = t in the ith copy of C([−R,R]) of A
(N)
R
for 1 ≤ i ≤ N .
Proof. Let A
(N)
R be the C
∗-completion of C〈X1, . . . ,XN 〉 with respect to ‖ · ‖R. Since any ∗-
homomorphism of C([−R,R]) into B(H) is determined by a selfadjoint a ∈ B(H) with ‖a‖ ≤
R (the image of f0), what we have to prove is that, for each selfadjoint a1, . . . , aN ∈ B(H)
with ‖ai‖ ≤ R, there exists a ∗-homomorphism Φ : A
(N)
R → B(H) such that Φ(Xi) = ai,
1 ≤ i ≤ N . To do so, it suffices to show that
‖p(a1, . . . , aN )‖ ≤ ‖p‖R for all p ∈ C〈X1, . . . ,XN 〉.
But this is easy to show. In fact, choose a net of finite-dimensional projections ek in B(H)
with ek ր 1. Then, the above inequality follows because ‖p(eka1ek, . . . , ekaNek)‖ ≤ ‖p‖R
and p(eka1ek, . . . , ekaNek)→ p(a1, . . . , aN ) strongly. 
In view of the above proposition, we consider A
(N)
R as the C
∗-completion of C〈X1, . . . ,XN 〉
with respect to ‖ · ‖R and write ‖ · ‖R for the norm of A
(N)
R as well. For each selfadjoint
a1, . . . , aN ∈ B(H) with ‖ai‖ ≤ R, we can extend p ∈ C〈X1, . . . ,XN 〉 7→ p(a1, . . . , aN ) ∈
B(H) to a ∗-homomorphism A
(N)
R → B(H), written as
h ∈ A
(N)
R 7→ h(a1, . . . , aN ) ∈ B(H),
which is regarded as the “continuous functional calculus” of the noncommutative N -tuple
(a1, . . . , aN ). In particular, for a single selfadjoint a with ‖a‖ ≤ R, this reduces to the usual
functional calculus h(a) for h ∈ C([−R,R]) (= A
(1)
R ). There are natural operations on the
class of C∗-algebras A
(N)
R (N ∈ N, R > 0).
(a) WhenR1 < R, the restriction f 7→ f |[−R1,R1], f ∈ C([−R,R]), induces a ∗-homomorphism
rR,R1 : A
(N)
R → A
(N)
R1
. Note that rR,R1(p) = p for p ∈ C〈X1, . . . ,XN 〉.
(b) For each R,R1 > 0 the dilation f 7→ f((R/R1) ·) induces a ∗-isomorphism ρR,R1 :
A
(N)
R → A
(N)
R1
. For a polynomial p ∈ C〈X1, . . . ,XN 〉 this is written as
ρR,R1(p)(X1, . . . ,XN ) = p((R/R1)X1, . . . , (R/R1)XN ).
In particular, the C∗-algebra A
(N)
R is independent (up to a ∗-isomorphism) of the
choice of R > 0.
(c) When 1 ≤ L < N , A
(L)
R and A
(N−L)
R are considered as C
∗-subalgebras of A
(N)
R under
the identification A
(L)
R ⋆A
(N−L)
R
∼= A
(N)
R . For h1 ∈ A
(L)
R and h2 ∈ A
(N−L)
R we simply
write h1+ h2 for the sum of h1, h2 in A
(N)
R under this identification. For polynomials
p1 ∈ C〈X1, . . . ,XL〉 and p2 ∈ C〈XL+1, . . . ,XN 〉 this is the usual polynomial sum
p1 + p2 ∈ C〈X1, . . . ,XN 〉.
Let
(
A
(N)
R
)sa
be the selfadjoint part of A
(N)
R . Note that h(A1, . . . , AN ) ∈ M
sa
n whenever
h ∈
(
A
(N)
R
)sa
and A1, . . . , AN ∈M
sa
n with ‖Ai‖ ≤ R. It is immediate to see that the function
h(A1, . . . , AN ) on (M
sa
n )
N
R is continuous, where (M
sa
n )
N
R is the N -fold product of (M
sa
n )R.
The following definition is the direct multivariate extension of the formula (1.4) (see also
(1.1)):
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Definition 2.2. For each R > 0 and h ∈
(
A
(N)
R
)sa
define
πR(h) := lim sup
n→∞
(
1
n2
log
∫
(Msan )
N
R
exp
(
−n2trn(h(A1, . . . , AN ))
)
dΛ⊗Nn (A1, . . . , AN )
+
N
2
log n
)
. (2.1)
We call this πR(h) the free pressure of h (with parameter R > 0).
Basic properties of free entropy πR(h) are summarized in the following. This and the above
definition extend the properties (I) and (III) in Section 1 to noncommutative multivariables.
Proposition 2.3.
(1) πR(h) is convex on
(
A
(N)
R
)sa
.
(2) If h1, h2 ∈
(
A
(N)
R
)sa
and h1 ≤ h2, then πR(h1) ≥ πR(h2).
(3) |πR(h1)− πR(h2)| ≤ ‖h1 − h2‖R for all h1, h2 ∈
(
A
(N)
R
)sa
.
(4) If R > R1 > 0 and h ∈
(
A
(N)
R
)sa
, then πR1(rR,R1(h)) ≤ πR(h).
(5) If R,R1 > 0 and h ∈
(
A
(N)
R
)sa
, then πR1(ρR,R1(h)) = πR(h) +N log(R1/R).
(6) Let h1 ∈
(
A
(L)
R
)sa
and h2 ∈
(
A
(N−L)
R
)sa
where 1 ≤ L < N , and h1 + h2 be given
as in (c) above. Then πR(h1 + h2) ≤ πR(h1) + πR(h2). In particular when L = 1,
πR(h1 + h2) = πR(h1) + πR(h2).
Proof. (1) Let h1, h2 ∈
(
A
(N)
R
)sa
and 0 < α < 1. For A1, . . . , AN ∈ (M
sa
n )R set
fk(A1, . . . , AN ) := exp
(
−n2trn(hk(A1, . . . , AN ))
)
, k = 1, 2,
f(A1, . . . , AN ) := exp
(
−n2trn((αh1 + (1− α)h2)(A1, . . . , AN ))
)
.
Since the Ho¨lder inequality gives∫
(Msan )
N
R
f dΛ⊗Nn =
∫
(Msan )
N
R
fα1 f
1−α
2 dΛ
⊗N
n
≤
(∫
(Msan )
N
R
f1 dΛ
⊗N
n
)α(∫
(Msan )
N
R
f2 dΛ
⊗N
n
)1−α
,
we have
1
n2
log
∫
(Msan )
N
R
f dΛ⊗Nn +
N
2
log n
≤ α
(
1
n2
log
∫
(Msan )
N
R
f1 dΛ
⊗N
n +
N
2
log n
)
+(1− α)
(
1
n2
log
∫
(Msan )
N
R
f2 dΛ
⊗N
n +
N
2
log n
)
,
which implies that
πR(αh1 + (1− α)h2) ≤ απR(h1) + (1− α)πR(h2).
(2) is obvious because the assumption implies that h1(A1, . . . , AN ) ≤ h2(A1, . . . , AN ) for
all Ai ∈ (M
sa
n )R.
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(3) By the definition of ‖ · ‖R, for any A1, . . . , AN ∈ (M
sa
n )R we get
|trn(h1(A1, . . . , AN ))− trn(h2(A1, . . . , AN ))| ≤ ‖h1 − h2‖R
so that
exp
(
−n2trn(h1(A1, . . . , AN ))
)
exp
(
−n2‖h1 − h2‖R
)
≤ exp
(
−n2trn(h2(A1, . . . , AN ))
)
≤ exp
(
−n2trn(h1(A1, . . . , AN ))
)
exp
(
n2‖h1 − h2‖R
)
.
This immediately implies that
πR(h1)− ‖h1 − h2‖R ≤ πR(h2) ≤ πR(h1) + ‖h1 − h2‖R.
(4) is obvious because rR,R1(h)(A1, . . . , AN ) = h(A1, . . . , AN ) for Ai ∈ (M
sa
n )R1 .
(5) For h1 := ρR,R1(h) and α := R1/R, since h1(A1, . . . , AN ) = h(α
−1A1, . . . , α
−1AN ) for
Ai ∈ (M
sa
n )R1 , we get∫
(Msan )
N
R1
exp
(
−n2trn(h1(A1, . . . , AN ))
)
dΛ⊗Nn
=
∫
(Msan )
N
R1
exp
(
−n2trn(h(α
−1A1, . . . , α
−1AN ))
)
dΛ⊗Nn
= αn
2N
∫
(Msan )
N
R
exp
(
−n2trn(h(A1, . . . , AN ))
)
dΛ⊗Nn
thanks to the trivial formula dΛn(αA)/dΛn(A) = α
n2 . Hence πR1(h1) = πR(h) +N logα.
(6) Since (h1 + h2)(A1, . . . , AN ) = h1(A1, . . . , AL) + h2(AL+1, . . . , AN ) for Ai ∈ (M
sa
n )R,
we get ∫
(Msan )
N
R
exp
(
−n2trn((h1 + h2)(A1, . . . , AN ))
)
dΛ⊗Nn
=
∫
(Msan )
L
R
exp
(
−n2trn(h1(A1, . . . , AL))
)
dΛ⊗Ln
×
∫
(Msan )
N−L
R
exp
(
−n2trn(h2(AL+1, . . . , AN ))
)
dΛ⊗N−Ln
and hence
1
n2
log
∫
(Msan )
N
R
exp
(
−n2trn((h1 + h2)(A1, . . . , AN ))
)
dΛ⊗Nn +
N
2
log n
=
1
n2
log
∫
(Msan )
L
R
exp
(
−n2trn(h1(A1, . . . , AL))
)
dΛ⊗Ln +
L
2
log n
+
1
n2
log
∫
(Msan )
N−L
R
exp
(
−n2trn(h2(AL+1, . . . , AN ))
)
dΛ⊗N−Ln +
N − L
2
log n,
which gives the required inequality. Also, the above equality together with the formula (1.4)
(with limit) gives the last assertion. 
3. Legendre transform ηR of free pressure
We first define the (minus) Legendre transform of the free pressure πR in the purely
algebraic situation.
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Definition 3.1. Let Σ〈X1, . . . ,XN 〉 denote the set of selfadjoint linear functionals µ on
C〈X1, . . . ,XN 〉 such that µ(1) = 1, where the selfadjointness of µ means µ(p
∗) = µ(p) for
p ∈ C〈X1, . . . ,XN 〉. For each R > 0 and µ ∈ Σ〈X1, . . . ,XN 〉 define
ηR(µ) := inf
{
µ(p) + πR(p) : p ∈ C〈X1, . . . ,XN 〉
sa
}
.
The following is obvious by definition.
Proposition 3.2. For each R > 0, ηR(µ) is a concave function on Σ〈X1, . . . ,XN 〉, and it is
upper semicontinuous in the sense that if µ, µk ∈ Σ〈X1, . . . ,XN 〉 for k ∈ N and µk(p)→ µ(p)
as k →∞ for all p ∈ C〈X1, . . . ,XN 〉, then
ηR(µ) ≥ lim sup
k→∞
ηR(µk).
Let T
(
A
(N)
R
)
denote the set of all tracial states onA
(N)
R . As is easily seen, µ ∈ Σ〈X1, . . . ,XN 〉
can (uniquely) extend to an element of T
(
A
(N)
R
)
(in this case we also write µ ∈ T
(
A
(N)
R
)
) if
and only if the following three conditions are satisfied:
(a) µ ≥ 0 in the sense that µ(p∗p) ≥ 0 for all p ∈ C〈X1, . . . ,Xn〉,
(b) |µ(p)| ≤ ‖p‖R for all p ∈ C〈X1, . . . ,XN 〉,
(c) µ is tracial in the sense that µ(p1p2) = µ(p2p1) for all p1, p2 ∈ C〈X1, . . . ,XN 〉.
Lemma 3.3. If µ ∈ Σ〈X1, . . . ,XN 〉 and µ /∈ T
(
A
(N)
R
)
(i.e., µ does not extend to an element
of T
(
A
(N)
R
)
), then ηR(µ) = −∞.
Proof. Assume that µ ∈ Σ〈X1, . . . ,XN 〉 and ηR(µ) > −∞, and we prove that the above
conditions (a)–(c) hold.
(a) Suppose µ(p∗p) < 0 for some p ∈ C〈X1, . . . ,XN 〉; then for each α > 0 we get
πR(αp
∗p) ≤ πR(0) by Proposition 2.3 (2). Therefore,
ηR(µ) ≤ µ(αp
∗p) + πR(αp
∗p) −→ −∞ as α→∞,
a contradiction.
(b) Suppose |µ(p)| > ‖p‖R for some p ∈ C〈X1, . . . ,XN 〉
sa. We may suppose µ(p) < −‖p‖R.
Since Proposition 2.3 (3) gives πR(αp) ≤ ‖αp‖R + πR(0) for α > 0, we get
ηR(µ) ≤ µ(αp) + πR(αp)
≤ α
(
µ(p) + ‖p‖R
)
+ πR(0) −→ −∞ as α→∞,
a contradiction. Hence we have shown that |µ(p)| ≤ ‖p‖R for all p ∈ C〈X1, . . . ,XN 〉
sa.
Thanks to this and (a) already proven, it follows that µ extends to a bounded positive linear
functional on the C∗-algebra A
(N)
R . Since µ(1) = 1, the extended µ has norm one.
(c) It suffices to show that µ(i(p1p2−p2p1)) = 0 for all p1, p2 ∈ C〈X1, . . . ,XN 〉
sa. Suppose
µ(i(p1p2 − p2p1)) < 0 for some p1, p2 ∈ C〈X1, . . . ,Xn〉
sa. For α > 0 we get πR(iα(p1p2 −
p2p1)) = πR(0) because trn(iα(p1p2 − p2p1)(A1, . . . , AN )) = 0 for any Ai ∈M
sa
n . Therefore,
ηR(µ) ≤ µ(iα(p1p2 − p2p1)) + πR(iα(p1p2 − p2p1))
= αµ(i(p1p2 − p2p1)) + πR(0) −→ −∞ as α→∞,
a contradiction. 
The above lemma says that the essential domain
{
µ ∈ Σ〈X1, . . . ,XN 〉 : ηR(µ) > −∞
}
is
included in T
(
A
(N)
R
)
. In the next theorem we show that πR(h) for h ∈
(
A
(N)
R
)sa
and ηR(µ)
for µ ∈ T
(
A
(N)
R
)
are the Legendre transforms of each other with respect to the Banach space
duality µ(h) for h ∈
(
A
(N)
R
)sa
and µ ∈
(
A
(N)
R
)∗,sa
, the selfadjoint part of
(
A
(N)
R
)∗
. In this way,
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the Legendre transform formulas (1.2) and (1.3) are extended to the noncommutative multi-
variate setting, where CR([−R,R]) and M([−R,R]) are replaced by
(
A
(N)
R
)sa
and T
(
A
(N)
R
)
,
respectively.
Theorem 3.4.
(1) For every µ ∈ T
(
A
(N)
R
)
,
ηR(µ) = inf
{
µ(h) + πR(h) : h ∈
(
A
(N)
R
)sa}
.
Hence, ηR(µ) is concave and weakly* upper semicontinuous on T
(
A
(N)
R
)
.
(2) For every h ∈
(
A
(N)
R
)sa
,
πR(h) = sup
{
−µ(h) + ηR(µ) : µ ∈ T
(
A
(N)
R
)}
.
Proof. (1) is obvious from Definition 3.1 because C〈X1, . . . ,XN 〉
sa is dense in
(
A
(N)
R
)sa
.
(2) The Legendre transform of πR(h) on
(
A
(N)
R
)sa
with respect to the Banach space duality
between
(
A
(N)
R
)sa
and
(
A
(N)
R
)∗,sa
is
(πR)
∗(µ) := sup
{
−µ(h)− πR(h) : h ∈
(
A
(N)
R
)sa}
= − inf
{
µ(h) + πR(h) : h ∈
(
A
(N)
R
)sa}
for µ ∈
(
A
(N)
R
)∗,sa
.
Suppose µ ∈
(
A
(N)
R
)∗,sa
and µ(1) 6= 1; then for α ∈ R we get
µ(α1) + πR(α1) = α(µ(1) − 1) + πR(0)
thanks to πR(α1) = −α+ πR(0). Hence (πR)
∗(µ) = +∞. This and Lemma 3.3 imply that
(πR)
∗(µ) =
{
−ηR(µ) if µ ∈ T
(
A
(N)
R
)
,
+∞ if µ ∈
(
A
(N)
R
)∗,sa
\ T
(
A
(N)
R
)
.
Since πR(h) is convex and continuous on
(
A
(N)
R
)sa
, it is the Legendre transform of (πR)
∗(µ)
on
(
A
(N)
R
)∗,sa
so that
πR(h) = sup
{
−µ(h)− (πR)
∗(µ) : µ ∈
(
A
(N)
R
)∗,sa}
= sup
{
−µ(h) + ηR(µ) : µ ∈ T
(
A
(N)
R
)}
,
as desired. 
Since T
(
A
(N)
R
)
is weakly* compact, for each h0 ∈
(
A
(N)
R
)sa
there exists a µ0 ∈ T
(
A
(N)
R
)
such that
πR(h0) = −µ0(h0) + ηR(µ0).
This equality condition is a kind of variational principle, so we call such µ0 an equilibrium
tracial state associated with h0. We see by the above proof that such a µ0 ∈ T
(
A
(N)
R
)
is characterized as an element of
(
A
(N)
R
)∗,sa
which supports at h0 the function πR(h) on(
A
(N)
R
)sa
. Thus, the general theory of conjugate (or Legendre) functions says (see [5, I.5.3]
for example) that the uniqueness of an equilibrium tracial state associated with h0 ∈ A
sa
R is
equivalent to the differentiability of πR(h) at h0; or equivalently,
lim
t→0
πR(h0 + tp)− πR(h0)
t
FREE ANALOG OF PRESSURE 9
exists for every p ∈ C〈X1, . . . ,XN 〉
sa (the above limit then equals µ0(p)). In the single
variable case (N = 1), as mentioned in Section 1, there is a unique equilibrium measure σh0
associated with each h0 ∈ CR([−R,R]) (=
(
A
(1)
R
)sa
), so that we have
lim
t→0
πR(h0 + th)− πR(h0)
t
= σh0(h) for every h ∈ CR([−R,R]).
However, in the multivariate case, it seems quite a difficult problem to show the differentia-
bility of πR(h) (even at h0 = 0 for instance). It might be worth noting a general result that
the function πR is differentiable at points in a dense Gδ subset of
(
A
(N)
R
)sa
. Indeed, this is
true for any Lipschitz continuous convex function on a separable Banach space (see the proof
of [4, V.9.8]).
4. Quantity η(a1, . . . , aN ) for multivariables
We apply the quantity ηR(µ) for µ ∈ Σ〈X1, . . . ,XN 〉 to introduce a free entropy-like
quantity for noncommutative multivariables in a tracial W ∗-probability space (M, τ).
Definition 4.1. For each a1, . . . , aN ∈ M
sa define µ(a1,...,aN ) ∈ Σ〈X1, . . . ,XN 〉 by
µ(a1,...,aN )(p) := τ(p(a1, . . . , aN )).
We further define
ηR(a1, . . . , aN ) := ηR(µ(a1,...,aN ));
namely,
ηR(a1, . . . , aN ) = inf
{
τ(p(a1, . . . , aN )) + πR(p) : p ∈ C〈X1, . . . ,XN 〉
sa
}
,
and
η(a1, . . . , aN ) := sup
R>0
ηR(a1, . . . , aN ).
If (a1, . . . , aN ) ∈ M
sa and R ≥ maxi ‖ai‖, then we have µ := µ(a1,...,aN ) ∈ T
(
A
(N)
R
)
because
of the the functional calculus h ∈ A
(N)
R 7→ h(a1, . . . , aN ) ∈ M. In this case, ηR(a1, . . . , aN ) is
also given as
ηR(a1, . . . , aN ) = inf
{
τ(h(a1, . . . , aN )) + πR(h) : h ∈
(
A
(N)
R
)sa}
,
and we further see that {a1, . . . , aN}
′′ (⊂ M) is isomorphic to the von Neumann algebra
πµ
(
A
(N)
R
)′′
by the isomorphism defined by ai 7→ πµ(Xi), 1 ≤ i ≤ N , where πµ is the GNS
representation of A
(N)
R associated with µ. (A related result in connection with Connes’
embedding problem is found in [3, §9].)
The next proposition in the single variable case is a direct consequence of (II) in Section
1.
Proposition 4.2. For every a ∈ Msa with ‖a‖ ≤ R,
η(a) = ηR(a) = χ(a).
The following is obvious by definition and Proposition 3.2.
Proposition 4.3. For each R > 0, ηR(a1, . . . , aN ) is upper semicontinuous on (M
sa)N in
strong topology, that is, if (a1, . . . , aN ) and (a
(k)
1 , . . . , a
(k)
N ) are in (M
sa)N for k ∈ N and
a
(k)
i → ai strongly as k →∞ for 1 ≤ i ≤ N , then
ηR(a1, . . . , aN ) ≥ lim sup
k→∞
ηR(a
(k)
1 , . . . , a
(k)
N ).
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The following properties immediately follow from (4) and (6) of Proposition 2.3.
Proposition 4.4. Let a1, . . . , aN ∈ M
sa.
(1) If R > R1 > 0, then ηR1(a1, . . . , aN ) ≤ ηR(a1, . . . , aN ).
(2) For 1 ≤ L < N and R > 0,
ηR(a1, . . . , aN ) ≤ ηR(a1, . . . , aL) + ηR(aL+1, . . . , aN ),
η(a1, . . . , aN ) ≤ η(a1, . . . , aL) + η(aL+1, . . . , aN ).
For Voiculescu’s free entropy, it is known that χR(a1, . . . , aN ) = χ(a1, . . . , aN ) whenever
R ≥ maxi ‖ai‖. However, the similar property for ηR that ηR(a1, . . . , aN ) = η(a1, . . . , aN ) for
such R is unknown.
Theorem 4.5.
(1) For every a1, . . . , aN ∈ M
sa and R > 0,
ηR(a1, . . . , aN ) ≥ χR(a1, . . . , aN ),
η(a1, . . . , aN ) ≥ χ(a1, . . . , aN ).
(2) If a1, . . . , aN ∈ M
sa are free and R ≥ maxi ‖ai‖, then
η(a1, . . . , aN ) = ηR(a1, . . . , aN ) = χ(a1, . . . , aN ).
Proof. (1) Let p ∈ C〈X1, . . . ,XN 〉
sa and δ > 0 be given. One can choose r ∈ N and ε > 0
such that, for each n ∈ N, (A1, . . . , AN ) ∈ ΓR(a1, . . . , aN ;n, r, ε) implies
|trn(p(A1, . . . , AN ))− τ(p(a1, . . . , aN ))| < δ.
This gives ∫
(Msan )
N
R
exp
(
−n2trn(p(A1, . . . , AN ))
)
dΛ⊗Nn
≥ exp
(
−n2τ(p(a1, . . . , aN ))− n
2δ
)
Λ⊗Nn
(
ΓR(a1, . . . , aN ;n, r, ε)
)
so that
1
n2
log
∫
(Msan )
N
R
exp
(
−n2trn(p(A1, . . . , AN ))
)
dΛ⊗Nn
≥ −µ(a1,...,aN )(p)− δ +
1
n2
log Λ⊗Nn
(
ΓR(a1, . . . , aN ;n, r, ε)
)
.
Therefore,
µ(a1,...,aN )(p) + πR(p) + δ ≥ χR(a1, . . . , aN ).
Since p ∈ C〈X1, . . . ,XN 〉
sa and δ > 0 are arbitrary, we have
ηR(a1, . . . , aN ) ≥ χR(a1, . . . , aN ),
which gives the other inequality as well.
(2) We have
ηR(a1, . . . , aN ) ≤ ηR(a1) + · · ·+ ηR(aN ) (by Proposition 4.4 (2))
= χ(a1) + · · ·+ χ(aN ) (by Proposition 4.2)
= χ(a1, . . . , aN )
by the additivity of χ(a1, . . . , aN ) in the free case ([16]). The converse inequality is in (1). 
By Proposition 4.4 and Theorem 4.5 we notice that η(a1, . . . , aN ) admits the same maximal
value as χ(a1, . . . , aN ) when restricted on ‖ai‖ ≤ R. In fact, the maximum is attained when
a1, . . . , aN are free and each ai has the arcsine distribution supported on [−R,R].
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Remark 4.6. For µ ∈ T
(
A
(N)
R
)
we denote by χ(µ) the free entropy χ(πµ(X1), . . . , πµ(XN ))
via the GNS representation πµ ofA
(N)
R associated with µ. According to [17], if χ(a1, . . . , aN ) >
−∞ for selfadjoint variables a1, . . . , aN in a tracial W
∗-probability space, then {a1, . . . , aN}
′′
is a (non-hyperfinite, even non-Γ) II1 factor. This shows in particular that if µ ∈ T
(
A
(N)
R
)
is not factorial (or not extremal in T
(
A
(N)
R
)
), then χ(µ) = −∞. Choose two different
µ1, µ2 ∈ T
(
A
(N)
R
)
such that χ(µ1) and χ(µ2) are finite; then for µ0 := (µ1 + µ2)/2 we get
η(µ0) > −∞ thanks to the concavity of η (Theorem 3.4 (1)), but χ(µ0) = −∞. Hence, η and
χ are not equal in general; χ(µ) for µ ∈ T
(
A
(N)
R
)
is far from concave.
The following two propositions are analogous to [16, Propositions 3.6 and 3.8]. But it does
not seem that η enjoys the change of variable formulas established in [16, 18] for χ.
Proposition 4.7.
(1) If A = [αij ]
N
i,j=1 ∈MN (R) and β1, . . . , βN ∈ R, then
η
(
N∑
j=1
α1jaj + β11, . . . ,
N∑
j=1
αNjaj + βN1
)
= η(a1, . . . , aN ) + log |detA|.
(2) If a1, . . . , aN are linearly independent, then η(a1, . . . , aN ) = −∞.
Proof. (1) Write bi :=
∑N
j=1 αijaj + βj1 for 1 ≤ i ≤ N . Here, assume that A is invertible
(the singular case will be seen after proving (2)), and define Ψ : (M san )
N → (M san )
N by
Ψ(A1, . . . , AN ) :=
(
N∑
j=1
α1jAj + β1I, . . . ,
N∑
j=1
αNjAj + βNI
)
.
It is known (see [9, 6.2.2]) that d(Λ⊗Nn ◦ Ψ)/dΛ
⊗N
n = |detA|
n2 . For each R > 0 and q ∈
C〈X1, . . . ,XN 〉
sa set
R′ := max
1≤i≤N
(
N∑
j=1
|αij |R+ |βi|
)
,
p(X1, . . . ,XN ) := q
(
N∑
j=1
α1jXj + β11, . . . ,
N∑
j=1
αNjXj + βN1
)
.
Then we get
πR′(q) ≥ lim sup
n→∞
(
1
n2
log
∫
Ψ
(
(Msan )
N
R
) exp(−n2trn(q(B1, . . . , BN ))) dΛ⊗Nn + N2 log n
)
= lim sup
n→∞
(
1
n2
log
∫
(Msan )
N
R
exp
(
−n2trn((q ◦Ψ)(A1, . . . , AN ))
)
d(Λ⊗Nn ◦Ψ)
+
N
2
log n
)
= πR(p) + log |detA|
so that
τ(q(b1, . . . , bN )) + πR′(q) ≥ τ(p(a1, . . . , aN )) + πR(p) + log |detA|
≥ ηR(a1, . . . , aN ) + log |detA|.
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Therefore,
ηR′(b1, . . . , bN ) ≥ ηR(a1, . . . , aN ) + log |detA|.
By reversing the roles of (a1, . . . , aN ) and (b1, . . . , bN ) we have
η(b1, . . . , bN ) = η(a1, . . . , aN ) + log |detA|.
(2) We may assume that a1 = α2a2 + · · · + αNaN with αi ∈ R. For every ε > 0, since
a1 = εa1 + (1− ε)α2a2 + · · ·+ (1− ε)αNaN , we get by (1)
η(a1, . . . , aN ) = η(a1, . . . , aN ) + log ε,
implying η(a1, . . . , aN ) = −∞. Finally, when A is singular, it follows from (2) just proven
that both sides of the equality in (1) are −∞. 
Proposition 4.8. Let a1, . . . , aN , b1, . . . , bN ∈ M
sa be such that b1 = a1 and bi − ai ∈
{a1, . . . , ai−1}
′′ for 2 ≤ i ≤ N , and let R0 := maxi ‖bi − ai‖. Then
ηR(a1, . . . , aN ) ≤ ηR+R0(b1, . . . , bN ) if R ≥ maxi ‖ai‖,
ηR(b1, . . . , bN ) ≤ ηR+R0(a1, . . . , aN ) if R ≥ maxi ‖bi‖.
Hence,
η(a1, . . . , aN ) = η(b1, . . . , bN ).
Proof. When R ≥ maxi ‖ai‖, as noted just after Definition 4.1, µ := µ(a1,...,aN ) ∈ T
(
A
(N)
R
)
and {a1, . . . , aN}
′′ is isomorphic to πµ
(
A
(N)
R
)′′
by the isomorphism ψ defined by ψ(ai) =
πµ(Xi), 1 ≤ i ≤ N . For each 2 ≤ i ≤ N , since ψ(bi−ai) ∈ {πµ(X1), . . . , πµ(Xi−1)}
′′, using Ka-
plansky density theorem and an argument with functional calculus, one can choose a sequence
of selfadjoint elements h
(k)
i , k ∈ N, in C
∗(X1, . . . ,Xi−1) (⊂ A
(N)
R ) such that ‖h
(k)
i ‖R ≤ ‖ψ(bi−
ai)‖ = ‖bi−ai‖ and πµ(h
(k)
i )→ ψ(bi−ai) strongly as k →∞. Hence, there exists a sequence
p
(k)
i ∈ C〈X1, . . . ,Xi−1〉
sa, k ∈ N, such that ‖p
(k)
i ‖R ≤ ‖bi − ai‖ and ψ
(
p
(k)
i (a1, . . . , ai−1)
)
=
πµ
(
p
(k)
i (X1, . . . ,Xi−1)
)
→ ψ(bi − ai) strongly; hence p
(k)
i (a1, . . . , ai−1) → bi − ai strongly
as k → ∞. Set b
(k)
1 := b1 = a1 and b
(k)
i := ai + p
(k)
i (a1, . . . , ai−1) for 2 ≤ i ≤ N . Then
‖b
(k)
i ‖ ≤ ‖ai‖+‖bi−ai‖ ≤ R+R0 and b
(k)
i → bi strongly as k →∞. Define Ψ
(k) : (M san )
N →
(M san )
N , Ψ(k)(A1, . . . , AN ) = (B1, . . . , BN ), by B1 := A1 and Bi := Ai+p
(k)
i (A1, . . . , Ai−1) for
2 ≤ i ≤ N . Notice that Λ⊗Nn is Ψ
(k)-invariant: Λ⊗Nn ◦Ψ
(k) = Λ⊗Nn . If (A1, . . . , AN ) ∈ (M
sa
n )
N
R ,
then Ψ(k)(A1, . . . , AN ) ∈ (M
sa
n )
N
R+R0
because of ‖Bi‖ ≤ ‖Ai‖+ ‖p
(k)
i ‖R ≤ R+R0.
For each q ∈ C〈X1, . . . ,XN 〉
sa, setting p(k) ∈ C〈X1, . . . ,XN 〉
sa by
p(k)(X1, . . . ,XN ) := q
(
X1,X2 + p
(k)
2 (X1), . . . ,XN + p
(k)
N (X1, . . . ,XN−1)
)
,
we get
πR+R0(q)
≥ lim sup
n→∞
(
1
n2
log
∫
Ψ
(
(Msan )
N
R
) exp(−n2trn(q(B1, . . . , BN ))) dΛ⊗Nn + N2 log n
)
= lim sup
n→∞
(
1
n2
∫
(Msan )
N
R
exp
(
−n2trn((q ◦Ψ
(k))(A1, . . . , AN ))
)
dΛ⊗Nn +
N
2
log n
)
= lim sup
n→∞
(
1
n2
∫
(Msan )
N
R
exp
(
−n2trn(p
(k)(A1, . . . , AN ))
)
dΛ⊗Nn +
N
2
log n
)
= πR(p
(k)).
FREE ANALOG OF PRESSURE 13
Therefore, since p(k)(a1, . . . , aN ) = q(b
(k)
1 , . . . , b
(k)
N ),
τ
(
q(b
(k)
1 , . . . , b
(k)
N )
)
+ πR+R0(q) ≥ τ
(
p(k)(a1, . . . , aN )
)
+ πR(p
(k))
≥ ηR(a1, . . . , aN )
so that letting k →∞ gives
τ(q(b1, . . . , bN )) + πR+R0(q) ≥ ηR(a1, . . . , aN ),
which yields
ηR+R0(b1, . . . , bN ) ≥ ηR(a1, . . . , aN ).
Since the assumption implies that ai − bi ∈ {b1, . . . , bi−1}
′′ for 2 ≤ i ≤ N , the other
direction follows by reversing the roles of (a1, . . . , aN ) and (b1, . . . , bN ). 
5. Equality η = χ for R-diagonal variables
Let (M, τ) be a tracialW ∗-probability space as before. When x is a non-selfadjoint element
in M, Voiculescu’s (microstate) free entropy of x is defined as χ(a1, a2) where a1 and a2 are
the real and imaginary parts of x, i.e., a1 = (x+ x
∗)/2 and a2 = (x− x
∗)/2i. When a1 and
a2 are free, we have η(a1, a2) = χ(a1, a2) by Theorem 4.5 (2). In this section we show that
this equality remains true for R-diagonal variables. The notion of R-diagonal was introduced
by A. Nica and R. Speicher [13], where it was shown that for x ∈ M with kerx = {0}, x is
R-diagonal if and only if it admits the polar decomposition x = u|x| with a Haar unitary u
free from |x| = (x∗x)1/2.
The “Lebesgue” measure on Mn is defined as
dΛˆn(X) :=
n∏
i,j=1
d(ReXij) d(ImXij).
Recall the following correspondences of measures under the transformations of Descartes
decomposition and of polar decomposition (see [9, 6.5.4 and 4.4.7]).
(a) Under the transformation X ∈ Mn 7→ (A1, A2) ∈ (M
sa
n )
2 with X = A1 + iA2, the
measure Λˆn on Mn corresponds to the product measure
Λn ⊗ Λn on (M
sa
n )
2.
(b) Let Un be the unitary group of order n and M
+
n the set of positive semidefinite n×n
matrices. Under the transformation X ∈Mn 7→ (U,X
∗X) ∈ Un×M
+
n where U is the
unitary part of X (uniquely determined for non-singular matrices X, the other case
being Λˆn-negligible), Λˆ on Mn corresponds to the product measure
γn ⊗
(
CnΛn|M+n
)
on Un ×M
+
n
where γn is the Haar probability measure on Un and
Cn :=
πn(n+1)/2
2n(n−1)/2
∏n−1
j=1 j!
.
Theorem 5.1. For every x = a1 + ia2 ∈ M with a1, a2 ∈ M
sa,
η(a1, a2) ≤ χ(x
∗x) +
1
2
log
π
2
+
3
4
.
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Proof. For each real polynomial q(t) we set p ∈ C〈X1,X2〉
sa by
p(X1,X2) := q((X1 + iX2)
∗(X1 + iX2)).
Obviously, we have
q(x∗x) = p(a1, a2),
q(X∗X) = p(A1, A2) for X = A1 + iA2, A1, A2 ∈M
sa
n .
For each R ≥ ‖x‖, since{
A1 + iA2 : (A1, A2) ∈ (M
sa
n )R
}
⊂ (Mn)2R :=
{
X ∈Mn : ‖X‖ ≤ 2R
}
,
we get ∫
(Msan )R
exp
(
−n2trn(p(A1, A2))
)
dΛ⊗2n (A1, A2)
≤
∫
(Mn)2R
exp
(
−n2trn(q(X
∗X))
)
dΛˆn(X) (by (a))
= Cn
∫
(M+n )4R2
exp
(
−n2trn(q(A))
)
dΛn(A) (by (b))
≤ Cn
∫
(Msan )4R2
exp
(
−n2trn(q(A))
)
dΛn(A),
where (M+n )4R2 :=
{
A ∈M+n : ‖A‖ ≤ 4R
2
}
. Therefore,
πR(p) = lim sup
n→∞
(
1
n2
log
∫
(Msan )R
exp
(
−n2trn(p(A1, A2))
)
dΛ⊗2n (A1, A2) + log n
)
≤ lim sup
n→∞
(
1
n2
log
∫
(Msan )4R2
exp
(
−n2trn(q(A))
)
dΛn(A) +
1
2
log n
)
+ lim
n→∞
(
1
n2
logCn +
1
2
log n
)
= π4R2(q) +
1
2
log
π
2
+
3
4
.
This implies that
ηR(a1, a2) ≤ τ(p(a1, a2)) + πR(p)
≤ τ(q(x∗x)) + π4R2(q) +
1
2
log
π
2
+
3
4
.
Taking the infimum of the above over q yields
ηR(a1, a2) ≤ η4R2(x
∗x) +
1
2
log
π
2
+
3
4
= χ(x∗x) +
1
2
log
π
2
+
3
4
by Proposition 4.2 thanks to 4R2 ≥ ‖x∗x‖, completing the proof. 
Corollary 5.2. If x ∈ M and χ(x∗x) = −∞ (in particular, this is the case if kerx 6= {0}),
then
η(a1, a2) = χ(a1, a2) = −∞.
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Proof. Since
χ(a1, a2) ≤ χ(x
∗x) +
1
2
log
π
2
+
3
4
= −∞
by [9, 6.6.3], Theorem 5.1 gives the conclusion. 
Corollary 5.3. If x = a1 + ia2 with a1, a2 ∈ M
sa is R-diagonal and R ≥ ‖x‖, then
η(a1, a2) = ηR(a1, a2) = χ(a1, a2).
Proof. By Corollary 5.2 we may assume ker x = {0}; then x admits the polar decomposition
as mentioned in the first paragraph of this section. By Theorem 5.1,
ηR(a1, a2) ≤ η(a1, a2) ≤ χ(x
∗x) +
1
2
log
π
2
+
3
4
.
But, it is known (see [9, 6.6.8] and [12]) that
χ(a1, a2) = χR(a1, a2) = χ(x
∗x) +
1
2
log
π
2
+
3
4
.
Since χR(a1, a2) ≤ ηR(a1, a2) by Theorem 4.5 (1), we have the conclusion. 
6. Modified quantity η˜(a1, . . . , aN )
Although the free entropy-like quantity η(a1, . . . , aN ) is different from χ(a1, . . . , aN ) as
mentioned in Remark 4.6, it is a natural one from the viewpoint of “free variational prin-
ciple.” In this section we introduce a modified version of η(a1, . . . , aN ), which is shown to
coincide with χ(a1, . . . , aN ) in general. For each R > 0 we consider the minimal C
∗-tensor
product A
(N)
R ⊗min A
(N)
R , whose norm is denoted by ‖ · ‖R,min. The algebraic tensor prod-
uct C〈X1, . . . ,XN 〉 ⊗ C〈X1, . . . ,XN 〉 is naturally considered as a (dense) ∗-subalgebra of
A
(N)
R ⊗min A
(N)
R . Let a1, . . . , aN be selfadjoint operators in B(H). For q(X1, . . . ,XN ) =∑
ci1...ik,j1...jlXi1 · · ·Xik ⊗Xj1 · · ·Xjl in C〈X1, . . . ,XN 〉 ⊗ C〈X1, . . . ,XN 〉, we define
q(a1, . . . , aN ) :=
∑
ci1,···ik,j1···jlai1 · · · aik ⊗ aj1 · · · ajl ∈ A
(N)
R ⊗min A
(N)
R .
When ‖ai‖ ≤ R, since the functional calculus h(a1, . . . , aN ) for h ∈ A
(N)
R is a ∗-homomorphism
of A
(N)
R into B(H) (see Section 2), one can define the tensor product ∗-homomorphism Φ⊗Φ :
A
(N)
R ⊗minA
(N)
R → B(H)⊗B(H) = B(H⊗H). We denote (Φ⊗Φ)(g) by g(a1, . . . , aN ) for g ∈
A
(N)
R ⊗min A
(N)
R . This extends q(a1, . . . , aN ) above for q ∈ C〈X1, . . . ,XN 〉 ⊗ C〈X1, . . . ,XN 〉.
Definition 6.1. For each R > 0 and g ∈
(
A
(N)
R ⊗min A
(N)
R
)sa
define
π
(2)
R (g) := lim sup
n→∞
(
1
n2
log
∫
(Msan )
N
R
exp
(
−n2(trn ⊗ trn)(g(A1, . . . , AN ))
)
dΛ⊗Nn
+
N
2
log n
)
.
Properties of π
(2)
R (g) is similar to those of πR(h) in Proposition 2.3; for example,
(1) π
(2)
R (g) is convex on
(
A
(N)
R ⊗min A
(N)
R
)sa
,
(2) |π
(2)
R (g1)− π
(2)
R (g2)| ≤ ‖g1 − g2‖R,min for all g1, g2 ∈
(
A
(N)
R ⊗min A
(N)
R
)sa
.
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Definition 6.2. Let Σ(2)〈X1, . . . ,XN 〉 denote the set of selfadjoint linear functionals ν on
C〈X1, . . . ,XN 〉⊗C〈X1, . . . ,XN 〉 such that ν(1) = 1. For each R > 0 and ν ∈ Σ
(2)〈X1, . . . ,XN 〉
define
η
(2)
R (ν) := inf
{
ν(q) + π
(2)
R (q) : q ∈ (C〈X1, . . . ,XN 〉 ⊗ C〈X1, . . . ,XN 〉)
sa
}
.
One can see as Lemma 3.3 that if ν ∈ Σ(2)〈X1, . . . ,XN 〉 and η
(2)
R (ν) > −∞, then ν ∈
T
(
A
(N)
R ⊗min A
(N)
R
)
, that is, ν (uniquely) extends to a tracial state on A
(N)
R ⊗min A
(N)
R .
Hence the essential domain of η(2) is included in T
(
A
(N)
R ⊗min A
(N)
R
)
. Furthermore, as in
Theorem 3.4, π
(2)
R (g) for g ∈
(
A
(N)
R ⊗min A
(N)
R
)sa
and η
(2)
R (ν) for ν ∈ T
(
A
(N)
R ⊗min A
(N)
R
)
are the Legendre transforms of each other with respect to the Banach space duality between(
A
(N)
R ⊗min A
(N)
R
)sa
and the selfadjoint part of
(
A
(N)
R ⊗min A
(N)
R
)∗
.
Definition 6.3. For each a1, . . . , aN ∈ M
sa define
η˜R(a1, . . . , aN ) := η
(2)
R (µ(a1,...,aN ) ⊗ µ(a1,...,aN )),
where µ(a1,...,aN ) ∈ Σ〈X1, . . . ,XN 〉 was given in Definition 4.1 and µ(a1,...,aN )⊗µ(a1,...,aN ) is an
element of Σ(2)〈X1, . . . ,XN 〉 defined by the algebraic tensor product of µ(a1,...,aN ) and itself.
Furthermore, define
η˜(a1, . . . , aN ) := sup
R>0
η˜R(a1, . . . , aN ).
Note that if R ≥ maxi ‖ai‖, then µ(a1,...,aN ) ∈ T
(
A
(N)
R
)
and so µ(a1,...,aN ) ⊗ µ(a1,...,aN ) ∈
T
(
A
(N)
R ⊗min A
(N)
R
)
.
Theorem 6.4. For every a1, . . . , aN ∈ M
sa and R > 0,
ηR(a1, . . . , aN ) ≥ η˜R(a1, . . . , aN ) = χR(a1, . . . , aN ),
η(a1, . . . , aN ) ≥ η˜(a1, . . . , aN ) = χ(a1, . . . , aN ).
Proof. By Theorem 4.5 (1) it is enough to prove η˜R = χR. (A direct proof of ηR ≥ η˜R is also
easy from definition.) For each q ∈ (C〈X1, . . . ,XN 〉 ⊗C〈X1, . . . ,XN 〉)
sa notice that
(µ(a1,...,aN ) ⊗ µ(a1,...,aN ))(q) = (τ ⊗ τ)(q(a1, . . . , aN ))
is a polynomial (of at most order 2) of mixed moments τ(ai1 · · · aik) with k ≤ K for some
K ∈ N. This is same for (trn ⊗ trn)(q(A1, . . . , AN )) with A1, . . . , AN ∈ M
sa
n . Thus, for
any δ > 0, one can choose r ∈ N and ε > 0 such that, for each n ∈ N, if (A1, . . . , AN ) ∈
ΓR(a1, . . . , aN ;n, r, ε) then∣∣(trn ⊗ trn)(q(A1, . . . , AN ))− (τ ⊗ τ)(q(a1, . . . , aN ))∣∣ < δ.
Then, the proof of η˜R(a1, . . . , aN ) ≥ χR(a1, . . . , aN ) is the same as in the proof of Theorem
4.5 (1).
To prove the converse inequality, let α > χR(a1, . . . , aN ) and β > 0. There exist r ∈ N
and ε > 0 such that
lim sup
n→∞
(
1
n2
log Λ⊗Nn
(
ΓR(a1, . . . , aN ;n, r, ε)
)
+
N
2
log n
)
< α.
Set
I := {(i1, . . . , ik) : 1 ≤ i1, . . . , ik ≤ N, 1 ≤ k ≤ r}
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and define q ∈ (C〈X1, . . . ,XN 〉 ⊗ C〈X1, . . . ,XN 〉)
sa by
q(X1, . . . ,XN )
:=
β
ε2
∑
(i1,...,ik)∈I
(
Xi1 · · ·Xik − τ(ai1 · · · aik)1
)
⊗
(
Xi1 · · ·Xik − τ(ai1 · · · aik)1
)∗
.
We notice (τ ⊗ τ)(q(a1, . . . aN )) = 0 and
(trn ⊗ trn)(q(A1, . . . , AN )) =
β
ε2
∑
(i1,...,ik)∈I
∣∣trn(Ai1 · · ·Aik)− τ(ai1 · · · aik)∣∣2
for A1, . . . , AN ∈M
sa
n . Since
(trn ⊗ trn)(q(A1, . . . , AN )) ≥ β if (A1, . . . , AN ) 6∈ ΓR(a1, . . . , aN ;n, r, ε),
we get ∫
(Msan )
N
R
exp
(
−n2(trn ⊗ trn)(q(A1, . . . , AN ))
)
dΛ⊗Nn
≤ Λ⊗Nn
(
ΓR(a1, . . . , aN ;n, r, ε)
)
+ e−n
2βΛ⊗Nn
(
(M san )
N
R
)
so that (∫
(Msan )
N
R
exp
(
−n2(trn ⊗ trn)(q(A1, . . . , AN ))
)
dΛ⊗Nn
)1/n2
≤
(
Λ⊗Nn
(
ΓR(a1, . . . , aN ;n, r, ε)
))1/n2
+ e−β
(
Λ⊗Nn
(
(M san )
N
R
))1/n2
.
Since
lim sup
n→∞
nN/2
(
Λ⊗Nn
(
ΓR(a1, . . . , aN ;n, r, ε)
))1/n2
≤ eα
and
lim
n→∞
nN/2
(
Λ⊗Nn
(
(M san )
N
R
))1/n2
= lim
n→∞
(
n1/2
(
Λn
(
(M san )R
))1/n2)N
=
(
R(π/2)1/2e3/4
)N
(see [9, §5.6]), we have
lim sup
n→∞
nN/2
(∫
(Msan )
N
R
exp
(
−n2(trn ⊗ trn)(q(A1, . . . , AN ))
)
dΛ⊗Nn
)1/n2
≤ eα + e−β
(
R(π/2)1/2e3/4
)N
so that
π
(2)
R (q) ≤ α+ log
(
1 + e−α−β
(
R(π/2)1/2e3/4
)N)
.
Since (τ ⊗ τ)(q(a1, . . . , aN )) = 0, this implies that
η˜R(a1, . . . , aN ) ≤ α+ log
(
1 + e−α−β
(
R(π/2)1/2e3/4
)N)
.
Letting β → +∞ and then αց χR(a1, . . . , aN ) we obtain η˜R(a1, . . . , aN ) ≤ χR(a1, . . . , aN ),
completing the proof. 
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Some known properties of χ(a1, . . . , aN ) may be shown based on Theorem 6.4. For instance,
the change of variable formulas in [16, 18] can be proven for η˜(a1, . . . , aN ) in a bit more easily
than for χ(a1, . . . , aN ).
7. Gibbs ensemble asymptotics
For each R > 0 and n ∈ N we define the “micro” pressure function PR,n(h) for h ∈
(
A
(N)
R
)sa
by
PR,n(h) := log
∫
(Msan )
N
R
exp
(
−n2trn(h(A1, . . . , AN ))
)
dΛ⊗Nn (A1, . . . , AN ).
This is nothing but the usual (classical) pressure of the continuous function n2trn(h(A1, . . . , AN ))
on (M san )
N
R . The definition (2.1) is
πR(h) = lim sup
n→∞
(
1
n2
PR,n(h) +
N
2
log n
)
for h ∈
(
A
(N)
R
)sa
. (7.1)
For each h0 ∈
(
A
(N)
R
)sa
we define the Gibbs probability measure λh0R,n on (M
sa
n )
N
R correspond-
ing to the function n2trn(h0(A1, . . . , AN )) by
dλh0R,n(A1, . . . , AN ) :=
1
Zh0R,n
exp
(
−n2trn(h0(A1, . . . , AN ))
)
×χ(Msan )NR
(A1, . . . , AN ) dΛ
⊗N
n (A1, . . . , AN ),
where the normalization constant Zh0R,n := exp
(
PR,n(h0)
)
. Furthermore, we define
µh0R,n(h) :=
∫
(Msan )
N
R
trn(h(A1, . . . , AN )) dλ
h0
R,n(A1, . . . , AN ) for h ∈
(
A
(N)
R
)sa
.
It is immediate to see that µh0R,n ∈ T
(
A
(N)
R
)
. The next lemma is elementary and well known.
Lemma 7.1. With the above definitions, the function PR,n is convex on
(
A
(N)
R
)sa
and dif-
ferentiable at any h0 ∈
(
A
(N)
R
)sa
. The supporting function of PR,n at h0 is
−n2µh0R,n(h) + S(λ
h0
R,n), h ∈
(
A
(N)
R
)sa
,
where S(λh0R,n) is the Boltzmann-Gibbs entropy:
S(λh0R,n) := −
∫
(Msan )
N
R
dλh0R,n
dΛ⊗Nn
log
dλh0R,n
dΛ⊗Nn
dΛ⊗Nn .
Proposition 7.2. Let h0 ∈ A
sa
R .
(1) There exists an equilibrium tracial state µ0 ∈ T
(
A
(N)
R
)
associated with h0 such that
lim inf
n→∞
(
1
n2
S(λh0R,n) +
N
2
log n
)
≤ ηR(µ0) ≤ lim sup
n→∞
(
1
n2
S(λh0R,n) +
N
2
log n
)
.
(2) Assume that the limit
πR(h0) = lim
n→∞
(
1
n2
PR,n(h0) +
N
2
log n
)
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exists. Then any limit point of the sequence
{
1
n2
S(λh0R,n) +
N
2 log n
}
is attained as the
value ηR(µ0) of some equilibrium tracial state µ0 associated with h0. In particular, if
µ0 is a unique equilibrium tracial state associated with h0, then
ηR(µ0) = lim
n→∞
(
1
n2
S(λh0R,n) +
N
2
log n
)
. (7.2)
Proof. (1) First, note that T
(
A
(N)
R
)
is a compact metrizable space in the weak* topology.
Hence, there exists a subsequence {n(k)} of {n} such that
πR(h0) = lim
k→∞
(
1
n(k)2
PR,n(k)(h0) +
N
2
log n(k)
)
and µh0R,n(k) weakly* converges to some µ0 ∈ T
(
A
(N)
R
)
. By Lemma 7.1 we get
µ0(h0) + πR(h0) = lim
k→∞
(
µh0R,n(k)(h0) +
1
n(k)2
PR,n(k)(h0) +
N
2
log n(k)
)
= lim
k→∞
(
1
n(k)2
S(λh0R,n(k)) +
N
2
log n(k)
)
and for every h ∈
(
A
(N)
R
)sa
µ0(h) + πR(h) = lim
k→∞
µh0R,n(k)(h) + lim sup
n→∞
(
1
n2
PR,n(h) +
N
2
log n
)
≥ lim sup
k→∞
(
µh0R,n(k)(h) +
1
n(k)2
PR,n(k)(h) +
N
2
log n(k)
)
≥ lim
k→∞
(
1
n(k)2
S(λh0R,n(k)) +
N
2
log n(k)
)
= µ0(h0) + πR(h0).
By Theorem 3.4 (1) this implies that µ0 is an equilibrium tracial state associated with h0 and
ηR(µ0) = µ0(h0) + πR(h0). Hence we have the conclusion.
(2) Let {n(k)} be a subsequence of {n} for which the limit
α := lim
k→∞
(
1
n(k)2
S(λh0R,n(k)) +
N
2
log n(k)
)
exists. We may assume that µh0R,n(k) → µ0 weakly* for some µ0 ∈ T
(
A
(N)
R
)
. Then, as in the
proof of (1), we get µ0(h0)+πR(h0) = α ≤ µ0(h)+πR(h) for all h ∈
(
A
(N)
R
)sa
, and the result
follows. 
Although the formula (7.2) has been shown under the existence of limit in the definition
of πR(h0) as well as the strong assumption of unique equilibrium, the above proposition
provides the noncommutative multivariate version of the property (IV) in Section 1. The
existence of limit of this kind seems one of the major questions in random matrix theory,
and recently a similar limit behavior has been investigated by A. Guionnet [6] for several
particular noncommuting polynomials of interest.
To get rid of the convergence problem, we are tempted to introduce the free pressure by
using the limit via a ultrafilter, as Voiculescu defined the free entropy χω in [20]. Let ω be
a fixed free ultrafilter, i.e., ω ∈ βN \ N. Since the inside of the lim sup in (7.1) is a bounded
sequence, we can define
πωR(h) := limn→ω
(
1
n2
PR,n(h) +
N
2
log n
)
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for each R > 0 and h ∈ AsaR . Then π
ω
R has the same properties as πR, and we define its
Legendre transform with respect to the duality between
(
A
(N)
R
)sa
and
(
A
(N)
R
)∗,sa
by
ηωR(µ) := inf
{
µ(h) + πωR(h) : h ∈
(
A
(N)
R
)sa}
for µ ∈
(
A
(N)
R
)∗,sa
.
As before we have ηωR(µ) = −∞ unless µ ∈ T
(
A
(N)
R
)
and
πωR(h) = sup
{
−µ(h) + ηωR(µ) : µ ∈ T
(
A
(N)
R
)}
for h ∈
(
A
(N)
R
)sa
.
Similarly, we define for g ∈
(
A
(N)
R ⊗min A
(N)
R
)sa
π
(2)
R (g) := lim sup
n→ω
(
1
n2
log
∫
(Msan )
N
R
exp
(
−n2(trn ⊗ trn)(g(A1, . . . , AN ))
)
dΛ⊗Nn
+
N
2
log n
)
.
and for ν ∈ T
(
A
(N)
R ⊗min A
(N)
R
)
η
(2),ω
R (ν) := inf
{
ν(h) + π
(2),ω
R (h) : h ∈ (AR ⊗A
op
R )
sa
}
.
Furthermore, for each a1, . . . , aN ∈ M
sa define
ηωR(a1, . . . , aN ) := η
ω
R(µ(a1,...,aM )),
ηω(a1, . . . , aN ) := sup
R>0
ηωR(a1, . . . , aN ),
η˜ωR(a1, . . . , aN ) := η
(2),ω
R (µ(a1,...,aN ) ⊗ µ(a1,...,aN )),
η˜ω(a1, . . . , aN ) := sup
R>0
η˜ωR(a1, . . . , aN ).
The next proposition can be shown as Theorems 4.5 and 6.4.
Proposition 7.3. For every a1, . . . , aN ∈M
sa and R > 0,
ηωR(a1, . . . , aN ) ≥ η˜
ω
R(a1, . . . , aN ) = χ
ω
R(a1, . . . , aN ),
ηω(a1, . . . , aN ) ≥ η˜
ω(a1, . . . , aN ) = χ
ω(a1, . . . , aN ).
Proposition 7.4. Let h0 ∈
(
A
(N)
R
)sa
and define
µh0R,ω(h) := limn→ω
µh0R,n(h), h ∈
(
A
(N)
R
)sa
.
Then µh0R,ω is an equilibrium tracial state associated with h0 in the sense that
πωR(h0) = −µ
h0
R,ω(h0) + η
ω
R(µ
h0
R,ω).
Moreover,
ηωR(µ
h0
R,ω) = limn→ω
(
1
n2
S(λh0R,n) +
N
2
log n
)
.
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Proof. It is immediate to see that µh0R,ω ∈ T
(
A
(N)
R
)
. By Lemma 7.1 we get for every h ∈(
A
(N)
R
)sa
µh0R,ω(h) + π
ω
R(h) = limn→ω
(
µh0R,n(h) +
1
n2
PR,n(h) +
N
2
log n
)
≥ lim
n→ω
(
1
n2
S(λh0R,n) +
N
2
log n
)
= µh0R,ω(h0) + π
ω
R(h0).
This implies the conclusion. 
Finally, it is worth noting that the Gibbs ensemble asymptotics (or random matrix approx-
imation) provides a useful tool to obtain free probabilistic analogs of classical problems. For
example, the free transportation cost inequality established by Ph. Biane and D. Voiculescu
[1] in case of single variables was re-proven in [10] by using this tool, and the multivariate
case will be discussed in our forthcoming paper.
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