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Overview
The problem: PDEs with random coefﬁcients
The methods: Multi-Index Monte Carlo...
... and Multi-Index Quasi-Monte Carlo
Conclusion
PDEs with random coefﬁcients
Steady-state ﬂow through porous media can be described by Darcy’s law,
taking the form of an elliptic PDE with random diffusion coefﬁcient
−∇ · (k(x;ω)∇p(x;ω)) = f(x)
with x ∈ [0, 1]3 and ω ∈ Ω
The diffusion coefﬁcient is modelled as a lognormal random ﬁeld with
exponential covariance function
C(x1,x2) = σ
2 exp
(‖x1 − x2‖p
λ
)
This is a speciﬁc instance of the Matérn kernel
C(x1,x2) = σ
2 2
1−ν
Γ(ν)
(‖x1 − x2‖p
λ/2
√
ν
)
Kν
(‖x1 − x2‖p
λ/2
√
ν
)
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PDEs with random coefﬁcients
representation of uncertainty
We use the KL-expansion to take samples from the diffusion coefﬁcient
k(x;ω) = k¯ + exp
( ∞∑
n=1
√
θnfn(x)ξ(ω)
)
(1)
with θn and fn the eigenvalues and eigenfunctions of the covarianceoperatorC(x1,x2)
? We use p = 1 (1-norm) in (1) because analytic expressions exist for
eigenvalues and eigenfunctions
? In practice, the inﬁnite sum must be truncated after s terms
Also fast circulant embedding techniques are possible1
1see talk by Dirk Nuyens tomorrow (MS117)
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PDEs with random coefﬁcients
structure of the eigenvalues
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Decay of the three-dimensional eigenvalues in the KL-expansion for λ = 0.3 and
λ = 0.075. In both cases, the variance σ2 = 1.
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PDEs with random coefﬁcients
a typical sample of the diffusion coefﬁcient
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PDEs with random coefﬁcients
quantity of interest
p = 0
G1
p = 1
isolated
p = 0
G2
We are interested in the statistics of a quantity of interest G := G(p(x;ω))
In particular, what are E[G1] and E[G2]?
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Multilevel Monte Carlo
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Multi-Index Monte Carlo
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Multi-Index Monte Carlo
Deﬁne the difference operator along a single direction i, denoted ∆i, by
∆i =
{
G` −G`−ei if ei · ` > 0
G` if ei · ` = 0 ,
where ei is the unit vector in direction i
Next, we deﬁne the difference operator ∆ =
d∏
i=1
∆i
Again, the expected value can be expressed as the telescoping sum
E[G] =
∑
`≥0
E[∆G`]
By choosing a suitable subset of all ` we can reduce the bias of the
estimator and avoid to take samples at ` = (L,L,L)
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Multi-Index Monte Carlo
We consider three different types of index sets I :
1. Full Tensor (FT) index sets.∗
I(L) =
{
` ∈ Nd : `i ≤ L for all 1 ≤ i ≤ d
}
2. Total Degree (TD) index sets.∗
I(L) =
{
` ∈ Nd :
d∑
i=1
`i ≤ L
}
3. Hyperbolic Cross (HC) index sets.
I(L) =
{
` ∈ Nd :
d∏
i=1
(`i + 1) ≤ L
}
∗ = introduced by Haji-Ali, Abdul-Lateef, Fabio Nobile, and Raúl Tempone. "Multi-index Monte Carlo:
when sparsity meets sampling." Numerische Mathematik (2015): 1-40.
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Multi-Index Monte Carlo
`x`y
` z
FT index set
`x`y
` z
TD index set
`x`y
` z
HC index set
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Multi-Index Monte Carlo
regularity conditions for G1
E` ≤ CE
d∏
i=1
2−`iαi
V` ≤ CV
d∏
i=1
2−`iβi
W` ≤ CW
d∏
i=1
2`iγi
with CE , CV , CW , αi, βi and
γi > 0 for i = 1 . . . d.
log2E` log2 V`
log2W` log2 P`
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Multi-Index Monte Carlo
performance for G1
Fitted orders of convergence forE`, V` andW`:
direction x y z
αi 1.3443 1.3468 1.3425
βi 4.0600 4.0329 4.0198
γi 1.1324 1.1776 1.1271
For all i = 1 . . . d, αi ≈ α, βi ≈ β and γi ≈ γ (isotropy)
Hence, we expect the optimal complexity rate
Total Work . O(−2)
{
if β > dγ in the ML case
if β > γ in the TD case
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Multi-Index Monte Carlo
performance for G1
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Simulation details:
? correlation length λ = 0.3,
variance σ2 = 1
? s = 250 uncertainties
? ﬁnest grid has 4 · 25 grid
points in each dimension
? the PDE is solved using a
ﬁnite volume method
? the sparse solver is CG with
multigrid preconditioning as
implemented in hsl_mi20
13/22
Multi-Index Monte Carlo
MUMPS vs AMG
We expect the optimal complexity rate
Total Work . O(−2)
{
if β > dγ in the ML case
if β > γ in the TD case
So, MIMC performs better than MLMC when γ < β < dγ
? when using MUMPS: γ ≈ 2 ⇒ 2 < β < 6 true
? when using AMG: γ ≈ 1 ⇒ 1 < β < 3 false
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Multi-Index Monte Carlo
MUMPS vs AMG
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Multi-Index Monte Carlo
memory efﬁciency
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Maximum number of degrees of freedom (DOF) versus requested tolerance for
standard MLMC (ML) and MIMC with Full Tensor (FT), Total Degree (TD) and
Hyperbolic Cross (HC) index sets.
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Multi-Index Monte Carlo
total number of samples taken for MIMC with TD index sets,  = 1e-4
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Multi-Index Monte Carlo
performance for G2
Fitted orders of convergence forE`, V` andW`:
direction x y z
αi 1.9683 1.0129 1.0137
βi 4.4080 2.3344 2.3422
γi 1.2710 1.2527 1.2294
We ﬁnd
α1 ≈ 2α2 ≈ 2α3 ≈ 2α
β1 ≈ 2β2 ≈ 2β3 ≈ 2β
γi ≈ γ for all i = 1 . . . d
We obtain the following cost estimates:
Total Work ≤ O(−3) for MLMC, and
Total Work ≤ O(−2) for MIMC (TD)
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Multi-Index Monte Carlo
performance for G2
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Simulation details:
? correlation length
λ = 0.075, variance
σ2 = 1
? s = 3000 uncertainties
? ﬁnest grid has 4 · 25 grid
points in each dimension
? the PDE is solved using a
ﬁnite volume method
? the sparse solver is CG with
multigrid preconditioning as
implemented in hsl_mi20
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Multi-Index Quasi-Monte Carlo
The basis of any multilevel method is the telescoping sum
E[GL] =
∑
`∈I
E[∆G`]
Let ∆Q` be an unbiased estimator for ∆G`, then the general multilevelestimator can be expressed as
M =
∑
`∈I
∆Q`
For example,
M =
∑
`∈I
1
N`
N`−1∑
n=0
∆G`(ξn)
with ξn
{random numbers for MIMC
randomly shifted rank-1 lattice points for MIQMC
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Multi-Index Quasi-Monte Carlo
ﬁrst numerical results
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Comparison of Monte Carlo (MC), Multilevel Monte Carlo (MLMC),
Multi-Index Monte Carlo (MIMC with TD index sets) and Multi-Index
Quasi-Monte Carlo (MIQMC with TD index sets) for the ﬁrst test problem G1
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Questions & Remarks
Suggestions:
? wait - can you exploit the directionality in the second test case?
? but how does your algorithm for MIQMC simulation work?
? and how do you choose the number of samples?
? how did you choose the number of terms in the KL-expansion?
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Exploiting the directionality for G2
p = 1
isolated
p = 0
G2
direction x y z
αi 1.9683 1.0129 1.0137
βi 4.4080 2.3344 2.3422
γi 1.2710 1.2527 1.2294
Exploiting the directionality for G2
Question: can we exploit directionality of the problem?
Answer: yes, if we deﬁne
Iδ(L) =
{
` ∈ Nd :
d∑
i=1
δi`i ≤ L
}
for TD index sets
Iδ(L) =
{
` ∈ Nd :
d∏
i=1
(δi`i + 1) ≤ L
}
for HC index sets
with δ = [2 1 1]
Of course, this requires a priori knowledge of the problem!
back
Numerical Experiments
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Performance of Multi-Index Monte Carlo with direction-aware index sets: run time
versus requested tolerance for isotropic MIMC with Total Degree (TD) and
Hyperbolic Cross (HC) index sets and direction-aware MIMC with TD and HC index
sets.
MIQMC details
The mean-square error (MSE) ofM can be expanded as
MSE(M) = E[(M− E[M])2] + (E[M]−G)2
= V[M] + Bias(M, G)2
We bound both terms as
Bias(M, G) ≤ (1− θ), and (bias constraint)
prob[|M− E[M]| ≤ θ] ≥ 1− ν, (statistical constraint)
where  is a tolerance, θ the error splitting and ν a failure probability
Note that, by normality of the estimator, we can rewrite the statistical
constraint as
V[M] ≤ (θTOL)2 with TOL := 
Φ−1(1− ν/2)
Optimal number of samples
The optimal number of samplesN` is the solution of
min
N`
Total Work =
∑
`∈I
N`W`
s.t. V[M] ≤ TOL2
For MIMC, we have that
V[M] =
∑
`∈I
V`
N`
For MIQMC, we ﬁnd
V[M] .
∑
`∈I
V`
KN−2`
Optimal number of samples
The MIMC estimator is
M :=
∑
`∈I
QKs,N`(∆G`) =
∑
`∈I
1
K
K∑
k=1
1
N`
N`−1∑
n=0
∆G` (tn +∆k,`)
For a rank-1 lattice rule,
tn =
{nz
N
}
, n = 0, . . . , N − 1,
where z ∈ Zs is a generating vector, and { · } denotes the fractional part
∆k,l ∼ U(0, 1) is a random shift
Optimal number of samples
V∆[MQMC] = V∆
[∑
`∈I
QKs,N`(∆G`)
]
=
∑
`∈I
V∆
[QKs,N`(∆G`)]
=
∑
`∈I
E∆
[|QKs,N`(∆G`)− E∆[∆G`]|2]
≤
∑
`∈I
1
K
eshwor(t1, . . . , tn)
2‖∆G`‖2H
≤
∑
`∈I
1
K
(Cs,λ
Nλ`
)2
‖∆G`‖2H
whereH is the weighted and unanchored Sobolev space of functions on
[0, 1]s with square integrable mixed ﬁrst-order derivatives, and we assume
that a similar bound for the worst-case error is valid for integration inRs
We assume a QMC method that converges asO(1/Nλ)
Optimal number of samples
Hence, we ﬁnd
N` h
2λ+1
√
2λC2s,λ‖∆G`‖2H
K2W`
Because this analysis is also valid for the usual MIMC setting, we propose
C2s,λ‖∆G`‖2H . V`
We ﬁnd the optimal number of samples as
N` ≥ 2λ
√√√√(θTOL,ν)−2 1
K
(
V`
W`
) 2λ
2λ+1 ∑
m∈I
2λ+1
√
VmW 2λm
back
MIQMC algorithm
begin
L := −1; θ := 0.5; I0 = ∅; converged := false;repeat
L← L+ 1;
takeN∗ samples at each index ` ∈ I(L)\I(L− 1);
compute sample variance and bias at each level `;
if bias< /2 then
θ ← 1−bias/;
end
compute optimal number of samples at each `;
update samples at each ` ∈ I(L);
while variance of estimator> θ ·  dodouble number of samples where it is most beneﬁcial;
end
if L > 2 thenrecompute bias and check for convergence;
end
until converged = true;
end
