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We develop a method to measure the amount of compositeness of a resonance, mostly made as a
bound state of two hadrons, by simultaneously measuring the rate of production of the resonance
and the mass distribution of the two hadrons close to threshold. By using different methods of
analysis we conclude that the method allows one to extract the value of 1-Z with about 0.1 of
uncertainty. The method is applied to the case of the B¯0s → J/ψf1(1285) decay, by looking at the
resonance production and the mass distribution of KK¯∗.
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I. INTRODUCTION
One of the recurring questions appearing in the study
of hadronic resonances is their internal structure [1–
3]. The simple picture of mesons and baryons being
qq¯ and qqq, respectively, has given rise to more compli-
cated structures in many cases, with light scalar mesons
widely accepted to be some kind of molecular states
stemming from the interaction of pseudoscalar mesons
[4–7], or the case of the two Λ(1405), widely accepted
as composite states of K¯N and piΣ [8–14], among many
others [15].
One of the pioneer works to determine whether states
are composite, or more of the elementary type, is the one
of Weinberg, determining that the deuteron is a simple
bound state of a proton and a neutron, which gets bound
by an interacting potential [16]. The method has been
used to determine that some resonances are not elemen-
tary, like the f0(980) and the a0(980) [17]. It relies basi-
cally upon determining from experiment the coupling of
a state to its assumed components and then making the
test of compositeness. In our language g2∂G/∂s = −1
is the condition to have a composite state [18]. The
coupling can be obtained from known scattering ampli-
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tudes of the components. In most cases this is difficult
and one has only access to certain resonances through
decay of heavier ones. This is for instance the decay
B0s → J/ψf1(1285). The f1(1285) is dynamically gen-
erated from the interaction of KK¯∗ as a single channel
in the chiral unitary approach [19]. The inclusion of
higher order terms in the Lagrangian barely makes any
change in this resonance [20] and then reactions produc-
ing this resonance become a good testing ground for the
method that we propose. Essentially, the method com-
pares two quantities: the production of the resonance,
irrelevant of its decay, and the strength of the invari-
ant mass distribution for the production of the assumed
molecular components of the resonance. We show that
the ratio of these two magnitudes, removing the phase
space factors provides a useful information from which
the compositeness of the resonances can be determined.
In the present paper we develop the formalism and
apply it to the case of B¯0s → J/ψf1(1285). We show
that the method is rather stable with respect to fair
changes of some parameters and that one can deter-
mine the compositeness with some precision. Experi-
mental information on the rate for this reaction is avail-
able from Ref. [21]. However, the second part of the
information needed in the test, the KK¯ invariant mass
distribution in B¯0s → J/ψKK¯∗, is not yet available. The
idea exposed in this paper should provide an incentive
for measuring such reaction.
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2II. FORMALISM
In Fig. 1 the B¯0s → J/ψf1(1285) decay at microscop-
ical level is depicted [22].
FIG. 1. a) Elementary quark arrangement for the decay. b)
Hadronization of the final ss¯ component.
In order to hadronize the final ss¯ component we must
bear in mind the molecular structure of the f1(1285)
in our picture. The state is a 0+(1++). With the pre-
scription followed here for C-parity, such that CV =
−V¯ , with V a vector meson, the representation for the
f1(1285) is
|f1(1285)〉 = 1
2
(K∗+K−+K∗0K¯0−K∗−K+−K¯∗0K0) .
(1)
Let us see how this state emerges from the mechanism
of Fig. 1b). In the hadronization we will include a q¯q
pair with the quantum numbers of the vacuum, u¯u +
d¯d + s¯s, and will obtain two pairs of qq¯. One of them
will correspond to a vector meson and the other one to
a pseudoscalar. In terms of pseudoscalars and vectors
the qq¯ matrix M ,
M =
uu¯ ud¯ us¯du¯ dd¯ ds¯
su¯ sd¯ ss¯
 , (2)
can be written as
MP =
pi0√
2
+ η√
3
+ η
′
√
6
pi+ K+
pi− − pi0√
2
+ η√
3
+ η
′
√
6
K0
K− K¯0 − 1√
3
η +
√
2
3η
′
 ,
(3)
which implements the standard η − η′ mixing [23], and
MV =

ρ0√
2
+ ω√
2
ρ+ K∗+
ρ− − ρ0√
2
+ ω√
2
K∗0
K∗− K¯∗0 φ
 .
(4)
The matrix M obeys
MM = M(u¯u+ d¯d+ s¯s) . (5)
Hence, a hadronized qq¯ component can be written in
terms of matrix elements of MM and then as matrix
elements of MVMP or MPMV . It is easy to see that
the combination
(MVMP ±MPMV ) (6)
has C parity − and + respectively. The C = + state
(up to normalization), will be
ss¯(u¯u+ d¯d+ s¯s) = M33(u¯u+ d¯d+ s¯s) ≡ (MM)33
−→ (MPMV −MVMP )33 =
K−K¯∗+ + K¯0K∗0 + (−
√
1
3
η +
√
2
3
η′)φ
−K∗−K+ − K¯∗0K0 − φ(− 1√
3
η +
√
2
3
η′) . (7)
We can see that the φ term cancels because C(φη) =
(−)(+) = (−). The combination in Eq. (7) is then
the same one as in Eq. (1) and it is also projected over
I = 0 because it comes from ss¯ after hadronization with
qq¯ with the quantum numbers of the vacuum.
III. COALESCENCE PRODUCTION OF THE
f1(1285)
In this section we write the formalism for the B¯0s →
J/ψf1(1285) decay, irrelevant on how the f1(1285) de-
cays later. Diagrammatically it is represented in Fig. 2,
The idea is that being the f1(1285) a molecule, to
form it we must produce the V P components which
merge into the resonance. This process, evaluated at
the bound state energy s = sR is given by
t(B¯0s → J/ψf1(1285)) = VPGKK¯∗(sR)gR,KK¯∗ (8)
3FIG. 2. Diagrammatic representation of the production of a
molecular resonance R in the process B¯0s → J/ψR.
where GKK¯∗ is the loop function of the intermediate
propagator of K and K¯∗ and gR,KK¯∗ stands for the
coupling of the f1(1285) to the KK¯
∗−K¯K∗ component
of Eq. (1) with that normalization. Recall that g2
R,KK¯∗
is the residue at the pole. In the following we drop the
index of g. VP in Eq. (8) factorizes the weak and the
hadronization processes in the relatively narrow region
of energies from the mass of the f1(1285) to about 200
MeV above the KK¯∗ threshold. VP is unknown, and
in some works it is given in terms of form factors [24,
25], which ultimately are parametrized to some data.
We assume VP constant in the range of energies that
we study, which finds support in the works of [24, 26].
Our strategy is to cancel the factor in some ratios for
which we can make predictions with no free parameters.
Note also that direct resonance production without a
V P intermediate state is possible. The relevance of this
contribution is discussed in Sec. IX.
IV. B¯0s → J/ψ(KK¯∗, K¯K∗) DECAY
The f1(1285) is bound by about 100 MeV with respect
to the KK¯∗ threshold, hence by looking at the KK¯∗
production we shall not see the peak, but just the tail of
the resonance. Diagrammatically, the process proceeds
as in Fig. 3. Note that for resonance creation shown in
Fig. 2, the intermediate KK¯∗, K¯K∗ states merges into
the f1(1285) resonance. In contrast, the KK¯
∗, K¯K∗
final state of Eq. (1) can also be produced at tree level
(Fig. 3 a)), apart from the rescattering mechanism (Fig.
FIG. 3. Diagrammatic representation for KK¯∗, K¯K∗ pro-
duction. a) Tree level, b) rescattering. Here the V and P
represent vector and pseudoscalar meson, respectively.
3 b)). Analytically, we have
t(B¯0s → J/ψKK¯∗) = VP (1 +GKK¯∗(s)tKK¯∗,KK¯∗(s))
(9)
where KK¯∗ refers to the combination of Eq. (1) and
tKK¯∗,KK¯∗ stands for the scattering matrix of the nor-
malized state of Eq. (1). In practice, assuming one
knows that the positive C-parity state is produced, an
experimentalist will measure any of the four components
of Eq. (1), each of which has a probability 14 with re-
spect to the production of that normalized combination.
The sum of the four components would give the same
result as the production of the normalized component
of Eq. (1) that we are calculating. The idea is to con-
struct a ratio of the two rates of the mechanisms of Figs.
2 and 3 in order to cancel the unknown factor VP and
make predictions which are tied to the nature of this
resonance.
The decay rate for B¯0s → J/ψf1(1285), which is
known experimentally [21], is given in terms of t of Eq.
(8) as
Γ(B¯0s → J/ψf1(1285)) =
1
8pi
1
m2
B¯0s
pJ/ψ,p|t(B¯0s → J/ψf1)|2
(10)
where pJ/ψ,p is the momentum of the J/ψ in the rest
frame of the B¯0s , calculated at the pole of the f1(1285).
On the other hand, we obtain the invariant mass dis-
4tribution for the B¯0s → J/ψKK¯∗ decay by means of
dΓ(B¯0s → J/ψKK¯∗)
dMinv
=
1
(2pi)3
pJ/ψp˜K
4m2
B¯0s
|t(B¯0s → J/ψKK¯∗)(Minv)|2
(11)
where pJ/ψ is now the J/ψ momentum for the B¯
0
s →
J/ψKK¯∗(Minv). The KK¯∗ or K¯K∗ states in Eq. (11)
have an invariant mass Minv, and p˜K is the K momen-
tum in the KK¯∗ rest frame. Following the suggestion
of Ref. [27], we define a dimensionless quantity, where
we have also removed the phase space factors in dΓdMinv ,
dRΓ
dMinv
=
1
Γ(B¯0s → J/ψf1(1285))
s
3/2
R
pJ/ψp˜K
dΓ(B¯0s → J/ψKK¯∗)
dMinv
=
1
4pi2
s
3/2
R
pJ/ψ,p
∣∣∣∣ t(B¯0s → J/ψKK¯∗)t(B¯0s → J/ψf1(1285))
∣∣∣∣2
=
1
4pi2
s
3/2
R
pJ/ψ,p
∣∣∣∣1 +GKK¯∗(M2inv)tKK¯∗,KK¯∗gGKK¯∗(sR)
∣∣∣∣2 . (12)
V. THE CHIRAL UNITARY MODEL FOR THE
f1(1285)
To illustrate the method to determine compositeness,
an explicit model for the f1(1285) is studied. We follow
here the chiral unitary approach of Ref. [19], based on
the chiral Lagrangian [28]. This chiral Lagrangian is
readily obtained using the local hidden gauge approach
[29–31], exchanging vector mesons between the K and
the K∗ and neglecting the square of the transfered four-
momentum versus the square of the vector-meson mass.
Higher-order terms are considered in Ref. [20] but the
changes in this channel are minimal compared to the
lowest order. The S-wave potential obtained in Ref. [19]
is of the type V~ · ~ ′, where ~ · ~ ′ are the polarization
vectors of the initial and final vectors and V is given by
V = − 1
8f2
3
[
3s− (M2 +m2 +M ′2 +m′2)
−1
s
(M2 −m2)(M ′2 −m′2)
]
(13)
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FIG. 4. dRΓ
dMinv
from Eq. (12) as a function of Minv.
where M,M ′ = MK∗ , m = m′ = mK and f = fpi =
93 MeV, and s should be identified with M2inv of Eq.
(11). The scattering matrix, of the type T~ ·~ ′, is given
by
T = [1− V G]−1 V = [V −1 −G]−1 . (14)
The potential of Eq. (13) is attractive and leads to a
bound state. We then use a cutoff method to regularize
the G function which becomes
G(s) =∫ qmax
0
q2dq
2pi2
ω1(q) + ω2(q)
2ω1(q)ω2(q)
1
s− (ω1(q) + ω2(q))2 + i ,
(15)
where ω1,2(q) =
√
~q 2 +m21,2, and 1, 2 stands for K,K
∗.
We then fix qmax in order to get the bound state at√
sR = 1285 MeV, obtaining qmax = 950 MeV, which is
a value of natural size. We next calculate g given by
g2 = lims→sR(s− sR)T =
1
∂V −1
∂s |sR − ∂G∂s |sR
(16)
where L’Hoˆpital’s rule has been applied in the last step.
We thus have all the elements to evaluate dRΓdMinv of Eq.
(12) and show the results in Fig. 4.
Note that dRΓdMinv decreases with increasing invariant
mass near threshold. Should we have evaluated dΓdMinv it
would have an accumulation of strength around thresh-
old, due to the existence of the resonance below thresh-
old. However, in dRΓdMinv we have divided by the phase
5space factors pJ/ψp˜K , and then, up to some factors,
what we see in Fig. 4 is essentially
dRΓ
dMinv
∼
(
1
s− sR g
)2
. (17)
Hence, this quantity has two important elements. Its
shape reveals that there is a resonance below threshold.
Its strength is related to the coupling of the resonance
to the KK¯∗ − K¯∗K state. The coupling contains infor-
mation concerning the nature of the f1(1285) resonance,
through the method which we briefly discuss below.
VI. COMPOSITENESS AND
ELEMENTARINESS OF RESONANCES
In a reknown paper [16] Weinberg studied np scatter-
ing and determined that the deuteron was not an “el-
ementary” particle but a “composite” one made from
a neutron and a proton interacting through the poten-
tial responsible for the scattering properties of np at
small energies. One could envisage an opposite extreme
in which the deuteron could be a compact object of
six quarks with practically no coupling to np, which
we would accept as “elementary”. The coupling of the
deuteron to the np component is what describes the
amount of compositeness, and the method of Weinberg
determines that quantitatively for lightly bound systems
in s-wave. Application of the method to different cases
is done in [17]. The method is generalized to the case
of more bound states and coupled channels in [18], to
resonances in [32] and to other partial waves in [33].
Different derivations and reformulations are given in a
series of papers [34–36]. In the present case with one
channel and one bound state we can reformulate the is-
sue in a very simple way. Let us start from Eq. (16).
We find
− g2 ∂G
∂s
+ g2
∂V −1
∂s
≡ 1 . (18)
According to Refs. [34–36] the first term in Eq. (18),
1−Z = −g2 ∂G∂s , measures the compositeness of the state
(in this case as made of (KK¯∗ − K¯K∗)), while the sec-
ond term Z = g2 ∂V
−1
∂s is the amount of non-composite
nature, which is often called elementariness [34–37], but,
as discussed in Ref. [38], it also accounts for other com-
posite channels not explicitly included in the basis that
one has chosen to describe the state. Indeed, in Ref. [38]
it is explicitly shown how, starting from two channels
and energy independent potentials, one can eliminate
one channel and still describe the other one by means
of an effective potential, which, however, becomes en-
ergy dependent. The second term in Eq. (18), g2 ∂V
−1
∂s ,
gives in this case the probability of the channel that we
have eliminated. In any case, our aim here is to ex-
tract, from an experimental measurement of dRΓdMinv , the
probability to have KK¯∗ − K¯∗K in the wave function
of the f1(1285), which will be given by −g2 ∂G∂s . Since
in dRΓdMinv there is information about g
2 (see Eq. (17)),
it is clear that one can get information on 1 − Z, or Z
from dRΓdMinv . How to do that without the need to know
the explicit form of the potential V and the value of the
cutoff to regularize G, is shown in the next section. We
will use two forms of potentials to estimate systematic
uncertainties.
VII. ANALYSIS OF dRΓ/dMinv
A. Linear potential
The potential of Eq. (13), by an expansion around
the pole, becomes
V = V (sR) + β
s− sR
M2R
(19)
up to linear terms in s. The condition that Eq. (14)
has a pole at sR can be written as
V −1(sR)−G(sR) = 0 . (20)
Then,
∂V −1
∂s
∣∣∣∣
sR
= − 1
V 2
∂V
∂s
∣∣∣∣
sR
(21)
and from Eq. (19) we have
∂V −1
∂s
∣∣∣∣
sR
= − 1
V 2
∣∣∣∣
sR
β
M2R
= −G2(sR) β
M2R
. (22)
Eq. (18) is now rewritten as
− g2 ∂G
∂s
− g2G(sR)2 β
M2R
= 1 , (23)
6where the first term is 1 − Z and the second one Z,
which implies β negative for physical solutions.
Our aim now is to write ∂RΓ∂Minv in terms of Z and
quantities which can be calculated without knowing the
potential and the regulator of G, such that from the
measurement of dRΓdMinv one can determine Z without the
need of a model to interpret it. For this we write |1+Gt|
2
|gG|2
in terms of Z and calculable quantities. The first step
is to eliminate β of Eq. (19) in terms of Z. For that
purpose, recall from Eq. (18) that
−g2G2(sR)β/M2R
−g2 ∂G∂s
∣∣
sR
=
Z
1− Z , (24)
from where
β/M2R = G(sR)
−2 ∂G
∂s
∣∣∣∣
sR
Z
1− Z . (25)
The latter equation allows to obtain β in terms of G
and ∂G/∂s, but this is not of much help since G needs
an unknown regulator. Yet, the factor that we want
for dRΓ/dMinv in Eq. (12) can be rewritten taking into
account that
1 +GT =
T
V
=
1
V
1
V −1 −G =
1
1− V G , (26)
and we can write∣∣∣∣1 +GTgG(sR)
∣∣∣∣2 = 1g2G2(sR)
∣∣∣∣∣ 11− (G(sR)−1 + β s−sRM2R )G
∣∣∣∣∣
2
= −∂G
∂s
∣∣∣∣
sR
1
1− Z ×∣∣∣∣∣ 1G(sR)−G(s)−G(sR)−1G(s) ∂G∂s ∣∣sR Z1−Z (s− sR)
∣∣∣∣∣
2
.
(27)
This equation is most appropiate because G is logarith-
mically divergent and must be regularized, but ∂G/∂s
is convergent. We can then use values of qmax around
1 GeV and see the stability of the results to make a
claim of weak model dependence. We also have the
term G(sR) − G(s), which is again convergent, and
G(sR)
−1G(s) goes to unity as qmax →∞, which means
that G(sR)
−1G(s) is smoothly dependent on the cutoff
and multiplies a term in Eq. (27) which should be small
compared to G(sR)−G(s), certainly for small values of
Z. In any case, we shall test the stability of the re-
sults by changing qmax in a reasonable range of natural
values.
B. Analysis with a CDD pole
In order to take into account possible “elementary”
components, often an analysis using a CDD pole [39] is
performed [40, 41]. Assume that the potential is of the
type
V = V0 + γ
1
s− sCDD , (28)
where sCDD accounts for a “bare” pole of a possible
elementary component. The condition of a pole at s =
sR implies
V =
V0 +
γ
s− sCDD + V0 +
γ
sR − sCDD − V0 −
γ
sR − sCDD
= G(sR)
−1 + γ
(
1
s− sCDD −
1
sR − sCDD
)
= G(sR)
−1 + γ
sR − s
(s− sCDD)(sR − sCDD) , (29)
where we have used that V0 +
γ
(sR−sCDD) = G(sR)
−1 at
the pole.
We can write from Eqs. (20), (21) and (28),
∂V −1
∂s
∣∣∣∣
sR
= G(sR)
2 γ
(sR − sCDD)2 , (30)
and the sum rule of Eq. (23) becomes
−g2 ∂G
∂s
∣∣∣∣
sR
+ g2G(sR)
2 γ
(sR − sCDD)2 = 1 , (31)
where the first term stands for 1−Z and the second one
for Z, where now γ will be positive for physical solutions.
Eliminating γ in terms of Z and proceeding like in the
former subsection, we obtain∣∣∣∣1 +GTgG(sR)
∣∣∣∣2 = −∂G∂s
∣∣∣∣
sR
1
1− Z ×∣∣∣∣∣∣ 1G(sR)−G(s)−G(sR)−1G(s) ∂G∂s ∣∣sR (s−sR)(sR−sCDD)(s−sCDD) Z1−Z
∣∣∣∣∣∣
2
.
(32)
7Compared to Eq. (27), Eq. (32) has the extra factor
(sR − sCDD)/(s− sCDD) in the last term of the denom-
inator. As far as this term is relatively smaller than
G(sR)−G(s) and sCDD is relatively far from threshold,
this extra term will have no much relevance and we can
get about the same value of Z as with the other method
from an analysis of the experimental data. The value
of sCDD is in principle unknown in the analysis. One
can estimate systematic uncertainties from varying its
value. Sometimes, one has information about the range
of possible values as we discuss in the next section. And
finally it should be noted that when sCDD → ∞ we re-
cover the results of Eq. (27). Certainly, if Z is close to
zero, this second term is also very small and we expect
the same result from Eq. (27) and (32). In the next sec-
tion we study the sensitivity of the results to the used
method and to the cutoff qmax.
VIII. RESULTS
In all figures the f1(1285) is fixed at sR =
(1285 MeV)2. In Fig. 5 we show dRΓ/dMinv for different
values of Z as a function of Minv, using the linear poten-
tial of Eq. (19) and Eq. (27). We test qmax = 850, 950
and 1050 MeV, a wide range of values of natural size.
Recall that the value of qmax used in the chiral unitary
approach of Section V was qmax = 950 MeV, which is
within the chosen range. We observe that the results
for dRΓ/dMinv barely depend on the value of qmax, as
we anticipated, in view of the fact that dRΓ/dMinv in
Eq. (27) only depends on ∂G/∂s and G(sR) − G(s),
which are both convergent. We can see that the dis-
persion of the results when changing the cutoff is a bit
bigger for Z 6= 0, but even then the band of values is
narrow enough such that we can differentiate between
Z = 0 and Z = 0.2, and certainly between Z = 0 and
Z = 0.6. Note that for Z = 0 the value of dRΓ/dMinv
at threshold is about 9.5 while for Z = 0.6 it is about 6.
Such difference is clearly visible in an experiment with
present statistics. The ratio dRΓ/dMinv is bigger for
larger compositeness 1 − Z. This is expected from its
definition given in Eq. (12), i.e., as the ratio between
the resonance decay into its dynamical KK¯∗ compo-
nents over its decay into any final state.
Fig. 6 shows dRΓ/dMinv evaluated with the CDD
potential of Eq. (28). We see again that the dispersion
of the results by varying qmax is small and similar to
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FIG. 5. dRΓ/dMinv with the potential from Eq. (19) as a
function of Minv for several Z values and different values of
qmax = 850, 950 and 1050 MeV.
1400 1450 1500 1550 1600 1650 1700
0
2
4
6
8
10
M
K K
*
Inv HMeVL
d
R
G
dM
In
v
Z=0
0.2
0.4
0.6
FIG. 6. dRΓ/dMinv with the potential from Eq. (28) as a
function of Minv for several Z values and different values of
qmax = 850, 950 and 1050 MeV.
the previously discussed method. For states which are
mostly molecular,
√
sCDD is far away from threshold.
We have chosen
√
sCDD = MK +MK∗ + 300 MeV. The
choice is based on findings in the study of lattice results
of the DK system by means of an auxiliary potential
of the type of Eq. (28), which demanded
√
sCDD to be
more than 300 MeV above the DK threshold [41]. The
results that we obtain, using values of
√
sCDD bigger
than MK +MK∗ + 300 MeV, barely change the results
that we have shown. Smaller values of the mass excess
bring changes in the upper part of Minv in the plot but
not very close to the threshold. By comparing Figs. 5
and 6 we observe the following features. For Z = 0, both
8methods are identical. For Z 6= 0 the results with both
methods change a bit, with the differences bigger than
with the change of the cutoff. The differences become
bigger as Z increases. Yet, for Z = 0.2 and close to
threshold the results vary from 9 to 8.3, an 8 % change,
or ±4 % from the average of the two methods. For
Z = 0.6 the differences are bigger, from 6.5 to 5 or ±13
% from the average. From this study and the value of
dRΓ/dMInv at threshold we find that the uncertainties
of Z are of the order of 0.1.
So far, we have only discussed the ratio close to
threshold. However, the invariant mass dependence is
also useful to determine Z. The method of the CDD
pole is more general since it has one extra parameter,
sCDD. In particular for larger values of sCDD one would
encounter the potential of Eq. (19) and conclude that
a CDD pole is unnecesary. One could make a fit to
the spectrum and determine Z and sCDD, from where
one gets extra information about the nature of the res-
onance.
It is interesting to quote here what we get for Z using
the chiral unitary approach of Section V. By means of
the coupling obtained there and using the cutoff of 950
MeV, demanded to fix the pole at
√
sR = 1285 MeV,
we obtain Z = 0.57, very similar to the value Z = 0.5 in
Ref. [42]. In this case the distribution of dRΓ/dMInv
is shown in Fig. 4 and is undistinguible from what
we obtain by using the linear potential and Eq. (27)
with this value of Z. As to the meaning of this value,
stemming from the energy dependence of the poten-
tial of Eq. (13), it is unclear whether it reflects miss-
ing meson-meson channels or some possible elementary
component. What matters for the present work is the
accuracy of the method presented here to determine Z
from the dRΓ/dMInv magnitude. The idea to divide dΓ
by the phase space to see the shape of the resonance has
also being exploited experimentally in Ref. [43] in the
B+ → K+K−pi+ reaction to see the tail of the f0(980)
resonance from the K+K− spectrum. See also the re-
lated theoretical paper of Ref. [44].
IX. DIRECT PRODUCTION OF THE
ELEMENTARY COMPONENTS
So far, we have assumed that the resonance formation
and the KK¯∗ formation proceed via the mechanism of
Figs. 2 and 3. Yet, if we have a non-KK¯∗ compo-
FIG. 7. a) Direct production of the “elementary” component
of the resonance. b) Contribution to KK¯∗ production form
the “elementary” components.
nent we can also think of producing it directly in the
weak decay. This means that we must include the new
mechanisms depicted in Fig. 7. This follows the line
of argumentation of Ref. [45]. In Fig. 7 we have two
unknowns, the coupling of B¯0s to J/ψ plus the “elemen-
tary” component, and the coupling of the resonance to
this component. We choose to parametrize this contri-
bution as a fraction, δ, of the former one, such that the
new mechanism for the coalescence will give a contribu-
tion
t′(B¯0s → J/ψR) = VpG(sR)g δ . (33)
As a consequence, the contribution to the KK¯∗ produc-
tion process of Fig. 7b) will be
t′(B¯0s → J/ψKK¯∗) = VPG(sR)g δ
1
s− sR g
= VPG(sR) δ tKK¯∗
(34)
where in the last step we have used the pole approxima-
tion to the amplitude, tKK¯∗,KK¯∗ ' g2/(s− sR). Hence,
the numerator in Eqs. (27), (32) is changed to
1 +Gt→ 1 +Gt+G(sR) δt = 1 + (G(s) +G(sR)δ)t ,
(35)
while the denominator is changed as
gG(sR)→ gG(sR)(1 + δ) . (36)
Thus the factor of Eq. (27) or Eq. (32) becomes now∣∣∣∣1 +GtgGR
∣∣∣∣2 → − ∂G∂s
∣∣∣∣
sR
1
1− Z
∣∣∣∣ 11 + δ
∣∣∣∣2 ×∣∣G(sR)−1 + (G(sR)−1G(s) + δ)t∣∣2
(37)
9with
t =
1
V −1 −G(s) (38)
and
V =
G(sR)
−1 +
∂G
∂s
∣∣∣∣
sR
G(sR)
−2 Z
1− Z
(sR − sCDD)(s− sR)
(s− sCDD) .
(39)
It might look that Eq. (37) does not have the nice prop-
erty of Eq. (32) with respect to the cutoff invariance.
Actually, following the same steps that led to this latter
equation one can readily see that the new expression in
Eq. (37) can be recast like Eq. (32) simply replacing
the 1 in the numerator of the last factor by
1 + V G(sR)δ =
1 + δ
(
1 +
∂G
∂s
∣∣∣∣
sR
G(sR)
−1 Z
1− Z
(sR − sCDD)(s− sR)
s− sCDD
)
.
(40)
Now ∂G∂s
∣∣
sR
G(sR)
−1 depends on the cutoff, but we can
reunify
∂G
∂s
∣∣∣∣
sR
G(sR)
−1 =
∂
∂s
lnG(s)
∣∣∣∣
sR
(41)
and then lnG(s) is a soft function of the cutoff. Further-
more, the second term in the bracket multiplying δ in
Eq. (40) is reasonably smaller than the unity preceding
it. All this guarantees a smooth cutoff dependence of
the new term. But more important, changes induced by
changes in the cutoff in Eq. (37) close to threshold can
be incorporated by changing δ, and since δ is unknown
and will be changed to see the stability of the results,
by performing this test we implicitly accommodate the
cutoff dependence of the results.
In Fig. 8 we show the results obtained by using
δ = 0, 0.1, 0.2 and 0.3 fractions. Note that (1 + δ)2 for
δ = 0.3 already introduces a 70 % increase in the rate
for the coalescence process. Since the idea is to apply
the present method for cases where we have large molec-
ular components, such values of δ are reasonable. Then,
in order to quantify uncertainties from this new mech-
anism, we evaluate again dRΓ/dMinv including the new
corrections. We do the exercise using the CDD version
of the potential.
In Fig. 8 we see the results for dRΓ/dMInv for Z =
0.2, 0.4 and Z = 0.6 and different values of δ (qmax =
950 is used)1. We see small changes by varying δ. For
Z = 0.2 the changes are moderate. They are a bit
bigger for Z = 0.4 and even bigger for Z = 0.6. But
even for Z = 0.6 the results at threshold from δ = 0 to
δ = 0.2 vary only by about 10%. The reason for this
stability is that the ratio with the new mechanisms alone
is also of the type of g2/(s− sR)2 as in Eq. (17), so the
mechanisms are practically proportional and the ratio is
maintained. To observe the uncertainties in the cutoff,
in Fig. 9 we show the ratio from Eq. (37) for several Z
and different values of the cutoff, qmax = 850, 950 and
1050 MeV. δ is fixed to 0.2. We can see that the curves
barely move as commented above.
Altogether, and summing different sources of uncer-
tainties in quadratures, the conclusions that we drew be-
fore hold also now and one can obtain with this method
the value of Z with uncertainties of about ±0.1.
Let us note that through the derivations done we have
always assumed that we have the C = + state of KK¯∗
in the final state. Actually, the C = − combination
is also possible. The test conducted demands that we
isolate the positive C-parity in the final state. This is in
principle possible experimentally as shown in Refs. [46,
47]. Certainly it would help if the process is dominated
by the f1(1285). Nevertheless, the study carried here is
quite general and can be applied to multiple cases where
one suspects that one resonance has large components
of a composite system.
X. CONCLUSIONS
We propose a new method to determine the amount
of compositeness of resonances mostly made from two
hadron components, and bound with respect to these
components. The method relies on the comparison of
two independent but related quantities. On the one
hand, one measures the production rate of the resonance
in some reaction, independently of the decay channel of
the resonance. On the other hand, the mass distribution
1 Note that for Z = 0 the result coincides with Fig. 6.
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FIG. 8. dRΓ/dMinv from Eq. (37) as a function of Minv for several Z and δ values and qmax = 950 MeV.
1400 1450 1500 1550 1600 1650 1700
0
2
4
6
8
10
M
K K
*
Inv HMeVL
d
R
G
dM
In
v
Z=0
0.2
0.4
0.6
∆=0.2
FIG. 9. dRΓ/dMinv from Eq. (37) as a function of Minv for
several Z and different values of the cutoff, qmax = 850, 950
and 1050 MeV. δ is fixed to 0.2.
of the two components close to threshold is measured,
which appears above the resonance energy since the res-
onance is supposed to be a bound state of these compo-
nents. The resonance tail appears as an enhancement in
the invariant mass distribution close to threshold, eas-
ily distinguishable from a pure phase space distribution.
The method consists of taking the ratio of this mass dis-
tribution over the rate for the resonance production in
the same reaction, also removing the phase space fac-
tors. We show that the strength is related to the cou-
pling of the resonance to the two hadron component,
and the shape to the square of the resonant amplitude.
The ratio decreases as a function of the invariant mass
at threshold. Then, a method is used to relate the mea-
sured ratio to the compositeness of the resonance. We
show that it is possible to determine the compositeness,
1-Z, from that ratio. Systematic uncertainties are esti-
mated to conclude that it is possible to measure values
of Z with about 0.1 of uncertainty. We used a partic-
ular case for the numerical evaluations in the decay of
B0s → J/ψf1(1285) which has a large composite com-
ponent of KK¯∗. Yet, the method is general and can be
applied to any case where one has hints, or theoretical
backing, for the molecular nature of a resonance. In
view of this, we encourage the simultaneous measure-
ment of these quantities, that for the moment appear in
different reactions, or are measured by different groups,
and usually are given in terms of counts and not ab-
solute measurements, as is demanded by the method
proposed.
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