Abstract: Currently, the best existing molecular dynamics (MD) force fields cannot accurately reproduce the global free-energy minimum which realizes the experimental protein structure. As a result, long MD trajectories tend to drift away from the starting coordinates (e.g., crystallographic structures). To address this problem, we have devised a new simulation strategy aimed at protein crystals. An MD simulation of protein crystal is essentially an ensemble simulation involving multiple protein molecules in a crystal unit cell (or a block of unit cells). To ensure that average protein coordinates remain correct during the simulation, we introduced crystallography-based restraints into the MD protocol. Because these restraints are aimed at the ensemble-average structure, they have only minimal impact on conformational dynamics of the individual protein molecules. So long as the average structure remains reasonable, the proteins move in a native-like fashion as dictated by the original force field. To validate this approach, we have used the data from solid-state NMR spectroscopy, which is the orthogonal experimental technique uniquely sensitive to protein local dynamics. The new method has been tested on the well-established model protein, ubiquitin. The ensemble-restrained MD simulations produced lower crystallographic R factors than conventional simulations; they also led to more accurate predictions for crystallographic temperature factors, solid-state chemical shifts, and backbone order parameters. The predictions for 15 N R 1 relaxation rates are at least as accurate as those obtained from conventional simulations. Taken together, these results suggest that the presented trajectories may be among the most realistic protein MD simulations ever reported. In this context, the ensemble restraints based on high-resolution crystallographic data can be viewed as protein-specific empirical corrections to the standard force fields.
Introduction
Molecular dynamics (MD) is a powerful tool for modeling protein conformational dynamics, with particular emphasis on functionally relevant motions. Importantly, MD simulations can reconstruct the picture of motion in its entirety, including those aspects that cannot be easily probed experimentally. Unfortunately, current MD trajectories tend to drift away from the starting coordinates (e.g., crystallographic structures) during the course of the simulation. This fact has been brought into spotlight by a very recent work of Shaw and coworkers. 1 In their study, a number of ultralong (at least 40 ms) MD trajectories have been recorded using state-of-the-art force fields. In all cases, it was found that the simulated structures "moved away" from the true coordinates; in most cases, the structures continued to deteriorate throughout the course of the simulation (sometimes to a substantial degree). This helps to explain the notable lack of successes in many previous attempts to refine protein models by means of unconstrained MD (uMD) simulations in explicit solvent. With the exception of some small, tightly packed proteins, [2] [3] [4] the uMD approach generally fails to improve the models in the range 1-10 Å from the target structure. [5] [6] [7] [8] [9] Initially, this situation was blamed on short uMD trajectories that could not adequately sample the conformational phase space. However, the latest results suggest that "the structure that realizes the global free-energy minimum for the force field employed is not the X-ray or NMR structure," 1 i.e. that the force field itself is to blame. This is a disappointing result which casts a long shadow on the future of conventional protein MD simulations. Clearly, there is need for systematic work on development and redesign of force fields, which remains a major challenge for the foreseeable future. To illustrate the complexity of this challenge, we will mention that the most advanced polarizable force field, AMOEBA, currently fails to maintain the integrity of certain protein structures for more than several nanoseconds. 10 As an alternative to such groundup redesign work, the existing MD force fields can be amended based on experimental data; the emerging trend is to optimize force-field parameters based directly on the data from protein studies. [11] [12] [13] Here, we propose a more pointed strategy, where protein-specific restraints are introduced directly into the MD simulation. Our motivation is to eliminate the bias in the force field that causes protein structures to drift. Toward this goal, we use the crystallography-based restraints, which are far more complete and accurate than any other experimental data insofar as protein structure is concerned. As crystallographic data pertain to the mean protein structure (averaged over dynamic fluctuations), the corresponding restraints should be applied in a form of ensemble average. In this manner, the simulated protein ensemble remains consistent with X-ray diffraction data (i.e., maintains the correct average structure), whereas the individual protein molecules retain their native-like internal dynamics.
Hydrated protein crystals are uniquely suited to implement this strategy. MD simulations of protein crystals have been the area of interest, [14] [15] [16] with emerging applications to solid-state NMR (ssNMR) spectroscopy. 17, 18 An MD simulation of a protein crystal is intrinsically an ensemble simulation, as it involves multiple protein molecules in a crystal unit cell (or a block of unit cells). Therefore, it is straightforward to incorporate the crystallography-based ensemble restraints into the standard MD protocol. In addition to X-ray diffraction, protein crystals offer access to another incredibly rich source of experimental information-ssNMR data. These two types of data are largely orthogonal, as ssNMR can probe internal protein dynamics at the level of detail that is not available to X-ray crystallography. This creates an opportunity for rigorous cross-validation of the obtained results. Briefly, the proposed ensemblerestrained MD (erMD) strategy relies on X-ray data to ensure that the average protein structure remains correct during the course of the simulation, while ssNMR data are used to verify that the resulting trajectories accurately reproduce protein dynamics.
To establish a feasibility of our approach, we have focused on crystalline ubiquitin. Ubiquitin is one of a handful of proteins for which major efforts have been made to characterize protein structure and dynamics by means of ssNMR [19] [20] [21] [22] [23] [24] and, furthermore, to establish a connection between the NMR and crystallographic samples. 25 Implementing ensemble restraints eliminated structural drift in the trajectory of crystalline ubiquitin, while preserving the dynamics of individual ubiquitin molecules. We have found that erMD trajectories produced significantly lower crystallographic R factors than comparable uMD simulations. Furthermore, the erMD simulations were more successful in predicting ssNMR chemical shifts. We have also observed improvements in crystallographic temperature factors and backbone order parameters S 2 NH . Finally, erMD was at least as accurate as uMD in predicting 15 N R 1 rates. Taken together, these results suggest that erMD simulations provide a uniquely accurate model of protein structure and dynamics. Figure 1 shows the crystal unit cell of ubiquitin based on the recent crystallographic structure 3ONS (six protein molecules per unit cell, one protein molecule per asymmetric unit). Using these coordinates, we have recorded a 1-ms unrestrained MD trajectory of hydrated ubiquitin crystal. The effect of crystal lattice in this simulation is modeled via the periodicboundary conditions. As it turns out, the average protein coordinates obtained from this MD trajectory deviate by 0.52 Å (backbone rmsd) from the original crystallographic coordinates. The deviation of this magnitude is beyond the uncertainty of highresolution crystallographic structure. In fact, rmsd becomes progressively worse during the course of the simulation, climbing to 0.7 Å toward the end of the trajectory, see Figure 2 (a). The simulated diffraction data also suggest that the quality of the protein structure becomes degraded in the MD simulation, as manifested by the increased R factor. 26 This behavior is the manifestation of the coordinate drift, caused by a subtle bias in the MD force field. In addition, one should bear in mind that MD trajectories cannot easily accommodate some of the experimental conditions, such as the presence of protein species with different charges due to titratable side-chain sites. To address this situation, we implemented the MD restraints seeking to ensure that the ensemble of protein molecules contained in the simulation box is on average consistent with the crystallographic structure. In this manner, we use the X-ray crystallography data as ensemble restraints, while retaining the (orthogonal) ssNMR data for the purpose of validation.
Methods
Generally speaking, it is desirable to restrain crystal MD simulation directly against the crystallographic diffraction data. Indeed, diffraction data contain the entirety of experimental information, including certain amount of information about the conformational diversity in the system. We have implemented this strategy programmatically and found it unsatisfactory: as it turns out, diffractionbased ensemble restraints are incompatible with bona fide MD simulations. The reasons for this failure are discussed in Supporting Information. In this situation, we pursue a more practical solution, using crystallographic coordinates of a protein to generate ensemble restraints. Specifically, we seek to ensure that the average protein structure, as calculated over the MD ensemble, remains close to the X-ray structure. This is accomplished by introducing the following pseudopotential:
The pseudopotential U restraint is harmonic with the force constant k5k 0 N prot , where N prot is the number of protein molecules in the simulation. With this choice of k, the pseudoforce acting on an individual atom does not depend on the size of the simulated system. x MD i is the vector representing current coordinates of the i-th heavy atom in the MD trajectory and x cryst i represents the corresponding coordinates in the crystallographic structure. The summation in Eq. (1) is over all atoms contained in the crystallographic structure (typically these are heavy atoms). Because there are multiple protein molecules in the simulated unit cell(s), Figure 1 (a), they need to be superimposed prior to comparison with the crystallographic coordinates. This is accomplished by applying symmetry operators as appropriate for the given crystal space group:
Here, index q enumerates protein molecules in the MD frame, vector v ðqÞMD translates the center of mass of the particular protein molecule to the origin of the coordinate frame, and R _ ðqÞ represents the symmetry rotation matrix. 28 Subsequent to this manipulation, the coordinates of all protein Figure 1 . (A) The snapshot from erMD simulation of ubiquitin showing periodic-boundary box (corresponding to the single crystal unit cell, 1U). The unit cell with the primitive trigonal space group P3 2 21 is based on the crystallographic structure 3ONS. The reported dimensions of the cell, a5b and c, are all increased by a factor 1.016 to account for thermal expansion of the protein crystal on transition from 100 K (temperature at which 3ONS was solved) to 301 K (temperature at which ssNMR data were taken). 27 Shown are the top view and side view of the unit cell. The MD trajectory was recorded with k 0 50:1 kcal mol 21 Å
22
; the displayed snapshot represents the time point 150 ns. The areas with apparent low water density arise from the periodicboundary images of ubiquitin molecules. (B) Six ubiquitin molecules from the MD frame, panel A, superimposed according to Eq. (2.1) (green Ca traces). Also shown is the crystallographic structure 3ONS centered according to Eq. (2.2) (red Ca trace). Such superpositions are used to calculate the instantaneous value of U restraint , Eq. (1). Since protein molecules are superimposed via the symmetry transformations rather than least-square fitting, U restraint proves to be sensitive to small reorientations of proteins in the simulated unit cell. molecules in the MD frame are averaged,x ðqÞMD i . In turn, the crystallographic structure is also translated to the origin:
Finally, the deviation between the ensembleaverage MD structure and crystallographic structure is used to generate the correcting force according to Eq. (1) (see also Supporting Information). The superposition of multiple protein structures used in calculating U restraint is illustrated in Figure 1(b) .
Clearly, the restraints Eq. (1) are sensitive to the internal dynamics of protein molecules. In addition, they are also sensitive to rigid-body reorientational dynamics (i.e., small-amplitude rocking motion of protein molecules embedded in the crystal lattice). The only motional mode which is left out is translation-the restraints are insensitive to translational displacements of ubiquitin molecules in the crystal lattice.
The restraints set up in this fashion have only mild effect on each individual ubiquitin molecule. In essence, individual molecules are free to move as dictated by the original force field, so long as the ensemble average remains close to the crystallographic structure. When a difference emerges between the ensemble averagex , a small correcting force is applied across the ensemble [one and the same force, derived from the pseudopotential Eq.
(1), acts on the i-th atom in all ubiquitin molecules]. Assuming that MD simulation includes a sufficiently large number of protein molecules, this are overlaid according to Eq. (2.1) and then averaged before calculating the rms deviation from x cryst . Green profile represents the rmsd of one individual ubiquitin molecule randomly selected from the ensemble of six. The sampling step is 1 ns. The increase in rmsd observed in this graph does not necessarily mean that the structure will continue further degrading if the simulation is extended. Ubiquitin is one of those small proteins where the structure can be relatively well maintained in the MD simulations. In the recent ultralong solution trajectory, ubiquitin remained within 0.5-1.0 Å of the crystal structure. 29 It remains to be seen what is the magnitude of structural drift in long crystal trajectories. (B) Average protein coordinates calculated from the final 100 ns of the uMD trajectory (blue trace) superimposed onto the crystal coordinates (red trace). Structural deviations are found in the area which is known for its plasticity and serves as a ligand-binding interface (loop b1-b2 and C-terminal end the strand b5, lower right part of the molecule). The opposite side of the molecule (b2-a1 loop interacting with the b-turn at the site G53) is affected as well. (C, D) Same as (A) and (B), respectively, for erMD ðk 0 50:1Þ trajectory.
approach should remedy the average structure without stifling the dynamics. As it turns out, our method can actually improve the modeling of dynamics (see below). The pseudopotential U restraint was incorporated into Amber ff99SB*-ILDN force field in Amber 11 MD simulation package. 30 This is one of the most successful protein force fields which includes the backbone helical propensity corrections 12 and the ILDN side-chain corrections. 31 The initial coordinates for the MD simulations were derived from the recent crystallographic structure of ubiquitin 3ONS, as illustrated in Figure 1 . This structure has been solved with the explicit goal to obtain a crystallographic model suitable for the analyses of the ssNMR data. 25 Importantly, the sample has been crystallized in the same crystal form as used in the ssNMR experiments.
Prior to the start of the MD trajectory, we have extended the peptide chain of ubiquitin by adding residues 73-76, for which crystallographic coordinates are unavailable. The protein structure was then protonated; the protonation status of Asp and Glu was determined according to the PROPKA 32 calculations for crystallization conditions pH 4.2. The results were generally consistent with the estimations using solution pK a , 33 except for several residues experiencing the effect of crystal contacts. The unit crystal cell was hydrated using SPC/E water, which has been recommended for protein crystal simulations with Amber ff99SB force field. 34 In doing so, the crystallographic water molecules have been retained in their original positions. Finally, the system was neutralized by adding counter ions and equilibrated before the production run. The simulations were conducted at 301 K, which is the temperature used in ssNMR measurements, using the NPT ensemble. The simulated systems ranged from a 1U to a block of four crystal unit cells (4U). In the latter case, the simulations involved 24 ubiquitin molecules and about 8770 water molecules, for the total of 56,240 atoms. For this system, the production rate using NVIDIA GeForce GTX580 cards was 9 ns per card per day. The complete MD protocol is described in the Supporting Information.
Results

C a rmsd
The data for C a rms deviation between the different ubiquitin models and the target structure 3ONS are summarized in the first column in Figure 2 (a). Ultimately, during the final 100-ns segment of the trajectory average C a rmsd amounts to 0.71 Å (not including the disordered C-terminus). This is well beyond the intrinsic uncertainty of the crystallographic structure 3ONS. Indeed, the reported resolution of 3ONS is 1.8 Å . At this level of resolution, the accuracy of backbone coordinates is expected to be near 0.2 Å 44, 45 . It is most likely that the elevated rmsd is due to subtle biases in the force-field parameters, as well as the approximate character of the MD setup.
To address this problem, we have implemented the erMD protocol, as described above. Already the use of very weak restraints, k 0 50:
promptly brings rmsd down to the level of 0.22 Å . Bear in mind that this rmsd value describes the deviation between the ensemble-average MD coordinates and the target, the conformational diversity of ubiquitin across the ensemble is retained. This is illustrated in Figure 2( Table I ). When the restraints are strengthened even further, to 10.0, the rmsd drops to 0.05 Å . The latter situation should be viewed as "overrestraining" as the limited accuracy of the crystal coordinates does not justify excessive tightening of the (average) structure.
Crystallographic R factors
The standard structure-calculation protocol in X-ray crystallography accounts for local protein dynamics via adjustable per-atom B factors. Conversely, if MD trajectory is used as a structural model to interpret X-ray diffraction data then local protein dynamics is taken into consideration explicitly. These two approaches to local dynamics are significantly different, which potentially complicates the comparison between the respective models. To simplify the analyses, we excluded per atom B factors from further consideration (more precisely, for each model we employed a single adjustable B iso value which was meant to capture the effect of lattice vibrations). This puts different models in Table I on the same footing, allowing for a clear-cut comparison of the R values. The shaded rows correspond to the recommended k 0 setting. a C a rmsd relative to the crystallographic structure. In the case of crystal MD simulations, protein coordinates x ðqÞMD are overlaid according to Eq. (2.1) and then averaged over the entire trajectory; the average coordinates are superimposed onto 3ONS in the least-square sense (via C a atoms) before calculating the rms deviation from x cryst . In other cases, protein coordinates are superimposed onto 3ONS, averaged if necessary, and then used to calculate the rmsd. In calculating crystallographic R, all per-atom B factors have been omitted. This was done to facilitate the comparison between MD models (which encode local dynamics) and static structures (which are dynamics-free). Furthermore, no attempt was made to calculate reflections from explicit water molecules. In the case of crystal MD trajectories, each protein molecule was first transformed according to Eq. (2.1). Then, structure factors F calc ðh; k; lÞ were computed using the fmodel tool in PHENIX. 35 In doing so, the flat bulk-solvent contribution was included with k sol 50:35 eÅ recommended by Fokine and Urzhumtsev. 36 The obtained values F ðqÞ calc ðh; k; lÞ from individual ubiquitin molecules have been averaged (with phases) to determine the intensities of reflections, jF ðqÞ calc ðh; k; lÞj 2 , which were in turn averaged over the entire trajectory. The result was then subjected to the overall scaling to account for the effect of lattice vibrations (translational movement of the protein molecules). 37 The degree of overall anisotropy, as reported in 3ONS, is modest; therefore, we chose to use the isotropic scaling whereby a single B iso value was optimized using a designated script. Finally, the results were correlated to F obs ðh; k; lÞ and the crystallographic R factor was calculated in a standard manner. When calculating R work and R free , we used the same subsets of reflections as listed for 3ONS. For structural models other than crystal MD trajectories, the protein coordinates were first superimposed onto 3ONS in the least-square sense (via C a atoms); the remaining calculations followed the same procedure as described above. c The restraint energy per residue, E restraint 5hU restraint i=N res , where U restraint is calculated according to Eq. (1) and subsequently averaged over all snapshots in the trajectory and N res is the number of residues for which crystallographic restraints are available, N res 572. Chemical shifts were calculated using the program SHIFTX2 version 1.07. 38 A customized version of the program, where ubiquitin was excluded from the training set to avoid biasing the results, was kindly provided by B. Han. The program was used on static structures as well as MD frames, processing one protein structure at a time (disregarding small shifts across protein-protein interface, e.g., due to ring current shifts). Taking intermolecular effects into consideration leads to a slight improvement in d calc (e.g., by ca. 0.05 ppm for 15 N nuclei). In the case of MD data, every 10-th snapshot was included in the chemical shift calculations, corresponding to 50-ps sampling step. The control calculations using 5-ps sampling step produced the results that were virtually identical. The experimental data were obtained from the studies by Igumenova et al.
39 ( Another simplification that we have made in our analyses is the neglect of explicit water. The coordinate set 3ONS includes 91 crystallographic water molecules. Conversely, the MD models include on the order of several thousand water molecules, some of which belong to the protein hydration shell, whereas others are classified as bulk solvent. Once again, the situation is asymmetric. To simplify the treatment, we have chosen to ignore the explicit water and instead use flat bulk solvent correction for the portion of space that is not occupied by protein molecules. 36, 37 Clearly, the above simplifications degrade the performance of the original crystallographic model. The original deposition 3ONS reports R work 5 0.18 and R free 5 0.21. With our simplified protocol, these values rise to 0.30 and 0.31, respectively. The importance of this result is that it provides the point of reference for further comparative analyses. In particular, the unrestrained MD simulation of the ubiquitin crystal produces the R factors 0.41 and 0.39, which is significantly worse than the static crystallographic structure. This means that uMD trajectory provides an inferior structural model, as judged on the basis of the experimental diffraction data. When restraints are turned on, the situation is improved. Both k 0 50:1 and 1.0 trajectories of a single unit cell (1U) produce R values that are essentially the same as in the case of 3ONS. Thus, the erMD simulation can at least match the quality of the crystallographic model in this rubric, if not surpass it. Further strengthening of the restraints, k 0 510:0, can make the results worse. As it appears, the excessive force leads to MD artifacts-specifically, the individual ubiquitin molecules in 1U trajectory become slightly reoriented (while the ensemble-average structure remains near-perfect). As already indicated, the value k 0 5 10:0 corresponds to over-restraining and thus should be rejected.
The lowest R factors obtained in the erMD simulations are seemingly unimpressive, about 0.30. Note, however, that including explicit water should significantly reduce this value. Also bear in mind that low R factors, about 0.20, that are customary for high-resolution X-ray crystallography are obtained with the help of per-atom B factors, which effectively create a very large number of fitting parameters. In the current treatment, these fitting parameters have been eliminated. Interestingly, MD trajectories listed in Table I display the values of R free that tend to be slightly lower than R work . As it turns out, this is a statistical effect which depends on the specific subset of reflections used to calculate R free . Additional calculations using randomly chosen subsets of F obs ðh; k; lÞ led us to conclude that R work and R free are equal within the statistical error. Of note, this situation is different from crystallographic refinement where R work is subject to minimization and thus tend to be somewhat lower than R free .
Restraint energy
Listed in Table I At this point, we reaffirm the choice of k 0 50:1 as the recommended setting for the erMD simulations. This choice leads to the reasonable value of rms deviation between the ensemble-average protein coordinates and the target crystallographic structure. It also yields a relatively low value of crystallographic R factor. Other things being equal, we favor the low value of E restraint as found in the erMD simulations with k 0 50:1; low restraint energy ensures that the simulated system retains its native-like dynamics. In what follows, we validate the erMD ðk 0 50:1Þ approach, primarily focusing on comparison with the traditional uMD simulations.
Chemical shifts
Chemical shifts were computed by processing protein coordinates using the prediction program SHIFTX2. 38 In this program, the module SHIFTX1 deals with the conformational dependence of chemical shifts while SHIFTY1 relies on sequence homology. To elucidate the dependence of chemical shifts on protein structure / dynamics, we limited the analyses to SHIFTX1. In the case of conformational ensembles and MD trajectories, the results are averaged over multiple conformers or MD frames.
When the static high-resolution structure 3ONS is used to predict chemical shifts, the rms deviations from the experimental ssNMR shifts amount to 2.39, 0.75, and 1.11 ppm for 15 N, 13 C a , and 13 C b , respectively. This is very much in line with the typical performance demonstrated by SHIFTX1. 38 Of note, when 1UBQ is used as a structural model, the quality of predictions clearly deteriorates (see Table I ). This is a significant result-it provides an independent confirmation that 3ONS is indeed a superior model for analyses of ssNMR data. When solution-state MD trajectory is used as an input for chemical shift calculations, the quality of the predictions proves to be rather poor. Turning to unrestrained solid-state MD trajectory, k 0 50, improves the situation somewhat. Further improvement is obtained using a weakly restrained solidstate trajectory, k 0 50:1. At this stage, the quality of the predictions is comparable to that obtained with the static structure 1UBQ. Strengthening the restraints to k 0 51 and then to k 0 510 leads to further incremental improvements. The comparison of 15 N chemical shifts on per-residue basis is illustrated in Supporting Information, Figure S1 -there is good overall agreement between d calc and d exptl , with several residues showing distinct improvement in going from k 0 50 to k 0 50:1. We conclude that our erMD strategy leads to a better, more realistic representation of the protein crystal, most likely reflecting the improvements in the average protein structure (cf. first column in Table I ).
Interestingly, even though the erMD simulations lead to the average protein coordinates in close agreement with 3ONS (rms deviation 0.2 Å or less), the quality of d calc still falls somewhat short of what is obtained using the original static crystallographic structure. Naively, one may expect just the opposite-indeed, not only the average coordinates are faithfully reproduced in the erMD simulations, but also the local dynamics is successfully modeled (see below). What is the reason for this less-than-perfect outcome?
SHIFTX2, just like other chemical shift prediction programs, has been trained on static crystallographic structures and solution chemical shifts. Here, we apply SHIFTX2 to the snapshots from MD trajectories with the goal to reproduce solid-state chemical shifts. Thus, strictly speaking, the program is used outside its domain of validity. We believe that this explains the relative underperformance of the prediction algorithm.
Generally, the prediction program which is trained on high-resolution crystallographic structures would likely produce the best results when applied to another high-resolution crystallographic structure. In doing so, the atomic fluctuations, that are strongly structure-dependent, 49 are likely taken into consideration in implicit fashion. From this perspective, the use of an MD model as an input for chemical shift prediction programs probably leads to double counting of the local protein dynamics. As a consequence, the MD models can match the level of d calc accuracy demonstrated by high-quality crystallographic structures, but cannot significantly outperform them. 50,51 *
Order parameters
Finally, let us turn to discussion of the dipolar order parameters, S 2 , as listed in the right-most column of Table I . These parameters have been computed using the orientational dependence of 15 N-1 H N vectors as extracted from the MD trajectories. The ubiquitin coordinates were used "as is," subject only to crystal symmetry transformations. In this manner, the extracted S 2 values reflect both local protein dynamics and small-amplitude rocking motion of the protein as a whole (with protein molecules embedded in the crystal lattice). 54 The inspection of the data in Table I shows that unrestrained MD trajectory leads to S 2 i;calc values that are appreciably different from S 2 i;exptl , as manifested by rmsd 0.056. The situation is to a certain degree improved in the erMD simulation using k 0 50:1, rmsd 0.043. Strengthening of the restraints does not offer any significant improvement. The meaning and the importance of these results are discussed in the next sections.
Dipolar correlation functions
The survey of Table I suggests that most promising results are obtained in the simulations using weak restraints, k 0 50:1. As already discussed, further strengthening the restraints brings ensemble-*These realizations led to development of the next generation of chemical shift predictors which are trained on MD trajectories and intended for use with MD trajectories.
52, 53 We have tested one of these newer predictors, PPM, 53 on all trajectories listed in Table I . As one may expect, PPM-based predictions using static coordinates 3ONS turn out to be poor. Conversely, the predictions using uMD and erMD k 0 50:1 trajectories are of similar overall quality to those obtained via SHIFTX2. More specifically, PPM performs somewhat better for In addition, we expect that 4U setup should be preferable to 1U. Conceptually, the erMD method is better suited for large molecular ensembles, where the average coordinates are statistically well-defined.
Furthermore, the 4U model should be less vulnerable to potential artifacts associated with periodicboundary conditions. There are certain indications that this indeed may be the case; in particular, 4U simulations consistently produce lower restraint energies, compared to Table I . Based on all of these observations, we choose to focus on k 0 50:1, 4U erMD simulation, comparing it with the conventional 4U uMD simulation. To obtain a better grasp on the issue of convergence, both of these trajectories have been extended from 200 to 400 ns. correlation function as derived from 400-ns-long 4U uMD simulation. Red curve in the plot represents g i ðsÞ for residue I61 as extracted directly from the MD data (after averaging over 24 ubiquitin molecules contained in 4U periodic-boundary box). The blue curve is the result of least-square fitting using fourexponential function, g fit i ðsÞ. Note that the specifics of the best-fit curve are inconsequential so long as it nicely reproduces the shape of the original correlation function. 55 The plateau of the correlation function is identified with dipolar order parameter. This paves the way for an alternative definition of the order parameter, i.e. it can be equated with the value of g fit i at the time point corresponding to the full length of the trajectory, S 2 i;calc alt 5g fit i ðt traj Þ. This definition is clearly empirical, but we find it useful in the context of the following discussion.
To address the issue of convergence, we have introduced the parameter D5g For Figure 3(a) is characterized by D50:005. This result is representative of the uMD trajectory where most of the correlation functions are well-converged. Specifically, half of the residues in this trajectory display even better convergence properties than I61 (i.e., smaller D values).
At the same time, there are several residues in uMD trajectory which lack convergence. The correlation function with the worst convergence properties belongs to residue K11 [shown in Fig. 3(b), D50:15] . The failure to converge is due to rare conformational transitions involving the loop b1-b2 and, to a certain degree, also due to the "structural drift" affecting this region (see Fig. 2 ). Under these circumstances, the extracted value of the order parameter should be viewed merely as an estimate. The problem cannot be easily resolved-in particular, doubling the length of the trajectory does not help; for instance, using the first 200 ns of the uMD trajectory, we obtain the order parameter S 2 i;calc alt 5 0:37 for residue K11, whereas using the full-length 400 ns trajectory the value is 0.39. In both calculations, g i ðsÞ fails to reach a plateau [cf. Fig. 3(b) ]. A considerably longer simulation would be needed to achieve good convergence for this residue.
It is worth noting, however, that the correlationfunction-based order parameters S Table I ). For example, in the case of residue K11, the calculation based on full-length uMD trajectory yields S Let us now turn to the results in Figure 3 (c,d) that illustrate the effect from introducing soft ensemble restraints, k 0 50:1 kcal mol 21 Å 22 . Characteristically, the correlation function of residue I61 remains unchanged. The order parameter determined for this residue is near-identical to the one previously found in the uMD simulation (in fact it turns out to be slightly lower, 0.86 vs. 0.87). This is generally the case for most residues in ubiquitin, where uMD and erMD simulations produce identical or near-identical results. Conversely, the behavior of residue K11 has undergone a significant change, cf. Fig. 3 (b) and 3(d). Although the order parameter remains relatively low, S 2 i;calc 50:68, the slowly decaying component of the correlation function is less pronounced, D50:04. In general, the picture emerging from Figure 3(d) is that of a mobile loop with motions mostly on subnanosecond time scale, plus presumably a certain limited amount of ms-timescale dynamics (cf. the remaining downward trend in g i ðsÞ, as seen in the plot). As it turns out, this picture is largely consistent with the available experimental evidence (discussed below).
Order parameters (continued)
The survey of the results in Table I suggests Generally, good agreement is observed on perresidue basis, although computed values tend to be slightly higher than the experimental ones. However, the plot also reveals one major problem area, loop b1-b2, where molecular dynamics seriously exaggerates the amount of backbone motion. Other areas with significant discrepancies are the boundary between a2 and b3, the turn following b4, and the terminal residue in b5. Of note, all the affected regions coincide with the areas of dynamic instability. The residues following glycines, for example, K11 and R54, are especially problematic. The corresponding correlation functions tend to be poorly converged [cyan circles in Fig. 4(a) ], which is indicative of ms-time-scale motions. Experimentally, all these sites stand out, featuring elevated R 2 rates and in some cases direct evidence of millisecond dynamics. 24, 41 Introducing ensemble restraints which act on the average protein structure leads to better overall agreement with the experiment, Figure 4 (b) (k 0 50:1). Importantly, most of the calculated order parameters remain virtually unchanged. Specifically, for 40 residues the S 2 i;calc values derived from erMD and uMD simulations fall within 0.01 of each other. Furthermore, for 29 residues the order parameters derived from the ensemble-restrained trajectory are actually slightly lower than their uMD counterparts. Hence, we conclude that the native-like local dynamics is largely preserved in the erMD simulations.
For those sites where uMD simulation shows poor agreement with the experiment, the erMD achieves a significant improvement. The most pronounced improvement is observed for b1-b2 loop, specifically for residues G10 and T12. With regard to K11, one has to keep in mind that (i) ssNMR relaxation dispersion measurements showed that K11 signal is broadened by an exchange process on the time scale <100 ms; 24 (ii) K11 is one of those rare residues where solid-state S the adjacent residues L8 and T9 are both unobservable in the ssNMR experiment due to exchange broadening. 23 In agreement with all these observations, the erMD correlation function for K11 contains a slowly-decaying component [characteristic time about 6 ms, see Fig. 3(d) ]. To obtain a better handle on microsecond motions involving K11, one would need to record a considerably longer erMD trajectory. 57 It is likely that such extended simulation would lead to even better agreement with the experimental result. Another area where erMD simulation produces partial improvement is the stretch of residues 52-54 which interconverts between type II and type I bturn conformation. Severe line broadening due to ms time scale conformational exchange has been observed in residue G53 in solution, while T55 displays a moderate amount of broadening both in solution and in solid. 24, 58, 59 We have scanned the trajectory for the evidence of transitions between type II and type I conformations (the indicative angles are w in D52 and / in G53 59 ). Although the current simulation is relatively short, 400 ns, it contains 24 ubiquitin molecules, thus offering respectable statistics. In the erMD trajectory, we have found four transitions between type II and type I conformations. † These transitions are responsible for the slowly-decaying component in the correlation function of G53, which has characteristic time of about 6 ms [cf. Fig. 4(b) , where this residue is classified as lacking convergence]. The presence of ms dynamics at this site is consistent with the experimental data. Of note, erMD simulation produces small but appreciable decrease in the order parameters for residues D52 and G53, along with a small increase for uitin molecules) and has a total duration of 400 ns. The residues for which the correlation function lacks convergence, D > 0:03, are indicated by cyan filled circles. Of note, the MD-derived correlation functions for residues 72-76 also lack convergence; for these residues we have no experimental data since their signals are absent from the ssNMR spectra (presumably due to slow motions). The secondary-structure regions are represented by the shaded areas and labeled at the top of the plot. † The uMD trajectory features no such transitions, although one of the molecules converts into type I conformation during the equilibration stage.
R54, resulting in better agreement with experiment. This is an instructive example which demonstrates that ensemble restraints do not necessarily reduce the amount of motion in the system; on the contrary, sometimes the amount of dynamics is increased. This can be readily understood from a thermodynamic perspective. For intrinsically unstable regions, such as the discussed b turn in ubiquitin, small imperfections in the force field (on the order of 1 kcal mol 21 ) can significantly alter the population balance between two or more local conformations, resulting in underestimation or overestimation of the order parameters. This is partially corrected by the ensemble restraints, which effectively play the role of empirical force-field corrections. The findings presented in this section are nontrivial. The restraints implemented in our study are aimed at the average structure of the multiple ubiquitin molecules in the crystal unit cell(s). A priori, it is not clear what may be the effect of these restraints on local protein dynamics. In the worst-case scenario, the dynamics may be "stifled," resulting in exceedingly high S 2 calc values. Contrary to any such expectations, the modeling of local dynamics is actually preserved and even improved. This result can be viewed as a strong validation of the erMD strategythe method which relies on structural restraints is validated by the "orthogonal" dynamics data.
In this context, it is also interesting to discuss the relationship between solid-and solution-state order parameters. We have previously compared the two sets of order parameters for a-spc SH3 domain, demonstrating a high degree of correlation on perresidue basis. 17 Here, we present a similar comparison for ubiquitin, Supporting Information, Figure  S2 . The agreement on per-residue basis proves to be very good, with low rmsd of 0.035. Thus, the solution S 2 i;exptl data provide a strong endorsement for their solid-state counterparts. These results also shed additional light on the role of the so-called supra-s c dynamics, that is, internal protein motions on the time scale longer than the protein tumbling time. 56 The comparison of solid-and solution-state data from a-spc SH3 previously led us to conclude that supra-s c motions are relatively rare and localize in loop regions or near termini, whereas the structured elements of the protein scaffold remain unaffected. 17 The results from the other small globular protein, ubiquitin, are consistent with this view (see Supporting Information, Fig. S2 ). 
Crystallographic B factors
The B factors calculated in this fashion can be compared with the experimental values as contained in the crystallographic coordinate set 3ONS. One should bear in mind, however, that such comparison is at best semiquantitative. There are several reasons for this:
i. The approximate character of the procedure used to derive B factors during the refinement of crystallographic structures. At moderately high level of resolution (1.8 Å in the case of 3ONS), it is standard to assume that atomic fluctuations are isotropic and harmonic, corresponding to the Gaussian probability density. Clearly, these assumptions are crude; in particular, they do not hold well for mobile loops on the surface of the protein and side chains undergoing rotameric jumps. 44, 60 The general trend is that the reported B factors underestimate the mobility at such sites. Furthermore, various heuristic strategies are used to optimize the B factors (e.g., group atomic displacement parameters, similarity restraints, motional models such as TLS and normal mode analyses, etc. [61] [62] [63] [64] ). This makes the reported B factors dependent on the details of the refinement protocol. ii. In our protocol for calculating the B factors (see above), we subtract out the effect of small translational displacements of the protein relative to the unit crystal cell. The vibrations of the crystal lattice are also disregarded. As a result, one can expect that the calculated B factors are underestimated. It is safe to assume that the two suppressed motional modes are harmonic. Hence their contributions to the B factors should be additive. Thus, one may expect that the B factors obtained from the MD trajectory are subject to a certain constant offset, making them systematically underestimated. iii. Finally, one should keep in mind that all MD simulations have been conducted at the temperature 301 K, whereas the X-ray diffraction data were collected at 100 K. Assuming that the motion is harmonic, B factors should scale linearly with temperature. 65, 66 There are also examples of crystals where the dependence of B factors on temperature is piecewise linear with a transition point. [67] [68] [69] Given all these complications, it is difficult to expect a quantitative agreement between the predicted and experimental B factors. Nevertheless, a semiquantitative agreement can usually be obtained. 15 In Figure 5 , we present the B factors from the crystal structure 3ONS (red symbols) together with the results from uMD and erMD (k 0 50:1) simulations (blue symbols). The B factors shown in this plot have not been in any way corrected-the values are taken directly from the coordinate set 3ONS or calculated using Eq. (3). The simulations clearly reproduce the trends seen in the crystallographic study. However, the uMD simulation predicts unreasonably high mobility in the area of b1-b2 loop as well as C-terminal residues [71] [72] ‡ [see Fig. 5(a) ]. In erMD simulation, the amount of motion in these regions is reduced, in line with the experimental data [see Fig. 5(b) ]. This change leads to a substantial improvement in the rms deviation between the simulated and experimental data, from 18 to 11 Å 2 . Given all reservations about B factors expressed above, this result should not be overinterpreted. Nevertheless, it is clear that erMD strategy is broadly successful in reproducing the crystallographic B factors. The emerging picture is similar to the one previously obtained from the analysis of S 2 data, leading us to conclude that Figure 5 . Comparison of the experimental and predicted B factors in crystalline ubiquitin. Experimental data (red symbols) are as reported in the coordinate set 3ONS. 25 The simulated data (blue symbols) are from: (A) the uMD simulation, k 0 50, and (B) the erMD simulation, k 0 50:1 kcal mol 21 Å 22 . Each MD trajectory involves a block of four crystal unit cells (4U, 24 ubiquitin molecules) and has a total duration of 400 ns. ‡ Note that crystallographic coordinates are unavailable for residues 73-76 and ssNMR data are unavailable for residues 72-76. erMD approach offers an improved description of the local protein dynamics. Of interest, outside the area of b1-b2 loop and C-terminus, the B factors obtained from the erMD simulation tend to be somewhat higher than their uMD counterparts [cf. Fig. 5(a,b) ]. As it turns out, this is the consequence of small-amplitude rotational dynamics (rocking motion) which is somewhat more pronounced in the erMD simulation. To quantify this effect, we recalculated the B factors such as to eliminate the effect of rotational fluctuations § . The results of these alternative calculations are shown in Supporting Information, Figure S3 . This latter graph demonstrates a very good agreement between the B factors derived from uMD and erMD simulations, except in the area of b1-b2 loop and Cterminus where erMD achieves big improvements and two other sites where minor improvements are obtained. Furthermore, the erMD predictions are in very good agreement with the experiment (up to a scaling factor). Thus, the internal protein dynamics is indeed faithfully captured by the erMD simulation. The calculation illustrated in Supporting Information, Figure S3 also provides an insight into the amount of orientational disorder in the uMD and erMD trajectories. The mean amplitude of orientational fluctuations experienced by ubiquitin molecules in these two trajectories equals 4.1 and 4.5 , respectively. These are small rotations that have virtually no effect on ssNMR order parameters. However, they can generate up to ca. 1 Å linear displacements for certain protein atoms and thus produce appreciable contributions to B factors. Given the limitations (i-iii) discussed above, it is difficult to further clarify the extent of orientational disorder in this system.
N R 1 rates
Both order parameters and B factors are a measure of motional amplitudes. In contrast, 15 N spin relaxation rates depend not only on amplitudes, but also on motional time scales. It is generally more challenging for MD simulations to correctly reproduce motional correlation times than it is to recover the amplitudes. When simulating 15 N relaxation rates in solution, it is customary to adjust protein overall tumbling time s rot by setting it equal to the experimentally determined value. This ensures a good level of agreement between the simulated and the experimental rates. In solids-where 15 N relaxation is controlled by local motions-there is no such readily available option. Furthermore, it is not known a priori if erMD simulations preserve the time scale of local dynamics. One may imagine that restraints lead to stiffening of the system, thus causing a shift toward faster motions. To test this aspect of the erMD model, we turn to the analysis of 15 N relaxation data. The 15 N R 1 and R 1q relaxation rates in crystalline ubiquitin (same form as 3ONS) have been measured at multiple fields by Schanda et al. 23 The R 1q data are not well-suited for the purpose of comparative analysis. Indeed, transverse relaxation rates are a function of the spectral density at zero frequency and thus are highly sensitive to slowly-decaying components of the correlation functions. Given the lack of convergence which has been observed for a number of residues, Figure 3 , and the fact that many of the sites are affected by ms motions, 24 we
are not in a position to accurately predict R 1q rates on the basis of the current relatively short MD trajectories. In contrast, R 1 rates are well-suited to draw a comparison between the simulation and experiment. In crystalline samples, 15 N R 1 rates are sensitive to the range of motions from about 10 ps to about 100 ns, 72 which is reasonably well-sampled in our MD simulations. Shown in Figure 6 is the comparison between the experimental and simulated 15 N R 1 rates at static magnetic field strength 11.74 T (proton frequency 500 MHz). The experimental dataset is relatively sparse, 35 residues; in particular, it contains no data from residue K11. At the same time, the measurements are fairly precise-the average uncertainty is estimated to be 7%. The erMD simulation has better success in reproducing the experimental data than uMD, as confirmed by the respective rms deviations, 0.023 versus 0.037 s 21 . The decrease in rmsd is mainly due to a single residue, G10. In addition, the erMD simulation seems to better reproduce the experimental R 1 profile. Even if G10 is removed from the dataset, the erMD-derived rates show a reasonably strong correlation with the experimental data, r50:68. For uMD simulation, the result is somewhat worse, r50:63. Similar comparison for data collected at 14.09 T (proton frequency 600 MHz) is illustrated in Figure 7 . This data set includes a greater number of residues, 50. However, the measurement error is substantial, on average 13%. 23 The agreement with experiment is not as good as previously found with 11.74 T data. The rms deviation between the simulated and experimental rates is 0.047 s 21 for uMD simulation and 0.054 s 21 for erMD simulation. The uMD trajectory, therefore, appears to be somewhat more successful. The difference, however, is due to one single residue, K11. Importantly, this residue shows an anomalous dependence of R 1 on static magnetic field strength for which we have no satisfactory explanation (see § Toward this end, we implemented the protocol where all ubiquitin molecules from the MD frames were superimposed onto 3ONS in the least-square sense (via secondary-structure C a atoms). The resulting superposition was then used to calculate B factors according to Eq. (3). Figure S4 . This data set is comprised of 54 residues; the error is on average 10%. nitrogen relaxation, there is no good explanation for this result (the CSA relaxation mechanism alone is insufficient to explain 2-fold increase in R 1 rate). It can be suggested that the data involving K11 are contaminated by some sort of experimental error, which may be nontrivial and worthy of further investigation. From our perspective, it is fair to discount or disregard this particular piece of data. With this provision, the performance of erMD model is at least as good, and possibly better than that of the uMD model (cf. Figs. 6 and 7) . This result provides a strong validation for the erMD strategy developed in this work.
Concluding Remarks
The applicability of the erMD method is contingent on the assumption that X-ray coordinates faithfully reproduce the average protein structure. Clearly, the very existence of the X-ray coordinates rules out the presence of extensive dynamics such as occurs in disordered proteins. Those elements of the structure that are highly dynamic (e.g., mobile loops or termini) are normally absent from the crystallographic models, so that no restraints are imposed on these mobile fragments (in this sense the erMD approach is "self-regulated"). Likewise, we propose not to impose any restraints on the side chains solved with alternate conformations. For the major portion of the protein structure, it is safe to assume that the average protein 
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. Each MD trajectory involves a block of four crystal unit cells (4U, 24 ubiquitin molecules) and has a total duration of 400 ns.
coordinates fall within 0.2-0.3 Å of the highresolution crystallographic model, which means that erMD approach is fundamentally sound. One caveat, however, is that X-ray coordinates may correspond to the lowest-energy structure, which is not necessarily the same as the average structure. In other words, X-ray coordinates may reproduce the "ground state" of the protein, while ignoring the "excited states" (i.e., the states with locally different conformations that are populated at the level less than ca. 10%). In the context of our study, we do not see this as a major problem. Given that the restraints used in erMD protocol are weak, we believe that individual protein molecules can sample various excited states without incurring any significant energy penalty [cf. Fig. 2(c)] .
In this work, we have tested the restraint coefficients of 0, 0.1, 1, and 10 kcal mol 21 Å 22 and concluded that the most meaningful results are obtained with k 0 50:1. This is admittedly a rather ad hoc and coarse-grained approach. Ideally, we would like to fine-tune the restraint force using a certain measure of quality that is independent of the observables that are used to validate the erMD method. However, any such exercise would require at least ca. 10 different protein systems; the results obtained from ubiquitin alone would be of limited value.
Given the scarcity of such systems (i.e., small globular proteins thoroughly characterized by ssNMR), this task would be rather demanding, not to mention computationally expensive. Here, we adopt a more qualitative approach, where we demonstrate the feasibility of the erMD method employing weak restraints. The choice of restraint force is dictated primarily by rmsd to crystallographic target and crystallographic R factors, as well as restraint energies. These metrics point toward k 0 50:1 as the most reasonable option. Other types of data have been used to validate the results. In particular, crystallographic B factors and solid-state 15 N R 1 rates have been included post factum (when the manuscript was under revision). The use of the erMD method is contingent on the existence of crystallographic coordinates. This implies that we can only expect to see a limited amount of dynamics in the erMD trajectories. This is in contrast to more general possibilities offered by conventional MD simulations (assuming for a moment that force field is not an issue). Despite such limitations, the new method can provide valuable insights into functionally important forms of protein motion. Relatively recently, Lange et al. presented a structural ensemble of ubiquitin which samples a multitude of conformational states including those observed in 46 different crystal structures. 56 The analysis of this ensemble revealed a dominant motional mode which controls ligand binding via conformational selection mechanism; it also helped to explain the low entropic cost of binding. Later Long and Br€ uschweiler 73 as well as Fenwick et al. 43 used MD simulations to further probe the mechanisms of molecular recognition in ubiquitin, including allosteric effects, cooperative transitions, and formation of an encounter complex. It is anticipated that such studies can benefit from use of the new erMD methodology. This work draws its inspiration from several sources. A number of ensemble simulations employing solution-NMR restraints have been reported in recent years. 43, 56, [74] [75] [76] [77] [78] [79] [80] [81] [82] [83] A considerable body of work has also been published on "ensemble refinement" of X-ray crystallographic structures. [84] [85] [86] [87] [88] [89] [90] Almost all of these simulations, however, consist of short simulated-annealing runs; others are replicaexchange simulations involving high temperatures. In all of these studies, the intention has been to generate structural models with a modicum of conformational diversity; none of them sought to produce a realistic (movie-like) picture of protein motion. This sets our erMD strategy apart from the existing body of work in this area. Of note, our approach is suitable for predicting NMR observables that are dependent on motional correlation times, such as 15 N relaxation rates. The erMD method can be readily generalized for globular proteins in solution, where the crystal structure remains a valid structural template. In principle, protein structure in solution need not necessarily be the same as the X-ray structure obtained from the crystalline sample. Nevertheless, it is generally accepted that crystallographic coordinates provide the best structural models for (single-domain, globular) proteins in solution which are superior to NMR structures. [91] [92] [93] This is particularly evident given that X-ray structures lead to better predictions of chemical shifts, residual dipolar couplings, and other independently measured parameters. [94] [95] [96] [97] [98] In the case of solution simulations, we envision a modified version of erMD protocol where multiple simulations are run concurrently, with each simulation representing a single protein molecule in a water box. The overarching restraints are imposed to ensure that the average protein structure remains consistent with the X-ray coordinates. At this time, the best MD force field potentials cannot match the accuracy afforded by the highresolution crystallographic structures. This shortcoming has a significant adverse impact on fidelity of protein structure in long MD simulations. From this perspective, the crystallography-based restraints used in this study can be thought of as empirical force-field corrections, which remedy small but not-insignificant defects in the force field. 99 Elimination of the "structural drift" is the key achievement of the new erMD methodology. Importantly, the restraints apply only to the ensembleaverage coordinates-individual protein molecules in the simulated crystal cell(s) retain their internal dynamics. The restrained MD trajectories recorded in this manner proved to be markedly superior to the conventional unrestrained MD trajectories-they produce better crystallographic R factors, better B factors, better chemical shift predictions, and better predictions for the motional order parameters S 2 . They also predict 15 N R 1 relaxation rates that are at least as accurate as those obtained from the uMD simulations. The restrained trajectories are characterized by uniquely accurate (average) structure as well as a faithful rendition of internal dynamics; as such, they may be among the most realistic protein MD simulations so far reported.
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followed by 500 steps of conjugate gradient minimization. The minimization was conducted in Amber 11 under control of Amber ff99SB force field with Best and ILDN corrections (ff99SB * -ILDN). 10 Subsequently, the system was heated from 0 to 1000 K and then cooled back to 0 K. In doing so, the temperature was incremented (decremented) with the step of 200 K; total duration of the heating and cooling stages was 40 and 120 ps, respectively. During this stage the heavy atoms were restrained with the force constant 10 kcal mol -1 Å -2 .
The 200 structural models processed according to the above scheme were subsequently ranked by energy. Toward this goal, we stripped the system of water and instead applied the implicit solvent (option igb=5 in Amber). 11 Since Amber does not allow for use of periodic boundary conditions in conjunction with implicit solvent, we have modeled the effect of crystal lattice by assembling a block of three identical unit cells. The resulting construct was once again subjected to the energy minimization, where all heavy atoms were fixed while the protons were optimized. Finally, the energy of the obtained system was evaluated using Amber ff99SB * -ILDN potential with igb=5 solvation. The results were used to rank the 200 models by energy and select 10 lowest-energy models.
Next we return to the optimized models containing explicit solvent, focusing on the subset of 10 models identified in the previous step. Recall that these models essentially reproduce the unit crystal cell as seen in the crystallographic coordinate set 3ONS, but with the addition of the ubiquitin C-terminal tail. The inspection of the 10 selected models demonstrates that the C-tails tends to cluster around two preferred conformations (confirmed by the principal component analysis). To test the effect of the tail conformation we recorded a number of MD trajectories beginning from the different initial models. The results of these simulations proved to be similar, indicating that the tail moves sufficiently freely and samples the entire conformational phase space available to it in the time frame of 100 ns. Therefore we have chosen one single model (the one with the lowest energy implicit E ) as a starting point for all of the following simulations.
The chosen model was subjected to two final rounds of energy minimization prior to the beginning of the production run. At first, water coordinates were optimized while protein atoms were fixed; then all restraints were lifted and the entire model was minimized. After that the temperature of the system was raised from 0 to 301 K by running 20 ps constant-volume simulation with weak restraints applied to all protein atoms (10 kcal mol
). Finally, the production run was initiated. The first 20 ns of each trajectory were treated as equilibration stage and subsequently discarded. The MD simulation was run at constant pressure (1 atm) and constant temperature (301 K) using the Langevin thermostat. The constant pressure was maintained using the isotropic scaling option, with pressure relaxation time set to 2 ps. The Langevin collision frequency was 3 ps -1 . The non-bonded cutoff was 11 Å; we have also conducted erMD simulations using the cutoff of 9 Å and found the results to be identical. The bonds involving hydrogen atoms were constrained using SHAKE algorithm. The integration step was 2 fs and the protein coordinates were stored every 5 ps. The force field, Amber ff99SB*-ILDN, included additionally the crystallography-based pseudopotential, which is discussed in S4 detail below. A number of comparative studies, in particular those based on the experimental NMR data, favor Amber ff99SB over other force fields.
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The crystal MD simulations involved either the single unit cell as described above (1U), or the block of two unit cells (2U, dimension a doubled), or the block of four unit cells (4U, dimensions a and b doubled). The starting coordinates for 2U and 4U simulations were obtained by assembling multiple copies of the 1U cell. The resulting system was then equilibrated as reported above (beginning with the solvent energy minimization).
The volume of the system remained remarkably stable during the NPT simulations. For instance, in the case of the unrestrained ubiquitin simulation (1U) the mean volume was only 0.3% above the target value, with rms fluctuations of 0.2%. In the case of erMD trajectory with 0 0.1 k  the corresponding numbers were 0.1% and 0.2%.
The simulations were conducted using two GPU workstations -one equipped with four NVIDIA GeForce GTX480 cards and the other with four GTX580 cards (assembled by Electronics Nexus, Binghamton NY and Colfax International, Sunnyvale CA, respectively). The production rate using CUDA version of pmemd program was 27 ns per day per card for 1U simulation and 9 ns per day per card for 4U simulation.
Additional crystal simulations
We have been concerned about the role of side-chain charges in those Asp and Glu side chains where pK a happens to fall close to the presumed interstitial crystal pH. In particular, we focused on residue E34, which is capable of forming a salt bridge with K11 and thus may constrain the motion of the β1-β2 loop. This salt bridge is not found in the coordinate set 3ONS, but it occurs in 1UBQ. The PROPKA calculation using 3ONS yields pK a 4.5 for residue E34, which is identical to the value experimentally measured in solution. 5 According to the protocol described above, at pH 4.2 this residue is deemed to be protonated (uncharged). However, one needs to bear in mind that there is also a substantial fraction of molecules where E34 is deprotonated (charged). It is reasonable to suggest that charged E34 side chain has a propensity to form a salt bridge with K11, thus constraining the motion of β1-β2 loop. Generally speaking, it would be advisable to model both (co-existing) protonated and deprotonated E34 species. It is conceivable that such modification may "rescue" the conventional uMD simulation, i.e. improve the accuracy of 2 , i calc S .
To test this possibility, we have recorded an additional uMD trajectory (1U, 200 ns), where E34 side chain was deprotonated (charged). The results proved to be virtually identical to the reference trajectory where this side chain was protonated (uncharged). In particular, the rmsd between the simulated and experimental order parameters remains unchanged. Thus the problems with uMD simulation are unlikely to be caused by the charge on E34 side chain.
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E34 is not the only residue where the protonation state may present a problem. For instance, hydrogen bond formed by the side chain of E24 is likely to influence the conformation of β-turn 52-54. 18 Generally speaking, modeling the variable protonation states presents a challenge for MD simulations. A number of specialized methods have been developed to address this problem, [19] [20] [21] [22] but these methods tend to be computationally expensive. In lieu of such specialized tools, standard MD simulations assume fixed protonation states, which is obviously a relatively crude model. The errors associated with this approach can be to a certain degree alleviated by the proposed erMD method.
Solution MD simulations
Unrestrained MD trajectories of ubiquitin in solution have been recorded as a point of comparison. The simulations were conducted using truncated octahedral water box with the thickness of solvation shell of at least 12 Å. The simulation protocol was the same as for the respective crystals, with the exception of crystal lattice periodicity.
Structure-based restraints
The pseudopotential Eq. (1) can be expressed in the expanded form as follows: and has a total duration of 1 μs. The program SHIFTX+ has been customized as described in the text. The sites where erMD-based predictions display the most significant improvement over uMD-based predictions are marked with green arrows. 26 The simulated data (blue symbols) are from the uMD simulation (4U, 400 ns). This plot has been generated with the same aspect ratio as Figs. 6 and 7.
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S11 Fig. S4 (B) . Comparison of the experimental and predicted 15 N 1 R relaxation rates in crystalline ubiquitin at static magnetic field strength 19.96 T (proton frequency 850 MHz). Experimental data (red symbols) are as reported by Schanda et al. 26 The simulated data (blue symbols) are from the erMD simulation ( 0 0.1 k  , 4U, 400 ns). This plot has been generated with the same aspect ratio as Figs. 6 and 7.
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