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Schmidtsche Umkehrbedingungen für Potenzreihenverfahren 
H U B E R T T I E T Z 
1. Einleitung 
Es sei {/>„}°10 eine Folge nichtnegativer Zahlen mit />0>0, für welche die 
Reihe 
(1.1) p(x):= 2Pn 
n = 0 
den Konvergenzradius 1 hat und 
(1.2) Pn:= Po+-
gilt. Die Folge i={i ,n}"=0 komplexer Zahlen heißt Jp-limitierbar zum Wert a 
(/p-lim sn=o), wenn die Reihe 
(1.3) ps(x):= 2pasnxT 
n = 0 
für 0 < x < l konvergiert und lim ps(x)/p(x)=<r gilt. Die Folge s heißt Mp-limi-
tierbar zum Wert a (Mp-\im sn=o), wenn 
1 " 
(1-4) tn \= — Z p k s k + <T k=0 
gilt. Bekanntlich sind die Verfahren Jp und Mp (wegen (1.2)) permanent, d. h., sie 
limitieren jedes s£c, dem Raum der konvergenten Folgen, zum Wert lim s„, und 
aus Mp -lim sn=a folgt stets Jp-\\msn—a (ISHIGURO [6]), aber nicht umgekehrt. 
Unter geeigneten zusätzlichen Bedingungen für die Folge s kann man jedoch von 
Mp-lim s„=(T auf lim sn=a, von /p-lim s„=a auf Mp-lims„=a oder sogar von 
Jp-limjn=or auf limj„=<7 zurückschließen. Solche Bedingungen heißen Umkehr-
oder Tauber-Bedingungen. Etwas genauer werden wir eine derartige Bedingung, 
falls einer der eben genannten Fälle vorliegt, eine Tauber-Bedingung (TB) vom 
E i n g e g a n g e n a m 3 D e z e m b e r 1 9 8 7 . 
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Mp--c-Typ, vom Jp—Mp-Typ bzw. vom Jp-*c-Typ nennen. Zum Beispiel ist für 
p„:= 1 (das Potenzreihenverfahren) Jp das Abel-Verfahren A. Hierfür gilt der fol-
gende Satz von S C H M I D T [23; Theorem X und Theorem XI]. 
Satz S. Die Bedingung lim inf(sn —iJ^O (falls die s„ reell sind bzw. 
lim(i„—Jra)=0, falls die s„ komplex sind) für n/m^l mit ist eine TB 
vom A-*c-Typ. 
Aus Satz S erhält man auf einfache Weise die beiden im nachfolgenden Satz 
enthaltenen Resultate von L I T T L E W O O D [ 1 7 ] bzw. H A R D Y and L I T T L E W O O D [ 4 ; Theo-
rem 11]. (Wie stets im folgenden sei J^I^O und a„:=sn—sn-1 für n=0, 1, ... .) 
Satz HL. Die Bedingung na„ = 0L{\) (falls die sn reell sind bzw. na„ = 0( 1), 
falls die an komplex sind) ist eine TB vom A—c-Typ. 
Hauptziel der vorliegenden Arbeit ist die Verallgemeinerung der Sätze S und 
HL für eine große Klasse von Verfahren Jp (Sätze 3.9 und 4.1). Alle dem Verfasser 
bekannten Sätze mit Tauber-Bedingungen dieser Art sind in den Sätzen 3.9 bzw. 4.1 
als Spezialfälle enthalten. 
2. Bezeichnungen und Definitionen 
O, 0L und o sind die bekannten Landau-Symbole (vgl. [3]). Wenn nichts Be-
sonderes gesagt ist, soll der Folgenindex von 0 an laufen, und statt x„-*£ für w— °° 
schreiben wir nur x„Die Funktionen p und ps sowie die Folgen und {/„} 
haben stets die Bedeutung wie in ( 1 . 1 ) bis ( 1 . 4 ) . 
Das zum Abel-Verfahren A gehörende Verfahren Mp ist das Cesäro-Verfahren 
der Ordnung 1. Für a > 0 und ^ j ist Jp das verallgemeinerte Abel-
Vrrfahren Ax (A1 ist das Abel-Verfahren). Für p„:=(n+1)-1 sind Jp und Mp die 
logarithmischen Verfahren L und /. Für a > 0 und />(x):=[—x-1 In (1— x)]" ergeben 
sich die verallgemeinerten logarithmischen Verfahren La und la. In einer anderen 
Richtung werden L und l von P H I L L I P S [20] verallgemeinert. (Bei diesen Verfahren 
gilt pn=0 für 0^n<n0. Wir betrachten die ,MP-Transformierte {/„} dann nur 
für n^n 0 . ) ' 
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3. Schmidtsche Bedingungen für {.?„} 
Es sei r^O eine reelle Konstante. Wir betrachten die Bedingung 
(3.1(r)) lim i n f ( s „ - s j S - r für PJPm - 1 (n > m -><») 
sowie, falls die sn komplex sind, die Bedingung 
(3.2(r)) lim sup | s „ - s j r j f l für PJPm - 1 ,(n > m -
und beweisen zunächst einige Sätze über Mp. 
3.1. Satz. Gilt 
(3-3) P n + J P n - i 
und (3.1(r)) (bzw. (3.2(r))), so folgt aus Mp-\\ms„=o stets lim sup | s„— 
Beweis. Es genügt, den Satz für reelle s„ und <7=0 zu beweisen. Wegen 
(3.1 (r)) gibt es Zahlen ¿ > 0 und M{N so, daß 
(3.4) sn—sm = —v—£ für PJPm ^ l+<5 und n > m > M 
gilt. Darüber hinaus können n und m wegen Pn-*°° und (3.3) so gegen °° streben, 
daß für ein geeignetes M 0 > M 
(3.5) 1+5/2 35 PJPm s 1 +<5 für m > M0 
gilt. Damit folgt für n > m > M 0 nach (3.4) zunächst 
Pjn-Pmtm = 2 PVS, ^ (sn + r + e)(Pn-Pm), 
v—m+1 
also 
' m ' 
woraus sich wegen t„->-0 und (3.5) die Ungleichung lim inf(j , n+/-+e)s0, also, 
da £>0 beliebig gewählt war, lim inf — r ergibt. Entsprechend folgt lim sup s„^r 
aus P„tn-Pmtm^(sm-r-e)(P„-Pm), insgesamt also lim sup | JJ^A*. 
3.2. Koro l la r . Gilt (3.3), so ist (3.1(0)) (bzw. (3.2(0))) eine TB vom M p -
-c-Typ. 
K W E E [15; Lemma 1] formuliert den reellen Teil von Korollar 3.2 ohne die 
Voraussetzung (3.3). Das Beispiel . . 
Pak-= 2*> P2k+1-= 0> s2k:= 0, s2k+1:= 1 (fc = 0, 1, ...) ' 
zeigt jedoch, daß man auf (3.3) nicht verzichten kann: Für die so definierte diver-
gente Folge ist offensichtlich Mp-\ixasn—0. Ferner ist P2]l—P2k+1=2k+L—l 
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für k—0, 1, . . . , also gilt (3.3) nicht, wohl aber (3.1(0)), denn PJPm-<-1 (n>m-~ 
ist genau dann erfüllt, wenn von einer Stelle an n—m+l =2k+\ gilt, und es ist 
í „ - í m = l für n = m + l = 2 f e + l . 
Eine im folgenden ständig wiederkehrende Bedingung ist 
(3.6) 1 - 1 für 1 < — - 1 (m -oo). 
Pm ™ 
Gilt (3.6), so folgt aus (3.1 (r)) offensichtlich 
(3.7(r)) lim inf (s„—sm) S — r für n/m — 1, 
und aus (3.2 (r)) ergibt sich 
(3.8(r)) limsup |s n-sm | s r¡fí für и/m - 1. 
Unter der Voraussetzung (3.6) sind die Bedingungen (3.7 (r)) und (3.8 (r)) also nicht 
stärker als (3.1 (r)) bzw. (3.2 (r)). Aus (3.6) folgt auch (3.3), und der Beweis von 
Satz 3.1 zeigt: 
3.3. Satz. Gilt (3.6) und (3.7(r)) {bzw. (3.8 (r))), so folgt aus Mp-\\msn=o stets 
lim sup |jB—<j\Sr. 
3.4. Koro l l a r . Gilt (3.6), so ist (3.7(0)) (bzw. (3.8(0))) eine TB vom Mp~» 
-c-Typ. 
Spezialfälle der Korollare 3 . 2 und 3 . 4 finden sich bei KWEE [ 1 2 ; Lemma 3 ] 
(für Mp=l) und [ 1 4 ; Theorem 4 ] , PHILLIPS [ 2 0 , Lemma 3 ] und JAKIMOVSKI and TIETZ 
[8; Theorem 6.1]. 
Der Beweis von Satz 3.1 zeigt, daß man in den Sätzen 3.1 und 3.3 immer noch 
j n = 0 ( l ) erhält, wenn man die Voraussetzung Mp-\im s„=a zu t„=0( 1) ab-
schwächt. Zum Beweis des nächsten Satzes benötigen wir eine Variante eines be-
kannten Satzes von Vijayaraghavan. 
3.5. Lemma (vgl. RANGACHARI [21; Lemma 1]). Ist cn(t):=pne~n/'/p(e~1/') 
für n=0,1,... und />0 , gibt es eine positive, streng monoton gegen <=° strebende 
Funktion f : (0 , ° ° ) -R mit / ( / + l ) - / ( f ) - 0 für /-<*>, 
(3.9) J c „ ( i ) - 0 für f(t)-f(M)~~ ( r > M - ~ ) , 
n = 0 
(3.10) ¿ cn(t)[f(n)-f(N)] - 0 für / ( # ) - / ( / ) ( Л Г > í -оо), 
n=N 
und existieren, bei vorgegebener Folge {•$•„}, zur Funktion 
s(t):= s„ für »S/< n+1 (n = 0, 1, ...) 
Schmidtsche Umkehrbedingungen 359 
Konstanten a>0 , 0 mit 
( 3 . 1 1 ) s(t)-s(u)>-a[f(f)-f(u)]-b für / > U > 0 , 
so folgt aus ps(x)/p(x)=0(l) für x—1— auch j„=0(l). 
3.6. Satz. Gilt (33), 
(3-12) P2(1 = 0(Pn) 
und(3.1 (r)) (bzw. (3.2(r))), so folgt aus ps(x)/p(x)=0(\) für jc—1— auch sn=0(Y). 
Beweis. Es genügt, den Satz für reelle s„ zu beweisen. Sei also {.?„} eine reelle 
Folge mit (3.1 (r)) und ps(x)/p(x)=0(l) für x—1 —. Wir definieren c„(t) und 
s(t) wie in Lemma 3.5. Ferner sei 
(3.13) / ( / ) := InP[(] für 0 < i 
Dann ist / : (0, °°)-»-R eine positive (wir dürfen ohne Einschränkung der Allgemein-
heit />0>1 annehmen), monoton (aber nicht streng monoton) gegen « strebende 
Funktion mit f(t+\)—f(t)—0 für die, wie gleich gezeigt wird, auch (3.9) 
bis (3.11) erfüllt. Zu /g ib t es dann eine Funktion g, die neben den soeben aufgezähl-
ten Eigenschaften von / auch noch streng monoton ist und damit alle Eigenschaften 
besitzt, die in Lemma 3.5 (von / ) verlangt werden. Demnach genügt es zum Beweis 
des Satzes noch zu zeigen, daß / aus (3.13) die Bedingungen (3.9) bis (3.11) erfüllt. 
Zu (3.9): Es gilt 
( 3 - 1 4 ) fit) - f ( M ) - ~ ^ P [ T ] / P M - C„. 
Ferner ist nach B O R W E I N and K R A T Z [ 1 ; Lemma 3(i)] 
Pltj ^ inf {p(x)/x™: x€(0, 1)}, 
also insbesondere Pi,1^p(e~1,,)e für jedes 0, woraus sich, zusammen mit (3.14), 
f ü r / W - / W — ) 
ergibt. Zu (3.10): Aus 
/ ( A 0 - / ( 0 — => W , ] — 
folgt wegen (3.12) 
(3.15) f ( N ) - f ( t ) -co N/t-*oo. 
Ferner ist (vgl. [28; Lemma 2b)]) 
(3.16) P(.e-VN) = 0(PN) für co. 
9* 
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Gilt nun / (# )—/(0-*°° so wählen wir nach (3.15) ein i 0 > 0 so, daß 
N>2t für ¿>/0 gilt. Wir erhalten dann für 
2 cn(t)[f(n)-f(N)] = - ^ J j t - 2 Pne-"1' 
n=N P\ß ) n=N+l "N 
1 2 Pne~"i\Pn-PN) = _ j? pv2pne-"» = PsP(e-^')ttJt+1Fn v " PsPie-1") 1' 
1 — F A , G~V/< 2 P N E - ^ ' G / ^ " - T / N F P V E ~ V / , E V , N = PnP^11') y=N+i n=v ~ PNp(.e~1! 
1/iV) ^ e-v(N-21)l2Nt ^ P(e j? p^e-v/2t el~NI2t ^ 
~ Pp(e-») ß l ~ m = ° ( 1 ) f Ü r 
wenn wir ( 3 . 1 5 ) und ( 3 . 1 6 ) beachten sowie />(x)/p(x2)=0(l) für x — 1 — , 
was aus °° und ( 3 . 1 2 ) folgt (vgl. KRATZ and STADTMÜLLER [ 1 1 ; Lemma 2 , 
proof of (vii)=>(viii)]). Zu ( 3 . 1 1 ) : Wegen ( 3 . 3 ) und ( 3 . l ( r ) ) gibt es nach MIKHALIN 
[18; Lemma 2] positive Konstanten A und 6 mit 
S ( ? ) - S ( K ) S - A l n O P ^ / i ^ - f c für I > W > 0, 
womit alles gezeigt ist. 
Spezialfälle 
von Satz 3 . 6 finden sich bei DAVYDOV [ 2 ; Sätze 6 und 7 ] (für Jp—Ä), 
JEYARAJAN [ 9 ; Theorem 1] (für Jp=Aa. In diesem Fall ist PJPm-~ 1 äquivalent 
zu N / M - 1 ) und Mikhalin [ 1 8 ; Satz2]. 
In Satz 3.6 darf (3.3)A(3.12) durch (3.6) ersetzt werden, denn (3.6) ist äqui-
valent zu (3.12)A 
(3.17) lim l iminf -^ - 2 Pk = 0 
und ist auch äquivalent zu (3.12)A 
(3.18) l i m l i m s u p - i - 2 Pk=.0 
<-»1+ n-o= rn n-zkstn 
(vgl. STADTMÜLLER and TRAUTNER [ 2 5 ] ) . Ferner wird ( 3 . 6 ) durch 
(3.19) nPn = 0{P„) 
impliziert, darf also als Voraussetzung immer durch die stärkere, aber oft bequemere 
Bedingung (3.19) ersetzt werden. 
Da unter der Voraussetzung (3.6) die Bedingung J„=0(1) eine TB vom 7P— 
— A / P - T y p ist (TIETZT und RAUTNER [29; Korollar4. 2]),erhalten Wir aus Satz 3.6 
unmittelbar: 
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3.7. Satz. Gilt (3.6), so ist (3.1(r)) (bzw. (3.2(r))) eine TB vom Jp^Mp-Typ. 
Spezialfälle von Satz 3 . 7 finden sich bei KOKHANOVSKII [ 1 0 ; Satz 5] (für L — / ) 
und TESLENKO [ 2 7 ; Satz 4 ] (für LA—/„). 
Aus den Sätzen 3.1 und 3.7 erhalten wir das folgende Analogon zu Satz 3.1 
für Jp. 
3.8. K o r o l l a r . Gilt (3.6) und (3.1 (r)) (bzw. (3.2(r))), so folgt aus 7p-lim s„=o 
stets limsup \sn—a\^r. 
Spezialfälle von Korollar 3 . 8 finden sich bei DAVYDOV [2; Sätze 6 und 7] (für 
Jp=A. Nach Davydov gilt für JP=A auch im komplexen Fall limsup |jn— 
S / - / /2) , KOKHANOVSKII [10; Satz 6] (für JP=L), TESLENKO [27; Satz 5] (iüvJp=Lx) 
und MIKHALIN [ 1 8 ; Sa t z2] . Für r=0 erhalten wir aus Korollar 3 . 8 schließlich die 
in der Einleitung angekündigte Verallgemeinerung von Satz S: 
3.9. Satz. Gilt (3.6), so ist (3.1(0)) (bzw. (3.2(0))) eine TB vom Jp^c-Typ. 
Neben Satz S (vgl. auch VIJAYARAGHAVAN [30]) enthält Satz 3 . 9 als Spezialfälle 
Resultate von LANDAU [ 1 6 ; § 3 ] (für JP=A), KWEE [ 1 2 ; Theorem A ] (für JP=L), 
[14; Theorem 8] (für JP=LJ und [15; Theorem A]. (Die dortige Voraussetzung 
p(x)/p(x2)-*\ für x—* 1 — impliziert PJP„-l (vgl. [ 2 9 ; Nr. 5]) und damit ( 3 .6 ) ) , 
JEYARAJAN [ 9 ; Theorem4] (für JP=AX), PHILLIPS [20] , SONI [ 2 4 ; Theorem 2 ] und 
JAKIMOVSKI and TJETZ [8; Theorem 6 .3 ] . 
Die durch den Vergleich mit Korollar 3.4 nahegelegte Frage, ob in Satz 3.9 
die Bedingungen ( 3 . 1 ( 0 ) ) und ( 3 . 2 ( 0 ) ) durch ( 3 . 7 ( 0 ) ) bzw. ( 3 . 8 ( 0 ) ) ersetzt werden 
dürfen, muß offen bleiben. 
4. Umkehrbedingungen vom 0L- und O-Typ 
Neben den in der Einleitung genannten generellen Voraussetzungen verlangen 
wir jetzt pn>0 für n=0,1, . . . . Als einfache Folgerung aus Satz 3.9 erhalten wir 
die angekündigte Verallgemeinerung von Satz HL: 
4.1. Satz. Gilt (3.6), so ist P„an=0L(p„) (bzw. Pna„=0(p„)) eine TB vom 
Typ-
Beweis. Es genügt zu zeigen, daß (3.1(0)) aus P„an=0L(pn) folgt. Wählen 
wir K>0 mit a„> —KpJP„ für « = 0 , 1 , . . . , so gilt 
sn-sm>-K 2 für n > m , v=m+1 -fy V̂ m ' 
woraus sich (3.1(0)) ergibt. 
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Neben Satz HL enthält Satz 4 . 1 als Spezialfälle Resultate von ISHIGURO [5] 
(für JP=L und o statt O), RANGACHARI and SITARAMAN [22; Theorems I(A) und 
I(L)] (für Jp=Aa und JP=L), ISHIGURO [6] und [7], STEPÄNEK [26], PHILLIPS [20], 
KOKHANOVSKII [ 1 0 ; Korollar 1 ] (für JP=L), JAKIMOVSKI and TIETZ [ 8 ; Theorems 
5.2 bis 5 . 4 , 5.2* und 5 . 4 * ] , TIETZ und TRAUTNER [29; Satz 4 . 4 ] und KRATZ and 
STADTMÜLLER [11; Theorem 2]. Insbesondere ist damit auch [8 ; Theorem 5.1], dessen 
Beweis einen Fehler enthält, bewiesen und gleichzeitig verallgemeinert. 
Da 7p-lim s„=a stets 7P-lim t„=a impliziert (wobei JP das durch die Folge 
{Pn} definierte Potenzreihenverfahren sein soll), ergibt sich mit 
(4.1) Qn:=P0+...+Pn 
aus Satz 4.1 unmittelbar: 
4.2. Koro l l a r . Gilt 
(4.2) 1 s —• 1 für 1 < — - 1 ( m - c o ) , 
*<> ist ß n ( /n -^ - i )=0 L (P„ ) {bzw. Qn(tn-tn^)=0(Pn)) eine TB vom 7 p -M p -Typ . 
5. Schmidtsche Bedingungen für {/„} 
An zwei Beispielen wollen wir zeigen, wie die Ergebnisse aus Nr. 3 weiter 
ausgebaut werden können. Dazu betrachten wir in Analogie zu (3.1 (r)) und (3.2(r)) 
jetzt die Bedingungen 
(5.1 (r)) lim inf (i„ - tm) s - r für QJQm - 1 (n > m -
und 
(5.2(r)) l i m s u p | i „ - U s r \ f i für QJQm-~ 1 ( n > m - ~ ) 
(mit Q„ aus (4.1)). Diese sind beziehentlich nicht schwächer als die in Analogie zu 
(3.7(r)) und (3.8(r)) gebildeten Bedingungen 
(5.3 (r)) lim inf (t„ — tm) = —r für n/m -» 1 (n > m —») 
und 
(5.4(r)) lim sup \ tn- tm \ S r/j/2 für n/m — 1 (n > m — 
denn wegen 
= f ü r 
m m Pm mP„ Qm mPm Qm 
folgt n / m - 1 aus QJQm-*l. 
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Unter der Voraussetzung (4.2) ist (5.1 (r)) äquivalent zu (5.3(r)) und (5.2(r)) 
ist äquivalent zu (5.4(r)). Beachten wir noch, daß /P- l im tn=o aus 7p-lim sn=a 
folgt, so erhalten wir aus Satz 3.9: 
5.1. Satz . Gilt (4.2), so ist (5.3(0)) (bzw. (5.4(0))) eine TB vom JP^MP-Typ. 
Spezialfälle von Satz 5 . 1 finden sich bei KOKHANOVSKII [ 1 0 ; Satz 1 ] (für L — / ) 
und TESLENKO [ 2 7 ; Satz 1 ] (für L A - / J . 
In Satz 5 . 1 darf ( 4 . 2 ) durch ( 3 . 6 ) ersetzt werden, denn ( 3 . 6 ) impliziert ( 4 . 2 ) : 
Aus ( 3 . 6 ) folgt nach STADTMÜLLER and TRAUTNER [ 2 5 ] zunächst ( 3 . 1 2 ) und daraus 
(5.5) nP„ = 0(Qn) 
(vgl. MIKHALIN [19]). Wählen wir danach ein 0 mit nPJQ„<K für n—0,1,..., 
so gilt K-\n(n/m)<l für hinreichend nahe bei 1 liegende Quotienten n/m. Für 
derartige 0 gilt ferner 
Qm Qm k=m +1 Qk k Qm m 
also QJQm=W-AMn (n/m)]-1, woraus (4.2) folgt. 
5.2. K o r o l l a r . Gilt (3.6), so ist (5.3(0)) (bzw. (5.4(0))) eine TB vom Jp-
-M p -Typ . 
Spezialfälle von Korollar 5.2 finden sich bei KWEE [13; Theorem 6] (für L—l. 
Aus Kwees Bedingung 
(5.6) l i m i n f ( i „ - 0 S O für PJPm - 1 (H>m-oo) 
folgt wegen ( 3 . 6 ) nämlich ( 5 . 3 ( 0 ) ) ) und bei MIKHALIN [ 1 8 ; Satz 1 ] . 
Zum Vergleich von Korollar 5.2 mit Satz 3.7 sei noch bemerkt, daß die Bedin-
gungen (5.3(0)) und (5.4(0)) nicht stärker sind als (3.1 (r)) bzw. (3.2(r)). Nach 
MIKHALIN [ 1 8 ; Lemma 3 ] folgt nämlich aus ( 3 . 3 ) und ( 3 . 1 (r)) schon (5.6) und daraus 
(5.3(0)) wegen (3.6). 
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