A semialgebraic closure for commutative algebra  by Stengle, G. & McEnerney, J.
Journal of Pure and Applied Algebra 215 (2011) 2257–2261
Contents lists available at ScienceDirect
Journal of Pure and Applied Algebra
journal homepage: www.elsevier.com/locate/jpaa
A semialgebraic closure for commutative algebra
G. Stengle a, J. McEnerney b,∗
a 42 Markham Rd., Princeton, NJ 08540, USA
b Lawrence Livermore National Laboratory, Livermore, CA 94550, USA
a r t i c l e i n f o
Article history:
Received 27 January 2010
Received in revised form 10 January 2011
Available online 1 March 2011
Communicated by R. Parimala
MSC: 13A15; 14P05; 14P10
a b s t r a c t
Let A ⊂ R be rings containing the rationals. In R let S be a multiplicatively closed subset
such that 1 ∈ S and 0 ∉ S, T a preorder of R (a proper subsemiring containing the squares)
such that S ⊂ T and I an A-submodule of R. Define ρ(I) (or ρS,T (I)) to be
ρ(I) = {a ∈ R|sa2m + t ∈ I2m for somem ∈ N, s ∈ S and t ∈ T }.
We show that ρ is a closure operator on A-submodules, establish some of its properties,
and motivate its introduction by considering the assignment of characteristically real
multiplicities to points of real varieties and semialgebraic sets.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The use of radicals in algebraic geometry provides a fundamental means for determining a reduced system of equations
for the zeros of an ideal that strips away multiple solutions. Motivated by the need to study multiple solutions with
constraints, that is in a semialgebraic set, we introduce a semialgebraic closure that retains multiplicity. We are grateful
to Manfred Knebusch for reviewing this paper and recommending the generalization to submodules of a ring.
Throughout, A ⊂ R are commutative rings and contain the rationals. Denote as J(A, R) the collection of A-submodules
of R. The ideals of R, namely J(R, R), are a significant subset of J(A, R). The sum of two A-submodules is defined in the usual
way and forms a submodule. The product of I, J ∈ J(A, R) denoted IJ is the A-submodule generated by xy where x ∈ I and
y ∈ J . In general it is not necessary that IJ is a subset of I ∩ J as it is with ideals. For example inR[x] take I = Rx, the vector
space generated by x; then I2 = Rx2 is not a subset of I . Define the semialgebraic closure on J(A, R) according to:
Definition 1.1. In R let T be a preorder (a proper subsemiring containing the squares), S be a multiplicatively closed subset
of R such that 1 ∈ S, 0 /∈ S and S ⊂ T and I ∈ J(A, R). Define ρ(I) (or ρS,T (I)) to be
ρ(I) = {a ∈ R | sa2m + t ∈ I2m for somem ∈ N, s ∈ S and t ∈ T }.
We emphasize that the members of ρ(I) come from the larger ring R and that the exponent on a is the same as on I . This
operator is a simple modification of the closure operator
ρ˜(I) = {a | sa2m + t ∈ I for somem ∈ N, s ∈ S and t ∈ T }
arising in the real nullstellensatz of real semialgebraic geometry [1,2,6], where I is the ideal generated by the equalities, S
is the multiplicative monoid generated by the strict inequalities and T is the preorder generated by all inequalities, both
strict and slack. Evidently I ⊂ ρ(I) for submodules and for ideals ρ(I) ⊂ ρ˜(I). If ρ˜(I) can be regarded as an improved or
regularized system of equations for the zero set of I , then ρ(I) can be viewed similarly as a partially improved system in
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whichmore special features of I are retained. The object of this paper is, generally, to experiment with characteristically real
multiplicities for points of real varieties and semialgebraic sets and, specifically, to assess the utility of ρ as a tool for this
purpose. We are especially motivated by the reflections of Brumfiel on this problem in the introduction to his courageous
pioneering work [3]. Following him, we carry out some speculative counts of multiplicity differing from those currently
considered standard in commutative algebra and algebraic geometry. The latter are suited to the needs of geometry over
an algebraically closed field. In contrast we are motivated by geometry over real fields. For example, in a polynomial ring
over a real closed field, the following shows that passing from I to ρ(I) sloughs off complex zeros and also preserves real
zeros with their multiplicities. Here we take the special case of S = 1 := {1} and T = Σ , the sums of squares. We thank the
referee for identifying the generalization of (ii) in the following.
Proposition 1.2. Let R be a real closed field and A = R[x1, . . . , xn].
(i) Let I and J be ideals in A such that J has no real zeros. Then ρ(IJ) = ρ(I).
(ii) Let g ∈ A and {g0 = 0,∇(g0) ≠ 0} ≠ ∅ for each g0 that is a prime factor of g. Then ρ(g) = (g).
Proof. For (i) if J has no real zeros then by the real nullstellensatz there is a sum of squares σ1 such that 1 + σ1 ∈ J.
Since obviously ρ(IJ) ⊂ ρ(I), we prove the reverse containment. Suppose f ∈ ρ(I). Then f 2m + σ2 ∈ I2m. Hence
(f 2m + σ2)(1 + σ1)2m ∈ (IJ)2m. This has the form f 2m + σ3 ∈ (IJ)2m. Thus f ∈ ρ(IJ). For (ii) suppose g = gk0h and
f ∈ ρ(g). Then f 2m + h21 + · · · + h2ℓ ∈ (gk0)2m for somem ≥ 1. The assumption on g0 ensures that f , h1, . . . , hℓ ∈ (g0) from
[2] Theorem 4.5.1. It is straightforward to check that gk0 divides f . Consequently f ∈ (g). 
2. Properties of ρ
One of the key properties of ρ, demonstrated in this section, is that for I an A-submodule of R, ρ(I) is also an A-submodule.
This seems strange after noting that this does not always hold for ρ˜(I). To illustrate this, consider I = Ry2+Rx4 inR[x, y].
Plainly y, x ∈ ρ˜1,Σ (I), but y − x /∈ ρ˜1,Σ (I). The alternative ensures there is some relation (y − x)2m + σ = ay2 + bx4, for
σ ∈ Σ . With such an identity, set x = 0 to conclude that m = 1. Then set y = 0 to see a contradictory mismatch in the
order of the zero at x = 0. The proof that ρ(I) is a submodule incorporates Robinson’s ‘‘contrasting result’’ [5], which we
formulate in the following manner and for which we provide a proof that differs in some respects to his.
Definition 2.1. Let s(x) = ∑nk=1 x2pk where x = (x1, . . . , xn) and let F be another 2p-form in n variables over Q. Define a
rational number r to be a s-bound for F(x) if rs(x)+ F(x) is a sum of squares inQ[x].
Theorem 2.2 (Robinson). Every homogeneous form inQ[x] of degree 2p has an s-bound.
Proof. Setting α = (α1, . . . , αn), reduce to the case where ±xα = ±xα11 xα22 . . . xαnn has an s-bound. This is possible since
every positive rational number is a sum of squares and a sum of s-bounds for the monomials of a form is an s-bound for the
form. If n = 1 the conclusion is trivial. The cases n = 2 and n > 2 require different reasoning. If n = 2 then at least one of
α1 − p and α2 − pmust be nonnegative (say α1 − p ≥ 0) and we write
±xα = 1
2
(x(α1−p,α2) ± x(p,0))2 − 1
2
x(2p,0) − 1
2
xα
′
where α′ = (2α1 − 2p, 2α2). Since the square and the pure monomial in this identity are s-bounded, to show that xα is s-
bounded, it suffices to show that−xα′ is s-bounded. Iterating this process we obtain a sequence of identities and associated
monomials±xα,−xα′ ,−xα′′ , . . . forming a kind of walk on the set of monomials of degree 2p in two indeterminates along
which s-boundedness propagates backwards. Since this set is finite the walk must either terminate in a fixed point or else
enter a cycle of length k greater than 1. The only fixed points are pure 2pth powers which are obviously s-bounded. If the
walk enters a cycle starting at−xβ then composing the identities associated with passage around the cycle gives a relation
of the form
−xβ = h− 2−kxβ
where h is s-bounded and k > 0. This implies that−xβ is s-bounded. Hence±xα is s-bounded.
Now suppose that n > 2 and xα actually contains at least three indeterminates. Renumbering indeterminates, we can
suppose that xα = xα11 xα22 xβ where 0 < α1 ≤ α2 ≤ |β| =
∑
k>2 αk and α1 + α2 + |β| = 2p. These conditions imply that
p − α1 and p − α2 are nonnegative. For if p − α1 < 0 then also p − α2 < 0 and p − α1 + p − α2 = |β| < 0 contrary
to the hypothesis. Similarly if p − α2 < 0 then also p − |β| < 0 and p − |β| + p − α2 = α1 < 0 again contrary to the
hypothesis. These nonnegativity conditions permit us to factor xβ = xγ xδ where the factors are of total degree p − α1 and
p− α2 respectively. Then xα factors into two monomials of degree p
xα = (xα11 xγ )(xα22 xδ)
in fewer than n indeterminates. Finally the identities
±xα = 1
2
(xα11 x
γ ± xα22 xδ)2 −
1
2
x2α11 x
2γ − 1
2
x2α22 x
2δ
reduce the problem in n indeterminates to that in atmost n−1. Combinedwith the two-variable case this gives an algorithm
for finding an s-bound. 
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Ourmain result is the following.Wewish to pass to S−1A ⊂ S−1R, the ring of fractions. It is canonical that for I ∈ J(A, R),
S−1I ∈ J(S−1A, S−1R). Following [4] for a generalmultiplicative set S, S−2T = {t/s2 | s ∈ S, t ∈ T } is the preorder associated
with T in S−1R. In our setting S ⊂ T , this preorder simplifies to S−1T = {t/s | t ∈ T , s ∈ S}.
Theorem 2.3. Let A be a subring of R containing the rationals, I ∈ J(A, R), T a preorder of R and S a multiplicatively closed set
such that 1 ∈ S, 0 /∈ S, and S ⊂ T . Then the following hold for ρ with respect to S, T :
1. Aρ(I) ⊂ ρ(I).
2. ρ(I)− ρ(I) ⊂ ρ(I). Hence ρ(I) is an A-submodule.
3. I ⊂ ρ(I).
4. If J ∈ J(A, R), ρ(I)ρ(J) ⊆ ρ(IJ). Hence ρ(I j)ρ(Ik) ⊂ ρ(I j+k).
5. ρ(ρ(I)) = ρ(I), that is the semialgebraic closure is idempotent.
6. [ρ(I) : a] is T -convex for every a ∈ R.
If I is an ideal of R then the following hold.
7. ρ(I) ⊂ ρ˜(I). ρ(I) is an ideal.
8.
√
ρ(I) = ρ˜(I) where√· is the ordinary radical.
9. if R is noetherian then some power ρ˜(I)k ⊂ ρ(I).
Proof. By passing to the ring of fractions S−1A and replacing T by S−1T it is straightforward to check that it suffices to first
prove the special case S = 1 in S−1A and then pull back the relation to A.
1. If h ∈ ρ and a ∈ A then h2m + t ∈ I2m ⇒ (ah)2m + a2mt ∈ I2m. So ah ∈ ρ.
2. If g2m + t ∈ I2m and h2n + u ∈ I2n then taking nth andmth powers respectively we obtain similar relations withm and n
replaced bymn. Thus it suffices to consider the casem = n. Then for any integerM , I2m contains
(M + 2)(g2m + h2m + t + u)
= (g − h)2m + (g + h)2m + 2t + 2u− 2
m−1−
k=1

2m
2k

g2m−2kh2k +M(t + u+ g2m + h2m).
This inclusion has the form
(g − h)2m + (g + h)2m + (M + 2)(t + u)+M(g2m + h2m)+ F(g, h) ∈ I2m
where F(v,w) is the homogeneous form of degree 2mwith integer coefficients,
−2
m−1−
k=1

2m
2k

v2m−2kw2k.
For sufficiently large M , (M + 2)(t + u) ∈ T and, from the previous theorem, M(u2m + v2m) + F is a sum of squares.
Choosing such anM , T containsM(g2m + h2m)+ F(g, h) and consequently g − h ∈ ρ(I).
3. Obvious since x ∈ I ⇒ x2 ∈ I2.
4. Combining g2m + t ∈ I2m and f 2m + u ∈ J2m by multiplication gives (fg)2m + v ∈ (IJ)2m with v ∈ T .
5. If a ∈ ρ(ρ(I)) then a2m+t ∈ ρ(I)2m. From theprevious property,ρ(I)2m ⊂ ρ(I2m). Hence (a2m+t)2n+t ′ ∈ (I2m)2n = I4mn.
From this, plainly a ∈ ρ(I).
6. Suppose t1, t2 ∈ T satisfy t1 + t2 ∈ [ρ(I) : a]. This says (a(t1 + t2))2m + t ∈ I2m for some t ∈ T . We conclude that both
at1 and at2 belong to ρ(I).
7. This follows since for ideals Ik ⊂ I .
8.
√
ρ(I) ⊆ ρ˜(I) is clear. For the reverse inclusion let x ∈ ρ˜(I). Then some relation x2m + t ∈ I holds. Thus (x2m + t)2 ∈ I2.
After expansion this has the required form (x2m)2 + t1 ∈ I2 which implies x2m ∈ ρ(I) or x ∈ √ρ(I).
9. Let x1, . . . , xn be generators for ρ˜(I). Then from the previous property x
ki
i ∈ ρ(I). Use k = k1 + · · · + kn as the required
exponent. 
Corollary 2.4. The direct sum
Gρ(I, S, T ) =
∞
k=0
ρ(Ik)/ρ(Ik+1)
forms a graded ring, where I is an ideal and ρ is computed with respect to S and T as before. Gρ(I) is used when the inequalities
are implied.
Proof. Property 4 from the previous theorem ensures that the products of terms of degree k with those of degree j have
degree k+ j. 
Thus we have the possibility of classifying I , or more precisely the triple (I, S, T ), by attributes of this graded ring.
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3. Examples
When investigating ideals in a polynomial ring over a real closed field R, properties of ρ suggest at least two strategies
for its use. By Theorem 2.3(7) we regard ρ(I) as an alternative (we hope somehow improved) set of equations for the real
zero set of I . Or by the corollary we examine associated graded rings to perhaps see (as suggested by Brumfiel) that a simpler
real part lies within a complicated complex singularity. For these strategies for demonstrating the utility of ρ for studying
real multiplicity, the search for some intrinsic finiteness leads to the following special case.
Let A = R[x, y],m = (x, y) and f ∈ A with {f = 0} = {0}, an isolated zero at the origin. While Am/ρ1,Σ (f ) is a vector
space over R, it is not necessarily finite dimensional. Take, for instance, f = y2 + x2 − x3, an irreducible polynomial. The
infinite dimensionality follows easily by showing for every ℓ, yℓ ≠ 0. To show yℓ ≠ 0 for every ℓ, alternatively, ∃u such that
u(0, 0) ≠ 0 and uyℓ ∈ ρ1,Σ (f ); but from Proposition 1.2 ρ1,Σ (f ) = (f ), and hence u ∈ (f ), a contradiction. However, if the
origin is geometrically isolated with an inequality such as 12 − x ≥ 0, then the following applies.
Lemma 3.1. Let A = R[x1, . . . , xn], f , u ∈ A and P ∈ Rn satisfy
u(P) > 0 and {P} = {f = 0, u ≥ 0}. (1)
Letm be the maximal ideal associated with P and T = Σ[u], the preorder generated by u. Then
Am/ρ1,T (f )
is a finite dimensional vector space over R. This dimension is independent of the choice of u satisfying (1).
Proof. To show that the dimension is finite,mk ⊂ ρ1,T (f ) ⊂ m for some k ≥ 1 according to the real nullstellensatz and
Theorem 2.3 (7, 9). The proof of finiteness concludes by noting that in the canonical exact sequence
0→ ρ1,T (f )/mk → A/mk → Am/ρ1,T (f )→ 0,
Am/mk is finite dimensional over R. For the independence of this dimension, suppose v satisfies v(P) > 0 and {P} = {f =
0, v ≥ 0}. It suffices to show that ρ1,T (f ) = ρ1,T ′(f ) where T ′ = Σ[v]. Suppose g ∈ ρ1,T ′(f ); then there exists σ1, σ2 ∈ Σ
such that g2m + σ1 + σ2v ∈ (f )2m. Since v(P) > 0 is a consequence of f 2m = 0, u ≥ 0, from the strict positivstellensatz
there exists τ1, τ2 ∈ T such that τ1v = 1+ τ2 + af 2m for some a ∈ A. Then (f )2m contains τ1v(g2m + σ1 + σ2v)which can
be written as
(1+ τ2 + af 2m)g2m + σ1(1+ τ2 + af 2m)+ v2σ2τ1.
From this expression it is readily seen that g ∈ ρ1,T (f ). The reverse inclusion is similar. 
The two desirable properties of the vector space’s dimension in this result, finiteness and stability, are not achieved with
any inequality; poor choices in the above example lead to a dimension that is either infinite or unstable (x ≤ 1). In the
following examples we compute ρ(I) and interpret its zero set with a view toward developing a durable concept of real
multiplicity.
Example 1. What is the multiplicity of the origin in the curve x2+ y2 = 0? OverCwe have the union of two complex lines
with an ordinary double point, that is, multiplicity 2. But, over R, we wish to replace the defining ideal I = (x2 + y2), by
ρ = ρ1,Σ (I). We show that ρ = (x, y)2. First the relation (x2)2 + 2(xy)2 + (y2)2 = (x2 + y2)2 in R[x, y]witnesses that each
of x2, xy, y2 belongs to ρ. Hence (x, y)2 ⊂ ρ. To obtain the reverse inclusion suppose f ∈ ρ, that is,
f 2m + σ = g(x2 + y2)2m.
Setting x = y = 0 we find that f and σ must vanish there. Assume for a contradiction that the linear part f1 of f is nonzero.
Pick any line L through the origin not contained in {f1 = 0}. Then in the univariate polynomial, f |L vanishes to exactly order
1 at the origin. The specialization of f 2m to this line then vanishes exactly to order 2m and the specialization of g(x2+ y2)2m
vanishes to order at least 4m. Since a nonzero sum of squares has the form t2rg with a positive leading coefficient in g , we
can indicate the specialized equation more explicitly in the form
a(t)t2m + b(t)t2r = c(t)t4m+k
where a(0), b(0) and c(0) are positive. Then: if r > m, cancel the common factor t2m and evaluate at t = 0 to obtain the
contradiction a(0) = 0: if r < m, cancel the common factor t2r and evaluate at t = 0 to obtain the contradiction b(0) = 0.
If r = m, cancel the common factor t2m and evaluate at t = 0 to obtain the contradiction a(0) + b(0) = 0. These cases
together give the contradiction establishing ρ = (x, y)2.
The intersection multiplicity of the equations x2 = y2 = xy = 0 is easily computed as 3, namely the dimension of
Am/m2 over R, the vector space from Lemma 3.1 with the inequality u = 1. A ‘‘principle of continuity’’ is also illustrated
with this example, where the number 3 appears as a dynamic multiplicity predicted by exploding the origin into simple
points with small perturbations of the equations x2 = y2 = xy = 0. To see this, observe that the affine dimension of all
quadratics is 6 and the subspace vanishing at four nearby points in general position has dimension 2. So the three perturbed
quadratics x2+ o(1) = y2+ o(1) = xy+ o(1) = 0, which are linearly independent, cannot fit into this subspace. (Here o(1)
G. Stengle, J. McEnerney / Journal of Pure and Applied Algebra 215 (2011) 2257–2261 2261
means a(t)x+ b(t)y+ c(t).) Thus there must be some set of perturbed equations that do not vanish at four points. That is,
the origin can be exploded into at most three nearby points. This is easy to do with x2 − t2 = y2 − t2 = (x− t)(y− t) = 0.
This example generalizes to x21 + x22 + · · · + x2n = 0. The result is multiplicity n+ 1, which again agrees with the dynamic
count.
Example 2. The variety V in R2 defined by f = y2(x2 + y2) = 0 as a real point set is just the line y = 0 described in a
complicated manner. We wish to count its intersections with the line x = 0.
1. Over C, V is the union of four lines: two complex and a double real line all intersecting at (0, 0). The simple line x = 0
meets each of these once for an intersection count of 4. This is also given algebraically as 4, the length of the module
R[x.y]/(y2x2 + y4, x) ∼= R[y]/(y4).
2. Natural algebraic machinery exists for isolating the intrinsically real portions of a variety and purging its complex
portions. This is one way to look at the theory of the real spectrum [2] which recreates V as the space of orderings of
its coordinate ring. Associated as a key algebraic tool is the operator ρ˜. Here ρ˜(f ) is just (y). Thus if we replace I by ρ˜(I)
we obtain the simplest possible equation for the point set of V . So we have purged the two complex lines at the cost,
however, of losing any count of multiplicities.
3. If we instead replace the defining ideal by ρ = ρ1,Σ (I) where I = (x2y2 + y4), then the relation y8 + 2y6x2 + y4x4 ∈ I2
shows that y4, y3x and y2x2 ∈ ρ. In fact ρ = (y4, y3x, y2x2). Suppose f ∈ ρ. We assume that any monomials that are
multiples of y4, y3x or y2x2 have been subtracted from f . If f 2m+ σ = g · (x2y2+ y4)2m where σ ∈ Σ , then f has no pure
monomial in x, seen by setting y = 0. Since y divides f to order 1, factor f = yu where u(0, 0) ≠ 0. As in the previous
example a contradiction arises due to the mismatch in the degree of the leading terms. With ρ1,Σ (I) = (y4, y3x, y2x2),
its zero set intersected with {x = 0}, has no complex points. This intersection is the zero set of (x, y4) in which the
multiplicity 4 of (0, 0) is conserved.
4. V can be augmentedwith ideal points of positive dimension such as the ordering of R[x, y]/I inwhich y is order equivalent
to 0 and x is positive but smaller than any positive element of the ground field. We wish to assign multiplicities to such
points as well. Geometrically the natural count for this specific example is 2. To obtain this algebraically we replace I by
ρ(I) where S = {1, x, x2, . . .} and T = Σ[x], the preorder generated by x. Since x4y4 + y8 + 2y6x2 ∈ I2 has the form
sy4 + t ∈ I2 we have y2 ∈ ρ(I). This determines y = 0 with multiplicity 2.
Example 3. Let V be the real lemniscate {y2 − x2 + x4 = 0} as illustrated below.
Then (0, 0) is an ordinary double point and the transverse line {x = 0} intersects V there with multiplicity 2. Now suppose
that we restrict the curve to the closed semialgebraic set W = {y(x − y) ≥ 0}. Let A = R[x, y]/(y2 − x2 + x4).
In A let T = Σ[y¯(x¯ − y¯)] be the preorder generated by y¯(x¯ − y¯). With respect to T we calculate Gρ(x¯). The relation
(y¯ − x¯)2 + 2y¯(x¯ − y¯) = x¯4 shows that y¯ − x¯ ∈ ρ(x¯2) ⊂ ρ(x¯). Hence ρ(x¯) is the maximal ideal (x¯, y¯) and the first term
in the graded ring, A/ρ(x¯), is just the ground field R. The second term ρ(x¯)/ρ(x¯2) collapses to Rx¯ because y¯− x¯ ∈ ρ(x¯2). For
the third term (typical of the rest) the inclusions y¯(y¯− x¯) ∈ ρ(x¯)ρ(x¯2) ⊂ ρ(x¯3) and x¯(y¯− x¯) ∈ ρ(x¯)ρ(x¯2) ⊂ ρ(x¯3) show that
ρ(x¯2)/ρ(x¯3) collapses to Rx¯2. In this fashionwe conclude thatGρ(x¯) is isomorphic to R[t]with t of degree 1. This is the graded
ring characteristic of a nonsingular point of multiplicity 1 on a real curve. Moreover, at least in this instance, this faithfully
reflects that the portion of V inside W near (0, 0) forms a geometrically smooth branch transversely intersecting the line
x = 0. Thus this example shows a reduction from 2 to 1 in multiplicity as a consequence of restricting to a semialgebraic
set.
Continuingwith this example, consider the inequality y2−x2 > 0 instead of y(x−y) ≥ 0. If S is the correspondingmonoid
and T = Σ[S] the preorder, then ρS,T (x) = (1), since (y2− x2) · 12m+ x4 = 0 ∈ (x)2m for allm. Similarly ρS,T (xk) = (1) and
the graded ring is 0⊕ 0⊕ 0⊕ · · ·with multiplicity 0. This reflects the fact that on the lemniscate there are no members of
the real spectrum satisfying x = 0, y2 − x2 > 0.
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