Abstract -The process of fingerprint thinning creates a 1-pixel wide pattern of the fingerprint ridges while retaining the basic fingerprint structure. Several algorithms have been devised [1 to 7] to extract the thinned pattern of a fingerprint image; however, such algorithms produce different results with different positions and rotations of the same fingerprint image, which results in inefficient minutia extraction. In this paper, a new method of fingerprint thinning is proposed: Minutia Analysis using Rotation Invariant Algorithm (MARIA), which thins a fingerprint image regardless of the fingerprint position and rotation and then extracts minutia from the thinned pattern. The fingerprint image is binarized to convert it into a 0-1 pattern. Morphological operations are applied to remove islands and lake-like portions from the image. If-then rules governing a 3x3 mask that is to be convoluted throughout the image are applied to thin the transformed reduced image in a rotation-invariant manner. Post processing is performed on the thinned image to remove any spurious minutia points. Finally, genuine minutia points and their directions are extracted from the thinned fingerprint image. The experimental results indicate that MARIA successfully extracts genuine minutiae from low-quality fingerprint images, and greatly facilitates the minutia matching procedure.
Introduction
A minutia is a ridge singularity at the local level of the fingerprint image. The most common types of minutia, called terminations and bifurcations, occur when a ridge comes to an end, or splits into 2 ridges, respectively ( Figure-1.1 ). The analysis of a fingerprint on the local level provides the necessary information to distinguish one fingerprint from another. Most currently used automatic fingerprint identification systems rely on minutia-based matching. Compared to full-fledged fingerprint images, minutiae are smaller and easier to store. Minutia-based matching usually consists of finding an alignment between the template and the input minutia sets that result in the maximum number of minutia pairings. To extract minutiae from a fingerprint image, the fingerprint pattern must first be rendered as thin as 1-pixel. When applied on a binarized fingerprint image, a good thinning algorithm will create an output image with these characteristics: output image is 1-pixel wide with no discontinuities; each ridge is thinned to its centre pixel; singular pixels and noise are eliminated; and no further peeling is needed.
The purpose of this study was to create a method to thin a fingerprint image without disturbing its basic structure. The method must also capture the features of the fingerprint (i.e., minutiae), regardless of any rotational or positional effects.
Binarization
Binarization refers to the process of transforming a grayscale image into a binary image. A pixel in a grayscale image, can take 256 intensity values, whereas a pixel in a binary image can take only 2 intensity values 0(black) and 1(white). The steps used to transform a grayscale fingerprint image to a binary image are as follows:
Step-I: Resize the fingerprint image to a nearest power of 2 using the imresize() function in MATLAB [9] .
M=floor(M/32)*32; N=floor(N/32)*32;
Step-II: Apply Fast Fourier Transform (FFT) on the resized image Y=f(x,y).
(i) Divide the image into smaller (32x32) subblocks B i where, i=(M*N)/32.
(ii) Apply the Fourier transform on each block B i according to:
(iii) Enhance each block B i by its dominant frequencies by multiplying the FFT of the block by its magnitude a k set of times
where F -1 (F(u,v)) is determined by:
for x = 0, 1, 2, ..., 31 and y = 0, 1, 2, ..., 31.
Experimentally, k=0.47. Figure- 
Step-III: After applying FFT, the image is binarized using the adaptive threshold technique ( Figure-2 .2). 
MARIA: Minutia Analysis using Rotation Invariant Algorithm
After the binarized image is obtained, the next and most important step is to thin the image -i.e., to make the ridges of the image as thin as 1-pixel, without disturbing the basic structure and details of the image. The thinning algorithms devised to date [1] [2] [3] [4] [5] [6] [7] do not provide positional and rotational invariance, nor are they appropriate for removing lakes and island type regions from the fingerprint.
We propose a new method of thinning the fingerprint image-MARIA. This method not only thins the fingerprint effectively, but also gives provides an appropriate skeleton of the image, that can be applied to images acquired at any position/angle. The algorithm is as follows:
Step-I: Thickening the valleys in the binarized fingerprint image X, will thin the ridges.
To thicken the valleys we Step-II: After the fingerprint image is dilated, some lumps [ Figure- 3.1(b)] of lakes and island type features remain. These lumps can result in false minutia points after the feature-extraction stage. Therefore, some image processing functions of MATLAB [11] are used to eliminate isolated lumps of ≤ 80 pixels. This outcome is achieved as follows: where, Yrl is the binary image after removing lakes from the binary image X and Yrl is the binary image after removing islands from the inverted Yrl.
where, X is the binarized image. Step-III: Because the ridges obtained in Step-II are white (i.e. 1), the thin while ridge much be thinned to further reduce the ridge-width to 1-pixel, reduce the width of white ridges to 1-pixel, the IF-THEN rules [1] for a3x3 mask are applied to the image in Step-I [ Figure-3 .3]. Step-IV: The next step is to test whether the thinning method extracts the correct minutia points from the thinned fingerprint image. We input 3x3 blocks of the thinned image to a 9-5-2 back propagation neural net (BPNN)-the input layer consists of 9 neurons for a 3 x 3 pattern of bifurcations or terminations, the hidden layer consists of 5 neurons, and the output layer consists of 2 neurons, which yields an output of Figure-3 .5 shows the configuration of the 9-5-2 BPNN. The BPNN based minutia-finding algorithm gives the result as shown in figure-3.7 . The image is shown in a zoomed manner, which allows the termination (green circle) and bifurcation (red square) minutia points to be visualized The BPNN is trained in off line mode, because training only needs to occur once. A set of known desirable and undesirable patterns for both minutia types are provided to the program that simulates the network. Figure- Step-V: Some false minutia points remained in
Step-IV. To ignore the false minutiae outside the yellow dotted square, a region of interest (ROI) was defined with the following MATLAB code [11] , where X is the binary image obtained in Step is ≤ D2, the minutia is removed. Experimentally, we take D2=8. Rule 3: If the distance between 2 terminations is ≤ D3, the minutia is removed. Experimentally, D3=6.
After the above rules are applied, only true minutiae are extracted, as shown in Figure- 
3.8(b).
The minutia points extracted using MARIA are correct, and the number of false minutiae is greatly reduced. A superimposition of the minutiae extracted using MARIA reveals that the algorithm finds almost all of the minutia points and their directions (Figure 3.9) . 
Data Analysis
We compared minutia points extracted from 80 fingerprints in the FVC2000 database (DB1) using either the MATLAB thinning process bwmorph(img, 'skel', inf) or the proposed technique MARIA.
As shown in a comparison of the first 30 fingerprints (Table-1) , MARIA was more efficient and extracted more genuine minutia points than bwmorph()-based method. The proposed algorithm took less time and detected almost no false minutiae.
We compared the accuracy of minutia detection between bwmorph() and MARIA by analyzing the error index(EI), where EI = (L+F)/T. In this equation L is the number of lost minutiae, F is the number of false minutiae, and T is the total number of minutiae in the fingerprint image. The value of T generally is computed as the number of manually labeled minutiae. The smaller the value of EI is, the more accurate the algorithm is. We quantitatively verified the proposed method using only EI, since the qualitative accuracy of minutia extraction is shown in figure-3 .9. 
Experimental Results
We also tested the matching of 2 fingerprints. Two images were considered to match well if the matching score was higher than a certain threshold. images of the same finger were considered as template. A total of 80 templates were contained in the database. Every image in the database was matched with its own template (containing the other 7 images of the same finger), and with the other 79 templates. An image that matched well with 1 of the template images was said to match well with the template.
A correct verification was established when an image matched well with its own template. An image was rejected if it could not match well with its template. A False verification was established when an image matched well with a template other than its own The verification rate was defined as [N C / (N C + N F ] x 100%, and the rejection rate was (N R / N) x 100%, where N,NR, NC, and NF are the numbers of all minutia templates, rejected images, correct verifications, and false verifications, respectively.
The matching method assumes that, even if deformations, rotations, and translations are applied to a fingerprint image, every minutia maintains the same neighboring structure. Using this idea, we introducing the information related to the position and orientation of each minutia with respect to its neighbors. In [8] and [9] , a similar approach where the local structure is represented by a minutia and its k-nearest neighbors is examined, but either the matching has to be refined using the method suggested in [10] by Jain et al., or the matching is performed using the core and delta points. We want to perform matching without the use of core and delta points as they are not always there in the image. In our approach, the dependency among minutiae is obtained applying on the point set. In a Delaunay triangulation, each minutia is used as a triangle vertex. We use this approach, as the Delaunay triangulation has best structural stability under random positional displacements. The length of the sides and the internal angles of each triangle are not fixed. But, each minutia will always have the same neighbors, even if rotation, translation and little scale changes are there. So, our approach takes minutiae-triangles sets and find matching rate according to them. We make separate Delaunay triangles for bifurcations and terminations, and then match them separately (Figure 4) . Table 2 shows the top 10 verification rates along with the rejection rates. The results are encouraging as the best performance goes up to 99.98%. 
