In this work we consider the general functional-integral equation:
Introduction
Nonlinear integral equations have been extensively studied in the literature, see for example integral equations of Urysohn type [8, 9] , Hammerstein type [5] , and Volterra type [11] ; the works cited had as a focal point conditions of existence of solution for such equations. In this sense, the theme has induced some authors to improve and extend these results to existence of solutions involving functional integral equations in the space L 1 ([0, 1]) [2, 6, 7] . For this reason, these authors have considered the equation:
y(t) = f t, r 
with a, b ∈ R, and prove that, under certain hypotheses, it admits a unique solution in L p ([a, b]), 1 < p < ∞. Here, we delete the term r from our calculations and consider an arbitrary real interval [a, b] .
As starting point, we show that, under certain conditions, the operator defined by the right hand side of (2) The remainder of the paper is organized as follows. In Section 2 we present results on existence and uniqueness of solutions for functional-integral equation, considering the successive approximation method. In Section 3 we exhibit an estimative of the error generated by the successive approximation method. Numerical examples are provided in Section 4 and we conclude the paper in Section 5.
Main Results
In what follows, we assume that the function f : [a, b]×R → R in (2) satisfies the Caratheodory conditions, that is, i) f (t, x) is continuous in x for each fixed t;
ii) f (t, x) is measurable in t for each fixed x;
iii) there is a non-negative Lebesgue-integrable function m :
Theorem 2.1. Assume that the following conditions are satisfied:
) and a non-negative con-
where
theodory conditions and such that
Under conditions (A 1 ), (A 2 ), and (A 3 ), the operator
is a map from
Condition (A3), we have
and, therefore,
Using Minkowski's inequality, we get
whence it follows that
Now let us show that if
By Hölder's inequality, condition (A 2 ), and eq. (5), we have
For the sake of simplicity, denote
which completes the proof.
. In this way, we look for solutions of integral equation (2) Furthermore, assume that:
Under such hypotheses, the successive approximation
converges almost everywhere to the exact solution of eq.
Proof. For this method, we put y 0 (t) as the identically null function and successively
Since y 0 (t) ≡ 0, it is easy to verify that y 1 p < ∞ (see Theorem 2.1).
Using Hölder's inequality, conditions (A1), (A2), (A3), (H1), and (H2), we obtain, for n ≥ 1 and t ∈ [a, b],
Let K = y 1 p . Inequality (9) implies
and successively
which is equivalent to
Expression (10) shows that the sequence (y n (t)) is a Cauchy sequence. Using this contractivity, we can verity that the series:
has the majorant
Since this series converges on L p -norm, the convergence of the sequence (y n (t))
to the exact solution of (2) Following the ideas of [3] , [4] and [11] , we prove that eq. (2) has a unique
We assume that conditions (A1), (A2), (A3), (H1), and (H2) from Theorems 2.1 and 2.2 are satisfied.
Note that for ω ≡ 1 we have the classical norm in
it is easy to verify that eq. (11) defines a norm for any positive continuous function ω : [a, b] → R + (see [11] ) and
where λ > 1 and
We recall that C = M L, with M and L from conditions (H1) and (H2).
The next result is crucial to guarantee the uniqueness of solution for eq. (2). and (H2) imply
Using Hölder's inequality, we have
Thus,
From (3), it follows that
Integrating both sides of (15) with respect to t over [a, x], x ∈ [a, b], and using (14), we obtain
Therefore,
whence we can conclude that
Our main result will be presented in the next lines. Its proof is an immediate consequence of Banach Fixed Point Theorem, Theorem 2.1, and Theorem 2.2.
Theorem 2.4. Assume that conditions (A1), (A2), (A3), (H1), and (H2) from Theorems 2.1 and 2.2 are satisfied. Then eq. (2) has a unique solution in
, which can be obtained as the limit of successive approximations.
Error Analysis
Consider integral equation (2), where k, g, f , and y satisfy the hypotheses from Theorem 2.4. In order to obtain the successive approximation for the exact solution, we use the recurrence relation given by:
where A is the operator defined by eq. (4). From Theorem 2.2, we have that the sequence (y n ) converges to the exact solution since (7) holds. The following theorem establishes an estimative of the error generated by the successive approximation method of this sequence.
Theorem 3.1. Assume that the conditions from Theorem 2.4 are satisfied.
Then the sequence (y n ) generated by the successive approximation method (16) satisfies the following inequality:
where y * is the exact solution of (2).
Proof. Following the same steps of Theorem 2.2 we have
For k > n, we have
Making k → ∞, we arrive at the desired result.
Numerical Examples
In this section we describe some of the numerical experiments performed in solving the functional integral eq. (2), which can be treated by our Theorem 2.4 to illustrate the results of existence and uniqueness. For the numerical application, we use Picard iterative process (see Appendix A) and admit that the convergence is achieved when the stopping criterion has tolerance tol = 1e − 12 on L 2 -norm. We employ the MATLAB package Chebpack available at the Mathworks website https://www.mathworks.com/matlabcentral/fileexchange/32227-chebpack as a stand-alone algorithm for solving nonlinear systems and investigating the performance of the numerical solution.
Example 1
Consider the nonlinear functional integral equation:
with exact solution y(t) = sin(t). Take k(t, x) = t − x and f (t, z) = sin((t − 1) cos(1) + sin(1) + z). It is easily verified in Theorem 2.4 that the hypotheses are valid. In this way, we have the guarantee of existence and uniqueness of the solution.
To establish the minimum number of integration points in terms of absolute errors, we note that, from 10 points of integration, we get the same convergence point with more or less iterations (see Fig. 1(a) ). It allowed us to conclude that 10 points of integration are sufficient to preserve the convergence of the method.
In the next experiment, we take 10 integration points and numerical solution putting n = 1, 2, 3, 5, and 10 iterations on the successive approximation method. The solutions are compared with the exact solution y(t) = sin(t)
as described graphically in Fig. 1(b) . Already, Fig. 1(c) depicts the decay of the error on L 2 -norm of the approximate solution considering a variation in the iterations number n, from 1 to 20, while in Table 1 
Example 2
with t ∈ [0, 1] and exact solution y(t) = tan(t). Consider k(t, x) = tx and
In this example, the hypotheses from Theorem 2.4 are also easily checked.
Similar to the previous experiment, in Figs. 2 we plot the approximate solutions of eq. (19) and the error associated with L 2 -norm. The numerical solution has a good agreement with the exact solution. In Table 2 we exhibit again some numerical results of this error on L 2 -norm. 
Conclusion
In this paper we expand the results of Emannuele [7] Firstly, we start with some basic definitions. 
In addition, these polynomials satisfy the following relations:
T n (cos θ) = cos nθ, n = 0, 1, 2, . . . 
