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In this thesis, I study estimations and inferences for semiparametric spatial regression models
and generalized geoadditive models (GgAMs). I use the bivariate penalized spline over triangulation
(BPST) method in these models to incorporate the spatial information when it is available. There
are three topics in the thesis.
In the first topic, we try to develop a sparse-partially linear spatial regression model (S-PLSM)
using a doubly penalized estimator to select and estimate the most significant linear covariates.
We apply BPST to approximate a bivariate function over a spatial domain. A standard error
formula is constructed to estimate the standard deviation of the estimators, which is tested by
simulation studies. We show the consistency of our sparse estimator with asymptotic normality.
An application to United States mortality illustrates improvements in estimation and prediction
from the use of our estimator relative to other methods.
In the second topic, a generalized version of PLSM (GPLSM) is developed to allow a nonlinear
link function relating the covariates to the mean of the response variables. This extension allows our
method to deal with non-continuous response variables, such as count and binary variables. The
iteratively reweighted least square (IRLS) algorithm helps to achieve the computational efficiency
of our estimator. The consistency of the proposed estimator is proved with a convergence rate.
A standard error formula is developed to construct confidence intervals for the linear estimator.
A crash frequency real data analysis demonstrates the accuracy in estimation and prediction for
GPLSM.
In the last topic, I build an R package, GgAM, which integrates model structure identifica-
tion process, estimation methods, statistical inference tools of GgAMs together. We develop a
semiparametric version of GgAM by adding a linear part into nonparametric GgAMs. This model
shares the benefits from univariate splines, bivariate splines and local polynomials. A penalized
x
quasi-likelihood estimator is firstly derived through the IRLS algorithm and then a spline-backfitted
local polynomial estimator is obtained. We propose a standard error formula for the parametric
estimator in the model as well. Simultaneous confidence bands are developed to measure the ac-
curacy of the univariate spline estimators. A model structure identification process is contained
before model fitting to better identify the function form (linearity/nonlinearity) of the continuous
covariates. Simulation studies are conducted to show the estimation accuracy and predictive power
of our GgAM. The datasets of Georgia education attainment, Sydney housing prices and Florida
crash frequency are included to show the convenient and flexible uses of functions in the GgAM
package.
In this thesis, I aim to develop computational algorithms to get accurate estimators and propose
efficient inference tools to better interpret the results for GgAMs. These tools can be widely used
in social, economic, and geographic applications with spatial data to draw perceptive conclusions.
1
CHAPTER 1. INTRODUCTION
In this thesis, my work focuses on studying efficient estimation methods in partially linear
spatial regression models (PLSMs), generalized partially linear spatial models (GPLSMs), and
generalized geoadditive models (GgAMs). We develop interpretable statistical inference tools to
evaluate the model results. I mainly use bivariate penalized spline over triangulations (BPST)
method to estimate the bivariate function in these models. An explanatory variable can enter the
model in a nonlinear additive univariate function form or in a linear form. GPLSMs and GgAMs
can deal with not only continuous response variables but also count and binary variables.
1.1 Background and Motivation
Throughout the literature, an additive model (AM) uses a combination of an additive collection
of univariate functions. Early works include Friedman and Stuetzle (1981) and Buja et al. (1989).
Later, researchers extended AMs to a generalized version, the generalized additive models (GAMs),
by including a link function to model a response variable in the exponential family (Hastie and
Tibshirani, 1990). Two major methods are widely used: the spline method (Stone, 1986; Xue and
Liang, 2010), and the kernel method (Yu et al., 2008; Yang et al., 2003). Yu et al. (2019) developed
a nonparametric version of GgAM by adding a bivariate smoothing function in GAM to include
spatial covariates.
When spatial information is available, the assumption of additivity may be questionable for
dealing with spatial covariates. Many researchers have developed special methods to handle spatial
data. The first approach is to include spatial correlation into regression. An example of this
approach includes spatially weighted regression method (Nandy et al., 2017, SWR). Other different
approaches use kernel, wavelet or spline smoothing (Ramsay, 2002; Wood, 2003; Strand et al., 2006;
Lai and Wang, 2013). When dealing with rectangular domains, Marx and Eilers (2005) used the
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P-splines method, and Wood (2003) constructed thin plate splines. Xiao et al. (2013) developed
a method using tensor product splines, but this method suffers from a “leakage” problem if the
domain is irregular. Approaches to handle an irregular domain include Wang and Ranalli (2007),
Wood et al. (2008), and Sangalli et al. (2013). Wang and Ranalli (2007) proposed the low-rank thin
splines, Wood et al. (2008) developed the soap film smoothing method, and Sangalli et al. (2013)
discussed using finite element analysis to handle complex domains.
It is also well known that a sparse model can be used to improve the efficiency of model
estimation. Bunea and Wegkamp (2004), Liang and Li (2009), and Xie and Huang (2009) studied
variable selection in the partially linear model with a univariate functional component. Variable
selection techniques are also discussed in AMs or partially linear additive models. See, for example,
Lian et al. (2014), Lian (2012), and Liu et al. (2011). However, the additive assumption does not
always hold in spatial studies in the two-dimensional domain.
To quantify the uncertainty of the estimators of the additive univariate functions, simultaneous
confidence bands (SCBs) are constructed (Wang and Yang, 2009; Zheng et al., 2016). SCBs are
efficient tools to evaluate the uncertainty of estimators and make global statistical inferences.
Another concern is that people usually do not know the structure of the relationship of covariates
and the response variable. In past studies, a double penalization procedure was used to identify
the linear components in AMs (Lian et al., 2015). Li et al. (2019) used a two-stage procedure
to efficiently identify the model structure. However, there is no R package developed with model
structure identification for GAM/GgAM.
Under the situations and backgrounds aforementioned, we firstly develop a sparse-PLSM (S-
PLSM) estimator to conduct model estimation and model selection simultaneously. Then, we
extend PLSM to GPLSM by introducing a link function to associate the mean of the response
variable with the covariates. Finally, we include an additive univariate part to GPLSM to construct
a semiparametric version of GgAM. We use BPST to estimate the bivariate function in all of these
models. BPST has advantages of flexibility in choosing the degree of polynomials and smoothness,
computational efficiency, and applicability in irregular domains with arbitrarily distributed data
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points. Spline-backfitted local polynomial estimation is applied to estimate the additive univariate
functions in GgAMs. We use the efficiency of spline smoothers and the advantage of local polynomial
smoothing to reduce the variation of the spline smoothers to obtain accurate estimators quickly.
To quantify the uncertainty of the nonlinear estimator and better interpret the result, we use
SCBs for the spline-backfitted estimators to obtain the variability in the additive univariate spline
estimators. Standard error formulas are constructed to evaluate the standard deviations of the
linear coefficient estimators.
In addition, we realize that it is necessary to build an R package for model identification, model
estimation, and statistical inference for semiparametric and nonparametric GgAMs, PLSM, and
GPLSM. Since there exists no package to provide model structure identification under GAM or
GgAM, we include the process to identify the nonlinear/linear parts for the model to obtain more
accurate estimation and prediction results.
Spatial information is available in many socio-economic areas when data are non-uniformly
distributed in complex domains. The response variables the research is focused on are not always
continuous, and could be count or binary variables. This study could help applied practitioners
account for all the effects available and do model fitting with appropriate function structures to take
proper actions and improve the wellness of society and human beings. In the application section
of each chapter, we apply our method to a variety of real datasets. We show that estimation and
statistical inference results from our proposed method can lead to insightful conclusions.
1.2 Outline of Thesis
In Chapter 2, we propose the S-PLSM to identify the significant linear components while ob-
taining the estimator simultaneously. We implement a coordinate descent algorithm to get a doubly
penalized least squares estimator. The smoothness penalty parameter and the shrinkage penalty
parameter are selected using model performance criteria. The penalized estimator is shown to enjoy
the“oracle” property. A sandwich standard error formula is developed for parametric coefficients
to determine the accuracy of the estimators. Three simulation studies under different settings are
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conducted and show the accuracy of the estimators in our model regardless of the design. The
accuracy of the standard error formula we develop is shown by comparing the estimated standard
errors with the true standard errors. We judge the model fit and variable selection result for our
model by comparing them to the SWR and the linear model with a shrinkage penalty. A mortality
real data analysis is passed to the proposed model to lead to meaningful conclusions for economic
and social studies.
Chapter 3 extends the idea of PLSM in the second chapter to the generalized case by including a
link function to apply the proposed method on noncontinuous data such as count and binary data.
We implement the iterative reweighted least square (IRLS) algorithm to obtain the estimations
of the linear coefficients and the bivariate function. For the asymptotic behavior, we show the
convergence of the linear coefficient estimator and the spline estimator to the true parameter
and the true bivariate function respectively. A standard error formula is established to construct
confidence intervals for the linear coefficient estimator. Simulation studies show that our method
can achieve accurate estimation results. A real dataset, the frequencies of crashes in Tampa,
Florida, is studied by using the proposed method. The estimated surface of the spatial component
is illustrated to lead to a conclusion about the spatial pattern of crash frequencies in the region.
Significant demographic, economic, and commuting factors are identified from the result of the
statistical inference.
In Chapter 4, I build an R package, GgAM, to include the various semiparametric spatial
regression models in Chapters 2/3 and GgAMs. We develop a semiparametric version of GgAM
by adding univariate components to GPLSM. A two-stage estimator for the univariate additive
function is proposed for not only getting accurate estimations but also for obtaining inferences to
quantify the impact of uncertainty. In the first stage, we get the pilot estimators to approximate
the univariate components, bivariate components and linear components, under a penalized quasi-
likelihood framework by using IRLS. In the second stage, local polynomial smoothing is applied to
the additive univariate covariates for getting a spline-backfitted local polynomial estimator. Model
inferences including standard errors for the parametric estimators and SCBs for the nonlinear
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estimators of the additive univariate functions are developed. Additionally, before fitting models
with continuous variables, we develop a fast and efficient model structure identification process
by using the adaptive group LASSO to identify the linear and nonlinear effects when the model
structures of continuous covariates are unknown. The IRLS and SBL algorithms are incorporated
into the estimation function plbpsm to obtain accurate estimators. The standard error formula and
SCBs are included in the summary function in the package to interpret estimation results. Functions
like predict and plot can help users to obtain predictions and visualize the results from model
estimation and statistical inference. We illustrate the flexibility and convenience use of the main
estimation function via simulation studies and real data analyses.
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CHAPTER 2. ON SELECTION OF SEMIPARAMETRIC SPATIAL
REGRESSION MODELS
A paper published in Stat 2019
Guannan Wang and Jue Wang
2.1 Abstract
In this paper, we focus on the variable selection techniques for a class of semiparametric spatial
regression models which allow one to study the effects of explanatory variables in the presence of
the spatial information. The spatial smoothing problem in the nonparametric part is tackled by
means of bivariate splines over triangulation, which is able to deal efficiently with data distributed
over irregularly shaped regions. In addition, we develop a unified procedure for variable selection
to identify significant covariates under a double penalization framework, and we show that the
penalized estimators enjoy the “oracle” property. The proposed method can simultaneously identify
non-zero spatially distributed covariates and solve the problem of “leakage” across complex domains
of the functional spatial component. To estimate the standard deviations of the proposed estimators
for the coefficients, a sandwich formula is developed as well. In the end, Monte Carlo simulation
examples and a real data example are provided to illustrate the proposed methodology. All technical
proofs are given in the appendix.









Figure 2.1 Mortality rate from 3,037 counties in the U.S.
2.2 Introduction
In many economic and geographic data studies, we may have spatially-referenced covariates
providing information regarding the spatial distribution which impact the response variable of
interest. Meanwhile, many other explanatory variables could be introduced to the model to help
explain the response variable. For example, the mortality dataset described in Section 2.7 consists of
aggregated data from each of 3,037 counties in the United States; see Figure 2.1. The explanatory
variables contain the county level social, economic and ethnic information that could affect the
mortality rate.
To incorporate the spatial information into the regression, there are mainly two kinds of mod-
eling approaches. The first approach adds spatial correlation structure (or weights) to a regres-
sion modeling to include spatial information, for example, Leung and Cooley (2014) provided a
through comparison of the predictive ability of a traditional geostatistical model with that of a
non-traditional Gaussian process model; (Lee, 2004; Hoshino, 2018; LeSage and Pace, 2009; Wall,
2004) studied the spatial autoregressive (SAR) model and the conditional autoregressive (CAR)
model; and Nandy et al. (2017) considered the spatially weighted regression (SWR) method. A
second approach is based on some smoothing techniques, for example, kernel, wavelet or spline
smoothing, which uses a deterministic smooth bivariate function to describe the variations and
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connections among values at different locations; see, for example, Gheriballah et al. (2010), Ram-
say (2002), Wood (2003), Strand et al. (2006), Sangalli et al. (2013) and Lai and Wang (2013). In
this paper, we take the second approach. We focus on the partially linear spatial model (PLSM)
containing both linear components and a nonparametric component with spatial information in-
volved for data distributed over a two-dimensional (2-D) domain.
Suppose there are n location points ranging over a bounded domain Ω ⊆ R2 of arbitrary shape.
For the ith location point, we observe (Zi,Xi, Yi), where Zi = (Zi1, . . . , Zip)
> is a p-dimensional
vector of the predictor variables. For example, in the mortality data analysis, the vector Z con-
tains socioeconomic and race/ethnicity information such as Gini coefficient, social affluence and
proportion of African-American, etc. Variable Xi = (Xi1, Xi2)
> represents the location (longitude




i β + α (Xi) + εi, i = 1, . . . , n, (2.1)
where β = (β1, . . . , βp)
> are unknown parameters and α(·) is some unknown but smooth bivariate
function. When α(·) is a univariate function, this model is the traditional partially linear model
(PLM), and its estimation and theoretical properties have been well studied; see, for example,
Huang et al. (2007), He et al. (2014) and Brown et al. (2016). Following the nonparametric
smoothing approach, the random noises, εi’s, are assumed to be i.i.d with E (εi) = 0 and Var (εi) =
σ2, and each εi is independent of Xi and Zi.
While it may be desirable to include many predictors in the model, there are practical constraints
that limit the feasibility of such an approach. For example, one problem that arises when analyzing
high dimensional data is the computation efficiency. Increasing model sparsity enforces a lower
dimensional model structure; thus the model can be estimated more efficiently. In addition, it
makes inference more tractable, models easier to interpret, and leads to more robustness against
noise.
Variable selection has been well studied in the partially linear model (PLM) literature with
univariate functional component α(·); see Bunea and Wegkamp (2004); Liang and Li (2009); Xie and
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Huang (2009) and among others. When X is bivariate or multivariate, existing variable selection
methods have been largely limited to the additive model (AM) or partially linear additive model
(PLAM) which approximates the surface by a combination of an additive collection of univariate
functions; see, for example, Ma and Yang (2011); Ma et al. (2013); Lian et al. (2014); Liu et al.
(2011); Wang et al. (2011); Lian (2012). However, many spatial studies showed that the additive
assumption is questionable in the two-dimensional (2-D) domain.
Traditional bivariate smoothing tools require that data distributed nicely on a rectangular
domain. However, the domain over which variables of interest are defined in many of the spatial
data is often found to be irregular and complicated. It is challenging to achieve variable selection
for irregularly spaced spatial data distributed over complex domains, and the challenges include
(i) how to identify those important covariates in Z, (ii) how to estimate the bivariate function α(·)
ranging over some irregular 2-D domains, (iii) how to deal with unevenly distributed data with
observations dense at some locations while sparse at others, (iv) how to make the estimation and
selection both computationally efficient and theoretically reliable.
To approximate the bivariate α(·), many of the approaches involve tensor product estimation.
However, the structure of tensor products is most useful when the data are observed in a rectangular
domain, and is undesirable when data are located in spatial domains with complex boundary
features such as the domain of the US; see Figure 2.1. Many conventional smoothing tools (kernel
smoothing, wavelet smoothing and tensor product splines) suffer from the problem of “leakage”
across the complex domains, which refers to the poor estimation over difficult regions by smoothing
inappropriately across boundary features; see more discussions in Ramsay (2002) and Wood et al.
(2008).
To this end, we aim to address questions (i)-(iv). To deal with the irregular domain problem in
(ii), Sangalli et al. (2013) proposed to use finite element analysis, a method mainly developed and
used to solve partial differential equations Wood et al. (2008) proposed the soap film smoothing
method. Although their method is useful in many practical applications, the theoretical properties
of the smoothing were not studied in their paper. In this paper, we will approximate the non-
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parametric function α(·) using bivariate splines, i.e., smooth piecewise polynomial functions, over
triangulations (Lai and Schumaker, 2007). This method solves the problem of “leakage” across the
complex domains, and it does not require constructing finite elements or locally supported basis
functions. It is also computationally efficient, and provides excellent approximation properties (Lai
and Wang, 2013), thus, it can handle part of the challenges mentioned in (iv).
To further meet the challenges in (i), (iii) and (iv), we incorporate a variable selection mechanism
into the PLSM and propose a double penalized least squares approach based on bivariate spline
approximation over the spatial domain. Roughness penalty based on the second-order derivatives
is employed to regularize the spline fit, and shrinkage penalty on parametric components is used
to achieve the variable selection. When we have regions of sparse data, penalized splines provide
a more convenient tool for data fitting than the unpenalized splines. We demonstrate that the
estimator possesses the “oracle” property in the sense that it is as efficient as the estimator when
the true model is known prior to statistical analysis. We also propose a coordinate descent based
algorithm to perform the variable selection efficiently.
The rest of this article is organized as follows. In Section 2.3, we first introduce the triangulations
and bivariate spline spaces, then we propose the double-penalized least squares method for joint
variable selection and model estimation, and define the penalized estimator (β̂, α̂). In Section 2.4,
we further study the asymptotic properties of the estimator β̂ including the consistency and “oracle”
property, as well as the rate of convergence of α̂. In Section 2.5, we discuss some implementation
details such as how to select the tuning parameters. Sections 2.6 and 2.7 present simulation results
and a real data application of the mortality data. Section 2.8 concludes the paper with a discussion
of related issues. Technical details are provided in the supplementary materials.
2.3 Methodology
We approximate the function α(·) by bivariate splines defined over a 2D triangulated domain.
In the following, we use τ to denote a triangle which is a convex hull of three points not located
in one line. A collection 4 = {τ1, . . . , τK} of K triangles is called a triangulation of Ω = ∪Kk=1τk
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provided that if a pair of triangles in 4 intersect, then their intersection is either a common vertex
or a common edge. See Figures 2.3 and 2.5 for some examples of triangulations.
Various packages have been developed for triangulation; see for example, the “Delaunay” al-
gorithm (MATLAB program delaunay.m or MATHEMATICA function DelaunayTriangulation),
the “Triangle” (http://www.cs.cmu.edu/~quake/triangle.html) by Shewchuk (1996a), and the
“DistMesh” (http://persson.berkeley.edu/distmesh).
2.3.1 Penalized spline estimators
For a nonnegative integer r, let Cr(Ω) be the collection of all r-th continuously differentiable
functions over Ω. Given a triangulation 4, let Srd(4) = {s ∈ Cr(Ω) : s|τ ∈ Pd(τ), τ ∈ 4} be a
spline space of degree d and smoothness r over triangulation 4, where s|τ is the polynomial piece
of spline s restricted on triangle τ , and Pd is the space of all polynomials of degree less than or
equal to d. It has been proved in Lai and Schumaker (2007) that for a fixed smoothness r ≥ 1,
the spline space Sr3r+2(4) achieves the optimal rate of convergence for noise-free datasets, thus,





































We use Bernstein basis polynomials to represent the bivariate splines. Let {Bξ}ξ∈K be the set
of degree-d bivariate Bernstein basis polynomials for S constructed in Lai and Schumaker (2007),




>γ, where γ> = (γξ, ξ ∈ K) is the spline coefficient vector. To
meet the smoothness requirement of the splines, we need to impose some constraints on the spline
coefficients. Denote H the constraint matrix on the coefficients γ, which depends on r and the
structure of the triangulation and enforces smoothness across shared edges of triangles. A simple
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example of H is given in Zhou and Pan (2014). The smoothness conditions are linear, and can be
written as Hγ = 0.
Let Y = (Y1, . . . , Yn)
> be the vector of n observations of the response variable. Denote by
Xn×2 = {(Xi1, Xi2)}ni=1 the design matrix of the locations and Zn×p = {(Zi1, . . . , Zip)}ni=1 the
collection of all covariates. Denote by B the n×K evaluation matrix of Bernstein basis polynomials







‖Y − Zβ −Bγ‖2 + λγ>Pγ
}
subject to Hγ = 0, (2.3)
where P is the diagonally block penalty matrix satisfying that γ>Pγ = E(Bγ).
To solve the constrained minimization problem (2.3), we first remove the constraint via a QR
decomposition of the transpose of matrix H and convert the problem to a conventional penalized re-






where Q is an orthogonal matrix and R is an upper triangle matrix; the submatrix Q1 is the first
rH columns of Q, where rH is the rank of matrix H, and R2 is a matrix of zeros. We reparam-
eterize using γ = Q2θ for some θ, and it has been proved in Wang et al. (2019) that after the













2.3.2 Doubly penalized spline estimators







>(Y − Zβ), (2.5)
Replacing θ by θ(β;λ) in (2.4), we define
L(β) ≡ L(β;λ) = 1
2







(Y − Zβ)>{I−HB(λ)}(Y − Zβ), (2.6)








To achieve the simultaneous estimation of the bivariate function α(·) and the selection of im-
portant covariates, we propose a double-penalized least squares method via minimizing




where λ1 and λ2 are tuning parameters. The first penalty term in (2.7) penalizes the roughness
of the nonparametric fit α(·) and the second penalty is the shrinkage penalty which shrinks small
components of the linear estimates to zero. Various penalty functions have been used in the
literature of variable selection for regression models. For example, the LASSO penalty, pλ2(|β|) =
λ2|β|, the Adaptive LASSO (ALASSO) penalty in Zou (2006) is given by pλ2(β) = λ2w∗|β| for a
known data-driven weight w∗, and the smoothly clipped absolute deviation (SCAD) penalty in Fan
and Li (2001a). In this paper, we consider the SCAD penalty defined below:
p′λ2(β) = λ2
{






for some a > 2 and β > 0 and a = 3.7 is used as suggested in Fan and Li (2001a).
The SCAD-penalized estimator of the coefficient β is then defined as follows: β̂ = arg minβ∈Rp R(β;λ1, λ2),







>(Y − Zβ̂). (2.8)
2.4 Asymptotic Results
In this section, we study the asymptotic properties of the SCAD-penalized partially linear
bivariate spline estimator (β̂, α̂). We first introduce some notation. For any function f over the
closure of domain Ω, denote ‖f‖∞ = supx∈Ω |f(x)| the supremum norm of function f over Ω, and
denote |f |υ,∞ = maxi+j=υ
∥∥∥∥ ∂υ∂xi1∂xj2 f(x1, x2)
∥∥∥∥
∞
the maximum norm of all the υth order derivatives
of f over Ω. Let
W `,∞(Ω) = {f on Ω : |f |k,∞ <∞, 0 ≤ k ≤ `} (2.9)
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be the standard Sobolev space. For any j = 1, . . . , p, let zj be the coordinate mapping that maps
z to its jth component so that zj(Zi) = Zij , and let
hj = argminh∈L2‖zj − h‖2L2 = argminh∈L2E{Zij − h(Xi)}
2 (2.10)
be the orthogonal projection of zj onto L
2.
2.4.1 Assumptions
Given a triangle τ ∈ 4, let |τ | be its longest edge length, and ρτ be the radius of the largest
disk which can be inscribed in τ . Define the shape parameter of τ as the ratio ντ = |τ |/ρτ . When
ντ is small, the triangle is relatively uniform in the sense that all angles are relatively the same.
Denote the size of 4 by |4| := max{|τ |, τ ∈ 4}, i.e., the length of the longest edge of 4.
Before we state the results, we make the following assumptions:
Assumption 1. The covariates Zij are bounded uniformly in i = 1, . . . , n, j = 1, . . . , p.
Assumption 2. The eigenvalues of E{(1 Z>i )>(1 Z>i )|Xi} are bounded away from 0.





Assumption 4. The bivariate functions hj(·), j = 1, . . . , p, and the true function in model (2.1),
α(·) ∈W `+1,∞(Ω), in (2.9) for an integer ` ≥ 2.
Assumption 5. The joint density of X = (X1, X2) is bounded away from zero and infinity.
Assumption 6. The triangulation 4 is ν-quasi-uniform, that is, there exists a positive constant
ν such that the triangulation 4 satisfies ντ ≤ ν, for all τ ∈ 4.
Assumption 7. The number of the triangles K and the sample size n satisfy that K = Cnγ for
some constant C > 0 and 1/(`+ 1) ≤ γ ≤ 1/3.
Assumption 8. The roughness penalty parameter λ1 satisfies λ1 = o(n
1/2K−1).
Assumptions 1–3 are typical in semiparametric smoothing literature, see for instance, Huang
et al. (2007) and Wang et al. (2011). The purpose of Assumption 2 is to ensure that the covariate
vector Z is not multi-collinear. Assumption 4 describes the requirement for the true bivariate
function as usually used in the literature of nonparametric or semiparametric estimation; see Lai
and Wang (2013). Assumptions 5–6 require that the partition is quasi-uniform, and suggest that
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we should not put too few or too many observations in one triangle. Assumption 7 requires that
the number of triangles is above some minimum depending upon the degree of the spline, which
is similar to the requirement of Li and Ruppert (2008) in the univariate case. Assumption 8 is
required to reduce the bias of the bivariate spline approximation through “under smoothing” and
“choosing smaller roughness penalty”.
2.4.2 Sampling properties for the penalized estimators
We next show that with a proper choice of λ1 and λ2, the penalized estimator β̂ has an “oracle”
property. To avoid confusion, let β0 and α0 be the true parameter value and function in model
(2.1). Let q be the number of nonzero components of β0. Let β0 = (β10, · · · , βp0)> = (β>10,β>20)>,
where β10 is assumed to consist of all q nonzero components of β0, and β20 = 0 without loss of
generality. Then β̂1 and β̂2 are the corresponding estimators. In a similar fashion to β, we write
Z = (Z1,Z2), and Z̃ = (Z̃1, Z̃2), where
Z̃1 = {h1(Xi), . . . , hq(Xi)}ni=1 , Z̃2 = {hq+1(Xi), . . . , hp(Xi)}
n
i=1 (2.11)
with hj(·) defined in (2.10). Next we denote an,λ2 = max1≤j≤p{|p′λ2(|βj0|)|, βj0 6= 0}, bn,λ2 =
max1≤j≤p{|p′′λ2(|βj0|)|, βj0 6= 0}.
Theorem 1 Under Assumptions 1–8, and if an,λ2 → 0 and bn,λ2 → 0 as n→∞, then there exists
a local solution β̂ in (2.7) such that ‖β̂ − β0‖ = OP (n−1/2 + an,λ2).
Next we define κn,λ2 = {p′λ2(|β10|)sgn(β10), · · · , p
′
λ2
(|βq0|)sgn(βq0)}> and a diagonal matrix
Σλ2 = diag{p′′λ2(|β10|), · · · , p
′′
λ2
(|βq0|)}. The theorem below shows that under regularity conditions,
all the covariates with zero coefficients can be detected simultaneously with probability tending to
one, and the estimators of all the nonzero coefficients are asymptotically normally distributed.
Theorem 2 Under Assumptions 1–8, if limn→∞
√
nλ2 →∞, and





(|βk|) > 0, then the
√
n-consistent estimator β̂ in Theorem 1 satis-










−2E[(Z1 − Z̃1)(Z1 − Z̃1)>] (2.12)
with Z̃1 given in (2.11).
The next result provides the global convergence of the nonparametric estimator α̂(·).
Corollary 1 Suppose Assumptions 1–8 hold, then the bivariate penalized estimator α̂(·), given in
(2.8), is consistent with the true function, α0, and satisfies that















This is a direct result from Wang et al. (2019), thus the proof is omitted.
2.5 Implementation
2.5.1 Algorithm
Since the SCAD penalty function is singular at the origin, and it does not have continuous
second order derivatives. To solve the minimization problem in (2.7), one can locally approximate
it by a quadratic function (Fan and Li, 2001a; Lian, 2012), then the minimization problem of
R(β;λ1, λ2) can be solved using quadratic minimization. However, employing the local quadratic
approximation can be extremely expensive since it requires the repeated factorization of large
matrices repeatedly for different smoothing parameters. In addition, quadratic minimization is
not able to provide naturally sparse estimates. In the implementation of our method, we consider
the use of the coordinate descent algorithm (Breheny and Huang, 2015), which fits the penalized
regressions more stably and efficiently.
The classical coordinate descent algorithm deals with the optimization problem with one tuning
parameter, and there are several ways to address the double-penalization. A natural idea is to
solve the optimization problem by searching over a 2D grid for tuning parameters, which can be
computationally expensive. We propose the following algorithm based on coordinate descent:
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Step 0. Obtain π̃ by minimizing objective function w.r.t. π: 12‖Y − BQ2π‖
2 + λ0(Q2π)
>P(Q2π)
with λ0 selected via GCV, and obtain Ỹ = BQ2π̃ and Z̃ = HB(λ0)Z;




with λ2 selected via BIC;
Step 2. Let Z∗ be the selected covariates from Step 1. Based on data {(Z∗i ,Xi, Yi)}ni=1 refit model
(2.1) to obtain β̂ and θ̂ by minimizing the following objective function w.r.t. β and θ:
‖Y − Z∗β −BQ2θ‖2 + λ1(Q2θ)>P(Q2θ).
2.5.2 Standard error formula
The standard errors for the estimated parameters can be obtained directly because we are
estimating parameters and selecting variables at the same time. Note that for any λ1 and λ2 the
fitted values at the n data points are Ŷ = Zβ̂ + BQ2θ(β̂) = S(λ1, λ2)Y, where θ(β) is given in






 {(Z− Ẑ)>(Z− Ẑ) + nΣλ2(β̂)}−1 0
0 {Q>2 (B>B + λ1P)Q2}−1





where Ẑ = HB(λ1)Z and Σλ2(β) ≈ diag
{






Finally, we derive a sandwich formula for the standard error of β̂
Ĉov(β̂) =σ̂2
{





(Z− Ẑ)>(Z− Ẑ) + nΣλ2(β̂)
}−1
,
where σ̂2 = ‖Y − Ŷ‖2/{n − tr(S(λ1, λ2))}. Applying conventional techniques that arise in the
bivariate splines setting, we can show that the above sandwich formula is a consistent estimator
and has good accuracy in our simulation study for moderate sample sizes.
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2.6 Simulation
In this section, we conduct Monte Carlo simulation studies to evaluate the finite-sample perfor-
mance of the proposed doubly-penalized method in terms of both model estimation and variable
selection. We compare our method (PLSM) with the SWR proposed by Nandy et al. (2017) and
linear model method (LM).
2.6.1 Example 1
In this example, we consider a modified horseshoe shaped domain Ω with the surface test
function used by Wood et al. (2008). First, we generated 80×180 grid points over the domain.
Then, for 100 Monte Carlo experiments, we randomly sample n grid points on Ω with n = 100 or
200. The response variable Yi’s are generated from the following PLSM: Yi = Z
>
i β + α(Xi) + εi,
i = 1, . . . , n, where the true coefficients are β = (1,−1, 0, 0, 0, 0, 0, 0)> and εi, i = 1, . . . , n are
generated independently from N(0, σ2) with σ = 0.2. Figure 2.2 (a) and (b) show the surface plot
and the contour map of the true function α(·), respectively. Note that the design of the function
α(·) makes it hard to have a linear approximation or nonlinear additive approximation of α(·) on a
rectangular domain. As a result, many traditional parametric and nonparametric methods do not
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Figure 2.2 Example 1. (a) true function of α(·); (b) contour map of true function α(·).
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In practice, some covariates may vary over space, that is, they may be correlated with spatial
locations. To study the performance of variable selection at different correlation levels, similar as in









ρXi1Xi2 + (1− ρ)Ui
)
, Zij ∼ Uniform(−1, 1), j = 2, 4, . . . , 8, Ui ∼ Uniform(−1, 1). In par-
ticular, we consider the following three cases: (i) low correlation (ρ = 0.3); (ii) medium correlation
(ρ = 0.5); and (iii) high correlation (ρ = 0.7).
Figure 2.3 (a) demonstrates the sampled location points of replicate 1. For the bivariate spline
approximation, we consider three different triangulations on the horseshoe domain with (i) 90
triangles and 74 vertices; (ii) 158 triangles and 114 vertices; and (iii) 286 triangles and 186 vertices
as illustrated in Figure 2.2 (b)–(d), respectively.
Columns 4-6 in Table 2.1 report the average number of two nonzero coefficients incorrectly set
to zero (denoted as “F”), the average number of six zero coefficients correctly set to zero (denoted as
“T”), and how often a correct model is chosen among 100 replications (denoted as “C”). We compare
the sparse PLSM (S-PLSM) estimator with the “oracle” estimator (ORACLE), the estimator when
the true model is known prior to statistical analysis. In this example, the ORACLE is calculated
using triangulation 42. We also compare the S-PLSM with the sparse SWR method (S-SWR)
proposed by Nandy et al. (2017). From Table 2.1, one sees that, the proposed method performs
very well regardless of the level of correlation, and the “F”, “T” and “C” are very close to the
ORACLE. However, the S-SWR is very sensitive to the correlation level between the covariates
and spatial locations. When some of the covariates are highly correlated with the spatial locations,
the correct selection rate of the S-SWR is low, especially when the sample size is small. The S-PLSM
selection results also indicate that the number of triangles has little effect on the performance of
variable selection.
Next, to see the accuracy of the estimators, we compute the root mean squared error (RMSE)
for each of the estimators based on 100 Monte Carlo samples and compare them with the ORACLE
estimator. Columns 7-9 in Table 2.1 show the RMSEs of the estimate of the parameters β1, β2
as well as the nonlinear function α(·). In general, the table clearly indicates that the proposed
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Figure 2.3 Example 1. (a) sampled location points of replicate 1; (b) 41 over the domain;
(c) 42 over the domain and (d) 43 over the domain.
method estimates unknown parameters and function very well even when the correlation is high.
Regardless of the choice of triangulation, the S-PLSM with the SCAD penalty always provides
accurate estimators in the sense that they are very close to the “ORACLE”. Figure 2.4 shows
the estimator of α(·) using different triangulations with the SCAD penalty for a typical data with
n = 200 observations generated from different correlation levels. The proposed PLSM estimator
looks globally close to the true surface regardless of the ρ used.
Next we test the accuracy of the standard error estimation in (2.12) for β̂1 and β̂2. All the
results based on triangulation 42 are listed in Table 2.2. The standard deviations of the estimated
parameters computed based on 100 simulations are treated as the true standard errors (column
labeled “SEmc”). Then we compared the mean and median of the 100 estimated standard errors
calculated using (2.12) (columns labeled “SEmean” and “SEmedian”) with SEmc. The column labeled
“SEmad” is the interquartile range of the 100 estimated standard errors divided by 1.349. It can
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Table 2.1 Example 1. model selection and estimation results.
ρ n Method
Selection RMSE
F T C β1 β2 α(·)
0.3
100
ORACLE 0.00 6.00 100 0.103 0.041 0.137
S-SWR 0.39 5.81 48 0.823 0.416 –
S-PLSM-41 0.00 5.86 87 0.082 0.049 0.125
S-PLSM-42 0.00 5.94 95 0.107 0.041 0.138
S-PLSM-43 0.00 5.86 89 0.085 0.049 0.126
200
ORACLE 0.00 6.00 100 0.066 0.027 0.104
S-SWR 0.00 5.95 96 0.507 0.419 –
S-PLSM-41 0.00 5.90 95 0.052 0.032 0.097
S-PLSM-42 0.00 5.98 98 0.066 0.027 0.104
S-PLSM-43 0.00 5.90 95 0.052 0.032 0.096
0.5
100
ORACLE 0.00 6.00 100 0.095 0.041 0.132
S-SWR 0.87 5.91 9 0.999 0.420 –
S-PLSM-41 0.00 5.89 90 0.099 0.042 0.136
S-PLSM-42 0.00 5.87 90 0.095 0.041 0.132
S-PLSM-43 0.00 5.82 86 0.117 0.042 0.148
200
ORACLE 0.00 6.00 100 0.066 0.028 0.104
S-SWR 0.32 5.80 50 0.814 0.424 –
S-PLSM-41 0.00 5.98 98 0.055 0.032 0.099
S-PLSM-42 0.00 5.95 97 0.066 0.028 0.104
S-PLSM-43 0.00 5.92 96 0.055 0.032 0.098
0.7
100
ORACLE 0.00 6.00 100 0.132 0.041 0.161
S-SWR 0.90 5.92 8 1.001 0.420 –
S-PLSM-41 0.00 5.86 89 0.141 0.048 0.164
S-PLSM-42 0.00 5.83 89 0.159 0.041 0.179
S-PLSM-43 0.00 5.89 92 0.154 0.049 0.173
200
ORACLE 0.00 6.00 100 0.076 0.027 0.110
S-SWR 0.70 5.93 25 1.129 0.418 –
S-PLSM-41 0.00 5.95 96 0.077 0.031 0.110
S-PLSM-42 0.00 5.99 99 0.076 0.027 0.110
S-PLSM-43 0.00 5.94 95 0.075 0.031 0.108
be used as a robust estimate of the standard deviation. Table 2.2 confirms the accuracy of the
proposed standard error formula.
2.6.2 Example 2
In this example, we consider the case that the random noises are spatially correlated. Following
Nandy et al. (2017), we consider a rectangle domain with 20×20 lattice grid points, and then,
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Figure 2.4 Example 1. estimated functions using different triangulations when n = 200.
response variable Yi’s are generated from the following model: Yi = Z
>
i β + εi, i = 1, . . . , n, where
β = (1,−1, 0, 0, 0, 0, 0, 0)> and ε is generated from a stationary gaussian process with mean zero.
All the covariates are generated independently from N(0, 1).
We compare the selection and estimation performance of the S-PLSM with the S-SWR and
the sparse linear model (S-LM). For S-SWR, we calculate the weight matrix using the gaussian
covariance structure. The model selection and estimation results are summarized in Table 2.3. As
Table 2.2 Example 1. standard error estimates of the coefficients using S-PLSM-42.
ρ
β1 β2
SEmc SEmean SEmedian SEmad SEmc SEmean SEmedian SEmad
0.3 0.0646 0.0485 0.0483 0.0036 0.0264 0.0243 0.0242 0.0013
0.5 0.0578 0.0579 0.0579 0.0065 0.0286 0.0243 0.0243 0.0015
0.7 0.0660 0.0640 0.0618 0.0106 0.0273 0.0243 0.0243 0.0015
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expected, when the true error structure follows a stationary gaussian process, the S-SWR performs
perfectly and the selection is 100% correct. The linear model cannot capture the error structure in
this scenario and it tends to increase false positive rate. However, the proposed S-PLSM method still
performs really well in this case, and the correct selection rate achieves 98%, which demonstrates
that our method is pretty robust in presence of spatial dependence.
Table 2.3 Example 2. model selection and estimation results.
Method
Selection RMSE
F T C β1 β2
ORACLE 0.00 6.00 100 0.0600 0.0500
S-LM 0.00 5.81 89 0.1230 0.0884
S-SWR 0.00 6.00 100 0.0796 0.0635
S-PLSM 0.00 5.98 98 0.0600 0.0500
2.6.3 Example 3
We conduct another simulation study using the covariates and domain of the data from the




i β + α(Xi) + εi, i = 1, . . . , n,
where Zij , j = 1, . . . , 11, are the same as the explanatory variables used in the mortality data, the
true βj ’s and α(·) are set to be the same as the estimates obtained by PLSM with the SCAD penalty.
The random error, εi, i = 1, . . . , n, are generated independently from N(0, σ̂
2) distribution, where
σ̂2 is the variance estimate of the measurement error obtained from the mortality data.
We fit an S-PLSM and an S-SWR with the SCAD penalty for the simulated dataset, where the
triangulation used for the S-PLSM is given in Figure 2.5. To see the effect of model misspecifia-
tion on selection, we also consider a S-LM with the SCAD penalty without including the spatial
information. We repeat the generation and fitting procedures 100 times.
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The variable selection and the parameter estimation results are summarized in Table 2.4. From
this table, we find that the number of covariates selected is much larger than the true number of
nonzero components when the misspecified LM is used. The S-SWR outperforms slightly the S-LM
in terms of the “F” and “T” values. However, the S-PLSM has comparable performance with the
ORACLE, and it performs much better than the S-LM and the S-SWR.
The last column in Table 2.4 provides the 10-fold cross-validation root mean squared prediction










replications, where κ1, . . . , κ10 comprise a random partition of the dataset into 10 disjoint subsets
of equal size. The cross-validation RMSPE shows the superior performance of the S-PLSM as it
provides more accurate predictions compared with the S-LM though it includes fewer explanatory
variables than the S-LM.




Affluence Disadvantage ViolentCrime Urban
α(·) Y
β4 β5 β6 β9
ORACLE 0.00 7.00 100 0.034 0.020 0.014 0.013 0.183 0.766
S-LM 0.45 3.03 0 0.049 0.091 0.110 0.080 – 0.860
S-SWR 0.08 5.82 60 0.025 0.022 0.031 0.026 – 0.862
S-PLSM 0.06 6.87 86 0.034 0.020 0.021 0.015 0.184 0.796
– indicates the measurement is not applicable.
2.7 Application to U.S. Mortality Data
We apply the proposed method to the United States mortality study. Mortality is an overall
assessment of the population health of an area. The concentration of high mortality in specific
areas in the U.S. has been an important public health concern and received considerable scholarly
and policy attention in recent years (Chen et al., 2012; Hoyert, 2012; Yang et al., 2015; Bauer and
Kramer, 2016). In the past few decades, the U.S. has witnessed an exceptional decrease in mortality,
from almost 20 deaths per 1,000 population in 1930 to roughly 8 deaths per 1,000 population in 2010
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(Hoyert, 2012). Despite the significant decrease in overall mortality through the years, disparities
in mortality have persisted along various dimensions, such as, gender, age, race/ethnicity, income
inequality, social affluence, concentrated disadvantage, safety and geographic space (Chen et al.,
2012; Yang et al., 2015).
One of the goals of the study is to investigate the spatial pattern and identify important so-
cioeconomic and racial/ethnic factors that affect mortality. The original mortality dataset is based
on the county level, and it includes 3,037 counties from 48 states of the United States and the
District of Columbia. The response variable is the average age-standardized mortality rates per
1,000 population based on county level over the period of 1998-2002, and it is publicly available
from the Institute for Health Metrics and Evaluation ([dataset] IHME, 2016). We classify all the
counties in the dataset into six different groups according to their mortality rates: (i) less than
7.5, (ii) 7.50–9.00, (iii) 9.00–10.00, (iv) 10.00–11.00, (v) 11.00–12.50, and (vi) more than 12.50, and
these groups are plotted in Figure 2.1, which represents the observed mortality rate from each of
3037 counties in the United States.
Similar as in Chen et al. (2012); Sparks and Sparks (2010); Yang et al. (2011, 2015), the ex-
planatory variables in the study consist of many socioeconomic and racial/ethnic factors from
year 2000, such as African-American rate, Hispanic/Latino rate, Gini coefficient, social affluence,
disadvantage, violent crime rate (per 1,000 population), property crime rate (per 1,000 popula-
tion), residential stability, urban rate, percentage of population without health insurance cover-
age and local government expenditure on health per population. Specifically, the information
of Gini coefficient is publicly available at U.S. Census Bureau historical income tables (https:
//www.census.gov/data/tables/time-series/dec/historical-income-counties.html), and
all the other explanatory variables can be obtained from U.S. Census Bureau and U.S. Federal Bu-
reau Investigation (https://www.census.gov/support/USACdataDownloads.html). Meanwhile,
the longitudes and latitudes of the geographic center of each county in the U.S. are available at
https://www.census.gov/geo/maps-data/data/gazetteer.html.
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According to Chen et al. (2012) and Yang et al. (2015), social affluence is measured by the
percentage of households that have income over $75,000, the percentage of population obtaining at
least a bachelor degree and percent of people in managerial and professional positions. As stated
in Sparks and Sparks (2010) median house value is another important socioeconomic factor that
influences mortality rate. Therefore, we also include median house value as an indicator of social
affluence. Based on Yang et al. (2015), due to the highly positive correlation between those four
variables, factor analysis is used to combine those four variables in a certain scale. Similarly, we
apply factor analysis to combine public assistance rate, the percentage of female-headed families and
the unemployment rate together to measure concentrated disadvantages. The factor of residential
stability is measured by the percentage of population five years and over by residence in year 1995
lived in the same house in year 2000 and the ratio of housing units occupied by owners. As these
two variables are highly correlated, following Yang et al. (2015), we standardize each of them and
take the average to get a single indicator for residential stability factor.
As indicated in Table 2.5, we first apply the logarithm to each of the predictors except Gini
coefficient and residential stability, then we standardize them before applying our method of variable
selection. We fit the mortality data using the following PLSM:
Mortality = β0 + β1AA + β2HL + β3Gini + β4Affluence + β5Disadvantage
+ β6ViolentCrime + β7PropertyCrime + β8ResidStab
+ β9Urban + β10HealthCover + β11ExpHealth + α(Lat, Lon).
For the bivariate spline smoothing, we use a triangulation with 262 triangles and 167 vertices;
see Figure 2.5). It has been proved in Lai and Schumaker (2007), when d ≥ 3r + 2, the bivariate
spline achieves full approximation power, and thus, we suggest of using d = 5 and r = 1 when
we generate the Bernstein basis polynomials. Then we apply the selection approach introduced in
Section 2.3. Figure 2.6 (d) plots the estimated surface of the α(·) function in the PLSM.
The selected variables are presented in the second column in Table 2.6, from which one sees
that S-PLSM selects four explanatory variables: Affluence, Disadvantage, ViolentCrime and Urban.
The estimates of the coefficient (EST) and the standard errors (SE) for these selected variables with
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Table 2.5 Variables in the mortality dataset
Variable Description
Mortality mortality rate per 1,000 population
AA∗ African-American rate
HL∗ Hispanic/Latino rate
Gini Gini coefficient showing the inequality between different levels of people in society
Affluence∗ social affluence factors:
percentage of households that have income over $75,000
percentage of population obtaining at least a bachelor degree




percentage of female-headed families
unemployment rate
ViolentCrime∗ violent crime rate per 1000 population
PropertyCrime∗ property crime rate per 1000 population
ResidStab residential stability
Urban∗ urban rate
HealthCover∗ percentage of population without health insurance coverage
ExpHealth∗ local government expenditures in health per population
Lat, Lon: Latitude and longitude of the approximate geographic center of the county.
Note: The covariates with ∗ represent that they are transformed from the original value by f(x) = log(x+δ).
For example, AA∗ = log(AA + δ), where δ is a small number.
the associated p-values are shown in Columns 2–4 in Table 2.6. For comparison, we also analyze
the data using the S-SWR with a gaussian spatially weighted matrix and the näıve S-LM without
adjusting the spatial correlation. Our method of variable selection has a strict sense of selecting
variables in the sense of eliminating more variables. Table 2.6 shows that our method provides a
more parsimonious model and it eliminates four more variables among the variables selected by
the S-SWR or S-LM. The results in Table 2.6 also show that our method provides more accurate
estimation with the mean squared error (MSE) of 0.2762, compared to the MSE of 0.8628 via
S-SWR and 0.6770 via S-LM.
To further validate the variable selection and prediction results, we use 80% of the observations
to build the model and use the other 20% to test the prediction accuracy. All the results are sum-
marized based on 100 partitions. In a conclusion, we have African-American rate, social affluence,
concentrated disadvantage, violent crime rate and urban rate as the selected significant variables.
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Figure 2.5 A triangulation of the domain of the U.S.





AA – – – X –
HL – – – X –
Gini – – – – –
Affluence −0.4666 0.0160 <0.0001 X X
Disadvantage 0.4234 0.0159 <0.0001 X X
ViolentCrime 0.0668 0.0143 <0.0001 X X
PropertyCrime – – – X X
ResidStab – – – – –
Urban 0.1095 0.0155 <0.0001 X X
HealthCover – – – X X
ExpHealth – – – X –
MSE 0.2762 0.8628 0.6770
MSPE 0.4123 0.8770 0.6923
Note: “X” indicates that variable is selected; “–” indicates that variable is not selected.
Table 2.6 shows that the mean squared prediction error (MSPE) of the mortality rate (per 1,000
population) is 0.6923 and 0.8770 for the S-LM and S-SWR, respectively, while the corresponding
MSPE for the S-PLSM is only 0.4123 with about 40% ∼ 50% reduction.
We plot the estimated mortality rates via the S-PLSM, the S-SWR and the S-LM with the
SCAD penalty; see Figure 2.6 (a)–(c), respectively. Both the S-SWR and the S-LM significantly
underestimate the mortality rate in the South region of the U.S. and overestimate the mortality
rate in the Midwest region. In contrast, the S-PLSM fitting provides much more accurate estimates





















Figure 2.6 (a) estimated mortality rate via the S-PLSM with SCAD penalty; (b) estimated
mortality rate via the S-SWR with SCAD penalty; (c) estimated mortality rate
via the S-LM with SCAD penalty; (d) estimated spatial effect of α function via
the S-PLSM with SCAD penalty.
Finally we perform model diagnostics for the S-PLSM to check whether it adequately fits the
data. Figure 2.7 (a) and (b) show a scatter plot and a histogram of the residuals of U.S. mortality
rates. In addition, we conduct the Moran’s I to test the spatial autoregression for the residuals.
The test statistic is −0.035, and the p-value for the Moran’s I test is 1, which indicates that the
process of the residuals is very likely a spatially independent random process.
2.8 Concluding Remarks
In this study, we propose an efficient method for simultaneous estimation and variable selection
in the PLSM for spatial data distributed on complex domains. When data are collected from
irregularly shaped regions, we find in simulation studies that variable selection methods developed
for regression models might usually perform poorly when the spatial information is ignored or

















Figure 2.7 (a) scatter plot and (b) histogram of the residuals of mortality rates via the
S-PLSM.
We adopt bivariate splines over triangulation to avoid the “leakage” problem in the estimation
of the nonparametric spatial component. A new type of double-penalized least squares has been
developed to identify and estimate the components in the PLSM simultaneously, which is sufficiently
fast for the user to analyze large data sets within seconds. The “oracle” property of the proposed
estimator of the parametric part has been established, and consistency of the proposed estimator
of the nonparametric part is shown. The numerical results in the simulation demonstrate much
better finite sample properties of the proposed estimators compared to the regression models when
the spatial effect is unadjusted or adjusted inappropriately.
The selection consistency and the “oracle” property obtained in this paper are based on the
assumption that the errors are independent. Although this assumption is not uncommon in the
nonparametric spatial smoothing literature, it is more realistic to relax the independence assump-
tion. For example, Gao et al. (2006) investigated the semiparametric spatial regression model for
regularly spaced grid points under some stationary and mixing conditions. However, the data col-
lected in our study are randomly distributed over complex domains with irregular boundaries. It
is challenging to define the “mixing” condition appropriately in this case, which warrants further
research. As illustrated in Example 2 in the simulation studies, the spatial dependence can be
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alleviated by choosing an appropriate triangulation; it may not fully vanish, and certainly, there is
more future work ahead to investigate this issue.
The proposed method in this paper can be easily extended to the case that p is diverging or
p  n, and our simulation studies have shown that the variable selection method also performs
well for those cases. In future research, we will investigate the properties and performance of the
proposed method for the more challenging high/ultra-high situation.
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many socioeconomic and racial/ethnic factors from year 2000, such as African-American rate, His-
panic/Latino rate, Gini coefficient, social affluence, disadvantage, violent crime rate (per 1,000
population), property crime rate (per 1,000 population), residential stability, urban rate, per-
centage of population without health insurance coverage and local government expenditure on
health per population. Specifically, the information of Gini coefficient is publicly available at U.S.
Census Bureau historical income tables (https://www.census.gov/data/tables/time-series/
dec/historical-income-counties.html), and all the other explanatory variables can be ob-
tained from U.S. Census Bureau and U.S. Federal Bureau Investigation (https://www.census.
gov/support/USACdataDownloads.html). Meanwhile, the longitudes and latitudes of the geo-
graphic center of each county in the U.S. are available at https://www.census.gov/geo/maps-data/
data/gazetteer.html.
2.9 Appendix: supplemental procedure description
This appendix contains an example of the smoothness constraint matrix H introduced in section
2.3, and technical proofs of the main theoretical results.
2.9.1 An Example of H.
Consider the simple triangulation shown in Figure 2.8. There are two triangles in this triangu-









Figure 2.8 A simple triangulation example with two triangles.
35
Assume that there is a point v on the common edge e, then the barycentric coordinates (b1, b2, b3)
w.r.t. A1 and A2 are (0, b2, 1− b2) and (0, 1− b2, b2) respectively.






































0kj for j, k ≥ 0 and
j + k = d. For simplicity, we consider the case that d = 2 as an example. When d = 2, then the
entire coefficients vector becomes
γ> = (γ>1 ,γ
>





































0,2,0. Thus, in this case the
constraint matrix H is
H =

0 0 0 1 0 0 0 0 0 0 0 −1
0 0 0 0 1 0 0 0 0 0 −1 0
0 0 0 0 0 1 0 0 0 −1 0 0
 .
2.9.2 Some Preliminary Results
For any function f defined over domain Ω, let En (f) = n
−1∑n
i=1 f (Xi) and E (f) = E[f (X)].
Define the empirical inner product and norm as 〈f1, f2〉n = En (f1f2) and ‖f1‖
2
n = 〈f1, f1〉n for
measurable functions f1 and f2 on Ω. The theoretical L
2 inner product and the induced norm
are given by 〈f1, f2〉L2 = E (f1f2) and ‖f1‖
2
L2 = 〈f1, f1〉L2(Ω). Furthermore, let ‖·‖Eυ be the norm































We cite Lemma 2 in the Supplement of Lai and Wang (2013) below, which shows that the
uniform difference between the empirical and theoretical inner products is negligible.
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Lemma 1 Let f1 =
∑
ξ∈K cξBξ, f2 =
∑
ζ∈K c̃ζBζ be any spline functions in S. Under Condition
Assumption 7, we have
sup
f1,f2∈S
∣∣∣∣〈f1, f2〉n − 〈f1, f2〉L2‖f1‖L2 ‖f2‖L2
∣∣∣∣ = OP {(N log n)1/2/n1/2} .
Following Lemma A.7 in Wang et al. (2019), it is easy to obtain the following result in Lemma
2.
Lemma 2 Under Assumptions 1, 2, 7 and 8, there exist constants 0 < cZ < CZ < ∞, such
that with probability approaching 1 as n → ∞, cZIp×p ≤ n−1(Z − Ẑ)>(Z − Ẑ) ≤ CZIp×p, where
Ẑ = HB(λ1)Z with HB(λ1) in (7).




{f(Xi)− s(Xi)}2 + λEυ(s)
the penalized spline estimator of f(·). Then s0,f is the nonpenalized estimator of f(·).
Let ∇L(β) and ∇2L(β) be the first order and second order partial derivatives of L(β) in (6),
then ∇L (β) = −(Z− Ẑ)>(Y − Zβ) and ∇2L (β) = (Z− Ẑ)>Z, where
Ẑ = HB(λ1)Z, (2.1)
and according to the proof of Lemma A.10 in Wang et al. (2019), n−1∇2L (β) = n−1(Z− Ẑ)>(Z−
Ẑ) + oP (1).
2.9.3 Proof of Theorem 1
Let τn = n






R(β0 + τnu) > R(β0)
}
≥ 1− ζ. (2.1)
Let Un,1 = L(β0 + τnu) − L(β0) and Un,2 = n
∑q
k=1{pλ2(|βk0 + τnuk|) − pλ2(|βk0|)}, where q
is the number of components of β10. Note that pλ2 (0) = 0 and pλ2 (|β|) ≥ 0 for all β. Thus,
R(β0 + τnu)−R(β0) ≥ Un,1 + Un,2.
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>∇2L(β∗)u, where β∗ = t(β0 +
n−1/2u) + (1− t)β0, t ∈ [0, 1], and ∇2L(β0) = (Z − Ẑ)>Z with Ẑ defined in (2.1). Let α0 =
(α0(X1), . . . , α0(Xn))
>. Note that −∇L(β0) is equal to
(Z− Ẑ)>(Y − Zβ0) = (Z− Ẑ)>(α0 + ε) = Z>{I−HB(λ1)}α0 + Z>{I−HB(λ1)}ε.
Denote Z>j = (Z1j , ..., Znj), and let Wj = n
−1Z>j {I − HB(λ1)}α0, then, similar to the proof of
Lemma A.7 in Wang et al. (2019), we can decompose Wj as follows:
Wj = 〈zj − hj , α0 − sλ1,α0〉n + 〈hj − h̃j , α0 − sλ1,α0〉n +
λ1
n
〈sλ1,α0 , h̃j〉Eυ = Wj,1 +Wj,2 +Wj,3,
where hj(·) is defined in (11), and h̃j ∈ S satisfy
‖h̃j − hj‖∞ ≤ C |4|`+1 |hj |`+1,∞ . (2.2)
By Proposition 1 in Lai and Wang (2013), one has


































For Wj,2, one has



































Combining (2.3)-(2.5), one has






















(Zi − Ẑi)(Zi − Ẑi)>,
where Ẑi is the ith column of Z
>HB(λ1). Using Lemma 2, we have Z
>{I−HB(λ1)}ε = OP (n1/2).
Thus, τnu
>∇L(β0) = OP (n1/2τn) ‖u‖. Next according to the proof of Lemma A.10 in Wang et al.





>∇2L(β0)u = OP (nτ2n) + oP (1). Therefore,
Un,1 = OP (n
1/2τn) +OP (nτ
2
n) + oP (1). (2.6)
For Un,2, by a Taylor expansion










where β∗k = (1− t)βk0 + t(βk0 + n−1/2uk), t ∈ [0, 1], and







λ2 (|βk0|) + o(n
−1).























As bn,λ2 → 0, the first two terms on the right hand side of (2.6) dominate Un,2, by taking C
sufficiently large. Hence (2.1) holds for sufficiently large C.
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2.9.4 Proof of Theorem 2
We first show that the estimator β̂ must possess the sparsity property β̂2 = 0, which is stated
as follows.
Lemma 3 Under the conditions of Theorem 3.2, with probability tending to 1, for any given β1 sat-





Proof. To prove that the maximizer is obtained at β2 = 0, it suffices to show that with
probability tending to 1, as n→∞, for any β1 satisfying ‖β1−β10‖ = OP (n−1/2), ∂R(β)/∂βk and




= ∇Lk (β) + np′λ2 (|βk|) sgn(βk),
where ∇Lk (β) = ∇Lk (β0) +
∑p
k′=1∇
2Lkk′{tβk′ + (1− t)β0k′} (βk′ − β0k′), t ∈ [0, 1]. Let ek be the
zero vector except for an entry of one at position k, then
∇Lk (β0) = −e>k Z>(I−HB(λ1))α0 − e>k Z>(I−HB(λ1))ε = −e>k Z>(I−HB(λ1))ε+ oP (n1/2).
According to Lemma A.10 in Wang et al. (2019),
n−1∇2L (β0) = n−1E
{
(Zi − Z̃i)(Zi − Z̃i)>
}









(Zi − Z̃i)(Zi − Z̃i)>
}
ek + oP (1)
]
.
Thus, for any β satisfying ‖β−β0‖ = OP (n−1/2) as stated in the assumption, we have n−1∇Lk (β) =
OP (n
−1/2). Therefore, for any nonzero βk and k = q + 1, · · · , p,













(|βk|) > 0 and
√
nλ2 →∞, the sign of the derivative is deter-
mined by that of βk. Thus, the desired result is obtained.
Proof of Theorem 2. From Lemma 3, it follows that β̂2 = 0.
∇R (β) = ∇L(β0) +∇2L(β∗) (β − β0) + n
{











where β∗ = tβ0 + (1− t)β, t ∈ [0, 1]. Using an argument similar to the proof of Theorem 1, it














The left hand side of the above equation can be written as
n−1Z>1 (I−HB(λ1))ε+
{


























(Z1i − Z̃1i)(Z1i − Z̃1i)>
}
+ Σλ2 + oP (1)
]
(β̂1 − β10). (2.1)








(Z1i − Ẑ1i)(Zi − Ẑ1i)> =
(




For h̃j ∈ S defined in (2.2), one has
〈zj , zj′ − sλ1,zj′ 〉n = 〈zj − h̃j , zj′ − sλ1,zj′ 〉n +
λ1
n
〈sλ1,zj′ , h̃j〉Eυ . (2.2)
Note that |〈sλ1,zj′ , h̃j′〉Eυ | ≤ ‖sλ1,zj′‖Eυ‖h̃j′‖Eυ ≤ ‖ẑj′,0‖Eυ‖h̃j′‖Eυ , ‖sλ1,zj′‖Eυ ≤ C|4|
−2‖ẑj′,0‖∞.
Thus, |〈sλ1,zj′ , h̃j′〉Eυ | ≤ C|4|
−2‖ẑj′,0‖∞‖h̃j′‖Eυ ≤ C∗|4|−3(|h′j |2,∞ + |4|`+1−υ|h′j |`+1,∞). We can
decompose 〈zj − h̃j , zj′ − sλ1,zj′ 〉n as follows:
〈zj − h̃j , zj′ − sλ1,zj′ 〉n = 〈zj − hj , zj′ − hj′〉n + 〈hj − h̃j , hj′ − h̃j′〉n + 〈zj − hj , hj′ − h̃j′〉n
+ 〈hj − h̃j , zj′ − hj′〉n + 〈zj − hj , h̃j′ − sλ1,zj′ 〉n + 〈hj − h̃j , h̃j′ − sλ1,zj′ 〉n. (2.3)
According to (2.2), the second term on the right side of (2.3) satisfies that
|〈hj − h̃j , hj′ − h̃j′〉∞| ≤ ‖hj − h̃j‖∞‖hj′ − h̃j′‖∞ = oP (1).
The third term on the right side of (2.3) satisfies that
|〈zj − hj , hj′ − h̃j′〉n| ≤ {‖zj − hj‖L2(1 + oP (1))} ‖hj′ − h̃j′‖∞ = oP (1).
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Similarly, we have |〈hj − h̃j , zj′ − hj′〉n| = oP (1). From the triangle inequality, we have
‖h̃j − sλ1,zj‖n ≤ ‖h̃j − hj‖n + ‖hj − s0,zj‖n + ‖s0,zj − sλ1,zj‖n.
According to (2.2) and Lemma A.9 in Wang et al. (2019), ‖h̃j − sλ1,zj‖n ≤ ‖hj − s0,zj‖n + oP (1).
Let h∗j,n = argminh∈S‖zj − h‖L2 , then, based on the triangle inequality, one has ‖hj − s0,zj‖n ≤
‖hj − h∗j,n‖n + ‖h∗j,n − s0,zj‖n. It is clear that ‖hj − h∗j,n‖L2 = oP (1). By Lemma 1, one has
‖hj − h∗j,n‖n = oP (1). One also observes that ‖s0,zj − h∗j,n‖2L2 = ‖zj − s0,zj‖
2
L2 − ‖zj − h
∗
j,n‖2L2
and ‖zj − s0,zj‖n ≤ ‖zj − h∗j,n‖n. Applying Lemma 1 again, we have ‖s0,zj − h∗j,n‖2L2 = oP (‖zj −
h∗j,n‖2L2) + oP (‖zj − s0,zj‖
2
L2). Moreover, there exists a constant C such that ‖zj −h
∗
j,n‖L2 ≤ C, and
‖zj − s0,zj‖L2 ≤ ‖zj −h∗j,n‖L2 + ‖h∗j,n− s0,zj‖L2 ≤ C+ ‖h∗j,n− s0,zj‖L2 . Therefore, ‖h∗j,n− s0,zj‖L2 =
oP (1), then ‖h∗j,n − s0,zj‖n = oP (1) by Lemma 1. Hence,
‖s0,zj − hj‖n = oP (1). (2.4)
Furthermore, by Lemma 1 and (2.4), one has
|〈zj − hj , h̃j′ − sλ1,zj′ 〉n| ≤ {‖zj − hj‖L2(1 + oP (1))}
{




|〈hj − h̃j , h̃j′ − sλ1,zj′ 〉n| ≤ ‖hj − h̃j‖n
{
‖hj − s0,zj‖n + oP (1)
}
= oP (1). (2.5)
Combining (2.2)-(2.5) yields 〈zj , zj′ − sλ1,zj′ 〉n = 〈zj − hj , zj′ − h
∗








(Z1i − Z̃1i)(Z1i − Z̃1i)> + oP (1)
= E[(Z1i − Z̃1i)(Z1i − Z̃1i)>] + oP (1),





β̂1 − β10 + (Σs + Σλ2)−1κn,λ2
}
→ N(0, σ2Σs) using similar arguments as in
the proof of Theorem 1 in Wang et al. (2019), where Σs = σ
−2E[(Z1 − Z̃1)(Z1 − Z̃1)>].
Hence the result in Theorem 2 is proved.
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CHAPTER 3. GENERALIZED PARTIALLY LINEAR SPATIAL
REGRESSION MODELS
Jue Wang, Guanqun Cao, and Li Wang
3.1 Abstract
In many real applications, a response variable can be continuous or noncontinuous with arbi-
trary distributions. In order to account for all the effects in the model, spatial information should
also be considered as an important factor in the estimation of models when other effects are present.
Following the partially linear spatial regression model in Wang and Wang (2019), this chapter intro-
duces a flexible generalization: generalized partially linear spatial regression models, by introducing
a link function to associate the mean of the response variable with all the covariates. We use a
bivariate function (Lai and Schumaker, 2007) to adjust for spatial effects when linear effects are
also available. This method uses piecewise polynomial representations by choosing degrees of poly-
nomials and smoothness over a triangulation. By minimizing a penalized quasi-likelihood function,
the proposed estimator can be obtained by using an iteratively re-weighted least squares algorithm.
In addition, we show the consistency of the proposed estimators. The standard error formula is
derived to construct confidence intervals for the estimated parameters. Simulation examples and a
data analysis on the Florida crash frequencies are displayed to demonstrate that our estimator can
not only achieve estimation accuracy but also predictive power.
KEY WORDS: Bivariate splines; Penalty; Partially linear model; Generalized model; Semipara-
metric regression; Spatial data; Triangulation.
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3.2 Introduction
In statistics, the response variables may have error distribution models other than a normal
distribution. The Generalized linear model (Nelder and Wedderburn, 1972, GLM) is a widely
used method to relate the mean of the response variable with the covariates as a linear relation-
ship through a link function. The estimators of the coefficients can be typically obtained using a
maximum likelihood estimation.
On the other hand, spatially related information is available in many socio-economic and geo-
graphic studies. In the past, there are many existing works on how to include the spatial information
into models. One approach, for example, is to consider the spatial correlation structure into models,
including the spatial autoregressive method, the conditional autoregressive method by Wall (2004)
and the spatially weighted regression method by Nandy et al. (2017). Another approach is to use
some conventional smoothing tools such as smoothing splines or kernel splines; see Ramsay (2002)
and Wood et al. (2008). However, in many spatial studies, the problem of “leakage” may often
occur across the complex domains, which refers to the poor estimation over complex regions by the
inappropriate linking of parts of the domain.
In order to combine the benefits of GLMs and geostatistics and account for both linear effects
and the nonlinear spatial effect, we propose a class of generalized partially linear spatial regression
models (GPLSMs). Let Yi be the response variable and Zi = (Zi1, . . . , Zip)
> be the explanatory
variables at location Xi, for i = 1, . . . , n. We let Xi = (Xi1, Xi2)
> as the location covariates of i-th
point, which belongs to a bounded 2D domain Ω ⊆ R2 of an arbitrary polygon shape.
We assume that Y belongs to the exponential family. With known functions B and C, the
conditional density for Y given (X,Z) = (x, z) is
fY |X,Z (y|x, z) = exp [yξ (x, z)−B {ξ (x, z)}+ C (y)] .
In GLM, ξ is the natural parameter, which has the following relationship with the unknown mean
of the response:
µ (z,x) = E (Y |Z = z,X = x) = B′ {ξ (z,x)} .
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In this article, we model µ (z,x) through a link function g (µ), and we consider a partially linear
form
g {µ (x, z)} = z>β + α (x) , (3.1)
where β = (β1, . . . , βp)
> are unknown parameters, and α(·) is some unknown bivariate smooth
function.
Suppose Var (Y |X = x,Z = z) = σ2V {µ (x, z)} for some known positive function V , then we








This method is used to replace the conditional log-likelihood function log{fY |X,Z (y|x, z)}. We will
discuss the estimation method as a quasi-likelihood approach in Section 3.3.
Model estimation and inference have been actively studied when α is a univariate function. For
example, when g is an identity link, model (3.1) becomes a typical partially linear model (PLM);
see Huang et al. (2007), Ma et al. (2013), and He et al. (2014). Müler (2001) extended GLMs
to generalized partially linear models by including a nonparametric component which is estimated
based on kernel methods. Wang et al. (2011) developed the generalized additive partially linear
model in which they use polynomial spline smoothing to estimate additive nonparametric functions.
There are approaches to deal with α as a bivariate function, for examples, thin plate splines
(Wood, 2003) and bivariate P-splines (Marx and Eilers, 2005). Xiao et al. (2013) also proposed
a sandwich smoother with a tensor product structure that can achieve computational efficiency.
When observations are distributed over complex domains, the “leakage” problem across the domain
occurs, and the computing speed is slow. Conventional methods like kernel smoothing, tensor
product splines, and thin plate splines usually are not the ideal solutions to those scenarios since
they are not able to handle irregular domains appropriately.
For data distributed over irregular domains, significant progress has been made; see Ramsay
(2002), Wang and Ranalli (2007), Wood et al. (2008), Sangalli et al. (2013) and Lai and Wang
(2013). To overcome the “leakage” problem, Wang and Ranalli (2007) proposed to use the low-rank
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thin-plate splines based on geodesic distance, and Ramsay (2002) proposed a penalized least squares
approach. Soap film smoothing is another popular approach developed by Wood et al. (2008) to
handle complex regions, which uses a low-rank basis penalized smoothing method. Sangalli et al.
(2013) applied a system of partial differential equations to solve the problem in finite element
analysis when dealing with irregular domains.
In this paper, we approximate the nonparametric bivariate function α(·) using the bivariate
spline basis expansion developed in Lai (2008) and Lai and Schumaker (2007). We take the bivariate
penalized splines over triangulation (Wang et al., 2019, BPST) method because this approach is
efficient since it does not need a locally supported spline and it is a global method by using linear
systems. It can also handle sparse regions with complex boundaries well. The degree of polynomials
for the spline functions and the smoothness over the domain can be flexibly chosen.
For the asymptotic behavior of our proposed estimator, we show the consistency of both the
linear coefficient estimator and the spline estimator. A standard error formula for the estimated
parameters is developed and tested through simulation studies. In this way, confidence intervals
can be constructed to quantify the uncertainty in our linear coefficient estimator.
The rest of the paper is structured as follows. In Section 3.3, we review the methods of the trian-
gulations and introduce our estimation method under the framework of penalized quasi-likelihood.
Section 3.4 is devoted to showing the consistency of the proposed estimators. Section 3.5 describes
the computing algorithm and its implementation. In Section 3.6, simulation studies are conducted
to check the model estimation accuracy of our proposed method. In Section 3.7, our method is
applied on a real dataset: Florida crash frequencies. Some concluding remarks are given in Section
3.8.
3.3 Bivariate Penalized Spline over Triangulation
We approximate the bivariate function α(·) by using bivariate splines which are piecewise poly-
nomial functions over 2D polygon domains given a triangulation. This approximation helps us to
find the estimations for linear coefficients and the nonparametric bivariate function. In the follow-
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ing, we discuss the basic knowledge of triangulation, the basis form to represent bivariate splines,
and the penalized spline estimators.
3.3.1 Triangulations
When we consider domains with complex boundaries and inner holes, triangulation is an
effective approach to handle spatial data. Based on Lai and Schumaker (2007), a collection,
4 = {τ1, · · · , τN}, of N triangles is called a triangulation of Ω = ∪Ni=1τi provided that any in-
tersection of a pair of triangles in 4 shares a common edge or vertex. The partition of Ω can be
obtained for any polygon-shaped domain. Let |τ | be the longest edge length of a triangle τ ∈ 4,
and let Rτ be the radius of the largest circle contained in τ . We denote |4| = max{|τ |, τ ∈ 4} to be
the size of 4, which is the length of the longest edge. In addition, we measure the shape parameter
of τ by δ4 = maxτ∈4 |τ |/Rτ < ∞. Notice when δ4 is small, the triangles generated are uniform
to each other, and the angles in triangles are almost the same. To get accurate approximations
of the bivariate function, we need to control δ4 < δ for some small positive number δ, as Lai and
Schumaker (2007) mentioned that it has a impact on model estimations.
3.3.2 Bivariate Splines
In this section, we briefly introduce the bivariate spline method. According to Lai and Schu-
maker (2007), let τ = 〈v1,v2,v3〉 be a nonempty-area triangle with three vertices, v1, v2, and v3,
There is a unique representation in the form for any point v ∈ R,
v = b1v1 + b2v2 + b3v3
with b1 + b2 + b3 = 1, while b1, b2, and b3 are the barycentric coordinates of the point v relative to
















ijk, with the γτ = {γ
τ
ijk, i+ j + k = d} as the B-coefficients of s.
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For a nonnegative integer r, let Cr(Ω) be the collection of all r-th continuously differentiable
functions over Ω and let Pd be the space of all polynomials of degree less than or equal to d. We
define Srd(4) = {s ∈ Cr(Ω) : s|τ ∈ Pd(τ), τ ∈ 4} to be a spline space of degree d and smoothness r
given a triangulation 4. Denote S = Sr3r+2(4) for a fixed smoothness r ≥ 1 to achieve the optimal
approximation (Lai and Schumaker, 2007).
We can represent any function s ∈ S using {Bξ}ξ∈K, which is the set of degree-d bivariate







where γ> = (γξ, ξ ∈ K) is the vector of bivariate spline coefficient. To meet the smoothness of the
join between the polynomials, we impose linear constraints on the spline coefficients γ in (3.3.2):
Hγ = 0. All the smoothness conditions across the shared edges of triangles can be collected in the
matrix H.
3.3.3 Penalized Quasi-likelihood Estimators
To fit the GPLSM, we seek a bivariate function α(·) and a vector of parametric coefficients β

























and Dqxjf(x) denotes the q-th order derivative in the direction xj at the point x = (x1, x2). The
term in (3.3) is used as the smoothing penalty to regularize the fit of the unstructured bivariate
function and best approximate the β and α by reducing the problem of “curse of dimensionality.”
Next, we use the Bernstein basis polynomials introduced in Section 3.3.2 to represent the bivari-
ate splines. We use B>i = {Bξ(Xi), ξ ∈ K} to represent the ith row of Bernstein basis polynomials,
and denote B = (B1, . . . ,Bn)
> as the evaluation matrix of Bernstein basis polynomials.
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λγ>Pγ subject to Hγ = 0, (3.4)
where P is the block diagonal penalty matrix satisfying that γ>Pγ = E(Bγ). We use QR decom-
position of H> to remove the constraint and transform the constrained minimization problem (3.4)
to an unconstrained problem. Specifically, we assume that




where R consists of R1 as an upper triangle matrix and a zero matrx R2. Q is an orthogonal
matrix. Given r as the rank of matrix H, Q1 is the first r columns of Q. By reparametrizing
γ = Q2θ for some θ, it is guaranteed that Hγ = 0. The problem (3.4) is now converted to a
penalized quasi-likelihood problem with no constraint
















Let β̂ and θ̂ be the minimizer of (3.5). In other words, (β̂, θ̂) = arg minLn (β,θ). Then, the
bivariate spline estimator of α(x) is




with the estimated spline coefficients γ̂ = {γ̂ξ, ξ ∈ K}> = Q2θ̂.
3.4 Asymptotic Results
The convergence of the linear coefficient estimator β̂ to the true parameter β is studied in this
section. We also show the consistency of the spline estimator α̂ by showing its L2 convergence to
the true bivariate function.
Theorem 3 Under Assumptions (A1)–(A7) in the Appendix, the coefficient estimator β̂ satisfies
that












Theorem 4 Under Assumptions (A1)–(A7) in the Appendix, the spline estimator α̂(x) satisfies
that











The detailed proofs of the theorems are provided in the Appendix.
3.5 Implementation
We suggest using lower degree bivariate splines in GPLSM, such as d = 1 and d = 2, for practice
reasons. Higher degree splines would increase the dimension of the basis and make the estimation
procedure less stable.
3.5.1 Triangulation Selection
Triangulation methods have been widely studied in the past, and many software packages are
built for convenient use. The delaunay.m in MATLAB, the MATHEMATICA function Delaunay-
Triangulation, and the C++ program, “Triangle” (Shewchuk, 1996b) use the Delaunay algorithm
to generate triangulations in many applications. The R package Triangulation (Lai and Wang,
2019) can also help generate triangle meshes in a 2D domain by using Delaunay algorithm. In this
article, we use the functions Tdomain2N.m and distmesh2d.m in MATLAB to generate triangu-
lations in the simulation studies and real data analysis below. The finesses of the triangles in a
triangulation are controlled to make sure the we have enough triangles to capture the information in
the data but also to avoid too many triangles, which lead to slow computation speeds. In practice,
the generalized cross-validation (GCV) criterion can be used to select the optimal triangulation
over a grid values of the triangle finesses.
3.5.2 Algorithm
To get the minimizer of the objective function in (3.5) and avoid computational complexity,
we find β(m+1) and θ(m+1) by the iteratively re-weighted least square (IRLS). We let µ(m) =
µ(β(m),θ(m)) = (µ
(m)
1 , . . . , µ
(m)
n )> with µ
(m)
i (β,θ) = g
−1(Z>i β
(m) + B>i Q2θ
(m)). Let G(m) be
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diagonal matrices with elements g′(µ
(m)
i ). Let V
(m) be the diagonal matrices with elements V (µ
(m)
i ).
We have the (m+ 1)th iteration objective function as
O(m+1) =
∥∥∥{V(m)}−1/2 {Y − µ(β,θ)}∥∥∥2 + λ
2
θ>Q>2 PQ2θ.
Next, µ(β,θ) can be approximated by first order Taylor expansion around (β(m),θ(m)):











Therefore, by using some derivation and the above approximation, β(m+1) and θ(m+1) can be found
by solving the following minimization problem with respect to (β,θ) at the (m+ 1)th iteration:
O(m+1) ≈
∥∥∥{ρ(m)2 }1/2 {R(m) − Z>β −B>Q2θ}∥∥∥2 + λ2 (Q2θ)>P(Q2θ),
where R(m) = (R
(m)
1 , . . . , R
(m)




















(m) + B>i Q2θ
(m), and ρ
(m)








Notice that µ(0) and η(0) are starting values can be calculated. For example, in the Poisson
case, if we let y be the observations, we set µ(0) = y + 0.01 and η(0) = g(µ0).
3.5.3 Penalty Parameter Selection
Some data-driven methods are applied to choose the best roughness penalty parameter λ. We
use GCV as the criterion to choose λ (Craven and Wahba, 1979).
For any i = 1, . . . , n, denote η̂(Ti) = Z
>
i β̂+ α̂(Xi) and ρ
∗





























over a grid of values of λ.
3.5.4 Standard Errors for the Linear Coefficients Estimators













ρ̂2{η̂(Ti)}(Zi − Ẑi)(Zi − Ẑi)> = (Z− Ẑ)>ρ̂2(Z− Ẑ), (3.6)
where ρ̂2 = diag{ρ̂2{η̂(Ti)}, i = 1, . . . , n}, and Ẑ = BQ2V−122 Q>2 B>ρ̂2Z with V22 = Q>2 (B>ρ̂2B+
λP)Q2.
3.6 Simulation
In this section, some simulation studies are conducted to test the model estimation accuracy of
the proposed method.
We consider a modified horseshoe domain with the surface test function in Figure 3.1 (a),
similar to Wood et al. (2008) and Sangalli et al. (2013). First, we generate 80×180 grid points as
the population over the domain. Then, in each of the 100 Monte Carlo experiments we conduct, n
grid points are randomly sampled from the horseshoe-shaped domain and we use n = 2000 and 5000.
The response variables Yi’s, for i = 1, . . . , n, are generated from the bernoulli distribution with logit
link function, the poisson distribution, and the negative distribution with log link function.
Case I: Yi ∼ Bernoulli(µi), Bernoulli distribution with logit link function
logit(µi) = β1Zi1 + β2Zi1 + β3Zi3 + α(Xi), i = 1, . . . , n;
Case II: Yi ∼ Poisson(µi), Poisson distribution with log link function
log(µi) = β1Zi1 + β2Zi2 + β3Zi3 + α(Xi), i = 1, . . . , n;
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Case III: Yi ∼ NB(θ, µi/ (θ + µi)), with θ = 5, Negative binomial distribution with log link
function
log(µi) = β1Zi1 + β2Zi2 + β3Zi3 + α(Xi), i = 1, . . . , n,
where β1 = 1, β2 = −1 and β3 = 1. Note that E(Yi) = µi, V ar(Yi) = µi + µ2i /θ in Case III. In
each replication, Zi1 is uniformly generated from [−1, 1]; Zi3 = 0 or 1 with probability 0.8 and
0.2; Xi is generated from the horseshoe domain. Xi, Zi1, and Zi3 are all independent from each
other. Zi2 = cos[π{ρ(X2i1 + X2i2) + (1 − ρ)Ui}], where Ui is independent from Xi and Zij ’s with
j = 1, 3, and uniform on [−1, 1] as well. We set ρ = 0 as the independent design and ρ = 0.7 as the
dependent design to evaluate the model estimation performance.
Figure 3.1 (a) shows the contour map of the true function α(·). Figure 3.1 (b) illustrates the


































Figure 3.1 (a) Contour map of true function α(·); (b) triangulation used in the simulation.
We compare our proposed method (BPST) with the thin plate spline (TPS), which is commonly
used in generalized partially linear spatial regression models and generalized additive models. The
function gam in R package mgcv is used to conduct the TPS method.
The accuracy of the estimators can be evaluated by the root mean squared error (RMSE) for
β1, β2, and β3 and the root mean integrated squared prediction error (RMISE) for α(·). Table 3.1
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shows the RMSEs of the estimation of the parameters β1, β2, β3 as well as the RMISEs of the
nonlinear function α(·). It shows that the RMSEs for the two methods are similar to each other.
However, the RMISEs for the estimators of the bivariate function α(·) show that our proposed
method outperforms TPS. Besides, our method estimates the unknown coefficient parameters and
the bivariate function very well even when the correlation between the linear covariates and the
location covariates is high. The estimation result becomes better when the sample size increases.
Figure 3.2 shows the estimated α(·) from the last iteration of the Monte Carlo simulation based on
n = 5000 observations, while Yi’s are from different distributions with different correlation levels.
The proposed estimator looks globally close to the true surface regardless of the ρ used for all the
three cases.
Table 3.1 RMSEs of linear coefficient estimators and RMISEs of estimations of the bivari-
ate function from BPST and TPS.
RMSE RMISE




BPST 0.0907 0.0732 0.1178 0.1455
TPS 0.0907 0.0741 0.1249 0.2472
0.7
BPST 0.0884 0.0884 0.1223 0.1450
TPS 0.0876 0.1075 0.1275 0.2516
5000
0.0
BPST 0.0487 0.0496 0.0638 0.1058
TPS 0.0485 0.0503 0.0743 0.1980
0.7
BPST 0.0497 0.0728 0.0831 0.1001




BPST 0.0271 0.0219 0.0310 0.0691
TPS 0.0268 0.0245 0.0275 0.1604
0.7
BPST 0.0286 0.0229 0.0326 0.0734
TPS 0.0260 0.0253 0.0358 0.1572
5000
0.0
BPST 0.0165 0.0118 0.0200 0.0475
TPS 0.0126 0.0150 0.0151 0.1448
0.7
BPST 0.0181 0.0137 0.0148 0.0565




BPST 0.0301 0.0280 0.0505 0.0913
TPS 0.0333 0.0315 0.0405 0.1692
0.7
BPST 0.0392 0.0332 0.0413 0.0857
TPS 0.0398 0.0342 0.0547 0.1702
5000
0.0
BPST 0.0172 0.0157 0.0339 0.0679
TPS 0.0398 0.0342 0.0547 0.1462
0.7
BPST 0.0195 0.0208 0.0264 0.0626








































































































































Figure 3.2 Estimated α(·) function for different families when ρ = 0.0 and ρ = 0.7.
The accuracy of the standard error formula in (3.6) for β̂1, β̂2, and β̂3 is tested as shown in
Table 3.2, based on Case II. We use 100 replications to compute the standard deviations of the
estimated parameters and the estimated standard errors by using (3.6). We adopt the following
four criteria to show the accuracy of the standard error formula we develop:
(i) SEmc: the true standard errors from the standard deviations of the estimated parameter;
(ii) SEmean: the mean of the 100 estimated standard errors;
(iii) SEmed: the median of the 100 estimated standard errors;
(iv) SEmad: the interquartile range of the 100 estimated standard errors divided by 1.349.
Table 3.2 displays that the means and medians of the estimated standard error calculated using
(3.6) which are very close to the true standard deviation of the estimators. This indicate the
accuracy of the proposed standard error formula.
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Table 3.2 Standard error results from Case II: Poisson distribution.
n ρ parameter SEmc SEmean SEmed SEmad
2000
β1 0.0256 0.0284 0.0284 0.0009
0.0 β2 0.0220 0.0249 0.0249 0.0005
β3 0.0284 0.0307 0.0307 0.0007
β1 0.0268 0.0295 0.0294 0.0008
0.7 β2 0.0220 0.0268 0.0266 0.0007
β3 0.0326 0.0316 0.0316 0.0008
5000
β1 0.0126 0.0179 0.0179 0.0003
0.0 β2 0.0118 0.0157 0.0157 0.0002
β3 0.0145 0.0193 0.0193 0.0002
β1 0.0150 0.0186 0.0186 0.0002
0.7 β2 0.0126 0.0173 0.0172 0.0003
β3 0.0144 0.0199 0.0199 0.0003
3.7 Application to Florida Crash Frequency
In this section, we analyze the crash frequency data from the Tampa-St. Petersburg urbanized
area, Florida, by using the proposed method. These days, traffic crashes are a big concern in
road traffic and it leads to serious injuries. By studying the factors that influence the number of
crashes, we can help implement road safety decisions. Many factors, such as economic, demographic,
commuting, and spatial information may have impacts on crash frequency. As mentioned in Yu
et al. (2019), the Tampa-St. Petersburg urbanized area includes 1,761 census block groups and
is an area surrounding Tampa Bay on the west coast of Florida in the United States. We focus
on using the proposed method to model the number of crashes occurred on a roadway owned or
operated by a non-state entity (off the state highway system), which is the response variable in
the analysis. The data were from the year of 2014 and obtained from the Florida Department of
Transportation and the U.S. Census of Bureau for each census block group.
In the study of Yu et al. (2019), 12 demographic, economic, and transportation-related covariates
were used. We pick the six most significant variables from the conclusion of Yu et al. (2019) to
be applied in our model: Vehicle Miles Traveled (VMT), total population (population), proportion
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Figure 3.3 Triangulation of Tampa-St. Petersburg urbanized area.
of males (rmale), proportion of Hispanics in population (rhispanic), proportion of people aged 65
and older (rold), and unemployment rate (runemployed). Log-transformations are applied to the
variables: population and VMT.
The crash frequency data is analyzed through the following GPLSM: Yi ∼ Poisson(µi), i =
1, . . . , n, where
log(µi) =β1logVMTi + β2logpopulationi + β3rmalei + β4rhispanici + β5roldi
+ β6runemployedi + α(Xi).
Here, βj(·)’s are unknown parameters, and α(·) is an unknown bivariate function to model the
spatial component. The smoothing penalty parameter is selected by GCV in our method. Following
Yu et al. (2019), we use the same triangulation as shown in Figure 3.3, and it involves 1,869 triangles
with 1,098 vertices.
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Table 3.3 Model estimation results for Florida crash counts data.
Estimate Standard Error z value p-value
logVMT 1.41546 0.07795 18.158 < 0.01
logpopulation 0.70250 0.08307 8.457 < 0.01
rmale -0.04042 0.07286 -0.555 0.5791
rhispanic 0.12074 0.10261 1.177 0.2393
rold -0.15685 0.08877 -1.767 0.0772
runemployed 0.34449 0.07964 4.325 < 0.01
In Table 3.3, we present the estimations of the coefficients, the standard errors of the estima-
tions, and the corresponding p-values. We conclude that the explanatory variables “logVMT”,
“logpopulation”, and “runemployed” are shown as significant in influencing crash frequencies at
significance level 0.05. It makes sense that the logarithms of VMT and population have significant
positive impacts on crash frequencies since more people and higher VMT lead to more crowded
traffic and more accidents. The result is consistent with Miaou et al. (2003) and Jovanis and Chang
(1986), which show that VMT is an indication of crash risk. The significant positive effect of the
unemployment rate on the crash frequencies could be explained because the people without jobs
are in highly stressful living conditions and it makes them less careful when driving.
The estimate of the bivariate function α(·), which is used to adjust the spatial effect, is shown
in Figure 3.4 by using the proposed method. It can be concluded that crash frequency is higher
in some particular areas such as Town N’ County, New Port Rickey, and Brandon. Our analysis
shows that there is a spatial pattern in crash frequencies in the Tampa area, Florida.
To compare BPST and TPS, we adopt two criteria: mean squared error (MSE) and 5-fold cross-
validation mean squared prediction error (CV-MSPE) to evaluate the model fit and prediction per-






2, where κ1, . . . , κ5 are five randomly partitioned disjoint subsets with approximately equal sizes
that make up the whole dataset, and Ŷi is the prediction obtained from all data aside from the
subset containing the ith observation.
61
Figure 3.4 Estimated α(·) with cities labeled.
From Table 3.4, we conclude that our proposed method has a better model fitting and also
obtains more accurate predictions compared to TPS.
3.8 Concluding Remarks
In this paper, we propose the GPLSM by combining the idea of the GLM and geostatistics. We
extend the partially linear spatial regression model to a generalized version to deal with various
types of data, such as count and binary data.
BPST is used to approximate the bivariate function for adjusting the spatial effects. It pro-
vides flexibility and convenience by choosing various degrees and smoothness to construct bivariate
splines. A roughness penalty is included to control the smoothness of model fitting. BPST can
handle domains with irregular shapes, inner holes, and non-evenly distributed data points. Since
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our method is a global method, it can achieve computational efficiency. IRLS is applied to get the
estimators for both parametric and nonparametric part with fast computation speed and great es-
timation accuracy. The consistency of the parametric regression estimator and the bivariate spline
estimator is shown. A standard error formula is developed to quantify the uncertainty in the linear
coefficient estimator and is tested by simulations to show its accuracy.
In order to make our statistical inference theoretical reliable, it is worthwhile to derive the
asymptotic normality of the linear coefficient estimator. We leave this part for our future explo-
ration.
3.9 Appendix: Theoretical Results with Details
We now provide detailed proofs of the theoretical results presented in Theorems 3 and 4.
3.9.1 Notations
First we introduce the general notations that we use in the following proof.
Let A(Ω) be the area of the domain Ω, and without loss of generality, we assume A(Ω) = 1 in the





and its supremum norm as |a| = max1≤i≤n |ai|. For any real symmetric matrix A = (aij)m,ni=1,j=1,
denote by λmin (A) and λmax (A) its smallest and largest eigenvalues, and its L2 norm as ‖A‖2 =
maxa∈Rn,a6=0 ‖Aa‖2 ‖a‖
−1
2 . For any Lebesgue measurable function ψ(u) on a domain D, D = [0, 1],







For any bivariate function g : Ω→ R, denote |g|υ,∞,Ω = maxi+j=υ ‖Dis1D
j
s2g`(s)‖∞,Ω. Let v be
a nonnegative integer, and δ ∈ (0, 1] such that % = δ + v ≥ 1.
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Let
Wd+1,∞(Ω) = {g : |g|k,∞,Ω <∞, 0 ≤ k ≤ d+ 1} (3.7)






zkβk + α(x) : βk ∈ R, α ∈Wd+1,∞(Ω)
}
,
where Wd+1,∞ in (3.7)
We define the norm on the space G. For functions ψ1, ψ2 ∈ G, define their theoretical inner




i=1 ψ1(Zi,Xi)ψ2(Zi,Xi). Consequently, ‖ψ‖ =
√
〈ψ,ψ〉 and ‖ψ‖n =
√
〈ψ,ψ〉n.
For the notation simplicity, let ġ−1(x) = {g−1(x)}′. For the quasi-likelihood function `{g−1(x), y},
let q1(x, y) =
∂
∂x`{g
−1(x), y} and q2(x, y) = ∂
2
∂x2
`{g−1(x), y}. It is clear that
q1(x, y) = {y − g−1(x)}ρ1(x), q2(x, y) = {y − g−1(x)}ρ′1(x)− ρ2(x),
where ρj(x) = {ġ−1(x)}j/[σ2V {g−1(x)}], j = 1, 2. Moreover, let η(z,x) =
∑p
k=1 zkβk +α(x), η
0
i =
η(Zi,Xi) and εi = Yi − g−1(η0i ) be the error term. Denote ρ2,k(z) = Eρ2{η(Z,X)|Zk = z}.
3.9.2 Assumptions
(A1) α ∈Wd+1,∞(Ω).
(A2) The density function f(x) of X is bounded away from zero and infinity on Ω, that is,




f(x) ≤ Cf <∞.
(A3) The eigenvalues of E
(
Z>i Zi|Xi = x
)
are bounded away from zero. For k = 1, . . . , p and some
τ > 0, E|Zik|4+τ <∞.
(A4) The function q2(x, y) < 0 for x ∈ R and y in the range of the response variable. The
functions η(3)(·), V ′′(·) and g(3)(·) are continuous functions, and ρ2(·) > 0. For each (z,x),
Var(Y |Z = z,X = x) and g′(µ(z,x)) are nonzero.
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(A5) The errors satisfy E{εi|(Zi = z,Xi = x)} = 0 and sup(z,x)∈[0,1]p×Ω E{|εi|2+ι||(Zi = z,Xi =
x)} <∞ for some ι ∈ (0,∞); (Zi,Xi, εi) are independently and identically distributed.
(A6) 4 is π-quasi-uniform, i.e., (minτ∈4Rτ )−1|4| ≤ π for some positive constant π.
(A7) The triangulation size |4| satisfy that |4| → 0, and |4|−1n−1/2 log1/2 n→ 0; and the smooth-
ness penalty parameter satisfies that λn−1|4|−4 → 0.
3.9.3 Properties of Penalized Quasi-likelihood Estimators
We define the standardized Bernstein basis polynomials as B∗ξ (x) = Bξ(x)/‖Bξ‖, ξ ∈ K, where
K is the index set of Bernstein basis functions. For example, for bivariate spline space Srd(4)
containing N triangles, K = {1, 2, · · · , (d+1)(d+2)N2 }. Define the approximate space as
A =








ξ (x),x ∈ Ω, βk, γξ ∈ R
 .
3.9.3.1 Preliminaries




0, dm/d∗e 6= dξ′/d∗e,
|4|2−2r, dm/d∗e = dξ′/d∗e,
where d∗ = (d+ 1)(d+ 2)/2.
Proof. By Assumptions (A2) and (A6), and ‖Bξ‖  ‖Bξ‖L2  |4|, which imply that B∗ξ 
|4|−1Bξ. Then, we have
E
∣∣B∗ξ (Xi)B∗ξ′(Xi)∣∣r  |4|−2rE ∣∣Bξ(Xi)Bξ′(Xi)∣∣r 

0, dm/d∗e 6= dξ′/d∗e,
|4|2−2r, dm/d∗e = dξ′/d∗e.
Thus, the desired results are established.






























































































































where µZk = EZk, µξ = EB
∗
ξ (X). According to Lemma 1 by Stone (1985), we have∥∥∥∥∥∥
p∑
k=1























































Lemma 7 (Theorem 10.2, Lai and Schumaker (2007)) Suppose that |4| is a π-quasi-uniform
triangulation of a polygonal domian Ω, and ψ(·) ∈Wd+1,∞(Ω).
(i) For bi-integer (a1, a2) with 0 ≤ a1 + a2 ≤ d, there exists a spline ψ∗(·) ∈ S0d(4) such that
‖Da1z1D
a2
z2 (ψ − ψ
∗) ‖∞ ≤ C|4|d+1−a1−a2 |ψ|d+1,∞, where C is a constant depending on d, and
the shape parameter π.
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(ii) For bi-integer (a1, a2) with 0 ≤ a1 + a2 ≤ d, there exists a spline function ψ∗∗(·) ∈ Srd(4)
(d ≥ 3r+2) such that ‖Da1z1D
a2
z2 (ψ − ψ
∗∗) ‖∞ ≤ C|4|d+1−a1−a2 |ψ|d+1,∞, where C is a constant
depending on d, r, and the shape parameter δτ .
Lemma 7 shows that S0d(4) has full approximation power, and Srd(4) also has full approximation
power if d ≥ 3r + 2.






ZikZik′ − E {ZikZik′}



















B∗ξ (Xi)Zik − E
{
B∗ξ (Xi)Zik
}∣∣∣∣∣ = Oa.s.(n−1/2 log1/2 n). (3.10)
Proof. The proof is similar to the proof in Lemma B.6 in Yu et al. (2019). Thus, it is omitted.
Lemma 9 Suppose that Assumptions (A2), (A3), (A6) and (A7) hold. Then, we have
Rn = sup
ψ1,ψ2∈A
∣∣∣∣〈ψ1, ψ2〉n − 〈ψ1, ψ2〉‖ψ1‖‖ψ2‖
∣∣∣∣ = Oa.s. {|4|−1n−1/2 log1/2 n} .
























































































































=I1 + I2 + I3.


















1/2 ×Oa.s.(n−1/2|4|−1 log1/2 n).
























































1/2 ×Oa.s.(|4|−1n−1/2 log1/2 n).
Combining I1, I2 and I3, we obtain the desired result.
68
As a direct result of Lemma 9, we obtain that
sup
ψ∈A



















∗(Xi) = {B∗ξ (Xi), ξ ∈ K}.
Lemma 10 Under Assumptions (A2), (A5) and (A6), there exist constants 0 < cΓ < CΓ < ∞,
such that cΓ ≤ λmin(Γn,λ) ≤ λmax(Γn,λ) ≤ CΓ, almost surely, for large enough n.













 (β>,θ>)> = ‖gθ,β‖2n,
where gθ,β(z,x) = β
>z + θ>B̃(x). By Lemma 6 and Lemma 9, we have
c(1−Rn)‖(β>,θ>)‖2 ≤ (1−Rn)‖gθ,β‖2 ≤ ‖gθ,β‖2n,
‖gθ,β‖2n ≤ (1 +Rn)‖gθ,β‖2 ≤ C(1 +Rn)‖(β>,θ>)‖2.
By Assumption (A7), Rn → 0, as n→∞, therefore,
c‖(β>,θ>)‖2 ≤ (β>,θ>)Γn,0(β>,θ>)> ≤ C‖(β>,θ>)‖2, (3.11)
almost surely, for large enough n.





















ξ′(x)dx. By Theorem 2.19 in Lai and Schumaker (2007), we have
Pξ,ξ′ 

|4|−4, dm/d∗e = dξ′/d∗e,
0, dm/d∗e 6= dξ′/d∗e.
(3.12)






 (β>,θ>)> = O{λ|4|−4n−1‖(β>,θ>)‖2} = o{‖(β>,θ>)‖2}. (3.13)
The desired result follows (3.11) and (3.13).
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3.9.3.2 Consistency of Penalized Quasi-likelihood Estimators
By Lemma 7, there exists α̃(x) = B̃>(x)γ̃∗, which is the best approximation to α with the
approximation rate at ‖α − α̃‖∞ ≤ Cα|α|d+1,∞|4|d+1. Denote that ηi(β,θ) = Z>i β + B̃(Xi)>θ,
which is a function with respect to subject i. We have























For the notation simplicity, we denote η0i =
∑p
k=1 Zikβk + α(Xi), η̂i = ηi(β̂, θ̂) and η̃i = ηi(β, θ̃).
Lemma 11 Under Assumptions (A1)–(A7), we have∣∣∣∣ 1nDLP (β, θ̃)
∣∣∣∣ = Oa.s(n−1/2 log1/2 n+ |4|d+2 + λn|4|3
)
,∥∥∥∥ 1nDLP (β, θ̃)
∥∥∥∥ = Oa.s(|4|−1n−1/2 log1/2 n+ |4|d+1 + λn|4|4
)
.
Proof. Let η̃(z,x) = z>β + B̃(x)>θ̃, then ‖η̃ − η‖∞ = O(|4|d+1). By Assumption (A2), we
have





































































For the vector Vv, we have
E
[

















Yi − g−1(η0i )
σ2V (g−1(η0i ))










































































{ξi}ni=1 satisfy the Cramér’s condition with constant Cn−1(|4|d+1). Also,
E|ξi|2 =E
∣∣∣∣g−1(η0i )− g−1(η̃i)nσ2V (g−1(η0i )) ġ−1(η0i )Zik





































ġ−1(η0i )Zik = Oa.s.
(












ξ (Xi) = Oa.s.
(
|4|d+1n−1/2 log1/2 n+ |4|d+2
)
. (3.20)
For the vector Vp, by (3.12) and |θ̃|  |4|, then we have
|Vp| = O(λn−1|4|−3), ‖Vp‖ = O(λn−1|4|−4). (3.21)
Combining (3.15), (3.16), (3.19), (3.20) and (3.21), we obtain∣∣∣∣ 1nDLP (β, θ̃)
∣∣∣∣ = Oa.s(n−1/2 log1/2 n+ |4|d+2 + λn|4|3
)
,∥∥∥∥ 1nDLP (β, θ̃)
∥∥∥∥ = Oa.s(|4|−1n−1/2 log1/2 n+ |4|d+1 + λn|4|4
)
.
Therefore, Lemma 11 has been established.
Lemma 12 If (β̄>, θ̄>)> is the vector that satisfies
∥∥∥(β̄>, θ̄>)> − (β>, θ̃>)>∥∥∥ = Oa.s.(|4|), then,








almost surely, for large enough n.
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almost surely, for large enough n.
Proof of Theorem 1. We now prove that




As (β̂, θ̂) is the minimizer of LP (β,θ), we have DLP (β̂, θ̂) = 0. Then by the mean value theorem,
we obtain








is some value between (β̂, θ̂) and (β, θ̃). Then (3.22) is obtained from Lemmas 11
and 12. According to Lemma 5 and Assumption (A4), we have
‖β̂ − β‖ = Oa.s.
(





‖α̂− α‖L2 = Oa.s.
(






For any ψ ∈ Srd, one has ‖ψ‖∞ ≤ C|4|−1‖ψ‖. Then
‖α̂− α̃‖∞ = Oa.s.
(





Notice that ‖α̂− α‖∞ ≤ ‖α̂− α̃‖∞ + ‖α̃− α‖∞. Consequently,
‖α̂− α‖∞ = Oa.s.
(
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CHAPTER 4. GGAM: AN R PACKAGE FOR GENERALIZED
GEOADDTIVE MODELS
A paper to be submitted to Journal of Statistical Software
Jue Wang, Shan Yu, Xinyi Li, GuanNan Wang, and Li Wang
4.1 Abstract
In this article, we detail the implementation of R package GgAM, which provides the estima-
tion, inferences, and model identification for generalized geoadditive models (GgAMs). By extend-
ing the traditional generalized linear models (GAMs), linear terms, univariate spline components,
and the spatial component are incorporated together into the model. We use univariate polynomial
splines to approximate the univariate functions and apply bivariate penalized spline over trian-
gulation to adjust the spatial effects. We use the spline-backfitted local polynomial estimator by
applying the backfitting idea after inputting the pilot estimators into a penalized quasi-likelihood
framework. The standard error formula for the parametric coefficients and the simultaneous con-
fidence bands (SCBs) for the nonlinear covariates are developed and included into GgAM for
users to understand the accuracy of their estimators. Compare to the existing R packages, we
illustrate a model identification process by using group LASSO so that users can identify the lin-
earity/nonlinearity of continuous covariates before fitting the appropriate models. The GgAMs
can be widely used in spatial data analysis with irregular domains and non-evenly distributed data
points. We demonstrate the convenience and flexibility of using functions (summary, plot and etc.)
from the GgAM package via some simulation studies and three real data applications.
KEY WORDS: bivariate splines, confidence band, partially linear model, polynomial splines,
semiparametric regression, spatial data, R.
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4.2 Introduction
The Generalized Additive Model (Hastie and Tibshirani, 1990, GAM) is a very powerful tool
for analyzing data in many fields due to its flexibility. Specifically, for i = 1, . . . , n, let Yi be the
response variable which belongs to the exponential family, Xi = (Xi1, . . . , Xiq)
> be a q-dimensional
vector of continuous predictors, and then GAM can be expressed as
g{E(Yi|X = Xi)} =
L∑
l=1
ul (Xil) , i = 1, . . . , n,
where g(·) is a link function, and u = (u1, . . . , uL)> is a vector of unknown univariate smooth
functions. For model identifiability, each ul (·) is centered with Eul (Xil) = 0. The R package gam
accomplished the fitting of GAM based on the local smoothing and smoothing spline techniques.
On the other hand, to study the geographical variability and the non-linear relationships be-
tween the response variable and explanatory variables, Kammann and Wand (2003) merged kriging
with additive models and obtained geoadditive models (gAM).
To incorporate the good features of GAM into geostatistics, Yu et al. (2019) proposed a class of
generalized geo-additive models (GgAMs) by adding a bivariate spatial function into the traditional
GAM:
g{E (Yi|X = Xi,S = Si)} =
L∑
l=1
ul (Xil) + b(Si), i = 1, . . . , n, (4.1)
where Si ∈ Ω ⊆ R2, Ω is bounded domain of arbitrary shape, and b(·) is an unknown bivariate
smooth function.
In model (4.1), all the explanatory variables are assumed to have non-linear effects on the
response. In practice, we might have reasons to believe that some of the explanatory variables
should have linear effects on the response rather than non-linear. To make the model more flexible,
we consider the following semiparametric version of GgAM:






ul (Xil) + b(Si), i = 1, . . . , n, (4.2)
where Zi = (Zi1, . . . , ZiJ)
> is a J-dimensional vector of predictors that may be linearly associated
with the response, Xi = (Xi1, . . . , XiL)
> is a L-dimensional vector of continuous predictors that
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may have nonlinear associations with the response, and βj , for j = 1, . . . , J , are unknown regression
coefficients. The model structure of (4.2) is quite flexible. For example, when there are no linear
terms, it becomes a fully nonparametric GgAM, when there are no univariate functions, we reduce
the model to a generalized partially linear geospatial model and when there is no bivariate function,
it becomes a traditional GAM.
For GgAMs, functions used in performing model fitting and inference are available in the package
mgcv. To estimate the bivariate function, mgcv considered several smoothing methods, including
(i) thin plate spline, (ii) tensor product splines, and (iii) soap film smoothing. A Bayesian approach
based confidence/credible interval is also provided in mgcv. Later, Yu et al. (2019) proposed
using bivariate penalized spline over triangulation (BPST) to handle the estimation problem for
spatial data randomly distributed over irregular domains. Furthermore, Yu et al. (2019) derived
simultaneous confidence bands to evaluate and visualize the variability of the estimators and to
make global inferences.
Another important concern when fitting GgAMs is that, the structure of the relationship be-
tween predictors and the response variable is usually unknown. Specifically, which predictors have
linear effects on the response, and which have nonlinear effects. The most typical method is based
on forward/backward or best subset model selection, which is very time-consuming. To solve this
problem, the penalized method is adopted in the context of additive models. For example, Lian
et al. (2015) proposed a double penalization procedure to distinguish covariates that enter the
nonparametric and parametric parts for additive models. Li et al. (2019) proposed an efficient
two-stage procedure for model identification. However, less work has been done for GAM/GgAM.
Moreover, there is no existing package available for model identification in GAM/GgAM.
To integrate the new development and fill gaps in GAM/GgAM, we develop a new R package
GgAM for model identification, estimation and statistical inference of GgAMs. For model fitting,
we approximate the univariate components and the geographical component via univariate B-splines
and BPST, respectively. Therefore, our estimation procedure is computationally efficient since it
can be formulated as a penalized regression problem. In addition, by using BPST we can tackle
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the chanllenge of which (i) the observed locations can be randomly sampled over any given domain,
and (ii) irregular domain with complex boundaries. In order to quantify the uncertainty of the
impact of covariates, a standard error formula is derived for parametric coefficients. A back-fitting
type of algorithm is developed to get the simultaneous confidence bands (SCBs) for univariate
nonlinear effects. The SCBs provide measures of the effect of covariates after adjusting for the
spatial effect, thus the users can gain valuable insights into the accuracy of their estimation of the
GGAM. Finally, we extend the method in Li et al. (2019) and develop an algorithm for GgAMs to
identify the linear (non-varying) and nonlinear (varying) components so that the model structure
could be automatically detected. Overall, our package GgAM greatly enhances the application of
GAMs to spatial data analysis.
The flow chart in Figure 4.1 illustrates the entire process of our package GgAM. In this
package, we include (i) the function plbpsm for model identification and estimation, (ii) the summary
function for statistical inferences, (iii) the plot function for data visualization of the inference of the
nonparametric parts of models, (iv) the predict function for predictions, and (v) the cv.plbpsm
function for tuning parameter selection.
The rest of the article is organized as follows. Section 4.3 introduces the detailed model speci-
fication and estimation procedures. Section 4.4 illustrates how to make statistical inferences in the
R package GgAM. Section 4.5 describes the method to automatically detect nonlinear effect in the
generalized additive models using R package GgAM. Section 4.6 presents the real-data analysis
using package GgAM to Sydney housing prices data, Georgia educational attainment data and
the Florida crash frequency data. Implementation examples are also given in the corresponding
sections. The entire sample code is available in the Appendix to this article.
4.3 Model Estimation
4.3.1 Spline Approximation
This subsection presents basis expansions as the numerical tool underlying GgAM, which is






































Predicted Surface for b(s1,s2)
Figure 4.1 Flow chart of the data analysis process.
constructing both univariate and bivariate spline bases, which can be used to estimate univariate
functions ul(·)’s and the bivariate function b(·) in model (4.1), respectively.
4.3.1.1 Univariate Spline Approximation
We apply B-splines for the univariate function approximation. B-splines are a set of functions
with polynomials locate between the knots and smooth over them. For l = 1, . . . , L, let Ul(xl) ={
Ul1(xl), . . . , Ul(N+q)(xl)
}>
be the centered univariate basis functions in the space of polynomial
splines of degree q with N interior knots for xl.
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In the following code, we illustrate the generation of univariate spline basis functions by using
BasisCon. For the purpose of visualizing the univariate spline bases, we generate 100 grid points
over [0, 1] and construct the basis functions with three quantile interior knots and the degree q = 2.
R> UnivDat <- data.frame(x1 = seq(0, 1, length = 100))
R> N <- 3
R> knots <- c(0, 0.25, 0.5, 0.75, 1)
R> UnivBasis <- BasisCon(u(x1, N = N, q = 2, knots = knots)), data = UnivDat)
Figure 4.2 shows the corresponding plot.









Figure 4.2 Centered basis functions with degree q = 2 and interior knots
(0.25,0.5,0.75).
In GgAM, a grid of evenly spaced sample quantiles are used to place knots in univariate smooth-
ing and a rule of thumb is used to determine the number of interior knots: N = min{bc1n1/(2q)c,
bn/(4L)c}+ 1, where c1 is a positive parameter.
4.3.1.2 Bivariate Penalized Spline Over Triangulation
To handle the irregular domain occurred in practice, we apply BPST (Lai and Schumaker,
2007) for the bivariate function approximation. In BPST, we use triangulation to approximate
the domain of interest, Ω. Let 4 be a collection of K triangles {τ1, . . . , τK}; then, it is called a
triangulation of Ω if Ω = ∪Kk=1τk and any pair of intersected triangles share either a common vertex
or a common edge.
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Given the boundary of any domain, Ω, the function TriMesh in the R package Triangulation
(Lai and Wang, 2019) can be used to generate the triangulation meshes based on the Delaunay
algorithm. For visualization purpose, we construct the triangulation on the horseshoe domain
(Wood et al., 2008), Bandiagara, and Montreal (Wang et al., 2018). All the triangulations are
shown in Figure 4.3. The argument n can be used to control the fineness of the triangles; see the
R code below for an illustration.
R> library(Triangulation)
R> data(‘boundary.horseshoe’)
R> TV1 <- TriMesh(boundary.horseshoe, n = 4)
R> TV2 <- TriMesh(boundary.horseshoe, n = 8)
R> data("BMP")
R> TV_BMP <- TriMesh(BMP$boundary, n = 25, H = list(as.matrix(BMP$H1),
+ as.matrix(BMP$H2)))
R> data("mymontreal")
R> TriMesh(mymontreal$boundary, n = 25, H = list(mymontreal$H1, mymontreal$H2))
Figure 4.3 shows the triangulations of horseshoe domain used in Wood et al. (2008), with
different finenesses. Figure 4.3 (c) provides the triangulation for the Bandiagara domain with two
holes, and (d) is a triangulation of Montreal.
Given a triangulation, Bernstein basis polynomials (Lai and Schumaker, 2007) are used to
construct the bivariate splines to approximate b: b(s) =
∑
ξ∈KBξ(s)γξ = B(s)
>γ, Hγ = 0, where
B(s)> = {Bξ(s), ξ ∈ K}, {Bξ}ξ∈K is the set of Bernstein basis polynomials, K stands for an index
set of Bernstein basis polynomial, γ> = (γξ, ξ ∈ K) is the spline coefficient vector, and H represents
smoothness constraints imposed on γ; see Figure 4.4 as an example of Bernstein basis polynomials
for a single triangle with degree equals to 2. For more details regarding the construction of the
Bernstein polynomials and smoothness matrix H, see R package BPST (Wang et al., 2018).
In the following code, we generate some grid points inside a given triangle (see Figure 4.4 (a)):
R> V <- rbind(c(0,0), c(1,0), c(1,1))
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(a) 41 for horseshoe domain (b) 42 for horseshoe domain
(c) 4 for Bandiagara (d) 4 for Montreal
Figure 4.3 Triangulation Examples
R> Tr <- matrix(1:3, ncol=3)
R> xx <- seq(0, 1, length.out = 50)
R> yy <- seq(0, 1, length.out = 50)
R> dat <- data.frame(x1 = rep(xx, 50), x2 = rep(yy, each = 50))
Then, the bivariate splines with the degree of polynomial d = 2 and smoothness r = 1 can be
constructed using the following code:
R> BivBasis <- BasisCon(b(x1, x2, d = 2, r = 1, V = V, Tr = Tr), dat)
The resulting object BivBasis contains the bivariate spline basis matrix B, the smoothness
matrix H and all the other information related to BPST estimation: d, r, etc. Figure 4.4 (b)–(g)
illustrate the contour plots of the bivariate spline basis functions.
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(a)40 (b) (c) (d)
(e) (f) (g)
Figure 4.4 Figure (b)–(g) are the Bernstein basis polynomials with degree d = 2 for 40.
4.3.2 Spline-Backfitted Local Polynomial Estimators
In this subsection, we briefly introduce the estimation procedure of GgAM, and the algorithm
is summarized in Algorithm 1.
4.3.2.1 Spline Estimators
We let µ (z,x, s) = E (Y |Z = z,X = x,S = s)} and assume VAR (Y |Z = z,X = x,S = s) =
σ2V {µ (z,x, s)} for some known positive function V . A quasi-likelihood function ` (ϑ, y) satisfying
∇ϑ` (ϑ, y) = y−ϑσ2V (ϑ) is applied to estimate the model. Following the idea in Yu et al. (2019), we






































The functions ul(xl)’s, l = 1, . . . , L, and b(s) can be approximated by ul(xl) ≈
∑N+q
v=1 θlvUlv(xl) =
U>l (xl)θl and b(s) ≈
∑
ξ∈KBξ(s)γξ = B(s)
>γ, Hγ = 0, respectively, where θ>l =
(
θl1, . . . , θl(N+q)
)
and γ> = (γξ, ξ ∈ K).
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subject to Hγ = 0, where P is the diagonal block penalty matrix satisfying that γ>Pγ = E(Bγ).
We remove the constraint via the following QR decomposition and convert (4.4) to a conven-
tional penalized minimization problem without any restriction. The iteratively reweighted least
square algorithm (Yu et al., 2019) is applied to solve the problem; see Algorithm 1 for the detailed
procedure. Notice that Q2 in Algorithm 1 satisfies that H





, where Q is
an orthogonal matrix, R1 is an upper triangle matrix, and the submatrix Q1 is the first r (r is the
rank of matrix H) columns of Q. Let (β̂, θ̂, γ̂) be the minimizer of (4.4), while β̂ is the estimator
of β.
Input : Y,Z,X, and S.
Initialization: µ(0), η(0) = g(µ(0)), devold = sum of deviance residuals of Y and µ(0).
Set δ0 = 10
−7, M = 10 and m = 0.
Output : β̂, θ̂, and γ̂.
while δ1 > δ0 and m <= M , do
Step 1. Given µ(m) and η(m), obtain G(m) and V(m), the diagonal matrices with
elements g′(µ
(m)
i ) and V (µ
(m)
i ). Calculate J
(m) = {G(m)}−1(Z U BQ2).



















Step 3. Given β̂(m+1), θ̂(m+1), and γ̂(m+1), obtain
µ(m+1) = g−1(Z>β̂(m+1) + U>θ̂(m+1) + B>γ̂(m+1)).
Step 4. Obtain dev = sum of the deviance residual of Y and µ(m+1) and define
δ1 = |dev − devold|/(0.1 + |dev|)
Step 5. m← m+ 1, devold← dev.
end
Algorithm 1: Iteratively Reweighted Least Square
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Additionally, the univariate spline estimator of ul(xl) and bivariate spline estimator of b(s) are
ûl(xl) = Ul(xl)
>θ̂l, b̂(s) = B(s)
>γ̂. (4.5)
The roughness parameter λ is chosen via cross-validation (CV) or generalized cross-validation
(GCV) over a grid of values and the argument, criterion, in function of plbpsm of R package
GgAM, can be used to control the usage of different criterion.
4.3.2.2 SBL Estimators
Then, we use the pilot estimators β̂, ûl, and b̂ obtained in (4.5) and apply the backfit-










a0 + a1(Xil − xl) +
J∑
j=1





Khl(Xil − xl), (4.6)
where Khl(Xil − xl) = K{(Xil − xl)/hl}/hl, K is a kernel function and hl is the bandwidth.
The choice of bandwidth hl is critical to the performance of SBL estimators. In the R package
GgAM, the bandwidth hl is obtained by approximating hl,AMISE, which minimizes the asymptotic





















l=1 ul(Xil) + b (Si)}|Xil = xl
]
. The optimal bandwidth


















where f̂l is estimated by kernel density estimation, û
′′
l is obtained from the spline estimator
ûl, and ρ̂2,l(Xil) is an estimator of ρ2,l(Xil). Let σ̂
2 = 1n
∑n








Kh(Xil − xl) with a rule-of-the-thumb band-
width h. Algorithm 2 shows the overall estimation procedures of SBL estimators.
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Input : Y,Z,X, and S.
Initialization: Obtain pilot estimators from Algorithm (1): β̂, θ̂, and γ̂.
Output : ûSBLl (xl), û
SBL′
l (xl), for l = 1, . . . , L.
Step 1. Given the pilot estimators β̂, θ̂, γ̂, obtain η̂ .
Step 2. Given η̂ , obtain σ̂2 = 1n
∑n
i=1{Yi − g−1(η̂i)}2/V (g−1(η̂i)).
Step 3. foreach l from 1 to L, do








with a rule-of-the-thumb bandwidth h.
(ii) Obtain f̂l from kernel density estimation and û
′′
l from the spline estimator ûl.
(iii) Given f̂l, ρ̂2,l(xl) and û
′′
l , obtain optimal bandwidth hl with by using (4.3.2.2).




l (xl), by maximizing (4.6).
end
Algorithm 2: Backfitted Local Polynomial Estimation
4.3.3 Simulation Study 1 (Model Fitting)
We consider a modified horseshoe domain in Sangalli et al. (2013) and randomly sample n
locations on the domain. The response variable Yi is generated from the following models:
Case I: Yi ∼ N(µi, σ2), where µi = Zi1β1 +
2∑
l=1
ul(Xil) + b(Si), i = 1, . . . , n;
Case II: Yi ∼ Poisson(µi),where log(µi) = Zi1β1 +
2∑
l=1
ul(Xil) + b(Si), i = 1, . . . , n.
We uniformly generate Zi1, Xi1, and Xi2 from [−0.5, 0.5], Si is uniformly generated from
the horseshoe domain, and Zi1, Xi1, Xi2 and Si are independent of each other. The true lin-
ear coefficient is β1 = 1. The true univariate functions u1(x) and u2(x) are illustrated in Fig-
ure 4.5 (a)–(b), where u1(x) = −0.25 cos2(πx) + 0.5 sin2(πx) − E{−0.25 cos2(πx) + 0.5 sin2(πx)}
and u2(x) = x+3x
2−E{x+3x2}. Figure 4.5 (a) and (b) demonstrate the two univariate functions,
while (c) shows the contour map of the true bivariate function b(·), which is modified based on a
similar function given in Wood et al. (2008) and Sangalli et al. (2013).
To fit a GgAM, we call the function TriMesh in Triangulation to generate the triangulation
and call the function plbpsm in GgAM to fit the model:
R> data(‘boundary.horseshoe’)
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True Surface for b(s1,s2)
(a) u1 (b) u2 (c) b
Figure 4.5 The true univariate component functions and the true bivariate component
function in Simulation Study 1.
R> V <- TriMesh(boundary.horseshoe, n = 4)$V
R> Tr <- TriMesh(boundary.horseshoe, n = 4)$Tr
R> Fitted <- plbpsm(formula = Y ~ z1 + u(x1) + u(x2) +
+ b(s1, s2, V = V, Tr = Tr, d = 2, r = 1), data = Data_poi,
+ family = "poisson", group = c(0, 0))
In this simulation example, we evaluate the performance of our package with two different
sample sizes, n = 1, 000 and n = 2, 000. To examine the model estimation and prediction accuracy,
we consider the following criteria:
(A-i) Mean squared error (MSE) of estimator of β1;
(A-ii) Mean integrated squared error (MISE) of estimator of u1, u2 and b;






2, where κ1, . . . , κ10 are 10 randomly partitioned
disjoint subsets with approximately equal sizes that consist of whole dataset and Ŷi is the
prediction obtained from all data aside from the subset containing the ith observation.
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Table 4.1 presents the MSE for β, the MISE for the u1 and u2, and also the CV-MSPE of
the response variable for each setting based on 500 replicates. One can see that, the MSE,
MISE, and CV-MSPE decrease as sample size increases.




β1 u1 u2 b
1000
Gaussian 0.0033 0.0018 0.0015 0.0582 0.261
Poisson 0.0059 0.0028 0.0028 0.2756 2.412
2000
Gaussian 0.0016 0.0010 0.0009 0.0372 0.257
Poisson 0.0032 0.0017 0.0014 0.2395 2.312
4.4 Inference
4.4.1 Standard Error for the Linear Coefficient Estimators
We present a sandwich formula for the standard error of the linear coefficient estimator β̂.













V {g−1(x)}, ρ∗2 =
diag{ρ∗2{η̂(Ti)}ni=1} and S(λ) = (Z U BQ2) V−1 (Z U BQ2)
> ρ∗2 , where
V =
 Z>ρ∗2Z Z>ρ∗2(U BQ2)
(U BQ2)
>ρ∗2Z (U BQ2)





Then σ2 is estimated by σ̂2 = 1n−tr{S(λ)}
∑n









ρ̂2{η̂(Ti)}(Zi − Ẑi)(Zi − Ẑi)> = (Z− Ẑ)>ρ̂2(Z− Ẑ),
where ρ̂2 = diag{ρ̂2{η̂(Ti)}ni=1}, Ẑ = (U BQ2)V
−1
22 (U BQ2)




The estimated variance Σ̂−1 and statistical test results of β can be found in the generic function
summary():
R> summary(Fitted)
4.4.2 Simultaneous Confidence Band for Univariate Functions
We also provide a mathematical formula of simultaneous confidence bands for univariate func-






−2 log(h), and for any α ∈ (0, 1), denote
the quantile




C(K)/2π} − log{− log
√
1− α}].
In the R package GgAM, the 100(1− α)% SCB of ul(xl) is approximated by
ûSBLl (xl)± σ̂n,l(xl)Qhl(α), xk ∈ [al + hl, bl − hl], (4.7)











l=1 ul(Xil) + b (Si)}|Xl = xl
]
, and f̂l(xl) is the estimator of the marginal
density function of Xl. In the GgAM, the function plot() generates the SCBs:
R> plot(Fitted)
4.4.3 Simulation Study 2 (SCB)
Under the same simulation setting in Simulation Study 1 in Section 4.3.3, we calculate the
empirical coverage rate of the proposed method in (4.7) to examine the inferential performance.
Table 4.2 summarizes the empirical coverage rate of the 95% SCBs from 500 Monte Carlo exper-
iments. The results clearly show satisfactory coverage rates of the proposed SCBs, regardless of
the distribution. For a typical replication, Figure 4.6 (a)–(b) depict the estimate ûSBLl (xl) (solid
curve) for ul(xl) (dash curve) and the 95% SCBs for l = 1, 2, based on n = 2, 000 observations, and
Figure 4.6 (c) illustrates the contour map of the bivariate spline estimate b̂(s).
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Table 4.2 Coverage Rate
Family
Gaussian Poisson
n u1 u2 u1 u2
1000 100.0 100.0 94.0 93.6
2000 100.0 100.0 93.8 94.6



































Predicted Surface for b(s1,s2)
(a) (b) (c)
Figure 4.6 Figure (a)–(b) are plots of the ûSBLl (xl) (solid curves), ul(xl) (dash curves)
and the 95% SCBs (grey parts), for l = 1, 2, based on n = 2, 000 observations.
Figure (c) is the plot of estimated b̂(s).
4.5 Linear and Nonlinear Detection
4.5.1 Model Structure Identification
In the following, the functional form (linear versus nonlinear) for each continuous covariate in
model (4.1) is assumed to be unknown. In order to decide the form of ul, for each l ∈ {1, . . . L},
we can decompose ul into a linear part and a nonlinear part: ul(x) = alx + u
∗
l (x), where u
∗
l is
some unknown smooth nonlinear function. For model identifiability, we assume that E(Xil) = 0,
E{u∗l (Xil)} = 0, and E{u∗
′
l (Xil)} = 0. The first two constraints, E(Xil) = 0 and E{u∗l (Xil)} = 0,
are required to guarantee identifiability for the original model (i.e., E{ul(Xil)} = 0). The constraint
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E{u∗′l (Xil)} = 0 ensures there is no linear form in the nonlinear function u∗l . Note that these
constraints are also in accordance with the definition of nonlinear contrast space in Zhang et al.
(2011), which is a subspace of the orthogonal decomposition of RKHS (reproducing kernel Hilbert
space). In addition, for model identifiability, we also assume that E{b(Si)} = 0 in the model
identification. Thus, the model can be written as









u∗l (Xil) + b(Si),
where µ0 is the intercept. For the continuous covariate Xl, we say it is a linear covariate if al 6= 0
and u∗l (xl) = 0 for all xl’s on its support, and Xl is a nonlinear covariate if u
∗
l (xl) 6= 0. Explicitly,
we define the following index sets for X:
pure linear index set for X : Sx,PL = {l = 1, . . . , L : al 6= 0, u∗l ≡ 0},
nonlinear index set for X : Sx,N = {l = 1, . . . , L : u∗l 6= 0}.
Therefore, the model identification problem for model (4.1) is equivalent to the problem of identi-























where pρ is the penalty function applied to the L2 norm of u
∗
l , that is, ‖u∗l ‖2 = [E{u∗2l (Xl)}]1/2. The
penalty is indexed by a regularization parameter ρ, which controls the complexity of the selected
model and the smoothness of predicted nonlinear functions.
As described in Sections 4.3.1.2–4.3.2.1, we use univariate spline bases to approximate functions
u∗l (·). To make the model identifiable, we consider the centralized spline basis approximation for
both univariate and bivariate functions. For notation simplicity, we abuse the notation and keep
























subject to Hγ = 0.
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We use adaptive group LASSO (Li et al., 2019) for model structure identification and estimation.
Other popular alternatives to penalty functions include the Smoothly Clipped Absolute Deviation
penalty (Fan and Li, 2001b) and the minimax concave penalty (Zhang, 2010). Specifically, we start
with group LASSO estimators obtained from the following minimization:


























‖θl‖2, subject to Hγ = 0.
Then, let wθl = ‖θ̃l‖−11(‖θ̃l‖ > 0) +∞ × 1(‖θ̃l‖ = 0), where by convention, ∞ × 0 = 0. The
adaptive group LASSO objective function is then defined as
























wθl ‖θl‖, subject to Hγ = 0. (4.9)
The adaptive group LASSO estimators are minimizers of (4.9) denoted by
(µ̂0, β̂, â, θ̂, γ̂) = arg min
µ0,β,a,θ,γ
L(µ0,β,a,θ,γ; ρ).
The model structure selected is defined by
Ŝx,PL = {l : |âl| > 0, ‖θ̂l‖2 = 0, 1 ≤ l ≤ L}, Ŝx,N = {l : ‖θ̂l‖2 > 0, 1 ≤ l ≤ L}.
We then refit the model with identified linear and nonlinear covariates by following the steps
described in Section 4.3.
The minimization of (4.9) can be solved by the group coordinate descent algorithm (Huang et al.,
2012) implemented using the R package grpreg (Breheny, 2016). As for the selection of tuning
parameter ρ, we consider three criteria widely used in model identification and sparse learning
literature, that is, BIC, modified Bayesian information criteria (mBIC, see Lee et al. (2014)) and
the extended BIC (EBIC, see Chen and Chen (2008, 2009)): BIC(ρ) = ln(RSSρ) + dfρ × ln(n)/n;
mBIC(ρ) = ln(RSSρ) + dfρ × [ln{L(N + q)} × ln(n)]/(2n); EBIC(ρ) = ln(RSSρ) + dfρ × ln(n)/n+
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dfρ× ln{L(N+q)}/n, where RSSρ is the residual sum of squares associated with tuning parameters
ρ and dfρ is the number of estimated nonzero coefficients for the given ρ. For a fixed dimension,
we recommend using BIC, and for a higher dimension, we recommend using mBIC and EBIC.
4.5.2 Simulation Study 3 (Model Structure Selection)
Following the same simulation setting in Simulation Studies 1 and 2, we evaluate the methods
on the accuracy of model identification and prediction. In detail, we adopt the following criteria
for evaluation:
(i) Percent of covariates in X with nonzero purely linear functions that are correctly identified
(“CorrL”);
(ii) Percent of covariates in X with nonzero purely nonlinear functions that are correctly identi-
fied (“CorrN”);






2, where κ1, . . . , κ10 are 10 randomly partitioned
disjoint subsets with approximately equal sizes that consist of the whole dataset and Ŷi is the
prediction obtained from all data aside from the subset containing the ith observation.
All these performance measures are computed based on 500 replicates. Note that Criteria (i)–
(ii) measure the frequency of getting the correct model structure, and Criterion (iii) focus on the
estimation and prediction accuracy for the whole model.
We propose GgAM with Model Identification, Learning and Estimation (GgAM-MILE) to de-
tect linear and nonlinear parts before fitting the GgAM. To compare the GgAM-MILE results with
others, we include the following two models:
• ORACLE: we know the true model structure as u1 linear and as u2 and u3 nonlinear.
• GgAM: we consider all the u(·)’s as nonlinear components.
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The default setting for our estimation function is GgAM-MILE, in which model structure iden-
tification is conducted first and model estimation follows. In GgAM, since we try to include all
the covariates as nonlinear effects, the model structure identification is skipped for all of the u(·)’s.
The group = c(0, 0, 0) argument indicates direct model fitting without model structure identi-
fication for each ul.
The following codes illustrate the model fitting for GgAM and GgAM-MILE.
R> formula <- y ~ u(x1) + u(x2) + u(x3) + b(s1, s2, V = V, Tr = Tr, d = 2, r = 1)
R> Fitted_GgAM <- plbpsm(formula = formula, data = as.data.frame(Data_poi),
+ family = family, group = c(0,0,0))
R> Fitted_GgAMMILE <- plbpsm(formula = formula, data = as.data.frame(Data_poi),
+ family = family)
Table 4.3 Statistics (i)–(iii) comparing ORACLE, GgAM and GgAM-MILE.
n Family Method corrL corrN CV-MSPE
1000
Gaussian
ORACLE 100 100 0.2611
GgAM 0 100 0.2614
GgAM-MILE 99.8 100 0.2611
Poisson
ORACLE 100 100 2.4124
GgAM 0 100 2.4322
GgAM-MILE 96.8 100 2.4130
2000
Gaussian
ORACLE 100 100 0.2572
GgAM 0 100 0.2575
GgAM-MILE 100 100 0.2572
Poisson
ORACLE 100 100 2.3123
GgAM 0 100 2.3215
GgAM-MILE 100 100 2.3123
The model selection and prediction results are provided in Table 4.3. GgAM-MILE can correctly
discover the linear and nonlinear structure in covariate X, while GgAM neglects linear structure in
X. For GgAM-MILE, the numbers of correctly selected linear and nonlinear components in X are
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very close to ORACLE and nearly perfect (100% for corrL and corrN, respectively) regardless of
the setting; the numbers of correctly identified components increase as the sample size n increases.
As for the prediction results, the CV-MSPE for the response variable of GgAM-MILE is smaller
than those of GgAM and is equal or close to those of ORACLE in all settings. The inferior
performance of GgAM illustrates the importance and necessity of identifying the correct model
structure.
4.6 Applications
We illustrate the application of our proposed method GgAM-MILE by using the Sydney housing
prices data in Luts et al. (2015), Georgia education attainment data in Fotheringham et al. (2003),
and Florida crash frequency data in Yu et al. (2019). To compare the GgAM-MILE to other
methods, we also analyze the data with thin plate splines (TPS).
4.6.1 Sydney Housing Prices
The Sydney House Pricing dataset includes 37,676 properties sold in 2001 in the Sydney Statis-
tical Division, in which the prices of the properties range from $100,000 to $10,000,000. The goal of
our analysis is to model and predict the logarithm of sale prices as a function of house location and
other house-related demographic and/or property information. The explanatory variables included
in our analysis are: mean weekly income in Australian dollars (Income); lot size of the property
(LotSize); Euclidean distance to the nearest main road (MainRoad); Euclidean distance to the
nearest coastline (in kilometers) (Coastline). The response variable is LogSalePrice, which is
the logarithm of the sale price for a house. Let XCOORD and YCOORD be the longitudes and latitudes
of each housing location, respectively. The original data were obtained from Luts et al. (2015) and
we take log transformation of LotSize, MainRoad, and Coastline by f(x) = log(x+ 0.01).
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Let Y be the response variable LogSalePrice, while analyzing the data using the following
GgAM-MILE:
Yi ∼ Gaussian(µi, σ2), i = 1, . . . , 37676,
µi = u1(logLotSizei) + u2(Incomei) + u3(logMainRoadi)
+ u4(logCoastlinei) + b(XCOORDi, YCOORDi), (4.10)
where ul’s are unknown linear or nonlinear univariate functions and b(·) is an unknown bivariate
function.
The first step is to generate the triangulation over the whole domain by using TriMesh:
R> library(HRW)
R> data("SydneyRealEstateBdry")
R> TriSydney <- TriMesh(as.matrix(SydneyRealEstateBdry), n = 15)
In the command, SydneyRealEstateBdry is the matrix of the boundary of Sydney, which is
built in the R package HRW (Harezlak et al., 2019). We choose n = 15 to generate more uniform
triangles.
Figure 4.7 Triangulation of Sydney Housing
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Figure 4.7 shows the triangulation for constructing bivariate splines, which contains 399 triangles
and 310 vertices. The estimation function plbpsm is then applied to obtain the estimation results
for the model (4.10). By default, the model structure identification process is conducted first before
the model fitting; see the following code:
R> formula <- LogSalePrice ~ u(logLotSize) + u(Income) + u(logMainRoad)
+ u(logCoastline) + b(XCOORD,YCOORD, V = TriSydney$V,
+ Tr = TriSydney$Tr, d = 2, r = 1)
R> SydneyMile <- plbpsm(formula = formula, data = as.data.frame(SydneyHousing))
R> SydneyMile$linear.names; SydneyMile$nonlinear.names;
R> [1] "logMainRoad"
R> [1] "logLotSize" "Income" "logCoastline"
The objects linear.names and nonlinear.names return the covariate names of linear and nonlin-
ear parts identified by GgAM-MILE, respectively. Predictor logMainRoad is identified as the only
linear component of the model.
The estimation of coefficients for linear covariates and the coefficients for univariate basis func-
tions can be extracted out by coefficients in the output of the estimation object. In this example,
a basis with dimension five is generated for each nonlinear covariate.
R> logMainRoad u(logLotSize).1 u(logLotSize).2 u(logLotSize).3
-0.0004364734 -0.0735045203 -0.0665274162 0.0689191421
u(logLotSize).4 u(logLotSize).5 u(Income).1 u(Income).2
0.1781558562 0.4707476474 0.0189703985 0.0477374855
u(Income).3 u(Income).4 u(Income).5 u(logCoastline).1
0.2559501740 0.1074981465 0.5462675336 -0.5258498780
u(logCoastline).2 u(logCoastline).3 u(logCoastline).4 u(logCoastline).5
-0.2568896217 -0.4952406667 -0.0996414520 0.2626455365
In addition, MSE of the response variable can be obtained from the estimation results:
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R> sum((SydneyMile$fitted.values.sbl-SydneyMile$y)^2,
+ na.rm = TRUE)/sum(!is.na(SydneyMile$fitted.values.sbl))
R> [1] 0.08011116
Next, we use CV-MSPE to assess the model prediction performance. The function cv.plbpsm
conduct the cross-validation process to get the 5-fold CV-MSPE.
R> cv.plbpsm(formula = formula, data = as.data.frame(SydneyHousing),
+ kfold = 5, family = ‘gaussian’)$cverror
R> [1] 0.1033758
In Table 4.4, we also list the MSE and CV-MSPE calculated by TPS. TPS-1 denotes using
TPS given the model structure identification result from GgAM-MILE, and TPS-2 denotes using
TPS without knowing the model structure and consider all the variables as nonlinear effects. The
MSE and CV-MSPE show that GgAM-MILE has the best model estimation accuracy and the best
predictive performance compared to the two TPS methods.





The SCBs for nonlinear covariates can be constructed by using summary() with SBL estimates,
lower bound values, and upper bound values. For example, the SBL estimates, lower bound values,
and upper bound values for logLotSize can be obtained by using the following codes. Finally,
plot() helps with returning the picture of SCBs. The function plot() can also return the estimated
bivariate function in the model, which will be illustrated later.





R> plot(SydneyMile, ab.line = TRUE, add.rug = TRUE)
Figure 4.8 visualizes the SBL estimates (solid line) for the factors logLotSize, Income and
logCoastline with their 95% SCBs by using the method from Section 4.4.













































Figure 4.8 Plots of SBL estimate (solid line), the 95% SCB (gray band) and the zero line
(dashed line) for the Sydney housing data.
First, note that no bands fully cover the horizontal line ul = 0, so we conclude that logLotSize,
Income, and logCoastline are significant nonlinear variables in the sale prices of Sydney housing.
Besides, the bands do not include any linear line in the plot, which also indicates their nonlinear
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structure. Considering the factor logLotSize, from 6.4 and above, sale price is higher while
logLotSize is larger. Income has a significant positive effect, and in general, sale price increases
as Income increases. It makes sense that people with high income live in the area who can afford
the high housing price in that area. This result shows the consistency with Luts et al. (2015).
Besides, logCoastline is also a significant factor in influencing housing price. From (c), holding
other factors not changed, housing price does not change much when logCoastline is between 0
and 2, while it has a decreasing trend between −3 and 0 and an increasing trend above 2. Finally,
SCBs also quantify the uncertainty in the estimation of the nonlinear effects.
In addition, we can plot the estimate of the spatial component b(·) using the following code:
R> plot(SydneyMile, n1 = 450, n2 = 450)
Here, the n1 and n2 control the fineness of plots.
Figure 4.9 The spatial component estimate b̂(·) of Sydney housing prices.
From Figure 4.9, the housing sale prices are higher in the east coast region and some of the
boundaries of the north-east region. The houses in the south-west and north-west are sold at lower
prices. Luts et al. (2015) reach similar conclusions.
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4.6.2 Georgia Educational Attainment
The Georgia educational attainment data is originally collected from 1990 census with 159
counties in the State of Georgia and is available in spgwr (Bivand et al., 2017). The covariates
in the dataset contain geographic, demographic, and other information. The response variable
of interest is the logarithm of the percentage of the county population with a bachelor’s degree
(logPctBach). We are interested in using our proposed method to model and predict the logarithm
of the percentage of the county population with a bachelor’s degree as a function of the location
and other geographic/demographic information. The covariates we pick to study by using GgAM-
MILE are: percentage of the African Americans (PctBlack), percentage of the county population
as rural (PctRural), percentage of the county population born outside the United States (PctFB),
population of the county in 1990 (TotPop90), and percentage of the population aged 65 or over
(PctEld). Longitude (Long) and latitude (Lat) are the location covariates for each county. We
take the log transformation of TotPop90 and PctFB by f(x) = log(x).
Let Y be the response variable logPctBach, we fit the Georgia educational attainment data
using the following GgAM-MILE with Gaussian distribution and identity link function:
Yi ∼ Gaussian(µi, σ2), i = 1, . . . , 159,
µi = u1(logTotPop90i) + u2(PctRurali) + u3(PctEldi) + u4(logPctFBi)
+ u5(PctBlacki) + b(Longi, Lati). (4.11)
The triangulation meshes are generated as follows:
R> TriGeorgia <- TriMesh(as.matrix(geobry), n = 12)
As shown in Figure 4.10, 216 triangles with 133 vertices are used to generate the bivariate spline
basis for b(·).
The following codes are set up for passing model (4.11) to the dataset:
R> formula <- logPctBach ~ u(logTotPop90) + u(PctRural) + u(PctEld) +
+ u(logPctFB)+ u(PctBlack) + b(Long, Lat, V = TriGeorgia$V,
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Figure 4.10 Triangulation plot in Georgia education attainment data analysis.
+ Tr = TriGeorgia$Tr, d = 2, r = 1)
R> GeorgiaMile <- plbpsm(formula = formula, data = as.data.frame(GeorgiaEdu))
R> GeorgiaMile$linear.names; GeorgiaMile$nonlinear.names
R> [1] character(0)
R> [1] "logTotPop90" "PctRural" "PctEld" "logPctFB" "PctBlack"
In this example, all the covariates are identified as linear.
The MSE and 5-fold CV-MSPE can be obtained using the following code:
R> sum((GeorgiaMile$fitted.values - GeorgiaMile$y) ^2,
+ na.rm = TRUE)/sum(!is.na(GeorgiaMile$fitted.values))
R> [1] 0.06074004
R> cv.plbpsm(formula = formula, data = as.data.frame(GeorgiaEdu),
+ kfold = 5, family = ‘gaussian’)$cverror
R> [1] 0.07203086
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In Table 4.5, the CV-MSPE shows that our proposed model GgAM-MILE gives a better predic-
tion result compared to TPS. Additionally, we find that the model structure identification process
helps to achieve more accurate predictions by comparing TPS-1 and TPS-2.
To see the accuracy of the estimations of the parametric coefficients and the significance of the





logPctBach ~ u(logTotPop90) + u(PctRural) + u(PctEld) + u(logPctFB) +
u(PctBlack) + b(Long, Lat, V = TriGeorgia$V, Tr = TriGeorgia$Tr, d = 2, r = 1)
Parametric coefficients:
Estimate Std. Error z value Pr(>|z|)
logTotPop90 0.1790443 0.0395490 4.527 5.98e-06 ***
PctRural -0.0031298 0.0013536 -2.312 0.02077 *
PctEld -0.0078126 0.0090488 -0.863 0.38793
logPctFB 0.0825766 0.0284832 2.899 0.00374 **
PctBlack -0.0005599 0.0017978 -0.311 0.75548
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---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
R-sq.(adj) = 0.626 Deviance explained = 65.5%
GCV = 0.072122 n = 159
The results conclude that when the population is larger, a higher percentage of the population
holding bachelor’s degrees. PctRural has a significant negative linear effect in logPctBach. In other
words, if the percentage of the rural population is higher in the region, then the percentage of good
education levels among people is lower. It could be explained as big cities have more universities
and more resources for education. The p-value for logPctFB shows the percentage of foreigners has
a significant linear positive impact on the response variable. Finally, the percentage of people over
65 years old and African American are not significant factors in influencing educational attainment
in Georgia.
The estimated plot of b(·) is obtained using plot function:
R> plot(GeorgiaMile, n1 = 450, n2 = 450)
The following is the estimated surface of b(·) in the GgAM-MILE model.
Figure 4.11 shows that compared to the north-west and the south region, the north-east region,
and some of parts of the south-west region, the percentage of people with bachelor’s degrees is
higher, and it is strongest on the boundary of these regions.
4.6.3 Florida Crash Frequency
Finally, we apply the GgAM-MILE method to the crash counts data in the Tampa-St. Peters-
burg urbanized area in Florida, which was studied in Yu et al. (2019). The frequencies of crashes
off (Offcrsh) the state highway system within each census block group in Tampa-St. Petersburg



























Predicted Surface for b(Long,Lat)
Figure 4.11 Estimated surface of b(·) in Georgia education attainment data analysis.
GgAM-MILE can be used to identify the significant linear and nonlinear factors in influencing the
frequencies of crashes in the region. In the study by Yu et al. (2019), they included 12 socio-
economic, demographic, and commuting factors as nonlinear covariates, which were collected from
U.S. Census Bureau and the Florida Department of Transportation. In their analysis, they consid-
ered all the explanatory variables as nonlinear covariates into the additive univariate functions. In
our analysis, we use the model structure identification process firstly to identify the linear/nonlinear
covariates and refit the model to obtain the final estimates. The dataset includes 1761 census block
groups with the Tampa-St. Petersburg urbanized area. According to the conclusion of Yu et al.
(2019), we pick the six most significant covariates for analysis as shown in Table 4.6 (“∗” indicates
the original variable is log-transformed by f(x) = log(x+0.01)) and investigate the impact of them
on the frequencies of crashes. Long and Lat present the longitude and latitude of each census block
group.
Following Yu et al. (2019), we use the triangulation with 1869 triangles and 1098 vertices in
our analysis, as shown in Figure 4.12.
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Table 4.6 Covariates used in Florida crash counts dataset and their description.
Variable Description
VMT∗ Vehicle Miles Traveled
Population∗ Total population
rmale Proportion of males
rhispanic Proportion of Hispanics in population
rold Proportion of people age 65 and older
runemployed Unemployment rate
Let Y be the response variable, we try to model the crash frequency as the following:
Yi ∼ Poisson(µi), i = 1, . . . , 1761,
log(µi) = u1(logVMTi)+u2(logPopulationi) + u3(rmalei) + u4(rhispanici) + u5(roldi)
+ u6(remployedi) + b(Longi, Lati).
Again, we set up the formula and use plbpsm to get model estimation results.
R> formula <- Offcrsh ~ u(logVMT) + u(logPopulation)
+ u(rmale) + u(rhispanic) + u(rold) + u(unemployed)
+ b(Lon, Lat, V = V_crash, Tr = Tr_crash, d = 2, r = 1)
R> CrashMile <- plbpsm(formula = formula,data = as.data.frame(Crash),
+ family = ‘poisson’)
R> CrashMile$linear.names; CrashMile$nonlinear.names
R> [1] "rhispanic"
R> [1] "logVMT" "logPopulation" rmale" "rold" "unemployed"
By using all the data for estimation, rhispanic is identified as the only linear covariate in the
model and other factors are considered having nonlinear effects in the crash frequency through the
log link function.
To assess the estimation performance and prediction accuracy of the proposed model, the MSE
and 5-fold CV-MSPE can be obtained using the following code:
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Figure 4.12 Triangulation plot in Florida crash counts data.
R> sum((CrashMile$fitted.values.sbl - CrashMile$y) ^2,
+ na.rm = TRUE)/sum(!is.na(CrashMile$fitted.values.sbl))
R> [1] 123.4733
R> cv.plbpsm(formula = formula, data = Crash, kfold = 5, family =
+ ‘poisson’)$cverror
R> [1] 152.3169
We also calculate the MSE and CV-MSPE of TPS-1 and TPS-2. Table 4.7 shows the corresponding
results.
In Table 4.7, both the MSE and CV-MSPE favor our proposed method and indicate the best
model fitting and the best predictive performance of GgAM-MILE. TPS-1 uses the linear/nonlinear
detection result from GgAM-SMILE and its CV-MSPE is smaller compared with TPS-2. This
indicates the necessity of identifying the correct model structure.
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Offcrsh ~ u(logVMT) + u(logPopulation) + u(rmale) + u(rhispanic) +
u(rold) + u(unemployed) + b(Lon, Lat, V = V_Crash, Tr = Tr_Crash, d = 2,
r = 1)
Parametric coefficients:
Estimate Std. Error z value Pr(>|z|)
rhispanic 0.10721 0.09874 1.086 0.278
R-sq.(adj) = 0.415 Deviance explained = 47%
GCV = 8.0614 n = 1761
The printed result shows that rhispanic has a non-significant linear effect on the frequency of
crashes in the region through the link function.
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We construct the 95% SCBs for the SBL estimates of the covariates identified as nonlinear.
Figure 4.13 shows the fitted curves for all the covariates deviate from linearity and the constructed
SCBs do not include any linear line patterns. Besides, the SCBs do not fully cover the zero
horizontal line, which indicates the significance of those nonlinear factors on crash frequencies.
Especially, when logPopulation is between 3 and 6, crash frequency does not change much; when
logPopulation is above 6.8, there is an obvious increasing trend for crash frequencies. Similarly,
for logVMT, there is a threshold effect (i.e., crash frequency holds constant when logVMT is too high
or too low). It makes general sense that when the population and vehicle miles traveled reach some
point, it leads to more crowed traffic and more potential accidents while holding constant effects
on crash frequency when the population and vehicle miles traveled are too high. For the factor
rmale, when the ratio is between 0.5 and 0.6, it has a significant positive effect on the response
variable. Crash frequency does not change much when rmale is above 0.6. Studies show that this
is because males tend to drive more aggressively than females (Shinar and Compton, 2004) and
they travel more due to work (Collins and Tisdell, 2002). The curve and the band for the factor
rold show that the increasing ratio of elder corresponds to fewer crashes. It can be understood
as older people tend to be more conservative in driving habits and they usually walk slower. The
conclusions from SCBs are consistent with Yu et al. (2019). The fitted SBL curve for unemployment
shows that, in general, the proportion of unemployment leads to higher crash frequencies. It could
be understood as the high stressful living situation the unemployed people face with leads to more
aggressive driving behavior.
Finally, the estimation of the spatial effect in our model is plotted by using the following code:
R> plot(CrashMile, n1 = 350, n2 = 350)
Figure 4.14 presents that in some particular areas of the Tampa-St Petersburg area, such as the
the campus of the university, the Town N’ County, Brandon, and St. Petersburg area, crashes are
more frequent than other areas. In addition, in the north-east corner of the region, there is a low
crash frequency which is because that is close to the wildness preserve where people are less and
traffic problems are less likely to happen.
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Figure 4.13 Plots of SBL estimate (solid line), the 95% SCB (gray band) and zero line
(dashed line), for Florida crash counts data.
4.7 Conclusion Remarks
In this article, we describe the functionality of GgAM via a series of illustrative simulation
and real-world applications. We not only illustrate the procedure to obtain the SBL estimators of
GgAM with efficient computational algorithms but also demonstrate how to interpret the models
by using inference tools like standard error formula and SCBs, which can help obtain information
about the variability about estimators. We adopt the BPST to approximate the bivariate function,
which is used to adjust the spatial component in the model. BPST can achieve computational
efficiency, accurate estimation with non-uniformly distributed data and irregular domains. In the
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Figure 4.14 Estimated b(·) in Florida crash counts data.
R package GgAM, users can conduct model structure identification to distinguish between covari-
ates that have linear effects or nonlinear effects to decide the most appropriate model structure.
The R package GgAM we build provides the convenience and flexibility for setting up nonpara-
metric/semiparametric GgAMs in real-world data analyses.
In future study, variable selection methods can be developed under GgAMs.
4.8 Appendix
This section provides all the codes used in this article.
R> UnivDat <- data.frame(x1 = seq(0, 1, length = 100))
R> N <- 3
R> knots <- c(0, 0.25, 0.5, 0.75, 1)
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R> UnivBasis <- BasisCon(u(x1, N = N, q = 2, knots = knots)), data = UnivDat)
R> library(Triangulation)
R> data(‘boundary.horseshoe’)
R> TV1 <- TriMesh(boundary.horseshoe, n = 4)
R> TV2 <- TriMesh(boundary.horseshoe, n = 8)
R> data("BMP")
R> TV_BMP <- TriMesh(BMP$boundary, n = 25, H = list(as.matrix(BMP$H1),
+ as.matrix(BMP$H2)))
R> data("mymontreal")
R> TriMesh(mymontreal$boundary, n = 25, H = list(mymontreal$H1, mymontreal$H2))
R> V <- rbind(c(0,0), c(1,0), c(1,1))
R> Tr <- matrix(1:3, ncol=3)
R> xx <- seq(0, 1, length.out = 50)
R> yy <- seq(0, 1, length.out = 50)
R> dat <- data.frame(x1 = rep(xx, 50), x2 = rep(yy, each = 50))
R> BivBasis <- BasisCon(b(x1, x2, d = 2, r = 1, V = V, Tr = Tr), dat)
R> data(‘boundary.horseshoe’)
R> V <- TriMesh(boundary.horseshoe, n = 4)$V
R> Tr <- TriMesh(boundary.horseshoe, n = 4)$Tr
R> Fitted <- plbpsm(formula = Y ~ z1 + u(x1) + u(x2) +
+ b(s1, s2, V = V, Tr = Tr, d = 2, r = 1), data = Data_poi,




R> formula <- y ~ u(x1) + u(x2) + u(x3) + b(s1, s2, V = V, Tr = Tr, d = 2, r = 1)
R> Fitted_GGAM <- plbpsm(formula = formula, data = as.data.frame(Data_poi),
+ family = family, group = c(0,0,0))
R> Fitted_GGAMMILE <- plbpsm(formula = formula, data = as.data.frame(Data_poi),
+ family = family)
R> TriSydney <- TriMesh(as.matrix(SydneyRealEstateBdry),n = 15)
R> formula <- LogSalePrice ~ u(LotSize) + u(Income) + u(logMainRoad)
+ u(Coastline) + b(XCOORD,YCOORD, V = TriSydney$V, Tr = TriSydney$Tr, d = 2, r = 1)
R> SydneyMile <- plbpsm(formula = formula, data = as.data.frame(SydneyHousing))
R> SydneyMile$linear.names; SydneyMile$nonlinear.names;
R> sum((SydneyMile$fitted.values.sbl-SydneyMile$y)^2,
+ na.rm = TRUE)/sum(!is.na(SydneyMile$fitted.values.sbl))
R> cv.plbpsm(formula = formula, data = as.data.frame(SydneyHousing),
+ kfold = 5, family = ‘gaussian’)$cverror





R> plot(SydneyMile, ab.line = TRUE, add.rug = TRUE)
R> plot(SydneyMile, n1 = 450, n2 = 450)
R> TriGeorgia <- TriMesh(as.matrix(geobry), n = 12)
R> formula <- logPctBach ~ u(logTotPop90) + u(PctRural) + u(PctEld) +
+ u(logPctFB)+ u(PctBlack) + b(Long, Lat, V = TriGeorgia$V,
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+ Tr = TriGeorgia$Tr, d = 2, r = 1)
R> GeorgiaMile <- plbpsm(formula = formula,data = as.data.frame(GeorgiaEdu))
R> GeorgiaMile$linear.names; GeorgiaMile$nonlinear.names
R> sum((GeorgiaMile$fitted.values - GeorgiaMile$y) ^2,
+ na.rm = TRUE)/length(!is.na(GeorgiaMile$fitted.values))
R> cv.plbpsm(formula = formula, data = as.data.frame(GeorgiaEdu),
+ kfold = 5, family = ‘gaussian’)$cverror
R> summary(GeorgiaMile)
R> plot(GeorgiaMile, n1 = 450, n2 = 450)
R> formula <- Offcrsh ~ u(logVMT) + u(logPopulation) + u(rmale) +
+ u(rhispanic) + u(rold) + u(unemployed) + b(Lon, Lat,
+ V = V_crash, Tr = Tr_crash, d = 2, r = 1)
R> CrashMile <- plbpsm(formula = formula,data = as.data.frame(Crash),
+ family = ‘poisson’)
R> CrashMile$linear.names; CrashMile$nonlinear.names
R> sum((CrashMile$fitted.values.sbl - CrashMile$y) ^2,
+ na.rm = TRUE)/sum(!is.na(CrashMile$fitted.values.sbl))
R> cv.plbpsm(formula = formula, data = Crash, kfold = 5, family = ‘poisson’)$cverror
R> summary(CrashMile)
R> plot(CrashMile, n1 = 350, n2 = 350)
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CHAPTER 5. SUMMARY AND CONCLUSION
In this thesis, I mainly discuss the efficient estimation methods and statistical inference tools
in PLSM, GPLSM, and GgAMs.
In the first topic, a doubly penalized least square estimator is developed in PLSM. Variable
selection methods are adopted to select the most significant linear covariates. BPST is used as
an efficient estimation method in approximating the bivariate function in the model since it can
deal with irregular domains and arbitrarily distributed data points. A standard error formula is
developed to measure the uncertainty in the linear coefficient estimator. We show the “oracle”
property of the linear coefficient estimator and the consistency of the bivariate spline estimator.
Simulation studies are conducted to show that our proposed estimator obtains the better model
estimation and prediction results compared to the regression models when the spatial effect is
unadjusted or adjusted inappropriately. The result from the United States Mortality data analysis
shows that our proposed method is more efficient in variable selection and more accurate in out-
of-sample prediction.
In the second topic, to deal with more types of data, we develop a generalized version of PLSM
by combining the idea of the GLM and geostatistics. The consistency of the parametric regression
estimator and the bivariate spline estimator is shown. IRLS is adopted to obtain the estimators
with great estimation accuracy. The simulation result shows that BPST estimates the bivariate
function better than the thin plate spline method. The accuracy of the standard error formula we
develop is tested through simulations. A real data analysis to Florida crash frequency demonstrates
the estimation accuracy and predictive power of our proposed method.
In the third topic, we propose a semiparametric version of GgAM and describe the functionality
of the R package GgAM via a series of illustrative simulations and real-world applications. The
procedure to obtain the SBL estimators of GgAM to achieve estimation accuracy is illustrated.
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Inference tools including a standard error formula and SCBs are proposed to interpret the model
estimation result and quantify the variability in estimators. In the R package GgAM, users can de-
tect linearity/nonlinearity of continuous variables to decide the most appropriate model structure.
The R package GgAM we build provides the convenience and flexibility for setting up nonparamet-
ric/semiparametric GgAMs in real-world data analyses. In future studies, we may develop efficient
variable selection methods in GgAMs.
