This paper extends the method introduced by Rollins et al. (ISA Trans. 1998, 36, 293) to multipleinput, multiple-output systems that give an exact closed-form solution to continuous-time Hammerstein processes written in terms of differential equations and nonlinear inputs. This ability is demonstrated on a theoretical nonlinear Hammerstein process of complex dynamics where perfect identification of the closed-form model is assumed. This paper then demonstrates the simplicity of the proposed identification procedure to obtain an accurate estimate of the exact model using a theoretical Hammerstein model. A powerful attribute of this methodology is the ability to make full use of the statistical design of experiments for optimal data collection and accurate parameter estimation. Application of the proposed method is demonstrated on a household clothes dryer with four input and five output variables. Only 27 trials (input changes) of a central composite design were needed for accurate model development of all five outputs over the input space, and the accurate predictive performance is demonstrated.
Introduction
Dynamic predictive models that address nonlinear behavior are essential for optimal operation and control of many processes. In recent years, dynamic models have been developed for a wide range of processes. Conventional approaches to explaining nonlinear behavior include modeling from theory or first principles, 2,3 using models linearized around steady state, [4] [5] [6] and developing data-driven or empirical models. 7, 8 However, the approach that we propose here falls into none of these categories.
The proposed method has the ability to provide exact solutions to a class of block-oriented nonlinear dynamic systems called Hammerstein processes (see work by Billings 9 ). The Hammerstein system combines linear dynamics with nonlinear steady-state gains. A description is shown in Figure 1 for a multiple-input, multipleoutput (MIMO) system.
In terms of application, the dominant context (maybe exclusive context) of modeling Hammerstein processes has been discrete-time modeling which falls into the class of NARMAX (nonlinear autoregressive moving average with exogenous inputs) models. Pearson and Ogunnaike 10 point out that this popularity is related to the discrete environment of digital control, measurement, and sampling. However, this environment can cause some critical drawbacks for discrete-time modeling when sampling is infrequent, nonconstant, or not online. 11 The discrete-time identification results in "black-box" (i.e., empirical) identification for both the static nonlinear map and linear dynamics. Thus, depending on the sampling rate and the number of inputs, the number of parameters to be estimated can be quite large (can be more than several hundred and even in thousands 10 ), making the model identification step quite a challenge. As pointed out by Eskinat et al., 12 this situation is severely escalated when treating the more general case of all possible combinations and order of terms. In their work they did not consider the interaction of inputs (i.e., terms for product of input variables), which appears to be common practice. Figure 1 . Description of the general "MIMO Hammerstein model" structure. 9 The input vector u passes through a static map and produces the gain vector f(U), which can be nonlinear, and then passes through the linear dynamic map G(s) and produces the output vector y.
The continuous-time method that we propose results in the identification of a "grey-box" (i.e., semiempirical model) for the dynamic block. Therefore, modeling and estimation is simpler because of the ease and simplicity of specifying these model forms, which have a small number of parameters (usually four at the most). Further, it does not suffer from limitations of discretetime methods because it is a continuous-time method. Because the methodology is based on an exact solution to the block-oriented Hammerstein process, we call it the Hammerstein block-oriented exact solution technique or H-BEST.
The introduction of H-BEST (referred to as SET at that time) involved a single-input, single-output (SISO) study of a simulated continuous stirred tank reactor. 1 This study revealed its ability to predict excellently for a variety of output sampling situations including no sampling of the output. At that point its connection to a Hammerstein structure was not realized, and that discovery was made more recently. Rietz and Rollins 13 demonstrated the implementation of H-BEST into a real SISO continuous process connected to a distributed control system. Rollins et al. 14 displayed the ability of H-BEST to model complex dynamics (e.g., underdamped and inverse response) exceptionally well. H-BEST applications have not been limited to chemical processes. Walker 15 used it successfully in SISO modeling of a surrogate human's (i.e., a mathematical human model) thermoregulatory response to changes in ambient conditions.
The main objective of this paper is to demonstrate the effectiveness of H-BEST in modeling nonlinear MIMO systems that are Hammerstein or approximately Hammerstein in nature. In this work we determined how to effectively make this extension from a SISO system to a MIMO system. Critical questions that we have now answered include the model form to fully exploit information from statistical design of experiments (SDOE) and how to address interactions and other terms in model development. In addition, this is the first application of H-BEST to a batch process. This work also demonstrates the ability of H-BEST to model a real system. This paper presents the proposed methodology in the following outline. The next section presents a closedform exact solution to special cases of Hammerstein processes for step input changes (see the appendix for specific details). The methodology is developed from this solution and presented after the solution. Following this section, the proposed method is illustrated on theoretical Hammerstein processes. Finally, application is illustrated on a real process with four inputs and five outputs that involves the use of a central composite experimental design.
An Exact Solution
This section gives an exact solution for step input changes to Hammerstein systems as represented by Figure 1 . This is the only compact closed-form continuous-time solution to our knowledge. The other types of solutions that we have found 16 have not been written in compact closed form. We illustrate our solution using the Hammerstein system given as where u and y are deviation variables. The exact solution we found to eqs 1 and 2 for a step change in the inputs at time 0 is given as where
, and L -1 is the inverse Laplace transform operator. Combining eqs 4 and 5 gives A mathematical proof of the exactness of the solution is given in the appendix. To test our claim that eq 6 exactly solves eqs 1 and 2, one can specify their own functions [f(u) and G(s)] and the value for u(0), solve eqs 1 and 2 numerically over some time period, and compare the results using eq 6. In our experiments, we have found the results to give exact agreement. We give an example of this agreement following the next discussion.
Although the solution of a Hammerstein process for a single-input change is an advancement, a more practical outcome is a solution to a series of changes in input over time, as given by eq 7.
We provide this solution in the form of the algorithm we have developed in eq 8.
We have found this algorithm to give an exact solution for Hammerstein processes without the restriction of steady state between input changes for nth-order overdamped dynamic systems. For details of this proof, see
l l
the appendix. In all other cases, the accuracy will depend on the level of complexity of dynamic behavior and the rate of input changes, as described in the appendix. The solution presented above has several advantageous attributes. The solution identifies the functions (f and g) and retains them in their original form. The solution is compact and easily useable. Other continuous-time solutions are usually expressed as integral equations, which can be quite challenging to solve to get closed-form solutions. Defining attributes of the H-BEST solution are its ease and simplicity in arriving at its solution.
Proposed Methodology (H-BEST)
In this section we present a methodology to obtain estimates of the linear and dynamic model forms and their parameters in eq 6 when modeling real systems from data. In the last section we saw that the form of the static nonlinear function [i.e., the f(‚)] is preserved in the exact solution we presented. This result is exploited by H-BEST for model building in several ways. First, the modeling of this function is allowed to be separate from the modeling of the dynamic function [i.e., the g(‚)]. Second, because the determination of f(‚) is separate, model specification and optimal data collection can be driven in a conventional statistical manner. More specifically, because this is steady-state modeling and fitting, one is able to take full advantage of the field of SDOE. Third, if f(‚) can be mathematically represented, then it can be modeled, along with any steady-state function, using statistical methods. Thus, there are no restrictions on the form of f(‚).
In the last section we also saw that the forms of the dynamic terms were written in the time domain and represented conventional dynamic processes with a step input change (see eq 4). This result is also exploited by H-BEST for model building as follows. The input changes that are determined by SDOE for obtaining f(‚ ) are used as step changes, and the dynamic data are used to determine g(‚). Because these model forms are nonlinear in the parameters, nonlinear regression is used to estimate their values.
The specific steps for model building are as follows: 1. Determine the statistical experimental design. 2. Run the experimental design as a series of step tests, allowing steady state to occur after each change and collecting the data dynamically over time.
3. Use the steady-state data to determine the ultimate response function, f(∆u; ), for each output. ∆u is a deviation variable, i.e., ∆u(t) ) u(t) -u ss .
4. Use the dynamic data to determine the dynamic response function, g(t;τ), for each output.
In the first step, the selected SDOE is based on steady-state modeling and, thus, is the same one that one would select based strictly on fitting only f(∆u; ). That is, H-BEST does not require any additional SDOE knowledge over that contained in standard statistical textbooks on SDOE. 17 The design that one selects is dependent on the a priori assumptions regarding the nonlinear and interactive ultimate response behavior, as well as cost considerations. The second step is data collection. For each experimental trial or step test, the input changes are made, and dynamic data for each output are collected over time from the time of the change until the process settles.
In the third step the input changes are collected with the ultimate response values for each output, and a fitted f(∆u; ) is obtained for each output. These functions are then set aside while the dynamic data, in step 4, are used to estimate g(t;τ) for each output. As stated above, because these forms are usually nonlinear in the τ's, nonlinear regression techniques are needed to determine their estimates.
Note that, for a given output, there will be one fit for each trial. Thus, there is the possibility of finding different order functions for different trials for the same output. In these cases, we recommend selecting the highest order form for a given output and fitting each trial to this form. After completely obtaining the fitted g(t;τ) for each output, one can fit τ over the input space for each response using multiple linear regression. However, we have found τ to be fairly robust in many cases, making this requirement unnecessary. Hence, in most cases the average values from all of the trials for τ is sufficient. Note that the Hammerstein structure (see Figure 1 ) has one dynamic form associated with one output. By using a model to vary τ as the inputs vary, this is essentially allowing the dynamic structure to change with the input level which, strictly speaking, is outside the scope of the Hammerstein structure. In the situation when even this is not adequate to address changing dynamics with input changes, one will certainly have to consider a structure beyond Hammerstein, which is outside the scope of this methodology. We have addressed these situations in research by using Wiener and more complex block-oriented structures with promising results.
The above procedure to fit f(∆u; ) and g(t;τ), separately, has also been applied in discrete-time Hammerstein modeling. 12 In addition, one must understand that the emphasis of H-BEST is not system identification. System identification is the fitting of f(∆u; ) and g(t;τ), which is typically not a difficult task for our approach. For real systems, the approximate fitting of f(∆u; ) can often be done fairly accurately using the method of linear regression. The identification of g(t;τ) can typically be done by inspection and a knowledge of how firstand second-order systems behave, which is found in any first course textbook in process control. If the function is not well behaved, system identification might become more of a challenge, but this is beyond the scope of this paper.
After the fitted equations for f(∆u; ) and g(t;τ) are obtained, they are incorporated into the algorithm (i.e., eq 8) to predict the output response for changes in inputs. We discovered the proposed algorithm after several failed attempts (see Bhandari and Rollins 18 for an earlier version). Although simple in form, the prediction algorithm is an extremely critical component of the methodology. Without it, even with accurate fits for f(∆u; ) and g(t;τ), prediction would not be accurate. It is now given in a more general framework and described in more detail than before.
The H-BEST algorithm is a procedure that predicts the output response from the fits for f(∆u; ) and g(t;τ) in a scheme that depends only on the most recent change for each input. The advantage of using the most recent input change for each variable is greater accuracy when modeling errors and measurement errors can propagate over time. 18 For an input step change occurring at time t 1 , a more general representation of the H-BEST prediction algorithm is given by eq 9 as where ŷ(t) is the predicted output response at time t; y(0) is the measured value of the output at the initial time, 0; ∆u(t 1 ) is a vector that contains the deviation values of the process variables from their steady-state values at time t ) 0, i.e., ∆u(t 1 ) ) u(t) -u ss ; ˆis a vector that contains the estimates of the steady-state response parameters determined from the current input conditions; f(∆u(t 1 ); ˆ) is the function that computes the change in the ultimate response for the change ∆u(t 1 ); τ is a vector that contains the estimates of the dynamic parameters that could depend on ∆u(t 1 ); g(t-t 1 ;τ) is the semiempirical nonlinear function that computes the dynamic portion of the response such that as t f ∞, the function f 1; and S(t-t 1 ) is the shifted unit step function. Note that, at t 1 , ŷ(t) ) ŷ(t 1 ), and as t f ∞, ŷ(t) f y(0) + f(∆u(t 1 ); ˆ). Thus, the algorithm provides proper initial and limiting behavior. See Rietz and Rollins 13 for a modification of the algorithm to include online measured output data. However, because measurement noise is filtered (because of the smoothing nature of the predictive function) during parameter estimation, only in situations of very high measurement inaccuracy will the use of output data give modest improvement in accuracy over the unmeasured situation. 19 Next, we illustrate the application of this methodology on a theoretical process.
Application of H-BEST to the Theoretical Hammerstein Process
In this section we present the application of H-BEST to a theoretical Hammerstein process presented by Haber and Unbehauen, 20 to clearly delineate the steps involved. Their Hammerstein system, which has one input and one output, is given by eq 10 as with u ss ) 0 and y ss ) 2.0. In this section, we will also demonstrate the ability of H-BEST to estimate the parameters in eq 10 and the correct forms for eq 10. Note that for this case the correct forms are One measure of the soundness of this approach will be its ability to accurately obtain eqs 11 and 12. The other critical measure will be to obtain accurate predictions over time for changes in u(t) through the use of eq 9. The first step in applying H-BEST is to determine the experimental design. Because this is a SISO process and the ultimate response is quadratic, the following four input changes were chosen as the experimental design: u ) -4, -1, 1, and 4. These input changes were made, and the fits shown in Figure 2 were obtained using firstorder models.
As shown, the fit to each step test is quite accurate. From each trial (i.e., the change in u), the ultimate response value was obtained and used to estimate eq 11. Figure 3 shows a plot of the ultimate response data versus u. Five points are shown which include the four design points and the center point (u ) 0). This figure demonstrates the highly nonlinear behavior of the ultimate response over this input space. Fitting a quadratic model to data in Figure 3 using linear regression produced the following, excellent, approximation of eq 11.
The four estimates of τ from each of the first-order fits in Figure 2 were averaged to obtain the estimate for eq 12. This value was 9.93, giving a close estimate of eq 12 as shown.
Testing H-BEST for this process consisted of incorporating the estimates of eqs 11 and 12 into eq 9 and examining its predictive behavior when making arbitrary changes in u over the fitted input space. The input change sequence for this test is shown in Figure 4 . The process response and the response of H-BEST for this input sequence change are presented in Figure 5 . As shown, H-BEST predicts almost perfectly the real process. This follows from the fact that H-BEST gives an exact solution to the true Hammerstein process and this methodology was able to estimate the parameters accurately. That is, if the true functions (eqs 11 and 12) were incorporated into eq 9, its agreement with the true process would have been perfect.
Similarly, to obtain accurate predictions for the process described by eqs 1 and 2, one could choose an appropriate design that allows for estimation of quadratic effects for two inputs such as a three-level 
factorial design. Then one would use the steady state and the dynamic data from these step tests to obtain estimates of and τ and last use eq 9 to obtain accurate predictions. In the following sections, we present the details of the dryer and the procedure followed to obtain predictive models for the dryer responses using H-BEST. Figure 6 shows a schematic of the dryer and its instrumentation. The process is a common householdstyle dryer that has been retrofitted with additional sensors and measuring and recording instruments. The air flow rate is measured at the inlet of the electric heater using a standard flow nozzle with a known flow coefficient and a standard nozzle box to ensure uniform streamlines at the nozzle inlet. An additional fan is installed at the box inlet to overcome the pressure losses across the nozzle box and the flow nozzle and used to change the inlet mass flow rate during the investigation of the effect of the inlet mass flow rate on the masstransfer coefficient. The air flow rate is also measured at the dryer outlet for the investigation of the masstransfer coefficient using a flow nozzle.
Experimental Setup for the Dryer
The coil surface temperatures are measured at six locations across the coil using K-type thermocouples that are welded on the coil surfaces. The instantaneous power supplied to the heater is determined by multiplying the measured voltage across the heater terminals and the current through the heater. The voltage across the heater terminals is measured using a voltage divider circuit to reduce the measured voltage to a maximum value of 5 V, which does not damage the data acquisition system. The current through the heater is measured using a 100 MV/15 A General Electric calibrated high resistor. A Duncan MR-2SU kilowatt-hour meter is used to measure the energy usage of the dryer and also to validate the instantaneous power reading.
Air temperatures are measured at many locations along the air path. Two K-type thermocouples are used to measure the inlet air temperature. Eight shielded K-type thermocouples are used to measure the air temperatures across the coils. Five K-type thermocouples at one section are used to measure the air temperatures at the heater outlet.
Using the average value of the air temperature at the heater outlet, the air temperature at the heater inlet, and the measured inlet flow rate, the output energy of the heater and the heater efficiency can be determined. Many K-type thermocouples are welded on the heater surface to approximately evaluate the energy losses from the heater so that the heater efficiency can be determined to validate the heater efficiency determined using the air flow rate and temperatures.
The relative humidity is measured at two locations inside the drum and at the dryer outlet. The relative humidity is determined by measuring the dry bulb temperature and the wet bulb temperature using K-type thermocouples and determining the corresponding relative humidity. The moisture content of the clothes is determined by weighing the bone-dry clothes and the wet clothes using a digital scale. A data acquisition system with a SCXI-1000 chassis with two modules is used to sample the measured data. The output of the thermocouples that are welded on the coil surfaces, the output voltage of the circuit divider, and the output voltage of the current resistor are connected to a highvoltage, eight-channel isolated analogue input SCXI-1120 module. The output voltages of the rest of the thermocouples are connected to a 32-channel thermocouple amplifier SCXI-1102 module. A Lab View program 21 written for an E3100-Gateway2000 computer was used to regulate the sampling and record the sampled data.
Experimental Design and Model Development
This section describes the sequential procedure that we used to obtain the fitted semiempirical models for the dryer process. The first step was the selection of the input variables. This selection involved identifying all of the variables that affected the process that could be manipulated and controlled. Ambient temperature and humidity affected the drying process but were not controlled. The input variables we chose for this study were the power supplied to the heater (P), the inlet fan speed (N), the dry weight of the clothes in the dryer (w), and the initial moisture content of the clothes (m). The output variables we chose for this study were the coil temperature (T c ), the air temperature of the air exiting the heater (T a ), the temperature of the heater surface (T s ), the dry bulb temperature of the air exiting the dryer (T d ), and the wet bulb temperature of the air exiting the dryer (T w ). The first three output variables are of interest, for example, during the optimum operation of the dryer because these would provide the constraints or bounds for the safe operation of the dryer. The last two output variables would be used to determine the relative humidity at the dryer exit and hence provide information about the extent of drying.
The next step required specifying the input space, sometimes also referred to as the operability region. The lower and upper limits on the input variable were chosen so that they covered a broad range. Within the range of a variable, different levels were considered to model curvilinear effects across the input space. A complete factorial design, which allows detection and modeling of all possible interactions, to study the effects of four inputs (or factors) at five levels requires 5 4 ) 625 trials, which, obviously, is unrealistic for this process. Hence, we chose an optimal design that enables the testing and estimation of all two-factor interactions and quadratic effects. The experimental design meeting the criteria of our study for the dryer process was a central composite design with replicated center points. 17 Our design consisted of five levels for each input variable which we designated from low to high (i.e., coded) as -2, -1, 0, 1, and 2. The values for each level are given in Table 1 .
The total number of experimental trials (i.e., runs) for our design was 27. This design consisted of 16 corner points, 8 star points, and 3 center points. The corner points are the 2 4 factorial design points considering the effect of four inputs at two levels (-1 and 1) each. The star points look at the effect of each input, at extreme levels (-2 and 2) while keeping the rest of the inputs at their middle levels. The center point implies setting each input to level 0 and was replicated in this study to give an estimate of the standard error. The 27 design points are given in Table 2 . As stated above, this central composite design enables us to account for the two-factor interactive and nonlinear effects of the inputs on the output responses.
Each experiment consisted of starting the dryer with the input variables set to values for that run and then recording the outputs dynamically. Because of the batch nature of the dryer, the process does not reach steady state, but the output variables tend to level off. The drying process can be divided into two distinct phenomena: the constant-rate drying and the falling-rate drying. For our study, we considered only the constantrate drying period. The transfer functions or the dynamic model forms were selected by a visual inspection of the dynamic response of the outputs. In cases where more than one transfer function could be used to adequately describe the process, the dynamic model with the smallest sum of square of error (SSE) was selected. We found that the dynamic response of any output was the same for all of the trials or runs but the estimates of dynamic parameters varied from one trial to the next trial. The dynamic parameters for the individual trials in the design are presented in work by Bhandari. 22 The dynamic parameters for each output did not vary significantly over the input space, and the mean value of the parameter was used over the entire space. The linear dynamic model forms we chose for the five output variables were as follows: (i) coil temperature, first-order (FO) model; (ii) air temperature at the heater exit, second-order plus lead (SOPL) model; (iii) heater surface, first-order plus dead time (FOPDT) model; (iv) wet bulb temperature at the dryer outlet, SOPL plus dead time (SOPLPDT) model; (v) dry bulb temperature at the dryer outlet, FOPDT model. The dynamic responses of the output variables (for one particular run, run 10) are shown in Figures 7-11 . The fitted responses for other runs show the same excellent behavior but with different parameter estimates obtained for each run. The coil temperature response is shown in Figure 7 , the air temperature at heater exit is shown in Figure 8 , and the heater surface response is shown in Figure 9 . The wet bulb temperature and the dry bulb temperature at the dryer outlet are shown in Figures 10 and 11 , respectively. In all, for this five-output study with 27 trials, we fit 135 dynamic models (i.e., 5 outputs times 27 runs). Figures 7-11 also give the typical performances for these fits.
The dynamic parameters (the τ's and θ's) for the dynamic models are obtained using nonlinear regression on the dynamic responses for each run. The dynamic parameters might change with the change in process conditions, and linear regression can be used to account for that dependence. In this case, the dynamic parameters did not vary much over the input space and thus the mean value from the runs was used. The average values of the dynamic parameters used in the H-BEST models are given in Table 3 .
The ultimate changes, in the output variables for all of the runs, were modeled using linear regression techniques as a function of the input variables. The ultimate changes can be modeled using linear regression The fitted curve is generated by using an FO model and the parameter (τc) is estimated using nonlinear regression. with main effects, quadratic effects, and two-factor interactions. For each output, we started with the full model with linear, quadratic, and two-factor interaction terms and reduced the number of terms to retain only those statistically significant at the 0.05 level. The multiple coefficient of determination, R 2 , values for the models were in the range of 80-85%. Mathematically, the H-BEST models for the output responses are given below. Note that any output response is of the general form given by eq 15 as where the first term, T i,0 , is the initial value of the output variable. The term f i (P,N,w,m) denotes the ultimate change in the ith output; i.e., it is the change in the output variable from its initial value to its new steady-state value as it time goes to ∞ and is given by the static gain or the ultimate change function. The last term, g i (t;τ), gives the time dependency of that change for each of the outputs and is given by the dynamic model.
The ultimate change and the dynamic functions for the five output responses are given in eqs 16-25: where the outputs, T, are in°C, power, P, is in W, fan speed, N, is in rpm, weight of clothes, w, is in kg, and moisture content, m, is in wt %. As mentioned previously, the estimates for the dynamic parameters are presented in Table 3 . In the next section, we present the incorporation of the nonlinear gain and dynamic models into the H-BEST algorithm to generate output predictions for a series of input changes.
H-BEST Algorithm
The use of semiempirical model forms in the H-BEST algorithm is a major step of this approach. The algorithm creatively modifies the dynamic prediction equation (eq 15) each time an input change occurs. For the sake of illustration, let us consider that the starting values of the power, fan speed, weight of clothes, and moisture content are P 0 , N 0 , w 0 , and m 0 , respectively. Further, the power value then changes to P 1 , the change occurs at time t P1 , and the first change in fan speed occurs later at time t N1 , changing its value to N 1 . Similarly, the second change in power occurs at time t P2 , and the second change in fan speed occurs later than t P2 at time t N2 so that the power and the fan speed values are P 2 and N 2 , respectively. Let Y be any output variable, ∆Y ∞ be the ultimate change function, and
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-(t-θ w )/τ w2 (23) Dry bulb temperature: Figure 11 . Dynamic response of the dry bulb temperature at the dryer outlet for run 10. The fitted curve is generated by choosing an FOPDT model, and the parameters (τd and θd) are estimated by nonlinear regression. g(t,τ y ) be its corresponding semiempirical fitted model. Mathematically, for this scenario, the algorithm is represented as follows:
As stated in section 2, H-BEST predictions require only the current change in the input values. Apart from minimal memory requirements, this property makes it attractive for computer coding for a real process.
The Study
In this section the predictive performance of the H-BEST algorithm is presented for the five outputs of the dryer process. The power and the fan speed are changed arbitrarily (i.e., randomly) as a series of step changes shown in Figure 12 . The initial weight of the clothes and the moisture content for this study are 2.85 kg and 59.6%, respectively. H-BEST predictions using the input sequences in Figure 12 are shown in Figures  13-17 , for the coil temperature, air temperature, surface temperature, wet bulb temperature, and dry bulb temperature, respectively.
The predictions from H-BEST closely follow the process at all times. The results clearly show an excellent performance. Thus, H-BEST appears to hold much promise of the accurate prediction of real dynamic MIMO processes.
Closing Remarks
This work presented a methodology to accurately model processes that behave as Hammerstein or approximate Hammerstein systems. We presented an exact closed-form solution to a Hammerstein system For t e θ y
,τ y ) (26) Figure 13 . Coil temperature response to the input sequences shown in Figure 12 . that was also useful in inspiring the model building methodology proposed. The effectiveness of this methodology was demonstrated on a mathematical model and a real process. It appears that Hammerstein modeling has seen much activity in discrete-time situations but limited application in continuous-time modeling. A critical reason that the proposed approach is successful is its ability to formulate output prediction in explicit form with separate terms for the steady and dynamic portions. Another key to its success is the ability of its prediction algorithm to achieve high accuracy with a series of input changes over time. This work extends the SISO method of Rollins et al. 1 to MIMO processes, and it is able to take full advantage of SDOE. The accuracy of the proposed approach is dependent on the degree to which the process under consideration behaves as a Hammerstein process in the defined input space. It is also dependent on the degree to which the assumptions of the approach are satisfied as described in detail by the proof given in the appendix. The most critical of these assumptions is zero derivatives at input change points when the dynamics are not overdamped. To address this limitation, we are currently developing a modified algorithm of this method to account for nontrivial derivatives at change points. Another limitation of our proposed approach is the requirement for the input changes to be step changes. However, this limitation is less critical because, for high accuracy, the only necessary input change requirement is for the inputs to be approximated accurately by piecewise step functions. In research we have found this methodology to do quite well for highly complex continuous-input signals with sufficiently fast sampling times. In addition, we are also successfully extending this methodology to the exact treatment of common input types.
Our main motivation for selecting the dryer process for this study was to demonstrate the ability of the proposed approach to model a real system. It also shows the ability of the proposed methodology to address nonlinear and interactive behavior as demonstrated by the outputs in the dryer process. In addition, it demonstrates nicely the utilization of SDOE and the application of H-BEST to a real MIMO problem.
The proposed method has the potential to bring SDOE into the realm of dynamic processes. Current SDOE is taught and applied in the steady-state context. When processes are dynamic, the common practice is to allow the process to reach steady state and then collect the data. The proposed method gives a framework to teach and apply SDOE in a dynamic context.
Currently, we are investigating the evaluation of experimental designs using the D-optimality criterion. This has been made possible by our ability to write a compact closed-form solution for Hammerstein processes. Using the exact solution, we can generate the output response for processes with known (a priori) structure and evaluate the determinant of the derivative matrix for competing designs. Preliminary results from this work have clearly shown the superiority of step tests based on SDOE over the very popular method of pseudo random sequences.
Future work will also involve the development of continuous-time, predictive modeling methodologies based on exact solutions to other block-oriented structures such as the Wiener structure, the sandwich structure (a combination of Hammerstein and Wiener), and so on.
3. The n -1 derivatives of the output, dy/dt, d 2 y/dt 2 , ..., d n-1 y/dt n-1 are zero at the time of the input change, i.e., Note that there is no restriction on the ultimate change function, i.e., f(u(t)). The class of processes covered by the scope of this proof are as follows:
Class 1: nth-order stable processes with real poles. Class 2: Stable processes with a transfer function consisting of p poles and q zeroes with q < p and the condition that processes reach steady state after each input change.
The proof is shown here for an nth-order system with real and distinct poles (i.e., a subset of class 1). The inputs in any given interval t i e t < t i+1 , with t i+1 > t i , are given by u(t) ) u(t i ). Mathematically this process can be written as where and S(t-t i ) is the shifted unit step function. Let us define For the conditions of this proof, it can be shown that (proof omitted for space considerations but see Ogunnaike and Ray 23 for support)
Taking the Laplace transform of eq A1 gives Rearranging the terms in eq A5 gives Moving terms associated with y(t i ) to the right-hand side (RHS) of eq A6 and dividing both sides by the term in front of Y(s) gives Because the system consisted of n real and distinct poles, the polynomial in the denominator of the RHS of eq A7 can be rewritten as where τ 1 , τ 2 , ..., τ n are the time constants of the system. Substituting eq A8 into eq A7 gives Applying partial fraction expansion to the terms on the RHS of eq A9 allows it to be rewritten as where A 0 ) 1.
We can see from eq A11 that B i ) -A i . Taking the inverse Laplace transform of eq A10 and using B i ) -A i gives Adding and subtracting 1 from the term after the y(t i ) term in eq A12 gives Combining terms that contain A i in eq A13 gives ]}
S(t-t i ) (A13)
Also, recognizing that where Substituting eq A15 into eq A14 and realizing that S(t-t i ) ) 1 (for t > t i ) gives
Because eq A17 is the same as eq 8, the proof follows. This proof was shown for an nth-order process with real and distinct poles. Without loss of generality, this proof can be extended to an nth-order process with real and identical poles. For processes with a dead time of θ, the H-BEST solution, i.e., eq 8 or eq A17, is modified by substituting t i + θ for t i in the arguments of y(t i ) and g(t-t i ). We are currently developing proofs for other cases (processes with poles and zeroes, with dead time, etc.) in research. In addition, for the class 2 cases (mentioned above), with significant derivatives at input change points, we are developing a modification to the method we have presented in this paper. 
For t > t i , y(t) ) y(t i ) + (f(u(t i )) -y(t i )) g(t-t i ) (A17)
