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Abstract
This note is devoted to the comparison between two Nearest-neighbor Gaussian processes (NNGP)
based models: the response NNGP model and the latent NNGP model. We exhibit that the comparison
based on the Kullback-Leibler divergence (KL-D) from the NNGP based models to their parent GP based
model can result in reverse conclusions in different parameter spaces. And we suggest a heuristic expla-
nation on the phenomenon that the latent NNGP model tends to outperform the response NNGP model
in approximating their parent GP based model.
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I. Introduction
Big data problems in Geostatistics have generated substantial interest over the last decade. Gaus-
sian Processes (GPs) based models are among the most popular for modeling location-referenced
spatial data. Fitting GP based models to large datasets, however, requires matrix operations
that quickly become prohibitive (see, e.g., (Banerjee, 2017). An early approach of approximating
the likelihood of GP based models (Vecchia, 1988) has attracted much attention recently due to
its proven effectiveness (also see (Stein, 2014). More recently, innovated by Vecchia’s approach,
(Datta et al., 2016) proposed an approach of constructing a GP called Nearest Neighbor Gaussian
Process (NNGP) based upon a given GP (parent GP). The merit of NNGP is that it introduces
sparsity in the precision matrix of its finite realization, which lessens the storage requirement and
computational burden in the model fitting, while the inference obtained from an NNGP based
model is comparable to its parent GP based model. Some of the practical implementations of the
NNGP is discussed in Zhang et al. (2018), while (Katzfuss and Guinness, 2017) discuss certain
generalizations.
In this note, we focus on discussing the performance of two NNGP based models: the re-
sponse NNGP and latent NNGP models. The note is organized as follows. First, we introduce
the Kullback-Leibler divergence (KL-D) and discuss the KL-D for Gaussian models with latent
variables. Second, we discuss a claim from (Katzfuss and Guinness, 2017) which compares the
response NNGP and latent NNGP models based on KL-D. Third, we suggest a heuristic explana-
tion on the phenomenon that the latent NNGP model tends to outperform the response NNGP
model in approximating their parent GP based model
II. KL-D of Gaussian models with latent variables
The Kullback-Leibler divergence (KL-D) is widely used as a measure of the difference between
two probability distributions. The KL-D from probability distribution Q to probability distribu-
tion P is defined as
DKL(P||Q) =
∫
log
dP
dQ
dP , (1)
where dPdQ is the Radon-Nikodym derivative of P with respect to Q. In particular, for two Gaussian
distributions P,Q onRN with mean vector µP, µQ and covariance matrix ΣP,ΣQ, respectively, the
KL-D from Q to P is given by:
DKL(P||Q) = −
1
2
{log detΣP − log detΣQ + N − tr(Σ
−1
Q ΣP)− (µP − µQ)
⊤Σ−1Q (µP − µQ)} (2)
A KL-D of zero indicates that P,Q satisfy P = Q almost everywhere. The higher the KL-
D is, the more differently the two distributions behave. Thus, the value of KL-D is popularly
recognized as a criterion in comparing the performance of models. A valid comparison based
on KL-D requires that the distributions based on models are all defined on the same space. For
hierarchical models, latent variables are often introduced to model unobserved variables, which
results in a distribution on the joint space of the latent and observed variables. It is common to
use the joint distribution of the latent and observed variables to calculate KL-D for theoretical
comparison. However, in practice, the hierarchical models with latent variables are not preferred
for obtaining inference in Markov Chain Monte Carlo (MCMC) algorithms. The latent variables
are treated as parameters to be sampled since they are unobserved, but needed in each iteration of
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MCMC algorithms. This enlarges the dimension of the parameter space and dramatically lowers
the sampling efficacy in MCMC algorithms. It is popular to integrate out latent variables and use
the marginal distribution on the collapsed space to obtain the inference in MCMC algorithms.
While one model may be better than another based on the KL-Ds on the joint space of observed
and latent variables, the question remains whether the model will still be better on the collapsed
space of observed variables. The following example shows that marginalization neither preserves
volume nor keeps the order of KL-D.
Assume the true model is y|w ∼ N(w, 1) with latent variable w ∼ N(0, 1), now consider two
models
model1 : y|w ∼ N(w, 0.5) , w ∼ N(0, 0.5)
model2 : y|w ∼ N(w, 2.5) , w ∼ N(0, 0.5)
(3)
The true distribution P and the probability distributions for two models Q1,Q2 follows
P(y,w) ∼ N
([
0
0
]
,
[
2.0 1.0
1.0 1.0
])
; P(y) ∼ N(0, 2.0)
Q1(y,w) ∼ N
([
0
0
]
,
[
1.0 0.5
0.5 0.5
])
; Q1(y) ∼ N(0, 1.0)
Q2(y,w) ∼ N
([
0
0
]
,
[
3.0 0.5
0.5 0.5
])
; Q2(y) ∼ N(0, 3.0)
(4)
Then through 2, the KL-D from Q1 to P and the KL-D from Q2 to P satisfy:
DKL(P(y,w)||Q1(y,w)) < DKL(P(y,w)||Q2(y,w)); DKL(P(y)||Q1(y)) > DKL(P(y)||Q2(y)) (5)
This indicates that Q1 is closer to P than Q2 on the joint space of observed and latent variables,
while Q1 is further from P than Q2 on the collapsed space of observed variables. Now, let the
second model be:
model2 : y|w ∼ N(w, 1.5) , w ∼ N(0, 1.5) (6)
With the correponding Q2
Q2(y,w) ∼ N
([
0
0
]
,
[
3.0 1.5
1.5 1.5
])
; Q2(y) ∼ N(0, 3.0) (7)
Then the KL-D comparison becomes:
DKL(P(y,w)||Q1(y,w)) > DKL(P(y,w)||Q2(y,w)); DKL(P(y)||Q1(y)) > DKL(P(y)||Q2(y)) , (8)
which shows that Q1 is closer to P than Q2 on both the joint and the collapsed spaces. The
above example illustrates that the comparison made on the augmented space may not hold
on the collapsed space when using KL-Ds. In the next section, we will show that a claim in
(Katzfuss and Guinness, 2017) may fail when we use KL-Ds on a collapsed space.
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III. The comparison of the performance of NNGP based models
The preceding section illustrates the comparison of KL-Ds with a trivial hierarchical model. In
this section, we discuss the performance of NNGP based models using the KL-Ds from them to
their parent GP based models. Consider {y(s) : s ∈ D} be the process of interest over domain
D ⊂ Rd, d ∈ N+, and y(s) can be decomposed as y(s) = w(s) + ǫ(s) for some latent process w(s)
and white noise process ǫ(s). Assume that y(s) and w(s) are known to follow certain GPs. We
use an NNGP derived from the true GP in modeling as an alternative of the true GP. Depending
on which process NNGP is assigned for, there will be a response NNGP model and a latent
NNGP model. The former assigns NNGP for y(s) and the latter assigns NNGP for w(s). Using
a Directed Acyclic Graph (DAG) built on an augmented latent space, (Katzfuss and Guinness,
2017) show that the KL-D from the latent NNGP model to the true model is no more than that of
the response NNGP model, suggesting that the latent NNGP model is better than the response
NNGP model. However, as pointed out in the last section, the claim based on KL-Ds on an
augmented space is not guaranteed to hold on a collapsed space. Here we provide an example
with numerical results to show a response NNGP model that might outperform a latent NNGP
model on a collapsed space.
Assume the observed location set is S = {s1, s2, s3}, w(s1, s2, s3) has covariance matrix σ
2R
with correlation matrix:
R =

 1 ρ12 ρ13ρ12 1 ρ23
ρ13 ρ23 1

 (9)
Let us suppress the connection between knots s2 and s3 in the DAG corresponding to the
finite realization of the NNGP on S. Then the covariance matrix of y(s1, s2, s3) of the response
NNGP model ΣR and that of the latent NNGP model Σl have the following forms:
ΣR = σ
2


1+ δ2 ρ12
ρ12ρ23
1+δ2
ρ12 1+ δ
2 ρ23
ρ12ρ23
1+δ2
ρ23 1+ δ
2

 , Σl = σ2

1+ δ
2 ρ12 ρ12ρ23
ρ12 1+ δ
2 ρ23
ρ12ρ23 ρ23 1+ δ
2 ,

 (10)
where δ2 = τ
2
σ2
is the noise-to-signal ratio with τ2 as the variance of the noise process ǫ(s). By
the sufficient and necessary condition of R being positive-definite:
1− (ρ212 + ρ
2
13 + ρ
2
23) + 2ρ12ρ13ρ23 > 0 , 1− ρ
2
12 > 0 , (11)
it is easy to show that ΣR and Σl are also positive-definite. If ρ13 =
ρ12ρ23
1+δ2
, then the KL-D from
the response NNGP model to the true model always equals zero, which is no more than the
KL-D from the latent NNGP model to the true model. If ρ13 = ρ12ρ23, then the KL-D of the
latent NNGP model to the true model always equals zero, which reverses the relationship. More
examples were found in the trial and error of this study. The numerical studies can be found in
https://luzhangstat.github.io/notes/KL-D_com.html
While there can be found examples for both sides as discussed above, we observed that the
latent NNGP model is in general a better approximation to the parent GP than the response
NNGP model based on the KL-Ds when fixing process parameters at the true value. Though the
conditions for each sides is still unclear for the author, we try to give a heuristic explanation in
next section to show why latent NNGP model tends to be better than the response NNGP.
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IV. A discussion on the possible reason behind the observed
relationship
Let the covariance matrix of y(S) of the parent GP based models be C + τ2 I where C is the
covariance matrix of the latent process w(S). Define the Vecchia approximation of the precision
matrix C−1 and K−1 = {C + τ2 I}−1 be
Vecchia(C−1) = C˜−1 , Vecchia(K−1) = K˜−1 (12)
so that the covariance matrix of y(S) of the latent NNGP model is C˜ + τ2 I and the precision
matrix of y(S) of the response NNGP model is K˜−1. We denote the error matrix of the Vecchia
approximation of C−1 be E. E is small so that C˜−1 approximates C−1 well. With the same
observed location S and the fixed number of nearest neighbors, the error matrix of the Vecchia
approximation of K−1 is believed to be close to E
C−1 = C˜−1 + E ; K−1 = K˜−1 +O(E). (13)
Represent the precision matrix of y(S) of the parent GP based model and the latent NNGP model
to be
(C + τ2 I)−1 = C−1 − C−1M−1C−1 , M = C−1 + τ−2 I
(C˜ + τ2 I)−1 = C˜−1 − C˜−1M∗−1C˜−1 , M∗ = C˜−1 + τ−2 I
(14)
Check the difference
(C + τ2 I)−1 − (C˜ + τ2 I)−1 = C−1 − C−1M−1C−1 − C˜−1 + C˜−1M∗−1C˜−1
= E− EM−1C˜−1 − C˜−1M−1E − C˜−1(M−1 − M∗−1)C˜−1︸ ︷︷ ︸
B
− EM−1E︸ ︷︷ ︸
O(E2)
We find that the leading term B tends to shink the error matrix from the Vecchia’s approxima-
tion of C−1. Consider representing B in terms of C˜−1, M∗ and E, where E is assumed to be
nonsingluar.
B = E− EM∗−1C˜−1 + EM∗−1(E−1 + M∗−1)−1M∗−1C˜−1
− C˜−1M∗−1E + C˜−1M∗−1(E−1 + M∗−1)−1M∗−1E + C˜−1M∗−1(E−1 + M∗−1)−1M∗−1C˜−1
(15)
By Sherman–Morrison–Woodbury formula and the expansion (I + X)−1 = ∑∞n=0{−X}
n, we have
(E−1 + M∗−1)−1M∗−1 = {M∗(E−1 + M∗−1)}−1 = {M∗E−1 + I}−1
= I − {I + EM∗−1}−1 = I − {I − EM∗−1 +O(E2)}
= EM∗−1 +O(E2)
Use the above equations and exclude the term in order O(E2) in the expression of B, we have the
leading term of the difference to be
B = (I − C˜−1M∗−1)E(I − M∗−1C˜−1) = (I + τ2C˜−1)−1E(I + τ2C˜−1)−1 (16)
By the spectrum decomposition theorem, there exist an orthogonal matrix P such that
(I + τ2C˜−1) = P⊤(I + τ2D)P
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where D is a diagonal matrix whose elements on diagonal are positive. Thus
||B||F = ||P
⊤(I + τ2D)−1PEP⊤(I + τ2D)−1P||F = ||(I + τ
2D)−1PEP⊤(I + τ2D)−1||F
≤ ||PEP⊤||F = ||E||F
(17)
where || · ||F is the Frobenius norm. The inequality also holds for the absolute value of determi-
nant and p norms. And the equality holds if and only if τ2 = 0 when the difference is the same
as the error matrix for response NNGP model. Thus we conclude that the latent model shrinks
the error from the Vecchia approximation. And this might be a reason why the latent NNGP
model in general outperforms the response NNGP model in approximating the parent GP based
model as observed in the studies based on KL-Ds.
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