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Cohomology of compact hyperka¨hler manifolds.
Mikhail Verbitsky,
verbit@math.harvard.edu
Abstract. LetM be a compact simply connected hy-
perka¨hler (or holomorphically symplectic) manifold,
dimH2(M) = n. Assume that M is not a product of
hyperkaehler manifolds. We prove that the Lie group
so(n−3, 3) acts by automorphisms on the cohomology
ring H∗(M). Under this action, the space H2(M)
is isomorphic to the fundamental representation of
so(n− 3, 3). Let Ar be the subring of H∗(M) gener-
ated by H2(M). We construct an action of the Lie
algebra so(n − 2, 4) on the space A, which preserves
Ar. The space Ar is an irreducible representation of
so(n − 2, 4). This makes it possible to compute the
ring Ar explicitely.
1. Introduction.
Here we give a brief introduction to results of this paper. The subsequent
sections are independent from the introduction.
The main object of this paper is theory of compact hyperka¨hler mani-
folds. A hyperka¨hler manifold (see Definition 2.1 for more precise wording)
is a Riemannian manifold M equipped with three complex structures I, J
and K, such that I ◦ J = −J ◦ I = K and M is Ka¨hler with respect to the
complex structures I, J and K.
Let M be a complex manifold which admits a hyperka¨hler structure. A
simple linear-algebraic argument implies that M is equipped with a holo-
morphic symplectic form. Calabi-Yau theorem shows that, conversely, every
compact holomorphically symplectic Ka¨hler manifold admits a hyperka¨hler
structure, which is uniquely defined by these data.
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Further on, we do not discriminate between compact holomorphic sym-
plectic manifolds of Ka¨hler type and compact hyperka¨hler manifolds.
Let (M, I) be a compact Ka¨hler manifold which admits a holomorphic
symplectic form Ω. For simplicity of statements, we assume in this intro-
duction that Ω is unique up to a constant. Denote by M the C∞-manifold
underlying (M, I). Let (M, I ′) be another compact holomorphically sym-
plectic manifold which lies in the same deformation class as (M, I). Fixing
a diffeomorphism of underlying C∞-manifolds, we may identify the smooth
manifold which underlies (M, I) with that underlying (M, I ′).
Let X be an arbitrary compact Ka¨hler manifold, dimC X = n. We
associate with a Ka¨hler structure on X so-called Riemann-Hodge pairing
(·, ·) : H2(X,R) ×H2(X,R) −→ R
which is a map associating a number
∫
X
ωn−2 ∧ η1 ∧ η2 − n− 2
(n− 1)2 ·
∫
X ω
n−1η1 ·
∫
X ω
n−1η2∫
X ω
n
(1.1)
to classes η1, η2 ∈ H2(X,R), where ω ∈ H2(X,R) is the Ka¨hler class (see
also Claim 5.1).
Consider the positively defined scalar product (·, ·)Metr induced by Rie-
mannian metric on the space of harmonic 2-forms, identified by Hodge with
H2(X,R). The pairing (1.1) is defined in such a way that on primitive (1, 1)-
forms with coefficients in R, (·, ·) is equal to −(·, ·)Metr . Similarly, on the
space (
Rω ⊕H2,0(X)⊕H0,2(X)
)
∩H2(X,R),
the form (·, ·) is equal to (·, ·)Metr .
Let (·, ·), (·, ·)′ : H2(M,R) × H2(M,R) −→ R be the Hodge-Riemann
forms associated with (M, I) and (M, I ′) respectively. The most surprising
result of this paper is following (see Theorem 6.1 for a different wording of
the same statement):
Theorem 1.1: The forms (·, ·) and (·, ·)′ are proportional.
Taking a Ka¨hler class ω such that V ol(M) = 1, where V ol(M) :=
∫
M ω
n,
we get rid of the ambiguity in the choice of a constant. If (M, I) and (M, I ′)
both satisfy V ol(M) = 1, then the Hodge-Riemann forms (·, ·) and (·, ·)′
2
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are equal. We call this form the normalized Hodge-Riemann pairing,
denoted as (·, ·)H. This form is an invariant of a deformation class of complex
manifolds. One may regard (·, ·)H as topological invariant. 1
We use the form (·, ·)H to compute the cohomology algebra H∗(M). We
explicitely compute the subalgebra of H∗(M) generated by H2(M). These
computations also give the relations between elements generated by H2(M)
and the rest of H∗(M).
The main ideas of this computation are due to the observations which
involve Torelli theorem and deformation spaces. As follows from results of
Bogomolov ([Bog], [Bes], [Tod]), the deformation space of a holomorphically
symplectic manifold is a smooth complex manifold, which is a quotient of a
Stein space by an arithmetic group. From this description we use only the
calculation of dimension of this moduli space.
The map of Kodaira and Spencer
KS : T[M ]M−→ H1(TM)
is a linear homomorphism from the Zariski tangent space T[M ]M of a mod-
uli space M of deformations of M to the first cohomology of the sheaf of
holomorphic vector fields on M . It is proven by Kodaira and Spencer [KS]
that this map is an embedding. Results of Bogomolov et al imply that M
is smooth and KS is an isomorphism. This is often called “Torelli theo-
rem”. This statement could be translated to the language of period maps.
Together with Theorem 1.1, this observation implies a nice description of
the period map.
By “period map” associated with the holomorphic symplectic manifolds
(see Section 4 for details) we mean the following geometrical object. We
define the (coarse, marked) moduli of holomorphic symplectic manifolds as
the space of different complex holomorphic symplectic structures on a given
C∞-manifold M up to diffeomorphisms which act trivially on H∗(M). Let
Comp be a connected component of this moduli space. For more accurate
definition of Comp, we refer the reader to Definition 3.2. For all points
I ∈ Comp, we denote the corresponding complex manifold by (M, I). From
the definition of Comp we obtain a canonical identification of cohomology
spaces H∗(M, I) for all I ∈ Comp.
1In fact, the form (·, ·) : H2(M,R)×H2(M,R) −→ R of (1.1) is a topological invariant
associated with every cohomology class ω ∈ H2(M,R). Our proof immediately implies
that for a dense set of ω, ω′ ∈ H2(M,R), Theorem 1.1 holds.
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For simplicity of statements, we deal with the simply connected holomor-
phically symplectic manifolds M such that H2,0(M) = C (such manifold are
called simple).
The period map (Section 4) in this context is a map Pc : Comp −→
P(H2(M,C)) which relies a line H2,0(M, I) ⊂ H2(M,C) to every I ∈ Comp.
Classical results of Bogomolov et al imply that Pc is an immersion. Hodge-
Riemann relations together with Theorem 1.1 let one to describe the image
of Pc in following terms. An immediate consequence of Hodge-Riemann
relations is that for all lines x ∈ Im(Pc) ⊂ P(H2(M,C)), and all vectors
l ∈ x ⊂ H2(M,C), we have (l, l)H = 0. Therefore, Pc maps Comp to a
quadric C ⊂ P(H2(M,C)), which is defined by the quadratic form associated
with the Riemann-Hodge pairing. Dimension of Comp is computed from
Torelli theorem. As one can easily check, it is equal to the dimension of C.
Since Pc is an immersion, we obtain the following theorem:
Theorem 1.2: The period map Pc : Comp −→ C is etale.
This is the main observation used in computations of the cohomology
algebra H∗(M).
Let I ∈ Comp. Let adI ∈ End(H∗(M)) be a linear endomorphism which
maps a (p, q)-form η ∈ Hp,q(M) to (p−q)√−1η. LetM ⊂ End(H∗(M)) be a
Lie algebra generated by the endomorphisms adI for all I ∈ Comp. Hodge-
Riemann relations imply that the action of M on V = H2(M) preserves the
scalar product (·, ·)H. This defines a Lie algebra homomorphism
ρ : M −→ so(V ). (1.2)
Using period maps and estimation on dimensions of moduli spaces, we prove
that ρ is an isomorphism (Theorem 13.1, Theorem 13.2). This statement
is an ingredient in the computation of the algebra H∗(M).
The algebraic structure on H∗(M) is studied using the general theory
of Lefschetz-Frobenius algebras, introduced in [LL]. Lefschetz-Frobenius
algebras are associative graded commutative algebras whose properties ap-
proximate that of cohomology of compact manifolds which admit Ka¨hler
structure. We give an exact definition of this term in Section 8 (Definition
8.5). With no loss of generality, reader may think of these algebras as of
cohomology algebras.
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With the Lefschetz-Frobenius algebra A we associate so-called struc-
ture Lie algebra g(A) ⊂ End(A) which acts on A by linear endomor-
phism. The action of structure Lie algebra is often sufficient to reconstruct
multiplication on A. This algebra is defined using the algebraic version of
the strong Lefschetz theorem. Let A =
2d⊕
i=0
Ai be a graded commutative
associative algebra over a field of characteristic zero. Let H ∈ End(A) be a
linear endomorphism of A such that for all η ∈ Ai, H(η) = (i − d)η. This
endomorphism is usually considered in Hodge theory.
For all a ∈ A2, denote by La : A −→ A the linear map which associates
with x ∈ A the element ax ∈ A. Again, this operator is a counterpart of the
operator L considered in Hodge theory. The triple (La,H,Λa) ∈ End(A) is
called a Lefschetz triple if
[La,Λa] = H, [H,La] = 2La, [H,Λa] = −2Λa.
A Lefschetz triple establishes a representation of the Lie algebra sl(2) in
the space A. For cohomology algebras, this representation arises as a part
of Lefschetz theory. V. Lunts noticed that in a Lefschetz triple, the endo-
morphism Λa is uniquely defined by the element a ∈ A2 (Proposition 8.1).
For arbitrary a ∈ A2, a is called of Lefschetz type if the Lefschetz triple
(La,H,Λa) exists. If A = H
∗(X) where X is a compact complex manifold
of Ka¨hler type, then all Ka¨hler classes ω ∈ H2(M) are elements of Lefschetz
type. On the other hand, not all elements of Lefschetz type are Ka¨hler
classes. For instance, if ω is of Lefschetz type, then −ω is also of Lefschetz
type, but ω and −ω cannot be Ka¨hler classes simultaneously. As one can
easily check (see [LL]), the set S ⊂ A2 of all elements of Lefschetz type is
Zariski open in A2.
Now we can define the structure Lie algebra g(A) of A. By definition,
g(A) ⊂ End(A) is a Lie subalgebra of End(A) generated by La, Λa, for all
elements of Lefschetz type a ∈ S. This Lie algebra is often sufficient to
reconstruct the multiplicative structure on A.
Returning to the hyperka¨hler manifolds, we consider the structure Lie
algebra g(A) of the ring A = H∗(M), where M is a compact hyperka¨hler
manifold. It turns out that the structure Lie algebra g(A) can be explicitely
computed. In particular, Theorem 11.1 gives us the following theorem:
Theorem 1.3: Let M be a compact holomorphically symplectic mani-
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fold. Assume for simplicity2 that M admits a unique up to a constant holo-
morphic symplectic form. Let n = dim(H2(M)). Then g(A) = so(4, n − 2).
This computation, which also involves the computation of the Lie algebra
M of (1.2), takes up 4 sections of this paper. However, the main idea of this
computation is easy.
Let M be a compact hyperka¨hler manifold with the complex structures
I, J , K. Consider the Ka¨hler forms ωI , ωJ , ωK associated with these
complex structures. Let ρI : sl(2) −→ End(H∗(M)), ρJ : sl(2) −→
End(H∗(M)), ρK : sl(2) −→ End(H∗(M)) be the corresponding Lefschetz
homomorphisms. Let a ⊂ End(H∗(M)) be the minimal Lie subalgebra
which contains images of ρI , ρJ , ρK . The algebra a was computed explicitely
in [V-so(5)].
Theorem 1.4: ([V-so(5)]) The Lie algebra a is isomorphic to so(4, 1).
This statement can be regarded as a “hyperka¨hler Lefschetz theorem”.
Indeed, its proof parallels the proof of Lefschetz theorem. One can check that
the cohomology classes ωI , ωJ , ωK ∈ H2(M,R) are orthogonal with respect
to Riemann-Hodge. Let Hyp be the classifying space of the hyperka¨hler
structures on M (see Section 3). Let Phyp : Hyp −→ H2(M) × H2(M) ×
H2(M) be the map which associates with the hyperka¨hler structure H =
(I, J,K, (·, ·)) the triple (ωI , ωJ , ωK). Then the image of Phyp in H2(M) ×
H2(M)×H2(M) satisfies
∀(x, y, z) ∈ imPhyp
∣∣∣∣ (x, y)H = (x, z)H = (y, z)H = 0,
(x, x)H = (y, y)H = (z, z)H,
(1.3)
where (·, ·)H is the Hodge-Riemann pairing of (1.1). Let D ⊂ H2(M) ×
H2(M) × H2(M) be the set defined by the equations (1.3). Using Torelli
theorem and Calabi-Yau, we prove the following statement:
Theorem 1.5: The image of Phyp is Zariski dense in D.
2The structure Lie algebra can be computed without this trivial assumption, but the
statement is less starightforward. See the discussion after Definition 3.1 for details.
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Theorem 1.5 shows that all algebraic relations which are true for
(x, y, z) ∈ Phyp(Hyp)
are true for all (x, y, z) ∈ D. Computing the Lie algebra a as in Theorem
1.4, we obtain a number of relations between x, y, z ∈ H2(M) which hold for
all (x, y, z) ∈ Im(Phyp). Using the density argument, we obtain that these
relations are universally true. This idea leads to the following theorem.
Theorem 1.6: Let A = H∗(M) be a cohomology algebra of a compact
simply connected holomorphically symplectic manifold M with H2,0(M) ∼=
C. Let n = dimH2(M). Then the structure Lie algebra g(A) of A is
isomorphic to so(4, n − 2).
It remains to recover the multiplication on H∗(M) from the structure
Lie algebra. This is done as follows. Let A = ⊕Ai be a Lefschetz-Frobenius
algebra, g = g(A) be its structure Lie algebra. Clearly, g is graded: g =⊕
i
g2i, g2i(Aj) ⊂ Aj+2i. Let k denote the one-dimensional commutative Lie
algebra. In the case of Theorem 1.6, g ∼= so(4, n − 2), g0 ∼= so(3, n − 3)⊕ k,
dim g2 = dim g−2 = n and dim g2i = 0 for |i| > 1 (see Theorem 9.1). We say
that the Lefschetz-Frobenius algebra A is of Jordan type if g2i(A) = 0 for
|i| > 1. For such algebras, the subspaces g2(A), g−2(A) ⊂ A are commutative
Lie subalgebras of g(A). Let Ug be the universal enveloping algebra of
g = g(A), and Ug2 ⊂ Ug be the enveloping algebra of the subalgebra g2 =
g2(A) ⊂ g. Consider the space A as A-module. Then, for all v ∈ A we have
a map tv : Ug −→ A which associates P (v) with P ∈ Ug. The Lie algebra g2
is commutative, and therefore Ug2
∼= S∗(g2). According to [LL], the natural
map A2 −→ g2, a −→ La, is an isomorphism (see Corollary 8.1 for details).
Let v ∈ H0(M) ⊂ A be a unit element of the ring A. Consider the restriction
t of tv : Ug −→ A to Ug2 ⊂ Ug. Then t is a map from S∗g2 ∼= S∗A2 to
A. Clearly, this map coinsides with the map S∗A2 −→ A defined by the
multiplication. This implies that multiplication by elements from H2(M)
can be recovered from the action of the structure Lie algebra g. Using the
calculations of Theorem 1.6, we obtain, in particular, the following theorem
(see Section 15):
Theorem 1.7: Let M be a compact hyperka¨hler manifold. Let
H¯∗(M) ⊂ H∗(M)
7
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be the subalgebra in H∗(M) generated by H2(M). Let dimC M = 2n. Then
H¯2i(M) ∼= SiH2(M)
for i 6 n, and
H¯2i(M) ∼= S2n−iH2(M)
for i > n.
Contents:
Section 1: Introduction.
Section 2: Hyperka¨hler manifolds.
Section 3: Moduli spaces for hyperka¨hler and holomorphically symplec-
tic manifolds.
Section 4: Periods and forgetful maps.
Section 5: Hodge-Riemann relations for the hyperka¨hler manifolds and
period map.
Section 6: The Hodge-Riemann metric on H2(M) does not depend on
complex structure.
Section 7: Period map and the space of 2-dimensional planes in
H2(M,R).
Section 8: Lefschetz-Frobenius algebras.
Section 9: The minimal Frobenius algebras and cohomology of compact
Ka¨hler surfaces.
Section 10: Representations of SO(V,+) leading to Frobenius algebras.
Section 11: Computing the structure Lie algebra for the cohomology of
a hyperka¨hler manifold, part I.
Section 12: Calculation of a zero graded part of the structure Lie algebra
of the cohomology of a hyperka¨hler manifold, part I.
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Section 13: Calculation of a zero graded part of the structure Lie algebra
of the cohomology of a hyperka¨hler manifold, part II.
Section 14: Computing the structure Lie algebra for the cohomology of
a hyperka¨hler manifold, part II.
Section 15: The structure of the cohomology ring for compact hyper-
kaehler manifolds.
Section 16: Calculations of dimensions.
• Section 1 tries to supply motivations and heuristics for the further
study. In the body of this article, we never refer to Section 1. Reading
Section 1 is not necessarily for understanding of this paper.
• In Section 2, we give the definition of a hyperka¨hler manifold. We
explain the geopetry of quaternionic action on H∗(M). This section
ends with the statement of Calabi-Yau for compact holomorphically
symplectic manifolds. Results and definitions of this section are well
known.
• Section 3 begins with a definition of simple hyperka¨hler manifolds.
This notion stems from the theory of holonomy groups. Let M be
a compact hyperka¨hler manifold, dimR M = 4n. Then the holonomy
group of M is naturally a subgroup of Sp(n). The simple hyperka¨hler
manifold is a hyperka¨hler manifold such that its restricted holonomy
group in exactly Sp(n) and not a proper subgroup of Sp(n). In Defi-
nition 3.1 we give a different, but equivalent treatment of this notion
(see also [Beau]).Using a formalism by de Rham and Berger, Bogo-
molov and Beauville proved that a hyperka¨hler manifold M is simple
if and only if there is no finite covering M˜ of M such that M˜ can
be represented as a product of two (or more) non-trivial hyperka¨hler
manifolds. Therefore, it is usually harmless to assume that a given
compact hyperka¨hler manifold is simple. For simple hyperka¨hler man-
ifolds, dimH2,0(M) = 1.
• After we define simple hyperka¨hler manifolds, we go for the marked
moduli spaces. We define moduli spaces for complex, hyperka¨hler
9
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and holomorphically symplectic structures. We do this in topological,
rather than in algebro-geometrical setting. The most obvious reason
for this lopsided treatment is that moduli of hyperka¨hler structures
don’t have any structures in addition to topology. Results and defini-
tions of this section are well known.
• In Section 4, we define several kinds of period maps. Let Comp be
the marked moduli of complex structures on a simple holomorphically
symplectic manifold. For all complex structures I ∈ Comp, the space
H2,0(M, I) of (2, 0)-forms is one-dimensional. With every complex
structure I ∈ Comp, the period maps Pc : Comp −→ P(H2(M,C))
associates a line H2,0(M, I) ⊂ H2(M) in P(H2(M,C)). With ev-
ery holomorphic symplectic structure, period map associates a class
in H2(M,C) represented by a holomorphic symplectic form. Finally,
with every hyperka¨hler structure, period map Phyp associates a triple
of Ka¨hler classes which correspond to the complex structures I, J ,
K. We define a number of forgetful maps (from hyperka¨hler mod-
uli to complex moduli etc.) and compare these maps against period
mappings.
• Sections 2 - 4 contain no new results. We establish setting for the
further study of hyperka¨hler manifolds.
• Section 5 answers the following query. Hodge-Riemann pairing on
cohomology satisfies a certain type of positivity conditions, called
Hodge-Riemann relations. What happens with these relations on
a hyperka¨hler manifold? It turns that for a Hodge-Riemann form (·, ·)
defined on H2(M) and an action of SU(2) on H2(M) which comes
from quaternions, the following conditions are satisfied:
(i) Let H inv ⊂ H2(M) be the space of SU(2)-invariants, and H⊥ be
its orthogonal complement. Then the Riemann-Hodge pairing is
negatively defined on H inv and positively defined on H⊥.
(ii) The space H⊥ is three-dimensional.
(iii) The space H⊥ is generated by the Ka¨hler forms associated with
the complex structures I, J and K.
• Section 6 is the crux of the first part of this paper. We prove that
the Hodge-Riemann form (1.1) on H2(M) is independent (up to a
10
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constant) from the Ka¨hler structure. The idea of the proof is the
following.
• The group SO(3) acts on the space of the hyperka¨hler structures,
replacing the triple (I, J,K) by another orthogonal triple of imagi-
nary quaternions. As Section 5 shows, this action does not change
the Hodge-Riemann form. Let H ∈ Hyp, and let (ωI , ωJ , ωK) ∈
H2(M,R)×H2(M,R)×H2(M,R) be the image of H under the action
of period map Phyp. By definition, the Hodge-Riemann form depends
only on ωI . Therefore, we may replace H by H′ ∈ Hyp such that
Phyp(H′) = (ωI , ω′J , ω′K), and such replacement does not change the
Hodge-Riemann pairing. We show that by iterating such replacements
and action of SO(3), we can connect any two hyperka¨hler structure H
and H′ satisfying V olH(M) = V olH′(M), where by V olH(M) we un-
dertstand the volume of M computed with respect to the Riemannian
structure associated with H. Since these operations don’t change the
Riemann-Hodge form, this form is equal for all hyperka¨hler structure
H of given volume. Section 6 depends on Sections 2 - 5.
• Section 7 gives a description of the period map
Pc : Comp −→ B(H2(M,C))
in terms of the manifold Pl of 2-dimensional planes in H2(M,R). It
turns out that there exist an etale mapping Qc : Comp −→ Pl. This
is a standard material, covered also in [Tod]. Our exposition adds a
twist to [Tod], because we use the normalized Hodge-Riemann form,
which was unknown before. Otherwise, this section depends only on
Sections 2 - 4.
• Sections 8 - 10 are completely independed on the preceding sections.
• In Section 8, we give a number of algebraic definitions. We give an ex-
position of the theory of Lefschetz-Frobenius algebras, following [LL].
The aim of this section is a purely algebraic version of strong Lefschetz
theorem.
• Roughly speaking, Frobenius algebra is a graded algebra for which an
algebraic version of Poincare duality holds. A typical example of such
algebra is an algebra of cohomology of a compact manifold. Similarly,
the Lefschetz-Frobenius algebra is a Frobenius algebra for which the
11
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strong Lefschetz theorem holds - typically, an algebra of cohomology
of a Ka¨hler manifold. In Section 8 we explain these notions and define
a structure Lie algebra g of a Lefschetz-Frobenius algebra. Here we
also give a definition of Lefschetz-Frobenius algebras of Jordan type.
• Section 9 is dedicated to explicit examples of Lefschetz-Frobenius al-
gebras, called minimal Lefhsetz-Frobenius algebras. By defini-
tion, a minimal Lefschetz-Frobenius algebra is a Lefschetz-Frobenius
algebra A = A0 ⊕ A2 ⊕ A4. The “Poincare” form on A defines
a bilinear symmetric pairing on A2. It turns out that this pairing
uniquely determines A. Conversely, with every linear space equipped
with non-degenerate symmetric sclalar product we associate a minimal
Lefschetz-Frobenius algebra. We prove that every minimal Lefschetz-
Frobenius algebra is of Jordan type, and explicitely compute its struc-
ture Lie algebra. For a minimal Lefschetz-Frobenius algebra A(V )
associated with a space V , we denote the corresponding structure Lie
algebra by so(V,+). If V is a linear space over R equipped with a
scalar product of signature (p, q), then so(V,+) ∼= so(p + 1, q + 1).
• In Section 10 we find all reduced Lefschetz-Frobenius algebras A =
A0 ⊕ A2 ⊕ ... ⊕ An with the structure Lie algebra so(V,+), where
dimV > 3. By “reduced” we understand the Lefschetz-Frobenius al-
gebras generated by A2. It turns out that for n even, such algebra
is unique (we denote it by
n
2A(V )), and for n odd, there is no such
algebras.
• Sections 8 - 10 are purely algebraic, and Sections 2 - 7 are dealing
with geometry. These sections are mutually independent, and Sections
11 - 14 draw heavily on both parts, geometrical and algebraic. In
these sections, we compute the structure Lie algebra of an algebra
of cohomology of a simple hyperka¨hler manifold. The basic result is
that this algebra is isomorphic to so(V,+), where V is the linear space
H2(M,R) equipped with the normalized Hodge-Riemann pairing.
• In Section 11, we prove that the Lefschetz-Frobenius algebra A =
H∗(M) is of Jordan type: g(A) = g−2(A) ⊕ g0(A) ⊕ g2(A). To prove
this we introduce the standard “density and periods” argument, which
is also used in Sections 13 - 14.
• In Section 12, we construct a map g0(A) −→ so(V ) ⊕ k, where k
is a one-dimensional commutative Lie algebra. We prove that this
12
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map is an isomorphism. We also prove that the Lie subalgebra M ⊂
End(V ) generated by adI for all I ∈ Comp is isomorphic to so(V ).
By definition, adI : H i(M) −→ H i(M) is an endomorphism which
maps η ∈ Hp,qI (M) to (p− q)
√−1 η. We use the computations related
to the so(5)-action on H∗(M) (see [V-so(5)]).
• In Section 13, we prove that the map u : g0 −→ so(V )⊕k, constructed
in Section 12, is an isomorphism. The proof is computational.
• In Section 14, we use the results of Sections 11 - 13 to finish the com-
putation of the structure Lie algebra g(A). This is done by writing
down a linear isomorphism g(A) −→ so(4, n − 2) explicitely. By com-
putations, we check that this isomorphism is in fact an isomorphism
of Lie algebras.
• Section 15 is, again, algebraic. It depends only on Sections 8 - 10. In
this section, we explicitely compute the graded commutative algebra
dA(V ) of Section 10. This computation has the following geometrical
interpretation. Let A = H∗(M) be the algebra of cohomology of
a simple hyperka¨hler manifold M , dimR M = 4d, and A
r ⊂ A be
its subalgebra generated by V = H2(M). The main theorem of 10,
together with an isomorphism g(A) ∼= so(V,+) immediately imply that
Ar ∼= dA(V ). Therefore, by computing dA(V ), we compute a big part
of the cohomology algebra of M . This way, we obtain a proof of
Theorem 1.7. The computation of dA(V ) is based on the classical
theory of representations of so(V ) and their tensor invariants ([Wy]).
• The final section applies the result of Theorem 1.7 to obtain numerical
lower bounds on Betti and Hodge numbers of a hyperka¨hler manifold.
2. Hyperka¨hler manifolds.
Definition 2.1: ([Beau], [Bes]) A hyperka¨hler manifold is a Rieman-
nian manifold M endowed with three complex structures I, J and K, such
that the following holds.
(i) M is Ka¨hler with respect to these structures and
13
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(ii) I, J and K, considered as endomorphisms of a real tangent
bundle, satisfy the relation I ◦ J = −J ◦ I = K.
This means that the hyperka¨hler manifold has the natural action of
quaternions H in its real tangent bundle. Therefore its complex dimension
is even.
Let adI, adJ and adK be the endomorphisms of the bundles of differ-
ential forms over a hyperka¨hler manifold M which are defined as follows.
Define adI. Let this operator act as a complex structure operator I on the
bundle of differential 1-forms. We extend it on i-forms for arbitrary i using
Leibnitz formula: adI(α ∧ β) = adI(α) ∧ β + α ∧ adI(β). Since Leibnitz
formula is true for a commutator in a Lie algebras, one can immediately
obtain the following identities, which follow from the same identities in H:
[adI, adJ ] = 2adK; [adJ, adK] = 2adI;
[adK, adI] = 2adJ
Therefore, the operators adI, adJ, adK generate a Lie algebra gM ∼= su(2)
acting on the bundle of differential forms. We can integrate this Lie algebra
action to the action of a Lie group GM = SU(2). In particular, operators
I, J and K, which act on differential forms by the formula I(α ∧ β) =
I(α) ∧ I(β), belong to this group.
Proposition 2.1: There is an action of the Lie group SU(2) and Lie
algebra su(2) on the bundle of differential forms over a hyperka¨hler manifold.
This action is parallel, and therefore it commutes with Laplace operator.
Proof: Clear.
If M is compact, this implies that there is a canonical SU(2)-action on
H i(M,R) (see [V-so(5)]).
Let M be a hyperka¨hler manifold with a Riemannian form 〈·, ·〉. Let the
form ωI := 〈I(·), ·〉 be the usual Ka¨hler form which is closed and parallel
(with respect to the connection). Analogously defined forms ωJ and ωK are
also closed and parallel.
The simple linear algebraic consideration ([Bes]) shows that ωJ+
√−1ωK
is of type (2, 0) and, being closed, this form is also holomorphic.
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Definition 2.2: Let Ω := ωJ+
√−1ωK . This form is called the canon-
ical holomorphic symplectic form of a manifold M.
Let M be a complex manifold which admits a holomorphic symplectic
form Ω. Take the Riemannian metric (·, ·) on M , and the corresponding
Levi-Civitta connection. Assume that Ω is parallel with respect to the Levi-
Civitta connection. Then the metric (·, ·) is hyperkaehler1 ([Bes]).
If some it compact Ka¨hler manifold M admits non-degenerate holo-
morphic symplectic form Ω, the Calabi-Yau ([Y]) theorem implies thatM is
hyperka¨hler (Theorem 2.1) This follows from the existence of a Ka¨hler met-
ric onM such that Ω is parallel under the Levi-Civitta connection associated
with this metric.
Let M be a hyperka¨hler manifold with complex structures I, J and
K. For any real numbers a, b, c such that a2 + b2 + c2 = 1 the operator
L := aI + bJ + cK is also an almost complex structure: L2 = −1. Clearly,
L is parallel with respect to a connection. This implies that L is a complex
structure, and that M is Ka¨hler with respect to L.
Definition 2.3: If M is a hyperka¨hler manifold, the complex structure
L is called induced by a hyperka¨hler structure, if L = aI + bJ + cK
for some real numbers a, b, c | a2 + b2 + c2 = 1.
If M is a hyperka¨hler manifold and L is induced complex structure, we
will denote M , considered as a complex manifold with respect to L, by
(M,L) or, sometimes, by ML.
Consider the Lie algebra gM generated by adL for all L induced by a
hyperka¨hler structure on M . One can easily see that gM = su(2). The Lie
algebra gM is called isotropy algebra of M , and corresponding Lie group
GM is called an isotropy group of M . By Proposition 1.1, the action of
the group is parallel, and therefore it commutes with the action of Laplace
operator on differential forms. In particular, this implies that the action of
the isotropy group GM preserves harmonic forms, and therefore this group
canonically acts on cohomology of M .
1This means that the (·, ·) is induced by a hyperka¨hler structure on M .
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Proposition 2.2: Let ω be a differential form over a hyperka¨hler man-
ifold M . The form ω is GM -invariant if and only if it is of Hodge type (p, p)
with respect to all induced complex structures on M .
Proof: Assume that ω is GM -invariant. This implies that all elements
of gM act trivially on ω and, in particular, that adL(ω) = 0 for any induced
complex structure L. On the other hand, adL(ω) = (p − q)√−1 if ω is of
Hodge type (p, q). Therefore ω is of Hodge type (p, p) with respect to any
induced complex structure L.
Conversely, assume that ω is of type (p, p) with respect to all induced
L. Then adL(ω) = 0 for any induced L. By definition, gM is generated by
such adL, and therefore gM and GM act trivially on ω.
Definition 2.4: Let M be a Kaehler manifold and ω ∈ H2(M,R) be
the Kaehler class of M . Let dimC (M) = n. Let η ∈ H2i(M). We define the
degree of the cohomology class η by the formula
deg(η) :=
∫
M
η ∧ ωn−i
Vol(M)
.
Clearly, if η is pure of Hodge type (p, q) and deg(η) 6= 0, then p = q.
Let M be a hyperkaehler manifold, and I be an induced complex struc-
ture. Then (M, I) is equipped with the canonical Kaehler metric. Con-
sider (M, I) as a Kehler manifold. We define the degree associated
with the induced complex structure I as the linear homomorphism
degI : H
2i(M,R) −→ R which is equal to degree map
deg : H2i((M, I),R) −→ R
defined on the cohomology of the Kaehler manifold (M, I).
The following statement follows from a trivial local computation. The
more general form of this claim is proven in [V-Sym].
Claim 2.1: Let M be a hyperkaehler manifold and η ∈ H2(M) be a
GM -invariant hohomology class. Then degI(η) = 0 for all induced complex
structures I.
Proof: See Theorem 2.1 of [V-Sym]
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Calabi-Yau theorem provides an elegant way to think of hyperkaehler
manifolds in holomorphic terms. Heuristically speaking, compact hyper-
kaehler manifolds are holomorphic manifolds which admit a holomorphic
symplectic form.
Definition 2.5: The compact complex manifold M is called holomor-
phically symplectic if there is a holomorphic 2-form Ω over M such that
Ωn = Ω ∧ Ω ∧ ... is a nowhere degenerate section of a canonical class of M .
There, 2n = dimC (M).
Note that we assumed compactness of M .2 One observes that the
holomorphically symplectic manifold has a trivial canonical bundle. A hy-
perka¨hler manifold is holomorphically symplectic (see Section 2). There is
a converse proposition:
Theorem 2.1: ([Beau], [Bes]) Let M be a holomorphically symplectic
Ka¨hler manifold with the holomorphic symplectic form Ω, a Ka¨hler class
[ω] ∈ H1,1(M) and a complex structure I. Assume that
deg([Ω] ∧ [¯Ω]) = 2deg([ω] ∧ [ω])
Then there exists a unique hyperka¨hler structure (I, J,K, (·, ·)) over M such
that the cohomology class of the symplectic form ωI = (·, I·) is equal to [ω]
and the canonical symplectic form ωJ +
√−1 ωK is equal to Ω.
Theorem 2.1 immediately follows from the Calabi-Yau theorem ([Y]).
3. Moduli spaces for hyperkaehler and holomor-
phically symplectic manifolds.
Definition 3.1: ([Beau]) The connected simply connected compact hy-
perkaehler manifold M is called simple if M cannot be represented as a
Cartesian product of two (non-trivial) hyperkaehler manifolds:
2If one wants to define a holomorphic symplectic structure in a situation when M
is not compact, one should require also the equation ∇′Ω to held. The operator ∇′ :
Λp,0(M) −→ Λp+1,0(M) is a holomorphic differential defined on differential (p, 0)-forms
([GH]).
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M 6=M1 ×M2,
whereM1,M2 are hyperkaehler manifolds such that dim M1 > 0, dim M2 >
0.
Bogomolov proved that every compact hyperkaehler manifold has a fi-
nite covering which is a Cartesian product of a compact torus and simple
hyperkaehler manifolds. Even if our results could be easily carried over
for all compact hyperkaehler manifolds, we restrict ourselves to the case of
non-decomposable manifold to simplify the argument.
Let M be a simple hyperkaehler manifold. According to Bogomolov’s
theorem ([Beau]), for every induced complex structure I,
dimC
(
H2,0((M, I))
)
= 1.
This means that the space of holomorphic symplectic forms on (M, I) is
one-dimensional.
From now on, we assume thatM is a simple compact hyperkaehler man-
ifold, which is not a torus.
The moduli spaces of the hyperkaehler and holomorphically symplec-
tic manifolds were first studied by Bogomolov ([Bog]). The studies were
continued by Todorov ([Tod]).
Let MC∞ be M considered as a differential manifold. Let Diff be the
group of diffeomorphisms of M . Recall that the hyperkaehler structure
on MC∞ was defined as a quadruple (I, J,K, (·, ·)) where
I, J,K ∈ End(TMC∞), I2 = J2 = K2 = −1
are operators on the tangent bundle TMC∞ and (·, ·) is a Riemannian form.
This quadruple must satisfy certain relations (Definition 2.1). Let H˜yp be
the set of all hyperkaehler structures on MC∞ . Clearly, the group Diff acts
on H˜yp. The set of all non-isomorphic hyperkaehler structures on MC∞ is
in bijective correspondence with the set of orbits of Diff on H˜yp. However,
the geometrical properties of H˜yp/Diff are not satisfactory: as a rule, the
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natural topology on H˜yp/Diff is not separable etc. To produce a more geo-
metrical moduli space of the hyperkaehler structures, we will refine the space
H˜yp/Diff in accordance with the general algebro-geometrical formalism of
marked coarse moduli spaces.
Let ˜Comp be the set of all integrable complex structures on MC∞ . In
other words, ˜Comp is the set of all operators
I ∈ End(TMC∞), I2 = −1
such that the almost complex structure defined by I is integrable. The set of
all non-isomorphic complex structures on MC∞ is in one-to-one correspon-
dence with ˜Comp/Diff.
For every I ∈ ˜Comp, we say that I admits a hyperkaehler structure
when there exist a hyperkaehler structure (I, J,K, (·, ·)) on M . We say that
I is holomorphically symplectic when the manifold (M, I) admits a non-
degenerate holomorphic symplectic form. The set ˜Comp is endowed with a
natural topology.
Let M be a compact hyperkaehler manifold. Clearly, each of induced
complex structures on M is contained in the same connected component
of ˜Comp. Denote this component by ˜Comp◦. Theorem 2.1 immediately
implies the following statement:
Corollary 3.1: Let I ∈ ˜Comp◦. Then (M, I) admits the hyperkaehler
structure if and only if (M, I) admits a holomorphic symplectic structure
and is of Kaehler type1.
Denote the set of all I ∈ ˜Comp◦ which admit the hyperkaehler structure
by ˜Comp◦.
The pair (I,Ω) is called the holomorphic symplectic structure on
the differential manifold MC∞ if I is a complex structure onMC∞ and Ω
is a holomorphic symplectic form over (M, I). Let ˜Symp◦ denote the set of
all holomorphic symplectic structures (I,Ω) on MC∞ such that I ∈ ˜Comp◦.
1We say that a complex manifold X is of Kaehler type if X admits a Kaehler metric.
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Let Diff ◦ be the set of all x ∈ Diff which act trivially on the cohomol-
ogy H∗(M,R). Denote by H˜yp
◦
the connected component of H˜yp which
contains the initial hyperkaehler structure on M . Let Hyp := H˜yp
◦
/Diff ◦,
Symp := ˜Symp◦/Diff ◦ and Comp := ˜Comp◦/Diff ◦. These spaces are en-
dowed with the natural topology. Their points can be considered as the
classes of hyperkaehler (respectively, holomorphically symplectic and com-
plex) structures on MC∞ up to the action of Diff
◦. Slightly abusing the
language, we will refer to these points as to hyperkaehler (resp., holomor-
phically symplectic and complex) structures. For each I ∈ Comp, we de-
note M , considered as a complex manifold with the complex structure I, by
(M, I). It is clear that (M, I) is holomorphically symplectic and admits a
hyperkaehler structure for all I ∈ Comp.
Definition 3.2: The spaces Hyp, Symp, Comp are called the coarse
moduli spaces of deformations of the hyperkaehler (respectively,
holomorphically symplectic and complex) structure on the marked
compact manifold of hyperkaehler type.
The wordmarked refers to considering the factorization byDiff ◦ instead
of Diff. This is roughly equivalent to fixing the basis in the cohomology
H∗(M), hence “marking”.
4. Periods and forgetful maps.
In assumptions of Section 3, let Hyp, Symp, Comp be the moduli spaces
of Definition 3.2. We define the period map
P˜hyp : H˜yp −→ H2(M,R) ⊗ R3
as a rule which associates with every hyperkaehler structure (I, J,K, (·, ·))
on MC∞ the triple
([ωI ], [ωJ ], [ωK ]) ∈ H2(MC∞ ,R)×H2(MC∞ ,R)×H2(MC∞ ,R)
of Kaehler classes corresponding to I, J and K respectively. By definition,
the group Diff ◦ acts trivially on H2(M). Therefore, P˜hyp descends to a map
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Phyp : Hyp −→ H2(M,R) ⊗ R3
Similarly, define the Griffiths’ period map
Pc : Comp −→ P1(H2(MC∞ ,C))
as a rule which relies the 1-dimensional complex subspace
H2,0((MC∞ , I)) ⊂ H2(MC∞ ,C)
to the complex structure I onMC∞ . Using Dolbeault spectral sequence, one
can easily see that the subspace H2,0((MC∞ , I)) ⊂ H2(MC∞ ,C) is defined
independently on the Kaehler metric.
Let Ps : Symp −→ H2(M,C) map a pair (I,Ω) ∈ Symp to the class
[Ω] ∈ H2(M,C) which is represented by the closed 2-form Ω.
There exist a number of natural “forgetful maps” between the spaces
Hyp, Symp and Comp. Here we define some of these maps and find how
these maps relate to period maps.
Let H = (I, J,K, (·, ·)) ∈ Hyp be a hyperkaehler structure. As in
Definition 2.2, consider the canonical holomorphic symplectic form Ω :=
ωJ +
√−1 ωK associated with H. Let Φhyps : Hyp −→ Symp map H to the
pair (I,Ω) ∈ Symp. Let Φhyps : Hyp −→ Comp map H to I ∈ Comp. Let
Φsc : Symp −→ Comp map S = (I,Ω) ∈ Symp to I ∈ Comp.
For h = (x1, x2, x3) ∈ H2(M,R)×H2(M,R)×H2(M,R), let πi(h) = xi.
Claim 4.1: Let H ∈ Hyp, S ∈ Symp. Then
(i) Ps(Φ
hyp
s (H)) = π2(Phyp(H)) +
√−1 π3(Phyp(H))
(ii) The point Pc(Φ
s
c(S)) ∈ PH2(M,C) corresponds to a line generated
by Ps(S).
Proof: Clear.
According to the general formalism of Kodaira and Kuranishi, Comp is
endowed with a canonical structure of a complex variety. Using the complex
structure on Comp, we describe the map P sc : Symp −→ Comp in terms of
algebraic geometry.
Let L be a holomorphic vector bundle over a complex variety X. Let
Tot(L) be the total space of L. By definition, Tot(L) is a complex variety
which is smoothly fibered over X. Every holomorphic section f ∈ ΓX(L)
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gives a standard holomorphic map sf : X −→ Tot(L). Consider the map
s0 : X −→ Tot(L) corresponding to the zero section of L. This map
identifies X with the closed analytic subspace of Tot(L). Let Tot∗(L) :=
Tot(L)\X be the completion of Tot(L) to X.
Proposition 4.1: Let M be a hyperkaehler manifold, Comp and Symp
be the moduli spaces associated with M as in Definition 3.2. Then there
exist a natural holomorphic linear bundle Ω˜ on Comp such that the following
conditions hold.
(i) There exist a natural homeomorphism i : Tot∗(Ω˜) −→ Symp.
(ii) Let π : Tot∗(Ω˜) −→ Comp be the standard projection. Then the
diagram
Tot∗(Ω˜) i−→ Symp
ցpi ւΦsc
Comp
is commutative.
The homeomorphism i defines a complex analytic structure on Symp.
Further on, we consider both Comp and Symp as complex analytic varieties.
Proof of Proposition 4.1: Let A := Comp×H2(M,C). The holomor-
phic symplectic structure (I,Ω) ∈ Symp is uniquely defined by I ∈ Comp
and the cohomology class [Ω] ∈ H2(M,C). This defines an injection
j : Symp →֒ A, j(I,Ω) = (I, [Ω]).
Consider A as the total space of a trivial holomorphic bundle Ab with the
fiber H2(M,C). We construct Ω˜ as a linear subbundle of Ab, such that its
total space coinsides with j(Symp).
Let U ⊂ Comp be an open set. We say that there exists a universal
fibration over U if there exist a smooth complex analytic fibration π :
M −→ U such that for all J ∈ U , the fiber π−1(J) is isomorphic to (M,J).
Claim 4.2: For all I ∈ Comp, there exist an open set U ⊂ Comp, I ∈ U ,
which admits universal fibration.
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Proof: This is a consequence of Kodaira-Spencer theory (see [KS]).
Let U ⊂ Comp be an open subset which admits a universal fibration
M
pi−→ U . Let CM be the constant sheaf over M, and π• be the sheaf-
theoretic direct image. Let H2 := R2π•CM be the second derived functor
of π• applied to CM. Since CM is a constructible sheaf, and π is a proper
morphism, the sheaf H2 is also constructible. For every point I ∈ U , the
restriction H2|
I
is isomorphic to H2(M,C). Hence, H2|
I
is a locally constant
sheaf. This sheaf is equipped with a natural flat connection, known as Gauss-
Manin connection. Since U is a subset in the space of marked deformations
of M , the monodromy of Gauss-Manin connection is trivial. Hence, the
bundle H2 is naturally isomorphic to Ab|U .
Let F 0 ⊂ F 1 ⊂ F 2 = Ab|U be the variation of Hodge structures as-
sociated with π. By definition, F i are holomorphic sub-bundles of Ab|
U
.
For every I ∈ U , we have F 0 ∼= H2,0((M, I)). Therefore, F 0 is a linear
sub-bundle of Ab|U .
Lemma 4.1: Let U ⊂ Comp be an open set which admits an universal
fibration M −→ U . Let F 0 ⊂ Ab|
U
be the holomorphic linear bundle defined
as above. Let
Symp(U) := {(I,Ω) ∈ Symp | I ∈ U}.
Let Tot(F 0) ⊂ U × H2(M,R) be the total space of F 0 considered as a
subspace in a total space of Ab|U . Then Tot∗(F 0) coinsides with j(Symp(U))
Proof: Clear.
For every open set which admits an universal fibration M −→ U , we
defined the holomorphic linear bundle F 0 ⊂ Ab|
U
. Lemma 4.1 implies that
F 0 ⊂ Ab|U is independent from the choice of the universal fibration, and
that the locally defined sub-bundles F 0 can be glued to a globally defined
holomorphic linear sub-bundle in Ab. Denote this linear sub-bundle by Ω˜.
It is clear that Tot∗(Ω˜) coinsides with j(Symp). Since j is injective, there
exist an inverse homomorphism i : Tot∗(Ω˜) −→ Simp. The condition (ii)
of Proposition 4.1 is obvious. It remains to show that the bijective maps i
and j = i−1 are continuous. This is left to the reader as an exercise.
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5. Hodge-Riemann relations for the
hyperkaehler manifolds and period map.
5.1 What do we do in this section:
With every hyperkaehler manifold M , we associate the action of the group
GM ∼= SU(2) on the cohomology ofM (see Proposition 2.1). Let Phyp(M) :=
(ωI , ωJ , ωK) be the periods of M . We show that the action of GM may be
reconstructed from the periods. This follows from Proposition 5.1 and Claim
5.2.
The action of GM ∼= SU(2) on H2(M) induces a weight decomposition
of H2(M). Using this decomposition, we obtain an interesting version of
Hodge-Riemann relations (Lemma 5.1). In particular, we obtain that for ev-
ery hyperkaehler structure (I, J,K, (·, ·)) onM , the Hodge-Riemann pairings
associated with the complex structures I, J and K are equal (Proposition
5.2).
5.2 Hodge-Riemannian pairing.
In this subsection we follow [Wi].
LetX be a compact Kaehler manifold, and Λ∗(X) = ⊕Λp,q(X) be a space
of differential forms equipped with Hodge decomposition. The Riemannian
structure on X equips Λ∗(X) with a positively defined Hermitian metric (see
[Wi] for correct normalization of this metric). Integrating the scalar product
of two forms over X, we obtain a Hermitian positively defined pairing on
the space of global sections of Λ∗(X). Let us identify the cohomology space
of X with the space of harmonic differential forms. This gives a positively
defined Hermitian product on the space of cohomology H∗(X). We denote
it by
(·, ·)Her : H i(X,C)×H i(X,C) −→ C.
Let I : H i(X,C)×H i(X,C) −→ C map (x, y) to (x, y¯)Her. Clearly, I is
a complex-linear non-degenerate 2-form on H i(X,C), which is defined over
reals. Let A : H i(X,C)×H i(X,C) −→ C map x, y ∈ H i(X,C) to∫
X
x ∧ y ∧ ωn−i,
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where n = dimC X, and i 6 n. Let C : H
∗(X,C) −→ H∗(X,C) be the
Weil operator, which maps a cohomology class ω ∈ Hp,q(X) ⊂ Hp+q(X) to√−1 p−qω. Let L : H i(X) −→ H i+2(X), Λ : H i(X) −→ H i−2(X) be the
Hodge operators, and P i(X) ⊂ H i(X) be the space of primitive cohomology
classes:
P i(X) = {α ∈ H i(X) | Λ(α)} = 0
By Lefshetz theorem,
H i(X) = ⊕LrP i−r(X).
Let pr : H
i(X) −→ P i−r(X) be a map corresponding to this decomposition,
such that for all a ∈ H∗(M),
a =
∑
r
Lrpr(a).
The forms A and I are related by the so-called Hodge-Riemann equation:
(−1) (n−i)(n−i−1)2 A(a,Cb) =
∑
r
µr
(n− p+ r)!
r!
I(Lrpr(a), L
rpr(b)), (5.1)
where µr are positive real constants which depend only on r and dimension
of X.
Let ω ∈ H2(X,R) be a Kaehler class of X. We call the form
(−1) (n−i)(n−i−1)2 A(a,Cb) : H i(X,C)×H i(X,C) −→ C (5.2)
the Hodge-Riemann pairing associated with a Kaehler class ω and
denote this form by (·, ·)ω .
Claim 5.1:
(i) The form (·, ·)ω depends only on the Kaehler class ω ∈ H2(X,R) of X.
In other words, (·, ·)ω would not change if we modify the complex structure
or Kaehler metric, provided that the Kaehler class stays the same.
(ii) The form (·, ·)ω is defined over reals.
(iii) If X is a surface, then the restriction of (·, ·)ω to the primitive
cohomology P 2(X) ⊂ H2(X) coincides with the intersection form.
(iv) Restriction of (·, ·)ω to H2(X) can be written as follows:
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(η1, η2)ω =
∫
X
ωn−2 ∧ η1 ∧ η2 − n− 2
(n− 1)2 ·
∫
X ω
n−1η1 ·
∫
X ω
n−1η2∫
X ω
n
. (5.3)
Proof: Follows from (5.1) (see also [Wi]).
5.3 Riemann-Hodge relations in hyperkaehler case.
LetM be a compact hyperkaehler manifold and H ∈ Hyp be a hyperkaehler
structure onM . Let Phyp(H) be denoted by (x1, x2, x3), xi ∈ H2(M,R). The
hyperkaehler structure H ∈ Hyp defines a Riemannian metric on M . This
metric establishes a positively defined Hermitian scalar product on the space
of C-valued differential forms over M . Realizing the cohomology classes as
harmonic forms, we obtain a Hermitian pairing (·, ·)Her on H i(M,C). Let
Λxi : H
i(M) −→ H i−2(M) be the operator adjoint to Lxi with respect to
the pairing (·, ·)Her. Clearly, Λxi is the Hodge operator associated with the
Kaehler structure on M which is defined by xi and H. Let 〈·, ·〉xi be the
Hodge-Riemann form (5.2) associated with the Kaehler form xi. Let Lˇ xi
be an operator adjoint to Lxi with respect to 〈·, ·〉xi .
Proposition 5.1: Lˇ xj = Λxj for j = 1, 2, 3.
Proof: Fix a choice of j ∈ {1, 2, 3}. For simplicity, assume that j = 1.
We abbreviate Lx1 by L, Λx1 by Λ. Let I be the complex structure induced
by H, such that x1 ∈ H2(M,R) is the Kaehler class of I. Take the Lefschetz
decomposition ([GH])
Hk(M) =
⊕
LiP k−2i(M), P k−2i ⊂ Hk−2i(M),
where the space P i(M) is a space of all primitive classes:
P i(M) = ker
(
Λ : H i(M) −→ H i+2(M)
)
.
Let P p,q(M) := P p+q(M) ∩Hp,q(M). It is well known that
P i(M) =
⊕
p+q=i
P p,q(M).
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(see [GH], [Wi]). Hodge-Riemann relations ((5.1); see also [Wi]) describe
(ζ1, ζ2)Her in terms of 〈ζ1, ζ¯2〉x1 and Lefschetz decomposition. Let n =
dimC (M). When
ζ1 ∈ LiP p,q(M), ζ2 ∈ Li′P p′,q′(M) and (i, p, q) 6= (i′, p′, q′),
both scalar products vanish:
(ζ1, ζ2)Her = 〈ζ1, ζ¯2〉x1 = 0. (5.4)
When ζ1 ∈ LiP p,q(M) and ζ2 ∈ LiP p,q(M), we have
(ζ1, ζ2)Her =
√−1 p−q(−1) (n−p−q)(n−p−q−1)2 〈ζ1, ζ¯2〉x1 . (5.5)
The operator Lˇ x1 is adjoint to Lx1 with respect to 〈·, ·〉x1 and Λx1 is
adjoint to Lx1 with respect to (·, ·)Her. Let ζ ∈ LiP p,q(M). By definition,
t = Lˇ x1(ζ) is the element of H
2i−2+p+q(M) such that ∀ξ ∈ H2i−2+p+q(M)
we have
〈t, ξ〉x1 = 〈ζ, Lx1(ξ)〉x1 . (5.6)
Using (5.4), we see that t ∈ Li−1P p,q(M). For t ∈ Li−1P p,q(M), (5.4)
shows that if (5.6) holds for all ξ ∈ Li−1P p,q(M), this equation holds for
all ξ ∈ H2i−2+p+q(M). On the other hand, Hodge-Riemann relations (5.5)
imply that for ξ, t ∈ Li−1P p,q(M),
(t, ξ¯)Her =
√−1 p−q(−1) (n−p−q)(n−p−q−1)2 〈t, ξ〉x1 =
=
√−1 p−q(−1) (n−p−q)(n−p−q−1)2 〈ζ, Lx1(ξ)〉x1 = (ζ, Lx1 ξ¯)Her.
Therefore Lˇ x1 is adjoint to Lx1 with respect to (·, ·)Her. Proposition 5.1 is
proven.
In Section 2, we defined the action of GM ∼= SU(2) on the cohomology of
a hyperkaehler manifold. For every hyperkaehler structure H ∈ Hyp, there
is an action of SU(2) on H∗(MC∞) which is determined by H. We proceed
to describe this SU(2)-action in terms of the triple
(x1, x2, x3) = Phyp(H) ∈ H2(M)⊕H2(M)⊕H2(M).
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Proposition 5.1 expresses the Hodge operators Λxi via the multiplicative
structure on H∗(MC∞). Let aH ⊂ End(H∗(M,R) be the Lie algebra gener-
ated by Lxi , Λxi , i = 1, 2, 3. According to [V-so(5)], aH ∼= so(4, 1).
Let gH ⊂ aH be the subalgebra of aH consisting of all elements which
respect the grading on H∗(M) induced by the degree:
gH := {x ∈ aH | x(H i(M)) ⊂ H i(M), i = 0, 1, ... 2n.}
Claim 5.2: The Lie algebra gH is isomorphic to su(2). Its action coin-
cides with that of gM defined in Section 2.
Proof: This is Theorem 2 of [V-so(5)].
The forms (·, ·)xi , i = 1, 2, 3 depend only on the value of xi ∈ H2(M,R).
Therefore, Proposition 5.1 has the following interesting consequence:
Corollary 5.1: Let H ∈ Hyp be a hyperkaehler structure on M , and
gH ∼= su(2), aH ∼= so(4, 1) be the corresponding Lie algebras defined as
above. Then the action of gH, aH onH∗(M,R) depends only on hyperkaehler
periods of H. In other words, if H1, H2 are hyperkaehler structures such
that
Phyp(H1) = Phyp(H2),
then action of aH1 , gH1 on H
∗(M) coinsides with action of aH2 , gH2 .
Proposition 5.2: In assumptions of Proposition 5.1, let 〈·, ·〉i be the
restriction of the pairing 〈·, ·〉xi to H2(M). Then 〈·, ·〉1 = 〈·, ·〉2 = 〈·, ·〉3.
Proof: Let (·, ·) be the restriction of (·, ·)H to H2(M). Let V be the
subspace of H2(M) spanned by (x1, x2, x3).
Earlier, we defined the action of the Lie algebra gH ∼= su(2) on H2(M).
Let Hinv be the space of all gH-invariant elements in H2(M). According
to [V-so(5)], the action of gH on H∗(M) induces the Hodge decomposition.
Namely, for every induced complex structure I there exist a Cartan subal-
gebra h ∈ gH such that the weight decomposition on H∗(M) induced by h
coincides with the Hodge decomposition
H i(M) =
⊕
p+q=i
Hp,q(M).
28
Period maps and cohomology final version, December 1994, revised May 95
The space H2,0(M) is one-dimensional for every induced complex structure.
Using the theory of representations of sl(2), one can check that this implies
that H2(M)/Hinv is a simple 3-dimensional representation of gH. Another
trivial calculation shows that V is a gH-invariant subspace of H2(M), and
gH acts on V non-trivially. Therefore H2(M) = Hinv ⊕ V . Proposition 5.2
is implied by the following lemma.
Lemma 5.1: Consider the restrictions of 〈·, ·〉i and (·, ·) to V and Hinv.
Then
〈x, y¯〉 = (x, y¯) for x, y ∈ V, (5.7)
〈x, y¯〉i = −(x, y¯) for x, y ∈ Hinv, and finally, (5.8)
〈x, y¯〉i = (x, y¯) = 0 for x ∈ V, y ∈ Hinv. (5.9)
Proof: Let I be an induced complex structure. Then V = H2,0 ⊕
LI(H
0,0)⊕H0,2(M). where the Hodge decomposition is taken with respect
to I and LI is the Hodge operator of exterrior multiplication by the Kaehler
class of I. Then (5.7) immediately follows from Hodge-Riemann relations
(5.5). By Claim 2.1 all elements of Hinv are primitive.
On the other hand, Hinv ⊂ H1,1 by Proposition 2.2. Therefore (5.8)
follows from (5.5), and (5.9) follows from (5.4). Lemma 5.1 and consequently
Proposition 5.2 are proven.
Corollary 5.2: Let H = (I, J,K, (·, ·)) be a hyperkaehler structure on
M , and L = aI + bJ + cK be an induced complex structure, a2 + b2 + c2 =
1. Let ω1 ∈ H2(M,R) be the Kaehler class associated with the Kaehler
manifold (M, I), and ω ∈ H2(M,R) be the Kaehler class associated with
the Kaehler manifold (M,L). Let (·, ·)ω , (·, ·)ω1 : H2(M) ×H2(M) −→ C
be the Hodge-Riemann forms associated with ω, ω1. Then (·, ·)ω1 = (·, ·)ω
Proof: Follows from Lemma 5.1
6. The Hodge-Riemann metric on H2(M) does
not depend on complex structure.
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LetMC∞ be a compact manifold which admits a hyperkaehler structure.
Let Hyp, Symp, Comp be the moduli spaces constructed in Section 3.
Definition 6.1: Let M be a hyperkaehler manifold, H = (I, J,K, (·, ·))
be its hyperkaehler structure and ω1, ω2, ω3 ∈ H2(M,R) be Kaehler classes
associated with induced complex structures I, J , K. Consider the Riemann-
Hodge pairing (·, ·)ωi : H2(M,R)×H2(M,R) −→ R, i = 1, 2, 3 defined as in
(5.2) (see also (5.3)). According to Proposition 5.2,
(·, ·)ω1 = (·, ·)ω2 = (·, ·)ω3 .
Let
〈x, y〉H := (x, y)(vol(M))−1/n ·xi
where the volume vol(M) =
∫
M x
n
i is volume calculated with respect to the
Riemannian metric (·, ·), and n = dimR (M)2 . This pairing is called the nor-
malized Hodge-Riemann pairing associated with the hyperkaehler
structure H. According to (5.3), the normalized Hodge-Riemann pairing
〈·, ·〉H can be expressed by
(η1, η2)ω = λ
n−2
∫
X
ωn−2 ∧ η1 ∧ η2 − n− 2
(n− 1)2λ
2n−2
∫
X
ωn−1η1 ·
∫
X
ωn−1η2
(6.1)
where λ = (vol(M))−1/n.
The main result of this section is the following theorem:
Theorem 6.1: Let H1, H2 ∈ Hyp be hyperkaehler structures on MC∞ .
Then 〈·, ·〉H1 = 〈·, ·〉H2 In other words, the normalized Hodge-Riemann pair-
ing associated with the point H ∈ Hyp does not depend on the choice of H
in Hyp.
Proof: The space Hyp is endowed with the homogenous action of the
group SO(3) as follows. Let (I, J,K, (·, ·)) ∈ Hyp be a hyperkaehler struc-
ture. Consider the complex structures I, J , K as endomorphisms of the
tangent bundle TM . We express this by I, J,K ∈ ΓM (End(TM)). Con-
sider the three-dimensional subspace V ⊂ ΓM (End(TM)) generated by I,
J , K. By definition of a hyperkaehler structure, V is a three-dimensional
vector space equipped with a canonical isomorphism with the space of anti-
self-adjoint quaternions. The space V of anti-self-adjoint quaternions is a Lie
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subalgebra of the quaternion algebra. The space of sections ΓM (End(TM))
has a canonical algebra structure. By definition, V is a Lie subalgebra of
ΓM (End(TM)), and the Lie algebra structure on V coincides with that on
V ⊂ H. The Lie algebra V ⊂ H is isomorphic to so(3). Consider the adjoint
action of SO(3) on V ∼= V ∼= so(3). Let A ∈ SO(3). By definition of adjoint
action,
A(I)2 = A(J)2 = A(K)2, and
A(I) ◦ A(J) = A(K) = −A(J) ◦A(I) (6.2)
The operators I, J , K are parallel with respect to the Levi-Civita connec-
tion. The operators A(I), A(J), A(K) are linear combinations of I, J , K
with constant coefficients. Hence, these operators are also parallel. They
are orthogonal by trivial reasons.
Claim 6.1: Let X be a Riemannian manifold equipped with Levi-Civita
connection. Let I be an orthogonal almost complex structure which is par-
allel with respect to the connection. Then I is an integrable (i. e., defines
a complex structure). Moreover, the Riemannian metric on X is Kaehler.
Proof: This follows from Newlander-Nierenberg theorem.
Claim 6.1 implies that A(I), A(J), A(K) are operators of complex struc-
ture. Now, (6.2) implies that (A(I), A(J), A(K), (·, ·)) is a hyperkaehler
structure. We obtain an action of SO(3) on Hyp.
Definition 6.2: This action of SO(3) on Hyp is called a standard
action of SO(3) on the space of hyperkaehler structures. Two hy-
perkaehler structures are called equivalent if one can be obtained from
another by the standard action of SO(3).
It is easy to describe the action of SO(3) on Hyp in terms of the period
map:
Claim 6.2: Let H ∈ Hyp and A ∈ SO(3). Consider Phyp(H) and
Phyp(A(H)) as elements of the space
W := H2(M,R) ⊗ R3 ∼= H2(M,R) ⊕H2(M,R)⊕H2(M,R).
Then Phyp(A(H)) is obtained from Phyp(H) by applying Id⊗A to Phyp(H) ∈
H2(M,R)⊗ R3.
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Proof: Clear.
Lemma 6.1: In assumptions of Theorem 6.1, Let H1, H2 ∈ Hyp be
equivalent hyperkaehler structures on MC∞ . Then
〈·, ·〉H1 = 〈·, ·〉H2
Proof: Follows from Corollary 5.2.
Definition 6.3: Let H1, H2 ∈ Hyp. We say that H2 is obtained from
H1 by an admissible substitution if either of the following two conditions
hold:
(i) There exists λ ∈ R such that P3(H1) = λP3(H2).
(ii) H1 is equivalent to H2.
We say that H1 and H2 are well connected if H2 can be obtained from
H1 by a sequence of admissible substitutions. Obviously, this relation is an
equivalence relation.
Lemma 6.2: In assumptions of Theorem 6.1, Let H1, H2 ∈ Hyp be
the hyperkaehler structures on MC∞ . Assume that H1 and H2 are well
connected. Then
〈·, ·〉H1 = 〈·, ·〉H2 .
Proof: It is sufficient to prove Lemma 6.2 assuming that H2 is obtained
fromH1 by admissible substitution. In other words, we may assume that one
of conditions (i) and (ii) of Definition 6.3 holds. When (i) holds, Lemma 6.2
follows from Lemma 6.1. When (ii) holds, Lemma 6.2 is a direct consequence
of (6.1) (see also Claim 5.1 (iv)).
We obtain that Theorem 6.1 is a consequence of Lemma 6.2 and the
following statement:
Proposition 6.1: Let H1, H2 ∈ Hyp be the hyperkaehler structures on
MC∞ . Then H1 and H2 are well connected.
Proof:
Lemma 6.3: Let H = (I, J,K, (·, ·)) and H′ = (I ′, J ′,K ′, (·, ·)′) be two
hyperkaehler structures with I = I ′. Then H and H′ are well connected.
Proof: Since I = I ′, we have
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Pc(Φ
hyp
c (H)) = Pc(Φhypc (H′)).
By Claim 4.1, the spaces spanned by 〈P2(H), P3(H)〉 and 〈P2(H′), P3(H′)〉
coinside. Denote 〈P2(H), P3(H)〉 by W . Let U be the group of linear auto-
morphisms of W which preserve the Hodge-Riemann pairing (·, ·)H associ-
ated with H. Using the basis W = 〈P2(H), P3(H)〉, we may identify U with
U(1). Let u ∈ U ∼= U(1) be represented by the matrix
u =
(
cos(α) sin(α)
− sin(α) cos(α)
)
.
Let u(J) = cos(α)J + sin(α)K and u(K) = cos(α)K − sin(α)J . Check-
ing the definition of the hyperkaehler structure, one obtains that u(H) :=
(I, u(J), u(K), (·, ·)) is a hyperkaehler structure which is equivalent to H.
By Claim 6.2, P2(u(H)) = u(P2(H)) and P3(u(H)) = u(P3(H)). Choosing a
suitable u, we can make P3(u(H)) proportional to P3(H′). For such u, u(H)
is well connected to H′. Since u(H) is equivalent to H, we obtain that H is
well connected to H′.
Lemma 6.4: Let H1, H2 ∈ Hyp be the hyperkaehler structures, and
I ∈ Comp be the complex structure. Assume that I is induced by H1 and
H2. Then H1 is well connected with H2.
Proof: Clearly, Lemma 6.4 follows from Lemma 6.3 and the following
statement:
Sublemma 6.1: Let (I, J,K, (·, ·)) = H ∈ Hyp, I ′ ∈ Comp be a complex
structure which is induced by H. Then H is equivalent to a hyperkaehler
structure H′ = (I ′, J ′,K ′, (·, ·)′) for some J ′,K ′, (·, ·′).
Proof: Consider the action of SO(3) on the space V := 〈I, J,K〉 ⊂
Γ(End(TM)) (see Definition 6.2). Clearly, I ′, considered as a section of
Γ(End(TM)), belongs to V . Take a matrix A ∈ SO(3) which maps I ∈ V
to I ′. Then H′ := A(H) satisfies conditions of Sublemma 6.1.
Definition 6.4: Let I1, I2 ∈ Comp. The complex structures I1, I2 are
called well connected if there exist well connected hyperkaehler structures
H1, H2 such that H1 induces I1 and H2 induces I2. By Lemma 6.4, this is
an equivalence relation.
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Let ω ∈ H2(M,R). Let Compω be the set of all I ∈ Comp such that ω
belongs to the Kaehler cone of I.
Claim 6.3: Let ω ∈ H2(M,R), I, I ′ ∈ Compω. Then the complex
structures I and I ′ are well connected.
Proof: Clear.
Let Kah be the set of all ω ∈ H2(M,R) such that ω is a Kaehler class
for some complex structure I ∈ Comp.
Definition 6.5: Let ω, ω′ ∈ Kah. The classes ω and ω′ are called well
connected if there exist well connected hyperkaehler structures H, H′ such
that P1(H) = ω and P1(H′) = ω′.
Lemma 6.5: Let ω, ω′ be two well connected classes from Kah. Let H,
H′ be the hyperkaehler structures such that P1(H) = ω and P1(H′) = ω′.
Then H, H′ are well connected.
Proof: Consider the spaces Compω and Compω
′
. Since ω is well con-
nected to ω′, there exist well connected hyperkaehler structures
F =
(
A,B,C, (·, ·)
)
, F ′ =
(
A′, B′, C ′, (·, ·)′
)
such that P1(F) = ω and P1(F ′) = ω′. Therefore, A ∈ Compω is well con-
nected to A′ ∈ Compω′. Let H = (I, J,K, (·, ·)), H′ = (I ′, J ′,K ′, (·, ·)′). By
definition, I ∈ Compω and I ′ ∈ Compω′ . By Claim 6.3, I is well connected
to A and I ′ is well connected to A′. Therefore, I is well connected to I ′. By
definition of well connected complex structures, there exist well connected
hyperkaehler structures G and G′ such that G induces I and G′ induces I ′ By
Lemma 6.4, G is well connected to H and G′ is well connected to H′. Since
the relation of being well connected is transitive, H is well connected to H′.
Lemma 6.5 is proven.
To finish the proof of Proposition 6.1, it is sufficient to show that for all
x, y ∈ Kah, the cohomology classes x and y are well connected. By Theo-
rem 2.1, Kah = P1(Hyp). Since Hyp is connected, Kah is also connected.
Therefore Proposition 6.1 is implied by the following lemma:
Lemma 6.6: Let ω ∈ Kah, C(ω) be the set of all classes ω′ ∈ Kah which
are well connected to ω. Then C(ω) is open in Kah.
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Proof: Since Kah ⊂ H2(M,R), it is sufficient to show that C(ω) is open
in H2(M,R). Since the relation of being well connected is transitive, it is
sufficient to show that C(ω) ⊂ Kah contains an open neighbourhood of ω for
all ω ∈ Kah. Let I ∈ Compω. Let H be a hyperkaehler structure associated
with I and ω as in Theorem 2.1.
Let K(H) ⊂ Kah be the set of all η ∈ H2(M,R) such that the following
condition holds. The hyperkaehler structure H induces a complex structure
L such that η ∈ K(L). As usually, K(L) is the Kaehler cone of L. As the
following lemma implies, K(H) ⊂ C(ω).
Sublemma 6.2: Let ω′ ∈ K(H). Then ω′ is well connected to ω.
Proof: Let H ∈ Hyp, ω = P1(H). Let L be an induced complex
structure such that ω′ ∈ K(L). By Sublemma 6.1, there exist a hyperkaehler
structure H′ = (L, J,K, (·, ·)) which is equivalent to H. Then, H is well
connected to H′. Let H′′ be the hyperkaehler structure associated with L
and ω′ as in Theorem 2.1. By Lemma 6.4, H′ and H′′ are well connected.
By definition, P1(H′′) = ω′. Since H is well connected to H′′, ω is well
connected to ω′.
Let H ∈ Hyp and L be an induced complex structure. As usually, we
denote the intersection H1,1(M,L) ∩ H2(M,R) by H1,1L (M,R). Let ω ∈
H1,1L (M,R). The hyperkaehler structure H induces a Riemannian metric on
M . Let ω˜ ∈ Λ2(M,R) be the harmonic form which represents the cohomol-
ogy class ω. Hodge theory implies that ω˜ is a form of Hodge type (1,1) with
respect to the complex structure L. Under these assumptions, we introduce
the following definition.
Definition 6.6: We say that the cohomology class ω is positive with
respect to (H, L) if the corresponding harmonic (1,1)-form ω˜ is everywhere
positively defined. In other words, ω ∈ H1,1L (M,R) is positive if the sym-
metric form
Sp : TpM × TpM −→ R, Sp(x, y) := ω˜(x,L(y))
is positively defined in every point of p ∈M .
We denote by KH(L) the set of all ω ∈ H1,1L (M,R) such that ω is positive
with respect to (H, L).
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Claim 6.4: In assumptions of Definition 6.6, let ω ∈ H1,1L (M,R) be the
two-form which is positive with respect to (H, L). Then ω is a Kaehler class:
ω ∈ K(L).
Proof: Clear.
Let H ∈ Hyp. Denote by Kc(H) the set of all ω ∈ H2(M,R) such
that there exists an induced complex structure L and ω ∈ KH(L). By
Claim 6.4, Kc(H) ⊂ K(H). Let ω ∈ C(ω). This means that ω = P1(H)
for some H ∈ Hyp. Since Kc(H) ⊂ K(H) ⊂ C(ω), to prove that C(ω)
is open in H2(M,R) it is sufficient to show that Kc(H) contains an open
neighbourhood of ω (we use here the transitiveness of well-connectedness).
Therefor, Lemma 6.6 is a consequence of the following statement:
Proposition 6.2: Let M be a hyperkaehler manifold with the hyper-
kaehler structure H. Then the set Kc(H) ⊂ H2(M,R) contains an open
neighbourhood of P1(H).
Proof: Consider the action of the group of unit quaternions GM ∼=
SU(2) defined as in Section 2. The action of GM is defined on the tangent
bundle T (M). We naturally extend this action to the tensor powers of T (M),
including End(T (M)) ∼= T (M) ⊗ T ∗(M). Consider the set R of induced
complex structures as subset of the space of sections ΓM (End(TM)). An
easy local computation shows that GM acts transitively on R ∼= S2 (see
also Sublemma 6.1). Let L be an induced complex structure, ω ∈ KH(L).
Let g ∈ GM , L′ := g(L). Consider the Kaehler form ω as the section of
Λ2(TM) ⊂ T ∗(M)⊗ T ∗(M). Obviously, the 2-form
(·, ·) := g(ω)(L′(·), ·) = ω(g ◦ g−1 ◦ L ◦ g(·), g(·)) = ω(L(g(·)), g(·))
is symmetric and positively defined. To show that the Riemannian form
(·, ·) is Kaehler, we have to prove that the form
(L′(·), ·) = −g(ω)(·, ·)
is symplectic. Since GM commutes with Laplacian, it maps harmonic forms
to harmonic ones. Hence, g(ω) is a symplectic form. Therefore (·, ·) is a
Kaehler metric. This implies that g(ω) ∈ K(L′).
We proved the following statement:
Claim 6.5: Let M be a hyperkaehler manifold with the hyperkaehler
structure H. Consider the action of the group of unit quaternions GM ∼=
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SU(2) on H2(M,R) (see Proposition 2.1). Let g ∈ GM , L,L′ ∈ R, L′ =
g(L). Then g : H2(M,R) −→ H2(M,R) induces an isomorphism from
KH(L) ⊂ H2(M,R) to KH(L′) ⊂ H2(M,R).
The following statement is clear:
Claim 6.6: In assumptions of Definition 6.6, the set KH(L) is open in
H1,1L (M,R).
Claim 6.5 establishes a smooth map δ : GM ×KH(I) −→ Kc(H). Let
b2 := dim(H
2(M)). By Claim 6.6, dimRKH(I) = dimC (H11((M, I)). Since
M is a simple hyperkaehler manifold, dimC (H
11((M, I)) = b2−2. According
to Section 2, R ∼= S2. Therefore, dimR(R × KH(I)) = b2. By definition,
GM is identified with the group of unit quaternions, and R is identified
with the set x ∈ GM | x2 = −1. This identification defines a canonical
embedding R →֒ GM . Let ϕ : R×KH(I) −→ Kc(H) be the restriction of δ
to R×KH(I) ⊂ GM ×KH(I). The dimension of R×KH(I) is equal to b2.
Therefore, to prove that Kc(H) is open in H2(M,R) it is sufficient to prove
the following:
Sublemma 6.3: The map ϕ : R × KH(I) −→ Kc(H) is a diffeomor-
phism.
Proof: As in Lemma 5.1, consider the decomposition H2(M,R) =
Hinv ⊕ V . As we have established previously, V is generated by Pi(H),
i = 1, 2, 3 and (Hinv, V )H = 0. For x ∈ H2(M,R), let πi(x) be the orthog-
onal projection of x to Hinv and πv(x) be the orthogonal projection of x
to V . The bilinear form (·, ·)H is GM -invariant by Lemma 6.1. Therefore,
πi(g(x)) = g(πi(x)). For every induced complex structure L, H defines a
Kaehler structure on the complex manifold (M,L). Hence, for every induced
complex structure L, the hyperkaehler structure H defines a Kaehler form
ωL and a degree map degL : H
2i(M,R) −→ R. According to Claim 2.1, for
all x ∈ Hinv and all induced complex structures L, degL(x) = 0. Therefore
for all x ∈ Kc(H), we have πv(x) 6= 0.
Let y ∈ Kc(H). Let l(y) be the line in the three-dimensional space V
generated by πv(y). The space V is generated by the set of induced complex
structures, which constitute a unit sphere in V . Hence, the space of lines in
V is canonically identified with the set of complex structures up to a sign.
Let R± ∼= RP 2 be the quotient of R by ±1. Let θ : Kc(H) −→ R± map y
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to the point of R± which corresponds to l(y). Denote the induced complex
structures which correspond to θ(y) by L1, L2, where L2 = −L1.
Denote the Hodge decomposition associated with an arbitrary complex
structure L ∈ Comp by HpqL . According to Proposition 2.2, x ∈ HppL if and
only if L(x) = x.
Obviously, L(y) = πi(y) + L(πv(y)). Realizing L and πv(y) as quater-
nions in a usual way, we may check that L(πv(y)) = Lπv(y)L
−1. Since
the centralizator of all elements in SU(2) is one-dimensional, L ∈ l when-
ever L(y) = y. Therefore for y ∈ H11L , we have L = ±L1. Since πv is an
orthogonal projection,
πv(y) =
degL(y)
degL(ωL)
ωL, (6.3)
where ωL is the Kaehler form of (M,L) considered as an element of V , where
degL(y) :=
∫
M
ωn−1L ∧ y.
By definition, degL1(x) = −degL2(x). On the other hand, for x ∈ K(L),
we have degL(x) > 0. Therefore for all y ∈ Kc(H), there exist only one
induced complex structure L such that y ∈ K(L). This implies that ϕ is a
monomorphism. We need to construct the inverse of ϕ and prove that it is
smooth. Let Θ± : Kc(H) −→ R± × (Hinv ⊕ R) map y ∈ Kc(H) to the pair(
θ(y), πi(y)⊕ |degpii(y)(y)|
)
where degpii(y) is well defined up to a sign. According to (6.3), up to a sign,
one can reconstruct πv(y) by Θ
±(y). Therefore, Θ± is a double covering.
Let ρ : R± × (Hinv ⊕ R) −→ H2(M,R) map (s, h+ t) ∈ R± × (Hinv ⊕R) to
t
degI(ωI)
ωI + h.
The I-degree of ω ∈ KH(I) is positive. Therefore (6.3) implies that the
map
ϕ ◦Θ± ◦ ρ : R×Kc(H) −→ R± ×Kc(H)
acts as identity on Kc(H) and acts as a double covering on R. Since Θ±
is a double covering, ϕ is an open embedding. Sublemma 6.3 and Lemma
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6.6 is proven. The proof of Proposition 6.1 and consequently Theorem 6.1
is finished.
7. Period map and the space of 2-dimensional
planes in H2(M, R).
There is an alternative way of looking at Griffiths period map Pc :
Comp −→ P(H2(M,C)). This enhanced version of period map is a map
from Comp to an open subset in Grassmanian of all 2-dimensional planes
in H2(M,R). To define this map, we remind the reader certain well-known
results from linear algebra.
Let VR be an R-linear space endowed with the non-degenerate symmetric
bilinear form (·, ·)R . Let VC := VR ⊗ C be the complexification of VR , and
(·, ·)C be the C-linear form on VC obtained as a complexification of (·, ·)R .
In applications, VR = H
2(M,R), VC = H
2(M,C), and (·, ·)R is the nor-
malized Hodge-Riemann pairing (·, ·)H.
Consider the projectivization PVC as a space of lines in VC . For all
x ∈ VC , let x¯ denote the complex conjugate to x. Let
C := {t ∈ VC | ∀x ∈ t, (x, x)C = 0, (x, x¯)C > 0}.
Let P˜ l be the space of all oriented 2-dimensional linear subspaces in VR . Let
Pl ⊂ P˜ l be the set of all L ∈ P˜ l such that the restriction of (·, ·)R to the
2-dimensional space L ⊂ VR is positively defined. Clearly, Pl is open in P˜ l.
For t ∈ PVC , take x ∈ t, x 6= 0. Let ix(t) ⊂ VR be the linear span of
Re(x), Im(x) ∈ VR . If ix(t) is two-dimensional, we consider ix(t) as the
oriented space with the orientation defined by the basis (Re(x), Im(x)).
Proposition 7.1: Let t ∈ C ⊂ PVC . Then the space ix(t) is 2-dimensional
and independent on the choice of x ∈ t. Let i : C −→ P˜ l map t ∈ C to
ix(t). The image of i : C −→ P˜ l coinsides with Pl ⊂ P˜ l. Established this
way map i : C −→ Pl is bijective.
Proof: Let t ∈ C, x ∈ t ⊂ VC . Let y = Re(x), z = Im(x). Then
(x, x)C = (y, y)R − (z, z)R + 2
√−1 (y, z)R = 0.
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Therefore (y, y)R = (z, z)R and (y, z)R = 0. On the other hand,
(x, x¯)C = (y, y)R + (z, z)R > 0.
We obtain that
(y, y)R = (z, z)R > 0 and (y, z)R = 0 (7.1)
This implies that the vectors y and z are linearly independent. For all
c = λe
√−1 α ∈ C, where λ, α ∈ R, we have
Re(cx) = λ cos(α)y + λ sin(α)z, Im(cx) = −λ sin(α)y + λ cos(α)z.
Therefore, ix(t) = icx(t). This implies that the map i : C −→ P˜ l is well
defined. According to (7.1), i(C) ⊂ Pl.
Let us construct the inverse map j : Pl −→ C. For L ∈ Pl, take an
oriented orthonormal basis (y, z) in the Euclidean space L. For another
orthonormal basis (y′, z′) in L, we have
y′ = cos(α)y + sin(α)z
z′ = − sin(α)y + cos(α)z
(7.2)
for some α ∈ R. Let j(L) ∈ PVC be the line generated by y +
√−1 z ∈ VC .
The equations (7.2) imply that j(L) is independent of the choice of the
oriented orthonormal basis (y, z). Since (y, z) is orthonormal basis, (7.1)
holds. This equation immediately implies that j(L) ∈ C ⊂ PVC . Finally, it
is clear from defintions that j ◦ i = Id and i ◦ j = Id.
Returning to the hyperkaehler manifolds, consider the space
C ⊂ P(H2(M,C))
consisting of lines l ∈ H2(M,C) such that for all x ∈ l, (x, x)H = 0 and
(x, x¯)H > 0. Here, as elsewhere,
(·, ·)H : H2(M,C)×H2(M,C) −→ C
is a complexification of the normalized Hodge-Riemann pairing. Hodge-
Riemann relations imply that Pc(Comp) ⊂ C.
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Proposition 7.1 establishes a diffeomorphism i : C −→ Pl, where Pl
is the space of 2-dimensional subspaces L ⊂ H2(M,R) such that (·, ·)H is
positively defined on L. Let Qc : Comp −→ Pl be the composition of Pc and
i. As results of Bogomolov and Todorov imply (see [Bog], [Beau], [Tod]), the
map Qc is an immersion. Since dimComp = dimC = dimH
2(M) − 2, this
map is etale. It can be described in more straightforward terms as follows.
Let I ∈ Comp. Let Ω˜ be a holomorphic symplectic form over (M, I). Let
Ω ∈ H2(M,C) be the cohomology class represented by the closed differential
form Ω˜. Let ω2 := Re(Ω), ω3 := Im(Ω). Then one can define Qc(I) as the
linear span of ω2, ω3.
8. Lefschetz-Frobenius algebras.
In this section, we give a number of preliminary definitions, which even-
tually lead to a calculation of the cohomology of a compact hyperkaehler
manifold. Some of these definitions are due to V. Lunts (see [LL]).
Further on, by “algebra” we understand an associative algebra with unit.
Definition 8.1: Let A be an algebra over a field k and (·, ·) be a k-valued
bilinear form on A. The form (·, ·) is called invariant if for all a, b, c ∈ A,
(ab, c) = (a, bc). A k-algebra equipped with an invariant non-degenerate
bilinear form is called Frobenius algebra.
Definition 8.2: Let A = ⊕Ai, i = 0, ..., d be a graded supercommutative
algebra over a field k of characteristic zero. Assume that A is equipped with
an invariant bilinear form, such that for all a ∈ An, b ∈ Am, the following
holds:
(a, b) = (−1)nm(b, a), and
(a, b) = 0 for n+m 6= d. (8.1)
Then A is called a graded Frobenius algebra of degree d. The proto-
typical example of graded Frobenius algebras is the cohomology algebra of
a compact manifold.
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Further on, we consider only the graded Frobenius algebras. For brevity,
we sometimes omit the word “graded”.
Let A = ⊕Ai, i = 0, ..., d be a graded Frobenius algebra of degree d over
the field k. Let Endk(A) be the space of all k-linear endomorphisms of A.
Let H ∈ Endk(A) be the endomorphism which maps a ∈ Ai to (2d − i) · a.
This endomorphism is introduced by Hodge in his study of harmonic forms
and Lefschetz isomorphism. One can check that H is a derivative of an
algebra A:
H(ab) = H(a)b+ aH(b).
For all A ∈ A, let La : A −→ A map b ∈ A to ab.
Definition 8.3: Let A = ⊕Ai be a graded Frobenius algebra, a ∈ A2.
Let La, H ∈ Endk(A) be as above. The triple of endomorphisms La, H,
Λa ∈ Endk(A) is called a Lefshets triple if
[H,La] = 2La, [H,Λa] = −2Λa, [La,Λa] = H.
Clearly, Lefschetz triples correspond to some representations of the Lie
algebra sl(2) in Endk(A). Lefschetz theorem ([GH]) gives examples of Lef-
schetz triples for A = H∗(M) and M is a Kaehler manifold.
Proposition 8.1: Let A be a graded Frobenius algebra, a ∈ A2. Let
(La,H,Λa), (La,H,Λ
′
a) be two Lefschetz triples. Then Λa = Λ
′
a. In other
words, Λa is uniquely determined by a.
Proof: (V. Lunts) Consider the representations ρ, ρ′ of the Lie algebra
sl(2) associated with these triples. Take a basis (x, y, h) in sl(2),
[h, x] = 2x, [h, y] = −2y, [x, y] = h,
such that ρ(x) = ρ′(x) = La, ρ(h) = ρ′(h) = H, ρ(y) = Λa, ρ′(y) = Λ′a. Let
T := Λa − Λ′a. Consider the adjoint action of sl(2) on the space End(A)
obtained from ρ:
ad(ρ) : sl(2) −→ End(End(A))
Clearly, ad(ρ)(x)(T ) = [La,Λa] − [La,Λ′a] = 0. Therefore, T is a highest
vector is an sl(2)-submodule of End(A) generated by T and ad(ρ). On the
42
Period maps and cohomology final version, December 1994, revised May 95
other hand, ad(ρ)(h)(T ) = −2T , and therefore, the weight of T is −2. This
is impossible because ad(ρ) is a finite dimensional representation of sl(2).
Definition 8.4: Let A = ⊕Ai be a graded Frobenius algebra, a ∈ A2.
Then a is called of Lefschetz type if a Lefschetz triple (La,H,Λa) exists.
Lemma 8.1: Let A = A0 ⊕ A1 ⊕ ...A2d be a graded space. Let L ∈
End(A) be an endomorphism of grading 2: L : Ai −→ Ai+2. Let H act
on Ai as the multiplication by d − i, i = 0, 1, ..., 2d. Then the following
conditions are equivalent:
(i) There exist an endomoprhism Λ ∈ End(A) of grading -2 such that
the relations
[H,Λ] = −2Λ, [H,L] = −2L, [L,Λ] = H
hold1.
(ii) For all i = 0, 1, ..., d − 1, the map
Ld−i : Ai −→ A2d− i,
is an isomorphism.
Proof: Clear (see [LL] for details).
When A is a cohomology algebra of a compact Kaehler manifold M ,
all Kaehler classes are obviously of Lefschetz type. On the other hand, a
class of Lefschetz type is not necessarily a Kaehler class. For example, for
a Kaehler class ω, the class −ω is of Lefschetz type, but −ω cannot be a
Kaehler class by trivial reasons.
Definition 8.5: Let A be a graded Frobenius algebra. Let S ⊂ A2
be the set of all elements of Lefschetz type. The algebra A is called a
Lefschetz-Frobenius algebra if the following conditions hold:
(i) The space A0 is one-dimensional over k.
(ii) The set S is Zariski dense in A2.
1The first two of these relations hold trivially because of the grading.
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Example: Let M be a compact Kaehler manifold. Then the algebras
H∗(M) and ⊕Hp,p(M) are Lefschetz-Frobenius, as Proposition 8.2 implies.
By Lemma 8.1, the set S of all elements of Lefschetz type is given by
an open condition. Therefore S is open in A2. Therefore, A is a Frobenius-
Lefschetz algebra if and only if S is non-empty in A2. We obtained the
following statement:
Proposition 8.2: Let A be a graded Frobenius algebra. Assume that
A2 contains at least one element of Lefschetz type. Then A is Lefschetz-
Frobenius.
For every Lefschetz triple T , we define a Lie algebra homomorphism
ρT : sl(2) −→ Endk(A)
in an obvious way. For a Lefschetz-Frobenius algebra A, let g(A) be the
Lie subalgebra of Endk(A) generated by the images of ρT for all Lefschetz
triples T . This algebra is our main object of study. The algebra g(A) is
graded: g(A) = ⊕g2i(A), g(An) ⊂ An+2i for all g ∈ g2i(A). This algebra is
called the structure Lie algebra of A.
Definition 8.6: Let A be a Lefschetz-Frobenius algebra. Assume that
g2i(A) = 0 for i 6= −1, 0, 1:
g(A) = g−2(A) ⊕ g0(A)⊕ g2(A).
Then A is called a Lefschetz-Frobenius algebra of Jordan type. Such
A are closely related with Jordan algebras ([Spr]).
If A is generated by A2 and A0 ∼= k, A is called reduced. The subalgebra
Ar ⊂ A generated by A2 and A0 is called reduction of A. We use the
following result.
Proposition 8.3: ([LL]) Let A be a Frobenius-Lefschetz algebra, g =
⊕g2i be its structure Lie algebra. Then the following conditions are equiva-
lent:
(i) g2 is spanned by La for all Lefschetz elements a,
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(ii) A is of Jordan type,
(iii) [Λa,Λb] = 0 for all Lefschetz elements a, b ∈ A2.
Proof: See Proposition 2.6 and Claim 2.6.1 of [LL].
Proposition 8.3 immediately implies the following statement:
Corollary 8.1: Let A = ⊕Ai be a Lefschetz-Frobenius algebra of Jordan
type, g = g−2 ⊕ g0 ⊕ g2 be its sturtcure Lie algebra. Then g2 = A2.
In the future, we often assume that A is reduced. In this case, the
multiplicative structure on A can be recovered from the g(A)-action. This is
done as follows. Since [g2(A), g2(A)] ⊂ g4(A) = 0, the space g2(A) ⊂ g(A) is
a commutative subalgebra of g(A). Consider the corresponding embedding
of enveloping algebras:
Ug2(A)
∼= S∗(g2(A)) →֒ Ug(A).
Let I ∈ A0 be the unit. The representation g(A) −→ End(A) induces the
canonical map
Ug(A)
p˜−→ A, P −→ P (I),
where P ∈ Ug(A) is an “polynomial” over g(A). Consider the restriction of
p˜ to Ug2(A) ⊂ Ug(A):
p : Ug2(A) −→ A. (8.2)
Clearly, for all a ∈ A2, a of Lefschetz type, La ∈ g2(A). Since the set of
elements of Lefschetz type is Zariski dense in A2, we have La ∈ g(A) ⊂
End(A) for all a ∈ A2. One can easily check that the corresponding map
i : A2 −→ g2(A) is an isomorphism (see Proposition 8.3). Therefore,
S∗(g2(A)) ∼= S∗(A2). Applying the isomorphism Ug2(A) ∼= S∗(g2(A)) ∼=
S∗(A2) to the map (8.2), we obtain the map
p′ : S∗A2 −→ A.
Claim 8.1: The map p′ coinsides with the map induced by multiplication
in A.
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Proof: Clear.
Claim 8.1 implies that the kernel of the map p : Ug2(A) −→ A is an ideal
in Ug2(A). This leads to a more general construction.
Definition 8.7: Let g = g−2 ⊕ g0 ⊕ g2 be a graded Lie algebra. Let V
be a representation of g and v ∈ V be a vector. Assume that by applying g2
to v repeatedly we obtain the whole space V (i. e., the vector v generates V
as a representation of g2). Assume that g−2(v) = 0, and that for all g ∈ g0,
g(v) is proportional to v. Let p : Ug2 −→ V be the map which associates
with the polynomial P ∈ Ug2 the vector P (v) ∈ V . Clearly, ker(p) is a left
ideal in Ug2 . Since g2 is commutative, this ideal is two-sided. Therefore,
V ∼=
(
Ug2/ ker(p)
)
is equipped with a structure of commutative algebra.
We denote this algebra by Vg,v.
Claim 8.2: Let A be a Lefschetz-Frobenius algebra of Jordan type.
Assume that A is reduced (generated by A2). Consider A as a representation
of g(A) ∼= g−2(A)⊕ g0(A) ⊕ g2(A). Take the unity vector I ∈ A0. Then the
algebra Ag(A),I coinsides with A.
Proof: Follows from definitions.
Appendix. Reduction and the structure Lie algebra.
Let A be a Lefschetz-Frobenius algebra, and Ar be its reduction. As-
sume that the restriction (·, ·)r of (·, ·) to Ar is non-degenerate. Then (·, ·)r
establishes a structure of Frobenius algebra on Ar. We are going to show
that Ar is Lefschetz-Frobenius, and relate g(A) to g(Ar).
Proposition 8.4: Let A be a Lefschetz-Frobenius algebra. Assume that
the restriction of (·, ·) to Ar is non-degenerate. Then Ar is also Lefschetz-
Frobenius. Moreover, the action of g(A) on A preserves the subspace Ar ⊂
A.
Proof: Let Ar⊥ be the orthogonal complement to A
r in A. Since (·, ·)|
Ar
is nondegenerate, A = Ar ⊕Ar⊥.
Lemma 8.2: Let a ∈ Ar, b ∈ Ar⊥. Then ab ∈ Ar⊥.
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Proof: It is sufficient to show that for all c ∈ Ar, (ab, c) = 0. Since
(·, ·) is invariant, for all c ∈ A we have (ab, c) = (b, ac). Since ac ∈ Ar and
b ∈ Ar⊥, (ab, c) = 0.
From Lemma 8.2, we obtain that the operators La, a ∈ A2 preserve the
decomposition A = Ar ⊕Ar⊥. By Lemma 8.1, the map Ld−ia : Ai −→ A2d−i
is an isomorphism. Therefore, the restriction of Ld−ia to the i-th grading
component (Ar)i of A
r is an embedding to (Ar)2d−i. Since Ar is Frobenius,
dimk(A
r)2d−i = dimk(Ar)i. Therefore, the restriction of Ld−ia to (Ar)i is an
isomporphism. Applying Lemma 8.1 again, we obtain that for all Lefschetz-
type elements a ∈ A2, these elements are of Lefschetz type in Ar. Therefore,
Ar is a Lefschetz-Frobenius algebra. It remains to prove that Ar is preserved
by g(A). Clearly, the generators La and H of g(A) preserve A
r. Therefore,
to show that g(A) preserves Ar it is sufficient to prove that Λa preserve A
r
for all Lefschetz-type elements a ∈ A2. Let L = La. Let Lr, Hr be the
restrictions of L, H to Ar and L⊥ be the restrictions of L, H to Ar⊥. By
Lemma 8.1, there exists an endomorphism Λ⊥ : Ar⊥ −→ Ar⊥ of grading −2
such that [L⊥,Λ⊥] = H⊥. Let Λr : Ar −→ Ar be the endomorphism of Ar
such that (Lr,Hr,Λr) is a Lefschetz triple. Let Λr+Λ⊥ be an endomorphism
of A such that for all a = b+ c, b ∈ Ar, c ∈ Ar⊥,
Λr + Λ⊥(a) = Λr(b) + Λ⊥(c).
Checking relations, we obtain that (L,H,Λr +Λ⊥) is a Lefschetz triple. By
Proposition 8.1, Λa = Λr + Λ⊥. This implies that Λa preserves Ar.
Proposition 8.4 immediately implies the following useful statement:
Corollary 8.2: Let A be a Lefschetz-Frobenius algebra such that its
reduction Ar is also Frobenius. Then Ar is Lefschetz-Frobenius, and there
exists a natural Lie algebra epimorphism g(A) −→ g(Ar).
9. The minimal Frobenius algebras and coho-
mology of compact Kaehler surfaces.
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In this section we concentrate on the simplest case of Frobenius alge-
bras related to Lefschetz theory. Namely, we analyze the graded Frobenius
algebras A = A0 ⊕ A2 ⊕ A4, where dimkA0 = 1. Such algebras are called
minimal. These algebras are naturally related to the complex surfaces.
Definition 9.1: Let A = ⊕Ai be a graded Frobenius algebra. Assume
that A = A0⊕A2⊕A4, dimkA0 = dimkA4 = 1. Then A is called a minimal
graded Frobenius algebra.
Proposition 9.1: Let A = A0⊕A2⊕A4 be a minimal graded Frobenius
algebra. Then A is Lefschetz-Frobenius.
Proof: Let (·, ·) : A×A −→ k denote the invariant scalar product on A.
The restriction of (·, ·) to A2 is a non-degenerate bilinear symmetric form
(it is non-degenerate because of grading conditions (8.1)). The following
statement immediately implies Proposition 9.1:
Lemma 9.1: Let A = A0 ⊕ A2 ⊕ A4 be a minimal graded Frobenius
algebra. Let a ∈ A2 be a vector such that (a, a) 6= 0. Then a is a Lefschetz
element.
Proof: Let a⊥ be the orthogonal complement of a in A2:
a⊥ := {b ∈ A2 | (a, b) = 0}.
Let I ∈ A0 be the unit in A. For all b ∈ a⊥, (ab, I) = (a, b) = 0. Since A4
is one-dimensional and its generator has non-zero scalar product with I, we
have
∀b ∈ a⊥, ab = 0. (9.1)
Let ka ⊂ A2 be the one-dimensional space generated by a. Let Aa :=
A0 ⊕ ka ⊕ A4. Clearly, Aa is a subalgebra of A. By (9.1), the operator La
vanishes on a⊥. Since H(A2) = 0, the operator H also vanishes on a⊥ ⊂ A2.
Therefore it is sufficient to show that a is a Lefschetz element in the algebra
Aa. Since Aa ∼= k[x]/(x3 = 0) ∼= H∗(P2, k), this follows from Lefschetz
theory. Lemma 9.1 and consequently, Proposition 9.1, is proven. We also
obtained the following result:
Corollary 9.1: Let (La,H,Λa) be the Lefschetz triple on A, where A is
a minimal graded Frobenius algebra. Then (La,H,Λa) all vanish on a
⊥.
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There is an easy way to construct the minimal graded Frobenius algebras
using spaces with non-degenerate symmetric bilinear forms. Namely, let V
be a linear space over k, equipped witha bilinear form (·, ·)V . Consider the
linear space
A(V ) := kI⊕ V ⊕ kΩ,
where kI and kΩ are one-dimensional spaces generated, respectively, by I
and Ω. We introduce a graded Frobenius algebra structure on A(V ) in the
following way. The grading of V is 2, the grading of I is 0, the grading of Ω
is 4. The product on A(V ) is defined as follows:
(i) I is a unit.
(ii) for v1, v2 ∈ A2(V ) ∼= V , v1v2 = (v1, v2)V Ω.
It remains to establish the invariant bilinear symmetric form (·, ·) on
A(V ).
(iii) On A2(V ) ∼= V , (·, ·) is equal to (·, ·)V .
(iv) The product of I and Ω is 1.
Together with (8.1), relations (iii) and (iv) define the form (·, ·) is a
unique way.
One can trivially check that this construction results in a graded Frobe-
nius algebra. Exactly this algebra appears as the even cohomology of the
compact Kaehler surface M , where V = H2(M) and (·, ·)V is the intersec-
tion form. In fact, every minimal graded Frobenius algebra can be obtained
this way (Claim 9.1).
Definition 9.2: The graded Frobenius algebra A(V ) is called the min-
imal graded Frobenius algebra associated with V , (·, ·)V .
Claim 9.1: Let A = A0 ⊕ A2 ⊕ A4 be the minimal graded Frobenius
algebra. Denote the restriction of the invariant scalar product to A2 by
(·, ·) : A2 × A2 −→ k. Then A is is isomorphic to the minimal graded
Frobenius algebra associated with A2, (·, ·).
Proof: Clear.
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Proposition 9.2: Let A = A0⊕A2⊕A4 be a minimal graded Frobenius
algebra. Then A is of Jordan type.
Proof: By Proposition 8.3, it is sufficient to show that for every two
elements a1, a2 ∈ A2 of Lefschetz type, [Λa1 ,Λa2 ] = 0. Denote the generators
of A0, A4, by I, Ω, as in Definition 9.2. The endomorphism [Λa1 ,Λa2 ] has a
grading −4. Therefore it is a map from A4 to A0. To prove that [Λa1 ,Λa2 ] =
0 it is sufficient to show that
[Λa1 ,Λa2 ]
(
Ω
)
= 0
Corollary 9.1 implies that Λai(Ω) is proportional to ai. An easy calculation
in sl(2) implies that Λai(Ω) = −ai. Similarly, Λai(aj) = (ai, aj)I. Therefore
[Λa1 ,Λa2 ]
(
Ω
)
= (a1, a2) · I− (a2, a1) · I= 0
We proceed to compute the Lie algebra g(A) associated with the mini-
mal Frobenius algebra A = A(V ), where V is a linear space equipped with
a scalar product. Denote by so(V ) the Lie algebra of skew-symmetric endo-
morphisms of V . Let H be the 2-dimensional space over k with the hyper-
bolic scalar product. In other words, H has a basis x, y such that (x, y) = 1,
(x, x) = 0, (y, y) = 0.
By so(V ) ⊕ k we understand a direct sum of so(V ) and a trivial Lie
algebra of dimension 1.
Theorem 9.1: Let V be a k-linear space equipped with a non-degenerate
scalar product. Let A = A0 ⊕ A2 ⊕ A4 be the minimal graded Frobe-
nius algebra A(V ) constructed by V . Take the graded Lie algebra g(A) =
g−2(A) ⊕ g0(A)⊕ g2(A) (Definition 8.6). Then
(i) g0(A) ∼= so(V )⊕ k,
(ii) g2(A) ∼= g−2(A) ∼= V ,
(ii) g(A) ∼= so(V ⊕ H).
Proof: Denote the invariant bilinear form on A(V ) by (·, ·). Let (·, ·)′
another bilinear symmetric form, defined by
(a, b)′ = (a, b) if a, b ∈ A2,
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(a, b)′ = −(a, b) if a, b ∈ A0 ⊕A4,
(a, b)′ = 0 if a ∈ A2 and b ∈ A0 ⊕A4.
Let A′ be A equipped with the scalar product (·, ·)′. Obviously,
A′ ∼= V ⊕ H.
Step 1: We are going to show that g(A) ⊂ so(A′).
By trivial reasons, La and H belong to so(A
′) for all a ∈ A2. Let
a ∈ A2 be an element of the Lefschetz type. To prove that Λa ∈ so(A′), we
consider the decomposition A′ = a⊥⊕Aa (see the proof of Lemma 9.1). By
Corollary 9.1, Λa acts trivially on a
⊥. Since the decomposition A′ = a⊥⊕Aa
is orthogonal, it is sufficient to prove that the restriction of Λa to Aa is skew-
symmetric.
Three-dimensional representation ρ : sl(2) −→ Aa obtained from the
Lefschetz triple (La,Λa,H) is naturally isomorphic to the adjoint represen-
tation of sl(2). Using this isomorphism, we obtain that (·, ·) is the Killing
form of the Lie algebra g(Aa) ∼= sl(2). Therefore, g(Aa) ⊂ End(Aa) consists
of skew-symmetric matrices. This finishes Step 1.
Step 2: We prove Theorem 9.1 (i). Since g0(A) is the grade-preserving
part of g(A), we have a homomorphism
g0(A)
µ−→ so(A2) ∼= so(V )
which maps an endomorphism h ∈ End(A) to its restriction h|
A2
∈ End(A2).
The kernel of this homomorphism is the space of all h ∈ g0(A) such that h
vanishes on A2. Therefore, kerµ ∈ so(A0⊕A4). The algebra so(A0 ⊕A4) ∼=
so(H) ∼= so(1, 1) is commutative and one-dimensional. Combining µ and the
embedding
kerµ
i→֒ so(A0 ⊕A4) ∼= k,
we obtain an embedding
g0(A)
m→֒ so(V )⊕ k.
It remains to show thatm is a surjection. Consider the Hodge endomorphism
H ∈ g0(A) ⊂ End(A) introduced a few sentences before Definition 8.3. By
obvious reasons, H ∈ kerµ. The map i : kerµ −→ so(A0 ⊕A4) is surjective
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because i(H) is non-zero, and so(A0⊕A4) is one-dimensional. Therefore, to
prove that m is surjective, it is sufficient to show that µ : g0(A) −→ so(A2)
is surjective.
Let
a, b ∈ A2, (a, a) 6=, (b, b) 6= 0, (a, b) = 0. (9.2)
Let 〈a, b〉 ⊂ V be the plane generated by a and b, and 〈a, b〉⊥ ⊂ V be its
orthogonal completion.
Let Tab ⊂ so(A2) be the set of all skew-symmetric endomorphisms which
vanish on 〈a, b〉⊥.
Since so(2) is one-dimensional, for given a, b ∈ V , all elements of Tab are
proportional. We notice that the union of all Tab generates the lie algebra
so(A2). Therefore, to prove that µ is surjective it is sufficient to show that
Tab ⊂ µ(g0(A)) for all a, b satisfying conditions (9.2). Corollary 9.1 implies
that [La,Λb] ∈ Tab. It is easy to check that this element is non-zero. The
proof of Theorem 9.1 (i) is finished.
Theorem 9.1 (ii) immediately follows from Proposition 8.3. Theorem
9.1 (iii) follows fom the inclusion g(A) ⊂ so(A′) and comparing dimensions,
where dimension of g(A) is computed via Theorem 9.1 (i) and Theorem 9.1
(ii).
We denote the graded Lie algebra g(A) constructed by V as in Theorem
9.1 by so(V,+). Clearly, over R, when the symmetric form on V has a
signature (a, b)1,
so(V,+) ∼= so(a+ 1, b+ 1).
10. Representations of SO(V,+) leading to
Frobenius algebras.
In this section, we describe all reduced Lefschetz-Frobenius algebras A =
A0 ⊕ A2 ⊕ ... ⊕ A2d with g(A) ∼= so(V,+). It turns out that such algebras
are uniquely defined by the number d, which is even, whenever dimV > 2.
1Of course, this means that so(V ) = so(a, b)
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Let V be a linear space supplied with a non-degenerate symmetric bilin-
ear form (·, ·). Let A = A(V ) be the minimal Frobenius algebra constructed
in Section 9. Take the tensor product
A⊗d := A⊗k A⊗k ...A︸ ︷︷ ︸
d times
.
There is a natural action of so(V,+) on A⊗d. Let (d)A be the irreducible
so(V,+)-module generated by dI := I ⊗ I ⊗ ...I, where I ∈ A is the unit.
The space (d)A is not necessarily a subalgebra in A⊗d. We introduce a new
algebra structure on (d)A which does not necessarily come from the algebra
structure on A⊗d, but instead comes from so(V,+)-action as in Definition
8.7. Denote the graded Lie algebra so(V,+) by g = g−2 ⊕ g0 ⊕ g2. The
algebra g0 has an additional decomposition: g0 = so(V ) ⊕ kH (Theorem
9.1). Clearly, all elements of g−2 vanish on dI, so(V ) ⊂ g0 vanish on dI and
H acts on dI ∈ (d)A as multiplication by −2d. Therefore we may apply
Definition 8.7 to the representation (d)A and the vector dI. Denote the
resulting algebra (d)Ag,I by
dA(V ).
Theorem 10.1: Let A˜ = A0 ⊕ A2 ⊕ ...⊕ A2n be a Lefschetz-Frobenius
algebra of Jordan type. Assume that the graded Lie algebra g(A) is isomor-
phic to so(V,+) and dimkV > 2. Let A be the subalgebra of A˜ generated
by A0 and A2 (also known as reduction of A˜). Then
(i) n is even
(ii) A is isomorphic to n/2A(V ) as a graded algebra1.
Remark: In particlural, this theorem implies that the reduction A of A˜
is Frobenius, which is not immediately clear in general case.
Proof: Let g = g−2⊕g0⊕g2 be the graded Lie algebra so(V,+). Denote
the unit in A by I. By definition, A0 is g0-invariant one-dimensional space.
We have shown that g0 = so(V )⊕ kH. Since so(V ) is a simple Lie algebra,
so(V )(I) = 0. Therefore, to prove Theorem 10.1 (i), it is sufficient to prove
the following lemma.
Lemma 10.1: Let ρ : g −→ End(M) be a simple representation of g ∼=
so(V,+), where dimk(V ) > 2. Let I ∈ M be a vector such that g−2(I) = 0,
1The invariant Frobenius pairing is unique up to a scalar, which is easy to see.
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so(V )(I) = 0,2 and H(I) = −2n · I. Then n is even.
Proof:
Step 1: We show that k 6= 1.
Assume the contrary. Consider the decomposition M ∼= M−1 ⊕ M1,
given by the weights of H. Since I is a highest weight vector for some
root system in g (see Claim 10.1), the corresponding weight space is one-
dimensional. This implies that dimk(M−1) = 1. There exists an auto-
morphism of so(V,+) which maps H to −H (an easy check). Therefore,
dimk(M−1) = dimk(M1) = 1. In other words, the representation M is two-
dimensional. Consider M as a representation of so(V ) ⊂ so(V,+). Since I
is invariant with respect to so(V ), the space M is decomposed into a sum
of two one-dimensional so(V )-invariant subspaces. For dimk(V ) > 2, the
Lie algebra so(V ) is simple. Therefore its one-dimensional representations
are trivial. We obtain that so(V )(M) = 0. Since g = so(V,+) is a simple
Lie algebra, the homomorphism ρ : g −→ End(M) cannot have proper
non-zero kernel. Therefore, ρ(g) = 0.
Step 2: We use the following statement, which is easy to check.
Claim 10.1: Let so(V ) ⊕ kH i→֒ so(V,+) be the embedding provided
by Theorem 9.1 (i). Then there exists a Cartan subalgebra h′ ⊂ so(V ) such
that i(h′ ⊕ kH) is a Cartan subalgebra in so(V,+).
Take a Cartan subalgebra h := i(h′ ⊕ kH) ⊂ g provided by Claim 10.1.
Clearly, the linear map
−Hˇ := −(H, ·), −Hˇ : h −→ k
is a root. Taking a root system α1, ..., αm in h
′ ⊂ so(V ), we obtain that
α1, ..., αm,−Hˇ is a root system in g. In this root system, I ∈M is a highest
weight vector of the representation M . It is known that the set3 W ⊂ hˇ of
possible weights of the highest weight vector coinsides with the intersection
of a weight lattice L in hˇ and a Weyl chamber. In particular, W ⊂ hˇ is an
abelian semi-group with group structure induced from hˇ .
The weight of I corresponding to the root system α1, ..., αm,−Hˇ is
(0, 0, ..., 2n). Let W0 ⊂W be the set of all (0, 0, ..., 2n) ⊂W ⊂ hˇ which cor-
respond to representations M satisfying conditions of Lemma 10.1. Clearly,
2As elsewhere, we use the decomposition g0 ∼= so(V )⊕ kH provided by Theorem 9.1.
3Here, hˇ means h dual
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W0 =
{
(x1, ...., xm) ∈W | x1 = ... = xm−1 = 0
}
By Step 1, n 6= 1. Since Weyl chamber is invariant with respect to homo-
theties, the semigroup W0 is isomorphic to Z>0. Therefore, n is never odd.
Lemma 10.1 is proven.
To prove Theorem 10.1, we notice that the simple representation of a
reductive Lie algebra is uniquely determined by its highest weight. The
weights of representations of so(V,+) corresponding to Lefschetz-Frobenius
algebras are computed a few lines above. In particular, we obtained that
for some root system in g, the highest weight of A is (0, 0, 0..., 2n). Simple
representations with a given highest weight are isomorphic. Therefore, as a
representation of g, A ∼= dA(V ). By Claim 8.2, the action of g detrermines
multiplication in A uniquely. This finishes the proof of Theorem 10.1.
11. Computing the structure Lie algebra for the
cohomology of a hyperkaehler manifold,
part I.
Let M be a compact Kaehler manifold. According to Proposition 8.2,
the ring A := H∗(M) is Lefschetz-Frobenius. The aim of this section is
to compute g(A) in the case when M is a simple compact hyperkaehler
manifold. The answer is hinted at by the following statement, which is
proven in [V-so(5)]:
Proposition 11.1: Let H ∈ Hyp be a hyperkaehler structure on M .
Consider the Kaehler classes
ωI = P1(H), ωJ = P2(H), ωK = P3(H), ωI , ωJ , ωK ∈ H2(M,R).
Cohomology classes ωI , ωJ , ωK are Lefschetz elements in the graded Frobe-
nius algebra A := H∗(M,R). Consider the graded subalgebra g(H) in g(A)
generated by LωI , LωJ , LωK , ΛωI ,ΛωJ ,ΛωK and H. Then g(H) is isomorphic
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to g(R3), where g(R3) ∼= so(4, 1) is the structure Lie algebra of the mini-
mal graded Lefschetz-Frobenius algebra corresponding to the linear space
R
3 with positively defined scalar product. In particular, the graded algebra
g(H) is independent from H and M .
Proof: This statement is proven in [V-so(5)]. It is based on the com-
mutation relations in g(H) given as follows. Denote Pi(H) by ωi, i = 1, 2, 3.
Denote Lωi by Li, and Λωi by Λi. Let Kij := [Li,Λj ], i 6= j. Then the
following relations are true:
[Li, Lj] = [Λi,Λj ] = 0;
[Li,Λi] = H; [H,Li] = 2Li; [H,Λi] = −2Λi
Kij = −Kji, [Kij ,Kjk] = 2Kik, [Kij ,H] = 0
[KijLj ] = 2Li; [KijΛj] = 2Λi
[Kij , Lk] = [Kij ,Λk] = 0 (k 6= i, j)
(11.1)
Let M be a simple hyperkaehler manifold, A = H∗(M,R) be its coho-
mology ring, equipped with the invariant pairing provided by the Poincare
duality. We consider A = ⊕Ai = ⊕H i(M,R) as a graded Frobenius algebra
over R. In Section 6, we defined the normalized Hodge-Riemann pairing
(·, ·)H on H2(M,R). Let V be a linear space H2(M) equipped with this
pairing. In Section 9, we defined a graded Frobenius algebra g(V ), also de-
noted by so(V,+). By definition, over R the algebra so(V,+) is isomorphic
to so(m+ 1, n + 1), where (m,n) is the signature of V .
Theorem 11.1: In this notation, g(A) is isomorphic to g(V ).
Theorem 11.1 is the main result of this paper. It is proven in the
subsequent sections. The present section is dedicated to proving that the
Lefschetz-Frobenius algebra A is of Jordan type. This is a crucial step in
proof of Theorem 11.1.
Remarks: For a hyperkaehler manifold with dim H2(M) = 3 (minimal
dimension which is not obviously impossible), Theorem 11.1 is equivalent to
Proposition 11.1. For a hyperkaehler manifold with dim H2(M) = n, the
Riemann-Hodge metric on H2(M,R) has a signature (3, n− 3). This means
that g(V ) is isomorphic to so(4, n − 2).
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Proposition 11.2: Let A be the Lefschetz-Frobenius algebra of coho-
mology of a simple compact hyperkaehler manifold. Then A is of Jordan
type.
Proof: According to Proposition 8.3, it is sufficient to show that for all
a, b ∈ A2, a, b of Lefschetz type, [Λa,Λb] = 0. Let a, b ∈ A2, H ∈ Hyp,
H = (I, J,K, (·, ·)). We write a •H b if there exist complex structures I1, I2
which are induced by H such that a, b are Kaehler classes corresponding to
I1, I2 and the metric (·, ·).1 Clearly, if a •H b, then a and b are of Lefschetz
type.
Lemma 11.1: Let α, β ∈ A2, H ∈ Hyp, α •H β. Then [Λα,Λβ] = 0.
Proof: Let g(H) be the graded Lie algebra defined in Proposition 11.1.
Since g(H) = g(R3), the −4-th component of g(H) vanishes: g−4(H) = 0.
Therefore for all λ, µ ∈ g−2(H), we have [λ, µ] = 0. Therefore, to prove
Lemma 11.1 it is sufficient to show that Λα,Λβ ∈ g−2(H). This is implied
by the following lemma.
Lemma 11.2: Let H ∈ Hyp, H = (I, J,K, (·, ·)) and I ′ be a complex
structure induced by H. Let ω ∈ A2 be the Kaehler class corresponding to
I ′ and the metric (·, ·). Then Λω ∈ g−2(H).
Proof: Let ωi := Pi(H), i = 1, 2, 3. By definition of induced complex
structures, I ′ = aI + bJ + cK, where a, b, c ∈ R, a2 + b2 + c2 = 1. Since
ω(x, y) = (x, I ′y), we have ω = aω1 + bω2 + cω3. Let
Λ := aΛω1 + bΛω2 + cΛω3 .
Using (11.1), we see that [Lω,Λ] = H. The other relations defining Lefschetz
triples checked automatically, we obtain that (Lω,H,Λ) is a Lefschetz triple.
Therefore, Λ = Λω ∈ g2(H). This proves Lemma 11.1 and Lemma 11.2.
Let a, b ∈ A2. We write a • b if there exist H ∈ Hyp, λ ∈ R, λ 6= 0 such
that a •H λb. Clearly, Λλb = λ−1Λb. Therefore, Lemma 11.1 implies the
following statement.
Claim 11.1: Let a, b ∈ A2, a • b. Then [Λa,Λb] = 0.
1the metric (·, ·) is Kaehler with respect to the complex structures I1, I2, as the defi-
nition of induced complex structures implies.
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The relation a • b is prominent further on in this paper. We could have
given an alternative definition of a • b as follows.
Lemma 11.3: Let a, b ∈ A2. The following conditions are equivalent:
(i) a • b
(ii) There exists H ∈ Hyp such that a and b can be expressed as linear
combinations of Pi(H), i = 1, 2, 3.
Proof: Clear from Claim 6.2.
Remark: Let a•b, a, b 6= 0. Then both a and b are elements of Lefschetz
type.
Let S ∈ A2 be a set of all elements of Lefschetz type. By Lemma 8.1, S
is Zariski open in A2. Let ν : S −→ End(A) map a ∈ S to Λa ∈ End(A).
An easy linear-algebraic check implies that ν is an algebraic map. Therefore
the map η : S × S −→ End(A), a, b −→ [Λa,Λb] is also an algebraic map.
To prove Proposition 11.2 it is sufficient to show that η is identically zero, as
shown by Proposition 8.3. By Claim 11.1, for all a, b ∈ A2, such that a • b,
we have η(a, b) = 0. Therefore, Proposition 11.2 is implied by the following
statement:
Lemma 11.4: Let D ⊂ A2 ×A2 be the set of all pairs (a, b) ∈ A2 ×A2
such that a • b. Then D is Zariski dense in A2.
Proof: We use the following trivial statement:
Sublemma 11.1: Let (a, b) and (a′, b′) be two pairs in A2 such that the
linear span of (a, b) is equal to the linear span of (a′, b′). Then
a • b ⇔ a′ • b′.
Proof: See Lemma 11.3.
Denote the Grassmanian of all 2-dimensional planes in H2(M,R) by Gr.
Let Gr• be the space of planes generated by a, b with a•b. To prove Lemma
11.4 it is sufficient to show that Gr• is Zariski dense in Gr.
In Section 7, we defined the period map Qc : Comp −→ Gr.
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Claim 11.2: The space Gr• coincides with Qc(Comp).
Proof: Clear from definitions.
Since the map Qc is etale (see the end of Section 7), its image contains
an open set in Gr. Therefore Qc(Comp) is Zariski dense in Gr. Lemma
11.4, and consequently, Proposition 11.2, is proven.
12. Calculation of a zero graded part of the struc-
ture Lie algebra of the cohomology of a hyperkaehler
manifold, part I.
In this section, we make steps related to computation of the grade zero
part of the Lie algebra g(A) = g−2(A) ⊕ g0(A) ⊕ g2(A). As in the previous
section, V denotes the space H2(M,R), considered as a linear space with the
scalar product (·, ·)H, and A is the Frobenius algebra H∗(M,R). We con-
struct an epimorphism g0(A) −→ so(V )⊕ kH, where kH is one-dimensional
Lie algebra.
With every I ∈ Comp, we associate the semisimple endomorphism adI
of A, defined as follows (see also Section 2). Consider the Hodge decom-
position H i(M,C) = ⊕p+q=iHp,q(M). Let adcI : H i(M,C) −→ H i(M,C)
multiply (p, q)-forms by the scalar (p − q)√−1 . One can check that adcI
commutes with the standard real structure on H i(M,C). Therefore, adcI is
a complexification of a (uniquely defined) endomorphism of H i(M,R). De-
note this endomorphism by adI. This definition coinsides with one given in
Section 2.
Consider the action of adI on V = H2(M,R). Using Hodge-Riemann
relations, we immediately obtain that adI|
V
∈ so(V ). Let M2 ⊂ End(V )
be the Lie algebra generated by endomorphisms adI|
V
, for all I ∈ Comp.
Clearly, M2 ⊂ so(V ). One can show that M2 is a Mumford-Tate group of
(M, I) for generic I ∈ Comp, although we never use this observation.
Let v : B −→ B be an endomorphism of a linear space B. We call the
endomorphism
v◦ ∈ End(B), v◦ := v − 1
dimB
Tr(B)IdB
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the traceless part of v. Clearly, the map T l : gl(V ) −→ sl(V ), T l(v) = v◦
is a Lie algebra homomorphism. For all g ∈ g0(A), consider the restriction
g|
A2
: A2 −→ A2. Let g◦ ∈ End(A2) be the traceless part of g|
A2
. This de-
fines a Lie algebra homomorphism1 t : g0(A) −→ sl(V ), t(g) = g◦. Consider
the one-dimensional Lie algebra in End(A), generated by the Hodge endo-
morphism H ∈ End(A). Denote this algebra by kH. Let s : g0(A) −→ kH
map g ∈ g0(A) to
−
Tr(g|
A0
)
1
2 dimR M
H ∈ kH.
The map s is defined in such a way that s(H) = H. Clearly, s is also a Lie
algebra homomorphism.
Proposition 12.1: The following statements are true:
(i) t(g0(A)) ⊂M2
(ii) The inclusion M2 ⊂ so(V ) is an equality: M2 = so(V ).
(iii) The map t⊕ s : g0(A) −→ so(V )⊕ kH is an epimorphism.
Proof: We use the following simple lemma.
Lemma 12.1: (see also [LL]) Let A be a Lefschetz-Frobenius algebra of
Jordan type, g(A) = g−2(A) ⊕ g0(A) ⊕ g2(A) be its structure Lie algebra.
Then g0(A) is a linear span of the elements [La,Λb], where a, b are Lefschetz
elements in A2.
Proof: Clear.
Let S ⊂ A2 be the set of all elements of Lefschetz type. Let ν : S×S −→
g0(A) be the map a, b −→ [La,Λb]. Lemma 12.1 implies that g0(A) is a
linear span of the set ν(S × S). Therefore, to prove Proposition 12.1 (i)
it is sufficient to show that for all a, b ∈ S, t(ν(a, b)) ∈ M2. As we have
seen, S is a Zariski open subset in A2. Consider S as an algebraic manifold
with the algebraic structure induced from A. With respect to this algebraic
structure, both t and ν are algebraic maps. Therefore it is sufficient to show
that for a Zariski dense subset D ⊂ S ×S, t(ν(D)) ⊂M2. By Lemma 11.4,
the set of all a, b ∈ S, a • b is Zariski dense in S. Therefore, the inclusion
t(ν(S × S)) ⊂M2 is implied by the following statement:
1V is A2 is H
2(M,R)
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Lemma 12.2: Let a, b ∈ S, a • b, where a is not proportional to b. Let
L be a plane in H2(M,R) spanned by a and b. According to Claim 11.2,
there exist I ∈ Comp such that Qc(I) = L. Let
ξ1 :=
(
[La,Λb]
∣∣∣∣
H2(M,R )
)◦
∈ End(H2(M,R)
be the traceless part of the restriction of the linear operator [La,Λb] ∈
End(A) to H2(M,R) = A2 ⊂ A. Let ξ2 be the restriction of adI to
H2(M,R). Then ξ1 is proportional to ξ2.
Proof: The space A2 ∼= H2(M,R) is equipped with the normalized
Hodge-Riemann pairing (·, ·)H. Let b, x be an orthogonal basis of L. Clearly,
x = λa+ µb, where λ, µ ∈ R. This implies that
[Lx,Λb] = λH + µ[La,Λb]. (12.1)
Since the endomorphism λH|
A2
∈ End(A2) is proportional to identity, the
traceless parts (
[La,Λb]
)◦
,
(
[Lx,Λb]
)◦
are proportional. Therefore, proving Lemma 12.2, we may assume that
(a, b)H = 0, (a, a)H = (b, b)H > 0.
Let H ∈ Hyp be a hyperkaehler structure such that Φhypc (H) = I. The
relation Φhypc (H) = I means that H = (I, J,K, (·, ·)) for some J,K, (·, ·). By
definition of Qc, the linear span of P2(H), P3(H) coinsides with L. Using
Claim 6.2, we can easily find a hyperkaehler structure H′ ∈ Hyp, H′ equiva-
lent to H, such that P2(H) = λa, P3(H) = λb for some λ ∈ R. Now, Lemma
12.2 is a consequence of the following simple statement:
Claim 12.1: Let H ∈ Hyp, H = (I, J,K, (·, ·)), a = P2(H), b = P3(H).
Then the following endomorphisms of A coinside:
[La,Λb] = adI
Proof: See [V-so(5)].
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This finishes the proof of Proposition 12.1 (i). To prove Proposition
12.1 (ii), we recall the following linear-algebraic construction. Let V be a
linear space equipped with non-degenerate symmetric bilinear form (·, ·),
and L ⊂ V be a 2-dimensional plane in V , such that the restriction of (·, ·)
to L is non-degenerate. Let L⊥ be the orthogonal complement of V to L.
Let TL be the set of all non-trivial skew-symmetric endomorphisms of V
which vanish on L⊥. As we have seen previously, all elements of TL are
proportional.
Let Gr◦ be the space of all 2-dimensional planes L ⊂ V such that the
restriction (·, ·)H|
L
is non-degenerate.
Claim 12.2: The linear span of the union
⋃
L∈Gr◦
TL
coinsides with so(V ).
Proof: Clear.
By Claim 12.2, to prove that M2 = so(V ) it is sufficient to show that
for a Zariski dense set E ⊂ Gr◦, we have
∀L ∈ E , TL ⊂M2.
For E , we take the set Gr• of Claim 11.2. Since Gr• = Qc(Comp) is Zariski
dense in Gr, it is sufficient to show that for all L ∈ Qc(Comp), we have
TL ⊂M2. This is implied by Claim 12.1 and the following statement.
Claim 12.3: In assumptions of Claim 12.1, the following two sets coin-
side: {
λ[La,Λb], λ ∈ R\0
}
= TQc(I).
Proof: Since all elements of TQc(I) are proportional and [La,Λb] 6= 0, it is
sufficient to show that [La,Λb] ∈ TQc(I). Let L ⊂ V be the linear span of
a and b. Obviously from definition, Qc(I) = L. Let L⊥ be the orthogonal
complement to L in V . We need to show that the restriction of [La,Λb]
to V = H2(M,R) vanishes on L⊥. Consider the Hodge decomposition on
H2(M) associated with the complex structure I. By definition,
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L =
(
H2,0I (M)⊕H0,2I (M)
)
∩H2(M,R).
Hodge-Riemann relations imply that
L⊥ = H1,1I (M) ∩H2(M,R)
(see Section 5 for details). By defintion of adI, we have adI(H1,1I (M)) = 0.
Since [La,Λb] = adI, we obtain that [La,Λb] ∈ TQc(I). This proves Claim
12.3, and consequently, proves Proposition 12.1 (ii).
Using the fact that
{a, b ∈ A2 ×A2 | a • b}
is Zariski dense in A2 × A2, we can derive from Claim 12.3 the following
corollary:
Corollary 12.1: Let a, b ∈ A2 be elements of Lefschetz type. Let L ⊂ A2
be a plane generated by a and b and L⊥ be its orthogonal complement in
A2 = V . Let [La,Λb]
∣∣∣∣◦
V
be a traceless part of [La,Λb]
∣∣∣∣
V
∈ End(V ). Then
[La,Λb]
∣∣∣∣◦
V
vanish on L⊥.
Proof: Using the argument with Zariski dense sets, we see that it is
sufficient to check Corollary 12.1 for a, b such that a • b, and (b, b)H 6= 0.
When (a, b)H = 0, Corollary 12.1 is a direct consequence of Claim 12.3. If
(a, b)H 6= 0, take
x := a− (a, b)H
(b, b)H
b.
Clearly, (x, b)H = 0. The traceless part of [Lb,Λb]
∣∣∣∣
V
= H|
V
is zero. There-
fore,
[La,Λb]
∣∣∣∣◦
V
= [Lx,Λb]
∣∣∣∣◦
V
This reduces Corollary 12.1 to the case (a, b)H = 0.
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To prove Proposition 12.1 (iii), we notice that from the proof of Propo-
sition 12.1 (ii) it follows also that t : g0(A) −→ so(V ) is an epimorphism.
Therefore, it is sufficient to find an element e ∈ g0(A) such that t(e) = 0,
s(e) 6= 0. This element is a Hodge endomorphism H ∈ g0(A) ⊂ End(A).
We proved Proposition 12.1 (iii).
13. Calculation of a zero graded part of the struc-
ture Lie algebra of the cohomology of a hyperkaehler
manifold, part II.
We work in assumptions of the previous section.
Theorem 13.1: In assumptions of Proposition 12.1, consider the homo-
morphism
u : g0(A) −→ so(V )⊕ kH,
u = t⊕ s. Then u is an isomorphism.
Proof: We use the following technical result:
Proposition 13.1: Let A be a Lefschetz-Frobenius algebra of cohomol-
ogy of a compact simple hyperkaehler manifold. Let a, b ∈ A2 be elements
of Lefschetz type. Then
(b, b)H[La,Λb]− (a, a)H[Λa, Lb] = 2(a, b)HH,
where (·, ·)H is a normalized Hodge-Riemann pairing.
Proof: First of all, we prove the following lemma.
Lemma 13.1: In assumptions of Proposition 13.1, let a, b ∈ A2, a • b.
Then a+ b is also of Lefschetz type, and
(a+ b, a+ b)HΛa+b = (a, a)HΛa + (b, b)HΛb.
Proof: Let H ∈ Hyp be a hyperkaehler structure, such that there exist
xi, yi ∈ R, i = 1, 2, 3, such that
a =
∑
xiωi, b =
∑
yiωi,
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where ωi = Pi(H), i = 1, 2, 3. Such H exists by definition of the relation
a • b. Clearly,
(ω1, ω1)H = (ω2, ω2)H = (ω3, ω3)H.
Let c := (ω1, ω1)H. We are going to show that
Λa = c
∑
xiΛωi
(a, a)H.
(13.1)
First of all, we notice that for all a =
∑
xiωi, a 6= 0, the triple
La, H, Λ :=
∑
xiΛωi∑
x2i
is a Lefschetz triple. This can be shown by an easy calculation which uses
(11.1). On the other hand, ωi are orthogonal with respect to (·, ·)H, and
therefore (a, a)H = c
∑
x2i . Therefore,
c
∑
xiωi
(a, a)H
=
∑
xiωi∑
x2i
Now, (13.1) immediately implies Lemma 13.1, as an easy calculation shows:
(a+ b, a+ b)HΛa+b =∗ c
∑
(xi + yi)Λωi =
= c
∑
xiΛωi + c
∑
yiΛωi =
∗ (a, a)HΛa + (b, b)HΛb,
where =∗ marks an application of (13.1). This proves Lemma 13.1.
Since
{(a, b) ∈ Aa | a • b}
is Zariski dense in A2, Lemma 13.1 has the following corollary:
Corollary 13.1: Let a, b ∈ A2, be the elements of Lefschetz type, such
that a+ b is also of Lefschetz type. Then
(a+ b, a+ b)HΛa+b = (a, a)HΛa + (b, b)HΛb.
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Corollary 13.1 implies the following interesting result. The set S ⊂ A2 of
Lefschetz elements is preserved by homotheties. Therefore we may speak of
homogeneous functions from S to some linear space. Consider the function
Λ : S −→ g−2, x −→ Λ2. Clearly, this map is homogeneous of degree
−1. Therefore, the map r˜ : S −→ g−2, x −→ (x, x)HΛx is homogeneous of
degree 1. By Corollary 13.1, r˜ is linear on S. Therefore, r˜ is a restriction of
a linear map r : A2 −→ g−2
Corollary 13.2: The map r : A2 −→ g−2 is a surjection of linear
spaces.
Proof: For all Lefschetz-Frobenius algebras C, g−2(C) is spanned by Λx
for x of Lefschetz type ([LL]).
To prove Proposition 13.1, we need only the formula (13.1). Since
{(a, b) ∈ Aa | a • b}
is Zariski dense in A2, it is sufficient to prove Proposition 13.1, for a, b such
that a • b. Consider notation introduced in the proof of Lemma 13.1. The
formula (13.1) together with relations (11.1) implies that
[Λa, Lb] =
[∑
xiΛωi∑
x2i
,
∑
yiLωi
]
=
1∑
x2i
(
−
∑
xiyiH +
∑
i 6=j
xiyj[Λωi , Lωj ]
)
,
(13.2)
and
[La,Λb] = −
[∑
yiΛωi∑
y2i
,
∑
xiLωi
]
=
1∑
y2i
(∑
xiyiH −
∑
i 6=j
xiyj[Lωi ,Λωj ]
)
.
(13.3)
Let c ∈ R be the constant defined in the proof of Lemma 13.1. We have
(a, a)H = c
∑
x2i , (b, b)H = c
∑
y2i , (a, b)H = c
∑
xiyi.
Making the corresponding substitutions in (13.2), (13.3), we obtain
[Λa, Lb] =
1
(a, a)H
(
− (a, b)HH + 1
c
∑
i 6=j
xiyj[Λωi , Lωj ]
)
(13.4)
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and
[La,Λb] =
1
(b, b)H
(
(a, b)HH +
1
c
∑
i 6=j
xiyj [Lωi ,Λωj ]
)
. (13.5)
A linear combination of these equations yields
(b, b)H[La,Λb]− (a, a)H[Λa, Lb] = (a, b)HH+
+
1
c
∑
i 6=j
xiyj
(
[Λωi , Lωj ]− [Lωi ,Λωj ]
)
To prove Proposition 13.1 it remains to show that
∑
i 6=j
xiyj
(
[Λωi , Lωj ]− [Lωi ,Λωj ]
)
= 0,
which follows from the relation
[Λωi , Lωj ] = [Lωi ,Λωj ], i 6= j
from (11.1). Proposition 13.1 is proven.
Let s : g0 −→ kH be a Lie algebra homomorphism of Proposition 12.1.
Either of equations (13.5) and (13.4) implies the following useful corollary:
Corollary 13.3: Let a, b ∈ S. Then
s([La,Λb]) =
(a, b)H
(b, b)H
H.
Now we can easily prove Theorem 13.1. Let n = dimV . Clearly,
dim so(V ) = n(n−1)2 . Since u : g0 −→ so(V ) ⊕ k is an epimorphism by
Proposition 12.1, it is sufficient to show that dim g0 6
n(n−1)
2 + 1. The el-
ement H belongs to the center of g0. Let g¯0 := g0/kH be the quotient Lie
algebra, and q : g0 −→ g¯0 be the quotient map. Let S ⊂ A2 be the set
of all elements of Lefschetz type. By Lemma 12.1, the space g¯0 is spanned
by all vectors q([La,Λb]), where a, b ∈ S. Denote the map S × S −→ g¯0,
a, b −→ q([La,Λb]) by ν˜ : S × S −→ g¯0. Let ν : S × S −→ g¯0,
ν(a, b) :=
q([La,Λb])
(b, b)H
.
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Consider the Zariski open set S ⊂ A2 as a space with an associative commu-
tative group structure, which is defined by rational maps. In other words,
S is equipped with an addition, which is defined not everywhere, but in a
Zariski open subset of S. This addition is induced from A2 ⊃ S, which is a
linear space. By Corollary 13.1, the map ν is bilinear with respect to this
operation. Consider ν as a rational map from A2 ×A2 to g¯0. This rational
map is also bilinear. An easy check shows that a linear rational map of
linear spaces is defined everywhere. Hence, ν can be uniquely lifted to a
bilinear map
ν : A2 ×A2 −→ g¯0,
such that the square
S × S →֒ A2 ×A2yν
yν
g¯0
Id−→ g¯0
is commutative. By Proposition 13.1, the bilinear map ν : A2×A2 −→ g¯0 is
skew-symmetric. Let η be the corresponding linear map from the exterrior
square of A2 to g¯0:
η :
2∧
A2 −→ g¯0.
Clearly, ν(A2×A2) = η(
∧2A2). As Lemma 12.1 implies, g¯0 is generated by
the image of ν(A2 ×A2). Hence, η is an epimorphism. Therefore, dim g¯0 6
dim
∧2A2 = n(n−1)2 . We obtained an upper bound on dim g0:
dim g0 6
n(n− 1)
2
+ 1.
Since the Lie algebra so(V )⊕ k has the same dimension, n(n−1)2 +1 and the
map u : g0 −→ so(V )⊕k is an epimorphism as we have seen previously, the
map u is an isomorphism. Theorem 13.1 is proven.
Consider the map r : A2 −→ g−2 constructed in Corollary 13.2. Let
r′ : A2 −→ g2 be a standard isomorphism. Then ν can be defined as
a composition of r′ × r : A2 × A2 −→ g2 × g−2 and a commutator map
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[, ] : g2 × g−2 −→ g0. The map ν was described in terms of the standard
bilinear map A2 ×A2 −→ Λ2A2. This description easily implies that for all
y ∈ A2 there exists x ∈ A2 such that ν(x, y) 6= 0. Since ν = r′ × r ◦ [, ], the
map r has no kernel. It is epimorphic by Corollary 13.2. We obtained the
following statement:
Corollary 13.4: Consider the linear map r : A2 −→ g−2 constructed
in Corollary 13.2. Then r is an isomorphism of linear spaces.
Theorem 13.1 gives a nice insight on the Hodge structures on H∗(M)
corresponding to various complex structures I ∈ Comp. As elsewhere, for
each I ∈ Comp we define an endomorphism adI ∈ End(A), adI(ω) =
(p − q)√−1 ω for all ω ∈ Hp,q(M). Let M ⊂ End(A) be a Lie algebra
generated by adI for all I ∈ Comp.
Lemma 13.2: The Lie algebra M acts on A by derivations: for all
m ∈M, a, b ∈ A, we have
m(ab) = m(a)b+ am(b).
Proof: For all I ∈ Comp, the operator adI is a derivation, as a calcula-
tion shows. A commutator of derivations is a derivation by obvious reasons.
Theorem 13.2: The following Lie subalgebras of End(A) coinside:
g0(A) ∼= M⊕ kH.
Proof: The inclusion M ⊂ g0(A) is implied by Claim 12.1. The inclusion
g0(A) ⊂ M ⊕ kH is proven as follows. We have seen that g0(A) is linearly
spanned byH and endomorphisms [La,Λb], where a•b, (a, b)H = 0, (a, a)H =
(b, b)H 6= 0. Let H′ be a hyperkaehler structure such that a •H′ b. Applying
Claim 6.2, we obtain a hyperkaehler structure H, H equivalent to H′, such
that a = P2(H) and b = P3(H). Then, Claim 12.1 implies that [La,Λb] ∈M.
By trivial reasons, H acts on A as a derivation. Therefore, Theorem
13.2 together with Lemma 13.2 implies the following:
69
Period maps and cohomology final version, December 1994, revised May 95
Corollary 13.5: The Lie algebra g0 ⊂ End(A) acts on A by derivations.
14. Computing the structure Lie algebra for the
cohomology of a hyperkaehler manifold,
part II.
In this section, we prove the isomorphism g ∼= so(V,+). This is done as
follows. In previous sections, we have computed dimensions of the compo-
nents of g ∼= g−2 ⊕ g0 ⊕ g2. Let n := dimV . Corollary 13.4 implies that
dim g2 = n, Corollary 13.4 implies that dim g−2 = n, and Theorem 13.1
implies that dim g0 =
n(n−1)
2 + 1. Therefore,
dim g =
n(n− 1)
2
+ 1 + 2n =
(n+ 2)(n + 1)
2
.
A trivial computation yields
dim so(V,+) =
(n+ 2)(n + 1)
2
.
We see that dimensions of g and so(V,+) are equal; it is easy to see that
g is isomorphic to so(V,+) as a graded linear space. We construct an iso-
morphism of graded linear spaces U : g −→ so(V,+) and prove that it
commutes with the Lie algebra operation.
Let B = B0⊕B2⊕B4 be the minimal graded Frobenius algebra associated
with V , (·, ·)H. By definition, g(B) = so(V,+). We are going to construct
an isomorphism of linear spaces U = U−2 ⊕ U0 ⊕ U2,
U : g(A) −→ g(B), U2i : g2i(A) −→ g2i(B).
We have canonical isomorphisms
uB : g0(B) −→ so(V )⊕ kH, uA : g0(A) −→ so(V )⊕ kH.
These isomorphisms yield a natural Lie algebra isomorphism U0 : g0(A) −→
g0(B). The homomorphism U2 : g2(A) −→ g2(B) is provided by the natural
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isomorphism g2(A) ∼= A2 (Corollary 8.1), which exists for every Lefschetz-
Frobenius algebra of Jordan type. To construct the isomorphism U−2 :
g−2(A) −→ g−2(B), we use Corollary 13.4. According to this statement,
g−2(A) is naturally isomorphic to V . The natural isomorphism g−2(B) ∼= V
is constructed in Theorem 9.1. Composing these isomorphisms, we obtain
U−2. Now, the isomorphism g(A) ∼= so(V,+) is implied by the following
proposition:
Proposition 14.1: The map U : g(A) −→ g(B) is a homomorphism of
Lie algebras.
Proof: By our construction, the restriction of U to g0(A) is a homomor-
phism of Lie algebras. Therefore, it suffices to check that
U([X,Y ]) = [U(X), U(Y )] (14.1)
in the following cases:
(i) X ∈ g2, Y ∈ g−2
(ii) X ∈ g0, Y ∈ g2
(iii) X ∈ g0, Y ∈ g−2.
We start the proof of (14.1) with (i). We represent uA : g0(A) −→
so(V ) ⊕ kH as a sum uA = tA ⊕ sA, where tA : g0(A) −→ so(V ) and sA :
g0(A) −→ kH are components of uA. Consider the similar decomposition
of uB : g0(B) −→ so(V ) ⊕ kH, uB = tB ⊕ sB. Let SA ⊂ A2 = V be the
set of all elements of Lefschetz type in A, and SB ⊂ B2 = V be the set of
all elements of Lefschetz type in B. Let S := SA ∩ SB . For x ∈ SA (SB),
we denote by LAx , Λ
A
x (L
B
x , Λ
B
x ) the corresponding elements in g(A) (g(B)).
Clearly, S is Zariski open in V . Therefore, to prove (14.1) in case (i) it is
sufficient to show that for all x, y ∈ S,
U([LAx ,Λ
A
y ]) = [U(L
A
x ), U(Λ
A
y )]. (14.2)
Checking the definition of U , one can easily see that U(LAx ) = L
B
x and
U(ΛAx ) = Λ
B
x . Therefore, (14.2) is equivalent to
U([LAx ,Λ
A
y ]) = [L
B
x ,Λ
B
y ]. (14.3)
By definition of U , (14.3) is equivalent to
uA([L
A
x ,Λ
A
y ]) = uB([L
B
x ,Λ
B
y ]).
71
Period maps and cohomology final version, December 1994, revised May 95
Using the decomposition of uA, uB , we obtain that this equation is implied
by the following two relations:
tA([L
A
x ,Λ
A
y ]) = tB([L
B
x ,Λ
B
y ]), (14.4)
sA([L
A
x ,Λ
A
y ]) = sB([L
B
x ,Λ
B
y ]). (14.5)
The second of these relations is implied by the equation
sA([L
A
x ,Λ
A
y ]) =
(x, y)H
(y, y)H
H
(Corollary 13.3). We proceed to prove (14.4). Consider the action of the
operators tA([L
A
x ,Λ
A
y ]), tB([L
B
x ,Λ
B
y ]) ∈ so(V ) on V . Let L be the two-
dimensional plane generated by x, y ∈ V . Let L⊥ be its orthogonal com-
plement. By Corollary 12.1, tA([L
A
x ,Λ
A
y ]) acts as zero on L⊥. By Corollary
9.1, tB([L
B
x ,Λ
B
y ]) also vanish on L⊥. The space of skew-symmetric endomor-
phisms of V which vanish on L⊥ is one-dimensional. Hence, the operators
tA([L
A
x ,Λ
A
y ]) and tB([L
B
x ,Λ
B
y ]) are proportional. To prove that they are
equal we have to compute only the coefficient of proportionality.
Denote the result of application of ξ ∈ so(V ) to x ∈ V by ξx. To prove
(14.4) it is sufficient to show that
tA([L
A
x ,Λ
A
y ])y = tB([L
B
x ,Λ
B
y ])y 6= 0. (14.6)
In the case when x, y are collinear,
tA([L
A
x ,Λ
A
y ]) = tB([L
B
x ,Λ
B
y ]) = 0.
(see (14.7)). Therefore, in this case (14.6) is not true. However, (14.4) is
vacuously true in this case. Therefore, to prove (14.4) it is sufficient to prove
(14.6) assuming that x and y are not collinear.
Let x, y ∈ V be two vectors which are not collinear. We prove (14.6) as
follows. Denote the Hodge operators in A, B by HA, HB respectively. By
definition of the Lefschetz triple,
[LAy ,Λ
A
y ]) = H
A, [LBy ,Λ
B
y ] = H
B .
This implies that
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tA([L
A
y ,Λ
A
y ]) = tB([L
B
y ,Λ
B
y ]) = 0 (14.7)
Let λ ∈ R. Since the expressions tA([LAx ,ΛAy ]), tB([LBx ,ΛBy ]) are bilinear by
x, we have
tA([L
A
x+λy,Λ
A
y ]) = tA([L
A
x ,Λ
A
y ])
and
tB([L
B
x+λy,Λ
B
y ]) = tB([L
B
x ,Λ
B
y ]).
Therefore, (14.6) is equivalent to
tA([L
A
x+λy,Λ
A
y ])y = tB([L
B
x+λy,Λ
B
y ])y 6= 0.
By Lemma 9.1, z ∈ SB if and only if (z, z)H 6= 0. Since S ⊂ SB , the number
(y, y)H is non-zero.
Take λ = (x,y)H(y,y)H . Then (x+ λy, y)H = 0. Replacing x by x+ λy, we see
that it is sufficient to prove (14.6) in the case when (x, y)H = 0.
Let µ ∈ R, µ 6= 0. If we replace x by a vector µx, both sides of (14.6)
are multiplied by the number µ. Choosing the appropriate coefficient µ, we
may assume that (x, x)H = (y, y)H > 0. We obtained that we may prove
(14.6) under the following set of assumptions:
(x, x)H = (y, y)H > 0, (x, y)H = 0.
This is implied by the following lemma.
Lemma 14.1: Let x, y ∈ S, (x, x)H = (y, y)H > 0, (x, y)H = 0. Then
(i) tA([L
A
x ,Λ
A
y ])y = −2x, and
(ii) tB([L
B
x ,Λ
B
y ])y = −2x.
Proof: (i) Let
T :=
{
(x, y) ∈ S | (x, x)H = (y, y)H, (x, y)H = 0
}
.
Let
T • :=
{
(x, y) ∈ S | (x, x)H = (y, y)H, (x, y)H = 0, x • y
}
.
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A standard argument with periods and comparing dimensions implies that
T • is Zariski dense in T . Therefore, we may prove (i) assuming that x • y.
Let H˜ be a hyperkaehler structure such that x •H˜ y. Using Claim 6.2, we
replace H˜ by an equivalent hyperkaehler structure H = (I, J,K, (·, ·)) such
that P2(H) = x, P3(H) = y. In this case
[LAx , L
A
y ] = adI
(Claim 12.1). Let Ω := x+
√−1 y. By definition of adI, adI(Ω) = 2√−1Ω.
This immediately implies Lemma 14.1 (i).
Proof of Lemma 14.1 (ii): By definition, for all a, b ∈ B2,
ab = (a, b)HΩB (14.8)
for a fixed vector ΩB ∈ B4. Therefore, LBx y = 0. We obtain that
[LBx ,Λ
B
y ]y = L
B
x Λ
B
y y. (14.9)
Let IB ∈ B0 be the unit in B. Then ΛBy y = ΛBy LBy IB. Since [LBy ,ΛBy ] = HB
and ΛBy IB = 0, we have
ΛBy L
B
y IB = −HB(I) = −2IB.
Using (14.8), we can easily check that
[LBx ,Λ
B
y ]IB = 0.
Therefore,
sB([L
B
x ,Λ
B
y ]) = 0.
This implies that the action of [LBx ,Λ
B
y ] on B2 coinsides with the action of
tB([L
B
x ,Λ
B
y ]) on V . Hence, (14.9) implies Lemma 14.1 (ii). This finishes the
proof of (14.1), case (i).
Relation (14.1), case (ii) is implied by the following explicit description
of the commutators between g0(A) and g2(A), g−2(A), which is valid for
many Lefschetz-Frobenius algebras of Jordan type.
Proposition 14.2: Let C = ⊕Ci be a Lefschetz-Frobenius algebra of
Jordan type. Let ξ ∈ g0(C). Assume that g0(C) acts on C by derivations.
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For any x ∈ C2, denote by ξ(x) the image of x under an action of ξ : C2 −→
C2. Then [ξ, Lx] = Lξ(x) for all x ∈ A2, ξ ∈ g0.
Proof: By definition of a derivation, ξ(xa) = ξ(x)a + xξ(a). By defini-
tion, ξLx(a) = ξ(xa) and Lxξ(a) = xξ(a). Substracting one from another,
we obtain [ξ, Lx](a) = Lξ(x)(a).
According to Corollary 13.5, g0(A) acts on A by derivations. To show
that g0(B) acts on B by derivations, we notice the following. Let C be an
associative algebra over a field and g be a Lie algebra, g ⊂ End(C). Consider
the corresponding Lie group G ⊂ End(C). Then g acts on C by derivations
if and only if G acts on C by algebra automorphisms. Now, g0(B) ∼= so(V )⊕
kH. The algebra kH acts on B by derivations for obvious reasons. On the
other hand, the Lie group SO(V ) acts on B by automorphisms, as follows
from definition of B. Therefore, Proposition 14.2 can be applied to A and
B. Let g ∈ so(V ) ⊕ kH. Let gA, gB be the elements of g0(A), g0(B) which
correspond to g. Then, (14.1), case (ii) is equivalent to
UA([gA, LAx ]) = U
B([gB , LBx ]), ∀x ∈ V.
By Proposition 14.2, this is equivalent to
gA(x) = gB(x),
which is clear from definitions. We proved (14.1), case (ii).
It remains to prove (14.1) in case (iii). Consider the action of g0(A),
g0(B) on g−2(A), g−2(B) by commutators. The action of g0(B) on g−2(B)
consides with that onB2 ∼= V (we use the standard isomorphism g−2(B) ∼= V
which is apparent from the explicit description of g(B)). This means that
kH ⊂ g0(B) acts on g−2(B) trivially, and so(V ) ⊂ g0(B) acts on g−2(B) ∼= V
in a standard fashion. Denote this action by ρ1 : so(V ) −→ End(V ).
Similarly, kH ⊂ g0(A) acts trivially on g−2(A). It remains to compare
the action of so(V ) ⊂ g0(A) on g−2(A) to ρ1. Consider the isomorphism
r : A2 −→ g−2(A) constructed in Corollary 13.4. The action of g0(A) on
g−2(A) defines an action of so(V ) ⊂ g0(A) on A2. Using the isomorphism
A2 ∼= V , we write this action as a homomorphism ρ2 : so(V ) −→ End(V ).
In this notation, the equation (14.1), case (iii) is equivalent to the following
statement:
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Lemma 14.2: The representations ρ1, ρ2 coinside.
Proof: Let I ∈ Comp. Consider the endomorphism adI ∈ g0(A). We
identify g0(A) and g0(B) using the isomorphism U0. Let t : g0(A) −→ so(V )
be a projection on a summand. Let C ⊂ so(V ) be the union of t(adI) for
all I ∈ Comp. As we have seen, C is Zariski dense in so(V ). Therefore it
is sufficient to show that ρ1, ρ2 coinside on C. Let x ∈ A2. By definition,
ρ1(t(adI))(x) = adI(x), and ρ2(t(adI))x = r
−1[adI, r(x)], where r : V −→
g−2(A) is a map of Corollary 13.4. To prove Lemma 14.2 we have to show
the following:
r(adI(x)) = [adI, r(x)]. (14.10)
Both sides of (14.10) are linear by x. Therefore it is sufficient to check
(14.10) in two cases:
(i) x ∈ H1,1I (M)
(ii) x ∈ H2,0I (M)⊕H0,2I (M),
where Hp,qI (M) is Hodge decomposition associated with the complex struc-
ture I ∈ Comp. In case (i), adI(x) = 0, so (14.10) is equivalent to
[adI, r(x)] = 0. (14.11)
Since elements of Lefschetz type are Zariski dense in A2, it is sufficient
to prove (14.11) assuming that x is of Lefschetz type. In this case, r(x) =
(x, x)HΛx. Therefore, (14.11) follows from the equation [adI,Λx] = 0. Since
x ∈ H1,1I (M), the operator Lx preserves weights of the Hodge decomposition.
An easy linear algebraic check insures that in this case Λx also preserves
Hodge weights. Therefore, by definition of adI, we have [adI,Λx] = 0. We
proved (14.10), case (i).
Consider a non-zero holomorphic symplectic form Ω˜ over the complex
manifold (M, I). Let Ω ∈ H2(M) be cohomology class represented by Ω.
Then Im(Ω), Re(Ω) constitute basis in two-dimensional space H2,0I (M) ⊕
H0,2I (M). Let H = (I, J,K, (·, ·)) be a hyperkaehler structure such that
P2(H) = Re(Ω), P3(H) = Im(Ω). Such H exists by Calabi-Yau theorem.
Since 14.10 is linear by x, we may check 14.10 case (ii) only for x2 = P2(H),
x3 = P3(H). Clearly from definitions,
adI(x2) = 2x3, adI(x3) = −2x2.
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Let c = (x2, x2)H = (x3, x3)H. By definition, r(xi) = cΛxi , i = 2, 3. There-
fore, (14.10) case (ii) is equivalent to the following pair of equations:
4cΛ2x3 = [adI, cΛx2 ],
and
−4cΛ2x2 = [adI, cΛx3 ]
Since Λ2a = 1/2Λa, these two equations can be rewritten as
2Λx3 = [adI,Λx2 ], −2Λx2 = [adI,Λx3 ] (14.12)
Claim 12.1 implies that in notation of (11.1), adI = K23. Therefore (14.12)
is a consequence of (11.1). This proves Lemma 14.2, and consequently, (14.1)
case (iii). Proof of Proposition 14.1 is finished. This also finishes the proof
of Theorem 11.1, which spanned four sections of this paper.
15. The structure of the cohomology ring for
compact hyperkaehler manifolds.
Let M be a compact simple hyperkaehler manifold and A = H∗(M)
be its cohomology ring. Let V = H2(M,R) considered as a linear space
with non-degenerate symmetric pairing (·, ·)H. Applying Theorem 11.1 and
Theorem 10.1 to A, we immediately obtain the following statement.
Theorem 15.1: Let Ar ⊂ H∗(M) be the subalgebra of A = H∗(M)
generated by A0, A2. Then A
r ∼= dA(V), where dA(V) is a Frobenius algebra
considered in Theorem 10.1
We see that Ar ⊂ H∗(M) can be expressed purely in linear-algebraic
terms. In this section, we make this description as explicit as possible.
Fix a linear space V with a non-degenerate bilinear symmetric form B :
S2V −→ k, where k is a ground field. We express dA(V ) in terms of V and
B as follows.
Let
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C = C0 ⊕ C2 ⊕ ...⊕ C4d
be a graded linear space, with
C2i = S
iV, i 6 2d,
C2i = S
2i−dV, i > 2d.
We describe a multiplicative structure on C using some classical results
of linear algebra. Let V be a linear space equipped with non-degenerate
bilinear symmetric product B : V ⊗ V −→ k. Consider the Lie group
SO(V ) associated with V and B. This group naturally acts on the symmet-
ric powers SnV for all n. The representation SO(V ) −→ End(SnV ) is not
irreducible. Its irreducible decomposition is a classical result of linear alge-
bra. We describe this decomposition explicitely, and define SO(V )-invariant
multiplicative structure on C in terms of this decomposition.
Let V := {x1, ...., xn} be a basis in V . We represent the vectors from
SnV by the polynomials
∑
αi1,...,imxi1 , ..., xim ,
where αi1,...,im ∈ k and xij ∈ V, k is a ground field. Consider an SO(V )-
invariant vector r ∈ S2V represented by the polynomial
r :=
∑
i,j
B(xi, xj)xixj .
Let Lr : S
nV −→ Sn+2V be the map multiplying the polynomial P by r.
Since the product in S∗V commutes with the SO(V )-action and r is SO(V )-
invariant, the map Lr is a homomorphism of SO(V )-representations.
The scalar product B on V can be extended to an SO(V )-invariant scalar
product (·, ·)V ⊗n on the space of n-tensors ⊗nV by the law
(x1 ⊗ x2 ⊗ ...⊗ xn, y1 ⊗ y2 ⊗ ...⊗ yn)V ⊗n = B(x1, y1)B(x2, y2)...B(xn, yn).
The space SnV ⊂ ⊗nV is SO(V )-invariant. Using Schur’s lemma, one can
see that the restriction of (·, ·)V ⊗n to SnV is non-degenerate. Denote this
scalar product by (·, ·)SnV . For all n > 1, the map Lr : Sn−2V −→ SnV
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is an embedding. Let RnV ⊂ SnV be the orthogonal complement to the
image of Lr S
n−2V −→ SnV . Using the embedding Lr : Si−2V −→ SiV
for different i,we obtain a decomposition
SnV ∼= RnV ⊕Rn−2V ⊕ ...⊕Rn mod 2V, (15.1)
where R0V = k and R1V = V .
Proposition 15.1: For all n ∈ N, the SO(V )-representation RnV is
irreducible.
Proof: See [Wy].
We obtain that (15.1) is an irreducible decomposition of an SO(V )-
representation SnV . By definition, the representation
SnV/RnV ⊕Rn−2V ⊕ ...⊕Rn−2i+2V
is canonically isomorphic to Sn−2iV . Denote the corresponding quotient
map by Bnn−2i : S
nV −→ Sn−2iV . Using the maps Bnn−2i we define the
multiplicative structure on C as follows. Let S∗V = ⊕SnV be the algebra
of symmetric tensors over V . Let ϕ : S∗V −→ C, ϕ = ⊕ϕi, where ϕi :
SiV −→ C2i is the following map. For 2i 6 2d, C2i ∼= SiV . For such i, ϕi
is defined as identity map. For 2d < 2i 6 4d, we have C2i = S
2d−iV . Let
ϕi : S
iV −→ C2i be equal to Bi2d−i : SiV −→ S2d−iV . For 2i > 4d, C2i = 0
and we take ϕi = 0. Clearly, the map ϕ is onto.
Lemma 15.1: Let I be a kernel of ϕ : S∗V −→ C. Then I is an ideal
in S∗V .
Proof: Let x ∈ SlV , x ∈ I, and y ∈ SmV . We have to show that xy ∈ I.
This relation is vacuously true except in case when d < l < l + m < 2d.
Let Λr : S
nV −→ Sn−2V be equal to Bnn−2 for all n = 2, 3, .... Clearly,
Bnn−2i = Λ
i
r, where Λ
i
r is Λr to the power of i. Therefore x ∈ I is equivalent
to Λl−dr (x) = 0, and xy ∈ I is equivalent to Λl+m−dr (xy) = 0. Therefore,
Lemma 15.1 is a special case of the following statement.
Lemma 15.2: Let l,m, n be positive integer numbers, x ∈ SlV , y ∈
SmV . Assume that Λnr (x) = 0. Then Λ
n+m
r (xy) = 0.
Proof: Consider an element of SnV as polynomial function on V con-
sidered as an affine space. Let ∆ : SnV −→ Sn−2V be the Laplace operator
associated with the metric structure B on V . By definition,
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∆(P ) =
∑
B(xi, xj)
∂2
∂xi∂xj
P,
where x1, ..., xn is a basis in V . This definition is independent of the choice
of basis in V . The operator ∆ commutes with an action of SO(V ). Checking
that ∆(SnV ) contains yn−2 for all y ∈ V , we obtain that the map ∆ is onto.
This imples that ker(∆i : SnV −→ Sn−2iV ) coinsides with RnV ⊕Rn−2V ⊕
... ⊕ Rn−2i+2V ⊂ SnV . Therefore, ker(∆i) = ker(Λir) = ker(Bnn−2i). We
obtain that Lemma 15.2 is equivalent to the following statement:
Lemma 15.3: Let x ∈ SlV , y ∈ SmV . Assume that ∆ix = 0. Then
∆i+m(xy) = 0.
Proof: We prove Lemma 15.3 using induction by l, m. We denote by
L(l0,m0) the statement of Lemma 15.3 applied to l = l0, m = m0. Clearly,
∆(xy) = ∆(x)y + x∆(y) + 2
∑ ∂x
∂xi
∂y
∂xj
B(xi, xj). (15.2)
By L(l− 1,m), we have
∆i+m−1(∆(x)y) = 0.
By L(l,m− 2),
∆i+m−1(∆(x)y) = 0.
Laplacian commutes with partial derivatives, and therefore ∆i( ∂x∂xi ) = 0.
Hence, by the virtue of L(l,m− 1),
∆i+m−1
(∑ ∂x
∂xi
∂y
∂xj
B(xi, xj)
)
= 0
Therefore, ∆i+m−1 applied to the right hand side of (15.2) is zero. This
finishes the proof of Lemma 15.3. We proved Lemma 15.2 and Lemma 15.1.
By definition, C = S∗V/I. Since I is an ideal in S∗V , the space C inher-
its a canonical ring structure. Denote this algebra by dC(V ). The following
theorem characterizes the H2(M)-generated subring of cohomology ring of
a simple compact hyperkaehler manifold in terms of C.
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Theorem 15.2: Let V be a linear space equipped with bilinear symmet-
ric pairing BV . Then the algebra
dA(V ) is naturally isomorphic to dC(V ).
Proof: We prove Theorem 15.2 as follows. We consider dC(V ) and
dA(V ) as graded linear spaces with an action of the group SO(V ). These
spaces are isomorphic as graded SO(V )-representations. We notice that
dA(V ) is by definition a quotient of SO(V ) by the SO(V )-invariant ideal
J . We show that there is a unique graded SO(V )-invartiant ideal J in
S∗V such that S∗V/J is isomorphic as a graded SO(V )-representation to
dC(V ) ∼= S∗(V )/I. This implies that I coinsides with J , which proves
Theorem 15.2.
In Section 9 we considered the graded Lie algebra so(V,+). By definition,
so(V,+) is a Lie algebra of skew-symmetric endomorphisms of the space
V ⊕H. Denote V ⊕H byW . The minimal Frobenius algebra A(V ) ∼= 1A(V ) is
isomorphic toW as so(W )-representation. Therefore dA(V ) is an irreducible
so(W )-subrepresentation of SdW generated by I⊗ I⊗ ... ⊗ I. Consider the
action of the group SO(W ) on dA(V ) which corresponds to this Lie algebra
action. We immediately obtain the following:
Claim 15.1: Let V be a linear space equipped with a non-degenerate
bilinear symmetric form, and dA(V ) be a Frobenius algebra defined in Sec-
tion 10. Let H be the two-dimensional space with the hyperbolic metric, and
W := V ⊕ H. As shown above, there is a natural action of SO(W ) on the
space dA(V ). Earlier in this section, we defined the SO(W )-representation
RdW . Then dA(V ) is isomorphic to RdW as a representation of SO(W ).
Consider a natural embedding SO(V ) ⊂ SO(W ) which corresponds to
the decomposition W = V ⊕ H. Consider RdW as a graded space, with
the grading inherited from dA(V ). We proceed to demonstrate that, as a
graded SO(V )-representation, RdW ∼= dC(V ). This is done as follows. Let
rV ∈ S2V , rW ∈ S2W be SO(V )-invariant (respectively, SO(W )-invariant)
polynomials of degree 2defined earlier in this section. Denote the scalar
product in W by BW (·, ·). Earlier we denoted the scalar product in V by
BV (·, ·). Let x1, ..., xn be a basis in V . Consider the vectors I, Ω ∈W which
were introduced when we gave definition of A(V ) ∼= W . By definition, all
vectors xi are orthogonal to I and Ω, and BW (I,Ω) = 1, while BW (I, I) = 0
and BW (Ω,Ω) = 0. Clearly, the vectors I,Ω, x1, ..., xn form a basis in W .
By definition,
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rW = IΩ− rV .
Consider a linear map γ : SdW −→ SdW which maps a monomial P =
I
iΩjT to
γ(P ) :=
riV Ω
j−i, j > i
I
i−jrjV , j < i,
where T = xα11 x
α2
2 ...x
αn
n ,
∑
αi = d − i − j. Clearly, ker γ = rWSd−2W .
Therefore, the image of γ is naturally isomorphic as a linear space to RdW .
Consider a multiplicative grading on SdW defined as follows: gr(I) = 0,
gr(xi) = 2, i = 1, 2, ..., n, gr(Ω) = 4. Clearly, this grading induces the
standard one on the space dA(V ) ∼= RdW ⊂ SdV . By definition, the map
γ : SdW −→ SdW preserves this grading. Since I, rV and Ω are SO(V )-
invariant, the map γ commutes with an action of SO(V ) on SdW . There-
fore, γ(SdW ) is isomorphic to RdW as a graded representation of SO(V ).
On the other hand, γ(SdW ) is isomorphic to dC(V ) (again, as a graded
representation of SO(V ) as the following argument shows.
For 2i 6 2d, the grading-2i subspace
(
γ(SdW )
)
2d
⊂ γ(SdW ) is a linear
span of monomials
I
d−ixα11 x
α2
2 ...x
αn
n ,
∑
αi = i.
Similarly, for 2i > 2d, the space
(
γ(SdW )
)
2d
is a linear span of monomials
Ωi−dxα11 x
α2
2 ...x
αn
n ,
∑
αi = 2d− i.
Therefore, the grade 2i part of RdW ∼= d(W ) is SiV for i < d and is
S2d−iV for i > d. We proved the following statement:
Lemma 15.4: The spaces dC(V ) and dA(V ) are isomorphic as graded
representations of SO(V ).
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By construction, dC(V ) and dA(V ) are quotient algebras of S∗V . The
canonical epimorphisms S∗V −→ dC(V ) and S∗V −→ dA(V ) are SO(V )-
invariant. Therefore, Theorem 15.2 is a consequence of Lemma 15.4 and the
following lemma.
Lemma 15.5: Let V be a linear space equipped with a scalar product.
Let D, E be quotients of S∗V by graded ideals I, J ⊂ S∗V . Consider D,
E as graded algebras, with the grading inherited from S∗V . Assume that
I, J are SO(V )-invariant subspaces in S∗V and D is isomorphic to E as a
graded representation of SO(V ). Then D is isomorphic to E as an algebra.
Proof: Consider the irreducible decomposition of SiV given by (15.1).
The summands of this decomposition are pairwise non-isomorphic. There-
fore, by Schur’s lemma every SO(V )-invariant subspace of SnV is a di-
rect sum of several components of the decomposition (15.1). Let In, Jn ⊂
SnV be the n-th grade components of I, J . Since In, Jn are SO(V )-
invariant, these subspaces are direct sum of several components of (15.1).
The quotient spaces Dn = S
nV/In, En = S
nV/Jn are isomorphic as SO(V )-
representations. These spaces can be identified with the direct sums of those
components of the decomposition (15.1) which don’t appear in the decom-
position of In, Jn. Since En is isomorphic to Dn, the spaces In and Jn are
isomorphic (as representations of SO(V )). Since the components of (15.1)
are pairwise non-isomorphic, the spaces In and Jn coinside. This proves
Lemma 15.5. Theorem 15.2 is proven.
16. Calculations of dimensions.
We obtain easy numerical lower bounds on the dimensions
dimHp,q(M)
of Hodge components of cohomology spaces of compact hyperkaehler mani-
folds. We have computed the part of cohomology generated by H2(M). The
dimension of dimHp,q(M) cannot be lower than the dimension of the space
H¯p,q(M) of all (p, q) cohomology classes which are generated by H2(M). In
this section, we compute dimensions of H¯p,q for all p, q.
Let H¯∗(M) = ⊕p,qH¯p,q ⊂ H∗(M) be the subring of H∗(M) generated
by H2(M). Clearly,
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dimHp,q(M) > dim H¯p,q(M).
By p(n,m), we denote dimension of the space of homogeneous polyno-
mials of degree m of n variables. This number is known from combinatorics
as partition number. It is given by the following formal serie, which was
discovered by Euler:
∑
p(n,m)sntm =
∞∏
i=1
(
1
1− tis
)
Consider the ring S2 of polynomials of n+1 variables, where n variables
are assigned degree 1 and one variable is assigned degree 2. Let p2(n,m) be
the space of homogeneous polynomials of degree m in S2. Clearly,
p2(n,m) =
i=[m
2
]∑
i=0
p(n,m− i).
Theorem 16.1: Let M be a simple compact hyperkaehler manifold,
dimR M = 4d, b2(M) = n (we denote by b2 the second Betti number). Then
(i) dim H¯∗(M) = p(n, d)− p(n, d− 2).
(ii) dim H¯2i(M) =
p(n, i), i 6 d
p(n, 2d− i), i > d
(iii) dim H¯p,q(M) = 0 for p+ q odd.
(iv) dim H¯p,q(M) = dim H¯p,2d−q(M) =
= dim H¯2d−p,q(M) = dim H¯2d−p,2d−q(M).
(v) For p+ q 6 2d, p 6 q,
dim H¯p,q(M) = p2(n− 2, p)
Proof:
(i) Follows from Claim 15.1.
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(ii) Theorem 15.2
(iii) Clear
(iv) See [V-so(5)]
(v) Let V = H2(M). Theorem 15.2 implies that H¯2m(M) ∼= SmV .
Clearly, the Hodge decomposition on H¯2m(M) = SmV is induced from
that on V = H2,0(M) ⊕ H1,1(M) ⊕ H0,2(M). The spaces H2,0(M) and
H0,2(M) are one-dimensional. Let z ∈ H2,0(M), z¯ ∈ H0,2(M) be the non-
zero vectors, and z, z¯, x1, ..., xn−2 be the basis in H2(M) ∼= V . Then the
space H¯p,q(M), p+ q 6 2d, p 6 q, is a linear span of the monomials
Ta,b,α1,...αn−2 = z
az¯bxα11 x
α2
2 ...x
αn−2
n−2
where b− a = q − p, ∑αi = p+ q − (b+ a). Let Θ = zz¯ ∈ S2V . Then
Ta,b,α1,...αn−2 = Θ
az¯b−axα11 x
α2
2 ...x
αn−2
n−2 ,
where a+ b+
∑
αi = p+ q. Since b− a = q − p,
Ta,b,α1,...αn−2 = Θ
az¯p−qxα11 x
α2
2 ...x
αn−2
n−2 ,
where 2a+ (q− p) +∑αi = p+ q. Translating q− p to the right hand side,
we obtain that Ta,b,α1,...αn−2 is numbered by the different combinations of
a, α1, ...αn−2, which satisfy the condition 2a +
∑
αi = 2p. This number is
by definition p2(n− 2, p).
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