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Abstract
In this paper we investigate the relation between discrete and continuous operators.
More precisely, we investigate the properties of the semigroup generated by A, and the
sequence And , n ∈ N, where Ad = (I + A)(I −A)−1.
We show that if A and A−1 generate a uniformly bounded, strongly continuous semi-
group on a Hilbert space, then Ad is power bounded. For analytic semigroups we can
prove stronger results. If A is the infinitesimal generator of an analytic semigroup, then
power boundedness of Ad is equivalent to the uniform boundedness of the semigroup
generated by A.
Keywords: abstract differential equation, infinite-dimensional systems, discrete time, con-
tinuous time, stability, Lyapunov equation.
AMS-Subject Classification: 34A30, 37C75, 39A11, 93D05.
1 Introduction
Since its introduction by von Neumann [9], the Cayley transform Ad = (I +A)(I−A)−1 (and
visa versa A = (I + Ad)−1(Ad − I)) plays an essential role in functional analysis. It is used
to obtain the spectral decomposition of unbounded self-adjoint operators and to derive the
∗This work was carried out during a visit by B.Z. Guo to the University of Twente. This visit was funded
by the Netherlands Organization for Scientific Research, (NWO)
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symmetric extensions of symmetric operators in Hilbert spaces. The Cayley transformation is
a natural generalization of the well-known Mo¨bius transformation which maps the open right-
half plane C+ = {s ∈ C | Re(s) > 0} into the exterior of the unit disc S+ = {z ∈ C | |z| > 1}.
It is easily seen that the eigenvalues of Ad are related to the eigenvalues of A via the
Mo¨bius transformation. In particular, this implies that if A is a matrix, the solution to the
evolution equation
x˙(t) = Ax(t) ;x(0) = x0 (1)
is stable if and only if the solution to the difference equation
x(n + 1) = Adx(n) ;x(0) = x0 (2)
is stable. Of course this remark does not generalize to evolution equations on an infinite-
dimensional space. We mention two applications in which the relationship between (1) and
(2) is important. A candidate for an approximate solution to the evolution equation (1) in a
Banach space X, where A generates a C0-semigroup on X, is xn ≈ x(tn) of the form
xn+1 = r(∆A)xn, tn = n∆.
∆ is a time step and r is a rational function that satisfies certain conditions. In the backward
Euler and Crank-Nicolson scheme, r is chosen to be
r(s) =
1 + s/2
1− s/2 ,
and r(∆A) is actually the Cayley transform (see [4] for the details). The success of this
approximation scheme depends on A and Ad having compatible stability properties.
Other applications arise in systems theory (see Ober and Montgomery Smith, [10] and Curtain
and Oostveen [5]. Consider the simple example of the controlled system
x˙(t) = Ax(t) + Bu(t),
where A is a generator of a C0-semigroup in a Hilbert space Z, and A−1B is a bounded control
operator from the control space U to the state space. Using the Cayley transformation and
Bd =
√
2(I −A)−1B, one obtains the discrete-time counterpart:
x(n + 1) = Adx(n) + Bdu(n).
Obviously, the Cayley transform maps the unbounded operators A,B of the continuous-time
system into bounded operators in the discrete-time counterpart. This certainly brings a
technical advantage, and it turns out that control properties such as controllability, are the
same for both systems.
The above observations motivate the study of the relation between the stability properties
of the evolution equations (1) and (2). It is easily seen the eigenvalues of A transform via
the Mo¨bius transformation into the eigenvalues of Ad. However, if A is an operator on an
infinite-dimensional space, its eigenvalues do not determine the stability properties of the
semigroup and the connection between the stability. The obvious question whether (1) has
a stable solution if and only if (2) has remained unresolved for several years. In the Banach
space case, the answer to this question is negative. A concrete counter example is given in [4]
(the earlier of such an example can also be found in [3] and [2]).
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For the Hilbert space case there are some positive results if one assumes that A a dissipative
or a normal operator, see e.g. Arov and Nudelman, [1]. More recently, the results of Crouzeix
et. al. [4] and Palencia [11] imply that if A is the infinitesimal generator of the analytic
semigroup T (t) on a Hilbert space and T (t) is sectorially bounded, i.e., ‖T (t)‖ ≤ M for all t
with |arg(t)| < θ, for some θ > 0, then Ad is power bounded.
In this paper we show that the condition that the semigroup must be sectorially bounded
can be removed. Note that even simple finite-dimensional semigroups can be bounded, but
not sectorially bounded. Consider for instance, eit.
As a partial solution to the general problem, we show that the stability of (1) implies that
of (2) under the extra assumption that the evolution equation
x˙(t) = A−1x(t) (3)
is stable. In general, it is not known if this condition is automatically satisfied once it
is assumed that the evolution equation (1) is stable. However, on Hilbert spaces contrac-
tion semigroups and sectorially bounded, analytic semigroups have this property. Hence the
(known) results for these evolution equations form a special case our new result.
Before we can show these results, we need some new stability results. This will be the
subject of the next section.
2 Stability results
In this section we relate the stability of (1) and (2) to the solution of a certain Lyapunov
equation. It is well-known that (1) is exponentially stable, i.e., the semigroup generated by
A satisfies ‖T (t)‖ ≤ Me−ωt for some ω > 0 if and only if there exists a positive, bounded
operator Q satisfying
A∗Q + QA = −I.
For the uniform boundedness and strong stability of (1) we can prove similar results. These
results are inspired by the results of Shi and Feng [12], and Tomilov [13], which are quoted
next.
Theorem 2.1 A linear operator A generates a uniformly bounded C0-semigroup T (t) on a
Hilbert space Z if and only if the following two conditions are satisfied:
1. A is densely defined;
2. {λ ∈ C | Re(λ) > 0} ⊂ ρ(A) and
sup
σ>0
σ
∫ ∞
−∞
‖(σ + iτ −A)−1x‖2dτ < ∞, for all x ∈ Z; (4)
and
sup
σ>0
σ
∫ ∞
−∞
‖(σ + iτ −A∗)−1y‖2dτ < ∞, for all y ∈ Z; (5)
The proof can be found in [12]. This result can be reformulated using Lyapunov equations.
Theorem 2.2 Let A be the infinitesimal generator of a C0-semigroup T (t) on the Hilbert
space Z, then the following are equivalent
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1. T (t) is uniformly bounded, i.e., ‖T (t)‖ ≤ M for all t ≥ 0.
2. For all λ > 0 there exist unique positive solutions of the Lyapunov equations
(A− λI)∗Q(λ) + Q(λ)(A− λI) = −I (6)
(A− λI)Q˜(λ) + Q˜(λ)(A − λI)∗ = −I (7)
for which there exists constants M and M˜ such that
λ‖Q(λ)‖ ≤ M, λ‖Q˜(λ)‖ ≤ M˜. (8)
For strong stability there are similar results.
Theorem 2.3 Let A be the infinitesimal generator of a C0-semigroup T (t) on the Hilbert
space Z, then the following are equivalent
1. T (t) is strongly stable, i.e., T (t)x → 0 for t →∞.
2. For all λ > 0 there exist unique positive solutions of the Lyapunov equations (6) and
(7). Furthermore, the solution Q˜(λ) of (7) satisfies
λ‖Q˜(λ)‖ ≤ M˜ (9)
for some M˜ , and the solution Q(λ) of (6) satisfies
lim
λ↓0
λ〈Q(λ)x, x〉 = 0. (10)
3. The C0-semigroup T (t) is uniformly bounded, and for every x ∈ Z
lim
σ↓0
σ
∫ ∞
−∞
‖(σ + iτ −A)−1x‖2dτ = 0. (11)
4. The C0-semigroup T (t) is uniformly bounded, and for every τ0 ∈ R, there exists an
ε > 0 and a dense set Z0 = Z0(τ0, ε) such that for every x ∈ Z0,
lim
σ↓0+
σ
∫ τ0+ε
τ0−ε
‖(σ + iτ −A)−1x‖2dτ = 0. (12)
We remark that the implication 1. ⇒ 3. ⇒ 4. ⇒ 1. is shown in [13].
Next we formulate similar results in discrete-time.
Theorem 2.4 Let Ad be a bounded operator on the Hilbert space Z, then the following are
equivalent
1. Ad is power bounded, i.e., ‖And‖ ≤ M for all n ∈ N.
2. For every x ∈ Z we have that
sup
0<r<1
(1− r)
∫ 2π
0
‖(eiθ − rAd)−1x‖2dθ < ∞ (13)
and
sup
0<r<1
(1− r)
∫ 2π
0
‖(e−iθ − rA∗d)−1x‖2dθ < ∞. (14)
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3. For all r ∈ (0, 1) there exist positive operators R(r), R˜(r) ∈ L(Z) such that
r2A∗dR(r)Ad −R(r) ≤ −I (15)
r2AdR˜(r)A∗d − R˜(r) ≤ −I. (16)
Furthermore, they satisfy
(1− r)‖R(r)‖ ≤ M, (1− r)‖R˜(r)‖ ≤ M˜, (17)
for certain constants M and M˜ independent of r.
Proof By the Parseval identity we see that
∫ 2π
0
‖(eiθ − rAd)−1x‖2dθ = 2π
∞∑
n=0
‖rAndx‖2.
From this it is easy to see that 1. implies 2.
Assume next that 2. holds, then by the Parseval identity, we have that the following
operator is well-defined for r ∈ (0, 1)
R(r) =
∞∑
n=0
rn (A∗d)
n Andr
n.
It is easy to see that R(r) is positive and satisfies (15). There is even equality. Furthermore,
since 2. holds
‖(1 − r)R(r)x‖ ≤ Mx,
for all x ∈ Z and r ∈ (0, 1). Now by the uniform boundedness Theorem, we conclude that
R(r) satisfies (17). Repeating the argument for A∗d gives the remaining part of the assertion.
We now concentrate on the implication 3. to 1. We first show that from (15) it follows
that
R(r) ≥
∞∑
n=0
rn (A∗d)
n Andr
n. (18)
To prove this we note that from (15)
N∑
n=0
rn (A∗d)
n Andr
n =
N∑
n=0
rn (A∗d)
n IAndr
n
≤
N∑
n=0
rn (A∗d)
n [R(r)− rA∗dR(r)Adr]Andrn
= R(r)− rN+1 (A∗d)N+1 R(r)AN+1d rN+1. (19)
Since R(r) ≥ 0, this implies that
N∑
n=0
rn (A∗d)
n Andr
n ≤ R(r).
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Thus rn (A∗d)
n Andr
n is summable, and we get that (18) holds. Similarly, we can show that
R˜(r) ≥
∞∑
n=0
rnAnd (A
∗
d)
n rn.
Using this and (18) we can show the uniform boundedness of And . We start with the following
simple equality.
|(n + 1)rn〈y,Andx〉| =
∣∣∣∣∣
n∑
k=0
〈y, rn−kAn−kd Akdrkx〉
∣∣∣∣∣
=
∣∣∣∣∣
n∑
k=0
〈rn−k (A∗d)n−k y,Akdrkx〉
∣∣∣∣∣
≤
[
n∑
k=0
‖rn−k (A∗d)n−k y‖2
]1/2 [ n∑
k=0
‖Akdrkx‖2
]1/2
=
[
n∑
k=0
‖rk (A∗d)k y‖2
]1/2 [ n∑
k=0
‖Akdrkx‖2
]1/2
.
Thus by (18) we have that
|(n + 1)rn〈y,Andx〉| ≤ 〈y, R˜(r)y〉1/2〈x,R(r)x〉1/2 (20)
Using the conditions in (17) we see that
|(n + 1)rn〈y,Andx〉| ≤ M2
1
1− r‖y‖‖x‖.
Thus
‖And‖ ≤
M2
(n + 1)rn(1− r) .
Since this holds for all r ∈ (0, 1), we can take the infimum over all these r’s. The miminum
over the right-hand side is attained in r = n/(n + 1). Thus
‖And‖ ≤
M2
(n + 1)( nn+1 )
n( 1n+1 )
= M2
(
1 +
1
n
)n
.
Since the right-hand side can be bounded independent of n, we have that ‖And‖ is uniformly
bounded. 
The above result we can use to prove strong stability.
Theorem 2.5 Let Ad be a bounded operator on the Hilbert space Z, then the following are
equivalent
1. And is strongly stable, i.e., A
n
dx → 0 for n →∞.
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2. For all r ∈ (0, 1) there exist bounded positive operators R(r) and R˜(r) which satisfy the
Lyapunov inequalities (15) and (16). Furthermore, R˜(r) satisfies
(1− r)‖R˜(r)‖ ≤ M˜ (21)
for some M˜ , and R(r) satisfies
lim
r↑1
(1− r)〈R(r)x, x〉 = 0. (22)
3. Ad is power bounded, and for every x ∈ Z
lim
r↑1
(1− r)
∫ 2π
0
‖(eiθ − rAd)−1x‖2dθ = 0. (23)
4. Ad is power bounded, and for every θ0 ∈ R, there exists an ε > 0 and a dense set
Z0 = Z0(τ0, ε) such that for every x ∈ Z0,
lim
r↑1
(1− r)
∫ θ0+
θ0−
‖(eiθ − rAd)−1x‖2dθ = 0. (24)
Proof For the implications 1. ⇒ 3. ⇒ 4. ⇒ 1., see [13].
We prove that 1. implies 2. Define for r ∈ (0, 1)
R(r) =
∞∑
n=0
rn (A∗d)
n Andr
n,
R˜(r) =
∞∑
n=0
rnAnd (A
∗
d)
n rn.
As we have seen in the proof of the previous theorem, these operators satisfies (15), and (16),
respectively. Furthermore, since the strong stability of Ad implies the uniform boundedness
of And and (A
∗
d)
n, we see that R˜(r) satisfies (21).
Let ε > 0 be given, and choose N such that ‖Andx‖ ≤ ε for all n ≥ N . Then we obtain
〈x,R(r)x〉 =
∞∑
n=0
‖rnAndx‖2
≤
N−1∑
n=0
‖rnAndx‖2 +
∞∑
n=N
r2nε2
=
N−1∑
n=0
‖rnAndx‖2 + ε2
r2N
1− r2
Thus
lim
r↑1
(1− r)〈R(r)x, x〉 ≤ 1
2
ε2.
Since this holds for any ε > 0, we have shown (22).
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Now we show that 2. implies 1. From (20) and (21), one sees that
‖Andx‖2 ≤
M˜
r2n(n + 1)2(1− r)〈x,R(r)x〉
For 1− r sufficiently close to zero, we get that
‖Andx‖2 ≤
M˜
r2n(n + 1)2(1− r)
M
1− r ε.
Now one can proceed as in the first proof, and show that for sufficient large n, ‖Andx‖ ≤ 2eMε.

These theorems are very useful in showing the relation between bounded semigroups and
their co-generators.
Theorem 2.6 Let A and A−1 both be the infinitesimal generator of a bounded C0-semigroup
on the Hilbert space Z. Then the operator Ad := (I + A)(I −A)−1 is power bounded.
Furthermore, if the semigroups generated by A and A−1 are strongly stable, then Ad is
strongly stable.
Proof So we have to show that there exist solutions of (15) and (16). We shall only show
(15), since the proof of the other inequality is very similar. Let Q(λ) be the solution of (6),
and let S(λ) be the solution of
(A−1 − λ)∗S(λ) + S(λ)(A−1 − λ) = −I. (25)
Multiplying both sides by A∗ from the left and A from the right, it is easy to see that this
equation is equivalently formulated as
−2λA∗S(λ)A + S(λ)A + A∗S(λ) = −A∗A. (26)
Now take an r ∈ (0, 1), and consider the left hand side of (15).
r2A∗dRAd −R
= (I −A)−∗ [r2(I + A)∗R(I + A)− (I −A)∗R(I −A)] (I −A)−1
= (r2 + 1) ·
(I −A)−∗
[
r2 − 1
r2 + 1
R +
r2 − 1
r2 + 1
A∗RA + A∗R + RA
]
(I −A)−1.
Now we choose −2λ = r2−1
r2+1
and R(r) = Q(λ) + S(λ).
r2A∗dR(r)Ad −R(r)
= (r2 + 1)(I −A)−∗
[−2λS(λ)− 2λA∗S(λ)A + A∗S(λ) + S(λ)A)] (I −A)−1 +
(r2 + 1)(I −A)−∗
[−2λQ(λ)− 2λA∗Q(λ)A + A∗Q(λ) + Q(λ)A)] (I −A)−1
= (r2 + 1)(I −A)−∗ [−2λS(λ)−A∗A] (I −A)−1 +
(r2 + 1)(I −A)−∗ [−I − 2λA∗Q(λ)A] (I −A)−1
≤ (r2 + 1)(I −A)−∗ [−A∗A− I] (I −A)−1 ≤ −γI.
8
From this it follows that 1γR(r) satisfies (15). Since the behavior of R at one is like Q and S
at zero, we obtain the result. 
The next corollary treats the case that A is a bounded generator.
Corollary 2.7 Let A ∈ L(Z) be the infinitesimal generator of a bounded C0-semigroup. Then
the operator Ad := (I + A)(I −A)−1 is power bounded.
Furthermore, if eAt is strongly stable, then And is strongly stable.
Proof For r ∈ (0, 1) we define λ as in the proof of Theorem 2.6, i.e.,
λ =
1− r2
2(1 + r2)
.
Furthermore, we choose
R(r) = Q(λ)
With this choice, we obtain similar as in previous proof that
r2A∗dR(r)Ad −R(r) = (r2 + 1)(I −A)−∗ [−I − 2λA∗Q(λ)A] (I −A)−1
≤ −(r2 + 1)(I −A)−∗(I −A)−1 ≤ −γI,
where the last inequality follows since A is bounded. Thus we see that Ad is power bounded.

It is well-known that A generates an analytic semigroup which is sectorially bounded, i.e.,
‖T (t)‖ ≤ M for all t such that |arg(t)| < θ for some positive θ if and only if ‖(sI − A)−1‖ ≤
m/|s| for all complex s with |arg(s)| < π/2+θ. From this it is easy to see that A generates an
analytic, sectorially bounded semigroup if and only if A−1 generates an analytic, sectorially
bounded semigroup. Thus from Theorem 2.6 we conclude the following.
Corollary 2.8 Let A be the infinitesimal generator of an analytic, sectorially bounded C0-
semigroup on the Hilbert space Z, and let A−1 exist as a closed, densely defined operator.
Then the operator Ad := (I + A)(I −A)−1 is power bounded.
In the next section we shall show that the above result also holds for bounded analytic
semigroups. Furthermore, in the last section we show that the reverse implication also holds
for analytic semigroups.
3 Preliminaries on analytic semigroups
The first result in this section gives a characterization of the analyticity of the C0-semigroup
in terms of its discrete counterpart under the Cayley transform.
Theorem 3.1 Let A be a densely defined linear operator in a Banach space X, and let
{λ ∈ C | Re(λ) > 0} ⊂ ρ(A). Define Ad = (I + A)(I −A)−1. Then
1. A generates an analytic semigroup on X if and only if there are constants C, δ > 0 such
that
|λ + 1|‖(λ −Ad)−1‖ ≤ C, for all |λ + 1| < δ,Re(λ) < −1. (27)
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2. Suppose for some constants C, δ > 0√
|λ| − 1‖(λ−Ad)−1‖ ≤ C, for all |λ + 1| < δ,Re(λ) < −1. (28)
Then A generates an analytic semigroup.
Proof. By Theorem 13.2 of [7], A generates an analytic semigroup on X if and only if
‖(λ−A)−1‖ ≤ M
1 + |λ| , for all Re(λ) ≥ ω (29)
for some M,ω > 0.
First of all, we notice that |λ| > 1 if and only if Re(λ−1λ+1 ) > 0. Hence for any |λ| > 1, there
holds
λ−Ad = (λ + 1)
(
λ− 1
λ + 1
−A
)
(I −A)−1
and so for all λ with |λ| > 1
(λ−Ad)−1 = 1
λ + 1
(I −A)
(
λ− 1
λ + 1
−A
)−1
=
1
λ + 1
+
2
(λ + 1)2
(
λ− 1
λ + 1
−A
)−1
. (30)
Proof of (i): Suppose that A generates an analytic semigroup and (29) is satisfied for some
ω > 1. We show that (29) holds for some ω < 1. Take 0 < ω0 < 1 < ω. By the resolvent
identity, for any σ ∈ [ω0, ω],
(σ + iτ −A)−1 = (ω + iτ −A)−1 + (ω − σ)(σ + iτ −A)−1(ω + iτ −A)−1
and hence
‖(σ + iτ −A)−1‖ ≤ ‖(ω + iτ −A)−1‖+ |ω − ω0| M
1 +
√
ω2 + τ2
‖(σ + iτ −A)−1‖
≤ ‖(ω + iτ −A)−1‖+ |ω − ω0| M
1 +
√
ω2 + τ20
‖(σ + iτ −A)−1‖,
for all τ ≥ τ0 with τ0 such that M0 = M |ω−ω0|
1+
√
ω2+τ20
< 1. Therefore,
‖(σ + iτ −A)−1‖ ≤ 1
1−M0 ‖(ω + iτ −A)
−1‖ ≤ 1
1−M0
M
1 +
√
ω2 + τ2
≤ M
1−M0
1
1 + |σ + iτ | , ∀σ ∈ [ω0, ω], τ ≥ τ0.
However, as σ ∈ [ω0, ω], |τ | ≤ τ0, ‖(σ + iτ −A)−1‖ is continuous and so uniformly bounded in
this region. Hence there exists a constant M˜ ≥ M1−M0 such that
‖(σ + iτ −A)−1‖ ≤ M˜
1 + |σ + iτ | , for all σ ≥ ω0.
Now suppose that ω < 1 in (29). For any Re(λ) < −1, Re(λ−1λ+1 ) = |λ|
2−1
|λ+1|2 = 1+2
−Re(λ)−1
|λ+1|2 ≥ 1.
It follows from (29) and (30) that
|λ + 1|‖(λ −Ad)−1‖ ≤ 1 + 2M|λ− 1|+ |λ− 1| ≤ 1 +
2M
2
= 1 + M,
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for all |λ + 1| ≤ 1 with Re(λ) < −1. This is (27).
Conversely, suppose that (27) holds. Let µ be defined as µ = λ−1λ+1 , then λ = −µ+1µ−1 , and
µ− 1 = − 2λ+1 . By (30) we obtain that
(µ− 1)(µ−A)−1 = 1− (λ + 1)(λ−Ad)−1. (31)
It is easily seen that whenever we have µ such that Re(µ) > ω = max{4, 1 + 2/δ}, then
2/|µ− 1| < δ. So |λ + 1| < δ and Re(λ) = − |µ|2−1|µ−1|2 = −1− 2(Reµ−1)|µ−1|2 < −1. Hence for such an
µ,
|µ− 1|‖R(µ,A)‖ ≤ 1 + C.
Therefore,
‖(µ−A)−1‖ ≤ 1 + C|µ− 1| ≤
2(1 + C)
1 + |µ| ,
for all µ with Re(µ) > ω. By (29), we conclude that A generates an analytic semigroup.
Proof of 2. It is easily seen that since Re(λ) < −1, and |λ+1| < δ, we have that |λ+1|2 ≤
|λ|2− 1 ≤ (2+ δ)(|λ| − 1) and so |λ+1| ≤ √2 + δ√|λ| − 1. The result then follows from part
one. 
4 From continuous- to discrete-time for analytic semigroups
In this section we prove that Corollary 2.8 also holds if A generates a uniformly bounded
analytic semigroup. We begin with the formulation of the result.
Theorem 4.1 Suppose that the operator A generates an uniformly bounded, analytic semi-
group T (t) on the Hilbert space Z. Then the operator Ad defined via the Cayley transform:
Ad = (I + A)(I −A)−1 (32)
is power bounded. Moreover, if T (t) is strongly stable, so is {And}.
Proof. In this proof, we use the following notation
(sI −A)−1 = R(s,A).
Since A generates an analytic semigroup, there are constants M > 0, ω > 0 such that
‖R(λ,A)‖ ≤ M
1 + |λ| ≤
M
|λ| , ∀ Re(λ) ≥ ω > 0. (33)
We claim that there exists an τ0 > 0 such that (33) holds true for all λ ∈ C with
Re(λ) ≥ 0, |Im(λ)| ≥ τ0. (34)
for some suitable M > 0. Actually, by the analyticity assumption, there exists an τ0 > 0 such
that Mω
1+
√
ω2+τ20
< 1 and
λ = σ + iτ ∈ ρ(A), ∀ σ ≥ 0, |τ | ≥ τ0.
11
By virtue of resolvent identity, for any σ ≥ 0, |τ | ≥ τ0,
R(σ + iτ,A) −R(ω + iτ,A) = (ω − σ)R(σ + iτ,A)R(ω + iτ,A)
and hence
‖R(σ + iτ,A)‖ ≤ ‖R(ω + iτ,A)‖ + M(ω − σ)
1 +
√
ω2 + τ20
‖R(σ + iτ,A)‖
Therefore
‖R(σ + iτ,A)‖ ≤
(
1− Mω
1 + |ω + iτ0|
)−1 1
1 + |σ + iτ | .
This is (34).
Since R(λ,Ad) is represented by (30), we need to see what is the image of the Mo¨bious
transform
µ =
λ− 1
λ + 1
, λ = reiθ, 0 ≤ θ ≤ 2π.
on the complex µ-plane. Set µ = x + iy, λ = σ + iτ . Then we have
µ =
|λ|2 − 1
|λ + 1|2 +
2τ
|λ + 1|2 i.
So
x =
|λ|2 − 1
|λ + 1|2 = 1− 2
σ + 1
(σ + 1)2 + τ2
, y =
2τ
(σ + 1)2 + τ2
.
That is, (x− 1)2 + y2 = 4 1
(σ+1)2+τ2
. By noting x = r
2−1
(σ+1)2+τ2
, we have (x− 1)2 + y2 = 4
r2−1x.
That is, (
x− r
2 + 1
r2 − 1
)2
+ y2 =
(
2r
r2 − 1
)2
. (35)
Therefore, The Mo¨bius transform maps the circle on the λ-plane to a circle on the µ-plane
but the (integration) orientation is opposite.
There are two terms in (30). For the first term since as λ = reiθ, r > 1, 0 ≤ θ ≤ 2π,
|λ + 1|2 = r2 + 1 + 2r cos θ
and so
sup
r>1
(r − 1)
∫ 2π
0
1
|λ + 1|2 dθ = supr>1(r − 1)
∫ 2π
0
1
r2 + 1 + 2r cos θ
dθ
= 2 sup
r>1
(r − 1)
∫ π
0
1
r2 + 1 + 2r cos θ
dθ = sup
r>1
2π
r + 1
= π.(36)
Here we used Parseval indetity. Let
µ =
λ− 1
λ + 1
=
r2 + 1
r2 − 1 −
2r
r2 − 1e
−iφ,
by (35) we know that we can write µ is this form. Then
µ− 1 = −2
λ + 1
, dθ =
r2 − 1
r2 + 1− 2r cosφdφ,
1
|λ + 1|2 =
1
r2 − 1x =
r2 + 1− 2r cosφ
(r2 − 1)2 .
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By virtue of (30) and (36), we finally obtain
(r − 1)
∫ 2π
0
‖R(reiθ, Ad)x‖2dθ ≤ 2π + 8 r − 1(r2 − 1)3∫ 2π
0
(r2 − 2r cosφ + 1)‖R(r
2 + 1
r2 − 1 −
2r
r2 − 1e
−iφ, A)x‖2dφ
= 2π + 8
r − 1
(r2 − 1)3 I[0,2π]. (37)
So in order to apply Theorem 2.4, we need only consider the second term in (37).
Let τ0 be the constant in (34) and k is a constant so that k > τ0. Let us compute
I[0,k(r2−1)] =
∫ k(r2−1)
0
(r2 − 2r cosφ + 1)‖R(r
2 + 1
r2 − 1 −
2r
r2 − 1e
−iφ, A)x‖2dφ.
To do this, we need the resolvent identity
R(
r2 + 1
r2 − 1 −
2r
r2 − 1e
−iφ, A)−R(r − 1
r + 1
+ i
2r
r2 − 1 sinφ,A)
= − 2r
r2 − 1(1− cosφ)R(
r2 + 1
r2 − 1 −
2r
r2 − 1e
−iφ, A)R(
r − 1
r + 1
+ i
2r
r2 − 1 sinφ,A).
Since T (t) is bounded, by Hille-Yosida Theorem, there exists a constant M0 > 0 such that
‖R(r
2 + 1
r2 − 1 −
2r
r2 − 1e
−iφ, A)‖ ≤ M0 r
2 − 1
r2 + 1− 2r cosφ. (38)
From (38), we have
‖R(r
2 + 1
r2 − 1 −
2r
r2 − 1e
−iφ, A)‖ ≤
[
1 + 2M0r
1− cosφ
r2 + 1− 2r cosφ
]
‖R(r − 1
r + 1
+ i
2r
r2 − 1 sinφ,A)‖
=
[
1 + 2M0r
1− cosφ
(r − 1)2 + 2r(1− cosφ)
]
·
‖R(r − 1
r + 1
+ i
2r
r2 − 1 sinφ,A)‖
≤ (1 + M0)‖R(r − 1
r + 1
+ i
2r
r2 − 1 sinφ,A)‖.
Therefore as r2 − 1 small enough, there exists an Ck > 0 such that
I[0,k(r2−1)] =
∫ k(r2−1)
0
(r2 + 1− 2r cosφ)‖R(r
2 + 1
r2 − 1 −
2r
r2 − 1e
−iφ, A)x‖2dφ
≤
∫ k(r2−1)
0
[(r − 1)2 + 2r(1− cos k(r2 − 1)]‖R(r
2 + 1
r2 − 1 −
2r
r2 − 1e
−iφ, A)x‖2dφ
≤ Ck(r2 − 1)2
∫ k(r2−1)
0
‖R(r − 1
r + 1
+ i
2r
r2 − 1 sinφ,A)x‖
2dφ
≤ Ck (r
2 − 1)3
2r cos k(r2 − 1)
∫ 2r
r2−1 sink(r
2−1)
0
‖R(r − 1
r + 1
+ iτ,A)x‖2dτ
≤ Ck (r
2 − 1)3
2r cos k(r2 − 1)
∫ ∞
0
‖R(r − 1
r + 1
+ iτ,A)x‖2dτ
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By Theorem 2.1,
limr↓1
r − 1
(r2 − 1)3 I[0,k(r2−1)] < ∞. (39)
Next, by (38) again, one has
I[π/2;π] =
∫ π
π/2
(r2 − 2r cosφ + 1)‖R(r
2 + 1
r2 − 1 −
2r
r2 − 1e
−iφ, A)x‖2dφ
≤ M20 (r2 − 1)2‖x‖2
∫ π
π/2
1
r2 + 1− 2r cosφdφ ≤
M20π
2(r2 + 1)
(r2 − 1)2‖x‖2.
So
limr↓1
r − 1
(r2 − 1)3 I[π/2;π] < ∞. (40)
Finally, let us notice that
2r sinφ
r2 − 1 ≥
2r sin k(r2 − 1)
r2 − 1 → 2k > τ0, as r → 1, ∀φ ∈ [k(r
2 − 1), π/2].
So as r − 1 sufficiently small, it has
2r sinφ
r2 − 1 > τ0, ∀φ ∈ [k(r
2 − 1), π
2
]. (41)
Thus, for r2 − 1 small enough, it follows from (33), (34) and (41) that
I[k(r2−1),π/2] =
∫ π/2
k(r2−1)
(r2 − 2r cosφ + 1)‖R(r
2 + 1
r2 − 1 −
2r
r2 − 1e
−iφ, A)x‖2dφ
≤ M2(r2 − 1)2‖x‖2
∫ π/2
k(r2−1)
r2 + 1− 2r cosφ
(r2 + 1)2 − 2r(r2 + 1) cos φ + 4r2dφ
≤ M2(r2 − 1)2‖x‖2
∫ π/2
0
r2 + 1
4r2
dφ.
Therefore,
limr↓1
r − 1
(r2 − 1)3 I[k(r2−1),π/2] < ∞. (42)
Combining (39)–(42), we have proved that
limr↓1
r − 1
(r2 − 1)3 I[0,π] < ∞. (43)
Similarly,
limr↓1
r − 1
(r2 − 1)3 I[π,2π] < ∞
as well as the adjoint. It then follows from Theorem 2.4 that {And} is uniformly bounded.
Finally, we show that
lim
r↓1
(r − 1)
∫ 2π
0
‖R(reiθ, Ad)x‖2dθ = 0, ∀x ∈ D(A). (44)
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In fact, from (30), for any x ∈ D(A), it has
‖R(λ,Ad)x‖ ≤ 1|λ + 1| ‖R(
λ− 1
λ + 1
, A)y‖, y = (I −A)x. (45)
Like (37), we have
(r − 1)
∫ 2π
0
‖R(reiθ, Ad)x‖2dθ ≤ 1
r + 1
∫ 2π
0
‖R(r
2 + 1
r2 − 1 −
2r
r2 − 1e
−iφ, A)y‖2dφ (46)
=
1
r + 1
I[0,2π].
Along the same lines as above, we have
II[0,k(r2−1)] =
∫ k(r2−1)
0
‖R(r
2 + 1
r2 − 1 −
2r
r2 − 1e
−iφ, A)y‖2dφ (47)
≤ (1 + M0)2
∫ k(r2−1)
0
‖R(r − 1
r + 1
+ i
2r
r2 − 1 sinφ,A)y‖
2dφ (48)
≤ (1 + M0)2 r
2 − 1
2r cos k(r2 − 1)
∫ 2r
r2−1 sin k(r
2−1)
0
‖R(r − 1
r + 1
+ iτ,A)y‖2dτ (49)
≤ (1 + M0)2 r + 12r cos k(r2 − 1)
r − 1
r + 1
∫ ∞
0
‖R(r − 1
r + 1
+ iτ,A)y‖2dτ. (50)
By Theorem 2.3,
lim
r↓1
1
r + 1
II[0,k(r2−1)] = 0. (51)
Next
II[π/2;π] =
∫ π
π/2
‖R(r
2 + 1
r2 − 1 −
2r
r2 − 1e
−iφ, A)y‖2dφ
≤ M20 (r2 − 1)2‖y‖2
∫ π
π/2
1
(r2 + 1− 2r cosφ)2 dφ
≤ M
2
0π
2(r2 + 1)2
‖y‖2(r2 − 1)2.
So
lim
r↓1
1
r + 1
I[π/2;π] = 0. (52)
Finally, for r2 − 1 small enough
II[k(r2−1),π/2] =
∫ π/2
k(r2−1)
‖R(r
2 + 1
r2 − 1 −
2r
r2 − 1e
−iφ, A)y‖2dφ
≤ M2(r2 − 1)2‖y‖2
∫ π/2
k(r2−1)
1
(r2 + 1)2 − 2r(r2 + 1) cos φ + 4r2 dφ
≤ M2(r2 − 1)2‖y‖2
∫ π/2
0
1
4r2
dφ.
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Therefore,
lim
r↓1
1
r + 1
II[k(r2−1),π/2] = 0 (53)
Combining (51)–(53), we have proved that
lim
r→1+
1
r + 1
II[0,π] = 0. (54)
Similarly, we can prove
lim
r→1+
1
r + 1
II[π,2π] = 0
as well as the adjoint relationship. So (44) holds. By Theorem 2.5, {And} is strongly stable.
The proof is complete. 
Remark 4.2 It is seen from the proof of Theorem 4.1 that the analyticity of T (t) is used
only in the estimation of I[0,k(r2−1)]. In other words, if we can show (39), then the condition
of analyticity of T (t) can be removed.
One can show that the boundedness of the semigroup generated by A−1 provides this esti-
mate. Since we have a simpler proof, we shall not present it here.
5 From discrete- to continuous-time for analytic semigroups
In this section, we shall derive the strong stability of a continuous semigroup from that of
its discrete counterpart under the Cayley transform. To do this, we also need the analyticity
assumption. Motivated by Theorem 3.1, we make the following assumption which is a little
bit different to (27).
For any x ∈ Z, there exist M0 = M0(x) > 0 and δ = δ(x) > 0 such that
|µ + 1|‖R(µ,Ad)x‖ ≤ M0, ∀|µ + 1| ≤ δ,Re(µ) < −1. (55)
Theorem 5.1 Let Ad be a bounded operator on a Hilbert space Z which is power bounded.
Suppose that −1 is not eigenvalue of Ad and A∗d, the adjoint of Ad, and condition (55) is
satisfied. Then the operator A defined by Cayley transform
A = (I + Ad)−1(Ad − I) (56)
generates an uniformly bounded C0-semigroup T (t) on Z.
Moreover, if {And} is strongly stable, so is T (t).
To prove Theorem 5.1, we need verify the conditions of Theorem 2.1. Again, since the
counterpart of adjoint can be treated similarly, we only consider the condition (4). By defi-
nition (56)
A = I − 2(I + Ad)−1 (57)
First of all, we show that A is densely defined. In fact, by (57), D(A) = R(I + Ad). It is
well-known that R(I +Ad) is not dense in Z if and only if −1 ∈ σp(A∗d). By our assumption,
D(A) is dense in Z.
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Next, let us compute the resolvent R(λ,A). Note that again the Mo¨bius transform prop-
erty:
Re(λ) > 0 if and only if
∣∣∣∣µ = λ + 1λ− 1
∣∣∣∣ > 1.
Since ‖And‖ is uniformly bounded, the spectral radius of Ad is less or equal to 1. Hence for
any Re(λ) > 0, µ = λ+1λ−1 ∈ ρ(±Ad). Now as Re(λ) > 0,
λ−A = (I + Ad)−1[λ + 1 + (λ− 1)Ad].
When λ = 1, R(λ,A) = 1/2(I + Ad), while as λ = 1,
R(λ,A) = [(λ + 1) + (λ− 1)Ad]−1(I + Ad) = 1
λ− 1 +
2
(λ− 1)2R(−
λ + 1
λ− 1 , Ad). (58)
Equation (58) is our starting point of the investigation. There are two terms in the right
hand side of (58). For the first term, we notice the following facts.
For any m > 0, σ = 1,
sup
σ>0
σ
∫ ∞
m
1
|λ− 1|2 dτ = supσ>0 σ
∫ −m
−∞
1
|λ− 1|2 dτ
= sup
σ>0
σ
|σ − 1|
∫ ∞
m
|σ−1|
1
1 + x2
dx
= sup
σ>0
σ
|σ − 1| [
π
2
− arctg m|σ − 1| ] < ∞ (59)
and
lim
σ→0+
σ
∫ ∞
−∞
1
|λ− 1|2 dτ = 0, limσ→∞ σ
∫ ∞
−∞
1
|λ− 1|2 dτ =
∫ ∞
−∞
1
1 + x2
dx. (60)
Equations (59) and (60) show that in order to verify the condition (4) of Theorem 2.1, we
need only consider the second term of (58) due to the boundedness of σ‖R(λ,A)‖2 in any
bounded closed subset of the open right half complex plane.
The proof of Theorem 5.1 will be splitted into several lemmas.
Lemma 5.2 Under the conditions of Theorem 5.1, for λ = σ + iτ, x ∈ Z,
limσ→∞σ
∫ ∞
−∞
1
|λ− 1|4 ‖R(−
λ + 1
λ− 1 , Ad)x‖
2dτ < ∞. (61)
The same conclusion holds for the adjoint of Ad. Therefore, it follows from (58), (60) and
Theorem 2.1 that A generates a C0-semigroup on Z.
Proof. Observe that when σ = 1, the Mo¨bious transform µ = −λ+1λ−1 maps the vertical line
{σ + iτ | −∞ < τ < ∞} on the λ-plane into the circle Γ = {− σσ−1 + 1σ−1e−iθ|0 ≤ θ ≤ 2π} on
the µ-plane with the same integration orientation.
Now as σ > 1, by
µ = −λ + 1
λ− 1 = −
σ
σ − 1 +
1
σ − 1e
−iθ, λ =
µ− 1
µ + 1
, λ− 1 = −2
µ + 1
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one has that
|µ + 1|2 = 2
(σ − 1)2 (1− cos θ), τ =
2
|µ + 1|2 (−
1
σ − 1 sin θ) = −(σ − 1)
sin θ
1− cos θ .
Hence
dτ = (σ − 1) 1
1− cos θdθ,
1
|λ− 1|4 =
|µ + 1|4
16
=
1
4(σ − 1)4 (1− cos θ)
2.
Therefore,
σ
∫ ∞
−∞
1
|λ− 1|4 ‖R(−
λ + 1
λ− 1 , Ad)x‖
2dτ
=
σ
4(σ − 1)3
∫ 2π
0
(1− cos θ)‖R(− σ
σ − 1 +
1
σ − 1e
−iθ, Ad)x‖2dθ. (62)
Since |µ+1|2 = 2
(σ−1)2 (1− cos θ)→ 0 as σ →∞, for any x ∈ H, there is an σ0 > 1 such that
as σ > σ0, µ satisfies |µ+1| < δ(x), Re(µ) = (−σ+cos θ)/(σ−1) < −1. So by condition (55)
‖R(µ,Ad)x‖2 ≤ M
2
0
|µ + 1|2 =
(σ − 1)2
2
M20
1− cos θ .
Therefore,
σ
4(σ − 1)3
∫ 2π
0
(1− cos θ)‖R(− σ
σ − 1 +
1
σ − 1e
−iθ, Ad)x‖2dθ ≤ M
2
0πσ
4(σ − 1) , ∀ σ > σ0 > 1.
Equation (61) is thus proved by relation (62). 
Lemma 5.3 Let λ = σ+ iτ . Under conditions of Theorem 5.1, for every x ∈ Z, any σ0 > 1,
there exists an m0 > 0 such that for every m ≥ m0, x ∈ Z
sup
1≤σ≤σ0
σ
∫ ∞
m
1
|λ− 1|4 ‖R(−
λ + 1
λ− 1 , Ad)x‖
2dτ < ∞. (63)
Similarly,
sup
1≤σ≤σ0
σ
∫ −m
−∞
1
|λ− 1|4 ‖R(−
λ + 1
λ− 1 , Ad)x‖
2dτ < ∞. (64)
Proof We only verify (63) since (64) can be proved similarly. For any m > 0, σ > 1, let us
compute
σ
∫ ∞
m
1
|λ− 1|4 ‖R(−
λ + 1
λ− 1 , Ad)x‖
2dτ
=
σ
4(σ − 1)3
∫ 2π
θ0
(1− cos θ)‖R( −σ
σ − 1 +
1
σ − 1e
−iθ, Ad)x‖2dθ
≤ σ
4(σ − 1)3
∫ 2π
θ1
(1− cos θ)‖R( −σ
σ − 1 +
1
σ − 1e
−iθ, Ad)x‖2dθ, (65)
where
θ0 = − sin−1
(
2m(σ − 1)
(σ − 1)2 + m2
)
≥ − sin−1 2(σ − 1)
m
= θ1. (66)
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Here we agree on sin−1 x ∈ [3/2π, 2π], x ∈ [−1, 0] and m is sufficiently large so that θ1 ∈
[3/2π, 2π]. Let
µ = − σ
σ − 1 +
1
σ − 1e
−iθ, θ1 ≤ θ ≤ 2π. (67)
Then
|µ + 1|2 = 2
(σ − 1)2 (1− cos θ) ≤
2
(σ − 1)2 (1− cos θ1).
However,
lim
σ↑1
2
(σ − 1)2 (1− cos θ1) =
4
m2
,
and limm→∞ θ1 = 2π uniformly for σ ∈ [1, σ0]. Hence for given x ∈ Z and δ > 0 in (55), one
can take m0 > 0 such that
|µ + 1| < δ
for all such µ defined by (67) with 1 ≤ σ ≤ σ0 as m ≥ m0. Therefore,
σ
4(σ − 1)3
∫ 2π
θ1
(1− cos θ)‖R( −σ
σ − 1 +
1
σ − 1e
−iθ, Ad)x‖2dθ
≤ M
2
0σ
8(σ − 1)
(
2π + sin−1
2(σ − 1)
m
)
(68)
which is uniformly bounded for 1 ≤ σ ≤ σ0 for
lim
σ→1+
1
σ − 1
(
2π + sin−1
2(σ − 1)
m
)
=
2
m
.
This shows that the right hand side of (68) is bounded. The result then follows from (65). 
Lemma 5.4 Let λ = σ + iτ . Under the conditions of Theorem 5.1, for every x ∈ Z, there
exists an m0 > 0 such that for every m ≥ m0 and all 0 < σ ≤ 1,
sup
0<σ≤1
σ
∫ ∞
m
1
|λ− 1|4 ‖R(−
λ + 1
λ− 1 , Ad)x‖
2dτ < ∞, ∀x ∈ Z. (69)
Similarly,
sup
0<σ≤1
σ
∫ −m
−∞
1
|λ− 1|4 ‖R(−
λ + 1
λ− 1 , Ad)x‖
2dτ < ∞, ∀x ∈ Z. (70)
Proof Again, we only show (69). As σ < 1, by
µ = −λ + 1
λ− 1 =
σ
1− σ −
1
σ − 1e
iθ, λ =
µ− 1
µ + 1
, λ− 1 = −2
µ + 1
one has
|µ + 1|2 = 2
(1− σ)2 (1− cos θ), τ =
2
|µ + 1|2 (−
1
1− σ sin θ) = −(1− σ)
sin θ
1− cos θ .
Hence
dτ = (1− σ) 1
1− cos θdθ,
1
|λ− 1|4 =
|µ + 1|4
16
=
1
4(1 − σ)4 (1− cos θ)
2.
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Therefore, for any m > 0
σ
∫ ∞
m
1
|λ− 1|4 ‖R(−
λ + 1
λ− 1 , Ad)x‖
2dτ
=
σ
4(1 − σ)3
∫ 2π
θ0
(1− cos θ)‖R( σ
1− σ −
1
1− σe
iθ, Ad)x‖2dθ
≤ σ
4(1 − σ)3
∫ 2π
θ1
(1− cos θ)‖R( σ
1− σ −
1
1− σe
iθ, Ad)x‖2dθ, (71)
where
θ0 = − sin−1
(
2m(1 − σ)
(1− σ)2 + m2
)
≥ − sin−1 2(1 − σ)
m
= θ1. (72)
Here again we agree on sin−1 x ∈ [3/2π, 2π], x ∈ [−1, 0]. Take m large enough so that
θ1 ∈ (2/3π, 2π) for all σ ∈ [0, 1]. Since
|µ + 1|2 = 2
(1− σ)2 (1− cos θ) ≤
2
(1− σ)2 (1− cos θ1)
and
lim
σ↑1
2
(1− σ)2 (1− cos θ1) =
4
m2
,
we have that
lim
m→∞ |µ + 1| = 0
uniformly for σ ∈ [0, 1]. Hence for the given x ∈ H and δ > 0 in (55), one can take take
m0 > 0 such that for all m ≥ m0,
|µ + 1| < δ.
Certainly for such a µ, Re(µ) < −1. Therefore,
σ
4(1 − σ)3
∫ 2π
θ1
(1− cos θ)‖R( σ
1− σ −
1
1− σe
iθ, Ad)x‖2dθ
≤ C
2σ
8(1− σ)
(
2π + sin−1
2(1− σ)
m
)
(73)
which is uniformly bounded for 0 ≤ σ ≤ 1 for
lim
σ↑1
σ
8(1− σ)
(
2π + sin−1
2(1 − σ)
m
)
=
1
4m
.
The result then follows from (71). Moreover, (71) and (73) show that for the fixed m > 0,
lim
σ↓0
σ
∫ ∞
m
1
|λ− 1|4 ‖R(−
λ + 1
λ− 1 , Ad)x‖
2dτ = 0. (74)

Now we are in the position to show Theorem 5.1.
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Proof of Theorem 5.1 For any given x ∈ Z, since ‖R(σ + iτ,Ad)‖ is bounded in any
bounded closed region of right half complex plane, by Lemmas 5.2–5.4 and facts (59) and
(60), we know that there exists an m > 0 such that for any σ0 > 0,
sup
σ≥σ0
σ
∫ ∞
−∞
‖R(σ + iτ,A)x‖2dτ < ∞; (75)
and
sup
0<σ≤σ0
σ
∫
\[−m,m]
‖R(σ + iτ,A)x‖2dτ < ∞.
So in order to prove the result. We need only show that for any given m > 0.
limσ→0+σ
∫ m
−m
‖R(σ + iτ,A)x‖2dτ < ∞. (76)
By (71), as 0 < σ < 1
σ
∫ m
0
1
|λ− 1|4 ‖R(−
λ + 1
λ− 1 , Ad)x‖
2dτ
=
σ
4(1− σ)3
∫ θ0
π
(1− cos θ)‖R( σ
1− σ −
1
1− σe
iθ, Ad)x‖2dθ, (77)
where
θ0 = − sin−1
(
2m(1 − σ)
(1− σ)2 + m2
)
→ − sin−1
(
2m
1 + m2
)
, as σ → 0. (78)
This fact shows that for σ > 0 small enough,
0 < c0 ≤ 1− cos θ ≤ c1, ∀θ ∈ [π, θ0]. (79)
Now, we make use of the resolvent identity
R(
σ
1− σ −
1
1− σe
iθ, Ad)−R(−1 + σ1− σe
iθ, Ad)
= −σ1 + e
iθ
1− σ R(
σ
1− σ −
1
1− σe
iθ, Ad) · R(−1 + σ1− σe
iθ, Ad). (80)
Since {And} is uniformly bounded, there exists an M > 0 such that
‖R(µ,Ad)‖ ≤ M|µ| − 1 , ∀|µ| > 1.
Hence
‖R( σ
1 − σ −
1
1− σe
iθ, Ad)‖ ≤ M (1− σ)
2 + (1− σ)√1 + σ2 − 2σ cos θ
2σ(1− cos θ) .
and so
‖R( σ
1− σ −
1
1− σe
iθ, Ad)x‖
≤
[
1 + M
1− σ +√1 + σ2 − 2σ cos θ
1− cos θ
]
‖R(−1 + σ
1− σe
iθ, Ad)x‖.
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By taking (79) into account, we have
‖R( σ
1− σ −
1
1− σe
iθ, Ad)x‖ ≤ M1‖R(−1 + σ1− σe
iθ, Ad)x‖
for some constant M1 > 0 as σ < 1 small enough. Therefore, for sufficiently small σ > 0
σ
∫ m
0
1
|λ− 1|4 ‖R(−
λ + 1
λ− 1 , Ad)x‖
2dτ
=
σ
4(1 − σ)3
∫ θ0
π
(1− cos θ)‖R( σ
1− σ −
1
1− σe
iθ, Ad)x‖2dθ
≤ M
2
1σ
2(1 − σ)3
∫ 2π
0
‖R(−1 + σ
1− σe
iθ, Ad)x‖2dθ
=
M21
4(1 − σ)2
(
1 + σ
1− σ − 1
)∫ 2π
0
‖R(−1 + σ
1− σe
iθ, Ad)x‖2dθ
≤ M
2
1
4(1 − σ)2 supr>1+
(r − 1)
∫ 2π
0
‖R(reiθ, Ad)x‖2dθ <∞. (81)
The same result is true for σ
∫ 0
−m
1
|λ−1|4‖R(−λ+1λ−1 , Ad)x‖2dτ and the conjugate of Ad.
By Theorem 2.1, T (t) is a bounded C0-semigroup. Moreover, from (60), (74), (81) and
Theorem 2.5, we see that if {And} is strongly stable, then
lim
σ→0+
σ
∫ ∞
−∞
‖R(σ + iτ,A)x‖2dτ = 0.
By Theorem 2.3, we conclude that T (t) is strongly stable. 
By Theorem 3.1, Theorem 4.1 and Theorem 5.1, we have the following result.
Corollary 5.5 Let A be a densely defined operator in a Hilbert space Z, with 1 ∈ ρ(A).
Suppose that A generates an analytic semigroup T (t) on H. Then T (t) is uniformly bounded
(resp. strongly stable) if and only if Ad is power bounded (resp. strongly stable), where Ad =
(I + A)(I −A)−1.
In Theorem 3.11 of [13], it was shown that if for every θ0 ∈ R there are ε(θ0) > 0 and a
dense set M = M(θ0, ε) such that for every x ∈ M
lim
r↓1
(r − 1)1/2‖R(reiθ, Ad)x‖ = 0, ∀ θ ∈ (θ0 − ε, θ + ε)
then Ad is strongly stable. However, one does not know if the above condition is also necessary.
Our result at least shows that the above condition is not necessary at least for M = Z
because when M = Z, the above condition will result in condition 2. of Theorem 3.1 and
hence A = (I + Ad)−1(Ad − I) generates an analytic semigroup. However, this is usually not
the case. For example, H = span{{φn}∞1 }, where {φn}∞1 is an orthonormal basis of H with
Aφn = (−1 + in)φn, n ≥ 1. Then it is easily verified that the discrete semigroup associated
with Ad = (I+A)(I−A)−1 is strongly stable, but A does not generate an analytic semigroup.
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6 Conclusion and further research
As one may see, all our results were formulated in a Hilbert space. This was needed in order
to formulate our results and proofs in terms of the Lyapunov equations, see (15)–(17), and
(6)–(8). For a Banach space one needs to formulate the conditions in terms of the 2 norm,
i.e., (15) and (17) get replaced by
∞∑
n=0
r2n‖Andx‖2 ≤ (1− r)−1M‖x‖2.
With these changes one can formulate and prove similar theorems as Theorem 2.4–2.3.
Looking carefully at the proof of Theorem 2.6, one hopes that one would be able to find
the proof of Theorem 2.6 in the Banach space case.
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