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140
was used to create a forward model based on a single-shell description of the inner surface of the skull 141 (Nolte, 2003) , using the segmentation function in SPM8 (Litvak et al., 2011) . The cortical mantle was then 142 extracted to create a 3D cortical mesh, using Freesurfer v5.3 (Fischl, 2012) , and registered to a standard 143 fs_LR mesh, based on the Conte69 brain (Van Essen 2012), using an interpolation algorithm from the MEG data were pre-processed using Maxfilter (temporal signal space separation, .9 correlation), which 151 supresses external sources of noise from outside the head (Taulu & Simola, 2006) .
153
Further pre-processing steps were performed in Matlab 2014b using the open-source Fieldtrip toolbox 154 v20161024 (Oostenveld et al., 2010; script: 1_preprocessing_elektra_frontiers_PAC.m) . Firstly, for each 155 participant the entire recording was band-pass filtered between 0.5-250Hz (Butterworth filter, low-pass 156 order 4, high-pass order 3) and band-stop filtered ) to remove residual 50Hz 6 pre, 2000ms post stimulus onset) and each trial was demeaned and detrended. Trials containing artefacts 159 (SQUID jumps, eye-blinks, head movement, muscle) were removed if the trial-by-channel (magnetomer) 160 variance exceeded 8x10 -23 , resulting in an average of 63.5 trials per condition, per participant. Site-specific 161 MEG channels containing large amounts of non-physiological noise were removed from all analyses 162 (MEG channels: 0111, 0332, 2542, 0532) .
164
3.8 Source Analysis
165
Source analysis was conducted using a linearly constrained minimum variance beamformer (LCMV) (Van 166 Veen, van Drongelen, Yuchtman, & Suzuki, 1997) , which applies a spatial filter to the MEG data at each 167 vertex of the 3D cortical mesh, in order to maximise signal from that location whilst attenuating signals 168 elsewhere. Beamforming weights were calculated by combining the covariance matrix of the sensor data 169 with leadfield information. Due to rank reduction following data cleaning with Maxfilter, the covariance 170 matrix was kept at a rank which explained 99% of the variance. For all analyses, a common filter was used 171 across baseline and grating periods, and a regularisation parameter of lambda 5% was applied.
173
Due to prior interest in the gamma and alpha-bands (Hoogenboom, Schoffelen, Oostenveld, Parkes, & 174 Fries, 2006; Michalareas et al., 2016; Muthukumaraswamy, Singh, Swettenham, & Jones, 2010) , the visual 175 data were band-pass filtered (Butterworth filter) between 40-60Hz (gamma) and 8-13Hz (alpha), and 176 source analysis was performed separately for each frequency band. To capture induced rather than evoked 177 visual activity, a period of 300-1500ms following stimulus onset was compared with a 1200ms baseline 178 period. The change in oscillatory power for each vertex was averaged across participants, interpolated onto 179 a 3D mesh provided by the Human Connectome Project (Van Essen, 2012) , and thresholded at a value 180 which allowed the prominent patterns of power changes to be determined. 181 182 3.9 Extracting Area V1 Time-series 183 Trial time-courses were extracted from bilateral visual area V1, defined using a multi-modal parcellation 184 from the Human Connectome Project, which combined retinotopic mapping, T1/T2 structural MRI and 185 diffusion-weighted MRI to accurately define the boundaries between cortical areas (Glasser et al., 2016;  186 Figure 3C ). The downsampled version of this atlas can be found in the parent directory of the Figshare 187 repository (see later). To obtain a single spatial filter from this region, we performed a principle 188 components analysis (PCA) on the concatenated filters from 182 vertices of bilateral V1, multiplied by the 189 sensor-level covariance matrix, and extracted the first component. The sensor-level data was then 190 multiplied by this spatial filter to obtain a V1-specific "virtual electrode", and the change in oscillatory 191 power between grating and baseline periods was calculated from 1-100Hz, using a sliding window of 192 500ms and fixed frequency smoothing (±8Hz) (Hoogenboom, Schoffelen, Oostenveld, Parkes, & Fries, 193 2006) . It is important to note that while we decided to use a multimodal atlas, visual area V1 virtual 194 electrode time-series could also be defined using a more standard volumetric approach, for example the 195 AAL atlas, which is included in the Fieldtrip toolbox (Oostenveld et al., 2010) . 
198
general procedure is outlined in Figure 2 . The first step was to obtain estimates of low frequency phase 199 (ƒ p ) and high frequency amplitude (ƒ a ) for each trial using a fourth order, two-pass Butterworth filter, and 200 then applying the Hilbert transform (Le Van Quyen et al., 2001) . To avoid sharp edge artefacts, which can 201 result in spurious PAC (Kramer, Tort, & Kopell, 2008) , the first 800ms and last 500ms of each trial was 202 discarded.
204
The bandwidth of the filter used to obtain ƒ p and ƒ a is a crucial parameter in calculating PAC (Aru et al., 205 2015) . The filters for extracting ƒ a need to be wide enough to capture the centre frequency ± the 206 modulating ƒ p . So, for example, to detect PAC between ƒ p = 13Hz and ƒ a = 60Hz, requires a ƒ a bandwidth 207 of at least 13Hz [47 73]. If this condition is not met, then PAC cannot be detected even if present (Dvorak & Fenton, 2014) . We therefore decided to use a variable bandwidth, defined as ±2.5 times the center 209 frequency (e.g. for an amplitude of 60Hz, the bandwidth was 24Hz either side [36 84]), which has been 210 shown to improve the ability to detect PAC (Berman et al., 2012; Voloh et al., 2015) . For alpha-band 211 phase (maximum 13Hz), this allowed us to calculate PAC for amplitudes above 34Hz. The bandwidth for 212 ƒ p was kept narrow (1Hz ± the center frequency), in order to extract sinusoidal waveforms. Furthermore, 213 each trial was visually inspected to confirm that the ƒ p filtered oscillations were sinusoidal in nature. 
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Next, the coupling between ƒ p and ƒ a was quantified using four common PAC approaches 1 : the Mean-
224
Vector Length modulation index, originally described in Canolty et al., (2006) ; the Mean-Vector Length Voytek , 2017; Dvorak & Fenton, 2014) . We therefore calculated this ratio for the visual V1 data from 7-292 13Hz, to check for differences in non-sinusoidal oscillations between grating and baseline periods.
294
Simulated PAC Analysis
295
To investigate the validity of the four PAC approaches, we constructed 1.2 seconds of simulated data with 296 known alpha-gamma PAC (ƒ p = 10Hz; ƒ a = 50-70Hz; code adapted from Kramer et al., (2008) and Özkurt were produced using the four PAC algorithms on 64 trials of simulated data. Using the same code, we also 299 investigated how the four algorithms were affected by trial length (0.1-10s in 0.1 second steps 
304
Access to the raw structural MRI data will be granted upon reasonable request and ethical approval from 
345
Alpha-Gamma PAC
346
Visual area V1 responses were next examined for changes in alpha-gamma PAC. Specifically, we set out 347 to test whether the coupling between alpha-band phase and gamma-band amplitude was altered during 348 presentation of the visual grating. Phase-amplitude comodulograms were produced between a range of 349 phase frequencies (7-13Hz) and amplitude frequencies (34-100Hz), using the four algorithms described in Results are shown in Figure 4A . Using the MVL-MI-Canolty algorithm, there was a significant increase in 354 alpha-gamma PAC over a large proportion of the comodulogram, between 40-100Hz and 7-13Hz, with a 355 peak at 50-70Hz amplitude and 9-10Hz phase. This large area of significantly increased PAC is likely to 356 reflect, in part, power increases in the gamma-band (Canolty et al., 2006) . The alternative MVL-MI-
357
Özkurt algorithm, which normalises MI values by the high-frequency oscillatory power, displayed a 358 smaller area of significant coupling, with increased PAC between an amplitude of 50-70Hz and phase of 359 10Hz. There was also a similar cluster of significantly increased PAC between 9-11Hz and 50-70Hz using 360 the PLV-MI-Cohen approach. The KL-MI-Tort results showed clusters of increased PAC between 361 amplitudes of 50-100Hz and phases of 9-10Hz, but decreased PAC between amplitudes of 60-90Hz and 362 phases of 12-13Hz. However, none of these clusters passed a significance threshold of p<0.05 (two-tailed).
363
Similar results were obtained after normalising MI values with surrogate data ( Figure 4B ). 
372
Non-Sinusoidal Oscillations
373
To determine whether our alpha-gamma PAC results were driven by differences in the sinusoidal 374 properties of oscillations between baseline and grating periods, the ratio between oscillatory rise-time and 
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To further validate our PAC results, we generated simulated data with known alpha-gamma coupling (10-382 11Hz phase, 50-70Hz amplitude). Using the same MATLAB code as for the MEG data, we were able to 383 successfully detect this alpha-gamma PAC using the MVL-MI-Canolty, MVL-MI-Özkurt, PLV-MI-Cohen 384 and KL-MI-Tort algorithms ( Figure 5A) . By varying the trial length of the simulated data, we found that 385 PAC values were affected by trial length, with data segments under 1 second producing artificially inflated 386 PAC ( Figure 5B ). and gamma oscillations in visual processing (Bonnefond & Jensen, 2015; Hoogenboom et al., 2006;  402 Michalareas et al., 2016) , it is crucial to establish clear increases/decreases in the power spectrum at two 403 distinct frequencies as a first step in MEG-PAC analysis (Aru et al., 2015; Hyafil et al., 2015) . Using four 404 PAC algorithms, we showed that visual responses obtained from area V1 displayed a general increase in 405 alpha-gamma PAC as expected (Bonnefond & Jensen, 2015; Spaak et al., 2012; Voytek et al., 2010) .
406
However, it is important to note that specific patterns of coupling depended on the algorithm selected. The
407
MVL-MI-Canolty algorithm showed large increases in PAC during the grating period, covering almost the 408 entire alpha & gamma frequency ranges, most likely as a result of MI values being biased by increases in 409 high-frequency power following presentation of the visual grating (Canolty et al., 2006) . This approach is 410 therefore less suitable for detecting PAC between separate periods of data and/or trials. The MVL-MI-
411
Özkurt algorithm, which normalises the MI value by high amplitude power, along with the PLV-MI-Cohen 412 algorithm produced a much more constrained pattern of significant alpha-gamma PAC, with peaks 413 between 9-11Hz phase and 50-70Hz amplitude. Whilst the KL-MI-Tort approach also showed a general 414 increase in alpha-gamma PAC around 9-11Hz, none of the phase-amplitude clusters reached significance.
415
This may be due to the relatively short number of trials used in the experiment, the low signal-to-noise 416 ratio of MEG recordings (Goldenholz et al., 2009) 
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However these only comprise a small subset of the available algorithms designed to quantify PAC 463 (Canolty & Knight, 2010; Hyafil et al., 2015) . There have also been advances in measuring transient electrophysiological data is beyond the scope of this article, but would nevertheless benefit the field of 468 cross-frequency coupling. Secondly, in order to detect alpha-gamma PAC within visual area V1, we used a 469 broad filter bandwidth, defined as ±2.5 times the amplitude centre-frequency. Consequently, the alpha-
