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ABSTRACT
Clustering on hypergraphs has been garnering increased atten-
tion with potential applications in network analysis, VLSI design
and computer vision, among others. In this work, we generalize
the framework of modularity maximization for clustering on hy-
pergraphs. To this end, we introduce a hypergraph null model,
analogous to the configuration model on undirected graphs, and a
node-degree preserving reduction to work with this model. This is
used to define a modularity function that can be maximized using
the popular and fast Louvain algorithm. We additionally propose a
refinement over this clustering, by reweighting cut hyperedges in
an iterative fashion. The efficacy and efficiency of our methods are
demonstrated on several real-world datasets.
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1 INTRODUCTION
The graph clustering problem involves dividing a graph into multi-
ple sets of nodes, such that the similarity of nodes within a cluster
is higher than the similarity of nodes between different clusters.
While most approaches for learning clusters on graphs assume
pairwise (or dyadic) relationships between entities, many entities
in real world network systems engage in more complex, multi-way
(super-dyadic) relations. In such systems, modeling all relations as
pairwise would lead to loss in information present in the original
data. The representational power of pairwise graph models is in-
sufficient to capture such higher order information and present it
for analysis or learning tasks.
Hypergraphs provide a natural representation for such super-
dyadic relations. A hypergraph is a generalization of a graph that
allows for an ‘edge’ to connect multiple nodes. Rather than vertices
and edges, the hypergraph looks like a collection of overlapping
subsets of vertices, referred to as hyperedges. A hyperedge can
capture a multi-way relation; for example, in a co-citation network,
a hyperedge could represent a group of co-cited papers. If this were
modeled as a graph, we would be able to see which papers are citing
other papers, but would not see if multiple papers are being cited
by the same paper. If we could visually inspect the hypergraph,
we could easily see the groups that form co-citation interactions.
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This suggests that the hypergraph representation is not only more
information-rich, but is conducive to higher order learning tasks by
virtue of its structure. Indeed, research in learning on hypergraphs
has been gaining recent traction [6, 17, 23, 24].
Analogous to the graph clustering task, Hypergraph clustering
seeks to find dense connected components within a hypergraph
[19]. This has been the subject of much research in various commu-
nities with applications to various problems such as VLSI placement
[9], image segmentation [10], de-clustering for parallel databases
[12] and modeling eco-biological systems [5], among others. A few
previous works on hypergraph clustering [2, 4, 11, 13, 21] focused
on k-uniform hypergraphs. Within the machine learning commu-
nity, the authors of [25], were among the earliest to look at learning
on hypergraphs in the general case. They sought to support Spectral
Clustering methods on hypergraphs and defined a suitable hyper-
graph Laplacian. This effort, like many other existing methods for
hypergraph learning, makes use of a reduction of the hypergraph
to a graph [1] and has led to much follow up work [14].
An alternative methodology for clustering on simple graphs
(those with just dyadic relations) is modularity maximization [15].
This class of methods, in addition to providing a useful metric for
measuring cluster quality in the modularity function, also returns
the number of clusters automatically and don’t require the expen-
sive eigenvector computations typically associated with Spectral
Clustering. In practice, a greedy optimization algorithm known as
the Louvain method [3] is commonly used, as it is known to be
fast and scalable. These are features that would be advantageous
to the hypergraph clustering problem as well, since graph reduc-
tions result in a combinatorial expansion in the number of edges.
However, extending the modularity function to hypergraphs is not
straightforward, as a node-degree preserving null model would be
required, analogous to the graph setting.
Encoding the hyperedge-centric information present within the
hypergraph is key to the development of an appropriate modularity-
based framework for clustering. One simple option would be to
reduce a hypergraph to simple graph and then employ a standard
modularity-based solution. However, such an approach would lose
critical information encoded within the complex super-dyadic hy-
peredge structure. Additionally, when viewing the clustering prob-
lem via a minimization function, i.e., minimizing the number of cut
edges, there are multiple ways to cut a hyperedge. Based on where
the hyperedge is cut, the proportion and assignments of nodes on
different sides of the cut will change, influencing the clustering.
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One would want to explicitly incorporate such information during
clustering.
One way of incorporating information based on properties of
hyperedges or their vertices, is to introduce hyperedge weights
based on a metric or function of the data. Building on this idea, we
make the following contributions in this work:
• We define a null model on hypergraphs, and prove its equiv-
alence to the configuration model for undirected graphs.
We derive a node-degree preserving graph reduction to sat-
isfy this null model. Subsequently, we define a modularity
function using the above, that can be maximized using the
Louvain method.
• We propose an iterative hyperedge reweighting procedure
that leverages information from the hypergraph structure
and the balance of hyperedge cuts.
• We empirically evaluate the resultant algorithm, titled Iter-
atively Reweighted Modularity Maximization (IRMM), on a
range of real-world and synthetic datasets and demonstrate
both its efficacy and efficiency over competitive baselines.
2 BACKGROUND
2.1 Hypergraphs
LetV be a finite set of nodes and E be a collection of subsets ofV that
are collectively exhaustive. Then G = (V ,E,w) is a hypergraph,
with vertex set V and hyperedge set E. Each hyperedge can be
associated with a positive weightw(e). While a traditional graph
edge has just two nodes, a hyperedge can have multiple nodes. For
a vertex v , we can write its degree as d(v) = ∑e ∈E,v ∈e w(e). The
degree of a hyperedge e is the number of nodes it contains; we can
write this as δ (e) = |e |.
The hypergraph incidence matrix H is given by h(v, e) = 1 if
vertex v is in hyperedge e , and 0 otherwise.W is the hyperedge
weight matrix, Dv is the vertex degree matrix, and De is the edge
degree matrix; all of these are diagonal matrices.
Clique Reduction: For any hypergraph, one can find its clique
reduction [8] by simply replacing each hyperedge by a clique formed
from its node set. The adjacency matrix for the clique reduction of
a hypergraph with incidence matrix H can be written as:
A = HWHT
The hypergraph is thus reduced to a graph.Dv may be subtracted
from this matrix to zero its diagonals and remove self-loops.
2.2 Modularity
When clustering graphs, it is desirable to cut as few edges within a
cluster as possible. Modularity [15] is a metric of clustering quality
thatmeasures whether the number of within-cluster edges is greater
than its expected value. This is defined as follows:
Q =
1
2m
∑
i j
[Ai j − Pi j ]δ (дi ,дj )
=
1
2m
∑
i j
Bi jδ (дi ,дj )
(1)
Here, Bi j = Ai j −Pi j is called the modularity matrix. Pi j denotes
the expected number of edges between node i and node j, given
by a null model. For graphs, the configuration model [16] is used,
where edges are drawn randomly while keeping the node-degree
preserved. For two nodes i and j , with (weighted) degrees ki and kj
respectively, the expected number of edges between them is hence
given by:
Pi j =
kikj∑
j kj
Since the total number of edges in a given network is fixed,
maximizing the number of within-cluster edges is the same as
minimizing the number of between-cluster edges. This suggests
that clustering can be achieved by modularity maximization.
3 HYPERGRAPH MODULARITY
Analogous to the configuration model for graphs, we propose a sim-
ple but novel node-degree preserving null model for hypergraphs.
Specifically we have:
P
hyp
i j =
d(i) × d(j)∑
v ∈V d(v)
(2)
Wewish to use this null model with an adjacencymatrix obtained
by reducing the hypergraph to a graph. However, when taking the
clique reduction, the degree of a node in the corresponding graph
is not the same as its degree in the original hypergraph, as verified
below.
Lemma 3.1. For the clique reduction of a hypergraph with incidence
matrix H , the degree of a node i in the reduced graph is given by:
ki =
∑
e ∈E
H (i, e)w(e)(δ (e) − 1)
where δ (e) and w(e) are the degree and weight of a hyperedge e
respectively.
Proof. The adjacency matrix of the reduced graph is given by
Aclique = HWH
T
(HWHT )i j =
∑
e ∈E
H (i, e)w(e)H (j, e)
Note that we do not have to consider self-loops, since they are
not cut during the modularity maximization process. This is done
by explicitly setting Aii = 0 for all i . Taking this into account, we
can write the degree of a node i in the reduced graph as:
ki =
∑
j
Ai j
=
∑
j
∑
e ∈E
H (i, e)w(e)H (j, e)
=
∑
e ∈E
H (i, e)w(e)
∑
j :j,i
H (j, e)
=
∑
e ∈E
H (i, e)w(e)(δ (e) − 1)
□
2
The result of the above theorem shows that in the clique reduc-
tion of a hypergraph, the node degree is over counted by a factor of
(δ (e) − 1) for each hyperedge e . We can hence correct the node de-
gree of the clique reduction by scaling eachw(e) down by (δ (e)− 1).
This leads to the following corrected adjacency matrix,
Ahyp = HW (De − I )−1HT (3)
We can now verify that the above adjacency matrix preserves
the hypergraph node degree.
Proposition 3.2. For the reduction of a hypergraph given by the
adjacency matrix A = HW (De − I )−1HT , the degree of a node i in
the reduced graph (denoted ki ) is equal to its hypergraph node degree
d(i).
Proof. We have,
(HW (De − I )−1HT )i j =
∑
e ∈E
H (i, e)w(e)H (j, e)
δ (e) − 1
Note again that we do not have to consider self-loops, since they
are not cut during the modularity maximization process (explicitly
setting Aii = 0 for all i). We can rewrite the degree of a node i in
the reduced graph as
ki =
∑
j
Ai j
=
∑
e ∈E
H (i, e)w(e)
δ (e) − 1
∑
j :j,i
H (j, e)
=
∑
e ∈E
H (i, e)w(e)
= d(i)
□
We can use this node-degree preserving reduction, with the
diagonals zeroed out, to correctly implement the null model from Eq.
2. The hypergraph modularity matrix can subsequently be written
as,
B
hyp
i j = A
hyp
i j − P
hyp
i j
This new modularity matrix can be used in Eq. 1 to obtain an
expression for the hypergraph modularity and can then be fed to a
Louvain-style algorithm.
Qhyp =
1
2m
∑
i j
B
hyp
i j δ (дi ,дj ) (4)
3.1 Analysis and Connections to Random
Walks
Consider the clique reduction of the hypergraph. We can distribute
the weight of each hyperedge uniformly among the edges in its
associated clique. All nodes within a single hyperedge are assumed
to contribute equally; a given node would receive a fraction of
the weight of each hyperedge it belongs to. The number of edges
each node is connected to from a hyperedge e is δ (e) − 1. Hence
by dividing each hyperedge weight by the number of edges in
the clique, we obtain the normalized weight matrixW (De − I )−1.
Introducing this in the weighted clique formulation results in the
proposed reduction A = HW (De − I )−1HT .
Another way of interpreting this reduction is to consider a ran-
dom walk on the hypergraph in the following manner -
• take a start node i
• select a hyperedge e containing i , proportional to its weight
w(e)
• select a new node from e uniformly (there are δ (e)−1 choices)
The behaviour described above is captured by the following random
walk transition model -
Pi j =
∑
e ∈E
w(e)h(i, e)
d(i)
h(j, e)
δ (e) − 1
=⇒ P = D−1v HW (De − I )−1HT
By comparing the abovewith the randomwalk probabilitymatrix
for graphs (P = D−1A) we can recover the reductionA = HW (De −
I )−1HT .
3.2 Hypergraph Louvain Method
On implementation of the modularity function defined in Eq. 4,
we use the Louvain method to find clusters by maximizing the
hypergraph modularity. By default, the algorithm automatically
returns the number of clusters. To return a fixed number of clusters
k , we use hierarchical agglomerative clustering as a post-processing
step. For the linkage criterion, we use the average linkage.
4 ITERATIVE HYPEREDGE REWEIGHTING
When defining hypergraph modularity, we proposed a null model
that would preserve node information. We now look at ways to
improve on this initial result by leveraging hyperedge information
for improving clustering in an iterative fashion.
When clustering graphs, it is desired that edges within clusters
are greater in number than edges between clusters. Hence when
trying to improve clustering, we look at minimizing the number of
between-cluster edges that get cut. For a hypergraph, this would be
done by minimizing the total volume of the hyperedge cut. In [25],
it was observed that for a given hyperedge e , the volume of the cut
∂S is proportional to |e ∩ S | |e ∩ Sc |, for a hypergraph whose vertex
set is partitioned into two sets S and Sc .
The product |e ∩ S | |e ∩ Sc | can be interpreted as the number
of cut sub-edges within a clique reduction. We can see that this
product is maximized when the cut is balanced and there are an
equal number of vertices in S and Sc . When all vertices of e go into
one partition and the other partition is left empty, the product is
zero. A min-cut algorithm would favour cuts that are as unbalanced
as possible, as a consequence of the minimization of |e ∩ S | |e ∩ Sc |.
Intuitively, if there were a larger portion of vertices in one cluster
and a smaller portion in the other, it is more likely that the smaller
group of vertices are actually similar to the rest and should be
pulled into the larger cluster. Thus when minimizing the cut size, a
hyperedge that gets cut equally between clusters is less informative
than a hyperedge that gets an unbalanced cut with more vertices
in one cluster. We would want hyperedges that get cut to be more
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balanced, andmore informative hyperedges, that would have gotten
unbalanced cuts, to be left uncut and pulled into the cluster.
This can be done by increasing the weights of hyperedges that
get unbalanced cuts, and decreasing the weights of hyperedges
that get more balanced cuts. We know that an algorithm that tries
to minimize the volume of the hyperedge boundary would try
to cut as few heavily weighted hyperedges as possible. Since the
hyperedges that had more unbalanced cuts get a higher weight,
they are less likely to be cut after re-weighting, and instead would
reside inside a cluster. Hyperedges that had more balanced cuts get
a lower weight, and on re-weighting, continue to get balanced cuts.
Thus after re-weighting and clustering, we would observe fewer
hyperedges between clusters, and more hyperedges pushed into
clusters.
t =
(
1
2 +
1
18
)
× 20 = 11.111 t =
(
1
10 +
1
10
)
× 20 = 4
Figure 1: Reweighting for different hyperedge cuts
Now, we formally develop a re-weighting scheme that satisfies
the properties described above - increasing weight for a hyperedge
that received a more unbalanced cut, and decreasing weight for
a hyperedge that received a more balanced cut. Considering the
case where a hyperedge is partitioned into two, for a cut hyperedge
with k1 and k2 nodes in each partition (k1,k2 , 0), we have the
following equation that operationalizes the aforementioned scheme
-
t =
( 1
k1
+
1
k2
)
× δ (e) (5)
Here the multiplicative coefficient, δ (e), seeks to keep t indepen-
dent of the number of vertices in the hyperedges. Note that for two
partitions, δ (e) = k1 + k2.
To see why this satisfies our desired property, note that t is
minimized when k1 and k2 are equal, that is, each partition gets
δ (e)/2 nodes and t = 4. For a partition with a 75:25 ratio, we would
have t = 163 , and for a 95:5 ratio we would have t =
400
19 . It can be
easily verified that t is indeed minimized when k1 = k2 = δ (e)/2.
We can then generalize Eq. 5 to c partitions as follows -
w ′(e) = 1
m
c∑
i=1
1
ki + 1
[δ (e) + c] (6)
Here, both the +1 and +c terms are added for smoothing, to
account for cases where any of the ki ’s are zero. Additionally,m
is the number of hyperedges, and the division by m is added to
normalize the weights.
Letwt (e) be the weight of hyperedge e in the t th iteration, and
w ′(e) be the weight computed at a given iteration (using Eq. 6).
We obtain the weight update rule by taking a moving average as
follows.
wt+1(e) = αwt (e) + (1 − α)w ′(e) (7)
The complete algorithm for modularity maximization on hyper-
graphs with iterative reweighting, entitled Iteratively Reweighted
Modularity Maximization (IRMM), is described in Algorithm 1. We
are now in a position to evaluate our ideas empirically.
Algorithm 1: Iteratively Reweighted Modularity Maximiza-
tion (IRMM)
input :Hypergraph incidence matrix H , vertex degree matrix
Dv , hyperedge degree matrix De , hyperedge weights
W
output :Cluster assignments cluster_ids, number of clusters c
1 // Initialize weights asW ← I if the hypergraph is unweighted
2 repeat
3 // Compute reduced adjacency matrix
4 A← HW (De − I )−1HT
5 // Zero out the diagonals of A
6 A← zero_diaд(A)
7 // Return number of clusters and cluster assignments
8 cluster_ids, c = LOUVAIN_MOD_MAX(A)
9 // Compute new weight for each hyperedge
10 for e ∈ E do
11 // Compute the number of nodes in each cluster
12 for i ∈ [1, .., c] do
13 // Set of nodes in cluster i
14 Ci ← cluster_assiдnments[i]
15 ki = |e ∩Ci |
16 end
17 // Compute new weight
18 w ′(e) = 1m
∑c
i=1
1
ki+1 (δ (e) + c)
19 // Take moving average with previous weight
20 Wprev (e) ←W (e)
21 W (e) = 12 (w ′(e) +Wprev (e))
22 end
23 until ∥W −Wprev ∥ < threshold
4.1 A simple example
Figure 2 illustrates the change in hyperedge cuts on a toy hyper-
graph for a single iteration.
Initially when clustering this hypergraph by modularity maxi-
mization, the hypergraph had two highly unbalanced cuts. Cut 1
and Cut 2 each split hyperedge h2 in a 1 : 4 ratio, and also each split
hyperedge h3 in a 1 : 2 ratio respectively. Cut 3 splits hyperedge
h1 in a 2 : 3 ratio. Once the reweighting is done, the 1 : 4 splits
are removed. This ends up reducing the number of cuts from 3 to
just 1, leaving two neat clusters. On visual inspection, this cluster
assignment makes sense; the single nodes in h1 and h3, initially
assigned to another cluster, have been pulled back into their respec-
tive (larger) clusters. This captures the intended behaviour for the
re-weighting scheme as described earlier.
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Dataset No. of nodes No. of hyperedges Average hyperedge degree Average node degree No. of classes
TwitterFootball 234 3587 15.491 237.474 20
Cora 2708 2222 3.443 2.825 7
Citeseer 3264 3702 27.988 31.745 6
MovieLens 3893 4677 79.875 95.961 2
Arnetminer 21375 38446 4.686 8.429 10
Table 1: Dataset Description
(a) Before Reweighting (b) After Reweighting
Figure 2: Effect of iterative reweighting
5 EVALUATION ON GROUND TRUTH
We used the symmetric F1 measure [22] to evaluate the clustering
performance of our proposed methods on real-world data with
ground-truth labels.
The proposedmethods are shown in the results table asHypergraph-
Louvain and IRMM.
5.1 Settings for IRMM
We tried tuning the hyperparameter α using a grid search over
the set of values 0.1, 0.2, ..., 0.9. We did not find a difference in the
resultant F1 scores, and minimal difference in the rate of conver-
gence, over a wide range of values (for example, 0.3 to 0.9 on the
TwitterFootball dataset). Being a scalar coefficient in a moving aver-
age, it did not result in a large difference in resultant weight values
when set in this useful range. Hence, for the final experiments, we
chose to leave it at α = 0.5. For the iterations, we set the stopping
threshold at 0.01.
5.2 Compared Methods
To evaluate the performance of our proposed methods, we com-
pared against the following baselines.
Clique Reductions: We took the clique reduction of the hy-
pergraph (A = HWHT ) and ran the graph versions of Spectral
Clustering and the Louvain method. These are referred to in the
table as Clique-Spectral and Clique-Louvain respectively.
Hypergraph Spectral Clustering:Weuse the hypergraph Lapla-
cian as defined in [25]. The top k eigenvectors of the Laplacian are
found, and then clustered using bisecting k-means. In the results
table, this method is referred to as Hypergraph-Spectral.
hMETIS1 and PaToH2: These are hypergraph partitioning al-
gorithms that are commonly used in practice. We used the original
implementations provided by the respective authors.
5.3 Datasets
For all datasets, we took the single largest connected component
of the hypergraph. The class labels were taken as ground truth
clusters. Table 1 gives the dataset statistics.
MovieLens 3: This is a multi-relational dataset provided by
GroupLens research, where movies are represented by nodes. We
used the director relation to define hyperedges and build a co-
director hypergraph. A group of nodes are connected by a hy-
peredge if they were directed by the same individual.
Cora and Citeseer: These are bibliographic datasets, where
the nodes represent papers. In each, the nodes are connected by a
hyperedge if they share the same set of words (after removing low
frequency and stop words). [20].
TwitterFootball: This is taken from one view of the Twitter
dataset [7], and it represents members of 20 different football clubs
of English Premier League. Here, the nodes are the players, and
hyperedges are formed based on whether they are co-listed.
Arnetminer: This is also a co-citation network, but with a sig-
nificantly larger number of nodes. Here, the nodes are papers, and
they are connected by hyperedges if they are co-cited. We used
the nodes from the Computer Science discipline, and its 10 sub-
disciplines were treated as clusters.
5.4 Experiments
We compare the F1 scores for the different datasets on all the given
methods. The number of clusters was first set to that returned by the
Louvain method, in an unsupervised fashion. This is what would
be expected in a real-world setting, where the number of clusters
is not given apriori. Table 2 shows the results of this experiment.
Secondly, we ran the same experiments with the number of clus-
ters set to the number of ground truth classes, using the postpro-
cessing step described in Section 3.2. The results of this experiment
are given in Table 3.
We also plotted the results for varying number of clusters using
the same methodology described above, to assess our method’s
robustness. The results are shown in Fig. 3.
1http://glaros.dtc.umn.edu/gkhome/metis/hmetis/download
2http://bmi.osu.edu/umit/software.html
3http://ir.ii.uam.es/hetrec2011/datasets.html
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Citeseer Cora MovieLens TwitterFootball Arnetminer
hMETIS 0.2278 0.3787 0.4052 0.1648 0.0264
PaToH 0.2095 0.1890 0.4008 0.0797 0.0023
Clique-Spectral 0.3408 0.2822 0.2052 0.1974 0.0220
Hypergraph-Spectral 0.3337 0.3051 0.2080 0.3596 0.0292
Clique-Louvain 0.3521 0.3027 0.3254 0.1412 0.0097
Hypergraph-Louvain 0.3673 0.4637 0.3498 0.3812 0.0686
IRMM 0.4887 0.5342 0.4134 0.5463 0.0754
Table 2: Symmetric F1 scores against ground truth, with the number of clusters returned by the Louvain method
Citeseer Cora MovieLens TwitterFootball Arnetminer
hMETIS 0.1941 0.3876 0.5116 0.3023 0.2729
PaToH 0.1734 0.1588 0.5015 0.0595 0.1551
Clique-Spectral 0.3229 0.2735 0.508 0.4941 0.2134
Hypergraph-Spectral 0.3721 0.2860 0.5217 0.5059 0.3555
Clique-Louvain 0.3521 0.3027 0.5253 0.1412 0.4139
Hypergraph-Louvain 0.3010 0.3628 0.6685 0.3812 0.5140
IRMM 0.4270 0.3885 0.6693 0.5463 0.5154
Table 3: Symmetric F1 scores against ground truth, with the number of clusters set to the number of ground truth classes
Citeseer Cora MovieLens TwitterFootball Arnetminer
Hyper-Spectral 84.16 41.44 155.8 3.88 34790
Hyper-Louvain 41.21 24.23 35.9 3.32 4311.2
Table 4: CPU times (in seconds) for the hypergraph clustering methods on all datasets
5.5 Results
Firstly, we note that in both experiment settings, IRMM shows the
best performance on all but one of the datasets. In particular, it
showed an improvement over Hypergraph-Louvain on all datasets.
Additionally, it is evident thatHypergraph-Spectral andHypergraph-
Louvain consistently outperform the respective clique reduction
based methods (Clique-Spectral and Clique-Louvain) on all datasets
and both experiment settings. We infer that super-dyadic relational
information captured by the hypergraph has a positive impact on
the clustering performance.
Across the board, the hypergraph modularity maximization
methods (Hypergraph-Louvain and IRMM) show competitive per-
formance when compared to the baselines. On the MovieLens and
ArnetMiner datasets, the clustering performance improves with
the number of clusters set to the number of ground truth classes.
We investigate this further in Section 6.
As shown in Fig. 3, the IRMMmethod outperforms other baseline
methods on a majority of the experiment settings. This indicates the
improvement in hyperedge cut due to the reweighting method. We
note that on some datasets, the best performance is achieved when
the number of clusters returned by the Louvain method is used (e.g
Citeseer, Cora), and on others when the ground truth number of
classes is used (e.g ArnetMiner, MovieLens). This could be based
on the structure of clusters in the network and its relationship to
the ground truth classes. A class could comprise multiple smaller
clusters, which would be better detected by the Louvain algorithm.
In other cases, the clustering structure could correspond better to
the class label assignments. For example, the ArnetMiner network,
where the class labels correspond to subdisciplines, shows much
better performance when the number of clusters is brought down
to the ground truth number of classes.
6 ANALYSIS
In this section, we analyze the properties of the hypergraph mod-
ularity based methods. We look at the scalability of hypergraph
modularity maximization. This is an important consideration for
hypergraphs; for a given number of nodes n, there are 2n possible
hyperedges that can be formed, and even taking an adjacency ma-
trix reduction of a hypergraph results in a combinatorial expansion
in the number of edges. We also analyze the effect of reweight-
ing, by looking at the proportions of each hyperedge in different
clusters.
6.1 Effect of reweighting on hyperedge cuts
Consider a hyperedge that is cut, its nodes partitioned into different
clusters. Looking at Eq. 6, we can see thatw ′(e) is minimized when
all the partitions are of equal size, and maximized when one of the
partitions is much larger than the other. The iterative reweighting
procedure is designed to increase the number of hyperedges with
balanced partitioning, and decrease the number of hyperedges with
unbalanced partitioning. As iterations pass, hyperedges that are
more unbalanced should be pushed into neighbouring clusters, and
the hyperedges that lie between clusters should be more balanced.
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(a) Citeseer (b) Cora
(c) MovieLens (d) TwitterFootball
(e) Arnetminer
Figure 3: F1 scores for varying number of clusters
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The plots in Figure 5 illustrate the effect of hyperedge reweight-
ing over iterations.We found the relative size of the largest partition
of each hyperedge, and binned them in intervals of relative size =
0.1. The plot shows the fraction of hyperedges that fall in each bin
over each iteration.
relative size(e) = max
i
number of nodes in cluster i
number of nodes in the hyperedge e
Here, we refer to the hyperedges as fragmented if the relative
size of its largest partition is low, and dominated of the relative size
of its largest partition is high. The fragmented edges are likely to
be balanced, since the largest cluster size is low.
On the Arnetminer dataset, we find that the number of domi-
nated edges is already very high. Looking back at the evaluation on
ground truth on this dataset, we find that the Hypergraph-Louvain
method already well outperforms the baselines, and the magnitude
of improvement added by the iterative method is relatively low com-
pared to the other datasets. This is reflected in the corresponding
plot in Fig. 5. The MovieLens dataset also exhibits a large number
of dominated edges at the start of the algorithm.
On the smaller TwitterFootball dataset, which has a greater num-
ber of ground truth classes, we see that the number of dominated
edges decreases and the number of fragmented edges increases.
This is as expected; the increase in fragmented edges is likely to
correspond to more balanced cuts. A similar trend is reflected in
the larger Cora dataset.
The Citeseer dataset showed the largest improvement in F1 score,
as shown in Tables 2 and 3. The increase in dominated edges indi-
cates that more fragmented edges were pushed into larger clusters,
becoming dominated. This corresponds to the intuition that more
informative hyperedges, which are likely to be dominated, should
lie inside clusters rather than between clusters. The change in cuts
illustrated in the plot reflects the greater improvement in clustering
quality shown in the preceding experiments.
6.2 Scalability of the Hypergraph Louvain
method
To furthermotivate the extension ofmodularitymaximizationmeth-
ods to the hypergraph clustering problem, we look at the scalability
of the Hypergraph-Louvain method against the strongest baseline,
Hypergraph-Spectral.
Table 3 shows the CPU times for the Hypergraph-Louvain and
Hypergraph-Spectral on the real-world datasets. We see that while
the difference is less pronounced on a smaller dataset like (Twit-
terFootball, it is much greater on the larger datasets. In particular,
the runtime on Arnetminer for Hypergraph-Louvain is lower by a
significant margin, not having to compute an expensive eigende-
composition.
Analysis on synthetic hypergraphs: On the real-world data,
modularitymaximization showed improved scalability as the dataset
size increased. To evaluate this trend, we compared the CPU times
for the Hypergraph-Spectral and Hypergraph-Louvain methods on
synthetic hypergraphs of different sizes. For each hypergraph, we
first ran Hypergraph-Louvain and found the number of clusters
returned, then ran the Hypergraph-Spectral method with the same
number of clusters.
Following the method used in EDRW4[18], we generated hyper-
graphs with 2 classes and a homophily of 0.4 (40% of the hyperedges
deviate from the expected class distribution). The hypergraph fol-
lowed a modified power-law distribution, where 75% of its hyper-
edges contained less than 3% of the nodes, 20% of its hyperedges
contained 3%-50% of the nodes, and the remaining 5% contained
over half the nodes in the dataset. To generate a hypergraph, we first
set the number of hyperedges to 1.5 times the number of nodes. For
each hyperedge, we sampled its size k from the modified power-law
distribution and chose k different nodes based on the homophily of
the hypergraph. We generated hypergraphs of sizes ranging from
1000 nodes up to 10000 nodes, at intervals of 500 nodes.
Figure 4 shows how the CPU time varies with the number of
nodes, on the synthetic hypergraphs generated as given above.
Figure 4: CPU time on synthetic hypergraphs
While Hypergraph-Louvain is shown to run consistently faster
than Hypergraph-Spectral for the same number of nodes, the differ-
ence increases as the hypergraph grows larger. In Figure 4, this is
shown by the widening in the gap between the two curves as the
number of nodes increases.
7 CONCLUSION
In this work, we have considered the problem of modularity maxi-
mization on hypergraphs. In presenting a modularity function for
hypergraphs, we derived a node degree preserving graph reduction
and a hypergraph null model. To make use of additional hyperedge
information, we proposed a novel algorithm, Iteratively Reweighted
Modularity Maximization (IRMM). This is based on a hyperedge
reweighting procedure that refines the cuts induced by the cluster-
ing method. Empirical evaluations on real-world data and synthetic
data illustrated the performance and scalability of our method.
The modularity function on graphs is based on a null model
that preserves node degree alone. While we have incorporated
additional information from the hyperedge cut into the clustering
framework, other hyperedge-centric information and constraints
are yet to be explored.
4https://github.com/HariniA/EDRW
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(a) Citeseer (b) Cora
(c) MovieLens (d) TwitterFootball
(e) Arnetminer
Figure 5: Effect of iterative hyperedge reweighting: % of hyperedges where the relative size of its largest partition falls in a
given bin vs. no. of iterations
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