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СПИСОК СКОРОЧЕНЬ 
 
АД – асинхронний двигун; 
АЦП – аналогово-цифровий перетворювач; 
АЧХ – амплітудно-частотна характеристика; 
БД – база даних; 
БЗ – база знань; 
ЕОМ – електронно-обчислювальна машина; 
ЕРС – електрорушійна сила; 
ІТ – інформаційна технологія; 
ІнГЗК – Інгулецький гірничо-збагачувальний комбінат; 
КЗР – коротко-замкнутий ротор; 
НМ – штучна нейронна мережа; 
НС – нечітка система; 
ОС – операційна система; 
ПЗ – програмне забезпечення; 
ПК – персональний комп’ютер; 
ПЛВ – підсистема логічного виводу; 
СКПР – система комп’ютерної підтримки рішень; 
СРЧ – система реального часу; 
ЦГЗК – Центральний гірничо-збагачувальний комбінат; 
ХЧ – характерна частота; 
ШПФ – швидке перетворення Фур’є; 
CPU – Central processing unit (центральний процесор); 
DSS – Decision Support Systems (система підтримки прийняття 
рішень); 
MPI – Message Passing Interface (інтерфейс передачі повідом-
лень); 
SQL – Structured Query Language (структурована мова 
запитів). 
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ПЕРЕДМОВА 
 
Сучасні існуючі методи, засоби та інформаційні техно-
логії цифрової діагностики та моніторингу асинхронних дви-
гунів мають ряд недоліків внаслідок обмеженості використо-
вуваних методів та алгоритмів, застарілості технологій. Також 
необхідно вдосконалювати існуючі та розробляти нові методи 
моніторингу та діагностування асинхронних двигунів з метою 
отримання параметрів, які забезпечували б високу швидкодію 
та якість їх обробки для отримання вчасних та достовірних 
результатів. Тому дуже важливим заходом є моніторинг пото-
чного стану асинхронних електродвигунів шляхом викорис-
тання інформаційних технологій з метою попередження ава-
рійного стану та їх повного виходу з ладу. Аналіз свідчить, 
що на сьогодні практично відсутні ефективні наукові підходи 
в цьому напрямі. 
Інформаційну технологію можна визначити як сукуп-
ність методів, виробничих процесів та програмно-технічних 
заходів, об’єднаних у технологічну послідовність, що забез-
печує виконання інформаційних процесів з метою підвищення 
їхньої надійності та оперативності і зниження трудомісткості 
ходу використання інформаційного ресурсу. 
За оцінками експертів використання сучасних інформа-
ційних технологій, шляхом моніторингу поточного стану об-
ладнання, дозволяє до мінімуму знизити збитки від негатив-
них наслідків за рахунок раннього виявлення дефектів, що 
зароджуються. При цьому витрати на технічне обслуговуван-
ня асинхронних електродвигунів можуть знизитися до 50 % у 
порівнянні із обслуговуванням «за графіком». 
Книга складається зі вступу, чотирьох розділів та підсумку. 
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У першому розділі розглянуто типові структури інфор-
маційно-діагностичних комплексів та функції інформаційно-
програмного забезпечення. Проаналізовано актуальність ство-
рення інформаційних технологій для забезпечення процесу 
моніторингу поточного стану асинхронних електродвигунів. 
Виконано огляд існуючих методів технічної діагностики аси-
нхронних електродвигунів та проаналізовано причини і види 
ушкоджень асинхронних двигунів (АД). Показано актуаль-
ність задачі визначення технічного стану АД у робочому ре-
жимі, що може призвести до зниження збитків від негативних 
наслідків його роботи в аварійних режимах за рахунок вияв-
лення дефектів на ранніх стадіях. 
У другому розділі виконано дослідження спектральних 
залежностей параметрів асинхронних електродвигунів. Розг-
лянуто необхідність реалізації системи ідентифікації АД пе-
ред процесом моніторингу його поточного стану з метою під-
вищення якості розпізнавання аварійних режимів роботи та 
моніторингу АД у комплексі (декілька одиниць одночасно). 
Аналіз залежностей виникнення дефектів АД шляхом матема-
тичних та експериментальних досліджень показав ефектив-
ність використання струму в якості діагностичного параметра 
в інформаційній системі моніторингу АД, а також його уні-
версальність, яка полягає в аналізі спектрального шуму дви-
гуна з подальшою можливістю його використання у вигляді 
навчаючої вибірки для нейронної мережі з метою ідентифіка-
ції асинхронного електродвигуна у електромережі. Для під-
вищення показника ефективності інформаційної технології 
групового моніторингу поточного стану АД запропоновано 
використовувати статистичний корегуючий коефіцієнт. 
У третьому розділі виконано розробку методів і моделей 
обробки інформації, які дозволяють автоматизувати процес 
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моніторингу поточного стану АД. Розроблено метод парамет-
ричної ідентифікації асинхронних двигунів у електромережі. 
Виконано аналіз впливу кількості характерних частот на час 
навчання у пакеті NeuroSolution з використанням структури 
багатошарового персептрону, мереж Кахонена та Хопфілда. 
Проведено дослідження з вибору оптимальної структури си-
напсних зв’язків нейронної мережі. Для розроблюваної систе-
ми моніторингу на основі розглянутих різновидів систем для 
побудови підсистеми логічного виводу запропоновано вико-
ристання багаторівневої нечітко-нейромережевої гібридної 
системи, яка складається із підмереж нейромережевої та нечі-
ткої логіки  
У четвертому розділі наведено результати практичної 
реалізації нової інформаційної технології. Описано алгоритм 
створення програмного забезпечення та структуру даних БД і 
бази знань. Наведено результати промислових випробувань на 
підприємствах міста Кривий Ріг. 
Автори висловлюють щиру подяку усім науковцям та 
колегам, які допомогли практично реалізувати ідеї та наукові 
розробки. Особисто хотілося б подякувати кандидату техніч-
них наук, доценту О. І. Савицькому та Л. Б. Басюк за їх цінні 
поради, конструктивну критику та слушні зауваження. 
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ВСТУП 
 
На сьогоднішній день найбільшими споживачами елект-
роенергії серед усього електроустаткування на промисловому 
виробництві є електродвигуни. Так, доля їх споживання від 
виробленої електроенергії, згідно з останніми дослідженнями, 
складає приблизно 75 % [1]. Основу парку електроприводів 
сучасних промислових підприємств та інших виробничих 
об’єктів складають багатофазні асинхронні двигуни. Асинх-
ронні двигуни зарекомендували себе як надійні, витривалі та 
відносно дешеві електричні машини, впливова частка яких 
збільшилася після розвитку приводів з регульованою швидкі-
стю обертання [2]. 
Даний вид двигунів досить поширений, про що свідчить 
те, що вони споживають до 40 % електроенергії, яка виробля-
ється у світі [8]. При цьому 90 % даного виду обладнання яв-
ляє собою коротко замкнуті асинхронні електродвигуни [9]. За 
статистикою на 2010 рік [10], у загальному виробництві Укра-
їни використовувалося не менше 50 млн одиниць трьохфазних 
АД напругою 0,4 кВ. 
Як і будь-яке обладнання, електродвигуни у процесі сво-
єї експлуатації піддаються дефектам, наприклад, пошкоджен-
ня ротору або статору, що у свою чергу може призвести до 
тяжких наслідків, таких як вихід з ладу електродвигуна або 
зупинка технологічного процесу. І тому дуже необхідним є 
виявлення дефектів на ранніх стадіях, що може запобігти ви-
никненню серйозних поломок та пошкоджень двигуна. Ре-
зультатом неправильної роботи асинхронних електродвигунів 
є аварійні режими роботи, через що кожен рік виходять з ладу 
до 10 % використовуваних АД [9]. Приблизно 30-40 % всіх 
несправностей в асинхронних двигунах складають дефекти 
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статора, пошкодження елементів ротора – 10 %,  пошкоджен-
ня елементів підшипників – 40 %, інші пошкодження – 12 % 
[1]. Отже, зазначене вимагає наявності сучасних систем діаг-
ностики і моніторингу, зокрема із застосуванням інформацій-
них технологій. 
Також робота сучасних підприємств та установ характе-
ризується суттєвим нерівномірним енергоспоживанням, як за 
окремими годинами, так і за днями тижня. Із збільшенням 
нерівномірності електроспоживання збільшуються витрати на 
виробництво, передачу та перерозподіл енергії [3]. І саме тому 
має велике значення перерозподіл робочих навантажень для 
економної роботи систем електрообладнання в умовах існую-
чої тарифної сітки. 
На сьогоднішній день існують досить поширені інфор-
маційні технології, методи та засоби цифрової діагностики 
електрообладнання, зокрема асинхронних електродвигунів. 
Одним із перспективних варіантів розв’язання задач моніто-
рингу та діагностики електрообладнання є використання 
спектр-струмової діагностики на основі використання апарата 
нейромереж. Нейронні мережі можна використати для 
розв’язання задач класифікації, зменшення рівня шуму, виді-
лення параметрів та розпізнавання змістовних елементів циф-
рових сигналів з високою точністю і швидкодією. Тому дані 
задачі є складовою загальної проблеми цифрової обробки сиг-
налів і на сучасному етапі вони важливі та актуальні. 
Одним з поширених математичних підходів, який почав 
розвиватись з 1985 року, є спектральний як перспективний 
метод діагностики різних пошкоджень асинхронних двигунів. 
Спектральний аналіз базується на дослідженні та спостере-
женні повітряного зазору між статором та ротором, які відо-
бражаються на формі струму двигуна через зміну магнітної 
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складової у повітряному зазорі, яка у свою чергу викликає 
противо-ЕРС. Дані зміни в противо-ЕРС змінюють зону робо-
чого струму в асинхронному двигуні [1]. Виконуючи швидке 
перетворення Фур’є для струму двигуна, можна отримати 
спектр струму для подальшої діагностики несправностей. 
ШПФ – математична операція, яка виділяє частотну інформа-
цію з області часового сигналу та перетворює її в частотну 
область, де частотна область являє собою діаграму амплітуди 
сигналу у даній частоті [7]. 
Задачі моніторингу, або діагностування асинхронного 
електродвигуна, передує задача ідентифікації, тобто можливо-
сті визначення конкретного двигуна із сукупності сигналів, які 
утворюються внаслідок роботи інших двигунів, різних переш-
код тощо. Задачі ідентифікації та діагностики АД належать до 
задач класифікації, коли визначається приналежність вхідного 
набору даних з декількох раніше відомих класів електрообла-
днання або типів несправностей. Серед існуючих засобів кла-
сифікації даних достатньо поширеними є нейронні мережі, які 
характеризуються доброю стійкістю до шумів, прийнятним 
часом навчання, адаптованістю. 
Недоліками існуючих методів, моделей, засобів та інфо-
рмаційних технологій є неврахування конструктивних особ-
ливостей досліджуваного обладнання, які впливають на про-
цес моніторингу поточного стану і знижують ймовірність роз-
пізнавання дефектів, а також неможливість одночасного ана-
лізу декількох досліджуваних об’єктів. 
Таким чином, наукова задача досліджень полягає у роз-
робці інформаційної технології для групової діагностики АД 
на основі інтелектуальної системи комп’ютерної підтримки 
рішень (СКПР) із використанням спектрального аналізу та 
апарата нейронних мереж. Задача є актуальною, оскільки її 
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вирішення забезпечить зменшення ймовірності роботи асинх-
ронних двигунів у аварійних режимах, а також зменшення 
витрат на планове обслуговування. 
На підставі цього у роботі були сформульовані такі за-
вдання досліджень: 
1. Проаналізувати відомі інформаційні технології, мето-
ди, моделі та засоби, покладені в основу побудови СКПР 
спектр-струмової діагностики, контролю й моніторингу. Зро-
бити аналіз існуючих теорій та методів, необхідних для побу-
дови інтелектуальної СКПР. 
2. Виконати дослідження спектральних залежностей па-
раметрів АД з метою виявлення найбільш інформативних па-
раметрів, які необхідно використовувати для комп’ютерного 
аналізу поточного стану асинхронного електродвигуна при 
виникненні дефектів обмоток статора і ротора. Також викона-
ти аналіз спектральних залежностей однакових АД. 
3. Створити інформаційну технологію автоматизованого 
діагностування технічного стану АД, засновану на контролі 
параметрів робочого режиму, ідентифікації АД у електроме-
режі та моніторингу поточного стану, для чого розробити: 
методику, алгоритмічне і програмне забезпечення, принципи 
побудови і структурну схему системи моніторингу поточного 
стану АД. 
4. Розробити структуру СКПР, провести експеримента-
льні дослідження якості роботи елементів комп’ютерної сис-
теми та техніко-економічне обґрунтування створення нових 
інформаційних технологій забезпечення автоматизованих ви-
пробувань асинхронних двигунів з метою підтвердження ос-
новних теоретичних і наукових результатів роботи.  
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1. ПОСТАНОВКА ПРОБЛЕМИ ТА ЗАДАЧІ  
ДОСЛІДЖЕНЬ ДЛЯ СТВОРЕННЯ ІНФОРМАЦІЙНОЇ 
ТЕХНОЛОГІЇ ГРУПОВОЇ ДІАГНОСТИКИ  
ТА РОЗПІЗНАВАННЯ ПОТОЧНОГО СТАНУ  
АСИНХРОННИХ ЕЛЕКТРОДВИГУНІВ 
 
1.1. Актуальність досліджень  
Основу парку електроприводів сучасних промислових 
підприємств та інших виробничих об’єктів складають багато-
фазні асинхронні двигуни. Даний вид двигунів досить поши-
рений, про що свідчить те, що вони споживають до 40 % елек-
троенергії, яка виробляється у світі [8]. При цьому 90 % дано-
го виду обладнання являє собою коротко замкнуті асинхронні 
електродвигуни [9]. За статистикою на 2010 рік [10], у загаль-
ному виробництві України використовувалося не менше 50 
млн одиниць трьохфазних АД напругою 0,4 кВ. 
У силу своєї популярності оптимальному використанню 
даних двигунів перешкоджає їхня висока пошкоджуваність, 
тому що АД розраховуються на строк служби 10-15 років без 
капітального ремонту, при умові їхньої правильної експлуата-
ції, де під правильною експлуатацією розуміється їх робота у 
відповідності до номінальних параметрів, вказаних у паспорті 
двигуна [10]. Але, на жаль, у реальних умовах виробництва 
завжди відступають від номінальних режимів роботи: техно-
логічні перенавантаження, незадовільні умови навколишнього 
середовища (завищена вологість та температура), неякісна 
мережа живлення, зниження опору ізоляції, порушення охо-
лодження. 
Результатом неправильної роботи електроприладів є 
аварійні режими роботи АД, через що кожен рік з ладу вихо-
дять до 10 % використовуваних електродвигунів [9]. 
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Вихід з ладу електродвигуна може спричинити до скла-
дних та тяжких аварійних ситуацій, що у свою чергу може 
призвести до значних матеріальних втрат, пов’язаних із прос-
тоями технологічних процесів підприємства, ліквідацією нас-
лідків аварії та ремонтом електродвигуна. Аналіз [7, 14] свід-
чить про відсутність або надмірну вартість ефективних підхо-
дів щодо діагностики АД. 
Тому дуже важливою задачею в умовах сучасних підп-
риємств є розробка інтелектуальної системи підтримки при-
йняття рішень з метою постійного (у реальному часі) моніто-
рингу поточного стану електрообладнання і, у випадку вияв-
лення технологічного збою в його роботі, діагностування де-
фектів. 
Як свідчить статистика, в середньому ремонт двигуна 
потужністю до 1 кВт обходиться у 5-6$, а ремонт більш поту-
жної машини обійдеться дорожче у стільки ж разів, у скільки 
вона потужніша за дану [11], а також неправильна робота дви-
гуна може призвести до підвищеного енергоспоживання та 
збільшення споживання реактивної потужності. 
 Тому є дуже актуальною задача автоматизації процесу 
моніторингу технологічних процесів на підприємствах шля-
хом діагностування електрообладнання у робочому режимі, 
що може призвести до зниження збитків від негативних нас-
лідків роботи АД за рахунок виявлення дефектів на ранніх 
стадіях. Наприклад, у різних галузях промисловості витрати 
на планове обслуговування можуть досягати у середньому від 
6 до 18 % від випущеної продукції та до 30% зниження екс-
плуатаційних затрат [27]. Також, приблизно 50% планових 
обслуговувань виконуються без фактичної необхідності, крім 
того вони можуть призвести до виникнення нових поломок та 
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дефектів, і відбувається заміна різних вузлів та деталей ще з 
досить великим залишковим ресурсом роботи [28].  
 Використання сучасних засобів і методів аналізу та ко-
нтролю технічного стану електрообладнання дозволяє впро-
ваджувати інформаційну технологію обслуговування електро-
обладнання «у реальному часі», тобто проводити моніторинг 
поточного стану АД та, відповідно, ремонт двигуна у залеж-
ності від його поточного стану. Одним із таких засобів є 
СКПР, які дозволяють у зв’язку «людина → ЕОМ → електро-
обладнання» на досить ранніх стадіях діагностувати можливі 
несправності. 
Найголовнішою задачею інформаційної технології діаг-
ностики АД є їх ідентифікація на фоні перешкод, створюваних 
іншими електродвигунами або електроустаткуванням чи шу-
мами самої електромережі. Дана задача є досить складною, і 
тому для її вирішення необхідно використовувати різні типи 
[10] інформаційних систем обробки інформації у комплексі 
(нейронні мережі та нечітку логіку, одночасно декілька різних 
експертних систем тощо). 
Отже, метою даних досліджень є розробка інформацій-
ної технології для комп’ютерної системи прийняття рішень, 
що здатна адекватно та швидко реагувати на зміни в роботі 
досліджуваних АД в процесі моніторингу робочих режимів їх 
роботи. СКПР повинна відповідати існуючим нормам і крите-
ріям продуктивності та швидкодії. 
 
1.2. Аналіз існуючих методів діагностики електрооб-
ладнання 
У процесі створення інформаційної технології моніто-
рингу поточного стану АД було проаналізовано існуючі мето-
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ди та засоби діагностування електродвигунів. Зокрема, най-
поширенішими методами діагностування є [4]: 
- вібраційний спосіб оцінки технічного стану електрод-
вигуна, за яким реєструють та аналізують сигнал, який ство-
рює вібрація приладу. За отриманими даними аналізують фо-
рму та амплітуду отриманого сигналу і, порівнюючи її із зна-
ченнями попередніх вимірів, оцінюють можливість подальшої 
роботи двигуна; 
- спосіб моделювання, який включає в себе етап розроб-
ки комп’ютерної моделі двигуна, з’єднання з устаткуванням 
за допомогою великої кількості датчиків. За отриманими да-
ними робочих сигналів двигуна обчислюються рівняння стану 
у часі, яке у свою чергу, порівнюється із рішенням моделі, і на 
основі різниць рішень визначається, чи є несправність у дви-
гуні; 
- спектр-струмовий аналіз, спосіб діагностики двигунів 
та пов’язаних з ними механічних приладів, у яких протягом 
заданого інтервалу часу відбувається запис значень струмів, 
які споживає двигун. З отриманих значень виокремлюють 
характерні частоти для даного електродвигуна, перетворюють 
отриманий сигнал з аналогової форми у цифрову, а потім 
здійснюють спектральний аналіз із отриманого сигналу та 
порівняння значень амплітуд на характерних частотах з рів-
нем сигналу на електромережі. 
Серед розглянутих методів спектр-струмовий аналіз є 
найбільш перспективним та оптимальним методом, тому що 
він дозволяє досліджувати двигун не тільки безпосередньо 
під’єднавшись до нього (перші два способи), а й 
під’єднавшись до системи живлення. При спектр-струмовому 
аналізі найчастіше використовують пряме перетворення 
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Фур’є для отримання, наприклад, амплітудно-частотної хара-
ктеристики електродвигуна навіть у реальному часі [12]. 
При використанні спектр-струмового аналізу в процесі 
створення інформаційної технології моніторингу поточного 
стану АД необхідно вирішувати задачі ідентифікації та діаг-
ностики електродвигунів. Дані задачі належать до задач кла-
сифікації, коли визначається приналежність вхідного набору 
даних з декількох раніше відомих класів електродвигунів або 
типів несправностей. Серед існуючих засобів класифікації 
даних достатньо поширеними є нейронні мережі, які характе-
ризуються доброю стійкістю до шумів, прийнятним часом 
навчання, адаптованістю. 
 Спектр-струмовий метод у силу своєї відносної новиз-
ни є досить актуальним та перспективним, адже дозволяє ви-
користовувати інформаційну технологію діагностування та 
моніторингу поточного стану електрообладнання без безпосе-
реднього під’єднання до нього датчиків, наприклад, як у віб-
раційному способі. 
 Також при розробці СКПР моніторингу моточного ста-
ну групи АД в основу покладено системи розпізнавання обла-
днання, одним із варіантів рішення задач класифікації та роз-
пізнавання є використання апарату нейронних мереж [10, 20, 
36]. 
 
1.3. Аналіз стану досліджень, засобів та методів спек-
тральних залежностей діагностики та розпізнавання асин-
хронних електродвигунів 
Спектральний аналіз – це метод обробки різноманітних 
сигналів, який дозволяє виявляти частотний склад сигналу. 
Головним критерієм визначення інформаційною системою 
можливих несправностей є виявлення підвищених амплітуд 
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вібрації, значень струму на частотах, що збігаються із часто-
тами можливих ушкоджень елементів, резонансних частотах 
деталей, на частотах протікання робочого процесу. 
Комп’ютерний аналіз даних частот допомагає виявити й іден-
тифікувати несправність на ранніх стадіях її зародження й 
розвитку [13]. 
 На сьогоднішній день існує два способи опису сигналу: 
у частотній та часовій області (рис. 1.1). 
 
Рис. 1.1. Поточні сигнали струму та їхні спектри: а) гар-
монійні коливання з періодом Т1; б) гармонійні коливання з 
періодом Т2; в) полігармонійний сигнал. 
 Вимірювання на конкретній частоті може дати інфор-
мацію про ту чи іншу несправність. Розв’язання задач спект-
рального аналізу можливе при використанні перетворення 
Фур’є, а для пришвидшення процесу обчислення та 
комп’ютерного аналізу використовують швидке перетворення 
Фур’є. Даний метод дозволяє визначити вклад окремих скла-
дових спектра струму у загальну картину сигналу. Сигнал 
струму, який у часовій області представляється у вигляді амп-
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літуди )(x , можна отримати у вигляді розподілення амплітуд у 
частотній області x(f) : 
tnbtbtna
tataax
nn 

sin...sin...cos...
2coscos2/)(
1
210


,  (1.1) 
де 
nn bbbaaaa ,,,,,, 21210  – амплітуди складових компонентів 
струму, ω – кутова швидкість оборотної частоти коливань, n- 
число складових струму [14]. 
 Спектр-струмовий аналіз є досить популярним мето-
дом при визначенні несправностей в АД. Зокрема досліджен-
ня у даному напрямі представленні у ряді готових виробів та 
прототипів, зокрема найбільш потужними приладами та роз-
робками є: 
1.Апаратно-програмний комплекс для виконання робіт із 
діагностики стану й умов роботи електричної та механічної 
частини електродвигунів і пов’язаних з ними механічних при-
строїв на основі спектрального аналізу сигналів споживаного 
електродвигуном струму, розроблений Петуховим В.С. [1]. 
Даний комплекс робить аудит стану й умов роботи електрич-
ної й механічної частини електродвигунів і пов’язаних з ними 
механічних пристроїв, на основі спектрального аналізу сигна-
лів споживаного електродвигуном струму. Блок-схема ком-
плексу представлена на рис. 1.2. 
До складу комплексу входять роз’ємний струмовий дат-
чик з лінійною частотною характеристикою, кондиціонер сиг-
налу (фільтр низьких частот, що перешкоджає появі помилко-
вих частот сигналів (alіasіng) при їхній дискретизації (9), ана-
лого-цифровий перетворювач, персональний комп’ютер з не-
обхідним програмним забезпеченням для збору й обробки 
інформації [1]. 
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Рис. 1.2. Блок-схема діагностичного комплексу 
Запис сигналів струму здійснюється протягом часу, не-
обхідного для виконання спектрального аналізу з дозволом за 
частотою не менш 0.01-0.02 Гц. 
Відцифровані АЦП дані передаються до ПК, де викону-
ється обробка отриманих даних, визначається частота обер-
тання двигуна і число стрижнів його ротора, потім виконуєть-
ся спеціальний спектральний аналіз сигналу струму. 
 2. Система діагностики електродвигуна постійного 
струму на основі NІ CompactRіо. Дана система містить такі 
можливості: вимірювання температури за допомогою термо-
пари та модулю NI cRIO-9211; визначення частоти спожитого 
струму та напруги, використовуючи безконтактний датчик 
струму NI cRIO-9201; управління роботою двигуна по алгори-
тму ПІД-регулювання з використанням широтно-імпульсної 
модуляції. Дані вимірювань заносяться у базу даних, також 
вони доступні on-line з будь-якого комп’ютера по Ethernet або 
через web-інтерфейс [15]. 
 3. MCE – портативний і всебічний діагностичний при-
лад, MCE пристрій з найбільш повними можливостями для 
статичного тестування електродвигунів (рис. 1.3) [16]. 
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Рис. 1.3. Зовнішній вигляд приладу MCE 
Даний виріб дозволяє ретельно аналізувати двигун і його 
зв’язаний контур, ідентифікувати електричні дефекти, які мо-
жуть не виявлятися за допомогою більш традиційних техно-
логій превентивного обслуговування. За допомогою серій які-
сних, але не руйнуючих тестів MCE забезпечує раннє вияв-
лення високого опору з’єднань, деградації ізоляції, дефектів 
статора, дефектів ротора, ексцентриситету повітряного зазору. 
Статична методика діагностування устаткування дозволяє 
робити моніторинг стану під час виведення електрообладнан-
ня з роботи для гарантії надійної роботи електродвигуна. 
4. Прилад AMTest-2 призначений для оперативного кон-
тролю технічного стану електричних машин різного виконан-
ня. За допомогою даного приладу в режимі моніторингу конт-
ролюється вібраційний стан, параметри енергоспоживання, 
проводиться діагностика стану електродвигуна, також в цьому 
присутні функції контролю електричних машин постійного 
струму, що стосуються діагностики стану обмотки ротора 
(якоря) і колекторного апарата (рис. 1.4) [17]. 
Важливою функцією приладу є можливість дослідження 
трифазної живлячої напруги, струмів, спожитих у фазах конт-
рольованого електродвигуна. При цьому контролюється не 
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тільки рівень, але й несиметрія трифазних параметрів, рівень 
гармонік у напругах і струмах, споживана електродвигуном 
потужність. 
 
Рис. 1.4. Зовнішній вигляд приладу AMTest-2 
У результаті за допомогою одного приладу марки 
AMTest-2 можна контролювати технічний стан: синхронних 
генераторів і електродвигунів, асинхронних електродвигунів, 
генераторів і двигунів постійного струму. 
5. Комплексний метод діагностики асинхронних елект-
родвигунів на основі використання штучних нейронних мереж 
[18]. В основі даного методу є використання програмно-
апаратного комплексу (рис. 1.5), що складається з комп’ютера 
та цифрового пристрою-посередника, що робить необхідні 
виміри і передає їх у комп’ютер. У якості вимірюваних елект-
ричних величин можуть бути оперативний струм, спожита 
потужність та ін. Програма, виконувана на комп’ютері, по-
винна у свою чергу певним чином обробити вхідну інформа-
цію й визначити найбільш імовірний вид ушкодження пра-
цюючого електродвигуна або зробити висновок про його 
справність.  
Цей метод найбільш ефективний, тому що дозволяє збе-
рігати на комп’ютері більші бази даних з інформацією про 
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відслідковування динаміки ушкоджень електродвигуна з на-
ступним прогнозуванням виходу його з ладу. 
Також за допомогою спектр-струмового методу можли-
во відслідковувати відносну спожиту електроенергію того чи 
іншого електродвигуна. Однією із існуючих та запроваджених 
технологій є система моніторингу енергоспоживання типу 
«Energoauditor» [19]. У результаті її впровадження можливо 
економити до 30 % теплової та 15-20 % електроенергії. В ос-
нові даної системи є безперервний моніторинг в автоматич-
ному режимі загальнодоступних технічних ресурсів (електро-
лічильники, стандартні ЕОМ, датчики та ін.). Дана система 
дозволяє здійснювати контроль за споживанням теплової та 
електроенергії, а також управління на великій віддаленості 
об’єктів один від одного, а результати моніторингу подаються 
у вигляді таблиць та графіків. Дана система не використовує 
спектр-струмовий метод. 
 
Рис. 1.5. Структура програмно-апаратного комплексу 
Іншою інформаційною системою автоматизованого кон-
тролю та моніторингу енергоспоживання є програмно-
апаратний комплекс фірми InlineGroup [20], який складається 
зі спеціалізованого електролічильника «Меркурій-230», та 
програмного забезпечення компанії ПРОСОФТ. Дана система 
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дозволяє проводити аналіз спожитої електроенергії у масшта-
бах населеного пункту, що охоплює близько 100 будинків. 
Досить потужною системою моніторингу енергоспожи-
вання є система контролю «САТКОН-А» компанії «Сучасні 
технології» [21], яка дозволяє оперативно визначати небаланс 
за кожною фазою, контроль за обривом лінії, станом запобіж-
ників, передачі первинної та аналітичної інформації до датчи-
ків перетворення інформації. 
Також теоретичному та практичному дослідженню спек-
тральних залежностей енергоспоживання присвячені роботи 
вітчизняних авторів: Д.В. Полковніченко, Д.Й. Родькін, Т.А. 
Желдак, О.П. Чорний, А.О. Ткаченко, В.А. Сидоров, 
В.С. Петухов, О.М. Швець, іноземних авторів: В.Т. Томсон, 
В. Торсен, М. Далва, А. Садегіан та інші. 
Отже, у результаті аналізу вищезазначених робіт було 
виявлено, що при створенні інформаційної технології моніто-
рингу поточного стану АД, при діагностуванні несправностей 
обмоток статора і ротора, у тому чи іншому ступені погіршу-
ється синусоїдальність та симетричність струмів напруг у фа-
зах, відбувається погіршення робочих характеристик та енер-
гетичних показників двигуна, починає виникати шум, вібрації. 
У свою чергу, з метою визначення можливого дефекту двигу-
на, необхідно виконувати комп’ютерний аналіз спожитого 
струму електродвигуном шляхом розкладу його на відповідні 
складові. 
Усі розглянуті розробки та програмно-апаратні комплек-
си мають декілька головних недоліків, а саме: 
 безпосереднє та постійне під’єднання датчиків для 
зняття інформації до досліджуваних АД; 
 неможливість одночасного діагностування та розпізна-
вання декількох АД; 
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у більшості випадків для отримання результату необхід-
но використовувати спеціаліста. 
 
1.4. Аналіз стану існуючих методів прийняття рішень 
та класифікуючих систем 
Управління сучасним підприємством потребує викорис-
тання перспективних та ефективних методів, основаних на 
базі сучасних досягнень, інформаційних технологій, методів 
штучного інтелекту та різних наукових розробок у сфері при-
йняття рішень. І тому при управлінні сучасним виробництвом 
необхідно використовувати ефективні методи підтримки рі-
шень на всіх щаблях його функціонування. Створення інтеле-
ктуальної системи підтримки рішень, яка може забезпечити 
працівника проаналізованою інформацією, варіантами рішень, 
є досить складною та актуальною задачею. 
Методи прийняття управлінських рішень – це конкретні 
способи цільового вибору з безлічі альтернатив найбільш 
прийнятного варіанту рішення проблеми [22]. Існують такі 
методи, що використовуються для прийняття управлінських 
рішень:  
1. Прості методи прийняття рішень (методи, які не вима-
гають застосування розвиненого математичного апарата).  
2. Декомпозиція (подання складної проблеми як сукуп-
ності простих питань). 
3. Діагностика (пошук у проблемі найбільш важливих 
деталей, які вирішуються в першу чергу; використовується 
при обмежених ресурсах).  
4. Методи експертних оцінок.  
5. Математичні методи аналізу експертних оцінок: мето-
ди середніх балів, метод середніх арифметичних рангів, метод 
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медіан рангів, метод узгодження кластеризованих ранжиро-
вок.  
6. Метод неспеціаліста (питання вирішується особами, 
які ніколи не займалися даною проблемою, але є фахівцями в 
суміжних областях).  
7. Методи оптимізації.  
8. Імітаційне моделювання.  
9. Метод теорії імовірності.  
10. Метод теорії ігор (завдання вирішуються в умовах 
повної невизначеності). 
11. Метод аналогій (пошук можливих рішень проблем на 
основі запозичення з інших об’єктів керування).  
12. Метод теорії графів (рішення транспортних завдань, 
завдань про призначення, вибору найкоротшого шляху, кале-
ндарно-мережного планування й керування, завдань розмі-
щення, розподілу ресурсів на мережах тощо). 
Задачі моніторингу та аналізу поточної роботи електро-
двигуна передує задача ідентифікації електродвигуна, що на-
лежить до задач класифікації. Тобто це формалізована задача, 
у якій міститься деяка множина об’єктів, розподілених на кла-
си. Задана кінцева множина об’єктів, для яких відомо, до яких 
класів вони належать. Дана множина називається вибіркою. 
Класова приналежність інших об’єктів невідома. Необхідно 
побудувати алгоритм, який здатний класифікувати випадко-
вий об’єкт з вихідної множини. 
Для задач класифікації використовуються різні методи. 
Найбільш популярними методами є:  
- класифікація за допомогою дерев рішень – основним 
недоліком даного методу є те, що використання даного алго-
ритму засновано на евристичних алгоритмах, що призводить 
до неможливості забезпечення оптимальності усього дерева 
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загалом. Також, внаслідок використання даного методу мо-
жуть виникати досить складні конструкції, які недостатньо 
повно представляють дані;  
- баєсовська класифікація – даний метод не дозволяє 
безпосередньо оброблювати вхідні змінні, потрібне їх перет-
ворення до інтервальної шкали. На результат класифікації 
впливають тільки індивідуальні значення вхідних змінних, 
комбінований вплив значень різних атрибутів та властивостей 
не враховується;  
- класифікація за допомогою штучних нейронних мереж 
– до основних недоліків можна віднести те, що досить важко 
оцінити статистичну значимість отримуваних результатів у 
процесі навчання прогностичних моделей, а також те, що ней-
ронна мережа при значних об’ємах обробки даних потребує 
великі обчислювальні потужності з метою зменшення часу 
навчання;  
- класифікація методом опорних векторів – до основних 
недоліків можна віднести те, що немає чітких критеріїв вибо-
ру ядра, значний час навчання системи класифікації, мала кі-
лькість параметрів для налаштування;  
- статистичні методи, зокрема лінійна регресія – до ос-
новних недоліків можна віднести те, що моделі, які мають 
невелику складність, можуть стати неточними, а моделі, які 
навпаки мають велику складність, можуть стати перенавчени-
ми;  
- класифікація за допомогою методу найближчого сусі-
да – до основних недоліків даного методу можна віднести те, 
що при використанні методу виникає необхідність повного 
перебору навчаючої вибірки при розпізнаванні, що призво-
дить до значних обчислювальних затрат. Також даний метод 
не створює ні моделей, ні правил, узагальнюючих попереднє 
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опитування, а лише базується на базі попередніх історичних 
даних;  
- класифікація CBR-методом – до основних недоліків 
даного методу можна віднести те, що метод використовується 
в галузях, де виконується принцип регулярності і має місце 
повторюваність видів задач, а також збереження знань без 
узагальнення, та складність і неспецифічність процесів пошу-
ку подібних випадків та адаптації рішення;  
- класифікація за допомогою генетичних алгоритмів – до 
основних недоліків даного методу можна віднести те, що вони 
погано масштабовані під складність розв’язуваної задачі та в 
багатьох задачах генетичні алгоритми мають тенденцію схо-
дитися до локального оптимуму та до суперечливих точок, 
замість глобального оптимуму для даної задачі. 
Отже, найбільш оптимальним методом ідентифікації 
об’єкта дослідження в електромережі є класифікація за допо-
могою нейронних мереж, адже інтелектуальні системи на ос-
нові штучних нейронних мереж дозволяють із успіхом вирі-
шувати проблеми розпізнавання образів, виконання прогнозів, 
оптимізації, асоціативної пам’яті й керування [23]. Традиційні 
підходи до рішення цих проблем не завжди дають необхідну 
гнучкість. 
Для створення можливості безперервного оперативного 
моніторингу поточного стану асинхронних електродвигунів 
можна використовувати інформаційні системи комп’ютерної 
підтримки рішень. Дані системи являють собою інструменти 
(апаратні та програмні) які здатні допомогти оператору на 
підприємстві прийняти правильне та вчасне рішення. 
На сьогоднішній день всі існуючі СКПР можна умовно 
поділити на зосереджені та розподілені. До зосереджених на-
лежать системи підтримки прийняття рішень, розташовані 
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фізично та функціонально на одному обчислювальному вузлі. 
Дані системи можуть включати до свого складу експертні сис-
теми, системи оцінки прийнятих рішень, моделюючі та про-
гнозуючі програми тощо.  
Розподілені СКПР розподіляються фізично або функціо-
нально та складаються з однієї або декількох експертних сис-
тем, пов’язаних між собою інформаційно, які дозволяють оці-
нити одну й ту саму ситуацію з різних точок зору. 
Таким чином, при створенні інтелектуальної СКПР перш 
за все необхідно вирішувати задачу ідентифікації електродви-
гуна в електромережі. Дана задача належить до класу задач 
класифікації. Серед розглянутого різноманіття методів вирі-
шення задач класифікації найбільш оптимальним, з точки зору 
часу навчання та кількості оброблюваних параметрів, є апарат 
штучних нейронних мереж, який у свою чергу дозволяє при-
швидшити час навчання за рахунок використання паралель-
них алгоритмів навчання, що дасть змогу зменшити час відгу-
ку СКПР. 
 
1.5. Аналіз існуючих розробок алгоритмів розпарале-
лювання навчання нейроструктур 
У наш час кількість задач, які потребують для свого ви-
рішення потужних обчислювальних ресурсів, постійно збіль-
шується, тому що через велике розповсюдження обчислюва-
льної техніки досить сильно збільшився напрям чисельного 
моделювання та експерименту. Чисельне моделювання дозво-
ляє вивчати явища, які є досить складними дослідами аналіти-
чних методів. Також чисельний експеримент дозволив значно 
здешевити процес наукового та технологічного пошуку [24]. 
 Потужності сучасних комп’ютерів достатньо для вирі-
шення ряду простих задач, але при вирішенні більш складних 
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задач, або задач, які оперують великою кількістю даних, її 
недостатньо. Тому для збільшення обчислювальної потужнос-
ті сучасних комп’ютерних систем широко розповсюджені па-
ралельні та розподіленні обчислення. 
 Ідея розпаралелювання полягає у тому, що практично 
більшість задач може бути розділено на менші за обсягом та 
складністю задачі і ті які у свою чергу можуть обчислюватися 
одночасно. 
 Паралельні обчислювальні системи являють собою 
комп’ютери або програмні комплекси, які можуть реалізову-
вати тим чи іншим чином паралельну обробку даних та ко-
манд на багатьох обчислювальних вузлах. Наприклад, знахо-
дження суми рядків n–мірної матриці на 4-х процесорній сис-
темі шляхом ділення масиву на 4 частини. 
 На сьогодні існує два основних підходи до розпарале-
лювання обчислень, а саме: одно-потоковий та багато-
потоковий паралелізм. Одно-потоковий паралелізм полягає у 
паралельному виконанні операцій у середині одного потоку. 
Даний паралелізм є характерною особливістю сучасних мік-
ропроцесорів. У основі багато-потокового паралелізму є вико-
ристання одночасно декількох потоків для досягнення парале-
льного виконання операцій. Для створення даного виду пара-
лелізму необхідно використовувати системи з декількома 
процесорами або процесорними ядрами. 
 Іншим шляхом підвищення продуктивності обчислень 
є розподілені обчислення. В основі даних систем є об’єднання 
комп’ютерів у одну комп’ютерну систему з подальшим її ви-
користанням у якості паралельної обчислювальної системи. 
Однією з найбільших переваг таких систем перед локальними 
суперкомп’ютерами є майже необмежена можливість масшта-
бування. Прикладами таких систем є кластери. 
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 Відомо, що в основі будь-якого алгоритму навчання 
лежить знаходження суми ваг нейронів, тому даний вид задач 
є добре розпаралелюваним. Також потрібно сказати, що на 
сучасному етапі розвитку та побудови нейронних мереж існує 
велика кількість нейроемуляторів, як безкоштовних, так і до-
сить дорогих, але всіх їх об’єднує те, що швидкість їхньої ро-
боти та об’єм оброблюваних даних невеликі. Навчання ней-
ромережевих структур, особливо при розв’язанні складних 
задач, потребує значних затрат апаратних ресурсів та, найго-
ловніше, часу. А зменшення часу навчання призводить до збі-
льшення вирішення поставлених задач, а разом із цим – до 
збільшення продуктивності нейромережевих структур. 
 Сьогодні питання розробки паралельних варіантів ал-
горитмів навчання нейромереж є досить актуальним та поши-
реним, зокрема найбільш яскравими прикладами є: 
1. Паралельна нейронна мережа з віддаленим доступом 
на базі розподіленого кластера ЕОМ [25]. В основу алгоритму 
навчання нейромережі закладений алгоритм зворотного по-
ширення помилки. Модуль навчання являє собою програму, 
яка в якості вхідних даних отримує набір векторів «відомий 
вхід – відомий вихід», а також ряд керуючих параметрів. Най-
важливіші з них – кількість прихованих нейронів, темп на-
вчання, критерій зупинки рахунку тощо. Також можливий 
вибір виду алгоритму, при цьому необхідно задати значення 
додаткових керуючих параметрів. Під час роботи модуля че-
рез задану кількість ітерацій або на вимогу користувача відбу-
вається передача даних від сервера до клієнта, які потім по-
даються користувачу в текстовому і / або графічному вигляді 
за допомогою Web-інтерфейсу. 
 Нейросервер розміщений на розподіленому обчислю-
вальному кластері Інституту теоретичної фізики ім. Л.Д. Лан-
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дау. Кластер являє собою локальну обчислювальну підмережу 
з машин класу Pentium II / III – 300-800 МГц. Кількість машин 
в кластері – 10, половина з них – 2-х процесорні, сумарна тео-
ретична продуктивність – 10 Гфлопс, швидкість передачі да-
них в мережі – 100 Mbps (комутований FastEthernet). Опера-
ційна система – FreeBSD. 
 Для типової тестової задачі (5 входів, 5 виходів, 15 
прихованих нейронів на одному проміжному шарі (250 синап-
сів), 1000 векторів для навчання) продуктивність навчання 
нейромережі на одиночному процесорі (P-III/450MHz) склала 
1,6 MCUPS. Завдання, що виконується на 2-х процесорах дво-
хпроцесорної машини з використанням MPI, дає продуктив-
ність 3,0 MCUPS. При використанні всіх процесорів кластера 
ІТФ продуктивність становить до 16-18 MCUPS. 
2. Розпаралелювання нейроалгоритмів розпізнавання 
мови на обчислювальних архітектурах OPENMP і CUDA [26]. 
При вирішенні задачі ідентифікації об’єкта на основі викорис-
тання технології нейронних мереж найбільш повільною діля-
нкою цього ланцюга є нейронна мережа, так як для точного 
розпізнавання потрібно досить велике число нейронів (в од-
ному тільки вхідному шарі для вилучення лише інформатив-
ної частини спектра, без урахування інтонації, необхідно бли-
зько 50-100 нейронів). У той же час, щоб знайти вихід одного 
нейрона, необхідно обчислити зважену суму всіх його входів і 
значення порогової функції. Для обчислення зваженої суми 
необхідно зробити число множень і додавань відповідно до 
числа вхідних каналів. Після цього обчислити значення поро-
гової функції, а це, в залежності від складності самої функції, 
від однієї операції порівняння до декількох математичних 
операцій. 
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Але так як усі нейроалгоритми є добре розпаралелюва-
ними, виходи нейронів одного шару можуть обчислюватися 
одночасно. Отже, нейронна мережа може бути ефективно роз-
паралелена, що дозволить досягти високої швидкодії. 
 У якості нейромережі було використано нейронну ме-
режу зі зворотним поширенням помилки. Входи кожного ней-
рона такої мережі є виходами всіх нейронів попереднього ша-
ру. Мережа задається числом шарів, числом нейронів в кож-
ному шарі, числом входів і вектором вагових коефіцієнтів. 
 Тестування відбувалося на створеній чотиришаровій 
мережі з 400 входами і 454, 300, 150, 41 нейронами в кожному 
шарі відповідно. У якості вхідних даних опрацьовувалися 
файли, що містять 1 пакет мовних сигналів, 10, 100, 1000 і 
10000 відповідно. Порівняльний аналіз результатів експери-
ментів на різних архітектурах представлено на рис. 1.6. 
 
Рис. 1.6. Результати обчислень 
Як видно, чим більше обсяг даних, тим вище приріст 
продуктивності. Це пояснюється тим, що на породження по-
токів (у разі OpenMP) і на копіювання даних у відеопам’ять (у 
разі CUDA) також витрачається час [29].  
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Отже, розпаралелювання може бути ефективним лише в 
тих завданнях, в яких є необхідність обробляти великі обсяги 
даних, наприклад, в інформаційній технології групового моні-
торингу поточного стану АД. 
 
1.6. Аналіз спектральних характеристик асинхронних 
електродвигунів в залежності від типу дефекту 
При створенні інформаційної системи, завданням якої є 
моніторинг та аналіз стану робочих режимів електродвигунів 
у реальному часі, в якості критерію оцінки стану двигуна не-
обхідно обрати ознаки, які характеризують  наявність тих чи 
інших дефектів або пошкоджень. 
Так як майбутня експертна система повинна аналізувати 
поточний стан електрообладнання у реальному часі і вчасно 
повідомляти про це оператору, у випадку виникнення переда-
варійних станів двигунів, було обрано пошкодження, які не 
призводять до повного виходу з ладу обладнання. Такі дефек-
ти спричиняють тільки подальше руйнування конструкції, що 
призводить, наприклад, до збільшеного енергоспоживання, 
вібрації тощо. 
 На сьогоднішній день можна виділити найпоширеніші 
основні типи дефектів електродвигунів [1]: 
1. Перевантаження і перегрів статора електродвигуна – 
31 %. 
2. Міжвиткове замикання – 15 %. 
3. Пошкодження підшипників – 12 %. 
4. Пошкодження обмоток статора або ізоляції – 11 %. 
5. Нерівномірний повітряний зазор між статором і рото-
ром – 9 %. 
6. Робота електродвигуна на двох фазах – 8 %. 
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7. Обрив або ослаблення кріплення стрижнів білячої клі-
тки – 5 %. 
8. Ослаблення кріплення обмоток статора – 4 %. 
9. Дисбаланс ротора – 3 %. 
10.  Неспіввісність валів – 2 %. 
У загальному випадку масову частку пошкоджень рото-
ра, статора та механічної частини електродвигуна можна про-
демонструвати діаграмою, представленою на рис. 1.7. 
 
Рис. 1.7. Найпоширеніші дефекти електродвигунів 
 
1.6.1 Механічні дефекти асинхронних електродвигунів 
 До найбільш поширених механічних пошкоджень елек-
тродвигунів відносять пошкодження підшипників, збільшений 
ексцентриситет, обрив або ослаблення кріплення стрижнів 
білячої клітки, що у свою чергу призводить до перенаванта-
ження. 
 При виникненні даного типу дефектів момент опору, 
який діє на вал електродвигуна, починає періодично змінюва-
тися з частотою, пропорційною частоті обертання вала. Пері-
одична зміна моменту опору викликає появу у струмі статора 
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складових (гармонік), пропорційних частоті обертання вала 
[2]. 
Збільшений ексцентриситет. Зміна повітряного зазору 
внаслідок динамічного або статичного ексцентриситету приз-
водить до зміни густини магнітного струму у повітряному 
просторі. У свою чергу, внаслідок зміни струму статора, мож-
ливо виявити ексцентриситет на таких частотах [3, 4]: 
rfkd
nrfRf *)*((  ,   (1.3) 
де R – кількість стрижнів ротора; fr – швидкість обертан-
ня ротора, Гц; nd – порядок ексцентриситету (0, 2, 4, 6); k – 
коефіцієнт, який визначає гармоніки споживаючої мережі. 
 Пошкодження підшипників. Наявність пошкоджень 
елементів підшипників, які відображають наявність несправ-
ностей, пов’язаних з дефектами внутрішнього та зовнішнього 
кілець, тіл кочення, можливо діагностувати на таких частотах 
[3-5]: 
   
n
fkf * ,    (1.4) 
де fn – характерні частоти при наявності дефектів елеме-
нтів підшипника, використовувані для діагностики (внутріш-
ньої та зовнішньої обійми, частота тіл кочення): 
- частоту обертання тіл кочення можна розрахувати 
таким чином: 
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- частоту перекочування тіл кочення по зовнішньому 
кільцю можна розрахувати таким чином: 
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37 
- частоту перекочування тіл кочення по внутрішньо-
му кільцю можна розрахувати таким чином: 
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, (1.7) 
де Dv – діаметр внутрішнього кільця, Dout – діаметр зов-
нішнього кільця, N – кількість тіл кочення, Dtk – діаметр тіл 
кочення. 
 
1.5.2 Дефекти ротора та статора асинхронного елект-
родвигуна 
 Пошкодження стрижнів ротора. При дефектах ротора 
виникає його асиметрія, в результаті чого утворюється магні-
тне поле з протилежним напрямком щодо поля ротора з часто-
тою, пропорційною частоті ковзання gfs. У свою чергу, це 
призводить до виникнення додаткових гармонік на таких час-
тотах [3-5]: 
sfsf )21(  ,    (1.8) 
де s – частота ковзання, fs – частота живлення. Приклад 
спектра струму даного дефекту наведено на рис. 1.8. 
 Міжвиткові замикання статора. Даний вид несправнос-
ті є одним із найпоширеніших та складно виявляємих, особ-
ливо на початкових стадіях. Внаслідок цього може виникнути 
міжфазне замикання або замикання витків на землю. Характе-
рною особливістю даного виду дефектів (рис. 1.9) є виник-
нення гармонік на таких частотах [3-5]: 
   ksff * ,    (1.9) 
де fs – частота живлення, k – коефіцієнти (1, 2, 3, 4, 5). 
Неспіввісність валів та механічного навантаження. Да-
ний тип несправності (рис. 1.10) електродвигунів можливо 
діагностувати на таких частотах [3-5]: 
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rfkf * ,    (1.10) 
де fr – частота обертання ротора (Гц), k – коефіцієнти (1, 
2, 3, 4, 5). 
Замикання ротора об статор. Діагностувати даний вид 
несправності електродвигуна (рис. 1.11) можливо на таких 
частотах [3-5]: 
   
2
rfkf  ,    (1.11) 
де fr – частота обертання ротора (Гц), k – коефіцієнти (1, 
2, 3, 4, 5). 
 
Рис. 1.8. Спектр струму справного двигуна (а) та із  
обривом стрижня (b) 
 
Рис. 1.9. Спектр струму справного двигуна (а) та із  
міжвитковим замиканням (b) 
39 
 
Рис. 1.10. Спектр струму справного двигуна (а) та з  
неспіввісністю валів (b) 
 
Рис. 1.11. Спектр струму справного двигуна (а) та з  
замиканням ротора об статор (b) 
 
1.7. Висновки до першого розділу 
Проведений аналіз існуючих інформаційних засобів та 
методів діагностики асинхронних електродвигунів дозволив 
встановити, що методи спектральної діагностики дістають все 
більше поширення і є перспективними для оцінки їхнього по-
точного стану. Перспективне розширення області викорис-
тання даних інформаційних методів обмежує зменшення віро-
гідності діагностування на малих частотах обертання роторів, 
великих рівнях шумів, створюваних іншим АД тощо. Тому 
існує цілий ряд невирішених завдань, які тим чи іншим чином 
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впливають на якість, швидкість та час діагностування (моні-
торингу) інформаційною технологією, а саме: 
1. Виконати дослідження спектральних залежностей 
параметрів АД з метою виявлення найбільш інформативних 
параметрів, які необхідно використовувати для 
комп’ютерного аналізу поточного стану асинхронного елект-
родвигуна при виникненні дефектів обмоток статора і ротора. 
Також виконати аналіз спектральних залежностей однакових 
АД. 
2. Створити інформаційну технологію автоматизовано-
го діагностування технічного стану АД, засновану на контролі 
параметрів робочого режиму, ідентифікації АД у електроме-
режі та моніторингу поточного стану, для чого розробити: 
методику, алгоритмічне і програмне забезпечення, принципи 
побудови і структурну схему системи моніторингу поточного 
стану АД. 
3. Розробити структуру СКПР, провести експеримента-
льні дослідження якості роботи елементів комп’ютерної сис-
теми та техніко-економічне обґрунтування створення нових 
інформаційних технологій забезпечення автоматизованих ви-
пробувань асинхронних двигунів з метою підтвердження ос-
новних теоретичних і наукових результатів роботи. 
4. Розробити основні структурні схеми апаратно-
програмного комплексу моніторингу електрообладнання. Роз-
роблені методи та алгоритми впровадити на виробництві.  
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2. ДОСЛІДЖЕННЯ СПЕКТРАЛЬНИХ ЗАЛЕЖНОСТЕЙ 
ПАРАМЕТРІВ АСИНХРОННИХ ЕЛЕКТРОДВИГУНІВ 
 
2.1. Ідентифікація асинхронного електродвигуна у 
електромережі 
Для побудови інформаційної системи моніторингу пото-
чного стану асинхронного електродвигуна, на основі проана-
лізованої літератури [1-20], у якості основного методу моніто-
рингу поточного стану АД було обрано спектр-струмовий ме-
тод. При чому наявність виникнення того чи іншого дефекту 
характеризується підвищенням значення амплітуди на відпо-
відній «дефектній» частоті із часом (р.1., залежності 1.1-1.11). 
Тому основною метою інформаційної технології є аналіз (мо-
ніторинг) цих дефектних частот. 
Для реалізації процесу моніторингу, у відповідності до 
обраного методу, необхідно запам’ятати спектральний шум 
електродвигуна (ідентифікувати його), який він залишає в 
електромережі, та порівнювати його через фіксовані інтервали 
часу.  
Також задачі ідентифікації та діагностики електродвигу-
нів відносяться до задач класифікації, коли визначається на-
лежність вхідного набору даних з декількох раніше відомих 
класів електродвигунів або типів несправностей. Серед існу-
ючих засобів класифікації даних достатньо поширеними є 
нейронні мережі, котрі характеризуються доброю стійкістю до 
шумів, малим часом навчання, адаптованістю. 
У якості навчаючої вибірки для нейромережі можна 
обирати основні частоти зі спектрального шуму електродви-
гуна. Під основними частотами розуміються частоти, в яких 
амплітуда має найбільше значення, окрім амплітуди з часто-
тою живлячої мережі. 
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На сьогоднішній день для аналізу вхідного сигналу та утво-
рення спектра сигналу з подальшим його аналізом найпоши-
ренішими методами є перетворення Фур’є та Вейвлет аналіз 
[7]. Дані математичні апарати можна використовувати для 
створення навчаючих вибірок для нейромережі з метою іден-
тифікації електрообладнання у електромережі та дослідження 
його на предмет дефектів. 
 
2.1.1 Створення навчаючої вибірки для нейронної 
мережі на основі використання апарата швидкого перет-
ворення Фур’є 
У загальному випадку ряд Фур’є можна записати у ви-
гляді суми нескінченної кількості гармонічних складових різ-
них частот: 
  ))**sin(*(0)( twkmUUtU ,  (2.1) 
де k – номер гармоніки, w – кутова частота k гармоніки, 
w=2*pi/T – кутова частота першої гармоніки, θ – початкова 
фаза сигналу, U0 – нульова гармоніка. Для виділення спектра 
було використано швидкий алгоритм дискретного перетво-
рення Фур’є. 
У процесі дослідження навчаючої вибірки для 
комп’ютерної системи підтримки рішень у спектральному 
шумі електродвигунів було помічено, що максимальні зна-
чення амплітуд частот змінюються з часом у деякому діапазо-
ні і мають сталу середню величину. Тому вхідними даними, як 
при навчанні нейромережі, так і при тестуванні (ідентифіка-
ції), є діапазони частот із максимальним значенням амплітуди, 
тобто із масиву АЧХ U[m] можна знайти діапазон частот [m-p, 
m], в котрих із часом встановлюються максимальні значення 
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амплітуд, Ser – середнє значення амплітуд яке визначається 
наступним чином: 
Ser=MAX(U[m])/p   (2.2) 
де р – ширина (точність) діапазону майбутньої навчаючої ви-
бірки. 
Тобто максимальні значення амплітуд для відповідного 
двигуна знаходяться у діапазоні [Umin; Umax], де Umin та Umax – 
мінімальні та максимальні значення амплітуд, котрі можуть 
виникати на будь-якій частоті діапазону [m-p, m] двигуна, що 
ї є його основною властивістю. Дану особливість можна пояс-
нити, наприклад, скачками напруги в електромережі тощо. 
Використання ШПФ дозволяє розроблювальній інформацій-
ній технології ідентифікувати в електромережі декілька асин-
хронних електродвигунів одночасно. Наприклад, у результаті 
експериментальних досліджень було ідентифіковано АД з КЗР 
змінного струму потужністю 200 Вт (рис. 2.1) [10]. 
 
Рис. 2.1. Приклад спектральної густини 2 електродвигунів: 
1 – амплітуда двигуна № 1; 2 – амплітуда двигуна №2 
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2.1.2 Створення навчаючої вибірки для НМ з вико-
ристанням Вейвлет перетворення 
У випадку використання ШПФ необхідно завчасно ство-
рити еталонну модель досліджуваного електродвигуна. Але 
при неможливості створення еталонної моделі, наприклад, 
безперервний цикл роботи підприємства, перетворення Фур’є 
не вирішує задачу ідентифікації обладнання, підтвердженням 
чого є спектральна характеристика одночасно ввімкнених 2 
двигунів потужністю 200 Вт (рис. 2.2). 
 
Рис. 2.2. Приклад спектральної густини 2 електродвигунів 
Коротковіконний аналіз Фур’є також не вирішує задачу 
виокремлення (кластеризацію) характерних ознак електродви-
гунів, підтвердженням чого є спектрограма, представлена на 
рис. 2.2, де з якої неможливо визначити форму сигналів (від-
повідних кожному двигуну основних частот). 
Відомо, що кожен двигун характеризується властивістю 
утворювати вищі гармоніки в електромережі з деяким періо-
дом. Тому постає необхідність аналізувати спектральні харак-
теристики у третьому вимірі – часі. Альтернативним варіан-
том є Вейвлет перетворення [8], яке дозволяє виявляти лока-
льні особливості сигналу та класифікувати їх за інтенсивніс-
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тю, візуалізувати динаміку зміни сигналу вздовж вісі масшта-
бів. 
 
Рис. 2.3. Віконний аналіз Фур’є спектрального шуму двох од-
ночасно ввімкнених двигунів 
У основі Вейвлет перетворення є обчислення відповідних ко-
ефіцієнтів (частоти та часу): 





 
a
bt
atbat 0
2/1),,()(  ,  (2.3) 
де а – параметр масштабу, b – параметр зсуву.  
У результаті математичного моделювання та 
комп’ютерного аналізу, з метою визначення ознак та іденти-
фікації електрообладнання, у якості тестових зразків було 
промодельовано 2 електродвигуни з потужністю 500 Вт, один 
електродвигун потужністю 400 Вт під’єднані до мережі змін-
ного живлення 220 В. У якості материнського Вейвлету було 
обрано Вейвлет Морле: 
t
t
et
5cos
2
2
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
    (2.4) 
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Даний Вейвлет має вузький образ Фур’є, а наявність до-
мінуючої частоти дозволяє варіювати вибірковість Вейвлета у 
частотній області, що у свою чергу дає йому головну перевагу 
при аналізі амплітудно-частотних характеристик [8]. Дослі-
дження проводились у програмному пакеті MatLab 6.5. Прик-
лад Вейвлет перетворення для одного двигуна представлено 
на рис. 2.4. 
 
Рис. 2.4. Вейвлет спектрограма для двигуна  
потужністю 100 Вт 
Також за допомогою Вейвлет спектрограм можна про-
слідкувати характер завантаженості електродвигуна із часом 
(рис. 2.12 поз. 1). 
Як видно з рис. 2.4, чітко прослідковуються екстремуми 
спектрального шуму електродвигуна, представлені посередині 
рисунку найбільш світлою областю. 
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Рис. 2.5. Вейвлет спектрограма трьох двигуні  
різної потужності 
Отже, використання Вейвлет перетворення у розроблю-
вальній інформаційній системі, на відміну перетворення 
Фур’є дає більш реальну картину роботи електрообладнання, 
враховуючи часову характеристику, що дає змогу відстежува-
ти поведінку електродвигуна у динаміці.  
Основним найбільшим недоліком методу Вейвлет перет-
ворення є досить складна обробка результатів, наприклад, у 
експертних системах чи СКПР [13]. 
 
2.2 Аналіз спектральних характеристик однакових 
асинхронних електродвигунів 
На основі проведених та проаналізованих досліджень 
[10, 11, 125, 128] можна зробити висновок, що у світі практи-
чно не існує однакових (ідентичних) речей з точки зору їх фі-
зичних властивостей. Аналогічна ситуація характерна для ме-
ханічних та електричних пристроїв, у тому числі й електрод-
вигунів будь-якого типу.  
До основних причин, внаслідок яких виникають неспів-
падання спектральних характеристик однакових електродви-
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гунів, можна віднести конструктивні особливості: дискретне 
розміщення провідників обмоток у пазах двигуна, еліпсність 
ротора, ексцентриситет ротора відносно статора тощо [6]. 
У свою чергу всі ці особливості впливають на магнітну 
провідність обмоток ротора та статора, розподіл магнітного 
поля у зазорі між ротором та статором, магнітно-рушійну си-
лу. 
Можна зробити висновок, що при створенні інформацій-
ної автоматизованої системи моніторингу робочих станів аси-
нхронних електродвигунів необхідно враховувати неоднорід-
ність спектра однакових електродвигунів, яка може впливати 
на правильне рішення СКПР.  
У результаті досліджень спектральних характеристик 
асинхронних електродвигунів було створено комп’ютерну 
модель АД з КЗР у прикладному пакеті MatLab 7.1 з метою 
аналізу впливу неоднорідності конструктивних особливостей 
однакових двигунів (рис. 2.6). 
Об’єктом моделювання був 3-х фазний АД з КЗР з таки-
ми характеристиками: номінальна потужність 2.5 кВт; напруга 
і частота живлення 380 В та 50 Гц відповідно. Шум електро-
мережі моделювався шляхом додавання блока гаусівського 
шуму та синусоїдальної функції. Внаслідок випадкового змі-
нення показника взаємної індуктивності Lm+ε моделювалися 
відмінності у конструктивних характеристиках однакових 
двигунів, де ε змінювалась за нормальним законом розподі-
лення. 
Внаслідок використання швидкого перетворення Фур’є 
було отримано спектральні характеристики електрообладнан-
ня, де в якості частот, які ідентифікують обладнання, було 
обрано 3 частоти з максимальною амплітудою, окрім головної 
частоти (50 Гц) електромережі (рис. 2.7). 
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Рис. 2.6. Модель АД з КЗР у пакеті MatLab 7.1 
 
Рис. 2.7. Приклад спектрограми електродвигуна в MatLab 7.1  
(1, 2, 3 – основні частоти) 
У результаті моделювання 20 однакових електродвигу-
нів з різними конструктивними особливостями було отримано 
такі результати (рис. 2.8): у середньому розкид за 1, 2, 3 хара-
ктерними частотами склав 30 %, 14 % та 8 % відповідно. От-
же, при створенні інформаційної системи моніторингу дефек-
тів електрообладнання ефективність розпізнавання пошко-
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джень згідно із залежностями 1.3 – 1.11 у середньому буде 
складати 84 %. 
 
Рис. 2.8. Результат моделювання характеристик однакових 
електродвигунів з різними конструктивними особливостями 
Для підтвердження достовірності отриманих експери-
ментальних результатів було розраховано середньоквадратич-
не відхилення, абсолютна та відносна похибки серії вимірю-
вань. Середньоквадратична похибка знаходилась за такими 
відношенням [12]: 
,
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nn
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iV
aS    (2.5) 
де 2iV  – квадрати похибок окремих вимірювань, n – кількість 
вимірювань. 
Згідно із проведеними розрахунками середньоквадрати-
чне відхилення для серії вимірювань характерних частот 
склало: ∆f1=0,22 Гц; ∆f2=0,39 Гц; ∆f3=0,31 Гц. Відносна похиб-
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ка для надійності в 95 % (коефіцієнт Стьюдента tα=2.093 при 
α=0,05 та n=20 ) склала 5 %, 3 % та 1,3 % відповідно. 
Також на основі експериментальних даних було викона-
но перевірку на відтворюваність дослідів (однорідність диспе-
рсій) за такими відношенням (табл. 2.1) [12]: 
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    (2.6) 
де 2max iS  – максимальне значення дисперсії із серії дослідів, 
Gp – розрахункове значення критерію Кохрена [12]. 
Умовою відтворюваності дослідів є виконання наступ-
ної умови: 
kp
GpG       (2.7) 
Таблиця 2.1  
Перевірка відтворюваності дослідів за критерієм Кохрена 
№ 
серії 
дос-
лідів 
Характерна частота, 
2
iS
 
Характерна частота, 
pG
 kpG
 
1 2 3 1 2 3 
0,
62
9 
1 1 1 2,9125 
0,4444
44 
0,5992
33 
0,32010
8 
2 
2 
7,81
25 
3,3281
25 
3 
1 
1,61
25 
1,3281
25 
4 
0,5 
2,61
25 
2,8281
25 
Для підвищення якості  розпізнавання та моніторингу 
дефектів електродвигунів запропоновано використовувати 
статистичний корегуючий коефіцієнт θ, який враховує фізичні 
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особливості електрообладнання, і який розраховується насту-
пним чином: 
  
n
n
1i
iδ
θ

 ,    (2.8) 
де n – кількість частот, які ідентифікують електродвигун, i  – 
дисперсія амплітуд із серії дослідів, яка розраховується таким 
чином [12]: 
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 Отже, із урахуванням фізичних особливостей електро-
двигунів, частоти, характерні для різних видів дефектів, ви-
значаються таким чином: 
 fнf ,    (2.10) 
де fн  – характерна частота відповідного дефекту (1.3 – 1.11), 
x  – математичне сподівання. 
 Для практичного підтвердження запропонованого кри-
терію було зроблено ряд експериментальних досліджень, в 
результаті чого отримано реальні спектральні характеристики 
для трьох однакових АД з КЗР змінного струму (рис. 2.9-2.11), 
які мають наступні характеристики: Uж=12 В, Fж=50 Гц, 
n=600 об/хв. На рис. 2.9. представлено: 1 –частота мережі жи-
влення (50 Гц); 2, 3, 4 – частоти, які ідентифікують електрод-
вигун. 
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Отже, як видно з результатів тестувань, основні частоти, 
які характеризують електродвигун №1, становлять: 53 Гц, 101 
Гц, 124 Гц. 
 
Рис. 2.9. Спектральна характеристика двигуна №1 
 
Рис. 2.10. Спектральна характеристика двигуна №2 
Для двигуна №2 характерні частоти становлять: 75 Гц, 
125 Гц, 151 Гц; для двигуна №3: 55 Гц, 100 Гц, 122 Гц. Отри-
мані експериментальні значення для однакових двигунів мож-
на представити у вигляді таких графіків (рис. 2.12). 
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Рис. 2.11. Спектральна характеристика двигуна №3 
 
Рис. 2.12. Експериментальні значення основних частот для 3 
однакових електродвигунів: а) 1 характерна частота; б) 2 ха-
рактерна частота; в) 3 характерна частота. 
Як видно, всі криві можуть бути апроксимовані кривими 
першого порядку. Функціональні залежності апроксимуючих 
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кривих та поточні значення коефіцієнта детермінації, який 
характеризує ступінь достовірності тренду, показані на рисун-
ку 2.12. 
Для оцінки адекватності (достовірності) апроксимації 
використовувалася така залежність: 
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де R2 – коефіцієнт детермінації; iYjY , - експериментальні дані 
та апроксимуючі значення залежності відповідно; n – число 
точок апроксимації. 
Згідно з проведеними розрахунками рівняння для харак-
терних частот 1, 2, 3 мають достатній ступінь достовірності 
(близько 80%) при умові апроксимації поліномом першого 
порядку (R2=0,817; R2=0,78; R2=0,801 відповідно). 
Отже, у даному випадку статистичний корегуючий кое-
фіцієнт для характерних частот становитиме  θ≈14 Гц. Часто-
ти, характерні для різних типів дефектів, будуть знаходитись у 
такому проміжку: ]14;14[  fнfн .  
 
2.3 Аналіз впливу якості споживаючої напруги на 
формування спектрального шуму електрообладнання 
У сучасних умовах характеристики вхідної напруги не є 
ідеальними, а саме: весь час зустрічаються просадки (15-20%) 
та скачки (15-20%) напруги [9], які можуть істотно видозмі-
нювати АЧХ двигуна, а також сучасні електронні пристрої, 
наприклад, ЕОМ, контролери тощо, які можуть оброблювати 
великі об’єми даних, досить чуттєві до просадок та скачків 
електроенергії, що може привести до втрати важливих для 
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підприємства даних або неправильного сприймання 
об’єктивної інформації, наприклад, справжнього значення 
напруги та струму. Тому при створенні інформаційної систе-
ми моніторингу поточного стану АД необхідно враховувати 
вплив вхідних характеристик напруги на формування АЧХ 
двигуна, наприклад, при створенні експертної системи на базі 
математичного апарата нейромереж. 
Існує кілька причин підвищення напруги в мережі. Зміна 
значення напруги в мережі відбувається у зв’язку з тим, що, 
наприклад, побутове або промислове обладнання при вклю-
ченні або вимиканні впливає на мережу, вносячи в неї дисба-
ланс [9]. Інакше кажучи, електродвигуни можуть впливати на 
інше електрообладнання та призводити до виходу його з ладу, 
неправильної роботи тощо. 
У результаті експериментальних досліджень з метою ви-
значення залежності формування спектрального шуму елект-
рообладнання від скачків вхідної напруги у якості тестових 
зразків, було обрано один електродвигун із потужністю 
200 Вт та один електродвигун потужністю 300 Вт під’єднаних 
до мережі змінного живлення 5 В. 
При першому тестуванні досліджувалася залежність ам-
плітудно-частотної характеристики двигунів від вхідної на-
пруги: від найменшого до номінального значень. Залежність 
значень максимального значення амплітуди від вхідної напру-
ги представлено на рис. 2.13. 
Як видно з графіка (рис. 2.13), при середньому відхилен-
ні вхідної напруги до 15% від номінальної, утворюються ко-
ливання амплітуди до 12%, що у цілому не становить істотної 
загрози при подальшій обробці апаратом нейромереж. Залеж-
ність є екстремальною. 
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Рис. 2.13. Залежність максимального значення амплітуди від 
вхідної напруги 
Залежність значень частоти, на якій знаходиться макси-
мальне значення амплітуди, від вхідної напруги приведено на 
рис. 2.14. 
 
Рис. 2.14. Залежність частоти від вхідної напруги 
Отже, як видно з графіка (рис. 2.14), при середньому ві-
дхиленні вхідної напруги до 15% середнє значення частоти, на 
якій знаходиться максимальне значення амплітуди, змінюєть-
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ся у діапазоні [59; 62], що приблизно складає 4%. Залежність є 
екстремальною. 
При наступному тестуванні досліджувалася залежність 
амплітудно-частотної характеристики двигунів із плином часу 
при номінальній вхідній напрузі (5 В). 
Залежність значень максимального значення амплітуди 
із плином часу представлено на рис. 2.15. 
 
Рис. 2.15. Залежність максимального значення амплітуди від 
часу роботи двигуна 
Як видно з графіків (рис. 2.15), з часом середнє макси-
мальне значення амплітуди змінюється в діапазоні 5 %. Зале-
жність значень частоти, на якій знаходиться максимальне зна-
чення амплітуди із плином часу приведено на рис. 2.15. 
Середнє відхилення частоти складає 16 %. Через деякий 
час роботи (15 хв.) значення частоти стабілізується. Також 
при середніх коливаннях вхідного значення напруги 15 % ма-
ксимального значення амплітуд і частот змінюється, у серед-
ньому, на 5-10 %. 
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Рис. 2.16. Залежність основної частоти від часу  
роботи двигуна 
Саме тому при використанні апарата нейронних мереж 
як основного класифікатора (ідентифікатора) необхідно зада-
вати діапазон чутливості вхідних даних для нейромереж у 
межах 5-10 %.  
Отже, із плином часу при роботі електрообладнання йо-
го АЧХ змінюються, реалізацію процесу навчання експертної 
системи необхідно проводити деякий час, в залежності від 
типу електромережі (в середньому 13-20 хв.) та в залежності 
від конструктивно-електричних характеристик електрооблад-
нання. 
 
2.4 Критерій розпізнавання дефектів асинхронного 
електродвигуна для системи комп’ютерної підтримки рі-
шень 
Аналіз залежностей 1.3-1.11 шляхом математичних та 
експериментальних досліджень показав ефективність викори-
стання спожитого струму в якості діагностичного параметра в 
інформаційній системі моніторингу АД, а також його універ-
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сальність, яка полягає в аналізі спектрального шуму двигуна з 
подальшою можливістю його використання у якості навчаю-
чої вибірки для нейронної мережі з метою ідентифікації асин-
хронних електродвигунів. 
Так як частоти, характерні для того чи іншого типу де-
фекту, відомі (залежності 1.3-1.11), то ознакою наявності від-
повідного дефекту є збільшення величини амплітуди. Але у 
сучасних умовах підприємств якість споживаючої напруги не 
є ідеальною, що в свою чергу може істотно впливати на зна-
чення спектральної густини електрообладнання. Тому дану 
особливість необхідно враховувати при використанні апарата 
нейронних мереж, наприклад, використовуючи деякий крите-
рій розпізнавання дефектів. 
У якості критерію розпізнавання дефектів для експертної 
системи запропоновано використовувати відносне значення 
спектральної густини електродвигуна (децибел), вимірювану в 
дБ. Це дозволяє врахувати несиметрію напруги живлення, яка 
може істотно вплинути на кінцевий діагностичний результат. 
У якості вихідної величини (базисної) було обрано ета-
лонні значення амплітуд на характерних для дефектів часто-
тах. Під еталонними слід розуміти значення, отримані при 
навчанні експертної системи, тобто при запам’ятовуванні спе-
ктральної густини електрообладнання у справному стані. 
У загальному випадку діагностичний критерій розпізна-
вання виникнення дефекту, який дає можливість моніторингу 
поточного стану електродвигуна у цілому, має такий вигляд: 
  
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де )(iEA та )(iПA – еталонне та поточне значення амплітуд 
спектрального шуму електродвигуна відповідно,   – частота, 
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яка характерна для виникнення того чи іншого дефекту, n – 
кількість досліджуваних дефектів.  
 У свою чергу при виникненні дефекту ∆k повинен 
приймати таке значення: 
∆k > ∂,    (2.13) 
де ∂ – поріг чутливості, за допомогою якого можна регулюва-
ти та контролювати несиметрію споживаючої напруги, вплив 
шумів тощо, які впливають на формування АЧХ. Діапазон 
чутливості встановлюється експериментально, відносно тех-
нологічно-конструктивних особливостей обладнання та елек-
тромережі. 
 Але, згідно із залежностями 1.3-1.11, кожен із видів 
дефектів характеризується ймовірністю проявитися на декіль-
кох характерних частотах. Тому із врахуванням даної особли-
вості діагностичний критерій розпізнавання виникнення дефе-
ктів прийме такий вигляд: 
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де m – характерні частоти (гармоніки), на яких може прояви-
тися наявність конкретного дефекту, n – кількість досліджу-
ваних дефектів. 
 Дані залежності (2.13, 2.14) було підтверджено на ос-
нові комп’ютерного аналізу результатів експериментальних 
досліджень моніторингу поточного стану асинхронних АД 
потужністю 300 Вт, 800 об/хв. (еквівалент 13 Гц). Серед дефе-
ктів досліджувалося виникнення замикання витків статора та 
замикання ротора об статор (для даного двигуна згідно із за-
лежностями 1.3 – 1.11 дані дефекти можуть виникнути на час-
тотах 13 Гц, 26 Гц та 7 Гц, 14 Гц відповідно). Виникнення де-
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фектів було виконано внаслідок комп’ютерного моделювання 
випадковим чином (збільшенням значення амплітуди на хара-
ктерних частотах для даних типів дефектів). 
 У результаті експериментів (рис. 2.17) поріг чутливості 
∂, у середньому склав 3 дБ. Дане значення отримане внаслідок 
моніторингу поточного стану електродвигуна протягом 10 хв, 
без генерації дефектів. 
 
Рис. 2.17. Результат експерименту 
(1-4 амплітуди характерних частот для дефектів) 
 
Рис. 2.18. Результат експерименту 
Внаслідок генерації дефектів, за нормальним законом 
розподілення випадкової величини, було отримано значення 
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діагностичного критерію для розроблювальної інформаційної 
технології (рис. 2.18), де значення ∆k >3 відповідають наявно-
сті дефекту у двигуні. 
Отже, використання даного критерію дає можливість 
при створенні інформаційної технології моніторингу поточно-
го стану АД підвищити точність розпізнавання можливих де-
фектів внаслідок використання порогу чутливості та викорис-
тання узагальненого відносного значення сукупності характе-
рних частот. 
 
2.5 Перевірка на стаціонарність процесу моніторингу 
АД 
Однією із умов можливості виконання розглянутих за-
лежностей виникнення дефектів у АД є те, що процес повинен 
бути стаціонарним. 
Головними умовами стаціонарності процесу є:  
1. Так як зміна стаціонарної випадкової функції повинна 
протікати однорідно у часі, то відповідно математичне споді-
вання повинно бути також постійним, тобто повинна викону-
ватися така умова: 
constxmtxm )(    (2.15)  
2. Умова постійності дисперсії: 
constxDtxD )(    (2.16)  
Процес моніторингу поточного стану АД можна пред-
ставити у вигляді аналізу функції )(tX , яка випадково плавно 
видозмінюється. Так як дискретність зняття інформації може 
складати [1..60] c, то було знайдено математичне очікування 
та дисперсію для значень функції на інтервалах у t=1 с із кіль-
кістю реалізацій n=10.  
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Отже, математичне сподівання має такий вигляд (рис. 
2.19). Аналізуючи отримані дані під кутом зору запропонова-
ної стаціонарності для випадкової функції )(tX , можна зро-
бити висновок, що значення розглянутої випадкової функції 
на деяких гармоніках не є стаціонарним: дисперсія змінюється 
із часом у середньому на 5-20 %. 
 
Рис. 2.19. Значення математичного очікування 
Аналогічно було знайдено значення дисперсії (рис. 2.20), 
де на рисунках знаходилося окремо математичне очікування 
та дисперсія для значень гармонік. 
 
Рис. 2.20. Значення дисперсії 
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Але, беручи до уваги такі факти: значення математично-
го очікування практично не відрізняються, відхилення складає 
1-6% на деяких гармоніках, обмежена кількість реалізацій 
(n=10), наявність випадкової величини, представленої, напри-
клад, шумами електромережі, то можна вважати, що дана фу-
нкція є стаціонарною на певному інтервалі, а відповідно про-
цес моніторингу поточного стану АД є стаціонарним у межах 
свого довірчого інтервалу. 
 
2.6. Висновки до другого розділу 
1. На основі аналізу існуючих залежностей, виникнен-
ня дефектів електрообладнання як основних вхідних даних 
для розроблювальної інформаційної технології було виявлено 
істотні недоліки, які погіршують якість ідентифікації та розпі-
знавання АД у електромережі. 
2. У результаті комп’ютерного моделювання моніто-
рингу однакових електродвигунів було запропоновано статис-
тичний діагностичний корегуючий коефіцієнт θ, який підви-
щує точність розпізнавання у середньому до 5-10 % і залежить 
від кількості діагностованого однакового обладнання. 
3. На основі експериментальних досліджень ідентифі-
кації асинхронних електродвигунів з використанням Вейвлет 
перетворення та апарата ШПФ було встановлено, що ШПФ 
краще використовувати у автоматизованих інформаційних 
системах ідентифікації електрообладнання, наприклад, СКПР. 
Зазначене дозволить використовувати в якості навчаючої ви-
бірки для апарата нейронних мереж характерні частоти дослі-
джуваного АД. 
4. Внаслідок комп’ютерного аналізу впливу якості 
споживаючої напруги на формування спектральної густини 
електрообладнання було встановлено, що необхідно задавати 
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діапазон чутливості вхідних даних для нейромереж у межах 5-
10 %. Це дозволить підвищити якість ідентифікації у електро-
мережі та зменшить чутливість до якості споживаючої напру-
ги. 
5. На основі комп’ютерного аналізу результатів експе-
риментальних досліджень було запропоновано використову-
вати діагностичний критерій розпізнавання електрообладнан-
ня ∆k. Даний критерій дозволяє при побудові інформаційної 
системи моніторингу поточного стану АД підвищити точність 
розпізнавання, враховуючи фізичні, електричні та інші особ-
ливості електрообладнання 
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3. РОЗРОБКА МЕТОДІВ МОНІТОРИНГУ ПОТОЧНОГО 
СТАНУ ГРУПИ АСИНХРОННИХ ДВИГУНІВ  
ДЛЯ СИСТЕМИ КОМП’ЮТЕРНОЇ ПІДТРИМКИ  
ПРИЙНЯТТЯ РІШЕНЬ 
 
3.1 Метод ідентифікації асинхронних електродвигу-
нів в електромережі 
3.1.1 Алгоритм ідентифікації асинхронного електродвигу-
на із застосуванням інтелектуальної класифікації 
У процесі створення інформаційної технології монітори-
нгу поточного стану АД необхідно вирішити задачі ідентифі-
кації та визначення типу дефекту електродвигунів. Даний тип 
задач належить до задач класифікації, коли визначається при-
належність вхідного набору даних з декількох раніше відомих 
класів електродвигунів або типів несправностей. Серед існу-
ючих засобів інформаційної класифікації даних достатньо 
поширеними є нейронні мережі, котрі характеризуються доб-
рою стійкістю до шумів, малим часом навчання, адаптованіс-
тю [18]. 
У загальному випадку процес ідентифікації електродви-
гуна у розроблювальній інформаційній системі має вигляд 
представлений на рис. 3.1. 
Електродвигун
Вихідний сигнал
(струм)
АЦП Ідентифікація
 
Рис. 3.2. Структурна схема процесу ідентифікації двигу-
на у розроблювальній інформаційній системі 
Аналоговий сигнал від електродвигуна (значення стру-
му) перетворюється на цифровий за допомогою аналого-
цифрового перетворювача, після чого відбувається програм-
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ний процес ідентифікації. Процес ідентифікації з використан-
ням апарата нейромереж на прикладі роботи програмного 
комплексу можна представити такою функціональною схе-
мою (рис. 3.2): 
Вхідний сигнал Перетворення
Фур’є
(отримання АЧХ)
Ідентифікація
Навчання
нейронної мережі
 
Рис. 3.3. Функціональна схема роботи методу ідентифі-
кації АД 
Для виділення спектра було використано швидкий алго-
ритм дискретного перетворення Фур’є.  
Перед процесом ідентифікації будь-якого об’єкта лежить 
обов’язкова процедура запам’ятовування набору основних 
його характеристик, на основі яких відбувається процедура 
ідентифікації. У даному методі основними характеристиками 
електродвигунів є їх характерні значення амплітуд на відпові-
дних частотах (характерні частоти). У процесі дослідження 
спектрального шуму електродвигунів було помічено, що мак-
симальні значення амплітуд частот змінюються із часом у де-
якому діапазоні і мають сталу середню величину (п.п. 2.1.1). 
Вхідними даними для розроблювальної інформаційної систе-
ми, як при навчанні, так і при ідентифікації, є діапазони час-
тот із максимальним значенням амплітуди, тобто із масиву 
спектрального шуму U[m], можна знайти діапазон частот [m-
p, m], в котрих із часом встановлюються максимальні значен-
ня амплітуд, де р – є шириною (точністю) діапазону. Тому 
було запропоновано використовувати статистичний корегую-
чий коефіцієнт θ (п. 2.2), який враховує дані коливання. 
Отже, максимальні значення амплітуд для відповідного 
двигуна знаходяться у діапазоні [Umin; Umax], де Umin=U[m]-θ 
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та Umax=U[m]+θ – мінімальні та максимальні значення амплі-
туд, котрі можуть виникати на будь-якій частоті діапазону [m-
θ, m] двигуна, що є його основною властивістю. 
3.1.2 Вибір оптимальної кількості характерних частот 
У процесі ідентифікації електродвигуна головну роль ві-
діграє правильний вибір кількості характерних частот. Дані 
частоти у подальшому будуть використовуватися у якості на-
вчаючої вибірки для нейронної мережі. Також вибір кількості 
частот, які обираються у якості характерних частот, може іс-
тотно вплинути на якість розпізнавання АД розроблювальною 
інформаційною системою, на середній час навчання нейрон-
ної мережі та у подальшому на час ідентифікації, що у свою 
чергу може бути критичним показником для інформаційних 
систем реального часу. 
Вплив кількості характерних частот на якість розпізна-
вання електродвигуна в електромережі було проаналізовано із 
використанням імітаційного моделювання та комп’ютерного 
аналізу методом Монте-Карло.  
До основних переваг даного методу можна віднести те, 
що його легко застосовувати при малих обмеженнях або без 
попереднього аналізу задачі, а також він не вимагає ніяких 
пропозицій про регулярність [109, 110]. 
Даний метод є статистичним, тобто гарно імітує реаль-
ний розподіл вибіркової статистики при умові великої кілько-
сті експериментів [52]. Головною особливістю даного методу 
є визначення випадкового числа, ймовірнісний розподіл якого 
може істотно вплинути на результати експерименту [53].  
У даному випадку в якості генератора випадкових чисел 
було обрано генератор випадкових чисел, який входить до 
складу Framework 4.5, що базується на таймері мілісекунд 
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комп’ютера [54]. Приклад розподілу отриманих випадкових 
величин діапазону [0;350] показано на рис. 3.3. 
 
Рис. 3.3. Розподіл випадкової величини 
Відповідно до існуючих досліджень [10, 11, 19], під час 
процесу ідентифікації електродвигуна існує ймовірність видо-
змінення характерної частоти внаслідок впливу шумів, пере-
падів напруги тощо. Тому було проаналізовано ймовірність 
виникнення такого роду шумів на характерних частотах елек-
тродвигуна (рис. 3.4) шляхом генерування випадкових значень 
частот на яких може з’витися шум.  
 
Рис. 3.4. Ймовірність співпадання шуму з характерними 
частотами АД 
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Як видно з рисунка 3.4, оптимальною кількістю характе-
рних частот, які необхідно використовувати в інформаційній 
технології для досягнення 100 % ймовірності розпізнавання, є 
4 характерні частоти, тому що ймовірність співпадання шуму 
з характерними частотами складає 0,001 % [131]. 
У випадку одночасного моніторингу двох однакових 
електродвигунів, окрім ймовірності співпадання шуму з хара-
ктерними частотами, може виникнути ситуація співпадання 
характерних частот самих двигунів. Результат комп’ютерного 
моделювання даної ситуації представлено на рис. 3.5. 
 
Рис. 3.5. Ймовірність співпадання характерних частот 
двох електродвигунів 
На рис. 3.5 представлено: d - корегуючий показник чут-
ливості, який враховує коливання значень характерних частот 
(п.п. 2.2), приймає максимальне значення 5 Гц. Як видно з 
рисунка, максимальна ймовірність співпадань характерних 
частот виявляється у випадку використання 1-3 частоти, і по-
казник d=3, 4, 5. Але при використанні 5-7 ХЧ відсоток спів-
падання практично складає 0,001 % [131]. 
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Існує вірогідність, що при виборі, наприклад 5 ХЧ, певна 
частина з них співпаде, а в свою чергу інша частина може бу-
ти видозмінена під впливом шумів. Тому було досліджено 
ймовірність виникнення n-1 співпадань характерних частот 
(рис. 3.6). 
 
Рис. 3.6. Ймовірність співпадання n-1 характернихчастот 
двох електродвигунів 
На основі отриманих даних видно, що при використанні 
5-7 ХЧ відсоток співпадань практично дорівнює 0,001 %. 
 
Рис. 3.7. Ймовірність співпадання всіх характерних  
частот трьох електродвигунів 
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Ймовірність співпадання всіх ХЧ одночасно ввімкнених 
3 електродвигунів показано на рис. 3.7. Як видно, вірогідність 
співпадання всіх одночасно ХЧ, починаючи з 6 ХЧ, практично 
дорівнює 0,001 % при використанні показника d=4,5. А при 
значеннях d=1,2 вірогідність співпадання, починаючи з 2 ХЧ, 
практично дорівнює 0,001 %. 
У процесі роботи системи комп’ютерної підтримки рі-
шень групового моніторингу трьох електродвигунів можуть 
виникати ситуації, коли співпадають частоти двох двигунів у 
різних комбінаціях. Результат комп’ютерного моделювання 
даної ситуації, при умові співпадання однієї ХЧ, представлено 
на рис. 3.8. 
 
Рис. 3.8. Ймовірність співпадання 1 характерної частоти  
трьох електродвигунів 
Як видно, при використанні 4-7 ХЧ значно збільшується 
відсоток ймовірності співпадання ХЧ електродвигунів. 
Відповідно до залежностей 2.5-2.7 (п.п. 2.2) було розра-
ховано середньоквадратичне відхилення, абсолютна та відно-
сна похибки серії вимірювань. 
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Згідно із проведеними розрахунками, середньоквадрати-
чне відхилення склало Sa=2,9 Гц, абсолютна похибка для на-
дійності в 95 % (коефіцієнт Стьюдента tα=1.984 при α=0,05 та 
n=100) склала ∆x =5,8 , відносна похибка склала ea=3,5 %. 
Також виконано перевірку на відтворюваність дослідів (одно-
рідність дисперсій) Gр=0,3305 при граничному табличному 
значенні Gk=0,372. 
У результаті отриманих даних видно, що при викорис-
танні системи комп’ютерної підтримки рішень для групового 
моніторингу технічного стану АД найоптимальніше викорис-
товувати 6 і більше характерних частот для ідентифікації еле-
ктродвигунів. Але, так як ХЧ є навчаючою вибіркою для ней-
ронної мережі, то їх кількість може вплинути на час навчання, 
що може позначитися на продуктивності СКПР. 
Аналіз впливу кількості ХЧ на час навчання було вико-
нано в результаті комп’ютерного моделювання у пакеті 
NeuroSolution з використанням звичайного персептрону та 
алгоритмом навчання Back Propagation. Результати представ-
лено на рис. 3.9. 
 
Рис. 3.9. Залежність часу навчання від кількості ХЧ 
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Отже, як видно з результату комп’ютерного моделюван-
ня, оптимальною кількістю є використання 1-6 характерних 
частот, а використання більшої кількості значно впливає на 
час навчання НМ. 
Таким чином, на основі представлених результатів на 
рис. 3.4-3.9 можна зробити висновок, що оптимальною кількі-
стю для розроблювальної інформаційної системи є викорис-
тання 5-6 ХЧ, які забезпечать достатню стійкість до шумів та 
знизять ймовірність співпадань частот у випадку одночасного 
діагностування декількох електродвигунів. 
 
3.1.3 Вибір типу та оптимальної структури синаптич-
них зв’язків нейронної мережі 
У процесі навчання нейронної мережі вхідною вибіркою 
є діапазон частот [m-θ,m]. Так як процес ідентифікації елект-
родвигуна є задачею класифікації, то правильний вибір відпо-
відного типу нейронної мережі може істотно вплинути на 
якість роботи інформаційної системи моніторингу поточного 
стану електрообладнання. Тому, відповідно до типу обраних 
даних, у якості навчаючої вибірки для вибору оптимального 
типу НМ у програмному пакеті NeuroSolutions було протесто-
вано найбільш поширені типи нейронних мереж (у якості кри-
терію було обрано кількість епох та час навчання при досяг-
ненні середньоквадратичної похибки 10-4, розмір вхідної та 
вихідної вибірки n=5). Результати тестувань представлено на 
рис. 3.10.  
На основі отриманих результатів та з урахуванням стру-
ктури вхідних та вихідних даних (навчаючої та вхідної вибір-
ки) у якості оптимальної структури нейронної мережі було 
обрано багатошаровий персептрон (рис. 3.11). 
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Рис. 3.10. Результати тестувань 
m-p
m-p-1
m
Y(SER)
 
Рис. 3.11. Структура нейронної мережі 
Для даного типу нейронної мережі з числом входів, на-
приклад Р=5 (5 характерних частот, що ідентифікують елект-
родвигун), та кількістю виходів m=1 (ідентифікований елект-
родвигун або ні), згідно із теоремою Колмогорова-Арнольда-
Хехт-Нільсона [16], кількість синаптичних зв’язків (Lw) та 
кількість нейронів у внутрішньому шарі (N) повинна склада-
ти: 
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Отже, після розрахунків маємо: Lw=43 та N=8. У свою 
чергу ця кількість відповідно до вхідної навчаючої вибірки 
буде змінюватись. Загальна залежність кількості синаптичних 
зв’язків та нейронів у внутрішньому шарі від кількості вхід-
них та вихідних нейронів відповідно до залежностей 3.1 та 3.2 
показана на рис. 3.12. 
 
Рис. 3.12. Залежність кількості синаптичних зв’язків та 
нейронів у внутрішньому шарі від кількості вхідних та вихід-
них нейронів 
Як помітно, зі збільшенням кількості вхідних нейронів 
кількість синаптичних зв’язків та нейронів у внутрішньому 
шарі збільшується. У свою чергу відповідно до організації 
структури синаптичних зв’язків між нейронами внутрішніх 
шарів, НМ поділяються на повно-зв’язні, слабо-зв’язні та се-
редньо-зв’язні [45]. Тому правильний вибір відповідної струк-
тури з’єднання синаптичних зв’язків та кількості вхідних ней-
ронів може істотно вплинути на продуктивність НМ, що у 
свою чергу впливає на адекватність інформаційної системи 
діагностування електрообладнання. 
Вибір правильної структури синаптичних зв’язків та ти-
пу НМ зазвичай виконується експертами емпіричним методом 
відповідно до деякого критерію (наприклад, часу навчання 
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нейронної мережі) [46, 47]. В основі даного методу є перебір 
(пошук) усіх можливих комбінацій синаптичних зв’язків з 
метою досягнення найкращого результату відповідно до зада-
ного критерію. Але у даного методу є важливий головний не-
долік, а саме: неможливість перебору всіх варіантів структур 
та складність, пов’язана з великим аналізом даних експертом. 
На даний момент одним із поширених методів при авто-
матичному виборі структури синаптичних зв’язків є еволю-
ційних підхід із використанням генетичного алгоритму, який є 
різновидом еволюційних алгоритмів оптимізації [46-49]. До 
основних переваг даного методу можна віднести можливість 
зменшення похибки апроксимації та спрощення структури 
нейронної мережі [51], що у свою чергу впливає на продукти-
вність НМ. 
При використанні нейронно-еволюційного підходу при 
виборі структури синаптичних зв’язків НМ представляється у 
вигляді бінарної послідовності (матриці суміжності), в якій 
закодовано кількість нейронів на відповідному прихованому 
шарі [47, 50]. У свою чергу під геном слід розуміти кількість 
нейронів у прихованому шарі, а сукупність генів утворюють 
хромосому. Вибір найкращої хромосоми відбувається відпові-
дно до обраних критеріїв.  
У якості критеріїв вибору найкращої хромосоми було 
обрано мінімальну кількість епох навчання ε та складність 
(функція пристосованості Fпр) НМ, яка характеризується кіль-
кістю синаптичних зв’язків таким чином:  
,1)(









нзK
K
wESпрF     (3.3) 
де Kнз – кількість нейронних зв’язків для повно-зв’язних 
синаптичних зв’язків, K – кількість синаптичних зв’язків для 
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даної НМ (хромосоми), α, β – коефіцієнти пристосованості, які 
обираються емпірично, Ew – середньоквадратична похибка, S – 
стала, яка обирається емпірично і впливає на функцію присто-
сованості. 
Середньоквадратична похибка Ew знаходилася таким чи-
ном: 



n
q
qdqynw
E
1
2)(
1
, (3.4) 
де yq – проміжний вихід НМ, dq – цільове значення вихо-
ду, n – об’єм навчаючої вибірки. 
У якості батьківських НМ (хромосом) відповідно до кі-
лькості вхідних нейронів (рис. 3.12) обиралися одно- та дво-
шарові нейромережі з повнозв’яними синапсними зв’язками. 
Приклад батьківських НМ та їх хромосом, у випадку двох вхі-
дних нейронів, представлено у таблиці 3.1. 
Таблиця 3.1. 
Приклад батьківських хромосом та нейромереж 
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Слід зауважити те, що при створенні хромосом нащадків 
було використано такі параметри (табл. 3.2): в залежності від 
типу батьківської хромосоми кількість нейронів у 1 внутріш-
ньому шарі n1 та кількості нейронів у другому внутрішньому 
шарі n2, вид селекції для всіх випадків – бінарний турнір, тоб-
то обиралися хромосоми з найкращими показниками, згідно з 
обраними критеріями. 
Таблиця 3.2 
Основні параметри експерименту 
Показник Значення 
Максимальна кількість по-
колінь P 
10 
Тип селекції Бінарний турнір-
ний відбір 
Ймовірність схрещування рс 0,9 
Ймовірність мутації рm 0,01 
Коефіцієнт функції присто-
сованості α 
1 
Коефіцієнт функції присто-
сованості β 
1 
Кількість осіб батьків L 2 
Загальна схема процесу утворення нових хромосом на-
щадків представлена на рис. 3.13. 
Причому процес селекції та утворення нових батьківсь-
ких хромосом відбувався до погіршення критеріїв відбору 
(кількість епох та функції пристосованості). Також при селек-
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ції та виборі найкращих осіб враховувалася наявність «мерт-
вих нейронів» та однаково генетичних осіб. 
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Рис. 3.13. Процес утворення нових хромосом 
Узагальнений результат роботи генетичного методу від-
бору найкращих нейромереж представлено на рис. 3.14. 
 
Рис. 3.14. Результати роботи генетичного методу 
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Рис. 3.15. Найкращі значення функції пристосованості 
для своєї популяції 
Як видно, найменшу кількість епох та найменшу кіль-
кість синаптичних зв’язків показують структури, які містять 5 
або 6 вхідних нейронів. 
Найкращі значення функції пристосованості для своєї 
популяції представлено на рис. 3.15. 
Як видно, найбільше значення функції пристосованості 
мають НМ, які мають 1, 3 та 4 вхідні нейрони відповідно. З 
метою визначення оптимального набору було використано 
критерій, який враховує значення Fпр та епохи ε: 
 )1( прF , (3.5) 
де ξ - критерій вибору оптимальної структури НМ, ε – 
епохи. 
Значення даного критерію представлено на рис. 3.16. 
Отже, оптимальними є нейромережеві структури з кіль-
кістю вхідних нейронів 5 та 6. 
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Рис. 3.16. Значення критерію   
Результати вибору найкращих структур синаптичних 
зв’язків у результаті роботи нейроеволюційного відбору для 
вхідних наборів 5 та 6 представлено у таблиці 3.3 
Таблиця 3.3 
Результат вибору найкращих структур синаптичних 
зв’язків 
К-сть 
вхідних 
нейронів 
Нейромережа Хромосома 
5 1
2
3
4
5
6
7
8
9
10
11
12
13
14
 
00000111100000000001111 
00000000001111000000000 
11110000000000111100000 
00000000000001000000000 
00001000000000000010000 
00000000100000000000001 
00000000000010000000000 
00010000000000000100000 
000000000 
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К-сть 
вхідних 
нейронів 
Нейромережа Хромосома 
6 1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
 
00001001111111100000010111
11111000000011111111100000
00111111111000000101111111
10000000000100000100000000
00100001000000000001000100
00000000101001000000000001
01010000000000001011000000
00000001110000000000000111
00000000000000000000000000
0000000000000000000000 
Для всіх інших наборів представлено у додатку Б. Відбір 
найкращих хромосом відбувався з урахуванням показників 
функції пристосованості Fпр  (залежність 3.3) та кількості епох 
навчання для кожної популяції (усього набору хромосом від-
повідно до кількості вхідних нейронів). 
Отже, на основі застосування нейроеволюційного підхо-
ду з використанням генетичного методу було відібрано най-
кращі нейромережеві структури відповідно до кількості вхід-
ної вибірки з метою підвищення якості розпізнавання у розро-
блювальній інформаційній системі. 
 
3.2 Метод моніторингу спожитого струму електрооб-
ладнанням 
На сьогоднішній день робота сучасних підприємств та 
установ характеризується суттєвим нерівномірним енерго-
споживанням, як за окремими годинами, так і за днями тижня. 
Зі збільшенням нерівномірності електроспоживання збільшу-
ються витрати на виробництво, передачу та перерозподіл ене-
ргії [14]. І саме тому має велике значення перерозподіл робо-
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чих навантажень для економічної роботи систем електрообла-
днання в умовах існуючої тарифної сітки.  
Дані проблеми визначають необхідність створення інфо-
рмаційної автоматизованої системи контролю енергоспожи-
вання, що у подальшому дозволить знизити витрати на енер-
госпоживання шляхом інвентаризації електроустаткування, 
яке найбільше споживає енергії.  
При створенні інформаційної технології, яка спроможна 
проводити моніторинг поточного стану декількох електродви-
гунів та можливість відстеження відносного споживання елек-
троенергії є досить важливою задачею. 
У силу своїх досягнень усі розглянуті розробки та про-
грамно-апаратні комплекси (р.1, п.1.3) мають такі недоліки: 
- використання датчиків (лічильників) для автомати-
зованого зняття інформації з великої кількості об’єктів, на-
приклад електродвигунів, може бути нераціональним з еконо-
мічної точки зору для її подальшого впровадження на підпри-
ємстві, житлово-комунальній сфері тощо; 
- безпосереднє під’єднання датчика (лічильника) до 
об’єкта, до того ж тільки одного. 
Запропоновано застосовувати методику ідентифікації 
надмірного споживання електричного струму електрооблад-
нання шляхом використання спектр-струмових характеристик 
обладнання на основі базису нейронних мереж за рахунок 
аналізу спектральних характеристик при холостому ході та 
роботі при навантаженні [133].  
Поставлена задача вирішується тим, що для ідентифіка-
ції надмірного споживання електричного струму електрообла-
днання вхідними даними (навчаючою вибіркою) для нейроме-
режі є діапазон частот із максимальними значеннями ампліту-
ди спектральних характеристик обладнання, тобто максима-
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льні значення амплітуд для відповідного двигуна maxA (рис. 
3.5) знаходяться у діапазоні [Umin; Umax], мінімальні та макси-
мальні значення амплітуд, які можуть виникати на будь-якій 
частоті діапазону [f-p, f], що і є його основною властивістю. У 
свою чергу f – максимальне середнє значення амплітуди, р є 
шириною (точністю) нашого діапазону. При холостому ході 
максимальні значення амплітуди становлять maxA, а відповід-
но спожитий струм Iсс=0, при навантаженій роботі двигуна 
максимальні значення, що ідентифікуються, змінюються, при-
чому відносний спожитий струм становить: 
A
BA
cc
I
max
maxmax 
 ,  (3.6) 
де maxB – значення максимальної амплітуди, що ідентифікує 
двигун у навантаженому стані (рис. 3.17). 
При використанні апарата нейронних мереж, як основ-
ного класифікатора, у якості вхідної навчаючої вибірки необ-
хідно використовувати значення максимальної амплітуди при 
холостому ході (maxA), а при процесі тестування НМ значення 
максимальної амплітуди при навантаженні (maxB) використо-
вувати для визначення відносного відхилення (спожитого 
струму). 
 
Рис. 3.17. Приклад спектрограми роботи двигуна у нава-
нтаженому стані 
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Причому для підвищення отриманих результатів краще 
використовувати масив максимальних амплітуд maxA[n], 
maxB[n], де n – кількість характерних частот (п. 3.1). 
Отже, окрім можливості діагностування поточного стану 
електрообладнання, запропоновано методику моніторингу 
поточної спожитої потужності електрообладнанням з метою 
підвищення енергозбереження. 
 
3.3 Аналіз та запобігання факторів, що впливають на 
розпізнавання АД в електромережі 
Нейронні мережі у силу своєї властивості зниженої чут-
ливості до шумів не можуть виступати в якості гарного фільт-
ру корисного сигналу. Тому при створенні інформаційної тех-
нології ідентифікації електрообладнання, в основі якої лежить 
спектральна діагностика сигналу, представленого у вигляді 
спожитої обладнанням напруги, головною проблемою є виді-
лення та визначення корисного сигналу, який у подальшому 
буде слугувати навчаючою вибіркою для нейронної мережі. 
Тому необхідно використовувати додаткові фільтри сигналу.  
Під корисним сигналом слід розуміти амплітуди вищих 
гармонік, які створює електрообладнання в електромережі, і 
які обрані в якості основних частот (рис. 3.18). Під шумом 
слід розуміти всі гармоніки, які присутні в електромережі, і 
які не відносяться до даного електродвигуна, тобто не обрані в 
якості основних частот.  
З отриманого прикладу спектра (рис. 3.18) видно, що ча-
стоти, які відносяться до шуму, за своїм значенням амплітуд 
відрізняються від амплітуд основних частот у середньому на 
2..4 дБ, що може привести до ситуації неправильного визна-
чення основних частот. Тому необхідно використовувати фі-
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льтрацію отриманого сигналу з метою ослаблення складової 
шуму у спектрі вхідного сигналу. 
 
Рис. 3.18. Приклад спектра вхідного сигналу 
Так як на одному із етапів роботи інформаційної СКПР є 
запам’ятовування та ідентифікація електрообладнання, а та-
кож у електромережі може знаходитися одночасно декілька 
досліджуваних об’єктів (електродвигунів), то використання 
фізичних цифрових фільтрів (частотно-вибіркові пристрої, які 
змінюють спектральний склад сигналу), є недопустимим. 
Адже процес запам’ятовування електрообладнання, в даний 
момент часу, можливий лише з одним об’єктом, а викорис-
тання частотно-вибіркових пристроїв фільтрів може призвести 
до неможливості відслідковування деякого з досліджуваних 
об’єктів [17]. Тому запропоновано використовувати програмні 
фільтри. 
На сьогоднішній день в основі більшості програмних фі-
льтрів є спектральний аналіз і в залежності від типу АЧХ роз-
різняють такі фільтри [5]: 
- фільтри нижніх частот; 
- фільтри верхніх частот; 
- полосові фільтри; 
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- ежекторні фільтри. 
Так як для отримання спектра сигналу застосовується 
швидке перетворення Фур’є, то можна використати віконні 
функції згладжування сигналу даного математичного апарата, 
в якості програмної фільтрації сигналу [38]. Загалом, процес 
фільтрації сигналу має такий вигляд: 
)(*)()(
0
twtsts  , (3.7) 
де )(
0
ts  − невідфільтрований сигнал, )(tw  − функція вікна. До 
найпоширеніших віконних функцій відносять: прямокутне 
вікно, синус вікно, вікно Барлета, вікно Ханна та ін. 
Визначення оптимального фільтра було виконано експе-
риментально, шляхом під’єднання електродвигуна до «ідеаль-
ної електромережі» та визначення спектрального шуму. 
Під ідеальною електромережею слід розуміти мережу, в 
якій відсутній вплив іншого електрообладнання або інших 
негативних факторів, що спричиняють виникнення додатково-
го шуму, наприклад, використовуючи автономний електроге-
нератор. Загалом, схема під’єднання електрообладнання та 
зняття сигналу представлена на рис. 3.19. 
 
Рис. 3.19. Схема під’єднання електрообладнання 
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У якості дослідного зразка було обрано однофазний аси-
нхронний електродвигун змінного струму 220 В, потужністю 
1 кВт, частота дискретизації АЦП для вхідного сигналу стано-
вила 44.1 кГц. Критеріями якості фільтрації для інформаційної 
системи були відношення сигнал/шум та величина сигналу 
характерної частоти електродвигуна. 
Відношення сигнал/шум розраховувалося як відношення 
потужності отриманого сигналу в цілому до значення серед-
ньоквадратичної помилки [39, 40]: 
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де 0M  − математичне очікування, X  − спектральний 
шум, N – кількість елементів вибірки. 
У якості вікон згладжувань були обрані такі [41-43]: 
прямокутне вікно: 1)( nw    (3.9) 
вікно Блекмана: 
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вікно Гауса:
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вікно Кайзера: 
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 ,   (3.14) 
де 
0
I  − модифікована функція Бесселя, α=N/2,  коефіцієнт 
ослаблення, n − відповідний елемент вибірки, N – загальна 
кількість елементів вибірки. 
Також було протестовано фільтр Калмана, який дозволяє 
мінімізувати шуми в отриманому сигналі у відповідності до 
заданої апріорної інформації про досліджувану систему [43]. З 
метою спрощення обчислень, припустимо, що стан системи 
(стан електрообладнання) залежить від одного вектору зна-
чень амплітуд на відповідній частоті. Для фільтрації отрима-
ного сигналу використовувалися такі залежності [43, 44]: 
1. Прогнозування стану системи: 
11 


 kBuk
Fx
k
X  (3.15) 
2. Прогнозування похибки коваріації: 
QTF
k
FPkP 

1
 (3.16) 
3. Обчислення підсилення Калмана: 
1)(  RTHkPH
THkPk
K  (3.17) 
4. Оновлення оцінки із урахуванням вимірів 
k
z : 
)( kxHkzkKkxk
x    (3.18) 
5. Оновлення похибки коваріації: 
kPHkKIk
P )(    (3.19) 
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При використанні фільтра було встановлено такі значен-
ня змінних, які визначають динаміку системи та вимірів: 
1. Значення матриці динаміки системи було прийнято 
F=1, так як, будемо вважати, що електрообладнання 
весь час буде працювати у справному стані, тобто про-
гнозуюче значення буде дорівнювати попередньому.  
2. Значення матриці  управляючого впливу було прийня-
то B=0, так як немає інформації про можливі фактори 
впливу на роботу обладнання за час дискретизації (пе-
репади напруги, перенавантаження тощо). 
3. Похибку вимірювань та шум процесу було обрано ем-
піричним шляхом R=15 та Q=2 відповідно. 
Результати тестувань представлено у таблиці 3.4. Як ви-
дно із таблиці, найбільше підсилення, відповідно до критерію 
сигнал/шум, дає вікно Гауса 52 дБ, а найменше − прямокутне 
вікно 36 дБ. Разом із цим, згідно з критерієи, значення харак-
терної частоти найбільше підсилення дає фільтр Калмана, а 
найменше − вікно Гауса.  
З метою визначення оптимального фільтра було розра-
ховано відносний приріст значення характерної частоти за 
такими відношенням [43]: 
iA
q
max
 , (3.20) 
де q  − відношення сигнал/шум, iAmax  − характерна частота, 
 ni ..1 . 
Отже, як видно, оптимальним фільтром є фільтр Калма-
на, а найгіршим - вікно Блекмана. 
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Таблиця 3.4 
Результати тестувань цифрових фільтрів 
№
 з/п 
Назва 
фільтра 
Сиг-
нал/шум, 
dB 
Зна-
чення ха-
рактерної 
частоти, dB 
Віднос-
ний приріст 
значення ха-
рактерної час-
тоти,   
1. Без 
фільтру 
35 -34 
1,029 
2. Пря-
мокутне 
вікно 
36 -35 
1,0285 
3. Вікно 
Блекмана 
43 -56 
0,767 
4. Вікно 
Ханна 
36 -32 
1,125 
5. Вікно 
Гауса 
52 -60 
0,866 
6. Вікно 
Хемінга 
38 -40 
0,950 
7. Вікно 
Кайзера 
33 -34 
0,970 
8. Фільт
р Калмана 
43 -32 
1,343 
У випадку під’єднання електрообладнання до промисло-
вої мережі головною проблемою є вищі гармоніки, створювані 
іншим електрообладнанням, що у свою чергу не дає змоги 
користуватися стандартними типами цифрових фільтрів, адже 
величина шуму може бути набагато більшою ніж величина 
корисного сигналу (рис. 3.20). 
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Рис. 3.20. Приклади спектрів вхідного сигналу 
Також головною проблемою даного виду шумів є спо-
творення корисного сигналу у випадку, коли частоти шуму та 
корисного сигналу співпадають, що у свою чергу може приз-
вести до неправильного розпізнавання інформаційною техно-
логією дефектів електрообладнання. 
У випадку промислової мережі до основних недоліків 
використання розглянутих фільтрів також можна віднести 
неможливість виокремлення корисного сигналу, у випадку 
накладки частот двох об’єктів. Тому при розробці інформа-
ційної системи моніторингу поточного стану АД було запро-
поновано використовувати фільтрування корисного сигналу 
шляхом використання каскаду фільтрів, а саме: фільтр Калма-
на та фільтрацію методом маски [19]. Тобто якщо є вхідний 
сигнал Zвх(f), в якому на даний момент немає корисного сиг-
налу, а лише частоти гармонік, створюваних іншим недослі-
джуваним електрообладнанням, електромережею тощо, то 
фільтрація методом маски (далі маска) прийме значення 
Zm(f)=Zвх(f). Коли в електромережі вмикається електрооблад-
нання, визначення корисного сигналу відбувається таким чи-
ном:  
ZВих(f)=Zвх(f)-Zm(f)*k, (3.21) 
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де k – коефіцієнт «маскування» шуму, який можна вико-
ристовувати для корегування фільтрації, так як амплітудна 
величина шуму має динамічний характер.  
У випадку одночасного моніторингу декількох об’єктів 
та необхідності аналізу кожного окремо, у деякі проміжки 
часу, можливо створювати маски для кожного з них, тоді ви-
значення корисного сигналу буде відбуватися наступним чи-
ном: 
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де 
i
fZm )(  − корисні сигнали недосліджуваних об’єктів, 
k
fZm )(  − корисний сигнал досліджуваного об’єкту до даного 
моменту часу. 
Приклад роботи тільки фільтрації методом маскування 
представлено на рис. 3.21.  
 
Рис. 3.21. Приклад роботи фільтрації методом  
маскування 
Як видно з рисунка, у спектрального шуму відфільтро-
ваного сигналу присутня динамічна складова шуму, що може 
бути наслідком неякісної спожитої напруги, нерівномірності 
поданого навантаження, нагрівом електрообладнання тощо. 
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Далі отриманий сигнал можна підсилити для отримання 
повної спектральної характеристики електрообладнання шля-
хом використання фільтра Калмана (залежності 3.15 - 3.19). 
Приклад роботи каскаду фільтрів представлено на 
рис. 3.22. Отже, як видно, відбувається підсилення корисного 
сигналу відповідно до залежності (3.20) в 1.27 рази. 
 
Рис. 3.22. Приклад роботи каскаду фільтрів 
Загалом, процес фільтрації корисного сигналу можна 
представити такою схемою (рис. 3.23): 
Рис. 3.23. Структурна схема фільтрації сигналу 
Корегуючий коефіцієнт маскування (k), похибку вимі-
рювань (R) та шум процесу (Q), можна знайти оптимальне 
значення, тобто отримання найбільш точної спектральної ха-
рактеристики електрообладнання. 
Недоліком використання даного каскаду фільтрів є те, 
що при великих значеннях k>50 фільтрування методом маску-
вання являтиме собою фільтр низьких частот, а величина ко-
рисного сигналу буде пропорційно змінюватися коефіцієнту k. 
Отже, використання програмного каскаду фільтрів дає 
змогу, за наявності декількох увімкнених об’єктів до електро-
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мережі, досліджувати кожен окремо, використовуючи для ко-
жного свою маску і підсилювати отриманий сигнал, викорис-
товуючи фільтр Калмана. 
 
3.4 Інформаційна технологія групової діагностики 
асинхронних електродвигунів 
Під моніторингом СКПР поточного стану електрооблад-
нання слід розуміти аналіз поточного стану обладнання у реа-
льному часі. Загалом, структурна схема процесу моніторингу 
поточного стану представлена на рис. 3.24, де електрооблад-
нання, у даному випадку електродвигун (постійного або змін-
ного струму), під’єднано до електромережі. Безпосередньо до 
клем електродвигуна під’єднано блок аналогово-цифрового 
перетворювача, в наслідок чого отримується цифровий тип 
сигналу.  
Блок 1 - фільтрації корисного сигналу - працює у два 
етапи: 
1. Отримання спектрального шуму електромережі без 
під’єднаного досліджуваного обладнання. 
2. Отримання АЧХ з клем досліджуваного електрооблад-
нання та отримання внаслідок використання фільтра 
маски (п.п. 3.3) корисного сигналу. 
Внаслідок використання математичного апарата швид-
кого перетворення Фур’є отримується амплітудно-частотна 
характеристика досліджуваного обладнання. Якщо в даний 
момент обладнання під’єднано вперше, то відбувається отри-
мання його еталонного спектрального шуму.  
Блок 3 – моніторинг - дає змогу операторові обирати ре-
жим роботи − запам’ятовування обладнання у системі або 
процес ідентифікації обладнання з подальшим виявленням 
можливих недоліків у роботі. Процес запам’ятовування та  
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Рис. 3.24. Схема процесу моніторингу поточного стану елект-
рообладнання СКПР 
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ідентифікації відбувається безпосередньо при використанні 
апарата нейромереж (п. 3.1). 
Блок 4 – аналіз АЧХ двигуна: якщо обладнання 
під’єднано не вперше, то здійснюється процес його ідентифі-
кації, після якого безпосередньо відбувається контроль поточ-
ного стану обладнання таким чином: 
1. Так як обладнання ідентифіковано, то з БД системи ви-
бираються його основні характеристики (потужність, 
частота живлення тощо), на основі яких відбувається 
розрахунок можливих появ пошкоджень (рис. 3.25) на 
відповідних частотах (блок 6 - аналіз спектрального 
шуму обладнання). 
2. На основі отриманих даних відбувається перевірка на-
явності пошкоджень (порівняння можливих появ із ре-
альними значеннями спектрального шуму). 
3. Так як АЧХ має динамічний характер, і на її структуру 
можуть впливати такі чинники, як якість споживаючої 
напруги, нагрівання електродвигуна тощо, тому для 
визначення наявності пошкоджень використовується 
запропонована порогова величина d (яка враховує ∆k та 
розрахункові значення можливості виникнення дефек-
ту). 
Виведення результатів про поточний стан. 
Блок 8 - запис даних до БД - записує проміжкові дані до 
бази даних з метою подальшого встановлення емпіричним 
шляхом значення порогової величини d та ведення статисти-
ки, наприклад, ймовірності виникнення того чи іншого пош-
кодження. 
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Рис. 3.25. Структурна схема визначення поточного стану 
Визначення запропонованої порогової величини d можна 
продемонструвати структурною схемою, представленою на 
рис. 3.26. 
На рис. 3.26 представлено: f(i) – реальне значення амплі-
туди на відповідній частоті, fr(i) – розрахункове (статистичне) 
значення амплітуди на відповідній частоті.  
Також в процесі визначення порогової величини експерт 
(оператор) може її корегувати відповідно до умов експлуату-
вання електрообладнання, наприклад, із мережею, у якій під-
вищене або зменшене значення напруги живлення. 
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Рис. 3.26. Структурна схема визначення порогової 
 величини d 
Загалом, знаходження поточної порогової величини d 
для конкретної частоти має такий вигляд [127]: 
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  (3.23) 
де n – поточна частота, di – значення порогової функції 
на відповідній частоті. 
А значення порогової функції прийме наступний вигляд 
[127]: 
,
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d

  (3.24) 
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де dn – поточне значення порогової величини, dnnр – по-
переднє значення порогової величини. 
Отже, у цілому СКПР може працювати у двох режимах: 
запам’ятовування у системі електрообладнання та ідентифіка-
ція електрообладнання. Для підвищення можливості виявлен-
ня та стійкості до шумів СКПР при ідентифікації запропоно-
вано використовувати порогову величину, а саме в процесі 
тестування нейронної мережі (рис. 3.26, блок 5). Узагальнена 
інформаційна модель автоматизованого прийняття рішень 
представлена на рис. 3.27: 
 
Рис. 3.27. Узагальнена інформаційна модель автоматизо-
ваного прийняття рішень 
де А={a1,a2,..am} – спектр шуму електромережі; I(t) – 
струм; J={j1, j2… jn} – вищі гармоніки, створювані АД; Хскпр – 
рішення щодо поточного стану АД; α(t) – характер робочого 
процесу; β={β1, β2 … βn} – вищі гармоніки, створювані іншими 
недосліджуваними об’єктами; Z(t) – характер завантаженості 
АД; θ(t) – характер роботи недосліджуваних об’єктів; ХРО  − 
рішення ЛПР; ЛПР – людина, яка приймає рішення; δ − вектор 
параметрів налаштування СКПР. 
Задача прийняття рішення про наявність дефекту:  
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F(A)=F[K(A)]>e,  (3.25) 
де F(K) – критерій  визначення виникнення дефекту, е – 
порогова величина. 
 
3.5 Підвищення продуктивності  інформаційної тех-
нології групової діагностики асинхронних електродвигу-
нів 
Майбутня система моніторингу поточного стану елект-
рообладнання є насамперед системою реального часу, тобто 
це система, правильність функціонування якої залежить не 
тільки від логічної коректності обчислень, а й від часу, за який 
ці обчислення відбуваються.  
До основних вимог систем реального часу можна віднес-
ти такі: 
- передбачуваність; 
- можливість паралельного виконання декількох задач; 
- максимальний час відгуку (t); 
- безвідмовна робота протягом деякого часу . 
Отже, найбільш вагомою характеристикою для СРЧ є 
час відгуку. Основним компонентом кожної СРЧ є операційна 
система. У таблиці 3.5 представлені значення t, які дають уяв-
лення про час реакції відповідних операційних систем [15]. 
Як видно, часові рамки СРЧ досить жорсткі (приблизно 
становлять 10-100 мкс). До сучасних систем реального часу, 
які здатні реалізовувати задані жорсткі вимоги, можна віднес-
ти VxWorks, OS9, QNX, LynxOs, OSE тощо. Вони забезпечу-
ють підтримку та набір необхідних інструментів для побудови 
СРЧ. 
Але, також треба зазначити, що часові рамки (табл. 3.1) 
можуть змінюватися відповідно до використовуваного спеціа-
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лізованого програмного забезпечення, наприклад, роботи 
СКПР на базі ОС реального часу. Тому важливим є викорис-
тання алгоритмів функціонування та структури експертних 
систем, обчислювальних модулів тощо, а також класу 
розв’язуваних задач. 
Таблиця 3.5  
Вимоги до латентності СРЧ 
Час реакції Використовувана операційна 
система 
< 10 мкс Схемні рішення 
10-100  мкс Операційні системи реально-
го часу 
100мкс – 1мс Розширення реального часу 
для ОС Windows 
1 мс Використання ОС Linux або 
Windows 
Відповідно до системи моніторингу поточного стану 
електрообладнання час відгуку залежить від кількості вхідних 
даних та параметрів, які оброблюються системою. Про це сві-
дчать результати моделювання блоку «створення еталонного 
зразка» (п. 3.4, рис. 3.24).  
Моделювання проводилося на трьох’ядерному процесо-
рі. У якості вхідних параметрів було обрано амплітуди пер-
ших 55 частот спектрального шуму електрообладнання, роз-
паралелення процесу навчання нейронної мережі було органі-
зовано шляхом використання бібліотеки OpenMP. 
Отже, як видно з результатів, використання одночасно 
трьох ядер та паралельних алгоритмів, дозволяє зменшити час 
відгуку у середньому до 37% у порівнянні із одноядерним. 
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Рис. 3.27. Результати моделювання роботи блоку "Ство-
рення еталонного зразку" 
Так як використання послідовних алгоритмів не є крити-
чним (максимальний час становить 1.17 мкс) згідно із табл. 
3.1, то істотним чином вплинути на час відгуку може одноча-
сне діагностування декількох двигунів. Тому, із урахуванням 
даних особливостей запропоновано таку структурну схему 
системи моніторингу поточного стану електрообладнання 
(рис. 3.28). 
Отже, при великій кількості параметрів (кількості елект-
рообладнання), необхідно робити обчислення (процес моніто-
рингу) та рівномірно розподіляти між процесорами (ядрами) 
системи із розрахунку n/p, де р – кількість процесорів (ядер), n 
– кількість досліджуваних об’єктів (електродвигунів). Також 
необхідно забезпечити правильність та достовірність запису 
результатів шляхом забезпечення синхронізації критичної 
секції (запису даних до БД). 
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Рис. 3.28. Вдосконалена структурна схема системи моніторин-
гу поточного стану електрообладнання 
 
3.6. Висновки до третього розділу 
1. Отримав подальший розвиток метод підвищення 
якості параметричної ідентифікації АД у електромережі на 
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основі застосування штучних нейронних мереж для обробки, 
класифікації та розпізнавання елементів спектрального шуму 
електрообладнання шляхом введення нових, запропонованих 
та досліджених складових вектора вхідних параметрів ней-
ронної мереж. Це дозволяє покращити якість розпізнавання 
досліджуваних об’єктів у середньому на 14 %. 
2. На основі аналізу спектральних властивостей елект-
рообладнання в холостому та навантаженому стані запропо-
новано методику виявлення відносної спожитої потужності 
АД, що дозволяє виявляти підвищене споживання електрое-
нергії. 
3. У процесі аналізу існуючих фільтрів та вимог до не-
обхідного забезпечення якості вхідної навчаючої вибірки за-
пропоновано програмне фільтрування методом маскування, 
яке дозволяє підвищити якість розпізнавання навіть декількох 
об’єктів одночасно (щонайменше 3-х). 
4. На основі проаналізованих вхідних даних (спектрог-
рами електрообладнання) запропоновано при навчанні та тес-
туванні нейронної мережі використовувати статистичну поро-
гову величину d, з метою підвищення відсотка розпізнавання 
дефектів у розроблювальній інформаційній технології у про-
цесі моніторингу в середньому на 5-10 %. 
5. Для розроблюваної СКПР моніторингу поточного 
стану електрообладнання запропоновано структурну схему на 
основі використання багатоядерних (кластерних) КС з метою 
підвищення продуктивності та наближення швидкодії до іс-
нуючих вимог систем реального часу. 
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4. РОЗРОБКА СТРУКТУРИ СКПР, ЇЇ ПРАКТИЧНА 
РЕАЛІЗАЦІЯ ТА ВИПРОБУВАННЯ 
 
4.1. Загальна структура СКПР 
Загалом, структура СКПР системи групового моніторин-
гу поточного стану асинхронних електродвигунів (рис. 4.1) 
складається з таких блоків: 
 База даних для зберігання вихідних та проміжних зна-
чень параметрів, необхідних для визначення поточного 
стану обладнання. 
 Вирішувач – програма, яка реалізовує послідовність 
правил для визначення поточного стану обладнання та 
видачі рекомендації оператору на основі знань, які збе-
рігаються у базі знань. 
 Модуль пояснення – формує пояснення про те, як сис-
тема визначила ту чи іншу ймовірність несправності 
обладнання. 
 Діалоговий інтерфейс – орієнтований на організацію 
взаємодії оператора з СКПР.  
 
Рис. 4.1. Загальна структура СКПР моніторингу поточ-
ного стану електрообладнання 
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Розроблювана СКПР у випадку моніторингу декількох 
технологічних об’єктів (електродвигунів, гідроциклонів, сепа-
раторів, компресорів тощо), повинна оброблювати великий 
потік параметрів (характерні частоти та величину спожитого 
струму для кожного ввімкненого двигуна), які швидко змі-
нюються, і при цьому вчасно приймати правильні рішення. 
Тому в якості апарата логічного виведення, який входить до 
складу вирішувача, запропоновано використовувати нейроме-
режеву парадигму, тому що у порівнянні із класичними мето-
дами (наприклад, лінійна регресія, лінійний дискримінант, 
авторегресія тощо) дозволяє ефективно будувати нелінійні 
залежності, які точніше описують набори даних. Також ней-
ромережі дають можливість ефективніше стискати дані за ра-
хунок побудови нелінійних відображень.  
Слід відзначити те, що при розробці СКПР і створенні 
бази знань на основі експериментальних (поточних) даних 
неможливо врахувати всі ситуації системи, які можуть виник-
нути, наприклад, в результаті похибок вимірювань датчиків 
(АЦП), відсутності точної математичної моделі закономірнос-
ті виникнення дефектів, відмови датчиків тощо. Тому при ро-
боті СКПР можливі невідповідності класифікації ситуацій 
(виникнення нештатних ситуацій та неможливість видачі пра-
вильного результату). Вирішенням даної проблеми є викорис-
тання у складі СКПР декількох підсистем логічного виводу. 
Наприклад, до складу розроблюваної структури СКПР (рис. 
4.2) входить 2 підсистеми логічного виводу. До завдань пер-
шої підсистеми логічного виводу можна віднести аналіз пото-
чних даних на основі накопичених знань (залежностей виник-
нення того чи іншого дефекту). До завдань другої ПЛВ вхо-
дить аналіз математичної моделі електрообладнання із враху-
ванням поточних показників роботи.  
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База даних ПЛВ №1 містить поточну інформацію про 
об’єкт (спектральні характеристики досліджуваних асинхрон-
них електродвигунів), а база даних ПЛВ №2 містить інформа-
цію про об’єкт у результаті моделювання роботи об’єкта. У 
базі знань знаходяться еталонні спектральні характеристики 
асинхронних електродвигунів, отримані у режимі навчання 
ПЛВ №1 та інформація, яка характеризує появу дефекту на тій 
чи іншій частоті. 
 
Рис. 4.2. Вдосконалена структура СКПР моніторингу по-
точного стану АД 
Так як виробничий процес є постійним та неперервним, 
то розроблювана СКПР повинна діагностувати асинхронні 
електродвигуни у реальному часі та враховувати динаміку 
зміни поточного стану досліджуваного об’єкта. Це у свою 
чергу вимагає значних апаратних ресурсів. У випадку одноча-
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сного діагностування декількох об’єктів та використання 
складних математичних методів оцінки поточного стану мо-
жуть виникати ситуації несвоєчасної обробки результатів сис-
темою. Для вирішення даної проблеми запропоновано вико-
ристовувати кластерну модель СКПР, яка дозволяє підвищити 
продуктивність системи в цілому і враховує індивідуальні 
властивості досліджуваних об’єктів. Структура даної СКПР 
представлена на рис.4.3. 
Інформація від технологічних об’єктів №1..№n за допо-
могою системної шини передачі даних спочатку потрапляє на 
консоль кластера, яка у свою чергу розподіляє вхідні дані оп-
тимальним чином між вузлами кластера Node #1..Node #n. Усі 
дані додатково зберігаються у головній БД. Оператор має мо-
жливість, окрім моніторингу поточного стану обладнання, 
впливати на розподіл навантаження шляхом виставлення при-
орітетів для технологічних об’єктів. 
 
Рис. 4.3. Структура кластерної СКПР 
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Технологічний об’єкт являє собою систему, яка склада-
ється з асинхронного електродвигуна та системи зняття та 
обробки інформації, представленої у вигляді як окремого ПК, 
так і мікроконтролера. 
Отже, при обробці вхідних даних (спожитий струм елек-
трообладнанням) необхідно забезпечувати відповідний рівень 
продуктивності та латентності СКПР, тому запропоновано 
кластерну та вдосконалену (наявність двох ПЛВ) архітектуру 
СКПР. 
 
4.2 Структура даних СКПР моніторингу поточного 
стану АД 
Досить важливою задачею при створенні СКПР є 
організація, отримання, зберігання та обробка даних. Причому 
вибір правильної структури зберігання даних та їх подальшої 
взаємодії може істотно вплинути на загальний час реакції сис-
теми у процесі моніторингу поточного стану АД. 
Загалом модель СКПР на основі ІТ групової спектр-
струмової діагностики АД та її інформаційні потоки пред-
ставлена на рис. 4.5. 
Досліджувані АД під’єднуються до однофазної або 
трьохфазної мережі живлення і у процесі своєї роботи та 
власних конструктивних особливостей утворюють у 
електромережі вищі гармоніки. У свою чергу з метою по-
дальшого дослідження вищих гармонік підсистема збору 
технологічної інформації, яка може бути представлена зви-
чайним аналогово-цифровим перетворювачем, перетворює 
аналоговий сигнал у цифровий з подальшим формуванням 
спектрального шуму електромережі для аналізу [8, 9]. 
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У свою чергу завданням системи управління базами да-
них є збереження та управління всіма необхідними даними 
для правильної та ефективної роботи СКПР.  
Зокрема до таких даних можна віднести: 
- дані, які відповідають за збереження еталонного зразка 
роботи досліджуваного АД; 
- дані, які відповідають за поточні значення параметрів 
роботи досліджуваного АД. 
Але слід відмітити те, що особливостями роботи будь-
якого підприємства є наявність динамічних складових, на-
приклад використання АД на конвеєрних стрічках, 
класифікаторах тощо. Тому у відповідно до особливостей ІТ 
групової спектр-струмової діагностики АД необхідно дану 
особливість враховувати, наприклад, корегувати відповідні 
висновки які може прийняти СКПР відповідно до умов 
технологічного процесу. 
Отже, з метою врахування динаміки технологічного 
процесу інформаційні потоки запропонованої інформаційної 
технології приймуть наступний вигляд (рис. 4.5).  
На основі запропонованих моделей інформаційних 
потоків можна зробити висновок, що єдиним параметром, 
який необхідно зберігати у БД, є спектр шуму електромережі. 
У свою чергу весь спектр шуму електромережі запису до БД 
не підлягає, а тільки характерні частоти. У середньому 
кількість ХЧ складає 4-7 шт. відповідно до досліджень [130, 
131]. 
На основі аналізу існуючих підходів для організації, збе-
реження та взаємодії даних було за основу обрано реляційну 
модель організації. 
 
 Рис. 4.5. Модель СКПР та її інформаційні потоки 
Вона на відміну від існуючих, наприклад ієрархічної та 
мережевої, характеризується можливістю табличної, 
реляційної та невпорядкованої організації даних. Зазначені 
особливості притаманні технологічним даним, які отримує 
СКПР у процесі своє роботи. 
Загалом логіко-функціональна схема отримання та збе-
реження даних до БД інформаційної технології групової 
спектр-струмової діагностики  представлена на рис. 4.6. 
 
Рис. 4.6. Логіко-функціональна схема отримання та збережен-
ня даних до БД ІТ групової спектр-струмової діагностики АД 
У випадку під’єднання досліджуваного об’єкта вперше 
виконується створення еталонного зразка його роботи (блоки 
2-6), у випадку звичайного процесу моніторингу поточного 
стану АД відбувається запис поточних ХЧ до БД (блоки 7, 8) 
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та порівняння поточних значень із еталонними (блок 9). У 
випадку, якщо відмінності знайдені, відбувається процес за-
пису до таблиці «Відмінності» та подальша відправка значень 
(блоки 10-12) до експертної системи (ЕС). 
Процес заповнення таблиці «Еталонний зразок» 
відбувається у декілька кроків. Першим кроком є запис усіх 
можливих значень ХЧ до таблиці «Еталонний зразок» протя-
гом деякого часу Т.  
Час Т обирається індивідуально до кожного 
досліджуваного об’єкта відповідно до особливостей 
технологічних процесів підприємства та досліджуваного АД і 
може сягати від декількох хвилин до декількох годин. У 
результаті отримаємо середні значення ХЧ, які будуть 
зберігатися у БД «Еталонний зразок» і відповідатимуть за ро-
боту АД у справному стані. 
Якщо відбуваються зміни у технологічному процесі, на-
приклад зміна середнього навантаження на двигун, то 
необхідна корекція таблиці «Еталонний зразок». У даному 
випадку відбувається повторення заповнення таблиці «Ета-
лонний зразок» для досліджуваного АД. Але, якщо зміна 
технологічного процесу непостійна, то процес створення но-
вого еталонного зразка, а також можливі реакції СКПР 
потрібно ігнорувати, про що відповідно слід попереджати 
оператора. 
Структури таблиць відповідних БД представлені на рис. 
4.7, і структура таблиць відповідає другій нормальній формі. 
Поле «ID двигуна» є первинним ключем для відповідної 
ідентифікації між даними та досліджуваним об’єктом. «№ 
запису» є первинним ключем для визначення номера запису у 
БД. Разом ключі «ID двигуна» та «№ запису» є составним 
ключем за допомогою якого можна однозначно 
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ідентифікувати досліджуваний АД, його ХЧ, та час можливих 
збоїв у роботі. 
Невід’ємною частиною будь-якої інтелектуальної СКПР 
є наявність бази знань. У свою чергу БЗ являє собою базу да-
них, яка містить набір фактів, правил та дій, які необхідно 
виконувати на основі отриманих даних (фактів). 
 
Рис. 4.7. Структура основних таблиць БД ІТ групової спектр-
струмової діагностики АД 
Взаємодію БД з БЗ можна продемонструвати таким чи-
ном. Нехай маємо {ζ/D} – множину станів досліджуваного АД 
(β), записаних у термінах доменів D. Тоді {η/T} – множина по-
точних значень (записи БД «Поточні значення»), за допомо-
гою яких досліджується АД (β), записані у термінах доменів Т. 
{ /T} – результати поточних даних конкретного АД. 
При діагностуванні АД на вхід БЗ поступають результа-
ти поточних даних (ХЧ), а на виході отримуємо список ре-
зультатів: 
   DБЗT //   .  (4.1) 
У випадку зворотної задачі: на вході отримаємо стан АД 
або зміну технологічного процесу, а на виході отримаємо 
118 
множину нових записів БД «Еталонний зразок», тоді отрима-
ємо таку залежність: 
     nTTБЗD /,...,1//   .  (4.2) 
Слід відмітити те, що у процесі моніторингу поточного 
стану АД при створенні «Еталонного зразка» можуть виника-
ти різні фактори {µ}. Під факторами слід розуміти, наприклад 
ремонт АД, зміну технологічного процесу тощо. Тому зага-
лом, залежність (1) прийме такий вигляд: 
     :БЗ     DT // 

  .  (4.3) 
Отже на основі отриманих залежностей фреймова струк-
тура даних БЗ матиме такий вигляд (рис. 4.8): 
 
Рис. 4.8. Фреймова структура даних БЗ ІТ групової спектр-
струмової діагностики АД 
У свою чергу під несправністю розуміється номер не-
справності, під станом – ймовірність виникнення відповідної 
несправності.  
Окрім фактів головним компонентом БЗ є правила. Дані 
правила отримуються на основі баєсовської системи логічного 
виведення, яка використовує таку залежність [3]: 

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}|{ ,   (4.4) 
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де iA  –  повна група несумісних подій, B – деяка подія. 
У найпростішому вигляді баєсовська мережа довіри для 
ІТ групового моніторингу АД прийме такий вигляд (рис. 4.9): 
 
Рис. 4.9. Баєсовська мережа логічного виводу для ІТ групово-
го моніторингу АД 
Отже, баєсовська система логічного виводу, а саме ймо-
вірність виникнення дефекту відповідно до виявлення невід-
повідності спектральної густини, прийме такий вигляд, пред-
ставлений у таблиці 4.1. 
Таблиця 4.1  
Приклад баєсовської системи логічного виводу для ІТ  
групового моніторингу АД 
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Узагальнена інформаційна модель БД розроблювальної 
ІТ моніторингу АД представлена на рис. 4.10. 
 
Рис. 4.10. Інформаційна модель БД ІТ моніторингу АД 
Слід відмітити те, що на діаграмі представлено варіант 
взаємодії, коли досліджується один АД, у випадку декількох 
досліджуваних об’єктів усі зв’язки змінюються багато до ба-
гатьох. 
 
4.3 Аналіз запропонованих вдосконалених структур-
них схем СКПР 
З метою аналізу доцільності та раціональності викорис-
тання запропонованих вдосконалених структур СКПР було 
проведено експериментальні дослідження шляхом викорис-
тання імітаційного моделювання методом Монте-Карло.  
Для кожного типу СКПР досліджувався час реакції сис-
теми на досліджуваний об’єкт η. Під часом реакції слід розу-
міти час, протягом якого система робить висновок про техніч-
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ний стан електродвигунів. Із кожним етапом експерименту 
кількість досліджуваних двигунів змінювалася від 1 до 5. 
Спектральна характеристика кожного двигуна генерувалася 
випадковим чином. 
Результати порівнянь реакції стандартної СКПР та вдос-
коналеної СКПР представлено на рис. 4.11. Кластерна струк-
тура СКПР аналізувалась шляхом збільшення діагностованих 
електродвигунів з 1 до 5 та збільшенням кількості вузлів клас-
тера від 1 до 4. 
 
Рис. 4.11. Результати тестувань 
У якості вузла кластера кластерної СКПР використову-
вався модуль експертної системи. У якості типу кластера ви-
користовувався кластер НРС (кластер для високопродуктив-
них обчислень).  
 Результати тестувань показано на рис. 4.12. Таким чи-
ном, за результатами тестувань можна зробити висновок про 
те, що час реакції в кластерній експертній системі вище, у по-
рівнянні зі звичайною та вдосконаленою СКПР, приблизно на 
38-49 % при умові використання 3 або 4 вузлів кластера. 
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Рис. 4.12. Результати тестувань 
Звісно, що на реальному підприємстві отримані показ-
ники можуть відрізнятися відповідно, до виникнення різного 
роду ситуацій, але якість розпізнавання дефектів електродви-
гунів буде вищою у випадку використання вдосконаленої та 
кластерної СКПР. 
 
4.4 Структура підсистеми логічного виводу як части-
ни СКПР 
Так як виробничий процес є постійним та неперервним 
процесом діагностики електрообладнання, він повинен відбу-
ватися в реальному часі та враховувати динаміку зміни поточ-
ного стану досліджуваного об’єкта. Серед усього різноманіття 
існуючих СКПР дані вимоги задовольняють динамічні СКПР 
реального часу [21]. 
Отже, підсистема логічного виводу СКПР повинна ана-
лізувати поточний стан АД у реальному часі і вчасно повідо-
мляти про це оператору у випадку виникнення передаварійних 
станів двигунів. У якості діагностованих дефектів АД було 
обрано пошкодження, які не призводять до повного виходу з 
123 
ладу обладнання, а спричиняють тільки їх подальше руйну-
вання, що призводить, наприклад, до збільшеного енергоспо-
живання, вібрації тощо.  
Структура ПЛВ представлена на рис. 4.13. ПЛВ взаємо-
діє з архівною БД та  оперативною інформацією, яка містить 
поточну інформацію про об’єкт (спектральні характеристики 
досліджуваного електрообладнання) і знаходиться у інформа-
ційному сховищі СКПР. У базі знань знаходяться еталонні 
спектральні характеристики електрообладнання, отримані у 
режимі навчання, та інформація, яка характеризує появу де-
фекту на тій чи іншій частоті. Апарат логічного виводу коор-
динує процеси ПЛВ на основі даних БД та БЗ. 
ПЛВ повинна оброблювати великий потік параметрів, 
які швидко змінюються, та вчасно приймати правильні рішен-
ня. Тому в якості апарата логічного виведення запропоновано 
використовувати нейромережеву парадигму, тому що задачі 
ідентифікації поточного стану електрообладнання можна від-
нести до задач розпізнавання. 
Але при створені ПЛВ на основі експериментальних 
(поточних) даних неможливо врахувати всі ситуації системи, 
які можуть виникнути, наприклад, у результаті похибок вимі-
рювань датчиків (АЦП), відсутності точної математичної мо-
делі закономірності виникнення дефектів, відмови датчиків 
тощо. 
При роботі ПЛВ можуть виникати невідповідності кла-
сифікацій ситуацій. Для вирішення даної проблеми можна 
використовувати нечітку логіку, нейромережі, дискримінант-
ний аналіз, дерева класифікації тощо. 
 Для розроблюваної СКПР запропоновано використову-
вати багаторівневу нечітко-нейромережеву гібридну систему, 
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яка буде складатися із підмереж різних архітектур (нейроме-
режевої та нечіткої логіки). 
 
Рис. 4.13. Логіко-функціональна схема підсистеми логічного 
виводу СКПР 
 Припустимо, що множину всіх можливих ситуацій мо-
жна поділити на множину штатних ситуацій (S1) та множину 
нештатних ситуацій, і необхідно за результатами вимірів по-
точного стану електрообладнання прийняти правильне рішен-
ня щодо відношення даної ситуації до однієї з множин S1(t) 
або S2(t). Рішенням даної задачі є побудова правила, яке роз-
пізнає поточну ситуацію та обчислює функцію приналежності 
(використання нейро-нечіткої нейромережевої системи). 
 Загалом функціонування нейрона має таку форму: 
)
0
()( 


n
i
iwixfsfy ,    (4.5) 
де )(sf  – фунція активації, y – вихід нейрона, iw  –  вагові 
коефіцієнти, x – входи. 
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 Нейромережева система повинна містити чіткі входи та 
нечіткі ступені впливів кожного входу на ситуацію. Тоді НС 
буде являти собою трьохрівневу структуру, яка буде здійсню-
вати контроль за станом l-ої складової (дефекту) експертної 
системи ( kl ,1 ). Де перший рівень являє собою вихідні дані 
(спектральні характеристики, взяті у проміжку [x0; xn]); дру-
гий рівень виконує фільтрацію ситуаційних ознак Сj( Nj ,1 ) – 
відокремлення шуму від корисного сигналу; третій рівень ви-
конує ідентифікацію ситуації (є дефект/немає дефекту). 
 Вагові коефіцієнти першого рівня являють собою нечі-
ткі множини kx  (діапазон коливання амплітуди на відповідній 
частоті), множина ka  – результат виконання агрегації: 
 
Рис. 4.14. Побудова функції приналежності для ознаки xk  
дефекту k 
Вагові коефіцієнти першого шару являють собою нечіткі 
множини ),1,,1(
clki
NjNkA  , )(
kkA
x  – функція активації яка 
розраховується за наступною формулою: 
akj
kkjA
e
x


1
1
)(  .  (4.6) 
Вагові коефіцієнти другого рівня задаються випадко-
вим чином у проміжку [0;1]. 
 Загалом структура НС представлена на рис.4.15  
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Рис. 4.15. Структура нейромережевої системи 
 Відповідно до кожного з рівнів функціонування ней-
ронної мережі має такий вигляд: 
)),..,((
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
cN
j
N
s
j
s
jm
s
m
h
m
xxwfz  ,   (4.7) 
де S=2,3 – номери відповідного рівня, h=1,2 – номер резуль-
туючого стану, s
m
f  - функція активації вихідного шару. 
Отже, запропонована нейромережева система в якості 
апарата логічного виводу для ПЛВ може дозволити вирішува-
ти задачі поточного контролю та діагностики електрооблад-
нання у системі реального часу [36]. 
 
4.5 Підвищення продуктивності підсистеми логічного 
виводу як частини СКПР 
У якості апарата логічного виведення підсистеми логіч-
ного виведення СКПР було обрано нейромережеву структуру. 
Слід відмітити, що навчання нейромережевих структур, особ-
ливо при розв’язанні складних задач, потребує значних затрат 
апаратних ресурсів та, найголовніше, часу. Тому зменшення 
часу навчання НМ, а разом з цим підвищення реакції підсис-
теми логічного виводу СКПР призвиде до збільшення продук-
тивності системи у цілому. Одним із основних варіантів вирі-
127 
шення даної проблеми є використання паралельних алгорит-
мів навчання нейромереж.  
У рамках досліджень дисертаційної роботи розроблено 
спеціалізовану нейромережу для моніторингу поточного стану 
асинхронних електродвигунів та реалізовано її у СКПР. Також 
проведено аналіз існуючих популярних алгоритмів навчання 
нейромережевих структур, таких як алгоритм прямого розпо-
всюдження та алгоритм зворотного розповсюдження помилки. 
На основі розпаралелених алгоритмів для багатоядерних сис-
тем та кластерів зроблено відповідні висновки: який алгоритм 
(паралельний чи послідовний) і яка система краща. Розпара-
лелення вищезазначених алгоритмів реалізовано за допомо-
гою мови програмування С++ з використанням бібліотеки 
OpenMP для багатоядерних систем та із використанням тех-
нології МРІ для кластерних систем.  
Запропоновано алгоритм навчання персептрона мережі 
прямого поширення: 
Крок 1. На вхід мережі подається деякий вхідний образ X , 
обчислюється сигнал N від кожного нейрона, використовуючи 
таку формулу: 
j
n
j
j
xiWN j *
1


,   (4.8) 
де n – к-сть нейронів у шарі, 
ij
W  - вага і-го нейрону, далі обчи-
слюється функція активації F(N).  
Крок 2. Обчислення помилки 
iii
YTarError  , де Y  - вихід 
мережі, Tar  - цільовий результат. 
Крок 3. Якщо помилка велика, то модифікація ваг мережі 
iiijij
ErrorxtWtW **)()1(  , де  - швидкість навчання. 
Крок 4. Перехід на крок 1. 
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Отже, математичний алгоритм навчання персептрону прийме 
такий вид: 
.**
;
;)(
iiii
iii
ErrorxWW
YTARError
WXFYi



 
Так як обчислення добутку двох векторів є число, то па-
ралельний математичний алгоритм прийме вид: 
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, 
де Н=N/Р – середня кількість елементів, котра припадає на 
один процесор, Р – кількість процесорів, N – загальна кіль-
кість елементів. Аналогічно було розроблено паралельний 
математичний алгоритм Back Propagation: 
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Для багатоядерних систем даний алгоритм було реалізо-
вано у середовищі Visual Studio 2012 Proffesional на мові про-
грамування С++ з використанням бібліотеки OpenMР.  
Тестування вищезазначених алгоритмів відбувалося на 
базі двохядерного процесора Intel Core Duo T2450 (2.0 Ghz, 
533 Mhz FSB, 2MB L2 cache), ОЗП – 1GB. Операційна система 
Microsoft Windows XP SP3. У якості навчаючої вибірки для 
тесту №1 (рис. 4.7) було обрано амплітуди перших 20 частот 
амплітудно-частотної характеристики електрообладнання та з 
початковою кількістю нейронів 40. Кількість нейронів посту-
пово збільшувалась до 500. Швидкість навчання становила 
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=0,0001, значення граничної помилки E=0,001. На ядрі №1 
процесора обчислювалась функція активації F та помилка 
Error навчання, а часткові суми та кореговані ваги нейронів на 
обох ядрах одночасно. Для більшої наочності було протесто-
вано послідовні та паралельні алгоритми ВР та алгоритм на-
вчання персептрона. Результати першого тесту представлені 
на рис. 4.16. 
Для тесту №2 всі вхідні дані залишилися такими ж са-
мим, як і для тесту №1, змінилась тільки гранична помилка 
Е=0,01. Результати тесту представлені на рис. 4.17. Для тесту 
№3 було взято 200 амплітудно-частотних характеристик з по-
чатковою кількістю нейронів 300. Кількість нейронів посту-
пово збільшувалась до 900. Швидкість навчання становила 
=0,0001, значення граничної помилки E=0,001. Результати 
тесту №3 представлені на рис. 4.18. 
 
Рис. 4.16. Результати тестувань №1 
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Рис. 4.17. Результати тестувань №2 
 
Рис. 4.18. Результати тестувань №3 
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Mhz FSB, 2MB L2 cache), ОЗП – 1GB. Операційна система 
Linux. У якості навчаючої вибірки було обрано амплітуди пе-
рших 20 частот амплітудно-частотної характеристики елект-
рообладнання та з початковою кількістю нейронів 40. Кіль-
кість нейронів поступово збільшувалась до 500. Швидкість 
навчання становила =0,0001, значення граничної помилки 
E=0,001. Результати тесту №4 приведені на рис.4.19. 
 
Рис. 4.19. Результати тестувань №4 
У результаті тестувань було з’ясовано, що на платформі 
Linux нейронна мережа навчається швидше, ніж на платформі 
Windows, перш за все це пов’яно з наявністю графічної обо-
лонки у системі Windows. У першому та другому тестах, коли 
задавалась досить висока точність навчання (Е=0,001), було 
прослідковано спад швидкості навчання при досить малій (на 
початку тестувань) кількості нейронів і при досить великій (у 
кінці тестувань). У тестах №2 та №3 при точності навчання 
Е=0,01 спад швидкості прослідковувався тільки при досить 
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вибірки) можна пояснити збільшенням кількості ітерацій під-
бору ваг нейронів, а спад при збільшенні кількості нейронів 
пояснюється збільшенням часу обчислення активаційних фу-
нкцій нейронів. Усі чотири тести показали, що використання 
розпаралеленого алгоритму збільшує швидкість та зменшує 
час навчання нейронної мережі, а це у свою чергу підвищує 
продуктивність СКПР у цілому. 
 
4.6 Алгоритм функціонування СКПР 
При моніторингу поточного стану асинхронних електро-
двигунів логіко-функціональну схему роботи СКПР можна 
представити схемою, представленою на рис. 4.20. За даною 
схемою можна простежити основні етапи утворення управлін-
ського рішення на підприємстві.  
Основним засобом, який дозволяє збільшити продуктив-
ність роботи оператора, є персональний комп’ютер з установ-
леним відповідним програмним забезпеченням (програмна 
реалізація СКПР). 
Отримана вихідна інформація від датчиків АЦП (блок 
1), а саме спожитий електричний струм, які розташовані на 
технологічних об’єктах, оброблюється (перетворення до циф-
рового виду та отримання амплітудно-частотної характерис-
тики) та в структурованому вигляді поступає до системи підт-
римки прийняття рішень (блок 2-8). 
Блок 2 відповідає за перетворення вхідної інформації за 
допомогою математичного апарата Фур’є у АЧХ. Також да-
ний блок визначає чи під’єднано обладнання вперше чи ні. 
Далі АЧХ оброблюється у блоці 3-6 відповідно до поточного 
стану (навчання або ідентифікація електрообладнання). 
Блок 3 відповідає за визначення характерних частот на 
основі спектрального шуму досліджуваного об’єкта. 
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Рис. 4.20. Логіко-функціональна схема СКПР
У випадку визначення характерних частот, відбувається 
створення еталонного зразка досліджуваного об’єкта (блок 4). 
У випадку, якщо обладнання під’єднано невперше, від-
бувається процес його ідентифікації (блок 5). 
Блок 6 відповідає за визначення оцінки (моніторинг) про 
поточний стан електрообладнання, а саме: у базі знань відбу-
вається пошук відповідних варіантів рішення задачі (видача 
результату про можливі види поломки та наслідків неправи-
льної роботи), і на основі отриманих системою результатів 
оператор приймає відповідне рішення (блок 5). 
Блок «оператор» ‒ на основі запропонованих СКПР рі-
шень та поточного стану електрообладнання приймає рішення 
про технічний стан обладнання (блок 7). 
Для розроблюваної СКПР було запропоновано алго-
ритм функціонування, при якому оператору надається можли-
вість налаштовувати основні параметри (блок 8) системи і на 
основі запропонованих варіантів приймати рішення щодо ста-
ну об’єктів. 
 
4.7 Впровадження запропонованих рішень 
4.7.1 Розробка спеціалізованого ПЗ 
 Програмне забезпечення СКПР розроблено на мові 
програмування Delphi 7.5 з використанням програмно-
апаратних засобів WIN API 32. Приклад програмних вікон 
представлено на рис. 4.21‒4.25. 
ПЗ може працювати у двох режимах: запам’ятовування 
досліджуваних асинхронних електродвигунів у системі та їх 
розпізнавання у електромережі з подальшим моніторингом 
поточного стану. Для підвищення можливості виявлення та 
стійкості до шумів СКПР при ідентифікації АД запропоновано 
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використовувати порогову величину d, а саме: у процесі тес-
тування нейронної мережі (р. 3.4, залежність 3.23-3.24). 
 
Рис. 4.21. Приклад роботи ПЗ СКПР моніторингу поточного 
стану електродвигуна 
У випадку першого ввімкнення обладнання в електро-
мережу його необхідно запам’ятати (рис. 4.23).  
 
Рис. 4.22. Приклад процесу моніторингу поточного стану 
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Рис. 4.23. Приклад процесу створення еталонних зразків робо-
ти АД 
 
Рис. 4.24. Приклад процесу моніторингу відносного  
енергоспоживання 
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Режим моніторингу обладнання відбувається автоматич-
но, тобто на екрані можна побачити поточний спектральний 
шум електромережі (рис. 4.22 та рис. 4.24) та відповідне пові-
домлення у випадку, коли обладнання працює у штатному 
режимі, та повідомлення у випадку, коли існує можлива не-
справність. 
Також з метою візуалізації спектра шуму досліджуваних 
АД можна побудувати спектр вхідного сигналу у часі (рис. 
4.25) з візуалізацією максимальних ХЧ у часі. 
 
Рис. 4.25. Приклад представлення вхідного сигналу у вигляді 
спектру 
Слід відмітити, що вибір технологічної системи управ-
ління базами даних для інформаційної СКПР ґрунтувався не 
тільки на її технічних характеристиках, надійності, продукти-
вності та відмовостійкості БД, але й на темпах розвитку, перс-
пективності, повноті та якості документації. Сьогодні на рин-
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ку існує досить багато різних СУБД, таких, як MySQL, 
Firebird, Informix, InterBase, MS SQL Server, Oracle, IBM DB2, 
серед яких є значна частка безкоштовних продуктів [121]. По-
рівняльну характеристику цих СУБД наведено у табл. 4.2. 
Таблиця 4.2 
 
За результатами детального аналізу переваг та недоліків 
вищезазначених СУБД в умовах виробництва найбільш доці-
льним буде застосування MS SQL Server, яка при меншій вар-
тості, ніж Oracle та IBM DB2, забезпечує високий рівень захи-
сту інформації, повну реалізацію можливостей мови запитів 
SQL та якісну сервісну підтримку з боку компанії Microsoft. 
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Адекватність прийнятого рішення підтверджується багаторіч-
ним досвідом експлуатації СУБД MSSQL Server 2008 на Пів-
денному ГЗК. Система ефективно працює на 2-процесорному 
сервері з об’ємом оперативної пам’яті 6 ГБ, кожен з процесо-
рів має по 4 ядра. БД складається зі 100-120 таблиць, основ-
ними полями якої є дійсні числа розміром 8 байт. MS SQL 
Server за 1 хвилину опрацьовує понад 10000 складних запитів 
до різних таблиць даних, а пікове навантаження на серверну 
станцію при цьому не перевищує 70%. Середнє робоче наван-
таження на процесори складає близько 15-20%. Деякі показ-
ники технологічних процесів знімаються з датчиків систем 
керування з частотою в 1 секунду, що генерує досить потуж-
ний інформаційний потік. Така дискретність призводить до 
зростання об’єму БД зі швидкістю 6 ГБ/рік [109]. 
Впровадження розробленої СКПР у виробництво повин-
не здійснюватися з урахуванням міжнародного стандарту 
ISO/IEC 15026-1:2010 «Проектування систем та розробка про-
грамного забезпечення. Гарантування систем і програмного 
забезпечення», згідно з яким система повинна мати зворотну 
сумісність. На рис. 4.26 показано типову модель інтеграції 
інтелектуальної СКПР в інформаційну структуру підприємст-
ва. 
Блок обробки інформації включає в себе знижуючий 
трансформатор напруги, АЦП та пристрій передачі інформації 
мережею Ethernet. Сервер БД зберігає всі еталонні зразки спе-
ктральних шумів кожного електродвигуна та проміжні зна-
чення. 
У випадку використання кластерної структури СКПР 
типова модель інтеграції інтелектуальної СКПР в інформацій-
ну структуру підприємства матиме вигляд представлений на 
рис. 4.27. 
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Рис. 4.26. Інтеграція СКПР у типову інформаційну структуру 
підприємства 
 
Рис. 4.27. Інтеграція кластерної СКПР у типову інформаційну 
структуру підприємства 
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У випадку використання кластерної моделі СКПР необ-
хідно у ПЗ ввімкнути підтримку міжмережевого обміну на 
основі технології МРІ, при цьому навантаження буде перероз-
поділюватися між вузлами відповідно до кількості діагносто-
ваного обладнання. 
 
 
4.7.2 Аналіз результатів впровадження на підприємстві 
Розроблені в дисертації методи, алгоритми й засоби до-
зволили реалізувати проекти для систем спектр-струмової 
діагностики та моніторингу для об’єктів промисловості, а са-
ме: 
- систему моніторингу роботи електродвигунів приватно-
го підприємства «ФЕРРОВТОР» (м. Кривий Ріг, Україна); 
- систему діагностики роботи під час капітальних ремонт-
них робіт електродвигунів ТОВ «НБС Технологія» (м. Кривий 
Ріг, Україна). 
Оцінка економічної ефективності СКПР для кожного пі-
дприємства проводилася за допомогою технологічної статис-
тики та результатів імітаційного моделювання [75]. У табл. 4.3 
наведено фрагмент результатів при моніторингі поточного 
стану АД та планового його ремонту згідно з існуючими ме-
тодиками на підприємстві ТОВ «НБС Технологія» та із засто-
суванням СКПР.  
Значення сумарних питомих витрат, прогнозоване ІС, за-
звичай відрізняється від того значення, яке отримується в дій-
сності при використанні запропонованих параметрів у процесі 
моніторингу технічного стану АД. 
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Таблиця 4.3 
Оцінка економічного ефекту від застосування інтелектуальної 
СКПР 
 
№ екс-
пер. 
Сумарні питомі витрати на ремонт АД, 
грн./дв Питомий 
ефект, 
ΔS, 
грн./дв 
Аварійна 
ситуація 
( к-сть. 
дв),  
з використанням СКПР 
Діагностовано 
 
Недіагностовано 
 
шт. S шт. S* 
1. 10 6 240 4 160 0 
2. 9 3 120 6 240 0 
3. 4 3 120 1 40 80 
4. 4 3 120 1 40 240 
5. 10 10 400 0 0 -40 
6. 3 1 40 2 80 0 
7. 7 5 200 2 80 -40 
8. 9 6 240 3 120 -40 
9. 3 2 80 1 40 -40 
10. 0 0 0 0 0 -40 
11. 5 3 120 2 80 240 
12. 6 5 200 1 40 120 
13. 4 3 120 1 40 80 
14. 6 5 200 1 40 -120 
15. 2 2 80 0 0 -120 
16. 7 2 80 5 200 -120 
17. 8 6 240 2 80 -160 
18. 7 5 200 2 80 0 
19. 2 0 0 2 80 240 
20. 7 3 120 4 160 160 
Середнє 5,65 3,65 86 2 102 + 22 
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У випадку, коли СКПР не може визначити технологічні 
параметри АД, наприклад даних про АД немає у БД, або з 
інших причин, то ймовірність про можливий технічний стан 
моделюється та заноситься до БД і відповідно результат пові-
домляється оператору. Також, за статистикою, на підприємст-
вах у середньому з ладу виходить до 35 % АД на рік. Дана 
ситуація враховувалася в процесі побудови імітаційної моделі. 
У результаті здійснення інтегрального аналізу ефектив-
ності автоматизованого керування було визначено, що у сере-
дньому на достатньо довгій вибірці даних (20–
50 діагностованих двигунів) питомий економічний ефект до-
датній і складає від +0,15 до +0,75 грн/дв. 
Питомий середній економічний ефект визначався згідно 
з виразом: 






 
N
i
SS
N
S
1
*1ˆ ,   (4.9) 
де S, S* – сумарні питомі витрати на ремонт одного АД, отри-
мані при ремонті по факту та з використанням СКПР відпові-
дно, грн/дв; N – кількість техніко-економічних оцінок. 
На розглянутих підприємствах використання СКПР до-
зволить зменшити сумарні питомі витрати на ремонт одного 
двигуна в середньому на 1,8 - 2,17 %.  
Для візуальної оцінки якості роботи СКПР представлено 
приклад часової діаграми роботи ПЗ ТОВ «НБС Технологія», 
де позначено характерні точки, в яких система діагностувала 
можливі несправності і не діагностувала (промахи) (рис. 4.28). 
Економічний ефект було визначено згідно із формулою: 
Q
S
S
P
ˆ
ˆ
 ,    (4.10) 
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де Sˆ  – середнє значення сумарних питомих витрат за рік, 
грн/дв; Q – річна середня кількість виходів з ладу АД за рік, 
грн/дв. Так, при середній кількості виходу з ладу АД за рік 
економічний ефект на ПП «ФЕРРОВТОР» складає P = 20-25 
тис. грн/рік, на ТОВ «НБС Технологія» складає Р=50-75 тис. 
грн/рік, відповідно за ремонт у середньому 1 кВТ = 40 грн. 
 
Рис. 4.28. Часова діаграма сумарних питомих витрат при діаг-
ностиціАД ТОВ «НБС Технологія» 
Було проведено розрахунок капітальних вкладень на 
впровадження СКПР. Так, наприклад, для цін 2012 року за 
умови, що на підприємстві уже функціонує налагоджена 
СУБД MS SQL Server, локальна корпоративна мережа, а та-
кож засоби збору технологічної інформації, загальний кошто-
рис представлений у додатку (табл. А.1). 
За відомою формулою для підприємств було визначено 
строк окупності проекту: 
P
K
T
OK
 ,    (4.11) 
де K – обсяг капітальних вкладень, грн; P – прибуток від за-
стосування СКПР за рік. Для підприємства ТОВ «НБС Техно-
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логія» строк окупності складає менше 1,5 роки, а для ПП 
«ФЕРРОВТОР» строк окупності складає менше 3 років. 
 
4.7.3 Розпізнавання асинхронних електродвигунів у 
електромережі без попереднього створення еталонного 
зразку на прикладі виробничих об’єктів Інгулецького ГЗК 
Загалом при використанні запропонованої інформацій-
ної технології перед процесом ідентифікації електродвигуна в 
електромережі передує процес створення еталонного зразка 
досліджуваного об’єкта. Але в умовах підприємства створен-
ня еталонного зразка може бути практично неможливим, так 
як обладнання працює безперервно та у комплексі з іншим 
електрообладнанням. Постає проблема виокремлення індиві-
дуальних характеристик (характерних частот) серед комплек-
су шуму та ХЧ іншого обладнання, які його характеризують 
(ідентифікують). 
З метою вирішення даної задачі було виконано ряд екс-
периментальних досліджень над технологічними об’єктами 
підприємства ІнГЗК. Зокрема, було проведено ряд промисло-
вих випробувань розробленої інформаційної технології на 
основі отриманих спектральних характеристик промислової 
електромережі (U=0.4кВ) РОФ-2, в яку увімкнено такі асинх-
ронні електродвигуни:  
- електродвигун конвеєра № 715, потужністю 6 кВт, 750 
об/хв. (12.5 Гц); 
- електродвигун конвеєра № 735, потужністю 7.5 кВт, 
750 об/хв. (12.5 Гц); 
- електродвигун класифікатора №KL71, потужністю 
30 кВт, 1000 об/хв. (16,7 Гц). 
Структурна схема ввімкнення об’єктів представлена на 
рис. 4.29.  
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Відповідно до існуючих стандартів та норм, необхідно 
враховувати вищі гармоніки до 40. У дослідженнях було про-
аналізовано 30 перших вищих гармонік, без урахування осно-
вної, на частоті 50 Гц. 
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Рис. 4.29. Структурна схема ввімкнення об’єктів 
З метою виокремлення закономірностей серед отрима-
них спектральних складових було використано кластерний 
аналіз методом к-середніх, та методом побудови дендрограми 
(рис. 4.30). 
 
Рис. 4.30. Результати кластерного аналізу (дендрограма) 
 
Рис. 4.31. Результат кластерного аналізу вищих гармонік за 3 фазами (а – за першою фазою,  
b- за другою фазою, с – за третьою фазою) 
У якості змінних було використано значення вищих гар-
монік електромережі протягом часу вимірювання (t). Як видно 
з результату (рис. 4.30), на Евклідовій відстані 8 маємо 7 клас-
терів, що характеризує кількість під’єднаних об’єктів до про-
мислової шини 1ЩСУ-71 1сш (6 кластерних ознак натехноло-
гічні об’єкти та 1 кластерна ознака на шум).  
Вимірювання проводилося почергово шляхом підклю-
чення безпосередньо до клем кожного із досліджуваних 
об’єктів. Так як досліджувані об’єкти використовують 3-х-
фазну промислову електромережу, було проведено кластер-
ний аналіз методом к-середніх за кожною фазою, із розбиттям 
на 7 кластерів (рис. 4.31). 
Як видно з результатів, за всіма 3 фазами відбулося рів-
номірне та однакове розбиття на кластери. Так як невідомо 
гармонік, на яких може виявитися шум, або той чи інший 
об’єкт, запропоновано не розглядати гармоніки, які при всіх 3 
вимірюваннях знаходяться в однакових кластерах, так як вони 
можуть бути спричинені шумом або іншими недосліджувани-
ми об’єктами. Тобто, не розглядати 
1, 3, 7, 13, 17, 23, 24, 29, 30 гармоніки. Середні значення гар-
монік відповідних вимірювань представлено на рис 4.32-4.33. 
 
Рис. 4.32. Середні значення гармонік відповідних вимірювань 
об’єктів 
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Рис. 4.33. Середні значення гармонік відповідних вимірювань 
об’єктів без врахування гармонік однакових кластерів 
 Отже, в якості характерних частот з метою ідентифіка-
ції необхідно обирати гармоніки, які мають найбільші значен-
ня серед всіх вимірювань. Тобто, для електродвигуна конвеєра 
К715 необхідно обирати гармоніки: 4, 10, 16, 19, 22, 25, 27; 
для електродвигуна конвеєра К735 необхідно обирати гармо-
ніки: 2, 12, 18, 28; для електродвигуна класифікатора КL71 
необхідно обирати гармоніки: 8, 14, 15, 20, 21, 26. 
 Також, на основі відомих залежностей [р.1.] була вико-
нана перевірка на можливі несправності, а саме неспіввісність 
валів і механічного навантаження та замикання ротора об ста-
тор. Критерієм визначення існування дефекту є зміна значен-
ня амплітуди відповідної гармоніки із часом [1-5]. Досліджен-
ня проводилися протягом 2 тижнів, інтервал вимірювань кож-
ні 40 хв. (усього 500 вибірок). Дисперсії значень кожної гар-
моніки представлено на рис.4.30. Причому підозру на виник-
нення відповідного типу дефекту отримують ті гармоніки, в 
яких дисперсія має найбільше значення. 
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Рис. 4.34. Дисперсії значень відповідної із гармонік 
Відповідно до відомих залежностей та результатів ви-
мірювань (рис. 4.34), ймовірність виникнення дефекту занесе-
на до таблиці 4.3. 
Таблиця 4.3 
Результати вимірювань та використання розробленої інфор-
маційної технології 
Назва техно-
логічного 
об’єкта 
Вид дефекту 
 
Досліджу-
вані 
гармоніки 
Диспер-
сія 
∆k,д
Б 
Конвеєр 
К715 
Неспіввіс-
ність валів 
та механіч-
ного наван-
таження 
16,22 0.49, 0,4 1,89 
Конвеєр 
К735 
12,18 
 
0.5, 0.45 1,95 
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Назва техно-
логічного 
об’єкта 
Вид дефекту 
 
Досліджу-
вані 
гармоніки 
Диспер-
сія 
∆k,д
Б 
Класифіка-
тор КL71 
Неспіввіс-
ність валів 
та механіч-
ного наван-
таження 
14,15 
 
0.4, 0,05 
1,12 
 
Конвеєр 
К715 
Замикання 
ротора об 
статор 
4,10 
0.001, 
0.29 
1,46 
 
Конвеєр 
К735 
 
2,12 0.1, 0.5 1,3 
Класифіка-
тор КL71 
8,21 
0.11, 
0.12 
1,17 
 
Значення порогової величини δ було обрано 1.5 дБ від-
повідно до початкових замірювань поточного стану досліджу-
ваних АД. 
Отже, у результаті промислових випробувань було 
отримано значення ∆k у відповідності до типу дефекту на дос-
ліджуваних технологічних об’єктах ІнГЗК. 
 
4.8. Висновки до четвертого розділу 
1. Розроблено СКПР моніторингу поточного стану 
асинхронних електродвигунів на основі розроблених 
комп’ютерних моделей запропонованих СКПР та з’ясовано, 
що для підвищення продуктивності та зменшення завантаже-
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ності обчислювальних ресурсів комп’ютерної системи, можна 
розподілити навантаження між іншими технологічними 
об’єктами, шляхом розподілення обчислень програмно (вико-
ристовуючи технології паралельних та розподілених обчис-
лень) або апаратно (використовуючи кластерні технології), 
використовуючи кластерну структуру СКПР. 
2. З’ясовано в результаті розробки та аналізу розпара-
лелених варіантів алгоритмів навчання, що оптимальною кі-
лькістю нейронів у прихованих шарах НМ є 200шт., що дає 
змогу підвищити швидкість навчання НМ та реакцію системи 
в цілому.  
3. Шляхом аналізу результатів впровадження СКПР на 
виробництві було з’ясовано, що використання даної інформа-
ційної технології дозволяє зменшити сумарні питомі витрати 
на ремонт одного двигуна в середньому на 1,8-2,17 % у межах 
свого довірчого інтервалу. 
4. В результаті розрахунку економічного ефекту, що 
очікується від впровадження інформаційної технології моні-
торингу поточного стану АД з’ясовано, що при середній кіль-
кості виходу з ладу АД за рік економічний ефект на ПП «ФЕ-
РРОВТОР» складає P =20-25 тис. грн/рік, на ТОВ «НБС Тех-
нологія» складає Р=50-75 тис. грн/рік відповідно, за ремонт у 
середньому 1 кВТ = 40 грн. Термін окупності для підприємст-
ва ТОВ «НБС Технологія» складає менше 1.5 роки, а для ПП 
«ФЕРРОВТОР» термін окупності складає менше 3 років. 
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ПІДСУМОК 
 
1. У результаті проаналізованих методів, засобів та ін-
формаційних технологій, покладених в основу моніторингу 
поточного стану АД, удосконалено метод автоматизованого 
моніторингу поточного стану декількох АД, який дає змогу 
провадити моніторинг щонайменше 3-х електродвигунів та 
дозволяє зменшити вірогідність роботи двигунів в аварійних 
режимах до 2,5 % у розрахунку на 1кВт. 
2. На основі виконаних досліджень спектральних за-
лежностей параметрів АД запропоновано використовувати 
статистичний діагностичний корегуючий коефіцієнт θ, який 
підвищує точність розпізнавання АД у електромережі в сере-
дньому до 5-10 %, і залежить від кількості діагностованого 
однакового обладнання. 
3. У результаті виконаного аналізу спектральних хара-
ктеристик та залежностей однакових АД подальшого розвитку 
набув метод визначення відносного спожитого електричного 
струму серед однакових, за параметрами АД, який на відміну 
від існуючих, враховує та аналізує значення спектрального 
шуму АД під різними навантаженнями на основі використан-
ня нейромережевої системи, що дозволяє, з деякою вірогідніс-
тю, виявити електродвигун, який споживає більше електрое-
нергії при однаковому навантаженні. 
4. Уперше запропонована інформаційна технологія для 
побудови автоматизованої системи технічного діагностування 
та розпізнавання АД у електромережі на основі використання 
спектр-струмового аналізу та інтелектуальної класифікації, 
що дозволяє підвищити ефективність розпізнавання аварійних 
режимів, у відповідності до статичних та динамічних наван-
тажень, у середньому до 2,5 %. 
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5. В результаті створення інформаційної технології 
групової діагностики асинхронних електродвигунів розробле-
но методику, алгоритмічне та програмне забезпечення, яке 
дозволяє впровадити запропоновану ІТ у будь-яке промислове 
виробництво де використовуються асинхронні електродвигу-
ни. 
6. Запропоновано структурну схему моніторингу пото-
чного стану асинхронних двигунів на основі використання ІТ 
групового моніторингу АД, що дозволяє проводити моніто-
ринг без безпосереднього під’єднання до них датчиків для 
зняття поточної інформації. 
7. Запропоновано використання кластерної структури 
СКПР, на основі застосування розподілених обчислень та 
ЕОМ виробництва, яка дозволяє підвищити продуктивність 
системи в цілому, і яка враховує індивідуальні властивості 
досліджуваних об’єктів на 38-49 % при умові використання 
щонайменше 4 вузлів кластеру. 
8. Шляхом аналізу результатів впровадження СКПР на 
виробництві було з’ясовано, що використання запропонованої 
інформаційної технології дозволяє зменшити сумарні питомі 
витрати на ремонт одного двигуна в середньому на 1,8 - 
2,17 % в межах свого довірчого інтервалу. 
9. Розроблені методи та алгоритми запропонованої ІТ 
групового моніторингу АД впроваджено на виробництві в 
результаті чого очікуваний економічний ефект буде станови-
ти: при середній кількості виходу з ладу АД, за рік економіч-
ний ефект на ПП «ФЕРРОВТОР» складає P = 20-25 тис. 
грн/рік, на ТОВ «НБС Технологія» складає Р=50-75 тис. 
грн/рік у відповідності, за ремонт в середньому 1 кВТ = 40 
грн. Термін окупності для підприємства ТОВ «НБС Техноло-
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гія» складає менше 1.5 роки, а для ПП «ФЕРРОВТОР» термін 
окупності складає менше 3 років. 
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ДОДАТКИ 
 
Додаток А. Розрахунок капітальних витрат на 
впровадження СКПР 
Таблиця А.1 
Вартість апаратно-програмного комплексу СКПР 
станом на 01.04.2015 р. 
№ Компонент Характеристика 
Вартість, 
грн. 
1. Апаратне забезпечення 
1.1. Процесор 
Intel Core i5-2310 2.9GHz/6MB s1155 
BOX 
1050 
1.2. 
Оперативна 
пам’ять 
Kingston DDR2-1066 4096MB PC2-
8500 (Kit of 2x2048) HyperX Genesis 
(KHX8500D2K2/4G) 
600 
1.3. 
Материнська 
плата 
Gigabyte GA-PH67A-D3-B3 
(LGA1155, Intel H67 Express, PCI-
Ex16) 
880 
1.4. Жорсткий диск 
Western Digital Caviar Blue 2ТB 
7200rpm 16MB WD3200AAKX 3.5 
SATA II 
840 
1.5. Графічна карта 
Zotac PCI-Ex GeForce 210 512MB 
DDR3 (64bit) (520/1200) (DVI, VGA, 
HDMI) (ZT-20309-10L) 
270 
1.6. 
Оптичний 
привід 
LG SuperMulti SATA Black 
(GH24_NS50_black) 
170 
1.7. Корпус Asus Vento Chassis TA-8H1 500W 350 
1.8. Монітор 18.5" ViewSonic VA1931wa-2 800 
1.9. 
Клавіатура, 
мишка 
Sven Standard 302, Genius NS 120 
USB Black 
100 
2. Програмне забезпечення 
2.1. 
Програмні 
модулі СКПР 
Розробка програмних модулів СКПР, 
створення багато поточного матема-
тичного ядра, тестування роботи 
СКПР та її налагодження 
50000 
2.2. 
Налагодження 
технологічної 
БД  
Додавання нових таблиць, налагод-
ження прав доступу на базі існуючої 
MS SQL Server 
5000 
2.3. Компоненти Програмні компоненти компанії 4800 
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№ Компонент Характеристика 
Вартість, 
грн. 
доступу до БД  Devart SQL Server Data Access Com-
ponents 
2.4. 
Операційна сис-
тема 
Windows 7 Professional 32bit Russian 
Disk Kit DVD 
220 
2.5. Антивірус 
Kaspersky Anti-Virus 2012 1 Desktop 
RNW BOX 
120 
2.6. АЦП 
Будь-який АЦП з мінімальною 
дискретністю 44.1 кГц (Realtek High 
Definition Audio) 
500 
3. Різні витрати 
3.1. Інші витрати 
Навчання, настроювання, 
організаційні витрати 
2800 
 Всього  68500 
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Додаток Б. Лістинг програмного коду математичного 
ядра СКПР 
 
unit frmfft; 
interface 
uses 
  WinTypes, WinProcs, Messages, SysUtils, Classes, Graphics, 
Controls, 
  Forms, Dialogs, StdCtrls, Buttons, FFTSpec, ExtCtrls, 
MMSystem, Mask, 
  Math, MPlayer, TeEngine, Series, TeeProcs, Chart, ComCtrls, 
Menus,Unit3; 
type 
  TfrmMain = class(TForm) 
    CBoxWind: TComboBox; 
    WeightLabel: TLabel; 
    PeakHzText: TLabel; 
    HzLabel: TLabel; 
    HzText: TLabel; 
    WavePaintBox: TPaintBox; 
    FFTPaintBox: TPaintBox; 
    FreqBarPaintBox: TPaintBox; 
    LogBarPaintBox: TPaintBox; 
    PeakDbText: TLabel; 
    DbText: TLabel; 
    DbLabel: TLabel; 
    WaveLabel: TLabel; 
    FFTLabel: TLabel; 
    DbLogLabel: TLabel; 
    FreqLabel: TLabel; 
    FilterPanel: TPanel; 
    LowPassPaintBox: TPaintBox; 
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    HighPassPaintBox: TPaintBox; 
    FreqFilterLabel: TLabel; 
    FreqScrollBar: TScrollBar; 
    LowLabel: TLabel; 
    HighLabel: TLabel; 
    FilterText: TLabel; 
    SpectrogramBox: TCheckBox; 
    SpectrogramHLabel: TLabel; 
    SpectrogramVLabel: TLabel; 
    Label2: TLabel; 
    CBoxSamplerate: TComboBox; 
    Label1: TLabel; 
    CBoxFFTSize: TComboBox; 
    Button1: TButton; 
    Shape1: TShape; 
    BitBtn1: TBitBtn; 
    Button4: TButton; 
    Button5: TButton; 
    Button6: TButton; 
    Shape2: TShape; 
    ProgressBar1: TProgressBar; 
    ProgressBar2: TProgressBar; 
    Label3: TLabel; 
    Label4: TLabel; 
    Label5: TLabel; 
    Label6: TLabel; 
    MainMenu1: TMainMenu; 
    File1: TMenuItem; 
    OpenFile1: TMenuItem; 
    N1: TMenuItem; 
    Enablelineinrecording1: TMenuItem; 
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    Button3: TButton; 
    N2: TMenuItem; 
    N3: TMenuItem; 
    N4: TMenuItem; 
    N5: TMenuItem; 
    N6: TMenuItem; 
    N7: TMenuItem; 
    N8: TMenuItem; 
    N9: TMenuItem; 
    procedure btnExitClick(Sender: TObject); 
    procedure CBoxWindChange(Sender: TObject); 
    procedure StartRecording; 
    procedure StopRecording; 
    procedure FormCreate(Sender: TObject); 
    procedure FormDestroy(Sender: TObject); 
    procedure AlphaEditChange(Sender: TObject); 
    procedure BetaEditChange(Sender: TObject); 
    procedure GammaEditChange(Sender: TObject); 
    procedure FreqBarPaintBoxPaint(Sender: TObject); 
    procedure LogBarPaintBoxPaint(Sender: TObject); 
    procedure FreqScrollBarChange(Sender: TObject); 
    procedure SpectrogramBoxClick(Sender: TObject); 
    procedure CreateColorPalette; 
    procedure CBoxSamplerateChange(Sender: TObject); 
    procedure Button1Click(Sender: TObject); 
    procedure Button2Click(Sender: TObject); 
    procedure BitBtn1Click(Sender: TObject); 
    procedure Button3Click(Sender: TObject); 
    procedure Button4Click(Sender: TObject); 
    procedure Button6Click(Sender: TObject); 
    procedure Button5Click(Sender: TObject); 
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    procedure Enablelineinrecording1Click(Sender: TObject); 
    procedure Button8Click(Sender: TObject); 
    procedure N3Click(Sender: TObject); 
    procedure N4Click(Sender: TObject); 
    procedure N5Click(Sender: TObject); 
    procedure N6Click(Sender: TObject); 
    procedure N8Click(Sender: TObject); 
    procedure N9Click(Sender: TObject); 
  private 
  public 
    { Public declarations } 
  end; 
const 
  MaxDb         = 70;                                      { Display max db } 
  num_buf       = 8;                                       { Number of buffers  } 
//  SampleRate    = 44100;//8000; 
  Channels      = 1; 
  BitsPerSample = 16; 
//  BufferLength  = cbBuf * Channels * (BitsPerSample div 8); 
//  FreqMult      = SampleRate/cbBuf; 
//  MaxIndex      = trunc((SampleRate div 2)/FreqMult);      { Max 
index for max freq determination } 
  MaxInput      = $7FFF;                                   { Max input FFT } 
//  MaxOutput     = (MaxInput * cbBuf) div 2;                { 0 db 
Value = max output FFT } 
var 
  FFTSize         : word; 
  cbBuf           : word; 
  BufferLength    : longint; 
  MaxOutput       : longint; 
  Samplerate      : DWORD; 
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  FreqMult        : single; 
  MaxIndex        : word; 
  frmMain         : TfrmMain; 
  ColorArray      : array[0..255] of TColor; 
  GoingUp         : boolean; 
  WaveInHandle    : HWAVEIN; 
  WaveFormat      : TWAVEFORMATEX; 
  pBuf            : array[1..num_buf] of pointer;          { Pool of 
buffers } 
  header          : array[1..num_buf] of TWaveHdr;         { Pool of 
headers } 
  FreeBuffer      : smallint; 
  WindowFunction  : SpectrumWindows; 
  OutRealFFT      : PFFTArray; 
  SourceHalfHeight: integer;                               { Wave display 
half height } 
  SourceScale     : single;                                { Multiplier to fit 
window } 
  FFTHeight       : integer;                               { FFT display height 
} 
  FFTScale        : single;                                { Multiplier to fit 
window FFT } 
  SpectroCScale   : single;                                { Multiplier to 
translate result FFT to color } 
  SpectroHScale   : single;                                { Multiplier to fit 
window Spectrogram } 
  FilterScale     : single;                                { Multiplier to fit 
window } 
  FilterFreq      : integer; 
  SpectrogramIndex: integer;                               { Horizontal 
position spectrogram } 
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  MaxColor        : integer; 
  Lines       : array[0..$FFFF] of TPoint; 
  LinesFFT, LinesFFT2    : array[0..$FFFF] of TPoint; 
  flag,flag2: integer; 
  test,test2,test3:integer; 
  er:integer; 
  low,high,maxx:array [1..10] of integer; 
  d1:single; //dvigatel #1 
  neyron :array [1..100] of real; 
  error:real; 
  a:real; 
  delta:real; 
  maxdv1:array [1..10] of integer; 
  filtr_mask: integer; 
  f2:array [1..1000] of real; 
   
implementation 
uses Types; 
{$R *.DFM} 
procedure TfrmMain.btnExitClick(Sender: TObject); 
begin 
  Application.Terminate; 
end; 
 
procedure TfrmMain.CreateColorPalette; 
var 
  Chunks    : integer; 
  ColorChunk: integer; 
  r,g,b     : BYTE; 
  i         : integer; 
begin 
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  Chunks := 6; 
  ColorChunk := (6*6*6) div Chunks; 
  r := 255;                                                { Red to Yellow } 
  b := 0; 
  for i := 0 to ColorChunk do 
  begin 
    g:= (255 div ColorChunk) * i; 
    ColorArray[i] := RGB(r, g, b); 
  end; 
  g:=255;                                                  { Yellow to Green } 
  b:=0; 
  for i := ColorChunk  to (ColorChunk * 2) do 
  begin 
    r := 255 - (255 div ColorChunk) * (i - ColorChunk); 
    ColorArray[i] := RGB(r, g, b); 
  end; 
  r:=0;                                                    { Green to Cyan } 
  g:=255; 
  for i:= (ColorChunk * 2) to (ColorChunk * 3) do 
  begin 
    b := (255 div ColorChunk)*(i - ColorChunk * 2); 
    ColorArray[i] := RGB(r, g, b); 
  end; 
  r := 0;                                                  { Cyan to Blue } 
  b := 255; 
  for i:= (ColorChunk * 3) to (ColorChunk * 4) do 
  begin 
    g := 255 - ((255 div ColorChunk) * (i - ColorChunk * 3)); 
    ColorArray[i] := RGB(r, g, b); 
  end; 
  g := 0;                                                  { Blue to Magenta } 
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  b := 255; 
  for i:= (ColorChunk * 4) to (ColorChunk * 5) do 
  begin 
    r := (255 div ColorChunk) * (i - ColorChunk * 4); 
    ColorArray[i] := RGB(r, g, b); 
  end; 
  for i:= (ColorChunk * 5) to (ColorChunk * 6) do 
  begin 
    r := 255 - (255 div ColorChunk) * (i - ColorChunk * 5); 
    ColorArray[i] := RGB(r, 0, r); 
  end; 
  MaxColor := ColorChunk * 6; 
end; 
} 
procedure TfrmMain.CBoxWindChange(Sender: TObject); 
begin 
  if CBoxWind.Text = ‘None’ then 
    WindowFunction := idRectangle; 
  if CBoxWind.Text = ‘Rectangle’ then 
    WindowFunction := idRectangle; 
  if CBoxWind.Text = ‘Triangle’ then 
    WindowFunction := idTriangle; 
  if CBoxWind.Text = ‘Gaussian’ then 
    WindowFunction := idGaussian; 
  if CBoxWind.Text = ‘Hamming’ then 
    WindowFunction := idHamming; 
  if CBoxWind.Text = ‘Blackman’ then 
    WindowFunction := idBlackman; 
  if CBoxWind.Text = ‘Cos2’ then 
    WindowFunction := idCos2; 
  if CBoxWind.Text = ‘CosineBell’ then 
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    WindowFunction := idCos2; 
  if CBoxWind.Text = ‘VonHann’ then 
    WindowFunction := idCos2; 
  if CBoxWind.Text = ‘Kaiser-Bessel’ then 
    WindowFunction := idKaiser; 
  case WindowFunction of 
%1.2f’,[CoherentGain[WindowFunction]]); 
end; 
procedure Callback(hdrvr: HDRVR; uMsg: UINT; dwUser: 
DWORD; 
                   dw1, dw2: DWORD) stdcall; 
var 
  TheBuffer   : smallint; 
  i,j           : smallint; 
  Temp        : single; 
  TempH       : single; 
  Max         : single; 
  MaxHz       : single; 
  MaxDbV      : single; 
  Peak        : longint; 
  PeakY       : longint; 
  HzStr       : string; 
  DbStr       : string; 
  PeakLow     : single; 
  PeakHigh    : single; 
  LowHighIndex: integer; 
  f:textfile; 
  s:string; 
  sum,index:integer; 
  maxx:single; 
  suma:real; 
167 
  k:integer; 
begin 
  case uMsg of 
    MM_WIM_DATA  : 
      begin 
        for i:=0 to FFTSize-1 do 
        begin 
          Lines[i].x := i; 
          Temp := PFFTArray2(pbuf[TheBuffer])[i] * SourceScale; 
          Lines[i].y := SourceHalfHeight - trunc(Temp); 
        end; 
        
frmMain.WavePaintBox.Canvas.FillRect(frmMain.WavePaintBox
.ClientRect); 
        frmMain.WavePaintBox.Canvas.PolyLine(Slice(Lines, 
FFTSize)); 
        Spectrum2(WindowFunction, FFTSize, pbuf[TheBuffer], 
OutRealFFT); 
        Max      := 0; 
        Peak     := 0; 
        PeakY    := 0; 
        PeakLow  := 0; 
        PeakHigh := 0; 
        LowHighIndex := trunc(FilterFreq/FreqMult);        { 
Low/high pass border } 
         if filtr_mask=1 then 
              begin 
             for i := 3 to MaxIndex do 
                 f2[i]:=OutRealFFT^[i]; 
                 filtr_mask:=0; 
              end; 
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        if filtr_mask=0 then 
              begin 
             for i := 3 to MaxIndex do 
              end; 
        for i := 3 to MaxIndex do 
        begin 
          if i <= LowHighIndex then 
          begin 
            if OutRealFFT^[i] > PeakLow then PeakLow := 
OutRealFFT^[i]; 
          end 
          else 
          begin 
            if OutRealFFT^[i] > PeakHigh then PeakHigh := 
OutRealFFT^[i]; 
          end; 
          if OutRealFFT^[i]>Max then 
          begin 
            Max  := OutRealFFT^[i]; 
            Peak := i; 
          end; 
        end; 
        if frmMain.SpectrogramBox.Checked then 
        begin 
          for i := 3 to MaxIndex do 
          begin 
            Temp := log10(OutRealFFT^[i]/MaxOutput) * 
SpectroCScale; {To color } 
            if Temp>MaxColor then Temp := MaxColor; 
            TempH := SpectroHScale * i; 
            TempH := frmMain.FFTPaintBox.Height - TempH; 
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            try 
              frmMain.FFTPaintBox.Canvas.Pixels[SpectrogramIndex, 
trunc(TempH)]:= ColorArray[trunc(Temp)]; 
            except 
            end; 
          end; 
          inc(SpectrogramIndex); 
          if SpectrogramIndex > frmMain.FFTPaintBox.Width then 
            SpectrogramIndex := 0; 
        end 
        else 
        begin 
          for i := 0 to 2 do        { First 3 point are invalid (always some 
signal) } 
          begin 
            LinesFFT[i].x := i; 
            LinesFFT[i].y := frmMain.FFTPaintBox.Height; 
          end; 
          for i := 3 to MaxIndex do 
          begin 
            LinesFFT[i].x := i; 
            Temp := log10(OutRealFFT^[i]/MaxOutput) * FFTScale; 
            LinesFFT[i].y := trunc(Temp); 
            if filtr_mask=2 then 
                  begin 
                       LinesFFT[i].y:= LinesFFT[i].y -  LinesFFT2[i].y 
+260; 
                  end; 
            if filtr_mask =1 then 
              begin 
               LinesFFT2[i].x := i; 
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               LinesFFT2[i].Y := trunc(Temp); 
              end; 
            if i = Peak then PeakY := LinesFFT[i].y; 
          end; 
          
frmMain.FFTPaintBox.Canvas.FillRect(frmMain.FFTPaintBox.Cl
ientRect); 
          frmMain.FFTPaintBox.Canvas.PolyLine(Slice(LinesFFT, 
MaxIndex)); 
           if filtr_mask =1 then filtr_mask:=2; 
        end; 
        if flag=1 then 
          begin 
          AssignFile(f,’file.txt’); 
          rewrite(f); 
            flag:=0; 
            Maxx:= 0; 
            for i := 3 to MaxIndex do 
               begin 
                 writeln(f,floattostr(outrealFFT^[i])); 
                 if OutRealFFT^[i]>Maxx then 
                    begin 
                      Maxx  := OutRealFFT^[i]; 
                     d1:=StrToInt(frmMain.HzLabel.Caption); 
                      if i>high[1] then high[1]:=i; 
                      if i<low[1]  then low[1]:=i; 
                      low[1]:=high[1]-4; 
                    end; 
               end; 
               randomize; 
               error:=0.000001; 
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               a:=0.00001; 
               for i:=1 to 100 do 
                  neyron[i]:=random(100)/10000; 
               for i:=1 to 3000 do 
                  begin 
                    suma:=0; 
                    for j:=1 to 100 do 
suma:=suma+low[1]*neyron[j]+(low[1]+1)*neyron[j]+(low[1]+2)
*neyron[j]+(low[1]+3)*neyron[j]; 
                    if abs(30-suma)>error then 
                        begin 
                          if 30-suma<0 then k:=-1; 
                          if 30-suma>=0 then k:=1; 
                              for j:=1 to 100 do 
                                neyron[j]:=neyron[j]+a*k; 
                        end; 
                  end; 
                //  frmMain.Edit1.Text:=FloatToStr(d1)+’==‘; 
                  flag:=0; 
                  closefile(f); 
           end; 
        //end lerning dv 1 
++++++++++++++++++++++++++++++++++++++++++++++ 
       //Lerning dv 2  
+++++++++++++++++++++++++++++++++++++++++++++++
++++ 
         if flag2=1 then 
          begin 
            Maxx      := 0; 
            flag2:=0; 
            for i := 3 to MaxIndex do 
172 
               begin 
                 if OutRealFFT^[i]>Maxx then 
                    begin 
                      Maxx  := OutRealFFT^[i]; 
                      d1:=maxdbv; 
                  //    frmmain.Edit1.Text:=inttostr(i); 
                      if i>high[2] then high[2]:=i; 
                      if i<low[2]  then low[2]:=i; 
                      low[2]:=high[2]-4; 
                    end; 
               end; 
          end; 
        //end lerning dv 2 
++++++++++++++++++++++++++++++++++++++++++++++ 
         if test2=1 then 
        begin 
            test2:=0; 
           maxx:=0; 
           frmMain.Shape2.Brush.Color:=clRed; 
              for i := low[1] to high[1] do 
                if (20 * log10(OutRealFFT^[i]/MaxOutput)<=-48+5) 
and (20 * log10(OutRealFFT^[i]/MaxOutput)>=-48-5) 
                    then frmMain.Shape2.Brush.Color:=clred; 
        end; 
         if test3=1 then 
        begin 
            test3:=0; 
           maxx:=0; 
              frmMain.Shape1.Brush.Color:=clRed; 
              for i := low[1] to high[1] do 
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                if (20 * log10(OutRealFFT^[i]/MaxOutput)<=-d1+5) 
and (20 * log10(OutRealFFT^[i]/MaxOutput)>=-d1-5) 
                    then frmMain.Shape1.Brush.Color:=clgreen; 
        end; 
        { Display low/high pass filter } 
        if PeakLow=0 then PeakLow := 1; 
        Temp := log10(PeakLow/MaxOutput) * FilterScale; 
        frmMain.LowPassPaintBox.Canvas.Brush.Color := clYellow; 
        frmMain.LowPassPaintBox.Canvas.Rectangle(0, 
trunc(Temp), 
          frmMain.LowPassPaintBox.Width, 
frmMain.LowPassPaintBox.Height); 
        frmMain.LowPassPaintBox.Canvas.Brush.Color := clBlack; 
        frmMain.LowPassPaintBox.Canvas.Rectangle(0, 0, 
          frmMain.LowPassPaintBox.Width, trunc(Temp)); 
        if PeakHigh=0 then PeakHigh := 1; 
        Temp := log10(PeakHigh/MaxOutput) * FilterScale; 
        frmMain.HighPassPaintBox.Canvas.Brush.Color := 
clYellow; 
        frmMain.HighPassPaintBox.Canvas.Rectangle(0, 
trunc(Temp), 
          frmMain.HighPassPaintBox.Width, 
frmMain.HighPassPaintBox.Height); 
        frmMain.HighPassPaintBox.Canvas.Brush.Color := clBlack; 
        frmMain.HighPassPaintBox.Canvas.Rectangle(0, 0, 
frmMain.HighPassPaintBox.Width, trunc(Temp)); 
        MaxHz := Peak * FreqMult; 
        MaxDbV := 20 * log10(Max/MaxOutput); 
        Peak := trunc(MaxHz); 
        if (Peak<>0) and (abs(MaxDbV)<MaxDb) then 
        begin 
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          Str(Peak, HzStr); 
          Peak := trunc(MaxDbV); 
          Str(Peak, DbStr); 
        end 
        else 
        begin 
          HzStr := ‘___’; 
          DbStr := ‘___’; 
        end; 
        if flag=1 then begin 
        end; 
         if test=1 then 
          begin 
          end; 
        frmMain.HzLabel.Caption := HzStr; 
        frmMain.dBLabel.Caption := dBStr; 
        if not(frmMain.SpectrogramBox.Checked) then 
        begin 
          frmMain.FFTPaintBox.Canvas.Pen.Style := psDot; 
          frmMain.FFTPaintBox.Canvas.MoveTo(0, PeakY); 
          
frmMain.FFTPaintBox.Canvas.LineTo(frmMain.FFTPaintBox.Wi
dth, PeakY); 
          frmMain.FFTPaintBox.Canvas.Pen.Style := psSolid; 
        end; 
      end; 
  end; 
end; 
} 
procedure TfrmMain.StartRecording; 
const 
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  TheFunction : TFNDrvCallBack = Callback; 
var 
  OpenResult: MMRESULT; 
  Loop      : integer; 
  ErrorText : string; 
begin 
  if OutRealFFT<>nil then FreeMem(OutRealFFT); 
  val(CBoxFFTSize.Text, FFTSize, Loop); 
  if Loop<>0 then FFTSize := 1024; 
  cbBuf := FFTSize; 
  BufferLength := cbBuf * Channels * (BitsPerSample div 8); 
  MaxOutput    := (MaxInput * cbBuf) div 2; 
  CalcWindowFunctions(FFTSize); 
  CBoxWindChange(nil); 
  GetMem(OutRealFFT, FFTSize * sizeof(single)); 
  val(CBoxSamplerate.Text, Samplerate, Loop); 
  if Loop<>0 then Samplerate := 8000; 
  FreqMult   := SampleRate/cbBuf; 
MaxIndex:=500; 
  frmMain.Caption := format(‘Realtime FFT (%d points), %d Hz 
sampling’,[cbBuf, SampleRate]); 
  FreqScrollBar.Max := SampleRate div 2; 
  FilterFreq :=FreqScrollBar.Max-FreqScrollBar.Position; 
  FreqFilterLabel.Caption := format(‘%d Hz’,[FilterFreq]); 
  FFTPaintBox.Canvas.Pen.Color := clYellow; 
  WavePaintBox.Canvas.Pen.Color := clWhite; 
  SpectrogramIndex := 0; 
  SourceHalfHeight := WavePaintBox.Height div 2; 
  SourceScale := SourceHalfHeight / MaxInput; 
  FFTHeight := FFTPaintBox.Height; 
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  FFTScale  := (FFTPaintBox.Height / -MaxDb) * 20;         { 
20*log in/out = actual value and dB is actually negative} 
  SpectroCScale  := ((6*6*6) / -MaxDb) * 20;               { Intensity 
to color } 
  SpectroHScale  := FFTPaintBox.Height / MaxIndex;         { 
Frequency to height } 
  FilterScale := (LowPassPaintBox.Height / -MaxDb) * 20;   { 
20*log in/out = actual value and dB is actually negative} 
  { Setup waverecording parameters } 
  with WaveFormat do 
  begin 
    wFormatTag      := WAVE_FORMAT_PCM; 
    nChannels       := Channels; 
    nSamplesPerSec  := SampleRate; 
    nAvgBytesPerSec := SampleRate * Channels * (BitsPerSample 
div 8); 
    nBlockAlign     := Channels * (BitsPerSample div 8); 
    wBitsPerSample  := BitsPerSample; 
    cbSize          := 0; 
  end; 
  OpenResult := WaveInOpen (@WaveInHandle, 
WAVE_MAPPER, @WaveFormat, 
                            DWORD(@TheFunction), 0, 
CALLBACK_FUNCTION); 
  if OpenResult=MMSYSERR_NOERROR then 
  begin 
    { Set width of displays to half the recording frequency } 
    FFTPaintBox.Width  := MaxIndex; 
    WavePaintBox.Width := FFTPaintBox.Width + 
LogBarPaintBox.Width; 
    FreeBuffer := num_buf;           
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                       { Last buffer initially free } 
    { Make all but one buffers available for waverecording } 
    for Loop := 1 to num_buf do 
      begin 
        GetMem(pbuf[Loop], BufferLength); 
        header[Loop].lpData         := pbuf[Loop]; 
        header[Loop].dwBufferLength := BufferLength; 
        header[Loop].dwUser         := Loop; 
        header[Loop].dwFlags        := 0; 
        header[Loop].dwLoops        := 0; 
        header[Loop].dwLoops        := 0; 
} 
procedure TfrmMain.StopRecording; 
var 
  Loop: integer; 
begin 
  WaveInReset(WaveInHandle); 
//WaveInUnPrepareHeader(WaveIn, addr(BufHead), 
sizeof(BufHead)); 
  WaveInClose(WaveInHandle); 
  for Loop := 1 to num_buf do 
    if pbuf[Loop]<>nil then 
    begin 
      FreeMem(pbuf[Loop]); 
      pbuf[Loop] := nil; 
    end; 
  if OutRealFFT<>nil then FreeMem(OutRealFFT); 
  OutRealFFT := nil; 
end; 
procedure TfrmMain.FormCreate(Sender: TObject); 
begin 
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  FreqMult   := 0;                                                             { Reset 
them so we could check on these } 
  MaxIndex   := 0; 
  SampleRate := 0; 
  FFTSize    := 0; 
  CreateColorPalette; 
  CBoxWind.ItemIndex := 1; 
  CBoxSamplerate.ItemIndex := 0; 
  CBoxFFTSize.ItemIndex := 8; 
  //CBoxSamplerateChange(Sender); 
  flag:=0; 
  test:=0; 
   test2:=0; 
   test3:=0; 
   filtr_mask:=0; 
  er:=20; 
  high[1]:=0; 
  maxx[1]:=0;                                  { Auto start } 
  
end; 
procedure TfrmMain.FormDestroy(Sender: TObject); 
begin 
  StopRecording; 
  if OutRealFFT<>nil then FreeMem(OutRealFFT); 
end; 
procedure TfrmMain.AlphaEditChange(Sender: TObject); 
var 
  Result: single; 
  Code  : integer; 
begin 
 // val(AlphaEdit.Text, Result, Code); 
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  if Code = 0 then 
  begin 
    case WindowFunction of 
      idBlackman : BlackmanAlpha := Result; 
      idGaussian : GaussianAlpha := Result; 
      idHamming  : HammingAlpha  := Result; 
      idKaiser   : KaiserAlpha   := Result; 
    end; 
    CalcWindowFunctions(FFTSize); 
   // GainLabel.Caption := format(‘Correction gain: 
%1.2f’,[CoherentGain[WindowFunction]]); 
  end; 
end; 
procedure TfrmMain.BetaEditChange(Sender: TObject); 
var 
  Result: single; 
  Code  : integer; 
begin 
  //val(BetaEdit.Text, Result, Code); 
  if Code = 0 then 
  begin 
    case WindowFunction of 
      idBlackman : BlackmanBeta := Result; 
    end; 
    CalcWindowFunctions(FFTSize); 
   // GainLabel.Caption := format(‘Correction gain: 
%1.2f’,[CoherentGain[WindowFunction]]); 
  end; 
end; 
procedure TfrmMain.CBoxSamplerateChange(Sender: TObject); 
begin 
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  //StopRecording; 
  //StartRecording; 
end; 
procedure TfrmMain.N9Click(Sender: TObject); 
begin 
   Form3.Show(); 
   Shape1.Visible:=true; 
   Shape2.Visible:=true; 
   BitBtn1.Visible:=true; 
end; 
 
initialization 
 
finalization 
 
end. 
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