Using our newly developed explicit three-body (E3B) water model, we simulate the surface of liquid water. We find that the timescale for hydrogen-bond switching dynamics at the surface is about three times slower than that in the bulk. In contrast, with this model rotational dynamics are slightly faster at the surface than in the bulk. We consider vibrational two-dimensional (2D) sum-frequency generation (2DSFG) spectroscopy as a technique for observing hydrogen-bond rearrangement dynamics at the water surface. We calculate the nonlinear susceptibility for this spectroscopy for two different polarization conditions, and in each case we see the appearance of cross-peaks on the timescale of a few picoseconds, signaling hydrogen-bond rearrangement on this timescale. We thus conclude that this 2D spectroscopy will be an excellent experimental technique for observing slow hydrogen-bond switching dynamics at the water surface.
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I
nterfaces play important roles in many disciplines of science. The water liquid/vapor interface, for example, is of great interest in chemistry, biology, and earth science and is an important model system for water in a heterogeneous environment. Of particular interest is understanding the extent to which the structure and dynamics, and ultimately reactivity, of water at the interface differ from those in the bulk. For example, how does the distribution of hydrogen bonds differ between interfacial and bulk water? How anisotropic is the orientation of the water molecules at the interface? In terms of dynamics, how do the diffusion constant, rotational relaxation time, and hydrogen-bond rearrangement time vary as the interface is approached? One can also consider vibrational dynamics processes such as energy relaxation and transfer.
One important technique for addressing these questions is computer simulation. Models used in these calculations for the water surface range from rigid, fixed-point-charge two-body models (1) (2) (3) , to fluctuating charge or polarizable models (4, 5) , to ab initio molecular dynamics calculations (6) (7) (8) (9) (10) . Regarding static properties, for example, some effort has been expended toward understanding what fraction of H atoms in the surface layer are hydrogen bonded, and what fraction of molecules do not donate any hydrogen bonds (nondonors or "acceptor-only" molecules) (6, 9) . In terms of dynamics, it is generally found that diffusion is faster at the interface than in the bulk (1, 4, 10) , and rotational relaxation is also faster (3, 6, 7, 10) . On the other hand, two studies with fixed-charge two-body models show that hydrogenbond rearrangement is slower at the interface (2, 3) , whereas one study with a fluctuating-charge model shows that hydrogen-bond rearrangement is faster (5) . In this latter study the authors conclude that this is generally true for polarizable models.
Because of its surface sensitivity, vibrational sum-frequency generation (SFG) spectroscopy (11, 12) has become one of the most powerful experimental techniques for the study of interfaces, including the one separating liquid water and its vapor (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) . In a vibrational SFG experiment, infrared (IR) and visible laser pulses are incident on the interface, and the signal is detected at the sum of the frequencies of these incoming beams.
For the water liquid/vapor interface one can think of the SFG intensity as the vibrational spectrum of the water molecules near the surface (29, 30) . Intensity-level SFG spectra of the OH stretching mode of water show two major features for this system. A sharp peak near 3,700 cm −1 indicates the existence of dangling or "free" OH groups at the water surface. The other broad band in the frequency region from 3,000 to 3,600 cm −1 is interpreted as arising from hydrogen-bonded OHs (13, 14) .
Further interpretation of SFG results was catalyzed by two major advances. First, studying the isotopically dilute HOD in D 2 O (or H 2 O) system has helped in the interpretation of spectra, because the frequency mismatch of OH and OD stretches largely eliminates the effects of vibrational couplings, which greatly complicate the measured spectra for neat water (31, 32) . Second, the invention of phase-sensitive SFG enables the direct measurement of the imaginary part of the second-order complex susceptibility χ 2 (whereas the conventional experiments measure jχ 2 j 2 ) (33, 34) . Because Im(χ 2 ) contains only resonant contributions, it is analogous to an absorption spectrum and is easier to interpret and to calculate. Moreover, Im(χ 2 ) is signed, and the sign is related to the projection of the OH (OD) transition dipole onto the surface normal. Recently, Shen and coworkers measured Im(χ 2 ) for both the neat and the isotope-labeled water liquid/vapor interfaces (35, 36) . These phase-sensitive SFG results for HOD/D 2 O show three major features: a sharp positive peak at about 3,700 cm −1 corresponding to the upward-pointing dangling OH bonds and negative and positive bands at about 3,500 and 3,300 cm −1 , respectively, attributed to hydrogenbonded water OHs (36) . The latter two peaks were interpreted by the authors as "water-like" molecules with downward-pointing OH bonds and "ice-like" molecules with upward-pointing OH bonds, respectively (36, 37) .
As mentioned above, phase-sensitive SFG allows for a better comparison between experimental results and theoretical calculations. Although recent papers by Geissler, Shen, and coworkers show that in principle magnetic-dipole and electric-quadrupole terms should be included in a correct SFG calculation (38) (39) (40) , in practice nearly all calculations have used the electric-dipole approximation. Most of the widely used two-body water models fail to reproduce the positive band in the low-frequency region of the phase-sensitive SFG spectrum (41) (42) (43) (44) (45) (46) . Morita and coworkers have developed a polarizable and flexible classical water model that successfully qualitatively reproduces Im(χ 2 ) of the neat H 2 O surface, and they assigned the positive signal in the hydrogenbonding region to induced dipoles perpendicular to the water surface (28, 47, 48) . This conclusion was also in agreement with their results from hybrid quantum mechanics/molecular mechanics molecular dynamics (MD) simulations (49) . Our group has used the newly developed explicit three-body (E3B) water model (50, 51) , which includes three-molecule interactions, to calculate Im(χ 2 ) using a mixed quantum/classical approach. The calculations also qualitatively reproduce the experimental spectra. The two features in the hydrogen-bonding region were found to result from canceling contributions from water molecules with different hydrogen-bonding configurations (46, 52) , with especially large contributions from four-hydrogenbonded double-donor molecules and two-hydrogen-bonded single-donor molecules.
Although conventional SFG spectroscopy can provide structural information about an interface, in the case of water, where the spectrum is dominated by inhomogeneous broadening, it is unable to probe the dynamics. To study dynamics, one-dimensional (1D)SFG needs to be extended to two dimensions (2D), much like IR spectroscopy has recently been extended to 2DIR (53) . In a time-domain 2DIR experiment, the sample is subjected to three IR pulses, separated by two time intervals t 1 and t 2 , and the signal is heterodyne detected at a time t 3 later. The signal is then Fourier transformed in t 1 and t 3 , leading to two frequency dimensions ω 1 and ω 3 . A series of 2DIR spectra is collected as a function of t 2 , the "waiting time." Roughly speaking, the 2DIR spectrum can be thought of as the joint probability density that the chromophore has frequency ω 1 at time 0 and ω 3 at time t 2 . Thus, the experiment naturally reports on dynamic processes such as spectral diffusion and chemical exchange (53) . 2DIR spectroscopy has been widely used to study dynamics in bulk water, including hydrogen-bond dynamics (54) (55) (56) (57) (58) (59) (60) , rotations (61) (62) (63) , and vibrational energy transfer (64) (65) (66) (67) (68) (69) . However, 2DIR, a third-order nonlinear spectroscopy, is not surface sensitive. Therefore, 2DSFG, a fourth-order nonlinear spectroscopy, is needed to study the dynamics at the interfacial region.
In 2DSFG, four laser beams are incident on the sample: three time-delayed IR pulses followed by a visible pulse (70) . Although some related and beautiful ultrafast pump-probe SFG and homodyne-detected 2DSFG experiments have been performed to measure vibrational relaxation, rotational dynamics, and vibrational energy transfer at the water surface (71) (72) (73) (74) (75) (76) , to the best of our knowledge the heterodyne-detected 2DSFG experiment for the air/water interface (and especially desirably, for HOD/ D 2 O or HOD/H 2 O) has not yet been performed. Indeed, only two heterodyne-detected 2DSFG experiments on any system have been reported (70, 77) . Xiong et al. measured the heterodyne-detected 2DSFG spectrum of CO molecules adsorbed on a platinum surface (70), whereas Singh et al. measured the heterodyne-detected 2DSFG spectrum for the interface of HOD/D 2 O with the positively charged surfactant cetyltrimethylammonium bromide (77) . This latter system provides a stronger signal than that for the air/water interface, because the electric field from the surfactant produces substantial alignment of the water molecules. A theoretical 2DSFG calculation by Nagata et al. using a classical approach has appeared for water at a lipid monolayer interface (78) .
In this paper, we simulate the liquid/vapor interface using our E3B water model (51, 52) . We calculate the hydrogen-bond rearrangement time-correlation function for the surface molecules, finding that it decays on a timescale of about 4 ps, which is significantly slower than the corresponding timescale for the bulk. We can contrast this to the timescale for rotational motion, which for our model is faster at the surface than in the bulk. We also calculate the 2DSFG signal for different polarizations, as a function of waiting time. Cross-peaks grow in on the timescale of the hydrogen-bond rearrangment time. This demonstrates the promise of the 2DSFG technique for an experimental measurement of spectral diffusion and chemical exchange at the water surface and hence an experimental measurement of structural relaxation in the interfacial region.
Molecular Dynamics Simulation
Details of the E3B water model and the MD simulation protocol are described elsewhere (46, 51) . Briefly, the MD simulation with the E3B water model is performed in the canonical ensemble. The simulation box consists of 500 water molecules. The size of the rectangular box is 2.46 × 2.46 × 7.39 nm 3 , producing liquid and vapor slabs. Standard 3D periodic boundary conditions are applied. Electrostatic interactions are calculated using particlemesh Ewald summation, and the Lennard-Jones interactions are truncated at 9 Å. The system is maintained at constant temperature (298 K) by means of a Berendsen thermostat (79) with coupling parameter τ = 0.5 ps. The equations of motion are propagated with a 1-fs time step. After an equilibration run of 1 ns, the production run of 20 ns is performed and sampled every 10 fs. The GROMACS package (80, 81) , home modified for implementing the E3B model, is used to perform the simulation.
We are interested in contrasting the hydrogen-bond rearrangement dynamics for surface and bulk water molecules. To that end, we must first define what we mean by surface molecules. From the simulation one can compute the density profile as a function of, for example, the oxygen position. One finds that it decreases monotonically from the bulk liquid value to the value (essentially zero) for the vapor phase. One often defines the interfacial region to be that where the density decreases from 90 to 10% of the bulk value, which for E3B water is roughly 4 Å wide. Any molecule whose oxygen atom is in this region at a given time is defined to be a surface molecule.
Next we must define what we mean by a hydrogen bond. There are myriad definitions in the literature-we choose an electronic structure-based definition involving the σ * OH orbital occupancy associated with every H atom (60, 82) . When this occupancy, due to charge transfer from lone-pair electrons on a nearby O atom, is above a certain threshold value, we say there is a hydrogen bond between these two atoms. At every instant in time one can then define the number of hydrogen bonds n that a molecule makes with its neighbors. The equilibrium hydrogen-bonding time-correlation function is defined to be (83, 84)
where δnðtÞ = nðtÞ − hni, and〈n〉is the average number of hydrogen bonds. This time-correlation function is calculated for all molecules defined to be in the surface region at both times 0 and t. Fig. 1 displays the hydrogen bond number fluctuations for the surface and the bulk. One sees clearly that the timescale for hydrogen-bond rearrangement is significantly slower at the surface. A rough measure of the decay time can be obtained by fitting each time-correlation function to a single exponential after the initial fast drop. The relaxation times for the time-correlation functions at the interface and in the bulk are 3.7 and 1.2 ps, respectively. Slower switching dynamics at the surface presumably result from the lower density of the interface and the concomitant relative paucity of hydrogen-bond accepting partners (10, 57, 58, 85, 86) . Quantitative estimates for the extent of slowdown at the interface depend on the type of hydrogen-bonding time-correlation function used in the calculations (2, 5, 83, 84) and also on the water model [and the associated populations of different hydrogen-bonded species through the interface (8, 46) ]. We can also calculate the timescale for molecular reorientation through the P 2 time-correlation function C 2 ðtÞ defined by
where P 2 is the second-order Legendre polynomial andûðtÞ denotes the unit vector along the OH bond. Also shown in Fig. 1 is C 2 ðtÞ for bulk water and the interface (for molecules in the surface region for both times 0 and t). Both curves have a fast initial decay due to librational motion (62, 63, 87) , followed by a slow relaxation. In this case one can clearly see that reorientation dynamics are slightly faster at the interface. After the fast initial drop, the time-correlation function is fit to a single exponential, which gives the relaxation time of 3.0 ps on the surface vs. 3.3 ps in the bulk. The faster reorientational motion on the surface is presumably caused by the lower number of hydrogen bonds and hence fewer constraints on the rotational motion. This interesting situation where the hydrogen-bond switching dynamics are slower at the surface compared with the bulk, whereas the reorientation dynamics are faster, is in agreement with a number of other simulations (1-3, 6, 7, 10) .
2DSFG Spectroscopy
In a 2DSFG spectroscopy experiment, the sample is exposed to four sequential laser pulses. The first three are ultrafast IR pulses with wave vectorsk 1 ,k 2 , andk 3 , characterized by a broad range of frequencies. The last one is a visible pulse with wave vectork vis (70, 78) . The response of the sample is determined by the incident and scattered light wave vectors and polarizations. The emitted signal reflects the appropriate elements of the fourth-order susceptibility tensor χ 4 (11, 12, 70, 78, (88) (89) (90) . In the present study, we first consider the sspss polarization condition, in which case the signal, visible, and first two IR pulses are polarized perpendicular to the plane of incidence and in the plane of interface (s), whereas the third IR pulse is polarized in the plane of incidence (p). In this case, the measured signal is related only to a single element of the susceptibility tensor χ xxzxx 4
(definingẑ as the direction of the surface normal and the y -z plane as the incident plane), and the normalized line shape is independent of the experimental incident angles (assuming frequency-independent Fresnel factors). We also consider the ssppp signal, which is related to a linear combination of four tensor elements: χ . In this case the precise linear combination depends on the incident angles and Fresnel factors (89-91) (which in turn depend on these angles and the indexes of refraction of the air, water, and interface). For this calculation we choose the incident angles of the first two IR beams to be 56°a nd the angle of the third IR beam to be 40°(75), and we take the indexes of refraction to be 1, 1.18, and 1.33 for air, the interface, and the liquid, respectively (91) . Note that, again assuming frequency-independent Fresnel factors, the linear combination of the four tensor elements is independent of the incident angle of the visible beam.
The interactions between light and matter can be depicted by double-sided Feynman diagrams in Liouville space (11, 53, 88) . 2DSFG spectroscopy follows the same Feynman diagram pathways as 2DIR spectroscopy does, except the last incident visible light excites the system to a "virtual" electronic state (70, 78) . Therefore, similarly to 2DIR spectroscopy (92), six Feynman diagram pathways are measured in the experiment, meaning six four-point timecorrelation functions need to be computed. They are listed in the Postscript, as is an explicit expression for the observable Im(χ 4 ).
In this paper we consider dilute HOD in H 2 O and focus on the OD stretch. We choose this system instead of HOD/D 2 O for two reasons: first, it is primarily H 2 O, which is of greater interest than D 2 O; and second, because the OD stretch has a longer lifetime than the OH stretch, experimentally one can obtain signals out to longer waiting times t 2 . To calculate spectra for dilute HOD in H 2 O, a simulation should in principle be performed with only one HOD water molecule in a box of H 2 O. However, a very long trajectory is needed to obtain adequate averaging in this case. Instead, we run a simulation of neat H 2 O, because the dynamics of an individual HOD molecule in H 2 O and that of neat H 2 O are almost indistinguishable (93) . Then we treat each OH bond as a putative OD bond and sample over all of the H atoms. More details about the SFG spectroscopy calculations can be found in ref. 46 .
The protocols for calculating the frequencies, and transition dipoles and polarizabilities, needed for such spectra have been described elsewhere (46, 94, 95) . The 1-0 transition frequency maps are from ref. 94 , and the dipole derivative μ′ is taken from ref. 95 . The 2DSFG calculation also requires 2-1 transition maps, which have not been reported previously for the E3B model. As a result, we have fitted new ω 21 and x 21 maps, using the procedure discussed in ref. 94 . For the E3B water model, all of the maps used in the present study are given in Table 1 . As before, we make the usual approximations regarding adding lifetime effects phenomenologically (53), and we take the OD stretch lifetime to be 1.8 ps (96) . The lifetime introduces only minor effects to the spectra so its precise value is not very important. Fig. 2 displays the calculated 2DSFG spectra for waiting times of t 2 = 0, 0.8, 2.4, 6, and 12 ps, for the sspss and ssppp polarizations. The spectra have been normalized to the largest (positive or negative) peak at each t 2 . To interpret these spectra, first consider zero waiting time, when no spectral diffusion or chemical exchange (in this case, transitions between free and hydrogen-bonded OH) takes place. In Fig. 3 , the diagonal cuts (ω 1 = ω 3 ) of the two spectra are shown and compared with the (1D)SFG spectrum. The amplitude along the diagonal is qualitatively similar to the (1D)SFG spectrum (46) and has a positive peak at about 2,720 cm −1 , a negative peak at about 2,575 cm
, and a positive peak at about 2,450 cm −1 . These three peaks correspond precisely to the peaks at about 3,700, 3,500, and 3,300 cm −1 , respectively, for HOD/D 2 O, as discussed in the introductory section. Response functions 1, 2, 4, and 5 produce these peaks. In addition, response functions 3 and 6 produce the three peaks at lower frequency ω 3 in Fig. 2 . These three peaks come from the 1-2 transitions associated with each of the 0-1 peaks, whose frequencies are red shifted from the 0-1 transitions because of anharmonicity, and like in 2DIR, in each case they have the opposite sign from the 0-1 peaks. The spectra for the two polarization conditions are different because they involve different polarizations for the first two IR pulses. In particular, the sspss amplitude for the free OD peak at about 2,720 cm −1 is much weaker than the ssppp amplitude, because the free OD, with its propensity to point out to the vapor phase, gives a small amplitude with s-polarized (in the plane of the interface) light. However, otherwise the two spectra are qualitatively similar.
At the other extreme we can consider long waiting timeslong enough so that the frequencies and orientations of a given OD stretch are uncorrelated at times 0 and t 2 . This means that each of the response functions factors into two terms. For example, R 1 (Eq. 4a) becomes 
The consequence is that the 2DSFG line shape is essentially a product of the 1D ssp SFG line shape in the ω 3 direction and the bulk liquid IR line shape in the ω 1 direction. This is the case for t 2 = 12 ps in Fig. 2 . In addition, however, the spectrum in the ω 3 direction also has the 1-2 peaks (from R 3 and R 6 ), with the appropriate signs. In this case, the 1-2 free-OD peak adds to the (negative) OD peak at about 2,575 cm −1 , the 1-2 transition of this latter peak adds to the (positive) OD peak at about 2,450 cm
, and the 1-2 transition for this latter peak is visible (and is negative) at about 2,325 cm positive and negative bands along the ω 3 axis. Also note that the sspss and ssppp 2DSFG spectra are the same in this long waitingtime limit, because the ss and pp bulk IR spectra are, of course, the same.
Finally, we can consider intermediate waiting times such that the frequencies of OD stretches have changed (due to spectral diffusion and/or chemical exchange), but the frequencies and orientations at the two times 0 and t 2 are not uncorrelated. For example, on this timescale free-OD and hydrogen-bonded OD stretches may have interconverted. In a 2DIR experiment spectral diffusion is manifest as broadening of all 0-1 peaks, below and above the digaonal, whereas chemical exchange appears as crosspeaks, below and above the diagonal (53) . In a 2DSFG experiment, however, this is in general not the case, because the signal is not symmetric with respect to ω 1 and ω 3 , as discussed above. In this case, the cross-peaks are suppressed below the diagonal. For example, in Fig. 2 for t 2 = 2.4 ps, both spectra show intense crosspeaks at ω 1 = 2,525 cm −1 and ω 3 = 2,720 cm
. These arise from OD stretches that were hydrogen bonded at time 0, but are free ODs at time t 2 . However, in the cross-peak region below the diagonal (ω 1 = 2,720 cm −1 and ω 3 = 2,525 cm
), the signal for the transition from free OD to hydrogen-bonded OD is difficult to observe. The important point is that the growth of the cross-peaks above the diagonal as t 2 increases reports directly on the hydrogenbond rearrangement at the surface. Indeed, one sees that the observed timescale for the growth of these peaks is similar to the surface hydrogen-bond rearrangement time of 3.7 ps as shown in Fig. 1 .
Water molecules at the surface are in many different hydrogenbonding environments. One would like to be able to understand the detailed kinetics of transitions among these environments. However, 2DSFG is an imperfect probe of such kinetics, because it labels frequencies but not necessarily environments. Moreover, as we have seen, SFG involves much cancellation of signals from different types of molecules (46), and 2DSFG involves further cancellation between 0-1 and 1-2 transitions. Therefore, the experimental situation is quite complicated. Still, one would like to know the timescale that a free OD converts into molecules that produce the negative feature [in the (1D)SFG spectrum] at 2,575 cm , etc. To this end, we have very recently tried again (97) to identify those molecules that produce the various spectral features, and we find that the largest contribution to the free-OD peak comes from 2 S molecules [those with one acceptor and one donor hydrogen bond (60) ], the largest contribution to the negative peak comes from hydrogen bonds between a 2 S donor and a 4 D acceptor (a 4 D molecule has two donor and two acceptor hydrogen bonds), and the largest contribution to the positive peak at low frequency comes from hydrogen bonds between a 4 D donor and a 2 S acceptor.
To investigate the kinetics of these three classes (2 S , 2 S -4 D , and 4 D -2 S ) of OD stretches, we consider molecules that are in the surface region and in one particular class at t = 0 and then calculate the nonequilibrium average frequency hωðtÞi for these molecules as time evolves (but we include only those molecules that are still in the surface region at the later time t). Thus, each of these nonequilibrium averages will decay to the global (surface) average〈ω〉as hydrogen-bond rearrangement occurs. The results for hωðtÞi − hωi are shown in Fig. 4 (Upper) . Interestingly, we see that for the 2 S and 4 D -2 S OD stretches, the nonequilibrium averages decay monotonically to the global surface average, whereas for the 2 S -4 D OD stretches, the nonequilibrium average goes from below to above the global average before relaxing to equilibrium. This suggests that these 2 S -4 D OD stretches are first breaking the OD hydrogen bond (to become 2 S molecules?) before reaching global (surface) equilibrium. In any case, we see that the timescale for evolution to the average frequency is roughly the same for all three classes, which means that there is probably only a single timescale for hydrogen-bond rearrangement at the surface. 2DSFG spectroscopy should easily be able to determine that timescale. In Fig. 4 (Lower), we also show the analogous results for bulk water, and one again clearly sees that hydrogen-bond rearrangement occurs about three times faster in the bulk than at the surface.
Conclusions
The E3B model has been developed with the expectation that it will be more accurate than two-body water models for simulating water in heterogeneous environments such as the liquid/vapor interface. This model has shown promise by its ability to reproduce and interpret the (1D)SFG spectrum (46) . In this paper, we use the model to investigate molecular dynamics near the interface. We find that the dynamics for hydrogen-bond rearrangement at the surface are a factor of about 3 slower than in the bulk due to the lower density of the surface.
We suggest that heterodyne-detected 2D vibrational sumfrequency generation spectroscopy of isolated HOD in H 2 O (D 2 O) may be a useful technique for the experimental measurement of hydrogen-bond rearrangement dynamics at the surface. We calculate the susceptibility for such an experiment, using the E3B model, and find that the appearance of cross-peaks between the free-OH and hydrogen-bonding regions provides a clear signature of this slow hydrogen-bond rearrangement timescale. It appears that heterodyne-detected 2DSFG spectroscopy on the water/vapor interface will be experimentally feasible in the near future. The comparison between theory and this experiment will provide more insight into the nature of the water surface.
Postscript-2DSFG Response Functions
The six 2DSFG response functions for an isolated chromophore are The indexes i, j, k, l, m correspond tox,ŷ, orẑ components, as described above.
2DSFG and 2DIR have the same phase-matching conditions, and therefore the rephasing signal is in the −k 1 +k 2 +k 3 +k vis direction and the nonrephasing signal is in thek 1 The final 2DSFG spectrum is calculated from Fourier transformation of the response functions in both the t 1 and the t 3 coherence times. The rephasing and nonrephasing parts are added together to eliminate the phase twisting effect (53) and hence generate the absorptive spectrum. Therefore, under the impulsive limit approximation (the incident laser pulses are temporal δ-functions), the 2DSFG spectrum is given by 
