In this paper, we obtain a characterization of invariant measures of stochastic evolution equations and stochastic partial differential equations of pure jump type. As an application, it is shown that the equation has a unique invariant probability measure under some reasonable conditions.
Introduction
Consider the following stochastic evolution equation of pure jump type dY (t) = −AY (t)dt + 
in the framework of Gelfand triple:
where V , H are two separable Hilbert spaces such that V is continuously, densely imbedded in H and we identify H with its dual; Z is a measurable space; −A is the infinitesimal generator of a strongly continuous semigroup, f is a measurable mapping from H × Z into H , N (dt, dz) is a Poisson counting measure on R + × Z . Eq. (1.1) includes stochastic partial differential equations as a special case when −A is a differential operator. The solutions are considered to be weak solutions (in the PDE sense) in the space V and not as mild solutions in H as is more common in the literature. The stochastic evolution equations of this type driven by Wiener processes were first studied by Pardoux in [12] and subsequently in [9] . The existence and uniqueness of the solutions of Eq. (1.1) can be found, for example, in [14] . The aim of this paper is to investigate the existence of invariant measures for Eq. (1.1). We obtain a characterization of the invariant measures of Eq. (1.1), extending the results of A. Lasota and Traple in [10] to infinite dimensions. The extension is non-trivial and the proof is much more involved than that in [10] . The main difficulty comes from the fact that there are no natural spaces in the infinite dimensional setting on which the semigroup P t generated by the solution of Eq. (1.1) is strongly continuous. P t , t ≥ 0 is certainly not strongly continuous on C b (H ), the space of bounded continuous functions on H . It is not even true when f = 0. There are no natural L p spaces either because of the lack of reference measures in infinite dimensional spaces. The standard general theory for strongly continuous semigroups cannot be applied to our situation. We notice that weakly continuous semigroups were studied in [3] [4] [5] by Cerrai. (see also related works [11, 13] ). However, it is not clear either that our semigroup P t , t ≥ 0 is weakly continuous because of the multiplicative noise. Therefore, we have to study the regularity of the semigroup P t and provide every result we need. Invariant measures for stochastic evolution equations driven by Wiener processes and infinite dimensional diffusion processes in general have been studied by many people, we refer readers to [1, 2, 7] and references therein.
The paper is organized as follows. In Section 2, we set up the framework and state the main result. Section 3 is devoted to the proof of the main result. Examples will be given in Section 4.
Framework and statement of the main result
Let (Ω , F, P) be a probability space equipped with a filtration {F t } satisfying the usual conditions. Let (Z , B(Z )) be a measurable space and n(dz) a σ finite measure on it. Let p = ( p(t), t ∈ D p ) be a stationary F t -Poisson point process on Z with characteristic measure n(dz), where D p is a countable subset of [0, ∞) depending on random parameter ω (see [8] ). Denote by N (dt, dz) the Poisson counting measure associated with p, i.e., N (t, A) = s∈D p ,s≤t I A ( p(s)).
We introduce the following hypotheses: (H.1) Let A be a bounded linear operator from V to V * satisfying the coercivity condition: There exist constants α > 0 and λ 0 > 0 such that
where Au, u = Au(u) denotes the action of Au ∈ V * on u ∈ V. (H.2) There exists a constant
Under the hypotheses (H.1), (H.2) and (H.3), it is well known (see [14] , for example) that there exists a unique H -valued progressively measurable process Y = (Y (t)) t≥0 such that
is the Hilbert space of progressively measurable, square integrable, V -valued processes equipped with the inner product a,
is the space of all càdlàg paths from [0, T ] into H . Denote by Y (t, h) the solution of (2.4), with the initial value Y (0) = h. Due to the uniqueness of the solution and the stationarity of the Poisson point process p = ( p(t), t ∈ D p ), it follows that (Y (t, h), t ≥ 0) is a Markov process (See for instance, Theorem 9.8 in [6] and also [8] ). If ϕ ∈ B b (H ), then we define for t ≥ 0 and h ∈ H :
Then P t , t ≥ 0 forms a semigroup on B b (H ). Clearly, P t ϕ can be similarly defined for any non-negative Borel function ϕ.
To study the invariant measures, we also need the further assumptions. (H.4) a =: n(Z ) < +∞. (H.5) f (y, z) is continuously differentiable with respect to y and there exists an integrable function C 3 (z) (w.r.t. n(dz)) such that
, where L(H ) is the space of bounded linear operators from H to H .
Denote by C 3 = Z C 3 (z) n(dz). (H.6) There exists a complete orthonormal basis {e n } ∞ n=1 of H such that A * e n = λ n e n , n = 1, 2, . . . ; λ n > 0, where A * stands for the adjoint of A. Throughout this paper, we assume (H.1)-(H.6).
Let C b (H ) be the space of bounded, continuous functions on H and c(y, z) = y + f (y, z).
Let W t be the semigroup on C b (H ) defined by
where {S(t), t ≥ 0} denotes the strongly continuous semigroup on H generated by −A. Note that W t in general is not strongly continuous on
Denote by M(H ) the set of all the finite Borel measures on (H, B(H )). Define linear operators
and
where g, µ stands for the integration of g against µ.
Set P = Q * R * a , where a is the constant in (H.4). The following main result is a characterization of invariant measures of Eq. (1.1).
(2) Assume there exists µ ∈ M(H ) such that µP t = µ for all t > 0, where µP t is the same as the one in (1) .
Remark 2.2. The actual proof of Theorem 2.1 is short. The reader may wish to read the proof first at the end of Section 3. A large part of the paper is devoted to justifying the otherwise formal calculation. However, the calculation is not formal in finite dimensions (see [10] ).
We end this section with some examples of A that satisfy (H.1).
Denote by a(x) = (a i j (x)) a matrix-valued function on R d satisfying the uniform ellipticity condition:
Then (H.1) is fulfilled for (H, V, A).
Example 2.4. Stochastic evolution equations associated with fractional Laplacian:
where ∆ α denotes the generator of the symmetric α-stable process in R d , 0 < α ≤ 2. ∆ α is called the fractional Laplace operator. It is well known that the Dirichlet form associated with ∆ α is given by
Define
Then (H.1) is fulfilled for (H, V, A).
Proof of Theorem 2.1
This section is devoted to the proof of the main result. To this end, we need to prove a number of preliminary results. Recall that S(t) is the semigroup generated by −A. S(t) is analytic and by the Hille-Yosida theorem, there exist ω, M ∈ R 1 such that |S(t)| ≤ Me ωt . Firstly, we note that the weak solution Y (t, h) of Eq. (1.1) is also a mild solution, i.e., Y satisfies
The following result is an L 2 -estimate for the solution Y .
Proof. Define a stopping time by
By finite dimensional approximations and the Itô formula, it follows that
In the following, C will denote a generic constant, the values of which might change from line to line. Set
By Burkhölder's inequality, (2.2) and the definition of τ N ,
Also,
where the third equality is a consequence of the fact that {s; Y (s−, h) = Y (s, h)} is countable. Therefore, it follows from (2.1) and (3.2) that
Furthermore,
By Gronwall's inequality, this implies that
Since τ N ∧ T → T, a.s as N → ∞, using Fatou's lemma, we get
Denote by Ψ the space of all H -valued predictable processes Y such that
For any Y ∈ Ψ and h ∈ H define
Proof. (i) For all Y ∈ Ψ , it is easy to see that K(h, Y ) is differentiable and the derivative
By (H.5) and the Dominated convergence theorem, we see that the above limit tends to 0 as λ → λ 0 , and Ỹ (·, h) ). By Lemma 3.2 and the similar arguments as in Appendix C in [7] , we can conclude that the weak solution Y (·, h) is differentiable at any point h ∈ H in any direction x ∈ H , and
In the following, for simplicity, write
The following simple estimates will be used later. By (3.3) and (H.5),
This implies, by Gronwall's inequality, that
Similarly, 
, and E[ sup
where a = n(Z ) as before. Introduce
Remark that D 2 is not the classical domain of the generator of the semigroup P t , t ≥ 0. Set
Then σ (FC 1 0 ) = B(H ), and because g ∈ C 1 0 (R n ) has compact support we have
The following result provides some regularities of the semigroup P t , t ≥ 0.
Lemma 3.3. If h ∈ FC 1 0 , then P t h ∈ D 1 . Proof. Clearly, P t h ∈ C b (H ). Since h is bounded, by the Dominated convergence theorem, Y (t, x) , e 1 ), (Y (t, x), e 2 ), . . . , (Y (t, x), e n )))
Next, we split the proof into the following steps.
Step 1: First, we prove that P t h(x) ∈ D(A * ). For y ∈ D(A), we have
By virtue of (3.4), we get that
Since the semigroup (S(t)) t≥0 is analytic, S(t)A is a bounded operator satisfying |S(t)Ay| ≤ M(t)|y|. So it follows from (3.7) that
for all y ∈ D(A). This implies that (P t h) (x) ∈ D(A * ) and
Step 2: We will prove that (x, A * (P t h) (x)) is continuous. For x, x 0 ∈ H , write
By (3.8),
To prove lim x→x 0 I 2 = 0, it is sufficient to prove that for any y ∈ H ,
Since |A * (P t h) (x)| is uniformly bounded in x as shown in (3.8), we just need to show (3.9) for y in the dense subset D(A). Before doing that, first we remark that using the representation of the mild solution (3.1) and Burkhölder's inequality, the following limit can be proved easily.
Now, fix y ∈ D(A). As in (3.6) we have
By (3.5) and (3.10),
Observe that
Ay|. Thus we will prove lim x→x 0 I 4 = 0, and hence (3.9) if we show that for any h ∈ H
In view of (3.3), we have
(3.12)
Fix T > 0. Taking expectation in (3.12) and using (H.5), we get for t ≤ T , 13) where C 3 is the constant that appeared in (H.5). By Gronwall's inequality, it follows from (3.13) that
By virtue of (3.10) and (3.5) and (H.5), apply the Dominated convergence theorem to get
This completes Step 2. By (3.7),
Combining this with Step 1 and 2, we see that
Since D 2 is not the domain of the generator of P t in the classical sense, we need the following result.
Proof. Since P t is a Feller semigroup and g ∈ C b (H ), P t g ∈ C b (H ).
On the other hand,
exists. Hence, P t g ∈ D 2 . Moreover,
Proof. By the Itô formula, for any g ∈ D 1 D 2 , we have
Eg (Y (s, x) ) ds.
Since Qg and g are continuous and bounded, it follows that
Since (x, A * g (x)) is continuous and Y (t, x) is right continuous in t, by the Dominated convergence theorem and the definition of D 1 , we obtain that
Hence Lg =L g =Āg + Qg − ag.
In view of Lemma 3.4 and 3.5, if h ∈ FC 1 0 , then P t h ∈ D 2 and
As an easy consequence of the fact
, we have the following result, the proof of which is omitted.
Clearly, (R λ h) (x) ∈ D(A * ), and
By Lemma 3.1 we conclude from (3.15) that R λ h ∈ D 1 with the corresponding φ(x) = C|x| H . Next, we show R λ h ∈ D 2 . By the Itô formula, we know that
Since Q R λ h and R λ h are bounded, there exists a constant M such that
On the other hand, by (3.15)
Noticing that R λ h ∈ D 1 and Y (t, x) is right continuous in t, by the Dominated convergence theorem we have
Hence, R λ h ∈ D 2 and
The following result requires a proof because R λ is not the resolvent ofĀ in the classical sense.
Since D(A) is dense in H , and both sides of the above equation are continuous, we conclude that
We are now in a position to prove the main result.
The proof of Theorem 2.1. (1) From the equation Pµ 0 = µ 0 , µ = R * a µ 0 and the definition of P, it is easy to see that µ 0 = Q * µ. Therefore µ = R * a µ 0 = R * a Q * µ, so for g ∈ C b (H ), we have
Let h ∈ FC 1 0 and g = (a −Ā)P t h. Then by Lemma 3.6, g ∈ C b (H ). By virtue of Lemma 3.7, we substitute g in (3.16) to get (a −Ā)P t h, µ = Q P t h, µ which is L P t h, µ = 0. By Lemma 3.3 and 3.4, we know that P t h ∈ D 1 ∩ D 2 . By Lemma 3.4 and Lemma 3.5, we have
Therefore, applying Lemma 3.4, we have ∀h ∈ FC 1 0 ,
Since σ (FC 1 0 ) = B(H ), by the Monotone class theorem we conclude that µP t = µ. (2) Since µP t = µ, for g ∈ C b (H ) we have P t g − g, µ = 0 . Thus, if g ∈ D 2 , applying Lemma 3.4 we get that
On the other hand, by Lemma 3.5,
So (3.17) yields
Let h ∈ FC 1 0 and g = R a h. Then, by Lemma 3.8, g ∈ D 1 D 2 . Applying (3.18) to g = R a h and using Lemma 3.9, we get
Examples
We denote by Lip(H ) the space of all real-valued Lipschitz continuous functions on H , by M 1 (H ) the set of all the probability measures on (H, B(H )), and introduce the Wasserstein distance on M 1 (H ):
where ν 1 , ν 2 ∈ M 1 (H ) and |g| Lip stands for the Lipschitz constant of g. Recall that (M 1 (H ), d) is a complete metric space. We stress that the following theorem cannot be obtained from the Sunyach Theorem (c.f. [15] ) because our operator U does not correspond to a probability kernel.
Theorem 4.1. In addition to the hypotheses (H.1)-(H.6), we assume:
where C 2 is the constant in (H.3) and a = n(Z ). Then there exists a unique invariant probability measure of P.
Proof. Take ν ∈ M 1 (H ) and define ν 0 = ν, ν n = Pν n−1 , (n = 1, 2, . . .). Denote by U = P * = R a Q. Then d(ν n , ν n−1 ) = sup thus the sequence {ν n } ∞ n=0 is a Cauchy sequence and there exists a µ 0 ∈ M 1 (H ) such that d(ν n , µ 0 ) → 0 as n → +∞. We now verify that µ 0 is an invariant probability measure for P. For any g ∈ Lip(H ), by the definition we have H g(x)ν n (dx) = H g(x)Pν n−1 (dx) = H P * g(x)ν n−1 (dx).
Since P * g(x) = U g(x) is again Lipschitz by the above discussion, we let n → ∞ to obtain Since g is arbitrary, it follows that µ 0 (dx) = Pµ 0 (dx). Next we prove the uniqueness. Suppose that µ 1 , µ 2 are two invariant probability measures of P. Arguing as before, we can show that d(µ 1 , µ 2 ) ≤ βd(µ 1 , µ 2 ).
Since β < 1, it follows that d(µ 1 , µ 2 ) = 0 giving the uniqueness. When λ is large enough, β < 1. Applying the Theorem 4.1, we conclude that that there exists a unique invariant probability measure for the solution of the following stochastic partial differential equation:
du(t, x) = u(t, x) − λu(t, x) + Z f (u(t−, ·), z)N (dt, dz).
