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Resumen: En este trabajo comparamos dos me´todos de expansio´n de la pregunta
en el area de la Recuperacio´n de Informacio´n Visual (RIV): Probabilistic Relevance
Feedback (PRF) y Local Context Analysis (LCA). La principal diferencia observada
entre ambos me´todos es que mientras PRF utiliza para la expansio´n las anotaciones
correspondientes a las primeras ima´genes de un ranking, LCA evita utilizar ano-
taciones corespondientes a ima´genes no relevantes, situadas en esas primeras posi-
ciones, mediante una heur´ıstica basada en coocurrencia. Los resultados muestran
que LCA obtiene mejor precisio´n que PRF a medida que la precisio´n del ranking
utilizado para la expansio´n es menor. Esta observacio´n hace de LCA un me´todo
especialmente adecuado para su utilizacio´n con rankings de baja precisio´n como
los devueltos por sistemas de RIV basados en el contenido de la imagen. Y as´ı lo
demuestran los buenos resultados obtenidos utilizando la variante multimodal de
LCA, que es la u´nica estrategia de expansio´n local que no dan˜a a la diversidad de
los resultados, y a su vez la que obtiene nuestros mejores resultados de precisio´n con
el conjunto de consultas de la tarea ImageCLEFPhoto 2008 – 4o MAP y 5o P20 de
las 1039 ejecuciones automa´ticas enviadas por los participantes –.
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Abstract: In this paper we compare two query expansion methods in the Visu-
al Information Retrieval (VIR) area: Probabilistic Relevance Feedback (PRF) and
Local Context Analysis (LCA). The main difference observed between these meth-
ods is that while PRF assumes that annotations related to top-ranked images are
relevant, LCA avoids to include terms from top-ranked non relevant images of the
ranking using an heuristic based on coocurrence. The experiment results show us
that LCA increases its precision over PRF for those rankings with lowest precision.
Thus, LCA demonstrates to be specially suitable for low precision rankings as the
ones returned by the VIR systems based on the content of the image. Indeed, our
multimodal LCA variation is the only one local expansion strategy which do not
hurt the diversity of the results and the one which reach our best precision results
with the ImageCLEFPhoto 2008 task query set – 4o MAP and 5o P20 within the
1039 automatics runs submitted by the participants –.
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1. Introduccio´n
La gran variedad de formatos digitales ex-
istentes en la red y el boom de los contenidos
multimedia, hacen necesario desarrollar y/o
adaptar herramientas de bu´squeda de infor-
macio´n a las caracter´ısticas de estos nuevos
forma´tos como son el video y la imagen en-
tre otros. Actualmente los buscadores com-
erciales de contenidos multimedia, como los
bien conocidos Youtube1 o Flickr2 , basan las
bu´squedas so´lo en el texto que acompan˜a a la
imagen o al video. El desarrollo de este tipo
de herramientas esta´ dentro del a´rea de in-
vestigacio´n de la Recuperacio´n de Informa-
cio´n Visual (RIV), que es donde se encuadra
el trabajo que aqu´ı presentamos. La RIV po-
1http://www.youtube.com
2http://www.flickr.com
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dr´ıamos decir que es un a´rea espec´ıfica den-
tro de la Recuperacio´n de Informacio´n (RI),
en la cual de hecho inicialmente se han uti-
lizado sistemas de RI tradicionales sin ningu-
na adaptacio´n especifica a la RIV para llevar
a cabo bu´squedas utilizando las anotaciones
que acompan˜an a las ima´genes. As´ı, las colec-
ciones que utilizan los sistemas de RIV estan
compuestas de colecciones de ima´genes y de
las anotaciones que describen a las mismas.
Histo´ricamente en el a´rea de la RIV se han
utilizado dos enfoques para llevar a cabo la
RI de ima´genes: En los inicios de la RIV a
finales de los an˜os 70, los sistemas de RIV
se basan en las anotaciones que acompan˜an
a las ima´genes, se trata pues de sistemas de
RIV Basados en Texto (RIBT). Ma´s tarde a
principios de los an˜os 90, en un intento de su-
perar la dependencia de los sistemas de RIBT
de la existencia de anotaciones textuales de
una imagen para su indexacio´n, surgen los
sistemas de RIV Basados en el Contenido de
la Imagen (RIBC) (Grubinger, 2007).
Finalmente en los u´ltimos an˜os a medida
que las tecnolog´ıas utilizadas por los sistemas
de RIBC han ido madurando, un tercer en-
foque para afrontar el problema de la RIV
ha surgido, se trata de los sistemas que com-
binan tecnolog´ıas basadas en texto y en im-
agen. En este contexto se han venido orga-
nizando competiciones como el ImageCLEF3
que es una tarea espec´ıfica de RIV que bus-
ca estimular el desarrollo de sistemas mul-
timodales utilizando colecciones de ima´genes
con anotaciones reducidas de las mismas para
la evaluacio´n y comparacio´n entre sistemas,
y que se celebra en el marco de las competi-
ciones anuales del CLEF4.
El objetivo de este trabajo es comparar
dos estrategias textuales de expansio´n local
de la consulta que han sido utilizadas, por
un lado como te´cnicas de expansio´n local de
la consulta en sistemas textuales de RIV y
por el otro como estrategias de combinacio´n
multimodal en sistemas basados en texto e
imagen. Las estrategias que comparamos son
Probabilistic Relevance Feedback (PRF) y
Local Context Analysis (LCA). PRF ha si-
do ampliamente utilizada como te´cnica de
expansio´n local en sistemas textuales (Dı´az-
Galiano et al., 2007) y como estrategia de
combinacio´n multimodal (Gao et al., 2007) –
utilizando las anotaciones asociadas al rank-
3http://www.imageclef.org
4http://www.clef-campaign.org
ing devuelto por un sistema de RIBC –. En
cuanto a LCA, que es una estrategia de ex-
pansio´n local conservadora de la consulta
que goza de menor popularidad que PRF,
el u´nico precedente que existe de utilizacio´n
como te´cnica de combinacio´n multimodal en
RIV es el que presentamos en nuestra par-
ticipacio´n en la subtarea Photo de la edicio´n
del 2008 del ImageCLEF. (Navarro, Llopis, y
Mun˜oz, 2008).
A partir de los buenos resultados
obtenidos con la versio´n multimodal de
LCA en nuestra participacio´n en la citada
subtarea Photo del ImageCLEF 2008, en
este trabajo nos centramos en comparar
PRF y LCA como me´todos de expansio´n
local en el a´mbito de la RIBT. Nuestro
objetivo es hallar evidencias en el mayor
nu´mero posible de conjuntos de consultas y
de colecciones de ima´genes, que justifiquen
los buenos resultados obtenidos por LCA en
su versio´n multimodal.
El sistema que hemos utilizado para la
RIBT es IR-n (Llopis, 2003), se trata de un
sistema basado en pasajes, que ha demostra-
do en diferentes competiciones mejores resul-
tados que los obtenidos por la mayor´ıa de los
sistemas de RIBT basados en documentos.
(Navarro, Mun˜oz, y Llopis, 2008a; Navarro,
Mun˜oz, y Llopis, 2008b).
El art´ıculo esta estructurado como sigue:
en primer lugar presentamos las principales
caracter´ısticas del sistema IR-n centra´ndonos
en los me´todos de expansio´n local automa´tica
utilizados. A continuacio´n describimos las
colecciones utilizadas, los experimentos y
los resultados obtenidos. Finalmente infor-
mamos de las conclusiones y de las propues-
tas de trabajos futuros extra´ıdas a partir de
los resultados.
2. Sistema IR-n
Para llevar a cabo los experimentos hemos
utilizado IR-n, un sistema de recuperacio´n
de informacio´n basado en pasajes. Este tipo
de sistemas tratan cada documento como un
conjunto de pasajes, donde cada pasaje de-
limita una porcio´n de texto del documento.
Al contrario que los sistemas basados en doc-
umentos, los sistemas basados en pasajes per-
miten dar mayor relevancia a aquellos doc-
umentos donde los te´rminos de la consulta
aparecen en posiciones ma´s cercanas entre si
(Llopis, 2003).
IR-n utiliza listas de palabras de parada
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y stemmers para determinar que informacio´n
de un documento es utilizada para la recu-
peracio´n de informacio´n. Por un lado, la lista
de palabras de parada de cada idioma con-
tiene te´rminos que son ignorados por el sis-
tema por considerar que su presencia en la
consulta o en un documento no es lo suficien-
temente significativa como para determinar si
un documento es relevante para una consulta.
Por otro lado, el stemmer de cada idioma es
utilizado para obtener la ra´ız de cada te´rmi-
no – eliminando sufijos y/o prefijos – tanto
de los te´rminos de la consulta en la fase de
bu´squeda como de los te´rminos de los docu-
mentos en la fase de indexac`ıo´n de la colec-
cio´n. Una lista de los stemmers y las listas de
palabras de parada utilizadas por IR-n puede
ser consultada en www.unine.ch/info/clef.
Adema´s IR-n permite seleccionar entre
diferentes modelos de recuperacio´n. El mode-
lo de recuperacio´n utilizado determina como
se va a medir la similitud entre un texto y
una consulta, para ello cada modelo utiliza
una fo´rmula que valora el nu´mero de te´rmi-
nos de la consulta que esta´n presentes en el
documento y el poder discriminador de cada
uno de estos te´rminos en la coleccio´n.
2.1. Expansio´n Local de la
Consulta
En RIBT la estrategia de expansio´n local
de la consulta ma´s extendida es la de Prob-
abilistic Relevance Feedback (PRF) (Robert-
son y Sparck Jones, 1977). Esta estrategia
considera como relevantes los m primeros
documentos devueltos en un ranking, a partir
de los cuales extrae los j primeros te´rminos
mejor valorados segu´n la Fo´rmula (1) aplica-
da a cada te´rmino t:
wt =
(mt + 0,5) · (n− nt −m+mt + 0,5)
(m−mt + 0,5) · (nt −mt + 0,5)
(1)
donde n es el nu´mero de documentos en
la coleccio´n, nt es el nu´mero de documen-
tos en los que aparece el te´rmino t, y mt es
el nu´mero de documentos considerados rele-
vantes en los que aparece t. De manera que wt
devuelve un valor mayor para aquellos te´rmi-
nos cuya frecuencia entre losm primeros doc-
umentos del ranking es mayor que en toda la
coleccio´n.
Aunque esta te´cnica puede empeorar los
resultados en el caso de que la mayor´ıa de
los documentos situados en las primeras posi-
ciones del ranking no sean relevantes, los re-
sultados alcanzados por los sistemas que la
han utilizado en las conferencias TREC y
CLEF muestran que en te´rminos generales es
una te´cnica efectiva (Xu y Croft, 2000), sien-
do de hecho la te´cnica de expansio´n local ma´s
utilizada por sistemas de RIV en anteriores
ediciones del ImageCLEF (Gao et al., 2007)
(Dı´az-Galiano et al., 2007).
Una aproximacio´n alternativa ma´s conser-
vadora que no parte de la asuncio´n de que to-
dos los documentos devueltos en las primeras
posiciones del ranking son relevantes, es Lo-
cal Context Analysis (LCA) (Xu y Croft,
2000). Esta estrategia al igual que PRF se
basa en la frecuencia de aparicio´n de los
te´rminos presentes en los n primeros doc-
umentos del ranking para la seleccio´n de
te´rminos a utilizar en la expansio´n, pero
al contrario que la primera, trata de evi-
tar la utilizacio´n de te´rminos pertenecientes
a documentos no relevantes, para ello da
una valoracio´n ma´s alta a aquellos te´rmi-
nos pertenecientes a documentos con mayor
coocurrencia de te´rminos con la consulta.
As´ı, los autores de LCA denominan con-
ceptos a los te´rminos de la expansio´n. Y uti-
lizan una funcio´n f(c,Q), Fo´rmula (2), para
valorar co´mo de adecuado es un concepto c
para expandir una consulta Q basa´ndose en
las coocurrencias de c con los te´rminos de la
consulta en los n primeros documentos del
ranking. Su Fo´rmula f(c,Q) viene dada por:
f(c,Q) =
∏
wiinQ
(δ + co de(c, wi))
idf(wi)
co de(c, wi) =
log10(co(c, wi) + 1)idf(c)
log10(n)
co(c, wi) =
∑
dinS
tf(c, d)tf(wi, d)
idf(c) = min(1,0, log10(N/Nc)/5,0)
Donde w1,w2...wm son los te´rminos de la
consulta Q, N es el nu´mero de documentos
en la coleccio´n, Nc el nu´mero de documen-
tos que contienen el concepto c, y tf(c, d) y
tf(wi, d) son las frecuencias de c y wi en un
documento d respectivamente. Y finalmente
δ es utilizado simplemente como te´cnica de
suavizado para evitar valores nulos – los au-
tores recomiendan utilizar un valor de 0.4 –.
La principal limitacio´n de este me´todo
basado en coocurrencia es que no siempre hay
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coocurrencia entre un documento relevante y
la consulta (Liu y Junzhong Gu, 2007). Este
problema podr´ıa acusarse ma´s en colecciones
de ima´genes, donde las anotaciones son re-
ducidas, y por tanto la coleccio´n tiene refle-
jadas en sus documentos menos relaciones en-
tre te´rminos.
Los experimentos realizados por (Xu y
Croft, 2000) demuestran que el rendimiento
de LCA es ma´s independiente que el de PRF
ante diferencias en el nu´mero de documentos
utilizados para la expansio´n. Lo que prueba
su efectividad a la hora de desechar documen-
tos no relevantes en las primeras posiciones
del ranking. Contrariamente a lo que se po-
dr´ıa esperar, esta estrategia de expansio´n lo-
cal no goza de tanta popularidad como PRF.
Desde e´l punto de vista de la utilizacio´n
de la expansio´n local como te´cnica de com-
binacio´n multimodal, los trabajos previos del
estado de la cuestio´n basados en expansio´n
local textual como te´cnica de combinacio´n
multimodal han utilizado PRF, no habien-
do precedentes de utilizacio´n de LCA, salvo
nuestra participacio´n en la tarea Photo del
ImageCLEF 2008
Para implementar la estrategia de re-
alimentacio´n multimodal, nuestro sistema
utiliza las n primeras anotaciones de las
ima´genes en el ranking devuelto por un sis-
tema de RIBC externo y las i primeras anota-
ciones en el ranking devuelto por un sistema
de RIBT obtenido con IR-n. Para a contin-
uacio´n, extraer los t te´rminos mejor valorados
por el algoritmo utilizado – PRF o LCA –.
Indicar finalmente que IR-n permite con-
figurar si se utilizan los documentos o los
pasajes ma´s relevantes para la seleccio´n de
te´rminos de la expansio´n local de la consul-
ta.
3. Experimentos
Para nuestros experimentos hemos escogi-
do las colecciones de ima´genes y los conjun-
tos de preguntas utilizados en las tres edi-
ciones anteriores a la edicio´n de este an˜o del
ImageCLEF. A continuacio´n se comentan las
caracter´ısticas de cada una de las colecciones
utilizadas.
St Andrews (Photo 2004) (Reid,
1999). Se trata de una coleccio´n de fo-
tograf´ıas histo´ricas en blanco y negro,
las anotaciones que acompan˜an a las
ima´genes se puede considerar que son de
alta calidad, sus autores son expertos en
el a´rea. Las mismas contienen un total
de 8 campos en texto plano, que son: un
t´ıtulo corto y otro largo, localizacio´n, de-
scripcio´n, fecha, foto´grafo, notas y cate-
gor´ıas. Siendo los dos u´ltimos especial-
mente ricos en informacio´n del contex-
to de la fotograf´ıa – informacio´n que un
humano no podr´ıa extraer so´lo observan-
do la misma –. Esta coleccio´n es la que
posee anotaciones de mayor calidad y ex-
tensio´n de las utilizadas.
IAPR TC-12 (Photo 2006 y Pho-
to 2007 y 2008) (Clough et al., 2006;
Grubinger et al., 2007). Se trata de una
coleccio´n de ima´genes de lugares del
mundo en su mayor´ıa tomadas por una
compan˜´ıa de viajes. Las mayores diferen-
cias con la de St. Andrews son que IAPR
TC-12 utiliza ima´genes de color y ano-
taciones en formato XML con los sigu-
ientes campos: t´ıtulo, descripcio´n, notas,
lugar y fecha.
Para la tarea del 2006 se proporciona
una versio´n de la coleccio´n IAPR TC-
12 a la que se le aplica un preproce-
so para reducir la calidad de las ano-
taciones, quedando como sigue: un 70%
de las ima´genes poseen todos los campos
completos, un 10% no contienen descrip-
cio´n, otro 10% no tienen ni descripcio´n
ni t´ıtulo, y finalmente otro 10% no tiene
anotaciones.
Para la tarea del 2007 se proporciona
una versio´n para la cual las ima´genes
contienen todos los campos salvo el de
descripcio´n, que por otra parte es el ma´s
rico en sema´ntica. Esto reduce consid-
erablemente la cantidad de informacio´n
textual de las anotaciones de la coleccio´n
si lo comparamos con las anotaciones de
la versio´n utilizada en el 2006.
La Tabla 3 muestra los datos ma´s rele-
vantes de cada coleccio´n, donde:
Coleccio´n: Nombre de la coleccio´n jun-
to a la tarea y las ediciones en que se
utilizo´ como coleccio´n de test.
Idioma: Idioma de la coleccio´n utilizada
en nuestros experimentos.
N. Docs.: Nu´mero de ima´genes de la
coleccio´n.
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N Media Media
Coleccio´n Idioma Docs Pals Fra
St Andrews
(Photo 2004,2005) Ingle´s 28.133 60.7 4.18
IAPR TC-12
(Photo 2006) Ingle´s 20.000 27.46 2.32
IAPR TC-12
(Photo 2007,2008) Ingle´s 20.000 12.93 2,6
Cuadro 1: Colecciones de Datos para RIV
Media Pals.: Nu´mero medio de pal-
abras que contienen las anotaciones de
una imagen.
Media Fra.: Nu´mero medio de frases
que contienen las anotaciones de una im-
agen.
En cuanto a los conjuntos de consultas uti-
lizadas, indicar que dependiendo de la edicio´n
de la competicio´n, las consultas contienen un
campo de t´ıtulo y un campo de narrativa o
so´lo un campo de t´ıtulo. En nuestros experi-
mentos so´lo hemos utilizado el campo de t´ıtu-
lo de la pregunta, por considerar que no es re-
alista utilizar la narrativa ya que un usuario
suele utilizar consultas de reducido taman˜o
cuando utiliza un sistema de RIV. Por otro
lado comentar que mientras que el conjunto
de consultas de la edic´ıo´n del 2004 – 25 con-
sultas – y de la edicio´n del 2005 – 28 consultas
– es diferente, para la edicio´n del 2006 y del
2007 se utiliza el mismo conjunto de consul-
tas – 60 consultas –, variando sin embargo las
caracter´ısticas de la coleccio´n utilizada.
A continuacio´n se muestra la notacio´n
utilizada en las tablas de resultados para
referirnos a cada uno de los para´metros del
sistemas:
Expansio´n Local (FB): Indica el tipo
de expansio´n local que se utiliza. Per-
mite las versio´n textual de PRF y LCA
y su versio´n multimodal PRFMM y
LCAMM.
Para´metros para la Expansio´n Lo-
cal: Si E tiene valor 1, esto denota que
se esta´ utilizando expansio´n local basa-
da en pasajes. Pero, si E tiene valor 2,
la expansio´n local esta´ basada en doc-
umentos. Adema´s, N denota el nu´mero
de documentos que la expansio´n local us-
ara´ del ranking textual obtenido, Ncbir
en el caso de estar utilizando expansio´n
multimodal denota el nu´mero de docu-
mentos que utilizara´ del ranking visual
obtenido por un sistema de RIBC, y fi-
nalmente, T indica el nu´mero de te´rmi-
nos a an˜adir a la consulta textual.
Para los experimentos hemos utilizado co-
mo modelo de recuperacio´n Divergence From
Randomness (DFR) (Amati y Van Rijsber-
gen, 2002), por ser el modelo de recuperacio´n
que mejores resultados obtuvo en nuestra
participacio´n para la coleccio´n en ingle´s en la
tarea Photo del ImageCLEF 2007 (Navarro
et al., 2008). Adema´s, el taman˜o de pasaje y
los para´metros de DFR utilizados correspon-
den con los que mejores resultados han de-
vuelto para cada coleccio´n sin la utilizacio´n
de expansio´n local.
La estrategia seguida en los experimentos
ha sido la de utilizar para los para´metros de
configuracio´n de la expansio´n local un ran-
go de valores amplio que permita determi-
nar que configuracio´nes son ma´s apropiadas
para cada te´cnica en relacio´n al conjunto de
preguntas y coleccio´n utilizada. Los valores
utilizados para estos para´metros han sido de
5 a 100 documentos para el nu´mero de doc-
umentos utilizados para la consulta, y de 5
a 100 te´rminos para el nu´mero de te´rminos
seleccionados para la expansio´n, adema´s se
han realizado experimentos utilizando tanto
pasajes como documentos para la expansio´n.
Las siguientes tablas de resultados mues-
tran para cada conjunto de experimentos el
resultado del caso base – una ejecucio´n sin ex-
pansio´n de la consulta – y las nueve mejores
ejecuciones en orden creciente de MAP, uti-
lizando el mejor MAP obtenido por PRF y
LCA para esa misma configuracio´n.
La Tabla 2 y la Tabla 3 muestran los resul-
tados obtenidos en los experimentos realiza-
dos con la coleccio´n St. Andrews, podemos
observar como para la misma coleccio´n con
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E N T PRF LCA
0.7262 0.7262
2 75 5 0.7087 0.7345
2 50 5 0.7254 0.7355
2 45 5 0.7361 0.7321
2 60 5 0.7129 0.7368
2 65 5 0.7180 0.7375
1 45 10 0.7385 0.7104
1 40 10 0.7387 0.7047
2 40 5 0.7395 0.7404
2 40 10 0.7436 0.7146
Cuadro 2: St. Andrews, 2004
E N T PRF LCA
0.3493 0.3493
1 55 5 0.3504 0.3501
2 25 5 0.3529 0.3478
2 5 15 0.3545 0.3436
1 25 5 0.3559 0.3499
2 70 5 0.3246 0.3566
2 80 5 0.3206 0.3580
2 5 5 0.3455 0.3596
2 10 5 0.3533 0.3607
2 50 5 0.3307 0.3607
Cuadro 3: St. Andrews, 2005
diferentes conjuntos de consultas se obtienen
resultados de precisio´n muy diferentes para
los casos base utilizados, as´ı las consultas del
2004 obtienen valores de precisio´n muy supe-
riores a los alcanzados con las consultas del
2005.
Esto explica que para el conjunto de ex-
perimentos con un caso base con mayor pre-
cisio´n – consultas del 2004 – los resultados
sean ligeramente superiores utilizando PRF,
E N T PRF LCA
0.1988 0.1988
1 20 10 0.2126 0.2140
2 20 10 0.2146 0.2191
1 10 10 0.2174 0.2218
2 10 10 0.2186 0.2222
2 40 10 0.2025 0.2226
1 5 5 0.2119 0.2233
2 25 5 0.2004 0.2241
2 5 5 0.2126 0.2242
Cuadro 4: IAPR TC-12, 2006
E N T PRF LCA
0.1544 0.1544
2 5 5 0.1808 0.1810
1 10 5 0.1827 0.1806
2 10 5 0.1827 0.1817
2 25 10 0.1811 0.1834
1 5 5 0.1849 0.1781
1 50 10 0.1675 0.1884
2 90 5 0.1452 0.1898
2 50 5 0.1551 0.1911
2 85 5 0.1444 0.1918
2 45 5 0.1598 0.1923
Cuadro 5: IAPR TC-12 No-Descriptions,
2007
y para los experimentos con precisio´n ma´s ba-
ja – consultas del 2005 – los resultados sean
considerablemente mejores utilizando LCA.
Tambie´n podemos observar que mientras
que PRF obtiene peores resultados cuando
utiliza un nu´mero alto de documentos para
llevar a cabo la expansio´n de la consulta, por
el contrario LCA muestra resultados ma´s in-
dependientes del nu´mero de documentos se-
leccionados para la expansio´n.
La Tabla 4 y la Tabla 5 muestran los resul-
tados alcanzados para la coleccio´n del 2006 y
2007, podemos ver como afecta la reduccio´n
en el taman˜o de las anotaciones a la precisio´n
en estos experimentos. Adema´s vemos como
el hecho de que el caso base obtenga preci-
siones ma´s bajas influye en que LCA ampl´ıe
la mejora de sus resultados respecto a PRF.
Esto se explica porque en un ranking de ba-
ja precisio´n el nu´mero de ima´genes no rele-
vantes utilizadas para la expansio´n es mayor,
lo cual dan˜a ma´s a los resultados obtenidos
por PRF.
Se observa como LCA obtiene mejores re-
sultados que PRF para todas las colecciones
y conjuntos de preguntas, salvo para el con-
junto de preguntas del 2004. Siendo en este
u´ltimo caso la diferencia de precisio´n entre
PRF y LCA muy poco significativa. Por otro
lado observamos como la diferencia obtenida
entre LCA y PRF para el resto de colecciones
se amplia a medida que la precisio´n del rank-
ing devuelto por la ejecucio´n del caso base
obtiene una menor precisio´n.
Adema´s, los resultados muestran que en
general el nu´mero de documentos que LCA es
capaz de manejar para la expansio´n es muy
superior al nu´mero utilizado por PRF, con-
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stata´ndose as´ı las observaciones apuntadas
por los autores de LCA.
Finalmente, comparamos los resultados de
estos experimentos con los alcanzados por las
ejecuciones que utilizaron expansio´n local en
nuestra participacio´n en la tarea Photo del
ImageCLEF 2008 (Navarro, Llopis, y Mun˜oz,
2008) – Tabla 6 –, en la cual se utilizo´ la
coleccio´n IAPR TC-12 No-Descriptions y un
subconjunto de las consultas utilizadas en la
edicio´n del 2007.
Podemos ver por un lado que a pesar de
haber utilizado la misma coleccio´n y un sub-
conjunto de las consultas utilizadas en los ex-
perimentos del 2007, la precisio´n alcanzada
por el caso base en la participacio´n del 2008
es superior a la obtenida por el caso base de
los experimentos del 2007. Esto explica que
en nuestra participacio´n del 2008, PRF en
su versio´n textual haya mejorado ligeramente
los resultados obtenidos por LCA.
Por otro lado vemos que el mejor resul-
tado multimodal ha sido alcanzado con LCA
utilizando el ranking devuelto por un sistema
de RIBC – este tipo de sistemas se caracter-
izan por devolver rankigs de baja precisio´n
–. Recalcar que en nuestra participacio´n en
la tarea del 2008 esta variante multimodal
de LCA fue la u´nica estrategia de expansio´n
local que no dan˜o´ a la diversidad de los resul-
tados y a su vez nuestra mejor ejecucio´n en
te´rminos de precisio´n, obteniendo el 4o mejor
MAP y el 5o mejor P20 de las 1039 ejecu-
ciones automa´ticas enviadas por los partici-
pantes, a pesar de ser el u´nico grupo que no
utilizo´ la narrativa de la pregunta. Es impor-
tante tener en cuenta este dato, pues los re-
sultados del u´nico participante que envio´ eje-
cuciones con y sin narrativa demuestran que
simplemente incluyendo la primera frase de
la narrativa su sistema dobla los resultados
de precisio´n e incrementa notablemente sus
valores de diversidad (Demerdash, Kosseim,
y Bergler, 2008).
Se observa tambie´n como mientras la
mejor ejecucio´n de PRF multimodal so´lo es
capaz de utilizar los 5 primeros documen-
tos del ranking textual y los 5 mejores doc-
umentos del ranking visual, LCA en cambio
en su mejor ejecucio´n hace uso so´lo de las
ima´genes devueltas en el ranking visual, sien-
do capaz adema´s de manejar un numero alto
de ima´genes para la expansio´n – 20 ima´genes
–.
FB E N Ncbir T MAP
- 0.2362
LCA 1 5 0 5 0.2656
PRF 2 5 0 5 0.2699
PRFMM 2 5 5 5 0.2856
LCAMM 2 0 20 5 0.3436
Cuadro 6: ImageCLEFPhoto 2008
Revisando todos los experimentos llevados
a cabo podemos afirmar que en todos ellos
cuando el ranking utilizado para la expansio´n
alcanza valores de precisio´n baja, LCA ob-
tiene mejoras significativas respecto a PRF,
mientras que cuando se utilizan rankings de
precisio´n ma´s alta PRF obtiene resultados
ligeramente superiores a los de LCA.
4. Conclusiones y Trabajos
Futuros
El estudio de los experimentos realizados
ha puesto de manifiesto una relacio´n clara en-
tre la precisio´n del ranking utilizado para la
expansio´n y los resultados obtenidos por las
estrategias de expansio´n evaluadas.
Tener constancia de esta relacio´n, nos per-
mite afirmar que LCA es una estrategia ro-
busta que encaja perfectamente con los rank-
ings de baja precisio´n con que se traba-
ja en RIV, especialmente los devueltos por
sistemas de RIBC. Esta observacio´n se re-
fuerza por el hecho de que LCA es capaz de
aprovechar la presencia de te´rminos coocur-
rentes con la consulta en estos rankings, lo
cual es una pista especialmente significativa
de relevancia, pues contienen anotaciones de
ima´genes obtenidas so´lo utilizando te´cnicas
visuales.
Por ello creemos que de cara a trabajos fu-
turos su utilizacio´n como estrategia de com-
binacio´n multimodal es prometedora pues tal
como algunos autores afirman el resto de es-
trategias de expansio´n local mejoran la pre-
cisio´n a costa de empeorar la diversidad de
los resultados devueltos (Sanderson, 2008),
mientras que LCA multimodal a demostra-
do no so´lo ser la u´nica que no perjudica a la
diversidad sino que adema´s ha obtenido nue-
stros mejores resultados de precisio´n. Esto no
hace sino que demostrar que esta te´cnica es
capaz de utilizar ambas fuentes de informa-
cio´n – imagen y texto – de forma o´ptima,
haciendo ascender en el ranking textual fi-
nal so´lo a las ima´genes con anotaciones simi-
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lares a las ima´genes relevantes situadas en las
primeras posiciones del ranking visual, en lu-
gar de a las ima´genes similares a las ya situ-
adas en las primeras posiciones del ranking
textual inicial.
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