Hierarchical Bayesian Bootstrap for Heterogeneous Treatment Effect
  Estimation by Oganisian, Arman et al.
Hierarchical Bayesian Bootstrap for Heterogeneous Treatment Effect
Estimation
Arman Oganisian ∗ 1, Nandita Mitra1, and Jason A. Roy2
1Division of Biostatistics
Department of Biostatistics, Epidemiology, and Informatics
University of Pennsylvania
2 Department of Biostatistics and Epidemiology
Rutgers University
Abstract
A major focus of causal inference is the estimation of heterogeneous average treatment effects (HTE) -
average treatment effects within strata of another variable of interest. This involves estimating a stratum-
specific regression and integrating it over the distribution of confounders in that stratum - which itself must
be estimated. Standard practice in the Bayesian causal literature is to use Rubin’s Bayesian bootstrap to
estimate these stratum-specific confounder distributions independently. However, this becomes problematic
for sparsely populated strata with few unique observed confounder vectors. By construction, the Bayesian
bootstrap allocates no prior mass on confounder values unobserved within each stratum - even if these values
are observed in other strata and we think they are a priori plausible. We propose causal estimation via a
hierarchical Bayesian bootstrap (HBB) prior over the stratum-specific confounder distributions. Based on
the Hierarchical Dirichlet Process, the HBB partially pools the stratum-specific confounder distributions
by assuming all confounder vectors seen in the overall sample are a priori plausible. In large strata,
estimates allocate much of the mass to values seen within the strata, while placing small non-zero mass on
unseen values. However, for sparse strata, more weight is given to values unseen in that stratum but seen
elsewhere - thus shrinking the distribution towards the marginal. This allows us to borrow information
across strata when estimating HTEs - leading to efficiency gains over standard marginalization approaches
while avoiding strong parametric modeling assumptions about the confounder distribution when estimating
HTEs. Moreover, the HBB is computationally efficient (due to conjugacy) and compatible with arbitrary
outcome models.
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1 Introduction
Estimation of heterogeneous causal effects - i.e., effects within strata of some other relevant variable - is popular
in the causal inference literature. Such effects can be identified under rather standard causal assumptions (no
unmeasured confounding, positivity, etc) and computed using standardization in the point-treatment setting.
Within each stratum, standardization involves averaging a stratum-specific regression model adjusting for
confounders and treatment over the distribution of confounders within that stratum. Fully Bayesian approaches
to standardization, and causal estimation broadly, have been growing in popularity. For instance, BART
regression models were used in early work by Hill [1] to compute marginal effects and subsequently by Zeldow
et al. [2], Hahn et al. [3], and Henderson et a. [4] to compute individual treatment effects. Other Bayesian
nonparametric (BNP) priors such as Dirichlet process (DP) and variations such as the enriched DP and
dependent DP regressions have also been used to do full posterior inference on marginal treatment effects in
various settings. For instance, such methods have been developed for computing effects under zero-inflation [5],
in the presence of missingness, [6], in mediation scenarios [7], for censored survival outcomes under competing
risks [8], and to compute causal quantile effects [9]. Work by Wang et al. [10] explore Bayesian causal inference
via generalized linear model (GLM) regressions and Saarela et al.[11] develop a Bayesian estimation framework
for marginal structural models. Nethery et al. [12] address the problem of marginal effect estimation in the
presence of non-overlap via Bayesian modeling.
To perform standardization, regression models must be averaged over the confounder distribution of the
target population. For instance, Hill averages BART over the empirical distribution when computing marginal
effects. This is a flexible approach as it makes no modeling assumption about the distribution. However, it
is unsatisfying from a Bayesian point of view since it uses a plug-in estimate and variability of this estimate
does not flow through to the posterior of the causal effects. To address this, Wang et al. and Nethery et al.
used the Rubin’s Bayesian bootstrap (BB) [13]. Broadly, this approach models the confounder distribution as
a point-mass distribution with unknown mass/weight at each observed confounder value. Posterior inference
is done on these unknown weights and variability propagates through to the causal effects of interest.
The popularity of the BB for marginal estimation has lead to its adoption for heterogenous average treat-
ment effect (HTE) estimation. These are average treatment effects within strata of some other variable. For
instance, Roy et al. [14] evaluate the effect of antiretroviral therapy on various outcomes among HIV-positive
patients with and without recent alcohol use. They do this by estimating a marginal structural outcome
model via a dependent DP. To estimate the cofounder distributions, they use separate BB estimates for the
confounder distributions of recent alcohol users and non-users separately. Taddy et al. [15] are concerned with
estimating effects of a large A/B testing experiment among “new” and “old” platform users. Again, these
use separate BB estimates within these two strata. More recent work by Boatman et al. [16] attempts to
do causal estimation in a setting where data are collected from several “supplemental sources” in addition to
a “primary” data source. They then estimate a causal effect within the “primary” stratum by averaging a
BART regression over a BB estimate of the confounder distribution in the primary source, separate from the
other sources.
Though common, using separate BBs within each stratum is inefficient when some strata are sparse. For
instance, in our motivating data example we compute marginal treatment effects within cancer strata. This is
complicated as some cancer types (e.g. lung) may be rare in the sample, giving us little data on the confounder
distribution within these strata. By construction, the BB places zero mass on confounder values unseen within
this stratum - even if this is due to small samples and not due to an a priori belief that unseen values are
impossible. While plausible covariate values for lung cancer patients may have been observed for, say, brain
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cancer patients, stratum-specific BBs have no way of borrowing this information. In this paper we propose
a hierarchical Bayesian bootstrap (HBB) prior for estimating stratum-specific confounder distributions in the
HTE estimation setting. Based on the Hierarchical Dirichlet Process (HDP), our stratum-level distribution
estimates place most mass on confounder values observed within each stratum, but also place non-zero mass on
values unseen in the stratum but seen in other strata. For large strata, the HBB shrinks to the stratum-specific
BB. For small strata, the confounder distribution is shrunk more heavily towards values seen in other strata. In
this way, the stratum-level confounder distribution estimates borrow information across strata. This approach
maintains the flexibility of the BB (we make no parametric assumptions about the confounder distributions),
provides room for efficiency gains, and is agnostic to the choice of outcome model.
Several notable modifications to the bootstrap have been proposed which are distinct from our work. For
instance, Makela et al. [17] developed a two-stage Bayesian bootstrap for a cluster-randomized study setting.
Here, clusters/strata are sampled and then individuals are sampled within a cluster. A key problem here is
how to account for strata that exist, but are never sampled. This is distinct from our problem where strata
are known and fixed and the issue is to borrow information across them. Approaches such as “bag-of-little
bootstraps” [18] and the Bayesian analogue [19] have been proposed with the goal of scaling bootstrap to large
datasets. The idea is to split the data into subsets, run separate bootstraps, and the combine in such a way
as to approximate the overall bootstrap distribution from these sub-samples. Rather, our concern is not with
estimating the overall data distribution, but stratum-specific distributions in a more statistically efficiency
way. Finally, several “smoothed” bootstraps have been developed by Silverman [20, 21, 22] and a smoothed
Bayesian analogue has also been discussed [23]. To summarize, the view here is that the Efron’s bootstrap is
sampling from the empirical distribution that places uniform mass (inverse of the sample size) on each observed
data value. This point-mass distribution is convoluted with a kernel function to yield a smoother estimate.
While indeed a step in the right direction, it is unsatisfactory from the perspective of HTE estimation. We
could, for instance, estimate stratum-specific smoothed bootstrap distributions. This will indeed place some
mass on the unseen values, but this mass is allocated via an ad-hoc kernel, rather than informed by data in
the other strata. Specification of this kernel is also a hurdle, which BB does not face. As we will see, however,
this smoothed bootstrap can be seen as a special case of the HBB.
In the remaining sections, we introduce some notation and motivate the causal problem more precisely. We
then discuss the HBB, posterior computation, and choice of hyperparameter values. We show how the stratum-
specific BB and the smoothed bootstrap are limiting cases of the HBB. Simulation studies are conducted
assessing the performance of the HBB relative to dominant approaches in the causal literature under a variety
of complex settings. We end with an analysis contrasting the risk of adverse events for proton versus photon
therapies across various cancer types. We demonstrate how our approach can be easily combined with both
parametric and nonparametric models for different outcome types to estimate a variety of common marginal
causal estimands contrasting adverse event risk.
2 Motivation
Suppose we observe outcome Y for subjects assigned to one of two treatments A ∈ {0, 1} along with some
covariates L = (W,V ) that are measured pre-treatment. Here, we separate L into a component W which we
believe to be confounders (drivers of both treatment and outcome) and a component V which, for our purposes,
will be a scalar stratum number, V ∈ {1, 2, . . . ,K} along which we wish to make causal comparisons. Let
E[Y a] denote the average potential outcome [24] that would have occurred under treatment A = a. One
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popular causal estimand is the heterogeneous, or stratum-specific, average treatment effect (HTE) Ψ(v) =
E[Y 1 − Y 0 | V = v] - the average difference in outcomes had everyone in the stratum V = v taken treatment
1 versus 0.
While we could estimate E[Y | A = a, V ] with observed data, in general E[Y | A = a, V ] 6= E[Y a |, V ].
That is, the average outcome among subjects treated with A = a in V may not be the same as the average
outcome had everyone in V taken treatment A = a. This is due to confounding: treated subjects may be a
non-representative subset of the patients in stratum V (e.g. systematically sicker and, therefore, more likely
to have worse outcomes). However, under well-known causal identification assumptions, we can estimate
each term of Ψ(v) by integrating the difference in stratum-specific outcome regressions over the conditional
distribution of W (see Appendix A)
Ψ(v) =
∫
W
{
E[Y | A = 1, V = v,W ]− E[Y | A = 0, V = v,W ]
}
dPv(W ) (2.1)
where Pv(W ) = P (W | V = v). This formula is known as standardization - a special case of Robins’ g-formula
[25] in the point-treatment setting. The same general approach can be used to compute a marginal (over V
and W ) average treatment effect (ATE) Ψ = E[Y 1 − Y 0], except we do not set V = v. Instead we integrated
the outcome regression over the joint distribution P (L) = P (W,V )
Suppose we observe n independent subjects with data, D = {Yi, Ai,Wi, Vi}1:n. Let Sv = {i : Vi = v}
contain the indices of subjects in stratum V = v and let nv denote the cardinality/size of Sv such that
n =
∑
v nv. Bayesian inference typically proceeds by obtaining a posterior over the regression E[Y | A, V,W ].
For instance, with a linear additive specification, this amounts to just finding a posterior over the intercept and
slope coefficients. However, as discussed in the introduction, an array of more flexible BNP models have been
used. Importantly, we must also estimate the conditional confounder distributions Pv(W ) as it is typically
unknown in applications. From the perspective of causal estimation this is just a nuisance parameter and we
would like to do this as flexibly as possible.
One approach is to plug in the empirical distribution Pˆv(w) =
1
nv
∑
i∈Sv δWi(w) - where δx(·) denotes
the degenerate distribution at x. For compactness we sometimes denote these as simply Pv and δx. This
places uniform mass of 1/nv on each confounder vectors observed in stratum v. This can be viewed as Efron’s
bootstrap because “sampling the data with replacement” is formally defined as drawing from this empirical
distribution: in every iteration, each data vector is selected into the bootstrap resample with probability 1/nv.
For ATE estimation, the same is often done for the joint distribution, Pˆ (l) = 1n
∑n
i=1 δLi(l). This is precisely
the approach of Hill [1] when computing ATEs with a BART prior on E[Y | A,L]. Indeed, as Ding et al. [26]
note in their discussion of Bayesian causal inference, this is still a popular choice in the literature.
To our knowledge, Wang et al. [10] first proposed using Rubin’s Bayesian bootstrap (BB) [13] over this
empirical approach, as it accounts for uncertainty in the empirical estimate when doing full posterior ATE
estimation. Nethery et al. [12], Saarela et al. [11], and Xu et al [9] also used this BB approach to do Bayesian
inference on marginal causal estimation, as discussed in the introduction. To summarize the BB approach
for HTE estimation, it models the covariate distribution as a point mass at each observed covariate value
Pv(w) =
∑
i∈Sv pi
v
i δWi(w), but unlike the empirical approach the weights, pi
v = {pivi }i∈Sv , are considered
unknown parameters that completely determine Pv. A prior over these these weights is then a prior over Pv.
Noting that the weight vector lives in the simplex, piv ∈ {Rnv : pivi > 0 ∀i ∈ Sv,
∑
i∈Sv pi
v
i = 1}, BB places
an improper Dirichlet prior over this space piv ∼ Dir(0nv ), where 0nv is the nv-dimensional zero vector. This
is a conjugate model with posterior piv | {Wi}i∈Sv ∼ Dir(1nv ), where 1nv is the nv-dimensional vector of
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ones. Note that this is done for each V = v, separately. This is the approach used for HTE estimation in the
Bayesian causal inference literature by Boatman et al. [16], Roy et al. [14], and Taddy et al. [15]. We note
that the BB is closely related to the Bayesian motivation of the empirical likelihood via exponential tilting
[27]. In addition, the BB connects to the literature on Bayesian numerical quadrature dating back to Diaconis
[28] and O’Hagan [29] with more recent BART-based developments [30]. In particular, the piv could be viewed
as unknown “quadrature weights”, piv, associated with a grid of “quadrature points”, {Wi}i∈Sv .
This common approach of using separate stratum-specific BB estimates of Pv for v = 1, . . . ,K does have
several advantages. First, it retains the flexibility of the empirical distribution. Note that the posterior
expectation of each pivi is 1/nv. Second, unlike the empirical estimate, uncertainty in this estimate flows
through to the posterior of Ψ(v). Third, it is computationally easy (due to conjugacy) and agnostic to the
choice of outcome model. However, this approach becomes problematic for sparse strata where few unique
values of W are observed. Under the BB, Pv assigns zero probability to values of W that are unseen in stratum
v. This is undesirable because there are many values that we may think are a priori plausible. Indeed, we
may observe such values in other strata. However, since the BB estimates of Pv are done independently, the
posterior estimate of Pv cannot borrow information from the other strata in these conditions - yielding less
stable estimates of Ψ(v). The proposed HBB retains these desirable properties of the BB while addressing the
small-strata shortcomings by adding the capacity to “partially pool” the estimates of Pv. While the bulk of
the mass remains on values seen within stratum v, all values of W observed in the full sample are a priori
plausible.
3 The Hierarchical Bayesian Bootstrap
Let W v = {Wi}i∈Sv denote the observed confounders in stratum v and let W = {W v}v=1:K denote the full
set of confounders. We model W v as following an unknown distribution W v | Pv ∼ Pv and propose a prior for
Pv that borrows information across V . Our approach is inspired by the hierarchical Dirichlet Process (HDP)
of Teh et al. [31]. The DP is a stochastic process that generates random distributions. Due to its flexibility
and conjugacy, it has become a popular prior for unknown distributions in Bayesian analysis. An important
characteristic of the DP is that it generates discrete distributions almost surely. Suppose we place a DP prior
on each Pv, denoted Pv ∼ DP (αP0v). The realizations of Pv are centered around a “mean” distribution of
P0, with α controlling the dispersion of these realizations around P0v. This is flexible because the posterior
of Pv under a DP is a compromise between the prior mean, P0v, and the empirical distribution in stratum
V = v,
∑
i∈Sv δWi(w), with relative weight controlled by α. However, each Pv is centered around its own P0v,
preventing any borrowing of information across strata. This is precisely the motivation behind the HDP prior,
which centers the Pv around a common mean distribution P0 and adds a DP hyperprior on P0. We note that
while the following theoretical development may seem complicated, the actual posterior computation will be
fully conjugate and efficient. Under the HDP prior, the full model for the covariates is
Wi | Pv ∼ Pv for i ∈ Sv
Pv | α, P0 ∼ DP (αP0) for v = 1, . . . ,K
P0 | γ, P∗ ∼ DP (γP∗)
(3.1)
The DP hyperprior on P0 implies that the random P0 are discrete - allocating mass to atoms. The distributions
Pv have support on the same atoms as P0 but allocate mass differently across these atoms in a way that is
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local to V . Since the DP is conjugate, the posterior of Pv conditional on P0 is another DP: Pv | P0, α,W v ∼
DP (αP0 +
∑
i∈Sv δWi). Similarly the marginal posterior of P0 is also a DP: P0 | W ∼ DP (γP∗ +
∑n
i=1 δWi).
For the Hierarchical BB, we set γ = 0 in (3.1) and denote this prior on Pv as Pv | α ∼ HBB(α). This yields
posterior under the HBB(α)
Pv | P0, α,W v ∼ DP (αP0 +
∑
i∈Sv
δWi)
P0 |W ∼ DP (
n∑
i=1
δWi)
(3.2)
With γ = 0, P0 are random distributions centered around the empirical distribution P0 |W ∼ DP (
∑n
i=1 δWi)
This distribution is discrete with an atom at each of the n observed Wi. A P0 can be drawn from this posterior
by drawing a vector of weights pi1:n ∼ Dir(1n), where pi1:n = (pi1, pi2, . . . , pin). This draw of P0 can then be
represented as P0 =
∑n
i=1 piiδWi . Note that this is exactly the BB of Rubin. However, now we have an
additional layer, since all the stratum-specific distributions must be drawn around this P0. Conditional on
this P0, we draw these stratum-specific distributions from Pv | P0, α,W v ∼ DP (α(
∑n
i=1 piiδWi) +
∑
i∈Sv δWi).
Figure 1: Draw from posterior of Pv under prior Pv ∼ HBB(2) with simulated scalar Wi for n = 90 subjects from
V = 1, 2, 3. These 90 atoms are represented by vertical bars with colors indicating stratum of the atom. The height of
the lines represent probability mass drawn from the HBB posterior. Left panel: a draw of P0 - recall this is centered
around the empirical distribution (i.e. line 2 in (3.2) ). The next panel shows a draw from the Dirichlet Process
posterior of Pv conditional on this draw of P0 - i.e. line one of (3.2). Note that P1, P2, and P3 place positive mass on
all observed atoms. For instance, independent BB estimates of P2 would put place 0 mass on all atoms but the red -
unlike the third panel.
Again, conditional on a draw of P0, each Pv is a discrete distribution with atoms at each of the observed
n points in the entire sample. Combining like terms in the summations, however, we see that atoms observed
in stratum V = v have a weight of αpii + 1 - higher than the weight on atoms unseen in stratum V = v, which
is αpii. To see this, note that in expectation (over many draws of Pv), the posterior distribution of W
v can be
represented using Blackwell and MacQueen’s Polya Urn [33]:
Pv(W = w | P0, α,W v) = α
α+ nv
(
n∑
i=1
piiδWi) +
1
α+ nv
∑
i∈Sv
δWi
=
1
α+ nv
{∑
i/∈Sv
αpiiδWi +
∑
i∈Sv
(1 + αpii)δWi
} (3.3)
Again due to the finitely many atoms, we can draw a Pv from this posterior by drawing from an n-dimensional
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Dirichlet distribution with the ith concentration parameter being αpii for i /∈ Sv and 1 + αpii for i ∈ Sv.
Intuitively, this can be seen as adding an additional α subjects from the marginal distribution into stratum
V . These “pseudo-subjects” can take on any observed value in the marginal, even if they are unobserved in
the stratum - thus, borrowing information. As with the posterior update for P0, a draw from this Dirichlet
distribution yields an n-dimensional set of weights piv1:n and thus a draw of Pv is given by Pv(w) =
∑n
i=1 pi
v
i δWi .
Note that in the above we used a common α across strata. This is without loss of generality, as each stratum can
have its own αv without changing the results. We will return to the topic of specifying these hyperparameters
after discussing posterior computation.
3.1 Posterior Computation for HTEs
Here we describe posterior inference for HTEs under a HBB(α) prior for Pv. We can sample Pv from the HBB
posterior distribution efficiently using Dirichlet distributions as described in the previous section. Specifically,
at each iterations m, we
1. Obtain a posterior draw of P0 by drawing weights pi
(m)
1:n ∼ Dir(1n) :
P
(m)
0 (w) =
n∑
i=1
pi
(m)
i δWi(w)
2. For each v = 1, . . . ,K, obtain a posterior draw, P
(m)
v , conditional on P
(m)
0 . We do this by drawing
pi
v(m)
1:n ∼ Dir(η(m)n ), where η(m)n is the n-dimensional vector with element i being αpi(m)i if i /∈ Sv and
(1 + αpi
(m)
i ) if i ∈ Sv. Note the sum of the elements in η(m)n is α+ nv. This now forms a draw of Pv
P (m)v (w) =
n∑
i=1
pi
v(m)
i δWi(w)
Returning to the ultimate goal of HTE estimation, suppose we also have m = 1, . . . ,M posterior draws
of the regression E[Y | A,W, V ], denoted by µ(m)(A,W, V ). This can be from any model. For instance, in
a GLM this could be µ(m)(A,W, V ) = g−1(β(m)0 + W
′β(m)w + V ′β
(m)
v + β
(m)
A A) where g
−1 is the inverse link
function. This could also be a posterior draw µ(m)(A,W, V ) = f (m)(A,W, V ) where f (m) is the posterior draw
of a sum-of-trees model under a f ∼ BART prior. To estimate the HTE, we include a third step
3. Integrate over HBB draw of Pv from Step 2, P
(m)
v .
Ψ(m)(v) =
∫
W
{
E[Y | A = 1, V = v,W ]− E[Y | A = 0, V = v,W ]
}
dPv(W )
≈
∫
W
{
µ(m)(A = 1,Wi, V = v)− µ(m)(A = 0,Wi, V = v)
}
dP (m)v (W )
≈
n∑
i=1
pi
v(m)
i
{
µ(m)(A = 1,Wi, V = v)− µ(m)(A = 0,Wi, V = v)
} (3.4)
Repeating this procedure for each of the draws yields a set of M draws from the posterior of Ψ(v),
{Ψ(m)(v)}1:M , for each stratum v = 1, . . . ,K. Note that the Wi from all subjects contribute to Ψ(m)(v).
However, values from the stratum and values outside the stratum are weighted differently according to pi
v(m)
i .
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3.2 Some Limiting Cases and Hyperparameter Choice
Here we consider the limiting behavior of the HBB by analyzing (3.3) conditional on P0(w) =
∑n
i=1 piiδWi
and the choice of hyperparameter. Note that for α = 0, the first term in (3.3) disappears and our estimate
reduces to Pv(W = w | P0, α,W v) = 1nv
∑
i∈Sv δWi . This is the empirical distribution within stratum v
and represents a completely unpooled estimate where values of W unseen in stratum v have no mass. Thus,
there is no borrowing of information. This is also the posterior mean of the BB estimate of Pv used by Roy,
Taddy, and Boatman for HTE estimation. Now consider the other extreme where α >> nv. In this case
(3.3) reduces to Pv(w | P0, α,D) =
∑n
i=1 piiδWi - the BB estimate of the entire marginal distribution (over V )
that places expected mass E[pii] = 1/n on each observed value of W in the entire sample. That, is we have
completely pooled all the stratum-specific distributions. The parameter α controls the posterior compromise
between these extremes for a particular stratum. We can also view α as trading off bias and variance when
estimating when estimating Pv(W ). Suppose we believe that W ⊥ V so that the conditional equals the
marginal, Pv(W ) = P (W ). Then, we could use all n data points to form an empirical distribution for Pv(W )
when computing Ψ(v). However, if we are wrong and W,V are dependent, then this would introduce bias.
With α >> nv, we shrink towards a prior belief in this independence assumption. Conversely, α << nv shrinks
to the stratum-level BB that only uses subjects in stratum v (prior belief of dependence).
Hyperparameter choice
To consider choice of α, note that we can interpret α > 0 as adding an additional α pseudo-subjects from
the marginal distribution of W to the nv subjects in stratum V = v. Higher α places more weight on the
pseudo-subjects - who may have values unseen in stratum V = v (i.e. more shrinkage towards the marginal).
In general, the relative mass on a point seen within the stratum relative to an unseen point is approximately
ρ = 1+α/nα/n =
n
α + 1. This is seen in (3.3) when substituting pii with its posterior expectation of 1/n. For
example, if we add α = n pseudo-subjects, then on average the atoms seen in stratum v are about as likely
as the atoms not seen in stratum v. This is fairly aggressive shrinkage. For some M > 0, we propose setting
α = n·Mnv which implies a relative weight of ρ =
nv
M + 1. We should now subscript this parameter as αv as it is
stratum-specific depending on nv - but we omit this notation where there is no ambiguity. Here, M is user-
specified and can be interpreted as the minimum desired sample size in each stratum. This may partially be set
depending on the number of confounders we are integrating over and the complexity of the joint distribution.
For instance, with well-behaved, standard joint distribution (e.g. multivariate Gaussian), M = 30 subjects
within a stratum may be sufficient to estimate the distribution. On the other hands, if the covariates are
complex, skewed, and multimodal we may need a larger M to obtain a good nonparametric estimate such
a distribution. Note that strata with size nv << M implies ρ ≈ 1 which corresponds to heavy shrinkage.
Conversely, for large strata with nv >> M , ρ gets larger - placing increasingly more weight on atoms within
stratum v only. This reduces shrinkage proportional to nv. Figure 2 depicts draws from the posterior of Pv
under a prior Pv ∼ HBB(nM/nv) with synthetic data. Note that strata that are more sparse (relative to M)
have distribution draws that are more heavily shrunk towards the marginal. However, we place positive mass on
all points observed in the sample. Finally, not only does this choice of α = n·Mnv have interpretable appeal but it
also has desirable behavior for large strata (as nv. For fixed user-specified M , consider the weight on the prior,
P0, in the first line of (3.3),
α
α+nv
. With our choice of α, this becomes nM/nvnM/nv+nv =
M/nv
M/nv+nv/n
. As n, nv get
large (at the same rate) this term is approximately zero: M/nvM/nv+nv/n ≈ 00+nv/n = 0. Now consider the weight on
the empirical distribution of stratum v under this choice of α: 1α+nv =
1
M/(nv/n)+nv
. As n, nv get much larger
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than M , the weight is increasingly dominated by nv,
1
M/(nv/n)+nv
≈ 1nv . So for large strata, HBB estimate in
(3.3) is dominated by the stratum-specific empirical distribution: Pv(W = w | P0, α,W v) ≈ 1nv
∑
i∈Sv δWi .
Figure 2: Draw from posterior of Pv under prior Pv ∼ HBB(nM/nv) with n = 300 scalar confounders simulated for
v = 1, 2, 3 strata. Here we set M = 30. Note that for stratum V = 1 we have far greater observations than M and
so the draw of P1 places most mass on atoms seen in this stratum. Stratum 2 has size slightly larger than M and so
places ρ = 58/30 + 1 ≈ 3 times more weight on atoms seen in the stratum. Stratum 3 only has 10 subjects, and so
places ρ = 10/30 + 1 ≈ 1 equal weight on all atoms. This last case represents heaviest shrinkage.
The smoothed bootstrap as a limiting case
As mentioned, the smooth bootstrap has been proposed as one way of placing mass on unseen values of W .
In this section, we briefly show how this is a limiting case of the HBB(α) prior on a mixing distribution when
α→ 0. The smooth bootstrap estimate of Pv is given by
Pˆv(w) =
1
nv
∑
i∈Sv
Kh
(w −Wi
h
)
Smoothness is induced by convoluting a user-specified symmetric kernel, Kh, with the empirical distribution.
The parameter h controls smoothing and different methods have been proposed for selecting it. Angelis et al.
[34] discuss a cross-validation approach and generally recommend a “smaller order of h”. For concreteness,
suppose the kernel is chosen to be standard Normal Kh(
w−Wi
h ) = N(
w−Wi
h ; 0, 1). Then this bootstrap model
is a mixture of nv kernels centered around each observed Wi with variance h
2. The mixing distribution is
the empirical distribution giving weight 1/nv to each mixture component. Now consider a Bayesian mixture
model with unknown mixing distribution Pv
P (w | Pv) =
∫
W
Kh
(w −W
h
)
dPv(W )
Above, W are random with distribution Pv and w is a particular value. With an HBB(α) prior on the mixing
distribution, recall that the mean of Pv is given via the Polya Urn in (3.3). Plugging this urn expression in
for Pv yields
P (w) =
∫
W
Kh
(w −W
h
){ α
α+ nv
P0(W ) +
1
α+ nv
∑
i∈Sv
δWi(W )
}
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In the improper limit as α → 0, the left term in the Polya Urn goes to 0. Distributing the kernel and noting
that the integral over W is hit only at each Wi,
P (w) =
1
nv
∑
i∈Sv
Kh
(w −Wi
h
)
This is exactly the smoothed bootstrap estimate Pˆv. However, in Bayesian inference we would typically have
a posterior distribution over Pv (a conjugate Dirichlet process) which we would draw from. This propagates
prior uncertainty whereas the smooth bootstrap uses the empirical distribution as a fixed plug-in estimate of
the mixing distribution.
4 Simulation Experiments
In this section we assess the behavior of the HBB relative to other approaches under a variety of settings via
simulation. In all settings, we simulate 1000 datasets with n = 300 observations from K = 4 strata of varying
sparsity. On average, the strata counts are n1 = 120, n2 = 90, n3 = 60, n4 = 30. Thus, stratum 4 is the
most sparse stratum and stratum 1 is the least sparse. In each simulated data set, we simulate a vector, W ,
of 10 confounders for each subject conditional on stratum V . The treatment indicator A itself is simulated
as a function of stratum membership and confounders. We simulate a binary outcome model conditional on
V , W , and A from a logistic model. In the true outcome model, each stratum has a different (conditional)
treatment effect, leading to true HTEs that vary across strata. These represent challenging scenarios with
many confounders and small samples that are often encountered in applied work.
For each simulated dataset, we use a correctly specified Bayesian logistic regression with wide, null-centered
Gaussian priors. This is to focus attention on the confounder distribution models. After posterior sampling for
the regression, we compute a causal risk difference, Ψ(v) = E[Y 1 | V = v]−E[Y 0 | V = v], by integrating the
regression over the confounder distribution model under both treatment interventions and taking the difference.
We integrate over four confounder distribution models: the empirical distribution, the stratum-specific BB
estimate, the HBB, and the oracle. By “oracle” we mean a Monte Carlo integration over draws from the
true stratum-specific confounder distribution. For the HBB, we set Pv ∼ HBB(nM/nv) with M = 100 in all
settings. We assess the bias, variance, coverage, and precision of posterior estimates for Ψ(1) (the effect in the
least sparse stratum) and Ψ(4) (the effect in the most sparse stratum) across simulation results in Table 1.
In the first setting, we consider a relatively simple multivariate Gaussian generating distribution for W ,
which does not vary across V . In this “homogeneous Gaussian” setting, we see little difference in performance
among the 4 methods in the least sparse stratum (V = 1). This is desirable as we would want the HBB to
perform similar to other methods in such populous stratum. In the sparse stratum (V = 4), the HBB has
slightly lower bias with lower MSE (equal up to three decimal places). Notably, the HBB borrows information
across strata to yield, on average, narrower intervals than the BB interval (.46 v .478) while maintaining
nominal coverage of around 95%. Note that the BB produces a wider interval than the empirical distribution
as well (.478 v .459) this is because the BB accounts for uncertainty in the confounder distribution estimate.
The second setting considers a more difficult scenario where W is marginally generated from a location
mixture of Gaussians. Each W is generated from a 10-dimensional multivariate normal but with different
mean for each stratum. Thus, borrowing information from different strata is expected to come at the expense
of more increased bias. Indeed, in stratum 4 we see that absolute bias is about six times higher for HBB
relative to BB (.018 v. .003), however variation is also reduced (.01 v. .014) leading to about a 20% reduction
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Setting 1: Homogeneous Gaussian
Model MSE Bias Variance Interval Width Coverage
Stratum 1 Empirical 0.005 0.007 0.005 0.256 0.930
BB 0.005 0.007 0.005 0.260 0.930
HBB 0.005 0.007 0.005 0.258 0.933
Oracle 0.005 0.008 0.005 0.255 0.928
Stratum 4 Empirical 0.013 0.002 0.013 0.459 0.944
BB 0.013 0.002 0.013 0.478 0.951
HBB 0.013 0.000 0.013 0.460 0.948
Oracle 0.013 0.000 0.013 0.457 0.945
Setting 2: Gaussian Mixture
Model MSE Bias Variance Interval Width Coverage
Stratum 1 Empirical 0.005 0.003 0.005 0.261 0.938
BB 0.005 0.003 0.005 0.264 0.939
HBB 0.005 0.007 0.005 0.253 0.941
Oracle 0.005 0.004 0.005 0.259 0.934
Stratum 4 Empirical 0.014 0.003 0.014 0.465 0.949
BB 0.014 0.003 0.014 0.484 0.952
HBB 0.011 0.018 0.010 0.440 0.950
Oracle 0.013 0.000 0.013 0.463 0.957
Setting 3: Bernoulli Mixture
Model MSE Bias Variance Interval Width Coverage
Stratum 1 Empirical 0.007 0.005 0.007 0.310 0.933
BB 0.007 0.005 0.007 0.312 0.936
HBB 0.007 0.012 0.006 0.300 0.930
Oracle 0.007 0.006 0.007 0.310 0.931
Stratum 4 Empirical 0.023 0.010 0.022 0.577 0.953
BB 0.023 0.010 0.022 0.584 0.953
HBB 0.021 0.032 0.020 0.544 0.945
Oracle 0.022 0.011 0.022 0.575 0.95
Setting 4: Gamma Mixture
Model MSE Bias Variance Interval Width Coverage
Stratum 1 Empirical 0.005 0.013 0.005 0.268 0.942
BB 0.005 0.013 0.005 0.272 0.947
HBB 0.006 0.022 0.006 0.288 0.934
Oracle 0.005 0.009 0.005 0.260 0.950
Stratum 4 Empirical 0.032 0.092 0.023 0.587 0.904
BB 0.032 0.092 0.023 0.592 0.907
HBB 0.011 0.002 0.011 0.405 0.943
Oracle 0.010 0.018 0.009 0.371 0.933
Table 1: Simulation results: MSE, absolute bias, empirical variance of the posterior mean along with the width
and coverage of the 95% credible interval across 1,000 simulation runs. MSE is computed as average of the squared
difference between posterior mean and truth across simulations. Empirical variance is computed as the variance of the
1000 posterior meanss. In general, the HBB trades off bias for gains in efficiency, leading to overall reduction in MSE
for sparse strata. Performance is generally similar to BB in more populous strata. The performance is particularly good
in the complicated Gamma mixture setting, where stratum 4 has too few observations from the tail of the Gamma-
distributed W to estimate P4(W ) reliably via BB. The HBB, however, is able to borrow tail values observed in the
other strata.
of MSE (.011 v .014). The HBB interval is narrower relative to BB (.440 v .484) while maintaining close to
nominal coverage. In stratum 1 we see equivalent MSE across methods. In the third setting, we consider the
case where W is comprised of independent Bernoulli realizations - with separate probability vectors for each
stratum. Each vector can have 210 possible values, but there are far fewer than 210 observations in any of the
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Figure 3: Distribution of the 1000 simulated 95% credible interval widths for the HTE of each stratum, across the
three simulation settings. As expected, interval width increases as strata get more sparse. In all settings, the HBB has
lower interval width relative to the stratum-specific BB. As strata get sparse, the BB gets less precise while the HBB
remains comparable to the oracle. As shown in Table 1, the HBB has close to nominal coverage throughout.
stratum. This complicates estimation of Pv(W ). In the sparse stratum V = 4, we see the HBB has nearly
three times higher absolute bias (.032 v .01) but has reduced variability (.020 v .022). The MSE is reduced by
about 8% (.021 v .023) with the HBB. Notably, the HBB interval is, on average, narrower while maintaining
close to nominal coverage. While, in any stratum, we observe far fewer than the 210 possible values of W , the
HBB is able to borrow values seen in other strata.
Lastly, in the fourth setting we consider an even more complicated scenario where W is generated from a
10-dimensional location mixture of Gamma distributions. Each stratum has a different mean and, importantly,
skewness. This scenario is designed to assess the tail-behavior of the HBB. As shown in Table 1, the HBB
performs especially well in this complicated scenario. In stratum 4, the MSE, bias, and variance are lower
than the BB. Intervals are narrower and coverage is closer to the nominal rate (94.3%). The small sample
size in stratum 4 leads to too few covariate observations from the tail of the skewed Gamma to have a reliable
nonparametric estimate of P4(W ). This leads to poor BB estimates. However, in this setting the HBB borrows
realizations from the tail in other strata - leading to a better estimate of P4(W ).
To illustrate the precision of the results, Figure 3 displays the distribution of the 95% credible interval
widths across the 1000 simulation runs in all settings. Note that in general interval width increases (precision
decreases) as strata get more sparse. In all settings, the HBB interval widths are generally comparable to the
oracle. In particular, in the extreme Gamma mixture setting, the empirical and BB methods are much more
imprecise, while the HBB interval widths are more similar to the oracle. These narrower interval widths do
not come at the cost of significant undercoverage. Recall from Table 1 that coverage for the HBB is close to
nominal across settings, even while comparators suffer.
5 Efficacy of Proton versus Photon Therapy
In this section we conduct posterior inference for casual contrasts of proton versus photon therapy among
patients being treated for various locally-advanced cancers. For the cancers under consideration, standard-
of-care therapy is a combination of chemotherapy and radiation - known as concurrent chemoradiotherapy
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(CRT). However, many modalities of radiation exist. The most common modality used in CRT has been
photon radiation. In recent year, proton radiation therapy has become more accessible alternative to patients
as barriers to access have eased and health systems have adopted the necessary technology. The idea of
proton therapy is to deliver radiation in a more targeted way to the cancer site, while being less damaging to
healthy tissue relative to photon. Observational data were collected from n = 1468 adult patients diagnosed
with non-metastatic cancer and treated with CRT at the University of Pennsylvania Health Systems from
2011-2016.
Our data includes assigned treatment to CRT with either proton or photon radiation, several confounders
measured at the time of treatment initiation, as well as the count of adverse events for a follow-up period
of 90 days after treatment initiation. All patients in the sample had complete follow-up for at least 90 days.
Previous research on this data [35] has focused on the comparative risk of adverse events for patients on proton
versus photon radiation. One hypothesis is that the more targeted nature of proton therapy will lead to fewer
unplanned adverse events. To address these questions, we conduct two analyses. In the first, we estimate a
causal incidence difference between proton and photon patients across cancer type strata using a hierarchical
Poisson GLM. In the second, we estimate of causal odds ratio nonparametrically using BART. In the process
we illustrate how the HBB can be combined with both parametric and nonparametric models for different
outcome types. It can also be used to estimate different marginal causal contrasts (incidence differences, odds
ratios, risk ratios, etc).
5.1 Parametric Model for Causal Incidence Difference
In this setting, our outcome is a count of adverse events over the 90-day follow-up, Y ∈ {0} ∪Z+. We observe
data across K = 8 cancer types (e.g., lung, head and neck, and esophagus/gastric) indicated by V . Let
A = 1 denote proton while A = 0 denote photon. Finally, let W be a vector of confounders including baseline
age, race, sex, body-mass index (BMI), insurance plan, and charlson comorbidity index (a measure of baseline
health status). We specify a conditional Poisson outcome model with the regression below. We adjust for race,
sex, and insurance plan as categorical covariates, while using a cubic B-spline for age. BMI and charlson index
are included as continuous covariates. More details on specification and prior choices are given in Appendix
D. The model for each stratum can be written as
E[Yi | Ai,Wi, Vi = v] = exp{βv +W ′iηv +Aiθv}
Though parametric, such models are common in practice. Note we allow coefficients to vary across strata. Our
target of interest here is the causal incidence difference within each stratum Ψ(v) = E[Y 1 | V = v] − E[Y 0 |
V = v]. A negative value indicates lower incidence of adverse events due to proton therapy relative to photon.
To obtain this, we integrate the above regression over various estimators of Pv(W ). Figure 4a displays results
under three different estimates of Pv - including the HBB (with M = 100), BB, and the empirical distribution
of W in each stratum. While the estimates for Ψ(v) are largely similar across strata, note the HBB intervals
are typically slightly shorter. Similarly, the point estimates are typically higher in these strata. This may
partially reflect the trading off of increasing biased for reduced variability, as demonstrated in the simulations.
However, these simulation results were averages across many runs. In any single data analysis, HBB need not
produce narrower intervals.
Interpreting posterior estimates of Ψ(v) in Figure 4a, we see that the proton and photon therapies’ effect
on adverse event incidence are largely comparable across cancer type - with posterior distributions centered
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(a) Hierarchical Poisson Outcome Model (b) Stratum-Specific BART Outcome Models
Figure 4: Posterior mean and 95% credible interval estimates of stratum-specific causal contrasts under Poisson model
(left) and BART (right). For both models, we set minimum desired sample size of M = 100. The abbreviations
are gynecological (gyn), pancreas/duodenum/hepatobiliary (p/d/h), esophagus/gastric (e/g), and head/neck (h&n).
Similar strata definitions were used in previous clinical studies [35] and may be justified by anatomical closeness of
affected organs.
either near zero or very wide around 0 (as indicated by 95% credible intervals). Of course, these causal
interpretations are subject to the validity of the required identification assumptions discussed earlier and in
Appendix A. Moreover, these inferences are conditional on the very rigid parametric assumptions of the Poisson
model. For instance, it assumes linear (on log-scale) and additive covariate effects, in addition to the poisson
distributional assumption. In the next section, we consider a nonparametric estimation via BART.
5.2 Nonparametric Inference for Causal Odds Ratio via BART
Here we illustrate how the HBB can be used in conjunction with a nonparametric model for a binary outcome
to obtain HTEs more robust to model misspecification. In this context let Y ∈ {0, 1} be a binary indicator of
any adverse event over the 90-day followup period. Then, we specify a conditional Bernoulli model for Y with
regression
E[Yi | Ai,Wi, V = v] = Φ
(
fv(Wi, Ai)
)
fv ∼ BART v = 1, . . . ,K
This is the probit specification of BART outlined in Chipman et al. [36]. Above, Φ is the standard Normal
distribution function and fv ∼ BART is shorthand for the sum-of-trees model fv(Wi, Ai) =
∑J
j=1 g
v
j (Wi, Ai)
with J trees, gj . BART is characterized by a prior on the structure of each tree, gj , consisting of terminal node
parameters, splitting rules, and tree depth. Here we estimate stratum-specific models, with separate BART
priors on each function. Thus, for each stratum v, we can get posterior draws of fv under each treatment
A = a. In this case our target is the stratum-specific causal odds ratio
Ψ(v) =
E[Y 1 | V = v]/(1− E[Y 1 | V = v])
E[Y 0 | V = v]/(1− E[Y 0 | V = v])
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Values of Ψ(v) less than one indicate lower risk of any adverse event due to proton therapy, relative to photon.
Using standardization, we can compute each expectation by integrating Φ(fv(W,a)) over Pv(W ). Figure 4b
displays posterior results for Ψ(v) under three different estimate of Pv - including the HBB (with M=100), BB,
and the empirical distribution of W in each stratum. We notice that while point and interval estimates are
generally similar across strata, the HBB intervals are somewhat shorter. However, according to these results,
there is little posterior evidence for a reduction of adverse event risk due to proton therapy. While point
estimates of the odds ratios are below one across strata, there is significant posterior uncertainty about the
direction and magnitude of these effects, as indicated by the wide 95% credible intervals mostly overlapping
one.
6 Discussion
The confounder distribution is a key unknown that must be estimated flexibly when making causal inferences.
It is still more important in the context of HTEs where some strata are too sparse to allow reliable non-
parametric estimation. In this paper we show that straightforward application of the Bayesian bootstrap can
be improved upon in these scenarios with the HBB. The proposed HBB shares covariate information across
strata to achieve more stable stratum-specific causal estimates. The approach is computationally tractable,
compatible with arbitrary outcome models, and makes no parametric assumptions about the distributions. As
shown in the data analysis, it can be used to compute a variety of marginal causal contrasts. Interestingly, we
showed that the stratum-specific BB and the smooth bootstrap can be seen as special-cases of the HBB.
We emphasize that potential applications of the HBB go beyond estimation of stratum-specific causal ef-
fects. For instance, another popular causal estimand is the average treatment effect on the treated (ATT). This
is defined as the average difference in potential outcomes among those assigned treatment. A Standardization-
type procedure can be used here as well and requires integrating a regression over the distribution of con-
founders among the treated, P (W | A = 1). If there are too few treated subjects to get a reliable nonparamet-
ric estimate of this distribution, it may be reasonable to borrow covariate information from untreated subjects,
P (W | A = 0), by shrinking towards the marginal via the HBB.
Lastly, our discussion of the connection between the HBB and the smoothed bootstrap motivates an
extension to a “smoothed HBB”. In Section 3.2, an HBB(0) prior on the mixing distribution corresponds to a
smoothed bootstrap within a stratum but prevents borrowing of information. We could in principle set α > 0.
In this case, the posterior becomes a hierarchical DP mixture of Kh - thus borrowing information across strata
while modeling the distribution as a smooth mixture. Posterior computation for such a mixture model can be
done but is significantly more complicated and requires good default choices of Kh, but it may be beneficial
to explore in future work.
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A Identification of HTE
Here we identify the HTE in the point-treatment setting discussed in the paper. Recall the HTE is the average
treatment effect within stratum v, Ψ(v) = E[Y 1 | V = v]− E[Y 0 | V = v]. Consider the term E[Y a | V = v]
and now iterate expectation over W :
E[Y a | V = v] =
∫
W
E[Y a |W,V = v]dPv(W )
Now we assume conditional ignorability. Specifically that within stratum v, once we condition on confounders
W , treatment assignment is independent of potential outcome, Y a ⊥ A | W,V = v. This implies that
E[Y a |W,V = v] = E[Y a | A = a,W, V = v],
E[Y a | V = v] =
∫
W
E[Y a | A = a,W, V = v]dPv(W )
Now, we assume consistency. That is, the outcome actually observed under treatment assignment A = a
actually equals the outcome that would occur under treatment A = a, i.e. Y a = Y . This would be violated if,
for instance, there is non-adherence to treatment assignment. This yields,
E[Y a | V = v] =
∫
W
E[Y | A = a,W, V = v]dPv(W )
So we have identified each term of Ψ(v) as a regression averaged over Pv(W ) = P (W | V = v). Note that
we implicitly make a positivity and non-adherence assumption. By conditioning on A = a within W and V ,
we are assuming that treatment probability is bounded 0 < P (A = 1 | W,V = v) < 1 or else we would be
conditioning on a zero-probability even. This is also known as “overlap”. Causally, it would suggest that there
is some level and W within stratum V where we only observed patients assigned to one of the two treatments.
We cannot estimate a causal effect in this region of the data without (likely incorrect) extrapolation. Moreover,
for a particular sample we have assumed that each subjects potential outcome Y aii is unaffected by others’
treatment assignment. If subject j’s treatment assignment impacts subject i’s potential outcome, then we
would have had to index the potential outcome with this treatment as well, Y
ai,aj
i .
B Posterior Derivations
Here we provide a derivation of the posterior distribution of each Pv using Dirichlet Distributions - the finite-
dimensional analogue of the Dirichlet Process. This is to supplement the conjugacy results used in the main
text. Suppose our model for the conditional covariate distribution, Pv(W ) = P (W | V = v), is
Pv(W | piv) =
n∑
i=1
pivi · δWi(W )
We have K such distributions for each of the K levels of V . Consider the Dirichlet prior on each piv =
(piv1 , pi
v
2 , . . . , pi
v
n) conditional on the pi = (pi1, pi2, . . . , pin) and α mentioned in the text,
piv | pi, α ∼ Dir(αpi)
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Note, we could do everything in terms of v-specific concentration parameters, but use a common α for com-
pactness. Now place Dirichlet hyperprior on pi:
pi | γ ∼ Dir(γ1n)
Note that the HBB corresponds to setting γ = 0 and that α is user-specified but we will leave γ as it is for
now. So the joint posterior is
p(pi1, pi2, . . . piK , pi | α, γ,W, V ) ∝
{ K∏
v=1
{
∏
i∈Sv
Pv(Wi | piv)}p(piv | pi, α)
}
p(pi | γ)
∝
{
{
K∏
v=1
n∏
i=1
(pivi )
δv(Vi)}Γ(
∑n
i=1 αpii)∏n
i=1 Γ(αpii)
n∏
i=1
(pivi )
αpii−1
}
p(pi | γ)
∝
{ K∏
v=1
Γ(
∑n
i=1 αpii)∏n
i=1 Γ(αpii)
n∏
i=1
(pivi )
αpii+δv(Vi)−1
}
p(pi | γ)
(B.1)
The second line follows from simply re-expressing
∏
i∈Sv pi
v
i =
∏n
i=1(pi
v
i )
δv(Vi). That is, only subjects in stratum
v contribute information for piv to the likelihood. The third line follows from combining the exponents of pivi .
The objective is to sample the piv. To do this, we sample from the joint and simply ignore draws of pi. Note
that the joint can be expressed as a marginal posterior for pi and independent conditional posteriors for piv
p(pi1, pi2, . . . piK , pi | α, γ,W, V ) = {
K∏
v=1
p(piv | pi, α, γ,W, V )}p(pi | α, γ,W, V )
Thus to sample from the joint, we first sample pi from the marginal posterior. Then conditional on pi, we can
sample the piv independently. These are exactly Step 1 and 2, respectively, in the algorithm of Section 3.1.
We now derive this marginal posterior and then turn to the conditional posteriors of piv. To get the marginal,
integrate out each of the piv in (B.1)
p(pi | α, γ,W, V ) ∝
{ K∏
v=1
∫
Πv
Γ(
∑n
i=1 αpii)∏n
i=1 Γ(αpii)
n∏
i=1
(pivi )
αpii+δv(Vi)−1dpiv
}
p(pi | γ)
∝
{ K∏
v=1
Γ(
∑n
i=1 αpii)∏n
i=1 Γ(αpii)
∫
Πv
n∏
i=1
(pivi )
αpii+δv(Vi)−1dpiv
}
p(pi | γ)
∝
{ K∏
v=1
Γ(α)∏n
i=1 Γ(αpii)
∏n
i∈Sv Γ(αpii + 1)
∏n
i/∈Sv Γ(αpii)
Γ(α+ nv)
}
p(pi | γ)
Above, Πv is the n-dimensional simplex we integrate over. The third line follows because the integral is over
the kernel of a Dirichlet distribution, with concentration parameter vector αpii + δv(Vi) and recognizing that∑n
i=1 αpii = α since pii sum to 1. Thus,∫
Πv
n∏
i=1
(pivi )
αpii+δv(Vi)−1dpiv =
∏n
i=1 Γ(αpii + δv(Vi))
Γ(
∑n
i=1 αpii + δv(Vi))
=
∏n
i∈Sv Γ(αpii + 1)
∏n
i/∈Sv Γ(αpii)
Γ(α+ nv)
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Continuing the derivation, we cancel like terms from the numerator and denominators and note that Γ(αpii +
1) = αpiiΓ(αpii). Therefore,
Γ(αpii+1)
Γ(αpii)
= αpii and we have
p(pi | α, γ,W, V ) ∝
{ K∏
v=1
Γ(α)∏n
i∈Sv Γ(αpii)
∏n
i∈Sv Γ(αpii + 1)
Γ(α+ nv)
}
p(pi | γ)
∝
{ K∏
v=1
Γ(α)
Γ(α+ nv)
αnv
∏
i∈Sv
pii
}
p(pi | γ)
∝
{ K∏
v=1
Γ(α)αnv
Γ(α+ nv)
} K∏
v=1
∏
i∈Sv
pii
}
p(pi | γ)
∝
{ K∏
v=1
Γ(α)αnv
Γ(α+ nv)
}
(
n∏
i=1
pii)p(pi | γ)
Now, note that in the last line the term in brackets is constant with respect to pi, so we can eliminate it and
maintain proportionality. Then, substituting the prior p(pi | γ = 0) = Dir(0n) ∝
∏n
i=1 pi
−1
i ,
p(pi | α, γ,W, V ) ∝ (
n∏
i=1
pii)
n∏
i=1
pi−1i ∝
n∏
i=1
pi1−1i
This is the kernel of Dir(1n) - the posterior of Rubin’s bootstrap. Thus, to draw from this marginal posterior,
we can draw pi ∼ Dir(1n). This is the distribution we sample from in Step 1 of the algorithm in Section 3.1.
Now, the conditional posterior of each piv conditional on pi is much simpler. Just absorb all terms not
involving pivi in (B.1) into the proportionality constant and we have
p(piv | pi, α, γ,W, V ) ∝
n∏
i=1
(pivi )
αpii+δv(Vi)−1
Which is proportional to a piv ∼ Dir
(
αpi1 + δv(V1), αpi2 + δv(V2), . . . , αpin + δv(Vn)
)
. This is the distribution
we sample from in Step 2 of the algorithm in Section 3.1.
C Simulation Details
Here we provide details for the simulation study in Section 4. In each setting, we simulate 1000 data sets with
n = 300 subjects as follows. For i = 1, . . . , 300
1. Simulate stratum allocation:
Vi ∼Multinom(1; 4
10
,
3
10
,
2
10
,
1
10
)
The parameter vectors gives the probability of assignment to stratum 1, 2, 3, and 4, respectively.
2. Simulate 10-dimensional confounder vector Wi = (W
p
i )p=1:10 ,
Wi | Vi = v ∼ p(W | V = v)
The form of p(W | V = v) varies with simulation setting and is specified below.
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3. Simulate treatment assignment, Ai, from Bernoulli with probability
P (A = 1 |Wi, Vi = v) = expit(ηv +W ′iβ)
4. Simulate binary outcome, Yi, from a Bernoulli with probability
P (Y = 1 |Wi, Vi = v) = expit(−1 + γv +W ′iθ + αvAi)
Note in the above that Wi impacts both treatment assignment (via β) and outcome (via θ) - so it is a
confounder. Similarly, Vi impacts both treatment assignment (via ηv) and outcome (via γv). Note that the
conditional treatment effect, αv, varies across stratum - so this is a complex scenario with treatment effect
heterogeneity across strata. This yields a simulated data set {Yi, Ai,Wi, Vi}i=1:n. We simulate 1000 such data
sets across four settings.
The covariate distribution p(W | V ) has a different family governed by different parameters in each of the
four settings, 1− 4:
1. W pi ∼ N(0, 1) for all V = v.
2. W pi | V = v ∼ N(µv, 1) where µv ∈ {−2, 0, 2, 4} for v = 1, . . . 4, respecting order. Marginal of V , the
distribution of W is a location mixture of normals.
3. W pi | V = v ∼ Ber(pv) where pv ∈ {.8, .6, .4, .2} for v = 1, . . . 4, respecting order.
4. W pi | V = v ∼ Gam(shape = 12τv, rate = 12 ). Here τv ∈ {8, 6, 4, 1} for v = 1, . . . 4, respecting order.
All settings share these simulation parameters:
• Set β = θ = (1,−1, 1,−1, 1,−1, 1,−1, 1,−1).
• Set ηv ∈ (0,−.5, .5, .5) for v = 1, . . . , 4 in order.
• γv ∈ (−.1,−.5, .1, .5) for v = 1, . . . , 4 in order.
• αv ∈ (1,−1.5, 1, 1.5) for v = 1, . . . , 4 in order.
Using each simulated dataset, we specify the following logistic regression
P (Y | A,W, V = v) = expit
(
ω0 + ωv +W
′ωW + ω∗vA
)
Normal priors with mean zero and standard deviation 3 were placed on each parameter. We obtain M = 5000
posterior samples {ω0, ω(m)1 , . . . , ω(m)4 , ω(m)W , ω∗(m)1 , . . . , ω∗(m)4 }m=1:M after discarding the first 5000 draws as
burn-in. Sampling was done via hamiltonian monte carlo as implemented in Stan. These samples were
combined with HBB as described in Section 3.1.
D Data Analysis Details
Here we provide additional details about the data analysis in the main text. In the parametric Poisson model,
we include the following covariates for each stratum except gynecological cancer.
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• treatment: binary with one indicating proton.
• race: categorical with levels white, black, and other.
• sex: binary with one indicating male.
• insurance: categorical with levels medicare, private, and other.
• body-mass index: normalized.
• age: normalized
• charlson index: logged.
For gynecological cancer, there is no need to adjust for sex. We specifyN(0, 1) priors on all covariates except
in the following instances: in the models for E/G, brain, anal, and rectum, we use tighter N(0, .1) priors
on the other race coefficient. Similarly, for the P/D/H model we use a N(0, .1) prior on other insurance.
The tight priors are to regularize coefficients that explode due too little variation in insurance status or race
in a particular stratum. Non-bayesian analyses typically omit such variables (equivalent to a prior that the
coefficient is exactly 0), but we choose to include them with a tight prior around 0 as a compromise. Note that
the N(0, 1) prior may seem overly informative, but on the log scale it is quite flat. It puts sufficient volume at
incident rate ratios within exp(±1.96) or within (.14, 7.1).
For posterior sampling, we use hamiltonian monte carlo as implemented in Stan. We call Stan in R using
the rstan package. For inference, we retain 10000 posterior draws after a 10000 burn-in. After obtaining these
draws, we use HBB as described in Section 3.1.
For the BART model, we adjust for all of the same covariates. Draws of fv under particular treatments
were obtained using the BayesTree R package. We retain 1000 posterior draws for inference after discarding
the first 1000 as burn-in. For the BART hyperpriors, we increase the power parameter from the default of 2
to 3. This is to favors more shallow trees which provides more regularization. After draws of fv are obtained,
we combine with HBB draws as described in Section 3.1.
Finally, we note that the effects in the gynecological cancer model, in particular, is highly variable. As
there were only 4 subjects treated with proton therapy in this stratum and none of the four had events, this
coefficient is not identifiable with data. This is manifest in the large interval in both the Poisson and BART
models.
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