We show via examples that, when solving optimal control problems, representing the optimal state and input trajectory directly using interpolation schemes may not be the best choice. Due to lack of considerations for solution trajectories inbetween collocation points, large errors may occur, posing risks if this solution is to be implemented. A novel solution representation method using the concept of integrated residual minimization is proposed, which is capable of yielding a solution of much higher accuracy for the same discretization mesh. This is achieved by minimizing the integral of the residual error for the overall trajectory, instead of forcing the errors to be zero only at collocation points. In this way, the requirement for mesh refinement can be significantly reduced, leaving the problem dimensions relatively small. This results in more efficient implementations for embedded applications where resources are limited.
I. INTRODUCTION
Solving optimal control problems (OCPs) though numerical methods has been very popular in the field of trajectory optimization and real-time optimization-based control. They often require direct transcription of the infinite-dimensional OCP into a nonlinear programming (NLP) problem of a finite dimension, via the introduction of a discretization mesh.
Since the NLP solver will only return samples of the solution at a finite number of points in the discretization mesh, additional steps and care must be taken when representing the continuous-time results for time instances other than these sampled points. The common practice today is to directly use interpolation schemes, which are selected in accordance with the type of the discretization mesh [1] , [2] .
The direct collocation method with direct interpolation has one major drawback: the ODE residual errors are forced to zero only at collocation points. In general, no guarantees on accuracy and constraint satisfaction can be derived for the system trajectories inbetween collocation points. Most often, posterior analysis is used to identify the intervals where errors are high, and mesh refinement procedures are put in place to modify the discretization mesh. The problem has to be solved iteratively until all the errors are within userdefined tolerances.
In this paper, we will present a solution representation method that can largely improve the solution accuracy for the same discretization mesh, so that results of higher quality are obtainable with relatively coarse meshes. This is achieved by minimizing the ODE residual error that is integrated over the solution trajectory. Section II will provide the background information for solving optimal control problems numerically with the direct collocation method, as well as the issues associated with this. Section III will introduce the fundamental concept of the recently developed residual minimization method for optimal control and motivate the development of the proposed scheme, which will be presented in Section IV. The benefits of the method will be demonstrated in Section V with two example problems. This will be followed by concluding remarks in Section VI.
II. NUMERICAL OPTIMAL CONTROL
Generally speaking, optimization-based control requires the solution of OCPs expressed in the general Bolza form:
with x(t) ∈ R n is the state of the system, u(t) ∈ R m is the control input, p ∈ R s are static parameters, t 0 ∈ R and t f ∈ R are the initial and terminal time. Φ is the Mayer cost functional (Φ:
In practice, most optimal control problems formulated as (1) need to be solved with numerical schemes. In many situations, indirect methods can be difficult to implement, since they require analytic expressions of optimality conditions. Direct methods have consequently become the de facto standard for solving practical optimal control problems [3] .
With direct methods, the OCP problem is first discretized, then the resulting NLP is numerically solved. In this process, if the solutions to the dynamic equations and the boundary conditions are solved altogether, the corresponding schemes are often referred to as a direct collocation method.
A. Direct collocation methods
Direct collocation methods can be categorized into fixedorder h methods (e.g. Euler, Trapezoidal, and Hermite-Simpson (H-S) as in [1] ), and variable higher-order p/hp methods (e.g. Legendre-Gauss-Radau (LGR) as in [4] ). Here, we aim to provide a high level overview of the method, which is valid for both h and p/hp methods.
With a mesh of size N = K 1 N (k) , the states can be approximated as
with mesh interval k ∈ {1, . . ., K}, N (k) denoting the number of collocation points for interval k, and B Consequently, the OCP (1) can be approximated by
subject to, for i = 1, . . . , N (k) and k = 1, . . . , K:
are the quadrature weights for the respective discretization method chosen, A is the numerical differentiation matrix with A ij the element (i, j) of the matrix, and D a constant matrix. The discretized problem can then be solved with off-the-shelf NLP solvers.
B. Representing the results
The NLP solver generates a discretized solution Z := (X, U, p, τ, t 0 , t f ) as sampled data points. Interpolating splines may be used to construct an approximation of the continuous-time optimal trajectoryz(t) := (x(Z, t),ũ(Z, t), t, p).
1) Representation via direct interpolation: Conventionally, the interpolation of the solution corresponds to the discretization scheme used in the transcription process. Thus, we must analyze how the state approximation (2) enters the optimal control problem formulation (3a).
It is not difficult to discover that the only dependency on the basis function in (3a) appears in the defect constraint (3b), through the first term representing the numerical differentiation of the approximated function X(·).
For most commonly-used numerical schemes, the numerical differentiation formulation has an equivalent integration form. Both forms are presented in Table I 
For each numerical scheme, direct interpolation of the OCP solution is possible using splines with the type and order in accordance with Table II . For example, with Hermite-Simpson transcription, the reconstructed state trajectory inside mesh interval k using cubic splines will bẽ
the dynamics trajectory with quadratic splines will bė
and the control trajectory with quadratic splines will have the expressioñ 
LGR (N (k) ) 
The whole trajectoryx(Z, t),ẋ(Z, t) andũ(Z, t) can then be expressed as piecewise polynomials.
For p/hp methods, Lagrange interpolating polynomials are often used as basis functions during the transcription process. An alternative version, namely barycentric Lagrange interpolation, is often used instead for solution interpolation, due to its improved numerical stability.
2) Evaluation of errors: The quality of the interpolated solution needs to be assured through error analysis, assessing the level of accuracy and constraint satisfaction. Firstly, any valid trajectoryz(t) must satisfy the system dynamics (1b) with a good level of accuracy. Therefore, one measure for the error due to discretization and interpolation is through the calculation of the ODE residual ε r (t) ∈ R n defined as
For the discretized problem, the error in the state variables over each interval inbetween collocation points can then be estimated with the integral
as a single metric for a multi-variable problem, or σ j,q := tj+1 tj |ε rq (s)| ds, for q = 1, . . . , n, for each dynamics equation separately. η ∈ R N or σ ∈ R N ×n are typically referred as the absolute local error [1] . The operator · 2 is the vector 2-norm. The integral can be practically estimated by high order quadrature. In addition, numerical discretization inevitably leads to possible constraint violations of the trajectories inbetween the collocation points. For path and box constraints that are expressed semi-explicitly as (1c), the absolute local constraint violation ε c ζ (t) ∈ R ng may be straight-forwardly estimated by
Once the distributions of errors are calculated, appropriate modifications can be made to the discretization mesh, to iteratively resolve the problem until the obtained solution fulfills all predefined error tolerances (η tol and ε c tol ). This process is called mesh refinement (MR). Common approaches for mesh refinement include adding intervals and/or changing the polynomial order. The NLP formulated based on the new mesh is warm started using the previous solution from the coarser mesh. This can often lead to significantly faster convergence, thus reducing the overall computation time.
3) Problems associated with direct reconstruction: Practical experience has shown that trajectory interpolation in accordance with the discretization scheme is not the best choice. In many cases large discretization errors and constraint violations occur inside the intervals inbetween collocation points. Furthermore, if the optimal control trajectory is discontinuous, direct interpolation using polynomials can often result in a Gibbs-like phenomenon, inducing nonphysical oscillations in the solution.
These issues are fundamentally rooted in the direct collocation formulation. Firstly, states, dynamics and controls can rarely all be approximated accurately by polynomials. Even in the simple case where f (x, u) =ẋ(t) = ax(t) + u(t) and u(t) = 1 are both polynomials (thus can be represented exactly by polynomials), the corresponding state trajectory x(t) = x(0)e at + t 0 e a(t−s) u(s) ds is clearly not a polynomial and approximation errors should be expected.
It is then important to note that driving the defect constraint (3b) to zero (or machine precision) at collocation points does not imply that the polynomial functions used for the state and input approximations in the NLP will satisfy the dynamic equations and constraints inbetween collocation points. In fact, the opposite can and often does occur.
It is well-known in the field of curve fitting that if a function cannot be exactly represented by a polynomial, forcing the polynomial to exactly go though some sampled data points generally results in larger errors in comparison to fitting using least squares criteria. The same analogy can be applied here: forcing the defect constraints to be zero at collocation points will generally result in larger overall defect errors for the whole trajectory, in comparison to a method that minimizes the integral of the defect errors in a least squares manner. This observation motivated the development of the integrated residual minimization scheme.
III. METHOD OF INTEGRATED RESIDUAL MINIMIZATION
The concept of integrated residual minimization is motivated by the recently-proposed method in [5] , which is a generalization of the least-squares approach for solving differential equations [6] , [7] to solving dynamic optimization problems. The idea is that instead of forcing the ODE residuals (8) to be zero at collocation points with (3b), the method tries to minimize the square of the 2-norm of the ODE residuals for the represented solution polynomials integrated along the whole trajectory, i.e. As presented in [5] , the expressions for functionsx andû can be polynomials of any standard types, with polynomial coefficients P j,q as decision variables. This choice of representation increases the computational complexity of the problem in comparison to direct collocation:
• One extra decision variable is required for every state and input variable in every mesh segment.
• Simple bounds need to be implemented as path constraints.
• Additional computations to obtain the initial guesses of the decision variables from an estimation of the solution trajectory are required.
• The magnitudes of decision variables may span a wide numerical range. This is detrimental in terms of ensuring consistent numerical accuracy in computations.
• If finite differences are used for obtaining the derivative information, the calculations can be less accurate.
• Proper scaling of decision variables can be difficult.
• State continuity inbetween mesh segments might need to be enforced with additional path constraints.
Therefore, we need to develop a method that avoids the above-listed drawbacks, and to a great extent, retains the computational efficiency of direct collocation formulation.
IV. THE PROPOSED SCHEME
Based on the above observations, we propose a method to generate solution trajectories that can be orders of magnitudes more accurate than direct interpolation for the ODE defect error, without increasing the size of the discretization mesh. The method retains the same decision variables as in (3), namely Z := (X, U, p, t 0 , t f ), and uses the interpolation polynomial formulax(Z, ·),ẋ(Z, ·) andũ(Z, ·) to directly map Z tox(·),ẋ(·) andû(·) in (9) and (10) .
For example, consider Hermite-Simpson discretization. The input trajectory inside mesh interval k can be directly represented by the polynomial as in (7) , based on the values of the decision variables U 3 . However, for the state trajectory, one challenge arises. For solutions to (3), continuity of state variables are automatically fulfilled when using (5) as the interpolation equation; however, this is not generally the case for arbitrary solutions that do not fulfill the defect constraint (3b).
To avoid imposing additional path constraints for state continuity, we make use of the original Hermite-Simpson numerical integration scheme (in Table I ), and obtain the following relationship:
As a sanity check, substituting t = t calculated based on (4), (11) and (12), respectively, the interpolation formula (5) will guarantee state trajectory continuity without the need to impose additional constraints.
Thus, an optimization problem for representing the OCP solution can be formulated as
subject to, for i = 1, . . . , N (k) and k = 1, . . . , K,
with J c ∈ R the value of the objective obtained from direct collocation. R is the residual cost: for certain problems, this can be calculated precisely with analytical expressions; for most practical problems, quadrature rules of sufficiently high order can be used, i.e.
q the quadrature mesh for approximating the integral inside a mesh interval. Typically a Gaussian quadrature of order of N (k) q ≥ 4N (k) + 1 is required for a good accuracy [5] , and w (k) ι are the correspoinding quadrature weights.
Unlike the penalty-barrier finite element method (PBF) proposed in [5] , which requires tailored solvers for a good performance, the problem formulation in (13) can be efficiently solved with the same of-the-shelf sparse NLP solver as in the case of direct collocation. The transcription process and the majority of the computational components can be shared between the two, and warm starting techniques can be exploited to further accelerate the computations.
V. EXAMPLE PROBLEMS
Here, we present two example problems to demonstrate the main advantages of the proposed scheme. Both OCPs are transcribed using the optimal control software ICLOCS2 [8] , and numerically solved to a tolerance level of 10 −9 with IPM based NLP solver IPOPT [9] (version 3.12.9).
Since extremely coarse meshes are used, the emphasis of the comparison will not be on yielding solutions that look similar to the true optimal trajectory. Instead, the goal is to obtain sub-optimal solutions that, when implemented, can result in low discrepancies between the represented solution and the implementation outcome.
A. Two-Link Robot Arm
The two-link robot arm problem presented here was adapted from Example 2, Section 12.4.2 of [10] . Consider a system consisting of two identical beams with the same The system has angular rates ω φ , ω ψ , and angles φ, χ as state variables, and nondimensionalized torque u 1 and u 2 as inputs. Furthermore, the variable simple bounds and boundary conditions are imposed in accordance to the reference, except that χ(t f ) = 0.5 rad, and φ(t f ) = 0.522 rad. Figures 1 and 2 illustrate the solutions to the two-link robot arm problem problem generated with the two different solution representation methods. Presented alongside are the outcomes from the actual implementation of the resultant input trajectory on the same dynamic model, solved with a non-stiff variable order ODE solver (Matlab ode113) with a time step 100 times smaller than the discretization grid of the optimization problem. Observe that:
• Despite a very small tolerance and successful termination of the NLP solver, the direct collocation solution and the direct interpolation of the solution exhibit large discretization errors, leading to significant deviations to the state trajectories when the inputs are directly implemented. In contrast, only minor discrepancies can be observed for the solutions represented using integrated residual minimization, on the same coarse grid with relatively low-order discretization.
• Although the constraints are implemented in the exact same way, the integrated residual minimization method alleviates the issues of constraint violations inside the Fig. 2 . Solution to the two-link robot arm problem, integrated residual minimization method for solution representation, direct collocation with Hermite-Simpson discretization, 10 mesh intervals mesh intervals to a greater extent compared the solutions represented by direct interpolation. This is because these constraint violations are often related to the large ODE defect errors inbetween collocation points, which are being directly dealt with by the integrated residual minimization scheme.
B. Aircraft Go-around in the Presence of Windshear
Based on previous developments [11] , a problem is presented in [1] where the aircraft needs to stay as high above the ground as possible after encountering a severe windshear.
Firstly, the simplified dynamics of the aircraft can be described bẏ
with d the horizontal distance, h the altitude, V the true airspeed, γ the flight path angle. The angle of attack α is the actual control input to the physical system (aircraft); however, in order to implement a constraint on its rate of Fig. 4 . Solution to the aircraft go-around in the windshear problem, integrated residual minimization method for solution representation, direct collocation with Hermite-Simpson discretization, 15 mesh intervals change, ν is introduced as angle of attack rate and serves as the control input withα(t) = ν(t). This implementation is known to exhibit singular arc behaviour [12] , leading to fluctuations and ringing phenomenon in the solutions.
Polynomial models are used for the maximum thrust T max , lift coefficient C L and drag coefficient C D , to model the thrust T , lift L and drag D. A simplified windshear model is used with wind speed contributions represented by a horizontal component w d and a vertical component w h . Other details about the aerodynamic modelling, parameter values, simple bounds and boundary condtions are all the same as in [1] . A static parameter h min is introduced to represent the minimum altitude. The objective is therefore to minimize −h min together with path constraint h(t) ≥ h min .
The solutions to this problem are collectively shown in Figures 3 and 4 . In addition to the advantages identified in the previous example, solution representation via integrated residual minimization have clear benefits in suppressing fluctuations. This ringing phenomenon is frequently observed in direct collocation solutions of singular control problems, as well as the directly interpolated solution trajectories.
VI. CONCLUSIONS
Although direct interpolation of direct collocation solutions can sometimes yield results of good quality, it is very difficult to guarantee the level of accuracy without posterior error assessments and mesh design iterations. As demonstrated by the two examples, despite successfully solving the NLP to negligibly small tolerance levels, the validity of the solution may still be questionable with large discrepancies. The flaws are rooted in direct collocation schemes, where the ODE defect errors are forced to zero at collocation points, regardless of the errors inside the intervals.
The proposed solution representation method of integrated residual minimization fundamentally addresses this shortcoming by instead minimizing the integrated ODE residual error along the whole trajectory. As a result, solutions of higher accuracy are obtainable with the same discretization mesh, allowing the mesh to be relatively coarse. This benefit is clearly demonstrated with the example problems: despite being highly nonlinear, moderately complex and solved on a coarse low-order mesh, with one of them exhibiting singular arc behaviours, only minor differences are observed between the represented solution and the actual implementation.
