Introduction
The asymmetric encryption scheme was invented in 1969 by James H. Ellis (a British engineer and mathematician) and is now considered to be the starting point for modern cryptography. The first successful implementation of the public-key algorithm was achieved in 1973 by Clifford C. Cocks (another British mathematician and cryptographer); however, his discovery was not published until 1997 due to its classified nature. Surprisingly, the same encryption mechanism was independently re-discovered by another group of cryptographers: Ron Rivest, Adi Shamir, and Len Adleman (from whom the RSA algorithm took its name).
As opposed to symmetric cryptography, public-key encryption allows us to send and receive messages without the need of exchanging a secret key with the other party. Instead, the encryption algorithm generates a pair of two complementary cryptographic keys: the encryption (public) and decryption (private) keys. Though the private key must be highly protected by the owner, the public key can be widely disseminated to anyone for the purpose of secret data transfer. The asymmetric-key scheme, presented in Figure 1 , is based on the assumption that the public key will neither provide any information about the private key nor will it allow others to recreate it and that the message encrypted according to the public key will not be possible to decrypt by any known cryptographic attack method. In reality, the public and private keys are used as a metaphor to describe the operations of a chosen trapdoor one-way function and its inverse. The usefulness of an encryption algorithm depends on the difficulty of the mathematical problem; that is, the inversion of a TOWF as well as on the fluidity of the corresponding trapdoor.
Fig. 1. Asymmetric encryption scheme
To ensure the safety of the asymmetric encryption, additional requirements concerning the generated keys are very strict. For example, in the RSA algorithm, the two prime numbers used as function parameters must be at least 150 digits long. In order to fully explain the RSA algorithm (and, thus, the public-key-encryption concept), a few basic mathematical theorems must be presented.
Algebraic one-way function
Algebraic one-way function: F.gen(t): Z+→{0,1} is a type of function that is easy to compute in one direction but impossible to reverse. It should be understood that every function: y = f(x), on domain (0,∞) is relatively easily performed, whereas its inverse:
x = f -1 (y) cannot be calculated, implying that the formula for such an operation either simply does not exist or that the chances of predicting the correct solution are negligible.
Additionally, for the function to be considered one-way, the following properties must be satisfied [1] : -homomorphism: it is possible to perform algebraic operations on such functions, e.g.,
, or adding two functions together:
-ring-homomorphism: if R and S are rings, then a ring homomorphism is function f : R → S such that: Due to the lack of mathematical proof, the actual existence of one-way functions is still questioned. We know several functions that capture the properties of the complexity--theoretic one-way function and are classified as one, but only under the condition that an algorithm capable of efficiently computing its inverse has yet to be discovered.
The existence of a number-theoretic one-way function would prove that complexity classes P and NP are not equal (P ≠ NP), which would resolve one of the famous questions of theoretical computer science. It would also imply the existence of many other important concepts, such as:
-pseudorandom function families, -bit commitment schemes, -private-key encryption schemes secure against adaptive chosen-ciphertext attack, -message authentication codes, -digital signature schemes (secure against adaptive chosen-message attack).
Trapdoor one-way function
A trapdoor function is a special case of one-way function (F : X → Y) that contains a "trapdoor." The term "trapdoor" refers to specific information usually obtained during the process of creating a TOWF that can provide an easily computable inverse of a said function. In other words, whereas y = f -1 (x) is considered to be unsolvable by modern computers, equation: y = f -1 (x, k) (with k being additional knowledge) is easily calculated. Although there is no evidence that a TOWF can be constructed from any one-way function, a number of methods creating the so-called one-time trapdoor one--way function that can be used in certain transaction-related data-encryption processes have been published [2] . The general idea of a trapdoor one-way function is presented in Figure 2 .
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, f(x, y) is viewed as function f y (x) of x that maps n bits to m(n) bits; then, there is an efficient algorithm that, on input 〈y, f y (x), z〉 produ-
-F is a trapdoor one-way hash function if f is also a one-way hash function;
It is not known if a trapdoor one-way function can be constructed from any one-way function [4] .
In asymmetric cryptography, the trapdoor one-way function formula used for message encryption becomes the public key, and the secret information (trapdoor) used to compute its inverse becomes the private key. As of this day we know of only two algorithms (both based on large prime factorization) that capture the trapdoor one-way function properties: RSA and Rabin.
The RSA algorithm
The trapdoor one-way function used as the encryption mechanism in the RSA algorithm is modular exponentiation: In order to completely understand the TOWF mechanism behind this algorithm, knowledge of the following theorems is required.
Prime factorization
Prime factorization of a positive integer is a list of prime numbers (prime factors)
together with their multiplicities that divide that integer exactly. , where 2 and 3 are the prime factors.
For 1092: 1092 = 3 · 2 2 · 7 · 13, where 2, 3, 7 and 13 are the prime factors.
The asymmetric-key encryption relies on the fact that there is no efficient way of finding the prime factorization of large integers. The RSA algorithm generates two giant prime numbers p and q (each about 150 digits long) and sets N = p · q. The only thing required to break the code is to find the prime factorization of N; however, due to the complexity of the calculations, it is impossible for modern computers to find the correct answer. The estimated time required to break the RSA algorithm is measured in millions of years.
Euler's totient function
Euler's totient function (Euler's phi function), which is a special case of Fermat's Little Theorem, for a given number n, ϕ(n), outputs how many integers k in the range 1 ≤ k ≤ n are relatively prime to n, meaning that they share a common divisor (gcd (n, k) = 1).
For example:
The phi function is considered to be a special case of the trapdoor function, because it is very hard and incredibly time-consuming to evaluate ϕ(n) for large integers unless we know that n is a prime number (Fig. 3) . Knowing that a prime number can only be divided by itself and 1, the phi function of a prime integer is represented as:
where P -the prime number.
For example: P = 21377, ϕ(P) = 21376.
Euler's totient function is also multiplicative: 
Euler's (totient) theorem
Euler's totient theorem (also known as the Fermat-Euler theorem) presents the connection between the modulus and exponential calculation. From the definition: if p and a are coprime positive integers, then:
where ϕ(n) is Euler's totient function.
Euler's totient theorem (which is a generalization of Fermat's little theorem) was published in 1736 by Leonhard Euler. It may be used to reduce large powers modulo k.
I. e.g., 7 4 ≡ 1 (mod 10), and we get 7 222 ≡ 7 4 · 55 + 2 ≡ ( 7 4 ) 55 · 7 2 ≡ 1 55 · 7 2 ≡ 49 ≡ 9 (mod 10).
All of these theorems are crucial for the RSA algorithm on the grounds that they connect the modular exponentiation (which is a one-way function) with Euler's PHI function (which is a trapdoor one-way function) and prime factorization. In 1997, Clifford Cox combined all of these theorems to perform the following calculations.
Knowing that, from equation: Here is an example of the RSA encryption process (the numbers are intentionally small for clarity):
gcd(e, ϕ (n)) = 1, where e -random, rather small odd number, p = 53, g = 59, n = 3127.
There are several known trapdoor functions used in cryptography. Despite the early claims, one-way trapdoor functions are very rare and hard to find. This limits the possibilities for asymmetric cryptography and narrows the field of encryption schemes. As of this day, we only know two families of the TOWF that are useful for cryptographic purposes.
Rabin trapdoor function
Many efforts have been put forth to find an poly(n)-time algorithm capable of factoring an n-digit numbers. This implies the conclusion that such an algorithm does not exist. In cryptography, to ensure security against a brute-force attack, integers used for prime factorization must not only be very long but also relatively far apart.
The Rabin algorithm relies on the difficulty of factoring Blum integers. In mathematics, a natural number n is a Blum integer if n = p · q is a semiprime for which p and q are distinct prime numbers congruent to 3 mod 4 [6] . This means that p and q must be of the form 4t + 3: The public key in Rabin's encryption algorithm is Blum integer n = p · q, and primes q and p constitute the private key. The security of this cryptosystem against a chosen plaintext attack is provided by the fact that the modulus of n cannot be efficiently factored.
Rabin's encryption scheme: -Keys: choose random large primes P and Q of length n: with P, Q = 3 (mod 4), compute N = P · Q.
Note that Euler's totient function for N can be expressed as:
ϕ(N) (mod 4) = (P -1)(Q -1) (mod 4) = 2 · 2 (mod 4) = 0 (mod 4).
-Public key: N.
-Private key: P, Q.
-Decryption: compute X' = Y (mod N). There are four square roots of the Y modulo n: X 1 , X 2 , X 3 , X 4 .
One of these four messages will be the encrypted data.
Trapdoor in Rabin's algorithm
When integer P = 3 (mod 4), there is a simple formula to compute the square root of Y in mod P.
Form Fermat's Little Theorem, we know that:
Hence, the two square roots of c mod p are:
In a similar fashion, the two square roots of c mod q are:
Then, we can obtain the four square roots of c mod n using the Chinese Remainder Theorem.
Example: p = 7, q =11, N = 77, m = 10, where m is the secret message:
Using the Chinese Remainder Theorem to compute the square root of 23 mod 77 to be ± 10, ± 32 mod 77, we get: m 1 = 10, m 2 = 67, m 3 = 32, m 4 = 45.
The Rabin cryptosystem is more efficient and secure than the RSA algorithm. It was published in 1979 by Michael O. Rabin. The fact that we have to "manually" choose the right answer in Rabin's asymmetric encryption prevents it from finding widespread practical use.
One-time trapdoor one-way function
It is important to mention the one-time trapdoor one-way function (OTTOWF). Despite the fact that it is highly desirable that trapdoors remain secret even after their use in classical applications, there are some exceptions that require that the trapdoor does not remain secret after its use [7] . They are mostly based on the factoring assumption or generic one-way functions and require the new generation of all parameters after each use. Applications that can benefit from the OTTOWF are:
-electronic cash system (to ensure that coins are only spent once), -digital right management system supporting delegation (to trace the fact that the proxy has used its trapdoor), -ensuring fairness between various parties in a protocol.
Usage of public-key encryption

Asymmetric-key encryption in practice
Although asymmetric cryptography is superior to symmetric cryptography in many ways, there are certain disadvantages that did not allow public-key encryption from completely eliminating other algorithms. The biggest disadvantages of asymmetric-key algorithms is the fact that they are often very slow and the encrypted message has to be of a fixed size. For example, comparing RSA to the AES cryptosystem, one can conclude that AES is not only much faster and safer but that it can also be easily implemented on various operating systems, whereas the RSA algorithm cannot.
A solution to these problems is the so-called hybrid cryptosystem, which combines the convenience of a public-key cryptosystem with the efficiency of a symmetric-key cryptosystem. It uses two separate encrypting methods: -key encapsulation: which is a public-key encryption scheme, -data encapsulation: which is a symmetric-key scheme.
Typical usage of asymmetric-key encryption is for securing electronic communication over an open-networked environment (HTTPS protocol) and for obtaining authentication as well as digital signatures. It is also often used to secure the transmission of pay television programs to be accessed only by authorized subscribers.
There are also many other RSA-based security systems, including dual fingerprints fusion for cryptographic key generation [8] , presented in Figure 4 . It is an all real--time application that establishes a secured information exchange between the users. A cryptographic key is generated using dual fingerprint fusion. The key can only be obtained by using the fingerprint biometric trait of the receiver. Even if an attacker obtains the fingerprint stored in the database, it is impossible to decrypt the message because the algorithm requires dual fingerprints for the generation of a cryptographic key.
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Cryptographic key generation in dual fingerprints fusion algorithm [8] 
RSA algorithm implementation in hardware
Although it is more difficult to implement RSA algorithms in an integrated circuit (hardware) rather than in software, there are a few successful examples that prove that this can be achieved.
The solution of an FPGA architecture proposed by G. Ananth, Karthikeyan, and Dr. V. Kamakoti [9] provides high flexibility with the speed and physical security of traditional hardware. The design was created implementing a multi-board architecture using two Altera® boards, with one constantly generating random numbers using a data encryption standard (DES) random-bit generator and the second containing the RSA-implemented design that incorporates the reception of random numbers from hardware inputs.
Other RSA algorithm implementation on the FPGA architecture is a single chip for the Digital Envelope Scheme designed by R. Srinivasan, Dr. V. Vaidehi, J. Balaji, and S. Heema [10] . This system also enables the use of the DES algorithm by exploiting the parallelism present in DES and RSA operations. It offers a throughput of 3.5 Gb/s at a system clock rate of 54.7 MHz, and it is built with the use of an Altera Apex 20KE chip. Another single-chip implementation of the RSA cryptosystem [11] proposed by Nikolaus Langecan was design for the purpose of financial application security. A "GCD -General Crypto Device" hardware architecture was proven to not only be more time efficient and secure, but it also decreased the power consumption of the sensor nodes in the case of strong cryptography use.
Conclusion
Recent improvements in frequency performance as well as core design may question whether customized IP blocks are still needed for secure algorithms. As proven before [12] , the use of a core design supporting the RSA algorithm can save space in and the cost of the hardware. The implementation of cryptographic algorithms on programmable devices like FPGAs run noticeably faster than on software while preserving the physical security of the hardware solutions [13] . Although the flexibility of ASIC implementations still remains the biggest disadvantage, the FPGA architecture may provide the needed adaptability as well as the high speed of custom hardware.
