Abstract: All the 62 monomial elements in the canonical basis B of the quantized enveloping algebra for type A 4 have been determined in [2] . According to Lusztig's idea [7] , the elements in the canonical basis B consist of monomials and linear combinations of monomials (for convenience, we call them polynomials). In this note, we compute all the 144 polynomial elements in one variable in the canonical basis B of the quantized enveloping algebra for type A 4 based on our joint note [2] . We conjecture that there are other polynomial elements in two or three variables in the canonical basis B, which include independent variables and dependent variables. Moreover, it is conjectured that there are no polynomial elements in the canonical basis B with four or more variables.
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Typeset by A M S-T E X 1 1. Polynomial elements in one variable in the canonical basis of U + We shall freely use the notations in [2] without further comments.
1.1.
In [2] , we have determined the 62 monomial elements in the canonical basis B of the quantized enveloping algebra for type A 4 . Each monomial element corresponds to a region which consists of six independent inequalities. Here independence of six inequalities implies that we can't deduce one inequality from the others. Moreover, the regions can't be described with less than six inequalities, and the interiors of any two regions are disjoint. These regions of monomial elements have "nice" forms, which will help us compute polynomial elements in the canonical basis B.
All the 144 polynomial elements in one variable in the canonical basis B will be determined in this note based on our joint work [2] . We have been keeping on the computations of polynomial elements in several variables in the canonical basis B. And we do have found more than thirty polynomial elements in two independent variables u and w in the canonical basis B. We conjecture that there are other polynomial elements in two or three variables in the canonical basis B, which include independent variables and dependent variables. Moreover, it is conjectured that there are no polynomial elements in the canonical basis B with four or more variables.
It should be mentioned here that so-called "independent variables" is that the summing in the polynomial is independent of the order of variables, and "dependent variables" implies that the summing in the polynomial is dependent of the order of variables.
1.2.
Let us compute polynomial elements in one variable in the canonical basis B of the quantized enveloping algebra for type A 4 . According to Lusztig's idea, these polynomial elements should be linear combinations of the monomial elements. We shall describe how one can compute them and begin with monomial element 1.(1) in [2] as an example. Let A = (a 1 , a 2 , a 3 , a 4 , a 5 , a 6 , a 7 , a 8 , a 9 , a 10 ) ∈ N 10 , we have known from [2] P. 242 that in order to make the linear form l(x 1 , x 2 , · · · , x 14 ) and the unit form q(x 1 , x 2 , · · · , x 14 ) to be non-negative for any x = (x 1 , x 2 , · · · , x 14 ) ∈ N 14 , the following inequalities a 5 + a 6 + a 7 ≥ a 1 + a 2 + a 3 , a 7 + a 9 ≥ a 3 + a 6 , a 7 + a 9 + a 10 ≥ a 3 + a 6 + a 8 , a 6 + a 7 ≥ a 2 + a 3 , (♯) a 7 + a 8 + a 9 ≥ a 2 + a 3 + a 5 , a 2 + a 5 ≥ a 6 + a 8 , a 8 + a 9 ≥ a 5 + a 6 , a 9 + a 10 ≥ a 6 + a 8 , belongs to B. Because it is impossible that we deduce any one from the other inequalities in ( * ), the six inequalities in ( * ) are independent. ( * ) is called the region of the monomial ( * * ), and the six independent inequalities in ( * ) are called the defining inequalities of the region ( * ). We now consider the linear combination of the monomial ( * * ) that could become a new member in B. Because there is an one-to-one correspondence between N 10 and B, we have to observe the regions similar to ( * ). Firstly, we reverse the first defining inequality a 5 ≥ a 8 in ( * ), and get a new inequality a 8 ≥ a 5 . In order to make the other inequalities hold in (♯) but a 5 ≥ a 8 , we have to replace the remaining five defining inequalities in ( * ) by the following five defining inequalities a 10 ≥ a 8 , a 2 + a 5 ≥ a 6 + a 8 , a 1 ≥ a 5 , a 9 ≥ a 6 , a 5 + a 6 + a 7 ≥ a 1 + a 2 + a 3 .
The five new defining inequalities together with a 8 ≥ a 5 form a new region, which corresponds to a linear combination of the monomial ( * * ). Similarly, we can deal with other two cases that the second defining inequality and the third defining inequality in ( * ) are reversed, respectively. Secondly, we reverse the fourth defining inequality a 1 ≥ a 5 in ( * ), and get a new inequality a 5 ≥ a 1 . In order to make the other inequalities hold in (♯) but a 1 ≥ a 5 , we have to replace the remaining five defining inequalities in ( * ) by the following five defining inequalities
The five new defining inequalities together with a 5 ≥ a 1 form a new region, which corresponds to a linear combination of the monomial ( * * ). Similarly, we can deal with other two cases that the fifth defining inequality and the sixth defining inequality in ( * ) are reversed, respectively. By many computations, we have noticed that the coefficient of the linear combination of the monomial ( * * ) is closely related to the reversed inequality. Therefore, corresponding to the six defining inequalities in ( * ), we get the following six possibilities, respectively.
Then we get six polynomial elements in one variable, each corresponds to one of the above six cases. Also, the region of each of the six polynomial elements in one variable consists of six independent inequalities. In this way, corresponding to each of the 62 monomial elements, we compute all polynomial elements in one variable and their regions.
Observing the regions of every six polynomial elements in one variable which correspond to one of the 62 monomials, we find that at least three regions may have already occurred in S, the set of the 62 regions determined by the 62 monomial elements, and there may be at most another two regions, which are the same as those of polynomial elements in one variable we already computed before. They will not make contribution to the canonical basis B.
In the above example, the regions corresponding to (i), (ii), (iii) have already occurred in S, so the corresponding three polynomial elements in one variable don't make contribution to the canonical basis B, although they are combinations of the monomials ( * * ). In the other hand, the regions corresponding to (iv), (v), (vi) don't occur in S, and the corresponding three polynomial elements in one variable become new members in the canonical basis B because this is the first consideration for non-monomial case.
Repeating the above procedure for all 62 monomials one by one, we obtain all the 144 polynomial elements in one variable, which belong to the canonical basis B. The main result concerning with the polynomial elements in one variable in the canonical basis B of the quantized enveloping algebra for type A 4 is the following theorem. 
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. if a 3 + a 6 + a 8 ≥ a 7 + a 9 + a 10 , a 9 + a 10 ≥ a 6 + a 8 , 
12.
. if a 3 + a 5 + a 6 ≥ a 7 + a 8 + a 9 , a 7 + a 9 ≥ a 3 + a 6 , a 6 ≥ a 2 , a 8 + a 9 ≥ a 5 + a 6 , a 1 + a 2 ≥ a 5 + a 6 , a 10 ≥ a 8 . if a 7 + a 9 + a 10 ≥ a 3 + a 6 + a 8 , a 1 + a 2 ≥ a 5 + a 6 , a 6 ≥ a 2 , a 8 + a 9 ≥ a 5 + a 6 , a 3 + a 6 ≥ a 7 + a 9 , a 5 ≥ a 8 .
(2). if a 1 + a 2 + a 3 ≥ a 5 + a 6 + a 7 , a 9 + a 10 ≥ a 6 + a 8 , a 6 + a 7 ≥ a 2 + a 3 , a 2 ≥ a 6 ≥ a 9 , a 5 ≥ a 8 .
(2). if a 7 + a 9 + a 10 ≥ a 3 + a 6 + a 8 , a 3 + a 6 ≥ a 7 + a 9 , a 8 + a 9 ≥ a 5 + a 6 , a 5 ≥ a 8 ≥ a 1 , a 6 ≥ a 2 .
(2). if a 6 + a 7 ≥ a 2 + a 3 , a 1 + a 6 ≥ a 8 + a 9 , a 2 ≥ a 6 , a 5 ≥ a 1 , a 9 ≥ a 6 , a 8 ≥ a 10 . if a 1 + a 2 ≥ a 5 + a 6 , a 3 + a 6 ≥ a 7 + a 9 , a 9 ≥ a 6 ≥ a 2 , a 8 ≥ a 5 ≥ a 10 . [2] to cases 1−31, we get another 72 polynomial elements in one variable in the canonical basis B.
(1).

Applying the map
2. Proof of Theorem 1.3 2.1. In order to prove Theorem 1.3. We firstly need the following identity showed in [9] . Assume that m ≥ k ≥ 0, δ ∈ N. Then
Also, we need the following identity showed in [10] . Assume that
2.2. Now we prove 1 of Theorem 1.3. It is obvious that all the elements from case 1 to case 31 in Theorem 1.3 are fixed by the involution·. So we only need to check that these elements lie in L. Moreover, just like what we have done in [2] that we only prove the most complicated case here, i.e., case 1. First of all, we observe the monomial corresponding to (1) − (3) 
where
and
Note that the last two factors in B(ω) can also be equivalently represented as follows
Moreover, we have where integers i, j, k, l, m, n, r, s, t, p satisfies the following inequalities:
It should be mentioned here that in the above argument we use 10 different parameters to describe Ω in order to simplify the proof of polynomial elements 1. (1), (2), (3) in one variable, however we use 14 different parameters to describe Ω in the proof of the monomial element 1.(1) in [2] . It is only because the commutative order we use here is somewhat different from that in [2] . Set
Then the degree (with respect to v) of the coefficient v A(ω) × B(ω) of E ω in the sum expression of Formula (iii) is
where L M (x 1 , x 2 , · · · , x 7 , m, s, p) is a linear form in non-negative integers x 1 , x 2 , · · · , x 7 , m, s, p, and Q M (x 1 , x 2 , · · · , x 7 , m, s, p) is a unit form in nonnegative integers x 1 , x 2 , · · · , x 7 , m, s, p. Moreover, we have
By the BDDP-algorithm (see [1] or [2] §3.3) and Lemma 3.4 in [2] , we know that the unit form Q M (x 1 , x 2 , · · · , x 7 , m, s, p) is weakly positive, i.e.,
Therefore, we have 
where the last equality comes from Formula 2.1 (i), Ω 1 is obtained from Ω by replacing the defining inequality "0 ≤ l ≤ a 3 − k + a 6 , a 5 + a 6 " in (♭) by "0 ≤ l ≤ a 3 − k + a 6 , a 5 + a 6 + u", and B 1 (ω) is obtained from B(ω)
by deleting the factor a 5 + a 6 − l + a 4 + a 7 − j − m a 4 + a 7 − j − m . Note that a 5 + a 6 is always less than or equal to a 5 + a 6 + u, and relations (♮) are independent of u, even if u occurs in the upper boundary of the defining inequality of l, we can still conclude that the expressions behind the second equal sign in (iv) are independent of u. Using relations (♮), we can get the degree D P 1 (with respect to v) of the coefficient of E ω in the last sum expression of (iv), i.e.,
When a 5 + a 6 + a 7 ≥ a 1 + a 2 + a 3 , a 5 + a 6 ≥ a 8 + a 9 , a 1 ≥ a 5 , a 10 ≥ a 8 , a 2 ≥ a 6 , a 9 ≥ a 6 , 
So we have proved (1) 
where the last equality comes from Formula 2.1 (i), B 2 (ω) is obtained from B(ω) by delating the factor
Using relations (♮), we can get the degree D P 2 (with respect to v) of the coefficient of E ω in the last sum expression of (v), i.e.,
and 
where the last equality comes from the Formula 2.1 (ii), Ω 2 is obtained from Ω 1 by adding "0 ≤ w ≤ a 2 + a 3 − k − t, a 6 − l − k + r" to its defining inequalities only, and B 3 (ω) is obtained from B(ω) by delating the factor
Note that the expressions behind the second equal sign in (vi) are also independent of u, just like (1) of case 1. Using relations (♮), we can get the degree D P 3 (with respect to v) of the coefficient of E ω in the last sum expression of (vi), i.e., 
if a 8 + a 9 ≥ a 5 + a 6 , a 6 + a 7 ≥ a 2 + a 3 , a 2 ≥ a 6 , a 5 ≥ a 1 ≥ a 8 , a 10 ≥ a 8 , and (3) of case 1 is proved.
Polynomial elements in several variables
Finally, we conclude our note with the following two remarks:
Remark 1. The proof of all the other cases in Theorem 1.3 is quite similar to that of the above case. Also, the proof of a polynomial element has close relations with that of the corresponding monomial element.
Remark 2. We see that the regions of 62 monomial elements and 144 polynomial elements in one variable in the canonical basis B do not fill the space N 10 . Actually, we need only to fill the space N 9 because the regions what we consider are independent of a 4 . Recently, Marsh claims (see [M] ) that there should be 672 regions corresponding to elements in the canonical basis B of the quantized enveloping algebra for type A 4 . So we believe that in addition to monomial elements and polynomial elements in one variable we have worked out, there exist many polynomial elements in two or more variables in the canonical basis B. And we have been keeping on the computations of polynomial elements in two variables in the canonical basis B. We do have found more than thirty polynomial elements in two independent variables in the canonical basis B. Here, so-called "independent variables" means that the summing in the following two polynomials is independent of the order of u and w. For example, corresponding to monomial element 4. (1) 
