Abstract An efficient and positivity-preserving layer method is introduced to solve the radiation belt diffusion equation and is applied to study the bounce resonance interaction between relativistic electrons and magnetosonic waves. The layer method with linear interpolation, denoted by LM-L (layer method-linear), requires the use of a large number of grid points to ensure accurate solutions. We introduce a monotonicity-and positivity-preserving cubic interpolation method to be used with the Milstein-Tretyakov layer method. The resulting method, called LM-MC (layer method-monotone cubic), can be used to solve the radiation belt diffusion equation with a much smaller number of grid points than LM-L while still being able to preserve the positivity of the solution. We suggest that LM-MC can be used to study long-term dynamics of radiation belts. We then develop a 2-D LM-MC code and use it to investigate the bounce resonance diffusion of radiation belt electrons by magnetosonic waves. Using a previously published magnetosonic wave model, we demonstrate that bounce resonance with magnetosonic waves is as important as gyroresonance; both can cause several orders of magnitude increase of MeV electron fluxes within 1 day. We conclude that bounce resonance with magnetosonic waves should be taken into consideration together with gyroresonance.
Introduction
One widely adopted method to model the global dynamics of radiation belts is by solving a quasilinear diffusion equation. Various numerical codes [Beutier and Boscher, 1995; Varotsou et al., 2005; Li et al., 2007; Tao et al., 2008 , 2009 , 2011a , 2011b , Shprits et al., 2008a , 2008b Albert et al., 2009; Xiao et al., 2009 Xiao et al., , 2015 Su et al., 2010; Subbotin et al., 2010; Tu et al., 2013; Zheng et al., 2014; Glauert et al., 2014] based on quasilinear diffusion theory have been developed to evaluate and to understand the dynamic changes of particle fluxes in the radiation belts. Albert [2009, 2013] demonstrated that the numerically obtained phase space density might become negative when solving multidimensional quasilinear diffusion equations using standard finite difference methods, due to nonzero cross-diffusion terms. Different numerical techniques have been developed to avoid this problem when solving multidimensional diffusion equations [Albert and Young, 2005; Tao et al., 2008 Tao et al., , 2009 .
The search for a positivity-preserving method for solving the radiation belt diffusion equation starts from Albert and Young [2005] . This diffusion equation written in (J 1 , J 2 , J 3 ) coordinates has the form The remainder of this paper is organized as follows. We introduce the LM-MC using a simple 1-D problem in section 2. We review the layer method in section 2.1 and introduce the MP and PP cubic interpolation method in section 2.2. Then we develop a 2-D LM-MC code to solve the bounce-averaged pitch angle and energy diffusion equation. We validate this 2-D LM-MC code in section 3.1 and then explore effects of bounce resonance diffusion with magnetosonic waves on radiation belt electrons in section 3.2. Our results are then discussed and summarized in section 4.
The Layer Method With Monotone Cubic Interpolation (LM-MC)
In this section, we first review the basic framework of Milstein-Tretyakov layer method in 1-D. Details about the derivation of the layer method and the extension of the layer method to higher dimensions can be found in Milstein and Tretyakov [2001, 2002] . Then we introduce the monotonicity-preserving and positivity-preserving cubic interpolation method in 1-D and demonstrate its use in the Milstein-Tretyakov layer method. This interpolation method can be easily extended to higher dimensions by performing interpolations dimension by dimension. For example, for a 2-D interpolation in x, y coordinates, the interpolation is first done along x dimension and then along y dimension.
A Milstein-Tretyakov Layer Method in 1-D
Suppose we want to solve a general 1-D parabolic equation
subject to the following general initial and boundary conditions
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Here we assume a Dirichlet boundary condition at x = and a Neumann boundary condition at x = to illustrate how to handle these two kinds of popular boundary conditions in the layer method below.
Like finite difference methods, we discretize t equidistantly into t 0 , t 1 , t 2 , · · · , t n , t n+1 , · · · with t i = t 0 + iΔt, and x equidistantly into x 0 , x 1 , x 2 , · · · , x N−1 with x 0 = , x N−1 = , and x j = x 0 + jΔx. The time step and the grid size are chosen to be constant here only for simplicity of discussion. For any point x j with j = 1, 2, 3, · · · , N − 2, the Milstein-Tretyakov layer method solution of f (t n+1 , x j ) is closely related to the following two points:
where 2 = a. We can choose either = √ a or − √ a; different choices of do not affect the solution of f . For simplicity of discussion, we choose > 0 and thusx − <x + . In the simplest case, if <x ± < , the layer method solution of f is
We can see from equations (6)- (8) that the layer method for the parabolic equation (2) is similar to the method of characteristics for an advection equation. Indeed, if we let a = 0, then equation (2) becomes a pure advection equation, and equations (7) and (8) just reduce to the method of characteristics with the Euler method. If
can be obtained using interpolation. Clearly, if a small enough time step is used, <x ± < for all x j with j = 1, 2, 3, · · · , N − 2. However, if a larger time step is used andx is outside the computational domain, the value of f (t n ,x) in equation (8) is unknown, and we have to find the solution in a slightly different way, depending on the corresponding boundary conditions. For the Neumann boundary condition at x = , ifx > , we note that using the central finite difference formula, the derivative f ∕ x can be approximated as
wherex ′ is the symmetric point ofx with respect to x = ; i.e.,
Equation (9) can be solved to give f (t n ,x) as
If Δt is small enough thatx ′ is within [ , ) , the value of f (t n ,x) can be obtained from interpolation, and equation (8) can again be used to find f (t n+1 , x j ). Note that one of the most common Neumann boundary condition in the radiation belt modeling is of the type f ∕ x = 0, in this case
For the Dirichlet boundary condition at , ifx − < andx + ∈ [ , ], Milstein and Tretyakov [2001] demonstrated that one method of solving
where
Here 0 < < 1, and it is the root of Table 1 . The MP-S limiter is defined in section 2.2.1.
In equation (12), − and + are two weights and may be regarded as the probabilities of reaching andx + , respectively. Note that ± = 1∕2 only in the case = 1. For other ways of handling Dirichlet boundary conditions and more details about the layer method, we refer readers to the Milstein and Tretyakov [2001, 2002] .
In above equations, the values of f (t n ,x − ) and f (t n ,x + ) are obtained from interpolation. It is clear from equation (8) or (12) that if the interpolation method can guarantee the positivity of f (t n ,x ± ), the whole layer method is strictly positivity preserving. The layer methods of Milstein and Tretyakov [2001, 2002] and Milstein [2002] were constructed using linear interpolation, which is positivity preserving and was used by Tao et al. [2009] .
However, Tao et al. [2009] demonstrated that to obtain accurate results, the layer method with linear interpolation requires the use of a large number of grid points. The resulting LM-L code is far less efficient than finite difference methods. Milstein and Tretyakov [2002, 2001] suggested the use of cubic interpolation method; however, the cubic interpolation method might give oscillatory interpolant and result in negative solutions of f , as having been reported by Tao et al. [2009] . This behavior of cubic interpolation is also demonstrated in Figure 1 . We use a monotone data set (Table 1) modified from the Akima data [Akima, 1970] . The cubic interpolation leads to a nonmonotone and negative interpolant between x = 9 and 11. Therefore, a better interpolation method to be used with the layer method should have a higher accuracy than linear interpolation and be monotonicity preserving and positivity preserving.
The Monotonicity-and Positivity-Preserving Cubic Interpolation Method
In this section, we give a brief review of Fritsch and Carlson [1980] , Carlson and Fritsch [1985] , and Huynh [1993] about monotonicity-preserving (MP) or positivity-preserving (PP) cubic interpolation methods. The MP or PP cubic interpolation methods are based on the cubic Hermite interpolations. Let the mesh
where f is a piecewise smooth function. The local derivative of f at x i ,̇f i can be approximated numerically using {x i } and {f i }. The cubic Hermite interpolant is defined for
where 
, and q ′ (x i+1 ) =̇f i+1 . Note that the derivative {̇f i } is evaluated numerically, e.g., one can use the parabolic formula given below in equation (30). The key idea of MP and PP interpolation methods is then to find in a constructive way how to limit the numerically calculateḋf i to a certain interval so that the resulting interpolant has the desired properties, such as being monotone or positive. The corresponding ways of modifyinġf i are called MP limiters or PP limiters. The use of the limiteḋf i in the cubic Hermite interpolant q(x) in equation (17) results in a MP or PP cubic interpolation method.
A Simple MP Limiter
We first review a simple MP limiter from Fritsch and Carlson [1980] and Huynh [1993] . The purpose of a MP limiter is to limit the numerically calculateḋf i so that the interpolant is monotone if the data are monotone. The data are monotone at . Fritsch and Carlson [1980] and Huynh [1993] proved theoretically that iḟ
then the resulting interpolant q(x) given by equation (17) is monotone in
In this paper, we adopt the symbols used by Huynh [1993] , because we find that they are easy to use when developing numerical codes. In equation (21),
is the interval between minimum and maximum (21), which implieṡ
These two conditions oḟf i can be combined to givė
Here the minmod function is defined as
where the median of three numbers is the one between the other two. To preserve monotonicity of data, we only need to bring the numerically estimateḋf i into the range defined by equation (24) or using the minmod function defined in equation (26),̇f
We call this MP limiter the MP-S (S for Simple) limiter to differentiate it from a more advanced MP limiter discussed below. Equation (27) The effect of the monotone cubic interpolation with the MP-S limiter is demonstrated in Figure 1 using the modified Akima data shown in Table 1 . The trial̇f i is estimated using the derivative at x i of a parabola p i (x) determined using three points f i−1 , f i , and f i+1 ; i.e.,
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the weighted average of s i+1∕2 and s i−1∕2 . It is clear from equation (30) 
After
we apply the MP-S limiter tȯf i and use the limiteḋf i in the cubic Hermite interpolant in equation (17); the curve is shown in blue in Figure 1 . The monotone cubic interpolation method clearly guarantees that the interpolant is monotone.
The M3 Limiter
While always guaranteeing that the interpolant is monotone, the MP-S limiter described above might clip the interpolant if the data are not monotone, leading to loss of accuracy. For example, if x i is a local extremum, s i−1∕2 s i+1∕2 < 0; therefore, s i = 0 from equation (25). The MP-S limiter given by equation (27) will forcėf i = 0. This is demonstrated in Figure 2 , using the data set given in Table 2 . The MP-S limiter forceṡf i = 0 at x = ±0.33. The accuracy of the interpolation is reduced and equals that of the linear interpolation between the two points.
A way to increase accuracy is to relax the MP condition (21) near local extrema so that if the data are not monotone, the interpolant is not necessarily monotone. Huynh [1993] developed a class of methods, called M3 (monotone third order) methods. To introduce the M3 limiter, we first define p i+1∕2 (x) by
In other words, p ′ i+1∕2 
(x i ) gives t i ; i.e.,
It can be seen from the above description that the definition of t i requires five grid points from i − 2 to i + 2. Therefore, t i is not defined for the four points near two boundaries (i = 0, 1 and i = N − 2, N − 1). The M3 interval [Huynh, 1993] is then defined aṡf
with sgn(t i ) the sign of t i . To enforce thaṫf i belongs to the M3 interval, equation (37), we usė
This MP limiter is called the M3 limiter. For details about how the M3 limiter extends the MP S limiter, we refer readers to Huynh [1993] .
For points near boundaries, we cannot use the M3 limiter. For i = 1 or i = N − 2, we use the MP-S limiter, equation (27), to ensure monotonicity, because the MP-S limiter only requires three points centered at x i . The monotonicity of the interpolant between
Because of the relaxation of the monotonicity condition near local extrema, however, the M3 interval in equation (37) does not necessarily guarantee the positivity of f . If x i is a local minimum, it is possible for the M3 limiter to generate negative values of f . This is illustrated in Figure 2 , where the M3 limiter relaxed the monotonicity condition at x = ±0.33 and results in negative f s between x = −0.33 and 0.33. In Figure 2 , M3-A refers to the M3 limiter with the trial̇f i evaluated by equation (43) below, with A for average. To guarantee the positivity of f , we use a positivity-preserving limiter, described by Carlson and Fritsch [1985] , together with the M3 limiter.
The Combination of MP and PP Limiters
According to Carlson and Fritsch [1985] , the interpolant will not change sign over
By replacing i by i + 1 in the above equation, we have
If this condition oḟf i is satisfied, then equation (17) can be guaranteed to give positive f s. One can prove that if the data are monotone or near local maximum, then iḟf i is within the M3 interval, it automatically satisfies the PP condition given by equation (41). This proof is given in Appendix A. Using equation (41), a PP limiter can be conveniently defined aṡf
Now we combine the M3 limiter and the PP limiter to achieve a MP and PP cubic interpolation method. This involves four steps. First, we estimate a trial value foṙf i . This can be done usinġ
for interior points [Huynh, 1993] . For i = 1 and i = N − 2, we usėf i = p ′ i (x i ). For i = 0 and i = N − 1, we use one-sided approximations foṙf i according to Huynh [1993] ; i.e.,
The resulting algorithm after applying the M3-limiter will called M3-A if equation (43) for interior points is used. One can also use higher-order approximations oḟf i for interior points. For example, a fourth-order accurate quartic formula foṙf i is given in equation (4.21) of Huynh [1993] , resulting in an algorithm called M3-Q, Q for quartic, after applying the M3-limiter. Second, we apply the M3 limiter, equation (39), tȯf i for interior points and handlinġf i for points near boundaries as described in the previous section. This will make necessary modifications of the trial̇f i so that the resulting interpolant is monotonicity preserving. Third, the PP limiter is applied tȯf i , so that the resulting interpolant is both monotonicity preserving and positivity preserving. Note that because of the results in Appendix A the PP limiter will only modifẏf i at local minima if necessary. Fourth, using thėf i from the previous step in the cubic Hermite function, equation (17), results in the desired MP and PP cubic interpolant. The combined use of the M3 limiter and the PP limiter is demonstrated in Figure 2 , which leads to a nonoscillatory and positive interpolant throughout the whole data range.
The order of the accuracy of the interpolation depends on the exact algorithm used. The highest order of accuracy of the interpolant q(x) in equation (17) is fourth order, and it requires that the derivatives {̇f i } are exact or third order. Generally, the order of accuracy of q(x) is one order higher than the order of accuracy of derivatives. For example, the M3-A algorithm is uniformly third order accurate, becausėf i given in equation (43) is a second-order approximation of f ′ (x i ). The M3-Q algorithm is fourth-order accurate if the data are monotone and third-order accurate near local extrema [Huynh, 1993] . The order of accuracy of M3-A and M3-Q methods is demonstrated in Appendix B.
In the remainder of the paper, we always apply the PP limiter together with the M3-A limiter to guarantee the positivity of the phase space density in LM-MC. We use the M3-A interpolation method in this paper because it is relatively simple compared with M3-Q and our test results suggest that it is accurate enough for our purpose. The long-term accuracy of LM-MC is compared with that of LM-L used by Tao et al. [2009] in Appendix C for a 1-D pitch angle diffusion equation. This comparison demonstrates that the LM-MC can solve the diffusion equation accurately with a relatively small number of grid points, and therefore can be used for long-term modeling of radiation belt dynamics.
Application to Bounce Resonance Diffusion by Magnetosonic Waves
In this section, we first validate a 2-D LM-MC code developed to study pitch angle and momentum diffusion. Then we use the 2-D code to investigate the bounce resonance diffusion of relativistic electrons by magnetosonic waves.
Validation of a 2-D LM-MC Code
The 2-D pitch angle and momentum diffusion equation is
where 0 is the equatorial pitch angle, p is the momentum, and G = p 2 T( 0 ) sin(2 0 ) with T ≡ 1.30−0.56 sin 0 the normalized bounce period. Here D 0 0 , D 0 p , and D pp are bounce-averaged pitch angle, mixed, and momentum diffusion coefficients [Albert, 2004] . The diffusion coefficients used in this section are calculated using a chorus wave model at L = 4.5 . Initial and boundary conditions (E in MeV) are 
where the loss cone pitch angle 0L = 5°, E min = 0.2 MeV, E max = 5 MeV, and p min is the momentum corresponding to E min .
We 
where j = p 2 f is flux and subscripts denote the corresponding method. We find that ≈ 0.06 for E = 0.5 MeV at T = 1.0 day and ≈ 0.14 for E = 2.0 MeV at T = 1.0 day. This comparison demonstrates that the results from the two different methods agree very well with each other, especially considering the slight difference in boundary conditions [Albert and Young, 2005] . We conclude that our 2-D LM-MC code is capable of solving the bounce-averaged pitch angle and momentum diffusion equation with cross diffusion.
We now briefly comment on the efficiency of LM-MC methods compared with finite difference methods and LM-L. The number of computations used by layer methods in one time step is on the same order as that by finite difference methods; both are of  (N 1 N 2 ) , with N 1 and N 2 the number of grid points in dimensions 1 and 2, respectively. Because of the extra steps involved in constraininġf , the computation time of LM-MC is longer than finite difference methods if using the same numbers of grid points and time steps. For example, with a CPU of 3.0 GHz, it takes the 2-D LM-MC code about 5 min to finish the calculation in this section, while the computation time for a finite difference code we developed is about 1 min under the same settings. The main disadvantage of finite difference methods is that they do not guarantee positivity of the solution and typically involves trying different settings of grid resolutions to obtain results free of negative values. For example, Camporeale et al. [2013] demonstrated that when solving a 2-D problem with a fully implicit finite difference method, negative phase space densities exist even when N 1 = N 2 = 201, although their absolute values are small. For time explicit finite difference methods, using a smaller grid size also means a smaller time step, therefore more computation time, because of the Courant-Friedrichs-Lewy condition. On the other hand, one can choose any N 1 and N 2 with LM-MC and completely avoid nonphysical negative solutions. Therefore, the total time used by finite difference methods to achieve positive solutions could be comparable to or even longer than LM-MC, either from extra tries of different grid resolutions or from the use of a large number of grid points. Compared with LM-L, which requires the use of a large number of grid points to obtain accurate solutions of equation (46) [Tao et al., 2009] , the LM-MC can significantly save computation time by using a much smaller number of grid points. For example, LM-L would require N 0 = 1400 and N p = 1500 for the problem in this section [Tao et al., 2009] , and the resulting computation time is a few hours on the same computer. Therefore, we conclude that LM-MC can be used for long-term modeling of radiation belt dynamics.
Bounce Resonance Diffusion by Magnetosonic Waves
We now use the 2-D LM-MC code to investigate the effect of bounce resonance diffusion of relativistic electrons by magnetosonic waves. Because magnetosonic waves are confined to equatorial regions, the bounce resonance diffusion coefficients derived by Roberts and Schulz [1968] cannot be used directly; they assumed that waves cover the whole bounce trajectory of particles. Recently, Li et al. [2015] extended the work of 10.1002/2015JA022064 Roberts and Schulz [1968] and derived bounce resonance diffusion coefficients for spatially confined waves such as magnetosonic waves. Using a previously published magnetosonic wave model by Horne et al. [2007] , they concluded that bounce resonance diffusion is as important as gyroresonance diffusion (from Landau resonance). Note that for simplicity, instead of a spread in wave normal angle direction, Li et al. [2015] assumed a single wave normal angle = 89 ∘ . The calculated bounce resonance diffusion coefficients are shown in Figure 4 assuming pe ∕|Ω e | = 3, where pe and Ω e are the plasma frequency and the electron cyclotron frequency at the equator, respectively.
Like gyroresonance diffusion coefficients, the bounce resonance diffusion coefficients of magnetosonic waves are significant only over a limited pitch angle range for a given energy using the model of Horne et al. [2007] . Therefore, as in Tao et al. [2009] , we combine bounce resonance diffusion coefficients of magnetosonic waves outside the plasmasphere with gyroresonance diffusion coefficients by hiss waves inside plasmaspheric plumes from Li et al. [2007] . The drift averaged diffusion coefficients from bounce resonance with magnetosonic waves (60%) and gyroresonance with hiss waves (15%) are shown in Figure 5 . We adopt the parameter [2009] to indicate the relative importance of cross-diffusion terms. The mean value of is 0.6, and the maximum value of is about 1.0; these values suggest that cross-diffusion terms are important for this set of diffusion coefficients. We use the same initial and boundary conditions as in section 3.1. The resulting evolution of electron fluxes for E = 0.5 MeV and E = 2.0 MeV at T = 0.1 and 1.0 day is shown in Figure 6 as solid lines together with initial fluxes at these two energies. Bounce resonance with magnetosonic waves can increase the flux of 2.0 MeV electrons by a few orders of magnitudes within a day, and the flux peaks around 45 ∘ , producing a butterfly distribution. Also shown by dashed lines in Figure 6 are the corresponding fluxes resulting from gyroresonance with magnetosonic waves and hiss waves calculated by Tao et al. [2009] . We see that bounce resonance with magnetosonic waves is as important as gyroresonance, confirming the conclusion of Li et al. [2015] . Note that even though there is a difference in wave normal angle distributions used in calculating bounce resonance and gyroresonance diffusion coefficients of magnetosonic waves, adopting a spread in wave normal angle in bounce resonance diffusion calculation should not change our conclusion qualitatively. Our results suggest that bounce resonance should be incorporated into modeling when gyroresonance with magnetosonic waves is considered to be important.
Summary
In this work, we introduced the use of monotonicity-and positivity-preserving cubic interpolation methods in the Milstein-Tretyakov layer method. The resulting method, LM-MC, is positivity preserving and can be used to solve the radiation belt diffusion equation with a much smaller number of grid points compared with the layer method with linear interpolation; correspondingly, a significant amount of computation time can be saved. The LM-MC can therefore be used to model long-term radiation belt dynamics.
We then developed a 2-D LM-MC code and used it to investigate the bounce resonance diffusion of radiation belt electrons by magnetosonic waves. Using a previously published magnetosonic wave model [Horne et al., 2007] combined with a plasmaspheric plume hiss wave model [Li et al., 2007] , our simulation demonstrated that bounce resonance with magnetosonic waves is as important as gyroresonance, with both leading to significant acceleration of MeV electrons for the wave model used [Li et al., 2015] . Our results suggest that bounce resonance with magnetosonic waves should be taken into consideration when gyroresonance with magnetosonic waves is considered to be important.
Appendix A: The Relationship Between the PP Limiter and the M3 Limiter
In this section, we prove that iḟf i is within the M3 interval, equation (37) For a given N, the error of the interpolation is estimated using
We then plot 7 calculated errors as a function of Δx, the grid size, and perform a least squares fitting to obtain log(error) ∝ n log(Δx).
Hence, n is the order of accuracy of the corresponding interpolation method.
The results for linear, M3-A, and M3-Q methods are shown in Figure B1 . We see that the order of accuracy of linear interpolation is about 2, just as expected. For M3-A, n ≈ 3.2, and for M3-Q, n ≈ 3.77. These results are consistent with a theoretical estimate of the order of accuracy of M3-A and M3-Q by Huynh [1993] . Other types of functions we have tested but not shown here are x −7 , e x , e −x 2 , and sin(x); conclusions are similar. 
to measure the error of LM-MC and LM-L. Here the subscript "LM" indicates either LM-MC or LM-L. We find that ≈ 0.0007 for LM-MC with N 0 = 50, indicating almost perfect agreement. On the other hand, the LM-L solution is significantly smaller than the other two solutions when N 0 = 50 and the corresponding ≈ 0.8, indicating that the use of the inaccurate linear interpolation has caused excessive numerical diffusion in this case. To obtain accurate solutions, we have to increase the number of grid cells used. With Δt = 10 −3 Δ 0 , this means that we will also use a smaller time step when Δ 0 is decreased. For this case, the solution from the LM-L agrees with the NDSolve solution only when N 0 = 3200 ( = 0.01). This comparison demonstrates that compared with LM-L the LM-MC can solve the diffusion equation accurately with a much smaller number of grid points and preserves the positivity of the solution; therefore, the LM-MC can save a significant amount of computation time, and it can be used for long-term simulation of the radiation belt dynamics.
