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Abstract
This paper deals with the existence of solutions for the following nth order multi-point boundary value problem
at resonance
x(n)(t)= f (t, x(t), x′(t), . . . , x(n−1)(t))+ e(t), t ∈ (0, 1),
x(0)=
m−2∑
i=1
ix(i ), x
′(0)= · · · = x(n−2)(0)= 0, x(1)= x(),
where f : [0, 1]×Rn −→ R is a continuous function, e ∈ L1[0, 1], i ∈ R (1 im−2), 0< 1< 2< · · ·< m−2
< 1 and 0< < 1. An existence theorem is obtained by using the coincidence degree theory of Mawhin.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, we consider the following nth order boundary value problem (BVP, for short)
x(n)(t)= f (t, x(t), x′(t), . . . , x(n−1)(t))+ e(t), t ∈ (0, 1), (1)
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x(0)=
m−2∑
i=1
ix(i), x
′(0)= · · · = x(n−2)(0)= 0, x(1)= x(), (2)
where f : [0, 1] ×Rn −→ R is a continuous function and e∈L1[0, 1], i∈R (1im− 2), 0< 1< 2
< · · ·< m−2< 1 and 0< < 1.
We say that BVP (1), (2) is a problem at resonance, if the linear equation
x(n)(t)= 0, t ∈ (0, 1),
with the boundary condition (2) has nontrivial solutions. Otherwise, we call them a problem at nonreso-
nance.
For higher-order BVP at nonresonance, we refer to [1,13] and references therein.
Recently, Feng [2,3], Liu [8], Gupta [5–7] and Prezeradzki and Stan´czy [12] studied the existence
of solutions for some second-order multi-point BVPs at resonance. Ma [9], Gupta [4] and Nagle and
Pothoven [11] studied the existence of solutions for some third-order third-point BVPs at resonance.
The purpose of this paper is to discuss the existence of solutions of higher-order multi-point BVP (1),
(2) at resonance, and establish an existence theorem. Our method is based on the coincidence degree
theory of Mawhin [10].
2. Main result
We ﬁrst recall some notation and an abstract existence result [10].
LetY, Z be real Banach spaces, L : domL ⊂ Y −→ Z a Fredholm operator of index zero and P : Y −
→ Y ,Q : Z −→ Z continuous projectors such that ImP =KerL, KerQ= ImL and Y =KerL⊕KerP ,
Z = ImL⊕ ImQ. It follows that L|dom L∩Ker P : domL ∩ KerP −→ ImL is invertible, we denote the
inverse by KP . Let  be an open bounded subset of Y such that domL ∩  = ∅; the map N : Y −→ Z
is said to be L-compact on  ifQN() is bounded and KP (I −Q)N :  −→ Y is compact.
The theorem we use in the following is Theorem IV.13 of [10].
Theorem 1. Let L be a Fredholm operator of index zero and N be L-compact on . Assume that the
following conditions are satisﬁed:
(i) Lx = Nx for every (x, ) ∈ [(domL\KerL) ∩ ] × (0, 1).
(ii) Nx /∈ ImL for every x ∈ KerL ∩ .
(iii) deg(QN |Ker L, ∩ ker L, 0) = 0, where Q : Z −→ Z is a projection given as above with
ImL= KerQ.
Then the equation Lx =Nx has at least one solution in domL ∩ .
Forx∈Cn−1[0, 1],wedeﬁne‖x‖∞ =maxt∈[0,1] |x(t)| and‖x‖=max{‖x‖∞,‖x′‖∞, . . ., ‖x(n−1)‖∞}.
The norm in L1[0, 1] is denoted by ‖ · ‖1 and the Sobolev spaceWn,1(0, 1) is given by
Wn,1(0, 1)= {x : [0, 1] −→ R|x, x′, . . . , x(n−1),
absolutely continuous on [0,1] with x(n) ∈ L1[0, 1]}.
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Let Y = Cn−1[0, 1], Z = L1[0, 1]; L : domL ⊂ Y −→ Z is a linear operator given by Lx = x(n), for
x ∈ domL ⊂ Y , where
domL=
{
x ∈ Wn,1(0, 1) : x(0)=
m−2∑
i=1
ix(i), x
′(0)= · · · = x(n−2)(0)= 0, x(1)= x()
}
.
Let N : Y −→ Z be deﬁned by
Nx = f (t, x(t), x′(t), . . . , x(n−1)(t))+ e(t), t ∈ (0, 1).
Then BVP (1), (2) is Lx =Nx. 
Theorem 2. Let f : [0, 1] × Rn −→ R be a continuous function, and assume that
(H1)
∑m−2
i=1 i = 1,
∑m−2
i=1 i
n−1
i = 0,
∑m−2
i=1 ini = 0.
(H2) There exist functions a1(t), a2(t), . . . , an(t), b(t), r(t) ∈ L1[0, 1] and a constant  ∈ [0, 1) such
that each (x1, x2, . . . , xn) ∈ Rn, t ∈ [0, 1], satisﬁes one of the following inequalities:
|f (t, x1, x2, . . . , xn)|
(
n∑
i=1
ai(t)|xi |
)
+ b(t)|xn| + r(t), (3)
|f (t, x1, x2, . . . , xn)|
(
n∑
i=1
ai(t)|xi |
)
+ b(t)|xn−1| + r(t), (4)
· · ·
|f (t, x1, x2, . . . , xn)|
(
n∑
i=1
ai(t)|xi |
)
+ b(t)|x1| + r(t). (5)
(H3) There exists a constantM> 0 such that
m−2∑
i=1
i
∫ i
0
∫ n
0
· · ·
∫ 2
0
[f (1, x(1), x′(1), . . . , x(n−1)(1))+ e(1)] d1 . . . dn = 0 (6)
for x ∈ domL with |x(t)|>M , t ∈ [0, 1].
(H4) There exists a constantM∗> 0 such that either
c ·
m−2∑
i=1
i
∫ i
0
∫ n
0
· · ·
∫ 2
0
[f (1, c, 0, . . . , 0)+ e(1)] d1 . . . dn < 0 (7)
or
c ·
m−2∑
i=1
i
∫ i
0
∫ n
0
· · ·
∫ 2
0
[f (1, c, 0, . . . , 0)+ e(1)] d1 . . . dn > 0 (8)
holds for c ∈ R with |c|>M∗.
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Then for each e ∈ L1[0, 1], BVP (1), (2) has at least one solution in Cn−1[0, 1] provided that∑n
i=1 ‖ai‖1< 1/1, where
1 = (n− 1)!∑n−1
k=1 k−1
+ 2.
3. Proof of Theorem 2
For the proof of Theorem 2 we shall apply Theorem 1 and the following lemmas.
Lemma 1. If Condition (H1) holds, then L : domL ⊂ Y −→ Z is a Fredholm operator of index zero
and the linear continuous projectorQ : Z −→ Z can be deﬁned as
Qy = n!∑m−2
i=1 ini
m−2∑
i=1
i
∫ i
0
∫ n
0
· · ·
∫ 2
0
y(1) d1 . . . dn
and the linear operator KP : ImL −→ domL ∩ KerP can be written in
KPy =− t
n−1
1− n−1
∫ 1

∫ n
0
· · ·
∫ 2
0
y(1) d1 . . . dn +
∫ t
0
∫ n
0
· · ·
∫ 2
0
y(1) d1 . . . dn
with
‖KPy‖2‖y‖1 for all y ∈ ImL, (9)
where 2 = 1 − 1, and 1 is given as in Theorem 2.
Proof. It is clear that
KerL= {x ∈ domL : x = c, c ∈ R}.
Now we show
ImL=
{
y ∈ Z :
m−2∑
i=1
i
∫ i
0
∫ n
0
· · ·
∫ 2
0
y(1) d1 . . . dn = 0
}
. (10)
The problem
x(n) = y, x ∈ domL, y ∈ Z (11)
has a unique solution x(t) if and only if
m−2∑
i=1
i
∫ i
0
∫ n
0
· · ·
∫ 2
0
y(1) d1 . . . dn = 0. (12)
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In fact, if (11) has a solution x(t), then we have
x(t)= x(0)+ 1
1! x
′(0)t + · · · + 1
(n− 1)! x
(n−1)(0)tn−1 +
∫ t
0
∫ n
0
· · ·
∫ 2
0
y(1) d1 . . . dn
= x(0)+ 1
(n− 1)! x
(n−1)(0)tn−1 +
∫ t
0
∫ n
0
· · ·
∫ 2
0
y(1) d1 . . . dn.
According to Condition (H1) and x(0)=∑m−2i=1 ix(i), we obtain
m−2∑
i=1
i
∫ i
0
∫ n
0
· · ·
∫ 2
0
y(1) d1 . . . dn = 0.
On the other hand, if (12) holds and we set
x(t)= c − t
n−1
1− n−1
∫ 1

∫ n
0
· · ·
∫ 2
0
y(1) d1 . . . dn +
∫ t
0
∫ n
0
· · ·
∫ 2
0
y(1) d1 . . . dn,
where c is an arbitrary constant, then x(t) is a solution of (11). Hence (10) holds.
For y ∈ Z, take the projector
Qy = n!∑m−2
i=1 ini
m−2∑
i=1
i
∫ i
0
∫ n
0
· · ·
∫ 2
0
y(1) d1 . . . dn.
ObviouslyQy ∈ R. Let y1 = y −Qy; we obtain
m−2∑
i=1
i
∫ i
0
∫ n
0
· · ·
∫ 2
0
y1(1) d1 . . . dn = 0.
Then y1 ∈ ImL. So Z = ImL⊕ R, since ImL ∩ R = {0}. Thus,
dim KerL= dim R = co dim ImL= 1.
This implies that L is a Fredholm operator of index zero.
Let P : Y −→ Y be
Px = x(0).
Then the generalized inverse KP : ImL −→ domL ∩ KerP of L can be written in
KPy =− t
n−1
1− n−1
∫ 1

∫ n
0
· · ·
∫ 2
0
y(1) d1 . . . dn +
∫ t
0
∫ n
0
· · ·
∫ 2
0
y(1) d1 . . . dn. (13)
In fact, for y ∈ ImL, we have
(LKP )y(t)= [(KP y)(t)](n) = y(t). (14)
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For x ∈ domL ∩ Ker P , it holds that
(KPL)x(t)= − t
n−1
1− n−1
∫ 1

∫ n
0
· · ·
∫ 2
0
x(n)(1) d1 . . . dn
+
∫ t
0
∫ n
0
· · ·
∫ 2
0
x(n)(1) d1 . . . dn
= − t
n−1
1− n−1
[
x(1)− x()− 1
1!x
′(0)(1− )
− · · · − 1
(n− 1)!x
(n−1)(0)(1− n−1)
]
+ x(t)− x(0)− 1
1!x
′(0)t − · · · − 1
(n− 1)!x
(n−1)(0)tn−1. (15)
In view of x ∈ domL ∩ Ker P , x(0)=∑m−2i=1 ix(i), x′(0)= · · · = x(n−2)(0)= 0 and Px = 0; thus
(KPL)x(t)= x(t).
Now KP = (L|dom L∩Ker P )−1 comes from (14) and (15), and
‖KPy‖∞ 11− n−1
∫ 1

∫ 1
0
· · ·
∫ 1
0
|y(1)| d1 . . . dn +
∫ 1
0
· · ·
∫ 1
0
|y(1)| d1 . . . dn
=
(
1− 
1− n−1 + 1
)
‖y‖1
(
(n− 1)!∑n−1
k=1 k−1
+ 1
)
‖y‖1 = 2‖y‖1.
It follows from (13) that
(KP y)
(i)(t)= − (n− 1)(n− 2) · · · (n− i) t
n−i−1
1− n−1
∫ 1

∫ n
0
· · ·
∫ 2
0
y(1) d1 . . . dn−1 dn
+
∫ t
0
∫ n−i
0
· · ·
∫ 2
0
y(1) d1 . . . dn−i , i = 1, 2, . . . , n− 2,
and
(KP y)
(n−1)(t)=− (n− 1)!
1− n−1
∫ 1

∫ n
0
· · ·
∫ 2
0
y(1) d1 . . . dn−1 dn +
∫ t
0
y(1) d1.
We have
‖(KP y)(i)‖∞2‖y‖1, i = 1, 2, . . . , n− 2,
and
‖(KP y)(n−1)‖∞2‖y‖1.
Then ‖KPy‖2‖y‖1. The proof is ﬁnished. 
Lemma 2. If Conditions (H2) and (H3) hold, then the set1={x ∈ domL\KerL : Lx=Nx for some
 ∈ (0, 1)} is bounded.
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Proof. Suppose that x ∈ 1, Lx = Nx. Then Nx ∈ ImL= KerQ yields
m−2∑
i=1
i
∫ i
0
∫ n
0
· · ·
∫ 2
0
[f (1, x(1), x′(1), . . . , x(n−1)(1))+ e(1)] d1 . . . dn = 0.
Condition (H3) implies that there exists t0 ∈ [0, 1] such that |x(t0)|M . In view of
x(0)= x(t0)−
∫ t0
0
x′(t) dt,
we obtain
|x(0)|M + ‖x′‖∞. (16)
There exists t1 ∈ (, 1) such that x′(t1)= 0 since x(1)= x(). One has x′(t)= x′(t1)+
∫ t
t1
x′′(t) dt and
then
‖x′‖∞‖x′′‖1. (17)
Similarly, we can prove that there exist ti ∈ [0, 1] (i = 2, . . . , n − 1) such that x(i)(ti) = 0 by use of
x′(0)= · · · = x(n−2)(0)= 0, and
‖x(i)‖∞‖x(i+1)‖1, i = 2, . . . , n− 1. (18)
Hence from (16)–(18), we have
‖Px‖ = |x(0)|M + ‖x′‖∞M + ‖x′′‖1 · · · M + ‖x(n−1)‖∞
M + ‖x(n)‖1 =M + ‖Lx‖1M + ‖Nx‖1. (19)
Again for x ∈ 1, then x ∈ domL\KerL, one has (I − P)x ∈ domL ∩ KerP,LPx = 0. And from
Lemma 1, one has
‖(I − P)x‖ = ‖KPL(I − P)x‖2‖L(I − P)x‖1 = 2‖Lx‖12‖Nx‖1, (20)
where 2 is given as (9). Then
‖x‖‖Px‖ + ‖(I − P)x‖1‖Nx‖1 +M, (21)
where 1 is given as Theorem 2.
If inequality (3) in Condition (H2) holds, then we obtain from (21) that
‖x‖1
[(
n∑
i=1
‖ai‖1‖x(i−1)‖∞
)
+ ‖b‖1‖x(n−1)‖∞ + C1
]
=1
[
‖a1‖1‖x‖∞ +
(
n∑
i=2
‖ai‖1‖x(i−1)‖∞
)
+ ‖b‖1‖x(n−1)‖∞ + C1
]
, (22)
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where C1 = ‖r‖1 + ‖e‖1 +M/1. Thus,
‖x‖∞ 11− 1‖a1‖1
[(
n∑
i=2
‖ai‖1‖x(i−1)‖∞
)
+ ‖b‖1‖x(n−1)‖∞ + C1
]
, (23)
since ‖x‖∞‖x‖. One has from (22) and (23) that
‖x′‖∞‖x‖
1
[
1+ 1‖a1‖1
1− 1‖a1‖1
][( n∑
i=2
‖ai‖1‖x(i−1)‖∞
)
+ ‖b‖1‖x(n−1)‖∞ + C1
]
= 1
1− 1‖a1‖1
[(
n∑
i=2
‖ai‖1‖x(i−1)‖∞
)
+ ‖b‖1‖x(n−1)‖∞ + C1
]
and
‖x′‖∞ 11− 1(‖a1‖1 + ‖a2‖1)
[(
n∑
i=3
‖ai‖1‖x(i−1)‖∞
)
+ ‖b‖1‖x(n−1)‖∞ + C1
]
, (24)
...
‖x(n−1)‖∞ 1
1− 1∑n−1i=1 ‖ai‖1 [‖an‖1‖x
(n−1)‖∞ + ‖b‖1‖x(n−1)‖∞ + C1].
Then
‖x(n−1)‖∞ 1‖b‖11− 1∑ni=1 ‖ai‖1 ‖x(n−1)‖∞ +
1C1
1− 1∑ni=1 ‖ai‖1 . (25)
Since  ∈ [0, 1), there existsM1> 0 such that
‖x(n−1)‖∞M1. (26)
Similarly, there existMi > 0 (i = 2, 3, . . . , n) such that
‖x(n−i)‖∞Mi, i = 2, 3, . . . , n. (27)
Hence,
‖x‖ =max{‖x‖∞, ‖x′‖∞, . . . , ‖x(n−1)‖∞} max{M1,M2, . . . ,Mn}.
Again from (3), (26) and (27), we have
‖x(n)‖1‖a1‖1Mn + · · · + ‖an−1‖1‖M2 + (‖an‖1 + ‖b‖1)M1 + ‖r‖1 + ‖e‖1.
Then 1 is bounded.
If inequality (4) or (5) in Condition (H2) holds, we can prove similarly that 1 is bounded, too. 
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Lemma 3. If Condition (H3) holds, then the set 2 = {x ∈ KerL : Nx ∈ ImL} is bounded.
Proof. Let x ∈ 2. Then x ∈ KerL= {x ∈ domL : x = c, c ∈ R} andQNx = 0, i.e.,
m−2∑
i=1
i
∫ i
0
∫ n
0
· · ·
∫ 2
0
[f (1, c, 0, . . . , 0)+ e(1)] d1 . . . dn = 0.
From (H3), we can get |c|M∗. So 2 is bounded. 
Lemma 4. If the ﬁrst part of Condition (H3) holds, then
c · n!∑m−2
i=1 ini
m−2∑
i=1
i
∫ i
0
∫ n
0
· · ·
∫ 2
0
[f (1, c, 0, . . . , 0)+ e(1)] d1 . . . dn < 0. (28)
Let
3 = {x ∈ KerL : −Jx + (1− )QNx = 0,  ∈ [0, 1]}.
Here J : KerL −→ ImQ is a linear isomorphism given by J (c)= c, ∀c ∈ R. Then 3 is bounded.
Proof. For x = c0 ∈ 3, we obtain
c0 = (1− ) · n!∑m−2
i=1 ini
m−2∑
i=1
i
∫ i
0
∫ n
0
· · ·
∫ 2
0
[f (1, c0, 0, . . . , 0)+ e(1)] d1 . . . dn.
If = 1, then c0 = 0. Otherwise, if |c0|>M∗, in view of (26), one has
c20 = c0 · (1− ) ·
n!∑m−2
i=1 ini
m−2∑
i=1
i
∫ i
0
∫ n
0
· · ·
∫ 2
0
[f (1, c0, 0, . . . , 0)+ e(1)] d1 . . . dn,
which contradicts c200. Thus 3 ⊂ {x ∈ KerL : ‖x‖ M∗} is bounded. 
Now the proof of Theorem 2 is a consequence of Theorem 1 and the above lemmas.
Proof of Theorem 2. Let  be a bounded open subset ofY such that
⋃3
i=1 i ⊂ . By theAscoli–Arzela
theorem, we can show that KP (I − Q)N :  −→ Y is compact; thus N is L-compact on . Then by
Lemmas (2) and (3), we have:
(i) Lx = Nx for every (x, ) ∈ [(domL\KerL) ∩ ] × (0, 1).
(ii) Nx /∈ ImL for every x ∈ KerL ∩ .
(iii) Let
H(x, )=−Jx + (1− )QNx.
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According to Lemma 4, we know H(x, ) = 0 for x ∈ KerL ∩ . By the homotopy property of
degree, we get
deg(QN |Ker L, ∩ KerL, 0)= deg(H(·, 0), ∩ KerL, 0)
= deg(H(·, 1), ∩ KerL, 0)
= deg(−J, ∩ KerL, 0) = 0.
Then by Theorem 1, Lx = Nx has at least one solution in domL ∩ . So BVP (1), (2) has at least one
solution in Cn−1[0, 1]. The proof is completed. 
Remark 1. If the second part of Condition (H3) holds, then
c · n!∑m−2
i=1 ini
m−2∑
i=1
i
∫ i
0
∫ n
0
· · ·
∫ 2
0
[f (1, c, 0, . . . , 0)+ e(1)] d1 . . . dn > 0.
In Lemma 4, we take
3 = {x ∈ KerL : Jx + (1− )QNx = 0,  ∈ [0, 1]}.
We can prove 3 is bounded. Then in the proof of Theorem 2, we let
H(x, )= Jx + (1− )QNx.
Therefore,
deg(QN |Ker L, ∩ KerL, 0)= deg(J, ∩ KerL, 0) = 0.
The remainder of the proof is the same as the case (28).
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