When drawing graphs whose nodes contain text or graphics, the nontrivial node sizes must be taken into account, either as part of the initial layout or as a post-processing step. The core problem in avoiding or removing overlaps is to retain the structural information inherent in a layout while minimizing the additional area required. This paper presents a new node overlap removal algorithm that does well at retaining a graph's shape while using little additional area and time. As part of the analysis, we consider and evaluate two measures of dissimilarity for two layouts of the same graph.
Introduction
Most existing symmetric graph layout algorithms treat nodes as points. In practice, nodes usually contain labels or graphics that need to be displayed. Naively incorporating this can lead to nodes that overlap, causing information of one node to occlude that of others. If we assume that the original layout conveys significant aggregate information such as clusters, the goal of any layout that avoids overlaps should be to retain the "shape" of the layout based on point nodes.
The simplest and, in some sense, the best solution is to scale up the drawing while preserving the node size until the nodes no longer overlap [30] . This has the advantage of preserving the shape of the layout exactly, but can lead to inconveniently large drawings. In general, overlap removal is typically a tradeoff between preserving the shape and limiting the area, with scaling at one extreme.
Many techniques to avoid overlapping nodes have been devised. One approach is to make the node size part of the model of the layout algorithm. It is assumed that whatever structure that would have been exposed using point nodes will still be evident in these more general layouts. For hierarchical layouts, the node size can be naturally incorporated into the algorithm [11, 35] . For symmetric layouts, various authors [3, 19, 28, 37] have extended the springelectrical model [7, 12] to take into account node sizes, usually as increased repulsive forces. Node overlap removal can also be built into the stress model [26] by specifying the ideal edge length to avoid overlap along the graph edges. Such heuristics, however, cannot guarantee all overlaps will be removed, so they typically rely on overly large repulsive forces, or the type of post-processing step considered below. This problem was addressed by Dwyer et al. [5] , who showed how to encode overlap avoidance, as well as many other layout features, as linear constraints in a stress function, and then optimize the stress function using stress majorization [13] .
An alternative approach is to remove node overlaps as a post-processing step after the graph is laid out. Here the trade-off between layout size and preserving the graph's shape is more explicit. In addition to many of the algorithms mentioned above that can be adapted for this use, a number of other algorithms have been proposed. For example, the Voronoi cluster busting algorithm [15, 29] works by iteratively forming a Voronoi diagram from the current layout and moving each node to the center of its Voronoi cell until no overlaps remain. The idea is that restricting each node to its corresponding Voronoi cell should preserve the relative positions of the nodes. In practice, because of the number of iterations often required and the use of a rectangular bounding box, 1 the nodes in the final drawing can be homogeneously distributed within a rectangle, the graph bearing little resemblance to the original layout.
Another group of post-processing algorithms is based on setting up pairwise node constraints to remove overlaps and then performing some procedure to generate a feasible solution. The force scan algorithm [31] and its later variants [20, 24] proceed along these lines. More recently, Marriott et al. [30, 31] have presented quadratic programming algorithms which remove node overlaps while, if desired, minimizing node displacement. All of these techniques rely on solving separate horizontal and vertical problems. They behave differently if the layout is rotated by a degree that is not a multiple of π/2. We have also found that, in practice, this asymmetry often results in a layout with a distorted aspect ratio (e.g., Figure 4 , bottom right).
One desideratum proposed [31] for overlap removal is the preservation of orthogonal ordering, i.e., the relative ordering of the x and y coordinates of two nodes should be the same in the original layout and the one with overlaps removed. Thus, if a node is above and to the left of another node in the original layout, it is above and to the left in the derived one. The idea is that, in this manner, a user's "mental map" of the graph is better preserved. Many of the algorithms described above either inherently preserve orthogonal ordering, or have simple variations that do. While preserving orthogonal ordering can be important, it alone cannot ensure that the relative proximity relations [23] between nodes are preserved. At other times, it is too restrictive, causing two highly-related nodes to be moved far apart due to some largely unrelated third node. For these reasons, our approach is to concentrate on proximity relations and not deal with orthogonal ordering.
In this paper, we focus on the problem of removing overlaps rather than avoiding them. To this end, we discuss (Section 3) metrics for the similarity between two layouts which we believe better quantify the desired outcome of overlap removal than minimized displacement or such simpler measures as aspect ratio or edge ratio (the ratio of the longest and the shortest edge lengths). We then present (Section 4) a node overlap removal algorithm based on a proximity graph of the nodes in the original layout. Using this graph as a guide, it iteratively moves the nodes, particularly those that overlap, while keeping the relative positions between them as close to those in the original layout as possible. The algorithm is similar to the stress model [26] used for graph layout, except that the stress function involves only a sparse selection of all possible node pairs. Because of this sparse stress function, the algorithm is efficient and is able to handle very large graphs. In Section 5, we evaluate our algorithm and others using the proposed similarity measures. Finally, Section 6 presents a summary and topics for further study.
Background
We use G = (V, E) to denote an undirected graph, with V the set of nodes (vertices) and E edges. We use |V | and |E| for the number of vertices and edges, respectively. We let x i represent the current coordinates of vertex i in Euclidean space. For this paper we are interested in 2D layout, therefore x i ∈ R 2 . The aim of graph drawing is to find x i for all i ∈ V so that the resulting drawing gives a good visual representation of the information in the graph. Two popular methods, the spring-electrical model [7, 12] , and the stress model [26] , both convert the problem of finding an optimal layout to that of finding a minimal energy configuration of a physical system. We shall describe the stress model in more detail since we will use a similar model for the purpose of node overlap removal in Section 4.
The stress model assumes that there are springs connecting all nodes of the graph, with the ideal spring length equal to the graph theoretical distance between nodes. The energy of this spring system is i =j
where d ij is the graph theoretical distance between vertices i and j, and w ij is a weight factor, typically 1/d ij 2 . The layout that minimizes the above stress energy is an optimal layout of the graph. There are several ways to find a solution of the minimization problem. An iterative approach can be employed. Starting from a random layout, the total spring force on each vertex is calculated, and the vertex is moved along the direction of the force for a certain step length. This process is repeated, with the step length decreasing every iteration, until the layout stabilizes. Alternatively, a stress majorization technique can be employed, where the cost function (1) is bounded by a series of quadratic functions from above, and the process of finding an optimum becomes that of solving a series of linear systems [13] .
In the stress model, the graph theoretical distance between all pairs of vertices has to be calculated, leading to quadratic complexity in the number of vertices. There have been attempts (e.g., [2, 13] ) to simplify the stress function by considering only a sparse portion of the graph. Our experience, however, with real-life graphs is that these techniques may fail to yield good layouts. Therefore, algorithms based on a spring-electrical model employing a multilevel approach and an efficient approximation scheme for long range repulsive forces [18, 22, 36] are still the most efficient choices to lay out large graphs without consideration of the node size.
Measuring Layout Similarity
The outcome of an overlap removal algorithm should be measured in two aspects. The first aspect is the overall bounding box area: we want to minimize the area taken by the drawing after overlap removal. The second aspect is the change in relative positions. Here we want the new drawing to be as "close" to the original as possible. It is this aspect that is hard to quantify.
When total node movement is optimized [6, 24] , comparison is reduced to measuring the amount of displacement of the vertices in the new layout from those of the original graph. This measurement does not take into account possible shifts, scalings or rotations, nor the importance of maintaining the relative position among vertices.
As far as we are aware, there is no definitive way to measure similarity of two layouts of the same graph. We adopt two approaches. The first approach is based on measuring changes in lengths of edges. The second approach, which is a modification of the metric of Dwyer et al. [6] , is based on measuring the displacement of vertices, after discounting shift, scaling and rotation.
Before defining these two measures of similarity, we first introduce the concept of a proximity graph. A proximity graph is a graph derived from a set of points in space: points that are "neighbors" to each other in the space form an edge in the proximity graph. There are many ways to create a proximity graph [25] . In this paper, we shall work with the Delaunay triangulation (DT), which is an approximation to the proximity graph, and has the advantage being rigid. Two points are neighbors in DT if and only if there exists a sphere passing through these two points, and no other points lie in the interior of this sphere.
One way to measure the similarity of two layouts is to measure the distance between all pairs of vertices in the original and the new layout. If the two layouts are similar, then these distances should match, subject to scaling. This is known as Frobenius metric in the sensor localization problem [9] . Calculating all pairwise distances is expensive for large graphs, both in CPU time and in the amount of memory. As we want a metric feasible for very large graphs, we instead form a DT of the original graph, then measure the distance between vertices along the edges of the triangulation for the original and new layouts. 
If x
0 and x denote the original and the new layout, and E P is the set of edges in the triangulation, we calculate the ratio of the edge length
then define a measure of the dissimilarity as the normalized standard deviation σ dist (x 0 , x) = {i,j}∈E P (rij−r) 2 |EP | r ,
is the mean ratio.
The reason we measure the edge length ratio along edges of the proximity graph, rather than along edges of the original graph, is that if the original graph is not rigid, then even if two layouts of the same graph have the same edge lengths, they could be completely different. For example, think of the graph of a square, and a new layout of the same graph in the shape of a nonsquare rhombus. These two layouts may have exactly the same edge lengths, Figure 1: The edge lengths of these two layouts of a non-rigid graph are exactly the same, but the layouts are clearly different.
but are clearly different (see Figure 1 ). The rigidity of the triangulation avoids this problem.
Notice that σ dist (x 0 , x) is not symmetric with regard to which layout comes first. Furthermore, in theory, this non-symmetric version could class a layout and a foldover of it (e.g., a square grid with one half folded over the other) as the same. We can symmetrize it by defining the dissimilarity between layout x and x 0 as (σ dist (x 0 , x) + σ dist (x, x 0 ))/2. This also resolves the "foldover problem". The symmetric version may be more appropriate if we are comparing two unrelated layouts. Since, however, we are comparing a layout derived from an existing layout, we feel that the asymmetric version is adequate.
An alternative measure of similarity is to calculate the displacement of vertices of the new layout from the original layout [6] . Clearly a new layout derived from a shift, scaling and rotation should be considered identical. Therefore we modify the straight displacement calculation by discounting the aforementioned transformations. This is achieved by finding the optimal scaling, shift and rotation that minimize the displacement. The optimal displacement is then a measure of dissimilarity.
We denote by scalars r and θ the scaling and rotation, T = cos(θ) sin(θ) − sin(θ) cos(θ) (2) the rotation matrix, p ∈ R 2 the translation, and define the displacement dissimilarity as
This is a known problem in the Procrustes analysis [1, 16] and the solution (the Procrustes statistic) is
where tr(A) is the trace of a matrix A, X is a matrix with columns x i −x, X 0 is a matrix with columns x 0 i −x 0 , andx andx 0 are the centers of gravity of the new and original layout. In the above we do not consider shearing, since we believe a layout derived from shearing of the original should not be considered identical to the latter.
The quality of an overlap removal algorithm is a combination of how similar the new layout is to the original, and how small an area it occupies. The simplest overlap removal algorithm is that of scaling the layout until all overlaps are removed. This has a dissimilarity of 0, but usually occupies a very large area. The alternative extreme is to pack the nodes as close to each other as possible while ignoring the original layout. This will have the smallest area, but a large dissimilarity. A good solution should be a compromise between these two extremes. We now describe one candidate.
A Proximity Stress Model for Node Overlap Removal
Our goal is to remove overlaps while preserving the shape of the initial layout by maintaining the proximity relations [23] among the nodes. To do this, we first set up a rigid "scaffolding" structure so that while vertices can move around, their relative positions are maintained. This scaffolding is constructed using an approximate proximity graph, in the form of a Delaunay triangulation (DT).
Once we form a DT, we check every edge in it and see if there are any node overlaps along that edge. Let w i and h i denote the half width and height of the node i, and x 0 i (1) and x 0 i (2) the current X and Y coordinates of this node. If i and j form an edge in the DT, we calculate the overlap factor of these two nodes
For nodes that do not overlap, t ij = 1. For nodes that do overlap, such overlaps can be removed if we expand the edge by this factor, see Figure 2 . Therefore we want to generate a layout such that an edge in the proximity graph has the ideal edge length close to t ij x 0 i − x 0 j . In other words, we want to minimize the following stress function
Here
j is the ideal distance for the edge {i, j}, s ij is a scaling factor related to the overlap factor t ij (see (7)), w ij = 1/ d ij 2 is a weighting factor, and E P is the set of edges of the proximity graph. We call (6) the proximity stress model in obvious analogy.
Because DT is a planar graph, which has no more than 3|V | − 6 edges, the above stress function has no more than 3|V | − 6 terms. Furthermore, because DT is rigid, it provides a good scaffolding that constrains the relative position of the vertices and helps to preserve the global structure of the original layout.
It is important that we do not attempt to remove overlaps in one iteration by using the above model with s ij = t ij . Imagine the situation of a regular mesh graph, with one node i of particularly large size that overlaps badly with its nearby nodes, but the other nodes do not overlap with each other. Suppose nodes i and j form an edge in the proximity graph, and they overlap. If we try to make the length of the edge equal t ij x 0 i − x 0 j , we will find that t ij is a number much larger than 1, and the optimum solution to the stress model is to keep all the other vertices at or close to their current positions, but move the large node i outside of the mesh, at a position that does not cause overlap. This is not desirable because it destroys the original layout. Therefore we damp the overlap factor by setting
and try to remove overlap a little at a time. Here s max > 1 is a number limiting the amount of overlap we are allowed to remove in one iteration. We found that s max = 1.5 works well. After minimizing (6), we arrive at a layout that may still have node overlaps. We then regenerate the proximity graph using DT and calculate the overlap factor along the edges of this graph, and redo the minimization. This forms an iterative process that ends when there are no more overlaps along the edges of the proximity graph.
For many graphs, the above algorithm yields a drawing that is free of node overlaps. For some graphs, however, especially those with nodes having extreme aspect ratios, node overlaps may still occur. Such overlaps happen for pairs of nodes that are not near each other, and thus do not constitute edges of the proximity graph. Figure 3(a) shows the drawing of a graph after minimizing (6) iteratively, so that no more node overlap is found along the edges of the Delaunay triangulation. Clearly, node 2 and node 4 still overlap. If we plot the Delaunay triangulation (Figure 3(b) ), it is seen that nodes 2 and 4 are not neighbors in the proximity graph, which explains the overlap.
To overcome this situation, once the above iterative process has converged so that no more overlaps are detected over the DT edges, we apply a scan- line algorithm [6] to find all overlaps, and augment the proximity graph with additional edges, where each edge consists of a pair of nodes that overlap. We then re-solve (6). This process is repeated until the scan-line algorithm finds no more overlaps. We call our algorithm PRISM (PRoxImity Stress Model). Algorithm 1 gives a detailed description of this algorithm.
Algorithm 1 Proximity stress model based overlap removal algorithm (PRISM)
Input: coordinates for each vertex, x 0 i , and bounding box width and height
Form a proximity graph G P of x 0 by Delaunay triangulation. Find the overlap factors (5) along all edges in G P . Solve the proximity stress model (6) for x. Set x 0 = x. until (no more overlaps along edges of G P ) repeat Form a proximity graph G P of x 0 by Delaunay triangulation. Find all node overlaps using a scan-line algorithm. Augment G P with edges from node pairs that overlap. Find the overlap factor (5) along all edges of G P . Solve the proximity stress model (6) for x. Set x 0 = x. until (no more overlaps)
We now discuss some of the main computational steps in the above algorithm. Delaunay triangulation can be computed in O(|V | log |V |) time [10, 17, 27] . We used the mesh generator Triangle [33, 34] for this purpose.
The scan-line algorithm can be implemented to find all the overlaps in O(l|V |(log |V | + l)) time [6] , where l is the number of overlaps. Because we only apply the scan-line algorithm after no more node overlaps are found along edges of the proximity graph, l is usually a very small number, hence this step can be considered as taking time O(|V | log |V |).
The proximity stress model (6) , like the spring model (1), can be solved using the stress majorization technique [13] which is known to be a robust process for finding the minimum of (1). The technique works by bounding (6) with a series of quadratic functions from above, and the process of finding an optimum becomes that of finding the optimum of the series of quadratic functions, which involves solving linear systems with a weighted Laplacian of the proximity graph. We solve each linear system using a preconditioned conjugate gradient algorithm. Because we use DT as our proximity graph and it has no more than 3|V | − 6 edges, each iteration of the conjugate gradient algorithm takes a time of O(|V |).
Overall, therefore, Algorithm 1 takes O(t(mk|V | + |V | log |V |)) time, where t is the total number of iterations in the two main loops in Algorithm 1, m is the average number of stress majorization iterations, and k the average number of iterations for the conjugate gradient algorithm.
In practice, we found that the majority of CPU time is spent in repeatedly solving the linear systems (which takes a total time of O(tmk|V |)). We terminate the conjugate gradient algorithm if the relative 2-norm residual for the linear system involved in the stress majorization process is less than 0.01. A tighter tolerance is not necessary because the solution of each linear system constitutes an intermediate step of the stress majorization. Furthermore, solution of the proximity stress model (6) is an intermediate step itself in Algorithm 1, so we do not need to solve (6) accurately either. Hence we set a limit of m max iterations. By experimentation, we found that a smaller value m max gives a faster algorithm, and that, in terms of quality, a smaller m max is often just as good as, if not better than, a larger value of m max . Therefore, we set m max = 1.
Numerical Results
To evaluate the PRISM algorithm and other overlap removal algorithms, we apply them as a post-processing step to a selection of graphs from the Graphviz [14] test suite. This suite, part of the Graphviz source distribution, contains many graphs from users. As such, these are good examples of the kind of graphs actually being drawn.
Our baseline algorithm is Scalable Force Directed Placement (SFDP) [22] , a multilevel, spring-electrical algorithm. Using the layout of SFDP, we then apply one of the overlap removal algorithms to get a new layout that has no node overlaps, and compare the new layout with the original in terms of dissimilarity and area.
In Table 1 , we list the 14 test graphs, the number of vertices and edges, as well as CPU time 3 for PRISM and three other overlap removal algorithms. The graphs are selected randomly with the criteria that a graph chosen should be connected, and is of relatively large size. We compared PRISM with an implementation of the solve VPSC algorithm [6] provided by its authors. We also evaluated the companion algorithm satisfy VPSC. This offered, at best, a 2% 4 We also evaluated the Voronoi cluster busting algorithm [15, 29] , denoted by VORO, as well as the ODNLS algorithm of Li et al. [28] , which relies on varied edge lengths in a spring embedder. We note, in passing, that we also tested scaling using the algorithm of Marriott et al. [30] . As expected, it outperformed all other algorithms in terms of speed and dissimilarity, but at an unacceptably high cost in area. For example, on the b143 graph, the time and dissimilarity were essentially 0 but the area was 82.2. Overall, scaling produced areas at least 4.5 times larger than PRISM and, more typically, at least an order of magnitude larger. We therefore remove scaling from further consideration.
The initial layout by SFDP is scaled so that the average edge length is 1 inch. From the table, it is seen that PRISM is usually faster, particularly for large graphs on which it scales much better. The others are slow for large graphs, with VORO the slowest. Table 2 compares the dissimilarities and drawing area of the four overlap removal algorithms. The smaller the dissimilarities and area, the better.
The ODNLS algorithm performs best in terms of smaller dissimilarity, followed by PRISM, VPSC and VORO. In terms of area, PRISM and VPSC are pretty close, and both are better than ODNLS and VORO, which can give ex- 4 Both versions of the VPSC algorithm can be extended to support the preservation of orthogonal ordering. We did not have an opportunity to check these versions.
tremely large drawings. Indeed, in terms of area, scaling outperformed ODNLS and VORO in 20%-30% of the examples.
Comparing PRISM with VPSC, Table 2 shows that PRISM gives smaller dissimilarities most of the time. The two dissimilarity measures, σ dist and σ disp , are generally correlated, except for ngk10 4 and root. Based on σ dist , VPSC is better for these two graphs, while based on σ disp , PRISM is better. The first row in Figure 4 shows the original layout of ngk10 4, as well as the result after applying PRISM and VPSC. Through visual inspection, we can see that PRISM preserved the proximity relations of the original layout well. VPSC "packed" the labels more tightly, but it tends to line up vertices horizontally and vertically, and also produces a layout with aspect ratio quite different from the original graph. It seems that σ dist is not as sensitive in detecting differences in aspect ratio. This is evident in drawings of the root graph ( Figure 4 , second row): VPSC clearly produced a drawing that is overly stretched in the vertical direction, but its σ dist is actually smaller! Consequently, we conclude that σ disp may be a better dissimilarity measure.
The fact that VPSC can produce very tall and thin, or very short and wide, layouts is not surprising, and has been observed often in practice. VPSC works in the vertical and horizontal directions alternatively, each time trying to remove overlaps while minimizing displacement. As a result, when starting from a layout with severe node overlaps, it may move vertices significantly along one direction to resolve the overlaps, creating drawings with extreme aspect ratios. In fact, for 9 out of 14 test graphs, VPSC produces layouts with extreme aspect ratios. PRISM does not suffer from this problem.
When starting from a layout that is scaled sufficiently so that relative fewer nodes overlap, VPSC's performance can be improved. Table 3 compares the four overlap removal algorithms, starting from layouts that are scaled to give an average edge length that equals 4 times the average node size. Here the size of a node is calculated as the average of its width and height.
From the table, we can see that in terms of dissimilarity, PRISM and VPSC are now similar, closer to the better performing ODNLS. In terms of drawing area, PRISM is better than VPSC, with VORO and ODNLS much larger. When visually inspected, VPSC again suffers from extreme aspect ratio issue on at least 5 out of the 14 graphs (b100, b143, badvoro, mode, root). Figure 5 shows the layout of badvoro (first row), on which VPSC performed badly based on the two similarity measures. In the same figure, we also show b124 (second row), on which PRISM is rated worse than VPSC based on the same measures. On badvoro it is clear that VPSC performed badly, as the similarity measures suggest. On the other hand, if we look at b124, VPSC perhaps performed better than PRISM, but not as clearly as the similarity measures suggest. Overall, visual inspection of the drawings of these 14 graphs, as well as drawings for graphs in the complete Graphviz test suite (a total of 204 graphs in March 2008), shows that PRISM performs very well, and is overall better and faster than VPSC and VORO. The ODNLS algorithm preserves similarity somewhat better than PRISM, but at much higher costs in term of speed and area.
Considering a larger collection of graphs, Table 4 compares PRISM with [4] . This suite has a total of 11534 graphs 5 of relatively small size. Due to space limitation, we only give the similarity measure σ disp and the area, and we average the results over graphs of similar sizes. Again, PRISM achieves the best compromise between being close to the original drawing, and having a smaller drawing area.
We note that while there is no theoretical result guaranteeing that PRISM algorithm converges to an overlap free layout in a finite number of iterations, in practice, out of thousands of graphs tested, some as large as tens of thousands of vertices, PRISM always converges within a few hundred total number of iterations in the two main loops in Algorithm 1. In our implementation we set a limit of 1000 iterations, even though this limit has never been observed to be reached. Table 5 gives the number of iterations taken for the 14 test cases in Tables 2-3 . As can be seen, for these graphs, the maximum number of iterations is 122.
As a demonstration of the scalability of PRISM, we consider its application to a large graph. This is a tree from the Mathematics Genealogy Project [32] . Each node is a mathematician, and an edge from node i to node j means that j is the first supervisor of i. The graph is disconnected and consists of thousands of components. Here we consider the second largest component with 11766 vertices. This graph took 31 seconds to lay out using SFDP, and 15 seconds post-processing using PRISM for overlap removal. PRISM converges in 81 iterations. Important mathematicians (those with the most offspring) and important edges (those that lead to the largest subtrees) are highlighted with larger nodes and thicker edges. Figure 6 (top) gives the overall layout, which shows that PRISM preserved the tree structure of the layout very well after node overlap removal. Figure 6 (bottom) gives a close up view of the details of a small area in the center-left part of Figure 6 (top) with many famous mathematicians of early generations. Additional drawings of this and other components of the Mathematics Genealogy Project graph, including that of the largest component, are available [21] .
Conclusions and Future Work
A number of algorithms have been proposed for removing node overlaps in undirected graph drawings. For graphs that are relatively large with nontrivial connectivities, these algorithms often fail to produce satisfactory results, either because the resulting drawing is too large (e.g., scaling, VORO, ODNLS), or the drawing becomes highly skewed (e.g., VPSC). In addition, many of them do not scale well with the size of the graph in terms of computational costs. The main contributions of this paper is a new algorithm for removing overlaps that is both highly effective and efficient. The algorithm is shown to produce layouts that preserve the proximity relations between vertices, and scales well with the size of the graph. It has been applied to graphs of tens of thousands of vertices, and is able to give aesthetic, overlap-free drawings with compact area in seconds, which is not feasible with any algorithm known to us. It is possible that algorithms such as VPSC, which rely on separate passes in the X and Y directions, might be improved by randomizing which overlaps are removed in which pass or by gradually removing overlaps using many alternating X and Y passes. This would, however, further increase their computational cost, which is already much higher than the algorithm proposed in this paper.
For future work, we would like to extend the overlap removal algorithm to deal with edge-node overlaps. We would also like to explore the possibility of using the proximity stress model for packing disconnected components. 
