Intensity Modulated Radiation Therapy (IMRT) has recently emerged as an effective clinical treatment tool to treat various types of cancers by limiting the external beam dose to the surrounding normal tissue. However, the process of limiting external radiation dose to the tissue surrounding the tumor volume is not a trivial task. Several parameters including tumor volume and inhomogeneity, position and shape of the tumor volume, and the geometrical distribution of the radiation beams directly affect the determination of the external radiation dose. In addition, a major variable in effective delivery of the radiation dose is "set-up error" caused by the changes in patient position. Any changes in the position of the patient affect the geometrical location of the tumor volume and, therefore, need to be accommodated in the delivery of radiation beams during the treatment. This work presents a complete matrix representation required to calculate the three-dimensional rigid body homogeneous transformation matrices corresponding to external beam radiotherapy setup error and subsequent corrections in treatment beam parameters. A new concise orthogonal rotation solution is presented for use with clinical noisy data. Monte Carlo simulations prove the new matrix results are consistently better than the standard inverse solution. The required corrections in beam table, gantry, and collimator angles as function of the planned beam gantry angle are derived. For transformations that include a rotation on the sagittal plane, the required offsets to beam parameters are complex functions of the planned gantry angle but are clearly
Introduction
Radiation therapy uses ionizing radiation for cancer treatment to control and destroy malignant cells. External beam radiation therapy (EBRT) aims high energy x-rays at the tumor volume through a computer controlled x-ray radiation machine. The present rapid evolution is primarily related to the very significant advances in the modern technology of radiation therapy. Due to recent advances in diagnostic imaging modalities, computer processing, and radiation technology, more effective radiation treatment methods have been developed and investigated in clinical environment. Intensity modulated radiation therapy (IMRT) is today's standard for state-of-the-art radiation treatment that has evolved rapidly in recent years (1). IMRT revolutionizes the methods of planning and delivering radiation doses to cancer patients. IMRT uses non-uniform beam intensities within a radiation field to provide optimum dose shaping, resulting in dose distributions that conform more tightly to the tumor. Figure 1 shows a representative 5-field IMRT prostate treatment plan. The radiation intensity within each beam shown is modulated to produce the composite concave dose distribution, which reduces the dose to the sensitive rectum. The modulation can be achieved either as a series of static field segments, commonly termed "step-and-shoot" or as a continuously varying field shape called "sliding window" (2). The target and surrounding critical structures shown are determined by a treatment planning Computerized Tomography (CT) scan. The CT also provides the relative tissue densities required to accurately compute the dose distributions. Other imaging modalities, such as Magnetic Resonance Imaging (MRI), Magnetic Resonance Spectroscopic Imaging (MRSI), or Positron Emission Tomography (PET) (3-5), can be used to better localize the tumor. Transferring anatomical details between modalities often requires alignment of multiple image sets and that process is called inter-modality image registration.
An EBRT technique, such as IMRT, requires appropriate target verification. The treatment beam position and orientation relative to affixed bony structure are used to document the correct setup. Figure 2 shows a pair of orthogonal portal images that supplements daily patient positioning utilizing external markings and immobilization devices to assure that treatment delivery corresponds to the treatment plan. In case of radiation treatment of prostate cancer, for example, the pelvic bones serve as a natural reference frame for image registration and guidance-based calculation of accurate positioning of target volume. Initial calculations of point-based image registration and a three-dimensional (3-D) displacement vector were reported over a decade ago (6, 7). Hanley et al. (8, 9) demonstrated in 1995 the clinical implications of out-of-plane rotations and later quantified the effects of positioning errors. Limitations of two-dimensional (2-D) alignment techniques were soon realized as they could not discriminate between out-of-plane rotations and translations (10). Fiducial markers have been continuously used for measuring both point-based prostate setup error and other organ movement (11). Mathematical representation of the registration process was developed and presented in several papers to help minimizing the setup error with reproducible results in repeated trials (12) (13) (14) . In our opinion, the matrix method elucidated by Murphy (15) and followed by Onimaru et al. (16) presents a general framework suitable for a closed-form reproducible calculation of setup error and the correction of treatment beam parameters (17).
In this paper, a robust and reproducible method for pointbased analysis of setup error and subsequent Beam's Eye View (BEV) correction is presented. The presented method is particularly suitable for the stringent alignment of prostate IMRT beams. We present a straightforward comprehensive sequence of matrix operations that determine the setup parameters required for accurate targeting from the known treatment plan parameters and an orthogonal set of patient portal images. If the measured points for the patient are congruent with the plan points then the data are "perfect" and several exact solutions in closed form are available. The "orthogonal Procrustes problem" occurs when the data are "imperfect" due to various unavoidable realistic factors and only an approximate solution can be calculated. Our computation method is intended to facilitate clinical implementation in a noisy environment with standard equipment.
Three novel features are presented in this work that improve and simplify the calculation process. First, by using four data points, we compute the homogeneous transformation matrix and essentially determine the rotation and translation components simultaneously in a very compact form. Second, our simple computationally inexpensive modification to the rotation component results in an orthogonal transformation without the intricacies of previously described procedures. Though the new solution is not optimal in the least square error sense, it is shown to be clinically acceptable and superior to the standard inverse matrix technique. Finally, our third novel feature is the explicit general representation of the corrected BEV parameters as a function of planned gantry angle. The correction scheme required when there is a tilt in the sagittal plane is graphically detailed. Monte Carlo simulations show that for radiotherapy setup applications, the results with our technique correlate with clinical BEV parameters.
Materials and Methods
All calculations pertaining to the position of target volume and set-up error are based on the information contained in the treatment planning CT and an orthogonal pair of portal images of the patient acquired at the time of treatment. Figure 3 shows simplified steps of the procedure. A set of four reference points, either anatomical landmarks or distinguishable fiducial markers, is required. The data in the CT is the reference set P plan . The data in the portal images is the transformed image set K.
To establish notations, a function F may be defined as the mapping of domain objects into a range object. For example, two matrices A and B in the domain are mapped into the range C with a single scalar element "c" such that:
where row matrix A = {a1, a2, a3}
and B is the column matrix as b1 b2 b3
[3] to provide a scalar product
In our application, treatment planning CT with isocenter as the origin defines the reference point set P plan = {p 1 , p 2 , p 3 , p 4 } plan , where p i = (x i , y i , z i ) such that the four points do not lie in the same plane. In the matrix form, P plan is expressed as
The patient portal image set K consists of an Anterior-Posterior (AP) image and Left Lateral (LL) image. Each image contains projections of the four reference points. The AP image axes are X, Y and the LL image axes are Yʹ, Zʹ. Therefore,
A series of simultaneous equations are solved to determine the points on corresponding lines in parametric form from the source to the image with the minimum separation. If the data are perfect, the lines physically intersect. For imperfect data, the center of the shortest line segment between corresponding points is the nominal intersection point p i . The backprojec-tion function W maps the set of projected patient image points onto a set of four points P patient = {p 1 , p 2 , p 3 , p 4 } patient in a coordinate system with the treatment unit isocenter as the origin, where p i = (x i , y i , z i ). Using the notation introduced earlier, this backprojection operation can be expressed as the function W that maps the portal images into the patient point set.
In general, the transformed patient set P patient is imperfect due to clinical setup errors. If ε is the associated error set, then 
There exits a homogeneous transformation function (18, 19) H
defined by a 4 × 4 matrix M composed of the classical rotation matrix R and a translation matrix U and noted simply as or just simply such that
The inverse kinematics problem is to determine M knowing P plan and perfect P patient . The trivial solution is M = P plan P -1 patient if P patient and P plan are congruent, i.e., P patient is perfect P patient . The corresponding inverse homogeneous transformation function is
In this case, R inverse , the rotation component of M, is orthogo-
When the same approach is used with P patient , the resulting R inverse is not orthogonal due to the setup error ε that effectively changes the rigid body problem to one of deformable image registrations. A common approach (20) to determine an orthogonal rotation R SVD using singular value decomposition (SVD) minimizes the least square error E Euclidean , defined as the magnitude of the difference between M P patient and P plan ,
Specifically, Equation [15] can be expressed as
As an alternate formalism derived in Appendix A, we calculate an orthogonal rotation R ortho with a simple orthogonal function O such that, 
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Therefore, what we really have is a congruent pose estimate P pose determined by an orthogonal rotation R ortho and a translation U, P pose = R ortho P plan + U [18] with an associated error,
Note that realistically E cannot be less than ε and that it is not possible to actually determine P patient .
The Beam's Eye View (BEV) parameters are the set S, consisting of a translation U and rotation θ. We denote the required BEV rotation matrix (21), encompassing the table, gantry, and collimator values at a planned gantry angle G as R G BEV . The purpose of the BEV transformation is to align the transformed points with the reference points at the stated gantry angle. The corresponding explicit equation that was not previously published is,
It can be shown that
which can again be described as a function
Therefore, starting with the CT data P plan and the portal images K, we obtain the corrected BEV parameters S in closed form by applying the sequence of functions
Error can be measured by two metrics. E Euclidean is common-ly the first and only metric presented based on the Euclidean distance between the calculated patient data and actual patient data. However, for setup correction, it is equally, if not more, important that the rotation angles are computed as accurately as possible. We introduce a second metric E Euler based on the known set of Euler rotation angles θ and the calculated pose angle set θ pose ,
In order to validate our approach and the basic SVD tenets, we performed a Monte Carlo simulation with random ε and correlated E Euler with E Euclidean . A strong correlation would indicate that the minimum E calculated with SVD corresponds to the best estimate of Θ. A weak correlation would indicate that our approximation R ortho is clinically acceptable and, in some cases, perhaps even superior. All calculations were performed on a commercial PC with spreadsheet functions, including a random number generator for Monte Carlo simulations. The time required to perform matrix inverse and multiplication calculations was insignificant with appropriate accuracy.
Results

Sample Calculation
A detailed sample calculation for a prostate case is given below. The concise sequence of matrix calculations explicitly computes the corrected BEV translation and rotation parameters corresponding to a planned gantry angle of 30.0 degrees. The results are consistent with the corrected parameters graphically displayed in Figure 7 for 0 to 180 degree planned gantry angles.
Four reference points determined from CT data:
Compute inverse of P plan :
Portal image AP data at the time of treatment:
Portal image LL data at the time of treatment: P plan = {p 1 , p 2 , p 3 , p 4 } plan =
x 1 x 2 x 3 x 4 -9.0400 8.8100 0.0800 -0.6500 y 1 y 2 y 3 y 4 0.2300 0.9900 -0.3700 5.0300 z 1 z 2 z 3 z 4 0.8900 0.7600 6.6800 -7.7000 1 1 1 1 1 1 1 1 To valid our setup correction scheme, a three-sided phantom was constructed, with each side being orthogonal to the other two. Each side of the phantom had two radio-opaque markers, used as reference points. However, only four points were required for calculations. In addition, four radio-opaque markers with known separations were attached to a block tray to establish a reference coordinate system. Thus, when the block tray was projected to the ISO plane, the four markers constituted a reference frame. The phantom was placed on the treatment couch, aligned with X, Y, and Z planes. The ISO was arbitrarily positioned inside of the phantom. Two reference portal images (AP and LL) were required using a Portal Imager on a Varian Clinac 21EX. Then, rotational errors were applied to the phantom and another set of AP and LL images were acquired. Figure 4 shows AP and LL images. AP and LL images of four points were back-projected to generate reference and transformed data sets. Singular Value Decomposition (SVD) was also used to determine the optimum calculated transformation. The results are shown in Table I and also include the known mechanical transformation. The SVD and Orthogonal calculations of the translation component are comparable. The individual rotation components for both calculations agree approximately within 0.5 degrees. The SVD calculation incorporated available but tedious calculation of the real roots of a cubic polynomial, determination of orthonormal eigen vectors, and elimination of ambiguous angle +/-signs.
Patient Study
In our separate study (22), the four CT reference points for a prostate patient were determined at the centers of the femoral heads, pubic symphysis, and sacrum. Perfect patient points were created at rotation angles of 2.0º, 2.8º, and 6.1º and a translation of -0.47, -0.80, and 0.82 cm about the principle axes in accordance with recently published (23, 24) typical setup errors. A random maximum error of 0.25 cm was then superimposed on the perfect data to create noisy patient points in accordance with Equation [8] . A home-grown software written in MATLAB (MathWorks, Natick, MA) was used to generate the random errors. The MATLAB function, RANDOM, generates random numbers from a normal distribution. The data were exported as an ASCII file and plotted using MS Excel.
The results shown in Figure 5 indicate that our solution is clinically acceptable for calculating the Euler rotation angles even though it may not correspond to the minimum Euclidian distance least square error. In the expected Euclidian total error range of 0.4 cm, accounting for 0.1 cm error in each of four points, the predicted total angle error is approximately 1.5 degrees. The individual angle accuracy is then expected to be within 0.5 degrees.
The behavior of the standard computation of the rotation matrix R inverse is compared to our new orthogonal matrix R ortho in Figure 6 . The total absolute improvement in degrees is calculated from values of the individual Euler angles extracted from the respective rotation matrices. A 0.5 degree overall improvement was noted in the range of the Euclidian distance metric expected with 0.1 cm random error. Patient data were generated for a 6.1 degree tilt in the sagittal plane. The corrected BEV parameters computed with Equation [22] are plotted in Figure 7 . Note that the corrections are highly dependent on the planned gantry angle. The difference in corrected values from the planned values is greatest at 0 and 180 degrees and is linear in 15 to 165 degree range. Clinically, this corresponds to the large table rotations necessary to correct for the sagittal tilt for the anterior and posterior planned gantry angles. However, for lateral planned gantry angles, the sagittal tilt is easily corrected with corresponding collimator rotations. The required corrections remain constant when the patient is not tilted in the sagittal plane. Translation computations in all cases were within 0.1 cm.
Discussion
Two-dimensional image registration is an accepted method of verification of correct patient setups during EBRT. The portal images acquired at treatment are compared to corresponding Digitally Reconstructed Radiographs (DRRs) produced from a full 3-D treatment planning CT data set. Image comparison is a complicated tedious task often performed by simple visual observation. Many analytical techniques have been introduced over the years to supplement individual bias, limitations, and availability. Some popular simplistic techniques only consider isocenter translations, field borders relative to predefined contours, in-plane rotations, or automated intensity matching. The suggested corrections can be for individual beams, patient position, mutileaf apertures, or plan margins.
The multiple criteria for a successful setup strategy have been the subject of many articles, books, and conferences. The variety of available techniques makes the initial choice for clinical implementation the highest priority. In our experience, only a point-based system offers a readily available procedure that utilizes existing data. However, previous resources have been scattered throughout the literature and conflicting opinions abound. Nevertheless, point-based image registration has several inherent advantages. It seems to us that the rigid body model is the first order correction. However, in the presence of random errors in the physical measurements, the problem is equivalent to that of a deformable body and closed form solutions may no longer apply.
In EBRT, we can begin the process by knowing a priori the correspondence between the reference and transformed points by anatomical definition or assuring a well-spaced marker configuration. For the homogenous transformation calculation, two sets of four non-coplanar points are sufficient. We noted that some studies utilizing only three points had to resort to artificially creating a fourth linearly independent point by cross-multiplying two existing vectors. We believe that this only propagates statistical errors. Pose estimate algorithms with distance error cost functions often require a very good estimate of the initial pose to avoid being trapped in local minima. We anticipate incorporating the rapid and inexpensive computation of the orthogonal rotation matrix in a pose estimation algorithm to investigate if further accuracy improvements are feasible.
We should point out that the simplest approach to patient setup correction would be to determine the transformation and adjust the patient on the table. However, re-positioning the patient requires a table with six degrees of freedom, three rotations and three translations. At this point, these tables are not readily available on conventional linacs.
Conclusions
We have provided a comprehensive detailed point-based analysis of EBRT setup error calculation and correction scheme with the use of consistent matrix formalism. Novel features were presented, enabling the calculation of a unified homogenous transformation matrix. The relationship between the BEV parameters and the rigid body Euler rotation matrix were established for any planned gantry angle. The formalism is both verifiable and useable in the medical physics community. The transformation calculations are in closed-form. Error analysis indicates that application is limited by the accuracy of clinical data, but a simplified orthogonal rotation matrix calculation can be used to extract useful clinical results for reliable image guided radiotherapy in the radiotherapy community.
Appendix A -Orthogonal Rotation
Knowing The solution derived above is a simple algebraic relationship that avoids all the complexities and computation expense involved with Singular Value Decomposition. The solution is especially suitable for the numerous repeated iterations often needed in accurate pose estimation algorithms. Also, as an additional benefit, it provides the initial estimate so that the pose interval can be narrowed to only the expected error range.
R t =
[P(Pʹ -U) -1 + (P -1 ) t (Pʹ -U) t ] 2
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