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INTRODUCTION
One of the important problems in numerical analysis which arises in scientific and engineering research is the numerical integration of a system of differential equations. Because of the frequency of this problem, it is valuable to have a general-purpose numerical scheme with which the integration of a large class of differential equations can be reliably performed.
One numerical scheme, useful as such a general purpose method, and well adapted for efficient use with digital computers, has been proposed by A. Nordsieck.1 This scheme is designed to solve a system of first-order equations, dy i -=fi(x, yl, yz, .... yn), i= 1, 2, . . ., n,
dx with given initial conditions, whenever the fi are such that a unique solution exists. The basic formulas of the method are equivalent to finding the fifth-degree polynomial approximation to the desired solution of the differential equations which is determined from the values of yi and fi at the current value of the independent variable x , and from the values of fi at the four preceding values of x . The effective approximating $olynomia 1 is identical with that of the Adams method of integration. 2' However, Nordsieck has reformulated and modified the Adams method in a way which is of interest for practical application.
An important practical feature of Nordsieck's scheme is the automatic increase and decrease of the elementary interval size during the course of the integration. This is accomplished by means of two tests that are performed at each elementary integration step. One test determines an approximate bound of the truncation error in the solution.
The other test is intended to guarantee that the integration scheme be numerically stable throughout the integration; that is, those solutions of the equations of the numerical method which are not related to the differential equations are supposed to be damped out if this test is always satisfied.
Nordsieck formulated the integration scheme for fixed-point arithmetic.
The purpose of this note is to explain modifications of the original formulation which allow satisfactory operation with floatingpoint arithmetic.
The major modification, discussed in the first section of this report, is a reformulation of the stability test itself in order to correct a flaw in the original formulation; this modification is recommended for both fixed-point and floating-point operation.
The special procedures proposed by Nordsieck (novel rounding techniques and the use of guard digits), which were helpful in avoiding malfunctions of the test, as it was originally formulated, are discussed in Sec. II. In Sec. III, the calling sequence and use of a FORTRA~computer subroutine for the modified Nordsieck scheme are described.
Results of some test problems are given in Sec. IV. Listings of three versions of this subroutine, in the FORTRAN-II and FORTRAN-IV languages for the IBM 7094 and IBM 7030 computers, are given in appendices.
In Appendix IV is the listing of a sample FORTRAN-IV program for integrating the equation for Legendre polynomials.
Modification of the stability test came as a result of two difficulties which were sometimes encountered with earlier floating-point versions of the integration scheme; these were 1) reduction of the elementary integration interval to unnecessarily or absurdly small values, and 2) unstable "blowup" of the solution.
Problems which have been done with floating-point versions of the integration scheme include those reported by Nordsieckl and, also, integration of the equations of motion of a charged particle in a magnetic field. The occurrence of difficulties was very much more frequent with the latter problem. With the current floating-point version of the integration scheme, all of the problems are done satisfactorily.
THE STABILITY TEST
In his original paperl Nordsieck proposes a sufficient condition for insuring stability of the numerical method with a comfortable margin of safety. In terms of the elementary integration interval h and the eigenvalues of the matrix ?3f/Z3y, whose elements are bfi/byj, the *The programming details of this subroutine are, in large measure, based on the computer program of an earlier floating-point version of Nordsieck 's integration scheme which was kindly mde available by the Coordinated Science Laboratory of the University of Illinois.
That program, dated October 1, 1963 (2) for each eigenvalue~. Nordsieck does not directly require satisfaction of this inequality.
Instead, he proposes a test which is intended to insure satisfaction of the inequality, and which is more easily applied. However, his test does not guarantee the validity of the stability condition (2), except in the special case that only a single differential equation is to be solved.
Let y and f denote the column matrices whose elements are yi and f +s respectively.
In the course of the iterative solution of the implicit equations of the scheme, three approximations to y are computed -first y(l), then y(2), and finally y(3). are related to the square matrix bf/by through the These column matrices approximate equality5
If there is onl 7
one differential equation to be solved (n = 1), then y(l), y(2), y(3 , and bf/by are all single numbers, as opposed to true matrix quantities, and we have (n=l) 288 Ih( )11
The test to insure satisfaction of the stability condition (2) proposed by Nordsieck for the case n = 1 iss
Indeed, for n = 1, the inequalities (2) and (5) are identical to within the approximation that Eq. (3) is an exact equality.
(If n = 1, then A s af/ay.) However, if there are two or more equations to be solved stiultaneously (n > 1), then the situation is different.
Let a norm of a matrix be denoted by enclosing the matrix symbol between double vertical bars; then, with suitably chosen norms, the relation corresponding to Eq. (4) is* Let Amax be that eigenvalue of af/ay standard ilequality relating I]aflayll
which has the largest magnitude. A and llmaxl is' (7) ty test proposed by Nordsieck for the case n > 1 may be where the column matrix norm used is either the largest magnitude of any element, or the euclidean norm. Combining relations (6), (7) and (8), we have (9) It is to be noted that no bound whatsoever is obtained on \]haf/ayll or on lhAmax]. In fact, there are numerical examples for which the inequality (8), which represents the test, is satisfied while the inequality (2), which represents the stability condition, is violated. A two-dimensional case illustrating this point is the following. Let
; then, using (3), *lf the square matrix and column matrix norms are so chosen that (6) is valid, then these norms are said to be consistent with one another. Norms are usually chosen in this way; see, for example, Ref.
()
With these choices, we have if the "maximum element" norm is used.
+$++=
if the euclidean norm is used.
With either type of norm, we have
IYwyq~a
nd the test (8) is satisfied.
IY(2)-Jq <3'
On the other hand, the eigenvalues of are 1/4 and 1/2, so that which does not satisfy the stability condition (2) . mUS, it is evident that the original formulation of a test to insure satisfaction of the stability condition (2) , and therefore to insure stability, is incorrect except for the special case n = 1.* The stability test used in the present FORTRAN version of the scheme is precisely the basic stability condition expressed by (2) . That is, the elements of the matrix Z3f/i3y are evaluated -analytically if possible, numerically otherwise -and either an upper bound of the originally formulated does not insure s~tisfaction of the stability condition (2) . magnitudes of the eigenvalues, or the largest eigenvalue itself, is computed.
The original stability test was subject to malfunction because of round-off noise. This difficulty was alleviated, in the fixed-point version, by use of guard digits and novel rounding techniques. Such round-off noise problems do not interfere with the new stability test.
GUARD DIGITS AND SPECIAL ROUNDING PROCEDURES
In the fixed-point version of this integration scheme, with the stability test in the form given by expression (9), Nordsieck found it desirable to carry more digits in y than in f -so-called guard digits. 8 The number of extra digits was the integer nearest to logP(lhl-l).
(~is the base of the number system with which computations are performed. For example, p = 2 with binary arithmetic.)
The reason given for this is to minimize the accumulation of round-off error in y when the number of elementary steps is large. A different reason for keeping the guard digits is that a certain form of tends not to interfere with the functioning of the test (8). This can be seen in the following way. the inte ration scheme,l it is easily derived that (Y(3)-Yt2)) and (Y(2)-Y(l)), can be expressed as round-off noise then original stability From the equations of the differences,
and
The y(i) a re approximations to y for the independent variable equal to x + h; fp, the "predicted" value of f, is a first approximation to the value of f at x+ h. Using Eqs. (lOa) and (lOb), the inequality (8) can be rewritten as
When the test is written in this form, it is evident that round-off noise in the computed values of the derivatives can interfere with the functioning of the test. This is accentuated by the fact that both of the differences in the inequality can be quite small. The error in f(x, y) due to an error in y , for the case n = 1, can be estimated as follows. Letting Ay be the error in y and Af the corresponding error in f , we have, in first approximation, However, laf/ayl is bounded bythe stability condition
Combining (12) and (13), we have
In binary arithmetic (~= 2), for the case n = I, an error equal to the least count in y will usually give rise to an error less than the least count in f , if logP(l/lhl) more digits are carried in y than in f . Thus, round-off noise of the magnitude of the least count in y would tend not to interfere with application of 'a stability test in the form of expression (11).
Because the number of figures in a floating-point number in a digital computer does not change, guard digits cannot be easily used for stopping the propagation of round-off noise from y into f , even in the case n = 1. (An alternative would be to use double-precision arithmetic for y.) Therefore, it is fortunate that the modified stability test, which is identical with the stability condition (2), is not influenced by such noise. Neither guard digits nor double-precision arithmetic has been used in the floating-point version of Nordsieck's scheme.
A novel way of rounding certain quantities which appear in this integration scheme was introduced in the original fixed-point version; this type of rounding was called "rounding away from zero."g
The purpose of this rounding was to eliminate a type of noise which sometimes interfered with the proper operation of the two tests that control the size of the elementary interval. An analogous floating-point procedure can also be devised.
Such a procedure has been tried in the floating-point version of the integration scheme which incorporates the new stability test. However, with that version of the integration scheme, we have not observed any overall improvement in the operation of the interval control logic when the rounding procedures are included; nor have we observed any malfunction of the interval control logic when these special rounding techniques are omitted. The floating-point "rounding away from zero," at least when done with the FORTRAN language, is rather time consuming, with the result that the computer time necessary for a particular problem can be substantially longer with the special rounding techniques than without.
For these reasons, "rounding away from zero" has been omitted from the floating-point version of the integration scheme. The current value of the independent variable x . When DEQ is first called, it must be called with X = xl. Thereafter, the value of X is adjusted by DEQ, and it must not be changed by the calling program.
The final value of the independent variable first called, it must be called with XLIMIT is not to be changed before the integration x =X2.
x. When DEQ is =~, and XLIMIT has proceeded to An array of dimension n such that Y(i) = yi. When DEQ is first called, it must be called with Y(i) equal to the value of yi at x = xl; that is, DEQ is first called with the elements of Y equal to the initial values of the yi. Thereafter, the Y(i)'s are adjusted by DEQ, and they must not be changed by the calling program. When the integration is completed, and X = XLIMIT, then the value of Y(i) equals the final value of Yi, i.e., the value of yi at x = +.
A positive number, supplied by the calling program, which is related to the absolute value of the error (as opposed to the relative error) which is introduced in the values of the yi when ,the integration has increased the value of x by one unit (X+x+ l). The precise numerical relation of ERROR to the accuracy of the integration cannot be given. However, ERROR is an approximate bound on the sum of the truncation errors incurred at each integration step during the process of integrating over a unit interval of the independent variable. In general, the error introduced at any given step will propagate forward in a way primarily determined by the nature of the differential equations being solved. Because of the propagation of errors, the sum of the truncation errors at each step is not generally equal to the error in the final result of integration due to truncation errors.
(ERROR is the quantity P 'e which is discussed in Ref. 1 . Further details, including NEQ H the relation of~-e to other errors in the scheme, can be found there. Note that the discussion in Ref. 1 assumes fixed-point arithmetic.)
It can be said that the test in DEQ in which ERROR occurs tends to adjust the integration step size in such way that a certain degree of accuracy in the final result is economically achieved. With a given set of equations to be solved, it is useful first to choose ERROR about equal to the absolute value of the error allowable after a unit step, and then to observe the effect on the final result of using values of ERROR both larger and smaller than the first value. In that way, it is possible to determine experimentally the approximate relation between the value of ERROR and the final accuracy. As ERROR is decreased it may eventually happen that the accuracy also decreases because of increasing importance of round-off error. Also, if ERROR is made small enough, then the elementary step size will be-made too smll to be significant. (See JUMP, below.) NEQ = n, the number of equations in the system to be solved.
Current value of the integration step size. When DEQ is first called, it must be called with H equal to some starting value. It is convenient to let the starting value equal HMAX. Thereafter, the value of H is adjusted by DEQ, and it must not be changed by the calling program.
The maximum allowable absolute value of H equals the absolute value of HMAX.
(HMAX maybe of either sign, but only IHMAXI is used.) HMAX should be chosen smaller than the width of any fine structure in the solution, to insure that the correct solution is followed over such fine structure.
JUMP
The values of JUMP are -1, 0, and 1. When DEQ is first called, it must be called with JUMP = -1. Thereafter, JUMP must not be altered by the calling program. Whenever control is returned to the calling program, the value of JUMP must be ascertained. If JUMP = -1, then H has become small enough that, to within the accuracy of the computer, X + H = X. The integration cannot continue if this occurs. If KSTEP is less than or equal to 24, then the starting sequence is being executed.
If KSTEP is larger than 24, then the main integration procedure is being executed.
If KSTEP reaches the largest integer that can be stored in the computer, then KSTEP is automatically set equal to 28 at the next step. This insures that the procedure will not revert to the starting sequence during the integration. KSTEP need not and should not be set by the calling program.
KCON
An integer, equal to O or 1, which indicates whether or not a new value of CLIF is to be computed by the calling program, using the current values of X and Y(i). If KCON = O, then CLIF is not to be computed. If KCON = 1, then CLIF is to be computed-
CLIF
A number, computed by the calling program, which is used by DEQ for adjusting H to insure numerical stability of the method. CLIF is to be greater than or equal to the magnitude of the largest eigenvalue of the matrix whose elements are a ij = ?3fi/byj. That is, ifhi(i= 1, .... n) is the iẽ igenvalue (possibly complex) of this matrix, then CLIF Z ILilmax, so that CLIF is an upper bound of the magnitudes of the eigenvalues.
The stability condition which is applied is expression (2) of Sec. I. Upper bounds of l~i!max are provided by the following two expressions: max = 'ax~]ajkl ajk I These two bounds are generally different and m= be significantly larger than l~ilmax. If it is very inconvenient to determine an upper bound, then an appropriate value for CLIF (one which makes the method stable) must be chosen intuitively or on the basis of experience.
In Appendix IV is the listing of a sample FORTRAN-IV program for integrating the equation for Legendre polynomials, in steps of 0.1, from an initial value of x to a final value not greater than 0.95.
IV. RESULTS OF SOME TEST PROBLEMS
In addition to results obtained with the four test problems described by Nordsieckl (Problems 3 through 6, below), we also report results with two other problems (Problems 1 and 2, below) . Table I . which occurred during the integration and the value' of KSTEP at the end of the integration are also given.
(KSTEP-24) is the number of steps after the starting sequence. The width of the rectangular pulse is too small for the problem to be done on the IBM 7094. However, the equation { O, for lx -+1 >Z22 &J= dx 25, for lx -*I < 2-22 was integrated on the IBM 7094 with results similar to those in Table III . Table VI  and Table VII , respectively. 
