Aretakis has proved that a massless scalar field has an instability at the horizon of an extreme Reissner-Nordström black hole. We show that a similar instability occurs also for a massive scalar field and for coupled linearized gravitational and electromagnetic perturbations. We present numerical results for the late time behaviour of massless and massive scalar fields in the extreme RN background and show that instabilities are present for initial perturbations supported outside the horizon, e.g. an ingoing wavepacket. For a massless scalar we show that the numerical results for the late time behaviour are reproduced by an analytic calculation in the near-horizon geometry. We relate Aretakis' conserved quantities at the future horizon to the Newman-Penrose conserved quantities at future null infinity.
Introduction
Supersymmetric black holes play an important role in string theory. Given their importance, it is natural to ask whether or not they are classically stable: does a small initial perturbation remain small under time evolution?
In a supergravity theory, the fact that a supersymmetric solution saturates a BPS bound, and therefore minimises the energy (at fixed charge), does not imply classical stability. For example, the classical stability of Minkowski spacetime in vacuum GR does not follow from the positive energy theorem. Instead, the proof involves a lengthy analysis of the Einstein equation [1] . Furthermore, Anti-de Sitter spacetime is a supersymmetric solution of various supergravity theories but nevertheless it is classically unstable against the formation of small black holes [2] .
In these examples we are referring to classical stability under time evolution determined by the nonlinear Einstein equation. Recently, Aretakis has proved that even linear perturbations of a supersymmetric black hole can exhibit an instability [3, 4] . 1 He considered an extreme Reissner-Nordström black hole. In ingoing Eddington Finkelstein (EF) coordinates, the metric is
The future event horizon H + is at r = M. The generator of time translations is ∂/∂v. This solution preserves half of the supersymmetry in minimal N = 2 supergravity [6] .
Aretakis studied a massless scalar field ψ in this spacetime. Consider initial data for ψ specified on a spacelike surface Σ intersecting H + and extending to infinity ( Fig. 1) , with ψ decaying at infinity. This uniquely determines ψ in the future domain of dependence of Σ, which contains the part of the black hole exterior that lies to the future of Σ, and a neighbourhood of the part of H + that lies to the future of Σ. Aretakis proved that the solution exhibits both stable and unstable features. Stable features are that ψ decays at late time (large v) on, and outside, H + and all derivatives of ψ decay outside H + . However, by constructing certain conserved quantities on H + (reviewed below), Aretakis proved that ∂ r ψ generically does not decay at late time on H + . This implies the existence of an instability: since ∂ r ψ decays for r > M but not for r = M, it follows that ∂ 2 r ψ must blow up at late time on H + . Aretakis proved that ∂ k r ψ generically blows up at least as fast as v k−1 at late time on
This instability is not a coordinate effect because −∂/∂r can be invariantly defined as the tangent to ingoing radial null geodesics of unit energy. The instability involves polynomial growth in time, which would make it hard to discover using a mode analysis. The above results imply that the component T rr of the energy momentum tensor of ψ decays at late time outside H + but not on H + . One might regard this as "hair" on the horizon of the black hole. Note that T rr is closely related to the energy density measured by an infalling observer.
We emphasise that non-extreme black holes such as Schwarzschild or non-extreme Kerr have been proved to be stable against massless scalar field perturbations: ψ and all its derivatives decay on, and outside, H + [7, 8] . One might think that extreme black holes also should be stable because the gravitational backreaction of a perturbation would make the black hole non-extreme. However, backreaction on the metric is a nonlinear effect. It seems unlikely that nonlinear effects would eliminate a linear instability. What might happen is that the endpoint of the instability is generically a non-extreme black hole, i.e., derivatives of ψ become large along H + (so there is still an instability) but eventually are damped by nonlinear effects. Second, even though generic initial perturbations will make the final black hole non-extreme, there are probably non-generic initial perturbations for which the horizon is extreme at late time.
Minimal N = 2 supergravity does not contain a scalar field but the Aretakis instability can be embedded in a supersymmetric theory as follows. Consider a supersymmetric static 4-charge black hole solution of type II supergravity compactified on T 6 . In general, this solution has non-trivial moduli fields but if the 4 charges are set equal then the moduli are all constant and the geometry is that of extreme RN. Linearized fluctuations in the moduli are massless scalars, hence Aretakis' result implies the existence of a linearized instability at the horizon of an extreme RN black hole in this theory.
Aretakis has considered also the case of a massless scalar field ψ in the extreme Kerr geometry. He has proved decay of an axisymmetric field ψ [9] and that derivatives of ψ exhibit an instability at H + analogous to the extreme RN instability [10] . Ref. [11] generalised these results to show that a massless scalar field instability occurs at H + for any extreme black hole and that a similar instability occurs for linearized gravitational perturbations of the extreme Kerr solution. Ref. [12] has extended the latter result to linearized gravitational perturbations of certain higher-dimensional extreme vacuum black holes.
Aretakis' proof of instability (reviewed in section 2.2) involves an infinite set of conserved quantities at H + , linear in ψ. We will call these the Aretakis constants. We will show in section 2.3 that these constants are closely related to a set of conserved quantities at I + (future null infinity): the Newman-Penrose constants [13] . Indeed, there is a conformal isometry of the extreme RN geometry which interchanges H + with I + [14] . This map exchanges the Aretakis constants with the NP constants. The Aretakis instability is associated to outgoing radiation at H + : the proof of instability requires that the initial data be non-vanishing at H + and, as we will explain below (section 2.1), the instability is closely related to the absence of a redshift for outgoing photons at H + . For string theory applications, it seems more natural to consider what happens if one perturbs an extreme RN black hole by dropping something into it. Can one trigger an instability using ingoing radiation? Some stability results for this case were presented in Ref. [15] , which considered initial data for ψ compactly supported outside H + . It was shown that the scalar field and all of its derivatives remain bounded in static coordinates. However, such coordinates cover only the black hole exterior so this result does not exclude the existence of an instability at H + .
We have investigated this problem numerically and describe our results in section 3. We find that initial data corresponding to an ingoing wavepacket does lead to an instability at H + . It afflicts quantities with one more r-derivative than in the outgoing case: ψ and ∂ r ψ decay on, and outside H + , ∂ 2 r ψ decays outside H + but generically does not decay on H + and ∂ 3 r ψ generically blows up at late time on H + . We also study the late time behaviour (tail) of ψ and find that the field decays more slowly if the Aretakis constants are non-zero. This extends previous numerical work on massless scalar field tails in extreme RN [16] , which considered outgoing wavepackets outside H + , which have vanishing Aretakis constants. It is natural to ask whether the Aretakis instability can be seen in the AdS 2 × S 2 nearhorizon geometry of extreme RN. In section 4 we will show that it can: it occurs at the horizon of AdS 2 in Poincaré coordinates. This is not in contradiction with known stability results for linear fields in AdS 2 because it turns out to be a coordinate effect: there is no invariant way of defining coordinates in AdS 2 analogous to the (v, r) of (1). Nevertheless, the AdS 2 results are interesting because they are in excellent agreement with our numerical results for the late time behaviour of ψ at H + for the extreme RN spacetime. The remainder of our paper concerns generalisations of Aretakis' work to other fields. In section 5 we consider a massive scalar field. For discrete values of the mass m (m 2 = n(n + 1)M −2 for positive integer n) we prove the existence of conserved quantities analogous to the Aretakis constants and use these to prove instability at H + . For more general values of the mass we demonstrate instability numerically. A more massive field is more stable: the number of r-derivatives exhibiting decay at H + increases with the mass of the field. However, our numerical results indicate that for any mass there exists k such that ∂ k r ψ generically blows up at late time on H + . Finally, it is desirable to have an argument for instability of extreme RN that does not rely on the existence of a scalar field. In section 6 we will consider (coupled) gravitational and electromagnetic perturbations. We prove that for all types of perturbations of this kind, there exist towers of conserved quantities on the horizon, which can be used to exhibit instabilities very similar to those of the massless scalar field. We construct an explicit gauge invariant combination of the Maxwell field strength perturbation, the metric perturbation and its first derivatives. The instability is strongest for the l = 2 multipole moment, for which we show that a certain combination of the first and second r-derivatives of this quantity is conserved on H + and hence generically cannot decay. We argue that this implies that a quantity with one more r-derivative generically blows up at late time on H + . Hence there is an instability at the horizon of extreme RN in Einstein-Maxwell theory (or minimal N = 2 supergravity).
Note added: As this paper was nearing completion, Refs. [31, 32] appeared. Ref. [31] has significant overlap with our section 2.3 relating the Aretakis and NP constants. Motivated by our numerical results, Ref. [32] gives a proof of the existence of an instability for ingoing massless scalar field radiation. Ref. [31] also gives an argument for the existence of such an instability.
2 Massless scalar horizon instability
Motivation for instability
To understand why there might be an instability at the horizon of an extreme black hole, it is useful to consider first the case of a massless scalar field ψ in a non-extreme black hole spacetime. A first step in trying to prove stability is to consider the energy of ψ, written as an integral E[Σ] over a spacelike surface Σ extending from the future horizon H + to infinity. This is a non-increasing function of time, i.e.,
if Σ ′ lies to the future of Σ. Outside H + , the integrand, i.e., the energy density, is a positive definite function of ∂ µ ψ. Hence the fact that E is non-increasing implies that ∂ µ ψ cannot become large. However, precisely on H + , the energy density degenerates: it does not depend on the derivative of ψ transverse to H + . Hence it is consistent with energy conservation for this derivative to behave badly. For non-extreme black holes, such behaviour has been excluded using the horizon redshift effect. This is the fact that the energy of a photon moving tangential to H + undergoes a redshift proportional to e −κv where κ is the surface gravity and v the Killing time along the horizon. Using the wave analogue of this effect is an important step in the proof that ψ and all of its derivative decay on and outside H + in a Schwarzschild [7] or non-extreme Kerr spacetime [8] .
Now consider an extreme black hole. Such a solution has κ = 0: the horizon redshift effect is absent and so the problem of controlling derivatives transverse to H + remains. Aretakis has proved that this problem cannot be overcome for extreme RN and extreme Kerr. Ref. [11] showed that it cannot be overcome for any extreme black hole. Below we will review Aretakis' argument for extreme RN.
We note that Ref. [17] considered the case of a massless scalar field in RN and argued that there is a qualitative difference between the extreme and non-extreme cases arising from the behaviour of outgoing waves near H + . However, the detailed predictions of Ref. [17] are in disagreement with numerical results of Ref. [16] and also with the numerical results that we will present below.
Aretakis' argument
The equation of motion of a massless scalar is
Working in the coordinates of (1), first expand ψ in spherical harmonics:
(we suppress the azimuthal index m) and substitute into the equation of motion to obtain
where ∆ = (r − M) 2 . Set l = 0 and evaluating at H + (r = M) shows that
is conserved, i.e., independent of v. For generic initial data, H 0 will be non-zero. Hence it remains non-zero. Therefore ψ and ∂ r ψ cannot both decay at H + . In fact, ψ decays at late time [3] hence it follows that its transverse derivative at H + does not decay:
The rr component of the energy momentum tensor of ψ is T rr = (∂ r ψ) 2 , which generically does not decay at late time on H + . This implies that the energy density measured by an ingoing observer at H + does not decay, as suggested by the absence of the horizon redshift effect. Now act on (4) with ∂ r , set l = 0 and evaluate at H + to obtain
Hence
which, together with decay of ψ 0 and (6), implies blow-up of the second transverse derivative of ψ at late time on
By taking further r-derivatives of (4) it can be shown that (∂
. This instability is a property of s-wave (l = 0) perturbations. There is a corresponding result for l > 0: acting on (4) with ∂ l r and evaluating at r = M reveals that
is conserved. 
Conformal isometry
The extreme RN solution has a discrete conformal isometry [14] . In static coordinates (t, r, θ, φ) it is
This is self-inverse: Φ = Φ −1 . The push-forward of the metric under this diffeomorphism is
where
To understand how this acts on the horizon, we will write it in Eddington-Finkelstein coordinates, related to the static coordinates as follows. First define the tortoise coordinates
and note that Φ sends r * to r
and so Φ sends u to u ′ = v and v to v ′ = u. Hence Φ maps the point with ingoing EF coordinates (v, r, θ, φ) to the point with outgoing EF coordinates (u ′ = v, r ′ , θ, φ). It follows that Φ maps H + to I + and vice-versa. The extreme RN geometry has vanishing Ricci scalar, which implies that the massless scalar wave equation is conformally covariant: if ψ is a solution in the extreme RN geometry with metric g then Ω −1 ψ is a solution in the geometry with metric Ω 2 g. Hence the conformal isometry can be used to generate a new solutionψ of the massless scalar wave equation from an old oneψ = Ωψ • Φ. In coordinates:
On the left, the subscript O indicates that outgoing EF coordinates are used, on the right the subscript I indicates that ingoing EF coordinates are used. What happens to the Aretakis conserved quantities under this map? Long ago Newman and Penrose (NP) argued that there is an infinite set of conserved quantities associated to linear massless fields at I + [13] . These can be defined by developing an asymptotic expansion in inverse powers of r near I + : for the l = 0 multipole moment of ψ assume the expansion
as r → ∞. 2 The equation of motion for ψ implies that the quantity f 1 is independent of u: this is the NP constant of ψ 0 which we will denote by f 1 [ψ] . It is easy to check that the conformal isometry exchanges the Aretakis conserved quantity with the NP constant, i.e., the Aretakis conserved quantity for ψ 0 is the NP constant ofψ 0 and vice versa. Explicitly we find
The physical interpretation of the NP constants is not well-understood but it is clear that they are closely related to ingoing radiation at I + , just as the Aretakis constants are related to outgoing radiation at H + . The NP constants influence the decay rate (tail) of ψ outside the horizon: there is evidence that initial data with non-vanishing NP constants results in slower decay than data with vanishing NP constants [18] . We will return to this point below.
As explained above, if any of the Aretakis conserved quantities of ψ is non-zero then ψ has an instability at H + . Does this mean that there is an instability of ψ at I + if its NP constants are non-zero? Even in Minkowski spacetime, there is a late-time blow-up of transverse derivative of Ω −1 ψ at I + when the NP constants are non-zero [13] . However, unlike
+ is not part of the physical spacetime hence this is not an instability: the field and all its derivatives decay in the physical spacetime.
The definition of the NP constants has been criticized because of the assumed smoothness of Ω −1 ψ at I + [19] . For spacetimes with non-vanishing NP constants, generically one expects only a finite degree of differentiability at I + . In contrast, ψ will be smooth at H + if it arises from smooth initial data prescribed on a surface Σ which extends a finite distance behind H + as in Fig. 1 . Thus there is an asymmetry present in the amount of differentiability to be expected at H + and I + . Starting from initial data specified on Σ we get a solution ψ smooth at H + but generically not smooth at I + . Applying the above map then gives a solutionψ for which Ω −1ψ is smooth at I + butψ is not smooth at H + . Suchψ does not correspond to smooth initial data on Σ and therefore lies outside the class of solutions considered in this paper.
3 Numerical results for massless scalar
Double null coordinates
A crucial assumption in Aretakis' proof of instability is that the conserved quantities H l [ψ] are non-vanishing. This requires that the scalar field ψ be non-vanishing at the intersection of H + and the hypersurface Σ on which initial data is specified. Hence the results in section 2.2 do not reveal what happens if one perturbs an extreme RN black hole by sending waves into the black hole from outside. We will investigate this problem numerically. To do this we first introduce coordinates which are better suited to numerical evolution.
In (u, v)-coordinates the extreme RN black hole metric is
and r(u, v) can be determined by solving r * (r) = (v − u)/2 with r * defined by (14) . This metric is singular at H + . Since we wish to investigate time evolution of perturbations on the horizon, we need a regular metric there. Thus, we introduce a further coordinate transformation defined by
From the definition of r * , we have du/dU = 2/F (M − U). In (U, v)-coordinates H + is located at U = 0 and and U < 0 corresponds to the exterior of the black hole. In this coordinate system the metric reads
where r = r(U, v). Using r * (r) = (v − u)/2 it can be seen that r is analytic in U, v. In particular we can expand r for small U (and fixed v) to obtain
It follows that F (r)/F (M − U) = 1 + O(U) for small U and the metric (22) is analytic at H + , i.e., it can be analytically continued to the black hole interior U > 0.
Klein-Gordon equation and initial data
Consider the Klein-Gordon equation
in the extreme RN background. Defining φ ≡ rψ l , where ψ l is the lth multipole moment of ψ as in equation (3), we obtain a wave equation for φ. In the (U, v)-coordinates introduced above this reads
In this section, we study the massless scalar field m = 0. We will consider the massive scalar in section 5. We consider a null "initial" surface defined by
and impose the following initial data: or
which correspond to an outgoing and ingoing wavepacket, respectively. In Fig. 2 we give a schematic plot of the setup. We will solve this problem numerically. In our numerical calculations, we use units such that M = 1 and set U 0 = −0.5 and v 0 = 0. We describe the details of this in Appendix A.1.
Numerical simulation for spherically symmetric mode
In this section we study spherically symmetric solutions, i.e., we set l = 0. In this case Aretakis' conserved quantity defined in Eq. (5) is simply given by H 0 [ψ] = ∂ r φ| r=M . Hence the outgoing wave initial data (27) has H 0 [ψ] = 0 (unless µ = 0) whereas the ingoing wave initial data (28) has H 0 [ψ] = 0 (since its support does not intersect the horizon).
Non-zero Aretakis constant
Firstly, we consider solutions for which H 0 [ψ] = 0. Although, in this case, the instability of the scalar field has been shown analytically, as reviewed in section 2.2, we will investigate finer details of the time evolution of the scalar field by solving the wave equation numerically.
Although we used the (U, v) coordinates for our numerical calculations, we will display our results using (v, r) coordinates. The reason for this is that the (v, r) coordinates are a preferred set of coordinates associated to the symmetries of the background. In particular, ∂/∂v is the generator of time translations and −∂/∂r is tangent to ingoing radial null geodesics of unit energy. The (U, v) coordinates are not so closely associated to geometric invariants e.g. the generator of time translations is not ∂/∂v in these coordinates. Hence when working in (U, v) coordinates it is less clear whether something is a physical effect or merely a coordinate effect. Consider outgoing initial data (27) with (σ, µ) = (0.1, −0.1). The time evolution of φ and ∂ r φ in (v, r)-coordinate is plotted in Fig. 3 . We can see that φ decays as v increases. On the other hand, ∂ r φ does not decay along the horizon because ∂ r φ| r=M must be conserved. However, outside the horizon, ∂ r φ decays. As a result, ∂ r φ becomes steeper near the horizon as time increases. This is consistent with the fact that ∂ 2 r φ| r=M must blow up along the horizon.
In Fig. 4 , we plot the time evolution of φ| r=M and ∂ 2 r φ| r=M for various initial data: (σ, µ) = (0.1, −0.1), (0.05, −0.1), (0.1, −0.05). We can see that the time behaviour of ∂ 2 r φ| r=M is consistent with the expected linear blow up shown in section 2.2. In Appendix A.2, we describe our method for evaluating the transverse derivatives on the horizon ∂ n r φ| r=M . Now, we investigate the late time behaviour of φ| r=M . By fitting the absolute value of φ| r=M to a power law decay v a , we obtain the following exponents: a = −0.999, −1.018, −0.991
We used the numerical data in the range 1000 ≤ v ≤ 2000 for the fitting. These results suggest that the scalar field on the horizon φ| r=M decays as v −1 at late time. To determine the coefficient of the power law decay, we fit the φ| r=M to the function αH 0 /v for 1000 ≤ v ≤ 2000. Then, we find the fitting parameter α = −1.997, −2.035, −1.979 for (σ, µ) = (0.1, −0.1), (0.05, −0.1), (0.1, −0.05), respectively. Hence, for all cases that we have considered, the leading term of the late time behaviour of φ| r=M is given by
In Sec. 4 we will show that the same expression can be obtained analytically from an AdS 2 calculation. In Ref. [4] it was shown analytically that the scalar field on the horizon at late time decays at least as fast as v −3/5 , which is consistent with our results. All of our initial data has vanishing NP constant. We will explain below why the coefficient of v −1 must be modified for initial data with non-vanishing NP constant.
We can relate this late time behaviour to earlier results of Ref. [18] by using the conformal isometry (11) . 4 Applying this map to our solutions gives solutions which are smooth 5 at I + whose late time behaviour at I + is determined by our result for the late time behaviour at H + . In particular, the result φ ∼ −2H 0 /v at H + maps to the result φ ∼ −2f 1 /u at I + where f 1 is the NP constant defined in Eq. (17) . This agrees with the late time behaviour found in Ref. [18] , which studied a massless scalar field in the region r > R of the Schwarzschild spacetime, with reflecting boundary conditions imposed on the surface r = R > 2M. For small M/R, it was shown perturbatively that
This perturbative result was confirmed by solving numerically for the scalar field. The result (30) suggests that, in our case, we should find ln v/v 2 corrections to (29) at next order in v. To investigate this, define
We plot δ as a function of v in Fig. 5 . This suggests that δ is a linear function of ln v at late time. Thus, we have (with M = 1)
To determine the coefficient of the logarithmic term γ, we fit δ to the function γ ln v + γ ′ for 1000 ≤ v ≤ 2000 and obtain γ = 3.88, 4.35, 3.89 for (σ, µ) = (0.1, −0.1), (0.05, −0.1), 3 The exponents do not change up to the third decimal place even if we change the grid size as (δU, δv) → (4δU, 5δv). Thus, the numerical error mainly comes from truncations. The truncation error can be estimated as O(1/v) ∼ 10 −3 . The exponents obtained here are reliable up to around second decimal place. 4 We are grateful to the referee for noticing the connection between our results and those of Ref. [18] . 5 See the end of section 2.3 for a discussion of why smoothness at I + is non-trivial. We can see that δ is linear in log v at late time.
(0.1, −0.05), respectively. These numbers are probably accurate only to 1 significant figure so γ = 4. This is consistent with the expectation that γ is independent of the initial data (because if one subtracts two solutions with the same H 0 one obtains a solution with vanishing H 0 for which we show below that φ| r=M ∼ v −2 ). 6 After applying the conformal isometry we obtain φ ∼ −2f 1 /u + γf 1 ln u/u 2 at I + which has the same form as (30) (M = 1 here). Furthermore, our result γ = 4 is in striking agreement with (30) .
In summary, using the conformal isometry, our results for the late time behaviour at H + can be mapped to late time behaviour at I + of solutions smooth at I + . Our results for extreme RN agree with the perturbative result (30) for Schwarzschild with a reflecting boundary. This agreement suggests that the behaviour (30) is universal in the sense that it will hold for a larger family of asymptotically flat spacetimes, at least for fields which are smooth at I + .
Zero Aretakis constant
Now consider the case where H 0 [ψ] = 0. This includes the case of an ingoing wavepacket as well as an outgoing wavepacket with µ = 0. The proof of the Aretakis instability in section 2.2 does not apply now; instead we will use a numerical calculation to study this case. For the outgoing wave (27) , we take µ = 0 and σ = 0.05, 0.1, 0.15. For the ingoing wave (28), we choose the parameters (σ ′ , µ ′ ) = (3.0, 10.0). In Fig. 6 we plot φ| r=M , ∂ Now consider the late time behaviour of φ| r=M . Fig. 6 suggests that φ| r=M decays as a power law v a at late time. Fitting to such a decay law we find the exponents a = −2.000, −1.997, −1.995 for the outgoing wave with σ = 0.05, 0.1, 0.15 and a = −1.975 for the ingoing wave. This suggests that, for H 0 = 0, the late time behaviour of φ| r=M is given by
6 Similarly Γ must be independent of the initial data because if one subtracts two solutions with the same f 1 one obtains a solution with vanishing f 1 , for which φ ∼ u −2 at I + [18] . We could not find a simple expression for C: it may depend on the initial data in a complicated way.
3.4 Numerical simulation for l = 1
Non-zero Aretakis constant
Now we consider the case of the l = 1 partial wave, first with H 1 = 0. For the outgoing wave we choose the parameters in the initial data to be (σ, µ) = (0.1, 0), (0.1, −0.05), (0.05, 0). In Fig. 7 we plot φ| r=M and ∂ 3 r φ| r=M as functions of v. We can see that φ| r=M decays and ∂ 3 r φ| r=M blows up linearly in v, as proved by Aretakis.
Next we consider the late time behaviour of φ| r=M . Fig. 7 is consistent with a power law decay of φ| r=M of the form v a for large v. Fitting the absolute value of φ| r=M to such a power law in the range 1000 ≤ v ≤ 2000, we obtain the exponents a = −1.993, −2.001, −1.995 for (σ, µ) = (0.1, 0), (0.1, −0.05), (0.05, 0), respectively. These results suggest that the scalar field decays as v −2 along the future horizon. To determine the coefficient of the power law decay, we fit the φ| r=M to the function αH 1 /v 2 for 1000 ≤ v ≤ 2000. Then we find α = 0.659, 0.665, 0.661 for (σ, µ) = (0.1, 0), (0.1, −0.05), (0.05, 0), respectively. Hence, for all cases that we have considered, the late time behaviour of φ| r=M is given by
We will see in section 4 that Eq. (34) can be obtained from an AdS 2 calculation. In Ref. [4] it was shown analytically that the l = 1 mode of the scalar field decays at least as fast as v
for large v; this is consistent with our numerical result. As we will explain below, we expect the coefficient of v −2 to be modified for initial data with non-vanishing NP constant. 
Zero Aretakis constant
Now consider the case l = 1 with H 1 = 0. For the outgoing wavepacket we choose the parameters σ = 0.05, 0.1 and
For the ingoing wave we choose the parameters (σ ′ , µ ′ ) = (3.0, 10.0). We plot the time evolution of φ| r=M and ∂ 4 r φ| r=M in Fig. 8 . This is consistent with the following behaviour: φ| r=M decays and ∂ 4 r φ| r=M blows up linearly in v. Thus, we can conclude that there is an instability for l = 1 even when the Aretakis constant vanishes. However, just as for l = 0, it affects quantities with one more r-derivative than in the case with non-vanishing Aretakis constant. Now consider the late time behaviour of φ| r=M . Fitting the absolute value of φ| r=M to a power law decay v a , we obtain the exponents a = −3.001, −2.990 for the outgoing wave with σ = 0.05, 0.1 and a = −2.990 for the ingoing wave, respectively. This suggests that, for H 1 = 0, the late time behaviour of φ| r=M is given by
for some constant C depending on the initial data.
Late time tails outside the horizon
Now we consider the late time behaviour of the scalar field outside the horizon. We consider outgoing wavepackets with (σ, µ) = (0.1, −0.1), (0.1, 0), (0.05, −0.05) for l = 0, 1, 2, respectively. In Fig. 9 we plot the time dependence of φ at r = 1.5M. Initially the field is supported near the horizon (r = M) so the amplitude at r = 1.5M is small. The amplitude grows as the field disperses outwards from the black hole, and then decays as the field disperses to infinity.
Our results are consistent with power law decay at late time. Fitting to v a we obtain the exponents a = −2.008, −4.006, −6.026 for l = 0, 1, 2, respectively. For the fitting, we use numerical data in the range 1000 ≤ v ≤ 2000 for l = 0, 1. For l = 2, we used data in the range 800 ≤ v ≤ 1000 since the numerical calculation breaks down at v ≥ 1000. (We observed small oscillations which depend on the resolution.) From these result, we extrapolate that the late time behaviour of the lth partial wave of the scalar field outside the horizon is given by
where r 0 > M for some constant C depending on r 0 and the initial data. We will reproduce this power-law from an AdS 2 calculation in the next section.
7
Ref. [16] argued that the decay outside the horizon should be proportional to v
where µ = 1 if the NP constant is non-zero and µ = 2 otherwise. 8 Our results show that this is not quite correct: instead we should have µ = 1 if either the Aretakis constant or the NP constant is non-zero (Ref. [16] considered only initial data with vanishing Aretakis constant.) This makes sense given the existence of the conformal isometry discussed in section 2.3, which interchanges a solution with non-vanishing Aretakis constant with one with non-vanishing NP constant.
Ref. [16] found that the decay along the horizon is proportional to v −(l+1) for vanishing Aretakis constant but non-vanishing NP constant. This implies that, in general, the coefficient of v −1 in (29) and v −2 in (34) will contain an extra term proportional to the NP constant (which is zero for our initial data). The decay along the horizon is proportional to v −(l+µ) , as found in Ref. [16] , but with µ defined as above.
Scalar fields in AdS 2
In this section we will show that certain features of the late time behaviour on and outside the horizon of extreme RN can be deduced by looking purely at the near-horizon geometry.
Coordinates
The near-horizon limit of extreme RN is AdS 2 × S 2 where each factor has radius M. Taking M = 1, the AdS 2 metric in static coordinates is
Defining
we obtain the metric in ingoing Eddington-Finkelstein coordinates
These coordinates are regular at the future Poincaré horizon r = 0. We can also use (u, v) as coordinates:
Now define Kruskal-like coordinates
to obtain
These are global coordinates on AdS 2 . The Penrose diagram for AdS 2 is depicted in Fig. 10 . The region covered by the static coordinates is −π/2 < V < U < π/2. The left timelike infinity is U = V + π, the right timelike infinity is U = V . The future Poincaré horizon of the static patch is U = π/2, the past Poincaré horizon is V = −π/2.
Massless scalar in AdS 2
Consider first a massless scalar ψ field in AdS 2 . Since its equation of motion is conformally invariant, we can write down the general solution:
for arbitrary functions f, g. To compare with our earlier results, we need to calculate the Aretakis conserved quantity. Writing out the wave equation in (v, r) coordinates and evaluating at r = 0 (or taking the near-horizon limit of (5)) shows that the following quantity is conserved along the future Poincaré horizon Let's evaluate this in (U, V ) coordinates. Converting from (v, r) coordinates to (U, V ) coordinates gives
Now consider the second r-derivative of the field at the horizon:
so when H 0 = 0 we have linear growth in v, just as for extreme RN. On the other hand if H 0 = 0 then we see that ∂ 2 r ψ| r=0 is a constant; by taking another r-derivative we see that if this constant is non-zero then ∂ 3 r ψ| r=0 will blow up linearly in v, just as we found numerically for extreme RN.
Is this an instability of the scalar field in AdS 2 ? No: working in (U, V ) coordinates one sees that ψ and all of its derivatives are bounded. The blow-up in (v, r) coordinates is simply a coordinate effect, it has no invariant significance. By contrast, in extreme RN, the (v, r) coordinates are a preferred set of coordinates that follow from the symmetries of the spacetime. The function r is defined using spherical symmetry and there is a unique Killing vector field K µ that is timelike and canonically normalized (K 2 = −1) at infinity which is used to define v. In AdS 2 there exist infinitely many timelike Killing vector fields analogous to K µ . Hence, unless one has some reason to regard one of these as preferred, then there is no invariant way of introducing (v, r) coordinates and hence no instability. Now consider the late time behaviour of the field. The value of the field on the Poincaré horizon is
Converting to (v, r) coordinates, the late time behaviour of the field at the horizon (v → ∞, r = 0) is
So far we have imposed no boundary condition on ψ. Note that the value of ψ on the right timelike infinity is
where we use U as the coordinate at right timelike infinity. We now impose the boundary condition that ψ ∞ (U) and ψ ′ ∞ (U) decay at late time at right timelike infinity:
which is equivalent to
and hence
This agrees to good accuracy with our numerical results for extreme RN (summarized in equation (29)). 10 The late time behaviour outside the horizon (v → ∞ at fixed r > 0) is, if we make the extra assumption ψ
This is in good agreement with (36). Note that our assumptions on ψ ∞ are all satisfied if there exists U 0 < π/2 such that ψ ∞ vanishes for U > U 0 .
Massive scalar in AdS 2
Now consider a scalar field ψ of mass m in AdS 2 . Since the general solution of the wave equation is not so simple in the massive case, we will proceed more heuristically than we did above. We assume that, in a neighbourhood of U = V = π/2 (i.e. late time at right timelike infinity) the field satisfies "normalizable" boundary conditions
where F (V ) is an arbitrary function and
9 In the language of AdS/CFT, ψ ∞ (U ) is the source for the operator dual to ψ. 10 Recall that this result applies only for the case of vanishing NP constant. If the NP constant is non-zero then there is radiation present near infinity in extreme RN. Maybe one could reproduce results for this case by modifying the boundary condition for ψ ′ ∞ in (51). Note also that we do not obtain the ln v/v 2 corrections of (32) from this AdS 2 calculation.
Taking the near-horizon limit of the lth multipole ψ l of a massless scalar in extreme RN (setting M = 1) results in a scalar field of mass m in AdS 2 where
and therefore ∆ m = l + 1. In this case, the conserved quantity at the Poincaré horizon is simply
We can now calculate H l [ψ] at large v: r = 0, v → ∞ is equivalent to U = π/2, V → π/2, and we can use the behaviour (55) of ψ near the boundary to obtain
Hence, near U = V = π/2 we have
From this expression we can calculate the late time behaviour along the Poincaré horizon in (v, r) coordinates (r = 0, v → ∞):
For l = 1 this agrees to good accuracy with our numerical result (summarised in (34)) for the full extreme RN geometry. The late time behaviour outside the horizon (r > 0 fixed, v → ∞):
in agreement with (36). Why are these AdS 2 results in such good agreement with our numerical results for the full extreme RN geometry? One might have thought that the late time behaviour at the horizon would exhibit some dependence on the geometry outside the horizon, which is different in AdS 2 and extreme RN. Maybe the numerical coefficients in (29) and (34) would deviate from the AdS 2 values if they were computed to higher accuracy. Or maybe all that matters at late time is the geometry exactly at the horizon, which would explain the agreement. It would be nice to understand this better.
Observe that taking the near-horizon limit of a spherically symmetric scalar of mass m in extreme RN (again with M = 1) also results in a scalar of mass m in AdS 2 . From the above we deduce that if m 2 = n(n + 1) where n is a positive integer the above calculations remain valid (with the replacement l → n). In particular, we learn there are conserved quantities for certain massive scalar fields in the near-horizon geometry of extreme RN. In Sec. 5.1 we show that in fact a massive scalar field in the full extreme RN also possesses such conserved quantities, for these specific values of the mass, and show they lead to instabilities.
For general m it does not appear possible to construct conserved quantities on the horizon; however from (55) we may still deduce the late time behaviour. As v → ∞ we find that on the horizon
for all k ≥ 0: we see this blows up for k ≥ ⌊∆ m ⌋ + 1, where ⌊ ⌋ denotes the integer part. In Sec. 5 we will demonstrate numerically that instabilities of this nature indeed occur in the full extreme RN for certain m such that ∆ m is not integer (despite the absence of a conserved quantity). For completeness, the late time behaviour outside the horizon at fixed r > 0 is
Massive scalar field
In this section we consider the evolution of a spherically symmetric massive scalar field in the extreme RN background. First we will show that, for special values of the mass of the scalar field, a tower of conserved quantities exists just as for the massless scalar field. These can be used to deduce the existence of instabilities. Then we will solve the equation of motion numerically as in the massless case to investigate the evolution in more detail.
Conserved quantities on the horizon
We start by writing down the massive wave equation (24) for a spherically symmetric massive scalar field in ingoing EF coordinates
We find that the construction of the conserved quantities for the massless scalar field (10) can be generalised to a massive scalar for special values of the mass:
where n is a positive integer. This gives a very similar term in the equation of motion to the centrifugal barrier of a massless scalar field, so the construction of conserved quantities proceeds analogously to that of the massless scalar with n ↔ l. Explicitly, we find
is conserved along H + , where f n (r) is a polynomial defined by
whose coefficients are recursively determined by c 0 = 1, c 1 = −n and for 2 ≤ k ≤ n
It follows that generically not all of the quantities ∂ 
where ∆ m is given by Eq. (56) with m replaced by Mm and ⌊ ⌋ represents the integer part. We confirm this expectation numerically in the next section.
Numerical results
Consider the massive scalar wave equation in the coordinates developed earlier (25) . Using the numerical method introduced for the massless scalar field discussed in section 3, we study the time dependence of a massive scalar field.
Non-zero conserved quantity
In this section, we study the time evolution for the case corresponding to that studied in section 3.3.1, for which the conserved quantities (67) are non-zero.
First of all, we show the time evolution of φ(v, r) = rψ(v, r) on and outside the horizon for n = 1 ((Mm) 2 = 2) using the outgoing wave initial data (27) with (σ, µ) = (0.1, −0.1). In Fig. 11 , we plot φ(v, r) and the quantity H 1 (v, r) defined by
which coincides with the conserved quantity (67) for n = 1 at the horizon. Panel (a) shows that φ(v, r) quickly decays on and outside the horizon. Panel (b) shows that H 1 (v, r) stays constant on the horizon while it decays to zero outside the horizon. This property is consistent with ∂ 2 r φ| r=M being constant and ∂ 3 r φ| r=M diverging linearly in v at late time. 12 In fact any smooth f n (r) whose derivatives f (k) n | r=M , for k = 0, . . . , n, coincide with those of this polynomial will do. In Fig. 12 , we show φ| r=M and ∂ 3 r φ| r=M for (Mm) 2 = 2 for various initial data with H 1 = 0. To generate this plot, we used the outgoing initial data (27) . Panel (b) shows that ∂ 3 r φ| r=M is linearly divergent with respect to time, as expected from existence of the conserved quantity H 1 (this could be proved analytically in the same way as for the massless scalar with l = 1).
In Panel (a), we find that, at late time, φ| r=M (v) shows oscillation with frequency ω = m. Oscillations with this frequency have been seen in previous studies of massive scalar fields in black hole backgrounds [20] . It is convenient to separate the value of the field at the horizon into its mean value and an oscillating component:
where φ|
φ| r=M (v ′ )dv ′ with T = 2π/m. At late time, the oscillating component decays more slowly than the mean value. On the other hand, we observed that for ∂ k≥1 r φ| r=M , the oscillations are subdominant at late time for generic initial data. This suggests that the instability is associated to φ mean . Next we examine in more detail the behaviour of each component in φ| r=M . First, we show the behaviour of φ| mean r=M (v) for (Mm) 2 = 2 in Fig. 13 . We find that φ| mean r=M (v) decays by a power law, and its value is governed by the conserved quantity H 1 as
for several different choices of outgoing wave initial data. More precisely, we calculated the late-time behaviour of φ| r=M for outgoing wave initial data for (σ, µ) = (0. scaling for the late-time tail of a massive scalar field outside a black hole horizon has been discussed previously in Refs. [20, 21] . The constant C in these fits does not appear to be simply related to the conserved quantity H 1 . We also comment on the dependence of φ| r=M on the scalar field mass m. For this purpose, it is useful to focus on time dependence of H 0 and H 1 , which are conserved when (Mm) 2 = 0 and 2, respectively. We summarize their time dependence in Fig. 15 . These quantities are dominated by φ mean , and show power law decay or growth at late time. Assuming the powerlaw dependence H n ∝ v pn , we can obtain the powers p n by fitting the numerical data. We summarize the resulting p n in Fig. 16 . The numerical results strongly suggest for general m
Using the results in section 4.3, we can see that this is the same scaling as appears for a massive scalar field in an AdS 2 background. Figure 16 : m 2 dependence of p n , where we assume H n ∝ v pn . In both panels, the numerically obtained p n for (Mm) 2 = 0, 1, . . . , 8 are shown with analytic curves p n = n + 1 − 1 + 4(Mm) 2 /2. For any data point, relative error of the numerical value from the analytic value is ∼ 5 × 10 −2 at most.
We close this section with some comments on the behaviour of derivatives of the field outside the horizon. In Fig. 17 , we show ∂ 2 r φ on the horizon for (Mm) 2 = 2, and also that quantity off the horizon for (Mm) 2 = 2, 8. As expected from the general argument, ∂ 
Zero conserved quantity
In this section, we briefly comment on the cases H n [ψ] = 0 for the massive scalar field. We focus on the case n = 1 ((Mm) 2 = 2), but the results for general n are analogous. First, we show the time dependence of φ| r=M in Fig. 18 . To set H 1 = 0, we used the outgoing wave initial data with µ = −σ σ + √ σ 2 + 4M 2 /(2M). The behaviour for the outgoing wave initial data is similar to the H n = 0 case studied above in that φ mean and φ osci are non-negligible at r = M. On the other hand, φ| r=M (v) for the ingoing wave initial data is dominated by the oscillatory component with negligible contribution from φ mean . We summarize the behaviour of the mean and oscillatory components of φ| r=M in Fig. 19 . First, we find from Panel (a) that the mean component shows the power-law decay φ| mean r=M ∝ v −3 , which is one power faster than the H 1 = 0 case studied above. This property is similar to that of the massless case with l = 1, and we can show that ∂ 4 r φ| r=M diverges linearly in time (as it did in the massless case). Hence, just as in the massless case, vanishing H 1 requires one more r-derivative to see the instability.
Next, we find from Panel (b) that the amplitude of the oscillatory component shows the power-law decay A| osci r=M (v) ∝ v −5/6 at late time. This is the same power law as the H 1 = 0 case shown in Fig. 14 , and thus the time dependence of A osci seems to be insensitive to the value of the conserved quantity.
To sum up, the behaviour of the component φ| mean r=M of a massive scalar field with (Mm) 2 = 2 can be described by Eq. (34), which was proposed for the massless scalar field with l = 1. For general value of the scalar field mass m, our results for φ| irrespective of m and also of order of the derivative.
Gravitational and electromagnetic perturbations
In this section we show that an analogue of Aretakis' scalar field instability occurs for the coupled linearised gravitational and electromagnetic perturbations of the extreme RN solution. To demonstrate this we will employ past work on the linearized perturbations of extreme RN. Several formalisms were developed for studying this problem, see [22, 23, 24, 25, 26, 27, 28] and also [29] which relates the various methods. These works established the mode stability of the RN black hole (including the extreme case).
We will use Moncrief's gauge invariant formalism [23, 24, 25] due to the remarkable simplicity of the resulting perturbation equations. This approach is based on the Hamiltonian formulation of the Einstein-Maxwell equations, where the perturbation variables are certain gauge invariant combinations (under both infinitesimal diffeomorphisms and electromagnetic gauge transformations) of components of the metric and gauge field. We will first briefly explain Moncrief's formalism and variables, then we present conservation laws for these variables and associated instability results.
Moncrief 's gauge invariant formalism
Moncrief simplified the perturbation equations for the RN solution by employing a reduction method based on the Hamiltonian formulation of Einstein-Maxwell theory of ADM.
First recall that in the Hamiltonian formulation one chooses a preferred time function t and decomposes the spacetime fields on hypersurfaces Σ t of constant t, with coordinates x N i = g ti and the induced 3-metric g ij on Σ t , whereas the gauge field A µ is decomposed in terms of the scalar potential A t and the spatial vector potential A i . The canonically conjugate momenta to g ij and A i are the tensor densities
respectively, where K ij is the extrinsic curvature on Σ t . Variation of the action functional with respect to these canonically conjugate pairs leads to dynamical evolution equations, whereas variation with respect to N, N i , A t leads to the constraint equations H = H i = E = 0. We are now ready to give a brief review Moncrief's reduction method, see [25] for more details. The perturbation equations can be derived by taking the second variation of the action functional evaluated on an exact solution. The canonical variables for the linearised ADM equations are simply the first order perturbations of the canonical variables (g ij , π ij ) and (A i , E i ), which we will denote by (δg ij , δπ ij ) and (δA i , δE i ). Similarly, the constraint equations for the perturbed problem are the linearised constraints δH = δH i = δE = 0 of the exact problem; these must be conserved in time as a consequence of the evolution equations for the canonical variables. There are two crucial facts about the linearised constraint functions δH, δH i , δE: they generate infinitesimal diffeomorphisms and electromagnetic gauge transformations, and mutually commute under the Poisson bracket. These properties allow one to perform a canonical transformation to new canonical variables such that δH, δH i , δE are a subset of the momenta and their conjugate variables are cyclic and gauge-dependent. Hence the remaining canonical pairs, which by construction now will commute with δH, δH i , δE, must be gauge-invariant. In terms of these new canonical variables the problem greatly simplifies: the evolution equations for the gauge-invariant pairs decouple from all gauge dependent quantities and the constrains can be eliminated.
Moncrief applied the above general method to perturbations of the RN solution: naturally the time function t was chosen to correspond to the static time coordinate. The background data is thus (we don't yet assume extremality)
Spherical symmetry of the background solution allows one to further simplify the problem.
One expands all perturbation variables in terms of spherical harmonics Y lm which then leads to decoupled equations for each value of l = 0, 1, 2, . . . . We now describe the basis used to do this, which is essentially that used by Regge and Wheeler.
There are three classes of perturbation depending on whether they transform as a scalar, vector or tensor on S 2 . A basis for each of these (written covariantly) is given by the following harmonics:
where dΩ 2 ,∇ a ,ǫ ab are the round metric, the associated connection and volume form on the unit S 2 and a, b, . . . are S 2 indices. As always the Y lm are orthonormal with respect to the unit S 2 measure; from the properties of Y one may deduce corresponding properties for the vector and tensor harmonics. These harmonics all have a well defined parity under the discrete isometry which reverses the orientation. In particular Y,f a ,f ab ,ĝ ab have parity (−1) l , whereasê a ,ê ab have parity (−1) l+1 . Traditionally these are referred to as even or odd parity respectively; for each l the perturbation equations for the two types of parity therefore decouple. We note that since we are in four dimensions perturbations of the tensor components of the Maxwell two form can be expanded in the basis Yǫ ab , which is an odd parity harmonic. By Birkhoff's theorem any l = 0 perturbation must correspond to the RN family of solutions. Perturbations which correspond to a slowly rotating Kerr-Newman black hole are contained in the l = 1 odd type, as discussed below. Hence any instability must either be an l ≥ 2 perturbation or a non-stationary l = 1 perturbation.
Moncrief showed [23, 24, 25] that each type of perturbation can be fully described by either one gauge invariant variable (l = 1) or a pair of gauge invariant variables (l > 1). We describe these below and more fully in Appendix B. Remarkably, each of these variables satisfies a decoupled wave equation of the general form:
where ∆ = r 2 F , for some explicitly known function W (r). However, one shortcoming of Moncrief's approach is that since the various ψ are defined using static coordinates, it is not obvious if they are smooth on the horizon (since those coordinates breakdown there).
In Appendix B we show that in fact all the relevant gauge invariant variables ψ are indeed smooth on the future horizon H + . Hence we may convert to EF coordinates resulting in the master equation
All terms in this equation are smooth on H + which is at the largest root r = r + of ∆. The odd parity perturbations are simplest, so let us describe the gauge invariant variables in this case (see Appendix B for more detail on their construction).
General l ≥ 1 odd perturbations of the gauge field must be of the form δA a = Aê a for some function A. It turns out π f = A is one of Moncrief's gauge-invariant canonical momentum variables. This variable can be defined invariantly as follows:
where S 2 (v, r) a sphere of constant (v, r) in EF coordinates and the second equality follows from integration by parts. Under a gauge transformation δF = L ξ F = di ξ F where ξ µ is a vector generating infinitesimal diffeomorphisms. For odd perturbations ξ µ dx µ = C(v, r)ê a dx a and it is readily checked that this implies δF ab = 0. Hence π f is indeed gauge invariant and the above definition shows it is also smooth on the horizon. The relevant variable to describe l ≥ 1 odd perturbations of the metric turns out to be p 1 , which is the conjugate momentum to the metric perturbation δg ra = h 1êa . In Appendix B we give details of general odd perturbations of the metric and show that
where here δg µν is written in EF coordinates, which explicitly shows p 1 is a smooth quantity on H + . It is easily checked this is gauge-invariant directly. For odd perturbations an infinitesimal diffeomorphism must be of the form δg µν = ∇ (µ ξ ν) where again ξ µ dx µ = C(v, r)ê a dx a . Hence δg va = ∂ v C and δg ra = ∂ r C − 2C/r; it follows that δπ 1 = 0 as claimed.
Moncrief showed that l > 1 odd perturbations reduce to two decoupled wave equations (82) for ψ = P ± where P ± are certain constant linear combinations of π f and
From above we deduce that π f , π g and hence P ± are indeed smooth functions on the horizon. For l = 1 odd perturbations Moncrief showed that the quantity δa ≡ − 1 6M
( 1 2 r 2 p 1 − 2Qπ f ), which from the above is gauge invariant and smooth on H + , is in fact a constant. In this case the perturbation equations reduce to a single wave equation of the general form (82) with
From the above we deduce that P f is a gauge invariant quantity which is smooth on the horizon (since both π f and δa are). Note that P f ≡ 0 corresponds to a perturbation to a slowly rotating Kerr-Newman black hole with rotation parameter δa (explaining the notation); indeed this is the most general regular stationary solution in this case [29] . The even parity perturbations are more complicated to describe. In Appendix B we explain their definition and show that the gauge invariant quantities appearing in Moncrief's final decoupled equations (82) are also all smooth on the horizon. We establish this by showing how to express them as linear combinations of the metric and field strength perturbations in EF coordinates.
Consider the l = 1 odd perturbation equation (86) for which ψ = P f and W | r=M = 6. In this case there exists a conserved quantity for p = 2: explicitly one can use (90) to get f ′ | r=M = 3/2 and f ′′ | r=M = 0 and deduce that
For a generic initial perturbation, H 2 [P f ] = 0 and hence ∂ r P f , ∂ 2 r P f and ∂ 3 r P f cannot all decay at late time on H + . In view of the results for a scalar field, the most likely behaviour is that P f , ∂ r P f , ∂ 2 r P f all decay along the horizon and hence ∂ 3 r P f does not decay. In this case, from the above argument, ∂ where the ellipsis denotes lower order r-derivatives of P + , whose explicit coefficients are unimportant.
For a generic initial perturbation these constants will be non-zero (and independent). Hence ∂ r P − and ∂ 2 r P − cannot both decay at late time on H + . One can relate P − directly to the metric and Maxwell field perturbation by writing it as a linear combination of π f and π g using (97) and (98). We can then use (85) to write P − in terms of π f and p 1 . Recall p 1 is the gauge invariant combination of metric perturbation components (84) and π f is the gauge invariant Maxwell field perturbation (83). Hence we deduce that a certain gauge-invariant linear combination of the first two r-derivatives of these quantities generically does not decay at late time on H + .
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As discussed above, it seems very likely that, for l = 2, the gauge invariant quantities and all of their derivatives will decay at late time outside H + . Hence, since we have non-decay of a certain quantity on H + , there will be a quantity with one more r-derivative which blows up at late time on H + . The most likely scenario is that P − and ∂ r P − will decay at late time along the horizon, in which case ∂ 
in which case from equation (85) it follows that p 1 , ∂ r p 1 decay and
as v → ∞. Hence there is an l = 2 instability where transverse derivatives of these gauge invariant perturbations blow up linearly on the horizon. Similar statements for l = 1 even and l > 1 even perturbations can be deduced from table 1 and Appendix B. The associated functions W in (82) for each variable ψ are easily read off from [24, 25] and [29] ; in table 1 we provide W | r=M which as shown above is enough to determine the existence of a tower of conservation laws and associated instabilities on the horizon. We can see that the potential approaches U = 0 and tends to be sharp as v increases.
B Regularity of Moncrief 's variables
In this section we will explain Moncrief's parameterisation of metric and gauge field perturbations of the RN solution. The essential point is to expand each type of perturbation in a Regge-Wheeler basis for scalar, vector and tensor harmonics on S 2 which we have written covariantly in (78, 79, 80).
As explained Moncrief works in the Hamiltonian formalism. Hence the perturbation variables consist of the various metric and gauge field components and their conjugate momenta. We will need explicit expressions for δπ ij , δE i . The former can be computed using [25] 
where ∇ i is the connection associated to g ij . The latter can be computed from
which is valid if the background solution satisfies N i = 0, F ij = 0, as is the case for the RN solution we will consider. Indeed the RN background is given by equations (76) and (77). We will also show that the subset of Moncrief's variables which appear in the reduced gauge invariant perturbation equations, see table 1, are smooth on the horizon.
B.1 Odd perturbations
For odd perturbations Moncrief's parameterisation of the perturbed metric and gauge field is [30, 23] 
The momenta conjugate to δg ra = h 1êa and δg ab = h 2êab are given by (see e.g. [30] ) 
where the normalisations are chosen so that p 1 , p 2 is conjugate to h 1 , h 2 when one integrates the action over S 2 . The momentum conjugate to δA a = Aê a is δE a = E sin θê a l(l + 1) .
Hence perturbations are described by the set of function (A, E, h 1 , h 2 , p 1 , p 2 , h 0 ). For l > 1, Moncrief performs a canonical transformation to a new set of canonical variables (h 1 , h 2 , A, p 1 , p 2 , E) → (k 1 , k 2 , f 1 , π 1 , π 2 , π f ), where in particular π f = A and π 1 = p 1 . All the new variables are gauge invariant except k 2 which is cyclic; its conjugate momentum π 2 is the only constraint function (which follows by variation with the respect to the lapse h 0 ). Hamilton's equations for the remaining pairs (k 1 , π 1 ) and (f 1 , π f ) can be combined to give two second order coupled equations for π f and π g = rπ 1 − 2Ql(l + 1)π f /r. These equations can be decoupled into two wave equations of the form (82) for ψ = P ± which are two certain constant linear combinations of π f , π g (these are given in [29] and we have written them in the extreme case in equation (97) and (98)).
For l = 1 there are no tensor perturbations and so we have h 2 = p 2 = 0. Moncrief performs a canonical transformation (h 1 , A, p 1 , E) → (k 1 , f 1 , π 1 , π f ) , where in particular π f = A and π 1 = 1 2 r 2 p 1 − 2QA. Variation of the lapse h 0 in this case gives the constraint π 1,r = 0, and together with the fact that k 1 is cyclic, this implies π 1 is a constant. Hamilton's equations for the remaining pair (f 1 , π f ) can be written as a single second order wave equation of the form (81) for ψ = P f ≡ π f − 2Qδa/r where δa ≡ −π 1 /(6M) is a constant by the previous remarks.
The above discussion shows that to examine smoothness of P ± (l > 1) and π f (l = 1), we need to only examine smoothness of A, p 1 from the original variables. The latter can be computed using (112) and we find 
Hence comparing to Moncrief gives
and so we deduce that h 0 , h 2 are regular on the horizon, but h 1 is not. The momentum conjugate to h 1 (119) in EF coordinates is therefore
which is indeed smooth on the horizon. A general odd perturbation of the Maxwell field regular on H + in EF coordinates is δF µν dx µ dx ν = (f va dv + f ra dr) ∧ê a dx a + f Yǫ ab dx a ∧ dx b ,
where f va , f ra , f are smooth. In static coordinates this becomes
Comparing to Moncrief gives f = − 1 2 l(l + 1)A, where we have used dê =ǫ∇ 2 Y = −l(l + 1)Yǫ. Therefore we deduce that A is indeed smooth on H + .
B.2 Even perturbations
Even perturbations are more complicated so we will not explain the derivation of the variables we need. The metric and gauge field are parameterised as [24, 25] 
There are analogous expressions for the conjugate momenta δπ ij and δE i ; the only one we will actually need is δE r = f 1 sin θY .
We can compute this explicitly using (113)
For l > 1 Moncrief transforms (H 2 , h 1 , K, G) to the variables (k 1 , k 2 , k 3 , k 4 ) defined by
Moncrief shows that k 1 , k 2 are gauge invariant. He eventually managed to reduce the perturbation equations to a pair of coupled second order wave equations of the form (81) for the variables 
where Λ = (l − 1)(l + 2) + 6M/r − 4Q 2 /r 2 . It turns out thatF is gauge invariant and therefore (Q 1 , H) are both gauge-invariant. The variables appearing in the decoupled equations in this case are certain constant linear combinations R ± of (Q 1 , H). Therefore to examine smoothness of the final variables R ± we need to examine smoothness only of q 1 , k 3 , f 1 .
For l = 1 we must have G = 0. Moncrief reduces this system to a single wave equation of the form (81) for the gauge-invariant variable ψ = H where
16 In Moncrief's paper [25] 
Comparing to Moncrief's variables shows K, G are the same and
For l > 1 we deduce that the quantities k 1 , F 2 k 2 , k 3 given in (133), (134) are smooth on the horizon, and hence q 1 also is. For l = 1 we deduce thatk 2 given in (137) is smooth on the horizon.
A general even perturbation of the Maxwell field in EF coordinates is
which in static coordinates becomes
Therefore we find that (132) is given by
and hence this quantity is also smooth on the horizon. Putting everything together we deduce: the gauge-invariant functions R ± for l > 1 and H for l = 1 are indeed smooth on H + .
