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CancersDevelopment of statistical methods has become very necessary for large-scale correlation analysis in the
current “omic” data. We propose ranking analysis of correlation coefﬁcients (RAC) based on transforming
correlation matrix into correlation vector and conducting a “locally ranking” strategy that signiﬁcantly
reduces computational complexity and load. RAC gives estimation of null correlation distribution and an
estimator of false discovery rate (FDR) for ﬁnding gene pairs of being correlated in expressions obtained by
comparison between the ranked observed correlation coefﬁcients and the ranked estimated ones at a given
threshold level. The simulated and real data show that the estimated null correlation distribution is exactly
the same with the true one and the FDR estimator works well in various scenarios. By applying our RAC, in the
null dataset, no gene pairs were found but, in the human cancer dataset, 837 gene pairs were found to have
positively correlated expression variations at FDR≤5%. RAC performs well in multiple conditions (classes),
each with 3 or more replicate observations.l rights reserved.© 2010 Elsevier Inc. All rights reserved.A great advance of “omic” technologies has led to an unprecedented
development of large-scale data, for example, microarray data, microRNA
data, and protein array data. The large-scale omic data let us take a global
insight into complex biological procedures, interactions between drugs
and proteins, and pathological mechanisms of complex diseases such as
diabetes, stroke, heart disease, hypertension, and various cancers. For
microarray data, gene expression proﬁles provide a clue to cluster or
classify the functional genes into groups because functional genes in a
grouppossiblyhave the sameor similar expressionpatternsunder various
conditions [1–5]. The similar expression patterns may be described by
correlated expressions, including coexpressions [6,7] and coregulations of
gene expressions [6–8]. The correlated expressions between genes can be
measured by Pearson correlation coefﬁcients [9–11]. By using correlation
of geneexpressions, one canbuild clusters ornetworksof functional genes
[9–12]. But like differential expressions of genes, there also exist noises in
the correlated expressions of genes. In other words, there are many
spurious correlated expressions in microarray data due to expression
noise. We therefore reasonably believe that the current various gene
expression networks based on correlation coefﬁcients might have
spurious connections between some genes or spurious correlations,
which lead to misclassiﬁcation of functional genes. Therefore, to test for
the correlation coefﬁcients between genes in expressions variation is
necessary. Conventionally, one uses correlation analysis to draw a
distinction between genes that are coregulated or coexpressed and
those that do not have a common expression pattern. However, large-
scale data challenge the conventional correlation analysis because a singlethreshold α, as a probabilistic criterion for determining whether a single
null hypothesis is acceptable or not, is not valid for testing a large-scale
number of hypotheses. For example, in testing for 10,000 hypotheses, at
least 500 hypotheses are expected to be signiﬁcant by chance atα=0.05.
Such results, due to too many false positives, cannot be acceptable in
statistics. Although there have been a variety of statistical methods for
identiﬁcation of genes differentially expressed between treatments or
conditions, no methods for large-scale correlation analysis have been
proposed so far. The main reason is that ranking is indispensable in the
large-scale statistical analysis because multiple-test procedures such as
Bonferroni (B) procedure andBenjanimini-Hochberg (BH)procedure [13]
need to rank a set of p-values while ranking analysis methods such as
signiﬁcance analysis of microarrays (SAM) [14], ranking analysis of
microarray data (RAM) [15] need to sort a set of statistics such as t-
statistics or modiﬁed t-statistics. However, ranking a large two-dimen-
sional correlationmatrixwould lead to the problemof over-memory and/
or over-time (see Discussion section). In this article, we propose a “locally
ranking” strategy togreatly reduce complexity of ranking amatrix anduse
a dissection approach to estimate the null correlation distribution. In
addition, we also develop a new approach to estimate false discovery rate
(FDR) because the current multiple-testing procedures and ranking
analysis methods are not appropriate to our ranking correlation analysis.
1. Methods
1.1. Ranking analysis of correlation coefﬁcients
Let xick be the kth expression value of gene i under condition c
where i=1,…, N (number of genes detected on arrays), k=1,…, Mc
(number of replicate observations in expressions of gene i under
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Then a model for the kth expression value of gene i under condition c
is
xick = μ i + τic + eick ð1Þ
where μi is the expression expectation of gene i under the null
hypothesis; τic, effects of condition c on expression variation of gene i;
and eick, the special expression noise of observation k of gene i under
condition c. Eq. (1) does not include association between genes.
Practically, genes would be correlatively expressed or coexpressed if
the conditions have the same or similar regulation effects on their
expression variations. If the conditions show up-regulation effects on
gene i but down-regulation effect on gene j, and vice versa, then their
expressions would be negatively correlated. Therefore, we can use the
traditional correlation coefﬁcient
ρij =
∑
C
c=1
∑
Mc
k=1
xick−μ ið Þ xjck−μ j
 
CMcﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σ2i σ
2
j
q ð2Þ
to measure the expression association between genes i and j (ib j)
where σ
i
2 and σ
i
2 are the expression variances of genes i and j,
respectively, in population. According to the model above, the
correlation coefﬁcient in Eq. (2) may be dissected as
ρij = ρ τiτj
 
+ ρ τiej
 
+ ρ eiτj
 
+ ρ eiej
 
: ð3Þ
The detail derivation of Eq. (3) can be found in Appendix A. It can
be seen from Eq. (3) that if the condition effects (τ) do not
simultaneously change expressions of genes i and j, that is, τic=0
for gene i but τjc≠0 for gene j, or τic≠0 for gene i but τjc=0 for gene
j, or τic=0 and τjc=0 for both genes, then ρij=ρ(τiej)+ρ(eiej) or
ρij=ρ(eiτj)+ρ(eiej), or ρij=ρ(eiej). Therefore, E(ρij)=ρ(τiej)+
ρ(eiτj)+ρ(eiej), which is the expectation of expression correlation
between genes i and j under the null hypothesis that genes i and j do
not simultaneously respond to the condition effects (τ) in differential
expression. In classical correlation analysis, correlation coefﬁcient
between a pair of uncorrelated variables is expected to be zero in large
samples and hence we test if a single observed correlation coefﬁcient
is zero at a given signiﬁcance level. However, expression noise may
not completely be a random and independent variable because
microarray experiment is often conducted in small samples, almost all
of the correlation coefﬁcients between genes under null hypotheses
are signiﬁcantly unequal to zero but expected to follow a null
distributionwithmean of zero and variance N0. On the other hand, for
expression associations between many thousands of genes in
microarray experiments, a single signiﬁcance test at a given
probabilistic level is meaningless. So, to address these two problems,
we have to consider another strategy, a ranking analysis strategy.
Given a threshold Δ, a pair of genes i⁎ and j⁎(i⁎b j⁎) are interestingly
correlated in expressions if and only if
R
i*j*−E ρi*j*
 
N Δ for R
i*j* N 0 and E ρi*j*
 
N 0 or
E ρ
i*j*
 
−R
i*j* N Δ for Ri*j* b 0 and E ρi*j*
 
b 0;
ð4Þ
where R is an observed correlation coefﬁcient, * represents an ordered
sequence in which the R or r values are ordered from smallest to
largest, i*j* is the i*j* th gene pair or variable pair in the ordered
sequences. Δ is a threshold chosen to classify a set of observed R-
values into non-interesting group and interesting group. By changing
threshold value, we can obtain a series of non-interesting and
interesting groups of gene pairs for their correlated expressions.1.2. Estimate of the null correlation distribution
E(ρij) is unknown and hence E(ρi * j *) in Eq. (4) is also unknown. To
make Eq. (4) work, we need to estimate the null correlation
distribution. In Eq. (1), for gene i, the expression expectation μi may
be estimated by the observed overall mean x ̅i and the condition effect
τic may be estimated by intra-group mean – overall mean, that is
τic = x ̅ic− x ̅i and expression noise eick is estimated by an observation
value – intra-group mean, eick = xick− x ̅ic. In addition, σ i2 in Eq. (2) is
also estimated by s2i =∑Cc=1∑
mc
k=1 xick− x i̅
 2
= Cmc−1ð Þ where mc
is a sample size under condition c. Thus, ρ in Eq. (2) may be estimated
by
Rij = R τiτj
 
+ R τiej
 
+ R eiτj
 
+ R eiej
 
: ð5Þ
Derivation of Eq. (5) can be found in Appendix B. Therefore, E(ρij)
may be estimated by
rij = R τiej
 
+ R eiτj
 
+ R eiej
 
: ð6Þ
For a single E(ρij) value, rij may not be a good estimator due to error
ﬂuctuation, but for a distribution, rij has the same distributionwith E(ρij),
so, after ranking them, ri * j * indeed is a desirable estimate of E(ρi * j *) (see
Results).
1.3. Strategy for ranking a correlation matrix
As correlation coefﬁcients between pairs of variables form a two-
dimensional matrix, ranking a two-dimensional matrix is more
difﬁcult than ranking a one-dimensional vector and this leads to
computer memory overﬂow error when the number of the correlated
variables is large. To address this technical difﬁculty, we propose a
“locally ranking” strategy, which consists of ﬁve steps:
Step 1. Transform two-dimensional correlation matrix into one-
dimensional correlation vector: Rij→Rs, where s stands for ij,
ib j. We code s=1 for 12, s=2 for 13, ..., s=S for (N−1)N.
Ranking one-dimensional correlation coefﬁcient vector Rs
can avoid the memory overﬂow error. In the next step, we
solve the problem of computational speed because a large
number of pairs of variables would make computational
speed down.
Step 2. Divide the interval between −1 and 1 into G ordered
subintervals, (r11, r12), (r21, r22), ···, (rg1, rg2), ···, (rG1, rG2),
which depends on number (N) of variables (genes). A pair of
variables is assigned to rank g (or subinterval g) if their
correlation coefﬁcient value falls into the subinterval (rg1,rg2),
g=1, 2, …, G. That is, if Rs∈(rg1,rg2), we then set Rs=Rgt
where rg1 and rg2 are lower and upper boundaries of
subinterval g, and t is the tth pair in subinterval g, t=1, 2,…, Tg.
Step 3. Sort the pairs of variables within subinterval g=1 by R1t
values. Thus, we have a suborder of correlation coefﬁcients,
denoted by R1t *, within subinterval g=1. Asterisk (*)
represents an order in which element values are ranked
from smallest to largest.
Step 4. Repeat step 3 until g=G.
Step 5. Sequentially connect the G suborders to form awhole-ordered
correlation vector.
Since subintervals (r11,r12)b(r21,r22)b···b (rg1,rg2)b···b(rG1,rG2)b
Λ(rG1,rG2) are also anordered sequence, after steps 3, 4, and5, thewhole
vector is ordered.
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In ranking analysis, it is required to validly control the false discovery
rate (FDR) in the ﬁndings at a given threshold level. A valid control of
FDR involves reliable estimation of FDR. The number of gene pairs P(Δ)
that are declared to be interestingly correlated in expressions at
threshold Δ consists of number of true positive gene pairs T(Δ) and
number of false positive gene pairs F(Δ), say, P(Δ)=T(Δ)+F(Δ). Given
a threshold Δ, FDR is expected as λ(Δ)=E[F(Δ)/P(Δ)]. Since F(Δ) is
unknown, λ(Δ) needs to be estimated. Many approaches such as the BH
procedure [13,16], the BL procedure [17], and the Pounds–Cheng
procedure [18] have been proposed for estimation of FDR. These FDR
estimators, however, are based on p-value adjustment. Therefore, they
are not appropriate to ranking analysis because ranking analysis does
not consider p-values. Tusher et al. [14] developed a permutation-based
estimator in their ranking method. It has been proved in theory and in
simulation that this method performs poor in small samples [15,19].
Storey and Tibshriani [20] proposed a so-called q-value as an FDR
estimator. But q-value, for the conservative estimation of FDR, requires
that the null p-values must follow the uniform distribution [20,21].
Obviously, this requirement cannot be satisﬁed in small sample size for
correlation coefﬁcients. Tan et al. [15,19] developed two-simulation
strategy to estimate FDR in ranking analyses of multiple t-statistics and
f-statistics. As shown in Eq. (5), the null correlation coefﬁcient contains
three components: R(eiej), R(τiej), and R(eiτj). The latter two compo-
nents are difﬁcultly controlled in simulation. Therefore, this approach is
also not suitable to our RAC. Herewe propose an alternativemethod for
estimate of FDR in ranking analysis of correlation coefﬁcients.
Give a set of L thresholds Δ where 0≤Δ≤1, in a general case, FDR
for number of gene pairs whose expressions are found to be correlated
to each other displays an approximately normal curve along threshold
coordinate. FDR varies from about 1.0 to 0 in right side along threshold
coordinate from 0 to 1.0. The FDR curve depends on several factors
such as condition (or treatment) effects on expression variations of
genes, proportion of genes differentially expressed, averaged sample
size (m ̅), and number of conditions (C). Brieﬂy, FDR is inversely
related to these factors. For example, the correlated expression noises
of genes are less in large samples than in small samples. As a result,
the former has lower FDR than the latter. This property provides us
with useful information for ﬁtting a real FDR curve. The fact that FDR
roughly follows a one-side normal distribution with mean of zero and
variance of σ2 indicates that this distribution may be determined by
variance. We therefore use a normal probability density function to
generate a one-side normal distribution along threshold coordinate,
φ Δð Þ = 1
σ
ﬃﬃﬃﬃﬃﬃ
2π
p exp −Δ2 = 2σ2
 
: ð7Þ
Since FDR is less than or equal to 1 at Δ≈0, the function φ(Δ)
needs to be constrained into the interval (0,1),
f Δð Þ = φ Δð Þ
φ min Δð Þð Þ : ð8Þ
To ﬁt an FDR curve, we need a standard FDR function λ ' (Δ) of
threshold. This standard FDR function is obtained by simulation (see
Simulation section) in such a scenario: the averaged sample size of 3
over 4 conditions and 30% of genes differentially expressed. This
scenario has a larger noise variance so that the FDR curve is in middle
and can be expanded or shrunken to ﬁt the other scenarios. The
standard FDR function fs(Δ)=λ ' (Δ)/λ ' (min(Δ)) is served as FDR
framework and merged together with the observed function f(Δ) to
make an estimate of FDR distribution:
λˆ Δð Þ≈ θf Δð Þfs Δð Þ½ ω ð9Þwhere f(Δ), which depends on variance σ2, is associated with real
data. θ≤1 and ωN0 in Eq. (9) are referred to as shape parameters for
controlling shape of the FDR curve. Note that λˆ min Δð Þð Þ = 1 when
θ=1 or λˆ min Δð Þð Þb1 when θb1. The estimated FDR distribution is
expanded along threshold coordinate when ωb1 or shrunken when
ωN1.We thus need to estimate parameters θ andω aswell as σ2. Since
the real microarray data have provided essential information such as
sample size, condition number, mean, and variances of expressions of
genes as well as expression correlations between genes, we utilize
them to produce a null dataset of N genes without any condition
effect. To obtain correlation information from the real microarray
data, we arbitrarily utilize 30% of the real data and 70% of the
simulated data (null data, see Simulation section) to generate a set of
mixed data. (Currently existing microarray data show that the largest
proportion of genes differentially expressed is about 30%. Thus, about
10% of genes have differential expressions in mixed data. In general,
the proportion of genes differentially expressed is less than 30%, so in
mixed data, less than 10% of genes display differential expressions).
Then we apply our method to ﬁnd the number [Q(Δ)] of positive pairs
at the same threshold level as we ﬁnd P(Δ) in the real microarray
dataset. This process is repeated M times (it is unnecessary to repeat
this process if number of genes is larger than 1000) and a mean of
positive pairs at threshold Δi, Q ̅ Δið Þ, is obtained over M mixed
datasets, i.e., Q ̅ Δið Þ =
1
M
∑Mj=1Q j Δið Þ. We then deﬁne κ as a ratio of
total number of ﬁndings across thewhole given threshold levels in the
mixed datasets to that in the real dataset:
κ=
Q
P
ð10Þ
where Q =∑Li=1 Q ̅ Δið Þ and P =∑Li=1P Δið Þ. 0≤Q≤P, so 0≤κ≤1. Q
increaseswhen sample size or condition number or both are small or P
decreases when condition effects are weak and/or the proportion of
genes differentially expressed inmicroarray data is low. There are two
cases inwhichQ is close to P so that κ→1. κ=1when the real data are
null data. If there is a large proportion of gene pairs coexpressed or
coregulated in data and sample size or condition number or both are
larger, then P≫Q so that κ would be very small. In summary, κ is a
function of both Q and P. In addition, we also deﬁne another ratio as
ϕ =
2Q 0
N N−1ð ÞL0 ð11Þ
where Q 0 =∑L
0
i=1 Q ̅ Δið Þ, N(N−1)/2 is number of gene pairs, and L ′
is number of threshold levels where P(ΔL ′)N0 but P(ΔL ′+1)=0. ϕ
monotonously decreases, say, 1NϕN0. The value is largest at L ′=1
and becomes small as L ′ increases. We found that at ϕb0.3, the FDR
curve is a concave curve. Thus, we take ϕ=0.3 as a benchmark to
compare the other ϕ value:
ψ =
1−0:3
1−ϕ =
0:7
1−ϕ : ð12Þ
ψ is used to classify different scenarios. ψN0.7 when ϕN0 and ψ≥1
when ϕ≥0.3. By using ψ, κ, C, and m ̅ (mean of sample sizes over C
conditions), we can roughly estimate variances of the FDR distribution
in the various scenarios by
σˆ 2≈
9κ2 = m ̅
ﬃﬃﬃ
C
p 
; ψ ≥ 1 or 0:25 ≤ κ ≤ 0:35
6 ψ−0:45ð Þ 1− ﬃﬃﬃκp  = m ̅ ﬃﬃﬃCp  ; 0:75 ≤ ψ b 1
0:75 1−κð Þ = m ̅
ﬃﬃﬃ
C
p 
; ψ b 0:75; or κ b 0:25 :
8>><
>>:
ð13Þ
The FDR distribution for identifying gene pairs of being interestingly
correlated in expressions varies with averaged sample size, condition
number, and proportion of genes differentially expressed in data. As
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Cb4, which is an extreme case, would result in big correlation noises in
expressions variations of genes so that ψ≥1 and a large κ or when the
averaged sample size is larger, for example,m ̅N12 and condition number
C≥4, the correlation noises would be small and, in particular, a larger
proportion of differentially expressed genes in microarray data would
generate a small κ (0.25bκ≤0.35). In theﬁrst case, the FDRdistribution is
expanded with a larger variance, while in the second case, a concave
FDR distribution is formed with a small variance. The variances of the
FDR distributions in these two opposite cases can be well estimated
by 9κ2 = m ̅
ﬃﬃﬃ
C
p 
. The second scenario also consists of two cases: in
the ﬁrst case, the proportion of differentially expressed genes in
microarray data is low, for instance, smaller than 10%. In such a case,
κN0.8 (due to decrease of P in Eq. (10)) but ψb0.75, the FDR distribution
wouldbe shrunken. The second case is that the conditionnumber is larger
and the averaged sample size also is larger such that the FDR curve is
concave inwhich κb0.25 andψb0.75. In these two cases, the variance of
the FDR distribution could be approximately estimated to be σˆ2 =
0:72 1−κð Þ= m ̅
ﬃﬃﬃ
C
p 
. The third scenario is a general scenario where ψ
varies from 0.75 to 1.0. In this scenario, the variance of the FDR
distribution along threshold coordinate can be well approximated by
6 ψ−0:45ð Þ 1− ﬃﬃﬃκp = m ̅ ﬃﬃﬃCp . Constants 9, 6, and 0.72 are given by
Am ̅
ﬃﬃﬃ
C
p
, where the averaged sample size m ̅ = 3 and condition number
C=4,which is a basic scenario in estimation of the FDR distribution and
A=1.5, 1, and 0.12 are optimally determined by simulation. Note thatFig. 1. Scatter and linear plots of expected versus observed correlation distributions. When t
and observed (true) null correlation distribution displays a symmetric circle scatter plot (le
distribution is well estimated. When the observed correlation coefﬁcients were obtained f
observed correlation coefﬁcients depart from the expected distribution from 0.6 to 1.0 and f
−0.6 to 0.6. The expected correlation coefﬁcients are distributed from −0.8 to 0.8 (left botthe averaged sample size m ̅ has more inﬂuence on correlation noises
than condition number C, for example, variance of the FDR distribution
is larger in the caseof 4 conditions eachwith sample sizeof 3 than in that
of 3 conditions eachwith sample size of 4. For this reason,we use m ̅
ﬃﬃﬃ
C
p
instead of m ̅C.
Parameter θ in Eq. (9) can be estimated by
θˆ= 1−ϕ 1−κð Þ: ð13Þ
Note that κ and ϕ values vary within the range of N0 to1. The
general relationship among κ, ϕ, and θ is that if ϕ is close to 0.3, then
κ≈0.7 and hence θ is about 0.91; if ϕ is close to 1, then κ tends to 0 or
if ϕ is close to 0, then κ is approximate to 1. In these two cases, θ
approaches to 1. Therefore, θ varies in between about 0.91 and 1.0. The
real FDR atΔ≈0 also varies in range of 0.9 to 1.0. The ϕ value is mainly
dependent on the proportion of genes differentially expressed.
Parameter ω in Eq. (9) is estimated by
ωˆ Δð Þ = 1
κ + BΔ
: ð14Þ
The estimated FDR curve needs to be adjusted by parameterω. The
adjustment should be asymptotically changed from strongest to
weakest as FDR decreases because the small FDR values would be
signiﬁcantly underestimated ifω=1/κ is used to adjust all FDR valueshe observed, correlation coefﬁcients were obtained from the null dataset, the expected
ft top panel) and a diagonal line (right top panel), suggesting that the null correlation
rom the dataset in which a part of genes showed correlated expressions, a part of the
rom−0.6 to−1, and most of the observed correlation coefﬁcients are distributed from
tom panel for scatter plot dots and right bottom panel for the linear plot dots).
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1/(κ+BΔ) to estimate ω. Thus, estimate of ω has the largest value
(≈1/κ) at Δ≈0 and the smallest value (=1/(κ+BΔL ′)) at Δ=ΔL ′
and is changed as threshold Δ increases where ΔL ′ depends on real
microarray data and B is given by κ, σˆ2, and ϕ:
B =
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1−κð Þ 1−σˆ2
 
=ϕ
r
: ð15Þ
Note that κ is smaller than 1 in general, but it will be equal to 1
when the real data are the null data for all genes detected on arrays.
In the case of κ=1, we have B=0 so that ω=1 and the FDR curve
is not adjusted. σˆ2 always is smaller than 1. B-value is a function of κ,
σˆ2, and ϕ. Concretely speaking, given ϕ, if κ and/or σˆ2 are larger, then
B-value would be smaller and ωˆwould be slight smaller than 1/κ; for
small κ and/or small σˆ2, B-value is larger such that ωˆbecomes much
smaller than 1/κ as threshold Δ increases. With the estimated FDR
distribution, the number of the false positive pairs F(Δ) may be
estimated as
Fˆ Δð Þ = P Δð Þλˆ Δð Þ: ð16ÞFig. 2. FDR distribution curves along the threshold coordinate. The estimated and true FDR
among 4 different conditions each with 6 replicates (equal sample size). Condition effects o
genes: left top panel: P=30%; right top panel: P=20%; left bottom panel: P=10%; right b1.5. Simulation
Since we do not know if a pair of genes is truly correlated in
expressions, it is difﬁcult to evaluate an estimator of FDR at a given
threshold level by using real gene expression data. Therefore, we
conducted simulation study for doing so. Our simulation study was
carried out in the following way: expression means (~104) and
variances (~105) were randomly assigned to N genes by uniform
distribution. Condition effect τ(τ=ΛU) was randomly assigned to a
given proportion of genes. To make it as challenged as possible to
identify a pair of genes that display a correlated expression, we set U
as a uniform random variable, i.e., 0bU≤1. In other words, the
condition effect value is distributed from τN0 to τ=Λ and varies with
genes. Then we used normal distribution to simulate datasets of N
genes (see Refs. [15,22] for detail procedure). The gene pairs with
condition effects for their correlated expressions were marked for
comparison. Our simulation experimental design was that we set ﬁve
levels: 3, 4, 6, 12, and 24 replicate observations for sample size, two
condition levels: 4 and 8 conditions, two condition effect levels:
Λ=100 and 200, three proportions of genes of being differentially
expressed due to condition effects: 10%, 20%, and 30%. To check if
number of genes detected on microarrays impacts on estimation of
FDR distribution, we also simulated three microarray datasets of 100,
481, and 1000 genes in the scenario in which 4 conditions each have 6s were obtained in the scenario where expression levels of 481 genes were simulated
f 200 U (0bU≤1) were randomly assigned to the following different proportions (P) of
ottom panel: P=10% and condition effect of 100 U.
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condition effects τ=200U. In addition, we simulated 30 microarray
datasets of 481 genes in the above scenario to statistically evaluate our
method at 6 FDR levels: FDR≤ 0.001, 0.001 bFDR≤ 0.01,
0 . 0 1 bFDR ≤ 0 . 0 2 , 0 . 0 2 bFDR ≤ 0 . 0 3 , 0 . 0 3 bFDR ≤ 0 . 0 4 ,
0.04bFDR≤0.05. The false positive pairs were counted in the ﬁndings
at each of the given threshold levels in each dataset. The results
(numbers of positive pairs found, true and estimated numbers of false
positive pairs) at each FDR level were collected across 30 simulated
datasets. Here we deﬁned NP as number of positive pairs identiﬁed,
NTFP and NEFP as true and estimated numbers of false positives pairs in
NP and d as difference between NEFP and NTFP. Then we calculated
maximums, minimums, means, and standard deviation (SD) of NP,
NEFP, and NTFP. The degree of conservativeness is deﬁned as
C d≥ 0ð Þ = ∑
K abFDRbbð Þ
k=1
Ik = K a b FDR≤ bð Þ ð17Þ
Here a and b are, respectively, lower and upper bounds for FDR and
K is the number of dks in interval abFDR≤b across 30 simulated
datasets. Ik is an indicator in interval abFDR≤b, Ik = 1 if dk≥0, and
Ik = 0 otherwise.Fig. 3. FDR distribution curves along the threshold coordinate. The estimated and true FDR
among 4 different conditions and condition effects of 200U (0bU≤1) were randomly assigne
top panel: m=6; left bottom panel: m=9; right bottom panel: m=12.2. Results
2.1. Estimation of the null correlation distribution
Akey to ranking analysis of correlation expressions between genes is
to correctly estimate its null distribution. Therefore, it is necessary to
evaluate estimation of the null correlation distribution. To this end, we
use normal pseudorandom generator and means ~104 and variances
~105 to simulate a microarray dataset of 1000 genes without condition
effects among4 conditions eachhaving6 replicates.We appliedourRAC
to this null dataset and generated a scatter distribution of the estimated
versus true null correlation coefﬁcients (Fig. 1, left top panel). As
expected by Eqs. (3) and (5), the scatter distribution displays a standard
and symmetric circle. In Fig. 1, right top panel, all linear plot dots fall on
diagonal line as expected by ranked estimated null correlation
coefﬁcient equal to its ranked true one at all points, i.e., ri * j *=E(ρi * j *),
suggesting that the estimated null correlation distribution is the exact
samewith the real one. In addition, we also simulated a dataset of 1000
genes differentially expressed among the 4 conditions each with 6
replicates where condition effects τ=200Uwere randomly assigned to
30%of genes (see below)where 0bU≤1. The scatter and linearplot dots
are respectively displayed in Fig. 1, left and right bottom panels, from
whichone can see that a small part of genes is correlated to each other in
expressions (R̂N0.6).s were obtained in the scenario where expression levels of 481 genes were simulated
d to 30% of genes. The scenario has 4 different sample sizes: left top panel: m=3; right
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The proﬁles of estimated and true FDR distributions along threshold
coordinate in numbers of gene pairs of being correlated in expressions
declared by RAC from the simulatedmicroarray datasets are displayed in
Fig. 2 for different proportions of genes differentially expressed; in Fig. 3,
for different sample sizes; in Fig. 4, for different numbers of genes and
unequal sample sizes; and in Supplemental Figs. 1–4, for the other
scenarios. One can see that in each scenario, not only the estimated FDR
curve along threshold coordinate is very close to its true FDR curve, in
particular, when FDRb0.1, but also the estimated FDR curve is always in
the right side of its true FDR curve at FDRb0.7. This underscores that at
cutoff FDRb0.7, the estimated FDR is very close to but a little bit larger
than its true FDR, so it is conservative. Table 1 gives the statistical results
obtained from 30 simulated datasets in the scenario where expressions
of 481 genes were normally simulated with random means and
variances, condition effects τ=200U (0bU≤1), and 30% of genes
differentially expressed among 4 conditions each with 6 replicates. At
FDR≤0.001, 0.001bFDR≤0.01, 0.03bFDR≤0.04, and 0.04bFDR≤0.05,
mean of estimated false positive numbers is slightly larger than that of
true false positive numbers, but at 0.01 bFDR≤ 0.02 and
0.02bFDR≤0.03, the former is slightly smaller than the latter. The
minimum estimated false positive numbers are slightly larger than theFig. 4. FDR distribution curves along the threshold coordinate. The estimated and true FDRs
different conditions and condition effects of 200U (0bU≤1) were randomly assigned to 30
microarrays with equal sample sizes and 1 with unequal samples: left top panel: N=100, e
N=1000, each sample size=6; right bottom panel: N=481, sample sizes: 2, 4, 8, and 10.minimum true ones and themaximumestimated false positive numbers
are slightly smaller than themaximumtrueones at 0.01bFDR≤0.05. The
degree of conservativeness of estimated FDR is in the rangeof 53.8–100%.
2.3. RAC analysis of microarray data
2.3.1. Simulated data
Adataset of 1000geneswithout any coexpressionswas simulated in4
groups eachwith sample size of 6. Fig. 1 shows that the scattered dots for
observed versus expected correlation coefﬁcients of 499,500 gene pairs
are symmetrically distributed in all directions and all the linear dots fall
on diagonal line expected by ri * j *=E(ρi * j *), from which we expect that
there are not correlated expressions between these 1000 genes. Table 2
summarizes the result of our RAC analysis. FromTable 2, the smallest FDR
is 0.735, so at cutoff FDR≤0.05, our RACalso didnotﬁndanygenepairs of
being interestingly correlated in expressions (Table 3).
2.3.2. Human cancer data
Ross et al. [11] usedmicroarray to explore the variation in expressions
of approximately 8000 unique genes among the 63 cell lines. The
databases are available for downloading at http://genomewww.stanford.
edu/nci60 and http://discover.nci.nih.gov. The expression data are also
multiclass data in which there are 63 cell lines, among them, 2 cell lineswere obtained in the scenarios: expression levels of N genes were simulated among 4
% of genes. The scenario deals with 4 cases: 3 different numbers of genes detected on
ach sample size=6; right top panel: N=481, each sample size=6; left bottom panel:
Table 1
The statistical results obtained in identiﬁcation of gene pairs of being correlated in expressions in 30 simulated datasets of 481 genes, sample size of 6, condition effect≤300 and 30%
of genes being of differential expressions among 4 groups.
Number of signiﬁcant gene pairs
(NP)
Estimated number false positives
(NEFP)
True number of false positives
(NTFP)
d=NEFP−NTFP
Mean SD Min Max Mean SD Min Max Mean SD Min Max Mean Var C(dN=0)%
0.04bFDR≤0.05 4837.7 1085.0 3294 7086 212.5 40.1 159 309 192.5 76.6 105 347 39.8 699.9 68.4
0.03bFDR≤0.04 4360.0 993.0 2685 6640 149.5 39.9 95 249 146.8 69.7 70 266 31.1 457.0 73.7
0.02bFDR≤0.03 4454.3 1019.2 2531 6801 117.6 29.9 59 189 121.1 60.3 40 252 29.9 470.3 53.8
0.01bFDR≤0.02 4124.7 1014.2 2411 6431 71.3 24.1 37 123 73.8 45.1 13 180 18.9 235.3 57.7
0.001bFDR≤0.01 3586.9 948.5 2126 5818 30.4 11.9 15 59 28.6 23.2 2 81 11.2 33.8 65.4
FDR≤0.001 1700.1 1215.0 0 3750 2.2 1.6 0 5 0.4 1.0 0 3 1.7 2.5 100.0
Table 3
Numbers of gene-pairs of being interestingly correlated in expressions at a set of given
threshold leves and their FDRs based on Ross et al’s (2000) microarray data of 2089
genes in human cancer cell lines.
delta No. of gene pairs called
signiﬁcant
No. of false
discoveries
FDR
0.000033052 2180117 2021852 0.927
0.024363494 1668114 1469251 0.881
0.033482058 1483057 1254436 0.846
0.044079481 1278578 1023975 0.801
0.044467007 1270352 1015592 0.799
65Y.-D. Tan / Genomics 97 (2011) 58–68come fromprostate cancer; 4 cell lines, fromreproductive tissue cancer; 5,
fromcentral nervous system(CNS) cancer; 6, fromovarian cancer; 6, from
leukemia cancer; 7, from colon cancer; 7, from breast cancer; 8, from
melanoma cancer; 9, from renal cancer; and 9, from non-small cell lung
cancer (NSCLC). This dataset contains lots of missing observations. To
reallyevaluateperformanceofourRACmethod,wechosea subsetof 2089
genes without missing observations. After running our RAC, the result is
shown in Fig. 5 from which one can see that a small part of gene pairs of
being positive positively correlated in expressions and no gene pairs
appear to be negatively correlated in expressions. Using our RAC, we
identiﬁed 837 gene pairs of being interestingly positively correlated in
expressions at FDR≤0.05(Table 2). No gene pairs of being interestingly
negatively correlated in expressions were found. These results are
just as expected in Fig. 5. Among them, 199 gene pairs have
correlation coefﬁcients larger than or equal to 0.9 (Supplemental
excel.sheet1 in Appendix C), showing strong positive correlations
between them in expressions. This also implies that highly
correlated expressions of these genes may be closely related to
cancer development in these organs or tissues. In 837 gene pairs,
most of genes are single- or double-correlated to other genes in
expressions (a gene is only correlated to one or two genes in
expressions) and some genes show multiple correlation in expres-
sions (multiple genes are correlated to each other in expressions)Table 2
Numbers of gene–pairs of being interestingly correlated in expressions and their FDRs
at a set of given thresholds based on the null microarray data of 1000 genes and 4
conditions each having 6 replicate observations.
delta No. of gene pairs called
signiﬁcant
No. of false
discoveries
FDR
0.000033052 497024 458655 0.923
0.024363494 299251 271195 0.906
0.033482058 225203 201182 0.893
0.044079481 145086 127115 0.876
0.044467007 142530 124802 0.876
0.045038118 138864 121484 0.875
0.051547184 98394 84857 0.862
0.05265829 92340 79341 0.859
0.053211261 89302 76653 0.858
0.056587795 69369 59064 0.851
0.05815722 60576 51330 0.847
0.066551803 25076 20766 0.828
0.074643341 6352 5125 0.807
0.07861614 3533 2812 0.796
0.078826145 3262 2595 0.795
0.082428466 1924 1511 0.785
0.09316102 270 203 0.751
0.093854952 265 199 0.749
0.097825568 176 129 0.735
0.126816303 0 0 0
0.13889888 0 0 0(Supplemental excel.sheet2 in Appendix C); therefore, these genes
do not form complex correlated or regulatory expression trees or
networks but are divided into different groups in which functional
genes have the same or similar expression pattern.3. Discussion
Our RAC consists of three parts: (1) estimation of null correlation
distribution, (2) rankingmethod, and (3) estimation of FDR. Estimation
of null distribution of correlation coefﬁcients is the ﬁrst key step for0.045038118 1259821 1004531 0.797
0.051547184 1142720 876050 0.767
0.052658290 1123160 852953 0.759
0.053211261 1113546 843197 0.757
0.056587795 1054063 780851 0.741
0.058157220 1027709 751941 0.732
0.066551803 889263 612339 0.689
0.074643341 763504 491859 0.644
0.078616140 706186 439629 0.623
0.082428466 653431 393216 0.602
0.093161020 515394 278563 0.54
0.093854952 507480 272804 0.538
0.097825568 463681 238381 0.514
0.126816303 206093 73086 0.355
0.138898880 137593 40301 0.293
0.151607975 82254 18966 0.231
0.162529462 49215 8932 0.181
0.176573285 22506 2876 0.128
0.192066719 6069 504 0.083
0.202836557 1092 63 0.058
0.208846164 837 41 0.049
0.216642916 641 25 0.039
0.218200860 631 23 0.037
0.220929341 599 20 0.033
0.229459416 468 11 0.024
0.231626761 456 10 0.023
0.239257716 422 7 0.017
0.251137278 390 4 0.011
0.256319544 371 3 0.008
0.256435706 371 3 0.008
0.286745687 0 0 0.000
Item in boldface means that number gene–pairs of being interestingly correlated in
expressions were found at FDR Q5%.
Fig. 5. Scatter and linear plots of the expected (estimated) versus observed correlation distributions from real microarray data. The dataset was published by Ross et al. [11] where
there are 10 kinds of cancer cell lines with unequal sample sizes (from 2 cell lines to 9 cell lines). The plot dots of expected versus observed correlation coefﬁcients were obtained
from 2099 genes without missing expression values in all 10 cancer cell lines.
66 Y.-D. Tan / Genomics 97 (2011) 58–68ranking analysis because an accurate estimation can provide reliable
results in comparison of the ranked observed correlation coefﬁcients
with the ranked estimated ones. Conventionally, permutation approach
is broadly applied to estimate null distribution. But permutation among
genes cannot break correlations between genes. Permutation among
samples also cannot disorder the covariance between genes. A valid
approach to disrupt correlation structure between genes is to perform
permutation among genes and samples. However, completely disrupt-
ing the correlation structure between all genes would lead all
correlation coefﬁcients to trend to zero while the true null correlation
coefﬁcients are not zero and distributed in a range, as seen in Fig. 1, due
to small sample effect. Thus, the permuted null correlation distribution
is very biased against the true one. In addition, permutation number
would be too large to permute all genes and all samples. In our RAC, we
use the dissection method to logically estimate null correlation
coefﬁcient distribution. One can notice that in Fig. 1, both the estimated
and true null correlation coefﬁcients are distributed between−0.8 and
0.8, most of them are distributed in the interval between−0.6 and 0.6.
The fact that linear plot dots all fall on diagonal line underlines that the
estimated null correlation coefﬁcient distribution is the exact samewith
the true one.
But, as correlation analysis deals with double variables, its
computational complexity is much more than the t-test or F-test
for single variables. For example, for a large number (N) of variables,
the computational complexity of t-tests and F-tests is O(N) while
correlation analysis has complexity of O(N2). On the other hand, when
N is larger than or equal to 1000, the single test is not appropriate
[14,23,24], multiple test, which needs to rank a set of p-values, and
ranking analysis are required. Ranking a set of N statistics have
computational complexity of O(N2), which is available in personal
computer (PC) even though NN10,000, whereas ranking a correlation
matrix N×N have complexity of O((N2)2)=O(N4), which would
result in over-memory or over-time even N=100. This is a hard
technical problem. In our “locally ranking” approach, the computa-
tional complexity is O(GT2), where G is number of intervals and T is
mean of number of correlation coefﬁcients over G subintervals,
T =
1
G
∑Gg=1Tg . Compare O(GT2) to O(N4), this method greatly
simpliﬁes complexity of ranking two-dimension matrix so that it
works very well in a general PC even when N≤3000. Therefore, for
the dataset of more than 3000 genes, onemay roughly drop those that
have no differential expressions by performance of single F-test forexpression variations of genes among multiple conditions prior to
RAC analysis.
For large-scale correlation analysis, another key problem to be
solved is how to control false discover rate. As mentioned above,
correlated expression noise between genes is muchmore complex than
differential expressionnoiseof genes because except for sample size and
proportion of genes differentially expressed, it is related to group
number and correlation between genes. Therefore, in different data
scenarios, FDR shows differently distributions along threshold coordi-
nate. To estimate such complex FDR distributions, we propose a ﬁtness
method. Thismethod is based on a framework consisting of a simulation
FDR distribution and one-side normal distribution that are adjusted by
two shape-controlled parameters. This method looks like a little bit
complex; however, as seen in Figs. 2–4 and in Supplemental Figs. 1–4, it
can give a good and conservative estimate of FDR curve in all given data
scenarios. The real microarray dataset of 2098 genes has 10 classes of
cancer cell lines with unequal sample sizes (from 2 cell lines to 9 cell
lines). The scatter and linear plots show that the observed negative
correlation coefﬁcients fall into the range of the expected values,while a
small part of the positive observed correlation coefﬁcients is over the
expected values (in Fig. 5). At FDR≤5%, our method found 837 gene
pairs with correlated coefﬁcients≥0.697 but did not detect any gene
pairs of being interestingly negatively correlated in expressions. The
results are completely consistent with those expected in Figs. 1 and 5,
demonstrating that our FDR estimator performs well.
As seen in Supplemental excel.sheet2, in Appendix C RAC can
divide the genes into many small groups in which genes have the
same or similar expression patterns responsive to condition effects
but between which genes are not correlated in expressions. In this
human cancer dataset, we identiﬁed 837 gene pairs that were
coexpressed or coregulated among these 10 kinds of human cancers.
Correlated expressions of these 837 gene pairs may be due to tissue
effects and/or carcinogenesis effect. So if we have microarray data
from these normal tissue cell lines for control, we can conclude that
correlated expressions of these genes are speciﬁcally responsive to
carcinogenesis effect or cause carcinogenesis of these tissues.
It is necessary to indicate that our RAC has a limit, that it is not
appropriate to the data wherein multiple classes have only one or two
observations for each gene because the expected distribution of
correlation coefﬁcients is difﬁcult to estimate by the current method.
It needs to develop another method to perform ranking correlation
analysis of such data.
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