It is shown rigorously that any static symmetric solution of the Einstein-YangMills (YM) equations with W(2) gauge group that is well behaved in the far field is one of three types: black hole, particlelike, or Riessner-Nordstrom-like (RN) solution. (In particular, any solution with finite ADM mass is well behaved in the far field.) Black-hole solutions are proven to be analytic at the event horizon and thus coincides with Bartnik-McKinnon (BM) black holes. Furthermore, the singularity in the metric at the event horizon can be transformed away by a Kruskal-like change of coordinates in which the YM field remains well behaved. Particlelike solutions are shown to satisfy the same initial conditions as the BM solutions at r=O. RN-like solutions will be considered elsewhere. 0 1995 American Institute of Physics.
I. INTRODUCTION
The Einstein-Yang-Mills (EYM) equations with SU(2) gauge group have been discussed in many articles, see, e.g., Refs. 1-14; rigorous proofs for the existence of particlelike solutions, as well as black-hole solutions were first established in Refs. 7-9. In this article, we are mainly concerned with certain uniqueness results for these equations; in particular, we prove that any smooth black-hole solution which is defined in the "far field" (i.e., for rB1) and has event horizon p>O, must be one of the solutions whose existence was first established in Ref. 9 -there are no others. If p=O, i.e., particlelike solutions, the proof of uniqueness requires an additional differentiability assumption. The EYM equations, with gauge group SU(2) can be written in the form2
Gij= UTij 9 d*Fij=O, i,j=O ,..., 3.
Here Tij denotes the stress-energy tensor associated to the su(2)-valued Yang-Mills curvature two-form Fij , Gij=Rij-$Rgij is the Einstein tensor computed with respect to the sought-for metric gij, * denotes the Hodge star operator, and o is a universal constant. If we consider static, symmetric solutions, i.e., solutions depending only on r, and G=SU(2), then,' we may write the metric as ds2=-T(r)-2 dt2+A(r)-l dr2+r2(d02+sin2 0 d+2) (1.1) and the Yang-Mills curvature two-form as F=w'r, dr/\de+w'r, dr/\(sin 0 dd)-(l-w2)T3 de/\(sin Od+).
(1.2)
Here (T,A), and w = w(r) denote the unknown metric and connection coefficients, respectively, and ri, r2, 7s form a (suitably normalized) basis for su(2). As discussed in Ref. 1, the EYM equations in this framework take the following form as a system of three ordinary differential equations:
rA'+(l+2w'2)A=1-(l-w2)2 r2 ' (1.3) Since Eqs. (1.3) and (1.4) do not involve T, we can use these to solve for A and w, and then solve Eq. (1.5) for T; thus we shall mainly concentrate our attention on E!qs. (1.3) and (1.4). We demand that our solutions be defined in the "far field," i.e., 1 >A(r)>O, for sufficiently large r. W3
Solutions of Eqs. (1.3), (1.4) which satisfy Eq. (1.6) and A(r)<l, for r>O (1.7)
will be called regular solutions; see Definition 2.1 below. [Such solutions have "positive mass," i.e., if the mass function ,u(r) is defined by /-dr)=r(l --A(r)) then Eq. (1.7) is equivalent to p( r) >O.] (1.8)
In this article we only consider solutions for which laA(r)>O.
[Note that if A(r,) = 1 and rl>O, then A(r)>1 for r<r,, r near r,. This holds because A'( rl) CO, as follows from Eq. (1.3), except for the trivial case of the flat Minkowski metric; for such r, dr) <O.] It is a consequence of Theorem 2.1, proven below, that all regular solutions satisfy the following: there is an M>O such that for all r in the domain of definition p(r)CM (finite total mass), (1 9) w2(r)S 1, (1.10) and lim(A(r),w2(r),w'(r))=(1,1,0). r-t-(1.11) Such solutions need not be defined for all r; we denote by p the left-hand end point of the maximal interval such that O<A( r) s 1, and both w and w ' are finite. In this article we study these solutions in the region p<r<m, i.e., exterior to the "event horizon." In a future publication, we shall consider solutions in the interior of the event horizon. We also exclude here solutions for which A(r) > 1 for some r. These "Reissner-Nordstrom"-like solutions are interesting, and will be studied in a forthcoming publication.
Observe that our nonlinear equations become singular when A=0 or r=O. It follows from standard results that solutions cease to exist only if the variables become unbounded at some finite r, or if the equations become singular. That is, it follows from standard results that our solution can be defined for all r>O unless perhaps lim,\, A(r)=O, for some p, or w2(r,)> 1, for some r,>O. Thus, we need only consider the cases limA(r)=O, for some p>O KS or p=O or w2> 1. If the equations become singular then the solution may or may not be defined at r=p. In Sec. II, Theorem 2.1, we show that w2> 1 cannot occur for solutions satisfying Eqs. (1.6) and (1.7). For solutions whose maximum domain of existence is r>p (or rap), where p>O, we prove that limrLp(w(r),w'(r)) 1 ies on the curve %Tp of "initial values" of black-hole solutions; cf. Eq. (3.3) below, and Ref. 9 . In the Appendix, we show that such solutions are perforce, analytic at r=p, and hence coincide, by uniqueness, with the black-hole solutions whose existence was first obtained in Ref. 9 . For solutions defined for all r>O, we show that such solutions can be extended to be Cl-functions for all r-20, w2(0)= 1, w '(O)=O, and A(O)= 1. Because of the second-order singularity in Eq. (1.4) at r=O, we cannot show that these solutions agree with those in Refs. 6 and 7. It is an open question as to whether there exist particlelike solutions other than those described in Refs. 7 and 8.
In the last section, we prove that the singularity in the metric for EYM black holes, can be removed by a Kmskal-type'5 change of variables, whereby the Yang-Mills field remains well behaved under this transformation.
II. REGULAR SOLUTIONS SATISFY dkl
In this article, we study smooth solutions of Eqs. (1.3), (1.4); that is, solutions which for r sufficiently large are both C2-functions and satisfy O<A(r)<l.
For such solutions, we set p=inf{r: A(s)>0 for all s>r};
and (as remarked in Sec. I) we study these solutions on the range p<r<w. In this article we are concerned with classifying regular solutions. Note that the statement A(r) > 1 means p(r) ~0; cf. Eq. (1.7). Note too that if (A, w) is a regular solution, then in fact, A(r) < 1 for r>p, except in the case (w2(r),A(r))=(1,1). For, if A(r,)=l for some rl>p, then the solution can be continued to r< rl , and (as we have remarked earlier) A ' ( r 1) <O so A(r) > 1 for some r, p<r C r, ; the solution is thus not regular. Nonregular solutions, i.e., those with A(r) > 1, will be considered in a forthcoming publication.
In this section we shall show that regular solutions must lie in the region w2G1. More precisely, we have the following theorem. This theorem will be a consequence of the following two results. Proposition 2.2: If (A, w) is a solution of Eqs. (1.3), (1.4) and if for some ro, A( ro) >O, w2(ro)>l, and (wwr)(rO)>O, then there is an r,>ro for which A(r,)=O and w'(r) is unbounded near r, . Thus the solution cannot be continued beyond rl , and hence is not regular. '(r) for r>r, and hence w(r)>G(r) for r>ro. Proof of Lemma 2.4: First observe that since w( rO) = G( r,,), it follows that at r. r$i(wN--W")=-(@-rO)w'>O since a( ro) < ro. Hence as A ( ro) >O, it follows that w"(rO)>W"(rO) (2.5) so that w'(r)>+'(r) for r>ro, r near ro. Now let rl (if it exists) be the first r>ro for which w'(r) = 6 ' (r). Since -w( 1 -w2) is a monotone increasing function of w in the region w2> 1, and as noted above the region w > 1, w '>O is invariant, we have -(uw)(rl)>-(iiG)(rl). Thus so w"(rl)># '(rl) , and thus by the mean value theorem no such rl can exist. It follows that w'(r)>G '(r) if r>ro, and hence w(r)>ti(r), if r>ro. n Now consider the equation
together with "initial" conditions, which will be specified later. we shall show that no such point can exist. To do this, first note that G(rl)>W(rl), and hence -i(rl)W(rl)>-ii(r since ti(rt)>l. Thus
and this is impossible by the mean-value theorem. Thus W ' (r) > W ' (r) if r> R, and hence W(r) >W(r) if r>R. n Thus from Lemma 2.4, w>G, and from Lemma 2.6, G>W for r>R; hence w(r)>*(r) for r>R; similarly w'(r)>E '(r) for r>R. We shall next show that W' becomes unbounded in finite r, namely, we have Lemma 2.7: Let W solve Eqs. (2.6), (2.8); then there is an G R for which lim W(r)=",, and lim W'(r)=m. r-+7 l-i
Proof: In Eq. (2.6) make the change of independent variable t=ln r, to get ~+uw=o, . =dldt.
(2.9)
Then since W>l, G= -UW>O, so $ is an increasing function. If T=ln R, and t>T, then this implies &t)>$Z'), so that G(t) -+ m as t -+ m. Now Eq. (2.9) admits a Hamiltonian function, H(r) = (G2/2) + (W2/2) -(W4/4), and solutions of Eq. (2.9) are precisely the level curves of H. Thus Z-Zo=(G2/2)+(W2/2)-(W4/4), so for large t>T
and hence G(t) > $W2(t). This implies that for some i> T, lim,/; W(f)=m, and hence lim,/ i fi(r)=m, where 7 = et. It then follows that lim,/? W'(r)=m. n We can now complete the Proof of Proposition 2.2: From Lemma 2.7, together with the fact that w'(r) > W'( r) if r>R, we see that w'(r) + m as r + r", for some r"< r. This contradicts the fact that w(r) is smooth for all r> ro. It follows (since our solution is assumed to be smooth for all r>ro) that A(r,) = 0 for some r,>ro, and as A is continuous, we may assume ri is minimal with respect to this property. If w ' is finite at rl , then from Eq. (1.3) we see that
On the other hand from Eq. (1.4), we get
and this implies that rl>(l-w(r1)2)2/rl.
It follows from Eq. (2.9) that A'(r,)>O, and this is a contradiction. Thus w ' must become unbounded at rl . n We now consider the case where w2(rO)>l and (ww')(ro)<O, and give the Proof of Proposition 2.3: Again we shall only consider the case w( ro) > 1, w '( ro) CO; the symmetric case w ( ro) -=c -1, w ' ( ro) is treated similarly. 
III. REGULAR SOLUTIONS ARE PARTICLELIKE OR BLACK-HOLE SOLUTIONS
In view of Theorem 2.1, we may assume that our solution (A, w) satisfies both w2( r) S 1 and 1 >A (r) 20, for r >p, and either p=O or A(p) =O. In this section we will prove that such a solution must be either a particlelike solution, if p=O, or a black-hole solution, (c.f., Refs. 1-13). We first consider the case where the solution is defined at r=p, to show the simplification that this assumption makes in the proof. In Theorem 3.4, we achieve the same result but without that assumption.
We n In the next theorems (Theorems 3.4 and 3.7) we eliminate the assumption that our solution & defined and smooth at r=p. For p>O, we show in Theorem 3.4 that lim,\,(w(r),w'(r))=(ti,G') exists, and that (W,W') lies on ?Yp. In fact, more is true, namely, in the Appendix we prove that (A,w) E C2+'(r>p)X C2+'(r>p), so that (A,w) is analytic at r=p and thus must be one of the solutions obtained in Ref. 9. For p=O, we prove in Theorem 3.7, that A, w, and w' are all defined at r=O, and that both A and w are in the class C '( t-20) . But unlike the black-hole case, we are unable to prove that A and w have higher differentiability.
We now turn to the more difficult case where our regular solution may not be defined at r=p>O. must lie in one of the four quadrants Qi, i=1,...,4 in the w-w' plane. Hence by symmetry, we assume that for r near p, (w(r), w '( r)) lies either in Q i ={(w, w '): w >O, w 'ZO}, or in Q2={(w,w'): w&O, w'>O}. Note that since w' is of one sign near r=p, w has a limit as r \ p; call this limit w(p).
The proof of this theorem will follow from a few lemmas, the first one shows that w(p) must satisfy -1 Gw(p)<O. We first claim that w ' increases monotonically to -t-m. Indeed, if this were not true, then w ' as unbounded near r=p, we could find a sequence r, \ p, with w '( r,) >n and w"( r,) =O. Then from Eq. (2.1), we get But this cannot hold for large II ; this establishes our claim. Next, defining f = A w '2, then f satisfies the equation
Since @(p)>O, we see that since w'(r) lim+,,f(r)=L>O exists. Then + ~0 as r \ p, we must have f'(r) <O for r near p, so (w"u)(r)=(w'f)( ) r -+ 00 as r \ p, so, [cf. Eq. (3.4)], u'(r) + ---CO as r \ p. Hence u(p)>u(r,> for some rl near p, rI>p. Then for r near p, r>p, (Aw'*>(r)=u(r)w'(r>au(p)w'(r), Thus Case 1 cannot occur. so (Aw'*)(r> -+ 00 as r \ p. This contradicts Eq. (3.6).
We now consider Case 2: tip)=0 [A(p)=O, p>O, w' unbounded near r=p]. In this case, we claim that lim(Aw")(r)=O. '1P Indeed, if as above, f=Aw '*, then from Eq. (3.6), lim,\, f(r) = 0.
Thus to show A w '* + 0, it suffices to showxat Erkp f(r) = 0. Now, if i&f(r) = 2 77 > 0, then we can find points r,, \ 0 such that f( r,) = 7 and f' (r,) >O. Since f( r,) = 17 and A( r,) -+ 0, we see that w '( r,) -+ ~0. Using Eq. (3.7) at r= r,, , we see (as before) that for large n, the left-hand side is positive, and this gives the desired contradiction. Thus Aw'~ -+ 0 as r \ p.
We next show that lim w'(r)=m.
T\P (3.8)
To see this, note that Eq. (3.8) means: given any M>O, there is a s>O such that if p<r< r + 6, then w'(r)>M.
Thus, if Eq. (3.8) fails, then (since we are in the case where w' is unbounded near r=p) we can find sequences s, \ p, t, \ p such that w'(s,)<n, w'(t,)>n, with s,>t,,>s,,+,. Since maxw'(r)>n on s,,+,<r~s,, there is a point rn in this interval where w"(r,)=O, w"'(r,)<O. But from Eq. (2.1) =-w'(r,) +2Aw12+ 4w(l-w2)w' r, Since w( 1 -w*) # 0 for r=p [because &p)=O implies that w2(p) # 1, and Lemma 3.5 implies w(p) + 0] the term4w( 1 -w*)w'/r, tends to --CO as n -+ 00, so that for large n, ri(Aw"')(r,)>O, and this is a contradiction; thus Eq. (3.8) holds. Now choose 6>0 such that if p<r<p+S 4'(r) = 2( 1 -w*)* +2Aw'*+ 4w( 1 -w2)w' r* r co; (3.9)
this can be done since w(p)(l-w*(p)) # 0. Since cj~(p) =O, Eq. (3.9) shows that r$(r)<O for r near p, r>p and we again obtain the contradiction A'(r)= $--2Aw"cO (3.10)
for r near p [cf. Eq. (3.5)]. Thus Case 2 cannot occur, so that if p>O and A(p)=O, then the crash occurs on Fp. This completes the proof of Theorem 3.4. n We now consider the case p=O. In this case we only assume that GA(r)Gl. rVJ (3.11) Note that in view of Propositions 2.1 and 2.6, we may suppose that w*(r)<1 for all r>O. Moreover, exactly as in the case p>O, it follows from Proposition 3.2, that lb,0 Tan-'(w'(r)lw(r)) is bounded, so for r near 0, (w(r),w'(r)) must lie in one of the four quadrants Qi (i = l-4) in the w-w ' plane; by symmetry we can assume that for r near 0, (w(r),w'(r)) lies in (z1Ua2. Again since w' is of one sign near r=O, lim,\, w(r) exists; call this limit W. Finally, as one can easily check, the proof of Lemma 3.5 is valid for p=O. Thus we may assume that -lGW<O.
(3.12)
We now have The proof of this theorem will be divided into a series of lemmas, the first of which is Lemma 3.8: lim L)" w2(r)=l. Proof Assume w # 1. Choose 7>0 such that r2<( 1 -G2)2 and let O<r<r. Then from Eq. Then we cannot simultaneously have the following three inequalities holding at any r,>cz:
We can now state Lemma 3.10: G,,o A(r) = 1. Proof: We must show that ErLo A(r) < 1 is impossible. Thus, suppose that limrlo A(r) < 1, and choose C such that Grlo A(r)<C<l.
Then for small r, say O<r<e, A(r)<C so Now with g and k as defined in Eqs. (3.13) and (3.14), respectively, we have g(O)=0 and k(O)<O. It thus follows from Lemma 3.8, that there is an 00 such that g(r)=2r*-(l-w*(r)) >O, if O<r<E. (3.17) [Indeed, if there were a sequence r,, \ 0 for which g( r,) <O, then by the mean-value theorem we could find s, \ 0 such that both g(s,) <O and g'(s,) CO, and this violates Lemma 3.9 since k is negative near r=O.] Thus (1 -w2(r))/2r2<1 so (1-w*)*/r<2r( 1 -w*), if O<r<a. Using this in Eq. (3.16), we obtain +(r)>r(l-CC)-2r(l-w*)=r(l-C-2(1-W*)) so that if r is near zero, then because w2 + 1 +(r)aC,r, C,>O. Now [cf. Eiqs. (3.14) and (3.15)] k(r)=A(r)-w2(r)<0 for r near 0, and since w(r) -+ -1 as r \ 0 (by Lemma 3.8), we can take r so close to zero that -lGw(r)<--4.
Then for these r, Eq. This completes the proof of Theorem 3.7.
We have shown that any solution with event horizon p>O has initial values (w(p), w ' (p)) lying on the curve gp. It still remains to be shown that any such solution is one of the black-hole solutions whose existence was first established in Ref. 9; this will be done in the Appendix.
IV. KRUSKAL COORDINATES
In this section we shall show that for the EYM black holes the singularity at r=p can be transformed away by choosing " Kruskal" coordinates (see, e.g., Ref. 15 or 16) . 5 is one-one), and set FUo=Frtrut,+ FfrturU= 0( l)=F,+, Thus the transformed curvature two-form is also well-behaved near r =p. This completes the proof that for black holes, the singularity in the metric at r=p can be transformed away by a Kruskal-type coordinate transformation. that the solutions (with p>O) satisfy (A, w) E C3( rap) X C3( rsp). This will imply that these solutions are analytic at p (cf. Ref. 9, Appendix), and hence must agree with the analytic solutions obtained in Ref. 9 .
Before giving the proof, we need a lemma. First some notation; we say f~ Ci if f~ Ck and f (O)=O. 
where EECA(X>O). Thus J( t)dt and this shows that z' E C,$(xaO). Thus w' E C'(x~0), so using Eqs. (1.3) and (4.9), we see that A E &x30), and in Eq. (A6), &Ch(x30) and JE C2. It follows that ZE C3, and hence (A,w) E C3(r2p)XC3(r3p).
As was shown in Ref. 9 , this means that A and w are analytic at r=p, so this solution coincides with a black-hole solution whose existence was proven in Ref. 9.M 
