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CHAPITRE 1
INTRODUCTION ET PRE´SENTATION DE
LA THE`SE
1.1. Introduction et motivations
Dans de nombreux domaines applique´s, l’estimation de la probabilite´ d’occur-
rence d’un e´ve´nement rare est importante, souvent en raison du risque associe´
a` cet e´ve´nement ; cet e´ve´nement pouvant eˆtre une de´faillance catastrophique
en fiabilite´ des syste`mes, un risque de collision entre avions, de tremblement de
terre... Les e´ve´nements rares sont caracte´rise´s par des probabilite´s de l’ordre
de 10−9 a` 10−12. Par exemple, en te´le´communication, la probabilite´ de perte
d’un paquet d’informations est infe´rieure a` 10−9.
Diverses voies se pre´sentent pour l’e´tude de ces risques :
– l’analyse statistique des e´ve´nements extreˆmes qui s’appuie principalement
sur les lois asymptotiques extreˆmes (Weibull, Freˆchet, Gumbel) mais ne´cessite
une longue pe´riode d’observation, voir [2] et Section 2.1 pour plus de
de´tails,
– la mode´lisation qui conduit a` estimer la probabilite´ de l’e´ve´nement rare,
soit par une approche analytique, voir e.g. [53] et Section 2.2.2.2, soit par
la simulation, voir Section 2.2.
Dans cette the`se, nous aborderons l’aspect simulation base´e sur la me´thode de
Monte Carlo qui s’appuie sur la loi forte des grands nombres. Cependant, cette
me´thode de simulation s’ave`re inefficace pour estimer un e´ve´nement rare de
probabilite´ 10−9 a` 10−12, en raison du nombre trop important d’e´chantillons
a` ge´ne´rer. Pour re´soudre ce proble`me, de nombreuses me´thodes de simula-
tion acce´le´re´e ont e´te´ propose´es. En particulier, une premie`re me´thode est un
raffinement de Monte Carlo : l’e´chantillonnage pre´fe´rentiel. Manuel & Jose´
Ville´n-Altamirano ont de´veloppe´ une autre me´thode de simulation [59, 60],
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de´nomme´e RESTART, qui permet de diminuer de fac¸on drastique la dure´e de
simulation. Une autre approche [18, 20], base´e sur des syste`mes de particules,
permet d’obtenir des re´sultats the´oriques sur la convergence de ce type d’al-
gorithme. Pour une description plus de´taille´e de ces algorithmes, le lecteur est
renvoye´ au Chapitre 2.
Les algorithmes particulaires et la me´thode RESTART appartiennent a` la
meˆme classe de mode`les : ceux utilisant des multi-trajectoires pre´fe´rentielles
afin d’augmenter le nombre de visites a` l’e´ve´nement rare et s’appuyant sur
l’hypothe`se qu’il existe des e´tats interme´diaires identifiables visite´s par la tra-
jectoire, plus souvent que l’e´ve´nement rare lui-meˆme.
Nous nous inte´ressons dans cette the`se a` l’efficacite´ re´elle des mode`les a` multi-
trajectoires pre´fe´rentielles en terme de couˆt de simulation. En raison de leur
complexite´, l’analyse mathe´matique directe de tels mode`les s’ave`re imprati-
cable. Cependant, une e´tude analytique rapide montre que ces mode`les re-
posent tous sur un meˆme «squelette», sorte de mode`le simplifie´. Nous sommes
donc conduits a` introduire ce mode`le simplifie´ pour lequel nous pourrons me-
ner une e´tude pre´cise et obtenir des re´sultats exacts et non asymptotiques.
Cette e´tude nous permettra, de plus, de de´gager une suggestion de proce´dure
a` appliquer dans le cadre d’algorithmes plus complexes pour lesquels l’ana-
lyse exacte n’a pu eˆtre faite. Nous montrerons aussi que ce mode`le, malgre´ sa
simplicite´ relative, s’applique a` une grande classe d’exemples et qu’il s’adapte
facilement a` des applications plus complexes.
1.2. Pre´sentation de la the`se
Comme explique´ dans le paragraphe pre´ce´dent, nous nous inte´ressons a` un
mode`le appele´ mode`le de branchement avec duplication des trajectoires (bran-
ching splitting model en anglais), inspire´ des mode`les a` trajectoires pre´fe´rentielles.
Nous nous plac¸ons dans le cadre suivant ou` nous conside´rons une suite de´croissante
de M + 1 ensembles emboˆıte´s Bi menant a` l’e´ve´nement rare A :
A = BM+1 ⊂ BM ⊂ · · · ⊂ B1.
Alors la probabilite´ d’inte´reˆt P(A) est donne´e par
(1) P(A) = P(A|BM)P(BM |BM−1) · · ·P(B2|B1)P(B1),
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ou` chaque probabilite´ conditionnelle du membre de droite est «moins rare» que
l’e´ve´nement A lui-meˆme. Pour les applications que nous avons en teˆte, ces pro-
babilite´s conditionnelles ne sont pas connues explicitement. Par contre, nous
savons faire e´voluer les particules du niveau Bi vers le niveau suivant Bi+1 (par
ex. comportement markovien).
Dans ce mode`le, une apparition plus fre´quente de A est re´alise´e en dupli-
quant le processus en Ri sous-processus de`s qu’il entre dans une re´gion Bi ou`
sa chance d’atteindre l’e´ve´nement rare est plus grande. On privile´gie ainsi les
trajectoires favorables.
Nous souhaitons tout d’abord de´terminer les parame`tres optimaux de l’al-
gorithme (Chapitre 3) : probabilite´s de transition Pi (correspondant a` la po-
sition des niveaux), nombres de retirage Ri, nombre N de particules ge´ne´re´es
au de´part, nombre de niveaux M . En conside´rant que cet algorithme peut
eˆtre repre´sente´ par N processus de branchement ZM+1 de Galton-Watson
inde´pendants, nous pouvons exprimer la variance de l’estimateur, note´ P̂ , en
fonction des parame`tres de l’algorithme. Guide´s par l’heuristique pre´sente´e
dans [60,61], nous de´duisons un algorithme optimal en minimisant la variance
de l’estimateur pour un budget fixe´ (couˆt de la simulation), de´fini comme le
nombre moyen de particules ge´ne´re´es lors de la simulation, ou` chaque particule
est ponde´re´e par une fonction de couˆt de´pendant du niveau de de´part de la
particule.
L’optimisation de l’algorithme sugge`re de prendre toutes les probabilite´s de
transition e´gales (nous noterons cette valeur commune P0) et les nombres de
retirage e´gaux a` l’inverse de cette constante. Ce re´sultat n’est pas surprenant
puisqu’il signifie que les processus de branchement conside´re´s sont des proces-
sus de Galton-Watson critiques. En d’autres termes, les valeurs optimales sont
choisies de telle fac¸on a` avoir un certain e´quilibre entre une re´duction de la
variance due a` des nombres de retirage trop faibles et une croissance exponen-
tielle du couˆt de la simulation due a` des nombres de retirage trop e´leve´s. Voir
le Chapitre 3 pour les de´tails.
Nous nous inte´ressons ensuite (Chapitre 4) a` la pre´cision de l’algorithme en
de´rivant une borne supe´rieure a` la quantite´
(2) P(|P̂ − P(A)|/P(A) ≥ α)
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La borne de Chebycheff e´tant trop grossie`re, nous utilisons une borne de Cher-
noff base´e sur la transforme´e de Laplace du processus renormalise´
WM+1 := ZM+1/E(ZM+1).
Ainsi, nous avons besoin d’estime´es de la transforme´e de Laplace de WM+1
de´pendant de l’ite´re´e n-ie`me d’une fonction note´e ψ, dont nous ne pouvons
e´tablir une expression explicite. En pratique, le nombre optimal M de niveaux
n’est pas tre`s grand et par conse´quent, des estime´es asymptotiques ne seraient
pas assez pre´cises. Ce nombre optimal e´tant de´rive´ justement a` partir de ces
bornes, une approche nume´rique s’ave`re impraticable aussi. C’est pourquoi,
nous cherchons des bornes supe´rieures et infe´rieures explicites pour un nombre
de niveaux M donne´. Remarquons que la de´marche consistant a` optimiser
la variance de l’estimateur a` couˆt fixe´ et ensuite a` e´tudier des intervalles de
confiance faisant intervenir la transforme´e de Laplace de ce meˆme estimateur
est valide´e par le fait qu’asymptotiquement minimiser la variance de l’estima-
teur a` couˆt fixe´ revient a` minimiser la transforme´e de Laplace de l’estimateur
a` couˆt fixe´.
Afin d’obtenir des bornes de l’ite´re´eM+1-ie`me de la fonction ψ, nous proce´dons
de la fac¸on suivante : plutoˆt que de borner ψ graˆce a` une seule fonction, nous
en utilisons plusieurs pour obtenir des re´sultats plus pre´cis. Nous choisissons
ces fonctions «bornes» dans les groupes de Lie de faible dimension des fonc-
tions affines et des homographies, fonctions monotones dont les ite´re´es n-ie`mes
peuvent eˆtre e´tablies explicitement.
En pratique, l’ajustement des probabilite´s de transition proches des valeurs op-
timales peut eˆtre fait lors d’une phase d’apprentissage. La proportion du couˆt
consacre´e a` cette premie`re phase est donne´e au Chapitre 5. Mais il apparaˆıt
rapidement que meˆme dans le cas ou` les probabilite´s de transition sont proches
des valeurs optimales, le fait que le nombre de retirage n’est pas ne´cessairement
un entier de´truit rapidement la pre´cision de l’algorithme : lorsque la valeur opti-
male du nombre de retirage n’est pas un entier, un choix naturel est de prendre
l’entier le plus proche. Mais quelle que soit la strate´gie choisie, la criticalite´
du processus de Galton-Watson sous-jacent est perdue et la perte de pre´cision
conse´quente est significative.
Le Chapitre 4 est donc consacre´ a` l’e´tude de diffe´rentes strate´gies visant a`
surmonter ce proble`me. Guide´s par [3], nous introduisons deux algorithmes
qui choisissent ale´atoirement les nombres de retirage. Plus pre´cise´ment, posons
k = ⌊1/P0⌋, P0 repre´sentant la valeur commune des Pi. Au lieu d’utiliser une
unique valeur de´terministe pour chaque nombre de retirage, nous conside´rons
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les Ri comme des variables ale´atoires i.i.d. de Bernoulli sur {k, k + 1} de pa-
rame`tre p = P(R1 = k). Dans un premier mode`le, nous ge´ne´rons une variable
ale´atoire de Bernoulli R chaque fois qu’une particule, partant du niveau i-1,
atteint le niveau i. Un second mode`le, consiste a` ge´ne´rer un environnement
ale´atoire de´crit par la suite (R1, R2, .., RM) de M variables ale´atoires de Ber-
noulli i.i.d. Ri sur {k, k + 1} de parame`tre p. Le parame`tre p est de´duit dans
chacun des mode`les par la meˆme approche d’optimisation que pre´ce´demment.
Pour le second mode`le, le proble`me est plus complexe et ne permet d’obtenir
qu’une solution asymptotique.
Comme nous l’avons de´ja` mentionne´ auparavant, en pratique, les probabilite´s
de transition sont ge´ne´ralement inconnues. Il n’est donc pas possible de de´duire
les nombres de retirage optimaux. Rappelons aussi que, pour les applications
que nous avons en teˆte, bien que ces probabilite´s conditionnelles ne soient pas
connues explicitement, nous savons faire e´voluer les particules du niveau Bi
vers le niveau suivant Bi+1. Supposons, de plus, que les probabilite´s de tran-
sition Pi sont dans un compact [a, b], 0 < a < b < 1. Une telle hypothe`se est
essentielle : sinon, rien ne peut eˆtre fait algorithmiquement. En pratique, cette
supposition est ge´ne´ralement implicite mais nul ne la mentionne.
Pour re´soudre ce proble`me, nous proposons, dans le Chapitre 5, un algorithme
en deux e´tapes : la premie`re est une phase d’apprentissage pour laquelle on
ge´ne`re ρN particules. L’algorithme suit la proce´dure du mode`le de branchement
avec duplication des trajectoires classique avec des nombres de retirage choisis
arbitrairement au de´part. Durant la seconde phase, nous ge´ne´rons N−ρN par-
ticules qui e´voluent comme dans la premie`re phase mais ici, nous utilisons des
estimateurs des nombres de retirage optimaux obtenus durant la phase d’ap-
prentissage et suivant le sche´ma optimal propose´ au Chapitre 3. Compte tenu
de la complexite´ des formules, nous menons seulement une e´tude asymptotique
lorsque le couˆt C tend vers l’infini. Le fait de supposer que les probabilite´s de
transition sont borne´es infe´rieurement et supe´rieurement implique que le couˆt
par particule est borne´ et l’e´tude se rame`ne donc a` une e´tude asymptotique
lorsque N , le nombre total de particules ge´ne´re´es, tend vers l’infini. Une analyse
pre´cise montre que nous devons consacrer asymptotiquement µsC
2/3 particules
a` la phase d’apprentissage contre C/Copt − µsC2/3 a` la seconde phase, ou` Copt
est une constante de´finie au Chapitre 5 et µs se de´duit de l’optimisation de
l’algorithme et peut eˆtre exprime´ explicitement ; c-a`-d que si on suppose que
le nombre ρN de particules ge´ne´re´es dans la phase d’apprentissage a asympto-
tiquement la forme µα(C)C
1−α, on doit prendre α = 1/3. Remarquons que, N
e´tant line´aire en C, consacrer µsC
2/3 particules a` la premie`re phase revient a`
lui consacrer λsN
2/3 particules, pour un certain λs de´pendant de µs.
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Ce re´sultat provient directement d’une annulation observe´e pendant l’opti-
misation qui est elle-meˆme une conse´quence du choix particulier des Ri, so-
lutions d’un proble`me d’optimisation et conduit a` prendre α = 1/3. Si nous
n’avions pas choisi les Ri selon le crite`re optimal propose´ au Chapitre 3, il n’y
aurait pas eu l’annulation pre´ce´demment mentionne´e et le α optimal aurait
simplement e´te´ e´gal a` 1/2, comme l’on peut s’y attendre a priori. Ceci sou-
ligne l’importance du choix des probabilite´s de transition proches des valeurs
optimales et des nombres de retirage selon le crite`re optimal de´ja` mentionne´.
Ce re´sultat insiste aussi sur l’inte´reˆt de mettre en place un algorithme adapta-
tif qui e´valuerait a` chaque e´tape les probabilite´s de transition et re´ajusterait
les niveaux avant chaque phase.
1.3. Plan de la the`se
Le chapitre suivant est consacre´ a` la pre´sentation des diffe´rentes techniques
utilise´es pour e´tudier les e´ve´nements rares : l’e´tude analytique (pages 17 a` 23)
puis la mode´lisation base´e sur des me´thodes acce´le´re´es de Monte-Carlo des
pages 23 a` 34. La fin du Chapitre 2 est consacre´e a` la pre´sentation de deux
mode`les a` trajectoires pre´fe´rentielles : le mode`le RESTART (pages 34 a` 44) et
les syste`mes particulaires (a` partir de la page 44).
Dans le Chapitre 3, nous pre´sentons d’abord le mode`le de branchement avec
duplication des trajectoires (pages 57 a` 64) puis nous de´rivons les parame`tres
optimaux de l’algorithme par minimisation de la variance de l’estimateur sous
une contrainte de couˆt (pages 64 a` 72). De nombreuses applications ainsi
qu’une e´tude de´taille´e de la transforme´e de Laplace de l’estimateur sont aussi
pre´sente´es dans ce chapitre.
Le Chapitre 4 est consacre´ a` l’e´tude de la transforme´e de Laplace de l’esti-
mateur de la probabilite´ de l’e´ve´nement rare afin de de´gager des intervalles de
confiance pre´cis (pages 97 a` 118) puis a` la comparaison de deux strate´gies a`
adopter lorsque les nombres de retirage ne sont pas entiers.
Dans le Chapitre 5, nous pre´sentons et e´tudions (pages 143 a` 170) un mode`le a`
deux e´tapes qui permet de contourner un des proble`mes inhe´rents au mode`le de
branchement avec duplication des trajectoires : le choix optimal des niveaux.
Puis, (a` partir de la page 170), nous pre´sentons et comparons au mode`le a`
deux e´tapes d’autres mode`les existant de´ja`.
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Nous illustrons ce mode`le, dans le Chapitre 6, avec l’e´tude d’excursions rares
d’un processus d’Ornstein-Uhlenbeck «modifie´» et comparons les re´sultats
obtenus a` ceux donne´s par les mode`les pre´sente´s dans le chapitre pre´ce´dent.
Le dernier chapitre conclut ce travail et de´gage quelques pistes a` e´tudier par
la suite.
CHAPITRE 2
ME´THODES POUR L’E´TUDE DES
E´VE´NEMENTS RARES
Nous pre´sentons dans ce chapitre diffe´rentes techniques visant a` e´tudier les
e´ve´nements rares. Quelques pistes par l’e´tude analytique sont donne´es en Sec-
tion 2.1 et dans la Section 2.2, nous dressons un rapide panorama des me´thodes
base´es sur la mode´lisation. Dans les deux dernie`res sections, nous pre´sentons
plus en de´tail le mode`le RESTART et les algorithmes particulaires, me´thodes
reposant directement sur le mode`le de branchement avec duplication des tra-
jectoires e´tudie´ dans cette the`se.
2.1. The´orie des valeurs extreˆmes
Nous e´voquons rapidement dans cette section les principaux re´sultats sur la
the´orie des valeurs extreˆmes pre´sente´s dans [2].
2.1.1. Premiers re´sultats dans R. —
2.1.1.1. Motivation. — Etant donne´e une diffusion sur R
dXt = µ(Xt)dt+ σ(Xt)dBt,
on s’inte´resse a` l’e´tude de la variable ale´atoire Mt = sups∈[0,t]Xs, et plus
pre´cise´ment, on souhaite estimer, pour b grand, P(Mt ≤ b).
Introduisons le temps ale´atoire
Tb = inf{t : Xt ≥ b},
alors P(Mt ≤ b) = P(Tb ≥ t).
18 CHAPITRE 2. ME´THODES POUR L’E´TUDE DES E´VE´NEMENTS RARES
Choisissons b suffisamment grand pour que P(Mt ≤ b) soit tre`s petit (e´ve´nement
rare) et introduisons l’ensemble ale´atoire dans R+
Sb = {t : Xt ≥ b}.
Cet ensemble correspond aux excursions du processus Xt au-dessus du niveau
b. On a alors e´quivalence entre les trois e´ve´nements suivants :
{Mt ≤ b}, {Tb ≥ t}, Sb ∩ [0, t] = ∅.
Par conse´quent, si nous sommes en mesure de de´terminer la probabilite´ du
dernier e´ve´nement, nous aurons obtenu la probabilite´ des deux premiers. Cette
de´marche est celle de´veloppe´e dans [2].
2.1.1.2. Premier exemple : Cas des variables ale´atoires i.i.d.— Soit (Xi)i≥1
une suite de v.a.r. i.i.d. de fonction de re´partition commune F . Soit Mn =
sup1≤i≤nXi, alors
P(Mn ≤ x) = F n(x) ≃
x grand
exp(−nF¯ (x)),
ou` F¯ (x) = 1− F (x).
De´finition 2.1.1. — S’il existe des constantes an > 0 et bn telles que
lim
n→∞
P
(
an(Mn − bn) ≤ x) = lim
n→∞
F n(a−1n x+ bn) = G(x),
on dira que Mn appartient au domaine d’attraction de G que l’on notera par
Mn ∈ D(G).
Si G(x) existe et est non de´ge´nere´, on peut montrer que G est de l’une des
trois formes suivantes (ou` x peut eˆtre remplace´ par ax+ b)
type I G(x) = exp(−e−x), x ∈ R
type II G(x) = exp(−x−α), x > 0, α > 0
type III G(x) = exp(−(−x)−α), x ≤ 0, α < 0.
On de´montre le lemme suivant :
Lemme 2.1.1. — Soit (un)n≥1 une suite de constantes et 0 ≤ τ <∞. Alors
lim
n→∞
P(Mn ≤ un) = e−τ ⇔ lim
n→∞
nF¯ (un) = τ
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En particulier, si Mn ∈ D(G), alors un = a−1n x+ bn et τ = − logG(x).
Exemples 2.1.1. — 1. Soit (Xn) une suite de v.a.r. i.i.d. uniformes sur
[−1, 0]. Alors, on ve´rifie aise´ment que
nMn −→D ξ,
ou` ξ est de type III avec α = 1. Ainsi, an = n et bn = 0.
2. Soit (Xn) une suite de v.a.r. i.i.d. telle que F¯ (x) ≃ Ax−α quand x→∞.
Alors (An)−1/αMn −→D ξ, ou` ξ est de type II. Ainsi, an = (An)
−1/α et
bn = 0.
3. Soit (Xn) une suite de v.a.r. i.i.d. telle que P(X1 > x) ≃ Aexp(−bx).
Alors b(Mn − 1b log(An)) −→D ξ, ou` ξ est de type I. Ainsi, an = b et
bn =
1
b
log(An).
2.1.1.3. Deuxie`me exemple : Cas des variables ale´atoires stationnaires. —
Soit (Xi) une suite de v.a.r. stationnaires. Posons
Fi1,··· ,in(u) = P(Xi1 ≤ u, · · · , Xin ≤ u)
et
αn,l = max
1≤i1<···<ip<j1<···<jq≤n,j1−ip≤l
{|Fi1,··· ,ip,j1,··· ,jq(un)− Fi1,··· ,ip(un)Fj1,··· ,jq(un)|} .
On dira que la condition D(un) est ve´rifie´e par la suite (Xi) si pour une cer-
taine suite (ln) telle que ln = o(n), on a lim
n→∞
αn,ln = 0. Cette proprie´te´ traduit
une certaine inde´pendance asymptotique.
On obtient alors le lemme suivant :
Lemme 2.1.2. — Soit (un) une suite de constantes telle que pour tout n, la
condition D(un) soit ve´rifie´e. Soit (kn) une suite telle que kn = o(n), knln =
o(n) et knαn,ln → 0. Alors
P(Mn ≤ un)− Pkn(Mrn ≤ un)→ 0, quand n→∞,
ou` rn = [n/kn].
Ce lemme s’interpre`te de la fac¸on suivante : on peut diviser {1, · · · , n} en
kn = o(n) intervalles de longueur rn et ne pas tenir compte des intervalles de
longueur ln situe´s a` droite des pre´ce´dents (leur longueur tendant vers 0), de
telle manie`re que pour n→∞,Mn est approche´ par le plus grand des extrema
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sur chaque intervalle restant ; ces extrema ayant une certaine de´pendance me-
sure´e par αn,ln.
Dans le cas ou`Mn appartient au domaine d’attraction de G et ve´rifie la condi-
tion D(a−1n x + bn), avec x tel que 0 < G(x) < 1, alors on en de´duit que G(x)
est de l’un des 3 types pre´cite´s.
2.1.2. Premiers re´sultats dans R2. —
2.1.2.1. Motivation et me´thode. — Soit (Xt, t ∈ R2) un processus station-
naire. On s’inte´resse a` la v.a.r.
MT = sup
t∈[0,T ]2
Xt, T grand.
Nous voulons estimer pour b grand P(MT < b). Nous allons proce´der de la
meˆme fac¸on que dans le paragraphe 2.1.1.1 et e´crire l’e´ve´nement MT < b sous
une autre forme. Posons Sb = {t : Xt ≥ b}, alors
P(MT < b) = P(Sb ∩ [0, T ]2 = ∅).
Par conse´quent, si nous sommes en mesure de de´terminer la probabilite´ du
deuxie`me e´ve´nement, nous aurons obtenu celle du premier.
Introduisons maintenant les processus de mosa¨ıque, outils qui nous permet-
tront d’e´tudier l’e´ve´nement Sb ∩ [0, T ]2 = ∅.
2.1.2.2. Processus de mosa¨ıque sur R2. — Soit C un sous-ensemble de R2 tire´
au hasard parmi une classe de sous-ensembles B1, · · · , Bk avec probabilite´s
p1, · · · , pk. On peut imaginer que les valeurs les plus probables de C sont des
ensembles localise´s pre`s de 0.
Posons C = aire(C), ainsi C est une v.a.r. On supposera en outre que P(C >
0) = 1 et E(C) <∞. Etant donne´ un sous-ensemble B et x ∈ R2, on notera
x+B = {x+ y : y ∈ B}
Rappel : Construction d’un processus ponctuel de Poisson d’intensite´ µ =
K ∗m ou` m est la mesure de Lebesgue restreinte a` E ⊂ R2 [15].
– on choisit n ∈ N (nombre de points) suivant une loi de Poisson de pa-
rame`tre λ = Km(E) = µ(E).
– on choisit ale´atoirement n points y de E suivant la loi ν = µ/µ(E) (loi
uniforme sur E).
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Soit λ une constante strictement positive, on de´finit le processus de mosa¨ıque
S de fac¸on suivante :
1. on ge´ne`re une suite de points y ∈ R2 selon un processus ponctuel de
Poisson de taux λ par unite´ de surface,
2. puis pour chaque y, on choisit un Cy distribue´ comme C, inde´pendamment
de y,
3. enfin on pose S =
⋃
(y + Cy).
On dira que y est un centre et y + Cy un paquet. Le processus S est donc la
re´union de paquets i.i.d. de centres distribue´s selon un processus de Poisson.
λ est appele´ le taux de paquets.
Lemme 2.1.3. — Pour tout x ∈ R2, soit Nx le nombre de paquets du pro-
cessus S contenant x. Alors Nx suit une loi de Poisson de parame`tre λE(C).
De´monstration. — On a Nx =
∑M(ω)
i=1 1x∈y+Cy(ω) =
∑M(ω)
i=1 Xi(ω).
Notons fY et φY les fonctions ge´ne´ratrice et caracte´ristique de la variable Y.
Alors,
φNx(t) = E(e
itNx) =
∫
exp(it
M(ω)∑
i=1
Xi(ω))dP (ω)
=
∑
n∈N
∫
1M=n exp(it
M(ω)∑
i=1
Xi(ω))dP (ω)
=
∑
n∈N
E(1M=n exp(it
n∑
i=1
Xi)) =
∑
n∈N
E(1M=n)E(exp(it
n∑
i=1
Xi))
=
∑
n∈N
P(M = n)E(exp(it
n∑
i=1
Xi)) =
∑
n∈N
P(M = n)EφX(t)
n
= fM(φX(t)) = e
λ(φX(t)−1)
puisque M suit une loi de poisson. Or φX(t) = (e
it − 1)E(C) + 1 donc
φNx(t) = e
λE(C)(eit−1)
De´finition 2.1.2. — On dira que le processus de mosa¨ıque S est clairseme´
s’il couvre une faible proportion du plan R2 c-a`-d si la probabilite´ p := P(x ∈ S)
a` x fixe´ est tre`s petit.
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Dans ce cas, on a
p = P(Nx ≥ 1) = 1− exp {−λE(C)} = λE(C) +O(p2).
D’autre part, bien que les paquets peuvent se recouvrir, dans le cas d’un pro-
cessus clairseme´, on a P(Nx ≥ 2|Nx ≥ 1) = O(p), et il est donc possibe de
ne´gliger ce recouvrement en premie`re approximation.
Soit A un sous-ensemble fixe´ dans R2 tel que son inte´rieur ne soit pas lo-
calise´ pre`s de sa frontie`re. Soit S un processus de mosa¨ıque clairseme´. On peut
alors approximer S ∩ A par l’union des paquets de S dont le centre est dans
A. Ainsi
aire(S ∩A) ≃
en loi
M∑
i=1
Ci,
P(S ∩A = ∅) ≃ exp(−λaire(A)),
ou` les Ci sont des copies i.i.d. de C et M est une v.a.r. de loi de Poisson de
parame`tre λaire(A), inde´pendante de C.
2.1.2.3. De´marche. — Soit (Xt, t ∈ R2) un processus stationnaire. On s’inte´resse
a` la v.a.r.
MT = sup
t∈[0,T ]2
Xt, T grand.
Posons Sb = {t : Xt ≥ b}, alors
P(MT < b) = P(Sb ∩ [0, T ]2 = ∅).
Pour b grand, Sb est un ensemble ale´atoire clairseme´. Supposons alors que Sb
puisse eˆtre approche´ par un processus de mosa¨ıque clairseme´ de taux λb pour
une distribution des paquets Cb. Alors,
P(Sb ∩ [0, T ]2 = ∅) ≃ exp(−λbT 2).
Supposons en outre que nous connaissions la distribution marginale de Xt, et
notons par
pb := P(Xt ≥ b) = P(x ∈ Sb).
Alors, pb ≃ λbE(Cb), d’ou`
P(MT < b) ≃ exp
(
− pbT
2
E(Cb)
)
.
Enfin, pour obtenir la valeur de P(MT < b), il nous faut pouvoir soit estimer
E(Cb), soit λb. Diffe´rentes heuristiques sont pre´sente´es dans [2] pour estimer
λb.
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2.2. La simulation des e´ve´nements rares
Nous pre´sentons, dans cette section, diffe´rentes me´thodes de simulation des
e´ve´nements rares. Tout d’abord, nous rappelons la me´thode de Monte Carlo,
base de la simulation des e´ve´nements rares, puis nous pre´sentons diffe´rentes
techniques d’acce´le´ration ainsi qu’une approche analytique.
2.2.1. La me´thode de Monte Carlo. — Cette me´thode de calcul approche´
d’inte´grales repose sur l’interpre´tation de l’inte´grale comme l’espe´rance d’une
certaine variable ale´atoire.
2.2.1.1. Principe. — On cherche a` calculer
I =
∫
[0,1]d
g(u1, . . . , ud)du1 . . . dud.
On remarque que si U1, . . . , Ud sont des v.a. i.i.d. uniformes sur [0, 1], on a
I = E(g(U1, . . . , Ud)).
Soit alors (Xn) une suite de v.a. i.i.d. de meˆme loi que g(U1, . . . , Ud). Par
la loi forte des grands nombres, si E(|X1|) <∞,
1
n
(X1 + · · ·+Xn) −→
n→∞
E(f(U1, . . . , Ud)) = I
La moyenne empirique est donc, pour n grand, une «bonne» approximation
de I.
On ge´ne´ralise aise´ment ce re´sultat au calcul d’une inte´grale dans Rd
I =
∫
Rd
f(x1, . . . , xd)g(x1, . . . , xd)dx1 . . . dxd
ou` f est la densite´ d’une v.a. X par rapport a` la mesure de Lebesgue sur Rd.
Si g(X) est inte´grable, I = E(g(X)) sera approche´e par une re´alisation de
În :=
1
n
(g(X1) + · · ·+ g(Xn)),
ou` les Xi sont i.i.d. de meˆme loi que X.
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2.2.1.2. Vitesse de convergence. — L’erreur (ale´atoire) que l’on commet est
ǫn(ω) = E(g(X))− 1
n
[g(X1(ω)) + · · ·+ g(Xn(ω))] = I − În.
Si la variance σ2 de g(X) est de´finie, le the´ore`me de la limite centrale (TCL)
donne la convergence en loi suivante
√
n
I − În
σ
−→
n→∞
N (0, 1)
On peut donc obtenir un intervalle de confiance asymptotique pour E(g(X)) :
P
(
|I − În| ≤ ǫI
)
≃ P(|Z| ≤
√
n
σ
ǫI),
avec Z ∼ N (0, 1). Pour P(|Z| ≤
√
n
σ
ǫI) = 0.95,
√
n
σ
ǫI ≈ 2 c-a`-d n ≈ 4σ
2
ǫ2I2
On obtient ainsi une approximation de
P
([
În − tσ√
n
, În +
tσ√
n
]
∋ E(g(X))
)
.
L’intervalle est d’autant plus petit (donc pre´cis) que σ est petit, d’ou` l’inte´reˆt
de re´duire la variance. Cependant, ce genre de simulation ordinaire se re´ve`le
impraticable pour estimer des probabilite´s de l’ordre de 10−9. Pour en revenir
a` l’exemple pre´ce´dent issu de la communication, il faudrait simuler un billion
de paquets d’informations par paquet perdu. Donc pour estimer la probabilite´
d’un tel e´ve´nement, la simulation d’au moins 100 billions de paquets serait
ne´cessaire, ce qui prendrait des centaines de jours.
Pour e´viter ces temps de calculs de´raisonnables, on fait appel a` des techniques
d’acce´le´ration de la simulation, que nous pre´sentons dans la section suivante.
2.2.2. Me´thodes d’acce´le´ration. —
2.2.2.1. Echantillonnage pre´fe´rentiel. — L’ide´e de base pre´sente´e dans [45]
consiste a` changer la dynamique de la simulation afin que l’e´ve´nement rare
se produise plus souvent. Ce qui est fait en changeant la loi sous-jacente du
syste`me e´tudie´. Le but est alors de trouver un changement de probabilite´ qui,
a` pre´cision de l’intervalle de confiance donne´e, re´duit le nombre de tirages,
ou inversement. Pour cela, il faut avoir une bonne connaissance du syste`me
e´tudie´ et malgre´ tout, il se peut que l’e´chantillonnage pre´fe´rentiel n’apporte
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pas d’ame´lioration, voire meˆme entraˆıne une de´te´rioration.
Plus pre´cise´ment, soit X une variable ale´atoire ayant pour densite´ f . Afin
d’estimer
E(g(X)) =
∫
g(x)f(x)dx,
on fait apparaˆıtre artificiellement une fonction h > 0 ve´rifiant
∫
h(x)dx = 1 et
ainsi la quantite´ a` estimer peut se re´e´crire sous la forme
E(g(X)) =
∫
g(x)f(x)
h(x)
h(x)dx = E
[
g(Y )f(Y )
h(Y )
]
,
Y e´tant une variable ale´atoire ayant pour densite´ h. La quantite´ L(x) := f(x)
h(x)
est appele´e rapport de vraisemblance.
Par la me´thode de Monte Carlo, on obtient de la sorte une nouvelle approxi-
mation de E(g(X)) par
1
n
n∑
i=1
g(Yi)f(Yi)
h(Yi)
.
Cette manipulation est inte´ressante si la variable ale´atoire Z = g(Y )f(Y )
h(Y )
a une
plus petite variance que g(X) c-a`-d si l’on re´duit l’intervalle de confiance. Le
but est donc de minimiser var(Z).
L’efficacite´ de cette me´thode repose donc sur le bon changement de proba-
bilite´. La the´orie des grandes de´viations a permis de montrer des re´sultats sur
certaines classes de syste`mes relativement simples.
Remarque 2.2.1. — Il est facile de calculer la variance de Z :
var(Z) = E(Z2)− E(Z)2 =
∫
R
g2(y)f 2(y)
h(y)
dy − E(g(X))2
On remarque que si g > 0, la fonction
h(x) =
g(x)f(x)
E(g(X))
annule la variance ! Mais ce re´sultat n’est pas exploitable puisque h de´pend alors
de E(g(X)) qui est justement la quantite´ que l’on souhaite estimer ! Cependant,
il permet de justifier la de´marche suivante : dans la pratique, on choisit h aussi
proche que possible de |gf | puis on normalise afin d’obtenir une densite´. Pour
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e´viter de calculer la constante de renormalisation, on peut utiliser l’estimateur
suivant
ĝN =
∑N
i=1 g(yi)f(yi)/h(yi)∑N
i=1 f(yi)/h(yi)
=
N∑
i=1
g(yi)ωi
ou` y1, · · · , yN sont des variables ale´atoires i.i.d. de densite´ commune h et les
poids d’importance ω1, · · · , ωN donne´s par
ωi =
f(yi)/h(yi)∑N
i=1 f(yi)/h(yi)
.
Pour N fixe´, cet estimateur est biaise´ mais asymptotiquement, sous de faibles
conditions, la loi faible des grands nombres s’applique et assure que ĝN converge
vers E(g(X)) lorsque N →∞. Sous des conditions supple´mentaires, le the´ore`me
central limite peut aussi eˆtre applique´.
Remarquons que ĝN n’est rien d’autre que la fonction g(x) inte´gre´e par rapport
a` la mesure empirique
N∑
i=1
ωiδyi(dy)
ou` δa est la mesure de Dirac en a.
Dans le cadre de l’e´tude des e´ve´nements rares, la quantite´ d’inte´reˆt θ s’e´crit
θ = P(X ∈ A) = E(1A(X)) =
∫ +∞
−∞
1A(x)f(x)dx
et peut eˆtre estime´e par la me´thode de Monte Carlo a` partir des e´chantillons
X1, · · · , XN de densite´ commune f avec l’estimateur non biaise´ suivant
θ̂N =
1
N
N∑
i=1
1A(Xi)
D’apre`s la Section 2.2.1, la taille ne´cessaire d’e´chantillonnage pour garantir
une erreur relative infe´rieure a` ǫ avec une probabilite´ de 1− α doit eˆtre
N =
(
q1−ασ(θ̂N )
ǫθ
)2
,
c-a`-d proportionnelle a` la probabilite´ de l’e´ve´nement rare θ, ou` q1−α est le
quantile de la loi normale d’ordre 1− α.
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On re´e´crit alors θ sous la forme :
θ =
∫ +∞
−∞
1A(x)
f(x)
h(x)
h(x)dx = E(1A(Y )L(Y ))
Maintenant, en prenant des e´chantillons Yi de h(x), un estimateur sans biais
de θ est donne´ par
θ̂N =
1
N
N∑
i=1
1A(Yi)L(Yi)
La me´thode d’e´chantillonnage pre´fe´rentiel est la me´thode la plus utilise´e dans
l’e´tude des e´ve´nements rares. Cependant, il existe d’autres techniques de re´duction
de la variance que nous pre´sentons dans la suite.
Variables de controˆle. Le principe est analogue a` la me´thode pre´ce´dente : on
souhaite estimer E(f(X)) que l’on re´e´crit en faisant apparaˆıtre artificiellement
une fonction h :
E(f(X)) = E(f(X)− h(X)) + E(h(X))
avec E(h(X)) qui peut se calculer explicitement et var(f(X)− h(X)) plus pe-
tite que var(f(X)). On utilise alors une me´thode de Monte Carlo pour e´valuer
E(f(X)− h(X)) et le calcul direct pour E(h(X)).
Exemple 2.2.1. — Voir [45]. On souhaite calculer
∫ 1
0
exdx. On remarque que∫ 1
0
exdx = E(f(X)) avec f(x) = ex et que X suit une loi uniforme sur [0, 1].
Au voisinage de 0, on a ex ∼ 1 + x alors on e´crit∫ 1
0
exdx =
∫ 1
0
(ex − 1− x)dx+ 1
2
et il est facile de montrer que la variance par cette me´thode diminue alors.
Variables antithe´tiques. Supposons que l’on cherche a` calculer
I =
∫ 1
0
f(x)dx := E(f(X))
avec X de loi uniforme sur [0, 1].
Comme la transformation x 7→ 1 − x laisse la mesure dx invariante, on a
aussi
I =
1
2
∫ 1
0
(f(x) + f(1− x))dx
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Et on utilise la me´thode de Monte Carlo pour estimer I par
1
n
n∑
i=1
1
2
(f(Ui) + f(1− Ui)) = 1
2n
n∑
i=1
f(Ui) + f(1− Ui)
On peut montrer que si la fonction est continue et monotone, la qualite´ de
l’approximation est meilleure que par rapport a` la me´thode de Monte Carlo
directe avec 2n tirages.
On peut ge´ne´raliser cette me´thode en dimension supe´rieure et a` d’autres trans-
formations pre´servant la loi de la variable ale´atoire.
Me´thode de stratification. Supposons que l’on cherche a` calculer
I = E(g(X)) =
∫
Rd
g(x)f(x)dx
avec X est une v.a. de densite´ f .
On se donne une partition (Di, 1 ≤ i ≤ m) de Rd et on de´compose l’inte´grale
de la fac¸on suivante
I =
m∑
i=1
E(1Di(X)g(X)) =
m∑
i=1
E(g(X)|X ∈ Di)P(X ∈ Di)
Lorsqu’on connaˆıt les P(X ∈ Di) on utilise une me´thode de Monte Carlo pour
estimer les E(g(X)|X ∈ Di) en re´partissant les n tirages de fac¸on optimale.
Cette me´thode acce´le`re bien la simualtion car les espe´rances conditionnelles
sont grandes.
Valeur moyenne ou conditionnement. Supposons que l’on cherche a` calculer
E(g(X, Y )) =
∫
g(x, y)f(x, y)dxdy
ou` le couple (X, Y ) a pour densite´ f . Posons
h(x) =
1∫
f(x, y)dx
∫
g(x, y)f(x, y)dy
alors E(g(X, Y )) = E(h(X)). Remarquons que
E(g(X, Y )|X) = h(X)
Cette interpre´tation comme espe´rance conditionnelle permet de plus de prouver
que la variance de h(X) est infe´rieure a` celle de g(X, Y ). Si l’on ne peut pas
calculer directement h(x), on utilise une me´thode de Monte Carlo.
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2.2.2.2. Une approche de grandes de´viations. — Afin d’e´tudier les e´ve´nements
rares, on peut aussi faire appel a` la the´orie des grandes de´viations, comme cela
est fait dans [53] et [13] : lorsque l’on a un crite`re de grandes de´viations,
on utilise des me´thodes d’e´chantillonage pre´fe´rentiel et on de´montre alors des
re´sultats, en meˆlant mode´lisation et approche analytique.
Soit P = {Pk : k > 0} une famille de mesures de probabilite´s sur un espace
topologique H. On suppose que P ve´rifie un principe de grandes de´viations de
fonction de taux I : H → [0,∞] c’est a` dire que
– I est semi-continue infe´rieurement,
– pour tout O ouvert de H, lim infk→∞ 1k log(Pk(O)) ≥ −I(O),
– pour tout F ferme´ de H, lim supk→∞ 1k log(Pk(F )) ≤ −I(F ),
ou` I(E)=infx∈E I(x).
Nous souhaitons estimer Pk(E) pour un certain ensemble E. Pour cela, on uti-
lise la technique d’e´chantillonnage pre´fe´rentiel base´e sur la me´thode de Monte
Carlo et expose´e en section 2.2.2.1 : soit X
(1)
k , · · · , X(Nk)k un e´chantillon de Nk
variables ale´atoires inde´pendantes de loi commune Qk. Alors l’estimateur de
Pk(E) correspondant est donne´ par
P̂k(E) =
1
Nk
Nk∑
l=1
1E(X
(l)
k )
dPk
dQk
(X
(l)
k ),
qui est bien de´fini et sans biais ssi 1EPk ≪ Qk.
Soit N ck(Qk) = min{Nk : varQk [P̂k(E)] ≤ cPk(E)2} pour un certain 0 < c <∞.
Alors N ck(Qk) = ⌊vk(E;Qk)/(cPk(E))2⌋, ou`
vk(E;Qk) = varQk [1E(Xk)
dPk
dQk
(Xk)] ≥ 0.
Le controˆle de la variance de P̂k(E) donne un premier intervalle de confiance
pour Pk(E) par application de l’ine´galite´ de Markov :
P
(
|P̂k(E)− Pk(E)|
P (A)
≥ α
)
≤ 1
Pk(E)2α2
E
((
P̂k(E)− E
(
P̂k(E)
))2)
=
varQk [P̂k(E)]
Pk(E)2α2
et par conse´quent, le choix de N ck(Qk) garantit que la probabilite´ que l’erreur
relative entre Pk(E) et son estimateur de´passe α est borne´e par c/α
2.
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Il vient ainsi qu’une «bonne» distribution d’e´chantillonnage tendra a` mini-
miser cette variance. Remarquons que, comme souligne´ en section 2.2.2.1,
on peut annuler cette variance mais ce re´sultat n’est pas exploitable puis-
qu’alors 1EdPk/dQk = constante et apre`s normalisation, on obtient que la
solution candidate annulant la variance est simplement la loi conditionnelle
Qk(.) = 1EPk(.)/Pk(E) et qu’elle de´pend de la quantite´ a` estimer Pk(E) ! Re-
marquons aussi que le couˆt total de la simulation est alors N ck(Qk)×«couˆt
par e´chantillon» ou` le dernier terme correspond au couˆt de simulation de
chaque e´chantillon X
(l)
k auquel s’ajoute le couˆt engendre´ par l’e´valuation du
rapport de vraisemblance. La loi conditionnelle minimise seulement N ck(Qk)
sans tenir compte de ce couˆt de simulation. Le rapport de vraisemblance de-
vient (dPk/dQk)(Xk) = Pk(E) presque suˆrement et l’estimateur est re´duit
a` l’e´valuation directe de Pk(E) par la me´thode de Monte Carlo classique.
C’est pourquoi on obtient une variance nulle mais aussi un couˆt de simula-
tion prohibitif (raison sans doute a` l’origine de l’utilisation de la me´thode
d’e´chantillonnage pre´fe´rentiel).
Il s’agit donc de trouver un compromis entre efficacite´ d’e´chantillonnage et
complexite´ d’imple´mentation. Une strate´gie largement utilise´e est de contraindre
les lois d’e´chantillonnage candidates a` appartenir a` une certaine famille. Par
exemple, si Pk est une loi gaussienne, il est naturel de contraindre Qk a` eˆtre
elle aussi gaussienne.
Contrairement au proble`me sans contrainte, la minimisation sous contrainte
de vk(E;Qk) peut s’ave´rer de´licate. C’est pourquoi, on a souvent recours a` des
crite`res asymptotiques, particulie`rement dans le cas des proble`mes de grandes
de´viations. Puisque P ve´rifie un principe de grandes de´viations, Pk(E) est ex-
ponentiellement petit et N ck(Qk) sera exponentiellement grand pour k → ∞
(N ck(Qk) est inversement proportionnel au carre´ de Pk(E)). Par conse´quent, la
vitesse de croissance exponentielle de N ck(Qk) est une caracte´risation asympto-
tique naturelle de l’efficacite´ d’e´chantillonnage dans le contexte des proble`mes
de grandes de´viations.
Nous avons de´ja` vu que Qk est une loi d’e´chantillonnage candidate si
1EPk ≪ Qk,
c’est une condition minimale pour que l’estimateur P̂k(E) soit bien de´fini.
«Mesurons» maintenant ce taux de croissance exponentielle en e´tudiant
lim sup
k→∞
1
k
logN ck(Qk)
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et de´finissons, pour un candidat Q,
a(E,Q) = lim sup
k→∞
1
k
logN ck(Qk)
Remarquons que a(E,Q) ≥ 0. Nous dirons qu’une suite candidate Q sera ef-
ficace, pour un ensemble E donne´, si a(E,Q) = 0.
On choisit N ck(Qk) et Qk de la sorte afin de :
– minimiser le nombre de simulations, pour acce´le´rer les calculs,
– diminuer la variance, comme explique´ pre´ce´demment.
Sadowsky e´tablit une condition ne´cessaire ge´ne´rale d’efficacite´ asymptotique :
de fac¸on simplifie´e, la suite candidate Q = (Qk) doit eˆtre «localement proche» (en
un sens a` pre´ciser et en des points re´guliers) de la loi exponentiellement tilte´e
couramment utilise´e en the´orie des grandes de´viations
P λk (dx) = exp(k[< λ, x > −Λk(λ)])Pk(dx),
ou` Λk(λ) =
1
k
logEPk [e
k<λ,Xk>]. L’inte´reˆt de ce re´sultat est qu’il s’applique a`
toute suite candidate Q ; nous ne contraignons pas ici la suite candidate a`
appartenir a` une famille particulie`re. L’auteur pre´sente aussi des conditions
ne´cessaires et suffisantes pour l’optimalite´ des lois exponentiellement tilte´es. Il
apparaˆıt que ces lois sont ge´ne´ralement non asymptotiquement optimales.
2.2.2.3. Echantillonnage pre´fe´rentiel se´quentiel. — Conside´rons maintenant
une trajectoire ale´atoire x0:n = (x0, · · · , xn) ou` chaque xi est un e´le´ment de
l’espace d’e´tat du syste`me e´tudie´. Nous souhaitons estimer l’espe´rance E(g(X))
par rapport a` la densite´ fn(x0:n). La me´thode d’e´chantillonnage pre´fe´rentiel
pre´sente´e pre´ce´demment a` la Remarque 2.2.1, estime cette espe´rance en ge´ne´rant
les trajectoires x
(i)
0:n selon hn(x0:n) et en calculant
(3) ĝN =
∑N
i=1 ω
(i)
n g
(
x
(i)
0:n
)
∑N
i=1 ω
(i)
n
, ω(i)n =
fn(x
(i)
0:n)
hn(x
(i)
0:n)
.
Ici, chaque tirage modifie la trajectoire tout entie`re. On peut alors imaginer un
e´chantillonnage se´quentiel consistant a` actualiser la trajectoire sans modifier
le passe´, c-a`-d que (x
(i)
0:n+1) = (x
(i)
0:n, x
(i)
n+1). On utilise alors l’identite´ suivante
fn(x0:n) = f0(x0)f1(x1|x0) · · ·fn(xn|x0:n−1)
En pratique, on change la probabilite´ sous-jacente et on proce`de en ge´ne´rant
X0 selon la densite´ h0 connue et proche de f0 et re´cursivement, xj est ge´ne´re´
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selon la densite´ conditionnelle hj(xj |x0:j−1) de telle sorte que la densite´ de x0:n
est donne´e par
hn(x0:n) = h0(x0)h1(x1|x0) · · ·hn(xn|x0:n−1).
Les poids d’importance ωin = fn(x
(i)
0:n)/hn(x
(i)
0:n) sont e´value´s re´cursivement
puisque
ωin+1 = ω
i
n
fn+1(x
(i)
n+1|x0:n)
hn+1(x
(i)
n+1|x0:n)
.
Le proble`me rencontre´ ici est que lorsque, n croˆıt, la distribution des poids
d’importance ω
(i)
n devient de plus en plus e´troite. En pratique, apre`s quelques
e´tapes seulement, seule une trajectoire a un poids d’importance non nul. Pour
e´viter cette de´ge´ne´rescence, on introduit une e´tape de se´lection supple´mentaire.
L’ide´e est d’e´liminer les trajectoires ayant des poids d’importance faibles au
profit des autres trajectoires. Formellement, on remplace l’estimateur ponde´re´
(3) par
g˜N =
1
N
N∑
i=1
m(i)n g
(
x
(i)
0:n
)
ou` m
(i)
n est le nombre d’«enfants» associe´ a` la trajectoire x
(i)
0:n ; c’est un entier
naturel tel que
∑N
i=1m
(i)
n = N . Les m
(i)
n sont choisis de telle sorte que g˜N est
proche de ĝN . Il existe diffe´rentes fac¸ons de proce´der pour choisir les m
(i)
n :
on peut par exemple ge´ne´rer selon une loi multinomiale de parame`tres N et
ω
(i)
n , i = 1, · · · , N . Voir [23] pour plus de de´tails.
2.2.2.4. Mode`les multi-niveaux. — Dans la me´thode d’e´chantillonnage pre´fe´rentiel,
les e´chantillons obtenus forment une trajectoire dans l’espace d’e´tats, et la pro-
babilite´ est modifie´e pour que cette dernie`re ait une plus grande chance d’at-
teindre la cible : l’e´ve´nement rare. Mais pour pouvoir appliquer l’e´chantillonnage
pre´fe´rentiel, il faut avoir une bonne connaissance du processus e´tudie´.
Un autre moyen d’augmenter le nombre de visites a` l’e´ve´nement rare est
d’utiliser des multi-trajectoires pre´fe´rentielles. Cette technique s’appuie sur
l’hypothe`se qu’il existe des e´tats interme´diaires identifiables visite´s par la tra-
jectoire, plus souvent que l’e´ve´nement rare lui-meˆme et qui vont se comporter
comme des passerelles vers l’e´ve´nement rare. Contrairement a` l’e´chantillonnage
pre´fe´rentiel classique, l’e´volution du syste`me suit la loi de probabilite´ originale.
Nous conside´rons donc une suite de´croissante de M +1 ensembles emboˆıte´s Bi
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menant a` l’e´ve´nement rare A :
A = BM+1 ⊂ BM ⊂ · · · ⊂ B1.
Alors la probabilite´ d’inte´reˆt P(A), donne´e par (1), est simplement le produit
des probabilite´s de transition P(Bi|Bi−1). Comme explique´ en Introduction, ces
probabilite´s conditionnelles ne sont ge´ne´ralement pas connues explicitement.
Par contre, nous savons faire e´voluer les particules du niveau Bi vers le niveau
suivant Bi+1.
Le principe de l’algorithme est, dans un premier temps, de simuler simul-
tane´ment plusieurs particules partant de B0 ; au bout d’un certain temps, cer-
taines d’entre elles ont «mal» e´volue´, les autres ayant par opposition «bien» e´volue´
c-a`-d ayant atteint le niveau supe´rieur B1. Dans un deuxie`me temps, les «mau-
vaises» particules sont rege´ne´re´es a` la position de «bonnes» particules. On
renouvelle cette proce´dure pour chacun des niveaux et ce jusqu’a` ce que A
soit atteint. De cette fac¸on, les particules les plus «prometteuses» sont favo-
rise´es ; malheureusement cet algorithme est difficile a` analyser directement en
raison de l’inte´raction introduite entre les particules. Des exemples de cette
classe d’algorithmes peuvent eˆtre trouve´s dans [3] avec le sche´ma «go with
the winners» applique´ a` la recherche de feuilles profondes dans un arbre et
dans [18–20,23] dans un cadre ge´ne´ral.
Cependant, en pratique cet algorithme peut s’ave´rer de´licat a` appliquer. Par
exemple, le cas de l’estimation de la probabilite´ d’un e´ve´nemnt rare avec
des syste`mes dynamiques ale´atoires est complexe, en raison de la difficulte´
a` de´terminer the´oriquement les niveaux optimaux Bi. De plus, la probabilite´
d’atteindre Bi peut varier avec le point d’entre´e du niveau Bi−1. Ce n’est pas
le cas, par exemple, pour des mode`les markoviens comme les diffusions.
Par exemple, dans le cadre d’une chaˆıne de Markov, on peut proce´der comme
suit : soit O l’e´tat initial du syste`me que nous supposerons re´current. Notre but
est d’estimer la probabilite´ (sous la mesure invariante) d’atteindre un ensemble
rare A avant de revenir en O. On applique la me´thode multi-trajectorielle qui
consiste a` rege´ne´rer les trajectoires qui atteignent O sur la position de parti-
cules ayant passe´ le niveau supe´rieur. Dans la pratique, on de´finit un temps
maximal de simulation T et on e´value p=P(TA < min(TO, T )) ou` TB de´signe le
temps d’atteinte de B. Il se peut aussi que le temps de retour en O a` partir de
Bi soit tre`s long. On peut alors de´cider de tuer toute trajectoire qui sera des-
cendue de d niveaux (en supposant donc qu’elle n’atteindra plus Bi+1). Mais
on introduit par cette manipulation un biais.
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Une variante est la me´thode RESTART introduite par Manuel et Jose´ Ville´n-
Altamirano dans [58, 60, 62]. La diffe´rence consiste a` tuer chaque trajectoire
partant du niveau Bi lorsqu’elle redescend en Bi−1, sauf la dernie`re qui est
poursuivie jusqu’a` ce qu’elle atteigne a` nouveau Bi ou` elle est scinde´e une nou-
velle fois. Pour parer l’effet d’un arreˆt pre´mature´ des premie`res trajectoires, le
poids de la dernie`re est Ri si elle touche un niveau infe´rieur avant d’atteindre
un niveau supe´rieur au i-e`me. On estime donc directement P(A). Un outil base´
sur le mode`le RESTART a e´te´ de´veloppe´ par Kelling pour l’e´tude des re´seaux
stochastiques de Petri [41]. Voir Section 2.3 pour plus de de´tails sur le mode`le
RESTART.
D’autres variantes et extensions ont e´te´ propose´es : citons par exemple l’exten-
sion fournissant une erreur relative borne´e appele´e me´thode LRE de´veloppe´e
par Schreiber, Go¨rg et Fuß dans [35] et enrichie avec d’autres me´thodes dans
[33] et [34]. Une autre extension a e´te´ propose´e par Below dans [9] et [10]. Plu-
sieurs extensions de RESTART et des mode`les multi-niveaux ont e´te´ e´tudie´es
par Garvels, Kroese et van Ommeren dans [27], [28] et [29]. Enfin, une autre
interpre´tation des mode`les multi-niveaux est pre´sente´e par Harazti et Town-
send dans [36] appele´e DPR (Direct Probability Redistribution).
Nous pre´sentons de fac¸on plus de´taille´e, dans la suite de ce chapitre, le mode`le
RESTART et les algorithmes particulaires et rappelons les principaux re´sultats
e´tablis pour ces deux mode`les.
2.3. Le mode`le RESTART
On cherche a` estimer la probabilite´ d’un e´ve´nement rare A correspondant par
exemple au franchissement d’un certain niveau L par un processus X(t). Pour
cela, on introduitM ensembles imbrique´s Ci tels que A ⊂ CM ⊂ · · · ⊂ C1. Ces
ensembles sont de´finis par une fonction Φ de l’espace d’e´tat dans R qui associe a`
chaque e´tat de l’ensemble Ci un seuil Ti tel que T1 ≤ T2 ≤ · · · ≤ TM ≤ L. Dans
une simulation classique, on ge´ne`re plusieurs trajectoires telles que repre´sente´es
en figure 1.
Dans la suite, nous de´signerons par e´ve´nements Bi et Di le franchissement du
seuil Ti respectivement par le bas et par le haut.
La me´thode RESTART (REpetitive Simulation Trials After Reaching Thresholds)
illustre´e a` la figure 2 est la suivante :
– On ge´ne`re une trajectoire principale (trajectoire en gras dans la figure 2)
comme dans une simulation classique. Le crite`re de fin de simulation
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Fig. 1. Simulation classique
pourra eˆtre soit une dure´e de´finie, soit l’occurrence d’un certain e´ve´nement.
Ce crite`re sera appele´ dans la suite crite`re principal d’arreˆt.
– A chaque instant B1, l’e´tat du syste`me est sauvegarde´ et la simulation
principale est interrompue. On ge´ne`re alors R1−1 trajectoires partant de
l’e´tat XB1 et se terminant a` l’instant D1.
– Apre`s R1 − 1 simulations secondaires, la simulation principale rede´marre
a` partir de l’e´tat sauvegarde´ au pre´ce´dent instant B1 et continue jusqu’au
prochain e´ve´nement B1. Si une trajectoire secondaire atteint le crite`re
principal d’arreˆt avant l’occurrence d’un e´ve´nement D1, elle sera inter-
rompue.
– Si un e´ve´nement B2 se produit lors d’une simulation secondaire ou de la si-
mulation principale dans l’intervalle [B1, D1), on ge´ne`re alors R2 retirages
en suivant la meˆme proce´dure que celle pre´ce´demment de´crite. Notons
que la trajectoire principale peut ge´ne´rer plusieurs e´ve´nements B2 dans
l’intervalle de temps [B1, D1).
De fac¸on plus ge´ne´rale, nous avons l’algorithme suivant
– On ge´ne`re une trajectoire principale (appele´e e´galement trajectoire de
niveau 0) avec pour crite`re d’arreˆt un crite`re d’arreˆt principal. On adoptera
la convention que l’e´ve´nement D0 est vide . On pose i = 1.
– Si un e´ve´nement Bi se produit lors de la simulation d’une trajectoire se-
condaire de niveau i− 1, on interrompt la simulation, on me´morise l’e´tat
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Fig. 2. Simulation RESTART
du syste`me lors de l’occurrence de cet e´ve´nement. Ensuite, Ri − 1 nou-
velles trajectoires sont ge´ne´re´es avec comme crite`re d’arreˆt soit le crite`re
principal d’arreˆt soit l’occurrence d’un e´ve´nement Di.
– Apre`s les Ri − 1 simulations secondaires de niveau i, la trajectoire de
niveau i − 1 rede´marre a` partir de l’e´tat sauvegarde´. La trajectoire peut
alors :
• soit atteindre l’ensemble Ci, et dans ce cas on proce`de a` nouveau comme
dans l’e´tape pre´ce´dente,
• soit ge´ne´rer un e´ve´nement Di−1. Dans ce cas, la trajectoire sera tue´e si
elle a e´te´ ge´ne´re´e lors de l’occurrence d’un e´ve´nement i− 1, et continuera
sinon,
• soit ve´rifier le crite`re d’arreˆt, et dans ce cas la trajectoire sera tue´e.
– i← i+ 1 et retourner a` l’e´tape 2.
2.3.1. Notations et description re´currente. — Soit N01 le nombre d’oc-
currences de l’e´ve´nement B1 ge´ne´re´es par la trajectoire principale. Introdui-
sons les instants successifs, de´finis a` partir de la trajectoire principale, τ
(n)
i , n =
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1, · · · , N01 d’entre´e dans Ci et σ(n)i de sortie Ci :
τ
(n)
i = inf{t ≥ σ(n−1)i : Xt ∈ Ci} = inf{t ≥ σ(n−1)i : Φ(Xt) = Ti},
σ
(n)
i = inf{t ≥ τ (n)i : Xt 6∈ Ci} = inf{t ≥ τ (n)i : Φ(Xt) = Ti−1}
avec la convention
σ
(n)
0 = 0 pour tout n ≥ 0.
Dans chaque intervalle [τ
(n)
1 , σ
(n)
1 ), R1−1 trajectoires secondaires sont ge´ne´re´es
de fac¸on inde´pendante et avec meˆme e´tat initial X
τ
(n)
1
. Nous de´signerons ces
trajectoires secondaires et leurs ramifications successives parX
(j,n)
t , j = 2, · · · , R1.
De meˆme X
(1,n)
t de´signera la portion de la trajectoire principale et ses rami-
fications successives. Notons que chaque trajectoire X
(j,n)
t de´marre a` l’instant
τ
(n)
1 et est tue´e a` l’instant ale´atoire correspondant au franchissement par le
haut du seuil T1.
Si dans une simulation avec M niveaux, on supprime toutes les trajectoires
X
(j,n)
t pour j = 2, · · · , R1, on obtient une simulation a`M −1 niveaux de seuils
respectifs T2, · · · , TM .
Introduisons les variables ale´atoires suivantes :
αlj =
∫ ∞
τ
(l)
1
1{X(j,l)t ∈A}
dt, j = 2, · · · , R1
αj =
N01∑
k=1
αkj
Ainsi αlj est la dure´e totale passe´e dans A par la j-ie`me trajectoire secondaire
(et ses ramifications) ge´ne´re´e apre`s l’occurrence du l-ie`me e´ve´nement B1. Par
conse´quent αj sera la dure´e totale passe´e dans A par les trajectoires secondaires
d’indice j (y compris leurs ramifications). Notons que la trajectoire principale
et les trajectoires secondaires partent toutes du meˆme e´tat et sont ge´ne´re´es
de fac¸on inde´pendante, d’ou` pour un l fixe´ et j = 1, · · · , R1, les variables
ale´atoires α
(l)
j sont i.i.d., conditionnellement a` l’e´tat Xτ (l)1
. De meˆme, les αj
sont i.i.d. conditionnellement a` χ1 = (N
0
1 , Xτ (1)1
, · · · , X
τ
(N0
1
)
1
).
De´signons par NmA la dure´e totale dans A pour une simulation a` m niveaux.
Nous avons les relations suivantes :
NM−1A = α1, N
M
A = NA = N
M−1
A +
R1∑
j=2
αj.
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On en de´duit que E(NMA ) = R1E(N
M−1
A ), et par conse´quent l’estimateur P̂
M
de la probabilite´ de l’e´ve´nement A pour une simulation a` M niveaux
P̂M =
NMA
NrM
avec r0 = 1 et ri =
i∏
i=1
Rj pour i = 1 · · ·M,
est non biaise´, car
E(P̂M) =
E(NMA )
N
∏M
i=1Ri
=
E(NM−1A )
N
∏M
i=2Ri
= E(P̂M−1) = E(P̂ 0)
ce dernier e´tant non biaise´ (estimateur pour une simulation conventionnelle).
Plus ge´ne´ralement, on de´finit les variables Z li,j comme la dure´e totale passe´e
dans A par la j-ie`me trajectoire secondaire (et ses ramifications) ge´ne´re´e apre`s
l’occurrence du l-ie`me e´ve´nement Bi. Ainsi, α
l
j = Z
l
1,j.
Remarque 2.3.1. — De la meˆme fac¸on que la simulation simple, la me´thode
RESTART permet d’estimer la probabilite´ P(A) de l’e´ve´nement rare A, quelle
que soit la de´finition de P(A). En effet, on peut de´finir P(A) comme
- la probabilite´ d’eˆtre en A (c’est-a`-dire d’eˆtre dans un e´tat de l’ensemble
A) a` un instant ale´atoire donne´ ou en un instant d’occurrence de certains
e´ve´nements appele´s instants de re´fe´rence.
- ou encore la probabilite´ d’atteindre l’ensemble A.
Suivant les applications, on choisit l’une ou l’autre de ces de´finitions. Par
exemple, dans l’e´tude d’une file d’attente, si l’e´ve´nement rare est que la queue
ait une longueur maximale (capacite´ de la queue), on ne s’interesse pas a` la
probabilite´ que la queue soit maximale en un instant ale´atoire mais plutoˆt a`
celle qu’elle soit maximale en un instant d’arrive´e.
Pour plus de simplicite´, la notation P(A) fera, dans cette partie, re´fe´rence a` la
premie`re de´finition. De meˆme pour les probabilite´s des autres e´ve´nements.
Autres notations
– Ph|i =
P(Ch)
P(Ch)
, Pi+1|i = Pi+1 pour i = 0 · · ·M et PA|i = PM+1|i.
– N0i nombre d’e´ve´nements Bi dans le tirage principal et N dure´e de la
simulation (nombre d’instants de re´fe´rence).
– ai dure´e moyenne en Ci dans un tirage [Bi, Di).
– P ∗A|Xi dure´e moyenne en A dans un tirage [Bi, Di) sachant que le syste`me
en Bi est Xi et P
∗
A|i son espe´rance. Remarquons aussi que P
∗
A|i = aiPA|i.
Hypothe`ses
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Supposons que le processus est re´ge´ne´ratif, ce qui signifie, grossie`rement, qu’a`
chaque fois qu’un phe´nome`ne particulier se produit (ici passage d’un seuil) le
futur du processus a` partir de cet instant d’occurrence est une re´plique du
futur du processus a` partir de l’instant 0. Les temps d’occurrence sont appele´s
temps re´ge´ne´ratifs.
2.3.2. Etude de la variance et optimisation. —
2.3.2.1. Calcul de la variance. — En utilisant les notations introduites en
section 2.3.1, la variance de P̂M s’exprime par (cf [61]) :
Proposition 2.3.1. —
var(P̂M) =
KAP(A)
N
[ 1
rM
+
M∑
i=1
siPA|i(Ri − 1)
ri
]
,(4)
avec
KA =
Var(N0A)
E[N0A]
,
si =
1
KAPA/i
Var
(
E[N0A|χi]
)
E[N0A]
ou` χi = (N
0
i , Xτ (1)i
, · · · , X
τ
(N0
i
)
i
).
Pour la preuve voir en Annexe 1. Le facteur KA traduit l’autocorre´lation du
processus.
Remarque 2.3.2. — Cette valeur est a` comparer a` la variance de l’estima-
teur P̂ sans RESTART (0 seuil, simulation simple sans retirage) qui est donne´e
par
var(P̂ ) =
KAP(A)
N
Nous souhaitons dans cette section optimiser l’algorithme. Pour ce faire, nous
minimisons le gain de la simulation : le rapport entre les produits couˆt× va-
riance dans la simulation simple et dans la simulaiton RESTART. Il s’agit donc
maintenant de de´finir la notion de couˆt, d’effort.
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2.3.2.2. Calcul du couˆt. — Nous de´finirons le couˆt de la simulation par le
temps ne´cessaire pour re´aliser la simulation, en prenant comme unite´ de temps
le temps moyen entre chaque e´ve´nement de re´fe´rence dans la simulation simple.
Avec cette de´finition le couˆt de la simulation simple est N .
Dans le cadre de la simulation RESTART, le couˆt est sensiblement plus grand.
En effet,
- pour chaque e´ve´nement, il y a une augmentation du couˆt, principalement due
a` la ne´cessite´ de calculer la fonction d’importance Φ de cet e´ve´nement et de
comparer cette valeur a` celles des diffe´rents niveaux.
- pour chaque retirage, il y a une augmentation du couˆt, principalement due a`
la restauration de l’e´ve´nement en Bi.
Pour tenir compte de ces couˆts supple´mentaires, le couˆt moyen d’un e´ve´nement
de re´fe´rence dans le cadre RESTART est multiplie´ par :
- un facteur ye > 1 dans tous les cas,
- un facteur supple´mentaire yri > 1 si l’e´ve´nement de re´fe´rence se produit a` un
retirage du niveau i.
Avec ces de´finitions, le couˆt moyen d’un e´ve´nement de re´fe´rence est
- y0 = ye dans le tirage principal,
- yi = yeyri dans le retirage du niveau i.
Or, le nombre moyen d’e´ve´nements de re´fe´rence dans les retirages du niveau i
est NPi|0ri−1(Ri − 1).
Proposition 2.3.2. —
C = N
[
y0 +
M∑
i=1
yiPi|0ri−1(Ri − 1)
]
(5)
2.3.2.3. Calcul du gain. — Comme explique´ pre´ce´demment, nous de´finissons
le gain par
G =
CsVs
CrVr
=
couˆt de la simulation simple.variance de P̂ 0
couˆt de la simulation avec RESTART.variance de P̂M
et on obtient :
Proposition 2.3.3. — En utilisant les notations introduites en section 2.3.1,
(6) G =
1
P [
∑M
i=0
si+1ui(1−Pi+1)
Pi+1|0ri
][
∑M
i=0 yivi+1Pi|0ri(1− Pi+1)]
.
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avec 
ui =
1−(si/si+1)Pi+1|i
1−Pi+1|i
vi+1 =
1−(yi+1/yi)Pi+1|i
1−Pi+1|i
s0 = 0, sM+1 = 1 et yM+1 = 0.
Pour la preuve voir en Annexe 1.
2.3.2.4. Optimisation. — L’optimisation de l’algorithme se fait en minimisant
le gain en 3 e´tapes :
– on optimise le gain en les ri a` Pi fixe´s c-a`-d aux niveaux fixe´s,
– on en de´duit les valeurs optimales des Pi,
– on en de´duit le nombre optimal de niveaux.
– Nombre optimal de retirage
Pour calculer les valeurs optimales des ri, on annule le gradient du gain.
Soit G∗ = 1
GP
. On a, pour i = 1 · · ·M ,
∂G∗
∂ri
= [−si+1ui(1− Pi+1|i)
Pi+1|0r2i
][
M∑
j=0
yjvj+1Pj|0rj(1− Pj + 1|j)]
+ [
M∑
j=0
sj+1uj(1− Pj+1|j)
Pj+1|0rj
][yivi+1Pi|0(1− Pi+ 1|i)].
L’annulation de ces de´rive´es conduit a`
ri =
1√
Pi+1|1Pi|0
√
si+1y0
s1yi
√
uiv1
u0vi+1
pour 1 ≤ i ≤M
Ainsi,
Ri =
ri
ri−1
=
√
Pi|1Pi−1|0
Pi+ 1|1Pi|0
√
si+1yi−1
siyi
√
uivi
ui−1vi+1
,
D’ou`,
Ri =
√
Pi−1|1
Pi+ 1|1
√
si+1yi−1
siyi
√
uivi
ui−1vi+1
1 ≤ i ≤M
On note que R1 = r1 ve´rifie bien la relation pre´ce´dente.
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Remarque 2.3.3. — Malheureusement, les valeurs de Ri ainsi obtenues
ne sont pas toujours re´elles et supe´rieures ou e´gales a` 1.
(*) Condition pour avoir Ri ∈ R : remarquons que si pour tout i,
(7) Pi+1 ≤ si+1
si
et Pi ≤ yi−1
yi
alors on aura ∀i, Ri ∈ R.
(**) Condition pour avoir Ri ≥ 1 : on remarque que
(8)
(
si
si+1
Pi+1
)(
yi
yi−1
Pi
)
≤ uivi
ui−1vi+1
⇔ 1 ≤ Ri
– Position optimale des niveaux
Calculs peu praticables de part la complexite´ des formules.
– Nombre optimal de niveaux
Etant donne´ un ensemble de niveaux satisfaisant (7) et (8) alors les Ri
qui maximisent le gain sont strictement supe´rieurs a` 1 en ge´ne´ral. Ce qui
signifie qu’e´tant donne´ n’importe quel ensemble de valeurs de Φ telles
que (7) et (8) sont ve´rifie´es alors le gain est maximal lorsque toutes sont
prises comme les valeurs d’un niveau. Ceci est encore valable lorsque l’on
conside`re l’ensemble de toutes les valeurs de Φ ve´rifiant (7) et (8). Donc
la solution serait de mettre le plus de niveaux possible.
2.3.2.5. Analyse des parame`tres. — Tout d’abord, on obtient les expressions
de var(E(N0A|χ1)) et KA :
Proposition 2.3.4. — On a
(9) var(E(N0A|χ1)) = E(N0i )(PA|i)2[K ’i +
var(P ∗A|Xi)
(P ∗A|i)
2
γi]
et
(10) KA = ajPA|j
(
K ’j +
var(P ∗A|Xj)
(P ∗A|j)
2
γi +
E( var(Zi,1|Xj))
(P ∗A|j)
2
)
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Comme nous l’avons de´ja` dit, KA traduit l’autocorre´lation du processus. S’il
est de´corre´le´, KA = 1− P(A) et plus ge´ne´ralement on peut montrer que
KA = 1− P +
∑
1≤j≤N, j 6=i
[P(Yj = 1|Yi = 1)− P ].
Pour les preuves de ces re´sultats voir en Annexe 1.
Ensuite, comme E(N0A) = P
∗
A|iE(N
0
i ) et P
∗
A|i = aiPA|i, on obtient l’expression
de si :
Proposition 2.3.5. —
(11) si =
ai
KA
[
K ’i +
var(P ∗A|Xi)
(P ∗A|i)
2
γi
]
Analysons cette formule :
- Le facteurK ’i =
var(N0i )
E(N0i )
mesure l’autocorre´lation du processus en les e´ve´nements
Bi dans le tirage principal. Si le processus est de´correle´, K
’
i = 1− Pi|0ai . En fait,
il se calcule de la meˆme fac¸on que KA, a` la diffe´rence que N
0
i n’est pas la dure´e
passe´e en Ci par le tirage principal mais le nombre d’e´ve´nements Bi dans ce
meˆme tirage. Il faut donc remplacer A par Bi, P(A) par
Pi|0
ai
.
On obtient ainsi, K ’i = 1− Pi|0ai +
∑
1≤j≤N, j 6=k[P(Yj = 1|Yk = 1)−
Pi|0
ai
].
- Le facteur γi mesure la de´pendance entre les e´tats du syste`me au niveau i.
En ge´ne´ral, il y a de´pendance entre les e´tats du syste`me pour des e´ve´nements
Bi proches mais cette de´pendance devient ne´gligeable pour des e´ve´nements Bi
e´loigne´s. Pour illustrer ceci, on peut penser par exemple aux tremblements
de Terre et aux re´pliques qui suivent la premie`re secousse. Si les Xi sont
inde´pendants alors γi = 1.
-
var(P ∗
A|Xi
)
(P ∗
A|i
)2
de´pend grandement de la fonction d’importance choisie.
Enfin, en utilisant l’expression de KA, si devient
Proposition 2.3.6. —
(12) si =
ai
aj
1
PA|j
K ’i +
var(P ∗
A|Xi
)
(P ∗
A|i
)2
γi
K ’j +
var(P ∗
A|Xj
)
(P ∗
A|j
)2
γj +
E( var(Zi,1|Xj))
(P ∗
A|j
)2
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On remarque que le de´nominateur fait intervenir l’indice j que l’on choisit de
fac¸on quelconque, il est inde´pendant de l’indice i en lequel est calcule´ s. De plus,
ceci ne s’applique pas seulement a` n’importe quel niveau Tj de Φ de´terminant
un ensemble Cj mais a` tout niveau T de´finissant un ensemble C contenant A.
Cette formule est en particulier vraie pour le niveau TL qui de´finit A. Alors
PA|L = 1 et P ∗A|L = E(ZL) = aL. Si le dernier niveau TM est e´gal a` TL, alors
sM ≤ 1. De meˆme, pour des niveaux proches de TL, si ≤ 1.
2.3.3. Conclusion. — L’e´tude analytique du mode`le RESTART n’a pu eˆtre
que partielle : certains re´sultats ne´cessitent des hypothe`ses supple´mentaires
pour eˆtre applique´s dans la pratique et la complexite´ des formules ne nous a
pas permis d’optimiser de manie`re pre´cise la me´thode ni de ve´rifier que cette
me´thode permet bien une acce´le´ration de la simulation c-a`-d une ame´lioration
par rapport a` la me´thode simple sans retirage.
2.4. Les algorithmes particulaires
Nous pre´sentons dans cette section les syste`mes particulaires dans le cadre
pre´cis ou` l’on souhaite estimer la probabilite´ d’un e´ve´nement A. Voir, par
exemple, [18, 20, 23] pour la the´orie ge´ne´rale des syste`mes particulaires.
2.4.1. Cas particulier. — Etant donne´e une variable ale´atoire X prenant
ses valeurs dans (F,F) et une fonction re´elle V de´finie sur F , on cherche a`
estimer par simulation
P(V (X) ≥ a)
pour un a tel que cette probabilite´ soit tre`s petite. De´signons par µ la loi de X.
Exemple : 1) Soit X un vecteur ale´atoire et V (X) sa norme. On cherche
a` estimer la probabilite´ que la norme de X de´passe une certaine valeur a.
2) Soit X une matrice ale´atoire et V (X) sa plus grande valeur propre. On
cherche la probabilite´ que la plus grande valeur propre de X de´passe une cer-
taine valeur a.
Une premie`re alternative serait de simuler un grand nombre N de variables
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ale´atoires i.i.d. X1, .., Xn de loi µ et d’approcher P(V (X) ≥ a) par
1
N
N∑
i=1
1V (Xi)≥a
Ceci est le´gitime et fournit une bonne approximation graˆce a` la loi forte des
grands nombres lorsque N → +∞.
Lorsqu’on ne connaˆıt pas la loi µ, une seconde alternative consiste a` utiliser un
algorithme de Markov Chain Monte Carlo (MCMC) : on adapte l’algorithme
d’acceptation-rejet pre´sente´ en Annexe 3 a` la loi µ de´finie sur un espace F . Ici
on veut ge´ne´rer un vecteur ale´atoire X ∈ F de loi µ de densite´ p par rapport a`
la mesure de Lebesgue. L’algorithme d’acceptation-rejet ge´ne`re une chaˆıne de
Markov X0, X1, .., Xn, .. a` valeurs dans F de loi re´versible µ. On se donne une
chaˆıne de Markov facile a` simuler de noyau q(x, y), qui nous servira a` proposer
une nouvelle re´alisation. Cette chaˆıne devra eˆtre irre´ductible et ape´riodique.
Soit Xk la dernie`re valeur retenue et
h(x, y) =
p(y)q(y, x)
p(x)q(x, y)
∧ 1
L’algorithme est le suivant :
(1) on ge´ne`re Yk ∼ q(Xk, .),
(2) on accepte Yk avec la probabilite´ h(Xk, Yk) et Xk+1 = Yk, sinon on le rejette
et Xk+1 = Xk. Le noyau K(x, dy) de la chaˆıne X correspondant s’exprime
comme la somme de deux termes :
K(x, dy) = h(x, y)q(x, y)dy + (1−
∫
h(x, z)q(x, z)dz)δx(dy)
le premier terme correspond a` l’acceptation et le deuxie`me au rejet.
Ainsi on est en mesure d’approcher µ : comme µ est invariant pour K et
en supposant l’ape´riodicite´ et l’irre´ductibilite´, on sait que pour n → +∞, la
loi de Xn converge vers µ et que
1
n
n∑
i=1
1{V (Xk)≥a} →n→+∞ µ(V ≤ a) = P(V (X) ≥ a)
Le proble`me de ces deux mode`les est que lorsque la probabilite´ recherche´e est
petite, on a un temps de simulation tre`s long. On va donc chercher a` acce´le´rer
celle-ci.
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Principe
On se donne des seuils a0 < a1 < · · · < aM+1 = a et les mesures suivantes :
µ0 = µ et µi(.) =
µ(1{V (X)≥ai−1})
µ(1{V (X)≥ai−1})
.
On a alors la de´composition suivante :
P(V (X) ≥ a) = µ(V ≥ a) = µ(V ≥ aM+1)
µ(V ≥ aM )
µ(V ≥ aM)
µ(V ≥ aM−1) · · ·
µ(V ≥ a1)
µ(V ≥ a0)µ(V ≥ a0)
On remarque que
µ(V ≥ ai)
µ(V ≥ ai−1) = P(V (X) ≥ ai|V (X) ≥ ai−1)
Finalement,
P(V (X) ≥ a) =
M+1∏
p=0
µp(V ≥ ap)
Les quantite´s (µp(V ≥ ap))p=0..M+1 sont plus faciles a` estimer puisque ce sont
les probabilite´s d’e´ve´nements «moins rares» que {V (X) ≥ a}.
On approchera les µi par des mesures empiriques µ
N
i , N e´tant le nombre de
particules utilise´es. Pour obtenir ces mesures empiriques, on utilisera l’algo-
rithme pre´ce´dent d’acceptation-rejet.
On se donne un noyau de proposition M tel que la mesure µ soit re´versible
pour M c-a`-d tel que pour tous f et g
µ(fM(g)) = µ(M(f)g)
ou` µ(f) =
∫
f(x)µ(dx) et M(f)(x) =
∫
f(y)M(x, dy).
Ensuite pour chaque i, on construit les noyaux Mi admettant µi pour me-
sure invariante. On pose
Mi(x, dy) =M(x, dy)1V (y)≥ai−1 + (1−M(x, V ≥ ai−1))δx(dy)
qui accepte les y propose´s par le noyau M lorsque V (y) ≥ ai−1 et conserve x
sinon. On ve´rifie aise´ment que µi est re´versible pour le noyau Mi. En effet,
Mi(f)(x) =M(f1{V ≥ai−1}) +M(x, V < ai−1)f(x)
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et
µi(Mi(f)g) =
µ(Mi(f)g1{V≥ai−1})
µ(V ≥ ai−1)
∝ µ(M(f1{V≥ai−1})g1{V≥ai−1}) + µ(fM(., 1{V <ai−1})g1{V≥ai−1})
∝ µ(M(g1{V≥ai−1})f1{V≥ai−1}) + µ(fM(., 1{V <ai−1})g1{V≥ai−1})
= µi(Mi(g)f)
par re´versibilite´ de µ pour M .
On a donc un noyau re´versible pour chacune des mesures µi. Ainsi en de´roulant
l’algorithme d’acceptation-rejet un nombre n suffisant de fois et par la formule
produit, on obtient une estimation de notre probabilite´. Cela revient a` estimer
les termes du produit de fac¸on inde´pendante.
Un moyen d’acce´le´rer a` nouveau l’algorithme est d’utiliser un algorithme parti-
culaire. Ici on estimera la probabilite´ d’un seul coup. Le principe est le suivant :
partant de xi−1, on fait e´voluer la chaˆıne re´gie parMi un nombre T assez grand
de fois (suffisamment grand pour atteindre le re´gime stationnaire), c’est l’e´tape
de mutation. On ne conserve ensuite que les particules ayant franchi le seuil
ai, les autres e´tant tue´es puis redistribue´es sur les particules vivantes : c’est
l’e´tape de se´lection.
2.4.2. Formalisme des algorithmes particulaires. — Soient A = {x :
V (x) ≥ a} et pour i = 1 · · ·M + 1, Bi = {x : V (x) ≥ ai}. Ainsi
A = BM+1 ⊂ BM · · · ⊂ B1 ⊂ B0
ainsi on a a = aM+1.
Concre`tement, on veut simuler des v.a. de loi µi et regarder si elles arrivent en
Bi+1. On va donc, pour chaque i, de´rouler la chaˆıne de Markov de´crite dans
l’algorithme MCMC et re´gie par Mi pendant un nombre de pas Tµi suffisant
pour atteindre le re´gime stationnaire. On regarde ensuite si au bout de ces Tµi
e´tapes, la particule a atteint le niveau Bi+1. On a donc de´fini des temps Tµi ,
nombres d’e´tapes ne´cessaires a` la chaˆıne re´gie par Mi pour atteindre le re´gime
stationnaire (ils de´pendent chacun de Tµ). Notons T = supi=1..M+1Tµi .
Pour capturer le comportement de la chaˆıne entre les diffe´rents niveaux, on
introduit la suite stochastique discre`te χn repre´sentant les «chemins» (non
continus) de X entre chaque e´tape. Ici les chemins ont la meˆme longueur
de´terministe T . χn est une chaˆıne de Markov a` valeurs dans l’ensemble des
excursions E = ∪p≥0({p} × F T ) et de matrice de transition Mn. Alors on a
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χ0 = (T0, XT0) et T0 = 0. Si la particule est arrive´e en Bn−1, on fait e´voluer
la chaˆıne pendant un temps T . Au bout de ce temps on regarde si la parti-
cule est en Bn. Si oui, Tn = nT + 1, XTn ∈ Bn et χn = (Tn, X[Tn−1+1,Tn]) =
(Tn, XTn−1+1, · · · , XTn). Dans le cas contraire, Tn = Tn−1, XTn /∈ Bn et χn =
XTn−1 . A l’inte´rieur de χn, X e´volue selon Mn.
Pour ve´rifier si les chemins ont re´ussi a` atteindre le niveau Bn, on introduit les
fonctions gn de´finies pour chaque chemin
xk:l = (l, (xj)j=k···l)
par
gn(xk:l) = 1{xl∈Bn}
Ainsi le succe`s se traduit par l’e´ve´nement
(g1(χ1) = 1, · · · , gM+1(χM+1) = 1)
et
P(V (X) ≥ a) = E(
M+1∏
p=1
gp(χp))
On rappelle que la mesure de probabilite´ µn ∈ P(E) sur l’espace E est de´finie
pour toute fonction borne´e f a` valeurs dans E par
µn(f) =
∫
f(x)µn(dx) =
µ(1{V (X)≥an−1}.)
µ(1{V (X)≥an−1})
:=
γn(f)
γn(1)
avec
γn(f) = E(f(χn)
n−1∏
p=1
gp(χp))
On appelle µn (resp. γn) la mesure normalise´e (resp. non-normalise´e) de
pre´diction. On de´finit le mode`le de correction de la fac¸on suivante :
µ̂n(f) :=
γ̂n(f)
γ̂n(1)
avec
γ̂n(f) = E(f(χn)
n∏
p=1
gp(χp))
On appelle µ̂n (resp. γ̂n) la mesure normalise´e (resp. non-normalise´e) de
correction.
Proposition 2.4.1. — On a les relations suivantes :
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– Avec ces notations,
µn(f) = E(f(χn)|Tn−1 = (n− 1)Tn−2 + 1)
µ̂n(f) = E(f(χn)|Tn = nTn−1 + 1)
– Lien entre γn et γ̂n : γn(fngn) = γ̂n(fn)
– Lien entre µn et µ̂n : µ̂n(fn) =
γn(fngn)
γn(gn)
= µn(fngn)
µn(gn)
– Lien entre γn et µn : γn(fn) = µn(fn)
∏n−1
p=1 µp(gp)
– Lien entre γ̂n et µ̂n : γ̂n(fn) = µ̂n(fn)
∏n−1
p=1 µp(gp)
Le lecteur est renvoye´ a` l’Annexe 2 pour les preuves de cette section.
De manie`re e´vidente, la quantite´ recherche´e P(V (X) ≥ a) n’est autre que
γM+1(gM+1) = γM+2(1)
Ainsi on a reformule´ notre proble`me avec le formalisme de Feynman-Kac et on
va donc pouvoir utiliser toute la the´orie sous-jacente. Tout d’abord, de´finissons
P(E) et Pn(E) par
P(E) := {mesures de probabilite´s sur E}
et
Pn(E) := {η ∈ P(E) : η(gn) > 0}
The´ore`me 2.4.1. — L’e´volution de µn est re´gie par le syste`me dynamique
non-line´aire suivant :
(13) µn+1 = Φn+1(µn)
avec Φ : Pn(E)→ P(E)
Φn+1(µ) = Ψn(µ)Mn+1
ou`
– Ψn : Pn(E)→ Pn(E) et
Ψn(µ)(dxn) =
gn(xn)
µ(gn)
µ(dxn)
Ψn est la transformation de Gibbs-Boltzman
– Mn+1 repre´sente le noyau de transition de la chaˆıne de Markov χn+1, ie
Mn+1(u, dv) = P(χn+1 ∈ dv|χn = u)
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La re´cursion (13) se traduit par deux transitions se´pare´es :
(14) µn −→
se´lection
µ̂n = Ψ(µn) −→
mutation
µn+1
Comme les gn sont des indicatrices, on e´crit Ψn(µ) = µSn,µ en termes de
transitions markoviennes de se´lection
Sn,µ(u, dv) = 1g−1n (1)(u)δu(dv) + [1− 1g−1n (1)(u)]Ψn(µ)(dv)
L’interpre´tation de ces mode`les discrets de Feynman-Kac a` l’aide de particules
se fait naturellement. Le mode`le consiste en N «particules-excursions» :
ζ in = (T
i
n, X
i
[T in−1,T
i
n]
) ∈ E ∪ {∆}
ζ̂ in = (T̂
i
n, X̂
i
[bT in−1,bT in]) ∈ E ∪ {∆}
Au temps n = 0, le syste`me initial se compose de N particules inde´pendantes
et identiquement distribue´es ζ i0 = (T
i
0, X
i
0) de loi µ0 = δ0 ∗ µ. Et comme
g0(u0) = 1, il n’y a pas de transition de correction a` la premie`re e´tape.
Puisqu’on ne sait pas re´soudre explicitement le syste`me dynamique (14), on va
chercher a` approximer le mode`le : le syste`me ge´ne´tique N-particulaire est base´
sur l’ide´e naturelle d’approximer (µn)n≥1 par une suite de mesures empiriques
µn ≈ µNn =
1
N
N∑
i=1
δζin
associe´es au syste`me des N particules interactives ζn = (ζ
1
n, · · · , ζNn ). En
d’autres termes, on approxime le sche´ma de double transition (14) du syste`me
en un sche´ma en deux temps
(15) µNn −→
se´lection
µ̂Nn =
1
N
N∑
i=1
δbζin −→mutation µ
N
n+1
ou` les ζ̂ in sont N variables ale´atoires inde´pendantes de meˆme loi
µ̂Nn = Ψn(µ
N
n ) = Ψn(
1
N
N∑
i=1
δζin) =
N∑
i=1
gn(ζ
i
n)∑N
j=1 gn(ζ
j
n)
δζin
On remarquera que µ̂Nn est la mesure d’occupation des excursions ayant atteint
le n-ie`me niveau.
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En utilisant les mesures approche´es µNn , on approxime γn par la mesure γ
N
n :
γn ≈ γNn (f) = µNn (f)
n−1∏
p=1
µNp (gp)
Ainsi on a transforme´ l’espe´rance d’un produit en le produit d’espe´rances.
Par conse´quent, une estime´e de P(V (X) ≥ a) est donne´e par
P(V (X) ≥ a) ≈ γNM+1(gM+1) = γNM+2(1) = µNM+2(1)
M+1∏
p=1
µNp (gp)
Comme les potentiels gn sont de´ge´ne´re´s, on de´finit un point cimetie`re ∆ tel
que ζn = ∆ signifie qu’aucune des particules ζ
i
n n’a re´ussi a` atteindre le niveau
Bn+1 et on e´tudiera le syste`me pour les n < τ
N ou`
τN := inf{n ≥ 0 : X iT in /∈ F, 1 ≤ i ≤ N}
Concre`tement, tant que n < τN , l’algorithme ge´ne´tique proce`de comme suit :
Etape 1 : Initialisation, n=0
Pour i=1..N, on ge´ne`re ζ i0 ∼ µ0 et on pose ζ̂ i0 = ζ i0.
Etape 2 : Mutation/Pre´diction ζ̂ in → ζ in+1
• Si ζ̂n = ∆, alors ζn+1 = ∆ : l’algorithme est stoppe´.
• Sinon, pour i=1..N, on ge´ne`re une nouvelle excursion depuis X iTn , selon la
transition markovienne de la chaˆıne de Markov χn+1. Cela revient a` faire
e´voluer X en partant de X iTn en T e´tapes ou pas selon le noyau markovien
Mn+1.
Etape 3 : Se´lection/Updating ζ in+1 → ζ̂ in+1
• On re´e´chantillonne les N particules ζ in+1 selon la mesure empirique :
Ψn+1(
1
N
N∑
i=1
δζin+1) =
N∑
i=1
gn(ζ
i
n+1)∑N
j=1 gn+1(ζ
j
n+1)
δζin+1 =
1
|INn+1|
∑
i∈INn+1
δζin+1
ou` INn+1 est l’ensemble des indices des particules ayant atteint le niveau n + 1
c-a`-d
INn+1 = {1 ≤ i ≤ N : X iT in+1 ∈ Bn+1}
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On travaille ainsi a` taille de population fixe´e et e´gale a` N .
• on pose n← n+ 1 et on revient a` l’e´tape 2.
2.4.3. Etude de l’estimateur. — Il est possible de borner la probabilite´
d’extinction de l’algorithme comme le montre le the´ore`me suivant :
The´ore`me 2.4.2. — ∀N ≥ 1, n ≥ 0,
P(τN ≥ n) ≤ a(n) exp{−Nb(n)}
avec des constantes a(n) et b(n) ne de´pendant que de n.
Rappelons que l’estimateur de P(V (X) ≥ a) est
γNM+2(1)1τN≥M+2
et c’est un estimateur sans biais :
The´ore`me 2.4.3. — ∀N ≥ 1,
E(γNM+2(1)1τN≥M+2) = γM+2(1)
Enonc¸ons maintenant le the´ore`me central limite :
The´ore`me 2.4.4. —√
N(1τN≥M+2γ
N
M+2(1)− P(V (X) ≥ a)) −→L,N→+∞ LM+2
ou` LM+2 est un processus gaussien centre´ de variance
v2M+1 =
M+1∑
q=1
γq(1)
2µq−1{Kq,µq−1 [Qq,M+2(1)−Kq,µq−1(Qq,M+2(1))]2}
Pour la de´finition des ope´rateurs Kq,µq−1 et Qq,M+2, le lecteur est renvoye´ a`
l’Annexe 2.
2.4.4. Etude de la variance asymptotique. — Dans le cas ou` les fonc-
tions de se´lection gk sont des indicatrices et plus particulie`rement dans notre
cas, la variance asymptotique devient simplement
Proposition 2.4.2. —
(16) v2M+1 = P(V (X) ≥ a)2
M∑
i=0
(
1
Pi+1
− 1
)
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et si les probabilite´s de transition sont toutes e´gales a` P0,
Corollaire 2.4.1. —
(17) v2M+1 = P(V (X) ≥ a)2(M + 1)
(
1
P0
− 1
)
Comparaison avec diffe´rents mode`les
1. On conside`re la me´thode na¨ıve base´e sur N copies inde´pendantes X i de X.
L’estimateur sans biais correspondant est simplement donne´ parN−1
∑N
i=1 1Bn(X
i).
Par le the´ore`me central limite classique, la suite
1√
N
N∑
i=1
[1BM+1(X
i)− P(V (X) ≥ a)]
converge en loi quand N → +∞ vers une v.a. LM+2 gaussienne centre´e et de
variance
v2M+1 = P(V (X) ≥ a)(1− P(V (X) ≥ a)) = PM+10
(
1− PM+10
)
puisque P(V (X) ≥ a) = PM+10 . On obtient alors,
v2M+1
v2M+1
=
1− PM+10
PM+10 (M + 1)
(
1
P0
− 1
) →
M→+∞
+∞
2. On conside`re le mode`le de branchement avec duplication des trajectoires,
de´ja` pre´sente´ au Chapitre 1 et e´tudie´ dans cette the`se dans les chapitres
suivants. L’estimateur sans biais correspondant est simplement donne´ par
N−1
∑N
i=1 Q˜i avec
Q˜i :=
N
(i)
A
RM
ou` N
(i)
A repre´sente le nombre de particules ayant atteint l’e´ve´nement A issues
de la particule initiale nume´ro i et R le nombre de splitting.
Le couˆt moyen d’une telle simulation est donne´ par
C = N(M + 1)
de meˆme que pour les algorithmes particulaires. Par le the´ore`me central limite
classique, comme les Q˜i sont des variables inde´pendantes, la suite
1√
N
N∑
i=1
[Q˜i − P(V (X) ≥ a)]
54 CHAPITRE 2. ME´THODES POUR L’E´TUDE DES E´VE´NEMENTS RARES
converge en loi quand N → +∞ vers une v.a. L˜M+2 gaussienne centre´e et de
variance
v˜2M+1 = P(V (X) ≥ a)2(M + 1)
(
1
P0
− 1
)
On obtient alors,
v˜2M+1
v2M+1
= 1
3. On conside`re maintenant le mode`le multi-niveaux adaptatif introduit par
Fre´de´ric Ce´rou et Arnaud Guyader dans [19] et pre´sente´ au chapitre 5 en
section 5.4. On ge´ne`re N copies inde´pendantes du processus e´tudie´ et on place
le premier niveau de telle fac¸on qu’une proportion p = k/N de particules arrive
a` ce niveau, particules que l’on conserve. On rege´ne`re a` partir de ce niveau
(N−k) nouvelles particules, de fac¸on a` avoir une taille de population constante.
On re´pe`te ce processus jusqu’a` de´passer le niveau e´tudie´. L’estimateur P̂N sans
biais correspondant est donne´ par rpm ou` r est la proportion de particules ayant
atteint l’e´ve´nement rare partant de l’avant-dernier niveau. Ecrivons P(V (X) ≥
a) = ρpm. On montre alors que la suite
1√
N
N∑
i=1
[
P̂N − P(V (X) ≥ a)
]
converge en loi quand N → +∞ vers une v.a. L̂m gaussienne centre´e et de
variance
v̂2m = P(V (X) ≥ a)2
[
m(
1
p
− 1) + (1
ρ
− 1)
]
Puisque ρpm = PM+10 ,
m
M + 1
=
logP0 − log ρ/M + 1
log p
On obtient alors que, lorsque a→ +∞, M +1 et m tendent vers l’infini et que
par conse´quent
v̂2m
v2M+1
→
a→+∞
logP0
log p
1
p
− 1
1
P0
− 1
On remarque que si la proportion p est choisie de fac¸on optimale, on obtient
bien l’e´quivalence des variances asymptotiques.
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2.4.5. Conclusion. — L’e´tude analytique des algorithmes particulaires a
pu eˆtre mene´e graˆce l’approche de Feynman-Kac de´veloppe´e dans [20], ou-
til mathe´matique particulie`rement bien adapte´ pour appre´hender ce type de
mode`le. Cependant, seuls des re´sultats asymptotiques ont pu eˆtre obtenus,
comme un re´sultat de loi forte des grands nombres, un the´ore`me central limite.
Il est aussi possible d’obtenir des principes de grandes de´viations. Par contre,
de´terminer des intervalles de confiance est bien plus de´licat. Toute la difficulte´
de l’e´tude de ce mode`le provient directement de la de´pendance entre les parti-
cules. D’ou` la ne´cessite´ d’introduire un mode`le simplifie´ sans interaction entre
les particules. Nous sommes guide´s par le fait que les particules deviennent
finalement «inde´pendantes» (propagation du chaos), voir [20]. Nous introdui-
sons dans le chapitre suivant ce mode`le simplifie´ et sans inte´raction entre les
particules afin d’e´tablir des re´sultats pre´cis, comme des bornes de Chernoff
de l’estimateur, et d’avoir de meilleures connaissance et compre´hension des
algorithmes a` trajectoires pre´fe´rentielles ge´ne´raux.
CHAPITRE 3
MODE`LE DE BRANCHEMENT AVEC
DUPLICATION DES TRAJECTOIRES
Nous nous proposons, dans ce chapitre, d’introduire le mode`le de branchement
avec duplication des trajectoires, de pre´senter les premiers re´sultats concernant
ce mode`le ainsi que l’algorithme optimal obtenu par minimisation de la va-
riance de l’estimateur sous une contrainte de couˆt. Les re´sultats de ce chapitre
sont l’objet de l’article [43] publie´ dans la revue Probability in the Engineering
and Informational Sciences.
3.1. Pre´sentation du mode`le
Le but est d’estimer la probabilite´ P(A) d’un e´ve´nement rare A correspon-
dant par exemple au de´passement d’un certain niveau L par un processus
X(t). Contrairement aux algorithmes d’e´chantillonnage pre´fe´rentiel, dans les
algorithmes multi-trajectoires pre´fe´rentiels, le syste`me e´volue selon la mesure
de probabilite´ initiale. Cette technique s’appuie sur l’hypothe`se qu’il existe
des e´tats interme´diaires identifiables visite´s par le syste`me plus souvent que
l’e´ve´nement rare lui-meˆme : de´finissons une suite de M + 1 ensembles Bi
emboˆıte´s
BM+1 ⊂ BM ⊂ · · · ⊂ B2 ⊂ B1
ou` BM+1 correspond a` A. On obtient ainsi une partition de l’espace d’e´tat en
re´gions Bi − Bi+1 appele´es re´gions d’importance. En ge´ne´ral, ces ensembles
sont de´finis graˆce a` une fonction Φ appele´e fonction d’importance de´finie sur
l’espace d’e´tat et a` valeurs dans R telle que pour tout i, Bi = {Φ ≤ Ti} pour
une certaine valeur Ti appele´e niveau avec T1 ≤ T2 ≤ .. ≤ TM ≤ L.
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Pre´cisons que nous ne conside`rerons, dans cette the`se, que des mode`les uni-
dimensionnels comme introduits par Garvels [26] et dans la me´thode RES-
TART expose´e au chapitre 2.
Dans ce cas, nous avons la formule produit
A=B4
B2
B1
O
B 3
Fig. 1. Mode`le de branchement avec duplication des trajectoires
(18) P(A) = P(A|BM)P(BM |BM−1) · · ·P(B2|B1)P(B1).
La probabilite´ d’inte´reˆt P(A) s’e´crit ainsi comme le produit deM+1 quantite´s
(probabilite´s conditionnelles) «moins rares» et donc plus faciles a` estimer et
avec plus de pre´cision que P(A) elle-meˆme, pour un couˆt de simulation donne´.
Dans ce mode`le, appele´ mode`le de branchement avec duplication des trajec-
toires, une apparition plus fre´quente de A est re´alise´e en dupliquant le pro-
cessus en Ri sous-processus de`s qu’il entre dans une re´gion Bi ou` sa chance
d’atteindre l’e´ve´nement rare est plus grande. On privile´gie ainsi les trajectoires
favorables. Un principe implicite ne´cessaire est que le niveau Bi+1 ne peut eˆtre
atteint depuis Bi−1 sans que ne le soit aussi Bi, ce qui est bien le cas puisque
les ensembles sont emboˆıte´s.
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Plus pre´cise´ment, dans ce mode`le et contrairement aux algorithmes particu-
laires, nous ne tenons pas compte de l’e´volution du processus entre les niveaux
mais seulement du franchissement des niveaux par ce dernier. L’ide´e de base
consiste alors a` faire un tirage de Bernoulli et ve´rifier si B1 est atteint ou non.
Si c’est le cas, on scinde le tirage en R1 tirages de Bernoulli {0, 1} et on ve´rifie
si B2 est atteint ou non, et ainsi de suite. Plus pre´cise´ment, chaque fois que
l’e´ve´nement Bi se produit, on simule Ri tirages et on renouvelle cette technique
chaque fois que l’e´ve´nement Bi+1 se produit. Si aucun seuil supe´rieur, ni A,
n’est atteint, on arreˆte le tirage concerne´. En ite´rant de fac¸on inde´pendante N
fois cette proce´dure, on aura conside´re´ NR1 · · ·RM tirages, en tenant compte
du fait que par exemple, si un niveau Bi a` la i-ie`me e´tape n’a pas e´te´ atteint,
les Ri · · ·RM tirages possibles ont e´choue´.
Les parame`tres inconnus sont le nombre N de particules envoye´es au de´part,
les nombres R1, .., RM de retirage, les probabilite´s P1, .., PM+1 de transition et
le nombre M de niveaux.
3.2. Estimateur de P(A)
Un estimateur sans biais de P(A) est donne´ par
(19) P̂ =
NA
N
∏M
i=1Ri
,
ou` NA est le nombre total de tirages ayant atteint A.
L’estimateur P̂ s’e´crit aussi sous la forme
(20) P̂ =
1
NR1..RM
N∑
i0=1
R1∑
i1=1
..
RM∑
iM=1
1i01i0i1 ..1i0i1..iM
ou` 1i0i1..ij repre´sente le re´sultat du j-ie`me tirage.
En fait, cet algorithme peut eˆtre repre´sente´ par N processus de branchement
inde´pendants. Notons Pi = P(Bi|Bi−1), i = 2, · · · ,M + 1 et P1 = P(B1) alors
l’identite´ (18) devient
(21) P(A) = P1 · · ·PM+1.
Conside´rons maintenant N processus de branchement inde´pendants (Z
(i)
n )n≥0,
i = 1, · · · , N ou` pour chaque i, Z(i)n est le nombre de particules issues de la
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i-ie`me particule (Z
(i)
0 =1) qui ont atteint le niveau Bn. Alors
(22) P̂ :=
1
N
N∑
i=1
Q˜i, ou` Q˜i =
Z
(i)
M+1
R1 · · ·RM .
Pour alle´ger les notations on conside`reN = 1 dans la suite, et ainsi on conside`re
le processus (Zn)n≥0 avec Z0 = 1. On a donc
(23) Zn+1 =
Zn∑
j=1
X(j)n
ou` pour chaque n, les variables ale´atoires (X
(j)
n )j≥1 sont i.i.d. de loi binomiale
de parame`tres (Rn, Pn+1) pour n ≥ 1 et de loi de Bernoulli de parame`tre P1
pour n = 0.
Notons que l’on peut re´e´crire Zi+1 sous la forme
Zi+1 =
Zi∑
j=1
Ri∑
k=1
Y
(j,k)
i
ou` les Y
(j,k)
i sont des lois de Bernoulli de parame`tre Pi+1.
Introduisons les quantite´s suivantes
m0 = P1, mn = RnPn+1, n = 1, · · · ,M + 1,
nombres moyens de particules re´ussissant a` atteindre le niveau supe´rieur, ainsi
que
r0 = 1, rn = R1 · · ·Rn, n = 1, · · · ,M,
et
p0 = 1, pn = P1 · · ·Pn, n = 1, · · · ,M + 1,
Alors
(24) Q˜ =
ZM+1
R1 · · ·RM = P(A)
ZM+1
m0 · · ·mM
Selon (23), on a E(Zn+1|Zn) = mnZn, et en ite´rant E(Zn+1) =
∏n
i=0mi. En
introduisant la variable ale´atoire Wn = Zn/E(Zn) on obtient une nouvelle
expression donne´e par
(25) Q˜ = P(A)WM+1
et on de´duit aise´ment que l’estimateur P̂ est sans biais.
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Remarque 3.2.1. — De´finissons maintenant la filtration F par la famille
des Fi de´finis par Fi = σ(Zj, j = 1 · · · i). Il est alors imme´diat que (Wn)n est
une martingale pour la filtration F . De plus,
E(Zi+1|Fi) = E(Zi+1|Zi) = E(
Zi∑
j=1
Ri∑
k=1
Y
(j,k)
i |Zi)
= Zi
Ri∑
k=1
E(Y
(j,k)
i |Zi) = ZiRiE(Y (j,k)i ) = ZiRiPi+1
D’ou` l’on de´duit que
– (Zi)i est une F-martingale si RiPi+1 = 1 pour tout i = 1 · · ·M ,
– (Zi)i est une F-sur-martingale si RiPi+1 < 1 pour tout i = 1 · · ·M ,
– (Zi)i est une F-sous-martingale si RiPi+1 > 1 pour tout i = 1 · · ·M .
La relation RiPi+1 = 1 joue donc un roˆle de´terminant. Lorsqu’elle est ve´rifie´e,
on a
E(Zi) = NP1
qui signifie que le nombre moyen de succe`s a` chaque niveau est constant.
Une autre relation inte´ressante est la suivante :
RiPi = 1
Dans ce cas, E(Zi) = NPi ; ce qui traduit le fait que le nombre moyen RiZi
d’e´chantillons ge´ne´re´s au niveau i est constant et e´gal a` N . On travaille donc,
dans ce cas-la`, a` taille moyenne de population constante a` chaque niveau. La
variable ale´atoire Z˜i = RiZi, qui repre´sente le nombre (ale´atoire) de particules
ge´ne´re´es au niveau i, est alors une martingale.
Rappelons que, dans le mode`le des syste`mes particulaires pre´sente´ en section
2.4, la taille de la population a` chaque niveau est aussi constante.
3.3. Le mode`le de Galton-Watson
Nous venons de voir que nous pouvons repre´senter l’algorithme de branche-
ment avec duplication des trajectoires comme N processus de branchement de
Galton-Watson, les seuils repre´sentant les diffe´rentes ge´ne´rations. Nous rap-
pelons dans cette partie quelques proprie´te´s e´le´mentaires des processus de
Galton-Watson. Pour plus de de´tails voir, par exemple, Harris [37], Lyons [50]
et Athreya et Ney [6].
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Le mode`le de Galton-Watson a e´te´ introduit par Galton et Watson dans les
anne´es 1870 afin d’e´tudier l’extinction des familles dans une population. On
conside`re ainsi une population telle que les individus de l’ensemble initial ont
des descendants qui constituent la 1e`re ge´ne´ration, les descendants de ceux-
ci forment la 2ie`me ge´ne´ration...et ainsi de suite. Ce processus est de nature
ale´atoire.
Ainsi de´fini, si Zn repre´sente le nombre d’individus a` la n-ie`me ge´ne´ration
et Z0 = 1, alors
Zn+1 =
Zn∑
i=1
Xni ,
ou` les Xni sont des v.a. i.i.d. qui repre´sentent le nombre de descendants du
i-ie`me individu a` la n-ie`me ge´ne´ration.
Nous ferons les hypothe`ses suivantes :
– (Zn) est une chaˆıne de Markov, dont les transitions sont inde´pendantes
du temps.
– Le nombre de descendants d’un pe`re est inde´pendant du nombre d’indi-
vidus pre´sents.
De´finition 3.3.1. — Si P(Z1 = k) = pk avec
∑
k pk = 1, alors on de´finit la
fonction ge´ne´ratrice de Z1 par
f(s) = E(sZ1) =
∞∑
k=0
pks
k pour |s| ≤ 1.
Les ite´re´es de la fonction f sont alors f0(s) = sf1(s) = f(s)
fn+1(s) = f(fn(s)).
Dans ce cas, fn+m(s) = fm(fn(s)) et fn+1(s) = fn(f(s)).
Un re´sultat remarquable est le suivant :
The´ore`me 3.3.1. — La fonction ge´ne´ratrice de Zn est la n-ie`me ite´re´e de f,
la fonction ge´ne´ratrice de Z1.
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On en de´duit par re´currence les moments de Zn, notamment l’espe´rance et la
variance :
Lemme 3.3.1. — Soit m = E(Z1). Alors l’espe´rance de Zn, E(Zn) est m
n et
sa variance est donne´e par
var(Zn) =
{
mn(mn−1)
m2−m var(Z1) si m 6= 1
nvar(Z1) si m = 1.
Si les moments d’ordres supe´rieurs de Z1 existent alors il en est de meˆme pour
ceux de Zn et ils sont obtenus de manie`re similaire, par re´currence.
L’introduction de la fonction ge´ne´ratrice permet surtout d’e´tudier la probabi-
lite´ d’extinction du processus, c.-a`-d. la probabilite´ de l’e´ve´nement {Zn →
n→∞
0}.
Cette probabilite´ d’extinction est alors donne´e par
q := P(Zn →
n→∞
0) = P(Zn = 0 pour un n ∈ N) = lim
n→∞
fn(0).
On a le the´ore`me suivant :
The´ore`me 3.3.2. — Si m ≤ 1, alors la probabilite´ d’extinction q vaut 1. Si
m > 1, alors q est l’unique solution positive et infe´rieure a` 1 de l’e´quation
(26) s = f(s).
La suite (Zn) tend soit vers l’infini soit vers ze´ro ; comme le montre le re´sultat
suivant, elle ne peut rester strictement positive et borne´e, meˆme lorsquem = 1.
The´ore`me 3.3.3. — Quel que soit m fini, lim
n→∞
P(Zn = k) = 0, k = 1, 2, · · ·
De plus, Zn →
n→∞
∞ avec la probabilite´ 1− q et Zn →
n→∞
0 avec la probabilite´ q.
Nous dirons que le processus est critique si m = 1, surcritique si m > 1 et
sous-critique si m < 1. Etudions le comportement asymptotique de Zn.
The´ore`me 3.3.4 (Cas surcritique). — Notons Wn = Zn/m
n pour n =
0, 1, · · · . Si m > 1 et E(Z21 ) < ∞, les variables ale´atoires Wn convergent
presque suˆrement et en moyenne quadratique vers une variable ale´atoire W
telle que
E(W ) = 1 et var(W ) =
var(Z1)
m2 −m > 0
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The´ore`me 3.3.5 (Cas sous-critique). — Si m < 1 et E(Z21 ) < ∞, pour
tout j = 1, 2, · · · , on a
lim
n→∞
P(Zn = j|Zn 6= 0) = bj
existe et
∑∞
j=1 bj = 1. De plus, la fonction ge´ne´ratrice g(s) =
∑
j bjs
j ve´rifie
l’e´quation fonctionnelle
gof(s) = mg(s) + 1−m, |s| ≤ 1
Notons que dans le cas limite m = 1 du the´ore`me 3.3.2 (cas critique), la
population s’e´teint avec probabilite´ 1 lorsque n tend vers l’infini. Nous avons
en fait un re´sultat asymptotique plus pre´cis :
Lemme 3.3.2. — Soit m = 1 et f (3)(1) < ∞. Soit S l’ensemble des points
e´tant : soit inte´rieurs au cercle unite´, soit sur l’arc −θ0 ≤ arg(s) ≤ θ0 du
cercle unite´, point s = 1 exclu, pour un certain θ0. On a alors
1
1− fn(s) =
1
1− s +
nf”(1)
2
+O(logn), s ∈ S, n→∞.
En prenant s = 0 dans le lemme pre´ce´dent, on en de´duit la probabilite´ d’ex-
tinction quand n est grand :
P(Zn > 0) ∼ 2
nf ”(1)
.
Enfin, on obtient le the´ore`me suivant de´crivant la distribution de Zn quand n
est grand :
The´ore`me 3.3.6 (Cas critique). — Soit m = 1 et f (3)(1) <∞. On a alors
lim
n→∞
P(
2Zn
nf”(1)
> u|Zn 6= 0) = e−u, u ≥ 0.
Ce re´sultat traduit bien le caracte`re d’e´ve´nement rare lorsque le nombre de
ge´ne´rations augmente.
3.4. Optimisation de l’algorithme
3.4.1. Etude de la variance. — Comme fait dans [60], on de´duit l’expres-
sion de la variance de l’estimateur P̂ par re´currence.
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Proposition 3.4.1. — En utilisant les notations introduites en Section 3.2,
il vient
(27) var(P̂ ) =
P(A)2
N
[ M∑
i=0
1
ri
(
1
pi+1
− 1
pi
)]
Avec les notations pre´ce´dentes, on peut re´e´crire la variance sous la forme
(28) var(P̂ ) =
P(A)2
N
M∑
i=0
1− Pi+1
m0 · · ·mi
De´monstration. — Tout d’abord, var(P̂ ) = P(A)
2
N
var(WM+1). Calculer var(P̂ )
revient donc a` calculer var(WM+1).
Notons que pour toute variable ale´atoire X et F filtration,
(29) var(X) = var(E(X|F)) + E( var(X|F))
En appliquant (66) a` X = WM+1 =
ZM+1
P1
QM
i=1 RiPi+1
et F = σ(ZM) et puisque
WM est une martingale, on obtient
var(WM+1) = var(WM) +
1
[P1
∏M
i=1RiPi+1]
2
E ( var(ZM+1|σ(ZM)))
= var(WM) +
1
[P1
∏M
i=1RiPi+1]
2
E (ZM var(XM |σ(ZM)))
= var(WM) +
RMPM+1(1− PM+1)
[P1
∏M
i=1RiPi+1]
2
E (ZM)
puisque X iM ∼ Bin(RM , PM+1)
= var(WM) +
1− PM+1
P1
∏M
i=1RiPi+1
E (WM)
Par une re´currence descendante,
var(WM+1) = var(W0) +
M∑
k=0
1− Pk+1
P1
∏k
i=1RiPi+1
E (Wk)
Il reste donc a` calculer l’espe´rance de Wk mais comme Wk est une martingale
d’apre`s la Remarque 3.2.1,
E (WM) = E (WM−1) = · · · = E (W0) = 1
D’ou` on de´duit le re´sultat.
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Remarque 3.4.1. — Le principe de la re´currence a une interpre´tation concre`te :
si dans une simulation avec n seuils, les retirages ge´ne´re´s au premier niveau
ne sont pas pris en compte sauf un que l’on appellera trajectoire principale,
on obtient une simulation avec n− 1 seuils.
Remarque 3.4.2. — On de´duit de cette preuve, pour le cas ou` Rk = R et
Pk = P0 pour tout k, que
var(WM+1) =

(
1
P0
− 1
)
mM+1−1
(m−1)mM =: σ
2
M+1 pour m 6= 1(
1
P0
− 1
)
(M + 1) pour m = 1
On peut aussi de´duire ce re´sultat du lemme 3.3.1.
3.4.2. Etude du couˆt. — Notre but est de minimiser la variance pour un
budget fixe´, et d’en de´duire les valeurs optimales de N ,R1,..,RM , P1, .., PM+1
et M . Par conse´quent, il s’agit de de´crire le couˆt d’une simulation : chaque
fois qu’une particule est ge´ne´re´e, cela entraˆıne un couˆt moyen de´crit par une
fonction h. On suppose que
– le couˆt h d’une particule pour atteindre Bi partant de Bi−1 de´pend seule-
ment de Pi (et non du niveau de de´part ni du point de de´part),
– h est croissante en x (ce qui signifie que plus la probabilite´ de transition
est petite, plus difficile est la transition et par conse´quent plus le couˆt est
e´leve´),
– h est positive,
– h converge vers une constante (en ge´ne´ral petite) quand x tend vers 1.
Le couˆt (moyen) est ainsi donne´ par la formule
(30) C = E(Nh(P1) +R1N1h(P2) +R2N2h(P3) + ..+ RMNMh(PM+1))
ou` Ni est le nombre de tirages qui ont atteint le niveau i. Finalement,
Proposition 3.4.2. — En utilisant les notations introduites en Section 3.2,
il vient
(31) C = N
M∑
i=0
h(Pi+1)ripi
Exemple 3.4.1. — Etudions la marche ale´atoire simple sur Z partant de 0
que l’on tue de`s qu’elle atteint −1 ou k (succe`s si elle atteint k, e´chec sinon).
Posons donc Xn tel que X0 = 0 et Xn =
∑n
i=1 Yn ou` {Yn} est une suite
de variables ale´atoires sur {−1, 1} avec P(Yn = 1) = P(Yn = −1) = 12 et
de´finissons Tk = inf{n ≥ 0 : Xn = −1 ou k}.
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On peut ve´rifier facilement que Xn et X
2
n− n sont des martingales. D’apre`s le
the´ore`me d’arreˆt de Doob, E(XTk) = 0 et E(X
2
Tk
) = E(Tk), ce qui conduit a`
p := P(XTk = k) =
1
k + 1
et E(Tk) = k =
1
p
− 1
c-a`-d le couˆt ne´cessaire pour atteindre le niveau supe´rieur est 1
p
− 1 si p est la
probabilite´ de succe`s.
3.4.3. Minimisation de la variance a` couˆt fixe´. — Pour minimiser la
variance de P̂ , nous proce´dons en trois e´tapes :
1. On optimise la variance en N,R1, .., RM a` P1, .., PM+1 fixe´s (c-a`-d aux
niveaux Bi fixe´s).
2. On injecte ces valeurs optimales dans la variance et on de´duit les va-
leurs optimales des Pi pour i = 1 · · ·M + 1 sous la contrainte P(A) =
P1 · · ·PM+1.
3. On injecte ces valeurs optimales dans la variance et on de´duit la valeur
optimale de M , nombre de seuils.
1. Valeurs optimales de N,R1, .., RM .
En utilisant la me´thode des multiplicateurs de Lagrange, on obtient
Ri =
ri
ri−1
=
√
h(Pi)
h(Pi+1)
√
1
PiPi+1
√
1− Pi+1
1− Pi i = 1, ..,M(32)
N =
1√
h(P1)
C
√
1/P1 − 1∑M+1
i=1
√
h(Pi)
√
1
Pi
− 1
(33)
2. Valeurs optimales de P1, .., PM+1.
Ainsi la variance devient
var(P̂ ) =
P(A)2
C
[M+1∑
i=1
√
h(Pi)
√
1
Pi
− 1
]2
En proce´dant de la meˆme fac¸on que pre´ce´demment sous la contrainte
P(A) = P1..PM+1, on obtient que les Pi ve´rifient
2
√
Cλ
√
h(x)(
1
x
− 1) = h′(x)(1− x)− h(x)
x
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Si nous supposons l’existence d’une unique solution a` cette e´quation, on a
Pi = g(λ), d’ou` P(A) = g(λ)
M+1 et g(λ) = P(A)
1
M+1 . Finalement,
(34) Pi = P(A)
1
M+1 i = 1, ..,M + 1
3. Valeur optimale de M .
Les valeurs optimales des P1, .., PM+1 entraˆınent que les Ri optimaux sont
e´gaux a` 1/Pi = 1/P(A)
1/(M+1), i = 1, ..,M et donc
var(P̂ ) =
P(A)2
C
(M + 1)2h(P(A)1/M+1)(P(A)−1/M+1 − 1)
qu’il s’agit de minimiser en M . Remarquons que RiPi = 1. Posons
f(M) =
P(A)2
C
(M + 1)2h(P(A)1/M+1)(P(A)−1/M+1 − 1),
dont la de´rive´e s’annule en
(35) F (y) := (2(1− ey) + y)h(ey)− y(1− ey)eyh′(ey) = 0, avec y = lnP(A)
M + 1
En ge´ne´ral, on n’obtient pas un entier. On a y0 =
lnP(A)
M+1
c-a`-dM +1 = [ lnP(A)
y0
]
ou [ lnP(A)
y0
] + 1. Posons lnP(A)
y0
= n+ x avec 0 < x < 1. Alors
– si M + 1 = n, y = lnP(A)
n
,
– si M + 1 = n+ 1, y = lnP(A)
n+1
.
et la valeur du rapport ρ := f(n−1)
f(n)
donne le choix optimal pour M :
– si ρ <1, M = n− 1,
– si ρ >1, M = n.
Ainsi le nombre optimal de niveaux est donne´ par M = [ lnP(A)
y0
] − 1 ou M =
[ lnP(A)
y0
] avec y0 solution de F (y) = 0. Alors M minimise
var(P̂ ) =
P(A)2
C
[lnP(A)]2 y−2h(ey)(e−y − 1)
Exemple 3.4.2. — Pour h = 1, on doit re´soudre y = 2(ey − 1). On obtient
y1 = 0 et y2 ≈ −1.5936. y2 est un minimum et la valeur optimale de M est
(36) M = [−0.6275 lnP ]− 1 ou [−0.6275 lnP(A)]
Avec P(A) = 10−k,
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k n rapport(ρ) >1,<1 M k n rapport(ρ) >1,<1 M
1 1 > 1 6 8 > 8
2 2 > 2 9 13 < 12
3 4 < 3 12 17 < 16
4 5 > 5 15 21 > 21
5 7 < 6 18 26 < 25
Notons que M croˆıt lorsque P(A) de´croˆıt et avec cette valeur de M , chaque Ri
et Pi deviennent
(37) Ri ≈ 5 et Pi ≈ 1
5
.
Donc les nombres optimaux de retirage et les probabilite´s de transition opti-
males sont «inde´pendants» de la probabilite´ de l’e´ve´nement rare.
De plus, asymptotiquement, M = n = [ lnP(A)
y0
]− 1, donc
Pi = P(A)
1
M+1 = e
ln P(A)
M+1 = ey0 et P(A) = e−(n+1)|y0|
De´crivons maintenant brie`vement les solutions possibles de (35). Rappelons
que nous voulons re´soudre (35) c-a`-d si z = ey et z 6= 0, 1,
h′(z)
h(z)
=
1
z
(
2
ln z
+
1
1− z )
En notant, H(z) = h
′(z)
h(z)
et L(z) = l
′(z)
l(z)
= 1
z
( 2
ln z
+ 1
1−z ), il s’agit de re´soudre
(38) H(z) = L(z)
Tout d’abord, soit z0 la solution de 2(z − 1) = ln z. Puisque h′ ≤ 0, H est
ne´gatif et une e´tude rapide permet de montrer que L est positif sur ]0, z0[ et
ne´gatif sur ]z0, 1[. Par conse´quent, les solutions de (38) sont dans ]z0, 1[, s’il en
existe. Ainsi re´soudre (35) est e´quivalent a` e´tudier les intersections entre H et
L. Une e´tude rapide de ces fonctions montre qu’il y a deux cas a` distinguer
(voir Figure 2) :
– cas 1 : nombre impair d’intersections entre L et H
⇔ H(z) > L(z) pre`s de 1
⇔ h′′(1) < 0
– cas 2 : nombre pair d’intersections ou aucune entre L et H
Notons que y = 0 est une solution de (35). Dans le cas 1, cette solution cor-
respond a` un maximum et dans le cas 2, a` un minimum. Et le second cas est
exclu puisque nous avons fait l’hypothe`se h(1) > 0.
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Case 1 : 1 intersection 
Case 2 : 0 intersection 
Case 2 : 2 intersections         
        L(z) 
Fig. 2. Behavior of H and L
Remarque 3.4.3. — La solution y = 0 correspond aux valeurs optimales
suivantes
M =∞, Pi = 1, Ri = 1, N ∼
M→∞
C
(M + 1)h(1) + ln(P(A))h′(1)
Mais Pi = 1 implique que P(A) = 1 et Ri = 1 signifie que l’on re´alise une
simulation simple, sans retirage.
Exemple 3.4.3. — Ici P(A) = 10−12 et C = 104.
1) Dans l’exemple 3.4.1, h(1) = 0 et nous sommes dans le cas 2 : l’unique
solution y = 0 est un minimum.
2) Posons h(x) = 1
x
− 8x2 + 12x − 5. h(1) = 0 et nous sommes dans le cas
1 : y = 0 et y ≈ −0.9919 sont les solutions. y = 0 est le maximum et l’autre
solution le minimum. Prenons y ≈ −0.9919, on obtient alors
M = 26, P0 ≈ 0.3594, R ≈ 2.7826 et N ≈ 22.9
et on peut prendre R = 3 et N = 23.
3) Prenons h(x) = ( 1
x
−1)2e6x. h(1) = 0 et nous sommes dans le cas 2 : y = 0,
y1 ≈ −0.4612 et y2 ≈ −0.5645 sont les solutions. y = 0 est le minimum et la
seconde solution le maximum.
4) Posons h(x) = 1
x
. Ici h(1) = 1. On souhaite re´soudre (35) dont les solutions
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sont y = 0 et y ≈ −0.6438. Prenons y ≈ −0.6438, on obtient
M = 41, P0 ≈ 0.5179, R ≈ 1.9307 et N ≈ 34.5
et on peut prendre R = 2 et N = 34.
Remarque 3.4.4. — Bien que nous aimerions prendre Ri tel que RiPi = 1,
nous sommes contraints a` choisir Ri entier et positif. Dans la suite de ce
chapitre, nous supposerons que nous sommes dans le cas favorable ou` Ri = 1/Pi
est un entier.
3.4.4. Remarques sur l’algorithme optimal. — Tout d’abord, notons
que les valeurs optimales pour les (Ri)i : Ri =
1
P0
:= R et (Pi)i : Pi = P0
entraˆınent que
RiPi+1 = 1
Ce re´sultat n’est pas surprenant puisqu’il signifie que le processus de bran-
chement obtenu est un Galton-Watson critique et traduit un certain e´quilibre
entre un nombre de re´pliques trop important qui entraˆınerait l’explosion du
couˆt et un nombre de re´pliques insuffisant conduisant a` un arreˆt pre´mature´ de
l’algorithme.
Ensuite, avec ce choix optimal des parame`tres, (Zn) est une martingale (cf. :
Remarque 3.2.1).
(Zn) est aussi une chaˆıne de Markov de probabilite´s de transition
P (i, j) = P(Zn+1 = j|Zn = i) =
{
q⋆ij i ≥ 1, ≤ 0
δ0j i = 0, j ≥ 0
ou` (q⋆ik )k est la convole´e n-ie`me de qk, qk e´tant de´finie par
qk = P(Bin(R,P0) = k).
Rappelons que la n-ie`me convole´e de qk est la loi de la somme de i variables
inde´pendantes chacune re´gie par les probabilite´s (qk)k.
Enfin, lorsque h ≡ 1, la variance a alors l’expression suivante
var(P˜ ) =
P(A)2
N
(M + 1)
(
1
P0
− 1
)
et nous remarquons que, comme annonce´ en section 2.4, la variance du mode`le
de branchement avec duplication des trajectoires a la meˆme expression que la
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variance asymptotique des syste`mes particulaires. C’est ce re´sultat qui avait
motive´ l’introduction du mode`le e´tudie´ dans cette the`se.
3.5. Applications
3.5.1. File d’attente. — Afin d’analyser le comportement des diffe´rentes
me´thodes de´crites ci-dessus, on les compare sur un exemple concret : on conside`re
une file d’attente M/M/1 et on veut estimer la probabilite´ que la queue at-
teigne la longueur L0 = 150. Les re´sultats sont pre´sente´s en Figure 3. Comme
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Fig. 3. Comparaison entre les diffe´rentes me´thodes-Files d’attente
on s’y attendait et puisque on travaille a` couˆt fixe´ C (C = 104), la simu-
lation simple s’arreˆte apre`s quelques ite´rations, faute d’un nombre suffisant
d’e´chantillons. Par contre, le mode`le de branchement avec duplication des tra-
jectoires permet d’estimer la probabilite´ recherche´e et les re´sultats sont proches
des re´sultats the´oriques.
3.5.2. Approximate counting. — Ce mode`le peut aussi eˆtre applique´ a`
l’«approximate counting». Voir [40] et [22] pour plus de de´tails.
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Le but est d’estimer le nombre de solutions du proble`me du sac a` dos («Knap-
sack problem») c-a`-d d’estimer le cardinal de Ω de´fini par
Ω := {x ∈ {0, 1}n : a.x :=
n∑
i=1
aixi ≤ b}
pour un vecteur re´el et a` coordonne´es positives a = (ai)
n
i=1 et b un nombre re´el.
On applique l’algorithme appele´ Markov Chain Monte Carlo (MCMC) (voir
[52] et Annexe 3 pour plus de de´tails) : on construit une chaˆıne de Markov
MKnap d’espace d’e´tat Ω et de transitions d’un e´tat x = (x1, .., xn) ∈ Ω de´finies
par
– avec probabilite´ 1
2
posons y = x ;
– sinon choisissons ale´atoirement i uniforme´ment dans {1, .., n} et posons
y′ = (x1, .., xi−1, 1 − xi, xi+1, .., xn) Si a.y′ ≤ b alors posons y = y′, sinon
posons y = x.
Le nouvel e´tat est y. Cette marche ale´atoire sur l’hypercube tronque´ par l’hy-
perplan a.x = b converge vers la loi uniforme sur Ω. Ceci sugge`re une proce´dure
pour se´lectionner ale´atoirement les solutions Knapsack «quasi-uniforme´ment».
Partant de (0, .., 0), on simule MKnap pendant un nombre suffisant de pas de
fac¸on a` ce que la loi sur les e´tats soit «proche» (1) de la loi uniforme, alors on
renvoie l’e´tat atteint. Bien suˆr ge´ne´rer dans Ω n’est pas estimer la taille de Ω.
Mais cela y conduit.
Gardons le vecteur a fixe´ mais autorisons b a` varier. Notons Ω(b) etMKnap(b)
au lieu de Ω etMKnap pour insister sur cette de´pendance en b. Supposons sans
perte de ge´ne´ralite´ que a1 ≤ .. ≤ an et de´finissons
b1 = 0 et bi = min{b,
i−1∑
i=1
aj}.
On peut facilement ve´rifier que
|Ω(bi−1)| ≤ |Ω(bi)| ≤ (n + 1)|Ω(bi−1)|
(1)Le proble`me est de borner le nombre de pas ne´cessaires pour que la chaˆıne de Markov
MKnap(b) soit «proche» de la stationnarite´. Plus pre´cise´ment, nous recherchons une borne
du «mixing time» :
τmix(ν) := min{t : ∆x(t′) ≤ ν pour tout t′ ≥ t}
ou` ∆x(t) = maxS⊂Ω |P t(x, S) − Π(S)| et Π est la loi stationnaire. Dans [40], il est montre´
que O(n9/2+ν) pas suffisent.
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Maintenant e´crivons
|Ω(b)| = |Ω(bn+1)| = |Ω(bn+1)||Ω(bn)|
|Ω(bn)|
|Ω(bn−1)| ..
|Ω(b2)|
|Ω(b1)| |Ω(b1)| := ρ
−1
n ..ρ
−1
1(39)
Chaque rapport ρi =
|Ω(bi)|
|Ω(bi+1)| peut eˆtre estime´ en ge´ne´rant «quasi-uniforme´ment» dans
Ω(bi+1), en utilisant la chaˆıne de Markov MKnap(bi+1) et en calculant la frac-
tion de particules ayant atteint Ω(bi).
Application nume´rique :
Prenons par exemple a = [1, 2, 3, 4], b = 3, h = 1, R = 5 et C = 2600.
On choisit les niveaux comme sugge´re´ pre´ce´demment : on de´finit d’abord
b1 = 0, b2 = 1, b3 = 3, b4 = 3 et b5 = b, puis B0 = Ω, B1 = Ω(b4),
B2 = Ω(b3), B3 = Ω(b2) et B4 = Ω(b1).
Ainsi ici M = n− 1, N = C/n et nstep = 1020.
De fac¸on e´vidente, Card(Ω) = 5.
On re´alise trois simulations diffe´rentes : d’abord la simulation simple, en-
suite celle sugge´re´e dans [40] et consistant a` estimer les n rapports de fac¸on
inde´pendante et enfin celle base´e sur le mode`le de branchement avec duplica-
tion des trajectoires. On obtient les estimations suivantes de Card(Ω) :
– estimation par simulation simple = 4.088,
– estimation par les n ratios = 5.44,
– et estimation par branchement avec duplication des trajectoires = 5.019.
Bien que les niveaux n’ont pas e´te´ choisis de fac¸on optimale, le mode`le de
branchement avec duplication des trajectoires apporte une ame´lioration.
3.5.3. Comparaison du mode`le avec l’e´chantillonnage pre´fe´rentiel.
— On e´tudie, a` nouveau, une file d’attente M/M/1 de parame`tre d’arrive´e
λ et de parame`tre de de´part µ tels que λ < µ (puisque de´passer L0 doit eˆtre
rare). Ainsi les probabilite´s d’arrive´e et de de´part sont donne´es par{
P( arrive´e ) = λ
λ+µ
P( de´part ) = µ
λ+µ
Nous e´tudions dans cette section la probabilite´ que la longueur de la file
de´passe la longueur L0 avant d’eˆtre nulle et souhaitons comparer les mode`les
d’e´chantillonnage pre´fe´rentiel et de branchement avec duplication des trajec-
toires.
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D’apre`s [38], le changement optimal dans le cadre de la file d’attente M/M/1
est donne´ par {
λ∗ = µ
µ∗ = λ
On e´tudie N files qui partent de 1. On les fait e´voluer selon les parame`tres
d’arrive´e et de de´part λ∗ et µ∗ respectivement et l’estimateur sans biais de la
probabilite´ recherche´e est
P̂IS =
1
N
N∑
i=1
1Yi≥L0L(Yi)
Posons {
pλ =
λ∗
λ∗+µ∗
λ+µ
λ
pµ =
µ∗
λ∗+µ∗
λ+µ
µ
Le rapport de vraisemblance est actualise´ a` chaque nouvel e´ve´nement dans le
cycle par L = L∗pλ ou L∗pµ selon que cet e´ve´nement correspond a` une arrive´e
ou un de´part.
Pour la simulation avec le mode`le de branchement avec duplication des tra-
jectoires, on proce`de comme a` l’accoutume´e. On e´tudie N files qui partent de
1. De`s qu’une file atteint le seuil supe´rieur avant de retourner en 0, elle est
duplique´e en R sous-files qui continuent d’e´voluer a` partir de ce seuil et ainsi
de suite. L’estimateur sans biais de la probabilite´ recherche´e est donne´ par
P̂Splitt =
1
N
N∑
i0=1
1
RM
R∑
i1=1
..
R∑
iM=1
1i01i0i1 ..1i0i1..iM
ou` 1i0i1..ij repre´sente le re´sultat du j-ie`me tirage (c-a`-d il vaut 1 si on atteint
Bj, 0 sinon).
Pour L0 = 20 et en plac¸ant les seuils de 2 en 2, les re´sultats obtenus pour
diffe´rentes valeurs de ρ et pour des couˆts e´quivalents sont consigne´s dans les
tableaux suivants.
Pour ρ = 0.4, P = 1.649267e− 08 et pour C de l’ordre de 4e+ 07,
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IS Splitting
Estimateur 1.650651e− 08 −
Borne inf IC 1.648443e− 08 −
Borne sup IC 1.652859e− 08 −
Erreur relative 0.000839 −
Largeur rel. IC 0.002677 −
Pour ρ = 0.6, P = 2.437528e− 05 et pour C de l’ordre de 4e+ 07,
IS Splitting
Estimateur 2.434702e− 05 2.230000e− 05
Borne inf IC 2.429808e− 05 5.853636e− 06
Borne sup IC 2.439597e− 05 2.522682e− 05
Erreur relative 0.001159 0.085139
Largeur rel. IC 0.004016 0.240146
Pour ρ = 0.8, P = 0.002916 et pour C de l’ordre de 8e+ 06,
IS Splitting
Estimateur 0.002909 0.00306500000000
Borne inf IC 0.002887 0.002957
Borne sup IC 0.002929 0.003173
Erreur relative 0.002765 0.051125
Largeur rel. IC 0.014195 0.074311
Commentaires : Tout d’abord, plus les probabilite´s de de´part et d’arrive´e sont
e´loigne´es de 1/2 et plus l’e´chantillonnage pre´fe´rentiel sera efficace. Ensuite,
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l’avantage du mode`le de branchement avec duplication des trajectoires est
qu’en introduisant les niveaux interme´diaires, on re´duit la longueur de chaque
file et par conse´quent le couˆt ne´cessaire pour atteindre A. On remarque enfin
que l’e´chantillonnage pre´fe´rentiel semble efficace pour toute valeur de ρ alors
que la pre´cision du mode`le de branchement avec duplication des trajectoires
se de´grade lorsque ρ de´croit. Mais rappelons que l’e´chantillonnage pre´fe´rentiel
ne´cessite une tre`s bonne connaissance du processus e´tudie´ et peut s’ave´rer par
conse´quent, de´licat a` appliquer.
3.5.4. Un exemple sur les arbres. — L’espace d’e´tat est ici un arbre en-
racine´ et les particules se de´placent de la racine vers les feuilles. Pour chaque
noeud v de l’arbre, on associe a` chacune de ses branches v1, .., vm les pro-
babilite´s p(v1|v), .., p(vm|v) ; la particule issue de v choisit alors son chemin
selon ces probabilite´s. Le but de l’algorithme est de trouver un noeud profond
dans l’arbre c-a`-d a` la profondeur au moins d. En tronquant a` la profondeur d,
le proble`me devient alors ”quelle est la probabilite´ que le plus profond noeud
trouve´ par l’algorithme soit a` la profondeur maximale d ?”
De la meˆme fac¸on que dans les mode`les e´tudie´s pre´ce´demment, les probabilite´s
de transition p(vi|v) sont inconnues ; par contre, e´tant donne´ un noeud v de
l’arbre, on sait choisir une branche de v selon la loi de probabilite´ pre´ce´dente.
De´crivons maintenant l’algorithme du mode`le de branchement avec duplication
des trajectoires. On part a` l’e´tape 0 avec B particules a` la racine. A l’e´tape
i, il y a un nombre ale´atoire de particules toutes en un noeud de l’arbre a` la
profondeur i. Si toutes les particules sont en des feuilles, on arreˆte l’algorithme.
Sinon, a` chaque particule en non-feuille, on ajoute Ri − 1 autres particules.
On poursuit ensuite l’algorithme en choisissant ale´atoirement (c-a`-d selon les
probabilite´s conditionnelles p(.|v)) pour chacune de ces particules une branche.
Le couˆt d’une telle simulation est donne´ par
C = N
[
r∑
i1=1
p(v1i1 |v1) +R1
r∑
i1=1
r∑
i2=1
p(v1i1i2 |v1i1)p(v1i1 |v1)
+ · · ·+R1 · · ·Rd−1
r∑
i1=1
· · ·
r∑
id=1
p(v1i1···id|v1i1···id−1) · · · p(v1i1 |v1)
]
Soit x ∈ [0, 1]. Pour illustrer cet algorithme, on construit un arbre, repre´sente´
en Figure 4 et compose´ de 18 noeuds tel que
– chaque noeud a au plus trois branches,
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Fig. 4. Arbre conside´re´ dans l’exemple
– la probabilite´ pour une particule au noeud i d’aller vers une des feuilles
de ce noeud est donne´e par la ligne i de la matrice P (de´pendant de x)
suivante :
P =

(1− x)/2 (1− x)/2 x
x 1− x− x2 x2
x 1− x 0
1 0 0
0 0 0
0 0 0
0 0 0
1 0 0
1/3 1/3 1/3
0 0 0
0 0 0
0 0 0
0 0 0
1 0 0
1− x x 0
0 0 0
1 0 0
0 0 0

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On calcule alors analytiquement la probabilite´ P(A) d’atteindre une feuille de
profondeur maximale :
P(A) = x2(2− x)
et en prenant, par exemple, x = 10−3, on obtient
P(A) = (2− 10−3)10−6 ≈ 2 10−6
La simulation pour des couˆts e´quivalents donne
– simulation simple : P(A) est estime´ par Ps = 2.5 10
−6 (erreur de 5 10−7)
avec un intervalle de confiance a` 95% de longueur approche´e 7 10−6.
– mode`le de branchement avec duplication des trajectoires : P(A) est estime´
par Psplitt = 2 10
−6 (erreur de 10−9) avec un intervalle de confiance a` 95%
de longueur approche´e 3 10−6.
Application 3.5.1. — La discussion suivante (simplifie´e et inexacte) fait
ressortir l’inte´reˆt de cette e´tude d’exploration d’arbre.
Etant donne´e une fonction f de´finie sur un espace d’e´tat S, il existe une fac¸on
naturelle de de´finir un arbre tel que ses feuilles correspondent aux minima lo-
caux de f . Chaque branche de l’arbre a` la profondeur (hauteur) h correspond
a` une composante connexe de {s : f(s) ≤ h}. Voir Figure 5.
Si on utilise un algorithme de Me´tropolis pour simuler la loi
Fig. 5. Correspondance entre arbre et proble`me du recuit simule´
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πT (s) = cT exp{−f(s)/T},
on obtient en re´alite´ la loi πT restreinte a` la composante connexe {s : f(s) ≤
h(T )} qui contient le point de de´part pour une certaine fonction h(T ). Iden-
tifions cette loi au point correspondant de l’arbre a` hauteur h(T ). Ainsi on
peut voir la progression de l’algorithme de recuit-simule´ avec une tempe´rature
de´croissante avec le temps comme une particule qui e´volue lentement vers le
bas de l’arbre, faisant des choix irre´vocables et ale´atoires aux points de bran-
chement et s’arreˆtant a` une feuille.
3.6. La fonction ge´ne´ratrice de Zn
Nous e´tudions dans cette section l’ite´re´e n-ie`me de la fonction ge´ne´ratrice f de
la loi binomiale de parame`tres (R,P0) et donnons des encadrements pre´cis de
celle-ci. Pour alle´ger les notations, nous noterons l’ite´re´e n-ie`me d’une fonction
g par gn.
3.6.1. Bornes de fn(s) pour 0 ≤ s < 1 et m = 1. —
Remarque 3.6.1. — Notons que fn et ses de´rive´es successives sont convexes.
On en de´duit, entre autre, que fn et ses de´rive´es successives sont croissantes.
De plus, pour tout 0 ≤ s ≤ 1, on a s ≤ f(s) ≤ f(1) = 1, et par re´currence,
s ≤ f(s) ≤ f2(s) ≤ .. ≤ 1. Finalement on obtient fn(s) →
n→∞
1 puisque
fn(s) ≥ fn(0).
Proposition 3.6.1. — Soient α1 =
f ′′(1)
2
, C = c0
6α1
max
s∈[0,1]
f ′′′(s) = c0f
′′′(1)
6α1
pour
un certain c0 et γn+1 = nα1[1 − Cn
∑n
i=1
1
i
]. Alors, pour s proche de 1 et n
grand,
(40) 1− 1− s
1 + γn(1− s) ≤ fn(s) ≤ 1−
(1− s)[1− α1(1− s)]
1 + α1(1− s)(n− 1− α
2
1(1−s)2
2
)
De´monstration. — Borne supe´rieure : Faisons un de´veloppement de Taylor de
f au voisinage de 1. Alors il existe θn ∈ [fn(s), fn(1) = 1] tel que
fn+1(s) = f(fn(s)) = f(1) + (fn(s)− 1)f ′(1) + (fn(s)− 1)
2
2
f ′′(θn)
= fn(s) +
(fn(s)− 1)2
2
f ′′(θn),
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puisque f ′(1) = 1. Soit rn = 1− fn(s), rn satisfait
rn+1 = rn − r2n
f ′′(θn)
2
.
Maintenant posons α0 =
f ′′(0)
2
. De´finissons les suites de´croissantes (an) et (bn)
qui ve´rifient
(41) an+1 = an − a2nα1, bn+1 = bn − b2nα0, a0 = b0 = 1− s
Alors, comme α0 ≤ α1 par la Remarque 3.6.1,
(42) an ≤ rn ≤ bn.
Il s’agit donc de borner an supe´rieurement et bn infe´rieurement.
Tout d’abord, puisque 0 ≤ bj ≤ 1, on a
1
bn
=
1
bn−1
+ α0
1
1− α0bn−1 =
1
b0
+ α0
n−1∑
j=0
1
1− α0bj ≥
1
b0
+ nα0
Donc
(43) bn ≤ 1− s
1 + α0n(1− s) ,
d’ou` la majoration de bn.
Appliquons maintenant la borne supe´rieure pre´ce´dente a` an (α0 devenant α1),
on obtient
(44) an ≤ 1− s
1 + nα1(1− s) .
En injectant (44) dans 1
an
= 1
a0
+ α1
∑n−1
j=0
1
1−α1aj , on obtient la minoration
suivante de an :
(45) an ≥ (1− s)[1− α1(1− s)]
1 + α1(1− s)(n− 1− α
2
1(1−s)2
2
)
.
Finalement (42) et (45) induisent la borne supe´rieure de fn dans (40).
Borne infe´rieure : On montre par induction que
(46) hγn(s) := 1−
1− s
1 + γn(1− s) ≤ fn(s) avec

γn+1 = cn + γn
γ1 = 0
cn = α1(1− Cn )
82 CHAPITRE 3. MODE`LE DE BRANCH. AVEC DUPLIC. DES TRAJECTOIRES
Pour n = 1, le re´sultat est donne´ par la Remarque 3.6.1. Notons tout d’abord
que, pour tout s 6= 1,
hn(s) = 1− 1− s
1 + n(1− s) = 1−
1
n
1
1 + 1
n(1−s)
≥ 1− 1
n
.
Notons ensuite que
nα1 − γn+1 − Cα1 log n = Cα1
(
1 +
1
2
+ · · ·+ 1
n
)
,
et par conse´quent,
γn+1 ∼
n→∞
nα1
[
1− 1
n
(log n+ γ)
]
,
ou` γ est la constante d’Euler. On en de´duit que, pour n suffisamment grand,
hγn(s) ≥ 1− c0/n pour un certain c0.
Enfin,
hγn+1(t) = hcn ◦ hγn(t) = hcn(s), pour s = hγn(t)
= 1 + (s− 1) + cn(s− 1)2 + (s− 1)
3
6
h′′′cn(θ
1
n)
≤ 1 + (s− 1) + cn(s− 1)2
= f(s)− (s− 1)2[s− 1
6
f ′′′(θ2n) +
Cα1
n
]
≤ f(s) par de´finition de C
= f(hγn(t)) = f ◦ hγn(t)
Mais par hypothe`se de re´currence, on a hγn(s) ≤ fn(s), et donc, puisque f est
croissante,
hγn+1(t) ≤ fn+1(t).
Remarque 3.6.2. — Remarquons que
γn+1 ∼
n→∞
nα1
[
1− 1
n
(log n+ γ)
]
,
ou` γ est la constante d’Euler.
Dans le cas particulier de f(s) = (P0s+ 1− P0)R, on peut obtenir un re´sultat
plus pre´cis pour la borne infe´rieure :
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Proposition 3.6.2. — Pour s proche de 1,
(47) 1− 1− s
1 + nα1(1− s) ≤ fn(s)
Remarquons l’e´galite´ pour s = 1.
De´monstration. — Posons h(s) = 1− (1− s)/(1 + α1(1− s)). Puisque f(1) =
h(1) = 1, f ′(1) = h′(1) = 1 et f ′′(1) = h′′(1) = 2α1, le signe de f − h, au
voisinage de 1, de´pend de fac¸on e´vidente du signe de la de´rive´e troisie`me de
f − h, au voisinage de 1, qui est trivialement ne´gative. Alors h ≤ f . Puisque
f est croissante, on de´duit (47) par re´currence.
On a trace´ en Figure 6.1 les bornes pre´ce´demment obtenues pour P = 10−12
et s proche de 1.
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Fig. 6. Bornes of fM (s)
3.6.2. Bornes de fn(s) pour 1 ≤ s et m = 1. —
Remarque 3.6.3. — D’abord, notons que, par convexite´, pour tout s ≥ 1
(s− 1)f ′(1) ≤ f(s)− f(1) = f(s)− 1,
d’ou` f(s) ≥ s et par re´currence sur n
fn+1(s) ≥ fn(s) ≥ .. ≥ f(s) ≥ s ≥ 1.
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On remarque aussi que pour s > 1, la fonction ite´re´e croˆıt rapidement vers
l’infini.
Proposition 3.6.3. — Posons γ′n = nα1[1 +
C
n
(log n+ 1)]− α1. Alors, pour
s proche de 1 et n assez grand,
(48) 1 +
(s− 1)
1− nα1sP0−2n (s− 1)
≤ fn(s) ≤ 1 + s− 1
1− nγ′n(s− 1)
De´monstration. — En proce´dant comme pour la Proposition 3.6.1, on ob-
tient la borne supe´rieure. Ici fn →
n→+∞
∞ et on ne peut donc pas faire un
de´veloppement de Taylor au voisinage de 1 comme pre´ce´demment. Pour contour-
ner cette difficulte´, conside´rons kn la fonction re´ciproque de fn, c’est l’ite´re´e
n-ie`me de la fonction ge´ne´ratrice k, fonction re´ciproque de f . Notons que k
vaut 1 en 1, telle que sa de´rive´e premie`re vaut 1 en 1, sa de´rive´e seconde est
ne´gative et kn →
n→+∞
1. Ainsi par un de´veloppement de Taylor au voisinage de
1 et en utilisant les meˆmes techniques que pre´ce´demment,
1 +
(s− 1)(1− α1(s− 1))
1 + (n− 1)α1(s− 1) ≤ kn(s) ≤ 1 +
s− 1
1 + nα1s
P0−2
n (s− 1)
ou` β2 =
k”(s)
2
et sn := 1 +
1
nα1
. En utilisant le lien entre kn et fn et la borne
supe´rieure de kn, on obtient
(49) 1 +
(s− 1)
1− nα1sP0−2n (s− 1)
≤ fn(s).
La borne infe´rieure de kn conduit a` une borne supe´rieure de fn ; mais elle
n’apporte aucune pre´cision supple´mentaire.
Comme pre´ce´demment, on peut obtenir une borne supe´rieure plus pre´cise dans
le cas ou` f(s) = (P0s+ 1− P0)R :
Proposition 3.6.4. — Pour s proche de 1,
(50) fn(s) ≤ 1 + s− 1
1− nα1(s− 1)
On a trace´ en Figure 6.2 ces trois bornes pour P = 10−12 et s proche de 1.
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3.6.3. Conse´quences. — Nous remarquons ainsi que, pour n grand et s
proche de 1,
fn(s) ≈ 1− 1− s
1 + nα1(1− s)
Notons que le membre de droite est simplement l’ite´re´e de l’homographie qui
vaut 1 en 1, telle que sa de´rive´e premie`re vaut m en 1 et sa de´rive´e seconde
vaut f ′′(1) en 1.
Remarque 3.6.4. — A propos de la loi ge´ome´trique.
Si la loi de X est telle que les probabilite´s pk sont en proportion ge´ome´trique :
pk = P(X = k) = bc
k−1 pour k = 1, 2 · · · et p0 = 1 −
∑
i≥1 pi avec b, c > 0 et
b ≤ 1− c, alors la fonction ge´ne´ratrice associe´e est une fraction rationnelle :
h(s) = 1− b
1− c +
bs
1− cs.
Posons b = (1− c)2 et c = α1
1+α1
, on obtient alors
h(s) = 1 +
s− 1
1− α1(s− 1)
Ainsi on a compare´ l’ite´re´e n-ie`me de la fonction ge´ne´ratrice d’une loi Bino-
miale a` celle d’une loi ge´ome´trique. Cela sugge`re de comparer les mode`les de
branchement avec duplication des trajectoires associe´s respectivement a` une loi
Binomiale et a` une loi ge´ome´trique. Le second se de´roule selon le protocole
suivant : on ge´ne`re les particules les unes apre`s les autres. Tant que le niveau
supe´rieur n’est pas atteint, on continue a` ge´ne´rer des particules les unes apre`s
les autres. De`s que le niveau supe´rieur est atteint, on recommence depuis ce
niveau (la loi ge´ome´trique est la loi du premier succe`s).
Ce lien est aussi souligne´ par Cosnard et Demongeot dans [17] : pour m = 1 et
σ2 = f ′′(1) = 2α1, le comportement asymptotique de f2n est le meˆme que celui
de l’ite´re´e 2n-ie`me de la fonction ge´ne´ratrice d’une loi ge´ome´trique de meˆme
variance (c-a`-d h).
En ge´ne´ralisant pour m 6= 1 et en notant maintenant α1 = f”(1)2m , on obtient
finalement
Corollaire 3.6.1. —
fn(s) ∼
n→∞
1− m
n(1− s)
1 + α1(1− s)mn−1m−1
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3.6.4. Autres bornes. — Nous souhaitons dans cette section comparer les
bornes obtenues pre´ce´demment a` des bornes connues et de´montre´es par Alan
Agresti dans [1] et Dean Fearn dans [24].
Tout d’abord, Agresti obtient les encadrements de la proposition 3.6.5, en
proce´dant en trois e´tapes :
1) l’auteur encadre la fonction ge´ne´ratrice f par des fonctions appartenant a`
A = {p0 + p1s+ p2s2 : p1 + 2p2 = f ′(1)}
ou B = {p0 + (1− p0)sk : k(1− p0) = f ′(1)},
2) puis il encadre les fonctions de A et B par des homographies (dont on
connaˆıt explicitement les ite´re´es),
3) enfin il ite`re ces encadrements.
Proposition 3.6.5. — On a pour toute fonction ge´ne´ratrice f(s) =
∑
i≥0 pis
i
telle que m ≤ 1 et f”(1) <∞ et 0 ≤ s ≤ 1,
(51) 1− m
n(1− s)
1 + min(1
2
, p0+m−1
m
)(1− s)1−mn
1−m
≤ fn(s) ≤ 1− m
n(1− s)
1 + f”(1)
m
(1− s)1−mn
1−m
De´monstration. — Ele´ments de preuve : On montre d’abord les minorations
suivantes{
pour p0 ≤ 1− 12m, f(s) ≥ p0 + [2(1− p0)−m]s+ (p0 +m− 1)s2
pour p0 ≥ 1− 12m, f(s) ≥ 1− 12m+ 12ms2
et la borne supe´rieure
f(s) ≤ 1− m
2
m+ f”(1)
+
m2
m+ f”(1)
s
f”(1)
m
+1
Ensuite, on encadre les fonctions de A et B par des homographies de la forme
f(b, c; s) := 1− b(1−s)
1+c(1−s) :
(i) Posons b1 = p1 + 2p2, c1 =
p2
p1+2p2
et c′1 =
p2
p1+p2
. Alors
f(b1, c1; s) ≤ p0 + p1s+ p2s2 ≤ f(b1, c′1; s)
(ii) Posons b2 = k(1− p0), c1 = k − 1 et c′1 = k−12 . Alors
f(b2, c2; s) ≤ p0 + (1− p0)sk ≤ f(b2, c′2; s)
Enfin, on ite`re les encadrements obtenus.
On peut de´duire de ces re´sultats le meˆme type de bornes pour m > 1 de
la fac¸on suivante. Soit q˜ < 1 le point fixe de f . Posons f¯(s) := f(eqs)eq . Alors
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f¯ ′(s) = f ′(q˜) < 1, et donc f¯ est la fonction ge´ne´ratrice d’un processus sous-
critique et ainsi elle ve´rifie les encadrements pre´ce´dents. On peut interpre´ter
f¯ comme la fonction ge´ne´ratrice du processus original conditionne´ par une ex-
tinction e´ventuelle.
Maintenant fn(s) = q˜f¯n(s). D’ou`
Proposition 3.6.6. —
(52) q˜
[
1− f
′(q˜)n(1− s)
1 + α¯1−f
′(eq)n
1−f ′(eq)
]
≤ fn(s) ≤ q˜
[
1− f
′(q˜)n(1− s)
1 + q˜ f
′′(eq)
f ′(eq) (1− s)1−f
′(eq)n
1−f ′(eq)
]
avec α¯ := min
{
1
2
,
f(0)
eq +f
′(eq)−1
f ′(eq)
}
.
Remarque 3.6.5. — Nous pouvons aise´ment ge´ne´raliser ces encadrements
au cas de processus de branchement en environnement variable c’est a` dire
lorsque les lois de reproduction gj sont inde´pendantes mais non identiquement
distribue´es. On obtient alors, en notant πn la fonction ge´ne´ratrice de Zn :
πn(s) = g0 ◦ · · · ◦ gn−1(s),
1−
[
1
Qn(1− s) +
1
2
n−1∑
j=0
g′′j (0)
g′j(1)Qj+1
]−1
≤ πn(s) ≤ 1−
[
1
Qn(1− s) +
n−1∑
j=0
g′′j (1)
g′j(1)Qj+1
]−1
ou` Qn =
∏n−1
j=0 g
′
j(1).
Citons maintenant les encadrements obtenus dans [24].
Proposition 3.6.7. — On a pour toute fonction ge´ne´ratrice
f(s) =
∑
i≥0 pis
i et 0 ≤ s ≤ 1,
(53) 1− m
n(1− s)
1 + p0+m−1
m
(1− s)1−mn
1−m
≤ fn(s) ≤ 1− m
n(1− s)
1 + f”(1)
2(1−p0)(1− s)1−m
n
1−m
Remarquons que les bornes infe´rieures de Fearn et Agresti sont les meˆmes.
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De´monstration. — Ele´ments de preuve : On montre d’abord l’e´galite´ suivante
m
1− f(s) =
1
1− s + A(s)
avec A(s) =
∑∞
k=2 pk
∑k−1
j=1
∑j−1
l=0
slP∞
k=1 pk
Pk−1
j=0 s
j
.
Ensuite, on encadre la fonctionA. Enfin, on ite`re les encadrements obtenus.
3.6.4.1. Commentaires. — Ces encadrements sont valables pour toute fonc-
tion ge´ne´ratrice f et tout s ∈ [0, 1] et nous permettront donc d’estimer la
probabilite´ d’extinction comme nous le verrons dans la section suivante. Ce-
pendant, elles sont moins pre´cises que les bornes obtenues en sections 3.6.1 et
3.6.2.
3.7. Probabilite´ d’extinction
Nous voulons estimer la probabilite´ d’extinction pour M donne´ :
P (ZM+1 = 0|Z0 = N)
Nous allons utiliser les encadrements de fonctions ge´ne´ratrices quelconques par
des homographies dus a` Agresti [1], valables pour tout s ∈ [0, 1] et pre´sente´s
en section 3.6.4.
Dans notre mode`le, f(s) = (P0s + 1 − P0)R et la probabilite´ d’extinction
d’une particule initialement ge´ne´re´e est
P (ZM+1 = 0|Z0 = 1) = P0fM(0) + 1− P0,
d’ou`
P0
(
1− m
M
1 + min(1
2
, p0+m−1
m
)1−m
M
1−m
)
+ 1− P0 ≤ P (ZM+1 = 0|Z0 = 1)
≤ P0
(
1− m
M
1 + f
′′(1)
m
1−mM
1−m
)
+ 1− P0
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En ge´ne´rant N particules inde´pendantes au de´part, on obtient alors un enca-
drement de la probabilite´ d’arreˆt de l’algorithme :[
P0
(
1− m
M
1 + α 1−m
M
1−m
)
+ 1− P0
]N
≤ P ( arreˆt algorithme )
≤
[
P0
(
1− m
M
1 + f
′′(1)
m
1−mM
1−m
)
+ 1− P0
]N
On a donc P ( arreˆt algorithme ) = Θ (exp−NC).
Application nume´rique : (1) Pour P = 10−15, C = 104, l’algorithme optimal
donne
M = 20, P0 = 0.1931 et N = 662
et en prenant R = ⌊1/P0⌋ = 5 (alors m = 0.9653 < 1), on obtient
0.9831 ≤ P (ZM+1 = 0) ≤ 0.9922
et
1.2796 10−5 ≤ P ( arreˆt algorithme ) ≤ 5.7 10−3
(2) Pour P = 10−12, C = 104, l’algorithme optimal donne
M = 16, P0 = 0.1968 et N = 588
et en prenant R = 1/P0 = 5.08 (alors m = 1), on obtient
0.9701 ≤ P (ZM+1 = 0) ≤ 0.9866
et
1.7657 10−8 ≤ P ( arreˆt algorithme ) ≤ 3.5192 10−4
Ensuite, si q˜ est le point fixe de f et α¯ := min
{
1
2
,
f(0)
eq +f
′(eq)−1
f ′(eq)
}
,
P0q˜
(
1− f
′(q˜)M
1 + α¯ 1−f
′(eq)M
1−f ′(eq)
)
+ 1− P0 ≤ P (ZM+1 = 0|Z0 = 1)
≤ P0q˜
(
1− f
′(q˜)M
1 + q˜ f
′′(eq)
f ′(eq) 1−f
′(eq)M
1−f ′(eq)
)
+ 1− P0
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En ge´ne´rant N particules inde´pendantes au de´part, on obtient la probabilite´
d’arreˆt de l’algorithme :[
P0q˜
(
1− f
′(q˜)M
1 + α¯1−f
′(eq)M
1−f ′(eq)
)
+ 1− P0
]N
≤ P ( arreˆt algorithme )
≤
[
P0q˜
(
1− f
′(q˜)M
1 + q˜ f
′′(eq)
f ′(eq) 1−f
′(eq)M
1−f ′(eq)
)
+ 1− P0
]N
Ainsi, P ( arreˆt algorithme ) = Θ (exp−NC).
Application nume´rique : Pour P = 10−9, C = 104, l’algorithme optimal donne
M = 12, P0 = 0.2031 et N = 700
et en prenant R = ⌊1/P0⌋ = 5 (alors m = 1.0155 < 1), on obtient, apre`s
estimation de q˜,
0.9568 ≤ P (ZM+1 = 0) ≤ 0.9756
et
3.7574 10−14 ≤ P ( arreˆt algorithme ) ≤ 3.0194 10−8
3.8. Re´sultats asymptotiques
Enonc¸ons maintenant la de´marche asymptotique pre´sente´e par Glasserman,
Heidelberger, Shahabuddin et Zajic dans [31] pour le mode`le de branchement
avec duplication des trajectoires afin de faire le lien avec celle propose´e dans
cette the`se. Conside´rons une famille de probabilite´s P = {Pk, k = 1, 2, · · · } et
les probabilite´s γk := Pk(A) → 0 lorsque k → ∞, pour un certain bore´lien
A. Remarquons que le contexte est le meˆme que celui de la section 2.2.2.2
dans laquelle e´tait pre´sente´e une approche grandes de´viations. Nous souhai-
tons e´tudier γk lorsque k → ∞. Il s’ensuit, pour revenir au mode`le de bran-
chement avec duplication des trajectoires, que cela revient a` conside´rer que
M , le nombre de niveaux, tend lui aussi vers l’infini. Un estimateur naturel
de γk est l’estimateur de Monte Carlo : soit X
(1)
k , · · · , X(N)k un e´chantillon de
N variables ale´atoires inde´pendantes de loi commune Pk ; alors l’estimateur de
γk = Pk(A) correspondant est donne´ par
γ̂k =
1
N
N∑
i=1
1A(X
(i)
k )
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Rappelons que par le the´ore`me central limite, comme explique´ en section 2.2.1,
le nombre de copies inde´pendantes ne´cessaire pour garantir une erreur relative
fixe´e est proportionnel a` 1/γ2k et croˆıt infiniment lorsque k →∞ puisque
P (|γk − γ˜k| ≤ ǫγk) = 1− α =⇒ N =
[
q1−ασ(γ̂k)
ǫγk
]2
ou` q1−α est la quantile de la loi normale d’ordre 1− α.
Les auteurs de´finissent d’abord deux notions d’efficacite´.
De´finition 3.8.1. — On dira qu’une famille d’estimateurs {γ̂k, k = 1, 2, · · · }
a une erreur relative borne´e si
lim sup
k→∞
σ(γ̂k)
γk
<∞,
ou` σ(γ̂k) est l’e´cart type de γ̂k.
Sous cette condition, le nombre de particules initialement ge´ne´re´es ne´cessaire
pour avoir une erreur relative fixe´e reste borne´. Une condition plus faible est
(54) lim
k→∞
logE(γ̂2k)
log γ2k
= 1
que l’on appellera efficacite´ asymptotique ou condition d’optimalite´ asympto-
tique. En d’autres termes, cette condition signifie que le taux exponentiel de
de´croissance du moment d’ordre 2 de l’estimateur est deux fois plus grand que
celui du moment d’ordre 1. Remarquons que par positivite´ de la variance c’est
la meilleure vitesse possible c-a`-d la limsup du rapport ne peut exce´der 2. Cette
de´finition de l’efficacite´ asymptotique est similaire a` celle e´nonce´e en section
2.2.2.2 dans le contexte des grandes de´viations avec c = 1. Elle garantit que la
probabilite´ que l’erreur relative entre γk et son estimateur de´passe un certain
α reste borne´e.
Etudions maintenant l’efficacite´ asymptotique du mode`le de branchement avec
duplication des trajectoires. Rappelons que l’estimateur est donne´ par
γ̂k =
1
NR1 · · ·Rk−1
N∑
i0=1
R1∑
i1=1
· · ·
Rk−1∑
ik−1=1
1i01i0i1..1i0i1···ik−1
ou` 1i0i1···ij repre´sente le re´sultat du j-ie`me tirage et N le nombre de copies
inde´pendantes ge´ne´re´es initialement.
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Lorsque les Ri = R pour i = 1 · · ·M , Pi = P0 pour i = 1 · · ·M + 1, m = RP0
et γk = P
k+1
0 , on obtient alors, en utilisant le lemme 3.3.1,
var(γ̂k) =

1
N
P
2(k+1)
0
mk
mk+1−1
m−1
(
1
P0
− 1
)
m 6= 1
1
N
P
2(k+1)
0 (k + 1)
(
1
P0
− 1
)
m = 1
On en de´duit que
var(γ̂k) =

1
N
O
(
P
2(k+1)
0
)
m > 1
1
N
P
2(k+1)
0 (k + 1)
(
1
P0
− 1
)
m = 1
1
N
O
(
1
mk
P
2(k+1)
0
)
m < 1
Ainsi γ̂k est asymptotiquement optimal au sens de la de´finition (54) lorsque
m > 1. Mais dans ce cas, la re´duction de la variance se fait au de´triment du
nombre d’e´chantillons ge´ne´re´s qui croˆıt ge´ome´triquement. Les deux notions
pre´ce´dentes d’efficacite´ de´finissent l’efficacite´ seulement en fonction de la va-
riance de l’estimateur et non en fonction d’un quelconque couˆt. La notion
suivante d’efficacite´ asymptotique ou d’optimalite´ asymptotique semble plus
approprie´e au contexte, une fois de plus :
De´finition 3.8.2. — On dira qu’une famille d’estimateurs {γ̂k, k = 1, 2, · · · }
est asymptotiquement efficace ou asymptotiquement optimale si
lim
k→∞
log(var(γ̂k)w(k))
log γ2k
= 1
ou` w(k) de´signe le couˆt moyen engendre´ lors de la simulation.
Il faut donc de´finir une notion de couˆt. Dans l’article, les auteurs proposent
deux fac¸ons de de´finir ce dernier : la premie`re en assignant un couˆt constant
e´gal a` une unite´ pour chaque ge´ne´ration d’une particule, la deuxie`me tient
compte de l’effort ne´cessaire a` une particule pour atteindre le niveau supe´rieur.
Dans le premier cas, le couˆt moyen de la simulation est donne´ par
w(k) =
{
N m
k−1
m−1 m 6= 1
Nk m = 1
=
 NO
(
mk+1
)
m > 1
N (k + 1) m = 1
NO (1) m < 1
On remarque alors que l’estimateur γ̂k est le plus performant lorsque m = 1
puisque
log(var(γ̂k)w(k))
log γk
→ 2.
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Lorsque m 6= 1, la limite est infe´rieure a` 2 en raison d’une variance trop grande
(m < 1) ou d’un effort trop grand (m > 1). On retrouve donc l’e´quilibre de´ja`
obtenu en section 3.4.4.
3.9. Lien avec le mode`le d’e´chantillonnage pre´fe´rentiel
Il est possible de de´gager des paralle`les entre le mode`le de branchement avec
duplication des trajectoires et d’autres mode`les : comme nous l’avons de´ja` vu
avec le mode`le de Galton-Watson mais aussi avec le mode`le d’e´chantillonnage
pre´fe´rentiel. Nous pre´sentons, dans cette section, deux similarite´s entre ce der-
nier et le mode`le de branchement avec duplication des trajectoires.
Tout d’abord, nous pouvons voir, dans un certain sens, le mode`le e´tudie´ dans
cette the`se comme un mode`le d’e´chantillonnage pre´fe´rentiel adaptatif. En ef-
fet, notons, comme pre´ce´demment, Bi les niveaux de transition. On estime la
probabilite´ de l’e´ve´nement rare A en M e´tapes comme suit :
1. Posons k = 1 et nk = N.
2. Posons A = Bk et Pk = P(•|Bk−1).
3. Estimons P(A) en utilisant nk e´chantillons avec
P˜ =
1
nk
nk∑
j=1
1A(j)L˜(j, k)
ou` L˜(j, k) est un estimateur de L(j, k).
4. Posons k = k + 1 et nk e´gal a` Rk fois le nombre de succe`s pre´ce´dent.
Retourner a` l’e´tape 2 tant que k ≤ M + 1.
Le changement de mesure qui apparaˆıt dans ce mode`le est courant en e´chantillonnage
pre´fe´rentiel, comme explique´ en section 2.2.2.1. Apre`s chaque e´tape k, la pro-
babilite´ d’inte´reˆt devient
Pk = P(•|Bk−1)
et par de´finition Pk(Bk) = Pk est plus grande que la probabilite´ de l’e´ve´nement
rare lui-meˆme et donc plus facile a` calculer. La fonction de vraisemblance est
donne´e par
L(j, k) =
P(Bk)
Pk(Bk)
= P(Bk−1) =
k−1∏
i=1
Pk
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mais comme L est inconnue, on l’estime par
L˜(j, k) =
k−1∏
i=1
Q˜i
ou` les Q˜i ont e´te´ obtenus durant les e´tapes pre´ce´dentes.
Remarque 3.9.1. — 1) On ne connaˆıt pas le rapport de vraisemblance actuel
des nouvelles trajectoires et les rapports de vraisemblance sont e´gaux pour tout
e´chantillon d’un meˆme niveau, ce qui n’est pas le cas en ge´ne´ral en e´chantillonnage
pre´fe´rentiel.
2) Il n’y a pas ici de loi tilte´e comme en e´chantillonnage pre´fe´rentiel mais les
mesures de probabilite´s sont seulement change´es par conditionnement.
D’autre part, nous pouvons aussi voir la simulation d’e´chantillonnage pre´fe´rentiel
comme une proce´dure d’estimation faisant intervenir n = N
∏M
k=1Rk e´chantillons
possibles a` la dernie`re e´tape de l’e´chantillonnage pre´fe´rentiel. On associe alors,
comme vu pre´ce´demment, un poids a` chaque e´chantillon. Pour chaque e´chantillon
au niveau 1, le poids est 1. Quand un e´chantillon atteint le niveau k, il est di-
vise´ en Rk sous-trajectoires qui rec¸oivent donc chacune une fraction 1/Rk du
poids initial. Ainsi le poids d’un e´chantillon a` la dernie`re e´tape est
L =
M∏
i=1
1
Rk
et on estime P(A) par
1
N
n∑
i=1
1A(ωi)L(ωi)
Notons que cette formulation de l’estimateur est la meˆme que celle de l’esti-
mateur classique de l’e´chantillonnage pre´fe´rentiel ( [45]). Mais une fois de plus,
cette comparaison est artificielle puisqu’on divise une somme de n estimateurs
par seulement N . De plus, L est en fait une constante inde´pendante des ωi.
Bien qu’il n’y ait pas de changement de loi dans cette formulation, le fait que
la fonction de poids L est en fait un rapport de vraisemblance est la principale
analogie entre les deux mode`les.
Remarque 3.9.2. — Bayes dans [8] avait introduit cette notion de poids
comme facteurs d’importance.
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3.10. Conclusion
La minimisation de la variance de l’estimateur a` couˆt fixe´ a montre´ que les
niveaux de transition devaient eˆtre uniforme´ment re´partis c-a`-d que les pro-
babilite´s conditionnelles devaient eˆtre e´gales et que les nombres de retirages
devaient eˆtre e´gaux a` l’inverse de cette valeur commune. Nous souhaitons main-
tenant obtenir des intervalles de confiance afin d’e´tudier la pre´cision de l’algo-
rithme. Nous verrons que ces intervalles de confiance de´pendent de la trans-
forme´e de Laplace de l’estimateur. Une autre de´marche d’optimisation, sans
doute plus naturelle mais plus complexe, serait donc de minimiser directement
la transforme´e de Laplace afin de de´duire un algorithme optimal. Mais nous
montrerons a posteriori qu’asymptotiquement les deux de´marches conduisent
aux meˆmes parame`tres optimaux.
En pratique, les niveaux de transition sont ge´ne´ralement inconnus mais peuvent
eˆtre estime´s lors d’une premie`re phase d’apprentissage (voir Chapitre 5). Quoi
qu’il en soit, dans la plupart des cas, il ne pourra eˆtre garanti qu’elles seront
toutes e´gales. C’est pourquoi nous e´tudions dans le chapitre suivant les inter-
valles de confiance dans le cadre ge´ne´ral non critique (m 6= 1) et nous pourrons
ainsi de´terminer la sensibilite´ de ces bornes.
En outre, nous avons montre´ que les nombres de retirage devaient e´galer une
certaine valeur. Pourtant, il peut s’ave´rer que cette valeur ne soit pas entie`re
alors que nous voulons dupliquer les trajectoires en un nombre entier. Par
conse´quent, nous proposons et analysons dans le chapitre suivant deux algo-
rithmes visant a` contourner ce proble`me.
CHAPITRE 4
TRANSFORME´E DE LAPLACE ET
INTERVALLES DE CONFIANCE
Les re´sultats de ce chapitre sont l’objet de l’article [44] soumis a` la revue
Stochastic Processes and their Applications.
4.1. Introduction
Le controˆle de la variance de P̂ donne un premier intervalle de confiance pour
P(A) : par application de l’ine´galite´ de Markov,
P
(
|P̂ − P (A) |
P (A)
≥ α
)
≤ 1
P (A)2 α2
E
((
P̂ − E
(
P̂
))2)
=
var(P̂ )
P(A)2α2
≤ 1
α2C
[
(M + 1)2
(
1
P0
− 1
)
h (P0)
]
≈ 4 (M + 1)
α2N
h (P0)
Cette estimation est en ge´ne´ral sans inte´reˆt : elle peut s’ave´rer non pertinente
puisque apparaˆıt au de´nominateur la probabilite´ de l’e´ve´nement rare qui est
tre`s petite. Ainsi il peut arriver que cette borne soit plus grande que 1. Par
exemple, pour h = 1, M = 12 et α = 10−2, la borne obtenue vaut ≈ 5.105
N
; afin
d’avoir une borne infe´rieure a` 1, il faut N ≥ 5.105.
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En d’autres termes, en notant que var(P̂ ) = 1
N2
∑N
i=1 var(Q˜i) =
1
N
var(Q˜) := s
2
N
,
P
(∣∣∣∣∣ 1N
N∑
i=1
Q˜i − E(Q˜)
∣∣∣∣∣ ≥ P(A)α
)
≤ s
2
NP(A)2α2
Cette ine´galite´, a` la base de la loi faible des grands nombres, n’est pas satisfai-
sante puisque sous des conditions supple´mentaires de re´gularite´, le the´ore`me
de la limite centrale implique
P
(√
N
s2
(
1
N
N∑
i=1
Q˜i − E(Q˜)
)
≥ y
)
→
N→∞
1− φ(y)
Ce type de re´sultat n’est pas satisfaisant car asymptotique alors que nous avons
besoin de bornes exactes en fonction des parame`tres.
Mais par le Lemme2 du ChapitreVII de [25], il vient
1− φ(y) ≈ 1√
2π
e−y
2/2
y
.
On a meˆme, plus pre´cise´ment,
1√
2π
[
1
y
− 1
y3
]
e−y
2/2 ≤ 1− φ(y) ≤ 1√
2π
e−y
2/2
y
.
De quoi on peut espe´rer une approximation de la forme
(55) P
(√
N
s2
(
1
N
N∑
i=1
Q˜i − E(Q˜)
)
≥ y
)
∼
N→∞
e−Ny
2/(2s2)
L’ine´galite´ de Markov n’e´tant pas suffisamment pre´cise, on va donc chercher
a` affiner le re´sultat. Une ame´lioration de cette borne est obtenue graˆce a` la
me´thode de Chernoff, fre´quemment utilise´e en the´orie des grandes de´viations :
pour tout u > 0,
P
(
P̂ ≥ P (A) (1 + α)
)
= P
(
1
N
N∑
i=1
Q˜i ≥ P (A) (1 + α)
)
= P
(
N∑
i=1
W iM+1 ≥ N (1 + α)
)
= P
(
eu
PN
i=1 W
i
M+1 ≥ euN(1+α)
)
≤ e−uN(1+α)E (euWM+1)N
≤ exp{N [log (E (euWM+1))− u (1 + α)]}
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L’optimisation en u > 0 implique que
P
(
P̂ ≥ (1 + α)P(A)
)
≤ exp
{
N inf
u>0
[
logE
(
euWM+1
)− u(1 + α)]}(56)
De meˆme,
P
(
P̂ ≤ (1− α)P(A)
)
≤ exp
{
N inf
u<0
[
logE
(
euWM+1
)− u(1− α)]}(57)
Remarque 4.1.1. — Notons que les parame`tres optimaux de l’algorithme
de´duits par minimisation de la variance co¨ıncident avec ceux de´duits par mi-
nimisation de la transforme´e de Laplace. En effet, avec la Remarque 3.4.2 et
(31), on obtient la borne gaussienne suivante
(58) 2 exp
(
−α
2
8
N
var(WM+1)
)
Dans notre mode`le, la fonction ge´ne´ratrice de ZM+1 est P0fM(s) + 1 − P0 ou`
f(s) = (P0s+1−P0)R (fonction ge´ne´ratrice d’une loi binomiale de parame`tres
(R,P0)).
La transforme´e de Laplace de WM+1 est alors donne´e par
(59) E
(
euWM+1
)
= P0fM
(
e
u
P0m
M
)
+ 1− P0.
Posons maintenant
ψ (u) := log (f(eu)) = R log (P0e
u + 1− P0) ,
on observe que ψ = h−1ofoh avec h(u) = exp(u) ; et ainsi ψM+1 = h−1ofM+1oh
et
(60) E
(
euWM+1
)
= exp
{
1
R
ψM+1
(
u
P0mM
)}
Par conse´quent, (56) et (57) se traduisent par
P
(
|P̂ − P(A)|
P(A)
≥ α
)
≤ exp
{
N inf
u>0
F+M+1(u)
}
+ exp
{
N inf
u<0
F−M+1(u)
}
ou` F
+
M+1(u) :=
1
R
ψM+1
(
u
P0mM
)
− (1 + α) u
F−M+1(u) :=
1
R
ψM+1
(
u
P0mM
)
− (1− α)u
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Nous cherchons donc a` obtenir des estime´es de la transforme´e de Laplace de
WM+1 que l’on re´e´crit sous la forme
E
(
euWM+1
)
= exp
{
1
R
ψM+1
(
u
P0mM
)}
ou` ψM+1 est l’ite´re´e M + 1-ie`me d’une certaine fonction ψ.
L’expression de ψ, quoique simple, ne permet pas de donner une forme ex-
plicite de son ite´re´e M + 1-ie`me. En pratique, le nombre optimal de niveaux
M n’est pas tre`s grand et par conse´quent, des estime´es asymptotiques seraient
impre´cises. Pour la meˆme raison, une approche nume´rique pourrait eˆtre envi-
sage´e ; cependant, elle s’ave`re impraticable puisque le nombre optimal M est
inconnu a` l’avance et est justement de´rive´ a` partir de ces bornes.
C’est pourquoi, dans cette section, nous cherchons des estime´es pre´cises de
la transforme´e de Laplace de WM+1 et plus pre´cise´ment, des estime´es pre´cises
de ψM+1 et d’abord de ψ. Ce qui est fait selon la technique suivante : au lieu
d’utiliser une seule fonction pour borner ψ, nous en utilisons plusieurs afin
d’obtenir des bornes supe´rieures et infe´rieures plus pre´cises. Nous choisissons
ces bornes dans les groupes de Lie de faible dimension des fonctions homo-
graphiques et des fonctions affines. Plus la dimension du groupe de Lie est
grande et plus pre´cise sera notre approximation, puisque la dimension de´crit le
nombre de parame`tres a` ajuster (par exemple, les k premie`res de´rive´es en un
point). Malheureusement, nous n’avons pas trouve´ de groupe de Lie de plus
grande dimension ayant la proprie´te´ de monotonicite´ requise pour ite´rer direc-
tement les ine´galite´s obtenues pour ψ. L’inte´reˆt d’utiliser de telles fonctions
re´side aussi dans le fait que leurs ite´re´es ont une forme explicite. En utilisant
cette technique, nous de´rivons, dans cette section, des bornes pre´cises de la
probabilite´ de l’erreur relative P(A) et son estimateur. En pratique, l’ajuste-
ment des Pi proches de la valeur optimale peut eˆtre fait dans une premie`re
phase. La proportion du couˆt consacre´ a` cette partie d’apprentissage est le
sujet du chapitre 5. Mais il apparaˆıt rapidement que, meˆme dans le cas ou` les
Pi sont proches de la valeur optimale, le fait que le nombre de retirage n’est
pas entier de´grade rapidement la pre´cision de l’algorithme : dans ce cas, on
prend R e´gal a` l’entier le plus proche de la valeur optimale mais quelle que
soit sa valeur, la criticalite´ du processus de Galton-Watson est perdue et la
perte de pre´cision est significative comme le montre la Figure 1 illustrant la
sensibilite´ des bornes en m ou encore le tableau suivant donnant la longueur
de l’intervalle de confiance a` 95% pour la variance et la transforme´e de Laplace
pour
– le mode`le optimal (Optimal) : m = 1,
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Fig. 1. Sensibilite´ des bornes en m pour diffe´rentes valeurs de α
– le mode`le ou`R est l’entier le plus proche de la valeur optimale (De´terministe) :
m 6= 1,
dans deux cas :
– pour P(A) = 3.5 10−11 et C = 108 (Cas surcritique),
– pour P(A) = 5 10−11 et C = 108 (Cas sous-critique).
P(A) = 3.5 10−11 et C = 108 P(A) = 5.10−11 et C = 108
Cas surcritique : m = 1.111 Cas sous-critique : m = 0.909
Variance Laplace Variance Laplace
Optimal 0.05080 0.03948 0.04938 0.03835
De´terministe 0.05702 0.04428 0.05428 0.04215
TAB1. Longueur de l’intervalle de confiance a` 95%
Ce chapitre est aussi consacre´ a` l’e´tude de diffe´rents moyens pour contourner
ce proble`me. Guide´s par [3], nous introduisons deux algorithmes conside´rant
le nombre de retirage comme une variable ale´atoire dans l’espoir d’ame´liorer
la simulation et d’eˆtre le plus proche du mode`le optimal. Plus pre´cise´ment,
posons k = ⌊1/P0⌋. Au lieu d’utiliser une valeur de´terministe unique pour R,
nous ge´ne´rons des variables ale´atoires de Bernoulli i.i.d. Ri sur {k, k+1} de pa-
rame`tre p = P(R1 = k). Dans un premier mode`le, nous ge´ne´rons des variables
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ale´atoires de Bernoulli i.i.d. Ri a` chaque fois qu’une particule atteint le niveau
supe´rieur i partant du niveau i − 1 et nous de´cidons d’ajuster p de fac¸on a`
avoir m = 1. Un second mode`le consiste a` ge´ne´rer un environnement ale´atoire
de´crit par la suite (R1, R2, .., RM) de M variables ale´atoires de Bernoulli i.i.d.
Ri sur {k, k + 1} de parame`tre p, obtenu par la technique d’optimisation uti-
lise´e pre´ce´demment mais avec une constante additionnelle (lien entre R et son
inverse).
Nous faisons dans les trois parties suivantes l’e´tude des trois diffe´rents mode`les.
Dans un dernie`re section, nous illustrons les re´sultats graˆce a` une application
nume´rique.
4.2. Premier mode`le : de´terministe
4.2.1. Le mode`le. — Dans cette section, nous conside´rons le processus de
branchement de Galton-Watson associe´ au mode`le de branchement avec du-
plication des trajectoires dans le cas ou` R est de´terministe avec m 6= 1 et nous
souhaitons obtenir des estime´es pre´cises des intervalles de confiance.
Rappelons que
P
(
P̂ ≥ (1 + α)P(A)
)
≤ exp
{
N inf
u>0
[
logE
(
euWM+1
)− u(1 + α)]}(61)
et
P
(
P̂ ≤ (1− α)P(A)
)
≤ exp
{
N inf
u<0
[
logE
(
euWM+1
)− u(1− α)]}(62)
Mais puisque, avec ψ (u) = R log (P0e
u + 1− P0) ,
E
(
euWM+1
)
= exp
{
1
R
ψM+1
(
u
P0mM
)}
ces deux ine´galite´s conduisent a`
P
(
|P̂ − P(A)|
P(A)
≥ α
)
≤ exp
{
N inf
u>0
F+M+1(u)
}
+ exp
{
N inf
u<0
F−M+1(u)
}
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ou` F
+
M+1(u) :=
1
R
ψM+1
(
u
P0mM
)
− (1 + α) u
F−M+1(u) :=
1
R
ψM+1
(
u
P0mM
)
− (1− α)u
4.2.2. La transforme´e de Laplace de Wn+1. —
4.2.2.1. Introduction. — Nous cherchons a` obtenir des bornes pre´cises sur la
transforme´e de Laplace de Wn+1 donne´e par (60) (ou` M est remplace´ par
n). Par conse´quent, nous sommes inte´resse´s par le comportement de ψn+1 et
puisque ψn+1 n’a pas d’e´criture explicite, nous sommes amene´s a` estimer ψ
dans un premier temps et d’en de´duire des bornes de ψn+1 par ite´ration.
Heuristique pour l’estimation de ψ : au lieu d’utiliser une seule fonc-
tion pour estimer ψ, on propose des encadrements par morceaux afin d’obtenir
des estime´es plus pre´cises. Pre`s de l’origine, on bornera ψ par des fonctions
homographiques et ailleurs par des droites affines.
Par exemple, pour u ≥ 0 et m > 1, pre`s de l’origine une «bonne» fonction
homographique (meˆme valeur en 0, meˆmes premie`re et seconde de´rive´es en 0)
majore finement ψ. Pour de grandes valeurs de u, par contre, il vaut mieux
utiliser la direction asymptotique. Ainsi, on obtient
ψ(u) ≤
{
mu/
(
1− 1−P0
2
u
)
pour 0 ≤ u ≤ u0
Ru pour u0 ≤ u
pour un u0 tel que mu0/
(
1− 1−P0
2
u0
)
= Ru0.
Notons h(u; x, y) = xu
1−yu et g(u; x, y) = xu + y. Plus ge´ne´ralement, on ob-
tient des majorations et minorations pre´cises de la forme{
h(u; x, y) pour u pre`s de 0
g(u; x, y) sinon
Comme nous l’avons dit pre´ce´demment, nous choisissons les fonctions pour les
encadrements dans les groupes de Lie de petite dimension des fonctions affines
et des fonctions homographiques. L’inte´reˆt d’utiliser de telles fonctions re´side
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dans leur monotonicite´ mais aussi dans le fait que leurs ite´re´es ont une forme
explicite. En effet, il vient facilement,
hn(u; x, y) =
xnu
1− yuxn−1
x−1
et gn(u; x, y) = x
nu+ y
xn − 1
x− 1
Repre´sentons maintenant toute homographie h de´finie par h(u) = au+b
cu+d
par la
matrice
Mh =
(
a b
c d
)
et de meˆme toute fonction affine g de´finie par g(u) = au+ b par la matrice
Mg =
(
a b
0 1
)
Et ainsi nous sommes ramene´s a` e´tudier l’action de Gl(2) sur C de´finie par
α.z =
az + b
cz + d
, pour α =
(
a b
c d
)
.
Le proble`me est de de´crire l’action du groupe sur un z0 qui sort d’un domaine ;
ainsi le point crucial sera de de´terminer le nombre d’ite´rations apre`s lequel il
y aura un changement de domaine et donc un passage des homographies aux
fonctions affines.
Heuristique pour l’estimation de ψn : Puisque les estime´es de ψ sont
de deux types, nous bornerons ψn avec trois fonctions diffe´rentes. En effet,
partant d’un u proche de 0, on ite`rera h ; tandis que partant d’un u loin de 0,
on ite`rera la fonction affine g. Partant d’une valeur interme´diaire pour u, nous
rencontrerons un changement de re´gime que de´crirons par la suite.
Plus pre´cise´ment et par exemple pour m > 1 et u > 0, nous verrons dans
la section suivante que 0 est un point fixe re´pulsif. Donc partant de u ≥ 0,
ψn (u) diverge lorsque n tend vers ∞ et il existe diffe´rents re´gimes pour les
estime´es supe´rieures :
– si u ≥ u0, on ite`re simplement u 7→ Ru et l’ite´re´e n-ie`me de ψ est infe´rieure
a` l’ite´re´e n-ie`me de Ru,
– si u ≤ u0, on commence par ite´rer h
(
.;m, 1−P0
2
)
et si apre`s n ite´rations
hn
(
u;m, 1−P0
2
)
est toujours infe´rieure a` u0 alors l’ite´re´e n-ie`me de ψ est
infe´rieure a` l’ite´re´e n-ie`me de h. Dans le cas contraire, apre`s k ite´rations,
hk
(
u;m, 1−P0
2
)
est plus grand que u0, alors on continue en ite´rant u 7→ Ru.
La valeur k0 qui apparaˆıt dans le lemme suivant correspond a` ce change-
ment de re´gime.
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Finalement, les estime´es de ψn refle`tent ce changement de re´gime et ont la
forme suivante 
hn(u; x, y) pour u pre`s de 0
gn(u; x, y) pour u loin de 0
auα sinon
4.2.2.2. Comportement et estime´es de ψ pourm > 1. — La Figure 2 repre´sente
le comportement de ψ dans le cas m > 1. Notons que ψ a deux points fixes :
0 qui est re´pulsif et un certain q˜ = ψ(q˜) < 0 qui est attractif.
En proce´dant comme explique´ en Section 4.2.2.1, des e´tudes de fonctions
................ 
........................................... ........ 
a0 
a1 
a2 
ψ 
y=u 
~ q 
~ q 
b0 
.......................................... 
b1 
u 
Comportement de ψ pour m>1 
0 point fixe répulsif 
 q point fixe attractif ~ 
Fig. 2. Comportement de ψ pour m > 1
classiques me`nent aux lemmes suivants.
Lemme 4.2.1. — Estime´es de ψ pour u ≥ 0 et m > 1
ψ (u) ≤
{
h
(
u;m, 1−P0
2
)
pour 0 ≤ u ≤ 2
Ru pour u ≥ 2
ψ (u) ≥
{
mu pour u ≤ v0
g (u;R,R log (P0)) pour u ≥ v0
ou` v0 := − log (P0) /(1− P0) ≥ 0.
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Lemme 4.2.2. — Estime´es de ψ pour u ≤ 0 et m > 1
Rappelons que q˜ = ψ(q˜) et posons
– b tel que h (b;m, 1− P0) < b,
– d := [q˜ − h (b;m, 1− P0)]/(q˜ − b),
– meq := ψ′ (q˜) = meeq(1−
1
R),
– u−∞ := R log (1− P0),
– v1 := argu{h (u;m, 1− P0) = g (u;meq, q˜(1−meq))},
– v2 := argu{g (u;meq, q˜(1−meq)) = u−∞} = q˜ + (u−∞ − q˜)/meq.
ψ (u) ≤

h (b;m, 1− P0) pour b ≤ u ≤ 0
g (u; d, q˜(1− d)) pour q˜ ≤ u ≤ b
q˜ + h
(
u− q˜;meq, (1− P0)e− eqR
)
pour u2 ≤ u ≤ q˜ pour un certain u2 ≤ 0
ψ (u) ≥

h(u;m, 1−P0
2
) pour v1 ≤ u ≤ 0
g (u;meq, q˜(1−meq)) pour v2 ≤ u ≤ v1
u−∞ pour u ≤ v2
4.2.2.3. Estime´es de ψn pour m > 1. —
The´ore`me 4.2.1. — Estime´es de ψn pour u ≥ 0 et m > 1
Posons u⋆,n := h
−1
n
(
2;m, 1−P0
2
)
= 2/[mn(1 + σ2n/R)] et γ := logR/ logm > 1.
Alors il existe δi for i = 0, 1 tels que
ψn (u) ≤

hn(u;m,
1−P0
2
) pour 0 ≤ u ≤ u⋆,n
2Rn−δ0
(
u
1+
1−P0
2(m−1)
u
)γ
pour u⋆,n ≤ u ≤ 2
Rnu pour 2 ≤ u
ψn (u) ≥

mnu pour 0 ≤ u ≤ v0
mn
Rn−δ1uγ (v0 − qg) pour v0mn ≤ u ≤ v0
gn (u;R,R logP0) pour v0 ≤ u
De´monstration. — Borne supe´rieure
Par souci de clarte´, nous noterons h au lieu de h(.;m, 1−P0
2
), pendant la preuve.
Si u ≤ u⋆,n,
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-puisquem > 1, u ≤ h (u) et puisque h est croissante, u ≤ h (u) ≤ · · · ≤ hn (u).
-puisque u ≤ u⋆,n, hn (u) ≤ 2 alors
ψn (u) = ψn−1 (ψ (u)) ≤ ψn−1 (h (u)) ≤ · · · ≤ hn (u) = m
nu
1− 1−P0
2
um
n−1
m−1
If u ≥ u0, since R ≥ 1, 2 ≤ u ≤ Ru ≤ · · · ≤ Rnu et donc ψn (u) ≤ Rnu
Si u ∈ [u⋆,n, 2], puisque u ≤ 2, on commence par ite´rer h et puisque u ≤ h (u)
et u ≥ h−1n (2), les ite´re´es hk (u) finalement deviennent supe´rieures a` 2 et alors
on ite`re u 7→ Ru. Posons k0 tel que hk0 (u) ≤ 2 et hk0+1 (u) > 2. k0 correspond
au changement de re´gime et
k0 := log
(
2
1 + 1−P0
2(m−1)2
)
/ logm− log
(
u
1 + 1−P0
2(m−1)u
)
/ logm
Posons δ0 = log
(
2
1+
1−P0
2(m−1)
2
)
/ logm, on a
ψn (u) = ψn−k0 (ψk0 (u)) ≤ Rn−k0hk0 (u) ≤ Rn−k02
≤ · · · ≤ 2Rn−δ0
(
u
1 + 1−P0
2(m−1)u
)γ
Un comportement similaire e´tant observe´ dans les autres cas, nous omettrons
les preuves des the´ore`mes suivants.
The´ore`me 4.2.2. — Estime´es de ψn pour u ≤ 0 et m > 1
Posons
– u⋆⋆,n := h
−1
n (b;m, 1− P0) = b/[mn(1 + σ2nb/R)],
– v⋆,n := h
−1
n
(
v1;m,
1−P0
2
)
= v1/[m
n(1 + σ2nv1/(2R))],
– v⋆⋆,n := g
−1
n (v2;mq, q(1−mq)) = q − (q − v2)/mn,
– η := log d/ logm et µ := logm/ logmq.
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Alors il existe δi pour i = 2, 3 tels que
ψn (u) ≤

hn(u;m, 1− P0) pour u⋆⋆,n ≤ u ≤ 0
q + dn−δ2
(
u
1+
1−P0
m−1
)η
(b− q) pour b ≤ u ≤ u⋆⋆,n
gn (u; d, q(1− d)) pour q ≤ u ≤ b
q + hn
(
u− q;mq, (1− P0)e− qR
)
pour u2 ≤ u ≤ q
ψn (u) ≥

hn(u;m,
1−P0
2
) pour v⋆,n ≤ u ≤ 0
q +mn−δ3q
(
u
1+
1−P0
2(m−1)
u
)−µ
(v1 − q) pour v1 ≤ v⋆,n
gn (u;mq, q(1−mq)) pour v⋆⋆,n ≤ u ≤ v1
u−∞ pour u ≤ v⋆⋆,n
4.2.2.4. Estime´es de ψn pour m < 1. — En proce´dant de la meˆme fac¸on, on
obtient le meˆme genre d’ine´galite´s.
4.2.3. Intervalles de confiance. —
The´ore`me 4.2.3. — Bornes de P
(
| bP−P(A)|
P(A)
≥ α
)
Pour α assez petit et m 6= 1,
P
(
|P̂ − P(A)|
P(A)
≥ α
)
≤ h+ + h−
ou` h+ := exp
{
− 2C
h(P0)(1−P0)Rm
M+1
(
1−m
1−mM+1
)2 (√
1 + α− 1)2}
h− := exp
{
− C
h(P0)(1−P0)Rm
M+1
(
1−m
1−mM+1
)2 (
1−√1− α)2}
De´monstration. — Nous observons dans tous les cas le meˆme comportement :
nous ferons donc seulement la preuve pour le cas m > 1 et u ≥ 0 par exemple.
Nous avons F+M+1 (u) :=
1
R
ψM+1
(
u
P0mM
)
− (1 + α)u. Alors
inf
u>0
F+M+1 (u) = inf
{
inf
u∈[0,u⋆,M+1]
F+M+1 (u) , inf
u∈[u⋆,M+1,2]
F+M+1 (u) , infu>2
F+M+1 (u)
}
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Pour u ∈ [0,u⋆,M+1],
F+M+1 (u) ≤
u
1− σ2M+1u/2
− u (1 + α) := φM+1 (u)
ou` σ2M+1 est la variance de WM+1 de´finie a` la Remarque 3.4.2.
L’annulation de la de´rive´e premie`re de φM+1 donne le minimum de φM+1 :
us =
2
σ2M+1
(
1− 1√
1 + α
)
qui est infe´rieur a` u⋆,M+1 pour α assez petit c-a`-d
α ≤ (1− u⋆,M+1σ2M+1/2)−2 − 1
Pour u ∈ [u⋆,M+1, 2], F+M+1 (u) ≤ RM−δ02
(
u
1+
1−P0
2(m−1)
u⋆,M+1
P0m
M
)γ
− (1 + α)u :=
φM+1 (u) . L’annulation de la de´rive´e premie`re de φM+1 donne le minimum de
φM+1 :
u˜s =
{
(1 + α)
γ2RM−δ0
(
P0m
M +
1− P0
2(m− 1)u⋆,M+1
)γ} 1γ−1
qui est infe´rieur a` u⋆,M+1 pour
α ≤ γ2R
M−δ0
u⋆,M+1
(
u⋆,M+1
P0mM +
1−P0
2(m−1)u⋆,M+1
)γ
− 1
Et donc la solution sort de l’intervalle.
Pour u ≥ 2, F+M+1 (u) ≤ RMu/
(
P0m
M
)− u (1 + α) = u [1/PM+10 − (1 + α)],
et 1/PM+10 −(1 + α) est positif pourM suffisamment grand ; donc le minimum
est atteint en 2 et la solution sort de l’intervalle.
Finalement, P
(
P̂ ≥ P (1 + α)
)
est borne´ par
exp
{
N
R
F+M+1(us)
}
= exp
{
−N
R
1
1− P0m
M+1 1−m
1−mM+1
(√
1 + α− 1
)2}
On obtient ainsi le re´sultat en notant que
N =
{
C
h(P0)
m−1
mM+1−1 pour m 6= 1
C
h(P0)
1
M+1
pour m = 1.
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The´ore`me 4.2.4. — Pour m = 1 et α assez petit, on a
P
(
|P̂ − P(A)|
P(A)
≥ α
)
≤ g+ + g−
ou` g+ := exp
{
− 2C
h(P0)(1−P0)R
1
(M+1)2
(√
1 + α− 1)2}
g− := exp
{
− C
h(P0)(1−P0)R
1
(M+1)2
(
1−√1− α)2}
On ve´rifie que cette borne est meilleure que celle obtenue dans le cas m 6= 1.
Le Corollaire suivant de´coule du The´ore`me 4.2.3 et fournit une borne supe´rieure
pre´cise et exacte de P
(
|P̂ − P(A)|/P(A) ≥ α
)
faisant intervenir la variance de
WM+1.
Corollaire 4.2.1. — Pour α comme dans le The´ore`me 4.2.3,
P
(
|P̂ − P(A)|
P(A)
≥ α
)
≤ 2 exp
{
−α
2
4
N
var(WM+1)
(
1− α
2
)}
De´monstration. — Par le The´ore`me 4.2.3, la de´finition de N et la valeur de
var(WM+1) donne´e dans la Remarque 3.4.2, on de´duit que P
(
|P̂ − P(A)|/P(A) ≥ α
)
est majore´ par
exp
{
− 2N
var(WM+1)
(√
1 + α− 1
)2}
+ exp
{
− N
var(WM+1)
(
1−√1− α)2}
Mais puisque
√
1 + α ≤ 1 + α
2
et
√
1− α ≤ 1− α
2
,(√
1 + α− 1
)2
=
α2
2 + α + 2
√
1 + α
≥ α
2
4
1
1 + α
2
≥ α
2
4
(
1− α
2
)
(
1−√1− α)2 = α2
2− α + 2√1− α ≥
α2
4
(
1 +
α
2
)
≥ α
2
4
(
1− α
2
)
qui conduit au re´sultat cherche´.
De´coule aussi des The´ore`mes 4.2.3 et 4.2.4 la remarque suivante qui donne
l’allure asymptotique des bornes pre´ce´dentes :
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Remarque 4.2.1. — PourM grand et c1 = 1/[8R(1−P0)], la borne supe´rieure
de P
(
|P̂ − P(A)|/P(A) ≥ α
)
est de l’ordre de
2 exp
{
−c1 C α
2
h(P0)
1
mM+1
}
pour m > 1
2 exp
{
−c1 C α
2
h(P0)
1
(M + 1)2
}
pour m = 1
2 exp
{
−c1 C α
2
h(P0)
mM+1
}
pour m < 1
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Fig. 3. Estime´es supe´rieures pour m 6= 1
4.2.4. Illustration nume´rique. — Nous avons trace´ en Figure 3 les diffe´rentes
bornes utilisant :
– la variance,
– la transforme´e de Laplace dans le cas optimal : m = 1,
– la transforme´e de Laplace dans l’autre cas : m 6= 1,
pour les deux jeux de valeurs suivants
– pour P(A) = 5 10−9 et C = 6 107, alors m = 1.055 (cas surcritique),
– pour P(A) = 10−11 et C = 2 108, alors m = 0.924 (cas sous-critique).
4.2.5. Comparaisons avec des bornes connues. — Nous souhaitons,
dans cette section, comparer les bornes pre´ce´demment trouve´es a` d’autres de´ja`
connues.
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4.2.5.1. L’ine´galite´ de Hoeffding. — Notons Sn =
∑n
i=1Xi ou` les Xi sont des
variables ale´atoires inde´pendantes. On s’inte´resse a`
P(Sn − E(Sn) ≥ t)
Nous utilisons ici la me´thode de Chernoff pour borner supe´rieurement cette
probabilite´, me´thode qui s’ave`re tre`s efficace dans le cadre de somme de va-
riables ale´atoires inde´pendantes. En effet, on obtient pour tout s > 0,
P(Sn − E(Sn) ≥ t) ≤ e−stE
(
exp
{
s
n∑
i=1
[Xi − E(Xi)]
})
= e−st
n∏
i=1
E (exp {s[Xi − E(Xi)]})(63)
Il s’agit donc de trouver des bornes supe´rieures pre´cises de la transforme´e de
Laplace des variables ale´atoires Xi − E(Xi). On peut proce´der de diffe´rentes
fac¸ons. Une version e´le´gante dans le cadre des variables ale´atoires borne´es est
propose´e par Hoeffding [39] :
Lemme 4.2.3. — Soit X une variable ale´atoire centre´e telle que a ≤ X ≤ b.
Alors pour tout s > 0,
E
(
esX
) ≤ es2(b−a)2/8
De´monstration. — Tout d’abord par convexite´ de la fonction exponentielle,
pour a ≤ x ≤ b,
esx ≤ x− a
x− b e
sb +
b− x
b− ae
sa
Comme E(X) = 0 et en posant p = −a/(b− a) et u = s(b− a),
E(esX) ≤ −a
x− be
sb +
b
b− ae
sa
=
(
1− p+ pes(b−a)) e−ps(b−a)
= eϕ(u)
avec ϕ(u) = −pu+ log(1− p+ peu). On a ϕ(0) = ϕ′(0) = 0 et
ϕ′′(u) =
p(1− p)e−u
(p+ (1− p)e−u)2 ≤
1
4
Ainsi par un de´veloppement de Taylor, pour θ ∈ [0, u],
ϕ(u) = ϕ(0) + uϕ′(0) +
u2
2
ϕ′′(θ) ≤ u
2
8
=
s2(b− a)2
8
D’ou` le re´sultat.
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On en de´duit le the´ore`me suivant :
The´ore`me 4.2.5. — Soient X1, X2, · · · , Xn des variables ale´atoires borne´es
inde´pendantes telles que P(Xi ∈ [ai, bi]) = 1 pour tout i. Alors pour tout t > 0,
P(Sn − E(Sn) ≥ t) ≤ e−2t2/
Pn
i=1(bi−ai)2
et
P(Sn − E(Sn) ≤ −t) ≤ e−2t2/
Pn
i=1(bi−ai)2
De´monstration. — C’est imme´diat en injectant le re´sultat du Lemme 4.2.3
dans (63), puis en optimisant sur s (prendre s = 4t/
∑n
i=1(bi − ai)2).
Remarque 4.2.2. — Tout repose sur l’ine´galite´ de convexite´ de la fonction
exponentielle, la majoration de E(esX) par eϕ(u) et la majoration de ϕ(u).
Cette ine´galite´ a la forme espe´re´e en (55) a` ceci pre`s que la variance moyenne
σ2 = 1
n
∑n
i=1 var(Xi) est remplace´e par la borne supe´rieure 1/4
∑n
i=1(bi− ai)2.
En d’autres termes, l’ine´galite´ de Hoeffding ignore l’information sur la variance
des Xi. Les ine´galite´s de la section suivante fournissent une ame´lioration en ce
sens.
Revenons a` notre cas particulier : on a tout d’abord
P
(
P̂ − P(A) ≥ αP(A)
)
= P
(
P(A)
N
N∑
i=1
Z iM+1
P0mM
− P(A) ≥ P(A)α
)
= P
(
N∑
i=1
Z iM+1 − E(
N∑
i=1
Z iM+1) ≥ NP0mMα
)
≤ exp {−s[NP0mMα]}E (exp {s[ZM+1 − E(ZM+1)]})N(64)
par inde´pendance et e´quidistribution.
En vu d’appliquer le The´ore`me 4.2.5, posons Xi = Z
i
M+1−E(Z iM+1) = Z iM+1−
P0m
M . On a alors
−P0mM ≤ Xi ≤ RM − P0mM
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et ainsi par application du the´ore`me
P
(
P̂ − P(A) ≥ αP(A)
)
≤ exp{−2α2NP(A)2}
et
P
(
P̂ − P(A) ≤ −αP(A)
)
≤ exp{−2α2NP(A)2}
D’ou`
Proposition 4.2.1. — Pour tout α ≥ 0,
P
(
|P̂ − P(A)|
P(A)
≥ α
)
≤ 2 exp{−2α2NP(A)2}
Remarque 4.2.3. — En analysant la preuve dans notre cas, on remarque
que tout repose sur l’ine´galite´
P0fM(e
s) + 1− P0 ≤ P(A)esRM + 1− P(A)
ou` le terme de droite est la fonction ge´ne´ratrice des moments de ZM+1 avec
f(s) = (P0s + 1− P0)R. Re´sultat que l’on obtient par une ine´galite´ de Jensen
graˆce a` la convexite´ de la fonction x 7→ xR.
4.2.5.2. Ine´galite´s de Bennett et de Bernstein. — On suppose maintenant
sans perte de ge´ne´ralite´ que E(Xi) = 0 pour tout i = 1..n. On part de
nouveau de l’ine´galite´ (63) et donc nous avons besoin a` nouveau de borner
supe´rieurement E(esXi). Notons σ2i = var(Xi) = E(X
2
i ). On obtient alors
l’ine´galite´ due a` Bennett [11] :
The´ore`me 4.2.6. — SoientX1, · · · , Xn des variables ale´atoires re´elles centre´es
telles que |Xi| ≤ c pour tout i avec la probabilite´ 1. Alors pour tout t > 0,
P
(
n∑
i=1
Xi > t
)
≤ exp
{
−nσ
2
c2
h
(
ct
nσ2
)}
avec h(u) = (1 + u) log(1 + u)− u pour u ≥ 0.
De´monstration. — Posons tout d’abord
Fi =
+∞∑
r=2
sr−2E(XRi )
r!σ2i
.
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Puisque esx = 1 + sx+
∑+∞
r=2
srxr
r!
, on peut e´crire
E(esXi) = 1 + sE(Xi) +
+∞∑
r=2
srE(Xri )
r!
= 1 + s2σ2i Fi puisque E(Xi) = 0
≤ exp {s2σ2i Fi}
Comme les Xi sont borne´s, on obtient pour tout r ≥ 2,
E(Xri ) ≤ cr−2σ2i et Fi ≤
1
(sc)2
+∞∑
r=2
(sc)r
r!
=
esc − 1− sc
(sc)2
Par conse´quent,
E(esXi) ≤ exp
{
s2σ2i
esc − 1− sc
(sc)2
}
et en injectant dans (63)
P
(
n∑
i=1
Xi > t
)
≤ exp {nσ2(esc − 1− sc)/c2 − st}
En optimisant sur s (prendre s = 1
c
log
(
1 + tc
nσ2
)
), on obtient le re´sultat du
the´ore`me.
Le re´sultat est plus parlant si l’on minore de fac¸on e´le´mentaire h(u) par u2/(2+
2u/3) car alors on obtient l’ine´galite´ de Bernstein [12] :
The´ore`me 4.2.7. — Sous les conditions du the´ore`me pre´ce´dent, pour tout
ε > 0,
P
(
1
n
n∑
i=1
Xi > ε
)
≤ exp
{
− nε
2
2σ2 + 2cε/3
}
On remarque que excepte´ le terme 2cε/3 qui apparaˆıt au de´nominateur, l’ine´galite´
de Bernstein est bonne compare´e au re´sultat (55) donne´ par le the´ore`me de la
limite centrale. En outre, l’ine´galite´ de Bernstein fait apparaˆıtre un phe´nome`ne
inte´ressant : si σ2 < ε, la borne supe´rieure se comporte en e−nε au lieu de e−nε
2
garanti par l’ine´galite´ de Hoeffding. L’inte´reˆt de cette borne est qu’elle capture
a` la fois un comportement asymptotique gaussien et un comportement poisso-
nien.
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Revenons a` notre cas particulier : on repart de (64). Remarquons d’abord
que pour tout i,
|Xi| = |Z iM+1 − E(Z iM+1)| ≤ RM =: c
puis en notant σ˜2M+1 = var(ZM+1), on obtient
(i) Ine´galite´ de Bennett
P
(
P̂ − P(A) ≥ αP(A)
)
≤ exp
{
−Nσ
2
M+1
R2M
h
(
αP(A)R2M
σ2M+1
)}
(ii) Ine´galite´ de Bernstein
P
(
P̂ − P(A) ≥ αP(A)
)
≤ exp
{
− Nα
2P(A)2R2M
2σ2M+1 + 2/3αP(A)R
2M
}
Or σ˜2M+1 = var(ZM+1) =
(
P0m
M
)2
var(WM+1) et on en de´duit, par la Re-
marque 3.4.2, que
σ˜2M+1 =
{(
P0m
M
)2 ( 1
P0
− 1
)
mM+1−1
m−1
1
mM
pourm 6= 1
P0(1− P0)(M + 1) pourm = 1
Finalement, asymptotiquement en M ,
σ˜2M+1 ∼
M→+∞
P0(1− P0)m2M+1m−1 pour m > 1
σ˜2M+1 = P0(1− P0)(M + 1) pour m = 1
σ˜2M+1 ∼
M→+∞
P0(1− P0) mM1−m pour m < 1
De quoi on de´duit les bornes asymptotiques suivantes
Corollaire 4.2.2. — Asymptotiquement en M , pour toute valeur de m, la
borne supe´rieure de
P
(
P̂ − P(A) ≥ αP(A)
)
de type Bernstein est de l’ordre de
exp
{
−3
2
NαP(A)
}
Pour plus de de´tails et d’autres ine´galite´s de concentration voir [49].
4.2. PREMIER MODE`LE : DE´TERMINISTE 117
4.2.5.3. Commentaires. — Les bornes supe´rieures obtenues dans ce para-
graphe ont certes l’avantage d’eˆtre valables pour tout α ; cependant elles se
de´gradent tre`s vite pour de petites valeurs de P(A) et en particulier dans notre
cadre ou` nous e´tudions des e´ve´nements rares. En outre, pour de petites va-
leurs de α, elles sont moins bonnes que celles obtenues avec la me´thode ad hoc.
Enfin, les techniques utilise´es pour les ine´galite´s de Bennett et de Bernstein
permettant d’obtenir des majorations de P
(
P̂ − P(A) ≥ αP(A)
)
semblent eˆtre
inutisables pour majorer P
(
P̂ − P(A) ≤ −αP(A)
)
.
Le tableau suivant donne les diffe´rentes bornes obtenues dans cette section ainsi
que les bornes optimales et de´terministes obtenues dans la section pre´ce´dente,
pour α = 0.01 :
– les bornes optimales (Laplace optimal),
– les bornes de´terministes c-a`-d issues du mode`le ou` R est l’entier le plus
proche de la valeur optimale (Laplace),
– les bornes de Hoeffding (Hoeffding),
– les bornes de Bennett (Bennett),
– les bornes de Bernstein (Bernstein),
dans deux cas :
– pour P(A) = 5 10−9 et C = 6 107 (Cas surcritique m = 1.0556),
– pour P(A) = 10−11 et C = 2 108 (Cas sous-critique m = 0.9239).
Laplace optimal Laplace Hoeffding Bennett Bernstein
Cas surcritique 0.0052 0.0060 1.0000 0.9980 0.9997
Cas sous-critique 0.0001 0.0003 1.0000 1.0000 1.0000
TAB2. Comparaison des diffe´rentes bornes
Nous avons trace´ en Figure 4 les bornes obtenues dans ce paragraphe :
– par l’ine´galite´ de Hoeffding,
– par l’ine´galite´ de Bennett,
– par l’ine´galite´ de Bernstein,
pour les deux jeux de valeurs suivants
– pour P(A) = 10−9 et C = 108, alors m = 1.0155 (cas surcritique),
– pour P(A) = 10−10 et C = 108, alors m = 0.9653 (cas sous-critique).
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Fig. 4. Bornes de Hoeffding, Bennett et Bernstein
4.3. Second mode`le : ge´ne´rer a` chaque succe`s
4.3.1. Le mode`le. — Soit k ∈ N et δ ∈ [0, 1[ tels que 1/P0 = k + δ. Pour
s’approcher au plus de l’algorithme optimal, on autorise R a` varier c-a`-d on
conside`re R comme une variable ale´atoire. Plus pre´cise´ment, chaque fois qu’une
particule atteint un niveau supe´rieur, on ge´ne`re une re´alisation R d’une loi de
Bernoulli de parame`tre p = 1− q. Notons ξ = RP0.
Ici, l’estimateur est donne´ par :
P̂ =
P(A)
N
N∑
i=1
W iM+1 =
1
N
N∑
i=1
Z iM+1
E(ZM+1)
=
P(A)
N
N∑
i=1
Z iM+1
P0E(ξ)M
4.3.2. Etude de la variance et optimisation de l’algorithme. —
4.3.2.1. Etude de la variance. —
Proposition 4.3.1. — P̂ est trivialement un estimateur sans biais de va-
riance
(65) var(P̂ ) =
P(A)2
N
[(
1
P0
− 1
) M∑
i=0
1
E(ξ)i
+
var(ξ)
P0E(ξ)
M∑
i=1
1
E(ξ)i
]
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De´monstration. — Tout d’abord, var(P̂ ) = P(A)
2
N
1
[P0E(ξ)M ]
2 var(ZM+1). Ainsi,
le calcul de var(P̂ ) se rame`ne a` celui de var(ZM+1).
Notons que pour toute X variable ale´atoire et toute filtration F ,
(66) var(X) = var(E(X|F)) + E( var(X|F))
Appliquons (66) a` X = ZM+1 et F = σ(ZM) puis a` X = XM et F = σ(RM)
et puisque X ik ∼ Bin(Rk, P0), il vient
var(ZM+1) = var(
ZM∑
i=1
X iM) = var(ZME(XM |ZM)) + E(ZM var(XM |ZM))
= E(XM)
2 var(ZM) + var(XM)E(ZM)
= E(E(XM |RM))2 var(ZM) + var(E(XM |RM)E(ZM) + E( var(XM |RM))E(ZM)
= E(ξ)2 var(ZM) + var(ξ)E(ZM) + (1− P0)E(ξ)E(ZM)
Par une re´currence descendante,
var(ZM+1) = E(ξ)
2M var(Z1)+ var(ξ)
M∑
k=1
E(Zk)E(ξ)
2(M−k)+(1−P0)E(ξ)
M∑
k=1
E(Zk)E(ξ)
2(M−k)
Mais var(Z1) = P0(1 − P0) et E(Zk) = P0E(ξ)k−1, ce qui conduit finalement
au re´sultat attendu.
4.3.2.2. Optimisation en les parame`tres. — Comme fait en Section 3.4.3, un
algorithme optimal se de´duit par minimisation de la variance de P̂ pour un
budget C donne´. Le couˆt (moyen) est maintenant
(67) C = Nh(P0)
M∑
i=0
E(ξ)i +NP0h(1)
M−1∑
i=0
E(ξ)i
En ne´gligeant le couˆt introduit par la ge´ne´ration, a` chaque succe`s, d’un nombre
ale´atoire de retirage, nous supposerons dans la suite que
(68) C = Nh(P0)
M∑
i=0
E(ξ)i, (h(1)≪ h(P0)).
En pratique, ce surcouˆt est effectivement ne´gligeable : par exemple dans le cas
de la simulation de trajectoires d’Ornstein-Uhlenbeck.
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Supposons de plus E(ξ) 6= 1, alors nous pouvons re´e´crire la variance sous
la forme suivante
var(P̂ ) =
P(A)2
N
[(
1
P0
− 1 + var(ξ)
P0E(ξ)
) M∑
i=0
1
E(ξ)i
− var(ξ)
P0E(ξ)
]
=
P(A)2
N
[(
1
P0
− 1 + var(ξ)
P0E(ξ)
)
1
E(ξ)M
E(ξ)M+1 − 1
E(ξ)− 1 −
var(ξ)
P0E(ξ)
]
et le couˆt s’e´crit
C = Nh(P0)
E(ξ)M+1 − 1
E(ξ)− 1
La valeur optimale de N est alors donne´e par
N =
C
h(P0)
E(ξ)− 1
E(ξ)M+1 − 1
et il s’agit donc de minimiser
var(P̂ ) =
P(A)2
CP0
h(P0)
E(ξ)M+1 − 1
E(ξ)− 1
[(
1− P0 + var(ξ)
E(ξ)
)
1
E(ξ)M
E(ξ)M+1 − 1
E(ξ)− 1 −
var(ξ)
E(ξ)
]
dont le terme principal proportionnel a`
1
E(ξ)M
[
E(ξ)M+1 − 1
E(ξ)− 1
]2
est minimal pour E(ξ) = 1.
4.3.2.3. Intervalle de confiance. — A partir de maintenant, nous prendrons
m = f ′(1) = E(RP0) = P0(k + q) = 1
qui e´quivaut a` p = 1−δ. La fonction ge´ne´ratrice de la loi de reproduction dans
ce cas devient
f(s) = (P0e
u + 1− P0)k(P0qeu + 1− P0q) := exp {ψ(log s)}
et son expression refle`te bien le fait que R est choisi ale´atoirement entre k et
k + 1 selon le parame`tre q.
Ensuite, puisque log(P0s+ 1− P0) ≤ 1k+q log f(s) et m = 1,
E
(
euWM+1
) ≤ exp{ 1
k + q
log fM+1(e
u
P0 )
}
= exp
{
1
k + q
ψM+1(
u
P0
)
}
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En utilisant de nouveau la me´thode de Chernoff,
P
(
|P̂ − P(A)|
P(A)
≥ α
)
= exp
{
N inf
u>0
F+M+1(u)
}
+ exp
{
N inf
u<0
F−M+1(u)
}
ou` F
+
M+1(u) :=
1
k+q
ψM+1
(
u
P0
)
− (1 + α) u
F−M+1(u) :=
1
k+q
ψM+1
(
u
P0
)
− (1− α)u
Une fois de plus, nous nous inte´ressons a` la transforme´e de Laplace de WM+1
et nous sommes conduits a` e´tudier le comportement des ite´re´es de la fonction
ψ.
4.3.3. La transforme´e de Laplace de Wn+1. — Posons
β := [k(1− P0) + q(1− P0q)] /(k + q).
Nous proce´dons comme explique´ en Section 4.2.2.1.
4.3.3.1. Estime´es de ψ. —
Lemme 4.3.1. — Estime´es de ψ pour u ≥ 0
Il existe u0 > 0 tel que
ψ (u) ≤
{
h
(
u; 1, β
2
)
pour 0 ≤ u ≤ u0
(k + 1)u pour u ≥ u0
Lemme 4.3.2. — Estime´es de ψ pour u ≤ 0
Il existe u0 < 0 tel que
ψ (u) ≤ h(u; 1, β) pour u ≤ u0
4.3.3.2. Estime´es de ψn. —
Proposition 4.3.2. — Estime´es de ψn pour u ≥ 0
Soit u⋆ := h
−1
n (u0; 1,
β
2
).
ψn (u) ≤

hn
(
u; 1, β
2
)
pour 0 ≤ u ≤ u⋆
u0(k + 1)
n− 2
β
( 1
u
− 1
u0
)
pour u⋆ ≤ u ≤ u0
(k + 1)nu pour u0 ≤ u
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Proposition 4.3.3. — Estime´es de ψn pour u ≤ 0
ψn (u) ≤ hn(u; 1, β) pour u ≤ u0
4.3.4. Intervalle de confiance. — Finalement, par le meˆme type de tech-
niques que dans le cas de´terministe, on de´duit
The´ore`me 4.3.1. — Pour α assez petit, on a
(69) P
(
|P̂ − P(A)|
P(A)
≥ α
)
≤ h+ + h−
ou` h+ := exp
{
− 2C
(k+q)β[h(P0)+P0h(1)M/(M+1)]
1
(M+1)2
(√
1 + α− 1)2}
h− := exp
{
− C
(k+q)β[h(P0)+P0h(1)M/(M+1)]
1
(M+1)2
(
1−√1− α)2}
D’ou` l’on de´duit en utilisant le meˆme genre d’arguments que pour le Corollaire
4.2.1 :
Corollaire 4.3.1. — Pour α tel que dans le The´ore`me 4.3.1 et
c2 = 1/[8(k + q)β],
P
(
|P̂ − P(A)|/P(A) ≥ α
)
≤ 2 exp
{
−c2 C α
2
h(P0)
1
(M + 1)2
}
Le Corollaire 4.3.1 fournit de meilleurs re´sultats que ceux obtenus dans la
Section 4.2 puisque ici la borne supe´rieure est en exp{−cst 1
(M+1)2
} comme
dans le cas optimal.
4.4. Troisie`me mode`le : ge´ne´rer un environnement ale´atoire
4.4.1. Le mode`le. — Dans ce mode`le, on de´cide de ge´ne´rer un environne-
ment ale´atoire de´crit par la suite (R1, R2, · · · , RM) au de´but de la simulation
et d’optimiser l’algorithme en E(R). Plus pre´cise´ment, soient ri = {R(i)j , j =
1..M} pour i = 1 · · ·N , N suites de variables ale´atoires de loi de Bernoulli sur
{k, k+ 1}. ri est la i-ie`me suite «environnementale». Etant donne´es ces suites
environnementales, on conside`re N processus de branchement inde´pendants
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(Z
(i)
n )n≥0, i = 1, · · · , N de la meˆme fac¸on que dans le cas de´terministe a`
ceci pre`s que chaque Rj est une variable ale´atoire associe´e a` une fonction
ge´ne´ratrice ale´atoire (f.g.) fj(s) qui repre´sente la loi de reproduction de la j-
ie`me ge´ne´ration et fj(s) = (P0s+ 1− P0)Rj .
(Zn) est maintenant un processus de branchement en environnement ale´atoire
(Branching Process in Randon Environment : BPRE).
De meˆme que dans les mode`les a` environnement ale´atoire, il faudra distin-
guer l’ale´a provenant de l’environnement et celui du processus lui-meˆme.
Puisque a` chaque processus (Z
(i)
n )n≤0 i = 1..N issu des N > 1 particules
initiales, on associe un environnement ale´atoire ri, les N particules initiales
et les processus associe´s se reproduisent inde´pendamment. Par conse´quent,
on peut re´e´crire P̂ l’estimateur de P(A) comme la somme de N processus de
branchement inde´pendants :
P̂ =
1
N
N∑
i=1
Q˜i =
P(A)
N
N∑
i=1
Z
(i)
M+1
ξ0ξ1 · · · ξM =
P(A)
N
N∑
i=1
W
(i)
M+1
dont on veut minimiser la variance a` couˆt fixe´ pour de´duire le parame`tre op-
timal pour R. Rappelons qu’ici ξi = RiP0 est une variable ale´atoire pour tout
i = 1 · · ·M .
4.4.1.1. Rappels sur les processus de branchement en environnement ale´atoire.
— Supposons maintenant que r = {rj , j ≥ 0} est une suite de variables
ale´atoires inde´pendantes et identiquement distribue´es qui de´terminent la suite
des fonctions ge´ne´ratrices {fj(s), j ≥ 0} de reproduction d’un processus de
branchement en environnement ale´atoire. Supposons que Z0 = 1 et que toutes
les espe´rances intervenant dans la suite du paragraphe sont finies.
Soit q(r) la probabilite´ d’extinction pour un environnement r fixe´ :
q(r) := P
(
Zn →
n→∞
0|r
)
= lim
n→∞
f0 ◦ f1 ◦ · · · ◦ fn−1(0)
Alors, d’apre`s Athreya-Karlin [5] par exemple,
Proposition 4.4.1. —
q(r) = lim
n→∞
f0 ◦ f1 ◦ · · · ◦ fn−1(s) p.s. pour 0 ≤ s < 1
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et ou bien P (q(r) = 1) = 1 ou bien P (q(r) < 1) = 1. De plus, q(r) est l’unique
solution q˜(r) de l’e´quation fonctionnelle
q˜(r) = f1(q˜(r))
satisfaisant P (q(r) < 1) = 1.
De meˆme que pour le mode`le de Galton-Watson classique, on a (voir par
exemple Smith et Wilkinson [55])
The´ore`me 4.4.1 (Extinction ou explosion). — Zn →
n→∞
0 avec probabi-
lite´ q(r) et Zn →
n→∞
∞ avec probabilite´ 1− q(r).
En environnement ale´atoire, le comportement du processus de branchement
Zn est de´termine´ par la valeur de E (log f
′
0(1)) au lieu de m = f
′(1) dans le
mode`le classique. Et on a d’apre`s [56] par exemple :
The´ore`me 4.4.2. — (i) Si E (log f ′0(1)) ≤ 0, q(r) = 1 p.s.
(ii) Si E (log f ′0(1)) > 0, q(r) < 1 p.s.
De´finition 4.4.1. — Un processus de branchement en environnement ale´atoire
est dit critique si E (log f ′0(1)) = 0, surcritique si E (log f
′
0(1)) > 0 et sous-
critique si E (log f ′0(1)) < 0.
Cas critique : E (log f ′
0
(1)) = 0
En analogie avec le mode`le de Galton-Watson classique, on peut obtenir une
estime´e de la probabilite´ de non-extinction due a` Kolmogorov et la loi de Zn
renormalise´ conditionne´ sur la non-extinction due a` Yaglom (voir [32]) :
The´ore`me 4.4.3. — Soit Zn un processus de branchement dans un environ-
nement ale´atoire avec E (log f ′0(1)) = 0, P(f
′
0(1) = 1) < 1, E (log f
′
0(1))
2 < +∞
et E
(
f ′′0 (1)
f ′0(1)
2
)ǫ
< +∞ pour ǫ > 0. Alors il existe 0 < C < +∞ tel que
lim
n→+∞
n1/2P (Zn > 0) = C
De plus, la loi conditionnelle de la variable ale´atoire Zn
E(Zn|Zn>0) conditionne´e
par {Zn > 0} converge vers une loi non-de´ge´ne´re´e ν 6= δ0 d’espe´rance 1 et de
variance finie.
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Remarque 4.4.1. — Rappelons que la probabilite´ de survie P (Zn > 0) se
comporte en n−1 en environnement de´terministe alors qu’elle se comporte en
n−1/2 en environnement ale´atoire comme nous venons de le voir.
Cas sous-critique : E (log f ′
0
(1)) < 0
Ici nous avons, voir [4],
The´ore`me 4.4.4. — Un processus de branchement sous-critique en environ-
nement ale´atoire a la proprie´te´ suivante
lim
n→∞
P (Zn = k|Zn > 0, r1, .., rn−1) = bk(r)
pour une suite (bk(r)) qui de´termine une loi de probabilite´ non-de´ge´ne´re´re´e.
Cas surcritique : E (log f ′
0
(1)) > 0
Tanny [56] e´tablit un premier re´sultat sur la vitesse de croissance Zn sur
{Zn →
n→∞
∞ p.s. } :
Proposition 4.4.2. —
1
n
logZn →
n→∞
E (log f ′0(1))
En analogie avec le the´ore`me de Kesten et Stigum sur les processus de Galton-
Watson surcritiques en environnement de´terministe, on a [4] :
The´ore`me 4.4.5. — SoitWn :=
ZnQn−1
i=0 f
′
i(1)
n ≥ 1. La famille {Wn, (r, Z0, .., Zn)}
constitue une martingale positive et donc
lim
n→∞
Wn = W
existe p.s. Avec une condition de re´gularite´ supple´mentaire,
(i) lim
n→∞
E
(
e−uWn|r) = ψ(u, r) ou` ψ(u, r) est l’unique solution de l’e´quation
fonctionnelle : (T est l’ope´rateur de shift du processus de´finissant l’environne-
ment)
ψ(u, r) = f0
(
ψ
(
u
f ′0(1)
, T (r)
))
parmi celles satisfaisant lim
u→0
u−1(1− ψ(u, r)) = 1.
(ii) E (W |r) = 1
(iii) P (W = 0|r) = q(r)
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4.4.2. Etude de la variance et optimisation de l’algorithme. —
4.4.2.1. Etude de la variance. —
Proposition 4.4.3. — P̂ est trivialement un estimateur sans biais de va-
riance
(70) var(P̂ ) =
P(A)2
N
(
1
P0
− 1
) M∑
i=0
E
(
1
ξ
)i
De´monstration. — Tout d’abord, var(P̂ ) = P(A)
2
N
var(WM+1). Ainsi, le calcul
de var(P̂ ) se rame`ne a` celui de var(WM+1).
En appliquant (66) a` X = WM+1 =
ZM+1
P0
QM
i=1 ξi
et F = σ(ZM , r) et puisque
WM est une martingale, on a
var(WM+1) = var(WM) + E
(
1
[P0
∏M
i=1 ξi]
2
var(ZM+1|σ(ZM , r))
)
= var(WM) + E
(
ZM
[P0
∏M
i=1 ξi]
2
var(XM |σ(ZM , r))
)
= var(WM) + E
(
ZM
[P0
∏M
i=1 ξi]
2
RMP0(1− P0)
)
puisque X iM ∼ Bin(RM , P0)
= var(WM) + (1− P0)E
(
WM
P0
∏M
i=1 ξi
)
Par une re´currence descendante,
var(WM+1) = var(W0) + (1− P0)
M∑
k=0
E
(
Wk
P0
∏k
i=1 ξi
)
Il reste a` calculer l’espe´rance de Wk
P0
Qk
i=1 ξi
par re´currence et a` l’e´tape k on a
(71) E
(
Wk
P0
∏k
i=1 ξi
)
=
1
P0
E
(
1
ξ
)k
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Clairement la formule est vraie pour k = 0 : E
(
W0
P0
)
= 1
P0
. Pour le passage de
k − 1 a` k, supposons (71) pour k − 1.
E
(
Wk
P0
∏k
i=1 ξi
)
= E
(
Zk−1
[P0
∏k−1
i=1 ξi]
2ξk
E(Xk−1|σ(Zk−1, r))
)
= E
(
Wk−1
P0
∏k
i=1 ξi
)
= E
(
Wk−1
P0
∏k−1
i=1 ξi
)
E
(
1
ξ
)
puisque les Ri sont i.i.d. Et on obtient finalement le re´sultat en utilisant l’hy-
pothe`se de re´currence.
4.4.2.2. Optimisation en les parame`tres. —
Remarque 4.4.2. — D’abord par une ine´galite´ de Jensen,
E
(
1
R
)
E(R) ≥ 1 et E
(
1
R
)
=
2k + 1− E(R)
k(k + 1)
Alors puisque R = k ou k + 1 et ⌊1/P0⌋ = k, on a
k
k + 1
≤ m = E(RP0) < 1 (R = k) ou 1 < m ≤ k + 1
k
(R = k + 1)
Comme en Section 3.4.3, un algorithme optimal se de´duit par minimisation de
la variance de P̂ pour un budget C donne´. Le couˆt (moyen) est maintenant
(72) C = N
[
h(P0)
M∑
i=0
E(ξ)i +Mh(1)
]
En ne´gligeant le couˆt introduit par la ge´ne´ration de l’environnement ale´atoire,
nous supposons, dans la suite, que
(73) C = N
[
h(P0)
M∑
i=0
E(ξ)i
]
, (h(1)≪ h(P0)).
En pratique, ce surcouˆt est effectivement ne´gligeable : par exemple dans le cas
de la simulation de trajectoires d’Ornstein-Uhlenbeck.
Une fois les cas triviaux e´carte´s, on peut supposer que E(R) 6= 1
P0
et E( 1
R
) 6= P0,
alors la variance s’e´crit
var(P̂ ) =
P(A)2
N
(
1
P0
− 1)E(
1
ξ
)M+1 − 1
E(1
ξ
)− 1
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et le couˆt a la forme suivante
C = Nh(P0)
E(ξ)M+1 − 1
E(ξ)− 1
La valeur optimale de N est donne´e par ce dernier :
N =
C
h(P0)
E(ξ)− 1
E(ξ)M+1 − 1
et il s’agit de minimiser l’expression suivante
var(P̂ ) =
P(A)2
C
h(P0)
(
1
P0
− 1
)
E(1
ξ
)M+1 − 1
E(1
ξ
)− 1
E(ξ)M+1 − 1
E(ξ)− 1
sous la contrainte E(R) = 2k + 1− k(k + 1)E( 1
R
). Soient
– u = E(ξ)− 1 et v = E(1
ξ
)− 1,
– ρ = (k+δ)
2
k(k+1)
et α = δ(1−δ)
k(k+1)
.
Avec ces notations, la contrainte devient v = α− ρu et par les multiplicateurs
de Lagrange, il s’agit finalement de re´soudre
(74) F (M,u) = ρF (M, v)
ou` F (M,u) = (1+u)
M (Mu−1)+1
u((1+u)M+1−1) .
Remarque 4.4.3. — Notons que u et v de´pendent de M et varient respecti-
vement dans les intervalles suivants [− δ
k+δ
, 1−δ
k+δ
] et [− 1−δ
k+δ
, δ
k
].
Nous de´duisons les re´sultats asymptotiques suivants :
Proposition 4.4.4. — Asymptotiquement en M , le proble`me d’optimisation
a seulement trois solutions :
– u→ u1 = 0 et v → v1 = α
– u→ u2 = αρ et v → v2 = 0
– u→ u3 = 1+α−ρ2ρ et v → v3 = α+ρ−12
De´monstration. — • Supposons d’abord que u et v ne convergent pas vers 0
quand M → +∞. Ainsi nous devons analyser trois cas (le cas u < 0, v < 0
e´tant exclu par la Remarque4.4.2) :
– u < 0 et v > 0
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– u > 0 et v < 0
– u > 0 et v > 0
Cas 1 : Si u < 0 et v > 0 (ou par syme´trie u > 0 et v < 0), puisque u ne
converge pas vers 0, il existe une sous-suite de u telle que u < −ǫ ∀M . Alors
asymptotiquement en M , (74) est e´quivalent a`
−1
u
= ρ
M
1 + v
ce qui est absurde puisque v 6= −1 et u ne converge pas vers 0.
Cas 2 : Si u > 0 et v > 0, de la meˆme fac¸on, il existe une sous-suite de u
et il existe une sous-suite de v telles que u > ǫ et v > ǫ. Alors asymptotique-
ment en M , (74) est e´quivalent a`
M
1 + u
= ρ
M
1 + v
Et e´tant donne´e la contrainte, u doit ne´cessairement converger ves 1+α−ρ
2ρ
et
v vers α+ρ−1
2
. Puisque la suite u a une seule valeur d’adhe´rence et reste dans
un compact, elle converge vers u3 =
1+α−ρ
2ρ
et similairement v converge vers
v3 =
α+ρ−1
2
. Pour garantir u > 0 et v > 0, δ doit eˆtre dans [ k
1+2k
, 1
2
] := [δ1, δ2].
• Supposons maintenant que u converge vers 0 quand M → +∞. Nous avons
deux cas a` analyser : Mu borne´ ou pas.
Si Mu n’est pas borne´, on peut en extraire une sous-suite divergente. Alors
F (M,u) =
1− 1
Mu
+ 1
Mu(1+u)M
1− 1
(1+u)M+1
1
u(1 + u)
∼ 1
u(1 + u)
et donc (74) est e´quivalent a`
1
u(1 + u)
= ρ
M
1 + v
ce qui est absurde.
Ainsi Mu est borne´ et on peut en extraire une sous-suite qui converge vers
0 ou vers une constante C1. Dans le premier cas,
F (M,u) ∼ e
Mu(Mu − 1) + 1
u(eMu − 1) ∼
(1 +Mu)(Mu− 1) + 1
u(1 +Mu− 1) ∼M
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et (74) est e´quivalent a`
M = ρ
M
1 + v
ce qui est absurde puisque v > −1. Donc la sous-suite de Mu converge vers
une constante C1 solution de
eC1(C1 − 1) + 1
C1(eC1 − 1) =
ρ
1 + α
Soit f(x) = e
x(x−1)+1
x(ex−1) − ρ1+α . Notons que f est strictement croissante, converge
vers 1 − ρ
1+α
≥ 0 quand x → +∞ et vers − ρ
1+α
≤ 0 quand x → −∞ pour
δ ≤ δ2. Ainsi C1 est de´fini de manie`re unique et la suite Mu a un seul point
limite et reste dans un compact, donc elle converge vers C1, u converge vers
u1 = 0 et v vers v1 = α.
Par syme´trie on obtient un re´sultat e´quivalent pour v : v converge vers v2 = 0
et u vers u2 =
α
ρ
.
Rappelons que nous voulons minimiser la variance de P̂ a` couˆt fixe´.
Proposition 4.4.5. — Soit δ0 :=
√
k(
√
k + 1 − √k). Alors asymptotique-
ment en M ,
– si δ ∈ [0, δ0], (u1, v1) minimise la variance,
– si δ ∈ [δ0, 1], (u2, v2) minimise la variance.
De´monstration. — Soient β = P
2
C
h(P0)
(
1
P0
− 1
)
et pour i = 1, 2, 3,
vari = β
[1 + ui]
M+1 − 1
ui
[1 + vi]
M+1 − 1
vi
Tout d’abord, comparons var1 et var2. Pour i = 1, 2,
vari ∼ βe
(M+1)(1+Ci−1/M) − 1
ui
[1 + vi]
M+1
vi
∼ βM e
Ci − 1
Ci
[1 + vi]
M+1
vi
Donc
var1
var2
∼ e
C1 − 1
C1
C2
eC2 − 1
u2
v1
(
1 + v1
1 + u2
)M+1
Mais 1+v1
1+u2
< 1⇔ δ ≤ δ0 :=
√
k(
√
k + 1−√k). Par conse´quent,
var1 ≤ var2 ⇔ δ ≤ δ0
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Maintenant remarquons que var3 n’est pas de´fini sur [0, δ1] ∪ [δ2, 1] et δ0 ap-
partient clairement a` ]δ1, δ2[. Donc pour δ ∈ [δ1, δ2], il suffit de comparer
– var1 et var3 sur [δ1, δ0],
– var2 et var3 sur [δ0, δ2].
Mais var1
var3
∼M eC−1
C
u3v3
α
[
4ρ 1+α
(1+α+ρ)2
−−−−→
M→∞
]M+1
et 4ρ 1+α
(1+α+ρ)2
=
4 ρ
1+α
(1+ ρ
1+α
)2
< 1.
Ainsi var1
var3
−−−−→
M→∞
0 et var1 ≤ var3 asymptotiquement en M . De la meˆme
fac¸on, var2
var3
−−−−→
M→∞
0.
4.4.2.3. Criticalite´. — Par des arguments e´le´mentaires de convexite´,
Proposition 4.4.6. — Asymptotiquement en M ,
– pour tout δ ∈ [0, δ0], on est dans le cas sous-critique,
– pour tout δ ∈ [δ0, 1], on est dans le cas surcritique.
Proposition 4.4.7. — Le cas critique est de´fini par pc := P(R = k)
pc =
log
(
k+δ
k+1
)
log
(
k
k+1
)
et
– p > pc ⇔ E(log f ′1(1)) < 0⇔ cas sous-critiuqe,
– p = pc ⇔ E(log f ′1(1)) = 0⇔ cas critique,
– p < pc ⇔ E(log f ′1(1)) > 0⇔ cas surcritique.
Notons que
p →
M→∞
pa :=
{
1− δ pour δ < δ0
k(1−δ)
k+δ
pour δ > δ0
Trac¸ons les graphes de pa de pc en Figure 5 et nous retrouvons par un autre
moyen la distinction entre les cas sous-critique et surcritique.
4.4.2.4. Intervalle de confiance. — De meˆme que dans les mode`les pre´ce´dents,
nous cherchons a` borner
P
(
|P̂ − P(A)|/P(A) ≥ α
)
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Fig. 5. Graphe p=f(δ) asymptotiquement en M
Posons alors ψi (u) := Ri log (P0e
u + 1− P0), f0,i := f0 ◦ · · · ◦ fi et ψ0,i :=
ψ0 ◦ · · · ◦ ψi, prenons ξi = RiP0 pour tout i = 1, · · · ,M et ξ0 = P0,
E
(
euWM+1
)
= E
[
P0f1,M
(
e
uQM
i=0
ξi
)
+ 1− P0
]
= E
[
exp
{
ψ0,M
(
u/
M∏
i=0
ξi
)}]
Finalement,
P
(
|P̂ − P(A)|
P(A)
≥ α
)
≤ E
(
exp
{
inf
u>0
F+M+1(u)
})N
+E
(
exp
{
inf
u<0
F−M+1(u)
})N
ou` F
+
M+1(u) := ψ0,M
(
uQM
i=0 ξi
)
− (1 + α)u
F−M+1(u) := ψ0,M
(
uQM
i=0 ξi
)
− (1− α)u
Une fois de plus, nous nous inte´ressons a` la transforme´e de Laplace de WM+1
et nous sommes conduits a` e´tudier le comportement des ite´re´es de la fonction
ale´atoire ψ.
4.4.3. La transforme´e de Laplace de Wn+1. —
4.4.3.1. Estime´es de ψ0,M . — Rappelons que nous cherchons a` estimer ψ0,M =
ψ0 ◦ · · · ◦ ψM et donc nous devons ite´rer
ψ(1)(u) = k log(P0e
u + 1− P0)
et
ψ(2)(u) = (k + 1) log(P0e
u + 1− P0)
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Heuristique : Quel que soit le cas e´tudie´ (m > 1, m < 1), nous utiliserons
seulement deux fonctions pour borner ψ. Plus pre´cise´ment, par exemple, pour
u ≥ 0, jusqu’a` un certain a (intersection entre l’homographie infe´rieure (m < 1)
et la premie`re bissectrice) nous bornerons ψ par une fonction homographique
et ensuite par la direction asymptotique dans les autres cas.
• Pour u ≥ 0. Soient
– m(1) = kP0 < 1 et m
(2) = (k + 1)P0 > 1,
– a+ := argu 6=0{h(u;m(1), 1−P02 ) = u} = 21−m
(1)
1−P0 ,
– b+ := h(a+;m(2), 1−P0
2
),
– u+ := h−1M+1(a
+;m(2), 1−P0
2
).
En suivant la de´marche adopte´e en Section 4.2.2.1 dans une version simplifie´e,
on de´duit
ψ(1) (u) ≤
{
h
(
u;m(1), 1−P0
2
)
pour 0 ≤ u ≤ a+
g(u; k, a+(1− k)) pour u ≥ a+
et
ψ(2) (u) ≤
{
h
(
u;m(2), 1−P0
2
)
pour 0 ≤ u ≤ a+
g(u; k + 1, b+ − a+(k + 1)) pour u ≥ a+
ce qui conduit a` la proposition suivante
Proposition 4.4.8. — Si a0 = a
+ et pour tout i = 1 · · ·M ,
ai :=
{
a+ si Ri = k
b+ si Ri = k + 1
ψ0,M (u) ≤

h+0,M (u) pour 0 ≤ u ≤ u+
g+M(u) pour u
+ ≤ u ≤ a+∏M
i=0Riu+
∑M
i=0
(∏i−1
j=0Rj
)
ai −
∑M
i=0
(∏i
j=0Rj
)
a+ pour u ≥ a+
ou`
– h+0,M (u) = u
(∏M
i=0 ξi
)
/
[
1− 1−P0
2
u
(
1 +
∑M
i=1 ξi · · · ξM
)]
et
– g+M (u) =
{
h+0,M (u) avec proba P
(
0 ≤ h+0,M(u) ≤ a+
)
b+ avec proba 1− P (0 ≤ h0,M(u) ≤ a+)
• Pour u ≤ 0. Soit
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– a− := argu 6=0{h(u;m(2), 1− P0) = u} = 1−m
(2)
1−P0 ,
– b− := h(a−;m(1), 1− P0),
– u− := h−1M+1(a
−;m(1), 1− P0).
De la meˆme fac¸on, on de´duit
ψ(1) (u) ≤
{
h
(
u;m(1), 1− P0
)
= m
(1)u
1−(1−P0)u pour a
− ≤ u ≤ 0
b− pour u ≤ a−
et
ψ(2) (u) ≤
{
h
(
u;m(2), 1− P0
)
pour a− ≤ u ≤ 0
b− pour u ≤ a−
ce qui conduit a` la proposition suivante
Proposition 4.4.9. —
ψ0,M (u) ≤

h−0,M (u) pour u
− ≤ u ≤ 0
g−M(u) pour a
− ≤ u ≤ u−
b− pour u ≤ a−
ou`
– h−0,M (u) = u
(∏M
i=0 ξi
)
/
[
1− (1− P0)u
(
1 +
∑M
i=1 ξi · · · ξM
)]
et
– g−M (u) =
{
h−0,M (u) avec proba P
(
b ≤ h−0,M(u) ≤ 0
)
b− avec proba 1− P (b ≤ h−0,M(u) ≤ 0)
4.4.3.2. Sur la marche ale´atoire sur le groupe affine et quelques conse´quences.
— Nous souhaitons estimer
P
(
0 ≤ h+0,M(u) ≤ a
)
pour u ≥ 0 et P (b ≤ h−0,M(u) ≤ 0) pour u ≤ 0
Rappelons que ξi = RiP0, posons v =
1−P0
2
et{
xn+1(y0) = ξ0 · · · ξny0 + v[1 +
∑n
i=1 ξi · · · ξn]
yn+1(y0) = ξ0 · · · ξny0 + v[1 +
∑n−1
i=0 ξ0 · · · ξi]
Marche ale´atoire sur le groupe affine : Conside´rons les transformations
affines gk(x) = ξkx+ v (x ∈ R) et la marche ale´atoire (g0 ◦ g1 ◦ · · · ◦ gn) sur le
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groupe affine. Imme´diatement{
g0 ◦ g2 ◦ · · · ◦ gn(x) = yn+1(x)
gn ◦ gn−1 ◦ · · · ◦ g0(x) = xn+1(x)
et
Lemme 4.4.1. — (i) yn
L
= xn
(ii) {0 ≤ h0,n(u) ≤ a} = {0 ≤ yn+1 (1/a) ≤ 1/u}
(iii) {b ≤ h0,n(u) ≤ 0} = { 1u ≤ yn+1 (1/b) ≤ 0}
D’ou` le lien entre la marche ale´atoire sur le groupe des transformations homo-
graphiques et la marche ale´atoire sur le groupe affine.
Par conse´quent, nous sommes inte´resse´s par les proprie´te´s asymptotiques des
lois g0 ◦ g1 ◦ · · · ◦ gn qui clairement sont caracte´rise´es par la loi de ξ. De meˆme
que pour les processus de branchement en milieu ale´atoire, on distingue trois
re´gimes diffe´rents de´termine´s par le signe de E(log ξ).
Pour plus de de´tails sur les marches ale´atoires sur le groupe affine, le lecteur est
renvoye´, par exemple, a` Vervaat [57], Brandt [16] pour le cas unidimensionnel
et a` [42], Bougerol and Picard [14], Babillot et al. [7] pour le cas d-dimensionnel.
Cas sous-critique : E (log ξ) < 0
Tout d’abord, Diaconis et Freedman [21] e´tablissent que le processus «back-
ward» ψ0,M (u) = ψ0 ◦ · · · ◦ψM(u) converge presque suˆrement, avec une vitesse
exponentielle vers une variable ale´atoire limite qui ne de´pend pas du point de
de´part u.
Concernant la marche ale´atoire sur le groupe affine dans notre cas particu-
lier (ξ
L
= Ber sur {kP0, (k + 1)P0}), nous avons par Maksimov [51]
yn −−−→
n→∞
v(1 +D)
ou` D =
∑∞
i=0 ξ0 · · · ξi. En ge´ne´ral, rien n’est connu sur la distribution de D, a`
ceci pre`s qu’elle satisfait l’e´quation fonctionnelle suivante
F (λ) = pF
(
λ
kP0
− 1
)
+ (1− p)F
(
λ
(k + 1)P0
− 1
)
avec p = P(R = k).
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Cependant, Kesten [42] donne un re´sultat asymptotique sur la distribution
de D : il existe C > 0 et κ > 0,
P(D ≥ x) ∼
x→∞
C
xκ
;
d’ou` l’on de´duit
Corollaire 4.4.1. — Posons κ = − log[p(1− p)]/ log[k(k + 1)P 20 ],
P (0 ≤ h0,n(u) ≤ a) ∼
n→∞
P
(
v(1 +D) ≤ 1
u
)
∼
n→∞,u→0
1− C
( 1
uv
− 1)κ
Cas critique : E (log ξ) = 0
Maksimov affirme dans [51] que la loi de log yn/
√
n approche, quand n→∞,
la distribution normale tronque´e pour tout point de de´part de la marche.
Corollaire 4.4.2. — Soient Z une variable ale´atoire suivant la loi normale
tronque´e et σ2 = var(ξ).
P (0 ≤ h0,n(u) ≤ a) ∼
n→∞
P
(
Z ≤ − 1√
n
log u
)
∼
n→∞
[
1− e− log u
2
n
] 1
2
Cas surcritique : E (log ξ) > 0
Selon Maksimov [51], la distribution de (yn
v
)1/
√
ne−M
√
n approche, lorsque n
tend vers +∞, la distribution log normale pour tout point de de´part de la
marche.
Corollaire 4.4.3. — Soient Z
L
= N(0, 1) et σ2 = var(ξ).
P (0 ≤ h0,n(u) ≤ a) ∼
n→∞
1
2
exp
{
− 1
2σ2
n
[
1
n
log(uv) + E(log ξ)
]}
4.4.4. Intervalle de confiance. — Finalement, avec les majorations obte-
nues dans la section pre´ce´dente, on de´duit
The´ore`me 4.4.6. — Pour α assez petit,
(75) P
(
|P̂ − P(A)|
P(A)
≥ α
)
≤ hN+ + hN−
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ou` h+ := E
(
exp
{
− 2
1−P0
1PM
i=0 ξ
−1
0 ..ξ
−1
i
(√
1 + α− 1)2})
h− := E
(
exp
{
− 1
1−P0
1PM
i=0 ξ
−1
0 ..ξ
−1
i
(
1−√1− α)2})
avec N = C/
[
h(P0)
E(ξ)M+1−1
E(ξ)−1 + h(1)M
]
.
Par une ine´galite´ de Jensen,
(76) P
(
|P̂ − P(A)|
P(A)
≥ α
)
≤ gN+ + gN−
ou` g+ := exp
{
− 2
1−P0
1
E(ξ−1)
E(ξ−1)−1
E(ξ−1)M+1−1
(√
1 + α− 1)2}
g− := exp
{
− 1
1−P0
1
E(ξ−1)
E(ξ−1)−1
E(ξ−1)M+1−1
(
1−√1− α)2}
En utilisant le meˆme type d’argument que pour le Corollaire 4.2.1 :
Corollaire 4.4.4. — Pour c3 = 1/[8(1− P0)] et α tel que dans le The´ore`me
4.4.6,
P
(
|P̂ − P(A)|
P(A)
≥ α
)
≤ 2E
(
exp
{
−c3 α
2∑M
i=0 ξ
−1
0 ..ξ
−1
i
})N
Par une ine´galite´ de Jensen, on obtient la borne supe´rieure
2 exp
−c3 C α2[h(P0)E(ξ)M+1−1E(ξ)−1 + h(1)M]
1
E(ξ−1)
E(ξ−1)− 1
E(ξ−1)M+1 − 1

4.5. Illustration nume´rique
On a trace´ en Figure 6 les bornes faisant intervenir la transforme´e de Laplace
de WM+1 pour les diffe´rents mode`les :
– mode`le optimal : m = 1 (trace´ plein),
– mode`le de´terministe ou` m 6= 1 (trace´ − ∗ −),
– mode`le ou` un nouveau R est ge´ne´re´ a` chaque succe`s (trace´ pointille´),
– mode`le ou` un environnement ale´atoire est ge´ne´re´ (trace´ −.−),
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dans deux cas
– pour P(A) = 5 10−9 et C = 6 107, alors m=1.055 (cas surcritique),
– pour P(A) = 10−11 et C = 2 108, alors m=0.924 (cas sous-critique).
Le tableau suivant pre´sente la longueur de l’intervalle de confiance a` 95%
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Fig. 6. Intervalle de confiance
donne´e par la variance et la transforme´e de Laplace pour les diffe´rents mode`les :
– mode`le optimal (Optimal) : m = 1,
– mode`le de´terministe ou` m 6= 1 (De´terministe) : m 6= 1,
– mode`le ou` un nouveau R est ge´ne´re´ a` chaque succe`s (Ale´atoire 1 ),
– mode`le ou` un environnement ale´atoire est ge´ne´re´ (Ale´atoire 2 ),
dans deux cas
– pour P(A) = 3.5 10−11 et C = 108 (cas surcritique),
– pour P(A) = 5 10−11 et C = 108 (cas sous-critique).
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P(A) = 3.5 10−11 et C = 108 P(A) = 5.10−11 et C = 108
Cas surcritique : m = 1.111 Cas sous-critique : m = 0.909
Variance Laplace Variance Laplace
Optimal 0.05080 0.03948 0.04938 0.03835
De´terministe 0.05702 0.04428 0.05428 0.04215
Ale´atoire 1 0.05134 0.03990 0.04990 0.03878
Ale´atoire 2 0.05388 0.04026 0.05235 0.03910
TAB3. Longueur de l’intervalle de confiance a` 95%
On remarque que la longueur de l’intervalle de confiance donne´e par la variance
est plus grande que celle donne´e par la transforme´e de Laplace, le premier
algorithme ale´atoire est le plus efficace alors que le mode`le de´terministe fournit
les moins bons re´sultats.
4.6. Conclusion
Dans ce chapitre, la simplicite´ relative du mode`le nous a permis d’e´tablir des
re´sultats explicites comme des bornes de Chernoff de l’erreur relative entre
la probabilite´ d’inte´reˆt P(A) et son estimateur P̂ . En poursuivant les calculs
et en utilisant l’heuristique pre´sente´e pre´ce´demment, on peut aussi de´duire
un the´ore`me central limite ainsi que des bornes de Berry-Esseen. Nous avons
ensuite e´tudie´ la sensibilite´ des bornes de Chernoff en fonction du choix des
nombres de retirage R dans trois algorithmes diffe´rents, tous trois base´s sur
le mode`le de branchement avec duplication des trajectoires : il apparaˆıt alors
que, lorsqu’on ne peut eˆtre exactement dans le cas critique (qui correspond
a` l’algorithme optimal), la manie`re fac¸on de proce´der est de conside´rer R
comme une variable ale´atoire que l’on ge´ne`re a` chaque succe`s dans la simu-
lation. Cette proce´dure est d’ailleurs couramment utilise´e en pratique, voir
par exemple [3]. Cependant, le gain apporte´ par cet algorithme par rapport
au mode`le de´terministe n’e´tant que peu significatif comme le montre l’applica-
tion nume´rique pre´ce´dente, nous utiliserons en pratique le mode`le de´terministe
qui consiste a` prendre l’entier le plus proche de la valeur optimale. Notons
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quand meˆme que le surcouˆt engendre´ par le retirage n’a pas e´te´ pris en compte
dans cette e´tude. Dans la pratique, par exemple la simulation de trajectoires
d’Ornstein-Uhlenbeck, ce surcouˆt est ne´gligeable.
4.7. Comple´ments
4.7.1. Sur l’inte´grabilite´ exponentielle de W . — Notons tout d’abord
que pour u ≤ 0, E (euWn) ≤ 1 et donc en notant W la loi limite de Wn lorsque
n→ +∞,
E
(
euW
) ≤ 1, pour u ≤ 0.
Que se passe-t-il maintenant pour les valeurs de u positives ? Nous avons
ψn+1
(
u
P0mn
)
= R logE
(
euWn+1
)
.
Par conse´quent, toute information sur ψn+1
(
u
P0mn
)
nous fournira des re´sultats
sur l’exponentielle inte´grabilite´ deWn+1 etW . Le The´ore`me 4.2.1 nous permet
alors de conclure :
Corollaire 4.7.1. — La variable ale´atoire uW γ
′
est exponentiellement inte´grable,
inde´pendamment de la valeur u, avec γ′ = γ
γ−1 ≥ 1 c-a`-d
E
(
euW
γ′
)
< +∞ pour tout u ∈ R.
4.7.2. Sur la transforme´e de Laplace de Zn. — Graˆce aux bornes ob-
tenues sur la fonction ge´ne´ratrice de Zn obtenues au chapitre pre´ce´dent, nous
pouvons aussi de´duire des re´sultats sur l’intervalle de confiance, cependant
moins pre´cis que ceux obtenus dans ce chapitre.
En reprenant les notations et la de´marche de la Section 4.1, il vient que pour
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tout λ > 0,
P
(
P̂ ≥ P (A) (1 + α)
)
= P
(
1
N
N∑
i=1
Q˜i ≥ P (A) (1 + α)
)
= P
(
eλ
PN
i=1
eQi ≥ eλNP(A)(1+α)
)
≤ exp {−λNP (A) (1 + α)}E
(
eλ
eQ)N
≤ exp {−N [λP (A) (1 + α)− γ (λ)]}
ou` γ (λ) = E
(
eλ
eQ) est la log-Laplace de Q˜. L’optimisation en λ > 0 conduit a`
P
(
P̂ ≥ P (A) (1 + α)
)
≤ exp
{
−N sup
λ>0
[λP (A) (1 + α)− γ (λ)]
}
De la meˆme fac¸on,
P
(
P̂ ≤ P (A) (1 + α)
)
≤ exp
{
−N sup
λ<0
[λP (A) (1− α)− γ (λ)]
}
Posons γ∗ la transforme´e de Crame´r de γ : γ∗ (τ) = supλ [λτ − γ (λ)] . Alors
P
(
|P̂ − P (A) |
P (A)
≥ α
)
≤ exp {−Nγ∗ (P (A) (1− α))}+ exp {−Nγ∗ (P (A) (1 + α))}
≤ 2 exp {−N min {γ∗ (P (A) (1 + α)) , γ∗ (P (A) (1− α))}}
Ainsi, ne pouvant obtenir une expression explicite de γ∗, nous allons chercher a`
l’estimer. En conside´rant les gradients des fonctions a` optimiser, nous pouvons
prouver que le supre´mum est atteint pour des valeurs de λ ≥ 0 proches de 0.
Ainsi en utilisant les bornes de fM obtenues au chapitre pre´ce´dent et valables
au voisinage de 1, il vient{
γ∗ (P (A) (1 + α)) ≥ F (P (A) (1 + α)) ,
γ∗ (P (A) (1− α)) ≥ G (P (A) (1− α)) ,
ou`
F (x) = sup
λ>0
[
λx− ln
(
1 + P0
eλ/R
M − 1
1−Mα1
(
eλ/RM − 1)
)]
et en posant u0 = 1 + [2/3(M − 1)]3/2,
G (x) = sup
λ<0
λx− ln
1− P0
(
1− eλ/RM
) [
1− α1
(
1− eλ/RM
)]
u0
 .
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Finalement,
P
(
|P̂ − P(A)|
P(A)
≥ α
)
≤ 2 exp {−N min {F (P(A)(1 + α)), G(P(A)(1− α))}} .
On peut alors facilement de´duire les expressions explicites mais complexes de
F (x) et G (x). Nous avons trace´ en Figure 7 les bornes supe´rieures obtenues
graˆce a` la transforme´e de Laplace et la variance pour diffe´rentes valeurs de
α, l’erreur relative de l’intervalle de confiance, avec P = 10−9 et les valeurs
optimales de´duites de l’algorithme optimal. Notons que la borne supe´rieure
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Fig. 7. Bornes supe´rieures
donne´e par la transforme´e de Laplace est meilleure que celle donne´e par la
variance. Nous obtenons P
(
| bP−P
P
| ≥ α
)
≤ L. Dans l’exemple pre´ce´dent ou`
P = 10−9, si nous fixons α = 0.05 et L proche de 0.01, alors le couˆt ne´cessaire
correspondant est 3 ∗ 107 pour la variance et 3 ∗ 106 pour la transforme´e de
Laplace.
CHAPITRE 5
MODE`LES D’APPRENTISSAGE
Rappelons qu’en pratique, les probabilite´s de transition sont ge´ne´ralement in-
connues ; a` de´faut, nous savons faire e´voluer les particules du niveau Bi vers
le niveau suivant Bi+1 (par ex. comportement markovien). Il devient donc im-
possible de de´duire les nombres de retirage optimaux. Dans ce chapitre, nous
pre´sentons quatre mode`les visant a` re´soudre ce proble`me inhe´rent au mode`le
de branchement avec duplication des trajectoires. Les trois premiers se placent
dans un contexte similaire : les niveaux ont e´te´ fixe´s a` l’avance, on ne connaˆıt
pas les probabilite´s de transition mais on sait faire e´voluer le processus selon
ces lois et de´terminer s’il atteint ou non le seuil supe´rieur. Dans le quatrie`me
mode`le par contre, on suppose que l’on peut placer les niveaux ou` l’on veut,
ce qui est fait au cours de la simulation de fac¸on adaptative.
5.1. Mode`le de branchement avec duplication des trajectoires a` deux
e´tapes
5.1.1. Cadre et introduction. — Dans cette section, les probabilite´s de
transition sont inconnues mais appartiennent a` [a, b]. Choisissons arbitraire-
ment M + 1 nombres P 0i dans [a, b], posons
R0i =
1√
P 0i P
0
i+1
√
1− P 0i+1
1− P 0i
pour i = 1 · · ·M
et introduisons les notations suivantes
r00 = 1, r
0
i = R
0
1 · · ·R0i , i = 1 · · ·M.
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Remarque 5.1.1. — Supposer que les probabilite´s de transition sont dans un
compact est essentiel : sinon rien ne peut eˆtre fait algorithmiquement. En pra-
tique cette hypothe`se est ge´ne´ralement implicite mais rien n’en est dit.
De plus, la complexite´ des calculs nous empeˆche de mener une analyse pre´cise
et nous sommes conduits a` faire une analyse asymptotique lorsque le couˆt
C tend vers l’infini. Mais le fait de supposer les probabilite´s conditionnelles
borne´es implique que le ratio C/N est borne´ infe´rieurement et supe´rieurement
ce qui nous permet de faire l’e´tude asymptotique lorsque N tend vers l’in-
fini. Notons aussi que le nombre total de particules est en re´alite´ une va-
riable ale´atoire : en pratique, un budget est fixe´ en de´but de simulation et
nous ge´ne`rerons des particules jusqu’a` ce que ce budget soit e´puise´ ; d’ou` le
caracte`re ale´atoire de N .
Nous proposons ici un algorithme en deux phases : la premie`re est une phase
d’apprentissage dans laquelle les nombres de retirage sont (R0i )i=1···M tandis
que dans la seconde nous utiliserons des estimateurs des (Ri)i=1···M optimaux,
estimateurs obtenus pendant la premie`re phase. Plus pre´cise´ment, nous dis-
posons de N particules que nous scindons en deux groupes de ρN et N − ρN
particules respectivement. Le mode`le de branchement avec duplication des tra-
jectoires a` deux e´tapes proce`de comme suit :
Phase 1 : Nous ge´ne´rons ρN particules. Les particules ayant atteint B1 sont du-
plique´es en R01 que nous faisons e´voluer depuis B1. Les particules ayant atteint
B2 sont duplique´es en R
0
2 sous-particules que nous faisons e´voluer depuis B2 · · ·
Et ainsi de suite jusqu’a` ce que A soit atteint. De l’e´tape i (i = 1 · · ·M+1), nous
obtenons un estimateur P̂i de Pi (fraction des particules ayant re´ussi depuis
Bi−1). Pour utiliser toute l’information dont nous disposons, nous ame´liorons
l’algorithme en remplac¸ant P̂i par P˜i := a∨P̂i∧b pendant la simulation, puisque
Pi ∈ [a, b]. Cette substitution a l’avantageuse conse´quence de nous pre´munir
de tout arreˆt pre´mature´ de l’algorithme. Maintenant, pour tout i = 1 · · ·M ,
posons
R˜i =
1√
P˜iP˜i+1
√
1− P˜i+1
1− P˜i
,
ce sont les nombres de retirage de la deuxie`me phase.
Phase 2 : Nous ge´ne´rons N − ρN particules. Les particules ayant atteint B1
sont duplique´es en R˜1 que nous faisons e´voluer depuis B1. Les particules ayant
atteint B2 sont duplique´es en R˜2 sous-particules que nous faisons e´voluer
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depuis B2 · · · Et ainsi de suite jusqu’a` ce que A soit atteint. De l’e´tape i
(i = 1 · · ·M + 1), nous obtenons un estimateur P̂ ′i de Pi que nous remplace-
rons par P˜ ′i := a ∨ P̂ ′i ∧ b pendant la simulation.
Dans la suite, les estimateurs tronque´s seront note´s avec une tilde ∼ et les
Fig. 1. Le mode`le de branchement avec duplication des trajectoires
a` deux e´tapes
estimateurs non tronque´s avec un chapeau ∧.
Hypothe`ses :
1. Un e´tude rapide nous conduit a` nous restreindre au cas ou`
- ρN →
N→+∞
+∞,
- N − ρN →
N→+∞
+∞,
- ρN = o(N − ρN).
146 CHAPITRE 5. MODE`LES D’APPRENTISSAGE
2. De plus, comme explique´ en Remarque 5.1.1, les calculs e´tant trop com-
plexes pour faire une analyse pre´cise, nous me`nerons une e´tude asympto-
tique lorsque le couˆt C (c-a`-d quand N) tend vers l’infini. Nous souhai-
tons de´terminer l’algorithme optimal. Apre`s une analyse plus approfondie,
nous prouvons que l’optimum est atteint pour(ρN
N
)2
≈ 1
ρN
.
Plus pre´cise´ment, pour comprendre mieux ce qui se passe et afin d’alle´ger
la re´daction et rendre plus claire l’analyse, nous nous restreignons au cas
ou` ρN est asymptotiquement de la forme λα(N)N
1−α et nous cherchons a`
optimiser l’algorithme en α, N et λα(N). Alors nous prouvons que l’op-
timum est atteint pour α = 1/3 : en effet, pour α < 1/3, λα(N) −→
N→∞
0,
pour α = 1/3, λα(N) −→
N→∞
cst et pour α > 1/3, λα(N) −→
N→∞
∞.
Nous supposons donc a` partir de maintenant que ρN a la forme asymp-
totique ρN = λN
1−α, ou` λ de´note simplement λα(N).
Notations :
Posons
F2i = σ
(
P˜1, · · · , P˜i, P˜ ′1, · · · , P˜ ′i
)
et F2i+1 = F2i ∨ σ
(
P˜i+1
)
Dans la suite, nous noterons Ek pour E (•|Fk) et vark pour var (•|Fk).
Estimateurs :
Afin d’exploiter toute l’information fournie par la simulation, nous utilise-
rons les re´sultats des deux phases pour estimer les probabilite´s de transition :
Pi+1 est estime´ par le nombre de succe`s renormalise´ de la ge´ne´ration i dans les
phases 1 et 2. Plus pre´cise´ment, pour i = 0 · · ·M , Pi+1 est estime´ par
P˜ ′′i+1 =
nb total de succe`s en Bi+1
nb total de particules ge´ne´re´es depuis Bi
=
λ
Nα
r0i p˜i+1 + (1− λNα )r˜ip˜′i+1
λ
Nα
r0i p˜i + (1− λNα )r˜ip˜′i
avec 
p˜0 = 1, p˜i = P˜1 · · · P˜i pour i = 1 · · ·M + 1
p˜′0 = 1, p˜
′
i = P˜
′
1 · · · P˜ ′i pour i = 1 · · ·M + 1
r˜0 = 1, r˜i = R˜1 · · · R˜i pour i = 1 · · ·M
ge´ne´ralisations des notations introduites en Section 3.2.
C’est l’estimateur de variance minimale parmi les estimateurs combinaison
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line´aire de P˜i et P˜
′
i .
Finalement, P(A) est estime´ par le produit de ces fractions :
P˜ = P˜ ′′1 · · · P˜ ′′M+1 := p˜′′M+1
et nous obtenons
Proposition 5.1.1. — P(A) est estime´ par
(77) P˜ = p˜′M+1
∏M+1
i=1
{
1 + λ
Nα
( epir0i−1ep′ieri−1 − 1)}∏M
i=1
{
1 + λ
Nα
( epir0iep′ieri − 1)}
5.1.2. Outils mathe´matiques. —
5.1.2.1. Probabilite´s de troncature. — Dans cette section, nous donnons une
borne pre´cise des probabilite´s de troncature d’une somme de variables ale´atoires
de Bernoulli i.i.d., outil technique utilise´ dans la suite de l’analyse (voir par
exemple la preuve du Lemme 5.1.1).
Proposition 5.1.2. — Pour P̂ de la forme
P̂ =
1
N
N∑
i=1
Bi
ou` les Bi sont des variables ale´atoires i.i.d. de meˆme loi que B Bernoulli de
parame`tre P , nous avons
P(P̂ ≤ a) ≤ exp {−Ng(a)}
P(P̂ ≥ b) ≤ exp {−Ng(b)}
avec g(x) = log
[(
1−x
1−P
)1−x ( x
P
)x]
.
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De´monstration. — Appliquons la me´thode de Chernoff pour obtenir
P(P̂ ≤ a) = P( 1
N
N∑
i=1
Bi ≤ a) = P(
N∑
i=1
Bi ≤ Na)
= P(exp
{
λ
N∑
i=1
Bi
}
≥ exp {λNa}) for λ < 0
≤ exp {−λNa}E(exp
{
λ
N∑
i=1
Bi
}
) ≤ exp {−λNa}E(exp {λB})N
Mais E(exp{λB}) = Peλ + 1− P ; soit alors f la fonction convexe de´finie par
f(λ) = log(Peλ + 1− P )− λa, son minimum est donne´ par
λmin = log(
a
P
1− P
1− a ) ≤ 0.
Donc
P(P̂ ≤ a) ≤ exp
{
−N log
[(
1− a
1− P
)1−a ( a
P
)a]}
ou` log
[(
1−a
1−P
)1−a ( a
P
)a] ≥ 0.
En utilisant le meˆme type d’argument mais avec λ > 0, on de´duit une majo-
ration exponentielle de P(P̂ ≥ b), qui conduit au re´sultat.
5.1.2.2. Un lemme fondamental. — Dans cette section, nous e´tablissons un
re´sultat sur l’espe´rance de fonctions des estimateurs tronque´s dont nous nous
servirons a` maintes reprises lors de l’e´tude analytique du mode`le.
Lemme 5.1.1. — Soient f , g deux fonctions de´finies sur ]0, 1[, C2 sur [a, b]
et P̂ une variable ale´atoire de la forme
P̂ =
1
N
N∑
i=1
Bi
ou` les Bi sont des variables ale´atoires i.i.d. de meˆme loi que B Bernoulli de
parame`tre P , Enfin, soit P˜ = a ∨ P̂ ∧ b. Alors
E
(
f(P˜ )
)
= f(P ) +
P (1− P )
2N
f ′′(P ) + o(
1
N
)
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Par conse´quent,
var
(
f(P˜ )
)
=
P (1− P )
N
f ′(P )2 + o(
1
N
)
cov
(
f(P˜ ), g(P˜ )
)
=
P (1− P )
N
f ′(P )g′(P ) + o(
1
N
)
De´monstration. — Tout d’abord,
E
(
f(P˜ )
)
= E
(
f(P̂ )1 bP∈[a,b]
)
+ E
(
f(P˜ )1 bP∈[a,b]c
)
Mais, puisque P˜ ∈ [a, b] et f est borne´e sur [a, b] par une constante Mf ,
E
(
f(P˜ )1 bP∈[a,b]c
)
≤ MfP
(
P̂ /∈ [a, b]
)
≤ 2Mf exp {−Nh(a, b)}
par la Proposition 5.1.2 et en posant h(a, b) = min{g(a), g(b)}.
Ensuite, notons que
E
(
P̂ − P
)
= 0, E
((
P̂ − P
)2)
= P (1−P )
N
,
E
((
P̂ − P
)3)
= P (1−P )
N2
(1− 2P ),
E
((
P̂ − P
)4)
= P (1−P )
N2
[
(P 3 + (1− P )3) 1
N
+ (1− 1
N
)P (1− P )] .
et puisque f est C2 sur [a, b], par un de´veloppement de Taylor,
f(P̂ )1 bP∈[a,b] =
f(P ) + (P̂ − P) f ′(P ) +
(
P̂ − P
)2
2
f ′′(P ) + o
((
P̂ − P
)2)1 bP∈[a,b]
et donc
E
(
f(P̂ )1 bP∈[a,b]
)
= E
f(P ) + (P̂ − P) f ′(P ) +
(
P̂ − P
)2
2
f ′′(P ) + o
((
P̂ − P
)2)
−E

f(P ) + (P̂ − P) f ′(P ) +
(
P̂ − P
)2
2
f ′′(P ) + o
((
P̂ − P
)2)1 bP /∈[a,b]

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Le premier terme dans le coˆte´ droit de l’e´quation est simplement
f(P ) +
P (1− P )
2N
f ′′(P ) + o(
1
N
).
Puisque P ∈ [a, b] et f est borne´e sur [a, b], le second terme est borne´ par
une constante fois P
(
P̂ /∈ [a, b]
)
, elle-meˆme borne´e par exp {−Nh(a, b)}, ce
qui nous permet de conclure.
Il est aise´ de ge´ne´raliser ces re´sultats aux fonctions de plusieurs variables par
des formules de duplication.
5.1.3. Les re´sultats. — Pour de´duire l’algorithme optimal, nous avons be-
soin de de´veloppements asymptotiques du couˆt de la simulation et de la va-
riance de l’estimateur. Une analyse pre´cise du proble`me d’optimisation montre
qu’il est ne´cessaire de faire un de´veloppement asymptotique a` l’ordre 2 pour la
phase d’apprentissage (c-a`-d a` l’ordre 2 en ρN) et au premier ordre seulement
pour la seconde phase (c-a`-d a` l’ordre 1 en N − ρN c-a`-d en N).
5.1.3.1. Etude du couˆt. — Le couˆt moyen est donne´ par
C = λN1−α
M∑
i=0
Ri0E(p˜i) + (N − λN1−α)
M∑
i=0
E(r˜ip˜
′
i)
Remarquons que dans cette section ainsi que dans le reste du chapitre, nous
avons suppose´ que le couˆt de ge´ne´ration de toute particule e´tait unitaire. Ceci
est conforte´ par l’e´tude de ce couˆt dans quelques exemples, comme notamment
le processus d’Ornstein-Uhlenbeck (voir Chapitre 6 et plus pre´cise´ment Section
6.1.3).
Comme dit pre´ce´demment, nous souhaitons donner une expression asymp-
totique du couˆt lorsque le budget tend vers l’infini. Remarquons que
C
N
=
λ
Nα
M∑
i=0
Ri0E(p˜i) +
(
1− λ
Nα
) M∑
i=0
E(r˜ip˜
′
i)
et puisque Pi ∈ [a, b] pour tout i = 1 · · ·M + 1, le coˆte´ droit est borne´
infe´rieurement et supe´rieurement ; par conse´quent, nous pouvons ve´rifier que
comme annonce´ en Introduction,
N →∞ lorsque C →∞
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et C est line´aire en N . Maintenant, en appliquant le Lemme 5.1.1 et en utilisant
les notations introduites en Sections 3.2 et 5.1.1, il vient
The´ore`me 5.1.1. —
C = N
[
Copt +
B1
λN1−α
+B2
λ
Nα
+ o
(
1
Nα
)
+ o
(
1
N1−α
)]
avec {
B1 =
1
2
∑M
i=1 ripi
[
3/4
P1(1−P1) − 2 + 2
∑i−1
k=1
1−Pk+1
r0kpk+1
+ 3/4−Pi+1
r0i pi+1(1−Pi+1)
]
B2 =
∑M
i=1 pi(r
0
i − ri)
et Copt le couˆt par particule moyen ge´ne´re´ dans le mode`le optimal, donne´ par
M∑
i=0
ripi
De´monstration. — D’abord, nous avons E(p˜i) = pi. De´finissons
ϕ(x) =
√
1
x
− 1 et ψ(x) =
√
x(1− x)
et conditionnons par F2i, alors
E (r˜ip˜
′
i) = E
(
r˜i−1
ψP˜i
p˜iE2i
(
ϕ(P˜i+1)
))
Nous avons
P˜i+1 = Pi+1 +
1
λN1−αr0i p˜i
λN1−αr0i epi∑
j=1
Bj
avec Bj =L
Ber (Pi+1)−Pi+1. Un application de la Proposition 5.1.1 a` ϕ au voi-
sinage de Pi+1 et avec pour nombre de particules ge´ne´re´es λN
1−αr0i p˜i conduit
a`
E (r˜ip˜
′
i) = ϕ(Pi+1)E
(
r˜i−1
ψ(P˜i)
p˜′i
)
+
Pi+1(1− Pi+1)
2λN1−αr0i
ϕ′′(Pi+1)E
(
r˜i−1
ψ(P˜i)
p˜′i
p˜i
)
+ o
(
1
N1−α
)
= ϕ(Pi+1)E
(
r˜i−1
ψ(P˜i)
p˜′i
)
+
Pi+1(1− Pi+1)
2λN1−αr0i
ϕ′′(Pi+1)
ri−1
ψ(Pi)
+ o
(
1
N1−α
)
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Conditionnons par F2i−1 et appliquons le Lemme 5.1.1 a` la fonction identite´
Id en gardant seulement le premier terme du de´veloppement,
E (r˜ip˜
′
i) = ϕ(Pi+1)PiE
(
r˜i−1
ψ(P˜i)
p˜′i−1
)
+
Pi+1(1− Pi+1)
2λN1−αr0i
ϕ′′(Pi+1)
ri−1
ψ(Pi)
+ o
(
1
N1−α
)
Pour k de i − 1 a` 2, conditionnons d’abord par F2k, appliquons le Lemme
5.1.1 a` ϕ
ψ
puis conditionnons par F2k−1 et appliquons le Lemme 5.1.1 a` Id.
Un dernier conditionnement par F2 et une application du Lemme 5.1.1 a` ϕψ
conduisent successivement a`
E (r˜ip˜
′
i) = ϕ(Pi+1)PiE
(
r˜i−2p˜′i−1
ψ(P˜i−1)
E2(i−1)
(
ϕ(P˜i)
ψ(P˜i)
))
+
Pi+1(1− Pi+1)
2λN1−αr0i
ri−1ϕ′′(Pi+1)
ψ(Pi)
+ o
(
1
N1−α
)
= RiPiϕ(Pi)E
(
r˜i−2
ψ(P˜i−1)
)
+
Pi(1− Pi)
2λN1−αr0i−1
ϕ(Pi+1)
(
ϕ
ψ
)′′
(Pi)
ri−2
ψ(Pi−1)
pi
pi−1
+
Pi+1(1− Pi+1)
2λN1−αr0i
ϕ′′(Pi+1)
ri−1
piψ(Pi)
+ o
(
1
N1−α
)
= · · ·
=
ri
R1
pi
P1
ϕ(P2)E
(
P˜ ′1
ψ(P˜1)
)
+
ripi
2λN1−α
i−1∑
k=1
Pk+1(1− Pk+1)
r0kRkRk+1
ϕ(Pk+2)
pkψ(Pk)
(
ϕ
ψ
)′′
(Pk+1)
+
Pi+1(1− Pi+1)
2λN1−αr0i
ϕ′′(Pi+1)
ri−1
ψ(Pi)
+ o
(
1
N1−α
)
Enfin une dernie`re application du Lemme 5.1.1 a` (x, y) 7→ y
ψ(x)
ame`ne
E (r˜ip˜i) = ripi
[
1 +
1
2λN1−α
(
3/4
P1(1− P1) − 2
)
+
1
λN1−α
i−1∑
k=1
(1− Pk+1) 1
r0kpk+1
+
1
2λN1−αr0i
1
pi
3/4− Pi+1
Pi+1(1− Pi+1)
]
+ o
(
1
N1−α
)
D’ou` le re´sultat.
5.1.3.2. Etude de la variance. — En appliquant le Lemme 5.1.1 et en utilisant
les notations introduites en Sections 3.2 et 5.1.1, la variance de l’estimateur
est donne´e par
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The´ore`me 5.1.2. —
var(P˜ ) =
P 2
N
[
Vopt +
1
λN1−α
A1 +
λ
Nα
A2 +
λ2
N2α
A3 + o
(
1
N1−α
)
+ o
(
1
N2α
)]
avec 
A1 =
1
2
∑M
i=1
[
Pi+1−1/4
r0i rip
2
i+1
− 1
4
ripi
P 21
]
A2 =
(
1
P1
− 1
)∑M
i=1 pi(ri − r0i )
A3 =
(
1
P1
− 1
)∑M
i=1
pi
ri
(r0i − ri)2
et Vopt la variance par particule du mode`le optimal, donne´e par
M∑
i=0
(
1
pi+1
− 1
pi
)
1
ri
=
(
1
P1
− 1
)
Copt
ou` la dernie`re e´galite´ de´coule du Lemme 5.1.2 suivant.
Avant de prouver ce the´ore`me, e´nonc¸ons et prouvons le lemme
Lemme 5.1.2. — En prenant les nombres de retirage optimaux, la variance
du mode`le de branchement avec duplication des trajectoires classique devient
simplement
var(P̂ ) =
P(A)2
N
(
1
P1
− 1
) M∑
i=0
ripi =
P(A)2
N2
(
1
P1
− 1
)
Copt
De´monstration. — Tout d’abord, la premie`re e´galite´ provient directement de
l’e´quation (27). Ensuite, nous avons alors(
1
Pi+1
− 1
)
1
Ri
= RiPi(1− Pi)
et par une utilisation successive de cette relation, nous obtenons(
1
pi+1
− 1
pi
)
1
ri
=
(
1
Pi+1
− 1
)
1
Ri
1
ri−1pi
= RiPi
(
1
Pi
− 1
)
1
Ri−1
1
ri−2pi−1
= · · · =
(
1
P1
− 1
)
ripi
Finalement nous obtenons la relation souhaite´e.
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De´monstration. — Pendant la preuve, afin d’alle´ger la re´daction, nous utilise-
rons le symbole≈ pour tout de´veloppement asymptotique a` l’ordre 1/N (1+α)∧(2−α).
Soient pour k = 1..M ,
Zk =
p˜kr
0
k
p˜′kr˜k
et Z¯k =
p˜kr
0
k
p˜′kr˜k−1
,
et remarquons que clairement
Zk =
Z¯k
R˜k
= Z¯k
ψ(P˜k)
ϕ(P˜k+1)
.
et
P˜ ′′k = P˜
′
k
1 + λ
Nα
(
Zk−1
ePkeP ′k − 1
)
1 + λ
Nα
(Zk−1 − 1)
Conditionnons d’abord par F2M+1 :
var
(
P˜
)
= var(p˜′′M+1)
= var
(
p˜′′M
p˜′M r˜M
{
1 + λ
Nα
(ZM − 1)
} { λ
Nα
p˜M+1r
0
M +
(
1− λ
Nα
)
p˜′M r˜ME2M+1(P˜
′
M+1)
})
+E
[ p˜′′M
p˜′M r˜M
{
1 + λ
Nα
(ZM − 1)
}]2{(1− λ
Nα
)
p˜′M r˜M
}2
var2M+1
(
P˜ ′M+1
)
Mais par le Lemme 5.1.1,

E2M+1(P˜
′
M+1) = PM+1 + o
(
1
N
)
var2M+1
(
P˜ ′M+1
)
= PM+1(1−PM+1)
N(1− λNα )ep′MerM + o
(
1
N
)
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var
(
P˜
)
= P 2M+1var
(
p˜′′M
{
1 +
λ
Nα
(ZM − 1)
}−1{
1 +
λ
Nα
(
ZM
P˜M+1
PM+1
− 1
)})
+
PM+1(1− PM+1)
N
(
1− λ
Nα
)
E
(
p˜
′′2
M
p˜′M r˜M
{
1 +
λ
Nα
(ZM − 1)
}−2)
= P 2M+1var
(
p˜′′M
{
1 +
λ
Nα
ZM
(
P˜M+1
P˜M+1
− 1
)[
1− λ
Nα
(ZM − 1)
]})
+
PM+1(1− PM+1)
N
(
1− λ
Nα
)
E
(
p˜
′′2
M
p˜′M r˜M
{
1− 2 λ
Nα
(ZM − 1) + 3 λ
2
N2α
(ZM − 1)2
})
= P 2M+1var
(
p˜′′M
{
1 +
λ
Nα
Z¯Mψ(P˜M)E2M
(
f(P˜M+1)
)})
+P 2M+1E
(
p˜
′′2
M
λ2
N2α
[
Z¯Mψ(P˜M)
]2
var2M
(
f(P˜M+1)
))
+
PM+1(1− PM+1)
N
(
1− λ
Nα
)
E
(
p˜
′′2
M
p˜′M r˜M−1
ψ(P˜M)E2M
(
g(P˜M+1)
))
:= T1 + T2 + T3
ou` la dernie`re e´galite´ est le re´sultat d’un conditionnement par F2M avec
f(x) =
1
ϕ(x)
(
x
PM+1
− 1
){
1− λ
Nα
(
Z¯M
ψ(P˜M)
ϕ(x)
− 1
)}
et
g(x) =
1
ϕ(x)
1− 2 λNα
(
Z¯M
ψ(P˜M)
ϕ(x)
− 1
)
+ 3
λ2
N2α
(
Z¯M
ψ(P˜M)
ϕ(x)
− 1
)2
1. Calcul de T1
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Appliquons le Lemme 5.1.1 a` f , il vient
E2M
(
f(P˜M+1)
)
= f(PM+1) +
PM+1(1− PM+1)
2λN1−αp˜Mr0M
f ′′(PM+1) + o
(
1
N1−α
)
=
1
2λN1−αp˜Mr0M
1
PM+1ϕ(PM+1)
{
1− λ
Nα
(
2Z¯M
ψ(P˜M)
ϕ(PM+1)
− 1
)}
+o
(
1
N1−α
)
Alors
T1 ≈ P 2M+1var
(
p˜′′M
{
1 +
1
N
ψ(P˜M)ϕ(PM+1)
−1
p˜′M r˜M−1PM+1
{
1− λ
Nα
(
2Z¯M
ψ(P˜M)
ϕ(PM+1)
− 1
)}})
≈ P 2M+1var (p˜′′M)
+
1
4N2ϕ(PM+1)2
var
(
p˜′′Mψ(P˜M)
p˜′M r˜M−1
{
1− λ
Nα
(
2Z¯M
ψ(P˜M)
ϕ(PM+1)
− 1
)})
+
PM+1
Nϕ(PM+1)
cov
(
p˜′′M ,
p˜′′Mψ(P˜M)
p˜′M r˜M−1
{
1− λ
Nα
(
2Z¯M
ψ(P˜M)
ϕ(PM+1)
− 1
)})
Le second terme e´tant ne´gligeable (puisqu’en 1
N2
), nous e´tudions seulement le
terme de covariance et notons
T13 := cov
(
p˜′′M , p˜
′′
M
ψ(P˜M)
p˜′M r˜M−1
{
1− λ
Nα
(
2Z¯M
ψ(P˜M)
ϕ(PM+1)
− 1
)})
= E
(
p˜
′′2
M
ψ(P˜M)
p˜′M r˜M−1
{
1− λ
Nα
(
2Z¯M
ψ(P˜M)
ϕ(PM+1)
− 1
)})
−E (p˜′′M)E
(
p˜′′M
ψ(P˜M)
p˜′M r˜M−1
{
1− λ
Nα
(
2Z¯M
ψ(P˜M)
ϕ(PM+1)
− 1
)})
:= T131 − T132T133
La proce´dure d’inte´gration e´tant la meˆme pour toutes les espe´rances appa-
raissant dans cette preuve et afin d’alle´ger la re´daction, nous de´taillerons les
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calculs seulement pour le terme T132. En conditionnant par F2M−1, nous avons
T132 = E
(
p˜
′′
M
)
= E
p˜′′M−1P˜ ′M
1 +
λ
Nα
(
ZM−1
ePMeP ′M − 1
)
1 + λ
Nα
(ZM−1 − 1)


= E
(
p˜
′′
M−1
{
1 +
λ
Nα
(ZM−1 − 1)
}−1
E2M−1
(
uM(P˜
′
M)
))
avec
uM(x) = x
{
1 +
λ
Nα
(
ZM−1
P˜M
x
− 1
)}
Mais par le Lemme 5.1.1, le second terme e´tant ne´gligeable,
E2M−1
(
uM(P˜
′
M)
)
= uM(PM) +
PM(1− PM)
2N
(
1− λ
Nα
)u′′M(PM) + o( 1N
)
= PM
{
1 +
λ
Nα
(
ZM−1
P˜M
PM
− 1
)}
+ o
(
1
Nα
)
Soit
vM(x) =
1− λNα
(
Z¯M−1
ψ(P˜M−1)
ϕ(x)
− 1
)
+
λ2
2N2α
(
Z¯M−1
ψ(P˜M−1)
ϕ(x)
− 1
)2{
1 +
λ
Nα
(
Z¯M−1
ψ(P˜M−1)
ϕ(x)
x
PM
− 1
)}
Appliquons le Lemme 5.1.1,
E2(M−1)
(
vM(P˜M)
)
= vM(PM) +
PM(1− PM)
2λN1−α
v′′M (PM) + o
(
1
N1−α
)
= vM(PM) + o
(
1
N
)
puisque v′′M se comporte comme
λ
Nα
= 1 + o
(
1
N
)
en de´veloppant le produit
Alors en conditionnant par F2(M−1) et en appliquant l’e´galite´ pre´ce´dente,
T132 ≈ PME
(
p˜
′′
M−1E2(M−1)
(
vM(P˜M)
))
≈ PME
(
p˜
′′
M−1
)
≈ · · · ≈ pM
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Par des conditionnements et des applications du Lemme 5.1.1 successifs, il
vient
T131 ≈ PM · · ·P2
RM−1 · · ·R2
ψ(PM)
ϕ(P2)
E
(
P˜
′′2
1
ψ(P˜1)
P˜ ′1
{
1− λ
Nα
(
2
P˜1r
0
M
P˜ ′1
ψ(P˜1)
ϕ(P2)
− 1
)})
≈ PM · · ·P2
RM−1 · · ·R2
ψ(PM)
ϕ(P2)
E
(
Φ
(
P˜1, P˜
′
1
))
ou` Φ est de´fini par
Φ(x, y) = yψ(x)
{
1 + 2
λ
Nα
(
x
y
− 1
)
+
λ2
N2α
(
x
y
− 1
)2}{
1− λ
Nα
(
2r0M
ϕ(P2)
xψ(x)
y
− 1
)}
Mais par le Lemme 5.1.1 applique´ a` Φ,
E
(
Φ
(
P˜1, P˜
′
1
))
= Φ(P1, P1) + P1(1− P1)
{
Φ′′x(P1, P1)
2λN1−α
+
Φ′′y(P1, P1)
2N(1− λ/Nα)
}
+ o
(
1
N1−α
)
= P1ψ(P1)
{
1− λ
Nα
(
2
r0M
rM
− 1
)}
+ P1(1− P1)Φ
′′
x(P1, P1)
2λN1−α
+ o
(
1
N1−α
)
Finalement,
T131 =
pMψ(PM)
rM−1
[{
1− λ
Nα
(
2
r0M
rM
− 1
)}
− 1/8
λN1−α
1
P1(1− P1)
]
+o
(
1
N1−α
)
De la meˆme fac¸on, nous avons
T133 =
ψ(PM)
rM−1
[{
1− λ
Nα
(
2
r0M
rM
− 1
)}
− 1/8
λN1−α
1
P1(1− P1)
]
+ o
(
1
N1−α
)
de quoi on de´duit la nullite´ du terme de covariance. Finalement,
T1 ≈ P 2M+1var (p˜′′M)
2. Calcul de T2
Par des conditionnements et des applications du Lemme 5.1.1 successifs, il
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vient
T2 ≈ λ
N1+α
(1− PM+1)PM+1 · · ·P2 r
0
M
(RM · · ·R2)2ϕ(P2)2
E
(
P˜
′′2
1
P˜1ψ(P˜1)
2
P˜
′2
1
{
1− 2 λ
Nα
(
r0M
RM · · ·R2
ψ(P˜1)
ϕ(P2)
P˜1
P˜ ′1
− 1
)})
≈ λ
N1+α
(1− PM+1)PM+1 · · ·P2 r
0
M
(RM · · ·R2)2ϕ(P2)2E
(
Ψ
(
P˜1, P˜
′
1
))
en posant
Ψ(x, y) = xψ(x)2
{
1 +
λ
Nα
(
x
y
− 1
)}{
1− 2 λ
Nα
(
r0M
RM · · ·R2
ψ(x)
ϕ(P2)
x
y
− 1
)}
Appliquons le Lemme 5.1.1 a` Ψ et en ne conservant que le premier terme,
T2 =
λ
N1+α
(1− PM+1)pM+1 r
0
M
r2M
{
1− 2 λ
Nα
(
r0M
rM
− 1
)}
+ o
(
1
N1+α
)
3. Calcul de T3
Appliquons le Lemme 5.1.1 a` g de´finie pre´ce´demment,
T3 ≈ 1
2λN2−α
PM+1 − 1/4
rMr
0
M
+
PM+1(1− PM+1)
N
(
1− λ
Nα
)
E
(
p˜
′′2
M
p˜
′
M r˜M−1
ψ(P˜M)
ϕ(PM+1)1− 2 λNα
(
r0M
RM · · ·R2
ψ(P˜1)
ϕ(P2)
P˜1
P˜ ′1
− 1
)
+ 3
λ2
N2α
(
r0M
RM · · ·R2
ψ(P˜1)
ϕ(P2)
P˜1
P˜ ′1
− 1
)2

:= T31 + T32
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Par des conditionnements et des applications du Lemme 5.1.1 successifs, il
vient
T32 ≈ 1− PM+1
N
(
1− λ
Nα
)
PM+1 · · ·P2
RM · · ·R2ϕ(P2)E
(
P˜
′′2
1
ψ(P˜1)
P˜
′
1
{
1− 2 λ
Nα
(
r0M
RM · · ·R2
ψ(P˜1)
ϕ(P2)
P˜1
P˜ ′1
− 1
)
+3
λ2
N2α
(
r0M
RM · · ·R2
ψ(P˜1)
ϕ(P2)
P˜1
P˜ ′1
− 1
)2

≈ 1− PM+1
N
(
1− λ
Nα
)
PM+1 · · ·P2
RM · · ·R2ϕ(P2)E
(
Γ
(
P˜1, P˜
′
1
))
en posant
Γ(x, y) = yψ(x)
{
1 + 2
λ
Nα
(
x
y
− 1
)
+
λ2
N2α
(
x
y
− 1
)2}
{
1− 2 λ
Nα
(
r0M
RM · · ·R2
ψ(x)
ϕ(P2)
x
y
− 1
)
+ 3
λ2
N2α
(
r0M
RM · · ·R2
ψ(x)
ϕ(P2)
x
y
− 1
)2}
Appliquons le Lemme 5.1.1 a` Γ et en ne conservant que les deux premiers
termes,
T32 ≈ pM+1(1− PM+1)
NrM
(
1− λ
Nα
){
1− 2 λ
Nα
(
r0M
rM
− 1
)
+ 3
λ2
N2α
(
r0M
rM
− 1
)2}
−1− PM+1
8λN2−α
pM+1
rM
1
P1(1− P1)
Finalement,
T3 ≈ pM+1(1− PM+1)
NrM
(
1− λ
Nα
){
1− 2 λ
Nα
(
r0M
rM
− 1
)
+ 3
λ2
N2α
(
r0M
rM
− 1
)2}
+
1
2λN2−α
1
rM
[
PM+1 − 1/4
r0M
− pM+1
4
1− PM+1
P1(1− P1)
]
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alors
var
(
P˜
)
≈ P 2M+1var (p˜′′M) +
λ
N1+α
(1− PM+1)pM+1 r
0
M
r2M
{
1− 2 λ
Nα
(
r0M
rM
− 1
)}
+
pM+1(1− PM+1)
NrM
(
1− λ
Nα
){
1− 2 λ
Nα
(
r0M
rM
− 1
)
+ 3
λ2
N2α
(
r0M
rM
− 1
)2}
+
1
2λN2−α
1
rM
[
PM+1 − 1/4
r0M
− pM+1
4
1− PM+1
P1(1− P1)
]
Mais en appliquant le Lemme 5.1.1,
var
(
P˜ ′′1
)
= var
(
P˜ ′1
{
1 +
λ
Nα
(
P˜1
P˜ ′1
− 1
)})
+ o
(
1
N1−α
)
= P1(1− P1)
[
∆
′2
x (P1, P1)
λN1−α
+
∆
′2
y (P1, P1)
N
(
1− λ
Nα
)]+ o( 1
N1−α
)
= P1(1− P1)
[
1
λN1−α
λ2
N2α
+
(
1− λ
Nα
)2
N
(
1− λ
Nα
)]+ o( 1
N1−α
)
=
P1(1− P1)
N
+ o
(
1
N1−α
)
avec
∆(x, y) = y
(
1 +
λ
Nα
(
x
y
− 1
))
et l’on conclut par re´currence.
5.1.3.3. Optimisation de l’algorithme en les parame`tres. — Les e´quivalents de
la variance et du couˆt sont donne´s parvar
(
P˜
)
∼
N→∞
Vopt
N
+ 1
λN2−α
A1 +
λ
N1+α
A2 +
λ2
N1+2α
A3
C ∼
N→∞
NCopt + λN
1−αB2 + N
α
λ
B1
Rappelons que nous souhaitons optimiser l’algorithme en les parame`tres α, N
et λ. Nous prouvons d’abord le lemme suivant :
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Lemme 5.1.3. — Soient F et G deux fonctions a` valeurs re´elles. Supposons
que
F (λ,N) ∼
N→∞
1
N
+
f1(λ)
N1+α
+
f2(λ)
N1+2α
+
f3(λ)
N2−α
,
G(λ,N) ∼
N→∞
N +N1−αg1(λ) +Nαg2(λ).
et
(78) f1 + g1 = 0.
Alors minimiser F a` G = Gf fixe´ revient asymptotiquement a` minimiser la
fonction de λ
– f3 + g2 pour α >
1
3
,
– f2 + αf1g1 pour α <
1
3
,
– f2 + f3 + g2 + f1g1 pour α =
1
3
,
N e´tant donne´ par l’e´quation G = Gf .
De´monstration. — Cas 1 - α > 1
3
. D’abord, N satisfait
(79) N +N1−αg1(λ) +Nαg2(λ) = Gf
et nous pouvons conside´rer que
N ∼ Gf + µG1−αf + νGαf ∼ Gf
[
1 +
µ
Gαf
+
ν
G1−αf
]
En injectant cette valeur dans (79), on obtient
Gf ∼ Gf + µG1−αf + νGαf + g1(λ)G1−αf
[
1 +
µ
Gαf
+
ν
G1−αf
]1−α
+ g2(λ)G
α
f
[
1 +
µ
Gαf
+
ν
G1−αf
]α
∼ Gf + µG1−αf + νGαf + g1(λ)G1−αf + g2(λ)Gαf
∼ Gf + [µ+ g1(λ)]G1−αf + [ν + g2(λ)]Gαf
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et par conse´quent
{
µ = −g1(λ)
ν = −g2(λ)
. Puisque α > 1
3
, 1
N1+2α
= o
(
1
N2−α
)
et
donc
F (λ,N) ∼ 1
Gf
[
1− µ
Gαf
− ν
G1−αf
]
+
f1(λ)
G1+αf
+
f3(λ)
G2−αf
∼ 1
Gf
+
1
G1+αf
[f1(λ)− µ] + 1
G2−αf
[f3(λ)− ν]
∼ 1
Gf
+
1
G2−αf
[f3(λ) + g2(λ)]
Et nous obtenons finalement le re´sultat pour α > 1
3
.
Cas 2 - α < 1
3
. D’abord, N satisfait
(80) N +N1−αg1(λ) = Gf
et nous pouvons conside´rer que
N ∼ Gf + µG1−αf ∼ Gf
[
1 +
µ
Gαf
]
En injectant cette valeur dans (80),
Gf ∼ Gf + µG1−αf + g1(λ)G1−αf
[
1 +
µ
Gαf
]1−α
∼ Gf + [µ+ g1(λ)]G1−αf
et par conse´quent µ = −g1(λ). Puisque α < 13 , 1N2−α = o
(
1
N1+2α
)
et donc
F (λ,N) ∼ 1
Gf
[
1− µ
Gαf
+ µ2
1
G1−αf
]
+
f1(λ)
G1+αf
[
1− (1 + α) µ
Gαf
]
+
f2(λ)
G1+2αf
∼ 1
Gf
+
1
G1+αf
[f1(λ)− µ] + 1
G1+2αf
[
f2(λ)− (1 + α)µf1(λ) + µ2
]
∼ 1
Gf
+
1
G1+2αf
[f2(λ) + αf1(λ)g1(λ)]
Et nous obtenons finalement le re´sultat pour α < 1
3
.
Cas 3 - α = 1
3
. D’abord, N satisfait
(81) N +N2/3g1(λ) +N
1/3g2(λ) = Gf
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et nous pouvons conside´rer que
N ∼ Gf + µG2/3f + νG1/3f = Gf
[
1 +
µ
G
1/3
f
+
ν
G
2/3
f
]
En injectant cette valeur dans (81),
Gf ∼ Gf + [µ+ g1(λ)]G2/3f +
[
ν + g2(λ) +
2
3
g1(λ)µ
]
G
1/3
f
et par conse´quent
{
µ = −g1(λ)
ν = 2
3
g1(λ)
2 − g2(λ)
. D’ou` avec fˆ2 = f2 + f3,
F (λ,N) ∼ 1
Gf
[
1− µ
G
1/3
f
− ν
G
2/3
f
+ µ2
1
G
2/3
f
]
+
f1(λ)
G
4/3
f
[
1− 4
3
µ
G
1/3
f
]
+
fˆ2(λ)
G
5/3
f
∼ 1
Gf
+
1
G
4/3
f
[f1(λ)− µ] + 1
G
5/3
f
[
fˆ2(λ)− 4
3
µf1(λ)− ν + µ2
]
∼ 1
Gf
+
1
G
5/3
f
[
fˆ2(λ) + g2(λ) + f1(λ)g1(λ)
]
Et nous obtenons finalement le re´sultat pour α = 1
3
.
Par conse´quent, nous pouvons de´duire la proposition suivante :
Proposition 5.1.3. — Minimiser la variance pour un couˆt donne´ conduit a`
prendre α = 1
3
et a` la solution
λs =
Copt
(
A1 +B1
(
1
P1
− 1
))
2 (A2B2 + A3Copt)

1
3
,
N e´tant donne´ par le couˆt.
De´monstration. — En renormalisant par Vopt et Copt et en utilisant le lemme
pre´ce´dent : si
(82) A2Copt +B2Vopt = 0
est ve´rifie´, minimiser la variance a` couˆt C fixe´ revient a` minimiser les fonctions
– pour α > 1
3
, 1
λ
[
A1
Vopt
+ B1
λCopt
]
qui conduit a` λs = +∞ qui est absurde.
– for α < 1
3
, λ2
[
A3
Vopt
+ α A2B2
VoptCopt
]
qui conduit a` λs = 0 qui est absurde.
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– for α = 1
3
,
A1
λ
+A3λ2
Vopt
+ B1
λCopt
+λ2 A2B2
VoptCopt
qui conduit a` λs =
[
Copt
“
A1+B1
“
1
P1
−1
””
2(A2B2+A3Copt)
] 1
3
.
N est donne´ par le couˆt. Mais par le Lemme 5.1.2 et les expressions des nombres
optimaux de retirage, on peut facilement ve´rifier que (82) est satisfaite. D’apre`s
l’e´tude de cas pre´ce´dente, on doit donc prendre
α =
1
3
et la solution du proble`me d’optimisation est alors donne´e par
λs =
Copt
(
A1 +B1
(
1
P1
− 1
))
2 (A2B2 + A3Copt)

1
3
et N est donne´ par le couˆt.
Notons que si l’on prend pour la phase d’apprentissage les Ri optimaux, nous
obtenons
λs = +∞
Remarque 5.1.2. — Insistons sur le fait que l’annulation observe´e dans la
preuve (A2Copt+B2Vopt = 0) provient directement du choix particulier des Ri,
solutions d’un proble`me d’optimisation et conduit a` prendre α = 1
3
. Si nous
n’avions pas pris cette fonction particulie`re des probabilite´s de transition pour
les Ri, il n’y aurait pas eu d’annulation des coefficients et le α optimal aurait
simplement e´te´ 1
2
, comme l’on peut s’y attendre a priori. Ceci souligne le fait
qu’il est vraiment important de choisir les probabilite´s de transition les plus
proches des valeurs optimales.
Remarque 5.1.3. — En notant que N est line´aire en C, nous remarquons
que consacrer λsN
2/3 particules a` la premie`re phase revient a` lui consacrer
µsC
2/3 particules, pour un certain µs de´pendant de λs.
5.1.4. Proce´dure a` suivre en pratique. — En pratique, un budget est
fixe´ a` l’avance, ce qui revient a` fixer le nombre total N de particules ge´ne´re´es
lors de la simulation. On ge´ne`rera ρN = λsN
1−α particules durant la phase
166 CHAPITRE 5. MODE`LES D’APPRENTISSAGE
d’apprentissage et N − ρN durant la seconde. L’optimisation nous sugge`re de
prendre
α =
1
3
et λs =
Copt
(
A1 +B1
(
1
P1
− 1
))
2 (A2B2 + A3Copt)

1
3
.
Rappelons que les probabilite´s de transition Pi sont inconnues et donc que l’on
ne peut pas e´valuer explicitement λs. Cependant, ces probabilite´s condition-
nelles e´tant borne´es infe´rieurement et supe´rieurement, nous pouvons aise´ment
de´terminer une borne infe´rieure λs(min) (et resp. supe´rieure λs(max)) de λs.
Par conse´quent, nous proce`derons comme suit :
– Premie`re phase-phase d’apprentissage :
Nous ge´ne´rons d’abord λs(min)N
2/3 particules, en proce´dant comme dans
le mode`le classique de branchement avec duplication de trajectoires avec
(R0i )i=1···M comme nombres de retirage choisis arbitrairement en de´but
de simulation. Nous estimons ensuite les probabilite´s de transition, les
nombres optimaux de retirage ainsi que le λ optimal par λest. Nous conti-
nuons a` ge´ne´rer des particules jusqu’a` ce que le nombre total de particules
ge´ne´re´es pendant la phase d’apprentissage soit λestN
2/3.
– Seconde phase :
Nous ge´ne´rons N − ρN particules que nous faisons e´voluer comme lors
de la premie`re phase mais nous utilisons les estimateurs des (Ri)i=1···M
obtenus pendant la premie`re phase et selon le sche´ma optimal donne´ au
Chapitre 3 comme explique´ pre´ce´demment.
5.1.5. Probabilite´ d’extinction de l’algorithme sans troncature. —
La probabilite´ d’arreˆt de l’algorithme sans troncature est donne´e par la pro-
babilite´ d’arreˆt lors de l’e´tape 1 et celle d’arreˆt lors de l’e´tape 2 sachant qu’il
n’y a pas eu d’arreˆt lors de l’e´tape 1. Plus pre´cise´ment,
Proposition 5.1.4. — Si Pextinci de´signe la probabilite´ d’arreˆt lors de l’e´tape
i, la probabilite´ totale d’arreˆt de l’algorithme est donne´e par
Pextinc = Pextinc1 + (1− Pextinc1)Pextinc2
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ou`
Pextinc1 = [P1g1 ◦ · · · ◦ gM(0) + 1− P1]ρN
Pextinc2 = E [P1h1 ◦ · · · ◦ hM (0) + 1− P1]N−ρN
avec
{
gi(s) = (Pi+1s+ 1− Pi+1)R
0
i
hi(s) = (Pi+1s+ 1− Pi+1) bRi
En prenant s = 0 dans la Remarque 3.6.5, nous obtenons directement
Corollaire 5.1.1. —1−{ 1
P(A)r0M(1− s)
+
1
2
M∑
j=1
g′′j (0)
Pj+2|0r0j+1Pj+1R
0
j
}−1ρN
≤ Pextinc1 ≤
1−{ 1
P(A)r0M(1− s)
+
M∑
j=1
g′′j (1)
Pj+2|0r0j+1Pj+1R
0
j
}−1ρN
avec{
g′′j (0) = R
0
j (R
0
j − 1)P 2j+1 (1− Pj+1)R
0
j−2
g′′j (1) = R
0
j (R
0
j − 1)P 2j+1
Nous allons ge´ne´raliser les encadrements obtenus au chapitre 3, section 3.6.4
afin d’estimer Pextinc2. Nous obtenons les encadrements suivants pour la fonc-
tion ge´ne´ratrice πn de Zn, processus de Galton-Watson en milieu ale´atoire
de´fini par les fonctions ge´ne´ratrices successives {hj , j ≥ 0} :
Proposition 5.1.5. —
1−

[
n−1∏
j=0
mj(1− s)
]−1
+
1
2
n−1∑
j=0
(
E
(
h′′j (0)
)
/mj
j∏
i=0
mi
)
−1
≤ πn(s) ≤ 1−

[
n−1∏
j=0
µj(1− s)
]−1
+
n−1∑
j=0
E
[
h′′j (1)
h
′2
j (1)
]
/
j−1∏
i=0
µi

−1
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avec{
µj = E
(
h′j(1)
−1)−1
mj = E
(
h′j(1)
)
De´monstration. — Tout d’abord, notons r l’environnement ale´atoire : r =
{R̂1, · · · , R̂M} et hj(•) = hj(R̂j , •) les fonctions ge´ne´ratrices (ale´atoires) des
lois de reproduction. Il vient par application de l’ine´galite´ de Jensen, les fonc-
tions hj e´tant convexes,
πn(s) = E (πn(r, s)) = E (h1 ◦ · · · ◦ hM (s))
≥ E (h1) ◦ E (h2 ◦ · · · ◦ hM(s)) ≥ · · ·
≥ E (h1) ◦ E (h2) ◦ · · · ◦ E (hM(s))
Ainsi la fonction ge´ne´ratrice d’un processus de Galton-Watson en milieu ale´atoire
de´fini par les fonctions ge´ne´ratrices successives {hj , j ≥ 0} est minore´e par celle
d’un processus de Galton-Watson en milieu variable de´fini par les espe´rances
des fonctions ge´ne´ratrices successives pre´ce´dentes. En appliquant le re´sultat de
la Remarque 3.6.5, nous obtenons la minoration.
En utilisant le re´sultat de la Remarque 3.6.5, nous obtenons, en posant
Qn =
n−1∏
j=0
h′j(1),
πn(r; s) ≤ 1−
{
1
Qn(1− s) +
n−1∑
j=0
h′′j (1)
h′j(1)Qj+1
}−1
et par une application de l’ine´galite´ de Jensen a` la fonction φ(x) = 1
x
, il vient
πn(s) ≤ 1−
{
E
[
1
Qn(1− s) +
n−1∑
j=0
h′′j (1)
h′j(1)Qj+1
]}−1
D’ou` le re´sultat.
Ainsi la fonction ge´ne´ratrice d’un processus de Galton-Watson en milieu ale´atoire
de´fini par les fonctions ge´ne´ratrices successives {hj , j ≥ 0} est majore´e par
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celle d’un processus de Galton-Watson en milieu variable de´fini par les fonc-
tions ge´ne´ratrices successives lj ayant pour de´rive´e premie`re en 1 µj et pour
de´rive´e seconde en 1 2µ2jE
[
h′′j (1)/h
′2
j (1)
]
.
En utilisant la de´finition des fonctions ge´ne´ratrices et en prenant s = 0 dans
la proposition pre´ce´dente,
Corollaire 5.1.2. —
1−

[
M∏
j=1
mj(1− s)
]−1
+
1
2
M∑
j=1
(
E
(
h′′j (0)
)
/P1mj
j∏
i=1
mi
)
−1N−ρN
≤ Pextinc2 ≤ 1−


[
P1
M∏
j=1
µj(1− s)
]−1
+
M∑
j=1
E
[
h′′j (1)
h
′2
j (1)
]
/P1
j−1∏
i=1
µi

−1N−ρN
avec{
h′′j (0) = R̂j(R̂j − 1)P 2i+1 (1− Pi+1)
bRj−2
h′′j (1) = R̂j(R̂j − 1)P 2i+1
et
µj = P
−1
j+1E
(
R̂−1j
)−1
mj = Pj+1E
(
R̂j
)
Ainsi l’extinction d’un processus de Galton-Watson en milieu ale´atoire de´fini
par les fonctions ge´ne´ratrices successives {hj , j ≥ 0} s’e´teint plus rapidement
qu’un processus de Galton-Watson en milieu variable de´fini par les espe´rances
de ces fonctions ge´ne´ratrices mais moins rapidement qu’un processus de Galton-
Watson en milieu variable de´fini par les fonctions ge´ne´ratrices successives lj
ayant pour de´rive´e premie`re en 1 µj et pour de´rive´e seconde en 1.
On obtient ainsi la proposition suivante :
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Proposition 5.1.6. — La probabilite´ d’extinction de l’algorithme est donne´e
par 1−{ 1
P(A)r0M(1− s)
+
1
2
M∑
j=1
g′′j (0)
Pj+2|0r0j+1Pj+1R
0
j
}−1ρN
+
1−

[
M∏
j=1
mj(1− s)
]−1
+
1
2
M∑
j=1
(
E
(
h′′j (0)
)
/P1mj
j∏
i=1
mi
)
−1N−ρN
≤ Pextinc ≤
1−{ 1
P(A)r0M(1− s)
+
M∑
j=1
g′′j (1)
Pj+2|0r0j+1Pj+1R
0
j
}−1θNN
+1−


[
P1
M∏
j=1
µj(1− s)
]−1
+
M∑
j=1
E
[
h′′j (1)
h
′2
j (1)
]
/P1
j−1∏
i=1
µi

−1N−ρN
avec
g′′j (0) = R
0
j (R
0
j − 1)P 2j+1 (1− Pj+1)R
0
j−2
g′′j (1) = R
0
j (R
0
j − 1)P 2j+1
h′′j (0) = R̂j(R̂j − 1)P 2j+1 (1− Pj+1)
bRj−2
h′′j (1) = R̂j(R̂j − 1)P 2j+1
et
µj = P
−1
j+1E
(
R̂−1j
)−1
mj = Pj+1E
(
R̂j
)
5.2. Mode`le Aldous-Vazirani
Nous proposons dans cette section une simulation enM+1 e´tapes pour palier le
fait que l’on ne connaisse pas les niveaux et donc les nombres de retirage, base´e
sur l’heuristique propose´e par Aldous et Vazirani dans [3]. Nous supposons que
dans ce mode`le aussi, les niveaux ont e´te´ fixe´s a` l’avance.
5.2.1. De´roulement de la simulation. — De la meˆme fac¸on que pre´ce´demment,
choisissons arbitrairement M + 1 nombres P
(0)
i dans [a, b] et posons
R
(0)
i =
1√
P
(0)
i P
(0)
i+1
√√√√1− P (0)i+1
1− P (0)i
pour i = 1 · · ·M
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On proce`de ensuite comme suit : on dispose de (M +1) groupes de particules,
le groupe i contenant θiN particules de telle sorte que
∑M+1
i=1 θi = 1 c’est a`
dire que l’on envoie N particules au total.
Etape 1 : On envoie les N particules. Les particules du groupe 1 ayant at-
Fig. 2. Mode`le de branchement avec duplication des trajectoires ver-
sion Aldous-Vazirani
teint B1 sont duplique´es en R
(0)
1 sous-particules. On compte celles arrive´es en
B2. L’e´tude du premier groupe fournit ainsi un estimateur P̂
(1)
1 de P1 et un
estimateur P̂
(1)
2 de P2. Posons alors
R̂1 :=
1√
P̂
(1)
1 P̂
(1)
2
√√√√1− P̂ (1)2
1− P̂ (1)1
et nous prendrons R̂1 comme nombre de retirage depuis B1 pour la prochaine
e´tape de la simulation. Fin de l’e´tape 1.
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Notation : Dans un souci de clarte´ et de lisibilite´, nous noterons par la suite
P̂ ji l’estimateur de Pi obtenu avec le j-ie`me groupe.
Etape i (2 ≤ i ≤ M + 1) : Les groupes 1 a` i − 1 ont e´te´ e´carte´s car ils
ont servi a` estimer R1, R2, · · · , Ri−1. Les groupes restant contiennent chacun
un nombre ale´atoire de particules ayant atteint le niveau Bi−1. On compte le
nombre de particules du groupe i ayant atteint le niveau Bi−1. Ces dernie`res
sont duplique´es en R̂i−1 sous-particules qui e´voluent. Celles arrive´es en Bi sont
a` leur tour duplique´es en R
(0)
i sous-particules et on compte celles arrive´es en
Bi+1. L’e´tude de ce groupe fournit ainsi un estimateur P̂
(i)
i de Pi et un esti-
mateur P̂
(i)
i+1 de Pi+1. Posons alors de la meˆme fac¸on que pre´ce´demment
R̂i :=
1√
P̂
(i)
i P̂
(i)
i+1
√√√√1− P̂ (i)i+1
1− P̂ (i)i
et nous prendrons R̂i comme nombre de retirage depuis Bi pour la prochaine
e´tape de la simulation.
On compte ensuite les particules des groupes i + 1 a` M + 1 qui ont atteint
Bi−1 et on les fait e´voluer apre`s les avoir duplique´es en R̂i−1 sous-particules.
Fin de l’e´tape i.
Hypothe`ses
Guide´s par la de´marche adopte´e pour le mode`le a` deux e´tapes pre´sente´ en
Section 5.1, nous supposons que
1. θiN →
N→+∞
+∞ pour tout i = 1 · · ·M + 1,
2. θiN = o(θM+1N) pour tout i = 1 · · ·M .
De plus, nous supposons aussi que θi a la forme suivante λ/N
αM pour tout
i = 1 · · ·M (avec 0 < α < 1 afin que les hypothe`ses soient ve´rifie´es) et donc,
puisque
∑M+1
i=1 θi = 1,
θM+1 = 1− λ
Nα
.
L’estimateur de P(A) est alors donne´ par
P̂ =
P(A)
θM+1N
θM+1N∑
i=1
Z
(i)
M+1
E(ZM+1)
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5.2.2. Analyse du mode`le. —
5.2.2.1. Couˆt. — Le couˆt moyen est donne´ par
C = N
[
M∑
i=1
θiR
(0)
i E
(
p̂
(i)
i
)
E
(
i−1∏
j=1
R̂j
)
+
M+1∑
i=1
E
(
i−1∏
j=1
R̂j
)
M+1∑
j=i
θjE
(
p̂
(j)
j−1
)]
en notant
p̂
(i)
j = P̂
(i)
1 · · · P̂ (i)j , i, j = 1 · · ·M + 1
En proce´dant comme dans la Section 5.1.3.1 et en utilisant les notations
pre´ce´demment introduites, on peut montrer que
Proposition 5.2.1. — Le couˆt moyen est donne´ par
C = N
[
pM
M∑
i=0
ri +
pM
2λN1−αM
M∑
i=0
riΣi
+
λ
Nα
[
1
M
{
M−1∑
i=0
R
(0)
i ripi+1 +
M∑
i=0
ri
M−1∑
j=i
pj
}
− pM
M∑
i=0
ri
]]
avec
Σi = ri
i∑
j=1
1
rj−1pj
[
Pj +
3
4
(1− 2Pj)2
1− Pj +
1
R
(0)
j
3/4− Pj+1
Pj+1(1− Pj+1)
]
5.2.2.2. Variance. — En utilisant les notations pre´ce´demment introduites, il
vient
Proposition 5.2.2. — La variance est donne´e par
var(P̂ ) =
P(A)2
θM+1N
 M∑
i=0
(
1
pi+1
− 1
pi
)
1∏i
k=1 E
(
R̂k
)
+
M∑
i=1
var
(
R̂i
)
pk
∏i
k=1 E
(
R̂k
)
E
(
R̂i
)

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De´monstration. — En effet, tout d’abord
E(ZM+1) = E
(
ZM∑
i=1
XMi
)
= E
(
ZME
(
XMi |ZM
))
= E
(
ZME
(
XMi
))
= E (ZM)E
(
E
(
XMi |R̂M
))
= E (ZM)E
(
R̂M
)
PM+1 = · · ·
= pM+1
M∏
i=1
E
(
R̂i
)
Ensuite
var(ZM+1) = var
(
ZM∑
i=1
XMi
)
= var
(
ZM∑
i=1
E
(
XMi
))
+ E
(
ZM∑
i=1
var
(
XMi
))
= var (ZM)
(
E
(
R̂M
)
PM+1
)2
+ E (ZM) var
(
E
(
XM |R̂M
))
+E (ZM)E
(
var
(
XM |R̂M
))
= var (ZM)
(
E
(
R̂M
)
PM+1
)2
+ E (ZM) var
(
R̂M
)
P 2M+1
+E (ZM)E
(
R̂M
)
PM+1(1− PM+1)
= · · ·
= var (Z1)
M∏
i=1
(
E
(
R̂i
)
Pi+1
)2
+
M∑
i=1
E (Zi) var
(
R̂i
)
P 2i+1
M∏
k=i+1
(
E
(
R̂k
)
Pk+1
)2
+
M∑
i=1
E (Zi)E
(
R̂i
)
Pi+1(1− Pi+1)
M∏
k=i+1
(
E
(
R̂k
)
Pk+1
)2
=
M∑
i=1
E (Zi) var
(
R̂i
)
P 2i+1
M∏
k=i+1
(
E
(
R̂k
)
Pk+1
)2
+
M∑
i=0
E (Zi)E
(
R̂i
)
Pi+1(1− Pi+1)
M∏
k=i+1
(
E
(
R̂k
)
Pk+1
)2
D’ou` l’on de´duit le re´sultat recherche´.
En proce´dant comme dans la Section 5.1.3.2, on peut montrer que
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Proposition 5.2.3. — Le variance est donne´e par
var(P̂ ) =
P(A)2
θM+1N
[
Vopt
(
1− λ
Nα
)
+
1
4λN1−αM
M∑
i=1
Ai
p2i r
2
i−1
]
avec
Ai = Pi(1− 2Pi+1)2 + 1
R
(0)
i Pi+1(1− Pi+1)
5.2.2.3. Optimisation en θ1, θ2, · · · , θM+1. — Notre but est de minimiser la
variance a` couˆt fixe´. En proce´dant comme en Section 5.1.3.3, on de´duit qu’il
faut e´galer 1− α et α c-a`-d prendre α = 1/2.
En proce´dant comme suit, on retrouve les parame`tres propose´s dans [3]. Mais
notons bien que la de´marche d’optimisation est alors totalement diffe´rente de
celle propose´e dans cette the`se. Conside´rons maintenant l’algorithme global
comme M + 1 sous-algorithmes, chacun de ces sous-algorithmes repre´sentant
l’e´volution des diffe´rents groupes de particules. Notons que l’expression du couˆt
est globale et ne refle`te pas le couˆt de chacun de ces sous-algorithmes. Remar-
quons aussi que les particules du groupe i c-a`-d de l’algorithme i (1 ≤ i ≤M)
franchissent i + 1 niveaux alors que celles du dernier groupe c-a`-d de l’algo-
rithme M +1 franchissent M +1 niveaux. Allouons donc, a` chaque algorithme
i (1 ≤ i ≤ M) et M + 1, les couˆts (i + 1) × cniv et (M + 1) × cniv pour un
certain «couˆt par niveau» cniv. Ainsi
C =
M+1∑
i=2
icniv + (M + 1)cniv =
M2 + 5M + 2
2
cniv
D’ou` la valeur de cniv.
Mais le couˆt du groupe 1 est 2cniv = θ1N
(
1 + E(P̂
(1)
1 )R
(0)
1
)
et ainsi
θ1 =
1
N
2cniv
1 + E(P̂
(1)
1 )R
(0)
1
De meˆme, le couˆt du groupe 2 est
3cniv = θ2N
(
1 + E(P̂
(2)
1 )E(R̂1) + E(P̂
(2)
1 P̂
(2)
2 )R
(0)
2 E(R̂1)
)
et donc
θ2 =
1
N
3cniv
1 + E(P̂
(2)
1 )E(R̂1) + E(P̂
(2)
1 P̂
(2)
2 )R
(0)
2 E(R̂1)
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et ainsi de suite... Enfin, le couˆt du groupe (M + 1) est
(M + 1)cniv = θM+1N
(
1 +
M∑
i=1
E
(
i∏
j=1
(
P̂
(M+1)
j R̂j
)))
et ainsi
θM+1 =
1
N
(M + 1)cniv
1 +
∑M
i=1 E
(∏i
j=1
(
P̂
(M+1)
j R̂j
))
On remarque que lorsque l’on connaˆıt les parame`tres et que l’on prend les
valeurs optimales, on obtient
θi =
cniv
N
pour i = 1 · · ·M + 1
ce qui signifie que les couˆts sont uniforme´ment re´partis sur chacun des sous-
algorithmes. On prendra donc dans la pratique
θi =
1
M + 1
puisqu’on veut aussi
∑M+1
i=1 θi = 1.
5.2.3. Pre´cisions. — Comme longuement e´voque´ pre´ce´demment, les va-
leurs des nombres de retirage ne sont pas toujours entie`res. Afin de reme´dier
a` ce proble`me, nous avons vu au Chapitre 4 qu’il faut conside´rer les nombres
de retirage comme des variables ale´atoires et si Ri est le nombre optimal au
niveau i, il s’agit de ge´ne´rer a` chaque succe`s en i une variable ale´atoire, note´e
par la suite N(Ri), sur {⌊Ri⌋, ⌈Ri⌉} de moyenne Ri. C’est a` dire que
P(N(Ri) = ⌊Ri⌋) = ⌈Ri⌉ −Ri et P(N(Ri) = ⌈Ri⌉) = Ri − ⌊Ri⌋
En Section 5.1 ainsi que dans cette section, cette manipulation a e´te´ omise
car source de complexite´ dans l’analyse pre´cise et l’optimisation de l’algo-
rithme. En pratique, nous prendrons l’entier le plus proche de la valeur opti-
male, comme explique´ en Section 4.6.
Remarquons cependant que nous obtenons alors les deux lemmes suivants :
Lemme 5.2.1. — Soit Z une loi de Bernoulli sur {a, b} telle que P(Z = a) =
p et P(Z = b) = q. Alors
E(Z) = ap+ bq = b+ (a− b)p
var(Z) = (b− a)2p(1− p)
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et
E
(
1
Z
)
=
1
E(Z)
+
1
ab
var(Z)
E(Z)
Dans le cas particulier ou` b = a+ 1 avec a ≥ 1,
E
(
1
Z
)
=
1
E(Z)
+
1
a(a+ 1)
var(Z)
E(Z)
et
1
E(Z)
≤ E
(
1
Z
)
≤ 1
E(Z)
+
9
8
1
E(Z)
De´monstration. — Les deux premie`res e´galite´s sont e´videntes. Pour la troisie`me,
E
(
1
Z
)
− 1
E(Z)
=
p
a
+
q
b
− 1
ap+ bq
=
1
abE(Z)
{pb(ap+ bq) + aq(ap + bq)− ab}
=
1
abE(Z)
pqvar(Z)
L’encadrement, dans le cas particulier, s’obtient d’une part graˆce a` l’ine´galite´
de Jensen et d’autre part par de´croissance de la fonction f(x) = 1/[x(1 + x)]
et par l’ine´galite´ var(Z) ≤ 1/4.
On en de´duit le lemme suivant qui donne la valeur de E (N(R)) et des enca-
drements de E
(
1
N(R)
)
lorsque R est de´terministe ou ale´atoire :
Lemme 5.2.2. — (i) Lorsque R est de´terministe, on a par de´finition E(N(R)) =
R et l’encadrement
1
R
− ≤ E
(
1
N(R)
)
≤ 9
8R
(ii) Lorsque R est ale´atoire, on a par de´finition E(N(R)) = E(R) et l’encadre-
ment
E
(
1
R
)
≤ E
(
1
N(R)
)
≤ 9
8
E
(
1
R
)
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5.2.4. Conclusion. — Nous remarquons que le couˆt semble plus e´leve´ et
que la variance sera plus grande puisque elle est en 1/θM+1N alors que celle
du mode`le adaptatif pre´ce´demment pre´sente´ est en 1/N . Ici, N1/2 particules
servent a` la phase d’apprentissage (comprenant les algorithmes 1 a` M) contre
N2/3 dans le premier mode`le mais toute l’information acquise lors de cette
phase d’apprentissage est perdue car elle ne peut eˆtre prise en compte dans
l’estimateur.
5.3. Un mode`le qui garde le syste`me particulaire en vie
Le but de ce mode`le introduit par Franc¸ois LeGland et Nadia Oudjane et
pre´sente´ par exemple dans [47, 48] est ici aussi d’estimer la probabilite´ d’un
e´ve´nement rare en utilisant des niveaux de branchement. Ici les niveaux de
transition sont fixe´s a` l’avance mais le nombre de particules ge´ne´re´es a` chaque
niveau de transition est ale´atoire et on ge´ne`re jusqu’a` ce qu’un nombre, fixe´ a`
l’avance, de particules atteigne le niveau supe´rieur. Ainsi l’algorithme ne meurt
jamais.
5.3.1. De´roulement de la simulation. — Nous nous plac¸ons dans les
meˆmes conditions que pour les syste`mes particulaires pre´sente´s en Section 2.4.
Le but de cet algorithme est de garder automatiquement le syste`me particu-
laire en vie ce qui assure sa non-extinction.
Pour tout H > 0 entier, et tout k = 0, · · · ,M + 1, de´finissons le nombre
ale´atoire de particules (temps d’arreˆt)
NHk := inf
{
N ≥ 1 :
N∑
i=1
gk(ζ
i
k) ≥ Hsup
x∈E
gk(x)
}
ou` les variables ale´atoires ζ10 , · · · , ζ i0, · · · sont i.i.d. de loi µ0 et ou` les variables
ale´atoires ζ1k , · · · , ζ ik, · · · , conditionne´es au passe´, sont i.i.d. de loi µHk−1Qk. L’ap-
proximation particulaire {µHk , k = 0, 1, · · ·M +1} est maintenant parame´tre´e
par le seuil H > 0 et son e´volution est de´crite par le diagramme suivant :
(83) µHk−1 −→
se´lection
µ̂Hk = S
NHk (µHk−1Qk) −→
mutation
µHk = gkµ̂
H
k
avec la condition initiale µH0 = g0µ̂
H
0 et µ̂
H
0 = S
NH0 (µ0) et ou` la notation S
N(µ)
de´signe la distribution empirique associe´e a` un N-e´chantillon de loi commune µ.
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On peut de´finir l’approximation du flot non renormalise´ et on ve´rifie que les
e´quations satisfaites dans le cadre des syste`mes particulaires le sont aussi pour
cet algorithme. Clairement, NHk ≥ H et si µHk−1Qk(gk) > 0, on peut montrer
que le nombre ale´atoire de particules NHk est fini presque suˆrement. De plus,
µ̂H0 (g0) = S
NH0 (µ0)(g0) =
1
NH0
NH0∑
i=1
g0(ζ
i
0) ≥
H
NH0
sup
x∈E
g0(x) > 0,
et
µ̂Hk (gk) = S
NHk (µk)(gk) =
1
NHk
NHk∑
i=1
gk(ζ
i
k) ≥
H
NHk
sup
x∈E
gk(x) > 0,
pour tout k = 0, · · · ,M + 1 c-a`-d le syste`me particulaire ne s’e´teint pas et
l’algorithme peut toujours continuer, par construction.
Dans notre cas particulier, ou` nous e´tudions la probabilite´ d’un e´ve´nement
(rare), les fonctions de se´lection gk sont des indicatrices et on obtient
NHk := inf
{
N ≥ 1 :
N∑
i=1
gk(ζ
i
k) = H
}
et ainsi on ge´ne`re un nombre ale´atoire NHk de particules jusqu’a` ce qu’exacte-
ment H trajectoires atteignent le niveau supe´rieur.
Concre`tement, de meˆme que pour les syste`mes particulaires, l’algorithme consiste
en la re´pe´tition de trois e´tapes :
1. se´lection des particules de poids non nul : inde´pendamment pour tout
i = 1 · · ·NHk ,
tik−1 ∼
(
ω1k−1, · · · , ω
NHk−1
k−1
)
et
ζ̂ ik−1 = ζ
tik−1
k−1 et T̂
i
k−1 = T
tik−1
k−1
2. mutation : inde´pendamment pour tout i = 1 · · ·NHk ,
ζ ik =
(
(T ik, X
i(t)), T̂ ik−1 ≤ t ≤ T ik
)
selon le mode`le markovien a` temps continu sous-jacent, partant de ζ̂ ik−1
T ik = inf
{
t ≥ T̂ ik−1 : (t, X i(t)) ∈ Ak
}
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La taille de la population NHk est choisie de telle sorte que H trajectoires
exactement re´ussissent a` atteindre le niveau suivant, c-a`-d
NHk := inf
{
N ≥ 1 :
N∑
i=1
gk(ζ
i
k) = H
}
= inf
{
N ≥ 1 : |INk | = H
}
3. ponde´ration selon les succe`s d’atteinte du niveau supe´rieur : pour tout
i = 1 · · ·NHk ,
ωik ∝ gk(ζ ik) = 1ζik∈Ak
Dans ce cas, les probabilite´s de transition sont approche´es par
Pk = P (Tk ≤ T |Tk−1 ≤ T ) = µ̂k(gk) ≈ µ̂Hk (gk) =
|INHkk |
NHk
=
H
NHk
et la probabilite´ de l’e´ve´nement rare est approche´e par
P(V (X) ≥ a) = γM+2(1) ≈ γHM+2(1) =
M+1∏
k=0
µ̂Hk (gk) =
M+1∏
k=0
H
NHk
5.3.2. Proprie´te´s asymptotiques. — Enonc¸ons maintenant le the´ore`me
central limite :
The´ore`me 5.3.1. —
√
H
(
γHM+2(1)− P(V (X) ≥ a)
) −→
L,H→+∞
GM+2
ou` GM+2 est un processus gaussien centre´ de variance
g2M+2 = P(V (X) ≥ a)2
M∑
i=0
(1− Pi+1)
La variance asymptotique obtenue ci-dessus est a` comparer a`
v2M+1 = P(V (X) ≥ a)2
M∑
i=0
(
1
Pi+1
− 1
)
,
variance asymptotique obtenue pour les syste`mes particulaires.
Une autre normalisation (taille moyenne des syste`mes particulaires) conduit
au the´ore`me central limite suivant :
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The´ore`me 5.3.2. —[
1
M + 1
M+1∑
i=1
NHk
]1/2 (
γHM+2(1)− P(V (X) ≥ a)
) −→
L,H→+∞
G′M+2
ou` G′M+2 est un processus gaussien centre´ de variance
g
′2
M+2 = P(V (X) ≥ a)2
[
1
M + 1
M+1∑
i=1
1
Pi
]2 M∑
i=0
(1− Pi+1)
ou`
1
H
[
1
M + 1
M+1∑
i=1
NHk
]
−→
P, H→∞
1
M + 1
M+1∑
i=1
1
Pi
Pour plus de de´tails et les preuves de ces re´sultats, nous renvoyons le lecteur
a` [48].
5.4. Un mode`le ou` les niveaux sont place´s durant la simulation
Le but de ce mode`le introduit par Arnaud Guyader et Fre´de´ric Ce´rou et
pre´sente´ dans [19] est ici aussi d’estimer la probabilite´ d’un e´ve´nement rare en
utilisant des niveaux de branchement mais le proce´de´ est sensiblement diffe´rent
de ceux pre´sente´s dans les deux paragraphes pre´ce´dents. Afin de re´soudre le
proble`me du choix des niveaux, les niveaux de transition sont place´s pas a`
pas durant la simulation de fac¸on a` avoir un processus de branchement aussi
critique que possible et afin d’e´viter une extinction pre´mature´e de l’algorithme.
5.4.1. De´roulement de la simulation. — Nous conside`rons ici un proces-
sus de Markov fort a` valeurs dans R et a` trajectoires continues. Supposons que
X0 = x0 > 0, que l’origine 0 est un point attractif. Nous souhaitons estimer la
probabilite´ que le processus atteigne la hauteur M + 1 avant d’atteindre 0 :
P(A) := P(TM < T0)
ou` Ti repre´sente le premier temps d’atteinte de i : Ti := inf{t ≥ 0 : Xt = i}.
On proce`de en plusieurs e´tapes e´quivalentes, excepte´es la premie`re et la dernie`re.
Le principe est le suivant : on travaille a` taille de population n constante et on
place les niveaux au fur et a` mesure de la simulation afin d’avoir exactement
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une proportion p = k
N
de trajectoires qui atteint chaque niveau supe´rieur. On
se pre´munit ainsi de tout arreˆt pre´mature´ de l’algorithme. Plus pre´cise´ment,
on proce`de comme suit
• Etape 1 : On ge´ne`re N trajectoires i.i.d. (Xjt ) selon la loi du processus
(Xt) partant de X
j
0 = x0 > 0. On attend que les trajectoires soient revenues
en 0 (pour la trajectoire j, 0 e´tant attractif, il faut attendre un temps T j0 de
moyenne finie). Notons
S1N,j = sup
0≤t≤T j0
Xjt
et on re´ordonne l’e´chantillon
(
S1N,1, S
1
N,2, · · · , S1N,N
)
par ordre croissant :
S1N,(1) ≤ · · · ≤ S1N,(N−k) ≤ · · · ≤ S1N,(N)
On garde en me´moire la quantite´
q̂1 = S
1
N,(N−k).
• Etape 2 : On garde (S1N,(N−k+1), · · · , S1N,(N)) inchange´, que l’on renomme
(S2N,N−k+1, · · · , S2N,N). On ge´ne`re (N − k) trajectoires (Xjt ) partant de q̂1. On
attend que ces (N−k) trajectoires aient atteint 0. Pour chaque j ∈ {1, · · · , N−
k}, notons
S2N,j = sup
0≤t≤T j0
Xjt
et on re´ordonne l’e´chantillon
(
S2N,1, S
2
N,2, · · · , S2N,N
)
par ordre croissant :
S2N,(1) ≤ · · · ≤ S2N,(N−k) ≤ · · · ≤ S2N,(N)
On garde en me´moire la quantite´
q̂2 = S
2
N,(N−k).
• ...
• On re´pe`te la proce´dure jusqu’a` ce que q̂n+1 ≥ M + 1. Parmi l’e´chantillon
(SnN,1, · · · , SnN,N), une proportion r > 0 est supe´rieure a` M + 1.
• On estime ensuite P(A) par
P̂N = rp
n
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5.4.2. Proprie´te´s asymptotiques. — Hypothe`ses (H) : Le processus de
Markov fort (Xt)t part de x0 > 0, avec 0 point attractif. (Xt)t a des trajectoires
continues et la fonction de re´partition F de la variable ale´atoire S = sup
0≤t≤T0
Xt
est continue.
Par l’e´tude des processus empiriques, nous pouvons e´tablir la convergence
presque suˆre de l’estimateur
Proposition 5.4.1. — Sous les hypothe`ses (H),
P̂N −→
N→∞, p.s.
P(A)
Notons ρ = P(A)p−n. En utilisant le meˆme type de techniques, la normalite´
asymptotique de l’estimateur est ensuite e´tablie :
The´ore`me 5.4.1. — Sous les hypothe`ses (H),
√
N(P(A)− P̂N) −→
N→∞, L
N (0, σ2)
avec σ2 = P(A)2
(
n1−p
p
+ 1−ρ
ρ
)
.
Pour plus de de´tails et les preuves de ces re´sultats, nous renvoyons le lecteur
a` [19].
5.5. Comparaison des diffe´rents mode`les
Dans cet exemple, on se place dans Rn. Soient a ∈ (R+)n, b > 0 et
B =
{
(x1, · · · , xn) : xi ≥ 0,
n∑
i=1
xi ≤ 1
}
De´finissons maintenant
D = {(x1, · · · , xn) ∈ B : x.a ≤ b}
Nous cherchons a` estimer vol(D)/vol(B), ce qui est fait en utilisant diffe´rentes
me´thodes :
– par la simulation simple,
– par un algorithme de Metropolis,
– par les syste`mes particulaires,
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– par le mode`le de branchement avec duplication des trajectoires,
– par le mode`le de branchement avec duplication des trajectoires en deux
e´tapes,
– par un algorithme se´quentiel,
– par un algorithme ou` l’on place les niveaux au cours de la simulation.
De´crivons maintenant le principe de ces diffe´rents algorithmes de simulation.
Introduisons tout d’abord des seuils interme´diaires, fixe´s de fac¸on arbitraire.
La simulation simple- On ge´ne`re N vecteurs ale´atoirement et uniforme´ment
dans B et on calcule la proportion de ces vecteurs dans D.
L’algorithme de Metropolis- Voir Annexe 3. On ge´ne`reN vecteurs ale´atoirement
et uniforme´ment dans B. On fait «e´voluer», entre chaque seuil, chacun de ces
vecteurs (e´tape de mutation) selon l’e´chantillonneur de Gibbs : pour chaque
vecteur, on tire au hasard une coordonne´e que l’on modifie en tirant une va-
riable uniforme sur [0,borne], ou` la quantite´ «borne» est telle que le vecteur
reste, apre`s cette mutation, dans la re´gion de´sire´e B. On proce`de ainsi sur
toutes les coordonne´es.
Les syste`mes particulaires [20] - Voir section 2.4. Le principe de base est le
meˆme. On ge´ne`re N vecteurs ale´atoirement et uniforme´ment dans B. On fait
«e´voluer», entre chaque seuil, chacun de ces vecteurs (e´tape de mutation) se-
lon l’e´chantillonneur de Gibbs. On de´nombre les vecteurs ayant atteint le seuil
supe´rieur et on re´e´chantillonne les autres vecteurs sur ces derniers (e´tape de
se´lection), afin d’avoir une taille de population constante.
Le mode`le de branchement avec duplication des trajectoires- Le principe de
base est le meˆme. On ge´ne`re N vecteurs ale´atoirement et uniforme´ment dans
B. On fait «e´voluer», entre chaque seuil, chacun de ces vecteurs (e´tape de
mutation) selon l’e´chantillonneur de Gibbs. On de´nombre les vecteurs ayant
atteint le seuil supe´rieur et on les duplique en R vecteurs (e´tape de se´lection).
Le mode`le de branchement avec duplication des trajectoires en deux e´tapes-
Le principe de base est le meˆme que pour le mode`le pre´ce´dent. Mais on ne
connaˆıt pas les niveaux et on proce`de en deux e´tapes comme explique´ en Sec-
tion 5.1.
Un algorithme se´quentiel [47, 48] - Voir Section 5.3. On applique le principe
de l’algorithme particulaire mais en fixant le nombre de succe`s H .
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Un algorithme adaptatif [19] - Voir section 5.4. Ici, les niveaux ne sont pas
fixe´s a` l’avance de fac¸on arbitraire mais au fur et a` mesure de la simulation de
fac¸on adaptative : on de´roule la simulation selon le principe pre´ce´dent et on
fixe le premier seuil de telle sorte qu’une proportion p, fixe´e arbitrairement, de
vecteurs aient atteint ce seuil. On continue jusqu’a` atteindre D.
Pour l’application, nous avons pris les valeurs nume´riques de [54] :
– n = 10,
– a = [0.513, 0.944, 0.960, 0.116, 0.032, 0.944, 0.691, 0.489, 0.020, 0.710],
– b = a.1/20 = 0.271.
Dans ce cas,
vol(D)/vol(B) ≈ 0.02.
Fixons les seuils de la fac¸on suivante :
a.1/10, a.1/13, a.1/15, a.1/17.
Le tableau ci-dessous contient les re´sultats des diffe´rentes simulations pour
N = 104 vecteurs ge´ne´re´s au de´part :
Estimation Couˆt simulation
Simulation simple 0.018101 1.0e+04
Simulation Metropolis 0.029322 4.3e+04
Algorithmes particulaires 0.027469 6.0e+04
Branch. ac dupli. des traj. R = 2 0.021825 7.6e+04
Branch. ac dupli. des traj. R = 5 0.020001 1.2e+06
Branch. ac dupli. des traj.-2 e´tapes R = 2 0.022432 1.1e+05
Branch. ac dupli. des traj.-2 e´tapes R = 5 0.022234 2.1e+05
Algorithme se´quentiel H = 102 0.017674 1.1e+03
Algorithme se´quentiel H = 102 0.017674 1.1e+03
Algorithme se´quentiel H = 103 0.022210 1.0e+04
Algorithme se´quentiel H = 104 0.020420 1.1e+05
Algorithme se´quentiel H = 105 0.020200 1.1e+06
Algorithme adaptatif p = 1/3 0.030313 4.0e+04
Algorithme adaptatif p = 1/2 0.027984 6.0e+04
Algorithme adaptatif p = 2/3 0.023403 1.0e+05
Algorithme adaptatif p = 3/4 0.021883 1.4e+05
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5.6. Conclusion
Nous avons propose´ dans ce chapitre un mode`le en deux e´tapes base´ sur le
mode`le de branchement avec duplication des trajectoires afin de contourner
le proble`me des probabilite´s de transition inconnues. Contrairement a` ce a`
quoi on s’attendait a priori, des de´veloppements asymptotiques a` l’ordre 2
e´taient ne´cessaires pour la premie`re phase alors que l’ordre 1 e´tait suffisant
pour la seconde phase. Une analyse pre´cise a finalement montre´ que nous de-
vions consacrer asymptotiquement µsC
2/3 particules a` la phase d’apprentissage
contre C/Copt−µsC2/3 a` la seconde phase, ou` µs se de´duit de l’optimisation de
l’algorithme et peut eˆtre exprime´ explicitement ; c-a`-d que si on suppose que
le nombre ρN de particules ge´ne´re´es dans la phase d’apprentissage a asympto-
tiquement la forme µα(C)C
1−α, on doit prendre α = 1/3.
Ce re´sultat provient directement de l’annulation observe´e pendant l’optimi-
sation qui est elle-meˆme une conse´quence du choix particulier des Ri. Si nous
n’avions pas choisi les Ri selon le crite`re optimal propose´ au Chapitre 3, il n’y
aurait pas eu l’annulation mentionne´e pre´ce´demment et le α optimal aurait
simplement e´te´ e´gal a` 1/2, comme l’on peut s’y attendre a priori. Ceci sou-
ligne l’importance du choix des probabilite´s de transition proches des valeurs
optimales et des nombres de retirage selon le crite`re optimal de´ja` mentionne´.
Ce re´sultat insiste aussi sur l’inte´reˆt de mettre en place un algorithme adapta-
tif qui e´valuerait a` chaque e´tape les probabilite´s de transition et re´ajusterait
les niveaux avant chaque phase.
CHAPITRE 6
APPLICATION AU PROCESSUS
D’ORNSTEIN-UHLENBECK «MODIFIE´»
Nous souhaitons e´tudier le processus appele´ processus d’Ornstein-Uhlenbeck
«modifie´» et gouverne´ par l’e´quation diffe´rentielle stochastique suivante
(84) dXt = −µ(Xt)Xtdt+ σ2dBt
ou` le drift inconnu est tel que
0 < µ1 ≤ µ(x) ≤ µ2 <∞.
Dans l’application nume´rique, nous prendrons un drift inconnu constant par
morceaux. Rappelons que le processus d’Ornstein-Uhlenbeck ge´ne´ral est gou-
verne´ par l’e´quation diffe´rentielle stochastique suivante
(85) dXt = −µXtdt+ σ2dBt
Le processus d’Ornstein-Uhlenbeck est re´current et ses excursions au dessus de
grands niveaux sont rares. Il en est d’ailleurs de meˆme du processus d’Ornstein-
Uhlenbeck «modifie´». Ici nous souhaitons seulement estimer les probabilite´s de
franchissement de hauts niveaux partant d’un certain x > 0 et avant de retour-
ner en 0. Lorsque le drift est connu, il est facile de calculer ces probabilite´s.
Dans le cas contraire, on estime le drift mais cette estimation est tre`s one´reuse
en termes de simulation. Puisque ici nous cherchons seulement a` estimer les
probabilite´s de franchissement de hauts niveaux, il n’est pas ne´cessaire d’es-
timer µ et le mode`le de branchement avec duplication des trajectoires semble
eˆtre tre`s prometteur pour re´soudre le proble`me.
Avant de faire l’application nume´rique, rappelons les re´sultats ge´ne´raux concer-
nant le processus d’Ornstein-Uhlenbeck ge´ne´ral.
188 CHAPITRE 6. APPL. AU PROCESSUS D’ORNSTEIN-UHLENBECK «MODIFIE´»
6.1. Etude analytique du processus d’Ornstein-Uhlenbeck ge´ne´ral
6.1.1. Introduction et premiers re´sultats. — Etudions le processus d’Ornstein-
Uhlenbeck ge´ne´ral gouverne´ par l’e´quation stochastique diffe´rentielle suivante :
(86) dXt = −µXtdt+ σ2dBt
La mesure de vitesse m est donne´e par
(87) m(dx) = ρ(x)dx = e−µx
2/σ2dx
et le ge´ne´rateur infinite´simal L par
(88) L(f)(x) = f ′′(x)− µxf ′(x) = f ′′(x) + σ
2
2
ρ′(x)
ρ(x)
f ′(x)
Le processus d’Ornstein-Uhlenbeck standard est gouverne´ par l’e´quation sto-
chastique diffe´rentielle suivante :
(89) dXt = −Xtdt+
√
2dBt
(c-a`-d le drift µ est e´gal a` 1 et la variance σ2 a` 2).
Alors la mesure de vitesse m est donne´e par
(90) m(dx) = ρ(x)dx = e−x
2/2dx
et le ge´ne´rateur infinite´simal L par
(91) L(f)(x) = f ′′(x)− xf ′(x) = f ′′(x) + ρ
′(x)
ρ(x)
f ′(x)
Dans la suite, nous e´tudierons le processus d’Ornstein-Uhlenbeck standard
(drift µ = 1 et variance σ2 = 2). Les re´sultats pour µ 6= 1 et σ2 6= 2 s’ob-
tiennent aise´ment par changement de variables.
Soient a, x et b tels que a < x < b. Supposons que X0 = x et notons
H(x) =
∫ x
a
dy
ρ(y)
et Ta,b le premier temps de sortie de [a, b] :
(92) Ta,b = inf{t ≥ 0 : Xt /∈ [a, b]}
Il est imme´diat que Ta,b est un temps d’arreˆt.
Maintenant, en utilisant la proprie´te´ de martingale de H , nous de´duisons les
probabilite´s d’atteindre b avant a partant de x et d’atteindre a avant b partant
de x :
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Proposition 6.1.1. — Nous avons{
Px(XTa,b = b) =
H(x)
H(b)
Px(XTa,b = a) =
H(b)−H(x)
H(b)
De´monstration. — D’abord, H est une solution de
(93) L(f) = 0
En effet, nous avons H ′(x) = 1
ρ(x)
et H ′′(x) = − ρ′(x)
ρ(x)2
. Donc
H ′′(x) +
ρ′(x)
ρ(x)
H ′(x) = − ρ
′(x)
ρ(x)2
+
ρ′(x)
ρ(x)
1
ρ(x)
= 0
Par conse´quent, puisque f(Xt) −
∫ x
a
Lf(Xs)ds est une martingale, H(Xt) en
est une aussi et par le the´ore`me d’arreˆt de Doob
E(H(XTa,b)) = E(H(X0)) = H(x)
Mais par de´finition de Ta,b,{
H(a)Px(XTa,b = a) +H(b)Px(XTa,b = b) = H(x)
Px(XTa,b = a) + Px(XTa,b = b) = 1
d’ou` l’on de´duit {
Px(XTa,b = b) =
H(x)−H(a)
H(b)−H(a)
Px(XTa,b = a) =
H(b)−H(x)
H(b)−H(a)
En notant que H(a) = 0, on obtient le re´sultat recherche´.
Soit R la primitive de ρ : R(t) =
∫ t
a
ρ(s)ds et
Ma,b(x) = −
∫ x
a
R(t)
ρ(t)
dt+
∫ b
a
R(t)
ρ(t)
dt∫ b
a
1
ρ(t)
dt
∫ x
a
1
ρ(t)
dt
En suivant la meˆme de´marche, on de´duit le temps moyen mis par une particule
partant de x pour atteindre a ou b :
Proposition 6.1.2. — Nous avons
(94) Ex(Ta,b) =Ma,b(x) = −
∫ x
a
R(t)
ρ(t)
dt+
∫ b
a
R(t)
ρ(t)
dt∫ b
a
1
ρ(t)
dt
∫ x
a
1
ρ(t)
dt
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De´monstration. — Tout d’abord, Ma,b ve´rifie l’e´quation
(95) L(f) = −1
En effet,
- Ma,b(x) = −
∫ x
a
R(t)
ρ(t)
dt+ A
∫ x
a
1
ρ(t)
dt,
- M ′a,b(x) = −R(x)ρ(x) + A 1ρ(x) ,
- M ′′a,b(x) = −1 + ρ
′(x)
ρ(x)2
[R(x) + A].
D’ou`
M ′′a,b(x)+
ρ′(x)
ρ(x)
M ′a,b(x) = −1+
ρ′(x)
ρ(x)2
R(x)+A
ρ′(x)
ρ(x)2
− ρ
′(x)
ρ(x)2
R(x)− ρ
′(x)
ρ(x)2
A = −1
Remarquons aussi que Ma,b(a) =Ma,b(b) = 0.
Par conse´quent, puisque f(Xt)−
∫ x
a
Lf(Xs)ds est une martingale, Ma,b(Xt) +
(Ta,b − a) en est une aussi et par le the´ore`me d’arreˆt de Doob,
E(Ma,b(XTa,b) + Ta,b − a) = E(Ma,b(X0)− a)
Mais Ma,b(XTa,b) =Ma,b(a) ou Ma,b(b) et par de´finition de Ta,b,
(96) Ex(Ta,b) =Ma,b(x) = −
∫ x
a
R(t)
ρ(t)
dt+
∫ b
a
R(t)
ρ(t)
dt∫ b
a
1
ρ(t)
dt
∫ x
a
1
ρ(t)
dt
6.1.2. Recherche des seuils optimaux. — L’optimisation de l’algorithme
indique que l’on doit prendre les probabilite´s de transition toutes e´gales c-a`-d
si l’on note les seuils bi,
Pbn(XTa,bn+1 = bn+1) =
H(bn)
H(bn+1)
= θ
pour un certain θ. Mais, pour de grandes valeurs de n,
Pbn(XTa,bn+1 = bn+1) = θ ⇔ H(bn) = θH(bn+1) ∼n→∞ θ[H(bn) + (bn+1 − bn)H
′(bn)]
⇔ H(bn) ∼
n→∞
θ[H(bn) + (bn+1 − bn)eb2n/2]
⇔ bn+1 − bn ∼
n→∞
e−b
2
n/2H(bn)(
1
θ
− 1)
⇔ bn+1 − bn ∼
n→∞
1
bn
(
1
θ
− 1)
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puisque
∫ x
a
ey
2/2dy ∼
x→∞
ex
2/2
x
. En effet, remarquons que
ey
2/2 ∼
y→∞
ey
2/2(1− 1
y2
) =
(
ey
2/2
y
)′
Comme
∫ +∞
a
ey
2/2dy diverge, on obtient que∫ x
a
ey
2/2dy ∼
x→∞
∫ x
a
ey
2/2(1− 1
y2
)dy =
ex
2/2
x
− e
a2/2
a
∼
x→∞
ex
2/2
x
Si par exemple, on veut que θ = 1/2, le calcul pre´ce´dent sugge`re de prendre
bn+1 = bn +
1
bn
Recherchons maintenant un e´quivalent de bn. Nous allons en re´alite´ montrer le
re´sultat plus pre´cis suivant :
Lemme 6.1.1. — Soit (un) une suite re´elle satisfaisant
u0 > 0 et ∀n ∈ N, un+1 = un + 1
uαn
avec α > −1. Alors
un ∼
n→∞
[n(1 + α)]
1
α+1
De´monstration. — Tout d’abord, on remarque que (un) diverge pour n→∞.
En effet, comme u0 > 0, (un) est croissante et ne peut eˆtre majore´e, sinon elle
convergerait et sa limite ve´rifierait l = l + 1
lα
ce qui est absurde.
Ensuite, on cherche s’il existe un β > 0 tel que (uβn+1 − uβn) converge. Comme
α > −1 et (un) diverge,
uβn+1 =
{
un +
1
uαn
}β
= uβn
(
1 +
1
uα+1n
)β
= uβn
(
1 + β
1
uα+1n
+ o
(
1
uα+1n
))
D’ou` uβn+1 − uβn ∼
n→∞
β u
β−(1+α)
n , on choisit donc
β = 1 + α
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En sommant ces e´quivalents, puisque
∑
(α+ 1) diverge,
uα+1n − uα+10 =
n−1∑
k=0
(
uα+1k+1 − uα+1k
) ∼
n→∞
n−1∑
k=0
(α + 1) = n (α + 1)
Ainsi uα+1n ∼ n(α + 1) et un ∼
n→∞
[n(1 + α)]
1
α+1 .
Et on de´duit la proposition suivante en prenant α = 1 :
Proposition 6.1.3. — Choisir les probabilite´s de transition constantes et e´gales
a` θ = 1
2
revient a` prendre
bn ∼
n→∞
√
2n
6.1.3. Couˆt de transition. — La proposition suivante donne un e´quivalent
asymptotique du couˆt de transition c-a`-d le temps moyen mis par une particule
partant de x pour atteindre 0 ou le seuil suivant x+ 1
x
:
Proposition 6.1.4. — On a
Ex(T0,x+ 1
x
) ∼
x→+∞
(1− e−1) log(x)
Remarque 6.1.1. — La proposition pre´ce´dente justifie l’hypothe`se qu’asymp-
totiquement les couˆts de transition sont e´gaux.
De´monstration. — On a tout d’abord
(97) Ex(T0,x+ 1
x
) = −
∫ x
0
R(t)
ρ(t)
dt+
∫ x+ 1
x
0
R(t)
ρ(t)
dt∫ x+ 1
x
0
1
ρ(t)
dt
∫ x
0
1
ρ(t)
dt
Ecrivons R(t) = R(∞) − D(t) avec D(t) = ∫∞
t
ρ(u)du ; en multipliant de
chaque coˆte´ par
∫ x+ 1
x
0
dt
ρ(t)
,
Ex(T0,x+ 1
x
)
∫ x+ 1
x
0
dt
ρ(t)
=
∫ x
0
dt
ρ(t)
∫ x+ 1
x
0
R(t)
ρ(t)
dt−
∫ x+ 1
x
0
dt
ρ(t)
∫ x
0
D(t)
ρ(t)
dt
= −
∫ x
0
dt
ρ(t)
∫ x+ 1
x
x
D(t)
ρ(t)
dt+
∫ x+ 1
x
x
dt
ρ(t)
∫ x
0
D(t)
ρ(t)
dt
Mais
–
∫ x
0
et
2/2dt ∼
x→+∞
ex
2/2
x
6.1. ETUDE ANAL. DU PROCESSUS D’ORNSTEIN-UHLENBECK GE´NE´RAL 193
–
∫ x+ 1
x
0
et
2/2dt ∼
x→+∞
e(x+
1
x )
2/2
x+ 1
x
∼
x→+∞
ee
x2/2
x
–
∫ x+ 1
x
x
et
2/2dt ∼
x→+∞
(e− 1) ex2/2
x
–
∫ x
0
D(t)et
2/2dt ∼
x→+∞
log x
–
∫ x+ 1
x
x
D(t)et
2/2dt ∼
x→+∞
1
x2
D’ou` le re´sultat. Recherchons maintenant les e´quivalents utilise´s.
• ∫ x
0
et
2/2dt ∼
x→+∞
ex
2/2
x
Cet e´quivalent a de´ja` e´te´ de´montre´ dans la partie pre´ce´dente.
• ∫ x+ 1x
0
et
2/2dt ∼
x→+∞
e(x+
1
x )
2/2
x+ 1
x
∼
x→+∞
ee
x2/2
x
On en de´duit que
∫ x+ 1
x
0
et
2/2dt ∼
x→+∞
e(x+
1
x )
2/2
x+ 1
x
∼
x→+∞
e(x+
1
x )
2/2
x
.
Mais
lim
x→+∞
e(x+
1
x
)2/2
ex2/2
= lim
x→+∞
e1+
1
2x2 = e
D’ou` l’e´quivalent recherche´.
• ∫ x+ 1x
x
et
2/2dt ∼
x→+∞
(e− 1) ex2/2
x
On en de´duit que∫ x+ 1
x
x
et
2/2dt =
∫ x+ 1
x
0
et
2/2dt−
∫ x
0
et
2/2dt ∼
x→+∞
e
ex
2/2
x
− e
x2/2
x
D’ou` le re´sultat annonce´.
• ∫ x
0
D(t)et
2/2dt ∼
x→+∞
log x
De la meˆme fac¸on que pour le premier e´quivalent, on montre que
D(t) =
∫ ∞
t
e−u
2/2du ∼
t→∞
e−t
2/2
t
ainsi D(t)et
2/2 ∼
t→∞
1
t
et par conse´quent,∫ x
a
D(t)et
2/2dt ∼
x→+∞
∫ x
a
1
t
dt = log(x/a) ∼
t→∞
log(x)
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et ∫ x
0
D(t)et
2/2dt =
∫ x
a
D(t)et
2/2dt+
∫ a
0
D(t)et
2/2dt ∼
x→+∞
log(x)
• ∫ x+ 1x
x
D(t)et
2/2dt ∼
x→+∞
1
x2
On en de´duit que∫ x+ 1
x
x
D(t)et
2/2dt =
∫ x+ 1
x
0
D(t)et
2/2dt−
∫ x
0
D(t)et
2/2dt ∼
x→+∞
log(x+
1
x
)−log(x)
Ainsi ∫ x+ 1
x
x
D(t)et
2/2dt ∼
x→+∞
1
x2
6.1.4. Ge´ne´ralisation au processus d’Ornstein-Uhlenbeck ge´ne´ral. —
Par changement de variables, on obtient le meˆme type de re´sultats pour le pro-
cessus d’Ornstein-Uhlenbeck ge´ne´ral (c-a`-d µ 6= 1 et σ2 6= 2) re´gi par l’e´quation
diffe´rentielle :
(98) dXt = −µXtdt+ σdBt
Les probabilite´s de transition sont donne´es par{
Px(XTa,b = b) =
H(x)
H(b)
Px(XTa,b = a) =
H(b)−H(x)
H(b)
ou`
H(x) ∼
x→+∞
eµx
2/σ2
x
σ2
2µ
Les seuils optimaux asymptotiques sont donne´s par le meˆme genre de relation
bi+1 = bi +
σ2
2µ
1
bi
Enfin le couˆt de transition est asymptotiquement e´quivalent a`
Ex(T0,x+ 1
x
) ∼
x→+∞
σ2
2µ
(1− e−2µ/σ2) log(x)
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6.2. Application au processus d’Ornstein-Uhlenbeck ge´ne´ral
On suppose que le drift inconnu est constant et appartient a` l’intervalle [µi, µs].
On de´termine arbitrairement un drift moyen constant µ0 =
µi+µs
2
. On recherche
ensuite les seuils B(i) tels que les probabilite´s de transition soient e´gales a` un
certain p pour ce drift moyen et les nombres de retirage optimaux pour ce drift
moyen. On fait e´voluer ρN processus selon l’e´quation
(99) dXt = −µXtdt+ σdBt
que l’on discre´tise en
Xn+h = −(µh− 1)Xn + σ
√
hN
ou` h est le pas de la discre´tisation et N suit une loi N (0, 1).
On obtient ainsi des estimations des probabilite´s de transition qui nous per-
mettent d’estimer les nombres de retirage optimaux. On fait ensuite e´voluer
les N −ρN processus restants selon la discre´tisation de l’e´quation (99) avec les
nombres de retirage estime´s.
Nous comparons aussi les estimations obtenues avec le mode`le de branchement
avec duplication des trajectoires en deux e´tapes avec les re´sultats obtenus en
utilisant les algorithmes pre´sente´s en Sections 5.3 et 5.4. Nous avons trace´ en
Figures 1, 2 et 3 le principe de ces trois diffe´rents algorithmes.
B1 
B2 
B3 
A=BM+1=B4 
B0 
Fig. 1. Mode`le de branchement avec duplication des trajectoires R=2
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B1 
B2 
B3 
A=BM+1=B4 
B0 
Fig. 2. Algorithme se´quentiel de LeGland-Oudjane H=2
B0 
B1 
B2 
A=b 
B3 
Fig. 3. Algorithme adaptatif de Ce´rou-Guyader p=1/2
Application : Nous souhaitons e´tudier le processus d’Ornstein-Uhlenbeck gou-
verne´ par l’e´quation (99) ou` l’e´cart-type σ vaut 0.3 et le drift µ appartient
a` [0.07, 0.11].Plus pre´cise´ment, nous souhaitons estimer la probablite´ que ce
processus partant de x = 0.1 atteigne b = 4 avant de retourner en a = 0. En
prenant un drift µ e´gal a` 0.1, cela correspond a` une probabilite´ cible
Px(XTa,b = b) = 1.64604e− 08
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Fixons le drift moyen µ0 e´gal a` 0.09. Les seuils correspondant a` ce drift moyen
et a` une probabilite´ de transition p = 0.2 sont donne´s par

B1 = 0.465697364; B2 = 1.278877035; B3 = 1.915817876;
B4 = 2.358424859; B5 = 2.711218626; B6 = 3.014546687;
B7 = 3.285699406; B8 = 3.533621025; B9 = 3.763649017;
B10 = 3.979295907; B11 = 4;
Le tableau ci-dessous contient les re´sultats des diffe´rentes simulations pour
N = 105 vecteurs ge´ne´re´s au de´part et 50 ite´rations. Les abre´viations BaDdT2,
ASLO, AACG signifient respectivement Branchement avec Duplication des
Trajectoires en deux e´tapes, Algorithme Se´quentiel de´taille´ en Section 5.3 et
introduit par F.LeGland et N.Oudjane et Algorithme Adaptatif de´taille´ en
Section 5.4 et introduit par F.Ce´rou et A.Guyader.
Estimation Erreur Lg IC a` 95% Couˆt simul.
BaDdT2 1.68446e-08 3.84209e-10 1.80043e-09 6.4e+07
ASLO H = 102 1.51638e-08 1.29660e-09 2.38012e-09 8.7e+07
ASLO H = 103 1.68404e-08 3.79944e-10 8.79072e-10 8.5e+08
ASLO H = 104 1.66723e-08 3.05484e-10 2.11908e-10 9.2e+08
AACG p = 1/3 – – – –
AACG p = 1/2 – – – –
AACG p = 2/3 – – – –
AACG p = 3/4 – – – –
Malheureusement, l’algorithme adaptatif de Ce´rou et Guyader ne fournit pas
de re´sultat : le nombre d’e´chantillons semble eˆtre trop e´le´ve´ et le programme
tourne sans fin...Par contre, pour N = 104, on obtient
Estimation Erreur Lg IC a` 95% Couˆt simul.
AACG p = 1/3 1.02153e-08 6.24517e-09 2.92397e-10 1.3e+09
AACG p = 1/2 1.04803e-08 5.98009e-09 2.86177e-10 1.4e+09
AACG p = 2/3 1.10764e-08 5.38396e-09 3.93731e-10 1.9e+09
AACG p = 3/4 1.20356e-08 4.42486e-09 3.46029e-10 2.1e+09
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6.3. Etude analytique du processus d’Ornstein-Uhlenbeck «modifie´»
Rappelons que nous conside´rons ici un processus appele´ processus d’Ornstein-
Uhlenbeck «modifie´» et gouverne´ par l’e´quation
(100) dXt = −µXtdt+ σdBt
ou` le drift µ est constant par morceaux et vaut µi sur l’intervalle [mi−1, mi],
i = 1, 2, · · · . Par convention, nous prendrons m0 = 0.
La mesure de vitesse m constante par morceaux est donne´e par
(101) m(dx) = ρ(x)dx = e−µix
2/σ2dx := ρi(x)dx sur [mi−1, mi]
et le ge´ne´rateur infinite´simal L par
(102) L(f)(x) = f ′′(x)− µixf ′(x) sur [mi−1, mi]
Soient maintenant a, x et b tels que a < x < b. Supposons que X0 = x et
notons comme pre´ce´demment Ta,b le premier temps de sortie de [a, b] :
(103) Ta,b = inf{t ≥ 0 : Xt /∈ [a, b]}
Il est imme´diat que Ta,b est un temps d’arreˆt.
Nous proce´dons ensuite comme pour le processus d’Ornstein-Uhlenbeck ge´ne´ral
et cherchons une solution a` l’e´quation
(104) L(f) = 0
Proposition 6.3.1. — De´finissons H de la fac¸on suivante :
pour z ∈ [mi−1, mi],
H(z) := β
i−1∑
k=1
k−1∏
j=1
ρj(mj)
ρj+1(mj)
∫ mk
mk−1
ρk(y)dy + β
i−1∏
j=1
ρj(mj)
ρj+1(mj)
∫ z
mi−1
ρk(y)dy
Alors, pour tout β, H est C1 et solution de (104).
De´monstration. — De fac¸on a` avoir la continuite´, on de´finit H par
H(x) =

S1(x) := β1
∫ x
0
ρ1(y)dy sur [0, µ1]
S2(x) := S1(µ1) + β2
∫ x
µ1
ρ1(y)dy sur [µ1, µ2]
S3(x) := S2(µ2) + β3
∫ x
µ2
ρ1(y)dy sur [µ2, µ3]
S4(x) := S3(µ3) + β4
∫ x
µ3
ρ1(y)dy sur [µ3, µ4]
· · ·
6.4. APPLICATION AU PROCESSUS D’ORNSTEIN-UHLENBECK «MODIFIE´» 199
Puis on ajuste les constantes βi pour avoir la continuite´ de la de´rive´e premie`re
et on est conduit imme´diatement a` la solution de la proposition.
Maintenant, en utilisant la proprie´te´ de martingale de H , nous de´duisons de
la meˆme fac¸on que pour le processus d’Ornstein-Uhlenbeck ge´ne´ral les proba-
bilite´s d’atteindre b avant a partant de x et d’atteindre a avant b partant de
x :
Proposition 6.3.2. — Nous avons{
Px(XTa,b = b) =
H(x)
H(b)
Px(XTa,b = a) =
H(b)−H(x)
H(b)
Nous obtenons ainsi une expression analytique mais non explicite de la proba-
bilite´ recherche´e.
6.4. Application au processus d’Ornstein-Uhlenbeck «modifie´»
On suppose que le drift inconnu est constant par morceaux et que sur chaque
intervalle i
µ ∈ [µi1, µi2].
De la meˆme fac¸on que pre´ce´demment, on de´termine arbitrairement un drift
moyen constant par morceau en prenant sur chaque intervalle i µ0 =
µi1+µ
i
2
2
.
On recherche ensuite les seuils Bi tels que les probabilite´s de transition soient
e´gales a` un certain p pour ce drift moyen et les nombres de retirage optimaux
pour ce drift moyen. On fait e´voluer ρN processus selon l’e´quation
(105) dXt = −µXtdt+ σdBt
que l’on discre´tise en
Xn+h = −(µh− 1)Xn + σ
√
hN
ou` h est le pas de la discre´tisation et N suit une loi N (0, 1).
On obtient ainsi des estimations des probabilite´s de transition qui nous per-
mettent d’estimer les nombres de retirage optimaux. On fait ensuite e´voluer
les N − ρN processus restants selon la discre´tisation de l’e´quation (100) avec
les nombres de retirage estime´s.
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Nous comparons aussi les estimations obtenues avec le mode`le de branchement
avec duplication des trajectoires en deux e´tapes avec les re´sultats obtenus en
utilisant les algorithmes pre´sente´s en Sections 5.3 et 5.4.
Remarque 6.4.1. — Proce´dure pour la simulation
Comme le drift est constant par morceaux, un le´ger biais est introduit a` chaque
changement de re´gime pour le drift. Nous proposons ci-dessous une proce´dure
afin de diminuer ce biais. Notons (Xn)n le processus e´tudie´.
Soit Xn tel que mi−1 < Xn < mi, alors Xn va e´voluer selon l’e´quation (100)
avec le drift µi et
Xn+1 = Xn − µihXn + σ
√
hZ
ou` Z est une re´alisation de la loi N (0, 1).
Si Xn+1 < mi, on poursuit la simulation. Si par contre, Xn+1 > mi, on re´sout
l’e´quation du second degre´ en Xn+1
Xn+1 = Xn − µi(mi −Xn) + µi+1(Xn+1 −mi)
Xn+1 −Xn hXn + σ
√
hZ
Ce qui revient a` actualiser le drift a priori. Finalement, on prend pour Xn+1
la solution obtenue.
Application : Nous souhaitons e´tudier le processus «approche´» d’Ornstein-
Uhlenbeck gouverne´ par l’e´quation (100) ou` l’e´cart-type σ vaut 0.3 et le drift
µ est tel que
µ ∈

[0.05, 0.065] sur [0, 1/2]
[0.06, 0.080] sur [1/2, 1]
[0.07, 0.095] sur [1, 3/2]
[0.08, 0.110] sur [3/2, 2]
[0.09, 0.125] sur [2, 5/2]
[0.10, 0.140] sur [5/2, 3]
Plus pre´cise´ment, nous souhaitons estimer la probablite´ que ce processus par-
tant de x = 0.1 atteigne b = 3 avant de retourner en a = 0. En prenant un
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drift µ et un drift moyen e´gaux a`
µ =

0.064 sur [0, 1/2]
0.061 sur [1/2, 1]
0.071 sur [1, 3/2]
0.081 sur [3/2, 2]
0.091 sur [2, 5/2]
0.101 sur [5/2, 3]
et µ0 =

0.0575 sur [0, 1/2]
0.0700 sur [1/2, 1]
0.8250 sur [1, 3/2]
0.0950 sur [3/2, 2]
0.1075 sur [2, 5/2]
0.1200 sur [5/2, 3]
cela correspond a` une probabilite´ cible :
Px(XTa,b = b) = 1.15227e− 04
Les seuils correspondant a` ce drift moyen et a` une probabilite´ de transition
p = 0.2 sont donne´s par
B1 = 0.476922045; B2 = 1.377658754;
B3 = 2.003754081; B4 = 2.383557180;
B5 = 2.670334726; B6 = 2.905049847;
B7 = 3;
Le tableau ci-dessous contient les re´sultats des diffe´rentes simulations pour
N = 104 vecteurs ge´ne´re´s au de´part et 50 ite´rations. Les abre´viations BaDdT1,
BaDdT2, BaDdT2 am, ASLO, AACG signifient respectivement Branchement
avec Duplication des Trajectoires classique, Branchement avec Duplication des
Trajectoires en deux e´tapes, Branchement avec Duplication des Trajectoires
en deux e´tapes ame´liore´ grace a` la Remarque 6.4.1, Algorithme Se´quentiel
de´taille´ en Section 5.3 et introduit par F.LeGland et N.Oudjane et Algorithme
Adaptatif de´taille´ en Section 5.4 et introduit par F.Ce´rou et A.Guyader.
Estimation Erreur Lg IC a` 95% Couˆt simul.
BaDdT2 am 1.12162e-04 3.06565e-06 5.69956e-06 1.4e+08
BaDdT2 1.11484e-04 3.74433e-06 5.35379e-06 1.4e+08
BaDdT1 1.16635e-04 1.40752e-06 2.40927e-06 1.5e+09
ASLO H = 102 1.29189e-04 1.39611e-05 2.06204e-05 1.0e+09
ASLO H = 103 1.19470e-04 4.24243e-06 5.33502e-06 1.1e+09
ASLO H = 104 1.17517e-04 2.28947e-06 1.78598e-06 1.2e+09
AACG p = 1/3 1.46799e-04 3.15714e-05 1.78346e-06 8.6e+08
AACG p = 1/2 1.47946e-04 3.27184e-05 2.52657e-06 1.0e+09
AACG p = 2/3 1.53858e-04 3.86298e-05 2.98097e-06 1.2e+09
AACG p = 3/4 1.57391e-04 4.21629e-05 2.95576e-06 1.3e+09
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6.5. Conclusion
Ainsi le mode`le de branchement avec duplication des trajectoires en deux
e´tapes permet d’obtenir des re´sultats pre´cis pour un couˆt de simulation moindre
par rapport aux autres algorithmes pre´sente´s.
CHAPITRE 7
CONCLUSION
Mode`le de branchement avec duplication des trajectoires
Nous avons pre´sente´, dans cette the`se, le mode`le de branchement avec duplica-
tion des trajectoires, branching splitting model en anglais. Nous avons ensuite
optimise´ l’algorithme en minimisant la variance de l’estimateur a` couˆt de simu-
lation fixe´ et ainsi de´gage´ les parame`tres optimaux (probabilite´s de transition,
nombres de retirage, de particules ge´ne´re´es et enfin de seuils). Il est apparu
que les nombres de retirage devaient e´galer l’inverse d’une certaine valeur P0,
valeur commune des probabilite´s de transition optimales. Ce re´sultat n’est pas
surprenant puisqu’il signifie que les processus de branchement e´tudie´s sont des
Galton-Watson critiques et traduit un certain e´quilibre entre un nombre de
re´pliques trop important qui entraˆınerait l’explosion du couˆt et un nombre de
re´pliques insuffisant conduisant a` un arreˆt pre´mature´ de l’algorithme.
La simplicite´ relative du mode`le nous a ensuite permis d’e´tablir des re´sultats
explicites comme des bornes de Chernoff de l’erreur relative entre la probabi-
lite´ d’inte´reˆt P(A) et son estimateur P̂ . Un des de´fis essentiels pour l’obtention
des bornes de Chernoff e´tait de de´terminer l’ite´re´e M + 1-ie`me d’une certaine
fonction ψ dont l’expression, quoique simple, ne permettait pas de donner une
forme explicite de son ite´re´e M + 1-ie`me. En pratique, le nombre optimal de
niveaux M n’e´tant pas tre`s grand, des estime´es asymptotiques auraient e´te´
impre´cises et une approche nume´rique s’ave´rait inefficace du fait que M n’est
connu qu’apre`s optimisation de ces bornes. C’est pourquoi, nous avons cherche´
des estime´es pre´cises de ψM+1 et d’abord de ψ. Mais au lieu d’utiliser une seule
fonction pour borner ψ, nous en avons utilise´ plusieurs afin d’obtenir des bornes
supe´rieures et infe´rieures plus pre´cises. Pour cela, nous avons fait appel aux
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groupes de Lie de faible dimension des fonctions homographiques et des fonc-
tions affines. Rappelons que plus la dimension du groupe de Lie est grande,
plus pre´cise est l’approximation, puisque la dimension de´crit le nombre de pa-
rame`tres a` ajuster. Malheureusement, nous n’avons pas trouve´ de groupe de
Lie de plus grande dimension ayant la proprie´te´ de monotonicite´ requise pour
ite´rer directement les ine´galite´s obtenues pour ψ. L’inte´reˆt d’utiliser de telles
fonctions re´side aussi dans le fait que leurs ite´re´es ont une forme explicite.
En utilisant cette technique, nous avons pu de´river des bornes pre´cises de la
probabilite´ de l’erreur relative P(A) et son estimateur.
Nous avons ensuite e´tudie´ la sensibilite´ des bornes de Chernoff en fonction
du choix des nombres de retirage R dans trois algorithmes diffe´rents, tous
trois base´s sur le mode`le de branchement avec duplication des trajectoires :
il apparaˆıt alors que, lorsqu’on ne peut eˆtre exactement dans le cas critique
(qui correspond a` l’algorithme optimal), la meilleure fac¸on de proce´der est de
conside´rer R comme une variable ale´atoire que l’on ge´ne`re a` chaque succe`s au
cours de la simulation. Cette proce´dure est d’ailleurs couramment utilise´e en
pratique, voir par exemple [3].
Au vu des re´sultats et des simulations, ce mode`le semble finalement eˆtre tre`s
prometteur, facile a` imple´menter et applicable a` une large classe de syste`mes.
En pratique, les probabilite´s de transition sont ge´ne´ralement inconnues et on
ne peut donc pas de´terminer les nombres de retirage. L’ajustement des niveaux
peut alors se faire lors d’une premie`re phase d’apprentissage, ainsi que le choix
des nombres de retirage. Nous avons propose´, dans cette the`se, un mode`le en
deux e´tapes base´ sur le mode`le de branchement avec duplication des trajec-
toires afin de re´soudre ce proble`me. Une analyse pre´cise a montre´ que nous
devons consacrer, asymptotiquement lorsque C tend vers l’infini, µsC
2/3 par-
ticules a` la phase d’apprentissage contre C/Copt − µsC2/3 a` la seconde phase,
pour un certain µs de´duit de l’optimisation de l’algorithme et ayant une forme
explicite ; c-a`-d que si on suppose que le nombre de particules ge´ne´re´es dans
la phase d’apprentissage a asymptotiquement la forme µα(C)C
1−α, l’analyse
conduit a` α = 1/3 et non a` α = 1/2, comme l’on pouvait s’attendre a priori.
Ce re´sultat provient directement de l’annulation observe´e pendant l’optimi-
sation qui est elle-meˆme une conse´quence du choix particulier des Ri. Ceci
souligne l’importance du choix des probabilite´s de transition proches des va-
leurs optimales et des nombres de retirage selon le crite`re optimal de´ja` men-
tionne´. Ce re´sultat insiste aussi sur l’inte´reˆt de mettre en place un algorithme
adaptatif qui e´value a` chaque e´tape les probabilite´s de transition et re´ajuste
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les niveaux avant chaque phase. Plus pre´cise´ment, on peut imaginer un algo-
rithme en plusieurs phases proce´dant comme suit : nous conside´rons comme
pre´ce´demment que les probabilite´s de transition sont inconnues mais appar-
tiennent a` [a, b]. Choisissons arbitrairement M + 1 nombres P˜
(0)
i dans [a, b],
posons
R˜
(0)
i =
1√
P˜
(0)
i P˜
(0)
i+1
√√√√1− P˜ (0)i+1
1− P˜ (0)i
pour i = 1 · · ·M,
et plac¸ons les niveaux de telle sorte que les probabilite´s de transition soient les
P˜
(0)
i , i = 1 · · ·M + 1.
Nous ge´ne´rons les particules une a` une : ge´ne´rons tout d’abord une particule.
Si elle atteint B1, nous la dupliquons en R˜
(0)
1 sous-particules que nous faisons
e´voluer depuis B1. Dans le cas contraire, nous ge´ne´rons une autre particule. Les
particules ayant atteint B2 sont duplique´es en R˜
(0)
2 sous-particules et nous les
faisons e´voluer depuis B2... Et ainsi de suite jusqu’a` ce que A soit atteint. De
l’e´tape i (i = 1 · · ·M+1), nous obtenons un estimateur P̂ (1)i de Pi (fraction des
particules ayant re´ussi a` atteindre Bi depuis Bi−1). Pour utiliser toute l’infor-
mation dont nous disposons, nous ame´liorons l’algorithme en remplac¸ant P̂
(1)
i
par P˜
(1)
i := a ∨ P̂ (1)i ∧ b pendant la simulation, puisque Pi ∈ [a, b]. Cette sub-
stitution nous pre´munit de tout arreˆt pre´mature´ de l’algorithme. Maintenant,
pour tout i = 1 · · ·M , posons
R˜
(1)
i =
1√
P˜
(1)
i P˜
(1)
i+1
√√√√1− P˜ (1)i+1
1− P˜ (1)i
.
Re´ajustons les niveaux afin que les probabilite´s de transition soient les P˜
(j−1)
i ,
i = 1 · · ·M+1. Nous continuons ensuite l’algorithme en ge´ne´rant les particules
une a` une, en re´actualisant les estimations des probabilite´s de transition ainsi
que celles des nombres de retirage et en repositionnant les niveaux selon ces
nouvelles estime´es apre`s l’e´volution de chaque particule. On continue jusqu’a`
ce que le budget soit e´puise´ ou jusqu’a` ce qu’un crite`re d’arreˆt base´ par exemple
sur la pre´cision des estime´es soit atteint.
Au vu des re´sultats du chapitre pre´ce´dent, on imagine que cette me´thode
est ne´cessairement meilleure. Mais une analyse tre`s fine de tels algorithmes a`
couˆt donne´ est sans doute infiniment plus complique´e a` mener. De plus, un
tel algorithme suppose qu’il est possible de placer les niveaux comme on le
souhaite ; ce qui est le cas par exemple pour les diffusions et en particulier les
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processus d’Ornstein-Uhlenbeck.
Rappelons que le mode`le de branchement avec duplication des particules est un
mode`le simple pour lequel nous avons pu mener une e´tude analytique pre´cise
et comple`te, destine´e a` nous apporter une meilleure compre´hension du mode`le
lui-meˆme mais aussi des mode`les plus complexes tels que les algorithmes par-
ticulaires, le mode`le RESTART auxquels il est intimement lie´. Il serait donc
inte´ressant de mener maintenant le meˆme type d’e´tude pour ces algorithmes
plus complexes : optimisation du mode`le sous une contrainte de couˆt, e´tude des
bornes de Chernoff... Dans de tels mode`les, l’hypothe`se que les processus sont
markoviens est ge´ne´ralement faite (garantissant dans notre cas, l’inde´pendance
entre les franchissements de seuils). On pourrait donc aussi s’inte´resser aux
mode`les non-markoviens.
Ge´ne´ralisation a` des syste`mes multidimensionnels
Nous nous sommes restreints, dans cette the`se, a` des syste`mes unidimen-
sionnels. Il serait inte´ressant de ge´ne´raliser et d’imple´menter cet algorithme
en dimensions supe´rieures. Rappelons le contexte ge´ne´ral des mode`les multi-
niveaux : on conside`re un processus de Markov X := (Xt, t ≥ 0) sur l’espace
d’e´tat E et f une fonction mesurable de E dans R, associant a` tout e´tat x de
E une valeur re´elle a` laquelle nous faisons re´fe´rence en l’appelant «niveau».
Plus pre´cise´ment, on de´finit le processus Z par Zt := f(Xt), pour tout t ≥ 0
et l’e´ve´nement rare A sera de la forme A := {x ∈ E|f(x) ≥ L} pour un cer-
tain «niveau» ou «seuil» L. La fonction f est appele´e fonction d’importance et
renvoie le niveau de l’e´tat Xt au temps t graˆce a` Zt = f(Xt). L’e´ve´nement A
correspond alors aux plus grandes valeurs de la fonction d’importance. Puisque
l’espace d’e´tat du processus est comple`tement cache´ dans la fonction f , on peut
ramener tout processus markovien X au graphe de Zt = f(Xt) en fonction de
t. Ainsi l’e´volution du processus est maintenant tre`s similaire a` un mode`le de
de´passement d’e´chelle ou de digue ou` l’on veut e´tudier la hauteur de l’eau
contre la digue. L’e´ve´nement rare est alors repre´sente´ par l’inondation c-a`-d le
de´passement par l’eau de la hauteur de la digue.
Dans les syste`mes unidimensionnels comme ceux e´tudie´s dans cette the`se, il
est naturel de choisir la fonction d’importance comme une e´chelle de la va-
riable de l’espace d’e´tat. Dans les syste`mes multidimensionnels, par contre,
il n’est ge´ne´ralement pas optimal, comme l’on peut s’y attendre, de choisir
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la fonction d’importance comme une e´chelle de l’une des variables de l’es-
pace d’e´tat. Cette non-optimalite´ a e´te´ prouve´e par exemple dans [30] dans
le cadre de files d’attente en tandem. Marnix Garvels dans [26] propose un
algorithme optimal pour le choix de la fonction d’importance : comme l’on
pouvait s’y attendre, la fonction d’importance doit tenir compte des chemins
menant a` l’e´ve´nement rare et de leur importance en terme de probabilite´. Plus
pre´cise´ment, il s’agit de choisir la fonction d’importance de telle sorte que la
probabilite´ d’atteinte du niveau supe´rieur est e´gale en tout point d’entre´e (le
re´sultat exact de´pendant de parame`tres inconnus du mode`le, l’auteur propose
afin de l’estimer une me´thode de retournement de temps qui fournit de bons
re´sultats). Remarquons qu’alors une bonne connaissance du comportement du
syste`me est ne´cessaire pour de´terminer la fonction d’importance optimale et
que le meˆme genre d’information est aussi ne´cessaire a` l’imple´mentation de la
me´thode d’e´chantillonnage pre´fe´rentiel. Dans [46], LeGland obtient la variance
asymptotique des algorithmes particulaires multidimensionnels qui redonne le
meˆme re´sultat que dans le mode`le de branchement avec duplication des tra-
jectoires lorsque la probabilite´ de franchissement des seuils est invariante sur
la surface de´limitant ces derniers.
Dans les syste`mes multidimensionnels, se pose aussi le proble`me des points
d’entre´e : l’analyse devient plus complexe lorsque le succe`s d’un chemin (c-a`-d
l’atteinte du niveau supe´rieur Bi+1) partant du niveau Bi de´pend de son point
d’entre´e dans Bi. Plus pre´cise´ment, notons la variable ale´atoire Si := XTi ayant
pour distribution la loi d’entre´e en Bi, ou`
Ti := inf{t ≥ 0|Zt ∈ Bi}.
Il est e´vident que la probabilite´ de succe`s d’un chemin de´pendra du point
d’entre´e Si ; notons
Pi+1(s) := E(Ii+1(s)), s ∈ S(Si)
ou` Ii+1(s) est une variable de Bernoulli repre´sentant le succe`s d’un chemin
partant de s a` atteindre le niveau supe´rieur Bi+1 et S(Si) l’espace de de´finition
de Si. Clairement, on aura alors
Pi+1 = E(Pi+1(s))
Il serait alors inte´ressant d’e´tudier, dans les syste`mes multidimensionnels, la
sensibilite´ des bornes de Chernoff en fonction du choix de la fonction d’impor-
tance et des points d’entre´e.
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ANNEXE 1 : PREUVES-MODE`LE
RESTART (CHAP.2)
Preuve de la Proposition 2.3.1 On souhaite montrer que
var(PˆM) =
KAP(A)
N
[ 1
rM
+
M∑
i=1
siPA/i(Ri − 1)
ri
]
,
avec
ri =
i∏
j=1
Rj , PA|i = P(A|Ci), KA = Var(N
0
A)
E[N0A]
,
si =
1
KAPA|i
Var
(
E[N0A|χi]
)
E[N0A]
, χi = (N
0
i , Xτ (1)i
, · · · , X
τ
(N0
i
)
i
).
De´monstration. — On montre ce re´sultat par re´currence. Rappelons, tout
d’abord, que la variance conditionnelle est de´finie par
var(X|F) = E[(X − E(X|F))2|F].
• Pour 0 seuil (simulation simple sans retirage) : on a Pˆ 0 = N0A
N
avec N0A le
temps passe´ en A par la simulation principale. Ainsi
var(Pˆ 0) = var(
N0A
N
) =
var(N0A)
N2
=
P(A)
N
var(N0A)
E(N0A)
=
P(A)KA
N
, si KA =
var(N0A)
E(N0A)
.
KA traduit en fait l’autocorre´lation du processus. Si le processus est de´corre´le´,
KA = 1− P(A). Plus pre´cise´ment,
KA = 1− P(A) +
∑
1≤j≤N, j 6=i
[P(Yj = 1|Yi = 1)− P(A)].
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En effet, on va montrer que var(N0A) = NP(A)KA. Or, var(N
0
A) = var(
∑N
i=1 Yi)
avec Yi =loi B(P(A)).
Faisons le calcul pour N = 2.
var(Y1 + Y2) = var(Y1) + var(Y2) + 2 cov(Y1, Y2)
= 2( var(Y1) + cov(Y1, Y2)).
Or, E(Y1Y2) = E(Y1Y21Y1=1)+E(Y1Y21Y1=0) = E(Y21Y1=1) = E(Y2E(1Y1=1|Y2))
et comme
E(1Y1=1|Y2) = P(Y1 = 1|Y2 = 1)1Y2=1 + P(Y1 = 1|Y2 = 0)1Y2=0,
E(Y1Y2) = E(Y21Y2=1P(Y1 = 1|Y2 = 1)) + E(Y21Y2=0P(Y1 = 1|Y2 = 0))
= E(1Y2=1P(Y1 = 1|Y2 = 1)) = P(Y1 = 1|Y2 = 1)P(Y2 = 1)
= P(Y1 = 1|Y2 = 1)P(A)
Or, E(Y1) = E(Y2) = P(A), d’ou`
cov(Y1, Y2) = P(Y1 = 1|Y2 = 1)P(A)− P(A)2 = P(A)[P(Y1 = 1|Y2 = 1)− P(A)],
ainsi
var(Y1 + Y2) = 2[ var(Y1) + cov(Y1, Y2)] = 2P(A)[1− P(A) + P(Y1 = 1|Y2 = 1)− P(A)]
Nous obtenons
KA =
var(N0A)
E(N0A)
= 1− P(A) + [P(Y1 = 1|Y2 = 1)− P(A)].
Pour N ≥ 3, on de´veloppe de la meˆme fac¸on le produit, on obtient N fois la
variance et la somme des covariances que l’on exprime de la meˆme manie`re
que pre´ce´demment.
• Pour M seuils : supposons que, pour M − 1 seuils, la variance de PˆM−1 soit
donne´e par la formule pre´ce´dente adapte´e au cas de M − 1 seuils nume´rote´s
de 2 a` M , ie
var(PˆM−1) =
KAP(A)
N
[ 1∏M
i=2Ri
+
M∑
i=2
siPA|i(Ri − 1)∏M
i=2Ri
]
Remarquons ensuite que{
var(PˆM) = var(E(PˆM |χ1)) + E(var(PˆM |χ1))
var(PˆM−1) = var(E(PˆM−1|χ1)) + E(var(PˆM−1|χ1))
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Comme E(α1|χ1) = E(α2|χ1) = · · · = E(αR1 |χ1),
E(PˆM |χ1) = E( NA
N
∏M
i=1Ri
|χ1) =
∑R1
i=1 E(αi|χ1)
N
∏M
i=1Ri
=
E(α1|χ1)
N
∏M
i=2Ri
= E(PˆM−1|χ1) = E(Pˆ 0|χ1).
Ainsi var(E(PˆM |χ1)) = var(E(PˆM−1|χ1)). D’autre part, comme les R1 sont des
va αi|χ1 sont iid,
var(PˆM |χ1) = var( NA
N
∏M
i=1Ri
|χ1) = var(
∑R1
i=1 αi
N
∏M
i=1Ri
|χ1)
=
1
R1
var(
α1
N
∏M
i=1Ri
|χ1) = 1
R1
var(PˆM−1|χ1)
Donc,
E(var(PˆM |χ1)) = 1
R1
E(var(PˆM−1|χ1)).
Par conse´quent, var(PˆM) = var(E(PˆM−1|χ1)) + 1R1 E(var(PˆM−1|χ1)). Or,
var(PˆM−1) = var(E(PˆM−1|χ1)) + E(var(PˆM−1|χ1))
donc
1
R1
E(var(PˆM−1|χ1)) = 1
R1
var(PˆM−1)− 1
R1
var(E(PˆM−1|χ1)).
D’ou`
var(PˆM) =
var(PˆM−1)
R1
+
R1 − 1
R1
var(E(PˆM−1|χ1)) = var(Pˆ
M−1)
R1
+
R1 − 1
R1
var(E(Pˆ 0|χ1))
=
var(PˆM−1)
R1
+
R1 − 1
R1
var(
E(N0A|χ1)
N
)
=
1
R1
KAP(A)
N
[ 1∏M
i=2Ri
+
M∑
i=2
siPA|i(Ri − 1)∏M
i=2Ri
]
+
R1 − 1
R1N2
var(E(N0A|χ1))
par hypothe`se de re´currence. En utilisant les de´finitions des diffe´rents pa-
rame`tres, on obtient le re´sultat.
Preuve de la Proposition 2.3.3 On souhaite montrer que
G =
1
P(A)[
∑M
i=0
si+1ui(1−Pi+1|i)
Pi+1|0ri
][
∑M
i=0 yivi+1Pi|0ri(1− Pi+ 1|i)]
,
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avec

ui =
1−(si/si+1)Pi+1|i
1−Pi+1|i
vi+1 =
1−(yi+1/yi)Pi+1|i
1−Pi+1|i
s0 = 0, sM+1 = 1 et yM+1 = 0.
De´monstration. — On a Cs = N, Vs =
P(A)KA
N
, par conse´quent,
G =
1
[y0 +
∑M
i=1 yiPi|0ri−1(Ri − 1)][ 1rM +
∑M
i=1
siPA|i(Ri−1)
ri
]
.
Donc,
P(A)
M∑
i=0
si+1ui(1− Pi+1|i)
Pi+1|0ri
= P(A)
M∑
i=0
si+1
Pi+1|0ri
1− si
si+1
Pi+1|i
1− Pi+1|i (1− Pi+1|i)
=
M∑
i=0
si+1PA|i+1
ri
(1− si
si+1
Pi+1|i) car
P(A)
Pi+1|0
= PA|i+1
=
M∑
i=0
si+1PA|i+1
ri
−
M∑
i=0
siPA|i
ri
=
M+1∑
i=1
siPA|i
ri−1
−
M∑
i=0
siPA|i
ri
=
M∑
i=1
siPA|i
ri−1
− s0PA|0
r0
+
sM+1PA|M+1
rM
=
1
rM
+
M∑
i=1
siPA|i
ri−1
=
1
rM
+
M∑
i=1
siPA|i(Ri − 1)
ri
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et,
M∑
i=0
yivi+1Pi|0ri(1− Pi+1|i) =
M∑
i=0
yi
1− yi+1
yi
Pi+1|i
1− Pi+1|i Pi|0ri(1− Pi+1|i)
=
M∑
i=0
yi(1− yi+1
yi
Pi+1|i)Pi|0ri =
M∑
i=0
yiPi|0ri −
M∑
i=0
yi+1Pi+1|0ri
=
M∑
i=0
yiPi|0ri −
M+1∑
i=1
yiPi|0ri−1
=
M∑
i=1
yiPi|0(ri − ri−1)− yM+1PM+1|0rM + y0P0|0r0
= y0 +
M∑
i=1
yiPi|0ri−1(Ri − 1)
On obtient ainsi l’expression du gain.
Calcul de var(E(N0A|χ1)) On souhaite montrer que
var(E(N0A|χ1)) = E(N0i )(PA|i)2[K ’i +
var(P ∗A|Xi)
(P ∗A|i)
2
γi]
De´monstration. — D’apre`s le lemme de Wald, si les X li sont inde´pendants,
pour toute fonction f,
(106) E(f(Xi)) =
E(
∑N0i
l=1 f(X
l
i))
E(N0i )
.
Ainsi,
- pour f(Xi) = P
∗
A|Xi, comme P
∗
A|i = E(P
∗
A|Xi) et E(
∑N0i
l=1 P
∗
A|Xli
) = E(N0A) alors
P ∗A|i = E(N
0
A)/E(N
0
i ),
- pour f(Xi) = (P
∗
A|Xi)
2, on obtient var(P ∗A|Xi) =
E(
PN0i
l=1(P
∗
A|Xl
i
)2)
E(N0i )
− (P ∗A|i)2.
On peut e´tendre la formule (106), par polarisation, pour approximer une fonc-
tion en deux e´ve´nements Bi. Cela permet de de´finir l’autocovariance de P
∗
A|Xi
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comme suit :
ACVm(P
∗
A|Xi) =
E(
∑N0i −m
l=1 P
∗
A|Xli
P ∗
A|Xl+mi
)
E(max(0, N0i −m))
− (P ∗A|i)2.
Comme N0A =
∑N0i
l=1 Z
l
i,1, E(
∑N0i
l=1Z
l
i,1|χi) =
∑N0i
l=1 E(Z
l
i,1|χi) =
∑N0i
l=1 P
∗
A|Xli
,
var(E(N0A|χ1)) = E(E(N0A|χi)2)− E(N0A)2 = E(E(
N0i∑
l=1
Z li,1|χi)2)− E(N0A)2
= E((
N0i∑
l=1
P ∗A|Xli)
2)− E(N0A)2
= E(
N0i∑
l=1
(P ∗A|Xli)
2) + 2
∞∑
m=1
E(
N0i −m∑
l=1
P ∗A|XliP
∗
A|Xl+mi
)− E(N0A)2
Enfin, puisque 2
∑∞
m=1 E[max(0, N
0
i −m)] = E((N0i )2)− E(N0i ),
var(E(N0A|χ1)) = (PA|i)2var(N0i )+E(N0i )var(P ∗A|Xi)+2
∞∑
m=1
E[max(0, N0i −m)]ACVm(P ∗A|Xi).
De´finissons pour i = 1..M , K ’i =
var(N0i )
E(N0i )
et
γi = 1 + 2
∞∑
m=1
E[max(0, N0i −m)]
E(N0i )
ACVm(P
∗
A|Xi)
var(PA|Xi)
On obtient alors le re´sultat.
Calcul de KA On souhaite montrer que
KA = ajPA|j
(
K ’j +
var(P ∗A|Xj)
(P ∗A|j)
2
γi +
E( var(Zi,1|Xj))
(P ∗A|j)
2
)
De´monstration. — Tout d’abord, KA =
var(N0A)
E(N0A)
=
var(E(N0A|χj))+E( var(N0A|χj))
E(N0A)
.
Pour calculer E( var(N0A|χj)), on utilise la relation N0A =
∑N0i
l=1 Z
l
i,1, donc
var(N0A|χj) = var(
N0i∑
l=1
Z li,1|χj) =
N0i∑
l=1
var(Z li,1|X lj)
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Et en utilisant la formule (106),
E( var(N0A|χj)) = E(N0j )E( var(Zi,1|Xj))
Enfin, puisque E(N0A) = P
∗
A|jE(N
0
j ) et P
∗
A|j = ajPA|j, on obtient le re´sultat
recherche´.
ANNEXE 2 : PREUVES-SYSTE`MES
PARTICULAIRES (CHAP.2)
Preuve du the´ore`me 2.4.1 Nous souhaitons montrer que l’e´volution de µn
est re´gie par le syste`me dynamique non-line´aire suivant :
(107) µn+1 = Φn+1(µn)
avec Φ : Pn(E)→ P(E)
Φn+1(µ) = Ψn(µ)Mn+1
ou`
– Ψn : Pn(E)→ Pn(E) et
Ψn(µ)(dxn) =
gn(xn)
µ(gn)
µ(dxn)
Ψn est la transformation de Gibbs-Boltzman
– Mn+1 repre´sente le noyau de transition de la chaˆıne de Markov χn+1, ie
Mn+1(u, dv) = P(χn+1 ∈ dv|χn = u)
De´monstration. — 1. On montre d’abord que µn = µˆn−1Mn. En effet,
γn(f) = E(f(χn)
n∏
p=0
gp(χp)) = E(E(f(χn)|χ1, · · · , χn−1)
n∏
p=0
gp(χp))
= E(E(f(χn)|χn−1)
n∏
p=0
gp(χp)) = E(Mn(f)(χn−1)
n∏
p=0
gp(χp))
= γˆn−1(Mn(f))
Or µn(f) =
γn(f)
γn(1)
= γˆn−1(Mn(f))
γˆn−1(1)
= µˆn−1(Mn(f)).
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2. Ensuite, on montre que µˆn = Ψn(µn). En effet,
Ψn(µn)(f) =
∫
f(xn)Ψn(µn)(dxn) =
1
µn(gn)
∫
f(xn)gn(xn)µn(dxn)
=
µn(fgn)
µn(gn)
= µˆn(f)
3. Ainsi, µn = µˆn−1Mn = Ψn(µn)Mn = Φn(µn).
Outils pour le calcul du biais et le TCL De´finissons Qp,n par Qp,n =
Qp+1 · · ·Qn avec
Qn(xn−1, dxn) = gn−1(xn−1)Mn(xn−1, dxn)
On pose Qn,n = Id. Alors Qp,n(f)(xp) = Ep,xp(f(χn)
∏n−1
q=p gq(χq)).
Proposition 7.0.1. — On a alors les relations suivantes
µn(f) =
µp(Qp,n(f))
µp(Qp,n(1)
et γn(1) = γp(Qp,n(1))
Proposition 7.0.2. — On de´finit le processus ΓN•,n(f) de p ∈ {0, · · ·n} dans
R par
ΓNp,n(f) = γ
N
p (Qp,nf)1τN≥p − γp(Qp,nf)
Alors ∀p ≤ n, ΓN•,n(f) a une de´composition martingale :
ΓNp,n(f) =
p∑
q=0
γNq (1)1τN≥q[µ
N
q (Qq,nf)− µNq−1Kq,µNq−1(Qq,nf)]
De´monstration. — On montre d’abord que (somme te´lescopique)
γNp (ϕ)1τN≥p − γp(ϕ) =
p∑
q=0
[γNq (Qq,pϕ)1τN≥q − γNq−1(Qq−1,pϕ)1τN≥q−1]
Pour le premier terme, on a
γNq (Qq,pϕ)1τN≥q = γ
N
q (1)1τN≥qµ
N
q (Qq,pϕ)
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En effet, γNq (ϕ) = µ
N
q (ϕ)
∏q−1
p=0 µ
N
q (gp) = µ
N
q (ϕ)γ
N
q (1), d’ou` le re´sultat.
Pour le second terme, on a
γNq−1(Qq−1,pϕ)1τN≥q−1 = γ
N
q (1)1τN≥qΦq(µ
N
q−1)(Qq,pϕ)
En effet, on a d’abord
Qq−1,pϕ = Qq(Qq+1 · · ·Qp)ϕ = QqQq,pϕ = gq−1Mq(Qq,pϕ)
Donc
γNq−1(Qq−1,pϕ)1τN≥q−1 = γ
N
q−1(gq−1Mq(Qq,pϕ))1τN≥q−1
= γNq−1(1)µ
N
q−1(gq−1Mq(Qq,pϕ))1τN≥q−1
Mais - 1 = 1µNq−1(gq−1)=0 + 1µNq−1(gq−1)>0
- 1µNq−1(gq−1)>01τN≥q−1 = 1τN≥q
- µNq−1(gq−1Mq(Qq,pϕ))1τN≥q−1 = 0
Ainsi
γNq−1(Qq−1,pϕ)1τN≥q−1 = γ
N
q−1(1)1τN≥qµ
N
q−1(gq−1Mq(Qq,pϕ)) = γNq−1(1)1τN≥qµNq−1(Qq(Qq,pϕ))
= γNq−1(1)1τN≥qµ
N
q−1(Qq−1,pϕ) = γ
N
q−1(1)1τN≥qΦq(µ
N
q−1)(Qq,pϕ)
D’ou`
γNp (ϕ)1τN≥p − γp(ϕ) =
p∑
q=0
γNq (1)1τN≥q[µ
N
q (Qq,pϕ)− Φq(µNq−1)(Qq,pϕ)]
=
p∑
q=0
γNq (1)1τN≥q[µ
N
q (Qq,pϕ)− µNq−1Kq,µNq−1(Qq,pϕ)]
On applique ce re´sultat a` ϕ = Qq,n(f) :
γNp (Qp,nf)1τN≥p−γp(Qp,nf) =
p∑
q=0
γNq (1)1τN≥q[µ
N
q (Qq,nϕ)−µNq−1Kq,µNq−1(Qq,nϕ)]
puis a` p = n et on obtient le re´sultat.
Proposition 7.0.3. — De´finissons V Nq (f) =
√
N [µNq (f)− µNq−1Kq,µNq−1(f)].
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Alors (V Nq )0≤q≤n converge en loi vers (Vq)0≤q≤n (n+1) va inde´pendantes gaus-
siennes telles que
E(Vq(f)) = 0
E(Vq(f1)Vq(f2)) = µq−1{Kq,µq−1 [f1 −Kq,µq−1(f1)][f2 −Kq,µq−1(f2)]}
Lemme 7.0.1. — Lemme de Slutsky
Soit (E, d) un espace me´trique. Supposons que{
Xn →n→∞, L X
d(Xn, Yn)→n→∞, P 0
alors Yn →n→∞, L X
Proposition 7.0.4. — δ-me´thode
Soient (UN0 , · · · , UNn )N≥1 une suite de vecteurs ale´atoires de Rn+1 de´finie sur
un espace de probabilite´ et (up)0≤p≤n un point de Rn+1 tels que√
N(UN0 − u0, · · · , UNn − un)
converge en loi, quand N → ∞, vers un vecteur ale´atoire note´ (U0, · · ·Un).
Alors, pour toute fonction Fn : R
n+1 → R diffe´rentiable au point (up)0≤p≤n, la
suite √
N [Fn(U
N
0 , · · · , UNn )− Fn(u0, · · · , un)]
converge en loi quand N →∞ vers la variable ale´atoire∑np=0 ∂Fn∂ui (u0, · · · , un)Up.
Preuve du the´ore`me 2.4.3 Rappelons que l’estimateur de P(V (X) ≥ a).
Nous voulons montrer qu’il est non biaise´.
De´monstration. — On utilise le fait que ΓN•,M+2(1) est une martingale et on
l’applique a` p =M + 2 : on a alors
E(ΓNM+2,M+2(1)) = E(Γ
N
0,M+2(1)) = E(γ
N
0 (1)1τN≥0 − γ0(1)) = 0
Mais E(ΓNM+2,M+2) = γ
N
M+2(1)1τN≥M+2 − γn(1), d’ou` le re´sultat.
Preuve du the´ore`me 2.4.4 Nous souhaitons montrer le the´ore`me central
limite suivant :√
N(1τN≥M+2γ
N
M+2(1)− P(V (X) ≥ a)) →L,N→+∞ LM+2
ou` LM+2 est un processus gaussien centre´ de variance
v2M+1 =
M+2∑
q=0
γq(1)
2µq−1{Kq,µq−1 [Qq,M+2(1)−Kq,µq−1(Qq,M+2(1))]2}
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De´monstration. — Posons n = M + 2. Par la de´composition martingale de
ΓNp,n(1), on remarque que
ΓNn,n(1) :=
n∑
q=0
γNq (1)1τN≥q
V Nq (Qq,n(1))√
N
:= Fn(U
N
0,n, · · · , UNn,n)
avec {
UNq,n := γ
N
q (1)1τN≥q
V Nq (Qq,n(1))√
N
Fn(u0, · · · , un) :=
∑n
q=0 uq
Or γ
N
q (1)1τN≥q →
P
γq(1) par le the´ore`me 2.4.2
V Nq (Qq,n1)→L Vq(Qq,n1) par la proposition 7.0.3
D’ou` par Slutsky,
√
NUNq,n →L γq(1)Vq(Qq,n1) := ”
√
Nuq”
Donc
√
N(UNq,n−uq)→L 0 := Uq,n. On applique alors la δ-me´thode pour conclure
que
√
N [Fn(U
N
0,n, · · · , UNn,n)− Fn(u0, · · · , un)]→L
n∑
p=0
∂Fn
∂up
(u0, · · ·un)Up,n = 0
Ce qui se traduit par le re´sultat que l’on cherchait.
Pour le calcul de la variance on utilise la proposition 7.0.3,
var(Ln) =
n∑
q=0
γq(1)
2varVq(Qq,n(1)) =
n∑
q=0
γq(1)
2E(Vq(Qq,n(1))
2
=
n∑
q=0
γq(1)
2µq−1{Kq,µq−1[Qq,n(1)−Kq,µq−1(Qq,n(1))]2}
Preuve de la proposition 2.4.2 Nous souhaitons montrer que
v2M+1 = P (V (X) ≥ a)2 (M + 1)
(
1
P0
− 1
)
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De´monstration. — Notons n =M + 1 et rappelons que
v2n =
n+1∑
q=1
γq(1)
2µq−1{Kq,µq−1
[
Qq,n+1(1)−Kq,µq−1 (Qq,n+1(1))
]2}
que l’on re´e´crit aise´ment en
v2n = γn+1(1)
2sn
avec
sn :=
n∑
p=1
E
([
P (Bn|Bp)
P (Bn|Bp−1)1Bp − 1
]2
|Bp−1
)
En effet, on a tout d’abord, en notant ϕ˜q,η = ϕ− Φq(η)(ϕ),
Kq,η(ϕ−Kq,η(ϕ))2 = Kq,η(ϕ˜q,η + Φq(η)(ϕ)−Kq,η(ϕ˜q,η + Φq(η)(ϕ)))2
= Kq,η(ϕ˜q,η −Kq,η(ϕ˜q,η))2
= Kq,η(ϕ− Φq(η)(ϕ))2 −G2q−1 [Mq(ϕ)− Φq(η)(ϕ)]2
D’ou`
µq−1{Kq,µq−1
[
Qq,n(1)−Kq,µq−1(Qq,n(1))
]2}
= µq−1{Kq,µq−1(Qq,n(1)− Φq(µq−1)(Qq,n(1)))2 −G2q−1 [Mq(Qq,n(1))− Φq(µq−1)(Qq,n(1))]2}
= µq(Qq,n(1)− µqQq,n(1))2 − µq−1{G2q−1 [Mq(Qq,n(1))− Φq(µq−1)(Qq,n(1))]2}
Ainsi sn = s
1
n − s2n avec{
s1n :=
1
γn(1)2
∑n+1
p=1 γp(1)
2µq(Qq,n(1)− µqQq,n(1))2
s2n :=
1
γn+1(1)2
∑n+1
p=1 γp(1)
2µq−1{G2q−1 [Mq(Qq,n(1))− Φq(µq−1)(Qq,n(1))]2}
On remarque que dans notre cas particulier s2n = 0 et que
s1n =
n∑
p=1
E
([
P (Bn|Bp)
P (Bn|Bp−1)1Bp − 1
]2
|Bp−1
)
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D’ou` le re´sultat recherche´. Mais
sn =
n∑
p=1
[
P
(
Bcp|Bp−1
)
+ P (Bp|Bp−1)
(
P (Bn|Bp)
P (Bn|Bp−1) − 1
)2]
=
n∑
p=1
[
1− Pp + Pp
(
Pp+1 · · ·Pn
Pp · · ·Pn − 1
)2]
=
n∑
p=1
[
1− Pp + Pp
(
1
Pp
− 1
)2]
=
n∑
p=1
(
1
Pp
− 1
)
D’ou` le re´sultat.
En prenant les probabilite´s de transition e´gales a` P0, sn se simplifie en
sn = n
(
1
P0
− 1
)
qui conduit au re´sultat du Corollaire 2.4.1.
ANNEXE 3 : ALGORITHME MCMC
Simulation d’une chaˆıne de Markov (Xn)n≥0 a` valeurs dans un en-
semble discret I, de loi initiale λ et de matrice de transition P
Puisque
∑
i∈I λi = 1, on peut cre´er une partition de [0, 1] en des sous-intervalles
disjoints (Ai)i∈I de longueur (λi)i∈I :
|Ai| = λi
De meˆme, on peut, pour tout i ∈ I, cre´er une partition de [0, 1] en des sous-
intervalles disjoints (Aij)j∈I de longueur (pij)j∈I :
|Aij | = pij
On de´finit ensuite les fonctions
G0 : [0, 1]→ I ; u→ i si u ∈ Ai
G : I × [0, 1]→ I ; (u, i)→ j si u ∈ Aij
Soit (U0, U1, · · · ) une suite de variables ale´atoires i.i.d de loi uniforme sur [0, 1]
et posons {
X0 = G0(U0)
Xn+1 = G(Xn, Un+1) pour n ≥ 0
Alors P(X0 = i) = P(U0 ∈ Ai) = λi et
P(Xn+1 = in+1|Xn = in) = P(Un+1 ∈ Ainin+1) = pinin+1
Ainsi (Xn)n≥0 est une chaˆıne de Markov (λ, P ).
Cette technique permet d’e´tudier empiriquement les aspects du comportement
de la chaˆıne qui s’ave`reraient impossibles a` e´tudier de fac¸on the´orique.
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Algorithme de Markov Chain Monte Carlo
On se donne une loi π = (πi, i ∈ I) avec I discret et on de´sire calculer∑
i∈I
πifi
en supposant que π n’est pas facile a` simuler directement. L’ide´e basique de
l’algorithme MCMC est la suivante : simuler une chaˆıne de Markov (Xn)n≥0 a`
valeurs dans I et de mesure invariante π. Alors en supposant l’ape´riodicite´ et
l’irre´ductibilite´, on sait que pour n→ +∞ la loi de Xn converge vers π et
1
n
n−1∑
k=1
f(Xk)→
∑
i∈I
πifi
Comme on ne sait pas simuler directement selon π, simuler une chaˆıne de
Markov entie`re plutoˆt qu’une simple variable ale´atoire de loi π nous permet
de re´soudre le proble`me. Ce qui est assez troublant.
Il faut maintenant exhiber une matrice de transition P pour la chaˆıne telle
que π est invariante pour P c-a`-d
(108) πiPij = πjPji
Il y a plusieurs choix possibles pour cela.
Soit R une matrice de transition quelconque. On peut de´terminer un P qui
ve´rifiera (108) en prenant{
πiPij = (πiRij) ∧ (πjRji) i 6= j
Pii = 1−
∑
j 6=i Pij
On ve´rifie aise´ment que (108) est satisfaite.
Interpre´tation : Si Xn = i, on simule une nouvelle variable Yn telle que Yn = j
avec la probabilite´ Rij . Si Yn = j, on pose
Xn+1 =
{
Yn avec la probabilite´
πjRji
πiRij
∧ 1
Xn sinon
C’est l’algorithme de Hastings ou encore d’acceptation-rejet. Reste le choix de
R. Il existe deux cas particuliers tre`s utilise´s : l’e´chantillonneur de Gibbs et
l’algorithme de Me´tropolis.
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Pour l’e´chantillonneur de Gibbs, on prend
Rij = (
∑
πk)
−1πj
alors on a aussi
Pij = (
∑
πk)
−1πj
Pour l’algorithme de Me´tropolis, on prend simplement
Rij = Rji pour tout i et j
et on trouve pour i 6= j,
Pij = Rij(
πj
πi
∧ 1) pour i 6= j
Un exemple simple est le suivant : on prend Rij =
1
|I|−1 si i 6= j. Cela revient
a` proposer une nouvelle valeur j de fac¸on uniforme et ale´atoire. Si πj > πi,
on adopte tout le temps la nouvelle valeur, sinon on adopte la nouvelle valeur
avec la probabilite´ πj/πi. Ce qui permet de favoriser les plus «gros poids».
