We consider diffusion processes with a general second-order differential operator of the elliptic type to extend the Onsager-Machlup theory of Gaussian Markoff processes, and establish the two-gate joint probability formula
Thus, the chief modification from the expression (1) is the time integral of the dissipation functions on the right-hand side of the formula, for which we will give a detailed account in the subsequent sections. In a previous note,'l aiming at the result through a study of the variational formulation of the diffusion process, we have been able to deduce a variation identity which forms the origin of Eq. (2), where the log W(xw t~> x") t2) on the left and the log p (xcil t;) i = 1, 2 on the right have been represented as the corresponding Gibbs entropy expressions, contrary to the Boltzmann entropy (i.e., the logarithm of the respective probability densities) as implied in the original formula (1). Therefore, a main task in this paper to establish the expression (2) is to find out the relation between the two entropy concepts associated with the Markoff process subject to the diffusion equation.
In § 2 an analysis of the Onsager-Machlup theory is presented for extracting its characteristic of the Markoffian dynamics. In § 3 we discuss how it can be extended to the general diffusion process. In § 4 we perform an integration of the pair of diffusion equations by imposing on them an adequate form of initial conditions, which is shown to correspond to the Onsager-Machlup scheme in the Gaussian Markoff case. The solutions are substituted into the variation identity to obtain the result of the two-gate formula (2) . It can be shown that this identity is equivalent to the I-f-theorem which is, however, not in its usual form. We shall call it "generalized H-theorem" and discuss its derivation separately in the Appendix. The formula (2) may be used for deducing the (nonlinear) fluxforce relations. A brief discussion about developing the theory along this direction is given in § 5. § 2.
Analysis of the Onsager-Machlup theory
The treatment of a simple, one-dimensional Gaussian Markoff process due to Onsager and Machlup starts with a Lagrangian function Any solution of Eqs. (2·2a) and (2·2b) may be called the "most probable path" of forward and backward direction, respectively, because it can be considered to represent an average regression of fluctuations in the underlying open system towards +(or -) infinity of time.
One important point of the theory is that the deterministic equation of motion (2 · 2) is sufficient for probabilistic knowledge about measurements of the system, when it is supposed to obey the associated diffusion equation with drift velocity -rx and diffusion constant D: The problem of getting the conditional (transition) probability of the measurement of x with a result x< 2 J at instant t 2 , upon knowing x=x< 1 J at a preceding instant t 1, is shown to be answered by the selection of the optimum path of the variational problem in the above mechanics, that is to solve Eq. (2 · 2) under the boundary condition x=x<n at t=t 1 and x=x< 2 
Then, the exponent of the above conditional probability density
is obtainable by evaluating the action integral (2·4) along the optimum path so determined. Onsager and Machlup thus obtained a formula for the joint probability density
In terms of a time integral of the two dissipation functions defined by (2· 6) with the flux .i: and the force X= (r/D)x= (ajax) log p0, it 1s expressed as log W (x(lltlo x< 2 lt2) =!(log Po (::c(ll) +log Po (x<'l))
t,
Here, the distinction between the flux and force is quite significant, being not simply related to each other along the optimum path inside the interval ( t1o t 2 ) as expected in the linear irreversible process: Such is the case outside the interval, i.e., for t,<t and also for t<tlo for which
• The characteristic of the Onsager-Machlup theory in the above illustration can now be summarized as follows: (a) The diffusion process is described by a dynamics with a suitable Lagrangian for the most probable path.
(b) The dynamics extends to the entire time scale, -oo<t<oo, consisting at least of three parts, in one of which, viz., within a certain interval, it retains a reversible character.
(c) The dynamics becomes irreversible not only towards + infinity but also towards -infinity of time. (d) A time integration of the dissipation function provides the exponent of the joint probability density. § 3. Extension to general diffusion processes
We take up a diffusion process subject to the n-dimensional Fokker-Planck equation
a:x:. (3 ·1) where the drift vector vfi and the positive diffusion tensor Dt<v ( =D.t<) are spacetime functions in general. There must be several points of examination about the existence of solution, which we will not go into here. We simply assume such existence, and discuss the possibility of extending the Onsager-Machlup scheme to the process of Eq. ) C . ) + 1 av;,
The difference between these two forms originates from the two established schemes of a stochastic integral, viz., Ito's integral and Stratonovich's integral,*> involving the Wiener process
We shall adopt in this paper the latter scheme with which the form (3 · 3) is adequate and also to which the Fokker-Planck equation (3 ·1) is conforming.
(b) Extension of the dynamics to the entire time scale
Since the deterministic Newtonian equation is generally nonlinear, the equations of motion for the moments of the x's are not closed within the linear space, so that the adequate equation should be sought in the function space. The forward Fokker-Planck equation alone is insufficient for this purpose, and the role of Kolmogoroff's backward equation is to be considered together with the forward equation (3·1), viz.,
In the previous note, 41 we have given a variational formulation for the pair of evolution equations (3 ·1 
which we shall call the "aged condition".*) In order to find the similar condition towards -infinity of time, let us convert the evolution equations (3 ·1) and (3 · 4) into the time-reversed set _a¢*= __ Lev*,¢*) +__L(D,. a¢*), at ax, ax, ax.
at ax,, ax"' ax.
(3·7)
As discussed in a previous paper by the author,n this is provided with the aid of a particular forward solution Po of Eq. (3 ·1) together with the transformation
The aged condition which corresponds to selecting the backward path (2 · 2b) IS then
Hence p0 has the significance of a "reference" distribution which the system IS supposed lo assume some time long in the past. (It may not necessarily be the steady-state solution but in general a time-dependent solution of Eq. (3 ·1) .)
(d) Integration of the dissipation function along the optimum path
The Onsager-Machlup dissipation function has the meaning of entropy production in the thermodynamic theory of irreversible processes, and therefore its time integration yields an entropy; a fact which is nothing but implied by the H-theorem. It can be shown by examining the usual H-theorem carefully that it is insufficient for the present purpose because of its being limited to the case under the aged condition (which corresponds to Eqs. (2 ·lOa, b)). A satisfactory representation capable of reproducing the Onsager-Machlup schem.e in the function space is the generalized H-theorem, where one takes into account the full pair of evolution equations in the equality between the entropy production and the dissipation functional. This is discussed in the Appendix. § 4. Derivation of the two-gate formula
The variational formulation for the set of the Fokker-Planck equations (3 ·1)
H. Hasegawa
and (3 · 4) can be constructed in analogy to Bohm' s theory of quantum mechanics : 4 ' We have the two mutually conjugate variation functions, viz., the probability density and the action. The former is the product cpf which we designate by p. The latter is -(1/2)log(cpjf) which we modify here by adding a term (1/2)log p0,
These two relations provide a transformation of a pair of the variation functions (thereby the auxiliary distribution Po is kept fixed to satisfy (3·1)) yields a result of evolution equations for p and S which is equivalent to Eqs. (3 ·1) and (3 · 4).
The use of the conjugate set ( 4 ·1) has a significance of reconstructing the Onsager-Machlup scheme expressed in Eq. (2 · 4) in the function space, because it provides a variation identity (in the differential form) as follows:
Here the subscript "optimum" means that the correct evolution equations must hold in the equality for the p and S (and hence for cp and f). Then, from the discussion given in the Appendix, this identity reads where
The transformation of the original set of evolution equations (3 ·1) and (3 · 4) into the time-reversed set (3 · 6) and (3 · 7) through (3 · 8) introduces a structure of symmetry into our variational formulation. That is
by definition of ( 4 ·1) and the relations in (3 · 8) . This makes the velocity field V(S) defined by (4·5a) antisymmetric and the force field X(p) by (4·5b) symmetric, with respect to the time-reversal conjugation * specific to our stochastic mechanics. Accordingly, the variation identity ( 4 · 3) may be written also as
This just represents the notion of "mirror image" due to Onsager and Machlup, expressed in the entropy production relation in the function space.
Let us integrate both sides of Eq. ( 4 · 3) between the interval (th t 2). The left-hand side yields
Hence we have the following identity:
In order to get Onsager's principle, the left-hand side and the first of the right-hand side of this equality should be re-expressed by the respective Boltzmann entropy, which we now show by integrating the evolution equations.
For the integration purpose we find it more convenient to consider both evolution equations for f and /*. Thus we integrate Eqs. (3·7) and (3·4), for j~ (instead of for tfJ) up to t~ + oo and for f up to t~-oo, respectively. Assuming t 1 <t2, we set up the initial conditions as follows:
where the two constants A and A* are to be determined by a normalization. The
*1 J Fpdxt, is a conventional notation for J F(xt,)p(xt,)dx (i=l, 2).
initial value (4·8a) fixes the solution f*(x t) for t>t1 up to +oo but not for t<t1• Similarly, the initial value (4·8b) fixes the solution f(x t) for t<t2 up to -oo but not for t>t2• The interval between t 1 and t 2 , where both solutions f and f* are fully prescribed in the above, corresponds precisely to the Onsager-Machlup interval of the reversible dynamics. It is natural, therefore, to assume the irreversibility outside this interval according to Eqs. (3 · 5) and (3 · 9) of the aged condition. We thus set
by means of the two conditional probability densities. We require the symmetry 71
and the normalization for p = ff*Po
for a later convenience. This determines, through the Chappman-Kolmogoroff relation,'1 the normalization and the expression for p (x t) inside the interval ( t~o t 2 ) as
=O'(x-x(2)),
A substitution of these expressions into the left-hand side of simple result 
where "const" implies a constant independent of x<tl and x<zl (but may depend on t1 and t,) which arises as a result of the compensation of the singularities.
Thus, equating the expressions ( 4 ·14) and ( 4 ·15), we get log P(x<' 1 t,[x< 11 t 1) =Hlog p0 (x<' 1 t,) -log Po(xC1 1 tt))
This provides a formula for the logarithm of the conditional probability density. The additional unknown constant is to be determined by the normalization
Also, for the joint probability density, we have log W (x< 11 t~, x< 21 t,) = l (log Po (xC1 1 tt) +log Po (x<' 1 t,))
which is the aimed result. As to the irreversibility outside the interval (tt. t2 ) , the generalized H-theorem (4·4) reduces to the usual H-theorem with the aged conditions (4·9a) and (4·9b) given by
respectively. Upon integrating Eq. (4·19a) from t 2 to +0011and Eq. (4·19b) from -co to tt. we have log Po (x<' 1 t,) = -fo' ((/) {p, V (S)} + 1F {p, X (p)}) optimdt + const, Jt, This includes the specification x=xw at t 1 and x=x< 2 l at t2, corresponding to the
Gaussian-Markoff formula (2 ·11). § 5. Discussion
Our aimed formulas as well as the background consideration to deduce them keep a close parallelism to the Onsager-Machlup theory. Consequently, the formulas ( 4 ·18) and ( 4 · 21) resemble Eqs. (2 · 7) and (2 ·11), respectively, in that the two kinds of the Gaussian-Markoff dissipation functions (for which the drift velocity vtt linear in the x's and the diffusion tensor Dtt• constant) are to be replaced only by the respective functional expressions:
,.,. C. .) 1 n-'. .
• That is, the quadratic forms of the respective vector fields are to be averaged over the distribution p. In the Gaussian-Markoff formulas the time integration of these dissipation functions is to be performed along the most probable path with the specification of the path at two instants and the rest irreversibility, as indicated by the subscript "optimum", whereas in the general ones it is meant by being subject to the evolution equations with an equivalent boundary condition, as sum- It is one unsolved problem in statistical physics to find an adequate method for obtaining nonlinear flux-force relations. Our present status of establishing Onsager's principle for the general diffusion processes must be the starting point in such a direction of studies, although difficulty remains so that the answer must be postponed. However, what we expect for this purpose from the two-gate formula ( 4 -18) may be sketched as follows:
Let us assume, for simplicity, a stationary process (vll and Dll, are timeindependent) and that the reference distribution Po is the steady-state solution of the forward equation. Suppose that the time integral of the dissipation functional be approximated by the integral along the most probable path of a certain path function F(x, x). (Such an approximation may be obtained by extending the twogate formula to a multi-gate one and by replacing the p by a a-type distribution on a segmental path.) The conditional probability-density formula ( 4 ·16) is then
The condition of "optimum" which should be now "maximum" of the right-hand expression with respect to the variation of x gives (5· 5) which is the inverse flux-force relation. The argument is the same as a recent suggestion made by Nakano 8 ) (apart from a factor 1/2 in front of the time integral which, characteristic of Onsager's principle, has just been established here in general).
The above approximation which reduces to setting p(x t) =o(x-x(t)) (x ( t): the most probable path) yields
X"=~logpo. This is in agreement with the statement of Graham and Haken that the potential condition expressed as the relation between the (irreversible) drift and the force is equivalent to the Onsager relation. 9 l Thus under this circumstance a nonlinearity of the Onsager coefficients may arise through the x-dependence of the diffusion coefficients, so that (5·11)
This, however, is entirely different from the nonlinearity suggested by Nakano. 8 l One should examine possible other schemes of nonlinearity by considering a more general class of Markoff processes for which the "flux" vector is involved in the dissipation functional in higher order than the second as the expression ( 5 · 6) characteristic of the diffusion process. This will be. done in a forthcoming paper by treating a master equation and by showing Onsager's principle to hold in quite a similar structure as for the diffusion equation. 
where ljJ is one solution and Po IS another solution of (A ·1). (In Ref. 9) ) the Po is assumed as the steady-state solution, viz., AT Po= 0. That it may not necessarily be so but in general a time-dependent solution of (A ·1) was shown by Lebowitz and Bergmann. 10 ) Note also that the result (A· 2) can be obtained without recourse to the detailed balance (or potential) condition, as demonstrated by the latter authors for a master equation.)
We now assert the validity of a more general equality involving a solution of the backward equation (3·4), i.e.,
at ax, ax, axv
which IS expressed as follows:
One sees that Eq. (A· 2) is just a simplification of (A· 3) by the setting f = 1 which we have designated as the "aged condition" in the text. Instead of proving (A· 3) directly, we show another equivalent, but simpler equality associated with any pair of forward and backward solution ~0 and f, for which we are going to give a detailed derivation. This is given hy
The equivalence between (A· 4) and (A· 3) can be seen, if a use IS made of the "time-reversal symmetry" between the giYen set of evolution equations (A ·1) and (A ·1') and its *-conjugate, viz.,7l (A· 4*) and the substitution of the relations in (A· 5) into the above equality leads to (A·3). Thus, the first point of our assertion by the name of "generalized H-theorem" is expressed in the equalities (A· 4) and (A· 4 *), and, as we have just seen, the proof of only one of them is necessary for assuring the validity of both. Before getting into the proof of (A· 4), however, we will finish the second point of our assertion, i.e., the identity ( 4 · 3) and its variational significance. Equation ( 4 · 3) is a simple combination of (A· 4) and (A· 4 *); an addition of these two equalities on both sides. It is easy to see for the left-hand side that m terms of the velocity-and force-field components ( 4 ·Sa) and ( 4 · 5b), respectively. Therefore, equating (A· 6) and (A· 8) and dividing both sides by a factor 2, we get Eq. (4·3), 1.e., -Spdx=-(rb {p, V(S)} + ljl {p, X(p)}).
In short, the above argument shows that the equality (A· 9) is a consequence of the pair of evolution equations (A·1) and (A·1'). 
where the Lagrangian functional is given by 1 +-(rb{p, V(S)} +ljl{p,X(p)}).
(A·ll)
(A full account of the variational principle for Markoff processes requires another paper at length, which we hope to work out. Here we only mention the result.) We express this significance by using the subscript "optimum", so that ax. . which indicates that a meaning of probability density can be assigned to the quantity p. The equality (A ·13) has been derived by a manipulation with the aid of (A ·14). Finally, (A· 4) can be obtained by integrating both sides of (A· B)
