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Résumé
Cette thèse a pour objectif de comprendre la dynamique d’une sphère traversant une interface liquide-liquide.
Cette situation, se rencontre dans de nombreuses applications, allant du cycle du carbone dans l’océan (sédi-
mentation de neige marine), aux procédés d’enrobage, en passant par la détection de phase dans l’industrie
pétrolière. Pour étudier cette configuration, trois approches sont privilégiées. Un dispositif expérimental muni
d’une caméra haute fréquence est utilisé de manière à explorer la dynamique conjointe de la sphère et de l’inter-
face sur une large gamme de paramètres. Le couplage entre une méthode Volume of Fluid (VoF) et une méthode
de frontières immergées (IBM) est réalisé et validé dans le but de simuler numériquement ce problème. Enfin
des modèles théoriques sont mis en place de manière à interpréter physiquement les différents comportements
observés. Ces trois démarches complémentaires permettent de caractériser le passage d’une configuration de flot-
taison à l’entraînement colonnaire notamment en fonction du rapport entre effets gravitationnels et capillaires.
La dynamique de la colonne emportée est très riche (instabilité capillaire, visqueuse, fragmentation, ...). Le bon
accord entre les expériences et les simulations numériques permet d’évaluer avec confiance l’influence de chaque
paramètre sans dimension (au nombre de 5) à l’aide d’une étude paramétrique numérique.
Mot clés : interface liquide-liquide, capillarité, frontières immergées, procédés d’enrobage
Abstract
The goal of this work is to understand the dynamics of a sphere passing through a liquid-liquid interface. Such
a configuration is met in different applications, such as oceanic carbon cycle (sedimentation of marine snow),
coating processes and phase detection in oil industry. To this aim, three different aproaches are employed. An
experimental device, in which various sets of fluids and spheres are used, has been designed to analyze different
types of configuration. A combination of an Immersed Boundary Method (IBM) with a Volume of Fluid (VoF)
method is used to compute the flow field. Finally theoretical models are derived to better understand the ob-
served behaviours. These three approaches give insights to understand whether a sphere can float or sink. The
behaviour of the tail of light fluid towed by the sphere appears to be extremely rich (capillary and viscous in-
stabilities, fragmentation, ...). The agreement between experimental and numerical results allows us to perform
an extensive numerical study of the influence of all dimensionless parameters.
Key words : fluid interface, capillarity, immersed boundary method, coating processes
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Plongeon d’un nageur, ricochet, retombée d’un triple-sauteur, nuage en forme de champignon après une érup-
tion volcanique ... Le mouvement d’objets de formes quelconques interagissant avec une interface de densité
présente une extraordinaire variété de comportements (figure 1.1). En plus de leur complexité, une des motiva-
tions majeures pour l’étude de ces écoulements provient des nombreux enjeux industriels et environnementaux
qu’ils font intervenir.
(a) (b)
(c) (d)
Figure 1.1. En haut à gauche : ricochet d’une pierre à la surface de l’eau. Le rebond de la pierre sur la surface libre crée
une nappe liquide qui se fragmente ensuite en gouttelettes. En haut à droite : plongeon d’un nageur. Une
large cavité d’air est entraînée par celui-ci durant l’impact. En bas à gauche : Arius Filet lors des épreuves
de triple saut des championnats de France élite d’athlétisme en 2013. Les nappes de sable émis lors de la
retombée du triple-sauteur se fragmentent en "paquets" centimétriques. En bas à gauche : nuage en forme
de champignon émis lors de l’éruption du mont Redoubt en Alaska.
1.1 Des domaines d’application variés
Nous donnons ici une liste non exhaustive d’exemples dans lesquels des particules sont amenées à interagir
avec une interface de densité.
1.1.1 Des applications environnementales ...
L’accumulation de neige marine sur les interfaces de densité La sédimentation de neige marine (aggrégats
de particules organiques et inorganiques de taille millimétrique) constitue une des pierres angulaires du cycle
du carbone dans l’océan (Kindler et al., 2010). Des observations récentes ont montré que ces agrégats poreux
s’accumulent au niveau des interfaces de densité (MacIntyre et al., 1995). Malgré l’importance de ce processus
dans la sédimentation de la neige marine, le mécanisme expliquant ce comportement fait toujours l’objet de
discussions (Camassa et al., 2010; Kindler et al., 2010).
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(a) (b) (c)
Figure 1.2. A gauche : neige marine (extrait du site de la Smithsonian Institution : National Museum of Natural History).
Au centre : pollution atmosphérique au dessus du Nil (le Caire - Egypte). A droite : vue panoramique de
la ville de Grenoble qu’estompe en partie la pollution atmosphérique (extrait du blog laloupiotedubio)
La pollution atmosphérique Un problème connexe qui touche les citadins au quotidien est la pollution atmo-
sphérique. Les polluants (gaz et particules), émis principalement par les véhicules à moteur et les installations
industrielles, peuvent s’accumuler au dessus des villes (figure 1.2 (b)). Ce phénomène est notamment probléma-
tique à Grenoble. La chute de la température la nuit induit un mouvement descendant d’air depuis les pentes
des massifs environnants jusqu’à la ville créant une piscine d’air froide (Burns et Chemel, 2015). L’encaissement
de la ville piège les particules et crée ce nuage bien connu des Grenoblois (figure 1.2 (c)).
Impact d’un astéroïde Une large partie de la masse de la Terre aurait été acquise lors de l’impact de celle-ci
avec des astéroïdes (Landeau et al., 2014; Olson et Weeraratne, 2008). L’étude de ce problème ne peut être
appréhendée directement du fait des échelles mises en jeu. Deux approches ont donc été mises en place. La
première est l’étude de l’impact d’une bille solide sur un banc de sable très fin (Lohse et al., 2004). De manière
remarquable, le milieu granulaire est très bien décrit par une représentation continue, et plus particulièrement
par un écoulement potentiel (Lohse et al., 2004). La couronne de sable émise par l’impact de la bille n’est pas
sans rappeler celles créées par les triples-sauteurs (figure 1.1 (c)). La seconde approche suppose que l’énergie
générée par la collision est suffisamment importante pour faire fondre les composantes en présence (roches et
métaux) (Landeau et al., 2014). La fragmentation de ces roches liquides au sein d’un océan de magma affiche
des comportements fondamentalement différents de ceux décrits dans les études précédentes.
1.1.2 ... et industrielles
Le procédé d’enrobage L’enrobage est un procédé industriel consistant à appliquer une couche de liquide ou de
poudre sur la surface d’un produit de base de forme quelconque afin de lui conférer des propriétés particulières.
L’enrobage est notamment utilisé dans les secteurs métallurgique, chimique, parachimique, pharmaceutique et
agroalimentaire (figure 1.3 (a)) 1. La méthode classiquement utilisée pour enrober une particule est de pulvériser
du liquide sur le solide. Une autre possibilité est d’entraîner une interface liquide-liquide avec une pompe, au-
dessous de laquelle on place les objets à enrober (Cohen et al., 2001). Tsai et al. (2011) ont récemment proposé
un nouveau moyen d’enrober les particules en les faisant traverser une interface liquide-liquide (figure 1.3 (b))
sous l’effet d’un champ magnétique. Le dispositif mis au point leur permet de recouvrir les particules d’une
couche d’épaisseur micrométrique.
La détection de phases dans l’industrie pétrolière Lors de l’extraction du pétrole, le mélange d’hydrocarbures
est pompé au travers d’un tube vertical. Pour contrôler la composition du mélange, une des solutions est de
placer des sondes dans le tuyau (Cartellier et Achard, 1991; Oliver, 1998). Ces sondes optiques, ou électriques,
renvoient un signal caractéristique des constituants en présence. Cependant, en fonction de la géométrie des
phases et du temps de réponse des cellules, il est souvent difficile de connaître la distribution spatiale exacte de
chaque constituant dans le tuyau. Oliver (1998) s’est plus particulièrement intéressé au mécanisme de drainage
entre la sonde et une interface liquide-liquide, de manière à évaluer le retard induit par la présence de ce film
sur le signal (figure 1.3 (c)).
1. Définition donnée par Wikipedia France
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(a) (b) (c)
Figure 1.3. A gauche : dragées aux chocolats enrobées de sucre. Au centre : traversée d’une interface liquide-liquide par
une bille micrométrique (Tsai et al., 2011). A droite : Représentation schématique d’une interface liquide-
liquide approchant une sonde (extrait de Oliver (1998))
1.1.3 Discussion sur les phénomènes observés
Les nombreuses applications évoquées précédemment illustrent la richesse, tout comme la complexité, des
phénomènes physiques mis en jeu. Ainsi la taille des objets varie de plus de 10 ordres de grandeur ! (du micron
pour la neige marine, à la centaine de kilomètre pour les astéroïdes). Par ailleurs la variété des milieux fluides
traversés donne lieu a une luxuriante gamme de manifestations, allant des phénomènes capillaires (éjection de
gouttes lors des ricochets (figure 1.1 (a))) aux problèmes d’entraînement (plongeon du nageur (figure 1.1 (b))).
La section qui suit est dédiée à un état de l’art non-exhaustif de la traversée d’une interface de densité par un
obstacle en mouvement normal à celle-ci. Nous distinguerons dans la mesure du possible l’interface entre deux
fluides immiscibles et celle séparant deux régions du même fluide entre lesquelles existe une discontinuité ou un
gradient de densité.
1.2 État de l’art et problèmes associés
1.2.1 Traversée d’une interface de densité entre deux fluides miscibles
(a) (b)
Figure 1.4. A gauche : comparaison entre l’écoulement induit par un point force en fluide homogène (partie de gauche),
et celui dans un écoulement linéairement stratifié (partie de droite). Les contours colorés correspondent à
la vitesse verticale, notée w (Ardekani et Stocker, 2010). A droite : colonne de liquide léger emportée par
une sphère dans une stratification bi-couche (Camassa et al., 2010).
Le cas d’un fluide linéairement stratifié en densité La configuration où un objet translate parallèlement
à un gradient de densité semble avoir été bien moins étudiée que celle où l’objet se déplace parallèlement
aux surfaces iso-densité (sillage stratifié en particulier). La première étude théorique de ce problème semble
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être celle de Zvirin et Chadwick (1975) dans l’hypothèse des petits nombres de Reynolds et des nombres de
Péclet modérés (qui quantifient les effets de diffusion massique du scalaire à l’origine de la stratification). A
l’aide de la méthode des développements asymptotiques raccordés (Bender et Orszag, 1999), ils mettent en
évidence une augmentation de la traînée due à la stratification. Dans la limite où le nombre de Péclet est très
petit, et toujours pour les écoulements rampants, Ardekani et Stocker (2010) ont mis en évidence l’écoulement
induit par un point-force dans un écoulement stratifié. La figure 1.4 (a) compare l’écoulement produit par un
point-force dans un fluide homogène et dans un fluide stratifié. Pour le fluide homogène, la décroissance des
perturbations est très lente (en 1/r), tandis que pour le fluide stratifié des zones de recirculation apparaissent,
qui manifestent l’effet inhibant de la stratification sur la vitesse verticale. Très récemment, Candelier et al.
(2014), ont étudié les forces instationnaires s’exerçant sur une particule dans une configuration similaire à celle
considérée par Ardekani et Stocker (2010). Ils mettent en évidence dans l’espace spectral une force d’histoire
due à la stratification s’ajoutant à la traînée de Stokes. Dans la limite opposée des fluides non visqueux et pour
un gradient de densité faible (l’échelle spatiale de variation de densité est grande devant la taille caractéristique
de l’objet), Eames et Hunt (1997) dérivent théoriquement l’augmentation de la traînée subie par un obstacle qui
se déplace vers la région du fluide la plus dense. L’étude expérimentale et numérique de Yick et al. (2009) pour
des nombres de Reynolds inférieurs ou égal à 1 met aussi en évidence une augmentation importante de la traînée
due à la stratification. Cette étude a récemment été étendue numériquement à des nombres de Reynolds modérés
(≈ O(10)) par l’équipe d’Ardekani (Doostmohammadi et al., 2014). Après avoir atteint un pic, la vitesse de la
sphère peut osciller voir même changer de signe avant que la sphère ait atteint une zone de densité égale à la
sienne.
Le cas d’une "discontinuité" de densité au sein d’un même fluide Une autre configuration qui a reçu
beaucoup d’attention ces 20 dernières années est la traversée d’une interface de densité entre deux fluides
miscibles par un obstacle en mouvement. Cette fois-ci la distribution spatiale de densité n’est pas linéaire, mais
connaît une variation abrupte en une position donnée. L’étude expérimentale de Srdic-Mitrovic et al. (1999)
a mis en évidence une décroissance importante de la vitesse de la sphère lors de la traversée de l’interface.
Cette décroissance est due à une augmentation de la force qui s’exerce sur la sphère et qui proviendrait en
premier lieu de la colonne de liquide léger qu’elle entraîne (figure 1.4 b). Il peut même arriver que le signe de la
force s’inverse localement, conduisant alors à la remontée de l’objet (Abaid et al., 2004). Camassa et al. (2010)
ont étudié cette situation expérimentalement et théoriquement, dans la limite des petits nombres de Reynolds.
Ils ont aussi mis en évidence la colonne de liquide léger emporté par la sphère qui s’étend sur une distance
importante (figure 1.4 (b)), ainsi que la décroissance de la vitesse lors du passage de l’interface. Très récemment,
Doostmohammadi et Ardekani (2014) ont étudié numériquement la traversée d’une interface de densité par un
ellipsoïde. Il apparaît que l’interface modifie l’orientation de l’axe de symétrie du corps durant sa chute. Un autre
problème pertinent pour l’étude de la sédimentation de la neige marine, est l’interaction entre une particule
poreuse et une interface de densité. Kindler et al. (2010) ont en effet montré que la diffusion massique du fluide
extérieur dans le fluide intérieur à la particule contrôle en partie la rétention de la particule aux isopycnes. Il
semble que la colonne de fluide entraîné, tout comme le temps caractéristique de diffusion massique dans le solide
poreux jouent un rôle dans le ralentissement de la particule durant la traversée de l’interface (Camassa et al.,
2013).
1.2.2 Traversée d’une interface entre deux fluides immiscibles
La situation générique où une inclusion (particule solide, goutte ou bulle) traverse l’interface entre deux fluides
immiscibles fait intervenir un nouveau paramètre qui est la tension interfaciale. Celle-ci engendre une différence
de pression de part et d’autre de l’interface. En particulier, en créant une surpression dans le film situé entre
l’objet et l’interface, elle peut s’opposer au mouvement de l’objet. Dans la suite de manière à bien comprendre
cet effet, nous présenterons certains travaux portant sur la flottaison d’objets à des interfaces fluide-fluide. Puis
nous nous intéresserons au problème de l’impact d’un solide sur une d’interface gaz-liquide, une configuration
très étudiée pour ses applications militaires (Truscott et al., 2014). Enfin nous nous pencherons sur la situation
ou une inclusion traverse de manière normale une interface liquide-liquide.
Flottaison d’objets à une interface fluide-fluide La flottaison d’objets solides au niveau d’une interface fluide-
fluide a été très étudiée ces dernières années, notamment dans le but d’expliquer la locomotion des insectes à
la surface de l’eau (Bush et Hu, 2006). La tension interfaciale joue deux rôles dans ce cas : elle crée une force
ascendante qui permet à l’objet de flotter et elle induit un ménisque qui vient modifier la poussée d’Archimède
s’exerçant sur l’objet (Keller, 1998). La géométrie de ce ménisque est régie par l’équation de Young-Laplace.
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(a) (b)
Figure 1.5. A gauche : araignée d’eau se mouvant à la surface de l’eau. A droite : sphere d’aluminium approchant une
interface de paraffine liquide et de glycérol (Hartland, 1968)
Celle-ci n’a pas de solution analytique générale dans des configurations axisymétriques et doit donc être résolue
numériquement. Dans un travail pionner Huh et Scriven (1969) ont développé une méthode de tir leur permet-
tant de résoudre cette équation. Ce travail a été suivi de celui de Rapacchietta et Neumann (1977) qui ont
étudié plus particulièrement la flottaison d’une sphère à une interface liquide-liquide. La résolution numérique
de l’équation de Young-Laplace leur a permis d’obtenir le bilan des forces statiques s’exerçant sur l’objet. Il
apparaît ainsi que deux positions d’équilibre existent pour une sphère flottant à une interface, l’une stable et
l’autre instable. Rapacchietta et Neumann (1977) ainsi que Vella et al. (2006) ont développé une condition por-
tant sur la densité de la particule pour qu’elle flotte à l’interface. Une multitude d’applications et une revue de
la littérature sur le sujet peuvent être trouvées dans l’article récent de Vella (2015), notamment sur les aspects
mathématiques où la littérature est extrêmement vaste (Finn, 2012).
Une problématique connexe est le détachement quasi-statique d’une sphère d’une interface liquide-gaz. Chateau et Pitois
(2003) ont dérivé de manière théorique l’expression du travail nécessaire au détachement d’une particule d’une
interface gaz-liquide dans la limite des petits nombres de Bond (effets de flottabilité négligeables devant les
effets capillaires). Pour cela ils ont utilisé une solution analytique de l’équation de Young-Laplace valable pour
de petits nombres de Bond (James, 1974; Lo, 1983). L’énergie nécessaire pour détacher un cylindre hydrophobe
d’une surface libre a aussi été étudiée par Lee et Kim (2009) dans le but d’analyser la propulsion des insectes à
la surface de l’eau (figure 1.5 (a)). Ces études sont cependant limitées à des mouvements très lents car elles ne
prennent pas en compte les forces visqueuses. Lee et Kim (2011) ont étudié le détachement d’une sphère déposée
à une interface liquide-gaz, dans le cas où le liquide inférieur est suffisamment visqueux pour que l’écoulement
puisse être considéré comme rampant.
Un aspect qui a été très étudié notamment pour son importance dans les problèmes de coalescence, est le
drainage du film interstitiel entre l’objet et l’interface. Pour une sphère flottant à l’interface, et en se plaçant
dans l’hypothèse de lubrification (longueur du film très grande devant son épaisseur), Hartland (1968) prédit
une décroissance de l’épaisseur du film en t−1/2. Il a de plus mis en évidence le resserrement du film dans la
zone de raccord avec le ménisque (figure 1.5 (b)). Il faudra cependant dix ans de plus et l’étude asymptotique
de Jones et Wilson (1978) pour expliquer ce phénomène. Ces derniers ont montré que la prise en compte des
termes d’ordre supérieur intervenant dans l’expression de la courbure moyenne de l’interface vient modifier le
comportement du film aux temps longs.
Les problèmes d’impact Dans la limite opposée où la force capillaire est faible devant l’inertie de l’objet,
la sphère impacte l’interface (figure 1.6). Une littérature foisonnante existe pour cette situation, et le lecteur
intéressé trouvera une revue récente dans l’article de Truscott et al. (2014). Un des points les plus surprenants
des ces problèmes d’impact est le rôle important que peuvent jouer les propriétés de surface de l’objet. Duez et al.
(2007) ont montré qu’une sphère hydrophobe donne lieu à un entraînement d’air important lors d’un impact,
ce qui n’est pas le cas pour la même sphère recouverte d’un traitement hydrophile (figure 1.6). Ces auteurs ont
de plus proposé un modèle pour décrire la cavité entraînée, qui donne des résultats en très bon accord avec
les observations expérimentales (Duclaux et al., 2007). Leur modèle, qui suppose que l’écoulement extérieur est
irrotationnel et que le mouvement de la colonne est purement radial, a été étendu pour prendre en compte les
effets de la tension interfaciale et ceux de la pression aérodynamique par Aristoff et Bush (2009). Ces auteurs
identifient de plus différents régimes de cavité en fonction du nombre de Weber (qui compare les effets inertiels
aux effets capillaires). Pour les plus petits nombres de Weber, un régime quasi-statique apparaît, où la sphère
entraîne peu d’air. Pour de plus grands nombres de Weber, le volume d’air entraîné augmente. Il peut même y
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(a)
Figure 1.6. Photographie d’impact de deux sphères ayant des propriétés de mouillage différentes (Duez et al., 2007). A
gauche : sphère avec un revêtement hydrophile. A droite : la même sphère avec un revêtement hydrophobe.
avoir apparition d’ondes capillaires sur la surface de la cavité (Aristoff et Bush, 2009).
(a)
(b)
Figure 1.7. Séquence d’images illustrant les configurations de flottaison (à gauche) et d’entraînement colonnaire (à
droite). Ces deux configurations correspondent respectivement au lâcher d’une sphère de polyacetal et de
verre de même diamètre (1cm) au travers du même couple de liquides (huile de silicone 47V500 / eau
(21%)-glycérine (79%)).
Traversée d’une interface liquide-liquide par une inclusion La première étude systématique de la traversée
d’une interface liquide-liquide par une sphère chutant sous l’effet de la gravité semble être celle de Maru et al.
(1971). Ces derniers identifient deux régimes. Si les effets capillaires et la poussée d’Archimède sont suffisamment
importants, la sphère est retenue à l’interface (figure 1.7 (a)). Dans le cas contraire, la sphère entraîne une colonne
de liquide léger (figure 1.7 (b)). Dans le cas où la sphère est capturée à l’interface, les propriétés de mouillage, tout
comme la dynamique du film, jouent un rôle critique. En effet si le paramètre du système solide/liquide/liquide de
la sphère est positif, le démouillage du film est énergétiquement défavorable (de Gennes et al., 2002). Par contre
si le paramètre d’étalement est négatif, le mouillage est partiel et le film démouille spontanément en-dessous d’une
épaisseur critique. La configuration d’entraînement colonnaire révèle une dynamique extrêmement riche. Ainsi
le mécanisme du pincement et la dynamique aux temps longs de la colonne ne font pas l’objet d’un consensus.
En effet même si Maru et al. (1971) ont observé l’apparition d’instabilités capillaires (Tomotika, 1935), l’étude
exhaustive de Geller et al. (1986), dans le régime des écoulements rampants, ne révèle pas l’apparition de ce
type de mécanisme. Ceux-ci, à l’aide d’une méthode d’intégrales de frontière, mettent en évidence les deux
configurations de drainage de film et d’entraînement colonnaire, et identifient de plus l’influence de chaque
paramètre sans dimension. Ainsi le rapport de viscosités entre les deux liquides s’avère contrôler la dynamique du
film mince intercalé entre la sphère et l’interface, tandis que le rapport de densités entre les deux liquides contrôle
le volume entraîné dans la colonne. Une autre étude utilisant toujours une méthode d’intégrales de frontière,
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s’est intéressée à la traversée de bulles et de gouttes au travers d’une interface liquide-liquide (Manga et Stone,
1995). Cet article considère également le problème de la chute d’un amas de particules aussi appelé "cluster".
Figure 1.8. Photographie montrant l’apparition d’une l’instabilité (Dietrich et al., 2011).
Le développement récent des caméras haute fréquence a permis de progresser considérablement dans l’étude
expérimentale de ces problèmes de traversée. Pitois et al. (1999), qui ont étudié la chute d’une sphère au travers
de l’interface entre une huile de silicone très visqueuse (µ ≥ 1 Pa.s) et de l’eau, se sont plus particulièrement
intéressés au volume de la goutte de liquide emportée par la sphère après son détachement de la colonne entraînée
et ont conclu que ce volume évolue comme le logarithme du nombre de Bond. Dietrich et al. (2011) ont identifié
un phénomène intéressant : l’apparition d’ondes à la surface de la colonne (figure 1.8). Ils conjecturent que ces
ondes proviendraient à la fois d’une instabilité due au cisaillement (Kelvin-Helmholtz) et d’une instabilité due
aux effets de flottabilité (Rayleigh-Taylor). Très récemment, Bonhomme et al. (2012) ont étudié sur une très
large gamme de paramètres la traversée d’une interface liquide-liquide par une bulle. Ils ont mis en évidence les
différents comportements ci-dessus (drainage de film, entraînement colonnaire), dans différentes configurations
(bulles sphéroïdales, toroïdales, calottes sphériques).
1.3 Objectifs et méthodes
Si l’étude de la traversée d’une interface liquide-liquide par une inclusion a largement été étudiée dans le régime
des écoulements rampants (Geller et al., 1986; Leal et Lee, 1982; Manga et Stone, 1995; Pigeonneau et Sellier,
2011), très peu d’études se sont intéressées à des configurations inertielles (Bonhomme et al., 2012; Dietrich et al.,
2011). Nous souhaitons dans ce mémoire étudier la chute d’une sphere solide au travers d’une interface. La dé-
marche envisagée pour cela consiste à utiliser conjointement la simulation numérique directe et l’approche
expérimentale pour cartographier ces écoulements sur une large gamme de paramètres. En parallèle seront dé-
veloppés de petits modèles théoriques, valables pour une panoplie restreinte de situations physiques, de manière
à identifier les mécanismes prépondérants qui entrent en jeu.
Les difficultés techniques de ce problème sont de deux ordres. Sur le plan théorique, il paraît inenvisageable
d’établir un modèle décrivant l’évolution du système dans son ensemble du fait de la non-linéarité intrinsèque
de ce problème à frontière libre. Les études théoriques portant sur l’approche d’un objet d’une interface liquide-
liquide sont limitées aux très faibles déformations de l’interface (Berdan et Leal, 1982; Bickel, 2007; Guemas,
2014; Lee et al., 1979). Sur le plan numérique la difficulté vient du suivi conjoint de l’obstacle et de l’interface
entre les deux fluides. Jusqu’à une période très récente, cela n’était réalisable qu’à l’aide de la méthode des
intégrales de frontière, technique très précise mais limitée aux faibles nombres de Reynolds (Geller et al., 1986;
Manga et Stone, 1995; Pigeonneau et Sellier, 2011). Le développement des approches Volume of Fluid (VoF)
ou Level Set et leur extension à des écoulements triphasiques a permis la simulation de traversées d’interfaces
par des bulles pour des nombres de Reynolds quelconques (Bonhomme et al., 2012). Dans le cas où l’obstacle
est solide, les conditions aux limites à imposer sont différentes. L’approche proposée ici est de coupler une
méthode de frontières immergées à une méthode Volume of Fluid. Ces deux méthodes, développées mais pas
encore utilisées de manière conjointe au sein du code de simulation JADIM dans le cadre de travaux précédents,
(Benkenida, 1999; Bigot et al., 2014; Bonometti, 2005; Bonometti et Magnaudet, 2007) seront exploitées.
L’objectif de ce travail est donc triple :
• mettre au point et valider une méthode numérique couplant une approche Volume of Fluid à une méthode
de frontières immergées, pour la simulation précise de la traversée d’une interface liquide-liquide par une
sphère. La confrontation des résultats numériques et expérimentaux à ceux de la littérature (Geller et al.,
1986) assurera cette validation.
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• cartographier, aussi bien expérimentalement que numériquement, la dynamique conjointe de la sphère et
de l’interface sur une large gamme de paramètres sans dimension. Nous tacherons de plus d’éclaircir les
points suivants : comment passe-t-on d’une configuration de flottaison à une configuration d’entraînement
colonnaire, et quel est le rôle du rapport de viscosités dans ce problème ? Cette question ouverte fait partie
d’une des perspectives de la revue de Vella (2015). Comment se coupe la colonne, et quelle est son évolution
après pincement (instabilité capillaire, rétraction, ...) ? Est il possible de prédire le volume de la goutte
emportée par la sphère après détachement de la colonne, volume qui est d’une grande importance pour
l’efficacité des procédés d’enrobage (Tsai et al., 2011) ? Enfin nous souhaitons donner un éclairage nouveau
sur les instabilités de la colonne entraînée notamment par rapport aux observations de (Dietrich et al.,
2011).
• établir des modèles théoriques simples, caractérisant une partie de la dynamique du problème. La finalité
sous-jacente est de s’appuyer sur ces modèles pour établir un modèle plus général de la force s’exerçant
sur la sphère au cours de sa traversée.
1.4 Structure du mémoire
Le caractère original de cette étude provient des trois approches mises en œuvre : numérique, expérimentale
et théorique. Celles-ci offrent une vision complémentaire du problème. Ce mémoire s’articule en deux parties
principales : la première décrit les méthodologies utilisées pour aborder le problème, la seconde recense les
principaux résultats obtenus. Chaque partie est divisée en chapitres dont voici une brève description :
Chapitre 2 Ce chapitre décrit le dispositif expérimental, la méthodologie ainsi que le protocole de traitement
d’images. Des sphères de différentes tailles et types, ainsi que différents liquides ont été utilisés de manière à
faire varier les divers paramètres sans dimension sur plusieurs ordres de grandeur. Nous détaillerons de plus les
atouts et limites de ce dispositif et de la métrologie utilisée.
Chapitre 3 Cette partie est consacrée à la présentation et à la validation de l’outil numérique. Nous commen-
cerons par situer la méthode de frontières immergées utilisée dans le contexte de l’ample littérature sur ce sujet.
Nous effectuerons ensuite des tests de précision sur cette méthode, présenterons les développements que nous
avons effectués, pour finalement valider le couplage avec la méthode Volume of Fluid.
Chapitre 4 Dans ce chapitre nous établirons des modèles théoriques partiels dédiés à l’interprétation physique
des résultats numériques et expérimentaux. Nous nous intéresserons plus particulièrement à la dynamique du
film mince intercalé entre la sphère et l’interface, à l’analogie entre notre problème et la dérive de Darwin
(Darwin, 1953; Eames, 2003; Eames et al., 1994), à des conditions nécessaires de flottaison basées sur un bilan
des forces statiques et à la dynamique des colonnes de liquide entraînées. A la lumière de ces résultats, nous
établirons un bilan des forces s’exerçant sur la sphère, au "premier ordre", valable quand le fluide supérieur est
beaucoup plus visqueux que le fluide inférieur.
Chapitre 5 Cette partie est dédiée à l’étude des résultats expérimentaux et numériques aux temps courts, c’est
à dire jusqu’au moment où la colonne entraînée par la sphère se rompt ("pinch-off"). Nous mettrons en évidence le
bon accord entre simulations numériques et expériences sur des cas exhibant des comportements contrastés. Cela
nous permettra par ailleurs d’éclairer certaines situations observées dans la littérature : instabilité de la colonne
(Dietrich et al., 2011), rebond de la sphère à l’interface (Abaid et al., 2004). Nous terminerons cette partie par
une étude paramétrique numérique permettant d’évaluer l’influence de chaque paramètre sans dimension.
Chapitre 6 Cette dernière partie porte sur la dynamique de la colonne aux temps longs, c’est-à-dire après
pincement. Les instabilités capillaires observées par Maru et al. (1971) qui sont à la base de la création de
chapelets de gouttelettes de diverses tailles (Tjahjadi et al., 1992) ainsi que la remontée de la colonne à la vitesse
de Taylor-Culick (Culick, 1960; Taylor, 1959) seront discutées en détails. Nous tâcherons de plus d’évaluer la
prédominance de certains effets (capillaires notamment) par rapport à d’autres.
Chapitre 7 Un résumé des principaux résultats obtenus, ainsi que diverses perspectives envisageables à ce
travail conclueront ce mémoire.
11

Partie I
Méthodologies
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2
Dispositif expérimental et
traitement d’images
Nous décrivons dans ce chapitre les caractéristiques du dispositif expérimental et des fluides utilisés, ainsi que
les méthodes de détection mises en œuvre dans le traitement des images. Nous présentons des tests de répétabilité
de nos mesures et quantifions les principales sources d’erreur rencontrées.
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2.1 Dispositif expérimental
18cm
22cm
Mélange aqueux
Huile de silicone
Système de lâcher
20cm
5.5cm ou 8.5cm
Double vanne
Eclairage
Caméra
Ordinateur
(a) Vue de coté du dispositif expérimental.
(b) Photo du dispositif expérimental sans le sytème de lâcher
Figure 2.1. A gauche coupe du dispositif expérimental, et à droite vue de dessus.
La cellule d’essai Le dispositif expérimental permet l’étude du passage de sphère à travers une interface liquide-
liquide. Il est composé d’une cuve parallélépipédique de section 20×20 cm 2 et de hauteur 40 cm mise en place lors
de la thèse de Bonhomme (2012). Cette cuve possède deux parois composées de verre optique. Plus de détails sur
ces verres peuvent être trouvés dans l’annexe A.1. On remplit cette cuve d’une phase aqueuse sur une hauteur
d’environ 22cm (≃ 8 litres) puis d’une phase huileuse sur une hauteur de 9 cm (≃ 4 litres). Comme expliqué
par Bonhomme (2012) la présence d’un ménisque à l’interface entre les deux fluides nuit à la visualisation. Ce
ménisque de taille comparable à la longueur capillaire lc = √γ/(ρ2 − ρ1)g (où γ désigne la tension interfaciale,
ρ la masse volumique des fluides et les indices 1 et 2 respectivement le fluide du dessus et celui du dessous)
peut atteindre des hauteurs de l’ordre du centimètre. Notons, et nous y reviendrons par la suite qu’à tension
interfaciale donnée, le ménisque est d’autant plus visible que la différence de densité est faible. Pour limiter
l’effet du ménisque nous avons adopté la même technique que Bonhomme (2012). Chacune des parties hautes
de la cuve a été traitée avec un composé hydrophobe de type Rain-X 1. L’application de ce composé de manière
parfaitement plane s’est révélée délicate et il a souvent fallu répéter la procédure d’application. Celle-ci consiste
à délimiter la partie à recouvrir de ruban adhésif. Le ruban adhésif n’étant pas parfaitement imperméable, on
peut voir certaines imperfections au niveau de l’interface (image 2.2a). L’interface est légèrement crénelée avec
de petites tâches sombres.

	

(a) Huile de silicone H47V500 / eau, lc = 1cm. (b) Huile de silicone H47V50 / mélange eau-
glycérine à 80%, lc = 3mm.
Figure 2.2. Interface pour 2 couples de fluides après traitement hydrophobe.
La figure 2.2 montre deux interfaces liquide-liquide pour deux couples de fluides différents après traitement
avec le produit hydrophobe. Pour les deux couples de fluides, la tension interfaciale est comparable et seule
varie la différence de densité. Pour le couple ayant la plus grande longueur capillaire (image 2.2a) l’interface est
1. Ce produit est à manier très précautionneusement car le moindre surplus est très difficile à enlever. En effet son composé
actif est le polydiméthylsiloxane (PDMS) et celui-ci n’est que très peu soluble dans les solvants classiques : eau, acétone, éthanol,...
(Lee et al., 2003). Il est donc nécessaire d’avoir recours à d’autres solvants (toluène, pentane) et beaucoup d’huile de coude !
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entourée d’un halo grisé tandis que pour une plus petite longueur capillaire (image 2.2b), elle est beaucoup plus
fine. Ainsi, malgré l’application de Rain-X un petit ménisque peut toujours apparaître si la longueur capillaire
est grande.
Un système de double vanne a été mis en place en bas de la cuve pour permettre de récupérer les sphères sans
perdre trop de liquide. Le protocole de nettoyage est le même que celui décrit par Bonhomme (2012) : après
chaque série de mesures, la cuve est vidée grâce aux vannes, nettoyée à l’aide de liquide vaisselle, rincée une
dizaine de fois puis séchée avec un chiffon.
Le système de lâcher Le système de lâcher des sphères est un tube entièrement immergé, maintenu en haut
de la cuve grâce à un support à vis (image 2.1a). La sphère est immergée sous la surface libre huile-air puis
délicatement lâchée à l’aide d’une pince inversée. Différents tubes sont utilisés en fonction des diamètres des
sphères lâchées. Ils permettent de limiter le déplacement latéral des sphères. Ce type de système à tube a aussi
été utilisé par Brosse (2010) pour étudier les trajectoires de disques. Son principal défaut est d’autoriser un
mouvement de rotation lors du lâcher. C’est pour limiter cette effet qu’une pince inversée est préconisée. Deux
systèmes de lâcher de tailles différentes ont été utilisés. Le premier, seulement utilisé dans le cas de la traversée
d’une interface huile de silicone HS47V5 / eau, induit après passage dans le tube, une distance de mise en vitesse
de 8.5 cm. Le second système, utilisé pour tout les autres cas, conduit à une distance de chute libre de 5.5 cm.
Dans les deux cas, la longueur des tubes était identique et seul variait la taille du support. Nous avons utilisé le
premier dispositif dans le cas HS47V5 / eau de manière à maximiser les effets d’inertie lorsque la sphère atteint
l’interface.
2.2 Propriétés des liquides et des sphères
2.2.1 Liquides utilisés
Deux types de liquide ont été utilisés durant les campagnes expérimentales : des mélanges aqueux d’eau et
de glycérine pour le fluide lourd et des huiles de silicone pour le fluide léger. La densité de chaque liquide est
mesurée avec un densimètre en verre avec une précision de ±1kg.m−3. Les viscosités sont mesurées avec un
rhéomètre Mars III de Thermo-Scientific.
Densité(kg.m−3) Viscosité (mPa.s)
Eau 997 1.0
Mélange glycérine eau 79% 1208 62
Huile de silicone H47V5 918 4.8
Huile de silicone H47V50 962 52
Huile de silicone 47V500 971 520
Tension interfaciale (mN.m−1) 47V5 47V50 47V500
Eau 29 ± 2 30 ± 2 27 ± 4
Eau + Triton X 100 - 3.3 ± 0.1 -
Mélange glycérine-eau 79% 31 ± 0.5 32 ± 0.5 31 ± 0.5
Tableau 2.1. Propriétés physiques des liquides mesurée à 20 oC.
La tension interfaciale est mesurée pour chaque couple de liquide avec un tensiomètre Kruss DSA 100 par
la méthode de la goutte pendante (figure 2.3). L’incertitude de mesure liée à cette méthode dépend du cas
considéré et encore une fois de la longueur capillaire. Pour de très grandes longueurs capillaires, la goutte
prend la forme d’une sphère et il est plus difficile d’en déduire la tension de surface. C’est donc pour cela que
l’incertitude augmente quand le contraste de densité entre les deux fluides diminue. Cette incertitude a été
évaluée en fonction des valeurs minimales et maximales obtenues sur 5 essais.
Dans le but d’étudier l’effet de la tension de surface sur la dynamique du système, un tensioactif a été
ajouté dans le cas d’un système huile de silicone H47V50 / eau. Le tensioactif utilisé est le Triton X100 soluble
dans la solution aqueuse mais pas dans l’huile. Sa concentration micellaire critique (cmc) qui correspond à la
concentration maximale au-dessus de laquelle se forment des micelles est de 0.15g/l. De manière à saturer la
solution en tensioactif tout en évitant la formation d’une émulsion stable nous avons utilisé une concentration
4 fois supérieure à la cmc. L’objectif sous-jacent est d’obtenir une concentration suffisante pour éviter toute
17
(a) Huile de silicone H47V500 / eau, lc = 1cm. (b) Huile de silicone H47V50 / mélange eau-
glycérine à 80%, lc = 3mm.
Figure 2.3. Détermination de la tension de surface par la méthode de la goutte pendante.
différence locale de tension de surface quand l’interface se déforme, et prévenant ainsi l’apparition d’un effet
Marangoni. Avec cette concentration, la tension de surface est divisée d’un facteur 10 (tableau 2.1).
2.2.2 Caractéristiques des sphères
Diamètre et densité Les sphères utilisées sont des billes de précision fabriquées par l’entreprise Marteau et
Lemarié. Les caractéristiques données par le fabricant peuvent être trouvées en annexe A.2. Quatre rayons sont
utilisés pour chaque type de sphères : 2, 3.5, 5 et 7mm. Cette gamme de tailles correspond à la fois aux limites du
dispositif de visualisation et à celles de la cuve, pour éviter les effets de bord. Elle nous permet aussi d’explorer
une large gamme de phénomènes. Le diamètre des sphères a été vérifié à l’aide d’un pied à coulisse précis à
0.02 mm. La tolérance sur le diamètre donnée par le constructeur est plus faible pour les sphères d’acier et de
céramique, égale pour les sphères de verre et plus forte pour les sphères de Teflon et de polyacétal. La masse
des sphères a été mesurée avec une balance Metler Toledo précise à ±1 mg. La densité donnée dans le tableau
2.2 correspond à une moyenne faite sur 5 sphères de rayon 7mm. Cette moyenne a été effectuée sur les sphères
les plus volumineuses de manière à minimiser l’impact de la tolérance sur le diamètre. L’écart de masse obtenu
pour chaque bille incite cependant à la prudence, et la densité pour chaque matériau est donnée à ±10 kg.m−3.
Acier Alumine Verre Teflon Polyacetal
Densité (± 10 kg.m−3) 7910 3842 2518 2162 1361
Tableau 2.2. Densité des sphères.
Angle de contact De manière à évaluer la possibilité d’un démouillage liquide-liquide, des angles de contact
macroscopiques ont été mesurés à l’aide d’un tensiomètre Kruss DSA 100 (tableau 2.3). Ces angles de contact
sont mesurés en utilisant une plaque constitué du même solide quand celle-ci est disponible, ou directement
sur la sphère. L’objectif n’est pas d’obtenir une mesure précise de ces angles mais d’évaluer la possibilité de
démouillage. En situation de mouillage total, le film liquide intercalé est stable (De Gennes et al., 2002). Ces
angles ont été mesurés pour les couples H47V5 / eau et H47V5 / eau-glycérine 79%. Nous nous sommes restreint
à ces couples de fluides car ils correspondent à ceux pour lesquels le fluide du dessus est le moins visqueux. Que
l’on se place dans des cas statiques où le film est drainé par le gradient de pression capillaire ou hydrostatique,
ou dans des cas dynamiques où les contraintes visqueuses rentrent en jeu, le mécanisme de drainage sera piloté
par la viscosité si le film est suffisamment mince. Pour des fluides supérieurs très visqueux, le temps de drainage
est très long, et on peut arriver à distinguer le film entre la sphère et l’interface. Pour des fluides moins visqueux,
le film est drainé plus rapidement et tend donc plus vite vers l’épaisseur critique de démouillage si celui-ci est
possible (De Gennes et al., 2002).
(a) Acier (b) Teflon (c) Teflon (d) Polyacetal (e) Verre
Figure 2.4. Mesure d’angles de contact pour des gouttes d’eau posées sur une surface solide dans un bain d’huile de
silicone 47V5.
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Acier Alumine Verre Teflon Polyacetal
Angle de contact huile 47V5 / eau 150˚ 110˚ 60˚ 160˚ 150˚
Angle de contact huile 47V5 / eau-glycérine 79% 135˚ 130˚ 80˚ 150˚ 120˚
Tableau 2.3. Angles de contact mesurés sur des surfaces planes ou directement sur les sphères.
φc = π
Rp
z
r
z−
(a)
φc = pi2
Rp
z−
(b)
Figure 2.5. A gauche : sphère à une interface liquide-liquide en situation de mouillage total. La taille du film de
prémouillage est volontairement exagérée. A droite : sphère avec un angle de contact de pi/2.
Il semble que pour tous les solides à part le verre et l’alumine, l’eau démouille complètement. Inversement
l’huile mouille complètement le solide (l’angle de contact est supérieur à 140˚). Contribution hydrodynamique
mise à part, il n’y a pas de raison que le film démouille dans ces cas. Pour l’alumine et le verre, il semble que
le mouillage soit partiel. Cependant aucune de nos expériences n’indique la formation d’une ligne triple dans
le cas de chute de bille de verres. Dans la suite, que ce soit pour les modèles expérimentaux, numériques ou
théoriques, nous nous placerons toujours en situation de mouillage total. Plus précisément nous considérerons
toujours qu’il existe un film de prémouillage (Marchand, 2011) qui recouvre l’objet (figure 2.5). Dans un tel cas
l’angle apparent φc est toujours égal à π.
2.3 Dispositif de visualisation
Pour visualiser l’écoulement dans un plan diamétral, une caméra est placée d’un coté de la cuve (figure
2.1a). La caméra haute fréquence utilisée pour suivre le mouvement de la sphère et de l’interface est une
PCO.Dimax S4 avec une résolution de 2016 × 2016 pixels (annexe A.3). La fréquence d’acquisition ainsi que
le temps d’exposition dépendent du cas considéré. Pour une sphère ayant un mouvement lent, la fréquence
d’acquisition est de 10 images/s tandis que pour une dynamique rapide la fréquence est de 500 images/s. De
manière à réduire la distorsion optique liée à la présence de l’interface un objectif télécentrique de type TC 4M
120 est utilisé (annexe A.4). La taille du champ détecté par le système caméra + objectif est de 15.5 × 8.1 cm.
La taille physique du capteur dépasse la taille du disque image formé par l’optique, ce qui induit des petits
problèmes de vignettage et d’aberrations optiques sur les bords de l’image, sans conséquence sur les résultats.
2.4 Traitement d’images
2.4.1 Etapes de traversée
Pour bien comprendre les mécanismes liés au traitement d’images nous décomposons la dynamique de la
traversée en plusieurs étapes comme l’a fait Bonhomme (2012) :
• La première étape (figure 2.6a) correspond à l’arrivée de la sphère à l’interface. Il faut identifier le centre
de masse de la sphère pour en déduire sa vitesse. Dans cette première étape l’interface peut éventuellement
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commencer à bouger. Il est donc également nécessaire de la suivre dans son mouvement pour connaître la
distance qui la sépare de la sphère, ainsi que le volume de fluide supérieur entraîné.
• Lors de la deuxième étape (figure 2.6b) la sphère est au niveau de l’interface. Cette étape est très délicate
à traiter car seule une partie de la sphère est identifiable à cause de la présence de l’interface. De plus
le dioptre induit par la déformation de l’interface déforme l’image de la sphère et rend sa partie basse
légèrement ellipsoïdale.
• Dans la troisième étape (figure 2.6c) la sphère traverse l’interface et emmène dans la plupart des cas une
colonne de fluide léger avec elle. Il faut alors détecter la sphère et l’interface, tout en distinguant les deux
de manière à, quand cela est possible, évaluer l’épaisseur du film qui les sépare. La principale difficulté
dans cette étape est d’arriver à bien distinguer les contours de l’interface entre la colonne de fluide léger
et le fluide lourd. En effet, avec un mélange glycérine-eau 79%, il est difficile de repérer l’interface à cause
de la faible différence de niveau de gris entre celle-ci et l’environnement.
• Enfin la quatrième étape correspond au pincement de la colonne entraînée et au détachement de la sphère
(figure 2.6d). Elle s’intéresse au repérage de la sphère et de la goutte emportée ainsi qu’à l’évolution de la
colonne après détachement. Dans ce cas, selon la dynamique mise en jeu, il est nécessaire de détecter la
colonne emportée ou de petites entités (gouttes, filaments ...)
(a) (b) (c) (d)
Figure 2.6. Etapes de la traversée d’une interface par une sphère de Polyacetal de 14 mm de diamètre à travers une
interface H47V50 / eau. L’intervalle de temps entre deux images est ∆t =0.2s
2.4.2 Détection et suivi des entités
Les images obtenues expérimentalement ont des résolutions de 2016 × 2016 pixels et sont codées sur 16 bits
de niveaux de gris. Le traitement d’images se fait sur le logiciel Matlab. Il a pour but de détecter les contours
des entités (sphère, colonne emportée, gouttes emportées). Son fonctionnement peut être résumé de la sorte :
Importation des images et premiers traitements Après importation, les images sont redimensionnées pour
ne travailler que sur la zone d’intérêt. À l’aide des deux premières images (sans sphère), nous créons un fond.
Toute les images traitées dans la suite sont au préalable divisées par le fond.
Détection des entités Les différentes entités (sphères, colonnes, gouttes) dont le contour est plus sombre que
le fluide environnant sont détectées par une méthode de seuillage. Deux seuils sont définis pour chaque entité :
un pour la phase aqueuse et un pour la phase huileuse. Suite à ce traitement, des images binaires (des matrices
remplies soit de 0 soit de 1) permettent de repérer les entités.
Suivi des phases repérées Suite à la détection des phases, il faut suivre les éléments dans chaque image. Ce
n’est pas difficile pour la sphère car il n’y en a qu’une, mais quand la colonne se sépare en deux, il est nécessaire
de suivre au cours du temps deux entités distinctes. De manière à ne pas inverser ces deux entités sur deux
images consécutives, des conditions sur les changements maximaux de vitesses et d’aires que peut subir chaque
entités sont implémentées.
Dans la suite nous revenons plus en détail sur les procédures spécifiques qui sont mises en place pour chaque
entité et les difficultés associées.
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2.4.2.1 Détection plus spécifique des sphères
Quand la sphère arrive au niveau de l’interface son identification devient plus difficile. En effet l’interface se
superpose au contour de la sphère, et le dioptre induit par l’interface déforme son image. La figure 2.8e montre
qu’après seuillage il devient difficile de distinguer la sphère de l’interface. Des critères basés sur le périmètre et
l’aire de la sphère sont alors mis en place pour vérifier que l’objet détecté correspond bien à la sphère. Si l’objet
détecté respecte ces critères alors nous passons à la phase de suivi. Dans le cas contraire la forme détectée n’est
pas correcte. La transformée de Hough permet alors de trouver dans l’image des objets ayant une forme de
cercle.
Transformée de Hough
La transformée de Hough est une technique de reconnaissance de forme qui dans sa forme première
permettait de détecter les lignes d’une image. Elle a depuis été généralisée à des contours quelconques. La
transformée de Hough de cercles permet d’obtenir les paramètres de ce cercle, c’est-à-dire les cordonnées
de son centre (a, b) et son rayon R. Soit une image binaire comme l’image 2.8e. Chaque point de l’image
est décrit par sa coordonnée (xi, yi) où i désigne le ième point de l’image, et par sa valeur 0 ou 1.
L’objectif est de rechercher les cercles contenus dans cette image. L’équation d’un cercle dans R2 est :
(x − a)2 + (y − b)2 = R2 (2.1)
Il est possible de représenter un point (xi, yi) dans l’espace de Hough (R,a,b). Chaque point (xi, yi)
produit un cône passant par (xi, yi) et parallèle à l’axe R dans l’espace des paramètres (Maitre, 1985).
Le triplet (R,a, b) recherché (du cercle qui nous intéresse) correspond au point où le plus de cônes
s’intersectent.
xi
xi
yi
a
b
R
Figure 2.7. Espace de Hough.
En pratique nous utilisons la routine Matlab imfindcircles avec comme argument une image binaire filtrée
avec un filtre moyen, et une marge sur le rayon de la sphère de quelques pixels.
(a) (b) (c) (d) (e) (f) (g) (h) (i) (j) (k) (l)
Figure 2.8. Traversée d’une sphère de Teflon de 10 mm de diamètre à travers une interface H47V500 / eau. La première
image n’a pas subi de traitement, la seconde est binarisée après seuillage pour la sphère, et la dernière est
constituée des entités repérées. Le pas de temps entre chaque image n’est pas constant.
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En fonction du couple de fluide utilisé il est plus ou moins difficile de repérer la sphère à l’interface. La figure
2.9e montre que pour le couple H47V50 / eau - glycérine 79% la sphère est plus facilement repérable que dans
le cas H47V500 / eau (figure 2.8e).
2.4.2.2 Détection de l’interface
La première difficulté vient du repérage des petits mouvements de l’interface quand la sphère en est encore
loin. En effet pour ne pas confondre la colonne entraînée avec une autre entité, un critère portant sur son aire
minimale est implémenté, empêchant donc de capter les mouvements initiaux. La seconde vient de la faible
différence de niveau de gris avec le fluide environnant notamment dans les cas où la sphère chute dans un
mélange eau-glycérine 79% (figure 2.9j). Si la méthode de seuillage n’est pas suffisante pour repérer l’interface,
une méthode de gradient est utilisée. La norme du gradient de l’image est calculée pour toutes les images, ce
qui permet de repérer les contours au pixel près. Cette méthode bien que plus efficace pour repérer les contours
est aussi moins précise comme on peut le voir sur la figure 2.9l où de petits défaut apparaissent à l’interface.
Enfin un troisième point n’est pas pris en compte par le programme de traitement d’image. L’image 2.9l montre
une légère remontée de l’interface qui n’est pas retranché au volume intégré.
(a) (b) (c) (d) (e) (f) (g) (h) (i) (j) (k) (l)
Figure 2.9. Traversée d’une sphère de Teflon de 10 mm de diamètre à travers une interface H47V50 / eau-glycérine 79
%. Voir figure 2.8 pour le reste de la légende.
2.4.2.3 Cas particuliers
Sans entrer dans les détails, deux grand types d’évolution de la colonne apparaissent après traversée de
l’interface :
• la colonne pince au dessus de la sphère et remonte sans se fragmenter sous l’effet de la flottabilité et de la
capillarité (figure 2.10b)
• la colonne se pince à deux extrémités et se fragmente dans beaucoup de cas en gouttelettes (figure 2.10a)
Dans les cas de remontée de la colonne le repérage de celle-ci parait correct. Par contre le diamètre des gouttes
est légèrement surestimé.
En résumé
• La détection des sphères est précise sauf au passage de l’interface.
• La détection des volumes entraînés est dépendante des couples de fluide utilisés.
• Il semble que les gouttes soient bien repérées par le programme de traitement d’image même si
leur diamètre est surestimé de quelques pixels.
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(a) (b)
Figure 2.10. Traitements d’images sur deux configurations typiques. A gauche : contour des gouttes détectées après
fragmentation de la colonne. Les contours colorés correspondent aux gouttes de diamètre équivalent donnés
par le volume des entités repérées. A droite : remontée de la colonne
2.4.3 Calcul des volumes et positions
Dans cette partie nous décrivons la façon dont la position, la vitesse, le volume, les surfaces des particules
et de la colonne emportée sont calculés. La vitesse est calculée à l’aide d’un schéma amont : un=(Positionn-
Positionn−1)/∆t. Le volume des entités est calculé en sommant des volumes cylindriques de hauteur 1 pixel et
de rayon donné par l’image binarisée de l’entité. Cette méthode peut être comparée à la méthode des rectangles
dans le cas monodimensionnel.
2.5 Validation du dispositif expérimental
2.5.1 Répétabilité des expériences dans des configurations monophasiques
Afin de valider le programme de traitement d’images et le dispositif expérimental, nous avons lâché 5 sphères
de diamètres connus dans de l’huile de silicone H47V50. La détection des contours a l’aide du programme de
traitement d’images nous donne leur vitesse ainsi que la surface détectée.
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Figure 2.11. A gauche : vitesse des centres de gravité de 5 sphères d’acier de 14mm de diamètre adimensionnée par la
vitesse gravitationnelle
√
gRp(ρp/ρ1 − 1), où Rp est le rayon de la sphère. A droite : aires détectées des
sphères après traitement d’images pour ces 5 billes, adimensionnées par l’aire théorique. Le point médian
correspond à la moyenne effectuée sur les cinq sphères. L’abscisse z− correspond à la distance entre le
centre de gravité de la sphère et l’interface (volontairement très éloignée de la sphère).
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Figure 2.12. A gauche : vitesse des centres de gravité de 5 sphères de polyacétal de 4mm de diamètre adimensionnée
par une vitesse gravitationnelle
√
gRp(ρp/ρ1 − 1). A droite : aires détectées des sphères après traitement
d’images pour ces 5 billes adimensionnées par l’aire théorique. Voir figure 2.11 pour le reste de la légende.
Les figures 2.11b et 2.12b montrent les fluctuations de surface détectées, le point médian correspondant à
une moyenne faite sur les 5 sphères. Dans le cas de la chute de billes d’acier de 14mm, la surface détectée est
légèrement plus grande que la valeur théorique. L’erreur commise dépend de la position de la sphère et fluctue
entre 0 et 1 %. Dans le cas des sphères de Polyacétal de diamètre 4mm, la surface détectée est proche de la
valeur théorique. L’erreur commise est du même ordre de grandeur que précédemment même si on peut observer
localement d’importantes erreurs de détections allant jusqu’à 5%.
Les figures 2.11a et 2.12a montrent les vitesses des sphères au cours de leur chute. Pour les sphères d’acier de
14mm, les courbes se superposent parfaitement ce qui indique une bonne répétabilité du lâcher et du traitement
d’images. Pour les plus petites billes de 4mm les courbes ne se superposent pas. Les vitesses terminales des
sphères sont différentes et l’écart entre les deux courbes les plus éloignées est de l’ordre de 2%. Cette écart
s’explique principalement par la légère incertitude sur la masse volumique des billes.
En résumé
• La surface des sphères détectée est correcte même si on note des fluctuations qui peuvent être
importante pour les petite sphères (Rp = 2mm)
• Il semble y avoir une bonne répétabilité des lâchers.
2.5.2 Répétabilité des expériences pour différentes configurations fluide-fluide
L’objectif de cette partie est d’étudier la répétabilité des lâchers de sphère dans des configurations diphasiques.
Pour ce faire nous considérons 3 cas ayant des dynamiques contrastées de manière à évaluer les limites atteintes
expérimentalement. Le premier correspond à une configuration d’entraînement colonnaire que nous avons déjà
utilisée dans la section précédente pour illustrer les difficultés liées au traitement d’images (figure 2.8), le second,
à la chute d’une sphère ayant une trajectoire "faiblement" non axisymétrique. Enfin dans la troisième partie
nous étudierons la reproductibilité d’un cas correspondant au drainage du film interstitiel.
2.5.2.1 Traversée d’une interface H47V500 /eau par une sphère de Teflon de 10mm
Nous étudions ici la reproductibilité de la configuration de la figure 2.8. Dans celle-ci la sphère entraîne avec
elle une colonne de fluide léger. Nous cherchons donc à estimer à la fois le volume entraîné ainsi que la vitesse de
la sphère. Les figures 2.13 montrent la très bonne reproductibilité des expériences. Les vitesses se superposent.
On peut noter un léger saut de vitesse au niveau de l’interface z− = 0, la détection de la sphère étant délicate
dans cette zone comme expliqué dans la section précédente. Il y a aussi une très bonne répétabilité du volume
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Figure 2.13. A gauche : vitesse de sphères de Teflon de 10mm traversant une interface H47V500/eau. Chaque symbole
correspond à un lacher. A droite : volume emporté intégré à partir de la position initiale de l’interface.
emporté, même si l’on note 2 points parasites pour le lâcher numéro 3. Ces points sont dus à une défaut de
traitement d’images quand la sphère s’échappe de la colonne et qu’il devient difficile de repérer le mince filament
qui la lie au reste de la colonne (figure 2.8j).
2.5.2.2 Traversée d’une interface H47V5 /eau-glycérine 79% par une sphère de verre de 7 mm
Figure 2.14. Passage d’une bille de verre de 7mm de diamètre à travers un interface huile 47V5 /eau - glycérine 79 %.
Les vitesses sont adimensionnées par
√
gRp(ρp/ρ1 − 1), les distances par Rp et les volumes par le volume
de la sphère Vp. L’intervalle de temps entre chaque image est ∆t = 0.06s.
La sequence d’images 2.14 nous montre que la sphère emporte avec elle une colonne de fluide léger. Cette
colonne légèrement non-axisymétrique se fragmente ensuite en gouttes.
Traversée de l’interface Les figures 2.15 montrent la bonne répétabilité des trois lâchers. Les vitesses des
sphères se superposent. Quand la sphère sort du domaine capté par le système de visualisation, on observe une
décroissance des vitesses, qui n’a pas d’origine physique mais qui est due au fait que la sphère sort de l’image.
Les volumes emportés se superposent eux aussi, ce qui est remarquable car la colonne est non axisymétrique
et que l’hypothèse maîtresse faite pour le calcul les volumes est l’axisymétrie des entités. Cependant on note
qu’une fois le détachement effectué, le volume obtenu varie par paliers. Ces changements n’ont encore une fois
aucune origine physique, mais sont dus au fait que le programme n’arrive plus à capter la colonne dans son
ensemble. Il faut alors avoir recours à une routine qui va plus particulièrement identifier les gouttes et évaluer
leur volumes.
Dynamique de la colonne après pincement Intéressons nous maintenant à la distribution des gouttes une fois
que la sphère est passée.
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Figure 2.15. A gauche : vitesse de sphères de verre de 7mm traversant une interface H47V5/glycérine-eau 79%. Chaque
point correspond à un lâcher. A droite : volume emporté intégré à partir de la position initiale de l’interface
(incluant le volume de la sphère).
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Figure 2.16. Rayon des gouttes adimensionné par le rayon de la sphère pour différentes distances à l’interface.
La figure 2.16 montre la distribution de gouttes en fonction de la position de la sphère par rapport à l’empla-
cement initial de l’interface. Si on observe de légères différences, avec notamment la présence de petites gouttes,
la tendance à l’augmentation de la taille des gouttes quand on s’approche de l’interface est respectée.
2.5.2.3 Passage d’une sphère de Polyacetal de 14mm à travers une interface huile 47V500 / eau-glycérine 79%
Comme le montre la figure 2.17, ce cas correspond au détachement très lent d’une sphère. Les paramètres
qui peuvent potentiellement nous intéresser dans un tel cas sont l’épaisseur du film entre la sphère et l’interface
ainsi que la vitesse de la sphère.
Figure 2.17. Passage d’une sphère de Polyacetal de 14mm à travers une interface huile 47V500 / eau-glycérine 79%. Le
pas de temps entre chaque image est ∆t = 7.5s.
La première image de la séquence montre que la projection de la bille est déformée par la courbure de
l’interface. Il est donc préférable de mesurer l’épaisseur du film en utilisant le point le plus haut de la sphère,
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Figure 2.18. A gauche : vitesse de la sphère en fonction du temps adimensionné par
√
Rp/g(ρp/ρ1 − 1). Chaque symbole
correspond à un lâcher différent. Au milieu : volume emporté, intégré à partir de la position initiale de
l’interface (volume qui comprend le volume de la sphère). A droite : épaisseur du film interstitiel en fonction
du temps.
quand il est encore au dessus de l’interface (figure 2.18c). Pour les trois lâchers effectués, nous avons constatés de
cette mesure une bonne répétabilité. Cependant les figures 2.18b et 2.18a montrent que le temps de détachement
de la sphère varie en fonction des cas. Ainsi dans le cas numéro 1, la sphère met 30s à se détacher tandis que
dans le cas numéro 2 elle en met 50. Cet écart s’explique par la possible différence de densité entre les sphères
mais aussi par la présence de poussières à l’interface et sur les sphères, qui peuvent venir perturber le contact
fluide-solide, voire contaminer l’interface entre les deux liquides. La figure 2.18b montre aussi un léger saut du
volume du système sphère + interface. Ce saut est simplement dû à une erreur de détection du volume de la
sphère qui vient impacter l’estimation du volume total entraîné.
En résumé
• , On observe une bonne répétabilité des expériences principalement pour les cas où la sphère
entraîne avec elle une colonne de fluide léger
• / Le programme de traitement d’images, ne capte parfois pas bien les volumes entraînés quand
les différences de niveaux de gris sont trop faibles, ou que les entités mises en jeu (gouttes,filaments)
sont trop fines.
• / On note une mauvaise répétabilité des cas de détachement lent de l’interface.
2.5.3 Discussion sur la détermination expérimentale de l’épaisseur du film intercalé
Lorsque le fluide supérieur est suffisamment visqueux, un film d’épaisseur notable apparaît entre la sphère
et l’interface. L’épaisseur de ce film peut être mesurée avec la procédure de traitement d’images précédemment
décrite, mais l’erreur correspondante est difficilement quantifiable. En effet la différence d’indice de réfraction
entre les deux liquides induit d’importantes déformations optiques. De plus, des incertitudes de l’ordre de
quelques pixels peuvent apparaître lors du repérage de chaque entité, à cause notamment des bornes choisies
lors de la procédure de seuillage ou du repérage des contours de la sphère par la transformée de Hough. Cependant
cette information est de première importance dans les procédés d’enrobage, et il est souvent utile de connaître
l’évolution de cette épaisseur au "premier ordre". Nous calculerons par la suite cette quantité, avec une marge
d’erreur de ±3 pixels ce qui correspond à une longueur de ±0.23 mm. Pour ce faire nous considérerons le
point le plus haut de la sphère auquel nous soustrairons son diamètre, et le point le plus bas de l’interface.
L’information obtenue sera bien sûr à prendre avec précaution, mais nous espérons que sa confrontation aux
résultats numériques sera éclairante.
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Le code de calcul JADIM est un code de calcul développé depuis environ 25 ans au sein de l’IMFT. Il permet
la résolution des équations de Navier-Stokes en coordonnées curvilignes orthogonales. A ce cœur se sont ajoutés
de nombreux modules : la simulation des grandes échelles de la turbulence (Calmet, 1995), une approche à un
fluide pour la simulation d’écoulement multiphasique (Benkenida, 1999; Bonhomme, 2012; Bonometti, 2005),
ainsi que plus récemment une méthode de frontières immergées (Bigot et al., 2014) permettant la simulation
d’écoulements particulaires. Pour pouvoir décrire la dynamique conjointe d’une particule solide et d’une interface
fluide-fluide nous avons couplé les deux derniers modules. C’est sur ces deux approches que nous insisterons
dans cette partie et plus particulièrement sur l’approche de frontière immergée.
3.1 Description générale et équations de conservations
3.1.1 Les équations de la phase fluide : le modèle à un fluide
Le modèle à un fluide Pour simuler les écoulements di- et triphasiques, le code JADIM utilise un modèle à
un fluide. Cela suppose que le mélange de fluides est assimilable à un seul fluide dont les propriétés physiques
(densité et viscosité) évoluent dans l’espace et dans le temps. Ces grandeurs sont calculées en introduisant une
fonction taux de présence, C, qui traduit la présence d’un composant dans une maille. Dans le cas diphasique
la fonction taux de présence prend la valeur 1 dans une phase, 0 dans l’autre et des valeurs intermédiaires dans
les cellules traversées par l’interface. Elle traduit donc la fraction volumique locale de l’un des composants du
mélange.
Si chaque phase est supposée newtonienne, avec des tensions de surface constantes aux interfaces, le mouve-
ment incompressible du fluide est décrit par :
∇.u = 0 (3.1)
∂u
∂t
+ (u ⋅∇)u = g − ∇p
ρ
+
1
ρ
∇ ⋅ [µ (∇u + t∇u)] + fIBM
ρ
+
fγ
ρ
(3.2)
∂C
∂t
+ (u ⋅∇)C = 0 (3.3)
où ρ est la masse volumique du mélange, u son vecteur vitesse, µ la viscosité dynamique, p la pression, fIBM le
terme de forçage volumique qui permet la prise en compte des interactions fluide-solide et fγ la force capillaire par
unité de volume. L’équation 3.3 correspond au transport de la fraction volumique. Pour un mélange diphasique,
la densité et la viscosité du mélange sont liées aux propriétés de chacun des fluides par les relations :
ρ = ρ1C + (1 −C)ρ2, µ = µ1C + (1 −C)µ2 (3.4)
Notons que la première relation de l’équation 3.4 est un résultat exact tandis que la seconde est purement phéno-
ménologique. Pour plus de détails concernant la modélisation des viscosités et densités dans le cas multiphasique
nous reportons le lecteur aux travaux de Benkenida (1999) et Bonometti (2005).
Modélisation des effets capillaires La force capillaire est exprimée à l’aide du modèle Continuum Surface
Force introduit par Brackbill et al. (1992). Dans le cas diphasique sans variation de tension de surface, la force
capillaire par unité de volume s’exprime comme suit :
fγ = −γ(∇S ⋅ n)nδS (3.5)
Où γ désigne la tension interfaciale, ∇S ⋅ n la courbure locale moyenne de la surface, n sa normale et δS la
distribution surfacique de Dirac nulle partout sauf sur l’interface (Appel, 2008). En écrivant n = ∇C/∥∇C∥ et
δS = ∥∇C∥, la force capillaire par unité de volume prend la forme :
fγ = −γ∇ ⋅ ( ∇C∥∇C∥)∇C (3.6)
Cette formulation a été étendue aux cas multiphasiques, et notamment triphasiques par Cranga (2002) et
Bonhomme et al. (2012).
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3.1.2 Équations du mouvement du solide
Pour une particule solide de volume Vp, de densité uniforme ρp, de centre de gravité xp ayant une vitesse up
et une vitesse angulaire ωp, le principe fondamental de la dynamique s’écrit :
ρpVp dup
dt
= ∫
∂Vp σ.ndS + ρpVpg (3.7)
Ip ⋅
dωp
dt
= ∫
∂Vp r × (σ.n)dS (3.8)
Où σ est le tenseur des contraintes, n le vecteur normal à la surface de la particule ∂Vp, r la position relative
au centre d’inertie de la particule et Ip le tenseur d’inertie.
3.2 Discrétisation spatiale et temporelle des équations fluides
3.2.1 Discrétisation spatiale
Les équations 3.1 ,3.2 et 3.3 sont discrétisées sur un maillage décalé par une approche de volumes finis. Les
variables de pression et taux de présence sont calculées au centre des mailles (pour un maillage uniforme) tandis
que les vitesses sont calculées au bord (image B.1). A chaque inconnue (composante de vitesse, pression et taux
de présence) correspond un volume sur lequel est intégrée l’équation qui gouverne cette grandeur. L’avantage de
ce type de maillage est de faciliter le calcul des flux sur les faces des volumes d’intégrations. Toutes les dérivées
spatiales sont calculées avec des schémas centrés de manière à obtenir une précision d’ordre 2, même pour les
maillages irréguliers (Calmet, 1995).
Pi,j ,Ci,j
●
ui,j
●
vi,j
●Vv
Vu
VP
Figure 3.1. Maillage décalé en deux dimensions.
3.2.2 Discrétisation temporelle
3.2.2.1 Equations fluides
Avancement en temps Les termes linéaires diffusifs sont traités par un schéma semi-implicite de Crank-
Nicolson tandis que tous les autres termes sont traités de manière explicite par un schéma de type Runge-Kutta
à trois pas de temps. Ce schéma hybride Cranck-Nicolson Runge-Kutta est précis à l’ordre 2 en temps (Calmet,
1995). Le calcul des termes implicites est effectué grâce à une technique de directions alternées (Calmet, 1995).
L’idée est de résoudre alternativement 3 équations unidimensionnelles au lieu d’une équation tridimensionnelle.
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Cette méthode permet de réduire le coût d’inversion du système linéaire correspondant à l’opérateur de Stokes
∂
∂t
− ν∇2. Les matrices tridiagonales obtenues pour chaque direction sont inversées par une méthode directe.
Méthode de projection La condition d’incompressibilité est satisfaite à la fin de chaque pas de temps à l’aide
d’une méthode de projection. Un potentiel auxiliaire Φ est défini par :
un+1 − ûn+1
∆t
= −∇Φn+1
ρn+1/2 (3.9)
où ûn+1 est la vitesse obtenue après les trois sous-étapes du schéma de Runge-Kutta. Le champ de vitesse final
est à divergence nulle (∇ ⋅ un+1 = 0), donc Φn+1 doit vérifier la pseudo équation de Poisson :
∇.(∇Φn+1
ρn+1/2 ) =
∇ ⋅ ûn+1
∆t
(3.10)
La pression à l’instant n + 1/2 est déterminée par la relation :
pn+1/2 = pn−1/2 +Φn+1 (3.11)
Il est possible de montrer que le potentiel auxiliaire ajouté à la pression est O(∆t2) et ne nécessite pas de ce
fait de correction visqueuse (Calmet, 1995). Le système linéaire 3.10 est résolu par une méthode de gradient
conjugué préconditionné grâce à la librairie PETSc.
3.2.2.2 Résolution de l’équation du taux de présence
L’équation de transport du taux de présence s’écrit :
∂C
∂t
+ (u ⋅∇)C = 0 (3.12)
Cette équation est résolue à l’aide d’un schéma de type Flux Corrected Transport (Zalesak, 1979). De manière
à limiter la distorsion des fronts, l’équation 3.12 mise sous forme conservative est décomposée en sous-étapes
unidimensionnelles (Bonometti, 2005). Le principal inconvénient de ce découplage est la perte de la conservation
rigoureuse de la masse des fluides au cours du temps (Bonometti, 2005). Une procédure de correction peut être
ensuite appliquée pour restaurer cette conservation (Bonometti et Magnaudet, 2007). Plus de détails sur les
discrétisations spatiale et temporelle de l’équation 3.12 peuvent être trouvés dans les thèses de Benkenida
(1999) et Bonometti (2005).
3.2.2.3 Résumé de la procédure d’avancement en temps
L’avancement en temps du pas n au pas n + 1 se fait comme suit :
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• La solution au pas de temps n est connue, soit les champs de vitesse un et de pression pn−1/2.
• Calcul des grandeurs intermédiaires après avancement en temps du taux de présence qui fournit
Cn+1 et donc Cn+1/2 : µn+1/2 = µn + µn+1
2
et ρn+1/2 = ρn + ρn+1
2
• Calcul de la force capillaire fγ
n+1/2 à partir du taux de présence Cn+1/2.
• Schéma Runge-Kutta / Cranck-Nicolson k=1,2,3 :
– Calcul des termes explicites.
– Résolution d’une équation de Stokes pour le calcul des termes implicites. A la fin de ces étapes
uˆn+1 est connu.
• Résolution d’une pseudo équation de Poisson pour obtenir le champ de vitesse à divergence nulle
et la pression au pas n+1/2 pn+1/2.
3.3 État de l’art sur les approches de frontières immergées
Pour décrire le mouvement d’un corps solide au sein d’un fluide, il existe deux grandes catégories de méthodes.
La première consiste à utiliser un maillage qui épouse la forme du corps et qui se déforme en suivant son
mouvement. Cette approche très précise pose des problèmes d’adaptation du maillage pour les formes complexes,
mais aussi de coût en temps de calcul quand la particule est mobile et qu’il est nécessaire de réadapter le maillage
à chaque itération. Il est possible de garder un maillage fixe, en écrivant les équations dans le référentiel de la
particule (Mougin et Magnaudet, 2002), mais cette possibilité est limitée au mouvement d’une seule particule
en l’absence de paroi. La seconde catégorie utilise un maillage fixe. Beaucoup d’approches existent dans ce cas,
dont, la méthode de frontières immergées (Immersed Boundary Method) (Fadlun et al., 2000; Peskin, 1972), la
méthode de pénalisation (Angot et al., 1999) ainsi que la méthode d’interfaces immergées (Immersed Interface
Method), développée par Leveque et Li (1994). Ces méthodes sont cependant limitées à des nombre de Reynolds
modérés, car le maillage n’est pas adapté à une résolution fine de la couche limite.
La méthode de frontières immergées a été élaborée par Peskin dans les années 70. Depuis, différentes variantes
ont vu le jour. La caractéristique commune de ces méthodes est d’injecter un terme de forçage dans l’équation
de quantité de mouvement afin d’imposer au fluide les conditions de non-pénétration et de non-glissement sur
l’objet. Nous distinguerons ici 3 grands types de méthode de frontières immergées (pour une revue détaillée le
lecteur est renvoyé à l’article de revue de Mittal et Iaccarino (2005)) :
• les méthodes à forçage continu où la force ajoutée aux équations de Navier-Stokes prend la forme d’une
force de rappel élastique.
• les méthodes à forçage discret, où les schémas numériques sont modifiés pour prendre en compte les
conditions aux limites.
• les méthodes conservatives qui correspondent à une approche de type volumes finis des interactions fluide-
structure.
3.3.1 Méthode de forçage continu : Immersed boundary method ou Feedback forcing
Présentation Dans son travail fondateur Peskin (1972) considère l’écoulement sanguin autour des valves du
cœur. L’écoulement est décrit sur un maillage eulérien tandis que les contours de l’objet sont représentés par
un nombre fini de points lagrangiens se mouvant à la vitesse du fluide. L’effet de la frontière immergée sur le
fluide est transmis à l’aide d’un forçage élastique et étalé à l’aide d’une distribution de Dirac discrétisée δh. Le
choix de la distribution δh n’est pas anodin et est conditionné par l’étalement du forçage souhaité ainsi que
par différents postulats (Peskin, 2002). Cette méthode est adaptée à la simulation d’un écoulement autour d’un
objet déformable, mais nécessite quelques précautions ou modifications quand celui-ci est indéformable. Dans ce
cas il est possible d’utiliser une constante de raideur très importante ou d’introduire des coefficients de rigidité
et d’amortissement (Goldstein et al., 1993).
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Avantages et limites Le principal avantage de cette méthode est sa relative simplicité ainsi que sa connexion
claire avec un modèle de force. Plusieurs remarques peuvent cependant être faites. L’étalement du forçage le
long de l’interface ne permet pas une représentation précise de la frontière immergée. Par ailleurs imposer
la condition à la limite sur une frontière rigide peut entraîner l’apparition d’équations raides, pour lesquelles
la condition de stabilité sera contraignante. Enfin même si cette méthode est facilement généralisable au cas
d’objets en mouvement, il semble que dans ce cas des oscillations du forçage hydrodynamique exercées par le
fluide sur le solide viennent perturber les résultats (Uhlmann, 2003).
3.3.2 Approche discrète : Discrete forcing method
Dans cette méthode introduite par Mohd-Yusof (1997), l’imposition de la condition à la limite se fait de
manière discrète sans aucun procédé dynamique. Le schéma numérique est modifié pour prendre en compte la
frontière immergée (Mohd-Yusof, 1997) :
un+1 − un
∆t
= SM+ fIBMn+1 (3.13)
où u désigne la vitesse du fluide, fIBM
n+1 le forçage IBM et le terme SM regroupe les termes convectifs, visqueux
et de pression. La valeur du forçage fn+1 pour avoir un+1 = uD où uD est la vitesse désirée est donc :
fIBM
n+1 = −SM+ uD − un
∆t
(3.14)
Mittal et Iaccarino (2005) classifient les différentes méthodes qui découlent de l’approche Discrete forcing en
deux catégories : les approches directe et indirecte. La principale différence entre ces deux méthodes se situe
dans la manière de calculer et d’imposer la vitesse désirée à la frontière : les méthodes directes peuvent être vues
comme des méthodes qui modifient les schémas numériques "à priori", tandis que les méthodes indirectes les mo-
difient "a posteriori" (Noel, 2012). Dans l’approche indirecte, les schémas numériques sont modifiés pour prendre
en compte la condition à la limite, tandis que dans l’approche directe la condition au limite est imposée de ma-
nière "implicite". Certaines méthodes n’apparaissent pas dans cette classification comme l’approche de Uhlmann
(2005a) ou celle de Yuki et al. (2007). Il serait possible de les intégrer dans le travail de Mittal et Iaccarino (2005)
mais nous avons fait le choix de classifier autrement les méthodes, non pas à partir de la manière d’imposer le
forçage, mais principalement de la localisation de ce forçage. Cette façon de faire certes moins élégante, nous
permet d’identifier trois approches : les méthodes qui imposent une vitesse désirée en un point fluide proche
de l’objet (interpolation fluide ≃ approche indirecte), celles qui extrapolent une vitesse au premier point solide
(extrapolation solide ≃ approche directe), et une approche qui étale le forçage aux points interfaciaux qu’il soit
solide ou non (forçage étalé). Quand cela sera possible nous essayerons de faire le parallèle avec la classification
de Mittal et Iaccarino (2005).
3.3.2.1 Interpolation fluide : Imposition du forçage au point fluide le plus proche de l’objet
Présentation Les contours de l’objet ne coïncidant pas avec le maillage, il est nécessaire d’avoir recours à des
procédures d’interpolation pour imposer la condition de non-glissement. Dans cette approche la vitesse désirée est
calculée au nœud fluide le plus proche de l’interface. Elle peut être calculée de différentes manières. Fadlun et al.
(2000) proposent différents schémas : le plus simple n’effectue pas d’interpolations et impose la vitesse de l’objet
au point le plus proche, le plus évolué interpole la vitesse en utilisant la vitesse de l’objet et celle des nœuds
fluides environnants. L’interpolation peut alors se faire avec une précision variable (linéaire, polynomiale) et
dans une ou plusieurs directions. La figure 3.2a illustre un cas d’interpolation linéaire unidirectionnelle. Pour des
objets 3D, plusieurs directions d’interpolation peuvent être choisies. Dans ces cas on privilégie des interpolations
multidirectionnelles (Balaras, 2004; Ikeno et Kajishima, 2007).
Forçage explicite et implicite La plupart des méthodes qui emploient ce type de forçage utilisent des schémas
d’avancement en temps de type prédicteur-correcteur. Dans ces cas, la résolution comporte deux étapes très
distinctes. La première consiste à prédire la valeur de u˜k à l’aide d’un schéma explicite puis à corriger la
prédiction en utilisant le schéma implicite désiré. Ces étapes apparaissent notamment lorsque l’on utilise le
schéma semi-implicite de Cranck-Nicolson. Dès lors se pose la question du moment où l’on impose le forçage :
faut-il l’imposer juste après l’étape de prédiction (forçage explicite), ou durant l’étape de correction (forçage
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(c) Extrapolation : point image
Figure 3.2. Représentation schématique des méthodes d’interpolations et d’extrapolation.
implicite) ? Numériquement cela n’implique pas la même chose. Si l’on impose le forçage juste après l’étape de
correction, il suffit d’interpoler les u˜k pour obtenir la vitesse désirée uD = f(upk, u˜k), où f est une fonction
affine ou polynomiale selon la précision de l’interpolation choisie. Par contre si l’on impose le forçage durant
l’étape de correction, il faut modifier les coefficients de la matrice de sorte que le champ final obtenu prenne en
compte la condition à la limite. A notre connaissance seuls Fadlun et al. (2000) ont utilisé un forçage implicite.
En effet selon le stencil 1 utilisé pour l’interpolation, cette procédure peut ajouter des diagonales à la matrice à
inverser ou même remplacer certains points diagonaux par des zéros, ce qui peut complexifier l’inversion de celle-
ci. La plupart des auteurs utilisent donc un forçage explicite (Balaras, 2004; Kim et al., 2001). Les méthodes
d’interpolation peuvent être qualifiées d’indirecte au sens de (Mittal et Iaccarino, 2005), car la condition à la
limite est imposée en modifiant à posteriori le champ fluide.
Avantages et limites Les avantages de cette méthode sont sa facilité d’implémentation ainsi que l’absence de
contrainte de stabilité supplémentaire. De plus cette méthode est peu intrusive puisqu’elle ne vient modifier
la vitesse qu’au point fluide le plus proche de la frontière. Comme pour la méthode de forçage continu, son
principal inconvénient apparaît pour la simulation de corps mobiles : Lee et Kim (2011); Uhlmann (2003) ont
identifié des oscillations du forçage hydrodynamique dans ce cas.
3.3.2.2 Extrapolation solide
Présentation L’objectif de cette approche est d’imposer la condition à la limite sans modifier le champ fluide.
Pour ceci on construit un champ de vitesse aux points de l’objet proches du fluide. L’approche ghost cell qui
en découle a été introduite par Majumdar et al. (2001). Un schéma d’interpolation est utilisé en des cellules
fantômes (cellules solides ayant au moins un voisin fluide) de manière à imposer la condition à la limite. La
figure 3.2b illustre une reconstruction linéaire unidimensionnelle. Un des défauts majeurs de cette méthode est
de faire tendre la vitesse au point "ghost" vers l’infini quand la distance entre le point fluide le plus proche
et l’objet tend vers zero. De manière à remédier à ce problème Tseng et Ferziger (2003) introduisent un point
image sur lequel est effectuée l’interpolation (figure B.3c). Comme pour l’approche ghost fluid développée par
Gibou et al. (2002), la vitesse au point ui,j−1 n’est pas à la fin d’une itération une image de celle en ui,j par
rapport à la frontière de l’objet (figure 3.2b). Ce sont les coefficients des schémas numériques en i qui ont été
modifiés de telle sorte que le schéma numérique au point j "voit" le miroir de ui,j . Les méthodes ghost cell et
ghost fluid peuvent donc être qualifiées de directes dans le sens où les conditions aux limites sont imposées de
manière "implicite" (le lecteur est renvoyé à l’annexe B.1 pour plus de détails sur les modifications des schémas
numériques propres aux approches directes et indirectes).
1. L’ensemble des couples (i,n) qui apparaissent dans l’équation discrétisée (Allaire, 2005)
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Avantage et limite Même si cette méthode est plus difficile à implémenter que les méthodes de forçage continu
et approche indirecte, elle reste très attrayante comme en atteste ses nombreuses variantes (Berthelsen et Faltinsen,
2008; Mittal et al., 2008). Cependant, comme pour les méthodes précédentes, elle souffre d’oscillations du forçage
(Seo et Mittal, 2011) dans les cas d’objets mobiles.
3.3.2.3 Forçage étalé
La méthode de Uhlmann (2005a) Cette méthode tire profit des avantages des méthodes continues et discrètes.
Elle préconise l’utilisation de points lagrangiens à la frontière de l’objet de manière à étaler le forçage à l’aide
d’une distribution de Dirac discrétisée, tout en estimant précisément le forçage à l’aide d’une méthode discrète.
L’approche de Yuki et al. (2007) : forçage solide Le principe de cette méthode est d’utiliser une fraction
volumique de solide α(x) égale à 1 dans le solide et à 0 dans le fluide. Le forçage est ensuite exprimé en fonction
de α de manière à imposer explicitement la vitesse du solide dans celui-ci, sans toucher aux points fluides situés
loin de l’objet. Grossièrement, en utilisant un schéma prédicteur-correcteur, on peut écrire :
uk = u˜k +α(x)(ukp − u˜k) (3.15)
Cette approche a trois avantages : elle est conceptuellement simple, facile à implémenter, et utilisable dans
des cas d’objets mobiles même si des oscillations du forçage hydrodynamique ont pu être observées (Uhlmann,
2003).
L’approche de Nakayama et Yamamoto (2005) : Smoothed profile method L’idée de cette méthode est
d’obtenir un champ fluide à divergence nulle, non perturbé par la frontière immergée, à partir duquel on calcule
une correction en pression et en vitesse pour imposer les conditions aux limites dues à l’objet. Cette approche est
assez similaire à l’approche de forçage solide car elle utilise une fonction fraction volumique de solide. Cependant
l’imposition des conditions aux limites se fait via la résolution d’une équation de Poisson qui permet de calculer
la correction en pression due à la présence de l’objet. Luo et al. (2009) ont mis en évidence une dépendance
au pas de temps des résultats obtenus par cette méthode. Ainsi diminuer le pas de temps peut conduire à
augmenter l’erreur dans leurs simulations !
3.3.2.4 Remarque sur l’erreur de troncature spatiale
Équation de Poisson 1D Devant le nombre important d’approches de frontières immergées discrètes il est
parfois difficile de s’y retrouver et encore plus de choisir celle qui convient le mieux à une situation physique
donnée. L’objectif de cette partie n’est de pas de faire une revue détaillée de la précision des schémas issus des
approches discrètes mais plutôt d’évaluer sur un exemple simple la précision de méthodes distinctes. Pour cela
nous nous intéressons à une équation de Poisson monodimensionnelle à coefficients constants :
∂2u
∂x2
= f(x) (3.16)
Cette approche s’inspire des travaux de Gibou et al. (2002) qui ont utilisé des équations aux dérivées partielles
simples pour analyser la précision de l’approche ghost fluid, dans le cas de frontières solides immergées. L’équa-
tion 3.16 est discrétisée par différences finies, avec un schéma centré d’ordre 2. On obtient le système suivant :
ui+1 + ui−1 − 2ui =∆x2fi (3.17)
Zhang et Liu (2010) ont récemment soulevé un point intéressant : quelle est la précision des méthodes d’ex-
trapolation solide basées sur un développement de Taylor ? Il apparaît dans leur travaux que la méthode d’ex-
trapolation linéaire qui utilise un point image est inconsistante ! Pour illustrer ce point, plaçons nous dans la
situation de l’image 3.3, en supposant que le schéma numérique B.2, n’est modifié qu’avec ui+1 = up (ce qui est
équivalent à extrapoler une vitesse constante).
En combinant les développements de Taylor on peut montrer que (annexe B.1) :
up + ui−1 − 2ui
∆x2
= (∂2u
∂x2
)
i
+
(Θ2 − 1)
2
(∂2u
∂x2
)
i
−
(1 −Θ)
∆x
(∂u
∂x
)
i
+O(∆x) (3.18)
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Figure 3.3. Représentation du domaine numérique utilisé.
Dans un cas simple comme celui-ci et pour Θ ≠ 1le schéma serait inconsistant. Or Gibou et al. (2002) ont
montré que ce schéma est consistant pour l’équation de Poisson et celle de la chaleur avec une précision enO(∆x).
Il apparaît donc dans ces cas que les développements de Taylor ne sont pas forcément suffisants pour prédire
la précision maximale que l’on peut atteindre avec un schéma numérique, comme pointé par Gibou et Fedkiw
(2005). Pour clarifier les choses nous avons cherché à identifier l’erreur de troncature obtenue en utilisant
différents schémas d’interpolation et d’extrapolation. Les résultats obtenus sont résumés dans le tableau 3.1.
Plus de détails peuvent être trouvés en annexe B.1.
Approche Schéma numérique Précision pour la norme L∞
Interpolation constante ui = up O(∆x)
Interpolation linéaire ui = (up +Θui−1)/(1 +Θ) O(∆x2)
Extrapolation constante ui+1 = up O(∆x)
Extrapolation linéaire ui+1 = 1/Θ(up + (Θ − 1)ui) O(∆x2)
Extrapolation point image ui+1 = 2up − (2Θui + (1 − 2Θ)ui−1) O(∆x2)
Approche naturelle ui+1 = (ui(2Θ2 − 2) + ui−1(Θ −Θ2) + 2up)/(Θ2 +Θ) O(∆x2)
Tableau 3.1. Précision de différentes approches de frontières immergées pour l’équation de Poisson 1D.
Conclusion Toute les méthodes essayées semblent consistantes dans le cas simple de l’équation de Poisson
monodimensionnelle. Comme expliqué par Gibou et Fedkiw (2005), l’analyse classique de consistance par déve-
loppement de Taylor ne semble pas suffisante pour expliquer la précision des schémas. Si l’on suppose que ces
résultats sont extrapolables à la résolution des équations de Navier-Stokes, il apparaît que beaucoup d’approches
discrètes utilisées dans la littérature sont consistantes en espace avec a minima une erreur de troncature d’ordre
1. Cependant dans cette partie nous nous sommes volontairement restreints à la résolution d’une équation simple
sans variation temporelle. Comme nous l’avons vu plus haut, le forçage peut être imposé en différentes instants
de l’avancement de temps. Ce choix-influence t-il la précision en temps des schémas numériques ? Ce point sera
rediscuté plus en détail par la suite avec l’analyse de l’équation de la chaleur 1D.
3.3.3 Les approches conservatives de type cut cell
Un des inconvénients des méthodes précédentes est qu’elles ne sont pas conservatives dans le sens où elles
n’assurent pas la conservation de la plupart des quantités physiques. La masse par exemple n’est pas conservée
et il peut y avoir génération de flux à travers l’objet aussi bien pour les méthodes de forçage continu (Peskin,
2002) que discret (Ikeno et Kajishima, 2007). L’idée des méthodes cut cell est d’appliquer une approche de type
volumes finis aux problèmes de frontières immergées. Cette approche permet la conservation de la masse et de
la quantité de mouvement. Les contours du solide ne coïncidant pas avec le maillage, les mailles sont coupées
par le solide. Ainsi les volumes de contrôle proches du solide deviennent parallélépipédiques (figure 3.4).
La principale difficulté qui apparaît lorsque l’on utilise ce genre de méthode est la génération de cellules
coupées dont le volume peut être arbitrairement petit. La présence de ces petites cellules induit des contraintes
de stabilité et peut changer par ailleurs le nombre d’inconnues à résoudre à chaque pas de temps. Pour pallier
ce problème, Ye et al. (1999) fusionnent ces cellules coupées et les cellules fluides avoisinantes. Cependant la
procédure de fusion est complexe, tout particulièrement pour des géométries tridimensionnelles (Seo et Mittal,
2011).
L’approche originelle de Ye et al. (1999) a été développée sur une grille colocalisée. Pour un maillage décalé,
Cheny et Botella (2010) ont récemment proposé une approche conservative avec une représentation précise des
contours de l’objet par une fonction level set. La précision de cette méthode a depuis été étendue au second
ordre (Bouchon et al., 2012).
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Figure 3.4. Représentation d’une cellule coupée par un solide.
Avantages et limites Le premier avantage de cette méthode est d’être conservative. De plus la dérivation
des schémas numériques est propre à l’approche en volumes finis et est donc "bien posée" mathématiquement.
Le principal défaut de cette méthode est qu’elle est (très) difficile à implémenter. Cette complexité augmente
encore en trois dimensions où le nombre de possibilités topologiques pour les cellules coupées dépasse 100 !
3.3.4 Simulation d’objets mobiles et interactions fluide-structure
3.3.4.1 Couplage des équations fluide-structure
Lorsque le mouvement de l’objet n’est pas fixé, il est nécessaire de prendre en compte le couplage entre son
mouvement et les contraintes exercées par le fluide à sa surface. Deux possibilités s’offrent alors à l’utilisateur.
La première est d’utiliser un schéma explicite, en calculant dans un premier temps par exemple les contraintes
hydrodynamiques sur l’objet et dans un second temps sa vitesse obtenue à partir du principe fondamental de la
dynamique. Les conditions aux limites sur les vitesses et les contraintes ne sont pas vérifiées au même instant.
On parle alors de schéma faiblement couplé (Monasse, 2011). Cette approche naturelle peut cependant être
instable quand le rapport ρp/ρf tend vers zero à cause des effets de masse ajoutée (Hu et al., 1992). La seconde
possibilité est d’imposer les contraintes ainsi que les conditions aux limites au même instant. On parle alors
de schéma fortement couplé. Ce type de schéma est généralement plus coûteux en temps de calcul car il est
nécessaire d’utiliser des méthodes itératives (Monasse, 2011).
3.3.4.2 Oscillation du forçage
Dans cette section nous avons vu que la simulation d’objets mobiles par des méthodes de frontières immer-
gées est souvent rendue difficile par l’apparition d’oscillation du forçage hydrodynamique. Ce phénomène se
manifeste sur la résultante des contraintes hydrodynamiques quand l’objet traverse des mailles. Ces oscillations
semblent être d’autant plus importantes que le pas d’espace est grand et le pas de temps faible (Lee et al., 2011;
Seo et Mittal, 2011). Seo et Mittal (2011) montrent que la source de ces oscillations est principalement due à
la non-conservation de la masse aux points interfaciaux. Cette remarque est en accord avec les conclusions de
Lee et al. (2011). En ajoutant des sources et puits de masse dans le second membre de l’équation de Poisson
de manière à décrire plus fidèlement la conservation dans les cellules interfaciales, ces auteurs diminuent les
oscillations du forçage hydrodynamique.
Quand une méthode de forçage étalé est utilisée, une solution pour diminuer les oscillations est d’augmenter
l’étalement de manière à obtenir une transition plus "douce" entre le solide et le fluide (Bigot et al., 2014;
Uhlmann, 2005a; Yang et al., 2009).
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3.4 L’approche utilisée dans JADIM
La méthode de frontières immergées originelle implémentée dans JADIM devait permettre la simulation
d’objets mobiles pour simuler les écoulements granulaires (Izard, 2014), ainsi que l’interaction entre une particule
et un écoulement stratifié (Bigot et al., 2014). Pour ce faire, l’approche de Yuki et al. (2007) a été choisie, tout
en suivant le schéma d’avancement en temps proposé par Uhlmann (2005a) (notamment pour le calcul des
interactions hydrodynamiques). Une synthèse détaillée de cette méthode peut être trouvée dans l’article de
Bigot et al. (2014). Nous rappellerons brièvement dans cette partie les principales caractéristiques de cette
méthode.
3.4.1 Originalité de la méthode de frontières immergées
L’expression du forçage Comme nous avons pu le voir dans la partie précédente, les contours de l’objet ne
coïncident pas avec les points du maillage et il est généralement nécessaire d’avoir recours à des interpolations
ou extrapolations. Un autre choix est fait ici. Pour localiser et imposer les conditions aux limites, une fonction
α(x) représentant la fraction volumique de solide en un point x du domaine est introduite (Yuki et al., 2007).
Cette fonction prend la valeur 1 dans les mailles solides, une valeur entre 0 et 1 pour les points interfaciaux et
la valeur 0 dans le fluide (figure 3.5). Par ailleurs cette méthode peut être qualifiée de discrète car le terme de
forçage est ajouté dans les équations discrétisées. Il peut s’écrire sous la forme
fIBM = α(x)up +ωp × r − u˜∆t (3.19)
où up désigne la vitesse de la particule,ωp sa vitesse angulaire, r la position relative par rapport à son centre
d’inertie, u˜ la vitesse de la phase fluide et ∆t le pas de temps. Notons qu’avec une telle expression du forçage,
faire tendre ∆t vers zéro est dans l’esprit équivalent à utiliser une méthode de pénalisation (Luo et al., 2009).
La fonction fraction volumique de solide La fraction volumique de solide est calculée dans une boîte entourant
l’objet. Celle-ci a pour dimension la taille caractéristique de la particule ± 3 mailles (figure 3.5).
α = 1
α ∈]0; 1[
α = 0
Rp
Rp + 3∆x
(xp, yp)
●
Figure 3.5. Fraction volumique de solide pour un disque sur un maillage cartésien. La zone foncée désigne celle où où
la fraction volumique est égale à 1, la zone intermédiaire celle où la fraction volumique est comprise entre
0 et 1. Le carré désigne la zone de calcul de la fraction volumique.
Pour une sphère de rayon Rp et de centre de gravité xp, la fraction volumique est définie par (Yuki et al.,
2007) :
α(x) = 1
2
(1 − tanh(∥x − xp∥ −Rp
λσ∆
)) , (3.20a)
λ = ∣nx∣ + ∣ny ∣ + ∣nz ∣, (3.20b)
σ = 0.065(1− λ2) + 0.39, (3.20c)
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Où nx, ny, nz sont les composantes du vecteur n qui désigne la normale sortante à l’objet, σ un paramètre
contrôlant l’épaisseur de l’interface et ∆ = √∆x2 +∆y2 +∆z2 la taille de maille caractéristique. Le coefficient
σ est pris 1,3 fois plus grand que celui proposé originalement par Yuki et al. (2007) pour éviter des oscillations
parasites du forçage (Bigot et al., 2014).
3.4.2 Discrétisation des équations de la particule
Équation du mouvement de l’objet Le calcul précis de la projection du tenseur des contraintes sur la surface
de l’objet demande beaucoup d’effort et n’est pas adapté ici du fait de l’étalement de l’interface. Uhlmann
(2005a) propose plutôt de faire un bilan des forces sur un volume fluide dont les contours suivent ceux de l’objet.
Pour un volume de contrôle Vp coïncidant avec le volume de la particule :
d
dt
∫Vp ρudV = ∫∂Vp σ ⋅ ndS + ρVpg +∫Vp ρfIBMdV (3.21)
d
dt
∫Vp ρr × udV = ∫∂Vp r × (σ ⋅n)dS +∫Vp ρr × fIBMdV (3.22)
Cette formulation permet d’obtenir une expression simple pour l’intégrale surfacique des contributions du
tenseur des contraintes en fonction de l’accélération du volume fluide contenu dans la particule ainsi que des
forçages volumiques extérieurs (ici le forçage IBM et le poids). Notons que la dérivée que nous avons écrite
en faisant le bilan sur le volume fluide est une dérivée lagrangienne qui suit le mouvement du volume au
cours de temps. En supposant que le volume de fluide contenu dans les frontières de l’objet est constant, et
que la masse volumique du fluide l’est aussi, Uhlmann (2003) montre que :
d ∫Vp ρudV
dt
= ρfVp dup
dt
et que
d ∫Vp ρr × udV
dt
= ρf
ρp
Ip
dωp
dt
. D’où :
dup
dt
= g − ρ(ρp − ρ)Vp ∫Vp fIBMdV (3.23a)
dωp
dt
= ρρp(ρp − ρ)Ip ∫Vp r × fIBMdV (3.23b)
3.4.3 La méthode de frontières immergées dans le schéma l’avancement en temps
Le forçage qui permet l’imposition des conditions aux limites est calculé de manière "explicite" (Balaras, 2004;
Uhlmann, 2005a) : le calcul des termes explicites au début d’un pas de temps Runge-Kutta lors de l’étape
prédictrice, nous permet de calculer un forçage IBM qui est ensuite imposé au champ fluide avant la résolution
de l’équation de Stokes. Après cette résolution, les équations du solide sont résolues en discrétisant les équations
3.23 à l’aide d’un schéma Euler amont. Notons que cette façon de faire est encore une fois explicite, c’est-à-dire
que les équations du mouvement solide et de la phase fluide ne sont pas résolues au même instant. L’équation
de Poisson n’est pas modifiée pour prendre en compte la frontière immergée. Les schémas numériques lors d’un
pas Runge-Kutta s’écrivent :
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• La solution au pas de temps n est connue ainsi que les grandeurs intermédiraires au pas n + 1/2
• Schéma de Runge-Kutta / Cranck-Nicolson k=1,2,3 :
– Calcul des termes explicites.
u˜k = ûk−1 +∆t [2αk µn+1/2
ρn+1/2L(uk−1) − 2αk (∇pn−1/2ρn+1/2 − g) − γkN(uk−1) − ζkN(uk−2)] (3.24a)
= ûk−1 +∆t × SM (3.24b)
– Introduction du forçage et résolution d’une equation de Stokes :
fIBM
k = αupk−1 +ωk−1p × r − u˜k
∆t
(3.25a)
ûk − ûk−1
∆t
−αk
µn+1/2
ρn+1/2L(ûk − ûk−1) = SM+ fIBMk (3.25b)
– Mouvement de l’objet
ukp = uk−1p +∆t [2αkg − ρ(ρp − ρ)Vp ∫Vp fIBMkdV ] (3.26)
ω
k
p = ωk−1p −∆t ρρp(ρp − ρ)Ip ∫Vp r × fIBMkdV (3.27)
– Mise à jour de la position de la particule
Xkp =Xk−1p +∆tαk(uk+1p + ukp) (3.28)
• Résolution d’une pseudo-équation de Poisson pour obtenir un champ à divergence nulle et la
pression au pas n+1/2.
Où L et N désignent respectivement les termes linéaire et non-linéaire de l’équation de Navier-Stokes dont
l’expression détaillée peut être trouvée chez Calmet (1995).
3.4.4 Remarques
Au vu du schéma d’avancement en temps et des remarques qui ont pu être faites dans l’état de l’art, plusieurs
questions peuvent être formulées sur cette méthode. Quelle est l’impact du couplage faible entre les équations
solide et fluide ? Quelle est l’influence de l’étalement de la fonction fraction volumique sur les résultats ? Enfin
les deux corrections apportées par l’équation de Stokes et de Poisson, modifient-t-elles la solution de manière
importante ?
3.5 Position du problème et solution apportée
Dans cette partie nous mettons en exergue les problèmes qui apparaissent lorsque l’on utilise la méthode de
frontières immergées implémentée dans JADIM. Nous présenterons ensuite les solutions apportées.
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3.5.1 Modification du forçage
3.5.1.1 Choix de la fonction fraction volumique
Choix de la fonction fraction volumique α Comme pour les méthodes de forçage continu, le choix de la fonction
fraction volumique a son importance. Un juste équilibre doit être trouvé entre le support de la fonction 2 et sa
précision. La fonction tangente hyperbolique est C∞, mais à support non borné. Ainsi, même loin de la particule,
un petit forçage non nul est appliqué (dans la limite de la boîte de calcul précédemment définie). Pour contrôler
l’épaisseur de la zone interfaciale, nous avons préféré utiliser une fonction dont le support est compact dans la
zone interfaciale (Nakayama et Yamamoto, 2005) :
α(x) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 si x ≥ Rp +∆
1
2
[sin (pi(Rp−∣x−xp∣)
2∆
) + 1] si Rp −∆ ≤ x ≤ Rp +∆
1 si x ≤ Rp −∆
(3.29)
Où ∆ = 3/2∆x est l’épaisseur de la région interfaciale. Ce choix n’est pas arbitraire car il contrôle la bonne
description de la couche limite et l’amplitude des oscillations du forçage pour les cas d’objets mobiles. Ce dernier
point sera rediscuté avec un cas test spécifique par la suite. La figure 3.6 montre le comportement des fonctions
sinus et tangente hyperbolique dans la région interfaciale.
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Figure 3.6. Fraction volumique pour une frontière immergée placée en 0. La courbe en pointillés correspond à l’équation
3.20 tandis que la courbe en trait plein correspond à l’équation 3.29 avec un support de trois mailles
Erreur faite sur le volume de la particule Un autre point à prendre en compte dans le choix de la fonction
fraction volumique est sa capacité à décrire le volume de la particule. En effet le calcul des intégrales volumiques
apparaissant dans l’équation du mouvement de la particule se fait en sommant la contribution de chaque maille
de la boîte de calcul pondérée par la fonction fraction volumique.
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Figure 3.7. Erreur commise en calculant le volume à partir de la fraction volumique de solide.
2. La partie du domaine où la fonction est non-nulle. La signification de support est ici élargie pour désigner le plus petit
ensemble tel que la fraction volumique soit comprise entre ]0; 1[
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La figure 3.7 montre l’erreur en pourcentage commise en calculant le volume par intégration de la fonction
fraction volumique dans le cas d’une sphère décrit sur un maillage axisymétrique :
Erreur = Volume calcule avec α −Volume theorique
Volume theorique
= ∑Vp αdV − 4/3πR3p
4/3πR3p (3.30)
L’erreur commise diminue proportionnellement au carré du nombre de points par rayon, mais est cependant
importante quand ce nombre est inférieur à 20, que ce soit pour la fraction volumique en tangente hyperbolique
ou en sinus. Dans la suite sauf mention du contraire 20 points seront utilisés a minima par rayon de particule.
3.5.1.2 Vitesse imposée dans les cellules interfaciales
Le problème De manière à évaluer l’impact du forçage sur la précision des résultats, nous avons simulé un
écoulement de Poiseuille plan avec une frontière immergée (annexe B.2). La principale conclusion de ce test est
que la méthode n’est pas consistante en temps, dans le sens où diminuer le pas de temps ne diminue pas l’erreur
par rapport à la solution théorique et peut même l’augmenter. Ce problème provient visiblement des cellules
interfaciales et plus particulièrement des cellules interfaciales fluides. Ainsi la vitesse dans ces cellules tend vers
la vitesse imposée par le forçage quand le pas de temps est suffisamment petit. Luo et al. (2009) ont observé le
même type d’erreur en temps pour leur méthode. A la vue de nos résultats, et même si le forçage est imposé
différemment dans leur cas, il est probable que l’origine du problème est la même. Une autre conclusion de ce
test est que la fonction fraction volumique a un impact moins important pour les petits pas de temps que pour
les grands.
La solution adoptée : vitesse interpolée dans la région interfaciale La vitesse du fluide tend vers la vitesse
imposée quand le pas de temps devient suffisamment petit. Il paraît donc judicieux d’imposer aux points
fluides de la région interfaciale une vitesse qui s’approche plus de la vitesse du fluide. Pour cela nous avons
mis en place un schéma d’interpolation linéaire multidirectionnel comme celui proposé par Ikeno et Kajishima
(2007). Des développements de Taylor dans les trois directions sont effectués. Ils nous permettent d’obtenir
des formules d’interpolations linéaires. La figure 3.8 illustre une configuration bidimensionnelle. Dans ce cas le
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Figure 3.8. Représentation schématique d’une cellule coupée par le solide. les distances sont mises en évidences pour
faire le lien avec le schéma d’interpolation utilisé.
schéma d’interpolation prend la forme :
uIi,j = 12
ui,j−1∆y +∆yuup
∆yu +∆y
+
1
2
ui+1,j∆y +∆xuup
∆xu +∆y
, (3.31)
vIi,j = 12
vi,j−1∆y +∆yvvp
∆yv +∆y
+
1
2
vi+1,j∆y +∆xvvp
∆xv +∆y
, (3.32)
où uIi,j désigne la vitesse interpolée. Cette méthode permet de garder la formulation initiale tout en augmentant
la précision. De manière à assurer la "continuité" de la vitesse imposée lors du passage des mailles solides à des
mailles fluides, la vitesse désirée prend la forme :
uD = { α(up +ωp × r) + (1 −α)uI si ∥r∥ ≥ Rp(up +ωp × r) si ∥r∥ ≤ Rp (3.33)
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Tandis que l’expression du forçage reste inchangée :
fIBM = αuD − u˜∆t (3.34)
Un autre avantage à l’imposition d’une vitesse interpolée dans la région fluide est d’éviter le problème des
"freshly cleared cell" (Mittal et Iaccarino, 2005). Ce problème apparaît lors de la simulation d’objets mobiles.
Quand une cellule située dans le solide au pas de temps n, se retrouve dans le fluide au pas de temps n+1,
son historique en temps n’est plus valide. C’est à dire que tous les termes calculés explicitement notamment le
gradient de pression n’ont pas de signification physique. La solution adoptée généralement, est d’interpoler la
vitesse aux points problématiques en utilisant les points voisins qui ont un historique en temps valide.
3.5.2 Amélioration de la condition de non-pénétration pour les bas nombres de Reynolds
Durant l’avancement en temps, la résolution de l’équation de Stokes instationnaire ajoute une contribu-
tion en O(ν∆t2) à la vitesse après imposition du forçage (annexe B.3). Cette contribution est donc d’autant
plus pénalisante que les effets visqueux sont importants. Des tests effectués en annexe B.3, illustrent ce pro-
blème et notamment le fait qu’augmenter la résolution spatiale n’améliore pas la situation. Pour pallier ce
problème, Kempe et Fröhlich (2012) proposent de résoudre l’équation de Stokes puis de faire une boucle de
forçage sur quelques itérations de manière à imposer plus exactement la condition aux limites. Certains auteurs
(Fadlun et al., 2000) ont pris le parti d’imposer implicitement la condition aux limites. De manière à faire tendre
la correction en vitesse due à l’équation de Stokes vers zéro, nous avons créé une boucle sur cette étape et sur le
forçage. L’idée est de calculer une première estimation du forçage, de résoudre l’équation de Helmholtz puis de
recalculer un forcage résultant de la différence entre le champ obtenu après la boucle de Stokes et le champ désiré.
Ce forçage est ensuite ajouté à la première estimation du forçage et l’équation de Stokes est de nouveau résolue.
Les tests effectués en annexe B.3 sur l’équation de la chaleur monodimensionnelle ainsi que sur un cylindre en
rotation libre montrent que ces itérations de forçage diminuent bien l’impact de la correction visqueuse. En
pratique nous nous limiterons à 2 itérations. Pour éviter la "solidification" des points fluides proches de l’objet,
lors de la ième itération, les forçage est choisi de la forme fIBM = α2i(uD − u∗)/∆t, de telle sorte que pour un
nombre d’itérations suffisamment important il n’est plus exercé que dans la région strictement solide.
3.5.3 Modification de l’équation de la particule
Position du problème Comme nous l’avons souligné dans la partie précédente, le rapport de densité so-
lide/fluide atteignable numériquement possède une borne inférieure pour les schémas numériques qui couplent
explicitement le mouvement du solide et du fluide. Ce problème ne se restreint pas aux méthodes de frontières
immergées et concerne toutes les approches d’interaction fluide-structure (Monasse, 2011). Dans le cas de l’in-
teraction entre un solide et un fluide incompressible Hu et al. (1992) ont identifié la contrainte de stabilité : le
couplage explicite entre les équations du solide et du fluide devient instable quand la masse de la particule est
plus petite que sa masse ajoutée. Cette condition est contraignante, mais dans le cas d’une sphère elle impose
seulement que ρp ≥ 1/2ρ1. Il semble que dans notre cas la contrainte soit beaucoup plus importante. Pour une
particule sphérique, le schéma est instable pour une densité de la particule 1.5 fois plus grande que celle du
fluide. Ce problème avait déjà été décrit par Uhlmann (2005a). Une explication de ce phénomène basée sur le
principe du maximum discret (Allaire, 2005) et s’inspirant du travail de Hu et al. (1992) est présentée en annexe
B.4. Elle indique un critère de stabilité plus restrictif, c’est à dire ρp ≥ ma/Vp + ρ1. Cette limitation provient
de l’hypothèse faite par Uhlmann (2005a), pour approcher l’accélération du volume fluide entourant l’objet (cf
annexe B.4).
Modification du schéma numérique pour simuler des particules légères Kempe et Fröhlich (2012), ont ré-
cemment proposé un schéma numérique simple qui s’affranchit de la contrainte de stabilité de Uhlmann (2005a),
pour retrouver celle de Hu et al. (1992). Le principal problème vient de l’hypothèse faite sur la dérivée tem-
porelle de la quantité de mouvement contenue dans le volume solide. Kempe et Fröhlich (2012) proposent de
calculer cette intégrale avec un schéma d’Euler. Ils utilisent pour cela une fonction level-set. Dans notre cas ce
n’est pas nécessaire puisque la fonction fraction volumique α permet ce calcul.
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3.5.4 Résumé de la procédure d’avancement en temps
La procédure d’avancement en temps suit donc le même cheminement que la méthode originelle, avec les
changements expliqués précédemment :
• La solution au pas de temps n est connue ainsi que les grandeurs intermédiraires au pas n + 1/2
• Schéma de Runge-Kutta / Cranck-Nicolson k=1,2,3 :
– Calcul des termes explicites.
u˜k,1 = ûk−1 +∆t [2αk µn+1/2
ρn+1/2L(uk−1) − 2αk (∇pn−1/2ρn+1/2 − g) − γkN(uk−1) − ζkN(uk−2)]
(3.35a)
= ûk−1 +∆t × SM (3.35b)
– Introduction du forçage et boucle sur l’équation de Stokes :
do s = 1 ∶ N
fk,s = fk,s−1 + α2s−1uk,sD (upk−1,ωk−1p , u˜k,s) − u˜k,s
∆t
(3.36a)
u˜k,s+1 − ûk−1
∆t
−αkν
n+1/2L(u˜k,s+1 − ûk−1) = SM+ fk,s (3.36b)
end
– Mouvement de l’objet avec ûk = u˜k,N+1 :
ukp = uk−1p +∆t [2αkg(1 − ρ
ρp
) − ρ
ρpVp
∫Vp fk,NdV ] + ρρpVp (∫Vp ûkdV −∫Vp ûk−1dV )
(3.37)
ωp
k = ωpk−1 −∆t ρ
Ip
∫Vp r × fk,NdV +
ρ
Ip
(∫Vp r × ûkdV −∫Vp r × ûk−1dV ) (3.38)
(3.39)
– Mise à jour de la position de la particule
Xkp =Xk−1p +∆tαk(uk+1p + ukp) (3.40)
• Résolution d’une pseudo-équation de Poisson pour obtenir un champ à divergence nulle et la
pression au pas n+1/2
3.6 Validation de la méthode de frontières immergées
3.6.1 Cylindre oscillant dans un écoulement uniforme
Présentation Nous étudions ici l’écoulement créé par un cylindre en translation verticale dans un écoule-
ment uniforme. Si la fréquence d’oscillation du cylindre est proche de la fréquence "naturelle" de détachement
tourbillonnaire, la fréquence des lâchers devient périodique (figure 3.9a). Ce test a notamment été utilisé par
Uhlmann (2005a) pour mettre en évidence les oscillations du forçage hydrodynamique. C’est dans ce but que
nous l’utilisons également. Le nombre de Reynolds Re basé sur le diamètre et la vitesse imposée à l’infini est
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Forçage CD
Fraction volumique lineaire 1.2371
Fraction volumique sinus + interp 1.2564
Fraction volumique sinus - interp 1.3146
Uhlmann (2005a) 1.38
Lu et Dalton (1996) 1.25
Tableau 3.2. Coefficient de trainée moyenné.
égal à 185. Le mouvement du cylindre est décrit par :
yp(t) = A sin(2πff t) (3.41)
Où A=0.4Rp correspond à l’amplitude des oscillations et ff = 0.8×0.52 à la fréquence naturelle de détachement
tourbillonnaire (0.52 Hz) multipliée par 0.8. Le domaine utilisé est carré, de taille 60Rp×60Rp. Le diamètre de la
particule est décrit 40 mailles. Le coefficient de traînée est calculé à partir de la définition CD = Fhydro/(2ρR2pu2∞).
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(a) Représentation des contours de vorticité pour t = 40s.
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Figure 3.9. Représentation des contours de vorticité en aval du cylindre oscillant et coefficient de traînée pour différents
cas. La courbe bleu foncé correspond aux cas avec forçage sans interpolation. La courbe bleu clair, au schéma
défini dans la section précédente et la courbe orange au schéma défini dans la section précédente mais avec
une fraction volumique linéaire.
Essais réalisés Nous présentons trois essais différents :
• pour le premier nous utilisons la fraction volumique en sinus définie par l’équation 3.29. Le forçage est
celui implémenté dans la version originelle de JADIM, i.e. celui qui utilise la vitesse de la particule comme
vitesse imposée (noté Fraction volumique sinus - interp).
• le second utilise toujours la fonction fraction volumique en sinus mais cette fois la vitesse imposée par le
forcage utilise une vitesse interpolée pour les cellules fluides (equation 3.33, noté Fraction volumique sinus
+ interp).
• enfin le troisième cas utilise le forcage avec une vitesse interpolée, mais avec une fraction volumique linéaire
dont le support est seulement d’une maille (noté Fraction volumique linéaire).
L’amplitude des oscillations observées dans le cas de la fraction volumique linéaire ne permet pas de simuler
avec précision le mouvement du cylindre. En choisissant la fraction volumique en sinus et en augmentant son
étalement à trois mailles, on diminue grandement l’amplitude des oscillations. De manière intéressante, les
oscillations dues au forçage sans interpolation sont plus importantes qu’avec le schéma d’interpolation présenté
plus tôt. Même si il reste des oscillations du forçage, elles sont de très faible amplitude. Le tableau 3.2 montre
que le schéma développé précédemment donne des résultats très proches de ceux de référence dans la littérature
(Lu et Dalton, 1996). Au contraire, imposer la vitesse du solide dans la région fluide impacte le calcul de
la force de traînée qui est surestimée. Cela semble logique puisque la force hydrodynamique est directement
proportionnelle au forçage IBM. En imposant la vitesse du solide aux points fluides interfaciaux, on augmente
artificiellement la valeur du forçage, ce qui à son tour augmente la valeur de la trainée.
46
3.6.2 Chute d’une sphère dans un fluide au repos
De manière à valider à la fois la méthode de frontières immergées et le couplage fluide-structure, nous étudions
la chute libre d’une sphère dans un écoulement homogène. 3. Le domaine est axisymétrique de longueur 21.33Rp
et de rayon 6.66Rp ce qui correspond à la taille du container utilisé expérimentalement par Ten Cate et al.
(2002). Notons cependant que ledit container est parallépipédique tandis que le notre est cylindrique. Nous
supposons que les effets de confinement latéral sont suffisamment faibles pour que cela n’influence pas les
résultats. Le maillage est uniforme avec une taille de cellule de Rp/20. Ce choix correspond à celui effectué par
Kempe et Fröhlich (2012). Les propriétés physiques de la sphère et des fluides sont les mêmes que dans l’étude
originale de Ten Cate et al. (2002). Enfin la sphère est lâchée à 17Rp du bas de la cuve et le pas de temps est
choisi suffisamment petit pour que les corrections décrites précédemment n’influencent pas la solution.
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Figure 3.10. Les points correspondent aux résultats expérimentaux de Ten Cate et al. (2002) pour quatre nombres de
Reynolds. Les lignes désignent les résultats numériques.
La figure 3.10 montre le bon accord entre nos simulations et les résultats expérimentaux. L’écart entre les
deux séries de résultats semble augmenter quand le nombre de Reynolds diminue, sans doute à cause de la
correction visqueuse discutée dans la partie précédente.
3.6.3 Conclusions et perspectives
Nous avons mis en place différentes solutions pour pallier les problèmes de la méthode de frontière immergée
originellement implémentée dans JADIM. Le premier point a été d’améliorer la description de la couche limite.
Nous avons pour cela fait le choix d’utiliser une interpolation linéaire pour les cellules fluides proches de l’objet.
Cette modification diminue grandement la dépendance au pas de temps. Cette dépendance a aussi été réduite
en mettant en place des boucles sur l’étape de résolution du problème de Stokes. Ces boucles ont bien sûr un
effet sur le temps de calcul, mais ne pas les utiliser peut être préjudiciable pour des écoulements très visqueux.
Enfin nous avons modifié le schéma numérique décrivant le mouvement de la particule pour pouvoir simuler
des particules légères. Il existe encore une limite inférieure pour la densité de la particule mais celle-ci n’est pas
pénalisante vis-à-vis de nos conditions expérimentales.
3.7 Couplage avec le modèle à un fluide
Il est nécessaire d’avoir une bonne description du solide en mouvement, des phases en présence, mais aussi
d’assurer le couplage entre les deux. Le couplage entre ces deux parties intervient à la fois dans le forçage que
l’on ajoute discrètement pour que le fluide ressente le solide, mais aussi au travers du forçage hydrodynamique
exercé par le fluide sur le solide. Par ailleurs, nous supposerons toujours qu’un film liquide reste intercalé entre
la sphère et l’interface. Il n’y a donc jamais de ligne triple présente dans les simulations présentées par la suite.
Cette hypothèse, confortée par les expériences, suppose que le paramètre d’étalement est positif, pour qu’il n’y
3. Un grand merci au Dr Ten Cate, pour nous avoir communiqué ses résultats sous format numérique.
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ait pas de démouillage liquide-liquide. Il pourrait cependant être intéressant de se demander ce qui se passerait
si le démouillage se faisait de manière spontanée, c’est à dire si le film intercalé entre l’interface et le solide était
dans une configuration instable en-dessous d’une épaisseur critique (De Gennes et al., 2002). Un tel problème
nécessiterait des développements très précis tant au niveau de la technique de frontières immergées qu’au niveau
du suivi de l’interface et ne se marierait que difficilement avec notre description "diffuse" de l’interface solide-
liquide étalée sur plusieurs mailles.
3.7.1 Ajout de la force capillaire dans les étapes du schéma de Runge-Kutta
La force hydrodynamique exercée par le fluide sur le solide est recalculée à chaque pas du schéma de Runge-
Kutta. En calculant la force capillaire au début d’un pas de temps, il est nécessaire de redistribuer cette force
à chaque sous-pas du schéma, pour être sûr que l’objet immergé ressente cette force. La figure 3.11 illustre ce
point. Sans redistribuer la force à chaque sous pas, l’objet passe à travers l’interface, tandis qu’en redistribuant
cette force à chaque sous pas, l’objet flotte ce qui correspond à ce qui est observé expérimentalement.
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1-1 0
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Figure 3.11. Simulation de la chute d’une sphère de polyacetal au travers d’une interface H47V100-eau. En haut : sans
prise en compte de la force capillaire dans les étapes du schéma de Runge-Kutta. En bas : avec prise en
compte de cette force à chaque sous-pas. Les contours colorés correspondent à des isocontours de vorticité.
3.7.2 Résolution du schéma Flux Corrected Transport (FCT)
Puisque l’avancement en temps de la frontière immergée se fait au sein des étapes du schéma de Runge-Kutta,
il est naturel de se demander quel est l’impact de l’avancement en temps du taux de présence réalisé en dehors
de celui-ci. Trois raisons majeures nous poussent à laisser cet avancement en dehors des étapes du schéma de
Runge-Kutta :
1. effectuer l’avancement du taux de présence à chaque pas du schéma de Runge-Kutta signifie modifier le
taux de présence avec un champ de vitesse à divergence non-nulle
2. du point de vue de la diffusion numérique il y a une différence entre effectuer trois fois l’opération plutôt
qu’une fois (Benkenida, 1999)
3. cette opération a un impact non négligeable sur le temps de calcul
Nous avons cependant réalisé l’avancement en temps du taux de présence à chaque sous-pas du schéma de
Runge-Kutta, dans des cas de traversée d’interface par une sphère. Les résultats ont été très similaires à ceux
obtenus avec l’algorithme classique. Seuls des écarts de l’ordre de quelques % ont été observés sur le volume de
liquide léger emporté par la sphère.
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4
Eléments de théorie
Ce chapitre vise à identifier de manière théorique certains mécanismes qui apparaissent lors de la traversée
d’une interface liquide-liquide par un obstacle. Les différents modèles développés sont ensuite discutés à la lumière
des résultats de la littérature.
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La traversée d’une interface entre deux liquides par un objet est un problème à frontière libre fortement
non-linéaire. Il apparaît donc inenvisageable d’établir une théorie générale permettant la compréhension des
différentes situations physiques rencontrées. L’idée de ce chapitre est de décomposer ce problème complexe en
différentes configurations plus simples, valables pour une gamme limitée de paramètres physiques. Ainsi après
une courte partie définissant les nombres sans dimension associés au problème, nous donnerons des éléments
de compréhension du drainage du film mince qui s’intercale entre la sphère et l’interface. Cette section nous
permettra par la suite d’évaluer les contraintes exercées par le film sur la sphère. La troisième section portera
sur le cas idéalisé d’un plan de particules fluides mis en mouvement par une sphère à vitesse constante. Cette
partie nous permettra de quantifier l’effet du nombre de Reynolds sur la déformation de l’interface. Dans la
quatrième section, nous nous intéresserons à la dynamique de la colonne entraînée dans l’approximation des
ondes longues (Eggers et Dupont, 1994). Les équations d’évolution obtenues permettront une analyse de stabilité
de la colonne. La cinquième partie aura pour objectif d’établir un bilan des forces statiques sur la sphère, qui
fournira des critères simples de traversée de l’interface. Cette partie nous aidera ensuite à construire un bilan
des forces dynamiques sur la sphère dans certains cas limites. Les résultats des parties précédentes seront utilisés
notamment dans le but de quantifier l’impact de la colonne entraînée sur la dynamique de la sphère. Dans la
dernière partie nous discuterons les modèles présentés en les comparant aux simulations numériques disponibles.
4.1 Nombres sans dimension
Dans tout ce qui suit les paramètres associés aux liquides lourds auront pour indice 2, et ceux associés aux
liquides légers auront pour indice 1. Huit paramètres physiques indépendants qui gouvernent le problème (figure
4.1) :
• les trois masses volumiques ρ1, ρ2, ρp
• les deux viscosités µ1, µ2
• la tension interfaciale γ
• l’accélération de la pesanteur g
• le rayon de la sphère Rp
Rp
z
r
ρ1, µ1
ρ2, µ2
γ
ρp
g
Figure 4.1. Sphère arrivant à une interface liquide-liquide. Le trait en pointillés désigne l’interface plane initiale.
D’après le théorème de Vaschy-Buckingham il est possible de construire 5 nombres sans dimension, 3 pour les
fluides et 2 pour le solide :
Fluide
Bo = (ρ2 − ρ1)gR2p
γ
λ = µ2
µ1
ζ = ρ2 − ρ1
ρ1
(4.1)
Solide
Ar = Rpρ1
µ1
√
gRp(ρp
ρ1
− 1) ζ∗ = ρp − ρ1
ρ1
(4.2)
Le nombre de Bond Bo compare les effets de flottabilité aux effets capillaires et le nombre d’Archimède Ar peut
être interprété comme un nombre de Reynolds basé sur une vitesse gravitaire.
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4.2 Éléments de compréhension du drainage d’un film mince
4.2.1 Introduction
Dans ce chapitre nous nous plaçons dans le référentiel de la particule et donnons quelques éléments de
compréhension de la dynamique du film intercalé entre la sphère et l’interface. Ce problème a déjà été largement
étudié dans le cas statique (Hartland, 1969; Jones et Wilson, 1978; Smith et Van De Ven, 1984), mais il ne
semble pas y avoir d’étude dans le cas dynamique où la sphère et l’interface sont mobiles.
4.2.2 Dérivation des équations dans l’hypothèse de lubrification
eρeφ
Rp φ
ρ
ρ1, µ1ρ2, µ2
up(t)
zp
xp
h(φ,t)
g
θ
Figure 4.2. Représentation schématique du drainage d’un film dans le référentiel de la sphère. L’épaisseur du film est
notée h(φ, t).
Nous nous plaçons dans le référentiel de la particule, dont les axes sont notés xp, yp, zp (dessin 4.2). La particule
est donc fixe, et soumise à un écoulement ayant une vitesse up(t) à l’infini. Nous supposons que la particule
n’a pas de mouvement de rotation. Le système de coordonnées utilisé correspond aux coordonnées sphériques(ρ, θ, φ). Pour éviter toute ambiguïté entre la masse volumique des fluides et la coordonnée radiale, la masse
volumique sera toujours accompagnée de l’indice désignant le fluide auquel elle est rattachée. L’approximation
de lubrification se base sur l’hypothèse qu’une échelle de longueur est beaucoup plus grande qu’une autre. Pour
une dérivation détaillée des équations de lubrification dans différentes configurations le lecteur est renvoyé au
livre de Leal (2007). Ici nous supposons que l’épaisseur initiale du film est très petite devant le rayon de la
particule ce qui peut s’écrire h0/Rp = ε≪ 1. Bien entendu cette hypothèse n’est valable que pour une certaine
gamme d’angles φ. En normalisant le problème et en supposant que ε et εRe sont ≪ 1 où Re désigne le nombre
de Reynolds dans le film, il est possible de montrer que (cf annexe C.2) :
∂uρ
∂ρ
+
1
ρ sinφ
∂
∂φ
(sinφuφ) = 0. (4.3a)
0 = − 1
ρ1
∂p
∂ρ
− cosφ(g + dup
dt
) (4.3b)
0 = − 1
ρ1ρ
∂p
∂φ
+ sinφ(g + dup
dt
) + ν1 ∂2uφ
∂ρ2
(4.3c)
Plusieurs remarques peuvent être faites dès à présent. Le jeu d’équations 4.3 est similaire à celui obtenu par
Jones et Wilson (1978) dans un cas statique, mis à part la force fictive induite par dup/dt. Cette remarque est
importante car elle signifie que, même dans un cas dynamique certaines lois d’échelles typiques des cas statiques
peuvent être trouvées. Ainsi, comme pour le cas statique, l’écoulement dans le film est gouverné par le gradient
de pression azimuthal. Cependant si les équations sont semblables ce n’est pas du tout le cas des conditions
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aux limites qui vont nécessairement faire apparaître des termes de cisaillement et de pression dynamique à
l’interface.
4.2.3 Écriture des conditions aux limites
4.2.3.1 Conditions aux limites cinématiques
En intégrant l’équation de conservation de la masse sur l’épaisseur du film et en utilisant la condition aux
limites cinématique, il est possible de montrer que l’équation d’évolution du film prend la forme (cf annexe
C.2) :
∂h
∂t
+
1
ρ sinφ
∂
∂φ
(sinφ∫ Rp+h
Rp
uφdρ) = 0 (4.4)
4.2.3.2 Discussion des conditions aux limites dynamiques pour de petits et grands rapports de viscosité
Une dérivation détaillée des conditions aux limites dynamiques peut être trouvée en annexe C.2. Nous donnons
ici des éléments de compréhension pour de petits et grands rapports de viscosité notés λ = µ2/µ1
Solide
Film liquide
µ1
µ2
up(t)
Solide
Film liquide
µ1
µ2
up(t)
Figure 4.3. Représentation schématique d’un film cisaillé pour λ≪ 1 à gauche et λ≫ 1 à droite.
Discussion sur l’égalité des contraintes tangentielles Les figures 4.3 montrent de manière schématique les
profils de vitesse dans le film pour des rapports de viscosité très grands et très faibles. Dans le cas λ ≪ 1,
l’égalité des contraintes tangentielles implique qu’à l’ordre dominant ∂uφ/∂ρ ≃ 0 dans le fluide 1, à la surface du
film. Ce résultat n’est cependant pas immédiat car il suppose certaines hypothèses sur l’épaisseur de la couche
limite dans le fluide 2. Il est possible d’imaginer une situation où la vorticité est localisée dans une couche très
fine dans le fluide 2. Dans ce cas la dérivée radiale de la vitesse selon φ sera non nulle à l’interface. Pour le cas
λ≫ 1, l’égalité des contraintes tangentielles permet de montrer qu’à l’ordre dominant ∂uφ/∂ρ ≃ 0 dans le fluide
2. Ce résultat n’est encore une fois valable que pour une certaine épaisseur de la couche limite dans le fluide 2.
Dans cette section nous supposerons que l’épaisseur de la couche limite dans le fluide 2 est telle que la dérivée
radiale de la vitesse selon eφ soit nulle dans le fluide 1, pour les petits rapports de viscosité et qu’elle soit nulle
dans le fluide 2 pour de grands rapports de viscosité. Que ce soit pour une bulle ou une sphère solide, qui
peuvent être vues comme deux cas limites d’une sphère entourée d’un film liquide dans la limite des grands et
petit rapport de viscosité, l’épaisseur de la couche limite est donnée par δ ∼ Rp/Re1/22 où Re2 = upRp/ν2 désigne
le nombre de Reynolds dans le fluide 2. Les hypothèses sur la couche limite, traduites en terme de nombre de
Reynolds, sont résumées dans le tableau suivant :
Cas Contrainte tangentielle Gamme de validité
λ≪ 1 ∂u1φ
∂ρ
≃ 0 Re2 ∈ [0;(Rph0 )2]
λ≫ 1 ∂u2φ
∂ρ
≃ 0 Re2 ∈ [(Rph0 )2 ;+∞[
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Les conditions sur l’interface dérivées précédemment influencent la vitesse à laquelle le film va être drainé.
Dans le cas où le fluide extérieur est très visqueux, le gradient de vitesse azimutale dans la direction radiale est
faible, et la vitesse imposée au film est donc proche de up. Pour le cas opposé des petits rapports de viscosités du
fait de l’égalité des contraintes tangentielles, la vitesse dans le film est beaucoup plus faible que celle de l’objet
et le drainage est donc bien plus lent. Dans le cas des grands rapports de viscosités, une étude quantitative
semble plus difficile puisque la vitesse de glissement n’est pas connue. Cependant, et nous y reviendrons par la
suite, il est possible de trouver une équation d’évolution en prenant la vitesse de glissement comme inconnue.
L’égalité des contraintes normales Dans le cas des faibles rapports de viscosités, l’égalité des contraintes
normales à l’interface se réduit à l’égalité des pressions, plus la surpression capillaire (cf C.2) . En effet les
contraintes visqueuses sont négligeables devant la pression 1. Comme nous avons pu le voir, la vitesse de drainage
est aussi conditionnée par le gradient de pression azimutal. Dans le cas des grands rapports de viscosités, la
viscosité du fluide 2 s’oppose à la déformation de l’interface (Bonhomme et al., 2012). Cela crée un gradient
de pression azimutal plus important que dans le cas des faibles rapport de viscosité et donc un drainage plus
rapide.
4.2.4 Le cas des petits rapports de viscosités λ≪ 1
L’équation d’évolution En utilisant les équations et hypothèses précédentes, l’équation d’évolution du film
pour de petits rapports de viscosité devient (cf C.2) :
∂h
∂t
+
1
3µ1Rp sinφ
∂
∂φ
(sin2 φh3 [(ρ1 − ρ2)(g + dup
dt
) − 2γ
Rp sinφ
∂κ
∂φ
]) = 0, (4.5)
où κ désigne la courbure moyenne de l’interface. L’équation 4.5 nous permet d’identifier les mécanismes qui
contribuent au drainage du film : la force de flottabilité corrigée de l’accélération de la particule ainsi que le
gradient de pression capillaire. Cette équation est similaire à celle que l’on obtient dans des configurations
statiques (Jones et Wilson, 1978), mis à part le terme d’accélération de la particule.
Temps de décroissance caractéristique pour φ ≃ π L’expression asymptotique de la courbure moyenne peut
être trouvée en annexe C.2. Elle est constante à l’ordre dominant et il est nécessaire d’aller à l’ordre suivant
si l’on veut faire apparaître les gradients de pression capillaire dans le bilan. Cet effet a été étudié en détail
par Jones et Wilson (1978) et dans la suite nous considérerons en première approximation la courbure comme
constante 2. Ainsi pour des configurations où la vitesse de la particule est constante, et où l’épaisseur peut être
considérée indépendante de φ il est possible de retrouver une décroissance du film en t−1/2 pour φ ≃ π. La
principale hypothèse étant que l’epaisseur de film ne dépend pas de φ. Celle-ci n’est pas valable partout dans le
film dans des configurations statiques et cela entraîne un régime de drainage différent quand le nombre de Bond
est petit devant 1 (Jones et Wilson, 1978). Pour une sphère se mouvant à vitesse constante et dans la limite
φ ≃ π, l’équation 4.5 devient :
∂h
∂t
+
1
3µ1Rpφ
∂
∂φ
(h3φ2 [(ρ2 − ρ1)g]) = 0 (4.6)
Puisque h ne dépend pas de φ dans cette région (axisymétrie du problème), nous obtenons la solution aux temps
longs :
h = ( 2
3µ1Rp
[(ρ2 − ρ1)g])−1/2 t−1/2 (4.7)
Cette décroissance de l’épaisseur du film est typique des cas où les effets de flottabilité dominent sur les effets
capillaires (Jones et Wilson, 1978).
1. Pour λ ≪ 1 la pression dynamique dans le fluide 2 est aussi négligeable à l’ordre dominant. Cependant pour λ ≈ 1 il est
nécessaire de la prendre en compte.
2. Il serait pertinent d’effectuer le raccordement entre les équations décrivant l’évolution du film interstitiel ainsi que celles de la
colonne. En effet la pression capillaire étant de l’ordre de γ/Rp dans la colonne, et de 2γ/Rp dans la calotte sphérique, le gradient
de pression capillaire dans le film est non nul.
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4.2.5 Le cas des rapports de viscosités proches de 1
Dans le cas où l’égalité des contraintes tangentielles ne permet pas d’obtenir ∂u1φ/∂ρ = 0 à l’ordre dominant,
il est possible d’imposer une vitesse de glissement au niveau de l’interface, notée ug(φ, t). En négligeant les
contraintes visqueuses dans le bilan des contraintes normales, l’équation d’évolution devient (cf C.2) :
∂h
∂t
+
1
12µ1Rp sinφ
∂
∂φ
(sin2 φh3 [(ρ1 − ρ2)(g + dup
dt
) − 1
Rp sinφ
∂P2
∂φ
−
2γ
Rp sinφ
∂κ
∂φ
] + 6µ1ugh sinφ) = 0,
(4.8)
où P2 est la pression modifiée dans le fluide 2 (sans la contribution hydrostatique ni le terme d’accélération de
la particule). Malgré leur forme semblable les équations 4.8 et 4.5 donnent des solutions sensiblement différentes.
L’apparition du gradient de pression dynamique exercé par le fluide 2 dans 4.8, va favoriser le drainage. De
plus la présence de la vitesse de glissement change complètement la forme des solutions. Si nous reprenons le
cas précédent avec un gradient de pression dynamique constant ainsi qu’une vitesse de glissement constante, la
décroissance de l’épaisseur du film aux temps longs 3, n’est pas en t−1/2 mais en 1/(eug/Rpt)1/2.
En résumé
• Dans le cas du drainage d’un film avec un petit rapport de viscosité µ2/µ1 ≪ 1, 2 paramètres
influencent la vitesse de drainage :
– la force de flottabilité modifiée par l’accélération de la particule. Quand la particule accélère,
le drainage est plus rapide
– le gradient de pression capillaire
• Dans le cas des grands rapports de viscosités, le drainage est beaucoup plus rapide du fait d’une
part du gradient de pression dynamique exercé par le fluide 2 et d’autre part car la vitesse de
glissement à l’interface est plus importante.
4.3 Déformation d’un plan de particules fluides
4.3.1 Introduction
Dans cette partie nous considérons le déplacement d’un plan de particules fluides traversé par un objet se
déplaçant à vitesse constante. Nous considérons trois régimes d’écoulements différents dans le cas d’une sphère :
l’écoulement de Stokes, valable à petit nombre de Reynolds, l’écoulement d’Oseen qui prend en compte de faibles
effets d’inertie, et les écoulements potentiels qui supposent que le mouvement du fluide est irrotationnel. Pour
ce dernier le volume délimité par le plan non-perturbé et la déformée du plan emporté à l’infini par l’objet peut
être relié à la masse ajoutée de la sphère. Ce concept est appelé dérive de Darwin (Darwin, 1953).
3. L’équation 4.6 est directement intégrable, mais dans le cas λ ≈ 1 la résolution de l’équation 4.8 requiert la substitution
H(t) = 1/h(t)2 pour être transformée en une équation différentielle linéaire du premier ordre (Bender et Orszag, 1999, p. 20).
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Dérive de Darwin
Le concept de dérive de Darwin (Darwin drift en anglais) a été introduit par Darwin (1953) a. Celui-ci a
montré que le volume compris entre la position initiale et finale d’un plan de particules fluides traversé
par un objet sur une distance infinie dans un domaine non-borné en écoulement potentiel est égale
au coefficient de masse ajoutée du corps multiplié par son volume. Eames et al. (1994) ont cependant
pointé les ambiguïtés mathématiques qu’il est nécessaire de clarifier pour obtenir ce résultat sous forme
d’un théorème. De plus quand l’objet démarre à une distance finie du plan de particules fluides, le
déplacement lagrangien de la surface n’est pas positif partout (dessin 4.4). Le concept de déplacement
lagrangien sous-jacent à la dérive de Darwin a donné naissance à de nombreuses études. Le lecteur pourra
trouver une liste exhaustive d’applications de ce concept dans la revue de Eames (2003). Eames et al.
(2003) ont étudié le déplacement lagrangien d’un plan de particules fluides due au mouvement d’une
goutte sphérique en écoulement de Stokes. En utilisant un argument géométrique dû à Yih (1985), ils
ont pu déterminer le volume entraîné. Le régime de Stokes est complètement différent du cas potentiel
puisque toutes les particules fluides sont déplacées dans la direction de translation de la sphère. Il n’y
a pas de zone de reflux et l’écoulement créé par le déplacement de l’objet décroit si faiblement que le
volume entraîné devient rapidement non-borné.
a. Pour une animation montrant le déplacement de particules fluides situées initialement dans un plan perpendiculaire
au mouvement d’une sphère, le lecteur est renvoyé à la page sur la dérive de Darwin de Wikipedia en anglais : https ∶
//en.wikipedia.org/wiki/Darwin_drift
Ce qui nous intéresse ici n’est pas à proprement parler le concept de dérive de Darwin mais plutôt l’influence
du nombre de Reynolds sur le déplacement d’un plan de particules fluides. Cette approche a été récemment
utilisée par Camassa et al. (2008).
4.3.2 Déplacement d’un plan de particules fluides
z
r
ρ
φ
up
zp
xp
Volume negatif (reflux Vr)
h0
(a)
Vcyl
Vcol
Ve = Vcyl + Vcol
(b)
Figure 4.4. A gauche : déplacement d’un plan de particules engendré par le mouvement d’une sphère. La région grisée
au dessus du plan z = 0 correspond au volume de reflux. A droite : convention prise pour le calcul des
volumes, dans le cas du déplacement d’un plan de particules engendré par le mouvement d’une sphère en
écoulement de Stokes.
Nous considérons trois types d’écoulement autour de la sphère dans le référentiel de celle-ci.
Ecoulement de Stokes Pour un nombre de Reynolds nul, le champ de vitesse s’écrit (Guyon et al., 1994) :
uρ = up cosφ[1 − 3Rp2ρ + R3p2ρ3 ] uφ = up sinφ[3Rp4ρ + R3p4ρ3 − 1] (4.9)
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Ecoulement potentiel Dans le cas d’un écoulement potentiel, le champ de vitesse prend la forme (Guyon et al.,
1994) :
uρ = up cosφ[1 − R3p
ρ3
] uφ = −up sinφ[1 + R3p2ρ3 ] (4.10)
Ecoulement d’Oseen La solution d’Oseen donne la forme approchée d’un écoulement faiblement inertiel autour
d’une sphère en translation. Cette solution correspond à la solution composite c’est à dire au raccord entre
l’expansion proche de la sphère (de Stokes) et celle dans le champ lointain où les effets inertiels ne sont plus
négligeables (Van Dyke, 1964, p 158) :
uρ = (up cosφ + Rp2
ρ2 sinφ
up (32 sinφRe (1 − e− 12 Reρ(1−cosφ)Rp ) − 34 (1 + cosφ) ρ sinφRp e− 12 Reρ(1−cosφ)Rp + 12 Rp sinφ cosφρ )) ,
uφ = 1
ρ sinφ
⎛⎝−upρ (sinφ)2 +Rp2up ⎛⎝34 (1 − cosφ) (1 + cosφ)Rp e− 12 Reρ(1−cosφ)Rp + 14 Rp (sinφ)
2
ρ2
⎞⎠⎞⎠ , (4.11)
où le nombre de Reynolds est défini comme Re = upRp/ν. Le calcul du déplacement de l’interface nécessite la
résolution du système couplé :
dρ
dt
= uρ(ρ,φ) ρdφ
dt
= uφ(ρ,φ) (4.12)
La résolution numérique du système 4.11-4.12 est effectuée avec un schéma d’avancement en temps de type
Runge-Kutta d’ordre 4.
Figure 4.5. Évolution d’un plan de particules fluides traversé par une sphère pour trois régimes d’écoulement : écoule-
ment de Stokes (trait tireté −−), écoulement d’Oseen (trait tireté-pointillé −.) pour un nombre de Reynolds
égal à 0.5 et écoulement potentiel (trait plein −).
Déplacement du plan de particules fluides Les figures 4.5 montrent l’évolution d’un plan de particules fluides
placé devant la sphère pour des écoulement respectivement potentiel, de Stokes et d’Oseen. La sphère est
initialement placée à 18 rayons de l’interface, le domaine est axisymétrique et son rayon est égal à 14Rp. 200
points sont distribués le long de l’interface, de manière non-uniforme et le nombre de Reynolds est choisi égal
à 0.5 dans l’approximation d’Oseen. En régime de Stokes, l’interface se déforme de manière importante avant
que la sphère n’atteigne la position initiale de l’interface. La déformation diminue grandement même pour des
effets faibles de l’inertie comme le montre la déformation correspondant à la solution d’Oseen. Cette solution
n’est pas montrée pour les deux dernières images, car elle n’est pas exactement valable près de la sphère, et
l’interface commence à pénétrer dans l’obstacle 4.
Volume entraîné La figure 4.6 montre le volume entraîné par la sphère pour des écoulements potentiel et de
Stokes. En régime de Stokes, ce volume emporté atteint 600 fois celui de la sphere. La principale contribution à
ce volume provient de la partie cylindrique déplacée par la sphère. Le volume entraîné dans le cas de l’écoulement
d’Oseen est beaucoup plus faible. Eames et al. (2003) ont montré que le volume entraîné dans ce régime décroit
en 1/Re. Pour un écoulement potentiel le volume entraîné est beaucoup plus faible. De plus il existe une zone
4. Prenons l’expression de uρ dans l’équation 4.11 et appliquons la en ρ = Rp et φ = pi. Un développement limité du terme en
exponentiel donne que la condition à la limite est respectée à l’ordre O(upRe2).
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Figure 4.6. Volume limité par la surface déformée normalisé par le volume de la sphère. A gauche le volume emporté
en régime de Stokes et d’Oseen. La courbe pointillée (.) correspondant à l’écoulement d’Oseen. La courbe
au trait tireté pointillé (−.) correspond au volume intégré sans prendre en compte le volume du cylindre
compris entre la position initiale de l’interface et sa position minimale de l’interface au pas de temps
considéré (figure 4.4 b). A droite le volume emporté pour un écoulement potentiel. La courbe au trait tireté
pointillé −. correspond au volume négatif qui apparaît quand la sphère traverse l’interface.
de reflux qui assure la conservation de la masse, dans le cas où la distance initiale entre le plan et la sphère est
finie. Il apparaît donc que, plus les effets inertiels sont importants moins le volume entraîné l’est. Qu’en est-il
pour une interface entre deux fluides immiscibles ? L’étude de Geller et al. (1986) étant limitée à l’écoulement
de Stokes ne permet de pas de conclure. Nous étudierons plus donc plus spécialement ce point par la suite.
4.3.3 Développement asymptotique en fonction de la distance sphère-plan
De manière à quantifier la déformation de l’interface, nous nous intéressons au déplacement du point situé
en φ = π. La figure 4.7 montre l’évolution de la distance sphère-interface dans les cas limites des écoulements
potentiels et de Stokes pour le domaine de la figure 4.5. Pour l’écoulement de Stokes, l’interface commence à
se déformer bien avant l’arrivée de la sphère à la position z = 0. Par ailleurs le "film" compris entre la sphère et
l’interface décroit beaucoup plus vite dans le cas potentiel.
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Figure 4.7. Évolution de la distance sphere-interface pour φ = pi. Les courbes en trait plein correspondent aux solu-
tions numériques dans les cas d’écoulement de Stokes et d’écoulement potentiel. Les courbes en pointillés
correspondent aux solutions asymptotiques pour h0 ≪ Rp et h0 ≫ Rp résumées dans les tableaux 4.2 et 4.1.
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Cas limite des grandes distances Dans la limite où la distance initiale h0 est grande devant le le rayon de
la sphère Rp, il est possible d’obtenir des formules asymptotiques pour le déplacement de l’interface (plus de
détail peuvent être trouvés dans l’annexe C.3) :
Ecoulement h0 ≫ Rp
Potentiel h(0, t) = h0 − upt + ε3 ( h02(1−up/h0t)2 − h02 ) +O(ε4)
Stokes h(0, t) = h0 − upt − ε 3h02 ln(1 − upt/h0) +O(ε2)
Oseen h(0, t) = h0 − upt + ε2 32Re ( h01−up/h0t − h0) +O(ε3)
Tableau 4.1. Formule asymptotique dans le cas ou la bille est loin de l’interface.
La figure 4.7 montre le bon accord entre ces développements asymptotiques et la solution numérique. Le
principal problème de ces développements vient du fait qu’ils divergent quand z tend vers zéro. Cependant ils
montrent eux aussi que les déformations de l’interface sont plus importante si les effets inertiels sont faibles. La
formule obtenue à l’aide de l’écoulement d’Oseen, prédit une décroissance de cette déformation en 1/Re.
Cas limite des petites distances Comme nous avons pu le constater la solution composite donnée par Oseen
(équation 4.11) est une solution approchée et n’est pas exactement valable proche de l’objet. Cependant la
solution intérieur (de Stokes) valable proche de la sphère peut être développée à l’ordre suivant (Van Dyke,
1964, p 159) ce qui permet d’obtenir une expression asymptotique de la distance sphère-plan. Dans la limite des
petites distances, les développements asymptotiques sont de la forme : La figure 4.7 montre le bon accord entre
Ecoulement h0 ≪ Rp
Potentiel h(0, t) = h0e−3up/Rpt + ε2h0e−3up/Rpt [1 − e−3up/Rpt] +O(ε2)
Stokes h(0, t) = h0 22+3tεup/Rp + ε h0(2+3 tεup/Rp)2 ( 28 ln(2+3 tεup/Rp)3 − 28 ln(2)3 ) +O(ε2)
Oseen h(0, t) = h0 23(1+7/8Re)tup/Rp +O(ε)
Tableau 4.2. Formule asymptotique dans le cas ou la sphère est proche de l’interface.
ces développements et la solution numérique. Alors que dans le cas potentiel l’épaisseur du film tend vers zero
de manière exponentielle, dans le cas de la limite de Stokes cette décroissance évolue aux temps longs comme
t−1. L’ajout de faibles effets inertiels (Re≪ 1) ne modifie pas la forme de la solution aux temps longs, mais tend
à accélérer le drainage avec un facteur 7/8Re qui apparaît au dénominateur. Si nous revenons au formalisme
de la section précédente et que nous considérons le plan de particules fluides comme une interface dans un cas
limite où λ = 1, où le rapport de densité entre les deux fluides est ζ = 0 et où la tension interfaciale peuvent être
négligés, les développements asymptotiques effectués peuvent permettent de décrire l’épaisseur du film intercalé
entre l’interface et l’objet. Il semble que, même en écoulement de Stokes, la décroissance de l’épaisseur du film
soit plus rapide ici que dans le cas usuel du drainage d’un film qui suit une décroissance en t−1/2.
Tsai et al. (2011) ont étudié la traversée d’une interface en régime de Stokes par une sphère se mouvant à
vitesse constante. Les rapports de viscosités des deux fluides sont proches de 1 et la tension interfaciale très faible.
Un des résultats marquants de leur étude est que l’epaisseur du film comprise entre l’objet et l’interface après
que la sphère ait traversée la position initiale de celle-ci diminue quand la vitesse de la sphère augmente. Leurs
résultats semblent être en accord avec notre formule asymptotique en régime de Stokes, puisque l’epaisseur du
film décroit plus rapidement quand on augmente la vitesse de la particule. De manière plus générale, les formules
obtenues pour les écoulements potentiels et de Stokes montrent que l’épaisseur du film est proportionnelle au
rayon de la particule mais inversement proportionnelle à sa vitesse.
4.3.4 Validité de cette approche
Même si cette approche idéalise fortement la situation réelle de traversée d’une interface liquide-liquide, elle
offre quelques pistes de réflexion dans certaines limites. Dans le cas où les effets capillaires et de flottabilité
sont négligeables et que le rapport de viscosité est proche de 1, elle permet d’évaluer l’influence du nombre
d’Archimède. Celui-ci contrôle l’épaisseur du film compris entre la sphère et l’interface ainsi que la déformation
initiale de l’interface quand la sphère est encore loin de celle-ci.
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En résumé
• Cette approche permet d’évaluer l’influence du nombre de Reynolds dans un cas idéalisé ou l’inter-
face peut être assimilée à un plan de particules fluides.
• Les déformations de l’interface diminuent quand les effets inertiels augmentent.
• L’épaisseur du film intercalé entre la sphère et l’interface décroit beaucoup plus vite quand le
régime est inertiel. Par ailleurs, peu importe le nombre de Reynolds, la décroissance de l’épaisseur
du film est plus rapide quand la vitesse de la particule est plus grande.
4.4 Équations d’évolution de la colonne
Dans cette partie nous nous intéressons aux équations d’évolution d’une colonne liquide dans l’approximation
de lubrification. Nous supposons que l’échelle de longueur dans la direction longitudinale Lc est très grande
devant l’échelle de longueur radiale Rc (figure 4.8). Nous ne nous intéressons qu’à la colonne et décorrélons
son évolution de celle de la sphère. L’étude d’une colonne liquide plongée dans un gaz dans l’approximation
de lubrification a fait l’objet de nombreux travaux, et le lecteur pourra en trouver une liste exhaustive dans la
revue de Eggers et Villermaux (2008). Ce n’est que récemment que les équations les plus générales, toujours
dans l’hypothèse de lubrification, ont été dérivées par Dewynne et Wilmott (1993); Eggers et Dupont (1994). Le
système d’équations obtenu peut être résolu numériquement et les résultats dans ce cas sont en bon accord avec
les solutions de référence (Eggers et Dupont, 1994; Notz et Basaran, 2004). Une des limitations de ce modèle
est qu’il ne considère que des colonnes liquides dans des gaz et néglige donc complètement l’influence du milieu
extérieur. Cette partie a pour objectif de dériver les équations d’une colonne liquide immergée dans un autre
liquide, dans la limite des très petits et très grands rapports de viscosités 5. Pour de faibles rapports de viscosités
le formalisme est celui utilisé par Dewynne et Wilmott (1993) qui permet d’obtenir le même jeu d’équations
que celles dérivées par Eggers et Dupont (1994). Dans le cas des grands rapports de viscosité, l’écoulement dans
le colonne est de type Poiseuille. Sierou et Lister (2003) ont proposé un modèle dans cette hypothèse que nous
redérivons.
4.4.1 Les équations du problème
4.4.2 Colonne très visqueuse dans un environnement peu visqueux : λ≪ 1
Introduction Dans le cas d’une colonne très visqueuse par rapport à son environnement, l’écoulement à l’inté-
rieur de la colonne est de type bouchon (figure 4.9). Le fluide extérieur peut être modélisé de différentes manières.
Il apparaît cependant que lorsque le nombre de Reynolds dans le fluide extérieur est suffisamment grand, les
termes inertiels deviennent prépondérants, et le profil de couche limite obtenu devient complexe. Dans cette
partie nous proposons donc deux cas limites pour modéliser le fluide extérieur : le cas d’un écoulement à faible
nombres de Reynolds 6, et celui d’un écoulement potentiel. Lister et Stone (1998) ont proposé une modification
du jeu d’équations initialement obtenu par Eggers et Dupont (1994), pour prendre en compte le cisaillement
dû au fluide extérieur. Ici nous utilisons le formalisme de Dewynne et Wilmott (1993), pour retrouver un ré-
sultat très proche de celui obtenu par Lister et Stone (1998) dans le cas où le fluide extérieur peut être décrit
par un écoulement à bas nombres de Reynolds. Eggers et Villermaux (2008) ont donné les grandes lignes des
changements à effectuer pour prendre en compte le fluide environnant dans le cas où l’écoulement de celui-ci
peut être considéré comme potentiel. Cette approche est d’ailleurs similaire aux modèles de cavité dérivés par
5. A la fin de la rédaction de ce manuscrit nous avons pris connaissance d’un article de Booty et al. (2013), effectuant une
analyse similaire. Cette étude et la notre se complète dans la manière de dériver les équations, ainsi que dans leur finalité. Si le
travail de Booty et al. (2013) se concentrait sur l’analyse de solution auto-semblable pour différents rapports de viscosités un de
nos objectifs est d’analyser la stabilité des équations obtenues.
6. Par faible nous entendons Re2ε
2
≪ 1. Plus de détails peuvent être trouvé en annexe C.4.
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Figure 4.8. A gauche représentation schématique d’une sphère emmenant avec elle une colonne de fluide léger. A droite
identification de la colonne seule.
Duclaux et al. (2007) dans le cas de l’impact d’une sphère sur une surface libre. La dérivation détaillée des
équations peut être trouvée en annexe C.4. Nous revenons ici brièvement sur leur obtention.
ln(r/R∞)
ln(R/R∞)
Profil réel
R∞
R(z, t)
Figure 4.9. Représentation de l’écoulement bouchon dans une colonne plus visqueuse que son environnement.
Obtention des équations Dans l’hypothèse d’ondes longues, Lc ≫ Rc, le gradient de pression longitudinal est
négligeable devant les contraintes visqueuses. Le rapport de viscosités λ étant très faible, le cisaillement dû au
fluide extérieur peut être négligé à l’ordre dominant et l’écoulement dans la colonne peut être considéré comme
bouchon (figure 4.9). De plus la pression dans la colonne ne dépend pas de la coordonnée radiale r et est donnée
par la pression extérieure. En utilisant la condition à la limite cinématique et l’équation de conservation de la
masse, il est possible d’obtenir une équation d’évolution reliant R et uz. A ce stade, la conditions aux limites
sur les contraintes tangentielles n’a pas encore été utilisée. C’est en allant à l’ordre 2 dans le développement que
l’on fait apparaître cette condition aux limites.
Écoulement à faible nombre de Reynolds dans le fluide extérieur Dans l’hypothèse où les échelles de lon-
gueurs radiales et longitudinales sont du même ordre de grandeur que dans la colonne, le profil longitudinal
de vitesse est logarithmique à l’ordre dominant (cf annexe C.4) avec deux constantes d’intégration qui sont
données par le raccordement des vitesses sur la colonne ainsi qu’avec une solution extérieure. Il serait possible
d’obtenir cette solution extérieure sous la forme d’une distribution linéique de Stokeslets (Keller et Rubinow,
1976) mais nous supposons qu’à une distance R∞ le fluide extérieur est au repos. Une illustration schématique
de cette hypothèse est donnée dans la figure 4.9. Ce champ de vitesse permet d’obtenir le cisaillement exercé
par le fluide extérieur sur la colonne. Les équations d’évolution prennent la forme :
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Les équations 4.14 et 4.13 permettent de décrire le mouvement d’une colonne allongée beaucoup plus visqueuse
que son environnement. L’équation 4.14 est très similaire à celle obtenue par Eggers et Dupont (1994) dans le
cas d’une colonne liquide dans un gaz, mis à part le terme de flottabilité ainsi que celui de cisaillement dû au
fluide extérieur. Ce dernier terme est d’ailleurs très proche de celui obtenu par Lister et Stone (1998) dérivé
dans la théorie des objets allongés (Keller et Rubinow, 1976).
Écoulement potentiel dans le fluide extérieur Dans le cas où l’écoulement dans le fluide extérieur est potentiel,
le cisaillement à l’interface est nul. L’équation de Laplace vérifiée par le potentiel des vitesses permet de montrer
qu’à l’ordre dominant le champ de vitesse est radial. Il est alors possible d’obtenir une expression de la pression
dans cet écoulement toujours dans l’hypothèse d’un écoulement au repos à une distance R∞ de la colonne. Ceci
permet d’obtenir l’équation de quantité de mouvement suivante (l’équation de conservation de la masse restant
inchangée) :
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= ρ2 − ρ1
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ρ2
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[ ∂
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(R∂R
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) ln( R
R∞ ) + 12 (∂R∂t )2] − 2γρ1 ∂κ∂z + 3 ν1R2 ∂∂z (R2 ∂uz∂z ) (4.15)
La principale différence avec le modèle proposé par Eggers et Dupont (1994) est le gradient de pression dû
au fluide extérieur.
4.4.3 Colonne peu visqueuse dans un environnement très visqueux : λ≫ 1
Introduction A notre connaissance Taylor (1966) fut le premier à utiliser l’approximation de lubrification pour
expliquer l’extrémité pointue des bulles dans un écoulement extensionnel. Son modèle basé sur le fait que le
fluide extérieur est beaucoup plus visqueux que le fluide intérieur a depuis été repris par Sierou et Lister (2003)
pour analyser la zone de pincement entre une colonne fluide beaucoup moins visqueuse que son environnement.
La principale différence avec le cas d’une colonne très visqueuse vient de l’écoulement intérieur à la colonne qui
est cette fois-ci de type Poiseuille (dessin 4.10).
R(z, t)
Figure 4.10. Représentation schématique de l’écoulement dans une colonne beaucoup moins visqueuse que son environ-
nement.
Dérivation des équations L’égalité des contraintes tangentielles permet d’obtenir les ordres de grandeur de
la dérivée radiale de la vitesse selon z (cf annexe C.4). Il apparaît que l’écoulement dans la colonne est de
type Poiseuille, et est donc gouverné par le gradient de pression longitudinal. Celui-ci est donné par l’égalité des
contraintes normales. Contrairement au cas λ≪ 1, les contraintes visqueuses extérieures ne sont pas négligeables.
De manière intéressante, les termes visqueux et inertiels s’annulent à l’ordre dominant dans le fluide extérieur,
la pression y est donc purement statique. En intégrant l’équation de conservation de la masse et en utilisant la
condition à la limite cinématique, l’équation d’évolution de la colonne devient :
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4.4.4 Analyse de stabilité linéaire
L’analyse de stabilité d’une colonne fluide infinie immergée dans un autre fluide a été effectuée par Tomotika
(1935). La relation de dispersion obtenue est très générale, mais elle ne donne pas de relation analytique expli-
cite entre le taux de croissance de l’instabilité et la longueur d’onde des modes. Il est possible d’obtenir des
solutions analytiques dans les cas limites des rapports de viscosité nuls et infinis (Meister et Scheele, 1967).
Stone et Brenner (1996) ont dérivé de manière exacte la relation de dispersion dans le cas λ = 1. Kinoshita et al.
(1994), en utilisant un modèle de lubrification pour la colonne ont donné une relation de dispersion simple. Il
semble cependant qu’il y ait quelques incohérences dans leur modèle puisqu’ils obtiennent une relation de disper-
sion correcte dans le cas d’une colonne potentielle entourée d’un fluide visqueux, sans avoir pris en compte les
contraintes normales visqueuses qui apparaissent comme un élément essentiel dans ce cas (Eggers et Villermaux,
2008). En utilisant les modèles dérivés précédemment, nous effectuons une étude de stabilité linéaire dans les
deux cas limites λ ≪ 1 et λ ≫ 1. Eggers et Villermaux (2008) ont montré que le modèle de colonne 1D prédit
une relation de dispersion très proche de celle obtenue sans approximation. Ce bon accord vient du fait que
l’instabilité capillaire se manifeste pour des ondes longues, ce qui constitue notre hypothèse de base.
4.4.4.1 Colonne très visqueuse dans une environnement peu visqueux λ≪ 1
Analyse de stabilité linéaire d’une colonne liquide immergée dans un autre liquide Pour réaliser l’étude
de stabilité linéaire, nous supposons que l’état de base, est une colonne infinie de rayon R0. Cette colonne est
perturbée de la sorte R = R0(1 + ǫe−ikz−iωt) et uz = u0ǫe+ikz−iωt où ǫ désigne l’amplitude de la perturbation et
ω sa pulsation. Dans le cas λ ≪ 1 le modèle nécessite de prendre une valeur pour R∞. Eggers et Villermaux
(2008) proposent R∞ = h + 1/k dans le cas d’une colonne visqueuse plongée dans un écoulement potentiel et
nous faisons de même. Notons que si l’on suit le développement perturbatif en ε, la courbure moyenne devient
2κ = 1/R (cf annexe C.4.1.1), ce qui ne conduit pas à la bonne relation de dispersion (Eggers et Dupont, 1994).
Pour que l’étude de stabilité soit pertinente, nous gardons la courbure moyenne dans sa forme la plus générale.
Nous obtenons la relation de dispersion suivante :
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)⎞⎟⎠ (4.17)
où Oh = µ1/(√ρ1R0γ) désigne le nombre d’Ohnesorge qui compare les effets visqueux aux effets capillaires et
λ = µ2/µ1 le rapport de viscosité.
Taux d’amplification Le taux d’amplification de l’instabilité est : τa = −iω. Il obéit à l’équation suivante :
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De cette équation on peut déduire l’expression du taux d’amplification sans dimension τ ′a =
√
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3
0
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(4.19)
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Il apparaît donc clairement que le taux de croissance est positif, i.e que la colonne est instable si la longueur
d’onde λo des perturbations est supérieure à 2πR0. Ce critère est le même que pour l’instabilité de Rayleigh-
Plateau d’une colonne liquide entouré d’un gaz (Charru, 2012). Le nombre d’Ohnesorge et le rapport de viscosité
ont des effets stabilisants, car les augmenter diminue le taux de croissance de l’instabilité.
Colonne visqueuse dans un écoulement potentiel Dans la limite où la viscosité et la densité du fluide extérieur
peuvent être négligées, le taux d’amplification devient :
τ ′a = 12 [−3Oh(kR0)2 +√[3Oh(kR0)2]2 + 2 ((kR0)2 − (kR0)4)] (4.20)
Discussion De manière à valider les formules obtenues précédemment nous les comparons avec la solution
de référence donnée par Pozrikidis (2011). Celui-ci dérive une relation de dispersion dans l’approximation de
Stokes, c’est-à-dire en négligeant les termes inertiels. Nous avons utilisé le solveur numérique fourni librement
sur le site personnel de l’auteur 7
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Figure 4.11. Taux d’amplification en fonction du nombre d’onde pour un nombre d’Ohnesorge égale à 1 et différents
rapports de viscosités. Les courbes avec symboles correspondent aux solutions de référence données par
Pozrikidis. Les courbes sans symbole correspondent à l’équation 4.19, mis à part la courbe −.− qui corres-
pond au taux d’amplification obtenu pour une colonne visqueuse dans un écoulement potentiel.
La figure 4.11 montre le taux d’amplification obtenu avec notre formulation, comparé à celui de référence.
L’accord est excellent jusqu’à λ = 0.01, où l’on note un écart important entre les solutions. Cela provient du
fait que Pozrikidis (2011) n’a pas pris en compte l’inertie. Celle-ci fait tendre le taux d’amplification vers celui
d’une colonne visqueuse dans un écoulement potentiel. Notons de plus que l’équation 4.19 donne des résultats
satisfaisants jusqu’à λ = 1 alors que ce modèle a été dérivé pour de petits rapports de viscosités. L’expression
4.19 ne permet pas d’obtenir sous forme explicite la longueur d’onde du mode le plus amplifié, et il est donc
nécessaire de l’obtenir numériquement.
4.4.4.2 Colonne peu visqueuse entourée d’un fluide très visqueux λ≫ 1
Nous dérivons ici à l’aide de l’équation 4.16 un modèle valable pour λ≫ 1, dans la limite où les effets inertiels
dans la colonne sont négligeables. Nous discuterons ensuite cette hypothèse et reprendrons un modèle développé
par Eggers et Villermaux (2008) dans la limite où λ =∞.
Relation de dispersion et taux de croissance L’équation 4.16 nous permet d’obtenir la relation de dispersion :
ω (16µ1 + 2(kR0)2µ2) = kγi ((kR0) − (kR0)3) (4.21)
7. http ∶ //dehesa.freeshell.org/POZRIKIDIS/ Un grand merci à C. Pozrikidis pour fournir ses codes de manière libre.
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Taux d’amplification Le taux d’amplification τa = −iω s’obtient à partir de la relation précédente :
τ ′a = (kR0)2 − (kR0)4Oh (16 + 2(kR0)2λ) (4.22)
Comme précédemment, la perturbation croît exponentiellement si la longueur d’onde du phénomène est
supérieure au périmètre de la colonne. Le nombre d’Ohnesorge ainsi que le rapport de viscosités ont un effet
stabilisant car leur augmentation fait décroître le taux d’amplification. Il est possible dans ce cas d’obtenir une
formulation explicite pour le nombre d’onde qui correspond au taux d’amplification maximal :
x = kmR0 =
¿ÁÁÁÀ 8
λ
⎛⎝
√
1 +
λ
8
− 1
⎞⎠ (4.23)
De manière intéressante, le nombre d’onde le plus amplifié ne dépend pas du nombre d’Ohnesorge. Par ailleurs
le taux d’amplification diverge lorsque Oh tends vers 0. En effet lors de la dérivation de ce modèle (valable pour
de petits nombres de Reynolds) tous les termes inertiels ont été négligé, ce qui explique cette singularité. Dans
la limite où le rapport de viscosité est infini, il est possible de prendre en compte l’inertie, en se placant dans
la configuration d’une colonne potentiel entouré d’un fluide visqueux. Dans l’hypothèse d’ondes longues le taux
d’amplification sans dimension s’exprime (Eggers et Villermaux, 2008, p 19) :
τ ′a =
√
1
2
((kR0)2 − (kR0)4) + 14Oh2λ2(kR0)4 − 12Ohλ(kR0)2 (4.24)
Le nombre d’onde correspondant au taux d’amplification maximal s’écrit :
x = kmR0 = 1√
2 +
√
2Ohλ
(4.25)
C’est donc le fait de négliger l’inertie dans la colonne qui rend le nombre d’onde le plus amplifié indépendant
du nombre d’Ohnesorge.
Discussion De manière à valider les expressions pour le taux d’amplification, nous les comparons avec la
solution numérique donnée par Pozrikidis (2011).
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Figure 4.12. Taux d’amplification en fonction du nombre d’onde pour un nombre d’Ohnesorge égal à 1 et différents
rapports de viscosités. Les courbes avec symboles correspondent à la solution de référence donnée par
Pozrikidis (2011). Les courbes sans symbole correspondent à l’équation 4.22, mise à part la courbe −.− qui
correspond au taux d’amplification obtenu pour une colonne potentielle dans un écoulement visqueux.
La figure 4.12 montre le taux d’amplification en fonction du rapport de viscosités pour un nombre d’Ohnesorge
fixé à 1. La solution obtenue précédemment est en bon accord avec la solution de référence. Le taux d’ampli-
fication décroit fortement avec l’augmentation du rapport de viscosités. Notons de plus que le comportement
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asymptotique du nombre d’onde le plus amplifié diffère pour les cas avec et sans inertie. En effet dans le cas
avec inertie, c’est-à-dire le modèle de colonne potentiel dans un écoulement visqueux, le nombre d’onde décroit
comme (Ohλ)−1/2 tandis que le cas du modèle de lubrification la décroissance est en (λ)−1/4.
4.4.4.3 Taux d’amplification maximal
Le mode ayant le taux de croissance le plus élevé est celui qui apparaîtra préférentiellement dans une configu-
ration donnée (Eggers et Villermaux, 2008). Il est donc pertinent d’évaluer en fonction des paramètres physiques
(Oh, λ), le taux de croissance maximal, qui donnera une estimation du temps caractéristique d’apparition de
l’instabilité.
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Figure 4.13. Taux d’amplification maximal en fonction du nombre d’Ohnesorge, pour différents rapports de viscosités.
Les courbes représentées correspondent aux taux d’amplifications obtenus dans ce chapitre. Le taux d’am-
plification maximal pour l’équation 4.19 est obtenu avec un algorithme de recherche de zéro (méthode de
la sécante).
L’augmentation du rapport de viscosité diminue fortement le taux de croissance maximal de l’instabilité
quelque soit le nombre d’Ohnesorge (figure 4.13). Comme attendu le modèle dérivé pour λ ≫ 1 diverge quand
Oh tend vers zero. Le modèle considérant une colonne potentielle plongée dans un fluide visqueux permet dans
cette limite d’obtenir max(τ ′a).
De manière remarquable, la figure 4.13 montre que la décroissance de max(τ ′a) est similaire pour tous les
modèles utilisés quand Oh devient suffisamment grand. Si l’on trace ces mêmes courbes en échelle logarithmique,
cette décroissance se fait comme 1/Oh quelque soit le rapport de viscosités. Cette loi en 1/Oh n’est cependant
valable qu’au dessus d’un certain Oh qui diminue avec le rapport de viscosités. En effet quand λ≪ 1, la valeur
maximal atteinte par max(τ ′a) semble saturer autour d’une valeur de 0.35.
4.5 Bilan des forces statiques sur la sphère
Dans cette partie nous considérons une sphère immobile à une interface liquide-liquide. Elle a pour rayon
Rp, pour densité ρp et est située à une profondeur zs sous l’interface non-perturbée (figure 4.14). Dans la
suite la quantité zs sera appelée profondeur d’immersion de la sphère. Celle-ci est recouverte d’un film fluide.
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Cette configuration est la même que celle étudiée par Jones et Wilson (1978), mais ici nous nous intéressons
au ménisque induit par la sphère et non au drainage du film. Le film est supposé suffisamment fin pour être
négligé (autant d’un point de vue des forces que du volume des quantités mises en jeu). Nous justifierons cette
hypothèse par la suite.
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g
Figure 4.14. Sphère à une interface liquide-liquide. Le ménisque représenté prend volontairement la forme d’un arc de
cercle en accord avec le modèle de Maru et al. (1971).
4.5.1 Bilan des forces à une interface liquide-liquide
Dans cette partie toute les forces hydrodynamique sont négligées, et la sphère est considérée au repos. Trois
forces s’exercent sur la particule :
• la force capillaire. Celle-ci s’obtient en intégrant la surpression capillaire sur la surface mouillée (la partie
basse de la surface délimité par φ = π à φ = π − ψ sur le dessin 4.14). Cela donne en projetant selon ez
(plus de détails peuvent être trouvés en annexe C.1) :
fγ = γ
⎡⎢⎢⎢⎢⎣
x
S
2κndS
⎤⎥⎥⎥⎥⎦ ⋅ eZ = γ
⎡⎢⎢⎢⎢⎣
x
S
(∇S .n)ndS⎤⎥⎥⎥⎥⎦ ⋅ eZ = γ
⎡⎢⎢⎢⎢⎣
x
S
(∇.n)ndS⎤⎥⎥⎥⎥⎦ ⋅ eZ = γ [∮C tdl] ⋅ eZ = γ2πRsin2ψ,
(4.26)
où κ désigne la courbure moyenne de l’interface. Une discussion détaillée du calcul de la force capillaire en
présence d’un film de prémouillage peut être trouvée chez Marchand (2011). Dans notre calcul le film est
supposé suivre parfaitement les contours de la sphère. Cette hypothèse est valable s’il est suffisamment
fin (cf annexe C.2 sur les développements asymptotiques de la courbure)
• la poussée d’Archimède est obtenue en intégrant la pression hydrostatique sur toute la sphère (le lecteur
est renvoyé à l’article de Keller (1998) pour une dérivation générale dans le cas d’un objet à une interface
liquide-gaz, ou à l’annexe pour une dérivation dans le cas d’une sphère) :
fA = g(ρ1(Vp − Vcal) + (ρ2 − ρ1)Vcyl + ρ2Vcal) (4.27)
où : Vcal = πR3p/3(2 − 3cosψ + cos3ψ) and Vcyl = −zsπ(Rpsinψ)2
• le poids de la sphère P = −ρpVpg
La présence d’un film ne modifie pas les forces dérivées précédemment car le gradient de pression dans la
direction perpendiculaire au film est dans l’approximation de lubrification, purement hydrostatique. Or si le
film est suffisamment fin, les variations de pression sont négligeables (cf annexe C.2). De plus les contraintes
visqueuses que peut exercer l’écoulement induit par le drainage du film sont négligeables devant le gradient de
pression. A l’equilibre on obtient l’équation 4.28 où zs a été normalisé par zs = z′sRp (nous omettrons le prime
dans la suite) :
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0 = 3
2Bo
sin2ψ −
ζ∗
ζ
+
1
4
(2 − 3cosψ + cos3ψ) − zs 34sin2ψ (4.28)
Trois paramètres sans dimension apparaissent : le nombre de Bond Bo = (ρ2−ρ1)gR2p/γ qui compare les effets
de flottabilité aux effets capillaires et deux rapports de densités ζ = (ρ2 − ρ1)/ρ1 et ζ∗ = (ρp − ρ1)/ρ1.
4.5.2 Equation de Young-Laplace
Pour résoudre l’équation 4.28 il est nécessaire d’exprimer zs en fonction de ψ. Cette loi est donnée par
l’équation de Young-Laplace qui gouverne la forme du ménisque. Si l’on suppose que celui-ci peut être décrit
par une équation du type r = R(z), l’équation de Young-Laplace prend la forme (annexe C.4.1.1) :
∆p = 2γκ = γ∇ ⋅n, (4.29)
(ρ2 − ρ1)gz = γ ⎡⎢⎢⎢⎢⎢⎣
1
R
1√
1 + (∂R
∂z
)2 −
∂2R
∂z2(1 + (∂R
∂z
)2)3/2
⎤⎥⎥⎥⎥⎥⎦ , (4.30)
avec les conditions aux limites R → +∞ quand z → 0, ∂R/∂z (zs) = tanψ et R (zs) = Rpsinψ. L’équation 4.30
avec les conditions aux limites précédentes constitue un problème aux limites (Benilov et Oron, 2010) qui peut
être résolu numériquement à l’aide d’une méthode de tir. Les détails de l’intégration numérique peuvent être
trouvés en annexe C.5.3.
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Figure 4.15. Evolution de zs en fonction de ψ pour différents nombres de Bond. Les courbes pales avec symboles
correspondent à la formule analytique 4.38 pour Bo = 10,100 et à l’équation 4.31 pour Bo = 0.01,0.1,1.
La figure 4.15 montre la profondeur d’immersion de la sphère en fonction de ψ pour différents nombres
de Bond. La profondeur d’immersion augmente quand le nombre de Bond diminue. En effet l’influence de la
gravité devient négligeable tandis que la force capillaire tend à minimiser la courbure. De plus la profondeur
d’immersion est maximale pour un angle de π/2 à petit nombre de Bond tandis que pour de grands nombres
de Bond le maximum est obtenu pour un angle qui tend vers π. Ce phénomène est intéressant car il signifie
que pour une certaine position de la sphère le ménisque n’est plus stable. Ainsi pour un angle plus grand que
celui correspondant à la profondeur maximale il n’y a plus de position stable possible (O’Brien, 1996). La figure
4.16 montre le ménisque pour différents angles ψ et deux nombres de Bond. Pour de petits nombres de Bond le
ménisque est déformé dans une région de l’ordre du diamètre de la particule tandis que pour de grands nombres
de Bond il ne se déforme que sur une région de l’ordre de la longueur capillaire lc = √γ/ ((ρ2 − ρ1)g). A la
lumière de ces commentaires, nous donnons dans la suite deux approximations de zs pour de petits et grands
nombres de Bond. Ces expressions nous permettent d’obtenir des critères de flottaison.
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Figure 4.16. Ménisques obtenus numériquement pour différent angles ψ. La partie gauche de chaque image correspond
à un nombre de Bond Bo = 0.1 et la partie droite à Bo = 10.
4.5.3 Critère de flottaison pour de petits nombres de Bond (Bo≪ 1)
Dans la limite des petits nombres de Bond, James (1974) a obtenu une prédiction de la profondeur d’immersion
d’un cylindre. O’Brien (1996) a étendu cette prédiction au cas d’une sphère. Ainsi, dans la limite des petits
nombres de Bond la profondeur d’immersion prend la forme :
zs = Rp (sinψ)2 log( 4√
Bo(sinψ(1 + cosψ)) − γe) +O (Bo [log(√Bo)]2) , (4.31)
où γe ≃ 0.577 est la constante d’Euler. La figure 4.15 montre le bon accord entre cette solution et la solution
numérique même jusqu’à Bo = 1. Pour de petits nombres de Bond, il est donc possible de dériver une condition
nécessaire pour qu’il y ait flottaison, puisque la force capillaire (qui domine la flottabilité) est maximale pour
ψ = π/2 :
ζ∗
ζ
≤ 3
2Bo
+
1
2
+
3
4
log(4 − γe√Bo√
Bo
) (4.32)
Le premier terme du membre de droite est le même que celui obtenu par Vella et al. (2006), pour Bo ≪ 1.
Les autres termes correspondent à des corrections faibles en ordre de grandeur. Ce critère est intéressant car
il donne une condition nécessaire pour qu’il y ait flottaison, mais il ne peut prédire si à une vitesse donnée la
sphère va traverser l’interface ou non. En effet, même si ce critère est satisfait, une sphère peut traverser ou pas
l’interface selon son énergie cinétique. Un critère simple basé sur le théorème de l’énergie cinétique est proposé,
de manière à prédire la vitesse maximale que peut avoir la sphère pour être stoppée à l’interface. Le théorème
de l’énergie cinétique indique que la variation d’énergie cinétique entre deux points est égale au travail des forces
entre ces deux points. De manière à utiliser ce théorème nous supposons que la sphère arrive avec une vitesse
uAp à une interface plane (ce qui suppose que l’interface n’a pas été perturbée au préalable par son mouvement).
Raisonner sur le travail des forces est une approche qui a déjà été utilisée par certains auteurs, pour estimer le
travail nécessaire pour détacher une particule d’une interface liquide-gaz (Chateau et Pitois, 2003), ou estimer le
temps nécessaire au ménisque pour pincer quand la sphère traverse l’interface (Lee et Kim, 2011). Toujours en
supposant que l’on peut négliger les forces hydrodynamiques et en intégrant jusqu’à la position où le ménisque
statique devient potentiellement instable (ici ψ = π/2), nous obtenons :
[u2p]AB = 2∫ pi2
0
[ 3
2Bo
sin2ψ −
ζ∗
ζ
+
1
4
(2 − 3cosψ + cos3ψ) − zs 34sin2ψ] , dzSdψ dψ (4.33)
où la vitesse a été normalisée par
√
ρ2 − ρ1/ρpgRp et les distances par Rp. Malheureusement les primitives
apparaissant dans l’équation 4.33 ne s’expriment pas en terme de fonctions usuelles. Puisque zs croit de ψ = 0
à ψ = π/2, nous approximons la profondeur d’immersion par une fonction linéaire de ψ, qui passe par l’origine
ainsi que par la valeur de zs en π/2. Ainsi :
zs = 2ψ
π
log( 4√
Bo
− γe) pour ψ ∈ [0;π/2] (4.34)
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Nous en déduisons alors la vitesse maximale que peut avoir la sphère pour être arrêtée à l’interface :
ump =
¿ÁÁÀ
− ln( 4√
Bo
− γe) [− 32Bo + 2ζ∗ζ + 7 − 3π3π − 3π2 + 128π2 ln(−γe
√
Bo − 4√
Bo
)] (4.35)
En dérivant ce critère nous avons complètement négligé les effets dynamiques et plus particulièrement la dissi-
pation visqueuse. Ce critère peut donc être vu comme une condition suffisante pour que la particule soit arrêtée
à l’interface. Cependant, pour utiliser ce critère, la vitesse de la particule doit être connue ce qui n’est pas
toujours le cas. L’expression 4.35 est valide si la quantité sous la racine est positive, c’est à dire si les travaux
de la poussée d’Archimède et de la force capillaire sont supérieurs au travail du poids. Ce critère donne une
condition de flottaison plus sévère que celle dérivée précédemment (equation 4.32) :
ζ∗
ζ
≤ 1
2
[ 3
2Bo
−
7 − 3π
3π
+
3π2 + 12
8π2
ln(−γe√Bo − 4√
Bo
)] (4.36)
4.5.4 Condition de flottaison pour de grands nombres de Bond (Bo≫ 1)
Pour de grands nombres de Bond, la technique des développements asymptotiques raccordés semble difficile
à mettre en œuvre car zs est du même ordre que la longueur capillaire. De manière à remédier à ce problème,
nous utilisons un modèle empirique développé par Maru et al. (1971) et repris par Bonhomme et al. (2012).
Ce modèle suppose que le ménisque peut être représenté par un arc de cercle (figure 4.14). La relation de
Young-Laplace en zs s’écrit : (ρ2 − ρ1)gzs = γκ = γ( 1
Rp
−
1
Rc
), (4.37)
avec zs = −Rc(1 − cosψ), d’où :
zs = − Rp2Bo (1 −√1 + 4Bo(1 − cosψ)) (4.38)
Cette approximation ne permet pas de satisfaire la condition à la limite à l’infini, mais cela ne semble pas
être une hypothèse sévère, puisque pour de grands nombres de Bond l’interface est plane partout sauf dans
une région très proche de la sphère. De plus la figure 4.15 montre le bon accord entre la formule 4.38 et la
solution numérique. Cette figure montre aussi que la valeur de l’angle ψ correspondant au maximum de −zs
augmente avec le nombre de Bond. Les résultats numériques montrent que, pour un nombre de Bond qui tend
vers infini, ce point ne semble pas tendre vers π mais vers une valeur légèrement supérieure à 7π/8. De plus
amples développements aussi bien analytiques que numériques seraient nécessaires pour confirmer cela, mais
nous supposerons dans la suite que pour de grands nombres de Bond la valeur maximale de la profondeur
d’immersion est atteinte pour ψ = 7π/8. De manière empirique il peut paraître logique que ψ n’atteigne pas
π puisque les ménisques se toucheraient, ce qui ne peut pas correspondre à une configuration stable. Notons
d’ailleurs que ce modèle n’est valable que si les deux ménisques ne se touchent pas, ce qui implique que −rc = Rp,
d’où la condition sinψ(Rp +Rc) = Rc. En injectant l’expression précédente dans l’équation 4.37 on obtient :
Bo
sin2ψ(1 − sin2ψ)(1 − cosψ) + sinψ(1 − sinψ) = 1 (4.39)
Le problème ne semble pas singulier, et nous appliquons donc une méthode perturbative pour de petits et grands
nombres de Bond 8
Pour Bo≫ 1 ψmax = π (4.40)
Pour Bo≪ 1 ψmax = π6 (4.41)
Ainsi pour Bo≫ 1 les ménisques se touchent si ψ = π tandis que pour Bo≪ 1 ils se touchent pour ψ ≥ π/6.
Comme pour le cas des petits nombres de Bond, nous dérivons un critère de flottaison. Puisque pour de
grands nombres de Bond la force qui domine est celle correspondant à la poussée d’Archimède de la calotte
8. Pour de grands nombres de Bond, la condition ne vient pas du développement perturbatif mais de la borne supérieure pour
ψ.
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sphérique délimitée par l’angle ψ sur la figure 4.14, qui atteint une valeur maximale pour ψ = π, nous estimons
le bilan des forces en 7π/8. Cela permet d’obtenir la condition :
ζ∗
ζ
≤ 0.16
Bo
+ 1 +
0.06
Bo
√
1 + 7.6Bo (4.42)
Pour de grands nombres de Bond ce critère est suffisant car il correspond à la fois à une condition nécessaire
et suffisante de flottaison. En effet, contrairement à la force capillaire, la force de flottabilité augmente avec la
profondeur d’immersion.
4.5.5 Discussion de la validité d’un modèle statique
Les expressions dérivées précédemment supposent que les forces hydrodynamiques sont négligeables. Quel
serait l’impact par exemple d’un rapport de viscosités important entre les fluides ? Nous pouvons supposer que,
dans le cas où le fluide du dessous est très visqueux par rapport à celui du dessus, la vitesse de la sphère décroît
de manière importante à son arrivée à l’interface. Ce phénomène favorise la flottaison de la sphère, mais cela
n’est pas suffisant pour la faire flotter si les critères précédents ne sont pas vérifiés. Nous y reviendrons dans la
partie résultats mais il apparaît que les critères développés dans cette partie prédisent bien les transitions de
flottaison à la traversée de l’interface.
Cependant ces expressions ne permettent pas d’expliquer la dynamique de la traversée de la sphère. D’autres
forces entrent en jeu et l’on peut se demander suite aux développements précédent, quel est l’impact du film sur
la force hydrodynamique ressentie par la sphère ainsi que celui de la colonne entraînée. La prochaine sous-section
vise à clarifier ces points.
4.6 Extension du bilan des forces
Il n’existe pas à notre connaissance d’étude générale portant sur les forces qui apparaissent quand un objet
entraîne avec lui une colonne de fluide. L’étude de Geller et al. (1986) a donné quelques pistes de réflexion
en calculant le forçage hydrodynamique total exercé sur une sphère, mais sans identifier précisément chaque
contribution. De plus elle a été réalisée en régime de Stokes. Dans cette partie nous essayons de distinguer les
contributions hydrostatiques mises en exergue précédemment, ainsi que l’influence du film et de la colonne sur
les forces agissant sur la sphère. Nous commençons par distinguer les différentes étapes de la traversée, qui
font intervenir des phénomènes physiques différents. Puis quand cela est réalisable, nous effectuons un bilan des
forces.
4.6.1 Introduction et étapes de la traversée
La traversée d’une interface liquide-liquide peut être décomposée en 4 étapes (cf chapitre 3 section 4). La
première est l’approche de la sphère à l’interface. La sphère dans ce cas est supposée loin de l’interface mais
celle-ci peut commencer à se déformer (comme nous avons pu le voir dans le cas idéalisé de la dérive de Darwin).
Lors de la deuxième étape, la sphère arrive au niveau de l’interface. Dans la troisième étape (si elle a lieu, c’est
à dire si la sphère a suffisamment d’énergie pour traverser l’interface) la sphère emmène avec elle une colonne de
liquide léger. La dernière étape correspond au détachement de la colonne. Dans ce cas la sphère reste entourée
d’une goutte de fluide léger. Cette sous-section décrit de manière sommaire les travaux qui ont été réalisés sur
l’étude des forces mises en jeu dans chacune des étapes décrites précédemment.
Première étape : sphère loin de l’interface L’approche d’une interface liquide-liquide par une sphère solide,
en écoulement de Stokes, dans la limite où les déformations de l’interface sont petites, a été effectuée par
Lee et al. (1979). En dérivant une extension du théorème de réciprocité de Lorentz, ils ont montré que la force
de traînée est augmentée par la présence de l’interface, et ce pour tous les rapports de viscosités. Comme pour
une sphère chutant perpendiculairement à un mur, cette force diverge quand la particule s’approche de l’interface.
Berdan et Leal (1982) ont étendu ce travail en s’intéressant plus particulièrement aux petites déformations de
l’interface.
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Deuxième étape : sphère chevauchant l’interface Lorsque la sphère atteint l’interface, les déformations sont
importantes et le problème est non-linéaire. Il n’existe pas à notre connaissance d’études des forces agissant sur
la particule quand elle arrive à l’interface, si ce n’est celle de Geller et al. (1986). Le bilan des forces statiques
effectué dans la partie précédente donne des éléments de compréhension, des forces qui peuvent s’additionner
à celle en fluide homogène quand la sphère est proche de l’interface. Toutefois cette approche ne semble pas
suffisante dans le cas où le rapport de viscosités est important. Geller et al. (1986) observent ainsi une forte
augmentation de la traînée dans le cas où le fluide 2 est très visqueux, qui n’est pas observée pour des rapports
de viscosités plus faibles.
Troisième étape : entraînement de fluide par la sphère Une fois que la sphère a traversé la position initiale
de l’interface, elle emporte généralement avec elle une colonne de fluide. Encore une fois l’étude de Geller et al.
(1986) fait figure de référence dans les cas des petits nombres de Reynolds. D’autres études dans le cas de
fluides miscibles ont noté une influence de la colonne de liquide entraîné sur le mouvement de la particule.
Camassa et al. (2010) ont étudié la chute d’une sphère à travers une interface de densité entre deux fluides
miscibles. Ils observent une décroissance non négligeable de la vitesse de la particule lors de la traversée de
l’interface qui peut en partie s’expliquer par l’entraînement de liquide léger par la sphère. Srdic-Mitrovic et al.
(1999) qui étudient de manière expérimentale la traversée d’une interface de densité par une sphère, vont même
plus loin dans leur conclusion : l’augmentation de la force exercée sur la particule serait en fait principalement
due à la variation de la force de flottabilité et non à une modification des forces dynamiques due à la présence
de la stratification.
Quatrième étape : sphère entourée d’un film de liquide Un problème lié au nôtre et qui a reçu beaucoup
d’attention est l’écoulement autour d’une sphère ou d’une goutte enrobée d’un autre liquide. Nous effectuons
ici un rapide état de l’art et le lecteur est renvoyé à Johnson et Sadhal (1985) pour une revue détaillée sur ce
sujet.
Gouttes et billes enrobées
Il semble que Johnson (1981) soit le premier à avoir étudier théoriquement l’impact sur la traînée, d’un
film mince partiellement déposé sur une sphère. Il a montré que ce film pouvait potentiellement diminuer
la traînée de la sphère si le rapport de viscosités entre le fluide environnant et le film était supérieur à
1/4. Rushton et Davies (1983) ont étudié l’influence d’un enrobage liquide-liquide sur une goutte, dans
le cas où l’enrobage est sphérique et que la goutte est située en son centre. Ils ont montré que la force de
traînée sur la goutte enrobée dépendait des deux rapports de viscosité ainsi que de l’épaisseur du film.
Dans le cas d’une sphère solide entourée d’un film visqueux, la traînée sur l’ensemble est proche de celle
d’une bulle de rayon équivalent quand le rapport de viscosités tend vers l’infini tandis qu’il est proche de
celle d’une sphère quand ce rapport tend vers 0. Cependant, ces auteurs notent aussi que dans le cas où
le film entourant la sphère est très mince, la traînée est proche de celle de la sphère plutôt que de celle de
la goutte équivalente. Sadhal et Oguz (1985) ont étendu cette approche aux cas où la goutte intérieure
n’est pas centrée par rapport à la goutte extérieure. Plus récemment Kawano et Hashimoto (1997) ont
étudié numériquement l’impact d’un enrobage sphérique sur la traînée d’une sphère pour des nombres
de Reynolds intermédiaires inférieurs à 1000. Il semble que pour toute la gamme étudiée le film autour
de la sphère ait une influence sur la traînée de l’ensemble.
De manière à évaluer l’impact de la déformation de la goutte liquide sur la traînée de l’ensemble, nous
avons effectué quelques cas tests détaillés en annexe C.6.1. Nous avons essayé d’évaluer l’influence du rapport
de viscosités sur la traînée de l’objet ainsi que sur la déformation de la goutte emportée. Il apparaît que
l’augmentation du rapport de viscosités entraîne une déformation beaucoup plus importante de la goutte mais
peut potentiellement diminuer la force hydrodynamique sur la sphère tant que le film compris entre la sphère
et l’interface n’est pas très fin.
Discussion Ce rapide état de l’art donne une vue d’ensemble de ce qui est compris, de la dynamique d’une
sphère traversant une interface. Il semble qu’il y ait deux points qui n’ont pas encore été discutés en détail :
Les forces hydrodynamiques quand la sphère chevauche l’interface, et quand elle entraîne avec elle une colonne
de liquide. Le premier problème semble le plus complexe. Les déformations de l’interface sont inconnues (sauf
cas statique), et la sphère est située entre deux fluides. Dans le cas où elle entraîne une colonne de liquide,
une modélisation "au premier ordre" parait réalisable. En considérant que la sphère est complètement immergée
dans le fluide du dessous et que seule la colonne exerce une force due au fluide 1, il est possible en utilisant
les équations dérivées dans les partie précédentes d’obtenir un bilan des forces sommaire. Dans la suite, nous
présenterons dans une première partie le cas spécifique des rapports de viscosités proches de 1, où un bilan des
71
forces semble réalisable en considérant que le fluide est homogène, et en ajoutant des contributions purement
statiques due à l’interface. Dans une seconde partie nous présenterons l’influence de la colonne entraînée.
4.6.2 Un modèle simple pour λ ≈ 1 et Ar≪ 1
Dans leur travail expérimental, Srdic-Mitrovic et al. (1999) ont observé que la contribution principale, aux
forces hydrodynamiques additionnelles, qui apparaissent lors de la traversée d’une interface de densité vient de
la force de flottabilité. Cette conclusion nous pousse, dans le cas λ ≈ 1, à établir un modèle de forces très simple
valable pour toutes les étapes de traversée et basé sur un bilan des forces en fluide homogène tenant compte
des contributions hydrostatiques dues à l’interface. Le principal postulat de ce modèle est que la structure de
l’écoulement, et plus particulièrement la distribution de pression dynamique et de vitesse, n’est pas modifiée par
la présence de l’interface par rapport au cas d’un fluide homogène. Nous nous placerons de plus en régime de
Stokes car dans ce cas les forces sont dérivées de manière exacte, et de plus la force traînée est indépendante de
la densité du fluide. Les forces s’exerçant sur une sphère plongée dans un écoulement homogène instationnaire
à bas nombre de Reynolds, sont au nombre de trois : la force de traînée qui traduit la résistance du fluide au
mouvement de l’objet, la force d’histoire qui provient du temps de diffusion de la vorticité depuis la surface de
l’objet vers le fluide et la masse ajoutée qui correspond à l’accélération de la masse de fluide mis en mouvement
par la particule. Dans un tel cas le principe fondamental de la dynamique projeté dans la direction verticale
dans le référentiel du laboratoire s’écrit :
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Où µ1 = µ2 = µ est la viscosité dynamique des fluides, la fonction K désignant le noyau qui pour une particule
sphérique solide en écoulement de Stokes s’écrit Rp√
piν2(t−τ) (Boussinesq, 1885) (voir aussi Landau et Lifchitz
(1989, p 90)) et CM le coefficient de masse ajoutée qui pour une sphère est égal à 1/2. Les expressions de la
force capillaire et de flottabilité établis dans des configurations statiques, ne sont plus exactement valable lors
de l’entraînement d’une longue colonne pour λ≪ 1 ou λ≫ 1 (plus de détails peuvent être trouvé dans l’annexe
C.5.2.2). Nous utilisons cependant les expressions dérivées dans des configurations statiques (Keller, 1998) car
dans le cas λ ≈ 1 nous n’avons pas d’éléments théoriques pour conclure, et surtout car il est difficile d’évaluer
lors de la traversée le moment où la colonne devient suffisamment allongée pour que les modèles statiques ne
soient plus valides.
4.6.3 Bilan des forces lors de l’entraînement d’un fluide : influence du rapport de viscosités
Dans cette partie nous nous plaçons dans la configuration de l’étape trois, où la sphère a traversé la position
initiale de l’interface et emmène avec elle une colonne de liquide léger.
4.6.3.1 Bilan de quantité de mouvement
Nous considérons un volume de contrôle Vg qui suit les contours du film entourant la sphère. Sa limite
supérieure se situe au dessus de la sphère dans une zone où l’interface est quasiment verticale (figure 4.17). Ce
choix est fait de telle sorte que l’hypothèse de lubrification pour le film soit valable en-dessous de cette limite,
et que l’hypothèse de lubrification pour la colonne soit valable au-dessus. Nous nous plaçons dans le référentiel
de la sphère et supposons que celle-ci n’effectue qu’un mouvement de translation selon ez. Un bilan de quantité
de mouvement sur le volume de contrôle Vg donne :
∫Vg ρ1
Du
Dt
dV = ∫Vg ∇ ⋅σ1dV +∫Vg fextdV − ∫Vg ρ1
dup
dt
dV, (4.44)
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Figure 4.17. Représentation schématique du volume de contrôle entourant la sphère.
où σ1 est le tenseur des contraintes dans le film liquide et fext l’ensemble des forces volumiques extérieures s’exer-
çant sur le volume de contrôle. La première hypothèse que nous invoquons est de supposer que l’approximation
de lubrification est valable dans le volume de contrôle Vg. Cela implique notamment que les termes inertiels sont
négligeables devant les termes visqueux dans ce volume de contrôle. De plus la seule force extérieure du problème
est le poids. En utilisant le théorème de la divergence, il est possible de décomposer l’intégrale volumique de la
divergence des contraintes en trois contributions :
∫Vg ∇ ⋅σ1dV = ∫∂Vg σ1 ⋅ ndS +∫∂Vc σ1 ⋅ ndS + ∫∂Vp σ1 ⋅ndS (4.45)
où ∂Vc désigne la surface liant la goutte à la colonne et ∂Vg la surface extérieure de la goutte. Le terme
− ∫∂Vp σ1 ⋅ndS correspond aux forces hydrodynamiques exercées par le fluide sur la particule, notées fhydro. La
force hydrodynamique projetée selon ez s’écrit donc :
fhydro ⋅ ez = (∫
∂Vg σ1 ⋅ ndS +∫∂Vc σ1 ⋅ ndS) ⋅ ez − ρ1Vg (g + dupdt ) (4.46)
Ce bilan contient deux principales inconnues : l’intégrale des contraintes sur la surface de la goutte et celle
sur la surface de la colonne. Avant de s’intéresser aux effets dynamiques, il est possible de faire apparaître
les effets hydrostatiques, ce qui fait l’objet de la prochaine sous-section. Nous introduirons dans la suite une
pression modifiée, P , ainsi qu’un tenseur des contraintes modifié auxquelles ont été soustraites les contributions
statiques, Σ. Pour une discussion détaillée de ce choix, le lecteur est renvoyé à Batchelor (1967, p 176).
4.6.3.2 Contributions hydrostatiques
Puisque nous travaillons dans un référentiel non-galiléen, il est nécessaire de faire apparaître le terme de force
fictive que nous incluons dans les effets hydrostatiques. Nous noterons Σ le tenseur des contraintes modifiées du-
quel nous avons soustrait les contributions hydrostatiques qui sont au nombre de trois : la poussée d’Archimède,
la force capillaire, et l’accélération d’entraînement. Nous supposons que l’expression des forces hydrostatiques
dérivées dans une configuration statique (Keller, 1998), reste valable dans une configuration dynamique (pour
une discussion de cette hypothèse le lecteur est renvoyé à l’annexe C.5.2.2). On a :
∫
∂Vg σ1 ⋅ ndS ⋅ ez = ∫∂Vg Σ2 ⋅ndS ⋅ ez + Vcylρ2 (g + dupdt ) + (Vp + Vg)ρ2 (g + dupdt ) + 2πR(zs, t)γ, (4.47)
∫
∂Vc σ1 ⋅ndS ⋅ ez = ∫∂Vc Σ1 ⋅ ndS ⋅ ez − Vcylρ1 (g + dupdt ) − (Vp + Vg)ρ1 (g + dupdt ) + (Vp + Vg)ρ1 (g + dupdt ) ,
(4.48)
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où r = R(z, t) correspond au choix de paramétrisation de la surface.
4.6.3.3 Discussion sur les contributions dynamiques
L’intégration des contributions de la goutte et de la colonne aux forces hydrodynamiques nécessite la connais-
sance du champ de vitesse et de pression à l’extérieur de la goutte ainsi qu’à l’intérieur de la colonne. Dans la
limite où la colonne est très allongée, et pour deux rapports de viscosités correspondant à des limites opposées,
nous avons dérivé des équations d’évolution de la colonne qui nous permettent d’obtenir à l’ordre dominant
les forces qu’elle exerce. L’écoulement extérieur à la goutte étant inconnu, nous allons utiliser les expressions
classiques des forces exercées sur une particule fluide. Notons que ces forces hydrodynamiques sont dérivées
soit dans l’approximation de Stokes soit dans celle d’Oseen, soit en écoulement potentiel. De manière à obtenir
des expressions valables pour une large gamme de nombre de Reynolds, nous utiliserons ces forces avec des
coefficients semi-empiriques, notamment pour le coefficient de traînée. Srdic-Mitrovic et al. (1999) ont utilisé
un bilan des forces de ce type pour mettre en évidence la traînée additionnelle créée par la stratification.
4.6.3.4 Influence de l’enrobage autour de la sphère
Les résultats obtenus dans la littérature sur les gouttes enrobées ainsi que les observations faites dans la
partie consacrée au drainage du film nous poussent à distinguer deux cas limites : les très grands et très petits
rapports de viscosités. Dans le cas λ ≫ 1, le film est beaucoup moins visqueux que le fluide environnant. Il
est donc possible de supposer que le système sphère + goutte contenu dans ∂Vg, est vu par le fluide extérieur
comme une bulle de rayon équivalent : Rg = (3/(4π)(Vg + Vp))1/3. Dans le cas λ ≪ 1, la sphère enrobée est
vue par le fluide extérieur comme un solide de rayon équivalent Rg. Pour ces deux cas limites, il est possible
d’effectuer un bilan des forces dynamiques "semi-empirique" :
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, (4.49)
où CD est le coefficient de traînée, K et CM sont définis à l’équation 4.43. Les noyaux et les coefficients de
traînée empiriques choisis pour le cas d’une bulle et d’une sphère solide sont résumés dans le tableau 4.3.
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Tableau 4.3. Valeurs prises pour les coefficients de traînées et expressions des noyaux de la force d’histoire. Le nombre
de Reynolds utilisé dans ces formules est basé sur le diamètre de la particule. La force d’histoire pour une
bulle est celle dérivée en régime de Stokes. Le noyau de la force d’histoire pour une particule solide est celui
proposé par Kim et al. (1998). Il est détaillé en annexe C.6.2. Ce noyau semble donner des résultats corrects
même pour de fortes accélérations/ décélérations de particules sphériques (Takemura et Magnaudet, 2003)
Revenons sur l’utilisation de ces formules dans le cas où λ≫ 1. Même si les expériences ont été réalisées avec
précaution, la répétition des lâchers, ainsi que la présence de poussière sur les sphères contaminent l’interface.
Or la présence de tensioactifs vient rigidifier l’interface. Le coefficient de traînée et le noyau de la force d’histoire
tendent alors vers ceux d’un solide (Fabre et Legendre, 2000). Nous verrons cependant par la suite que le modèle
dérivé dans l’hypothèse λ≫ 1, n’est pas concluant, car la force exercée par la colonne n’est pas suffisante pour
expliquer l’augmentation de la force hydrodynamique.
4.6.3.5 Influence de la colonne
Cas des grands rapport de viscosités Dans l’hypothèse où la colonne entraînée par la sphère est longue, nous
pouvons utiliser la théorie développée dans la partie précédente. Donc :
∫
∂VcΣ1 ⋅ ndS ⋅ ez = πR2(zs, t)(−P1(zs, t) + 2µ1 ∂uz∂z (zs, t)) , (4.50)
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où P1 désigne les contributions dynamiques de la pression dans le fluide 1. Si l’on néglige les contributions à la
pression dues au fluide extérieur on obtient (cf annexe C.4) P1 = −µ1 ∂uz∂z , d’où :
∫
∂VcΣ1 ⋅ ndS ⋅ ez = fµcol = 3πµ1R2(zs, t)∂uz∂z (zs, t) (4.51)
Le facteur 3 qui apparaît est caractéristique des problèmes élongationnels : le terme 3µ est communément appelé
viscosité de Trouton. L’expression obtenue pour la force ne nous aide malheureusement pas, car même si elle
simplifie le problème, le gradient de vitesse n’est à priori pas connu. Cependant dans la limite où ∂R/∂z ≃ 0,
l’équation de conservation de la masse implique ∂uz
∂z
= − 1
R2
∂R2
∂t
. Cette expression permet d’obtenir dans ce cas
une expression de la force qui ne dépend que des caractéristiques "visibles" de la colonne. Cette force s’oppose
au mouvement de la sphère quand la variation temporelle du rayon de la colonne est négative.
Le cas des petits rapports de viscosités Dans le cas λ≪ 1, les contraintes visqueuses dans la colonne sont d’un
ordre de grandeur plus faible que la pression (cf C.4). Celle-ci peut s’écrire à l’ordre dominant : P1 = −2µ2 ∂ur∂r .
Nous obtenons donc la force exercée par la colonne (prise au point zs) :
∫
∂VcΣ1 ⋅ ndS ⋅ ez = fµcol = −2µ2πR
dR
dt
(4.52)
4.6.3.6 Bilan
Dans cette partie nous avons dérivé un modèle de force valable quand la particule à traversé la position initiale
de l’interface et entraîne une longue colonne de fluide léger. Les expressions ont été dérivées pour des rapports
de viscosités très petits ou très grands. Le bilan des forces s’écrit finalement :
ρpVp
dup
dt
=−ρ2CD πR2g2 u2p´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
force de traînée
−6πµ2Rg ∫ t
0
K(t− τ)dup
dτ
dτ´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
force d’histoire
−ρ2(Vg + Vp)CM dup
dt´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
force de masse ajoutée
+ fµcoldcurly
force due à la colonne
+Vcyl(ρ2 − ρ1)(g + dup
dt
) + (Vp + Vg)ρ2 (g + dup
dt
) − ρ1Vg (g + dup
dt
)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
force d’Archimède généralisée
+ 2πR(zs, t)γ´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
force capillaire
−Vpρpg´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymod¶
poids
(4.53)
où les expressions des coefficients et de la force due à la colonne peuvent être trouvées dans les parties
précédentes. Cependant les expressions de CD, CM ainsi que le noyau de la force d’histoire ne sont pas à priori
celles qui correspondent à une sphère isolée, car une partie de la surface est "collée" à la colonne. Plutôt que
de modifier ces coefficients nous avons fait le choix de venir modifier Rg, en lui soustrayant une contribution
proportionnelle à la surface de la sphere attachée à la colonne. On a donc : Rgmodifié = Rg(1 − 0.5(1 − (1 −
R(zs, t)/Rg)0.5))0.5. Ainsi si la calotte sphérique est une demi-sphère, la force de traînée est divisée de moitié.
4.7 Prédictions numériques
Une des caractéristiques intéressantes des équations de Stokes est qu’elles peuvent s’écrire sous forme intégrale
(Kim et Karrila, 2013). Cette formulation a donné naissance à la méthode numérique d’intégrales de frontière
qui permet de réduire d’une dimension le problème spatial. C’est avec ce type de méthode que Geller et al.
(1986) ont étudié la traversée d’une interface liquide-liquide par une sphère dans deux cas différents : soit la
sphère est assujettie à un mouvement de translation à vitesse constante, soit une force constante lui est imposée
et génère son mouvement. Nous comparons ici nos résultats à ceux obtenus par Geller et al. (1986) à vitesse
imposée, de manière à ne pas avoir à prendre en compte les termes d’accélération dans l’analyse physique. Cette
partie a deux objectifs : le premier est de valider notre approche numérique sur des cas de traversée d’interface.
Le second est d’obtenir un support de discussion des modèles développés dans les partie précédentes.
75
12Rp
6Rp 3Rp
12Rp
g
2
1
Figure 4.18. Schéma à l’échelle du domaine numérique utilisé pour comparer nos résultats à ceux de Geller et al. (1986).
4.7.1 Comparaison avec les résultats de Geller et al. (1986)
4.7.1.1 Choix du maillage
Le choix du maillage pour les écoulements autour de particules est souvent régi par la nécessité de bien
décrire la couche limite sur l’objet. Puisque les comparaisons s’effectuent en régime de Stokes, ce choix n’est pas
pertinent. Nous avons pu voir l’impact qu’à le film entourant la sphère sur sa dynamique. Il est donc essentiel
de le décrire aussi bien que possible. L’annexe C.7.1 détaille un cas test qui compare les prédictions numériques
aux prédictions théoriques pour une sphère traversant un plan de particules fluides en régime de Stokes. Ce cas
met en évidence l’importance de choisir un pas de temps suffisamment faible pour éviter toute "porosité" de
l’obstacle. De plus 50 mailles par diamètre de sphère semblent être suffisantes dans ce cas idéalisé pour décrire le
film tant que son épaisseur n’est pas inférieure à 0.05Rp. Cependant puisque nous travaillons avec des rapports
de viscosités variables, les contraintes tangentielles à l’interface engendrent des écoulements différents dans le
film et à l’extérieur. Les résultats de l’annexe C.6.1 nous poussent aussi à raffiner le maillage dans le film qui
à une influence sur la traînée de la particule (surtout dans le cas λ ≫ 1). Nous choisissons donc un maillage
avec 100 mailles par diamètre de sphère. Le domaine utilisé est axisymétrique, de rayon 12Rp et de longueur
18Rp (figure 4.18). L’interface est initialement placée à une distance de 6Rp au-dessus du bas du cylindre et le
centre de gravité de la sphère a 3Rp au-dessus. Cette configuration est la même que celle étudiée par Geller et al.
(1986).
4.7.1.2 Comparaison des résultats
Influence du rapport de viscosité Nous comparons ici les résultats obtenus avec le code JADIM et les simu-
lations de Geller et al. (1986), pour une sphère traversant à vitesse constante l’interface entre deux liquides
immiscibles. Les axes de chaque graphique sont normalisés par le rayon de la sphère. Les paramètres sans
dimension utilisés pour décrire l’écoulement sont au nombre de trois :
Ca = µ2Up/γ, Cg = µ2Up/(Rpg(ρ2 − ρ1)), λ = µ1/µ2 , (4.54)
où Ca est le nombre capillaire qui compare les effets visqueux aux effets capillaires, Cg compare les effets
visqueux aux effets de flottabilité et l’indice 1 désigne le fluide du dessus. Les figures 4.19 montrent pour les
trois simulations une remarquable concordance entre les formes de colonne prédites par JADIM et celle données
par Geller et al. (1986). L’augmentation du rapport de viscosités a plusieurs effets. Plus λ est important moins
l’interface se déforme à l’approche de la sphère. De plus, il semble que le drainage du film soit plus rapide dans
le cas où le rapports de viscosité est plus important, en accord avec les conclusions de la partie 4.2. Chaque
cas semble donner lieu à un entraînement de colonne, même si ce n’est pas totalement évident pour le cas
λ = 10. En effet une des limitations de la méthode d’intégrales de frontière utilisées par Geller et al. (1986) est
que plus le film s’amincit entre l’objet et l’interface, plus le pas de temps décroit. La méthode permet donc de
décrire avec précision le film jusqu’à une taille critique qui correspond à une limite inférieure du pas de temps
pour les machines de l’époque 9. Nos simulations montrent que cette configuration mène bien à une situation
d’entraînement de colonne.
9. Rapellons que cet article date du milieu des années 80 !
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Les figures 4.20 montrent l’évolution de la force hydrodynamique exercée par le fluide sur la colonne ainsi
que celle de l’épaisseur du film. Les données concernant l’épaisseur des films ont été extraites de l’article de
Leal et Lee (1982) avec l’aide du logiciel libre Engauge Digitizer. Les résultats sont en bon accord même si l’on
peut noter de légères différences au niveau des forces pour le cas λ = 10 et au niveau de l’épaisseur pour λ = 0.
L’augmentation de λ a deux effets : augmenter la force hydrodynamique lors de la traversée ainsi que faire
décroître bien plus vite épaisseur des films.
Influence de Ca et Cg La figure 4.21 montre la traversée de l’interface par une sphère dans le cas Ca = 0.1
d’une part, Cg = 0.1 d’autre part, les autres paramètres de contrôle étant pris égaux à 1. Dans le cas où les effets
de flottabilité jouent un rôle important, i.e Cg = 0.1, nous pouvons noter que la colonne entraînée a un très
faible rayon de manière à minimiser le volume emporté et ainsi la force de flottabilité. L’effet de la tension de
surface (Ca = 0.1) est d’élargir les zones de déformation de l’interface aux premières étapes du franchissement.
Sur la dernière étape, nous notons que la colonne est proche du pincement, et c’est bien ce que l’on observe si
l’on prolonge un peu la simulation.
Pour les deux cas Ca = 0.1 et Cg = 0.1, on note une nette augmentation des forces à la traversée de l’interface
(figure 4.22). Cette augmentation est due à la combinaison des forces de flottabilité et de capillarité. Nous
observons de plus que dans le cas Cg = 0.1 la force ne diminue pas totalement après la traversée. Cela provient
du fait que la sphère reste encapsulée dans une pellicule de liquide léger et la force de flottabilité s’en trouve
modifiée.
En résumé
• , Il y a un bon accord entre les solutions de Geller et al. (1986) et les nôtres, aussi bien d’un
point de vue qualitatif que quantitatif. Cela nous permet d’utiliser avec confiance la méthode
numérique pour des nombres de Reynolds intermédiaires.
• / Le seul bémol vient du calcul de l’épaisseur des films. Même si nos simulations reproduisent qua-
litativement et quantitativement les résultats de Geller et al. (1986) de petites différences peuvent
apparaître. Nous utiliserons donc essentiellement cette mesure tant que son exploitation ne de-
mande pas une grande précision.
4.7.2 Quelques remarques sur l’évolution de l’épaisseur entre la sphère et l’interface
La figure 4.23 montre l’évolution de l’épaisseur des films intercalés entre la sphère et l’interface en échelle
logarithmique. Commençons par nous intéresser à la dynamique de cette épaisseur aux temps courts, c’est-à-
dire quand la sphère est encore loin de l’interface. La solution de Stokes qui décrit le mouvement d’un plan
de particules fluides, semble donner une borne supérieure pour le déplacement de l’interface. Nous pouvons
ensuite noter comme précédemment que, plus le rapport de viscosités augmente, moins l’interface se déforme.
Par ailleurs l’interface se deforme un peu plus, quand la tension de surface domine que lorsque les effets de
flottabilité dominent. L’équipe de Leal a étudié les déformations de l’interface dans deux articles, l’un théorique
(Berdan et Leal, 1982), l’autre numérique (Lee et Leal, 1982). De manière intéressante nos conclusions sur les
déformations de l’interface sont en accord avec celle de Berdan et Leal (1982). Ceux-ci en utilisant le cadre
théorique développé dans l’article de Lee et al. (1979), ont montré que ces déformations ne sont pas gouvernées
par la tension de surface mais par la différence de densité entre les deux fluides. Un autre point qui apparaît
dans l’article de Lee et al. (1979) est que les déformations de l’interface dues à un Stokeslet placé loin de l’in-
terface ne dépendent pas du rapport de viscosités. Ce rapport apparaît seulement dans les corrections d’ordre
supérieur. Ce point semble cependant contraster avec nos résultats puisque varier λ modifie de manière impor-
tante les déformations de l’interface 10. Nous réutiliserons ce cadre théorique dans la partie consacrée à l’étude
paramétrique numérique.
Intéressons nous maintenant au drainage des films minces. Pour les cinq configurations, les régimes de drainage
ne sont pas les mêmes. Il semble que pour λ = 1 et Cg = 0.1 la décroissance aux temps longs soit linéaire comme
celle prédite par le modèle théorique établi pour un plan de particules fluides. Si pour λ = 1 cela semble
raisonnable, il est probable que la décroissance linéaire dans le cas Cg = 0.1 s’explique par un autre mécanisme
que celui de la dérive de Darwin. Pour λ = 0.01, la décroissance est beaucoup plus faible avec une pente de l’ordre
10. Dans notre situation la sphère ne peut pas être réduite à un Stokeslet car elle est initialement trop proche de l’interface. Il
faut donc prendre en compte le dipôle potentiel.
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t−1/2, ce qui pourrait être en accord avec les modèles développés dans la partie 4.2. De manière surprenante, dans
le cas Ca = 0.1, l’épaisseur chute brutalement. Cela est due au fait que la procédure d’intégration numérique de
l’épaisseur, n’est plus valable après pincement.
4.7.3 Prédictions des modèles théoriques de forces développés précédemment
Il y a beaucoup d’avantages à comparer nos modèles de forces aux résultats de Geller et al. (1986). Leurs
simulations sont effectuées à petit nombre de Reynolds et dans ce cadre les expressions des forces peuvent être
dérivées théoriquement. De plus, la vitesse de la sphère est constante ce qui permet de s’affranchir des forces
liées à l’accélération. Dans la suite, nous commençons par nous intéresser aux forces s’exerçant sur la sphère
dans le cas où λ = 1. Nous utilisons pour cela le modèle 4.43. Dans un second temps nous nous intéresserons
aux effets dus au rapport de viscosités et nous utiliserons le modèle 4.53.
4.7.3.1 Modèle de forces quand le rapport de viscosités est égal à 1
Le cas λ = 1, Ca = 0.1, Cg = 1. La figure 4.24 montre l’évolution de la force hydrodynamique exercée sur
la particule (sans la composante habituelle de la force d’Archimède ρ1Vpg). Nous avons appliqué le modèle de
forces décrit dans la partie 4.6.2 sans utiliser le terme d’histoire, qui est nul puisque la vitesse de l’objet est
constante. Quatre forces peuvent être mises en évidence : la force capillaire, les deux composantes de la force
d’Archimède modifiée (la force due à la calotte sphérique délimitée par l’angle ψ et celle due au cylindre de fluide
entraîné) et la force de traînée. Nous pouvons voir que la force totale prédite par ce modèle est en bon accord
avec la solution numérique. Nous ne pouvons cependant obtenir des points plus tôt dans la simulation car la
sphère est encore trop loin de l’interface et notre modèle ne s’applique que si le film est mince. L’augmentation
importante de la force hydrodynamique au passage de l’interface semble provenir en grande partie de la force
capillaire. Cette augmentation n’est pas négligeable car la force hydrodynamique est multipliée par un facteur 5
par rapport à la traînée de Stokes. Le détail de l’intégration numérique de ces forces peut être trouvé en annexe
C.7.2.3.
Le cas λ = 1, Ca = 1, Cg = 0.1. La figure 4.25 montre l’évolution de la force dans un cas où les effets
de flottabilité sont plus importants que les effets visqueux. De manière intéressante, c’est la composante liée à
la calotte sphérique qui explique l’augmentation importante de la force hydrodynamique et non celle due à la
colonne cylindrique. Nous pouvons noter que l’accord entre les solutions numérique et théorique est moins bon
aux temps longs. Cela provient visiblement d’une surestimation de la force due à la colonne entraînée.
Le cas λ = 1, Ca = 1, Cg = 1. La figure 4.26 montre un cas où les forces de capillarité et de pesanteur sont
comparables à celle liés à la viscosité. C’est donc un cas à priori plus délicat à traiter théoriquement car les
effets dynamiques liés au passage de l’interface sont sans doute importants. On note une forte augmentation de
la force au passage de l’interface. Cette augmentation provient principalement de la force capillaire et de la force
de flottabilité due à la calotte sphérique. Par contre, après le passage de l’interface, la force hydrodynamique
provient en grande partie de la force de de flottabilité due au cylindre de fluide entraîné. Ceci est en accord avec
l’évolution temporelle du système (figure 4.19), car la colonne entraînée devient très longue.
4.7.3.2 Modèle de forces quand λ≪ 1
Nous avons effectué en annexe C.7.2 des tests dans le but de valider les modèles de forces établis plus tôt et
notamment celui concernant la force exercée par la colonne de fluide entraîné. Le cas-test est très simple et ne
fait intervenir que la force visqueuse exercée par la colonne à cause du contraste de viscosité. Il apparaît que
ce modèle décrit bien l’évolution de la force hydrodynamique dans le cas où λ ≪ 1. Pour vérifier cela dans un
cas où d’autres forces entrent en jeu, nous comparons nos modèles aux résultats obtenus dans le cas λ = 0 de
Geller et al. (1986).
La figure 4.27 montre une augmentation de la force hydrodynamique après l’arrivée de la sphère à l’interface,
puis une décroissance. Si l’on peut supposer que l’augmentation est principalement due aux forces capillaire
et de flottabilité, la décroissance est contrôlée en grande partie par la force visqueuse exercée par la colonne
ainsi que par la force de flottabilité due à la calotte sphérique. La force visqueuse exercée par la colonne décroît
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fortement au cours de la traversée. Cette même force paraît bien décrite par son approximation obtenue en
utilisant le rayon de la colonne. L’accord entre simulation numérique et modèle théorique est moins bon aux
temps longs. Cela provient de la force d’Archimède due au cylindre entraînée qui est anormalement grande. La
procédure de post-traitement surestime probablement le volume de cylindre, mais gardons aussi à l’esprit que
cette force n’a plus lieu d’être quand la colonne est suffisamment allongée.
En résumé
• , Les modèles de forces dérivés dans la partie précédente semblent être en bon accord avec les
simulations numériques pour les rapports de viscosités proches de 1 et très petits devant 1.
• / Le post-traitement des forces se fait "à la main". Nous n’avons en effet pas trouvé de procédure
générale, donnant précisément la limite entre le cylindre entraîné et la calotte sphérique, mis à part
l’emplacement du point d’inflexion quand la colonne n’est pas encore pleinement formée.
• / Pour λ≫ 1 le modèle de force dérivé ne semble pas bien décrire la réalité. En effet on constate
une nette augmentation de la force hydrodynamique due au contraste de viscosité qui n’est pas
bien décrit par le modèle.
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Figure 4.19. Évolution de la l’interface lors du passage de la sphère. A gauche les simulations réalisées avec JADIM, à
droite les résultats de Geller et al. (1986) Nous nous sommes volontairement placés dans le référentiel de
la sphère, pour faciliter la comparaison avec les résultats de Geller et al. (1986). Le pas de temps entre
chaque positions de l’interface est ∆tup/Rp = 1 De haut en bas λ = 10, λ = 1 et λ = 0.01 avec Ca = 1 et
Cg = 1
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Figure 4.20. A gauche évolution des forces hydrodynamiques normalisées par la traînée de Stokes dans le fluide 1. A
droite évolution de l’épaisseur du film intercalé entre la sphère et l’interface. Les symboles correspondent
aux résultats de Geller et al. (1986) extraits avec Engauge Digitizer.
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Figure 4.21. Évolution de l’interface déterminée par JADIM à gauche et par les simulations de Geller et al. (1986) à
droite. En haut le cas Cg = 0.1, en bas le cas Ca = 0.1, avec tous les autres paramètres fixés à 1.
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Figure 4.22. Evolution des forces hydrodynamiques normalisées par la traînée de Stokes dans le fluide 1. Les symboles
correspondent aux points obtenus par Geller et al. (1986) et extraits à l’aide du logiciel Engauge Digitizer.
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Figure 4.23. Evolution de l’épaisseur du film en fonction du temps. Les symboles correspondent aux résultats de
Geller et al. (1986). La courbe en trait plein avec symbole + correspond à l’évolution de l’épaisseur entre
une sphère et un plan de particules fluides dans le cas d’un écoulement de Stokes. Les courbes sans symbole
correspondent aux simulation effectuées pour λ = 0,1,10 avec Ca = 1 et Cg = 1 et pour Cg = 0.1 et Ca = 0.1
avec tous les autres paramètres fixés à 1.
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Figure 4.24. Évolution de la force hydrodynamique normalisée par la traînée de Stokes au cours de la traversée de
l’interface pour λ = 1, Ca = 0.1, Cg = 1. La courbe en trait plein correspond à la force obtenue
numériquement, tandis que les points sont obtenus à partir des expressions théoriques des forces. Les
croix désignent la force totale obtenue avec le modèle théorique, les triangles la force de flottabilité lié au
cylindre de fluide entraîné, les carrés vides la force de flottabilité due à la calotte sphérique délimitées par
l’angle ψ et les carrés pleins la force capillaire.
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Figure 4.25. Évolution de la force hydrodynamique normalisée par la traînée de Stokes, au cours de la traversée de
l’interface pour λ = 1, Ca = 1, Cg = 0.1. Le reste de la légende est identique à celle de la figure 4.24.
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Figure 4.26. Évolution de la force hydrodynamique normalisée par la traînée de Stokes, au cours de la traversée de
l’interface pour λ = 1, Ca = 1, Cg = 1. Le reste de la légende est identique à celle de la figure 4.24.
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Figure 4.27. Évolution de la force hydrodynamique normalisée par la traînée de Stokes, au cours de la traversée de
l’interface pour λ = 0, Ca = 1, Cg = 1. La courbe en trait plein correspond à la force obtenue numérique-
ment, tandis que les points sont obtenus à partir des expressions théoriques des forces. Les force statiques
sont décomposées en trois contributions : les carrés vides montrent la force de flottabilité lié au cylindre
entraîné, les carrés pleins la force de flottabilité due à la calotte sphérique (délimitée par l’angle ψ) et les
triangles vides la force capillaire. Les contributions hydrodynamiques sont au nombre de deux : la traînée
du fluide 2 représentée par des triangles plein, ainsi que la force visqueuse due à la colonne représentée
par des ronds vides ou des ronds pleins en fonction de l’expression choisie pour celle-ci (l’indice R signifie
que l’on calcule la force due à la colonne en approximant le gradient de vitesse en fonction de l’aire de
la colonne). Les croix et les étoiles correspondent à la force totale s’exerçant sur l’objet pour les deux
expressions de la force due à la colonne.
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Résultats aux temps courts
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Ce chapitre vise à caractériser de manière expérimentale et numérique les différentes gammes d’écoulements
qui apparaissent lorsqu’une sphère traverse une interface liquide-liquide. Dans une première section, nous présen-
terons l’ensemble des résultats expérimentaux. Nous discuterons plus particulièrement de la forme de la colonne
entraînée, des configurations qui peuvent amener à la flottaison de la bille, ainsi que de la goutte emmenée par
la bille après pincement de la colonne. Dans une seconde partie nous confronterons résultats expérimentaux et
numériques sur différents cas qui révèlent des dynamiques contrastées. Nous clôturerons ce chapitre par une sec-
tion dédiée à l’étude numérique de ce problème, visant à quantifier précisément l’influence de chaque paramètre
sans dimension sur l’écoulement.
5.1 Observations expérimentales
Le but de cette section est de donner une vision d’ensemble des différentes configurations qui peuvent ap-
paraître lors du passage d’une sphère au travers d’une interface liquide-liquide. Nous nous focaliserons dans
un premier temps sur l’observation des écoulements obtenus et plus particulièrement sur la forme des colonnes
entraînées. Puis nous étudierons les caractéristiques de la goutte entraînée par la sphère après pincement de
la colonne. Enfin, à l’aide des développements effectués dans le chapitre 4 nous étudierons les différents cas de
flottaison et d’entraînement colonnaire obtenus.
5.1.1 Cartographie des écoulements
Les différentes sphères et couples de liquides utilisés permettent de faire varier les paramètres physiques du
problème. Les expériences réalisées couvrent la gamme suivante de paramètres sans dimension :
0.027 ≤ ζ = ρ2 − ρ1
ρ1
≤ 0.32
0.40 ≤ ζ∗ = ρp − ρ1
ρ1
≤ 7.6
0.0019 ≤ λ = µ2
µ1
≤ 13
0.038 ≤ Bo = (ρ2 − ρ1)gR2p
γ
≤ 5.1
0.33 ≤ Ar = Rpρ1
µ1
√
gRp(ρp
ρ1
− 1) ≤ 968
(5.1)
Le rapport de viscosités et le nombre d’Archimède varient sur 4 ordres de grandeur et le nombre de Bond
sur 3. Au vu des gammes de paramètres, il semble judicieux d’effectuer une cartographie dans un espace à 2
dimensions (Ar,Bo) pour différents λ comme l’a fait Bonhomme (2012). Sur chacun de ces graphiques nous
ne représenterons que 3 types de sphères : constituées de polyacétal, de verre et d’acier qui correspondent
respectivement à des rapports de densité faible (ζ∗ ≃ 0.4), intermédiaire (ζ∗ ≃ 2) et grand (ζ∗ ≃ 8). Nous nous
limiterons de plus à trois rayons de sphères : 2mm, 3.5mm et 7mm, ce qui permet de faire varier le nombre de
Bond et le nombre d’Archimède. Dans la suite de cette sous-section, nous présenterons les différents diagrammes(Ar,Bo). Nous distinguerons trois parties : la première s’intéressera aux grand rapports de viscosités et grands
nombres d’Archimèdes, la seconde aux rapports de viscosités modérés et la troisième aux faibles rapports des
viscosités.
5.1.1.1 Evolution de la colonne entrainée
Les observations expérimentales, portant en grande partie sur la forme de la colonne entraînée, nous présentons
les résultats de deux études traitant d’un sujet connexe. Marmottant et Villermaux (2004a) se sont intéressé à
l’entrainement d’une colonne d’eau par une pipette, aﬄeurant initialement une surface libre. Ils identifient deux
régimes. Le premier, caractérisé par un temps d’étirement grand devant le temps capillaire
√
ρR3p/γ, conduit
à un pincement rapide de la colonne. En effet, le ménisque étant gouverné par l’équation de Young-Laplace, il
pince quand le pont liquide est instable, c’est à dire quand la pipette atteint une hauteur au dessus du bain
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de l’ordre de la longueur capillaire. Le second régime apparaît quand le temps d’étirement est très petit devant
le temps capillaire. Dans cette configuration ils montrent que l’augmentation du taux d’étirement inhibe le
pincement de la colonne. Cela peut être relié à l’effet stabilisant de l’étirement sur les instabilités capillaires
(Eggers et Villermaux, 2008; Mikami et al., 1975; Tomotika, 1936). Dans le cas où le liquide du bain est très
visqueux et les effets capillaires négligeables, Seiwert (2010) a obtenu une loi donnant le volume maximal entraîné
par un cylindre retiré à vitesse constante. Cette loi prédit que le volume dépend principalement du rayon du
cylindre. Il s’est aussi intéressé au drainage d’un filament suspendu au dessus d’un bain liquide. Au temps court
le drainage est dominé par la gravité, tandis qu’une fois que le filament s’est suffisamment aminci il est piloté
par les effets capillaires.
5.1.1.2 Effets d’inertie dominants et rapports de viscosités intermédiaires ( Ar > 50, λ > 0.1 )
Verre Acier
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Figure 5.1. Diagramme (Ar,Bo) pour deux couples de liquides et trois sortes de sphère. A gauche : huile de silicone
47V5 / eau (21%)-glycérine (79%). Dans ce cas λ = 13, ζ = 0.32. A droite : 47V5/eau. Dans ce cas λ = 0.21,
ζ = 0.08. Dans chaque série est représenté de gauche à droite : les sphères de polyacétal, de verre et d’acier.
La figure 5.1a montre les différents comportements qui apparaissent dans des régimes très inertiels quand
le rapport de viscosités est grand devant 1 et le contraste de densité entre les fluides important. Pour de
petits nombres de Bond, on observe un cas de flottaison. Dans le cas de la sphère de polyacetal de 7mm,
le pincement de la colonne se fait juste en-dessous de l’interface au repos. Cela est dû à un comportement
intéressant de la sphère que nous étudierons plus en détail par la suite. Tous les autres cas correspondent à
des configurations d’entraînement colonnaire qui exhibent des comportements variés en fonction du nombre
d’Archimède. Pour des nombres d’Archimède supérieurs à 100, le sillage de la sphère n’est plus axisymétrique
et des déviations de sa trajectoire rectiligne peuvent être observées. Nous n’avons utilisé qu’une caméra et il
n’est donc pas possible de reconstruire la trajectoire de la sphère. Cependant nous pouvons décrire de manière
qualitative les comportements observés 1. Les trajectoires non-axisymétriques influencent également la colonne
de liquide entraînée. Ainsi, pour les cas axisymétriques, la colonne est longue et fine, tandis que pour les cas
non-axisymétriques, elle prend des formes ellipsoïdales et semble se déformer facilement en suivant le sillage de
la sphère (sphère d’acier et de verre de 14 mm de diamètre notamment). Pour clarifier les idées sur ce dernier
point, nous nous intéressons à la chute d’une sphère d’acier de 7 mm de diamètre (figure 5.2). Il semble que
la colonne entraînée commence par former des nappes de liquide qui forment ensuite des colonnes. La goutte
emportée quant à elle se creuse au-dessus de la sphère. Même si rien de quantitatif ne vient confirmer cette
1. C’est un point qui n’a pas été discuté dans le chapitre 3, mais la répétabilité des cas pleinement 3D n’est pas aussi bonne que
celle des cas axisymétriques. En effet, en fonction de la trajectoire initiale de l’objet nous pouvons voir différents comportements
apparaître. De plus, le fait de n’observer la trajectoire que dans un plan limite la répétabilité. En fonction des cas, il est tout de
même possible d’en tirer des caractéristiques communes.
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Figure 5.2. Chute d’une sphère d’acier de 7 mm de diamètre au travers d’une interface H47V5 / eau (21%)- glycérine
(79%). Les nombres sans dimension associés à ce cas sont : Ar = 342, Bo = 1.12, ζ∗ = 7.61. L’intervalle de
temps (normalisé par
√
Rp
gζ∗
) entre chaque images est de 2.9.
hypothèse, les déformations de la colonne semblent être pilotées par les contraintes exercées par le fluide 2, et
plus particulièrement le sillage créé par la sphère. Le détachement des ligaments rappelle en effet le détachement
tourbillonnaire dans le sillage d’une sphère à grand nombre de Reynolds.
Un autre point intéressant qui apparaît sur la figure 5.1a est le fait que la sphère peut rester attachée à
une goutte très longue après le pincement, comme le montre les chutes des sphères de verre de 4 et 7 mm de
diamètre. En effet des gouttes en écoulement extensionnel peuvent être étirées de manière importante dans des
configurations stationnaire dans le cas de grands rapports de viscosités (Stone, 1994). La zone de pincement
est elle aussi d’un haut intérêt puisqu’elle contrôle en partie le volume emporté par la sphère. Pour les cas
quasi-statiques, la position du pincement est contrôlée par l’équation de Young-Laplace, mais il est beaucoup
plus difficile de la prédire dans des cas dynamiques. Pour les cas axisymétriques ou proche de l’axisymétrie, le
pincement a lieu au dessus de la sphère ou près de la base de la colonne. En effet les variations de courbure à ses
extrémités sont importantes et créent un gradient de pression capillaire qui la draine (Marmottant et Villermaux,
2004a).
La figure 5.1b montre qu’il n’y a pour cette gamme de paramètre (λ = 0.21, ζ = 0.08) qu’une configuration de
flottaison et que toutes les autres correspondent à des entraînements colonnaires. Comme pour le cas précédent,
pour des nombres d’Archimède supérieurs à 100 les trajectoires sont pleinement tridimensionnelles. Les colonnes
entraînées sont très déformées même si ce n’est pas à priori pour les mêmes raisons que précédemment. En effet,
puisque le rapport de viscosités est plus petit, l’inertie du fluide 1 pilote les déformations. La colonne forme des
gouttes à la topologie complexe plutôt que de longs ligaments. Pour le cas le plus inertiel, on observe même la
fragmentation de la colonne. Ce phénomène sera étudié plus en détail dans la partie portant sur le détachement
d’une sphère enrobée.
5.1.1.3 Rapports de viscosités et effets inertiels modérés (λ > 0.1, Ar < 100)
Les figures 5.3a et 5.3b montrent respectivement la chute de sphères au travers d’interfaces H47V50 / eau(21%)
- glycérine (79%) et H47V500 / eau (21%)-glycérine (79%). Pour les deux séries on observe deux cas de flottaison
et deux détachements très lents pour les sphères de polyacetal de 14mm ainsi que pour les sphères de verre de
4 mm. Tous les autres cas sont des configurations d’entraînement colonnaire. Il y a de remarquables similitudes
entre les deux séries autant pour les cas de flottaison que d’entraînement de colonne. Pour ces derniers on peut
noter que la colonne est toujours axisymétrique et qu’elle est très allongée. Sur tous les cas d’entraînement
colonnaire, on n’observe d’ailleurs pas de pincement de la colonne, même s’il semble qu’il aura lieu soit près de
la sphère soit proche de la base de la colonne. Pour les sphères de 7 mm de diamètre, à Bo fixé, on observe
une configuration de flottaison, puis un entraînement de colonne où celle-ci s’amincit rapidement, et un autre
entraînement de colonne de base plus importante lorsque Ar et ζ∗ augmentent. Entre ces trois cas Ar varie
d’un facteur 4 tandis que ζ∗ d’un facteur 20. L’augmentation du contraste de densité solide-fluide favorise donc
la traversée de l’interface par la bille, et tend à augmenter le volume entraîné. Pourquoi observe t’on les mêmes
comportements pour la colonne ? Le seul paramètre qui ne varie pas entre ces deux diagrammes est le contraste
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Figure 5.3. Diagramme (Ar,Bo) pour deux couples de liquides et trois sortes de sphères. A gauche : huile de silicone
47V50 / eau (21%) - glycérine (79%). Dans ce cas λ = 1.2, ζ = 0.26. A droite : huile de silicone 47V500 /
eau (21%) - glycérine (79%). Dans ce cas λ = 0.12, ζ = 0.24. Dans chaque série est représenté de gauche à
droite : les sphères de polyacétal, de verre et d’acier.
de densité ζ. Celui ci joue donc un rôle majeur dans la forme que la colonne peut prendre ainsi que sur la
dynamique de la particule. Ce point renforce la pertinence des modèles de forces statiques développés dans la
partie 4.
5.1.1.4 Rapports de viscosités faibles λ < 0.1
Deux autres graphiques (Ar,Bo) sont montrés sur la figure 5.4. La figure 5.4a, comprend en réalité deux sous
séries correspondant à une interface huile de silicone 47V50 / eau avec et sans tensioactif. Le principal avantage
de l’ajout d’un tensioactif et qu’il nous permet de quantifier l’influence du nombre de Bond.
La figure 5.4a montre un cas de flottaison. Pour un jeu de paramètres fixé, cette flottaison sans ajout de
tensioactif peut donner lieu à des situations d’entraînement de colonne dans les cas avec tensioactif. Cela
montre le rôle de la tension interfaciale dans la sélection de la configuration renforcée par le fait que le nombre
de Bond est faible. Pour les cas d’entraînement, la base de la colonne est large et semble pincer juste au-dessus
de la sphère. Dans les cas où l’inertie domine sur les effets capillaires, des ondes sont observées sur l’interface
et une collerette se forme au-dessus de la sphère. Ce phénomène sera étudié plus en détail dans la prochaine
section. Notons de plus qu’il y a fragmentation de la colonne dans les cas les plus inertiels. On note aussi une
vague qui se propage le long de la colonne et peut être comparée à la collerette qui se développe au dessus de la
sphère. Pour les cas d’entraînement de colonne, l’ajout d’un tensioactif, i.e. la diminution du nombre de Bond,
ne semble pas avoir un impact important. En effet que ce soit pour les sphères d’acier de 14 mm ou de polyacetal
de 14 mm, avec et sans tensioactifs, la forme des colonnes évolue peu alors que le nombre de Bond varie d’une
décade. Il apparaît donc que si le nombre de Bond joue un rôle important pour passer des configurations de
flottaison à celle d’entraînement, il influence peu la forme de la colonne, au moins dans la gamme de paramètres
étudiée ici. Ce dernier point sera discuté dans la suite, car le nombre de Bond peut cependant jouer un rôle
dans l’apparition de l’instabilité qui donne naissance à la collerette.
La figure 5.4b montre la chute de sphères au travers d’une interface 47V500 / eau. Il n’y a qu’une configuration
de flottaison, et une autre correspondant à un détachement très lent (sphère de polyacetal de 7 mm). Tous les
autres cas correspondent à des situations d’entraînement colonnaire. Dans ces cas, la partie haute de la colonne
est très large et celle-ci pince au-dessus de la sphère. Après pincement, la sphère reste encapsulée dans une
goutte de liquide léger. Pour le cas le plus inertiel, on note l’apparition d’ondes à l’interface, similaires à celles
qui sont à l’origine des collerettes observées précédemment.
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Figure 5.4. Diagramme (Ar,Bo) pour deux couples de liquide et trois sortes de sphère. A gauche : huile de silicone
47V50 / eau avec et sans tensioactif (repéré par la région grisée). Dans ce cas λ = 0.02, ζ = 0.036. A droite
huile de silicone 47V500 / eau. Dans ce cas λ = 0.002, ζ = 0.027. Dans chaque série est représenté de gauche
à droite : les sphères de polyacétal, de verre et d’acier.
5.1.1.5 Discussion
Le point où l’interface pince est intéressant car il contrôle en partie le volume emporté par la sphère. Pour des
nombres d’Archimède suffisamment grands la trajectoire de la sphère est tridimensionnelle et la colonne emportée
est très déformée. Dans ce cas il est très difficile de prédire l’endroit où se produit le pincement. Dans les cas axi-
symétriques, l’interface semble pincer aux extrémités de la colonne comme noté par Marmottant et Villermaux
(2004a). Dans les cas de détachement quasi-statique, le volume entraîné est très faible. En effet, quand la sphère
dépasse le point de bifurcation, où il n’existe plus de configuration stable pour le ménisque, l’interface pince.
Puisque la profondeur correspondant à ce point est proportionnelle à la longueur capillaire, le volume entraîné
par la colonne n’est pas très important. Dans les cas d’entraînement colonnaire, il semble que l’étirement ait un
effet stabilisant aussi bien vis-à-vis du pincement que de l’apparition d’ondes capillaires (Mikami et al., 1975).
La configuration de drainage de film qui apparaît notamment dans le cas de bulles traversant une interface
(Bonhomme et al., 2012), n’a pas été observée. En effet puisque le démouillage liquide-liquide est énergétique-
ment défavorable, un film d’épaisseur très fine reste présent entre la sphère et l’interface.
5.1.2 Forme et volume des gouttes entraînées
Le volume de liquide léger entraîné par la sphère et d’un haut intérêt pour les procédés d’enrobage comme
nous l’avons montré en introduction. Nous étudions dans cette partie la forme et le volume du liquide léger
entraîné par la sphère après pincement de la colonne.
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5.1.2.1 Formes des gouttes enrobées
(a) H47V5/E
We2 = 9.4
(b) H47V50/E
We2 = 9.0
(c) H47V50/Et
We2 = 82
(d) H47V5/E
We2 = 4.8
(e) H47V50/E
We2 = 4.7
(f) H47V50/Et
We2 = 42
(g) H47V5/E
We2 = 24
(h) H47V50/E
We2 = 23
(i) H47V50/Et
We2 = 211
(j) H47V5/E
We2 = 115
(k) H47V50/E
We2 = 111
(l) H47V50/Et
We2 = 1007
Figure 5.5. De gauche à droite : forme de la goutte entraînée dans des cas huile de silicone 47V5 / eau (λ = 0.2), huile de
silicone 47V50 / eau avec et sans tensioactif (λ = 0.02). Chaque série de 3 images correspond à un matériau
différent. De gauche à droite et de haut en bas : sphère d’acier de 4mm, de teflon de 7 mm, d’alumine de
10 mm et d’acier de 14mm.
Impact du nombre de Weber et du rapport de viscosités La figure 5.5 montre la forme que prend la
goutte entraînée durant la chute de différentes sphères au travers d’une interface huile de silicone 47V50 /
eau avec et sans tensioactif et d’une interface huile de silicone 47V5 / eau. Si nous ne nous intéressons qu’à
la série H47V50/E (figures 5.5 (b)-(e)-(h)-(k)), nous pouvons voir que quand Bo et Ar augmentent, la goutte
entraînée forme une collerette au-dessus de la sphère. Cette collerette est axisymétrique et sa forme ondulée peut
atteindre plusieurs fois la taille de la sphère. Puisque cet effet apparaît pour des rapports inertie / capillarité
important, nous introduisons un nombre de Weber modifié We2 = ρ2gR2pζ∗2 /γ, où nous utilisons l’échelle de
vitesse gravitationnelle ainsi que le contraste de densité par rapport au fluide 2. Quand le nombre de Weber
augmente pour un rapport de viscosité fixé, la colonne se déforme plus facilement, et l’on note l’apparition d’une
collerette. Dans le cas de la traversée de l’interface huile de silicone 47V5 / eau (figures 5.5 (a)-(d)-(g)-(j)), nous
n’observons pas la formation d’ondes à la surface de la goutte, ni celle d’une collerette, alors que le nombre de
Weber est quasiment identique au cas H47V50/E. Puisque la principale différence entre ces deux couples de
liquides vient du rapport de viscosité, nous concluons que l’apparition de ces ondes sur la goutte est favorisée
par les petits rapports de viscosités.
Fragmentation des gouttes pour les cas les plus inertiels Les figures 5.5 (j)-(l) montrent un autre phénomène
intéressant : la fragmentation de la goutte entraînée en gouttelettes. Pour les trois couples de liquides, on observe
les mécanismes habituels de fragmentation dans des configurations liquide-gaz : la formation de ligaments qui
se fragmentent ensuite en gouttelettes (Villermaux, 2007). Cependant des nuances peuvent être notée entre les
différents cas. Premièrement le mécanisme de déstabilisation n’est pas le même. Pour le plus grand rapport de
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viscosités, on n’observe pas la formation d’une onde axisymétrique sur la colonne avant la fragmentation, alors
que c’est le cas pour le plus petit rapport de viscosités (cf annexe D.1.1). Deuxièmement sur la figure 5.5 (k)
nous pouvons voir que le diamètre des ligaments est plus important que sur la figure 5.5 (j) et ce pour le même
nombre de Weber. Enfin, on peut noter que le temps de fragmentation n’est pas le même pour les figures 5.5
(k) et (l) (cf annexe D.1.1). En effet le nombre d’Ohnesorge est 10 fois plus grand pour le cas avec tensioactif et
le temps caractéristique de développement de l’instabilité capillaire s’en trouve augmenté.
Revenons sur les mécanismes qui sont à l’origine de cette fragmentation. La déstabilisation d’un jet liquide
cisaillé par un courant gazeux résulte généralement de deux mécanismes. Le premier est une instabilité de
Kelvin-Helmholtz qui entraîne l’apparition d’ondes axisymétriques 2. Pour de suffisamment grandes amplitudes,
ces ondes subissent ensuite une déstabilisation transverse de type Rayleigh-Taylor qui facilite l’apparition des
ligaments (Villermaux, 2007). Dans le cas de l’interface H47V5 / eau, il est difficile de connaître le mécanisme
qui déclenche l’instabilité. Peut être est-ce le sillage où la trajectoire complexe de l’objet qui vient déstabiliser
la colonne entraînée. Pour les plus petits rapports de viscosités il semble que ce soit la formation d’ondes sur
la colonne qui la déstabilise. Cependant le mécanisme à l’origine de ces ondes axisymétriques ne semble pas
être de type Kelvin-Helmothz. En fait l’instabilité n’apparaît que pour des rapports de viscosités suffisamment
faibles, et est donc liée à ce dernier (Dietrich et al., 2011). Nous reviendrons plus en détail sur ce mécanisme
dans la prochaine section. Il n’est pas impossible que le mécanisme qui crée les ligaments et les digitations
soit une instabilité de Rayleigh-Taylor (Marmottant et Villermaux, 2004b). En effet la présence de fluide léger
en-dessous du fluide lourd ainsi que la différence d’accélérations entre la sphère et les ondes qui se forment sont
propices à l’apparition de ce type d’instabilité (Charru, 2012).
(a) (b) (c) (d)
Figure 5.6. Forme des gouttes entraînées pour le couple 47V500 / eau. De gauche à droite : bille d’alumine de 4mm
puis de 7 mm, bille de polyacétal de 10 mm et de teflon de 10mm. Les nombres adimensionnels pour ce
couple de liquides sont λ = 0.002 et ζ = 0.027.
D’autres cas d’intérêt La figure 5.6 montre que les gouttes entraînées se déforment peu. Cette faible défor-
mation s’explique par le fait que le rapport de viscosités est très faible, ce qui inhibe les déformations (annexe
C.6.1).
(a) (b) (c) (d)
Figure 5.7. Forme des gouttes entraînées pour le couple 47V5 / glycérine - eau 79%. De gauche à droite : bille d’alumine
de 4mm, de verre de 7 mm, de polyacétal de 10 mm et 14mm. Les nombres adimensionnels pour ce couple
de liquide sont λ = 13 et ζ = 0.32.
La figure 5.7 montre les gouttes entraînées par des sphères dans une configuration de chute à travers une
interface 47V5 / eau (21%) -glycérine (79%). Le volume des gouttes est faible et l’on peut se questionner
l’impact du contraste de densité ζ qui est assez important pour ces cas.
2. Ce mécanisme a fait l’objet de controverses ces dernières années, discutées en détail dans l’article très récent de Matas (2015).
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Figure 5.8. Représentation schématique d’une sphère enrobée d’une goutte. Le film compris entre le bas de la sphère
et l’interface est volontairement négligé.
Discussion Dans cette partie nous avons décrit différentes configurations de gouttes entraînées par la sphère
après pincement de la colonne. Quand le nombre de Weber est suffisamment important, la goutte peut se
fragmenter en gouttelettes. Si de plus le rapport de viscosités est suffisamment petit, on observe la formation
d’une collerette au-dessus de la sphère. Nous nous sommes restreints à des observations. Dans la partie suivante
nous donnerons quelques éléments de compréhension du volume de liquide entraînée par la sphère.
5.1.2.2 Volume des gouttes entraînées
Pour évaluer le volume entraîné par les sphères nous avons utilisé la routine de traitement d’image présentée
au chapitre 3. Nous choisissons des configurations où la goutte emmenée par la sphère semble avoir atteint
une configuration stationnaire (nous ne traitons donc pas les cas où il y a apparition d’une collerette), et nous
calculons son volume en supposant que celui-ci est axisymétrique et convexe. Ces dernières hypothèses induisent
sans doute quelques erreurs dans le calcul quand la goutte est pleinement tridimensionnelles. Dans la suite nous
présentons un modèle statique, qui donne une condition nécessaire pour qu’une goutte puisse être entraînée par
une sphère.
Bilan statique sur le système La figure 5.8 montre la représentation schématique d’une sphère enrobée où le
film a volontairement été négligé. Si nous supposons que la goutte est attachée à la sphère dans une configuration
statique, deux forces s’exercent sur elle. La force capillaire qui la maintient à la sphère s’écrit fγ = −γ2πRp et
la force de flottabilité qui la pousse à se détacher s’écrit fg = (ρ2 − ρ1)Vgg, où V est le volume de la goutte. La
goutte ne peut rester attachée à la sphère que si fγ ≥ fg, soit :
Vg
Vp
≤ 3
2Bo
(5.2)
Discussion De manière à connaître la validité de cette inégalité, nous avons mesuré le volume entraîné par la
sphère dans différentes configurations. A cela nous avons ajouté les résultats de Pitois et al. (1999) qui ont étudié
expérimentalement la traversée de sphères à travers des interfaces entre des huiles de silicone très visqueuses
(viscosité > 1 Pa.s) et de l’eau. Ils ont obtenu une loi pour le volume entraîné du type :
Vg
Vp
=D log(ζ∗Bo
ζ
) , (5.3)
où D est une constante. Ainsi dans leur cas le volume entraîné augmente quand le nombre de Bond et le rapport
de densité entre la sphère et le fluide lourd augmentent. Nous avons confronté nos résultats aux leurs sur la
figure 5.9.
La figure 5.9 montre l’évolution du volume entraîné en fonction du nombre de Bond. Même si les contributions
dynamiques n’ont pas été prises en compte, tout les résultats expérimentaux vérifient le critère 5.2. De manière
intéressante, nos résultats expérimentaux pour le volume emporté se comportent comme l’inverse du nombre de
Bond (notamment pour 0.1 < Bo < 10), ce qui n’est pas le cas des résultats de Pitois et al. (1999). On constate
cependant qu’augmenter la densité des sphères (ζ∗) pour des cas à nombre de Bond fixé tend à augmenter le
volume entraîné, comme prédit par la loi de Pitois et al. (1999). Ce critère a été dérivé sans prendre en compte
l’évolution de la colonne avant le pincement, et ne doit donc être interprété que comme une borne supérieure du
volume entraîné ou au mieux comme une loi très élémentaire prédisant ce volume emporté. Nous reviendrons
dans l’étude paramétrique sur cette loi.
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Figure 5.9. Evolution du volume entraîné par la sphère en fonction du nombre de Bond. La région grisée correspond
à la condition théorique prédite par l’équation 5.2. Les points correspondent à différentes configurations
expérimentales ainsi qu’aux résultats de Pitois et al. (1999) pour des billes d’acier (triangle vide) et de verre
(triangle plein).
En résumé
• Différentes formes et types de gouttes entraînées ont été mises en évidence. Les déformations de la
goutte étant pilotées par le bilan des contraintes normales, les nombres de Weber, de Bond et le
rapport de viscosités jouent un rôle important.
• Le modèle statique donne une borne supérieure pour estimer le volume de liquide entraîné par la
sphère.
5.1.3 Entraînement colonnaire ou flottaison ?
La figure 5.10 compare les critères théoriques établis dans le chapitre 4, pour Bo≪ 1 et Bo≫ 1 à nos résultats
et à ceux de la littérature. On constate un bon accord entre ces critères et nos résultats, ce qui montre que des
conditions statiques sont suffisantes pour prédire de manière élémentaire si un objet peut flotter ou non à une
interface même dans un cas dynamique. Cependant on peut remarquer que certains points se situent près des
frontières de flottaison ou de chute. Plus particulièrement, on peut observer des cas où la sphère chute alors
que la condition nécessaire pour qu’elle flotte est satisfaite. Le cas correspondant à la chute d’une sphère de
Polyacetal de 7 mm au travers d’une interface H47V5 / glycérine (79%) - eau (21%) sera étudié plus en détail
par la suite. Nous verrons que l’énergie cinétique de la sphère est suffisante pour la faire traverser, mais qu’elle
subit un "rebond" à l’interface comme ont pu l’observer Abaid et al. (2004) pour des chutes de sphères dans un
fluide stratifié en densité.
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Figure 5.10. ζ
∗
ζ
en fonction de Bo. Les résultats de Geller et al. (1986); Hartland (1968); Manga et Stone (1995);
Maru et al. (1971) et nos propre résultats sont représentés. Le sigle HS5/G79% signifie par exemple que
les points correspondent à un couple huile de silicone H47V5 / eau (21%) - glycérine (79%). L’aire grisée
correspond aux conditions nécessaires pour qu’il y ait flottaison (équations 4.32 et 4.42). Le critère de
flottaison lié au travail des forces est aussi représenté (equation 4.36). Les points bleus correspondent à
des situations de traversée tandis que les points rouge correspondent à des cas de flottaison.
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5.2 Analyse d’une sélection de résultats expérimentaux et numériques
Dans cette partie nous avons sélectionné des résultats expérimentaux et numériques qui révèlent des compor-
tements sensiblement différents les uns des autres. Sauf mention contraire, tous les résultats seront normalisés :
les vitesses par
√
gRpζ∗, les volumes par Vp les distances par Rp et le temps par
√
Rp/(gζ∗).
5.2.1 Détails numérique
Les simulations numériques réalisées sont axisymétriques. De manière à éviter les effets de bord, le rayon du
domaine est pris au moins égal à 12 fois le rayon de de la sphère. Les conditions aux limites sur chacune des
parois sont des conditions de symétrie. La sphère est lâchée à au moins 1 diamètre du bord le plus haut et
une vitesse constante lui est imposée durant environ 100 itérations de manière à ce qu’elle atteigne la vitesse
obtenue expérimentalement. Des tests nous ont montré que la proximité de la paroi supérieure n’a d’impact que
si Ar≪ 1, ce qui n’est pas le cas dans la plupart des situations. Pour ce qui est du maillage, le premier objectif
est de décrire avec précision la couche limite se développant à la surface de la sphère lors de son mouvement
dans le fluide 1. Pour cela nous avons utilisé 50 ou 100 points par rayon de sphère. Ces points sont distribués
uniformément entre r = 0 et r = 4Rp et suivent une distribution arithmétique ensuite. Une deuxième contrainte
réside dans la bonne description du film mince intercalé entre la sphère et l’interface. Quand ce film est étudié,
nous utilisons 100 points par rayon de sphère. Nous avons fait le choix de représenter nos résultats accompagnés
des contours de vorticité, et une relation intéressante concernant le saut de vorticité à une interface est explicitée
dans la prochaine section.
5.2.2 Saut de vorticité à une interface liquide-liquide
t
n
⊗ eθ
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ρ1, µ1
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Figure 5.11. Système de coordonnée utilisé.
La vorticité produite à la surface d’une bulle en mouvement stationnaire peut être reliée à sa courbure ainsi
qu’à la vitesse tangentielle à sa surface (Batchelor, 1967, p 365). Dans le cas d’une interface fluide-fluide, il est
également possible d’exprimer le saut de vorticité à l’interface sous la forme (Wu, 1995) :
(µ1ω1S − µ2ω2S) = −2(µ1 − µ2)n × (u ⋅K +∇SVn) (5.4)
où K est le tenseur de courbure, ωS le pseudo-vecteur vorticité tangentielle et ∇S l’opérateur gradient de
surface qui s’écrit ∇S = ∇ − ∂/∂n. Puisque nous nous intéressons à des configurations axisymétriques, la seule
composante non-nulle du vecteur vorticité est celle selon eθ. En projetant l’équation 5.4 selon eθ, nous obtenons
(les détails concernant l’expression du tenseur de courbure peuvent être trouvés en annexe D.2) :
(µ1ω1θ − µ2ω2θ) = 2(µ1 − µ2)(∂un
∂t
− κtut) , (5.5)
où t est l’abscisse curviligne orientée dans la direction de t et κt = − ∂2R∂z2(1+( ∂R
∂z
)2)3/2 est la courbure principale selon
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parties : sa base, très large, et une colonne longue est fine qui pince juste au-dessus de la sphère. Celle-ci reste
encapsulée dans une goutte de liquide léger.
Figure 5.13. Zone de pincement lors du passage d’une sphère de teflon de 10 mm de diamètre au travers d’une interface
huile de silicone 47V500/ eau. L’intervalle de temps entre chaque image est de 0.28
Pincement de la colonne La séquence 5.13 montre que la colonne n’est plus axisymétrique au moment où elle
pince. Elle semble même s’enrouler avant de pincer. Cela rappelle le flambage de filaments visqueux (Seiwert,
2010), même si ici le mécanisme est différent puisque la colonne est étirée. Le nombre de Reynolds étant très
important dans le fluide du bas, cela peut aussi provenir d’une instabilité de sillage de la sphère.
Evolution des contours de vorticité Les figures 5.12 (g) et (h) montrent que les contours de vorticité sont
quasiment symétriques de par et d’autre de la sphère, ce qui est caractéristique des écoulements de Stokes
(Guyon et al., 1994). La figure 5.12 (k) montre que la vorticité est principalement localisée dans le fluide extérieur.
En effet le rapport de viscosités est tellement petit que les gradients de vitesse dans le fluide intérieur à la colonne
sont faibles. Par ailleurs, dans l’hypothèse d’ondes longues, on peut montrer que la vorticité normalisée ω′1θ est
O(ε), sinon moins selon le choix fait pour l’adimensionnalisation. Le cisaillement étant donc très faible dans
la colonne, l’écoulement est de type bouchon. La figure 5.12 (l) montre que la vorticité est négative dans le
film interstitiel ainsi qu’au-dessus de la sphère dans la zone de pincement. Ces deux zones ayant une courbure
opposée (positive dans le film et négative au-dessus), l’utilisation de l’équation 5.6, permet de comprendre que
dans un cas c’est le gradient de vitesse normale dans la direction tangentielle qui domine tandis que dans l’autre
cas c’est le terme de glissement associé à la courbure. Ces résultats étaient prévisibles. On a vu que dans le cas
λ ≪ 1, l’écoulement de lubrification associé au drainage du film interstitiel, induit une vitesse tangentielle très
faible par rapport à la vitesse de la sphère. Par contre, dans la zone de courbure négative, la vitesse tangentielle
est proche de celle de la sphère et le terme lié à la courbure domine. La figure 5.12 (l) montre de plus l’apparition
d’une zone de recirculation en amont de la sphère.
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Figure 5.14. A gauche : évolution de la vitesse de la sphère normalisée par la vitesse gravitationnelle
√
gRpζ∗ pour la
situation de la figure 5.12. A droite : volume entraîné, normalisé par le volume de la sphère. Ce volume
correspond au volume de liquide intégré depuis la position z = 0 en prenant en compte le volume de la
sphère. Les symboles correspondent à différents lâchers expérimentaux et la courbe en trait plein à la
simulation numérique.
Evolution de quelques grandeurs au cours de la traversée Les figures 5.14 montre un très bon accord entre
les expériences et la simulation numérique. Avant d’arriver à l’interface, la sphère atteint sa vitesse terminale.
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Sa vitesse commence à croître de manière importante après le passage de l’interface, car le fluide du dessus est
beaucoup moins visqueux. Le volume entraîné augmente pour atteindre 30 fois celui de la sphère. Ce volume
est principalement contenu dans la partie haute de la colonne.
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Figure 5.15. Force hydrodynamique exercée sur la sphère normalisée par son poids (sans la contribution hydrostatique
ρ1gVp) dans la situation de la figure 5.12. Les courbes fs100 et fs50 correspondent aux résultats des simu-
lations avec 100 mailles et 50 mailles par rayon respectivement. Toutes les autres courbes correspondent
aux différentes contributions théoriques de la force totale ftot : fhist désigne la force d’histoire, fµcol la
force dynamique exercée par la colonne, fγ la force capillaire, fcal la poussée d’Archimède due à la calotte
sphérique, fcyl la poussée d’Archimède due au cylindre de fluide léger, ftr la force de traînée due au fluide
2 en utilisant CD = 0.45 et fma la force de masse ajoutée
La figure 5.15 montre l’évolution de la force hydrodynamique et de l’epaisseur du film interstitiel au cours
de la traversée. Sur cette figure nous avons aussi calculé chaque composante du modèle théorique établi dans
le chapitre 4. L’évolution prédite par ces modèles ne reproduit pas exactement l’évolution numérique mais suit
quand même ses tendances. La force totale décroit au passage de l’interface car λ = 0.002. Cette décroissance
est aussi associée à celle de la force capillaire et de la force visqueuse exercée par la colonne qui sont plus
importantes que la croissance de la force d’Archimède. Quand la sphère atteint une profondeur de 8 rayons en
dessous de l’interface non perturbée, on note une légère augmentation de la force totale. L’explication la plus
simple serait de dire que cela provient de le force d’Archimède due au cylindre emporté, car l’on peut noter que
le volume emporté augmente fortement. Mais la figure 5.15 montre que cette augmentation provient à la fois
de celle du volume de la calotte sphérique et surtout de celle de la force de traînée due au fluide du dessous.
La force subit ensuite d’importantes oscillations et l’on note des différences entre les résultats fournis pas les
deux maillages car la couche limite dans le fluide du dessous n’est sans doute pas totalement bien décrite, même
avec le maillage le plus fin. A la fin des simulations, on note de faibles oscillations de la force totale, dues à des
oscillations du forcage utilisé dans la méthode IBM.
Nous avons aussi représenté sur la figure 5.16 l’évolution de l’épaisseur du film interstitiel dans le temps.
Il semble que la décroissance de l’épaisseur du film se fasse en trois étapes : une première avec un taux de
décroissance assez faible pour t < 20, une étape intermédiaire durant laquelle la décroissance est très forte
(20 < t < 30) et une troisième durant laquelle la décroissance suit une loi en t−3, donc beaucoup plus rapide que
dans un cas quasi-statique. Ce changement de pente est probablement dû à la forte accélération que subit la
sphère (selon une loi en t7), qui contribue au drainage du film (chapitre 4). Nous avons aussi représenté sur cette
figure l’épaisseur de film donnée par un maillage plus grossier (50 points par rayon). Il apparaît que l’accord
entre les deux solutions est correct jusqu’à une épaisseur de 0.1Rp, soit une épaisseur de 5 points entre la sphère
et l’interface.
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Figure 5.16. Epaisseur du film interstitiel normalisée par le rayon, et vitesse de la sphère en fonction du temps pour
la situation de la figure 5.12. Les points correspondent aux résultats expérimentaux auxquels on a associé
une barre d’erreur de ±3 pixels. La courbe S100 désigne l’epaisseur de film interstitiel obtenue numéri-
quement avec 100 points par rayon de la sphère, S50 avec 50 points, up la vitesse de la sphère obtenue
numériquement.
5.2.4 Etude de la déstabilisation de la colonne entraînée
Observations Nous considérons maintenant une situation proche de celle étudiée précédemment avec le même
couple de liquide mais avec une sphère d’acier de 14 mm de diamètre. Les nombres sans dimension associés sont
Bo = 0.46, λ = 2.10−3, ζ = 0.03, Ar = 9.2, ζ∗ = 7.15. Dans les simulations correspondantes, nous avons distribué
100 points sur le diamètre de la sphère.
La figure 5.17 montre que la sphère entraîne avec elle une colonne de liquide léger. Le film compris entre la
sphère et l’interface semble être drainé plus rapidement que dans le cas précédent. Sur la figure 5.17 (d), des
ondes apparaissent sur la surface latérale de la colonne, dont la forme est proche de celle de la collerette observée
lors du détachement d’une sphère enrobée.
Les contours de vorticité sont aussi représentés. Le sillage de la sphère vient influencer la colonne et l’on
peut supposer que jusqu’à l’image 5.17 (j) il y a entraînement de liquide léger dans la colonne. La vorticité
dans celle-ci est très faible car l’écoulement est quasi-uniforme. Nous pouvons noter le lien fort entre les zones
de courbure importante (notamment au niveau de la collerette) et l’intensité de la vorticité. Il apparaît que la
collerette met un peu plus de temps à s’établir pleinement dans les simulations numériques que pour les cas
expérimentaux.
Origine de l’instabilité La figure 5.18 montre que les ondes se forment en premier lieu sur le film entourant la
sphère et remontent ensuite le long de la colonne. Ces ondes sont similaires à celle observées expérimentalement
par Dietrich et al. (2011) pour de petits rapports de viscosités. Quel est le mécanisme qui déclenche cette
instabilité ? Plusieurs effets peuvent être déstabilisants : la présence de liquide léger en dessous du liquide lourd
peut conduire à une instabilité de Rayleigh-Taylor, le cisaillement à l’interface à une instabilité de Kelvin-
Helmholtz et le contraste de viscosité à une instabilité visqueuse (Charru, 2012). Expérimentalement, cette
instabilité n’apparaît que si le rapport de viscosités est suffisamment faible et que le nombre de Weber est
suffisamment grand. Son origine semble donc être due au rapport de viscosité et nous revenons brièvement dans
la suite sur la littérature traitant de ce sujet. Pour les cas d’impact où une sphère est lâchée au dessus d’une
interface gaz/liquide, des oscillations de la colonne sont aussi observées. Il semble que leur origine soit alors
acoustique (Grumstrup et al., 2007) ou capillaire (Aristoff et Bush, 2009).
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