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時 系 列 分 析 の 新 展 開












較のみならず,計 量モデルによる経済予測 と時系列分析 による経済予測の精度




ル分析 も時系列分析に影響を与えず,個 々独立した手法 として発展 してきた。
主たる計量経済学の教科書で扱われるのは主にモデル分析のための手法である。
時系列分析は計量経済学の教科書の中では.一章 しか割かれていない。











古典的な時系列分析で扱われ る変数 は定常 な性 質を もつ とされ るが,簡 単 な
移動平均 自己回帰 モデル(ARMA)の 例 によって定常 な変数の性質 を見てみ
よう。
1次の移動平均 な らびに1次 の自己回帰 の構 造 をもつ時 系列変数 銑 は,件.
1,2,_,Tにつ いて と 銑=φ∬H十e,tB6,_,,記され る。定常で あ るため に φ
の絶対値 は1よ り小 で ない といけ ない。E,は標準 乱数で,平 均 は0,分 散 は
一定そ して時点が異なるご とに独立 と仮定 され る。初期値 恥 と εoを所与 とす
れぼ,乱 数 εLが実現す るこ とによ り観測可能な変数 τ、の値が定 まる。 同様 に,
乱数E,の値が実現すれ ば.一期前 の エおよび εの値 を部分 的な構成 因 としなが
ら 勘 が定 まる。
以下4図 で示す時系列は,図1が φ=θ=0の 場合 の乱数 ε`の実現 値であ る。
独立な乱 数の値 を記録 してい るだけであ るか ら散 らば りが あ り,全 体 に滑 らか
な変化 を示す とい う印象 は得 られない。図2は 自己回帰(AR)過 程 の値 を記
録 した もので,図1に 比較 して変化が滑 らか になる。(乱数 ε,の分散 は各図で
共通だが,観 測可能な変数 苅 の分散 は図2の 場 合では図 ユの4/3倍 に増加
してい る。)図3で はAR過 程 にMA過 程が 加わ った時系 列で,.図2よ りも
さ らに滑 らか にな る。(銑 の分散 は1で ある。MAの 係 数が負 の時 は,逆 に滑
らか さを失 う。)総 じて言 えば,時 系列 の構 造に よ り滑 らか さの程度が異な る
ものの,図1か ら図3で は時系列はoを 中心 として変動 してい る。観測期間全








































よ原点か ら離れたままになる。かつ時系列の変動具合は滑 らかな様相を示 して
い る 。. 畠
図4で示された確率過程は,差分操作子 ムを利用すれば4苅=妬 あるいは
r,=E,=i,εr と表現で きる。 これが和分過程 であ 窮i)論 の分散 はtoyだか
ら' に比例して増加する,ii)Ax,は標準乱 数で,定 常で あ る, iii)確率過程.
つ数学的特徴 として原点0に 戻るまでの期間の数学的期待値が有界にならない
原点から離れると原点に戻 ってこない) という性質をもつ。本稿で扱 う非定
常時系列はこの和分過程であ り,AR 係数が 1を越えるような発散過程や平均
ならびに分散が時間と共に変化する不均一過 程は取 り扱わない。特に発散過程











より変化 の少 ない滑 らか な増加現象が示 され,和 分過程 とは顕著 に異な る系列
と視覚 的に判定で きる と考 えられてい る。つ ま り原点 に戻 らない とい う点では
和 分 と共通点を もつが,滑 らか さに差異があ ると理解すれ ばよい。
ここで和 分過程 につ いての理論 的な性 質をま とめ る。 まず7を0と1に 挾
まれた実数 とす るな らば,標 準ブ ラウン運動(ウ イナー過程)B(7)は次の4
条 件 を 満 た す 確 率 変 数 で あ る。 〔i)β(0)=0,(ii)すべ て の7に つ い て
E(β(7))=0,(iii)すべ ての7に つ い て β(7)はη(o,7),(勿)7>7・な らば
B(γ)一8(7・)はβ(7・)と独立 に分布す る。標準 ブラウン運動 β(7)につ いて与
.えられ るの はこの4条 件 のみであ って直感的 に理解す るのは難 しい。和分過程
の分析で は この ブ ラウ ン運 動8(の が大 きな役 割 を果 たすが,そ れ はDons-
kerの定理 による:必 ず しも独立で はな く分布 も与 え られ てい ない定常 な確率
.変 数 珊=1,_,7に ついて,
(・)詣 恥 ・沸 β(り
とな る。ただ し0-2sま%`の分散,ρ は分布収束 を意味 し,Tが 増加す るにつ
れ 解 も(餌/71)をアに近い値 に維持 す るよ う増 加す る と仮定す る。和分過 程
の分析 では乱数 術 の和 が出て くれ ば,標 準偏差 と τの平方根の積 で割 って漸
近的に標準ブ ラウン運動 に置 き換 える操作が頻繁 に使われる。注意すべ きなの
は 職 につい ての頑健性 で,分 布を指定す る必要 もな く,独 立性 の仮定 も要せ
ず,中 心極限定理で扱 われる状況 よ りも緩い条件の下で ブラウン運動過程 に収
束す る。(初等 的 にはブ ラウン運動 の4条 件 な どは,B(r)を(1)式の左 辺 に
置 き換 えて理解すればよい。弱収 束 という収束 をす るが,簡 便のため分布収 束
に置 き換 えてお く。 数学的 な詳細 はBanajee〔1〕やHatanaka〔5〕な どで
検討 されたい。>Donskerの定理 を基 として,不 変性 の定理g{(1/π)Σ同μ
職}→g{8(7)}によ り様 々な収束結果 を得 る。便 宜上 ここで最小2乗 推定 に
頻繁 に現れ る統計 量 につ いて漸近的 な表現 を示 してお く。銑=Σ 同、μfと し,
ノ
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(・〉 ゐ 鼻曲 ・4π ・鵬(・)・
III見 せ か け 回 帰
和分 過 程 は ∬(1)と記 され る。 カ ッコの 中の1は1次 とい う意 味を もち,
1(1)変数 」fの和 を1(2)と記す 。簡単化 のため 脇 と 〃,を観測 値 ごとに独 立で,
平均が0,1分散が各 々 〔が と σノ,共 分散が σ燭 の乱数 と し,さ らに ∬(ユ)変数
妨 と シ,を銑=Σ回,尚,〃,=Σ国画 と定 め る。 び`を∬,に回帰す る と しよ う。
もし 勘 と 譜,の問 に 〃Fβ断+s,,ただ し ε,は定常 な誤差項 とい う関係 が成立
す れば二つ の1(1)変数は7節 で説 明 され る共和 分関係 にあ る。E,.が定常 で
はな く ∬(1)の場合,回 帰 は 「見せか け回帰」 とな り,最 小2乗 推定量は次式
の様 に確率変数0。に収束す る。
,,、 旗 ・・鳳 璽 。.弗 ω 　 ・み.(1/丁狐・尚2吋 淋 晒
ここでBs(7)と瓦(ノ)ば相関のあるブラウン運動である。みせかけ回帰では
最小2乗 推定量は母数に収束することはない。蟄 と銑 を構成する確率変数u,
と防が独立な場合であっても,見せかけ回帰では最小2乗 推定量は確率変数
恥 に収束する。崎 が確率変数でかつ 銑 を構成する確率過程が定常の場合では
餌ま0に 収束するから母集団におけるu,とび,の独立性が わの確率極限に反
映されるが,み せかけ回帰では 偽 と 銑 の独立性は ∂の確率極限に反映され
??
6(6)...第155巻 第1号
な い 。 さ ら に,回 帰 の 残 差2乗 初 は,
… 裁 …　 幅・瓢 ・・諏 ・・一・函)陸
とい う収束を示 し,'検定では'値統計量はその分母の平方根の中にある残差
2乗和 と必,の2乗和の比が確率変数に収束するために全体 として発散 してし
まう。あるいは 「見せかけ回帰」では観測個数が少ない場合でも回帰係数に関
す る'値が大 きな値をとりやす く,島 は有意な変数だと解釈される可能性が
強い。占は真の値とは関係のない量に収束するにもかかわ らず,'検定の結果
は有意になりやすいのである。総変動は
・・}≠ 、・∬一歩 恥 ・一の・勘 π{凸ω一π島…恥
となる。確率収.東(6)を合わせ使 えば,決 定係数R2ば 漸近 的に確率変数 に収
束 し,そ の値は0と1の 問で定 まらない。他方,ダ ー ビン ・ワ トソン検定統計
量 は0に 収束す る。
結果 と して,〃εと ∬,を構成す る確率変数",と が独立で あって も,見 せか
け回帰で は最小 孝乗推定量 はある確率 変数 に収 束 し,'統 計量 は有意 な値 を示
しやすい。さ らに1～2は値 は0と1の 間に収 ま り,ダ ー ビ ン ・.ワトソ ン値 は0
に近い値を示す。従 って真の関係 とはかかわ りな く推定結果 はイ億 と理解 され
易 く,さ らに誤差項 の系列相関は1に 近い正の値 と判定 され る傾向があ る。 こ
の よ うに時系列 変数が ∬(1>であれ ば推定 及 び検定 に大 きな影 響 が生 じる。.
従 って時系列変数が'(Dを 含むか ど うかの検定が重要 な課 題になる。
IVAR単 位根 の検定
.自己回帰 を 〃、=φン同 十μ,,ただ し 拓 は時 間 に関 して独 立 とす ると,和 分過
程 は 自己回帰係数 φが1の 場 合で ある。 よ り一一般的 には自己回帰 過程 に関す
る根の多項式が 単.位根1を 含む場合が和分過程であ る。単位根 の検定で は,2
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節で説明 した様に発散過程は通常対立仮説に含まれない。.だから1次の自己回






.と拡張すれば,こ れは ドリフ トを持つ 階差定常過程であ る。 この ドリフ トを持
つ階差定常過程 は 〃oを初期 値 としで 〃2を逐次代入 すれ ば 〃,=㌍+.Σ;」1,筋+多。
とな るか ら,鋳 は確率 トレン ド(和 分)の みで な く線型 な外 生 トレン ドを含
む。従 って階差定常過程が ドリフ トを含めば,分 散 が'に 依存す るだ けで な く
平均 も'に 依存 した二重 に非定常 な確 率過 程になってい る。
他方,外 生 トレン ド過程 は,
(9)..凱=α+β'+ρ駈_1+筋
と定式化 され,ρ の絶対値 は1よ り小であ る。 この確 率過 程は,分 散 は長期 的
に'に 依存 しない ものの,平 均 は トレン ド項 の存在 によ り.'の線型 関数 になっ
ている。マ クロ経済分析では外生 トレシ ド過程 と確率的 トレン ド過程 〔あるい
は階差定常過程,利 分過程)の 意味合 いは大 き く異な ってお り,そ の違い につ
い て様々 な議論 が あ る 〔山 本 〔16〕,12章,また 本章 全体 にわた って は畠中
〔6〕を参照 されたい)。予測 に限れば,外 生 トレン ド過程で は予測の精度は回
帰式の作成者 に責任が帰す るが,確 率的 トレン ド過程で は予測 の精度は回帰式
の作成者 に責任が帰 さない とい う直感的な差 異が ある。以下,二 つの非定常確
率 過程の選択 に関す る検定 を概 説 しよ う。
観測 され た変数が和分過程かあ るいは外生 トレン ド過程か どち らかの非 定常 な
変動 を示 してい る場合,DickeyandFuller〔2,以下DFと 省略す る。〕 は次 の
よ うな確 率過 程の対応づ けを行 った。以下,aか らeま で に分類 して説明す る。
(a)自己回帰式 を
昌(8).. 、 剃55巻 第1号.
(10>(1-pL){肋一a-P(1一ρ)'}=脇
と設 定 し,対 立仮説の下で は ρの絶対値が1以 下 として 〃Fρ9H+a'一+
u,,とい う外生 トレン ド過 程 を置 く(Hatanaka〔5〕)。帰 無仮説 の下で は ρ
が1に 等 しい場合 の ム穿`=加`とい う ドリフ トが付か ない階差定常 過程 を置 く。
.この検定 では,帰 無仮説 と対立仮説 で線型 トレン ドに関す る設定が異 な ってい
る。対立仮説 では確率過程 に線型 トレン ドが含 まれ るのに比 して,帰 無仮説で
は ドリフ トは含 まれ ていない。図4に 戻 るな らぼ,こ のよ うな時系列 をながめ
て,こ の時系列 には外生 トレン ドが含 まれるのだ ろ うか,あ るいは外 生 トレン
ドは含まれないが,.乱数の和か らな る確 率 トレン ドで変動が説明 され るのだろ
うか と検討 してい るのがDF検 定であ る。 階差 変数 を基 に してDF検 定 を定
式化する と,対 立 モデルの下での トレン ド回帰 は
(11)」 駈=φ〃ト1+α+at+助
と書 ける。帰無仮説 はH。:0=ρ一1=0,α=0,β=0であ る。検定統計量 と し
て は尤度比 あ るい はF比 が考 え られ ようが,F比 に比べて有効性が落 ちる と
予想 され る φの'統 計量が使われ ることが多い。(τ.検定 と呼 ばれ る。棄却域
は負の裾であ る。)尤度比は02表 を使 う。α と βに関す る'検 皐 は,各 々 τα.
表 とTd。表を用いる。分布表はDF〔3〕 や 山本 〔ユ6〕に掲 載されている。
(b)帰無仮説の下で α に制約 を課 さない場合,Ho」 β=0,φ=0の尤度比検
定は の3表を使 う。 φ=0の 検定 はT,を 用いる。
(C>対立仮 説の もとで線形 トレン ドが含 まれず定数項 のみが含 まれ る場合で,
φの`検 定 を τ.表を用いて行 うoTOの分布 はTiの 分布 を正Q.方向 にず ら し
た形状 をとる。棄却域 は負の裾で あ る。αの検定 は ταμ表 を使 う。α と φρ
両.母数 に関す る尤度比検定 は φ、表を使 う。
(d>帰無仮 説の下で線形 トレン ドも定数項 も含 まれない場合で,φ の'値 は
表 を使 って検定 す る。τの分布は τ。の分布 を正の方向 に,あ るいは'分 布 を
負の方向 にず らした形 となる。棄却域 は負の裾にあ る。
三つの'比 型統計量 の分布 の形状 は,通 常 の'分 布,つ ま り0を 中心 とした
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左右対 称 な吊 り鐘型で はない。負の方向 に歪んでいて,臨 界値 も下側5%点 で,
'分布 の 一1,68よりもさらに小 さ く τで 一L95に なる。TAでは 一2.93r,で
は一3.50である。
(d)におけ る τについて その帰無仮説 の下 での極.限を導 出 して みよ う。帰無
仮説 の下では 」〃,=助,あるいは 駈=Σ飼.鮎 だか ら 」〃、=φ〃阿+勧 を最小2
乗 艇 ・,か つ(・)・(・)式 を利 用 す れ ・ロ φ は ∫皇恥 閾 り・
∫'乱(・)・… 収射 る・ 砒 の分母の平服 のなかは ・∬ ・(π・・)だ・㍉
・55・は … 収束 し,(・/・・)・詔 は ・・∫皇恥)・… 賺 する・で瀦
局
(12)・ぜ 乱(ナ閾 ・)・{魚(・)ぜ.
となる』τめ分布表 はその上式 の右辺 を数値 的に評価 して求 める。対立仮説 の
下で は φは負値だか ら,負 の無限大 に発散す る。
(e)誤差項 幼 が独立で はな く系列相 関 を もつ場合 には,検 定は拡張 され た
DF(ADF)検定 になる。.例え ば ε,を標 準乱数 として,系 列相 関がZ一"PPfut,
=εrと自己 回帰 で表 現 で き る としよ う。 この誤 差項 は 筒=ε,眉,30.ρ諺,Po
=1.とラグ多項式を用いて書 けるか ら1.自己回帰式 は(11)にラグ多項式 を掛 け
て
(13)∬,=α+,at+ply,_L+・。。 ρ♪+且駈_少」、+ε}
となる。 もし自己回帰が単位根 を もつ ならば(13)式に含 まれるラグ多項式 は根
が.ユの とき0に な る。 あ るい は1=ρ 且÷ρ2十…+ρ ρ刊 とな る。 こ こで 関係
式 創同=一 助 凹+、一 … 一助,一、十謝`一iを利 用 して各 ラグ変数 を変換す ると結
果的 に
(14)4靴=α+β'+φ勧_、+φ14齢_L+…+φρ』9r_ρ+ε2
とな るが,O=P,+…+Ps+、 一1で あ り,帰 無仮説 の もとで は φ=0に なる。
系列相 関の次数 が既知で あれ ば,ADF検 定で は,(14)に含 まれ る φ に関 して
r10(1〔,)..第155巻 第1号
(a)を利用すれば よい。DF検 定 と同様 に対 立仮説 の下で線型 トレン ドが含 まれ
ない ならば㈲,さ らに定数項が含 まれないな らば(d)を使 えば よい。
一.般には自己回帰の次数 は未知 であ るが,(14)を最小2乗 推定 し,係 数OP
の有意性 を'検 定によ り調べ て次数 を決定す る。 この際 φρの'比 は帰無仮説
の.ドで漸 近的に標 準正規分布 に従 う。φρが有意で なければ,自 己 回帰 の次 数
を落 とした式 を作 り,同 じ手続 きを繰 り返す。以下 この よ うな有意性検定を逐
次的 に行 ってい き,有 意 な係 数が.見つ かれば,逐 次決定の プロセ スを止め る。
各次数 におけ る有意水準 を`と おけば,φ,か ら φρ間で の全係 数の有意 水準
は1一(1一のρとな る。かつ次数 を順次減 らしてい くならば個 々の検定 は独 立
にな るか ら,.プリテス トによる偏 りも生 じない。誤差項がARMA過 程の際は,
ARMA過 程 をAR過 程で近似 する と考 えて分析 を一般化で きよう。
DF検 定な らびにADF検 定 において は,時 系列 は帰無仮説 の下で 単位 根を
含む。またDF3aよ びADF検 定 はNelsonandPlosser〔9〕の論文によ って
世間 に知 れ渡 るよ うになったが,当 論文でわか ったのはアメ リカ経済 におけ る
多 くのマ クロ変数 に関 して 「単位根 あ り」 とい う帰無仮説が棄却で きなか った
とい うことに他 な らない。 ところが統 計的検定 における原則では,帰 無仮説が
棄却 されて始 めて検定 に積極的 な意味が見いだされ る。帰無仮説が棄却されて
文字通 り有意な検定結果 を得 るのであ る。従来 の研究で は多 くの経済学者が理.
解 してい るよ うにマクロ変数は和 分過 程に従 うとい う積極的 な結果は得 られて
お らず,帰 無仮説が棄却で きなか った とい う消極 的な結論が もた らされたに過
ぎなか った。仮設 を逆 に した検定はMA単 位根 検定 によ って行われ る。
第二の注意すべ き点 は,線 型 トレン ドの扱いであ る。DF検 定では帰無仮説
の下では ドリフ トは含 まれず,外 生 トレン ドなのか外生 トレン ドを含 まない確
率 トレン ドなのか とい う対比が されてい ることは繰 り返す まで もない。 しか し
この ような考 え方 を不 自然 とす る人達は,帰 無 と対立 の両仮説の下で線型 トレ
ン ドを平等に扱 う。つ ま り,対 立仮説が線 型 トレン ドを含む な ら.ば帰無仮説は
ドリフ トのあ る和分過程 となる。 この ような考 え方 では,和 分過程 を確率 トレ
??
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ン ド,つ ま りばらつ きはあ ろうが大 まか に見て成長 してい く変数である とは理
解せ ず,線 型 トレン ドの周辺でのば らつ きが安定 的な定常過程,ば らつ きが時
間 と共に増大す る非定常過程 と対応づ ける(Hatanaka〔5〕〉。
VAR単 位根検定の応用手順
まず(14)のラグ多項式の次数を決 める。系列相関の次 数が既知で ある とすれ
ばADF,次 数がOな らDF検 定 を使 うが,.その手順は以下の ようになる。回
帰式(11)を基準 として説明する。
.i)定 数項 お よび トレン ドの項の入 った回帰式 にお いて単位根 を τ.を使 っ
て検定す る。帰無仮説 が棄却 されれば検定は終了す る。
ii)棄却で きない場合はa),b)で述べ たよ うに β=0,4=0であるが,回 帰
式の特定化を調べ るためにTB,の 表を用いて β=0を 検定す る。
ili)もしβが有 意であれば,(11)の回帰 武甲 φ=oの'検 定 を標 準正規 を
帰無分布 として行 う。仮説 は,β≠0の もとでH。=φ=0,H、:0<0で あ
る。 トレン ド変数 が有意 であれ ぼ漸近正規検 定が使 え る(DF〔3〕)。 α
は τ,の分布に妨害.母数 として入 らない。
iv)も し βが有意で な ければC)を 行 う。Toが有意であれば検定 は終 了す
る。
v)娠 が有意で ないな ら,帰 無仮説 は α=0,φ=0だ か ら回帰式 の特 定化
の検 定を α=0に ついて行 う。τ卿 表 を用い る。
vi)も し αが有意 であれば φ=0の'検 定 を標準正 規分布 を帰無 分布 とし
て行 う.。仮説 は α≠0の もとでH。=φ=0,H、:0く0である。 ドリフ ト項
が有 意で あるので漸近 正規検 定が使 え る(DF.〔3〕)。この場合 は α が妨
害母 数 にな り分布 が α値 に依存 してい る。詳細 な小標本分布 はSchmidt
〔ユ1〕が与 える。
vii)もし αが有意でないなら,d)を 行 う。
以上 の手順 は複雑 であ る し,φ 型の尤度比検 定を考慮 に入れれ ば手順 はよ
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り複雑 になる。式の特定化 が心配 ない ならi),iv>,vii)のみ,あ るい はその
うちの一つ のみ を検討すれば よい。 自己回帰式 に入 ってい る定数項あ るいは ト
レン ド項が有意 ならば,和 分過 程に よって生 じる非定常性の影響は打 ち消 され
'値の帰無分布は漸近正規 になる事 にも注意 されたい。
現在 では実証分析に先立 って,DF検 定やADF検 定 によ り変数 の定常性 を
検討 する ことが二股 に望 ま しい とされ る。 もっと もこれ らの検定には検 出力に
問題 があ り,.デー タ発生過程が定常過程で あって も,の 値が0に 近 くサ ンプル
数 も少ない とDF検 定は これを和分過程であ る と誤認 して しま うことが多い。
また誤差項 の自己 回帰の次数 が既知で ない と検 出力が著 し く損なわれる。実際
上次 数は既知であ るはずがな く,次 数 を大 きめ に とって検定を始めれば検 出力
が損 なわれ,ま た次数 を小 さ くす る と検定 の偏 りが 生 じる。Hatanaka〔6〕
はMA単 位根の検定 も用いた異 な る応用手順 を与 える。
VIMA単 位根
AR単 位根 にお けるDF検 定 と異 な り,帰 無仮説の下に定常 過程がおか れ,
対 立仮説 の下に非定常(和 分)過 程がおかれ る検定 を紹 介 しよ う。和 分過程
.Ax,=ε,は,初期値 を ∬1=ε置と与 えると逐次代入 によ りエ,=E,=u-le,+ε,とな
る。 ここで
(15)2%=δ(Σな_1.,_1E)十E,.
と表 現 を変 えれば,δ が0の ときs,は 定常,0以 外 の定 数の とき_,は和 分
過程 に したが うことがわか る。従 ってこの定式化 を基に し,δ に関 してHo:δ
=0,H。:δ≠0と な る検定 を作 れ ば,こ の検定 はAR単 位根 にお けるDF検
定 と正反対 の帰無及 び対.立仮説 を もつ 。要 す るに 斯 のDGP(デ ー タ発生過
程)に おける和分 の部分が有意か ど うか とい う検定であ る。δがOで ない場合
は,和 分過程 と整 合で あるためには δ=1と なる必 要があるかに見えよ うが,
任 意の δについ ては 」銑=ε一(1一 δ)s,_,とな り,差 分 に関 してのMA表 現







が すべて1よ り大 でない といけないか ら,δ は不 等式0<δ<2を 制約 範囲 と
す る。 だか ら差分 」銑 に関 して標準 乱数 ε,を想定す るので な く,よ り一般的
にMA過 程 を想定すれば(15)の表 現 と対応づ けられ る。 さ らに定常性 の帰無
仮説 は,ム勘 に関す るMA多 項式の根が単位根で ある事 と同等 にな る。
MAW一位根の検定 を説 明 しよう。帰無仮説の下では 新二εrとなるが,ε,は分
散 σ2の標準乱 数で あ る。初期 値 筒 も乱 数51だ か ら,η,=Σr.、,両は分散 が
'σ2の和分過 程に したが う。そ こでST=一E,一1.Tη,Z/δ2とし,.δ2はσ2の一致推
定量(Σ」雫1μゴ2/7■}とすれば,帰 無仮説の下で
(16)一flSTD正}(ア)247
とい う収束をす る。検定 には この分布 を使 う。
.対立仮 説の下で は,∬`自体 が和分 にな ってい る。例 えば δが ユな らば,斯
=Σ何.rε`とな り(1んT)銑が ブラ.ウン運動 に収束す る。.従って
(17)瀞,・.・η・瓢(∫7B… ゆ.









だか ら,検 定統計量(1/T2)STは発散 し,検 定 は…致性 を示す。
検定 は複雑 な状況 に も容 易 に拡張 で きる。 まず,帰 無仮 説の下で躍斤 ε,,し
か しx,一fro十Etと初期 値が定数項 を含む ならば,a,お よび ぴ において 銑 は
苅一か に置 き換 え られ る必要が ある。帰無仮 説の下での漸 近分布 も変化 す る。
』銑 が ドリフ.トを含 む場.合は帰無仮説 の下で 銑署μo十㌍+E,となるか らn,お








EngleandGranger〔4〕に基 づ い て,共 和分 の概 念 と共和 分 の も とで の
VAR(vectorauto・regression)のECM(errorcorrectionmodel誤差 修 正 モ デ
ル)への変換,さ らに推定法 を説明 しよう。た とえば ∬ と 〃が共 に1次 の和 分
過程で あれ ば,見 せか け回帰 の条 件がそ ろ う。 しか し 〃一禽 も ∬(0)なら見せ
か け回帰は生 じない。はた してこのような関係 は可 能なので あろ うか。 この疑
問 に答えたのが共和分で あった。要す るに共和 分 とは,和 分過程 と和分過程の
一次結合が,定 常 過程 になることを意味す る。つま り複 数の和分過程が共 に変
動す るために,一 次結合が定常 にな りうるのであ る。一般 的には複数 の1(d咬
数間に,和 分次 数を下げる複数の線型関係 が存在 しうる。定義 を述べ よう。:
翅 個 の変数か らなる列 べ ク トル ㊧ があ り,各 要 素が ∬(4)て:あるとす る。 も
し,9r=β高 一∬(4一の,わ>0,とな るよ うな行列 β'が存 在す れば,∬,は4,b
の次数で共和分 している といわれ る。βは共和分行列 とよばれ る。
勘 と 鯨 が共 に1(1)であ りかつ共和分 関係 が1個 存在 する としよ う。線形 回
帰 との類似性 を保つた めに共和 分ベ ク トルを(11一β)とす ると,共 和 分 関係
は ン,=βτ,+μ`と表現す ることがで きる。ただ し誤差項 は定常で ある。この回
帰式 を共和分回帰 とよぶ。(見せか け回帰 との差異 に注意 された、・。)古典 的な
線形 回帰論で は βの最小2乗 推定量 ρは一致性 をもち,観 測個数rが 大 な ら.
ば π ψ一β)は漸近 的に正 規分布 に従 う。説 明変数が定常 な確率 変数で あ っ
て もこの結果が保持されるが,説 明変数 と誤差項の間に相関があれば同時性 の
バ イアスが生 じる。同時性 バイアスを除去す るため に操作変数法な どの手 法が
開発 されて きた事は周知の通 りで ある。
説明 変数が ∬(1)だか ら.,轟は 殉 とは異な る確率変 数 ηr,f=1,...,'の総
和で,か つ各確率変数は時間に関 して独立だ とす る。共和分回帰では先の古典







に収 束をす る。 ここで分 散や 共分散の定 義 は通 常通 り,BF(7)およびB.(r)
は Σ∫=1両/πお よび Σ1-1、泓〆》㌘ の確 率収 束先で,ブ ラウ ン運 動で ある。最
小2乗 法の性 質のみ をここで述べ ると,
6)通 常 の回帰 では δは 》㌘..致だが,共 和分回帰で は.西は βめ一致推 定量
で あ るのみ ならず,超 一致性 あ るい はT.致 性 をもつ。 直感的に は母数 β
に近づ く速度が速 く,逆 に標本数 丁が少な くて も母数 β に十 分近 い推 定値
が得 られ る と理解で きる。(Stock[13〕)
ω 確率変数間 の共分散 σ.,がゼ ロでな くと も超一致性 は成立 し,同 時性 のバ
イアスは生 じない。
圃 標準の場合 と異 な り最小2乗 推定量 は漸近 的に正規性 を もたない。7'⑦一
・β)は上記 の確率 変数に収束す るが,そ の分布 は正規分布 な.どの ような関数
表現 が出来ない。分布 は通常 コ ンピュー ター によるシュ ミレーシ ョンによっ
て求め る。
最小2乗 推定量 は小標本で偏 りを持つが,超 一致性 に もかかわ らず通常 の翻
測個数で はこの偏 りは小 さ くな らない事 がBanerjee他〔1.〕のモ ンテカルロ
実験 によって示された。Phillips〔10〕が小標 本バ イアスを修 正す る手 法 を提
案 したが,以 下,..Hatanaka〔5〕に拠 ってバ イアス修正法 を解説 しよう。
確率 変数 問に系 列相関が ない場合 は,新 しい係 数 γを導入 した補助 回帰式
駈副β四角+74x,十u,を使 えば よい。 この補助 回帰式 におけ る βの最小2乗 推
定量 は,恥 を 萄 か らE{%rl",}を引 いて求 まる 防 と相関 を持 た ない確率変 数




とい う収束 を示す。明 らか な ように妨害母数 σ。.は漸近分布か ら消 え去 る。 こ
の分布 は混合 正規分布 とよばれ.る。 さらに説明変数の2柔 和 および補助 回帰式
の残差二乗和 の収 束を使 えば,β の'検 定統計量は最終的に
(2ユ).静 」:1瓦(り砥(・)/{∫1ム(・)・〃}1/2
と収束す る。 ここで"と ηが独 立 に分 布 してい る ことに注意す る と,"を 所
与 とす れば'βの分布は標準正規 になってい ることがわか るか ら ら の分 布は標
準 正規で ある。補助 回帰 を もとに した最小2乗 推 定では,係 数 βの有意性 は'
検 定 によって確か め ることがで きる。 もし説明変 数が複 数の ∫(1)変数で あれ
ば,そ の部分集合 に関す る有意性 は古典 的な ズ 法で検定す ることがで きる。
確率変数u,と び2が時間に関 して独立で ない場合 は最小2乗 法の結果はよ り
複 雑で,分 子の σ。,はE@画)に 置 き換 え られない とい けない。 つ ま り銑 と
碕 の 問の'期 の共分散 σ卿 のみで な く,す べての過去 に遡 った共分散が分 子
に含 まれる。妨害母数 を全 て除 くには,補 助 回帰式 を
9Fβη十x,一P,Y,dx,一'十筋
と拡張す る。ρ と σは.共に十分 に大 きな正の整数 とす る。 この補助回帰式にお
ける βの最小2乗 推定量 は,n,はVt+p,_,"珂 とは相 関 を持た ない確 率変
数 と して回帰式 〃`=βπ汁 ηfの最小2乗 推定量 と同 じ漸近的な性質 を もつ。最
小2乗 推定量の漸近分布 は(20)と同 じ型であ る。
確率 変数",がGrangerの意味 で 笛 に因果 を もた らさない ならば,補 助 回
帰 に含 まれ るラグ階差 は過 去のラグのみ考慮すれば よく,い わ ゆる リー ドを含
む必 要 はない。 しか し,こ の因果性 も検定 によって確 か めね ば ならない。職
と",がVARに 従 う場合 は次節以 ドの分析の特殊 型 となる。
VIIIECM表 現 定理
挽 個 の ∫(1)変数 〃 の デ ー タ がVARか ら発 生 し て い る とす る
(22)誓2=μ 十Σ」二1,匙A沼r_`十〇D,十E'.
時系列分析の新展開 』..(17)並
こ こで μは定数 のベ ク.トル,A;は ㎜×彫 の 母数行列,D,d:平均0に 調整 し
た季節 ダ ミー変 数行 列,εrは独 立で平均0共 分散 五 の正規確率変 数ベ ク トル.
であ る。 このVARモ デ ルは(14)の方法で以 下 のよ うなECMに 書 き換 える
ことが可能である。
(23)∠1〃'=μ十E,_且,斥一1∫}49r-」一ト∬1〃卜1十φ」D,十E,
ただ し17幕Σ同μ1一塩 で あ る。階差変数 はすべて'(0),レ ベ ル変 数 は ∬(1)
で あ ることよ 軌(23>の左 辺 と右辺で 変数 の和分 の次数が均等(balance)で
あるには,π=0で あ るか,π 〃∫一1が共和 分 してい るか のいずれかで な くては
ならない。π=0の 場合ベ ク トル 〃の要素 間に共和分 は無 く,階 差変数 間の回
帰式 しか残 らない。 も し7個 の共和 分関係が存在 しが ∬(0)になるな ら,の ラ
ンクは 漉 よ り小 なる γとな り,か つ ∬=αβ'のよ うに分解で きる。 ここで β
.と α はmXrで,各 々共和分行 列,調 整行列 とよばれ る。 これが表現 定理で
あ る。 も し共和 分が なければ π=0で,階 差 変数 間の回帰式 は変数が すべて
ノ(0)だか ら,.見せか け回帰 を回避で きる。 しか しなが ら,階 差変数間に回帰 式
を適用 しただ けでは レベル変数 に関す る情報がモ デル に含 まれないのである。.
あ るいは,経 済変数問の均衡か らの乖離 を妨げ る力がモデルに反映されない と
もいわ れ る。そ こでECMの 利 点は,そ の経済学 的意味合 い は ともか く,同
一回帰式 に.階差変数 とレベ ル変数が混在 しうる ことにある
。 レベル変数 は階差
変数 の和であ るこ とを想起すれば,ス トックとフロー とい う2種 類 の異 なった.
.情報 が同時 に用 い られてい る。共和 分関係 は ∬(ωであ るため,見 せか け回帰
の問題は生 じない。
注意 を与 える とす ると,実 証研究上,一 変数 回帰 式にお けるADLM(自 己
回帰分布 ラ.グ)の変型 と してECMを 導 くこともで きるが,こ の節で はVAR
の変換 としてECMが 定義 されている。 ただ しADLMよ り導かれたECMで
は左 辺 と同期 の階差変 数が右辺 に含 まれ るが,こ の節 のECMで は左辺 と同
期 の階差変数 は右辺 に含 まれ ないrさ らにADLMで はみせ かけ回帰 が生 じる
が,Sims,Stock,andWatson〔12〕が示 したよ うにVARで は和 分変 数が含.
〆レ
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まれて も最:小2乗推定量 は一致性 を保 ち,VARよ り導 かれ たECMは 共和分
の存在にかかわ らず最小2乗 法 によ り一致推定が可能である。 第2の 注意点 と
して は,誤 差修正項は長期均衡か らの乖離 を意味す ると解釈 されるが,複 数 の
共和分があ る際には識 別が不可能で あるため に,実 証上は均衡式 を判別で きな
い事があ げ られ よ う。つ ま り任意 の正則 行列Qに 対 して ∬=α9一正(Qβ)だか
ら,(～β「も共和分行列 になる。だか らあ る誤差修正関係 の正則 な線型変換 は全
て誤差修正関係であ り,特 定 の経済 的な意味 をもつ長期的な均衡式 を見 いだす









検定を行い単位根がないことが判明すればよい。 しか しながらこの検定 には困
難な点が含まれているので,7節 の様に共和分回帰 肋=βエ汁 助 を利用 して説


















共和分行列 の最 尤推定で は,ま ず 」助 と 徹 を定数項,す べての ラグ付 き階
差,お よび 易 に回帰 し,最 小2乗 残差 をそれ ぞれ,Rα,R1,とお く。"を 観
測個数 とし,Ro鴛,R量,を用いて行 列 恥r(1加)E,_,.。品,R「∫躍,ゴ=0,1),を作 り,
次 に行列式46'(えSll-510∫面 So1)=0,より固有値 を求め る。各固有値 に対 す る
固有ベ ク トルの うち,大 きなほ うか らr個 の固有値 に対応す る固有ベ ク トル
を取 り出 し,固 有値 の大 きさ順 に並べ た行列 δが βの最尤 推定量 にな る。西
が求 まれば,次 に共和 分残差 ポ〃,一1を計 算 し,そ れをECMに 代 入 し,最 小
2乗推定 に よ り他 の係 数 を求 める。π の ランクが たかだか7(0≦7〈吻 で あ
る とい.う帰無仮説 は,ト レース検 定 を使 う。 また帰 無仮説r=gと 対立仮説7
=4+1に 対す る検定 は最大固有値検 定で行 う。7は,帰 無仮説7=0か ら検
定 を始めて,帰 無仮説を棄却す るまで次数 を順増 して決めれば よい。 これ らの
検定統計量の分布はJohansenandJuselius〔8〕に与 え られ てい る。
定数項ベ ク ト,ヒには注意が必要 で,共 和分 関係 にお ける定数項 と,∬(1)変数
∬の トレ.ンドあるいは 八0)変数 助,の ドリフ ト項か らなる定数項 の両者 が存
在 しうる。共和分 関係 の定数項 は β。を γx1ベ ク トル とすれば αβ。とな り,
調整行列 α によって張 られ る空 間にあ る。 したが って共和 分関係 は定数項 を
考慮 して 農(β・+画 一・1と.謝ナる・他九 幽 が ドリフ トを もつ場合 は,ド リ
フ ト項 を μ。とすれば,一(1一Σ姶)goが定 数項 を構 成す る。結局,定 数項 は μ
.畢:'b欄 顧闇層 闘興野.
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〒αβ。一(1一Σrr)/toと2種類 の構 成要素に分解で きる。定数項が βと推定 され
れば,を 調 整行 列 へ射影 して共和分 定数項 を求 め,β を調整行列 の補 空 間へ
射影 して ドリフ トか ら生 じる定数項 を求め る。厳密 な定 数項 の表現 はJohan-
sen〔7〕に与 え られ るが,ド リフ ト項 の存 在は次節で述べ られ るように推定
.及 び検定 に影響を もつ。
共和分行列 βや調整行列 αの行に関す る制約 に関す る尤度比検 定 を以下説
明 しよ う。 行 に関す る線 形制 約 は,5を 解 よ り小 として3x〃2の 既知 行列
Kレに よ りκββ戸0(∫=1,,,.,7)と書 けよ う。KB・の5行 は 翅 次元空 間内で
5次元 部分空 間を張 るが,線 形 制約 によ り βf・はその直交 補空 間に在 る。他 方
Kg-H=0となるmx(甥 一∫)行列Hを 求めれば 丑 はKB.の直交補空 間を張 る
.か ら,伽 一5)×1の未知母 数を.含むベ ク トルm;に よ り,a;=HO;と線形 制約
の表現 を変 え ることがで きる。未知母数 は制約 によ り 伽 一5)個に減少 してい
る。すべ ての共和分 ベ ク トル につ いて制約 を書 き直す と線形 制約 は 臨:β=
μφ とな り,推 定すべ き未知母数 はになる。以.ド,尤度比検定が導 出で きるが,
尤度比 は帰無仮説 の もとで漸近的 に自由度rxsの カイ2乗 分布 にしたが う。
2段階法では共和分 ベ ク トルに対す る制約の検定はで きないのに対 し,最 尤法
で はそれが可能である。制約 は βのすべての列 について共通である。
共和分行列 β に関す る制約 と同様に,sxmの 既知の行列 塩 ・につ いて調整
行列 α の行 に関す る制約 」覧・α=0も 検定で きる。制約 自体 は βの制約 のよ う
.に,mx(m-s)の 既 知の行列Aが 求 まって,H。:a=AVと 変換 で きる。尤
度比検定 は可能で,帰 無仮説の下で 自由度が のカイ2乗 分布 に漸 近的に従 う。
さ らに κゴα=0お よびKβ・β=0の 両方 の制約 があ る場合 に も検定 を拡張 で き
る。
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