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Résumé. Dans cet article, nous présentons une architecture logicielle libre et ouverte pour
le développement de grammaires d’arbres adjoints à portée sémantique. Cette architecture uti-
lise un compilateur de métagrammaires afin de faciliter l’extension et la maintenance de la
grammaire, et intègre un module de construction sémantiquepermettant de vérifier la couver-
ture aussi bien syntaxique que sémantique de la grammaire. Ce module utilise un analyseur
syntaxique tabulaire généré automatiquement à partir de lagrammaire par le système DyALog.
Nous présentons également les résultats de l’évaluation d’une grammaire du français dévelop-
pée au moyen de cette architecture.
Abstract. In this paper, we introduce a free and open software architectur for the deve-
lopment of Tree Adjoining Grammars equipped with semantic information. This architecture
uses a metagrammar compiler to facilitate the grammar extension and maintnance, and includes
a semantic construction module allowing to check both the syntactic and semantic coverage
of the grammar. This module uses a tabular syntactic parser generated automatically from this
grammar using the DyALog system. We also give the results of the evaluation of a real-size
TAG for French developed using this architecture.
Mots-clés : Analyseur syntaxique, Grammaires d’Arbres Adjoints, Construction séman-
tique, Architecture logicielle.
Keywords: Syntactic parser, Tree Adjoining Grammars, Semantic construction, Soft-
ware architecture.
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1 Introduction
Un objectif central du traitement automatique des langues est d construire une représenta-
tion du sens des textes afin de pouvoir raisonner sur leur contenu. Suivant la granularité de
sens désirée, plusieurs approches sont possibles. Typiquement, la recherche d’information s’ap-
puie sur une représentation « à gros grain » où le sens d’un texte est un « sac de mots » (cf.
1a) ; l’extraction d’information demande une représentation plus fine où en particulier les rela-
tions sémantiques entre (sens de) constituants doivent être spécifiées (cf. 1b) ; et les systèmes
de dialogue, systèmes questions-réponses ou systèmes de détection d’implications textuelles,
s’appuient souvent sur une représentation dite « profonde »où des phénomènes tels que la
quantification et les modalités pourront être pris en compte(cf. 1c).
(1) L’homme regarde souvent la maison
a.{ homme, regarde, maison}
b. homme(h), regarde(h,m), maison(m)
c. ∃x∃y∃e.homme(x)∧ souvent(e)∧ regarde(e,h,m)∧ maison(m)
Pour construire le troisième type de représentation c.-à-d., une représentation profonde, une ap-
proche communément adoptée est de suivre Montague (Montague, 1974) et de développer des
grammaires et des lexiques permettant une sémantique compositionnelle c’est-à-dire, une sé-
mantique où le sens d’un constituant est une fonction de la syntaxe de ce constituant et du sens
de ses sous-constituants. Ainsi, les grammaires syntagmatiques guidées par les têtes (HPSG,
(Copestakeet al., 2005)) intègrent une sémantique basée sur les structures àrecursion mini-
male (MRS), les grammaires lexicales fonctionnelles (LFG,(Frank & Van Genabith, 2001))
couplent la construction syntaxique avec une constructionsémantique basée sur la sémantique
« colle » (glue semantics) et les grammaires catégorielles combinatoires (CCG, (Boset al.,
2004)) utilisent l’isomorphisme de Curry-Howard pour associer de façon systématique, consti-
tuants syntaxiques et termes lambda. Pour chacune de ces grammaires, une implantation existe
qui démontre la faisabilité de l’approche théorique sous-jacente et en permet l’utilisation pra-
tique dans des systèmes de TAL.
Une exception notoire concerne la construction sémantiquedans les grammaires d’arbres ad-
joints (Joshiet al., 1975). Pour ces grammaires en effet, des propositions théoriques existent
mais aucune implantation. Dans cet article, nous reprenonsla proposition théorique avancée
par (Gardent & Kallmeyer, 2003) et décrivons sa mise en oeuvre dans un système implanté.
Nous présentons les différentes composantes du système (grammaire, compilateur de gram-
maire, module de construction sémantique) et donnons les résultats d’une première évaluation
sur une grammaire noyau du français. Utilisé pour développer un grammaire d’arbres adjoints
à dimension sémantique pour le français, ce système est à notre connaissance, le premier sys-
tème logiciel libre permettant la construction de représentations sémantiques profondes pour le
français. En effet, il existe une grammaire HPSG pour le français (Tseng, 2003) mais sa couver-
ture est limitée. Une grammaire LFG existe également mais étnt développée par Xerox, elle
n’est pas disponible pour la recherche. Par contraste, SEMTAG est un logiciel libre et ouvert.
Le logiciel de développement est disponible à l ’urlhttp://trac.loria.fr/~semtag
avec une grammaire jouet. La grammaire est accessible sur demande et sera rendue disponible
prochainement.
L’article est structuré de la façon suivante. Nous commençons (section 2) par présenter le mo-
dèle linguistique utilisé c.-à-d., les grammaires d’arbres adjoints, la sémantique plate à trous et
l’interface syntaxe/sémantique. Nous présentons ensuitebrièvement (section 3) la grammaire
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du français utilisée et donnons quelques chiffres sur sa couverture actuelle. Dans la section 4,
nous présentons le module de construction sémantique. Enfin, la section 5 donne les résultats
d’une première évaluation du système en termes de couverture e d’ambiguïté syntaxique et
sémantique.
2 Modèle linguistique
Le modèle linguistique inclut une grammaire d’arbres adjoints, un langage de représentation
sémantique et une modélisation de l’interface syntaxe/sémantique. Les restrictions d’espace
nous empêchant de décrire chacune de ces composantes en détail, nous renvoyons le lecteur
aux publications sources pour plus de détails.
Formalisme syntaxique : les grammaires d’arbres adjoints (TAG) Les grammaires d’arbres
adjoints (Tree Adjoining Grammars, TAG) (Joshiet al., 1975) appartiennent à la famille des
grammaires légèrement sensibles au contexte. Une TAG est unsystème de réécriture d’arbres
composé de deux ensembles d’arbres (arbres initiauxet arbres auxiliaires) et de deux opéra-
tions de réécriture (substitutionet adjonction).
Un arbre initial est un arbre dont les noeuds feuilles sont soit étiquetés par des mots, soit des
noeuds de substitution (marqués↓) c.-à-d., des noeuds où une substitutiond it prendre place.
Un arbre auxiliaire est un arbre contenant un noeud pied (marqué⋆) – ce noeud pied doit être
étiqueté avec la même catégorie que le noeud racine.
Dans la version de TAG que nous utilisons, à savoir les grammaires d’arbres adjoints lexicalisées
à structures de traits (FLTAG, (Vijay-Shanker & Joshi, 1988)), les arbres élémentaires sont
lexicalisés, c’est-à-dire que pour chaque arbre, au moins un terminal est un lemme ou une forme
fléchie. En outre, les noeuds des arbres sont étiquetés par deux structures de traits appelées TOP
et BOTTOM. En fin de dérivation, les traits TOP et BOTTOM de chaque noeud sont unifiés.
L’opération de substitution permet d’insérer un arbre élémentaire ou dérivéτδ à la frontière d’un
arbre initialτα : le noeud racine deτδ est alors identifié avec un noeud de substitution dansτα
et les traits TOP des nœuds en question sont unifiés (Topτα = Topτδ ). L’opération d’adjonction
permet d’insérer un arbre auxiliaireτβ dans un arbre quelconqueτα à un noeudn : les traits
TOPn et BOTTOMn du noeudn où se fait l’adjonction sont alors unifiés respectivement avec les
traits TOP du noeud racine de l’arbre auxiliaire et les traits BOTTOM de son noeud pied (Topn
= TopRootτβ etBottomn = BottomFootτβ ).
Formalisme sémantique : la sémantique plate à trous (Hole Semantics) Comme la MRS
mentionnée en section 1, le formalisme des sémantiques plates à trous (Bos, 1995) se caractérise
par deux points importants. Premièrement, le formalisme permet de sous-spécifier les ambiguï-
tés de portée – ainsi les interprétations multiples dues à ceambiguïtés peuvent être représentées
de façon compacte. Deuxièmement, (Copestakeet al., 2005) ont montré que la structure non ré-
cursive des formules plates facilite la réalisation sémantique c.-à-d., la procédure qui permet
de produire, à partir d’une représentation sémantique donnée, l’ensemble des phrases associées
par la grammaire à cette sémantique. C’est là un point important puisque de fait, la grammaire
présentée ici est également utilisée pour la réalisation.
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Très brièvement (cf. (Gardent & Kallmeyer, 2003) pour plus de détails), le langage de repré-
sentation sémantiqueLU utilisé est une reformulation de la logique PLU (Bos, 1995) qui inclut
des variables d’unification. SoitIvar un ensemble de variables d’unification etIcon un ensemble
de constantes. SoitH un ensemble de constantes « trous »,Lcon, un ensemble de constantes
« étiquettes » etLvar un ensemble de variables d’étiquettes ; soitR un ensemble de relations
n-aires surIvar ∪ Icon ∪H ; et soit≥ une relation surH ∪Lcon nommée « a-portée-sur ». Alors,
la syntaxe deLU est la suivante :
Etant donnésl ∈ Lvar ∪ Lcon, h ∈ H, i1, . . . , in ∈ Ivar ∪ Icon ∪H etRn ∈ R. Alors :
1. l : Rn(i1, . . . , in) est une formule deLU
2. h ≥ l est une formule deLU
3. φ, ψ est une formule deLU siψ est une formule deLU etφ est une formule deLU
4. Rien d’autre n’est une formule deLU
En d’autres termes : les formules deLU sont soit des prédications élémentaires, soit des contraintes
de portée, soit des conjonctions de formules. Sémantiquement, ces formules décrivent (ont pour
modèle) des formules de la logique du premier ordre.
Par exemple, la représentation sémantique de la phrase « Tout yogi a un guru » est :
(2) l0 : ∀(x, h1, h2), h1 ≥ l1, l1 : Y o(x), h2 ≥ l2, l2 : A(x, y), l3 : ∃(y, h3, h4), h3 ≥ l4, l4 :
Gu(y), h4 ≥ l2
Cette formule a deux modèles reflétant les deux interprétations possibles de la phrase d’entrée :
soit un même guru existe pour tous les yogis, soit plusieurs.
(3) l0 : ∀(x, l1, l3), l1 : Y o(x), l3 : ∃(x, l4, l2), l4 : Gu(y), l2 : A(x, y)
l3 : ∃(x, l4, l0), l4 : Gu(y), l0 : ∀(x, l1, l2), l1 : Y o(x), l2 : A(x, y)
Interface syntaxe / sémantique. L’interface entre grammaire et sémantique spécifie la cor-
respondance entre constituants syntaxiques et constituants sémantiques. Cette spécification se
fait conformément à la proposition de (Gardent & Kallmeyer,2003). Chaque arbre élémentaire
de la grammaire TAG est associé à une formule sémantique platoù des variables d’unifica-
tion sont utilisées pour représenter les arguments sémantiques. Ces variables d’unification sont
partagées avec des variables apparaissant dans les structures de traits étiquetant les nœuds de
l’arbre. Lors de la dérivation TAG, les structures de traitsde arbres élémentaires sont unifiées
(cf. supra), ce qui indirectement, entraîne l’unification des arguments sémantiques. La compo-
sition sémantique est ainsi prise en charge par l’opérationd’unification inhérente au formalisme
TAG. A l’issue de la dérivation, la représentation sémantique de l’arbre dérivé est obtenue en
prenant la conjonction des formules élémentaires modulo les unifications ayant eu lieu.
Par exemple, pour la phrase « Jean aime vraiment Marie », la dérivation TAG correspondante
est donnée dans la figure 11. Lors de la substitution de l’arbre associé àJean(τJean) sur l’arbre
associé au prédicatimer(τaimer), le nœud racine deτJean est unifié avec le nœud GN deτaimer
représentant la fonction grammaticale sujet. Le nœud GN de l’arbre résultant contient alors une
structureTopavec un traitidx de valeurx et une structureBottomavec le même traitdx ayant
la valeurj. A l’issue de la dérivation, les structuresTopet Bottométant unifiées, la variablex
est liée à la constantej. De façon similaire, la variabley est liée à la constantem lors de la
substitution de l’arbreτMarie surτaimer. Enfin, l’adjonction de l’adverbevraimentsur le nœud
1Les structurestop sont notées en exposants et les structuresbot en indices. Seuls les traits sémantiques perti-
nents pour l’exemple sont indiqués.
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P[lab:l1]
GN[idx:j] GN[idx:x,lab:l1] V[lab:l1] GN
[idx:y,lab:l1] V[lab:l2] GN[idx:m]
Jean aime V[lab:ls]⋆ Adv Marie
vraiment
l0 : jean(j) l1 : aimer(x, y) l2 : vraiment(h0), l3 : marie(m)
ls ≤ h0
FIG. 1 – Dérivation TAG pour « Jean aime vraiment Marie »
de catégorie V deτaimer entraîne l’unification de la structureBottomdu nœud pied deτvraiment
avec la structureBottomdu nœud d’étiquette V en question, ce qui provoque l’unificaton de
la variablels avec la constantel1. Ainsi, après dérivation et unifications correspondantes,la
conjonction des formules sémantiques élémentaires nous donne le résultat escompté, à savoir la
représentation sémantique sous-spécifiée suivante :
l0 : jean(j), l1 : aime(j,m), l2 : vraiment(h0), l1 ≤ h0, l3 : marie(m)
3 Grammaire informatique
La grammaire SEMFRAG est une implantation du modèle linguistique présenté ci-dessus. Spé-
cifiée à l’aide du formalismeXMG (Duchieret al., 2005), cette grammaire est produite par com-
pilation à partir d’une spécification linguistique relativement abstraite et fortement factorisée.
La composante syntaxique de la grammaire a été décrite dans (Crabbé, 2005) et la composante
sémantique par (Gardent, 2006). Brièvement, l’intégration de l’information sémantique dans
une grammaire TAG est facilitée par deux points.
Premièrement, la décoration des arbres élémentaires avec les variables nécessaires à un traite-
ment à grande échelle de la sémantique obéit à un ensemble de principes limités en nombre et
relativement rapides à implanter dans le formalismeXMG grâce au haut degré de factorisation
permis par ce formalisme. Ces principes sont explicités dan(Gardent, 2007).
Deuxièmement, l’expressivité deXMG facilite la spécification de l’interface syntaxe/sémantique
et plus spécifiquement, du partage des variables d’unification entre formules sémantiques et
arbres élémentaires. En effet,XMG permet de gérer de manière flexible la portée des variables
d’unification manipulées au sein des classes spécifiées par le linguiste. En particulier, ces classes
peuvent être associées à des matrices de traits appeléesinterfacesqui sont unifiées lorsque deux
fragments sont combinés conjonctivement ou par héritage. Indirectement, cela permet d’uni-
fier des variables introduites dans différentes classes et en particulier, des variables introduites
dans des classes syntaxiques (fragments d’arbres) d’une part t dans des classes sémantiques
(formules de sémantique plate) d’autre part. Cette fonctionalité du formalisme nous permet
d’encoder de manière relativement aisée l’interface syntaxe / sémantique au niveau métagram-
matical, en utilisant la méthodologie suivante :
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– chaque fragment d’arbre contenant un nœud lié à une fonction grammaticale représentant un
argument sémantique, se voit associé un traitidx dont la valeur correspond à une variable
partagée avec un trait de l’interface, nomméFGidx (où FG correspond à la fonction gram-
maticale en question),
– chaque foncteur sémantique est associé avec une formule sémantique où les arguments sont
des variables partagées avec des traits de l’interface. Cestraits sont nommés en fonction du
rôle thématique de l’argument (p. ex. arg0. . . ),
– enfin, dans la règle de combinaison de ces fragments (munie égal ment d’une interface), on
ajoute dans l’interface une coindexation entreFGidxet l’argument sémantique correspondant
(ce qui nous permet également de gérer le cas du passif).
Ce procédé est illustré figure 2, en prenant l’exemple d’un verbe intransitif2.
Intransitif : Subjet : Actif : Relation 1-aire :
S
N↓[idx=X] VP
l0 :Rel(X)
arg0=X
sujIdx=X
=
S
N↓[idx=I] VP
sujIdx=I
∧
S
VP ∧
l0 :Rel(I1)
arg0=I1
(Résultat) (Fonction grammaticale) (Morph. verbale) (Sémantique)
FIG. 2 – Interface syntaxe / sémantique au niveau métagrammatical.
Comme dans le systèmeXTAG, la grammaire SEMFRAG se décompose en 3 sous-modules :
un module contenant des d’arbres non lexicalisés groupés enfamilles3 ; un lexique de lemmes
associant à chaque lemme un prédicat sémantique et une ou plusieurs familles d’arbres ; et
un lexique de formes fléchies associant à chaque forme fléchie, un lemme et l’information
morpho-syntaxique appropriée. Lors de l’analyse, ces troimodules sont consultés pour as-
socier à chaque motm de la phrase analysée un arbre lexicalisé (c.-à-d., ancré avecm) dont la
sémantique inclut le prédicat spécifié pourm par le lexique de lemme.
4 Construction sémantique
La grammaire SEMFRAG décrit l’association entre constituants syntaxiques et représentatio s
sémantiques. Comme le montrent (Gardent & Parmentier, 2005), pourcalculercette association
(c.-à-d., pour produire la (ou les) représentations sémantique(s) associée(s) par la grammaire à
une expression langagière), deux options sont possibles : soit la construction sémantique est
intégrée dans l’analyse syntaxique (la construction sémantique se fait pendant la dérivation),
soit elle se fait après la dérivation sur la base de cette dérivation et d’un lexique sémantique
produit à partir de la grammaire et d’un lexique.
2On remarque que la fonction grammaticale pourrait très biencorrespondre à une disjonction des différentes
réalisations syntaxiques.
3En TAG, une famille d’arbres regroupe tous les arbres élémentair s correspondant à un cadre de sous catégo-
risation donnép. ex., intransitive.
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SEMTAG implante la deuxième option, ce qui permet à la fois de resterdans le formalisme TAG
(cf (Kallmeyer & Romero, 2004)) et de garder une approche modulaire où analyse syntaxique
et construction sémantique restent indépendants l’un de l’autre4. Concrètement, le procédé de
construction sémantique repose sur le schéma suivant.
Etape 1. Dans un premier temps, toute l’information sémantique incluse dans la grammaire
est extraite et stockée dans un lexique sémantique. Ce lexique est en quelque sorte le parallèle
sémantique de la grammaire syntaxique TAG au sens où il associe à haque arbre élémen-
taire TAG un arbre sémantique correspondant. La figure 3 illustre ce procédé d’extraction pour
l’arbre associé à la forme fléchie « dort » (arbre pour une utilisa on avec un sujet nominal ca-
nonique). L’arbre du haut est celui produit par la compilation de SEMFRAG (suivie de la phase
d’ancrage des schémas d’arbres par l’information contenuedans les lexiques de lemmes et de
formes fléchies), l’arbre en bas à gauche est l’arbre purement syntaxique extrait de cet arbre et
l’arbre en bas à droite, l’arbre sémantique (entrée du lexique sémantique)5.'
&
$
%
Arbre τn0V _dort
p [
ld : dort(3 e, 4 X)
]
gn↓2
6
4
top
2
6
4
gen 1 A
num 2 B
ind 4 X
3
7
5
3
7
5
v 2
6
6
4
top
"
gen 1 A
num 2 B
#
bot
h
lab 3 e
i
3
7
7
5
dort
Arbre syntaxique
p(0)
gn↓(1) 2
4top
"
gen 1 A
num 2 B
#
3
5
v(2) 2
4top
"
gen 1 A
num 2 B
#
3
5
dort
Lexique sémantique
0
1
»
top
h
ind 2 X
i
–
2
»
bot
h
lab 1 e
i
–
[
ld : dort(1 e, 2 X)
]
FIG. 3 – Entrée du lexique sémantique.
Etape 2. La deuxième étape consiste à faire une analyse syntaxique dela phrase d’entrée en
utilisant uniquement la partie syntaxique de SEMFRAG. Cette analyse est réalisée au moyen du
système DyALog (Villemonte de la Clergerie, 2005), un compilateur de programmes logiques
avec tabulation des calculs intermédiaires qui permet en particulier de compiler un analyseur
syntaxique à partir d’une grammaire TAG donnée. L’analyseur résultant de cette compilation
prend en entrée une chaîne préalablement segmentée, et retourne une forêt de dérivation décri-
vant de façon compacte l’ensemble des dérivations couvrantla chaîne d’entrée. Par exemple,
la forêt de dérivation pour la phrase ambiguë « Jean regarde Ann avec le télescope » est celle
4Cette implantation correspond à la proposition de (Kallmeyer & Romero, 2004), l’avantage étant que les
structures étiquetant les nœuds ne contiennent pas de traits à valeur en nombre théoriquement infini (p. ex., les
variables de label de la sémantique plate).
5Le lexique sémantique est donc calculé par rapport aux arbres ancrés lors de l’analyse syntaxique.
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donnée en figure 4. Cette forêt représente les deux dérivations p ssibles de la façon suivante.
Les nœuds de l’arbres sont étiquetés avec les noms des arbresélémentaires mis en jeu dans la
dérivation tandis que les arcs indiquent soit une substitution ( rait plein), soit une adjonction
(trait en pointillés). Plus précisément, une flèche étiquetée avec l’information〈O, n〉 et allant
du nœud étiqueté X vers le nœud étiqueté Y, indique que l’arbre X a été combiné par l’opération
O (O ∈ {s, a} avecs pour substitution eta pour adjonction) avec l’arbre Y en son nœudn.
τregarde
τavec τJean τAnne τ
′
Anne
τtelescope τ
′
avec
τun
〈s, 3〉〈s, 3〉〈s, 1〉〈a, 2〉
〈a, 0〉〈s, 2〉
〈a, 0〉
FIG. 4 – Forêt de dérivation de la phrase « Jean regarde Anne avec un télescope ».
Etape 3. Enfin la troisième étape consiste à produire à partir de la forêt de dérivation produite
par DYALOG et du lexique sémantique extrait de SEMFRAG, la représentation sémantique de
la phrase d’entrée. Pour ce faire, nous avons défini et implanté e Prolog un algorithme de
construction sémantique qui traverse la forêt de dérivation dans un processus descendant, et
réalise les unifications entre indices sémantiques comme résum ci-dessous.
On noteLex(x)= (τx, φx) l’association spécifiée par le lexique sémantique entre unnom d’arbre
syntaxiquex, l’arbre sémantiqueτx et la représentation sémantiqueφx : Lex1(x) = τx et Lex2(x)
= φx.
Etant donnée une forêt de dérivation et un lexique sémantique Lex, pour construire la (ou les)
représentations sémantiques associées,FAIRE :
1. (Initialisation) Pour chaque racine(s)a de la forêt de dérivation, extraireLex(a)= (τa, φa)
du lexique sémantiqueLex. Initialiser la sémantique dea àφa.
2. (Parcours descendant de la forêt) Pour chaque arc de dérivation de la formeai
o,n
→ aj
(oùai, aj sont des nœuds représentant des arbres élémentaires,o l’opération utilisée etn
l’adresse de Gorn du noeud où a lieu l’opération dans l’arbredésigné paraj), FAIRE :
– ajouterφaj (= Lex
2(aj)) à la représentation sémantiqueφai deai
– combinerτaj (= Lex
1(aj)) avecτai (= Lex
1(ai)) conformément à l’opération spécifiée
par o, n (les unifications correspondantes prennent place cf. section 2 instanciant par
« ric hochet » les variables d’unification présentes dans lesreprésentations séman-
tiques).
3. Lorsque toutes les dérivations ont été traitées, les structuresTop et Bottométiquetant
chacun des nœuds des arbres sémantiques impliqués dans la dérivation sont unifiées.
En résumé : l’algorithme parcourt chaque arbre de la forêt dedérivation ; collecte la sémantique
associée par le lexique sémantique avec chaque nœud (c.-à-d., arbre élémentaire) de cet arbre
de dérivation ; et utilise les arbres sémantiques associés par le lexique sémantique aux noms
d’arbres syntaxiques, pour retranscrire au niveau sémantique, les unifications correspondants
aux opérations d’adjonction et de substitution réalisées au niveau syntaxique. Par exemple, pour
la phrase « Jean court », l’algorithme procède comme suit :
Une architecture pour le développement de grammaires TAG
– Initialisation :φ = { l0 :courir(X) }
– Traitement de l’arcτJean
s,1.0
→ τcourt :
– Incrément de la sémantique :φ = { l0 :courir(X), l1 :jean(j) }
– Effets des unifications dues à la substitution de l’arbre sémantique associé àτJean dans
l’arbre sémantique associé àτcourt : φ = { l0 :courir(j), l1 :jean(j) }
5 Evaluation
L’évaluation de cette architecture repose sur une évaluation de la grammaire du français qu’elle
a permis de développer, en l’occurence la grammaire SEMFRAG présentée précédemment.
Cette grammaire décrit 87 familles d’arbres (cadres de sous-catégorisation), les lexiques utilisés
contiennent 1 471 formes fléchies, rattachées à 603 lemmes. L’évaluation consiste à vérifier les
caractéristiques suivantes :
– la couverture syntaxique et sémantique sur une suite de tests combinant laTest Suite for
Natural Language Processing (TSNLP)avec une suite de tests complémentaire (SEMTEST)6,
– le taux moyen d’ambiguïté sémantique (nombre d’analyses sémantiques par phrase).
Développée dans les années 90s, la TSNLP (Lehmannet al., 1996) est une suite de tests visant
à permettre l’évaluation et la comparaison d’analyseurs syntaxiques sur un ensemble controlé
et annoté de données. Sur un ensemble de 1 495 phrases tests, SEMTAG a actuellement une cou-
verture syntaxique de 62.88 % et une couverture sémantique de 61.27 %. Le taux d’ambiguïté
sémantique moyen est de 2.46.
Bien qu’elle ait été pensée pour une évaluation systématique des constructions syntaxiques, la
TSNLP échoue à prendre en compte certains types de variations dont en particulier, les varia-
tions sur la réalisation des arguments (canonique, relatif, questionné, cliticisé, clivé, etc.), les
variations sur la sous-catégorisation des verbes, les variations sur le type de verbe (verbes à
contrôle, à montée, semi-auxiliaire, etc). Pour pallier cemanque, nous l’avons complémentée,
avec une suite de phrases illustrant ces variations. Pour cette suite complémentaire, la couver-
ture syntaxique est de 86.78 % et la couverture sémantique de85.02 %. Le taux d’ambiguïté
sémantique moyen est de 3.14.
6 Conclusion
SEMTAG permet d’associer à une phrase du français une représentation profonde de sa séman-
tique compositionnelle. Comme la section précédente l’a montré, la grammaire utilisée est in-
suffisante pour avoir une couverture large. Pour traiter du passage à échelle, il serait intéressant
d’intégrer dans SEMTAG les techniques de fouilles d’erreur et d’analyse à partir d’a bres facto-
risés utilisées par (Sagot & Villemonte de La Clergerie, 2006). Par ailleurs, il importe d’évaluer
la qualité et l’utilité des représentations sémantiques produites soit par le biais d’applications
telles que la reconnaissance d’implications textuelles, soit par le biais de la génération (la sé-
mantique produite permet elle de re-générer la phrase de départ ?).
6Par couverture, nous entendons la production d’une représentation syntaxique / sémantique validée manuelle-
ment dans un premier temps.
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