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Computation of poles of two-point Pad6 approximants and 
their limits (1) 
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ABSTRACT 
Algorithms are developed to compute simultaneously the poles of functions represented by con- 
t inued fractions whose approximants lie on the main diagonal of two-point Pad6 tables. The 
algorithms are based on equations recently developed by McCabe and Murphy for producing 
continued fraction expansions of a pair of power series. Sufficient conditions are given to ensure 
that the computat ions can be carried out and that the resulting approximations converge geo- 
metrically to the desired poles. As a by-product, an algorithm is obtained for computing zeros 
of polynomials. The theory and methods are illustrated by means of numerical examples. 
I. INTRODUCTION 
Let 
oo  oo  
L= ~ cmzm and L*= ~ C*mz-m (1.1) 
m=O m=O 
be a given pair of formal Laurent series. A rational 
function of type [m, n] 
Pm, n (z) (1.2) 
Rm'  n(Z) = Qm, n (z) ' 
where Pm, n and Qm, n are polynomials inz of de- 
grees not exceeding mand n, respectively, is called 
an (m, n) two point Padd approximant of (L, L*) if 
Qm, n L - Pm, n = 0 (Z r) and 
Qm, n L* -Pm, n = 0 [(zl--)s-max (m'n)], (1.3) 
where 
r=~-m +.n+ 2 . ]  s= ~-m+ n+ 1~ 
' 2 " 
M'- "~1 
Here Ilxll denotes the greatest integer not exceed- 
ing x and the symbol 0 (z r) means that the formal 
series in increasing powers of z starts with powers 
greater than or equal to r. 
In [18, 19] McCabe and Murphy showed that the 
nth approximant of a continued fraction of the form 
F 1 F2z F3z 
(1.4) 
l+GlZ + l+G2z + l+G3z+ .... 
Fn, Gn~0,  n~ 1, 
(called an M-fraction) is the (n - 1, n) two-point Pad6 
approximant ofa pair of series (1.1) with c~ = 0 (see 
theorem 4). More precisely (1.4) is an M0-fraction; 
see [18] for the definition of the general M-fraction. 
They gave the following relations that can be used to 
compute the coefficients Fn, G n of (1.4) in terms of 
the c m and c* m of (1.1). We set c m = 0 ffm < 0 and 
* 0 if m > 0 and define c m = 
5n=Cn-C n, n=0,+1,+2 .... (1.5) 
The Hankel determinants ~c (m) of dimension k asso- 
ciated with the double sequence {6 n} -~ (or with the 
pair of series (L, L*)) are defined, for m = 0, -+1, 2 ..... 
by 
~c(om) = 1; 
~m 8m+1 "'" ~m+k-1  
~c(m)= ~m+l ~m+2 "'" 8m+k 
k . . . . . . . . . . . . . . . . . . . .  , 
I/im +k-1 8m+k ~m +2k-2 
k = 1, 2, 3 ..... (1.6) 
We then def'me complex numbers F(k m) and G~ m), for 
m = 0, -+1, -+2 ..... by 
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r t  m) = O; 
F~ m) :  ~c(km_2k+3)~(km-k +2) 
(m-k+2) (m-k +3) 
~Ck-1 ~k-1  
k=2,3 ,4  ..... 
(1.7a) 
~c (m-k + 2) 
G(km)=__ k - I  +2)~(km-k , 
~C (km-k + 1) ~c (km~ k+3 ) 
(1.7b) 
k = 1, 2, 3,..., 
where we assume, unless otherwise stated, that the 
~C~k m)- in denominators of (1.7) do not vanish. The 
double entry array 
• . . • . . 
0= F~ -1) G~ -1) F~ -1) G(2 -1) F~ -1) G~ -1) 
o 60> 
0= F~ 1) G~ 1) F~ 1) G(2 I) F~ 1) G(31) -.. 
. . . . . . 
(1.8) 
is called the FG table associated with {Sn} 7~ (or 
(L, L*)). McCabe and Murphy [18, 19] showed that 
the F(km) and G(km) are interrelated by the equations 
m=0+l+  . . . . .  
m (1.9a) 
F(m)k+l + G(m)= Fk(m+l) + Gk(m+l) ) 
(re+l) G~m) F(m) (m+l)  
Fk+l  " = k+l  'Gk+l  
m = 0, +1, +2 ..... 
k = 1, 2, 3 ..... (1.9b) 
called the FG relations. These can be derived readily 
from (1.7) and the Jacobi identity 
(~c(km))2 (m-l)  (m + 1) (m-l)  (m + 1) 
-JCk ~k + }Ck+l ~Ck-1 
0, 
and it can be seen that the FG relations are closely 
analogous to the qd scheme of Rutishauser (see, for 
example, [9, Section 7.6]) and to an algorithm for 
rational interpohtion due to Wuytack [28]. McCabe 
and Murphy also showed that the coefficients of the 
continued fraction (1.4) are given by 
F 1=c  1=-51;  F k=F~ 0), k=2,3 ,4  ..... (1.10a) 
G k = G~ 0), k = 1, 2, 3 ..... (1.10b) 
(see theorem 4). Thus it is easily seen that, starting 
with a double sequence {tn ~oo '  one can compute 
elements of the first two columns of the FG table by 
(1.9a) and then compute the remaining elements of 
the table, column-by-column, using (1.9b). In this way 
one can obtain the coefficients of the continued frac- 
tion (1.4) from the coefficients of the series (1.1). 
Conversely, starting with the coefficients of the con- 
tinued fraction (1.4) one can compute (by means of 
the FG relations) the remaining elements of the FG 
table row-by-row. The procedure for this will be further 
described in sections 2 and 3. 
A double sequence {~n} 7~ (or apair ofseries (1.1)) 
is said to be strongly normal ff 
~c (m) :/= 0, m = 0, -+1, +2 ..... 
k k= 0,1,2 . . . . .  
8 A sequence ( n}_ .  (or a of series (1.1))is called 
strongly v-normal if 
m= 0,-+1, +2 .... , 
~c (m) :~ 0, 
k= 0,1,2 ..... v. 
It can be seen that the entire FG table is defined if the 
sequence f~n }y oo is strongly normal. Moreover, each 
of the columns 
F~ m), G~ m), F~ m), G~ m) . . . . .  F~ m), G~ m) (1.11) 
(m= 0,-+1,-+2 .... ) 
is defined if {Sn } -°°oo is strongly p-normal. 
Closely connected to the M-fraction (1.4) are the con- 
tinued fractions of the form 
Z Z Z 
e l+d lz  + e 2+d2z+ e 3+d3z+ .... 
(1.12) 
en:~0, n;~ 1, 
introduced much earlier by Perron [21, section 3.1]. 
Perron called (1.12) the Thronschen Kettenbriiche, 
for Thron [26] who studied the special case with e n = 1 
for all n. For brevity the continued fractions (1.12) are 
referred to as general T-fractions. The continued frac- 
tion (1.12) can be written in the equivalent form 
FlZ F2z F3z 
.... (1.13) 
l+GlZ+ l+G2z+ l+G3z+ 
Fn4=0, n~ 1, 
where 
Fn_ 1 - - ,  G n - dn 
en en -1 en 
(e0=1), n=1,2 ,3  ..... 
Thus the general T-fraction (1.13) and M-fraction (1.4) 
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differ by a factor of z. It will be seen (theorem 4) that 
the nth approximant of (1.13), with G n :/: 0 for all n, 
is the (n, n) two-point Pad~ approximant of a pair of 
series (1.1) with c o = 0. The continued fraction (1.12) 
or (1.13) is called apositive T-fraction ife n > 0, 
d n > 0 for all n (or, equivalently, F n > 0, G n > 0 
for all n). 
Applications of two-point Pad6 approximants to
theoretical physics have been made in a number of 
papers (see, for example [1], [10], [24], [23]). Many 
special functions represented by general T-fractions 
or M-fractions can be found in [2], [3], [4], [5], [15], 
[17], [18], [19], [21], [29]. Grundy [6; 7; 8] has ap- 
plied M-fractions to Volterra integral equations and 
to inversion of Laplace transforms. Positive T-frac- 
tions have been employed recently to solve a strong 
Stieltjes moment problem [16]; also contained in 
that paper are results on asymptotic expansions and 
Stieltjes integral representations of functions repre- 
sented by positive T-fractions. Further esults on 
general T-fractions and two-point Pad~ approximants 
are given in [12] and [14]. 
The main purpose of this paper is to show that the 
FG relations (1.9) can be used to compute poles of 
functions represented by general T-fractions (or M- 
fractions) and of their approximants. Our basic result 
(theorem 1) gives sufficient conditions to ensure that 
(-1/G(k m)) converges a  m-, + oo (or m ~-oo)to apole of 
the function represented bya convergent series L (or L*) 
in (1.1). As a by-product of theorem 1, we obtain 
(corollary 2) a method for computing zeros of poly- 
nomials. A sufficient condition to ensure that a pair 
(L, L*) of series (1.1) is strongly normal or strongly 
u-normal is given in theorem 3. In theorems 4, 5 and 
6, we summarize some known results on general T- 
fractions that are subsequently used. It is then shown 
in theorem 7 (theorem 8) that the pair (L, L*) of 
series (1.1) corresponding to a non-terminating 
(terminating) positive T-fraction is strongly normal 
(v-normal). Hence, in the FG table associated with a 
positive T-fraction, the entire table exists if the con- 
tinued fraction is non-terminating and the columns 
(1.11) exist if the continued fraction terminates after 
the uth approximant. Numerical examples are included 
for each of the principal results. Comments on the 
methods and suggestions for further study are given 
in section 4. 
We conclude this introduction by summarizing a few 
elementary facts about continued fractions that will 
subsequently be used. A continued fraction is an 
ordered pair (( { a n ) ,  {b n ) >, (w n )>, where 
a 1, a 2 .... and b 0, b 1, b 2 .... are complex numbers 
with a n 4:0 for all n and where (w n ) is a sequence 
in the extended complex plane defined by 
w n = Sn(0), n = 0, 1, 2 ..... (1.15a) 
transformations 
So(w ) = So(W); Sn(w ) = Sn_ 1 (Sn(W)) , (1.15b) 
n= 1,2 ,3  . . . . .  
where 
a n s0(w ) -- b 0 + w; Sn(W ) _- , (1.15c) 
bn+w 
n= 1,2,3 ..... 
The numbers an, b_ are called the elements of the con- 
tinued fraction andawn is called the nth approximant. 
The elements a n, b n can be complex valued functions 
of a complex variable z. For convenience we usually 
denote acontinued fraction <~{an), (bn}>, {Wn}> by 
the symbol 
a I a 2 a 3 b 0 + . . . .  b 0 + K(an/bn). (1.16) 
b I + b 2 + b 3 + 
A continued fraction is said to converge if its sequence 
of approximants {Wn) converges to a point in the com- 
plex plane. When convergent, the continued fraction is 
said to have the value given by lim w n. The symbol 
(1.16) may be used to denote both the continued frac- 
tion and its value. When (a n } and (b n) are infinite 
sequences, then b 0 + K(an/bn) is called an infinite (or 
non-terminating) continued fraction. It is called a 
finite (or terminating) continued fraction if (a n } and 
(bn) have only a f'mite number of terms al,a 2 ..... a v 
and b 0, bl,  b 2 ..... b v. A continued fraction is assumed 
to be non-terminating unless otherwise stated. By a 
domain we shall mean an open, connected subset of the 
complex plane ¢. 
2. BASIC RESULTS FOR COMPUTATION OF POLES 
AND ZEROS 
In this section we give the principal result (theorem 1) 
for computing poles of meromorphic functions repre- 
sented by a pair of series (1.1). As an initial applica- 
tion, it is shown that the method can be employed to 
compute zeros of polynomials (corollary 2). Finally, 
in theorem 3 some sufficient conditions are given 
which ensure that the computations can be carried 
out (i.e. that the FG table exists). 
Theorem I 
Let 
L= c O + ClZ + c2z2 + ... (2.1) 
be the Taylor expansion of a function f(z) analytic 
at z = 0 and meromorphic n Izl < R, with poles 
{Zk}:=~ °° , where 
0<lz  11¢ Jz 21~ Iz 31¢ . . . .  (2.2) 
Here {Sn(w)} is the sequence of linear fractional Let 
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L* = c; + c* lz -1 + c_'2 z-2 + .... (2.3) 
be the Lanrent expansion of a function f*(z) analytic 
at z = o~ and meromorphic n [ z [ > R*, ~irith poles 
{ ~ }n* '~ °° , where z k=l 
.~ > [z~[> [z~[~[z~[> .... (2.4) 
(A) If, for some k, 
[Zk_l I < IZkl< [Zk+l l  , (2.5) 
at!m) 0 and at(k m) ~ 0 for all sufficiently then k-1 
large positive integers m and 
lira G!m) _ 1 (2 J6) 
m--+ oo k z k 
(B) If, for some k, 
[z~_ l[>[z~c[>[z,* .[, (2.7) K+I 
then ~t k"  (m)_l :/: 0 and atom) :/: 0 for all sufficiently 
large negative integers m and 
(m 1 (2.8) G k )  = - --T- • lim 
m -* _oo z k 
Vroof 
Hankel determinants H~ m)- of dimension k(A) The 
associated with the single series L are defined by 
Him)= 1 and 
I Cm Cm+l "'" Cm+k-1 
H(m)= I cm+l  Cm+2 . . .  Cm+ k , 
. . . . . . . . . . . . . . . . . . . 
] cm +k-1 Cm+k "'" Cm+2k-2 (2.9) 
k=l ,  2 .. . .  
m=0,1 ,2  ..... 
We shall make use of the following estimates of the 
H(k m) (see, for example, [9, theorem 7.5b]) : If k i s  a 
positive integer and p is a positive number such that 
[z k ] < 1__ < i z k+l  l, (2.10) 
P 
then there exists a non-zero constant Ak, independent 
of m, such that 
H(k m) = A k (z lZ2" ' "  Zk )-m [ 1 + 0 (Üm I z k I m)]. 
(2.11) 
For a FLxed k, if m is chosen positive and sufficiently 
large, then each 8 r appearing in (1.7b) (see (1.6)) 
has positive subscript r a, 1 so that ~r = -%" This 
occurs for m ~, k. It follows that, for m ;, k, the 
Hankel determinants at!n) in (1.7b) satisfy 
3 
at!n) = (- 1)JH! n) . "  (2.12) 
3 3 
Thus applying (2.11) and (2.12) in (1.7b), we see that 
(2.5) implies (2.6). That the at!n) in question are not 
J 
zero follows from (2.11) and (2.12). This proves (A). 
* = Cr in (2.3), and obtain a (B) We set w= 1/z and c r 
power series 
f~ = t 0 + 81 w +82 w2 + . . . .  (2.13) 
which is the Taylor expansion about w = 0 of the func- 
tion f(w) = f*(z), analytic at w = 0 and meromorphic 
in Iw I < l/R*, with poles at w k = 1/z~, 
k = 1, 2, 3 ..... n* ,~ ~,  where 
0< IWl[g Iw21~ Iw3l~ . . . .  
For fixed k and m < 0 and [m [ sufficiently large, the 
fir appearing in expression (1.7b) all have negative 
subscripts so that fir = Cr* = e_ r. This occurs for 
m g - (k + 1). For such values of m, the Hankel deter- 
minants at~n) in (1.7b) satisfy 
at!n/= 
J 
C-n C-n-1 "'" 
C-n-1 C-n-2 • • " 
C-n-j+1 Con-j "'" 
£-n -j + 1 
C-n -j 
C-n-2j+ 2 
(2.14) 
The value of at~n)/is unchanged if the entries in the 
J 
determinant (2.14) are reflected about the minor 
diagonal. Thus it follows that, for m ~ - (k + 1), the 
Hankel determinants in (1.7b) satisfy 
at(j) ~( -n -2 j+2)  j = rtj , (2.15) 
.~ (n) denotes the Hankel determinant of dimen- where Mj
sionj associated with I,. Since estimates analogous to (2.11) 
apply to the I2I~ n)," we can conclude that (2.8) follows from 
(2.7) by applying (2.15) and the analogue of (2.117 to 
(1.7b). That the at! n) in question do not vanish fol- 
lows from (2.11) Ja~d (2.15). This completes the proof. 
Remarks on theorem I 
(1) Perhaps the main interest in theorem I lies in the 
case in which f(z) = f *(z). However it can happen that 
f(z) and f*(z) are distinct functions. This phenomenon 
was pointed out by N~rlund [22, Chapter 15, § 4] (see 
also the example given at the end of section 4). 
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(2) In the FG table some elements may not exist; 
however, sufficient conditions are given in theorem 
1 to insure that, at least in certain columns, all ele- 
ments exist from some point on (either going up or 
going down). 
(3) We note that in (2.6) and (2.8) the speed of con- 
vergence is geometric. 
(4) The condition (2.5), which states in effect that 
z k is a simple pole of modulus different from that of 
all of the other poles of f (z), may be weakened as has 
been done for the qd-algorithm (see, for example, [9, 
section 7.9]). However, we shall not deal with that 
question here. 
(5) If we use the estimate (2.11) and the definition 
of F(k m),- it is easily shown that F(k m)- --, 0 (1.7a) as 
m--, +_oo. 
Theorem 1 will be applied in section 3, to obtain 
poles of general T-fractions and their approximants. 
However, our first application (corollary 2 7 gives a 
method for computing zeros of polynomials. The 
following algorithm (based on the FG relations (1.9)) 
will be used. 
Algorithm 1 
Let m 0 and n be given natural numbers and let 
Ft m)=F (m) =0, m=0,1 ,2  ..... m 0. n+l  
LetG~ 0) andF (0) and G (0), for k=2,3, . . . ,n ,  be 
given. Then, for each m = 0, 1, 2 ..... m0, set 
(m+ 1) G~m) F~m) 
G 1 = + 
and, for k = 2, 3 ..... n, set 
I _ (m+l )F~cm)  (G[m) + F~m+) 1 ) 
Vk - ~(m) F(k m) ' 
"°k-1 + * 
_(m+ 1) = G(km ) F(m) (m+l)  
Gk + k+ 1 - Fk " 
Remark 
By use of the Jacobi identity (see equation following 
(1.9)), it is easily shown that 
. (m-k+3) .  (m-k+4)  
= ak-1  c.(m) F(bm) ak -2 
Vk - l+  , ,  - ~(m-k+4)~(m-k+3j - - "  
"'k -2 "'k -1 
Thus the denominators appearing in the fractional 
term of algorithm i do not vanish, provided that the 
Hankel determinants involved are different from zero. 
Corollary 2 
Let 
P (z) = b 0 + blZ + b2z2 + ... + bn zn (2.16) 
be a polynomial in z of degree n such that 
b k 4 = 0, k = 0, 1, 2 ..... n. (2.17) 
n 
Let the zeros of P(z) be denoted by {z k }k =1' where 
O< [Zl[< [z2{< ... < [Zn[. (2.18) 
Let 
F~ m) F (m) =G (m) -0  = n+l  n+l -  ' m=0,1 ,2  ..... (2.19a) 
F(k 0) - bn-k k = 2, 3 ..... n, (2.19b) 
bn_k+l ' 
G(k 0) - bn-k k = 1, 2 ..... n. (2.19c) 
bn_k+ 1 ' 
Let F(k m) and G(k m) be defined by algorithm 1, where 
we assume that 
G(m) (k m) k-1 + F #= 0, k = 2, 3 ..... n; (2.20) 
m=0,1 ,2  ... . .  
If for some k, 
IZk_ll < Izkl < IZk+l[, (2.21) 
then 
lira G~m)= Zn_k+ 1. (2.22) 
Proof 
Let Q (z) be defined by 
Q (z) = (-z)nP(-zl-- ) =do+ dlZ+ d2z2 + ... + dnzn. 
Then (2.23) 
dk= (-1)kbn_k , k= 0, 1 ..... n, (2.24) 
and z k is a zero of P(z) if and only if -1/z k is a zero 
of Q(z) of the same multiplicity. Let 
L=c  0+c lz+c2z2+. . .  
denote the Taylor series expansion about z = 0 of the 
function f(z) = 1/Q(z) ; hence 
1 _ 1 ~=0. (2.25) 
c O = do b n 
Let L* = 0 be the convergent Laurent expansion (1.27 
, = " = 0. Let at z oo of f * (z ) -  0, then allc k 
f" ~k = Ck - ck = -ck'  k = 0, 1, 2 .... 0 , k = -1, -2, -3 .... 
and let ~c! m) denote the Hankel determinants a $o-  
k 
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ciated with the pair (L, L*) (see (1.67)• It follows that 
k(k+l) 
2 ~ -k+2)  = (-1) 
and 
k(k+l)  
2 ( -k+l)  
~c k = (-1) 
c 1 c 2 
c o c 1 
0 
0. . .b  
k= 1,2,3 .... 
c o c 1 
O. Co 
c k 
0 . . . . .  i0  
c 2 
c0 "Cl 
2.26) 
Ck-1 
c 1 
• .c 0 
k = 1, 2, 3, . . . ,  
or  
~C(k-k+ 1) = (-1) ck0 , k= 1,2,3 ..... (2.27) 
From Wronski's formula [9, theorem 1.3] we obtain 
d k = (- I; k' 
k+ l  
c o 
c I c 2 • •. c k 
c o . Cl 
0 
• c 2 
0 . . . . .  " 0 "c o • c 1 
,k=1,2 ,3  ..... 
(2.28) 
Combining (2.28) with (2.26) and (2.25) gives 
k (k + 3) 
(-k +2) 2 k+l ,  
~c k = (-1) c o ak, k = 0, 1, 2 ..... 
(2.29) 
Applying (2.27) and (2.29) in (1.7), we obtain 
F~0)= 0; F(k 0) -  dk k= 2,3 ..... n; 
dk -1 ' 
F (0) - 0 (2.30a) 
n+l  - ' 
G (0)- dk , k=1,2  . . . . .  n; G (0) =0. (2.30b) 
dk-1 n + 1 
In view of (2.24), we see that (2.30) is equivalent to 
(2.19). The assertion of the corollary is now an imme- 
diate consequence of theorem 1. 
The F~ m)- and G~ ) -  in corollary 2 were defined by 
means of (2.19) and algorithm 1. Equivalently, they 
could have been defined by (1.7), where the 
~c~ m)'-- are the Hankel determinants a sociated with the 
pairs of series (L, L*) defined in the proof of corollary 
2. If for some k, we have 
[Zk_2[ < [Zk_l[ < [Zk[ < [Zk+l[, 
then ~c(km) 2 4:0, ~c(km) 1 :/=0 and ~C(k m) :/:0 for allm 
sufficiently large. It follows from this and the remark 
following algorithm 1that (2.20) holds for all m suf- 
ficiently large. We further note that the elements of 
the FG table cannot be calculated above the row with 
m = 0. This follows from the fact that 
F(k0) + G(k0) = 0, k= 2,3 ... . .  n. 
However, this does not impose a problem, since L* = 0 
is the Laurent series at z = o~ of the function f*(z) 
which is identically zero in a neighborhood f z = ~. 
Therefore f*(z) has no poles. 
Example 1 
For an application of corollary 2, we consider the 
polynomial 
P(z) = (z - l )  (z-2) (z-3) = z 3 -  6z 2 + 11z-6. 
Starting with 
F~0)=0, G~0)=6, F~0)=_G~0)_ 11 , 
60/: g0/ 6 
11 ' 
we obtain from algorithm I the results hown in table 1. 
The computation was performed in floating point arith- 
metic which allows precision for about 10 decimal digits. 
This accounts for the small error shown in the limiting 
values of the G, tin)'- at m = 50. 
K 
Table 1. 
Values of G~ m)- in the FG table for the polynomial 
P(z) = (z- 1)(z- 2)(z-3). One can see the rate at which 
G(k m) converges to z 4_k, k = 1, 2, 3. 
m 
0 
1 
2 
3 
4 
5 
10 
20 
30 
40 
50 
6.0000 00000 
4.1666 66667 
3.6000 00001 
3.3444 44446 
3.2093 02328 
3.1314 69982 
3.0156 52178 
3.0002 67390 
3.0000 04640 
3.0000 00086 
3.0000 0OOO6 
1.8333 33333 
1.8545 45453 
1.8790 84965 
1.9037 41149 
1.9261 64543 
1.9450 86947 
1.9905 84313 
1.9998 22706 
1.9999 96904 
1.9999 99940 
1.9999 99993 
[ o<3 m/ 
0.5454 54545 
0.7764 70589 
0.8869 56522 
0.9423 65475 
0.9706 15529 
0.9850 62934 
O.9995 15248 
O.9999 99525 
1.0000 00001 
1.0000 000O1 
1.0000 00001 
Example 2
For a second application of corollary 2, we consider the 
Laguerre polynomial of degree 5
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P(z) = ~ (120 - 600z + 600z 2 - 200z 3 + 25z 4 -z5), 
which has zeros (rounded to 5 decimal places) given 
by 
z 1 = 0.26356, z 2 = 1.41340, z 3 = 3.59643, 
z 4 = 7.08581, z 5 = 12.64080. 
In table 2 we give the errors (Zn_ k + 1 - G~ m))- in the 
approximation f z6_ k by G(k m),- for k = 1, 2, 3,4, 5 
and several values of m. For comparison we also give 
the corresponding errors in approximation f the 
z6 - k by means of the qd-algorithm (see [9, section 
7.6]). As can be seen, the method of corollary 2 con- 
verges initially somewhat faster than the qd-algorithm 
in this example. After m = 28 the error in all zeros 
by both methods i less than 10 -6 . 
To apply theorem 1and corollary 2 to compute poles 
and zeros, it is necessary that large portions of the 
associated FG table exist. Although the table may 
exist for an extremely large class of series (L, L*), in 
any particular case one might not be sure of the exist- 
ence until the computations have been carried out. 
However, the following theorem gives a substantial 
class of cases for which all or part of the FG table is 
sure to exist. Our main application of this result will 
come in the following section (theorems 7 and 8). 
Theorem 3
Let ~ be a real-valued, nondecreasing, bounded func- 
tion on [0, oo) and let the Stieltjes integrals 
oo  
~n= f0 ( - t ) -nd~(t ) '  n=0,+1,2  . . . .  (2.31) 
all exist. 
(A) If ~ has inf'mitely many points of increase, then 
the double sequence {~n}_°~ is strongly normal. 
(B) If # has only a finite number v of points of in- 
crease then fbn _ oo is strongly v normal. 
J 
Proof 
We shall consider the quadratic forms 
n n 
Q(s,n)= Z Y. (-1)sb_(i+j i=-n j=-n  +s)UiUj' 
(2.32) 
s= 0,+1, +2,..., 
n = 0, 1, 2 ..... 
From (2.31) and (2.32), we have 
fO  n n (_t)iui(_t)Juj ]Q(s,n)= [t s 2; Y~ d~(t),  
i=-n  j=-n  
since in a finite sum the order of integration and summa- 
tion can be interchanged, even though the integration 
is improper. Thus 
Q (s,n)= fots [i~_ n(- t)iui]2 d ~ (t). (2.33) 
(A) Suppose that ~ has infinitely many points of in- 
crease in [0, oo). Then clearly Q(s, n) > 0; that is, 
each Q(s, n) is a positive definite quadratic form, 
which is equivalent to the condition that all of the 
determinants 
Table 2 
Errors in approximations of zeros of the Laguerre polynomial of degree 5by algorithm 1. Numbers in paren- 
theses are the corresponding errors when approximation is based on the qd-algorithm. After m = 28 the error 
in all zeros by both methods i less than 10 -6. 
Zl-G~ m) ............. -~ Cm) ............ -z-- G im-~ .......... ~'. -"G (~ i- ........... G-~m-)-'- ......... m z2-~4 3- 3 4- 2 z5- I 
-.013560 -.213403 .396426 .267130 4.359199 
1 (-.063560) (-.613403) (-1.596426) (-2.085810) (4.359199) 
-.002690 -.099117 -.250346 -.055555 2.006258 
2 (-.013560) (-.263403) (-.796426) (-.932869) (2.006258) 
-.000510 -.042688 -.151183 -.013249 1.017834 
3 (-.002690) (-.109987) (-.414631) (-.490525) (1.017834) 
-.000097 -.015797 -.087788 -.030150 .540557 
4 (-.000515) (-.044863) (-.218483) (-.276697) (.540557) 
-.000018 -.007087 -.049350 -.028849 .294010 
5 (-.000097) (-.018015) (-.115054) (-.160844) (.294010) 
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I 
(-1)S~2n_s (-1)S62n_s_l . . .  (-1)s/i2n_s_k I 
(51-)s- 6 2n-)-1 (-17 s ' 2n-s-2 " " " (-1)s~ 2n-s -k - I ,  
(-17s~ 2n_s_ k (-1)S62n_s_k_l- • (-1)S82n_s_2k 
k = 0, 1, 2, ..., 2n 
are positive (see, for example [27, p. 88] or [11, p. 
230]7. This can be seen to be equivalent to the condi- 
tion that 
+ 1 ~c (2n_ s_ 2k ) (-1)sk k+l  >0,  k=0,1 ,2  ..... 2n. 
(2.34) 
Since (2.34) holds for all s ~ [0, -+1, -+2 .... ] and 
n ~ [0, 1, 2 .... ], it follows that 
k m m = 0, -+1, -+2 ..... 
~c ) =/: 0, k= 0, 1,2 . . . . .  
This proves (A). 
(B) Now suppose that ~0 has a £mite number v ;* 1 of 
points of increase in [0, *9. In fact, let ~0(t) have a 
jump of pj at the point tj, where 
0<t l<t2<. . .<t  v, p j>0,  j=1 ,2  ..... v. 
We consider first the case in which v is an odd integer. 
Then (2.33) can be written in the form 
=Zu t.s[ ~n (_tj)iui] pj2 (2.35) 
Q(s'n) j 1 J i=-n  
Let U(t) denote the polynomial in t of degree ~ 2n 
def'med by 
U(t )=u n+ u n+l ( - t )+. . .+u0( - t )n+. . .+Un( - t )  2n, 
so that (2.35) can be written 
v ~_2n[u(tj)]2" Q(s,n)= Y~ p-t 
j=13 
Thus Q(s, n 7 > 0 if and only if 
U(tj) =/= 0 for somej such that 1 *; j ~ o. (2.36) 
Since the degree of U(t) is not greater than 2n, (2.36) 
will hold for all choices of the u i (not all zero) ff and 
only if 2n < 0. Thus the quadratic form Q(s,n 7 is 
positive defmite ffand only ff2n < v. Let n= (v-1)/2. 
Then (2.347 follows from the same argument used in 
part (A). Hence we have 
Im m = 0, -+1, -+2 ..... (2.37) 
7:/=0' k=0,1 ,2  ..... v. 
For the case in which v is an even integer (o ;~ 27, we 
consider the quadratic forms 
n n 
Ql(S'n) = 1~ ~(n 1) (-1)s6-(i+j + s) uiuj' 
i=-(n-17 j=-  - 
s = 0,  +-1, +2 ..... 
n = 1, 2, 3 ..... 
By an argument completely analogous to that used 
above, it follows that Ql(S, n 7 is positive definite ff 
and only if 2n - 1 < v and that (2.35) holds. This com- 
pletes the proof. 
3. POLES OF GENERAL T-FRACTIONS 
The results of the previous ections will now be ap- 
plied to the computation of poles of functions repre- 
sented by both terminating and non-terminating 
general T-fractions. In theorems 7 and 8 we state and 
prove some sufficient conditions to ensure that the FG 
table exists and hence that the computations can be 
carried out. First, however, we summarize in theorems 
4, 5 and 6 a few known results that are needed; proofs 
of these are cited in appropriate references. In the fol- 
lowing, the symbols A0[F(z)] and A**[F(zT] are used 
to denote the Laurent expansions of a function F(z) 
at z = 0 and z = oo, respectively. Theorem 4 deals with 
the formal correspondence b tween a general T-frac- 
tion and a pair of Laurent series. 
Theorem 4
(A) Let a pair of formal Laurent series 
=~ Cm zm, L*= ~ c*_z  -m L= 
m 1 m=0-m (3.1) 
be given. Let 6 m = c m* - c m for m = 0, +1, -+2,..., 
wherec m=0f fm~0andc  m* =0f fm~ 1. If there 
exists a general T-fraction 
FlZ F2z F3z 
(3.2a) 
l+GlZ  + l+G2z  + l+G3z+ 
with 
Fn:/=0 and Gn:/=0, n= 1,2,3 ..... (3.2b 7 
which corresponds to (L,L*) in the sense that, for each 
n ~ 1, the nth approximant Wn(Z 7 of (3.2) has Laurent 
expansions of the forms 
.(n) zn+l+ A0[wn(Z)] =ClZ + c2z2+ ...+ cnzn+ In+ 1 .... 
(3.3a) 
A.dwn(Z)] = c~ + C_*lZ-1 + ... + C*(n_l) z-(n-17 
+ 7*(n)z -n + .... (3.3b) 
-n  
then 
~(-k  + 1) =/= 0, ~(kk +2)=/= 0, k= 1,2,3 .... (3.4) 
and 
. .(-k+3) ~¢ (k-k + 2) (-k+ ~k-1 2) ~ (k-k+ 2) ~k-2  
Fk=-  (-k+2) (-k+3) ' Gk=-  ( -k+l)  (-k+3) 
~Ck-1 gk -1  ~Ck ~k-1 
(3.5) 
k= 1,2,3 ..... 
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Here ~C(k m) denotes the Hankel determinant associated 
with ISn} _*°o. and we have set H!21 )= 1. 
(B) Conversely, suppose that, for a given pair (L, L*) 
of formal Laurent series (3.1), conditions (3.4) hold. 
Then the general T-fraction (3.2a) with coefficients 
defined by (4.5) corresponds to (L, L*) in the sense 
of (4.3) and conditions (3.2b) are satisfied. 
(C) The nth approximant Wn(Z ) of (3.2a) is the (n,n) 
two-point Pad~ approximant of the pair of Laurent 
series (L, L*). 
Proofs of various parts of theorem 4 can be found as 
follows : 
Part (A) in [19] and [16, theorem 2.1]; Part (B) in 
[16, theorem 2.1]; Part (C) in [19]. For a given pair 
(L,L*) of formal Laurent series (4.1), let F (m), G(k m) 
denote the elements of the associated FG table (as- 
sumed to exist). If a general T-fraction (3.2) corre- 
sponds to the pair (L, L*) in the sense of theorem 4, 
then from (3.5) and (1.7) it can be verified that equa- 
tions (1.10) hold as well as the remarks immediately 
following (1.10). 
The next theorem (a direct consequence of [13, theo- 
rem 4]) gives sufficient conditions to ensure that the 
formal correspondence b tween ageneral T-fraction 
and the pair of Laurent series can be replaced by 
uniform convergence. This provides the linkage needed 
in order for theorem 1 to be applicable to the con- 
tinued fraction. 
Theorem 5
Let a general T-fraction (3.2) be given and let (L, L*) 
denote the corresponding pair of formal Lanrent 
series (3.1) whose existence is asserted by theorem 4. 
Let D (D*) be a domain containing the origin (in- 
£mity). If the continued fraction (3.2) with nth ap- 
proximant Wn(Z ) converges uniformly on every com- 
pact subset ofD (D*), then lira Wn(Z ) = f(z) [f*(z)] 
is holomorphic in D (D*) and L (L*) is the Taylor 
(Laurent) series expansion of f(z) [f* (z)] about 
z=0 (z= o.). 
The following theorem summarizes convergence 
criteria for general T-fractions that will be used. For 
this purpose it is convenient to employ the equivalent 
form (1.12) of the continued fraction. Proofs of parts 
(A) and (B) can be found in [23, p. 175] ; a proof of 
part (C) is given in [16, theorem 3.3]. 
Theorem 6
Let 
Z Z Z 
e l+d lz+e 2+d2z+e 3+d3z+ 
en4=0 for all n, 
be a given general T-fraction. Then : 
(3.8) 
(A) If there exist positive constants K 1 and K 2 such 
that 
lenl;*K 1 and [dn lgK  2, n=1,2 ,3  ..... (3.9) 
then, for all z in the closed disk 
K 2 
the general T-fraction (3.8) converges to a function 
f(z). The convergence is uniform on every compact 
subset of Int G and hence f(z) is holomorphic in Int G. 
(B) If there exist positive constants K 1 and K 2 such 
that 
lenl *; K 1 and Idnl ;* K2, n= 1,2,3 ..... (3.11) 
then, for all z in the unbounded region 
~2 l g l z l  <*o , (3.12) 
the general T-fraction (3.8) converges to a function f(z). 
The convergence is uniform on every compact subset 
of Int H and f(z) is holomorphic in Int H. 
(C) If 
e n>0 and d n>0 for n=1,2 ,3  ... . .  (3.13) 
then the positive T-fraction (3.8) converges for all z 
in the cut plane 
R= [z: [argz[< ~r], (3.14) 
if and only ff 
n~=l(en + dn) = oo .  (3.15) 
If (3.15) holds, then (3.8) converges uniformly on 
every compact subset of R to a function f(z) holo- 
morphic in R. If (3.8) converges at a single point in R, 
then (3.15) hold. 
We shall now prove two results for positive T-fractions 
which ensure the existence of the related FG table. 
These theorems are based on theorem 3 and results 
given in [16]. 
Theorem 7 
Let 
FlZ F2z F3z 
l+GlZ  + l+G2z+ l+G3z+ (3.16) 
Fn>0,  Gn>0,  n=1,2 ,3  .. . .  
be a given positive T-fraction which is convergent for 
all z~ R= [z : largz[ < Or]. 
Let 
oo  
L= ~lcm zm and L*= C*m z-m (3.17) 
m= m=0 - 
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denote the series to which (3.16) corresponds 
at z = 0 and z = 00, respectively (in the sense of 
theorem 4). Let 
fin * = c n -cn ,  n= 0, +1,  +2 ..... 
where c n = 0 if n , 0 and c n * = 0 if n ;* 1. Then the 
double sequence {~n } _ oo is strongly normal. 
Proof 
It follows from [16, theorem 6.2] that there exists a 
real-valued, nondecreasing, bounded function ~ with 
infinitely many points of increase in [0, 00) such that 
5n= f0oo (-t) -n d~ (t), n= 0,_+1, +2 ..... 
Thus by theorem 3 (A)the sequence {Sn} ~00 is 
strongly normal. This completes the proof. 
Theorem 8
Let 
f(z) - - -  FlZ F2z Fvz 
l+GlZ  + l+G2z  + + l+Guz  
Fn>0,  Gn>0,  n=1,2  ..... v, 
(3 .18)  
be a given terminating positive T-fraction. Then : (A) 
There exist positive real numbers t m and Pm' 
m = 1,2 ..... v, such that 
f(z)= Z PmZ , (3.19) 
m=l z + t m 
and 
0<t l<t2< . . .<t  v. (3.20) 
(B) Let 
A0[f(z)]= rn~= lcm zm, A00[f(z)]=m~0C*mz-m 
and (3.21) 
_ * 8 n - Cn- Cn, n= 0, +1, +2 ..... (3.22) 
• 0 f in;* 1. Then the where c n = 0 ff n ,g n and c n= 
double sequence {~n}700 is strongly u-normal. 
Proof 
Part (A) is an immediate consequence of [16, theorem 
5.1]. It follows from (3.19), (3.21) and (3.22) that 
8n= m~=lPm (-tm) -n, n= 0,+-1,+2 ..... 
Let ~ (t) denote the step function on [0~ 00 ) defined 
by 
[ ~ Pm 
Lm~=lPm 
i f0<tgt  1 
if tk<tCtk+ 1, 1 ,key -1  
if tv<t<00 
Then ~ is a nondecreasing, bounded function with v 
points of increase on [0, 00) and 
00  
8n= Jo (-t)-nd@(t), n=0,+1,-+2 ..... 
It follows from theorem 3(B)that f8n}7oo is strongly 
v-normal. This completes the proof. 
The theory described above provides a method for 
obtaining poles of certain meromorphic functions 
represented by general T-fractions. The following 
examples serve to illustrate the manner in which this 
can be accomplished. 
Example 3. Non-terminating general T-fractions 
Consider the positive T-fraction 
f(z) = z z z z ... , (3.23a) 
l+GlZ+ l+z+ l+z+ l+z+ 
where 
G 1 = 16 15-x/161 -" 14.844 28877 (3.23b) 
2 
It follows from theorem 6 that (3.23a) converges to a 
function f(z) holomorphic n the cut plane 
R = [z : larg z l < n] and in open neighborhoods of 
both z = 0 and z = 00. In addition, the positive T-frac- 
tion (a tail of (3.23a)) 
g g Z 
g(z ) - l+z+ l+z+l+z+ "'" 
also converges to a function g(z) holomorphic in g 
and in neighborhoods ofz = 0 and z = 00. Since g(z) 
satisfms the equation 
g(z) - z 
1 + z + g(z)  ' 
it follows that g(z) is a single-valued branch of the 
algebraic function 
F(z) = -(1+ z) + ((14 z) 2 + 4z) 1/2 
2 
which has branch points at 
z+ = -3 + 2x/2,  (z_ - -5.8284 27124, 
z+ -'-0.1715 72876), 
and branch cut on the interval ( z ,  z+). At the point 
z 0 = - 1/16 = -0.0625, g(z) has the value 
1 15-~ -_0.0722 31952. 
g ( -  - i -6 ") - 32 
Since f(z) = z/[1 + GlZ + g(z)], where G 1 is given by 
(3.23b), it follows that f(z) has a pole at z= z0=-1/16. 
By theorem 4, the positive T-fraction (3.23a) corre- 
sponds to a pair of series (B, L*) of the form (3.1) and, 
by theorem 5, L (L*) is the convergent Taylor (Lanrent) 
series expansion of f (z) in an open neighborhood of
z = 0 (z = 00). It follows from theorem 7 that the pair 
of series (L, L*) is strongly normal so that the entire 
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FG table exists. Letting F~...),:m G~.. ):m denote the e le -  
ments  of the FG table, we note that by (1.10) 
G~0)=G1 andF(k0)=G(k 0)=1, k=2,3 ,4  ..... 
(3.24) 
Thus the row with m = 0 of the FG table is known. In 
terms of these elements, the succeeding rows can be 
computed by use of the following algorithm which is 
based on the FG relations (1.9). 
Algorithm 2 
Let a positive integer n and complex numbers G(k 0) 
F (0) , k = 1, 2 ..... n be given. Set F~ m) = 0, 
k+l  
m = 0, 1 ..... n-1.  Then compute numbers F(k m) and 
G(km) as follows : 
For m=0,1  ..... n -3 ,  set 
for k=1,2  ..... n -m-1  
= F(m) _ F(km + 1) G(k m+l )  G(k m)+ k+l  
(m) (m) (m) 
(m+l) = Fk+l(Gk+ 1 + Fk+ 2) 
Fk+ 1 (m F(m) 
Gk)  + k+l  
Then set 
(n - l )  (n-2) F~n-2) _ (n- l )  
G 1 =G 1 + -F  1 • 
Algorithm 2 produces a triangular array of the form 
0= F~ 0) Gi 0) F~ 0) G~ 0) " " " F(0)n-1 G(0)n-1 F(0)R 
0=F(11) G~ 1) F~ 1) G~ 1) F (1) 
• " ' "  n -1  
0= F~ n-2) G~ n-2) F~ n-2) 
We have applied algorithm 2with n = 21 and initial 
conditions given by (3.24). The resulting values of 
G! m) and F~ m)- are given in table 3. The results 
. L  
clearly indicate that 
lira G~m)=-1/z0=16 and lim F~m)=0 
m-~ m-.oo 
as asserted by the preceding theory. 
Many further examples of general T-fractions which 
represent functions meromorphic in a neighborhood 
of the origin or of infinity can be given. A large class 
of such functions is given by the following result (a 
proof of which can be found in [15, theorem 7.23]). 
If {F n} and {G n } are sequences of non-zero com- 
plex numbers atisfying 
lim F n = lira G n = 0, 
n -.,. oo  n ..-l. oo  
then the general T-fraction 
FlZ F2z F3z 
l+GlZ+ l+G2z+ l+G3z+""  
converges to a function f(z) meromorphic in ¢. The 
convergence is uniform on every compact subset of ¢ 
containing no poles of f(z), f(z) is holomorphic at 
z= 0 and f(0) = 0. 
Table 3 
Elements of FG table for computing the pole 
zr~ = - 1/16 of the general T-fraction (3.23). The 
r~sults clearly that G(lm)-- -+ - 1/z 0 indicate and 
F~ '')'- ~0(* ) .  
m F:' 
0 14.84428 7702 1.00 (0) 
1 15.84428 7702 0.12 (0) 
2 15.97051 72194 0.23 (-1) 
3 15.99323 10565 0.50 (-2) 
4 15.99826 85717 0.13 (-2) 
5 15.99952 62107 0.34 (-3) 
6 15.99986 42626 0.96 (-4) 
7 15.99995 97989 0.28 (-4) 
8 15.99998 77906 0.84 (-5) 
9 15.99999 62182 0.26 (-5) 
10 15.99999 88099 0.81 (-6) 
11 15.99999 6206 0.26 (-6) 
12 15.99999 8777 0.82 (-7) 
13 15.99999 9602 0.27 (-7) 
14 15.99999 9870 0.87 (-8) 
15 15.99999 9957 0.29 (-8) 
16 15.99999 9986 0.95 (-9) 
17 15.99999 9995 0.31 (-9) 
18 15.99999 9998 0.11 (-9) 
19 15.99999 9999 0.36 (-10) 
20 16.00000 0000 
(*) In the column for F (m) , the three-digit number (with 
two decimals) is to ~e multiplied by 10 raised to the 
power given in parentheses. 
Example 4
Consider the positive T-fraction 
l__z l z  l__z 
f (z ) -  2 4 6 . . . .  
1 z 1 z l z+ 1+~-  + 1+--~-- + 1+-~ 
The preceding result ogether with theorem 6 imply 
that the positive T-fraction converges to a function f(z) 
holomorphic n the cut plane g = [z : larg z I < 7r] and 
at z = 0 and meromorphic in ~. Thus any poles which 
f(z) might have must lie on the negative real axis. By 
theorem 4 the continued fraction corresponds to a 
pair of series (L, L*) and by theorem 5, L is the con- 
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vergent Taylor series expansion of f(z) at z = 0. 
Theorem 7 asserts that (L, L*) is strongly normal so 
that the entire FG table exists. Applying algorithm 2
with n = 100 and with 
Gi 0 ) :G I= 1~- and F~0):G~ 0)= 1_1_ 2k ' 
k = 2, 3 .... .  n, 
we obtained results which clearly suggest that 
lim 1 =-k  and lim F (m)=0, 
m-*oo G!m) m-*== k 
k 
k= 1,2,3 ..... 
A representative sample of the values of 1/G(k m) is 
given in table 4. By further investigation we were able 
to show that f(z) has a simple pole at each of the 
points z = -k, k = 1, 2, 3 ..... This can be seen as fol- 
lows. First we note that the above positive T-fraction 
can be written in the equivalent form 
z 2z 4z 6z 
f ( z ) -2+ z+4+z+ 6+z+8+z+ 
By a result of Perron [23, Satz 6.2, p. 280, with a = 0, 
b = 2z, c -- z + 2, d = 2], it follows that 
[____~__1 ='  (z/2) v ] f(zT=Zr(z+l) r(z+2) + ~; 
2 ='=1 P(z+ v +2)J 
Since I ~ (-k + 17 = =% it is easily shown that, for each 
k= 1,2,3 ..... 
k 
2 
l~n_kf(z)=f ( k)=( 2k--)ke F (k+l )  oo 
z 
Table 4 
Sample of values of 1/G~ m7 used to locate poles of the 
function considered in example 4~ 
--m""l/G~m) 1/G~ m) I/G~ m)* 1/G(4 m) I/G~ m) 
0 2.00000 4.00000 6.00000 8.00000 10.00000 
1 1.33333 3.60000 5.71429 7.77777 9.81818 
2 1.12500 3.00469 5.23158 7.38395 9.48759 
3 1.05205 2.58860 4.67027 6.87548 9.04229 
4 1.02322 2.34766 4.18492 6.32621 8.52308 
5 1.01081 2.21068 3.82738 5.81678 7.97881 
10 1.00030 2.02243 3.15599 4.48540 6.04860 
20 1.00000 2.00037 3.00835 4.04814 5.14976 
30 1.00000 2.00000 3.00048 4.00544 5.02542 
40 1.00000 2.00000 3.00003 4.00061 5.00439 
50 1.00000 2.00000 3.00000 4.00007 5.00075 
60 1.00000 2.00000 3.00000 4.00001 5.00013 
70 1.00000 2.00000 3.00000 4.00000 5.00002 
80 1.00000 2.00000 3.00000 4.00000 5.00000 
As a final illustration we consider the problem of find- 
ing the poles of a terminating general T-fraction. 
Example 5
For the positive (terminating) T-fraction 
z z z _ z ( l+7z+9z  2) 
f ( z )= l+3z+l+3z+ 1+3z  1+11z+33z2+27z3 
(3.257 
Theorem 8 can be applied. It follows that f(z) has three 
poles and they are real, negative and distinct. If 
L = A 0 (f(z)) and L* = Aoo(f (z)), then the pair of 
series (L, L*) is strongly 3-normal. Hence, in the FG 
table associated with (L, L*), the columns 
GT) ,  F(m) ~(m) F~m), G~m) 2 'v2 ' (m=0,+l ,+2 .... ) 
all exist. If the poles of f(z) are denoted by Zl, z 2, z 3 
with 
0< {Zl{< Iz21< Iz3[, 
then, by theorem 1, 
lira G(km)= lira G(4m) k -  1 , k= 1,2,3. 
m-* ~o m-- -oo z k 
(3.26) 
The computation of the G~ mT' can be carried out by 
means of the following algorithms based on the FG 
relations (1.9). 
Algorithm 3
Let positive numbers m 0 and v and complex numbers 
G~ 0) and F(k 0), G(k07, k = 2,3 ..... v be given. Set 
F~ m)=F (m) =0, 
v+l  
For each m -- 0, 1 .... .  
m = 0, 1 ..... m 0. 
m 0 - 1, set 
G~m+l)__ G~m)+ F~m) and, 
fork= 2, 3,...,v, set 
~(m) 
(m+ 1)= Fk(m)(G(m)Fimk +1 / , 
Fk G(m)l + 
G(m+l)_G(k m) F(m) (m+l)  
- + k+l  -Fk  " 
In the remarks following algorithm 1, we see that the 
termG(km) + F~ m) appearing in the dominator of the 
above fraction (and in algorithm 2) does not vanish if 
the Hankel determinants involved are non-zero. 
Algorithm 4
Let positive integers m 0 and =~ and complex numbers 
G~ uT'" and F(0)k , G~ u),'" k= 2,3 .... , v be given. Set 
Fj m)f = F xm'¢ ~ = G 'm'[ ~ = 0, m = 0, -1, -2 ..... -m 0 . V+I V+I 
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For each m= 0, -1, :2, . . . ,  -m 0 + 1, set 
G~ m- l ) -  G~m)G~m) and, 
F~m)+ G~ m) 
for k=2,3  .... ,u, set 
F (m- l )  F (m) G(m) _G(m_ll) 
= k-1 + k-1 
G (m) (F(k m) G(km) 7
G(k m- l )  = k+ 1 + 
F(m) r._Cm) 
k+l  + "k+l  
By use of the Jacobi identity (see equation following 
(1.9)), it is easily shown that 
_ ~c k F(k mT+G(k m)=-  ~(kmfk+l) (m-k+2) 
~C (kmlk + 2) -  ~k (m-k + 1) 
Thus the denominators appearing in the fractional 
terms of algorithm 4 do not vanish if the Hankel deter- 
minants are not zero. 
Algorithms 3 and 4 have been applied, using F k = 1 
andG k=3 for k=1,2 ,3=u and m 0 = 30. Some of 
the results are given in table 5, the upper half being 
obtained from algorithm 4 and the lower half from 
algorithm 3. The G~ m)- appear to converge and satisfy 
(3.26) as asserted by the theory. As a further check 
we note that the denominator f (3.25) can be factored 
as  
1+ 11z+ 33z 2 + 27z3= 3(z+ 4) (9z2+ 8z+ 17 
and hence its zeros are given by 
-4  + x/7 __0.1504 27077, Z l -  9 
(_ 1 -6.6457 513097, 
. L  
1 -_0.3333 3333, z 2 = --~ 1 (- -~  - 3.0000 000007, 
-4  - , /T  z 3 - - -0 .7384 16812, 
1 - 1.3542 48689). 
(-z 3
4. CONCLUDING REMARKS 
Some comments on the methods described above and 
suggestions for further investigations are in order. The 
methods based on theorem 1 are limited to poles (or 
zeros) that are simple and that do not have the same 
modulus as any other pole (or zero). A polynomial 
with multiple zeros can be altered by means of the 
Euclidean algorithm so that the multiplicity of each 
zero becomes one. The situation in which two distinct 
poles (or zeros) have the same modulus can be treated 
in a manner analogous to that for the qd algorithm 
(see, for example [9, section 7.9]). The question of 
numerical stability of algorithms 1-4 has not been in- 
vestigated in detail. The results from numerical experi- 
ments indicate that the algorithms are reasonably 
stable. However, it should be noted that these algo- 
rithms develop the FG table by rows. It is our con- 
jecture that (as with the qd algorithm) algorithms based 
on (1.9) for developing the FG table by columns will 
be numerically unstable (see [9, section 7.6]). 
In most of the examples of the M-fractions and general 
T-fractions given here we have taken all F n and G n to 
be positive numbers, since our theorems allow us to 
make the strongest statements in this case. In practice 
M-fractions (or general T-fractions) with positive G n 
and all or some negative F n occur quite often (see, for 
example [3], [4], [5], [15], [21] and [29]). For many 
of these continued fraction expansions the FG algo- 
rithms can be used to compute poles. However, it is 
not yet possible to make such precise statements about 
the existence of the FG table as one can make for 
positive T-fractions. 
Finally we mention one noteworthy example of general 
T-fractions (or M-fractions) in which the G n can be 
positive and the F n negative numbers. Consider the 
continued fractions of the form 
c 2 c 3 
Z - - Z  
c I z c I c 2 
1 c 2 c 3 
-1+ z - l+  z -  
c I c 2 
where c n 4:0 for all n. By Euler's identity 
(4.1) 
c 2 c n 
Z - - Z  
n k ClZ Cl Cn- 1 
k~lCk z - . . .  , 1 c 2 c n 
-1+ z - -1+ z 
c 1 Cn_ 1 (4.2 7 
we see that (4.1) corresponds to L = ~ckzk at z 0 
& 
but corresponds to no L* series at z = oo. On the other 
hand a general T-fraction (1.13) with F n :/= 0 and 
G n ~ 0 for all n corresponds toa series L* = -1 at 
z = oo,  if and only if 
F n = - G n, n = 1, 2, 3 ..... (4.3) 
If (4.3) holds then (1.13) corresponds atz = 0 to the 
series 
L = - I + ~  
c o 
cnzn 
0 
where 
c n=( -1)  nd 0F1F 2 . . .  F n, n = 1 ,  2 ,  3 . . . . .  
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A simple example is the continued fraction 
Z Z Z 
• . . .~  
l - z+ l - z+ l - z+ 
which converges to f(z) = z if I z I < 1 or z = -1 
and converges to f*(z) = -1 if [z I > 1, it diverges for 
all other values of z (see [26]). Other examples of 
general T-fractions and M-fractions atisfying (4.3) 
can be found in [15, section 7.3] and in [20]. 
Table 5 
Computing poles of the terminating positive T- 
fraction (3.25) by algorithms 3 and 4. 
m G~ m) G~ m) G~ m) 
-30  1.354 2486 3.000 0000 6.645 7513 
-25 1.354 2486 3.000 0000 6.645 7512 
-20  1.354 2489 3.000 0000 6.645 7498 
-10  1.355 0878 3.000 0000 6.641 6356 
- 5 1.398 6486 3.000 0000 6.434 7826 
-4  1.451 6129 3.000 0000 6.200 0000 
-3  1.565 2173 3.000 0000 5.750 0000 
-2  1.800 0000 3.000 0000 5.000 0000 
-1  2.250 0000 3.000 0000 4.000 0000 
0 3.0000000 3.0000000 3.0000000 
1 4.0000000 3.0000000 2.2500000 
2 5.0000000 3.0000000 1.8000000 
3 5.750 0000 3.000 0000 1.565 2173 
4 6.200 0000 3.000 0000 1.451 6129 
5 6.434 7826 3.000 0000 1.398 6486 
10 6.641 6356 3.000 0000 1.355 0878 
20 6.645 7498 3.000 0000 1.354 2489 
25 6.645 7512 3.000 0000 1.354 2486! 
30 6.645 7513 3.000 0000 1.354 2486i 
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