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Abstract: In this paper, we construct an infinite family of three-weight binary codes
from linear codes over the ring R = F2+ vF2+ v
2
F2, where v
3 = 1. These codes are defined
as trace codes. They have the algebraic structure of abelian codes. Their Lee weight
distributions are computed by employing character sums. The three-weight binary linear
codes which we construct are shown to be optimal when m is odd and m > 1. They are
cubic, that is to say quasi-cyclic of co-index three. An application to secret sharing schemes
is given.
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1 Introduction
Since the weight distribution of a code is a crucial tool to estimate the error correcting
capability, and the probability of error detection and correction, it is a fundamental topic in
Coding Theory, and has been studied in many papers [7, 9, 10, 12, 15, 18]. Linear codes with
a few weights received a special attention, because these codes enjoy interplay with strongly
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regular graphs, partial geometries, and have some applications in secret sharing schemes,
such as [1, 3, 5, 6, 7, 8, 15, 19]. In particular, three-weight codes over finite fields have
been studied since the 1980s, due to their connections with association schemes and finite
geometries [4, 5]. Note that many very interesting codes (see [9, 10, 12]) can be produced by
considering trace codes over finite fields. Later, in [15, 16, 17], the authors have constructed
several infinite family of a few weights codes from trace codes over different rings.
In this paper, we employ an evaluation map, and a linear Gray map from a cubic ring
extension R of F2 to F
3
2 to define our codes. This ring appears to characterize quasi-cyclic
codes of co-index three, sometimes called cubic codes [2, 13]. While our construction of
binary codes, by the choice of the Gray map is not exactly the classical cubic construction
of [13], the binary codes we construct are still cubic, as it is easy to see. They are provably
abelian easily but perhaps not cyclic. While most constructions of two-weight codes, or
three-weight codes in the literature are based on cyclicity and cyclotomy [3], our codes are
defined as trace codes. Their coordinate places are indexed by the group of units of an
algebraic extension of a finite ring. Their weight distributions are determined by using
exponential character sums and the Chinese Remainder Theorem. Taking a linear Gray
map, we obtain an infinite family of binary three-weight codes. The latter codes are shown
to be optimal for given length and dimension by the application of the Griesmer bound
when they cater to certain conditions.
The manuscript is organized as follows. Basic notations and definitions are provided in
Section 2. Section 3 lists the main results of this paper. The proofs of Theorems 3.1, 3.2,
3.3 and 3.4 are given in Section 4. Section 5 shows that their Gray images are optimal
when they satisfy certain conditions, and describes the application of image codes to secret
sharing schemes. Section 6 puts the obtained results into perspective, and makes some
conjectures for future research.
2 Preliminaries
2.1 Rings
We consider the ring F2 + vF2 + v
2
F2 denoted by R, with v
3 = 1. The ring R has
two maximal ideals, namely, I1+v = {(1 + v)(a0 + a1v + a2v
2) : ai ∈ F2, i = 0, 1, 2} and
I1+v+v2 = {0, 1 + v + v
2}. Thus it is a semi-local, principal ideal ring. Given a positive
integer m, we can construct the ring extension Rm = F2m +vF2m +v
2
F2m , with v
3 = 1. Let
ω ∈ F4 be a root of the irreducible polynomial 1 + x+ x
2 ∈ F2[x]. By a simple calculation,
we get the decomposition of v3 − 1 as follow: v3 − 1 = (v + 1)(1 + v + v2) in F2 and
v3 − 1 = (v + 1)(v + ω)(v + ω2) in F4 = {0, 1, ω, ω
2}. Then the ring Rm is isomorphic to
2
F2m
⊕
F4m when m is odd, and F2m
⊕
F2m
⊕
F2m when m is even. Here R
∗
m denotes the
group of units in Rm, and F
∗
2m denotes the multiplicative cyclic group of nonzero elements
of F2m . Taking account of the Chinese Remainder Theorem, we have R
∗
m
∼= F∗2m ⊕ F
∗
4m
when m is odd, and R∗m
∼= F∗2m ⊕ F
∗
2m ⊕ F
∗
2m when m is even.
There is a Frobenius operator F which maps α + βv + γv2 onto α2 + β2v + γ2v2. The
Trace function, denoted by Tr is then defined as
Tr =
m−1∑
j=0
F j.
It is immediate to check that Tr(α + βv + γv2) = tr(α) + tr(β)v + tr(γ)v2, for all
α, β, γ ∈ F2m. Here tr() denotes the standard trace of F2m over F2. The following lemma
describes a property of the trace function Tr().
Lemma 2.1 If for all x ∈ Rm, we have that Tr(ax) = 0, then a = 0.
Proof. Let a = a1 + a2v + a3v
2 and x = x1 + x2v + x3v
2, where a is a fixed element of R
and ai, xi ∈ F2m , i = 1, 2, 3. Let A1 = a1x1 + a2x3 + a3x2, A2 = a1x2 + a2x1 + a3x3, A3 =
a1x3 + a2x2 + a3x1, then ax = (a1 + a2v + a3v
2)(x1 + x2v + x3v
2) = A1 + A2v + A3v
2.
Thus Tr(ax) = 0 is equivalent to tr(Aj) = 0, j = 1, 2, 3. The tr() we considered here is
nondegenerate, and thus tr(Aj) = 0. In consideration of the arbitrariness of xi, we can
obtain ai = 0, i = 1, 2, 3. Thus a = 0. This completes the proof.
2.2 Gray map
Definition 2.2 The Gray map φ from R to F32 is defined by
φ(a1 + a2v + a3v
2) = (a1, a2, a3),
where a1, a2, a3 ∈ F2, i = 1, 2, 3.
It is a one to one map from R to F32, which can be extended naturally to a map from
Rn to F3n2 . The Lee weight of α + βv + γv
2 is defined as the Hamming weight of its Gray
image, namely, wL(α + βv + γv
2) = wH(α) + wH(β) + wH(γ), for α, β, γ ∈ F
n
2 . The Lee
distance of x, y ∈ Rn is defined as wL(x− y). Thus the Gray map is a linear isometry from
(Rn, dL) to (F
3n
2 , dH), where dL and dH denote the Lee and Hamming distance in R
n and
F
3n
2 , respectively.
2.3 Codes
A linear code C over R of length n is an R-submodule of Rn. The inner product of
x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn) ∈ R
n is defined by 〈x, y〉 =
n∑
i=1
xiyi, where
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the operation is performed in R. The dual code of C is denoted by C⊥ and defined as
C⊥ = {y ∈ Rn | 〈x, y〉 = 0,∀x ∈ C}. C⊥ is also a linear code over R.
Given a finite abelian group G, a code over R is said to be abelian if it is an ideal of the
group ring R[G]. In other words, the coordinates of C are indexed by elements of G and G
acts regularly on this set. In the special case when G is cyclic, the code is a cyclic code in
the usual sense [14].
Definition 2.3 For a ∈ Rm, we define the vector Ev(a) by the following evaluation map:
Ev(a) = (Tr(ax))x∈R∗
m
.
Define the code Cm by the formula Cm = {Ev(a)|a ∈ Rm}. Thus Cm is a code of length
|R∗m| over R.
3 Statement of main results
We are now in a position to state the main results of this paper. First, we give the Lee
weight distribution of our codes.
Theorem 3.1 For a ∈ Rm,m is odd, the Lee weight distribution of the codewords of Cm
is given below.
(i) If a = 0, then wL(Ev(a)) = 0;
(ii) If a ∈ R∗m, then wL(Ev(a)) = 3(2
3m−1 − 22m−1 − 2m−1);
(iii) If a ∈ Rm\{R
∗
m ∪ {0}}, a = a1 + a2v + a3v
2,
1) if (a1 + a2, a1 + a3) = (0, 0), a1 + a2+ a3 6= 0, then wL(Ev(a)) = 3(2
3m−1 − 2m−1);
2) if (a1+a2, a1+a3) 6= (0, 0), a1+a2+a3 = 0, then wL(Ev(a)) = 3(2
3m−1− 22m−1).
Theorem 3.2 For a ∈ Rm,m is even, the Lee weight of the codewords of Cm is given below.
(i) If a = 0, then wL(Ev(a)) = 0;
(ii) If a ∈ R∗m, then wL(Ev(a)) = 3(2
3m−1 − 3 · 22m−1 + 3 · 2m−1);
(iii) If a ∈ Rm\{R
∗
m ∪ {0}}, where a = a1 + a2v + a3v
2,
1) if one of three terms a1 + a2 + a3, a1 + a2ω + a3ω
2, a1 + a2ω
2 + a3ω equals to 0,
then wL(Ev(a)) = 3(2
3m−1 − 3 · 22m−1 + 2m);
2) if one of three terms a1 + a2 + a3, a1 + a2ω + a3ω
2, a1 + a2ω
2 + a3ω not equals to
0, then wL(Ev(a)) = 3(2
3m−1 − 22m + 2m−1).
Next, the optimality of their binary images is given in the following theorem.
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Theorem 3.3 For any odd m > 1, the code φ(Cm) is optimal for given length and dimen-
sion.
Eventually, we study their dual Lee distance.
Theorem 3.4 For all m > 1, the dual Lee distance d′ of Cm is 2.
It is well-known that linear codes have application in secret sharing scheme (SSS). To
determine the set of all minimal access of an SSS, the concept of minimal codewords for
a partial order on the codewords was introduced. The support s(x) of a vector x in Fnq is
defined as the set of indices where it is nonzero. We say that a vector x covers a vector y
if s(x) contains s(y).
Definition 3.5 A minimal codeword of a linear code C is a nonzero codeword that does
not cover any other nonzero codeword.
Proposition 3.6 All the nonzero codewords of φ(Cm), for m > 1 and m is odd, are
minimal.
Proposition 3.7 All the nonzero codewords of φ(Cm), for m > 0 and m is even, are
minimal.
4 Proof of Theorems 3.1, 3.2, 3.3 and 3.4
First, we give some auxiliary lemmas, which will be employed in the proof of the main
theorems.
Lemma 4.1[15, Lemma 4.1] If y = (y1, y2, . . . , yn) ∈ F
n
2 , then 2wH(y) = n−
n∑
i=1
(−1)yi .
Lemma 4.2[14, Lemma 9 p.143] If z ∈ F∗2m , then
∑
x∈F2m
(−1)tr(zx) = 0.
If x = a + bv + cv2 ∈ Rn, where a, b, c ∈ Fn2 , in view of Definition 2.2, we get
wL(x) = wH(a)+wH(b)+wH(c). By using Lemma 4.1, we have 3n−2wL(x) =
n∑
i=1
(−1)ai +
n∑
i=1
(−1)bi +
n∑
i=1
(−1)ci , where a = (a1, a2, . . . , an), b = (b1, b2, . . . , bn) and c = (c1, c2, . . . , cn).
Suppose m is odd, according to the Chinese Remainder Theorem, we can decompose
r+ sv+ tv2 in Rm, r+ sv+ tv
2 = (v2 + v+1)θ1+ (v+1)(θ2 + θ3v), where θ1, θ2, θ3 ∈ F2m .
Comparing coefficients, we have the following system of equations:


θ1 + θ2 = r
θ1 + θ2 + θ3 = s
θ1 + θ3 = t
,


θ1 = s+ r + t
θ2 = s+ t
θ3 = s+ r
,
which implies R∗m = {x1+x2v+x3v
2 : x1+x2+x3 6= 0, (x1+x2, x1+x3) 6= (0, 0), x1, x2, x3 ∈
F2m} and |R
∗
m| = (2
m − 1)(22m − 1).
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For convenience, we adopt the following notations unless otherwise stated in this section.
Let I1 =
3∑
i=1
xi, I2 = x1 + x2 and I3 = x1 + x3. Then R
∗
m =
{ 3∑
i=1
xiv
i : I1 6= 0, (I2, I3) 6=
(0, 0), I1, I2, I3 ∈ F2m
}
. The proof of Theorem 3.1 is given below.
4.1 Proof of Theorem 3.1
Proof. Let x = x1 + x2v + x3v
2 ∈ R∗m, where I1 6= 0, (I2, I3) 6= (0, 0).
(i) If a = 0, then Ev(a) = (0, 0, . . . , 0). So wL(Ev(a)) = 0.
(ii) If a = a1 + a2v + a3v
2 ∈ R∗m, then a1 + a2 + a3 6= 0 and (a1 + a2, a1 + a3) 6= (0, 0).
Let A = a1 + a2 + a3, B = a1 + a2, C = a1 + a3, then we can simplify ax as follows:
ax = (a1x1 + a2x3 + a3x2) + (a1x2 + a2x1 + a3x3)v + (a1x3 + a2x2 + a3x1)v
2
= I1(a1 + a2 + a3) + I2(a1 + a2) + I3(a1 + a3) + (I1(a1 + a2 + a3) + I2(a2 + a3) +
I3(a1 + a2))v + (I1(a1 + a2 + a3) + I2(a1 + a3) + I3(a2 + a3))v
2
= I1A+ I2B + I3C + (I1A+ I2(B + C) + I3B)v + (I1A+ I2B + I3(B + C))v
2.
In terms of Definition 2.3, we have
φ(Ev(a)) = φ((Tr(ax))x∈R∗
m
)
= (tr(I1A+ I2B + I3C), tr(I1A+ I2(B + C) + I3B), tr(I1A+ I2B + I3(B + C))).
In the light of Lemmas 4.1 and 4.2, we can obtain
3|R∗m| − 2wL(Ev(a)) =
∑
I1 6=0,(I2,I3) 6=(0,0)
(−1)tr(I1A+I2B+I3C)
+
∑
I1 6=0,(I2,I3) 6=(0,0)
(−1)tr(I1A+I2(B+C)+I3B)
+
∑
I1 6=0,(I2,I3) 6=(0,0)
(−1)tr(I1A+I2B+I3(B+C))
= 3,
which implies wL(Ev(a)) = 3(2
3m−1 − 22m−1 − 2m−1).
(iii) Let a = a1 + a2v + a3v
2 ∈ Rm\{R
∗
m ∪ {0}}.
1) If (a1+ a2, a1+ a3) = (0, 0), a1+ a2+ a3 6= 0, then we claim a = a1(1+ v+ v
2), where a1 = 0.
By a simple calculation, we can obtain ax = a1I1 + a1I1v + a1I1v
2. From Definition 2.3, we have
φ(Ev(a)) = (tr(a1I1), tr(a1I1), tr(a1I1)).
Applying Lemmas 4.1 and 4.2, yields
3|R∗m| − 2wL(Ev(a)) = 3
∑
I1 6=0,(I2,I3) 6=(0,0)
(−1)tr(a1I1) = 3(1− 22m).
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So wL(Ev(a)) = 3(2
3m−1 − 2m−1).
2) If (a1 + a2, a1 + a3) 6= (0, 0), a1 + a2 + a3 = 0, then ax = ((a1 + a2)I2 + a2I3) + ((a1 + a2)I3 +
a1I2)v + (a1I3 + a2I2)v
2. In the light of Definition 2.3, we have
φ(Ev(a)) = (tr((a1 + a2)I2 + a2I3), tr(a1I2 + (a1 + a2)I3), tr(a2I2 + a1I3))
=: (α1, α2, α3).
Armed with Lemmas 4.1 and 4.2, we get
3|R∗m| − 2wL(Ev(a)) =
∑
I1 6=0,(I2,I3) 6=(0,0)
(−1)α1 +
∑
I1 6=0,(I2,I3) 6=(0,0)
(−1)α2
+
∑
I1 6=0,(I2,I3) 6=(0,0)
(−1)α3
= 3(1− 2m).
It is immediate to obtain that wL(Ev(a)) = 3(2
3m−1 − 22m−1).
Combining with Theorem 4.3 and Lemma 2.1, we have constructed a binary linear code of length
3|R∗m|, of dimension 3m, with three nonzero weights w1, w2 and w3, with frequencies f1, f2 and f3,
respectively. We list the values of these parameters in Table I.
Table I. weight distribution of Cm (m is odd)
Weight Frequency
0 1
w1 = 3(2
3m−1 − 22m−1 − 2m−1) f1 = (2
m − 1)(22m − 1)
w2 = 3(2
3m−1 − 2m−1) f2 = 2
m − 1
w3 = 3(2
3m−1 − 22m−1) f3 = 2
2m − 1
Suppose m is even, we can obtain the decomposition of r + sv + tv2 in Rm, from the Chinese
Remainder Theorem. That is r+ sv+ tv2 = a0(v−ω)(v−ω
2)+a1(v− 1)(v−ω
2)+a2(v− 1)(v−ω),
where a0, a1, a2 ∈ F2m . Comparing coefficients, we have


a0 + a1ω
2 + a2 = r
a0 + a1ω + a2ω
2 = s
a0 + a1 + a2 = t
,


a0 = r + s+ t
a1 =
r+ωs+ω2t
ω2
a2 =
r+ω2s+ωt
ω
.
Then we can obtain R∗m = {x1+x2v+x3v
2 : x1+x2+x3 6= 0, x1+x2ω+x3ω
2 6= 0, x1+x2ω
2+x3ω 6=
0, x1, x2, x3 ∈ F2m} and |R
∗
m| = (2
m − 1)3.
For convenience, we adopt the following notations unless otherwise stated in this subsection. Let
I4 =
3∑
i=1
xi, I5 = x1+x2ω+x3ω
2 and I6 = x1+x
2ω2+x3ω, then R
∗
m =
{ 3∑
i=1
xiv
i : I4, I5, I6 ∈ F
∗
2m
}
.
Now we turn to the proof of Theorem 3.2.
4.2 Proof of Theorem 3.2
Proof. (i) If a = 0, then Ev(a) = (0, 0, . . . , 0). So wL(Ev(a)) = 0.
(ii) If a = a1 + a2v + a3v
2, x = x1 + x2v + x3v
2 ∈ R∗m, then a1 + a2 + a3 6= 0, a1 + a2ω + a3ω
2 6=
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0, a1 + a2ω
2 + a3ω 6= 0, Ii ∈ F
∗
2m , i = 4, 5, 6. Let D = a1 + a2 + a3, E = a1 + a2ω + a3ω
2 and
F = a1 + a2ω
2 + a3ω. We can simplify ax as follows:
ax = (a1x1 + a2x3 + a3x2) + (a1x2 + a2x1 + a3x3)v + (a1x3 + a2x2 + a3x1)v
2
= DI4 + EI5 + FI6 + (DI4 + FI5 + EI6)v + (DI4 + ω
2EI5 + ωFI6)v
2.
We deduce from Definition 2.3 that
φ(Ev(a)) = φ((Tr(ax))x∈R∗
m
)
= (tr(DI4 + EI5 + FI6), tr(DI4 + FI5 + EI6), tr(DI4 + ω
2EI5 + ωFI6)).
By a simple calculation, we have
3|R∗m| − 2wL(Ev(a)) =
∑
I4,I5,I6∈F
∗
2m
(−1)tr(DI4+EI5+FI6) +
∑
I4,I5,I6∈F
∗
2m
(−1)tr(DI4+FI5+EI6)
+
∑
I4,I5,I6∈F
∗
2m
(−1)tr(DI4+ω
2EI5+ωFI6)
= −3.
Therefore, wL(Ev(a)) = 3(2
3m−1 − 3 · 22m−1 + 3 · 2m−1).
(iii) Set a = a1 + a2v + a3v
2 ∈ Rm\{R
∗
m ∪ {0}}.
1) If one of three terms D,E and F equals 0. Without loss of generality, we can let D = 0, E 6= 0
and F 6= 0. On the same principle, we have φ(Ev(a)) = (DI4 +EI5 +FI6, DI4 + FI5 +EI6, DI4 +
ω2EI5 + ωFI6). Since D = 0, E 6= 0 and F 6= 0, by a simple calculation, we can obtain
3|R∗m| − 2wL(Ev(a)) =
∑
I4,I5,I6∈F
∗
2m
(−1)tr(DI4+EI5+FI6) +
∑
I4,I5,I6∈F
∗
2m
(−1)tr(DI4+FI5+EI6)
+
∑
I4,I5,I6∈F
∗
2m
(−1)tr(DI4+ω
2EI5+ωFI6)
= 3(2m − 1).
Then wL(Ev(a)) = 3(2
3m−1 − 3 · 22m−1 + 2m).
2) If one of three terms D,E and F not equals 0. Without loss of generality, we can let D =
0, E = 0 and F 6= 0. We can use a similar approach as 1) to obtain 3|R∗m|−2wL(Ev(a)) = 3(−2
2m+
2m+1−1), and omit it here. Furthermore, it is clear to know wL(Ev(a)) = 3(2
3m−1−22m+2m−1).
In the light of Theorem 3.2 and Lemma 2.1, we have constructed a binary linear code of length
3|R∗m|, of dimension 3m, with three nonzero weights w1, w2 and w3, with frequencies f1, f2 and f3,
respectively. In Table II, we present the values of these parameters.
Table II. weight distribution of Cm (m is even)
Weight Frequency
0 1
w1 = 3(2
3m−1 − 3 · 22m−1 + 3 · 2m−1) f1 = (2
m − 1)3
w2 = 3(2
3m−1 − 3 · 22m−1 + 2m) f2 = (2
m − 1)2
w3 = 3(2
3m−1 − 22m + 2m−1) f3 = 2
m − 1
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Remark No matter m is odd in Table I or even in Table II, φ(Cm) is a binary three-weight linear
code and its parameters are different from those in [4, 7, 12] and [15], which implies that the obtained
codes in our paper are new. The parameters of φ(Cm) depend on the value of m. Next, we give two
examples to illustrate it.
Example 4.5 Let m = 3. Since m is odd, by Table I, we can obtain a three-weight binary linear
code of length 1323, of dimension 9, with three nonzero weights 660, 756 and 672, and frequencies
441, 7 and 63, respectively.
Example 4.6 Let m = 2. Since m is even, by Table II, we can obtain a three-weight binary linear
code of length 81, of dimension 6, with three nonzero weights 42, 36 and 54, and frequencies 27, 9
and 3, respectively.
4.3 Proof of Theorem 3.3
The proof of Theorem 3.3 is presented as follows:
Proof. If m ≥ 3 is odd, |R∗m| = 2
3m − 22m − 2m + 1. Recall that the parameters of φ(Cm) are
[n,K, d] = [3|R∗m|, 3m, d], where d = 3(2
3m−1 − 22m−1 − 2m−1). We claim that
K−1∑
i=0
⌈d+12i ⌉ > n,
violating the Griesmer bound. Indeed, depending on the range of i, five expressions for the inner
ceiling function may occur,
• If 0 ≤ i ≤ m− 1, then ⌈d+12i ⌉ = 3 · (2
3m−1−i − 22m−1−i − 2m−1−i) + 1;
• If i = m, then ⌈d+12i ⌉ = 3 · (2
2m−1 − 2m−1)− 1;
• If m+ 1 ≤ i ≤ 2m− 1, then ⌈d+12i ⌉ = 3 · (2
3m−1−i − 22m−1−i);
• If i = 2m, then ⌈d+12i ⌉ = 3 · 2
m−1 − 1;
• If 2m+ 1 ≤ i ≤ 3m− 1, then ⌈d+12i ⌉ = 3 · 2
3m−1−i.
Thus
3m−1∑
i=0
⌈d+ 1
2i
⌉
=
m−1∑
i=0
⌈d+ 1
2i
⌉
+ 3(22m−1 − 2m−1)− 1 +
2m−1∑
i=m+1
⌈d+ 1
2i
⌉
+ 3 · 2m−1 − 1
+
3m−1∑
i=2m+1
⌈d+ 1
2i
⌉
= 3 · (23m − 2 · 22m + 1) +m+ 3 · (22m−1 − 2m−1)− 1 + 3 · (22m−1 − 3 · 2m−1
+1) + 3 · 2m−1 − 1 + 3 · (2m−1 − 1)
= 3(23m − 22m − 2m) + 1 +m.
When m ≥ 3,
∑3m−1
i=0 ⌈
d+1
2i ⌉ = 3(2
3m − 22m − 2m) + 1 +m > 3(23m − 22m − 2m + 1) = 3|R∗m|. This
completes the proof.
Example 4.7 Let C3 be the code considered in Example 4.5, we can verify that C3 is optimal.
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4.4 Proof of Theorem 3.4
We investigate the dual Lee distance of Cm in this section. As before we study another property
of the trace function. The proof of the following lemma is similar to Lemma 2.1, so we omit the
details here.
Lemma 4.8 If for all a ∈ Rm, we have that Tr(ax) = 0, then x = 0.
Armed with Lemma 4.8, we can prove Theorem 3.4 as follows: It is enough to prove that C⊥m
does not contains a codeword with Lee weight 1, but contains a codeword with Lee weight 2.
If C⊥m contains a codeword of Lee weight 1, then its nonzero digit has values v
j , j = 0, 1, 2, where
v0 = 1. This implies that ∀a ∈ Rm, v
jTr(ax) = 0 at some x ∈ R∗m. Let a = a1 + a2v + a3v
2 and
x = x1 + x2v + x3v
2. Using Lemma 4.8, we conclude, by the nondegenerate character of tr(), that
xi = 0. Contradiction with x = x1 + x2v + x3v
2 6= 0.
If we can find a codeword of C⊥m which has two digits 1 and v at some x, y ∈ R
∗
m, where
x = x1 + x2v + x3v
2 and y = y1 + y2v + y2v
2, then we prove d′ = 2. If such codeword exists, then
∀a ∈ Rm, we have 1 · Tr(ax) + v · Tr(ay) = 0, where x, y ∈ R
∗
m. By a direct calculation we get
Tr(ax) + v · Tr(ay) = tr(a1x1 + a2x3 + a3x2 + a1y3 + a2y2 + a3y1) + v(tr(a1x2 + a2x1 + a3x3
+a1y1 + a2y3 + a3y2)) + v
2(tr(a1x3 + a2x2 + a3x1 + a1y2 + a2y1 + a3y3))
=: tr(A4) + vtr(A5) + v
2tr(A6).
Using the nondegenerate character of tr(), we have tr(Aj) = 0, j = 4, 5, 6. In consideration of the
arbitrariness of ai, i = 1, 2, 3, we can obtain x1 = y3, x2 = y1 and x3 = y2. Then there exists a
codeword of C⊥m such that its Lee weight is 2, which implies d
′ = 2.
5 Proof of Propositions 3.6 and 3.7 and secret sharing schemes
5.1 The sufficient condition of minimal codeword
Minimal codeword in q-ary linear codes arise in numerous applications, for instance, in construct-
ing decoding algorithms and studying SSS. In general, the problem of determining the minimal
codewords of a given q-ary linear code is difficult. But when the weights of a given linear code C
are close enough to each other, then each nonzero codeword of C is minimal, as described by the
following lemma [1].
Lemma 5.1 (Ashikhmin-Barg) Denote by w0 and w∞ the minimum and maximum nonzero weights
of a q-ary code C, respectively. If
w0
w∞
>
q − 1
q
,
then every nonzero codeword of C is minimal.
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5.2 Proof of Proposition 3.6
Proof. We apply Lemma 5.1 with w0 = w1 = 3(2
3m−1−22m−1−2m−1) and w∞ = w2 = 3(2
3m−1−
2m−1) as per Table I. Rewriting the inequality of the lemma as 2w0 > w∞, we obtain successively
2w0 − w∞ = 3(2
3m−1 − 22m − 2m−1) > 0.
Hence the proposition is proved.
5.3 Proof of Proposition 3.7
Proof. We apply Lemma 5.1 with w0 = w2 = 3(2
3m−1 − 3 · 22m−1 + 2m), and w∞ = w3 =
3(23m−1 − 22m + 2m−1) as per Table II. Rewriting the inequality of the lemma as 2w0 > w∞, we
obtain successively
2w0 − w∞ = 3(2
3m−1 − 22m + 3 · 2m−1) > 0.
Hence the proposition is proved.
5.4 Secret sharing schemes
When all nonzero codewords are minimal, it was shown in [8] that there is the following alter-
native, depending on d′:
• If d′ ≥ 3, then the SSS is “democratic”: every user belongs to the same number of coalitions.
• If d′ = 2, then there are users who belong to every coalition: the “dictators”.
Depending on the application, one or the other situation might be more suitable. By Theorem 3.4
and Propositions 3.6 and 3.7, we see that two secret sharing schemes built on φ(Cm) are dictatorial.
6 Conclusion
In this paper, we have studied a family of trace codes over F2 + vF2 + v
2
F2. These codes are
provably abelian, but not visibly cyclic. Using a character sum approach, we have been able to
describe their weight distributions, and we have obtained a class of abelian binary three-weight
codes by application of the Gray map. These latter codes are shown to be optimal under some
conditions on the parameter m by considering the Griesmer bound. Moreover, the parameters of
the obtained codes in Table I and Table II are different from those in [4, 7, 12] and [15], which implies
that the obtained codes in our paper are new. It is worth exploring more general constructions by
varying the alphabet of the code, the Gray map, or the localizing set of the trace code.
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