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2ABSTRACT 
Daily sea surface temperatures have been acquired at the Hopkins Marine Station in
Pacific Grove, California since January 20, 1919.This time series is one of the longest
oceanographic records along the U.S. west coast.   Because of its length it is well-suited for
studying climate-related and oceanic variability on interannual, decadal, and interdecadal
time scales.  The record, however, is not homogeneous, has numerous gaps, contains possible
outliers, and the observations were not always collected at the same time each day.  Because
of these problems we have undertaken the task of reconstructing this long and unique series.
We describe the steps that were taken and the methods that were used in this reconstruction.
Although the methods employed are  basic, we believe that they are consistent with the
quality of the data. The reconstructed record  has values at every time point, original, or
estimated, and has been adjusted for time-of-day variations where this information was
available. Possible outliers have also been examined and replaced where their credibility
could not be established.  Many of  the studies that have employed the Hopkins time series
have not discussed the issue of data quality and how these problems were addressed.
Because of  growing interest in this record,  it is important that a single, well-documented
version be adopted, so that the results of future analyses can be directly compared. Although
additional work may be done  to further improve the quality of this record, it is now available
via the internet. 
1 A homogeneous time series is defined as one where the variations are caused only by
variations due to environmental factors (Conrad and Pollak 1962).
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INTRODUCTION
Daily observations of sea surface temperature (SST) have been acquired at the
Hopkins Marine Station in Pacific Grove, California since January 20,1919 (Fig. 1). These
data and similar data from other coastal locations along the U.S. West Coast are collected,
checked, and published by the Shore Stations Program at the Scripps Institute of
Oceanography in La Jolla, California. This time series is one of the longest oceanographic
records along the U.S. west coast.  Only the records of SST at the Scripps pier in San Diego,
California (starting in 1916), and sea level at San Francisco (starting  ca. 1850) are longer
than the record at Hopkins.  Because of its location, the record at Hopkins reflects variability
associated with the California Current System whereas the  record at Scripps, because it is
located in a different oceanic regime, only reflects this variability to a limited extent.
However, this record suffers from a number of problems that degrade the utility of this long
and unique time series.  Gaps exist ranging in length from one day to an entire year.  Because
of these gaps it becomes difficult or impossible to apply many of the commonly-used
methods of time series analysis. The level of precision varies depending on the instruments
and reading techniques that were used at different times; thus, the series is non-
homogeneous.1 Although the daily observations have nominally been acquired at 0800 local
time, in many cases the data were acquired at times that departed significantly from 0800,
and, as a result, unwanted variability exists due to the effects of daily heating.  Extreme
values exist in the record which could  represent outliers.  Also, the problem of aliasing due
to ocean processes that occur on time scales of a day or less exists.  Finally, the
representativeness of these data has often been questioned because of the shallow, coastal
location where they are acquired. 
In the past, the record at HMS has been used primarily to investigate ocean processes
4Figure 1.  Map of the central California coast showing the locations where the sea surface
temperature data used in this study were acquired. 
on interannual time scales and amplitudes of several degrees or more (e.g., Robinson 1960;
Roden 1961; Roden 1963). Breaker and Lewis (1988)  took  60 years of record from the
Hopkins time series and subjected it to a spectrum analysis. A number of periodic
components were identified that corresponded to well-known oceanographic phenomena
5including the annual heating cycle and several of its harmonics, the well-known 40-50 day
oscillation that originates in the tropics (Madden and Julian 1971), and higher frequency
components that were related to the astronomical tide and its aliases.  Gaines and Denny
(1993) used the record at Hopkins to calculate extreme values of sea surface temperature and
their probability of occurrence.  Breaker and Broenkow (1994) compared the record at
Hopkins with SSTs from a location on the open coast approximately 10 km north of  Pt. Sur
(Granite Canyon - Fig. 1) by calculating the cross-correlation between 12-year records from
each location.  The annual cycle at Hopkins preceded the annual cycle off Pt. Sur by almost
two months, whereas a secondary peak in the cross-correlation function indicated a lag of 5
days at Hopkins for events which propagated northward along the California coast. This
work demonstrated that the record at Hopkins could be used to detect weaker oceanographic
signals of shorter duration although they were reduced in amplitude and delayed in time
compared to their counterparts along the open coast.   The Hopkins record has also  been
examined to determine if long-term trends exist (e.g. Barry et al. 1995; Sagarin et al. 1999).
A long-term increase in temperature of the order of + 0.01°C/year was found that was
attributed to global warming. However, the statistical significance of this increase in
temperature has yet to be determined.   Denny and Paine (1998) applied spectral analysis to
the record from Hopkins and found a major spectral peak at periods between 18 and 22 years
which they attributed to the lunar nodal tide.
It is not possible to address all of the factors that affect the quality of the record at
Hopkins.  Hence, we limit ourselves to addressing the following specific problems:
completing the record  by filling the  gaps,  adjusting the record  for time-of-day variations
where time-of- day information is available, and, assessing the validity of extreme values
which occur in the record.  Other problems still exist which could be addressed; however,
we feel that this work has reached a  point where it is appropriate to report on the status of
this activity and to make the record, in its present form, available for others to use. 
6According to Camuffo and Zardini (1997), “reconstructing and determining the
validity of time series constitute a delicate and complex preliminary phase of any
mathematical analysis, on which the reliability of the results depend.”  We concur with
Camuffo and Zardini, and their work to reconstruct the 275-year long record of
meteorological observations at Padova, Italy (1725- present)  has provided motivation and
guidance in our work to reconstruct the record of SST at the Hopkins Marine Station. The
plan of the paper is as follows. The introduction is followed by a  discussion of the record
itself and data quality issues, section 3 addresses  time-of-day corrections, section 4 addresses
the  problem of filling the gaps, section 5 addresses the validity of extreme values in the
record, section 6 examines our a priori assumptions made prior to the reconstruction, section
7 includes a discussion of topics not discussed previously, and section 8 contains final
remarks.
THE RECORD 
The Observed Record 
Daily SSTs have been collected at the Hopkins Marine Sation at the southern end of
Monterey Bay in Pacific Grove, California (Fig. 1) since January 20, 1919. The daily
observations are collected from Agassiz Beach on the east side of Point Cabrillo, just east of
the main laboratory buildings. The measurement site is exposed to incoming waves and swell
from the northwest;  however, these waves are refracted as they pass Point Cabrillo.
Although the measurements may be representative of conditions in southern Monterey Bay,
they are not necessarily representative of conditions further offshore in Monterey Bay and
in the California Current. The observations are taken by measuring the temperature of a
sample of water collected from the surface in a bucket using  calibrated thermometers
provided by the Shore Stations Program at the Scripps Institute of Oceanography (SIO). The
temperatures are recorded on log sheets as observed. According to SIO Reference 81-30, the
temperatures at Hopkins are read to the nearest 0.1°C with an accuracy of approximately ±
0.2°C.  (Although this statement may have been correct at the time of this report, it is
7definitely not true for the entire period over which these data have been acquired, as will be
shown.)  Although  automated methods for collecting SST have been in use at some coastal
locations for a number of years, all of the data in this record were acquired using hand-held
thermometers. The length of record we have chosen to reconstruct starts January 20, 1919,
and ends, January 19, 2002, a period of 83 years. The total number of  observations,
assuming no gaps, is 30316 which includes 21 leap days. This record, including  gaps, is
shown in Fig. 2. It is the longest  record of SST off the U.S. west coast except for the record
at the Scripps pier in San Diego, California which began in 1916.
Data Quality 
Because of its shallow, coastal location, the temperatures at the Hopkins Marine
Station are only partially representative of thermal conditions further offshore in Monterey
Bay. This is due to several factors which include: less than an ideal  exposure to the open
ocean, amplification of the daily heating cycle due to the shallow depth, and enhanced air-sea
interaction due to the surf zone conditions that exist at the measurement site.  These factors
notwithstanding,  much of the oceanic variability that occurs offshore in Monterey Bay and
beyond the bay is reflected in the data acquired at Hopkins. 
The daily observations have been acquired nominally at 0800 local time using
thermometers whose accuracies and precision vary with the specific instruments that were
used and the observers who took the observations.  Unfortunately, much of the supporting
8Figure 2.  The record of daily sea surface temperature (°C) at Pacific Grove from January 20,
1919 through January 19, 2002.  A one-year gap occurs for the year 1940.
information involving the specific instruments that were used, the observers who collected
the data, and the log sheets which documented details of the data collection on a day-to-day
basis have been lost and so our task was made more difficult. Tallies of the temperature
values and the dates are contained in summary logs by month from the beginning of this
9record.  Of considerable help has been more detailed log sheets which are available starting
January 1, 1969.  These records contain not only the water temperature values, but also
include the observation time, air temperature, wind and wave conditions, cloud cover, and
the observers’s name.  Of particular importance to this work has been the availability of the
observation time or time-of-day (TOD) when the data were taken.  Without this information
it is not possible to make TOD adjustments to the temperature values.  Although we only
have TOD starting in 1969, anecdotal information suggests that greater attention was given
to collecting the observations at or near 0800 AM local time during the early years of the
program.      
Because the observations have been acquired once a day, the possibility of aliasing
by oceanic processes with periods of 24 hours, or less, exists.  Both diurnal and semidiurnal
tides occur in Monterey Bay and thus contribute to the variations in SST observed at Pacific
Grove (Breaker and Lewis, 1988).  Other sources of oceanic variability with periods of less
than 24 hours may also contribute to this variability (e.g., Lynch, 1970).  Due to mixing,
however, the  nearshore  waters at Hopkins tend to be homogenized, reducing the magnitude
of high frequency variability, and thus the likelihood that aliasing is a significant factor.  
Because different instruments and different observers have been involved in the data
collection process, differences in the precision of the observations exist. As a result the
record is not homogeneous.  This information is presented in Table 1 as well as other
information concerning the quality of the data that could be gleaned from a detailed
examination of the record.  Precision is closely related to measurement accuracy. We
distinguish between the accuracy of the measurement itself and errors which subsequently
occur in arriving at the final accepted value.  According to SIO Reference 81-30, the
generally accepted accuracy of these measurements and similar measurements of SST made
at other coastal locations along the U.S. west coast is ± 0.2°C.  This figure apparently takes
into account both instrument or calibration errors and reading errors by the observer. 
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Table 1. Chronology of record quality
         DATE                      QUALITY CONTROL ISSUE 
        (Only gaps of seven days or longer are indicated)                    
       01/20/19 Data recorded to two decimal places until 8/28/35. However, the
observations were recorded at 0.11°C intervals. 
  6/29/19 - 3/28/20 Observations not taken on Sundays.
   4/3/20 - 4/18/20 Gap of 16 days.
   6/1/20 - 6/11/20 Gap of 11 days.
12/11/21 - 11/25/28 Observations not taken on Sundays.
  2/21/26 - 3/21/26 Gap of 28 days.
  8/29/35 - 9/16/35 Gap of 19 days.
 1/1/40 - 12/31/40 One-year gap.
 12/13/56 - 12/24/56 Observations recorded to two decimal places.
  1/1/69 - 1/19/02 Time of day that the observations were taken available.
          6/6/91 Comment on log sheet: “readings taken with a thermometer with 1°(C) 
precision. I do not know how long this thermometer has been used.”
          5/1/97 Comment on log sheet: “May (the month of) written in pencil with a
question mark after it.” Data at the beginning and end of this month were
checked for consistency with values at the end of the previous month and
the beginning of the following month, and were found to be consistent
and so these data were included as part of the overall record. 
          9/1/97 Comment on log sheet: “September (the month of) written in pencil with
a question mark after it.” Data at the beginning and end of this month
were checked for consistency with values at the end of the previous
month and the beginning of the following month, and were found to be
consistent and so these data were included as part of the overall record. 
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         11/1/97 Comment on log sheet: “November (the month of) written in pencil with
a question mark after it.” Data at the beginning and end of this month
were checked for consistency with values at the end of the previous
month and the beginning of the following month, and were found to be
consistent and so these data were included as part of the overall record. 
12/21/98 - 12/26/98 Values as low as  6.9°C were recorded during this period but coincide
with   exceptionally cold air temperatures during this period (R. Renard,
personal communication).
   6/1/99 - 7/16/99 Gap of 46 days.
    7/17/99 - 7/1/00 Data recorded only to the nearest 0.5°C in most cases. 
  10/1/00 - 11/30/00 Gap of 61 days.
Although measurement accuracy is an important factor in determining data quality, other
factors may be even more important in determining the overall quality of the data. After the
temperature value is recorded, a number of other potential sources of error exist that can
affect the uncertainty associated with the finally accepted value.  These include errors in
recording the values on the log sheets initially and then copying these values from the log
sheets onto monthly summaries.  The monthly summaries are periodically sent to the Shore
Stations Program at SIO where they are then manually converted to a digital format for entry
into a computerized data base.  (Although these procedures appear to be cumbersome and
archaic, and could easily be replaced, apparently lack of funding has prevented significant
improvements from being implemented.) 
Although the reported values have usually been recorded to the nearest 0.1°C, there
are two periods in the record where the observations were reported to the second decimal
place.  The data were recorded to two decimal places from January 20, 1919 until August
28, 1935, and from December 13-24, 1956 (Table 1).   There are also two brief periods late
in the record when temperatures were only read to the nearest  0.5°C , or 1.0°C (see Table
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1) .  Although the values were recorded to two decimal places between 1919 and 1935, they
were quantified in steps of  0.11°C in most cases and so the measurements, rather than being
of higher precision during this period, were actually of slightly lower precision (Fig. 3 -
upper panel).   Figure 3 (lower panel) also demonstrates that for the tenths of a degree
decimal location ( i.e., the first  digit  to the right of the decimal point), the temperature
values are not uniformly distributed, but rather, the distribution is bi-modal with values of
0.0 and 0.5 occurring more frequently than would be expected for uniformly distributed data.
These differences in precision whether instrumental in origin, or due to the observer, have
been retained in the reconstructed record.
 
  Variations in the time-of-day  (TOD) when the observations were acquired lead to
variations in SST due to the daily heating cycle. These variations introduce an unwanted
source of variability in the record.  In the open ocean away from the coast, the diurnal
temperature range is usually less than 1.0°C  (e.g., Monin et al. 1977), but at shallow water
locations like the Hopkins Marine Station, these daily variations in heating can be amplified,
leading to diurnal changes in temperature of several degrees, depending on the time of year.
If TOD is known and it departs from the desired time of data acquisition, a correction can be
applied to adjust the observed value to the desired time, if the daily heating cycle is known.
Unfortunately, TOD  for SSTs collected at Hopkins is only available since 1969;
consequently, it was not  possible to make corrections for the effects of daily heating prior
to that date (section 3).  Based on anecdotal information, however, it appears that more
attention was given to collecting the daily temperatures at or near 0800 local time during the
first 30 years or so of the program. During this period, one individual was primarily
responsible for collecting the data,  and his attention to detail has been mentioned on several
occasions. A histogram of the times-of-day when the temperature data were collected is
shown in Fig. 4 based on the TOD information from 1969 to 2002. The distribution (upper
panel) is centered at 0800 as one would expect, but many observations were acquired later
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Figure 3.  A plot of the distribution of numerical values for the first (0.0 - 0.9), and second
(0.00 - 0.99) decimal places for the recorded sea surface temperatures. These values are
expected to be uniformly distributed over their respective ranges, but clearly, they are not.
See the text for details. 
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Figure 4.  A histogram showing the distribution of times when the daily observations of sea
surface temperature at Pacific Grove were acquired (upper panel).  The lower panel shows
the ordinate (number of occurrences) plotted on a logarithmic scale (base 10). The majority
of observations that were not collected at the 0800 AM (local time), were acquired later in
the day between 0800 and ~1900 hours. 
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in the day as is clearly demonstrated in the logarithmic plot shown below.  Indeed,
observation times actually span most of the day with the exception of the first few hours.
Details of how the TOD adjustments were made and the results  obtained are discussed in
section 3. 
Perhaps the biggest problem in reconstructing the Hopkins time series has been  to fill
the gaps.  Although  methods exist for dealing with unequally-spaced data (e.g., Jones 1985),
most of the methods in time series analysis assume, or require that the observations be
equally-spaced.  Gaps varied in length from a day to an entire year (1940). A cumulative
distribution of missing values is shown in Figure 5. The entire missing year, 1940, is obvious.
Significant gaps of approximately one and two months, respectively, occur near the end of
the record in 1999 and 2000. Most the gaps were one-to-several days in length. The total
number of missing values is 1149, or 3.79 % of the total number of observations. Of note,
between 1949 and 1966, a period of 16 years, there were no missing values.  
Because SST measurements have also been acquired at the Farallon Islands (Fig. 1)
off San Francisco since 1925, the possibility of using the Farallon data as a proxy for the
Hopkins data presented itself.  Past work suggested that SST at these locations was correlated
over seasonal and interannual time scales. Although the records are significantly correlated
at longer time scales, it was not clear at what time scales of shorter duration this correlation
would break down.  Consequently, we had a make an  a priori assumption as to what would
be considered “long”, and what would be considered “short”, time scales and proceeded
accordingly.  For the shorter gaps, a univariate approach was used.  In section 4 we discuss
the gap filling procedures in detail, and in section 6, we examine the validity of our
assumptions.  
The last  topic that we address under data quality concerns the existence of possible
16
Figure 5.  A cumulative distribution of missing values in the record. The missing year, 1940,
stands out, as does the lack of missing values between 1940 and 1974.
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outliers in the record. Extreme values in most meteorological and oceanographic time series
are of considerable interest and establishing their credibility is often an important issue.
Hence, we first identify the extreme values in the record  and then examine their credibility.
TIME-OF-DAY ADJUSTMENTS
The diurnal variation in SST is due to several factors including incoming solar
radiation, cloud cover, turbulent mixing due to the wind, time-of-year, and the latitude (Roll
1965). Cloud cover has a significant effect on the diurnal variation. Cloud cover can reduce
the diurnal range in temperature by as much as 0.5°C, depending on the time of year (Howe
and Tait 1969). In addition to TOD, estimated cloud cover is provided with the supporting
information for the Hopkins time series since 1969.  However, although cloud cover is
present during much of the year in Monterey Bay and thus at the measurement location in
Pacific Grove,  particularly in the morning hours, it often dissipates later in the day.  As a
result, the cloud cover conditions that existed at the time of the  observation may not have
prevailed for a significant portion of the day.  Hence, we felt that trying to incorporate the
existing information on cloud cover was beset by problems that we could not address.
Consequently, we did not attempt to use this information.
The TOD corrections also take into account the one -hour changes from Pacific
Standard Time (PST) to Daylight Savings Time (DST) in the spring, and the return to PST
in the fall, for each year since 1969.  Adjustments for the irregularities in DST which
occurred in 1974 (10 months vs. 6 months) and 1975 (8 months vs. 6 months) have likewise
been taken into account, as well as the change from starting on the last Sunday in April to
the first Sunday in April, in 1986. 
 
SSTs were initially plotted against the corresponding observation times (1/1/69 -
1/19/02) to see if an obvious relationship was apparent.  The scatter was large and no obvious
relationship was indicated.  In an effort to uncover some pattern in the data, the observations
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were then binned by hour and averaged within bins to reduce the scatter.  However because
of the nonuniform nature of the distribution, with few observations outside the main cluster
(centered around 0800), the binned data were likewise unrevealing.  It was subsequently
decided to see if the scatter could be reduced by stratifying the temperatures by month as
well as TOD.  It became clear that there was a seasonal dependence in the TOD temperature
variations. Once it was decided to work with the stratified observations, the next question
was what approach should be used in constructing a TOD correction?  A least-squares fit to
the observations using a suitable basis function was the obvious choice.  The diurnal cycle
in SST varies in a generally cyclic manner, and according to Roll (1965), can be
approximated by using one, or at most, two harmonic terms. Because the scatter was still
relatively large, the inclusion of a second harmonic term could not be justified.
Consequently, a basis function of the following general form was used to fit the
temperature/TOD observations,
             
         Ti (t)  = Ri cos(2Bt/P  +  Ni) ,  for 0.0 <  t # 24.0,  and  i = 1,......,12     (1)
where Ti (t) represents the predicted temperature as a function of time, t, and month, i, Ri and
Ni  are the amplitude and phase obtained from the least-squares fit for the ith month, and P =
24 hours.  Because the above relationship is nonlinear with respect to Ri and Ni, the right-
hand side is usually rewritten as Ai cos(2Bt/P) + Bi sin(2Bt/P) to linearize the problem.  Ai
and Bi are then estimated by least-squares methods, where Ai = Ri cos(2Bt/P) and Bi = - Ri
sin(2Bt/P).  The details are given in Bloomfield (1976), for example.
Figure 6 shows temperature plotted vs TOD for each month together with the least-
squares, harmonic fits. Because we  display only the period between 0400 and 2200 hours,
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Figure  6.  Monthly harmonic least-squares fits to the sea surface temperature versus time-of-
day observations.  These harmonic fits are based on time-of-day information that was
available starting January 1, 1969. A noticeable increase in amplitude can be observed for
the summer months. 
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the full range of the diurnal cycle is not shown.  The amplitude of the fitted curves clearly
increases during the summer, as expected. The rate of increase in temperature is maximum
in the morning hours between approximately 0800 and 1200 with rates of increase
approaching 0.4°C/hour during the summer months.  It is thus unfortunate that most of the
“off time” observations were collected in the morning hours after 0800, since  measurement
accuracy is closely related the  rate-of-change in temperature (e.g., Camuffo and Zardini
1997).  Because the observations, when they were not taken at 0800, were usually taken later
in the day, the final corrected values are in most cases lower than the values that were
originally recorded. The impact of the TOD corrections (Fig. 7)  is shown for two cases, the
years 1984 (upper panel) and 2001 (lower panel). 1984 might be considered slightly better
than average with respect  to the need for, and magnitude of , the TOD corrections required.
However, 2001 is far worse in this regard, requiring more frequent and generally larger
corrections than any other year since 1969. For the year 2001, the corrections are  larger
during the summer reaching 2°C in some cases. Also, the times-of-day when the observations
were taken were consistently much later in the day.  The significance of these corrections
becomes apparent when we compare their magnitude (~1°C) with the overall range in SST
at Pacific Grove (~10°C). 
     The TOD information can also be used to examine the times at which the maximum
daily temperatures occur during the year (Fig. 8 - upper panel), and the magnitude of the
diurnal range in temperature (Fig. 8 - lower panel).  Because these relationships are expected
to be smoothly varying functions of time, they also have implications for the quality of the
monthly harmonic fits. The time of maximum daily temperature generally increases by
several hours as it should during the spring and summer, but does not return to earlier values
in November and December,  suggesting that the phase and/or amplitude of the harmonic fits
for these months is less than perfect.  Because the amplitude of the harmonic function is
smaller during the winter it may be more difficult to obtain an accurate fit during this period;
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Figure 7.  Plots of daily sea surface temperature for the original (uncorrected for time-of-day
variations - lighter trace), and adjusted  (corrected for time-of-day variations -  bold) data,
for the years 1984 and 2001.  The year 1984 (upper panel) was a typical year with regard to
the number and magnitude of TOD corrections required, whereas 2001 (lower panel) was the
worst year in this regard. 
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Figure  8. Upper panel - time of maximum daily temperature versus month.  There is a
seasonal dependence in  the time of maximum temperature generally occurring later in the
day during the summer and through the fall. Lower panel - the range over which the daily
temperature varies versus month. The greatest range occurs during the summer months (as
expected).  See text for further discussion of these figures.
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however, because seasonal heating is reduced, the magnitude of the possible error should be
smaller. Observations from ocean weather stations in the North Pacific indicate that daytime
maxima in SST occur at 1300 hours in the winter, and at 1500 hours in the summer
(Koizumi, 1956). Our results are consistent with Koizumi  for January and February, but the
time of maximum SST during daylight hours at Pacific Grove during the summer is at least
two hours later in the day.  The seasonal change in the magnitude of the diurnal range in
temperature is more well-behaved,  reaching a value of 3°C in June.  The magnitude of the
diurnal range is almost twice that expected for the open ocean (e.g., Monin et al., 1977),
again emphasizing the importance of diurnal heating at Pacific Grove.    
Although time-of-day corrections have been made for observations acquired since
January 1, 1969, the log sheets prior to this date also contained TOD information. However,
it has not been possible to locate the log sheets prior to 1969.  As we mentioned earlier, one
individual was primarily responsible  for collecting the daily observations for almost 30 years
(1919 to ~1950), and during this period  most of the observations were apparently acquired
at or near 0800 local time.  The question naturally arises as to what happened during the
1950s and 1960s? Again, based on anecdotal information,  in some cases, observations may
have been acquired several hours later on Saturday and Sunday than they were during the rest
of the week because this responsibility was often left for students to perform. To test this
hypothesis, the following analysis was conducted.  Mean values for each Saturday and
Sunday were compared with mean values for the 5 days just prior to, and 5 days following
each weekend mean value - this was done throughout the series. In fact there were almost
500 cases where the weekend means exceeded the adjacent  5-day means by 1°C, or more.
At this point we had almost decided to remove at least some of the weekend values and
replace them with more “representative”values when we asked  “ how  different would the
outcome  be if we made the same comparison for all adjacent two-day pairs over the course
of the week? ”   Fortunately, we made this comparison and found to our surprise that we
obtained results which were surprisingly similar  for all  two-day pairs.  The results of this
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comparison are shown in Table 2 below.  In constructing the table, thresholds were
established that ranged from 0.5°C to 3.5°C (in steps of 0.5°) indicating by how much any
given two-day pair exceeded the adjacent 5-day means.   In conclusion, based on the results
contained in Table 2 , we see no basis for making any adjustments to the weekend values,
or to the values for any other two-day period in the record.
Table 2.   The two-day pairs are abbreviated: Saturday and Sunday (SS), Sunday and
Monday (SM), Monday and Tuesday (MT), Tuesday and Wednesday (TW), Wednesday and
Thursday (WT), Thursday and Friday (TF), and Friday and Saturday (FS).
Threshold
    (°C)
           Number of values exceeding threshold for each two-day pair
                             
   SS   SM   MT   TW   WT    TF   FS
   0.5  1440  1439  1451  1362  1358  1388  1358
   1.0    469    460    439    404    388    400    396
   1.5    127    120    109     92     97    107     96
   2.0     26     37     23     23     28     23     29
   2.5      7      8      6      2      7      5      7
   3.0      2      3      1      0      1      0      1
   3.5      1      1      0      0      0       0      1
FILLING THE GAPS
As indicated in section 2, gaps exist in the record which vary in length from one day
to an entire year (1940).  The vast majority of gaps, however,  were one-to-several days in
length. Only three gaps of a month or longer exist. What method, or methods, should be used
to fill the gaps was obviously an important question.  If a proxy could be found for the
observations at Pacific Grove based on similar observations acquired elsewhere, than a
bivariate approach could be used to fill at least the longer gaps.  Daily measurements of SST
have been acquired at the Farallon Islands (Fig. 1), approximately 150 km north of Monterey
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Bay, since 1925, with a major gap occurring between 1943 to 1955. Using the Farallon data
as a proxy, of course, assumed that there is a significant correlation in SST between the two
locations, and previous work suggested that this was true, at least for seasonal and
interannual time scales (Robinson 1960;  Roden 1961). Although the records are correlated
at longer time scales, we had to make an initial decision on the range of time scales that could
be addressed using the bivariate approach. For gaps of a month or longer it was assumed that
the Farallon data could be used as a  proxy for the data at Pacific Grove, and for gaps of a
week or less,  univariate interpolation would be used.  In two cases, gaps of slightly less than
a month were filled using the regression equations, one gap was 29 days (2/21/26 - 3/21/26),
and the second was 19 days (8/29/35 - 9/16/35). Our choice of a week or less for univariate
interpolation was also based on previous work in estimating correlation time scales for daily
SST data at Granite Canyon located just north of Pt. Sur (Fig. 1). Breaker et al.(1983) found
decorrelation time scales for these data on the order of six days.  Few gaps were longer than
a week but less than a month. In section 7, we examine the validity of this  assumption.  
The Longer Gaps
An obvious choice for a suitable bivariate approach was lagged linear regression. Of
course we had to acquire the Farallon data before we could begin. We again obtained these
data from the Shore Stations Program at SIO. The actual measurement site is located on the
southeast Farallon Island at the boat landing near the Coast Guard lighthouse (SIO Reference
81-30). The boathouse has a southeast exposure to oceanic waters around the islands.
Measurements at the Farallons, unlike similar observations at many other coastal stations,
are acquired at around 1200 local time each day when the Coast Guard visits the islands,
weather permitting (D. Ainley, personal communication).  The record, available from SIO,
starts May 1, 1925 and ends on February 28, 1943. It resumes on February 1, 1955 and
continues up to December 21, 1996.  We subsequently acquired more recent data from the
Point Reyes Bird Observatory, extending the Farallon data through the year 2000 (C.
Abraham,  personal communication). The gap between 1943 and 1955 is almost 12 years
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(corresponding to a period when there were almost no gaps in the record at Hopkins)  and so
we have performed two separate regression analyses, the first, for the period from 1925 to
1943, and the second, for the period between 1955 and 1996. We note that the Farallon data
from May 1, 1925 to September 5, 1941, although recorded to the second decimal place, was
quantified in steps of approximately 0.11°C.  This format appears to be the same as that used
at Hopkins between 1919 and 1935, suggesting that similar reading/recording procedures or
instruments were used at both locations during these periods.
In conducting the regression analyses, gaps in either record and the value at the
corresponding time point in the other record  (which could also have been a gap) were
omitted from the analyses. The alternative would have been to fill all gaps initially using
some type of interpolation.  The series were initially lagged with respect to one another to
determine at what lag the maximum correlation occurred.  For the earlier period, the
maximum correlation occurred for the Farallons leading Hopkins by one day.  For the latter
period, the maximum correlation occurred at zero lag.  We confirm these lag structures in
section 6 by applying cross-correlation analysis to the reconstructed record. The results of
the linear regressions  are shown in Fig. 9.  The upper panel shows the regression for the first
period (1925 - 1943), and the lower panel shows the regression for the second period (1955 -
1996). Although the data from the Farallons were recorded to the nearest 0.11°C between
1925 and 1941, the majority of values were recorded at intervals of 0.55°C, leading to the
vertical striations that appear in the cluster of points during the earlier period. The regression
equations so obtained for each period are,
                             TPG(t)  = 0.6934(TF(t-1)  +  4.653,   for 1925 to 1943      (2)  
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Figure  9.  Upper panel - scatter diagram of sea surface temperature between the Farallon
Islands and the Hopkins Marine Station for the period May 1, 1925 to February 21, 1943.
See text for an explanation of the vertical striations that appear in the scatter plot.  A linear
least-squares line of regression has been included and is used as the basis  for predicting
missing values at Hopkins for gaps of about month  or longer.  The linear correlation
coefficient in this case is 0.675.  Lower panel - scatter diagram of sea surface temperature
between the Farallons and Hopkins for the period February 1, 1955 to December 31, 1996.
The least-squares line of regression has been included in this case also.  The linear
correlation coefficient in this case is 0.61.  Two separate periods were used because sea
surface temperature data were only available at the Farallon Islands at these times.  
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and
                             TPG(t)  =  0.5746(TF(t)  +  6.197,   for 1955 to 1996         (3)
where TPG(t) is the predicted temperature at Pacific Grove on at zero lag, and TF is the
temperature at the Farallons at a lag of 1 (1925 to 1943), or a lag of  0 (1955 to 1996). The
regression equations differ for the two periods.  Whether or not this difference is statistically
significant is difficult to determine since the record is temporally correlated.  The maximum
correlation between the records for the first period is 0.675, and for the second period is
0.610.  The slope decreased by 17% and the y-intercept increased by 33%.  We note that the
slopes and intercepts tend to compensate one another, and so for a limited range of
temperatures, the predicted values will be similar, using either equation. 
Gaps occurring between 1925 and 1943 were filled using the first regression equation,
and gaps occurring after 1955 were filled using the second  regression equation.  The
regression equations were used to fill the gaps indicated in Table 3.  To verify the accuracy
of the regression model (for the earlier period) we compared model-predicted values with
observed values for the arbitrarily-chosen year, 1936. No missing observations occurred at
Hopkins during that year. The results are shown in Fig. 10.  The patterns are generally
similar, with an RMS difference of 1.04°C.  Because of possible nonlinearities in the
observations at Hopkins we also conducted an independent regression analysis for the earlier
period using log-transformed versions of the data. This analysis produced similar results and
yielded an RMS difference that was virtually identical to the linear analysis. Consequently,
we have presented only the results of the linear regression analyses.
We address one last issue in this section. There is an inherent problem in the bivariate
approach we have used to fill the longer gaps.  When the regressed segments  are inserted
into the original record, discontinuities can arise at either (or both) ends of the segment with
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Figure 10.  Plots of the observed sea surface temperatures at Hopkins (bold) for the year
1936,  compared with temperatures predicted using the regression model for the period 1925
to 1943 (lighter trace). The root-mean-square difference between the observed and predicted
series is 1.04°C. 
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respect to the adjacent values in the original record.  To eliminate such discontinuities we
have removed six values at each end of the regressed segments and replaced them with
values which have been linearly interpolated between the existing values in the original
record, and the nearest regressed values.  A length of six days was chosen because it
corresponds to the decorrelation time scale estimated from daily SST data acquired at a
nearby location  (Breaker et al.1983).     
Table 3.  Gaps filled using regression
                             D a  t e s             Length (days)
              February 21 -  March 3, 1926                    29
              August 29  -  September 16, 1935                    19
              January 1  -  December 31, 1940       366 (1940 was a leap year)
              March 1  -  31, 1974                    31
              June 1 -  July 16, 1999                    46
              October 1  -  November 30, 2000                     61
 
  The Shorter Gaps
The longer gaps accounted for 52% of all of the missing values in the record (1.9 %,
overall), and therefore less than half of the missing values fall into the second category which
we have called “short”.  Gaps of approximately two weeks or less were considered short, and
univariate interpolation has been used to fill them. In only three cases were the gaps longer
than a week but less than a month. One gap of 16 days was filled using univariate
interpolation, and two gaps, one 19 days, and the second, 29 days, were filled using
regression (see Table 4).  The vast majority of “short” gaps were single days.  In fact, out of
323 gaps of two weeks in length or less, 294 were single days.
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Table 4.  Comparison of univariate interpolation methods.
Gap Length                     ~ 2 %                                          ~ 5 %
Method   RMSD(°C)  VAR((°C)2)*   RMSD(°C)  VAR((°C)2)*
Linear      0.0501      1.8375      0.0786     1.8335
Nearest
Neighbor
     0.0587      1.8396      0.0938     1.8400
Cubic Spline      0.0738      1.8408      0.1147     1.8436**
Hermite      0.0500      1.8375      0.0790     1.8350
*   The variance of the original complete segment of the Pacific Grove time series (1950-1965)
is 1.8366.
** The greatest change in variance was  + 0.38 % in this case.
 A wide variety of interpolation methods are available for estimating missing values.
The strengths and weaknesses of a number of these methods are discussed in Press et
al.(1986), and we do not elaborate on them. Out of these, we have chosen four well-known
methods as candidates to fill the shorter gaps. These methods include linear, nearest
neighbor, cubic spline, and Hermite interpolation.  Linear interpolation simply fits a linear
function between each pair of data points. In nearest neighbor interpolation, the value of an
interpolated  point is set to the value of the nearest existing point, and thus no new values are
created.  In meteorology, this method is reminiscent of the forecasting concept of persistence
which is often considered the standard for comparison when other forecasting methods are
being evaluated.  The cubic spline fits a cubic function between each pair of existing points
and uses the spline function to perform the interpolation at the desired locations.  In this case,
both the interpolated data and its derivatives are continuous.  The last method, Hermite
interpolation, is similar to the cubic spline and uses  piecewise cubic Hermite interpolation
to estimate the missing values. Like the cubic spline, it preserves the monotonicity and shape
of the data in the local region of interest.  The drawback of all of these methods is that they
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are deterministic and so do not preserve  randomness in the data. However, because the vast
majority of gaps were only single days, the error introduced by not using a more
sophisticated statistically-based approach must be considered small. We decided to compare
these methods by taking the longest gap-free section of the Hopkins record (1949-1966: 16
years) and to artificially create gaps in this subsection of the record.  These gaps were
introduced  randomly with gap lengths ranging from 1 to 6 days but with most of the gaps
being one day. We conducted this evaluation for two cases: in the first case, gaps comprised
2% of the 16-year subsection, and in the second case, they comprised 5% of the subsection.
These values bracket the percentage of missing values for the entire Hopkins record (3.8%).
For this evaluation, the root-mean-square differences (RMSDs) between the interpolated and
original subsections were calculated, as well as the variance (VAR) of the interpolated
subsections for comparison with the variance of the original subsection which was
1.8366°C2. The results of these comparisons are shown in Table 4.
 
A comparison of the variances between the original and the interpolated series
revealed little of interest (at least to us).  However, in comparing the RMS differences, we
found that linear interpolation performed as well as, or better than, the cubic spline and
Hermite interpolation schemes in both cases. Weedon (2003) also obtained slightly better
results using linear interpolation to fill relatively short gaps in a stratigraphic time series
compared to a more sophisticated weighted window procedure. As a result, in the interest of
simplicity, we have adopted linear interpolation as the method of choice in filling the shorter
gaps.  
EXTREME VALUES
Extreme values are of particular interest if their validity can be established because
they define the upper and lower limits over which the observed parameter can vary.
Temperatures in the Hopkins time series range from a minimum of  6.9°C to a maximum of
19.4°C over the 83-year period of record, after TOD corrections were applied. To determine
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whether or not the extreme values in this time series are valid we first constructed box plots
of the data.  This allowed us to take a closer look at the values at each end of the distribution.
Two box plots are shown in Fig. 11.  The boxes indicate the  median (13.6°C), and the lower
(12.1°C) and upper (14.0°C) quartiles.  Dashed lines connect the boxes with vertical lines or
“whiskers” toward each end of the distribution. The whisker locations are calculated by
multiplying the interquartile distance or range by a suitable factor (i.e., IQR) ;  often 1.5 is
used (e.g, Tukey 1977). The exact value of the multiplying factors or IQRs, determines how
many values will lie beyond the whiskers. We have chosen IQRs such that the five lowest
values appear as outliers in the upper box plot, and the five highest values as outliers in the
lower box plot.  Obviously, choosing only the  five  highest and  five lowest values is
somewhat arbitrary.  The question we would like to answer at this point is whether or not the
values we have chosen which represent outliers in the box plot are true outliers with respect
to the data. If we can not establish the validity of these observations with some  degree of
certainty, then, in our view, they should be replaced with more realistic values. 
Next we have tabulated the possible outliers below to reveal their numerical  values
and when they occur. In each case except for the extreme value that occurred  in 1931,
observation times were available to make time-of-day corrections.  Table 5a lists the  five
lowest values in the record.  The lowest values all occurred during the last 10 days in
December 1998 during an unusually cold period when air temperatures on December 21 and
22 (- 2°C) matched the coldest air temperatures on record for the Monterey peninsula over
the past 50 years (Renard 1999).  Small time-of-day corrections were required for the values
from December 23 - 25 (0.1°C).  The  five values in question are consistent with the values
leading up to, and following, this period of unusually cold weather.  The greatest change in
temperature from one day to the next during this period was 1.5°C. Consequently, we find
no reason to reject them. We also note that the observer who took the temperature readings
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Figure 11.  Box plots of sea surface temperature for Pacific Grove (reconstructed record:
1919 - 2002).  The box plots have been modified slightly by adjusting the interquartile range
(IQR) such that the 5 lowest values appear as outliers in the upper panel, and the 5 highest
values appear as outliers in the lower panel. These extreme values have been singled out to
determine whether or not they are credible.  See the text for further details.  
35
during this  period indicated that the surface waters were exceptionally calm which would
enhance the transfer of sensible heat from the ocean to the atmosphere, explaining why the
SSTs in this case were lower than at other times when the air temperatures were almost as
low.  
Table 5a.  Lowest  5 Sea Surface Temperatures 
               Temperature (°C)                         Date
                        7.5             December 22, 1998
                        6.9             December 23, 1998
                        6.9             December 24, 1998
                        7.9             December 25, 1998
                        7.5             December 26, 1998
Table 5b lists the  five highest values in the record.  At irregular intervals (2 - 7 years)
the California coast is influenced by El Nino episodes. When their influence extends as far
north as California, they are called “California El Ninos” (e.g., McGowan 1998). There is
usually a significant delay in the time of occurrence of El Ninos which originate in the
tropics and the time of their arrival off California. In some cases this influence, particularly
for the weaker events, never reaches as far north as California. When these episodes reach
California, the delay can be up to 6 months or longer, but varies from episode to episode. 
The warming influence of the El Nino phenomenon can produce  temperatures along the
coast of California which reach values in excess of 5°C above expected values. In most
cases, however, the warming influence produces  temperatures which are only 2 - 3°C above
normal.
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Table 5b.  Highest 5 Sea Surface Temperatures 
               Temperature (°C)                         Date
                        18.22*                October 7, 1931
                        19.4**                June 27, 1976
                        18.4                September 3, 1983
                        18.5                September 12, 1983
                        19.0                September 26, 1983
*   No time-of-day information was available for this observation.
** This value has subsequently been replaced with a value of 17.6°C
The  five highest temperatures shown in Table 5b each occurred during El Nino
episodes, according to Quinn et al. (1978).  The value in 1931, for which time-of-day
information was not available, occurred during what was classified as a moderate El Nino
in 1930, followed by a weaker El Nino in 1932. SSTs between October 5th and October 13th,
1931 were consistently greater than 16°C, and on two days, exceeded 17°C. Consequently,
a value of 18.22°C is consistent with the values that immediately precede it,  and those
following it. The highest value in the record occurs on June 27, 1976 during another
moderate El Nino.  It was taken at 0915 local time and thus a correction of 0.5°C was applied
which reduced the original value of 19.9°C to 19.4°C.  However, the differences in
temperature relative to days immediately preceding and following this value, 4.4°C and -
3.2°C, make a temperature of 19.4°C suspect. These changes in temperature from one day
to the next fall far out on the tails of the distribution of first differences for this series (not
shown). As a result we apply Chauvenet’s test for detecting outliers (e.g., Taylor 1982) to
determine whether or not this value should be rejected.  For normally-distributed
observations, this values lies approximately 2.7 standard deviations from the mean of the 13
values centered on the value in question. The probability of this occurrence is 0.007 (which
is far less than Chauvenet’s criterion of 0.5) and, thus, we reject this value. However, since
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temperatures  increased for the 5 days prior to this date, and decreased for 5 days following
it, we have decided not to reject this value entirely. Rather, we have replaced it with a
weighted average of the value that would have been obtained by linear interpolation, and the
value itself.  The weights are, of course, arbitrary, but we have chosen equal weighting.
Consequently,  the original value of 19.4°C has been replaced with a value of 17.6°C.  The
extreme values in 1983 all occurred in September during one of the most intense El Nino
episodes on record. Temperatures for this month are consistently high, with most values in
the range of 16° to 18°C.  In each case the values in question are also consistent with
neighboring values. 
                    
 It is important to emphasize that because of the time-of-day variations in acquiring the
data, and the approximate methods used in making time-of-day corrections (where they could
be applied), the  question arises as to how seriously any single value should be taken.
However, the data, taken collectively, should still be of considerable value.
Of note is the fact that a strong El Nino occurred during 1940, a year which was
completely missing from the Hopkins time series and, as discussed in section 3, was filled
using SST data from the Farallon Islands as a proxy,.  Temperatures as high as 17.8°C do
occur in the reconstructed record in September 1940,  reflecting El Nino influence during that
period.
EXAMINATION OF A PRIORI ASSUMPTIONS
In this section we revisit two issues that were addressed earlier but now that the record
is complete can be reexamined.  The first issue relates to the lag structure between the
Hopkins and the Farallon records for the two periods when observations from the Farallons
were available (1925-43, and 1955-2001). Initially, we calculated the regressions using the
original data.  We have not chosen precisely the same  periods in this case in order to avoid
gappy periods in either data set,  but also to take advantage of the observations that became
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available to us later in the study from the Farallons (1996-2000). Consequently, we have used
the following two periods for comparison: 1925 - 1939 (vs. 1925 -1943), and 1971 - 1999
(vs. 1955 - 1996). Any gaps in the Farallon data were filled using linear interpolation. To
verify the lag structures that were employed in the regression analyses in section 4, we have
calculated cross-correlations between Hopkins and the Farallons for the two periods
indicated (Fig. 12). Details of the calculations are contained in Bendat and Piersol (1971).
Cross-correlations for lags from -300 to +300 days show that the results are essentially in
phase close to the origin (i.e., at zero lag) but at longer lags, the cross-correlations become
slightly out-of-phase. Although the out-of-phase relationship at longer lags is curious, our
primary interest here is in the lag relationships near the origin, where in section 4, we
employed a lag of 1 day (with the Farallons leading Hopkins) for the earlier period,  and a
lag of zero for the latter period. In the lower panel of Fig.12 we take a closer look at the lag
relationships near the origin. We do in fact observe similar (but not identical) lag
relationships. There is a tendency for the Farallons to lead Hopkins by up to one day in each
case. (This is indicated by maximum cross-correlations occurring to the left of the origin.
Maxima in the cross-correlation function to the right of the origin, if they occurred, would
indicate that Hopkins was leading the Farallons.)   For both periods, maxima in the cross-
correlation functions at lags at, or close  to, zero, are consistent with the lags employed in the
previous regression analyses. 
To evaluate our a priori assumption concerning what constitutes “long” and what
constitutes “short” time scales in section 4, we have taken the reconstructed record at
Hopkins, and the same segments of the Farallon record used above (i.e., 1925-1939, and
1971-1999), and calculated the (squared) coherence between them. The coherence is derived
from the cross-spectrum between two time series and expresses the linear correlation
between them as a function of frequency.  The expression used to calculate the coherence 
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Figure 12. Plots of the cross-correlation coefficient versus lag (cross-correlograms) between
the Farallons and Hopkins for the periods 1925-1941 (lighter trace), and 1971-2000 (bold).
The upper panel shows lags out to  ± 300 days, whereas the lower panel only shows lags
between  ± 10 days.  In the lower panel, it can be seen that the maximum correlation occurs
at, or within one day of zero lag. The lag relationships from these correlograms, which are
based on the reconstructed record, confirm the lags that were estimated initially and used in
constructing the regression models, to fill the gaps in the Hopkins record. 
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((xy2) between series “x” and series “y” at frequency, f , is
                                           (xy2(f) = *Pxy(f)*2 /[Pxx(f)(Pyy(f)]                      (4)
 
where Pxy(f) represents the cross-spectrum between x and y, and  Pxx(f ) and  Pyy(f),  represent
the individual power spectra of x and y.  The details of the calculations can be found in
Kendall et al. (1983). The results of this calculation are shown in Fig. 13.  Frequency is
plotted on a logarithmic scale (base 10).  95% and 90% confidence limits have been added
to help determine at what periods the values of coherence are no longer meaningful.
Confidence limits for the coherence ((2), if (1- ")100% is the confidence interval we wish
to specify, were estimated according to
                                                          (1-"2 = "[1/EDOF-1]                            (5)
(e.g., Emery and Thomson 1997), where EDOF is the equivalent degrees of freedom and
represents the number of independent cross-spectral realizations for each frequency band. For
the band calculations in this case, a Hanning window was applied, which yields 5 equivalent
degrees of freedom, according to Priestley (1981). The resulting 95% and 90% confidence
limits are then approximately 0.50 and  0.41, respectively (as shown). The coherence
decreases steadily out to periods of ~60 days (0.017 cpd),  between periods of ~20 to ~60
days (0.05 to 0.017 cpd), the coherence oscillates but is marginal, and at periods of less than
~15 days (0.07 cpd), the coherence is not significant. It is difficult to determine exactly
where to draw the line between short and long in this situation, but certainly periods of 60
days or longer should be considered long, and periods of 15 days, or less, should be
considered short. Overall, our original assumptions regarding the separation of time scales
have more-or-less fallen within the limits indicated here. If we erred, it may be that we
applied the regression analyses to time scales which were too short according to these 
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Figure 13.  Coherence (squared) versus frequency between the Farallons and Hopkins for the
same two periods (1925-1941, lighter trace, and 1971-2002, bold) used in conducting the
previous cross-correlation analysis. The abscissa (i.e., frequency axis) has been plotted on
a logarithmic scale (base 10). These figures show that coherence decreases at higher
frequencies and that at periods in the neighborhood of 30 - 60 days, or less,  the records
become  essentially uncorrelated.  
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criteria.  However, we can argue that the regression approach does retain some measure of
natural variability whereas our methods of univariate interpolation do not. Decorrelation time
scales of the order of a week for daily SSTs at a nearby location would also argue in favor
of using regression for gaps much greater than a week.
DISCUSSION
The methods we have used to reconstruct the record are basic. More sophisticated
methods could have been employed.  For example, robust and /or non-linear regression might
have improved the fit between the observations from the Farallons and Hopkins.  Also, a
statistical approach could have been used to fill the shorter gaps such as the method of
optimal interpolators described by Pena (2001). However, it is our view that the methods we
have used are consistent with the quality of the data. Consequently, it is difficult to justify
the application of more sophisticated methods of reconstruction when the improvements that
accrue are most likely to be marginal (at best).  
Up to this point in the reconstruction we have not addressed the issue of
homogeneity. The original observations, to the precision they were reported,  have been
retained in the reconstructed record. The observations between 1919 and 1935, for example,
were reported to two decimal places whereas the precision of the reported values for most
of the record has been to one decimal place.  For several brief periods later in the record, the
observations were reported to the nearest 0.5° or 1°C.  These differences in precision clearly
detract from the quality of the record.  During the reconstruction, we have simply used the
observations as reported.  For some applications, all of the observations could simply be
rounded off to one decimal place.  Other possibilities exist.  For example, a statistical model
could be constructed to simulate the series (e.g., Abraham and Ledolter 1983).  The
simulations could then be blended with the original data, where appropriate,  to maintain
uniformity in the statistical properties (and precision) of the record. As a result, before further
reconstruction is undertaken, we will let the user decide on how (or if)  to homogenize the
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record.
The question of when to collect once-a-day observations, given a choice, is not
necessarily a trivial one. In our reconstruction, we adopted a standard reference time of 0800
local time. This was done primarily because 0800 is the reference time for collecting SST
and salinity data at most locations along the U.S. west coast that are part of the Shore
Stations Program at SIO.  However, other references could be chosen. In Camuffo and
Zardini (1997), the issue of the time at which daily meteorological observations should be
(and were) taken was discussed.  At Padova, the daily meteorological observations were
taken according to true solar time at the local meridian prior to 1868; after1868, they were
taken according to the average local solar time.  In our case, in ocean waters, other references
could be adopted such as the phase of the astronomical tide.  With observations acquired on
an hourly basis for several years, a well-defined daily cycle could be established that would
make it possible to adjust daily observations taken at any time-of-day, to any reference time
of choice.  Perhaps the most meaningful value, if it could be determined, would be an
average value for the entire day.  
To illustrate the importance of the time-of-day corrections that were made in section
3, we have calculated the long-tern linear trend for the entire record using the method of least
squares.  Previous work has suggested that SST at Hopkins has in fact increased by almost
1°C over the length of record  (Sagarin et al. 1999; Barry et al. 1995).  The calculated long-
term trend for the original series used in the past yields a value of approximately +
0.0123°C/year.  However, when we use the  record which has been corrected for TOD (after
the gaps were filled), we obtain a slope of + 0.0106°C/year,  a value almost 15% smaller than
the value obtained using the original data.  The primary reason for the reduction in slope is
due to the magnitude, sign, and frequency of the TOD corrections that were applied during
the last 5 years or so of the record.  Because most of the off-time observations during this
period were collected after 0800 AM, the net effect of the TOD adjustments has been to
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reduce many of the values of SST toward the end of the record, thus reducing the long-term
linear trend.  Because of the possibility that this record could reveal the influence of global
warming, the importance of these corrections becomes apparent.   
One issue that has not been discussed up to this point relates to the fact that
temperatures between the 1919 and 1929 at Pacific Grove were apparently much colder than
at any time since then.  Temperatures over the first 9 years were consistently 1°- 2°C colder
than temperatures after that time.  There are several possible explanations.  First, the problem
could have been instrumental due to a calibration error in the thermometer(s) that were used
in which case a correction could be applied.  However, it is also possible that the waters of
Monterey Bay were anomalously cool during this period. We are investigating both
possibilities but the information obtained so far does not indicate that the problem was
instrumental. Comparison of the data from Hopkins with daily SSTs from the Farallon
Islands between 1925 and 1930 show close agreement.  Thus, as yet, we have found no
compelling reason to make any adjustments to the data collected during this period.
However, if measurement problems are subsequently found, appropriate corrections to the
record will be made. 
FINAL REMARKS AND RECOMMENDATIONS
The primary interest in the Hopkins time series is related to the detection of climate
and ocean-related phenomena including the existence of possible long-term trends and
various low-frequency oscillations, and for comparison with other coastal locations.  Because
some of these oceanic signals are relatively weak, and perhaps even more so at Pacific Grove
because of its location, the quality of the reconstruction, in our view, takes on added
importance. In this regard, it is also important that a single version of this record be adopted
so that the results of future analyses can be directly compared.
Although the methods that were employed in  reconstructing the Hopkins time series
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were basic, it is our opinion that these methods are consistent with the quality of the data.
Although more sophisticated procedures could have been used, particularly in filling the
gaps, it is questionable, whether more sophisticated methods would have produced
significantly better results.
 
We recommend the following steps for improving the data collection procedures at
the Hopkins Marine Station.  First, the observations should be collected at, or near, the same
time each day, preferably at 0800 local time (Pacific Standard Time). This is consistent with
data collection procedures at other coastal locations along the U.S. west coast who participate
in the Shore Stations Program at SIO.   The precision of the measurements should be to the
nearest 0.1°C. Most of the oceanic signals of interest should be detectable at this resolution.
It is again consistent with existing data collection procedures elsewhere along the west coast.
If an automated data collection system is deployed, the present daily observations should be
continued so that they overlap the automated observations for at least a year, allowing a
thorough evaluation of the new system before total reliance is placed on it.  
Many of  the studies that have employed the Hopkins record have not discussed the
issue of data quality and how the gaps, for example, were accommodated. Because of the
growing interest in this time series, we felt that it was important to make available a single
version of this record whose reconstruction, as we have indicated, is well documented.  It is
hoped that in future studies utilizing the Hopkins record this version will be used.  The
reconstructed  record of daily SST at Pacific Grove from January 20, 1919 through January
19, 2002 is available as an ASCII file that contains year, month, day, time-of-day (when
available), the original record, and the reconstructed record. This file can be obtained from
the first author (Lbreaker@mlml.calstate.edu), or can be downloaded from the web site at
the Hopkins Marine Station in Pacific Grove (www.hopkinsmarinestation.edu). 
Finally, we emphasize that the methods we have used in reconstructing the Hopkins
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time series and the considerations involved in their selection are not unique to this record.
Many oceanographic and meteorological time series exist that have similar problems and so
the methods presented here should find application in reconstructing other records as well.
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