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Chapter 1 
Introduction 
1.1 Introduction 
Statistical Analysis plays an imperative role in decision making. Time Series Analysis is 
an important tool used by the policy makers/ practitioner for analysis of data as well as 
generating forecasts for future periods.Forecasting is the estimation of the value of 
some variable or a set of variables at some point in the future. Most forecasting 
techniques involve the creation of mathematical model which can be used to make 
quantitative predictions. Parameters in the mathematical model are estimated using a 
set of historical data. Simulation is then used to make predictions out of the sampling 
period.  
 
In this thesis, we have used various methods of Time Series Analysis for generating 
forecasts and compare the performance of these methods for both in short term and 
long term lead periods. When a forecasting exercise is undertaken, it is assumed that 
the behavior of the time series will continue to be the same as in the past. To generate 
a forecast, we first build the model with the past data and then project the future 
value of the series based on the selected model. So, the projected values are the 
indicative of its future behavior of the series when it is not manipulated or controlled. 
If an economic policy is formulated and implemented to boost the industrial production 
of the country, then the worthiness of the policy can be judged by comparing the 
forecast values with the actual of the series which measures the total industrial 
production of the country over time. There are many interrelated indicators which are 
to be considered jointly to predict the future values of the series.In this thesis, we 
have used interdependences of the economic time series by developing bivariate as 
well as multivariate methods to analyze their forecasting performance. 
 
The univariate time series forecasting methods available to a policy makers/ 
practitioner are many and varied. It begins with classical trend plus seasonal plus cyclic 
plus error model. With the development of modern the technique, the relative 
performance of the several univatiate forecast models were empirically tested by Reid 
(1969), Newbold and Granger (1974), Makridakis and Hibbon (1979), Ray (1988) etc. 
Makridakis and Hibbon (1979) offered an explanation to the seemingly conclusions of 
past empirical research on the accuracy of forecasting and evaluated the forecast 
errors of different lead periods to assess the relative efficiency of the forecast models. 
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We have evaluated the performance of five univariate time series methods by 
comparing the actual values with the forecasting obtained from the methods given by 
various authors for short term as well as long term lead periods. For short terms, we 
compare the actual with forecasts for 6 lead periods where as for long terms, we 
compare the actual with forecasts for 12 lead periods. These univariate methods are 1) 
Bilinear Method [Granger & Anderson (1878); Rao (1977, 1981) & Rao and Gabr, 
(1984)] 2) Box-Jenkins Method [Box & Jenkins (1977)], 3) Holt-Winters Method [Holt 
(1957) and Winters (1960)], 4) Brown Exponential Methods [Brown (1962)],5) State 
Dependent Method [Priestly (1980)]. 
 
All the above methods are univariate methods and forecasts generated by these 
methods taking the past data of the series. Generally economic time series cover data 
on policy variables and as policy variables are exogenous to the time series modeling, 
there may be many interrelated indicators which have to be considered to project such 
economic time series.  In that case one has to consider the multivariate time series 
analysis. In multivariate process, a framework is needed for describing not only the 
properties of the individual series but also the possible cross-relationships among the 
series. The main objective for modelling and analysing the series jointly are to 
understand the dynamic relationships over time among the series and to improve 
accuracy of forecasts for individual series by using the additional information available 
from the related series in the forecasts for each series.   
 
Transfer Function Model has been developed based on Box & Jenkins (1977), 
Multivariate ARIMA Model based on Jenkins & Alvi (1981). The results of Transfer 
Function Model presented in the Thesis based on the result Datta (1987). The Holt-
Winters Exponential Smoothing univariate methods have been extended to Bivariate & 
Multivariate Exponential Smoothing (Basu & Datta 2000) and the results has been 
compared with the univariate one. 
 
Bivariate as well as Trivariate Model have been developed by using Economic Time 
Series Data and the performance has been compared with the performance of select 
univariate methods. The models have been described briefly in Chapter 2. 
 
We have considered the data relating to Financial, Price and production of Indian Time 
series. This series are published regularly in the Reserve bank of India Bulletin. 
Generally, the series are indicator of the development of Indian Economy over the 
time. Their behavior is continuously watched and studied by the economic planners 
and research workers. The data series used for our study has been briefly described in 
Chapter 3. The performance of methods has been judged based on Mean Percentage 
square Error (MPSE). MPSE has been calculated for all the methods based on the eight 
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economic series. A method performs better than other methods, if MPSE of the method 
is less than the other methods. The empirical results and performance evaluation has 
been presented in Chapter 4.  
 
In this thesis, we have also used cross section data by using multivariate analysis 
technique for identifying homogeneous group of related sectors. Multivariate Analysis 
can be simply defined as the application of methods that deal with reasonably large 
numbers of variables made on each object in one or more samples simultaneously. 
Multivariate Analysis deals with the simultaneous relationship amongvariables. In other 
words, multivariate techniques differ from univariate and bivariate analysis in that they 
direct attention away from the analysis of mean and variance of a single variable, or 
from the pairwise relationship between two variables, to the analysis of the co-
variances or correlations which reflect the extent of relationship among three or more 
variables. In our study we have used both interdependence and dependence method 
to analyze the multivative data. In interdependence methods, we have used Factor 
Analysis and in dependence method, we have used Discriminant Analysis.  
In this thesis, we have used Factor analysis technique to measure the performance of 
different bank groups and Nationalised Banks. In Factor analysis, we study the 
interrelationships among the variables in an effort to find a new set of variables and it 
will be fewer in number than the original set of variables. It also expresses that which 
is common among the original variables. Factor analysis attempts to simplify complex 
and diverse relationships that exist among a set of observed variables by uncovering 
common dimensions or factors that link together the seemingly unrelated variables and 
consequently provides into the underlying structure of the data. 
1.2 Banking in India  
Commercial banking in India has a history of more than two hundred years. In fact, 
before the advent of British Banking, indigenous bankers were dominating in the 
financial market in India. It was in 1770, when the first bank of India started under 
European auspices, namely, the Bank of Hindustan established in Kolkata. Gradually, 
other Presidency Banks emerged, the objectives behind which were mainly confined to 
facilitating trading activities of the then British Mercantile community. Indian banking 
system evolved as an instrument of economic growth only after the ushering in of 
planning era in India during the fifties. The first step towards this was the 
nationalization of the Imperial Bank of India in 1955. Further, in 19th July 1969 the 
imposition of social control on banks were followed by the first installment of 
nationalization. In a similar move, the second installment of nationalization of banks 
was made in 15th April, 1980 bringing into the public sector an overwhelmingly large 
share of banking business. Indeed, nationalization was a historic step in recognition of 
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the potential of the banking system to promote broader economic objectives viz., 
growth, regional balances and diffusion of economic power.After the announcement of 
the new industrial policy on 24th
 
 July 1991 and the subsequent wave of liberalization of 
the Indian economy, banking structure in India underwent sea changes. Consequently, 
the Government welcomed foreign investment which is in the interest of the country’s 
industrial development. Thus, the Government continued the implementation of the 
policy of a liberalized and globalised market economic process. Attempts were also 
made to create a competitive environment for the efficient allocation of limited 
physical, technological, financial and human resources. Since then, each Government 
furthered the steps taken by its immediate predecessor to open up private as well as 
foreign investment opportunities and as a result, to improve the efficiency of the public 
sector undertakings, treating them at par with the private sector and foreign 
enterprise. The present Government is continuing with measures in the same direction 
and establishes the importance of performance appraisal of all types of enterprises 
such as public, private or foreign.  
At present, the Scheduled Banking Structure in India broadly comprises of Scheduled 
Commercial Banks and Scheduled Co-operative Banks. The former group consists of 
Public Sector Banks, Private Sector Banks, Foreign Banks and Regional Rural Banks. 
Public Sector Banks are again classified into Nationalised Banks and State Bank of 
India and its associates (State Bank Group), while Private Sector Banks are classified 
into Old Private Banks and New Private Banks. The Scheduled Co-operative Banks, on 
the other hand are divided into Scheduled Urban Co-operative Banks and Scheduled 
State Co-operative Banks.The public sector banks, indulging in mass banking since 
inception, are having the major chunk of the customers. In reality, the customer base 
of the Indian banking system is very large probably one of the largest in the world. 
Small borrowers predominate among the bank customers. This has brought forth two 
problems: firstly, high servicing cost of such a large number of accounts. Second, 
lower yield on advances. Thus, while public sector banks are entrusted with the social 
responsibility of enlarging their customer base keeping in view their social 
responsibility, their profitability aspect was paid much poorer attention.Foreign banks, 
on the other hand, are functioning with a touch of class banking and are having major 
corporate as their clients. With the opening up of the Indian banking system, a number 
of foreign banks have come to India. These banks are having keen interest in 
participating in the growing international banking business. They have brought in 
modern information technology in their operations and cater largely to large 
borrowers. 
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Besides, the foreign banks, a number of private sector banks have entered the 
financial market during the last few years following liberalization. They posed serious 
and tough competition to other banks by operating in the metropolitan centers through 
fully computerized branches and ATMs.  
 
With the reforms in the Indian banking sector, as it stands today, is mature in supply, 
product range and reach, with banks having clean, strong and transparent balance 
sheets. The major growth drivers are increase in retail credit demand, proliferation of 
ATMs and debit-cards, decreasing NPAs due to Securitisation, improved 
macroeconomic conditions, diversification, interest rate spreads, and regulatory and 
policy changes (e.g. amendments to the Banking Regulation Act).Certain trends like 
growing competition, product innovation and branding, focus on strengthening risk 
management systems, emphasis on technology have emerged in the recent past. In 
addition, the impact of the Basel II norms is going to be expensive for Indian banks, 
with the need for additional capital requirement and costly database creation and 
maintenance processes. Larger banks would have a relative advantage with the 
incorporation of the norms. 
Several changes have taken place in the operations and structure of the banking 
system with the introduction of Financial Sector Reforms in 1991. The increased 
opportunities for the banks provided by the deregulation have extended their 
portfolios, but at the same time introduced new uncertainties and risks. Competition 
has increased considerably both within and outside the banking system. In Chapter 5, 
we have examined the comparative strengths and weaknesses of each bank group 
based on some selected parameters and reviewed the relative performance of the 
bank group based on some selected parameters. 
In India, prior to Financial Sector Reforms, the main objective of the banks and 
financial institutions was growth for which the size of balance sheet formed an 
important basis. Among the parameters of growth, deposits constituted a key factor. 
But this objective has been changed since the onset of the reforms process. Now the 
main objective of the banks is to strengthen the quality of balance sheet rather than its 
size and to improve profitability. 
In chapter 5 of our thesis, we have examined the comparative strengths and 
weaknesses of each bank group based on some selected parameters and reviewed the 
relative performance of the bank group based on selected parameters. 
 
1.3 CAMEL Rating 
To facilitate this transition and to uplift the Indian banking system to international 
standards, various measures have been introduced by the Reserve Bank of India and 
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many are in the process of implementation. One such measure to judge the financial 
viability of banks, is the adoption of a rating methodology on the lines of widely 
accepted CAMEL (Capital adequacy, Asset quality, Management, Earnings and 
Liquidity) model with modifications. The modifications included another factor i.e., 
Systems and Control. This is based on one of the recommendations of the 
Padmanabhan Committee on “On-site Supervision over Banks”. In Chapter 5, we also 
have attempted to use a benchmark using publicly available accounting data of 
Nationalised Banks by adopting CAMEL model. This is expected to help the supervisory 
systems for a rigorous on-side inspection. In general, CAMEL ratings are designed to 
reflect a bank’s financial condition, its compliance with regulatory policies, and quality 
of its management and implementation of its systems of internal control. The ratings 
are as follows:  
 
Rating level Description of the Institution 
i)  Upto 1 Strong performance. 
ii) Above 1 and upto 2 Satisfactory performance. 
iii)Above 2 and upto 3 Fair performance that is flawed to some degree. 
iv) Above 3 and upto 4 Marginal performance that is significantly below 
average. 
v)  Above 4 and upto 5 Unsatisfactory performance that is critically 
deficient and in need of immediate remedial 
action. 
 
1.4 Testing of Benchmark Level 
Indian Banking System has already adopted several measures to scale its height to 
International Standard and more are in the process of adoption. These Banks have 
been appraised regarding their efficiency or performance in terms of International 
Standards through various studies. Some of these studies are related to distinguishing 
between banks to rank their performance and also to assess the position as compared 
to certain benchmark levels. There is still need for analyzing critically the performance 
of banks in terms of efficiency, with precision, using statistical tools. Such an analysis 
will help banks with lower efficiency to move to higher level of efficiency, with the aim 
of moving towards International Standards. This is crucial for banks in India, 
particularly at the backdrop of the current trends of higher level of technological 
adoption taking place at a rapid pace.    
In Chapter 6, we have critically measure the efficiency of the Nationalised Banks based 
on some key parameters.A benchmark has been arrived at with reference to which the 
efficiency level of each bank has been assessed. The Banks, which are above the 
benchmark level, are rated as better off/worse of and those, which are below the 
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benchmark, are treated as worse of/better of depending upon the specific nature of 
parameters. The significance of such rating is also being tested in this study with the 
help of Discriminant Analysis.  
 
1.5 Operational Efficiency in Banks by Transaction Cost 
Transaction cost, in economics, is defined as the cost of converting money to other 
financial assets and vice versa. In the context of banking, transaction cost relates to 
the cost involved in performing business transaction involving all resources viz. 
employees, machines and computers, money and monetary assets and other 
necessary materials. In essence, transaction cost is the determinant factor behind the 
operational efficiency of the banks. Considering the critical relevance of the concept, 
Transaction Cost Index or Operational Efficiency Index has been adopted as the most 
comprehensive tool of measuring inter-bank transaction cost.  
  
The measure of operational efficiency in terms of transaction cost Index is derived 
from intermediation cost approach and it is calculated as follows: 
 
Transaction Cost Index = (Operating Expenses / Total Assets) x 100 
 
Operating Expenses = Establishment Expenses + Other Operating Expenses. 
In Chapter 6, we have also evaluated the transaction cost of different bank groups in 
general and all Nationalised Banks in particular. Lower the transaction cost is better in 
efficiency. We have taken the hypothesis that the transaction cost will reduce with the 
increase in per branch deposits. The hypothesis is tested with the data of Nationalised 
Banks. 
 
1.6 Terms used in analysis of Banks’ Performance 
Sr Terminology Description 
a) Capital Adequacy Ratio Capital/Risk weighted Assets 
b) Gearing Ratio 
. 
Average Equity (Average Capital & Reserves less  
accumulated loss)/Average assets 
c) Return on Assets (ROA) Net Profit to Total Assets 
d) Net non-performing assets(NPA)  Gross Non-Performing Assets minus 
Provisions 
e) Net Advances Gross Advances minus Provisions for NPAs 
excluding provisions on standard assets 
f)  Spread (Interest Spread) Interest Earned minus Interest Expended 
g) Burden Operating Expenses minus Non-Interest 
Income (Other Income) 
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Sr Terminology Description 
h) Total Income Interest Income plus Other Income 
i) Operating Profit Total Income minus (Interest Expended plus 
Operating Expenses) or [Interest Spread 
minus Burden] 
j) Net Income Interest Spread plus Other Income 
k) Non-Fund Income Commission, Exchange & Brokerage 
l) Earnings per share Net Profit/No. of shares of Rs.10/- 
m) Working Funds These are total resources (total liabilities or 
total assets) of a Bank as on a particular 
date. Total resources include Capital, 
Reserves and Surpluses, Deposits, 
borrowings, Other liabilities and provisions. 
n) Average Working Funds Average of Monthly Working Funds 
o) Business Total Deposits plus Gross Advances. 
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Chapter 2 
 
Time Series Analysis and the models 
 
Introduction  
 
A time series may be defined as sequence of random variables observed in a 
chronological order. The parameter on which the series defined can be discrete or 
continuous. A series with discrete parameter may be defined as discrete time series 
viz., a daily stock price of a script, whereas the record of temperature of a place on 
continuous basis provides as example of continuous time series. If Xt denotes the 
value of the series at time t for t =1, 2, …, N; then X1, X2, …, XN may be considered as 
a finite realization of a stochastic process {Xt, t=1,2, …, } or {Xt
 
, t = 0, ±1, ±2, … }. 
Objectives of the Time Series 
 
The prime objective of the time series analysis is to draw inference about the basic 
structure of the stochastic process from the information contained in a given finite 
realization. Basically in time series, successive observations are not independent. The 
successive observations are correlated and their interrelationship which is the most 
important information being used in the analysisof time series. A time series model is 
build from a given series which may reasonably describe the generating process. Once 
a model is obtained it can be used for forecasting. The policy makers use various 
methods for forecasting a time series. To forecast a time series a suitable model is 
developed by using the past data and then project the future values of the series with 
the help of the model so developed.  The projected values are the indicative of its 
future behavior of the series when it is not controlled or manipulated. 
 
In this thesis, we have evaluated the performance of five univariate time series 
methods by comparing the actual values with the forecasting obtained from the 
methods given by various authors for short term as well as long term lead periods. For 
short terms, we compare the actual with forecasts for 6 lead periods where as for long 
terms, we compare the actual with forecasts for 12 lead periods. These univariate 
methods are 1) Bilinear Method [Granger & Anderson (1878); Subba Rao (1977, 1981) 
& Subba Rao and Gabr, (1984)] 2) Box-Jenkins Method [Box & Jenkins (1977)], 3) 
Holt-Winters Method [Holt (1957) and Winters (1960)] 4) State Dependent Method 
[Priestly (1980)], 5) Brown Exponential Methods [Brown (1962)].  
 
All the above methods are univariate methods and forecasts generated by these 
methods taking the past data of the series. Generally economic time series cover data 
on policy variables and as policy variables are exogenous to the time series modeling, 
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there may be many interrelated indicators which have to be considered to project such 
economic time series.  In that case one has to consider the multivariate time series 
analysis. In multivariate process, a framework is needed for describing not only the 
properties of the individual series but also the possible cross-relationships among the 
series. The main objective for modelling and analysing the series jointly are to 
understand the dynamic relationships over time among the series and to improve 
accuracy of forecasts for individual series by using the additional information available 
from the related series in the forecasts for each series.   
 
Transfer Function Model hasbeen developed based on Box & Jenkins (1977), 
Multivariate ARIMA Model based on Jenkins & Alvi (1981). The results of Transfer 
Function Model presented in the Thesis based on the result Datta (1987). The Holt-
Winters Exponential Smoothing univariate methods have already been extended to 
Bivariate & Multivariate Exponential Smoothing (Basu & Datta 2000) and the result has 
been compared with the univariate one. 
 
Bivariate as well as Trivariate Model have been developed by using Economic Time 
Series Data and the performance has been compared with the performance of select 
univariate methods.  
 
We have considered the data relating to Financial, Price and production of Indian Time 
series. This series are published regularly in the Reserve bank of India Bulletin. 
Generally, the series are indicator of the development of Indian Economy over the 
time. Their behavior is continuously watched and studied by the economic planners 
and research workers.  
 
Model Description 
The univariate models have been briefly described in Section 2.1. In Section 2.2, we 
have briefly described about Transfer Function Model and in Section 2.3, Multivariate 
Exponential Models has been described and the optimality of the multivariate model 
has been examined. Multivariate ARIMA has been briefly described in Section 2.4. 
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2.1: Univariate Time Series Methods 
 
2.1.1 Box-Jenkins Model 
 
   In the theory of stationary random process, Wold’s theorem plays a fundamental role 
(Wold 1938). Briefly, the theorem can be stated as follows. 
 
     If X(t) be a zero mean second order stationary process, then X(t) can be expressed 
in the form 
 
           X(t) = U(t) + V(t)                                                                 (2.1.1) 
 
where (i)U(t) and V(t) are uncorrelated process, 
         (ii)U(t) is non-deterministic with one-sided linear representation  
  i.e., E[e(s)V(t)]=0 for all s and t. The sequences {a (u)} are uniquely determined. 
 
     (iii) V(t) is deterministic i.e. can be predicted from its own past with zero prediction 
variance. 
 
     The proof of the statement was given by Priestley (1981). 
 
     If we assume V(t) is absent, then it is important  to  note that  the  Wold's  
theorem  only  states  that  a  second   order stationary process has one-sided infinite 
order moving average representation in terms of an uncorrelated process {e(t)}. 
 
     The X(t) can be written as 
If we define B as the back-shift operator i.e., Be(t)=e(t-1), B2
 
e(t)=e(t-2) etc., then X(t) 
can also be written as 
 
(2.1.2)                                                                              )()(    )(
0
∑
∞
=
−=
u
uteuatU
 V(t),with  eduncorrelat and process eduncorrelatan  is e(t) , )u(a  1,a(0) with
u
∑ ∞<= 2
∑ −=
u
(2.1.3)                                                                                  )()()( uteuatX
(2.1.4)                                                                        )()()())(()( teBFteBuatX
u
u == ∑
(2.1.5)                                                                                         )()(     ∑=
u
uBuaBFwhere
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    If it is possible to express F(B) as the ratio of two  polynomials  φ(B) and θ(B) of 
finite order, at  least  approximately, then we can express (2.1.4) as 
 
          X(t) = [θ(B)/φ(B)] e(t)    
 
      or, φ(B)X(t) = θ(B)e(t) , t= 0, ±1, ±2,...,                                                (2.1.6)  
 
where φ(B) and θ(B) are the polynomials of degree p and q respectively. If  {e(t)} is a  
sequence  of  independently  and identically distributed random variables, the model  
defined  in (2.1.6) is known as Auto-Regressive Moving Average (ARMA(p,q)) model of 
order p and q. In particular case, when q=0 or p=0, the models are known as Auto-
Regressive model of order p (AR(p)) or  Moving Average of order q (MA(q)). 
     Now, it is a common experience that an economic time series is generally not 
stationary. This arises due to the presence of trend in mean or variance or may be in 
both. In these circumstances, it is not possible that to express the series directly in 
terms of an AR, MA or ARMA model. But Box and Jenkins(1976) argue that such a non-
stationary series can be transformed  to  a stationary or to an almost stationary series, 
if it is differenced an  appropriate  number of times. Thus, if we have a stochastic 
process  {X(t), t= 0, ±1, ±2, ... } which is non-stationary and has a trend, we can find 
a positive integer d such that the transformed series W(t)=∇dX(t) becomes stationary, 
∇ being the difference operator, viz. ∇X(t)= X(t)-X(t-1), ∇2X(t)=X(t)-2X(t-1)+X(t-2) 
and so on. For the seasonal time series with period s, the observations which are s 
intervals apart are similar. One might expect that the operation BsZ(t)= Z(t-s) would 
play an important role in the analysis of  seasonal series, and the furthermore, since 
non-stationary is to be expected in the series X(t), X(t-s), X(t-2s),..., the simple 
operation ∇sX(t)=(1-Bs)X(t)= X(t)-X(t-s), ∇s2X(t)=(1-Bs)2
φ
X(t)= X(t)- 2X(t-s)+ X(t-2s) 
might be useful  for  making the  series stationary. Hence, in general case, X(t) can be 
approximated as 
1(B)φ2(Bs)∇d∇sDX(t) = θ1(B) θ2(Bs
 
)e(t), t= 0,±1, ±2, ...,;                  (2.1.7) 
where φ1(B) is thepolynomial in B of order p andφ2(Bs) is thepolynomial in Bs of order P 
in Auto-Regressive partwhere as θ1(B) is the polynomial in B of order q and θ2(Bs) is 
the polynomial in Bsoforder Q. The above representation is known as Auto-Regressive 
Integrated Moving Average (ARIMA) model.e(t)’sare independently and identically 
distributed random variables with E(e(t)) = 0, Variance of e(t) is σ2
 
 and s is the period 
of seasonality. 
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     In our present study, we have consider the model as  
 
φ(B)∇d∇sD X(t)= θ(B)e(t), t=0, ± 1, ± 2,...                                             (2.1.8) 
 
whereφ(B) and θ(B) are the polynomials of order p and  q  which includes the term Bs
I. Identification of the model, 
 
or more.       
     The complete procedure of model building and forecasting are fully described by 
Box and Jenkins(1976). In short, they have suggested four basic steps namely 
II. Estimation of parameters of the model,  
III. Diagnostic Checking of the model, and 
IV. Forecasting 
     The tentative values of p, d, D and q of the model (2.1.8) are obtained with the 
help of auto-correlation and partial auto correlation functions. Having obtained them, 
the parameters φ=(φ1,φ2,..., φp)′ and  θ =(θ1, θ2,..., θq
       
)′ are estimated  by minimizing 
where (i) [ê(t)(φ,θ)] is the estimated value of e(t) for φ and θ and  (ii)  in  practice, the 
infinite sum can be  replaced  by  a manageable finite sum of the equation (2.1.9). 
S(φ,θ) is minimized by  non-linear least square method as suggested by Box and 
Jenkins (1976). 
     After estimation of parameters, we test the adequacy of the model by using the 
statistic  
∑
=
−=
L
k
k eknnnQ
1
2 )())(( τ                                                                          (2.1.10) 
where (i) τk(e) is the kth order autocorrelation of the  estimated  e(t) and (ii) L is some 
arbitary integer  (generally  n/5) upto which the autocorrelation is calculated. Under 
the hypothesis that the model is adequate, Q is distributed as χ2
An adequate model, which has been identified by the above procedure, does not 
generate a good forecast. To  overcome  this  problem, Akaike(1973)  has  suggested  
a criterion, now known as Akaike's Information Criterion(AIC) which is  used  to 
identify the model uniquely. This identified model will generate optimum forecasts. The 
AIC has been defined as 
 with (L-p-q) degrees 
of freedom. Once the model is found to be adequate, it is used for forecasting. 
AIC=  - 2 log(Maximum of Likelihood) + 2(Number of free parameters)          (2.1.11) 
(2.1.9)                                                                                )],)((ˆ[),( 2θφθφ teS
t
∑=
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Here we select a model for which AIC is minimum.  In  case  of  a Gaussian  Process,  
it  is well known that  the  maximization  of likelihood  is  equivalent  to the 
minimization of  error  sum  of squares,  AIC makes a balance between the reduction 
of error sum of  squares  and  the  increase  in  the  number  of  parameters. Ozaki 
(1977) has shown that AIC criterion has performed well to identify the parsimonious 
models for all series discussed by Box and Jenkins(1976). Ray (1988) have studied the 
capability of AIC in identifying ARIMA models of an Indian Economic Time series by 
using mean square error of the forecast values and found the conflicting conclusion by 
using the AIC criterion. 
2.1.1.1 AIC of ARIMA model  
 
     We have defined the ARIMA model in (2.1.8) which is as follows: 
 
φ(B)∇d∇sD
 
 X(t)= θ(B)e(t)                                                                      (2.1.12) 
where  (i) φ(B), θ(B) are the polynomials in B of order p  and  q respectively,  (ii) ∇ 
and ∇s are difference operators such that ∇X(t)=X(t-1)-X(t-2) and ∇sX(t)=X(t)-X(t-s), 
(iii) e(t)'s are  independently and identically distributed  random  variables with 
E(e(t))=0  and  V(e(t)) = σ2
 
 and (iv) s is  the  period  of seasonality of the series.                     
     Before building an ARIMA model, it is necessary to transform the series suitably.  In 
this regard, Box and Cox (1960) have suggested the transformation of the form 
 
            
01 ≠−= λ
λ
λ
ifXY                                                                        (2.1.13) 
 
             = loge
 
 X     if λ = 0. 
     In   this   present study, we have selected eight economic time series viz., 1)Money 
Supply (M3), 2)Index Number of Wholesale Price (WPI), 3) Consumer Price 
IndexNumber for Industrial Workers (CPI), 4) Index Number of Industrial Production 
(IIP), 5) Bank Credit of All Scheduled Commercial Banks, 6) Non-Food Credit of All 
Scheduled Commercial Banks, 7) Aggregate Deposits of All Scheduled Commercial 
Banks and 8) Investments. Details description of these series is presented in Chapter 
3. We have used logarithmical transformation in five series  and other three  series, 
mainly (i)  Index  Number  of Wholesale Prices, (ii) Consumer Price Index Number of 
Industrial Workers  and (iii) Index number of Industrial Production, without 
logarithmically  transformation before the Box-Jenkins  method  is applied. 
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     To evaluate the AIC value of the ARIMA model as defined in (2.1.12), we also 
assume that e(t)'s are  normally  distributed  in addition to the assumption stated 
above. 
     Then the log-likelihood function as: 
L =(-n/2)logσ2 -(n/2)log2π -(1/2σ2
where  
)S(φ,θ) + T(φ,θ)                                   (2.1.14) 
 (i)  n is the length of the series on which the  model  is built,  
 (ii) φ's and θ's are parameters of the model,  
                 n 
(iii)S(φ,θ)= Σ [e(t)(φ,θ)]2
 t=-∝ 
,  e(t)(φ,θ) being  the expected value of e(t) for given φ and θ.  
 
(iv) T(φ,θ) is a function of φ and θ whose value is sufficiently small as compared to 
S(φ,θ) when n  is large. 
 
    Hence, when n is large, we can write the (2.1.14) as 
 
L = (-n/2)logσ2 -(n/2)log2π -(1/2σ2
 
)S(φ,θ)                                             (2.1.15) 
In Box-Jenkins procedure, we estimate φ and θ by minimizing S(φ,θ). Hence in this 
case, AIC becomes 
AIC = n logσ2
Where, m is the number of parameters estimated in the model. As we are interested in 
identifying the best ARIMA models on the basis of AIC, we have considered only the 
relevant forms of AIC, which is written as 
 +n log 2π + n + 2m                                                        (2.1.16) 
AIC = n log σ2
Since σ
 + 2m                                                 (2.1.17) 
2 is unknown, for the evaluation of AIC, the estimated value of σ2 
               n 
is 
s2 = (1/n) Σ [ê(t)(φ,θ)]2
            t=-n’                                                                                                           
is very close to zero, where ê(t)(φ,θ) is the estimated value of e(t)(φ,θ). 
, where n’ is an  integer such that the value of ê(t)(φ,θ), t<-n’  
 
     We have considered the criterion of parsimony in identifying the best ARIMA model 
as suggested by Box and Jenkins.  In case where two or more models are having equal 
number of parameters, the model which is having minimum AIC is selected. 
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2.1.2 Bilinear Model 
     Consider the Wold's theorem as mentioned earlier. In absence of  the deterministic 
part (V(t)), a zero mean second order stationary  process  X(t) can be expressed as a  
one-sided  infinite order  moving  average representation in  terms  of  uncorrelated 
process {e(t)}, but it does not mean that the process necessarily conforms to a linear 
model. 
     If the process X(t) is Gaussian, then {e(t)} are independent and  hence  all 
Gaussian stationary processes confirm  to  linear models.  If the process {X(t)} can not 
be expressed as a linear infinite order moving average process, then it can represented 
as non-linear model. 
     Bilinear Model is one non-linear model.  The analysis of bilinear time series model 
has been considered by Granger and Anderson (1978a, 1978b) and Subba Rao(1977, 
1981a, 1981b). 
     If X(t) be a discrete parameters time series satisfying  the difference equation 
 
where {e(t)} is a set of independent random variables with  zero mean and finite 
moments upto fourth order and c(0)=1. We define the  model (2.1.18) as a Bilinear 
time series model  BL(p,r,m,k)  and the process {X(t)} as a bilinear process. 
     Rao and Gabr(1984) considered the first  and  second order  stationary conditions 
for a diagonal and lower triangular bilinear model. 
     To identify a suitable bilinear model, we develop an appropriate ARMA model and 
then adding bilinear terms to the model on the line suggested by Li (1984) and Kumar 
(1986). Having identified a bilinear model, we estimate the parameters by the non-
linear least square technique using Marquardt algorithm with first order derivatives. A 
parsimonious bilinear model has been selected from a set of bilinear models having 
minimum AIC. 
     To identify a suitable bilinear model, we develop an appropriate ARMA model and 
then adding bilinear terms to the model on the line suggested by Li (1984) and Kumar 
(1986). Having identified a bilinear model, we estimate the parameters by the non-
linear least square technique using Marquardt algorithm with first order derivatives. A 
parsimonious bilinear model has been selected from a set of bilinear models having 
minimum AIC. 
 
 (2.1.18)                                   )()()()()()()(
1 101
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2.1.3. Holt and Winters Exponential Smoothing 
     The series Xt is assumed to be composed of a linear trend, a seasonal component 
and an error component. It is further assumed that the model is multiplicative. The 
model can be written as 
             Xt = Lt * Ft * Et
where  (i)   L
                (2.1.19) 
t
       (ii)  F
 is the linear trend at time t, 
t
    (iii) E
 is the seasonal component at time t, 
t
     The two components of the linear trend L
 is the error component at time t. 
t =µt +t Tt at time t namely µt (level) and 
Tt (slope) and the seasonal component Ft
µ
are successively smoothened with the arrival 
of a new observation. The set of equations used to smooth and update the abovethree 
parameters is as follows. 
t = A(Xt/Ft-s) + (1 - A)(µt-1 + Tt-1
     T
), 
t = C(µt - µt-1) +(1 - C)Tt-1
     F
,                                                              (2.1.20) 
t = D(Xt/µt) + (1 - D)Ft-s
where s is the length of periodicity; A, C and D  are  smoothing constants  lying 
between 0 and 1. It may be noted that lower the values   of  these three constants, 
the more steady will  be  the final  forecasts, since the use of low values implies  that  
more weight  is  given to the past observations and  consequently  any random 
fluctuations in the near past will have less influence on the forecasts. As the seasonal 
factors are multiplicative, the forecast equation may be written as 
, 
 
,...2,1;*)( =+= −++ hFhTX shNNNhN µ

                                                         (2.1.21)  
 
where (i) hNX +ˆ  is the forecast value of XN+h
     The value of A, C and D are determined on the basis of forecast performance over 
a period of time. Assuming a quadratic loss function, the optimum combination of 
A,C,D is obtained from a set of feasible grid of values over the region 0< A,C,D <1 for 
which the sum of square errors(U) is minimum,       
 at time point  (N+h) and (ii) h is the 
modular value of h with respect to s i.e., h is the reminder when h is divided by s. 
where ∑
−+
=
++ −=
1
2
11 )ˆ(
hM
Mt
tt XXEU  
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 Here )ˆ( 11 ++ − tt XX   is the one step  ahead  forecast  error based on a model which is 
derived on the basis of the observationsX1, X2, X3, ... Xt
2.1.4 Brown Exponential Smoothing 
; M being an integer less than 
N. 
     The Brown exponential smoothing method is an adaptive and generalizedversion of  
simple  exponential  smoothing.  If weconsider a realization X1, X2,... XN of a stochastic 
process {Xt
i)  The  random  variable (X
, t = 0, ±1, ±2, ...}, we can develop a forecasting model based  on the 
following assumptions: 
t) at time point t  consists  of  twoadditive components ζt 
and εt, where ζt is deterministic and εt's are  uncorrelated random components with 
mean zero  and  constant variance σ2
ii)  The deterministic part ζ
. 
t
               f(t+1) = Lf(t),                                                                         (2.1.22) 
 can be represented  by  a  linear combination  of  p  fitting  
functions  which  are  deterministic functions  of  time.  It is further assumed that 
these fitting functions are such that they obey the relationship, 
where f(t) = ( f1(t), f2(t), ... fp(t))' is  a column vector of p fitting function namely f1(t), 
f2(t), ... , fp
iii)  The forecast model is build on the  assumption  that  the influence  of  the  
observation on the  forecast  value  goes  on decreasing  exponentially as one moves 
from the present  to  the past.  In other words, while estimating the parameters of the 
model, we minimize  
(t) and L is a non-singular  p  X  p  matrix. This matrix L, generally  known  
as transition matrix, can be determined when the fitting  functions are polynomials, 
exponentials or sinusoidal.  
2
1
t
N
t
tN εβ∑
=
−  (0 <β< 1) rather than minimizing∑
=
N
t
t
1
2ε . This is known 
as Discounted Least Square Technique. 
iv)The forecast model is developed by taking the current periodas the point of origin. 
     Now, with the above assumptions, Xt
      X
 can be expressed as  
t =a1(N)f1(t-N) + a2(N)f2(t-N) + ... + ap(N)fp(t-N) + ε
             =a’(N)f(t-N) + ε
t 
t
where a’(N) is the column vector of regression coefficients  estimated from the N 
realizations X
,                                                                    (2.1.23) 
1, X2, ... ,XN; f(t) is the vector of p fitting functions and εt's are 
uncorrelated and  identically distributed random variables with E(εt)=0 and V(εt) = σ2. 
The estimation procedure and the updating formula of a(N) are fully discussed by 
Brown (1962). 
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     The parameters are obtained minimizing the discounted least square 
∑ ∑
= =
− −−=
N
t
p
j
jjt
tN NjfNaXS
1
2
1
])()([β  
 
     The estimated parameters are 
(i) â(N) = F-1
(ii) â(N) =L’â(N-1) + F
G(N) 
-1 )ˆ( NN XX − f(0)                                        (2.1.24) 
where (a) ∑
∞
=
−−=
0
)(')(
j
j jfjfF β  
          (b) ∑
=
− −=
N
t
t
tN NtfXNG
1
)()( β  
      (c) L is the transition matrix, 
  (d) NXˆ is the one step ahead forecast, 
 and   (e) β is the discount factor lying between 0 and 1. 
Once the estimate of a(N) is available, we can  write  the forecast function as  
)().(ˆ)()(ˆˆ
1
hfNahfNaX i
p
i
ihN == ∑
=
+                                                             (2.1.25)                       
Where  )(ˆ Na  is the estimate of a(N) and hNX +ˆ  is the  forecast  of lead period h. 
2.1.4.1 Estimation of smoothing constant 
The  proper estimation of smoothing constant β is  the  most important  factor  in the 
development of a good  model  by  which future  forecast  is  generated.  The values 
of β indirectly influence the forecast values. The large values of β result in inclusion  of  
a large number of past observations in  the  model whereas  the  smaller value of B 
include less  number  of  past observations.  The structural change in the system in the 
recent past  is  captured  by  small  β  rather  than  large  β  in  theforecasting  
system. In the extreme case i.e. either β=0 orβ=1, then model considered only the 
recent observations or all the observations for generating forecasts. 
To determine the optimum value of β, we have adopted the similar procedure as to 
determine the smooth constants of the Holt-Winters method. If N is the given 
observations, we may choose an integer M (M < N) arbitrarily and on the basis of first 
M observations, we generate a series of forecasts over a grid of possible value of β and 
compare them with the actual. We choosethat value of β for which some measure of 
effectiveness of forecasts attains optimum. In our exercise, we have taken the 
measure of effectiveness as 
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hMhM XXU
1
2)ˆ(                                                                        (2.1.26) 
where hMX +ˆ is the forecast value of hMX + obtained from the  Brown model which is 
based on M observations. 
In our study we have taken the value of β in the recommended range of 0.70 to 0.99. 
     We know that all our series are seasonal and also have trend. These 
twocomponents may be considered as thedeterministic part (ζt) of the series and the 
residuals as random component (εt
∑∑
=−
++=
6
1
5
1 12
2
12
2)(
i
i
i
it t
iCosctiSinbt ππφζ
).To describe the trend, we have considered the 
linear or quadratic function of time as fitting functions while in the seasonal parts we 
have considered adequate number of Sine and Cosine terms. In general 
,                                                          (2.1.27)                                                  
where )(tφ  is a linear or quadratic function of t and b1, b2,..., b5, c1, c2,...,c6
In all we generate forecasts twenty times upto lead period 12 and from there, we 
calculate the Mean Percentage Square Error(MPSE) as described in the later part. 
 are 
unknown coefficients. At first, we estimate an appropriate value of β as per the 
specification given earlier and then estimate all other parameters as specified in the 
above equations. Then keeping the value of β fixed, we update these coefficients 
nineteen times, each time adding one observation.  
2.1.5 STATE DEPENDENT MODEL (SDM) 
 Let us consider a discrete parameter stochastic process {X(t), t=0,±1,±2,… ). If 
it follows an auto-regressive process of order p, then X(t) can be expressed as 
X(t) = A0 + A1X(t-1) + A2X(t-2)+ … +Ap
where (i) A
X(t-p) + V(t)                                     
(2.1.28) 
0 , A1 , A2 ,… ,Ap
      (ii) {V(t)} is a sequence of independently and identically distributed normal 
variables with mean zero and variance σ
 are fixed constants 
2
  It is well known that the above process can be equivalently represented into a state-
space form where 
. 
        x(t) = (X(t), X(t-1),…, X(t-p+1))’                                                         (2.1.29) 
is the state vector. Now, the basic underlying assumption of SDM is that coefficient 
vector A=(A0, A1,…, Ap)’ is not kept fixed but allowed to vary over time through the 
functional relationship with the state vector x(t). Actually, the following assumptions 
are made. 
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(i) The coefficient vector A is a linear function of x(t). 
(ii) The gradient vector of the above function follows a random walk model. 
     Based on the above two assumptions, Priestly (1980) has shown that the State 
Dependent Model (2.1.28) can be formulated as 
       X(t)=F(t)C(t)+V(t)                                                                             (2.1.30)  
       C(t)=G(t-1)C(t-1)+w(t)                                                                      (2.1.31)    
where(i) F(t)=(1, X(t-1),...,X(t-p),0,...,0) a row vector of order (p+1)
 
2 
(ii) C(t)=(A’(t-1), A’10(t-1),...,A’p0t-1))’ a column vector of order (p+1)2; A(t) and 
Ai0
(iii) x(t) being x(t)=((X(t)-X(t-1)),.. .,(X(t-p+1)-X(t-p))’ 
(t),i=1,2,...,p being the coefficient and gradient vectors respectively. 
iv)  w(t)is the sequence of random vectors, normally distributed with mean zero and 
variance Σw
 Now, the equation (2.1.30) and the equation (2.1.31) may be interpreted as 
observation equation and system equation respectively. Accordingly, we can directly 
apply Kalman algorithm to estimate recursively the mean and variance c(t). If we 
assume that prior to the first observation, the distribution of C(0)is multivariate normal 
with mean M(0) and variance-covariance matrix S(0), then it follows from 
Kalman(1960) that the posterior distribution of C(t) at time t (at time t, only X(1), 
X(2),.. .,X(t) are available) will follow multivariate normal with mean M(t) and 
variance–covariance matrix S(t) whose values are obtained from the following 
equations. 
. we may note that the first (p+1) elements of w(t) are always zero. 
           M(t)= G(t)M(t-1)+K(t)e(t)                                                        (2.1.32) 
           S(t)= R(t)-K(t)L(t)K’(t)                                                             (2.1.33) 
where (i)   L(t)= F(t)R(t)F’(t)+s
     (ii)  K(t)= R(t)F’(t)L
2 
-1
        (iii)e(t)= X(t)-F(t)G(t)M(t-1)                                                        (2.1.34) 
(t) 
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        (iv) R(t)=G(t-1)S(t-1)G’(t-1)+ Σ
 In (2.1.34), K(t) is known as Kalman Gain Matrix while e(t) indicates the 
forecast error at time t which is based on X(1),X(2),...,x(t-1). The above set of 
equations indicates that the estimation of M(t)and S(t) is recursive in nature and once 
the F(t), G(t), S
w. 
2 and Σw
 Finally, the predicated values of X(t+h) of lead period h, h=1,2,...,H are 
obtained from the following forecast function 
 are known, M(t) and S(t) can be updated easily. If we assume 
that at t=0, M(0) and S(0) are known, we can estimate easily M(t) and S(t) for all 
values of t recursively.  
)()()(ˆ tMhtFhtX +=+                                                                          (2.1.35) 
In (2.1.35), indicates the predicated value corresponding to the actual value X(t+h). 
While generating forecasts, if at any stage one finds that some of the elements of 
F(t+h) are not available, then they may be substituted by the corresponding forecasts 
values as obtained from the equation number (2.1.35). 
To develop the SDM models, at first we make the series stationary. After suitable 
transformation, an auto-regressive model has been developed based on n 
observations. We employ Least Square technique to estimate parameters and use 
Akaike’s Information Criterion to select the best model. We presume that the Least 
Square technique will give us sufficient accurate estimate of the parameters to start 
the updating algorithm efficiently from the time point t=k+1, k+2, ...  where k=[n/2]. 
In this respect we follow Priestley(1980). Thus, assuming that the values of M(k) and 
S(k) are known, the updating of M(t) and S(t) for t=k+1, k+2, ... can be initiated. 
It may be mentioned that updating algorithm requires the knowledge of Σw. Following 
Priestly(1980), we choose all off-diagonal and first (p+1) diagonal elements of Σw as 
zeros and the remaining diagonal elements as bs2
 
 where b is the smoothing constant. 
The significance of b is to control the smoothness of the parameters as they evolve 
over time and generally b is allowed to vary over a set of values {10, 1, 0.1, 0.001, 
0.0001, ...}. We have chosen b in such a way that the parameters of the model are 
sufficiently smooth while varying over time. The smoothing constant, so selected for 
each of the series, is also presented in the Table. Having chosen the smoothing 
constants, we start updating the SDM from time point t=89 onwards and finally we 
estimate Mean Percentage Square Error (MPSE) upto the lead period twelve for all the 
eight series. 
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2.2: Transfer Function Model 
 
2.2.1 Transfer Function Model 
Consider a bivaraite stationary stochastic process (Xt, Yt
(2.2.1) 
; t=0, ±1, ±2, ±3,…); 
following Granger and Newbold (1977) define two filters  such that 
Where at and bt are two noise processes. Causation and feedback effect between Xt 
and Yt can be judged on the basis of the cross correlations between estimated at and 
bt of different lags. Haugh(1972) shows that the estimated cross correlations rab(K) 
and rba
In case of unidirectional casualty between the variables X
(K) would be asymptotically distributed as independent normal variants with 
mean zero and standard deviation  , where n is the number of observations, under 
the hypothesis of no relationship between the two series. 
t and Yt, transfer function 
model is developed. If both the correlation sets rab(K),rba(K), K≥0 are significant then 
one can infer that Xt and Yt have casual and feedback effect and build a model as 
suggested by Granger and Newbold (1977) or Jenkins and Alavi(1981). If only 
correlation rab
The general form of the transfer model of X
(0)  is significant, the effect is said to be instantaneous and in such a 
case the direction of causality can be judged on the basis of the economic theory. 
t on Yt
 
 is described as: 
                              (2.2.2) 
Where  
 
 
 
 
                                      (2.2.3) 
 
 
 
     
In the above expression (2.2.3), (i) b is the delay parameter; (ii) S is the period of 
seasonality. (iii)  are other parameters, (iv) r, RS, u, US, q and QS 
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are the degrees of the respective polynomials. (v) Ct
The criteria that have been used to select the best univariate and transfer function 
model are the following: (i) the standard error of parameter estimates; (ii) the Ljung-
Box (1978) test statistic and (iii) the Akaike information criterion (AIC) (Akaike, 1973). 
 is a white noise process with 
mean zero and variance . 
Once the model is selected based on the above criteria, the performance of a model is 
measured by its forecast error. On the basis of their Mean Percentage Square Errors 
(M.P.S.E.), the relative performance of Transfer Function Model and Box-Jenkins 
models can be compared. 
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2.3: Multivariate ARIMA Model 
 
2.3.1 Brief Description of the Model 
As defined in case of Univariate ARIMA model (Box-Jenkins Model), the 
multivariate ARIMA model can be defined as 
 
where i) φ(B) is a matrix of autoregressive operator whose elements φij(B) are the 
polynomial of backshift operator B, such that BjWt = Wt-j. The diagonal elements are 
φii(B) are the polynomial of pii
 
 and of the following form 
The off-diagonal elements φij(B) are the polynomial of pij
 
 ii) θ(B) is a matrix of moving average operator whose elements θ
 and of the following form 
ij(B) are the 
polynomial of backshift operator B, such that Bjet = et-j. Like autoregressive operator, 
the diagonal elements of the matrix have leading terms unity and the off-diagonal 
elements have leading terms power of B. The diagonal elements are θ ii(B) are the 
polynomial of qii
 
The off-diagonal elements θ
 and of the following form 
ij(B) are the polynomial of qij
 
iii)Z
 and of the following form 
t is a vector of stationary series, obtained by appropriately transforming and 
differencing the original time series Xt. The transformation of ith
  
 series is defined as  
where di and Di
 
 are the order of trend and seasonal transformation respectively. 
(2.3.1)                                                                         )())(( tt eBcZB θφ =−
(2.3.2)                                                   1)( ,
2
2,1,
ii
ii
p
piiiiiiii BBBB φφφφ −−−−= 
(2.3.3)                                                      )( ,
2
2,1,
ij
ij
p
pijijijij BiBBB φφφφ −−−−= 
(2.3.4)                                                   1)( ,
2
2,1,
ii
ii
q
qiiiiiiii BBBB θθθθ −−−−= 
(2.3.5)                                                      )( ,
2
2,1,
ij
ij
q
qijijijij BBBB θθθθ −−−−= 
(2.3.6)                                                                                         it
D
s
d
it YZ ii∇∇=
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Yt is the transformed series of Xt obtained by using the transformation 
suggested by Box and Cox(1960)as mentioned in (2.1.13). 
 
iv) C is a constant vector measuring the mean value of transformed series.  
 Initial model is obtained by using auto-correlation and partial auto-correlation of 
the transformed series. 
 
2.3.2 Estimation of Parameters 
 
 In case of Multivariate ARIMA model, the parameters are obtained by 
generalizing conditional likelihood estimation of univariate model as suggested by Box 
and Jenkins. Initial values of eit’s are obtained by using the transformed and 
differenced Zit’s and initial model. Assuming the residuals et
where θ denotes the vector of autoregressive-moving average parameters in the model 
and V is the variance-co-variance matrix of e
follow a multivariate 
Normal distribution, the log-likelihood function L*(θ,V) is as follows:- 
it
Now differentiating the log-likelihood function L*(θ,V) with respect to each 
parameters, as described by Jenkins and Alavi(1981), we get the following equations 
’s.   
for i= 1,2, … , L.  These equations can be linearised by expanding et(θ) in Taylor series 
about θ
 
where ∆θ
0    
i = θ i - θ i0, θ0 =( θ10, θ20, …, θL0
 
where ∆θ = θ - θ
) 
 
Now, substituting (2.3.9) in (2.3.8), we get the following equation 
0
(2.3.7)                                              
2
1log
2
1.),(* 1 tt
t
t eVeVnConstVL
−∑ ′−−=θ
  and the matrix E and the vector G have elements 
∑ =
′






∂
∂ −
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t
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The derivatives in (2.3.11) and (2.3.12) are evaluated numerically and solved the 
equation using a Marquartdt algorithm (Box & Jenkins(1976)). 
 
 A parsimonious model has been selected from a set of models having minimum 
Akaike’s Information Criterion (AIC), Bayesian Information Criterion(BIC) and Hannna 
& Quinn Criterion.  
 
The AIC model criterion as defined by Akaike (1974b, 1976) is 
 
where M is the number of parameters estimated by the maximum likelihood in the 
multivariate ARIMA model and Σ estimate is the corresponding maximum likelihood 
residual variance-covariance matrix of Σ. 
 
 Bayesian Information Criterion(BIC) from Schwarz(1978) is defined as 
 BIC imposes a greater penalty factor for the number of estimated model parameters 
than does AIC. 
 A similar criterion proposed by Hannan and Quinn(1979) and Quinn (1980) is 
intermediate between AIC and BIC and is given by 
 
2.3.3 Method of Evaluation 
Once the model is developed, the forecast values of each series are obtained. The 
performance of a model is measured by its forecast error. MPSE is being used for 
evaluation of performance of the Multivariate Models as compared to Univariate one. 
 
 
(2.3.13)                                                                  2)ˆlog( MnAIC +∑=
(2.3.14)                                                                                )log()ˆlog(  nMnBIC +∑=
(2.3.15)                                                     ))log(log(2)ˆlog( nMnQuinHannan +∑=−
(2.3.11)                                                                 
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2.4: Multivariate Exponential Smoothing 
 
2.4.1 Multivariate Exponential Smoothing 
 
Univariate Exponential Smoothing have been developed as fully automatic technique to 
handle the routine forecasting problem for the short term inventory control or 
production planning as well as Forecasting of Economic Time series. To study of 
impact of inter-related indicators one may not restrict the univariate time series 
technique because it will not project the future values accurately and in such cases one 
has to consider multivariate time series. So far our knowledge is concerned, there is no 
multivariate exponential smoothing (Even a bivaraite one) for forecasting is available in 
the literature. So, it is worthwhile to study such a one.  
 
In our present study, we have developed Multivariate Exponential Models and the 
optimality of the multivariate model has been examined.  
 
2.4.2 Model Description and Optimality of Forecasting 
 
Detail descriptions of Univariate Exponential Smoothing and Univariate Holt-winters 
technique have been fully given in Granger & Newbold (1977). 
 
2.4.2.1 Multivariate Exponential Model 
 
Consider a vector variable 
 














=
pt
t
t
t
t
X
X
X
X
X
...
3
2
1
                                                                                       (2.4.1) 
 
The smoothed series µt can be obtained using weighted average with geometrically 
(exponential) declining weights 
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1)( −−+= tptt IX µααµ                                                                               (2.4.2) 
where α is a p X p matrix and (Ip- α)N 
As in the case of univariate model, the values of the parameters are obtained from a 
set of feasible grid of values over the region ‖α‖< 1, that implies 0< Diagonal 
Elements <1 and   0≤ off-diagonal elements <1 for which |Σ| is minimum, where Σ is 
→ 0 as N →∞ if ‖α‖< 1, where ‖α‖is the 
maximum eigen value of α.  
 
                Σ = E (ee’)                                                                              (2.4.3) 
 
where eit’s are the one step ahead forecast errors for the series Xit
 
’s. 
2.4.2.2 Optimality of Simple Exponential Smoothing 
 
As in the case of Univariate Simple Exponential Smoothing (Muth 1960). We shall show 
that the predictor derived from (2.4.2), y’t  is optimal iff Xt is generated by Multivariate 
ARIMA(0,1,1) process. This gives some theoretical justification of multivariate 
exponential smoothing. One-step ahead forecast of the series Xt at time t is y’t
 
 given 
by 
                                       y’t = µ
Again, e
t-1 
t
 
 can be defined as 
1
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 (2.4.4) 
 
From (2.4.2),            µt = αXt + µt-1 - αµ
               or,            µ
t-1 
t - µt-1 = α(Xt – Xt-1
               or,            µ
) 
t - µt-1 = αe
               or,           (I
t 
p – Ip B) µt = αet
                or,          (I
, where B is back shift operator. 
p – Ip B) µt-1 = αet-1                                                                       
 
(2.4.5) 
Multiplying by (Ip-Ip
             (I
B) on both sides of (2.4.4), we get 
p-IpB)et = (Ip-IpB)Xt - (Ip-IpB) µt-1                                         
From (2.4.5) and (2.4.6), we get 
(2.4.6) 
                                 (Ip-IpB)et = (Ip-IpB)Xt - αet-1
                          or,   (I
                                 (2.4.7) 
p-IpB)Xt  = (Ip-IpB)et + αet-1 
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                          or,  (Ip-IpB)Xt  = (Ip-IpB)et + αB e
                          or,  (I
t 
p-IpB)Xt  = (Ip-IpB + αB )e
                          or,   (I
t 
p-IpB)Xt  = (Ip- (Ip -α)B )e
                          or,   (I
t 
p-IpB)Xt  = (Ip- α’B )et , where α’= (Ip
The elements of α’ are functions of the elements of α, the smoothing matrix of the 
exponential smoothing. 
 -α) 
Now, if the forecasts are optimal, the error et will constitute a white noise process. 
Thus the series Xt
 
 is generated by the Multivariate ARIMA(0,1,1) process. 
2.4.2.3 Multivariate Holt-Winters Exponential Seasonal Model 
 
We assume the p-variate series (Xt) is composed of a linear trend (Lt), a seasonal 
component (St) and the error component (Et) and also assume the model is additive. 
As in the case of univariate Holt-Winters seasonal model in its additive form, the two 
components of the linear trend Lt at time t namely µt (level) and Tt slope and the 
seasonal component St are successively smoothed with the arrival of new 
observations. The set of equations used to smooth and update the series µt, Tt and St
 
 
are as follows 
                    µt = A(Xt – St-s) + (Ip- A) (µt-1 + Tt-1
                    T
) 
t = C(µt- µt-1) + (Ip – C)Tt-1
                    S
                                               (2.4.8) 
t = D(Xt - µt) + (Ip -D)S
 
t-s 
Where A, C, and D are p Xp matrices whose elements are smoothing constants lying 
between 0 and 1. µt, Tt and St
 
 are p-variate series. 
Using the recursive equations in (2.4.8) for estimation of the parameters i.e. the 
elements of the matrices A, C, and D, we assume that 
 
∑
=
−=
s
k
ikitit sXXS
1
)/( , i=1,2,3,…,p and t=1,2,3,…,s 
 
∑= )/( sX ititµ , i=1,2,3,…,p and t=1,2,3,…,s 
 
                   Tit
` 
 = 0, i=1,2,3,…,p and t=1,2,3,…,s 
as the “starting up” values. 
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Updation are used recursively for t=s+1, s+2,… , N. Forecast of the future values have 
been calculated based on the followings 
               (2.4.9) 
 
When the seasonal factors are multiplicative and trends remain additive, the smoothing 
equations of (level), Tt (Trend) and St
Where, 
 (seasonal) are defined as: 
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The forecast equation of this multiplicative model is  
                                 (2.4.11) 
 
2.4.2.4 Optimality of Seasonal Additive Model 
 
 
Like simple exponential smoothing, multivariate seasonal exponential smoothing as an 
ad hoc procedure though reasonable though intuitively reasonable and simple. We 
shall make an attempt to find the stochastic process for which these seasonal 
predicators are optimal. 
As in the case of general exponential smoothing, we assume that one step ahead 
forecast of Xt
 
 is  given by  
 
And the forecast error 
              (2.4.12) 
 
From level equation of the model(2.3.8), we get 
 
 
And so by (2.4.12) 
      (2.4.13) 
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Again, from the trend equation, 
     (2.4.14) 
 
 
From (2.4.13) and (2.4.14), 
 
 
          (2.4.15) 
 
From the seasonal equation of the model, we get 
         (2.4.16) 
 
From (2.4.13) and (2.4.16) 
 
 
 
 
                (2.4.17)  
Again,  
 
 
 
 
        (2.4.18) 
Again,  
 
 
 
      (2.4.19) 
 
 
Now using the results of (2.3.15), (2.3.16) and (2.3.17), we get  
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 (2.4.20) 
 
 
Where, 
 
 
 
 
Again from (2.3.12) we get 
 
 
 
        (2.4.21)
            
 
Now, if the forecasts are optimal, the errors et will constitute a white noise process 
series Xt
2.4.3 Estimation of Parameters 
 is generated by the Multivariate seasonal ARIMA (0, 2, 1, s+2) process. 
In univariate Holt-Winters Technique, to find the parameters A,C and D, one can 
choose a grid of possible values and calculate the one step ahead forecast  of Xt
∑
−
=
++ −=
1
2
11 )ˆ(
N
Mt
tt XUSS
 and 
also assume a quadratic loss function. The particular set for which the sum of squares 
(SS) is minimum, is used to generate the forecast values. Here 
                                                                               (2.4.22) 
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Where, )
ˆ( 11 ++ − tt XU  is the one step ahead forecast error based on a model which is 
derived on the basis of the observations X1, X2, X3, … Xt 
In case of Multivariate Holt-Winters Technique, the parameters i.e. the elements of A, 
C and D are obtained by maximizing log-likelihood function L*( ,V). Assuming the 
residuals follow a multivariate Normal distribution, the log-likelihood function is as 
follows:- 
; M being an integer less than 
N. 
   (2.4.23) 
Where  is one step ahead forecast error of p-variate series Xt
Using Marquartdt algorithm, we have estimated the parameters. The details have been 
described in Section 2.3.2. 
 and  denotes the 
vector of parameters of A, C and D. 
To start up, the initial parameters of the elements of the matrices of A, C and D are 
selected from the set of elements 0<Diagonal elements <1 and 0≤Off-Diagonal 
elements <1 and to calculate one-step ahead forecast error eit for t=M+1, M+2, … ,N 
and i=1, 2, … p; M being an integer less than N. The variance-co-variance matrix V is 
obtained from eit
2.4.4 Method of Evaluation 
’s. 
Once the model is developed, the forecast values of each series are obtained. The 
performance of a model is measured by its forecast error. MPSE is being used for 
evaluation of performance of the Multivariate Models as compared to Univariate one. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
35 | P a g e  
 
 
 
 
 
 
 
 
 
 
 
 
Chapter 3 
 
Performance Measure of Time Series Method and Brief 
Description of Data Series used for Time Series Models 
 
3.1 Introduction  
 
Suppose, we have observations X1, X2,…, XN from a time series (XN, N ≥ 1). If we 
want to predict XN+h
hNX +ˆ
 i.e, to make forecast of lead period h, then we construct a 
statistics based on X1, X2,…, XN and use it as the predicated value of XN+h.
 
 It is 
known that the forecast is subject to error irrespective of the methods used. Generally, 
forecast error arises for many reasons. It can be broadly classified as under 
1) Unavoidable fluctuation in the data series 
2) Mis-specified models 
3) Occurrences of stochastic error in parameters 
 
Even if the models are correctly specified and also if there is no stochastic error in 
parameters, forecast errors occurs due to stochastic error of the data series. This 
problem occurs due to improper definition and collection of information at source 
which can be classified as i) error due to method and ii) error due to observation. In 
our thesis, we could have developed models based on the published data and selected 
the model which is having minimum error variance. 
 
There are two ways to assess the forecast accuracy of the model. In one hand, there 
are measures which assess the predictive value of a technique on the basis of certain 
aspects of the predication – realization behavior. It is often claimed by econometricians 
that the ability to predict turning points of series (cf. Reid 1969) is most important and 
vital. Thus the measures which assessthe relative ability of methods in predicting 
turning points may belong to the first group. But this type of measure is normally 
appropriate to a specific problems rather than the general problem of assessing 
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forecast accuracy. In our study, we have not made any attempt to assess the forecast 
accuracy of a method based on its ability to predict turning points. 
 
The second type of measure is a non-negative function of forecast errors and the 
objective of a forecast technique is to minimize the expected value of such function of 
errors over the whole forecasting range. In an ideal case, where there is no forecast 
error, this function takes the value zero. 
 
 
 
3.2 Measurement of Forecast error 
 
Once the model is selected, the performance of a model is measured by its 
forecasterror 
where )(ˆ htX + is the forecast value at lead period h obtained from a model using X(1), 
X(2), …, X(t) and X(t+h)  is  the  actual value  at time (t+h). Instead of relying only on 
an estimate at one time point, it is advisable to consider an average of estimate at 
different time points. One such measures is mean square error 
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htXhtXkhW
1
)}()(ˆ{)/1()(
 
where k is the number of times the forecast has been obtained for a particular lead 
period.
 
 
If the series is non-stationary, particularly having strong trend it is likely that W(h) will 
be a function of t as well.  In order to eliminate the time effect, W(h) may be modified 
as 
 
W*(h) is defined as mean percentage square errors (MPSE) of univariate as well as the 
Bivariate/Trivariate model.On the basis of the Mean Percentage Square Error (MPSE), 
the relative performance of different types of methods can be compared. 
 
We have computed the MPSE ofseries in 12 lead periods and repeated it with 20 times 
for different methods selected in our study and compare. Lower MPSE indicates better 
performance. Performance of one method outperforms other methods if it has lower 
MPSE in all lead periods as compared to others.  
 
                       )()(ˆ)( htXhtXhE +−+=
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3.3 Performance Measure 
 
In our analysis, we have evaluated the relative performance of five univariate methods 
listed in Chapter 2 based on eight economic time series. The relative performance has 
also been evaluated for univariate, bivariate and multivariate ARIMA models developed 
using the variables having economic relationship from the set of observations selected 
in our study. Bivariate and Multivariate Holt-Winters models have also been developed. 
The relative performance has been compared with univariate Hot-Winters Method, 
Bivariate & Multivariate ARIMA Models. We have also developed Transfer Function 
Model based on two sets of observations viz., 1) Consumer Price Index Number for 
Industrial Workersand Wholesale Price Index Number; 2) Money Supply (M3) 
andReserve Money. Wholesale Price Index Number and Reserve Money has been used 
as exogenous variable for forecasting Consumer Price Index Number for Industrial 
Workers and Money Supply (M3
For a given series, a method of forecasting is chosen and a forecasting model suitable 
for the model is developed. With the help of the so developed, the forecast values upto 
lead period twelve are generated, compared with the actual and then percentage 
square errors are calculated. We update the model with an additional observation and 
again forecasts are generated. This process is repeated twenty times in all, each time 
calculating percentage square errors. Finally, the average of twenty (20) percentage 
square errors will give us Mean Percentage Square. In order to make the above 
conception clear, let us consider a time series from April 1985 to March 1995. We use 
monthly data from April 1985 to August 1992 (89 observations) and obtain the 
forecasts from September 1992 to August 1993 (12 forecasts Lead Period 1 to Lead 
Period 12) for which the actual figures are available. Mean Percentage Square Error 
has been calculated taking the forecast and actual values. Next we use monthly data 
from April 1985 to September 1992 (90 observations) and obtain the forecasts from 
October 1992 to September 1993 (12 forecasts). The process is repeated 20 times. We 
calculate the average of 20 Mean Percentage Square Error for each lead period i.e. 
Lead Period 1 to Lead Period 12. The criterion chosen for this purpose is the Mean 
Percentage Square Error (MPSE)   
) respectively. 
 
3.4 Brief Description of Data Series used for Time Series Models 
 
3.4.1. Money Supply (M3): It is one of the money stock measures. These measures 
indicate the monetary liability of "Money creating" sector viz., the Reserve Bank of 
India, Commercial and co-operative banks and the Government of India, to the "Money 
using sector" within the country refer to as the public. It consists of currency with the 
public (Notes and Coins in Circulation minus cash on hand with banks) and deposit 
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money with the public and time deposit of all commercial and cooperative banks. The 
deposit money of public consists of demand deposits with all commercial and 
cooperative banks and other deposits held with Reserve Bank of India. 
3.4.2. Index Number of Wholesale Price (WPI): This index number is compiled 
and published by the office of economic adviser, Ministry of Industry, Government of 
India. The index number for all commodities is compiled using weekly price quotation.  
The monthly index is the average of weekly indices. The base period of this series is 
1981-82 = 100. 
3.4.3. Consumer Prices Index Number for Industrial Workers (CPI): The 
Consumer Price Index Number for Industrial workers (Base 1982 = 100) are compiled 
and published every month by the Labour Bureau, Government of India. The index 
number is compiled based on indices of 50 centres upto September 1988 and 70 
centres from October 1988 onwards. The index for each of the centres is compiled on 
the basis of Laspeyre's formula as weighted average of price relatives, the weights are 
the proportional per capita family expenditure. The All India series is the weighted 
average of the centre indices. 
3.4.4. Index Number of Industrial production (IIP) (Base 1980-81=100): 
The index number of industrial production are compiled and released every month by 
the Central Statistical Organisation, Department of Statistics, Ministry of Planning, 
Government of India. The item/Industries covered by this index are classified 
according to Indian Standard Industrial Classification, which is also adopted for Annual 
Survey of Industries (ASI). The indices are classified under three groups viz., i) Mining 
and Quarrying, ii) Manufacturing and iii) Electricity. The general index is the weighted 
average of three groups.  
3.4.5. Bank credit of All Scheduled Commercial Banks: It represents the total of 
loans, cash credits, and overdrafts, inland bills - purchased and discounted and foreign 
bills - purchased and discounted. It also includes the advances made to Food 
Corporation of India, State Government and State Co-operative agencies for food 
procurement operations.  
3.4.6. Non-Food Credit of All Scheduled Commercial Banks (NFBC): Non-Food 
Credit represents the bank credit minus food credit of All Scheduled Commercial Banks.  
3.4.7. Aggregate Deposits of All Scheduled Commercial Banks: It represents 
liabilities of all Scheduled Commercial Banks (ASCBs) to the public.  It comprise 
thedemand  and time deposits of SCBs. The Demand  Deposits  includes current  
deposits,  demand liabilities portion  of  savings bank deposits, margin held against 
letter of credit/guarantees,  balances in overdue fixed deposits, cash certificates  and  
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cumulative/recurring deposits, outstanding telegraphic and male  transfer,  demand 
drafts, unclaimed deposits, credit balances  in  the cash credit accounts and deposits 
held and securities for advances which are payble on demand. Time Deposits include 
fixed deposits, cash certificates, cumulative and recurring deposits, time liabilities 
portion of savings bank deposits, staff securities margin held against letter of credit if 
not payble on demand and fixed deposits held as securities for advances. 
3.4.8. Investment- Investment indicates the total investment in Government and 
Other approved securities. Investment in Government securities include investment in 
the securities of  the  Central and State Government including treasury bills, treasury 
deposits certificates  treasury  savings deposits certificate  and  postal obligation  such 
as National plan certificate, National savings certificate  etc. The Government securities 
deposited by foreign scheduled banks under section 11(2) of the Banking Regulation 
Act 1949 are also included here.Investment in other approved securities including the 
investment  in  (a) the securities of state associated  bodies  such  as electricity  board  
housing  boards and  corporation  bonds,  (b) debentures of land development banks 
(c) unites of Unit Trust  of India  (d) shares of regional rural banks etc. which are  
treated as approved securities under section 5(a) of the banking  regulation act 1949.      
3.4.9. Reserve Money (RM) – It is the monetary liability of Reserve Bank of India. It 
consists of a) Currency in Circulation, b) Other Deposits with Reserve Bank of India 
and c) Bankers’ Deposit with Reserve Bank of India. 
For our computation, monthly data of the above series (April 1985 to March 1995- as 
on the last Friday of each month) are taken from the monthly bulletin of Reserve Bank 
of India for the series Money Supply (M3), Bank credit of All Scheduled Commercial 
Banks, Non-Food Credit of All Scheduled Commercial Banks, Aggregate Deposits of All 
Scheduled Commercial Banks and Investments, from the monthly publication office of 
economic Adviser, Ministry of Industry, Government of India (Base period 1981-92 = 
100 ) for Wholesale Price Index Number and from the monthly publication of the 
Labour Burear, Government of India (Base Period 1982 = 100) for Consumer Price 
Index Number respectively. The data of eight series in presented in Annexure 3. 
For Transfer Function Model, we have used data corresponding to Money Supply (M3
 
) 
& Reserve Money (RM) as on the last Friday of each month covering the period April 
1972 to March 1982, as published by Reserve Bank of India and Monthly indices of 
Consumer Price Index Number for Industrial Workers (Base 1960=100) & Wholesale 
Sale Price Index Number (1970-71=100) for the period April 1972 to March 1983.  
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Chapter 4 
 
Empirical Results and Evaluation of Performance &Conclusion 
 
4. Introduction 
The Mean Percentage Square Error (MPSE) has been evaluated for each series based 
on the models selected in our study. In this chapter, we have evaluated the 
comparative performance of five univariate methods based on these MPSE. The results 
have been presented in Section 4.2. The results Transfer Function Models has been 
compared with Univariate ARIMA Models. The results have been presented in Section 
4.3. We have also developed Bivariate Hot-winters, Trivariate Holt-Winters, Bivariate 
ARIMA and Trivariate ARIMA Models. Comparative Performance has also been 
evaluated between Univariate Models and Multivariate Models, Multivariate Holt-
Winters and Multivariate ARIMA based on their MPSE.Section 4.4 deals with the results 
of Multivariate ARIMA Models and Section 4.5 details with the results of Multivariate 
Holt-Winters Models. The comparative performances of Multivariate Holt-Winters 
Models and Multivariate ARIMA Models have been presented in Section 4.6. 
      
4.1 Empirical Results 
 The types of transformation employed with respect to each of the series are shown in 
Table 4.1.  
 
Table 4.1: TYPE OF TRANFORMATION USED IN MODEL BUILDING 
Sr. Series Name 
Original Series(X(t)) 
Transformation used 
Transformed Series(Z(t))  
1 Money Supply(M3 Z(t)= ∇∇) 12log10X(t) 
2 Index Number of Wholesale Prices   Z(t)= ∇X(t) 
3 Consumer Price Index Number for Industrial 
Workers 
  Z(t)= ∇X(t) 
4 Index Number of Industrial Production   Z(t)= ∇∇12X(t) 
5 Bank Credit Z(t)= ∇∇12log10X(t) 
6 Non-Food Credit Z(t)= ∇log10X(t) 
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7 Aggregate Deposits Z(t)= ∇∇12log10X(t) 
8 Investments Z(t)= ∇∇12log10X(t) 
 
 being difference operator with and . 
 
 
 
 
 
4.2: Univariate Models 
 
4.2.1 Box-Jenkins Model 
 
     Using  the  Box-Jenkins procedure, we have  developed  three models  for  each  of 
the series and selected one  whose  AIC  is minimum.  MPSE of each model has been 
evaluated on the basis of selected model. The description of Box-Jenkins Model and 
the MPSE are presented in Table 4.2.1 and Table 4.2.2 respectively. 
 
Table 4.2.1: DESCRIPTION OF BOX-JENKINS MODEL 
Model No. Series No.1 : Money Supply (M3) 
1 (1 + 0.23 B + 0.34 B2 - 0.32 B6 - 0.10 B8 ) Z(t) = (1 - 0.20 B3 - 0.54 B12
      (0.09)   (0.10)    (0.10)    (0.10) (0.09)    (0.09) 
) e(t) 
AIC = - 1214.47       Variance = 0.0000105 
2 * (1 + 0.23 B + 0.31 B2 - 0.28 B6) Z(t)= (1 - 0.19 B3 - 0.54 B12
      (0.09)   (0.09)    (0.10)(0.09)    (0.09) 
) e(t) 
AIC = - 1215.60       Variance = 0.0000106 
3 (1 + 0.23B + 0.32 B2 - 0.28 B6 + 0.08 B10) Z(t) = ( 1 - 0.18 B3 - 0.56 B12
      (0.09)  (0.09)    (0.10)    (0.09) (0.09)    (0.10 
) e(t) 
 AIC = - 1214.32        Variance = 0.0000105 
Model No. Series No.2 : Index Number of Wholesale Prices 
1 (1 - 0.60B - 0.19B3 + 0.33B4 - 0.18B7)Z(t) = (1 - 0.18 B2
  (0.07)  (0.08)   (0.08)   (0.06)(0.09) 
) e(t) 
AIC =  18.86            Variance = 1.08 
2 (1 - 0.59B - 0.22B3 + 0.36B4 - 0.26B7) Z(t)= (1 - 0.11 B2 - 0.21 B8
(0.07)  (0.07)   (0.08)   (0.07)  (0.09)    (0.09) 
) e(t)        
AIC = 17.68            Variance = 1.05 
3 * (1 - 0.55B - 0.22B3 + 0.36B4 - 0.26B7) Z(t)= (1 - 0.23 B8
     (0.06)  (0.07)   (0.07)   (0.07)(0.09) 
) e(t) 
 AIC = 16.56             Variance = 1.06 
Model No. Series No.3 : Consumer Price Index Number for Industrial Workers 
1 (1 - 0.30B + 0.16B5 - 0.19B11 - 0.28B12
    (0.08)  (0.08)   (0.09)    (0.09)  
)Z(t) = e(t) 
  AIC = 59.49              Variance = 1.54 
2 (1 - 0.31B + 0.17B5 - 0.05B7 - 0.18B11 - 0.29B12
    (0.08)  (0.08)   (0.08)   (0.08)    (0.09) 
)Z(t) = e(t) 
 AIC = 61.16              Variance = 1.53 
3 * (1 - 0.29B + 0.16B5 - 0.20B11 - 0.31 B12)Z(t)= ( 1 + 0.22 B7
     (0.08)  (0.08)   (0.09)    (0.09)(0.09) 
) e(t) 
  AIC = 57.90               Variance = 1.50 
Model No. Series No.4 : Index Number of Industrial Production 
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1 (1 + 0.45B + 0.23B2 + 0.26B12 + 0.18B13 + 0.20B24)Z(t)= (1 - 0.16B3 - 0.04B4
     (0.09)  (0.10)   (0.10)    (0.09)    (0.09)  (0.11)   (0.10) 
) e(t) 
AIC = 428.46           Variance = 48.11 
2 (1 + 0.41B + 0.14B2 + 0.27B12 + 0.20B13 + 0.23B24)Z(t) = (1 - 0.11B5 + 0.05B7
      (0.09)  (0.09)   (0.10)    (0.09)    (0.09)(0.10)   (0.10) 
) e(t) 
  AIC = 428.66          Variance = 48.20 
3* (1 + 0.42B + 0.15B2 + 0.26B12 + 0.19B13 + 0.24B24)Z(t)= (1 + 0.12B5
      (0.09)  (0.09)   (0.10)   (0.09)   (0.09)(0.10) 
) e(t) 
  AIC = 426.92          Variance = 48.32 
Table 4.2.1 (Contd…): DESCRIPTION OF BOX-JENKINS MODEL 
 
Model No. Series No.5 :Bank credit  
1 (1 - 0.27B6 - 0.14B9 - 0.19B12) Z(t) = (1 - 0.79B12
 (0.08)   (0.08)   (0.10)               (0.05) 
)e(t) 
  AIC = - 1090.19      Variance = 0.0000349  
2 (1 - 0.29 B6 - 0.13 B9 - 0.18 B12) Z(t) = (1 + 0.09 B2 - 0.80 B12
       (0.08)    (0.07)    (0.09)(0.04)   (0.04) 
)e(t) 
  AIC = - 1089.45       Variance = 0.0000345 
3* (1 - 0.28 B6 + 0.19 B8 - 0.12 B9 - 0.15 B12) Z(t)= (1 + 0.10 B2 - 0.78 B12
     (0.08)    (0.07)    (0.07)    (0.09)(0.05)    (0.05) 
)e(t) 
 AIC = - 1091.18       Variance = 0.0000337 
Model No. Series No.6 :Non-Food credit (NFBC) 
1 (1 - 0.09 B3 + 0.18 B8 - 0.49 B12
     (0.08)    (0.08)    (0.08) 
) Z(t) = e(t)                
AIC = - 1173.99       Variance = 0.0000494 
2 (1 - 0.29 B6 - 0.13 B9 - 0.18 B12) Z(t) = = (1 + 0.09 B2 - 0.80 B12
     (0.08)    (0.07)    (0.09)(0.04)   (0.04) 
)e(t) 
AIC = - 1089.45       Variance = 0.0000345 
3* (1 - 0.28 B6 + 0.19 B8 - 0.12 B9 - 0.15 B12) Z(t) =  (1 + 0.10 B2 - 0.78 B12
     (0.08)    (0.07)    (0.07)    (0.09)(0.05)    (0.05) 
)e(t) 
 AIC = - 1091.18       Variance = 0.0000337 
Model No. Series No.7 :Aggregate Deposits 
1 (1+ 0.08B+ 0.32B3- 0.46B6- 0.23B9- 0.26 B12) Z(t)= (1 - 0.78 B12
     (0.06) (0.08)  (0.08)  (0.08)  (0.09)(0.07) 
)e(t) 
  AIC = - 1158.68      Variance = 0.0000177 
2* (1 + 0.21 B + 0.20 B2 - 0.56 B6 ) Z(t)= (1 - 0.28 B3 - 0.63 B12
              (0.07)   (0.07)    (0.08)(0.07)    (0.07) 
) e(t) 
  AIC = - 1163.56      Variance = 0.0000172 
3 (1 + 0.19B + 0.17B2 - 0.53B6 - 0.09B9 - 0.20B12
       (0.07)  (0.07)   (0.08)    (0.07)   (0.10)(0.07)    (0.07) 
)Z(t) = (1 - 0.26 B3 - 0.63 B12) e(t) 
   AIC = - 1159.59      Variance = 0.0000172 
Model No. Series No.8 :Investments 
1 (1 + 0.32B - 0.34B6 - 0.19B7 + 0.30B9) Z(t)= (1 - 0.34B - 0.43B12
              (0.13)  (0.09)   (0.09)   (0.08)  (0.12)  (0.09) 
) e(t) 
  AIC = - 956.35        Variance = 0.0001174 
2 (1 - 0.32B6  + 0.34B9 + 0.13B10) Z(t)= (1 - 0.57B - 0.41B12
              (0.09)    (0.08)   (0.09)(0.06   (0.07) 
) e(t) 
  AIC = - 957.31       Variance = 0.0001185   
3* (1 - 0.28B6 + 0.37B9)Z(t) = (1 - 0.59B - 0.43B12
              (0.09)   (0.08)             (0.06)  (0.07) 
)e(t) 
  AIC = - 958.46       Variance = 0.0001195        
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i) Models with asterisk haves been selected for evaluating MPSE. 
ii) The values in brackets indicate the standard error of thecorresponding 
parameters of the model. 
 
 
 
 
 
 
TABLE 4.2.2 :MEAN PERCENTAGE SQUARE ERROR(MPSE) FOR BOX-JENKINS MODEL 
Lead 
Period 
Series 
1 2 3 4 5 6 7 8 
1 1.16 0.25 0.32 14.53 2.09 5.31 0.77 10.86 
2 1.67 1.04 0.94 16.62 4.89 10.07 1.57 14.54 
3 1.54 2.23 1.88 20.58 8.93 15.01 2.36 15.62 
4 1.68 3.76 3.03 28.83 14.05 22.02 2.69 23.30 
5 2.07 5.19 4.41 32.09 18.79 29.83 3.32 30.31 
6 2.49 6.08 5.28 29.81 23.96 35.95 3.89 35.22 
7 3.00 6.49 5.97 26.93 29.64 39.55 5.11 43.84 
8 3.67 6.69 6.68 23.63 35.80 47.12 5.87 47.56 
9 4.06 7.07 7.27 17.59 39.31 51.35 6.79 51.96 
10 4.71 7.75 7.58 14.64 47.86 58.27 7.80 60.05 
11 4.83 8.78 7.98 13.92 56.39 66.38 8.53 81.12 
12 5.45 10.16 8.49 18.69 67.79 80.67 8.89 107.34 
 
4.2.2 Bilinear Model 
 
     We have also developed three Bilinear models for each of the series and selected 
one whose AIC is minimum. MPSE of each model has been evaluated on the basis of 
selected model.  The description of Bilinear Models and the MPSE are presented in 
Table 4.2.3 and Table 4.2.4 respectively. 
 
Table 4.2.3: DESCRIPTION OF BILINEAR MODEL 
 
Model 
No. 
Series No.1 : Money Supply (M3) 
1 (1 + 0.24B + 0.35B2 - 0.29 B6) Z(t) = (1 - 0.21B3 - 0.56 B12
      (0.09)   (0.09)    (0.09)               (0.09)    (0.09)(22.87) 
)e(t) + 31.43 Z(t-1)e(t-12) 
     AIC = -1215.46            Variance = 0.0000104 
2  (1 + 0.16 B + 0.24 B2 - 0.16 B6) Z(t)= (1 - 0.12 B3 - 0.55 B12
      (0.08)   (0.08)    (0.09) (0.09)    (0.09) 
) e(t) 
 
             + 4.49 Z(t-1)e(t-2) - 83.26 z(t-3)e(t-12) 
             (24.12)              (25.62) 
          AIC = - 1221.98           Variance = 0.0000096 
3* (1 + 0.20 B2)Z(t) = (1 - 0.46 B12
      (0.07)              (0.09)(22.33) 
) e(t)- 112.59 Z(t-3)e(t-12) 
  AIC = - 1228.30           Variance = 0.0000098 
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Table 4.2.3 (Contd…) : DESCRIPTION OF BILINEAR MODEL 
 
Model 
No. 
Series No.2 : Index Number of Wholesale Prices 
1 (1 - 0.58 B - 0.26 B3 + 0.38 B4 - 0.26 B7) Z(t) = (1 - 0.22 B8
     (0.08)   (0.09)    (0.09)    (0.08)(0.11)           (0.04) 
) e(t)  - 0.06 Z(t-1)e(t-1) 
  AIC = 14.75              Variance = 1.02 
2 (1 - 0.55 B - 0.24 B3 + 0.32 B4 - 0.27 B7
(0.08)   (0.09)    (0.10)    (0.09)(0.11)           (0.06) 
) Z(t)= ( 1 - 0.22 B8) e(t)  - 0.12 Z(t-2)e(t-3) 
AIC = 13.39              Variance = 1.01 
3 * (1 - 0.58 B - 0.20 B3 + 0.32 B4 - 0.28 B7) Z(t)=(1 - 0.21 B8) e(t) 
  (0.08)   (0.10)   (0.10)    (0.08)(0.11) 
 
               - 0.22 Z(t-2)e(t-3) + 0.10 Z(t-3)e(t-3) 
     (0.08)              (0.05) 
  AIC = 12.12              Variance = 0.98 
Model 
No. 
Series No.3 : Consumer Price Index Number for Industrial Workers 
1 (1 - 0.34 B + 0.10 B5 - 0.24 B11 - 0.31 B12) Z(t)= e(t) + 0.19 Z(t-1)e(t-2) 
     (0.08)   (0.07)    (0.08)     (0.09)    (0.05) 
     AIC = 53.49       Variance = 1.44 
2 (1 - 0.36B + 0.14B5 - 0.24B11 - 0.26B12
     (0.08)   (0.07)    (0.08)     (0.09)    (0.05)              (0.06) 
) Z(t)=e(t)+ 0.14 Z(t-1)e(t-2) - 0.11 Z(t-13)e(t-1) 
       AIC = 51.52        Variance = 1.39 
3 * (1 - 0.34B + 0.10B5 - 0.30B11 - 0.25B12
  (0.07)   (0.06)    (0.08)     (0.09)(0.05)             (0.06) 
) Z(t)=e(t) + 0.18Z(t-1)e(t-2) - 0.17Z(t-13)e(t-7) 
AIC = 46.15          Variance = 1.33 
Model 
No. 
Series No.4 : Index Number of Industrial Production 
1 (1 + 0.41 B + 0.16 B2 + 0.32 B12 + 0.21 B13+ 0.24 B24) Z(t) = (1 + 0.11 B5
 (0.09)   (0.09)    (0.09)     (0.09) (0.08)                (0.10)  
) e(t) 
 
                        - 0.02 Z(t-1)e(t-1) 
                         (0.01) 
      AIC = 422.91           Variance = 45.68 
2 (1 + 0.41B + 0.17B2 + 0.32 B12 + 0.19 B13+ 0.24 B24
      (0.09)   (0.09)    (0.09)     (0.09)(0.08)                  (0.01) 
) Z(t) = e(t) - 0.02 Z(t-1)e(t-1) 
       AIC = 422.20           Variance = 46.23         
3* (1 + 0.26B + 0.17B2 + 0.18B12 + 0.20B13+ 0.12B24
      (0.07)   (0.08)      (0.08)       (0.09)  (0.08)                      (0.006) 
) Z(t) = e(t) - 0.013 Z(t-1)e(t-1) 
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                   + 0.043 Z(t-1)e(t-12) 
                    (0.014) 
   AIC = 416.56            Variance = 43.04 
 
 
 
 
 
 
Table 4.2.3 (Contd…) : DESCRIPTION OF BILINEAR MODEL 
Model 
No. 
Series No.5 : Bank credit  
1 (1 + 0.25B8 - 0.27B9)Z(t) = (1 - 0.50B12
      (0.09)    (0.08)              (0.09) (12.77)               (13.48) 
)e(t) + 35.74 Z(t-6)e(t-12) - 39.74 Z(t-12)e(t-3) 
          + 28.43 Z(t-1)e(t-12) 
           (12.80) 
  AIC = - 1113.88          Variance = 0.0000269 
2 (1 + 0.25B8 - 0.30B9)Z(t) = (1 - 0.54 B12
      (0.09)    (0.08)              (0.09)(12.41)               (14.40) 
)e(t)- 35.46 Z(t-6)e(t-12) - 41.13 Z(t-12)a(t-3) 
 
          + 20.14 Z(t-12)e(t-1)           
 (17.69) 
AIC = - 1110.55           Variance = 0.0000278 
3* (1 + 0.30B8 - 0.34B9)Z(t) = (1 - 0.51B12
 (0.08)    (0.07)              (0.08)(12.59)               (13.14) 
)e(t)- 46.47 Z(t-6)e(t-12) - 40.72 Z(t-12)e(t-3) 
 
          + 25.39 Z(t-1)e(t-12) - 42.11 Z(t-2)e(t-12) 
           (11.62)               (15.34) 
  AIC = - 1117.93           Variance = 0.0000254 
Model 
No. 
Series No.6 :Non-Food credit (NFBC) 
1 (1 + 0.17 B8 - 0.44 B12 + 0.19 B14
     (0.08)    (0.08)     (0.08)( 5.75) 
)Z(t) = e(t)- 15.11 Z(t-1)e(t-1) 
  AIC = - 1182.41            Variance = 0.0000452 
2 (1 + 0.16B8 - 0.44 B12 + 0.19 B14
      (0.08)    (0.08)     (0.08)(5.76)              (10.21) 
)Z(t) = e(t) - 15.35 Z(t-1)e(t-1) + 3.04 Z(t-12)e(t-12) 
   AIC = - 1180.65            Variance = 0.0000452 
3* (1 + 0.15B8 - 0.44 B12 - 0.19 B14
      (0.07)    (0.08)     (0.10)( 5.68)              (12.61) 
)Z(t) = e(t) - 15.35 Z(t-1)e(t-1) + 22.31 Z(t-3)e(t-12) 
  AIC = - 1182.71             Variance = 0.0000452  
Model 
No. 
Series No.7 :Aggregate Deposits 
1 (1 + 0.15B + 0.08 B2 - 0.46 B6) Z(t)= (1 + 0.18 B3 - 0.58 B12
      (0.09)  (0.08)    (0.07) (0.09)    (0.09) 
) e(t) 
 
               + 46.32 Z(t-6)e(t-3) + 44.86 Z(t-9)e(t-3) 
(21.31)              (16.00)                 
          AIC = -1176.79         Variance = 0.0000147 
2* (1 + 0.15B + 0.11 B2 - 0.33 B6) Z(t)= (1 - 0.29 B3 - 0.81 B12
      (0.07)  (0.06)    (0.06) (0.07)    (0.06) 
) e(t) 
 
46 | P a g e  
 
             + 44.35 Z(t-6)e(t-3) - 28.13 Z(t-9)e(t-3)- 30.21 Z(t-12)e(t-12) 
  (13.05)              ( 8.91)( 6.71) 
          AIC = - 1195.58         Variance = 0.0000121 
3 (1 + 0.06B + 0.06 B2 - 0.35 B6) Z(t)= (1 - 0.20 B3 - 0.87 B12
      (0.07)  (0.06)    (0.05)(0.06)    (0.07) 
) e(t) 
 
 + 51.18 Z(t-6)e(t-3) - 32.05 Z(t-9)e(t-3) - 32.97 Z(t-12)e(t-12) + 8.18 Z(t-1)e(t-1) 
      ( 8.35)              ( 7.59)( 7.88)             (5.22) 
   AIC = - 1194.13          Variance = 0.0000120  
Table 4.2.3 (Contd…) : DESCRIPTION OF BILINEAR MODEL 
Model 
No. 
Series No.8 :Investments 
1 (1+ 0.34B - 0.25B6 - 0.18B7 + 0.32B9)Z(t) = (1 - 0.36B - 0.39 B12
 (0.11)   (0.09)    (0.08)    (0.07)(0.11)   (0.09) 
)e(t)     
 
+ 11.06 Z(t-9)e(t-1) 
              (4.22) 
     AIC = -957.91            Variance = 0.0001136 
2 (1 + 0.48 B - 0.16 B6 - 0.14 B7 + 0.18 B9)Z(t)= (1 + 0.06 B - 0.50 B12
      (0.07)   (0.07)   (0.05)    (0.07)(0.11)   (0.07) 
)e(t) 
 
            + 28.53 Z(t-9)e(t-1) + 17.43 Z(t-10)e(t-5)  
 (4.81)               (2.69) 
          AIC = -972.06             Variance = 0.0000976 
3* (1+ 0.43 B - 0.18 B6 - 0.15 B7 + 0.20 B9)Z(t)= (1 - 0.51 B12
     (0.06)   (0.06)    (0.05)    (0.06)(0.07) 
) e(t) 
 
            + 29.49 Z(t-9)e(t-1) + 17.27 Z(t-10)e(t-5) 
               (4.55)               (4.55) 
           AIC = -973.38            Variance = 0.0000983 
i) Models with asterisk have been selected for evaluating MPSE. 
ii) The values in brackets indicate the standard error of the corresponding parameters 
of the model. 
 
TABLE 4.2.4: MEAN PERCENTAGE SQUARE ERROR (MPSE) FOR BILINEAR MODEL 
 
Lead 
Period 
Series 
1 2 3 4 5 6 7 8 
1 0.96 0.23 0.27 13.54 3.93 5.23 0.71 8.32 
2 1.69 1.00 0.90 16.41 7.75 9.97 0.83 12.97 
3 1.62 2.28 1.86 19.81 9.59 14.87 1.22 18.54 
4 1.64 3.93 3.01 28.16 13.19 21.80 1.28 26.17 
5 1.96 5.48 4.39 31.63 16.88 29.71 1.63 32.98 
6 2.61 6.49 5.41 29.39 21.49 35.81 2.59 37.59 
7 2.94 6.97 6.20 27.26 25.73 39.46 3.53 43.36 
8 3.39 7.02 7.00 24.01 31.37 47.01 4.23 48.07 
9 3.91 7.06 7.70 18.28 32.06 51.26 5.14 54.01 
10 4.55 7.35 8.03 15.18 38.93 58.07 6.26 62.69 
11 4.48 8.12 8.40 13.33 45.93 65.94 7.78 78.93 
12 5.17 9.54 8.89 17.42 55.10 79.97 9.55 90.86 
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4.2.3 Holt and Winters Exponential Smoothing 
 
The parameters A, C and D for each series has been presented in Table 4.2.5 and 
MPSE for Holt and Winters Exponential Smoothing is presented in Table 4.2.6. 
 
 
 
 
      Table 4.2.5 : The initial parameters of Holt-Winters Model 
Sr Series Name 
Original Series(X(t)) 
A C D 
1 Money Supply(M3 0.2485 ) 0.0472 0.9000 
2 Index Number of Wholesale Prices 0.9000 0.0668 0.9000 
3 Consumer Price Index Number for 
Industrial Workers 
0.2180 0.2193 0.1802 
4 Index Number of Industrial 
Production 
0.3977 0.0616 0.6261 
5 Bank Credit 0.3000 0.3000 0.7000 
6 Non-Food Credit 0.4086 0.0384 0.9000 
7 Aggregate Deposits 0.2084 0.0773 0.8775 
8 Investments 0.2318 0.0551 0.6646 
 
TABLE 4.2.6: MEAN PERCENTAGE SQUARE ERROR (MPSE) FOR HOLT-WINTERS 
EXPONENTIAL SMOOTHING 
 
Lead 
Period 
Series 
1 2 3 4 5 6 7 8 
1 3.82 2.64 53.32 25.89 58.20 19.97 7.09 12.76 
2 3.63 2.69 57.59 28.98 71.07 27.17 7.60 17.48 
3 3.77 2.71 59.74 33.00 86.72 34.61 7.20 22.15 
4 3.90 2.78 62.08 42.14 100.55 40.28 7.37 25.39 
5 3.74 2.75 62.03 53.63 106.95 44.34 7.40 28.32 
6 3.47 2.59 61.36 62.65 112.46 45.05 8.23 29.87 
7 3.28 2.34 60.75 75.43 117.41 45.69 8.34 30.31 
8 3.23 1.79 55.53 85.67 124.81 46.03 8.28 31.08 
9 2.85 1.70 54.32 96.26 131.13 45.49 7.60 31.51 
10 2.54 1.71 54.71 103.96 131.91 45.50 8.42 30.89 
11 2.28 1.68 58.03 110.44 140.88 44.61 8.42 31.02 
12 2.27 1.56 62.98 114.05 119.43 44.75 9.02 30.73 
 
 
4.2.4 Brown Exponential Smoothing 
 
 
Mean Percentage Sqaure Error for Brown Exponential Smoothing is presented in Table 
4.2.7. 
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TABLE 4.2.7: MEAN PERCENTAGE SQUARE ERROR (MPSE) FOR BROWN 
EXPONENTIAL SMOOTHING 
Lead 
Period 
Series 
1 2 3 4 5 6 7 8 
Transfor- 
mation  - - Log - -  - - Log 
Trend  L Q Q L Q L L L 
B 0.76 0.78 0.69 0.83 0.86 0.78 0.70 0.70 
  MPSE 
1 4.68 2.88 8.78 28.29 10.32 12.50 2.04 12.05 
2 4.90 2.95 8.73 28.00 10.53 13.06 2.10 14.09 
3 5.43 3.05 8.53 30.26 10.67 13.54 2.08 16.23 
4 5.42 3.18 8.35 37.11 10.64 13.93 2.19 17.41 
5 5.38 3.10 8.14 45.94 10.07 13.37 2.48 18.70 
6 5.28 2.85 7.64 58.59 8.73 11.94 3.31 18.61 
7 4.92 2.60 6.69 62.64 7.23 10.25 4.23 17.76 
8 4.82 2.36 6.70 77.38 6.77 9.66 5.20 17.17 
9 4.94 2.26 6.36 84.82 9.03 12.52 6.05 15.83 
10 5.09 2.50 6.04 92.22 12.38 14.67 6.61 13.92 
11 5.05 2.79 6.03 94.77 15.56 18.97 6.85 14.18 
12 5.03 3.18 6.62 96.12 24.38 30.77 10.12 14.34 
Transformation: '-'- Original Series, 'Log' - Log with base 10. 
Trend         : 'Q'- Quadratic, 'L'- Linear 
 
4.2.5 State Dependent Model 
 
The model descriptions of the initial SDM Models has been presented in Table 4.2.8 
and MPSE for the SDM Model is presented in Table 4.2.9. 
 
Table 4.2.8 : Description of the Initial SDM Models 
Series Description Value of b (smoothing 
Constant) 
Money 
Supply(M3
Z(t)=0.00020+0.15Z(t-1)+0.16Z(t-2)-0.25Z(t-6) 
) +0.24Z(t-12)+v(t) 
10-2 
Index Number of 
Wholesale Prices 
Z(t)=-0.3897-0.32Z(t-1)-0.29Z(t-3) +0.43Z(t-4) 
     +0.014Z(t-7)+v(t) 
10-9 
Index Number of 
Consumer Prices 
Z(t)= 0.1795-0.19Z(t-1)+0.26Z(t-5)-0.34Z(t-11) 
 -0.22Z(t-12)+v(t) 
10-9 
Index Number of 
Industrial 
Production 
Z(t)=-0.6070+0.55Z(t-1)+0.10Z(t-2) -0.11Z(t-12) 
+0.09Z(t-24)+v(t) 
10-9 
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Bank Credit Z(t)=0.0037-0.16 Z(t-1)-0.12 Z(t-12) +0.26 Z(t-6) 
 – 0.15 Z(t-12) + v(t) 
10-2 
Non-Food Credit Z(t)=0.00012+0.11Z(t-8)+0.37Z(t-12) 
     +0.16Z(t-14) + v(t) 
10-2 
Aggregate 
Deposits 
Z(t)= -0.00054-0.26 Z(t-1) – 0.24 Z(t-2) -0.30Z(t-3) 
         -0.11 Z(t-12)+v(t) 
10-9 
Investments Z(t)=-0.0000035 – 0.54Z(t-1)-0.12Z(t-3)-0.11Z(t-6) 
         -0.08Z(t-12)+v(t) 
10-5 
 
TABLE 4.2.9: MEAN PERCENTAGE SQUARE ERROR (MPSE) FOR STATE DEPENDENT 
MODEL (SDM) 
 
Lead 
Period 
Series 
1 2 3 4 5 6 7 8 
1 0.89 0.24 0.29 12.78 2.50 4.44 0.89 9.25 
2 1.46 0.99 0.95 17.01 5.36 7.70 1.88 13.60 
3 1.30 2.13 1.90 20.25 8.86 11.13 2.90 18.47 
4 1.42 3.69 3.09 27.93 12.55 16.50 3.46 26.72 
5 1.76 5.19 4.56 29.31 15.97 21.09 4.70 33.61 
6 2.28 6.34 5.66 26.51 20.95 23.06 6.57 38.04 
7 2.76 7.27 6.51 25.06 24.98 22.10 8.54 42.83 
8 3.33 8.15 7.39 21.78 30.41 25.25 10.33 48.25 
9 3.83 9.35 8.10 20.68 33.54 25.82 11.68 52.73 
10 4.63 11.02 8.52 21.58 42.74 28.30 12.78 58.81 
11 4.92 13.11 9.02 25.05 52.94 34.45 13.19 71.18 
12 5.76 15.48 9.82 28.61 69.29 48.26 14.30 80.69 
 
4.2.6 Evaluation of Performance & Conclusion 
The evaluations of forecast performance of these five univariate time series methods 
are based on Mean Percentage Square Error (MPSE) which is described in Tables 4.2.2, 
4.2.4, 4.2.6, 4.2.7 and 4.2.9 respectively. A method performs better if MPSE is smaller 
as compared to others.  
    We have evaluated the overall forecast performance of five Univariate models by 
counting the number of times one model outperforms the other models for long run (1 
to 12 lead period) and also for short run (1 to 6 lead period). The results are presented 
in below: 
A. Long Run 
Methods Box Jenkins Model 
Bilinear 
Model 
Holt-
Winters 
Exponential 
Method 
Brown 
Exponential 
Smoothing 
State 
Dependent 
Model 
Box Jenkins Model ------ 31 68 44 46 
Bilinear Model 65 ------ 67 51 50 
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Holt-Winters 
Exponential Method 28 29 ------ 26 30 
Brown Exponential 
Smoothing 52 45 70 ------ 53 
State Dependent Model 50 46 66 43 ------ 
 
In long run, Box-Jenkins Models outperformed Bilinear Models 31 times, Holt-Winters 
Method in 68 times, Brown Exponential Method in 44 times and State Dependent 
Models in 46 times, out of maximum attainable limit of 96.  
Bilinear Modelsoutperformed Box-Jenkins Modelsin 65 times, Holt-Winters Method in 
67 times, Brown Exponential Method in 51 times and State Dependent Model in 50 
times in long run. Holt-Winters Method outperformed Box-Jenkins Models in 28 times, 
Bilinear Models in 29 times, Brown Exponential Smoothing in 26 times and State 
Dependent in 30 times, out of maximum attainable limit of 96 in long run. Brown 
Exponential Smoothing outperformed Box-Jenkins Models in 52 times, Bilinear Models 
in 45 time, Holt-Winters Exponential Methods in 70 time and State Dependent Models 
in 53 times, out of maximum attainable limit of 96 in long run. State Dependent Models 
outperformed Box-Jenkins Models in 50 times, Bilinear Models in 46 times, Holt-
Winters Exponential Smoothing in 66 times and Brown Exponential Smoothing in 43 
times, out of maximum attainable limit of 96. 
B. Short Run 
Methods 
Box 
Jenkins 
Model 
Bilinear 
Holt-Winters 
Exponential 
Method 
Brown 
Exponential 
Method 
State 
Dependent 
Model 
Box Jenkins Model ------ 15 43 30 19 
Bilinear 33 ------ 42 34 20 
Holt-Winters 
Exponential Method 5 6 ------ 13 6 
Brown Exponential 
Method 18 14 35 ------ 17 
State Dependent Model 29 28 42 31 ------ 
 
In short run, Box-Jenkins Models outperformed Bilinear Models 15 times, Holt-Winters 
Method in 43 times, Brown Exponential Method in 30 times and State Dependent 
Models in 19 times, out of maximum attainable limit of 48.  
Bilinear Models outperformed Box-Jenkins Models in 33 times, Holt-Winters Method in 
42 times, Brown Exponential Method in 34 times and State Dependent Model in 20 
times in short run. Holt-Winters Method outperformed Box-Jenkins Models only in 5 
times, Bilinear Models in 6 times, Brown Exponential Smoothing in 13 times and State 
Dependent only in 6 times, out of maximum attainable limit of 48 in short run. Brown 
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Exponential Smoothing outperformed Box-Jenkins Models in 18 times, Bilinear Models 
in 14 time, Holt-Winters Exponential Methods in 35 time and State Dependent Models 
in 17 times, out of maximum attainable limit of 48 in short run. State Dependent 
Models outperformed Box-Jenkins Models in 29 times, Bilinear Models in 28 times, 
Holt-Winters Exponential Smoothing in 42 times and Brown Exponential Smoothing in 
31 times, out of maximum attainable limit of 48. 
C. Number of times One Method outperformed other four methods. 
Sl.No. Method Long Run Short Run 
  1 Box-Jenkins Model 189 107 
  2  Bilinear Model 233 129 
  3 Holt-Winters Exponential Method 113 30 
  4 Brown Exponential Method 220 84 
  5  State Dependent Model 205 130 
 
It is clear from the above tables that the performance of Bilinear Model has 
outperformed other four models in long run.Whereasin short run, State Dependent 
Model outperformed Box-Jenkins Model, Holt-Winters Method, and Brown Exponential 
Smoothing. It’s performance is slightly better than Bilinear Modelin short run 
In overall comparison, the performance of Bilinear Model has outperformed other four 
models in long run (233 times out of maximum attainable limit of 384) and State 
Dependent Model in short run (130 times out of maximum attainable limit of 192). 
Bilinear Model also outperformed other four methods in 129 times out of maximum 
attainable limit of 192. The comparison in short run is more reasonable due to rapid 
fluctuation in economy.  
Of course, our analysis is based on five models and eight Indian economic Time series 
only.  
4.3 : Transfer Function Model 
4.3.1 Empirical Results  
Case I : For the purpose of our study, data corresponding to Money Supply (M3
The ARIMA Model for Money Supply (M
) and 
Reserve Money (RM), as on the last Friday of each month covering the period April 
1972 to November 1982, as published by the Reserve Bank of India were used. 
3
 
) is 
   
      (0.09)    (0.09)     (0.09)     (0.09)                        (0.04) 
Where (a) Variance of at  = 8.69x10
 (b) Chi-square value = 11.53 with 13 degrees of freedom against the theoretical 
value of 22.36 at 5% level of significance. Hence the model is adequate. 
-6  
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 (c) AIC Value = - 1120.37 
The values within the brackets indicate the standard errors of corresponding 
parameters of the model. 
Reserve Money has been used as an auxiliary variable to build the bivaraite stochastic 
model for forecasting Money Supply. 
The ARIMA model for Reserve Money (RM) is 
  
      (0.09)     (0.09)   (0.09)      (0.09)  (0.09)                               (0.04) 
Where (a) Variance of bt  = 6.41x10
 (b) Chi-square value = 15.92 with 12 degrees of freedom against the theoretical 
value of 21.03 at 5% level of significance. Hence the model is adequate. 
-5  
 (c) AIC Value = - 924.50 
The cross correlation between estimated at and bt
Table – 4.3.1 
 up to lag 6 are presented in Table-
4.3.1. 
Cross Correlations between Estimated a t  and b
Lag K 
t 
rab(K) lag K rba(K) 
0 0.35 0 0.35 
1 0.08 1 0.10 
2 -0.08 2 0.08 
3 0.09 3 0.03 
4 0.11 4 0.08 
5 0.04 5 -0.07 
6 0.02 6 -0.07 
In this case, and so,  Based on this criterion, only rab(0) is 
significant at 1% level of significance and others are insignificant. 
From the above table we find that the Reserve Money and Money Supply are affecting 
each other instantaneously, and there is no lag effect. Study by Ranagarajan and 
Singh (1984) demonstrated that the lag in the impact of Reserve Money on Money 
Supply (M3) is very short. A transfer function model of Money Supply (M3) (Xt) on 
Reserve Money (Yt) of the form given in (2.2.2) is 
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where  (a) Variance of Ct = 5.91 X 10-6
            (c) Q1 =   16.29 with 14 degrees of freedomagainst the theoretical value of 23.68 
at 5% level of significance. Hence the model is adequate. 
 ; (b) AIC = -1145.77 
Q2 =   17.11 with 12 degrees of freedom against the theoretical value of 
21.03 at 5% level of significance. Hence the model is adequate. 
 
Q1 is the Chi-square statistic based on the auto-correlation of estimated series Ct and 
Q2 is also chi-square statistics based on the cross correlation between bt and ct with 
different lag. 
 
Case II 
 
For Consumer Price Index Numbers for Industrial Workers (Base 1960=100) – All 
India, monthly indices from April 1972 to December 1982 have been used. 
 
The ARIMA model for consumer Price Index Numbers for Industrial workers is 
 
   
                                      (0.07)           (0.81)      
where  (a) Variance of at = 10.97;   (b) AIC = 235.12 
          (c) Chi-square value = 12.49 with 17 degrees of freedomagainst the theoretical 
value of 27.59 at 5% level of significance. Hence the model is adequate. 
 
Monthly data of Index Numbers of Wholesale Prices for All Commodities (Base 1970-
71=100) for the period April 1973 to December 1982 has been used as an auxiliary 
variable to build the bivariate stochastic model for the Consumer Price Index Numbers 
for Industrial Workers.  
 
The ARIMA model for Index Numbers of Wholesale Prices for all commodities is 
 
  
                           (0.08)       (0.09)             (0.57) 
 
where (a) Variance of at = 10.97 
          (b) AIC = 235.12 
          (c) Chi-square value = 12.49 with 17 degrees of freedomagainst the theoretical 
value of 27.59 at 5% level of significance. Hence the model is adequate. 
 
Having obtained univariate ARIMA models, the estimated cross correlation between at 
and bt upto lag 6 are shown in Table – 4.3.2. 
Table :4.3.2 
Estimated Cross Correlation between at and bt 
Lag K rab(K) lag K rba(K) 
0 0.66 0 0.66 
1 0.07 1 -0.08 
2 0.06 2 0.01 
3 0.15 3 0.11 
54 | P a g e  
 
4 0.06 4 -0.05 
5 -0.01 5 -0.14 
6 0.06 6 -0.05 
In this case, n=116 and so, n-½
 
≈0.0928. Based on this criterion, only rab (0) is 
significant at 1% level level of significance and others are insignificant. 
From the above table, we find that the changes in one series affects the other 
instantaneously. However, because of the basic definations, Consumer Price Index 
Numbers of Industrial Workers cannot affect the Index Number of Wholesale Prices. As 
such a transfer function model of Consumer Price Index Number for Industrial Workers 
(Xt) on Index Number of Wholesale Prices (Yt) is 
 
 
                               (0.81)  (0.08)    (0.05)   (0.06)       (0.03)             (0.57) 
 
Where,   
a) Variance of Ct = 3.39 
b) AIC = 104.86 
c) Q1 =   20.52 with 14 degrees of freedom against the theoretical value of 23.68 
at 5% level of significance. Hence, the model is adequate. 
d) Q2 =    7.27 with 15 degrees of freedom against the theoretical value of 25.00 
at 5% level of significance. Hence the model is adequate. 
 
The mean percentage square errors for evaluating the relative performance of the 
models for the series Money Supply and Consumer Price Index Numbers for Industrial 
Workers have been calculated upto lead period 6 and are presented in Table 4.3.3. 
 
Table 4.3.3 
Mean Percentage Square Error of Box-Jenkins Model and Transfer Function 
Model and Reduction in Mean Percentage Square Error 
Lead 
Period 
Money Supply Consumer Price Index Numbers for 
Industrial Workers 
Box-
Jenkins 
Model 
Transfer 
Function 
Model 
Reduction 
in M.P.S.E 
(in percent) 
Box-
Jenkins 
Model 
Transfer 
Function 
Model 
Reduction in 
M.P.S.E (in 
percent) 
(1) (2) (3) (4) (5) (6) (7) 
1 0.64 0.47 36.17 0.25 0.11 127.27 
2 0.97 0.75 29.33 0.89 0.38 134.21 
3 1.71 0.89 92.13 1.96 0.83 136.15 
4 2.81 0.85 230.59 4.29 1.34 220.15 
5 3.93 0.91 331.87 7.68 2.31 232.47 
6 5.23 0.90 481.11 10.00 3.21 211.53 
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4.3.2 Conclusion 
From the above table, we find that the mean percentage square error of Transfer 
Function Model is uniformly smaller than that of Univariate Box-Jenkins Model for both 
the series. With an additional variable the accuracy in the forecasting model has 
increased. It can be seen that the efficiency gained through Transfer Function Model 
for Money Supply is as high as 36% at lead period one and subsequently increases to 
480% at the lead period 6 and in case of Consumer Price Index Number for Industrial 
Workers, it increases from 127% at lead period one to more than 200% at lead period 
6. 
Thus, we can conclude that in the forecasting of the two economic time series Money 
Supply and Consumer Price Index Numbers for Industrial Workers, a substantial 
reduction of Mean Percentage Square Errors can be achieved if one uses transfer 
function model instead of univariate box-Jenkins Model. 
4.4 : Multivariate ARIMA 
 
4.4.1 Multivariate ARIMA Models 
 
We have developed three sets of Bivariate ARIMA Models and one trivariate ARIMA 
Model in Multivariate Model.The series have been made stationary after the 
transformation as mentioned in Table 4.1. 
 
Bivariate Models 
1) Series - Consumer Price Index Number(X1t) and   Wholesale Price Index 
Number(X2t) 
 
 
The bivariate model is as follows: 
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The values in brackets indicate the standard error of the corresponding parameters of 
the model. 
 
AIC = 42.39, BIC = 61.61, Hanan-Quin(HQ)=39.29. 
 
The estimated residual error variance & co-variance matrix = 





95.033.0
33.046.1
 
The Mean Percentage Square Error (MPSE) of this bivariate model is presented in Table 
4.4.1. 
 
2) Series - Wholesale Price Index Number(X1t)and Money Supply(M3)(X2t) 
 
The bivariate model is as follows: 
 
 
The values in brackets indicate the standard error of the corresponding parameters of the 
model. 
 
AIC =-1161.19, BIC = -1142.81, Hanan-Quin(HQ)=-1164.47. 
 
The estimated residual error variance & co-variance matrix = 
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The Mean Percentage Square Error (MPSE) of this bivariate model is presented in 
Table 4.4.1 
 
3) Series –  Index Number of Industrial Production(IIP)(X1t) and 
  Non-Food Credit of All Scheduled Commercial Banks(NFBC)(X2t) 
 
 The series have been made stationary after the transformation as mentioned in 
Table 4.1. 
 
 
 
 
The bivariate model is as follows: 
 
The values in brackets indicate the standard error of the corresponding parameters of 
the model. 
AIC =-631.55, BIC = -618.33, Hanan-Quin(HQ)=-633.87 and the estimated residual 
error variance & co-variance matrix is 





000048.0000636.0
000636.0258759.43
 
The Mean Percentage Square Error (MPSE) of bivariate model is presented in Table 
4.4.2. 
 
 
 
Trivariate Model 
 
Series - Wholesale Price Index Number(X1t), Consumer Price Index 
Number(X2t)and Money Supply(M3)(X3t) 
 
The series have been made stationary after the transformation as mentioned in Table 
4.1.  
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The trivariate model is as follows: 
 
 
 
The values in brackets indicate the standard error of the corresponding parameters of the 
model. 
AIC =-1098.29, BIC = -1069.63, Hanan-Quin(HQ)=-1103.49. 
The estimated residual error variance & co-variance matrix =










−
−
000012.0000162.0000011.0
000162.0415851.1284307.0
000011.0284307.0891913.0
 
 
The Mean Percentage Square Error(MPSE) of Bivariate and Trivariate model is 
presented in Table 4.4.1. 
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Table 4.4.1: MPSE of M3, WPI, CPI of different models 
 BIVARIATE MODEL TRIVARIATE MODEL 
Lead 
Period 
Series Series Series 
CPI WPI WPI M3 WPI CPI M3 
1 0.26 0.22 0.20 0.84 0.22 0.30 1.06 
2 0.84 0.80 0.74 1.32 0.81 0.92 1.21 
3 1.52 1.57 1.50 1.25 1.66 1.86 0.97 
4 2.30 2.37 2.33 1.40 2.56 2.77 1.12 
5 3.20 2.98 2.94 1.62 3.21 3.52 1.19 
6 3.92 3.31 3.16 2.09 3.43 3.63 1.49 
7 4.42 3.53 3.09 2.46 3.32 3.75 1.43 
8 5.00 3.78 3.00 2.76 3.14 4.05 1.63 
9 5.48 4.34 3.19 3.15 3.19 4.41 1.66 
10 5.64 5.38 3.93 3.76 3.81 4.53 1.67 
11 5.78 6.59 4.93 3.62 4.71 4.60 1.43 
12 6.22 7.88 5.92 4.08 5.64 4.78 1.92 
 
 
Table 4.4.2 : MPSE of IIP & NFBC of different models 
 Bivariate Model 
Lead 
Period 
Series 
IIP NFBC 
1 8.65 3.94 
2 12.15 7.18 
3 14.54 11.17 
4 17.80 16.07 
5 18.45 23.48 
6 15.20 28.00 
7 13.66 30.67 
8 9.95 38.06 
9 9.15 42.05 
10 9.37 48.58 
11 9.44 55.50 
12 10.80 68.74 
 
4.4.2 Evaluation of Forecast performance and Conclusions 
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The evaluations of forecast performance of these five univariate time series methods 
are based on Mean Percentage Square Error (MPSE) which is described in Tables 4.2.2, 
4.2.4, 4.2.6, 4.2.7 and 4.2.9 respectively. The MPSEs of Bivariate & Multivariate ARIMA 
Models are presented in Table4.4.1 and Table 4.4.2. At first, we compare the 
performance of Bivariate ARIMA with Univariate models used in our study. Simliarly, 
we compare the performance of Multivariate ARIMA with Univariate & Bivariate Models. 
A method performs better if MPSE is smaller as compared to others.  
  
a) Bivariate ARIMA Model– Consumer Price Index(CPI)&Wholesale Price 
Index(WPI) 
 
In the Bivariate Model of CPI and WPI, we observe that MPSE of CPI is uniformly 
smaller than the MPSE of all the Univariate Models in all lags, while the MPSE of WPI of 
Bivariate ARIMA Model is smaller than the MPSE of all Univariate Models in first four 
lags. It clearly indicates that Wholesale Price Index affects Consumer Price Index 
uniformly, where as Consumer Price Index affects Wholesale Price Index in short run. 
Similar type of results has been depicted when we have applied the data in the 
Bivariate Holt-Winters Method. 
 
b) Bivariate ARIMA Model – Money Supply (M3) &Wholesale Price 
Index(WPI) 
 
In the Bivariate ARIMA Model of M3 and WPI, the MPSE of M3 is smaller than the MPSE 
of all the Univariate Models in first seven Lead Periods, while the MPSE of WPI of 
Bivariate ARIMA Model is smaller than the MPSE of all Univariate Models in first four 
lead periods. It clearly indicates that Wholesale Price Index affects Money Supply in 
medium run, where as Money Supply affects Wholesale Price Index in short run.  
 
c) Bivariate ARIMA Model – Index Number of Industrial Production(IIP) and 
Non-Food Credit of All Scheduled Commercial Banks(NFBC) 
 
For the Bivariate Model of IIP and NFBC, MPSE of IIP is uniformly smaller than the 
MPSE of all univariate methods (Box-Jenkins, Bilinear, Holt-Winters, Brown 
Exponential, State Dependent Model), whereas the MPSE of NFBC is uniformly smaller 
than the MPSE of Box-Jenkins, Bilinear, Holt-Winters and Brown Exponential Models) 
and smaller in first 3 lead period (Lead Period 1 to Lead Period 3) than the MPSE of 
SDM.  It concludes that NFBC affects IIP and it is unidirectional. 
 
d) Trivariate ARIMA Model - Wholesale Price Index Number(WPI),  
Consumer Price Index Number(CPI)  and Money Supply(M3) 
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In case of Trivariate ARIMA Model of WPI, CPI and M3, the MPSE of M3 is smaller than 
the MPSE of the three Univariate Models (Box-Jenkins, Holt-Winters and Brown 
Exponential Smoothing) in all 12 lead periods and in 11 Lead Periodsof State 
Dependent Model and Bilinear Model from Lead Period 2 to Lead Period 12. The MPSE 
of M3 is smaller in 11 Lead Period (Lead Period 2 to Lead Period 12) as compared to 
the MPSE of M3 of Bivariate ARIMA of M3 and WPI. 
 
The MPSE of CPI is uniformly smaller than the MPSE of Box-Jenkins Model, Holt-
Winters, Brown Exponential Smoothing, ten lead periods of Bilinear Model (except  first 
& second lead period), eleven lead periods of State Dependent Model (except first lead 
period) and seven lead periods of the bivariate model of WPI & CPI (except the lead 
periods 1 to 5). 
 
In case of WPI, the MPSE of trivariate model is uniformly smaller than the MPSE of 
Box-Jenkins, Bilinear, Brown Exponential and State Dependent Model, four lead periods 
of Holt Winters Technique (1 to 4). It is smaller in six lead periods (7 to 12) of MPSE of 
bivariate model of WPI & CPI and three lead periods (10 to 12) of MPSE of WPI & M3. 
It concludes that both WPI and CPI affect Money Supply (M3) and it is unidirectional.  
 
4.5 : Multivariate Exponential Smoothing 
4.5.1 Empirical Findings 
The Mean Percentage Square Error (MPSE) of Univariate as well as the Bivariate / 
Trivariate Model of Money Supply (M3), Consumer Price Index Number (CPI) for 
Industrial Workers and Wholesale Price Index Numbers (WPI)- All India are presented 
in Table 4.5.1. For our computataion, monthly data of the above series for the period 
April 1985 to March 1995 have been used. 
Table 4.5.1 : Mean Percentage Square Error 
LEAD 
PERIOD 
  
UNIVARITATE MODEL BIVARIATE MODEL 
Money 
Supply (M3) 
Consumer 
Price Index 
Wholesale 
Index 
Consumer 
Price Index 
Wholesale 
Price Index 
1 3.82 53.32 2.64 0.64 0.82 
2 3.63 57.59 2.69 1.24 1.59 
3 3.77 59.74 2.71 1.89 2.19 
4 3.9 62.08 2.78 2.58 2.64 
5 3.74 62.03 2.75 3.03 2.64 
6 3.47 61.36 2.59 3.43 2.57 
7 3.28 60.25 2.34 3.61 2.39 
8 3.23 55.53 1.79 3.54 2.36 
9 2.85 54.32 1.7 3.43 2.78 
10 2.54 54.71 1.71 4.07 3.74 
11 2.28 58.03 1.68 5.64 4.75 
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12 2.27 62.98 1.56 8.21 5.60 
Parameters : 
A 0.25 0.22 0.90 0.50 0 
    
0.10 0.49 
C 0.05 0.22 0.07 0.01 0.06 
    
0.03 0.02 
D 0.90 0.18 0.90 0.48 0.10 
    
0 0.50 
 
 
 
Table 4.5.1 (Contd...) : Mean Percentage Square Error 
LEAD 
PERIOD 
  
BIVARIATE MODEL TRIVARITATE MODEL 
Money 
Supply (M3) 
Wholesale 
Price Index 
Money 
Supply (M3) 
Consumer 
Price Index 
Wholesale 
Index 
1 0.87 1.43 0.54 2.46 0.97 
2 0.87 3.42 0.75 2.60 2.84 
3 0.84 4.82 0.85 2.84 4.88 
4 1.08 5.50 0.92 3.01 6.87 
5 1.33 5.02 1.19 2.78 8.09 
6 2.22 5.19 2.05 2.53 8.60 
7 3.12 5.33 3.28 2.04 8.38 
8 3.71 5.35 4.45 2.68 8.27 
9 3.93 5.22 4.97 3.20 8.54 
10 4.43 4.73 4.99 4.31 8.84 
11 4.78 4.13 5.44 5.07 8.83 
12 5.23 4.14 6.59 6.45 8.93 
Parameters :           
A 0.20 0.10 0.11 0 0.10 
 
0.00 0.90 0 0.03 0.10 
   
0.24 0.10 0.90 
C 0.15 0 0.20 0.10 0.08 
 
0.10 0.90 0.10 0.14 0 
   
0.10 0.10 0.01 
D 0.71 0.10 0.40 0.10 0.10 
 
0.00 0.90 0.10 0.17 0.10 
   
0.10 0.10 0.90 
 
4.5.2 Conclusion 
From the Table 4.5.1, Bivariate Model of Consumer Price Index & Wholesale Price 
Index, we find that the mean percentage square error of Consumer Price Index is 
uniformly smaller than that of Univariate Model. For the series Wholesale Price Index 
Number, MPSE is smaller in first six lags as compared to Univariate Model. This 
concludes that Wholesale Price Index affects Consumer Price Index uniformly, whereas 
the Consumer Price Index affect Wholesale Price Index in the short run. 
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Again, for the Bivariate Model of Money Supply (M3) and Wholesale Price Index, MPSE 
of Money Supply (M3) in Bivariate Model is smaller in first seven lags as compared to 
the MPSE of Univariate Model. But for the Wholesale Price Index Number, MPSE of 
Bivariate Model is smaller only in first lag. This indicates that Wholesale Price Index 
affect the Money Supply (M3) in short run while the other is insignificant. 
In case of Trivariate Model of Money Supply (M3), Consumer Price Index and 
Wholesale Price Index, MPSE of Money Supply (M3) is smaller in six lags as compared 
to Univariate Model and smaller in five lags as compared to Bivariate Model of Money 
Supply (M3) and Wholesale Price Index. Whereas the MPSE of Consumer Price Index is 
uniformly smaller in all lags as compared to Univariate Model, but higher than the 
Bivariate Model of Consumer Price Index and Wholesale Price Index. For Wholesale 
Price Index, MPSE is smaller only in first lag as compared to Univariate Model and the 
Bivariate Model of Money Supply (M3) and Wholesale Price Index. It concludes that 
both Consumer Price Index and Wholesale Price Index affect Money Supply (M3) in 
short run and it is unidirectional. 
4.6 Comparative Performance of Multivariate Models 
 
4.6.1 Comparative Performance of Multivariate ARIMA & Multivariate Holt-Winters 
Exponential Smoothing  
 
At first, we have evaluated the overall forecast performance of Bivariate ARIMA Models 
and Bivariate Holt-Winters Models by counting the number of times MPSE of one model 
outperformed the other for long run as well as short run.Lower MPSE is the better 
performance. We have considered the performance of Bivariate Model CPI & WPI and 
M3& WPI. 
 
Table 4.6.1: Number of times MPSE of one Bivariate Method outperformed 
other Method. 
Sl. Methods Short Run Long Run  
1 Bivariate ARIMA 16 27 
2 Bivariate Holt-Winters 8 21 
 
It is clear from the above table that the performance of Bivariate ARIMA outperformed 
Bivariate Holt-Winters Models both in short run and long run. In short run, Bivariate 
ARIMA outperformed Bivariate Holt-Winters 16 times out of maximum attainable limit 
of 24 times and in long run it outperformed 27 times out of maximum attainable limit 
of 48 times. 
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Comparative performance of Trivariate ARIMA model of M3, WPI and CPI &Trivariate 
Holt-Winters Model of M3, WPI and CPI is presented in Table 4.6.2. 
 
Table 4.6.2: Number of times MPSE of one Trivariate Method outperformed 
other method. 
Sl. Methods Short Run Long Run  
1 Trivariate ARIMA 11 25 
2 Trivariate Holt-Winters 7 11 
 
It is clear from the above table that the performance of Trivariate ARIMA outperformed 
Trivariate Holt-Winters Models both in short run and long run. In short run, Trivariate 
ARIMA outperformed Trivariate Holt-Winters 11 times out of maximum attainable limit 
of 18 times and in long run it outperformed 25 times out of maximum attainable limit 
of 36 times. 
 
In our study, we observe that Bivariate Models perform better than Univariate models 
and Trivariate Models perform better than Univariate Models and Bivariate Models. So, 
use of related variables which affects the endogenous variable improved the forecast 
accuracy.Of course, our analysis is based on five univariate models and Bivariate & 
Trivariate ARIMA and Bivariate & Trivariate Holt-Winters Exponential Smoothing 
Methods and eight Indian economic Time series. 
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Chapter 5 
Multivariate Techniques 
5.1 Introduction 
 
Multivariate data analysis techniques have been wider acceptance mainly due to the 
realization that in many scientific inquiries it is necessary to analyze the simultaneous 
relationship among three or more variables. Multivariate Analysis can be simply 
defined as the application of methods that deal with reasonably large numbers of 
variables made on each object in one or more samples simultaneously.If the interest 
centres on the association between two sets of variables, where one set is the 
realization of dependence or criterion measure then the appropriate class of 
techniques would be those designated as dependence methods. If the interest centres 
on the mutual association across all the variables with no distinction made among 
variable types, one uses interdependence methods.  
Dependence Methods seek to explain or predict one or more criterion measure based 
upon the set of predictor variable. Interdependence methods on the other hands are 
less predicative in nature and attempt to provide insight into the underlying structure 
of the data by simplifying the complexities, primarily through data reduction. 
 
As it has already been mentioned, several changes have taken place in the operations 
and structure of the banking system with the introduction of Financial Sector Reforms 
in 1991. The increased opportunities for the banks provided by the deregulation have 
extended their portfolios, but at the same time introduced new uncertainties and 
risks. Competition has increased considerably both within and outside the banking 
system. In this chapter, we have made the study on a) to examine the comparative 
strengths and weaknesses of each bank group based on some selected parameters 
and b) to review the relative performance of the bank group based on these selected 
parameters.  
 
To facilitate this transition and to uplift the Indian banking system to international 
standards, various measures have been introduced by the Reserve Bank of India and 
many are in the process of implementation. One such measure to judge the financial 
viability of banks, is the adoption of a rating methodology on the lines of widely 
accepted CAMEL (Capital adequacy, Asset quality, Management, Earnings and 
Liquidity) model with modifications. The modifications included another factor i.e., 
Systems and Control. This is based on one of the recommendations of the 
Padmanabhan Committee on “On-site Supervision over Banks”. In this Chapter, we 
have also attempted to use a benchmark using publicly available accounting data by 
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adopting CAMEL model. This is expected to help the supervisory systems for a 
rigorous on-side inspection. In general, CAMEL ratings are designed to reflect a bank’s 
financial condition, its compliance with regulatory policies, and quality of its 
management and implementation of its systems of internal control 
 
5.2 Study of Different Bank Groups  
In this study, we have taken into account the functioning of scheduled commercial 
banks, excluding Regional Rural Banks, considering their low share in total assets. 
 
To examine the overall performance we have selected eleven parameters broadly 
covering four major areas namely a) Capital Adequacy, b) Assets Quality c) 
Profitability and d) Productivity. The expected effect on the likelihood of the 
improvement of bank’s performance based on these selected parameters is 
summarised in Table 5.2.1. 
 
Table 5.2.1: Description of parameters with their expected effect in the 
bank’s performance 
Parameters Expected effect on the 
likelihood of the improvement 
in the bank’s performance 
Capital Adequacy  
1) Capital Adequacy Ratio Increase 
Asset Quality  
2) Return on Assets Increase 
3) Net Non-Performing Assets to Net Advances Decrease 
Profitability  
4) Spread to Total Assets Increase 
5) Burden to Total Assets Decrease 
6) Operating Profit to Total Assets Increase 
7) Operating Expenses to Net Income Decrease 
8) Net Income to Total Assets Increase 
Productivity  
9) Staff Cost to Net Income Decrease 
10) Operating Expenses to Total Assets Decrease 
11) Business (in Rs.)(Deposits + Advances) per 
Staff Cost 
Increase 
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The Capital Adequacy is rated in relation to a) the volume of risk assets; and b) the 
volume of net worth. The lesser the risk assets and larger the net worth, the larger its 
cushion against solvency. 
The Asset Quality is rated with reference to a) the level, distribution and health of the 
classified assets; b) the volume of marginal and inferior quality assets; and c) the 
recovery performance. Two indicators viz., Return on Assets (ROA) and Net NPA as % 
to Net Advances have been taken to measure the asset quality. Increase in ROA and 
reduction in Net NPA indicates quality of assets. 
The profitability is related to the earning performance of a bank. It is related to a) the 
ability to improve spread and reduce burden b) the ability to cover losses and provide 
capital; and c) quality and composition of net income. Higher spread and lower 
burden generally reflect financial strength and thus improvement in net profit. Four 
indicators have been chosen to measure the earning performance of the bank group.  
The productivity is related to a) increase the capacity utilisation b) reduce the 
intermediation cost; and c) improve the business. Decrease in operating cost as well 
as establishment cost and increase in business per staff cost improves the 
productivity. Instead of relying on one indicator, productivity of the bank group is 
measured by the combined effect of the three indicators. 
 
5.2.1 Data 
We have taken data for the period 1991-92 to 2010-11 from the various issues of 
Report on Trends and Progress of Banking in India and Statistical Tables relating to 
banks in India, published by Reserve Bank of India. For Capital Adequacy Ratio, 
measure for the bank group has been taken as the median of the banks in that 
groupupto 2000-01 and afterwards data are taken from various issues of Report on 
Trends and Progress of Banking in India. To analyse the performance, we have taken 
four time points a) 1996-97, middle of reform period and b) 2000-01, beginning of the 
new century,c) 2005-06, middle of the first decade and d) 2010-11, the latest 
available data. Details data are given in Annexure.  
5.2.2 Result 
5.2.2.1 Capital Adequacy 
 
The data of Capital Adequacy ratio was available from 1995-96 onwards. Capital 
Adequacy Ratio of the New Private Sector banks was high at the beginning of the 
inception of these banks. Over the years, it declined due to increase of their business 
portfolio in risk based assets.  
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During 1996-97, among the bank group, the Capital Adequacy Ratio of the New 
Private Sector Banks was the highest, followed by Foreign Banks, State Bank Group, 
Nationalised Banks. For the Old Private Sector banks, it was the lowest.  
 
During 2000-01, the Capital Adequacy Ratio of Foreign Banks was the highest and 
that of Nationalised Banks was the lowest. The Nationalised Banks were allowed to 
raise capital through Public Issue. During the first decade, all nationalized banks have 
raised their capital through Public Issue. Even some banks further increased their 
capital through Follow-on Public issue with premium. Again, the fresh capital infused 
by the Government has helped the banks to maintain high capital adequacy ratio. 
During 2005-06, the Capital Adequacy Ratio of Foreign Banks was the highest and 
that of Old Private Sector Banks was the lowest. During 2010-11, Capital Adequacy 
Ratio of all the Bank Groups was more than 13% and it was highest for Foreign Bank 
and lowest for State Bank Group.The details are presented in Table 5.2.2. 
   Table 5.2.2: Performance of Bank Group in Capital Adequacy Ratio 
Rank YEAR 
 1996-97 2000-01 2005-06 2010-11 
1 New Private 
Sector Banks 
Foreign Banks Foreign Banks Foreign Banks 
2 Foreign Banks State Bank Group New Private 
Sector Banks 
New Private 
Sector Banks 
3 State Bank 
Groups 
New Private 
Sector Banks 
Nationalised 
Banks 
Old Private 
Sector Banks 
4 Nationalised 
Banks 
Old Private Sector 
Banks 
State Bank 
Group 
Nationalised 
Banks 
5 Old Private 
Sector Banks 
Nationalised 
Banks 
Old Private 
Sector Banks 
State Bank 
Group 
 
5.2.2.2 Asset Quality 
Return on Assets (ROA) is measured by Net Profit to Total Assets. Due to introduction 
of income recognition and provisioning of non-performing assets, Indian Banks had 
made the net losses in the early 1990’s. Among the bank groups, Nationalsed Banks 
were affected badly. They had booked net losses during 1992-93, 1993-94 and 1995-
96. Foreign Banks had also posted net losses during 1992-93. For all the bank groups, 
it declined during 2000-01 as compared to the earlier years. Return on Assets 
increased for all the Bank groups upto 2003-04 and then it declined mainly due to 
introduction of new capital adequacy norms and higher provisioning. Again it 
improved during 2008-09 for all Bank Groups. ROA has declined during 2010-11 
mainly due to increase in NPA ratio.  
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Non-Performing Assets as % to Net Advances, of State Bank Group, Nationalised 
Banks and Foreign Banks, declined during 2000-01 as compared to the previous year, 
whereas it increased for New as well as Old Private Sector Banks. It further declined 
during 2006-07 for State Bank Group, Nationalised Banks, Old Private Sector Banks 
and Foreign Banks. For New Private Sector Banks, it increased during 2006-07. During 
2010-11, Non-Performing Assets as % to Net Advances declined for Nationalised 
Banks, Old Private Sector Banks, New Private Sector Banks and Foreign Banks as 
compared to the year 2006-07 and for State Bank of India in has increased during this 
period. Data for all bank groups are available from 1996-97 onwards. 
 
Performance of the bank group under asset quality group has been evaluated by 
combining these two indicators with the help of Factor Analysis technique. The Factor 
loading elements obtained using the first eigen value and the combined performances 
during 1996-97, 2000-01, 2005-06 and 2010-11are presented in Table 5.2.3. 
 
Table 5.2.3: Performance of Bank Group in Asset Quality 
 YEAR 
 1996-97 2000-01 2005-06 2010-11 
Indicator ROA NPA as % 
to Net 
Advances 
ROA NPA as % 
to Net 
Advances 
ROA NPA as % 
to Net 
Advances 
ROA NPA as % 
to Net 
Advances 
Factor 
loading 
value 
0.9778 -0.9778 0.9692 -09692 0.9248 -09248 0.9161 -0.9161 
Rank     
1 New Private 
Sector Banks 
Foreign Banks Foreign Banks Foreign Banks 
2 Foreign Banks New Private 
Sector Banks 
New Private 
Sector Banks 
New Private 
Sector Banks 
3 Old Private 
Sector Banks 
State Bank 
Group 
Nationalised 
Banks 
Old Private Sector 
Banks 
4 State Bank 
Group 
Old Private 
Sector Banks 
State Bank 
Group 
Nationalised 
Banks 
5 Nationalised 
Banks 
Nationalised 
Banks 
Old Private 
Sector Banks 
State Bank Group 
 
Low ROA and High NPA during 2010-11 pushed the State Bank Group in the bottom 
of the group. 
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5.2.2.3 Profitability 
In this present deregulated environment, banks are under pressure to reduce the 
interest rate both on deposits and advances. To increase the profitability, banks have 
not only to increase the spread, but also to reduce the burden. Public Sector Banks 
have improved their performance in terms of Spread as % to Total Assets as 
compared to Private Banks, but in terms of Burden as % to Total Assets the 
performance of Public Sector Banks were far below the private banks. The 
performance of Foreign Banks was above the all bank groups during 1991-92 to 2010-
11.     
Profitability of a bank not only depends on interest spread, but it also includes the 
services provided by the bank. Based on value added approach, we have considered 
Net Income, which include Spread and Other Income i.e., earning both from the net 
interest income and the services provided by the bank. Net Income to Total Assets of 
Public Sector Banks was more than Private Banks but less than Foreign Banks. Spread 
to Total Assets of Foreign Banks was higher than all other Bank Groups. From the 
year 2006-07, Spread to Total Assets of Private Banks was more than Public Sector 
Banks. But the operating expense to net income was higher for Public Sector Banks as 
compared to other bank groups.The result of combined performance of these five 
parameters based on Factor Analysis is presented in Table 5.2.4. 
Table 5.2.4: Performance of Bank Group in Profitability 
 YEAR 
 1996-97 2000-01 
Indicator Factor loading value Factor loading value 
1) Spread to Total Assets 0.6678 0.6495 
2) Burden to Total Assets -0.8103 -0.6575 
3) Operating Profit to Total 
Assets 
0.9995 0.9989 
4) Net Income to Total Assets 0.9025 0.8449 
5) Operating Expenses to Net 
Income 
-0.8955 -0.7339 
Rank   
1 Foreign Banks Foreign Banks 
2 New Private Sector 
Banks 
New Private Sector Banks 
3 State Bank Group Old Private Sector Banks 
4 Old Private Sector 
Banks 
State Bank Group 
5 Nationalised Banks Nationalised Banks 
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Table 5.2.4 (Contd…) : Performance of Bank Group in Profitability 
 YEAR 
 2005-06 2010-11 
Indicator Factor loading value Factor loading value 
1) Spread to Total Assets 0.8262 0.9305 
2) Burden to Total Assets -0.7797 -0.9251 
3) Operating Profit to Total 
Assets 
0.9977 0.9881 
4) Net Income to Total Assets 0.9915 0.9874 
5) Operating Expenses to Net 
Income 
-0.9573 -0.7417 
Rank   
1 Foreign Banks Foreign Banks 
2 State Bank Group New Private Sector Banks 
3 Nationalised Banks State Bank Group 
4 New Private Sector 
Banks 
Nationalised Banks 
5 Old Private Sector 
Banks 
Old Private Sector Banks 
 
Foreign Banks & New Private Sector Banks remained at top. State Bank 
Groupsperformed overNationalised Banks during 2010-11. Old Private Banks remained 
at the bottom. 
5.2.2.4 Productivity 
Staff Cost to Net Income was significantly high for Public Sector Banks due to huge 
branch network in rural and semi-urban areas and resistance for computerisation of 
branches from Trade Union level. Staff Cost to Net Income of all Bank Groups 
declined during 2000-01 to 2010-11 except Foreign Banks and New Private Sectors 
Banks. For Public Sector Banks, it declined from 50.06% during 2000-01 to 29.63%. 
For New Private Sector Banks, it increased from 9.07% to 18.21% and for Foreign 
Banks it increased from 15.93% to 18.71% during this period. 
During 2010-11, the Staff cost to Net Income of State Bank Group (29.78%) was 
marginally higher than that of Nationalised Banks (29.56%) and Old Private Sector 
Banks (29.52%). For New Private Sector Banks it was low at 18.21% and Foreign 
Banks it was 18.71%.  
The total intermediation cost i.e. Operating Expenses to Total Assets of all Bank 
Groups declined during 2000-01 to 2010-11 except New Private Banks. For 
Nationalised Banks it declined from 2.76% during 2000-01 to 1.46% during 2010-11. 
For State Bank Group, it declined from 2.66% to 1.82%, for Old Private Sector Banks 
it declined from 1.98% to 1.81% and for Foreign Banks, it declined from 3.05% to 
2.55% during this period. For New Private Banks, it increased from 1.75% during 
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2000-01 to 2.02% during 2010-11. Foreign Bank was highest at 2.55% during 2010-
11, followed by Nationalised Banks (2.76%), New Private Banks (2.02%), State Bank 
Group (1.82%), Old Private Sector Banks (1.81%) and Nationalised Banks (1.46%).  
Business (Deposits + Advances) per Staff Cost for State Bank Group increased from 
Rs.59.40 as on 31.3.’01 to Rs.121.24 during 31.3.’11, for Nationalised Banks, it 
increased from Rs.61.74 to Rs.152.10 and for Old Private Sector Banks it increased 
from Rs.107.68 to Rs.107.68 to Rs.131.50 during this period, whereas for New Private 
Sector Banks it declined from Rs.373.74 to Rs.151.82 and for Foreign Banks it also 
declined from Rs.103.22 to Rs.80.74 during this period. 
During 2010-11, the business (Deposits + Advances) (in Rs.) per staff cost was 
highest for Nationalised Banks followed by New Private Banks, Old Private Banks and 
State Bank Group. The business per staff cost for Foreign Banks was the lowest. The 
result of the combined performance of the three parameters is presented in Table 
5.2.5. 
Table 5.2.5: Performance of Bank Group in Productivity 
 YEAR 
 1996-97 2000-01 
Indicator Factor loading value Factor loading value 
1) Staff Cost to Net Income -0.8625 -0.8243 
2) Operating Expenses to Total 
Assets 
-0.9071 -0.8031 
3) Business (in Rs.)(Deposits + 
Advances) per Staff Cost 
0.9824 0.9662 
Rank   
1 New Private Sector Banks New Private Sector Banks 
2 Foreign Banks Old Private Sector Banks 
3 Old Private Sector Banks Foreign Banks 
4 State Bank Group State Bank Group 
5 Nationalised Banks Nationalised Banks 
Table 5.2.5 (Contd…) : Performance of Bank Group in Productivity 
 YEAR 
 2005-06 2010-11 
Indicator Factor loading value Factor loading value 
1) Staff Cost to Net Income -0.9956 0.8029 
2) Operating Expenses to Total 
Assets 
0.4651 -0.9957 
3) Business (in Rs.)(Deposits + 
Advances) per Staff Cost 
0.7281 0.8176 
Rank   
1 New Private Sector Banks Nationalised Banks 
2 Foreign Banks Old Private Sector Banks 
3 Old Private Sector Banks State Bank Group 
4 State Bank Group New Private Sector Banks 
5 Nationalised Banks Foreign Banks 
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5.2.2.5 Overall Performance 
The overall performance based on these 11 indicators has been evaluated based on 
the Factor Analysis is summarized below: 
Table 5.2.6 : Overall Performance of different Bank Groups 
 YEAR 
 1996-97 2000-01 
Indicator Factor loading value Factor loading value 
1) Capital Adequacy Ratio 0.9460 0.8224 
2) Return on Assets 0.9755 0.9740 
3) Net Non-Performing 
Assets to Net Advances 
-0.9717 -0.9194 
4) Spread to Total Assets 0.2255 0.3794 
5) Burden to Total Assets -0.9901 -0.8423 
6) Operating Profit to Total 
Assets 
0.8831 0.9205 
7) Net Income to Total Assets 0.5820 0.6494 
8) Operating Expenses to Net 
Income 
-0.9902 -0.8660 
9) Staff Cost to Net Income -0.9934 -0.8891 
10) Operating Expenses to 
Total Assets 
-0.5759 0.0612 
11) Business (in 
Rs.)(Deposits + Advances) 
per Staff Cost 
0.8095 0.4075 
Rank   
1 New Private Sector Banks Foreign Banks 
2 Foreign Banks New Private Sector Banks 
3 Old Private Sector Banks Old Private Sector Banks 
4 State Bank Group State Bank Group 
5 Nationalised Banks Nationalised Banks 
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Table 5.2.6 (Contd…) : Overall Performance of different Bank Groups 
 YEAR 
 2005-06 2010-11 
Indicator Factor loading value Factor loading value 
1) Capital Adequacy Ratio 0.9071 0.8736 
2) Return on Assets 0.9995 0.9618 
3) Net Non-Performing 
Assets to Net Advances 
-0.6894 -0.4618 
4) Spread to Total Assets 0.6441 0.9436 
5) Burden to Total Assets -0.9135 -0.8785 
6) Operating Profit to Total 
Assets 
0.9553 0.9823 
7) Net Income to Total 
Assets 
0.9528 0.9741 
8) Operating Expenses to Net 
Income 
            -0.8984 -0.6494 
9) Staff Cost to Net Income -0.7032 -0.9125 
10) Operating Expenses to 
Total Assets 
0.9338 0.6494 
11) Business (in 
Rs.)(Deposits + Advances) 
per Staff Cost 
-0.0392 -0.6607 
Percentage of variation 
explained 
68.56% 73.24% 
Rank   
1 Foreign Banks Foreign Banks 
2 New Private Sector 
Banks 
New Private Sector 
Banks 
3 State Bank Group Old Private Sector Banks 
4 Nationalised Banks State Bank Group 
5 Old Private Sector 
Banks 
Nationalised Banks 
 
 
 
 
 
75 | P a g e  
 
5.2.3 Conclusion 
 
In sum, it is observed that performance of Foreign and New Private Sector Banks 
have far outnumbered the performance of Nationalised Banks. It a matter of serious 
concern and needs remedial measures. At this era of continuous restructuring as well 
as reorienting business activities faced by each bank, it is high time that the 
Nationalised Banks pinpoint and do away with their weaknesses. The best possible 
wayout is to reduce their burden by innovating non-fund based business, actively 
participating in computerization and improving the overall skills and knowledge. 
 
On the other hand, Nationalised Banks with their immense contribution to the 
country’s economic growth have their comparative advantages in the form of their 
large client base and extended banking service to the rural & semi-urban areas. They 
should make full use of these comparative advantages to cope up with the changed 
circumstances and competitive environment. A restructuring plan for the Nationalised 
Banks is needed to be chalked out taking into account the deregulation, de-
capitalisation and organisational structure coupled with the efficiency and 
effectiveness of the overall asset management.  
5.3 Performance of Nationalized Banks – Based on CAMEL Approach 
To adopt the CAMEL rating model and for its suitable evaluation, we have chosen the 
following modules: 
1) Capital Adequacy and Solvency, 
2) Asset Quality, 
3) Management Performance, 
4) Earning Performance and 
5) Liquidity Assessment. 
In each of the modules, we have selected some important financial indicators to 
measure and characterize the financial posture of individual banks to represent the 
modules accurately. 
The Capital Adequacy and Solvency module is rated in relation to a) the volume of risk 
assets; b) the volume of marginal and inferior quality assets; and c) the volume of net 
worth as compared to total liabilities. The lesser the risk assets and larger the net 
worth is the larger its cushion against solvency. 
The Asset Quality is rated with reference to a) the level, distribution and health of the 
classified assets; and b) the recovery performance. 
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The Management Performance is evaluated against the factors of ability to a) improve 
the productivity; b) reduce the operating expenses; and c) improve the profitability. 
Earning Performance is related to a) the ability to cover losses and provide capital; b) 
quality and composition of net income; and c) the ability to improve spread and 
reduce burden. 
Liquidity rating is based on a) the bank’s capacity to promptly meet the demand 
payment i.e., short term stability of the funds; b) to readily satisfy the reasonable 
credit demand; and c) the stability of deposit base. 
Table 5.3.1 presents the selected financial indicators in each of the modules and its 
expected effect on the likelihood of the improvement of bank’s performance. 
Table 5.3.1 : Description of Financial Indicators with their expected effect 
in the bank’s performance. 
Financial Indicators Expected effect on the 
likelihood of 
improvement in the 
bank’s performance 
1)Capital Adequacy and Solvency 
i) Capital adequacy Ratio.                       
Ii)Gearing Ratio i.e., Average Equity             
  (Average Capital & Reserves less 
accumulated loss)/Average assets. 
 
Increase 
Increase 
2)Asset Quality  
i) Return on Assets (ROA).                       
Ii)Net non-performing assets(NPA) as             
   % to Net advances. 
 
Increase 
Decrease 
3)Management Performance 
i)  Staff Cost as % to Net Income (Interest Spread + 
Other Income). 
ii) Staff Cost as % to Operating Expenses.  
iii)Business per Employee.  
iv) Staff Cost per Employee.  
v) Profit per Employee.  
vi)Non-fund Income as % to Total Income. 
vii) Operating Cost as % to Net Income.         
 
Decrease 
 
Decrease 
Increase 
Decrease 
Increase 
Increase 
Decrease 
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Table 5.3.1 (contd…) : Description of Financial Indicators with their 
expected effect in the bank’s performance. 
Financial Indicators Expected effect on the 
likelihood of improvement 
in the bank’s 
performance 
 4)Earning Performance 
i)Earning per Share of Rs.10/-(EPS).         
ii)Spread as % to Total Income.  
iii)Burden as % to Total Income.  
iv)Net Profit as % to Total Income.  
v)Spread as % to Average Working Funds.      
vi)Burden as % to Average Working Funds.  
vii)Net Profit as % to Average Working Funds. 
 
Increase 
Increase 
Decrease 
Increase 
Increase 
Decrease 
Increase 
5)Liquidity Assessment 
i)Credit – Deposit Ratio(%). 
ii)Time Deposits as % to Total Deposits. 
iii)Liquid assets as % to Short term   Liabilities. 
 
Increase 
Decrease 
Increase 
 
[Liquid assets are defined for this purpose as Cash and Balances with the Reserve 
Bank, Due from banks (in Current accounts), Money at Call & Short notice and 
Investment in Shares, Debentures and Bond. Short term liabilities are defined to 
include Balances in current account, 25% of Savings deposits and Due to banks (in 
current accounts) and Borrowings in inter-bank market.] 
 
In Capital Adequacy and Solvency module, we have taken two indicators viz., Capital 
adequacy Ratio and Gearing Ratio. Increase in both the ratios serves bank against 
capital losses and solvency. 
 
In Asset Quality Measures also we have taken two indicators viz., Return on Assets 
(ROA) and Net NPA as % to Net Advances. Increase in ROA and reduction in Net NPA 
indicates quality of assets. 
 
In Management Performance, we have chosen seven indicators covering ratios of 
profitability and productivity. Profitability is a function of managerial efficiency. It also 
improves productivity. Decrease in operating cost and increase in non-fund income 
improves the management performance. 
 
To measure the earning performance, we have taken seven indicators broadly 
covering spread, burden and net profit of the bank. Higher spread and lower burden 
generally reflect financial strength and thus improvement net profit. 
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Finally, we have taken three indicators to measure the level of liquid assets. These 
measures are based on stock approach. 
In each of the financial parameters, the rating is done on a continuous scale of 0 to 5. 
The module rating is derived on rating of aggregate rating of the each financial 
parameter or by Factor Analysis technique using financial parameters in that module. 
The description of the rating is given below. 
 
Rating level Description of the Institution 
i)  Upto 1 Strong performance. 
ii) Above 1 and upto 2 Satisfactory performance. 
iii)Above 2 and upto 3 Fair performance that is flawed to some degree. 
iv) Above 3 and upto 4 Marginal performance that is 
significantly below average. 
v)  Above 4 and upto 5 Unsatisfactory performance that is critically 
deficient and in need of immediate remedial 
action. 
 
Once the rating of each module has been determined, a composite or overall rating is 
derived by Factor Analysis technique again, on a continuous scale of 0 to 5 as 
described below. 
 
Rating level Description of the Institution 
i)   Upto 1 Basically sound in every respect. 
ii)  Above 1 and upto 2 Fundamentally sound, but with moderate weakness. 
iii) Above 2 and upto 3 Financial, Operational or Compliance weakness that 
gives cause for supervisory concern.  
iv) Above 3 and upto 4 Serious or immoderate financial, operational and 
managerial weakness that could impair future 
viability. 
v) Above 4 and upto 5 Critical financial weakness with high probability of 
failure in the near term. 
5.3.1 Data 
The data required to construct the financial indicators for each of the 19 Nationalised 
Banks as at March-end 1998 and also as at March-end 2011 are taken from sources 
such as Annual Reports of the banks and published Balance Sheet in the newspapers. 
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5.3.2 Results  
 
The data and rating of each parameter, along with the combined rating of the each 
module, is presented in Annexures 5.3.1 to 5.3.5 respectively. Annexure 5.3.6 
represents the composite rating using all parameters.   
5.3.3 Module rating  
For Management Performance module, Earning Performance module, andthe 
combined rating has been evaluated based on Factor Analysis Technique. The Factor 
Loading values are presented in Annexure 5.3.7. 
5.3.3.1 Capital Adequacy and Solvency Module 
Table 5.3.2 presents the performance of Nationalised banks based on Capital 
Adequacy and Solvency Module. 
In this Module, Banks with rating upto 1 have adequate capital and rating above 1 
and upto 3, either have large volumes of risk assets or large volume of marginal and 
inferior quality of assets. Inadequately capitalised banks have rating above 3. 
Bankwise rating is presented on Annexure 5.3.1.  
Table 5.3.2: Capital Adequacy and Solvency Module 
Rating level/Description As at March-end 1998 As at March-end 2011 
Name of the Bank Name of the Bank 
i) Upto 1 
(Strong Performance) 
1) Oriental Bank of Commerce, 
2) Corporation Bank. 
1) Indian Bank 
2) Canara Bank 
3)Oriental Bank of Commerce 
ii) Above 1 and upto 
2 (Satisfactory 
Performance) 
3) Bank of Baroda, 
4) Union Bank of India, 
5) Andhra Bank, 
6) Dena Bank, 
7) Allahabad Bank, 
8) Central Bank of India, 
9) Canara Bank, 
10)Punjab & Sind Bank, 
11)Vijaya Bank, 
12)Bank of Maharashtra, 
13)Bank of India. 
4) Bank of Baroda 
5) Indian Overseas Bank 
6) Andhra Bank 
7) Vijaya Bank 
iii)Above 2 and upto 3 
(Fair Performance that is 
flawed to some degree). 
14)Syndicate Bank, 
15)Punjab National Bank, 
16)Indian Overseas Bank 
17)UCO Bank 
18)United Bank of India 
8) Corporation Bank 
9) United Bank of India 
10) Allahabad Bank 
11) Union Bank of India 
12) Punjab National Bank 
13) Dena Bank 
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Table 5.3.2 (contd…) : Capital Adequacy and Solvency Module 
Rating level/Description As at March-end 1998 As at March-end 2011 
Name of the Bank Name of the Bank 
iv)Above 3 and upto 4 
(Marginal Performance that 
is significantly below 
average). 
 
   Nil 
14) Punjab & Sind Bank 
15) Bank of Maharashtra 
16) UCO Bank 
17) Syndicate Bank 
18) Bank of India 
v)Above 4 and upto 5 
(Unsatisfactory Performance 
that is critically deficient 
and in need of immediate 
remedial action. 
19)Indian Bank 19) Central Bank of India 
 
As at March-end 1998, only two banks showed Strong Performance whereas 11 banks 
were of satisfactory performance. The performance of 5 banks’ was fair and only one 
bank’s performance was unsatisfactory. Again, as at March-end 2011, three banks’ 
showed strong performance, 4 banks showed satisfactory performance, 6 banks 
showed fair performance, 5 banks’ performance were below average and one bank’s 
performance was satisfactory. 
5.3.3.2 Asset Quality Module 
Table 5.3.3 presents the performance of nationalised banks based on Asset Quality 
Module. 
In Asset Quality Module, rating ‘upto 1’ reflects minimal level of supervisory concern. 
Rating ‘above 1 and upto 2’ shows the perceptible level of concern. Rating ‘above 2 
and upto 3’ indicates asset quality problems and Rating ‘above 3 and upto 4’ denotes 
increasingly more severe asset quality problem. Rating ‘above 4 and upto 5’ 
represents a threat to bank’s viability and need for further capital support. Details are 
presented in Annexure 5.3.2. 
Table 5.3.3 : Performance in Asset Quality Module 
 As at March-end 1998 As at March-end 2011 
Rating level/Description Name of the Bank Name of the Bank 
i)Upto 1 
(Strong Performance) 
1)Corporation Bank 
2) Oriental Bank of 
Commerce. 
1) Indian Bank 
2) Andhra Bank 
3) Bank of Baroda 
4) Corporation Bank 
ii)Above 1 and upto 2 
(Satisfactory 
Performance) 
3)Andhra Bank, 
4)Punjab National Bank, 
5)Bank of Baroda, 
6)Union Bank of India, 
7)Dena Bank, 
8)Bank of India, 
9)Indian Overseas Bank, 
5) Punjab National Bank 
6) Canara Bank 
7)Allahabad Bank 
8)Punjab & Sind Bank 
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Table 5.3.3 (contd…) : Performance in Asset Quality Module 
 As at March-end 1998 As at March-end 2011 
Rating level/Description Name of the Bank Name of the Bank 
iii)Above 2 and upto 3 
(Fair Performance that is 
flawed to some degree). 
10)Syndicate Bank, 
11)Punjab & Sind Bank, 
12)Bank of Maharashtra, 
13)Canara Bank, 
14)Allahabad Bank, 
15)Central Bank of India, 
16)Vijaya Bank, 
9) Oriental Bank of 
Commerce 
10) Central Bank of India 
11) Union Bank of India 
12) Bank of India 
13) Dena Bank 
14) Syndicate Bank 
 
iv)Above 3 and upto 4 
(Marginal Performance that 
is significantly below 
average). 
17)UCO Bank, 
18)United Bank of India, 
15) Indian Overseas Bank 
v)Above 4 and upto 5 
(Unsatisfactory  
Performance that is critically 
deficient and in need of 
immediate remedial action. 
19)Indian Bank 16) United Bank of India 
17) Vijaya Bank 
18) Bank of Maharashtra 
19) UCO Bank 
 
 
As at March-end 1998, two banks have shown strong performance, 7 banks have 
shown satisfactory performance, another 7 banks’ performance was fair, two banks’ 
performance was marginal and the performance of one bank was unsatisfactory. As at 
Match-end 2011, four banks shown strong performance, 4 banks have shown 
satisfactory performance, six bank’s performance was fair, one bank’s performance 
was marginal and three banks performance was unsatisfactory. 
 
5.3.3.3 Management Performance Module 
 In Management Performance Module, the banks, which are effective, 
responsive and capable to cope with present and near future problems, are rated 
‘upto 1’. Rating ‘above 1 and upto 2’ indicates the satisfactory performance in facing 
the problems and rating ‘above 2 and upto 3’ represents less satisfactory 
performance. Rating ‘above 3 and upto 4’ indicates inferior performance as compared 
to the task. Rating ‘above 4 and upto 5’ denotes unsatisfactory performance. Table 
5.3.4 presents the result of Management Performance. 
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Table 5.3.4: Management Performance Module 
 As at March-end 1998 As at March-end 2011 
Rating level/Description Name of the Bank Name of the Bank 
i)Upto 1 
(Strong Performance) 
1)Corporation Bank 
2)Oriental Bank of 
Commerce. 
1) Oriental Bank of 
Commerce 
2) Corporation Bank 
ii)Above 1 and upto 2 
(Satisfactory Performance) 
3)Bank of Baroda, 
4)Allahabad Bank, 
5)Bank of India, 
6)Canara Bank, 
7)Union Bank of India, 
3) Bank of Baroda 
4) Canara Bank 
5) Andhra Bank 
6) Indian Bank 
 
iii)Above 2 and upto 3 
(Fair performance that is 
flawed to some degree). 
8)Dena Bank, 
9)Punjab National Bank, 
10)Andhra Bank, 
11)Punjab & Sind Bank, 
12)Indian Overseas Bank, 
13)Central Bank of India, 
14)Bank of Maharashtra, 
15)Vijaya Bank, 
7) United Bank of India 
8) Allahabad Bank 
9) Punjab National Bank 
10) Dena Bank 
11) UCO Bank 
12) Indian Overseas Bank 
13) Bank of India 
14) Syndicate Bank 
 
iv)Above 3 and upto 4 
(Marginal Performance that 
is significantly below 
average). 
16)United Bank of India, 
17)Syndicate Bank, 
18)UCO Bank, 
15) Union Bank of India 
16) Punjab & Sind Bank 
 
v)Above 4 and upto 5 
(Unsatisfactory  
Performance that is critically 
deficient and in need of 
immediate remedial action. 
19)Indian Bank 17) Vijaya Bank 
18) Bank of Maharashtra 
19) Central Bank of India 
 
 
In this module, as at March-end 1998, two banks have shown strong performance, 5 
banks have shown satisfactory performance, another 8 banks’ performance was fair, 3 
banks’ performance was marginal and the performance of one bank was 
unsatisfactory. As at March-end 2011, same two banks have shown strong 
performance, four banks’ have shown satisfactory performance, eight banks’ 
performance was fair, two banks’ performance were marginal and the performance of 
three banks’ were unsatisfactory. 
 
5.3.3.4 Earning Performance Module 
 
In Earning Performance Module, rating ‘upto 1’ indicates that the bank has sufficient 
strength for making full provision for absorption of losses as also for capital accretion. 
Rating ‘above 1 and upto 2’ indicates that the performance of the bank is just above 
the performance of its peer group. The bank, which is not able to make provision for 
absorption of losses, is rated ‘above 2 and upto 3’. Rating ‘above 3 and upto 4’ 
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represents heavy fluctuations in net earning of a bank and its downward performance. 
Rating ‘above 4 and upto 5’ indicate the threat to the bank’s solvency through the 
erosion of capital. The result of Earning Performance Module is presented in Table 
5.3.5. 
Table 5.3.5 : Earning Performance Module 
 As at March-end 1998 As at March-end 2011 
Rating level/Description Name of the Bank Name of the Bank 
i)Upto 1 
(Strong Performance) 
1)Corporation Bank, 
2)Oriental Bank of Commerce, 
3)Punjab National Bank, 
4)Bank of Baroda, 
1) Bank of Baroda 
2) Indian Bank 
3) Punjab National Bank 
4) Corporation Bank 
5) Canara Bank 
 
ii)Above 1 and upto 2 
(Satisfactory Performance) 
5)Dena Bank, 
6)Bank of India, 
7)Union Bank of India, 
8)Allahabad Bank, 
9)Andhra Bank, 
10)Canara Bank, 
11)Punjab & Sind Bank, 
6) Andhra Bank 
7) Oriental Bank of Commerce 
8) Allahabad Bank 
 
iii)Above 2 and upto 3 
(Fair Performance that is 
flawed to some degree). 
12)Central Bank of India, 
13)Bank of Maharashtra, 
14)Indian Overseas Bank, 
15)United Bank of India, 
16)Syndicate Bank, 
17)Vijaya Bank, 
9) Union Bank of India 
10) Dena Bank 
11)Bank of India 
12) Punjab & Sind Bank 
13) Indian Overseas Bank 
 
iv)Above 3 and upto 4 
(Marginal Performance that 
is significantly below 
average). 
18)UCO Bank, 14) Syndicate Bank 
15) UCO Bank 
16( United Bank of India 
17) Vijaya Bank 
 
v)Above 4 and upto 5 
(Unsatisfactory  
Performance that is 
critically deficient and in 
need of immediate 
remedial action. 
19)Indian Bank 18) Central Bank of India 
19) Bank of Maharashtra 
 
 In this module, as at March-end 1998, four banks have shown strong 
performance, 7 banks have shown satisfactory performance and another 6 banks’ 
performance was fair. The performance of one bank was marginal and that of one 
bank was unsatisfactory. For the period March-end 2011, five banks’ performance 
were strong, three banks have shown satisfactory performance and performance of 
five banks’ were fair. Four banks’ performance was marginal and performance of two 
banks’ was unsatisfactory. 
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5.3.3.5 Liquidity Assessment Module 
  
In this module, rating ‘upto 1’ indicates ready and easy access of more than sufficient 
amount of liquid assets to meet the liabilities. The rating ‘above 1 and upto 2’ 
represents the banks has a decreasing trend in liquidity. Rating ‘above 2 and upto 3’ 
indicates banks has liquidity problem and rating ‘above 3 and upto 4’ indicates banks 
has more liquidity problem and needs attention. Banks with critical liquidity position 
are rated ‘above 4 and upto 5’.The result of Liquidity Assessment Module is presented 
in Table 5.3.6. 
Table 5.3.6 : Liquidity Assessment Module 
 As at March-end 1998 As at March-end 2011 
Rating level/Description Name of the Bank Name of the Bank 
i)Upto 1 
(Strong Performance) 
1)Punjab National Bank, 
2)Dena Bank, 
1)Punjab National Bank 
ii)Above 1 and upto 2 
(Satisfactory Performance) 
3)Allahabad Bank, 
4)Oriental Bank of 
Commerce, 
5)Bank of Maharashtra, 
6)Bank of Baroda, 
2) Syndicate Bank 
3) Indian Overseas Bank 
4) Corporation Bank 
5) Union Bank of India 
 
iii)Above 2 and upto 3 
(Fair performance that is 
flawed to some degree). 
7)Central Bank of India, 
8)UCO Bank, 
9)Union Bank of India, 
10)Punjab & Sind Bank, 
11)Canara Bank, 
12)Andhra Bank, 
6) Allahabad Bank 
7) Bank of Maharashtra 
8) Dena Bank 
9) Andhra Bank 
10) Canara Bank 
11) Central Bank of India 
12) United Bank of India 
iv)Above 3 and upto 4 
(Marginal performance that is 
significantly below average). 
13)Indian Overseas Bank, 
14)Bank of India, 
15)Corporation Bank, 
16)United Bank of India, 
13) Indian Bank 
14) Bank of India 
15) Bank of Baroda 
16) UCO Bank 
17) Punjab & Sind Bank 
v)Above 4 and upto 5 
(Unsatisfactory Performance 
that is critically deficient and in 
need of immediate remedial 
action. 
17)Vijaya Bank, 
18)Syndicate Bank, 
19)Indian Bank 
18) Oriental Bank of 
Commerce 
19) Vijaya Bank 
 
 
 In this module, as at March-end 1998, two banks have shown strong 
performance, 4 banks have shown satisfactory performance and another 6 banks’ 
performance was fair. The performance of 4 banks’ were marginal and that of 3 
banks’ was unsatisfactory. As at March-end 2011, one bank has shown strong 
performance. The performance of four banks was satisfactory and that of seven banks 
was fair. Five Banks’ performance was marginal and the performance of two banks 
was unsatisfactory. 
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5.3.4 Composite Rating 
 
Composite rating has been arrived at by considering all the 21 financial indicators as 
selected for different modules.  The result of the composite rating is presented in 
Table 5.3.7. Factor loading values for composite rating are also presented in Annexure 
5.3.7. 
The Banks, which are basically sound in every respect, are rated ‘upto 1’.   
Rating ‘above 1 and upto 2’ indicates that the banks are fundamentally sound, but 
have some moderate weakness.  
Rating ‘above 2 and upto 3’ represents the banks have financial and operational 
weakness that need supervisory attention. 
Rating ‘above 3 and upto 4’ indicates serious or immoderate financial, operational and 
managerial weaknesses which need more supervisory attention. 
The banks with critical financial weakness, which constitutes an imminent threat to 
viability and needs more supervisory attention, are rated ‘above 4 and upto 5’.   
Table 5.3.7: Performance in Composite Rating 
 As at March-end 1998 As at March-end 2011 
Composite Rating level Name of the Bank Name of the Bank 
i)Upto 1 
(Sound in all respect) 
 
1)Corporation Bank 
2)Oriental Bank of 
Commerce. 
1) Bank of Baroda 
2) Corporation Bank 
3) Indian Bank 
4) Oriental Bank of 
Commerce 
5) Canara Bank 
6) Punjab National Bank 
7) Andhra Bank 
ii)Above 1 and upto 2 
(Fundamentally sound but 
moderate weakness) 
3)Bank of Baroda, 
4)Dena Bank, 
5)Punjab National Bank, 
6)Bank of India, 
7)Union Bank of India, 
8)Allahabad Bank, 
9)Andhra Bank, 
10)Canara Bank, 
11)Punjab & Sind Bank, 
8) Allahabad Bank 
iii)Above 2 and upto 3 
(Financially and 
Operationally weak) 
12)Central Bank of India, 
13)Bank of Maharashtra, 
14)India Overseas Bank, 
15)Vijaya Bank, 
16)Syndicate Bank, 
17)United Bank of India, 
9) Dena Bank 
10) Union Bank of India 
11) Bank of India 
12) Indian Overseas Bank 
13) Punjab & Sind Bank 
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Table 5.3.7 (contd…) : Performance in Composite Rating 
 As at March-end 1998 As at March-end 2011 
Composite Rating level Name of the Bank Name of the Bank 
iv)Above 3 and upto 4 
(Immoderate financial, 
Operat-ional and 
managerial weakness)  
18)UCO Bank, 14) United Bank of India 
15) Syndicate Bank 
16) Vijaya Bank 
 
v)Above 4 and upto 5 
(Critical financial 
weakness) 
19)Indian Bank 17) Central Bank of India 
18) UCO Bank 
19) Bank of Maharashtra 
 
 In this case, as at March-end 1998, two banks rated ‘upto 1’, 9 banks rated 
‘above 1 and upto 2’ and another 6 banks rated ‘above 2 and upto 3’. One bank each 
rated ‘above 3 and upto 4’ and ‘above 4 and upto 5’ respectively. As at March-end, 
seven banks rated ‘upto 1’, one bank rated ‘above 1 and upto 2’ and another five 
banks rated ‘above 2 and upto 3’. Three banks each rated ‘above 3 and upto 4’ and 
‘above 4 and upto 5’ respectively. 
5.3.5 Summary of the ratings/Findings 
The summary position of the ratings given to the banks, in case of each module is 
given in Table 5.3.8. 
For analysis, we have taken the benchmark as the rating level “upto 2”. The banks 
with rating “upto 2” may be termed as ‘Better banks’. Those with rating of “Above 2” 
may be treated as “Weak banks”. 
Table 5.3.8 :Module-wise and Rating levelwise number of bank 
Number of banks in 
Rating Levels 
Modules Period Upto 1 Above 1 and upto 2 
Above 2 
andupto 3 
Above 3 
andupto 4 
Above 4 and 
upto 5 
Capital 
Adequacy and 
Solvency 
March-end 1998 2 11 5        -- 1 
March-end 2011 3 4 6 5 1 
Asset Quality March-end 1998 2 7 7 2 1 
March-end 2011 4 4 6 1 4 
Management 
Performance 
March-end 1998 2 5 8 3 1 
March-end 2011 2 4 8 2 3 
Earning 
Performance 
March-end 1998 4 7 6 1 1 
March-end 2011 5 3 5 4 2 
Liquidity 
Assessment 
March-end 1998 2 4 6 4 3 
March-end 2011 1 4 7 5 2 
Composite 
Rating 
March-end 1998 2 9 6 1 1 
March-end 2011 7 1 5 3 3 
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 The above data reveal the following:- 
 
1) As at March-end 1998, out of the 19 banks, 13 banks turned out to better bank in 
respect to Capital Adequacy and Solvency module, whereas as at March-end 2011 
only 7 banks turned out to better bank. The main reason for this may be 
attributable to the introduction of new capital adequacy ratio as per Basel II and 
more to the contribution of capital subscribed by the Government of India to these 
banks. However, there are some banks in that group who has raised the capital 
from public. 
2) Eleven (11) banks are coming in the group of better bank in respect of Earning 
Performance module as at March-end 1998 as against 8 banks as at March-end 
2011. This is to be attributable more in stress on profitability made in the recent 
years. 
 
3) From Asset Quality point of view, 9 banks were rated as better as at March-end 
1998 as against 8 banks as at March-end 2011. It shows the weight of NPAs and 
lower Return on Assets being felt by other banks. 
 
4) Based on Management Performance, 7 banks were rated as better as at March-
end 1998,whereas 6 banks were rated better as at March-end 2011. It implies 
that with improvement in these areas, the weak bank can turn the corner.  
 
5) With respect to Liquidity Assessment, as at March-end 1998, six (6) banks were 
found to be better as against five banks as at March-end 2011.This turns out to be 
more critical factors as majority of the banks have shown weakness in this regard. 
 
6) Combining all the above factors, 11 banks were coming to the group of better 
banks as at March-end 1998. As at March-end 2011, 8 banks were under the 
group of better banks. The performance of the banks has improved during this 
period. As at March-end 1998, only two banks were sound in all respects whereas 
as at March-end 2011, seven banks were sound in all respects. 
 
The parameters of the off-site supervision, analysed in this study will through light on 
on-site parameters to be examined more deeply within a bank. It also gives the signal 
to the supervisory authority to accelerate the on-site examination of the banks 
showing financial deterioration, to identify the areas needing more supervisory 
attention and to allocate the most experienced personnel for remedial action. 
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Chapter 6 
 
Testing of Benchmark level and Measurement of Operational 
Efficiency 
 
6.1 Introduction 
 
Indian Banking System has already adopted several measures to scale its height to 
International Standard and more are in the process of adoption. The system 
comprises the homogeneous groups of State Bank of India and its Associates, 
Nationalised Banks, Foreign Banks, Old Private sector Banks and New Private sector 
Banks. These Banks have been appraised regarding their efficiency or performance in 
terms of International Standards through various studies. Some of these studies are 
related to distinguishing between banks to rank their performance and also to assess 
the position as compared to certain benchmark levels. There is still need for analysing 
critically the performance of banks in terms of efficiency, with precision, using 
statistical tools. Such an analysis will help banks with lower efficiency to move to 
higher level of efficiency, with the aim of moving towards International Standards. 
This is crucial for banks in India, particularly at the backdrop of the current trends of 
higher level of technological adoption taking place at a rapid pace.    
 
In the chapter, the group of Nationalised Banks has been taken to critically measure 
the efficiency of the individual banks based on some key parameters. In this regard, a 
benchmark has been arrived at with reference to which the efficiency level of each 
bank has been assessed. The Banks, which are above the benchmark level, are rated 
as better of/worse of and those, which are below the benchmark, are treated as 
worse of/better of depending upon the specific nature of parameters. The significance 
of such rating is also being tested in this study with the help of Discriminant Analysis.  
 
Transaction cost, in economics, is defined as the cost of converting money to other 
financial assets and vice versa. In the context of banking, transaction cost relates to 
the cost involved in performing business transaction involving all resources viz. 
employees, machines and computers, money and monetary assets and other 
necessary materials. In essence, transaction cost is the determinant factor behind the 
operational efficiency of the banks. Considering the critical relevance of the concept, 
Transaction Cost Index or Operational Efficiency Index has been adopted as the most 
comprehensive tool of measuring inter-bank transaction cost.  
  
Of late, during the second generation of financial sector reforms, the issue of 
Operational Efficiency or Transaction Cost Index is gaining increasing importance in 
view of the global competitiveness. For the banking system as a whole, presently, it is 
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around 1.71% on an average and heading towards RBI Governor’s prescribed ratio of 
1.5%. 
In this chapter, we have also evaluated the transaction cost of different bank groups 
in general and all Nationalised Banks in particular. Lower the transaction cost is better 
in efficiency. We have taken the hypothesis that the transaction cost will reduce with 
the increase in per branch deposits. The hypothesis is tested with the data of 
Nationalised Banks.  
 
6.2 Testing of Benchmark level – An application of Discriminant Analysis 
 
 
6.2.1 Methodology 
 
To measure the efficiency, seven parameters have been selected broadly covering 
four major areas namely a) Capital Adequacy and Solvency, b) Assets Quality c) 
Profitability and d) Productivity. 
 
In Capital Adequacy and Solvency areas, two parameters have been selected viz., i) 
Capital Adequacy Ratio and ii) Gearing Ratio i.e. Ratio of Average Capital & Reserves 
less accumulated loss to Average Assets. These ratios rate the volume of risk assets, 
the volume of marginal and inferior quality assets and the volume of net worth as 
compared to total liabilities. The lesser the risk assets and larger the net worth, the 
larger will be the cushion against solvency. Increase in value of both the ratios serves 
bank against capital losses and solvency. 
 
In assets quality areas, one parameter i.e. Return on Assets (ROA) has been 
considered to measure the level, distribution and health of the classified assets. 
Increase in ROA indicates improvement in the quality of assets.  
 
In profitability areas, two parameters have been considered viz., a) Spread as percent 
to Average Working Funds and b) Operating Profit as percent to Average Working 
Funds. The profitability relates to the ability to cover losses, quality & composition of 
net income and the ability to increase spread and reduce burden. Increase in the 
value of both the parameters indicates better profitability. 
 
In productivity areas, two parameters have been selected relating to Cost and 
Business. These are i) Staff Cost as % to Net Income (Spread + Other Income) and ii) 
Business per Employee. Improvement in productivity requires decrease in operating 
cost and increase in Business. 
 
The expected effect on the likelihood of the improvement of bank’s performance 
based on these selected parameters is summarised in Table 6.2.1. 
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Table 6.2.1: Description of parameters with their expected effect in the 
bank’s performance 
Parameters Expected effect on the likelihood of 
the improvement in the bank’s 
performance 
1) Capital Adequacy Ratio Increase 
2) Gearing Ratio Increase 
3) Return on Assets Increase 
4) Spread as % to Average Working 
Funds 
Increase 
5) Operating Profit as % to Average 
Working Funds 
Increase 
6) Staff Cost as % to Net Income Decrease 
7) Business per employee Increase 
 
To assess the performance of an individual bank, median value is taken as a 
benchmark level for each parameter. The comparative position of the Nationalised 
Banks has been evaluated based on the benchmark level of each parameter and the 
banks have been classified into two broad groups. 
 
Group 1 Banks where at least four parameters  are above the benchmark level 
Group 2 Remaining Banks  
 
The efficiency of the banks has been judged and they have been grouped on the basis 
of the performance of individual parameters. 
 
However, there is a possibility of misclassification of banks into the groups. To avoid 
this, a commonly used statistical technique is adopted for classification of individuals 
or objects into mutually exclusive and exhaustive groups on the basis of a set of 
independent variables. This is known as Discriminant analysis. This technique also 
helps in classifying an observation into one of the several pre-specified groups on the 
basis of certain characteristics of the observation. It essentially involves linear 
combinations of the independent variables (estimating a function), that will 
discriminate between the a priori defined group in such a way that the 
misclassification error rates are minimised. The discriminant function is usually a liner 
one, i.e.  nn XaXaXaY            2211 +++=   
where, 
   Y = Discriminant Index 
Xi
a
 = Independent Variable (i=1, 2, . . ., p) 
i
p = Number of parameters. 
 = Coefficient of Variable (i=1, 2, . . ., p) 
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To test whether there is a significant difference in the between-group mean score or 
not, the following test statistic has been used. 
 
Where, n1
           n
 = Number of Observations in first group, 
2
            p = Number of parameters 
 = Number of Observations in second group,  
  
The test statistic Z is distributed as an F-distribution with p and n1+n2
 
+p-1 degrees of 
freedom.             
The cut-off value of the discriminant score can be obtained by the following formula. 
 
If the observation’s computed score is greater than the cut-off value, the observation 
will be in Group 1 otherwise in Group 2. Misclassification of the observation can be 
avoided by this technique. 
 
6.2.2 Data 
 
The data required to calculate the financial parameters for each of the nineteen 
Nationalised Banks as at March-end 2000 and as at March-end 2011 are taken from 
the sources such as Annual Reports of the banks and published Accounts in the 
newspapers/websites. 
 
6.2.3 Results 
 
The values of the parameters selected for the present study are presented in 
Annexure 6.2.1.  The median values of Capital Adequacy Ratio and Gearing Ratio are 
obtained excluding the negative value of Indian Bank for the year 1999-2000. For 
each parameter (excluding Staff Cost to Net Income), the values equal to or 
exceeding the median value are marked as ‘U’, and the values less than the median 
value are marked as ‘B’. For the parameter Staff Cost to Net Income, the values less 
than or equal to the median value are marked as ‘U’ and others are marked as ‘B’. 
The details are presented in Annexure 6.2.2.  The following have been observed from 
Annexure 6.2.2. The summary position is given in Table 6.2.2. 
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Table 6.2.2 : Position of Banks as compared to the median values 
    Number of Banks 
Sr. Observation As at March-end 2000 As at March-end 2011 
1 
Number of Banks above the 
median in all parameters 
3 
(Bank of Baroda, 
Corporation Bank and 
Oriental Bank of Commerce) 
1 
(Andhra Bank) 
2 
Number of Banks above the 
median in 6 parameters 0 
4 
(Bank of Baroda, Canara 
Bank, Indian Bank, Oriental 
Bank of Commerce) 
3 
Number of Banks above the 
median in 5 parameters 
4 
(Andhra Bank, Bank of 
Maharashtra, Canara Bank & 
Dena Bank) 
3 
(Allahabad Bank, 
Corporation Bank, Punjab 
National Bank) 
4 Number of Banks above the median in 4 parameters 
1 
(Allahabad Bank) 0 
5 
Number of Banks above the 
median in 3 parameters 
5 
(Bank of India, Punjab 
National Bank, Punjab & 
Sind Bank, Syndicate Bank 
& Union Bank of India) 
1 
(Union Bank of India) 
6 
Number of Banks above the 
median in 2 parameters 2 
(Central Bank of India 
&Vijaya Bank) 
5 
(Dena Bank, Indian 
Overseas Bank, UCO Bank, 
United Bank of India 
&Vijaya Bank) 
7 
Number of Banks  above the 
median in 1 parameter 1 
(Indian Overseas Bank) 
4 
(Bank of India, Central 
Bank of India, Punjab & 
Sind Bank and Syndicate 
Bank) 
8 
Number of Banks less the 
median in all parameters 
3 
(Indian Bank, UCO Bank and 
United Bank of India) 
1 
(Bank of Maharashtra) 
 
Only eight banks have exceeded the median values in 4 or more parameters both as 
at March-end 2000 and March-end 2011. For Discriminant analysis, these eight banks 
have been put in Group 1 and the other eleven banks in Group 2 in the respective 
years. 
The discriminant function, which determined best between these two groups, for the 
different periods is presented below. 
 
Period Discriminant Function Z Statistic 
March-end 
2000 
Y = 1.6780 X1 –0.8298 X2 – 9.3458 X3 – 2.2081 X4+11.9381 X
    - 0.0701X
5 
6 –0.4015X
4.2617 
7 
March-end 
2011 
Y = 0.6857 X1 +0.9915 X2+15.7995 X3+1.7631 X4-0.6115 X
    - 0.1363X
5 
6 +0.0062X
5.3111 
7 
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Z statistic follows F distribution with degrees of freedom 7and 11.The tabulated F-
value corresponding to F0.01,7,11=5.20 and F0.05,7,11
The cut-off point value as at March-end 2000 is 17.8945 and that of as at March-end 
2011 is 37.0753. The discriminant score of Banks in Group 1 is more than the cut-off 
value and that of the Banks in Group 2 is less than the cut-off value.  There is no 
misclassification in grouping of the Banks.  
=3.14. As at March-end 2000, the Z 
statistic is significant at 5% level of significance but insignificant at 1% level of 
significance. As at March-end 2011, Z statistic is significant at both 5% and 1% level 
of significance. 
 The banks have been classified into three groups as follows. 
 Description Number of banks 
 As at March-end 
2000 
As at March-
end 2011 
Group 1 Banks where all parameters are 
above the median value 
3 1 
Group 2 Banks where parameters exceed 3 
times or more but less than 7 
times of the median value 
5 7 
Group 3 Remaining Banks. 11 11 
Following Dillon and Goldstein(1984), we have evaluated within-group (W) and 
between-group (B) sum of squares matrices and also evaluated eigen values form the 
matrix W-1
6.2.4 Conclusion 
Bof the data as at March-end 2000 and also as at March-end 2011. The 
rank of the matrix is minimum of (p, k-1); where p is the number of parameters and k 
is the number of groups. As at March-end 2000, the two eigen values are 0.5167 and 
0.0012. The test statistic (V) is 5.43, which is insignificant. As at March-end 2011, the 
two eigen values are 3.4469 and 0.5187. The test statistics (V) is 11.22, which is also 
insignificant.  
In discriminant analysis, the between-group variance is maximized relative to within-
group variance. Group elements should be such that within-group variance will be 
minimum. The parameters could be identified in such a way that they are independent 
and are important to the operations of banks. 
As at March-end 2000, the number of banks in Group 1 was 8. As at March-end 2011, 
the number of banks in Group 1 was also 8. Two banks viz. 1) Dena Bank and 2) Bank 
of Maharashtra were in Group 1 in March 2000, where as at March-end 2011, they 
were in Group 2. Similarly, Indian Bank and Punjab National Bank were in Group 2 in 
March 2000 and now there were in Group 1 in March 2011. The improved 
performance shifted the banks in higher Group and relatively lower performance 
pushed them in lower group.  
94 | P a g e  
 
6.3 Measuring Operational Efficiency in Banks by Transaction Cost 
 
6.3.1 Method of Calculating Transaction Cost Index 
The measure of operational efficiency in terms of transaction cost Index is derived 
from intermediation cost approach and it is calculated as follows: 
 
Transaction Cost Index = (Operating Expenses / Total Assets) x 100 
 
Operating Expenses = Establishment Expenses + Other Operating Expenses  (Viz. 
Rent, Taxes and Lighting, printing and Stationary Advertisement, Depreciation on 
Bank’s Properties, Law charges/ Postage, Telegrams, Telephones etc. Repairs and 
maintenance, Insurance, Other Expenses namely Traveling Expenses, Conveyance, 
Vehicle, Entertainment, Periodicals and Journals, Clubs, Expenses on Transfer of 
Funds and Miscellaneous) 
 
Total Assets = Cash & balance with RBI + Balance with other Banks & Money at Call 
& short notice + Investments + Advances + Fixed assets + Other Assets. 
 
6.3.2 Movement of Operating Expenses & Total Assets/Liabilities 
 
 To analyse the transaction cost of different bank groups, as classified in the 
tables below, we have analysed separately movement of operating expenses and total 
assets from 1995-96 to 2010-11. Details are presented in Table 6.3.1 and Table 6.3.2 
respectively. 
Table 6.3.1: Operating Expenses of Different Bank Groups 
(Amount in Rs. Crores) 
Bank Group 1995-96 1996-97 1997-98 1998-99 1999-00 2000-01 2001-02 2002-03 
State Bank Group 5772 6000 6235 7719 8278 10730 9487 10429 
Annual Growth (%) 25.1 3.9 3.9 23.8 7.3 29.6 -11.6 9.9 
Nationalised Banks 9364 10035 11039 12731 14216 17275 16935 18466 
Annual Growth (%) 19.8 7.2 10.0 15.3 11.7 21.5 -2.0 9.0 
Public Sector Banks 15135 16035 17274 20450 22494 28004 26422 28895 
Annual Growth (%) 21.8 5.9 7.7 18.4 10 24.5 -5.7 9.4 
Old Private Sector 
Banks 962 1118 1272 1482 1586 1684 1935 2147 
Annual Growth (%) 31.8 16.2 13.8 16.5 7.0 6.2 14.9 11.0 
New Private Sector 
Banks 173 314 456 669 837 1377 1946 3774 
Annual Growth (%) 271.2 81.2 45.3 46.9 25.1 64.5 41.4 93.9 
Foreign Banks 1323 1681 1931 2745 2666 3114 3393 3251 
Annual Growth (%) 27.6 27 14.9 42.1 -2.9 16.8 9.0 -4.2 
All Scheduled 
Commercial Banks 17594 19147 20933 25346 27583 34178 33696 38067 
Annual Growth (%) 23.5 8.8 9.3 21.1 8.8 23.9 -1.4 13.0 
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Table 6.3.1 (Contd…): Operating Expenses of Different Bank Groups 
(Amount in Rs. Crores) 
Bank Group 2003-04 2004-05 2005-06 2006-07 2007-08 2008-09 2009-10 2010-11 
State Bank Group 12117 13410 15760 15987 16993 20088 25283 29146 
Annual Growth (%) 16.2 10.7 17.5 1.4 6.3 18.2 25.9 15.3 
Nationalised Banks 20416 23177 24689 26489 28711 33764 40792 53819 
Annual Growth (%) 10.6 13.5 6.5 7.3 8.4 17.6 20.8 31.9 
Public Sector Banks 32533 37041 41308 43255 46663 55190 66075 82965 
Annual Growth (%) 12.6 13.9 11.5 4.7 7.9 18.3 19.7 25.6 
Old Private Sector 
Banks 2381 2611 3089 2967 3235 3939 4715 5600 
Annual Growth (%) 10.9 9.6 18.3 -3.9 9.0 21.8 19.7 18.8 
New Private Sector 
Banks 5041 6064 8949 12353 17032 17840 18136 22006 
Annual Growth (%) 33.6 20.3 47.6 38.0 37.9 4.7 1.7 21.3 
Foreign Banks 3754 4417 5854 7745 10353 12299 11102 12558 
Annual Growth (%) 15.5 17.7 32.5 32.3 33.7 18.8 -9.7 13.1 
All Scheduled 
Commercial Banks 43709 50133 59201 66319 77283 89268 100028 123129 
Annual Growth (%) 14.8 14.7 18.1 12.0 16.5 15.5 12.1 23.1 
 
 The annual growth of operating expenses of public sector banks, which has 
been showing consistent growth since 1996-97, fell to negative (-5.7%) in 2001-02. 
This can be attributed to reduction of establishment expenses in these banks resulting 
from the adoption of Voluntary Retirement Scheme. This is reflected in –1.4% growth 
in case of All Scheduled Commercial Banks too.  Since 2002-03, the growth of 
operating expenses of public sector banks was reversed and it growth was 13.9% 
during 2004-05. It may be attributed the 7thbipartite settlement of the bank 
employees.  It then declined upto 2007-08. There was a sharp growth during next 
three years. It was mainly due to 8th
 
 bipartite settlement and high inflation. 
ThePrivate sector Banks, on the other hand, tell a different story. Their operating 
expenses show annual growth of 14.9% and 41.4% during 2001-02 respectively. 
During 2010-11, thegrowth was 18.8% and 21.3% for Old and New Private Sector 
Banks respectively. However, Foreign Banks have reduced the annual growth in 2002-
03 (-4.2%) and since then it has accelerated and it further declined by 9.7% during 
2009-10. 
 In Table 6.3.2, we have depicted movement of total assets/ total liabilities. It is 
true that to create total assets it has to increase its liabilities. A falling transaction cost 
Index necessitates rise in total assets/liabilities, which in case of Public Sector Banks 
recorded declining annual growth since 2001-02 after having risen consistently from 
1996-97. During 2008-09, the total assets of Public Sector Banks grew by 24.6%, 
which was highest in last fifteen years. The total assets of new private sector banks 
have shown a commendable rise, which can be attributed to the merger of ICICI Bank 
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with ICICI Ltd and New Private Sector Banks with Old Private Sector Banks. During 
2010-11, the growth of Total Assets of New Private Sector Banks was 23.5% and that 
of Old Private Sector Banks was 14.9%. In case of Foreign Banks, there was 
significant annual growth in 2006-07 at 37.6% followed by the growth of 32.7% 
during 2007-08 but the same has declined in 2009-10. During 2010-11, the growth of 
total assets of Foreign Banks was 12.9%. The growth of total assets of All Scheduled 
Commercial Banks ranged between 10.7% during 2002-03 to 25.0% during 2006-07. 
The growth of total assets of ASCBs was 19.2% during 2010-11. 
 
Table 6.3.2: Movement of Total Assets/Total Liabilities 
        (Amount in Rs. Crores) 
Bank Group 1995-96 1996-97 1997-98 1998-99 1999-00 2000-01 2001-02 2002-03 
State Bank Group 186768 204356 232747 285835 336394 402984 449509 494472 
Annual Growth (%) 19.3 9.4 13.9 22.8 17.7 19.8 11.5 10.0 
Nationalised Banks 319077 351940 416439 484310 554206 626988 706228 790939 
Annual Growth (%) 12.8 10.3 18.3 16.3 14.4 13.1 12.6 12.0 
Public Sector Banks 505845 556296 649186 770145 890600 1029972 1155737 1285411 
Annual Growth (%) 15.1 10.0 16.7 18.6 15.6 15.6 12.2 11.2 
Old Private Sector Banks 36621 44457 55205 65475 73123 84529 93226 104956 
Annual Growth (%) 18.1 21.4 24.2 18.6 11.7 15.6 10.3 12.6 
New Private Sector Banks 9025 16160 25856 38531 58931 78796 174454 192170 
Annual Growth (%) 16.9 79.1 60 49 52.9 33.7 121.4 10.2 
Foreign Banks 47548 56063 65288 76567 82810 102108 112096 116661 
Annual Growth (%) 25.4 17.9 16.5 17.3 8.2 23.3 9.8 4.1 
All Scheduled  
Commercial Banks 599039 672975 795535 950718 1105464 1295405 1535513 1699197 
Annual Growth (%) 16.1 12.3 18.2 19.5 16.3 17.2 18.5 10.7 
 
 
Table 6.3.2 (contd…) : Movement of Total Assets/Total Liabilities 
        (Amount in Rs. Crores) 
Bank Group 2003-04 2004-05 2005-06 2006-07 2007-08 2008-09 2009-10 2010-11 
State Bank Group 549124 627117 691846 805795 1011169 1280212 1412253 1597684 
Annual Growth (%) 11.1 14.2 10.3 16.5 25.5 26.6 10.3 13.1 
Nationalised Banks 921954 1065504 1234462 1530531 1880374 2314102 3028574 3696133 
Annual Growth (%) 16.6 15.6 15.9 24.0 22.9 23.1 30.9 22.0 
Public Sector Banks 1471077 1773981 2014874 2440166 3022237 3766716 4440827 5293817 
Annual Growth (%) 14.4 20.6 13.6 21.1 23.9 24.6 17.9 19.2 
Old Private Sector Banks 120724 133470 149972 160562 194555 232001 268905 309011 
Annual Growth (%) 15.0 10.6 12.4 7.1 21.2 19.2 15.9 14.9 
New Private Sector Banks 246576 294421 421659 584842 745594 795464 881831 1089165 
Annual Growth (%) 28.3 19.4 43.2 38.7 27.5 6.7 10.9 23.5 
Foreign Banks 135640 153636 199358 274392 364099 447149 435362 491528 
Annual Growth (%) 16.3 13.3 29.8 37.6 32.7 22.8 -2.6 12.9 
All Scheduled 
Commercial Banks 1974017 2355509 2785863 3459962 4326486 5241330 6026925 7183521 
Annual Growth (%) 16.2 19.3 18.3 24.2 25.0 21.1 15.0 19.2 
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6.3.3 Transaction Costs of Different Bank Groups 
 
The transaction cost (%) of different bank groups is presented below. 
 
Table 6.3.3: Transaction Cost (%) of Different Bank Groups 
Bank Group 1995-96 1996-97 1997-98 1998-99 1999-00 2000-01 2001-02 2002-03 
State Bank Group 3.09 2.94 2.68 2.70 2.46 2.66 2.11 2.11 
Nationalised Banks 2.93 2.85 2.65 2.63 2.57 2.76 2.40 2.33 
Public Sector Banks 2.99 2.88 2.66 2.66 2.53 2.72 2.29 2.25 
Old Private Sector 
Banks  2.63 2.52 2.30 2.26 2.17 1.98 2.07 2.05 
New Private Sector 
Banks 1.92 1.94 1.76 1.74 1.42 1.75 1.10 1.96 
Foreign Banks 2.78 3.00 2.96 3.59 3.22 3.05 3.00 2.79 
All Scheduled 
Commercial Banks 2.94 2.85 2.63 2.67 2.50 2.64 2.19 2.24 
 
Table 6.3.3 (contd…): Transaction Cost (%) of Different Bank Groups 
Bank Group 2003-04 2004-05 2005-06 2006-07 2007-08 2008-09 2009-10 2010-11 
State Bank Group 2.21 2.14 2.28 1.98 1.68 1.57 1.79 1.82 
Nationalised Banks 2.21 2.18 2.00 1.73 1.53 1.46 1.35 1.46 
Public Sector Banks 2.21 2.09 2.05 1.77 1.54 1.47 1.49 1.57 
Old Private Sector 
Banks  1.97 1.96 2.06 1.85 1.66 1.70 1.75 1.81 
New Private Sector 
Banks 2.04 2.06 2.12 2.11 2.28 2.24 2.06 2.02 
Foreign Banks 2.77 2.88 2.94 2.82 2.84 2.75 2.55 2.55 
All Scheduled 
Commercial Banks 2.21 2.13 2.13 1.92 1.79 1.70 1.66 1.71 
 
Thus, transaction cost, which is positively correlated with operational expenses, has 
been on the gradual decline since 1995-96, came down to 1.47% in 2008-09and it 
increases to 1.57% in 2010-11 for Public Sector Bank. For State Bank group, it 
declined from 3.09% in 1995-96 to1.82% in 2010-11 whereas for Nationalised Banks, 
it declined from 2.93% to1.47%during this period. For Old private sector bank, it also 
declined from 2.63% in 1995-96 to1.81% in 2010-11, where as for new private sector 
banks, it increased from 1.92% to 2.02% during this period. Foreign banks exhibit 
very high transaction cost. It was 2.78% in 1995-96 and 2.55% in 2010-11. The 
transaction cost of All Scheduled Commercial Banks, though shows decline, still it is 
much higher at 1.71% than the prescribed norm of 1.5%.  
We have traced out the movement of the ratio of establishment expenses to 
total assets and found significant fall in the same for public sector banks. Having risen 
to 2.03% in 2000-01 it fell to 1.65% in 2001-02.This, once again, is due to adoption 
of Voluntary Retirement Scheme in State Bank Group and Nationalised Banks. It 
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declined to 0.93% in 2009-10 and slightly increased to 1.02% in 2010-11. With total 
and effective computerization, the new private sector banks manage to keep their 
establishment costs at sizeable and low level, the ratio being 0.25% only during 2001-
02. It increased to 0.82% in 2010-11. Public sector Banks, on the contrary, are yet to 
fully adopt the computerization and still having their age-old structure, which is 
cumbersome and hence not cost effective. Among them, State Bank Group are having 
highest ratio of establishment expenses to total assets at 1.16% in 2010-11, as 
compared to 0.96% of Nationalised Banks. The Establishment Expenses to Total 
Assets was lower than Public Sectors Bank upto 2006-07. Since then it was higher 
than Public Sector Banks. Details are presented in Table 6.3.4. 
 
Table 6.3.4: Establishment Expenses to Total Assets (%) 
Bank Group 1995-96 1996-97 1997-98 1998-99 1999-00 2000-01 2001-02 2002-03 
State Bank Group 2.31 2.13 2.01 1.92 1.76 1.93 1.50 1.49 
Nationalised Banks 2.14 2.07 1.91 1.93 1.89 2.10 1.74 1.65 
Public Sector Banks 2.20 2.09 1.95 1.93 1.84 2.03 1.65 1.59 
Old Private Sector 
Banks  1.72 1.53 1.39 1.41 1.39 1.23 1.26 1.24 
New Private Sector 
Banks 0.28 0.30 0.31 0.31 0.28 0.32 0.25 0.43 
Foreign Banks 0.98 1.06 0.95 1.01 1.05 0.97 0.99 0.89 
All Scheduled 
Commercial Banks 2.05 1.92 1.77 1.75 1.67 1.79 1.42 1.39 
 
Table 6.3.4 (contd…): Establishment Expenses to Total Assets (%) 
Bank Group 2003-04 2004-05 2005-06 2006-07 2007-08 2008-09 2009-10 2010-11 
State Bank Group 1.51 1.44 1.54 1.30 1.02 0.96 1.11 1.16 
Nationalised Banks 1.55 1.50 1.33 1.11 0.96 0.92 0.84 0.97 
Public Sector Banks 1.54 1.42 1.36 1.14 0.95 0.91 0.93 1.02 
Old Private Sector 
Banks  1.16 1.09 1.18 1.05 0.93 0.96 1.02 1.10 
New Private Sector 
Banks 0.48 0.50 0.55 0.61 0.71 0.79 0.76 0.82 
Foreign Banks 0.88 0.89 1.01 1.12 1.15 1.09 1.08 1.10 
All Scheduled 
Commercial Banks 1.49 1.25 1.20 1.04 0.92 0.91 0.92 1.00 
 
Finally, if we look into Table 6.3.5 presenting ratio of other operating expenses 
to total assets we see that this has shown decline in case of all the bank groups 
except old private sector banks indicating growing awareness and effort among the 
banks in reducing expenses as well as transaction cost. 
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Table 6.3.5: Other Operating Expenses to Total Assets (%) 
Bank Group 1995-96 1996-97 1997-98 1998-99 1999-00 2000-01 2001-02 2002-03 
State Bank Group 0.78 0.81 0.67 0.78 0.70 0.73 0.61 0.62 
Nationalised Banks 0.79 0.78 0.74 0.70 0.68 0.66 0.65 0.68 
Public Sector Banks 0.79 0.79 0.72 0.73 0.68 0.69 0.64 0.66 
Old Private Sector 
Banks  0.91 0.98 0.91 0.86 0.78 0.76 0.81 0.81 
New Private Sector 
Banks 1.64 1.64 1.45 1.43 1.14 1.43 0.85 1.53 
Foreign Banks 1.80 1.94 2.01 2.58 2.17 2.08 2.01 1.90 
All Scheduled 
Commercial Banks 0.89 0.92 0.86 0.91 0.83 1.69 1.55 1.76 
 
Table 6.3.5 (Contd…): Other Operating Expenses to Total Assets (%) 
Bank Group 2003-04 2004-05 2005-06 2006-07 2007-08 2008-09 2009-10 2010-11 
State Bank Group 0.69 0.70 0.74 0.68 0.66 0.61 0.68 0.67 
Nationalised Banks 0.67 0.68 0.67 0.62 0.57 0.54 0.51 0.49 
Public Sector Banks 0.68 0.67 0.69 0.63 0.60 0.56 0.56 0.54 
Old Private Sector 
Banks  0.81 0.86 0.88 0.79 0.74 0.74 0.74 0.71 
New Private Sector 
Banks 1.57 1.56 1.57 1.50 1.57 1.45 1.30 1.20 
Foreign Banks 1.88 1.99 1.93 1.70 1.70 1.66 1.47 1.46 
All Scheduled 
Commercial Banks 1.81 0.88 0.92 0.87 0.86 0.79 0.74 0.71 
 
6.3.4 Transaction Cost of Nationalised Banks 
The fact is, the structure of nationalised banks being age old still having 
conventional functional set up it is quite likely that their transaction costs are quite 
high. However, with growing competition and thrust on efficiency, these banks are on 
the process of reducing their transaction cost resulting in falling trend of the same 
during past sixteen years barring the year 2000-01. From 2.93% in 1995-96, it is 
being gradually brought down and reached 2.40% in 2001-02 and it reached to 
1.35% during 2009-10. It was 1.46% in 2010-11. With this improved 
performance,Nationalised banks placed at the top as compared to other Bank Groups. 
This fact has prompted us to take up this study and concentrate on transaction cost of 
nationalized banks. 
6.3.5 How to Reduce Transaction Cost Index of Banks?  
Transaction Cost Index of banks can be reduced in three ways:  
 
1) By reducing operating expenses of banks i.e., curbing establishment as well as 
other operating expenses by way of putting restriction on recruitment and also by 
putting check to all such activities as mentioned above.    
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2) By increasing total assets of banks by keeping operating expenses fixed which refer 
to increase the total working funds of the bank.  
 
3) By adopting a two-way approach of simultaneously reducing the operating 
expenses and increasing total assets.  
 
We have considered the second measure i.e. that of increasing total assets as the 
most effective and productive way of reducing transaction cost due to the fact that 
reduction of operating expenses would involve such measures like curbing salaries 
and allowances of employees and also other expenses namely TE, Conveyance, 
Vehicle, Entertainment, Periodicals and Journals, Clubs etc. and lessening 
expenditures in meeting Law charges, Postage, Telegrams, Telephones, Repairs and 
maintenance, Insurance etc. which may directly or indirectly effect work atmosphere 
as well as productivity of the bank adversely.  
 
Increasing total assets, on the other hand, would not only reduce the transaction cost 
but also, at the same time improve overall business of the bank increasing the 
efficiency and strength of the bank. 
 
6.3.6 How to increase Total Assets? 
It is true, both theoretically and practically, that to create assets of a bank it has to 
increase its liabilities, which means gathering more resources from outside. The best 
way of increasing resources is to mobilize deposits. Here, we have taken per branch 
deposit as the key parameter and assume that the more is per branch deposit the 
lesser is the transaction cost of the bank, other things being constant. 
 
Increased volume of deposit per branch would necessitate proper and most effective 
utilization of these assets in the form of credit deployment. The current economic 
scenario is characterized by reasonable GDP growth, low inflation, good business 
opportunity backed by comfortable credit position, lowest interest rates in the last 
thirty years and reasonable agricultural growth. Further, Public Sector Banks are being 
increasingly vigilant and cautious in reducing their NPA level. In this economic 
environment, the suggestion of increasing per branch deposit would be the most 
effective and pragmatic way of reducing transaction cost  
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6.3.7 An Analytical Representation 
The Transaction Cost Index and deposit per branch relationship for the banking sector 
has been specified by a simple model Y = a+bX, where Y represents the Transaction 
Cost and X represents the per branch deposits. 
In order to assess the degree of association between transaction cost and per branch 
deposits, we have taken cross section data of these two variables for the year 2001-
02 and 2010-11 for nineteen nationalised banks and fitted the regression equation by 
using least square technique and applied t-test for the null hypothesis of zero 
correlation or zero regression coefficient. The details result is presented in Table 
6.3.6. 
Table 6.3.6 : Result of the Regression Equation 
  As at March-end 2002 As at March-end 2011 
  Constant Deposits per 
branch 
Constant Deposits 
per branch 
Regression Value 3.6862 -0.0652 2.2983 -0.0119 
Standard Error 0.2748 0.014 0.1820 0.0027 
 t – Value 13.4152 -4.669 12.628 -4.4074 
 R-Square 0.5618 0.5884 
 R-bar-Square 0.5360 0.5642 
            (Both the coefficients are significant at 5% level) 
Findings of regression analysis reveal R Square and R-bar-Square is moderate for both 
the periods, while X coefficient is found to be negative at –0.0652 as at March-end 
2002 and -0.0119 as at March-end 2011. Thus, we can conclude that transaction cost 
is inversely related to per branch deposit. The details data are presented in Table 
6.3.7. 
         (Amt. Rs. In crores) 
Table 6.3.7 : Per branch Deposit & Transaction Cost of all Nationalised Banks 
 
  
 
31.3.2002 31.3.2011 
Sl. Name of the Bank 
Per 
Branch 
Deposits 
Transaction 
Cost (%) 
Per Branch 
Deposits 
Transaction 
Cost (%) 
1 Allahabad Bank 11.84 2.86 54.59 1.55 
2 Andhra Bank 17.30 2.17 56.47 1.57 
3 Bank of Baroda 23.06 2.20 88.56 1.29 
4 Bank of India  23.43 2.19 85.64 1.44 
5 Bank of Maharashtra 15.66 2.23 43.52 2.15 
6 Canara Bank 26.58 2.21 90.26 1.31 
7 Central Bank of India 15.13 2.72 48.21 1.91 
8 Corporation Bank 28.72 1.63 85.78 1.14 
9 Dena Bank 13.53 2.44 49.74 1.52 
10 Indian Bank 17.21 2.40 56.79 1.58 
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Table 6.3.7(contd…) : Per branch Deposit & Transaction Cost of all Nationalised Banks 
  
 
31.3.2002 31.3.2011 
Sl. Name of the Bank 
Per 
Branch 
Deposits 
Transaction 
Cost (%) 
Per Branch 
Deposits 
Transaction 
Cost (%) 
11 Indian Overseas Bank 21.98 2.50 66.50 1.44 
12 Oriental Bank of Commerce 29.46 1.64 85.84 1.17 
13 Punjab & Sind Bank 16.60 2.77 61.89 1.44 
14 Punjab National Bank 16.62 2.47 60.30 1.68 
15 Syndicate Bank  16.31 3.24 54.37 1.63 
16 UCO Bank 15.74 2.67 65.86 1.27 
17 Union Bank of India 19.67 2.18 67.15 1.67 
18 United Bank of India 15.04 3.33 48.74 1.44 
19 Vijaya Bank 17.73 2.61 62.45 1.75 
  Nationalised Banks 18.84 2.40 66.28 1.46 
 
As at March-end 2002, Per branch deposits of the Nationalised Banks varied between 
Rs.11.84 crores (Allahabad Bank) and Rs.29.46 crores (Oriental Bank of Commerce), 
whereas the transaction cost ranged between 1.63% (Corporation Bank) and 3.33% 
(United Bank of India). The average per branch deposits of Nationalised Banks as a 
whole was Rs.18.84 crores and the average transaction cost was 2.40%. As at March-
end 2011, per branch deposits varied between Rs.43.52 crores (Bank of Maharashtra) 
and Rs.90.26 crores (Canara Bank) whereas the transaction cost ranged between 
2.15% (Bank of Maharashtra) and 1.14% (Corporation Bank). The per branch 
deposits of Nationalised Banks increased over 3.5 times during last 9 years from 
Rs.18.84 crores as at March-end 2002 to Rs.66.28 crores as at March-end 2011.  
The transaction cost of Nationalised Banks as at March-end 2011 reached to 1.46%, 
which is less than the stipulated target of 1.5%. Even many banks transaction cost is 
nearer to 1%, which indicates that banks are approaching for new target of 1% within 
this decade. 
 
6.3.8 Conclusion 
 
The global financial system is still far away from a full recovery on account of a 
slowdown in the US economy as well as the Euro debt crisis. However, the Indian 
banking sector has been relatively well shielded by the central bank and has managed 
to sail through most of the crisis with relative ease. But, with the economic buoyancy 
the world over showing signs of cooling off, the investment cycle has been wavering 
in the country. 
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Public sector banks have been proactive in their restructuring initiatives be it in 
technology implementation or pruning their loss assets. While the likes of SBI have 
made already attempts towards consolidation, others are keen to take off in that 
direction. Incremental provisioning made for asset slippages have safeguarded the 
banks from witnessing a sudden impact on their bottomlines. 
Retail lending (especially mortgage financing) that formed a significant portion of the 
portfolio for most banks in the last two years lost some weightage on the banks' 
portfolios due to their risk weightage. However, on the liabilities side, with better 
penetration in the semi urban and rural areas, banks garnered a higher proportion of 
low cost deposits thereby economizing on the cost of funds. However, the RBI 
recently deregulated the savings account deposit rate. However only a few smaller 
private sector banks have increased their rates while the others have maintained 
status quo. 
Apart from streamlining their processes through technology initiatives such as ATMs, 
telephone banking, online banking and web based products, banks also resorted to 
cross selling of financial products such as credit cards, mutual funds and insurance 
policies to augment their fee based income. They are also looking at various financial 
inclusion initiatives in order to spread the use of financial services among India's large 
unbanked population. 
On the other hand, reduction of operating expenses substantially may not increase 
the operational efficiency. Considering the labour intensive nature of the economy, an 
organization should deal with its manpower in such a manner that it can extract 
maximum efficiency from them. In order to do so the organization has to deal with its 
human resource most judiciously keeping in view the welfare and satisfaction of its 
employees. Side by side, even though reducing operating expenses is not possible 
overnight in public sector banks for industrywise settlement, a practical restraint in 
controllable expenses like expenses in a) Printing & Stationery, b) Repair & 
Maintenance, c) Postage, Telegrams & Telephones etc. d) Advertisement & Publicity 
and e) Eligible items of other expenditures may also contribute to some extent in this 
direction.  
In this competitive environment and era of rising cost of living, the organization has to 
chalk out perfect balance between the measures adopted for reducing its transaction 
costs and simultaneously increasing its operational efficiency.  
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Chapter 7 
Conclusion 
7.1 Introduction 
Statistical Technique is gaining importance over the time. The policy makers/ 
practitionerwere using forecasting techniques which involve the creation of 
mathematical model which can be used to make quantitative predictions. Parameters 
in the mathematical model are estimated using a set of historical data. Simulation is 
then used to make predictions out of the sampling period. Over the years, Time Series 
Analysis is become important tool for analysis of data as well as generating forecasts 
for future periods. 
In this thesis, we have used various methods of Time Series Analysis for generating 
forecasts and compare the performance of these methods for both in short term and 
long term lead periods.Mean Percentage Square Error (MPSE) has been used to 
compare the performance of the methods. We have used fiveunivariate methods viz., 
1) Bilinear Method 2) Box-Jenkins Method, 3) Holt-Winters Method, 4) Brown 
Exponential Methods,5) State Dependent Method to compare their relative 
performance based on eight Indian Economic Time Series. The series are non-
stationery one and has been converted to stationary series with suitable 
transformation. Transfer Function Model has been developed by taking another time 
series as exogenous variable. We have also used multivariate (bivaraite&trivariate) 
ARIMA methods and evaluated the performance of multivariate methods with the 
univariate one. Exponential Smoothing is an important tool in forecasting of time 
series. We have extended the univariate exponential smoothing to multivariate one. 
Empirical evaluation has been madewith bivariate &trivariate exponential smoothing 
methods and compared with univariate one.Finally, we have compared the 
performance multivariate ARIMA with multivariate exponential smoothing. 
 
In this thesis, we have also used Multivariate Analysis viz., Factor Analysis and 
Discriminant Analysis to compare the performance of different bank groups as well as 
relative performance of different nationalized banks using multiple parameters. 
 
7.2 Time Series Analysis 
The evaluations of forecast performance of the five univariate time series methods are 
based on Mean Percentage Square Error (MPSE). A method performs better if MPSE is 
smaller as compared to others.  
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7.2.1 UnivariateTime Series Methods 
We have evaluated the overall forecast performance of five Univariatemethods by 
counting the number of times one model outperforms the other models for long run 
(1 to 12 lead period) and also for short run (1 to 6 lead period). 
We have evaluated the overall forecast performance of five Univariate models by 
counting the number of times one model outperforms the other models for long run 
(1 to 12 lead period) and also for short run (1 to 6 lead period). The results are 
presented in below: 
A. Long Run 
Methods Box Jenkins Model 
Bilinear 
Model 
Holt-
Winters 
Exponential 
Method 
Brown 
Exponential 
Smoothing 
State 
Dependent 
Model 
Box Jenkins Model ------ 31 68 44 46 
Bilinear Model 65 ------ 67 51 50 
Holt-Winters 
Exponential Method 28 29 ------ 26 30 
Brown Exponential 
Smoothing 52 45 70 ------ 53 
State Dependent Model 50 46 66 43 ------ 
 
From the above table, we can conclude that in long run out of maximum attainable 
limit of 96 
a) Box-Jenkins Models outperformed Bilinear Models 31 times, Holt-Winters Method 
in 68 times, Brown Exponential Method in 44 times and State Dependent Models in 
46 times.  
b) Bilinear Models outperformed Box-Jenkins Models in 65 times, Holt-Winters 
Method in 67 times, Brown Exponential Method in 51 times and State Dependent 
Model in 50 times.  
c) Holt-Winters Method outperformed Box-Jenkins Models in 28 times, Bilinear 
Models in 29 times, Brown Exponential Smoothing in 26 times and State 
Dependent in 30 times.  
d) Brown Exponential Smoothing outperformed Box-Jenkins Models in 52 times, 
Bilinear Models in 45 time, Holt-Winters Exponential Methods in 70 time and State 
Dependent Models in 53 times. State Dependent Models outperformed Box-Jenkins 
Models in 50 times, Bilinear Models in 46 times, Holt-Winters Exponential 
Smoothing in 66 times and Brown Exponential Smoothing in 43 times. 
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B. Short Run 
Methods 
Box 
Jenkins 
Model 
Bilinear 
Holt-Winters 
Exponential 
Method 
Brown 
Exponential 
Method 
State 
Dependent 
Model 
Box Jenkins Model ------ 15 43 30 19 
Bilinear 33 ------ 42 34 20 
Holt-Winters 
Exponential Method 5 6 ------ 13 6 
Brown Exponential 
Method 18 14 35 ------ 17 
State Dependent Model 29 28 42 31 ------ 
In short run, out of maximum attainable limit of 48, 
a) Box-Jenkins Models outperformed Bilinear Models 15 times, Holt-Winters Method 
in 43 times, Brown Exponential Method in 30 times and State Dependent Models in 
19 times.  
b) Bilinear Models outperformed Box-Jenkins Models in 33 times, Holt-Winters 
Method in 42 times, Brown Exponential Method in 34 times and State Dependent 
Model in 20 times. 
c) Holt-Winters Method outperformed Box-Jenkins Models only in 5 times, Bilinear 
Models in 6 times, Brown Exponential Smoothing in 13 times and State Dependent 
only in 6 times.  
d) Brown Exponential Smoothing outperformed Box-Jenkins Models in 18 times, 
Bilinear Models in 14 time, Holt-Winters Exponential Methods in 35 time and State 
Dependent Models in 17 times.  
e) State Dependent Models outperformed Box-Jenkins Models in 29 times, Bilinear 
Models in 28 times, Holt-Winters Exponential Smoothing in 42 times and Brown 
Exponential Smoothing in 31 times. 
C. Number of times One Method outperformed other four methods. 
Sl.No. Method Long Run Short Run 
  1 Box-Jenkins Model 189 107 
  2  Bilinear Model 233 129 
  3 Holt-Winters Exponential Method 113 30 
  4 Brown Exponential Method 220 84 
  5  State Dependent Model 205 130 
It is clear from the above tables that the performance of Bilinear Model has 
outperformed other four models in long run. Whereas in short run, State Dependent 
Model outperformed Box-Jenkins Model, Holt-Winters Method, and Brown Exponential 
Smoothing. The performance of State Dependent Model is slightly better than Bilinear 
Model in short run. 
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In overall comparison, the performance of Bilinear Model has outperformed other four 
models in long run (233 times out of maximum attainable limit of 384) and State 
Dependent Model outperformed other four models in short run (130 times out of 
maximum attainable limit of 192). Bilinear Model also outperformed other four 
methods in 129 times out of maximum attainable limit of 192. The comparison in 
short run is more reasonable due to rapid fluctuation in economy. Our conclusion is 
based on five models and eight Indian economic Time series only.  
7.2.2 Transfer Function Model 
The mean percentage square error of Transfer Function Model is uniformly smaller 
than that of Univariate Box-Jenkins Model for Money Supply and Consumer Price 
Index Numbers for Industrial Workers. With an additional variable the accuracy in the 
forecasting model has increased. It can be seen that the efficiency gained through 
Transfer Function Model for Money Supply is as high as 36% at lead period one and 
subsequently increases to 480% at the lead period 6 and in case of Consumer Price 
Index Number for Industrial Workers, it increases from 127% at lead period one to 
more than 200% at lead period 6. 
Thus, we can conclude that in the forecasting of the two economic time series Money 
Supply and Consumer Price Index Numbers for Industrial Workers, a substantial 
reduction of Mean Percentage Square Errors can be achieved if one uses transfer 
function model instead of univariate box-Jenkins Model. 
7.2.3 Multivariate ARIMA 
Bivariate Model of CPI and WPI 
We observe that MPSE of CPI is uniformly smaller than the MPSE of all the Univariate 
Models in all lags, while the MPSE of WPI of Bivariate ARIMA Model is smaller than the 
MPSE of all Univariate Models in first four lags. It clearly indicates that Wholesale Price 
Index affects Consumer Price Index uniformly, where as Consumer Price Index affects 
Wholesale Price Index in short run. Similar type of results has been depicted when we 
have applied the data in the Bivariate Holt-Winters Method. 
Bivariate Model of M3
The MPSE of M
 and WPI 
3 
 
is smaller than the MPSE of all the Univariate Models in first seven 
Lead Periods, while the MPSE of WPI of Bivariate ARIMA Model is smaller than the 
MPSE of all Univariate Models in first four lead periods. It clearly indicates that 
Wholesale Price Index affects Money Supply in medium run, where as Money Supply 
affects Wholesale Price Index in short run.  
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Bivariate Model of IIP and NFBC 
The MPSE of IIP is uniformly smaller than the MPSE of all univariate methods (Box-
Jenkins, Bilinear, Holt-Winters, Brown Exponential, State Dependent Model), whereas 
the MPSE of NFBC is uniformly smaller than the MPSE of Box-Jenkins, Bilinear, Holt-
Winters and Brown Exponential Models) and smaller in first 3 lead period (Lead Period 
1 to Lead Period 3) than the MPSE of SDM.  It concludes that NFBC affects IIP and it 
is unidirectional. 
Trivariate Model of WPI, CPI and M
In case oftrivariate model, the MPSE of M
3 
3 is smaller than the MPSE of the three 
Univariate Models (Box-Jenkins, Holt-Winters and Brown Exponential Smoothing) in all 
12 lead periods and in 11 Lead Periods of State Dependent Model and Bilinear Model 
from Lead Period 2 to Lead Period 12. The MPSE of M3 is smaller in 11 Lead Period 
(Lead Period 2 to Lead Period 12) as compared to the MPSE of M3 of Bivariate ARIMA 
of M3
The MPSE of CPI is uniformly smaller than the MPSE of Box-Jenkins Model, Holt-
Winters, Brown Exponential Smoothing, ten lead periods of Bilinear Model (except  
first & second lead period), eleven lead periods of State Dependent Model (except first 
lead period) and seven lead periods of the bivariate model of WPI & CPI (except the 
lead periods 1 to 5). 
 and WPI. 
In case of WPI, the MPSE of trivariate model is uniformly smaller than the MPSE of 
Box-Jenkins, Bilinear, Brown Exponential and State Dependent Model, four lead 
periods of Holt Winters Technique (1 to 4). It is smaller in six lead periods (7 to 12) of 
MPSE of bivariate model of WPI & CPI and three lead periods (10 to 12) of MPSE of 
WPI & M3
7.2.4 Multivariate Exponential Smoothing 
. It concludes that both WPI and CPI affect Money Supply (M3) and it is 
unidirectional.  
Bivariate Exponential Smoothing Model of Consumer Price Index & Wholesale Price 
Index, we find that the mean percentage square error of Consumer Price Index is 
uniformly smaller than that of Univariate Model. For the series Wholesale Price Index 
Number, MPSE is smaller in first six lags as compared to Univariate Model. This 
concludes that Wholesale Price Index affects Consumer Price Index uniformly, where 
as the Consumer Price Index affect Wholesale Price Index in the short run. 
Again, for the Bivariate Model of Money Supply (M3) and Wholesale Price Index, MPSE 
of Money Supply (M3) in Bivariate Model is smaller in first seven lags as compared to 
the MPSE of Univariate Model. But for the Wholesale Price Index Number, MPSE of 
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Bivariate Model is smaller only in first lag. This indicates that Wholesale Price Index 
affect the Money Supply (M3
In case of Trivariate Model of Money Supply (M
) in short run while the other is insignificant. 
3), Consumer Price Index and 
Wholesale Price Index, MPSE of Money Supply (M3) is smaller in six lags as compared 
to Univariate Model and smaller in five lags as compared to Bivariate Model of Money 
Supply (M3) and Wholesale Price Index. Whereas the MPSE of Consumer Price Index 
is uniformly smaller in all lags as compared to Univariate Model, but higher than the 
Bivariate Model of Consumer Price Index and Wholesale Price Index. For Wholesale 
Price Index, MPSE is smaller only in first lag as compared to Univariate Model and the 
Bivariate Model of Money Supply (M3) and Wholesale Price Index. It concludes that 
both Consumer Price Index and Wholesale Price Index affect Money Supply (M3
7.2.5 Comparative Performance of Multivariate Models 
) in 
short run and it is unidirectional. 
7.2.5.1 Bivariate Models 
We have considered the performance of Bivariate Model CPI & WPI and M3
Number of times MPSE of one Bivariate Method outperformed other Method. 
& WPI. 
Sl. Methods Short Run Long Run  
1 Bivariate ARIMA 16 27 
2 Bivariate Holt-Winters 8 21 
 
The performance of Bivariate ARIMA outperformed Bivariate Holt-Winters Models both 
in short run and long run. In short run, Bivariate ARIMA outperformed Bivariate Holt-
Winters 16 times out of maximum attainable limit of 24 times and in long run it 
outperformed 27 times out of maximum attainable limit of 48 times. 
7.2.5.2 Trivariate Model 
Comparative performance of Trivariate ARIMA model of M3, WPI and CPI &Trivariate 
Holt-Winters Model of M3, WPI and CPI. 
Number of times MPSE of one Trivariate Method outperformed other method. 
Sl. Methods Short Run Long Run  
1 Trivariate ARIMA 11 25 
2 Trivariate Holt-Winters 7 11 
The performance of Trivariate ARIMA outperformed Trivariate Holt-Winters Models 
both in short run and long run. In short run, Trivariate ARIMA outperformed Trivariate 
Holt-Winters 11 times out of maximum attainable limit of 18 times and in long run it 
outperformed 25 times out of maximum attainable limit of 36 times. 
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In our study, we observe that Bivariate Models perform better than Univariate models 
and Trivariate Models perform better than Univariate Models and Bivariate Models. So, 
use of related variables which affects the endogenous variable improved the forecast 
accuracy. Of course, our analysis is based on five univariatemodels and Bivariate 
&Trivariate ARIMA and Bivariate &Trivariate Holt-Winters Exponential Smoothing 
Methods and eight Indian economic Time series. 
7.3 Multivariate Analysis 
7.3.1 Study of Different Bank Groups 
We haveanalysed the performance of different bank groups atfourdifferent time points 
a) 1996-97, middle of reform period and b) 2000-01, beginning of the new century, c) 
2005-06, middle of the first decade and d) 2010-11, the latest available data. The 
analysis is based on the performance of 11 parameters selected under broad category 
of Capital Adequacy, Asset Quality, Profitability and Productivity. We have ranked 5 
bank groups based on individual group parameters as well as combined ranking based 
on all parameters. The performance has been evaluated based on Factor Analysis. 
Performance of Bank Group in Capital Adequacy Ratio 
Rank YEAR 
 1996-97 2000-01 2005-06 2010-11 
1 New Private Sector 
Banks 
Foreign Banks Foreign Banks Foreign Banks 
2 Foreign Banks State Bank Group New Private 
Sector Banks 
New Private 
Sector Banks 
3 State Bank Groups New Private Sector 
Banks 
Nationalised 
Banks 
Old Private 
Sector Banks 
4 Nationalised Banks Old Private Sector 
Banks 
State Bank 
Group 
Nationalised 
Banks 
5 Old Private Sector 
Banks 
Nationalised Banks Old Private 
Sector Banks 
State Bank 
Group 
Performance of Bank Group in Asset Quality 
Rank YEAR 
 1996-97 2000-01 2005-06 2010-11 
1 New Private Sector 
Banks 
Foreign Banks Foreign Banks Foreign Banks 
2 Foreign Banks New Private Sector 
Banks 
New Private 
Sector Banks 
New Private 
Sector Banks 
3 Old Private Sector 
Banks 
State Bank Group Nationalised 
Banks 
Old Private Sector 
Banks 
4 State Bank Group Old Private Sector 
Banks 
State Bank 
Group 
Nationalised 
Banks 
5 Nationalised Banks Nationalised Banks Old Private 
Sector Banks 
State Bank Group 
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Performance of Bank Group in Profitability 
Rank YEAR 
 1996-97 2000-01 2005-06 2010-11 
1 Foreign Banks Foreign Banks Foreign Banks Foreign Banks 
2 New Private 
Sector Banks 
New Private Sector 
Banks 
State Bank 
Group 
New Private 
Sector Banks 
3 State Bank Group Old Private Sector 
Banks 
Nationalised 
Banks 
State Bank 
Group 
4 Old Private Sector 
Banks 
State Bank Group New Private 
Sector Banks 
Nationalised 
Banks 
5 Nationalised 
Banks 
Nationalised Banks Old Private 
Sector Banks 
Old Private 
Sector Banks 
Performance of Bank Group in Productivity 
Rank YEAR 
 1996-97 2000-01 2005-06 2010-11 
1 New Private Sector 
Banks 
New Private Sector 
Banks 
New Private 
Sector Banks 
Nationalised 
Banks 
2 Foreign Banks Old Private Sector 
Banks 
Foreign Banks Old Private Sector 
Banks 
3 Old Private Sector 
Banks 
Foreign Banks Old Private 
Sector Banks 
State Bank Group 
4 State Bank Group State Bank Group State Bank 
Group 
New Private 
Sector Banks 
5 Nationalised Banks Nationalised Banks Nationalised 
Banks 
Foreign Banks 
Performance of Bank Group in Combined Ranking 
Rank YEAR 
 1996-97 2000-01 2005-06 2010-11 
1 New Private 
Sector Banks 
Foreign Banks Foreign Banks Foreign Banks 
2 Foreign Banks New Private Sector 
Banks 
New Private 
Sector Banks 
New Private 
Sector Banks 
3 Old Private Sector 
Banks 
Old Private Sector 
Banks 
State Bank 
Group 
Old Private 
Sector Banks 
4 State Bank Group State Bank Group Nationalised 
Banks 
State Bank 
Group 
5 Nationalised 
Banks 
Nationalised Banks Old Private 
Sector Banks 
Nationalised 
Banks 
The performance of Foreign and New Private Sector Banks have far outnumbered the 
performance of Nationalised Banks. Due to rapid change in economy, and the era of 
continuous restructuring as well as reorienting business activities faced by each bank, 
it is high time that the Nationalised Banks should pinpoint their priorities and do away 
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with their weaknesses. The best possible wayout is to reduce their burden by 
innovating non-fund based business, actively participating in computerization and 
improving the overall skills and knowledge. 
Nationalised Banks with their immense contribution to the country’s economic growth 
have their comparative advantages in the form of their large client base and extended 
banking service to the rural & semi-urban areas. Nationalised Banks should make full 
use of these comparative advantages to cope up with the changed circumstances and 
competitive environment. A restructuring plan for the Nationalised Banks is needed to 
be chalked out taking into account the deregulation, de-capitalisation and 
organisational structure coupled with the efficiency and effectiveness of the overall 
asset management. 
7.3.2 Performance of Nationalized Banks – Based on CAMEL Approach 
To adopt the CAMEL rating model and for its suitable evaluation, we have chosen the 
following modules: 
1) Capital Adequacy and Solvency, 
2) Asset Quality, 
3) Management Performance, 
4) Earning Performance and 
5) Liquidity Assessment. 
In each of the modules, we have selected some important financial indicators to 
measure and characterize the financial posture of individual banks to represent the 
modules accurately. 
In total, we have taken 21 financial indicators to represent the five modules. The 
individual module performance and combined performance has been evaluated by 
taking into account of the data of 19 Nationalised Banks for the period March-end 
1998 and March-end 2001. 
In each of the financial parameters, the rating is done on a continuous scale of 0 to 5. 
The module rating is derived on rating of aggregate rating of the each financial 
parameter or by Factor Analysis technique using financial parameters in that module. 
The description of the module rating is given below. 
Rating level Description of the Institution 
i)  Upto 1 Strong performance. 
ii) Above 1 and upto 2 Satisfactory performance. 
iii)Above 2 and upto 3 Fair performance that is flawed to some degree. 
iv) Above 3 and upto 4 Marginal performance that is 
significantly below average. 
v)  Above 4 and upto 5 Unsatisfactory performance that is critically deficient 
and in need of immediate remedial action. 
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Once the rating of each module has been determined, a composite or overall rating is 
derived by Factor Analysis technique again, on a continuous scale of 0 to 5 as 
described below. 
Rating level Description of the Institution 
i)   Upto 1 Basically sound in every respect. 
ii)  Above 1 and upto 2 Fundamentally sound, but with moderate weakness. 
iii) Above 2 and upto 3 Financial, Operational or Compliance weakness that gives 
cause for supervisory concern.  
iv) Above 3 and upto 4 Serious or immoderate financial, operational and 
managerial weakness that could impair future viability. 
v) Above 4 and upto 5 Critical financial weakness with high probability of failure 
in the near term. 
For analysis, we have taken the benchmark as the rating level “upto 2”. The banks 
with rating “upto 2” may be termed as ‘Better banks’. Those with rating of “Above 2” 
may be treated as “Weak banks”. 
Module-wise and Rating levelwise number of bank 
Number of banks in 
Rating Levels 
Modules Period Upto 1 Above 1 and upto 2 
Above 2 
andupto 3 
Above 3 
andupto 4 
Above 4 and 
upto 5 
Capital 
Adequacy and 
Solvency 
March-end 1998 2 11 5        -- 1 
March-end 2011 3 4 6 5 1 
Asset Quality March-end 1998 2 7 7 2 1 
March-end 2011 4 4 6 1 4 
Management 
Performance 
March-end 1998 2 5 8 3 1 
March-end 2011 2 4 8 2 3 
Earning 
Performance 
March-end 1998 4 7 6 1 1 
March-end 2011 5 3 5 4 2 
Liquidity 
Assessment 
March-end 1998 2 4 6 4 3 
March-end 2011 1 4 7 5 2 
Composite 
Rating 
March-end 1998 2 9 6 1 1 
March-end 2011 7 1 5 3 3 
 The above data reveal the following:- 
 
a) As at March-end 1998, out of the 19 banks, 13 banks turned out to better bank in 
respect to Capital Adequacy and Solvency module, whereas as at March-end 2011 
only 7 banks turned out to better bank. The main reason for this may be 
attributable to the introduction of new capital adequacy ratio as per Basel II and 
more to the contribution of capital subscribed by the Government of India to these 
banks. However, there are some banks in that group who has raised the capital 
from public. 
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b) Eleven (11) banks are coming in the group of better bank in respect of Earning 
Performance module as at March-end 1998 as against 8 banks as at March-end 
2011. This is to be attributable more in stress on profitability made in the recent 
years. 
c) From Asset Quality point of view, 9 banks were rated as better as at March-end 
1998 as against 8 banks as at March-end 2011. It shows the weight of NPAs and 
lower Return on Assets being felt by other banks. 
d) Based on Management Performance, 7 banks were rated as better as at March-
end 1998, whereas 6 banks were rated better as at March-end 2011. It implies 
that with improvement in these areas, the weak bank can turn the corner.  
e) With respect to Liquidity Assessment, as at March-end 1998, six (6) banks were 
found to be better as against five banks as at March-end 2011. This turns out to 
be more critical factors as majority of the banks have shown weakness in this 
regard. 
f) Combining all the above factors, 11 banks were coming to the group of better 
banks as at March-end 1998. As at March-end 2011, 8 banks were under the 
group of better banks. The performance of the banks has improved during this 
period. As at March-end 1998, only two banks were sound in all respects whereas 
as at March-end 2011, seven banks were sound in all respects. 
 
The parameters of the off-site supervision, analysed in this study will through light on 
on-site parameters to be examined more deeply within a bank. It also gives the signal 
to the supervisory authority to accelerate the on-site examination of the banks 
showing financial deterioration, to identify the areas needing more supervisory 
attention and to allocate the most experienced personnel for remedial action. 
7.3.3 Testing of Benchmark Level 
We have critically measure the efficiency of Nationalised Banks based on seven 
parameters broadly covering four major areas namely a) Capital Adequacy and 
Solvency, b) Assets Quality c) Profitability and d) Productivity. To assess the 
performance of an individual bank, median value is taken as a benchmark level for 
each parameter. The comparative position of the Nationalised Banks has been 
evaluated based on the benchmark level of each parameter and the banks have been 
classified into two broad groups. 
 
Group 1 Banks where at least four parameters  are above the benchmark level 
Group 2 Remaining Banks  
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In discriminant analysis, the between-group variance is maximized relative to within-
group variance. Group elements should be such that within-group variance will be 
minimum. The parameters could be identified in such a way that they are independent 
and are important to the operations of banks. 
Position of Banks as compared to the median values 
    Number of Banks 
Sr. Observation As at March-end 2000 As at March-end 2011 
1 
Number of Banks above the 
median in all parameters 
3 
(Bank of Baroda, 
Corporation Bank and 
Oriental Bank of Commerce) 
1 
(Andhra Bank) 
2 
Number of Banks above the 
median in 6 parameters 0 
4 
(Bank of Baroda, Canara 
Bank, Indian Bank, Oriental 
Bank of Commerce) 
3 
Number of Banks above the 
median in 5 parameters 
4 
(Andhra Bank, Bank of 
Maharashtra, Canara Bank & 
Dena Bank) 
3 
(Allahabad Bank, 
Corporation Bank, Punjab 
National Bank) 
4 Number of Banks above the median in 4 parameters 
1 
(Allahabad Bank) 0 
5 
Number of Banks above the 
median in 3 parameters 
5 
(Bank of India, Punjab 
National Bank, Punjab & 
Sind Bank, Syndicate Bank 
& Union Bank of India) 
1 
(Union Bank of India) 
6 
Number of Banks above the 
median in 2 parameters 2 
(Central Bank of India 
&Vijaya Bank) 
5 
(Dena Bank, Indian 
Overseas Bank, UCO Bank, 
United Bank of India 
&Vijaya Bank) 
7 
Number of Banks  above the 
median in 1 parameter 1 
(Indian Overseas Bank) 
4 
(Bank of India, Central 
Bank of India, Punjab & 
Sind Bank and Syndicate 
Bank) 
8 
Number of Banks less the 
median in all parameters 
3 
(Indian Bank, UCO Bank and 
United Bank of India) 
1 
(Bank of Maharashtra) 
 
Only eight banks have exceeded the median values in 4 or more parameters both as 
at March-end 2000 and March-end 2011. For Discriminant analysis, these eight banks 
have been put in Group 1 and the other eleven banks in Group 2 in the respective 
years. 
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The discriminant function, which determined best between these two groups, for the 
different periods is presented below. 
 
Period Discriminant Function Z Statistic 
March-end 
2000 
Y = 1.6780 X1 –0.8298 X2 – 9.3458 X3 – 2.2081 X4+11.9381 
X
    - 0.0701X
5 
6 –0.4015X
4.2617 
7 
March-end 
2011 
Y = 0.6857 X1 +0.9915 X2+15.7995 X3+1.7631 X4-0.6115 X
    - 0.1363X
5 
6 +0.0062X
5.3111 
7 
 
Z statistic follows F distribution with degrees of freedom 7and 11.The tabulated F-
value corresponding to F0.01,7,11=5.20 and F0.05,7,11
The cut-off point value as at March-end 2000 is 17.8945 and that of as at March-end 
2011 is 37.0753. The discriminant score of Banks in Group 1 is more than the cut-off 
value and that of the Banks in Group 2 is less than the cut-off value.  There is no 
misclassification in grouping of the Banks.  
=3.14. As at March-end 2000, the Z 
statistic is significant at 5% level of significance but insignificant at 1% level of 
significance. As at March-end 2011, Z statistic is significant at both 5% and 1% level 
of significance. 
As at March-end 2000, the number of banks in Group 1 was 8. As at March-end 2011, 
the number of banks in Group 1 was also 8. Two banks viz. 1) Dena Bank and 2) Bank 
of Maharashtra were in Group 1 in March 2000, where as, at March-end 2011, they 
were in Group 2. Similarly, Indian Bank and Punjab National Bank were in Group 2 in 
March 2000 and now there were in Group 1 in March 2011. The improved 
performance shifted the banks in higher Group and relatively lower performance 
pushed them in lower group.   
7.3.4 Measuring Operational Efficiency in Banks by Transaction Cost 
Transaction cost, which is positively correlated with operational expenses, has been 
on the gradual decline since 1995-96, came down to 1.47% in 2008-09 and it 
increases to 1.57% in 2010-11 for Public Sector Bank. For State Bank group, it 
declined from 3.09% in 1995-96 to 1.82% in 2010-11 whereas for Nationalised Banks, 
it declined from 2.93% to 1.47% during this period. For Old private sector bank, it 
also declined from 2.63% in 1995-96 to 1.81% in 2010-11, where as for new private 
sector banks, it increased from 1.92% to 2.02% during this period. Foreign banks 
exhibit very high transaction cost. It was 2.78% in 1995-96 and 2.55% in 2010-11. 
The transaction cost of All Scheduled Commercial Banks, though shows decline, still it 
is much higher at 1.71% than the prescribed norm of 1.5%. 
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We have taken the hypothesis that increasing total assets as the most effective and 
productive way of reducing transaction cost due to the fact that reduction of operating 
expenses would involve such measures like restriction on recruitment and also other 
expenses namely TE, Conveyance, Vehicle, Entertainment, Periodicals and Journals, 
Clubs etc. and lessening expenditures in meeting Law charges, Postage, Telegrams, 
Telephones, Repairs and maintenance, Insurance etc. which may directly or indirectly 
effect work atmosphere as well as productivity of the bank adversely.  
 
Increasing total assets, on the other hand, would not only reduce the transaction cost 
but also, at the same time improve overall business of the bank increasing the 
efficiency and strength of the bank. 
It is true, both theoretically and practically, that to create assets of a bank it has to 
increase its liabilities, which means gathering more resources from outside. The best 
way of increasing resources is to mobilize deposits. Here, we have taken per branch 
deposit as the key parameter and assume that the more is per branch deposit the 
lesser is the transaction cost of the bank, other things being constant. 
In order to assess the degree of association between transaction cost and per branch 
deposits, we have taken cross section data of these two variables for the year 2001-
02 and 2010-11 for nineteen nationalised banks and fitted the regression equation by 
using least square technique and applied t-test for the null hypothesis of zero 
correlation or zero regression coefficient.  
 
Result of the Regression Equation 
  As at March-end 2002 As at March-end 2011 
  Constant Deposits per 
branch 
Constant Deposits 
per branch 
Regression Value 3.6862 -0.0652 2.2983 -0.0119 
Standard Error 0.2748 0.014 0.1820 0.0027 
 t – Value 13.4152 -4.669 12.628 -4.4074 
 R-Square 0.5618 0.5884 
 R-bar-Square 0.5360 0.5642 
            (Both the coefficients are significant at 5% level) 
 
The above regression analysis reveal that both R Square and R-bar-square is 
moderate for both the periods, while X coefficient is found to be negative at –0.0652 
as at March-end 2002 and -0.0119 as at March-end 2011. Thus, we can conclude that 
transaction cost is inversely related to per branch deposit. 
The per branch deposits of Nationalised Banks increased over 3.5 times during last 9 
years from Rs.18.84 crores as at March-end 2002 to Rs.66.28 crores as at March-end 
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2011, whereas the transaction cost of Nationalised Banks declined from 2.40% as at 
March-end 2002 to 1.46% as at March-end 2011. 
Reduction of operating expenses substantially may not increase the operational 
efficiency. Considering the labour intensive nature of the economy, an organization 
should deal with its manpower in such a manner that it can extract maximum 
efficiency from them. In order to do so the organization has to deal with its human 
resource most judiciously keeping in view the welfare and satisfaction of its 
employees. Side by side, even though reducing operating expenses is not possible 
overnight in public sector banks for industry wise settlement, a practical restraint in 
controllable expenses. 
In this competitive environment and era of rising cost of living, the organization has to 
chalk out perfect balance between the measures adopted for reducing its transaction 
costs and simultaneously increasing its operational efficiency.  
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Annexure 3 : Data of Select Economic Indicators used in Times Series Analysis 
 
 
Series No.1 : Money Supply (M3) 
(Amt in Rs.crores) 
Year April May June July  August Sept. Oct. Nov. Dec Jan Feb Mar 
1985-86 102989 104916 108484 107600 107886 108550 110022 112472 116859 116474 117065 118330 
1986-87 120266 123168 126887 125624 125926 127533 129782 132327 138021 137623 138463 140633 
1987-88 142233 143899 148366 147665 148367 150336 152943 155001 160695 159872 160980 162660 
1988-89 166435 167687 173948 174639 174264 176489 178244 180992 190077 187596 188533 192085 
1989-90 196945 199355 203255 203998 206447 212386 215350 216777 221296 222958 226045 230309 
1990-91 237063 239480 241505 241616 243092 249892 249780 253339 256416 258378 263148 265828 
1991-92 273060 277665 278363 279222 281265 289104 293657 299315 302300 306999 312745 315084 
1992-93 323400 330361 335967 330034 332113 339622 348150 353010 353949 357878 360553 366813 
1993-94 381783 384721 384730 388167 390891 394766 400214 406518 412259 419076 425176 433566 
1994-95 448899 452967 456269 462883 462802 477655 486554 492500 494795 498382 503611 526512 
             Series No.2 : Index Number for Wholesale Price (WPI) (Base 1981-82=100) 
Year April May June July  August Sept. Oct. Nov. Dec Jan Feb Mar 
1985-86 123.3 124.2 125.1 126.0 126.1 125.0 125.3 125.1 125.3 125.9 126.6 127.4 
1986-87 128.6 129.9 131.1 132.9 133.5 133.4 134.1 134.0 133.1 134.2 133.6 134.2 
1987-88 135.5 137.6 139.1 140.8 144.3 144.3 144.8 146.1 146.0 147.7 148.0 148.5 
1988-89 150.0 150.8 152.2 154.4 154.5 154.3 156.0 155.8 154.9 155.8 156.0 156.6 
1989-90 158.4 160.4 162.0 163.6 166.7 168.3 168.3 167.5 166.6 168.0 168.8 170.1 
1990-91 172.9 174.3 176.9 179.3 180.2 180.9 183.3 185.1 186.6 189.6 191.6 191.7 
1991-92 192.8 194.8 198.4 202.8 209.2 210.4 210.2 212.4 213.2 215.3 216.4 217.7 
1992-93 219.4 221.6 224.1 226.6 228.8 230.7 232.4 231.7 231.4 231.6 232.8 233.1 
1993-94 234.6 237.0 239.8 243.1 247.0 250.9 252.2 251.6 251.7 252.7 254.8 257.6 
1994-95 262.3 265.4 268.1 271.3 272.1 273.2 274.7 276.2 279.9 283.3 284.7 284.9 
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Annexure 3 (Contd…) : Data of Select Economic Indicators used in Times Series Analysis 
 
Series No.3 : Consumer Price Index Number for Industrial Workers (Base 1982=100) 
Year April May June July  August Sept. Oct. Nov. Dec Jan Feb Mar 
1985-86 120 122 123 125 125 126 127 128 128 128 128 129 
1986-87 130 132 133 135 136 137 139 140 140 140 139 139 
1987-88 140 143 145 147 149 151 152 153 153 153 152 153 
1988-89 155 156 159 161 162 163 167 168 166 165 165 166 
1989-90 167 169 170 172 174 176 176 176 175 174 175 177 
1990-91 180 182 185 189 190 191 195 198 199 202 202 201 
1991-92 202 204 209 214 217 221 223 225 225 228 229 229 
1992-93 231 234 236 242 242 243 244 244 243 241 242 243 
1993-94 245 246 250 253 256 259 262 265 264 263 265 267 
1994-95 269 272 277 281 284 288 289 291 289 289 291 293 
             
             Series No.4 : Index Number for Industrial Productions (IIP) (Base 1980-81=100)  
Year April May June July  August Sept. Oct. Nov. Dec Jan Feb Mar 
1985-86 128.90 131.50 134.80 133.10 135.50 135.50 141.10 141.50 159.40 152.50 146.10 165.10 
1986-87 137.50 139.90 141.80 144.00 144.70 149.70 152.80 152.40 166.20 174.10 169.40 188.60 
1987-88 156.70 149.60 159.50 165.90 155.60 160.10 158.10 166.60 175.80 175.00 177.30 196.60 
1988-89 169.90 173.30 179.10 169.60 169.40 171.60 174.60 181.00 194.50 192.70 186.30 208.80 
1989-90 177.50 175.70 181.40 178.50 181.30 183.40 186.00 198.60 211.90 216.60 207.60 258.50 
1990-91 197.20 201.60 203.40 201.90 201.00 198.10 196.40 204.30 224.90 227.10 221.70 276.10 
1991-92 195.00 196.10 196.80 203.80 196.90 200.80 200.20 203.90 221.20 234.30 236.30 265.60 
1992-93 208.80 205.30 204.30 201.20 201.90 214.90 208.50 216.80 233.10 230.30 225.40 267.10 
1993-94 208.20 209.00 211.80 216.80 222.40 225.20 224.50 231.20 247.10 245.10 239.00 270.00 
1994-95 222.50 225.80 226.70 239.40 242.10 241.20 248.30 252.00 272.60 273.50 267.30 300.90 
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Annexure 3 (Contd…) : Data of Select Economic Indicators used in Times Series Analysis 
 
 
 
 
Series No.5 : Bank Credit of All Scheduled Commercial Banks 
(Amt in Rs.crores) 
Year April May June July  August Sept. Oct. Nov. Dec Jan Feb Mar 
1985-86 48673 49455 50921 50401 50287 50559 51486 51970 53860 54361 54280 56067 
1986-87 56081 56323 57229 57101 56454 57009 58645 58874 61608 62039 61923 63308 
1987-88 62767 63149 64213 64452 64306 64598 65925 65805 68950 69181 69686 70536 
1988-89 70799 71167 72436 72651 72820 75337 75895 76952 82162 80751 81563 84719 
1989-90 86945 87249 89080 88628 88517 92518 93266 93537 95967 96772 97572 101453 
1990-91 103897 103982 104011 104202 103354 105965 106867 107859 109449 111523 112372 116301 
1991-92 120257 118989 117261 116756 116323 119103 120227 119832 119804 123478 123865 125592 
1992-93 133644 133369 133644 136122 135516 137682 140976 141242 143379 149305 150996 151982 
1993-94 155819 155711 154685 154552 152483 153205 156230 156608 162989 163477 163194 164418 
1994-95 166892 165928 164714 167799 167904 177808 180794 183684 189898 197159 197100 211560 
             Series No.6 : Non-Food Bank Credit (Bank Credit minus Food Credit) (NFBC) 
(Amt in Rs.crores) 
Year April May June July  August Sept. Oct. Nov. Dec Jan Feb Mar 
1985-86 43017 42940 44156 43777 44068 44704 45705 46085 47775 48144 48549 50532 
1986-87 50125 49944 50818 50465 50569 51539 53064 53156 56019 56656 56680 58204 
1987-88 58430 58141 59178 59682 62685 63290 62392 62518 66106 66418 67119 68346 
1988-89 68861 69041 70367 70749 71228 74013 74855 75813 80804 79963 80667 83949 
1989-90 86031 85880 87421 87231 87469 91689 92411 92682 94276 94960 95598 99447 
1990-91 101542 100524 100094 100319 99865 102703 103269 103651 105119 106985 107750 111795 
1991-92 115534 113383 111945 111893 111802 115153 115970 115285 115244 118752 119322 120922 
1992-93 129364 128019 128543 131641 131556 133894 136400 136470 138225 143259 144510 145239 
1993-94 148407 154075 145109 145001 143431 144501 146248 146325 152317 152685 151907 153511 
1994-95 156746 153755 152568 155790 156374 166814 167974 170370 176358 183288 183589 199285 
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Annexure 3 (Contd…) : Data of Select Economic Indicators used in Times Series Analysis 
 
Series No.7 : Aggregate Deposits of All Scheduled Commercial Banks 
(Amt in Rs.crores) 
Year April May June July  August Sept. Oct. Nov. Dec Jan Feb Mar 
1985-86 72671 73726 77075 77130 77867 78795 79435 81109 85457 84786 84884 85404 
1986-87 86189 87977 91828 91085 91773 93598 94230 96822 102401 101376 101514 102724 
1987-88 102618 103276 107898 107882 108607 110299 111124 113198 118608 117150 117125 118045 
1988-89 119827 120789 126323 127736 128201 130870 131363 132911 142005 138271 138190 140150 
1989-90 143290 144605 147854 149639 151522 157504 157236 158528 161913 162604 164148 166959 
1990-91 170470 171068 173088 175175 177984 183336 181780 183973 185739 186765 189371 192542 
1991-92 197288 198324 199108 202809 206666 214569 216279 218524 220767 224801 229728 230758 
1992-93 236312 240021 243014 246905 248606 254468 255848 259220 262609 264869 267247 268572 
1993-94 275502 277019 278389 282175 286868 290309 292456 294020 304998 309258 314507 315132 
1994-95 326482 326220 327686 334327 339498 352653 356789 358738 360107 361748 365163 386859 
             
             
             Series No.8 : Investment in Government & Other Approved Securities 
(Amt in Rs.crores) 
Year April May June July  August Sept. Oct. Nov. Dec Jan Feb Mar 
1985-86 29972 26922 27252 28142 31460 29604 31987 29551 29927 32187 33534 30553 
1986-87 34529 31852 33079 33241 36398 36802 35433 37285 37164 38807 38658 38582 
1987-88 39525 39979 40482 42251 43082 43385 44785 44719 45861 46262 46577 46504 
1988-89 47580 48386 49140 52279 51232 51996 52248 53272 53991 55385 54754 55402 
1989-90 56355 56299 57560 59009 59469 60505 61605 61850 62733 63584 63724 64584 
1990-91 66169 66821 67568 69827 71392 72143 73322 73398 74132 74366 74660 75817 
1991-92 78339 77489 78253 79416 80738 82082 84096 85160 86725 87958 88704 90334 
1992-93 92548 93749 94487 96015 97005 98572 99345 99807 104340 101013 101563 104563 
1993-94 105269 105662 112200 110922 114455 117372 117117 117943 121572 128766 131611 133145 
1994-95 142119 143863 145424 145791 146820 147759 147878 148432 151093 149030 149088 149254 
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ANNEXURE 6.1.1 : CAPITAL ADEQUECY RATIO (%) 
  Bank Group 
1991- 
92 
1992-
93 
1993-
94 
1994-
95 
1995-
96 
1996-
97 
1997-
98 
1998-
99 
1999-
00 
2000-
01 
2001-
02 
2002- 
03 
2003-
04 
2004-
05 
2005-
06 
2006- 
07 
2007- 
08 
2008- 
09 
2009-
10 
2010-
11 
  
 
          
 
  
 
  
 
                    
1 State Bank Group         9.46 10.82 11.55 12.31 11.50 12.38 13.30 13.30 13.40 12.40 11.95 12.32 13.20 12.70 13.50 12.30 
                                            
2 Nationalised Banks         8.42 10.17 10.49 10.67 11.44 10.75 10.90 12.02 13.10 13.20 12.27 12.37 12.10 12.10 13.20 13.50 
                                            
3 Public Sector Banks         8.81 10.26 10.86 10.87 11.47 11.61 11.80 12.41 13.20 12.90 12.17 12.36 12.50 12.30 13.30 13.10 
                                            
4 
Old Private Sector 
Banks          9.80 10.13 10.98 11.22 11.45 11.37 12.50 12.80 13.70 12.50 11.69 12.08 14.10 14.30 14.90 14.60 
                                            
5 
New Private Sector 
Banks         20.86 13.97 13.70 11.75 12.72 11.65 12.30 11.30 10.20 12.10 12.60 11.99 14.40 15.10 18.00 16.90 
                                            
6 Foreign Banks         10.10 12.19 13.03 13.14 17.95 15.72 12.90 15.20 15.00 14.00 13.02 12.39 13.10 15.10 17.3 17.00 
                                            
7 
All Scheduled 
Commercial          9.56 10.84 11.48 11.64 12.02 12.37 12.00 12.70 12.90 12.80 12.32 12.28 13.00 13.20 14.5 14.20 
  Banks                                         
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Annexure 6.1.2 : Net Non-Performing Assets as % to Net Advances 
  Bank Group 
1991-
92 
1992-
93 
1993-
94 
1994-
95 
1995-
96 
1996-
97 
1997-
98 
1998-
99 
1999-
00 
2000-
01 
2001-
02 
2002-
03 
2003-
04 
2004-
05 
2005-
06 
2006-
07 
2007-
08 
2008-
09 
2009-
10 
2010-
11 
              
 
    
 
                      
1 State Bank Group           7.70 6.89 7.74 6.77 6.27 5.45 4.12 2.71 2.20 1.63 1.32 1.40 1.47 1.46 1.49 
              
 
    
 
                      
2 Nationalised Banks           10.07 8.91 8.35 7.80 7.01 6.01 4.74 3.13 1.90 1.16 0.92 0.70 0.68 0.91 0.92 
              
 
    
 
                      
3 
Public Sector 
Banks           9.18 8.15 8.13 7.42 6.74 5.82 4.53 2.98 2.10 1.32 1.05 0.80 0.94 1.09 1.09 
              
 
    
 
                      
4 
Old Private Sector 
Banks            6.65 6.46 8.96 7.06 7.30 7.13 5.54 3.84 2.70 1.65 0.96 0.70 0.90 0.78 0.53 
              
 
    
 
                      
5 
New Private Sector 
Banks           1.97 2.63 4.46 2.88 3.09 4.94 4.63 2.41 1.90 0.78 0.97 1.10 1.40 1.08 0.56 
              
 
    
 
                      
6 Foreign Banks           1.92 2.25 2.94 2.41 1.82 1.89 1.76 1.49 0.90 0.83 0.73 0.90 1.81 1.82 0.67 
              
 
    
 
                      
7 
All Scheduled 
Commercial            8.08 7.30 7.63 6.77 6.17 5.50 4.40 2.90 2.00 1.22 1.01 1.00 1.05 1.11 0.97 
  Banks                                         
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Annexure 6.1.3 – Return on Assets (ROA) (%) 
  Bank Group 
1991-
92 
1992-
93 
1993-
94 
1994-
95 
1995-
96 
1996-
97 
1997-
98 
1998-
99 
1999-
00 
2000-
01 
2001-
02 
2002-
03 
2003-
04 
2004-
05 
2005-
06 
2006-
07 
2007-
08 
2008-
09 
2009-
10 
2010-
11 
              
 
    
 
                      
1 State Bank Group 0.21 0.22 0.25 0.54 0.42 0.84 1.06 0.51 0.80 0.55 0.44 0.91 1.02 0.91 0.86 0.82 0.89 0.93 0.88 0.74 
              
 
    
 
                      
2 Nationalised Banks 0.33 -1.71 -1.98 0.10 -0.36 0.41 0.62 0.37 0.44 0.33 0.69 0.98 1.19 0.89 0.81 0.87 0.90 1.31 0.89 0.89 
              
 
    
 
                      
3 Public Sector Banks 0.28 -0.99 -1.15 0.25 -0.07 0.57 0.77 0.42 0.57 0.42 0.72 0.96 1.12 0.86 0.80 0.81 0.86 1.12 0.88 0.85 
              
 
    
 
                      
4 
Old Private Sector 
Banks  0.59 0.34 0.57 1.15 1.03 0.91 0.80 0.48 0.81 0.62 1.08 1.17 1.20 0.33 0.58 0.70 1.02 1.04 0.86 1.00 
              
 
    
 
                      
5 
New Private Sector 
Banks       0.95 1.82 1.73 1.55 1.03 0.97 0.81 0.44 0.90 0.83 1.05 0.97 0.86 1.01 1.06 1.22 1.34 
              
 
    
 
                      
6 Foreign Banks 1.57 -2.88 1.51 1.67 1.44 1.19 0.96 0.69 1.17 0.93 1.32 1.56 1.65 1.29 1.54 1.67 1.82 1.68 1.09 1.57 
              
 
    
 
                      
7 
All Scheduled 
Commercial  0.39 -1.08 -0.85 0.42 0.14 0.67 0.82 0.47 0.66 0.50 0.75 1.01 1.13 0.89 0.88 0.90 1.01 1.02 0.95 0.98 
  Banks                                         
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Annexure 6.1.4 – Spread as % to Total Assets 
  Bank Group 
1991-
92 
1992-
93 
1993-
94 
1994-
95 
1995-
96 
1996-
97 
1997-
98 
1998-
99 
1999-
00 
2000-
01 
2001-
02 
2002-
03 
2003-
04 
2004-
05 
2005-
06 
2006-
07 
2007-
08 
2008-
09 
2009-
10 
2010-
11 
              
 
    
 
                      
1 State Bank Group 3.80 3.01 2.68 3.26 3.34 3.48 3.14 2.85 2.76 2.76 2.71 2.76 2.83 3.06 3.07 2.59 2.24 2.14 2.25 2.68 
              
 
    
 
                      
2 Nationalised Banks 2.86 2.02 2.17 2.73 2.95 2.97 2.78 2.77 2.66 2.90 2.74 3.00 3.06 3.02 2.89 2.66 2.17 2.59 2.06 2.50 
              
 
    
 
                      
3 Public Sector Banks 3.22 2.39 2.36 2.92 3.10 3.16 2.91 2.80 2.70 2.84 2.73 2.91 2.98 2.90 2.83 2.52 2.10 2.32 2.12 2.55 
              
 
    
 
                      
4 
Old Private Sector 
Banks  4.02 2.91 3.01 3.07 3.16 2.93 2.56 2.15 2.33 2.51 2.39 2.47 2.60 2.70 2.75 2.75 2.39 2.56 2.39 2.76 
              
 
    
 
                      
5 
New Private Sector 
Banks       1.10 2.85 2.88 2.18 1.98 1.95 2.14 1.15 1.70 2.03 2.17 2.27 2.10 2.39 2.79 2.86 2.86 
              
 
    
 
                      
6 Foreign Banks 3.92 3.56 4.21 4.25 3.75 4.13 3.92 3.47 3.92 3.64 3.22 3.35 3.59 3.34 3.58 3.76 3.79 3.91 4.01 3.64 
              
 
    
 
                      
7 
All Scheduled 
Commercial  3.31 2.51 2.54 3.00 3.15 3.22 2.95 2.78 2.73 2.84 2.57 2.77 2.88 2.83 2.81 2.58 2.34 2.40 2.37 2.68 
  Banks                                         
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Annexure 6.1.5 – Burden as % to Total Assets 
  Bank Group 
1991-
92 
1992-
93 
1993-
94 
1994-
95 
1995-
96 
1996-
97 
1997-
98 
1998-
99 
1999-
00 
2000-
01 
2001-
02 
2002-
03 
2003-
04 
2004-
05 
2005-
06 
2006-
07 
2007-
08 
2008-
09 
2009-
10 
2010-
11 
              
 
    
 
                      
1 State Bank Group 1.05 1.19 1.24 1.32 1.24 1.29 1.11 1.22 1.02 1.33 0.77 0.49 0.22 0.63 0.90 0.81 0.51 0.31 0.49 0.62 
              
 
    
 
                      
2 Nationalised Banks 1.58 1.60 1.45 1.61 1.81 1.71 1.46 1.55 1.36 1.61 0.91 0.66 0.36 0.85 1.10 0.87 0.50 0.39 0.34 0.68 
              
 
    
 
                      
3 
Public Sector 
Banks 1.37 1.45 1.37 1.51 1.60 1.56 1.33 1.43 1.23 1.51 0.86 0.60 0.31 0.72 0.96 0.80 0.46 0.33 0.39 0.66 
              
 
    
 
                      
4 
Old Private Sector 
Banks  1.93 1.56 1.16 0.89 0.96 1.04 0.60 0.94 0.50 0.76 -0.31 -0.20 -0.04 1.02 1.25 0.87 0.54 0.50 0.58 0.83 
              
 
    
 
                      
5 
New Private Sector 
Banks       0.15 0.16 -0.09 -0.66 0.21 -0.16 0.40 -0.07 -0.60 -0.06 0.32 0.49 0.28 0.30 0.34 0.10 0.40 
              
 
    
 
                      
6 Foreign Banks -1.16 1.70 0.42 0.31 0.44 0.51 0.03 1.16 0.68 0.59 0.12 0.15 -0.09 0.36 0.24 0.26 -0.06 -0.58 0.26 0.32 
              
 
    
 
                      
7 
All Scheduled 
Commercial  1.21 1.47 1.29 1.36 1.45 1.40 1.11 1.32 1.07 1.32 0.63 0.38 0.21 0.67 0.86 0.67 0.39 0.26 0.34 0.61 
  Banks                                         
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Annexure 6.1.6 – Operating Profit as % to Total Assets 
  Bank Group 
1991-
92 
1992-
93 
1993-
94 
1994-
95 
1995-
96 
1996-
97 
1997-
98 
1998-
99 
1999-
00 
2000-
01 
2001-
02 
2002-
03 
2003-
04 
2004-
05 
2005-
06 
2006-
07 
2007-
08 
2008-
09 
2009-
10 
2010-
11 
              
 
    
 
                      
1 State Bank Group 2.75 1.81 1.44 1.95 2.10 2.18 2.03 1.63 1.74 1.42 1.94 2.27 2.62 2.44 2.17 1.77 1.73 1.83 1.76 2.06 
              
 
    
 
                      
2 Nationalised Banks 1.29 0.42 0.72 1.12 1.14 1.26 1.33 1.22 1.30 1.28 1.83 2.34 2.70 2.17 1.79 1.79 1.68 2.20 1.72 1.82 
              
 
    
 
                      
3 Public Sector Banks 1.85 0.94 0.99 1.41 1.50 1.60 1.58 1.37 1.46 1.34 1.88 2.31 2.67 2.17 1.87 1.72 1.64 1.99 1.73 1.89 
              
 
    
 
                      
4 
Old Private Sector 
Banks  2.08 1.35 1.85 2.18 2.20 1.89 1.96 1.21 1.82 1.75 2.70 2.67 2.64 1.68 1.51 1.88 1.85 2.07 1.81 1.93 
              
 
    
 
                      
5 
New Private Sector 
Banks       0.95 2.69 2.98 2.84 1.78 2.11 1.74 1.22 2.31 2.08 1.85 1.78 1.83 2.10 2.45 2.76 2.47 
              
 
    
 
                      
6 Foreign Banks 5.08 1.86 3.79 3.93 3.31 3.62 3.90 2.32 3.24 3.05 3.10 3.20 3.68 2.98 3.34 3.51 3.86 4.49 3.74 3.32 
              
 
    
 
                      
7 
All Scheduled 
Commercial  2.09 1.03 1.25 1.64 1.70 1.82 1.84 1.45 1.66 1.52 1.94 2.39 2.66 2.17 1.95 1.91 1.95 2.14 2.03 2.08 
  Banks                                         
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Annexure 6.1.7 – Operating Expenses as % to Net Income (Spread + Other Income) 
  Bank Group 
1991-
92 
1992-
93 
1993-
94 
1994-
95 
1995-
96 
1996-
97 
1997-
98 
1998-
99 
1999-
00 
2000-
01 
2001-
02 
2002-
03 
2003-
04 
2004-
05 
2005-
06 
2006-
07 
2007-
08 
2008-
09 
2009-
10 
2010-
11 
              
 
    
 
                      
1 State Bank Group 47.45 59.21 64.85 60.20 59.53 57.37 56.85 62.41 58.64 65.15 52.11 48.15 45.76 46.74 51.19 52.80 49.34 46.18 50.45 46.97 
              
 
    
 
                      
2 Nationalised Banks 67.52 86.36 78.46 71.17 71.98 69.38 66.62 68.29 66.37 68.21 56.65 49.97 45.03 50.06 52.72 49.10 47.63 39.92 43.95 44.49 
              
 
    
 
                      
3 Public Sector Banks 58.43 73.74 72.75 66.66 66.66 64.34 62.73 65.94 63.30 67.01 54.93 49.30 45.30 48.99 52.36 50.74 48.46 42.42 46.23 45.33 
              
 
    
 
                      
4 
Old Private Sector 
Banks  58.74 66.94 57.43 51.96 54.41 57.12 54.04 65.17 54.32 53.15 43.45 43.36 42.73 53.80 57.78 49.55 47.31 45.08 49.25 48.44 
              
 
    
 
                      
5 
New Private Sector 
Banks       38.80 41.59 39.46 38.29 49.45 40.22 50.13 47.48 45.99 49.55 52.70 54.37 53.63 52.14 47.80 42.72 45.02 
              
 
    
 
                      
6 Foreign Banks 30.79 59.21 41.22 41.00 45.64 45.27 43.15 60.75 49.81 50.04 49.16 46.58 42.96 49.11 46.79 44.60 42.43 37.96 40.51 43.50 
              
 
    
 
                      
7 
All Scheduled 
Commercial  55.29 71.92 67.86 62.74 63.32 61.00 58.87 64.73 60.11 63.38 53.02 48.34 45.38 49.56 52.12 50.13 47.76 44.36 44.98 45.21 
  Banks                                         
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Annexure 6.1.8 – Net Income (Spread + Other Income) as % to Total Assets 
  Bank Group 
1991-
92 
1992-
93 
1993-
94 
1994-
95 
1995-
96 
1996-
97 
1997-
98 
1998-
99 
1999-
00 
2000-
01 
2001-
02 
2002-
03 
2003-
04 
2004-
05 
2005-
06 
2006-
07 
2007-
08 
2008-
09 
2009-
10 
2010-
11 
              
 
    
 
                      
1 State Bank Group 5.23 4.45 4.11 4.90 5.19 5.12 4.71 4.33 4.20 4.09 4.05 4.38 4.82 4.57 4.45 3.76 3.41 3.40 3.55 3.88 
              
 
    
 
                      
2 Nationalised Banks 3.96 3.05 3.36 3.88 4.08 4.11 3.98 3.85 3.86 4.04 4.23 4.67 4.92 4.35 3.79 3.52 3.21 3.66 3.06 3.27 
              
 
    
 
                      
3 Public Sector Banks 4.45 3.57 3.64 4.24 4.49 4.48 4.24 4.03 3.99 4.06 4.16 4.56 4.88 4.26 3.92 3.49 3.19 3.45 3.22 3.46 
              
 
    
 
                      
4 Old Private Sector Banks  5.05 4.08 4.34 4.53 4.83 4.40 4.26 3.47 3.99 3.73 4.77 4.72 4.62 3.64 3.56 3.73 3.51 3.77 3.56 3.74 
              
 
    
 
                      
5 
New Private Sector 
Banks       1.56 4.61 4.92 4.60 3.51 3.53 3.48 2.33 4.27 4.13 3.91 3.90 3.94 4.38 4.69 4.81 4.49 
              
 
    
 
                      
6 Foreign Banks 7.34 4.55 6.45 6.67 6.10 6.62 6.85 5.90 6.46 6.10 6.10 5.98 6.44 5.85 6.28 6.33 6.70 7.25 6.29 5.87 
              
 
    
 
                      
7 
All Scheduled 
Commercial  4.68 3.68 3.89 4.40 4.64 4.66 4.47 4.12 4.15 4.16 4.13 4.63 4.88 4.29 4.08 3.82 3.74 3.84 3.69 3.79 
  Banks                                         
 
 
 
139 | P a g e  
 
 
 
 
 
 
 
Annexure 6.1.9 – Establishment Expenses (Staff Cost) as % to Net Income (Spread + Other Income) 
  Bank Group 
1991-
92 
1992-
93 
1993-
94 
1994-
95 
1995-
96 
1996-
97 
1997-
98 
1998-
99 
1999-
00 
2000-
01 
2001-
02 
2002-
03 
2003-
04 
2004-
05 
2005-
06 
2006-
07 
2007-
08 
2008-
09 
2009-
10 
2010-
11 
              
 
    
 
                      
1 State Bank Group 33.33 42.61 43.51 43.57 44.43 41.63 42.63 44.42 41.98 47.28 36.96 34.08 31.42 31.52 34.64 34.58 29.89 28.35 31.23 29.78 
              
 
    
 
                      
2 Nationalised Banks 46.55 59.99 53.38 49.83 52.49 50.32 47.99 50.13 48.87 51.87 41.20 35.35 31.45 34.50 35.01 31.61 29.83 25.24 27.43 29.56 
              
 
    
 
                      
3 Public Sector Banks 40.56 51.92 49.24 47.26 49.05 46.67 45.86 47.85 46.13 50.06 39.60 34.88 31.44 33.29 34.70 32.61 29.76 26.32 28.76 29.63 
              
 
    
 
                      
4 
Old Private Sector 
Banks  41.82 46.56 38.32 34.31 35.58 34.80 32.71 40.45 34.85 32.84 26.51 26.21 25.12 30.06 33.05 28.27 26.38 25.46 28.59 29.52 
              
 
    
 
                      
5 
New Private Sector 
Banks       5.55 6.01 6.04 6.69 8.86 7.85 9.07 10.76 10.10 11.58 12.90 14.04 15.51 16.26 16.88 15.76 18.21 
              
 
    
 
                      
6 Foreign Banks 10.23 15.12 13.13 13.40 16.05 15.95 13.82 17.04 16.20 15.93 16.27 14.88 13.73 15.17 16.03 17.74 17.13 15.08 17.17 18.71 
              
 
    
 
                      
7 
All Scheduled 
Commercial  37.15 47.92 44.02 42.46 44.11 41.27 39.64 42.52 40.19 43.03 34.30 29.98 30.61 29.14 29.46 27.32 24.69 23.68 24.85 26.42 
  Banks                                         
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Annexure 6.1.10 – Operating Expenses as % to Total Assets 
  Bank Group 
1991-
92 
1992-
93 
1993-
94 
1994-
95 
1995-
96 
1996-
97 
1997-
98 
1998-
99 
1999-
00 
2000-
01 
2001-
02 
2002-
03 
2003-
04 
2004-
05 
2005-
06 
2006-
07 
2007-
08 
2008-
09 
2009-
10 
2010-
11 
              
 
    
 
                      
1 State Bank Group 2.48 2.63 2.66 2.95 3.09 2.94 2.68 2.70 2.46 2.66 2.11 2.11 2.21 2.14 2.28 1.98 1.68 1.57 1.79 1.82 
              
 
    
 
                      
2 Nationalised Banks 2.67 2.63 2.64 2.76 2.93 2.85 2.65 2.63 2.57 2.76 2.40 2.33 2.21 2.18 2.00 1.73 1.53 1.46 1.35 1.46 
              
 
    
 
                      
3 Public Sector Banks 2.60 2.63 2.65 2.83 2.99 2.88 2.66 2.66 2.53 2.72 2.29 2.25 2.21 2.09 2.05 1.77 1.54 1.47 1.49 1.57 
              
 
    
 
                      
4 
Old Private Sector 
Banks  2.96 2.73 2.49 2.35 2.63 2.52 2.30 2.26 2.17 1.98 2.07 2.05 1.97 1.96 2.06 1.85 1.66 1.70 1.75 1.81 
              
 
    
 
                      
5 
New Private Sector 
Banks       0.60 1.92 1.94 1.76 1.74 1.42 1.75 1.10 1.96 2.04 2.06 2.12 2.11 2.28 2.24 2.06 2.02 
              
 
    
 
                      
6 Foreign Banks 2.26 2.70 2.66 2.73 2.78 3.00 2.96 3.59 3.22 3.05 3.00 2.79 2.77 2.88 2.94 2.82 2.84 2.75 2.55 2.55 
              
 
    
 
                      
7 
All Scheduled 
Commercial  2.59 2.64 2.64 2.76 2.94 2.85 2.63 2.67 2.50 2.64 2.19 2.24 2.21 2.13 2.13 1.92 1.79 1.70 1.66 1.71 
  Banks                                         
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Annexure 6.1.11 – Business (Deposits + Advances) per Staff Cost (Rs.) 
  Bank Group 
1991-
92 
1992-
93 
1993-
94 
1994-
95 
1995-
96 
1996-
97 
1997-
98 
1998-
99 
1999-
00 
2000-
01 
2001-
02 
2002-
03 
2003-
04 
2004-
05 
2005-
06 
2006-
07 
2007-
08 
2008-
09 
2009-
10 
2010-
11 
              
 
    
 
                      
1 
State Bank 
Group 64.50 60.99 60.90 53.03 47.90 53.02 57.97 59.66 65.05 59.40 76.63 78.60 78.80 87.41 85.74 106.56 132.85 141.65 125.61 121.24 
              
 
    
 
                      
2 
Nationalised 
Banks 72.84 71.28 69.42 63.90 57.41 60.29 65.43 64.84 67.42 61.74 75.76 80.18 84.63 90.15 105.89 129.78 151.73 159.74 173.86 152.10 
              
 
    
 
                      
3 
Public Sector 
Banks 69.74 67.36 66.26 59.78 53.73 57.57 62.67 62.92 66.57 60.87 76.07 79.61 82.48 91.01 99.67 123.52 148.34 156.87 155.49 141.59 
              
 
    
 
                      
4 
Old Private 
Sector Banks  62.32 69.05 78.92 83.84 75.89 83.48 93.41 91.08 93.65 107.68 104.07 108.54 115.09 126.92 120.78 136.54 153.71 147.32 140.29 131.50 
              
 
    
 
                      
5 
New Private 
Sector Banks       780.94 433.08 436.35 412.22 382.21 422.07 373.74 374.72 247.67 236.22 236.38 228.53 205.93 172.54 156.15 160.13 151.82 
              
 
    
 
                      
6 
Foreign 
Banks 141.05 145.62 132.54 128.04 114.13 107.79 116.68 99.99 98.31 103.22 103.49 116.96 117.29 118.49 105.38 89.93 84.27 77.70 84.01 80.74 
              
 
    
 
                      
7 
All 
Scheduled 
Commercial  71.60 69.94 69.41 63.88 57.93 62.63 68.69 68.49 72.70 68.13 84.98 88.74 82.86 101.37 110.02 129.41 145.09 148.22 149.21 137.80 
  Banks                                         
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Annexure 5.3.1 : Capital Adequacy and Solvency 
Data of All Nationalised Banks 
  (As at March-end 1998) 
Sl. Name of the Bank Capital 
Adequacy 
Ratio(%) 
Rating Gearing 
Ratio 
(%) 
Rating Combined 
Rating 
1 Allahabad Bank 11.64 1.70 4.85 1.38 1.35 
2 Andhra Bank 12.37 1.46 4.92 1.34 1.20 
3 Bank of Baroda 12.05 1.57 5.57 1.03 1.09 
4 Bank of India 9.11 2.51 5.05 1.28 1.73 
5 Bank of Maharashtra 10.90 1.94 4.26 1.67 1.62 
6 Canara Bank  9.54 2.38 5.52 1.05 1.53 
7 Central Bank of India 10.4 2.10 5.09 1.26 1.50 
8 Corporation Bank 16.9 0.00 6.43 0.61 0.05 
9 Dena Bank 11.88 1.62 4.77 1.42 1.33 
10 Indian Bank  1.41 5.00 -2.59 5.00 5.00 
11 Indian Overseas Bank  9.34 2.44 3.15 2.21 2.18 
12 Oriental Bank of 
Commerce 
15.28 0.52 7.68 0.00 0.00 
13 Punjab & Sind Bank 11.39 1.78 4.06 1.76 1.59 
14 Punjab National Bank 8.81 2.61 4.01 1.79 2.04 
15 Syndicate Bank 10.5 2.07 3.02 2.27 2.01 
16 UCO Bank  9.07 2.53 3.16 2.20 2.22 
17 Union Bank of India 10.86 1.95 6.17 0.74 1.14 
18 United Bank of India 8.41 2.74 3.12 2.22 2.34 
19 Vijaya Bank 10.3 2.13 4.69 1.46 1.62 
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Annexure 5.3.1 (contd…) : Capital Adequacy and Solvency 
Data of All Nationalised Banks 
  (As at March-end 2011) 
Sr. 
No Name of the Bank 
Capital 
Adequacy 
Ratio (%) 
Rating 
Gearing 
Ratio 
(%) 
Rating Combined Rating 
1 Allahabad Bank 12.96 3.24 5.59 3.16 2.65 
2 Andhra Bank 14.38 1.34 5.47 3.32 1.56 
3 Bank of Baroda 14.52 1.15 5.66 3.07 1.27 
4 Bank of India 12.17 4.29 5.03 3.90 3.82 
5 Bank of Maharashtra 13.35 2.71 4.63 4.43 3.18 
6 Canara Bank 15.38 0.00 5.78 2.91 0.43 
7 Central Bank of India 11.64 5.00 4.21 4.98 5.00 
8 Corporation Bank 14.11 1.70 5.06 3.86 2.15 
9 Dena Bank 13.41 2.63 4.87 4.11 2.91 
10 Indian Bank 13.56 2.43 7.98 0.00 0.00 
11 Indian Overseas Bank 14.55 1.11 5.44 3.36 1.44 
12 Oriental Bank of Commerce 14.23 1.54 6.47 1.99 0.79 
13 Punjab National Bank 12.42 3.96 5.81 2.86 2.91 
14 Punjab & Sind Bank 12.94 3.26 5.13 3.77 3.08 
15 Syndicate Bank 13.04 3.13 4.29 4.88 3.75 
16 UCO Bank 13.71 2.23 4.20 5.00 3.26 
17 Union Bank of India 12.95 3.25 5.38 3.44 2.84 
18 United Bank of India 13.25 2.85 5.34 3.49 2.63 
19 Vijaya Bank 13.88 2.01 5.46 3.33 1.99 
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Annexure 5.3.2: Asset Quality Measures  
Data of All Nationalised Banks 
(As at March-end 1998) 
Sr. 
No Name of the Bank 
Return on 
Assets 
(ROA) 
Rating 
Net NPA 
as % to 
Net 
Advnnces 
Rating 
(#) 
Combined 
Rating 
1 Allahabad Bank 0.85 2.15 15.09 2.64 2.39 
2 Andhra Bank 0.89 2.01 2.92 0.00 1.01 
3 Bank of Baroda 1.00 1.64 6.60 0.80 1.22 
4 Bank of India 0.79 2.35 7.34 0.96 1.65 
5 Bank of Maharashtra 0.55 3.15 8.59 1.23 2.19 
6 Canara Bank  0.47 3.42 7.52 1.00 2.21 
7 Central Bank of India 0.61 2.95 12.21 2.01 2.48 
8 Corporation Bank 1.49 0.00 2.93 0.00 0.00 
9 Dena Bank 0.86 2.11 8.28 1.16 1.64 
10 Indian Bank  -0.02 5.00 26.01 5.00 5.00 
11 Indian Overseas Bank  0.53 3.22 5.26 0.51 1.86 
12 Oriental Bank of 
Commerce 
1.40 0.30 4.50 0.34 0.32 
13 Punjab & Sind Bank 0.76 2.45 10.84 1.72 2.08 
14 Punjab National Bank 1.20 0.97 9.57 1.44 1.21 
15 Syndicate Bank 0.45 3.49 5.78 0.62 2.05 
16 UCO Bank  -0.57 5.00 11.14 1.78 3.39 
17 Union Bank of India 0.97 1.74 7.66 1.03 1.38 
18 United Bank of India 0.07 4.77 14.10 2.42 3.59 
19 Vijaya Bank 0.26 4.13 7.56 1.00 2.57 
    # - Lower the better.   
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Annexure 5.3.2 (Contd…) : Asset Quality Measures  
Data of All Nationalised Banks 
(As at March-end 2011) 
Sr. 
No Name of the Bank 
Return 
on Assets 
(ROA) 
Rating 
Net NPA 
as % to 
Net 
Advances 
Rating 
(#) 
Composite 
Rating 
1 Allahabad Bank 1.11 1.98 0.79 3.52 1.66 
2 Andhra Bank 1.36 0.80 0.38 4.90 0.15 
3 Bank of Baroda 1.33 0.94 0.35 5.00 0.17 
4 Bank of India 0.82 3.35 0.91 3.12 2.68 
5 Bank of Maharashtra 0.47 5.00 1.32 1.74 4.46 
6 Canara Bank 1.42 0.52 1.11 2.45 1.47 
7 Central Bank of India 0.70 3.92 0.65 3.99 2.48 
8 Corporation Bank 1.21 1.51 0.46 4.63 0.72 
9 Dena Bank 1.00 2.50 1.22 2.08 2.83 
10 Indian Bank 1.53 0.00 0.53 4.40 0.00 
11 Indian Overseas Bank 0.71 3.87 1.19 2.18 3.55 
12 
Oriental Bank of 
Commerce 1.03 2.36 0.98 2.89 2.26 
13 Punjab National Bank 1.34 0.90 0.85 3.32 1.16 
14 Punjab & Sind Bank 0.90 2.97 0.56 4.30 1.76 
15 Syndicate Bank 0.76 3.63 0.97 2.92 2.97 
16 UCO Bank 0.66 4.10 1.84 0.00 5.00 
17 Union Bank of India 1.05 2.26 1.19 2.18 2.63 
18 United Bank of India 0.66 4.10 1.42 1.41 4.15 
19 Vijaya Bank 0.72 3.82 1.52 1.07 4.19 
    
# - Lower the better. 
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Annexure 5.3.3 : Management Performance 
Data of All Nationalised Banks 
(AS at March-end 1998) 
Sl. Name of the Bank Staff 
Cost as 
% to 
Net 
Income 
Rating 
(#) 
Staff Cost 
as % to 
Operating 
Expenses 
Rating 
(#) 
Business 
per 
Employee        
(Rs. 
Crores) 
Rating Staff Cost 
per 
Employee 
(Rs. 
Crores) 
Rating 
(#) 
1 Allahabad Bank 42.09 0.89 64.84 1.65 0.77 3.65 0.0120 0.00 
2 Andhra Bank 46.46 1.11 72.93 3.18 0.68 4.16 0.0132 0.49 
3 Bank of Baroda 39.35 0.75 68.98 2.43 1.17 1.40 0.0161 1.73 
4 Bank of India 41.32 0.85 65.99 1.87 0.99 2.42 0.0146 1.09 
5 Bank of Maharashtra 57.05 1.63 77.77 4.10 0.79 3.54 0.0161 1.71 
6 Canara Bank  41.07 0.84 68.42 2.33 1.02 2.25 0.0133 0.53 
7 Central Bank of India 55.21 1.54 76.58 3.87 0.66 4.27 0.0143 0.96 
8 Corporation Bank 24.20 0.00 56.11 0.00 1.42 0.00 0.0134 0.56 
9 Dena Bank 40.08 0.79 72.61 3.12 1.01 2.30 0.0165 1.92 
10 Indian Bank  124.85 5.00 74.83 3.54 0.88 3.03 0.0140 0.83 
11 Indian Overseas Bank  58.18 1.69 74.59 3.49 0.91 2.87 0.0144 1.02 
12 Oriental Bank of 
Commerce 
28.99 0.24 61.54 1.03 1.35 0.39 0.0132 0.50 
13 Punjab & Sind Bank 51.26 1.34 71.55 2.92 0.93 2.75 0.0148 1.16 
14 Punjab National Bank 45.16 1.04 77.21 3.99 0.76 3.71 0.0131 0.47 
15 Syndicate Bank 64.86 2.02 78.56 4.25 0.53 5.00 0.0238 5.00 
16 UCO Bank  80.19 2.78 82.43 4.98 0.56 4.83 0.0138 0.76 
17 Union Bank of India 42.53 0.91 64.56 1.60 0.97 2.53 0.0141 0.88 
18 United Bank of India 57.38 1.65 82.55 5.00 0.72 3.93 0.0129 0.35 
19 Vijaya Bank 58.65 1.71 72.09 3.02 0.72 3.93 0.0146 1.11 
    # - Lower the better.         
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Annexure 5.3.3 (contd…) : Management Performance 
Data of All Nationalised Banks 
(AS at March-end 1998) 
Sl. Name of the Bank Net Profit 
per 
Employee 
(Rs. 
Lakhs) 
Rating Non-fund 
Income as 
% to Total 
Income 
Rating Operating 
Cost as % 
to Net 
Income 
Rating 
(#) 
Combined 
Rating 
1 Allahabad Bank 0.57 3.35 8.23 0.00 64.91 0.88 1.69 
2 Andhra Bank 0.50 3.55 5.82 2.62 63.70 0.83 2.38 
3 Bank of Baroda 1.00 2.11 4.99 3.52 57.05 0.56 1.65 
4 Bank of India 0.69 3.01 6.01 2.41 62.61 0.79 1.76 
5 Bank of Maharashtra 0.34 4.02 6.26 2.15 73.36 1.22 2.76 
6 Canara Bank  0.39 3.87 5.73 2.72 60.03 0.68 1.91 
7 Central Bank of India 0.35 3.99 6.42 1.97 72.09 1.17 2.73 
8 Corporation Bank 1.73 0.00 8.13 0.11 43.12 0.00 0.00 
9 Dena Bank 0.71 2.95 5.07 3.44 55.19 0.49 2.02 
10 Indian Bank  Neg. 5.00 4.11 4.49 166.84 5.00 5.00 
11 Indian Overseas Bank  0.40 3.84 5.22 3.27 78.00 1.41 2.64 
12 Oriental Bank of 
Commerce 
1.50 0.66 4.51 4.05 47.11 0.16 0.79 
13 Punjab & Sind Bank 0.53 3.47 3.98 4.63 71.65 1.15 2.47 
14 Punjab National Bank 0.72 2.92 6.05 2.37 58.48 0.62 2.26 
15 Syndicate Bank 0.39 3.87 3.91 4.70 82.56 1.59 3.63 
16 UCO Bank  -0.30 5.00 5.34 3.15 97.28 2.19 3.89 
17 Union Bank of India 0.81 2.66 3.64 5.00 65.87 0.92 1.95 
18 United Bank of India 0.04 4.88 3.98 4.63 69.51 1.07 3.21 
19 Vijaya Bank 0.17 4.51 4.18 4.41 81.36 1.55 2.97 
    # - Lower the better.       
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Annexure 5.3.3 (Contd…) : Management Performance 
Data of All Nationalised Banks 
(AS at March-end 2011) 
Sl. Name of the Bank Staff Cost 
as % to 
Net 
Income 
Rating 
(#) 
Staff Cost 
as % to 
Operating 
Expenses 
Rating 
(#) 
Business 
per 
Employee        
(Rs. 
lakhs) 
Rating Staff Cost 
per 
Employee 
(Rs. 
Crores) 
Rating 
(#) 
1 Allahabad Bank 28.88 1.64 66.61 2.71 1063 3.41 0.0733 2.43 
2 Andhra Bank 26.81 1.24 64.77 2.30 1165 2.73 0.0783 3.06 
3 Bank of Baroda 25.12 0.91 63.00 1.90 1333 1.60 0.0728 2.37 
4 Bank of India 33.25 2.48 68.57 3.15 1284 1.93 0.0874 4.20 
5 Bank of Maharashtra 46.30 5.00 70.37 3.56 825 5.00 0.0835 3.71 
6 Canara Bank  28.07 1.48 66.86 2.77 1228 2.31 0.0681 1.77 
7 Central Bank of India 44.98 4.75 74.12 4.40 835 4.93 0.0871 4.17 
8 Corporation Bank 20.99 0.11 54.52 0.00 1573 0.00 0.0692 1.90 
9 Dena Bank 29.96 1.84 64.11 2.15 1099 3.17 0.0691 1.90 
10 Indian Bank  25.54 0.99 69.18 3.29 930 4.30 0.0690 1.88 
11 Indian Overseas Bank  32.05 2.25 67.68 2.95 1005 3.80 0.0679 1.75 
12 Oriental Bank of 
Commerce 
20.41 0.00 55.40 0.20 1420 1.02 0.0631 1.14 
13 Punjab & Sind Bank 28.93 1.65 70.10 3.49 1018 3.71 0.0782 3.05 
14 Punjab National Bank 37.84 3.37 76.81 5.00 1190 2.56 0.0932 4.94 
15 Syndicate Bank 33.47 2.52 69.59 3.38 875 4.67 0.0622 1.02 
16 UCO Bank  31.03 2.05 71.32 3.77 1136 2.92 0.0639 1.24 
17 Union Bank of India 31.49 2.14 65.81 2.53 1043 3.54 0.0937 5.00 
18 United Bank of India 29.02 1.66 62.67 1.83 860 4.77 0.0541 0.00 
19 Vijaya Bank 40.74 3.93 70.50 3.58 1073 3.34 0.0885 4.35 
    # - Lower the better.         
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Annexure 5.3.3 (contd…) : Management Performance 
Data of All Nationalised Banks 
(AS at March-end 2011) 
Sl. Name of the Bank Net Profit 
per 
Employee 
(Rs. 
crores) 
Rating Non-fund 
Income as 
% to Total 
Income 
Rating Operating 
Cost as % 
to Net 
Income 
Rating 
(#) 
Combined 
Rating 
1 Allahabad Bank 0.0670 4.79 6.33 0.32 43.36 1.13 2.10 
2 Andhra Bank 0.0900 4.68 2.59 3.73 41.40 0.79 1.92 
3 Bank of Baroda 0.1059 4.60 4.13 2.32 39.87 0.52 1.23 
4 Bank of India 0.0620 4.81 4.84 1.68 48.49 2.01 2.78 
5 Bank of Maharashtra 0.0238 5.00 5.14 1.41 65.79 5.00 4.96 
6 Canara Bank  0.0976 4.64 2.93 3.42 41.98 0.89 1.82 
7 Central Bank of 
India 
0.0396 4.92 3.76 2.66 60.68 4.12 5.00 
8 Corporation Bank 0.1092 4.58 3.38 3.01 38.50 0.29 0.05 
9 Dena Bank 0.0615 4.82 2.57 3.75 46.73 1.71 2.20 
10 Indian Bank  0.0888 4.68 3.18 3.19 36.92 0.01 2.00 
11 Indian Overseas 
Bank  
0.0416 4.91 5.17 1.38 47.35 1.82 2.55 
12 Oriental Bank of 
Commerce 
0.0904 4.67 4.87 1.66 36.84 0.00 0.00 
13 Punjab & Sind Bank 1.0475 0.00 6.68 0.00 41.27 0.77 2.10 
14 Punjab National 
Bank 
0.0600 4.82 1.19 5.00 49.26 2.15 4.00 
15 Syndicate Bank 0.0399 4.92 3.58 2.83 48.10 1.94 2.91 
16 UCO Bank  0.0419 4.91 2.04 4.23 43.51 1.15 2.42 
17 Union Bank of India 0.0750 4.75 1.97 4.29 47.85 1.90 3.09 
18 United Bank of India 0.0348 4.95 2.49 3.82 46.30 1.63 2.05 
19 Vijaya Bank 0.0459 4.89 1.34 4.86 57.79 3.62 4.23 
    # - Lower the better.       
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Annexure 5.3.4 : Earning Performance 
Data of All Nationalised Banks 
(As at March-end 1998) 
Sl. Name of the Bank Earning 
per 
share 
of 
Rs.10/- 
Rating Spread 
as % 
to 
Total 
Income 
Rating Burden 
as % 
to 
Total 
Income 
Rating 
(#) 
Net 
Profit 
as % to 
Total 
Income 
Rating 
1 Allahabad Bank 5.24 3.84 26.34 1.45 12.34 1.61 9.20 2.17 
2 Andhra Bank 1.27 4.72 30.08 0.78 15.07 2.48 8.22 2.47 
3 Bank of Baroda 15.65 1.52 28.28 1.10 11.19 1.24 11.00 1.61 
4 Bank of India 5.71 3.73 28.45 1.07 13.01 1.83 9.26 2.15 
5 Bank of Maharashtra 0.75 4.83 34.39 0.00 22.94 5.00 5.68 3.25 
6 Canara Bank  3.51 4.22 24.26 1.83 9.08 0.57 5.31 3.37 
7 Central Bank of India 0.97 4.78 29.84 0.82 18.51 3.58 6.15 3.11 
8 Corporation Bank 13.91 1.91 33.15 0.22 7.30 0.00 16.24 0.00 
9 Dena Bank 5.08 3.87 30.46 0.71 10.92 1.16 8.64 2.34 
10 Indian Bank  Neg 5.00 6.68 5.00 19.26 3.82 -20.59 5.00 
11 Indian Overseas 
Bank  
3.39 4.25 22.56 2.13 15.52 2.63 5.70 3.25 
12 Oriental Bank of 
Commerce 
10.91 2.57 31.29 0.56 10.15 0.91 14.40 0.57 
13 Punjab & Sind Bank 0.92 4.80 24.76 1.74 14.33 2.25 7.70 2.63 
14 Punjab National 
Bank 
22.49 0.00 27.94 1.16 10.63 1.06 11.96 1.32 
15 Syndicate Bank 0.64 4.86 29.06 0.96 21.98 4.69 4.88 3.50 
16 UCO Bank  Neg 5.00 22.01 2.23 21.09 4.41 -6.66 5.00 
17 Union Bank of India 7.40 3.35 30.11 0.77 17.22 3.17 9.99 1.92 
18 United Bank of India 0.06 4.99 27.01 1.33 15.87 2.74 0.72 4.78 
19 Vijaya Bank 0.42 4.91 29.21 0.93 22.06 4.72 2.88 4.11 
    # - Lower the better.       
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Annexure- 5.3.4 (contd...) :Earning Performance 
Data of All Nationalised Banks 
(As at March-end 1998) 
Sl. Name of the Bank Spread 
as % to 
Average 
W.F. 
Rating Burden 
as % to 
Average 
W.F. 
Rating 
(#) 
Net 
Profit as 
% to 
Average 
W.F. 
Rating Combined 
Rating 
1 Allahabad Bank 2.97 1.67 1.39 1.42 0.90 2.48 1.56 
2 Andhra Bank 3.72 0.60 1.86 2.81 0.90 2.47 1.62 
3 Bank of Baroda 3.23 1.31 1.28 1.07 1.11 1.88 0.94 
4 Bank of India 2.97 1.67 1.36 1.31 0.84 2.64 1.51 
5 Bank of Maharashtra 3.91 0.34 2.61 5.00 0.59 3.34 2.13 
6 Canara Bank  2.78 1.94 1.04 0.38 0.53 3.52 1.72 
7 Central Bank of India 3.40 1.06 2.11 3.53 0.63 3.24 2.06 
8 Corporation Bank 4.14 0.00 0.91 0.00 1.78 0.00 0.00 
9 Dena Bank 3.98 0.24 1.43 1.52 0.98 2.25 1.12 
10 Indian Bank  0.63 5.00 1.82 2.69 -1.71 5.00 5.00 
11 Indian Overseas Bank  2.40 2.48 1.65 2.19 0.55 3.46 2.27 
12 Oriental Bank of 
Commerce 
3.48 0.95 1.13 0.64 1.46 0.89 0.63 
13 Punjab & Sind Bank 2.90 1.77 1.68 2.26 0.79 2.77 1.98 
14 Punjab National Bank 3.23 1.30 1.23 0.93 1.19 1.65 0.68 
15 Syndicate Bank 3.12 1.45 2.36 4.28 0.46 3.70 2.45 
16 UCO Bank  2.16 2.83 2.07 3.41 -0.58 5.00 3.49 
17 Union Bank of India 3.41 1.04 1.95 3.07 1.04 2.06 1.54 
18 United Bank of India 3.10 1.48 1.82 2.69 0.07 4.79 2.40 
19 Vijaya Bank 3.31 1.18 2.50 4.69 0.30 4.17 2.56 
    # - Lower the better.       
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Annexure 5.3.4 (contd…) : Earning Performance 
Data of All Nationalised Banks 
(As at March-end 2011) 
Sl. Name of the Bank Earning 
per 
share 
of 
Rs.10/- 
Rating Spread 
as % 
to Total 
Income 
Rating Burden 
as % 
to Total 
Income 
Rating 
(#) 
Net 
Profit 
as % 
to Total 
Income 
Rating 
1 Allahabad Bank 32.22 3.98 32.48 2.91 7.81 1.57 11.49 2.42 
2 Andhra Bank 21.56 4.37 35.06 1.68 8.79 1.89 13.79 1.44 
3 Bank of Baroda 116.37 0.89 35.65 1.40 7.37 1.42 17.18 0.00 
4 Bank of India 47.35 3.42 32.02 3.13 9.95 2.27 10.20 2.97 
5 Bank of 
Maharashtra 
10.21 4.78 32.30 3.00 18.27 5.00 5.42 5.00 
6 Canara Bank  97.83 1.57 30.36 3.92 6.66 1.19 15.62 0.66 
7 Central Bank of 
India 
27.69 4.14 32.30 3.00 16.58 4.45 7.60 4.07 
8 Corporation Bank 98.50 1.54 28.11 5.00 3.03 0.00 13.51 1.56 
9 Dena Bank 21.26 4.38 31.67 3.30 9.69 2.18 10.99 2.63 
10 Indian Bank  38.79 3.74 38.28 0.15 7.06 1.32 16.26 0.39 
11 Indian Overseas 
Bank  
19.63 4.44 31.58 3.34 10.11 2.32 8.05 3.88 
12 Oriental Bank of 
Commerce 
59.90 2.96 32.02 3.13 7.15 1.35 11.52 2.41 
13 Punjab & Sind Bank 140.60 0.00 38.59 0.00 8.99 1.96 14.49 1.14 
14 Punjab National 
Bank 
26.98 4.17 29.06 4.54 10.19 2.35 9.80 3.14 
15 Syndicate Bank 20.03 4.42 35.44 1.50 13.21 3.34 8.47 3.70 
16 UCO Bank  4.32 5.00 31.27 3.49 9.35 2.07 7.37 4.17 
17 Union Bank of India 39.71 3.70 33.62 2.37 10.34 2.40 11.26 2.52 
18 United Bank of 
India 
14.38 4.63 31.09 3.58 9.49 2.12 7.51 4.11 
19 Vijaya Bank 9.89 4.80 30.53 3.85 14.11 3.64 8.21 3.81 
    # - Lower the better.       
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Annexure- 5.3.4 (contd...) :Earning Performance 
Data of All Nationalised Banks 
(As at March-end 2011) 
Sl. Name of the Bank Spread 
as % to 
Average 
W.F. 
Rating Burden 
as % to 
Average 
W.F. 
Rating 
(#) 
Net 
Profit 
as % 
to 
Avera
ge 
W.F. 
Rating Combined 
Rating 
1 Allahabad Bank 3.31 2.26 0.94 2.11 1.11 2.00 1.75 
2 Andhra Bank 3.80 0.56 1.20 2.92 1.36 0.78 1.24 
3 Bank of Baroda 3.12 2.92 0.90 1.98 1.35 0.84 0.00 
4 Bank of India 2.92 3.61 1.20 2.92 0.80 3.47 2.71 
5 Bank of Maharashtra 2.80 4.03 1.58 4.12 0.47 5.00 5.00 
6 Canara Bank  3.12 2.92 0.97 2.20 1.42 0.52 0.52 
7 Central Bank of India 3.31 2.26 1.86 5.00 0.70 3.92 4.22 
8 Corporation Bank 2.52 5.00 0.27 0.00 1.21 1.50 0.49 
9 Dena Bank 3.17 2.74 1.17 2.83 1.00 2.51 2.47 
10 Indian Bank  3.75 0.73 0.81 1.70 1.53 0.00 0.00 
11 Indian Overseas Bank  3.11 2.95 1.00 2.30 0.79 3.48 3.00 
12 Oriental Bank of 
Commerce 
2.87 3.80 0.64 1.15 1.03 2.35 1.53 
13 Punjab & Sind Bank 3.96 0.00 1.24 3.05 1.33 0.93 0.08 
14 Punjab National Bank 2.66 4.51 0.93 2.08 0.90 2.99 2.87 
15 Syndicate Bank 3.40 1.94 1.41 3.58 0.76 3.64 3.25 
16 UCO Bank  3.07 3.09 1.11 2.64 0.66 4.12 3.39 
17 Union Bank of India 3.33 2.19 1.15 2.77 1.05 2.24 2.11 
18 United Bank of India 3.19 2.67 1.30 3.24 0.66 4.12 3.43 
19 Vijaya Bank 3.04 3.19 1.41 3.57 0.82 3.36 3.78 
    # - Lower the better.       
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Annexure 5.3.5 : Liquidity Assessment 
Data of All Nationalised Banks 
(As at March-end 1998) 
Sl. Name of the Bank Credit- 
Deposit 
Ratio 
(%) 
Rating Term 
Deposits 
as % to 
Total 
Deposits 
Rating 
(#) 
Liquid 
assets as 
% to 
Short 
term 
Liabilities 
Rating Combined 
Rating 
1 Allahabad Bank 42.30 2.45 59.11 0.93 171.50 2.48 1.27 
2 Andhra Bank 41.60 2.57 64.93 2.94 163.80 2.73 3.00 
3 Bank of Baroda 50.60 0.96 68.07 4.02 192.95 1.79 1.93 
4 Bank of India 56.00 0.00 68.48 4.16 96.32 4.93 3.61 
5 Bank of Maharashtra 39.60 2.93 57.91 0.52 151.87 3.12 1.78 
6 Canara Bank  44.20 2.11 62.26 2.02 128.15 3.89 2.83 
7 Central Bank of 
India 
40.50 2.77 58.99 0.89 135.94 3.64 2.31 
8 Corporation Bank 46.00 1.79 70.50 4.86 171.43 2.49 3.64 
9 Dena Bank 50.90 0.91 64.56 2.81 209.74 1.24 0.61 
10 Indian Bank  47.10 1.59 69.18 4.40 94.07 5.00 5.00 
11 Indian Overseas 
Bank  
44.80 2.00 63.30 2.38 106.44 4.60 3.53 
12 Oriental Bank of 
Commerce 
48.40 1.36 70.92 5.00 247.93 0.00 1.63 
13 Punjab & Sind Bank 41.90 2.52 68.48 4.16 209.79 1.24 2.76 
14 Punjab National 
Bank 
45.60 1.86 56.40 0.00 178.12 2.27 0.00 
15 Syndicate Bank 41.40 2.61 64.34 2.73 103.11 4.71 4.31 
16 UCO Bank  38.80 3.07 60.25 1.33 146.97 3.28 2.59 
17 Union Bank of India 44.60 2.04 62.16 1.98 128.94 3.87 2.74 
18 United Bank of India 28.00 5.00 62.19 1.99 171.02 2.50 3.91 
19 Vijaya Bank 39.30 2.98 62.20 2.00 100.57 4.79 4.11 
    # - Lower the better.       
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Annexure 5.3.5  (contd…) : Liquidity Assessment 
Data of All Nationalised Banks 
(As at March-end 2011) 
Sl. Name of the Bank Credit- 
Deposit 
Ratio 
(%) 
Rating Term 
Deposits 
as % to 
Total 
Deposits 
Rating 
(#) 
Liquid 
assets as 
% to 
Short term 
Liabilities 
Rating Combined 
Rating 
1 Allahabad Bank 70.99 3.17 65.50 1.69 54.09 3.91 2.01 
2 Andhra Bank 77.52 0.50 70.57 3.04 71.30 1.80 2.32 
3 Bank of Baroda 74.87 1.59 70.38 2.99 86.00 0.00 3.36 
4 Bank of India 71.30 3.05 72.16 3.46 67.90 2.22 3.26 
5 Bank of Maharashtra 70.13 3.52 63.09 1.05 58.01 3.43 2.07 
6 Canara Bank  72.28 2.64 70.91 3.13 58.30 3.39 2.56 
7 Central Bank of 
India 
72.33 2.62 65.56 1.70 73.51 1.53 2.69 
8 Corporation Bank 74.39 1.78 71.45 3.27 48.14 4.64 1.84 
9 Dena Bank 69.82 3.65 64.04 1.30 60.16 3.17 2.31 
10 Indian Bank  71.12 3.12 67.79 2.30 75.39 1.30 3.18 
11 Indian Overseas 
Bank  
77.00 0.71 67.45 2.21 48.53 4.59 1.05 
12 Oriental Bank of 
Commerce 
68.97 3.99 75.03 4.22 84.99 0.12 4.67 
13 Punjab & Sind Bank 77.38 0.56 59.15 0.00 45.19 5.00 0.00 
14 Punjab National 
Bank 
71.39 3.01 74.96 4.20 67.44 2.27 3.51 
15 Syndicate Bank 78.75 0.00 68.77 2.56 50.64 4.33 1.02 
16 UCO Bank  68.19 4.31 75.35 4.31 52.82 4.07 3.38 
17 Union Bank of India 74.58 1.71 68.27 2.42 57.21 3.53 1.89 
18 United Bank of India 68.73 4.09 61.89 0.73 70.07 1.95 2.70 
19 Vijaya Bank 66.51 5.00 77.95 5.00 77.43 1.05 5.00 
    # - Lower the better.       
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Annexure 5.3.6 :   Composite Rating using all parameters 
       Data of All Nationalised Banks 
Sl. Name of the Bank Composite Rating 
March-end 
1998 
March-end 
2011 
1 Allahabad Bank 1.69 1.72 
2 Andhra Bank 1.71 0.92 
3 Bank of Baroda 1.12 0.00 
4 Bank of India 1.61 2.63 
5 Bank of Maharashtra 2.28 5.00 
6 Canara Bank  1.83 0.61 
7 Central Bank of India 2.28 4.40 
8 Corporation Bank 0.00 0.10 
9 Dena Bank 1.37 2.37 
10 Indian Bank  5.00 0.15 
11 Indian Overseas Bank  2.35 2.72 
12 Oriental Bank of Commerce 0.39 0.54 
13 Punjab & Sind Bank 1.98 0.74 
14 Punjab National Bank 1.49 2.90 
15 Syndicate Bank 2.70 3.25 
16 UCO Bank  3.50 4.65 
17 Union Bank of India 1.62 2.38 
18 United Bank of India 2.82 3.01 
19 Vijaya Bank 2.60 3.70 
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Annexure 5.3.7 – Factor Loading values for evaluation of combined rating 
 
             in Management Performance module & Earning Performance 
 
             module and for Composite Rating  
 
(As at March-end 1998) 
 
Financial Indicators Factor Loadings 
for Management 
Performance 
Factor Loadings 
for Earning 
Performance 
Factor Loading 
for Composite 
Rating 
  
1)Capital Adequacy and Solvency       
i) Capital adequacy Ratio.                       0.8881 
ii)Gearing Ratio i.e.,  Average 
Equity(Average Capital & Reserves less 
accumulated loss)/Average assets. 
0.8960 
  
2)Asset Quality        
i) Return on Assets (ROA).                       0.8797 
ii)Net non-performing assets(NPA) as % to 
Net advances. 
-0.7441 
  
3)Management Performance       
i)Staff Cost as % to Net Income (Interest 
Spread + Other Income). 
-0.9244 -0.9606 
ii)Staff Cost as % to Operating Expenses. -0.8127 -0.7033 
iii)Business per Employee.  0.7484 0.6608 
iv) Staff Cost per Employee.  -0.2767 -0.1385 
v) Profit per Employee.  0.9485 0.9824 
vi)Non-fund Income as % to Total Income. 0.4961 0.4132 
vii) Operating Cost as % to Net Income. -0.8594 -0.922 
  
4)Earning Performance       
i) Earnings per Share of Rs.10/-(EPS).         0.7379 0.6739 
ii)Spread as % to Total Income.  0.7776 0.7639 
iii)Burden as % to Total Income.  -0.7243 -0.7216 
iv)Net Profit as % to Total Income.  0.9641 0.955 
v) Spread as % to Average Working Funds.      0.8105 0.7928 
vi) Burden as % to Average Working Funds.  -0.5893 -0.5957 
vii) Net Profit as % to Average Working 
Funds. 
0.9755 0.9711 
  
5)Liquidity Assessment        
i) Credit – Deposit Ratio (%). 0.3763 
ii) Time Deposits as % to Total Deposits. 0.2258 
iii) Liquid assets as % to Short term   
Liabilities.  
0.5882 
Eigen Value 4.0362 4.5589 11.7135 
        
Percentage Variation Explained 57.66% 65.13% 55.78% 
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Annexure 5.3.7 (contd…) – Factor Loading values for evaluation of combined rating 
 
             in Management Performance module & Earning Performance 
 
             module and for Composite Rating  
 
(As at March-end 2011) 
  
Financial Indicators Factor Loadings 
for Management 
Performance 
Factor Loadings 
for Earning 
Performance 
Factor Loading 
for Composite 
Rating 
  
1)Capital Adequacy and Solvency       
i) Capital adequacy Ratio.                       0.4445 
ii)Gearing Ratio i.e.,  Average 
Equity(Average Capital & Reserves less 
accumulated loss)/Average assets. 
0.7023 
  
2)Asset Quality        
i) Return on Assets (ROA).                       0.9133 
ii)Net non-performing assets(NPA) as % to 
Net advances. -0.6357 
  
3)Management Performance   
  
  
i) Staff Cost as % to Net Income (Interest 
Spread + Other Income). -0.9748 -0.8435 
ii) Staff Cost as % to Operating Expenses. -0.8356 -0.5985 
iii) Business per Employee.  0.6971 0.5925 
iv) Staff Cost per Employee.  -0.6236 -0.2985 
v) Profit per Employee.  0.1527 0.3225 
vi) Non-fund Income as % to Total Income. 0.1871 0.2110 
vii) Operating Cost as % to Net Income. -0.9091 -0.8385 
  
4)Earning Performance       
i) Earnings per Share of Rs.10/-(EPS).         0.7802 0.7297 
ii) Spread as % to Total Income.  0.4101 0.4425 
iii) Burden as % to Total Income.  -0.8296 -0.8306 
iv) Net Profit as % to Total Income.  0.9683 0.929 
v) Spread as % to Average Working Funds.      0.3408 0.4247 
vi) Burden as % to Average Working Funds.  -0.6858 -0.4081 
vii) Net Profit as % to Average Working 
Funds. 0.9529 
0.9140 
  
5)Liquidity Assessment        
i)Credit – Deposit Ratio(%). 0.4151 
ii)Time Deposits as % to Total Deposits. 0.3934 
iii)Liquid assets as % to Short term   
Liabilities.  
0.3382 
Eigen Value 3.4077 3.8971 8.1680 
        
Percentage Variation Explained 48.68% 55.67% 38.90% 
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ANNEXURE 6.2.1: SELECTED KEY PARAMETRES OF NATIONALISED BANKS 
As at March-end 2000 
Sr. 
No Name of the Bank 
Capital 
Adequacy 
Ratio (%) 
Gearing 
Ratio 
(%) 
Return 
on 
Assets 
(ROA) 
Spread 
as % to 
Average 
W.F.  
Operating 
Profit as 
% to 
Average 
W.F.  
Staff 
Cost as 
% to 
Net 
Income 
Business 
per 
Employee 
(Rs. 
crores) 
1 Allahabad Bank 11.51 4.68 0.35 2.95 1.49 44.68 1.06 
2 Andhra Bank 13.36 3.93 0.76 3.09 2.15 40.27 1.12 
3 Bank of Baroda 12.10 5.53 0.85 3.14 1.93 38.07 1.43 
4 Bank of India 10.57 4.47 0.31 2.35 1.24 48.05 1.36 
5 Bank of Maharashtra 11.66 3.73 0.59 3.33 1.65 49.87 1.15 
6 Canara Bank 9.64 4.89 0.43 2.83 1.82 41.84 1.35 
7 Central Bank of India 11.18 4.83 0.38 3.46 1.19 59.55 0.93 
8 Corporation Bank 12.8 6.68 1.54 3.04 2.82 24.31 2.08 
9 Dena Bank 11.63 4.81 0.38 2.73 1.43 46.52 1.45 
10 Indian Bank Neg. -3.17 -1.81 1.72 0.11 75.32 1.10 
11 Indian Overseas Bank 9.15 2.82 0.15 2.51 0.70 61.13 1.17 
12 
Oriental Bank of 
Commerce 
12.72 6.14 1.1 3.16 2.24 24.77 2.18 
13 Punjab National Bank 10.31 4.18 0.75 3.17 1.61 50.5 1.06 
14 Punjab & Sind Bank 11.57 3.53 0.52 2.47 0.87 55.79 1.25 
15 Syndicate Bank 11.45 3.56 0.89 3.31 1.13 59.13 1.11 
16 UCO Bank 9.15 3.95 0.18 2.54 0.81 63.16 0.89 
17 Union Bank of India 11.42 5.18 0.29 3.02 1.24 48.71 1.35 
18 United Bank of India 9.60 3.23 0.17 2.29 0.47 70.28 1.00 
19 Vijaya Bank 10.60 4.82 0.38 3.41 1.10 53.99 1.05 
  Median 11.44 4.58 0.41 3.02 1.24 49.87 1.15 
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ANNEXURE 6.2.1(contd…) : SELECTED KEY PARAMETRES OF NATIONALISED BANKS 
As at March-end 2011 
Sr. 
No Name of the Bank 
Capital 
Adequacy 
Ratio (%) 
Gearing 
Ratio 
(%) 
Return 
on 
Assets 
(ROA) 
Spread 
as % to 
Average 
W.F.  
Operating 
Profit as 
% to 
Average 
W.F.  
Staff 
Cost as 
% to 
Net 
Income 
Business 
per 
Employee 
(Rs. 
lakhs) 
1 Allahabad Bank 12.96 5.59 1.11 3.31 2.37 28.88 1063 
2 Andhra Bank 14.38 5.47 1.36 3.80 2.60 26.81 1165 
3 Bank of Baroda 14.52 5.66 1.33 3.12 2.22 25.12 1333 
4 Bank of India 12.17 5.03 0.82 2.92 1.72 33.25 1284 
5 Bank of Maharashtra 13.35 4.63 0.47 2.80 1.22 46.30 825 
6 Canara Bank 15.38 5.78 1.42 3.12 2.15 28.07 1228 
7 Central Bank of India 11.64 4.21 0.70 3.31 1.45 44.98 835 
8 Corporation Bank 14.11 5.06 1.21 2.52 2.25 20.99 1573 
9 Dena Bank 13.41 4.87 1.00 3.17 2.00 29.96 1099 
10 Indian Bank 13.56 7.98 1.53 3.75 2.94 25.54 930 
11 Indian Overseas Bank 14.55 5.44 0.71 3.11 2.11 32.05 1005 
12 
Oriental Bank of 
Commerce 14.23 6.47 1.03 2.87 2.23 20.41 1420 
13 Punjab National Bank 12.42 5.81 1.34 3.96 2.72 28.93 1018 
14 Punjab & Sind Bank 12.94 5.13 0.90 2.66 1.73 37.84 1190 
15 Syndicate Bank 13.04 4.29 0.76 3.40 1.99 33.47 875 
16 UCO Bank 13.71 4.20 0.66 3.07 1.96 31.03 1136 
17 Union Bank of India 12.95 5.38 1.05 3.33 2.18 31.49 1043 
18 United Bank of India 13.25 5.34 0.66 3.19 1.89 29.02 860 
19 Vijaya Bank 13.88 5.46 0.72 3.04 1.63 40.74 1073 
  Median 13.41 5.38 1.00 3.12 2.11 29.96 1073 
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ANNEXURE 6.2.2: MEASUREMENT OF ABOVE MEDIAN OR LESS THAN MEDIAN 
As at March-end 2000 
Sr. 
No. Name of the Bank 
Capital 
Adequacy 
Ratio (%) 
Gearing 
Ratio 
(%) 
Return 
on 
Assets 
(ROA) 
Spread as 
% to 
Average 
W.F. 
Operating 
Profit as 
% to 
Average 
W.F. 
Staff 
Cost as 
% to 
Net 
Income 
Business 
per 
Employee 
(Rs. 
Crores) 
No. of 
times 
"U" 
occurred 
1 Allahabad Bank U U B B U U B 4 
2 Andhra Bank U B U U U U B 5 
3 Bank of Baroda U U U U U U U 7 
4 Bank of India B B B B U U U 3 
5 Bank of Maharashtra U B U U U B U 5 
6 Canara Bank B U U B U U U 5 
7 Central Bank of India B U B U B B B 2 
8 Corporation Bank U U U U U U U 7 
9 Dena Bank U U B B U U U 5 
10 Indian Bank B B B B B B B 0 
11 Indian Overseas Bank B B B B B B U 1 
12 Oriental Bank of Commerce U U U U U U U 7 
13 Punjab National Bank B B U U U B B 3 
14 Punjab & Sind Bank U B U B B B U 3 
15 Syndicate Bank U B U U B B B 3 
16 UCO Bank B B B B B B B 0 
17 Union Bank of India B U B B B U U 3 
18 United Bank of India B B B B B B B 0 
19 Vijaya Bank B U B U B B B 2 
“U” – Above Median; “B” – Below Median 
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ANNEXURE 6.2.2(Contd…): MEASUREMENT OF ABOVE MEDIAN OR LESS THAN MEDIAN 
As at March-end 2011 
Sr. 
No Name of the Bank 
Capital 
Adequacy 
Ratio (%) 
Gearing 
Ratio 
(%) 
Return 
on 
Assets 
(ROA) 
Spread as 
% to 
Average 
W.F. 
Operating 
Profit as 
% to 
Average 
W.F. 
Staff 
Cost as 
% to 
Net 
Income 
Business 
per 
Employee 
(Rs. lakhs) 
No. of 
times 
"U" 
occurred 
1 Allahabad Bank B U U U U U B 5 
2 Andhra Bank U U U U U U U 7 
3 Bank of Baroda U U U B U U U 6 
4 Bank of India B B B B B B U 1 
5 
Bank of 
Maharashtra B B B B B B B 0 
6 Canara Bank U U U B U U U 6 
7 
Central Bank of 
India B B B U B B B 1 
8 Corporation Bank U B U B U U U 5 
9 Dena Bank B B B U B B U 2 
10 Indian Bank U U U U U U B 6 
11 
Indian Overseas 
Bank U U B B B B B 2 
12 
Oriental Bank of 
Commerce U U U B U U U 6 
13 
Punjab National 
Bank B U U U U U B 5 
14 
Punjab & Sind 
Bank B B B B B B U 1 
15 Syndicate Bank B B B U B B B 1 
16 UCO Bank U B B B B B U 2 
17 
Union Bank of 
India B B U U U B B 3 
18 
United Bank of 
India B B B U B U B 2 
19 Vijaya Bank U U B B B B B 2 
“U” – Above Median; “B” – Below Median 
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