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Abstract:
We construct a set of chirality inducing G4-fluxes in global F-theory compactifica-
tions on Calabi-Yau four-folds. Special emphasis is put on models with gauge group
SU(5) × U(1)X relevant in the context of F-theory GUT model building, which are de-
scribed in terms of a U(1)-restricted Tate model. A G4-flux arises in a manner completely
analogous to the U(1)X gauge potential. We describe in detail the resolution by blow-up
of the various singularities responsible for the U(1)X factor and the standard SU(5) gauge
group and match the result with techniques applied in the context of toric geometry. This
provides an explicit identification of the structure of the resolved fibre over the matter
curves and over the enhancement points relevant for Yukawa couplings. We compute the
flux-induced chiral index both of SU(5) charged matter and of SU(5) singlets charged
only under U(1)X localised on curves which are not contained in the SU(5) locus. We
furthermore discuss global consistency conditions such as D3-tadpole cancellation, D-term
supersymmetry and Freed-Witten quantisation. The U(1)X gauge flux is a global extension
of a class of split spectral cover bundles. It constitutes an essential ingredient in the con-
struction of globally defined F-theory compactifications with chiral matter. We exemplify
this in a three-generation SU(5)×U(1)X model whose flux satisfies all of the above global
consistency conditions. We also extend our results to chiral fluxes in models without U(1)
restriction.
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1 Introduction
F-theory [1] provides an elegant framework to study a very broad class of string vacua. Its
power and its beauty are rooted in the geometrisation of the back-reaction of physical ob-
jects, here seven-branes of Type IIB string theory, on the ambient space. This is achieved
by means of a non-trivial fibration of an auxiliary elliptic curve over the physical space-time;
its complex structure represents the varying axio-dilaton sourced by the seven-branes. The
holomorphic nature of the relevant geometric data — seven-branes wrap divisors of the base
of the fibration upon compactification to four dimensions — makes the study of the associ-
ated string vacua amenable to techniques of algebraic geometry. These geometric methods
give us insights into systems beyond the perturbative realm such as mutually non-local
[p,q]-seven-branes. The resulting marriage between the concept of brane localised gauge
degrees of freedom and the appearance of exceptional gauge groups is largely responsible
for the revived recent interest, triggered by [2–6], in F-theory also from a phenomenological
perspective (see [7–9] for reviews on F-theory and its recent applications).
Motivated by the prospects of local F-theory model building in the context of GUT
phenomenology, a great deal of recent effort has gone into the construction of globally
consistent four-dimensional F-theory vacua. From the start, it has been clear that the
key to the construction of such vacua and to understanding their properties is having a
handle on the singularity structure of elliptic four-folds. This is because the non-abelian
gauge groups, the matter spectrum and the Yukawa interactions of a model are in one-
to-one correspondence with the singularities in the fibre of the Calabi-Yau four-fold over
loci of, respectively, complex co-dimension one, two and three on the base (see [10] for a
description of the relevant Tate algorithm and [11, 12] for more recent extensions thereof).
In order to make sense of the four-dimensional effective action via dimensional reduction of
the dual M-theory, discussed in detail in [13], it is necessary to work not with this singular
four-fold Y4, but rather with a resolved Calabi-Yau Yˆ4. Mathematically, the singular points
in the fibre are replaced by a collection of P1s whose intersection structure reproduces the
Dynkin diagram of the simple group associated with the singularity. Physically, resolving
this singularity corresponds to moving in the Coulomb branch of the non-abelian gauge
groups in the dual M-theory. In the F-theory limit of vanishing fibre volume, the resolved
space Yˆ4 and the singular Y4 are indistinguishable. However, it is in terms of the smooth
and well-defined Yˆ4 that all computations are performed.
1.1 Singular elliptic fibrations and their resolutions
The techniques for resolution of singular elliptic fibrations were applied to F-theory soon
after its discovery, starting mainly in compactifications to six dimensions. Most notably, us-
ing the powerful tools of toric geometry, an efficient algorithm was developed to completely
resolve singular Calabi-Yau three-folds that are hypersurfaces of toric spaces [14, 15]. In
the context of F-theory GUT model building the first complete resolutions of Calabi-Yau
four-folds with SU(5) gauge group, as required in the spirit of [2–5], were constructed
in [16, 17]. This was done likewise in the framework of toric geometry, generalising the
methods of [14, 15] to four-folds constructed as complete intersections of toric ambient
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spaces. As demonstrated in [18, 19], the efficiency of the toric approach allows for a sys-
tematic construction and study of a large set of four-dimensional F-theory GUT vacua
which, in particular, comprises the full four-fold associated with the base space construc-
ted previously in [20], see also [21]. It is important to stress that the toric resolution
automatically takes care not only of the co-dimension one singularities, corresponding to
seven-branes, but also of the higher co-dimensional singularities along matter curves and
Yukawa points. What the construction provides is the blow-up of the singularities over the
divisors where they appeared. Thereby, the blow-up introduces a set of rk(G) extra blow-
up divisors fibred over the base divisor associated with gauge group G. This automatically
resolves also the higher co-dimension singularities. In particular, one has full computa-
tional control over the intersection properties of the resolution divisors, the complete set
of Hodge numbers and important topological invariants such as the Euler characteristic or
c2(Yˆ4). These invariants enter phenomenologically relevant constraints such as the three-
brane tadpole [22] or the flux quantisation condition [23]. On the other hand, the structure
of the singularity enhancements over the matter curves and Yukawa points is rather im-
plicitly contained in the toric data, see e.g. [24]. For practical computations, it is often
desirable to have more direct access to this information.
More recently, the resolution of singular four-folds with SU(5) GUT symmetries has
been re-addressed in [25] using a different method corresponding to a small resolution, as
opposed to a blow-up, with special emphasis on the matter curves and Yukawa points.
Indeed this analysis has confirmed the general philosophy of higher singularities of SO(10)
and SU(6) type over matter curves in generic SU(5) models as well as the appearance of
SO(12) and E6 enhancement points. At a technical level, however, the structure especially
of the E6 point is more complicated than usually anticipated. There, the singularity cor-
responds to the non-extended E6 Dynkin diagram or T
−
3,3,3 [25]. In the recent work of [26],
amongst other things, the consequences of these technical subtleties were analysed. The
authors found that the expected structure both of matter states and, in particular, of their
couplings at the enhancement points is unaffected.
1.2 G4 fluxes from U(1)-restricted Tate models
The geometry of the four-fold and its resolution, important as it is, makes only half of the
story in constructing F-theory vacua. The second, equally crucial ingredient is G4-flux. Via
F/M-theory duality, G4-fluxes are known to describe both what corresponds in the Type
IIB limit to background flux F3 − τH3 and gauge flux F along the seven-branes. Both of
them are key players in moduli stabilisation, but the latter are, in addition, indispensable
in order to produce a chiral matter spectrum.
By F/M-theory duality, specifying G4-fluxes amounts to choosing suitably quantised
elements of H4(Yˆ4) subject to the condition that the four-form has ’precisely one leg along
the fibre’. Taking into account F-term conditions the flux must eventually be of (2, 2)
type.1 The analogue of the Type IIB closed fluxes H3 and F3 are given by G4-flux which
can locally be written as a wedge product of a three-form on the base with one of the two
1If necessary, this F-term condition will fix some of the complex structure moduli.
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1-forms along the non-singular fibre. Gauge fluxes on the other hand have one leg along
the singular fibres or rather along the resolution of the singular fibre in Yˆ4.
One type of such gauge flux that is particularly easy to understand is flux associated
with the Cartan generators of the non-abelian gauge group G along a divisor W . Such
fluxes can be written as G4 = F ∧ ν, where by ν ∈ H1,1(Yˆ4) we denote the two-forms dual
to the resolution divisors introduced when resolving the non-abelian singularity over W
and F ∈ H1,1(W ). Cartan fluxes of course break the gauge group G. If we are interested
in a chiral spectrum with unbroken non-abelian gauge group we thus need another type of
flux.2
In this paper we are interested in a type of G4 gauge flux that does produce chiral-
ity without breaking any non-abelian gauge symmetry. We approach the construction of
chirality inducing G4-fluxes in the context of F-theory compactifications with explicit U(1)
gauge symmetries, for the following two reasons: First, we will exploit the fact that in the
presence of such U(1)s there exists a particularly natural candidate for a special element
in H1,1(Yˆ4) with one leg along the fibre [27] lending itself to the construction of G4-flux.
Second, U(1) symmetries play a prominent roˆle in concrete phenomenological applications
of F-theory thanks to their selection rules in the matter coupling sector (see e.g. [28–30]
for some early references, followed by many others). It is therefore of particular interest to
construct fluxes in models with abelian gauge symmetries.
The appearance of massless U(1)s depends on the full global geometric data of the
compactification and cannot be determined in any local approach to F-theory model build-
ing [31],[27]. In the context of the so-called U(1)-restricted Tate model [27], an explicit
construction of models with U(1) gauge symmetries was given. The idea is to start from
F-theory on an elliptic Calabi-Yau four-fold Y4 with no massless U(1) gauge potentials
and to restrict the complex structure moduli such as to unhiggs a U(1) gauge symmetry.
The elliptic fibre acquires a Kodaira I2, or in other words an SU(2) singularity over a
curve C on the base space B3. Note that this happens in co-dimension one in complex
structure moduli space. The arising curve of SU(2) singularities is the self-intersection
locus of the I1-component of the discriminant ∆ of the four-fold. The singularity can be
resolved by a blow-up procedure similar to the resolution of singularities in co-dimension
one. This gives rise to an exceptional divisor {s = 0}. Its dual two-form leads to an extra
U(1) gauge potential upon expanding the M-theory three-form C3 as C3 = A ∧ wX with
wX = −[S] + [Z] + c1(B3) [27].3 Obviously, this construction provides a natural candidate
for the U(1)X flux G4 = F ∧ wX [32]. Note that this type of flux is special in that it is
given by a four-form that can be written as the wedge product of two harmonic two-forms.
From general arguments [2, 6], this flux leads to a chiral index for matter states charged
under U(1)X by integration of G4 over the associated matter surfaces. The reason why this
2In particular note that the hypercharge Cartan flux used to break SU(5) → SU(3) × SU(2) × U(1)Y
as in [4, 5] must be chosen such as not to produce chirality as otherwise U(1)Y would become massive.
3We denote the two-form dual to the divisor in class S by the symbol [S] ∈ H1,1(Yˆ4). Furthermore, one
needs to subtract the fibre class [Z] and the first Chern class of the tangent bundle of the base in order to
make sure that the resulting two-form indeed has only one leg along the fibre [27]. For models involving
extra non-abelian singularities, the definition of wX will be modified as specified in the sequel.
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conclusion could not be checked explicitly in [27] was an insufficient understanding of the
fibre structure over the matter curves as arise e.g. in models with SU(5) gauge symmetry.
In this paper, inspired by the explicit description of fibres over the matter curves [25], we
are able to explicitly compute the chiral spectrum induced by U(1)X flux.
In fact, quite recently the same type of gauge flux was independently discussed in
detail in the beautiful work [33], albeit with slightly different methods. This analysis starts
with the construction of a gauge flux which cannot be decomposed into the wedge of two-
forms. In a second step the complex structure of the four-fold is restricted leading to
a U(1)-restricted Tate model. Under this deformation the original gauge flux turns into
flux that can be written as a wedge product. It completely agrees with the construction
outlined above. At a technical level the construction of the flux differs slightly from ours
in that the authors of [33] perform a small resolution as opposed to a blow-up of the SU(2)
singularity. When the dust has settled, though, the two resolution procedures turn out to
be completely equivalent. Among the consistency checks performed in [33] is a successful
computation of the chiral index in models with SU(2)× U(1)X and Sp(2)× U(1)X gauge
symmetry and a match of the D3-brane tadpole with perturbative results in the type IIB
limit.
1.3 Summary of results
We perform the construction of U(1)X flux, following our logic spelled out above, for
GUT models with gauge group SU(5)×U(1)X . The choice of this gauge group is of course
motivated by the aim of constructing globally defined F-theory GUT models. The technical
core of the present paper is the resolution of the SU(2) curve responsible for the U(1)X
factor together with the resolution of the SU(5) singularity in a way that gives full access to
the resolved fibre over the matter curves. In this regard, our work has considerable overlap
with the recent analysis in [26] 4 which independently used a blow-up procedure to resolve
an SU(5) model, however, without a further U(1) restriction. At a phenomenological level,
apart from serving as a welcome selection rule that forbids dimension four proton decay,
the U(1) symmetry enhancement leads to a set of GUT singlets with the correct quantum
numbers to be interpreted as right-handed neutrinos. The computation of the chirality of
such GUT singlets, which are sensitive to the full details of the global compactification,
has largely remained elusive in the ”semi-local” approach to F-theory GUT model building
via spectral covers [16, 35].
The blow-up procedure, performed in this article, reproduces the toric weights of the
resolution divisors as appearing in the toric examples of [16–19, 27]. The main point
of our analysis, however, is to make visible the structure of the fibre above the matter
curves as a prerequisite for computing the chiral index. Along the way, we give an explicit
procedure to derive the U(1)X charges of the matter states on purely geometric grounds.
These charges identify U(1)X as the abelian subgroup in the breaking SO(10)→ SU(5)×
U(1)X .
5 In particular, we identify the 10−1 and 53 as states descending from the spinorial
4Note that [26] focuses on the global realisation of gauge fluxes in the spirit of the so-called spectral
divisor construction [34], which is a different approach to gauge fluxes than the one pursued here.
5In common abuse of noation, here and in the sequel we say SO(10), but mean ”Spin(10)”.
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representation of SO(10) while the Higgs 5−2+c.c. is of the type present also in perturbative
models. This explains why the 10 10 5 coupling is present in generic F-theory models but
not at the perturbative level in Type IIB orientifolds: While the U(1) selection rules
operate in exactly the same manner, the charge assignments differ due to the possibility of
multi-pronged strings states in F-theory.
The final result for the chiral index is then extremely simply: The chiral index of a
state of U(1)X charge q that is localised along a matter curve C on the base space is q
∫
C F .
In fact, this result matches the formula derived in the context of the S[U(4) × U(1)X ]
split spectral covers for the special case of zero non-abelian SU(4) bundle part – however,
it matches only for matter states charged under SU(5). These are the fields localised on
the GUT brane to which the local philosophy of the spectral cover construction applies.
The SU(5) singlets 15 on the curve of SU(2) enhancement away from the GUT brane
on the other hand are sensitive to the global details of the compactification. Indeed,
the chirality formula derived from the proper G4-flux corrects the spectral cover formula
accordingly. With the explicit resolution at hand it is a simple matter to compute the D3-
tadpole 12
∫
Yˆ4
G4 ∧G4 and to evaluate the D-term supersymmetry condition for the gauge
flux. Again we find global corrections compared to the spectral cover expressions. This
demonstrates that the G4-flux can be viewed as a global extension of the split spectral
cover fluxes and that the latter cannot be trusted except for the chirality of the SU(5)
matter states, which constitutes a truly local observable.
In addition to the simple form for the chirality in SU(5) × U(1)X models, we arrive
at slightly more involved expressions for the chiral indices in non-restricted SU(5)-models.
To this end we partially define G4 in terms of 4-cycles that cannot be represented as the
dual of the intersection of two divisors in the four-fold, as was recently described in [33],
where, however, the chirality was not computed. Upon extending this we find that the
recombination process implicit in moving away from the U(1)-locus in complex structure
moduli space is nicely reflected in the chirality formula for those curves which are affected
by the recombination. In the other cases, the chiral index takes the same form as in the
U(1)-restricted case.
The remainder of this paper is organised as follows: In section 2 we review the details
of the U(1)-restricted Tate model with special emphasis on singularity resolution via blow-
up and the appearance of the U(1)X gauge potential. Section 3 is devoted to a detailed
resolution of the SU(5)×U(1)X model. We begin in 3.1 by discussing the blow-up procedure
for the combined resolution of singularities associated with the non-abelian and the abelian
part of the gauge group and relate this to the singularity resolution in the framework of toric
geometry. In section 3.2 we outline the general procedure to deduce the fibre structure in
co-dimension one, two and three. The details of this computation are collected in appendix
A. We proceed in section 3.3 with an in-depth analysis of the fibre structure over the matter
curves. In section 3.4 we study the geometric realisation of the U(1)X gauge symmetry
and compute the U(1)X charges of the charged matter fields. The G4-flux is the subject
of section 4. After stating the Freed-Witten quantisation condition, whose derivation will
be presented in the upcoming [36], we compute in 4.1 the chiral index of charged matter
– 6 –
states including SU(5) singlets, making heavy use of the geometric structure found in
the previous section. Section 4.2 is devoted to the global consistency conditions such as
D3-tadpole and D-term supersymmetry. In section 4.3 we compare the G4-flux to the
split spectral cover construction. In section 4.4 we illustrate the use of G4 gauge fluxes
in F-theory compactifications by constructing a three-generation SU(5) × U(1)X model
on a Calabi-Yau four-fold which meets the D3-brane tadpole, the D-term supersymmetry
as well as the Freed-Witten quantisation condition. Finally, in section 4.5 we consider
the deformation of the U(1)-restricted model and its G4-flux by brane recombination and
identify the deformed chiral flux. Many details of the computations of section 3 and 4 are
relegated to the appendices. Our conclusions are contained in section 5.
2 U(1)-restricted Tate models and their resolution
To set the stage, we present in this section the details of the U(1)-restricted Tate model
and describe in detail its resolution via blow-ups. This is important in order to understand
the resulting U(1) gauge symmetry.
We consider an F-theory compactification on the elliptically fibred Calabi-Yau four-
fold Y4 described by a Weierstrass model in Tate form. The Tate polynomial cuts out Y4
as the hypersurface
PT = {y2 + a1xyz + a3yz3 = x3 + a2x2z2 + a4xz4 + a6z6} (2.1)
of a P2,3,1 bundle over a base space B3. As usual (x, y, z) denote the homogeneous coordin-
ates of the P2,3,1 fibre, which can therefore not vanish simultaneously so that xyz lies in
the Stanley-Reisner ideal. The ai depend on the base coordinates in such a way as to form
sections of K−iB3 , powers of the canonical bundle on B3. Note that the intersection of PT
with the divisor {z = 0} leads to y2 = x3. Together with the linear relation from P2,3,1
this fixes a point in the fibre. Thus {z = 0} represents a copy of the base B3, the unique
section of the generic Weierstrass model.
While we are at it, let us fix some notation: Unless stated otherwise we denote a divisor
defined as the vanishing locus of some coordinate or polynomial t by {t = 0} or sometimes
short {t}. Its homology class in H6(Y4), or H4(B3), will be referred to as T , with Poincare´
dual two-form [T ] ∈ H2(Y4), or H2(B3). Furthermore, the first Chern class of the tangent
bundle of B3 will often be abbreviated as c1 := c1(B3).
The singular fibres of a Weierstrass model Y4 lie over the discriminant locus ∆ in the
base B3, famously known to be given by the vanishing of
∆ = 4f3 + 27g2 (2.2)
with
f = − 148
(
b22 − 24b4
)
, g = 1864
(
b32 − 36b2b4 + 216b6
)
, (2.3)
b2 = 4a2 + a
2
1, b4 = 2a4 + a1a3, b6 = 4a6 + a
2
3.
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As will be exploited in more detail in the next section, specification of the vanishing orders
of the sections ai as prescribed by the Tate algorithm [10] along co-dimension one loci in
the base B3 engineers non-abelian singularities in the fibre above the respective divisors.
Independently of these non-abelian gauge groups along divisors, the presence of a U(1)
gauge group not arising as the Cartan of a non-abelian gauge group is associated with a
singularity in complex co-dimension two.6 The simplest type of such models was worked
out in [27] and involves setting the section a6 ≡ 0. In this case the U(1)-restricted Tate
hypersurface embedded by (2.1) becomes singular at x = y = 0 = a3 = a4. The concrete
form of the singularity follows by inspection of the discriminant locus
∆ =
(
a4a3a1
[
a41 + 8a2a˜
2
1 + 16(a
2
2 − 6a4)
]
+ a33a1(a
2
1 + 36a2) (2.4)
− a23
[
a2a
4
1 + 8a
2
2a
2
1 + 2(8a
3
2 + 15a4a
2
1)− 72a4a2
]
(2.5)
+ a24
[
a41 + 8a2a
2
1 + 16(a
2
2 − 4a4)
]− 27a43) . (2.6)
From the vanishing degree of order two one infers a curve of SU(2) singularities located at
x = y = 0 in the fibre over the curve
C34 : {a3 = 0} ∩ {a4 = 0} (2.7)
on B3.
The singularity over C34 in the four-fold Y4 must be resolved explicitly. Let us assume
for now that C34 is the only singularity of Y4 and thus consider a model without non-
abelian gauge groups, reserving the implementation of further non-abelian singularities for
the next section. The discriminant locus is thus a single connected I1-locus with a co-
dimension two-singularity along its curve of self-intersection C34. The probably simplest
possible type of resolution, which is the one applied in [27] and which we will also explore
in this article, is by a standard blow-up procedure. In this process one introduces a new
homogeneous blow-up coordinate s along with the proper transform x˜, y˜ of the original
coordinates x, y,
y = y˜s, x = x˜s. (2.8)
Furthermore, one introduces the extra scaling relation
(x˜, y˜, s) ' (λ−1x˜, λ−1y˜, λs), (2.9)
which follows by requiring that x and y be unchanged under rescaling s.7
6There are also other types of geometries realising massless U(1)s. Most notably, consider two seven-
branes wrapping homologous divisors with vanishing mutual intersection. For seven-branes of the same
[p,q]-type, the same S1 pinches in the elliptic fibre over both seven-branes. Fibreing this S1 between the
seven-branes also gives rise to an element in H1,1(Y4) that is associated with the U(1) gauge potential
of the relative U(1), as discussed more recently in [37–39]. This non-generic case is the four-dimensional
analogue of the situation for F-theory on K3, where the seven-branes are points on the base of K3 and
thus automatically homologous. Finally, the appearance of massive U(1)s as a consequence of certain
non-harmonic two-forms was argued for in [39].
7Note that together with the P2,3,1 relation for (x, y, z) this can also be brought into the form (z, y˜, s) '
(λz, λy˜, λ2s) used in [27].
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The effect of this blow-up is that, where before the fibre was given by a degree-6
polynomial in P2,3,1, it is now given by a degree-(6,−1) polynomial in the following space
(relabeling x˜→ x and y˜ → y):
x y z s
Z 2 3 1 ·
S −1 −1 · 1
The Stanley-Reisner (SR)-ideal of this “fibre ambient space” is now generated by {xy, zs}
and the proper transform of the Tate polynomial becomes
PT = {y2s+ a1xyzs+ a3yz3 = x3s2 + a2x2z2s+ a4xz4}. (2.10)
On the new, resolved Calabi-Yau four-fold Yˆ4 thus created, {z = 0} still defines a section
of the fibre, giving a copy of the base. Furthermore, the divisor {s = 0} also gives a copy
of the base with an additional P1 over the curve C34 defined in (2.7). This can be seen by
considering the restriction of the Tate polynomial to {s = 0}, which is
a3y = a4x (2.11)
after setting z to 1 as sz is in the SR-ideal. Over all base points away from C34 this fixes
the fibre entirely; however, on this curve one is left with a P1 parametrised by [x : y].
In other words, above the curve C34, {s = 0} and the Tate polynomial do not intersect
transversally, whereas they do over every other base point. Thus the singularity is replaced
by a P1.
If the original four-fold Y4 is realised as a hypersurface or complete intersection of a
toric space, one can arrive at the same scaling relations and proper transform following
the toric algorithm of [14, 15] as applied more recently to the resolution of Calabi-Yau
four-folds in [16–19]. This method, which is described in more detail at the end of 3.1, is
computationally very powerful and thus particularly well-suited for an efficient treatment
of more complicated models, e.g. in the presence of extra non-abelian singularities. In [27]
it was used to resolve U(1)-restricted Tate models describing certain SU(5)×U(1) F-theory
GUT models using the geometries of [16, 17].
Finally, we stress that our blow-up procedure differs at a technical level from the small
resolution performed for U(1)-restricted Tate models in the recent work of [33], even though
the final results of both approaches match perfectly.
The crucial property of the resolved space Yˆ4 is that by construction h
1,1(Yˆ4) has
increased by one compared to h1,1(Y4) due to the new resolution divisor class S. This
signals the appearance of a new massless gauge symmetry. Recall that in the language of
F/M-theory duality massless brane U(1) symmetries arise from expansion of the M-theory
three-form C3 in terms of elements νi of H
1,1(Yˆ4) ‘with one leg along the fibre and one leg
along the base B3’. This means that∫
Yˆ4
νi ∧ pi∗[Da] ∧ pi∗[Db] ∧ pi∗[Dc] = 0,
∫
Yˆ4
νi ∧ [Z] ∧ pi∗[Db] ∧ pi∗[Dc] = 0, (2.12)
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where pi∗[Di] denotes the pull back of the two-form dual to the divisor Di ⊂ B3 and [Z] is
the two-form dual to the section {z = 0} with divisor class Z. In fact, a natural candidate
for such a two-form is the combination [27]8
wX = −[S] + c1 + [Z]. (2.13)
To verify that the first requirement in (2.12) is fulfilled we note that the topological
intersection numbers of S with three base divisors are the same as those of Z. This is
because the additional P1 in S over C34 does not occur for generic curves in the product
of the divisor classes c1(K
−3
B ) and c1(K
−4
B ), but only for the vanishing locus of the specific
representatives a3 = 0 = a4. Furthermore, in a Weierstrass model the section Z is known
to satisfy
∫
Yˆ4
[Z]∧ ([Z] + c1)∧ . . . = 0, which is just right for wX to also satisfy the second
requirement in (2.12).
Note that the construction of wX automatically allows us to write down the G4-flux
associated with the U(1)X . Instead of elaborating on this flux in the simple U(1) model,
though, we proceed to an in-depth analysis of SU(5)× U(1)X models.
3 SU(5)× U(1)X Models, resolution and matter curves
In this section we extend the U(1)-restricted model by an SU(5) singularity in the fibre over
a divisor {w = 0} in the base B3. The standard procedure to generate an SU(5) singularity
over a divisor W is to fix the vanishing orders of the sections ai of the Tate polynomial
on {w = 0} according to Tate’s algorithm [10]. In addition, we must set a6 ≡ 0, since we
are interested in the U(1)-restricted version thereof.9 In summary, the Tate sections are
restricted as
a1 = a1, a2 = a2,1w, a3 = a3,2w
2, a4 = a4,3w
3. (3.1)
The discriminant now takes the form
∆ = w 5
(
P +Qw +Rw 2 + S w 3 + T w 4
)
, (3.2)
where
P = a41 a3,2 (−a1 a4,3 + a2,1 a3,2),
Q = a21 (−a21 a24,3 − 8 a1 a2,1 a3,2 a4,3 − a1 a33,2 + 8 a22,1 a23,2),
R = − 8 a21 a2,1 a24,3 + 30 a21 a23,2 a4,3 − 16 a1 a22,1 a3,2 a4,3 − 36 a1 a2,1 a33,2 + 16 a32,1 a23,2,
S = 96 a1 a3,2 a
2
4,3 − 16 a22,1 a24,3 − 72 a2,1 a23,2 a4,3 + 27 a43,2,
T = 64 a34,3.
Comparison with [10] confirms the presence of the SU(5)-singularity over w and further-
more suggests the following enhancement loci: co-dimension two enhancements occur on
the intersection of {w = 0} with
8This is true for models without non-abelian gauge groups. As we will see later, in presence of extra
non-abelian singularities this expression receives modifications (see also [33]).
9In the non-restricted case, we would impose the vanishing behaviour a6 = a6,5w
5.
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• {a1}, where ∆ vanishes to order 7, indicating SO(10)-enhancement,
• {a3,2}, and
• {a1 a4,3 − a2,1 a3,2}.
In the latter two cases ∆ vanishes to order 6, indicating SU(6)-enhancement. Co-dimension
three enhancements occur on
• {a1} ∩ {a2,1},
• {a1} ∩ {a3,2}, where in both cases ∆ vanishes to order 8, indicating SO(12)- or
E6-enhancement, and
• {a3,2} ∩ {a4,3}, where ∆ vanishes to order 7, indicating SU(7)-enhancement.
Note that the splitting of the SU(6)-enhancement curve, as well as the appearance of the
SU(7)-enhancement point, are features of the U(1)-restricted model that do not occur in
non-restricted SU(5)-models. Both are of course intimately related to the presence of a
U(1)X gauge symmetry as we will see.
3.1 Resolution
We next describe in detail the blow-up procedure to resolve the singularities of the above
model. To this aim four exceptional divisors are introduced to take care of the SU(5)
singularity in addition to the resolution divisor S from the U(1) restriction. The resolu-
tion process can be motivated by the Tate algorithm as is described in section 7 of [10].
Restricting ourselves to the In-branch for the moment and denoting, as before, the divisor
defining the GUT surface by {w = 0}, one can summarise the procedure as follows: Define
x0 = x, y0 = y on the original, singular manifold. Then at each step of the resolution
process, a new variable ei is introduced such that only those monomials with the lowest
order in (xk, yl, w) remain in PT |ei=0 for the current k, l. If the remaining polynomial
factorises into either xk P˜ or yl P˜ , one defines new coordinates on the blow-up by xk+1, yl
or xk, yl+1 respectively, where xk+1 = xk/w, yl+1 = yl/w. With the new coordinates the
process is then repeated. The algorithm terminates when PT |ei=0 does not factorise any
further.
Then the resolution process turns out as follows, where from each line to the next a
relabeling is implicit, losing the˜over the resolution coordinates in each case,10
(x, y, w)→ (x˜e1, y˜e1, w˜e1),
y → y1w (x, y1, w)→ (x˜e4, y˜1e4, w˜e4),
x→ x1w (x1, y1, w)→ (x˜1e2, y˜1e2, w˜e2),
y1 → y2w (x1, y2, w)→ (x˜1e3, y˜2e3, w˜e3).
10The order of the labels of the ei is chosen such that their intersection structure coincides with the
standard root intersection structure (see below).
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This may be summarised as
(x, y, w)→ (x˜e1e4e 22 e 23 , y˜e1e 24 e 22 e 33 , w˜e1e2e3e4).
If we were considering a generic SU(5) model, in which a6 is not set to zero, this would
be sufficient. For a6 = 0, one has to perform the additional resolution required by the U(1)
restriction. As before, this amounts to
(x, y)→ (x˜s, y˜s).
The total resolution process for the SU(5)× U(1)-restricted Tate model can thus be sum-
marised as
(x, y, w)→ (x˜se1e4e 22 e 23 , y˜se1e 24 e 22 e 33 , e0e1e2e3e4). (3.3)
Here w˜ was relabeled e0, motivated by the fact that it now denotes the divisor defining
the remaining P1 fibred over the GUT surface. Whereas, before the blow-up it defined the
entire (singular) torus fibration of that surface. The proper transform of the Tate equation
now becomes
y2 s e3 e4 + a1 x y z s+ a3,2 y z
3 e20 e1 e4
= x3 s2 e1 e
2
2 e3 + a2,1 x
2 z2 s e0 e1 e2 + a4,3 x z
4 e30 e
2
1 e2 e4.
(3.4)
Each of the blow-ups induces a new scaling relation by requiring charge invariance of
the resolution routine. As discussed already for the simple U(1) model of the previous
section, the blow-up (x, y) → (x˜s, y˜s) induces the divisor class S, and both x and y are
not charged under this class as it only appears on the resolved ambient space. Then
charge invariance requires x˜ and y˜ to obtain a charge of −1 under this new class S, or,
put differently, the scaling relation (x˜, y˜, s) ∼ (λ−1x˜, λ−1y˜, λs) is induced. Combining the
relations from all five blow-ups one arrives at a structure for the ambient space of the form
displayed in Table 1. Modulo base triangulations this structure allows for 36 triangulations.
It is also possible to arrive at the summarised resolution process (3.3) via different
blow-up routes, such as e.g.:
(1) :
(x, y, e0)→ (xe1, ye1, e0e1),
(y, e1)→ (ye4, e1e4),
(x, e4)→ (xe2, e4e2),
(y, e2)→ (ye3, e2e3),
(x, y)→ (xs, ys);
(2) :
(x, y)→ (xs, ys),
(y, s, e0)→ (ye4, se4, e0e4),
(s, e4)→ (se3, e4e3),
(s, e3)→ (se1, e3e1),
(s, e1)→ (se2, e1e2).
(3.5)
The induced set of scaling relations will be different in each case; however, each set is a
linear combination of each other set. The above choice, motivated by the Tate algorithm,
is used here because in this case only x, y, ei and e0 are charged under each of the Ei.
While the various possible resolution routes induce equivalent scaling relations, they
lead to partially inequivalent triangulations. Each triangulation leads to a different set of
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x y z s e1 e2 e3 e4 e0 PT
W · · · · · · · · 1 ·
K¯ 2 3 · · · · · · · 6
Z 2 3 1 · · · · · · 6
S −1 −1 · 1 · · · · · −1
E1 −1 −1 · · 1 · · · −1 −2
E2 −2 −2 · · · 1 · · −1 −4
E3 −2 −3 · · · · 1 · −1 −5
E4 −1 −2 · · · · · 1 −1 −3
−1 0 2 −1 1 0 0 1 2
0 −1 3 −1 2 1 0 1 3
0 0 0 0 v v v v v
Table 1. Divisor classes and coordinates of the ambient space, not including part of the base
coordinates and classes. Here x, y, z, s are coordinates of the “fibre ambient space” of the Calabi-
Yau four-fold. Furthermore, within the CY-four-fold, each of the zero loci of the ei consists of one
of the 5 P1s fibred over the GUT surface. For completeness the base classes W and K¯ = [c1(B)]
are included. The bottom of the table is only relevant to torically embedded Calabi-Yau four-folds.
It lists a choice for the vectors corresponding to the one-cones of the toric fan. Their relevance is
explained below.
coordinates which are not allowed to vanish simultaneously, i.e. a different Stanley-Reisner
ideal. As is well-known, these constraints can be deduced e.g. from the requirement that
the Fayet-Iliopoulos D-terms of the underlying linear sigma model is positive. Then the
differences between the triangulations become clear by considering the Stanley-Reisner
ideal. Its generator set includes the following elements for all triangulations
{xy, xe0e3, xe1e3, xe4, ye0e3, ye1, ye2, zs, ze1e4, ze2e4, ze3, se0, se1, se4, e0e2} (3.6)
along with one of the following 36 options,
{
ye0
ze4
}
⊗

xe0, xe1
xe0, ze2
ze1, ze2
⊗
{
se2
xe3
}
⊗

e0e3, e1e3
e0e3, e2e4
e1e4, e2e4
 . (3.7)
One notes however that these only lead to six different Calabi-Yau four-folds: From the
proper transform of the Tate polynomial (3.4) and the SR-ideal elements that occur for
all triangulations (3.6), it is clear that all elements of the first two columns of the above
list vanish on the Calaby-Yau four-fold. For example, even if Z may intersect E1 in the
ambient space, it never intersects any of the Ei on the four-fold. This allows us to fix the
elements from those two columns for the future analysis, and we make the canonical choice
ze4 and ze1, ze2. Let the remaining 6 triangulations be denoted by Tij with i ∈ {1, 2} and
j ∈ {1, 2, 3}, so i runs over the third and j over the last column.
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We conclude this discussion with the following comparison with resolutions in the
context of toric geometry: If the Calabi-Yau four-fold is embedded in a toric ambient
space, there exists an alternative resolution method, described in [14–17, 19]. In such a
case, the generators of the one-dimensional cones of the toric variety form a rational strictly
convex polytope in d real dimensions, where d is the complex dimension of the toric ambient
space. Monomials of the Tate polynomial (with the ai expanded) then correspond to points
in the polar dual polytope, the M-lattice polytope (if the Calabi-Yau is a hypersurface) or
to points in one element of the nef-partition of the polar dual polytope (if the Calabi-Yau
is a complete intersection).11
Restricting the Tate polynomial coefficients to ai = ai,kw
k therefore corresponds to
removing points from this dual polytope and constructing the dual of the remainder. As
was shown in [15], for the canonical choice of one-cones:
x = (−1, 0, 0), y = (0,−1, 0) z = (2, 3, 0) e0 = (2, 3, v) (3.8)
the above algorithm determines the exceptional variables in the SU(5) case to take the
form
e1 = (1, 2, v), e2 = (0, 0, v), e3 = (1, 1, v), e4 = (0, 1, v). (3.9)
Then the scaling relations induced by these one-cones are precisely the ones obtained in
the above-mentioned resolution process motivated by the Tate algorithm, and vice versa.
This nicely connects the two algorithms and provides a consistency check for the resolution
process.
Let us note that the structure of the above resolution ambient space is that of a torically
described ambient fibre fibred over a possibly non-toric base three-fold. We have further
seen that the blow-up procedure of [10], which holds for general models, produces the same
additional scaling relations as the alogrithm of [15] for torically embedded models. Then
for any potential gauge group inducing singularity, one can use Figure 3.2 and Table 3.1
of the toric paper [15] to immediately read off the scaling relations for the fibre ambient
space of the resolution, regardless of whether this resolution is toric or not. For the reader’s
convenience the structure of those scaling relations is summarised in Appendix C.
3.2 Fibre P1 structure
With the fibre ambient space of the resolution at hand, the natural next step is to investigate
the fibre itself. This is well-known to be generically a torus, which splits into 5 P1’s over
the GUT surface, and is expected to split into more than 5 P1’s over enhancement curves
and points on said surface. In addition, in the U(1)-restricted model the torus also splits
into 2 P1s over the locus a3,2 = a4,3 = 0. The intersection structure of the GUT-P1s is
expected to be that of the extended Dynkin diagram A˜4 associated with SU(5) on the
GUT-surface, A˜5 or D˜5 on the enhancement curves and A˜6, D˜6 or a degenerate version
of E˜6 on the enhancement points. The degeneration of the latter was recently noticed
in [25] in the framework of a small resolution process, as opposed to blow-up. Indeed, this
11The latter only holds if such a partition exists.
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(with correct P1-multiplicities for the D˜i-cases) is precisely the structure one finds in the
framework described thus far (and also in the independent [26]).
Determining the fibre structure is rather technical and we relegate the computations
to appendix A. Here we merely present the general idea and summarise the results of this
analysis.
First of all the 5 generic P1s in the fibre over the GUT surface are given by the fibres
of the divisors {ei = 0}, i ∈ {0, . . . , 4} inside the Calabi-Yau manifold. Put differently, the
P1s are given by the intersections
P1i = {ei} ∩ {PT |ei=0} ∩ {ya} ∩ {yb}, i = 0, . . . , 4 (3.10)
inside the five-fold which itself is obtained by fibreing the fibre ambient space over the
base.12 Here {ya}, {yb} denote divisors corresponding to base coordinates which are neither
{e0} nor any of the enhancement loci, and we assume that their intersection on the GUT-
surface is 1. For general intersection number n, (3.10) defines the formal sum of n P1is.
A standard and well-known property of the resolution P1s is that they intersect in
the fibre according to the extended Dynkin diagram of the gauge group G, which in this
case is SU(5). More precisely, the intersection pattern of the P1-fibred resolution divisors
i = 0, . . . , rk(G) is∫
Yˆ4
pi∗γ ∧ [Ei] ∧ [Ej ] = −Cij
∫
W
γ ∀ γ ∈ H4(B3) (3.11)
with Cij the Cartan matrix of G. We use the sign conventions that Cij has a +2 on the
diagonal. Indeed these intersection numbers are derived in detail in the appendix.
To see the P1-fibre structure above enhancement curves, one notes that PT |ei=0 may
factorise above certain loci. For example, consider the case i = 1. Generically, the first P1
denoted by P11 is given by
{e1} ∩ {y2 s e3 e4 + a1 x y z s} ∩ {ya} ∩ {yb}. (3.12)
Since ye1, se1, and ze1 are in the SR-ideal for all triangulations, this can be simplified to
{e1} ∩ {e3 e4 + a1 x} ∩ {ya} ∩ {yb}. (3.13)
On a1 6= 0 one can further use the SR-ideal elements xe4 and xe1e3 to express P11 as
{e1} ∩ {1 + a1 x} ∩ {ya} ∩ {yb}. (3.14)
On the other hand, on a1 = 0 P11 splits into two P1s, namely
P113 = {e1} ∩ {e3} ∩ {a1} ∩ {ya}, and
P114 = {e1} ∩ {e4} ∩ {a1} ∩ {ya}.
(3.15)
12In the case of toric Calabi-Yau hypersurfaces, e.g. this is simply the total ambient space; in the case
of CICYs (of the form PT ∩ PB1 ∩ ... ∩ PBn) this is the space given by the intersection of the various PBi
inside the overall ambient space.
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Again, this is to be understood as a complete intersection on the five-fold. The key to
describing the P1s over the curves is to realise that the Tate constraint, which is the second
intersection, may factorise over the higher co-dimension loci.
In some triangulations e1e3 is in the SR-ideal and no splitting occurs for P11; however,
for all triangulations some of the P1i split above the locus a1 = 0, such that a total of 6
different P1s appears. Their intersection structure changes to D˜6, the expected extended
Dynkin diagram associated to SO(10). We note that in this framework the correct multipli-
cities of the D˜6-diagram appear, which differs from the analysis in [25].
13 Similarly, above
the loci a3,2 = 0 and a2,1a3,2 − a1a4,3 = 0 the P1s generically split to form A˜5-structures.
The details of the splitting processes for each curve are collected in A.2.
Upon inspection of the enhancement points, one further finds A˜6-enhancement on
a3,2 = a4,3 = 0 and D˜6-enhancement on a1 = a3,2 = 0 - again with the correct multiplicities.
The appearance of the A˜6-enhancement is a speciality of the U(1)-restricted model and in
agreement with the field theoretic expectations, given the localisation of SU(5) singlets
along the curve a3,2 = 0 = a4,3.
On the locus a1 = a2,1 = 0 on the other hand, 2 pairs of triangulations (Ti1 and
Ti3) lead to (two different) almost-E6-structures, where one of the multiplicities is not as
expected from the E6-Dynkin diagram, while the remaining pair of triangulations (Ti2)
leads to the non-Dynkin type structure, which in [25] was named T−3,3,3. Again, the details
can be found in A.3.
As an example the P1-structure and splitting process for triangulation T11 (in the
notation introduced after (3.7)) is depicted in Figure 1.
3.3 SU(5) matter curves from co-dimension two enhancements
Having understood in detail the P1-structure of the resolved fibre, we can address the
physical interpretation of the co-dimension two loci as matter surfaces [40] and of the
enhancement points as point of Yukawa interactions [2, 4]. For definiteness the follow-
ing analysis is carried out for the triangulation T11. The remaining cases are covered in
appendix A, to which we refer again for most of the technical details.
Let us first recall the general picture expected to emerge from well-known arguments
by F/M-theory duality: We start with the fields charged under the non-abelian gauge group
G = SU(5), beginning in co-dimension one, i.e. over the surface W on the base B3. There
are two sources for the gauge bosons in the adjoint representation. The Cartan generators
of the adjoint representation of G are obtained from expansion of the three-form potential
into the two-forms dual to the resolution divisors Ei, i = 1, . . . , rk(G). In addition, M2-
branes wrapping the P1’s of the degenerated fibre can join in all possible ways to form,
together with the opposite orientation, the complete set of roots of the Lie algebra. In this
picture, the M2-branes wrapping a single P1i are the simple roots αi of the Lie algebra of
G.
On co-dimension two loci the singularity enhances further to G˜ = SO(10) or SU(6).
Along these curves some of the P1’s in the fibre split and fuse to form new P1’s with
13T.W. thanks Thomas Grimm for pointing this out.
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Figure 1. The P1-structure and splitting process for triangulation T11. The dashed lines encircling
one or several P1s in the 2nd and 3rd row correspond to the ones of the top diagram, each identified
by their colour. Those P1s which are marked by a double index with two numbers always have
multiplicity 2, except P124 in the 10 10 5-diagram, which has multiplicity 3. All other P1s have
multiplicity 1.
a different intersection pattern. While M2-branes wrapping the ‘original’ P1’s are still
present, there are extra massless states from M2-branes wrapping those new combinations
of P1’s. Again, these states include the adjoint representation of G. The additional M2-
branes wrapping a split P1 can join with the M2-branes wrapping the roots to make up
further representations of G.
In co-dimension three there arises yet another enhancement of the singularity in the
fibre, and hence, in the resolved manifold additional spheres over these points. Further
splittings and fusions occur such that we obtain even more states and, therefore, extra
representations at these loci. These points are at the intersection of two enhancement
curves. According to the previous argument, the representations before the enhancement
always have to be included in the representation at the enhancement. Hence, at these points
we have the representations of both curves. The factorisation of spheres gives us a splitting
of states into different representations. Put differently, at these points M2-branes of two
possibly different representations can join and form a state in another representation of
the group G. These gives us the Yukawa couplings to matter localised at the enhancement
curves.
After these general remarks, we turn in greater detail to the matter representations in
co-dimension two and exemplify how the above picture is realised. In our notation CR is the
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matter surface in the four-fold Yˆ4 associated with representation R of G. The projection
of CR to the base B3 is denoted by CR. For example, for R = 10 of SU(5), it turns out
that C10 = {w = 0}∩{a1 = 0} on B3. The representation R is characterised by its highest
weight vector ~β1R. Its descendants
~βkR, k = 2, . . . , dim(R), are obtained by acting with the
root vectors. Each of the dim(R) components of the representation R corresponds to a
surface CkR given by fibreing suitable combinations of P1s over CR. The associated physical
state is described by a M2-brane wrapping the fibre of CkR. From the above we see that
CR splits into various components of this representation.
To see what kind of new representations appear it is most convenient to calculate the
Cartan charges of the new states and compare them with the charges as given in weight
tables of the representations of G, e.g. [41]. Note that this very general procedure has been
applied in various places in the M-theory literature, in particular also in the recent [26].
Since the gauge bosons in the Cartan of G corresponding to Cartan generator Hi are
associated with the two-forms dual to the resolution divisors Ei, the Cartan charges of
a state are obtained by integrating these two-forms over the two-cycle wrapped by the
M2-brane. Indeed the integrals become the intersection numbers of the curve associated
with the state and the Ei’s.
Let us therefore intersect the new curves P1αβ that accrue on the enhancement loci
with the divisors Ei. To do so, we use the fact that the six-form |T 2|, dual to the generic
elliptic curve, is a form entirely on B3,
|T 2| · Ei = 0 , (3.16)
and that the sum of the split curves has to add up to the class of the original one,
|P1i| =
∑
α, β
mαβ |P1αβ| and in particular |T 2| =
4∑
i=0
|P1i| . (3.17)
Here mαβ is the multiplicity of the split components and |C| is the class to the curve
C. With (3.16) and (3.17) we can formulate all products |P1αβ| · Ei in terms of effective
intersections which we can read off from the equations in appendix A. As an example, let
us consider P14 in the notation of (3.10) and its splitting on the 10-curve. First of all, from
the intersection structure derived in Appendix A.1, we obtain
|P14| · (E0, E1, E2, E3) = (1, 0, 0, 1) (3.18)
for the intersections of P14. Together with (3.16) and (3.17), this gives the Cartan charges
|P14| · (E1, E2, E3, E4) = (0, 0, 1, −2), (3.19)
which corresponds to the root α4 of SU(5). Similarly, we may obtain the Cartan charges
of P11, P12, P13 which represent, in the obvious way, the other simple roots of SU(5). From
appendix A.2, we see that, for the triangulation we are using here, P14 splits into P114,
P124 and P14D. Furthermore, from tables A.16 and A.18 we observe that P114 has the same
Cartan charges as P11. To calculate the Cartan charges of P124, we use
|P12| = |P124|+ |P12B| . (3.20)
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The Cartan charges of P12B are obtained in the same way as those of P12. With (3.17), we
then not only identify the Cartan charges of P124 but also those of P14D,
|P124|
|P14D|
}
· (E1, E2, E3, E4) =
{
(1, −1, 1, −1)
(1, 0, 0, −1) . (3.21)
By comparing these vectors with the tables of the irreducible representations of SU(5)
as listed e.g. in [41], we find that M2-branes wrapping
P124 =: −P1C510 , P
1
4D =: P1C610 or P
1
2B =: P1C710 (3.22)
are states of the 10-representation. Indeed, it is possible to identify all of the matter
surfaces Ck10, the result of which is listed in table A.19. Finally, the same type of analysis
applied to the two 5-matter curves in appendix A.2 reveals the matter surfaces associated
with the fundamental representations, see tables A.27 and A.33.
3.4 U(1)X generator, matter charges and SU(5) singlets
Let us now address the extra U(1) gauge group factor which appears in the U(1)-restricted
model. We will generalise the construction of the specific two-form wX of eq. (2.13) leading
to a U(1)X gauge potential AX via C3 = AX ∧wX from the pure U(1)X model of section 2.
It is sensible to define U(1)X to be orthogonal to the Cartan U(1)s within G = SU(5).
To this end let us first recall some elementary group theoretic facts concerning the Cartan
U(1)s in a non-abelian gauge group.
Since it will turn out that G = SU(5) and the properly defined U(1)X enjoy an
embedding into a higher group G˜, we phrase this discussion in the language of some non-
abelian group G˜ containing the original G as a subgroup according to G˜→ G×U(1)X for
U(1)X in the Cartan of G˜. To describe U(1)X ⊂ G˜ one specifies a linear combination
X =
rk(G˜)∑
I=1
tIHI , with HI the Cartan generators of G˜. (3.23)
Under the decomposition G˜ → G × U(1)X the irreducible representations R′ of G˜ de-
composes into a direct sum of irreducible representations Rq of G with U(1)X charge q,
R′ = ⊕qRq. The weight vector ~βkR′ of the states of an irreducible representation R′ can be
expanded in terms of the simple roots of G˜,
~βkRq = [β
k
Rq ]
IαI , I = 1, . . . , rk(G˜). (3.24)
Under the decomposition of R′, we obtain the U(1)X charge q of Rq by
q = tI CIJ [β
k
Rq ]
J =: tI [βkRq ]I ∀k ≤ rk(Rq) . (3.25)
Here CIJ is the Cartan matrix of G˜ and [β
k
Rq
]I , with indices downstairs, are the G˜-Cartan
charges of the state corresponding to ~βkRq .
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Figure 2. Schematic drawing of the intersection of the generic and degenerate elliptic fibre with
the divisors S and Z in the triangulation T11. The green and blue crosses indicate the intersection
points of Z and S, respectively, with the fibre. On the SU(2)-curve S itself becomes a P1. Note
that enhancement points (Yukawa interactions) are ignored in this picture.
To understand how the extra U(1) due to the resolution divisor S fits in, we first
consider the combination
E5 := S − Z − [c1(B3)], (3.26)
which is the na¨ıve analogue of the two-form defined in (2.13) that described the U(1)
generator in the U(1)-restricted model without extra gauge group. In appendix B we
derive the intersection numbers of the resolution divisor S and the remaining divisors of
Yˆ4. In Figure 2 we further depict the intersections of S and Z with the various P1s. From
these we find that, again in triangulation T11 for definiteness,∫
Yˆ4
pi∗γ ∧ [Ei] ∧ [E5] = |P1i| · E5
∫
W
γ = δ3,i
∫
W
γ ∀ γ ∈ H4(B3). (3.27)
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Then only α3, the M2-brane wrapping P13, obtains a non-zero charge under the additional
U(1). More precisely, we can formally extend the set of SU(5) Cartan divisors {Ei, i =
1, . . . , 4} by E5 into the set {EI , I = 1, . . . , 5} and observe the relations, valid for all
γ ∈ H4(B3),
∫
Yˆ4
pi∗γ ∧ [Ei] ∧ [EJ ] = |P1i| · EJ
∫
W
γ =

−2 1 0 0 0
1 −2 1 0 0
0 1 −2 1 1
0 0 1 −2 0

∫
W
γ (3.28)
and
∫
Yˆ4
pi∗γ ∧ [E5] ∧ [E5] = −2
∫
B3
γ ∧ c1 . (3.29)
The matrix in (3.28) is, up to the last row and a sign, the Cartan matrix CIJ of SO(10).
The fact that the integral involving 2 factors of E5 does not localise on the SU(5) surface
W is just as expected, as otherwise we would encounter a fifth root α5 and, therefore,
gauge group SO(10) on W , not SU(5). Nonetheless, the hidden appearance of SO(10) at
a group theoretic level is now apparent. Indeed, we will see momentarily that the charges
of all matter representations do allow for an interpretation in terms of the embedding of
G = SU(5) into G˜ = SO(10). Note that we have derived this structure exploiting solely
the intersection properties of the resolution divisors computed in detail in the appendix.
From group theory it is known that the U(1)X generator
X =
5∑
I=1
tI HI = 4
5∑
I=1
CI5HI with C
IJCJK = δ
I
K (3.30)
breaks SO(10) to SU(5) by ‘removing’ the simple root α5. All the other roots, {αi, i =
1, . . . , 4}, are uncharged under this U(1)X .
From this anew group theory interlude, it is obvious that the divisor
WX = −
5∑
I=1
tI EI with ~t = (2, 4, 6, 3, 5)
T (3.31)
is orthogonal to all the (simple) roots of SU(5),∫
Yˆ4
wX ∧ [Ei] ∧ pi∗γ = |P1i| ·WX
∫
B3
γ ∧ [W ] = 0 ∀ γ ∈ H4(B3). (3.32)
By wX we denote the dual two-form to the divisor WX . Up to an overall factor that
determines the normalisation for the U(1)X charges of the matter states, as will be seen
momentarily.
Having WX puts us into a position to compute the U(1)X charge of the SU(5) matter
states in the various representations Rq. From the described way how the group theoretic
properties are encoded in the geometry, it is clear that the charge q of a state of the
representation Rq can be computed by evaluating
|P1
CkRq
| ·WX =
5∑
I=1
(
|P1
CkRq
| · EI
)
tI = q . (3.33)
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To calculate this charge we need, besides the already known weights [βkRq ]i, the in-
tersection of P1
CkRq
with E5. The computation of this intersection proceeds in a manner
analogous to the computation of the intersection of the matter P1s with the SU(5) divisors
Ei, detailed in the previous section. It uses in particular the intersection numbers (3.27).
If we add this value as a fifth entry to the Cartan charges of the weight vector we can
write the U(1)X charge as
qR = t
I [βkRq ]I . (3.34)
For the 10 representation this procedure leads to
q10 = t
I [βk10]I = −1. (3.35)
What we should note here is that the extended weights are those of the 16-representation
of SO(10), to be more specific, those of the 10−1 part when SO(10) is broken to SU(5)×
U(1)X .
Repeating the above steps for the two 5-curves {a3,2 = w = 0} and {a1 a4,3−a2,1 a3,2 =
w = 0} curve, we obtain for the U(1)X -charge
q5 = −3 and q5 = 2 , (3.36)
respectively. Here the 5−3 comes again from the 16-representation of SO(10) and 52 from
its 10-representation.
Note that the states descending from the spinorial 16 representation of SO(10) have
no perturbative analogue. In Type IIB language they arise from multi-pronged [p,q]-strings
as discussed e.g. in [42]. The 52 on the other hand does have a perturbative description in
terms of fundamental strings. This of course is in agreement with, and moreover explains,
the fact that the 10−110−152 coupling is present in F-theory and not perturbatively in
IIB. While, as pointed out in [39, 43], the U(1) selection rules operate in exactly the same
way as in Type IIB the charge of the states may differ because non-perturbative states are
present.
What is still left are the states on the SU(2)-curve, {a3,2 = a4,3 = 0}. Along this co-
dimension two locus the fibre degenerates to two P1’s intersecting each other in two points,
see appendix A.4 for further details. Since the SU(2)-curve is normal to the GUT-divisor
W , the M2-branes wrapping these spheres will not be charged under the Cartans of the
SU(5). However, they have a non-zero weight under E5. Using the fact that the generic
elliptic fibre is pierced once, both from S and Z, we find
(S − Z) · |T 2| = (S − Z) · (|P11−5 |+ |P115 |) = 0 . (3.37)
From this relation we can deduce the E5-weight of these states. Their total weight vectors
are
|P11−5 | · EI = (0, 0, 0, 0, −1) and |P115 | · EI = (0, 0, 0, 0, 1) . (3.38)
This is the missing singlet state plus conjugate of the decomposition of the 16-representation
of SO(10). Consistently, we find that its U(1)X -charge is
q1 = −5 . (3.39)
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The spectrum of the SU(5) × U(1)X model along with the particle interpretation in
the context of an SU(5) GUT model is summarised in table 3.40.14
Matter curve CR Rq SO(10) origin GUT interpretation
{a1 = w = 0} 10−1 16 (QL, U cR, ecR)
{a3,2 = w = 0} 53 16 (DcR, L)
{a1 a4,3 − a2,1 a3,2 = w = 0} 52 + 5−2 10 Higgs
{a3,2 = a4,3 = 0} 1−5 16 N cR
(3.40)
4 G4-Flux in U(1)-restricted Tate models
4.1 Chiral matter from G4-fluxes
After this discussion of resolutions and the structure of the matter curves, we are in the
position to approach the construction of a class of chirality inducing gauge fluxes. What
we have achieved towards this aim so far is the construction of a two-form wX ∈ H1,1(Yˆ4),
explicitly
wX = −t5([S]− [Z]− c1(B3))−
4∑
i=1
ti[Ei] = −
5∑
I
tI [EI ], t
I = (2, 4, 6, 3, 5), (4.1)
which satisfies the constraint (2.12). Upon expansion of the M-theory three-form as C3 =
AX ∧ wX this realises a U(1)X gauge potential AX . Now, in view of
C3 = AX ∧ wX + . . . =⇒ dC3 = dAX ∧ wX (4.2)
it is clear that this construction of a massless U(1)X potential automatically yields a natural
candidate for the associated gauge flux [32]. The flux is obtained, as usual, by replacing
the three- respectively the four-dimensional field strength dAX by an internal two-form
FX ∈ H1,1(Yˆ4),
G4 = FX ∧ wX . (4.3)
In fact, the well-known condition for an element of H4(Yˆ4) to yield a suitable gauge flux
is, similar to (2.12),∫
Yˆ4
G4 ∧ pi∗[Da] ∧ pi∗[Db] = 0,
∫
Yˆ4
G4 ∧ [Z] ∧ pi∗[Da] = 0, (4.4)
which is clearly satisfied as long as FX ∈ H1,1(B3). In this case also the F-term supersym-
metry condition G4 ∈ H2,2(Yˆ4) holds automatically.
14The matter states arising in the U(1)-restricted case of [33] can similarly be summarised as states in
the triplet representation of SU(3). However, the charge normalisation of this paper differs by a factor of 1
2
.
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The two-form FX must be quantised in agreement with the M-theory version [23] of
the Type IIB Freed-Witten quantisation condition [44],
G4 +
1
2
c2(Yˆ4) ∈ H4(Yˆ4,Z). (4.5)
For an analysis of this constraint in the recent F-theory literature see [45]. To evaluate
this quantisation condition in the case at hand we must compute c2(Yˆ4) for the resolved
space and analyse its divisability properties mod 2. The details of this computation will be
presented in [36]. Since we will need it for concrete applications, though, we display the
final result already here:
c2(Yˆ4) = c2(Y4) + ∆c2, (4.6)
c2(Y4) = c2(B3)− c21 + 12[Z]2, (4.7)
∆c2 = −[W ] wX + 2 [W ]
{
[Z] + [K¯]− [S] + [E2] + [E3]
}− 2 [X] [E3] (4.8)
+2 [K¯]
{
3
(
[Z] + [K¯]− [S])− (3ui + 2 vi − 1i) [Ei]}
In the above, c2(Y4) is the expression referring to the smooth Weierstrass model and ∆c2
represents the corrections, computed in [36], from blow-up of the codimension-one SU(5)
and codimension-two SU(2) singularities. The entries of ~u = (1, 2, 2, 1) and ~v = (1, 2, 3, 2)
are the coefficients of the proper transform of the fibre coordinates x and y with respect
to the resolution divisors Ei as displayed in Tabel 1 (and ~1 = (1, 1, 1, 1)). One deduces
that ∆c2 = [W ] ∧ wX mod 2, which, combined with c2(Y4) ∈ H2(Y4, 2Z) [45], yields the
quantisation condition
pi∗FX +
1
2
[W ] ∈ H2(Yˆ4,Z). (4.9)
To conclude, the construction of the massless U(1)X via the U(1)-restricted Tate model,
as pursued in [27] and in this paper, gives for free a special type of G4 gauge flux. This
was independently realised and worked out in great detail also in the recent [33], which
has substantial overlap with our work in this regard, even though the logic of the approach
and the explicit techniques differ. Note that flux of the type (4.3) is special in that it can
be written as the product of two harmonic forms. We will have more to say about fluxes
not sharing this property in section 4.5.
Of course the main motivation to consider gauge fluxes in compactifications is the fact
that they can give rise to a chiral spectrum of charged matter modes. According to the
general expectation (see e.g. [2, 6]) the chiral index of an N = 1 chiral multiplet localised
on a matter surface should be given by an appropriate integral of G4 over the corresponding
locus. To the best of our knowledge no derivation from first principles, i.e. involving the
physics of wrapped M2-branes, of this intuitive assertion has been given. However, it is
possible to compare this ansatz with known expressions in dual heterotic or Type IIB
setups. Indeed, this is the route we will follow (see also [33] and, for a similar treatment
of the so-called spectral divisor proposal for gauge fluxes, [26]).
Consider a matter multiplet in representation Rq localised on the matter surface CRq .
In keeping with the notation of the previous section, we denote by ~βkR the weight vector
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associated with Rq and by C
k
R the corresponding component of the matter surface. From
general arguments [2, 6] the chiral index is given by integrating G4 over C
k
Rq
, where each
value of k should give the same result. Since we have the full geometric structure of the
matter surfaces CkR at our disposal, we can explicitly compute this quantity and check if
this is the case. Since the flux splits as in (4.3) the integral reduces to
χ(Rq) =
∫
CkRq
pi∗FX ∧ wX = |P1CkRq | ·WX
∫
CRq
ı∗FX . (4.10)
Now we use the result of (3.33), where we showed that for each value of k the pre-factor
just gives the U(1)X charge q of the state. To summarise, we have found that
χ(Rq) = q
∫
CRq
ı∗FX . (4.11)
This matches precisely the chiral index derived from the Hirzebruch-Riemann-Roch the-
orem for matter at the intersection curves of two seven-branes in perturbative Type IIB
orientifolds (see e.g. [46] for a discussion and references). As we will discuss in section 4.3
it is also consistent with heterotic duality and spectral covers.
Note that the final expression (4.11) is of course straightforward to evaluate given a
concrete Calabi-Yau four-fold Y4 as it only involves an integral of FX over the curve CR in
the base. For the case of the SU(5)× U(1)X model the U(1)X charges and the curves CR
of the various matter representations are summarised in (3.40).
4.2 Global constraints: D3-tadpole, D-term and Stu¨ckelberg masses
In this section we describe the global consistency conditions that must be satisfied by the
G4-flux. In fact, it is these global aspects for which a full understanding of fluxes in terms
of explicit four-forms becomes particularly important.
Turning on G4-flux leads to a contribution in the M2/D3-tadpole condition of the
form [22]
ND3 +
1
2
∫
Yˆ4
G4 ∧G4 = χ(Yˆ4)
24
(4.12)
with χ(Yˆ4) the Euler characteristic of the resolved elliptic four-fold. Given the concrete
expression for G4 in (4.3) it is a simple matter to compute the flux contribution explicitly,
1
2
∫
Yˆ4
G4 ∧G4 = 1
2
∫
Yˆ4
pi∗FX ∧ pi∗FX ∧
( 5∑
I
tI [EI ]
)
∧
( 5∑
J
tJ [EJ ]
)
. (4.13)
This is straightforwardly evaluated with the help of the intersection numbers collected in
appendix B, see also (3.28). The result is
1
2
∫
Yˆ4
G4 ∧G4 =
∫
B3
FX ∧ FX ∧
(Q
2
[W ]− (t5)2 c1(B3)
)
(4.14)
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with a group theoretic factor
Q = −
5∑
(I,J)6=(5,5)
tJ CIJ t
J = 30 (4.15)
in terms of the SO(10) Cartan matrix CIJ . The numerical result for this case is then
1
2
∫
Yˆ4
G4 ∧G4 =
∫
B3
FX ∧ FX ∧ (15 [W ]− 25 c1(B3)) . (4.16)
Switching on U(1)X gauge flux of the form (4.3) generates a Ka¨hler moduli dependent
D-term in the four-dimensionalN = 1 effective action. This D-term is rooted in the gauging
of the shift symmetry of some of the N = 1 chiral multiplets corresponding to the Ka¨hler
moduli. As a result, the U(1)X symmetry receives a G4-flux dependent Stu¨ckelberg mass
and only remains as a global symmetry in the low-energy effective action. Both the fact
that U(1)X is not present as a massless gauge symmetry and its persistence as a selection
rule broken only by M5-instantons15 is of course rather important for phenomenological
applications.
The G4-induced gauging, the resulting flux-induced U(1)X mass and the D-term can
be computed very explicitly via F/M-theory duality. Their origin in the eleven-dimensional
supergravity is the Chern-Simons coupling SCS =
1
12
∫
C3 ∧ G4 ∧ G4. As shown in detail
in [13, 39], dimensional reduction of the M-theory action on Yˆ4 including G4 flux leads to an
action in 3 dimensions which can be brought into the standard form of three-dimensional
N = 2 gauged supergravity. Upon uplifting this three-dimensional action to 4 dimensions,
one recovers, amongst other things, precisely the form of a D-term potential as well as the
flux induced Stu¨ckelberg masses.
While the reader is referred to [13, 39] for the details of this dimensional reduction,
we here sketch the main ideas for completeness. One ingredient in the D-term piece of the
three-dimensional scalar potential is the moduli dependent function T , which in the case
at hand takes the form
T = 1
4V2
∫
Yˆ4
J ∧ J ∧G4. (4.17)
Here J is the Ka¨hler form of the Calabi-Yau four-fold Yˆ4 and V its volume. The vec-
tor multiplet content in 3 dimensions associated with the seven-brane U(1)s follows from
expansion of the Ka¨hler form and M-theory three-form as
J = vΛwΛ + . . . , C3 = A
ΛwΛ + . . . (4.18)
with wΛ the set of all resolution two-forms introduced by resolution of the various fibre
singularities. The bosonic degrees of freedom of the vector multiplets are (ξΛ, AΛ) upon
rescaling ξΛ = v
Λ
V [13]. The three-dimensional D-term associated with a specific U(1)Λ
with potential AΛ is now given by the expression
DΛ = ∂ξΛT |ξΛ=0. (4.19)
15Recent investigations of M5/D3-instantons in this context include [34, 43, 47–51].
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Applied to the current framework of the SU(5)×U(1)X model with U(1)X flux G4 we
are interested in the D-term associated with the multiplet (ξX , AX). From the above we
deduce that the D-term of the three-dimensional supergravity is given by 12V
∫
Yˆ4
wX∧J∧G4.
This form of the D-term for U(1)X flux was already anticipated in [27].
To evaluate the appearing integral one performs the same type of computation that
leads to the expression for 12
∫
Yˆ4
G4 ∧G4. Furthermore one still has to uplift the D-term to
the four-dimensional effective action as corresponding to the F-theory limit. This requires
rescaling the linear multiplets describing the Ka¨hler moduli as detailed in [13]. The effect
of this rescaling is to replace the prefactor 12V by
1
VB , where VB is the volume of the base
space B3. Taking this into account and combining it with (4.16) the result for the D-term
of the four-dimensional effective action is
DX = − 2VB
∫
B3
J ∧ FX ∧ (15 [W ]− 25 c1(B3)) . (4.20)
In the presence of N = 1 chiral matter multiplets Φi charged under U(1)X the full
D-term potential takes the usual form
VD '
(∑
i
qi |φi|2 +DX
)2
. (4.21)
If we insist on unbroken gauge symmetry the VEV of the charged matter fields must vanish
term by term and the gauge flux must satisfy the D-term supersymmetry condition∫
B3
J ∧ FX ∧ (15 [W ]− 25 c1(B3)) = 0. (4.22)
This constraint must be met inside the Ka¨hler cone. In absence of any mass terms for the
matter fields, however, the D-term DX = 0 of course fixes only one linear combination
of matter field VEVs and Ka¨hler moduli. Finally note that the SU(5) singlets 15 + c.c.
localised at the matter surface C34 of SU(2) enhancement correspond to recombination
moduli whose VEV breaks U(1)X without affecting the SU(5) symmetry. We will come
back to this point in section 4.5.
4.3 Comparison with split spectral cover bundles
It is interesting to compare the globally defined U(1)X G4-flux with the bundles constructed
in the spectral cover approach [6, 52]. The spectral covers encode the geometry of the
neighbourhood of the GUT brane W . It is therefore expected that they correctly capture
local quantities such as the chiral index of SU(5) charged matter, but might miss certain
corrections that are sensitive to global details of the four-fold away from the GUT brane. A
proposal for a global completion of spectral covers has been made in [53] and, for the case
of non-split spectral covers, further subjected to global tests in [26]. However, since we are
interested here in models with U(1)X symmetry the analogous spectral cover is of the so-
called split type [28], [29],[16], generalising the construction of S[U(N)×U(1)] spectral cover
bundles from the heterotic string [54–56]. According to the general arguments of [27, 31]
such split spectral covers are much more sensitive to the global details of the model and
we do not expect to obtain quantitative match at all levels.
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To be explicit we compare our fluxes to the S[U(4) × U(1)X ] bundles in the form
described in [16]. Such bundles are constructed in terms of a U(4) bundle V and a line
bundle L with c1(V ) + c1(L) = 0. The U(1)X G4-flux is analogous only to a special type
of such bundles where the non-abelian data of V - associated with the SU(4) piece of the
structure group - are switched off. In the notation of [16], eq. (85), the corresponding split
spectral cover bundle is achieved by setting λ = 0. The flux is then effectively described
only by a two-form on W , given in the notation of [16] by the quantity 14 ζ ∈ H1,1(W )
subject to the quantisation condition, eq. (87),
1
4
ζ +
1
2
c1(W ) ∈ H2(W,Z). (4.23)
Our claim is that the U(1)X G4-flux is the precise global completion of this type of
local split spectral cover flux. In particular one must identify ζ/4 with the two-form FX
that appears in G4 = FX ∧wX . From the start it is clear that the G4-flux is more general
as FX need not be an element of H
2(W ) but rather of H2(B3). Indeed, inspection of the
chirality formulae for the SU(5) charged matter eq. (90), (92), (93) of [16], confirms that
they precisely match our global result (4.11) if we identify FX and ζ/4. On the other hand,
consider the chiral index of the GUT singlets 15 localised on the curve C34 away from the
GUT brane. In [16], eq. (97), a conjecture was made for the chiral index of these singlets
(see also [35]), generalising the arguments that had lead to the chiral index of the GUT
matter, which in our case reads χ(15)|sp. cover = 5
∫
B3
ζ
4∧W∧2c1(W ). In the globally defined
U(1)X model, the matter curve C34 of the singlets is in the class −12 c1(B3)∧ c1(B3). For
a general GUT surface W , the two expressions do therefore not match. This does not come
as a surprise, given the local limitations of the split spectral cover.
Finally consider the D3-brane tadpole, given for the U(1)X G4-flux of this paper by
(4.16). The corresponding formula in the split spectral cover, eqn. (100) of [16], is 12
∫
Yˆ4
G4∧
G4 ↔ −10
∫
B3
ζ
4 ∧ ζ4 ∧W . The reason for the mismatch with the globally correct result
(4.16) is that the latter receives contributions away from W given by the second term. To
understand this better note that heuristically we can think of c1(B3) as the class of the
part of the discriminant locus that meets the GUT brane in the SO(10) curve a1 = 0.
16
In the spectral cover approach the spectral cover is viewed as a local deformation of the
GUT brane obtained by tilting some of its components in the normal direction. This
morally describes the component of the I1 discriminant locus in the neighbourhood of
the GUT brane. At a computational level the two ”branes” - {w = 0} and {a1 = 0}
- are not distinguished properly. Interestingly, if we indeed identified the classes W and
c1(B3) in (4.16) we would precisely recover the wrong spectral cover result.
17 Similarly
we find a mismatch in the quantisation condition (4.23) of the spectral cover flux and the
result (4.9) for the global G4-flux. Restricted to the GUT surface W , the latter gives
[FX +
1
2(c1(B3) + c1(W ))]|W ∈ H2(W,Z) by adjunction, which again differs by global
corrections due to c1(B3).
16Recall that a1 is a section of K
−1
B3
.
17The same logic almost works - up to an overall factor of 3 - for comparison of the chiral indices for the
GUT singlets.
– 28 –
In conclusion we have demonstrated that the U(1)X gauge flux is perfectly consistent
with the interpretation of a proper globalisation of the split spectral cover flux obtained
by setting λ = 0. It agrees, where it should, with the spectral cover results and corrects
these where the latter are no longer applicable.
4.4 A three-generation model
As an illustration we now present an F-theory SU(5)×U(1)X model based on a well-defined
Calabi-Yau four-fold and incorporate the G4-flux analysed in this paper to achieve 3 chiral
generations of GUT matter. The example geometry we pick is the model of section 4.1.5
of [18]. The base B3 is P4[3] blown-up over two curves and one point. The scaling relations
of the homogeneous coordinates on the basis are:
y1 y2 y3 y4 y5 y6 y7 y8
H1 1 0 0 1 1 1 1 0
H2 1 0 0 0 1 0 0 1
H3 0 1 0 0 0 1 1 0
H4 0 0 1 0 0 1 0 0
(4.24)
For later use we note that [c1(B3)] = 2H1 +H2 + 2H3 +H4. The intersection form is
I = 2H1H2H4 +H
3
3 +H1H
2
2 − 2H32 +H21H3 −H1H23 − 2H21H4
− 2H2H24 −H31 − 2H22H4 + 2H1H3H4 − 2H23H4.
(4.25)
We take w ≡ y1 as the GUT coordinate and enforce the SU(5) × U(1)X restricted
Tate model. This choice is motivated by the fact that the brane {y1 = 0} is a del Pezzo 4
surface, which makes it suitable for GUT breaking via hypercharge flux as in [4, 5]. Since
the four-fold is realised as a complete intersection in a toric space, we can perform all
computations directly in the framework of toric geometry.18 In particular, this allows us
to compute the Euler characteristic of the resolved Yˆ4 as
χ(Yˆ4)
24
=
45
2
. (4.26)
In order to construct a well-defined G4-flux we must satisfy the quantisation condition
(4.9). Consistently, this results in a half-integer number for the flux induced three-tadpole
1
2
∫
Yˆ4
G4∧G4, which, together with (4.26), guarantees an integer number ND3 of D3-branes
according to (4.12).
It is now a simple matter to search for three-generation solutions. For example, the
flux choice
FX =
1
2
([H1] + [H2] + 10 [H3]− 8 [H4]) (4.27)
results in the desirable values19
χ(10) = −
∫
C10
FX = −3, χ(5m) = 3
∫
C5m
FX = −3, χ(5H) = 2
∫
C5H
FX = 0.
(4.28)
18The unresolved ambient space of the four-fold is given in (146) of [18].
19Note that we are counting the chiral index of 5m as opposed to 5m.
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The number of SU(5) singlets 15 comes out rather large, 5
∫
C15
FX = −315. To see
how many of these states can be interpretated as right-handed neutrinos we would have
to analyse in detail the Yukawa couplings 5m5H15. Clearly a detailed phenomenological
investigation of this toy model is not what we are aiming for here. Rather we do note that
the D3-brane tadpole induced by the gauge flux is
1
2
∫
Yˆ4
(wX ∧ FX) ∧ (wX ∧ FX) = 15
2
. (4.29)
The D3-brane tadpole cancellation condition can thus well be satisfied with our flux without
the need for anti-D3 branes. Importantly, the flux induced D-term has a solution DX = 0
inside the Ka¨hler cone. Explicitly if we expand the Ka¨hler form in terms of the Ka¨hler
cone generators as J =
∑
i riv1 with ri ∈ R+ and
v1 = H1 +H3, v2 = H1 +H3 +H4, v3 = H1 +H2,
v4 = H1 +H2 +H3, v5 = 2H1 + 2H2 −H4, (4.30)
the D-term condition
DX ' 100r1 + 190r2 + 75r3 − 90r4 = 0 (4.31)
can be solved on a co-dimension one locus inside the Ka¨hler cone, as required.
Thus we have found a globally consistent three-generation SU(5) GUT model with
supersymmetric flux for which three-brane tadpole cancellation can be achieved by intro-
ducing an integer number of D3-branes. More refined model building involving globally
defined G4-fluxes along these lines is left for future work.
4.5 Generalising the flux to chiral non-restricted SU(5)-models
The G4-flux considered so far is special in the following sense: For a Calabi-Yau four-
fold H2,2(Yˆ4) splits into the so-called vertical and horizontal subspaces H
2,2
vert(Yˆ4) and
H
(2,2)
hor (Yˆ4) [57]. The difference is that only an element of H
2,2
vert(Yˆ4) can be written as
the wedge product of two two-forms. As noted several times, our U(1)X flux in the re-
stricted Tate model is precisely of this form. However, it is related to a chirality-inducing
flux not sharing this property upon brane recombination. To see this we recall that also
the U(1)-restricted Tate model itself is a rather special construction as it involves setting
the Tate section a6 = 0 such as to create a curve of SU(2) singularities along C34. The
massless charged matter states in representation 15 + c.c. localised on C34 are precisely the
massless recombination moduli which appear as the U(1)X symmetry is unhiggsed. While
this mechanism operates for the most general F-theory models, it has a particularly intuit-
ive interpretation in models with a Type IIB orientifold limit as discussed in detail in [27]:
In this Sen limit the U(1) restriction leads to a split of a single brane brane invariant under
the involution (and thus of the type of a Whitney umbrella [58]) into a brane-image brane
pair in the same homology class of the double cover X3 of the F-theory base B3. The
SU(2) curve C34 is the intersection locus of brane and image-brane not contained in the
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orientifold plane and indeed hosts the massless recombination moduli charged under the
combination U(1)− U(1)′ of the brane-image pair.
Now, Higgsing the U(1)X symmetry by moving away from the locus a6 = 0 does not
remove the gauge flux completely, nor does it destroy the chirality. Rather, the deformation
results in an SU(5) model with G4-flux that cannot be written as FX ∧ wX any longer -
after all the harmonic two-form wX exists only for a6 = 0. However, from a field theoretic
perspective it is expected that under this deformation the chiral index for the respresent-
ation 10 along the curve {a1 = 0 = w} is unchanged. The two 5 curves hosting 53 and,
respectively, 5−2 in the U(1)-restricted case, on the other hand, join into a single object
as a6 6= 0. This corresponds to the fact that as U(1)X is higgsed there is no distinction
between both types of 5 matter any more. The chiral index for matter in representation 5
will therefore be the sum of the values for 53 and 5−2.
It is possible to describe the G4-flux for a6 6= 0 quite explicitly. In fact, in [33] such
type of flux was the starting point from which the factorisable G4-flux for a6 = 0 was
approached. Here we treat the problem in the reverse order. As far as the fluxes in the
non-restricted model are concerned, our SU(5) setup covers a situation where the non-
factorisable flux does induce a chiral spectrum, a case which was not considered explicitly
in [33].
To begin with, we rewrite the flux in the restricted model by introducing the object
WR, with “R” for remainder,
WR = t
5 S + WX = t
5(Z + [c1])−
4∑
i=1
tiEi . (4.32)
For U(1)-restricted models we have found G4 to be (partially) given by
G4 = [(−t5 S + WR) · F ] in Yˆ4 (4.33)
= [PT · (−t5 S + WR) · F ] in X5. (4.34)
Here X5 denotes the ambient five-fold of the resolved Calabi-Yau four-fold in the U(1)-
restricted case and we rewrite the flux as the class dual to the intersection of the various
divisor classes S,WR, F . In non-restricted models there is no class S and in particular
there is no second class with the same intersections numbers as Z which could be used to
construct the flux in a similar way as above. However, considering the divisor {x = 0} one
finds that
PT |x=0 =
{
y(y + a3z
3) = a6
}
. (4.35)
Much in the spirit of [33], this allows us to write a bona fide G4-flux provided a6 factorises
as a6 = ρ τ . Let us call the four- and five-folds in the case a6 6= 0 Y˜4 and X˜5. One obtains
two combinations of divisor classes which can be used to define a four-form in Y˜4
20,
[X · Y · P], (4.36)
[X · Y · T ]. (4.37)
20Clearly nobody would ever confuse the divisor class T with the object appearing in (4.17).
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Sticking with P for the moment, a consistent type of G4-flux is given by
G4 = [(−t5X · Y + PT ·WR) · P] in X˜5. (4.38)
Comparison with (4.34) shows that the general form of the flux for a6 6= 0 is related to the
form of the flux in the U(1)-restricted case by replacing
F ↔ P, PT · S ↔ X · Y. (4.39)
We stress that unlike for a6 = 0, the G4-flux (4.38) factorises only on the ambient X˜5 but
not on the four-fold Y˜4.
The first of the formal identifications in (4.39) implies that, while in the U(1) restricted
model one is free to choose any F ∈ H1,1(B3), if a6 6= 0 only 2-forms P with the property
0 < P < A6 can appear. The second identification guarantees that the expression in terms
of P for the chiral index of all states except for the recombination modes along C34 is the
same as the one in terms of F if a6 = 0. Indeed, since s = 0 is the P1 pasted into the
point x = y = 0 in the fibre ambient space (over every base point)21, the intersections of
S with the various P1s after the U(1)-resolution are the same as those of X ∩ Y before the
resolution - provided X ∩ Y lies on the Calabi-Yau. The latter is the case on the locus
{ρ = 0}, which explains the further restriction of F = P. More concretely one has∫
X5
[PT · S · P ·Da ·Db] =
∫
X˜5
[X · Y · P ·Da ·Db]. (4.40)
where Da, Db 6= S as S does not exist on X˜5.
In particular consider the P1s in the fibre over the various enhancement curves CR,
where R = 10,5H ,5m. These are given by intersections of the type
ei ∩ PT |ei=0 ∩ DR (4.41)
where e.g. D10 = a1. Then the integral of the flux part X · Y · P over a P1 fibred over CR
is given by
[ei ∩ PT |ei=0 ∩ DR] ·X · Y · P, (4.42)
which is the intersection of 6 divisors on a five-fold. Note that on generic points of the GUT
surface PT |ei=0 becomes redundant as it does not intersect x∩y∩ρ transversally. However,
over the enhancement curves, PT |ei=0 splits in some cases - as analysed in detail in previous
sections - and therefore does not always become redundant. Then the flux contribution
from [X · Y · P] may be nonzero only for those P1s for which the second defining equation
does indeed become redundant.
To see this more explicitly, consider the P1-fibre structure of the non-restricted model.
As is summarised in Appendix A.5, this is very similar to the structure of the restricted
model: For each of the co-dimension-one and co-dimension-two singular loci, the defining
equations for the fibre-P1s only change for one of the P1s, whilst the others are defined in the
same manner. The P1s which differ turn out to be precisely those, which are intersected
21Upon intersection with PT , the P1 remains in Yˆ4 only over the curve C34.
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by the divisor s = 0 in the U(1)-restricted case. Then from the structure of the other
P1s it is clear that over generic points along the SU(5) locus only P13 is intersected by
x ∩ y ∩ ρ, while over the 10-curve only P13C is intersected (for all other P1s, x, y or both
are contained in the list of variables that have to be non-zero). We thus obtain that for
each weight component Ck10 of the 10 matter surface
χ(10) =
∫
Ck10
G4 = −1
∫
C10
[P]. (4.43)
For the analysis of the recombined 5-curve consider the intersection of ρ with the 5-
curve. Even though the 5-curve is a single connected object in the generic non-restricted
model, this intersection splits into the two (co-dimension three) loci ρ∩a3,2 and ρ∩a2,1a3,2−
a1a4,3. One notes that P13 splits differently above the two loci, as is shown in Appendix
A.5. In both cases x ∩ y ∩ ρ intersects only one P1, namely the one which is structurally
the same as the one intersected by s = 0 for restricted models. Then the integral of G4
over the matter surface Ck5 , for each k corresponding to one of the weights, is the sum of
the integrals over the two loci, and the resulting chirality formula becomes
χ(5) =
∫
Ck5
G4 =
∫
Ck5A
G4 +
∫
Ck5B
G4
= 2
∫
C5A
[P] − 3
∫
C5B
[P],
(4.44)
where C5A = {a3,2 = 0} ∩ {w = 0} and C5B = {a2,1a3,2 − a1a4,3 = 0} ∩ {w = 0}. This
is the geometric incarnation of our previous field theoretic statement that the 53 and the
5−2 states of the restricted model pair up once U(1)X is broken.
Let us conclude this discussion with some general remarks. As stressed before, for
a6 6= 0 the G4-flux is an element of H2,2(Y˜4)hor.. For flux of this type, the D-term potential,
which was 12V
∫
Yˆ4
wX ∧ J ∧ G4 in the a6 = 0-case, now automatically vanishes identically
and does not put any restrictions any longer on the Ka¨hler moduli. This is of course in
agreement with the Higgsing of the U(1)X . On the other hand, G4-flux in H
2,2(Y˜4)hor.
does induce a superpotential of Gukov-Vafa-Witten type
∫
Y˜4
Ω ∧ G4, whose associated F-
term supersymmetry condition famously fixes some of the complex structure moduli of the
Calabi-Yau four-fold. This is reflected in the necessity to factorise a6 = ρτ [33] in order for
the G4-flux (4.38) to exist. It is interesting to compare the situation with the description
of gauge fluxes in the weak coupling limit corresponding to Type IIB orientifolds on a
Calabi-Yau three-fold X3. As always the I1-locus of the F-theory model splits into the
orientifold plane together with a single seven-brane. In models without non-abelian gauge
enhancement, for a6 = 0 this latter seven-brane has the topology of a brane-image brane
pair [27], while for a6 6= 0 it corresponds to a single invariant brane of Whitney type [58].
This is expected to hold also in more complicated setups. In Type IIB, gauge flux F can
in general be decomposed into a sum of two types of fluxes f1 + f2 where f1 ∈ ι∗H1,1(X3),
i.e. it is the pullback of a 2-form on X3, and f2 is dual to 2-cycle of the brane which is
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homologically trivial on X3. Only fluxes of type f1 can induce a chiral spectrum, while ony
fluxes of type f2 can induce a superpotential. Note that for invariant branes, the allowed
gauge flux must be anti-invariant under the orientifold involution, F ∈ H1,1− (D). In this
case the D-term vanishes identically as observed also in F-theory. It is therefore natural to
suspect that chirality inducing G4-fluxes of the type (4.38) for a6 = ρτ 6= 0 corresponds, in
an orientifold limit, to gauge flux F with non-trivial components both of the type f1 and
f2. It will be interesting to investigate this more quantitatively in the future. Finally we
stress that while conceptually very rewarding the generic SU(5)-model without any U(1)
restriction is phenomenologically less relevant because of dangerous dimension-four proton
decay operators.
5 Summary and Outlook
In this article, we have constructed globally defined gauge fluxes in F-theory compactifica-
tions based on the U(1)-restricted Tate model of [27]. While the construction of such fluxes
is more general, we have focused on the special case of an SU(5)×U(1)X model. These are
the models that have recently appeared in the context of phenomenology inspired F-theory
GUT compactifications. A special restriction of the complex structure moduli of the el-
liptically fibred Calabi-Yau four-fold induces a curve of SU(2) singularities in addition to
the SU(5) singularities along the GUT divisor. We have detailed the resolution of this sin-
gularity via a blow-up procedure resulting in an extra harmonic two-form. This two-form
is used to constructed the form wX . The G4-flux is then simply G4 = pi
∗FX ∧ wX with
FX ∈ H1,1(B3). Such fluxes had been proposed already in [32] and were also considered
independently in the recent [33]. The technical core of the present work is an analysis of
the resolved fibres over the matter curves and the Yukawa points, taking into account both
the SU(5) singularity resolution and its interplay with the resolution divisor associated
with the U(1)X gauge factor. Our results precisely match the toric resolution techniques
applied to elliptic four-folds in [16–19]. In particular, we derive from first principles the
U(1)X charges of the various matter fields and identify these charges as consistent with
the branching SO(10) → SU(5) × U(1)X . Part of the matter arises from the spinor and
the remaining part from the vector representation of SO(10). Along the way we confirm
the general structure of enhancements which had been found — albeit with different meth-
ods from ours and for the case of the non-restricted SU(5) model without extra U(1)X
symmetry — recently in [25] and [26].
As a consequence of the geometric structure of the matter surfaces, we derive the
simple and intuitive formula χ(Rq) = q
∫
CRq FX for the chiral index of states of U(1)X
charge q along the curve CRq on the base. This formula holds, in particular, for the chiral
index of SU(5) singlets. As these are not localised on the GUT brane, they are especially
sensitive to the global details of the four-fold. Further, important quantities that can
only be determined reliably in a global context are the flux induced D3-brane tadpole, the
Stu¨ckelberg mass for the U(1)X gauge boson and the D-term supersymmetry condition on
the G4-flux, each of which we discuss in detail.
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The technology of the U(1)-restricted Tate model and G4-fluxes of the type discussed
here and, independently, in [33] paves the way for truly global F-theory model building
free of any assumptions concerning the validity of a spectral cover approach. In fact, we
have shown that the U(1)X fluxes of this paper represent the global extension of a certain
type of split spectral cover fluxes. The expressions for the chiral index for SU(5) GUT
matter agree in both cases, while those for the index of the GUT singlets, the D3-brane
tadpole and the D-term receive non-local corrections. Indeed, given an explicit Calabi-Yau
four-fold, e.g. of the type as the models in [16–19], it is a simple matter to search for
consistent G4-fluxes that lead to a chiral spectrum. We have exemplified this by providing
a fully consistent supersymmetric, tadpole canceling three-generation SU(5) GUT model
based on a geometry of [19].
In providing this model we have anticipated the explicit form, derived in detail in
the upcoming [36], of the flux quantisation condition. In this work we will also derive an
analytic expression for the Euler characteristic of the U(1)X restricted model.
Furthermore, we have given a form of the gauge flux for more general, non-restricted
models in the spirit of [33], which directly relates to the flux in the U(1)-restricted case.
The resulting flux remains to be chiral but cannot be understood as a wedge of two two-
forms. It will be interesting to analyse in more detail the relation to Type IIB fluxes in
the future.
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A The P1-fibre structure of U(1)-restricted SU(5)-models
In this appendix we collect several aspects of the P1-fibre structure of U(1)-restricted
SU(5)-models such as
• the defining equations (partially in inhomogeneous form) of the various P1s,
• the splitting structure,
• the intersection structure of the P1s,
• the root assignment for each P1,
• the P1-combination for
– each state of the 10- or the 5-representation on each enhancement curve,
– the roots αi and the highest weights µ5, µ10 on the enhancement points.
The general idea for how to find the P1s is spelled out in section 3.2. To keep this appendix
self-contained, however, we reproduce parts of this description here.
Away from enhancement loci, the P1s in the fibre over the GUT surface are given
by the intersection of the following four divisors inside the five-fold consisting of the fibre
ambient space fibred over the base,
P1i = {ei} ∩ {PT |ei=0} ∩ {ya} ∩ {yb}, i = 0, . . . , 4. (A.1)
Here {ya}, {yb} denote base divisors which are neither {e0} nor any of the enhancement loci,
and we assume that their intersection on the GUT-surface is 1. (For general intersection
number n, the above defines the formal sum of n P1is.) To keep this appendix as clear as
possible, in the following we leave out the “divisor brackets”, {}, and lose the yk, which
are to be thought of as being implicitly present. Then the generic 5 P1s are given in
homogeneous form by
P10 : e0 ∩ y2 s e3 e4 + a1 x y z s− x3 s2 e1 e22 e3,
P11 : e1 ∩ y2 s e3 e4 + a1 x y z s,
P12 : e2 ∩ y2 s e3 e4 + a1 x y z s+ a3,2 y z3 e20 e1 e4,
P13 : e3 ∩ a1 x y z s+ a3,2 y z3 e20 e1 e4 − a2,1 x2 z2 s e0 e1 e2 − a4,3 x z4 e30 e21 e2 e4,
P14 : e4 ∩ a1 x y z s− x3 s2 e1 e22 e3 − a2,1 x2 z2 s e0 e1 e2.
Let us proceed by considering P11 to illustrate some concepts. Since ye1, se1 and ze1
are in the SR-ideal for all triangulations, the defining equations can be simplified to
e1 ∩ e3 e4 + a1 x.
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On a1 6= 0 it is convenient to further use the SR-ideal elements xe4 and xe1e3 to re-express
P11 and to collect the variables which were set to 1,
e1 ∩ 1 + a1 x, (y, z, s, e3, e4) = 1.
This is what we call the partially inhomogeneous form. From this one can immediately
read off that P11 cannot intersect P13 or P14 as those require e3 or (respectively) e4 to vanish.
This reduces the number of possible intersections one needs to consider when determining
the intersection structure. The other major property important for the latter aspect is the
fact that P1i∩P1j should be given by the intersection of at most 5 divisors inside the five-fold,
two of which are {ya} and {yb}. Then in the above notation, if the four polynomials one ob-
tains considering two P1s do not contain a redundant element, then the two do not intersect.
Staying in the above example, on a1 = 0 PT |e1=0 factorises and therefore P11 splits into
P113 : e1 ∩ e3, (x, y, z, s) = 1,
P114 : e1 ∩ e4, (x, y, z, s) = 1.
In some triangulations e1e3 is in the SR-ideal and no splitting occurs for P11; however, for
all triangulations some of the P1i split above the locus a1 = 0, such that a total of 6 P1s
appears. In the later subsections of this appendix, for each enhancement locus, we list all
P1s occurring in some triangulation, summarise the splitting process for each triangulation
and determine the intersection structure in each case.
With this information at hand one can calculate the Cartan charge of each of the P1s.
The Cartan charges are minus the intersection numbers with the divisors Ei obtained by
fibreing P1i over the GUT divisor W . Again, to stay in the above example, for triangulations
in which P113 exists, one has P11 → P113 + P114. Then the first Cartan charge for each
P1 is given by the sum of the intersections with P113 and P114. On the other hand, for
triangulations where P11 → P114, it is given by the intersection with P114 only. The Cartan
charge then allows one to find an expression for each of the P1s as a linear combination of the
roots, αi, and the highest weights of the 5- and the 10-representations, µ5, µ10 respectively.
To see how the Cartan charges and the weights are related we refer e.g. to [41].
In turn this can be used to determine which P1s an M2-brane must wrap in order to
lead to a state in a certain representation. We therefore list, for each enhancement curve,
the root combination for each P1 and the P1-combination for each state of the appropriate
representation. In the case of the enhancement points, states of both representations occur
and for compactness we only list the P1-combinations for the roots, αi, and the highest
weights, µ5, µ10.
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A.1 GUT Surface
The P1s, in partially inhomogeneous form, are given by
P10 : e0 ∩ e4 + a1 z − e1, (x, y, s, e2, e3) = 1, (A.2)
P11 : e1 ∩ 1 + a1 x, (y, z, s, e3, e4) = 1, (A.3)
P12 : e2 ∩ e3 + a1 x+ a3,2 e1, (y, z, s, e0, e4) = 1, (A.4)
P13 : e3 ∩ a1 y s+ a3,2 y e4 − a2,1 s e2 − a4,3 e2 e4, (x, z, e0, e1) = 1, (A.5)
P14 : e4 ∩ a1 y − e3 − a2,1 e0, (x, z, s, e1, e2) = 1. (A.6)
Their intersection structure is
P10 − P11 − P12 − P13 − P14 (−P10), (A.7)
which is the intersection structure of the extended Dynkin diagram A˜4, as expected for an
SU(5)-singularity.
The connection between roots and P1s is trivial in the generic case: Each P1i corres-
ponds to −αi.
A.2 Enhancements Curves
Representation 101 on the Curve {a1}
On the locus a1 = 0 several of the P1s split and the following P1s appear:
P103 : e0 ∩ e3, (x, y, z, s, e2) = 1, (A.8)
P10A : e0 ∩ e4 − e1, (x, y, s, e2) = 1, (A.9)
P113 : e1 ∩ e3, (x, y, z, s) = 1, (A.10)
P114 : e1 ∩ e4, (x, y, z, s) = 1, (A.11)
P124 : e2 ∩ e4, (x, y, z, s, e0) = 1, (A.12)
P12B : e2 ∩ e3 + a3,2 e1, (y, z, s, e0) = 1, (A.13)
P13C : e3 ∩ a3,2 y e4 − a2,1 s e2 − a4,3 e1 e2 e4, (x, z, e0) = 1, (A.14)
P14D : e4 ∩ e3 + a2,1 e0, (x, z, s, e2) = 1. (A.15)
Depending on the triangulation Tij , i = 1, 2, j = 1, 2, 3 as defined after (3.7) the splitting
process becomes:
Original Ti1 Ti2 Ti3
P10 P10A P10A P103 + P10A
P11 P114 P113 + P114 P113
P12 P124 + P12B P12B P12B
P13 P13C P113 + P13C P103 + P113 + P13C
P14 P114 + P124 + P14D P114 + P14D P14D
(A.16)
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The intersection structure is
P10A
P14D
> P103/P114 − P113/P124 <
P12B
P13C
. (A.17)
Note that P103/P114−P113/P124 is short notation for one of the following three cases: P103−P113,
P114−P113, or P114−P124. In particular, P103 and P124 never occur in the same triangulation.
Then for each triangulation the above gives the structure of the extended Dynkin diagram
D˜5 associated to SO(10).
The root representation of each P1 becomes, again depending on the triangulation:
P1i Root (Ti1) Root (Ti2) Root (Ti3)
P103 · · µ10 − α2 − α3
P10A α1 + α2 + α3 + α4 α1 + α2 + α3 + α4 −µ10 + α1 + 2α2 + 2α3 + α4
P113 · µ10 − α1 − α2 − α3 −α1
P114 −α1 −µ10 + α2 + α3 ·
P124 −µ10 + α1 + α2 + α3 · ·
P12B µ10 − α1 − 2α2 − α3 −α2 −α2
P13C −α3 −µ10 + α1 + α2 −µ10 + α1 + α2
P14D µ10 − α2 − α3 − α4 µ10 − α2 − α3 − α4 −α4
(A.18)
The P1-combination for the various states of the 10-representation are:
Weight P1i − Combination (Ti1, Ti2, Ti3)
P103 P10A P113 P114 P124 P12B P13C P14D
0 (·, ·, 2) (1, 1, 1) (·, 2, 2) (2, 2, ·) (2, ·, ·) (1, 1, 1) (1, 1, 1) (1, 1, 1)
µ10 (·, ·, 2) (1, 1, 1) (·, 1, 1) (1, 1, ·) (0, ·, ·) (0, 0, 0) (0, 0, 0) (1, 1, 1)
µ10 − α2 (·, ·, 2) (1, 1, 1) (·, 1, 1) (1, 1, ·) (1, ·, ·) (1, 1, 1) (0, 0, 0) (1, 1, 1)
µ10 − α1 − α2 (·, ·, 2) (1, 1, 1) (·, 2, 2) (2, 2, ·) (1, ·, ·) (1, 1, 1) (0, 0, 0) (1, 1, 1)
µ10 − α2 − α3 (·, ·, 1) (1, 1, 0) (·, 2, 0) (1, 1, ·) (1, ·, ·) (1, 1, 0) (1, 1, 0) (1, 1, 0)
µ10 − α1 − α2 − α3 (·, ·, 1) (1, 0, 0) (·, 1, 1) (2, 0, ·) (1, ·, ·) (1, 0, 0) (1, 0, 0) (1, 0, 0)
µ10 − α2 − α3 − α4 (·, ·, 1) (0, 0, 0) (·, 0, 0) (0, 0, ·) (0, ·, ·) (0, 0, 0) (0, 0, 0) (1, 1, 1)
µ10 − α1 − 2α2 − α3 (·, ·, 1) (0, 0, 0) (·, 1, 1) (0, 0, ·) (0, ·, ·) (1, 1, 1) (0, 0, 0) (0, 0, 0)
µ10 − α1 − α2 − α3 − α4 (·, ·, 1) (0, 0, 0) (·, 1, 1) (1, 1, ·) (0, ·, ·) (0, 0, 0) (0, 0, 0) (1, 1, 1)
µ10 − α1 − 2α2 − α3 − α4 (·, ·, 1) (0, 0, 0) (·, 1, 1) (1, 1, ·) (1, ·, ·) (1, 1, 1) (0, 0, 0) (1, 1, 1)
µ10 − α1 − 2α2 − 2α3 − α4 (·, ·, 2) (0, 0, 0) (·, 2, 0) (1, 1, ·) (1, ·, ·) (1, 1, 1) (1, 1, 1) (1, 1, 1)
(A.19)
Note that the overall torus has Cartan charge 0 so the first line gives the multiplicities of
the various P1s for each triangulation.
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Representation 53 on the Curve {a3,2}
On a3,2 = 0, the following additional P1s appear:
P12s : e2 ∩ s, (y, z, e0, e1, e4) = 1, (A.20)
P12E : e2 ∩ e3 + a1 x, (y, z, e0, e4) = 1, (A.21)
P13x : e3 ∩ x, (y, z, e0, e1, e4) = 1, (A.22)
P13F : e3 ∩ a1 y s− a2,1 x s e2 − a4,3 e4 e2, (z, e0, e1) = 1. (A.23)
The splitting procedure becomes, depending on the triangulation:
Original T1j T2j
P12 P12E P12s + P12E
P13 P13x + P13F P13F
(A.24)
The intersection structure is
P10 − P11 − P12E − P12s/P13x − P13F − P14 (−P10), (A.25)
which for each triangulation gives the structure of the extended Dynkin diagram A˜5 asso-
ciated with SU(6).
The root representation of each P1 becomes, again depending on the triangulation:
P1i Roots for T1j Roots for T2j
P12s · µ5 − α1 − α2
P12E −α2 −µ5 + α1
P13x −µ5 + α1 + α2 ·
P13F µ5 − α1 − α2 − α3 −α3
(A.26)
The P1-combination for the various states of the 5-representation are:
Weight P1i-Combination (T1j , T2j)
P10 P11 P12s P12E P13x P13F P14
0 (1, 1) (1, 1) (·, 1) (1, 1) (1, ·) (1, 1) (1, 1)
µ5 (1, 1) (0, 0) (·, 1) (0, 0) (0, ·) (1, 1) (1, 1)
µ5 − α1 (1, 1) (1, 1) (·, 1) (0, 0) (0, ·) (1, 1) (1, 1)
µ5 − α1 − α2 (1, 0) (1, 0) (·, 1) (1, 0) (0, ·) (1, 0) (1, 0)
µ5 − α1 − α2 − α3 (0, 0) (0, 0) (·, 1) (0, 0) (0, ·) (1, 1) (0, 0)
µ5 − α1 − α2 − α3 − α4 (0, 0) (0, 0) (·, 1) (0, 0) (0, ·) (1, 1) (1, 1)
(A.27)
Representation 5−2 on the Curve {a3,2a2,1 − a1a4,3}
On a3,2a2,1 − a1a4,3, the following additional P1s occur:
P13G : e3 ∩ a1 x+ a3,2, (z, s, e0, e1, e4) = 1. (A.28)
P13H : e3 ∩ a1 y − a2,1 s, (x, z, e0, e1, e2) = 1. (A.29)
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The splitting process is simply the following:
Original Tij
P13 P13G + P13H
(A.30)
The intersection structure is
P10 − P11 − P12 − P13G − P13H − P14 (−P10), (A.31)
which is the structure of the extended Dynkin diagram A˜5 associated with SU(6).
The root representation of each P1 becomes
P1i Roots for Tij
P13G −µ5 + α1 + α2
P13H µ5 − α1 − α2 − α3
(A.32)
The P1-combinations for the various states of the 5-representation are:
Weight P1i-Combination
P10 P11 P12 P13G P13H P14
0 1 1 1 1 1 1
µ5 1 0 0 0 1 1
µ5 − α1 1 1 0 0 1 1
µ5 − α1 − α2 1 1 1 0 1 0
µ5 − α1 − α2 − α3 0 0 0 0 1 1
µ5 − α1 − α2 − α3 − α4 0 0 0 0 1 0
(A.33)
A.3 Enhancements Points
Yukawa Coupling 10 10 5 on a1 ∩ a2,1
On a1 = a2,1 = 0, the following P1 appear in addition to those appearing on a1 = 0
P134 : e3 ∩ e4, (x, z, s) = 1, (A.34)
P13J : e3 ∩ a3,2 y − a4,3, (x, z, e0, e1, e2) = 1. (A.35)
Now there are two splitting processes: One starting from the SO(10)-curve on a1 = 0, the
other starting from the SU(5)-curve on a2,1a3,2−a1a4,3. For the first of these, the splitting
is relatively simple:
Original Ti1 Ti2 Ti3
P13C P134 + P13J P134 + P13J P103 + P134 + P13J
P14D P124 + P134 P134 P134
(A.36)
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with all other P1s invariant. The second splitting process is slightly more involved and
depends again on the triangulation. In particular, note that P13H becomes trivial:
Original Ti1 Ti2 Ti3
P10 P10A P10A P103 + P10A
P11 P114 P113 + P114 P113
P12 P124 + P12B P12B P12B
P13G P134 + P13J P113 + P134 + P13J 2P103 + P113 + P134 + P13J
P13H · · ·
P14 P114 + 2P124 + P134 P114 + P134 P134
(A.37)
The intersection structure becomes
P13J − P134− <
P103/P114 − P10A
P113/P124 − P12B
, (A.38)
where, depending on the triangulation:
P134− <
P103/P114
P113/P124
=
Ti1
P114
|
P134 − P124
Ti2
P114
P134 − |
P113
Ti3
P134 − P103
|
P113
These diagrams have the structure of E6, T3,3,3, E6 respectively, i.e. they are not extended
Dynkin diagrams and in particular not E˜6. This nicely reproduces the result of [25], how-
ever with the correct multiplicities (i ∈ {1, 2}).
Nevertheless, it is possible to express the P1s in terms of the simple roots and the
highest weights of the 5- and the 10 representations:
P1i Root (Ti1) Root (Ti2) Root (Ti3)
P103 · · µ10 − α2 − α3
P10A α1 + α2 + α3 + α4 α1 + α2 + α3 + α4 −µ10 + α1 + 2α2 + 2α3 + α4
P113 · µ10 − α1 − α2 − α3 −α1
P114 −α1 −µ10 + α2 + α3 ·
P124 −µ10 + α1 + α2 + α3 · ·
P12B µ10 − α1 − 2α2 − α3 −α2 −α2
P134 −µ5 + α1 + α2 µ10 − α2 − α3 − α4 −α4
P13J µ5 − α1 − α2 − α3 µ5 − α1 − α2 − α3 µ5 − α1 − α2 − α3
(A.39)
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The P1-combination for the various roots and highest weights take the following form:
Root P1i-Combination (Ti1, Ti2, Ti3)
P103 P10A P113 P114 P124 P12B P134 P13J
0 (·, ·, 3) (1, 1, 1) (·, 2, 2) (2, 2, ·) (3, ·, ·) (1, 1, 1) (2, 2, 2) (1, 1, 1)
µ10 (·, ·, 1) (1, 1, 0) (·, 1, 1) (1, 1, ·) (1, ·, ·) (0, 0, 1) (1, 1, 1) (0, 0, 1)
µ5 (·, ·, 1) (1, 1, 1) (·, 0, 0) (1, 1, ·) (2, ·, ·) (0, 0, 0) (1, 1, 1) (1, 1, 1)
−α0 (·, ·, 1) (1, 1, 1) (·, 0, 0) (0, 0, ·) (0, ·, ·) (0, 0, 0) (0, 0, 0) (0, 0, 0)
−α1 (·, ·, 0) (0, 0, 0) (·, 1, 1) (1, 1, ·) (0, ·, ·) (0, 0, 0) (0, 0, 0) (0, 0, 0)
−α2 (·, ·, 0) (0, 0, 0) (·, 2, 2) (1, 1, ·) (1, ·, ·) (1, 1, 1) (0, 0, 0) (0, 0, 0)
−α3 (·, ·, 2) (0, 0, 0) (·, 1, 1) (0, 0, ·) (0, ·, ·) (0, 0, 0) (1, 1, 1) (1, 1, 1)
−α4 (·, ·, 0) (0, 0, 0) (·, 0, 0) (1, 1, ·) (2, ·, ·) (0, 0, 0) (1, 1, 1) (0, 0, 0)
(A.40)
Yukawa Coupling 10 5 5 on a1 ∩ a3,2
On a1 = a3,2 = 0, the only P1 occurring that has not appeared before is
P13K : e3 ∩ a2,1 s+ a4,3 e4, (x, z, e0, e1) = 1. (A.41)
The splitting process becomes
Original T11 T12 T13
P10 P10A P10A P103 + P10A
P11 P114 P113 + P114 P113
P12 P123 + P124 P123 P123
P13 P123 + P13x + P13K P113 + P123 + P13x + P13K P103 + P113 + P123 + P13x + P13K
P14 P114 + P124 + P14D P114 + P14D P14D
Original T21 T22 T23
P10 P10A P10A P103 + P10A
P11 P114 P113 + P114 P113
P12 P123 + P124 + P12s P123 + P12s P123 + P12s
P13 P123 + P13K P113 + P123 + P13K P103 + P113 + P123 + P13K
P14 P114 + P124 + P14D P114 + P14D P14D
(A.42)
The intersection structure is
P10A
P14D
> P103/P114 − P113/P124 − P123 <
P12s/P13x
P13K
, (A.43)
which for each triangulation gives the structure of the extended Dynkin diagram D˜6 asso-
ciated with SO(12).
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The root representation of each P1 becomes, again depending on the triangulation:
P1i Root (Ti1) Root (Ti2) Root (Ti3)
P103 · · µ10 − α2 − α3
P10A α1 + α2 + α3 + α4 α1 + α2 + α3 + α4 −µ10 + α1 + 2α2 + 2α3 + α4
P113 · µ10 − α1 − α2 − α3 −α1
P114 −α1 −µ10 + α2 + α3 ·
P124 −µ10 + α1 + α2 + α3 · ·
P13K −µ5 + α1 + α2 −µ5 + α1 + α2 −µ5 + α1 + α2
P14D µ10 − α2 − α3 − α4 µ10 − α2 − α3 − α4 −α4
P1i Root (T11) Root (T12) Root (T13)
P123 µ10 − α1 − 2α2 − α3 −α2 −α2
P13x −µ5 + α1 + α2 −µ5 + α1 + α2 −µ5 + α1 + α2
P1i Root (T21) Root (T22) Root (T23)
P123 µ5 − α1 − α2 − α3 −µ5 + α1 −µ5 + α1
P12s µ5 − α1 − α2 µ5 − α1 − α2 µ5 − α1 − α2
(A.44)
The P1-combination for the various roots and highest weights take the following form,
where the order of triangulations is (T11, T12, T13, T21, T22, T23):
0 µ10 µ5 (1) µ5 (2)
P103 (0, 0, 2, ·, ·, 2) ( ·, ·, 2, ·, ·, 2) ( ·, ·, 2, ·, ·, 2) ( ·, ·, 2, ·, ·, 2)
P10A (1, 1, 1, 1, 1, 1) (1, 1, 1, 1, 1, 1) (1, 1, 1, 1, 1, 1) (1, 1, 1, 1, 1, 1)
P113 ( ·, 2, 2, ·, 2, 2) ( ·, 1, 1, ·, 1, 1) ( ·, 1, 1, ·, 1, 1) ( ·, 1, 1, ·, 1, 1)
P114 (2, 2, ·, 2, 2, ·) (1, 1, 0, 1, 1, 0) (1, 1, 0, 1, 1, 0) (1, 1, 0, 1, 1, 0)
P124 (2, ·, ·, 2, ·, ·) (0, ·, ·, 0, ·, ·) (1, ·, ·, 1, ·, ·) (1, ·, ·, 1, ·, ·)
P123 (2, 2, 2, 2, 2, 2) (0, 0, 0, 0, 0, 0) (1, 1, 1, 1, 1, 1) (1, 1, 1, 1, 1, 1)
P12s ( ·, ·, ·, 1, 1, 1) ( ·, ·, ·, 0, 0, 0) ( ·, ·, ·, 1, 1, 1) ( ·, ·, ·, 0, 0, 0)
P13x (1, 1, 1, ·, ·, ·) (0, 0, 0, ·, ·, ·) (1, 1, 1, ·, ·, ·) (0, 0, 0, ·, ·, ·)
P13K (1, 1, 1, 1, 1, 1) (0, 0, 0, 0, 0, 0) (0, 0, 0, 1, 1, 1) (1, 1, 1, 0, 0, 0)
P14D (1, 1, 1, 1, 1, 1) (1, 1, 1, 1, 1, 1) (1, 1, 1, 1, 1, 1) (1, 1, 1, 1, 1, 1)
−α1 −α2 −α3 −α4
P103 ( ·, ·, 0, ·, ·, 0) ( ·, ·, 0, ·, ·, 0) ( ·, ·, 0, ·, ·, 0) ( ·, ·, 0, ·, ·, 0)
P10A (0, 0, 0, 0, 0, 0) (0, 0, 0, 0, 0, 0) (0, 0, 0, 0, 0, 0) (0, 0, 0, 0, 0, 0)
P113 ( ·, 1, 1, ·, 1, 1) ( ·, 0, 0, ·, 0, 0) ( ·, 1, 1, ·, 1, 1) ( ·, 0, 0, ·, 0, 0)
P114 (1, 1, ·, 1, 1, ·) (0, 0, ·, 0, 0, ·) (0, 0, ·, 0, 0, ·) (1, 1, ·, 1, 1, ·)
P124 (0, ·, ·, 0, ·, ·) (1, ·, ·, 1, ·, ·) (0, ·, ·, 0, ·, ·) (1, ·, ·, 1, ·, ·)
P123 (0, 0, 0, 0, 0, 0) (1, 1, 1, 1, 1, 1) (1, 1, 1, 1, 1, 1) (0, 0, 0, 0, 0, 0)
P12s ( ·, ·, ·, 0, 0, 0) ( ·, ·, ·, 1, 1, 1) ( ·, ·, ·, 0, 0, 0) ( ·, ·, ·, 0, 0, 0)
P13x (0, 0, 0, ·, ·, ·) (0, 0, 0, ·, ·, ·) (1, 1, 1, ·, ·, ·) (0, 0, 0, ·, ·, ·)
P13K (0, 0, 0, 0, 0, 0) (0, 0, 0, 0, 0, 0) (1, 1, 1, 1, 1, 1) (0, 0, 0, 0, 0, 0)
P14D (0, 0, 0, 0, 0, 0) (0, 0, 0, 0, 0, 0) (0, 0, 0, 0, 0, 0) (1, 1, 1, 1, 1, 1)
(A.45)
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Yukawa Coupling 5 5 1 on a3,2 ∩ a4,3
Starting from the 53-locus a3 = 0, only one additional P1 appears:
P13L : e3 ∩ a1 y − a2,1 (x, z, e0, e1, e2) = 1 (A.46)
The splitting procedure becomes:
Original Tij
P13F P13s · P13L
(A.47)
The intersection structure is:
P10 − P11 − P12E − P12s/P13x − P13s − P13L − P14 (−P10), (A.48)
which for each triangulation gives the structure of the extended Dynkin diagram A˜6 asso-
ciated to SU(7).
The root representation of each P1 becomes, depending on the triangulation:
P1i Roots for T1j Roots for T2j
P12E −α2 −µ5 + α1
P12s · µ5 − α1 − α2
P13x −µ5 + α1 + α2 ·
P13s µ1 −µ5 + α1 + α2
P13L µ5 − α1 − α2 − α3 −α3
(A.49)
The P1-combination for the various roots and highest weights take the following form:
Root P1i − Combination (T1j , T2j)
P10 P11 P12E P12s P13x P13F P14
0 (1, 1) (1, 1) (1, 1) (·, 1) (1, ·) (1, 1) (1, 1)
µ5 (1, 1) (0, 0) (0, 0) (·, 1) (0, ·) (1, 1) (1, 1)
µ1 (0, 0) (0, 0) (0, 0) (·, 1) (0, ·) (1, 1) (0, 0)
α0 (1, 1) (0, 0) (0, 0) (·, 0) (0, ·) (0, 0) (0, 0)
α1 (0, 0) (1, 1) (0, 0) (·, 0) (0, ·) (0, 0) (0, 0)
α2 (0, 0) (0, 0) (1, 1) (·, 1) (0, ·) (0, 0) (0, 0)
α3 (0, 0) (0, 0) (0, 0) (·, 0) (1, ·) (1, 1) (0, 0)
α4 (0, 0) (0, 0) (0, 0) (·, 0) (0, ·) (0, 0) (1, 1)
(A.50)
A.4 Generic Structure on C34
Over the curve C34, the Tate polynomial splits again and consequently the P1s over this
curve are given by a3,2 ∩ a4,3 ∩ ya intersected with one of the following two equations
s = 0, (z = 1), (A.51)
y2 e3 e4 + a1 x y z = x
3 s e1 e
2
2 e3 + a2,1 x
2 z2 e0 e1 e2. (A.52)
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Their intersection structure is
P1A == P1B, (A.53)
which is the extended Dynkin diagram A˜1, associated to SU(2).
A.5 Differences to the P1-fibre structure for non-restricted SU(5)-models
In this section we summarise the differences of the P1-fibre structure of non-restricted
models to the one described above. In general the P1s are very similar as only those
change for which an additional a6,5-term appears or for which removing s has any relevance.
Further, the elements of the Stanley-Reisner ideal {xy, zs} are replaced by {xyz}, which
may have an effect on which variables have to be nonzero in the partially inhomogeneous
form used above.
In particular, in the fibre over generic points along the SU(5) locus as well as over
enhancement curves there is only one P1 which changes in each case.22 In the following we
list those P1s that change their structure, restricting ourselves to the fibre over co-dimension
one and -two singular loci,
P13 → e3 ∩ a1 y x+ a3,2 y e4 − a2,1 x2 e2 − a4,3 x e2 e4 − a6,5 e21 e2 e24, (z, e0, e1) = 1,
P13C → e3 ∩ a3,2 y e4 − a2,1 x2 e2 − a4,3 x e1 e2 e4 − a6,5 e21 e2 e24, (z, e0) = 1,
P13H → e3 ∩ a1 a3,2 y − a2,1 a3,2 x− a1 a6,5 e4, (z, e0, e1, e2) = 1.
Here P13 is the relevant P1 over generic points along the SU(5) curve and P13C occurs
over the 10-curve a1 = 0. Finally, P13H lies, in the U(1)-restricted mode, over the
locus a2,1a3,2 − a1a4,3, which, in the non-restricted case, takes the more general form
a3,2 (a2,1a3,2 − a1a4,3) + a21a6,5.
For the analysis of the recombined 5-curve it is also convenient to consider the inter-
section of a6,5 with the 5-curve. This intersection splits into the two loci a6,5 ∩ a3,2 and
a6,5∩a2,1a3,2−a1a4,3. It is then of interest to consider the splitting of P13 above these loci.
Above a6,5 ∩ a3,2 one obtains
P13x → e3 ∩ x, (z, e0, e1, e4) = 1,
P13F → e3 ∩ a1 y − a2,1 x− a4,3 e4, (z, e0, e1, e2) = 1,
while above a6,5 ∩ a2,1a3,2 − a1a4,3 one obtains
P13G → e3 ∩ a1 x+ a3,2, (z, e0, e1, e4) = 1.
P13H → e3 ∩ a1 a3,2 y − a2,1 a3,2 x, (z, e0, e1, e2) = 1.
22Of course for all P1s, s is removed from the list of variables that are set to 1, if it is present.
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B Intersection Properties
B.1 List of intersection numbers
Here we collect some useful intersection numbers involving the resolution divisors of the
SU(5)× U(1)X model:∫
Yˆ4
Da ∧Db ∧ Ei ∧ Ej = −Cij
∫
B3
Da ∧Db ∧W, (B.1)∫
Yˆ4
Da ∧Db ∧Dc ∧ Ei = 0, (B.2)∫
Yˆ4
Da ∧Db ∧ Z ∧ Ei = δ0i
∫
B3
Da ∧Db ∧W, (B.3)∫
Yˆ4
Da ∧Db ∧Dc ∧ Z =
∫
B3
Da ∧Db ∧Dc, (B.4)∫
Yˆ4
Da ∧Db ∧ Z ∧ Z = −
∫
B3
Da ∧Db ∧ c1(B3), (B.5)∫
Yˆ4
Da ∧Db ∧Dc ∧ S =
∫
B3
Da ∧Db ∧Dc, (B.6)∫
Yˆ4
Da ∧Db ∧ Z ∧ S = 0, (B.7)∑
i
∫
Yˆ4
Da ∧Db ∧ S ∧ Ei =
∫
B3
Da ∧Db ∧W, (B.8)∫
Yˆ4
Da ∧Db ∧ S ∧ E1 =
∫
Yˆ4
Da ∧Db ∧ S ∧ E4 = 0, (B.9)∫
Yˆ4
Da ∧Db ∧ S ∧ S = −
∫
B3
Da ∧Db ∧ c1(B3). (B.10)
Eq. (B.1) is the standard implementation of the intersection structure of the Dynkin
diagram in the resolution divisors Ei of a non-abelian singularity, with Cij the Cartan
matrix for, in this case, SU(5). Eq. (B.2) follows from the fact that the two-forms dual
to the resolution divisors have only ’one leg along the fibre’. The rationale for (B.3) is the
relation E0 +
∑4
i=1Ei = W with W the pullback of the SU(5) divisor in the base B3, along
with (B.2). This reflects the homological relation
∑1
i=0 P1i = [T 2] for the resolution P1 in
the fibre, with [T 2] the smooth fibre class. Eq. (B.5) is a consequence of Z(Z+c1(B3)) = 0
together with (B.4). The relation (B.6) follows from the observation made after eq. (2.13)
that the intersection of S with any 3 divisor classes pulled back from B3 equals their inter-
section with Z. The intersection of the sections Z and S, however, vanishes, as indicated
in (B.7) since {zs} is in the SR-ideal. The intersections (B.8) and (B.9) follow from the
considerations of the SR ideal, while the last relation, (B.10), follows from considerations
analogous to those, which lead to (B.5) (see below).
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B.2 Derivation of Intersection Properties from the Stanley-Reisner Ideal
The above relations can also be explicitly derived from the Stanley-Reisner ideal of the
resolution manifold. From the optional elements
{
xe3
se2
}
⊗
{
ye0
ze4
}
⊗

xe0, xe1
xe0, ze2
ze1, ze2
⊗

e0e3, e1e3
e0e3, e2e4
e1e4, e2e4

one can choose ze4 and ze1, ze2 from columns two and three - since on the Calabi-Yau
manifold Z never intersects any of the Ei, the possibility of them intersecting in the ambient
space is irrelevant to the analysis. Then these three properties along with the ones following
from elements of the SR-ideal which appear for all triangulations can be used to derive the
above relations. First of all one obtains
Z E1 = Z E2 = Z E3 = Z E4 = 0, S E1 = S E4 = 0. (B.11)
Furthermore one finds:
se0 : S P =S (E2 + E3),
ye1 : 3 c1E1 = (1, 2, 3, 2)kEk E1,
ye2 : (3 c1 − S)E2 = (1, 2, 3, 2)kEk E2,
xe4 : (2 c1 − S)E4 = (1, 2, 2, 1)kEk E4,
xy : 6 (Z + c1)
2 − 5 c1 S + S2 = − S (5P − 3E2) + c1(2, 4, 12, 3)kEk,
− (E1 + 2E2) (2E3 − E4)− 6E 23 − 3E2E4.
The first column of the above SR-ideal options leads to one of the following intersection
properties:
se2 : S E2 = 0,
xe3 : (2 c1 − S)E3 = (1, 2, 2, 1)iEiE3.
In addition to these properties one trivially finds that the intersection of four base
divisors classes is zero, as is the intersection of three base divisor classes with one of the
exceptional classes. Combining these properties and noting that [PW ] = 6(Z + c1) − S −
(2, 4, 5, 3)kEk, one finds
[PW ](Z − S) =6(Z + c1)Z − 6 c1 S + S2 + S(5P − E2)
=− 6(Z + c1)c1 − c1 S + 2S E2 + c1(2, 4, 12, 3)kEk
− (E1 + 2E2) (2E3 − E4)− 6E 23 − 3E2E4
⇒ [PW ](Z − S)DaDbDc = 0
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showing that S gives the same intersection numbers (with three base divisors) as the
section defined by [z = 0]. This section adheres to the usual relation, present already in
non-resolved, non-restricted models:
xyz : (Z + c1)
2Z = 0,
⇒ [PW ]Z (Z + c1) = 0.
To find a similar property for S, one first considers the term xys and then substitutes
this into the corresponding expression for S:
xys : S2[5 c1 − S − 5P + E2] = S
[
6 c 21 − c1(12P − 2E2) + 2P (P − E2)
]
.
⇒ [PW ]S (S + c1) = c1 S (6 c1 − 5P + E2) + S2 (5 c1 − S − 5P + E2) .
= S
[
12 c 21 − 17P c1 + 3E2 c1 + 2P 2 − 2P E2
]
.
⇒ [PW ]S (S + c1)DaDb = 0,
where Da, Db are proper transforms of base divisor classes.
C Fibre Ambient Space
For the reader’s convenience in this appendix we collect some aspects of the fibre ambient
space that arises in the blow-up resolution process described in 3.1. First of all, let us focus
on the scaling relation induced by each blow-up. For the new blow-up coordinate eni these
will be
x y w / e0 e
n
i
2n− a 3n− b −n 1 (C.1)
where (a, b) is an element of the following ordered list:
[(2, 3), (1, 2), (1, 1), (0, 1), (0, 0), (−1, 0), (0,−1)] i (C.2)
which are the points of the toric diagram for P231. Note that e11 = w / e0. The sets of eni
necessary to resolve a particular singularity above the GUT surface are encoded for various
singularities in table 3.1 in [15], part of which we reproduce in the following (the format
being n : i in each entry):
SU(5) 1 : 2, 3, 4, 5
SU(6) 1 : 2, 3, 4, 5, 6
SO(10) 1 : 3, 4, 5; 2 : 1, 2
SO(12) 1 : 3, 5, 6; 2 : 1, 2, 4
E6 1 : 4, 5; 2 : 1, 2, 3; 3 : 1
(C.3)
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