Abstract: Tracking groups of people is a challenging problem. Groups may grow or shrink dynamically with merging and splitting of individuals and conventional trackers are not designed to handle such cases. In this study, the authors present a conjoint individual and group tracking (CIGT) framework based on particle filter and online learning. CIGT has four complementary phases: two-phase association, false positive elimination, tracking and learning. First, reliable tracklets are created and detection responses are associated to tracklets in two-phase association. Then, hierarchal false positive elimination is performed for unassociated detection responses. In the tracking phase, CIGT calculates multiple weights from the observation and jointly models individuals and groups. Particle advection is used in the motion model of CIGT to facilitate tracking of dense groups. In the learning phase, the discriminative appearance model, consisting of shape, colour and texture features, is extracted and used in AdaBoost online learning. Using the discriminative learning model, state estimation is performed on both individuals and groups. The experimental results show that the performance of the proposed framework compares favourably with other individual and group-tracking methods for both real and synthetic datasets.
Introduction
People-tracking plays an important role in video surveillance. Although many challenges have been addressed, there are still open challenges in dense environments and when there are groups of people.
A group is a social unit; persons in a group interact with each other and share similar characteristics. Groups are dynamic units which may grow or shrink as a result of merging or splitting of individuals. Due to these challenges, tracking of groups requires consideration of not only visual but also social properties such as the interaction between the individuals.
In this paper, we propose a particle filter-based conjoint tracker using a multi-observation model to track multiple individuals and groups. We consider an individual as a one-person group and propose that we can track individuals with the same method we developed to track groups. The proposed multi-observation method is inspired from the sociological definition of groups to model both individuals and groups in a single framework.
Related work and background
Although individual-tracking and group-tracking methods address different problems, individuals and groups co-exist in various scenes, necessitating both group and individual tracking methods to be used together. Recently, there has been a growing interest in handling individual and group-tracking problems in a single framework. In this section, we first summarise the related work and highlight the differences of the proposed method in comparison with the state-of-the-art. Then we provide background information on the sociological aspects used in formulating the proposed method.
Individual and group-tracking methods
Sparse and dense crowds could be analysed by using separate approaches. In the microscopic approach, individuals are evaluated separately and multi target tracking is used. On the other hand, dense crowds are tracked using the macroscopic approach where a group tracking method is used [1] . Decentralised particle filter [2] based approaches decompose the object state into two sub-states: a group label, to which the individual belongs, and individual velocity and position [3, 4] . Then the posterior distribution is factorised as follows: p Z t , X 0: t | y 0: t = p Z t | X 0: t , y 0: t p X 0: t | y 0: t
where Z t is the group state estimate, X 0: t = (X 0 , X 1 , …, X t ) is the set of individual state estimate, and y 0: t = (y 0 , y 1 , …, y t ) is the set of observations. Individual state estimates X 0: t are fed to group state estimate Z t . An online inference mechanism for group formation based on the Dirichlet process mixture models eliminates the need to explicitly model the group events such as merge and split [4] . However, lack of association between consecutive frames and online learning mechanism for individual tracking consequently results in high number of ID switches [3, 4] . The state model separates the individual state from group state [3, 4] and this increases the complexity of the system. The group state estimate uses only the weighted colour histogram and other features such as texture and shape are not considered. Particle advection method can be used to analyse the motion flows of dense crowds and perform stability analysis [5, 6] . It has been shown to be effective in analysing crowd dynamics especially when the crowd density is high and the tracking of individuals is not feasible due to occlusions. Recently, a number of methods have been proposed to make use of particle advection in tracking [7, 8] . These methods use particle advection to analyse the crowd motion patterns and track in dense crowds. However, no explicit mechanism is provided to extract the motion patterns for individual and group tracking.
In this paper, we propose a tracking method based on a multiobservation model to handle group events such as merge and split. Different to the methods in [3, 4] , we use two-phase association and online learning model for individual tracking that reduces the number of ID switches. Discriminative appearance model [9] is embedded into the state estimate and it is used to identify individuals and groups. Different to the methods in [7, 8] , we propose a motion extraction scheme by using particle advection for individual and group tracking.
Sociological background
A group is defined as two or more individuals who are related to each other by social relationships. The basic characteristics of groups are interaction, goals, interdependence, structure and unity [10] .
To achieve common goals, individuals in a group perform certain interactions but these interactions should be consistent and should not break the unity feature of groups. In addition, interaction affects group formation, structure, and interdependency between the group members. Since interaction is a measurable property, most methods in the literature use it in group analysis and tracking. For example, the interactions between pedestrians can be modelled in terms of repulsive and attractive forces called social forces [11] . Based on these two forces, an interaction energy function can be modelled for multi-target tracking [12] .
Since a group is a dynamic entity, interaction not only between the group members but also between group members and other individuals should be taken into account in the process of group tracking. In order to evaluate these interactions, individuals in a group can be analysed in terms of in-group and out-group measurements. In sociology, an in-group is defined as a social group, with which a person identifies as being a member. By contrast, an out-group is a social group with which an individual does not identify. Inspired by these definitions, we introduce ingroup and out-group measures to evaluate interactions.
Interactions can be analysed as a function of distance and angular displacement between people [12] . The unity feature of group means that the group members are close enough to each other and have similar angular motion directions. The possibility of interactions tends to increase when people get closer to each other [13] . We make use of these features of groups in formulation of our framework to evaluate social interactions.
Conjoint individual and group tracking framework
The proposed method is partly based on our earlier work [14] and differs from the existing methods in the literature in that it holds joint state information for both groups and individuals, and evaluates group formation using the incorporated multi-observation model. Unlike the standard particle filter, the multi-observation model can also evaluate the interactions between individuals based on the defined in-group and out-group weights. Furthermore, to account for changing group size and density, the model dynamically controls the number of particles. In the motion model, both particle advection and template detection are used to track dense and sparse groups respectively. Furthermore, in the proposed method, a discriminative appearance model [9] and online learning are used to increase the performance and state estimation of groups.
The proposed framework consists of four main parts: two-phase association, online learning, false positive elimination and tracking model (Fig. 1) . The inputs of the framework are raw video sequences and person detection results (bounding boxes of the detected person areas). The two-phase association model is used to associate individuals from previous frames (Section 3.1). A spatial constraint is performed on association results to create positive and negative training samples which are fed to the online learning part [15] (Section 3.2). False positive elimination part is used to reduce the false positive detections from the responses (Section 3.3). The tracking model incorporates a multi-observation model, a motion model and particle resampling phase (Section 3.4).
Two-phase association
This part aims to associate the independent person detection outputs in consecutive frames and identifies the ones belonging to the same object.
Low-level association: First, the affinity score matrix S, elements of which consists of affinity scores calculated by multiplying position, size and colour histogram similarity measurements between detection responses r i and r j in consecutive frames is formed [16] . Then a dual-threshold method is applied and r i and r j are considered to belong to the same tracklet if the following conditions are satisfied [16] :
where R = r i is the set of all detection responses, θ 1 and θ 2 are thresholds, S i, j is the affinity score between r i and r j . The dualthreshold strategy provides a conservative and biased way of linking only the reliable associations. Detection responses associated by low-level association are not passed onto the midlevel association. This reduces the computation time in mid-level association and increases its accuracy by reducing the search space. On the other hand, low-level association does not resolve the ambiguity of conflicting pairs and it is short-term (i.e. using only the consecutive frames).
Mid-level association: Mid-level association is a long-term association method and performed only for detections that cannot be associated in the low-level. Unlike low-level association, not only appearance but also spatial information is considered by separately calculating the appearance and the motion similarity scores.
We use the discriminative appearance model [9] which uses colour histogram, histogram of oriented gradients (HOG) [17] and region covariance [18] based features. Colour histograms are calculated by using 8 bins for each RGB channel. Then, these three vectors are concatenated to form a single 24-element vector f RGB i .
A HOG feature vector f HOG i is formed by concatenating eight orientation bins in 2 × 2 cells over the rectangle region R. The texture descriptor corresponding to the covariance matrix over R is defined as follows [18] :
where z k consists of first and second order derivatives of intensity image I at kth pixel in R, µ is the mean over R, and n is the number of pixels in R.
Once the appearance model is formed, we can calculate the similarity measures between the non-associated detection responses and the tracklets found previously. We employ correlation coefficient for both colour and HOG features. The similarity between covariance matrices is measured as follows [19] :
where λ k (C i , C j ) are the generalised eigenvalues of C i and C j :
Then, the appearance similarity score is calculated:
where P hist , P HOG and P RG are zero mean Gaussian function of distance values for the histogram, HOG and region covariance, respectively, G is the zero mean Gaussian, and cc is the normalised cross correlation coefficient functions. As shown in Fig. 2 , the motion similarity score is based on the distance between the position estimated with the linear motion model p t + Δt e = p t + v t ⋅ Δt and the real position p t + Δt a , where v t is the velocity, p t is the position at frame t, and Δt is the frame difference [20] . The position difference is calculated as
and we compute the motion similarity score as follows:
where G is the zero mean Gaussian function with ∑ p variance.
Finally, the probability of association which takes account of both appearance and motion similarities between objects is calculated as follows:
The probability of association is calculated between objects and previously identified tracklets. Then, we select the tracklet having the highest probability of association as the candidate. As a result of the two-phase association, associated object pairs are generated. These pairs are assumed to belong to the same object and passed onto the online learning part as positive training examples. Two phase association step is followed by utilisation of a spatial constraint for negative sample collection where we exploit the fact that an object cannot belong to two different tracklets at the same frame. Therefore, we create negative samples using pairs of associated objects which are spatially far away from each other. Moreover, we build a discriminative set for each tracklet [9] to collect negative samples.
False positive elimination
Conjoint individual and group tracking (CIGT) proposes a hierarchical method to reduce the number of false positives in detection results using three phases: detection correlation, foreground extraction and confirmation-by-classification [21] . Detection correlation aims to correlate detections not associated by two-phase association with other detections. Most of the detections are identified by two-phase association and our aim is to eliminate the detection of suddenly appearing objects, not satisfying the spatial constraint or intersecting with others. Therefore, we first compute the minimum intersection ratio between the two detections M 1 and M 2 where M′ is their area of intersection:
Then, we compute the appearance similarity between them:
where P size is zero mean Gaussian function of the Euclidean distance for width w and height h of two detections. Finally, the two-threshold method is applied as follows to obtain the final association result f:
where δ 1 and δ 2 are thresholds for appearance similarity and intersection ratio and they are set to 0.8 and 0.7, respectively. Then, we use foreground extraction [22] to eliminate false positive detections. If detection is not identified by two-phase association and its foreground area is small, detection is labelled as false positive. If a tracked object is not updated by detection responses for a certain number of frames, then it is eliminated by confirmation-by-classification [21] . Only the reliable associations are passed to the tracking model. 
AdaBoost online learning model
AdaBoost algorithm creates one strong hypothesis from several weak hypotheses [10] . Our weak hypotheses consists of RGB histogram, region covariance and HOG similarity measures:
where cc is the normalised cross correlation coefficient. By using these weak hypotheses, a strong classifier H is built:
where α k are the weights which are estimated by minimising the loss function. Then we perform binary classification R a = −1, + 1 and calculate the confidence score Ψ A i , A j between appearance models A i and A j as follows:
Ψ is then used in the state estimation to compare the group members and associate groups in subsequent frames (described in Section 3.4.4).
Tracking model
In this paper, we refer to an in-group as individuals who belong to a certain group and out-group consists of the individuals that are not part of that group. Unlike the standard particle filter observation model, we use a multi-observation model which consists of in-group (y t in ), out-group (y t out ) observations in addition to a similarity measure (y t ) as shown in Fig. 3 . In-group and outgroup observations help evaluate the interaction between people and group dynamics following split and merge events.
Multi-observation model:
The main idea behind the multiobservation model is to decompose the standard particle filter observation model into disjoint observations. Since individual similarity and interaction with other people are disjoint, observations can be decomposed as follows:
where y t i is the observation of interaction with other people, and y t s is the observation of individual similarity. Due to the independency of similarity and interaction observations, we obtain:
The multi-observation model also divides interaction observations into in-group and out-group observations. In-group observation evaluates the interactions between each person in a specific group and other people in the same group while out-group observation performs this evaluation between each person in a specific group and other people outside this group. Since the evaluation of interaction is performed with two disjoint sets of people (in-group and out-group sets), it can be described as follows:
Thus, the observation model becomes:
In-group observation p y t in , x t is a measure of degree of belonging to a specific group and out-group observation p y t out , x t is a measure of degree of not belonging to a specific group.
In the multi-observation model, we use the direction similarity :
where θ is the angle between the motion vectors and d is the distance between the individuals x and y, and s is the set of bounding boxes of the person detection result in first frame and the minimum bounding box width k w and height k h in s are used for normalisation. Then, the interaction weight is computed as follows: . In our group definition, people in the same group are assumed to have similar motion directions and the maximum angle between their direction vectors θ is set as π/2, therefore, w θ is 0.5. Since some individuals connect to others indirectly, in-group and out-group weights need to be refined to reflect these indirect connections. We update the weights if refinement of the in-group and out-group weights of all individuals, the event e ∈ Merge, Split, None is determined as follows: . Function E detects a split event between individuals x and y, and a merge event between individuals x and z. The individual similarity p(y t s | x t ) is calculated using the Euclidian distance.
Motion model:
In this model, particle advection and template detection are used together to detect the motion of both sparse and dense groups. Particle advection is mainly used in flow extraction and stability analysis [5, 6] and has been shown to be effective in crowded scenes. On the other hand, template detector is more reliable in sparse environments where individuals are separately discernible. Consequently, the motion model is formulated to combine both approaches and with the object state is composed of the position (p x and p y ) and velocity (v x and v y ) of both groups and individuals; x t = [p x p y v x v y ] as follows:
where π PA X t + 1 | X t and π Det X t + 1 | X t are hypotheses that generate motion vectors with particle advection and the template detector respectively and α is a parameter that determines the relative weights of these components. α is selected to be inversely proportional to the group density to give higher weight to particle advection in denser regions and higher weight to template detector in sparse regions. We define the group density c d as: (27) where n p is the number of people in the group and n b is the number of person rectangles not intersecting with each other in the group. Then, we define α as follows:
where m is the calculated matching measure between the object and the detected template. As the motion model local-linear dynamics with Gaussian noise is used [3, 4] :
1 0 1 0 0 1 0 1 0 0 1 0 0 0 0 1
where B is the particle dynamics matrix, x t k is the group state at time t, and n g is the Gaussian noise.
Since particles in the particle advection model are statically distributed, the following steps are used to eliminate unreliable particles: distance filtering, cross-correlation of particles in successive frames, identifying forward-backward optical flow discrepancies. The distance filter selects the particles in or very close to the tracked object. In cross-correlation of particles on successive frames, these particles are moved by using a forward Lucas-Kanade optical flow [23] . Then, the template match score between moved position and current position for each particle is computed and the particles with a high matching score are kept. For the retained particles, the forward-backward optical flow [24] is applied. In this method, the particles are first moved forward with a forward optical flow, and then moved back with a backward optical flow. The distance between the original position and the new position of the particle is computed as a distance error and only the particles with a very low error are kept. In the final stage, we eliminate unreliable particles and keep the particles having a consistent motion history. This method allows us to identify the right particle in case of an occlusion event. In this method, the velocity vector of each tracked object is retained for a number of frames and the similarity of the current velocity vector is estimated based on the motion history of the tracked object. We only select particles with a consistent velocity vector. Then, the π PA X t + 1 | X t formula is used to calculate the velocity vector. The template detector model π Det X t + 1 | X t calculates [v x v y ] estimating the next state of the object through detection. As a template detector, the correlation coefficient is used.
Particle resampling:
In standard particle filter model, the number of particles is set once and does not change during tracking. However, since groups are dynamic entities the number of people in a group may change and the number of particles needs to be updated for effective tracking. Particle filter uses sequential importance, evaluating the tracked area as a single-piece and resampling the particles based on the best observation. Instead, we find the best observation for all person regions in the tracked group and resample the particles accordingly. The total number of particles to be used p t is dynamically computed during tracking as follows:
where p is the number of particles for one person, n is the number of people in the tracked area.
State estimate:
State estimation is performed for both groups and individuals. We use the fact that the two groups are the same if and only if number of people in groups is equal and members of the groups are the same. In order to compare the group members and to associate groups and individuals, we use AdaBoost confidence scores Ψ calculated in (15) . The state estimation procedure is summarised in Algorithm 1 (see Fig. 4 ). State estimation returns S est = 0 is the groups are not matched and a state estimate score S est > 0 if they are matched and we select the group with highest S est as the match.
Experiments and results
The proposed method was tested on three datasets: friends meet (FM) [3, 4] , BIWI [12] , and PETS 2009 [25] . The FM dataset consists of 53 sequences including both synthetic and real scenarios. The synthetic set contains 18 simple scenarios (one or two events, two to six individuals), and ten difficult scenarios (multiple events, eight to ten individuals). The real set consists of 15 outdoor sequences where the individuals meet. The queue sequences in this dataset (three synthetic, two real) were excluded from the experiments as in the literature [3, 4] . BIWI consists of two outdoor scenarios and we used six scenarios from PETS. The proposed method was evaluated in terms of its performance in tracking individuals and groups. False Positive (FP) and False Negative (FN) rates [26] were used for measuring detection performance. Individual tracking performance was measured with ID switch count [27] and the Mean Square Error (MSE) of the estimated positions with their standard deviations. Multi-Object Tracking Precision (MOTP) and multi-object tracking accuracy (MOTA) [28] were used to measure group-tracking performance. Group detection performance was evaluated with the Group Detection Success Rate (GDSR) [3, 4] . We set low-level association thresholds θ 1 and θ 2 to 0.504 and 0.025 respectively. detector was simulated using detections from the ground truth with a false positive and false negative of 20% and adding Gaussian noise [3, 4] .
Results on synthetic scenarios
The proposed framework uses both template detection and particle advection to model the motion of the individuals and groups, and adjusts their relative weights dynamically. In individual tracking, the template detector is expected to have a higher weight; as a result, the performance is adversely affected by detection noise resulting in higher MSE compared with DP2-JIGT and DEEPER-JIGT. However, CIGT outperforms DP2-JIGT and DEEPER-JIGT in group detection and tracking in terms of GDSR, MOTP and MOTA. By eliminating false positives and evaluating the degree of closeness and motion direction with the multiobservation model, the CIGT performs slightly better in terms of 1-FP and GDSR metrics. Furthermore, it better models the group motion and has lower MOTP due to the particle advection.
Results on real scenarios
FM, BIWI and PETS datasets, each having different properties and challenges, were used to evaluate real scenarios. We used a real person detector [29] for the evaluation of PETS and simulated the person detector for FM and BIWI by generating detections from the ground truth with false positive and false negative rates of 20% and adding spatial Gaussian noise [3, 4] . For group evaluation, we annotated and evaluated ground truth from both group and individual datasets of PETS 2009 [25] . Table 2 presents the results of group evaluation on the real FM dataset.
DP2-JIGT has slightly better performance than the CIGT in group detection since DP2-JIGT performs online modelling for the group. However, the CIGT outperforms DP2-JIGT and DEEPER-JIGT in group-tracking due to the particle advection and multi observation model in the CIGT. Table 3 presents the results of individual tracking on the real FM dataset. In this case, the intersection degree between ground truth and tracker result is used to calculate MSE and MOTP. In addition, we use re-init (how often the tracker drifts and needs to be re-initialised with detection responses) and ID switch metrics to evaluate individual tracking. Since the CIGT uses the discriminative appearance model [9] to describe the individuals and performs two-phase association to identify them based on their features, the identification based metrics (1-FP and 1-FN) are higher compared with DP2-JIGT and DEEPER-JIGT and thus the CIGT tracker does not need to be reinitialised as often. Furthermore, as a result of two-phase association, the object IDs are mostly correctly identified.
The BIWI dataset consists of two video sequences in which individuals generally walk in one direction and it does not contain merge and split events. The results on this dataset are shown in Table 4 .
All three methods have similar performances in group evaluation on the BIWI dataset. The CIGT outperforms DP2-JIGT and DEEPER-JIGT with much lower false positives. However, bad illumination conditions and small bounding boxes generated by the person detector might reduce the performance of the discriminative appearance model. As a result, some of the valid detections are discarded by false positive elimination increasing the number of false negatives. However, in the CIGT, overall group detection and tracking performance is slightly better; due to advantage of particle advection in denser areas, the CIGT provides better results in modelling the group motion and has a lower MOTP.
The results on the PETS dataset are shown in Table 5 . This dataset includes denser groups compared with other datasets different to the other experiments; we used a real person detector [29] to evaluate the tracker performance. 
Person detection error rate and parameter sensitivity analysis
We simulated the person detection by generating 20% false positive and negatives from the ground truth data obtained from previous experiments. In this experiment, we simulated person detections with different error ratios from 0 to 40% in increments of 5% and analysed the effects on both individual and grouptracking. Fig. 6 presents the effects of different person detection error ratios on individual tracking performance. In individual tracking, although the FN ratio decreases when the error ratio is greater than 0.25, there is no significant change in the FP ratio by the help of false positive elimination. However, the decrease in 1-FN is not proportional to the error ratio and it is still greater than 85% when the error ratio is 0.40. In the literature, the number of ID switches is reported to increase significantly above the 0.25 error ratio. However, the number of ID switches in CIGT did not exhibit any sharp increase with the increasing person detection errors.
As shown in Fig. 7 , there is no significant change in the 1-FP and 1-FN rates in group detection. Due to the false positive elimination mechanism of CIGT, the 1-FP rate is affected less compared with the 1-FN rate. These metrics show that the CIGT is robust against person detection errors in group detection.
In group tracking, we evaluate the changes in MOTP [m] and MOTA with respect to the increase in person detection errors as shown in Fig. 8 . Since the 1-FN rate in individual tracking decreases, some of the individuals in the group are identified and the central position of the group is drifted. As a result, MOTP increases and MOTA decreases with the increased error rate. marginally better results could be achieved by fine tuning these parameters to the specific dataset.
Conclusion and future works
This paper proposes a particle filter-based tracker with multiobservation model to track multiple individuals and groups. Different to the standard particle filtering, it provides the flexibility to evaluate multiple observation measures allowing evaluation of social interactions between people and analysis of the group events (merge and split) in group formation. The proposed framework allows groups to be tracked with lower position errors compared with the state-of-the-art methods in the literature. In addition, the discriminative appearance model and online learning provide tracking individuals more accurately and increase the grouptracking performance. In the future, it can be extended with an online learning mechanism for group formation to be used in the multi observation model.
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