Several studies have already shown that the transient current can be successfully used to identify electric loads. However, most of the proposed methods were validated using only a handful of loads whose electric properties often differed significantly from each other. Therefore, a much more challenging empirical study was carried out here using 18 different fixedspeed motors in a real work environment. A further difficulty was introduced by normalizing the current amplitude to a value of 1 A during steady state. It is shown that a classifier can distinguish these 18 motors even under those conditions with an f1-score of 97.7 % after a supervised training period. In addition to that it was tested whether the mechanical output type (pump, fan or compressor) of the fixed-speed motors could be inferred using only the transient current. However, the classification results indicate that this is not possible.
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I. INTRODUCTION
Load identification is an important step of nonintrusive load monitoring (NILM) [1] . The term "load identification" refers to classification methods which map input data, usually electric properties derived from the current and/or voltage, to a certain load type [2] .
This classification problem has already been tackled in several papers [3] - [23] , [23] - [38] and different features and classifiers have been proposed (see section A). However, most of the proposed methods were validated using only a handful of loads, whose electric properties often differed significantly from each other (see section A). We asked ourselves: Is a classification still possible • if the loads are very similar to each other, • if the loads are normalized with respect to their current draw during steady state, • if there are much more than only a handful of loads? Therefore, we conducted an empirical study using 18 different fixed-speed motors in a real working environment. Thereby, we directly address an issue raised by [39] , who state that "load identification performance using STFT [short time Fourier transform] has not been characterized for many practical scenarios".
In addition to that we wanted to know whether the type of mechanical load (i.e., a pump, a fan or a compressor) could be inferred automatically after a supervised training. The difference between these three mechanical loads is that a pump transfers a liquid from a region of low pressure to a region of high pressure, whereas a fan moves a gas with adding negligible amounts of pressure to it, and a compressor (and a blower) raises the pressure of a gas significantly [40] . This analysis was motivated by the statement that the "transient behavior of a typical load is intimately related to the physical task that the load performs" [4] . Moreover, Sultanem [3] , one of the earliest publication in this area, already proposed to distinguish pump-operated appliances from other motor-driven appliances. Since fixed-speed motors represent one of the most frequently occurring loads in industry, a classifier which could infer its mechanical load by measuring its current would be of great benefit. The rest of the paper is structured as follows: Section II describes the load identification problem in more depth from a theoretical point of view. After that, the data and methods used in this case study are reported in detail in section III. The results of the classification are reported in section IV. Finally, the paper is briefly summarized in section V.
II. LOAD IDENTIFICATION THEORY
As mentioned above, load identification refers to classification methods which map input data to a certain load type [2] . In this section, the possible load types and the kind of classification problem shall be explained in more depth.
A. Possible load types
In a lot of papers it is not clearly specified, which load types exist. Several options are conceivable and have been (implicitly) proposed in papers:
• One type for each operational status for each (physically different) load • One type for each (physically different) load • One type for each device model (e.g. dishwasher of company A, model X) • One type for each device type (e.g. dishwasher) • One type for each group of devices (e.g. linear loads) For example, [30] partitions a hair dryer and a electric heater into their different operational statuses (e.g. full power, half power and standby). Opposed to that, [37] uses two different hair dryers in his case study but does not distinguish them further by their operational status. In contrast to that, [33] groups all washing machines, dishwashers, etc. into one load type. Similarly, [8] groups two different induction motors into one load type. Last, [38] mentions that the signatures from an electric heater and an electric iron appear very similar, indicating that grouping them together might be beneficial for increasing the classification accuracy. Similarly, [3] proposes a load category "resistive appliances".
In this paper, we only want to recommend to clearly specify the load types, but we shall not evaluate which load types are the most sensible choice. Such an evaluation will certainly arXiv:1911.11797v1 [eess.SP] 26 Nov 2019 need to take the final purpose of the classification into account which may differ from application to application. Moreover, the choice of load types might also be influenced by the choice of features: While [12] reports that devices of the same model exhibit very similar features, [41] noticed a discernible variation in the voltage noise of four compact fluorescent lights of the same model, purchased as a packaged bundle, by which they could be distinguished.
B. Kind of classification problem
In the simplest case, the current and/or voltage of one load is measured, relevant features are extracted and exactly one load type is predicted. Since the classifier needs to know the load types a priori, the classifier is provided with samples of each load type during training. Thus, we are dealing with a supervised classification.
Often, the current and/or voltage of an aggregated load comprising many individual loads is measured. In these cases, the switching events are usually detected at first [2] and it is assumed that each switching event is caused by exactly one load. For each switching event, features are extracted by using some kind of disaggregation method and one load type is predicted. Thus, the problem simplifies to a supervised classification problem again. However, switching events, in particular turn-on events, may also overlap. [4] solve this problem by only considering a section of a turn-on event, which they then assume to be caused by only one load.
In all of the descriptions above, only one class is inferred for a particular input. In contrast to that, papers using artificial neural networks as classifiers, e.g. [12] , [14] , [35] , often have one binary output neuron for each possible load type. These output neurons represent whether a load of a certain type is present ("on") in the measured aggregate load. Thereby, the presence of multiple load types can be predicted at once. Such classifiers are often trained with all possible load type combinations. Since there are 2 N possible combinations assuming N different load types, this approach does not scale well for large numbers of N . However, posing the classification problem in this way makes sense if no event detector is used or if overlapping events are likely.
Last, some nonintrusive load algorithms [42] - [45] pose the disaggregation problem as an optimization problem by trying to match the measured aggregate power demand as closely as possible and modeling appliances as e.g. Markov models. While such algorithms also implicitly estimate which loads are active at which times, the structure of such algorithms deviates significantly from the supervised classification methods described above. Thus, such algorithms shall not be further analyzed in this paper.
III. DATA AND METHODS
In the following, information about the dataset, the data acquisition methods, the preprocessing methods, the feature extraction methods and the classification method is presented.
A. Dataset
The dataset includes the electric measurements from 18 different fixed-speed motors (see table I ). All motors are part of machines which are used in manufacturing plants and were located at the workshop of Fraunhofer IGCV. For each motor, the type of mechanical load (pump, compressor, fan or other) was determined. No more specifications about the motors was obtained due to often limited documentation and difficulties with disassembling the machine to analyze the motor from close range. However, it is assumed that all motors differ from each other in terms of the device model, since the machines come from different manufacturers and the motors serve different purposes. 
B. Data Acquisition
The current of each motor was measured by placing a current clamp around the cables leading to the motor, usually in the control cabinet. Similarly, the voltage was obtained by placing a magnetic voltage probe to live metal parts in the control cabinet. In case of three-phase motors, only one (arbitrary) phase was measured.
As current clamps, the model WZ12B from the company GMC-I Messtechnik GmbH were used, for which a measurement error of = ±1.5 · i ± 1mA is stated. Even though they are only specifed for a frequency range of 45 Hz to 500 Hz, it was experimentally determined by both the author and the manufacturer that they measure a current with a frequency of 10 kHz with an attenuation factor of only a few percent (see Fig. 1 ). As data acquisition device, the model DS-NET from the company DEWESoft GmbH was used. Its V4-HV module was used for recording the voltage, and its V8 module to record the voltage output of the current clamps. Both were measured with a sample frequency of 10 kHz.
In this paper, we are intentionally measuring the current of the motor directly (similar to previous papers, see section A). In contrast to that, NILM devices only measure the current of an aggregate load. As described above, loads are then identified by detecting switching events and extracting features for each switching event which includes some kind of disaggregation method. Thus, load identifcation using the aggregate current actually comprises two problems: A disaggregation and a classification problem. Here, we are only tackling the classification problem. The reason is as follows: If the load identification using the aggregate current yields poor results, it is not clear whether it is due to the disaggregation or the classification method. On the other hand, if the load identification using the motor current yields poor results, it is clear that the issue is the classification method.
C. Preprocessing methods
The current measurements of each motor were divided by a constant factor so that the current peaks during steady state were at approximately ±1 A. Then, the turn-on events of each motor were detected using a simple threshold algorithm. The turn-on currents of a motor usually varied significantly, most likely due to a different phase angle at the time of turning-on (see Fig. 2 
top).
In order to mitigate this influence, the current was split into periods using a zero-crossing approach and the first period corresponding to the first approximately 20 ms was omitted (see Fig. 2 middle) . Moreover, the current was potentially multiplied by (−1) so that the first current peak is positive. After this preprocessing, all turn-on currents of a fixed-speed motor looked much more similar (see Fig. 2 bottom) . Based on the preprocessed current i and the measured voltage u, the instantaneous power p inst was calculated as p inst (t) = i(t)·u(t). 
D. Extracted features
For each turn-on event, several features were calculated. Therefore, only the time scale of the second to sixth period of the current after the turn-on event was considered, which corresponds to the first approximately 20-120 ms after a turnon event (see Fig. 2 middle). While later times would probably provide useful features, too, there is higher chance that another turn-on event occurs during that time period. Because of that, the duration of the transient was not used as a feature, since it can be much longer than 120 ms. The following features were calculated (see summary in Table II) :
Exponential decay constant: An exponential function of the form i peak (t) = i max · e −λt + i steady was fitted to the current peaks and the parameter λ was used as a feature. More exactly, this function was fitted to four different signals resulting in four different features: The five peak maxima of the current, the five peak minima of the current, the ten peak maxima of the absolute value of the current and the ten maxima of the instantaneous power p inst .
Linear slope constant: Analogous to calculating the exponential decay constant, a linear slope constant m was calculated by fitting a function of the form i peak (t) = i max · m + i steady . It was also calculated for the four signals specified above.
Current peak values: Another set of features were the peak values of the current in the second to sixth period. In total, five current peak maxima values and five current peak minima values were used as a feature. If we would not have normalized the current during preprocessing, such current peaks would represent absolute values. However, one might prefer using relative values to using absolute values in order to classify identical device types equally, independent of their size. Therefore, the absolute current peak values have to be divided with other absolute values. In this paper, the transient current peak values are implicitly divided by the steady state current peak values during the normalization in preprocessing (see subsection III-C). Alternatively, the transient current peak values can be divided by themselves. This approach was also tested. As divisor, the maximum peak value of the third period was chosen, because this particular value varied, on average, the least for all motors compared to the other current peaks in the second to sixth period. Concluding, both the "absolute" (only implicit division with steady state current amplitude) and the "relative" (explicit division with transient current peak value) current peak value were used as features.
Energy: Inspired by [14] , the energy of the transient defined as e(t 0 , ∆ t ) = t0+∆t t0 p inst (t)dt was used as a feature. More precisely, the energy of each period from the second to sixth period was used (five values) and the sum of the energy ranging from the second to either the second, third, fourth, fifth or sixth period (five more values). Since these values represent absolute values again, in addition to the absolute values relative values were calculated by dividing the energy in each period by the energy of the sixth period. The sixth period was chosen, because it varied, on average, the least for all motors compared to the energies of the four periods.
Current harmonics: Similar to [8] , the magnitude of the first 20 current harmonics was calculated using a fast Fourier transform. The magnitudes were divided by the magnitude of the first harmonic, resulting in relative features. The fast Fourier transform was applied five times for each of the second to sixth periods, resulting in a total of 100 features. Moreover, the total harmonic distortion was calculated for each period via T HD = (|I 2 | + |I 3 | + · · · + |I 20 |)/|I 1 |, where |I n | represents the magnitude of the n'th current harmonic. This resulted in five more features.
Presence of additional local extrema and inflection points: In a perfect sinus signal, there is only one local extrema in the middle of each half-period. However, some currents exhibited multiple local extrema in half-periods. This phenomenon was captured with one feature per half-period which took the value one whenever multiple local extrema appeared and otherwise zero. Similarly, an inflection point, at which the curvature of a signal changes, only appears for a perfect sinus when its value approaches zero. In some halfperiods additional inflection points were observed though and in these cases a corresponding feature adopted the value one and otherwise zero.
E. Classifier for distinguishing motors
The actual classification can be subdivided into the following five substeps:
• Prepare the data set in order to facilitate the classification process • Split the data set into training and test set • Choose features • Choose a classifier Split data set: In order to train and evaluate the classifier, the data set is split into a training set for training the classifier and a test set for evaluating the classifier. This is performed using the stratified k-fold cross validation technique with k = 8 [46] . One weakness of the data set is that the number of turn-on events differs among motors. In machine learning terms the data set is said to be imbalanced. Thus, the classifier would prioritize the correct classification of those motors that have the highest number of turn-on events while it should consider all motors as equally important. The equal treatment of classes can be achieved by modifying the cost function during the training procedure. Therefore, in scikit-learn the parameter class weight was set to 'balanced'.
Choose features: One could train a classifier using all the 173 features defined in the previous subsection. However, it would be desirable to use significantly fewer features to make the classifier simpler and also avoid overfitting. To this end, we followed the following strategy: At first, train a classifier with each of the 173 features (only one feature). Determine the accuracy of each classifier. Pick the "winning" feature which yielded the highest classification accuracy. Then, train a classifier with two features. Limit the 173 2 = 29929 possible feature combinations to only 173 possible combinations by fixing one feature to the "winning" feature of the previous run. Again, train 173 different classifiers and pick the "winning" feature of the second run. Follow this approach of adding one more "variable" feature for each run and keeping the "winning" features of the previous runs. Thereby, we tested classifiers that use 1-15 features. For a given number of features, only the classifier with the "winning" features is reported in the following.
It is clear that this approach will yield worse results than trying all possible combinations for a fixed number of features. However, for a classifier with 15 features, there are approximately 173 15 = 3.7 · 10 33 possible feature combinations. Trying all these out by brute force would take too much time.
Choose classifier: Two of the most often employed supervised classification techniques are neural networks and support vector machines. While neural networks tend to require a large number of samples [47] , support vector machines 'are well suited to deal with learning tasks where the number of features is large with respect to the number of training instances' [48, p. 13] . Since this condition was true for this case study (the number of potential features was approximately half as large as the number of the samples), the support vector machine was chosen. It was implemented using the function 'sklearn.svm.SVC' from the python module scikitlearn, version 0.19.2 [49] . One of the parameters to further specify the support vector machine classifier is the choice of the kernel. Here, three kernels were tested: a linear kernel, a polynomial kernel with three degrees and a radial basis function kernel. All other parameters of the function were left to their default values.
Train classifier: Training the classifier means fitting the parameters of the mathematical model of the support vector machine to the training data such that the classification accuracy is maximized. To this end, scikit-learn provided the function fit.
Choose accuracy measure: The classification accuracy of the trained classifier was evaluated using the macro-averaged f1-score. This metric is more appropriate than the default accuracy measure (fraction of correct classifications) in case of imbalanced data sets.
F. Classifier for predicting the mechanical output
The classifier for predicting the mechanical output was the same as the one used for distinguishing the 18 different fixedspeed motors with the following deviations:
• The three motors whose mechanical output was neither a pump, a compressor nor a fan, were omitted. • Instead of the 18 labels for each motor, only three labels were used representing the three different mechanical outputs: pump, compressor and fan • The number of turn-on evens per mechanical output was not equal. Therefore, the parameter class weight was set to 'balanced' again. • The number of turn-on events per motor was not equal.
To ensure equal importance, the number of turn-on events per motor was reduced to eight through omission. Thereby, only eight turn-on events from each motor were used. • Instead of the default stratified cross-validation we employed a custom cross-validation strategy. The reason is that the default stratified cross-validation folds would likely contain one turn-on event from each motor. In this way, the classifier could learn to predict the three different mechanical outputs by distinguishing the (18-3=) 15 different motors. Instead, we want the classifier to generalize the characteristics of a mechanical output. Therefore, the data set was split such that the test set includes all turn-on events from one motor from each mechanical output (i.e., the test data includes three motors and a total of 24 turn-on events). All residual turnon events form the training set. This splitting strategy ensures that the motors in the test data set are new to the classifier. There are 6 · 4 · 5 = 120 possible combinations to split the dataset in this way (see table I ). For each of these combinations, a classifier was trained and its accuracy (f1-score) was evaluated. The final f1-score was determined as the mean of these f1-scores.
IV. RESULTS
First, the results of the classifier for distinguishing motors are presented in subsection IV-A. Then, the results of the classifier for inferring the mechanical output type are discussed in subsection IV-A.
A. Distinguishing motors
The classification results for distinguishing the 18 different fixed-speed motors are presented in Fig. 3 . Among the three different SVM kernels, the classifier using the linear kernel achieved the highest f1-score. It may be surprising that the classifier using the linear kernel performed better than the one with the polynomial kernel, because the linear kernel is just a subset of the polynomial one. However, we believe that the use of the polynomial kernel increased the degree of freedom of the model too much given the limited amount of training data. The f1-score of the classifier using the linear kernel depends significantly on the number of features used for classification. It is less than 20 % when only one feature is used, approximately 80 % when five features are used and 97.7 % when 14 or 15 features are used. This f1-score is significantly higher than the expected f1-score of 1/18 = 5.6 % for a randomly guessing classifier.
The winning features for each run are shown in table III. Most of these feature represent the magnitudes of certain current harmonics. This might not be too surprising, as 100 out of 173 features represent current harmonic magnitudes. However, we expected that the total harmonic distortion of a period would be a more helpful feature than a rather specific current harmonic. Moreover it was surprising to us that the winning feature when using only one feature was the second harmonic in the period 2, an even harmonic, whose magnitude is usually negligible compared to any odd harmonic. Apart from the current harmonics, two features repesenting the current peak values directly as well as two linear slope constants could also Linear slope constant using current minima 97.7 % be found among the winning features. In contrast to that, all four exponential decay constants were found to be one of the most unhelpful features. They exhibited the highest average coefficient of variation, calculated for all the turn-on events of one motor, among all the 173 features. A visual representation of the data is possible by plotting the turn-on events in a two-dimensional scatter plot along the axis of the first two winning features (see Fig. 4 ). It can be seen, that most turn-on events belonging to the same motor are grouped closely together while turn-on events of different motors are separated from each other. This observation is in alignment with the good classification results.
B. Predicting mechanical output of motors
The classification results for inferring the mechanical output of a motor are shown in Fig. 5 . Similar to Fig. 3 , the classifier using the linear kernel outperforms the one with the polynomial kernel. While the classifier using the radial basis function kernel achieves slightly higher f1-scores, its f1-score sometimes decreases if the number of features is decreased which may be sign of a too complex model for the very limited amount of training data. Therefore, we will analyze the classifier using the linear kernel in the following.
Its resulting f1-score depends on the number of features: Using only one feature (relative peak value of current minimum in period 6) it achieves an f1-score of already 52.4 %. Using five features, an f1-score of 70.7 % is reached, but it does not increase more using any additional features. While these values seem high, they have to be compared to a randomly guessing classifier whose f1-score is 1/3 = 33 %. While there is an increase in classification accuracy, it does not seem significant.
Thus, it seems that no classifier could be found that performs significantly better than a randomly guessing one. This may be due to the very limited amount of training data which comprises only 4 − 6 motors for each type of mechanical load. Potentially, the common characteristics determined by the mechanical load could not be automatically inferred by On the other hand, it might also be that the inference of the mechanical load based on only the transient current is simply not possible, because the motor type and/or its specific application influences the transient current much more than the type of the mechanical output. The turn-on events can again be plotted in a scatter plot along the axis of the first two winning features. The second and third winning feature of the classifier using the linear kernel were the presence of inflection points in a particular half period. Since these are binary features, the resulting visualization is difficult to read. Instead, the first two winning features of the classifier using the radial basis function were used as axis, which represent the magnitude of the 2nd current harmonic in period 5 and the magnitude of the 8th current harmonic in period 6 (see Fig. 6 ). According to this graph, the turn-on evens from fans (white shapes) tend to exhibit fewer current harmonics than the turn-on events from compressors (black shapes). Turn-on events from pumps (numbers) fall somewhere in between. However, the class borders are more overlapping compared to Fig. 4 , which explains the lower classification performance. 
V. SUMMARY
We tested whether 18 different fixed-speed motors could be distinguished based upon their normalizedtransient current. We found a classifier using 14 different features that can separate these motors with an f1-score of 97.7 %. This can be considered a success compared to the f1-score of 5.6 % from a randomly guessing classifier. Even when only five features can be used, a classifier was found that can distinguish the motors with an f1-score of approximately 80 %.
In addition to that it was tested, whether the mechanical output type of a motor (i.e., a pump, a fan or a compressor) could be inferred by only analyzing the normalized transient current. Therefore, the classifier was trained with turn-on events from 3-5 motor for each mechanical output type, but it performed the prediction on turn-on events from motors which it has never seen before. In this way, the best classifier achieved f1-scores of approximately 70 %. This is not a significant improvement compared to a randomly guessing classifier which yields an f1-score of 33.3 %. This poor performance might be due to the low numbers of motors for each mechanical load type. However, it may also indicate that such an inference is simply not possible, because the motor type and/or the specific application influence the transient current characteristics more than the type of mechanical output.
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