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In many applications because of the complexity of the mathematical models have to abandon
the use of ordinary differential equations in behalf of considering the evolutionary equations
with partial derivatives. In addition, most commonly the evolutionary problem study on the
finite interval changes of a temporary variable. In practice, where you can solve the problem
for arbitrary finite interval changes to a temporary variable it is important to know the
behavior of the solution where, when the temporary variable strives to infinity. First of all,
this is related to the study of the properties of the stability of the indicated solution and the
possibility of constructing the stabilizing control in case of the instability. Precisely this case
is the object of the study in this work, in which represent the analysis of the stability of the
weak solutions of the evolutionary systems with distributed parameters on the graph with
the unlimited growth of the temporary variable, obtain the conditions of the stabilization
of the weak solutions. By studying the relevant initial-boundary value problem, we to be
beyond the scope of the classical solutions and appeal to the weak solutions of the problem,
reflecting more accurately the physical essence of appearance and processes (i. e. consider
the initial-boundary value problem in weak formulation). In this case, the choice of the class
of weak solutions to be determined one way or the other functional space is at the disposal
of the researchers and to meet the demand, above all, conservation of the existence theorems
and the uniqueness theorems for the arbitrary finite interval changes to a temporary variable.
The fundamental used tool is the representation of a weak solution in the form of a functional
series (method Faedo—Galerkin approximation with the special basis-system functions — the
eigenfunction system) and the compactness of a many of approximate solutions (thanks to
a priori estimates).
Keywords: an evolutionary system of parabolic type, distributed parameters on the graph,
a weak solution, stabilization of a weak solution.
Introduction. Today have a lot of the results by analyze of the behavior of the
solutions of the differential equations (the equations systems) to infinity, but, as we
know, all they oriented of the ordinary differential equations and systems [1, 2]. In many
applications because of the complexity of the mathematical models have abandon to
these differential systems in behalf of considering the evolutionary equations with partial
derivatives. Precisely this case is the subject of study in this work: make attempt to
analyze of the possibility of the stabilization solutions for the evolutionary systems with
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distributed parameters on the graph. By studying the relevant initial-boundary value
problem, we to by beyond the scope a classical solutions and reduce to the weak solutions
of the problem (i. e. consider the initial-boundary value problem in weak formulation).
These solutions describe more exactly the physical essence of phenomena and processes.
In this case, the choice of the class of weak solutions to be determined one way or the other
functional space, to meet the demand, above all, conservation of the existence theorems
and the uniqueness theorems for the arbitrary finite interval changes to a temporary
variable (provided that correspond to the spirit of the study phenomenon or processes).
The fundamental used tool is the representation of a weak solution in the form of a
functional series (method Faedo—Galerkin approximation with the special basis-system
functions — the eigenfunction system) and the compactness of a many of approximate
solutions (thanks to a priori estimates).
Basic concepts and notation. In the paper considers the question of stabilizing
the weak solving of the problem
∂u(x,t)
∂t + Au = f(x, t), u(x, 0) = ϕ(x), (1)
when t → ∞ for the evolutionary system of parabolic equations with distributed
parameters on the graph Γ (in the applications — on the network) [3–6] (for hyperbolic
systems see the paper [7]) and what role is played by the operator A. In here A is the
positive definite operator with discrete spectrum, acting in a Hilbert space H , f(x, t) and
u(x, t) are the specified and search abstract functions with values in the same space H
(the map t→ H), ϕ(x) is the element of the space L2(Γ). Weak solution (1) is defined as
the map t→ H , satisfying a integral identity [5, 6]. In particular get the conditions, fulfill
under which a weak solution of problem (1) converges for t → ∞ in norm H to a some
weak solution v ∈W ⊂ H of problem
Av = g, g ∈ H. (2)
We introduce the following concepts and symbols adopted in the works [5, 6]:
– Γ is the limited oriented geometric graph with edges γ, parameterized the seg-
ment [0, 1];
– ∂Γ and J(Γ) are the many of boundary ζ and internal ξ nodes of graph respectively;
– Γ0 is the join of all the edges of the graph Γ, does not contain the endpoints;
– Γt = Γ0 × (0, t) (γt = γ0 × (0, t)), ∂Γt = ∂Γ× (0, t) (t ∈ (0, T ], T <∞).
All through of the work make use of the classic space of functions:
– Lp(Γ) (p = 1, 2) is a Banach space of measurable functions on Γ0, integrable with
degree of order p (similarly defined the space Lp(ΓT ));
– L2,1(ΓT ) is the space of functions from L1(ΓT ), ‖u‖L2,1(ΓT ) =
T∫
0
(
∫
Γ
u2dx)
1
2 dt.
As well we make use of the analogues of Sobolev spaces [8, 9]:
– W 12(Γ) is the space of functions from L2(Γ), with generalized derivative of order 1
also from L2(Γ);
–W 1,02 (ΓT ) is the space of functions from L2(ΓT ) with generalized derivative of order 1
for x belonging to space L2(ΓT ) (similarly defined the space W 12(ΓT ));
– V2(ΓT ) is the set of all functions u(x, t) ∈W 1,02 (ΓT ) with finite norm
‖u‖2,ΓT ≡ max
0tT
‖u(·, t)‖L2(Γ) + ‖ux‖L2(ΓT ) , (3)
these functions are continuous on t in norm space L2(Γ).
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We will introduce the state space of parabolic system and the auxiliary space. Consider
the bilinear form
(μ, ν) =
∫
Γ
(
a(x)dμ(x)dx
dν(x)
dx + b(x)μ(x)ν(x)
)
dx
with a fixed measurable and limited on Γ0 functions a(x), b(x) square integrable.
If the function u(x) ∈ W 12(Γ) и (u, ν) −
∫
Γ
f(x)ν(x)dx = 0 for any ν(x) ∈ W 12(Γ)
(f(x) ∈ L2(Γ) is the fixed function), then (lemma 2 in [10, p. 92]) for any edge γ ⊂ Γ
the narrowing of the function a(x)γ
du(x)γ
dx continuously in the endpoints of the edge γ.
Relabel Ωa(Γ) the many of these functions u(x) satisfying the ratios
∑
γ∈R(ξ)
a(1)γ
du(1)γ
dx =∑
γ∈r(ξ)
a(0)γ
du(0)γ
dx in all nodes ξ ∈ J(Γ) (in here R(ξ) and r(ξ) is the sets of the edges γ
accordingly oriented “to node ξ” and “from node ξ”) and u(x)|∂Γ = 0. The closing of the
set Ωa(Γ) in norm W 12(Γ) relabel W 10(a,Γ).
Let the next Ωa(ΓT ) are the set of functions u(x, t) ∈ V2(ΓT ), whose traces are defined
in sections of the domain ΓT the plane t = t0 (t0 ∈ [0, T ]) as a function of class W 10(a,Γ)
and satisfy a ratios ∑
γ∈R(ξ)
a(1)γ
∂u(1,t)γ
∂x =
∑
γ∈r(ξ)
a(0)γ
∂u(0,t)γ
∂x (4)
for all nodes ξ ∈ J(Γ). The closing of the set Ωa(ΓT ) in norm (3) relabel V 1,0(a,ΓT ); it is
clear that V 1,0(a,ΓT ) ⊂ W 1,02 (ΓT ).
Another the subspace of the space W 1,02 (ΓT ) is W
1(a,ΓT ), i. e. is the closing in norm
W 12(ΓT ) the set of differentiable on Γ0 functions u(x, t) satisfy a ratios (4) for all nodes
ξ ∈ J(Γ) and boundary condition u(x, t)|∂Γ = 0 for any t ∈ [0, T ] (the derivatives in the
nodes are defined as the one-sided derivative).
Remark 1. The space V 1,0(a,ΓT ) describes the states set of parabolic system (1),
W 1(a,ΓT ) is the auxiliary space; H = L2(Γ), W = W 10(a,Γ), Ay = − ddx
(
a(x)dy(x)dx
)
+
b(x)y(x).
In the space V 1,0(a,ΓT ) considered the parabolic equation
∂y(x,t)
∂t − ∂∂x
(
a(x)∂y(x,t)∂x
)
+ b(x)y(x, t) = f(x, t), (5)
represents a system of differential equations with distributed parameters on each edge γ
of the graph Γ; f(x, t) ∈ L2,1(ΓT ). The state y(x, t) (x, t ∈ ΓT ) of the system (5) in the
domain ΓT is determined by a weak solution y(x, t) of the equation (5), satisfying the
initial and boundary conditions
y |t=0= ϕ(x), x ∈ Γ, y |x∈∂ΓT = 0, (6)
ϕ(x) ∈ L2(Γ). The assumptions about the functions a(x) and b(x) to make mention above.
From y(x, t) ∈ V 1,0(a,ΓT ) should be noted, that the map y : [0, T ] → W 10(a,Γ) ⊂ L2(Γ)
is a continuous function, so that the first equality (6) makes sense and is be understood
almost everywhere.
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Definition. A weak solution of the initial-boundary value problem (5), (6) is the
function y(x, t) ∈ V 1,0(a,ΓT ), that satisfies an integral identity∫
Γ
y(x, t)η(x, t)dx − ∫
Γt
y(x, t)∂η(x,t)∂t dxdt + t(y, η) =
=
∫
Γ
ϕ(x)η(x, 0)dx +
∫
Γt
f(x, t)η(x, t)dxdt
for any function η(x, t) ∈ W 1(a,ΓT ) and for any t ∈ [0, T ].
The necessary approval. Let’s give the necessary approval, the full proof which
are presented in the works [3–6].
In proving solvability the problem (5), (6) in the space V 1,0(a,ΓT ) make use a special
basis of space W 10(a,Γ) — the system of generalized eigenfunctions of boundary-value
problem on the eigenvalues (the spectral problem)
− ddx
(
a(x)du(x)dx
)
+ b(x)u(x) = λu(x), u(x)|∂Γ = 0 (7)
in the classroom W 1(a,Γ) [10, p. 106; 11]. This problem consists in finding many
such numbers λ (the eigenvalues of the boundary value problem (7)), each of which
corresponds to at least one nontrivial generalized solution u(x) ∈W 10(a,Γ) (the generalized
eigenfunctions), satisfies the integral identity
(u, η) = λ (u, η) (8)
for any function η(x) ∈W 10(a,Γ) (here and everywhere below through (·, ·) designated the
scalar product in L 2(Γ) or L 2(ΓT )).
Install the necessary further the properties of eigenvalues and eigenfunctions of the
generalized spectral problem (7). To do this, we will introduce in the space W 10(a,Γ) of
new the scalar product
[u, v] =
∫
Γ
(
a(x)du(x)dx
dv(x)
dx + (λ0 + b(x))u(x)v(x)
)
dx = (u, v) + λ0(u, v),
where the number λ0 of determined inequality λ0 > β (here the constant β fixed the
condition of the restriction to functions b(x): |b(x)|  β). Then given (2) true the ratio
[u, v]  a∗‖ dudx‖2 + (λ0 − β)‖ dvdx‖2  α(‖ dudx‖2 + ‖ dvdx‖2),
α > 0 is the fixed constant. The latter means equivalence of norms ‖u‖[·,·] =
√
[u, u] created
by the scalar product [·, ·] and the norm ‖u‖W 12(Γ) of space W 10(a,Γ). The generalized
eigenfunctions of the spectral problem (7) satisfy the integral identity
[u, η] = (λ0 + λ)(u, η) (9)
for any function η(x) ∈W 10(a,Γ).
In the space W 10(a,Γ) we define the operator B by using identities
[Bu, η] = (u, η) ∀η(x) ∈W 10(a,Γ),
after which the identity (9) is equivalent to
[Bu, η] = λ˜[u, η] ∀η(x) ∈W 10(a,Γ),
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where λ˜ = 1/(λ0+λ). It is easy to verify that the operator B is completely continuous, self-
adjoint and positive operator. Whence it follows that his the eigenvalues {λ˜i}i1 are real,
positive and situated in the decrease order, taking into account their multiplicity, moreover
λ˜i → 0 under i→∞. Note that the point λ˜ = 0 is not its eigenvalue, because under λ˜ = 0
from the definition of the operator B it should by u = 0. The generalized eigenfunctions
{ui(x)}i1, relating to the eigenvalues {λ˜i}i1, are real and mutually orthogonal: [ui, uj] =
0 under i = j. In view of the foregoing, the system of generalized eigenfunctions {ui(x)}i1
form a basis in spaceW 10(a,Γ), as wellW 10(a,Γ) dense in L2(Γ), then {ui(x)}i1 is the basis
in L2(Γ) ({ui(x)}i1 is the orthonormal basis in L2(Γ)). Given the apparent relationship
λi = −λ0 +1/λ˜i of the eigenvalues λi of the spectral problem (7) and the eigenvalues λ˜i of
the operator B, as well as the match of the generalized eigenfunctions, come to the next
approval.
Theorem 1. Let 0 < a∗  a(x)  a∗, |b(x)|  β, x ∈ Γ0. Then the spectral
problem (7) has counted many the real eigenvalues {λi}i1 (situated in the ascending
order, taking into account their multiplicity), moreover λi → ∞ under i → ∞ (the
eigenvalues λi are positive, except maybe for a finite number of the first). System of the
generalized eigenfunctions {ui(x)}i1 form a basis in W 10(a,Γ) and L2(Γ). The generalized
eigenfunctions orthonormalized in L2(Γ) and orthogonal in terms of the scalar product [·, ·].
Remark 2. If 0  b(x)  β, as is usually the case in the applications, then all
eigenvalues of the spectral problem (7) is positive with limit point at infinity. Indeed,
this follows from the integral identities (8), when u = η = ui(x), λ = λi and a chain of
equalities
(ui, ui) = λi(ui, ui) = λi‖ui‖2 = λi
for i = 1, 2, ... (see also [9, p. 98]). The positiveness of the eigenvalues is the determining
factor for establishing the stability condition and the possibility of the stabilizing of
evolutionary systems of parabolic equations with distributed parameters on the graph.
Remark 3. The operator A is the symmetric positive definite operator with discrete
spectrum and operating in the space W 10(a,Γ) ⊂ L2(Γ) with the values in L2(Γ). The
domain of definition is the set Ωa(Γ), dense in the space W 10(a,Γ).
A direct consequence arising from remarks 2 and 3 is (see [10, p. 105])
Theorem 2. The problem
Av ≡ − d
dx
(
a(x)du(x)dx
)
+ b(x)u(x) = g, g ∈ L2(Γ), (10)
has a unique weak solution in space W 10(a,Γ).
Theorem 3. When any f(x) ∈ L2,1(ΓT ), ϕ(x) ∈ L2(Γ) and for any 0 < T < ∞ the
initial-boundary value problem (5), (6) has a unique weak solution in the space V 1,0(a,ΓT ).
Under proof of the conclusion of theorem 3 make use of the Faedo—Galerkin method
with the basis {ui(x)}i1 (theorem 1). A detailed proof represent in the work [12].
For simplicity, the further statement of change space L2,1(ΓT ), replacing this space
on CL2,1(ΓT ) ⊂ L2,1(ΓT ) (CL2,1(ΓT ) is the space of functions from L2,1(ΓT ), that are
continuous on t in the norm L2(Γ)), when this f(x, t) ∈ CL2,1(ΓT ) (the latter is easy
condition in applications). In this case, as shown in the work [12], the weak solution
y(x, t) ∈ V 1,0(a,ΓT ) of problem (5), (6) for any 0 < T < ∞ representable in the form of
the series
y(x, t) =
∞∑
i=1
(
ϕie
−λit +
t∫
0
fi(τ)e−λi(t−τ)dτ
)
ui(x), (11)
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where ϕ(x) =
∞∑
i=1
ϕiui(x); ϕi =
∫
Γ
ϕ(x)ui(x)dx; f(x, t) =
∞∑
i=1
fi(t)ui(x); fi(t) =∫
Γ
f(x, t)ui(x)dx, t ∈ [0, T ].
In many applications, particularly, when studying conditions stabilize, where
investigate the properties of solutions y(x, t) ∈ V 1,0(a,ΓT ) of the problem (5), (6) for an
arbitrary finite T , it is important to know y(x, t) when t→ +∞. To do this, let’s consider a
simple and unobtrusive enough condition for the existence in the domain Γ∞ = Γ0× [0,∞)
of the free member f(x, t) of the equation (5) [12]. Namely, let any T , just as above,
f(x, t) ∈ CL2,1(ΓT ), with
t+1∫
t
‖f(·, ς)‖2L2(Γ)dς  A (12)
for any t  0, A is the fixed constant (the ratio (12) indicates that the function f(x, t) is
defined and limited in the domain Γ∞).
Remark 4. To improve the properties of the function f(x, t) on a variable t level of
smoothness of weak solutions y(x, t) on t > 0 (see remark 3 in the work [12]).
Indeed, let f(x, t) ∈ C(1)((0,∞);L2(Γ)) (in here C(1)((0,∞);L2(Γ)) is the maps space
f(x, t) from the variable t with values in L2(Γ), ft(x, t) ∈ L2(Γ) for any t ∈ (0,∞)). The
series
yt(x, t) =
∞∑
i=1
(
−λiϕie−λit + fi(t)− λi
t∫
0
fi(τ)e−λi(t−τ)dτ
)
ui(x), (13)
received of differentiation (11) on t, converge in metric L 2(Γ) uniformly along t in any
segment [t0, T ], 0 < t0 < T < ∞. Indeed, if we take the integral by parts, we get the series
with coefficients
−λiϕie−λit + fi(0)e−λit +
t∫
0
f ′i(τ)e
−λi(t−τ)dτ.
Evaluate these coefficients. Given the inequality of Cauchy, square coefficient, when
random i at is does not exceed the magnitude of
3ϕ2i
(
λie
−λit)2 + 3f2i (0)e−2λit + 3( t∫
0
f ′i(τ)e
−λi(t−τ)dτ
)2

 3t02 ϕ
2
i + 3f
2
i (0) +
3
2λi
T∫
0
[f ′i(τ)]
2dτ
for any T ∈ (t0,∞). On the assumptions about the functions ϕ(x) and f(x, t) should
that a series with a total member of 3t02ϕ
2
i + 3f
2
i (0) +
3
2λi
T∫
0
[f ′i(τ)]
2dτ converge, and it
means that a series (13) converges uniformly on the metric L 2(Γ) in any segment [t0, T ],
0 < t0 < T < ∞. From this assertion should be the sum y(x, t) of the series (11) belongs
to the space C(1)((0,∞);W 1(a,Γ)).
Theorem 4. Let y(x, t) ∈ V 1,0(a,ΓT ) is a weak solution of problem (5), (6) for an
arbitrary T > 0 which f(x, t), satisfies the condition (12). Then there is such positive
constant C, that ‖y(·, t))‖L2(Γ)  C when t→ +∞.
P r o o f. Split semiaxis [0,∞) into sections [j − 1, j], j = 1, 2, ..., and relabel tj a
number belonging to [j − 1, j], for which
‖y(·, tj)‖2L2(ΓT ) = maxt∈[j−1,j] ‖y(·, t)‖
2
L2(ΓT )
, j = 1, 2, ... . (14)
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For arbitrary positive s and t (s < t) from the integral identities of the define of weak
problem solving (5), (6) should the ratio
t∫
s
(
∂y(x,t)
∂t , y(x, t)
)
dt +
t∫
s
∫
Γ
(
a(x)∂y(x,t)∂x
∂y(x,t)
∂x + b(x)y(x, t)y(x, t)
)
dxdt =
=
t∫
s
(f(x, t), y(x, t))dt,
if you put η(x, t) = y(x, t) (ipso the remark 4 of theorem 3 the function y(x, t) differentiable
along t, ∂y(x,t)∂t ∈ L2(ΓT )). Of this ratio is obtained the inequality
1
2‖y(·, t)‖2L2(Γ) − 12‖y(·, s)‖2L2(Γ) + α
t∫
s
‖y(·, ς)‖2W 12(Γ)dς 

(
t∫
s
‖f(·, t)‖2L2(Γ)dt
)1/2( t∫
s
‖y(·, ς)‖2
W 12(Γ)
dς
)1/2
,
(15)
where the positive constant α depends only on fixed a∗ and β∗ (see the condition of
theorem 1 and remark 2).
Further reasoning relies on the idea presented in the monograph by J.-L. Lions [13,
p. 519]: use the inequality (15) for an arbitrary segment [tj , tj+2], j = 1, 2, ..., because
when condition (14) makes it possible the equality tj = tj+1.
We show that for any j = 1, 2, ...
‖y(·, tj+2)‖L2(Γ)  max{‖y(·, tj)‖L2(Γ),M}, (16)
where M =
(
3A
α2 χ
2 + 6Aα
)1/2; χ is the inclusive constant the space W 12(Γ) in L2(Γ).
1. Let ‖y(·, tj+2)‖L2(Γ)  ‖y(·, tj)‖L2(Γ), then the proof is complete.
2. Suppose that
‖y(·, tj+2)‖L2(Γ) > ‖y(·, tj)‖L2(Γ). (17)
By virtue of (15) for s = tj , t = tj+2 true the inequality
1
2‖y(·, tj+2)‖2L2(Γ) + α
tj+2∫
tj
‖y(·, ς)‖2
W 12(Γ)
dς 
 12‖y(·, tj)‖2L2(Γ) +
(
tj+2∫
tj
‖f(·, ς)‖2L2(Γ)dς
)1/2(
tj+2∫
tj
‖y(·, ς)‖2
W 12(Γ)
dς
)1/2
,
(18)
whence, comparing (17) to (18) it should be
α
(
tj+2∫
tj
‖y(·, ς)‖2
W 12(Γ)
dς
)1/2
<
(
tj+2∫
tj
‖f(·, ς)‖2L2(Γ)dς
)1/2
. (19)
Taking into account tj+2 − tj  3 and the ratio
t+1∫
t
‖f(·, ς)‖2L2(Γ)dς  A, we obtain
tj+2∫
tj
‖f(·, ς)‖2L2(Γ)dς  3A and the evaluation (19) takes a resultant form
tj+2∫
tj
‖y(·, ς)‖2W 12(Γ)dς <
3A
α2 . (20)
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Since tj+2 − tj  1, then exist τ ∈ [tj , tj+2] such that
tj+2∫
tj
‖y(·, ς)‖2
W 12(Γ)
dς = (tj+2 −
tj)‖y(·, τ)‖2W 12(Γ)  ‖y(·, τ)‖
2
W 12(Γ)
, it means, from the evaluation (20) it should be
‖y(·, τ)‖L2(Γ)  χ
√
3A
α2 . (21)
Let right how s = τ , t = tj+2 in the ratio (15), then using (20), come to the inequality
1
2‖y(·, tj+2)‖2L2(Γ)  12‖y(·, τ)‖2L2(Γ) + (3A)
1/2 ( 3A
α2
)1/2
,
or, taking into account (21),
1
2‖y(·, tj+2)‖2L2(Γ)  12
(
χ
√
3A
α2
)2
+ (3A)1/2
(
3A
α2
)1/2
= 3Aα2 χ
2 + 3Aα ,
or
‖y(·, tj+2)‖2L2(Γ) M2 = 6Aα2 χ2 + 6Aα .
From here and the assumption (17) it should be (16) and further to any t > 0 the inequality
‖y(·, t))‖L2(Γ)  max{max
t∈[0,2]
‖y(·, t)‖L2(Γ),M} = C is correctly. Thus, the assertion of the
theorem is proved, the solution y(x, t) defined in domain Γ∞ = Γ0 × [0,∞).
Corollary. In the conditions of theorems 3 and 4 the initial-boundary value problem
(5), (6) is uniquely weakly solvable in space V 1,0(a,Γ∞).
Remark 5. The conditions of theorem 4 allow another of importance fact. Applying
(15) to (t, t + 1), get the inequality
α
t∫
s
‖y(·, ς)‖2
W 12(Γ)
dς  12C2 + A1/2
(
t∫
s
‖y(·, ς)‖2
W 12(Γ)
dς
)1/2
,
from which should be the existence of a positive constant C∗ such that
t+1∫
t
‖y(·, ς)‖2
W 12(Γ)
dς 
 C∗ for any t  0.
Stabilization of weak solution. Suppose that 0  b(x)  β for x ∈ Γ0, then the
eigenvalues λi, i  1, are positive (remark 2). Consider the system (5) in the domain Γ∞.
The right side f(x, t) of the equation (5) is the distributed effect υ(x, t) = f(x, t) on the
evolutionary system (5), (6). The function υ(x, t) belong to the class C(1)((0,∞);L2(Γ))
and satisfy the conditions of the theorems 1–4.
Relabel y(υ;x, t) the weak solution of initial-boundary value problem (5), (6) under
the condition f(x, t) = υ(x, t).
The problem of stabilize a weak solution. Solution y(υ;x, t) of the system (5),
(6) with the initial state ϕ(x) using control effect υ(x, t) (further: the stabilizing control)
is to definition such the conditions on the stabilizing control υ(x, t) and the function
θ(x) ∈ W 10(a,Γ), that weak solution y(υ;x, t) of the initial-boundary value problem (5),
(6) strive to θ(x) under t→∞ in norm of the space L2(Γ).
Theorem 5. Let the function υ(x, t) strive to g(x) ∈ L2(Γ) under t→∞ in norm of
the space L2(Γ) so that ‖υ(t)− g‖L2(Γ) → 0 under t→∞ and
∞∫
0
‖υ′(t)‖2L2(Γ)dt < ∞.
Then weak solution y(υ;x, t) of the initial-boundary value problem (5), (6) strive to
the weak solution θ of the problem (10) under t→∞ in norm of the space L2(Γ).
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P r o o f. First of all it should be noted that the weak solution θ(x) of the problem
(10) is represented in the form of
θ(x) =
∞∑
i=1
gi
λi
ui(x), gi = (g, ui).
Indeed, Aθ =
∞∑
i=1
giui(x) =
∞∑
i=1
(g, ui)ui(x) = g(x). The weak solution y(υ;x, t) of problem
(5), (6) can be written as y(υ;x, t) = yI(υ;x, t) + yII(υ;x, t), where is
yI(υ;x, t) =
∞∑
i=1
ϕie
−λitui(x),
yII(υ;x, t) =
∞∑
i=1
t∫
0
e−λi(t−τ)υi(τ)dτui(x), υi(τ) = (υ(τ), ui),
it means
‖y(υ; t)− θ‖L2(Γ)  ‖yI(υ; t)‖L2(Γ) + ‖yII(υ; t)− θ‖L2(Γ).
Next, we have
‖yI(υ; t)‖2L2(Γ) =
∞∑
i=1
(ϕ, ui)2e−2λit  e−2λ1t
∞∑
i=1
(ϕ, ui)2 = e−2λ1t‖ϕ‖2L2(Γ) → 0,
when t→∞;
yII(υ;x, t) =
∞∑
i=1
1
λi
(
υi(t)− e−λitυi(0)−
t∫
0
e−λi(t−τ)υ′i(τ)dτ
)
ui(x),
‖yII(υ; t)− θ‖2L2(Γ) =
∞∑
i=1
1
λ2i
(
(υi(t)− θi)− e−λitυi(0)−
t∫
0
e−λi(t−τ)υ′i(τ)dτ
)2
.
Beginning with the Cauchy inequality, we get
‖yII(υ; t)− θ‖2L2(Γ)  3
∞∑
i=1
1
λ2i
(υi(t)− θi)2 +
+3
∞∑
i=1
1
λ2i
e−2λitυ2i (0) + 3
∞∑
i=1
1
λ2i
(
t∫
0
e−λi(t−τ)υ′i(τ)dτ
)2
.
Hence, when t→∞
∞∑
i=1
1
λ2i
(υi(t)− θi)2  1λ21
∞∑
i=1
(υi(t)− θi)2 = 1λ21 ‖υ(t)− g‖
2
L2(Γ)
→ 0,
∞∑
i=1
1
λ2i
e−2λitυ2i (0)  1λ21 e
−2λ1t
∞∑
i=1
e−2λitυ2i (0) → 0.
It remains to evaluate the series of
∞∑
i=1
1
λ2i
(
t∫
0
e−λi(t−τ)υ′i(τ)dτ
)2
. Let t∗ is a fixed number
of interval (0, t) such that
∞∫
t∗
‖υ′(τ)‖2L2(Γ)dτ < λ31/2, where  is the arbitrarily given
positive number. So as(
t∫
0
e−λi(t−τ)υ′i(τ)dτ
)2
=
(
ς∫
0
e−λi(t−τ)υ′i(τ)dτ +
t∫
ς
e−λi(t−τ)υ′i(τ)dτ
)2

 2
(
ς∫
0
e−λi(t−τ)υ′i(τ)dτ
)2
+ 2
(
t∫
ς
e−λi(t−τ)υ′i(τ)dτ
)2
,
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then, using the Cauchy—Schwartz inequality, we have(
t∫
0
e−λi(t−τ)υ′i(τ)dτ
)2
 e−2λi(t−ς)−e−2λitλi
ς∫
0
υ′2i (τ)dτ +
1−e−2λi(t−ς)
λi
t∫
ς
υ′2i (τ)dτ <
< e
−2λ1(t−ς)
λ1
ς∫
0
υ′2i (τ)dτ +
1
λ1
∞∫
ς
υ′2i (τ)dτ.
Whence, granting of ‖υ(t)‖2L2(Γ) =
∞∑
i=1
υ2i (t), get
∞∑
i=1
1
λ2i
(
t∫
0
e−λi(t−τ)υ′i(τ)dτ
)2
< e
−2λ1(t−ς)
λ31
∞∑
i=1
ς∫
0
υ′2i (τ)dτ +
1
λ31
∞∑
i=1
∞∫
ς
υ′2i (τ)dτ =
= e
−2λ1(t−ς)
λ31
ς∫
0
‖υ′(τ)‖2L2(Γ)dτ + 1λ31
∞∫
ς
‖υ′(τ)‖2L2(Γ)dτ <
< e
−2λ1(t−ς)
λ31
ς∫
0
‖υ′(τ)‖2L2(Γ)dτ + 2 .
By virtue of the convergence of integral
∞∫
0
‖υ′(τ)‖2L2(Γ)dτ (and thus limited
ς∫
0
‖υ′(τ)‖2L2(Γ)dτ when ς < ∞) and when a sufficiently large t0 correctly the inequality
e−2λ1(t−ς)
λ31
ς∫
0
‖υ′(τ)‖2L2(Γ)dτ < 2 , t > t0, and hence the inequality ‖yII(υ; t)−θ‖2L2(Γ) → 0.
The theorem is proved.
Conclusion. The approach presented the assertions of theorems 3–5 it is possible
may make use under obtain the conditions of stability (asymptotic stability) of the weak
solutions of initial-boundary value problem (5), (6). This same approach can be applied to
a problem in the direction of increasing dimensionality as the spatial variable x (x ∈ Rn
and the functions describing the state of the studied system [14]). The obtained results are
fundamental in the problems of optimal control and stabilization of differential systems
with delay [15–21].
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Стабилизация слабого решения параболической системы
с распределенными параметрами на графе
А. П. Жабко 1, В. В. Провоторов 2, О. Р. Балабан 3
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Для цитирования: Zhabko A. P., Provotorov V. V., Balaban O. R. Stabilization of weak so-
lutions of parabolic systems with distributed parameters on the graph // Вестник Санкт-Петер-
бургского университета. Прикладная математика. Информатика. Процессы управления.
2019. Т. 15. Вып. 2. С. 187–198. https://doi.org/10.21638/11702/spbu10.2019.203 (In English)
В многочисленных приложениях из-за сложности математических моделей приходится
отказываться от использования обыкновенных дифференциальных уравнений в пользу
рассмотрения эволюционных уравнений с частными производными. При этом чаще все-
го эволюционная задача изучается на конечном интервале изменения временной пере-
менной. На практике, где можно решить задачу для произвольного конечного интерва-
ла изменения временной переменной, важно знать поведение решения, когда временная
переменная стремится к бесконечности. Это связано с исследованием свойств стабилиза-
ции и устойчивости указанного решения. Именно такой случай является предметом изу-
чения в настоящей работе: представлен анализ решения эволюционной системы с рас-
пределенными параметрами на графе при неограниченном возрастании временной пе-
ременной и связанный с ним вопрос о стабилизации решения. Изучая соответствующую
начально-краевую задачу, мы выходим за рамки классических решений и обращаемся
к слабым решениям задачи (т. е. проводим анализ начально-краевых задач в слабой по-
становке), отражающим более точно физическую сущность явлений и процессов. При
этом выбор класса слабых решений, определяемого тем или иным функциональным
пространством, обусловлен главным образом требованием сохранения теоремы суще-
ствования и теоремы единственности на произвольном конечном интервале изменения
временной переменной. В статье в основном применяются представление слабого реше-
ния в виде ряда (метод Фаедо—Галеркина со специальным базисом — системой собствен-
ных функций) и свойство компактности семейства приближенных решений (благодаря
априорным оценкам).
Ключевые слова: эволюционная система параболического типа, распределенные пара-
метры на графе, слабое решение, стабилизация слабого решения.
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