Abstract. For a prime polynomial f (T ) ∈ Z[T ], a classical conjecture predicts how often f has prime values. For a finite field κ and a prime polynomial f (T ) ∈ κ [u][T ], the natural analogue of this conjecture (a prediction for how often f takes prime values on κ [u]) is not generally true when f (T ) is a polynomial in T p (p the characteristic of κ). The explanation rests on a new global obstruction which can be measured by an appropriate average of the nonzero Möbius values µ(f (g)) as g varies. We prove the surprising fact that this "Möbius average," which can be defined without reference to any conjectures, has a periodic behavior governed by the geometry of the plane curve f = 0.
Introduction
A conjecture of Bouniakowsky [5] says that a nonconstant prime polynomial f (T ) in Z[T ] has infinitely many prime values in Z unless there is a local obstruction: all values of f (T ) on Z are divisible by a nontrivial common factor. For example, 3T 2 − T + 2 is prime in Z[T ] but has an obstruction at 2 to taking prime values: 3n 2 − n + 2 is even for every n ∈ Z. (We allow negative primes, so we don't need to assume f (T ) has a positive leading coefficient.) When no local obstruction occurs, there is an asymptotic conjecture (as x → ∞) for how many 1 ≤ m ≤ x (or |m| ≤ x) give prime values f (m); this is due to Hardy and Littlewood [12] in special cases and Bateman and Horn [1] more generally. The only proved case is in degree 1: the prime number theorem is the case f (T ) = T and Dirichlet's theorem is the case f (T ) = aT + b with a and b nonzero and relatively prime.
Let κ be a finite field and pick a prime polynomial f (T ) in κ [u] [T ] which is nonconstant in T such that the values of f (T ) on κ [u] do not all share a nontrivial common factor (we say f (T ) has no local obstruction). Qualitatively, it is natural to expect under these conditions that f (g) is prime for infinitely many g in κ [u] . Quantitatively, a conjectural asymptotic estimate for how often f (g) is prime as g varies is easy to write down using analogies between Z (which we will call the classical case) and κ [u] . The only proved instance of this asymptotic conjecture is the case deg T f = 1, just as in the classical situation. What if deg T f > 1?
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When κ has characteristic 2 it is shown in [15] [u] . Numerical evidence in [6, Table 3] suggests that the count of prime values of f (g) as g runs over F 3 [u] exceeds the amount predicted from analogies with the classical case by a ratio ≈ 1.33.
Example 1.2. Let f (T ) = T
9 + (2u 2 + u)T 6 + (2u + 2)T 3 + u 2 + 2u + 1 over F 3 [u] . Numerical data in [6, Table 5 ] suggest that f (g) is prime as often as expected (by analogies with the classical case) when deg g is even, it is never prime when deg g ≡ 1 mod 4, and it is prime about twice as often as expected when deg g ≡ 3 mod 4. In particular, the statistical behavior seems to depend on the mod 4 value of the degree in which we are sampling f . The absence of a prime f (g) for deg g ≡ 1 mod 4 will be proved in Example 6.10.
We observed three common features of prime polynomials in κ [u] [T ] whose primality statistics do not seem to match expectations based on analogies to the classical case:
•
The polynomial f (T ) lies in κ[u][T p ], where p is the characteristic of κ; equivalently (since f (T ) is irreducible over κ(u)) f (T ) is inseparable over κ(u).
• The ratio between the actual number of prime values f (g), as g runs over polynomials with a common degree n, and the conjectural asymptotic estimate for that number based on analogies to the classical case appears to have a limit as n → ∞ if we fix n mod 4. However, the apparent limit (which is not necessarily 1) may be different for different classes mod 4, and there are 1, 2, or 4 apparent limits (never 3).
• The Möbius function for κ [u] (see Definition 2.1) has unusual statistics on the values f (g). Roughly speaking, the nonzero values of µ(f (g)) may fail to be 1 and −1 equally often. The main impact of the third observation is that statistics for prime values of f (g) as g varies can be linked to appropriate averages of the nonzero values of µ(f (g)) as g varies (and the averages we define are effectively computable in any example). Subtracting these averages from 1 enables us to predict the 1, 2, or 4 apparent limits in the second observation. A simple example is the polynomial f (T ) in Example 1.1. As g runs over the polynomials in F 3 [u] [T ] having a common degree ≥ 2 the value µ(f (g)) is −1 twice as often as it is 1 (by Example 3.2), so the average nonzero value of µ(f (g)) in each degree (at least 2) is exactly −1/3. Subtracting this from 1 gives 4/3 = 1.33 . . . , which matches the deviation we found in Example 1.1.
The theme of this paper is the study of µ(f (g)) when f (T ) is a polynomial in κ [u] [T p ] which is squarefree in κ [u] [T ]. The intended application of this work, which we will give in the final section, is the formulation of a conjecture for the frequency of prime values of f (T ) when f (T ) is a prime polynomial. However, our work on µ(f (g)) does not require that f (T ) be prime. Letting f (T ) be squarefree instead provides greater technical flexibility. For instance, squarefreeness is preserved under finite extension of the constant field κ.
Theorem 2.4. For any finite κ-algebra A that admits a finite flat lifting
where χ is the unique quadratic character on W × when κ has odd characteristic and is the unique quadratic character on κ × × (1 + 4W ) killing (W × ) 2 when κ has characteristic 2. (An explicit formula for χ in the characteristic 2 case is given in (5.24) , where the formula is first needed.) In both cases, χ is extended by 0 to pW .
The proof, which we omit, goes exactly as for Theorem 2.3, except that unramified extensions of the fraction field of W are used instead of finite extensions of κ.
When F is a field and h in F [u] is nonconstant of degree d with roots γ 1 , . . . , γ d (counted with multiplicity) in a splitting field, we define the discriminant of h to be (2.3) disc h := i<j
whether or not h is monic. (The discriminant of a nonzero constant polynomial is understood to be 1.) The usual definition of disc h has an additional square factor (lead h) 2d−2 , which makes the discriminant a homogeneous function of the coefficients of h. We prefer to use our definition since it agrees with the universally accepted definition of the discriminant of the finite F -algebra F [u]/(h) relative to the ordered basis {1, u, . . . , u d−1 }, whether or not h is monic. In terms of the derivative of h, (2. 3) is the same as (2.4) disc h = (−1) where H is a lifting of h into W [u] with deg H = deg h. (Since our polynomial discriminants differ from the usual definition by a square factor, the usual definition can also be used in (2.5) .) The formula in (2.5) for the case of characteristic 2 uses a discriminant in characteristic 0. There is an intrinsic variant of the discriminant in characteristic 2 (see [3] ), but we have not found this to be useful for our purposes. When n is odd, this equals 1 and −1 equally often as g varies in degree n. When n is even, µ(g p + u) equals χ(−1) n/2 for all g of degree n. For instance, when n ≡ 0 mod 4, µ(g p + u) = 1 for all g of degree n. Thus g p + u is not prime when 4| deg g and deg g > 0.
Discriminants and resultants
We wish to understand the behavior of µ(f (g)) when f ∈ κ [u] [T p ] is fixed with deg T f > 0 and g varies in κ [u] with large degree. Formula (2.5) suggests, at least for p = 2, that we should study disc(f (g)) as an algebraic function of g with a specified degree n, where n is large. (We need n at least large enough that deg(f (g)) depends on g only through its degree n.) Following Swan [15] , we will find it useful to work with resultants rather than discriminants.
For an integral domain C, the resultant of two nonzero polynomials h 1 and
with the product running over the roots of h 1 (counted with multiplicity) in a splitting field over the fraction field of C. There is a classical expression for R(h 1 , h 2 ) given as the determinant of a universal matrix in the coefficients of h 1 and h 2 , and the size of the matrix depends on the degrees of h 1 and h 2 . Write
to indicate that h j is being treated as a polynomial of degree d j for the resultant calculation via a universal determinant. We make the convention that when a resultant R(h 1 , h 2 ) appears without degree subscripts, then it is defined in terms of the actual degrees of its arguments if h 1 and h 2 are nonzero. When some h j vanishes we define R(h 1 , h 2 ) = 0, which is compatible with universal determinants that define resultants (letting the zero polynomial be assigned whatever positive degree we please).
If nonzero h 1 and h 2 have actual degrees d 1 and d 2 , then for any
Though (3.1) is valid as written when h 2 is given a fake higher degree (still denoted deg h 2 ), it is generally not valid when h 1 is given a fake higher degree.
Warning. Failure to remember that resultants are sensitive to degrees can lead to errors when universal formulas over Z (such as (3.3) below) are used in characteristic p > 0.
The relation between discriminants and resultants is given by the formula
where R(h, h ) is the resultant of h and h computed with a determinant whose size is based on the actual degree of h (which might be less than d − 1 in positive characteristic).
with c = 0, f (g) has degree 9n with leading coefficient c 9 and f (g) = (∂ u f )(g) has degree 6n + 1 < 9n − 1. By (3.4),
If instead we use (c 9 ) 2d−1 = (c 9 ) 18n−1 in the denominator (see (3.3)), then an erroneous factor of (c 9 ) 3n−2 is introduced in (3.5) , and this extra power of c affects the quadratic character of the right side of (3.5). In view of (2.5), such an error would lead to incorrect calculations of µ(f (g)).
Resultants have several useful algebraic properties. We state five of them without proof, as in [15] . In this list, polynomials are nonzero and have coefficients in a domain C.
We call property (5) the quasi-periodicity of the resultant (in its second argu- [15] differs by a sign factor from the definition of resultants generally used today; it denotes our R(h 2 , h 1 ), so comparisons with [15] must keep this distinction in mind.
with char(κ) = 3, as in Example 1.1. Let q = #κ. We shall compute µ(f (g)) when n = deg g ≥ 1.
Let
, and lead h is a square, (2.5) and (3.4) 
2 +1) 9 .) As g runs over all polynomials of a given degree n ≥ 2 in κ [u] , g(0) and g (1) can be "independently assigned" (think about g mod u(u − 1)). So, for instance, if −1 is not a square in κ, we see that µ(f (g)) vanishes 1/q of the time (when g(0) = 0), and is −1 twice as often as it is 1.
Since the algebraic properties of resultants are analogous to the algebraic properties of intersection numbers of plane curves, a recursive algebraic procedure that imitates the computation of such intersection numbers (as is given in detail in the proof of Theorem 4.1) yields
Inserting (3.8) into (3.7), we find our Möbius formula:
for nonconstant g in κ [u] . This depends on g mod (u − 1)(u − 2), deg g mod 4, and the quadratic character of the leading coefficient of g. This formula shows that Möbius behavior can change upon extension of the ground field: when −1 is a square in κ, the term χ(−1) n(n−1)/2 drops out, so dependence of µ(f (g)) on deg g mod 4 drops to dependence on deg g mod 2. 
f,∂ u f when this makes sense (i.e., when ∂ u f = 0 and Z f ∩ Z ∂ u f is finite).
For applications to prime values of polynomials in κ [u] [T ] we will use the last part of Definition 3.4, so let us describe M geom f more geometrically. The projection from the zero locus Z f to the T -axis is flat and genericallyétale, so this projection is nonetale at a finite set of points on Z f , say at the set B. The image of B in the u-axis is a finite set of geometric points. Then M geom f is the monic polynomial in κ [u] that vanishes precisely at this finite set on the u-axis, with each root having multiplicity
with f ∈ F , the following lemma gives sufficient conditions for M geom f to be defined when F has positive characteristic.
, or equivalently the zero loci {f = 0} and {∂ u f = 0} in the affine plane A 2 F intersect at finitely many points.
under either hypothesis in the lemma, so ∂ u f = 0 in such cases. It may happen that ∂ u f is constant; e.g.,
The second case in Lemma 3.5 will be used only when p = 2.
Proof. It suffices to check the second part, since if f is in
× is trivial, so we may assume f ∈ F . In particular, ∂ u f = 0. Let Z f and Z ∂ u f be the respective zero loci of f and ∂ u f in the affine plane (Z ∂ u f may be empty). Since F is perfect, extending scalars to an algebraic closure of F preserves the property of being squarefree, and hence we may assume F is algebraically closed. The hypothesis on f in case (2) 
with nonzero u-derivative, so the image of Z f ∩ Z ∂ u f in the T -axis does not contain the generic point and hence is F -finite. To conclude the finiteness of
p , contrary to the squarefreeness hypothesis.
A resultant formula
Our goal in this section is to show that for p = 2, polynomials
with sufficiently large degree, µ(f (g)) is determined by (i) the reduction of g modulo some nonzero M ∈ κ [u] , (ii) the mod-4 congruence class of the degree of g, and (iii) the quadratic character of the leading coefficient of g (cf. Example 3.3). This will be proved as Theorem 4.8 via a periodicity property for resultants over arbitrary perfect fields.
We indulge in the following notational device: for a field F and a nonzero M ∈ F [u], we write F We will also work with the scheme
of polynomials of exact degree n ≥ 0, as well as the scheme
of polynomials of degree ≤ n. The coordinates (a 0 , . . . , a n ) correspond to i≤n a i u i , with Poly n/F the locus in Poly ≤n/F where a n is a unit. For example, given nonconstant M ∈ F [u] and any n ≥ deg M , the formation of remainders under long division by M defines an algebraic morphism 
with sufficiently large degree (depending on f ), the degree and leading coefficient of f (g) in κ [u] are the same as those for
where n = deg g. In particular, deg(f (g)) is a linear polynomial in deg g when deg g
0. An explicit lower bound on deg g, in terms of f , such that (4.4) and (4.5) apply to f (g) is Since deg(f (g)) is determined by n = deg g for g of large degree (depending on f , as in (4.4) and (4.6)), there is a well-posed algebraic discriminant function
when n is sufficiently large; note that (4.7) does not extend to an algebraic function on Poly ≤n/F . Our aim is to understand the structure of the algebraic function (4.7) for f as in Lemma 3.5, and in particular the extent to which this function factors through the remainder morphism ρ n,M for some nonzero
To exploit inductive arguments, it is convenient to reinterpret the study of disc(f (g)) as the study of the resultant R(f (g), (∂ u f )(g)). The utility of this point of view is that it allows us to consider the more general algebraic function
[T ] (a condition satisfied for f 1 = f and f 2 = ∂ u f under either hypothesis in Lemma 3.5 when f ∈ F ). The merit of this generality is that we may separately vary f 1 and f 2 . Restricting attention to F of positive characteristic is not adequate: our later work in characteristic 2 will use the present considerations with a 2-adic field F . 
where lead g ∈ F × is the leading coefficient of g (and the product is Theorem 4.1 will be proved near the end of this section after a lot of preparatory work. The identity in Theorem 4.1 is really a universal algebraic identity for g with coefficients in any F -algebra domain. The formulation of this identity is not well-suited to our method of proof, so we will first prove a less precise version after setting up some notation. Fixing f 1 and f 2 as in Theorem
[u] denote the universal polynomial over the scheme Poly ≤n/F = Spec F [a 0 , . . . , a n ] of polynomials of degree ≤ n over F -algebras; we are not requiring a n to be a unit. Consider the following universal polynomial depending on f 1 and f 2 :
where the resultant is computed by viewing
points of the open subscheme Poly n/F ⊆ Poly ≤n/F where a n is a unit.
Lemma 4.2. For any
Proof. Specializing G to u n + a 0 commutes with formation of the resultant and carries f j (G) to the polynomial f j (u, u n + a 0 ) that is obtained from f j (u, T ) via the automorphism of the plane (u, a 0 ) → (u, u n + a 0 ). Hence, the zero loci of
We want to understand the structure of R n (G) as an algebraic function in the a j 's. For each of the finitely many intersection points x = (u x , t x ) of Z f 1 and Z f 2 in A 2 F , the finite extension F (x)/F is generated over F by the subextensions F (u x ) and F (t x ).
Definition 4.3.
For n ≥ 1, define P x,n (a 0 , . . . , a n ) to be the norm-form polynomial
For any F -algebra F and any g ∈ Poly ≤n/F (F ), we have Proof. The extension F (x)/F is finite separable and P x,n is the norm of a polynomial in F (x)[a 0 , . . . , a n ] whose coefficients generate F (x) over F (since n ≥ 1), so the irreducibility is obvious. If L/F is a finite Galois extension into which F (x) admits an F -embedding, then over L we see that P x,n factors as a product of linear forms
/F is separable, then the geometric zero locus of P x,n is distinct from that of P x ,n . Hence, P x,n and P x ,n are not unit multiples of each other.
Now assume F is perfect, so Lemma 4.4 applies to all
and so is not an F × -multiple of a n . Thus, the conclusions of Lemma 4.4 also hold in the coordinate ring of Poly n/F . By Definition 3.4 we have
where u x runs over the distinct images of the x's on the u-axis. In particular, M
have respective large degrees n 1 and n 2 , then from (4.10) and the definition
where
The following theorem is a weak version of Theorem 4.1 in the sense that the dependence on n for the parameters b n and e n in (4.11) is not made explicit; the proof of Theorem 4.1 will rest on this weaker result.
Theorem 4.5. With the hypotheses as in Theorem
There exists a unique b n ∈ F × and integer e n ≥ 0 such that
as algebraic functions on Poly n/F , where
as in Definition 3.4 and it is understood that the products over x are taken to be
Beware that b n is generally sign-dependent on the ordering of the pair f 1 and f 2 .
Proof. We shall first establish a weaker form of (4.11) in which the intersection number at each x is replaced with an unknown positive exponent e x,n . Since the P x,n 's are irreducible and not scalar multiples of each other in the coordinate ring of Poly n/F , to establish this weaker form of (4.11) it suffices (by the Nullstellensatz) to show that the restriction of R n (G) to Poly n/F has geometric zero locus equal to the union of the geometric zero loci of the P x,n 's. If F /F is an algebraic closure, then by separability of F (x)/F the irreducible factorization of P x,n in F [a 0 , . . . , a n ] is the product of the P x i ,n 's for the F -points
Thus, we may assume F is algebraically closed and we wish to prove that if g ∈ F [u] has large exact degree n then the resultant of f 1 (u, g(u)) and f 2 (u, g(u)) vanishes if and only if g(u x ) = t x for some x in the intersection of the zero loci Z f j . But this is obvious since the vanishing of the resultant says that f 1 (u, g(u)) and f 2 (u, g(u)) have a common root u 0 ∈ F , and then x = (u 0 , g(u 0 )) lies on both zero loci Z f j .
It remains to prove that e x,n = i
and for n as large as in the theorem. By perfectness of F it is harmless to assume that F is algebraically closed, so we now assume this to be the case.
× , then there are no x's and R n (G) lies in F × and has no dependence on n. Hence, we may suppose at least one of the f j 's has positive Tdegree, say f 2 , and
with positive degree. By multiplicativity of local intersection numbers and resultants, we can assume f 1 = u − u 0 for some u 0 ∈ F . Thus, by quasi-periodicity of resultants and the analogous property for local intersection numbers we can replace f 2 with the nonzero f 2 (u 0 , T ) ∈ F [T ] that we may assume has positive degree. We likewise reduce to the case
We may now assume that deg T f 1 and deg T f 2 are positive. Let us first argue by deformation theory that e x,n ≥ i x (Z f 1 , Z f 2 ) for all x. (We are grateful to de Jong for suggesting this approach, which generalizes to the case of higher genus [8] .) Consider any deformation
; a good choice of such f j,0 will be made later. The T -degree and u-degree conditions on f 1 and f 2 ensure that R n (G) : 
[u] is forced to have its top-degree coefficient divisible by τ . This contradicts how the f j 's were chosen, so the desired quasi-finiteness holds. Also, the deg u,T -condition on the f j 's ensures that n is "sufficiently large" for comparing generic and specialized resultants for f 1 and f 2 over 
We next claim that the deformations f j can be chosen so that the F ((τ ))-fibers of the Z f j 's are smooth and their finite intersection is F ((τ ))-étale. Fix j ∈ {1, 2} and consider the F -vector space spanned by u, T , and the monomials that appear in f j . This vector space of functions contains f j and ( 
We fix any f 2,0 ∈ W 2 as above and will choose f 1,0 ∈ W 1 appropriately. The zeroscheme of f 2,0 is smooth in the (u, T )-plane, so a Zariski-dense open locus of affine hyperplanes in A N 1 therefore meets this zero-scheme withétale overlap and does not meet the part of its closure in P N 1 that lies in the hyperplane at infinity. Thus, we can choose the pencil of affine hyperplanes
isétale and coincides with the overlap of the closures of the Z f j,0 's in P N 1 . The overlap of the associated pencils of projective hyperplanes in P N 1 (with parameter τ ∈ P 1 for the two pencils) is therefore finite and flat over a neighborhood of τ = ∞ in P 1 , so it is (finite and)étale over such a neighborhood as well. With this choice of
Let K be an algebraic closure of F ((τ )). With the f j 's as just chosen, the quasi-
points on the geometric generic fiber (over K) that specialize to x. The universal resultant R n (G) associated to f 1 and f 2 over K is a determinant that lies in F [[τ ] ][a 0 , . . . , a n ] and (as we noted earlier) it specializes to R n (G) under reduction modulo τ . Thus, by applying the proved weak form of (4.11) (with exponents e x,n positive but not yet known) to the f j 's over O[a 0 , . . . , a n ] with reduction P x,n , and these factors are pairwise relatively prime over K. There are i x (Z f 1 , Z f 2 ) such K-points, so overall we see that P x,n divides R n (G) with multiplicity at least as large as this intersection number. This gives the desired inequality e x,n ≥ i
To deduce equality for all x, by adding these inequalities for all x it is enough to prove that x e x,n is equal to the F -length of Z f 1 ∩ Z f 2 . Each P x,n is a linear polynomial in the a j 's with exact degree 1 in a 0 . Hence, x e x,n is the a 0 -degree of R n (G). Consider the specialization map
The factor given by the power of u in this definition has a nonnegative exponent due to Bézout's theorem and the largeness hypothesis on n. This specialization mapping carries a 0 -degree to T -degree and
Our problem is therefore to prove
for n as large as in the theorem. Due to the largeness of n, each g j (u, T ) = f j (u, h n (u) + T ) has leading coefficient in F × when considered as a polynomial in u (with coefficients in F [T ]). Hence, by the following lemma, the above T -degree of the resultant is equal to the length of the (necessarily F -finite) intersection scheme of the zero loci of the polynomials g j (u, T ). Lemma 4.6 (Zeuthen's rule). Let g 1 (u, T ) = 0 and g 2 (u, T ) = 0 be (possibly empty) plane curves over an algebraically closed field K, and assume that these zero loci do not share a common irreducible component and that the leading u-coefficients
In characteristic 0 this identity can proved by using the Puiseux series description of finite extensions of K((T − t 0 )) [10, 1.2.5(f)]. In positive characteristic there is no simple description like this, so a different method is required.
Proof. We may assume t 0 = 0. Both sides of the desired identity are finite, and each side is unaffected by switching the roles of g 1 and g 2 
[u] at least one of g 1 or g 2 has a unit leading coefficient, so we may assume g 1 has this property and we wish to prove that the nonzero element g 2 ) ) as c ranges through the finitely many common roots of g 1 (u, 0) and g 2 (u, 0) (with g 1 (u, 0) = 0). × -multiple allows us to assume that g 1 is monic in u, so by universal identities, 
We may assume c = 0. The Returning to the proof of Theorem 4.5, since Z f 1 ∩Z f 2 = Z g 1 ∩Z g 2 as sets (by the definition of h n (u) in (4.12)) it remains to improve this to an equality of schemes. That is, we want i
for all x in this common overlap. By construction, h n (u) vanishes at u x to order exceeding i x (Z f 1 , Z f 2 ). Hence, we just have to prove that if two curves meet properly with intersection number r > 0 at a point x on a smooth surface S, then the intersection number at x is invariant under any local deformation of the defining equations of the curves if the deformation is the identity to order r. That is, if k is an algebraically closed field and
has length r as well. In fact, even the ideals (f 1 + ε 1 , f 2 + ε 2 ) and ( 
Since f ∈ F , Lemma 3.5 assures us that ∂ u f = 0 and that f and ∂ u f have no nonconstant common factor in F [u] [T ] (so M geom f makes sense). For the study of p = 2 we will need the second case in this corollary.
Proof. If f as in the first case is written in the form
Replacing T p with T decreases the total degree at most by a proportion 1/p, so as in the proof of Lemma 3.5 it suffices to prove the second case.
We may apply Theorem 4.5 with f 1 = f (T p ) and f 2 = (∂ u f )(T p ) to conclude that for g with large degree as in (2), the vanishing of the resultant of f (g p ) and
, and assume
There is a nonzero polynomial
with sufficiently large degrees n 1 and n 2 ,
. Proof. In this proof, the importance of f (T ) being a polynomial in T p is that for
) is a polynomial in g with no dependence on g (u).
For g in κ [u] of sufficiently large degree, f (g) is nonzero and (2.5) and (3.4) yield
Since f is squarefree and f ∈ κ, so ∂ u f = 0 by Lemma 3. 
where L is an algebraic function on the affine space κ[u]/(M geom f ) over κ. This formula depends on deg g modulo 4. If −1 is a square in κ or deg T f is a multiple of 4, then the formula (4.14) depends on deg g modulo 2.
Since any congruence class in κ[u]/(M ) with M = 0 may be represented by a polynomial of any degree ≥ deg M with any desired leading coefficient, it is a trivial exercise with the Chinese remainder theorem to check that for any two moduli M 1 and M 2 for µ(f (g)), the greatest common divisor (M 1 , M 2 ) is also a modulus. Hence, M 
We can find polynomials g 1 and g 2 in κ [u] with any large degree n and a common leading coefficient such that 
, where κ has characteristic 3. For nonconstant g in κ [u] , the proof of Theorem 4.8 gives
.
Note that χ(g(0)
2 +1) 2 is not always 1 because it may vanish. Since R(u 2 +1, f(g)) only depends on g mod u 2 + 1 (by quasi-periodicity of resultants), µ(f (g)) only depends on g mod u(u − 1)(
As preparation for the proof of Theorem 4.1, which uses an algebraic method that rests on variation in the ordered pair (f 1 , f 2 ), we need to establish an alternative formulation of the result. Fix a nonzero M ∈ F [u]. Choose 
as rational functions on Poly n/F for all n ≥ n 0 . Thus, the rational function
on Poly n/F factors through ρ n,M , or equivalently for generic (or universal) g it only depends on g mod M . This forces e n = m 0 + m 1 n for all such n, so
for all such n. Hence,
,f 2 and the P x,deg M −1 's do not depend on n, we conclude that b n c −n ∈ F × is equal to a constant c that does not depend on our large n. Thus, b n = c c n for c, c ∈ F × and all n ≥ n 0 ; this is the desired result. We shall now aim to prove an identity of the form (4.15) for large n (without making the lower bound on n explicit) by means of induction on the ordered pair (f 1 , f 2 ). The flexibility in the choice of M will be essential for the success of the induction. For example, the preceding argument shows that if this goal is satisfied for a particular pair (f 1 , f 2 ), then upon replacing M with a nonzero multiple so that it is divisible by M geom
we must have
In what follows we will (for expository simplicity) work with a generic field-valued point g of the geometrically integral F -variety Poly n/F for large n, though one can instead work throughout in the universal case with g having a unit leading coefficient and large degree n.
Remark 4.10. Since deg
, the interested reader may easily check that the inductive argument below determines an
holds for all n ≥ n 0 . The main point is that the number of steps in the recursive procedure is bounded above in terms of deg u,T f 1 and deg u,T f 2 . We have not attempted to make such an n 0 explicit.
Note that although R(f 1 (g), f 2 (g)) generally depends on the ordering of f 1 and f 2 , the existence of an identity as in (4.15) does not depend on this ordering. Indeed, for generic g of any sufficiently large degree (such as deg g > max(ν(f 1 ), ν(f 2 )) with notation as in (4.6)),
Thus, we need not be concerned with sign-changes in resultants when f 1 and f 2 are interchanged. We will use this repeatedly.
Our proof of Theorem 4.1 will roughly be a series of identities
for generic g of large positive degree (or universal g with a unit leading coefficient and large degree), where the elements c 0 , c 1 ∈ F × and µ 0 , µ 1 ∈ Z depend on the ordered pair (f 1 , f 2 ), and the ordered pair (f 3 , f 4 ) of nonzero relatively prime polynomials in F [u] [T ] is in some sense smaller than (f 1 , f 2 ). (There is more than one sense of "smaller" that we use, depending on the stage of our argument.) In this way, induction and the reformulation via (4.15) will establish Theorem 4.1, provided that along the way we also prove that m 1 in (4.15) is equal to
To get started, the case when f 1 (T ) has T -degree 0, say
, is trivial: writing a(u) = ca 1 (u) with c ∈ F × and a 1 (u) monic,
For generic g with degree exceeding ν(
for suitable c 0 and c 1 in F × that are independent of g. The factor R(a 1 (u), f 2 (g)) is an algebraic function of g modulo a 1 (u), since a 1 (u) is monic. This proves (4.15) in the present case for large n (with m 1 = 0), and so proves Theorem 4.1 when some deg T f j vanishes.
To prove Theorem 4.1 in general, we can assume that the coefficients of f 1 as a polynomial in T have no common factor in F [u], and similarly for f 2 . Indeed, if
with the first factor on the right side satisfying the induction hypothesis by the preceding discussion. Removing a common factor from the coefficients of f 2 as a polynomial in T goes the same way. We will prove Theorem 4.1 (in the guise of (4.15)) by two inductions: on the maximum of deg T f 1 and deg T f 2 when these degrees are distinct, and for f 1 and f 2 of equal T -degree we will induct on the minimum u-degree of their leading coefficients as polynomials in T . 
Lemma 4.11. Let h 1 (T ) and h
2 (T ) in F [u][T ] have common T -degree d ≥ 1:h 1 (T ) = α(u)T d + · · · , h 2 (T ) = β(u)T d + · · · .
Assume α β and β α (so α, β ∈ F ). Then there exist c ∈ F
If the h j 's are relatively prime in F [u][T ] then the h j 's must be relatively prime in
Proof. We will prove the lemma when deg α ≤ deg β. .6)), quasi-periodicity gives
where c =
(lead α) deg β−deg r and m = d(deg β − deg r).
Let h 1 = h 1 and h 2 = k, or h 1 = k and h 2 = h 1 . By Lemma 4.2, the identity (4.19) forces relative primality of the h j 's when the h j 's are relatively prime. Now we modify the hypothesis in the previous lemma. Rather than assuming that the leading T -coefficients of h 1 (T ) and h 2 (T ) do not divide each other, we assume h 1 (T ) and h 2 (T ) are relatively prime.
Lemma 4.12. Let h 1 (T ) and h
Assume the h j 's are relatively prime in
m ∈ Z, and a second pair of nonzero relatively prime polynomials h 1 (T ) and 
that for all extensions F /F and all g in F [u] with sufficiently large degree (depending only on d and the u-degrees of the monomials appearing in the h j 's), we have
R(h 1 (g), h 2 (g)) = cε deg g (lead g) m+m 1 deg(g) R( h 1 (g), h 2 (g)) with m 1 = d(d − deg T h 1 ).
Proof. If neither
we wish to reduce to the case deg β < deg α (at the expense of possibly losing the primitivity condition for f 2 but not for f 1 ).
The power of lead f 1 (g) has the form c 0 c Our resultant now looks like R(
it is natural to want to reduce f 2 (g) modulo f 1 (g) and use quasiperiodicity, hoping to lower the maximum T -degree of the pair f 1 , f 2 in our resultants. However, deg β < deg α, so there is no progress through a division algorithm on the leading coefficients as in the proof of Lemma 4.11. To circumvent this problem, we shall use a trick that puts us in the case in which α|β: consider the universal identity
with g the universal polynomial of large degree n with a unit leading coefficient. The first term in (4.21) is nonzero, since primitivity of f 1 forces (f 1 (g), α(u)) = 1. Since all three resultants admit expressions as in Theorem 4.5 for a common modulus M , if (4.15) is proved for two of the three pairs (f 1 , α), (f 1 , f 2 ), and (f 1 , αf 2 ) in (4.21) then it follows for the third. Since the case of a polynomial of T -degree zero has already been settled, it suffices to treat the ordered pair (f 1 , α(u)f 2 ). The right side of (4.21) has the form R(α(u)g
, and we may assume deg T f 1 > 0, it follows that h is nonzero and satisfies 1 and deg T h are both less than d 2 , the theorem holds for the pair (f 1 , h) by induction on the maximum T -degree. We may now infer the desired result for the pair (f 1 , αf 2 ). Example 4.13. For f as in Lemma 3.5 with f ∈ F , the pair f 1 = f and f 2 = ∂ u f satisfies the hypotheses in Theorem 4.1. A local calculation shows that in this case B = Z f 1 ∩ Z f 2 is the non-étale locus for projection from {f = 0} to the T -axis, and i x (Z f 1 , Z f 2 ) is the length of B at x. As an illustration (via Example 3.2), for f as in Example 1.1 the projection from the plane curve {f = 0} to the T -axis is non-étale at precisely the geometric points (0, 0) and (1, t) with t 2 + 1 = 0, and the branch scheme has respective lengths 18 and 9 at these points. Theorems 4.1 and 4.5 thereby explain why µ(f (g)) has the form given in (3.6); note the appearance of g (0) 18 (g (1) 2 + 1) 9 in the discriminant formula immediately following (3.6).
Corollary 4.14. Let F be a perfect field of characteristic p > 0 and let f 1 and f 2 be nonzero and relatively prime in
, with φ the relative Frobenius on the T -line over F .
Proof. We just have to prove
. As a radicial self-map of the affine plane, 1 × φ m is finite flat with degree p m and it identifies Z f 1 ∩ Z f 2 with the fiber over Z h 1 ∩ Z h 2 . Thus, it multiplies lengths by p m since F is perfect. 
with r, s ≥ 0 and r maximal (r = 0 in case i 1 = n). Hence, this term with positive u-degree does not cancel out.
If some e i 0 is not divisible by p and d i 1 ≥ 2 for some i 1 , then when p = 2 the projection from Z h to the T -axis has anétale point on its branch scheme for generic h; this is proved via deformation theory and Bertini theorems in [9] (with the u-line replaced by an arbitrary smooth affine curve over κ with one geometric point at infinity). Thus, except for the cases when d i ≤ 1 for all i, if p = 2 then the branch scheme of projection to the T -axis from the zero-scheme of a generic member of any algebraic family
as above has a point with odd (and even p-power) length when p|µ i for all i, due to Corollary 4.14.
Characteristic 2
The analogue of Theorem 4.8 in characteristic 2 is subtle because (2.5) in characteristic 2 requires liftings into characteristic 0. When κ has characteristic 2, ideally we want a result about the periodicity of µ(f (g)) for squarefree
. We will be able to prove something about µ(f (g)) when f is a polynomial in T 2 (Theorem 5.10), but not periodicity: Möbius formulas in particular examples (even the polynomial T 2 + u, as in [7] ) do not seem to satisfy simple periodicity properties. However, we shall prove (Theorem 5.12) that squarefree polynomials in T 4 have periodic Möbius values.
In odd characteristic, a modulus of Möbius periodicity for a squarefree polynomial f (T ) is given by a geometrically constructed polynomial M geom f as in Definition 3.4. In characteristic 2 we have to use a slightly different procedure, as follows.
is, and f (T ) has no local obstructions if and only if h(T ) has none. The relevant "modulus" for g → µ(f (g)) will turn out to be not M geom f , but a polynomial closely related to M geom h (and in some examples it does not seem that there is a squarefree modulus, as can always be found in odd characteristic). The work we carry out in characteristic 2 will involve an interplay between resultants in characteristic 2 and in characteristic 0. For the application to finite fields κ, we will need to work in the Witt vectors of κ. Since finiteness of the field won't matter until we reach the application to Möbius values, our work on resultants will be carried out over any perfect field k of characteristic 2 and over its Witt vector ring W = W (k).
Hypothesis. Our running convention throughout §5 is that k is a perfect field with characteristic 2 and h is a polynomial in k[u][T ] such that h ∈ k and h(T
If k is finite then we also assume that h(T ) has no local obstructions; that is, h(T ) is nonzero as a function on the finite fields k[u]/(π) for all π.
Our hypotheses force h to be squarefree in k [u] [T ] and not to have any prime
2 since k is perfect), and also force h(g 2 ) = 0 for all g ∈ k [u] . Since h ∈ k, Lemma 3.5(2) ensures that [T ] and h ∈ k, for infinite k the existence of such a g in any degree exceeding max(ν(h), ν(∂ u h)) (see (4.6)) follows from Lemma 4.2 and the Zariski-denseness of the locus of k-rational points in any affine space over k. In the case of finite k, we use the additional hypothesis (for such k) that h has no local obstructions, as then the existence of such a g in any large degree is ensured by [14, Thm. 3.4] (where the hypothesis of no local obstructions is replaced by the weaker assumption that h(T 2 ) is nonzero as a function on
is bounded in terms of deg u,T h, it follows that we may find such a g with any desired degree exceeding a lower bound determined by deg u,T h (and not depending on k). Taking this universal bound large enough forces deg h(g
has unit leading coefficient and reduces to lead T (h) ∈ k [u] . We also require deg u,T H = deg u,T h; this condition on the total degrees can certainly be satisfied, and its only purpose is to ensure that various largeness conditions below only depend on deg u,T h and not on H.
Let G ∈ W [u] be a lift of g with unit leading coefficient (so deg G = deg g). Assume deg g is sufficiently large so that the degree of h(g 2 ) ∈ k[u] is given by a generic formula as in (4.4) The generically-étale property is always satisfied for squarefree nonzero f ∈ K [u] [T ] in characteristic 0 since pr T is a priori quasi-finite and flat. The case of 2-adic fields is of most interest for our present purposes.
Proof. The necessity of the conditions that f be squarefree and have no irreducible factors in K[T ] is clear. Granting these conditions, the plane curve Z f is reduced (hence geometrically reduced since K is perfect) and its projection to the T -axis is quasi-finite and hence flat. Thus, the property of pr T beingétale at a point of Z f may be checked on the geometric fibers of pr T . Extending scalars to an algebraic closure of K, we thereby see that the non-étale locus for pr T is where Z f meets 
in characteristic 0, the mod-2 reductions agree. Thus, the F -resultants
lie in W and have reductions in k that are both zero or both nonzero (see (3.2) and the Warning above (3.3)). Both reductions therefore lie in k × since h(g 2 ) is separable, so both terms in (5.1) lie in W × . When k is finite, the quadratic character of the first resultant in (5.1) is related to disc W (H(G 2 )) and intervenes in the study of µ(h(g 2 )) (see (2.5) ). The second resultant in (5.1), for finite k, is one to which Theorem 4.1 may be applied over the field F of characteristic zero since
F is finite. We are going to show that the ratio of the resultants in (5.1), which is in W × , can be made explicit in (W/8W ) × modulo unit-square factors, so we will be able to use Theorem 4.1 to study the quadratic character of disc W (H(G 2 )). (A lot of algebraic calculations are coming up; a special case where the main ideas can be seen without complications is in [7] .)
The leading coefficient of H(G 2 ) is a unit and the reduction h(g 2 ) is separable, so the roots of H(G 2 ) in an algebraic closure F are integral, lie in an unramified extension of F , and have pairwise-distinct reductions. Let {α} be the (nonempty) set of roots of H(G 2 ) in F and let α denote the reduction of each such root α, so
GG , the classical formula (3.1) for resultants in terms of products over geometric roots gives
In either case, the largeness condition on deg g is determined by deg u,T h.
We want to understand the product in (5.2) modulo 8W . The remarkable surprise is that there is a very simple formula for this product mod 8W (see (5.5)), and the formula only depends on g and h (not on G or H). We need to make two definitions before we can state the formula of interest. 2 if a = 0.
with large degree such that h(g 2 ) is separable, the equation
shows that this rational differential form on P 1 k has simple poles. We will see in Theorem 5.10 that s 2 (ω h,g ) intervenes in the behavior of µ(h(g 2 )) when k is finite. For finite k, the vanishing of s 2 (ω h,g 2 ) will therefore make the behavior of µ(h(g 4 )) very accessible; this is µ(f (g)) when f is a polynomial in T 4 .
where α runs over the geometric roots of H(G 2 ). The largeness of deg g only depends on deg u,T h and not on H or k.
. Since P has simple zeros at each of its roots α, and hence serves as a local coordinate there, we get the residue description
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We will first show that
where W is the integral closure of W in an algebraic closure F of F and we define ω H,G by the formula (5.4) with H and G replacing h and g respectively. Note that we can replace the second residue in (5.7) with a residue in characteristic 2, namely Res α (ω h,g ) with α the reduction of α.
so by (5.6) we conclude that in W /8W
The first residue on the right side is Res α (ω H,G ). The second residue only matters modulo 2. Reducing it modulo 2 gives the square of the residue at α of
since Res x (s p dr/r) = Res x (sdr/r) p in characteristic p > 0. This establishes (5.7). Using (5.7), expanding the product on the left side of (5.5) modulo 8 gives the element (5.8)
where α 1 and α 2 in the second sum run over unordered pairs of distinct F -roots of H(G 2 ). By the residue theorem in characteristic 0, the first sum over the zeros 
and d G is given by Remark 5.2; the exponent 2δ
and (by checking cases for ab modulo 4)
where · denotes the greatest-integer function. Thus, separability of h(g 2 ) implies that disc W (H(G 2 )) mod 8W is equal to (5.10)
where 
) may not be congruent modulo 8 to (5.10) when h(g 2 ) is not separable, the expression (5.10) always makes sense in W and is a non-unit precisely when disc W (H(G 2 )) is a non-unit. We can therefore use the resultant
is nonzero, by Theorem 4.1 for large n we obtain an identity of algebraic functions on Poly n/F ,
with m 0 , m 1 ∈ Z and β 0 , β 1 ∈ F × independent of n, the product taken over the set of 
as algebraic functions of G ∈ Poly ≤n/F . Likewise, if we let G * denote the polynomial of (possibly fake) degree n obtained by reversing the order of the coefficients of G, then for |u x | > 1 we have an identity (5.14) in F are integral. We shall prove these are in fact in W × (this claim has nothing to do with n), so for large n determined by deg u,T h the first map in (5.12) extends over W and has constant reduction b 0 ∈ k × . Likewise, for the same large n the second map in (5.12) then extends over W and has reduction g → b 1 · a n (g) |u x |>1 [F (x):F ]e x for g = i≤n a i (g)u i , since for G ∈ Poly ≤n/F (F ) = F n+1 with coefficients in W the value G * (1/u x ) has the same reduction as G * (0) = a n (G) when |u x | > 1. We may assume k is algebraically closed, so k is infinite. Thus, as we have seen in the beginning of this section, for n > max(ν(h), ν(∂ u h)) there exists g n ∈ k [u] of degree n such that R k (h(g n ), (∂ u h)(g n )) = 0. For G n ∈ W [u] lifting any such g n with lead(G n ) ∈ W × , the W -resultant of H(G n ) and (∂ u H)(G n ) is a unit in W . Thus, the left side of (5.11) is a unit in W when evaluated at G n . Now consider the right side of (5.11) when evaluated at G n . The contribution of lead(G n ) is an integral unit, so we conclude β 0 β n 1
x P x,n (G n ) e x ∈ W × . By the norm-scaling calculations (5.13) and (5.14), we thereby obtain that the product Obviously a W -point x = (u x , t x ) in the zero loci of H and ∂ u H reduces to a geometric point in the zero loci of h and ∂ u h. Thus, for such x we conclude via Theorem 4.5 that the reduction of P x,n (G n ) ∈ W must be nonzero, since the resultant of h(g n ) and (∂ u h)(g n ) is nonzero. Hence, P x,n (G n ) ∈ W × for such x, so b 0 b n 1 ∈ W × for all large n. This forces b 0 , b 1 ∈ W × .
In the study of (5.11) with G replaced by G 2 , where G has unit leading coefficient, we will be able to ignore the x's with |u x | > 1 due to: Proof. By Lemma 5.6, the square β
1 is a unit, so we may divide by this without harm. This reduces us to proving (5.16)
where G * is the polynomial of (possibly fake) degree n obtained by reversing the order of the coefficients of G. Note that the square G * (1/u x ) 2 is a unit when |u x | > 1, as its reduction is lead(g) 2 = 0. Since u −2n x t x → 0 as n → ∞, for large n we see that G * (1/u x ) 2 − u −2n x t x is very close to a unit square in the valuation ring of F (x). Hence, depending only on the absolute ramification degree of F (x) (bounded by [F (x) : F ]) and not on k, we can make n large enough such that 
