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YANG-MILLS CONNECTIONS ON ORIENTABLE AND
NONORIENTABLE SURFACES
NAN-KUO HO AND CHIU-CHU MELISSA LIU
Abstract. In [AB], Atiyah and Bott studied Yang-Mills functional over a Riemann surface
from the point of view of Morse theory. In [HL4], we study Yang-Mills functional on the space
of connections on a principal GR-bundle over a closed, connected, nonorientable surface, where
GR is any compact connected Lie group. In this paper, we generalize the discussion in [AB]
and [HL4]. We obtain explicit descriptions of equivariant Morse stratification of Yang-Mills
functional on orientable and nonorientable surfaces for non-unitary classical groups SO(n) and
Sp(n). When the surface is orientable, we use Laumon and Rapoport’s method [LR] to invert
the Atiyah-Bott recursion relation, and write down explicit formulas of rational equivariant
Poincare´ series of the semistable stratum of the space of holomorphic structures on a principal
SO(n,C)-bundle or a principal Sp(n,C)-bundle.
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1. Introduction
Let GR be a compact, connected Lie group. The complexification G of GR is a connected
reductive algebraic group over C. For example, when GR = U(n), then G = GL(n,C). Let P
be a C∞ principal GR-bundle over a Riemann surface Σ, and let ξ0 = P×GRG be the associated
C∞ principal G-bundle. The space A(P ) of GR-connections on P is isomorphic to the space
C(ξ0) of (0, 1)-connections (∂¯ operators) on ξ0 as infinite dimensional complex affine spaces.
In the seminal paper [AB], Atiyah and Bott obtained results on the topology of the moduli
spaceM(ξ0) of (S-equivalence classes) of semi-stable holomorphic structures on ξ0 by studying
the Morse theory of the Yang-Mills functional on A(P ). The absolute minimum of Yang-Mills
functional is achieved by central Yang-Mills connections, and M(ξ0) can be identified with
the moduli space of gauge equivalence classes of central Yang-Mills connections on P . When
the absolute minimum of the Yang-Mills functional is zero, which happens exactly when the
obstruction class o(P ) ∈ H2(Σ, π1(G)) ∼= π1(G) is torsion, the central Yang-Mills connections
are flat connections, and M(ξ0) can be identified with the moduli space of gauge equivalence
classes of flat connections on P .
Atiyah and Bott provided an algorithm of computing the equivariant Poincare´ series P G
C
t (Css;Q),
where Css is the semi-stable stratum in C(ξ0) and GC = Aut(ξ0) is the gauge group. They proved
that the stratification of C(ξ0) is GC-equivariantly perfect, so
P G
C
t (C(ξ0);Q) = P G
C
t (Css;Q) +
∑
λ∈Ξ′
ξ0
t2dµP G
C
t (Cµ;Q)
where dµ is the complex codimension of the stratum Cµ, which is a complex submanifold of
C(ξ0), and the sum is over all strata except for the top one Css. The left hand side can be
identified with Pt(BG;Q), the rational Poincare´ series of the classifying space BG of the gauge
group G = Aut(P ). On the right hand side, P GCt (Cµ;Q) can be related to the equivariant
Poincare´ series of the top stratum of the space of connections on a principal Gµ-bundle, where
Gµ is a subgroup of G. So once Pt(BG;Q) is computed, P GCt (Css;Q) can be computed re-
cursively. Zagier solved the recursion relation for G = GL(n,C) in [Za], and Laumon and
Rapoport solved the recursion relation for a general connected reductive algebraic group G
over C in [LR]. The series P G
C
t (Css;Q) can be identified with PGRt (Vss(P );Q), where Vss(P )
is the representation variety of central Yang-Mills connections on P . When the obstruction
class o2(P ) ∈ H2(Σ;π1(G)) ∼= π1(G) is torsion, Vss(P ) is the representation variety of flat
Yang-Mills connections on P , which is a connected component of Hom(π1(Σ), GR).
In [HL4], we study Yang-Mills functional on the space of connections on a principal GR-
bundle P over a closed, connected, nonorientable surface Σ. By pulling back connections to
the orientable double cover π : Σ˜ → Σ, one gets an inclusion A(P ) →֒ A(P˜ ) from the space
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of connections on P to the space of connections on P˜ , where P˜ = π∗P → Σ˜. The Yang-Mills
functional on A(P ) is the restriction of the Yang-Mills functional on A(P˜ ). For nonorientable
surfaces, the absolute minimum of the Yang-Mills functional is zero for any P , achieved by flat
connections. The moduli space of gauge equivalence classes of flat GR-connections on P can be
identified with a connected component of Hom(π1(Σ), GR)/GR, where GR acts by conjugation.
In this paper, we generalize the discussion in [AB] and [HL4] in the following directions:
(1) In Section 2, we compute the rational Poincare´ series Pt(BG;Q) of the classifying space
of the gauge group G of a principal GR-bundle over any closed connected (orientable
or nonorientable) surface. The case where Σ is orientable is known (see [AB, Theorem
2.15], [LR, Theorem 3.3]).
(2) When Σ is orientable and Gss = [G,G] is not simply connected (for example, when
G = Gss = SO(n,C), n > 2), the recursion relation [LR, Theorem 3.2] that Laumon
and Rapoport solved in [LR] is not exactly the Atiyah-Bott recursion relation [AB,
Theorem 10.10]. As a result, their formula for P sst (G, ν
′
G) [LR, Theorem 3.4] is not
exactly P G
C
t (Css(ξ0);Q) when Gss is not simply connected. In Appendix A, we show
that the method in [LR] inverts the Atiyah-Bott recursion relation and yields a closed
formula for P G
C
t (Css(ξ0);Q) = PGRt (Vss(P );Q), where GR is any compact connected
real Lie group (Theorem 4.4, Theorem A.9).
(3) In [HL4], we established an exact correspondence between the gauge equivalence classes
of Yang-Mills GR-connections on Σ and conjugacy classes of representations ΓR(Σ)→
GR, where ΓR(Σ) is the super central extension of π1(Σ). This correspondence allows
us to obtain explicit description of G-equivariant Morse stratification by studying the
corresponding representation variety of Yang-Mills connections. In Section 4, we re-
cover the description in terms of Atiyah-Bott points for orientable Σ, and determine
candidates of Atiyah-Bott points for nonorientable Σ.
(4) In Section 5, Section 6, and Section 7, we give explicit descriptions of G-equivariant
Morse strata of Yang-Mills functional on orientable and non-orientable surfaces for non-
unitary classical groups SO(2n + 1), SO(2n), and Sp(n). When Σ is non-orientable,
some twisted representation varieties (introduced and studied in Section 4.6 and Section
4.7) arise in the reduction of these non-unitary classical groups. This is new: in the
U(n) case (see [HL4, Section 6, 7]), the reduction involves only representation varieties
of U(m), where m < n, of the nonorientable surface and of its double cover.
(5) When Σ is orientable, we use the closed formula in (2) to write down explicit formulas
for PGRt (Vss(P );Q) for non-unitary classical groups (Theorem 5.5, Theorem 6.4, and
Theorem 7.4). These formulas are analogues of Zagier’s formula for U(n).
The topology of Hom(π1(Σ), GR)/GR is largely unknown when Σ is nonorientable. Us-
ing algebraic topology methods, T. Baird computed the SU(2)-equivariant cohomology of
Hom(π1(Σ), SU(2)) and the ordinary cohomology of the quotient space Hom(π1(Σ), SU(2))/SU(2)
for any closed nonorientable surface Σ [B]. He also proposed conjectures for general G.
For the purpose of Morse theory we should consider the Sobolev space of L2k−1 connections
A(P )k−1 and the group of L2k gauge transformations G(P )k and GC(P )k, where k ≥ 2. We
will not emphasize the regularity issues through out the paper, but refer the reader to [AB,
Section 14] and [Da] for details.
Acknowledgments. We thank Tom Baird, Ralph Cohen, Robert Friedman, Paul Goerss,
Lisa Jeffrey, Eckhard Meinrenken, John Morgan, David Nadler, Daniel Ramras, Paul Selick,
Michael Thaddeus, Jonathan Weitsman, and Christopher Woodward for helpful conversations.
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We thank Ge´rard Laumon and Michael Rapoport for confirming our understanding of their
paper [LR].
2. Topology of Gauge Group
Let Σ be a closed connected surface. By classification of surfaces, Σ is homeomorphic to a
Riemann surface of genus ℓ ≥ 0 if it is orientable, and Σ is homeomorphic to the connected
sum of m > 0 copies of RP2 if it is nonorientable.
Let GR be a compact connected Lie group. Let P be a principal GR-bundle over Σ, and
let Aut(P ) = G(P ) be the gauge group. When Σ is orientable, the rational Poincare´ series
Pt(BG(P );Q) was computed in [AB, Section 2] for GR = U(n). The computation can be
generalized to any general compact connected Lie group (see [LR, Theorem 3.3]). In this
section, we will compute Pt(BG(P );Q) when GR is any compact connected Lie group and Σ
is any closed connected (orientable or non-orientable) surface.
Following the strategy in [AB, Section 2], we first find the rational homotopy type of the
classifying space BGR of GR (see [Se]). Note that BGR is homotopic to BG, where G is the
complexification of GR. Let HR be a maximal torus of GR. Then HR ∼= U(1)n, and
H∗(BHR;Z) ∼= Z[u1, . . . , un],
where ui ∈ H2(BHR;Z). The Weyl group W acts on H∗(BHR;Q) ∼= Q[u1, . . . , un], and
H∗(BGR;Q) ∼= H∗(BHR;Q)W ∼= Q[I1, . . . , In]
where Ik is a homogeneous polynomial of degree dk in u1, . . . , un. We may take Ik ∈ Z[u1, . . . , un],
so that Ik ∈ H2dk(BGR;Z). We may assume that d1 = · · · = dr = 1, and dk > 1 for k > r.
Then r = dimR(Z(GR)), where Z(GR) is the center of GR. In particular, r = 0 if and only
if GR is semisimple. The classes I1, . . . , In are the universal characteristic classes of principal
GR-bundles. Each Ik ∈ H2dk(BGR;Z) induces a continuous map I∗k : BGR → K(Z; 2dk) to an
Eilenberg-MacLane space, so we have a continuous map
BGR →
n∏
k=1
K(Z, 2dk).
This is a rational homotopy equivalence.
Fact 2.1. Let
Q≃ denote rational homotopy equivalence. Then
BGR
Q≃
n∏
k=1
K(Z, 2dk)
In addition to Fact 2.1, we need the following two results:
Proposition 2.2 ([AB, Proposition 2.4]).
BG(P ) ≃ MapP (Σ, BGR),
where the subscript P denotes the component of a map of Σ into BGR which induces P .
Theorem 2.3 (Thom).
Map(X,K(A,n)) =
∏
q
K(Hq(X,A), n − q)
where K(A,n) is the Eilenberg-MacLane space characterized by
πq(K(A,n)) =
{
0 q 6= n
A q = n
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Since πq(X × Y ) = πq(X)× πq(Y ), we have
K(A1 ×A2, n) = K(A1, n)×K(A2, n).
Let Σ be a Riemann surface of genus ℓ. Then
Map
(
Σ,
n∏
k=1
K(Z, 2dk)
)
=
n∏
k=1
Map(Σ,K(Z, 2dk))
=
n∏
k=1
(
K(H2(Σ;Z), 2dk − 2)×K(H1(Σ;Z), 2dk − 1)×K(H0(Σ,Z), 2dk)
)
=
(
Z×K(Z, 1)2ℓ ×K(Z, 2)
)r
×
n∏
k=r+1
(
K(Z, 2dk − 2)×K(Z, 2dk − 1)2ℓ ×K(Z, 2dk)
)
where the factor Zr corresponds to different connected components. So
MapP (Σ, BGR)
Q≃
(
K(Z, 1)2ℓ ×K(Z, 2)
)r
×
n∏
k=r+1
(
K(Z, 2dk − 2)×K(Z, 2dk − 1)2ℓ ×K(Z, 2dk)
)
.
It follows that
Theorem 2.4 ([LR, Theorem 3.3]). Let BG be the classifying space of the gauge group G of a
principal GR-bundle over a Riemann surface of genus ℓ. Then
Pt(BG;Q) =
(
(1 + t)2ℓ
1− t2
)r n∏
k=r+1
(1 + t2dk−1)2ℓ
(1− t2dk−2)(1− t2dk) .
Note that Pt(BG;Q) does not depend on the topological type of the underlying principal
GR-bundle.
Let Σ be the connected sum of m > 0 copies of RP2. Then
Map
(
Σ,
n∏
k=1
K(Z, 2dk)
)
=
n∏
k=1
Map(Σ,K(Z, 2dk))
=
n∏
k=1
(
K(H2(Σ;Z), 2dk − 2)×K(H1(Σ;Z), 2dk − 1)×K(H0(Σ,Z), 2dk)
)
=
r∏
k=1
(
Z/2Z×K(Z, 1)m−1 ×K(Z, 2)
)
×
n∏
k=r+1
(
K(Z/2Z, 2dk − 2)×K(Z, 2dk − 1)m−1 ×K(Z, 2dk)
)
where the factor (Z/2Z)r corresponds to different connected components. So
MapP (Σ, BGR)
Q≃
n∏
k=1
(
K(Z, 2dk − 1)m−1 ×K(Z, 2dk)
)
It follows that
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Theorem 2.5. Let BG be the classifying space of the gauge group G of a principal GR-bundle
over a non-orientable surface which is diffeomorphic to the connected sum of m > 0 copies of
RP2. Then
Pt(BG;Q) =
n∏
k=1
(1 + t2dk−1)m−1
(1− t2dk) .
For classical groups we have:
(A) GR = U(n): W ∼= S(n), the symmetric group, so
H∗(BU(n);Q) = Q[u1, . . . , un]S(n) = Q[c1, . . . , cn],
where ck is the k-th elementary symmetric function in u1, . . . , un. In fact, the generator
ck ∈ H2k(BU(n);Q) is the universal rational k-th Chern class. So dk = k, k = 1, . . . , n.
(B) GR = SO(2n + 1): W = G(n), the wreath product of Z/2Z by S(n), so
H∗(BSO(2n + 1);Q) = Q[u1, . . . , un]G(n) = Q[p1, . . . , pn],
where pk is the k-th elementary symmetric function in u
2
1, . . . , u
2
n. In fact, pk ∈
H4k(BU(n);Q) is the universal rational k-th Pontrjagin class. So dk = 2k, k = 1, . . . , n.
(C) GR = Sp(n): W = G(n), the wreath product of Z/2Z by S(n), so
H∗(BSp(n);Q) = Q[u1, . . . , un]G(n) = Q[σ1, . . . , σn],
where σk is the k-th elementary symmetric function in u
2
1, . . . , u
2
n. So dk = 2k, k =
1, . . . , n.
(D) GR = SO(2n): W = SG(n), the subgroup of G(n) consisting of even permutations, so
H∗(BSO(2n);Q) = Q[u1, . . . , un]SG(n) = Q[p1, . . . , pn−1, e],
where pk is the k-th elementary symmetric function in u
2
1, . . . , u
2
n, and e = u1 · · · un.
In fact, pk ∈ H4k(BU(n);Q) is the universal rational k-th Pontrjagin class, and e ∈
H2n(BSO(2n);Q) is the universal rational Euler class. So dk = 2k, k = 1, . . . , n − 1,
and dn = n.
3. Holomorphic Principal Bundles over Riemann Surfaces
Let G be the complexification of a compact, connected real Lie group GR. Then G is a
reductive algebraic group over C. For example, if GR = U(n) then G = GL(n,C). We fix a
topological principal GR-bundle P over a Riemann surface Σ, and let ξ0 = P ×GR G be the
associated principal G-bundle. Then the space A(P ) of GR-connections on P is isomorphic to
the space C(ξ0) of (0, 1)-connections (∂¯-operators) on ξ0 as infinite dimensional complex affine
spaces. More explicitly, A(P ) and C(ξ0) are affine spaces whose associated vector spaces are
Ω1(Σ, gR) and Ω
0,1(Σ, g), respectively, where gR and g = gR ⊗R C are the Lie algebras of GR
and G, respectively. Choose a local orthonormal frame (θ1, θ2) of cotangent bundle T ∗Σ of Σ
such that ∗θ1 = θ2. Define an isomorphism j : Ω1(Σ, gR)→ Ω0,1(Σ, g) by
j(X1 ⊗ θ1 +X2 ⊗ θ2) = (X1 +
√−1X2)⊗ (θ1 −
√−1θ2)
where X1,X2 ∈ Ω0(Σ, gR). It is easily checked that the definition is independent of choice of
(θ1, θ2).
Harder and Narasimhan [HN] defined a stratification on C(ξ0) when G = GL(n,C), and
Ramanathan [Ra] extended this to general reductive groups. It was conjectured by Atiyah and
Bott in [AB], and proved by Daskalopoulos in [Da] (see also [R˚a]), that under the isomorphism
A(P ) ∼= C(ξ0), the stratification on C(ξ0) coincides with the Morse stratification of the Yang-
Mills functional on A(P ).
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In this section, we first review the description of the stratification in terms of Atiyah-Bott
points, following [AB, Section 10] and [FM]. Then we write down the Atiyah-Bott points for
classical groups explicitly, similar to the description of the stratification in terms of slopes
when GR = U(n).
3.1. Preliminaries on reductive Lie groups and Lie algebras. We have
g = zG ⊕ [g, g]
where zG is the center of g and [g, g] is the maximal semisimple subalgebra of g. Let HR be
a maximal torus of GR, and let hR be the Lie algebra of HR. Then h = hR ⊗R C is a Cartan
subalgebra of g. Recall that any two maximal tori of GR are conjugate to each other, and
any two Cartan subalgebras of g are conjugate to each other. We have h = zG ⊕ h′ where
h′ = h ∩ [g, g]. Here we fix a choice of HR, or equivalently, we fix a Cartan subalgebra h of g.
Let R be the root system associated to h. We have
g = h⊕
⊕
α∈R
gα = zG ⊕ h′ ⊕
⊕
α∈R
gα.
We choose a system of simple roots ∆ ⊂ R, and let R+ be the set of positive roots. The
Borel subalgebra associated to ∆ is given by
b = h⊕
⊕
α∈R+
gα.
The Lie algebra of a Borel subgroup B of G is a Borel subalgebra of g. We have B∩GR = HR.
A parabolic subgroup P of G is a subgroup containing a Borel subgroup, and a parabolic sub-
algebra p of g is a subalgebra containing a Borel subalgebra. A parabolic subalgebra containing
b is of the form
p = h⊕
⊕
α∈Γ
gα
where
(1) Γ = R+ ∪ {α ∈ R | α ∈ span(∆− I)}.
for some subset I of the set ∆ of simple roots. There is a one-to-one correspondence between
any two of the following:
(i) Subsets I ⊆ ∆.
(ii) Parabolic subalgebras containing a fixed Borel subalgebra b.
(iii) Parabolic subgroups containing a fixed Borel subgroup B.
In particular, I being the empty set corresponds to G (or g), and I being the entire set ∆
corresponds to B (or b).
Given a parabolic subalgebra
p = h⊕
⊕
α∈Γ
gα,
with Γ as in (1), define −Γ to be the set of negatives of the members of Γ. In other words,
−Γ = −R+ ∪ {α ∈ R | α ∈ span(∆− I)}. let
l = h⊕
⊕
α∈Γ∩−Γ
gα, u =
⊕
α∈Γ,α/∈−Γ
gα
so that p = l ⊕ u. Then l, u are subalgebras of p and u is an ideal of p. The subalgebra u is
nilpotent, and is called the nilpotent radical of p. The subalgebra l is reductive, and is called
the Levi factor of p. Let P be the parabolic subgroup with Lie algebra p. Let P = LU be the
semi-direct product associated to the direct sum p = l ⊕ u, so that the Lie algebras of L and
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U are l and u, respectively. The reductive Lie group L is called the Levi factor of P , and U is
called the unipotent radical of P . We have P ∩ GR = LR, the maximal compact subgroup of
L; L is the complexification of LR.
For simple Lie groups, there is a one-to-one correspondence between simple roots and nodes
of the Dynkin diagram. In particular, a (proper) maximal parabolic subgroup corresponds to
omitting one node of the Dynkin diagram. See for example [FH, Lecture 23].
(A) GR = SU(n), G = SL(n,C), n ≥ 2.
The Dynkin diagram of sl(n,C) is An−1. Omitting a node of An−1, we get the disjoint
union of An1−1 and An2−1, where n1 + n2 = n, n1, n2 ≥ 1 (with the convention that
A0 is empty). The corresponding parabolic subgroup P of SL(n,C) is the subgroup
which leaves the subspace Cn1 × {0} of Cn invariant. We have
P ∩ SU(n) = {diag(A,B) | A ∈ U(n1), B ∈ U(n2),det(A) det(B) = 1}.
For a general parabolic subgroup P of SL(n,C), we have
P ∩ SU(n) = {A ∈ U(n1)× · · · × U(nr) | det(A) = 1}
corresponding to omitting (r − 1) nodes, where n1 + · · · + nr = n, ni ≥ 1.
(B) GR = SO(2n + 1), G = SO(2n+ 1,C), n ≥ 1.
The Dynkin Diagram of so(2n+ 1,C) is Bn (with the convention B1 = A1). Omitting
a node of Bn, we get the disjoint union of An1−1 and Bn2 , where n1 + n2 = n, n1 ≥ 1,
n2 ≥ 0 (with the convention that B0 is empty). The corresponding parabolic subgroup
of SO(2n + 1,C) is the subgroup which leaves the following n1-dimensional subspace
of C2n+1 invariant:
{(z1,
√−1z1, . . . , zn1 ,
√−1zn1 , 0, . . . , 0) | z1, . . . , zn1 ∈ C}.
We have
P ∩ SO(2n+ 1) ∼= U(n1)× SO(2n2 + 1).
For a general parabolic subgroup P of SO(2n+ 1,C), we have
P ∩ SO(2n + 1) ∼= U(n1)× · · · × U(nr−1)× SO(2nr + 1)
corresponding to omitting (r− 1) nodes, where n1+ · · ·+nr = n, ni ≥ 1 for i 6= r, and
nr ≥ 0 (with the convention that SO(1) is the trivial group).
(C) GR = Sp(n), G = Sp(n,C), n ≥ 1.
The Dynkin diagram of sp(n,C) is Cn (with the convention C1 = A1). Omitting a node
from Cn, we get the disjoint union of An1−1 and Cn2 , where n1+n2 = n, n1 ≥ 1, n2 ≥ 0
(with the convention that C0 is the empty set). The corresponding parabolic subgroup
of Sp(n,C) is the subgroup which leaves the subspace Cn1 × {0} of C2n invariant. We
have
P ∩ Sp(n) ∼= U(n1)× Sp(n2).
For a general parabolic subgroup P of Sp(n,C), we have
P ∩ Sp(n) ∼= U(n1)× · · · × U(nr−1)× Sp(nr)
corresponding to omitting (r− 1) nodes, where n1+ · · ·+nr = n, ni ≥ 1 for i 6= r, and
nr ≥ 0 (with the convention that Sp(0) is the trivial group).
(D) GR = SO(2n), G = SO(2n,C), n ≥ 1.
The Dynkin diagram of so(2n,C) is Dn (with the convention D1 = A1, D2 = A1 ×
A1, D3 = A3). Omitting a node of Dn, we get the disjoint union of An1−1 and
Dn2 , where n1 + n2 = n, n1 ≥ 1, n2 ≥ 0 (with the convention that D0 is empty).
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The corresponding parabolic subgroup of SO(2n,C) is the subgroup which leaves the
following n1-dimensional subspace of C2n invariant:
{(z1,
√−1z1, . . . , zn1 ,
√−1zn1 , 0, . . . , 0) | z1, . . . , zn1 ∈ C}.
We have
P ∩ SO(2n) ∼= U(n1)× SO(2n2).
For a general parabolic subgroup P of SO(2n,C), we have
P ∩ SO(2n) ∼= U(n1)× · · · × U(nr−1)× SO(2nr)
corresponding to omitting (r− 1) nodes, where n1+ · · ·+nr = n, ni ≥ 1 for i 6= r, and
nr ≥ 0 (with the convention that SO(0) is the trivial group). Note that SO(2) = U(1).
3.2. Harder-Narasimhan filtrations of dual vector bundles. Let E be a holomorphic
vector bundle over Σ, and let
0 = E0 ⊂ E1 ⊂ · · · ⊂ Er = E
be the Harder-Narasimhan filtration, where Dj = Ej/Ej−1 is semi-stable, and the slopes
µj = deg(Dj)/rank(Dj) satisfy µ1 > · · · > µr. The vector µ = (µ1, . . . , µr) is the type of E.
Let I denote the trivial holomorphic line bundle over Σ, and let E∨ = Hom(E, I) be the dual
vector bundle, so that
E∨x = Hom(Ex,C).
Define the subbundle E∨−j of E
∨ by
(E∨−j)x = {α ∈ E∨x | α(v) = 0 ∀v ∈ (Ej)x}.
then (E∨−j)x = (Ex/(Ej)x)
∨, and we have
0 = E∨−r ⊂ E∨−r+1 ⊂ · · · ⊂ E∨−1 ⊂ E∨0 = E∨
Let Fj = E
∨
−r+j/E
∨
−r+j−1. Then rankFj = rankDr+1−j , degFj = − degDr+1−j , so µ(Fj) =
−µ(Dr+1−j) = −µr+1−j. The type of E∨ is given by (−µr, . . . ,−µ1), where −µr > · · · > −µ1.
3.3. Atiyah-Bott points. Let ξ be a holomorphic principalG-bundle over a Riemann surface,
and let E = adξ = ξ ×G g be the associated adjoint bundle.
The Lie algebra g has a nondegenerate invariant quadratic form g → C. Therefore, there
is a nondegenerate invariant quadratic form I on E, which implies E is self-dual E∨ = E. So
the Harder-Narasimhan filtration of E is of the form
0 ⊂ E−r ⊂ E−r+1 ⊂ · · · ⊂ E−1 ⊂ E0 ⊂ E1 ⊂ · · · ⊂ Er−1 ⊂ E.
where
(E−j)x = {v ∈ Ex | I(u, v) = 0 ∀u ∈ (Ej−1)x}
and D0 = E0/E−1 has slope zero. Then E0 is a parabolic subbundle of the Lie algebra bundle
E. The structure group G of ξ can then be reduced to a parabolic subgroup Q, such that
ξ = ξQ ×Q G, where ξQ is a holomorphic principal Q-bundle with adξQ = E0. The parabolic
group is unique up to conjugation, and there is a canonical choice for a fixed Borel subgroup
B. This choice gives the Harder-Narasimhan reduction and Q is called the Harder-Narasimhan
parabolic of ξ.
The stratification of the space of holomorphic structures on a fixed topological principal G-
bundle ξ is determined by the Harder-Narasimhan parabolic Q together with the topological
type of the underlying principal Q-bundle which is an element in π1(Q). To make this more
explicit, we describe the stratification in terms of Atiyah-Bott points, following [FM, Section
2].
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Let H be a Cartan subgroup of G. Then π1(H) can be viewed as a lattice in
√−1hR such
that π1(H)⊗Z R =
√−1hR.
π1(H) ∼= {X ∈
√−1hR | exp(2π
√−1X) = e} ⊂ √−1hR.
For example, GR = U(n), hR = {2π
√−1diag(t1, . . . , tn) | t1, . . . , tn ∈ R}, and π1(H) can be
identified with the lattice {diag(k1, . . . , kn) | k1, . . . , kn ∈ Z} ⊂
√−1hR.
The set ∆∨ of simple coroots span a sublattice Λ of π1(H), and π1(G) = π1(H)/Λ. The
lattice Λ is called the coroot lattice of G. Let Λ̂ be the saturation of Λ in π1(H). Then
π1(Gss) ∼= Λ̂/Λ. Under the above identification, the short exact sequence of abelian groups
1→ π1(Gss)→ π1(G)→ π1(G/Gss)→ 1
can be rewritten as
0→ Λ̂/Λ→ π1(H)/Λ→ π1(H)/Λ̂→ 0,
where Λ̂/Λ is a finite abelian group, and π1(H)/Λ̂ is a lattice. Let Z0 denote the connected
component of the center of G containing identity. Then D = Z0∩Gss is a finite abelian group,
and G/Gss ∼= Z0/D. π1(G/Gss) = π1(H)/Λ̂ can be identified with a lattice in
√−1zGR , where
zGR = zG ∩ hR, such that π1(G/Gss)⊗Z R =
√−1zGR .
Let ξ0 be a principal G-bundle over a Riemann surface Σ. Its topological type is classified
by the second obstruction class c1(ξ0) ∈ H2(Σ;π1(G)) ∼= π1(G). Let
µ(ξ0) ∈ π1(G/Gss) ⊂
√−1zGR
be the image of c1(ξ0) under the projection
π1(G) = π1(H)/Λ→ π1(G/Gss) = π1(H)/Λ̂.
The group Gˆ = Hom(G,C∗) = Hom(G/Gss,C∗) can be identified with the dual lattice of
π1(H)/Λ̂.
Let P I be a parabolic subgroup determined by I ⊆ ∆, and let LI be its Levi factor.
The topological type of a principal LI bundle η0 is determined by c1(η0) ∈ π1(L). Given
ξ0 ∈ PrinG(Σ), we want to enumerate
(2) {η0 ∈ PrinLI (Σ) | η0 ×LI G = ξ0}.
Consider the commutative diagram
0 0y y
0 −→ π1(Lss) = ΛˆL/ΛL jss−−−−→ π1(Gss) = Λ̂/Λ ⊕α∈I̟α−−−−−→ ⊕α∈IQ/Z
iL
y iGy ∥∥∥
π1(L) = π1(H)/ΛL
j−−−−→ π1(G) = π1(H)/Λ ⊕α∈I̟α−−−−−→ ⊕α∈IQ/Z
pL
y pGy
π1(L/Lss) = π1(H)/Λ̂L
p−−−−→ π1(G/Gss) = π1(H)/Λ̂y y
0 0
where ̟α are the fundamental weights. In the above diagram, the columns and the first row
are exact.
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Given a principal L-bundle η0, c1(η0) ∈ π1(L) is determined by
j(c1(η0)) = c1(η0 ×L G) ∈ π1(G), pL(c1(η0)) = µ(η0) ∈ π1(L/Lss).
Given ξ0 ∈ PrinG(Σ), we have c1(ξ0) ∈ π1(G) and µ(ξ0) ∈ π1(G/Gss). The map pL restricts to
a bijection j−1(c1(ξ0))→ p−1(µ(ξ0)). Note that the set in (2) can be identified with j−1(c1(ξ0)).
Lemma 3.1 ([FM, Lemma 2.1.2]). Suppose that η0 is a reduction of ξ0 to a standard parabolic
group P I for some I ⊆ ∆, possibly empty. The Atiyah-Bott point µ(η0) and the topological
type of ξ0 as a G-bundle determine the topological type of η0/U
I as an LI-bundle (and hence
of η0 as a P
I bundle). Given a point µ ∈ hR, there is a reduction of ξ to a P I-bundle whose
Atiyah-Bott point is µ if and only if the following conditions hold:
(i) µ ∈ √−1zLIR, where zLIR is the center of the Lie algebra of LIR = LI ∩GR.
(ii) For every simple root α ∈ I we have ̟α(µ) ≡ ̟α(c) (mod Z).
(iii) χ(µ) = χ(c) for all characters χ of G.
Definition 3.2 ([FM, Definition 2.1.3]). A pair (µ, I) consisting of a point µ ∈ √−1hR and
a subset I ⊆ ∆ is said to be of Atiyah-Bott type for c ∈ π1(G) (or ξ0 where c1(ξ0) = c) if
(i)-(iii) hold. A point µ ∈ √−1hR is said to be of Atiyah-Bott type for c if there is I ⊆ ∆
such that (µ, I) is a pair of Atiyah-Bott type for c.
One may assume µ ∈ C0, where C0 is the closure of the fundamental Weyl chamber
C0 = {X ∈
√−1hR | α(X) > 0 ∀α ∈ ∆}.
We may choose the minimal I such that α(µ) > 0 for all α ∈ I. Then the stratum Cµ of the
space of (0, 1)-connections on ξ0 are indexed by points µ of Atiyah-Bott type of c1(ξ0) such
that µ ∈ C0. We may incorporate this by adding
(iv) α(µ) > 0 for all α ∈ I.
Let C(ξ0) be the space of all (0, 1)-connections defining holomorphic structures on a principal
G-bundle ξ0 with c1(ξ0) = c ∈ π1(G). As a summary of the above discussion, we have following
description of the Harder-Narasimhan stratification of C.
Definition 3.3. Given a point µ ∈ C0 of Atiyah-Bott type for c, the stratum Cµ ⊂ C(ξ0) is the
set of all (0, 1)-connections defining holomorphic structures on ξ0 whose Harder-Narasimhan
reduction has Atiyah-Bott type equal to µ. The strata are preserved by the action of gauge
group. The union of these strata over all µ ∈ C0 of Atiyah-Bott type for ξ0 is C(ξ0).
3.4. Atiyah-Bott points for classical groups. In this subsection, we assume
n1, . . . , nr ∈ Z>0, n1 + · · ·+ nr = n.
3.4.1. GR = U(n). G = GL(n,C), and
√−1hR = {diag(t1, . . . , tn) | ti ∈ R}.
Let ei ∈
√−1hR be defined by tj = δij . Then {e1, . . . , en} is a basis of
√−1hR. Let {θ1, . . . , θn}
be the dual basis of (
√−1hR)∨ = HomR(
√−1hR,R). Then
π1(H) = Ze1 ⊕ · · · ⊕ Zen ⊂
√−1hR
∆ = {αi = θi − θi+1 | i = 1, . . . , n− 1} ⊂ (
√−1hR)∨
∆∨ = {α∨i = ei − ei+1 | i = 1, . . . , n− 1} ⊂
√−1hR
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π1(U(n)) ∼= π1(GL(n,C)) ∼= π1(H)/Λ ∼= Z is generated by e1 (mod Λ). Let c = ke1 (mod Λ).
Then µ satisfies (i)-(iv) in Section 3.3 if and only if
µ = diag
(k1
n1
In1 , . . . ,
kr
nr
Inr
)
where
k1, . . . , kr ∈ Z, k1 + · · ·+ kr = k, k1
n1
>
k1
n2
> · · · > kr
nr
.
3.4.2. GR = SO(2n+ 1). G = SO(2n + 1,C), and√−1hR = {
√−1diag(t1J, . . . , tnJ, 0I1) | ti ∈ R}
where
J =
(
0 −1
1 0
)
Let ei ∈
√−1hR be defined by tj = δij . Then {e1, . . . , en} is a basis of
√−1hR. Let {θ1, . . . , θn}
be the dual basis of (
√−1hR)∨. Then
π1(H) = Ze1 ⊕ · · · ⊕ Zen ⊂
√−1hR
∆ = {αi = θi − θi+1 | i = 1, . . . , n− 1} ∪ {αn = θn} ⊂ (
√−1hR)∨
∆∨ = {α∨i = ei − ei+1 | i = 1, . . . , n− 1} ∪ {α∨n = 2en} ⊂
√−1hR
π1(SO(2n + 1)) ∼= π1(SO(2n + 1,C) ∼= Z/2Z is generated by en (mod Λ). c = ken (mod Λ)
corresponds to w2 = k where k = 0, 1.
Case 1. αn ∈ I. Then µ satisfies (i)-(iv) in Section 3.3 if and only if
µ =
√−1diag
(k1
n1
Jn1 , . . . ,
kr
nr
Jnr , 0I1
)
where
k1, . . . , kr ∈ Z, k1 + · · ·+ kr ≡ k (mod 2Z), k1
n1
>
k2
n2
> · · · kr
nr
> 0.
Case 2. αn /∈ I. Then µ satisfies (i)-(iv) in Section 3.3 if and only if
µ =
√−1diag
(k1
n1
Jn1 , . . . ,
kr−1
nr−1
Jnr−1 , 0I2nr+1
)
where
k1, . . . , kr−1 ∈ Z, k1
n1
>
k2
n2
> · · · > kr−1
nr−1
> 0.
3.4.3. GR = SO(2n). G = SO(2n,C), and√−1hR = {
√−1diag(t1J, . . . , tnJ) | ti ∈ R}
where
J =
(
0 −1
1 0
)
Let ei ∈
√−1hR be defined by tj = δij . Then {e1, . . . , en} is a basis of
√−1hR. Let {θ1, . . . , θn}
be the dual basis of (
√−1hR)∨. Then
π1(H) = Ze1 ⊕ · · · ⊕ Zen ⊂
√−1hR
∆ = {αi = θi − θi+1 | i = 1, . . . , n− 1} ∪ {αn = θn−1 + θn} ⊂ (
√−1hR)∨
∆∨ = {α∨i = ei − ei+1 | i = 1, . . . , n − 1} ∪ {α∨n = en−1 + en} ⊂
√−1hR
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π1(SO(2n)) ∼= π1(SO(2n,C)) ∼= Z/2Z is generated by en (mod Λ). c = ken (mod Λ) corre-
sponds to w2 = k where k = 0, 1.
Case 1. αn−1, αn ∈ I, nr = 1. Then µ satisfies (i)-(iv) in Section 3.3 if and only if
µ =
√−1diag
(k1
n1
Jn1 , . . . ,
kr−1
nr−1
Jnr−1 , krJ
)
where
k1, . . . , kr ∈ Z, k1 + · · · + kr ≡ k (mod 2Z), k1
n1
>
k2
n2
> · · · > kr−1
nr−1
> |kr|.
Case 2. αn−1 ∈ I, αn /∈ I, nr > 1. Then µ satisfies (i)-(iv) in Section 3.3 if and only if
µ =
√−1diag
(k1
n1
Jn1 , . . . ,
kr−1
nr−1
Jnr−1 ,
kr
nr
Jnr−1,−
kr
nr
J
)
where
k1, . . . , kr ∈ Z, k1 + · · ·+ kr = k (mod 2Z), k1
n1
>
k2
n2
> · · · > kr
nr
> 0.
Case 3. αn−1 /∈ I, αn ∈ I, nr > 1. Then µ satisfies (i)-(iv) in Section 3.3 if and only if
µ =
√−1diag
(k1
n1
Jn1 , . . . ,
kr
nr
Jnr
)
where
k1, . . . , kr ∈ Z, k1 + · · ·+ kr = k (mod 2Z), k1
n1
>
k2
n2
> · · · > kr
nr
> 0.
Case 4. αn−1 /∈ I, αn /∈ I. Then µ satisfies (i)-(iv) in Section 3.3 if and only if
µ =
√−1diag
(k1
n1
Jn1 , . . . ,
kr−1
nr−1
Jnr , 0Jnr
)
where
k1, . . . , kr−1 ∈ Z, k1
n1
>
k2
n2
> · · · > kr−1
nr−1
> 0.
3.4.4. GR = Sp(n). G = Sp(n,C), and√−1hR = {diag(t1, . . . , tn,−t1, . . . ,−tn) | ti ∈ R}
Let ei ∈
√−1hR be defined by tj = δij . Then {e1, . . . , en} is a basis of
√−1hR. Let {θ1, . . . , θn}
be the dual basis of (
√−1hR)∨. Then
π1(H) = Ze1 ⊕ · · · ⊕ Zen ⊂
√−1hR
∆ = {αi = θi − θi+1 | i = 1, . . . , n− 1} ∪ {2θn} ⊂ (
√−1hR)∨
∆∨ = {α∨i = ei − ei+1 | i = 1, . . . , n − 1} ∪ {en} ⊂
√−1hR
π1(Sp(n)) ∼= π1(Sp(n,C)) is trivial.
Case 1. αn ∈ I. Then µ satisfies (i)-(iv) in Section 3.3 if and only of
µ = diag
(k1
n1
In1 , . . . ,
kr
nr
Inr ,−
k1
n1
In1 , . . . ,−
kr
nr
Inr
)
where
k1, . . . , kr ∈ Z, k1
n1
>
k2
n2
> · · · > kr
nr
> 0.
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Case 2. αn /∈ I. Then µ satisfies (i)-(iv) of Section 3.3 if and only if
µ = diag
(k1
n1
In1 , . . . ,
kr−1
nr−1
Inr−1 , 0Inr −
k1
n1
In1 , . . . ,−
kr−1
nr−1
Inr−1 , 0Inr
)
where
k1, . . . , kr−1 ∈ Z, k1
n1
>
k2
n2
> · · · > kr−1
nr−1
> 0.
4. Yang-Mills Connections and Representation Varieties
Let GR be a compact connected Lie group, and let P be a C
∞ principal GR-bundle over
a closed (orientable or nonorientable) surface. In [HL4, Section 3], we introduced Yang-Mills
functional and Yang-Mills connections on closed nonorientable surfaces.
In this section, we study the connected components of the representation variety of Yang-
Mills connections. We recover the description of the Morse stratification in terms of Atiyah-
Bott points for orientable Σ (Section 4.2), and determine candidates of Atiyah-Bott points for
nonorientable Σ (Section 4.5). We also discuss and give a closed formula for GR-equivariant
rational Poincare´ series of the representation variety of central Yang-Mills connections (Section
4.3). In Section 4.6 and Section 4.7, we introduce certain twisted representation varieties that
will arise in Section 5, Section 6, and Section 7, and study their connectedness.
4.1. Representation varieties for Yang-Mills connections. Let A(P ) be the space of
GR-connections on P , and let N (P ) be the space of Yang-Mills connections on P . Let G(P ) =
Aut(P ) be the gauge group, and let G0(P ) be the base gauge group. Let ΓR(Σ) be the super
central extension of π1(Σ) defined in [HL4, Section 4.1].
Theorem 4.1 ([AB, Theorem 6.7], [HL4, Theorem 4.6]). There is a bijective correspondence
between conjugacy classes of homomorphisms ΓR(Σ) → GR and gauge equivalence classes of
Yang-Mills GR-connections over Σ. In other words,⋃
P∈PrinGR (Σ)
N (P )/G0(P ) ∼= Hom(ΓR(Σ), GR)
⋃
P∈PrinGR (Σ)
N (P )/G(P ) ∼= Hom(ΓR(Σ), GR)/GR
To describe Hom(ΓR(Σ), GR) more explicitly, we introduce some notation. Let Σ
ℓ
0 be the
closed, compact, connected, orientable surface with ℓ ≥ 0 handles. Let Σℓ1 be the connected
sum of Σℓ0 and RP
2, and let Σℓ2 be the connected sum of Σ
ℓ
0 and a Klein bottle. Any closed,
compact, connected surface is of the form Σℓi , where ℓ is a nonnegative integer and i = 0, 1, 2.
Σℓi is orientable if and only if i = 0. Let (GR)X denote the stabilizer of X of the adjoint
action of GR on gR. With the above notation, Hom(ΓR(Σ
ℓ
i), GR) can be identified with the
representation variety Xℓ,iYM(GR), where
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Xℓ,0YM(GR) =
{
(a1, b1, . . . , aℓ, bℓ,X) ∈ GR2ℓ × gR |
ai, bi ∈ (GR)X ,
ℓ∏
i=1
[ai, bi] = exp(X)
}
Xℓ,1YM(GR) =
{
(a1, b1, . . . , aℓ, bℓ, c,X) ∈ GR2ℓ+1 × gR |
ai, bi ∈ (GR)X , Ad(c)X = −X,
ℓ∏
i=1
[ai, bi] = exp(X)c
2
}
Xℓ,2YM(GR) =
{
(a1, b1, . . . , aℓ, bℓ, d, c,X) ∈ GR2ℓ+2 × gR |
ai, bi, d ∈ (GR)X , Ad(c)X = −X,
ℓ∏
i=1
[ai, bi] = exp(X)cdc
−1d
}
The GR-action on X
ℓ,i
YM(GR) is given by
g · (c1, . . . , c2ℓ+i,X) = (gc1g−1, . . . , gc2ℓ+ig−1,Ad(g)X).
4.2. Connected components of the representation variety for orientable surfaces.
GR is connected, so the natural projection
Xℓ,0YM(GR)→ Xℓ,0YM(GR)/GR
induces a bijection
π0(X
ℓ,0
YM(GR))→ π0(Xℓ,0YM(GR)/GR).
Any point in Xℓ,0YM(GR)/GR can be represented by
(a1, b1, . . . , aℓ, bℓ,X)
where X ∈ hR. Such representative is unique if we require that
√−1X is in the closure C0 of
the fundamental Weyl chamber
C0 = {Y ∈
√−1hR | α(Y ) > 0, ∀α ∈ R+} = {Y ∈
√−1hR | α(Y ) > 0, ∀α ∈ ∆}.
Given X such that
√−1X ∈ C0, we want to find the stabilizer (GR)X of the adjoint action
of GR on gR. Let G be the complexification of GR. We use the notation in Section 3. Let
IX = {α ∈ ∆ | α(
√−1X) > 0}.
Then IX = ∆ if
√−1X ∈ C0, and IX is empty if and only if X is in the center zGR of gR. Let
ΓX = R+ ∪ {α ∈ R | α ∈ span(∆ − IX)}.
The stabilizer gX of the adjoint action of g on itself is the Levi factor of the parabolic subalgebra
pX = h⊕
⊕
α∈ΓX
gα.
We have pX = gX ⊕ uX , where gX and uX are the Levi factor and the nilpotent radical of pX ,
respectively. The Lie algebra of GX is gX . We conclude that
(GR)X = L
IX ∩GR = LIXR .
Note that
X ∈ z
L
IX
R
, exp(X) =
ℓ∏
i=1
[ai, bi] ∈ (LIXR )ss.
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Let µX =
√−1
2π X. Then
µX ∈ π1(H)/Λ̂LIX ⊂
√−1z
L
IX
R
⊂ √−1hR
and (µX , IX) is of Atiyah-Bott type for some c ∈ π1(G) = π1(GR).
We now state the condition for X ∈ hR such that (a1, b1, . . . , aℓ, bℓ,X) ∈ Xℓ,0YM(GR) for some
(a1, b1, . . . , aℓ, bℓ) ∈ G2ℓ. Given I ⊆ ∆, let ZI be the connected component of the identity
of the center of LIR, and let D
I be the center of (LIR)ss. Then the Lie algebra for Z
I is zLI
R
.
Denote
ΞI = {µ ∈ √−1zLI
R
| exp(−2π√−1µ) ∈ DI} ∼= π1(ZI/DI) ∼= π1(LIR/(LIR)ss)
ΞI+ = {µ ∈ ΞI ∩ C0 | α(µ) > 0 iff α ∈ I}.
Given µ ∈ ΞI+, let Xµ = −2π
√−1µ ∈ hR. Suppose that (a1, b1, . . . , aℓ, bℓ,X) ∈ Xℓ,0YM(GR).
Then there is a unique pair (µ, I), where I ⊆ ∆ and µ ∈ ΞI+, such that X is conjugate to Xµ.
Let Cµ ⊂ gR denote the conjugacy class of Xµ, and define
Xℓ,0YM(GR)µ = {(a1, b1, . . . , aℓ, bℓ,X) ∈ GR2ℓ × Cµ | ai, bi ∈ (GR)X ,
ℓ∏
i=1
[ai, bi] = exp(X)}.
Then Xℓ,0YM(GR) is a disjoint union of
{Xℓ,0YM(GR)µ | µ ∈ ΞI+, I ⊆ ∆}.
Each Xℓ,0YM(GR)µ is a union of finitely many connected components of X
ℓ,0
YM(GR).
Note that (GR)Xµ = L
I
R for µ ∈ ΞI+. We define reduced representation varieties
(3) V ℓ,0YM(GR)µ = {(a1, b1, . . . , aℓ, bℓ) ∈ (LIR)2ℓ |
ℓ∏
i=1
[ai, bi] = exp(Xµ)} ∼= Xℓ,0YM(LIR)µ.
They correspond to the reduction from GR to the subgroup L
I
R. More precisely, we have a
homeomorphism
Xℓ,0YM(GR)µ/GR
∼= V ℓ,0YM(GR)µ/LIR
and a homotopy equivalence
Xℓ,0YM(GR)µ
hGR ∼ V ℓ,0YM(GR)µ
hLI
R
where XhG denote the homotopic orbit space EG×G X.
We now recall the formulation in [HL3, Section 2.1]. Let ρss : (˜L
I
R)ss → (LIR)ss be the
universal cover. Then the universal cover of LIR is given by
ρ : L˜IR = zLIR
× (˜LIR)ss → LIR, (X, g) 7→ expZI (X)ρss(g)
where expZI : zLI
R
→ ZI is the exponential map. We have
π1((L
I
R)ss)
∼= Ker(ρss), π1(LIR) ∼= Kerρ ⊂ (−2π
√−1ΞI)× Z((˜LIR)ss) ⊂ zLIR × (˜L
I
R)ss.
The map
pLI
R
: Kerρ→ ΞI , (X, g) 7→
√−1
2π
X
coincides with the surjective group homomorphism
pLI
R
: π1(L
I
R)→ π1(LIR/(LIR)ss)
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under the isomorphisms Kerρ ∼= π1(LIR) and ΞI ∼= π1(LIR/(LIR)ss).
Define the obstruction map o : V ℓ,0YM(GR)µ → p−1LI
R
(µ) as follows. Given a point (a1, b1, . . . , aℓ, bℓ) ∈
V ℓ,0YM(GR)µ, choose a˜i ∈ ρ−1(ai), b˜i ∈ ρ−1(bi). Define o(a1, b1, . . . , aℓ, bℓ) =
∏ℓ
i=1[a˜i, b˜i]. Note
that this definition does not depend on the choice of a˜i, b˜i. We have o(a1, b1, . . . , aℓ, bℓ) ∈
{0} × (˜LIR)ss, and
ρss(o(a1, b1, . . . , aℓ, bℓ)) = exp(Xµ).
More geometrically, given (a1, b1, . . . , aℓ, bℓ) ∈ V ℓ,0YM(GR)µ, let P be the underlying topological
LIR-bundle. Then o(a1, b1, . . . , aℓ, bℓ) = o2(P ) under the identification π1(L
I
R)
∼= H2(Σℓ0;π1(LIR)).
It is shown in [HL3] that for ℓ ≥ 1, o−1(k) is nonempty and connected for all k ∈ p−1
LI
R
(µ). We
conclude that
Proposition 4.2. For any I ⊆ ∆ and µ ∈ ΞI+, there is a bijection
π0
(
V ℓ,0YM(GR)µ
) ∼= p−1
LI
R
(µ).
Consider the short exact sequence of abelian groups:
0 −−−−→ π1((LIR)ss)
i−−−−→ π1(LIR)
p
LI
R−−−−→ π1(LIR/(LIR)ss) −−−−→ 0∥∥∥ ∥∥∥ ∥∥∥
Λ̂L
I
/ΛL
I
π1(H)/Λ
LI π1(H)/Λ̂
LI
There is a bijection
π0(V
ℓ,0
YM(GR)µ/L
I
R)→ p−1LI
R
(µ).
Given any β ∈ p−1
LI
R
(µ), there is a bijection
π1((L
I
R)ss)→ p−1LI
R
(µ), α 7→ i(α) + β.
4.3. Equivariant Poincare´ series. Given a C∞ principal G-bundle ξ0 over Σℓ0, let
Ξξ0 =
{
µ ∈
⋃
I⊆∆
ΞI+
∣∣ µ is of Atiyah-Bott type for ξ0}.
The Harder-Narasimhan stratification of the space C(ξ0) of (0, 1)-connections on ξ0 is given by
C(ξ0) =
⋃
µ∈Ξξ0
Cµ(ξ0).
Recall that C(ξ0) is an infinite dimensional complex affine space, and each strata Cµ(ξ0) is a
complex submanifold of complex codimension
(4) dµ =
∑
α(µ)>0,α∈R+
(α(µ) + ℓ− 1)
Let P be a C∞ principal GR-bundle over Σℓ0 such that P ×GR G = ξ0, and let A(P ) be
the space of GR-connections on P . Then A(P ) ∼= C(ξ0) as infinite dimensional complex affine
spaces. In [AB], Atiyah and Bott conjectured that the Morse stratification of the Yang-Mills
functional on A(P ) exists and coincides with the Harder-Narasimhan stratification on C(ξ0)
under the isomorphism A(P ) ∼= C(ξ0). The conjecture was proved by Daskalopoulos in [Da].
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Atiyah and Bott showed that the Harder-Narasimhan stratification is G(ξ0)-perfect over Q,
where G(ξ0) = Aut(ξ0) is the gauge group of ξ0. Therefore,
(5) P
G(ξ0)
t (C(ξ0);Q) =
∑
µ∈Ξξ0
t2dµP
G(ξ0)
t (Cµ(ξ0);Q).
Let Aµ(P ) ⊂ A(P ) be the Morse stratum corresponding to Cµ(ξ0) ⊂ C(ξ0). It is the
stable manifold of a connected component Nµ(P ) of N (P ). Let (GR)µ = (GR)Xµ . Then µ
and P uniquely determine a topological principal (GR)µ-bundle Pµ. Let X
ℓ,0
YM(GR)
P
µ denote the
connected component of Xℓ,0YM(GR)µ which corresponds to P ∈ PrinGR(Σℓ0), and let V ℓ,0YM(GR)Pµµ
denote the connected component of V ℓ,0YM(GR)µ which corresponds to Pµ ∈ Prin(GR)µ(Σℓ0). Then
V ℓ,0YM(GR)
Pµ
µ can be identified with the representation variety Vss(Pµ) of central Yang-Mills
connections on Pµ. We have homeomorphisms
Nµ(P )/G(P ) ∼= Xℓ,0YM(GR)Pµ /GR ∼= Vss(Pµ)/(GR)µ
and homotopy equivalences of homotopic orbit spaces:
Nµ(P )hG(P ) ∼
(
Xℓ,0YM(GR)
P
µ
)hGR ∼ Vss(Pµ)h(GR)µ .
Combined with the homotopy equivalence Cµ(ξ0)hG(ξ0) ∼ Nµ(P )hG(P ), we conclude that
P
G(ξ0)
t (Cµ(ξ0);Q) = PGRt (Xℓ,0YM(GR)Pµ ;Q) = P (GR)µt (Vss(Pµ);Q).
Remark 4.3. The connectedness of Nµ(P ) implies the connectedness of Vss(Pµ), but not vise
versa, because G0(P ) is not connected in general. We know Cµ(ξ0) is connected by results in
[AB], and Nµ(P ) = N (P ) ∩ Aµ(P ) is a deformation retract of Aµ(P ) ∼= Cµ(ξ0) by results in
[Da, R˚a], so Nµ(P ) is connected.
Suppose that ℓ ≥ 2. Then there is a unique µ0 ∈ Ξξ0 such that dµ0 = 0. Then Cµ0(ξ0) =
Css(ξ0), the semi-stable stratum. Let
Ass(P ) = Aµ0(P ), Nss(P ) = Nµ0(P ), Ξ′ξ0 = Ξξ0 \ {µ0}.
Then
Nss(P )/G0(P ) ∼= Vss(P ).
The identity (5) can be rewritten as
(6) Pt(BG(P );Q) = PGRt (Vss(P );Q) +
∑
µ∈Ξ′
ξ0
t2dµP
(GR)µ
t (Vss(Pµ);Q)
where Pt(BG(P );Q) is given by Theorem 2.4. This allows one to compute
PGRt (Vss(P );Q)
recursively.
When G = GL(n,C), equivalent inductive procedure was derived by Harder and Narasimhan
by number theoretic method in [HN]. Zagier provided an explicit closed formula which solves
the recursion relation for GL(n,C) [Za]. Laumon and Rapoport found an explicit closed
formula which solves the recursion relation for general compact G. When Gss is not simply
connected, the recursion relation [LR, Theorem 3.2] that they solved is not exactly the recursion
relation (6). The closed formula which solves (6) is the following slightly modified version of
[LR, Theorem 3.4] (see Appendix A for details):
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Theorem 4.4. Suppose that ξ0 = P ×GR G and
c1(ξ0) = µ ∈ π1(G) = π1(H)/Λ.
Then
PGRt (Vss(P )) =∑
I⊆∆
(−1)dimC zLI−dimC zGPt(BGLIR ;Q) t
2 dimC U
I(ℓ−1)∏
α∈I(1− t4〈ρI ,α∨〉)
· t4
P
α∈I〈ρI ,α∨〉〈̟α(µ)〉
where
ρI =
1
2
∑
β ∈ R+
〈β, α∨〉 > 0 for some α ∈ I
β,
̟α(µ) ∈ Q/Z, and 〈x〉 ∈ Q is the unique representative of the class x ∈ Q/Z such that
0 < 〈x〉 ≤ 1.
Theorem 4.4 coincides with [LR, Theorem 3.2] when Gss is simply connected, for example,
when GR = U(n), G = GL(n,C). When GR = U(n), Theorem 4.4 specializes to the closed
formula derived by Zagier in [Za] (see [LR, Section 4] for details):
Theorem 4.5 ([Za], [LR, Section 4]).
P
U(n)
t (X
ℓ,0
YM(U(n)) k
n
,..., k
n
)
=
n∑
r=1
∑
n1, . . . , nr ∈ Z>0P
nj = n
(−1)r−1
r∏
i=1
∏ni
j=1(1 + t
2j−1)2ℓ
(1− t2ni)∏ni−1j=1 (1− t2j)2
· t
2(ℓ−1)Pi<j ninj∏r−1
i=1 (1− t2(ni+ni+1))
· t2
Pr−1
i=1 (ni+ni+1)〈(n1+···+ni)(− kn )〉
Remark 4.6. For n ≥ 2, we have
P
U(n)
t
(
Xℓ,0YM(U(n))0,...,0
)
= P
U(n)
t
(
Xℓ,0flat(U(n))
)
= P
U(1)
t
(
Xℓ,0flat(U(1))
)
P
SU(n)
t
(
Xℓ,0flat(SU(n))
)
=
(1 + t)2ℓ
1− t2 P
SU(n)
t
(
Xℓ,0flat(SU(n))
)
So Theorem 4.5 also gives a formula for P
SU(n)
t
(
Xℓ,0flat(SU(n))
)
.
Example 4.7.
P
U(2)
t (X
ℓ,0
YM(U(2))k
2
, k
2
)
=
(1 + t)2ℓ(1 + t3)2ℓ
(1− t4)(1− t2)2 + (−1)
(
(1 + t)2ℓ
1− t2
)2
· t
2(ℓ−1)
1− t4 t
4〈− k
2
〉
=
(1 + t)2ℓ
(1− t2)2(1− t4)
(
(1 + t3)2ℓ − t2ℓ−2+4〈− k2 〉(1 + t)2ℓ
)
where
〈−k/2〉 =
{
1 k even
1/2 k odd
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So
P
U(2)
t (X
ℓ,0
YM(U(2))k
2
, k
2
) =

(1+t)2ℓ
(1−t2)2(1−t4)
(
(1 + t3)2ℓ − t2ℓ+2(1 + t)2ℓ) k even
(1+t)2ℓ
(1−t2)2(1−t4)
(
(1 + t3)2ℓ − t2ℓ(1 + t)2ℓ) k odd
and
P
SU(2)
t (X
ℓ,0
flat(SU(2))) =
(1 + t3)2ℓ
(1− t2)(1− t4) −
t2ℓ+2(1 + t)2ℓ
(1− t2)(1− t4) .
Example 4.8.
P
SU(3)
t (X
ℓ,0
flat(SU(3)))
=
(1 + t3)2ℓ(1 + t5)2ℓ
(1− t2)(1 − t4)2(1− t6) − 2
(1 + t)2ℓ(1 + t3)2ℓt4ℓ+2
(1 − t2)2(1− t4)(1− t6) +
(1 + t)4ℓt6ℓ+2
(1− t2)2(1− t4)2
P
SU(4)
t (X
ℓ,0
flat(SU(4)))
=
(1 + t3)2ℓ(1 + t5)2ℓ(1 + t7)2ℓ
(1− t2)(1− t4)2(1− t6)2(1− t8) − 2
(1 + t)2ℓ(1 + t3)2ℓ(1 + t5)2ℓt6ℓ+2
(1− t2)2(1− t4)2(1− t6)(1 − t8)
− (1 + t)
2ℓ(1 + t3)4ℓt8ℓ
(1− t2)3(1− t4)2(1− t8) + 2
(1 + t)4ℓ(1 + t3)2ℓt10ℓ
(1− t2)3(1− t4)2(1− t6)
+
(1 + t)4ℓ(1 + t3)2ℓt10ℓ+2
(1− t2)3(1− t4)(1− t6)2 −
(1 + t)6ℓt12ℓ
(1− t2)3(1− t4)3
We will use Theorem 4.4 to write down explicit closed formula for SO(2n+1), SO(2n), and
Sp(n) in Section 5.2, Section 6.2, and Section 7.2, respectively.
4.4. Involution on the Weyl Chamber. Let π : Σ˜ → Σ be the orientable double cover
of a closed, compact, connected, nonorientable surface Σ, and let τ : Σ˜ → Σ˜ be the deck
transformation. Let P be a principal GR-bundle over Σ, and let P˜ = π
∗P . Then P˜ and
ξ0 = P˜ ×GR G are topologically trivial. There is an involution τ˜s : P˜ → P˜ which covers the
anti-holomorphic involution τ : Σ˜ → Σ˜. Under the trivialization P˜ ∼= Σ˜ × GR, τs is given by
(x, h) 7→ (τ(x), s(x)h), where s : Σ˜→ GR satisfies s(τ(x)) = s(x)−1 (see [HL4, Section 3.2] for
details).
Let A(P ) and A(P˜ ) denote the space of GR-connections on P and on P˜ respectively, and
let C(ξ0) be the space of (0, 1)-connections on the principal G-bundle ξ0. Then τ˜s induces an
involution τ˜∗s : A(P˜ )→ A(P˜ ). Since P˜ and ξ0 are topologically trivial, we may identify A(P˜ )
with Ω1(Σ˜, gR) and identify C(ξ0) with Ω0,1(Σ˜, g). Let j : Ω1(Σ˜, gR) → Ω0,1(Σ˜, g) be defined
as in the first paragraph of Section 3. Given X = X1 +
√−1X2 ∈ g, where X1,X2 ∈ gR,
define X¯ = X1 −
√−1X2; given X : Σ˜ → g, define X¯ : Σ˜ → g by x 7→ X(x). Then
j ◦ τ˜∗s ◦ j−1 : C(ξ0)→ C(ξ0) is given by
X ⊗ θ 7→ Ad(s)τ∗X ⊗ τ∗θ
where X ∈ Ω0(Σ˜, g) and θ ∈ Ω0,1(Σ˜). From now on, we denote j ◦ τ˜∗s ◦ j−1 by τ˜∗s . We have
isomorphisms of real affine spaces A(P ) ∼= A(P˜ )τ˜∗s ∼= C(ξ0)τ˜∗s .
We will define an involution τ ′ on the positive Weyl chamber C0 such that τ˜∗s Cµ = Cτ ′(µ),
where µ ∈ C0 is of Atiyah-Bott type for ξ0 and Cµ is the associated stratum in C(ξ0).
The set
−C0 = {−Y | Y ∈ C0} ⊂
√−1hR.
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is another Weyl chamber. There is a unique element w in the Weyl group W such that
w · C0 = −C0. We have w2 · C0 = C0, so w2 = id√−1hR . Define τ ′ :
√−1hR →
√−1hR by
X 7→ w · (−X). Recall that τ induces an involution on the symmetric representation variety
which maps X ∈ gR to −Ad(c¯)X ∈ gR (see [HL4, Section 4.5]). Given Y ∈ C0, τ ′(Y ) is the
unique vector in C0 which is in the orbit G · (−Y ) = G · (−Ad(c¯)(Y )) of the adjoint action
of G on g. Thus τ ′ is induced by the involution τ on the symmetric representation variety.
To simplify notation, from now on we will write τ instead of τ ′. Obviously τ(C0) = C0.
Given Y ∈ C0, τ(Y ) = Y if and only if Y ∈ C0 is conjugate to −Y . In this case, we have
Ad(ǫ)Y = −Y , where ǫ ∈ N(HR) ⊂ GR represents w ∈W = N(HR)/HR.
To demonstrate the above discussion, we list some examples of classical Lie groups.
Example 4.9. Let GR = U(n). then
C0 = {diag(t1, . . . , tn) | t1, . . . , tn ∈ R, t1 ≥ · · · ≥ tn}
−C0 = {diag(v1, . . . , vn) | v1, . . . , vn ∈ R, v1 ≤ · · · ≤ vn}
There exists a unique w in W ∼= S(n) , the symmetric group, such that w(C0) = −C0. In fact,
w · diag(t1, . . . , tn) = diag(tn, . . . , t1) is the action of such w on
√−1hR. Thus, the involution
τ(Y ) defined as w · (−Y ) gives us τ(diag(t1, . . . , tn)) = diag(−tn, . . . ,−t1), and Y is conjugate
to −Y (i.e. τ(Y ) = Y ) if and only if (t1, . . . , tn) = (−tn, . . . ,−t1), or equivalently, if and only
if Y is of the form diag(v1, . . . , vk, 0, . . . , 0,−vk, . . . ,−v1).
Example 4.10. Let GR = SO(2n + 1). then
C0 = {
√−1diag(t1J, . . . , tnJ, 0I1) | t1 ≥ · · · ≥ tn ≥ 0},
−C0 = {
√−1diag(v1J, . . . , vnJ, 0I1) | v1 ≤ · · · ≤ vn ≤ 0},
where
J =
(
0 −1
1 0
)
.
The unique w in W ∼= G(n), the wreath product of Z2 by S(n), that maps C0 to −C0, acts as
w ·√−1diag(t1J, . . . , tnJ, 0I1) =
√−1diag(−t1J, . . . ,−tnJ, 0I1). Thus τ :
√−1hR →
√−1hR is
the identity map. Any Y ∈ C0 is conjugate to the negative of itself. Let
H =
(
1 0
0 −1
)
and let Hn = diag(H, . . . ,H︸ ︷︷ ︸
n
). The element
ǫ = diag(Hn, (−1)n) ∈ SO(2n+ 1)
satisfies Ad(ǫ)Y = −Y for all Y ∈ √−1hR and ǫ2 = e.
Example 4.11. Let GR = SO(2n). Then
C0 = {
√−1diag(t1J, . . . , tnJ) | t1 ≥ · · · ≥| tn |≥ 0},
−C0 = {
√−1diag(v1J, . . . , vnJ) | v1 ≤ · · · ≤ − | vn |≤ 0}.
The unique w in W ∼= SG(n), the subgroup of G(n) consisting of even permutations, that maps
C0 to −C0, belongs to the Z2 part of SG(n), and
w · √−1diag(t1J, . . . , tnJ) =
√−1diag(−t1J, . . . ,−tn−1J, (−1)n−1tnJ).
Thus
τ
(√−1diag(t1J, . . . , tnJ)) = √−1diag(t1J, . . . , tn−1J, (−1)ntnJ)
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If n is even, then any Y ∈ C0 in conjugate to the negative of itself. If n is odd, then Y ∈ C0
is conjugate to −Y if and only if Y is of the form √−1diag(t1J, . . . , tn−1J, 0). Define
ǫ =
{
Hn
diag(Hn−1, I2)
∈ SO(2n) if n is even
odd
Then ǫ satisfies Ad(ǫ)Y = −Y for all Y ∈ √−1hR and ǫ2 = e.
Example 4.12. Let GR = Sp(n). Then
C0 = {diag(t1, . . . , tn,−t1, . . . ,−tn) | t1 ≥ · · · ≥ tn ≥ 0},
−C0 = {diag(v1, . . . , vn,−v1, . . . ,−vn) | v1 ≤ · · · ≤ vn ≤ 0}.
the unique w in W ∼= G(n), the wreath product of Z2 by S(n), that maps C0 to −C0, acts as
w ·diag(t1, . . . , tn,−t1, . . . ,−tn) = diag(−t1, . . . ,−tn, t1, . . . , tn). Thus τ :
√−1hR →
√−1hR is
the identity map, and any Y ∈ C0 is conjugate to the negative of itself just as in the SO(2n+1)
case. The element
ǫ =
(
0 −In
In 0
)
∈ Sp(n)
satisfies Ad(ǫ)Y = −Y for all Y ∈ √−1hR but ǫ2 6= e. Indeed, let ǫ˜ be any element that
satisfies Ad(ǫ˜)Y = −Y for all Y ∈ √−1hR. Then we must have ǫ˜ = ǫu for some u in the
maximal torus, and it is straightforward to check that ǫ˜2 = −e.
4.5. Connected components of the representation variety for nonorientable sur-
faces. GR is connected, so the natural projection
Xℓ,iYM(GR)→ Xℓ,iYM(GR)/GR
induces a bijection
π0(X
ℓ,i
YM(GR))→ π0(Xℓ,iYM(GR))/GR).
Any point in Xℓ,1YM(GR)/GR can be represented uniquely by
(a1, b1, . . . , aℓ, bℓ, c,X)
where X ∈ C0. Moreover, we must have X ∈ Cτ0 . Similarly, any point in Xℓ,2YM(GR)/GR can
be represented uniquely by
(a1, b1, . . . , aℓ, bℓ, d, c,X)
where X ∈ Cτ0 .
Recall that τ is an R-linear map from
√−1hR to
√−1hR. Its dual τ∗ is an R-linear map
from (
√−1hR)∨ to (
√−1hR)∨. This τ∗ preserves ∆, the set of simple roots, and restricts to an
involution on it. To simplify notation, we will also denote this involution by τ . Given I ⊆ ∆
such that τ(I) = I, let
(ΞI+)
τ = {µ ∈ ΞI+ | τ(µ) = µ}
Suppose that (a1, b1, . . . , aℓ, bℓ, c,X) ∈ Xℓ,1YM(GR). Then there is a unique pair (µ, I), where
I ⊆ ∆, τ(I) = I, and µ ∈ (ΞI+)τ , such that X is conjugate to Xµ = −2π
√−1µ. Given
µ ∈ (ΞI+)τ , where I ⊆ ∆ and τ(I) = I, define
Xℓ,1YM(GR)µ = {(a1, b1, . . . , aℓ, bℓ, c,X) ∈ GR2ℓ+1 × Cµ/2 |
a1, b1, . . . , aℓ, bℓ ∈ (GR)X ,Ad(c)X = −X,
ℓ∏
i=1
[ai, bi] = exp(X)c
2}
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Where Cµ/2 is the conjugacy class of Xµ/2. We define X
ℓ,2
YM(GR)µ similarly. For i = 1, 2,
Xℓ,iYM(GR) is a disjoint union of
{Xℓ,iYM(GR)µ | µ ∈ (ΞI+)τ , I ⊆ ∆, τ(I) = I}.
When GR = U(n), ℓ ≥ 1, each Xℓ,iYM(GR)µ is nonempty and has one or two connected compo-
nents (see [HL4, Section 7]). We will see later that Xℓ,iYM(GR)µ can be empty for other classical
groups (Section 5.3, Section 6.3, Section 6.4 and Section 7.3). When Xℓ,iYM(GR)µ is nonempty,
it is a union of finitely many connected components of Xℓ,iYM(GR).
The reduction ofXℓ,iYM(GR)µ is more complicated because c is not inGX . To do the reduction,
we fix some ǫ ∈ GR such that the involution on C0 is given by X 7→ −Ad(ǫ)X. Thus Ad(ǫ)X =
−X if X is fixed by the involution. For any µ ∈ (ΞI+)τ , where τ(I) = I, we define ǫ-reduced
representation varieties
(7) V ℓ,1YM(GR)µ = {(a1, b1, . . . , aℓ, bℓ, c′) ∈ (LIR)2ℓ+1 |
ℓ∏
i=1
[ai, bi] = exp(
Xµ
2
)ǫc′ǫc′}
(8) V ℓ,2YM(GR)µ = {(a1, b1, . . . , aℓ, bℓ, d, c′) ∈ (LIR)2ℓ+2 |
ℓ∏
i=1
[ai, bi] = exp(
Xµ
2
)ǫc′d(ǫc′)−1d}
For i = 1, 2, LIR acts on V
ℓ,i
YM(GR)µ by
g · (c1, . . . , c2ℓ+i) = (gc1g−1, . . . , gc2ℓ+i−1g−1, ǫ−1gǫc2ℓ+ig−1).
Recall that Ad(ǫ)(Xµ) = −Xµ and LIR = (GR)Xµ . So we have a homeomorphism
Xℓ,iYM(GR)µ/GR
∼= V ℓ,iYM(GR)µ/LIR
and a homotopy equivalence between homotopic orbit spaces:
Xℓ,iYM(GR)µ
hGR ∼ V ℓ,iYM(GR)µ
hLI
R
When GR = U(n), V
ℓ,i
YM(GR)µ can be viewed as a product of representation varieties for
U(m) (m < n) of Σℓi and of its double cover Σ
2ℓ+i−1
0 (see [HL4, Section 7]. This is not the case
for other classical groups. We will see in Section 5.3, Section 6.3, Section 6.4, and Section 7.3
that when GR = SO(n) or Sp(n), V
ℓ,i
YM(GR)µ is a product of twisted representation varieties
defined in Section 4.6 and Section 4.7 below.
4.6. Twisted representation varieties: U(n). Given n, k ∈ Z, n > 0, define twisted repre-
sentation varieties
(9) V˜ ℓ,1n,k =
{
(a1, b1, . . . , aℓ, bℓ, c) ∈ U(n)2ℓ+1 |
ℓ∏
i=1
[ai, bi] = e
−2π√−1k/nInc¯c
}
(10) V˜ ℓ,2n,k =
{
(a1, b1, . . . , aℓ, bℓ, d, c) ∈ U(n)2ℓ+2 |
ℓ∏
i=1
[ai, bi] = e
−2π√−1k/nInc¯d¯c¯−1d}
where c¯ is the complex conjugate of c. In particular,
V˜ ℓ,11,k = U(1)
2ℓ+1, V˜ ℓ,21,k = U(1)
2ℓ+2.
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For i = 1, 2, U(n) acts on V˜ ℓ,in,k by
(11) g · (a1, b1, . . . , aℓ, bℓ, c) = (ga1g−1, gb1g−1, . . . , gaℓg−1, gbℓg−1, g¯cg−1)
(12) g · (a1, b1, . . . , aℓ, bℓ, d, c) = (ga1g−1, gb1g−1, . . . , gaℓg−1, gbℓg−1, gdg−1, g¯cg−1)
We will show that
Proposition 4.13. V˜ ℓ,in,k is nonempty and connected for ℓ ≥ 2i.
Proof for i = 1. For any (a1, b1, . . . , aℓ, bℓ, c) ∈ V˜ ℓ,1n,k , we have
det(ai) = e
√−1θi , det(bi) = e
√−1φi , det(c) = e
√−1θ.
Define β : [0, 1]→ U(n)2ℓ+1 by
β(t) = (e−
√−1tθ1/na1, e−
√−1tφ1/nb1, . . . , e−
√−1tθℓ/naℓ, e−
√−1tφℓ/nbℓ, e−
√−1tθ/nc).
Then the image of β lies in V˜ ℓ,1n,k , β(0) = (a1, b1, . . . , aℓ, bℓ, c), and
β(1) ∈W ℓ,1n,k
def
=
{
(a1, b1, . . . , aℓ, bℓ, c) ∈ SU(n)2ℓ+1
∣∣
ℓ∏
i=1
[ai, bi] = e
−2π√−1k/nInc¯c
}
⊂ V˜ ℓ,1n,k .
So it suffices to show that W ℓ,1n,k is nonempty and connected.
Define π : W ℓ,1n,k → SU(n) by (a1, b1, . . . , aℓ, bℓ, c) 7→ c. Then π−1(c) is nonempty and
connected for any c ∈ SU(n). It remains to show that for any c ∈ SU(n), there is a path
γ : [0, 1] →W ℓ,1n,k such that γ(0) ∈ π−1(e) and γ(1) ∈ π−1(c).
Let T be the maximal torus which consists of diagonal matrices in SU(n). For any c ∈
SU(n), there exist g ∈ SU(n) such that g−1cg ∈ T . We have
c = g exp ξg−1, c¯ = g¯ exp(−ξ)g¯−1
for some ξ ∈ t. Let
ξ0 = −2π
√−1k
n
diag(In−1, (1− n)I1) ∈ t.
Then exp(ξ0) = e
−2π√−1k/nIn. Let ω be the coxeter element and a be the corresponding
element in SU(n). There are η0, η ∈ t such that
ω · η0 − η0 = ξ0, ω · η − η = ξ.
Let a ∈ N(T ) represent ω ∈W = N(T )/T . Then
a exp(η0 − tη)a−1 exp(−η0 + tη) = exp(ω · (η0 − tη)− (η0 − tη))
= exp(ξ0 − tξ)
= e−2π
√−1k/n exp(−tξ)
a exp(tη)a−1 exp(−tη) = exp(ω · (tη)− tη) = exp(tξ).
Now since SU(n) is connected, there are paths g˜ : [0, 1] → SU(n) such that g˜(0) = e and
g˜(1) = g. Now define γ : [0, 1] → SU(n)2ℓ+1 by
γ(t) = (a1(t), b1(t), a2(t), b2(t), e, . . . , e, c(t))
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where
a1(t) = g˜(t)a
(
g˜(t)
)−1
, b1(t) = g˜(t) exp(η0 − tη)
(
g˜(t)
)−1
a2(t) = g˜(t)ag˜(t)
−1, b2(t) = g˜(t) exp(tη)g˜(t)−1
c(t) = g˜(t) exp(tξ)g˜(t)−1.
Then
[a1(t), b1(t)] = e
−2π√−1k/nc(t), [a2(t), b2(t)] = c(t),
so the image of γ lies in W ℓ,1n,k. We have
γ(0) = (a, exp(η0), a, e, e, . . . , e, e, e) ∈ π−1(e)
γ(1) = (g¯ag¯−1, g¯ exp(η0 − η)g¯−1, gag−1, g exp(η)g¯−1, e, · · · , e, c) ∈ π−1(c).

Proof for i = 2. For any (a1, b1, . . . , aℓ, bℓ, d, c) ∈ V˜ ℓ,2n,k , we have
det(ai) = e
√−1θi , det(bi) = e
√−1φi , det(c) = e
√−1θ, det(d) = e
√−1φ.
Define β : [0, 1]→ U(n)2ℓ+2 by
β(t) = (e−
√−1tθ1/na1, e−
√−1tφ1/nb1, . . . ,
e−
√−1tθℓ/naℓ, e−
√−1tφℓ/nbℓ, e−
√−1tφ/nd, e−
√−1tθ/nc).
Then the image of β lies in V˜ ℓ,2n,k , β(0) = (a1, b1, . . . , aℓ, bℓ, d, c), and
β(1) ∈W ℓ,2n,k
def
=
{
(a1, b1, . . . , aℓ, bℓ, d, c) ∈ SU(n)2ℓ+2
∣∣
ℓ∏
i=1
[ai, bi] = e
−2π√−1k/nInc¯d¯c¯−1d
}
⊂ V˜ ℓ,2n,k .
So it suffices to show that W ℓ,2n,k is nonempty and connected.
Define π : W ℓ,2n,k → SU(n)2 by (a1, b1, . . . , aℓ, bℓ, d, c) 7→ (d, c). Then π−1(d, c) is nonempty
and connected for any (d, c) ∈ SU(n)2. It remains to show that for any (d, c) ∈ SU(n)2, there
is a path γ : [0, 1]→W ℓ,2n,k such that γ(0) ∈ π−1(e, e) and γ(1) ∈ π−1(d, c).
Let T be the maximal torus which consists of diagonal matrices in SU(n). For any c, d ∈
SU(n), there exist g1, g2 ∈ SU(n) such that g−11 cg1, g−12 dg2 ∈ T . We have
c = g1 exp ξ1g
−1
1 , c¯ = g¯1 exp(−ξ1)g¯−11 , d = g2 exp ξ2g−12 , d¯ = g¯2 exp(−ξ2)g¯−12
for some ξ1, ξ2 ∈ t. Let
ξ0 = −2π
√−1k
n
diag(In−1, (1− n)I1) ∈ t.
Then exp(ξ0) = e
−2π√−1k/nIn. Let ω be the coxeter element and a be the corresponding
element in SU(n). There are η0, η1, η2 ∈ t such that
ω · ηj − ηj = ξj , j = 0, 1, 2.
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Let a ∈ N(T ) represent ω ∈W = N(T )/T . Then
a exp(η0 − tη1)a−1 exp(−η0 + tη1) = exp(ω · (η0 − tη1)− (η0 − tη1))
= exp(ξ0 − tξ1)
= e−2π
√−1k/n exp(−tξ1)
a exp(−tη1)a−1 exp(tη1) = exp(ω · (−tη1) + tη1) = exp(−tξ1)
a exp(−tη2)a−1 exp(tη2) = exp(ω · (−tη2) + tη2) = exp(−tξ2).
Now since SU(n) is connected, there are paths g˜1, g˜2 : [0, 1] → SU(n) such that g˜j(0) = e
and g˜j(1) = gj for j = 1, 2. Now define γ : [0, 1]→ SU(n)2ℓ+2 by
γ(t) = (a1(t), b1(t), a2(t), b2(t), a3(t), b3(t), a4(t), b4(t), e, . . . , e, d(t), c(t))
where
a1(t) = g˜1(t)a
(
g˜1(t)
)−1
, b1(t) = g˜1(t) exp(η0 − tη1)
(
g˜1(t)
)−1
a2(t) = g˜2(t)a
(
g˜2(t)
)−1
, b2(t) = g˜2(t) exp(−tη2)
(
g˜2(t)
)−1
a3(t) = g˜1(t)a
(
g˜1(t)
)−1
, b3(t) = g˜1(t) exp(tη1)
(
g˜1(t)
)−1
a4(t) = g˜2(t)a (g˜2(t))
−1 , b4(t) = g˜2(t) exp(tη2) (g˜2(t))−1
c(t) = g˜1(t) exp(tξ1)g˜1(t)
−1, d(t) = g˜2(t) exp(tξ2)g˜2(t)−1
Then
[a1(t), b1(t)] = e
−2π√−1k/nc(t), [a2(t), b2(t)] = d(t),
[a3(t), b3(t)] = c(t)
−1
, [a4(t), b4(t)] = d(t).
so the image of γ lies in W ℓ,2n,k. We have
γ(0) = (a, exp(η0), a, e, a, e, a, e, e, . . . , e, e, e) ∈ π−1(e, e)
γ(1) = (g1ag1
−1, g1 exp(η0 − η1)g1−1, g2ag2−1, g2 exp(−η2)g2−1,
g1ag1
−1, g1 exp(η1)g1−1, g2ag−12 , g2 exp(η2)g
−1
2 , e, . . . , e, d, c) ∈ π−1(d, c).

4.7. Twisted representation varieties: SO(n). Let
O(n)± = {A ∈ O(n) | det(A) = ±1}.
Then O(n)+ and O(n)− are the two connected components of O(n), where O(n)+ = SO(n).
For n ≥ 2, define
(13) V ℓ,1O(n),±1 = {(a1, b1, . . . , aℓ, bℓ, c) ∈ SO(n)2ℓ ×O(n)± |
ℓ∏
i=1
[ai, bi] = c
2}
(14) V ℓ,2O(n),±1 = {(a1, b1, . . . , aℓ, bℓ, d, c) ∈ SO(n)2ℓ+1 ×O(n)± |
ℓ∏
i=1
[ai, bi] = cdc
−1d}
Note that V ℓ,iO(n),+1 = X
ℓ,i
flat(SO(n)). Recall that X
ℓ,i
flat(SO(n)) has two connected components
Xℓ,1flat(SO(n))
+1 and Xℓ,2flat(SO(n))
−1.
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For i = 1, 2, SO(n) acts on V ℓ,iO(n),±1 by
(15) g · (a1, b1, . . . , aℓ, bℓ, c) = (ga1g−1, gb1g−1, . . . , gaℓg−1, gbℓg−1, gcg−1)
(16) g · (a1, b1, . . . , aℓ, bℓ, d, c) = (ga1g−1, gb1g−1, . . . , gaℓg−1, gbℓg−1, gdg−1, gcg−1)
When n = 2, we have diffeomorphisms O(2)+ ∼= O(2)− ∼= U(1), and diffeomorphisms
V ℓ,iO(2),+1
∼= Xℓ,iflat(U(1)) ∼= U(1)2ℓ+i−1 × {±1}
where i = 1, 2. For any d ∈ SO(2) and c ∈ O(2)−, we have
c2 = I2, cdc
−1d = I2,
so
V ℓ,1O(2),−1 = {(a1, b1, . . . , aℓ, bℓ, c) ∈ SO(2)2ℓ ×O(2)− | I2 = c2}
= SO(2)2ℓ ×O(2)−,
V ℓ,2O(2),−1 = {(a1, b1, . . . , aℓ, bℓ, d, c) ∈ SO(2)2ℓ+1 ×O(2)− | I2 = cdc−1d}
= SO(2)2ℓ+1 ×O(2)−.
For i = 1, 2, V ℓ,iO(2),−1 is diffeomorphic to U(1)
2ℓ+i, thus nonempty and connected.
From now on, we assume that n ≥ 3 so that SO(n) is semisimple. Let ρ : Pin(n) → O(n)
be the double cover defined in [BD, Chapter I, Section 6], and let Pin(n)± = ρ−1(O(n)±).
Then Pin(n)+ and Pin(n)− are the two connected components of Pin(n), where Pin(n)+ =
Spin(n). Note that Pin(n)− is not a group because if x, y ∈ Pin(n)− then xy ∈ Pin(n)+.
Recall that there is an obstruction map
o2 : V
ℓ,1
O(n),+1 = X
ℓ,1
flat(SO(n))→ Ker(ρ) = {1,−1} ⊂ Spin(n)
given by
(a1, b1, . . . , aℓ, bℓ, c) 7→
ℓ∏
i=1
[a˜i, b˜i]c˜
−2
where (a˜1, b˜1, . . . , a˜ℓ, b˜ℓ, c˜) is the preimage of (a1, b1, . . . , aℓ, bℓ, c) under ρ
2ℓ+1 : Spin(n)2ℓ+1 →
SO(n)2ℓ+1. It is easy to check that o2 does not depend on the choice of the liftings (a˜1, b˜1, . . . , a˜ℓ, b˜ℓ, c˜)
because 2Ker(ρ) = {1}. Similarly, there is an obstruction map o2 : V ℓ,2O(n),+1 = Xℓ,2flat(SO(n))→
{1,−1} given by
(a1, b1, . . . , aℓ, bℓ, d, c) 7→
ℓ∏
i=1
[a˜i, b˜i](c˜d˜c˜
−1d˜)−1
where (a˜1, b˜1, . . . , a˜ℓ, b˜ℓ, d˜, c˜) is the preimage of (a1, b1, . . . , aℓ, bℓ, d, c) under ρ
2ℓ+2 : Spin(n)2ℓ+2 →
SO(n)2ℓ+2. Again, o2 does not depend on the choice of a˜i, b˜i, d˜, c˜.
For i = 1, 2, define V ℓ,i,±1O(n),+1 = X
ℓ,i
flat(SO(n))
±1 = o−12 (±1). Then V ℓ,i,+1O(n),+1 = Xℓ,iflat(SO(n))+1
corresponds to flat connections on the trivial SO(n)-bundle (w2 = 0 ∈ H2(Σℓi ;Z/2Z) ∼= Z/2Z),
while V ℓ,i,−1O(n),+1 = X
ℓ,i
flat(SO(n))
−1 corresponds to flat connections on the nontrivial SO(n)-
bundle (w2 = 1 ∈ H2(Σℓi ;Z/2Z) ∼= Z/2Z). It was proved in [HL2] that Xℓ,iflat(SO(n))+1 and
Xℓ,iflat(SO(n))
−1 are nonempty and connected if ℓ ≥ i, i.e., (ℓ, i) 6= (0, 1), (0, 2), (1, 2). The result
is extended to the case (1, 2) in [HL4].
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We now extend the definition of o2 to V
ℓ,i
O(n),−1. Define o2 : V
ℓ,1
O(n),−1 → {1,−1} ⊂ Spin(n)
by
(a1, b1, . . . , aℓ, bℓ, c) 7→
ℓ∏
i=1
[a˜i, b˜i]c˜
−2
where (a˜1, b˜1, . . . , a˜ℓ, b˜ℓ, c˜) is the preimage of (a1, b1, . . . , aℓ, bℓ, c) under ρ
2ℓ+1 : Spin(n)2ℓ ×
Pin(n)− → SO(n)2ℓ × O(n)−. It is easy to check that o2 does not depend on the choice of
(a˜1, b˜1, . . . , a˜ℓ, b˜ℓ, c˜). Similarly, define o2 : V
ℓ,2
O(n),−1 → {1,−1} ⊂ Spin(n) by
(a1, b1, . . . , aℓ, bℓ, d, c) 7→
ℓ∏
i=1
[a˜i, b˜i](c˜d˜c˜
−1d˜)−1
where (a˜1, b˜1, . . . , a˜ℓ, b˜ℓ, d˜, c˜) is the preimage of (a1, b1, . . . , aℓ, bℓ, d, c) under ρ
2ℓ+2 : Spin(n)2ℓ+1×
Pin(n)− → SO(n)2ℓ+1×O(n)−. Again, o2 does not depend on the choice of (a˜1, b˜1, . . . , a˜ℓ, b˜ℓ, d˜, c˜).
Define V ℓ,i,±1O(n),−1 = o
−1
2 (±1). We will show that
Proposition 4.14. Suppose that ℓ ≥ 2i, where i = 1, 2, and n ≥ 3. Then V ℓ,i,+1O(n),−1 and
V ℓ,i,−1O(n),−1 are nonempty and connected.
Proof. Define
V˜ ℓ,1,±1Pin(n)− = {(a˜1, b˜1, . . . , a˜ℓ, b˜ℓ, c˜) ∈ Spin(n)
2ℓ × Pin(n)− |
ℓ∏
i=1
[a˜i, b˜i]c˜
−2 = ±1}
V˜ ℓ,2,±1Pin(n)− = {(a˜1, b˜1, . . . , a˜ℓ, b˜ℓ, d˜, c˜) ∈ Spin(n)
2ℓ+1 × Pin(n)− |
ℓ∏
i=1
[a˜i, b˜i](c˜d˜c˜
−1d˜)−1 = ±1}
Then ρ2ℓ+i : Spin(n)2ℓ+i−1 × Pin(n)− → SO(n)2ℓ+i−1 × O(n)− restricts to a covering map
V˜ ℓ,i,±1
Pin(n)−
→ V ℓ,i,±1
O(n),−1. It suffices to prove that V˜
ℓ,i,+1
Pin(n)−
and V˜ ℓ,i,−1
Pin(n)−
are nonempty and con-
nected for ℓ ≥ 2i.
i = 1. Define π± : V˜
ℓ,1,±1
Pin(n)−
→ Pin(n)− by (a˜1, b˜1, . . . , a˜ℓ, b˜ℓ, c˜) 7→ c˜. Note that Spin(n)
is simply connected and c˜2,−c˜2 ∈ Spin(n), so π−1± (c˜) is nonempty and connected for any
c˜ ∈ Pin(n)−. Let ǫ+ = e1e2e3, and let ǫ− = e1. Then ǫ+, ǫ− ∈ Pin(n)−, and (ǫ±)2 = ±1.
It suffices to show that for any c˜ ∈ Pin(n)−, there is a path γ± : [0, 1] → V˜ ℓ,1,±1Pin(n)− such that
γ±(0) ∈ π−1± (ǫ±) and γ±(1) ∈ π−1± (c˜).
Let T be the maximal torus of Spin(n), and let t be the Lie algebra of T . For any c˜ ∈
Pin(n)−, we have (ǫ±)−1c˜ ∈ Spin(n), so there exists g± ∈ Spin(n) such that (g±)−1(ǫ±)−1c˜g± ∈
T . We have
c˜ = ǫ±g± exp(ξ±)(g±)−1
for some ξ+, ξ− ∈ t. Let ω be the coxeter element. There are η+, η− ∈ t such that
ω · η± − η± = ξ±.
Let a ∈ N(T ) ⊂ Spin(n) be the corresponding element which represents ω ∈ W = N(T )/T .
Then
a exp(tη±)a−1 exp(−tη±) = exp(ω · tη± − tη±) = exp(tξ±).
YANG-MILLS CONNECTIONS ON ORIENTABLE AND NONORIENTABLE SURFACES 29
Now since Spin(n) is connected, there are paths g˜± : [0, 1] → Spin(n) such that g˜±(0) = 1
and g˜±(1) = g±. Now define γ : [0, 1]→ Spin(n)2ℓ × Pin(n)− by
γ±(t) = (a±1 (t), b
±
1 (t), a
±
2 (t), b
±
2 (t), 1, . . . , 1, c
±(t))
where
a±1 (t) = ǫ±g˜±(t)a(ǫ±g˜±(t))
−1, b±1 (t) = ǫ±g˜±(t) exp(tη±)(ǫ±g˜±(t))
−1,
a±2 (t) = g˜±(t)a(g˜±(t))
−1, b±2 (t) = g˜±(t) exp(tη±)(g˜±(t))
−1,
c±(t) = ǫ±g˜±(t) exp(tξ±)(g˜±(t))−1
Then
[a±1 (t), b
±
1 (t)] = ǫ±g˜±(t)[a, exp(tη±)](ǫ±g˜±(1))
−1
= ǫ±g˜±(t) exp(tξ±)(ǫ±g˜±(t))−1 = c(t)(ǫ−1± ) = c(t)(±ǫ±),
[a±2 (t), b
±
2 (t)] = g˜±(t)[a, exp(tη±)](g˜±(1))
−1 = g˜±(t) exp(tξ±)(g˜±(t))−1 = ǫ−1± c(t),
so the image of γ± lies in V˜
ℓ,1,±
Pin(n)−
. We have
γ±(0) = (ǫ±aǫ−1± , 1, a, 1, 1, . . . , 1, ǫ±) ∈ π−1± (ǫ±)
γ±(1) = (ǫ±g±a(ǫ±g±)−1, ǫ±g± exp(η±)(ǫ±g±)−1, g±a(g±)−1, g± exp(η±)(g±)−1,
1, . . . , 1, c˜) ∈ π−1± (c˜).
i = 2. Define π± : V˜
ℓ,2,±1
Pin(n)−
→ Spin(n) × Pin(n)− by (a˜1, b˜1, . . . , a˜ℓ, b˜ℓ, d˜, c˜) 7→ (d˜, c˜). Note
that Spin(n) is simply connected and c˜d˜c˜−1d˜,−c˜d˜c˜−1d˜ ∈ Spin(n), so π−1± (d˜, c˜) is nonempty
and connected for any (d˜, c˜) ∈ Spin(n) × Pin(n)−. Let ǫ+ = 1, and let ǫ− = e2e3. Then
e1ǫ±e−11 ǫ± = e
−1
1 ǫ±e1ǫ± = ±1. It suffices to show that for any (d˜, c˜) ∈ Spin(n) × Pin(n)−,
there is a path γ± : [0, 1]→ V˜ ℓ,2,±1Pin(n)− such that γ±(0) ∈ π
−1
± (ǫ±, e1) and γ(1) ∈ π−1± (d˜, c˜).
Let T be the maximal torus of Spin(n), and let t be the Lie algebra of T . Given d˜ ∈ Spin(n)
and c˜ ∈ Pin(n)−, there exist g+, g−, g ∈ Spin(n) such that and ξ, ξ+, ξ− ∈ t such that
c˜ = e1g exp(ξ)g
−1, d˜ = ǫ±g± exp(ξ±)(g±)−1.
Let ω be the coxeter element. There are η, η+, η− ∈ t such that
ω · η − η = ξ, ω · η± − η± = ξ±.
Let a ∈ N(T ) ⊂ Spin(n) be the corresponding element which represents ω ∈ W = N(T )/T .
Then
a exp(tη)a−1 exp(−tη) = exp(ω · tη − tη) = exp(tξ),
a exp(tη±)a−1 exp(−tη±) = exp(ω · tη± − tη±) = exp(tξ±).
Now since Spin(n) is connected, there are paths g˜, g˜+, g˜− : [0, 1] → Spin(n) such that
g˜(0) = g˜+(0) = g˜−(0) = 1, g˜(1) = g, g˜±(1) = g±.
Now define γ : [0, 1]→ Spin(n)2ℓ+1 × Pin(n)− by
γ±(t) = (a1(t), b1(t), a±2 (t), b
±
2 (t), a
±
3 (t), b
±
3 (t), a
±
4 (t), b
±
4 (t), 1, . . . , 1, d
±(t), c(t))
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where
a1(t) = e1g˜(t)a(e1g˜(t))
−1, b1(t) = e1g˜(t) exp(tη)(e1g˜(t))−1,
a±2 (t) = e1ǫ±g˜±(t)a(e1ǫ±g˜±(t))
−1, b±2 (t) = e1ǫ±g˜±(t) exp(tη±)(e1ǫ±g˜±(t))
−1,
a±3 (t) = e1ǫ±g˜(t)a(e1ǫ±g˜(t))
−1, b±3 (t) = e1ǫ±g˜(t) exp(−tη)(e1ǫ±g˜(t))−1,
a±4 (t) = g˜±(t)ag˜±(t)
−1, b±4 (t) = g˜±(t) exp(tη±)g˜±(t)
−1,
c(t) = e1g˜(t) exp(tξ)g˜(t)
−1, d±(t) = ǫ±g˜±(t) exp(tξ±)g˜±(t)−1.
Then
[a1(t), b1(t)] = e1g˜(t)[a, exp(tη)](e1 g˜(t))
−1 = c(t)e−11 ,
[a±2 (t), b
±
2 (t)] = e1ǫ±g˜±(t)[a, exp(tη±)](e1ǫ±g˜±(t))
−1 = e1d(t)(e1ǫ±)−1
[a±3 (t), b
±
3 (t)] = e1ǫ±g˜(t)[a, exp(−tη)]g˜(t)−1(e1ǫ±)−1 = e1ǫ±c(t)−1(±ǫ±),
[a±4 (t), b
±
4 (t)] = g˜±(t)[a, exp(tη±)](g˜±(t))
−1 = ǫ−1± d(t),
so the image of γ± lies in V˜
ℓ,2,±
Pin(n)−
. We have
γ±(0) = (e1ae−11 , 1, e1ǫ±a(e1ǫ±)
−1, 1, e1ǫ±a(e1ǫ±)−1, 1, a, 1, 1, . . . , 1, ǫ±, e1)
∈ π−1± (ǫ±, e1)
γ±(1) = (e1ga(e1g)−1, e1g exp(η)(e1g)−1, e1ǫ±g±a(e1ǫ±g±)−1,
e1ǫ±g± exp(η±)(e1ǫ±g±)−1, e1ǫ±ga(e1ǫ±g)−1, e1ǫ±g exp(−η)(e1ǫ±g)−1,
g±ag−1± , g± exp(η±)g
−1
± , 1, . . . , 1, d˜, c˜) ∈ π−1± (d˜, c˜)

5. Yang-Mills SO(2n + 1)-Connections
The maximal torus of SO(2n+ 1) consists of block diagonal matrices of the form
diag(A1, . . . , An, I1),
where A1, . . . , An ∈ SO(2), and I1 is the 1×1 identity matrix. The Lie algebra of the maximal
torus consists of matrices of the form
2πdiag(t1J, . . . , tnJ, 0I1) = 2π

0 −t1 0 0
t1 0 0
·
·
0 −tn
0 tn 0 0
0 0 0 0

,
where
(17) J =
(
0 −1
1 0
)
.
The fundamental Weyl chamber is
C0 = {
√−1diag(t1J, . . . , tnJ, 0I1) | t1 ≥ t2 ≥ · · · ≥ tn ≥ 0}.
In this section, we assume
n1, . . . , nr ∈ Z>0, n1 + · · ·+ nr = n.
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5.1. SO(2n+ 1)-connections on orientable surfaces. Let Jm denote the 2m× 2m matrix
diag(J, . . . , J︸ ︷︷ ︸
m
). Any µ ∈ C0 is of the form
µ =
√−1diag(λ1Jn1 , . . . , λrJnr , 0I1),
where λ1 > · · · > λr ≥ 0.
Let Xµ = −2π
√−1µ. Then
SO(2n+ 1)Xµ
∼=
{
Φ(U(n1))× · · · × Φ(U(nr)), λr > 0,
Φ(U(n1))× · · · × Φ(U(nr−1))× SO(2nr + 1), λr = 0,
where Φ : U(m) →֒ SO(2m) is the standard embedding defined as follows. Consider the
R-linear map L : R2m → Cm given by
x1
y1
...
xm
ym
 7→
 x1 +
√−1y1
...
xm +
√−1ym
 .
We have L−1 ◦ (√−1Im) ◦ L(v) = Jmv for v ∈ R2m. If A is a m×m matrix, let Φ(A) be the
2m× 2m matrix defined by
(18) L−1 ◦ A ◦ L(v) = Φ(A)(v), v ∈ R2m.
Note that A(
√−1Im) = (
√−1Im)A⇒ JmΦ(A) = Φ(A)Jm.
Suppose that (a1, b1, . . . , aℓ, bℓ,Xµ) ∈ Xℓ,0YM(SO(2n+ 1)). Then
exp(Xµ) =
ℓ∏
i=1
[ai, bi]
where ai, bi ∈ SO(2n+ 1)Xµ . This implies that exp(Xµ) ∈ (SO(2n + 1)Xµ)ss, the semisimple
part of SO(2n + 1)Xµ :
(SO(2n+ 1)Xµ)ss =
{
Φ(SU(n1))× · · · × Φ(SU(nr)), λr > 0,
Φ(SU(n1))× · · · × Φ(SU(nr−1))× SO(2nr + 1), λr = 0.
Thus
Xµ = 2πdiag
(k1
n1
Jn1 , . . . ,
kr
nr
Jnr , 0I1
)
,
µ =
√−1diag
(k1
n1
Jn1 , . . . ,
kr
nr
Jnr , 0I1
)
,
where
k1, . . . , kr ∈ Z, k1
n1
> · · · > kr
nr
≥ 0.
This agrees with Section 3.4.2.
Recall that for each µ, the representation variety is
V ℓ,0YM(SO(2n + 1))µ = {(a1, b1, . . . , aℓ, bℓ) ∈ (SO(2n+ 1)Xµ)2ℓ |
ℓ∏
i=1
[ai, bi] = exp(Xµ)}.
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For i = 1, · · · , ℓ, write
ai = diag(A
i
1, . . . , A
i
r, I1), bi = diag(B
i
1, . . . , B
i
r, I1), when kr > 0,
ai = diag(A
i
1, . . . , A
i
r), bi = diag(B
i
1, . . . , B
i
r), when kr = 0,
where Aij , B
i
j ∈ Φ(U(nj)) for j = 1, . . . , r − 1, and
Air, B
i
r ∈
{
Φ(U(nr)), when kr > 0,
SO(2nr + 1), when kr = 0.
Let
Jˆt = exp(2πtJ) =
(
cos(2πt) − sin(2πt)
sin(2πt) cos(2πt)
)
,
and let
(19) Tn,k = Φ(e
2π
√−1k/nIn) = diag(Jˆk/n, . . . , Jˆk/n︸ ︷︷ ︸
n
) ∈ SO(2n).
For j = 1, . . . , r − 1, define
(20)
Vj =
{
(A1j , B
1
j , . . . , A
ℓ
j , B
ℓ
j) ∈ Φ(U(nj))2ℓ |
ℓ∏
i=1
[Aij , B
i
j ] = Tnj ,kj
}
Φ∼=
{
(A1j , B
1
j , . . . , A
ℓ
j , B
ℓ
j) ∈ U(nj)2ℓ |
ℓ∏
i=1
[Aij , B
i
j ] = e
2π
√−1kj/njInj )
}
∼= Xℓ,0YM(U(nj))− kj
nj
,...,− kj
nj
.
If kr > 0, define Vr by (20). If kr = 0, define
Vr = {(A1r , B1r , . . . , Aℓr, Bℓr) ∈ SO(2nr + 1)2ℓ |
ℓ∏
i=1
[Air, B
i
r] = I2nr+1
}
∼= Xℓ,0flat(SO(2nr + 1)).
Then V ℓ,0YM(SO(2n+ 1))µ =
∏r
j=1 Vj . We have a homeomorphism
V ℓ,0YM(SO(2n + 1))µ/SO(2n + 1)Xµ =

r∏
j=1
(Vj/U(nj)), kr > 0,
r−1∏
j=1
(Vj/U(nj))× Vr/SO(2nr + 1), kr = 0,
and a homotopy equivalence
V ℓ,0YM(SO(2n + 1))µ
hSO(2n+1)Xµ ∼
{∏r
j=1 Vj
hU(nj), kr > 0,∏r−1
j=1 Vj
hU(nj) × VrhSO(2nr+1), kr = 0.
Notation 5.1. Suppose that m ≥ 3. Let Σ be a closed, orientable or nonorientable surface.
Let P+1
SO(m)
and P−1
SO(m)
denote the principal SO(m)-bundle on Σ with w2(P
+1
SO(m)
) = 0 and
w2(P
−1
SO(m)) = 1 respectively in H
2(Σ;Z/2Z) ∼= Z/2Z. Let N (Σ)±1SO(m) denote the space of
Yang-Mills connections on P±1SO(m), and let N0(Σ)±SO(m) denote the space of flat connections on
P±1SO(m).
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For i = 0, 1, 2, we have
Xℓ,iYM(SO(m)) = X
ℓ,i
YM(SO(m))
+1 ∪Xℓ,iYM(SO(m))−1
where
Xℓ,iYM(SO(m))
±1 ∼= N (Σℓi)±1SO(m)/G0(P±1SO(m)),
and
Xℓ,iflat(SO(m)) = X
ℓ,i
flat(SO(m))
+1 ∪Xℓ,iflat(SO(m))−1
where
Xℓ,iflat(SO(m))
±1 = N0(Σℓi)±1SO(m)/G0(P±1SO(m))
is nonempty and connected for ℓ ≥ 1. Let
Xℓ,iYM(SO(m))
±1
µ = X
ℓ,i
YM(SO(m))µ ∩Xℓ,iYM(SO(m))±1
be the representation varieties for Yang-Mills connections of type µ on P±1SO(m). Let
M(Σ, P±1SO(m)) = Xℓ,iflat(SO(m))±1/SO(m)
be the moduli space of gauge equivalence classes of flat connections on P±1SO(m) over Σ. Let
M(Σℓ0, Pn,k) = Xℓ,0YM(U(n)) k
n
,..., k
n
/U(n)
be the moduli space of gauge equivalence classes of central Yang-Mills connections on a degree
k principal U(n)-bundle over Σℓ0. Recall that there is no flat connection on a degree k 6= 0
principal U(n)-bundle over Σℓ0.
We have seen that V ℓ,0YM(SO(2n + 1))µ =
∏r
j=1 Vj is connected for kr > 0 and disconnected
with two connected components for kr = 0. To determine the underlying topological type of
the SO(2n + 1)-bundle, let us consider the group homomorphism
φµ : π1(SO(2n + 1)Xµ)→ π1(SO(2n + 1)) ∼= Z/2Z
induced by the inclusion SO(2n + 1)Xµ →֒ SO(2n + 1). We have
π1(SO(2n + 1)Xµ)
∼=

r∏
j=1
π1(U(nj)) ∼= Zr, λr > 0,
r−1∏
j=1
π1(U(nj))× π1(SO(2nr + 1)) ∼= Zr−1 × Z/2Z, λr = 0,
and
φµ(k1, . . . , kr) = k1 + · · · + kr (mod 2).
Thus, for kr > 0, V
ℓ,0
YM(SO(2n + 1))µ is from the trivial SO(2n + 1)-bundle if and only if
k1+ · · ·+ kr = 0 (mod 2); and for kr = 0, V ℓ,0YM(SO(2n+1))µ has two connected components
V ℓ,0YM(SO(2n + 1))
+
µ and V
ℓ,0
YM(SO(2n + 1))
−
µ , where
V ℓ,0YM(SO(2n + 1))
+
µ =
r−1∏
j=1
Vj ×Xℓ,0flat(SO(2nr + 1))(−1)
k1+···+kr−1
,
V ℓ,0YM(SO(2n + 1))
−
µ =
r−1∏
j=1
Vj ×Xℓ,0flat(SO(2nr + 1))(−1)
k1+···+kr−1+1
.
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To simplify the notation, we write
µ = (µ1, . . . , µn) =
(k1
n1
, . . . ,
k1
n1︸ ︷︷ ︸
n1
, . . . ,
kr
nr
, . . . ,
kr
nr︸ ︷︷ ︸
nr
)
instead of √−1diag
(k1
n1
Jn1 , . . . ,
kr
nr
Jnr , 0I1
)
.
Let
ISO(2n+1) =
{
µ =
(k1
n1
, . . . ,
k1
n1︸ ︷︷ ︸
n1
, . . . ,
kr
nr
, . . . ,
kr
nr︸ ︷︷ ︸
nr
)∣∣∣ nj ∈ Z>0, n1 + · · ·+ nr = n
kj ∈ Z, k1n1 > · · · > krnr ≥ 0
}
,
I±1SO(2n+1) = {µ ∈ ISO(2n+1) | µn > 0, (−1)k1+···+kr = ±1},
I0SO(2n+1) = {µ ∈ ISO(2n+1) | µn = 0}.
From the discussion above, we conclude:
Proposition 5.2. Suppose that ℓ ≥ 1. Let
(21) µ =
(k1
n1
, . . . ,
k1
n1︸ ︷︷ ︸
n1
, . . . ,
kr
nr
, . . . ,
kr
nr︸ ︷︷ ︸
nr
)
∈ ISO(2n+1).
(i) If µ ∈ I±1SO(2n+1), then Xℓ,0YM(SO(2n + 1))µ = Xℓ,0YM(SO(2n + 1))±1µ is nonempty and
connected. We have a homeomorphism
Xℓ,0YM(SO(2n + 1))µ/SO(2n + 1)
∼=
r∏
j=1
M(Σℓ0, Pnj ,−kj)
and a homotopy equivalence
Xℓ,0YM(SO(2n + 1))µ
hSO(2n+1) ∼
r∏
j=1
(
Xℓ,0YM(U(nj))− kj
nj
,...,− kj
nj
)hU(nj)
.
(ii) If µ ∈ I0SO(2n+1), then Xℓ,0YM(SO(2n + 1))µ has two connected components (from both
bundles over Σℓ0)
Xℓ,0YM(SO(2n+ 1))
+1
µ and X
ℓ,0
YM(SO(2n + 1))
−1
µ .
We have a homeomorphism
Xℓ,0YM(SO(2n + 1))
±1
µ /SO(2n + 1)
∼=
r−1∏
j=1
M(Σℓ0, Pnj ,−kj)×M
(
Σℓ0, P
±(−1)k1+···+kr−1
SO(2nr+1)
)
and a homotopy equivalence(
Xℓ,0YM(SO(2n + 1))
±
µ
)hSO(2n+1) ∼ r−1∏
j=1
(
Xℓ,0YM(U(nj))− kj
nj
,...,− kj
nj
)hU(nj) ×
(
Xℓ,0flat(SO(2nr + 1))
±(−1)k1+···+kr−1
)hSO(2nr+1)
.
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Proposition 5.3. Suppose that ℓ ≥ 1. The connected components of the representation variety
Xℓ,0YM(SO(2n+ 1))
±1 are
{Xℓ,0YM(SO(2n+ 1))µ | µ ∈ I±1SO(2n+1)} ∪ {Xℓ,0YM(SO(2n + 1))±1µ | µ ∈ I0SO(2n+1)}.
The following is an immediate consequence of Proposition 5.2.
Theorem 5.4. Suppose that ℓ ≥ 1, and let µ be as in (21).
(i) If µ ∈ I±1SO(2n+1), then
P
SO(2n+1)
t
(
Xℓ,0YM(SO(2n + 1))µ
)
=
r∏
j=1
P
U(nj)
t
(
Xℓ,0YM(U(ni))− kj
nj
,...,− kj
nj
)
.
(ii) If µ ∈ I0SO(2n+1), then
P
SO(2n+1)
t
(
Xℓ,0YM(SO(2n + 1))
±1
µ
)
=
r−1∏
j=1
P
U(nj)
t
(
Xℓ,0YM(U(nj))− kj
nj
,...,− kj
nj
)
×
P
SO(2nr+1)
t
(
Xℓ,0flat(SO(2nr + 1))
±(−1)k1+···+kr−1
)
.
5.2. Equivariant Poincare´ series. Recall from Section 3.4.2:
∆ = {αi = θi − θi+1 | i = 1, . . . , n− 1} ∪ {αn = θn}
∆∨ = {α∨i = ei − ei+1 | i = 1, . . . , n − 1} ∪ {α∨n = 2en}
π1(H) =
n⊕
i=1
Zei, Λ =
n−1⊕
i=1
Z(ei − ei+1)⊕ Z(2en),
π1(SO(2n+ 1)) = 〈en〉 ∼= Z/2Z
We now apply Theorem 4.4 to the case GR = SO(2n+ 1).
̟αi = θ1 + · · ·+ θi, i = 1, . . . , n− 1, ̟αn =
1
2
(θ1 + · · · + θn)
̟αi(ken) =
{
0 i < n
k/2 i = n
Case 1. αn ∈ I:
I = {αn1 , αn1+n2 , . . . , αn1+···+nr−1 , αn}
LI = GL(n1,C)× · · · ×GL(nr,C), n1 + · · ·+ nr = n
dimC zLI − dimC zSO(2n+1,C) = r, dimC U I =
∑
1≤i<j≤r
ninj +
n(n+ 1)
2
,
ρI =
1
2
r∑
i=1
(
n− 2
i∑
j=1
nj + ni
)( ni∑
j=1
θn1+···+ni−1+j
)
+
n
2
(θ1 + · · · + θn)
〈ρI , α∨n1+···+ni〉 =
ni + ni+1
2
for i = 1, . . . , r − 1, 〈ρI , α∨n〉 = nr
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Case 2. αn /∈ I:
I = {αn1 , αn1+n2 , . . . , αn1+···+nr−1}
LI = GL(n1,C)× · · · ×GL(nr−1,C)× SO(2nr + 1,C), n1 + · · ·+ nr = n
dimC zLI − dimC zSO(2n+1,C) = r − 1,
dimC U
I =
∑
1≤i<j≤r
ninj +
n(n+ 1)− nr(nr + 1)
2
,
ρI =
1
2
r∑
i=1
(
n− 2
i∑
j=1
nj + ni
)( ni∑
j=1
θn1+···+ni−1+j
)
+
n
2
(θ1 + · · ·+ θn1+···+nr−1) +
n− nr
2
(θn1+···+nr−1+1 + · · · + θn)
〈ρI , α∨n1+···+ni〉 =
ni + ni+1
2
for i = 1, . . . , r − 2, 〈ρI , α∨n1+···+nr−1〉 =
nr−1
2
+ nr
We have the following closed formula for the SO(2n + 1)-equivariant poincare´ series of the
representation of flat SO(2n + 1)-connections:
Theorem 5.5.
P
SO(2n+1)
t (X
ℓ,0
flat(SO(2n + 1))
(−1)k )
=
n∑
r=1
∑
n1, . . . , nr ∈ Z>0P
nj = n
(
(−1)r
r∏
i=1
∏ni
j=1(1 + t
2j−1)2ℓ
(1− t2ni)∏ni−1j=1 (1− t2j)2
· t
(ℓ−1)(2Pi<j ninj+n(n+1))[∏r−1
i=1 (1− t2(ni+ni+1))
]
(1− t4nr)
· t2
Pr−1
i=1 (ni+ni+1)+4nr〈k/2〉
+(−1)r−1
r−1∏
i=1
∏ni
j=1(1 + t
2j−1)2ℓ
(1− t2ni)∏ni−1j=1 (1− t2j)2 ·
∏nr
j=1(1 + t
4j−1)2ℓ∏2nr
j=1(1− t2j)
· t
(ℓ−1)(2Pi<j ninj+n(n+1)−nr(nr+1))[∏r−2
i=1 (1− t2(ni+ni+1))
]
(1− ǫ(r)t2nr−1+4nr)
t2
Pr−1
i=1 (ni+ni+1)+2ǫ(r)nr

where
ǫ(r) =
{
0 r = 1
1 r > 1
Remark 5.6. We have
P
SO(2n+1)
t (X
ℓ,0
flat(SO(2n+ 1))
+1) = P
Spin(2n+1)
t (X
ℓ,0
flat(Spin(2n + 1))),
so Theorem 5.5 also gives a formula for Xℓ,0flat(Spin(2n + 1)).
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Example 5.7.
P
SO(3)
t (X
ℓ,0
flat(SO(3))
+1) = P
Spin(3)
t (X
ℓ,0
flat(Spin(3)))
= − (1 + t)
2ℓt2ℓ+2
(1− t2)(1 − t4) +
(1 + t3)2ℓ
(1− t2)(1− t4)
P
SO(3)
t (X
ℓ,0
flat(SO(3))
−1)
= − (1 + t)
2ℓt2ℓ
(1− t2)(1 − t4) +
(1 + t3)2ℓ
(1− t2)(1− t4)
Note that Spin(3) = SU(2), so
P
Spin(3)
t (X
ℓ,0
flat(Spin(3))) = P
SU(2)
t (X
ℓ,0
flat(SU(2)))
as expected, where P
SU(2)
t (X
ℓ,0
flat(SU(2)) is calculated in Example 4.7.
Example 5.8.
P
SO(5)
t (X
ℓ,0
flat(SO(5))
+1) = P
Spin(5)
t (X
ℓ,0
flat(Spin(5)))
= − (1 + t)
2ℓ(1 + t3)2ℓt6ℓ+2
(1− t2)2(1− t4)(1− t8) +
(1 + t3)2ℓ(1 + t7)2ℓ
(1− t2)(1− t4)(1− t6)(1− t8)
+
(1 + t)4ℓt8ℓ
(1− t2)2(1− t4)2 −
(1 + t)2ℓ(1 + t3)2ℓt6ℓ
(1− t2)2(1− t4)(1− t6)
P
SO(5)
t (X
ℓ,0
flat(SO(5))
−1)
= − (1 + t)
2ℓ(1 + t3)2ℓt6ℓ−2
(1− t2)2(1− t4)(1− t8) +
(1 + t3)2ℓ(1 + t7)2ℓ
(1− t2)(1− t4)(1− t6)(1− t8)
+
(1 + t)4ℓt8ℓ−2
(1− t2)2(1− t4)2 −
(1 + t)2ℓ(1 + t3)2ℓt6ℓ
(1− t2)2(1− t4)(1− t6)
5.3. SO(2n + 1)-connections on nonorientable surfaces. We have C
τ
0 = C0 (any µ ∈ C0
is conjugate to −µ). Any µ ∈ Cτ0 is of the form
µ =
√−1diag(λ1Jn1 , . . . , λrJnr , 0I1)
where λ1 > · · · > λr ≥ 0. We have
SO(2n+ 1)Xµ
∼=
{
Φ(U(n1))× · · · × Φ(U(nr)), λr > 0,
Φ(U(n1))× · · · × Φ(U(nr−1))× SO(2nr + 1), λr = 0,
where Xµ = −2π
√−1µ, and Φ : U(m) →֒ SO(2m) is the standard embedding.
Given µ ∈ C0, define
ǫµ =
{
diag (Hn, (−1)nI1) , λr > 0,
diag (Hn−nr , (−1)n−nrI1, I2nr ) , λr = 0.
Then Ad(ǫµ)Xµ = −Xµ. Suppose that
(a1, b1, . . . , aℓ, bℓ, ǫµc
′,Xµ/2) ∈ Xℓ,1YM(SO(2n+ 1)).
Then
exp(Xµ/2)ǫµc
′ǫµc′ =
ℓ∏
i=1
[ai, bi]
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where
ai, bi, c
′ ∈
{
Φ(U(n1))× · · · × Φ(U(nr)), λr > 0,
Φ(U(n1))× · · · × Φ(U(nr−1))× SO(2nr + 1), λr = 0.
We first assume that λr > 0. Let L : R2n → Cn defined as in Section 5.1. Define
X ′µ = L ◦ 2πdiag(λ1Jn1 , . . . , λrJnr) ◦ L−1
= 2π
√−1diag(λ1In1 , . . . , λrInr) ∈ u(n1)× · · · × u(nr).
We have L ◦Hn ◦ L−1(v) = v¯ for v ∈ Cn, where v¯ is the complex conjugate of v. So
L ◦HnΦ(c′)Hn ◦ L−1(v) = (L ◦Hn ◦ L−1)(L ◦Φ(c′) ◦ L−1)(L ◦Hn ◦ L−1)(v)
= (L ◦Hn ◦ L−1)c′v¯ = c′v¯ = c¯′v.
So the condition on X ′µ is
exp(X ′µ/2)c¯′c
′ =
ℓ∏
i=1
[ai, bi] ∈ SU(n1)× · · · × SU(nr),
where ai, bi, c
′ ∈ U(n1)×· · ·×U(nr), and c¯′ is the complex conjugate of c′. In order that this
is nonempty, we need 1 = det(eπ
√−1λjInj ), or equivalently
(22) λj =
2kj
nj
kj , nj ∈ Z>0
for j = 1, . . . , r.
When λr = 0, the above argument gives the condition (22) for j = 1, . . . , r − 1.
Similarly, suppose that
(a1, b1, . . . , aℓ, bℓ, d, ǫµc
′,Xµ/2) ∈ Xℓ,1YM(SO(2n+ 1)).
Then
exp(Xµ/2)(ǫµc
′)d(ǫµc′)−1d =
ℓ∏
i=1
[ai, bi],
where
ai, bi, d, c
′ ∈
{
Φ(U(n1))× · · · × Φ(U(nr)), λr > 0,
Φ(U(n1))× · · · × Φ(U(nr−1))× SO(2nr + 1), λr = 0.
When λr > 0, the condition on X
′
µ is
exp(X ′µ/2)c¯′d¯c¯′
−1
d =
ℓ∏
i=1
[ai, bi] ∈ SU(n1)× · · · × SU(nr).
Again, we need 1 = det(eπ
√−1λjInj ), or equivalently (22). When λr = 0 we get condition (22)
for j = 1, . . . , r − 1.
We conclude that for nonorientable surfaces,
µ =
√−1diag
(2k1
n1
Jn1 , . . . ,
2kr
nr
Jnr , 0I1
)
, where k1, . . . , kr ∈ Z, k1
n1
> · · · > kr
nr
≥ 0.
Recall that for orientable surfaces we have
µ =
√−1diag
(k1
n1
Jn1 , . . . ,
kr
nr
Jnr , 0I1
)
, where k1, . . . , kr ∈ Z, k1
n1
> · · · > kr
nr
≥ 0.
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For each µ, define ǫµ-reduced representation varieties
V ℓ,1YM(SO(2n+ 1))µ = {(a1, b1, . . . , aℓ, bℓ, c′) ∈ (SO(2n + 1)Xµ)2ℓ+1 |
ℓ∏
i=1
[ai, bi] = exp(Xµ/2)ǫµc
′ǫµc′},
V ℓ,2YM(SO(2n+ 1))µ = {(a1, b1, . . . , aℓ, bℓ, d, c′) ∈ (SO(2n+ 1)Xµ)2ℓ+2 |
ℓ∏
i=1
[ai, bi] = exp(Xµ/2)ǫµc
′d(ǫµc′)−1d}.
For i = 1, . . . , ℓ, write
ai = diag(A
i
1, . . . , A
i
r, I1), bi = diag(B
i
1, . . . , B
i
r, I1),
c′ = diag(C1, . . . , Cr, I1), d = diag(D1, . . . ,Dr, I1),
when kr > 0, and write
ai = diag(A
i
1, . . . , A
i
r), bi = diag(B
i
1, . . . , B
i
r),
c′ = diag(C1, . . . , Cr), d = diag(D1, . . . ,Dr),
when kr = 0, where A
i
j , B
i
j, Dj , Cj ∈ Φ(U(nj)) for j = 1, . . . , r − 1, and
Air, B
i
r, Dr, Cr ∈
{
Φ(U(nr)) when kr > 0,
SO(2nr + 1) when kr = 0.
i = 1. Let Tn,k be defined as in (19), and let ǫj = diag(Hnj). For j = 1, . . . , r − 1, define
(23)
Vj =
{
(A1j , B
1
j , . . . , A
ℓ
j , B
ℓ
j , Cj) ∈ Φ(U(nj))2ℓ+1 |
ℓ∏
i=1
[Aij , B
i
j ] = Tnj ,kjǫjCjǫjCj
}
Φ∼=
{
(A1j , B
1
j , . . . , A
ℓ
j , B
ℓ
j , Cj) ∈ U(nj)2ℓ+1 |
ℓ∏
i=1
[Aij , B
i
j] = e
2π
√−1kj/nj C¯jCj
}
∼= V˜ ℓ,1nj ,−kj
where V˜ ℓ,1nj ,−kj is the twisted representation variety defined in (9) of Section 4.6. V˜
ℓ,1
nj ,−kj is
nonempty if ℓ ≥ 1. We have shown that V˜ ℓ,1nj ,−kj is connected if ℓ ≥ 2 (Proposition 4.13).
When kr > 0, define Vr by (23). When kr = 0, define
(24) Vr =
{
(A1r , B
1
r , . . . , A
ℓ
r, B
ℓ
r, Cr) ∈ SO(2nr + 1)2ℓ+1 |
ℓ∏
i=1
[Air, B
i
r] = (ǫCr)
2
}
,
where ǫ = diag((−1)n−nrI1, I2nr ),det(ǫ) = (−1)n−nr . Let C ′r = ǫCr. We see that
Vr ∼=
{
(A1r , B
1
r , . . . , A
ℓ
r, B
ℓ
r, C
′
r) ∈ SO(2nr + 1)2ℓ ×O(2nr + 1) |
ℓ∏
i=1
[Air, B
i
r] = (C
′
r)
2,det(C ′r) = (−1)n−nr
}
∼= V ℓ,1O(2nr+1),(−1)n−nr
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where V ℓ,1O(n),±1 is the twisted representation variety defined in (13) of Section 4.7. V
ℓ,1
O(n),±1 is
nonempty if ℓ ≥ 2. We have shown that V ℓ,1O(n),±1 is disconnected with two components V ℓ,1,+1O(n),±1
and V ℓ,1,−1O(n),±1 if ℓ ≥ 2 and n > 2 (Proposition 4.14).
We have
V ℓ,1YM(SO(2n + 1))µ =
r∏
j=1
Vj.
We define a U(nj)-action on Vj = V˜
ℓ,1
nj ,−kj by (11) of Section 4.6; when kr = 0, we define
an SO(2nr + 1)-action on Vr = V
ℓ,1
O(2nr+1),(−1)n−nr by (15) of Section 4.7 Then we have a
homeomorphism
V ℓ,1YM(SO(2n + 1))µ/SO(2n + 1)Xµ
∼=

r∏
j=1
(Vj/U(nj)), kr > 0,
r−1∏
j=1
(Vj/U(nj))× Vr/SO(2nr + 1), kr = 0,
and a homotopy equivalence
V ℓ,1YM(SO(2n + 1))µ
hSO(2n+1)Xµ ∼
{∏r
j=1 Vj
hU(nj), kr > 0,∏r−1
j=1 Vj
hU(nj) × VrhSO(2nr+1). kr = 0,
i = 2. Let ǫj = diag(Hnj ). Define
(25)
Vj =
{
(A1j , B
1
j , . . . , A
ℓ
j , B
ℓ
j ,Dj , Cj) ∈ Φ(U(nj))2ℓ+2 |
ℓ∏
i=1
[Aij , B
i
j] = Tnj ,kjǫjCjDj(ǫjCj)
−1Dj
}
=
{
(A1j , B
1
j , . . . , A
ℓ
j , B
ℓ
j ,Dj , Cj) ∈ Φ(U(nj))2ℓ+2 |
ℓ∏
i=1
[Aij , B
i
j] = Tnj ,kjǫjCjǫ
−1
j ǫjDjǫ
−1ǫjC−1j ǫ
−1
j Dj
}
Φ∼=
{
(A1j , B
1
j , . . . , A
ℓ
j , B
ℓ
j ,Dj , Cj) ∈ U(nj)2ℓ+2 |
ℓ∏
i=1
[Aij , B
i
j] = e
2π
√−1kj/nj C¯jD¯jC¯−1j Dj
} ∼= V˜ ℓ,2nj ,−kj
where V˜ ℓ,2nj ,−kj is the twisted representation variety defined in (10) of Section 4.6. V˜
ℓ,2
nj ,−kj is
nonempty if ℓ ≥ 1. We have shown that V˜ ℓ,2nj ,−kj is connected if ℓ ≥ 4 (Proposition 4.13).
When kr > 0, define Vr by (25). When kr = 0, define
(26)
Vr =
{
(A1r , B
1
r , . . . , A
ℓ
r, B
ℓ
r,Dr, Cr) ∈ SO(2nr + 1)2ℓ+2 |
ℓ∏
i=1
[Air, B
i
r] = ǫCrDr(ǫCr)
−1Dr
}
,
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where ǫ = diag((−1)n−nrI1, I2nr ),det(ǫ) = (−1)n−nr . Let C ′r = ǫCr. We see that
Vr ∼=
{
(A1r , B
1
r , . . . , A
ℓ
r, B
ℓ
r,Dr, C
′
r) ∈ SO(2nr + 1)2ℓ+1 ×O(2nr + 1) |
ℓ∏
i=1
[Air, B
i
r] = C
′
rDrC
′−1
r Dr,det(C
′
r) = (−1)n−nr
}
∼= V ℓ,2O(2nr+1),(−1)n−nr
where V ℓ,2O(n),±1 is the twisted representation variety defined in (14) of Section 4.7. V
ℓ,2
O(n),±1 is
nonempty if ℓ ≥ 4. We have shown that V ℓ,2O(n),±1 is disconnected with two components V ℓ,2,+1O(n),±1
and V ℓ,2,−1O(n),±1 if ℓ ≥ 4 and n > 2 (Proposition 4.14).
We have
V ℓ,2YM(SO(2n + 1))µ =
r∏
j=1
Vj.
We define a U(nj)-action on Vj = V˜
ℓ,2
nj ,−kj by (12) of Section 4.6; when kr = 0, we define
an SO(2nr + 1)-action on Vr = V
ℓ,2
O(2nr+1),(−1)n−nr by (16) of Section 4.7. Then we have a
homeomorphism
V ℓ,2YM(SO(2n + 1))µ/SO(2n + 1)Xµ
∼=

r∏
j=1
(Vj/U(nj)), kr > 0,
r−1∏
j=1
(Vj/U(nj))× Vr/SO(2nr + 1), kr = 0,
and a homotopy equivalence
V ℓ,2YM(SO(2n + 1))µ
hSO(2n+1)Xµ ∼
{∏r
j=1 Vj
hU(nj), kr > 0,∏r−1
j=1 Vj
hU(nj) × VrhSO(2nr+1), kr = 0,
We have seen that for i = 1, 2, V ℓ,iYM(SO(2n + 1))µ is connected when kr > 0. In this case,
to determine the topological type of the underlying SO(2n+1)-bundle P over Σℓi , we can just
look at a special point in V ℓ,iYM(SO(2n + 1))µ where c
′, d are the identity element I2n+1. Then
ℓ∏
i=1
[ai, bi] = exp(Xµ/2),
so a1, b1, . . . , aℓ, bℓ can be viewed as the holonomies of a Yang-Mills connection on an SO(2n+
1)-bundle Q0 → Σℓ0. Also, c = ǫ = diag(Hn, (−1)nI1) can be viewed as the holonomy of a flat
connection on an SO(2n+1)-bundle Q1 over Σ
0
1 = RP
2, and c = ǫ, d = I2n+1 can be viewed as
the holonomies of a flat connection on an SO(2n+1)-bundle Q2 over Σ
0
2 (a Klein bottle). Let
Σ′ be obtained by gluing Σℓ0 and Σ
0
i at a point, and let P
′ → Σ′ be the (topological) principal
SO(2n + 1)-bundle over Σ′ such that P ′|Σℓ0 = Q0 and P
′|Σ0i = Qi. Then P = p∗P ′ where
p : Σℓi → Σ′ = Σℓ0 ∪ Σ0i is the collapsing map. Then w2(P ′) = (w2(Q0), w2(Qi)) under the
isomorphism
H2(Σ′;Z/2Z) ∼= H2(Σℓ0;Z/2Z) ⊕H2(Σ0i ;Z/2Z),
and w2(P ) = p
∗w2(P ′) = w2(Q0) + w2(Qi), if we identify H2(Σℓi ;Z/2Z), H
2(Σℓ0;Z/2Z), and
H2(Σ0i ;Z/2Z) with Z/2Z. So it remains to compute w2(Q0), w2(Q1), and w2(Q2). We have
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Q0 ∼= Pn,−(k1+···+kr) ×U(n) SO(2n + 1), so w2(Q0) = k1 + · · · + kr (mod 2). To compute
w2(Q1) and w2(Q2), we lift c = ǫ to c˜ ∈ Spin(2n + 1) and lift d = I2n+1 to d˜ ∈ Spin(2n + 1).
Since 2π1(SO(2n + 1)) is the trivial group, we may choose any lifting for c and d. We choose
d˜ = 1 ∈ Spin(2n+ 1) and
c˜ =
{
e2e4 · · · e2n, n even,
e2e4 · · · e2ne2n+1, n odd.
Then c˜2 = (−1)n(n+1)/2 and c˜d˜c˜−1d˜ = 1. We conclude that
w2(Q1) =
n(n+ 1)
2
(mod 2), w2(Q2) = 0 (mod 2),
so
w2(P ) = k1 + · · ·+ kr + in(n+ 1)
2
(mod 2).
When kr = 0, we have seen that V
ℓ,i
YM(SO(2n + 1))µ is disconnected with two components.
To determine the corresponding underlying topological types, we consider two special cases.
Case 1. We consider special points
(a1, b1, . . . , aℓ, bℓ, c) ∈ V ℓ,1YM(SO(2n + 1))µ, (a1, b1, . . . , aℓ, bℓ, d, c) ∈ V ℓ,2YM(SO(2n + 1))µ,
where
ai = diag(A
i
1, . . . , A
i
r−1, I2nr+1), bi = diag(B
i
1, . . . , B
i
r−1, I2nr+1),
c = ǫµ = diag(Hn−nr , (−1)n−nrI1, I2nr ), d = I2n+1.
Let ǫ1 = diag((−1)n−nrI1, I2nr). Then
(Aij , B
i
j , . . . , A
i
j , B
i
j) ∈ Xℓ,0YM(U(nj))− kj
nj
,...,− kj
nj
, j = 1, . . . , r − 1,
(I2nr+1, . . . , I2nr+1, ǫ1) ∈ V ℓ,1,(−1)
n−nr
O(2nr+1),(−1)n−nr ,
(I2nr+1, . . . , I2nr+1, I2nr+1, ǫ1) ∈ V ℓ,2,1O(2nr+1),(−1)n−nr .
We have P = P1×P2, where P1 is an SO(2(n−nr)+ 1)-bundle, and P2 is an SO(2nr)-bundle
with trivial holonomies I2nr . We have
w2(P ) = w2(P1) = k1 + · · ·+ kr−1 + i(n− nr)(n− nr + 1)
2
.
Case 2. We consider special points
(a1, b1, . . . , aℓ, bℓ, c) ∈ V ℓ,1YM(SO(2n + 1))µ, (a1, b1, . . . , aℓ, bℓ, d, c) ∈ V ℓ,2YM(SO(2n + 1))µ,
where
ai = diag(A
i
1, . . . , A
i
r−1, I2nr+1), bi = diag(B
i
1, . . . , B
i
r−1, I2nr+1),
c = diag(Hn−nr , (−1)(n−nr)I1,−I2, I2nr−2), d = diag(I2(n−nr)+1,−I2, I2nr−2).
Let ǫ1 = diag((−1)n−nrI1,−I2, I2nr−2), ǫ2 = diag(I1,−I2, I2nr−2). Then
(Aij , B
i
j , . . . , A
i
j , B
i
j) ∈ Xℓ,0YM(U(nj))− kj
nj
,...,− kj
nj
, j = 1, . . . , r − 1,
(I2nr+1, . . . , I2nr+1, ǫ1) ∈ V ℓ,1,−(−1)
n−nr
O(2nr+1),(−1)n−nr ,
(I2nr+1, . . . , I2nr+1, ǫ2, ǫ1) ∈ V ℓ,2,−1O(2nr+1),(−1)n−nr .
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We have P = P1×P2, where P1 is an SO(2(n−nr)+ 1)-bundle, and P2 is an SO(2nr)-bundle
with holonomies ai = bi = I2nr , c = d = ǫ = diag(−I2, I2nr−2). Similarly, we can choose the
lifting of d and c as d˜ = c˜ = e1e2. Then c˜
2 = c˜d˜c˜−1d˜ = −1. We have
w2(P1) = k1 + · · ·+ kr−1 + i(n− nr)(n − nr + 1)
2
(mod 2), w2(P2) = 1 (mod 2),
so
w2(P ) = w2(P1) + w2(P2) = k1 + · · · + kr−1 + i(n− nr)(n− nr + 1)
2
+ 1 (mod 2).
To summarize, when kr = 0 we have
V ℓ,iYM(SO(2n+ 1))
±
µ =
r−1∏
j=1
Vj × V ℓ,i,±(−1)
k1+···+kr−1+i
(n−nr)(n−nr−1)
2
O(2nr+1),(−1)n−nr ,
where V ℓ,iYM(SO(2n + 1))
±
µ is the ǫµ-reduced version of X
ℓ,i
YM(SO(2n + 1))
±1
µ .
To simplify the notation, we write
µ = (µ1, . . . , µn) =
(2k1
n1
, . . . ,
2k1
n1︸ ︷︷ ︸
n1
, . . . ,
2kr
nr
, . . . ,
2kr
nr︸ ︷︷ ︸
nr
)
instead of √−1diag
(2k1
n1
Jn1 , . . . ,
2kr
nr
Jnr , 0I1
)
.
Let
IˆSO(2n+1) =
{
µ =
(2k1
n1
, . . . ,
2k1
n1︸ ︷︷ ︸
n1
, . . . ,
2kr
nr
, . . . ,
2kr
nr︸ ︷︷ ︸
nr
)∣∣ nj ∈ Z>0,
n1 + · · ·+ nr = n, kj ∈ Z, k1
n1
> · · · > kr
nr
≥ 0
}
,
Iˆ±1SO(2n+1) = {µ ∈ IˆSO(2n+1) | µn > 0, (−1)k1+···+kr+
in(n+1)
2 = ±1},
Iˆ0SO(2n+1) = {µ ∈ IˆSO(2n+1) | µn = 0}.
For i = 1, 2, define twisted moduli spaces
M˜ℓ,in,k = V˜ ℓ,in,k/U(n), Mℓ,i,±1O(n),±1 = V ℓ,i,±1O(n),±1/SO(n).
Proposition 5.9. Suppose that ℓ ≥ 2i, where i = 1, 2. Let
(27) µ =
(2k1
n1
, . . . ,
2k1
n1︸ ︷︷ ︸
n1
, . . . ,
2kr
nr
, . . . ,
2kr
nr︸ ︷︷ ︸
nr
)
∈ IˆSO(2n+1).
(i) If µ ∈ Iˆ±1SO(2n+1), then Xℓ,iYM(SO(2n + 1))µ = Xℓ,iYM(SO(2n + 1))±1µ is nonempty and
connected (coming from either the trivial bundle or the nontrivial bundle). We have a
homeomorphism
Xℓ,iYM(SO(2n + 1))µ/SO(2n + 1)
∼=
r∏
j=1
M˜ℓ,inj ,−kj
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and a homotopy equivalence
Xℓ,iYM(SO(2n + 1))µ
hSO(2n+1) ∼
r∏
j=1
(
V˜ ℓ,inj ,−kj
)hU(nj).
(ii) If µ ∈ Iˆ0SO(2n+1), then Xℓ,iYM(SO(2n+1))µ has two connected components (coming from
both bundles)
Xℓ,iYM(SO(2n+ 1))
+1
µ and X
ℓ,i
YM(SO(2n + 1))
−1
µ .
We have homeomorphisms
Xℓ,iYM(SO(2n + 1))
±1
µ /SO(2n+ 1)
∼=
r−1∏
j=1
M˜ℓ,inj ,−kj ×M
ℓ,i,±(−1)k1+···+kr−1+i
(n−nr)(n−nr−1)
2
O(2nr+1),(−1)n−nr
and homotopy equivalences(
Xℓ,iYM(SO(2n + 1))
±1
µ
)hSO(2n+1)
∼
r−1∏
j=1
(
V˜ ℓ,inj ,−kj
)hU(nj) × (V ℓ,i,±(−1)k1+···+kr−1+i (n−nr)(n−nr−1)2
O(2nr+1),(−1)n−nr
)hSO(2nr+1)
.
Proposition 5.10. Suppose that ℓ ≥ 2i, where i = 0, 1. The connected components of
Xℓ,iYM(SO(2n+ 1))
±1 are
{Xℓ,iYM(SO(2n+ 1))µ | µ ∈ Iˆ±1SO(2n+1)} ∪ {Xℓ,iYM(SO(2n + 1))±1µ | µ ∈ Iˆ0SO(2n+1)}.
Notice that, the set {µ = √−1diag(µ1J, . . . , µnJ, 0I1) | (µ1, . . . , µn) ∈ IˆSO(2n+1)} is a proper
subset of {µ ∈ (ΞI+)τ |I ⊆ ∆, τ(I) = I} as mentioned in Section 4.5.
The following is an immediate consequence of Proposition 5.9.
Theorem 5.11. Suppose that ℓ ≥ 2i, where i = 1, 2, and let µ be as in (27).
(i) If µ ∈ Iˆ±1SO(2n+1), then
P
SO(2n+1)
t
(
Xℓ,0YM(SO(2n + 1))µ
)
=
r∏
j=1
P
U(nj)
t (V˜
ℓ,i
nj ,−kj).
(ii) If µ ∈ Iˆ0SO(2n+1), then
P
SO(2n+1)
t
(
Xℓ,iYM(SO(2n + 1))
±1
µ
)
=
r−1∏
j=1
P
U(nj)
t (V˜
ℓ,i
nj ,−kj) · P
SO(2nr+1)
t
(
V
ℓ,i,±(−1)k1+···+kr−1+i
(n−nr)(n−nr−1)
2
O(2nr+1),(−1)n−nr
)
.
6. Yang-Mills SO(2n)-Connections
The maximal torus of SO(2n) consists of block diagonal matrices of the form
diag(A1, . . . , An)
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where A1, . . . , An ∈ SO(2). The Lie algebra of the maximal torus consists of matrices of the
form
2πdiag(t1J, . . . , tnJ)
where
J =
(
0 −1
1 0
)
.
The fundamental Weyl chamber is
C0 = {
√−1diag(t1J, . . . , tnJ) | t1 ≥ t2 ≥ · · · ≥| tn |≥ 0}.
As in Section 5, in this section we continue to assume
n1, . . . , nr ∈ Z>0, n1 + · · ·+ nr = n.
6.1. SO(2n)-connections on orientable surfaces. There are four cases.
Case 1. tn−1 > |tn|, nr = 1.
µ =
√−1diag(λ1Jn1 , . . . , λr−1Jnr−1 , λrJ),
where λ1 > · · · > λr−1 > |λr| ≥ 0. Thus
SO(2n)Xµ
∼= Φ(U(n1))× · · · × Φ(U(nr−1))× Φ(U(nr)).
Suppose that (a1, b1, . . . , aℓ, bℓ,Xµ) ∈ Xℓ,0YM(SO(2n)). Then
exp(Xµ) =
ℓ∏
i=1
[ai, bi]
where a1, b1, . . . , aℓ, bℓ ∈ SO(2n)Xµ . Then we have
exp(Xµ) ∈ (SO(2n)Xµ)ss = Φ(SU(n1))× · · · × Φ(SU(nr−1))× {I2}.
Thus
Xµ = 2πdiag
(k1
n1
Jn1 , . . . ,
kr−1
nr−1
Jnr−1 , krJ
)
,
µ =
√−1diag
(k1
n1
Jn1 , . . . ,
kr−1
nr−1
Jnr−1 , krJ
)
,
where
k1, . . . , kr ∈ Z, k1
n1
> · · · > kr−1
nr−1
> |kr| ≥ 0.
Recall that for each µ, the representation variety is
V ℓ,0YM(SO(2n))µ = {(a1, b1, . . . , aℓ, bℓ) ∈ (SO(2n)Xµ)2ℓ |
ℓ∏
i=1
[ai, bi] = exp(Xµ)}.
For i = 1, . . . , ℓ, write
ai = diag(A
i
1, . . . , A
i
r), bi = diag(B
i
1, . . . , B
i
r),
where Aij , B
i
j ∈ Φ(U(nj)). Define Vj as in (20). Then
(28) V ℓ,0YM(SO(2n))µ =
r∏
j=1
Vj .
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We have a homeomorphism
(29) V ℓ,0YM(SO(2n))µ/SO(2n)Xµ
∼=
r∏
j=1
(Vj/U(nj))
and a homotopy equivalence
(30) V ℓ,0YM(SO(2n))µ
hSO(2n)Xµ ∼
r∏
j=1
Vj
hU(nj).
Case 2. tn−1 = −tn > 0, nr > 1.
µ =
√−1diag(λ1Jn1 , . . . , λr−1Jnr−1 , λrJnr−1,−λrJ),
where λ1 > · · · > λr > 0. Thus
SO(2n)Xµ
∼= Φ(U(n1))× · · · × Φ(U(nr−1))× Φ′(U(nr)),
where Φ′ : U(m) →֒ SO(2m) is the embedding defined as follows. Consider the R-linear map
L′ : R2m → Cm given by 
x1
y1
...
xm−1
ym−1
xm
ym

7→

x1 +
√−1y1
...
xm−1 +
√−1ym−1
xm −
√−1ym
 .
We have (L′)−1 ◦ √−1Im ◦ L′(v) = diag(Jm−1,−J)(v) for v ∈ R2m. If A is a m ×m matrix,
and let Φ′(A) be the (2m)× (2m) matrix given by
(L′)−1 ◦ A ◦ L′(v) = Φ′(A)(v).
Note that A(
√−1Im) = (
√−1Im)A⇒ Φ′(A)diag(Jm−1,−J) = diag(Jm−1,−J)Φ′(A).
Suppose that (a1, b1, . . . , aℓ, bℓ,Xµ) ∈ Xℓ,0YM(SO(2n)). Then
exp(Xµ) =
ℓ∏
i=1
[ai, bi]
where a1, b1, . . . , aℓ, bℓ ∈ SO(2n)Xµ . Then we have
exp(Xµ) ∈ (SO(2n)Xµ)ss = Φ(SU(n1))× · · · × Φ(SU(nr−1))× Φ′(SU(nr)).
Thus
Xµ = 2πdiag
(k1
n1
Jn1 , . . . ,
kr−1
nr−1
Jnr−1 ,
kr
nr
Jnr−1,
−kr
nr
J
)
,
µ =
√−1diag
(k1
n1
Jn1 , . . . ,
kr−1
nr−1
Jnr−1 ,
kr
nr
Jnr−1,
−kr
nr
J
)
,
where
k1, . . . , kr ∈ Z, k1
n1
> · · · > kr
nr
> 0.
Recall that for each µ, the representation variety is
V ℓ,0YM(SO(2n))µ = {(a1, b1, . . . , aℓ, bℓ) ∈ (SO(2n)Xµ)2ℓ |
ℓ∏
i=1
[ai, bi] = exp(Xµ)}.
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For i = 1, . . . , ℓ, write
ai = diag(A
i
1, . . . , A
i
r), bi = diag(B
i
1, . . . , B
i
r),
where Aij , B
i
j ∈ Φ(U(nj)) for j = 1, . . . , r − 1, and Air, Bir ∈ Φ′(U(nr)).
For j = 1, . . . , r − 1, define Vj as in (20). Recall that
Jˆt =
(
cos(2πt) − sin(2πt)
sin(2πt) cos(2πt)
)
.
Define
Vr =
{
(A1r , B
1
r , . . . , A
ℓ
r, B
ℓ
r) ∈ Φ′(U(nr))2ℓ |
ℓ∏
i=1
[Air, B
i
r] = diag(Jˆkr/nr , . . . , Jˆkr/nr , Jˆ−kr/nr)
}
Φ′∼=
{
(A1r , B
1
r , . . . , A
ℓ
r, B
ℓ
r) ∈ U(nr)2ℓ |
ℓ∏
i=1
[Air, B
i
r] = e
2π
√−1kr/nrInr
}
∼= Xℓ,0YM(U(nr))− kr
nr
,...,− kr
nr
.
Then we have (28), (29), and (30).
Case 3. tn−1 = tn > 0, nr > 1.
µ =
√−1diag(λ1Jn1 , . . . , λrJnr),
where λ1 > · · · > λr > 0. Thus
SO(2n)Xµ
∼= Φ(U(n1))× · · · × Φ(U(nr)).
Let Xµ = −2π
√−1µ. Suppose that (a1, b1, . . . , aℓ, bℓ,Xµ) ∈ Xℓ,0YM(SO(2n)). Then
exp(Xµ) =
ℓ∏
i=1
[ai, bi]
where a1, b1, . . . , aℓ, bℓ ∈ SO(2n)Xµ . Then we have
exp(Xµ) ∈ (SO(2n)Xµ)ss = Φ(SU(n1))× · · · ×Φ(SU(nr)).
Thus
Xµ = 2πdiag
(k1
n1
Jn1 , . . . ,
kr
nr
Jnr
)
,
µ =
√−1diag
(k1
n1
Jn1 , . . . ,
kr
nr
Jnr
)
,
where
k1, . . . , kr ∈ Z, k1
n1
> · · · > kr
nr
> 0.
Recall that for each µ, the representation variety is
V ℓ,0YM(SO(2n))µ = {(a1, b1, . . . , aℓ, bℓ) ∈ (SO(2n)Xµ)2ℓ |
ℓ∏
i=1
[ai, bi] = exp(Xµ)}.
For i = 1, . . . , ℓ, write
ai = diag(A
i
1, . . . , A
i
r), bi = diag(B
i
1, . . . , B
i
r),
where Aij , B
i
j ∈ Φ(U(nj)).
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Define Vj as in (20). Then we have (28), (29), and (30).
Case 4. tn−1 = tn = 0, nr > 1.
µ =
√−1diag(λ1Jn1 , . . . , λr−1Jnr−1 , 0Jnr ),
where λ1 > · · · > λr−1 > 0. Thus
SO(2n)Xµ
∼= Φ(U(n1))× · · · × Φ(U(nr−1))× SO(2nr).
Let Xµ = −2π
√−1µ. Suppose that (a1, b1, . . . , aℓ, bℓ,Xµ) ∈ Xℓ,0YM(SO(2n)). Then
exp(Xµ) =
ℓ∏
i=1
[ai, bi]
where a1, b1, . . . , aℓ, bℓ ∈ SO(2n)Xµ . Then we have
exp(Xµ) ∈ (SO(2n)Xµ)ss = Φ(SU(n1))× · · · × Φ(SU(nr−1))× SO(2nr).
Thus
Xµ = 2πdiag
(k1
n1
Jn1 , . . . ,
kr−1
nr−1
Jnr−1 , 0Jnr
)
,
µ =
√−1diag
(k1
n1
Jn1 , . . . ,
kr−1
nr−1
Jnr−1 , 0Jnr
)
,
where
k1, . . . , kr−1 ∈ Z, k1
n1
> · · · > kr−1
nr−1
> 0.
Recall that for each µ, the representation variety is
V ℓ,0YM(SO(2n))µ = {(a1, b1, . . . , aℓ, bℓ) ∈ (SO(2n)Xµ)2ℓ |
ℓ∏
i=1
[ai, bi] = exp(Xµ)}.
For i = 1, . . . , ℓ, write
ai = diag(A
i
1, . . . , A
i
r), bi = diag(B
i
1, . . . , B
i
r),
where Aij , B
i
j ∈ Φ(U(nj)) for j = 1, . . . , r − 1, and Air, Bir ∈ SO(2nr).
For j = 1, . . . , r − 1, define Vj as in (20). Define
Vr =
{
(A1r , B
1
r , . . . , A
ℓ
r, B
ℓ
r) ∈ SO(2nr)2ℓ |
ℓ∏
i=1
[Air, B
i
r] = I2nr
} ∼= Xℓ,0flat(SO(2nr)).
Then V ℓ,0YM(SO(2n))µ =
∏r
j=1 Vj . We have a homeomorphism
V ℓ,0YM(SO(2n))µ/SO(2n)Xµ
∼=
r−1∏
j=1
(Vj/U(nj))× Vr/SO(2nr)
and a homotopy equivalence
V ℓ,0YM(SO(2n))µ
hSO(2n)Xµ ∼
r−1∏
j=1
Vj
hU(nj) × VrhSO(2nr).
We can decide the topological type of the underlying SO(2n) as in Section 5.1. Then Case
1, Case 2, Case 3 and Case 4 give exactly the same Atiyah-Bott points as in Section 3.4.3.
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To simplify the notation, we write
µ = (µ1, . . . , µn) =
(k1
n1
, . . . ,
k1
n1︸ ︷︷ ︸
n1
, . . . ,
kr
nr
, . . . ,
kr
nr︸ ︷︷ ︸
nr
)
instead of √−1diag
(k1
n1
Jn1 , . . . ,
kr
nr
Jnr
)
,
and write
µ = (µ1, . . . , µn) =
(k1
n1
, . . . ,
k1
n1︸ ︷︷ ︸
n1
, . . . ,
kr−1
nr−1
, . . . ,
kr−1
nr−1︸ ︷︷ ︸
nr−1
,
kr
nr
, . . . ,
kr
nr︸ ︷︷ ︸
nr−1
,
−kr
nr
)
instead of √−1diag
(k1
n1
Jn1 , . . . ,
kr−1
nr−1
Jnr−1 ,
kr
nr
Jnr−1,−
kr
nr
J
)
.
Let
I±1SO(2n) =
{
µ =
(k1
n1
, . . . ,
k1
n1︸ ︷︷ ︸
n1
, . . . ,
kr−1
nr−1
, . . . ,
kr−1
nr−1︸ ︷︷ ︸
nr−1
, kr
)∣∣∣ nj ∈ Z>0, kj ∈ Z
n1 + · · ·+ nr−1 + 1 = n, k1
n1
> · · · > kr−1
nr−1
> |kr| ≥ 0, (−1)k1+···+kr = ±1
}
⋃{
µ =
(k1
n1
, . . . ,
k1
n1︸ ︷︷ ︸
n1
, . . . ,
kr−1
nr−1
, . . . ,
kr−1
nr−1︸ ︷︷ ︸
nr−1
,
kr
nr
, . . . ,
kr
nr︸ ︷︷ ︸
nr−1
,± kr
nr
)∣∣∣ nj ∈ Z>0,
kj ∈ Z, nr ∈ Z>1, n1 + · · ·+ nr = n, k1
n1
> · · · > kr
nr
> 0, (−1)k1+···+kr = ±1
}
I0SO(2n) =
{
µ =
(k1
n1
, . . . ,
k1
n1︸ ︷︷ ︸
n1
, . . . ,
kr−1
nr−1
, . . . ,
kr−1
nr−1︸ ︷︷ ︸
nr−1
, 0, . . . , 0︸ ︷︷ ︸
nr
)∣∣∣ nj ∈ Z>0,
nr ∈ Z>1, n1 + · · ·+ nr = n, kj ∈ Z, k1
n1
> · · · > kr−1
nr−1
> 0
}
.
From the above discussion, we conclude that
Proposition 6.1. Suppose that ℓ ≥ 1.
(i) If µ =
(k1
n1
, . . . ,
k1
n1︸ ︷︷ ︸
n1
, . . . ,
kr−1
nr−1
, . . . ,
kr−1
nr−1︸ ︷︷ ︸
nr−1
, kr
)
∈ I±1SO(2n), or
µ =
(k1
n1
, . . . ,
k1
n1︸ ︷︷ ︸
n1
, . . . ,
kr−1
nr−1
, . . . ,
kr−1
nr−1︸ ︷︷ ︸
nr−1
,
kr
nr
, . . . ,
kr
nr︸ ︷︷ ︸
nr−1
,± kr
nr
)
∈ I±1SO(2n),
then Xℓ,0YM(SO(2n))µ = X
ℓ,0
YM(SO(2n + 1))
±1
µ is nonempty and connected. We have a
homeomorphism
Xℓ,0YM(SO(2n))µ/SO(2n)
∼=
r∏
j=1
M(Σℓ0, Pnj ,−kj)
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and a homotopy equivalence
Xℓ,0YM(SO(2n))µ
hSO(2n) ∼
r∏
j=1
(
Xℓ.0YM(U(nj))− kj
nj
,...,− kj
nj
)hU(nj)
.
(ii) If µ =
(k1
n1
, . . . ,
k1
n1︸ ︷︷ ︸
n1
, . . . ,
kr−1
nr−1
, . . . ,
kr−1
nr−1︸ ︷︷ ︸
nr−1
, 0, . . . , 0︸ ︷︷ ︸
nr
)
∈ I0SO(2n),
then Xℓ,0YM(SO(2n))µ has two connected components (from both bundles over Σ
ℓ
0)
Xℓ,0YM(SO(2n))
+1
µ and X
ℓ,0
YM(SO(2n))
−1
µ .
We have a homeomorphism
Xℓ,0YM(SO(2n))
±1
µ /SO(2n)
∼=
r−1∏
j=1
M(Σℓ0, Pnj ,−kj)×M
(
Σℓ0, P
±(−1)k1+···+kr−1
SO(2nr)
)
and a homotopy equivalence
Xℓ,0YM(SO(2n))
±1
µ
hSO(2n) ∼
r−1∏
j=1
(
Xℓ,0YM(U(nj))− kj
nj
,...,− kj
nj
)hU(nj) ×
(
Xflat(SO(2nr))
±(−1)k1+···+kr−1
)hSO(2nr)
.
Proposition 6.2. Suppose that ℓ ≥ 1. The connected components of the representation variety
Xℓ,0YM(SO(2n))
±1 are
{Xℓ,0YM(SO(2n))µ | µ ∈ I±1SO(2n)} ∪ {Xℓ,0YM(SO(2n))±1µ | µ ∈ I0SO(2n)}.
The following is an immediate consequence of Proposition 6.1.
Theorem 6.3. Suppose that ℓ ≥ 1.
(i) If µ =
(k1
n1
, . . . ,
k1
n1︸ ︷︷ ︸
n1
, . . . ,
kr−1
nr−1
, . . . ,
kr−1
nr−1︸ ︷︷ ︸
nr−1
, kr
)
∈ I±1SO(2n), or
µ =
(k1
n1
, . . . ,
k1
n1︸ ︷︷ ︸
n1
, . . . ,
kr−1
nr−1
, . . . ,
kr−1
nr−1︸ ︷︷ ︸
nr−1
,
kr
nr
, . . . ,
kr
nr︸ ︷︷ ︸
nr−1
,± kr
nr
)
∈ I±1SO(2n), then
P
SO(2n)
t
(
Xℓ,0YM(SO(2n))µ
)
=
r∏
j=1
P
U(nj)
t
(
Xℓ,0YM(U(ni))− kj
nj
,...,− kj
nj
)
.
(ii) If µ =
(k1
n1
, . . . ,
k1
n1︸ ︷︷ ︸
n1
, . . . ,
kr−1
nr−1
, . . . ,
kr−1
nr−1︸ ︷︷ ︸
nr−1
, 0, . . . , 0︸ ︷︷ ︸
nr
)
∈ I0SO(2n), then
P
SO(2n)
t
(
Xℓ,0YM(SO(2n))
±1
µ
)
=
r−1∏
j=1
P
U(nj)
t
(
Xℓ,0YM(U(nj))− kj
nj
,...,− kj
nj
)
· PSO(2nr)t
(
Xℓ,0flat(SO(2nr))
±(−1)k1+···+kr−1
)
.
YANG-MILLS CONNECTIONS ON ORIENTABLE AND NONORIENTABLE SURFACES 51
6.2. Equivariant Poincare´ series. Recall from Section 3.4.3:
∆ = {αi = θi − θi+1 | i = 1, . . . , n− 1} ∪ {αn = θn−1 + θn}
∆∨ = {α∨i = ei − ei+1 | i = 1, . . . , n− 1} ∪ {α∨n = en−1 + en}
π1(H) =
n⊕
i=1
Zei, Λ =
n−1⊕
i=1
Z(ei − ei+1)⊕ Z(en−1 + en),
π1(SO(2n)) = 〈en〉 ∼= Z/2Z
We now apply Theorem 4.4 to the case GR = SO(2n).
̟αi = θ1 + · · ·+ θi, i = 1, . . . , n− 2
̟αn−1 =
1
2
(θ1 + · · ·+ θn−1 − θn), ̟αn =
1
2
(θ1 + · · ·+ θn−1 + θn)
̟αi(ken) =
 0 i ≤ n− 2−k/2 i = n− 1
k/2 i = n
We have the following four cases:
Case 1. αn−1, αn ∈ I: nr = 1
I = {αn1 , αn1+n2 , . . . , αn1+···+nr−2 , αn−1, αn}
LI = GL(n1,C)× · · · ×GL(nr−1,C)×GL(1,C), n1 + · · ·+ nr−1 + 1 = n
dimC zLI − dimC zSO(2n,C) = r, dimC U I =
∑
1≤i<j≤r
ninj +
n(n− 1)
2
ρI =
1
2
r∑
i=1
(
n− 2
i∑
j=1
nj + ni
)( ni∑
j=1
θn1+···+ni−1+j
)
+
n− 1
2
(θ1 + · · ·+ θn)
〈ρI , α∨n1+···+ni〉 =
ni + ni+1
2
, for i = 1, . . . , r − 2,
〈ρI , α∨n−1〉 = 〈ρI , α∨n〉 =
nr−1 + 1
2
Case 2. αn−1 ∈ I, αn /∈ I: nr > 1
I = {αn1 , αn1+n2 , . . . , αn1+···+nr−1, αn−1}
LI = GL(n1,C)× · · · ×GL(nr,C), n1 + · · ·+ nr = n
dimC zLI − dimC zSO(2n,C) = r, dimC U I =
∑
1≤i<j≤r
ninj +
n(n− 1)
2
ρI =
1
2
r∑
i=1
(
n− 2
i∑
j=1
nj + ni
)( ni∑
j=1
θn1+···+ni−1+j
)
+
n− 1
2
(
n∑
j=1
θj)− (nr − 1)θn
〈ρI , α∨n1+···+ni〉 =
ni + ni+1
2
for i = 1, . . . , r − 1, 〈ρI , α∨n−1〉 = nr − 1
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Case 3. αn−1 /∈ I, αn ∈ I: nr > 1
I = {αn1 , αn1+n2 , . . . , αn1+n2+···+nr−1 , αn}
LI = GL(n1,C)× · · · ×GL(nr,C), n1 + · · ·+ nr = n
dimC zLI − dimC zSO(2n,C) = r, dimC U I =
∑
1≤i<j≤r
ninj +
n(n− 1)
2
ρI =
1
2
r∑
i=1
(
n− 2
i∑
j=1
nj + ni
)( ni∑
j=1
θn1+···+ni−1+j
)
+
n− 1
2
(θ1 + · · ·+ θn)
〈ρI , α∨n1+···+ni〉 =
ni + ni+1
2
for i = 1, . . . , r − 1, 〈ρI , α∨n〉 = nr − 1
Case 4. αn−1 /∈ I, αn /∈ I: nr > 1
I = {αn1 , αn1+n2 , . . . , αn1+n2+···+nr−1}
LI = GL(n1,C)× · · · ×GL(nr−1,C)× SO(2nr), n1 + · · ·+ nr = n
dimC zLI − dimC zSO(2n,C) = r − 1,
dimC U
I =
∑
1≤i<j≤r
ninj +
n(n− 1)− nr(nr − 1)
2
ρI =
1
2
r∑
i=1
(
n− 2
i∑
j=1
nj + ni
)( ni∑
j=1
θn1+···+ni−1+j
)
+
n− 1
2
(θ1 + · · ·+ θn1+···+nr−1) +
n− nr
2
(θn1+···+nr−1+1 + · · ·+ θn)
〈ρI , α∨n1+···+ni〉 =
ni + ni+1
2
, for i = 1, . . . , r − 2,
〈ρI , α∨n1+···+nr−1〉 =
nr−1 + 2nr − 1
2
We have the following closed formula for the SO(2n)-equivariant Poincare´ series of the
representation variety of flat SO(2n)-connections over Σℓ0:
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Theorem 6.4. n ≥ 2
P
SO(2n)
t (X
ℓ,0
flat(SO(2n))
(−1)k ) =
n∑
r=2
∑
n1, . . . , nr ∈ Z>0P
nj = n, nr = 1
(−1)r
r∏
i=1
∏ni
j=1(1 + t
2j−1)2ℓ
(1− t2ni)∏ni−1j=1 (1− t2j)2
· t
(ℓ−1)(2Pi<j ninj+n(n−1))[∏r−1
i=1 (1− t2(ni+ni+1))
]
(1− t2(nr−1+1))
t2
Pr−2
i=1 (ni+ni+1)+4(nr−1+1)〈k/2〉
+
n−1∑
r=1
∑
n1, . . . , nr ∈ Z>0P
nj = n, nr > 1
(
2(−1)r
r∏
i=1
∏ni
j=1(1 + t
2j−1)2ℓ
(1− t2ni)∏ni−1j=1 (1− t2j)2
· t
(ℓ−1)(2Pi<j ninj+n(n−1))[∏r−1
i=1 (1− t2(ni+ni+1))
]
(1− t4(nr−1))
· t2
Pr−1
i=1 (ni+ni+1)+4(nr−1)〈k/2〉
+(−1)r−1
r−1∏
i=1
∏ni
j=1(1 + t
2j−1)2ℓ
(1− t2ni)∏ni−1j=1 (1− t2j)2 ·
(1 + t2nr−1)2ℓ
∏nr−1
j=1 (1 + t
4j−1)2ℓ
(1− t2nr−2)(1 − t2nr)∏2nr−2j=1 (1− t2j)
· t
(ℓ−1)(2Pi<j ninj+n(n−1)−nr(nr−1))[∏r−2
i=1 (1− t2(ni+ni+1))
]
(1− ǫ(r)t2(nr−1+2nr−1))
t2
Pr−2
i=1 (ni+ni+1)+2ǫ(r)(nr−1+2nr−1)

where
ǫ(r) =
{
0 r = 1
1 r > 1
Remark 6.5. For n ≥ 2, we have
P
SO(2n)
t (X
ℓ,0
flat(SO(2n))
+1) = P
Spin(2n)
t (X
ℓ,0
flat(Spin(2n))),
so Theorem 6.4 also gives a formula for Xℓ,0flat(Spin(2n)).
Example 6.6.
P
SO(4)
t (X
ℓ,0
flat(SO(4))
+1) = P
Spin(4)
t (X
ℓ,0
flat(Spin(4)))
=
(1 + t)4ℓt4ℓ+4
(1− t2)2(1− t4)2 − 2
(1 + t)2ℓ(1 + t3)2ℓt2ℓ+2
(1− t2)2(1− t4)2 +
(1 + t3)4ℓ
(1− t2)2(1− t4)2
=
1
(1− t2)2(1− t4)2
(
(1 + t3)4ℓ − 2t2ℓ+2(1 + t)2ℓ(1 + t3)2ℓ + t4ℓ+4(1 + t)4ℓ
)
P
SO(4)
t (X
ℓ,0
flat(SO(4))
−1)
=
(1 + t)4ℓt4ℓ+2
(1− t2)2(1− t4)2 − 2
(1 + t)2ℓ(1 + t3)2ℓt2ℓ
(1− t2)2(1− t4)2 +
(1 + t3)4ℓ
(1− t2)2(1− t4)2
=
(1 + t)2ℓ
(1− t2)2(1− t4)2
(
(1 + t3)4ℓ − 2t2ℓ(1 + t)2ℓ(1 + t3)2ℓ + t4ℓ(1 + t)4ℓ
)
Note that Spin(4) = SU(2)× SU(2), so
P
Spin(4)
t (X
ℓ,0
flat(Spin(4))) =
(
P
SU(2)
t (X
ℓ,0
flat(SU(2)))
)2
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as expected, where P
SU(2)
t (X
ℓ,0
flat(SU(2))) is calculated in Example 4.7.
Example 6.7.
P
SO(6)
t (X
ℓ,0
flat(SO(6))
+1) = P
Spin(6)
t (X
ℓ,0
flat(Spin(6)))
=
(1 + t)4ℓ(1 + t3)2ℓt10ℓ+2
(1− t2)3(1− t4)(1− t6)2 −
(1 + t)6ℓt12ℓ
(1− t2)3(1− t4)3
−2 (1 + t)
2ℓ(1 + t3)2ℓ(1 + t5)2ℓt6ℓ+2
(1 − t2)2(1− t4)2(1− t6)(1− t8) + 2
(1 + t)4ℓ(1 + t3)2ℓt10ℓ
(1− t2)3(1− t4)2(1− t6)
+
(1 + t3)2ℓ(1 + t5)2ℓ(1 + t7)2ℓ
(1− t2)(1 − t4)2(1− t6)2(1− t8) −
(1 + t)2ℓ(1 + t3)4ℓt8ℓ
(1− t2)3(1− t4)2(1− t8)
P
SO(6)
t (X
ℓ,0
flat(SO(6))
−1)
=
(1 + t)4ℓ(1 + t3)2ℓt10ℓ−4
(1− t2)3(1− t4)(1− t6)2 −
(1 + t)6ℓt12ℓ−4
(1− t2)3(1− t4)3
−2 (1 + t)
2ℓ(1 + t3)2ℓ(1 + t5)2ℓt6ℓ−2
(1 − t2)2(1− t4)2(1− t6)(1− t8) + 2
(1 + t)4ℓ(1 + t3)2ℓt10ℓ−2
(1− t2)3(1− t4)2(1− t6)
+
(1 + t3)2ℓ(1 + t5)2ℓ(1 + t7)2ℓ
(1− t2)(1 − t4)2(1− t6)2(1− t8) −
(1 + t)2ℓ(1 + t3)4ℓt8ℓ
(1− t2)3(1− t4)2(1− t8)
Note that Spin(6) = SU(4), so
P
Spin(6)
t (X
ℓ,0
flat(Spin(6))) = P
SU(4)
t (X
ℓ,0
flat(SU(4)))
as expected, where P
SU(4)
t (X
ℓ,0
flat(SU(4))) is calculated in Example 4.8.
6.3. SO(4m+ 2)-connections on nonorientable surfaces. In this subsection, we consider
SO(2n) where n = 2m+ 1 is odd, so that
C
τ
0 = {
√−1diag(t1J, . . . , t2mJ, 0J) | t1 ≥ · · · ≥ t2m ≥ 0}.
Any µ ∈ Cτ0 is of the form
µ =
√−1diag(λ1Jn1 , . . . , λr−1Jnr−1 , 0Jnr ),
where λ1 > · · · > λr−1 > 0 and nr > 0. We have
SO(2n)Xµ
∼= Φ(U(n1))× · · · × Φ(U(nr−1))× SO(2nr),
where Xµ = −2π
√−1µ.
Given µ ∈ Cτ0 , let
ǫµ = diag(Hn−nr , (−1)(n−nr)I1, I2nr−1).
Then Ad(ǫµ)Xµ = −Xµ. Note that nr ≥ 1.
Suppose that
(a1, b1, . . . , aℓ, bℓ, ǫµc
′,Xµ/2) ∈ Xℓ,1YM(SO(2n)).
Then
exp(Xµ/2)ǫµc
′ǫµc′ =
ℓ∏
i=1
[ai, bi]
where ai, bi, c
′ ∈ Φ(U(n1))× · · · × Φ(U(nr−1))× SO(2nr).
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Let L : R2(n−nr) → Cn−nr be defined as in Section 5.1, and let
X ′µ = L ◦
(
2πdiag(λ1Jn1 , . . . , λr−1Jnr−1)
) ◦ L−1
= 2π
√−1diag(λ1In1 , · · · , λr−1Inr−1) ∈ u(n1)× · · · × u(nr−1).
Then the condition on X ′µ is
exp(X ′µ/2)c¯′c
′ =
ℓ∏
i=1
[ai, bi] ∈ SU(n1)× · · · × SU(nr−1)
where ai, bi, c
′ ∈ U(n1)× · · · × U(nr−1), and c¯′ is the complex conjugate of c′. In order that
this is nonempty, we need 1 = det(eπ
√−1λjInj), i.e.,
(31) λj =
2kj
nj
, kj ∈ Z, j = 1, . . . , r − 1.
Similarly, suppose that (a1, b1, . . . , aℓ, bℓ, d, ǫµc
′,Xµ/2) ∈ Xℓ,2YM(SO(2n). Then
exp(Xµ/2)(ǫµc
′)d(ǫµc′)−1d =
ℓ∏
i=1
[ai, bi]
where ai, bi, d, c
′ ∈ Φ(U(n1))× · · · ×Φ(U(nr−1))× SO(2nr). The condition on X ′µ is
exp(X ′µ/2)c¯′d¯c¯′
−1
d ∈ SU(n1)× · · · × SU(nr−1).
Again, we need
λj =
2kj
nj
, kj ∈ Z, j = 1, . . . , r − 1.
We conclude that for nonorientable surfaces,
µ =
√−1diag
(2k1
n1
Jn1 , . . . ,
2kr−1
nr−1
Jnr−1 , 0Jnr
)
,where kj ∈ Z, ki
ni
>
ki+1
ni+1
> 0, nr > 0.
For each µ, the ǫµ-reduced representation varieties are
V ℓ,1YM(SO(2n))µ = {(a1, b1, . . . , aℓ, bℓ, c′) ∈ SO(2n)2ℓ+1Xµ |
ℓ∏
i=1
[ai, bi] = exp(
Xµ
2
)ǫµc
′ǫµc′},
V ℓ,2YM(SO(2n))µ = {(a1, b1, . . . , aℓ, bℓ, d, c′) ∈ SO(2n)2ℓ+2Xµ |
ℓ∏
i=1
[ai, bi] = exp(
Xµ
2
)ǫµc
′d(ǫµc′)−1d}.
For i = 1, · · · , ℓ, write
ai = diag(A
i
1, . . . , A
i
r), bi = diag(B
i
1, . . . , B
i
r),
c′ = diag(C1, . . . , Cr), d = diag(D1, . . . ,Dr),
where Aij , B
i
j, Cj , Dj ∈ Φ(U(nj)) for j = 1, . . . , r − 1, and Air, Bir, Cr, Dr ∈ SO(2nr).
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i = 1. Define Vj as in (23), and define
(32) Vr =
{
(A1r , B
1
r , . . . , A
ℓ
r, B
ℓ
r, Cr) ∈ SO(2nr)2ℓ+1 |
ℓ∏
i=1
[Air, B
i
r] = (ǫCr)
2
}
,
where ǫ = diag((−1)n−nr , I2nr−1), det(ǫ) = (−1)n−nr . Let C ′r = ǫCr. We see that
Vr ∼=
{
(A1r , B
1
r , . . . , A
ℓ
r, B
ℓ
r, C
′
r) ∈ SO(2nr)2ℓ ×O(2nr) |
ℓ∏
i=1
[Air, B
i
r] = (C
′
r)
2,det(C ′r) = (−1)n−nr
}
∼= V ℓ,1O(2nr),(−1)n−nr
where V ℓ,1O(n),±1 is the twisted representation variety defined in (13) of Section 4.7. V
ℓ,1
O(n),±1 is
nonempty if ℓ ≥ 2. We have shown that V ℓ,1O(n),±1 is disconnected with two components V ℓ,1,+1O(n),±1
and V ℓ,1,−1O(n),±1 if ℓ ≥ 2 and n > 2 (Proposition 4.14).
We have
V ℓ,1YM(SO(2n))µ =
r∏
j=1
Vj .
We define a U(nj)-action on Vj = V˜
ℓ,1
nj ,−kj by (11) of Section 4.6, and an SO(2nr)-action on
Vr = V
ℓ,1
O(2nr),(−1)n−nr by (15) of Section 4.7. Then we have a homeomorphism
V ℓ,1YM(SO(2n))µ/SO(2n)Xµ
∼=
r−1∏
j=1
(Vj/U(nj))× Vr/SO(2nr)
and a homotopy equivalence
V ℓ,1YM(SO(2n))
hSO(2n)Xµ
µ ∼
r−1∏
j=1
V
hU(nj)
j × VrhSO(2nr).
i = 2. Define Vj as in (25), and define
(33) Vr =
{
(A1r , B
1
r , . . . , A
ℓ
r, B
ℓ
r,Dr, Cr) ∈ SO(2nr)2ℓ+2 |
ℓ∏
i=1
[Air, B
i
r] = ǫCrDr(ǫCr)
−1Dr
}
where ǫ = diag((−1)n−nrI1, I2nr−1), det(ǫ) = (−1)n−nr . Let C ′r = ǫCr. We see that
Vr ∼=
{
(A1r , B
1
r , . . . , A
ℓ
r, B
ℓ
r,Dr, C
′
r) ∈ SO(2nr)2ℓ+1 ×O(2nr) |
ℓ∏
i=1
[Air, B
i
r] = C
′
rDrC
′−1
r Dr,det(C
′
r) = (−1)n−nr
}
∼= V ℓ,2O(2nr),(−1)n−nr
where V ℓ,2O(n),±1 is the twisted representation variety defined in (14) of Section 4.7. V
ℓ,2
O(n),±1 is
nonempty if ℓ ≥ 4. We have shown that V ℓ,2O(n),±1 is disconnected with two components V ℓ,1,+1O(n),±1
and V ℓ,1,−1O(n),±1 if ℓ ≥ 4 and n > 2 (Proposition 4.14).
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We have
V ℓ,2YM(SO(2n))µ =
r∏
j=1
Vj .
We define a U(nj)-action on Vj = V˜
ℓ,2
nj ,−kj by (12) of Section 4.6, and an SO(2nr)-action on
Vr = V
ℓ,2
O(2nr),(−1)n−nr by (16) of Section 4.7. Then we have a homeomorphism
V ℓ,2YM(SO(2n))µ/SO(2n)Xµ
∼=
r−1∏
j=1
(Vj/U(nj))× Vr/SO(2nr)
and a homotopy equivalence
V ℓ,2YM(SO(2n))µ
hSO(2n)Xµ ∼
r−1∏
j=1
Vj
hU(nj) × VrhSO(2nr).
Note that, V ℓ,iO(2),−1
∼= V˜ ℓ,i1,0 ∼= U(1)2ℓ+i is connected as mentioned in Section 4.7.
We have seen that V ℓ,iYM(SO(2n))µ is disconnected with two connected components if ℓ ≥ 2i
and nr ≥ 1 (notice that when nr = 1, n − nr = 2m is even). To determine the underlying
topological SO(2n)-bundle P for each component, we consider four special cases.
Case 1. Assuming that nr > 1, we consider special points
(a1, b1, . . . , aℓ, bℓ, c) ∈ V ℓ,1YM(SO(2n))µ, (a1, b1, . . . , aℓ, bℓ, d, c) ∈ V ℓ,2YM(SO(2n))µ,
where
ai = diag(A
i
1, . . . , A
i
r−1, I2nr), bi = diag(B
i
1, . . . , B
i
r−1, I2nr),
c = ǫµ = diag(Hn−nr , (−1)n−nrI1, I2nr−1), d = I2n.
Let ǫ1 = diag((−1)n−nrI1, I2nr−1). Then
(Aij , B
i
j , . . . , A
i
j , B
i
j) ∈ Xℓ,0YM(U(nj))− kj
nj
,...,− kj
nj
, j = 1, . . . , r − 1,
(I2nr , . . . , I2nr , ǫ1) ∈ V ℓ,1,(−1)
n−nr
O(2nr),(−1)n−nr , (I2nr , . . . , I2nr , I2nr , ǫ1) ∈ V
ℓ,2,1
O(2nr),(−1)n−nr .
We have P = P1×P2, where P1 is an SO(2(n−nr)+1)-bundle, and P2 is an SO(2nr−1)-bundle
with trivial holonomies I2nr−1. We have
w2(P ) = w2(P1) = k1 + · · ·+ kr−1 + i(n − nr)(n − nr + 1)
2
(mod 2),
where the second equality follows from the argument in Section 5.3.
Case 2. Assuming that nr > 1, as in Case 1, we consider special points
(a1, b1, . . . , aℓ, bℓ, c) ∈ V ℓ,1YM(SO(2n))µ, (a1, b1, . . . , aℓ, bℓ, d, c) ∈ V ℓ,2YM(SO(2n))
where
ai = diag(A
i
1, . . . , A
i
r−1, I2nr), bi = diag(B
i
1, . . . , B
i
r−1, I2nr ),
c = diag(Hn−nr , (−1)(n−nr)I1,−I2, I2nr−3), d = diag(I2(n−nr)+1,−I2, I2nr−3).
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Let ǫ1 = diag((−1)n−nrI1,−I2, I2nr−3), ǫ2 = diag(I1,−I2, I2nr−3), and ǫ = diag(−I2, I2nr−3).
Then
(Aij , B
i
j , . . . , A
i
j , B
i
j) ∈ Xℓ,0YM(U(nj))− kj
nj
,...,− kj
nj
, j = 1, . . . , r − 1,
(I2nr , . . . , I2nr , ǫ1) ∈ V ℓ,1,−(−1)
n−nr
O(2nr),(−1)n−nr , (I2nr , . . . , I2nr , ǫ2, ǫ1) ∈ V
ℓ,2,−1
O(2nr),(−1)n−nr .
We have P = P1 × P2, where P1 is an SO(2(n − nr) + 1)-bundle, and P2 is an SO(2nr − 1)-
bundle with holonomies ai = bi = I2nr−1, c = d = ǫ. We can choose the lifting of d and c as
d˜ = c˜ = e1e2 and c˜
2 = c˜d˜c˜−1d˜ = −1. Thus we have
w2(P1) = k1 + · · ·+ kr−1 + i(n− nr)(n − nr + 1)
2
(mod 2), w2(P2) = 1 (mod 2),
so
w2(P ) = w2(P1) + w2(P2) = k1 + · · · + kr−1 + i(n− nr)(n− nr + 1)
2
+ 1 (mod 2).
Case 3. Assuming that nr = 1 so that n− nr = 2m is even, we consider special points
(a1, b1, . . . , aℓ, bℓ, c) ∈ V ℓ,1YM(SO(2n))µ, (a1, b1, . . . , aℓ, bℓ, d, c) ∈ V ℓ,2YM(SO(2n))µ,
where
ai = diag(A
i
1, . . . , A
i
r−1, I2), bi = diag(B
i
1, . . . , B
i
r−1, I2),
c = diag(H2m,−I2), d = diag(I4m,−I2).
Then
(Aij , B
i
j , . . . , A
i
j , B
i
j) ∈ Xℓ,0YM(U(nj))− kj
nj
,...,− kj
nj
, j = 1, . . . , r − 1,
(I2, . . . , I2,−I2) ∈ V ℓ,1,−1O(2),+1, (I2, . . . , I2,−I2,−I2) ∈ V ℓ,2,−1O(2),+1.
We have P = P1 × P2, where P1 is an SO(4m)-bundle with holonomies d = I4m and c = H2m
with lifting c˜ = e2e4 · · · e4m, and P2 is an SO(2)-bundle with holonomies ai = bi = I2 and
c = d = −I2 with lifting d˜ = c˜ = e1e2. Then we have
w2(P1) = k1 + · · ·+ kr−1 + im (mod 2), w2(P2) = 1 (mod 2),
so
w2(P ) = k1 + · · ·+ kr−1 + im+ 1.
Case 4. Assuming that nr = 1 as in Case 3, we consider special points
(a1, b1, . . . , aℓ, bℓ, c) ∈ V ℓ,1YM(SO(2n))µ, (a1, b1, . . . , aℓ, bℓ, d, c) ∈ V ℓ,2YM(SO(2n))µ,
where
ai = diag(A
i
1, . . . , A
i
r−1, I2), bi = diag(B
i
1, . . . , B
i
r−1, I2),
c = diag(H2m, I2), d = I2n.
Then
(Aij , B
i
j , . . . , A
i
j , B
i
j) ∈ Xℓ,0YM(U(nj))− kj
nj
,...,− kj
nj
, j = 1, . . . , r − 1,
(I2, . . . , I2, I2) ∈ V ℓ,1,1O(2),+1, (I2, . . . , I2, I2, I2) ∈ V ℓ,2,1O(2),+1.
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We have P = P1 × P2, where P1 is an SO(4m)-bundle with holonomies d = I4m and c = H2m
with lifting c˜ = e2e4 · · · e4m, and P2 is an SO(2)-bundle with trivial holonomies I2. Then we
have
w2(P ) = w2(P1) = k1 + · · ·+ kr−1 + im (mod 2).
To summarize, when n = 2m+ 1, we have
V ℓ,iYM(SO(2n))
±
µ =
r−1∏
j=1
Vj × V ℓ,i,±(−1)
k1+···+kr−1+i
(n−nr)(n−nr−1)
2
O(2nr),(−1)n−nr ,
where V ℓ,iYM(SO(2n))
±
µ is the ǫµ-reduced version of X
ℓ,i
YM(SO(2n))
±1
µ . Note that
i
(n− nr)(n− nr − 1)
2
≡ i(m+ nr(nr − 1)
2
) (mod 2), n− nr ≡ nr − 1 (mod 2).
To simplify the notation, we write
µ = (µ1, . . . , µ2m, 0) =
(2k1
n1
, . . . ,
2k1
n1︸ ︷︷ ︸
n1
, . . . ,
2kr−1
nr−1
, . . . ,
2kr−1
nr−1︸ ︷︷ ︸
nr−1
, 0, . . . , 0︸ ︷︷ ︸
nr
)
instead of
√−1diag
(2k1
n1
Jn1 , . . . ,
2kr−1
nr−1
Jnr−1 , 0Jnr
)
.
Let
IˆSO(4m+2) =
{
µ =
(2k1
n1
, . . . ,
2k1
n1︸ ︷︷ ︸
n1
, . . . ,
2kr−1
nr−1
, . . . ,
2kr−1
nr−1︸ ︷︷ ︸
nr−1
, 0, . . . , 0︸ ︷︷ ︸
nr
)∣∣nj ∈ Z>0,
n1 + · · · + nr = n = 2m+ 1, kj ∈ Z, k1
n1
> · · · > kr−1
nr−1
> 0
}
Recall that the twisted moduli spaces for U(n) are defined by M˜ℓ,in,k = V˜ ℓ,in,k/U(n), where
i = 1, 2. Also we define the twisted moduli spaces for SO(n) by
Mℓ,i,±1O(n),±1 = V ℓ,i,±1O(n),±1/SO(n), where i = 1, 2.
Proposition 6.8. Suppose that ℓ ≥ 2i, where i = 1, 2. Let
(34) µ =
(2k1
n1
, . . . ,
2k1
n1︸ ︷︷ ︸
n1
, . . . ,
2kr−1
nr−1
, . . . ,
2kr−1
nr−1︸ ︷︷ ︸
nr−1
, 0, . . . , 0︸ ︷︷ ︸
nr
)
∈ IˆSO(4m+2).
Then Xℓ,iYM(SO(4m+ 2))µ has two connected components (from both bundles over Σ
ℓ
i)
Xℓ,iYM(SO(4m+ 2))
+1
µ , and X
ℓ,i
YM(SO(4m+ 2))
−1
µ .
We have a homeomorphism
Xℓ,iYM(SO(4m+ 2))
±1
µ /SO(4m + 2)
∼=
r−1∏
j=1
M˜ℓ,inj ,−kj ×M
ℓ,i,±(−1)k1+···+kr−1+im+i
(nr)(nr−1)
2
O(2nr),(−1)nr−1
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and a homotopy equivalence
Xℓ,iYM(SO(4m+ 2))
±1
µ
hSO(4m+2)
∼
r−1∏
j=1
(
V˜ ℓ,inj ,−kj
)hU(nj) × (V ℓ,i,±(−1)k1+···+kr−1+im+i (nr)(nr−1)2
O(2nr),(−1)nr−1
)hSO(2nr)
.
Proposition 6.9. Suppose that ℓ ≥ 2i, where i = 1, 2. The connected components of Xℓ,iYM(SO(4m+
2))±1 are
{Xℓ,iYM(SO(4m+ 2))±1µ | µ ∈ IˆSO(4m+2)}.
Notice that, the set {µ = √−1diag(µ1J, . . . , µ2mJ, 0J) | (µ1, . . . , µ2m, 0) ∈ IˆSO(4m+2)} is a
proper subset of {µ ∈ (ΞI+)τ | I ⊆ ∆, τ(I) = I} as mentioned in Section 4.5.
The following is an immediate consequence of Proposition 6.8.
Theorem 6.10. Suppose that ℓ ≥ 2i, where i = 1, 2, and let µ be as in (34). Then
P
SO(4m+2)
t
(
Xℓ,iYM(SO(4m+ 2))
±1
µ
)
=
r−1∏
j=1
P
U(nj)
t (V˜
ℓ,i
nj ,−kj) · P
SO(2nr)
t
(
V
ℓ,i,±(−1)k1+···+kr−1+im+i
nr(nr−1)
2
O(2nr),(−1)nr−1
)
.
6.4. SO(4m)-connections on nonorientable surfaces. In this subsection, we consider SO(2n)
where n = 2m is even, so that C
τ
0 = C0. There are four cases.
Case 1. tn−1 > |tn|, nr = 1.
µ =
√−1diag(λ1Jn1 , . . . , λr−1Jnr−1 , λrJ),
where λ1 > · · · > λr−1 > |λr| ≥ 0. Thus
SO(4m)Xµ
∼= Φ(U(n1))× · · · × Φ(U(nr−1))× Φ(U(nr)).
where Xµ = −2π
√−1µ.
Let ǫ = H2m. Suppose that (a1, b1, . . . , aℓ, bℓ, ǫc
′,Xµ/2) ∈ Xℓ,1YM(SO(4m)). Then
exp(Xµ/2)ǫc
′ǫc′ =
ℓ∏
i=1
[ai, bi]
where ai, bi, c
′ ∈ Φ(U(n1))× · · · × Φ(U(nr)).
Let L : R2n → Cn be defined as in Section 5.1, and let
X ′µ = L ◦Xµ ◦ L−1
= 2π
√−1diag(λ1In1 , · · · , λrInr) ∈ u(n1)× · · · × u(nr).
Then the condition on X ′µ is
exp(X ′µ/2)c¯′c
′ =
ℓ∏
i=1
[ai, bi] ∈ SU(n1)× · · · × SU(nr−1)× {I2}
where ai, bi, c
′ ∈ U(n1)×· · ·×U(nr), and c¯′ is the complex conjugate of c′. In order that this
is nonempty, we need 1 = det(eπ
√−1λjInj ), i.e.,
λj =
2kj
nj
, kj ∈ Z, j = 1, . . . , r.
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Similarly, suppose that (a1, b1, . . . , aℓ, bℓ, d, ǫc
′,Xµ/2) ∈ Xℓ,2YM(SO(4m)). Then
exp(Xµ/2)(ǫc
′)d(ǫc′)−1d =
ℓ∏
i=1
[ai, bi]
where ai, bi, d, c
′ ∈ Φ(U(n1))× · · · ×Φ(U(nr)). The condition on X ′µ is
exp(X ′µ/2)c¯′d¯c¯′
−1
d =
ℓ∏
i=1
[ai, bi] ∈ SU(n1)× · · · × SU(nr−1)× {I2},
where ai, bi, d, c
′ ∈ U(n1) × · · · × U(nr), and c¯′ is the complex conjugate of c′. Again, we
need
λj =
2kj
nj
, kj ∈ Z, j = 1, . . . , r.
We conclude that for nonorientable surfaces
µ =
√−1diag
(2k1
n1
Jn1 , . . . ,
2kr−1
nr−1
Jnr−1 , 2krJ
)
, kj ∈ Z, k1
n1
> · · · > kr−1
nr−1
> |kr| ≥ 0.
For each µ, define ǫ-reduced representation varieties
(35)
V ℓ,1YM(SO(4m))µ ={(a1, b1, . . . , aℓ, bℓ, c′) ∈ SO(4m)2ℓ+1Xµ |
ℓ∏
i=1
[ai, bi] = exp(
Xµ
2
)ǫc′ǫc′},
(36)
V ℓ,2YM(SO(4m))µ ={(a1, b1, . . . , aℓ, bℓ, d, c′) ∈ SO(4m)2ℓ+2Xµ |
ℓ∏
i=1
[ai, bi] = exp(
Xµ
2
)ǫc′d(ǫc′)−1d}.
For i = 1, . . . , ℓ, write
ai = diag(A
i
1, . . . , A
i
r), bi = diag(B
i
1, . . . , B
i
r),
c′ = diag(C1, . . . , Cr), d = diag(D1, . . . ,Dr),
where Aij , B
i
j, Cj , Dj ∈ Φ(U(nj)).
Define Vj as in (23) when i = 1, and as in (25) when i = 2. Then Vj ∼= V˜ ℓ,inj ,−kj is connected,
and
V ℓ,1YM(SO(4m))µ =
r∏
j=1
Vj .
Thus V ℓ,iYM(SO(4m))µ is connected, and it corresponds to connections on a fixed topological
SO(4m)-bundle P . By the argument in Section 5.3,
w2(P ) = k1 + · · ·+ kr + i2m(2m + 1)
2
= k1 + · · · + kr + im (mod 2).
Let U(nj) acts on Vj ∼= V˜ ℓ,inj ,−kj by (11) and (12) in Section 4.6 when i = 1 and when i = 2,
respectively. Then we have a homeomorphism
(37) V ℓ,iYM(SO(4m))µ/SO(4m)Xµ
∼=
r∏
j=1
(Vj/U(nj))
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and a homotopy equivalence
(38) V ℓ,iYM(SO(4m))µ
hSO(4m)Xµ ∼=
r∏
j=1
Vj
hU(nj).
Case 2. tn−1 = −tn > 0, nr > 1.
µ =
√−1diag(λ1Jn1 , . . . , λr−1Jnr−1 , λrJnr−1,−λrJ),
where λ1 > · · · > λr > 0, Thus SO(4m)Xµ ∼= Φ(U(n1))× · · · ×Φ(U(nr−1))×Φ′(U(nr)), where
Φ : U(k) →֒ SO(2k) is the standard embedding, and Φ′ : U(k) →֒ SO(2k) is defined as in
Section 6.1.
Let ǫ = H2m. Suppose that (a1, b1, . . . , aℓ, bℓ, ǫc
′,Xµ/2) ∈ Xℓ,1YM(SO(4m)). Then
exp(Xµ/2)ǫc
′ǫc′ =
ℓ∏
i=1
[ai, bi]
where ai, bi, c
′ ∈ Φ(U(n1))× · · · × Φ(U(nr−1)× Φ′(U(nr)).
Let L⊕ L′ : R2(n−nr) ⊕ R2nr → Cn−nr ⊕ Cnr , and let
X ′µ = (L⊕ L′) ◦Xµ ◦ (L⊗ L′)−1 = 2π
√−1diag(λ1In1 , . . . , λrInr) ∈ u(n1)× · · · × u(nr).
Then the condition on X ′µ is
exp(X ′µ/2)c¯′c
′ =
ℓ∏
i=1
[ai, bi] ∈ SU(n1)× · · · × SU(nr)
where ai, bi, c
′ ∈ U(n1)×· · ·×U(nr), and c¯′ is the complex conjugate of c′. In order that this
is nonempty, we need 1 = det(eπ
√−1λjInj ), i.e.,
λj =
2kj
nj
, kj ∈ Z, j = 1, . . . , r.
Similarly, suppose that (a1, b1, . . . , aℓ, bℓ, d, ǫc
′,Xµ/2) ∈ Xℓ,2YM(SO(4m)). Then
exp(Xµ/2)(ǫc
′)d(ǫc′)−1d =
ℓ∏
i=1
[ai, bi],
where ai, bi, d, c
′ ∈ Φ(U(n1))× · · · ×Φ(U(nr−1))× Φ′(U(nr)). The condition on X ′µ is
exp(X ′µ/2)c¯′d¯c¯′
−1
d =
ℓ∏
i=1
[ai, bi] ∈ SU(n1)× · · · × SU(nr),
where ai, bi, d, c
′ ∈ U(n1)× · · · × U(nr) and d¯ is the complex conjugate of d.
Again, we need
λj =
2kj
nj
, kj ∈ Z, j = 1, . . . , r.
We conclude that for nonorientable surfaces
µ =
√−1diag(2k1
n1
Jn1 , . . . ,
2kr−1
nr−1
Jnr−1 ,
2kr
nr
Jnr−1,−
2kr
nr
J), kj ∈ Z, k1
n1
> · · · > kr
nr
> 0.
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For each µ, define ǫ-reduced representation varieties as in (35) and (36). For i = 1, . . . , ℓ,
write
ai = diag(A
i
1, . . . , A
i
r), bi = diag(B
i
1, . . . , B
i
r),
c′ = diag(C1, . . . , Cr), d = diag(D1, . . . ,Dr),
where Aij , B
i
j, Cj , Dj ∈ Φ(U(nj)) for j = 1, · · · , r − 1, and Air, Bir, Cr, Dr ∈ Φ′(U(nr)).
i = 1. For j = 1, . . . , r − 1, define Vj as in (23). Define
Vr
Φ′∼=
{
(A1r , B
1
r , . . . , A
ℓ
r, B
ℓ
r, Cr) ∈ U(nr)2ℓ+1 |
ℓ∏
i=1
[Air, B
i
r] = e
2π
√−1kr
nr InrC¯rCr
}
∼= V˜ ℓ,1nr,−kr .
Then V ℓ,1YM(SO(4m))µ =
∏r
j=1 Vj.
i = 2. For j = 1, . . . , r − 1, define Vj as in (25). Define
Vr =
{
(A1r , B
1
r , . . . , A
ℓ
r, B
ℓ
r,Dr, Cr) ∈ U(nr)2ℓ+2 |
ℓ∏
i=1
[Air, B
i
r] = e
2π
√−1kr
nr Inr C¯rD¯rC¯
−1
r Dr
}
∼= V˜ ℓ,2nr ,−kr .
Then V ℓ,2YM(SO(4m))µ =
∏r
j=1 Vj.
Thus V ℓ,iYM(SO(4m))µ is also connected, so it corresponds to a fixed topological SO(4m)-
bundle P . As in Case 1,
w2(P ) = k1 + · · · + kr + im (mod 2).
We also have a homeomorphism (37) and a homotopy equivalence (38).
Case 3. tn−1 = tn > 0, nr > 1.
µ =
√−1diag(λ1Jn1 , . . . , λrJnr),
where λ1 > · · · > λr > 0. Let Xµ = −2π
√−1µ as before. Then
SO(2n)µ = SO(2n)Xµ
∼= Φ(U(n1))× · · · × Φ(U(nr)).
Let ǫ = H2m as in Example 4.11. Suppose that (a1, b1, . . . , aℓ, bℓ, ǫc
′,Xµ/2) ∈ Xℓ,1YM(SO(4m)).
Then
exp(Xµ/2)ǫc
′ǫc′ =
ℓ∏
i=1
[ai, bi]
where ai, bi, c
′ ∈ Φ(U(n1))× · · · × Φ(U(nr)).
Let L : R2n → Cn be defined as in Section 5.1, and let
X ′µ = L ◦Xµ ◦ L−1
= 2π
√−1diag(λ1In1 , . . . , λrInr) ∈ u(n1)× · · · × u(nr).
Then the condition on X ′µ is
exp(X ′µ/2)c¯′c
′ =
ℓ∏
i=1
[ai, bi] ∈ SU(n1)× · · · × SU(nr),
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where ai, bi, c
′ ∈ U(n1)×· · ·×U(nr), and c¯′ is the complex conjugate of c′. In order that this
is nonempty, we need 1 = det(eπ
√−1λjInj ), i.e.,
λj =
2kj
nj
, kj ∈ Z, j = 1, . . . , r.
Similarly, suppose that (a1, b1, . . . , aℓ, bℓ, d, ǫc
′,Xµ/2) ∈ Xℓ,2YM(SO(4m)). Then
exp(Xµ/2)(ǫc
′)d(ǫc′)−1d =
ℓ∏
i=1
[ai, bi]
where ai, bi, d, c
′ ∈ Φ(U(n1))× · · · ×Φ(U(nr)). The condition on X ′µ is
exp(X ′µ/2)c¯′d¯c¯′
−1
d ∈ SU(n1)× · · · × SU(nr),
where d, c′ ∈ U(n1)× · · · × U(nr), and d¯ is the complex conjugate of d. Again, we need
λj =
2kj
nj
, kj ∈ Z, j = 1, . . . , r.
We conclude that for nonorientable surfaces,
µ =
√−1diag
(2k1
n1
Jn1 , . . . ,
2kr
nr
Jnr
)
, kj ∈ Z, k1
n1
> · · · kr
nr
> 0.
For each µ, we define the ǫ-reduced representation varieties as in (35) and (36) when i = 1
and when i = 2, respectively; we define Vj as in (23) and (25) when i = 1 and when i = 2,
respectively. Then
V ℓ,iYM(SO(4m))µ =
r∏
j=1
Vj .
Again, V ℓ,iYM(SO(4m))µ is connected, so it corresponds to a fixed topological SO(4m)-bundle
P , and
w2(P ) = k1 + · · · + kr + im (mod 2).
We also have a homeomorphism (37) and a homotopy equivalence (38).
Case 4. tn−1 = tn = 0, nr > 1.
µ =
√−1diag(λ1Jn1 , . . . , λr−1Jnr−1 , 0Jnr ),
where λ1 > · · · > λr−1 > 0. Let Xµ = −2π
√−1µ as before. Then
SO(2n)µ = SO(2n)Xµ
∼= Φ(U(n1))× · · · × Φ(U(nr−1))× SO(2nr).
Let ǫµ = diag(H2m−nr , (−1)nrI1, I2nr−1). Consider (a1, b1, . . . , aℓ, bℓ, ǫµc′,Xµ/2) ∈ Xℓ,1YM(SO(4m)).
Then
exp(Xµ/2)ǫµc
′ǫµc′ =
ℓ∏
i=1
[ai, bi]
where ai, bi, c
′ ∈ Φ(U(n1))× · · · × Φ(U(nr−1))× SO(2nr).
Let L : R2(n−nr) → Cn−nr be defined as in Section 5.1, and let
X ′µ = L ◦
(
2πdiag(λ1Jn1 , . . . , λr−1Jnr−1)
) ◦ L−1
= 2π
√−1diag(λ1In1 , . . . , λr−1Inr−1) ∈ u(n1)× · · · × u(nr−1).
YANG-MILLS CONNECTIONS ON ORIENTABLE AND NONORIENTABLE SURFACES 65
Then the condition on X ′µ is
exp(X ′µ/2)c¯′c
′ =
ℓ∏
i=1
[ai, bi] ∈ SU(n1)× · · · × SU(nr−1),
where ai, bi, c
′ ∈ U(n1)× · · · × U(nr−1), and c¯′ is the complex conjugate of c′. In order that
this is nonempty, we need 1 = det(eπ
√−1λjInj), i.e.,
λj =
2kj
nj
, kj ∈ Z, j = 1, . . . , r − 1.
Similarly, suppose that (a1, b1, . . . , aℓ, bℓ, d, ǫµc
′,Xµ/2) ∈ Xℓ,2YM(SO(4m)). Then
exp(Xµ/2)(ǫµc
′)d(ǫµc′)−1d =
ℓ∏
i=1
[ai, bi],
where ai, bi, d, c
′ ∈ Φ(U(n1))× · · · ×Φ(U(nr−1))× SO(2nr). The condition on X ′µ is
exp(X ′µ/2)c¯′d¯c¯′
−1
d ∈ SU(n1)× · · · × SU(nr−1),
where d, c′ ∈ U(n1)× · · · × U(nr−1), and d¯ is the complex conjugate of d. Again, we need
λj =
2kj
nj
, kj ∈ Z, j = 1, . . . , r − 1.
We conclude that for nonorientable surfaces,
µ =
√−1diag
(2k1
n1
Jn1 , . . . ,
2kr−1
nr−1
Jnr−1 , 0Jnr
)
, kj ∈ Z, k1
n1
> · · · > kr−1
nr−1
> 0.
For each µ, define ǫµ-reduced representation varieties
V ℓ,1YM(SO(4m))µ = {(a1, b1, . . . , aℓ, bℓ, c′) ∈ SO(4m)2ℓ+1Xµ |
ℓ∏
i=1
[ai, bi] = exp(Xµ/2)ǫµc
′ǫµc′},
V ℓ,2YM(SO(4m))µ = {(a1, b1, . . . , aℓ, bℓ, d, c′) ∈ SO(4m)2ℓ+2Xµ |
ℓ∏
i=1
[ai, bi] = exp(Xµ/2)ǫµc
′d(ǫµc′)−1d}.
i = 1. For j = 1, . . . , r − 1, define Vj as in (23). Define
(39) Vr =
{
(A1r , B
1
r , . . . , A
ℓ
r, B
ℓ
r, Cr) ∈ SO(2nr)2ℓ+1 |
ℓ∏
i=1
[Air, B
i
r] = (ǫCr)
2
}
,
where ǫ = diag((−1)nrI1, I2nr−1), det(ǫ) = (−1)nr . Let C ′0 = ǫC0. We see that
Vr ∼=
{
(A1r , B
1
r , . . . , A
ℓ
r, B
ℓ
r, C
′
r) ∈ SO(2nr)2ℓ ×O(2nr) |
ℓ∏
i=1
[Air, B
i
r] = (C
′
r)
2,det(C ′r) = (−1)nr
}
∼= V ℓ,1O(2nr),(−1)nr
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where V ℓ,1O(n),±1 is the twisted representation variety defined in (13) of Section 4.7. V
ℓ,1
O(n),±1 is
nonempty if ℓ ≥ 2. We have shown that V ℓ,1O(n),±1 is disconnected with two components V ℓ,1,+1O(n),±1
and V ℓ,1,−1O(n),±1 if ℓ ≥ 2 and n > 2 (Proposition 4.14). Then
V ℓ,1YM(SO(4m))µ =
r∏
j=1
Vj .
i = 2. For j = 1, . . . , r − 1, define Vj as in (25). Define
(40) Vr =
{
(A1r , B
1
r , . . . , A
ℓ
r, B
ℓ
r,Dr, Cr) ∈ SO(2nr)2ℓ+2 |
ℓ∏
i=1
[Air, B
i
r] = ǫCrDr(ǫCr)
−1Dr
}
,
where ǫ = diag((−1)nrI1, I2nr−1), det(ǫ) = (−1)nr . Let C ′r = ǫCr. We see that
Vr ∼=
{
(A1r , B
1
r , . . . , A
ℓ
r, B
ℓ
r,Dr, C
′
r) ∈ SO(2nr)2ℓ+1 ×O(2nr) |
ℓ∏
i=1
[Air, B
i
r] = C
′
rDrC
′−1
r Dr,det(C
′
r) = (−1)nr
}
∼= V ℓ,2O(2nr),(−1)nr
where V ℓ,2O(n),±1 is the twisted representation variety defined in (14) of Section 4.7. V
ℓ,2
O(n),±1 is
nonempty if ℓ ≥ 4. We have shown that V ℓ,2O(n),±1 is disconnected with two components V ℓ,2,+1O(n),±1
and V ℓ,2,−1O(n),±1 if ℓ ≥ 4 and n > 2 (Proposition 4.14). Then
V ℓ,2YM(SO(4m))µ =
r∏
j=1
Vj .
Thus V ℓ,iYM(SO(4m))µ is disconnected with two connected components if ℓ ≥ 2i and nr > 1
(because Vr is). By the argument in Section 6.3,
V ℓ,iYM(SO(4m))
±1
µ =
r−1∏
j=1
Vj × V ℓ,i,±(−1)
k1+···+kr−1+i
(n−nr)(n−nr−1)
2
O(2nr),(−1)nr .
Note that i
(n− nr)(n − nr − 1)
2
≡ i(m+ nr(nr + 1)
2
).
Let U(nj) act on Vj = V˜
ℓ,i
nj ,−kj by (11) and (12) of Section 4.6 when i = 1 and when i = 2,
respectively; let SO(2nr) act on Vr = V
ℓ,i
O(2nr),(−1)nr by (15) and (16) in Section 4.7 when i = 1
and i = 2, respectively. Then we have a homeomorphism
V ℓ,iYM(SO(4m))µ/SO(4m)Xµ
∼=
r−1∏
j=1
(Vj/U(nj))× Vr/SO(2nr),
and a homotopy equivalence
V ℓ,iYM(SO(4m))µ
hSO(4m)Xµ ∼
r−1∏
j=1
Vj
hU(nj) × VrhSO(2nr).
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To simplify the notation, we write
µ = (µ1, . . . , µ2m) =
(2k1
n1
, . . . ,
2k1
n1︸ ︷︷ ︸
n1
, . . . ,
2kr
nr
, . . . ,
2kr
nr︸ ︷︷ ︸
nr
)
instead of
√−1diag
(2k1
n1
Jn1 , . . . ,
2kr
nr
Jnr
)
.
Let
Iˆ±1SO(4m) =
{
µ =
(2k1
n1
, . . . ,
2k1
n1︸ ︷︷ ︸
n1
, . . . ,
2kr−1
nr−1
, . . . ,
2kr−1
nr−1︸ ︷︷ ︸
nr−1
, 2kr
)∣∣∣nj ∈ Z>0, kj ∈ Z,
n1 + · · · + nr−1 + 1 = n, k1
n1
> · · · > kr−1
nr−1
> |kr|, (−1)k1+···+kr+im = ±1
}
⋃{
µ =
(2k1
n1
, . . . ,
2k1
n1︸ ︷︷ ︸
n1
, . . . ,
2kr−1
nr−1
, . . . ,
2kr−1
nr−1︸ ︷︷ ︸
nr−1
,
2kr
nr
, . . . ,
2kr
nr︸ ︷︷ ︸
nr−1
,±2kr
nr
)∣∣∣ nj ∈ Z>0,
nr > 1, n1 + · · · + nr = n, kj ∈ Z, k1
n1
> · · · > kr
nr
> 0, (−1)k1+···+kr+im = ±1
}
,
Iˆ0SO(4m) =
{
µ =
(2k1
n1
, . . . ,
2k1
n1︸ ︷︷ ︸
n1
, . . . ,
2kr−1
nr−1
, . . . ,
2kr−1
nr−1︸ ︷︷ ︸
nr−1
, 0, . . . , 0︸ ︷︷ ︸
nr
)∣∣∣ nj ∈ Z>0,
nr > 1, n1 + · · ·+ nr = n, kj ∈ Z, k1
n1
> · · · > kr−1
nr−1
> 0
}
.
Proposition 6.11. Suppose that ℓ ≥ 2i, where i = 1, 2.
(i) If µ =
(2k1
n1
, . . . ,
2k1
n1︸ ︷︷ ︸
n1
, . . . ,
2kr−1
nr−1
, . . . ,
2kr−1
nr−1︸ ︷︷ ︸
nr−1
, 2kr
)
∈ Iˆ±1SO(4m), or
µ =
(2k1
n1
, . . . ,
2k1
n1︸ ︷︷ ︸
n1
, . . . ,
2kr−1
nr−1
, . . . ,
2kr−1
nr−1︸ ︷︷ ︸
nr−1
,
2kr
nr
, . . . ,
2kr
nr︸ ︷︷ ︸
nr−1
,±2kr
nr
)
∈ Iˆ±1SO(4m),
then
Xℓ,iYM(SO(4m))µ = X
ℓ,i
YM(SO(4m))
±1
µ
is nonempty and connected. We have a homeomorphism
Xℓ,iYM(SO(4m))µ/SO(4m)
∼=
r∏
j=1
M˜ℓ,inj ,−kj
and a homotopy equivalence
Xℓ,iYM(SO(4m))µ
hSO(4m) ∼
r∏
j=1
(
V˜ ℓ,inj ,−kj
)hU(nj).
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(ii) If µ =
(2k1
n1
, . . . ,
2k1
n1︸ ︷︷ ︸
n1
, . . . ,
2kr−1
nr−1
, . . . ,
2kr−1
nr−1︸ ︷︷ ︸
nr−1
, 0, . . . , 0︸ ︷︷ ︸
nr
)
∈ Iˆ0SO(4m),
then Xℓ,iYM(SO(4m))µ has two connected components (from both bundles over Σ
ℓ
i)
Xℓ,iYM(SO(4m))
+1
µ , and X
ℓ,i
YM(SO(4m))
−1
µ .
We have homeomorphisms
Xℓ,iYM(SO(4m))
±1
µ /SO(4m)
∼=
r−1∏
j=1
M˜ℓ,inj ,−kj ×M
ℓ,i,±(−1)k1+···+kr−1+im+i
nr(nr+1)
2
O(2nr),(−1)nr
and homotopy equivalences(
Xℓ,iYM(SO(4m))
±1
µ
)hSO(4m)
∼
r−1∏
j=1
(
V˜ ℓ,inj ,−kj
)hU(nj) × (V˜ ℓ,i,±(−1)k1+···+kr−1+im+i nr(nr+1)2O(2nr),(−1)nr )hSO(2nr).
Proposition 6.12. Suppose that ℓ ≥ 2i, where i = 1, 2. The connected components of
Xℓ,iYM(SO(4m))
±1 are
{Xℓ,iYM(SO(4m))µ | µ ∈ Iˆ±1SO(4m)} ∪ {Xℓ,iYM(SO(4m))±1µ | µ ∈ Iˆ0SO(4m)}.
Notice that, the set {µ = √−1diag(µ1J, . . . , µ2mJ) | (µ1, . . . , µ2m) ∈ Iˆ±1SO(4m) ∪ Iˆ0SO(4m)} is a
proper subset of {µ ∈ (ΞI+)τ | I ⊆ ∆, τ(I) = I} as mentioned in Section 4.5.
The following is an immediate consequence of Proposition 6.11.
Proposition 6.13. Suppose that ℓ ≥ 2i, where i = 1, 2.
(i) If µ =
(2k1
n1
, . . . ,
2k1
n1︸ ︷︷ ︸
n1
, . . . ,
2kr−1
nr−1
, . . . ,
2kr−1
nr−1︸ ︷︷ ︸
nr−1
, 2kr
)
∈ Iˆ±1SO(4m), or
µ =
(2k1
n1
, . . . ,
2k1
n1︸ ︷︷ ︸
n1
, . . . ,
2kr−1
nr−1
, . . . ,
2kr−1
nr−1︸ ︷︷ ︸
nr−1
,
2kr
nr
, . . . ,
2kr
nr︸ ︷︷ ︸
nr−1
,±2kr
nr
)
∈ Iˆ±1SO(4m),
then
P
SO(4m)
t
(
Xℓ,iYM(SO(4m))µ
)
=
r∏
j=1
P
U(nj)
t (V˜
ℓ,i
nj ,−kj).
(ii) If µ =
(2k1
n1
, . . . ,
2k1
n1︸ ︷︷ ︸
n1
, . . . ,
2kr−1
nr−1
, . . . ,
2kr−1
nr−1︸ ︷︷ ︸
nr−1
, 0, . . . , 0︸ ︷︷ ︸
nr
)
∈ Iˆ0SO(4m), then
P
SO(4m)
t
(
Xℓ,iYM(SO(4m))
±1
µ
)
=
r−1∏
j=1
P
U(nj)
t (V˜
ℓ,i
nj ,−kj)× P
SO(2nr)
t
(
V
ℓ,i,±(−1)k1+···+kr−1+im+i
nr(nr+1)
2
O(2nr),(−1)nr
)
.
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7. Yang-Mills Sp(n)-Connections
Sp(n) =
{(
A −B¯
B A¯
)
∈ U(2n)
∣∣∣ A,B ∈ GL(n,C)}
The maximal torus of Sp(n) consists of diagonal matrices of the form
diag(u1, . . . , un, u
−1
1 , . . . , u
−1
n ),
where u1, . . . , un ∈ U(1). The Lie algebra of the maximal torus consists of diagonal matrices
of the form
−2π√−1diag(t1, . . . , tn,−t1, . . . ,−tn), ti ∈ R.
The fundamental Weyl chamber is
C0 = {diag(t1, . . . , tn,−t1, . . . ,−tn) | t1 ≥ t2 ≥ · · · ≥ tn ≥ 0}.
In this section, we assume
n1, . . . , nr ∈ Z>0, n1 + · · ·+ nr = n.
7.1. Sp(n)-connections on orientable surfaces. Any µ ∈ C0 is of the form
µ = diag(λ1In1 , . . . , λrInr ,−λ1In1 , . . . ,−λrInr),
where λ1 > · · · > λr ≥ 0. When λr > 0, Sp(n)Xµ consists of matrices of the form
diag(M1, . . . ,Mr,M1, . . . ,M r),
where Mj ∈ U(nj). When λr = 0, Sp(n)Xµ consists of matrices of the form
M1 0
·
Mr−1
Mr 0 −Nr
0 M 1
·
M r−1
0 Nr M r

where Mj ∈ U(nj) for j = 1, . . . , r − 1, and
S =
(
Mr −N r
Nr M r
)
∈ Sp(nr) ⊂ U(2nr).
So
Sp(n)Xµ
∼=
{
U(n1)× · · · × U(nr), λr > 0,
U(n1)× · · · × U(nr−1)× Sp(nr), λr = 0.
Suppose that (a1, b1, . . . , aℓ, bℓ,Xµ) ∈ Xℓ,0YM(Sp(n)). Then
exp(Xµ) =
ℓ∏
i=1
[ai, bi],
where a1, b1, . . . , aℓ, bℓ ∈ Sp(n)Xµ . Then we have
exp(Xµ) ∈ (Sp(n)Xµ)ss ∼=
{
SU(n1)× · · · × SU(nr), λr > 0,
SU(nr)× · · · × SU(nr−1)× Sp(nr), λr = 0.
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Thus
Xµ = −2π
√−1diag
(k1
n1
In1 , . . . ,
kr
nr
Inr ,−
k1
n1
In1 , . . . ,−
kr
nr
Inr
)
,
µ = diag
(k1
n1
In1 , . . . ,
kr
nr
Inr ,−
k1
n1
In1 , . . . ,−
kr
nr
Inr
)
,
where
kj ∈ Z, k1
n1
> · · · > kr
nr
≥ 0.
This agrees with Section 3.4.4.
Recall for each µ, the representation variety is
V ℓ,0YM(Sp(n))µ = {(a1, b1, . . . , aℓ, bℓ) ∈ (Sp(n)Xµ)2ℓ |
ℓ∏
i=1
[ai, bi] = exp(Xµ)}.
Let i = 1, . . . , ℓ. When kr > 0, write
ai = diag
(
Ai1, . . . , A
i
r, A¯
i
1, . . . , A¯
i
r
)
, bi = diag
(
Bi1, . . . , B
i
r, B¯
i
1, . . . , B¯
i
r
)
,
where Aij , B
i
j ∈ U(nj). When kr = 0, write
ai =

Ai 0
Air −E¯ir
A¯i
0 Eir A¯
i
r
 , bi =

Bi 0
Bir −F¯ ir
B¯i
0 F ir B¯
i
r
 ,
where
Ai = diag
(
Ai1, . . . , A
i
r−1
)
, Bi = diag
(
Bi1, . . . , B
i
r−1
)
,
Aij, B
i
j ∈ U(nj), j = 1, . . . , r − 1,
P i =
(
Air −E¯ir
Eir A¯
i
r
)
, Qi =
(
Bir −F¯ ir
F ir B¯
i
r
)
∈ Sp(nr) ⊂ U(2nr).
For j = 1, . . . , r − 1, define
(41)
Vj =
{
(A1j , B
1
j , . . . , A
ℓ
j , B
ℓ
j) ∈ U(nj)2ℓ |
ℓ∏
i=1
[Aij , B
i
j ] = e
−2π√−1 kj
nj Inj
}
∼= Xℓ,0YM(U(nj)) kj
nj
,...,
kj
nj
.
When kr > 0, define Vr by (41). When kr = 0, define
Vr =
{
(P 1r , Q
1
r, . . . , P
ℓ
r , Q
ℓ
r) ∈ Sp(nr)2ℓ |
ℓ∏
i=1
[P ir , Q
i
r] = Inr
} ∼= Xℓ,0flat(Sp(nr)).
Then V1, . . . , Vr are connected, and V
ℓ,0
YM(Sp(n))µ =
∏r
j=1 Vj. We have homeomorphisms
V ℓ,0YM(Sp(n))µ/Sp(n)Xµ
∼=
{∏r
j=1(Vj/U(nj)), kr > 0,∏r−1
j=1(Vj/U(nj))× Vr/Sp(nr), kr = 0,
and homotopy equivalences
V ℓ,0YM(Sp(n))µ
hSp(n)Xµ ∼
{∏r
j=1 Vj
hU(nj), kr > 0,∏r−1
j=1 Vj
hU(nj) × VrhSp(nr), kr = 0.
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Recall that Sp(n) is simply connected, so any principal Sp(n)-bundle over an orientable or
nonorientable surface is trivial. For i = 0, 1, 2, let
M(Σℓi , Sp(n)) = Xℓ,iflat(Sp(n))/Sp(n)
be the moduli space of gauge equivalence classes of flat Sp(n)-connections on Σℓi .
To simplify the notation, we write
µ = (µ1, . . . , µn) =
(k1
n1
, . . . ,
k1
n1︸ ︷︷ ︸
n1
, . . . ,
kr
nr
, . . . ,
kr
nr︸ ︷︷ ︸
nr
)
instead of
diag
(k1
n1
In1 , . . . ,
kr
nr
Inr ,−
k1
n1
In1 , . . . ,−
kr
nr
Inr
)
.
Let
ISp(n) =
{
µ =
(k1
n1
, . . . ,
k1
n1︸ ︷︷ ︸
n1
, . . . ,
kr
nr
, . . . ,
kr
nr︸ ︷︷ ︸
nr
)∣∣nj ∈ Z>0,
n1 + · · ·+ nr = n, kj ∈ Z, k1
n1
> · · · > kr
nr
≥ 0
}
.
From the discussion above, we conclude:
Proposition 7.1. Suppose that ℓ ≥ 1. Let
(42) µ =
(k1
n1
, . . . ,
k1
n1︸ ︷︷ ︸
n1
, . . . ,
kr
nr
, . . . ,
kr
nr︸ ︷︷ ︸
nr
)
∈ ISp(n).
Then
Xℓ,0YM(Sp(n))µ/Sp(n)
∼=
{∏r
i=1M(Σℓ0, Pnj ,kj), kr > 0,∏r−1
i=1 M(Σℓ0, Pnj ,kj)×M(Σℓ0, Sp(nr)), kr = 0.
In particular, Xℓ,0YM(Sp(n))µ is nonempty and connected. We have homotopy equivalences
Xℓ,0YM(Sp(n))µ
hSp(n)
∼

∏r
i=1
(
Xℓ,0YM(U(nj)) kj
nj
,...,
kj
nj
)hU(nj)
, kr > 0,∏r−1
i=1
(
Xℓ,0YM(U(nj)) kj
nj
,...,
kj
nj
)hU(nj) ×Xℓ,0flat(Sp(n))hSp(nr), kr = 0.
Proposition 7.2. Suppose that ℓ ≥ 1. The connected components of the representation variety
Xℓ,0YM(Sp(n)) are
{Xℓ,0YM(Sp(n))µ | µ ∈ ISp(n)}.
The following is an immediate consequence of Proposition 7.1.
Theorem 7.3. Suppose that ℓ ≥ 1, and let µ be as in (42). Then
P
Sp(n)
t
(
Xℓ,0YM(Sp(n))µ
)
=

∏r
j=1 P
U(nj)
t
(
Xℓ,0YM(U(nj)) kj
nj
,...,
kj
nj
)
, kr > 0,∏r−1
j=1 P
U(nj)
t
(
Xℓ,0YM(U(nj)) kj
nj
,...,
kj
nj
)
· PSp(nr)t
(
Xℓ,0flat(Sp(nr))
)
, kr = 0.
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7.2. Equivariant Poincare´ series. Recall from Section 3.4.4:
∆ = {αi = θi − θi+1 | i = 1, . . . , n− 1} ∪ {αn = 2θn}
∆∨ = {α∨i = ei − ei+1 | i = 1, . . . , n− 1} ∪ {α∨n = en}
π1(H) =
n⊕
i=1
Zei, Λ =
n−1⊕
i=1
Z(ei − ei+1)⊕ Zen, π1(Sp(n)) = 0
We will apply Theorem 4.4 to the case GR = Sp(n).
̟αi = θ1 + · · · + θi
Case 1. αn ∈ I:
I = {αn1 , αn1+n2 , . . . , αn1+···+nr−1 , αn}
LI = GL(n1,C)× · · · ×GL(nr,C), n1 + · · ·+ nr = n
dimC zLI − dimC zSp(n,C) = r, dimC U I =
∑
1≤i<j≤r
ninj +
n(n+ 1)
2
ρI =
1
2
r∑
i=1
(
n− 2
i∑
j=1
nj + ni
)( ni∑
j=1
θn1+···+ni−1+j
)
+
n+ 1
2
(θ1 + · · ·+ θn)
〈ρI , α∨n1+···+ni〉 =
ni + ni+1
2
for i = 1, . . . , r − 1, 〈ρI , α∨n〉 =
nr + 1
2
Case 2. αn /∈ I:
I = {αn1 , αn1+n2 , . . . , αn1+···+nr−1}
LI = GL(n1,C)× · · · ×GL(nr−1,C)× Sp(nr,C), n1 + · · · + nr = n
dimC zLI − dimC zSp(n,C) = r − 1,
dimC U
I =
∑
1≤i<j≤r
ninj +
n(n+ 1)− nr(nr + 1)
2
ρI =
1
2
r∑
i=1
(
n− 2
i∑
j=1
nj + ni
)( ni∑
j=1
θn1+···+ni−1+j
)
+
n+ 1
2
(θ1 + · · ·+ θn1+···+nr−1) +
n− nr
2
(θn1+···+nr−1+1 + · · ·+ θn)
〈ρI , α∨n1+···+ni〉 =
ni + ni+1
2
for i = 1, . . . , r − 2, 〈ρI , α∨n1+···+nr−1〉 =
nr−1 + 1
2
+ nr
Then we have the closed formula for the equivariant poinare´ series for the moduli space of
flat Sp(n)-connections:
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Theorem 7.4.
P
Sp(n)
t (X
ℓ,0
flat(Sp(n))) =
n∑
r=1
∑
n1, . . . , nr ∈ Z>0P
nj = n
(
(−1)r
r∏
i=1
∏ni
j=1(1 + t
2j−1)2ℓ
(1− t2ni)∏ni−1j=1 (1− t2j)2
· t
(ℓ−1)(2Pi<j ninj+n(n+1))[∏r−1
i=1 (1− t2(ni+ni+1))
]
(1− t2(nr+1))
· t2
Pr−1
i=1 (ni+ni+1)+2(nr+1)
+(−1)r−1
r−1∏
i=1
∏ni
j=1(1 + t
2j−1)2ℓ
(1− t2ni)∏ni−1j=1 (1− t2j)2 ·
∏nr
j=1(1 + t
4j−1)2ℓ∏2nr
j=1(1− t2j)
· t
(ℓ−1)(2Pi<j ninj+n(n+1)−nr(nr+1))[∏r−2
i=1 (1− t2(ni+ni+1))
]
(1− ǫ(r)t2(nr−1+2nr+1))
t2
Pr−2
i=1 (ni+ni+1)+2ǫ(r)(nr−1+2nr+1)

where
ǫ(r) =
{
0 r = 1
1 r > 1
Example 7.5.
P
Sp(1)
t (X
ℓ,0
flat(Sp(1))) = −
(1 + t)2ℓt2ℓ+2
(1− t2)(1− t4) +
(1 + t3)2ℓ
(1− t2)(1− t4)
Note that Sp(1) = SU(2) = Spin(3), so
P
Sp(1)
t (X
ℓ,0
flat(Sp(1))) = P
SU(2)
t (X
ℓ,0
flat(SU(2))) = P
Spin(3)
t (X
ℓ,0
flat(Spin(3)))
as expected, where P
SU(2)
t (X
ℓ,0
flat(SU(2))) is calculated in Example 4.7, and that P
Spin(3)
t (X
ℓ,0
flat(Spin(3)))
is calculated in Example 5.7.
Example 7.6.
P
Sp(2)
t (X
ℓ,0
flat(Sp(2)))
= − (1 + t)
2ℓ(1 + t3)2ℓt6ℓ
(1− t2)2(1− t4)(1− t6) +
(1 + t)4ℓt8ℓ
(1− t2)2(1− t4)2
+
(1 + t3)2ℓ(1 + t7)2ℓ
(1− t2)(1− t4)(1 − t6)(1− t8) −
(1 + t)2ℓ(1 + t3)2ℓt6ℓ+2
(1− t2)2(1− t4)(1− t8)
Note that Sp(2) = Spin(5), so
P
Sp(2)
t (X
ℓ,0
flat(Sp(2))) = P
Spin(5)
t (X
ℓ,0
flat(Spin(5)))
as expected, where P
Spin(5)
t (X
ℓ,0
flat(Spin(5))) is calculated in Example 5.8.
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Example 7.7.
P
Sp(3)
t (X
ℓ,0
flat(Sp(3)))
= −(1 + t)
2ℓ(1 + t3)2ℓ(1 + t5)2ℓt12ℓ−4
(1− t2)2(1− t4)2(1− t6)(1− t8) +
(1 + t)4ℓ(1 + t3)2ℓt16ℓ−4
(1− t2)3(1− t4)(1− t6)2
+
(1 + t)4ℓ(1 + t3)2ℓt16ℓ−6
(1− t2)3(1− t4)2(1− t6) −
(1 + t)6ℓt18ℓ−6
(1− t2)3(1− t4)3
+
(1 + t3)2ℓ(1 + t7)2ℓ(1 + t11)2ℓ
(1− t2)(1− t4)(1− t6)(1− t8)(1− t10)(1 − t12)
− (1 + t)
2ℓ(1 + t3)2ℓ(1 + t7)2ℓt10ℓ+2
(1− t2)2(1− t4)(1− t6)(1− t8)(1− t12)
− (1 + t)
2ℓ(1 + t3)4ℓt14ℓ−4
(1− t2)3(1− t4)2(1− t10) +
(1 + t)4ℓ(1 + t3)2ℓt16ℓ−4
(1− t2)3(1− t4)2(1− t8)
7.3. Sp(n)-connections on nonorientable surfaces. We have C
τ
0 = C0. Any µ ∈ Cτ0 is of
the form
µ = diag(λ1In1 , . . . , λrInr ,−λ1In1 , . . . ,−λrInr),
where λ1 > · · · > λr ≥ 0. We have
Sp(n)Xµ
∼=
{
U(n1)× · · · × U(nr), λr > 0,
U(n1)× · · · × U(nr−1)× Sp(nr), λr = 0.
Suppose that (a1, b1, . . . , aℓ, bℓ, ǫc
′,Xµ/2) ∈ Xℓ,1YM(Sp(n)), where
ǫ =
(
0 −In
In 0
)
∈ Sp(n)
is defined as in Example 4.12. Notice that here ǫ2 6= 1. Then
exp(Xµ/2)ǫc
′ǫc′ =
ℓ∏
i=1
[ai, bi]
where ai, bi, c
′ ∈ Sp(n)Xµ . Note that ǫc′ǫc′ = −c¯′c′ where c¯′ is the complex conjugate of c′, so
exp(Xµ/2)(−c¯′c′) ∈ (Sp(n)Xµ)ss ∼=
{
SU(n1)× · · · × SU(nr), λr > 0,
SU(n1)× · · · × SU(nr−1)× Sp(nr), λr = 0.
In order that this is nonempty, we need 1 = det(−eπ
√−1λjInj), i.e.,
λj =
2kj
nj
− 1, kj ∈ Z, j = 1, . . . , r.
Similarly, suppose that (a1, b1, . . . , aℓ, bℓ, d, ǫc
′,Xµ/2) ∈ Xℓ,2YM(Sp(n)). Then
exp(Xµ/2)(ǫc
′)d(ǫc′)−1d =
ℓ∏
i=1
[ai, bi],
or equivalently,
exp(Xµ/2)(−c¯′d¯c¯′−1d) ∈ (Sp(n)Xµ)ss ∼={
SU(n1)× · · · × SU(nr), λr > 0,
SU(n1)× · · · × SU(nr−1)× Sp(nr), λr = 0.
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Again, we need
λj =
2kj
nj
− 1, kj ∈ Z, j = 1, . . . , r.
We conclude that for nonorientable surfaces, either
µ = diag
((2k1
n1
− 1)In1 , . . . , (2krnr − 1)Inr ,−(2k1n1 − 1)In1 , . . . ,−(2krnr − 1)Inr
)
,
where
kj ∈ Z, k1
n1
> · · · > kr
nr
>
1
2
,
or
µ = diag
((2k1
n1
− 1)In1 , . . . , (2kr−1nr−1 − 1)Inr−1 , 0Inr ,
−(2k1
n1
− 1)In1 , . . . ,−(2kr−1nr−1 − 1)Inr−1 , 0Inr
)
,
where
kj ∈ Z, k1
n1
> · · · > kr−1
nr−1
>
1
2
.
Recall the for each µ, the ǫ-reduced representation varieties are
V ℓ,1YM(Sp(n))µ = {(a1, b1, . . . , aℓ, bℓ, c′) ∈ Sp(n)2ℓ+1Xµ |
ℓ∏
i=1
[ai, bi] = exp(Xµ/2)ǫc
′ǫc′},
V ℓ,2YM(Sp(n))µ = {(a1, b1, . . . , aℓ, bℓ, d, c′) ∈ Sp(n)2ℓ+2Xµ |
ℓ∏
i=1
[ai, bi] = exp(Xµ/2)ǫc
′d(ǫc′)−1d}.
Let i = 1, · · · , ℓ. When λr > 0, write
ai = diag
(
Ai1, . . . , A
i
r, A¯
i
1, . . . , A¯
i
r
)
, bi = diag
(
Bi1, . . . , B
i
r, B¯
i
1, . . . , B¯
i
r
)
,
c′ = diag
(
C1, . . . , Cr, C¯1, . . . , C¯r
)
, d = diag
(
D1, . . . ,Dr, D¯1, . . . , D¯r
)
,
where Aij , B
i
j , Cj , Bj ∈ U(nj). When λr = 0, write
ai =

Ai 0
Air −E¯ir
A¯i
0 Eir A¯
i
r
 , bi =

Bi 0
Bir −F¯ ir
A¯i
0 F ir B¯
i
r
 ,
c′ =

C 0
Cr −H¯r
C¯
0 Hr C¯r
 , d =

D 0
Dr −G¯r
D¯
0 Gr D¯r
 ,
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where
Ai = diag
(
Ai1, . . . , A
i
r−1
)
, Bi = diag
(
Bi1, . . . , B
i
r−1
)
,
C = diag (C1, . . . , Cr−1) , D = diag (D1, . . . ,Dr−1) ,
Aij, B
i
j , Cj ,Dj ∈ U(nj), j = 1, . . . , r − 1,
P i =
(
Air −E¯ir
Eir A¯
i
r
)
, Qi =
(
Bir −F¯ ir
F ir B¯
i
r
)
∈ Sp(nr) ⊂ U(2nr),
Si =
(
Cr −H¯r
Hr C¯r
)
, Ri =
(
Dr −G¯r
Gr D¯r
)
∈ Sp(nr) ⊂ U(2nr).
Let ǫ =
(
0 −Inr
Inr 0
)
∈ Sp(nr). For j = 1, . . . , r − 1, define
(43)
Vj =
{
(A1j , B
1
j , . . . , A
ℓ
j , B
ℓ
j , Cj) ∈ U(nj)2ℓ+1 |
ℓ∏
i=1
[Aij , B
i
j ] = e
−2π√−1 kj
nj (CjCj)
}
∼= V˜ ℓ,1nj ,kj ,
where V˜ ℓ,1nj ,kj is the twisted representation variety defined in (9) of Section 4.6. V˜
ℓ,1
nj ,kj
is
nonempty if ℓ ≥ 1. We have shown that V˜ ℓ,1nj ,kj is connected if ℓ ≥ 2 (Proposition 4.13).
When λr > 0, define Vr by (43). When λr = 0, define
Vr =
{
(P 1r , Q
1
r , . . . , P
ℓ
r , Q
ℓ
r, Sr) ∈ Sp(nr)2ℓ+1 |
ℓ∏
i=1
[P ir , Q
i
r] = (ǫSr)
2
}
(S′r=ǫSr)∼=
{
(P 1r , Q
1
r , . . . , P
ℓ
r , Q
ℓ
r, S
′
r) ∈ Sp(nr)2ℓ+1 |
ℓ∏
i=1
[P ir , Q
i
r] = (S
′
r)
2
}
∼= Xℓ,1flat(Sp(n0)).
Then V ℓ,1YM(Sp(n))µ =
∏r
j=1 Vj.
Similarly, for j = 1, . . . , r − 1, define
(44)
Vj =
{
(A1j , B
1
j , . . . , A
ℓ
j , B
ℓ
j ,Dj , Cj) ∈ (U(nj))2ℓ+2 |
ℓ∏
i=1
[Aij , B
i
j] = exp
−2π√−1 kj
nj Inj C¯jD¯jC¯
−1
j Dj
} ∼= V˜ ℓ,2nj ,kj ,
where V˜ ℓ,2nj ,kj is the twisted representation variety defined in (10) of Section 4.6. V˜
ℓ,2
nj ,kj
is
nonempty if ℓ ≥ 1. We have shown that V˜ ℓ,2nj ,kj is connected if ℓ ≥ 4 (Proposition 4.13). When
λr > 0, define Vr by (44). When λr = 0, define
Vr =
{
(P 1r , Q
1
r, . . . , P
ℓ
r , Q
ℓ
r, Rr, Sr) ∈ Sp(nr)2ℓ+2 |
ℓ∏
i=1
[P ir , Q
i
r] = ǫSrRr(ǫSr)
−1Rr
}
(S′r=ǫSr)∼=
{
(P 1r , Q
1
r , . . . , P
ℓ
r , Q
ℓ
r, Rr, S
′
r) ∈ Sp(nr)2ℓ+2 |
ℓ∏
i=1
[P ir , Q
i
r] = S
′
rRr(S
′
r)
−1Rr
}
∼= Xℓ,2flat(Sp(nr)).
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Then V ℓ,2YM(Sp(n))µ =
∏r
j=1 Vj.
Let U(nj) act on Vj = V˜
ℓ,i
nj ,kj
by (11) and (12) in Section 4.6 when i = 1 and when i = 2,
respectively. Then we have homeomorphisms
V ℓ,iYM(Sp(n))µ/Sp(n)Xµ
∼=
{∏r
j=1(Vj/U(nj)), λr > 0,∏r−1
j=1(Vj/U(nj))× Vr/Sp(nr), λr = 0,
and homotopy equivalences
V ℓ,iYM(Sp(n))µ
Sp(n)Xµ ∼
{∏r
j=1 Vj
hU(nj), λr > 0,∏r−1
j=1 Vj
hU(nj) × VrhSp(nr), λr = 0.
To simplify the notation, we write
(45) µ = (µ1, . . . , µn) =
(2k1
n1
− 1, . . . , 2k1
n1
− 1︸ ︷︷ ︸
n1
, . . . ,
2kr
nr
− 1, . . . , 2kr
nr
− 1︸ ︷︷ ︸
nr
)
instead of
diag
((2k1
n1
− 1)In1 , . . . , (2krnr − 1)Inr ,−(2k1n1 − 1)In1 , . . . ,−(2krnr − 1))Inr
)
,
and write
(46) µ = (µ1, . . . , µn) =
(2k1
n1
− 1, . . . , 2k1
n1
− 1︸ ︷︷ ︸
n1
, . . . ,
2kr−1
nr−1
− 1, . . . , 2kr−1
nr−1
− 1︸ ︷︷ ︸
nr−1
, 0, . . . , 0︸ ︷︷ ︸
nr
)
instead of
diag
((2k1
n1
− 1)In1 , . . . , (2kr−1nr−1 − 1)Inr−1 , 0Inr ,
−(2k1
n1
− 1)In1 , . . . ,−(2kr−1nr−1 − 1))Inr−1 , 0Inr
)
.
Let
IˆSp(n) =
{
µ =
(2k1
n1
− 1, . . . , 2k1
n1
− 1︸ ︷︷ ︸
n1
, . . . ,
2kr
nr
− 1, . . . , 2kr
nr
− 1︸ ︷︷ ︸
nr
)∣∣ nj ∈ Z>0,
n1 + · · · + nr = n, kj ∈ Z, k1
n1
> · · · > kr
nr
>
1
2
}
⋃ {
µ =
(2k1
n1
− 1, . . . , 2k1
n1
− 1︸ ︷︷ ︸
n1
, . . . ,
2kr−1
nr−1
− 1, . . . , 2kr−1
nr−1
− 1︸ ︷︷ ︸
nr−1
, 0, . . . , 0︸ ︷︷ ︸
nr
)∣∣
nj ∈ Z>0, n1 + · · ·+ nr = n, kj ∈ Z, k1
n1
> · · · > kr−1
nr−1
>
1
2
}
Proposition 7.8. Suppose that ℓ ≥ 2i, where i = 1, 2, and let µ ∈ IˆSp(n).
(i) If µ is of the form (45), then
Xℓ,iYM(Sp(n))µ/Sp(n)
∼=
r∏
j=1
M˜ℓ,inj ,kj .
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We have a homotopy equivalence
Xℓ,iYM(Sp(n))µ
hSp(n) ∼
r∏
j=1
(
V˜ ℓ,inj ,kj
)hU(nj).
(ii) If µ is of the form (46), then
Xℓ,iYM(Sp(n))µ/Sp(n)
∼=
r−1∏
j=1
M˜ℓ,inj ,kj ×M(Σℓi , Sp(nr)).
We have a homotopy equivalence
Xℓ,iYM(Sp(n))µ
hSp(n) ∼
r−1∏
j=1
(
V˜ ℓ,inj ,kj
)hU(nj) ×Xℓ,iflat(Sp(nr))hSp(nr).
In particular, Xℓ,iYM(Sp(n))µ is nonempty and connected.
Proposition 7.9. Suppose that ℓ ≥ 2i, where i = 1, 2. The connected components of Xℓ,iYM(Sp(n))
are
{Xℓ,iYM(Sp(n))µ | µ ∈ IˆSp(n)}.
Notice that, the set {µ = diag(µ1, . . . , µn,−µ1, . . . ,−µn)|(µ1, . . . , µn) ∈ IˆSp(n)} is a proper
subset of {µ ∈ (ΞI+)τ |I ⊆ ∆, τ(I) = I} as mentioned in Section 4.5.
The following is an immediate consequence of Proposition 7.8.
Theorem 7.10. Suppose that ℓ ≥ 2i, where i = 1, 2, and let µ ∈ IˆSp(n).
(i) If µ is of the form (45), then
P
Sp(n)
t
(
Xℓ,iYM(Sp(n))µ
)
=
r∏
j=1
P
U(nj)
t (V˜
ℓ,i
nj ,kj
).
(ii) If µ is of the form (46), then
P
Sp(n)
t
(
Xℓ,iYM(Sp(n))µ
)
=
r−1∏
j=1
P
U(nj)
t (V˜
ℓ,i
nj ,kj
) · PSp(nr)t
(
Xℓ,iflat(Sp(nr))
)
.
Appendix A. Remarks on Laumon-Rapoport Formula
In this appendix, we explain how to use the argument in [LR] to obtain Theorem 4.4, which
is a slightly modified version of [LR, Theorem 3.4]. We work over C.
A.1. Notation. The following is a correspondence between the notation in [FM] (which we
followed closely in Section 3) and that in [LR].
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[LR] [FM]
minimal parabolic
subgroup (Borel)
P0
Cartan of G M0 H
parabolic subgroup P =MPNP P = LU
Levi subgroup MP L
unipotent radical NP U
center of the
Levi subgroup
ZP Z(L)
connected center
of MP
AP Z(L)0
A′P ⊂MP,ab L/[L,L] = Z(L)0/Z(L)0 ∩ [L,L]
X∗(AP ) π1(Z(L)0)
X∗(A′P ) π1(H)/ΛˆL = π1(L/[L,L])
X∗(A′P0) π1(H)
a0 = aP0 hR
aP = R⊗X∗(AP )
= R⊗X∗(A′P )
(zL)R
aG = R⊗X∗(AG)
= R⊗X∗(A′G)
(zG)R ∼= hR/V ∗
aG0 = a
G
P0
⊂ a0 V ∗ = Λ⊗ R ⊂ hR
root system Φ0 = ΦP0 ⊂ a∨0 R ⊂ h∗R
set of positive roots Φ+0 = Φ
+
P0
⊂ Φ0 R+ ⊂ R
set of simple roots ∆0 = ∆P0 ⊂ Φ+0 ∆ ⊂ R+
coroot lattice of G
⊕
α∈∆0 Zα
∨ Λ =
⊕
α∈∆ Zα
∨ ⊂ π1(H)
In this appendix, we will closely follow the notation in [LR]. We will not repeat most of the
definitions in [LR].
Following [LR], if P ⊂ Q ⊂ R are three parabolic subgroups of G, there are canonical
splittings aP = a
Q
P ⊕ aRQ ⊕ aR and a∗P = aQ∗P ⊕ aR∗Q ⊕ a∗R. Given H ∈ aP , we denote by
[H]Q, [H]RQ, and [H]R the canonical projections of H onto a
Q
P , a
R
Q, and aR, respectively. The
components of β ∈ a∗P in aQ∗P , aR∗Q , and a∗R are β|aQ
P
, β|aR
Q
, and β|aR , respectively. Given
α ∈ ∆P = ∆GP ⊂ aG∗P , let α˜ denote the unique element in ∆0 ⊂ aG∗P0 such that α˜|aGP = α. Then
α˜∨ ∈ aGP0 and α∨ = [α˜∨]P ∈ aGP . The subset IP of the set of simple roots in [FM] corresponds
to ∆P = ∆
G
P in the following way:
IP = {α˜ | α ∈ ∆P } ⊂ ∆0 ⊂ aG∗P0
∆P = {β|aP | β ∈ IP } ⊂ aG∗P
∆PP0 = {β|aPP0 | β ∈ ∆0 \ I
P } ⊂ aP∗P0
∆QP = {β|aQ
P
| β ∈ IP \ IQ} ⊂ aQ∗P
We continue the table of correspondence between notations in [LR] and [FM]:
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[LM] [FM]
X∗(A′P ) π1(H)/ΛˆL
ΛGP = X∗(A
′
P )/
⊕
α∈∆G
P
Zα∨ π1(H)/(ΛˆL ⊕
⊕
α∈IP Zα
∨)
Topological type
of G-bundle
ΛGP0 π1(H)/Λ = π1(G)
Topological type
of MP -bundle
ΛPP0 π1(H)/ΛL = π1(L)
Given a parabolic subgroup P of G, the topological type of an MP -bundle is given by
νP ∈ ΛPP0 ∼= π1(MP ). The slope of an MP -bundle is given by ν ′P ∈ X∗(A′P ). The commutative
diagram in Section 3.3 can be rewritten as follows:
0 0y y
0 −−−−→ Λ̂P /ΛP jss−−−−→ Λ̂/Λ
⊕
α∈∆G
P
̟α˜
−−−−−−−→ ⊕α∈∆G
P
Q/ZyiP yiG ∥∥∥
ΛPP0
[·]G−−−−→ ΛGP0
⊕
α∈∆G
P
̟α˜
−−−−−−−→ ⊕α∈∆G
P
Q/ZypP ypG
X∗(A′P )
[·]G−−−−→ X∗(A′G)y y
0 0
Here ΛP = ⊕α∈∆P
P0
Zα∨ ⊂ X∗(A′P0), and Λ̂P is the saturation of ΛP in X∗(A′P0). Let ν ′P and
ν ′G denote the projections pP (νP ) and pG(νG), respectively.
Recall that {̟α | α ∈ ∆0} is a basis of the real vector space aG∗P0 which is dual to the basis
{α∨ | α ∈ ∆0} of aGP0 . Given α ∈ ∆0, we extend ̟α : aGP0 → R to ̟α : a0 = aGP0 ⊕ aG → R
by zero on aG. Then ̟α takes integral values on ⊕α∈∆0Zα∨ ⊂ aGP0 ⊂ a0, and takes rational
values on X∗(A′P0) ⊂ a0. So it induces a map
̟α : Λ
Q
P0
= X∗(A′P0)
/ ⊕
α∈∆Q
P0
Zα∨ → Q/Z
where Q is any parabolic subgroup of G. More explicitly, given νQ ∈ ΛQP0 , let X ∈ X∗(A′P0) be
a representative of νQ. Then ̟α(νQ) = ̟α(X) + Z.
A.2. Inversion formulas. Let A be a fixed topological abelian group. In [LR], Laumon and
Rapoport introduced the notion of Γ̂-converging functions and Γ-converging functions from P
to A, where
P = {(P, ν ′P ) | P ∈ P, ν ′P ∈ X∗(A′P )}.
We will introduce similar notion for functions from T to A, where
T = {(P, νP ) | P ∈ P, νP ∈ ΛPP0}.
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Definition A.1. Let T = {(P, νP ) | P ∈ P, νP ∈ ΛPP0}, and let A be a fixed topological abelian
group. A function a : T → A is Γ̂–converging if for each standard parabolic subgroup P ⊂ Q
of G and each νQ ∈ ΛQP0 , the finite sum∑
νP∈ΛPP0
[νP ]Q=νQ
Γ̂QP ([ν
′
P ]
Q, T )a(P, νP )
admits a limit as T ∈ aQ+P goes to infinity. If this is the case, we shall denote this limit by∑
νP∈ΛPP0
[νP ]Q=νQ
τ̂QP ([ν
′
P ]
Q)a(P, νP ) .
A function b : T→ A is Γ–converging if for each standard parabolic subgroup P ⊂ Q of G and
each νQ ∈ ΓQP0, the finite sum ∑
νP∈ΛPP0
[νP ]Q=νQ
ΓQP ([ν
′
P ]
Q, T )b(P, νP )
admits a limit as T ∈ aQ+P goes to infinity. If this is the case, we shall denote this limit by∑
νP∈ΛPP0
[νP ]Q=νQ
τQP ([ν
′
P ]
Q)b(P, νP ) .
The following inversion formula is an analogue of [LR, Theorem 2.1].
Theorem A.2. For each Γ̂–converging function a : T→ A, there exists a unique Γ–converging
function b : T→ A such that, for each (Q, νQ) ∈ T, we have
a(Q, νQ) =
∑
P∈P
P⊂Q
∑
νP∈ΛPP0
[νP ]Q=νQ
τQP ([ν
′
P ]
Q)b(P, νP ) .
The function b is given by the following formula : for each (Q, νQ) ∈ T, we have
b(Q, νQ) =
∑
P∈P
P⊂Q
(−1)dim(aQP )
∑
νP∈ΛPP0
[νP ]Q=νQ
τ̂QP ([ν
′
P ]
Q)a(P, νP ) .
Theorem A.2 is an easy consequence of the following two lemmas:
Lemma A.3 (Langlands). For any standard parabolic subgroups P ⊂ R of G and any H ∈ aRP ,
we have
(47)
∑
P⊂Q⊂R
(−1)dim(aRQ)τQP ([H]Q)τ̂RQ ([H]Q) = δRP
and
(48)
∑
P⊂Q⊂R
(−1)dim(aQP )τ̂QP ([H]Q)τRQ ([H]Q) = δRP .
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Lemma A.4 (Arthur). If T ∈ aR+P ⊂ +aRP , the function H 7→ ΓRP (H,T ) (resp. H 7→
ΓˆRP (H,T ) ) is the characteristic function of the bounded subset
{H ∈ aRP | 〈α,H〉 > 0, 〈̟α,H〉 ≤ 〈̟α, T 〉,∀α ∈ ∆RP} ⊂ aR+P
(resp.
{H ∈ aRP | 〈̟Rα ,H〉 > 0, 〈α,H〉 ≤ 〈α, T 〉,∀α ∈ ∆RP } ⊂ +aRP )
of aRP .
Proof of Theorem A.2.∑
Q∈P
Q⊂R
∑
νQ∈ΛQP0
[νQ]R=νR
τRQ ([ν
′
Q]
R)b(Q, νQ)
=
∑
Q∈P
Q⊂R
∑
νQ∈ΛQP0
[νQ]R=νR
τRQ ([ν
′
Q]
R)
∑
P∈P
P⊂Q
(−1)dim(aQP )
∑
νP∈ΛPP0
[νP ]Q=νQ
τ̂QP ([ν
′
P ]
Q)a(P, νP )
=
∑
P⊂Q⊂R
∑
νP∈ΛPP0
[νP ]R=νR
(−1)dim(aQP )τ̂QP ([ν ′P ]Q)τRQ ([ν ′P ]RQ)a(P, νP )
For fixed νP , we have∑
P⊂Q⊂R
(−1)dim(aQP )τ̂QP ([ν ′P ]Q)τRQ ([ν ′P ]RQ) =∑
P⊂Q⊂R
(−1)dim(aQP )τ̂QP ([[ν ′P ]R]Q)τRQ ([[ν ′P ]R]Q) = δRP
where the last equality follows from (48) in Lemma A.3. So∑
Q∈P
Q⊂R
∑
νQ∈ΛQP0
[νQ]R=νR
τRQ ([ν
′
Q]
R)b(Q, νQ) =
∑
P∈P
P⊂R
∑
νP∈ΛPP0
[νP ]R=νR
δRP a(P, νP ) = a(R, νR)

Now we consider a special case of Theorem A.2. For any P ∈ P, fix nP ∈ Z≥0 and
ǫP0 ∈ aP∗0 ⊂ a∗0 such that for any standard parabolic subgroups P ⊂ Q of G,
nP ≥ nQ, (ǫQ0 − ǫP0 )
∣∣
aP0
= 0, 〈ǫQP , α∨〉 ∈ Z>0 ∀α ∈ ∆QP ,
where ǫQP = (ǫ
Q
0 − ǫP0 )
∣∣
a
Q
P
. (Here we use ǫQP instead of δ
Q
P , which is used in [LR], to avoid
confusion with the δRP in Lemma A.3.)
We have the following analogue of [LR, Lemma 2.3]:
Lemma A.5. For each (Q, νQ) ∈ T and each standard parabolic subgroup P ⊂ Q of G, we
have ∑
νP∈ΛPP0
[νP ]Q=νQ
τ̂QP ([ν
′
P ]
Q)t〈ǫ
Q
P
,[ν′
P
]Q〉 =
( ∏
α∈∆Q
P
1
1− t〈ǫQP ,α∨〉
)
t
P
α∈∆Q
P
〈ǫQ
P
,α∨〉〈̟α˜(νQ)〉
,
where, for each µ ∈ R/Z, 〈µ〉 ∈ R is the unique representative of the class µ such that 0 <
〈µ〉 ≤ 1.
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Notice that < ·, · > denotes the pairing between dual spaces, while < · > denotes the unique
representative in (0, 1] of the class · ∈ R/Z.
Proof. Given
νQ ∈ ΛQP0 = X∗(A′P0)
/ ⊕
α∈∆Q
P0
Zα∨ ,
we choose a representative X0 ∈ X∗(A′P0) ⊂ a0 of νQ. Let
S˜ =
{
X0 +
∑
α∈∆Q
P
mαα˜
∨
∣∣∣mα ∈ Z} ⊂ X∗(A′P0).
Then the natural projection
X∗(A′P0)→ ΛPP0 = X∗(A′P0)
/ ⊕
α∈∆P
P0
Zα∨
restricts to a bijection
j : S˜
∼=−→ S = {νP ∈ ΛPP0 | [νP ]Q = νQ}.
Let
f(t) =
∑
νP∈ΛPP0
[νP ]Q=νQ
τ̂QP ([ν
′
P ]
Q)t〈ǫ
Q
P
,[ν′
P
]Q〉.
Then
f(t) =
∑
νP∈S
τ̂QP ([ν
′
P ]
Q)t〈ǫ
Q
P
,[ν′P ]
Q〉 =
∑
νP∈S+
t〈ǫ
Q
P
,[ν′P ]
Q〉,
where
S+ = {νP ∈ S | 〈̟Qα , [ν ′P ]Q〉 > 0 ∀α ∈ ∆QP }.
Let S˜+ = j
−1(S+). Then
S˜+ =
{
X0 +
∑
α∈∆Q
P
mαα˜
∨
∣∣∣mα ∈ Z,̟α˜(X0) +mα > 0 ∀α ∈ ∆QP}.
So
f(t) =
∑
νP∈S+
t〈ǫ
Q
P
,[ν′
P
]Q〉 =
∑
X∈S˜+
t〈ǫ
Q
P
,[X]Q
P
〉 =
∑
X∈S˜+
∏
α∈∆Q
P
t〈ǫ
Q
P
,α∨〉〈̟Qα ,[X]QP 〉
=
∏
α∈∆Q
P
∑
mα∈Z
̟α˜(X0)+mα>0
t〈ǫ
Q
P
,α∨〉(̟α˜(X0)+mα)
Note that 〈̟α˜, νQ〉 = ̟α˜(νQ) = ̟α˜(X0)+Z ∈ Q/Z for all α ∈ ∆QP . As in the proof of [LR,
Lemma 2.3], for p ∈ Z>0 and x ∈ R, we have∑
m∈Z
x+m>0
tp(x+m) =
tp〈x+Z〉
1− tp .
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Thus,
f(t) =
∏
α∈∆Q
P
t〈ǫ
Q
P
,α∨〉〈̟α˜(νQ)〉
1− t〈ǫQP ,α∨〉

Set m(P, ν ′P ) = nP + 〈ǫGP , ν ′P 〉. We have now concluded with the following inversion formula,
which is a slightly modified version of [LR, Theorem 2.4].
Theorem A.6. Given a0 : P → A, there exists a unique function b0 : T → A which satisfies
the relation
a0(Q) =
∑
P∈P
P⊂Q
∑
νP∈ΛPP0
[νP ]Q=νQ
τQP ([ν
′
P ]
Q)b0(P, νP )t
m(P,ν′
P
)−m(Q,ν′
Q
) ,
for each (Q, νQ) ∈ T. This function is given by
b0(Q, νQ) =∑
P∈P
P⊂Q
(−1)dim(aQP )a0(P )tnP−nQ
( ∏
α∈∆Q
P
1
1− t〈ǫQP ,α∨〉
)
·t
P
α∈∆Q
P
〈ǫQ
P
,α∨〉〈̟α˜(νQ)〉 ∈ A ,
for each (Q, νQ) ∈ T.
A.3. Inversion of the Atiyah-Bott recursion relation. Let C(G, νG) be the space of
complex structures on a C∞ principal G-bundle over a Riemann surface of genus g ≥ 2 with
topological type νG ∈ ΛGP0 ∼= π1(G). Let Css(G, νG) ⊂ C(G, νG) be the semi-stable stratum.
Let Pt(G, νG) and P
ss
t (G, νG) be the G-equivariant Poincare´ series of C(G, νG) and Css(G, νG),
respectively. Let C(G,P, νP ) ⊂ C(G, νG) be the stratum which corresponds to (P, νP ) ∈ T,
where [νP ]G = νG. Then the real codimension m(P, ν
′
P ) of the stratum C(G,P, νP ) is equal to
2 dim(NP )(g − 1) + 4〈ρGP , ν ′P 〉,
where NP is the unipotent radical of P and
ρGP =
1
2
∑
α∈ΦG+
P
α ∈ aG∗P ⊂ a∗P .
Clearly m(G, ν ′G) = 0.
With the above notation, the Atiyah-Bott recursion relation can be stated as follows:
Theorem A.7 (Atiyah-Bott). The stratification of M(G, νG) by the M(G,P, νP ) is perfect
modulo torsion, so that for the Poincare´ series, we have
(49) Pt(G, νG) =
∑
P∈P
∑
νP∈ΛPP0
[νP ]G=νG
τGP ([ν
′
P ]
G)tm(P,ν
′
P )P sst (MP , νP ).
Note that Theorem A.7 and [LR, Theorem 3.2] are slightly different when Gss is not simply
connected.
Theorem A.8 ([LR, Theorem 3.3] ). For any νG ∈ ΛGP0 , we have
Pt(G, νG) =
((1 + t)2g
1− t2
)dim(aG) dim(aG0 )∏
i=1
(1 + t2di(G)−1)2g
(1− t2di(G)−2)(1 − t2di(G)) .
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In particular, Pt(G, νG) does not depend on νG.
Note that in both Theorem A.7 and Theorem A.8, we may replace G by the Levi component
MP of a parabolic subgroup P .
To invert the recursion relation (49), we apply Theorem A.6, with
a0(P ) = Pt(MP , νP ), b0(P, νP ) = P
ss
t (MP , νP ), nP = 2dim(NP )(g − 1), ǫGP = 4ρGP .
We obtain
Theorem A.9. For any νG ∈ ΛGP0, we have
P sst (G, νG) =∑
P∈P
(−1)dim(aGP )
((1 + t)2g
1− t2
)dim(aP )(dim(aP0 )∏
i=1
(1 + t2di(MP )−1)2g
(1− t2di(MP )−2)(1 − t2di(MP ))
)
·t2dim(NP )(g−1)
( ∏
α∈∆G
P
1
1− t4〈ρGP ,α∨〉
)
·t4
P
α∈∆G
P
〈ρG
P
,α∨〉〈̟α˜(νG)〉 ∈ Q(t).
This is exactly Theorem 4.4.
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