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DENSITY MATRIX RECONSTRUCTION FROM DISPLACED PHOTON
NUMBER DISTRIBUTIONS
JUKKA KIUKAS, JUHA-PEKKA PELLONPÄÄ, AND JUSSI SCHULTZ
Abstrat. We onsider state reonstrution from the measurement statistis of phase spae
observables generated by photon number states. The results are obtained by inverting ertain
innite matries. In partiular, we obtain reonstrution formulas, eah of whih involves only
a single phase spae observable.
PACS numbers: 03.65.-w, 03.67.-a, 42.50.-p
Keywords: phase spae, positive operator measure, informational ompleteness, state reon-
stru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1. Introdution
A density operator of a quantum system is determined by any informationally omplete set
of measurements performed on the system; this means that the state is uniquely speied by
the olletive outome statistis of suh measurements (see, for instane [22, 6℄). However, this
point of view is rather abstrat; in pratial appliations one instead aims to derive expliit
reonstrution formulas for the density operator in terms of the empirial distributions in ques-
tion. Of ourse, informational ompleteness of the measurements is neessary for the existene
of suh reonstrution formulas. In quantum optis one typially uses the set of rotated quadra-
tures [10, 15, 18℄, whih an easily be measured by homodyne detetion [16℄. Another option is
to use phase spae observables. In partiular, one an reonstrut the density matrix from the
olletion of phase spae observables generated by number states. The assoiated distributions
are sometimes alled displaed photon number distributions, and the entire olletion is alled
photon number tomogram by Manko et al. [19, 20, 21℄.
The purpose of this paper is to use the method of innite matrix inversion, as in [14℄, to
derive state reonstrution formulas involving the measurement outome distributions of phase
spae observables generated by the number states. We onsider two dierent types of formulas,
involving (1) the entire tomogram, and (2) only a single observable. We nd one formula of
type (2) for eah displaed photon number distribution; up to our knowledge, suh formulas
have previously been obtained only for the observable generated by the vauum state.
The paper is organized as follows. In setion 2 we x the notations and onsider the informa-
tional ompleteness of phase spae observables. The relevant results onerning the inversion
of innite matries are proved in setion 3. Setion 4 ontains the main results of this paper.
After presenting the basi properties of the phase spae observables generated by the number
states and disussing the possibility of measuring the observables, we prove two reonstrution
formulas. In setion 5, we disuss the advantages and disadvantages of the two reonstrution
senarios onsidered in this paper.
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2. Preliminaries
Let H be a omplex separable Hilbert spae and {|n〉 | n ∈ N} be an orthonormal basis of H
where N := {0, 1, 2, . . .}. The basis is identied with the photon number basis, or Fok basis, in
the ase where H is assoiated with the single mode eletromagneti eld. Let a and a∗ denote
the usual raising and lowering operators assoiated with the above basis of H, and let N = a∗a
be the selfadjoint number operator. Now the phase shifting unitary operators are R(θ) := eiθN .
Dene the shift operator of the omplex plane D(z) = eza
∗−za
, z ∈ C, for whih the identities
D(z)∗ = D(z)−1 = D(−z) and R(θ)D(z)R(θ)∗ = D(zeiθ) hold. The matrix elements of D(z)
with respet to the number basis are
(1) 〈m|D(z)|n〉 = (−1)max{0,n−m}eiθ(m−n)
√
min{m,n}!
max{m,n}!e
−r2/2r|m−n|L|m−n|min{m,n}(r
2),
where z = reiθ and
Lαs (x) :=
s∑
u=0
(−1)u
u!
(
s+ α
s− u
)
xu
is the assoiated Laguerre polynomial.
Let L(H) be the set of bounded operators on H, and T (H) the set of trae lass operators.
We let ‖ · ‖1 denote the trae norm of T (H) and the operator norm of L(H) is denoted by ‖ · ‖.
WhenH is assoiated with a quantum system, suh as the single mode eletromagneti eld, the
states of the system are represented by positive operators ρ ∈ T (H) with the unit trae, density
operators, and eah state is fully haraterized by the matrix elements ρmn := 〈m|ρ|n〉 with
respet to the given basis. The observables are assoiated with the normalized positive operator
measures (POMs) whih, in the ase of phase spae observables, are dened on the Borel σ-
algebra B(C) of subsets of C ∼= R2.1 The measurement outome statistis of a phase spae
observable E : B(R2)→ L(H) in a state ρ are given by the probability measure X 7→ tr[ρE(X)].
For eah positive operator K of trae one, dene the phase spae POM EK : B(C) → L(H)
by
(2) E
K(X) :=
∫
X
D(z)KD(z)∗
d2z
pi
,
where the integral exists in the σ-weak sense. This measure is ovariant in the sense that
D(α)EK(X)D(α)∗ = EK(X + α),
for all X ∈ B(C) and α ∈ C. Furthermore, eah ovariant phase spae observable is of the
above form [12, 24℄. We use the notation GK for the operator density related to EK , that is,
GK : C → L(H), z 7→ GK(z) = D(z)KD(z)∗. For a xed density operator ρ, the phase spae
probability measure assoiated with E
K
, i.e. X 7→ tr[ρEK(X)], has a density GKρ : C→ [0,∞),
given by
GKρ (z) = tr[ρD(z)KD(z)
∗] = tr[ρGK(z)].
If K is a one-dimensional projetion, that is K = |ψ〉〈ψ| for some ψ ∈ H, ‖ψ‖ = 1, we use the
notations E
ψ := E|ψ〉〈ψ|, Gψ := G|ψ〉〈ψ| and Gψρ := G
|ψ〉〈ψ|
ρ respetively.
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A normalized positive operator measure, dened on a σ-algebra Σ of subsets of a set Ω, is a map E : Σ →
L(H) whih is σ-additive in the weak operator topology, and has the property E(Ω) = I (the identity operator),
that is, for whih X 7→ tr[ρE(X)] is a probability measure for eah state ρ.
2
When reonstruting the state of the system diretly from some measurement data, the
measured observables are required to distinguish between any two states:
Denition 1. A set M of observables E : B(Ω) → L(H) is informationally omplete, if any
two states ρ and ρ′ are equal whenever tr[ρE(X)] = tr[ρ′E(X)] for all E ∈M and X ∈ B(Ω).
In other words, the informational ompleteness of a set M of observables means that the
totality of the orresponding measurement outome distributions determines the state ρ of the
system. Clearly, a setM of observables is informationally omplete if and only if ρ = 0 whenever
ρ is a selfadjoint trae lass operator with tr[ρE(X)] = 0 for all E ∈ M and X ∈ B(Ω). If M
onsists of a single observable E, we say that E is an informationally omplete observable. A
ovariant phase spae observable E
K
is known to be informationally omplete if tr[KD(z)] 6= 0
for almost all z ∈ C [2℄. As a onsequene of this, we get the following lemma, whih shows that
E
K
is informationally omplete whenever K is a nite matrix. In partiular, the observables
generated by the number states are informationally omplete.
Lemma 1. Let K be a positive operator with unit trae, whose matrix representation with
respet to the number basis {|n〉 | n ∈ N} is nite. Then the ovariant phase spae observable
E
K
generated by K is informationally omplete.
Proof. Sine the matrix representation of K is nite, K an be written as a nite sum K =∑k
m,n=0Kmn|m〉〈n|. Due to the linearity of the trae, we then have
tr[KD(z)] =
k∑
m,n=0
Kmn〈n|D(z)|m〉
for all z ∈ C. Aording to equation (1), we have 〈n|D(z)|m〉 = 0 exatly when
|z||m−n|L|m−n|min{m,n}(|z|2) = 0,
whih is a polynomial of |z| of order m+ n. We thus nd that 〈n|D(z)|m〉 = 0 for only a nite
number of points z ∈ C, whih then implies that
tr[KD(z)] 6= 0
for almost all z ∈ C. Hene, EK is informationally omplete. 
Consider now an arbitrary ovariant phase spae observable E
K
. Let Pn be the projetion
onto the n-dimensional subspaes spanned by the vetors |k〉, k = 0, 1, . . . , n − 1, that is
Pn =
∑n−1
k=0 |k〉〈k|. Sine tr[K] = 1, there exists a smallest natural number n0 suh that
tr[Pn0KPn0] 6= 0. For eah n ≥ n0, dene the trunated operator Kn = 1tr[PnKPn]PnKPn, where
the normalization assures that it is a positive operator of unit trae. Aording to lemma 1,
eah observable E
Kn
is informationally omplete. It is a well known fat that the sequene
(Kn)n∈N onverges to K in the trae norm. For eah state ρ and X ∈ B(C) we then have
tr[ρEKn(X)] =
∫
X
tr[ρD(z)KnD(z)
∗]
d2z
pi
=
∫
X
tr[KnD(z)
∗ρD(z)]
d2z
pi
=
∫
−X
tr[KnD(z)ρD(z)
∗]
d2z
pi
= tr[KnE
ρ(−X)]
and similarily for K. This then implies that∣∣tr[ρEKn(X)]− tr[ρEK(X)]∣∣ = ∣∣tr[KnEρ(−X)]− tr[KEρ(−X)]∣∣ ≤ ‖Kn −K‖1‖Eρ(−X)‖ → 0,
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as n → ∞. In this way, the measurement of EK is obtained as a limit of measurements of
informationally omplete observables. In partiular, the measurement of an informationally
inomplete observable an be obtained as suh a limit.
3. Matrix inversion results
In this setion we prove the relevant results onerning the inversion of innite matries. The
rst result shows that any innite upper triangular matrix with nonzero diagonal elements has
a formal inverse.
First of all, notie that the produt of two or more upper triangular matries is always a
well dened upper triangular matrix, in the sense that the matrix elements of the produt
matrix are well dened nite sums. To larify this, onsider the matries A = (amn)m,n∈N and
B = (bmn)m,n∈N, for whih amn = 0 = bmn for n < m. Now the matrix elements of the produt
matrix are
(AB)m,m+l =
∞∑
k=0
am,kbk,m+l =
m+l∑
k=m
am,kbk,m+l
for all l ∈ N, and (AB)m,n = 0 for n < m. Similarly, any nite produt of upper triangular
matries is well dened. If C is a stritly upper triangular matrix, that is, the diagonal elements
are zeros, then for eah m, l ∈ N we have (Ck)m,m+l = 0 when k > l. In this way, the innite
series
∞∑
k=0
Ck
is well dened in the sense that( ∞∑
k=0
Ck
)
m,m+l
=
∞∑
k=0
(Ck)m,m+l =
l∑
k=0
(Ck)m,m+l,
that is, the series redues to a nite sum for eah m, l ∈ N.
If A is an upper triangular matrix with unit diagonal elements, then the matrix (I − A) is
strily upper triangular. Thus, the series
∞∑
k=0
(I −A)k
is well dened in the above sense. The following lemma shows, that suh a series is atually
the formal inverse of A.
Lemma 2. Let A = (amn)m,n∈N be an upper triangular innite matrix with unit diagonal, that
is, amn = 0 for n < m, and amm = 1 for all m ∈ N, and let B = (bmn)m,n∈N be a matrix for
whih bmn = 0 for n < m and bm,m+l =
∑l
k=0[(I − A)k]m,m+l for all l ∈ N. Then A and B are
formal inverses of eah other, that is (AB)mn = δmn = (BA)mn.
Proof. First notie that for n < m we have trivially (AB)mn = 0 = (BA)mn sine they involve
empty sums. The ase of the diagonal elements is also lear sine for example (AB)mm =
4
ammbmm = 1. Suppose now that n = m + l, where l > 0. Dene the matries A˜ := (aij)
m+l
i,j=0
and B˜ := (bij)
m+l
i,j=0 as nite ut-os of the orresponding innite matries. Now
(AB)m,m+l =
m+l∑
k=m
amkbk,m+l = (A˜B˜)m,m+l,
so it is suient to prove the laim for nite matries. Clearly
B˜ =
m+l∑
k=0
(I − A˜)k,
sine (I − A˜)k = 0 when k ≥ m+ l + 1. Thus
A˜B˜ = (I − (I − A˜))B˜ =
m+l∑
k=0
(I − A˜)k −
m+l−1∑
k=0
(I − A˜)k+1
=
m+l∑
k=0
(I − A˜)k −
m+l∑
k=0
(I − A˜)k + I = I,
and hene
(AB)m,m+l = (A˜B˜)m,m+l = 0
for all m ∈ N and l > 0. In a similar fashion one proves that (BA)m,m+l = 0 for all m ∈ N,
l > 0. 
As an immediate onsequene, we nd the inverse of an upper triangular matrix with nonzero
diagonal elements.
Corollary 1. Let A = (amn)m,n∈N be an upper triangular matrix with nonzero diagonal ele-
ments, and U = (umn)m,n∈N a diagonal matrix with umm = a−1mm. Then A has a formal inverse
B = (bmn)m,n∈N suh that bmn = 0 when n < m and
bm,m+l =
1
am+l,m+l
l∑
k=0
[(I − UA)k]m,m+l = 1
am,m
l∑
k=0
[(I −AU)k]m,m+l
for all m, l ∈ N.
Proof. First notie that the problem again redues to the ase of nite matries. Now UA and
AU are upper triangular matries with unit diagonals, so taking suitable ut-os of these, the
laim follows from elementary alulations. 
Consider now a nite sequene (cn)
k
n=0 ⊂ C in the above ase. Dene the sequene (dm)m∈N
via
dm =
∞∑
n=0
amncn =
k∑
n=m
amncn.
Sine dm = 0 for m > k, the sequene is atually nite. Dene (c
′
n)n∈N via
c′n =
∞∑
m=0
bnmdm =
k∑
m=n
bnmdm.
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Again, c′n = 0 for n > k, and inserting dm into the above equation gives us for n ≤ k
c′n =
k∑
m=n
k∑
n′=m
bnmamn′cn′ =
k∑
m=0
k∑
n′=0
bnmamn′cn′ =
k∑
n′=0
(
k∑
m=0
bnmamn′
)
cn′ =
k∑
n′=0
δnn′c
′
n = cn
sine n′ ≤ k. This then implies that when restrited to the vetor spae of nite sequenes,
the linear mappings orresponding to the matrix and its formal inverse are inverse mappings
of eah other.
The seond lemma deals with a speial ase of an upper triangular matrix, namely, one that
is also an innite dimensional Toeplitz matrix. That is, for all l ∈ N, the lth diagonal elements
am,m+l, m ∈ N, do not depend on m. It turns out that the formal inverse (bmn)m,n∈N is also an
upper triangular Toeplitz matrix. In this ase we also nd a suient ondition for inverting
the relation
dm =
∞∑
n=0
amncn,
where (cn)n∈N is an innite sequene, as
cn =
∞∑
m=0
bnmdm.
Lemma 3. Let l ∈ N, l ≥ 1, a0, a1, . . . , al ∈ C, a0 6= 0, and dene the matrix A = (asn)s,n∈N
for whih asn = an−s, when s ≤ n ≤ s + l, and asn = 0 otherwise. Let B = (bns)n,s∈N be the
formal inverse of A.
(a) There exist a unique sequene (bu)u∈N ⊂ C suh that bns = bs−n when s ≥ n.
(b) Let (cn)n∈N ⊂ C and dene the sequene (ds)s∈N via ds =
∑∞
n=0 asncn. Suppose that for
a given n ∈ N, the ondition limm→∞ ak−nbm−kcm = 0 is satised for k = n+1, . . . , n+l.
Then
cn =
∞∑
s=0
bnsds.
Proof. To prove (a), we are going to show that the matrix elements bn,n+k, n, k ∈ N, do not
depend on n. Aording to Corollary 1, we have bn,n+k =
1
a0
∑∞
u=0[(I − UA)u]n,n+k for k ≥ 0,
and bns = 0 otherwise. First note that bnn =
1
a0
for all n ∈ N. Suppose now that k ≥ 1. Sine in
this ase we have simply UA = 1
a0
A, we get (I −UA)ns = −as−na0 for s > n, and (I−UA)ns = 0
otherwise. A diret alulation now gives us
[(I − UA)u]n,n+k =
∞∑
t1=n+1
∞∑
t2=t1+1
· · ·
∞∑
tu−1=tu−2+1
(I − UA)nt1(I − UA)t1t2 · · · (I − UA)tu−1,n+k
=
(
− 1
a0
)u n+u∑
t1=n+1
t1+u∑
t2=t1+1
· · ·
tu−2+u∑
tu−1=tu−2+1
at1−nat2−t1 · · · an+k−tu−1
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for u ≥ 1. After suitable hanges in the summation indees, we obtain
bn,n+k =
1
a0
+
k∑
u=0
(
− 1
a0
)u n+u∑
t1=n+1
t1+u∑
t2=t1+1
· · ·
tu−2+u∑
tu−1=tu−2+1
at1−nat2−t1 · · · an+k−tu−1
=
1
a0
+
k∑
u=0
(
− 1
a0
)u u∑
t1=1
t1+u∑
t2=t1+1
· · ·
tu−2+u∑
tu−1=tu−2+1
at1at2−t1 · · · ak−tu−1,
whih goes to show that bn,n+k does not depend on n. Consequently, the sequene (bl)l∈N,
bl = b0l is of the desired form. In addition, it is learly unique.
To prove (b), we rst deal with the ase n = 0. Consider the partial sum Sk :=
∑k
s=0 b0sds,
for k ≥ l − 1 (Reall the assumption l ≥ 1.). We put in the expression
ds =
∞∑
n′=0
asn′cn′ =
s+l∑
n′=s
asn′cn′ =
k+l∑
n′=0
asn′cn′ , k ≥ s,
to get
Sk =
k∑
s=0
b0s
k+l∑
n′=0
asn′cn′ =
k+l∑
n′=0
(
k∑
s=0
b0sasn′
)
cn′.
Aording to (a), the sum in parenthesis equals δ0n′ , provided that the summation overs the
full range of nonzero asn′ :s. This happens exatly when k ≥ n′. Thus we get
Sk = c0 +
k+l∑
n′=k+1
(
k∑
s=0
b0sasn′
)
cn′ = c0 +
k+l∑
n′=k+1
(
k∑
s=n′−l
bsan′−s
)
cn′
= c0 +
l∑
n′=1
(
k∑
s=n′+k−l
bsan′+k−s
)
cn′+k = c0 +
l∑
n′=1
(
l∑
s=n′
bn′+k−sas
)
cn′+k
where the third equality is obtained by substituting n′ 7→ n′ + k in the outer sum, and the
fourth equality by substituting s 7→ n′ + k − s in the inner sum. Suppose now that the limit
ondition holds for n = 0. Then
0 = lim
k→∞
l∑
n′=1
(
l∑
s=n′
bk−sas
)
ck = lim
k→∞
l∑
n′=1
(
l∑
s=n′
bn′+k−sas
)
cn′+k
proving that limk→∞ Sk = c0.
Now x an n ∈ N and dene a translated sequene c˜n′ = cn′+n, n′ ∈ N, with
d˜s :=
∞∑
n′=0
asn′ c˜n′ =
s+l∑
n′=s
an′−scn+n′ =
s+n+l∑
n′=s+n
an′−(s+n)cn′ = ds+n, s ∈ N.
Hene, we have the onvergene
cn =
∞∑
s=0
bnsds =
∞∑
s=n
bnsds =
∞∑
s=0
bn,s+nds+n =
∞∑
s=0
b0sds+n
exatly when
c˜0 =
∞∑
s=0
b0sd˜s
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whih, aording to the result just obtained, happens if and only if limm→∞ akbm−kc˜m = 0,
k = 1, . . . , l. But this is equivalent to the laimed limit ondition, and the proof is omplete. 
Remark 1. (a) Aording to the proof, a neessary and suient ondition for the onver-
gene of the series cn =
∑∞
s=0 bnsds is that the remainder
Rnk :=
l∑
n′=1
l∑
s=n′
bn′+k−sas cn′+n+k
goes to zero in the limit k →∞. This is not equivalent to the limit ondition of lemma
3 in general.
(b) The limit ondition of lemma 3 annot be relaxed. Indeed, at least in the ase l = 1, it
is also neessary for the onvergene of the series, if we assume a1 6= 0. This is apparent,
sine the remainder term Rnk ontains only one term then. Another example is given
by l = 2, a1 = 0, and a2 6= 0. In this ase, b2s = (−a2a0 )s 1a0 , and b2s+1 = 0. Hene
the remainder term is Rnk = a2bk−1cn+k+1 for odd k, and R
n
k = a2bkcn+k+2 for even
k. Thus, the neessary and suient ondition for the onvergene for the cn series is
limk→∞ a2b2kc2k+n+2 = 0. This is just the same as the limit ondition for all sequenes
(cn)n∈N, sine a1 = 0 implies that limk→∞ a1b2kc2k+n+1 = 0 trivially.
4. Phase spae observables generated by the number states
For eah s ∈ N, let G|s〉 : [0,∞)× [0, 2pi)→ L(H) be the operator density assoiated with the
phase spae observable generated by the number state |s〉〈s|, i.e. G|s〉(r, θ) = D(reiθ)|s〉〈s|D(reiθ)∗.
For any state ρ, let G
|s〉
ρ (r, θ) := tr[ρG|s〉(r, θ)] be the orresponding probability density2 . The
informational ompleteness of the orresponding observable
B(C) ∋ Z 7→ E|s〉(Z) =
∫
Z
D(z)|s〉〈s|D(z)∗d
2z
pi
∈ L(H)
follows diretly from lemma 1, and thus the reonstrution of the state is, in priniple, possible
from the measured distribution.
The matrix elements of the operator density G|s〉 with respet to the number basis are
〈n|G|s〉(r, θ)|m〉 = eiθ(n−m)f snm(r),
where
f snm(r) := 〈n|D(r)|s〉〈s|D(r)∗|m〉.
Thus, the probability density G
|s〉
ρ (r, θ) = tr[ρG|s〉(r, θ)] an be written as
G|s〉ρ (r, θ) =
∞∑
m,n=0
ρmn〈n|G|s〉(r, θ)|m〉 =
∞∑
m,n=0
ρmne
iθ(n−m)f snm(r).
2
The funtion (s, z) 7→ ω(s, z) := tr[ρG|s〉(z)] is also known as the photon number tomogram [20, 21℄, that
is, the tomogram is identied with the olletion of probability densities G
|s〉
ρ , s ∈ N.
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Using equation (1), the expliit form of the funtions f sn,m an be written as
f snm(r) = (−1)max{0,s−n}+max{0,s−m}
√
min{n, s}! min{m, s}!
max{n, s}! max{m, s}!
×e−r2r|s−n|+|s−m|L|s−n|min{n,s}(r2)L|s−m|min{m,s}(r2).(3)
The mapping θ 7→ G|s〉(r, θ) is weakly ontinuous for eah r ∈ [0,∞), and ‖G|s〉(r, θ)‖ = 1
for all r ∈ [0,∞), θ ∈ [0, 2pi), so the operator
G
|s〉
l (r) :=
1
2pi
∫ 2pi
0
eilθG|s〉(r, θ) dθ
is well-dened as a weak integral. In addition, we have
G
|s〉
ρ,l(r) := tr[ρG
|s〉
l (r)] =
1
2pi
∫ 2pi
0
eilθG|s〉ρ (r, θ) dθ,
for all states ρ. A simple alulation gives us
G
|s〉
ρ,l(r) =
∞∑
n=0
ρn+l,n〈n|D(r)|s〉〈s|D(r)∗|n+ l〉,
for all r ∈ [0,∞).
The probability distributions G
|s〉
ρ , also known as displaed photon distributions, are losely
related to the λ-parametrized phase spae quasiprobability distributions, rst presented by
Cahill and Glauber [7, 8℄. To larify this, let us reall the denition of these distributions. For
eah λ ∈ C, |λ| < 1, dene the operator density W λ : [0,∞)× [0, 2pi)→ L(H) by
W λ(r, θ) := (1− λ)
∞∑
k=0
λkD(reiθ)|k〉〈k|D(reiθ)∗,
and the orresponding probability density W λρ by W
λ
ρ (r, θ) = tr[ρW
λ(r, θ)]. It is lear from
these denitions, that indeed, one has
W λρ (r, θ) = (1− λ)
∞∑
k=0
λkG|k〉ρ (r, θ).
To obtain the displaed photon distributions from the λ-distribution, we rst note that
|G|k〉ρ (r, θ)| = |〈k|D(reiθ)∗ρD(reiθ)|k〉| ≤ ‖ρ‖ = ‖ρ‖1 ≤ 1,
for all r ∈ [0,∞), θ ∈ [0, 2pi), whih follows from the Cauhy-Shwarz inequality. This then
implies that (1−λ)−1W λρ (r, θ) =
∑∞
k=0 λ
kG
|k〉
ρ (r, θ) is a power series with respet to λ, onverging
absolutely for all λ ∈ C, |λ| < 1, suggesting that the series an be dierentiated around the
origin term by term. A diret alulation now gives us
(4)
1
s!
∂s
∂λs
(
(1− λ)−1W λρ (r, θ)
)∣∣∣∣
λ=0
=
1
s!
∞∑
k=0
∂sλk
∂λs
∣∣∣∣
λ=0
G|k〉ρ (r, θ) = G
|s〉
ρ (r, θ),
sine
∂sλk
∂λs
∣∣
λ=0
= s!δsk.
These of ourse give us, at least in priniple, the possibility of onstruting either of the dis-
tributions from the other. In a reent paper [14℄, rigorous proofs for two reonstrution formulas
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for the λ-distributions were given. In view of this, the knowledge of all of the distributions G
|s〉
ρ ,
s ∈ N, allows state reonstrution via a detour.
4.1. Measuring the displaed photon distributions. We will now review the possibility
of measuring the G|s〉-distributions with an eight-port homodyne detetion sheme. For a basi
referene onerning the setup, see e.g. [16℄. In [13℄ a rigorous proof was given for the fat that
with this sheme, any ovariant phase spae observable an be obtained as a high amplitude
limit. The detetor onsists of two pairs of photon detetors and the amplitude-saled photon
dierenes D1 and D2 are measured. Four input modes are involved; the signal mode, a vauum
mode, a loal osillator in a oherent state, and a parameter mode whih denes the observable
to be measured. If the parameter mode is in a state S, then the phase spae observable ECSC
−1
,
where C is the onjugation map ψ 7→ (x 7→ ψ(x)), an be obtained as the high amplitude limit
(see [13℄).
The rst obvious way to measure the G|s〉-distributions is the diret measurement in the
sense of the above limit. However, this requires ideal detetors, and the parameter eld needs
to be prepared in a number state |s〉〈s|. The preparation of the number state is highly untrivial
and is by itself an ative area of researh. Several theoretial models, mostly in the ontext of
avity quantum eletrodynamis, for the preparation of an arbitrary number state have been
proposed (see e.g. [11, 4, 3, 5℄). Even though this gives a theoretial method for measuring
the distributions, it is not a pratial one sine the preparation proedures work only for small
photon numbers. To avoid the problem of number state preparation, we onsider an alternative
point of view.
Consider the measurement of the Q-funtion of the eletromagneti eld by means of the
above experimental setup. In this ase the parameter eld is in the vauum state |0〉〈0|. If the
detetors are non-ideal, with a detetion eieny η eah, the measured distribution is atually
the λ-parameterized distribution, with λ = 1 − η [17, 9℄. Suppose now that the detetor
eienies are lose to unity, that is λ ≈ 0. Then, by adding suitable beam-splitters into the
measurement sheme, one is able to measure the distributions orresponding to the parameter
λ′, for whih λ′ ≥ λ. An equivalent sheme would be one where the detetor eienies ould
be adjusted. Proeeding in this manner, one obtains a funtion λ 7→W λρ . In an ideal situation
where η = 1 one ould thus dierentiate this s times with respet to λ, and obtain the G|s〉-
distribution aording to equation (4). Even in the nonideal ase, one an obtain some kind of
an approximation for the G|s〉-distributions, provided that the λ-dependene of W λρ is regular
enough to allow an extrapolation to the values lose to the origin.
4.2. Reonstrution from the set {G|s〉ρ |s ∈ N} of distributions. If one has knowledge of
all of the distribution G
|s〉
ρ , s ∈ N, reovering the diagonal elements of the density matrix is a
trivial task. Indeed, by denition one has
G|s〉ρ (0) = tr[ρD(0)|s〉〈s|D(0)∗] = 〈s|ρ|s〉 = ρss,
suggesting that in order to reonstrut the diagonal elements of the state matrix, one needs
to measure the observable E
|s〉
around the origin for all s ∈ N. The reonstrution of the
o-diagonal elements is a more ompliated matter.
Let l ∈ N, l ≥ 1, so that
G
|s〉
ρ,l(r) =
∞∑
n=0
ρn+l,nf
s
n,n+l(r),
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where the funtions f sn,n+l were dened in equation (3). Dene a funtion gl : (0,∞) → C via
gl(r) = e
r2r−l. Suppose that l ≤ s. Then the limit T lsn := limr→0(glf sn,n+l)(r) exists, beause
|s− n|+ |s− (n+ l)| ≥ l for any n ∈ N, s ≥ l, and an easily be omputed using the fat that
Lαm(0) =
(
m+α
m
)
; the result is
T lsn =


0, n < s− l;
(−1)s−n
√
(n+l)!
n!
1
(s−n)!(n+l−s)! , s− l ≤ n ≤ s;
0, n > s,
In addition, assuming n ≥ s and r ∈ (0, 1), and using the fat that |Ln−ss (r2)| ≤
(
n
s
)
e
1
2
r2
[1, p.
786, 22.14.12℄ we get
|gl(r)f sn,n+l(r)| ≤
e
s!
√
ns
(n− s)!
(n+ l)s
(n+ l − s)!
whih goes to zero, as n → ∞. This implies that supn∈N,r∈(0,1) |gl(r)f sn,n+l(r)| < ∞. Sine∑∞
n=0 |ρn+l,n| ≤ 1, it follows that the series
∑∞
n=0 ρn+l,ngl(r)fn,n+l(r) onverges absolutely and
uniformly on the interval (0, 1). Thus, the limit
lim
r→0
gl(r)G
|s〉
ρ,l(r) = limr→0
∞∑
n=0
ρn+l,ngl(r)f
s
n,n+l(r)
may be taken termwise. This gives us the innite matrix identity
dls := lim
r→0
gl(r)G
|s〉
ρ,l(r) =
∞∑
n=0
T lsnρn+l,n,
whih, in this ase, holds for all states ρ. Inserting the expliit form of T lsn we obtain
dls =
s∑
n=s−l
(−1)s−n
√
(n + l)!
n!
1
(s− n)!(n + l − s)!ρn+l,n
=
s+l∑
n′=s
(−1)s+l−n′
√
n′!
(n′ − l)!
1
(s+ l − n′)!(n′ − s)!ρn′,n′−l.(5)
Dening cln :=
(−1)l
l!
√
n!
(n−l)!ρn,n−l for n ≥ l and cln = 0 otherwise, and alsn := (−1)n−s
(
l
n−s
)
,
we an write equation (5) as
dls =
∞∑
n=0
alsnc
l
n,
sine s ≥ l. The innite matrix (alsn)s,n∈N is now of the type onsidered in lemma 3 with
alu = (−1)u
(
l
u
)
. Consider now the sequene (blu)u∈N with b
l
u =
(
u+l−1
l−1
)
, and the innite matrix
(blns)n,s∈N, b
l
ns = b
l
s−n. This is an upper triangular matrix, and we have
∞∑
n=0
alsnb
l
ns =
∞∑
s=0
blnsa
l
sn = a
l
nnb
l
nn =
(
l
0
)(
l − 1
l − 1
)
= 1.
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To alulate the o-diagonal elements of the produt matries, let k ≥ 1. Using formula (5) on
page 8 of [23℄, we nd that
∞∑
n=0
alsnb
l
n,s+k =
∞∑
n=s
(−1)n−s
(
l
n− s
)(
s+ k − n+ l − 1
l − 1
)
=
∞∑
n′=0
(−1)n′
(
l
n′
)(
k − n′ + l − 1
k − n′
)
=
(
k − 1
k
)
= 0.
For the other ase we use formula (5d) on page 10 of [23℄ to obtain
∞∑
s=0
blnsa
l
s,n+k =
∞∑
s=n
(−1)n+k−s
(
l
n+ k − s
)(
s− n + l − 1
l − 1
)
=
∞∑
s′=0
(−1)k+s′
(
l
l − k + s′
)(
s′ + l − 1
s′
)
= (−1)l+1−k
(
k − 1
k
)
= 0.
Sine the lower diagonal elements of the produt matries are zero by denition, we nd that
(alsn)s,n∈N and (b
l
ns)n,s∈N are formal inverses of eah other.
Suppose now that
(6) lim
m→∞
m
3
2
l−1ρm,m−l = 0
for all l ∈ N. Then the limit ondition of lemma 3 is satised for eah n ∈ N, sine
|blm−kclm| =
1
l!
√
m!
(m− l)!
(m+ l − k − 1)!
(l − 1)!(m− k)! |ρm,m−l|
≤ 1
l!(l − 1)!m
l
2 (m+ l − k − 1)l−1|ρm,m−l|
≤ 2l−1m 32 l−1|ρm,m−l|
for m ≥ l. Under this ondition, we then have the onvergene
cln =
∞∑
s=0
blnsd
l
s =
∞∑
s=n
blnsd
l
s,
or equivalently
cln+l =
∞∑
s=n+l
bln+l,sd
l
s,
whih gives us the reonstrution formula
(7) ρn+l,n = (−1)ll!
√
n!
(n+ l)!
∞∑
s=n+l
(
s− n− 1
l − 1
)
dls,
where dls is a quantity whih an be alulated diretly from the measurement statistis.
Remark 2. Notie that the ondition (6) for a given l ∈ N is a suient ondition for the reon-
strution of the lth diagonal of the density matrix. For l = 0, for example, the reonstrution
formula works for all states ρ. However, in the general ase, the validity of the formula depends
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on the state in question. To illustrate this fat, onsider the vetor state ψ = pi√
6
∑∞
n=1
1
n
|n〉.
Condition (6) now states that we should have
lim
n→∞
m
3
2
l−1
m(m− l) = 0,
whih is learly not true for l ≥ 2. It is easy to hek that even the weaker ondition, namely the
limit ondition of lemma 3, is unsatised. This then suggests that the reonstrution formula
(7) does not work for all states.
4.3. Reonstrution from a single distribution. If we want to use a single distributionG
|s〉
ρ ,
the reonstrution formula beomes more ompliated, and we were not able to satisfatorily
solve the onvergene issues in the ase of an innite density matrix. Consequently, we will
assume in the sequel that the matrix is nite. This orresponds to the disussion of setion 3
onerning nite sequenes.
The reonstrution makes use of the onnetion to the λ-parameterized distributions W λρ . It
follows from equation (4), that
G
|s〉
ρ,l(r, θ) =
1
s!
∂s
∂λs
(
(1− λ)−1W λρ,l(r, θ)
)∣∣∣∣
λ=0
for all l ∈ N. On the other hand, we have for all states ρ and l ∈ N
W λρ,l(r) :=
1
2pi
∫ 2pi
0
eilθtr[ρW λ(r, θ)] dθ =
∞∑
n=0
ρn+l,nK
λ
n,n+l(r),
where
(8) Kλn,n+l(r) = (1− λ)
∞∑
k=0
λk〈n|D(r)|k〉〈k|D(r)∗|n+ l〉.
This series an again be dierentiated termwise, and we get
G
|s〉
ρ,l(r, θ) =
∞∑
n=0
ρn+l,n
1
s!
∂s
∂λs
(
(1− λ)−1Kλn,n+l(r)
)∣∣∣∣
λ=0
.
The expliit form of the funtions Kn,n+l is given by the formula of Cahill and Glauber [7℄
Kλn,n+l(r) =
√
n!
(n + l)!
(1− λ)l+1e−(1−λ)r2rlλnLln
(
(2− λ− λ−1)r2)
=
√
n!(n + l)!
n∑
u=0
(1− λ)2u+l+1λn−ur2u+l
(n− u)!(l + u)!u! e
−(1−λ)r2 .
Before proeeding any further, we prove the following lemma.
Lemma 4. Let k, p, q, s ∈ N and x ∈ R.
(a)
1
k!
dk(1− λ)pλq
dλk
∣∣∣∣
λ=0
= (−1)k+q
(
p
k − q
)
whih is 0 if and only if k < q or k > p+ q.
13
(b)
1
s!
ds(1− λ)pλqeλx
dλs
∣∣∣∣
λ=0
=
min{s, p+q}∑
k=q
(−1)k+q
(s− k)!
(
p
k − q
)
xs−k.
whih is 0 for all x if and only if s < q.
Proof. By diret alulation we get
dk(1− λ)pλq
dλk
∣∣∣∣
λ=0
=
k∑
t=0
(
k
t
)
dtλq
dλt
∣∣∣∣
λ=0︸ ︷︷ ︸
= q!δq,t
dk−t(1− λ)p
dλk−t
∣∣∣∣
λ=0
from whih (a) follows. Part (b) follows from (a) and the alulation
1
s!
ds(1− λ)pλqeλx
dλs
∣∣∣∣
λ=0
=
1
s!
s∑
k=0
(
s
k
)
dk(1− λ)pλq
dλk
∣∣∣∣
λ=0
ds−keλx
dλs−k
∣∣∣∣
λ=0
=
s∑
k=0
(−1)k+q
(s− k)!
(
p
k − q
)
xs−k.

Now x s ∈ N and denote x = r2. We have two dierent ases depending on whether l is
even or odd. We will start with the even ase.
The even ase. Suppose that l = 2h for some h ∈ N. Then, by lemma 4 we get
1
s!
∂s
∂λs
(
(1− λ)−1Kλn,n+2h(
√
x)
)∣∣∣
λ=0
= e−x
√
n!(n + 2h)!
n∑
u=max{0,n−s}
1
u!(n− u)!(u+ 2h)! ×
×
min{s, u+2h+n}∑
k=n−u
(−1)k+n−u
(s− k)!
(
2(u+ h)
k − (n− u)
)
xu+h+s−k.
For any t ∈ N, dene
Hs2h(t, n) :=
∂t
∂xt
ex
s!
∂s
∂λs
(
(1− λ)−1Kλn,n+2h(
√
x)
)∣∣∣
λ=0
∣∣∣
x=0
so that
∂t
∂xt
exG
|s〉
ρ,2h(
√
x)
∣∣∣
x=0
=
∞∑
n=0
ρn+2h,nH
s
2h(t, n).
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Now
Hs2h(t, n) =
n∑
u=max{0,n−s}
√
n!(n+ 2h)!
u!(n− u)!(u+ 2h)!
min{s, u+2h+n}∑
k=n−u
(−1)k+n−u
(s− k)!
(
2(u+ h)
k − (n− u)
)
∂txu+h+s−k
∂xt
∣∣∣
x=0︸ ︷︷ ︸
= t! δt,u+h+s−k
=
n∑
u=max{0,n−s}
t!
√
n!(n + 2h)!
u!(n− u)!(u+ 2h)!
(−1)s+h+t+n
(t− h− u)!
(
2(u+ h)
h+ s− t− n+ 2u
)
=
t!
√
n!(n + 2h)!(−1)s+h+t+n
(h+ t+ n− s)!︸ ︷︷ ︸
= 0 i h+t+n−s<0
min{n,t−h}∑
u=max{0,n−s}
1
(n− u)!(u− n+ s)!
(
2(u+ h)
u
)(
s− n + u
t− h− u
)
︸ ︷︷ ︸
= 0 i t− h < 0 or t− h < n− s or n < t− h− s
.
Sine Hs2h(t, n) = 0 if t < h we next assume that t ≥ h and get
(9)
∂t
∂xt
exG
|s〉
ρ,2h(
√
x)
∣∣∣
x=0
=
s−h+t∑
n=max{0,s−h−t,t−h−s}
Hs2h(t, n)ρn+2h,n.
Let t ≥ s+ h and denote p = t− s− h. We have
∂p+s+h
∂xp+s+h
exG
|s〉
ρ,2h(
√
x)
∣∣∣
x=0
=
2s+p∑
n=p
Hs2h(p+ s + h, n)ρn+2h,n.
Dene an upper triangular matrix (As,2hpn )p,n∈N by
As,2hpn := H
s
2h(p+ s+ h, n), n ≥ p.
Aording to Corollary 1, it has an inverse matrix
(Bs,2hnp )n,p∈N.
Using this, we get the state reonstrution formula
(10) ρn+2h,n =
∞∑
p=0
Bs,2hnp
∂p+s+h
∂xp+s+h
exG
|s〉
ρ,2h(
√
x)
∣∣∣
x=0
.
The odd ase. If l is odd, that is, l = 2h+ 1 we get
1
s!
∂s
∂λs
(
(1− λ)−1Kλn,n+2h+1(
√
x)
)∣∣∣
λ=0
=
√
xe−x
√
n!(n + 2h+ 1)!
×
n∑
u=max{0,n−s}
1
u!(n− u)!(u+ 2h+ 1)!
min{s, u+2h+1+n}∑
k=n−u
(−1)k+n−u
(s− k)!
(
2(u+ h) + 1
k − (n− u)
)
xu+h+s−k.
For all t ∈ N, dene
Hs2h+1(t, n) :=
∂t
∂xt
√
x ex
s!
∂s
∂λs
(
(1− λ)−1Kλn,n+2h+1(
√
x)
)∣∣∣
λ=0
∣∣∣
x=0
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and alulate
Hs2h+1(t, n) =
t!
√
n!(n+ 2h+ 1)!(−1)s+h+t+n
(h + t+ n− s+ 1)!︸ ︷︷ ︸
= 0 i h+t+n−s+1<0
×
×
min{n,t−h}∑
u=max{0,n−s}
1
(n− u)!(u− n+ s)!
(
2(u+ h) + 1
u
)(
s− n + u
t− h− u
)
︸ ︷︷ ︸
= 0 i t− h < 0 or t− h < n− s or n < t− h− s
.
Sine Hs2h+1(t, n) = 0 if t < h we next assume that t ≥ h and get the innite matrix identity
(11)
∂t
∂xt
√
x exG
|s〉
ρ,2h+1(
√
x)
∣∣∣
x=0
=
s−h+t∑
n=max{0,s−h−t−1,t−h−s}
Hs2h+1(t, n)ρn+2h+1,n.
Similarly to the even ase, assume t ≥ s+ h and denote p = t− s− h to get
∂p+s+h
∂xp+s+h
√
x exMsρ,2h+1(
√
x)
∣∣∣
x=0
=
2s+p∑
n=p
Hs2h+1(p+ s+ h, n)ρn+2h+1,n.
Let (Bs,2h+1np )n,p∈N be the inverse of an upper triangular matrix (A
s,2h+1
pn )p,n∈N with
As,2h+1pn := H
s
2h+1(p+ s+ h, n), n ≥ p.
Thus, we get the formula
(12) ρn+2h+1,n =
∞∑
p=0
Bs,2h+1np
∂p+s+h
∂xp+s+h
√
xexG
|s〉
ρ,2h+1(
√
x)
∣∣∣
x=0
.
Example 1. As an illustrative example, we onsider the simple ase of the observable E
|1〉
generated by the rst number state |1〉〈1|, and the system in the state ρ = ∑2k=0 αk|k〉〈k|,
where αk ≥ 0 for k = 0, 1, 2 and
∑2
k=0 αk = 1. The density matrix is now diagonal, so we use
the reonstrution formula (10) for s = 1, h = 0 and n = 0, 1, 2. We easily obtain the quantity
exG
|1〉
ρ,0(x) = α0x+ α1(1− x)2 +
1
2
α2x(2− x)2,
so that the nonzero derivatives are
∂
∂x
exG
|1〉
ρ,0(x)
∣∣∣∣
x=0
= α0−2α1+2α2, ∂
2
∂x2
exG
|1〉
ρ,0(x)
∣∣∣∣
x=0
= 2α1−4α2, ∂
3
∂x3
exG
|1〉
ρ,0(x)
∣∣∣∣
x=0
= 3α2.
The reonstrution formula an then be written expliitly as
(13) ρnn = (α0 − 2α1 + 2α2)B1,0n0 + (2α1 − 4α2)B1,0n1 + 3α2B1,0n2 .
To obtain the matrix elements B1,0np , we rst alulate the matrix (A
1,0
pn )p,n∈N. It follows from
elementary alulations that
A1,0pp = p+ 1, A
1,0
p,p+1 = −(2p+ 2), A1,0p,p+2 = p+ 2,
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and A1,0pn = 0 otherwise. In matrix form, this reads
(A1,0pn ) =


1 −2 2 0 0 0 · · ·
0 2 −4 3 0 0 · · ·
0 0 3 −6 4 0 · · ·
0 0 0 4 −8 5 · · ·
0 0 0 0 5 −10 · · ·
0 0 0 0 0 6 · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.


The inverse matrix an now be alulated, and we obtain
(B1,0np ) =


1 1 2
3
1
4
− 2
15
−31
72
· · ·
0 1
2
2
3
5
8
7
15
37
144
· · ·
0 0 1
3
1
2
8
15
17
36
· · ·
0 0 0 1
4
2
5
11
24
· · ·
0 0 0 0 1
5
1
3
· · ·
0 0 0 0 0 1
6
· · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.


Inserting the appropriate elements into equation (13), we nd that
ρ00 = 1 · (α0 − 2α1 + 2α2) + 1 · (2α1 − 4α2) + 2
3
· 3α2 = α0,
ρ11 = 0 · (α0 − 2α1 + 2α2) + 1
2
· (2α1 − 4α2) + 2
3
· 3α2 = α1,
ρ22 = 0 · (α0 − 2α1 + 2α2) + 0 · (2α1 − 4α2) + 1
3
· 3α2 = α2,
so that the formula does indeed give the orret values for the matrix elements.
5. Disussion
In this artile we have onsidered the problem of reonstrution the unknown state of a
quantum system from the measurement statistis of phase spae observables generated by the
number states. The two reonstrution formulas we have derived are dealing with two dierent
senarios and, as suh, have obviously dierent advantages and disadvantages.
In the rst ase, the reonstrution requires measurements of all of the observables E
|s〉
. From
the pratial point of view, this is of ourse impossible for many reasons. First of all, in the
eight-port homodyne detetion sheme, for the measurement of E
|s〉
, a parameter eld needs to
be prepared in the number state |s〉〈s|. At the present, this is possible only for small values of
s. Nevertheless, it might be reasonable to expet that future progress ould allow suiently
large number state preparations, so that the reonstrution would be possible with adequate
preision. An advantage of this method is that one only needs to measure the observables near
the origin, and the whole phase spae does not need to be sanned.
The seond method uses a single obervable E
|s〉
and thus the problem of number state gener-
ation for arbitraily large values of s is removed. This time the region of phase spae needed is
onsiderably larger, sine, in priniple, the method involves integrals over the whole spae. This
is of ourse an idealization whih an not be onsidered in pratie. From the numerial point
of view, this method seems to be very manageable. Suppose that one measures the observable
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E
|s〉
for some s. Using polar oordinates for the resulting phase spae ditribution, one an then
integrate the distribution with respet to the angle variable over [0, 2pi) to obtain the quantity
G
|s〉
ρ,0. If the density matrix is assumed to be nite, say, an N × N-matrix, then er2G|s〉ρ,0(r) is a
polynomial of order 2N + 2s − 2. Choosing a suiently large N ∈ N, one an thus t suh
a polynomial into er
2
G
|s〉
ρ,0(r). This also xes the size of the approximative density matrix. In
view of the reonstrution formula, this assumption of niteness has the ruial onsequene
that only the inverses of N nite matries are needed. Similarly, the quantities G
|s〉
ρ,l are needed
only for l = 0, . . . , N − 1.
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