Abstract. We study the modular representations of finite groups of Lie type arising in the cohomology of certain quotients of Deligne-Lusztig varieties associated with Coxeter elements. These quotients are related to Gelfand-Graev representations and we present a conjecture on the Deligne-Lusztig restriction of Gelfand-Graev representations. We prove the conjecture for restriction to a Coxeter torus. We deduce a proof of Broué's conjecture on equivalences of derived categories arising from Deligne-Lusztig varieties, for a split group of type A n and a Coxeter element. Our study is based on Lusztig's work in characteristic 0 [Lu2].
Introduction
In [Lu2] , Lusztig proved that the Frobenius eigenspaces on theQ l -cohomology spaces of the Deligne-Lusztig variety X associated to a Coxeter element are irreducible unipotent representations. We give here a partial modular analog of this result. Except in type A, we treat only part of the representations (those occurring in Harish-Chandra induced Gelfand-Graev representations). Note that we need to consider non-unipotent representations at the same time. We show Broué's conjecture on derived equivalences coming from Deligne-Lusztig varieties, in type A, and for Coxeter elements (Theorem 4.6). These are the first non-trivial examples with varieties of dimension ≥ 2.
Recall that Broué's abelian defect group conjecture [Br1] predicts that an ℓ-block of a finite group G is derived equivalent to the corresponding block of the normalizer H of a defect group D, when D is abelian. When the group under consideration is a finite group of Lie type and ℓ is not the defining characteristic (and not too small), then Broué further conjectures [Br1] that the complex of cohomology of a certain Deligne-Lusztig variety Y should provide a complex realising an equivalence. The variety Y has a natural action of G × C G (D)
opp , which does not extend in general to an action of G × H opp . Nevertheless, instead of an action of the relative Weyl group H/C G (D), it is expected [Br2] that there will be an action of its associated braid monoid, which will induce an action of the corresponding Hecke algebra in End D b (Z ℓ G) (C), where C = RΓ c (Y, Z ℓ ) is the complex of proper support cohomology of Y . Finally, the Hecke algebra should be isomorphic to the group algebra of the relative Weyl group. When H/C G (D) is cyclic, the required action should be provided by the Frobenius endomorphism F .
In [Rou2] , the case where Y is a curve was dealt with, and the key point was a (modular version of the) disjunction property of cohomology spaces for the G-action, which was a consequence of specific properties of curves.
Here, the key step is a disjunction property for the action of T ⋊ F . Our approach uses very little information on the modular representations of G and might apply to other situations. The crucial geometrical part is an explicit description of the quotient of the Deligne-Lusztig variety Y by D(U 0 ) F ( §3.2), the rational points of the derived subgroup of the unipotent radical of an F -stable Borel subgroup (Lusztig had shown that U F 0 \Y /T is a product of G m 's). We deduce a disjunction property for the action of T ⋊ F on the complex of cohomology of D(U 0 ) F \Y (Corollary 3.15).
Considering the complex of cohomology of D(U 0 ) F \Y amounts to tensoring the complex of Y by the sum of the Harish-Chandra induced Gelfand-Graev representations. For GL n , such a sum is a progenerator and this gives the expected disjunction property for Y .
We conjecture ( §2.3) that the Deligne-Lusztig restriction of a Gelfand-Graev representation is a shifted Gelfand-Graev representation. Such a result is known at the level of K 0 and in the case of Harish-Chandra induction. We deduce the truth of the conjecture for Coxeter tori, as a consequence of our geometric study (Theorem 3.10). This is our second paper (after [BonRou1] ) attempting to extend some of the fundamental results of Lusztig to the modular setting. We dedicate this paper to Professor Lusztig on his sixtieth birthday. 
Preliminaries
The results of this chapter are mostly classical.
1.1. Definitions.
1.1.1. Let R be a commutative ring. Given d a positive integer, we denote by µ d (R) the subgroup of R × of elements of order dividing d. Given a set I and a group G acting on I, we denote by [G\I] a subset of I of representatives of orbits.
Let A be an R-algebra. We denote by A opp the opposite algebra to A. Similarly, if G is a group, we denote by G opp the opposite group to G and we put G # = G − {1}. Given M an R-module, we put AM = A ⊗ R M. We denote by A-Mod the category of A-modules and by A-mod the category of finitely generated A-modules. Given C an additive category, we denote by K b (C) the homotopy category of bounded complexes of objects of C. When C is an abelian category, we denote by D b (C) its bounded derived category. We put K b (A) = K b (A-mod) and D b (A) = D b (A-mod) (when A-mod is an abelian category). Given C and D two complexes of A-modules, we denote by Hom
• A (C, D) the total complex of the double complex (Hom A (C i , D j )) i,j and by R Hom
• A (C, D) the corresponding derived version. 1.1.2. Let ℓ be a prime number. Let K be a finite extension of the field of ℓ-adic numbers, let O be the normal closure of the ring of ℓ-adic integers in K and let k be the residue field of O. We assume K is big enough for the finite groups under consideration (i.e., K contains the e-th roots of unity where e is the exponent of one of the finite groups considered).
Let H be a finite group. We denote by Irr(H) the set of irreducible characters of H with values in K and we put Irr(H)
If χ(1) = 1 and R = K, O or k, we denote by R χ the RH-module R on which H acts via χ.
1.1.3. Let p be a prime number distinct from ℓ. We denote byF p an algebraic closure of F p . Given q a power of p, we denote by F q the subfield ofF p with q elements. Given d a positive integer, we put
1.1.4. Let X be an algebraic variety overF p acted on by a finite group H. Let R be a ring amongst K, O and k. We denote byRΓ c (X, R) the object of K b (RH-Mod) representing the cohomology with compact support of X in R, as defined in [Ri1, Rou2] . It is a bounded complex of RH-modules which are direct summands of permutation modules (not finitely generated). If X is equipped with a Frobenius endomorphism, then that endomorphism induces an invertible operator ofRΓ c (X, R). Note finally that, as a complex of RH-modules,RΓ c (X, R) is homotopy equivalent to a bounded complex of finitely generated modules which are direct summands of permutation modules.
We will denote by RΓ c (X, R) the corresponding "classical" object of D b (RH-Mod). If X is equipped with a Frobenius endomorphism, then, RΓ c (X, R), viewed as a complex with an action of H and of the Frobenius endomorphism, is quasi-isomorphic to a bounded complex of modules which have finite rank over R.
Algebraic groups.
1.2.1. Let G be a connected reductive algebraic group overF p , with an endomorphism F . We assume there is a positive integer f such that F f is a Frobenius endomorphism of G. Let B 0 be an F -stable Borel subgroup of G, let T 0 be an F -stable maximal torus of B 0 , let U 0 denote the unipotent radical of B 0 , and let W = N G (T 0 )/T 0 denote the Weyl group of G relative to T 0 . Given w ∈ W , we denote byẇ a representative of w in N G (T 0 ). If moreover w ∈ W F m for some positive integer m, thenẇ is chosen in N G F m (T 0 ).
Let Φ denote the root system of G relative to T 0 , Φ + the set of positive roots of Φ corresponding to B 0 and ∆ the basis of Φ contained in Φ + . We denote by φ : Φ → Φ the bijection such that F (α) is a positive multiple of φ(α). We denote by d the order of φ. Note that F d is a Frobenius endomorphism of G defining a split structure over a finite field with q d elements, where q is a positive real number.
If α ∈ Φ, we denote by s α the reflection with respect to α, by α ∨ the associated coroot, by q
• α the power of p such that F (α) = q • α φ(α) and by d α the smallest natural number such that F dα (α) is a multiple of α. In other words, d α is the length of the orbit of α under the action of φ.
We have q α = q dα . Note that d φ(α) = d α and q φ(α) = q α . Let U α denote the one-dimensional unipotent subgroup of G corresponding to α and let x α :F p → U α be an isomorphism of algebraic groups. We may, and we will, choose the family (x α ) α∈Φ such that x α (ξ
1.2.2. Let I ⊂ ∆. We denote by • W I the subgroup of W generated by (s α ) α∈I ,
• W I the set of elements w ∈ W which are of minimal length in W I w,
In particular, U = U I ⋉ V I . If I is φ-stable, then W I , P I , L I , V I , B I , and U I are F -stable.
We put L I = L F I , etc...
1.2.3.
Let D(U 0 ) be the derived subgroup of U 0 . For any total order on Φ + , the product map
is an isomorphism of varieties. It is not in general an isomorphism of algebraic groups. The canonical map α∈∆ U α → U 0 /D(U 0 ) is an isomorphism of algebraic groups commuting with F . We deduce an isomorphism from
α , which identifies with α∈[∆/φ] F qα .
1.3. Deligne-Lusztig induction and restriction.
1.3.1. Harish-Chandra induction and restriction. Let P be an F -stable parabolic subgroup of G, let L be an F -stable Levi complement of P and let V denote the unipotent radical of P. We put L = L F , P = P F , and V = V F . The Harish-Chandra restriction is the functor * R
The Harish-Chandra induction is the functor
where Res L P is defined through the canonical surjective morphism P → L. These functors are left and right adjoint to each other (note that |V | is invertible in O).
1.3.2. Definition. Let P be a parabolic subgroup of G, let L be a Levi complement of P and let V denote the unipotent radical of P. We assume that L is F -stable. Let 
and
Tensoring by K, they induce adjoint morphisms between Grothendieck groups:
Note that when P is F -stable, then the Deligne-Lusztig functors are induced by the corresponding Harish-Chandra functors between module categories.
1.3.3. Reductions. We describe here some relations between Deligne-Lusztig varieties of groups of the same type.
LetG be a connected reductive algebraic group overF p endowed with an endomorphism F and assume a non-trivial power of F is a Frobenius endomorphism. Let i : G →G be a morphism of algebraic groups commuting with F and such that the kernel Z of i is a central subgroup of G and the image of i contains [G,G] .
LetP be a parabolic subgroup ofG with anF -stable Levi complementL. Let P = i −1 (P) and
, a parabolic subgroup of G with an F -stable Levi complement. LetṼ (resp. V) be the unipotent radical ofP (resp. P).
Let
and it is stable under the action of N.
i.e., we have radicial mapsG
Proof. Since YṼ ,G is smooth, it is enough to prove that the map is bijective on (closed) points to deduce that it is radicial (cf e.g. [Bor, AG.18 .2]). We can factor i as the composition of three maps:
for 0 ≤ i < n and the Lang map is an isomorphism on L n /L n−1 . This allows us to reduce the proof of the Proposition to one of the following three cases:
(1) i is surjective and the Lang map on Z is surjective (2) i is surjective and 
and we are done.
The assertion aboutRΓ c follows from the fact that this complex depends only on theétale site and a radicial morphism induces an equivalence ofétale sites and from the fact thatRΓ c of a quotient is isomorphic to the fixed points onRΓ c (cf [Ri1,  
-modules that is homotopy equivalent to a bounded complex C ′ of finitely generated modules which are direct summands of permutation modules. We can furthermore assume that C ′ has no direct summand homotopy equivalent to 0. Let S be the Sylow ℓ-subgroup of Z(L). Let b be the sum of the block idempotents of OG whose defect group contains (up to conjugacy) S.
Proof. We have a canonical isomorphism End
We will show that the composition
is an isomorphism, which will suffice, since End
Let e be a block idempotent of bOG. We will show (and this will suffice) that the composition above is an isomorphism after multiplication by e and after tensoring by k
The composition βα is an endomorphism of (ekG, ekG)-bimodules of ekG, i.e., an element of the local algebra Z(ekG). So, it suffices to show that βα is not nilpotent. This will follow from the non-nilpotence of its image under Br ∆S , where ∆S = {(x, 
where a and b are the natural maps coming from the left action of br S (e)kL on Br ∆S (eC 1.4.1. Let w ∈ W . We define 
and we identify the groups via these isomorphisms.
Remark 1.4. In general, letĜ be the simply connected covering of [G, G] . This provides a morphism i :Ĝ → G for which Proposition 1.1 applies. This reduces the study of the variety Y (ẇ) to the case of a simply connected group. Assume now G is simply connected. Then, there is a decomposition G = G 1 × · · · × G s where each G i is quasi-simple and F permutes the components. A variety Y (ẇ) for G decomposes as a product of varieties for the products of groups in each orbit of F . So, the study of Y (ẇ) is further reduced to the case where F permutes transitively the components. Proposition 1.3 reduces finally the study to the case where G is quasi-simple, when w is of the special type described in Proposition 1.3. and G F on Y (ẇ) commute, it follows that H 2 is a normal subgroup of 2. Gelfand-Graev representations 2.1. Definitions. 
is an isomorphism and these groups will be identified. Given
If the ambient group is not clear from the context, Γ ψ will be denoted by Γ ψ,G . Note that Γ ψ is a projective OG-module. If ψ is regular, then Γ ψ is a Gelfand-Graev module of G and the character of KΓ ψ is called a Gelfand-Graev character.
Induction and restriction.
The results in this §2.2 are all classical.
2.2.1. Harish-Chandra restriction. The next Proposition shows the Harish-Chandra restriction of a Gelfand-Graev module is a Gelfand-Graev module, a result of Rodier over K (see [Ca, Proposition 8.1.6]). It must be noticed that, in [Ca, Chapter 8] , the author works under the hypothesis that the centre is connected. However, the proof of Rodier's result given in [Ca, Proof of Proposition 8.1.6] remains valid when the centre is not connected (see for instance [DiLeMi2, Theorem 2.9]). In both cases, the proof proposed is character-theoretic. Since we want to work with modular representations, we present here a module-theoretic argument, which is only the translation of the previous proofs.
Proof. As explained above, this result is known over K using scalar products of characters. The result is an immediate consequence, since * R G L I Γ ψ,G is projective and two projective modules with equal characters are isomorphic. We provide nevertheless here a direct module-theoretic proof -it shows there is a canonical isomorphism.
First, it is clear from the definition that ψ I is a regular linear character of
The map (W I ) F → P I \G/U 0 , w → P I wU 0 is bijective. Thus, by the Mackey formula for classical induction and restriction, we have * R
By [DiLeMi1, Page 163], this happens unless w = w I w ∆ . On the other hand,
Since ψ I is T 0 -conjugate to Res
.6], we get the result.
Harish-Chandra induction.
Let I be a φ-stable subset of ∆ and let ψ :
2.3. Deligne-Lusztig restriction.
2.3.1. Restriction to Levi subgroups. Let P be a parabolic subgroup of G with an F -stable Levi complement L. Let V be the unipotent radical of P. We denote by U L the unipotent radical of some F -stable Borel subgroup of L. The proof of the next result is due to Digne, Lehrer and Michel. If the centre of L is disconnected, then the proof is given in [DiLeMi2] : it requires the theory of character sheaves. This explains why the scope of validity of this result is not complete, but it is reasonable to hope that it holds in general. If the centre of L is connected, then see [DiLeMi1] .
Theorem 2.2 (Digne-Lehrer-Michel). Assume that one of the following holds:
(1) p is good for G, q is large enough and F is a Frobenius endomorphism;
We have good evidences that a much stronger result holds:
. It is immediate that Conjecture 2.3 is compatible with Theorem 2.2. If P is F -stable, then the conjecture holds by Theorem 2.1. As we will see in Theorem 3.10, the conjecture holds if L is a maximal torus and (P, F (P)) lies in the G-orbit of (B 0 , w B 0 ), where w is a product of simple reflections lying in different F -orbits.
Note that Conjecture 2.3 is also compatible with the Jordan decomposition [BonRou1, Theorem B'].
Remark We now propose a conjecture which refines Conjecture 2.5. We first need some notation. Given x, w ∈ W , we put R Hom
otherwise.
, hence Conjecture 2.7 implies Conjecture 2.5.
Remark 2.8. The proof of Theorem 2.1 shows that that Conjecture 2.7 holds for w = 1. More generally, if I is a φ-stable subset of ∆ and if w ∈ W I , then Conjecture 2.7 holds for (G, w) if and only if it holds for (L I , w).
Coxeter orbits
Notation: Let r = |∆/φ|. We write [∆/φ] = {α 1 , . . . , α r }. Let w = s α 1 . . . s αr , a twisted Coxeter element. We put T = T wF 0 . The aim of this section is to study the complex of cohomology C = RΓ c (Y (ẇ), O) of the Deligne-Lusztig variety Y (ẇ). As a consequence, we get that Conjecture 2.7 holds for w (see Theorem 3.10).
The variety D(U 0 )
F \X(w).
3.1.1. The variety X(w) has been studied by Lusztig [Lu2, §2] . Before summarizing some of his results, we need some notation. Let Theorem 3.1 (Lusztig). We have:
The isomorphism (b) above is B 0 -equivariant (U 0 acts on U 0 by left multiplication and T 0 acts on U 0 by conjugation).
The Lang map
In fact:
. First, let us show that the fibers of τ are D(U 0 ) F -orbits. Let u and u ′ be two elements of
Recall that u ′−1 F (u ′ ) and u −1 F (u) belong to Z and the map Z → U 0 /D(U 0 ) is injective. Therefore, u −1 (v −1 F (v))u = 1. In other words, F (v) = v. Let us now show that τ is surjective. Let u ∈ U 0 with u −1 F (u) ∈ ZD(U 0 ). Write u −1 F (u) = yx, with x ∈ Z and y ∈ D(U 0 ). By Lang's Theorem applied to the group D(U 0 ) and the isogeny
So uv ∈ X ′ (w) and τ (uv) = uD(U 0 ). So τ is surjective. Therefore, is it sufficient to show that τ isétale. Since the maps X ′ (w) → U 0 \X ′ (w) and
, which is clearly an isomorphism.
3.1.2. Let i ∈ {1, . . . , r}, let w i = s α 1 · · · s α i−1 s α i+1 · · · s αr , and let I be the complement of the φ-orbit of α i in ∆. Let
. This is a partial compactification of X(w), with divisor a union of disconnected irreducible components and X ′ i (w) is obtained by removing some of these components, as shows the following Proposition.
Proposition 3.3. We have a commutative diagram
is an isomorphism by Theorem 3.1 (b). We are left with proving that the map
is an isomorphism. Let u = u 1 u 2 with u 1 ∈ V I and u 2 ∈ U I . We have
(w)w ∆ w I and we are done.
Let us describe now the variety X
′′ (w). Given q ′ a power of p, we denote by L q ′ : A 1 → A 1 , x → x q ′ − x the Lang map. This is anétale Galois covering with group F q ′ (Artin-Schreier covering). Given α ∈ [∆/φ], we set q * α = 1 and given 1 ≤ j ≤ d α − 1, we define inductively q * φ j (α) = q
Note that the group
This is the quotient map by r i=1 F qα i . The next proposition is immediately checked:
Proposition 3.4. The map γ is an isomorphism of varieties. Through the isomorphism
3.2.1. Composing the isomorphism (b) of Theorem 3.1 and those of Propositions 3.2 and 3.4, we get an isomorphism
(G m ) and a commutative diagram whose squares are cartesian
Here, π w , π 
Recall that the tame fundamental group of (G m ) r is the r-th power of the tame fundamental group of G m . There exists positive integers m 1 , . . . , m r dividing |H| and anétale Galois covering
with Galois group N satisfying the following properties:
So, N is a subgroup of r i=1 µ m i and we have a canonical isomorphism (
Let us recall some constructions related to tori and their characters. Let Y (T 0 ) be the cocharacter group of T 0 . Let c be a positive integer divisible by d such that (wF ) c = F c . Let ζ be a generator of F × q c . We consider the surjective morphism of groups
We put β
Proof. We identify X(w) with X ′ (w) and U 0 \X(w) with G r m via the canonical isomorphisms.
.3], we deduce the following:
Assume we are in case 2. Let q i : X(w i ) → U 0 \X(w i ) be the quotient map. Then, (q i * F θ i ) We summarize the constructions in the following commutative diagram
where, given q ′ is a power of p and s a positive integer, we set
This variety has an action of F q ′ by addition on the first coordinate and an action of µ s by multiplication on the second coordinate. We consider the quotient maps τ q ′ ,s :
We have a commutative diagram all of whose squares are cartesian
In this subsection, we shall describe the action of [Lu3, p.18 ]. We will describe the complex of cohomology for the finite group actions and the cohomology for the additional action of the Frobenius endomorphism.
Let g be a generator of µ s . We put Z = 0 → Oµ s g−1 − − → Oµ s → 0, a complex of Oµ smodules, with non-zero terms in degrees 0 and 1. Note that, up to isomorphism of complexes of Oµ s -modules, Z does not depend on the choice of g. Lemma 3.6. Let ψ ∈ Irr(F q ′ ). We have
Proof. We put Y = Y q ′ ,s in the proof. Since Y is a smooth affine curve, it follows that We have Let θ ∈ Irr(µ s ). Let c θ be the smallest positive integer such that F ′c θ fixes θ. We denote bỹ θ the extension of θ to µ s ⋊ F ′c θ on which F ′c θ acts trivially and we put L θ = Ind
Given λ ∈ K × , we denote by K(λ) the vector space K with action of F ′ given by multiplication by λ.
Proof. Note first that the statement about H 2 c (Y q ′ ,s , K) follows immediately from Lemma 3.6. We have an action of Q on Y q ′ ,s extending the action of µ s : an element α ∈ Q acts by (ξ, t) → (α s ξ, αt). This provides Y q ′ ,s with an action of (
F q ′ ×µs (ψ ⊗ θ) (this is independent of the choice of ψ up to isomorphism). Then, L ≃ θ∈Irr(µs) # V θ is the decomposition into irreducible K(F q ′ ⋊ Q)-modules: it is uniquely determined by its restriction to F q ′ × µ s which is described in Lemma 3.6.
. This is an irreducible representation which extends
We have Res
where K ′ (λ) is the one dimensional representation of F ′c θ where F ′c θ acts by λ. The Lemma follows.
3.3.2. Koszul complexes. Let H be a finite abelian group. Given H ′ ≤ H a cyclic subgroup and
− − → OH → 0, where the non-zero terms are in degrees 0 and 1. This is a complex of OH-modules whose isomorphism class is independent of g. Given H 1 , . . . , H m a collection of cyclic subgroups of H, we put
Lemma 3.8. Let H 1 , . . . , H m be finite cyclic subgroups of H. Then, the cohomology of the complex Z H (H 1 , . . . , H m ) is free over O.
Proof. We prove the Lemma by induction on
We have an isomorphism OH
by the identity and an isomorphism OH
We have an isomorphism of complexes of OH-
. . ,H n−1 ) and we deduce that there is a distinguished triangle in
where Z H = Z H (H 1 , . . . , H n ) and ZH = ZH(H 1 , . . . ,H n−1 ). This induces a long exact sequence 
We put Z(a) = 0 → OT a − → OT → 0, with non-zero terms in degrees 0 and 1. Given a 1 , . . . , a m ∈ OT , we define the Koszul complex Z({a 1 , . . . , a m }) = Z(a 1 ) ⊗ OT · · · ⊗ OT Z(a m ). We also put Z(∅) = OT . Given g ∈ T , we have Z(g − 1) = Z T ( g ) with the notations of §3.3.2.
If ψ is a linear character of U 0 trivial on D(U 0 ) F , we put I(ψ) = {i ∈ {1, 2, . . . , r} | ψ α i = 1}. It is easily checked that, if t ∈ T 0 , then I( t ψ) = I(ψ).
From the above isomorphism, Proposition 3.5, and Lemmas 3.6 and 3.8, we deduce Lemma 3.9. Let ψ be a linear character of
). The cohomology of e ψ C is free over O. Proof. Thanks to Remark 2.8, we can and will assume that I = ∆. In other words, we may assume that w ′ = w. We have Y x (ẇ) = ∅ for x = w ∆ by Theorem 3.1 (a), so it is enough to prove Conjecture 2.5.
Let ψ be a regular linear character of U 0 . By Lemma 3.9, we have on the i-th component. Then, the morphism π ′ is equivariant with respect to the action of that endomorphism and of
. Let θ ∈ Irr(T ). Given i ∈ {1, . . . , r}, we denote by θ i the restriction of θ to φ i (µ m i ) =< N w (β ∨ i ) >. Let I θ = {i ∈ {1, 2, . . . , r} | θ i = 1}. It is easily checked that I θ•F d = I θ . Let c θ be the smallest positive integer such that F dc θ fixes θ. We denote byθ the extension of θ to T ⋊ F dc θ on which F dc θ acts trivially and we put V θ = Ind
denote by K(λ) the vector space K with an action of F d given by multiplication by λ.
Lemma 3.11. Let ψ be a linear character of
Proof. We use Lemma 3.7. There are scalars λ(i, θ) ∈ O × such that for i ∈ I(ψ), we have
On the other hand, we have
Note that
for 0 ≤ j ≤ r − |I(ψ)| and H r+j (e ψ KC) = 0 otherwise. The result follows.
From now on, and until the end of this section, we fix a regular linear character ψ of U 0 . We put e(ψ) = Proposition 3.13. There is a map ν :
Proof. This follows easily from the proof of Lemma 3.11, the scalars λ(i, θ) (which are defined whenever i ∈ I(ψ) ∩ I θ ) depending only on θ and ψ α i .
3.3.5. Endomorphism algebra. Let E = R End Proposition 3.14. We have an isomorphism in
for some non-negative integers m I,j . The cohomology of E is free over O and H j (E) = 0 for |j| > r.
Let j ∈ Z. We have an isomorphism of
for some integers m(θ, j). We have m(θ, j) = 0 if r − |I θ | < |j|.
Proof. Given a ∈ OT , we have isomorphisms
. We deduce from Lemma 3.9 that e(ψ)C ≃ I⊂{1,...,r} Z({N w (β
The freeness of the cohomology follows from Lemma 3.8. The second assertion is a direct consequence of Proposition 3.13.
From now on, and until the end of this section, we assume that G is quasi-simple. Let h be the Coxeter number of G relative to F (cf [Lu2, §1.13]). In other words, h = |W wF |. Let ν be a non-negative integer with ℓ ν ≡ 1 (mod h). We putF = F dℓ ν .
Corollary 3.15. Assume that G is quasi-simple and that ℓ |h. Then, the canonical map
F is an isomorphism. Assume furthermore that for all θ ∈ Irr(T ) and all j ∈ {1, . . . , r − |I θ |}, then
Proof. Note that the canonical map kH i (E) → H i (kE) is an isomorphism since H i (E) is free over O. Now, H i (E)F coincides with the generalized eigenspace ofF for the eigenvalue 1. The eigenvalues ofF on H 0 (E) are h-th roots of unity, hence their reductions modulo ℓ remain distinct. It follows that the generalized 1-eigenspace ofF on kH 0 (E) is the image of the generalized 1-eigenspace on H 0 (E).
Also, the eigenvalues ofF on H
Groups of type A
Hypothesis: In this section, and only in this section, we assume that G is of type A n−1 (for some non-zero natural number n) and that F is a split Frobenius endomorphism of G (i.e. d = 1). We keep the notation of Section 3, i.e. w is a Coxeter element of W . Note in particular that r = n − 1, W ≃ S n , w is a cycle of length n, and h = n.
4.1.
A progenerator for OG. The following result is probably classical.
Proof. Consider the situation of §1.3.3. Proof. This follows from Theorem 4.1 and Remark 3.12.
4.2. Description over K. We identify T with T w as in §1.4.1. From now on, and until the end of this paper, we assume that ℓ divides |G| but does not divide |G/T |. In other words, we assume that the order of q modulo ℓ is equal to n. Note in particular that ℓ > n. Let S be a Sylow ℓ-subgroup of T (note that S is a Sylow ℓ-subgroup of G). Let b be the sum of all block idempotents of OG having S as a defect group. Since C G (s) = T w for every non-trivial ℓ-element s of T , b is the sum of all block idempotents of OG with non-zero defect.
Proof. Let ζ, ζ ′ ∈ Irr K (T ) be two characters which are not conjugate under the action of
Let ζ ∈ Irr(T ). Let s be a semi-simple element of the group dual to G whose class is dual to that of ζ. Let L be an F -stable Levi subgroup of G corresponding to the centralizer of s and containing T w . There is a decomposition n = n 1 n 2 in positive integers such that L = GL n 1 (F q n 2 ) and T w is a Coxeter torus of L. We denote by Y L the Deligne-Lusztig variety associated to a Coxeter element for L. Let P be a parabolic subgroup of G with Levi complement L.
The character ζ is the restriction of a characterζ ∈ Irr K (L) and we have an isomorphism of Proof. By Proposition 1.1, it is enough to prove the Proposition for the simply connected covering of [G, G] , which is isomorphic to SL n . Using the embedding SL n → GL n , we have a further reduction to the case G = GL n . We choose for T 0 the diagonal torus of GL n . We denote by x i ∈ X(T 0 ) the i-th coordinate function and by ω ∨ i ∈ Y (T 0 ) the cocharacter that sends a to the diagonal matrix with coefficients 1 at all positions except the i-th where the coefficient is a. Let ζ be a generator of F × q n . We have N w (ω Proof. The complex of (OG, OT )-bimodules C ′ (cf §1.3.4) is w-stable. It follows that it extends to a complex D of (OG, O(T ⋊ w ))-bimodules.
On the other hand, the complex kC is isomorphic in D b (k(G × (T ⋊ F ) opp )-Mod) to a bounded complex D ′ whose terms are finite dimensional. There is a positive integer N such that F N acts trivially on D ′ . We take for ν a positive integer such that ℓ ν ≥ |k|, ℓ ν ≡ 1 (mod n), and ν ≥ ν l (N) and we putF = F ℓ ν as above. There is a positive integer t prime to ℓ such thatF t acts trivially on D ′ . Let e be a block idempotent of bOG. Then, it follows from Proposition 4.5 that End D b (kG⊗(kT ⋊ F ) opp ) (eD ′ ) ≃ Z(ekG), hence eD ′ is isomorphic in D b (kG ⊗ (kT ⋊ F ) opp ) to an indecomposable complex X. The complexes kX and ekD have quasi-isomorphic restriction to kG ⊗ kT , hence (Clifford theory) they differ by tensor product by a one-dimensional k F -module L, where we identify w withF . In particular, the canonical map ekG → End
• k(T ⋊w) opp (ekD) is an isomorphism. It follows from [Ri2, Theorem 2.1] that ekD is a two-sided tilting complex, i.e., the canonical map br(e)k(T ⋊ w) → End 
