That decomposition defines compact real forms of ® c and ft c :
(7.3b) ® u = © + N '3i2Ji 5 ® u = & + N i3ϊ (ft n aw).
Lemma. JAere w a unique choice of compact connected Lie group G u with Lie algebra ® u which has the properties [Z u denotes the identity component of the center of G u ]
(i) the analytic subgroup K u for ft ω is a closed subgroup, (ii) the action of G u on the coset space X u = G u /K u is effective, and (iii) X' u = GJZ U K U is simply connected, the natural projection X u -+X r u , is a principal torus bundle with group Z tt , and π^Xy) = tfiCZJ, free abelian of rank dimZ w .
Proof, ft contains no nonzero ideal of © because G is effective on X, so ft ω contains no nonzero ideal of @ tt . In particular, for any choice of compact group G u with Lie algebra ® u , K u is closed in G u and G u acts on G u /K u with finite kernel.
For the unique choice decompose © tt = ®£ + $ M and let G u = G' u x Z u where G f u is the compact simply connected group with Lie algebra ©£. Let F be the (finite) kernel of the action of G u on X u = G u /K u where K u is the analytic subgroup for ® u . Then G u = G u /F, K u = K u /F, X u = G u /K u give us condition (ii). For (iii) note that Z u is a torus acting freely on X u \ so we need only prove X' u simply connected. But X' a -G' U \L where L is the analytic subgroup for the projection of S tt to ®' u . This gives existence of the desired G w ; uniqueness is obvious.
q.e.d. We have constructed a "compact version" X u of a coset space X of reductive Lie groups. Now we turn the procedure around.
Let X = GjK be a coset space of compact connected Lie groups, G acting effectively. Let σ be an automorphism of © such that <τ 2 = 1 and σ($) = ft. Then we have (7.3a) and can define real forms of ® c and ft c by ©* = ©*+ N !3ϊ3K , ft* = ft-+ ^=Ί(ft Π 3K).
Then ©* is reductive, ft* is reductive in ©*, and 7.5. Lemma. There is a unique simply connected coset space X* = G*/K* such that (i) G* is a connected Lie group with Lie algebra ©*, (ii) ft* is the Lie algebra of the closed subgroup K*, and (iii) G* acts effectively on X*.
Let F be the torsion subgroup of π λ (X). Then F can be viewed as a finite central subgroup of G* ( = (G*) M ) such that G = G*/F, K = (K*F)/F and Z = Z*/F.
Proof. For the first statement G* = G*/S and K* = (K*S)/S where G* is the simply connected group for ©*, K* is the analytic subgroup for ft*, and S is the kernel of the action of G* on G*/K*. The second statement is equally transparent.
q.e.d. 
Proposition. Let X = G/K where G is a compact connected Lie group, K is a closed connected subgroup, and G acts effectively on X. Let σ be an involutive automorphism of G which preserves K, and thus acts on X.
Let AT* = G*/K* be the corresponding simply connected space. Extend σ to ® c by complex linearity, so that σ also acts on X*. © = $ -f 2ft and ®* = ίϊ* + 2ft* as usual.
( Proof. Let τ (resp. r*) denote complex conjugation of Wl c over 2JΪ (resp. 2ft*). An invariant almost complex structure on X (resp. X*) amounts to an ad(© c )-invariant 9K C = Wl + + 9W~ where τ (resp. r*) interchanges 9JΪ + and SK". As στ = r* = τo, the interchange conditions are equivalent when σ preserves 2ft + and 2ft", i.e. when σ preserves the almost complex structure.
i) The G-invariant σ-invariant almost complex structures on X are in one to one correspondence with the G*-invariant σ-invariant almost complex structures on X*, where two structures correspond if they are equal on

That proves (i).
Let A be the centralizer of ίϊ* in Aut(©*), linear algebraic group normalized by σ. Let B be a maximal compact subgroup of A normalized by σ. As σ\ A is a Cartan involution of A, bσ -σb for all beB. Let azA with aΣa^CLB. Define Γ = aΣa~K Then ®* = ®* Γ and (ii) follows with 2ft
Further T r denotes an r-torus, C* denotes the multiplicative group GX(1, C) of nonzero complex numbers, and we use the following standard notation on linear groups. Proof. If ©* is not semisimple then it has radical 9ΐ Φ 0. Let © be the last nonzero term of the derived series of 9ΐ. Then © is an abelian Lie subalgebra stable under θ. Now ©* = © and dim© = 2 because ©* has no proper ^-invariant ideal. Thus G* is a 2-dimentional vector group, K* = {0} and X* = R\ If ®* is not semisimple we have just seen that it is abelian. So ®* is reductive, and now $* = ©* β [θ = {1, θ, θ 2 }] is a reductive subalgebra by Lemma 7.6. In particular we have a ^-stable αdCfif*)-stable decomposition ©* = ®* 4-3ft* and 0|sκ* = cos --/ ± sin -JLj defines two G*-invariant almost complex structures on X*.
We may now assume ©* semisimple. Extend 6 by linearity to an automorphism of ©* c and let B be a maximal compact subgroup of Aut(©* c ) containing θ. B specifies a compact real form © of ©* c by: exp(W©) is the identity component B o . Now 0(®) = ©. Let $ = ©' and let X = G/K be the simply connected coset space, G connected and acting effectively on X, defined by (®,®). Let X* = G£/K* as in Lemma 7.4. There is an automorphism a of ®* c sending © to ®*. As or(S) ^ ® s ftf because the latter two are compact real forms of (®* c )° there is an automorphism β of @* = α(@) sending α(Λ) to St*. Now ^αr: © s ®* sending ft to ft*, X to <Y*. Thus we may view Z* = G*jK* as constructed from X = G/K as in Lemma 7.5, provided that we view ft as ® φ where ^ = βaθa^β" 1 . In other words, we are in the duality of Lemmas 7.4 and 7.5, except that ft = @* and ft* = ©** where the only relation between ψ and θ is their conjugacy in Autί©^). In particular, if σ is the Cartan involution of ©* preserving ft*, hence the involutive automorphism which defines X* = G*/K* from X = G/K, σ need not commute with θ nor with φ.
We apply the hypothesis that ©* has no proper ideal preserved by 6, As θ has order 3 it says that there are just four cases, as follows 1 . Here G has diagram g"g7 4 ?~g"2~^ a n d K' 
An automorphism of G preserves K and permutes its summands cyclically, inducing
Another acts by
given by wa, w € W with wαS) 0 = 2>o> <^ given on a maximal torus of K by t -> r 1 . Now we need only calculate dim © ff in the cases Proof, φ contains the center of © because it has maximal rank, so H contains the identity component of the center of G. Now G is semisimple because it acts effectively on X. Let © be the centralizer of $ in ©. Define St' = ® + © and β' = 2 + ©. ft' is a compactly embedded subalgebra of © so fi' is a compactly embedded subalgebra of φ. The linear isotropy representation of H o is faithful because G is effective on X; thus the analytic subgroup of H with Lie algebra V is compact; it follows that 2' = £. Now © c 2, so © C ®, and this shows that 2 and ® are maximal compactly embedded subalgebras of φ and ®. In particular K contains the center of G, L contains the center of H, and L o contains the center of H Q .
Let © = φ 4-2JI be the orthogonal decomposition under the Killing form. 
Remark. Z% is trivial if rank G t = rank ff i5 i.e. if X t = GijHt is listed in Table 7 .11, 7.12 or 7.13. If rank G t > rank H u i.e. if X t = G,/#i is listed in Table 7 .14, then Z t is: Proof. X is listed in Theorem 7.17 and this is equivalent to conditions (i), (ii) and (iii). Condition (iv) says, precisely, that 1 < i < r implies, in the notation of Theorem 7.17, that the linear isotropy representation β t of H t is J?-irreducible. If βi is J?-irreducible then of course N = 2. If N = 2 then β t cannot decompose into summands stable under an almost complex structure, so βj = 7Γi®7ti with ft* absolutely irreducible; then β t is jR-irreducible, for reality of πt would imply (cf. Table 7 .14) N = oo.
q.e.d. We have been implicitly using the fact that Theorem 4.3 extends without change to the case where K is a connected reductive subgroup of maximal rank in a connected reductive Lie group G. At this point we should note, for purposes of § 8, that Theorem 4.7 extends without change of the case where K is the identity component of the centralizer of a connected subgroup of a Cartan subgroup of a connected reductive group G, and that Theorem 4.5 and Corollary 4.6 extend to the reductive case with the restrictions that T remains compact and we use restricted Weyl groups.
Types of homogeneous almost Hermitian manifolds
In this section and the next we give a detailed description of the almost hermitian geometry of the almost complex manifolds of § §4 through 7. The general results are given here in § 8 § 9 is concerned with somewhat more delicate results involving calculations with the root systems of the relevant Lie algebras.
We first describe several conditions for almost hermitian manifolds which are weaker than the kaehler condition. We then prove a series of theorems relating those conditions, for a homogeneous almost hermitian metric on a reductive coset space G/K, to criteria concerning whether $ is the fixed point set of an automorphism of order 3 of ©.
Let M be a C~ real differentiate manifold and SCiM) the Lie algebra of vector fields on M. We assume that M possesses an almost complex structure . We assume that M = G/K is a reductive homogeneous space, and that the metric (,) and almost complex structure of (M, dsί 2 ) are both G-invariant. In refering to classifications we will assume that G is connected and acts effectively on M, but in general we make no additional hypotheses on the Lie groups G and K. In particular,
Since P is an automorphism of © the left hand sides of (8.6) and (8. Proof. For (i) we note that the riemannian connection V of M is given by the formula 
Finally (ii) follows from the fact that dF is invariant under the isotropy representation of K.
q.e.d.
Next we assume that (M, ds
2 ) has a metric (,) which is the projection of a bi-invariant metric on G. This holds, for example, if the isotropy representation of K is irreducible. We have then
([X, Y],Z) = (X, [Y, Zl), ([X, YLK) = (X, [Y,K\)
for X 9 Y, Z € SDΪ and Kefi. Furthermore, the riemannian connection of M is given by V X Y = \\X, Y\sk for X, Y e 9K.
Theorem. Let (M, cfo 2 ) fc^ <z reductive homogeneous almost hermitian manifolds with M = G/K such that the metric (,) of M is a projection of a bi-invariant metric on G. Then the following conditions are equivalent:
(i) (M, ds 2 ) € JfX. equivalent to equation (8.3) . Bi-invariance of (,) implies that (8.4) holds. The rest of the implications follow from these facts.
Theorem. Let the metric of the homogeneous almost hermitian manifold (M, ds 2 ), M = G/K reductive, be the projection of a bi-invariant metric on G. Then (i) (Af, ds 2 ) <= JίoίT if and only if (M, ds 2 ) e (ii) (M, ds 2 ) e X if and only if (M, ds
2 ) e Proof. We have
V X {J){X) + PJAJXJX) = IX, mm = 2FAJ)(X)
If (M, ds 2 ) € IX, the left hand side of the first equation is zero and so (M, ds
2 ) e JfctΓ. Since we always have JίX c £X\ (i) follows. Furthermore, j^JΓ c £X and cc/JΓ Π C/ΓJΓ = X\ hence (ii) follows.
q.e.d. The possible classes for a homogeneous almost hermitian manifold (Λf, ds 2 ), whose almost complex structure J is canonically determined by an automorphism of order 3, are summarized by the following theorem. Now suppose that M was compact before we replaced it with M, and the θ induces an outer automorphism of the semisimple part of G. Then G t is a compact for i > 0 and we may assume Θ\ Gχ to be an outer automorphism. Note, from Theorem 6.1 or Table. 7.14, that K λ is semisimple. K τ cannot be the semisimple part of the centralizer of a toral subgroup of G τ because ad Gl \ Kl has no trivial subrepresentation on Sft^ it follows [10] that J 1 is not integrable; then J is not integrable, so (M, ds 2 q.e.d. Let M = G//C be a reductive homogeneous space with ^-irreducible linear isotropy representation. Then every invariant riemannian metric is induced from a bi-invariant metric on G, under the mild condition that G is the translation group if M is an euclidean space or a circle. Let ds 2 be an invariant almost hermitian metric on M. Then the almost complex structure / is unique up to sign [12] 
Theorem. Suppose M = G/K is a (reductive) homogeneous space and $£ is the fixed point set of an automorphism θ of % of order 3. Let ds 2 be a G-invariant almost hermitian metric on M whose associated almost complex
Proof, (i) follows from (8.9), and (ii) is a consequence of (8.11). For (iii) we note that (c) implies (a) and (b), and (a) and (b) are equivalent by (i). Furthermore, if (M, ds
Invariant almost Hermitian structures on compact homogeneous spaces of positive characteristic
We conclude by studying the types of positive definite invariant almost hermitian metrics ds 2 on homogenous spaces M = G/K, where G is a compact connected Lie group and K is a subgroup of maximal rank. Note that (Λί, ds 2 ) 6 yjf by Theorem 8.9, and that Theorem 4.5 gives the criterion for whether (Aί, ds
2 ) e jf. We find root system criteria for (M, ds 2 ) to be in the classes Jf~, ,$/Jf, £cf anάJ r X', respectively, and we specialize those criteria with the aid of the various classifications of § 4.
Choose a maximal torus T of G which is contained in K. [7, Chapter 3] ). Then because of the anticommutativity of © and the Jacobi identity.
For all λ e A we set J^ = e λ -e_ 2 = -Λ.^ and y ι = J^lfe+e.;) = y_ iβ If ?Γ is any system of simple roots and /Γ is the corresponding system of positive roots, then is a basis of ©. In order to compute in this basis we need the following preliminary calculation, which is left to the reader. for every λe Γi, where || || is the norm of (, ). 
View the G-invariant almost complex structures on M = G/K as endomorphisms J of square -I onWl which commute with ad G (K). Such an endomorphism exists if and only if
Any G-invariant pseudo-riemannian metric (,) is compatible in the sense of § 8 with any GΛnvariant almost complex structure /, and hence they determine a G-invariant almost hermitian metric ds
2 . In the notation of (1) and (2) , and then ω transgresses to a multiple bφ Φ 0; it follows that exp (bφ) is a well defined character on K. This proves equivalence of (3a) and (3b). Equivalence of (3b) and (3c) amounts to equivalence of (2a) and (2b).
q.e.d. We have the following consequence of Theorem 9.4, new for the class sόtf and bringing together known results from various authors for the other classes. q.e.d. For the classes &X and JίX we must look at the covariant derivatives of J. First, however, we need the following lemma. It is a long calculation, but it is straightforward from Lemma 9.2, and so we leave it to the reader. To show the equivalence of (ii) and (iii) we first apply Proposition 9.11 to write Q(x λy x v ) and Q(x i9 y v ): Therefore fc, +v , v = 0, and so |μ, +υ || 2 = |μ,|| 2 + \\x v \\ 2 by (9.7b). Conversely, let λ,ι>ε A -A κ be such that λΦ±ι>. Without loss of generality we may assume that ε(λ) = e(y) = 1. Then (9.16a) and (9.16b) reduce to
Proposition. Let (, ) be a pseudo-riemannian metric on a compact Lie group G which is invariant under left translation by G and right translation by the maximal torus T of G. Given λ, v 6 A with λΦ ±v, define numbers a
Qix ί9 x 9 ) = 2{b lt JLε0) + e(i -Λlya-Ja* . taking subscripts modulo (3,3) .
Given an invariant ds 2 , suppose that its almost complex structure is specified by e(SK tliΛ ) = ε&du.jJ = ε(2K W:l ) = β(SKf 4ii4 ) = ±1 . We prove statements 2 and 3 for the case where K is not the centralizer of a torus. By Propositions 9.20, 9.21, 9.22 and 9.23, it suffices to consider the cases (i) G/K = E^A^A^Aj: 1 and (ii) G/K = E B /A 2 A 2 A 2 T 2 ; in those cases we must prove that there exists an invariant quasi-kaehlerian ds 2 which is not nearly kaehlerian. So we assume that every quasi-kaehlerian ds 2 is nearly kaehlerian and find a contradiction.
To do this, note that Theorem 4.10 allows us to assume k = 9 in case (i) (set n z = n 6 = 1) and k = 27 in case (ii) (set /τ 3 = 1, n 6 = 2, n 8 = 5). Then £ = 3/ with / divisible by 3. Define ψ = θ ι and 2 = ® 9 . Then 9 has order 3 and G = E 8 ; so the analytic subgroup L is Λ 2 £ 6 or Λ 8 , and G/L has no invariant complex structures. Let 91 be the complement to £ in © Then Proposition 9.26 says that 91* are algebras, for Sfti + 3K_ Z C 2 C . As G/L has no invariant complex structure it follows that ad G says that there exist indices s and t, 1 < t < s < u, s divisible by 3 and t prime to 3, such that [Wl_ g , 2WJ Φ 0. Our contradiction will consist of showing [2Jl s , 3DU = 0 for s divisible by 3 and t prime to 3. Replacing θ by a power 0*, v prime to k, it suffices to show [3K S , SKJ = 0 for s divisible by 3. In case (i), k = 9, / = 3 and w = 4. We apply Proposition 9.26 to the ds 2 defined by θ to see [2ft 3 ,2RJ = 0, to the ds 2 defined by 0 4 to see [3ft_ 3 ,2RJ = 0. That gives us our contradiction.
In case (ii), k = 27, / = 9 and w = 13. We apply Proposition 9.26 to the ίfr 2 defined by θ to see [SK,, STCJ = [3K 6 ,2R α3 ] = [SK 9? SKJ = [2Ki2,3KJ = 0, to the ώ 2 defined by ^ to see [2ft_ 3 , SWJ = 0, to the ds 2 defined by θ 7 to see [2K_ 6 , SKJ = 0, to the ds 2 defined by tf 8 to see BDL 12 , SWJ = 0, and to the ώs 2 defined by θ 10 to see [SK_ 9 ,2R 13 ] = 0. That gives the contradiction. Finally we prove statements 2 and 3 for the case where K is the centralizer
