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Abstract—We first present a detailed review of two popular
classes of model based synchrophasor estimators. They are
the discrete Fourier transform (DFT) and the Taylor-Fourier
transform (TFT) class estimators, which arise from constant
or polynomial phasor models, respectively. Limitations of
these techniques, arising from the models themselves, are
exposed. These limitations make the original DFT and TFT
approaches unfitted for situations where the phasor can not
be properly described in such simple terms. This issue can be
addressed with the recently introduced convex semi-infinite
programming (CSIP) based estimators, which are also
reviewed. In particular, we present the constraints associated
with the tests which are most critical for the model based
methods, showing how to precisely control the estimators
performance in those cases. Finally, we show that the DFT
and TFT estimators are particular instances of the CSIP
estimator, so that there exists a connection between these
two apparently different approaches. This opens the door for
future analyses and developments.
Resumen— Presentamos en primer lugar una resen˜a
de dos populares clases de me´todos de estimacio´n de
sincrofasores. Ellas son la clase de me´todos basados en la
transformada de Fourier discreta (DFT) y la transformada
de Taylor-Fourier (TFT), que surgen de un modelo de
fasor constante y polino´mico, respectivamente. Se exponen
las limitaciones de estos me´todos, que surgen por los
propios modelos asumidos, lo cual los hace poco apropiados
en situaciones donde el fasor no puede representarse en
te´rminos tan simples. Este problema puede resolverse con los
estimadores basados en optimizacio´n convexa semi-infinita
(CSIP), un enfoque novedoso que tambie´n es descripto. En
particular, enfatizamos las restricciones asociadas con las
situaciones ma´s crı´ticas para los me´todos basados en modelos,
mostrando co´mo controlar precisamente el desempen˜o de
los estimadores en dichos casos. Finalmente, mostramos que
los estimadores DFT y TFT son instancias particulares del
estimador CSIP, de modo existe una conexio´n entre estos dos
enfoques aparentemente diferentes. Esto abre la puerta para
futuros ana´lisis y desarrollos.
I. INTRODUCCIO´N
A. Contexto
En los u´ltimos an˜os ha cobrado un gran intere´s, princi-
palmente por su gran impacto potencial a nivel mundial,
el paradigma de red ele´ctrica inteligente (en ingle´s Smart
Grid o SG) [1]. Una SG busca alcanzar altos niveles de efi-
ciencia y confiabilidad mediante la integracio´n de distintos
recursos como sensores inteligentes para monitoreo, fuentes
de energı´a renovables, generacio´n distribuida de energı´a,
control robusto y automa´tico, seguridad ciberne´tica, etc. La
confluencia de estos elementos involucra diversas a´reas de
ingenierı´a ele´ctrica y electro´nica, ası´ como a´reas de ciencias
de la computacio´n.
Las unidades de medicio´n fasorial (PMUs) son una com-
ponente fundamental de las SGs [2] pues permiten obtener
pra´cticamente en tiempo real los para´metros ma´s impor-
tantes de las sen˜ales de tensio´n y corriente en nodos crı´ticos
de la red ele´ctrica. Concretamente, dichos para´metros son:
amplitud y fase (o conjuntamente fasor), frecuencia, y tasa
de variacio´n de frecuencia (ROCOF). La gran ventaja de esta
tecnologı´a, con respecto a los sistemas tradicionales, radica
en que las mediciones de los PMUs esta´n sincronizadas al
esta´ndar de tiempo UTC, tı´picamente por medio de un re-
ceptor GPS. Esta caracterı´stica es lo que permite integrar en
forma coherente mediciones de PMUs en grandes regiones
geogra´ficas, lo cual aporta informacio´n muy valiosa de la
red ele´ctrica. De hecho, dicha informacio´n tiene un impacto
directo en las diversas aplicaciones de estos sistemas de
medicio´n de gran a´rea (WAMS) [3].
Idealmente, las sen˜ales de tensio´n son sinusoidales puras
de frecuencia 50 o 60 Hz (dependiendo del paı´s), pero en
la pra´ctica existira´n pequen˜as perturbaciones con respecto
a los para´metros nominales que es importante observar
perio´dicamente. Estas perturbaciones pueden ser, por ejem-
plo, corrimientos en la frecuencia, modulaciones en amplitud
o en fase, rampas en frecuencia, saltos en amplitud o en
fase, etc. A su vez, la sen˜al puede estar contaminada por
armo´nicas, interarmo´nicas y ruido. Otro requisito importante
es que la latencia de las mediciones debe ser suficientemente
pequen˜a, lo cual es particularmente crı´tico en aplicaciones
de control y proteccio´n. Por esta razo´n, las mediciones de
los PMUs deben satisfacer un conjunto de especificaciones
estrictas, que esta´n establecidas en el esta´ndar de sincrofa-
sores IEEE Std. C37.118.1-2011 [4] y su posterior enmienda
IEEE C37.118.1a-2014 [5]. En adelante, por conveniencia,
nos referiremos a estos esta´ndares simplemente como el Std.
B. Definicio´n de Sincrofasor, Frecuencia y ROCOF
La representacio´n fasorial de sen˜ales senoidales es muy
comu´n en el ana´lisis de circuitos electro´nicos y sistemas
ele´ctricos. Sea
x(t) = a cos(2pif0t+ φ), (1)
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una onda senoidal, donde f0 es la frecuencia nominal, a es
la amplitud y φ la fase. Su representacio´n fasorial1 se define
como
X = a ejφ. (2)
Cuando el origen temporal t = 0 coincide exactamente con
el paso de un segundo en el esta´ndar de tiempo UTC, X
se denomina representacio´n sincrofasorial de x(t). En este
caso, φ representa la diferencia de fase con respecto a un
coseno de frecuencia f0 sincronizado con el tiempo UTC.
En forma ma´s general, la amplitud y la fase dependen del
tiempo: a = a(t), φ = φ(t). En este caso, la sen˜al de tensio´n
o corriente se puede escribir como
x(t) = a(t) cos[2pif0t+ φ(t)], (3)
y su sincrofasor es
X(t) = a(t) ejφ(t). (4)
Entonces, en general, los sincrofasores varı´an en el tiempo.
La frecuencia y la ROCOF instanta´neas (con respecto a
los valores nominales f0 y 0, respectivamente) se definen
a partir de la primera y segunda derivadas de la fase:
f(t) = f0 +
1
2pi
dφ(t)
dt
, (5)
ROCOF(t) =
1
2pi
d2φ(t)
dt2
. (6)
C. Definicio´n de Me´tricas de Desempen˜o
El Std. define tres me´tricas de desempen˜o que se utilizan
para evaluar todos los tests2: error vectorial total (TVE),
error en frecuencia (FE) y error en tasa de variacio´n de
frecuencia (RFE). El TVE se define del siguiente modo:
TVE(t) =
|X̂(t)−X(t)|
|X(t)| , (7)
donde X(t) es el sincrofasor en el tiempo t y X̂(t) es su
estimacio´n para dicho instante de tiempo. Es decir, no es
otra cosa que el mo´dulo del error relativo. Gra´ficamente,
se puede interpretar como la distancia entre X(t) y X̂(t)
normalizada por |X(t)|. Generalmente, para estar en norma
el fasor estimado debe ser tal que el TVE sea menor a algu´n
valor, por ejemplo, el 1 %. Notar que cuanto mayor es el
error en amplitud, menor es la tolerancia en el error de fase
y viceversa. El FE se define como el error absoluto entre
la frecuencia instanta´nea f(t) de la sen˜al y su estimacio´n
f̂(t):
FE(t) = |f(t)− f̂(t)|. (8)
El RFE se define como el error absoluto entre la ROCOF
instanta´nea f ′(t) de la sen˜al y su estimacio´n f̂ ′(t):
RFE(t) = |f ′(t)− f̂ ′(t)| (9)
1Muchas veces se trabaja con el fasor RMS definido como XRMS =
X/
√
2. Sin embargo, aquı´ preferimos por simplicidad trabajar con el fasor
X . Obviamente siempre se puede obtener una representacio´n a partir de la
otra con un simple cambio de escala.
2La excepcio´n es el test de saltos en amplitud y fase, donde se definen
otras me´tricas de desempen˜o para evaluar las respuestas transitorias. Ellas
son: el sobrepico, los tiempos de respuesta del TVE, FE y RFE, y el tiempo
de retardo.
D. Clases de PMUs
El Std. define dos clases de desempen˜o para el PMU: clase
M y clase P. La clase M, o de Monitoreo, es la clase ma´s
adecuada para aplicaciones que requieren mediciones de alta
exactitud y admiten una latencia considerable en el reporte
de las mediciones. En cambio, la clase P, o de Proteccio´n,
se utiliza en aplicaciones que exigen respuestas ra´pidas pero
de menor exactitud. Como es de esperarse, los requisitos
de respuesta ra´pida y alta exactitud constituyen uno de los
compromisos ma´s importantes en esta aplicacio´n.
E. Reporte de Estimaciones
El PMU reporta los datos a un concentrador de datos para
su posterior uso con una tasa dada. Cabe notar que dicha tasa
no esta´ relacionada con la tasa de muestreo del conversor
AD dentro del PMU, sino que de acuerdo al Std. debe ser
igual a un submu´ltiplo de la frecuencia nominal del sistema.
Para f0 = 50 Hz, se exige que la tasa de reporte Fs pueda
tomar los valores 10, 25 y 50 reportes por segundo (fps).
Cada tasa de reporte representa un modo de funcionamiento
diferente del dispositivo pues tiene distintos requisitos.
F. Consideraciones de Latencia
La latencia del PMU se define como la diferencia tem-
poral entre el instante en que los datos se encuentran
disponibles a la salida del PMU y el instante exacto del
tiempo de reporte indicado por la etiqueta temporal. Los
lı´mites ma´ximos dependen principalmente de la tasa de
reporte y la clase del PMU, ya que estos factores determinan
el tipo de filtrado que se realiza. Concretamente, los lı´mites
de latencia son 2/Fs y 7/Fs para el desempen˜o clase P y
clase M respectivamente.
G. Motivacio´n y contribucio´n del artı´culo
Los me´todos ma´s importantes de estimacio´n de sincrofa-
sores, basados en modelos de fasor constante o polino´mico,
tienen claras limitaciones impuestas por los mismos mod-
elos. Luego de disctuir esto, presentamos un enfoque muy
general introducido recientemente basado en te´cnicas de op-
timizacio´n convexa semi-infinita3 y mostramos la conexio´n
que tiene con los me´todos previos. Cabe mencionar que
existen otros artı´culos que presentan una comparacio´n de
distintos me´todos [6]–[8]. La contribucio´n principal de este
artı´culo es ampliar la perspectiva del estado del arte de
la estimacio´n de sincrofasores y enriquecerla con nuestras
contribuciones en el a´rea.
H. Organizacio´n del artı´culo
El resto del artı´culo esta´ organizado del siguiente modo.
En la Seccio´n II presentamos algunas consideraciones gen-
erales, comunes a todos los algoritmos. Luego, en la Seccio´n
III discutimos en detalle los me´todos basados en la DFT,
y luego mostramos sus limitaciones. El mismo ana´lisis se
realiza para los me´todos basados en la TFT en la Seccio´n IV.
Posteriormente, en la Seccio´n V se presentan los me´todos de
disen˜o de filtros basados en CSIP, ası´ como su relacio´n con
los me´todos previos, mostrando la generalidad del enfoque
de optimizacio´n. Finalmente, concluimos el artı´culo en la
Seccio´n VI.
3Puede pensarse que el me´todo basado en optimizacio´n se construye a
partir de una familia infinita de modelos, como veremos en la Seccio´n V.
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II. PRELIMINARES
A. Preprocesamiento
Todos los algoritmos que vamos a analizar en este trabajo
parten de mediciones que se tienen de una sen˜al trifa´sica de
tensio´n o corriente, que es digitalizada mediante un conver-
sor AD, produciendo una sen˜al vectorial que denotaremos
xabc[n] = [xa[n], xb[n], xc[n]]
T , donde a, b, c representan
cada una de las fases del sistema ele´ctrico, y que se puede
descomponer del siguiente modo
xabc[n] = sabc[n] + nabc[n], (10)
donde sabc[n] es la componente fundamental de intere´s
y nabc[n] representa interferencias (armo´nicas e inter-
armo´nicas) y ruido. En general, sabc[n] puede representarse
como la suma de las componentes sime´tricas instanta´neas
[9], tal como se muestra en la Ec. (11) (ver parte in-
ferior de la siguiente pa´gina), donde ai[n] ≡ ai(nT ) y
φi[n] ≡ φi(nT ), con i = a, b, c, 0, 1, 2, son la amplitud
y fase instanta´neas de cada fase (a, b, c) o componente (0,1
o positiva,2 o negativa) correspondiente, ω0 es la frecuencia
angular nominal del sistema de potencia, T = 2pi/(Cω0) es
el perı´odo de muestreo, siendo C la cantidad de muestras
que se obtienen por ciclo nominal, y ν0 = ω0T = 2pi/C.
Sin embargo, los algoritmos no operan directamente con
la sen˜al xabc[n], sino que primero la transforman con el
fin de construir mediciones directas del fasor de secuencia
positiva de la componente fundamental, que posteriormente
sera´n procesadas para obtener las estimaciones del sincrofa-
sor, la frecuencia y la ROCOF. Como esta etapa es general,
independiente de la eleccio´n del algoritmo de estimacio´n,
se presenta en esta seccio´n. Dicha conversio´n se basa en las
transformaciones4 de Clarke (o transformacio´n αβγ) y de
Park (o transformacio´n abc−dqo), que son transformaciones
de coordenadas frecuentemente utilizadas en el ana´lisis de
sistemas de potencia trifa´sicos [10]. Ambas son transforma-
ciones lineales. La transformacio´n de Clarke queda definida
por la matriz constante
C =
2
3
[
1 − 12 − 12
0
√
3
2 −
√
3
2
]
, (12)
mientras que la transformacio´n de Park se puede representar
por la siguiente matriz variante en el tiempo
P [n] =
2
3
[
cos(φa,0[n]) cos(φb,0[n]) cos(φc,0[n])
− sin(φa,0[n]) − sin(φb,0[n]) − sin(φc,0[n])
]
,
(13)
donde φa,0[n] = ν0n, φb,0[n] = ν0n − 2pi/3 y φc,0[n] =
ν0n+ 2pi/3. Operando, obtenemos que
xdq[n] =
[
xd[n]
xq[n]
]
= Cxabc[n] = a1[n]
[
cos(ν0n+ φ1[n])
sin(ν0n+ φ1[n])
]
+ a2[n]
[
cos(−ν0n− φ2[n])
sin(−ν0n− φ2[n])
]
+Cnabc[n], (14)
4Estrictamente, usamos las transformaciones de Clark y Park reducidas
pues tanto la componente γ como la componente cero (o) no contienen
informacio´n del sincrofasor y, por lo tanto, no son calculadas.
ydq[n] =
[
yd[n]
yq[n]
]
= P [n]xabc[n] = a1[n]
[
cos(φ1[n])
sin(φ1[n])
]
+ a2[n]
[
cos(−2ν0n− φ2[n])
sin(−2ν0n− φ2[n])
]
+ P [n]nabc[n].
(15)
Es fa´cil ver que hay una simple relacio´n entre ambas trans-
formaciones, a saber, P [n] = R(−ν0n)C, donde R(−ν0n)
es una matriz de rotacio´n en un a´ngulo −ν0n en sentido
antihorario. En general, los algoritmos se formulan a partir
de la sen˜al xd[n]+jxq[n], pero equivalentemente se pueden
formular a partir de la sen˜al yd[n] + jyq[n], lo cual muchas
veces ofrece una versio´n simplificada del me´todo en cuestio´n
y revela ma´s claramente la esencia del mismo.
Observando la ecuacio´n (15), es claro que el primer
te´rmino se puede identificar como el sincrofasor X[n],
mientras que los otros te´rminos representan el efecto de la
componente negativa, interferencias y ruido. Cabe destacar
algunas ventajas de esta transformacio´n [11]:
1) A diferencia de una demodulacio´n monofa´sica, no
genera un te´rmino de doble frecuencia para sen˜ales
de entrada balanceadas, es decir, con a0[n] = 0 y
a2[n] = 0.
2) Filtra por completo la componente cero que, como
mencionamos previamente, no contiene informacio´n
u´til para nuestro problema.
3) La frecuencia de la componente positiva es mapeada
a 0 rad./muestra, mientras que la componente neg-
ativa es trasladada a −2ν0 rad./muestra. Este de-
sacoplamiento en frecuencia tiene el efecto de pro-
ducir una mayor robustez ante desbalanceos de la
sen˜al de entrada.
B. Algoritmos de procesamiento por bloques
Los me´todos basados en procesamiento por bloques
parten de un conjunto finito de datos a partir del cual se
deben estimar los para´metros de intere´s. Concretamente,
la formulacio´n general es la siguiente. A partir de N
muestras de una sen˜al de tensio´n o corriente se pretende
estimar mediante alguna operacio´n matema´tica el fasor,
la frecuencia, y la ROCOF correspondientes al tiempo de
reporte. Por simplicidad, supondremos que el nu´mero de
muestras en un bloque es impar. Entonces, denotaremos por
x = {xn}n∈N = [x−R, . . . , x0, . . . , xR]T ∈ CN al vector
de muestras en un bloque de la sen˜al xd[n] + jxq[n] y por
y = {yn}n∈N = [y−R, . . . , y0, . . . , yR]T ∈ CN al vector
de muestras del mismo bloque de la sen˜al yd[n] + jyq[n],
donde R = N−12 y N = {−R, . . . , R}. La relacio´n entre
las componentes de ambos vectores es simplemente
yn = xne
−jν0n, n ∈ N . (16)
Adema´s, asumimos que el tiempo de reporte de las medi-
ciones siempre coincide con el instante de tiempo asociado
a la muestra x0 o y0, es decir, con el centro del bloque.
Este planteo es habitual en la literatura de sincrofasores,
posiblemente porque es el que se propone en el mismo Std.
[4]. Notar que el hecho de que el tiempo de reporte este´ en el
centro del bloque hace que la estimacio´n sea no causal. Esto
puede llamar la atencio´n del lector pero no es problema´tico
pues, como hemos mencionado en la Seccio´n I-F, el Std.
admite cierta latencia en el reporte de las mediciones de las
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PMUs. De hecho, e´ste es un tı´pico problema de suavizado
en procesamiento de sen˜ales. Sin embargo, es evidente que
el largo del bloque queda delimitado por la latencia ma´xima
tolerable tL. Concretamente, para no violar esta restriccio´n,
debemos tener necesariamente que5
R ≤ tL
T
. (17)
Recordemos que la latencia ma´xima tolerable depende de
la clase del PMU. Luego, la restriccio´n sobre el largo del
bloque sera´ distinta para aplicaciones de proteccio´n (clase
P) y monitoreo (clase M).
III. ALGORITMOS BASADOS EN LA DFT
Tradicionalmente, el algoritmo que se ha utilizado con
mayor popularidad para estimar el sincrofasor se basa en
una simple transformada de Fourier discreta (DFT) [12]. En
particular, como u´nicamente se desea conocer el fasor de la
componente fundamental de la sen˜al de entrada, la operacio´n
que se realiza para obtener la estimacio´n del sincrofasor es
la siguiente:
X̂ =
1
N
∑
n∈N
xne
−jν0n. (18)
Si reescribimos X̂ en te´rminos de la sen˜al {yn}, tenemos
X̂ =
1
N
∑
n∈N
yn. (19)
Luego, la interpretacio´n de este estimador fasorial es muy
sencilla: X̂ no es otra cosa que el promedio de la sen˜al
{yn}, es decir, de la sen˜al {xn} demodulada a frecuencia
nominal. Esta observacio´n permite hacer algunas conexiones
interesantes que sera´n u´tiles posteriormente:
1) El estimador X̂ se puede interpretar como la salida en
el instante n = 0 de un filtro promediador, es decir,
cuya respuesta impulsiva es
hn =
1
N
1{n ∈ N}, (20)
donde 1{·} representa la funcio´n indicadora. Como
el filtro promediador es simplemente un filtro pasa
bajos, esto sugiere que se pueden utilizar otros filtros
pasa bajos, tal como se muestra en el ape´ndice C del
Std. [4]. Luego, es posible utilizar te´cnicas de disen˜o
de filtros para obtener nuevos estimadores fasoriales.
Esta idea se discute en detalle en la Seccio´n V.
2) En te´rminos estadı´sticos, el estimador de la DFT
se puede interpretar como la media muestral de la
secuencia {yn}. Dicho estimador es o´ptimo en el
5En rigor, en la pra´ctica debemos considerar un margen de latencia
para los retardos propios del co´mputo de las estimaciones. Dichos retardos
dependen del hardware utilizado para la implementacio´n del algoritmo pero
generalmente son despreciables frente a la latencia propia del esquema de
procesamiento por bloques. Por lo tanto, su contribucio´n a la latencia sera´
ignorada en este trabajo.
siguiente sentido. Supongamos que las mediciones se
pueden modelar como
xn = sn + wn = Xe
jν0n + un, n ∈ N , (21)
donde X = Aejφ es el sincrofasor, {sn} es la sen˜al
y {un} es ruido blanco complejo circular Gaussiano
de varianza σ2. Las muestras de {yn} son
yn = X + vn, n ∈ N , (22)
donde vn = e−jν0nun. Por definicio´n, {vn} tambie´n
es ruido blanco complejo circular Gaussiano. En
forma vectorial, el modelo se puede escribir como
y = X1 + v, (23)
donde X es simplemente un para´metro complejo que
se desea estimar y 1 es un vector de N unos. Luego,
y ∼ CN (X1, σ2I). Es bien sabido en teorı´a de
estimacio´n que el estimador
X̂ = (1T1)−11Ty =
1
N
∑
n∈N
yn, (24)
es eficiente, es decir, es un estimador insesgado que
satisface la cota de Crame´r-Rao y, por lo tanto, es
un estimador insesgado de mı´nima varianza [13]. Su
varianza es entonces
Var(X̂) = F−1(X) =
σ2
N
, (25)
donde F (X) es la informacio´n de Fisher de X en y.
3) Es interesante observar que es posible relacionar am-
bas interpretaciones anteriores mediante el concepto
de filtro adaptado, que es el filtro que maximiza
la relacio´n sen˜al a ruido a su salida y actu´a como
correlador de la sen˜al y y la sen˜al constante 1. Este
concepto es cla´sico en procesamiento de sen˜ales [14].
Una propiedad bien conocida de la DFT es su excelente
rechazo de la componente continua y las armo´nicas en
condiciones de frecuencia nominal, que se puede entender
fa´cilmente a partir de la ortogonalidad de la familia de
sen˜ales {{ejhν0n} : h = 0, . . . , N−1} [15] suponiendo que
K = N/C ∈ N, siendo K la cantidad de ciclos nominales
dentro del bloque. Concretamente, supongamos que la sen˜al
es de la forma
sn = Xe
jν0n +Xhe
jhν0n, n ∈ N , (26)
donde h ∈ {0, 2, . . . , N −1} es el ı´ndice de armo´nica y Xh
es el fasor de la armo´nica. Ignorando el ruido6, tenemos
entonces que
X̂ = X +Xh
1
N
∑
n∈N
ej(h−1)ν0n = X, (27)
6En lo que sigue, salvo cuando se discuta el comportamiento estadı´stico
de un estimador, siempre ignoraremos el efecto del ruido.
sabc[n]=
aa[n] cos(ν0n+ φa[n])ab[n] cos(ν0n+ φb[n])
ac[n] cos(ν0n+ φc[n])
= a0[n]
cos(ν0n+ φ0[n])cos(ν0n+ φ0[n])
cos(ν0n+ φ0[n])
+a1[n]
 cos(ν0n+ φ1[n])cos(ν0n+ φ1[n]− 2pi3 )
cos(ν0n+ φ1[n] +
2pi
3 )
+a2[n]
 cos(ν0n+ φ2[n])cos(ν0n+ φ2[n] + 2pi3 )
cos(ν0n+ φ2[n]− 2pi3 )
 ,
(11)
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pues
∑
n∈N e
j(h−1)ν0n = 〈ejν0n, ejhν0n〉 = 0, donde 〈·, ·〉
es el producto interno cano´nico en CN .
A pesar de ser un estimador muy interesante por todas las
propiedades que hemos enunciado previamente, el estimador
de la DFT tiene un comportamiento pobre en condiciones
de frecuencia no nominal [16], lo cual muestra que no es
robusto ante pequen˜as discrepancias entre el modelo de sen˜al
y la sen˜al real. Para comprender este problema, supongamos
ahora que la sen˜al sn no tiene frecuencia nominal sino que
existe una pequen˜a desviacio´n δ de modo que
sn = Xe
j(ν0+δ)n, n ∈ N . (28)
Entonces, tendremos
X̂ =
DR(δ)
N
X, (29)
donde DR(δ) es el kernel de Dirichlet que se puede expresar
como
DR(δ) =
∑
n∈N
ejδn =
sin(Nδ2 )
sin( δ2 )
. (30)
Luego, vemos que el estimador del sincrofasor para frecuen-
cias no nominales se ve afectado por la ganancia DR(δ)/N .
Entonces, podemos observar que el TVE resulta
TVE =
|X̂ −X|
|X| =
∣∣∣∣DR(δ)N − 1
∣∣∣∣ . (31)
Mediante una expansio´n en serie de Taylor alrededor de
δ = 0, es fa´cil ver que
DR(δ)
N
− 1 = 1−N
2
24
δ2 +O(N4δ4), (32)
de modo que el TVE crece aproximadamente en forma
cuadra´tica con el corrimiento en frecuencia δ y el largo del
bloque N . Expresiones ana´logas para una sen˜al monofa´sica
se pueden encontrar en [16]. Se observa que el compor-
tamiento de la DFT es au´n peor en dicho caso por la
presencia de la componente imagen. Del mismo modo,
podemos observar que el rechazo de armo´nicas tambie´n
sufre en condiciones de frecuencia no nominal pues la
ortogonalidad de las exponenciales complejas deja de ser
va´lida.
En la Fig. 1 presentamos un gra´fico del TVE en funcio´n
de ∆f = δ/(2piT ) para bloques de distinto largo, marcando
el lı´mite del %1 establecido en el Std. considerando T = 1
ms. Tambie´n se muestran los puntos ∆f = ±2 Hz que
se corresponden con los lı´mites de frecuencia no nominal
para el PMU clase P. Se puede observar que en todos los
casos el TVE supera la cota del Std. cuando se considera el
rango de frecuencias [45, 55] Hz, que se corresponde con el
PMU clase M. Solamente para el bloque ma´s corto (de un
ciclo de largo), el TVE satisface la norma para el rango de
frecuencias del PMU clase P.
Una generalizacio´n natural de la DFT para reducir estos
efectos de leakage, es utilizar una DFT ventaneada o WDFT.
En dicho caso, el estimador se puede escribir como
X̂ =
∑
n∈N
wnyn∑
n∈N
wn
, (33)
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Fig. 1: TVE del estimador fasorial basado en la DFT en
funcio´n del corrimiento en frecuencia ∆f para bloques de
distinto largo.
donde {wn} son los coeficientes de la ventana elegida. Es
claro que con esta generalizacio´n, X̂ es simplemente un
promedio ponderado de la sen˜al {yn}. El estudio de la influ-
encia de ventanas en aplicaciones de estimacio´n espectral se
ha estudiado ampliamente [17]–[19]. En particular, una clase
rica de ventanas que se ha propuesto utilizar en la aplicacio´n
de sincrofasores es la clase cosenoidal [20], que incluye a las
ventanas tradicionales de Hanning, Hamming, Blackman y
Nuttall. Otra ventana atractiva, por ser una aproximacio´n de
la ventana o´ptima7 de Slepian [15], es la ventana de Kaiser,
que se define como
wn =
I0
(
β
√
1− ( nR)2)
I0(β)
, n ∈ N , (34)
donde I0(·) es la funcio´n de Bessel modificada de orden
cero y β es un para´metro no negativo que controla la forma
de la ventana. Ba´sicamente, a medida que β aumenta, el
ancho del lo´bulo principal de la ventana aumenta y el a´rea
de los lo´bulos secundarios disminuye. El estimador WDFT
en condiciones de frecuencia no nominal sera´
X̂ =
∑
n∈N wnXe
jδn∑
n∈N wn
= X
W (−δ)
W (0)
, (35)
donde W (ν) =
∑
n∈N wne
−jνn es la transformada de
Fourier (DTFT) de {wn}. Luego, si la ventana satisface la
condicio´n
W (−δ)
W (0)
≤ DR(δ)
N
, (36)
para un rango apropiado de δ, se tendra´ un mejor compor-
tamiento que con el estimador DFT.
Otro algoritmo muy popular para compensar los errores
que aparecen en condiciones de frecuencia no nominal es el
algoritmo IpDFT o DFT interpolada [21]. La motivacio´n
del algoritmo es muy sencilla. De la Ec. (35) podemos
apreciar que si conocie´ramos el corrimiento en frecuencia δ,
podrı´amos compensar el factor que aparece en el estimador
WDFT perfectamente. En el algoritmo IpDFT, se comienza
por evaluar la WDFT de la secuencia {yn} en la frecuencia
nominal y en los bins adyacentes:
Z(0) = XW (−δ), Z(±ε) = XW (±ε− δ), (37)
7En el sentido de maximizar la relacio´n energı´a del lo´bulo principal /
energı´a total de la ventana.
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donde Z(ν) es la DTFT de la secuencia {zn}, con zn =
wnyn para todo n ∈ N , y ε = 2pi/N . Luego, se comparan
los valores de |Z(ε)| y |Z(−ε)|. Si |Z(ε)| > |Z(−ε)|,
tendremos que δ > 0, y en caso contrario δ < 0. Esto asume
que el corrimiento en frecuencia satisface |δ| < ε/2 [18], lo
cual en general es cierto para la aplicacio´n de sincrofasores,
pero puede no valer para bloques muy largos. Supongamos,
por ejemplo, que se satisface la condicio´n |Z(ε)| > |Z(−ε)|.
Luego, el siguiente paso es evaluar
γ
.
=
|Z(ε)|
|Z(0)| =
W (−δ + ε)
W (−δ) = f(δ), (38)
donde f(·) es una funcio´n que depende de la ventana
elegida. Cabe notar que la igualdad γ = f(δ) es va´lida
u´nicamente para el caso ideal en que no hay ruido ni inter-
ferencia. Finalmente, se busca invertir la relacio´n anterior
para obtener una estimacio´n del corrimiento en frecuencia
δ̂ = f−1(γ), (39)
que luego se utilizara´ para compensar el estimador WDFT
de la Ec. (35). Desde un punto de vista pra´ctico, au´n si f(·)
es una funcio´n muy compleja para invertir analı´ticamente,
una aproximacio´n polino´mica de f−1(·) puede ser sufi-
cientemente exacta [22]. Cabe notar que por medio del
algoritmo IpDFT, obtenemos adema´s de la correccio´n del
leakage, un estimador de frecuencia. Alternativamente, para
los estimadores DFT y WDFT, se puede utilizar el estimador
que se propone en el Std. basado en diferencias finitas [5].
Del mismo modo, ninguno de los me´todos basados en la
DFT proporciona un estimador de ROCOF, de modo que
es razonable utilizar nuevamente el me´todo propuesto en el
Std. Cabe notar que dichos me´todos requieren la estimacio´n
de dos sincrofasores adicionales8 por cada tiempo de reporte
que no son reportados pero son necesarios para obtener esti-
maciones de frecuencia y ROCOF suficientemente exactas.
Adema´s, como bien se sen˜ala en el Std., los estimadores
propuestos son muy sensibles al ruido.
IV. ALGORITMOS BASADOS EN EL MODELO DE
TAYLOR-FOURIER
Una limitacio´n fundamental de los me´todos basados en
la DFT es que asumen, al menos en forma implı´cita, un
modelo estacionario. Por lo tanto, su desempen˜o en general
es pobre en condiciones dina´micas, es decir, cuando el
sincrofasor varı´a en el tiempo significativamente dentro del
bloque de datos [8]. En este sentido, una contribucio´n muy
importante en el a´rea de estimacio´n de sincrofasores fue
el reconocimiento de la gran ventaja de usar un modelo
de fasor dina´mico [23]. Concretamente, en dicho trabajo se
plantea un modelo polino´mico para el sincrofasor, es decir,
la sen˜al {xn} toma la siguiente forma
xn =
L∑
l=0
Xln
lejν0n + un, n ∈ N , (40)
donde X0, . . . , XL ∈ C son los para´metros del modelo.
El estimador que presentamos a continuacio´n se conoce
8Si el sincrofasor que se desea estimar es X[n], la implementacio´n de
los estimadores de frecuencia y ROCOF por diferencias finitas requiere la
estimacio´n de X[n− 1] y X[n+ 1].
como estimador de Taylor-Fourier (TFT) pues se basa en
una expansio´n en Taylor del fasor dina´mico referido a la
frecuencia fundamental ν0. En te´rminos de la sen˜al {yn},
tenemos que
yn =
L∑
l=0
Xln
l + vn, n ∈ N . (41)
En forma vectorial podemos escribir entonces
y = NX + v, (42)
donde hemos definido la matriz
N =

1 −R (−R)2 · · · (−R)L
1 −R+ 1 (−R+ 1)2 · · · (−R+ 1)L
...
...
...
...
...
1 R R2 · · · RL
 ,
(43)
y el vector de para´metros X = [X0, . . . XL]T . Notar que el
modelo nuevamente es lineal en los para´metros y, adema´s,
y ∼ CN (NX, σ2I). Luego, el estimador de mı´nimos
cuadrados [23] es eficiente [13]:
X̂ = (NTN)−1NTy = Gy, (44)
donde G = (NTN)−1NT . Por lo tanto, su matriz de
covarianza es
Cov(X̂) = F−1(X) = σ2GGT = σ2(NTN)−1, (45)
donde F (X) es la matriz de informacio´n de Fisher de X
en y. Un resultado fundamental de teorı´a de estimacio´n
establece que la varianza del estimador de un para´metro
no puede disminuir, y en general crece, cuando se estima
junto con otros para´metros [13]. En nuestro caso, esto
significa que la varianza del estimador TFT del sincrofasor
(el para´metro X0) es mayor que la varianza del estimador
DFT (el para´metro X). Del mismo modo, cuanto mayor sea
L mejor sera´ la aproximacio´n polino´mica del sincrofasor en
general pero mayor sera´ la varianza por el hecho de que
el modelo tiene ma´s para´metros. Esto es simplemente una
manifestacio´n de la relacio´n de compromiso que existe entre
el sesgo y la varianza de un estimador. Concretamente, el
sesgo decrece con L pero la varianza crece con L. El caso
L = 0, que se corresponde con el estimador DFT cla´sico da
el estimador de mı´nima varianza pero con un sesgo ma´ximo
para un fasor dina´mico. Podemos decir que, en dicho caso, el
modelo es muy simple o existe underfitting. Por el contrario,
cuando se utiliza L > 0, se obtiene una mejor aproximacio´n
al fasor dina´mico a expensas de un incremento en la var-
ianza del estimador. Eventualmente, con L suficientemente
grande, la aproximacio´n sera´ excelente, pero a expensas de
un incremento considerable en la varianza. En este caso, el
modelo es demasiado complejo o existe overfitting. Adema´s,
siempre se debe tener L  N para evitar que la matriz G
este´ mal condicionada [24].
Es interesante observar que a partir de la estimacio´n de
los para´metros X0, X1 y X2 se pueden obtener directamente
estimaciones de la frecuencia angular ω y la ROCOF angular
α, tambie´n en el centro del bloque de datos, explotando las
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relaciones entre las derivadas de un fasor dina´mico y su
frecuencia y ROCOF [23], [25]. Las relaciones son:
ω̂ =
1
T
Im
(
X̂1
X̂0
)
, (46)
α̂ =
2
T 2
[
Im
(
X̂2
X̂0
)
− Re
(
X̂1
X̂0
)
Im
(
X̂1
X̂0
)]
. (47)
Una generalizacio´n directa del estimador TF, que se presenta
en [24], se basa en resolver un problema de cuadrados
mı´nimos ponderado (WLS) en lugar de un problema de
LS. La motivacio´n es ana´loga a la que justifica utilizar
un estimador WDFT. Es decir, el estimador del vector de
para´metros X surge de resolver
X̂ = (NTW TWN)−1NTW TWy = Gy, (48)
con W = diag({wn}), donde {wn} son los pesos o
coeficientes de la ventana elegida. Por razones obvias, el
estimador de la Ec. (48) se denomina estimador WTF. Por
supuesto, la ecuacio´n (48) se reduce a la ecuacio´n (44)
cuando se toma una ventana rectangular, es decir, W = I .
En [24], los autores proponen trabajar con la ventana de
Kaiser, que hemos introducido en la Ec. (34).
Es interesante analizar, al igual que para el estimador
basado en la DFT, co´mo afecta un corrimiento en frecuencia
a la estimacio´n del sincrofasor. Nuevamente, ignoramos el
ruido y partimos del modelo de sen˜al presentado en la
(28). Entonces, el problema se reduce a hallar la mejor
aproximacio´n polino´mica, en el sentido LS o WLS, de una
sen˜al exponencial compleja que se puede escribir como
y = Xe(δ), (49)
donde e(δ) = [e−jδR, . . . , 1, . . . , ejδR]T . La solucio´n, como
ya vimos, esta´ dada en general por la ecuacio´n (48). Es fa´cil
verificar que el TVE y el FE entonces esta´n dados por
TVE = |gT0 e(δ)− 1|, (50)
FE =
1
2piT
∣∣∣∣Im{gT1 e(δ)gT0 e(δ)
}
− δ
∣∣∣∣ , (51)
donde gTi es la fila i-e´sima de la matriz G con i = 0, . . . , L.
Adema´s, se puede demostrar que en este caso el RFE es nulo
pues los estimadores WTFT se pueden interpretar como un
banco de filtros diferenciador de fase lineal [24], [26]. En
la Figs. 2 y 3 mostramos co´mo afecta el corrimiento en
frecuencia ∆f = δ/(2piT ) a la estimacio´n del sincrofasor
y la frecuencia mediante el estimador WTFT utilizando
distintas ventanas de Kaiser, es decir, variando el para´metro
β. En las simulaciones se utiliza L = 3 tal como se propone
en [24]. Se puede observar que el comportamiento del
estimador mejora al incrementar β, es decir, cuando el ancho
de banda del espectro de la la ventana es suficientemente
grande. Adema´s, el resultado es mejor para bloques de datos
cortos, lo cual es esperable por la naturaleza local de la
aproximacio´n de Taylor. Sin embargo, cabe notar que esto
tambie´n significa que el estimador WTFT sera´ ma´s sensible
al ruido y las sen˜ales de interferencia. En [24], posiblemente
por esta consideracio´n, se adopta el valor β = 8 para bloques
de largo K = 4.
Es interesante preguntarse si es posible usar directamente
L = 2, pues para los para´metros que nos interesa estimar
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Fig. 2: TVE para el estimador de Taylor-Fourier con L = 3
para distintas ventanas de Kaiser.
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Fig. 3: FE para el estimador de Taylor-Fourier con L = 3
para distintas ventanas de Kaiser.
esto es suficiente, tal como muestran las Ecs. (46) y (47).
Esta pregunta tiene sentido desde un punto de estadı´stico
pues, como se menciono´ antes, en general el agregado de
para´metros genera un deterioro en la varianza del estimador.
Por lo tanto, tiene sentido intentar usar el valor de L
mı´nimo compatible con nuestro problema. Desafortunada-
mente, como puede verse en la Fig. 4, al utilizar L = 2 el
FE crece considerablemente y excede el lı´mite impuesto por
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el Std., especialmente si se consideran las restricciones de
un PMU clase M. Adema´s, este comportamiento no mejora
demasiado usando ventanas de banda ancha. Esto muestra
que un polinomio cuadra´tico es un modelo demasiado
simple como para describir al sincrofasor en condiciones
de frecuencia no nominal, lo cual se debe simplemente al
hecho de que la aproximacio´n de mı´nimos cuadrados de
la sen˜al {ejδn} con un polinomio de grado L = 2 no es
suficientemente buena. Por lo tanto, concluimos que L = 3
representa efectivamente una buena relacio´n de compromiso
entre el sesgo y la varianza del estimador, o bien, la exactitud
y la complejidad del modelo.
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Fig. 4: FE para el estimador de Taylor-Fourier con L = 2
para distintas ventanas de Kaiser.
Existen otras variaciones y extensiones interesantes del
estimador TFT que presentamos brevemente a continuacio´n.
En el artı´culo [27] se ha propuesto referenciar el modelo de
Taylor-Fourier a una frecuencia distinta a la nominal, que
debe ser estimada previamente, para mejorar su compor-
tamiento en los casos en que la frecuencia difiere notable-
mente de la frecuencia nominal. En particular, se propone
realizar una estimacio´n en dos etapas. En la primera etapa,
se estima la frecuencia fundamental de la sen˜al mediante el
algoritmo IpDFT, descripto en la Seccio´n III. En la segunda
etapa, se estima el modelo de fasor dina´mico pero referido
a la frecuencia hallada en el paso anterior en lugar de la
frecuencia nominal.
Otra generalizacio´n de los estimadores de Taylor-Fourier
se basa en el concepto de lazos de enganche de fase (PLL)
[28]. En dicho caso, se utiliza un modelo de la forma
yn =
L∑
l=0
Xlnle
jθn + vn, n ∈ N , (52)
donde θn =
∑L
l=0 ηl,kn
l es un polinomio cuyos coeficientes
ηl,k varı´an con el nu´mero de bloque k en forma recursiva.
Una posible estrategia de adaptacio´n que se sugiere en [28]
es utilizar los coeficientes de la fase hallados a partir de la
estimacio´n del vector X en el bloque (k − 1)-e´simo como
innovaciones para actualizar los coeficientes del polinomio
de fase en el bloque k-e´simo. La ventaja de este enfoque
es que permite referenciar el modelo no solamente a una
frecuencia no nominal sino tambie´n a derivadas de fase
superiores no nulas. Por ejemplo, para L = 2, el me´todo
permite referenciar el modelo a una ROCOF no nula, lo cual
es u´til en condiciones dina´micas. Luego, la aproximacio´n
polino´mica se hace solamente sobre el remanente del fasor
dina´mico que no se puede modelar como una exponencial
compleja con fase cuadra´tica.
Finalmente, debemos notar que es posible extender
el modelo de Taylor-Fourier para incluir componentes
armo´nicas y, si se estiman previamente sus frecuencias medi-
ante algu´n me´todo como la IpDFT, tambie´n interarmo´nicas
[29]. En este caso, la sen˜al estara´ compuesta por M + 1
componentes de Taylor-Fourier centradas en las frecuencias
νm, es decir
xn =
M∑
m=0
L∑
l=0
Xl,mn
lejνmn + un, n ∈ N . (53)
Notar que para las componentes armo´nicas tenemos la
siguiente relacio´n entre las frecuencias: νm = (m + 1)ν0.
En forma vectorial, este modelo se puede escribir como
x = AX + u, donde A =
[
D(ν0)N . . . D(νM )N
]
.
Cuando realizamos la demodulacio´n de la frecuencia nom-
inal ν0, obtenemos el modelo de la sen˜al y como
y = BX + v, (54)
donde
B = DH(ν0)A =
[
N . . . D(νM − ν0)N
]
. (55)
Nuevamente podemos definir el estimador de Taylor-Fourier
como la solucio´n WLS de este problema, de modo que
obtenemos
X̂ = (BHB)−1BHX = HX, (56)
donde ahora el vector de para´metros es X =
[X0,0, . . . , XL,0, X0,1 . . . XL,M ]
T . Cabe notar que la
matriz H puede precomputarse solamente para el modelo
a frecuencia nominal con una cantidad prefijada de
armo´nicas. En dicho caso, la complejidad del algoritmo
crece linealmente con la dimensio´n del vector de para´metros,
es decir, (M + 1)(L + 1). Si bien es posible aplicar las
generalizaciones del estimador TFT de una componente
a este caso ma´s general, hay que notar que el costo
del algoritmo crece muy ra´pidamente con el nu´mero de
componentes del modelo. Por ejemplo, la matriz que
hay que invertir en la Ec. (56) es una matriz compleja de
(M+1)(L+1)×(M+1)(L+1), de modo que la complejidad
computacional9 crece como O([(M+1)(L+1)]3). Adema´s,
como se discutio´ previamente, existen otro problemas au´n
ma´s serios que ocurren cuando la cantidad de para´metros
a estimar es similar a la cantidad de muestras del bloque
9Una forma habitual de resolver un sistema lineal que involucra una
matriz hermitiana definida positiva es mediante la descomposicio´n de
Cholesky.
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de datos. Por un lado, cuando el modelo es demasiado
complejo, tenemos un problema de overfitting. Por otro
lado, para que la matriz BHB este´ bien condicionada
debemos tener (M + 1)(L + 1)  N . Esta restriccio´n
muestra que no es factible utilizar este me´todo con bloques
cortos. Una implementacio´n ma´s eficiente del me´todo, que
explota el hecho de que solamente se deben estimar los
primeros L + 1 para´metros de X, y provee adaptacio´n de
la referencia de frecuencia, se presenta en [30]. Au´n ası´,
cuanto ma´s detallado es el modelo de la sen˜al (determinado
por el grado de los polinomios de Taylor-Fourier y la
cantidad de componentes del modelo), ma´s costoso es el
algoritmo.
V. ME´TODOS BASADOS EN EL DISEN˜O DE FILTROS
Una limitacio´n evidente de los algoritmos basados en el
modelo de Taylor-Fourier es que tienen un comportamiento
pobre ante cambios abruptos en la amplitud y/o fase del
sincrofasor, pues la aproximacio´n polino´mica de una funcio´n
con discontinuidades presenta un sobrepico fundamental por
el cla´sico feno´meno de Gibbs [31]. Esto motiva buscar otro
enfoque que no dependa de un modelo tan restrictivo para
resolver el problema de estimacio´n de sincrofasores. En este
sentido, podemos decir que los me´todos que se discuten en
esta seccio´n, basados en criterios de disen˜o de filtros, no
esta´n ligados a un modelo particular. Recientemente, se han
propuesto criterios de disen˜o de filtros para estimacio´n de
sincrofasores, frecuencia y ROCOF basados en restricciones
en el dominio de la frecuencia [32], [33], que dan por
resultado ma´scaras espectrales. Dichas ma´scaras espectrales
pueden utilizarse luego como base para el disen˜o de fil-
tros, por ejemplo, mediante el cla´sico algoritmo de Parks-
McClellan [15]. Sin embargo, la gran limitacio´n de estos
criterios es que no incorporan explı´citamente los requisitos
que se tienen en el dominio temporal, lo cual significa que
la formulacio´n del problema en ambos casos es incompleta.
Una formulacio´n completa del problema de estimacio´n del
sincrofasor y sus derivadas, lo cual permite obtener la
frecuencia y la ROCOF con ecuaciones similares a las Ecs.
(46) y (47), con restricciones en el dominio del tiempo y
la frecuencia fue presentada en los trabajos [26], [34]. La
idea ba´sica es que el problema de los disen˜os de los filtros
se puede expresar como un programa de optimizacio´n semi-
infinita (SIP) [35]. Los SIPs son problemas de optimizacio´n
que involucran una cantidad finita de variables pero una
cantidad infinita de restricciones [36]. Concretamente, un
problema SIP en general se puede escribir como
min
x
f(x)
subject to gk(x,yk) ≤ 0, yk ∈ Yk, k = 1, . . . , p,
(57)
donde x ∈ Rn son las variables de optimizacio´n, Yk ⊂ Rmk
son conjuntos infinitos (tı´picamente se asume que adema´s
son compactos), f : Rn → R es la funcio´n costo, y gk :
Rn×Yk → R son las funciones de restriccio´n del problema.
El conjunto de factibilidad del problema es
F = {x ∈ Rn : gk(x,yk) ≤ 0 para todo yk ∈ Yk, k = 1, . . . , p}.
(58)
En particular, si f y gk (para cada yk ∈ Yk) son funciones
convexas de x, decimos que tenemos un programa convexo
semi-infinito (CSIP) y el conjunto F es convexo. Esta es la
clase de problema que nos interesa y tiene la siguiente im-
portante propiedad: un mı´nimo local es tambie´n un mı´nimo
global [37]. Obviamente esto impacta fuertemente en las
propiedades de convergencia de los algoritmos que resuelven
problemas CSIP. Existen diversos solvers para resolver este
tipo de problemas de optimizacio´n [38], [39].
En nuestro problema, usamos un banco de filtro difer-
enciador que consiste de tres filtros de fase lineal Hi(ν),
i = 0, 1, 2 [26], [34]. El primer filtro, H0(ν), que se utiliza
para obtener el estimador del sincrofasor, se elige como un
filtro FIR tipo I, para producir una respuesta en amplitud par
y un retardo de grupo entero. Del mismo modo, el segundo
filtro, H1(ν) , que es un filtro diferenciador de primer
orden, se elige como un filtro tipo III para producir una
respuesta en amplitud impar y un retardo de grupo entero.
Finalmente, el tercer filtro, H2(ν), que es un diferenciador
de segundo orden, nuevamente se elige como un filtro tipo
I. Sin pe´rdida de generalidad, consideramos que los o´rdenes
de los filtros son todos iguales a N − 1. Las expresiones
para las respuestas en amplitud son entonces
Ai(ν) = g
T
i (ν) ai, i = 0, 1, 2,
donde g0(ν) = [1, cos(ν), . . . , cos(Rν)]T , g1(ν) =
[sin(ν), . . . , sin(Rν)]T , g2(ν) = g0(ν), y nuevamente R =
(N − 1)/2. Los vectores ai representan los coeficientes del
filtro en la representacio´n de fase lineal [15].
Claramente, en nuestro caso, las variables de optimizacio´n
son los coeficientes ai de los filtros. Como se sen˜ala en
los trabajos [26], [34], si se plantea el problema del disen˜o
de los filtros Ai(ν) en forma secuencial, se obtienen tres
programas CSIP, uno para cada filtro. La eleccio´n de las
funciones costo para los problemas que se propone en [26]
es
fi(ai) = λi
∥∥Ai −Aidi ∥∥22,Ω1 + (1− λi) ‖Ai‖22,Ω2 , (59)
donde i = 0, 1, 2, y Ω1,Ω2 ⊆ [−pi, pi] son conjuntos de
frecuencia dados. Tı´picamente Ω1 es la unio´n de la banda
de paso y la banda de transicio´n de los filtros, y Ω2 es la
banda de rechazo. Las funciones Aidi son las respuestas en
amplitud ideales de cada filtro en la banda de paso, es decir,
Aid0 (ν) = 1, A
id
1 (ν) =
ν
T , y A
id
2 (ν) = − ν
2
T 2 . Adema´s, los
para´metros λi ∈ [0, 1] se definen de acuerdo a la relacio´n de
compromiso deseada entre la distorsio´n de la sen˜al de intere´s
y la reduccio´n de la energı´a de las sen˜ales de interferencia y
el ruido. Notar que las funciones costo fi(·) son funciones
cuadra´ticas convexas en ai, de modo que se pueden escribir
como fi(ai) = aTi P iai+q
T
i ai+ri, donde P i son matrices
semidefinidas positivas. Esta familia de funciones costo es
muy general. Por ejemplo, si tomamos λi = 0 y Ω2 =
[−pi, pi], obtenemos que la funcio´n costo es proporcional a
la potencia de ruido a la salida de los filtros, de modo que
estarı´amos minimizando la contribucio´n del ruido al error.
Las restricciones del problema esta´n formuladas detal-
ladamente en el trabajo [26]. Aquı´, con el fin de ilustrar
el enfoque CSIP, presentaremos algunos ejemplos de la
formulacio´n de las restricciones semi-infinitas. Por ejemplo,
una gran limitacio´n del estimador cla´sico de la DFT consiste
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en su comportamiento pobre en condiciones de frecuencia
no nominal, tal como se discutio´ ampliamente en la Seccio´n
III. Cuando se contempla que la sen˜al tiene una frecuencia
no nominal, tenemos el modelo de sen˜al yn = Xejδn,
donde δ pertenece al conjunto de frecuencias de la banda de
paso Ωpb. Si forzamos al TVE a estar acotado por una cota
superior TVESTA, relacionada con pero no necesariamente
igual al lı´mite del Std., obtenemos la siguiente restriccio´n
convexa semi-infinita:
TVE = |A0(δ)− 1| ≤ TVESTA, δ ∈ Ωpb. (60)
En forma similar, si evaluamos el FE e imponemos que
sea menor a cierto valor, digamos FESTA, obtenemos la
restriccio´n semi-infinita
FE =
1
2pi
∣∣∣∣A1(δ)A∗0(δ) − δT
∣∣∣∣ ≤ FESTA, δ ∈ Ωpb. (61)
Cabe notar que en esta expresio´n, la respuesta en amplitud
A∗0 (parametrizada por a
∗
0) representa la solucio´n del prob-
lema de optimizacio´n correspondiente al filtro A0, que se
debe resolver previamente para poder plantear el problema
de optimizacio´n correspondiente al filtro A1. La restriccio´n
anterior es del tipo convexa semi-infinita en los coeficientes
a1. Por u´ltimo, tal como se menciono´ en la Seccio´n IV, el
RFE es exactamente nulo para este modelo de sen˜al, por el
hecho de que los filtros Hi son de fase lineal. Por lo tanto,
no es necesario imponer ninguna restriccio´n sobre A2 para
este test.
Otra restriccio´n que es interesante presentar es la que se
obtiene cuando se consideran los tests de saltos en fase y
amplitud que aparecen en el Std. [4], pues esta es la gran
limitacio´n que tienen los algoritmos basados en TFT y es
una de las grandes motivaciones para utilizar el enfoque
CSIP. Comenzamos considerando un salto en amplitud y
luego uno en fase. El modelo de sen˜al para un salto en
amplitud es
yn = X[n] = X(1 + ∆au[n]), n ∈ N , (62)
donde u[n] es el escalo´n unitario, y ∆a es el salto en am-
plitud. En este caso, la estimacio´n del fasor es simplemente
X̂[n] = X(A0(0) + ∆as0[n]), n ∈ N , (63)
donde s0[n] es la respuesta al escalo´n del filtro A0. Supong-
amos, por simplicidad, que el salto es positivo: ∆a > 0. El
caso ∆a < 0 se puede tratar en forma similar. Luego, el
sobrepico en amplitud (AO) en este caso se puede escribir
como
AO = max
n=0,...,R
|X̂[n]| − |X[n]|
|X[n]|
= max
n=0,...,R
(A0(0) + ∆as0[n])− (1 + ∆a)
1 + ∆a
, (64)
donde A0(0) = gT0 (0)a0 y s0[n] = u
T
0 [n]a0, con
(u0[n])k0 =
u[n+k0]+u[n−k0]
2 para k0 = 0, . . . , R. Luego,
la restriccio´n AO ≤ AOmax se puede expresar fa´cilmente
como R+1 restricciones lineales en a0, que son por supuesto
compatibles con el enfoque CSIP. Del mismo modo, para un
salto en fase tenemos el siguiente modelo de sen˜al
yn = X[n] = Xe
j∆φu[n], n ∈ N , (65)
donde ∆φ es el salto en fase. En este caso, el estimador
dentro del bloque de datos se puede escribir como
X̂[n] = XvH0 [n]a0, n ∈ N , (66)
donde (vH0 [n])k0 =
ej∆φu[n+k0]+ej∆φu[n−k0]
2 ,
(vH1 [n])k1 =
ej∆φu[n+k1]−ej∆φu[n−k1]
2 , (v
H
2 [n])k2 =
ej∆φu[n+k2]+ej∆φu[n−k2]
2 , k0, k2 = 0, . . . , R, k1 = 1, . . . , R.
Consideremos nuevamente un salto positivo, ∆φ > 0,
para simplificar la presentacio´n. El sobrepico en fase (PO)
entonces se puede escribir como
PO = max
n=0,...,R
∠X̂ [n]− ∠X [n]
∆φ
= max
n=0,...,R
∠vH0 [n]a0 −∆φ
∆φ
.
(67)
Desafortunadamente, la restriccio´n PO ≤ POmax pro-
duce restricciones no convexas. Sin embargo, notando que
∠vH0 [n]a0 oscilara´ en un pequen˜o entorno alrededor de
∆φ luego del salto, podemos relajar la restriccio´n, reem-
plaza´ndola por
Im{vH0 [n]}a0 ≤ tan[∆φ(1 + POmax)] Re{vH0 [n]}a0,
(68)
para n = 0, . . . , R, que son R + 1 restricciones lineales
ordinarias en a0. Estas formulaciones permiten entonces
controlar precisamente, mediante los para´metros AOmax y
POmax, los sobrepicos en amplitud y fase cuando ocurren
cambios abruptos en dichos para´metros, lo cual es una
solucio´n al feno´meno de Gibbs que se presenta en los es-
timadores basados en TF. Para demostrar esto, presentamos
en la Fig. 5 la respuesta a un salto en fase de un estimador
CSIP y un estimador TFT de dos ciclos. El estimador
CSIP fue disen˜ado para satisfacer los requisitos del esta´ndar,
mientras que para el estimador TFT se utilizo´ una ventana
rectangular (o ventana de Kaiser con β = 0) pues con
β > 0 el estimador presenta un ancho de banda excesivo. La
diferencia en el sobrepico de ambos estimadores es notable.
De hecho, el sobrepico del estimador CSIP es despreciable
(esta´ en el orden de 10−10%), mientras que el estimador
de TFT presenta un sobrepico igual a 8, 02%, que excede
considerablemente al lı´mite del 5% que establece el Std. para
el PMU clase P. Este es un claro ejemplo de los beneficios
de incluir explı´citamente las restricciones del problema en
la etapa de disen˜o.
t [s]
4.96 4.98 5 5.02 5.04F
as
e 
es
tim
ad
a 
[ra
d]
0
0.1
0.2 CSIP
TF
Escalón de fase
Fig. 5: Respuesta a un salto en fase de pi/18 rad. de los
estimadores CSIP y TFT.
Es interesante observar que los estimadores que se ob-
tienen con el banco de filtros diferenciador disen˜ado con
un enfoque CSIP son generalizaciones de los estimadores
DFT, WDFT, TF, y WTF. A continuacio´n mostramos
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explı´citamente esta conexio´n. Comencemos notando que
todos los estimadores se pueden interpretar como la re-
spuesta de filtros FIR, de modo que en general se pueden
parametrizar por uno o ma´s vectores hi. Los estimadores
DFT y WDFT se pueden parametrizar por un u´nico vector
h0. Recordemos de la Seccio´n III que el estimador DFT es
un estimador lineal insesgado de mı´nima varianza para el
modelo de fasor constante. Cuando se tiene ruido blanco,
la potencia de ruido a la salida es proporcional a ‖h0‖2.
Luego, el estimador de la DFT se puede obtener como la
solucio´n del siguiente problema de optimizacio´n:
min
h0
‖h0‖2
sujeto a H0(0) = hT0 1 = 1, (69)
como puede verificarse fa´cilmente [13]. Del mismo modo,
el estimador WDFT se puede interpretar como un estimador
lineal insesgado de mı´nima varianza cuando la matriz de
covarianza Σ del ruido v es modelada como una matriz
diagonal y donde las varianzas satisfacen10 σ2n = 1/wn. De
este modo, la interpretacio´n estadı´stica de la WDFT es que
las muestras que son pesadas ma´s fuertemente son muestras
de varianza pequen˜a y vicecersa. Luego, la WDFT es la
solucio´n del siguiente problema de optimizacio´n
min
h0
hT0 Σh0
sujeto a H0(0) = hT0 1 = 1, (70)
donde Σ = W−1 = diag({w−1n }). Cabe notar que en este
planteo uno podrı´a usar incluso informacio´n de correlacio´n
entre distintas muestras del ruido si se conociera o estimara
previamente, lo cual generaliza la WDFT. La solucio´n en
general sera´11
h0 =
Σ−11
1TΣ−11
, (71)
de modo que el estimador es
X̂ = hT0 y =
1TΣ−1y
1TΣ−11
, (72)
que generaliza a la Ec. (33).
Consideremos ahora el estimador TF, que tambie´n es un
estimador lineal insesgado y de mı´nima varianza, pero para
un modelo de fasor polino´mico. En este caso, el estimador
queda determinado por L+1 filtros, de modo que la variable
de optimizacio´n es una matriz H = [h0, . . . ,hL]. Para que
el estimador X̂ = HTy sea insesgado, debemos pedir que
E[X̂] = X para cualquier X ∈ CL+1. Entonces, obtenemos
la condicio´n
HTN = I. (73)
Por otro lado, notar que la potencia total de ruido a la
salida del banco de filtros diferenciador es proporcional
a ‖h0‖2 + . . . + ‖hL‖2 = Tr(HTH). Luego, los filtros
10Esta correspondencia tiene sentido pues generalmente se utilizan
ventanas positivas, es decir, tales que wn > 0 para todo n ∈ N .
11La misma puede hallarse fa´cilmente mediante el me´todo de multipli-
cadores de Lagrange.
de Taylor-Fourier son soluciones al siguiente problema de
optimizacio´n:
min
H
Tr(HTH)
sujeto a HTN = I. (74)
Ana´logamente a la generalizacio´n que se planteo´ para inter-
pretar al estimador WDFT, el estimador WTFT se obtiene
resolviendo el siguiente problema de optimizacio´n, que
generaliza el problema anterior
min
H
Tr(HTΣH)
sujeto a HTN = I, (75)
donde en este caso hacemos la asociacio´n Σ = (W TW )−1.
De hecho, la solucio´n a este problema es12
H = Σ−1N(NTΣ−1N)−1, (76)
lo cual produce los estimadores
X̂ = (NTΣ−1N)−1NTΣ−1y, (77)
que generaliza la Ec. (48). Por u´ltimo, es interesante no-
tar que los problemas (74) y (75) se pueden desacoplar
fa´cilmente en L + 1 problemas independientes, lo cual
permite optimizar la resolucio´n del problema en una forma
similar a la que se plantea en [30].
VI. CONCLUSIONES
En este trabajo hemos presentado un resumen de algunos
de los estimadores de sincrofasores ma´s importantes que se
han desarrollado desde que el problema cobro´ intere´s en
los an˜os 80 y, ma´s importante au´n, la conexio´n entre ellos.
En primer lugar, analizamos los algoritmos ma´s simples
basados en un modelo de fasor constante y, en forma
ma´s general, en un modelo de fasor polino´mico. Luego,
presentamos los estimadores CSIP, un enfoque novedoso
basado en optimizacio´n semi-infinita convexa que ofrece
una gran flexibilidad de disen˜o. Concretamente, permite
incluir precisamente las restricciones que debe satisfacer el
sistema en el dominio del tiempo y de la frecuencia. En
particular, esto permite controlar tanto el comportamiento
del estimador en frecuencia no nominal, como los sobrepi-
cos, de modo que resuelve los problemas que afectan a los
estimadores basados en la DFT y la TFT. Hemos finalizado
el trabajo mostrando que existe una conexio´n, a trave´s de
la formulacio´n de problemas de estimacio´n de cuadrados
mı´nimos con distintas restricciones, entre los estimadores
DFT, WDFT, TF, WTF, y CSIP. Se espera que en el
desarrollo futuro de los estimadores de sincrofasores, se
propongan diversos esquemas adaptivos partiendo de filtros
prototipos disen˜ados con el enfoque CSIP, con el fin de
relajar las restricciones del problema original en pos de
un mejor desempen˜o en general. En el presente estamos
trabajando en esta tema´tica interesante.
12Nuevamente el problema se puede resolver mediante multiplicadores
de Lagrange, planteando en este caso una matriz Λ de multiplicadores de
Lagrange. La funcio´n de Lagrange en este caso serı´a, por ejemplo,
L(H,Λ) = Tr(HTΣH) + Tr(Λ(I −HTN)).
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