Part 1.
I. Why quantum computation ?
As computers become faster they must become smaller, too. The speed of the light, by present knowledge, ultimately bounds the speed of any physical signal. Other physical bounds also restrict the speedup of classical type of computers: Transistors that connect and disconnect arbitrarily swiftly cannot be constructed. However, one could imagine a computer whose memory or processing unit is not built of classical components but in entirely novel fashion.
Feynman [1] considered in the beginning in 80's the problem of simulating quantum physics with computers. In the paper he concluded that it seems to be impossible to simulate quantum systems generally with a classical computer without exponential slowdown in the efficiency of the computation. The reason is quite evident: Consider, for example N 2-state quantum mechanical, interactive systems. Interactive quantum systems cannot be run one by one, but the compound system has 2 N states to worry about. It therefore, sounds natural to ask whether we could build an exponentially faster computer based on a quantum system.
It we think about computation, we do not need at all to think about how the automaton performing the computation is built: All that matters is to know which are those basic operations that the computer can do. Consider, for example, a classical Turing machine. It can be described to consist of the alphabet, the tape (potentially infinite), the read-write head and the transition rules. The action of the machine is totally deterministic, the currently scanned symbol on the tape and the current state together fully determine the following action of the machine. Also the configuration of the machine is discrete: Everything is finite (if not thinking about potentially infinite tape) and distinguishable. Thus we can (in principle, not a trivial task at all) say what we can do with a Turing machine. Moreover we think that the Turing machine fully captures the power of mechanical computation; this assertion is known as Church-Turing's thesis.
Even if the Turing machine can be considered as the basic model of the computation, there rises another question, namely the efficiency of the computation. The Church-Turing's thesis is sometimes stated as follows: Turing machine is the mathematical counterpart of the intuitive idea of algorithm and what comes to the efficiency, all reasonable models of the computation are polynomially related with Turing machine.
Early notes on the field of quantum computation were made by R. Feynman as mentioned before, but one of the first research result was obtained by D. Deutch 1985 [2] . The interest on the quantum computation raised however as late as 1994 after P. Shor's surprising discovery: A polynomial-time Las Vegas quantum algorithm for factoring integers [3] . a task that has been thoght impossible for the classical computers. The number of printed papers on quantum computation still appears 1 to be small, but a very good online database on quantum computation is maintained by I. Chuang and R. Laflamme at location http://feynman.stanford.edu/qcomp/ .
Before entering into some details, there is one profound problem in quantum computation to be considered. Quantum computers, as quantum mechanical processes generally, are reversible in the sense that will be explained later, but classical computers are generally irreversible. By a reversible automaton we mean here an automaton where the current configuration always determines the previos one uniquely. If we want to have a quantum automaton that simulates the given classical automaton, we have first to convert that classical one into an equivalent reversible automaton. This question was investigated by C. Bennet [4] motivated by the thermodynamical question of the energy dissipation. Bennet's result states that for any Turing machine there exists a reversible, three-tape Turing machine that simulates the original one. Although widely accepted, Bennet's reversible machine is not reversible in the strict sense explained before, but it can be modified into such automaton.
II. Mathematics needed for the quantum mechanics.
Classical physics is deterministic in the sense that once one knows the momentum, position and the interaction with other bodies, one can compute the future behaviour of a single body. On the other hand, quantum mechanics is deterministic but probabilistic in the sense that altough one cannot predict the future behaviour of a single particle, the probability distribution of the "behaviour" is uniquely determined, assuming the system is known precisely.
Here we will follow the notations used in [5] . Hilbert space H is here a vector space over the field of complex numbers, complete with respect to the metric induced by the inner product. The inner product denoted by ϕ | ψ satisfies ϕ | ψ = ψ | ϕ , where α means the complex conjugate of α. Moreover, it is required that ϕ | αψ + βη = α ϕ | ψ + βϕη and that ϕϕϕ ≥ 0 and ϕ | ϕ = 0 if and only if ϕ = 0. Linear mappings H → H are called operators. The set of operators is denoted by L(H). Linear mappings H → C are called functionals, the set of continuous functionals is denoted by H * and called the dual space of H. The set H * can naturally be thought to be a complex vector space, too. We will be mainly interested in finite-dimensional Hilbert spaces, so operators are continuous and can be represented by ordinary matrices with complex entries. By theorem of Fréchet and Riesz, for each (continuous) functional there exists unique vector ϕ f ∈ H that satisfies f (ϕ) = ϕ f | ψ whenever ψ ∈ H. It is clear that Fréchet-Riesz' theorem establishes a bijection between H and H * .
For any continuous operator T there exists the adjoint operator T * , which satisfies ψ | T ϕ = T * ψ | ϕ for any pair ψ, ϕ ∈ H. Operator is self-adjoint if T = T * . The self-adjoint operators are denoted by L S (H). Operator T is positive, if ϕ | T ϕ is always a non-negative real number. If T is positive, we denote T ≥ 0. It is clear that a positive operator is always self-adjoint. The set of positive operators is denoted by L S (H) + . In L S (H) + we can define partial order by setting T ≥ S if and only if T − S is positive. Also notations T ≤ S, T > S and T < S are used in the natural way.
We will also use the notations of P. Dirac: a vector ϕ ∈ H is also denoted by | ϕ and referred as a ket-vector. Vectors in H * are denoted by ϕ | and referred as bra-vectors. Here of course ϕ | means the functional defined by ϕ | (| ψ ) = ϕ | ψ .
Projections form a special class of operators, denoted by P(H). An operator P is a projection onto a subspace W if and only if P 2 = P and P = P * , so projections are self-adjoint. Nore that for any closed subspace W of H there always exists the orthogonal complement
The trace of an operator T is the sum of the diagonal elements of the matrix representing T , more generally,
where B is an orthonormal basis of H. It can be showb that the trace does not depend on the choise of the basis. The trace class T (H) consists of operators having finite trace. Ecah element T in T (H) can be represented as
where (ϕ n ) is an orthonormal sequence and c n ∈ [0, ∞). Sum (2-1) is an example of spectral representation. In general, each self-adjoint operator T has spectral representation:
where E = E T is the (unique ) spectral measure associated to T . Spectral measure here is a mapping from B(R), the Borel's σ-algebra of R into P(H) such that E(R) = I is the identity mapping and the induced mapping E ϕ,ψ defined by
is a complex measure for all vectors ϕ, ψ ∈ H. There exists the least subset σ(T ) ⊆ R such that the integration over σ(T ) instead of over R would also yield T . Set σ(T ) is called the spectrum of T . It is easy to see that the eigenvalues of T are contained in the spectrum of T . In the finite-dimensional case (2-2) becomes
where λ 1 , . . . , λ n are the eigenvalues of T (not necessarily disjoint) and ϕ i is and eigenvector of unit length belonging to λ i .
III. Quantum mechanics briefly.
We associate to a physical system S a Hilbert space H S . The state set of S is defined to be T S (H) An observable is a self-adjoint operator. Any pair of an obervable A and a state T defines a measure
Elements of T S (H)
where E A (X) is the spectral projection of operator A at set X. Since, by the spectral theorem, there is a bijection between operators and spectral measures associated to them, one could define the observables to be spectral measures as well.
Axiom 1. Measure E
A T gives the probability of values of the observable A in state T .
Note that it follows from the axiom 1 that all the possible values of A is the spectrum of A.
We will now look at an example in the finite-dimensional case, suppose that n = dim H. Let A be an operator with eigenvalues λ 1 , . . . , λ n and ϕ 1 , . . . , ϕ n the unit-length eigenvectors associated to them. Here we used the fact that from the eigenvalues of a self-adjoint operator one can always from an orthonormal basis of a finite-dimensional space H. Operator A has unique spectral representation
Now for any X ⊆ R we have
The spectral measure gives
where ϕ i 1 , . . . , ϕ i k are (orthonormal) eigenvectors of λ i . So for a pure state T = P [ψ] we can compute
If we expand ψ in basis {ϕ 1 , . . . , ϕ n },
we see that |c 1 | 2 + . . . |c n | 2 = 1 and that
The sum (3-1) is interpreted as the probability that the observation of A yields λ i when the system is in state P [ψ].
A linear mapping is unitary, if U U = U U * = I. Unitary mappings preserve the lengths and angles.
Axiom 2. The time evolution of a state vector ϕ 0 is given by
where U (t) is unitary for any t ∈ R and U : (R, +) → L(H) is continuous morphism.
A mapping U = satisfying the condition above is called strongly continuous oneparametric group. Theorem of M. H. Stone asserts that for such group there exists unique self-adjoint H such that
where e −itH is defined by using spectral representation of as a convergent series. Representation (3-2) leads to Schrdinger equation
Observable H is called the Hamiltonian operator of the system.
Consider two systems S 1 and S 2 . Let H 1 and H 2 be the Hilbert spaces associated to these systems-We suppose that S 1 and S 2 are distinguishable.
Axiom 3. 1
• The Hilbert space associated to the compound system S 1 + S 2 is the tensor product
• The uvolution of the compound system is determined by unitary operators in H 1 ⊗ H 2 . 3
• The observables of S 1 + S 2 are self-adjoint operators in H 1 ⊗ H 2 . 4
• The states of the compound system are the unit-trace positive operators in H 1 ⊗ H 2 . 5
• The state T of the compound system determines uniquely the states of the subsystems by mappings Π i : T (H 1 ⊗ H 2 ) → T (H i ) which are determined by requirements for any self-adjoint A.
and extending this in the only possible way. If systems S 1 and S 2 do not interact, then the unitary evolution on H 1 ⊗ H 2 can be written as U 1 (t) ⊗ U 2 (t), where U 1 and U 2 are the unitary evolutions of S 1 and S 2 . However, all unitary mappings in H 1 ⊗ H 2 cannot be written as a tensor product of unitary mappings in H 1 and H 2 . When the times evolution operator of the compound system does not decompose, we say that S 1 and S 2 are under interaction. If system S 1 + S 2 is in a pure state, but the state vector of S cannot be written as a tensor product of the state vectors of the subsystems, we say that the systems S 1 and S 2 are entangled.
An example: Consider a two-dimensional Hilbert space H with orthonormal basis {ϕ 1 , ϕ 2 }. We suppose that we have two similar, however distinguishable systems S 1 and S 2 , bot associated to H. The Hilbert space associated to S 1 + S 2 is then H ⊗ H with orthonormal basis
We assume that at time t = 0 both systems are in state P [ϕ 1 ], so ϕ 1 ⊗ϕ 1 represents the state of the compound system. Moreover, we suppose that
so the state vector of the system at time t = 1 is
and we see that the systems are entangled. Another interesting thing is that although the compound system H ⊗ H is in pure state, the subsystems are not. Using 5
• in axiom 3 we can compute the states of the subsystems, they both are
Suppose that n = dim H is the Hilbert space associated to system S and that
is an observable where λ 1 < λ 2 < . . . < λ n . Assu also that the system is in a pure state T = P [ϕ], where ϕ = c 1 ϕ 1 + c 2 ϕ 2 + . . . + c n ϕ n . According to axiom 1 the probability that the measurement of A will yield λ i is |c i | 2 However, the quantum measurement process is a very difficult problem and the question of objectification of the outcome of the measurement is not completely answered yet. We will next adopt the Projection postulate proposed by von Neumann.
Axiom 4 (The projection postulate). Suppose that the measurement of observable A yields λ i . Then the post-measurement state of system S is P [ϕ i ].
