Abstract
Introduction
During the past few years, electronic news has drawn a lot of attention not only in the research world but also in the commercial world. There is a huge amount of news available and it is part of the fabric of most people's lives. Readers are not interested in all news items equally on any given day, i.e., some sort of selection or filtering is done by the reader. Although it would seem desirable to personalize the news, there are many challenges that must be met before this is possible. News has with a short shelf-life [20] , thus making it extremely challenging to customize content to an individual's interests.
In designing news filtering or personalization systems, we must understand what people expect to gain from "getting the news". Two behavioral theories that have been applied to news reading are uses and gratification and play or ludic [9] . The research described in this paper integrates two different user models, stereotypes and artificial neural networks (ANN) and evaluates this integrated model for filtering news for both the uses and gratification and play or ludic news reading behavior.
The uses and gratification theoretical perspective is based on the assumption that the reader has some underlying goal, outside the reading itself, that reading the news satisfies. Such news reading is an example of extrinsically motivated behavior in that there is some reward to be gained by engaging in the activity [7] . That is, "... an assumption that media use, including news reading, serves some ulterior purpose external to the communication behavior itself." [9] As an example, a reader may read the paper specifically to check the performance of the stock market. This perspective implies that optimal content and form can be determined once the particular goal is known. So we expect that a profile of user interest could be used to predict and select items for individual readers based on his or her information goal(s).
Success in "getting the news" is, however, a very vague concept and seldom do any a priori queries exist against which results can be measured. Task analysis and profile definition may not be appropriate to behavior that is not specifically goal oriented and that has a large social component. News reading/gathering is more than a task of getting information; it is a task for which the "getting" is part of the reward.
The ludic 1 or play theory of news reading [19] is an example of intrinsically motivated behavior [7] in that the activity appears to be spontaneously initiated by the person in pursuit of no other goal than the activity itself. This theory asserts that, "... the process of news reading is intrinsically pleasurable, and that intrinsic pleasure is at the root of a mature, orderly, and highly ritualized form of news reading as well as a more casual, spontaneous, and unstructured form of news reading." [9] The research described in this paper investigates the personalization of news selection through a filtering process. The research does not address the issue of presentation or interface design, rather it deals with the issue of content selection, i.e., the selection of news items that the system determines should be of interest to the user. In order to accommodate the changing interests of the user and the ever-changing news itself, an adaptive user profile representation was developed through the combination of stereotypes and ANN. This user profile was "trained" through direct user feedback for both ludic and uses and gratification tasks. Section 2 of this paper presents background material on news filtering and on knowledge acquisition and modelling. Section 3 describes the approach used in this research that combines stereotypes and ANN in a single system. Section 4 discusses the results of a pilot user study of this approach and Section 5 summarizes the results. The creation of fine-grained personalized editions, where individual stories are chosen from a variety of sites for a particular user, is a very different problem. It is virtually impossible to predict what items a reader will read in today's news based on a history of the items a reader has read over the previous few days [1] . There is also a concern that a very narrowly defined user profile will defeat the social and context function of news by filtering out all news except that identified by the profile. The reader will be exposed to no new items of potential interest and the reader may not receive the information necessary to participate fully as a citizen in the local, national, and international community [2] . Several research projects have focused on fine-grained filtering of news articles. [3, 4, 5, 11, 13, 14, 18] . Results from these studies indicate that fine-grained filtering of news items is very difficult and suggest that personal profiles need to be offset by community interests for ludic news reading behavior.
Background

Filtering News Articles
Knowledge acquisition and modeling
The process of acquiring the relevant information from the user in the context of a given task or otherwise is fundamental for any user model to be successful. The knowledge acquisition can be implicit or explicit, long term or short term based, depending on the task domain. The acquired knowledge should be incorporated as needed into the existing user model without causing conflicts and contradictions. In order to achieve this, usually default reasoning and evidential reasoning are used.
Stereotypes are based on default reasoning [8] that allows the modeling process to maintain hypothetical knowledge about a user in the absence of evidence to the contrary. This leads to inconsistencies and the user modeling system must be able to re-examine the assumptions and the conclusions when these inconsistencies appear. Evidential reasoning systems assign probability values to sets of different possibilities, permitting the combination of evidence carried by a number of different sources with no need of any a priori distributions [6] . ANN systems exhibit such evidential reasoning behavior in that the activation value at any node is a combination of the input values of the nodes connected to it and the weights on the connecting arcs.
Stereotypes.
Stereotypes are based on the premise that the system's beliefs about the user can be represented in terms of a set of assumptions or default values. The stereotypical knowledge can be organized hierarchically, from general to specific, permitting inheritance among the different stereotypes. A given stereotype inherits the features of all of its ancestors [16, 17] .
Usually, the modeling process starts from the root of the hierarchy. If one or more assumptions are verified by certain facts or observations during interaction, the stereotype that contains these assumptions is activated and then added into the current user model. As the interaction progresses, more and more stereotypes are activated and the user model becomes more and more complex.
While the simplicity and ease of use are some of the attractive features of stereotypes, the abilities of this approach are severely limited when reasoning under uncertainties for fine-grained individualization and for feature identification.
Artificial neural networks.
Artificial neural networks (ANN) are quite popular for their abilities as pattern classifiers [10] . They are characterized by a set of input nodes representing the possible inputs in the problem domain, a set of output nodes capable of representing an output state selected/identified by the system, and a learning algorithm for collecting and updating the information from the problem domain at the time of training. The learning or self-adapting ability of these systems allows them to store and recognize the input states in an abstract way and thereby generate the appropriate output.
In the context of user modeling, each user can, in principle, have a unique profile characterized by a set of attribute values. As the training progresses, the network state, characterized by link weights, represents the characteristics or attributes of the user or user class, i.e., the profile information.
A well-trained neural network can recognize incomplete input patterns, even in the absence of full knowledge about a user's attributes and assumptions. This is done in a much simpler way in these systems than the conventional stereotype-based systems.
Integrating Stereotypes and ANN
The adaptive user modeling system developed in this research combines stereotypes and ANN to model individual user profiles. Stereotypes provide a means for the development and presentation of the individual user profile information. A user profile based on stereotypes consists of those stereotypes that are of interest. With a stereotype-based user profile system, the issues to be addressed include accommodation of changing user interests, i.e., 'adaptability' and 'quantification' of level of interest for each news item. Artificial neural networks can be used in this context to overcome the bottleneck of identifying the weighting factors. An artificial neural network that encapsulates stereotypical knowledge is used in an adaptive user profile implementation that reflects the changing needs and interests of the user in reading news articles.
If stereotypes are not used, then the input layer of the ANN would consist of a typically large vector of words extracted from the text of the news items and this input layer would be fully connected to the next layer of the ANN. The use of stereotypes simplifies the design of the ANN and reduces the processing load at run time [12] .
Stereotype Component
Categorical information about a news item provides the basis for defining stereotypes in the domain of electronic news. For example, a news item can be categorized as a 'sports' item based on its contents, while based on the coverage, it can be further classified as 'international' or 'national' and so on. While a sports person is very much interested in sports, a business person may not be very interested in all sports items but still may be interested in 'local' or 'national' sports. The newspaper used in this research is The Halifax Herald Ltd. and it has 17 major categories and 79 sub-categories. Using these as the basis for the stereotype hierarchy, there are 79 sub-stereotypes.
The other information available for each news item that is made part of stereotype knowledge is the set of keywords that best describe the news item content. For each news item and each user, there are editor-specified keywords and user-specified keywords. The user-specified keywords are collected from each subject (user) at the time of training data collection. The incorporation of userspecified keywords makes the stereotype more powerful in representing the tastes of each individual user. As each news item is in one of the 17 major categories, these sets of keywords are associated with that category and thus with that stereotype. Similarly, the editor-specified keywords are associated with the major categories. Figure 1 is a screen dump of the training interface. In this day's paper, there are only 9 of the 17 base categories or stereotypes. The article selected for review by the user is, "Market meltdown has many victims." It is in the base category of Business, sub-category Canada. The editor assigned keywords are "stock, market, summary". The subject is requested to evaluate this article as either interesting or not interesting. If the article is not evaluated, the default value is not interesting. The subject is also request to add keywords from the article itself to be associated with the base category. The article is viewed by scrolling the bottom window.
Adaptive Neural Net Component
The time-dependent evolving nature of the user profiles requires the system to be 'adaptable'. The varying component ('user-specific keywords') within each stereotype itself leads to variation of influencing capacity for each stereotype in an individual's profile. The neural network based 'adapting component' enables the system to accommodate the 'changing needs' of the user over time and also offers a solution to the 'quantification problem' due to its ability to derive conclusions even with an imperfect and partial input information.
The neural network simulator used for this implementation is an adapted version of the PDP++ Software Version 1.2 released by CNBC group in CMU [15] . The learning algorithm used for self-adaptation in the current system is the Backpropagation algorithm for supervised learning meant for multi-layer feed-forward neural network architectures.
The resulting ANN consists of three layers of simple processing units -the input layer, one hidden layer and an output layer. The input layer consists of 114 nodes representing the 79 sub-categories within the 17 major categories, two nodes for each of the 17 major categories representing the presence or absence of user-specified keywords and editor-specified keywords within each previously viewed news item, and one node representing whether the user had found the article to be of interest. The hidden layer maps the categorical information of the various news items; the layer consists of 17 nodes with each node having links from only those nodes in the input layer that represent sub-categories of that category. The input layer and hidden layer together represent the category and sub-category information as well as keyword related information. The output layer has a single node with two possible states indicating 'interesting' or 'Not interesting' output states. The hidden layer is fully connected to the output layer.
The ANN representing the profile for each of the users was trained by that user on 986 news items in The Halifax Herald Ltd. during a 6 day period.
Results
Each of 8 subjects in the pilot study was presented with news items from one day following the six training days. This test set consisted of 171 news items. As in the case of the training data collection, the feedback collected was in the form of 'interesting' or 'not interesting' (Figure 2) . 
Figure 2. Testing interface
The input pattern for each news item in the test set was created automatically using stereotype extracting routines. Figure 2 is a screen dump of the interface for the testing of the system and collection of the user evaluations. In this instance, the day's newspaper has 11 of the 17 base categories or stereotypes.
Five subjects (1 through 5) were asked to train the system (create profiles) based on ludic behavior, i.e., the task was to simply "read the news". Three subjects (11, 12 and 13) participated in the study with uses and gratification behavior. These subjects were asked to provide the responses, for both the training phase and the test phase, representing three different corporate interest profiles; E-commerce, unemployment and job opportunities in Canada, and North American stock market, respectively. During training, user feedback is binary; either the news item is of interest or it is not of interest. Similarly, during testing, the user evaluates a news item as being either of interest or not of interest. The ANN system, however, does not operate in binary mode. The activation state of the output layer of the ANN is in the range of 0 to 1. For the system to determine if an input news item is of interest or not, a threshold must be established to activate the output layer. In this research, the threshold value of 0.5 was chosen arbitrarily. An optimum threshold value based on high recall (rather than high precision) was also determined for each subject by examination of the activation values for the news items in the test phase. Table 1 summarizes the results for the five subjects browsing in a ludic fashion, showing results for both thresholds of 0.5 and optimum threshold values. The system is represented by the letter 'S' and the user by the letter 'U'. Tables 1 and 2 have the following information:
Results of ludic scenario
• output activation states that were the thresholds for filtering. For each subject there are two sets of data given, one for the threshold level > 0.5 and one for the optimal threshold level as determined by viewing the results.
• S yes represents the set of news items that the system determined would be of interest to the user based on the activation state at the output layer being greater than the given threshold for these items.
• U yes represents the set of news items that the user determined actually were of interest.
• S yes ∩ U yes represents the set of news items that both the system and the user determined to be of interest.
• Recall the proportion of news items that the user determined to be of interest that the system also determined to be of interest.
• Precision the proportion of news items that the system determined to be of interest that the user also determined to be of interest.
As stated previously, Subjects 1 through 5 represent general readers of news, with no specific information need. Among them, training data sets from subjects 1 and 3 were characterized by a richness of user specified keywords pertaining to the news items that are of interest to them. As Table 1 shows, the system was picking up 31% and 53% of the news items that are interesting to the user in the case of subject 1 and 3, respectively, with a threshold of > 0.5 for the activation state. The analysis also shows that there is an optimal threshold value for the activation state that substantially improves the recall of the news items of interest to the subject (100% or close of interesting news items to the subject). However, by lowering the activation threshold to the optimum threshold, the precision of the system is also lowered. The analysis of the data showed that as the keywords specified by the user during the training phase become more and more unique for the individual interesting items, the number of not interesting items picked up the by system for the subject decreases.
When we do the same type of analysis for subjects 2 and 4 we can see that with a threshold of > 0.5 the system fails to pick up interesting items for the subject. The performance of the system was poor for both subjects. This can be explained partly on two facts: (1) the number of user specified keywords supplied by the subject as part of training set data was very low in the case of these subjects. As a result, many of the news items, some of them interesting to the subject and others not interesting, were represented by a single input state, leading to inadequate representation of input information. (2) reallife news reading is not necessarily driven by an information need for the subject; the behavior of the subject may not be predictable or explainable. Subject 2, for example, chose a large number of news items from different areas in the test data set as interesting (typical ludic behavior). Even after lowering the threshold for the output node activation state, the system was not able to improve the performance substantially for these two subjects. Table 2 summarizes the results for those subjects (11-13) representing uses and gratification behavior, i.e., the corporate profiles. Note that there were far fewer news articles considered to be of interest in this scenario than in the ludic scenario. Among these subjects, training data sets from subjects 12 and 13 were characterized by richness of keywords pertaining to the news items that are of interest to them. As Table 2 shows, the system identified 67% of the news items that were of interest to the subject in the case of both subject 12 and 13, with a threshold of > 0.5 for the activation state. The analysis also shows that there is an optimal but lower threshold value (less confidence) for the output node activation state so that the system is capable of returning all of the items of interest. However, for both activation thresholds, precision is quite low
Results of uses and gratification scenario
Conclusions
Based on the pilot study evaluation of the prototype system, the following inferences can be made in the context of prototype and the user model based on the integration of stereotypes and ANN.
Adaptive user modeling based on this integrated approach may be promising especially for readers with specific information need. In the case of 'casual' readers, the system may not exhibit a consistent behavior; this is consistent with the behavioral theories of news reading discussed above. In either case, the system can perform reasonably well in filtering out items not of interest to the subject.
Like in any other neural network based system, identification of an orthogonal parametric space to represent the input patterns is very important for the success of the system. In the case of electronic news this becomes quite challenging because of the 'always new' and changing nature of the 'news'; in the current system, an attempt is made to define the parametric space with user keywords and categorical information. As a result the uniqueness and completeness of the keywords become very important in determining the accuracy and completeness of the input patterns.
For improved filtering and increased confidence level (activation threshold), the information content of individual patterns representing the news items should be increased. This can be achieved by providing more accurate and more complete information related to the keyword contents of individual items to the system.
The incorporation of stereotype information within the neural network architecture is promising, and certainly reduced the complexity of the design of the ANN and the processing load at run time. More information can be added to the stereotype by providing a set of scale points for providing the level of interest that may provide more information about the input pattern to the neural network. Collecting the information related to the extent of interest for each news item in the training data set (instead of collecting Boolean state values interesting or not interesting) using a nominal scale with scale points ranging from 'very interesting' to 'not at all interesting' can provide more accurate information to the system about the level of interest of the subject in the individual items and thereby improve the knowledge of the system about the user's interests. The nominal scale also provides a means for assigning weighting factors to the various keywords present in each interesting news items thereby improving the performance system based on this approach.
In the context of keyword information collection from the subject, a more transparent way of keyword collection may provide more consistent and accurate information than collecting it explicitly from the user. For example, we could extract the keywords automatically instead of requesting the subject to identify them at the time of training the system. The information regarding the level of interest collected from the subject could be mapped to a weighting factor for the keywords present in the current item, thereby providing information related to priorities among the entire set of keywords for a subject in the profile. At the time of performance evaluation, the keywords from the input news item could be extracted. The vector consisting of the weighted keywords that are part of the user profile can be applied against the keyword set for the current item and calculate the relevance or level of interest of the current item for the current subject based on the keywords present. This relevance factor can contribute to the input state representing the current item for the trained system with profile information. This also accommodates the temporal evolution of the user's interests to some extend.
In summary, this pilot study suggests that an integrated adaptive user model, based on stereotypes and ANN, does reflect the differences between tasks of a ludic nature and tasks of a uses and gratification nature. This inference is drawn on the substantially lower numbers of items determined to be of interest in the uses and gratification task by both the system and the user. Also, the performance of the system directly reflects the quality of the information provided by the user during the training phase; those profiles with more user-specified keywords did better during the test phase. In any event, the finegrained filtering of news items is still an open research question, although it may be easier to satisfy tasks of a uses and gratification nature than of a ludic nature.
