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Introduction and mathematical framework
The origin of the problem is motivated by the computation of the expectation of a functional F de ned on the canonical space ((R d It is widely known (see e:g: 13] ) that the dynamical system ((R d Cov(F; F k ) is absolutely convergent, which in turn implies that :
The G l-Koksma Theorem holds : Similar results are obtained in the case of (see 5] ). The computational performances of the shift method SIIM lie in the use of a storage box that partially avoids to uselessly re-simulate all the innovations X i 's when passing from a path to another while this is necessary in the usual MCM. Hence, for the same number of iterations, we observed on true simulations that the SIIM runs faster than the classical MCM (see 2]). The time savings are on the expenses of the data storage (dynamical or not) which is typical for the antagonism between time complexity and storage complexity. On the other hand, the SIIM also calls the random number generator less often than the MCM does. This may be crucial for large scale simulations. However, when 2 (F ) > Var(F ) the required number of iterations is higher. Unfortunately no satisfactory estimate of 2 (F ) V ar(F) is known to us and it is likely that, for most naturally encountered functionals F, this ratio is greater than 1. The balance between these two e ects depends on the choice of F.
The aim of the paper is to extend these results to more general stationary probability distributions P : whenever the dynamical ((R d ) N ; B(R d ) N ; P; ) is ergodic, the Birkho 's Theorem directly applied on the shifted paths of a P-integrable functional F yields P-a:s:
Of course, the plain ergodicity cannot provide a rate of convergence in the Birkho Pointwise Ergodic Theorem without any further assumption (see 13]). That is why we will assume from now on that the canonical process (X n ) n2N on ((R d ) N ; B(R d ) N ) shares a strong mixing assumption, namely the Ibragimov -mixing assumption, under the probability P. This notion turns out to be the natural extension of the former of i.i.d. random variable setting in terms of Limit Theorems for our stopping functionals. The -mixing Markovian setting is a natural domain of application for the techniques. In fact, let (X n ) n2N be an homogeneous Markov chain on R d with transition P(x; dy) and a starting distribution 0 . A commonly encountered problem of Numerical Probability is to compute (an approximate of) E (f(X 0 ; ; X` 1 )) where denotes the invariant probability measure assumed to be unique of the transition P. When the chain is positively recurrent (resp. stable), the natural method is to apply the Law of Large Numbers along the available paths of the chain that is, for every x2 R d , for every f : (R d )` ! R bounded Borel (resp. continuous) function
! E (f(X 0 ; ; X` 1 )) P x -a:s: (2) The rate of convergence in (2) is ruled by several classical theorems like the Central Limit Theorem or the Law of the Iterated Logarithm under some standard assumptions (see e:g: 9] ).
When f is no longer a function of nitely many X n 's but is a functional F de ned on the whole canonical space ((R d ) N ; B(R d ) N ) of the chain, the computation of E (F ) either by simulation or from statistical data cannot be carried out as easily. The rst natural idea is to implement the usual Monte Carlo Method (MCM). However this approach turns out to be costly in terms of C.P.U. time. Starting from experimental facts on the Shift on Independent Innovation Method (SIIM), one can try using equation (1) under P and shift on the chain itself. We will call this method the Shift Process Method (SPM). The Markov assumption on (X n ) n2N will be dropped in the theoretical part of the paper. The theoretical results will then be applied to the -mixing case. Then the three methods (MCM, SIIM, SPM) will be compared numerically. They will be applied to two -mixing Markovian models X n+1 = h(X n ; Y n ) where the underlying innovations Y n are independent.
The paper is organized as follows. Section 2 is devoted to some background on the main tools used in the rest of the paper : the de nition of an -mixing process is recalled along with the Ibragimov Central Limit Theorem for -mixing sequences satisfying the Ibragimov assumption (subsection 2.1). The G l-Koksma Theorem in the L 2 -stationary setting is recalled at subsection 2.2. This will be our basic result when dealing with the a:s: rate of convergence (except for the Law of the Iterated Logarithm investigated in section 5).
Section 3 deals with the a:s: rate of convergence of the shift method for stopping functionals. This result essentially relies on the niteness of a pseudo-variance, denoted 2 (F ). In section 4, a Central Limit Theorem is established under the same hypothesis. In section 5, after recalling Philipp and Stout's Theorem, a Law of the Iterated Logarithm is established, only for a subclass of stopping functionals having nite polynomial moments. Section 6 is dedicated to the Markov setting. Some standard -mixing criteria for (stationary) Markov chains are recalled (subsection 6.1) and the simulation framework is presented (subsection 6.2). Some numerical simulations are processed in section 7 on three mixing Markov processes satisfying the Ibragimov assumption. A simple Metropolis like algorithm (subsection 7.1) is considered in two di erent settings so that the invariant distribution is alternately explicitly known (subsubsection 7.1.1) and not explicitly known (subsubsection 7.1.2). The third example, a Vector Quantization algorithm, will illustrate some possible false convergence phenomenon (subsection 7.2) when is not explicitly known. We are going to recall some results on -mixing processes (see e:g: Doukhan 7] ). Let be a sequence ( (n); n 2 N) of real numbers, satisfying lim n!1 (n) = 0, and let (X n ) n2N be a R d -valued process de ned on a probability space ( ; A; P). (X n ) n2N is -mixing if for every k; n 2 N, n 1 8A 2 F k 0 ; 8B 2 F 1 k+n ; jP(A \ B) P(A)P(B)j (n):
Intuitively if (n) is small then B and A are essentially independent, hence for an -mixing process the future is asymptotically independent from the present and the past. One nds in the literature various notions of mixing that quantify the dependence between the past and the future. Just for comparison, in the '-mixing for example we measure the quantity jP(B=A) P(B)j. The notion of -mixing is therefore weaker. It is in fact the weakest when compared to all usual notions of strong mixing (see 7]). However, this assumption on the sequence (X n ) n2N turns out to be quite adequate. Furthermore, we will say that an mixing process (X n ) n2N satis es the Ibragimov assumption if Cov(F k ; F) is absolutely convergent,
2.2 Rate of almost sure convergence
As a rst step we recall the G l and Koksma Theorem, established in their article Sur l'ordre de grandeur des fonctions sommables ( 11] ). We will restrict to the L 2 -stationary process setting (see 1] for a probabilistic proof in a full general setting). Theorem 2 Let ( ; A; P) be a probability space and let (X n ) n2N be a L The G l and Koksma's Theorem completes the proof.
By its very construction, a functional F that can be simulated on a computer naturally appears as a stopping functional with respect to its (a:s: nite) stopping rule T. So from now on, we will focus on such F T -measurable functionals.
3 An a:s: rate of convergence for stopping functionals : (4) Proof: To establish inequality (4) : (6) For the second term on the right of inequality (5) Plugging this bound in inequality (7) and using inequality (x + y) x + y ; 0 < < 1; x; y 0 leads to
Hence, collecting inequalities (5), (6) and (8) which completes the proof.
Remarks and improvements:
(a) A careful reading of the above proof (namely equation (8) can be slightly improved into (c) If the functional F is bounded, then we can simply assume that T is integrable. Indeed, if T is integrable then P 1 k=1 P(T > k=2]) < +1 and the proof can be modi ed in fact simpli ed! in this setting (which formally corresponds to = +1). (d) Our assumptions on the process (X n ) n2N and the functional F are satisfactory in the following sense:
do not di er from those of the original Ibragimov Central Limit Theorem which studies functions only depending on one variable (i:e: F(x 0 ; ; x n ; ) := f(x 0 )). When (n)=0, n 1, we nd again the results of 2] obtained in the independent setting.
(e) The F T -measurability of the functional F for some stopping time T is crucial. In fact,
we cannot obtain this result as a consequence of some results on functionals that can be approximated by a sequence (F k ) k2N ((R d ) N ; F T ; P) with E (F ) = 0, we have:
F k L ! N(0; 1) as n ! +1; (9) where N(0; 1) denotes the standard normal distribution.
To establish the Central Limit Theorem we compute the limits of 2 (F:1 fT `g ) and 2 (F:1 fT>`g ) when`tends to +1. Indeed, if for every`2 N we set: F:1 fT `g E (F:1 fT `g ) is a cylindrical function only depending on the rst`variables. According to proposition 2, the rst term on the right of the equality converges in distribution towards N(0; Remark : This CLT is satisfactory since it holds under the same Ibragimov assumption that rules the standard CLT for mixing processes. However some recent work by Doukhan, Massart and Rio 8] shows that the (functional) CLT holds for a stationary mixing processes (X n ) n2N whenever 
(iii) (X n ) n2N is a R d -valued stationary -mixing sequence with: The proof of this theorem is available in chapter 8 of 17].
We will apply now this theorem to F T -measurable functionals.
Application to stopping functionals of an -mixing process: We study now some classes of functions depending on a stopping time. Hence we consider a (F n 0 ) n2N Proof: W.l.g., one may assume that 2 (F ) = 1 and (n) is a non increasing sequence. We will now show that the assumptions of Theorem 6 are ful lled. According to the proof of Proposition 3 one has: So (i) holds whenever T admits a moment of order 2(2 + )(1 + ) (2 + 7) 2 . This completes the proof.
Application: The restriction on the -mixing coe cient is here very drastic. In practice it is essentially satis ed in the geometric framework. Thus, one recovers the result of the i.i.d. setting (i:e: (n)=0, n 1).
Remark : The very same remark as that made in section 4 holds here as a recent paper by Rio (see 18] ) shows that the LIL holds under assumption (12).
6 Markov setting
-mixing Markov chains
We consider here a R d -valued Markov chain de ned by its transition probabilities ( (x; )) x2R d .
We denote by P x the probability distribution on the canonical space ((R d ) N ; B(R d ) N ; P) for which the sequence of canonical projections (X n ) n2N is a Markov chain with transition and initial distribution x . To deal e ciently with our expectation computation problem, it is necessary to suppose the existence of a stationary distribution , (i:e: = in other words: 
As the functions h and General remark: Concerning the convergence in distribution, one has to note that results which are stated below exclusively hold under P . On the other hand all results dealing with almost sure convergence, established under the distribution P , remain true under P x for almost every x.
Comment: Theorem 7 stresses the interest of the Strong Ergodic Theorem obtained in section 3.2 as it yields a rather similar result but under much looser assumptions on the -mixing coe cient. F(X 0 ; X 1 ; ; X n ; ) = G(x; Y 1 ; Y 2 ; ; Y n ; ): So, the shift on independent innovation method (SIIM) naturally yields an estimate and an error bound for E x (F )= Z R N G(x; y 1 ; ; y n ; )d N (y 0 ; y 1 ; : : : ; y n ; : : : ; : : :). It is possible the same way round to approximate E 0 (F ) with some similar weak and strong error bounds whenever the starting distribution 0 of X 0 can be simulated from the distribution of the innovation Y 0 (i:e: there exists some ' s.t. '(Y 0 ) 0 ).
Among all the possible starting distributions 0 for the chain, the invariant one plays an essential role for obvious reasons related to Statistics or Simulation. However the computation of functional expectations under P makes problem when this invariant distribution is not explicitly known from the distribution of the innovation . This is usually due to the fact that no information is available on except for its existence and uniqueness. One way to apply the SIIM or the MCM is to prove that L(X n ) converges fast enough to for any starting value x 2 R d (that is n (dy) ! (dy) in distribution or, if possible, in variation).
This will be the case when the chain (X n ) n2N has further properties as Doeblin or geometrical ergodicity, Riemann recurrence or even stability (see below and 9] or 7]).
Anyway, whatever method is used MCM or SIIM getting an approximate for E (F ) needs, prior to the simulation of every independent trial of F (or every F k ), to re-simulate an approximately -distributed starting value. Practically, it amounts to assigning X 0 :=X n 0 for a large enough n 0 . Such preliminary simulations are C.P.U time and random number consuming. The major drawback eventually remains that the method actually converges to E L(Xn 0 ) (F ) with no available control on the bias.
On the other hand, if the chain (X n ) n2N is ergodic, the Birkho 's Theorem applied on 
5 For notational convenience we will assume that p=1.
It follows that the convergence also holds P x -a:s: for -almost every x2 R d . So, whenever the (X n ) n2N is mixing the above theoretical results would provide some valuable information about expectation computation based on a direct shifting of the (X n ) n2N 's (SPM). The SPM has the same possible advantages as the SIIM (shift on the innovations): preservation of the random number generator, (more) time saving by a drastic reduction of the numerical computations. Besides it converges to the true value E (F ) and there is no longer theoretical bias. On a more practical point of view, no preliminary simulation (or computation) of an approximately -distributed starting value X n 0 is really necessary.
Applications and simulations
Most stopping times used in simulations actually are some hitting time T A of a given Borel set A that is T A :=minfn2 N = X n 2 Ag:
So we will concentrate in the examples below to functionals related to such stopping times (these functionals can be the stopping time itself).
A simple Metropolis like algorithm
The simpli ed version of the Metropolis algorithm used below for the testing procedure is mentioned in 19]. Let be a 0; 1]-valued function de ned on the whole real line and set
where Y n :=(U n ; Z n ) n 1 is a sequence of i.i.d. random vectors with distribution U( 0; 1]) . Usually, such a procedure is implemented to provide some approximately -distributed numbers. It looks a bit like the rejection method except that the number of trials before getting one (almost)-distributed number can be a priori bounded.
As soon as
is the unique invariant distribution for the chain.
A rst example ( is explicitly known)
When has a compact support, say the unit interval 0; 1], it is obvious that for every 0; 1]-valued starting value x, the whole process (X n ) n2N lives in 0; 1]. Then, if is continuously de ned on 0; 1], the transition ( (x; dy)) x2 0;1] is Feller on 0; 1]. Under the above uniqueness assumption of the invariant probability distribution, the chain is then -stable. 1 if x 1 then -stability holds for = (a; 1). In that special setting, one can show following 8] , that the chain is in fact -mixing (even -mixing).
For our purpose it is more signi cant to focus on a rather general stopping time, say The table of the C.P.U. time shows that, for a given number of iterations, the SPM method is 7 times faster than the MCM while the SIIM method is roughly speaking twice faster. Of course such factors are strongly depending of the setting and can in no way be adopted as general rules.
INSERT FIGURE 1 AROUND HERE Taking into account these factors, while n iterations are processed for the MCM algorithm, 7n (resp. 2n) iterations are processed for the SPM (resp. SIIM) algorithm. The graphic in Figure 1 was plotted so that the abscissa axis represents the C.P.U time (expressed in equivalent MCM iteration number). Thus, above n := 2:10 Numerical comparison of the methods: This second set up is in some sense more realistic as it requires a preliminary simulation of the invariant distribution. This preprocessing, supposed to geometrically converge due to Doeblin recurrence, was made using n 0 = 1 000 trials of the chain (see section 6.2). The simulations are displayed in Figure 2 .
INSERT FIG. 2 AROUND HERE
The three methods clearly converge but, seemingly, toward two separate limits: the MCM and SIIM methods going on one side, the SPM on another. Two interpretations can reasonably be proposed: either the SPM method is too slow and a false convergence phenomenon occurs or the SPM value is right and both MCM and SIIM (which estimate E L(Xn 0 ) (T )) are wrong i:e: E L(Xn 0 ) (T ) 6 E (T ).
Taking into account the theoretical properties of the methods developed in subsection 6.2, along with some further simulations processed below with another algorithm: the Competitive Learning Vector Quantization, we guess that the best estimate is the one provided by the SPM method. However this remains debatable and would need some large scale simulations to draw some general rule. This function measures how the n-tuple (x 1 ; ; x n ) can be considered as a good skeleton" or quanti cation" of the distribution : the lower E n (x) is, the better x quanti es . The multi-dimensional version of the distortion is widely used in Automatic Classi cation to optimally reduce the size of a data set. Some applications to Numerical Integration are also developed (see 15] 
The simulations They were processed with the uniform distribution :=U( 0; 1]), n:=10, ":=0:1. All the preliminary simulations were always processed starting from the equilibrium point x . We considered the hitting time F := T :=min t2 N = X t ( 2k 1 2n ) 1 k n 2 < 1:1 n : The MCM: Our aim was to study the convergence of the MCM method as a function of L(X n 0 ) where n 0 denotes the number of preliminary simulation (keep in mind that L(X n 0 ) geometrically converges in variation to " ). On the other hand, it has been highlighted that the MCM actually approximates E L(Xn 0 ) (T ) instead of E (T ) and that no control of jE L(Xn 0 ) (T ) E (T )j as a function of kL(X n 0 ) k=O( n ) is known. Figure 3 shows that, actually, if convergence holds, it is surprisingly slow. Any estimate of E (T ) obtained by the MCM method with less than 5 000 preliminary simulations of the starting value for every path of the simulation of T provides a meaningless result.
INSERT FIG 3 AROUND HERE
The SIIM method fails exactly for the same reasons. INSERT Figure 5 ) like for the Metropolis like algorithm : the abscissa axis represents the number n of iterations of the MCM. Above every n are plotted the values obtained for E (T ) by the three methods while n iterations of the MCM were run . Roughly speaking this amounts to comparing the methods vs C.P.U. time. Figure 5 shows that the SPM method converges much faster than MCM and SIIM, or to be more speci c, is far less costly in term of random numbers consumption.
Conclusion
We have extend to mixing stationary process satisfying the usual Ibragimov assumption ( X n 0 2+ (n) < +1 for some > 0) some weak (CLT) and strong (G l-Koksma and LIL) rates of convergence for the pointwise Birkho 's Theorem on the canonical dynamical system ((R d ) N ; B(R d ) N ; P; ), formerly obtained in the i.i.d case (i:e: P = N ).
One promising application is the computation of expectations of stopping functionals of an mixing Markov chain under its stationary distribution P . The main interest of the shift method is that no preliminary simulation of the invariant distribution is required while such simulations are necessary in the MCM before every simulated path or before the rst path when shifting on the i.i.d. innovations (SIIM). Furthermore, for a given number of iteration, it saves the pseudo-random generator by storing intermediary results.
Both the CLT and the LIL are ruled by a pseudo-variance Cov(F k ; F) which is typically greater than V ar(F)(and dicult to estimate!). This may cause trouble when specifying the number of iteration of the simulation and even partially annihilate the advantages of the SPM. Some rst tests processed on two strongly mixing Markov chains seem promising if not completely conclusive. Some large scale tests should be carried out to check the validity of the method on a practical point of view.
On a theoretical point of view, next question is now to investigate the recent DoukhanMassart-Rio assumption in relation with stopping functionals. 
