Abstract-Portfolio replication problem is to optimize the portfolio such that its proportion-weighted combination is the same as the given benchmark portfolio. However, the benchmark portfolio generally opens only the return to the public but other information such as the assets included in the portfolio, the proportion-weighted combination, the rebalancing date and the investment strategies is closed to the public. In order to optimize such portfolios, we propose an optimization method based on the probabilistic model-building GA in this paper.
I. INTRODUCTION
The portfolio optimization problem, based on Markowitz's Modern Portfolio Theory [1] , is to determine the proportion weighted combination in a portfolio in order to achieve certain investment targets.
In this paper, we are focusing on the portfolio replication problem which is one of portfolio optimization problems. From a practical viewpoint, an asset management firm (Com pany A) desires to make the replication portfolio to the portfolio of another firm (Company B) when the portfolio of Company B has delivered better performances than the portfolio of Company A. However, Company B opens only the total performance of portfolio to the public but other information such as the assets included in the portfolio, the proportion-weighted combination, the rebalancing date and the investment strategies is closed to the public. Hence, it is difficult for Company A to replicate the portfolio of Company B. In this paper, we optimize the replication portfolio to the given benchmark portfolio.
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On the other hand, many researchers have used various evolutionary methods such as Genetic Algorithms (GA), Sim ulated Annealing, Tabu Search, Local Search, Memetic Al gorithm, Probabilistic Model-building GA to optimize their portfolios [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] . In all the above works, the portfolios consist of the assets with long positions in which they have bought and been held. Such a portfolio is called a long-only portfolio. In a long-only portfolio, the proportion-weighted combination is represented as a positive real-valued array. Let Wi be a weight of Asset i. A long-only portfolio consisting of N assets is represented as W= (WI," ·,W N) . 
) i=l
While applying an evolutionary method to the long-only portfolio optimization problem, a feasible solution (portfolio) must be satisfied the equality constraint given by the equation (1) . If a candidate solution generated on a making offspring process is the infeasible solution ( e l ,"" e N), it is adjusted to the feasible solution by the equation (2) without breaking the correlations between the infeasible weights of all assets. 1 (WI,'" ,W N) = � ( e l ,'" , e N) ' (2) L e i i=l For the long-only portfolio optlmlzation, therefore, it is not difficult to adjust the infeasible solution to the feasible solution.
On the other hand, we optimize long-short portfolios in this paper. A long-short portfolio is a portfolio consisting of the assets with not only long positions but also short positions in which they have been borrowed and sold. In the long-short portfolio, the proportion-weighted combination consists of the positive real values with long position and the negative real values with short position. Generally, a long-short portfolio consisting of N assets is represented as W=(W l ,···,W N) .
While applying an evolutionary method to the long-short portfolio optimization problem, a feasible solution must be satisfied the equality constraint given by the equation (3) like the long-only portfolio. However, it is hard to adjust the infeasible solution to the feasible solution without breaking the correlations between the infeasible weights of all assets because the positive (negative) weights of feasible solution depend on the sum of negative (positive) weights because of the equality constraint and the constraint of -1 ::; Wi ::; 1 . The total value of positive (negative) weights of feasible solution needs to be given before the negative (positive) weights of infeasible solution are adjusted.
For the equality constrained optimization problems, the con straint handling evolutionary method, proposed by Deb [10] , is a popular technique. His technique applies the constraint violation of infeasible solution to the fitness functions as a penalty. His technique, therefore, does not adjust infeasible solutions to feasible solutions but tries to search the better offspring from the infeasible solutions with small violations to the feasible solutions with no violations. For the long-short portfolio optimizations, however, almost all candidate solu tions generated on a making offspring process are infeasible solutions. In this context, Deb's technique may not be effective to our optimization problem.
In order to make the feasible solutions effectively, we propose the following two techniques, Techniques A and B in this paper.
• Technique A generates the feasible solutions by adjusting the infeasible solutions. This technique has the advan tage that almost all infeasible solutions can be adjusted to feasible solutions but has the disadvantage that the correlations between the infeasible weights of all assets are broken partially.
• Technique B generates the feasible solutions by using the Markov Chain Monte Carlo method and the repair algorithm proposed by Kimura and Matsumura [11] . This technique has the advantage that the feasible solutions keep the correlations between the infeasible weights of all assets but has the disadvantage that the computational cost for the search processes is high.
In this paper, we apply the Techniques A and B to an optimization method, based on the Probabilistic Model building GA proposed by Orito et al. [8] , in order to optimize the equality constrained long-short portfolios in the portfolio replication problem. This paper is organized as follows: Section II describes the long-short portfolio replication problem. We propose the optimization method and two techniques for making feasible solutions in Section III. Section IV presents the results of the numerical experiments, and we conclude our discussion in Section V.
II. LONG-SHORT PORTFOLIO REPLICATION PROBLEM
We describe the long-short portfolio replication problem in this section.
In this paper, we replicate the portfolio of the same proportion-weighted combination as a given benchmark port folio. We call the former portfolio "replication portfolio" and the latter portfolio "benchmark portfolio", respectively. We first define the following notations.
N
: The number of assets in a replication/benchmark t Qi (t) ri(t) This portfolio is not given as the usable information in the optimization processes.
r wb : Return of benchmark portfolio between t = 1 and t = T . That is rwb = (rwb(l),··· ,rwb(T)) . Only this return is given as the usable information in the optimization processes. The benchmark portfolio generally opens only the return to the public but other information such as the assets included in the portfolio, the proportion-weighted combination, the rebalancing date and the investment strategies is closed to the public.
In this paper, we assume that the benchmark portfolio requires no rebalancing in one phase and we can use the return r wb and the assets included in the benchmark portfolio as the usable information for our replication problem. In other words, we replicate the replication portfolio such that its proportion weighted combination is the same as the benchmark portfolio consisting of the given N assets.
On the other hand, the return of the benchmark or replica tion portfolio is represented as the sum of the return of the given N assets as follows.
If the number of days data T is equal to the number of assets N, we can solve the optimal solution w ( = w b ) as simultaneous equations. From a practical viewpoint, however, the proportion-weighted combination of benchmark portfolio changes in the rebalancing to keep track of the performances in the future phases. The proportion-weighted combination of benchmark portfolio is fixed only in a short phase, therefore T might be very less than N . In the case studies of T < N, it is difficult to find the optimal solution w .
In this paper, we apply a Probabilistic Model-building GA (described in Section III) to the replication portfolio in order to replicate the benchmark portfolio in a short phase. In this replication problem, we optimize the replication portfolio such that its return mimics the return of benchmark portfolio.
For evaluating the error of returns of replication portfolio and benchmark portfolio, we define the error sum of squares as
On the other hand, for evaluating the relationship of returns of replication portfolio and benchmark portfolio, we define the correlation coefficient as
where cov (rw, r wb) is covariance of rw and r wb, var (rw) is variance of r w, and var (r wb) is variance of r wb, respectively.
In this paper, therefore, we define the portfolio replication problem as follows.
III. OPTIMIZATION METHOD FOR REPLICATION PROBLEM
As described in Section I, many researchers have applied various evolutionary methods for the long-only portfolio opti mization problems. The above works, however, have optimized the portfolios by the approaches to minimizing or maximizing their objective functions. They have not taken account of the relationship between the weights of individual assets and their objective functions; although their methods found the solutions that gave the good value of objective function. In other words, they have not focused on finding the optimal solution in the multi-dimensional problem though they have focused on minimizing or maximizing the objective functions.
From both viewpoints of the minimization/maximization of the objective functions and the multi-dimensional aspect of the portfolio optimization problem, we propose an optimization method for the long-short portfolio replication problem in this paper. Our optimization method is based on the Probabilistic Model-building GA proposed by Orito et al. [8] . This method generates the solutions by utilizing the approach which is combined the probabilistic model and the Technique A or B. We call our method "PMBGA" in this paper.
A. Genetic Representation and Fitness Function
In the long-short portfolio replication problem, a solution is a proportion-weighted combination of the replication port folio. In the genetic representation, the j-th solution in the population on the l-th generation is represented by w ( l , j ) = (w ( l , j ) ... w ( l , j ) )
where w i l , j ) is a weight of Asset i included in the replication portfolio w ( l , j ) .
As defined by the equation (6), the portfolio replication problem has two objective functions which consist of the min imization of the error sum of squares and the maximization of the correlation coefficient. However, there is not a tradeoff be tween the error sum of squares and the correlation coefficient. In this paper, we replace our two objective functions with the following single function which maximizes the correlation coefficient with the small error.
where P is a positive penalty coefficient which is obtained in the numerical experiments and ex is an acceptable error (a small positive value).
We employ this single objective function as the fitness function of the PMBGA in this paper.
B. Procedure of PMBGA
We design the procedure of the PMBGA as follows.
1) Initial State
At the initial generation of I = 0, the PMBGA randomly generates Mpop solutions in the initial population. Here, the initial population is defined as
Note that the weight of the individual assets is randomly set as a positive or a negative value between -1 and 1 N under the constraint L w i O , j ) = 1. We call such a popu i=1 lation consisting of Mpop solutions "parents population" in this paper.
2) Histograms in Parents Population
A popular histogram consists of tabular frequencies over the given bins. In this paper, the PMBGA makes a histogram consisting of tabular "weighted-frequencies" over the given bins for each of all the assets included in the portfolios. = 1,· .. , N) , the histogram with tabular weighted frequencies on the l-th generation is defined as
where <5 is a minimum for a bin.
,
On the other hand, the number of bins, H l , increases depending on the repetition of the procedure. It is defined as
where Ho is the number of bins on the initial generation of l = 0, /3 is an increasing parameter, and Hmax is the maximal number of bins, respectively. The equation (11) says that, for the individual assets, the number of bins increases and the search space narrows while the PMBGA repeats the procedure (Fig.  1) . Therefore, the PMBGA has an advantage that it can search better solutions in the small search space near the improved solutions as the solutions are improved with the generation's progress.
3) Probabilistic Model for Offspring Population
From the current parents population, the PMBGA makes the new population consisting of Mo ii solutions by us ing a probabilistic model. We call such a new population "offspring population" in this paper. We assume that the histograms of the individual assets, defined by the equation (10), is the probability distribu tions for making the offspring population.
Let p � l) (h) be the probability of Asset i to h on the l-th generation. The probability distribution is defined as p� l) = p � l) (h) (h=l,···,Ht) (12) p; l) (l) = vY\l) / t, vi l) (h) p; l) (2) = vi l) (2) / t, v; l) (h) In order to make the feasible solutions effectively, we propose the following two techniques, Techniques A and B.
• Technique A For making offspring, Technique A generates the feasible solutions by adjusting the infeasible solu tions. This technique has the advantage that almost all infeasible solutions can be adjusted to feasible solutions but has the disadvantage that the correla tions between the infeasible weights of all assets are broken partially. The operations of Technique A are as follows. a) We generates the candidate solution, w ( l , j )* =
The individual weights are randomly selected according to the probability distributions given by the equation (12) . b) If the candidate solution is an infeasible solution, we first define the sum of positive weights Sp and the sum of negative weights Sn of the solution as
Next, we adjust the candidate solution w(l, j )* to the feasible offspring w(l, j ) as follows. • Technique B For making offspring, Technique B generates the feasible solutions by using the Markov Chain Monte Carlo (MCMC) method and the repair algorithm. The MCMC method is an algorithm which generates the solution consisting of multiple variables accord ing to the given multivariate distributions (for this, see e.g. [12] ). If the solution obtained by the MCMC method is an infeasible solution, it must be adjusted to a feasible solution. In order to improve such a problem, Kimura and Matsumura [11] proposed the repair algorithm in the MCMC method for adjusting solutions in the constrained optimization problems.
In this paper, we apply the MCMC method and the repair algorithm to generate the offspring solutions. Technique B has the advantage that the feasible so lutions keep the correlations between the infeasible weights of all assets but has the disadvantage that the computational cost for the search processes is high. The operations of Technique B are as follows. The Steps a), b), d), e), and f) are the operations of the MCMC method and the Step c) is the operation of the repair algorithm. a) We generate the candidate solution w(l, j )* ( = w(l, j ) ) with the same proportion-weighted com bination as one solution randomly selected from the parent population. b) When we employ our histograms given by the equation (10) as the distributions of the MCMC method, however, we have a critical problem that a lot of solutions which is obtained by the repair algorithm satisfy the equality constraint of the equation (3) but do not satisfy the constraint of -1 ::; Wi ::; 1. In order to avoid this problem, we employ our histograms for determining the direction of changes of the current weight of asset, increasing, decreasing, or staying.
First, we randomly select Asset i1 from the candidate solution, and then the bin of weight of Asset i1 on the distribution given by the equation (10) is represented as the bin h *. We next define the three probabilities on Asset iI, probability of the weight decrease Pi , , a, probability of the weight stability Pi , , b, and probability of the weight increase Pi " e as
Pi " e = L pi� ) (h) . h=h*+l
According to these probabilities, we randomly determine the direction of changes of the cur rent weight of Asset iI, increasing, decreas ing, or staying. In the case study of Pi " a or Pi , , e, the current weight of Asset il changes to .
.
Pi, (h) . Pi2 (h)
When the candidate solution was not updated, the new solution is the same as the original solution. e) We repeat K times the operations from Step b) to e). f) Technique B produces the offspring population consisting of MO f f feasible solutions through this procedure.
5) Selection
For the next generation, the PMBGA constructs the new population from the current parents and the current offspring populations. The new population consists of 'Y . Mpop solutions selected by the elitism selection and (1 -'Y ) . Mpop solutions selected by the roulette wheel selection. Note that the PMBGA applies a linear-scaling method to the fitness values.
6) Terminate Criterion
The PMBGA repeats the operations of producing the parents population, making the probabilistic model, pro ducing the offspring population by Technique A or B, and performing the selection until the maximal number of the repetitions, I = Lmax, is satisfied.
From the last population we select one solution that has the highest fitness value of all. This solution is the optimum or quasi-optimum long-short portfolio obtained by the PMBGA with Technique A or B.
IV. NUMERICAL EXPERIMENTS
In the numerical experiments, we have adopted the opti mization method, PMBGA, in order to optimize the replication portfolio to the benchmark portfolio on the Tokyo Stock Exchange. Each data phase consists of 100 days data and is shifted every 100 days from 2005 to 2010. We call them Phase 1 (Feb. 21, 2005 -Jul. 15, 2005) through Phase 13 (Jan. l3, 2010 -Jun. 9, 2010), respectively.
A. Benchmark Portfolio
In the numerical experiments, we randomly determine the proportion-weighted combination included in the benchmark portfolio w b via normalization such that the sum of positive We replicated the long-short portfolios by using the PM BGA with Technique A or B. We call the PMBGA with Tech nique A or B "PMBGA_A" or "PMBGA_B", respectively. The correlation coefficients Rw and the error sum of squares Ew of the best replication portfolios obtained by the PMBGA_A and PMBGA_B are shown in Table I , respectively. Table I says that, through all the phases, the correlation coefficients obtained by PMBGA_A and PMBGA_B are very high. When we compare the results between PMBGA_A and PMBGA_B, the correlation coefficients of PMBGA_A is higher than those of PMBGA_B and the error sum of squares of PMBGA_A is lower than those of PMBGA_B. Furthermore, the computational cost of PMBGA_B is about 11 times the cost of PMBGA_A. In these results, therefore, Technique A is more effectiveness than Technique B. However, Technique B has the advantage that the feasible solutions are genrated according to the given distributions. For using Technique B, to develop the new distributions is our future work.
D. Replication Portfolio
The PMBGA with Technique A or B could find the very good long-short portfolios with high correlation coefficients. For Phase 1, the return of the replication and the benchmark portfolios are shown in Fig. 2 for PMBGA_A and Fig. 3 for PMBGA_B, respectively. The horizontal axis gives the days data t and the vertical axis gives the return of the portfolio.
From both these figures, the returns of the replication port folios obtained by the PMBGA_A and PMBGA_B are almost the same as the returns of benchmark portfolio. Therefore, the PMBGA_A or PMBGA_B can find the good solutions with high fitness values. Do these replication portfolios consist of the same proportion-weighted combinations as the benchmark portfo lio? We discuss this problem in below experiments.
For Phase 1, the proportion-weighted combinations of the replication and the benchmark portfolios are shown in Fig. 4 for PMBGA_A and Fig. 5 for PMBGA_B, respectively. The The results of Figs. 4 and 5 say that the PMBGA_A and PMBGA_B could not replicate the benchmark portfolio though the returns of the replication portfolios were almost the same as the returns of benchmark portfolio. Why could not the replication portfolios replicate the benchmark portfolio? The proportion-weighted combination of the best solution must be only one combination because the return of benchmark portfolio is represented as the linear function consisting of the weights of the individual assets and its returns. In our PMBGA_A and PMBGA_B, however, we had little choice but to employ the correlation coefficient and the error sum of squares as the objective functions, instead of the weight of the individual assets. This is our future subject.
V. CONCLUSIONS
In this paper, we have proposed an optimization method us ing the probabilistic model-building GA with two techniques, Techniques A and B, to make feasible solutions for the equality constrained long-short portfolio replication problems.
Technique A has the advantage that almost all infeasi ble solutions can be adjusted to feasible solutions but has the disadvantage that the correlations between the infeasible weights of all assets are broken partially. On the other hand, Technique B has the advantage that the feasible solutions keep the correlations between the infeasible weights of all assets but has the disadvantage that the computational cost for the search processes is high.
In the numerical experiments, we adopted our method whose fitness function consists of the correlation coefficient and the error sum of squares. The results showed that our method has better ability to make the long-short portfolios with good fitness values. Especially, Technique A was more effectiveness than Technique B. However, the replication port folios were not replicated because of little usable information for the replication problems. To improve this problem is our future works.
