Abstract-Multi-tenancy is an essential property of Cloud computing. It helps service providers to maximize resource utilization and reduce servicing costs per customer. It is therefore important for key components of the contemporary enterprise environment like the Enterprise Service Bus (ESB) to support and enable multi-tenancy. For this purpose, in this work we investigate the requirements for multi-tenant ESB solutions, propose an implementation-agnostic ESB architecture that addresses these requirements, and discuss our proof-of-concept realization of this architecture.
I. INTRODUCTION
Multi-tenancy and virtualization are the key enablers that allow Cloud computing solutions to serve multiple customers from a single system instance. Using these techniques, Cloud service providers maximize the utilization of their infrastructure, and therefore increase their return on infrastructure investment, while reducing the costs of servicing each customer. While many industrial strength solutions exist for virtualization 1 , multi-tenancy is an issue still under research and as such, it is the focus of this work.
Two different consumer types have to be distinguished for multi-tenancy purposes: tenants and users. Tenants separate the consumers using a multi-tenant service or application into groups like companies, organizations or departments. These groups are not necessarily completely disjoint since a consumer may belong to more than one tenant at the same time. Users enable the differentiation between consumers potentially belonging to more than one tenant and therefore introduce a finer level of granularity. Consider for example the case of a provider offering a multi-tenant Cloud service in the taxi domain managing client requests and assigning them to drivers. A small taxi company using this service is a tenant of this multi-tenant service. The customers of the taxi company are consuming the service and therefore act as the users of the tenant. Such differentiation between consumers using users is essential for performing tasks like accounting and billing on behalf of the tenant.
Multi-tenancy has been defined in different ways in the literature, see for example [1] , [2] , [3] . Such definitions however do not address the whole technological stack behind the different Cloud service models [4] (IaaS -Infrastructure as a Service, PaaS -Platform as a Service, SaaS -Software as a Service). For this purpose, in this paper we define multitenancy as the sharing of the whole technological stack (hardware, operating system, middleware and application instances) at the same time by different tenants and their corresponding users. This definition affects the different Cloud service models in different ways. In this work we focus solely on the PaaS model and investigate how multi-tenancy can be enabled for platforms offered as a service. In particular, we show how a critical middleware component of the PaaS model like the Enterprise Service Bus (ESB) [5] can be made multi-tenant, irrespective of the particular implementation technology used (i.e. which ESB solution is used). The concept of ESB as the messaging hub between applications addresses the fundamental need for application integration and in the last years it has become ubiquitous in enterprise computing environments. ESBs control the message handling during service invocations and are at the core of each ServiceOriented Architecture (SOA) [5] , [6] . In order therefore to leverage the transition of enterprise environments to the Cloud paradigm, it is essential to make ESBs multi-tenant.
The contributions of this paper can be summarized as follows:
1) An identification of the requirements of enabling multitenancy for ESB solutions. 2) A proposal for a implementation-agnostic ESB architecture called ESB MT that fulfills these requirements. 3) A prototype implementation of ESB MT .
The rest of this paper is organized as follows: Section II motivates this work by means of an informative scenario. Drawing from this scenario, Section III proceeds to identify and discuss the requirements for multi-tenancy in ESB solutions as a part of the PaaS model. These requirements are addressed in Section IV, which presents ESB MT , a generic, implementation independent ESB architecture. Section V discusses the realization of this architecture as a proof-ofconcept implementation of our proposal and the evaluation of this realization; Section VI compares it with existing works. Finally, Section VII summarizes our findings and briefly presents future work. 
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II. MOTIVATING SCENARIO
The European Union research project 4CaaSt 2 aims to create a Cloud platform to design services and compositions based on Cloud-aware building blocks provided by the platform, offer them in a marketplace, and operate them at Internet-scale. The goal of the 4CaaSt platform is to lower the entry barrier for small and medium enterprises by offering an advanced environment, which reduces the effort to create innovative applications leveraging the benefits of Cloud computing. In the scope of 4CaaSt, the Taxi Scenario use case has been defined, where a service provider offers a taxi management software as a service to different taxi companies, i.e., tenants. Taxi company customers, who are the users of the tenant, submit their taxi transportation requests to the company that they are registered with. The taxi company uses the taxi management software to contact nearby taxi drivers. Once one of the contacted taxi drivers has confirmed the transportation request, the taxi management software sends a transport notification containing the estimated arrival time to the customer. Figure 1 provides an overview of the realization of the taxi scenario without using an ESB. The taxi management software is implemented as a BPEL process [7] . The BPEL process leverages the Context Casting Context-Management Framework (C-CAST CMF) 3 , which provides context information about taxi cab locations and taxi driver contact details. Moreover, Google Maps Web Services [8] provide distance calculations between the location of a taxi cab and the pick up location. All components of the taxi booking service are Web applications deployed in a Servlet Container. Additionally, the BPEL engine Orchestra [9] is deployed as a Web application, executing the taxi service provider process. As the service endpoints of the C-CAST CMF and the Google Maps Web Services are incompatible with the BPEL process, two adapter applications mediate between the BPEL process and these external services. All applications communicate via point-to-point messaging connections.
Introducing an ESB as the messaging middleware (Figure 2 ) enables loose coupling and provides a more flexible integration solution by avoiding hard-coded point-to-point connections. This makes the monitoring, management, and maintenance of the taxi application easier and more effective. Furthermore, enabling multi-tenancy at the ESB level allows multiple taxi companies to use the same taxi application offered as a service by a single provider (using customized GUIs for their customers and drivers if required) as shown in Figure 2 . Apart therefore from allowing taxi companies to outsource the development, deployment, operation, and management of such an application to a service provider, this solution also maximizes the benefits on the provider side. For this reason, the 4CaaSt project takes special care in developing a multi-tenant ESB as an essential building block of its PaaS offering.
III. REQUIREMENTS FOR MULTI-TENANT ESBS
In the following, we discuss the requirements for multitenancy of ESBs solutions as a key component of the PaaS model. For this purpose we first discuss how multitenancy affects the PaaS model in general, before refining the discussion further for ESBs.
A. Multi-tenancy in the PaaS Delivery Model
Discussing multi-tenancy requires that the views of all involved parties are considered, namely both the providers and the consumers of multi-tenant aware services and applications. From the providers' point of view, multi-tenancy allows to maximize the utilization of provided resources and therefore enables maximization of profit. For service consumers, multi-tenancy has to be largely transparent, apart from providing access credentials when using the service or application. More importantly, consumers must have the impression that they are the only ones using the multi-tenant service or application, without suffering from side effects caused by other consumers regarding, e.g., quality of services. Finally, consumers need to be provided with customization capabilities, such as taxi company-specific Web interfaces in the Taxi Scenario.
The three Cloud service models (I-,P-and SaaS) differ significantly in the granularity of the functionality provided to the consumer, and the required capability of the consumer to manage and control the underlying Cloud infrastructure. The responsibility of the provider and the effort of the consumer to enable multi-tenancy is therefore different, depending on the chosen Cloud service model. PaaS in particular, is the Cloud service model where the responsibility and effort of provider and consumer are nearly the same with respect to our definition of multi-tenancy. The exact effort of the consumer depends on the scenario and the application to be realized. The consumer is responsible to enable multitenancy of the application and the corresponding artifacts deployed on the platform; for example, the database schema used has to support multi-tenancy natively [10] . The provider has to enable multi-tenancy for the hardware resources and infrastructure, as well as the platform on which the various applications are deployed. Furthermore, for the sake of backward compatibility the deployment of non multi-tenant applications has also to be possible, otherwise the target community of the PaaS offering will be limited. Therefore, the service offered via PaaS by the provider has to support the deployment of both multi-tenant and non multi-tenant services and applications.
B. ESB Multi-tenancy requirements
Following the discussion about multi-tenancy of PaaS components, in the context of project 4CaaSt we identified and categorized a set of functional and non-functional requirements for multi-tenant ESBs. Toward this goal we also refined the multi-tenancy characteristics (e.g. tenant awareness) identified in the literature, e.g. [11] , [1] , [2] , [3] . . Both functional and non-functional requirements are taken into consideration for the design of the architecture we present in the following section. Figure 3 provides an overview of our proposal for a generic multi-tenant ESB architecture (ESB MT ), which fulfills the requirements identified in the previous section. More specifically, the three layer ESB MT architecture consists of a Presentation layer, a Business Logic layer, and a Resources layer. In the following we present the components required for each layer of the architecture in a bottom-up fashion.
IV. A MULTI-TENANT AWARE ESB ARCHITECTURE
A. Resources layer
The Resources layer consists of an ESB Instance Cluster and a set of registries. The ESB Instance Cluster bundles together multiple ESB Instances. Each one of these Instances performs the tasks usually associated with traditional ESB solutions, that is, message routing and transformation. In the simplest case, the ESB Instance Cluster may consist of only one (running) ESB Instance handling all tenants and users using an ESB MT implementation. Since this however may create performance issues, in the ESB MT architecture a clustering mechanism similar to the one provided for example by Apache ServiceMix [12] is recommended. 1-4673-4510-1/12 Figure 4 ) and converting to and from a normalized internal format for all incoming and outgoing messages, respectively. Message Processors provide additional business logic internal to the ESB related to message processing such as routing. The Normalized Message Router takes care of the internal routing between Messaging Adapters and/or Message Processors. These components appear under different names in many existing ESB solutions.
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In order to enable multi-tenancy in any ESB solution, these components, and all other components in the ESB architecture, must be multi-tenant aware, i.e. able to operate with multiple tenants and users using the same instance of the ESB. For an ESB Instance in particular, this means that Adapters and Processors are able to handle messages containing tenant and user information, and process such messages accordingly in a multi-tenant manner (FR 1 ). For example, a message may be routed to different endpoints based on the tenant information contained in the message. Additionally, message flows of tenants and users when communicating with an ESB Instance, as well as message flows inside the ESB Instance, must be isolated from the message flows of other tenants and users (NFR 1 ). Furthermore, the Messaging Adapters and Message Processors have to be able to support tenant-and user-specific configurations when required (FR 2 While these interfaces, and all other components of the ESB Instance, are multi-tenant aware, special care has to be taken to ensure backward compatibility (FR 5 ). This means that installation and configuration of non multi-tenant aware Adapters and Processors must still be possible. Processing and routing of non multi-tenant aware messages has to be performed normally, by assigning them for example into a default tenant for this purpose.
Going back to Figure 3 , within the Resource layer we also introduce three different types of registries. The Service Registry stores the services registered with the various ESB Instances, as well as the configuration of the Messaging Adapters and Message Processors installed in each ESB Instance in the ESB Instance Cluster (Figure 4 ) in a tenantisolated manner [10] (FR 2 ). Currently we are focusing on the approach that each ESB instance of the ESB Instance Cluster has the same messaging adapters and message processors installed. As the messaging adapters and message processors are common, and in order to offer the possibility of horizontal scalability support [13] , a load balancer (not shown in Figure 3 ) must retrieve the required configurations from the Service Registry and deploy them when starting an additional ESB instance, e.g., to cover increased load. As we propose to share the Service Registry with other PaaS components, e.g., composition engines (FR 4 ), and for the sake of reusability (NFR 3 ), we recommend to realize the Service Registry as a database cluster to avoid performance bottlenecks.
The Tenant Registry stores a set of users for each tenant and the corresponding unique identifiers (FR 1 ). Additionally, each tenant and user may have associated properties such as tenant or user name represented as key-value pairs (NFR 3 ). The Configuration Registry stores all configuration data 978-1-4673-4510-1/12/$31.00 ©2012 IEEE 460 created by a tenant and the corresponding users, except from the service registrations and configurations stored in the Service Registry. The Configuration Registry stores for example the configuration of ESB Instances (FR 2 ), the mapping of ESB Instances to tenants (FR 1 ), and the mapping of permissions to roles according to the role-based access control mechanisms offered by the Access Layer component in the next layer (NFR 1 ). When a tenant or user interacts with the multi-tenant ESB system, the data in more than one registry might have to be changed. Consequently all operations and modifications on the underlying resources have to be handled as distributed transactions based on a two-phase commit protocol [14] so that a consistent state of all resources is ensured (NFR 1 ).
B. Business Logic layer
The Business Logic layer contains an Access Layer component, encapsulating the functionality that ensures tenant awareness and security (FR 1 and NFR 2 , respectively). The Access Layer acts as a multi-tenancy enablement layer [1] based on role-based access control [15] . The tenants and their corresponding users have to be identified and authenticated once when the interaction with the ESB is initiated. Afterwards, the authorized access should be managed by the Access Layer transparently. Prior to authentication and identification of tenants and users, the Access Layer component handles authorization by registering tenants and users and granting them access to ESB Instances (NFR 2 ). Therefore, in case of a multi-tenant aware interaction with the system, each tenant and user has to identify themselves by providing a unique tenantID and userID (FR 1 ).
In addition to the Access Layer component, the Business Logic layer also contains a set of Managers (Figure 3 
C. Presentation layer
The Presentation layer contains two components allowing the customization, administration, management, and interaction with an ESB MT implementation: the Web UI and the Web service API. The Web UI offers a customizable interface for human and application interaction with the system, allowing for the administration and management of tenants and users (FR 3 ). The Web service API offers the same functionality as the Web UI, but also enables the integration and communication of external components and applications (NFR 3 ). For both interface mechanisms, security aspects such as integrity and confidentiality of incoming messages must be ensured (NFR 2 ) by, for example, using Web Services Security (WS-Security) for the Web Service API and Secure HTTP connections for the Web UI. A discussion on the particular mechanisms to be used for this purpose is outside of the scope of this work.
V. REALIZATION & EVALUATION
A proof-of-concept realization of the ESB MT architecture is provided as a deployment diagram in Figure 5 . The realization is based on the open source ESB Apache ServiceMix version 4.3.0 (hereafter referred to simply as ServiceMix) [12] and components and libraries being reused are marked in gray. ServiceMix is based on the OSGi Framework [16] . OSGi bundles realize the ESB functionality complying to the JBI specification [17] .
ServiceMix is provided with several JBI components. Binding Components (BCs) are Messaging Adapters (in the sense of Figure 4 ) supporting various protocols such as SOAP over HTTP, FTP, or JMS. Service Engines (SEs) are JBI components providing additional business logic within the ESB. For example, the SE for Apache Camel [18] enables usage of Enterprise Integration Patterns [19] . In this sense they serve as the Message Processors in our architecture.
The original ServiceMix BC for HTTP version 2011.01 and the original Apache Camel SE version 2011.01 were extended in our prototype in order to support multi-tenancy (see the servicemix-http-mt and servicemix-caml-mt components in Figure 5 ). In addition, ServiceMix was extended by an OSGi-based management service (JMSManagement Service component), which listens to a JMS topic for incoming management messages sent by the Web Application ( Figure 5 ). As the Web Application might modify more then one resources, all operations are handled within distributed transactions. The Web Application itself implements the Presentation and Business Logic layers of ESB MT ( Figure 3 ) and is running in the Java EE 5 application server JOnAS version 5.2.2 [20] , which can manage distributed transactions. As the management components of the underlying resources are implemented as EJB components, we use container-managed transaction demarcation, which allows the definition of transaction attributes for whole business methods, including all resource changes [21] .
As many JBI containers deployed on several ServiceMix instances can be involved in the distributed transactions, and the distributed transaction can contain many JBI containers, this might lead to a performance bottleneck. Hence, the Web application subdivides the transaction to the JBI containers using messaging with guaranteed delivery [19] . If the message is persistently stored in the message topic, the distributed transaction will commit. Afterwards, each JBI container acts as selective, transactional, and durable subscriber. A transaction between each corresponding JBI container and the topic ensures that the message is successfully processed before being deleted from the topic. For JMS messaging we use Apache ActiveMQ version 5.3.1 [22] . The ServiceRegistry, TenantRegistry, and ConfigurationRegistry components are realized based on PostgreSQL version 9.1.1 [23] . The AccessLayer of the Web Application applies the Session Façade pattern [24] , which is a design pattern for EJB projects encapsulating business logic in order to minimize the number of calls to the EJB container. The Web Service API of the Web Application is based on the Java API for XML-Based Web Services version 2.0 [25] . The WebGUI has been specified and designed based on JavaServer Faces version 1.2 [26] , but the implementation is still ongoing.
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The evaluation of the realization of the architecture within the context of 4CaaSt is based on the Taxi Scenario introduced in Section II. For this purpose, we implemented the motivating scenario discussed in Section II for two taxi companies (tenants). Both companies are using the same taxi management application hosted by the 4CaaSt platform. The application provides an interface for their registered customers and drivers (users) that is customizable by the companies on demand. Using this interface, the customer can request a taxi by providing the necessary information through, e. g., a smartphone device.
The customer request is then forwarded to the two nearest drivers and pops up in their GUIs (as shown in Figure 6 ). The first driver that confirms the request is assigned to the customer. The driver further has the option to get routing information to the designated pick up location through an integration with Google Maps Web Services. Based on the distance between the driver and the pick up location, the customer receives a notification containing the estimated pick up time. All messaging between services in the scenario as shown in Figure 2 is handled by our realization of the ESB MT architecture discussed above. A video demonstrating the taxi application in action is available at http://tiny.cc/4caast taxi video. We are currently in the process of evaluating the performance of our ESB 
VI. RELATED WORK
The central component of each SOA realization is the ESB, which connects service providers to service consumers, mediates messages between them, and supports the essential concept of loose coupling [5] , [6] . For this reason, in [27] we surveyed a number of existing ESB solutions and evaluated their multi-tenancy. More specifically, we evaluated Apache ServiceMix, Microsoft BizTalk Server, JBoss ESB, Mule ESB, OW2 Petals ESB, IBM WebSphere ESB, and WSO2 ESB.
Our investigation showed that the surveyed ESB solutions in general lack in support of multi-tenancy [27] . Even in the case of products like IBM WebSphere ESB [28] and WSO2 ESB [29] where multi-tenancy is part of their offerings, multitenancy support is implemented either based on proprietary technologies like the Tivoli Access Manager (in the former case), or by mitigating the tenant communication and administration on the level of the message container (Apache Axis2 [30] in the latter case). In either case, the used method can not be applied to other ESB solutions and as a result no direct comparison of the applied multi-tenancy enabling mechanisms can be performed.
In addition to ESB solutions we also investigated the PaaS offering Force.com operated by Salesforce.com [31] regarding multi-tenancy. Force.com is an application development platform focusing on multi-tenancy requirements tenant-based deployment and configuration as well as performance isolation. In contrast to the architecture we propose, Force.com is a meta data-driven architecture. Thus, when a customer requests for example the business application of a tenant, all components of the application are created dynamically based on meta data. Sharing is therefore achieved only on platform level, and not on application level, which makes this solution not truly multi-tenant based on our definition of multi-tenancy.
The approach presented in this paper differs from existing approaches by integrating multi-tenancy independently from the implementation into the ESB. Therefore, our solution can also be applied and reused to enable multi-tenancy for other PaaS offerings, e.g., composition engines. Moreover our architecture realizes a broader range of functional and non-functional multi-tenancy requirements, in contrast to the existing approaches focusing on a subset.
VII. OUTLOOK AND FUTURE WORK
Multi-tenancy on the PaaS level allows service providers to offer multiple tenants customizable versions of the same version for consumption by their users. ESB solutions have become ubiquitous in the last years for enterprise environments and as such enabling multi-tenancy for ESBs is essential. The requirements for this effort, as identified by the literature and in the context of European Union's project 4CaaSt, span from functional (e.g. tenant awareness and tenant-specific interfaces) to non-functional (e.g. tenant isolation). In order to address these requirements we propose the generic, implementation-agnostic ESB MT architecture in three layers (presentation, business logic, and resources), which also allows for extensibility and reusability of its components by other PaaS building blocks, e.g. orchestration engines. As we demonstrate by means of a proof-of-concept realization, ESB MT can be realized in a straightforward manner using open source technologies, validating our approach and allowing for further evaluation of our work in the future.
In particular, we are already working on evaluating the performance of our multi-tenant ESB implementation using different workload profiles for the Taxi Scenario application, and compare it with that of a similar non multi-tenant ESB solution under equivalent load. In addition, for the same workloads we will also monitor and compare the resource requirements for multi-tenant and non multi-tenant solutions so we can demonstrate quantitatively the benefits of multi-tenancy on the ESB level. Furthermore, and for purposes of completeness, we are working on finalizing the implementation of the Web GUI component as discussed in Section V. Finally, we plan to investigate how horizontal scalability [13] can also be enabled for solutions implementing the ESB MT architecture in order to offer a fully Cloud-ready ESB solution.
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