Abstract. We consider controller-stopper problems in which the controlled processes can have jumps. The global filtration is represented by the Brownian filtration, enlarged by the filtration generated by the jump process. We assume that there exists a conditional probability density function for the jump times and marks given the filtration of the Brownian motion and decompose the global controller-stopper problem into controller-stopper problems with respect to the Brownian filtration, which are determined by a backward induction. We apply our decomposition method to indifference pricing of American options under multiple default risk. The backward induction leads to a system of reflected backward stochastic differential equations (RBSDEs). We show that there exists a solution to this RBSDE system and that the solution provides a characterization of the value function.
Introduction
The problem of pricing American options and the very closely related stochastic control problem of a controller and stopper either cooperating or playing a zero-sum game has been analyzed extensively for continuous processes. In particular, [18] considers the super-hedging problem; [19] , [20] , [21] , and [4] consider the controller-stopper problems, and [24] resolves the indifference pricing problem using the results of [19] . We will consider the above problems in the presence of jumps in the state variables.
The stochastic control problems in the above setup can be solved by Hamilton-Jacobi-Bellman integro-differential equations in the Markovian setup, or by Reflected Backward Stochastic Differential Equations (RBSDEs) with jumps, generalizing the results of [13] , which we will call the global approach. We prefer to use an alternative approach in which we convert the problem with jumps into a sequence of problems without jumpsà la [2] , which uses this result for linear pricing of American options, and [25] which uses this approach to solve indifference pricing problems for European-style optimal control problems with jumps under a conditional density hypothesis.
One may wonder what the local approach we propose brings over the global approach in financial applications. Indeed, in the second part of the paper, where we give an application of the decomposition results of controller-stopper games to indifference pricing of American options, one may use the methods in [8] and [24] to convert the original problem into a dual problem over martingale measures which could be represented as a solution of an RBSDE with jumps or integro-PDEs for a non-linear free boundary problem. Compared to this global approach, what we propose has several advantages:
(a) Our method tells us how to behave optimally between jumps. For instance, our stopping times are not hitting times. They are hitting times of certain levels between jumps. But these levels change as the jumps occur. This tells us how the investor reacts to defaults and changes her stopping strategies. However, the global method can provide little insight into the impact of jumps on the optimal strategies.
(b) Like in [16] and [25] , our decomposition approach allows us to formulate the optimal investment problems where the portfolio constraint set can be updated after each default time, depending on the past defaults, which is financially relevant. Nevertheless, in the global approach the admissible set of strategies has to be fixed in the beginning.
(c) The decomposition result is useful in the analysis of Backward stochastic differential equations (BSDEs) with jumps. For example, [12] uses the decomposition result of [25] to construct a solution to BSDEs with jumps. Similar decomposition results were used earlier by [7] in understanding the structure of control problems in a piece-wise deterministic setting. Also, see [3] for example for the application of the decomposition idea to the solution of a quickest change detection problem.
Following the setup in [16] and [25] we also assume that there are at most n jumps. Assuming the number of jumps is finite is not restrictive for financial modeling purposes. We think of jumps representing default events. The jumps in our framework have both predictable and totally inaccessible parts. That is, we are in the hybrid default modeling framework considered by [9] , [17] and [25] and following these papers we make the assumption that the joint distribution of jump times and marks has a conditional density. For a more precise formulation see the standing assumption in Section 3.
In this jump-diffusion model, we give a decomposition of the controller-stopper problem into controller-stopper problems with respect to the Brownian filtration, which are determined by a backward induction. We apply this decomposition method to indifference pricing of American options under multiple jump risk, extending the results of [25] . The solution of this problem leads to a system of reflected backward stochastic differential equations (RBSDEs). We show that there exists a solution to this RBSDE system and the solution provides a characterization of the value function, which can be thought of as an extension of [11] .
Our first result, see Theorem 2.1 and Proposition 2.3, is a decomposition result for stopping times of the global filtration (the filtration generated by the Brownian motion and jump times and marks). Next, in Section 3, we show that the expectation of an optional process with jumps can be computed by a backward induction, where each step is an expectation with respect to the Brownian filtration. In Section 4, we consider the controller-stopper problems with jumps and decompose the original problem into controller-stopper problems with respect to the Brownian filtration. Finally, we apply our decomposition result to obtain the indifference buying/selling price of American options with jump/default risk in Section 5 and characterize the optimal trading strategies and the optimal stopping times in Theorem 5.4 and Theorem 5.8, which resolves a saddle point problem, which is an important and difficult problem in the controller-stopper games.
Since we work with optional processes (because our optimization problem contains a state variable with unpredictable jumps), we can not directly rely on the decomposition result of [14] in Lemma 4.4 and Remark 4.5, or the corresponding result in [15] (which is for predictable processes and the filtrations involved are right-continuous) from the classical theory of enlargement of filtrations.
(See also Chapter 6 of [26] for an exposition of this theory in English.) It is well known in the theory of enlargement of filtrations that for a right-continuous enlargement, a decomposition for optional process is not true in general; the remark on page 318 of [1] gives a counter example. See also the introduction of the recent paper by [28] . This is because in the case of optional processes the monotone class argument used in the proof of Lemma 4.4 in [14] does not work for the rightcontinuously enlarged filtration. The phenomenon described here is in fact a classical example demonstrating the well-known exchangeability problem between intersection and the supremum of σ-algebras. In our problem we work in an enlarged filtration which is not right-continuous. This allows to get optional decomposition results with respect to the enlarged filtration. On the other hand, since the enlargement is not right-continuous, no classical stochastic calculus tools can be used to solve the problem anymore. Therefore, our approach gives an important contribution to the stochastic optimization literature. Also, as opposed to [14] we consider a progressive enlargement with several jumps and jump marks. On the other hand, our decomposition of the controller-stopper problems into control-stopper problems in the smaller filtration can be viewed as a non-linear extension of the classical decomposition formulas due to Jeulin [14] .
In the rest of this section we will introduce the probabilistic setup and notation that we will use in the rest of the paper.
1.1. Probabilistic setup. As in [25] , we start with (Ω, F, P) corresponding to the jump-free probability space, where F = (F t ) ∞ t=0 is the filtration generated by the Brownian motion, satisfying the usual conditions. We assume that there are at most n jumps. Define ∆ 0 = ∅ and
which represents the space of first k jump times. For k = 1, . . . , n, let e k be the k-th jump mark taking values in some Borel subset E of Rd. For k = 0, . . . , n, let D k be the filtration generated by the first k jump times and marks, i.e.,
Denote by G k = (G k t ) ∞ t=0 for k = 0, . . . , n, and G = G n . (One should note that these filtrations are not necessarily right continuous. When we look at the supremum of two σ algebras, the resulting σ algebra does not have to be right continuous. This is due to the famous exchangeability problem between the intersection and the supremum of two σ algebras.) Then (Ω, G k , P) is the probability space including at most the first k jumps, k = 0, . . . , n. Let (Ω, G, P) = (Ω, G n , P) which we refer to as the global probability space. Note that for k = 0, . . . , n, we may characterize each element in Ω as (ω 1 , θ 1 , . . . , θ k , e 1 , . . . , e k ), when the random variable we consider is G k ∞ -measurable, where ω 1 is viewed as the Brownian motion argument and G k ∞ = ∪ ∞ t=0 G k t , see page 76 in [6] . Next we will introduce some notation that will be used in the rest of the paper.
Notation.
• For any (θ 1 , . . . , θ k ) ∈ ∆ k , (ℓ 1 , . . . , ℓ k ) ∈ E k , we denote by
We also denote by ζ ζ ζ k = (ζ 1 , . . . , ζ k ), and ℓ ℓ ℓ k = (ℓ 1 , . . . , ℓ k ). From now on, for k = 1, . . . , n, we use θ k , θ θ θ k , e k , e e e k to represent given fixed numbers or vectors, and ζ k , ζ ζ ζ k , ℓ k , ℓ ℓ ℓ k to represent random jump times or marks.
• P F is the σ-algebra of F-predictable measurable subsets on R + × Ω, i.e., the σ-algebra generated by the left-continuous F-adapted processes.
is the σ-algebra of F(resp.G)-optional measurable subsets on R + × Ω, i.e., the σ-algebra generated by the right-continuous F(resp.G)-adapted processes.
e e k , we denote X as X = X(ω 1 , θ θ θ k , ℓ ℓ ℓ k ) = X(θ θ θ k , ℓ ℓ ℓ k ). Similar notations apply for any G k -adapted process (Z t ) t≥0 and its stopped version Z τ , where τ is a G k -stopping time.
• A[t, T ] := K : F-adapted continuous increasing,
• We use eq(H, f ) s≤t≤T to represent the RBSDE
and EQ(H, f) s≤t≤T to represent the RBSDE
2. Decomposition of G-stopping times 
for some (τ 0 , . . . , τ n ), where τ 0 is an F-stopping time, and
Proof. If τ has the decomposition (2.1), then
For k = 1, . . . , n, since {τ k < ζ k+1 } ∈ G τ k , and
Similarly we can show {τ 0 < ζ 1 } ∩ {τ 0 ≤ t} ∈ G t and
If τ is a G-stopping time, we will proceed in 3 steps to show that it has the decomposition (2.1).
Step 1: We will show that for any discretely valued G-stopping time
where 0 ≤ a 1 < a 2 < . . . < a ∞ = ∞ and (A i ∈ G a i ) 1≤i≤∞ is a partition of Ω, there exists a
To complete Step 1, we need the following lemma:
Moreover, (Ã i ) 1≤i≤∞ can be chosen to be mutually disjoint.
Proof of Lemma 2.2. Since for
we have
which proves the existence result in Lemma 2.2. Now suppose (Ā i ∈ G k a i ) 1≤i≤∞ are the sets such that (2.4) holds. DefineÃ 1 =Ā 1 ,Ã ∞ = ∅, and
Therefore,Ã m+1 ∩ {a m+1 < ζ k+1 } =Ā m+1 ∩ {a m+1 < ζ k+1 }, and thus (Ã i ∈ G k a i ) 1≤i≤∞ are the disjoint sets such that (2.4) holds. This completes the proof of Lemma 2.2. Now let us continue with the proof of Theorem 2.1. From Lemma 2.2, we have
where
Step 2: We will show that for any G-stopping time τ , there exists a G k -stopping time τ k , such that (2.3) holds. Define the G-stopping times
By
Step 1, there exists a G k -stopping time τ k m , such that
Define τ k := lim sup m→∞ τ k m . Since τ m ց τ , by taking "lim sup" on both side of (2.5), we have (2.3).
Step 3: From Step 2, we know that for any G-stopping time τ , there exists τ 0 , τ 1 , . . . , τ n−1 being F, G 1 , . . . , G n−1 -stopping times respectively, such that (2.3) holds, for k = 0, . . . , n − 1. Let τ n := τ , then we have
We will modify the decomposition so that it satisfies (2.2). For
and letτ 0 := τ 0 . Then for k = 1, . . . , n,τ k ≥ ζ k , and
Therefore, we have
This ends the proof of Theorem 2.1.
In the rest of the paper, we will use the notation τ ∼ (τ 0 , . . . , τ n ) for the G-stopping time τ if it has the decomposition from (2.1). The next result shows that the decomposition of τ in (2.1) is unique, in the sense that the terms in the sum of τ 's representation are the same even for different (τ 0 , . . . , τ n )'s in the representation. (Note that one can modify the stopping times τ i after the jump times ζ i+1 .)
. . , n − 1. In the set A i , we have τ = τ i , which implies ζ i ≤ τ < ζ i+1 , and thus
and (B i ) n i=0 are mutually disjoint respectively, and
The last proposition generalizes the decomposition result given in Theorem (A2.3) of [7] on page 261 (also see Theorem T33 of [5] on page 308) from the stopping times of piecewise deterministic Markov processes to the stopping times of jump diffusions. 
Proof. If τ has the decomposition, then on the set
Conversely, let τ ∼ (τ 0 , . . . , τ n ) be a G-stopping time satisfying τ ≤ T . Letτ 0 := τ 0 , and
for k = 0, . . . , n. It can be shown thatτ k is a G k -stopping time. Then for k = 1, . . . , n − 1,
Similarly, ζ n ≤ τ ⇒τ n = τ n . Therefore,
Easy to see A 0 = B 0 and A n ⊃ B n . Now for k = 1, . . . , n − 1,
Hence, for k = 1, . . . , n − 1,
Decomposition of expectations of G-optional processes
The main result in this section is Theorem 3.3, which shows that the expectation of a stopped G-optional process can be calculated using a backward induction, where each step is an expectation with respect to the Brownian filtration. Standing Assumption: For the rest of the paper, we assume there exists a conditional probability density function α ∈ O F (∆ n , E n ), such that
where dθ k is the Lebesgue measure, and η(de k ) is some probability measure which may depend on (θ θ θ k−1 , e e e k−1 ) (e.g., transition kernel), for k = 1, . . . , n. We also assume that the map t → α t is right continuous and
Following [25] , let us set α n t (θ θ θ n , e e e n ) = α t (θ θ θ n , e e e n ), and
, e e e k , e k+1 ) dθ k+1 η(de k+1 ), k = 0, . . . , n − 1.
Note that α = 0 when θ 1 , . . . , θ n are not in an ascending order. As a result, for k = 0, . . . , n − 1,
. . .
α t (θ θ θ n , e e e n ) dθ n . . . dθ k+1 η(de n ) . . . η(de k+1 ).
Hence P[ζ 1 > t|F t ] = α 0 t , and for k = 1, . . . , n − 1,
Therefore, α k can be interpreted as the survival density of ζ k+1 . Let us recall the following lemma from [25] .
Lemma 3.1. Any process Z = (Z t ) t≥0 is G-optional if and only if it has the decomposition:
A similar decomposition result holds for any Gpredictable process.
We will use the notation Z ∼ (Z 0 , . . . , Z n ) for the G-optional (resp. predictable) process Z from the decomposition (3.4). Let Z ∼ (Z 0 , . . . , Z n ) be a G-optional process, and τ ∼ (τ 0 , . . . , , τ n ) be a G-stopping time. Then from Lemma 3.1 and Proposition 2.3, Z τ has the decomposition:
The following lemma will be used for the rest of the paper:
is an F-stopping time satisfying τ k (θ θ θ k , e e e k ) ≥ θ k and τ k (θ θ θ k , e e e k ) is measurable with respect to (θ θ θ k , e e e k ).
Proof. If τ k (θ θ θ k , e e e k ) is an F-stopping time satisfying τ k (θ θ θ k , e e e k ) ≥ θ k and is measurable with respect to (θ θ θ k , e e e k ), then 1 {τ k (θ θ θ k ,e e e k )≤t}
has the representation from Lemma 3.1. Thus, for fixed (θ θ θ k , e e e k ), 1 {τ k (θ θ θ k ,e e e k )≤t} is F-optional, which implies that τ k (θ θ θ k , e e e k ) is an F-stopping time.
The following theorem is the main result of this section. 
where J 0 , . . . , J n are given by J n (θ θ θ n , e e e n ) = E Z n τ n α n τ n (θ θ θ n , e e e n ) F θn , (θ θ θ n , e e e n ) ∈ ∆ n (T ) × E n , (3.6)
Proof. For the sake of simplicity, let us assume n = 2. Using (3.6) and (3.7), plugging J 2 into J 1 , and then J 1 into J 0 , we obtain
On the right side of the equation above, let us denote the fist term by I, the second term by II, and the third term by III. We can show that
For fixed (θ 1 , θ 2 , e 1 , e 2 ) ∈ ∆ 2 × E 2 , from Proposition 2.3, we have
We will show in two steps that J 0 = E[Z τ ].
Step 1:
where the second equality above follows from Proposition 2.1 in [25] .
Step 2: In general, let τ be any finite G-stopping time. Define 
Thanks to (3.2) and the right continuity of Z t and α t , by sending m → ∞, we get
Then letting N → ∞, the result follows.
Remark 3.4. When the Brownian motion and the jumps are independent, (3.2) and the right continuity of α t in the Standing Assumption trivially holds. In this case, Theorem 3.3 still holds if the assumption of the right continuity of Z t is removed. In fact, it follows directly from the expectation under the product probability measure that
The same applies for Theorem 4.2 and Proposition 4.4. A control is a G-predictable process π ∼ (π 0 , . . . , π n ), where
Decomposition of G-controller-stopper problems
π k ∈ P F (∆ k , E k )
is valued in a set
A k in some Euclidian space, for k = 0, . . . , n. We denote by P F (∆ k , E k ; A k ) the set of elements in P F (∆ k , E k ) valued in A k , k = 0, . . . , n. We require that all the G-stopping times we consider here are valued in [0, T ], where T ∈ (0, ∞] is a given constant. A trading strategy is a pair of a control and a G-stopping time. We will use the notation (π, τ ) ∼ (π k , τ k ) n k=0 for the trading strategy if π ∼ (π 0 , . . . , π n ) and τ ∼ (τ 0 , . . . , τ n ). A trading strategy (π, τ ) ∼ (π k , τ k ) n k=0 is admissible, if for k = 0, . . . , n, (π k , τ k ) ∈ A k × T k , where A k is some seperable metric space of P(∆ k , E k ; A k ), and T k is some set of finite G k -stopping times. By Proposition 2.4, we let T k be such that for any τ k ∈ T k , τ k (θ θ θ k , e e e k ) ≤ T whenever θ k ≤ T . Note that A k and T k may depend on each other in general. We denote the set of admissible trading strategies by A G × T G .
The following lemma will be used for the measurable selection issue later on.
Lemma 4.1. For k = 0, . . . , n, define the metric on T k in the following way:
Then T k is a separable metric space.
Proof. Since for any G k -stopping time τ k , e −t 1 {τ k ≤t} is a G k -adapted process in L 1 ([0, ∞) × Ω), the conclusion follows from the separability of L 1 , see [27] .
Following [25] , we describe the formulation of a stopped controlled state process as follows:
• Controlled state process between jumps:
(θ θ θ k , e e e k ) = β, ∀β F θ k -measurable.
• Jumps of controlled state process: we have a collection of maps Γ k on R + ×Ω×R d ×A k−1 ×E,
• Global controlled state process:
• Stopped global controlled state process: given a trading strategy (π, τ ) ∼ (π k , τ k ) n k=0 in A G × T G , let X x,π be the process from (4.1), then the stopped controlled state process is:
Assume U ∼ (U 0 , . . . , U n ) is bounded (nonnegative, nonpositive), O G ⊗ B(R d )-measurable which gives the terminal payoff U t at time t . Consider the two types of the controller-stopper problems:
We require that for any x ∈ R d and admissible control π, the map t → U t (X V n (x, θ θ θ n , e e e n ) = ess sup τ n ∈T n ess sup
, θ θ θ n , e e e n ) · α n τ n (θ θ θ n , e e e n ) F θn , (θ θ θ n , e e e n ) ∈ ∆ n (T ) × E n , V k (x, θ θ θ k , e e e k ) = ess sup
, e k+1 ), θ θ θ k , θ k+1 , e e e k , e k+1 η(
Remark 4.3. In Equation (4.5), the first term
, θ θ θ k , e e e k ) · α k τ k (θ θ θ k , e e e k ) can be interpreted as the gain when there are no jumps between θ k and τ k , which is measured by the survival density
, e k+1 ), θ θ θ k , θ k+1 , e e e k , e k+1 η(de k+1 )dθ k+1
can be understood as the gain when there is a jump at time θ k+1 between θ k and τ k .
Proof of Theorem 4.2. For
, θ θ θ n , e e e n ) · α n τ n (θ θ θ n , e e e n ) F θn , (θ θ θ n , e e e n ) ∈ ∆ n (T ) × E n ,
, e k+1 ), θ θ θ k , θ k+1 , e e e k , e k+1 , π, τ η(
, θ θ θ k , e e e k , π, τ ), k = 0, . . . , n. From the decomposition (4.2), we know that (Ī k ) n k=0 satisfy the backward induction formula:
I n (θ θ θ n , e e e n ) = E U n τ n (X n τ n , θ θ θ n , e e e n ) · α n τ n (θ θ θ n , e e e n ) F θn ,
From Theorem 3.3 we have that
Define the value function processes (4.7) V k (x, θ θ θ k , e e e k ) := ess sup
is consistent with its definition in (4.3) from (4.6). Then it remains to show thatV k = V k for k = 0, . . . , n. For k = n, since I n (x, θ θ θ n , e e e n , π, τ ) in fact only depends on (π n , τ n ), we immediately haveV n = V n .
, e k+1 ), θ θ θ k , θ k+1 , e e e k , e k+1 η(de k+1 )dθ k+1 F θ k ≤V k (x, θ θ θ k , e e e k ), which implies that V k ≤V k . Conversely, given x ∈ R d and (θ θ θ k , e e e k ) ∈ ∆ k (T ) × E k , let us prove V k (x, θ θ θ k .e e e k ) ≥V k (x, θ θ θ k , e e e k ). Fix (π k , τ k ) ∈ A k × T k and the associated controlled process X k,x,π k , from the definition of V k+1 , we have that for any ω ∈ Ω and ǫ > 0, there exists (π ω,ǫ , τ ω,ǫ ) ∈ A G × T G , such that it is an ǫe −θ k+1 -optimal trading strategy for V k+1 (·, θ θ θ k , e e e k ) at ω,
, e k+1 ) . By the separability of the set of admissible trading strategies from Lemma 4.1, one can use a measurable selection argument (e.g., see [29] 
, dt⊗ dP-a.e. and τ ǫ (ω) = τ ω,ǫ (ω), a.s., and thus
, e k+1 ), θ θ θ k , θ k+1 , e e e k , e k+1 − ǫe
, e k+1 ), θ θ θ k , θ k+1 , e e e k , e k+1 , π ǫ , τ ǫ , a.s.
Consider the admissible trading strategy (π ǫ ,τ ǫ ) with the decompositioñ
Since I k+1 (x, θ θ θ k+1 , e e e k+1 , π, τ ) depends on (π, τ ) ∼ (π j , τ j ) n j=0 only through their last components (π j , τ j ) n j=k+1 , we have
, e k+1 ), θ θ θ k+1 , e e e k+1 ,π
, e k+1 ), θ θ θ k+1 , e e e k+1 η(de k+1 )dθ k+1 F θ k − ǫ, Therefore, V k ≥V k , from which the claim of the theorem follows. Now let us consider the value function V 0 in (4.4). We have the following result:
Proposition 4.4. Define value functions (V k ) n k=0 as V n (x, θ θ θ n , e e e n ) = ess sup
Proof. Given π ∼ (π 0 , . . . , π n ) in A G , definẽ V n (x, θ θ θ n , e e e n , π) = ess inf
, θ θ θ n , e e e n ) · α n τ n (θ θ θ n , e e e n ) F θn , (θ θ θ n , e e e n ) ∈ ∆ n (T ) × E n , V k (x, θ θ θ k , e e e k , π) = ess inf
, e k+1 ), θ θ θ k , θ k+1 , e e e k , e k+1 , π η(
Define V k (x, θ θ θ k , e e e k ) := ess sup π∈A GṼ k (x, θ θ θ k , e e e k , π), (θ θ θ k , e e e k ) ∈ ∆ k (T ) × E k , k = 0, . . . , n.
Then the definition for V 0 above is consistent with (4.4) . Following the proof of Theorem 4.2 we can show V k =V k , k = 0, . . . , n.
Application to indifference pricing of American options
In this section, we apply our decomposition method to indifference pricing of American options under multiple default risk. The main results are Theorem 5.4 and Theorem 5.8, which provide the RBSDE characterization of the indifference prices.
5.1.
Market model. The model we will use here is similar to that in [16] . Let T ∈ (0, ∞) be the finite time horizon. We assume in the market, there exists at most n default events. Let ζ 1 , . . . , ζ n and ℓ 1 , . . . , ℓ n represent the random default times and marks respectively, with α defined in (3.1) as the probability density. For any time t, if ζ k ≤ t < ζ k+1 , k = 1, . . . , n − 1 (t < ζ 1 for k = 0 and t ≥ ζ n for k = n), we say the underlying processes are in the k-default scenario.
We consider a portfolio of d-asset with a value process defined by a d-dimensional G-optional process S ∼ (S 0 , . . . , S n ) from (3.5), where
+ , representing the asset value in the k-default scenario, given the past default times ζ ζ ζ k = θ θ θ k and the associated marks ℓ ℓ ℓ k = e e e k , for k = 0, . . . n. Suppose the dynamics of the indexed process S k is given by
where W is an m-dimensional (P, F)-Brownian motion, m ≥ d, b k and σ k are indexed processes in P F (∆ k , E k ), valued respectively in R d and R d×m . Here, for x = (x 1 , . . . , x d ) ′ ∈ R d , and y = (y 1 , . . . , y d ) ′ ∈ R d×q , the expression x * y denotes the vector (x 1 y 1 , . . . , x d y d ) ′ ∈ R d×q . Equation (5.1) can be viewed as an asset model with change of regimes after default events, with coefficient b k , σ k depending on the past default information. We make the usual no-arbitrage assumption that there exists an indexed risk premium process
Moreover, each default time θ k may induce a jump in the asset portfolio, which will be formalized by considering a family of indexed processes γ k ∈ P(∆ k , E k , E), valued in [−1, ∞), for k = 0, . . . , n−1. For (θ θ θ k , e e e k ) ∈ ∆ k × E k and e k+1 ∈ E, γ k θ k+1
(θ θ θ k , e e e k , e k+1 ) represents the relative vector jump size on the d assets at time t = θ k+1 ≥ θ k with a mark e k+1 , given the past default events (ζ ζ ζ k , ℓ ℓ ℓ k ) = (θ θ θ k , e e e k ). In other words, we have:
(θ θ θ k , e e e k , e k+1 ) , where 1 d is the vector in R d with all components equal to 1.
Remark 5.1. It is possible that after default times, some assets may not be traded any more. Now suppose that after k defaults, there ared assets still tradable, where 0 ≤d ≤ d. Then without loss of generality, we may assume b k (θ θ θ k , e e e k ) = b (θ θ θ k , e e e k ) 0 , σ k (θ θ θ k , e e e k ) = σ k (θ θ θ k , e e e k ) 0 , γ k (θ θ θ k , e e e k , e) = γ k (θ θ θ k , e e e k , e) 0 , whereb(θ θ θ k , e e e k ),σ k (θ θ θ k , e e e k ),γ k (θ θ θ k , e e e k , e) are F-predictable processes valued respectively in Rd, Rd k ×m , Rd. In this case, we shall also assume that the volatility matrixσ k (θ θ θ k , e e e k ) is of full rank. we can then define the risk premium λ k (θ θ θ k , e e e k ) =σ k (θ θ θ k , e e e k ) ′ σ k (θ θ θ k , e e e k )σ k (θ θ θ k , e e e k ) ′ −1b k (θ θ θ k , e e e k ), which satisfies (5.2).
An American option of maturity T is modeled by a G-optional process R ∼ (R 0 , . . . , R n ) from (3.4), where R k t (θ θ θ k , e e e k ) is continuous with respect to t, and represents the payoff if the option is exercised at time t ∈ [θ k , T ] in the k-default scenario, given the past default events (ζ ζ ζ k , ℓ ℓ ℓ k ) = (θ θ θ k , e e e k ), for k = 0, . . . , n.
A control in the d-asset portfolio is a G-predictable process π ∼ (π 0 , . . . , π n ), where π k (θ θ θ k , e e e k ) ∈ P F (∆ k , E k ) is valued in a closed set A k of R d containing the zero element, and represents the amount invested continuously in the d assets in the k-default scenario, given the past default information (ζ ζ ζ k , ℓ ℓ ℓ k ) = (θ θ θ k , e e e k ). An exercise time is a G-stopping time τ ∼ (τ 0 , . . . , τ n ) satisfying τ ≤ T , with the decomposition from Proposition 2.4. A trading strategy is a pair of a control and an exercise time.
For a trading strategy (π, τ ) ∼ (π k , τ k ) n k=0 , we have the corresponding wealth process X ∼ (X 0 , . . . , X n ), where X k (θ θ θ k , e e e k ) ∈ O F (∆ k , E k ), representing the wealth controlled by π k (θ θ θ k , e e e k ) in the price process S k (θ θ θ k , e e e k ), given the past default events (ζ ζ ζ k , ℓ ℓ ℓ k ) = (θ θ θ k , e e e k ). From (5.1) we have
Moreover, each default time induces a jump in the asset price process, and then also on the wealth process. From (5.3), we have
(θ θ θ k , e e e k , e k+1 ).
5.2. Indifference price. Let U be an exponential utility with risk aversion coefficient p > 0:
which describes an investor's preference. We will consider two cases. The first case is that the investor can trade the d-assets portfolio following control π, associated to a wealth process X = X x,π with initial capital X 0 − = x. Besides, she holds an American option and can choose to exercise it at any time τ , τ ≤ T , to get payoff R τ . So the maximum utility she can get (or as close as she want, if not attainable) is:
We callc the indifference buying price of the American option, if
The second case is that the investor trades the d-asset portfolio following control π, while shorting an American option. So she has to deliver the payoff R τ at some exercise time τ , which is chosen by the holder of the option. By considering the worst scenario, the maximum utility she can get (or as close as she want) is:
In this case, we call c the indifference selling price of the American option, if
5.3. Indifference buying price. In this sub-section, we will focus on the problem (5.5). Theorem 5.4 is the main result for this sub-section. 
The notation A G , T G , A k and T k from Section 5 are now specified by the above definition. From Theorem 4.2, V 0 in (5.5) can be calculated by the following backward induction: V n (x, θ θ θ n , e e e n ) = ess sup τ n ∈T n ess sup
k (x, θ θ θ k , e e e k ) = ess sup
(e k+1 ), θ θ θ k+1 , e e e k+1 )η(de k+1 )dθ k+1 |F θ k , (θ θ θ k , e e e k ) ∈ ∆ k (T ) × E k , for k = 0, . . . , n − 1, where
in which α k is given by (3.3).
5.3.1. Backward recursive system of RBSDEs. Following [11] , we expect the value function to be of the following form:
where Y k (θ θ θ k , e e e k ) is an F-adapted process, satisfying the RBSDE eq(H k (θ θ θ k , e e e k ), f k ) θ k ≤t≤T , with f k defined as f k (t, y, z, θ θ θ k , e e e k ) = inf (θ θ θ k , t, e e e k , e) η(de)ds , for k = 0, . . . , n−1 and R n t = exp(pK n t ). From Step 2, (c) Because dK k t = 0 when t ≤τ k , the process ξ k ·∧τ k (x, θ θ θ k , e e e k , e) defined in Step 1 under controlπ k is a local martingale. By considering a localizing F-stopping time sequence (ρ m ) m valued in [θ k , T ], we obtain: (θ θ θ k , t, e e e k , e) η(de)dt
By Fatou's lemma, we get Condition (c) in Definition 5.2 holds.
Step 4: We will show (5.11) holds and (π k ,τ k ) n k=0 is an optimal trading strategy. Consider when k = n. By the admissibility of (π n ,τ n ), the local martingale ξ t∧τ n under the controlπ n is a martingale. Thus,
Along with (5.14) this results in V n (x, θ θ θ n , e e e n ) = ess sup τ n ∈T n ess sup π n ∈A n E U (X n,x τ n + H n τ n (θ θ θ n , e e e n ) F θn ≤ U (x + Y n θn (θ θ θ n , e e e n )) = E U (X n,x τ n + H n τ n (θ θ θ n , e e e n )) F θn ≤ V n (x, θ θ θ n , e e e n ), which implies (5.11) for k = n and the optimality of (π n ,τ n ). We can show (5.11) and the optimality of (π k ,τ k ) for k = 0, . . . , n − 1, similarly using (5.8).
Defineτ k as in (5.18), then dK k t∧τ k = 0, θ k ≤ t ≤ T . Therefore, (ξ k t∧τ k ) θ k ≤t≤T is a local supermartingale. By introducing a localizing sequence of stopping times (ρ m ) m , and then letting m → ∞, we can show for k = 0, . . . , n,
In particular, (θ θ θ n , e e e n ) ≥ ess inf
for any ν n ∈ A n . So (5.19) follows for k = n. Similarly, it holds for k = 0, . . . , n − 1.
Steps 2& 3: Similar to the proof of Theorem 5.4.
Step 4: We will show (5.17) holds and (π, τ ) ∼ (π k ,τ k ) n k=0 is a saddle point. Under the admissible controlπ k , the dynamics of (ξ k ) k defined in ( By the definition and admissibility ofπ n , we can show that under controlπ n , ξ n t∧τ n is a martingale. Thus from (5.23) we have
And from (5.22) we have
Thus, (π n ,τ n ) is a saddle point. Similarly, it can be shown that the corresponding conclusions hold for k = 0, . . . , n − 1 using (5.16).
