Abstract-Single-sensor multispectral cameras, that sample spectral channels using a multispectral filter array, have recently emerged. They provide a raw image in which each channel is spectrally sampled pixel-wise according to the filter array pattern. A demosaicing procedure is then needed to estimate a multispectral image with full spectral resolution. The usefulness of intensity-based demosaicing has been shown in a previous work. In this paper, we both propose an intensity-based adaptation of the Binary Tree-based Edge-Sensing method for raw images with no dominant spectral band, and a new iterative method that uses the central wavelength distance between spectral bands.
I. INTRODUCTION
In contrast with color imaging, digital multispectral images have higher spectral resolution in the visible and near infrared domains. These images usually reach from four to twenty spectral channels, each one typically matching with a specific and narrow spectral band. For nearly twenty years, multispectral images are acquired by selecting a different optical filter for each spectral channel [1] .
Recently a single-sensor multispectral snapshot technology has emerged [2] [3] [4] . It uses a multispectral filter array (MSFA) to capture a single raw image. The MSFA is made of spectrally selective filters arranged in a periodic mosaic defined by a basic pattern. It provides a raw image in which each channel is spatially sampled according to the pattern. Each pixel in this raw image is characterized by the level of a single channel while the others have to be estimated to recover each channel in full definition. This process, known as demosaicing, is similar in its principle to the estimation of RGB components in singlesensor color cameras fitted with a Bayer color filter array (CFA) [5, 6] . Whereas CFA demosaicing is a well-studied problem for more than thirty years, MSFA demosaicing is a recent subject with new issues.
CFA demosaicing classically uses spatial correlation (correlation between spatially close pixels within a channel) and spectral correlation (correlation between levels of different channels at the same pixel). In multispectral demosaicing, the sparser spatial sampling of each channel weakens the assumption of spatial correlation. Moreover, the finer spectral sampling with narrow spectral bands implies that only spectrally close channels overlap. That weakens the assumption of spectral correlation between spectrally distant channels and introduces new properties: i) spectrally close channels are then more correlated than distant ones [7] and ii) all channels are strongly correlated with the intensity [8] .
Two main contributions are presented in this paper: as the intensity channel carries edge information, we propose to integrate the intensity in an edge-sensing demosaicing scheme. Moreover, we improve the iterative differencebased method of [8] by computing the intensity with spectrally close channels. This paper is organized as follows. First, we present the MSFAs proposed in the literature and the associated demosaicing methods, before we formulate the demosaicing problem for our retained MSFA pattern. Second, we recall the intensity estimation and present our edge sensing and iterative difference-based methods. Finally, we experimentally evaluate the proposed and state of art methods both objectively and with a few visual examples.
II. MSFA DEMOSAICING A. Multispectral filter arrays
Most MSFAs are defined by a basic repetitive pattern and can be generated thanks to a binary tree [9] . Fig. 1 illustrates the kinds of basic patterns that are usually used in MSFA imaging:
• redundant patterns, that exhibit one or more dominant spectral band(s) (see Fig. 1(a) ), or a Green (G) dominant spectral band representing half of the samples (see Fig. 1(b) ); • non-redundant patterns, that do not have any dominant spectral band and are usually square (see Fig. 1(c) ). In this article, we focus on the MSFA based on the pattern with 4 × 4 bands of Fig. 1(c) (hereafter qualified as non-redundant MSFA for short) for two main reasons. First, sampling all spectral bands only once in the basic pattern provides the most compact MSFAs, which allows us to consider a high number of channels (16) with limited estimation errors (as shown in the experimental section). Second, an MSFA with a square non-redundant pattern allows us to mimic IMEC's snapshot multispectral camera [3] , that is-to our knowledge-the sole off-theshelf MSFA-based system available on the market today. 
B. MSFA demosaicing methods
Among multispectral demosaicing methods, only Weighted Bilinear (WB) interpolation and Binary Treebased Edge-Sensing method (BTES) are adapted to any 4 × 4 MSFA. WB only uses spatial correlation by computing a weighted average of neighboring levels, while BTES estimates the non-dominant spectral channels by using edge-sensing weights computed on the estimated dominant ones (spectral correlation). Miao et al. [9] show that BTES gives better demosaicing performances than WB for redundant MSFAs. Note that these performances are similar for non-redundant MSFAs.
Monno et al. propose several methods specific to the basic pattern of Fig. 1(b) : the original algorithm [10] uses an adaptive kernel up-sampling, which is improved in [11] by using a guided filter.
To demosaic raw images provided by non-redundant MSFAs, Wang et al. extend methods designed for the Bayer CFA to MSFA demosaicing. These methods use the discrete wavelet transform [12] , median filtering [13] , and a linear interpolation algorithm [14] . The first approach besides relies on a dominant green channel to estimate the luminance. Aggarwal and Majumdar [15] take the spatial (inter-pixel) correlation into account by learning the interpolation weights from a database. However, the performance of this approach highly depends on the learning database. Brauers and Aach [16] take the spectral (interchannel) correlation into account in a demosaicing algorithm based on the spectral channel differences. Mizutani et al. [7] propose to iterate Brauers and Aach's scheme a number of times given by the spectral proximity of the channel pair involved in each difference, considering that the spectral correlation is stronger between spectrally close channels. We show [8] that the intensity of a multispectral image can be estimated from the raw MSFA image, assuming that the correlation between channels and the intensity is stronger than inter-channel correlation. The proposed method based on intensity differences (ID) [8] outperforms that based on spectral differences (SD) [16] , which holds with iterative versions of these two algorithms (ItID [8] and ItSD [7] ).
C. MSFA Demosaicing problem formulation
According to the MSFA pattern, each pixel p of a raw MSFA image (denoted as I MSF A ) is associated with a single band k ∈ {1, . . . , 16}. Let S be the set of all pixels and S k be the pixel subset where the MSFA samples the band k, such that S = 16 k=1 S k . Then, I MSF A can be seen as a spectrally-sampled version of the reference fully-
At each pixel of I MSF A , only one out of the 16 channels is available and the levels of the 15 others are missing. Demosaicing is then performed on I MSF A to obtain an estimated imagê I with 16 fully-defined channels, among which 15 are estimated at each pixel p:
whereÎ l p , l = k, is the estimated level of channel I l at p. One of the simplest demosaicing schemes estimates the missing levels at each pixel thanks to a weighted average of neighboring levels. The WB interpolation can be implemented in two steps [16] :
• First, for each channel index k, it builds a sparse raw imageĨ k that contains the available raw levels at pixels in S k and zero elsewhere. This can be formulated as:Ĩ
where denotes the element-wise product and m k is a binary mask defined at each pixel p by:
• Second, it interpolates each channel as:
where * is the convolution operator, and H is a low-pass filter defined according to the 4 × 4 nonredundant MSFA pattern of Fig. 1(c) : 
III. INTENSITY-BASED METHODS

A. Intensity estimation
We define the intensity level I M p at each pixel p of a fully-defined multispectral image as the average level over all channels:
In a previous work [8] , we show that the intensity can be estimated from the MSFA raw image as:
Figure 2. Estimation ofÎ k in four steps by BTES method. At each step t, the subset of pixels whose levels are known or previously estimated are displayed in black. The subset of pixels whose levels are estimated at t are displayed in gray. Considering a pixel p to be estimated, the pixels used to compute the weight ωq at neighbor q are q itself and those marked with a dotted cross.
where M is a 5 × 5 normalized convolution filter: 
This filter is designed to take each channel into account with the same contribution, and its size is that of the smallest odd-size window that includes each channel at least once in the raw image. The estimated intensityÎ M is used to set up two demosaicing methods: intensity differences (ID) and iterative intensity differences (ItID).
Here, we propose to use the intensity to improve both BTES method for non-redundant MSFAs and ItID method by using the spectral distance between channels.
B. BTES for non-redundant MSFAs
Miao et al. [9] propose a demosaicing scheme which, for a 4 × 4 non-redundant MSFA (see Fig. 1(c) ), proceeds in the four successive steps shown in Fig. 2 . For a given channel index k, at each step t, BTES only estimates the levels at the pixels displayed as gray in Fig. 2 from the known or previously estimated pixels (displayed as black). One of these levels is estimated at a pixel p as:
where N p (t) is the subset of the four closest neighbors q of p whose level at step t (denoted asİ k q ) is either available in I MSF A or has been previously estimated. The weights ω q are set to 1 for t ∈ {0, 1}, and are inversely proportional to a local gradient magnitude in the direction given by p and q for t ∈ {2, 3} [9] .
C. Using Intensity in BTES (IBTES)
To compute the weights ω q , Miao et al. take advantage of redundant MSFAs by using the dominant channel (e.g, G in Fig. 1(b) that is estimated as shown in Fig. 2(d) ). We follow the same strategy and use the intensity as a dominant channel. For this purpose we propose the weights of Tab. 1 that considers all the possible cases occurring with a 4×4 non-redundant MSFA. Fig. 2 shows the pixels used to compute these weights as dotted crosses on two examples: the first diagonal direction (for t ∈ {0, 2}) and the horizontal direction (for t ∈ {1, 3}). Among them, the pixels that do not overlie black (known) pixels at t < 3 have unknown levels. We then replace them by the levels of the estimated intensity at the same position (see equations in Tab. 1). Note that each absolute difference involves two levels of the same channel. This intensityadapted method is referred to as IBTES and assessed in Sec. IV.
D. Iterative Intensity difference (ItID)
The ID algorithm [8] consists in adding the estimated intensityÎ M (see Eq. (7)) and the difference planeΔ k between any channel with index k and the intensity:
whereΔ k results from the bilinear interpolation (see Eq. (4)) of the sparse difference between MSFA raw data and the estimated intensityÎ M at the pixels in S k :
Once an initial fully-defined imageÎ(0) = {Î
is estimated by ID (see Eq. (19)), ItID iteratively updates the intensity estimation using previously estimated channels as:Î
and then updates each channel by using the updated intensityÎ M (t) as in Eqs. (19) and (20):
E. Iterative Nearby Channel Difference (ItNCD)
As shown in [7] , spectrally close channels are more correlated than distant ones, and iterating using this property may improve the demosaicing performance. Here, we propose to iterate the ID algorithm by updating the intensity as an average over the spectrally closest channels rather than all channels like in ItID.
Specifically, we estimate the intensity in a different way for each channel by using its previously estimated level and those of the two closest channels. From the initial fully-defined imageÎ(0) estimated by ID, this new Iterative Nearby Channel Difference (ItNCD) algorithm uses two steps for each iteration t > 0: 
k=1 that estimate the intensity as:
(23) • Second, it computes each channelÎ k (t) using the estimated intensityÎ M k (t) as: 
IV. IMPLEMENTATION ON MULTISPECTRAL IMAGES
A. Reference and MSFA image simulation
We perform the following experiments on the 32 multispectral images of size 512 × 512 pixels from the CAVE database [17] . Each image includes full spectral resolution reflectance data from 400 nm to 700 nm with a step of 10 nm. To be consistent with a 4×4 non-redundant MSFA pattern, we select 16 channels such that the wavelength center of each channel ranges from 400 to 700 nm with a step of 20 nm. These channels are rendered with the CIE D65 illuminant to get radiance data, then quantized on 8 bits. Finally, each reference image is a set of 16 radiance channels, where channel I 1 matches with the wavelength 400 nm and channel I 16 matches with the wavelength 700 nm. The reference image is then spectrally sampled with the MSFA pattern of Fig. 1(c) to simulate a raw MSFA image.
The quality of an estimated image is evaluated by computing the average Peak Signal-to-Noise Ratio (PSNR) between the reference and estimated images as:
(25) To avoid border effects, we only ignore 13 border pixels of both images in PSNR computation.
B. Number of iterations
To determine the best number of iterations N , we assess the PSNR (averaged over the 32 images) reached by ItID and ItNCD methods with respect to N when N ranges from 0 to 100. The results (see Fig. 3) show that iterating ID first improves the demosaicing quality but then noticeably deteriorates it for more than 10 iterations, up to a deterioration of ID performances by 1.22 dB for 100 iterations. This is because ItID uses information from distant channels to compute the intensity, hence generating edge artifacts, that become prominent after 10 iterations. In contrast, using the intensity of nearby channels in ItNCD continuously improves ID performances, reaching an improvement of 2.03 dB for 100 iterations. Note that ItNCD always provides better PSNR than ItID. For the rest of our experiments, we set N ItID = 7 and N ItNCD = 20 since ItID reaches its maximum value after 7 iterations and ItNCD reaches 75% (1.5 dB) of its maximum improvement of ID after 20 iterations.
C. Assessment of demosaicing methods
We compare the performances reached by our proposed two methods (IBTES and ItNCD) with those provided by state-of-the-art methods for non-redundant MSFAs, namely the Weighted Bilinear (WB), Binary-Tree EdgeSensing (BTES [9] ), Intensity Difference (ID [8] ) and Iterative Intensity Difference (ItID [8] ) methods. Table II shows the PSNR values provided by the six methods for the 32 images of CAVE database, the highest PSNR for each row being highlighted in bold font. These results show that BTES provides similar PSNR than WB. Using intensity in IBTES improves the PSNR of BTES by 1.65 dB on average and at least by 0.67 dB on each image. IBTES also provides better results than ID for 15 out of the 32 images and gives similar average results than ID. Let us examine the performances reached by the two iterative methods. ItNCD provides the best result for all the images except one. Moreover, we can see that ItNCD improves the PSNR of ItID by 0.83 dB since this method uses the intensity of nearby channels instead of all channels. Finally, iterating ID with ItNCD provides an improvement of 1.50 dB.
To visually compare the results of the six methods, we have selected a central area of channel I 9 (at central wavelength 560 nm) of the "Egyptian statue" and "Beads" CAVE images (see Fig. 4 ). The images estimated by WB and BTES are strongly blurred and have severe edge distortions. By using edge information of the intensity in IBTES, these artifacts are fairly reduced. The ID method fairly restores the sharpness of the reference image at the cost of visual artifacts. This sharpness but also the artifacts are accentuated with ItID, whereas ItNCD improves the sharpness effectively without generating so many artifacts.
V. CONCLUSION
This paper presents two main contributions to multispectral demosaicing. First, we adapt BTES scheme (as IBTES) for non-redundant MSFAs considering that the intensity is a dominant spectral channel. Instead of using bilinear interpolation on each channel, IBTES uses edgesensitive weights computed on the intensity estimated from the raw MSFA image. Experimental results show that IBTES improves BTES for our 4 × 4 MSFA and provides estimated images with sharpest edges. Second, by computing a specific intensity defined as the average of close channels for each channel, we propose ItNCD that objectively improves ItID and visually generates fewer artifacts. Future work will focus on how to still improve the intensity estimation for intensity-based demosaicing and on experiments with real data and sensor noise consideration. 
