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Abstract
This paper addresses the problem of Sketch-Based Image
Retrieval (SBIR), for which bridge the gap between the data
representations of sketch images and photo images is con-
sidered as the key. Previous works mostly focus on learn-
ing a feature space to minimize intra-class distances for
both sketches and photos. In contrast, we propose a novel
loss function, named Euclidean Margin Softmax (EMS),
that not only minimizes intra-class distances but also maxi-
mizes inter-class distances simultaneously. It enables us to
learn a feature space with high discriminability, leading to
highly accurate retrieval. In addition, this loss function is
applied to a conditional network architecture, which could
incorporate the prior knowledge of whether a sample is a
sketch or a photo. We show that the conditional information
can be conveniently incorporated to the recently proposed
Squeeze and Excitation (SE) module, lead to a conditional
SE (CSE) module. Extensive experiments are conducted on
two widely used SBIR benchmark datasets. Our approach,
although being very simple, achieved new state-of-the-art
on both datasets, surpassing existing methods by a large
margin.
1. Introduction
Touch-screen devices, such as smartphone and iPad, en-
able users to draw free-hand sketches conveniently. These
sketches are highly iconic, succinct, and abstract represen-
tations, and usually convey richer and more accurate infor-
mation than texts in some scenarios. Consequently, they
spawned many novel applications. One of the most rep-
resentative examples is the Sketch-Based Image Retrieval
(SBIR), which has attracted significant attention from the
computer vision community during the past decades [14,
47, 34, 22, 51, 32, 22]. For the SBIR task, learning
good representations for both sketches and photos is of vi-
tal importance and is considered as a challenging problem
[47, 48, 34, 28, 29, 38].
∗Corresponding author.
Figure 1. An illustration of the SBIR task. Photos with green/red
border are relevant/irrelevant photos, respectively.
We give an illustrative example of the SBIR task in Fig-
ure 1. Given a query sketch, the objective is to find all of its
relevant photos that are semantically related, e.g, they come
from the same category. This task appears to be easy for
us humans but is very difficult for a machine. The main
challenge comes from the fact that there is a significant
gap between the data representation in the two domains:
the sketches are represented by highly iconic, abstract and
sparse lines, whilst the photos are composed of dense color
pixels with rich texture information.
Recently, many works have been proposed to address
this problem. A popular approach is constructing a good
intermediate representation, i.e., converting photos to edge
maps [47, 34, 22, 51] or translating sketches into the photo
domain using generative models [51]. Another widely
adopted approach is learning a semi-heterogeneous network
in an end-to-end manner [32, 22]. These approaches have
one thing in common – they all aim to find a feature space in
which the gap between sketches and photos is minimized.
Therefore, a loss function, e.g., semantic factorization loss
[22] and semantic loss [51], that aims to minimize the do-
main discrepancy and intra-class distance is usually con-
structed.
In this work, we argue that only minimizing the do-
main discrepancy and intra-class distance is not sufficient
for achieving accurate SBIR. Even the distance (in a cer-
tain feature space) between samples from the same class is
small, it is still possible that there exist irrelevant samples
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near the query sample, leading to poor retrieval results. Mo-
tivated by this intuition, we propose a novel loss function,
named Euclidean Margin Softmax (EMS), that minimizes
the intra-class distance and maximizes the inter-class dis-
tance simultaneously. We show that the EMS loss is able
to yield highly accurate retrieval results, which surpass all
existing algorithms by a large margin.
Further, to accompany the proposed loss function, we
introduce a conditional neural network architecture, that
could incorporate our prior knowledge about which domain
the sample comes from. Specifically, our base network is
the ResNeXt model [43] with Squeeze and Excitation (SE)
module [10], since it not only has high representation power
but also enables us to encode the conditional information
conveniently. In each SE module, the convolutional fea-
tures are firstly squeezed into a low dimensional embedding
by an encoder network, then they are decoded to generate a
channel-wise attention vector, which is applied to the orig-
inal feature maps. Based on the SE module, we can sim-
ply append one binary code, which indicates which domain
the sample comes from, to the low dimensional embedding.
Through extensive experiments, we show that this change is
simple yet highly effective.
Contributions. We highlight the main contributions of this
work. (1) A novel loss function that simultaneously min-
imizes intra-class distance and maximizes inter-class dis-
tances is proposed. (2) We propose a novel conditional
network architecture that could incorporate the additional
information about the domain attribution, which helps to
boost the retrieval performance. (3) New state-of-the-art re-
sults have been obtained on several competitive SBIR tasks.
In addition, we show our model can be directly extended to
address the challenging zero-shot SBIR task.
2. Related Work
SBIR. The task of Sketch-Based Image Retrieval (SBIR)
aims at retrieving the images that are of similar semantic
meaning as the query sketch. A typical solution is to learn
a shared embedding space for both sketches and images.
Such a common space facilitates the ranking of similarity
of sketches and images. Previous methods [25, 4, 11, 28]
employed the hand-craft sketch features to represent the
sketches. Recent deep learning based architectures en-
able the cross-domain learning in an end-to-end manner
[38, 47, 48, 34]. To accelerate the retrieval in a large-scale
dataset, hashing based models [22, 32, 51, 46] have also
been studied.
Feature embedding. Representation learning is studied in
computer vision community [8, 43, 12, 10, 35, 17]; but the
sketch-based representation learning is relatively less stud-
ies [48, 34]. Among all the different deep architectures have
been investigated and studied, such as ResNet, ResNeXt,
and DenseNet. Among them, ResNeXt [43] incorporated
both the residual learning and group convolution; and thus it
is adopted as the building structure in this paper. The recent
SE module [10] made networks capable of choosing rela-
tively important channels with feature maps, and thus it is
also used here. Remarkably, to effectively embed cross do-
main features, several hashing methods [5, 2, 18, 49, 20, 13]
and cross-modal embedding methods [1, 37, 21, 44] have
been studied.
Loss functions. Many metric learning based methods
[9, 26, 42, 40] proposed learning deep features by the
loss functions of Euclidean distance. In order to make
the learned feature more discriminative, other variants of
loss functions have been investigated recently, such as con-
trastive loss [3, 7] and triplet loss [31], L-softmax [24], A-
softmax [23] and LMCL [39] losses. Particularly, the con-
trastive and triplet losses aim at increasing the Euclidean
distance margin, while L-softmax, A-softmax, and LMCL
losses are designed to expand the angular margin. Remark-
ably, the latter three losses make simple modification on
softmax loss and greatly improve the performance on face
recognition tasks. Furthermore, prototypical loss [33] is
also a variant of softmax which incorporates the Euclidean
distance.
3. Approach
In this section, we first give an overview of the proposed
approach, and then introduce the conditional network archi-
tecture, the Euclidean Margin Loss and a hashing method
for efficient retrieval.
3.1. Overview
Problem Setup. We formulate the sketch-based im-
age retrieval (SBIR) task as [22, 51]. We have the
set of n1 realistic photos, and n2 sketches as P =
{(pi, ypi) | ypi ∈ Y}n1i=1, and S = {(si, ysi) | ysi ∈ Y}n2i=1
respectively. In the supervised setting, the sketch set P
is split into train and test sets, with the same label set Y .
Therefore, given a query sketch si in the test sketch set, the
goal of our SBIR task is to retrieve the best matched pj ∈ P ,
such that ysi = ypj . Note that the same photo set P is used
as both training and sets and retrieval galleries as the setting
defined in [22].
In the zero-shot SBIR task, we divide Y into Ys
and Yt individually; and we have source domain Ss =
{(si, ysi) | ysi ∈ Ys}, Ps = {(pi, ypi) | ypi ∈ Ys}, and
target domain St = {(si, ysi) | ysi ∈ Yt}, Pt =
{(pi, ypi) | ypi ∈ Yt}; and Ys ∩ Yt = ∅. The zero-shot
SBIR model is trained on source data {Ss,Ps}, and tested
on target domain {St,Pt}.
To facilitate the sketch retrieval tasks, we project the
photos and sketches into a single shared metric space. We
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introduce a novel architecture – CSE-ResNeXt-101 as il-
lustrated in Figure 2. Our architecture optimizes that the
instances of sketches and photos in the same/different class
should be close/far to each other. By virtue of such an op-
timization process, the learned metric space will have large
inter-class and small intra-class distance over the photo and
sketch set. Given one sketch si or a photo pi, our CSE-
ResNeXt-101 network can extract its feature vector xi as
the output of last fully connected layer.
3.2. Network Architecture
The key challenge of learning the space for SBIR is how
to efficiently learn to preserve the semantic consistency over
the sketch and photo domains. Particularly, in the sketch
domain, we have highly iconic and abstract sketches with
various levels of deformation; and the photos are natural
images with the color, texture and shape information. To
address this challenge and facilitate the SBIR, we propose a
novel network architecture – Conditional SE ResNeXt-101
(CSE-ResNeXt-101) as shown in Figure 2. It is composed
of forty CSE ResNeXt Blocks. Each block integrates the
Conditional SE (CSE) module into the ResNeXt block. The
CSE module is illustrated in Figure 3.
Rather than using independent sub-networks to sepa-
rately process the photos and sketches, CSE-ResNeXt-101
directly learns a single sub-network to jointly analyze the
photos and sketches. Such a SiameseNet-like network is in-
spired by the fact that SiameseNet is efficient in learning the
embedding space across different domains (e.g., image-text
embedding [41], or person re-identification [36]).
Another novelty of our CSE-ResNeXt-101 comes from
the newly proposed Conditional SE (CSE) module [10].
In particular, we observe that it has been shown that the
network with SE module has achieved remarkable perfor-
mance on the ILSVRC 2017 classification tasks. The SE
module also provides an explicit mechanism to re-weight
the importance of channels after each block in the network.
Due to the nature of our cross-domain tasks, we can general-
ize SE to CSE module with a very simple change. As shown
in Figure 3, our CSE module utilizes an auto-encoder sub-
network followed by a sigmoid activation; Within the space
learned by auto-encoder, a binary code is added to indicate
whether the input image is a sketch or a photo. The outputs
of sigmoid activation are passed as the feature tensor atten-
tion vector over the feature channels. This conditional auto-
encoder structure can thus help to capture different charac-
teristics of input images conditioned on which domain they
come from.
3.3. Euclidean Margin Softmax
Softmax loss Revisit. Softmax loss is widely used in clas-
sification tasks. Given a feature vector xi with its ground-
truth class yi, this loss can be formed as
Ls = 1
N
∑
i
Li = 1
N
∑
i
− log e
fyi∑
j e
fj
(1)
where fj (i.e., fj (xi) = W Tj xi + bj) denotes the acti-
vation of j-th category; and totally, we have K category
and N training instances. W j and bj are the class weight
parameters of the j-th category, which are optimized by
Eq (1). The class label of testing instance xt is com-
puted as yt = argmaxj fj (xt). In binary classification, if
(W 1−W 2)Txt > (b2− b1), the instance will be assigned
the class label 1, and vice versa.
EMS loss. The SBIR task has the sketches and photos,
which are from two different domains. The loss function
should be optimized to learn a shared space, which has very
large inter-class distance, and small intra-class distance over
the photo and sketch set. To this end, we propose a novel
loss function – Euclidean Margin Softmax (EMS) loss. The
EMS is a generalization of softmax loss in Eq (1). It is de-
fined by,
Lems = 1
N
∑
i
− log e
−m‖xi−cyi‖2
e−m‖xi−cyi‖2 +∑j 6=yx e−‖xi−cj‖2
(2)
We explain the parameters in Eq (2); and xi indicates the
feature extracted by the last layer of CSE-ResNeXt-101
network. (1) cj is the center of j-th category. We take
the center cj as the parameters, and update cj dynami-
cally, rather than directly use the average feature center.
(2) In Eq (2), we employ the Euclidean distance to mea-
sure the confidence of xi being fj = −‖xi − cj‖2. (3)
m is the margin constant, which helps take account the dif-
ferent data distributions of each class. Particularly, in the
binary classification case, we can category xi as class 1 if
m ‖x− c1‖2 < ‖x− c2‖2, and, otherwise, as class 2.
EMS V.S. Prototypical loss. We discuss the difference be-
tween EMS loss and prototypical loss [33] which is,
Lproto = 1
N
∑
i
− log e
−‖xi−cyi‖22∑
j e
−‖xi−cj‖22
(3)
The prototypical loss is used in one-shot classification
where only few training instances are available for each
class. Thus cj is directly computed as the averaged mean
of training instances; in contrast, our EMS loss is a gener-
alized softmax loss, which optimizes cj from training data.
Furthermore, the prototypical loss is optimizing the image
instances only, while our EMS aims at optimizing the train-
ing instances of different classes across different domains.
Therefore a margin constant m is introduced to make a bal-
ance between enlarging the inter-class distance and shrink-
ing the intra-class distance.
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Figure 2. Overview of our CSE-ResNeXt-101 structure. Our network embeds both sketches and photos into a unified metric space. Please
refer to the supplementary for the network details.
Figure 3. The structure of conditional SE module.
EMS Vs. Angular Margin loss. We further discuss the dif-
ference between EMS loss and angular margin loss. Besides
Euclidean distance, angular distance based loss functions,
such as, A-Softmax [23] and LMCL [39], are also employed
in learning a shared space in many tasks, e.g., face recogni-
tion. These angular margin losses aim at learning a discrim-
inative distribution on a hypersphere. As shown in Table 1,
they define different similarity functions for the instances
of different classes. Note that ψ(θ) is an artificial piece-
wise function that serves as the extension of cos (m · θ) ,
in order to overcome its non-monotonicity. Nevertheless, it
is non-trivial to define the ψ(θ) in A-softmax function as
stated in [39]. The scalar s in LMCL is used to expand the
range of similarity function; otherwise, the output of soft-
max function would be closed to the uniform distribution
over all categories.
fyi fj(j 6= yi)
A-Softmax ‖xi‖ψ(θyi) ‖xi‖ cos(θj)
LMCL s · (cos(yi)−m) s cos(θj)
Table 1. The similarity functions of A-Softmax and LMCL.
Theoretical Analysis of EMS. The property of EMS is de-
termined by the value of m. Intuitively, the larger m makes
decision boundaries, closer to corresponding prototypes and
the distribution of features, more compact. In this case, the
metric space can be well discriminative. However, the large
m introduces instability into training, due to the intrinsic
variances among samples in each category. Thus it is nec-
essary to find the minimumm to ensure that, for every sam-
ple, and in metric space, the maximum intra-class distance
is smaller than minimum inter-class distance. We prove that
m ≥ 2 + √3 is required in all cases. In binary category
case, 2 +
√
3 is the minimum value of m . With the growth
of the number of categories, the minimum value is reduced
monotonously. So m ≥ 2 + √3 is sufficient to guarantee
perfect discrimination. We illustrate its necessity in multi-
class cases, since, if two prototypes are far from the others,
their relationship will resemble the one in binary category
case. The details of proof can be found in Appendix.
Zero-shot retrieval tasks. In addition to the classical cate-
gorical SBIR tasks, our framework can be easily extended to
zero-shot SBIR task. Specifically, in zero-shot SBIR task,
we have the source (Ss and Ps) and target (St and Pt) data.
Our model is trained on the source data and directly tested
on the target data.
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Methods TU-Berlin
Extension
Sketchy
Extension
HOG [4] 0.091 0.115
GF-HOG [11] 0.119 0.157
SHELO [28] 0.123 0.182
LKS [29] 0.157 0.190
Siamese CNN [27] 0.322 0.481
SaN [48] 0.154 0.208
GN Triplet [30] 0.187 0.529
3D Shape [38] 0.072 0.084
Siamese-AlexNet [22] 0.367 0.518
Triplet-AlexNet [22] 0.448 0.573
CSE-ResNeXt-101 0.820 0.958
Table 2. MAP results of CSBIR on TU-Berlin Extension and
Sketchy Extension datasets.
3.4. Dimension Reduction Hashing
To accelerate the retrieval speed, we propose a sim-
ple hashing scheme to encode the features xi generated
by CSE-ResNeXt-101 network from one sketch si or a
photo pi. Our hashing scheme projects xi into a low-
dimensional binary space. This is a post-process step af-
ter training CNNs. The hashing scheme is implemented as
an auto-encoder, whose encoderE conducts the dimension-
reduction mapping, and the decoder D conducts the inverse
mapping. The objective function is composed of,
Lhash = Lrec + Lscat (4)
where Lrec = 1K
∑
j ‖cj −D(E(cj))‖22 is the reconstruc-
tion loss, which maintains the structure among the centers
in a low-dimension space; and the scatter loss Lscat =
1
K(K−1)
∑
j
∑
k 6=j
E(cj)
|E(cj)|
E(ck)
|E(ck)| prevents the prototype cj
being closed to each other in the low-dimension space. K is
the number of categories. Our hashing scheme can encode
all photos and query sketch into a low-dimension binary
space by a sign function after the encoder. The hamming
distance can thus be used for the retrieval tasks.
4. Experiments
In this section, we evaluate our method on two tasks, in-
cluding Category-level SBIR (CSBIR), and Zero-Shot Cat-
egory SBIR (ZS-CSBIR) .
4.1. Datasets and Settings
Category-level SBIR. Our model is evaluated on two
large-scale sketch-photo datasets: TU-Berlin [6] Extension
and Sketchy [30] Extension. The former includes 20,000
sketches uniformly distributed among 250 categories. Ad-
ditionally, 204,489 natural images provided in [50] are uti-
lized as the photo gallery. The Sketchy database consists
of 75,471 hand-drawn sketches and 12,500 corresponding
photos from 125 categories. It was extended by another
60,502 photos for CSBIR task in [22]. Following the set-
tings in [22, 51], 10/50 sketches from each category are
picked as the query set for TU-Berlin/Sketchy dataset, and
the rest are used for training. All gallery photos are used in
both training and testing phase.
Zero-Shot Category-level SBIR. We also compare the per-
formance of our model with previous methods on Zero-Shot
Category-level SBIR task, where we still follow the setting
of category-level retrieval but split the category into source
and target domain as stated in Sec. 3.1: we randomly select
30/25 categories as target domain for TU-Berlin / Sketchy
Extension datasets respectively. Same as [32], we only se-
lect categories that contain more than 400 images to form
the target domain. We train our network on source domain
with the same process as standard Category-level SBIR and
direct test it on target domain.
Implementation. Our method is implemented using Py-
torch with single TitanX GPU. We use Adam optimizer [15]
with parameters β1 = 0.9, β2 = 0.999, λ = 0.0005. The
learning rate is set to 0.0001 and linearly decayed to 0 dur-
ing training. We construct the batches with the size 16, and
train networks with 15 epochs. The models and codes will
be released upon the acceptance.
4.2. Results on Category-level SBIR
Competitors. There are several categories of competitors
as listed in Table 2: (1) hand-craft feature based models:
LSK [29], SEHLO [28], HOG [4] and GF-HOG [11]; (2)
deep learning based models: 3D Shape [38], Sketch-a-Net
(SaN) [48], GN Triplet [30] , Siamese CNN [27], Siamese-
AlexNet and Triplet-AlexNet [22]. The Mean Average Pre-
cision (MAP) is reported.
Results. The results are summarized in Table 2. Re-
markably, our model outperforms all the competitors by
a very large margin. It achieves a MAP improvement
of 0.372/0.385 over the state-of-the-art real-valued based
method – Triplet-AlexNet. This demonstrates the efficacy
of our model. Note that the improved performance is due
to the novel structure, and the EMS loss function used here.
We give further analysis in the ablation study.
4.3. Hashing Results on Category-level SBIR
Competitors. (1) Our hashing model is compared against 8
cross-modal hashing methods: Collective Matrix Factoriza-
tion Hashing (CMFH) [5], Cross-Modal Semi-Supervised
Hashing (CMSSH) [2], Cross-View Hashing(CVH) [18],
Semantic Correlation Maximization (SCMSeq and SCM-
Orth) [49], Semantics-Preserving Hashing(SePH) [20],
Deep CrossModality Hashing (DCMH) [13], Deep Sketch
Hash (DSH) [22] and Generative Domain-Migration Hash-
ing (GDH) [51]. (2) We also compare 4 cross-view feature
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Methods TU-Berlin Extension Sketchy Extension
32 bits 64 bits 128 bits 32 bits 64 bits 128 bits
Cross-Modality
Hashing Methods
(binary codes)
CMFH [5] 0.149 0.202 0.180 0.320 0.490 0.190
CMSSH [2] 0.121 0.183 0.175 0.206 0.211 0.211
SCM-Seq [49] 0.211 0.276 0.332 0.306 0.417 0.671
SCN-Orth [49] 0.217 0.301 0.263 0.346 0.536 0.616
CVH [18] 0.214 0.294 0.318 0.325 0.525 0.624
SePH [20] 0.198 0.270 0.282 0.534 0.607 0.640
DCMH [13] 0.274 0.382 0.425 0.560 0.622 0.656
DSH [22] 0.358 0.521 0.570 0.653 0.711 0.783
GDH [51] 0.563 0.690 0.651 0.724 0.811 0.784
Cross-View Feature
Learning Methods
(real-value vectors)
CCA [37] 0.276 0.366 0.365 0.361 0.555 0.705
XQDA [19] 0.191 0.197 0.201 0.460 0.557 0.550
PLSR [21] 0.141 (4096-d) 0.462 (4096-d)
CVFL [44] 0.289 (4096-d) 0.675 (4096-d)
Ours CSE-ResNeXt-101 0.791 0.817 0.819 0.949 0.952 0.958
Table 3. MAP results of Hashing CSBIR. Our model is compared against the previous SBIR methods on TU-Berlin Extension and Sketchy
Extension. 32, 64, and 128 represents the length of generated hashing codes.
Methods Dimension
TU-Berlin Extension
MAP Precision
@100
Siamese CNN [27] 64 0.122 0.153
SaN [48] 512 0.096 0.112
GN Triplet [30] 1024 0.189 0.241
3D Shape [38] 64 0.057 0.063
DSH [22] 64 † 0.122 0.198
SSE [52] 100 0.096 0.133
JLSE [53] 100 0.107 0.165
SAE [16] 300 0.161 0.210
ZSH [45] 64 † 0.139 0.174
ZSIH [32] 64 † 0.220 0.291
Ours 512 0.259 0.369
64 † 0.165 0.252
Table 4. ZS-CSBIR results on TU-Berlin Extension and Sketchy
Extension. †: denotes the length of hashing codes; the rest are the
real value features.
embedding methods: CCA [37], PLSR [21], XQDA [19]
and CVFL [44]. We still report the MAP.
Training cost. Our hashing scheme is taken as a post-
processing step, in order to make our framework compara-
ble to previous hashing based SBIR models. With the com-
puted features by CSE-ResNeXt-101, our hashing scheme
is trained for 10000 steps; and the whole process can be
finished within 1 minute on our computer.
Results. We summarize our results in Table 3. Our method
achieves the best performance among all hashing-based
methods and cross-modal learning methods. Critically, our
model improves MAP with a scale over 0.12 in all condi-
tions compared with GDH [51] which is the state-of-the-art
method on this task. This further demonstrates the effec-
tiveness of our proposed framework in the SBIR tasks.
Our model can be trained efficiently. We only need to
train a single network – CSE-ResNeXt-101 in an end-to-end
manner; and edge maps are not utilized here. In contrast, the
training process of the other competitors is a bit complex.
For example, GDH [51] utilized the cycle-consistent GANs
to transfer sketches into photos. DSH [22] requires the pre-
computed edge maps to bridge the gap between sketches
and photos, and semantic representation (wordvec) is used
as prior of inter-relationship among categories. These meth-
ods are trained by two steps of optimization in each itera-
tion: one for binary code and the other for network param-
eters.
4.4. Results of Zero-Shot CSBIR
Competitors. We compare our method on ZS-CSBIR task
with 5 SBIR methods: 3D Shape [38], Sketch-a-Net (SaN)
[48], GN Triplet [30] , Siamese CNN [27] and DSH [22],
5 zero-shot methods: SSE [52], JLSE [53], SAE [16], ZSH
[45] and ZSIH [32].
Results. We report the results in Table 4. Note that even
directly utilizing our model to ZS-CSBIR task, our model
can still beat all the other ZS-CSBIR competitors. This re-
sult validates the ability of proposed CSE-ResNeXt-101 to
generalize to unseen categories. We also note that our hash-
ing result has a larger reduction compared with the non-
hashing result under zero-shot setting. It makes sense since
our hashing method is not optimized for ZS-CSBIR. Partic-
ularly, our hashing scheme only learns to discriminatively
binarize prototypes of classes in source domain, while pro-
totypes of unseen classes might be indiscernible in form of
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Figure 4. Illustration of bifurcated ResNeXt-101. This network is
an example of semi-heterogeneous network aggregating at stage 4.
binary codes.
4.5. Ablation Study
We conduct extensive ablation study to evaluate each
component of our model.
Network structure. In this part, we compare the perfor-
mance using different network structures for the embed-
ding. The sketches and photos can contain similar seman-
tic information, but will be very different in appearance:
sketches use the strokes to roughly express the contour
of main objects while photos use colorful patches to ex-
press objects and backgrounds. Deep Networks are thought
to learn low-level feature with early layers and high-level
feature with later layers. By intuition, we can use semi-
heterogeneous network as in [22, 32] to process two do-
mains of images using two branches of CNNs which ag-
gregate at the later stage. It is a natural question of how
many layers should be used to embed the low-level feature
of sketches and photos separately. We conduct the ablation
study to validate this point.
As is shown in Figure 4, we investigate 6 possible merg-
ing positions that can be used to aggregate the sketch/photo
branches, which separately process the sketches and photos,
i.e., without using the SiameseNet-style. The results are re-
ported in Table 5. We consider using both softmax, and
EMS to optimize different variants of our network. Judging
from those results, we draw the conclusion that, the variants
of the earlier aggregation have better performance, possibly
due to more parameters are shared. These results also re-
veal the fact that deep CNNs are capable of dealing with
two domains of images simultaneously. This validates that
the proposed network is reasonable in addressing the SBIR
task.
Network modules. We compare various types of CNNs
as well as their variants with Squeeze-and-Excitation (SE)
modules [10] and the newly proposed conditional SE (CSE)
module. Intrinsically, the SE and CSE module can enhance
the ability to learn different attention over feature channels,
and thus enable a dynamic and implicit feature selection
Merging
position
loss
softmax EMS (m = 4)
5 0.670 0.678
4 0.705 0.745
3 0.727 0.768
2 0.730 0.764
1 0.738 0.775
0 0.737 0.780
Table 5. Performance of semi-heterogeneous networks aggregat-
ing at different stages on TU-Berlin Extension.
TU-Berlin
Extension
Sketchy
Extension
AlexNet 0.528 0.863
VGG-16 0.676 0.930
DenseNet-121 0.768 0.942
ResNet-101 0.772 0.945
SE-ResNet-101 0.790 0.947
CSE-ResNet-101 0.801 0.949
ResNeXt-101 0.780 0.949
SE-ResNeXt-101 0.807 0.954
CSE-ResNeXt-101 0.820 0.958
Table 6. Performance of different network variants; all of which
are pre-trained on ImageNet. We use EMS loss with m = 4 to
train these networks.
mechanism to our networks. The MAP results are shown
in Table 6. All networks are trained and tested in the same
setting. We can find that (1) deeper networks perform bet-
ter, due to their larger capacity in learning the cross-modal
images; (2) SE module enhances the ability of CNNs to pro-
cess inputs from multi-domains. Moreover, our CSE mod-
ule is better than SE module on SBIR task, since the aux-
iliary binary code is introduced to make SE better learn to
select important sketch/photo feature channels.
Analysis of components in Hashing. We train an auto-
encoder for dimension-reduction embedding for hashing;
and our objective function consists of two parts: reconstruc-
tion loss and scatter loss. We also try to combine quan-
tization loss Lquant = 1N
∑
i ‖E (xi)− sign (E (cyi))‖22
with two loss to ensure intra-class compactness in low-
dimension space. The results reported in Table 7 show that
the quantization loss does not improve the performance,
given that its optimization process is quite time consuming.
Different loss functions. Besides model architecture, the
objective function also serves as a crucial component in
learning discriminative features. We compare our EMS
loss with (i) two angular margin losses: A-Softmax [23]
and LMCL [39], and original softmax loss; (ii) squared
Euclidean Margin Softmax loss (squared EMS) which use
squared Euclidean distance instead of Euclidean distance in
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TU-Berlin Extension Sketchy Extension
32 64 128 32 64 128
s 0.799 0.810 0.823 0.947 0.953 0.958
r+q 0.097 0.014 0.008 0.054 0.079 0.024
r+s 0.791 0.817 0.819 0.949 0.952 0.958
q+s 0.795 0.805 0.824 0.945 0.952 0.957
r+q+s 0.791 0.814 0.820 0.949 0.954 0.957
Table 7. MAP of binary code encoded by Encoders trained with
objective functions that have different composition. r ,q and s rep-
resent reconstruction loss, quantilization loss, scatter loss respec-
tively. We use CSE-ResNeXt-101 structure.
Figure 5. Distribution of minimum inter-class distance. We use
1− cos(θ) to represent angular distance.
EMS, and (iii) prototypical loss [33]. We also compare the
performance of our model using different marginm. We use
the same CSE-ResNeXt-101. The MAP on two datasets are
reported in Table 8. The results again show the advance of
our EMS loss over the other types of losses.
Euclidean margin v.s. Angular margin. Our EMS
loss achieves better performance than both A-Softmax and
LMCL in Table 8. Specifically, LMCL achieves comparable
performance with EMS, which shows that both angular dis-
tance and Euclidean distance can learn discriminative deep
embeddings. But the EMS has only one hyper-parameter
m that can be easily cross-validated (we suggest m = 4 in
most cases), while in LMCL one need to decide the scale s
and marginm that is highly depended on the number of cat-
egories in dataset. The performance of A-Softmax is a little
bit worse than that of LMCL and EMS since the prototypes
of difficult categories will have small angular distances if
optimized by the A-Softmax loss, as explained in [39].
Figure 5 visualizes the distribution of minimum inter-
class distance for instances of each category. There is a no-
ticeable peak at a small value in histograms of corresponded
with A-Softmax loss on both datasets. This peak indicates
the small inter-class distance among some classes, and some
photos in one class would be wrongly retrieved by sketches
in another class. In contrast, the phenomenon does not exist
Loss
TU-Berlin
Extension
Sketchy
Extension
prototypical loss [33] 0.403 0.858
prototypical loss† [33] 0.405 0.854
squared EMS (m = 4) 0.799 0.957
Softmax 0.747 0.932
A-Softmax [23]
(m = 4)
0.776 0.944
LMCL [39]
(m = 0.35, s = 30)
0.828 0.954
EMS (m = 1) 0.408 0.869
EMS (m = 3) 0.812 0.950
EMS (m = 4) 0.820 0.958
EMS (m = 6) 0.828 0.956
EMS (m = 10) 0.823 0.958
EMS (m = 12) 0.810 0.959
EMS (m = 16) 0.798 0.955
Table 8. Performance of models with different losses. † means that
we take the class centers cj as the parameters, and update cj by
back-propagation.
in LMCL and EMS loss, as in Figure 5.
EMS V.S. prototypical loss. The results in Table 8 shows
that the EMS loss with margin, outperforms prototypical
loss to a large extent. when m = 1, the networks by proto-
typical loss [33] and EMS loss achieve almost the same re-
sults due to their similar formulation. In addition, we notice
the two ways of updating the class centers cj in prototypical
loss hit almost similar results.
The effects of different margin m. Performance of our
model grows with the increase of valuem, because it forces
the network to learn discriminative representations. But
when m is too large, the performance stops rising and even
begins falling. As revealed in Figure 6: (1) when m = 1,
the intra-class distances of part of instances are greater than
the minimum inter-class distance, which leads to bad re-
trieval performance; (2) when m = 4 and m = 16, the
minimum inter-class distances are greater than intra-class
distances generally, which explains the better performance
in these cases. But the standard deviation within some cat-
egories do not decrease with larger m due to intrinsic vari-
ance, which explains why the performance stops rising or
begins falling when m is large.
5. Conclusion
In this paper, we have introduced two innovations, i.e.,
a novel loss function and a conditional network architec-
ture. The proposed Euclidean Margin Loss (EMS) enables
us to learn highly discriminative features, which facilitates
highly accurate SBIR, while the Conditional Squeeze and
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(a) m = 1 (b) m = 4 (d) m = 16
Figure 6. Visualization of inter-class and intra-class distance on
Sketchy Extension dataset. The blue lines denote average mini-
mum inter-class distance. The orange bars represent the distribu-
tion of intra-class distance of each category.
Excitation (CSE) block allows us to incorporate the domain
information of each sample explicitly. Both the loss and ar-
chitecture are intuitive and simple to implement. On two
popular benchmark SBIR datasets, the proposed model has
achieved new state-of-the-art results.
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6. Appendix: Theoretical Analysis of EMS Loss
In this section, we will (1) give a formal definition of maximum intra-class distance and minimum inter-class distance; (2)
show that for marginm in EMS loss, m ≥ 2+√3 is sufficient and necessary to ensure that the maximum intra-class distance
is smaller than minimum inter-class distance, regardless of the number of categories.
6.1. Definition
Since we treat both sketch and photo as instances, we define the merged dataset as:
D = {(xi, yxi) |yxi ∈ Y} n1+n2i=1 where
{
xi = Fp (pi) , yxi = ypi if i ≤ n1
xi = Fs (si−n1) , yxi = ysi−n1 if i > n1
where Fp and Fs are mappings that map photos/sketches into a feature space, p, s and y represent photo, sketch and category
respectively. They are detailedly illustrated in Sec. 3.1. For convenience, we also define Dy = {x|(x, yx) ∈ D ∧ yx = y}.
Maximum Intra-class Distance and Minimum Inter-class Distance For category y ∈ Y , the maximum intra-class dis-
tance can be defined by
max
x,x′∈Dy
d (x,x′)
and the minimum inter-class distance:
min
x∈Dy,x′∈(
⋃
y′ 6=y Dy′)
d (x,x′)
Here we give a formulation of our objective, which is the maximum intra-class distance being smaller than minimum
inter-class distance, by proposition P1:
∀y ∈ Y, max
x,x′∈Dy
d (x,x′) ≤ min
x∈Dy,x′∈(
⋃
y′ 6=y Dy′)
d (x,x′) (5)
Solve Problem with EMS Instead of optimizing the distance among instances directly as indicated by Eq. 5, the proposed
EMS loss uses prototypes {cy}y∈Y ⊂ X to characterize the distribution of instances in feature space. If this EMS loss is well
optimized, instances will be closer to their corresponding prototype than other prototypes in feature space. This relationship
can be described as
∀ (x, yx) ∈ D,∀y ∈ Y ∧ y 6= yx, m · d (x, cyx) ≤ d (x, cy) (6)
For convenience, we denoteRy,y′ as a region where
x ∈ Ry,y′ ⇔ m · d (x, cy) ≤ d (x, cy′)
Also, we denoteRy as a region where
x ∈ Ry ⇔ ∀y′ ∈ Y ∧ y′ 6= y,m · d (x, cy) ≤ d (x, cy′)
It is easy to prove thatRy =
⋂
y′ 6=yRy,y′ . Note that if Eq. 6 holds,
∀ (x, yx) ∈ D, x ∈ Ryx
and thus we can derive a sufficient condition for P1 (Eq. 5):
∀y ∈ Y, max
x,x′∈Ry
d (x,x′) ≤ min
x∈Ry,x′∈(
⋃
y′ 6=yRy′)
d (x,x′) (7)
We denote Eq. 7 as proposition P2.
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6.2. Finding Boundaries for m
The later induction is based on the assumption that our EMS loss can be well optimized, i.e. Eq. 6 holds , and the
assumption that m ≥ 1. Now the question is: what is the range of m that is sufficient and necessary for P2? In the rest of this
section, we firstly calculate the closed form ofRy,y′ and then prove that if m = m0 ⇒ P2, then m = m0+ ε⇒ P2,∀ε > 0.
To this end, we only need to find the lower bound of m, with regard to the number of categories: m(|Y|)min . Next, we prove
m
(2)
min = 2 +
√
3. Finally, we prove m(k)min = 2 +
√
3,∀k ≥ 3 is sufficient and necessary for P2.
Lemma 1 If d(x,x′) = ‖x− x′‖2, Ry,y′ is a n-ball (ball in n-dimensional space) with center
(
cy +
cy−cy′
m2−1
)
and radius(
m
m2−1
)
‖cy − cy′‖2
Proof If x ∈ Ry,y′ ,
m ‖x− cy‖2 ≤ ‖x− cy′‖2
⇔ m2 ‖x− cy‖2 ≤ ‖x− cy′‖2
⇔ m2 (xTx− 2cTy x+ cTy cy) ≤ xTx− 2cTy′x+ cTy′cy′
⇔ (m2 − 1)xTx− 2 (m2cTy − cTy )x ≤ cTy′cy′ −m2cTy cy
⇔
∥∥∥x− m2cy−cy′m2−1 ∥∥∥2
2
≤ (m
2−1)(cTy′cy′−m2cTy cy)+‖m2cy−cy′‖22
(m2−1)2
⇔
∥∥∥∥x− (m2−1)cy+cy−cy′m2−1 ∥∥∥∥2
2
≤
(
m
m2−1
)2
‖cy − cy′‖22
⇔
∥∥∥x− (cy + cy−cy′m2−1 )∥∥∥
2
≤
(
m
m2−1
)
‖cy − cy′‖2
Lemma 2 If m = m0 ⇒ P2, then m = m0 + ε⇒ P2,∀ε > 0
Proof With m = m0 slightly expanding to m = m0 + ε, regionRy,y′ becomesR′y,y′ , where
∀x ∈ R′y,y′ , d (x, cy′) ≥ (m0 + ε) d (x, cy) ≥ m0d (x, cy)
So we can conclude thatR′y,y′ ⊆ Ry,y′ . Thus
∀y ∈ Y, R′y =
⋂
y′ 6=y
R′y,y′ ⊆
⋂
y′ 6=y
Ry,y′ = Ry (8)
Now we rewrite P2 (Eq. 7) as
∀y ∈ Y,∀y′ ∈ Y ∧ y′ 6= y, max
x,x′∈Ry
d (x,x′) ≤ min
x∈Ry,x′∈Ry′
d (x,x′) (9)
Since Eq. 8,
max
x,x′∈R′y
d (x,x′) ≤ max
x,x′∈Ry
d (x,x′)
min
x∈R′y,x′∈R′y′
d (x,x′) ≥ min
x∈Ry,x′∈Ry′
d (x,x′)
which means if Eq. 9 holds for m = m0, it also holds for m = m0 + ε.
Lemma 3 m(2)min = 2 +
√
3 is sufficient and necessary for P2.
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Proof We can write Y = {1, 2}. Now R1 = R1,2,R2 = R2,1, which are two n-balls with same radius and different
centers. The maximum intra-class distance is the diameter of each n-ball:
∀y ∈ Y, max
x,x′∈Ry
d (x,x′) =
(
2m
m2 − 1
)
‖c1 − c2‖2
The minimum inter-class distance is the distance between two centers minus the diameter:
∀y ∈ Y, minx∈Ry,x′∈(⋃y′ 6=yRy′) d (x,x′) =
∥∥∥∥(c1 + c1 − c2m2 − 1
)
−
(
c2 +
c2 − c1
m2 − 1
)∥∥∥∥
2
−
(
2m
m2 − 1
)
‖c1 − c2‖2
=
(
m2 − 2m+ 1
m2 − 1
)
‖c1 − c2‖2
Let
(
m2−2m+1
m2−1
)
‖c1 − c2‖2 ≥
(
2m
m2−1
)
‖c1 − c2‖2, we can get the result m ≥ 2 +
√
3 or m ≤ 2 − √3. We abandon
the latter solution since only when m ≥ 1 does it make sense. So in binary class case, m ≥ m(2)min = 2+
√
3 is sufficient and
necessary for P2.
Lemma 4 m(k)min = 2 +
√
3,∀k ≥ 3 is necessary for P2.
Proof Consider an extreme condition, where two prototypes cya , cyb are far from the other prototypes. We notice that
∀y ∈ Y∧y 6= ya∧y 6= yb, ‖cya − cy‖2 ≥
m+ 1
m− 1 ‖cya − cyb‖2 ⇒ minx∈Rya,y d (x, cya) ≥ maxx∈Rya,yb
d (x, cya)⇒ Rya,yb ⊆ Rya,y
Since we have no constraints on location of prototypes, this condition can always be likely to hold, regardless of the value of
m. When all the rest prototypes satisfy this condition for both cya , cyb , we haveRya = Rya,yb andRyb = Ryb,ya , which is
same as in binary case. So m ≥ m(2)min becomes necessary to ensure the correctness of P4, and thus Lemma 4 is true.
Lemma 5 m(k)min = 2 +
√
3,∀k ≥ 3 is sufficient for P2.
Proof According to P2 (Eq. 9), if we want to prove that proposition (4) holds, we have to show that every distinct pair
(ya, yb) satisfy maxx,x′∈Rya d (x,x
′) ≤ minx∈Rya ,x′∈Ryb d (x,x′). We remove a category yc, where yc 6= ya and yc 6= yb,
from Y and forms Y ′ such that |Y ′| = |Y| − 1. Suppose m = m(|Y
′|)
min satisfies Eq. 9, we have
maxx,x′∈R′ya d (x,x
′) ≤ minx∈R′ya ,x′∈R′yb d (x,x
′)
where R′ya =
⋂
y∈Y′,y 6=ya Rya,y =
⋂
y∈Y,y 6=ya,y 6=yc Rya,y ,
R′yb =
⋂
y∈Y′,y 6=yb Ryb,y =
⋂
y∈Y,y 6=yb,y 6=yc Ryb,y
When m is not changed and prototypes are not moved,
Rya =
⋂
y∈Y,y 6=ya
Rya,y ⊆
⋂
y∈Y,y 6=ya,y 6=yc Rya,y = R
′
ya
Ryb =
⋂
y∈Y,y 6=yb
Ryb,y ⊆
⋂
y∈Y,y 6=yb,y 6=yc Ryb,y = R
′
yb
and
Rya ⊆ R
′
ya ⇒ maxx,x′∈Rya d (x,x
′) ≤ max
x,x′∈R′ya
d (x,x′)
Rya ⊆ R
′
ya ∧Ryb ⊆ R
′
yb
⇒ min
x∈Rya ,x′∈Ryb
d (x,x′) ≥ min
x∈R′ya ,x′∈R
′
yb
d (x,x′)
Thus, maxx,x′∈Rya d (x,x
′) ≤ minx∈Rya ,x′∈Ryb d (x,x′) is satisfied for any pair (ya, yb) where ya, yb ∈ Y , even if we
directly adopt m = m(|Y
′|)
min when |Y| = |Y ′| + 1. So we can conclude that m
(|Y′|)
min ≥ m
(|Y′|+1)
min is sufficient for P2. By
Lemma 3, m(2)min = 2 +
√
3, we can conclude that m(k)min = 2 +
√
3,∀k ≥ 3 is sufficient for P2.
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