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Abstract
In this work we use reiterated homogenization and unfolding operator approach to study the
asymptotic behavior of the solutions of the p-Laplacian equation with Neumann boundary con-
ditions set in a rough thin domain with concentrated terms on the boundary. We study weak,
resonant and high roughness, respectively. In the three cases, we deduce the effective equation
capturing the dependence on the geometry of the thin channel and the neighborhood where the
concentrations take place.
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1 Introduction
In this work, we are interested in analyzing the asymptotic behavior of solutions of a quasilinear elliptic
problem posed in a family of thin domains Rε with forcing terms concentrated on a neighborhood
Oε ⊂ Rε of the boundary ∂Rε. We assume
Rε =
{
(x, y) ∈ R2 : 0 < x < 1, 0 < y < εg
( x
εα
)}
, 0 < ε 1, (1)
for any α > 0, where
(Hg) g : R → R is a strictly positive, bounded, Lipschitz, Lg-periodic function and differentiable
almost everywhere. Moreover, we define
g0 = min
x∈R
g(x) and g1 = max
x∈R
g(x)
so that 0 < g0 ≤ g(x) ≤ g1 for all x ∈ R.
On the other hand, we set the narrow strip Oε by
Oε =
{
(x, y) ∈ R2 : 0 < x < 1, ε
[
g
( x
εα
)
− εγh
( x
εβ
)]
< y < εg
( x
εα
)}
with γ, β, and α > 0, and h : R→ R being a positive function of class C1, Lh-periodic with bounded
derivatives.
Notice that parameters α and β set respectively the roughness order of the upper boundary of the
thin domain Rε and the singular shape of the εγ-neighborhood Oε, whereas their profile are given by
positive and periodic functions g and h. Finally, the parameter γ > 0 only establishes the order of the
Lesbegue measure of Oε with respect to Rε.
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We first analyze the solutions of the problem∫
Rε
{|∇uε|p−2∇uε∇ϕ+ |uε|p−2uεϕ}dxdy = 1
εγ
∫
Oε
f εϕdxdy, ϕ ∈W 1,p(Rε), (2)
which is the variational formulation of the quasi-linear equation
−∆puε + |uε|p−2uε = 1
εγ
χOεf ε in Rε
|∇uε|p−2∂uε
∂νε
= 0 on ∂Rε
. (3)
Here νε denotes the unit outward normal to the boundary ∂Rε and, for 1 < p < ∞, ∆p · is the
p-Laplacian differential operator. Consider χOε the characteristic function of the set Oε and we take
forcing terms f ε ∈ Lp′(Rε) for p′ > 0, with 1/p′ + 1/p = 1.
Notice that Rε ⊂ (0, 1)× (0, εg1) for all ε > 0 degenerating to the unit interval as ε→ 0. Hence, it
is reasonable to expect that the family of solutions uε will converge to a solution of a one-dimensional
equation of the same type, with homogeneous Neumann boundary condition, capturing the effect of
the thin domain Rε and narrow strip Oε.
Following previous works as [2, 5, 8, 16], we use the characteristic function χOε and term 1/εγ to
express concentration on Oε ⊂ Rε. We obtain three different limit problems according to the oscillatory
order established by parameter α: assuming 0 < α < 1, we get the effective equation for that we call
weak oscillation case; setting α = 1, we obtain the known resonant case; and taking α > 1, we consider
the high oscillating scene. See Figure 1, where the three cases are illustrated.
(a) Weak oscillation: α < 1. (b) Resonant case: α = 1.
(c) High oscillation: α > 1.
Figure 1: Examples of oscillatory boundaries set by α > 0.
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In order to accomplish our goal, we combine and adapt techniques developed to deal with asymp-
totic analysis for singular boundary value problems. We use the unfolding operator method for thin
domains from [6, 7], some monotone techniques used for the treatment of the p-Laplacian performed for
instance in [3, 12, 15], tools to deal with concentrated phenomenas and singular integrals introduced
in [1, 2, 4, 5], and iterated homogenization technique given by [9, 13].
The homogenized equation of (3) is the one dimensional p-Laplacian problem{ −q(|u′|p−2u′)′ + |u|p−2u = f¯ in (0, 1)
u′(0) = u′(1) = 0. (4)
We see that forcing term f¯ is set by convergence assumptions on f ε and the functional
ϕ ∈W 1,p(Rε) 7→ 1
εγ
∫
Oε
f εϕdxdy (5)
as ε→ 0. On the other side, the homogenized coefficient q depends on parameter α by
q =

1
〈g〉(0,Lg)〈1/gp′−1〉p−1(0,Lg)
if 0 < α < 1
1
|Y ∗|
∫
Y ∗
|∇v|p−2∂y1v dy1dy2 if α = 1
g0
〈g〉(0,Lg)
if α > 1
where v is an auxiliary function which is the unique solution of the following problem∫
Y ∗
|∇v|p−2∇v∇ϕdy1dy2 = 0 ∀ϕ ∈W 1,p# (Y ∗) (6)
(v − y1) ∈W 1,p# (Y ∗) with 〈(v − y1)〉Y ∗ = 0.
Here we are setting the space W 1,p# (Y
∗) = {ϕ ∈ W 1,p(Y ∗) ; ϕ|∂leftY ∗ = ϕ|∂rightY ∗} and denoting 〈ϕ〉U
the average of ϕ ∈ L1loc(R2) on open sets U ⊂ R2.
Due to Minty-Browder’s Theorem, one can show that problem (6) is well posed, and then, the
constant q is well defined and positive for any α > 0 (see [3, 15]). If α < 1, the homogenized coefficient
q depends on p ∈ (1,∞), which establishes the order of the p-Laplacian operator, and on function g,
which sets the profile of Rε. At the case α > 1, the coefficient q does not depend explicitly on p, but
just on the average of g and its minimum value g0, which is strictly positive.
Next, we address a bounded nonlinear perturbation of the p-Laplacian. We consider
−∆puε + |uε|p−2uε = 1
εγ
χOεf(uε) in Rε
|∇uε|p−2∂uε
∂νε
= 0 on ∂Rε
(7)
assuming p ≥ 2 and
(Hf ) f ∈ C2(R) is a bounded function with bounded derivatives.
As we will see, its homogenized equation is quite similar to (4). We get the same homogenized
coefficient q, but also an additional coefficient on the nonlinear reaction term. This former captures
the oscillatory behavior and geometry of the thin domain and the narrow strip. The effective equation
for this case is  −q(|u′|p−2u′)′ + |u|p−2u =
〈h〉(0,Lh)
〈g〉(0,Lg)
f(u) in (0, 1),
u′(0) = u′(1) = 0.
(8)
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In the analysis of both problems (3) and (8), we restrict the oscillatory behavior of the narrow
strip by the oscillation parameter α of Rε dealing with 0 < β < α. It is due to technical issues set
by our iterated homogenization method adapted from [9, 13] (see Proposition 2.5 and Remark 2.5
below) in order to deal with concentrated integrals as (5). Anyway, the results still holds on conditions
0 < α < β (if we interchange the hypothesis of smoothness on g and h), and on α = β > 0 under
additional assumption Lg = κLh, with κ ∈ N, on the period of functions g and h. However, as
β = α = 0, no oscillatory behavior is observed, and then, the analysis is a direct consequence of results
from [2, 8, 17].
The paper is organized as follows: in Section 2, we state some notations and basic results introducing
the iterated unfolding needed in the proofs. In Section 3, we analyze problem (3) for the three cases,
α = 1, 0 < α < 1 and α > 1, obtaining the homogenized equation. In Section 4, we deal with the
nonlinear perturbation of (3) given by (8).
2 Preliminaries
In this section, we introduce some notations and recall some results concerning to monotone operators
and the unfolding operator method. Next, we introduce a kind of reiterated homogenization approach
for concentrated integrals proving some properties which will be useful in our analysis.
Recall we consider a two-dimensional family of thin domains exhibiting oscillatory behavior at its
top boundary. Let Y ∗ given by
Y ∗ = {( y1, y2) ∈ R2 : 0 < y1 < Lg and 0 < y2 < g(y1)},
the basic cell of the thin domain Rε and
〈ϕ〉O :=
1
|O|
∫
O
ϕ(x) dx
the average of ϕ ∈ L1loc(R2) on any open bounded set O ⊂ R2.
We will also need to consider the following functional spaces which are defined by periodic functions
in the variable y1 ∈ (0, Lg). Namely,
Lp#(Y
∗) = {ϕ ∈ Lp(Y ∗) : ϕ(y1, y2) is Lg-periodic in y1 },
Lp# ((0, 1)× Y ∗) = {ϕ ∈ Lp((0, 1)× Y ∗) : ϕ(x, y1, y2) is Lg-periodic in y1 },
W 1,p# (Y
∗) = {ϕ ∈W 1,p(Y ∗) : ϕ|∂leftY ∗ = ϕ|∂rightY ∗}.
If we denote by [a]L the unique integer number such that a = [a]LL + {a}L where {a}L ∈ [0, L),
then for each ε > 0 and any x ∈ R we have
x = εα
[ x
εα
]
Lg
Lg + ε
α
{ x
εα
}
Lg
where
{ x
εα
}
Lg
∈ [0, Lg)
with
x− εα
[ x
εα
]
Lg
Lg + ε
α
{ x
εα
}
Lg
= O(εα). (9)
Let us also denote
Iε = Int
(
Nε⋃
k=0
[kLgε
α, (k + 1)Lgε
α]
)
,
where Nε is the largest integer such that εαLg(Nε + 1) ≤ 1,
Λε = (0, 1)\Iε = [εαLg(Nε + 1), 1),
Rε0 =
{
(x, y) ∈ R2 : x ∈ Iε, 0 < y < εg
( x
εα
)}
,
Rε1 =
{
(x, y) ∈ R2 : x ∈ Λε, 0 < y < εg
( x
εα
)}
.
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Remark 2.1. Observe that, if εαLg(Nε + 1) = 1, then Λε = ∅. Consequently, Rε0 = Rε and Rε1 = ∅.
Now, let us recall a result from [11] concerning to the p-Laplacian.
Proposition 2.1. Let Ω be an open bounded of Rn. The duality mapping J : W 1,p(Ω)→ (W 1,p(Ω))∗
defined by
(Ju, v) =
∫
Ω
|∇u|p−2∇u∇v + |u|p−2uv dx, ∀u, v ∈W 1,p(Ω),
is single valued, bijective, with inverse bounded, continuous and monotone.
Next we recall the definition to the unfolding operator and some of its properties. For proofs and
details see [6, 7].
Definition 2.2. Let ϕ a Lebesgue-measurable function in Rε. The unfolding operator Tε acting on ϕ
is defined as the following function in (0, 1)× Y ∗
Tεϕ(x, y1, y2) =
{
ϕ
(
εα
[
x
εα
]
Lg
Lg + ε
αy1, εy2
)
, for (x, y1, y2) ∈ Iε × Y ∗,
0, for (x, y1, y2) ∈ Λε × Y ∗.
Proposition 2.3. The unfolding operator satisfies the following properties:
1. Tε is linear under sum and multiplication operations;
2. Let ϕ ∈ L1(Rε). Then,
1
Lg
∫
(0,1)×Y ∗
Tε(ϕ)(x, y1, y2)dxdy1dy2 = 1
ε
∫
Rε0
ϕ(x, y)dxdy
=
1
ε
∫
Rε
ϕ(x, y)dxdy − 1
ε
∫
Rε1
ϕ(x, y)dxdy;
3. For all ϕ ∈ Lp(Rε), Tε(ϕ) ∈ Lp ((0, 1)× Y ∗), 1 ≤ p ≤ ∞. Moreover
||Tε(ϕ)||Lp((0,1)×Y ∗) =
(
Lg
ε
) 1
p
||ϕ||Lp(Rε0) ≤
(
Lg
ε
) 1
p
||ϕ||Lp(Rε) .
If p =∞,
||Tε(ϕ)||L∞((0,1)×Y ∗) = ||ϕ||L∞(Rε0) ≤ ||ϕ||L∞(Rε) ;
4. For all ϕ ∈W 1,p(Rε), 1 ≤ p ≤ ∞,
∂y1Tε(ϕ) = εαTε(∂xϕ) and ∂y2Tε(ϕ) = εTε(∂yϕ) a.e. in (0, 1)× Y ∗;
5. Let (ϕε) be a sequence in Lp(Rε), 1 < p ≤ ∞ with the norm |||ϕε|||Lp(Rε) uniformly bounded.
Then (ϕε) satisfies the unfolding criterion for integrals (u.c.i), that is,
1
ε
∫
Rε1
|ϕε|dxdy → 0.
Furthermore, let (ψε) be a sequence in Lq(Rε), also with |||ψε|||Lq(Rε) uniformly bounded, 1p + 1q =
1
r , with r > 1. Then, the product sequence (ϕεψε) satisfies (u.c.i). If we take φ ∈ Lp
′
(0, 1) then
the sequence ϕεφ satisfies (u.c.i).
6. Let ϕ ∈ Lp(0, 1), 1 ≤ p <∞. Then,
Tεϕ→ ϕ strongly in Lp ((0, 1)× Y ∗) .
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7. Let (ϕε) a sequence in Lp(0, 1), 1 ≤ p <∞, such that
ϕε → ϕ strongly in Lp(0, 1).
Then,
Tεϕε → ϕ strongly in Lp ((0, 1)× Y ∗) .
From now on, we use the following rescaled norms in the thin open sets
|||ϕ|||Lp(Rε) = ε−1/p ||ϕ||Lp(Rε) , ∀ϕ ∈ Lp(Rε), 1 ≤ p <∞,
|||ϕ|||W 1,p(Rε) = ε−1/p ||ϕ||W 1,p(Rε) ∀ϕ ∈W 1,p(Rε), 1 ≤ p <∞.
For completeness, we may denote |||ϕ|||L∞(Rε) = ||ϕ||L∞(Rε).
Now we apply a reiterated homogenization argument to introduce another unfolding operator to
deal with the concentrated terms. For this sake, let us set, for x ∈ (0, 1),
Y ∗ε (x) =
{
(y1, y2) ∈ R2 : 0 < y1 < Lg,
g(y1)− εγh
(
(εα
[
x
εα
]
Lg
Lg + ε
αy1)
εβ
)
< y2 < g(y1)
}
. (10)
Notice that Y ∗ε (x) ⊂ Y ∗ and it is kind of a narrow strip in the representative cell Y ∗.
Analogously as before, we also define
Ihε = Int
Nhε⋃
k=0
[
kLhε
β, (k + 1)Lhε
β
] ,
where Nhε is the largest integer such that εβLh(Nhε + 1) ≤ 1,
Λhε = (0, 1)\Ihε = [εβLh(Nhε + 1), 1),
Oε0 =
{
(x, y) ∈ R2 : x ∈ Iε, ε
(
g
( x
εα
)
− εγh
( x
εβ
))
< y < εg
( x
εα
)}
,
Oε1 =
{
(x, y) ∈ R2 : x ∈ Λε, ε
(
g
( x
εα
)
− εγh
( x
εβ
))
< y < εg
( x
εα
)}
.
Remark 2.2. Notice that Λhε = ∅ as εβLh(Nhε + 1) = 1, and then Rε0 = Rε, Rε1 = ∅, Oε0 = Oε and
Oε1 = ∅.
Then,
1
Lgεγ
∫
(0,1)×Y ∗ε (x)
TεϕdxdY = 1
Lgεγ
∫
Iε×Y ∗ε (x)
ϕ
(
εα
[ x
εα
]
Lg
Lg + ε
αy1, εy2
)
dY dx
=
1
Lgεγ
Nε−1∑
k=0
∫ (k+1)εαLg
kεαLg
∫
Y ∗ε (x)
ϕ
(
εα
[ x
εα
]
Lg
Lg + ε
αy1, εy2
)
dY dx
=
1
Lgεγ
Nε−1∑
k=0
∫ (k+1)εαLg
kεαLg
∫ Lg
0
∫ g(y1)
g(y1)−εγh
(
εαkLg + ε
αy1
εβ
) ϕ (εαkLg + εαy1, εy2) dy2dy1dx
=
1
εγ
Nε−1∑
k=0
∫ Lg
0
∫ g(y1)
g(y1)−εγh
(
εαkLg + ε
αy1
εβ
) ϕ (εαkLg + εαy1, εy2) εαdy2dy1.
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Thus, performing the change of variables x = εαkLg + εαy1 and y = εy2, we obtain
1
εγ
Nε−1∑
k=0
∫ Lg
0
∫ g(y1)
g(y1)−εγh
(
εαkLg + ε
αy1
εβ
) ϕ (εαkLg + εαy1, εy2) εαdy2dy1 =
=
1
εγ+1
Nε−1∑
k=0
∫ (k+1)εαLg
kεαLg
∫ εg( x
εα
)
ε
[
g
( x
εα
)
−εγh
(
εαkLg + ε
αy1
εβ
)] ϕ(x, y)dxdy
=
1
εγ+1
∫
Oε0
ϕdxdy =
1
εγ+1
∫
Oε
ϕdxdy − 1
εγ+1
∫
Oε1
ϕdxdy.
Therefore, we can rewrite the concentrated integral in terms of the unfolding operator. Indeed, we
have proved the following result:
Proposition 2.4. If ϕ ∈ L1(Rε), then
1
εγ+1
∫
Oε
ϕdxdy =
1
Lgεγ
∫
(0,1)×Y ∗ε (x)
TεϕdxdY + 1
εγ+1
∫
Oε1
ϕdxdy.
Next, we see how we can rewrite Y ∗ε (x) in a simpler way.
Proposition 2.5. If ϕ(x, y1, ·) ∈ C(0, g(y1)) a.e. in (0, 1)× (0, Lg), then
1
εγ
∣∣∣∣∣
∫ g(y1)
g(y1)−εγh
(
εα[x/εα]Lg+εαy1
εβ
) ϕ(x, y1, y2)dy2 −
∫ g(y1)
g(y1)−εγh
(
x
εβ
) ϕ(x, y1, y2)dy2
∣∣∣∣∣→ 0
a.e. in (0, 1)× (0, Lg) as ε→ 0.
Proof. Let
%ε = %ε(x, y1, ε) = ε
α[x/εα]Lg + ε
αy1, hε(·) = h
( ·
εβ
)
.
Suppose, without loss of generality, that
h
(
εα[x/εα]Lg + ε
αy1
εβ
)
≥ h
( x
εβ
)
.
Notice that
1
εγ
∣∣∣∣∣
∫ g(y1)
g(y1)−εγhε(%ε)
ϕ(x, y1, y2)dy2 −
∫ g(y1)
g(y1)−εγhε(x)
ϕ(x, y1, y2)dy2
∣∣∣∣∣ = 1εγ
∣∣∣∣∣
∫ g(y1)−εγhε(x)
g(y1)−εγhε(%ε)
ϕ(x, y1, y2)dy2
∣∣∣∣∣
Consider the change of variables
z2 =
y2 − g(y1) + εγhε(%ε)
εγ(hε(%ε)− hε(x)) , dz2 =
dy2
εγ(hε(%ε)− hε(x)) .
Then,
1
εγ
∣∣∣∣∣
∫ g(y1)−εγhε(x)
g(y1)−εγhε(%ε)
ϕ(x, y1, y2)dy2
∣∣∣∣∣ =
=
∣∣∣∣∫ 1
0
ϕ (x, y1, ε
γ(hε(%ε)− hε(x))z2 + g(y1)− εγhε(%ε)) (hε(%ε)− hε(x))dz2
∣∣∣∣
≤
∫ 1
0
|ϕ (x, y1, εγ(hε(%ε)− hε(x))z2 + g(y1)− εγhε(%ε))| ||h′||∞ |%ε − x|
εβ
dz2.
Now, since α > β and εα[x/εα]Lg + εαy1 satisfies (9), we have that
1
εγ
∣∣∣∣∣
∫ g(y1)−εγhε(x)
g(y1)−εγhε(%ε)
ϕ(x, y1, y2)dy2
∣∣∣∣∣→ 0,
as ε→ 0, proving the result.
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Remark 2.3. One could also suppose that h is uniformly continuous in Proposition 2.5 with minor
changes in the proof.
Remark 2.4. By Proposition 2.5, we can rewrite (10), without loss of generality, as
Y ∗ε (x) =
{
(y1, y2) ∈ R2 : 0 < y1 < Lg, g(y1)− εγh
( x
εβ
)
< y2 < g(y1)
}
(11)
assuming ε > 0 is small enough.
Remark 2.5. In Proposition 2.5, we strongly use α > β. To analyze β > α, we need to define a
different subset Y ∗ε (x), modifying the change of variables in the proof of 2.4 which would lead us to a
different unfolding operator. Since the analysis is analogous, we will focus here on Y ∗ε defined in (11)
with α > β > 0. We point out that, in this other case, the hypothesis on g and h would be interchanged.
Remark 2.6. Notice that case α = β > 0, we can perform the analysis when the periods of g and h
are rationally dependent, that is, there exists κ ∈ N such that Lh = κLg. In this case, we do not even
need results related to the iterated unfolding technique we describe bellow.
We also have the following results.
Proposition 2.6. If ϕε ∈W 1,p(Rε), there exists C > 0 independent of ε such that, for 1−1/p < s ≤ 1,
1
εγ
∫
Oε
|ϕε|qdxdy ≤ C‖ϕε‖qLq((0,1);W s,p(0,εg(x/εα)), ∀q ≥ 1.
In particular, if p ≥ 2 we have
1
εγ
∫
Oε
|ϕε|qdxdy ≤ C‖ϕε‖qW 1,p(Rε), ∀q ≤ p.
Proof. The first part is true by changing the Hs space by W s,p, for 1 − 1/p < s ≤ 1, in [5, Theorem
3.7], which implies that exists C > 0 independent of ε > 0 such that
1
εγ
∫
Oε
|ϕε|qdxdy ≤ C‖ϕε‖qLq(0,1;W s,p(0,εg(x/εα))), ∀q ≥ 1.
Also, it is not difficult to see thatW 1,p(Rε) is included in Lp(0, 1;W 1,p(0, εg(x/εα))) and, consequently,
in Lp(0, 1;W s,p(0, εg(x/εα))) with constant independent of ε > 0 analogously as [5, Proposition 3.6].
On the other hand, if p > 2, we have that pq > 1 for all q < p and then, if we call gε(x) = εg(x/ε
α),
‖ϕε‖qLq(0,1;W 1,p(0,gε(x))) =
∫ 1
0
(∫ gε(x)
0
|ϕε(x, y)|pdy
) q
p
dx+
∫ 1
0
(∫ gε(x)
0
|∂xϕε(x, y)|pdy
) q
p
dx
≤ g
p−q
p
1
(∫ 1
0
∫ gε(x)
0
|ϕε(x, y)|pdxdy
) q
p
+ g
p−q
p
1
(∫ 1
0
∫ gε(x)
0
|∂xϕε(x, y)|pdxdy
) q
p
≤ C‖ϕε‖qW 1,p(Rε)
Now, we proceed proving u.c.i. for integrals in (0, 1)× Y ∗ε (x).
Proposition 2.7. If ϕε ∈W 1,p(Rε) is uniformly bounded in the norm ||| · |||W 1,p(Rε), then
1
εγ+1
∫
Oε1
|ϕε|dxdy → 0.
Proof. It follows from
1
εγ+1
∫
Oε1
|ϕε|dxdy ≤
(
1
εγ+1
∫
Oε1
|ϕε|pdxdy
)1/p(
1
εγ+1
∫
Oε1
1dxdy
)1/p′
≤ C|||ϕε|||W 1,p(Rε)|Λε|1/p
′
since ϕε is uniformly bounded and |Λε| → 0 as ε→ 0 by Proposition 2.6.
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The next result is adapted from [5, Theorem 3.7]. Again, we use a Lebesgue-Bochner space to
analyze the concentrated integrals.
Proposition 2.8. The following properties are satisfied:
(a) If ϕ ∈ Lp ((0, 1);W 1,p(Y ∗)), then
1
εγ
∫
(0,1)×Y ∗ε (x)
|ϕ|pdxdY ≤ C||ϕ||p
Lp((0,1);W 1,p(Y ∗)),
with C > 0 independent of x ∈ (0, 1) and ε > 0.
(b) (u.c.i.) If (ϕε) ⊂ Lp
(
(0, 1);W 1,p(Y ∗)
)
is uniformly bounded, then
1
εγ
∫
Λhε×Y ∗ε (x)
|ϕε|dxdY → 0.
Proof. (a) For ϕ ∈ Lp ((0, 1);W 1,p(Y ∗)), we have ϕ(x, y1, ·) ∈ W 1,p(0, g(y1)) a.e. (0, 1) × (0, Lg).
Define
zε1 = g(y1)− εγh1 and zε0 = g(y1)− εγh(x/εβ)
for h1 = maxx∈R h(x) and ε > 0 small enough such that
[zε0 − zε1, zε0] ⊂ [0, g(y1)].
Notice that since g(y1) − εγh(x/εβ) < y2 < g(y1), for 1 − 1/p < s ≤ 1, it follows from [14, Theorem
1.5.1.3] for n = 1 that there exists K > 0 independent of ε such that
|ϕ(x, y1, y2)| ≤ K||ϕ(x, y1, ·)||W s,p(y2−zε0,y2) ≤ K||ϕ(x, y1, ·)||W s,p(0,g(y1)).
Hence,
1
εγ
∫
(0,1)×Y ∗ε (x)
|ϕ|pdxdY ≤
∫ 1
0
∫ Lg
0
1
εγ
∫ g(y1)
g(y1)−εγh(x/εβ)
|ϕ(x, y1, y2)|pdy2dy1dx
≤
∫ 1
0
∫ Lg
0
1
εγ
∫ g(y1)
g(y1)−εγh(x/εβ)
Kp||ϕ(x, y1, ·)||pW s,p(0,g(y1))dy2dy1dx
≤ C
∫ 1
0
∫ Lg
0
||ϕ(x, y1, ·)||pW s,p(0,g(y1))dy1dx = C
∫ 1
0
||ϕ||pLp((0,Lg);W s,p(0,g(y1)))dx
≤ C¯
∫ 1
0
||ϕ||p
W 1,p(Y ∗)dx ≤ C¯||ϕ||pLp((0,1);W 1,p(Y ∗)),
where W 1,p(Y ∗) ⊆ Lp((0, Lg);W 1,p(0, g(y1))) ⊂ Lp((0, Lg);W s,p(0, g(y1))).
(b) Using Hölder’s inequality and item (a), one gets
1
εγ
∫
Λhε×Y ∗ε (x)
|ϕε|dxdY ≤ C|Λhε |1/p
′ · ||ϕε||Lp((0,1);W 1,p(Y ∗)) → 0.
Now, we are in conditions to introduce the following unfolding operator:
Definition 2.9. Let ϕ be a measurable function in (0, 1) × Y ∗ε (x). We define the unfolding operator
T gε as
T gε ϕ(x, y1, z1, z2) =

ϕ
(
εβ
[
x
εβ
]
Lh
Lh + ε
βz1, y1, ε
γz2 + g(y1)
)
,
for (x, y1, z1, z2) ∈ Ihε × (0, Lg)× Y ∗h ,
0, for (x, y1, z1, z2) ∈ Λhε × (0, Lg)× Y ∗h
where Y ∗h = {( z1, z2) ∈ R2 : 0 < z1 < Lh and − h(z1) < z2 < 0}.
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Remark 2.7. (a) Notice that T gε preserves the regularity of ϕ as a function on y1 variable.
(b) The regularity of T gε ϕ in the variable z2 is inherited from y2.
(c) Let ψ be a function defined in Rε. We know that Tεψ inherits the regularity from ψ as a function
of variable (x, y) into variable (y1, y2). Therefore T gε (Tεψ) will be a regular function on y1 and
z2 variables.
Proceeding as in the proof of Proposition 2.4, one can get
1
LgLh
∫
(0,1)×(0,Lg)×Y ∗h
T gε (Tεϕ)dxdy1dZ
=
1
LgLh
Nε−1∑
k=0
∫ (k+1)εβLh
kεβLh
∫ Lg
0
∫ Lh
0
∫ 0
−h(z1)
Tεϕ
(
εβkLh + ε
βz1, y1, ε
γz2 + g(y1)
)
dz2dz1dy1dx
=
Lhε
β
LgLh
Nε−1∑
k=0
∫ Lg
0
∫ Lh
0
∫ 0
−h(z1)
Tεϕ
(
εβkLh + ε
βz1, y1, ε
γz2 + g(y1)
)
dz2dz1dy1.
Hence, performing the change of variables
x = εβkLh + ε
βz1
y1 = y1
y2 = ε
γz2 + g(y1)
⇒ dy2dxdy1 = εβ+γdz2dz1dy1
we obtain
εβ
Lg
Nε−1∑
k=0
∫ Lg
0
∫ Lh
0
∫ 0
−h(z1)
Tεϕ
(
εβkLh + ε
βz1, y1, ε
γz2 + g(y1)
)
dz2dz1dy1
=
1
εγLg
Nε−1∑
k=0
∫ Lg
0
∫ (k+1)εβLh
kεβLh
∫ g(y1)
g(y1)−εγh(x/εβ)
Tεϕ (x, y1, y2) dy2dxdy1
=
1
εγLg
∫
(0,1)×Y ∗ε (x)
TεϕdxdY − 1
εγLg
∫
Λhε×Y ∗ε (x)
TεϕdxdY.
Consequently, we obtain the following propositions.
Proposition 2.10. If ϕ be a measurable function in (0, 1)× Y ∗ε (x) then
1
LgLh
∫
(0,1)×(0,Lg)×Y ∗h
T gε (Tεϕ)dxdy1dZ =
=
1
εγLg
∫
(0,1)×Y ∗ε (x)
TεϕdxdY − 1
εγLg
∫
Λhε×Y ∗ε (x)
TεϕdxdY
Proposition 2.11. If ϕ ∈ L1(Rε), then
1
εγ+1
∫
Oε
ϕdxdy =
1
LgLh
∫ 1
0
∫ Lg
0
∫
Y ∗h
T gε (Tεϕ)dZdy1dx +
+
1
εγLg
∫
Λhε×Y ∗ε (x)
TεϕdxdY + 1
εγ+1
∫
Oε1
ϕdxdy.
Proposition 2.12. Let ϕ ∈ L1((0, 1)× Y ∗ε (x)). Then
(a) T gε is linear under sum and multiplication operations.
(b) Let f : R→ R. Then, T gε (f(ϕ)) = f(T gε ϕ).
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(c) Let ϕ ∈ Lp((0, 1)× Y ∗ε (x)). Then,
||T gε ϕ||Lp((0,1)×(0,Lg)×Y ∗h ) ≤
c
εγ
||ϕ||Lp((0,1)×Y ∗ε (x))
Proof. The proof follows directly from Definition 2.9.
Furthermore, we can obtain the following convergence results.
Proposition 2.13. Let ϕ ∈ Lp(0, 1). Then,
T gε ϕ→ ϕ
strongly in Lp((0, 1)× (0, Lg)× Y ∗h ).
Proof. The proof is simple and can be performed as in [7, Proposition 2.11].
Proposition 2.14. Let ϕε ∈ Lp((0, 1);W 1,p(Y ∗)) such that ϕε → ϕ in Lp((0, 1);W 1,p(Y ∗)), where
ϕ ∈W 1,p(0, 1). Then
T gε ϕε → ϕ
strongly in Lp((0, 1)× (0, Lg)× Y ∗h ).
Proof.
||T gε ϕε − ϕ||Lp((0,1)×(0,Lg)×Y ∗h )
≤ ||T gε ϕε − T gε ϕ||Lp((0,1)×(0,Lg)×Y ∗h ) + ||T
g
ε ϕ− ϕ||Lp((0,1)×(0,Lg)×Y ∗h ).
(12)
Using Proposition 2.13 we obtain
||T gε ϕ− ϕ||Lp((0,1)×(0,Lg)×Y ∗h ) → 0
as ε→ 0. Also, by Propositions 2.8 and 2.10, we have
||T gε ϕε − T gε ϕ||pLp((0,1)×(0,Lg)×Y ∗h ) ≤
C
εγ
∫
(0,1)×Y ∗ε (x)
|ϕε − ϕ|pdxdY − C
εγ
∫
Λhε×Y ∗ε (x)
|ϕε − ϕ|pdxdY
≤ C||ϕε − ϕ||pLp((0,1);W 1,p(Y ∗)) −
C
εγ
∫
Λhε×Y ∗ε (x)
|ϕε − ϕ|pdxdY → 0.
Therefore, one concludes that
T gε ϕε → ϕ
strongly in Lp((0, 1)× (0, Lg)× Y ∗h ).
The next results are direct consequence of Proposition 2.14.
Corollary 2.15. Let ϕε ∈W 1,p(Rε) such that there is ϕ ∈W 1,p(0, 1) satisfying
Tεϕε → ϕ strongly in Lp((0, 1);W 1,p(Y ∗)).
Then
T gε (Tεϕε)→ ϕ strongly in Lp((0, 1)× (0, Lg)× Y ∗h ).
Corollary 2.16. Let f ε ∈ Lp′(Rε) such that
T gε (Tεf ε) ⇀ fˆ weakly in Lp
′
((0, 1)× (0, Lg)× Y ∗h )
for some fˆ ∈ Lp′(0, 1). Then,
1
LgLh
∫ 1
0
∫ Lg
0
∫
Y ∗h
T gε (Tεf ε)T gε (Tεϕ)dxdy1dZ →
1
LgLh
∫ 1
0
∫ Lg
0
∫
Y ∗h
fˆϕdxdy1dZ
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for all ϕ ∈ Lp(0, 1). Moreover,
1
εγ+1
∫
Oε
f εϕdxdy →
∫ 1
0
f¯ϕdx,
with
f¯ =
1
LgLh
∫
(0,Lg)×Y ∗h
fˆdy1dZ.
Remark 2.8. If f ε(x, y) = f(x), then
1
εγ+1
∫
Oε
f εϕdxdy → 〈h〉(0,Lh)
∫ 1
0
fϕdx.
Now, we consider concentrated integrals with nonlinear terms given by bounded C2-functions with
bounded derivatives.
Proposition 2.17. Let f : R→ R be a C2 function satisfying (Hf ). Then,∫ 1
0
∫ Lg
0
∫
Y ∗h
T gε (Tε(f(ϕε)))T gε Tεψ →
∫ 1
0
∫ Lg
0
∫
Y ∗h
f(ϕ)ψ, ∀ψ ∈W 1,p(0, 1),
whenever ϕε ∈W 1,p(Rε) satisfies Tεϕε → ϕ in Lp((0, 1);W 1,p(Y ∗)).
Proof. See that ∫ 1
0
∫ Lg
0
∫
Y ∗h
T gε (Tε(f(ϕε)))T gε Tεψ − f(ϕ)ψ dxdy1dZ
=
∫ 1
0
∫ Lg
0
∫
Y ∗h
T gε (Tε(f(ϕε)))T gε Tεψ − f(T gε Tεϕ)T gε Tεψ dxdy1dZ
+
∫ 1
0
∫ Lg
0
∫
Y ∗h
f(T gε Tεϕ)T gε Tεψ − f(T gε Tεϕ)ψ dxdy1dZ
+
∫ 1
0
∫ Lg
0
∫
Y ∗h
f(T gε Tεϕ)ψ − f(ϕ)ψ dxdy1dZ = I + II + III.
We show that each integral of the right hand side of the above equality converges to zero. First, due
to Propositions 2.3 and 2.12, we get
|I| =
∣∣∣∣∣
∫ 1
0
∫ Lg
0
∫
Y ∗h
T gε (Tε(f(ϕε)))T gε Tεψ − f(T gε Tεϕ)T gε Tεψ dxdy1dZ
∣∣∣∣∣
≤
∫ 1
0
∫ Lg
0
∫
Y ∗h
|T gε (Tε(f(ϕε)))− f(T gε Tεϕ)||T gε Tεψ| dxdy1dZ
=
∫ 1
0
∫ Lg
0
∫
Y ∗h
|f(T gε Tεϕε)− f(T gε Tεϕ)||T gε Tεψ| dxdy1dZ
≤
∫ 1
0
∫ Lg
0
∫
Y ∗h
max
x∈R
|f ′(x)||T gε Tεϕε − T gε Tεϕ||T gε Tεψ| dxdy1dZ
≤ C‖T gε Tεϕε − T gε Tεϕ‖Lp((0,1)×(0,Lg)×Y ∗h )‖T
g
ε Tεψ‖Lp′ ((0,1)×(0,Lg)×Y ∗h )
≤ K
(
||ϕε − ϕ||pLp((0,1);W 1,p(Y ∗)) −
C
εγ
∫
Λhε×Y ∗ε (x)
|ϕε − ϕ|pdxdY
)
→ 0.
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On the other hand, by Propositions 2.13 and 2.14, since f is bounded we have that
|II| =
∣∣∣∣∣
∫ 1
0
∫ Lg
0
∫
Y ∗h
f(T gε Tεϕ)T gε Tεψ − f(T gε Tεϕ)ψ dxdy1dZ
∣∣∣∣∣
≤
∫ 1
0
∫ Lg
0
∫
Y ∗h
|f(T gε Tεϕ)||T gε Tεψ − ψ| dxdy1dZ
≤ max
x∈R
|f(x)||Y ∗h |1/p
′
(Lg)
1/p′‖T gε Tεψ − ψ‖Lp((0,1)×(0,Lg)×Y ∗h ) → 0.
Finally, using again Propositions 2.13 and 2.14 we get
|III| =
∣∣∣∣∣
∫ 1
0
∫ Lg
0
∫
Y ∗h
f(T gε Tεϕ)ψ − f(ϕ)ψ dxdy1dZ
∣∣∣∣∣
≤
∫ 1
0
∫ Lg
0
∫
Y ∗h
|f(T gε Tεϕ)− f(ϕ)|ψ| dxdy1dZ
≤ max
x∈R
|f ′(x)|‖T gε Tεϕ− ϕ‖Lp((0,1)×(0,Lg)×Y ∗h )L
1/p′
g |Y ∗h |1/p
′‖ψ‖Lp′ (0,1) → 0
as ε→ 0 proving the result.
3 Convergence results
Consider the variational formulation (2) from p-Laplacian equation (3). Our main goal here is to pass
the limit on solutions uε analyzing the different effects of the oscillatory boundary depending on the
order α. First we obtain the uniform boundedness to the solutions for any ε > 0 and α > 0.
Proposition 3.1. Consider the variational formulation∫
Rε
{
|∇uε|p−2∇uε∇ϕ+ |uε|p−2 uεϕ
}
dxdy =
1
εγ
∫
Oε
f εϕdxdy, ϕ ∈W 1,p(Rε) (13)
with f ε satisfying
1
εγ
|||f ε|||p′
Lp′ (Oε) ≤ c
for some positive constant c independent of ε > 0.
Then, there exists c0 > 0, also independent of ε such that
|||uε|||W 1,p(Rε) ≤ c0.
In particular
|||uε|||Lp(Rε) ≤ c0 and
∣∣∣∣∣∣∣∣∣|∇uε|p−2∇uε∣∣∣∣∣∣∣∣∣
Lp′ (Rε)
≤ cp/p′0 .
Proof. Take ϕ = uε in (13). Then, using Proposition 2.6,
||uε||pW 1,p(Rε) ≤
(
1
εγ
∫
Oε
|f ε|p′
)1/p′ ( 1
εγ
∫
Oε
|uε|p
)1/p
≤ cC |||uε|||W 1,p(Rε).
Hence, there exists c0 > 0 such that
|||uε|||W 1,p(Rε) ≤ c.
Therefore, uε and |∇uε|p−2∇uε are respectively uniformly bounded in Lp(Rε) and (Lp′(Rε))2 under
norm |||·|||.
Now, let us perform the asymptotic analysis for each α > 0.
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3.1 The linear perturbation case
Let us now deal with the convergence of the problem (2) at (1) and its dependence on α. Combining
convergence results from Section 2 and [3, 15], we obtain the following theorem.
Theorem 3.2. Let uε ∈ W 1,p(Rε) family of solutions given by (2) at the thin domain (1). Assume
f ε ∈ Lp′(Rε) satisfying
1/εγ |||f ε|||p′
Lp′ (Oε) ≤ C
for some C > 0 independent of ε > 0 and
T gε (Tεf ε)→ fˆ weakly in Lp
′
((0, 1)× (0, Lg)× Y ∗h ))
for some fˆ ∈ Lp′(0, 1).
Then there exists u ∈W 1,p(0, 1) such that
Tεuε → u strongly in Lp(0, 1;W 1,p(Y ∗)),
where u is the unique solution of the homogenized equation (8) satisfying∫ 1
0
q|∇u|p−2∇u∇ϕ+ |u|p−2uϕ =
∫ 1
0
f¯ϕ, ∀ϕ ∈W 1,p(0, 1) (14)
with
f¯ =
1
Lh|Y ∗|
∫
(0,Lg)×Y ∗h
fˆdy1dZ
such that:
(i) if α = 1 in (1), we have
q =
1
|Y ∗|
∫
Y ∗
|∇v|p−2∂y1vdy1dy2
where Y ∗ is the representative cell of Rε and v is the auxiliary function given by∫
Y ∗
|∇v|p−2∇v∇ϕdy1dy2 = 0 ∀ϕ ∈W 1,p# (Y ∗) (15)
(v − y1) ∈W 1,p# (Y ∗) with 〈(v − y1)〉Y ∗ = 0.
(ii) if α < 1 in (1), we have
q =
1
〈g〉(0,Lg)〈1/gp′−1〉p−1(0,Lg)
.
(iii) if α > 1 in (1), we have
q =
g0
〈g〉(0,Lg)
.
Proof. From Propositions 2.3, 2.11 and 2.12, we can rewrite (18) as∫
(0,1)×Y ∗
Tε(|∇uε|p−2∇uε)Tε∇ϕdxdy1dy2 + Lg
ε
∫
Rε1
|∇uε|p−2∇uε∇ϕdxdy +
+
∫
(0,1)×Y ∗
Tε(|uε|p−2uε)Tεϕdxdy1dy2 + Lg
ε
∫
Rε1
|uε|p−2uεϕdxdy
=
1
Lh
∫ 1
0
∫ Lg
0
∫
Y ∗h
T gε (Tεf ε)T gε (Tεϕ)dz1dz2dy1dx +
+
1
εγ
∫
Λhε×Y ∗ε (x)
Tεf εTεϕdy1dy2dx+ Lg
εγ+1
∫
Oε1
f εϕdxdy (16)
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Using property 5 from Proposition 2.3, we have
Lg
ε
∫
Rε1
|∇uε|p−2∇uε∇ϕdxdy → 0 and Lg
ε
∫
Rε1
|uε|p−2uεϕdxdy → 0
when ε→ 0.
Consequently, it follows from [3, Theorem 3.1] then there exists u ∈W 1,p(0, 1) such that Tεuε → u
strongly in Lp(0, 1;W 1,p(Y ∗)) and∫
(0,1)×Y ∗
Tε(|∇uε|p−2∇uε)Tε∇ϕdxdy1dy2 + Lg
ε
∫
Rε1
|∇uε|p−2∇uε∇ϕdxdy +
+
∫
(0,1)×Y ∗
Tε(|uε|p−2uε)Tεϕdxdy1dy2 + Lg
ε
∫
Rε1
|uε|p−2uεϕdxdy
→ |Y ∗|
∫ 1
0
(q|∂xu|p−2∂xu∂xϕ+ |u|p−2uϕ)dx,∀ϕ ∈W 1,p(0, 1), (17)
with
q =
1
|Y ∗|
∫
Y ∗
|∇v|p−2∂y1vdy1dy2
where Y ∗ is the representative cell and v is an auxiliary function given by (15).
Analogously, we can use Proposition 2.7 to get
Lg
εγ+1
∫
Oε1
f εϕdxdy → 0,
and Proposition 2.8 item (b) to conclude
1
εγ
∫
Λhε×Y ∗ε (x)
Tεf εTεϕdy1dy2dx→ 0
as ε→ 0.
Hence, it remains analyzing the behavior of
1
Lh
∫ 1
0
∫ Lg
0
∫
Y ∗h
T gε (Tεf ε)T gε (Tεϕ)dz1dz2dy1dx
to conclude the proof. Since, by hypothesis, we have that there exists fˆ ∈ Lp′(0, 1) such that
T gε (Tεf ε) → fˆ weakly in Lp′((0, 1) × (0, Lg) × Y ∗h )), we obtain by Corollary 2.16 that there exists
f¯ ∈ Lp′(0, 1) such that
1
Lh
∫ 1
0
∫ Lg
0
∫
Y ∗h
T gε (Tεf ε)T gε (Tεϕ)dZdy1dx→
∫ 1
0
f¯ϕdx
with
f¯ =
1
Lh|Y ∗|
∫
(0,Lg)×Y ∗h
fˆdy1dZ.
Now, passing to the limit in (16), we get
|Y ∗|
∫ 1
0
(q|∂xu|p−2∂xu∂xϕ+ |u|p−2uϕ)dx = |Y ∗|
∫ 1
0
f¯ϕdx,∀ϕ ∈W 1,p(0, 1),
which implies (14) leading us to the end of the proof.
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4 A nonlinear perturbation
Now, let us consider the variational formulation of (7), with p ≥ 2, under the condition (Hf ):∫
Rε
{|∇uε|p−2∇uε∇ϕ+ |uε|p−2uεϕ}dxdy = 1
εγ
∫
Oε
f(uε)ϕdxdy, ∀ϕ ∈W 1,p(Rε). (18)
Here, we see that the homogenized equation for the thin domain problem (18) is the one-dimensional
equation (8) given by∫ 1
0
{q|u′|p−2u′ϕ′ + |u|p−2uϕ}dx = 〈h〉(0,Lh)〈g〉(0,Lg)
∫ 1
0
f(u)ϕdx, ∀ϕ ∈W 1,p(0, 1). (19)
4.1 Existence of solutions
Using the notation of Proposition 2.1, we can rewrite problem (18) in the following way
Juε = Fε(uε),
where, for 1− 1/p < s < 1,
Fε : W
1,p(Rε)→ (Lp((0, 1);W s,p(0, εg(x/εα)))′
uε 7→ Fε(uε) : Lp((0, 1);W s,p(0, εg(x/εα)))→ R (20)
ϕε 7→ 〈Fε(uε), ϕε〉 = 1
εγ
∫
Oε
f(uε)ϕε.
Arguing as [4, Proposition 6] and [5, Proposition 4.1], one can prove:
Proposition 4.1. If we call the spaces
Zε = L
p((0, 1);W s,p(0, εg(x/εα))) and Z ′ε = (L
p((0, 1);W s,p(0, εg(x/εα))))′,
the function Fε defined in (20) has the following properties:
1. there exists K > 0 independent of ε such that
sup
uε∈W 1,p(Rε)
‖Fε(uε)‖Z′ε ≤ K
2. Fε is a Lipschitz application and there exists L > 0 independent of ε such that
‖Fε(uε)− Fε(vε)‖Z′ε ≤ L‖uε − vε‖W 1,p(Rε)
Proof. 1. For uε ∈ Zε,
‖Fε(uε)‖Z′ε = sup‖ϕε‖Zε=1
|〈Fε(uε), ϕε〉|.
Then, using that f is bounded and by Proposition 2.6, if q is the conjugate of p,
1
εγ
∫
Oε
|f(uε)ϕε| ≤
(
1
εγ
∫
Oε
|f(uε)|q
)1/q ( 1
εγ
∫
Oε
|ϕε|p
)1/p
≤ C sup
x∈R
|f(x)|h1/q1 ‖ϕε‖Zε
that implies
‖Fε(uε)‖Z′ε ≤ sup
x∈R
|f(x)|h1/q1 .
Thus there exists K > 0 such that
sup
uε∈W 1,p(Rε)
‖Fε(uε)‖Z′ε ≤ K
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2. Using now f ′ bounded, the Mean Value Theorem and Proposition 2.6, if q is the conjugate of p,
1
εγ
∫
Oε
|f(uε)ϕε − f(vε)ϕε| ≤ 1
εγ
∫
Oε
|f(uε)− f(vε)||ϕε|
≤
(
1
εγ
∫
Oε
sup
x∈R
|f ′(x)|q|uε − vε|q
)1/q ( 1
εγ
∫
Oε
|ϕε|p
)1/p
≤ C sup
x∈R
|f ′(x)| ‖uε − vε‖W 1,p(Rε)‖ϕε‖Zε
Therefore for some L > 0 we obtain
‖Fε(uε)− Fε(vε)‖Z′ε ≤ L‖uε − vε‖W 1,p(Rε).
By Proposition 2.1, J is bijective, with inverse bounded, continuous and monotone. Using Propo-
sition 4.1, the application Fε is Lipschitz continuous with constant independent of ε. Thus, uε ∈
W 1,p(Rε) is a solution of (18) if, and only if, uε = J−1Fε(uε). This means that uε is a fixed
point of J−1Fε. Also, one gets that J−1Fε is a compact and continuous operator since W 1,p(Rε) ⊂
Lp((0, 1);W s,p(0, εg(x/εα))) is a compact inclusion. Thus, by the Schaefer’s Fixed Point Theorem, we
get the existence of solutions for each ε > 0. Analogously, for our limiting problem the existence of
solutions follows considering (19) as
Ju = F0(u),
where
F0 : W
1,p(0, 1)→ (Lp(0, 1))′
u 7→ F0(u) : Lp′(0, 1)→ R
ϕ 7→ 〈F0(u), ϕ〉 =
〈h〉(0,Lh)
〈g〉(0,Lg)
∫ 1
0
f(u)ϕ.
4.2 Convergence of solutions
Our main goal now is to pass the limit, as ε→ 0, in equation (18) analyzing the different effects of the
oscillatory boundary depending on order α. Using convergence results from [3, 15] we have:
Theorem 4.2. Let uε ∈W 1,p(R) solution of the problem (18). Then, there exists u ∈W 1,p(0, 1), such
that
Tεuε → u strongly in Lp(0, 1;W 1,p(Y ∗)),
where u is the unique solution of the problem (19) such that
(i) if α = 1 in (1), we have
q =
1
|Y ∗|
∫
Y ∗
|∇v|p−2∂y1vdy1dy2
where Y ∗ is the representative cell of Rε and v is the auxiliary function given by∫
Y ∗
|∇v|p−2∇v∇ϕdy1dy2 = 0 ∀ϕ ∈W 1,p# (Y ∗) (21)
(v − y1) ∈W 1,p# (Y ∗) with 〈(v − y1)〉Y ∗ = 0.
(ii) If α < 1 in (1), we have
q =
1
〈g〉(0,Lg)〈1/gp′−1〉p−1(0,Lg)
.
(iii) If α > 1 in (1), we have
q =
g0
〈g〉(0,Lg)
.
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Proof. Taking α = 1, from Propositions 2.3, 2.12 and 2.11 we can rewrite (18) as∫
(0,1)×Y ∗
Tε(|∇uε|p−2∇uε)Tε∇ϕdxdy1dy2 + Lg
ε
∫
Rε1
|∇uε|p−2∇uε∇ϕdxdy +
+
∫
(0,1)×Y ∗
Tε(|uε|p−2uε)Tεϕdxdy1dy2 + Lg
ε
∫
Rε1
|uε|p−2uεϕdxdy =
=
1
Lh
∫ 1
0
∫ Lg
0
∫
Y ∗h
T gε (Tεf(uε))T gε (Tεϕ)dz1dz2dy1dx +
+
1
εγ
∫
Λhε×Y ∗ε (x)
Tε(f(uε))Tεϕdy1dy2dx+ Lg
εγ+1
∫
Oε1
f(uε)ϕdxdy
Using property 5 from Proposition 2.3, we have
Lg
ε
∫
Rε1
|∇uε|p−2∇uε∇ϕdxdy → 0 and Lg
ε
∫
Rε1
|uε|p−2uεϕdxdy → 0
when ε→ 0.
Hence, one can apply similar arguments from [3, Theorem 3.1] showing the existence of u ∈
W 1,p(0, 1) such that Tεuε → u strongly in Lp(0, 1;W 1,p(Y ∗)) and∫
(0,1)×Y ∗
Tε(|∇uε|p−2∇uε)Tε∇ϕdxdy1dy2 + Lg
ε
∫
Rε1
|∇uε|p−2∇uε∇ϕdxdy +
+
∫
(0,1)×Y ∗
Tε(|uε|p−2uε)Tεϕdxdy1dy2 + Lg
ε
∫
Rε1
|uε|p−2uεϕdxdy
→ |Y ∗|
∫ 1
0
(q|∂xu|p−2∂xu∂xϕ+ |u|p−2uϕ)dx,∀ϕ ∈W 1,p(0, 1),
with
q =
1
|Y ∗|
∫
Y ∗
|∇v|p−2∂y1vdy1dy2
where Y ∗ is the representative cell of Rε and v is an auxiliary function given by (21).
Analogously, using respectively Propositions 2.7 and 2.8 (b), one gets
Lg
εγ+1
∫
Oε1
f(uε)ϕdxdy → 0 and 1
εγ
∫
Λhε×Y ∗ε (x)
Tε(f(uε))Tεϕdy1dy2dx→ 0
as ε→ 0. Hence, it remains to analyze the behavior of
1
Lh
∫ 1
0
∫ Lg
0
∫
Y ∗h
T gε (Tεf(uε))T gε (Tεϕ)dz1dz2dy1dx
to conclude the proof.
By Proposition 2.17, since Tεuε → u strongly in Lp((0, 1);W 1,p(Y ∗)), for ϕ ∈ W 1,p(0, 1), previous
integral converges to
1
Lh
∫ 1
0
∫ Lg
0
∫
Y ∗h
f(u)ϕdz1dz2dy1dx.
Lastly, notice that
1
Lh
∫ 1
0
∫ Lg
0
∫
Y ∗h
f(u(x))ϕ(x)dz1dz2dy1dx =
Lg
Lh
∫ Lh
0
∫ 0
−h(z1)
∫ 1
0
f(u(x))ϕ(x)dz2dz1dx
=
Lg
Lh
∫ Lh
0
∫ 1
0
h(z1)f(u(x))ϕ(x)dz1dx = Lg〈h〉(0,Lh)
∫ 1
0
f(u(x))ϕ(x)dx
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This leads us to the following limit problem
q
∫ 1
0
|∂xu|p−2∂xu ∂xϕ dx+
∫ 1
0
|u|p−2uϕdx = 〈g〉(0,Lg)〈h〉(0,Lh)
∫ 1
0
f(u)ϕdx
that concludes our proof. The cases α < 1 and α > 1 follow similarly using arguments from [3,
Theorem 4.1, Theorem 5.3] respectively.
Remark 4.1. If we analyze the problem (18) with p = 2 and α = 1, the Theorem 4.2 is equivalent to
[5, Proposition 5.10].
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