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Abstract—We present a multi-objective evolutionary optimiza-
tion algorithm that uses Gaussian process (GP) regression-based
models to select trial solutions in a multi-generation iterative
procedure. In each generation, a surrogate model is constructed
for each objective function with the sample data. The models
are used to evaluate solutions and to select the ones with a
high potential before they are evaluated on the actual system.
Since the trial solutions selected by the GP models tend to have
better performance than other methods that only rely on random
operations, the new algorithm has much higher efficiency in
exploring the parameter space. Simulations with multiple test
cases show that the new algorithm has a substantially higher
convergence speed and stability than NSGA-II, MOPSO, and
some other more recent algorithms.
Index Terms—Gaussian process, optimization, multi-objective
I. INTRODUCTION
THE design of a complex system often requires the searchof the ideal solution among a multi-variable parameter
space. The ideal solution may involve a trade-off of competing
performance requirements. In recent years, multi-objective
evolutionary algorithms (MOEAs) have been widely adopted
to discover the set of solutions with the best performances,
i.e., the Pareto front. These include multi-objective genetic al-
gorithms (MOGA) [1]–[3] and multi-objective particle swarm
optimization (MOPSO) [4]–[7].
In the particle accelerator field, there are many challeng-
ing design optimization problems, such as lattice design for
synchrotron light sources [8]–[10], beamline design for pho-
toinjectors [11], and cavity design for superconducting Radio
Frequency (SRF) components. Numeric optimization is often
used in the design studies. In a design optimization study,
many trial solutions will be evaluated, and typically an evalu-
ation involves the numeric simulation of the physics processes
that affect the system performance. Such a simulation could
be computationally expensive (e.g., hours), especially as the
current trend is to build in as many details into the physics
model as possible. On the other hand, accelerator projects
often have tight schedules, with limited time available for
design studies. Therefore, high efficiency of the optimization
algorithm is crucial. The fast convergence requirement means
that the optimizer not only needs to be able to converge to
the true Pareto front with a small number of evaluations,
but also has a small computation overhead. In addition, the
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performance of the optimizer needs be stable in order to avoid
the need to rerun the same optimization multiple times.
Both MOGA [8], [9], [11] and MOPSO [10], [12] algo-
rithms have found use in accelerator design studies in recent
years. In MOGA and MOPSO algorithms, an iterative process
is executed to update a population of solutions. During each
iteration, which may be referred to as a generation, new trial
solutions are generated and evaluated. Both methods employ
stochastic operations to produce new solutions with existing
good solutions, although the details differ. These operations
are heuristically effective, but are intrinsically inefficient as
the new solutions are not based on any valid prediction. There
is a strong incentive to develop more powerful methods as the
design of future accelerators is becoming more challenging.
Several novel techniques are adopted in some of the more
recently developed MOEAs, such as objective decomposition
(MOEA/D [3]), multiple search strategies (MMOPSO [6]) and
problem transformation scheme (WOF-SMPSO [7]), to tackle
complex or large-scale multi-objective optimization problems
(MOPs). These new algorithms can be considerably faster than
the conventional MOGA or MOPSO algorithms. However, like
the MOGA and MOPSO, the new algorithms do not make full
use of the information in the evaluated solutions to assist the
search for the Pareto front.
Surrogate assisted MOEAs [13]–[15] have been developed
to improve the efficiency of the algorithms. These algorithms
are often based on posterior Gaussian process (GP) [16]–[21]
models. A posterior Gaussian process is a non-parametric,
analytic model derived from a prior Gaussian process and the
sample data, based on the Bayesian inference. It serves as a
surrogate model of the actual physics model that represents
the system and is used to produce the sample data. The GP
model can be used to predict the performance of solutions not
yet evaluated, along with an uncertainty estimate.
MOEA/D-EGO [13] and ParEGO [15] are two of the
GP assisted algorithms that have excellent performance for
many optimization problems. However, the overhead of these
surrogate assisted MOEAs is usually significant for problems
with a high-dimensional decision space, due to the high time
complexity for the common techniques involved in these
algorithms, such as population clustering, acquisition function
optimization, and drop-out strategy. For example, in a test case
with the ZDT test functions [22] of 30 decision variables, the
data preprocessing before the GP model building in MOEA/D-
EGO can cost around 1 hour at the beginning, and the
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time complexity grew cubically with each iteration. ParEGO
performed better with regard to the computation overhead.
However, it suffers from a low sample number per iteration,
with only 1 sample data point per iteration, as compared to 5 or
more in MOEA/D-EGO. Therefore, it is not time efficient and
cannot take advantage of parallel computing capability, which
is common in today’s computing environments. In addition,
the performance of the algorithms that employ the aforemen-
tioned techniques suffer from the curse of dimensionality [23].
Therefore, they are rarely used to solve problems with a
relatively high dimensional (P > 20) decision space [14].
The difficulty to extend to high-dimension problems and the
high computation overhead for these algorithms limit their
usefulness in many design studies.
Neural network (NN)-based surrogate models have also
been proposed to assist optimization algorithms [24]–[26]. The
NN models are used to calculate or substitute the function
evaluations, or help select an offspring solution for evaluation.
A recent approach proposed in the accelerator field is to train a
neural network as the surrogate model, from which the Pareto
front can be found with optimization [27]. The challenge for
this approach is that a large amount of data points may be
needed to construct a global NN-based surrogate model that
is sufficiently accurate to determine the Pareto front with it.
Transfer learning, i.e., application of a learned model from
one design problem to another, is usually not applicable. This
is because design problems, even for those with the same
parameter setup, are very different from each other due to the
nonlinear nature of the problems. Therefore, simulation data
for one problem are typically of little use for another problem.
In this study, we propose a multi-objective multi-generation
Gaussian process optimizer (MG-GPO) for design optimiza-
tion. Similar to MOGA and MOPSO, it generates and ma-
nipulates a population of solutions with stochastic operations
in an iterative manner. The difference is that posterior GP
models are constructed and updated in each iteration and are
used to select the trial solutions for the actual evaluation.
The model-based selection substantially boosts the efficiency
of the algorithm. The MG-GPO algorithm differs from other
surrogate-assisted evolutionary algorithms, such as MOEA/D-
EGO and ParEGO, in that the GP models are only used
for filtering, instead of for the generation of new solutions
(e.g., through optimization). This reduces the requirement
for high accuracy in the model and consequently lowers the
computation overhead, and give the algorithm high robustness
and reliability. The implementation of the algorithm is also
simple and straightforward. Because of such features, it is easy
to apply to high-dimensional problems. In addition, as non-
dominated sorting is used both to select trial solutions with
the GP models and to select the fittest solutions for the next
generation, constraints can be easily integrated by including
them in the sorting criteria.
The paper is organized as follows. In Section II we give
a brief introduction to the Gaussian process regression and
optimization. The multi-generation GP optimizer is described
in Section III. A test of the new optimizer with analytic
functions is presented in Section IV. The conclusion is given
in Section V.
II. GAUSSIAN PROCESS REGRESSION AND OPTIMIZATION
The Gaussian process regression is a type of Bayesian
inference, in which one combines a prior statistical model
and the observed evidences to deduce knowledge of the actual
statistical model, based on Bayes’ theorem of the conditional
probabilities.
A Gaussian process is a statistical model of the distribution
of a random function over space or time (distribution of a
parameter space is assumed in the present context). The GP
not only gives the probability distribution of the function at
one location, but also its joint distribution with the function
value at any other location. The joint distribution is a normal
distribution. For an unknown function over a parameter space,
a prior Gaussian process can be specified with the prior mean
function m(x) and the kernel function k(x,x′), where x and
x′ are vectors that represent points in the parameter space.
Without any knowledge about the function, the prior mean is
often assumed m(x) = 0. The kernel function represents the
covariance of the function values at two locations. It is often
assumed to take the squared exponential form [20], [21],
k(x,x′) = Σ2f exp(−
1
2
(x− x′)TΘ−2(x− x′)), (1)
where Σf is the estimated variance of the function, Θ =
diag(θ1, θ2, · · · , θn) is a diagonal matrix and the θi parameters
specify the correlation of the function values at two points
separated in space in the direction of xi coordinate.
After a number of sample data points, given as (xi, fi =
f(xi)), i = 1, 2, · · · , t, are taken from the parameter space,
we would like to know the function value at a new point xt+1.
From the prior GP, the joint distribution of the sample data and
the new point is given by a multi-variate normal distribution,
N
(
0,
(
K k
kT k(xt+1,xt+1),
))
(2)
where K is the kernel matrix, whose elements are Kij =
k(xi,xj), and the kernel vector is given by ki = k(xi,xt+1).
The prior joint distribution function, Eq. 2, and the evidence
by the sample data set allow us to calculate the conditional dis-
tribution of the function value at point xt+1, which is a normal
distribution given by its mean and standard deviation [20],
µt+1 = k
TK−1ft, (3)
σ2t+1 = k(xt+1,xt+1)− kTK−1k. (4)
The expected mean, µt+1, is an estimate of the function value
and the standard deviation σt+1 gives the uncertainty.
Eqs. 3-4 are the posterior model of the actual function. It is
worth noting that this is a non-parametric model. The sample
data enter the model directly. The posterior distribution not
only can be used to predict the function values in the parameter
space, but also can be used to optimize the function.
In a GP optimizer, the posterior model is used to choose
the next trial solution. With the posterior GP, an optimization
algorithm is used to look for a point xt+1 that the model
predicts to yield the largest gain, which is then evaluated on
the real system. After that, the new data point enters the sample
data set and the GP model is updated accordingly. The measure
of the gain is represented by the acquisition function, a popular
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choice of which is the upper confidence bound (UCB) for a
maximization problem [28]. For a minimization problem, it is
the lower confidence bound (LCB), given by
GP-LCB(x) = µ(x)− κσ(x), (5)
where κ ≥ 0 is a constant. A suitable value of κ is used to
balance the exploitation and the exploration strategies - a small
κ favors exploitation and a large κ favors exploration. Taking
a large κ is to take some risk by going into the less certain
area in the parameter space in exchange for the opportunity
to yield a big gain.
After every new data point is added, the GP model is
updated, which requires the inversion of the kernel matrix.
During the search for the trial solution, many matrix mul-
tiplications are performed. These calculation can be time
consuming if the dimension of the matrix is large. Therefore,
the size of the data set is often limited to the order of hundreds.
III. MULTI-GENERATION GAUSSIAN PROCESS OPTIMIZER
The ability of the posterior GP model to approximate the
actual model and to predict the performance of a new solution
can be very useful in design optimization, where it is common
to evaluate thousands or tens of thousands solutions in the
search for the optimal design. A design study often has multi-
ple objectives. In the following we propose a multi-objective,
multi-generation Gaussian process optimization algorithm that
would be ideal for design optimization.
Presently MOGA and MOPSO algorithms are widely used
in the design optimization of accelerators. A popular MOGA
algorithm is the NSGA-II [2]. It takes an iterative scheme to
update a population of solutions. At each iteration, it generates
new trial solutions based on the existing ones, using the sim-
ulated binary crossover (SBX) [29] and polynomial mutation
operations [30]. In a crossover two solutions are combined
to generate a pair of new solutions randomly distributed in
between, while a mutation operation modifies a solution with
random changes to the parameters. The new trial solutions are
evaluated and compared to the existing solutions with a non-
dominated sorting. Some solutions replace the existing ones
and enter the next generation if they outperform the latter.
The MOPSO [4], [5] algorithm also manipulates a popu-
lation of solutions iteratively. In this case, each solution is
considered a particle in the parameter space. New solutions are
generated by shifting the existing solutions in the parameter
space by an offset called the velocity. The velocity consists
of contributions from three terms: the previous velocity, a
shift toward the best solution of the history of the particle
(the personal best), and a shift toward a solution in the global
best solutions. The velocity and the personal and global best
solutions are updated at every iteration.
The MOGA and MOPSO algorithms work because the oper-
ations used to generate new solutions tend to produce solutions
toward the direction with better performances, which are then
selected and used for the next generation. However, there is
no guarantee that the crossover and mutation operations or the
shift by the velocity will yield better solutions. No information
is extracted from the previous function evaluations other than
the selection of the best solutions.
When we apply GP regression to model the existing so-
lutions, we would be able to determine which new solutions
have a high probability of yielding good performances. We can
optimize with the posterior GP model to produce promising
trial solutions. Or we can simply generate a large quantity of
potential new solutions, evaluate them with the GP model, and
use the outcome to select the solutions with a potential to yield
a significant improvement. By selecting only these solutions
for the computationally expensive function evaluation, we
could substantially improve the efficiency of the algorithm.
The new algorithm, which may be referred to as the multi-
objective, multi-generation Gaussian process optimizer (MG-
GPO), also works iteratively. The initial population of solu-
tions may be randomly generated, throughout the parameter
space, or within a small region in the parameter space. The
population of solutions, N , is fixed.
At each iteration, N new solutions will be generated and
evaluated. The set of solutions evaluated on iteration n may be
labeled Fn. The set Fn is combined with the N best solutions
from the last iteration, which form a set labeled Gn−1, and the
combined set is sorted with the non-dominated sorting [2],
from which the population of N best solutions is updated.
A GP model is constructed for each objective, which has its
own set of model parameters, Θ(j) and Σ(j)f . We also give the
prior GP model a non-zero mean, mj(x) = µ¯(j). The value of
µ¯(j) and Σ(j)f are given by the mean and standard deviation
of the function values of the previous data set, respectively.
With the non-zero mean, Eq. 3 is replaced with
µt+1 = k
TK−1(ft − µ¯) + µ¯. (6)
The use of a non-zero mean helps avoid an abrupt change
in the function value when searching in the transition region
between the sampled area and the un-sampled areas. A wrong
mean value could produce a bias that either pull the search
into the unexplored territory or prevent the search into it.
While it is possible to use a multi-objective optimization
algorithm to optimize the surrogate models, produce the Pareto
front, and use the solutions in the Pareto front for the actual
evaluation, we adopt a simple approach to sample the area
around the existing best solutions. New solutions are generated
through the mutation and crossover operations. For each
solution in the previous population of best solutions, Gn−1, m1
new solutions are by mutation and another m2 solutions are by
crossover. Mutation is done by the polynomial mutation (PLM)
technique [30]. Crossover is done with the SBX technique, as
is done in NSGA-II. Obviously, there could be better ways
to generate new solutions, for example, by using the gradient
afforded by the posterior GP model. Nonetheless, the present
simple approach is adequate to demonstrate the advantage of
the GP method. Besides, we can always increase the number
of new solutions to improve the sampling of the GP models
as the cost of evaluating the GP models is usually negligible
compared to the actual physics simulation.
The (m1 + m2)N solutions are then evaluated with the
GP models, which give the expected mean and standard
deviation for each objective function. We choose the GP-LCB
acquisition functions as the figure of merit for the solutions. A
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Fig. 1. The IGD and HV evolutionary traces of MG-GPO for the ZDT3
test problem with various κ schemes for the GP-LCB acquisition function,
including constant κ = 0, κ = 2, and an exponentially decaying κ according
to κn+1 = ρκn from the initial value of 2, and ρ = 0.70 and 0.85. The
mean and median curves are shown for 10 test runs for each case. The shaded
areas indicate the one-sigma spread. The reference point in the HV calculation
is set to (1, 1).
non-dominated sorting is then performed over the (m1+m2)N
solutions, from which N solutions are selected for the actual
design simulation. These N solutions form the set Fn, which is
then combined with Gn−1 and another non-dominated sorting
is used to updated the N best solutions, yielding Gn.
The κ parameter in GP-LCB can have a significant impact
to the behavior of the algorithm. A large κ value encourages
exploration of the parameter space but in the same time may
not take full advantage of the learned model. Conversely, a
small κ value better exploits the model but may not sufficiently
explore the parameter space. It could be argued that at the
beginning of an optimization a large κ is preferred as more
exploration is needed in order to discover the area in the
parameter space with good solutions. A small κ would be
preferred in the later stage as the algorithm converges to
a relatively small area where a refined search is needed.
Figure 1 and 2 compares the convergence of the MG-GPO
algorithm with several κ schemes for the ZDT3 test case (see
next section). It was found that decreasing κ exponentially
generation by generation from κ = 2 toward zero, with
κn+1 = ρκn, ρ = 0.85 gives the best performance for the
problem. The optimal decreasing factor ρ may depend on
the optimization problem and the optimization setup. Ideally,
an adaptive scheme of decreasing κ over generations, using
certain performance metrics (e.g., hyper-volume) as the guide
would be preferred.
The GP models are updated at the end of the iteration. The
sample data used for the GP models are the combined set of
Fn and Gn. There will be some redundant data points, as some
solutions in Fn has just entered Gn. The duplicate points can
be eliminated. It can also be left in, as it does not pose a
difficulty, when singular value decomposition (SVD) is used
in the matrix inversion in Eq. 6..
The MG-GPO algorithm is summarized below (with Gmax
being the maximum number of generations, ρ the decreasing
factor for κ)
n← 0, Initialize the population, G0. Initialize κ← 2.
Evaluate all solutions in G0
Construct Gaussian process models, GP0, with G0
while n < Gmax do
n← n+ 1
Update κ with κ← ρκ.
For each solution in Gn−1, generate m1 solutions with
mutation and m2 solutions with crossover.
Evaluate the (m1 +m2)N solutions with GPn−1
Use non-dominated sorting to select N best solutions,
which forms the set Fn.
Evaluate the solutions in Fn in the actual system.
Use non-dominated sorting to select N best solutions
from the combined set of Gn−1 and Fn, the results of
which form Gn.
Construct Gaussian process models, GPn, with solutions
in Fn and Gn.
end while
In the above algorithm, new trial solutions are generated
with mutation and crossover operations, as is done in NSGA-
II. The new trial solutions can also been generated with the
moving particle approach as done in MOPSO. The attraction
terms by the global and personal best solutions can be varied
and selected by the GP models. We tested the approach and
found that similar improvement in convergence efficiency can
be made.
IV. PERFORMANCE COMPARISONS WITH OTHER
ALGORITHMS
Simulations were conducted to demonstrate the fast con-
vergence of the MG-GPO algorithm in comparison with a
few commonly used multi-objective optimization algorithms.
The algorithms selected for comparison include two classic
algorithms, NSGA-II and MOPSO, and two more recent ones,
MMOPSO [6] and WOF-SMPSO [7], [31], [32]. The NSGA-
II, MMOPSO, and WOF-SMPSO codes used in the tests are
from the PlatEMO platform [33]. The MOPSO algorithm is
the same as used in Ref. [10] and was based on the framework
described in [12].
A. Test Instances
Four test cases have been used to test the performance of the
MG-GPO algorithm in comparison to the NSGA-II, MOPSO,
MMOPSO and WOF-SMPSO algorithms. These test cases
are commonly used for algorithm performance comparison,
for example, in Ref. [2]. All test cases have two objective
functions, and assumed to be minimization problems.
1) ZDT1 [22]: The ZDT1 test case is defined by
f1(x) = x1, (7)
f2(x) = g(x)(1−
√
x1/g(x)), (8)
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Fig. 2. Pareto fronts at specific evaluation numbers of MG-GPO with different κ decay rates for the ZDT3 test problem. The case with the median performance
is shown for each test case.
with
g(x) = 1 +
9
P − 1(
P∑
i=2
xi). (9)
The parameter ranges are [0, 1] for all variables. The optimal
solutions are with xi = 0 for i = 2, 3, · · · , P and x1 ∈ [0, 1].
2) ZDT2 [22]: ZDT2 is defined similarly as ZDT1, except
that the f2(x) function is redefined as
f2(x) = g(x)
[
1− (x1/g(x))2
]
. (10)
The ranges of the parameters are the same as ZDT1.
3) ZDT3 [22]: The definition is similar to ZDT1, except
that the f2(x) function is redefined as
f2(x) = g(x)(1−
√
x1/g(x)− x1
g(x)
sin 10pix1). (11)
The ranges of the parameters are the same as ZDT1. The
Pareto front of this case consists of disconnected stripes.
4) ZDT6 [22]: ZDT6 test case is defined as
f1(x) = 1− e−4x1 · sin6(6pix1), (12)
f2(x) = 1−
(
f1(x)
g(x)
)2
, (13)
with
g(x) = 1 + 9
[
P∑
i=2
xi/(P − 1)
]0.25
. (14)
The ranges of the parameters are the same as ZDT1. Its Pareto
front is nonconvex, and the distribution of the Pareto solutions
is highly nonuniform.
The dimension of the test cases was chosen to be P = 30.
This may represent the mid-dimensional decision spaces in
design studies. Tests were also done with P = 100 for ZDT1
and ZDT2. The P = 100 cases represent high-dimensional
design problems.
B. Experimental Settings
1) General Settings: For the MG-GPO implementation, the
parameter range is normalized to [0, 1]. The mutation (PLM)
and crossover (SBX) control parameters are set to ηm = 20
and ηc = 20, respectively. To balance the need for initial
exploration in the early stage and refined search in the later
stage, the κ parameter in the GP-LCB acquisition function
is exponentially decreased, initially with κ = 2 and with
each generation it is scaled down by the factor ρ = 0.85.
The multiplication factors are set to m1 = m2 = 20. In all
test cases, the correlation length parameters of MG-GPO are
optimized in each generation with respect to the data samples
used for GP model construction. The GPy package is used for
hyper-parameter optimization [34].
For NSGA-II, the crossover probability is set to 90%.
The distribution indices for the simulated binary crossover
(SBX) and mutation operations are ηc = 20 and ηm = 20,
respectively [29].
For MOPSO, the weight factors in the velocity composition
are w = 0.4 and r1 = r2 = 1. The MOPSO algorithm also
includes a mutation operation, with a probability rate of 1/P ,
where P is the number of variables.
For MMOPSO, there are no algorithm-specific hyper pa-
rameters to modify.
For WOF-SMPSO, all hyper parameters are set to the
default values, as suggested in Ref. [7].
The initial solutions are randomly distributed, with parame-
ters drawn from a uniform distribution in the parameter range.
We chose Hypervolume (HV) [35] and inverted generational
distance (IGD) [36], [37] as optimization algorithm perfor-
mance indicators (PI).
2) Mid-dimensional Settings: The mid-dimensional test
problems are ZDT1, ZDT2, ZDT3 and ZDT6. The dimensions
of the test problems are set to P = 30. The population size is
set to N = 80 for all algorithms. The algorithms are run for
4080 evaluations. Each test instance was repeated 10 times.
3) High-dimensional Settings: The high-dimensional test
problems are ZDT1 and ZDT2. The dimensions of the test
problems are set to P = 100. The population size is set to
N = 80 for all algorithms. The algorithms are run for 8080
evaluations. Each test instance was repeated 10 times.
C. Experimental Results
Figure 3 shows four snapshots of the distribution of the
non-dominated front in the population of solutions during the
course of optimization for the five algorithms being compared
for all four test problems with P = 30, with the number
of evaluations from 1000 to 4000, at an 1000 interval. The
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case with the median behavior among the 10 tests for each
algorithm is shown.
For all four test problems, MG-GPO converges the fastest
among the five algorithms. For ZDT1, MG-GPO nearly con-
verges to the Pareto front within 1000 evaluations, followed
by MMOPSO and WOF-SMPSO. For ZDT2, MG-GPO also
converges within approximately 1000 evaluations, followed by
WOF-SMPSO, which converges with 4000 evaluations. For
ZDT3 and ZDT6, MG-GPO takes 2000 and 3000 evaluations
to converge, respectively.
To better describe the convergence history of the algorithms,
Figure 4 shows the evolution of HV and IGD metrics for the
algorithms for the P = 30 cases. For each algorithm, the
median and the mean values for the 10 tests are shown. The
spread of the metrics among the 10 tests for each algorithm is
shown with shaded areas. Clearly, MG-GPO converges faster
than the other algorithms. In addition, the performance of MG-
GPO is very stable. The spread of the metrics for MG-GPO
is considerably smaller than the other algorithms.
Simulations for test cases ZDT1 and ZDT2 with P = 100
were done to demonstrate the performance of the MG-GPO al-
gorithm for high-dimensional optimization problems. Figure 5
shows the non-dominated front of solutions for the algorithms
at four generations. For both problems, MG-GPO converges
to the Pareto front within 4000 evaluations, leading the other
algorithms by a substantial margin. The evolution of HV and
IGD metrics is shown in Figure 6, which clearly indicates that
MG-GPO does not only converge fastest, but also has a stable
performance.
The algorithm performance comparison results are also
summarized in tables. Table I and II show the IGD and HV
metrics, respectively, for the P = 30 cases. The best value,
the means, and the standard deviations (for the 10 runs) are
listed for each algorithm at the four instants during the runs.
Similarly, Table III and IV show the results for the P = 100
cases. The tables show that MG-GPO converges significantly
faster than the other algorithms.
The results of the Wilcoxon tests at a 0.05 significance
level of MG-GPO vs. the other four algorithms are listed in
Table VI and V for the HV and IGD metrics, respectively,
for the P = 30 cases. Table VIII and VII show the results
for the P = 100 cases. In the tables, the value 1 denotes that
MG-GPO wins, 0 for no winner, -1 for that the other algorithm
wins, and N/As in the HV tables denote that neither algorithm
has reached a positive HV among the 10 runs. For the P = 30
IGD tests, MG-GPO wins all tests against NSGA-II and
MOPSO, wins 11 times and draws 5 times against MMOPSO,
and wins 15 times and draws 1 time against WOF-SMPSO
(for a total of 16 tests between the two algorithms). Similar
result were found for the P = 30 HV tests. Note that MG-
GPO loses once to MMOPSO on ZDT1 at evaluation number
4000, but cross examination with Table II shows that the mean
HV difference is quite small (< 0.4%). For the P = 100
cases, MG-GPO wins almost all the tests, except with 1 draw
with WOF-SMPSO on ZDT1 at evaluation number 2000 in
IGD and HV. The Wilcoxon test results clearly indicate that
MG-GPO has a significant better performance over the other
algorithms being compared. This performance advantage is
even bigger for the higher dimensional problems.
V. CONCLUSION
We proposed a new multi-objective stochastic optimization
algorithm that is based on Gaussian process regression. The
new algorithm update a population of solutions iteratively.
At each iteration, it constructs a posterior Gaussian process
and uses it as a surrogate model of the actual system to
be optimized. A large number of candidate solutions are
generated and evaluated with the surrogate model and the
results are used to select a small number of promising solutions
to be evaluated on the real system (e.g., by physics simulation).
The new algorithm, referred to as multi-generation Gaussian
process optimizer (MG-GPO), has been tested with analytic
functions. In all test cases, a substantially faster convergence
speed is found than the classic evolutionary algrithms, NSGA-
II and MOPSO, as well as two more recent algorithms,
MMOPOSO and WOF-SMPSO. The new algorithm would be
very useful for design optimization of large systems where a
search for optimal solutions in a multi-dimensional parameter
space is needed.
Future improvement could be made to the MG-GPO algo-
rithm by adopting an adaptive scheme to update the κ hyper-
parameter for the GP-LCB acquisition function.
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TABLE II
COMPARISON OF HV FOR THE ALGORITHMS FOR P = 30. THE BEST RESULTS ARE HIGHLIGHTED.
Eval # Instance MG-GPO NSGA-II MOPSO MMOPSO WOF-SMPSO
1000 ZDT1 30 best 0.5853 0.0068 0.0087 0.4429 0.0000
mean 0.5507 0.0013 0.0009 0.2777 0.0000
std 0.0239 0.0022 0.0027 0.1316 0.0000
ZDT2 30 best 0.2811 0.0000 0.0000 0.0000 0.0000
mean 0.2419 0.0000 0.0000 0.0000 0.0000
std 0.0348 0.0000 0.0000 0.0000 0.0000
ZDT3 30 best 0.7626 0.1955 0.0007 0.4505 0.0007
mean 0.6371 0.1111 0.0001 0.2821 0.0001
std 0.1101 0.0483 0.0002 0.1033 0.0002
ZDT6 30 best 0.0000 0.0000 0.0000 0.0000 0.0000
mean 0.0000 0.0000 0.0000 0.0000 0.0000
std 0.0000 0.0000 0.0000 0.0000 0.0000
2000 ZDT1 30 best 0.6608 0.2012 0.2468 0.6578 0.6047
mean 0.6560 0.1528 0.0510 0.5637 0.4447
std 0.0036 0.0302 0.0809 0.1240 0.0885
ZDT2 30 best 0.3297 0.0000 0.0104 0.2539 0.3288
mean 0.3284 0.0000 0.0010 0.0372 0.0666
std 0.0011 0.0000 0.0033 0.0837 0.1120
ZDT3 30 best 0.9768 0.6169 0.1645 0.9677 0.7900
mean 0.9288 0.4877 0.0506 0.7488 0.5097
std 0.0456 0.0712 0.0530 0.1236 0.2176
ZDT6 30 best 0.1796 0.0000 0.0000 0.0000 0.0000
mean 0.0410 0.0000 0.0000 0.0000 0.0000
std 0.0693 0.0000 0.0000 0.0000 0.0000
3000 ZDT1 30 best 0.6623 0.3862 0.4432 0.6644 0.6471
mean 0.6589 0.3118 0.1845 0.6407 0.5106
std 0.0020 0.0432 0.1187 0.0601 0.0986
ZDT2 30 best 0.3314 0.0562 0.1263 0.3300 0.3300
mean 0.3311 0.0165 0.0426 0.0776 0.1439
std 0.0003 0.0229 0.0524 0.1363 0.1327
ZDT3 30 best 1.0149 0.7924 0.2755 1.0243 0.8527
mean 0.9819 0.6759 0.1253 0.8847 0.6562
std 0.0175 0.0735 0.0806 0.1025 0.1336
ZDT6 30 best 0.3220 0.0000 0.0000 0.3237 0.1311
mean 0.3112 0.0000 0.0000 0.0660 0.0219
std 0.0168 0.0000 0.0000 0.1145 0.0457
4000 ZDT1 30 best 0.6624 0.5089 0.5522 0.6656 0.6587
mean 0.6597 0.4427 0.3301 0.6630 0.5767
std 0.0019 0.0435 0.1273 0.0033 0.1163
ZDT2 30 best 0.3320 0.1700 0.2479 0.3319 0.3323
mean 0.3318 0.0919 0.1257 0.1406 0.2411
std 0.0002 0.0540 0.0962 0.1560 0.1368
ZDT3 30 best 1.0312 0.8851 0.4324 1.0394 0.9594
mean 1.0071 0.7877 0.3184 0.9663 0.8021
std 0.0190 0.0703 0.0899 0.0890 0.1274
ZDT6 30 best 0.3244 0.0000 0.0472 0.3251 0.3242
mean 0.3232 0.0000 0.0047 0.2545 0.2384
std 0.0019 0.0000 0.0149 0.1344 0.1318
† The reference point in the HV calculation for all the test instances is set to (1, 1).
* The zero HV value indicates that for all 10 runs no solution has reached the reference point.
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TABLE III
COMPARISON OF IGD FOR P = 100. THE BEST RESULTS ARE HIGHLIGHTED.
Eval # Instance MG-GPO NSGA-II MOPSO MMOPSO WOF-SMPSO
1000 ZDT1 100 best 0.7408 1.5735 1.6825 0.9650 2.0264
mean 0.7941 1.7136 1.8836 1.3174 2.1810
std 0.0437 0.0945 0.1193 0.1793 0.1215
ZDT2 100 best 0.9612 2.7032 3.0279 2.3379 2.8019
mean 1.2484 2.8831 3.1692 3.0501 3.2418
std 0.1920 0.1150 0.1267 0.4158 0.2422
2000 ZDT1 100 best 0.1908 0.8558 1.3619 0.5904 0.1959
mean 0.2453 1.0487 1.5337 0.7818 0.3353
std 0.0427 0.1117 0.1315 0.1047 0.0954
ZDT2 100 best 0.1274 1.7740 2.4465 1.9072 0.6105
mean 0.2524 1.9278 2.6609 2.7419 0.6105
std 0.1353 0.1350 0.1149 0.4854 0.0000
4000 ZDT1 100 best 0.0131 0.5059 0.9513 0.2877 0.0244
mean 0.0241 0.5997 1.1984 0.4597 0.0880
std 0.0102 0.0758 0.1326 0.1299 0.0508
ZDT2 100 best 0.0021 1.0871 1.8766 1.4243 0.4426
mean 0.0046 1.2850 2.0804 2.4133 0.5801
std 0.0032 0.1985 0.1329 0.5493 0.0645
8000 ZDT1 100 best 0.0020 0.2572 0.5027 0.1786 0.0030
mean 0.0024 0.3542 0.8265 0.2476 0.0083
std 0.0005 0.0681 0.1939 0.0636 0.0083
ZDT2 100 best 0.0004 0.5963 1.2890 0.8107 0.0013
mean 0.0006 0.7818 1.5314 1.7554 0.2945
std 0.0001 0.1882 0.1977 0.5665 0.2641
TABLE IV
COMPARISON OF HV FOR THE ALGORITHMS FOR P = 100. THE BEST RESULTS ARE HIGHLIGHTED.
Eval # Instance MG-GPO NSGA-II MOPSO MMOPSO WOF-SMPSO
1000 ZDT1 100 best 0.0156 0.0000 0.0000 0.0000 0.0000
mean 0.0054 0.0000 0.0000 0.0000 0.0000
std 0.0055 0.0000 0.0000 0.0000 0.0000
ZDT2 100 best 0.0000 0.0000 0.0000 0.0000 0.0000
mean 0.0000 0.0000 0.0000 0.0000 0.0000
std 0.0000 0.0000 0.0000 0.0000 0.0000
2000 ZDT1 100 best 0.3988 0.0008 0.0000 0.0526 0.4345
mean 0.3287 0.0001 0.0000 0.0107 0.3040
std 0.0449 0.0003 0.0000 0.0171 0.0951
ZDT2 100 best 0.1865 0.0000 0.0000 0.0000 0.0000
mean 0.1103 0.0000 0.0000 0.0000 0.0000
std 0.0539 0.0000 0.0000 0.0000 0.0000
4000 ZDT1 100 best 0.6452 0.1163 0.0000 0.2944 0.6365
mean 0.6263 0.0661 0.0000 0.1558 0.5717
std 0.0157 0.0343 0.0000 0.0900 0.0658
ZDT2 100 best 0.3298 0.0000 0.0000 0.0000 0.0344
mean 0.3256 0.0000 0.0000 0.0000 0.0058
std 0.0050 0.0000 0.0000 0.0000 0.0124
8000 ZDT1 100 best 0.6624 0.3279 0.1173 0.4210 0.6621
mean 0.6610 0.2381 0.0227 0.3418 0.6554
std 0.0014 0.0606 0.0377 0.0713 0.0105
ZDT2 100 best 0.3326 0.0007 0.0000 0.0000 0.3310
mean 0.3322 0.0001 0.0000 0.0000 0.1499
std 0.0002 0.0002 0.0000 0.0000 0.1496
† The reference point in the HV calculation for all the test instances is set to (1, 1).
* The zero HV value has the same meaning as in Table II.
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TABLE V
WILCOXON TEST RESULTS AT A 0.05 SIGNIFICANCE LEVEL: IGD
(P = 30). THE TEST IS PERFORMED BETWEEN MG-GPO AND EACH OF
THE OTHER 4 ALGORITHMS.
Eval # Instance NSGA-II MOPSO MMOPSO WOF-SMPSO
1000 ZDT1 30 1 1 1 1
ZDT2 30 1 1 1 1
ZDT3 30 1 1 1 1
ZDT6 30 1 1 1 1
2000 ZDT1 30 1 1 1 1
ZDT2 30 1 1 1 1
ZDT3 30 1 1 1 1
ZDT6 30 1 1 1 0
3000 ZDT1 30 1 1 0 1
ZDT2 30 1 1 1 1
ZDT3 30 1 1 0 1
ZDT6 30 1 1 1 1
4000 ZDT1 30 1 1 0 1
ZDT2 30 1 1 1 1
ZDT3 30 1 1 0 1
ZDT6 30 1 1 0 1
* 1 denotes that MG-GPO wins, 0 for no winner, -1 for that the other
algorithm wins.
TABLE VI
WILCOXON TEST RESULTS AT A 0.05 SIGNIFICANCE LEVEL: HV
(P = 30). THE TEST IS PERFORMED BETWEEN MG-GPO AND EACH OF
THE OTHER 4 ALGORITHMS.
Eval # Instance NSGA-II MOPSO MMOPSO WOF-SMPSO
1000 ZDT1 30 1 1 1 1
ZDT2 30 1 1 1 1
ZDT3 30 1 1 1 1
ZDT6 30 N/A N/A N/A N/A
2000 ZDT1 30 1 1 0 1
ZDT2 30 1 1 1 1
ZDT3 30 1 1 1 1
ZDT6 30 0 0 0 0
3000 ZDT1 30 1 1 0 1
ZDT2 30 1 1 1 1
ZDT3 30 1 1 0 1
ZDT6 30 1 1 1 1
4000 ZDT1 30 1 1 -1 1
ZDT2 30 1 1 1 1
ZDT3 30 1 1 0 1
ZDT6 30 1 1 0 0
* 1, 0, and -1 have the same meaning as in Table V. N/A denotes that neither
algorithm has reached a positive HV among the 10 runs.
TABLE VII
WILCOXON TEST RESULTS AT A 0.05 SIGNIFICANCE LEVEL: IGD
(P = 100). THE TEST IS PERFORMED BETWEEN MG-GPO AND EACH OF
THE OTHER 4 ALGORITHMS.
Eval # Instance NSGA-II MOPSO MMOPSO WOF-SMPSO
1000 ZDT1 100 1 1 1 1
ZDT2 100 1 1 1 1
2000 ZDT1 100 1 1 1 0
ZDT2 100 1 1 1 1
4000 ZDT1 100 1 1 1 1
ZDT2 100 1 1 1 1
8000 ZDT1 100 1 1 1 1
ZDT2 100 1 1 1 1
1, 0, and -1 have the same meaning as in Table V.
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Fig. 6. Comparison of HV and IGD between different algorithms in the high-
dimensional (P = 100) experiments. Top row for IGD and bottom row for
HV. Left column for ZDT1 and right column for ZDT2. The reference point
in the HV calculation is set to (1, 1).
TABLE VIII
WILCOXON TEST RESULTS AT A 0.05 SIGNIFICANCE LEVEL: HV
(P = 100). THE TEST IS PERFORMED BETWEEN MG-GPO AND EACH OF
THE OTHER 4 ALGORITHMS.
Eval # Instance NSGA-II MOPSO MMOPSO WOF-SMPSO
1000 ZDT1 100 1 1 1 1
ZDT2 100 N/A N/A N/A N/A
2000 ZDT1 100 1 1 1 0
ZDT2 100 1 1 1 1
4000 ZDT1 100 1 1 1 1
ZDT2 100 1 1 1 1
8000 ZDT1 100 1 1 1 1
ZDT2 100 1 1 1 1
* 1, 0, -1 and N/A have the same meaning as in Table VI.
