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DOUBLE COVERING OF THE PAINLEVE´ I EQUATION AND ITS
SINGULAR ANALYSIS
YUSUKE SASANO
Abstract. In this note, we will do analysis of accessible singular points for a polynomial
Hamiltonian system obtained by taking a double covering of the Painleve´ I equation. We
will show that this system passes the Painleve´ α-test for all accessible singular points
Pi (i = 1, 2, 3). We note its holomorphy condition of the first Painleve´ system.
1. Introduction
In this note, we consider the first Painleve´ equation:
(1) PI :
d2w
dt2
= 6w2 + t.
This equation admits the following formal series expansions (see [18]):
(2) w(t) =
1
(t− t0)2 −
t0
10
(t− t0)2 − 1
6
(t− t0)3 + h(t− t0)4 + t
2
0
300
(t− t0)6 + · · · ,
where h ∈ C is a free parameter and t0 ∈ C.
It is well-known that the first Painleve´ equation is equivalent to the following Hamil-
tonian system (see [15, 4, 19, 20]), that is, the birational transformations
(3) x := w, y :=
dw
dt
take the system (1) into the Hamiltonian system
(4)
dx
dt
=
∂HI
∂y
= y,
dy
dt
= −∂HI
∂x
= 6x2 + t
with the polynomial Hamiltonian:
HI(x, y, t) =
1
2
y2 − 2x3 − tx.(5)
It is well-known that the algebraic transformations (see P.229 [1], cf. P7 [18], [21])
(6)


x =
1
v2
,
y =− 2
v3
− 1
2
tv − 1
2
v2 + uv3
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take the Hamiltonian system (4) to the following Hamiltonian system
(7)


dv
dt
=
∂K
∂u
= 1 +
t
4
v4 +
1
4
v5 − 1
2
v6u,
du
dt
= −∂K
∂v
=
1
8
t2v +
3
8
tv2 −
(
tu− 1
4
)
v3 − 5
4
v4u+
3
2
v5u2
with the polynomial Hamiltonian
K = −v
6u2
4
+
v5u
4
+
1
4
tv4u− tv
3
8
− v
4
16
− 1
16
t2v2 + u.(8)
We note that the symplectic 2-form dy ∧ dx is transformed into
dy ∧ dx = 2dv ∧ du.
Here, let us start to rewrite the Hamiltonian system (7) to a simple second-order ordi-
nary differential equation.
The birational transformations
(9) q = v, p =
tv4 + v5 − 4dv
dt
+ 4
2v6
take the system (7) to the system
(10)
dq
dt
= p,
dp
dt
=
3
q
p2 − tq
3
2
− 3
q
.
We see that
(11)
d2q
dt2
=
3
q
(
dq
dt
)2
− t
2
q3 − 3
q
.
For the equation (11), we will do the following Painleve´ test.
Let us consider the following formal series expansions:
(12)

q = a−n(t− t0)−n + a−(n−1)(t− t0)−(n−1) + · · ·+ a−1(t− t0)−1 + a0 + · · · (a−n 6= 0, n ∈ N),
dq
dt
= −na−n(t− t0)−n−1 + · · · ,
d2q
dt2
= n(n+ 1)a−n(t− t0)−n−2 + · · · (t0 ∈ C).
Substituting the series (12) into the equation (11) and comparing its lowest degree, we
see that
(13) n = 1, a−1 = −
√
2t0
t0
,
√
2t0
t0
.
Under the conditions (13), we can determine its coefficients (its leading term; cf. [23]):
(14)
q(t) =
√
2t0
t0
t− t0−
1
3
√
2t0t0
+
1
12
√
2t0t
2
0
(t−t0)− 5
216
√
2t0t
3
0
(t−t0)2+175
√
2− 2592√2t50
51840
√
t0t40
(t−t0)3+· · · .
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Making a change of variables x := 1
q2
(
= 1
v2
)
(see (6)), we can obtain
(15) x(t) =
t0
2
(t− t0)2 + 1
6
(t− t0)3 + · · · .
It is still an open question whether the above series are related to well-known 0-parameter
family of formal meromorphic solutions in WKB analysis (its leading term; cf. [23]).
On the other hand, the transformation Q := 1
q
takes the system (11) into the equation:
(16)
d2Q
dt2
= − 1
Q
(
dQ
dt
)2
+ 3Q3 +
t
2Q
.
For the equation (16), let us consider the following formal series expansions:
(17)

Q = a−n(t− t0)−n + a−(n−1)(t− t0)−(n−1) + · · ·+ a−1(t− t0)−1 + a0 + · · · (a−n 6= 0, n ∈ N),
dQ
dt
= −na−n(t− t0)−n−1 + · · · ,
d2Q
dt2
= n(n + 1)a−n(t− t0)−n−2 + · · · (t0 ∈ C).
Substituting the series (17) into the equation (16) and comparing its lowest degree, we
see that
(18) n = 1, a−1 = −1, 1.
Under the conditions (18), we determine its coefficients:
(19)


Q(t) =
1
t− t0 −
t0
20
(t− t0)3 − 1
12
(t− t0)4 + a5(t− t0)5 + · · · (a5 ∈ C),
Q(t) =
−1
t− t0 +
t0
20
(t− t0)3 + 1
12
(t− t0)4 + b5(t− t0)5 + · · · (b5 ∈ C),
where a5 and b5 are free parameters.
Thus, we see that this differential equation passes the Painleve´ test.
The system (7) with (8) admits a 1-parameter family of formal meromorphic solutions;
(20)


v = −(t− t0)− t0
20
(t− t0)5 − 1
12
(t− t0)6 + · · · ,
u =
4
(t− t0)6 −
t0
5(t− t0)2 −
1
t− t0 + h+ · · · ,
where h is its free parameter.
In the coordinate system (X1, Y1) = (v, uv
6 − 4) (see (70),(71)), these solutions (20)
can be rewritten as follow;
(21)

X1 = −(t− t0)−
t0
20
(t− t0)5 − 1
12
(t− t0)6 + · · · ,
Y1 = t0(t− t0)4 + (t− t0)5 + h(t− t0)6 + · · ·
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and in the coordinate system (X2, Y2) =
(
v, u− t
v2
− 4
v6
)
(see (30)), these solutions (20)
can be rewritten as follow;
(22)

X2 = −(t− t0)−
t0
20
(t− t0)5 − 1
12
(t− t0)6 + · · · ,
Y2 = h+O((t− t0)),
where the symbol O denotes Landau symbol.
In the coordinate system (z1, w1) =
(
1
v
, (uv − 1/2)v − t/2)v2) (see (32)), these solutions
(20) can be rewritten as follow;
(23)


z1 = − 1
t− t0 +
t0
20
(t− t0)3 + 1
12
(t− t0)4 + h(t− t0)5 · · · ,
w1 =
4
(t− t0)2 +
t0
10
(t− t0)2 + 1
3
(t− t0)3 + h(t− t0)4 + · · · ,
where this solution in z1 is equivalent to the second case in (19).
Finally, in the coordinate system (x, y) =
(
1
v2
,− 2
v3
− 1
2
tv − 1
2
v2 + uv3
)
, these solutions
(20) can be rewritten as follow;
(24)


x =
1
(t− t0)2 −
t0
10
(t− t0)2 − 1
6
(t− t0)3 + h(t− t0)4 + · · · ,
y = − 2
(t− t0)3 −
t0
5
(t− t0)− 1
2
(t− t0)2 + 4h(t− t0)3 + · · · ,
where this solution in x coincides with (2).
For the system (4), K. Okamota constructed its space of initial conditions. His idea is
very important (see [4]). However, singular analysis is very complicated (cf. [16, 17]) in
the case of Painleve´ I system (4). For example, by his holomorphy condition, the system
(4) can not transformed into a polynomial Hamiltonian system, and is transformed into
a complicated rational form (cf. [22]). In [21], K. Iwasaki and S. Okada gave some
Hamiltonian structures for the first Painleve´ system (4). They solved this problem by
using the algebraic transformation (6) and its holomorphy condition (27) ([1], [18], [21]).
In this note, we remark that we can do analysis of its accessible singular points for the
system (7).
Let us consider the regular vector field V associated with the system (7) defined on
(v, u, t) ∈ C2 × B
V =
∂
∂t
+
∂K
∂u
∂
∂v
− ∂K
∂v
∂
∂u
to a rational vector field V˜ on P2 ×B, where t ∈ B = C.
This rational vector field V˜ belongs to
V˜ ∈ H0(P2 ×B,ΘP2×B(− log (HP2 × B))(6(HP2 × B))),
where the symbol HP2 ∼= P1 denotes the canonical divisor of P2 whose self-intersection
number of HP2 is given by (HP2)
2 = 1.
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Σ4
v
u
H ∼= P1
z1
w1
w2
z2
w3
z3
P1
P2
P3
Σ˜4
v
u
P1
P2
pi, (pi)2 = 1
Dynkin diagram of type E
(1)
8
Σ
(2)
ǫ
Double
covering
Blow up at
eight points
Blow up at twelve points
Figure 1. Resolution of accessible singular points and double covering (cf. [21])
Since its order of pole is 6, its singularity analysis is difficult. So, we will replace its
compactification P2×B by the Hirzebruch surface of degree four Σ4 given in next section
(see (32), Figures 1 and 2). After replacing it, we will see that its order of pole is 1.
After we review the notion of accessible singularity and local index in Section 3, for
the system (7) we will calculate its accessible singularity and local index in Section 4. In
Section 5, we will show that the system (7) passes the Painleve´ α-test for all accessible
singular points Pi (i = 1, 2, 3) (see (59)).
We remark that the system (7) has two birational symmetries (cf. [21], P7 [18], [21]):
s0 : (v, u, t)→ (−av, a4u,−at),
s1 : (v, u, t)→
(
av,−a4
(
u− t
v2
− 4
v6
)
,−at
)
,
(25)
where a ∈ {−1, (−1) 15 ,−(−1) 25 , (−1) 35 ,−(−1) 45} = {a ∈ C|a5 + 1 = 0}. In particular, the
restriction s1|a=−1 is an automorphism of order 2 for the system (7)
(26) s1|a=−1 : (v, u, t)→
(
−v,−
(
u− t
v2
− 4
v6
)
, t
)
,
where (s1|a=−1)2 = 1. In [21], the above transformations denote σ.
Here, let us consider the holomorphy conditions for the system (7).
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By resolving the accessible singular point P3 given in Lemma 4.1, we can obtain the
following holomorphy condition for the system (7).
We see that the system (7) becomes again a polynomial Hamiltonian system in the
coordinate system r3:(cf. [21])
r3 : (x3, y3) =
(
v, u− t
v2
− 4
v6
)
.(27)
The transformation r3 is birational and symplectic (cf. [21], P7 [18]).
We note that the condition r3 should be read that r
−1
3
(
K − 1
v
)
is a polynomial with
respect to x3, y3. In this case, we can obtain
r−13
(
K − 1
v
)
= −x
6
3y
2
3
4
+
x53y3
4
− 1
4
tx43y3 +
tx33
8
− x
4
3
16
− 1
16
t2x23 − y3.(28)
By using this holomorphy condition, we can recover the system (7) in a regular vector
field V :
V =
∂
∂t
+
∂F
∂u
∂
∂v
− ∂F
∂v
∂
∂u
, F ∈ C(t)[v, u].
Let us consider a regular vector field V
(29) V =
∂
∂t
+
∂F
∂u
∂
∂v
− ∂F
∂v
∂
∂u
associated with polynomial Hamiltonian system with Hamiltonian F ∈ C(t)[v, u]. We
assume that
(C1) V ∈ H0(Σ4 × B,ΘΣ4×B(− log ((H ∪ L)×B))((H ∪ L)×B)), B ∼= C.
(C2) This system becomes again a polynomial Hamiltonian system in the coordinate
system r:
r : (X, Y ) =
(
v, u− t
v2
− 4
v6
)
.(30)
Then such a system coincides with the Hamiltonian system (7) with the polynomial
Hamiltonian (8). Here, the symbol Σ4 denotes the Hirzebruch surface of degree four Σ4
given in next section (see (32)).
We remark that Professor Paul Painleve´ (see below * in P 346 ;[14],[1, 2]) gave its
holomorphy condition (cf. [21]) of the first Painleve´ system (4),(5);
R : (x, y) =
(
1
X2
,
4 + tX4 −X5 + 2X6Y
2X3
)
.(31)
Here, we note that dy ∧ dx = 2dX ∧ dY − d ( 1
X
) ∧ dt, where the transformation R is an
algebraic transformation of degree 2 (cf. [21]).
This holomorphy condition (31) can be obtained by composing two transformations
(6), (30).
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Σ4
v
u
H ∼= P1
z1
w1
w2
z2
w3
z3
v u
v
u
P2
(−1)-curve
Six times blowing-ups Five times blowing-downs
P1
P2
P3
H ∼= P1
L ∼= P1
Figure 2. Each symbol • denotes accessible singular point.
We remark that the holomorphy condition R should be read that
R
(
H +
1
X
)
is a polynomial with respect to X, Y .
2. Compactification
In order to consider the singularity analysis for the system (7), as a compactification of
C2 which is the phase space of the system (7), we take the following Hirzebruch surface of
degree four Σ4, which is obtained by gluing four copies of C
2 via the following identification
(see Figures 2 and 3):
Σ4 = U0 ∪
3⋃
i=1
Uj, Uj ∼= C2 ∋ (zj , wj) (j = 0, 1, 2, 3),
z0 = v, w0 = u, z1 =
1
v
, w1 =
((
uv − 1
2
)
v − t
2
)
v2,
z2 = z0, w2 =
1
w0
, z3 = z1, w3 =
1
w1
.
(32)
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We define two divisors H and L (see Figure 2) on Σ4:
H := {(z2, w2) ∈ U2|w2 = 0} ∪ {(z3, w3) ∈ U3|w3 = 0} ∼= P1,
L := {(z1, w1) ∈ U1|z1 = 0} ∪ {(z3, w3) ∈ U3|z3 = 0} ∼= P1.
(33)
Each self-intersection number of H and L is given by
(34) (H)2 = 4, (L)2 = 0.
After a series of successive six times blowing-ups and five times blowing-downs on pro-
jective surface P2 (see Figure 2), we obtain Hirzebruch surface of degree four Σ4 and a
birational morphism ϕ : Σ4 · · · → P2. Its canonical divisor KΣ4 is given by
(35) KΣ4 = −2H,
where the symbol H denotes the proper transform of H by ϕ.
On Σ4 × B in (32), we see that this rational vector field V˜ associated with the system
(7) belongs to
(36) V˜ ∈ H0(Σ4 × B,ΘΣ4×B(− log ((H ∪ L)×B))((H ∪ L)× B)).
We remark that this rational vector field V˜ has a pole along the divisors H and L, whose
order is one.
3. Review of accessible singularity and local index
Let us review the notion of accessible singularity. Let B be a connected open domain
in C and pi :W −→ B a smooth proper holomorphic map. We assume that H ⊂ W is a
normal crossing divisor which is flat over B. Let us consider a rational vector field v˜ on
W satisfying the condition
v˜ ∈ H0(W,ΘW(− logH)(H)).
Fixing t0 ∈ B and P ∈ Wt0 , we can take a local coordinate system (x1, . . . , xn) of Wt0
centered at P such that Hsmooth can be defined by the local equation x1 = 0. Since
v˜ ∈ H0(W,ΘW(− logH)(H)), we can write down the vector field v˜ near P = (0, . . . , 0, t0)
as follows:
v˜ =
∂
∂t
+ g1
∂
∂x1
+
g2
x1
∂
∂x2
+ · · ·+ gn
x1
∂
∂xn
.
This vector field defines the following system of differential equations
(37)
dx1
dt
= g1(x1, . . . , xn, t),
dx2
dt
=
g2(x1, . . . , xn, t)
x1
, · · · , dxn
dt
=
gn(x1, . . . , xn, t)
x1
.
Here gi(x1, . . . , xn, t), i = 1, 2, . . . , n, are holomorphic functions defined near P .
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Definition 3.1. With the above notation, assume that the rational vector field v˜ on
W satisfies the condition
(A) v˜ ∈ H0(W,ΘW(− logH)(H)).
We say that v˜ has an accessible singularity at P = (0, . . . , 0, t0) if
(38) x1 = 0 and gi(0, . . . , 0, t0) = 0 for every i, 2 ≤ i ≤ n.
If P ∈ Hsmooth is not an accessible singularity, all solutions of the ordinary differential
equation passing through P are vertical solutions, that is, the solutions are contained in
the fiber Wt0 over t = t0. If P ∈ Hsmooth is an accessible singularity, there may be a
solution of (37) which passes through P and goes into the interior W −H of W.
Here we review the notion of local index. Let v be an algebraic vector field with an
accessible singular point −→p = (0, . . . , 0) and (x1, . . . , xn) be a coordinate system in a
neighborhood centered at −→p . Assume that the system associated with v near −→p can be
written as
d
dt


x1
x2
...
xn−1
xn


=
1
x1




a11 0 0 . . . 0
a21 a22 0 . . . 0
...
...
. . . 0 0
a(n−1)1 a(n−1)2 . . . a(n−1)(n−1) 0
an1 an2 . . . an(n−1) ann




x1
x2
...
xn−1
xn


+


x1h1(x1, . . . , xn, t)
h2(x1, . . . , xn, t)
...
hn−1(x1, . . . , xn, t)
hn(x1, . . . , xn, t)




,
(hi ∈ C(t)[x1, . . . , xn], aij ∈ C(t))
(39)
where h1 is a polynomial which vanishes at
−→p and hi, i = 2, 3, . . . , n are polynomials of
order at least 2 in x1, x2, . . . , xn, We call ordered set of the eigenvalues (a11, a22, · · · , ann)
local index at −→p .
We are interested in the case with local index
(40)
(
1,
a22(t)
a11(t)
, . . . ,
ann(t)
a11(t)
)
∈ Zn.
If each component of
(
1, a22(t)
a11(t)
, . . . , ann(t)
a11(t)
)
has the same sign, we may resolve the acces-
sible singularity by blowing-up finitely many times. However, when different signs appear,
we may need to both blow up and blow down.(
a22(t)
a11(t)
, . . . , ann(t)
a11(t)
)
Resolution of accessible sing.
Positive sign Nn−1 Blowing-up
Different signs Zn−1 both Blow up and Blow down
The α-test,
(41) t = t0 + αT, xi = αXi, α→ 0,
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yields the following reduced system:
d
dT


X1
X2
...
Xn−1
Xn


=
1
X1


a11(t0) 0 0 . . . 0
a21(t0) a22(t0) 0 . . . 0
...
...
. . . 0 0
a(n−1)1(t0) a(n−1)2(t0) . . . a(n−1)(n−1)(t0) 0
an1(t0) an2(t0) . . . an(n−1)(t0) ann(t0)




X1
X2
...
Xn−1
Xn


,
(42)
where aij(t0) ∈ C. Fixing t = t0, this system is the system of the first order ordinary
differential equation with constant coefficient. Let us solve this system. At first, we solve
the first equation:
(43) X1(T ) = a11(t0)T + C1 (C1 ∈ C).
Substituting this into the second equation in (42), we can obtain the first order linear
ordinary differential equation:
(44)
dX2
dT
=
a22(t0)X2
a11(t0)T + C1
+ a21(t0).
By variation of constant, in the case of a11(t0) 6= a22(t0) we can solve explicitly:
(45) X2(T ) = C2(a11(t0)T + C1)
a22(t0)
a11(t0) +
a21(t0)(a11(t0)T + C1)
a11(t0)− a22(t0) (C2 ∈ C).
This solution is a single-valued solution if and only if
a22(t0)
a11(t0)
∈ Z− {1}.
In the case of a11(t0) = a22(t0) we can solve explicitly:
(46) X2(T ) = C2(a11(t0)T +C1)+
a21(t0)(a11(t0)T + C1)Log(a11(t0)T + C1)
a11(t0)
(C2 ∈ C).
This solution is a single-valued solution if and only if
a21(t0) = 0.
Of course, a22(t0)
a11(t0)
= 1 ∈ Z. In the same way, we can obtain the solutions for each variables
(X3, . . . , Xn).
The conditions
ajj (t)
a11(t)
∈ Z, (j = 2, 3, . . . , n) are necessary condition in order to have
the Painleve´ property.(
a22(t)
a11(t)
, . . . , ann(t)
a11(t)
)
Movable singularities
Painleve´ type Z Only pole
Other Non-Linear Equation Q,R and C Algebraic sing. or others
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Σ
(2)
−α2
x
y
D(0) ∼= P1
z1
w1
w2
z2
w3
z3
Figure 3. Rational surface Σ
(2)
−α2
For example, we consider the Painleve´ VI equation. The sixth Painleve´ equation is
equivalent to the following Hamiltonian system:
(47)


dx
dt
=
∂HV I
∂y
=
1
t(t− 1){2y(x− t)(x− 1)x− (α0 − 1)(x− 1)x
− α3(x− t)x− α4(x− t)(x− 1)},
dy
dt
=− ∂HV I
∂x
=
1
t(t− 1)[−{(x− t)(x− 1) + (x− t)x+ (x− 1)x}y
2
+ {(α0 − 1)(2x− 1) + α3(2x− t) + α4(2x− t− 1)}y
− α2(α1 + α2)]
with the polynomial Hamiltonian
HV I(x, y, t;α0, α1, α2, α3, α4)
=
1
t(t− 1)[y
2(x− t)(x− 1)x− {(α0 − 1)(x− 1)x+ α3(x− t)x
+ α4(x− t)(x− 1)}y + α2(α1 + α2)x] (α0 + α1 + 2α2 + α3 + α4 = 1).
(48)
Since each right hand side of this system is polynomial with respect to x, y, by Cauchy’s
existence and uniqueness theorem of solutions, there exists unique holomorphic solution
with initial values (x, y) = (x0, y0) ∈ C2.
Let us extend the regular vector field defined on C2 × B
v =
∂
∂t
+
∂HV I
∂y
∂
∂x
− ∂HV I
∂x
∂
∂y
to a rational vector field on Σ
(2)
−α2 ×B, where B = C− {0, 1}.
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Here, we review the rational surface Σ
(2)
−α2 , which is obtained by gluing four copies of
C2 via the following identification:
Uj ∼= C2 ∋ (zj , wj) (j = 0, 1, 2, 3),
z0 = x, w0 = y, z1 =
1
x
, w1 = −(xy + α2)x,
z2 = z0, w2 =
1
w0
, z3 = z1, w3 =
1
w1
.
(49)
We define a divisor D(0) on Σ
(2)
−α2 :
(50) D(0) = {(z2, w2) ∈ U2|w2 = 0} ∪ {(z3, w3) ∈ U3|w3 = 0} ∼= P1.
The self-intersection number of D(0) is given by
(D(0))2 = 2.
In the coordinate system (z1, w1) the right hand side of this system is polynomial with
respect to z1, w1. However, on the boundary divisor D
(0) ∼= P1 this system has a pole in
each coordinate system (zi, wi) i = 2, 3. By calculating the accessible singular points on
D(0), we obtain simple four singular points z2 = 0, 1, t,∞ (see Definition 3.1).
By rewriting the system at each singular point, this rational vector field has a pole
along the divisor D(0), whose order is one.
By resolving all singular points, we can construct the space of initial conditions of
the Painleve´ VI system. This space parametrizes all meromorphic solutions including
holomorphic solutions.
Conversely, we can recover the Painleve´ VI system by all patching data of its space of
initial conditions. At first, we decompose its patching data into the pair of singular points
and local index around each singular point.
Now, let us rewrite the system centered at each singular point X = 0, 1, t,∞.
1. By taking the coordinate system (X, Y ) = (z2, w2) centered at the point (z2, w2) =
(0, 0), the system is given by
d
dt
(
X
Y
)
=
1
t(t− 1)Y {t
(
2 −α4
0 1
)(
X
Y
)
+
(
−2(t+ 1) α0 − 1 + α4 + t(α3 + α4)
0 −2(t+ 1)
)(
X2
XY
)
+
(
2 −(α0 + α3 + α4) + 1
0 3
)(
X3
X2Y
)
}+
(
0
−{(α0−1)(2X−1)+α3(2X−t)+α4(2X−t−1)}Y+α2(α1+α2)Y
2
t(t−1)
)
.
Now, let us make a change of variables X, Y, t with a small parameter α:
(51) X = αZ, Y = αW, t = t0 + αT (t0 ∈ C− {0, 1}).
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Then the system can also be written in the new variables Z,W, T . This new system tends
to the system as α→ 0
d
dT
(
Z
W
)
=
1
W
{(
2
t0−1 − α4t0−1
0 1
t0−1
)(
Z
W
)}
.(52)
Fixing t = t0, this system is the system of the first order ordinary differential equation
with constant coefficient. Let us solve this system. At first, we solve the second equation:
(53) W (T ) =
T
t0 − 1 + C1 (C1 ∈ C).
Substituting this into the first equation in (52), we can obtain the first order linear
ordinary differential equation:
(54)
dZ
dT
=
t0 − 1
T + C1(t0 − 1)
(
2
t0 − 1Z −
α4
t0 − 1
(
T
t0 − 1 + C1
))
.
By variation of constant, we can solve explicitly:
(55) Z(T ) = C2{T + (t0 − 1)C1}2 + α4(T + (t0 − 1)C1)
t0 − 1 (C2 ∈ C).
Thus, we can obtain single-valued solutions. For the Painleve´ property, this is the neces-
sary condition.
In the same way, we can obtain the following:
2. By taking the coordinate system (X, Y ) = (z2−1, w2) centered at the point (z2, w2) =
(1, 0), the system is given by
d
dt
(
X
Y
)
=
1
Y
{(
−2
t
α3
t
0 −1
t
)(
X
Y
)
+ · · ·
}
3. By taking the coordinate system (X, Y ) = (z2−t, w2) centered at the point (z2, w2) =
(t, 0), the system is given by
d
dt
(
X
Y
)
=
1
Y
{(
2 −α0
0 1
)(
X
Y
)
+ · · ·
}
4. By taking the coordinate system (X, Y ) = (z3, w3) centered at the point (z3, w3) =
(0, 0), the system is given by
d
dt
(
X
Y
)
=
1
Y
{(
2
t(t−1) − α1t(t−1)
0 1
t(t−1)
)(
X
Y
)
+ · · ·
}
.
Thus, we have proved that the Hamiltonian system (47),(48) passes the Painleve´ α-test
for all accessible singular points X = 0, 1, t,∞
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

X = 0 X = 1 X = t X =∞
1
t−1
(
2 −α4
0 1
)
−1
t
(
2 −α3
0 1
) (
2 −α0
0 1
)
1
t(t−1)
(
2 −α1
0 1
) .
The pair of accessible singular points and matrix of linear approximation
around each point is called Painleve´ scheme.
4. Accessible singularities and Local index for our system
For the system (7), let us calculate its accessible singularities.
Around the point (z1, w1) = (0, 0), the system can be rewritten as follows:
(56)


dz1
dt
= −z21 +
w1
2
,
dw1
dt
=
2t− w21
2z1
+ 4z1w1,
and around the point (z2, w2) = (0, 0), the system can be rewritten as follows:
(57)


dz2
dt
= 1 +
tz42
4
+
z52
4
− z
6
2
2w2
,
dw2
dt
= −3z
5
2
2
+ tz32w2 +
5z42w2
4
− 1
8
t2z2w
2
2 −
3
8
tz22w
2
2 −
z32w
2
2
4
,
and around the point (z3, w3) = (0, 0), the system can be rewritten as follows:
(58)


dz3
dt
= −z23 +
1
2w3
,
dw3
dt
=
1− 2tw23
2z3
− 4z3w3.
Σ4
v
u
H ∼= P1
z1
w1
w2
z2
w3
z3
P1
P2
P3
Figure 4. Each symbol • denotes accessible singular point.
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Lemma 4.1. The rational vector field V˜ associated with the system (7) has three acces-
sible singular points Pi (i = 1, 2, 3) (see figure 4):
(59)


P1 ={(z1, w1)|z1 = 0, w1 =
√
2t},
P2 ={(z1, w1)|z1 = 0, w1 = −
√
2t},
P3 ={(z2, w2)|z2 = w2 = 0},
where the point P3 has multiplicity of order 6.
This lemma can be proven by a direct calculation. 
We see that the system (56) is invariant under the following birational transformation
pi:
(60) pi : (z1, w1)→ (−z1, 4z21 − w1).
This transformation pi changes two accessible singular points P1 and P2.
We note that pulling back the transformation s1|a=−1 in (26) by the birational trans-
formation (z1, w1) =
(
1
v
,
((
uv − 1
2
)
v − t
2
)
v2
)
, we can obtain the above transformation
(60).
Next let us calculate its local index at P1 and P2.
Singular point Type of local index Resonance
P1 (
√
2t
2
,−√2t) −
√
2t
√
2t
2
= −2
P2 (
√
2t
2
,−√2t) −
√
2t
√
2t
2
= −2
We see that the rational vector field V˜ associated with the system (7) has negative reso-
nance −2 at each accessible singular point P1 and P2, respectively (see (14)).
5. Painleve´ α-test
In this section, we will show that the system (7) passes the Painleve´ α-test for all
accessible singular points Pi (i = 1, 2, 3).
Proposition 5.1. The rational vector field V˜ associated with the system (7) passes the
Painleve´ α-test at each of accessible singular points Pi (i = 1, 2, 3).
Proof. Around the point P1, the system can be rewritten in the coordinate system
(X, Y ) = (z1, w1 −
√
2t):
(61)


dX
dt
=
√
2t
2
+
Y
2
−X2,
dY
dt
= −
√
2tY
X
− Y
2
2X
+ 4XY + 4
√
2tX − 1√
2t
.
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We remark that the relations between the coordinate system (x, y) in (4) and the
coordinate system (X, Y ) in (61) are given as follows:
(62)
{
x = X2,
y = −X(2X2 − Y −
√
2t)
and
(63)


X =
√
x,
Y = 2x−
√
2t+
y√
x
.
The α-test,
(64) t = t0 + αT, X = αX1, Y = αY1, α→ 0,
yields the following reduced system:
(65)
dX1
dT
=
√
2t0
2
,
dY1
dT
= −
√
2t0Y1
X1
− 1√
2t0
, (t0 ∈ C).
We remark that this system is a system of the first-order ordinary differential equations
with constant coefficients.
Solving this system, we can obtain its solution:
(66)


X1[T ] =
√
2t0
2
T + C1,
Y1[T ] =
−√2t0T 3 − 6C1
√
t0T
2 − 6√2C21T + 3C2
√
t0
3
√
t0(
√
2t0T + 2C1)2
(C1, C2 ∈ C),
where C1 and C2 are integral constants.
Since these solutions are rational solutions in T , we see that the system (65) can be
solved by single-valued solutions.
At the accessible singular point P1, the system (7) passes the Painleve´ α-test.
By the same way, we can prove in the case of the accessible singular point P2.
Next, we consider the accessible singular point P3. This point P3 has multiplicity of
order 6:
d
dt
(
z2
w2
)
=
1
w2
{
(
0 1
0 0
)(
z2
w2
)
+
(
0 0
0 0
)(
z22
z2w2
)
+
(
0 0
0 0
)(
z32
z22w2
)
+
(
0 0
0 0
)(
z42
z32w2
)
+
(
0 0
0 0
)(
z52
z42w2
)
+
(
−1
2
0
0 −3
2
)(
z62
z52w2
)
+ · · · }.
(67)
The eigenvalues of five matrices in this Painleve´ expansion around the point P3 are all
zero.
By doing successive six times blowing-ups, this accessible singular point transforms into
a simple singular point, and we can get the coordinate system (cf. [16]):
(68) (X, Y ) := (v, uv6).
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In the coordinate system (X, Y ) = (v, uv6), the system can be rewritten as follows:
(69)


dX
dt
= 1− Y
2
+
tX4
4
+
X5
4
,
dY
dt
= −3(Y − 4)Y
2X
+
t2X7
8
+
3tX8
8
+
X9
4
+
1
2
tX3Y +
X4Y
4
.
Taking into account of Y 6= 0 when X = 0 (cf. [16]), we see that the system (69) has the
accessible singular point:
(70) P˜3 = {(X,Y ) := (0, 4)}.
Around the point P˜3, the system (69) can be rewritten in the coordinate system (X1, Y1) =
(X, Y − 4):
(71)


dX1
dt
= −1− Y1
2
+
tX41
4
+
X51
4
,
dY1
dt
= −6Y1
X1
− 3Y
2
1
2X1
+ 2tX31 +X
4
1 +
t2X71
8
+
3tX81
8
+
X91
4
+
1
2
tX31Y1 +
X41Y1
4
.
The α-test,
(72) t = t0 + αT, X1 = αX2, Y1 = αY2, α→ 0,
yields the following reduced system:
(73)
dX2
dT
= −1, dY2
dT
= −6Y2
X2
.
Solving this system, we can obtain its solution:
(74) X2[T ] = −(T − C1), Y2[T ] = C2(T − C1)6 (C1, C2 ∈ C),
where C1 and C2 are integral constants.
Since these solutions are polynomial solutions in T , we see that the system (73) can be
solved by single-valued solutions.
At the accessible singular point P3, the system (7) passes the Painleve´ α-test.
Thus, we have completed the proof of Proposition 5.1. 
We remark that in the system (71) we can resolve its accessible singular point by six
times successive blowing-ups (cf. [18, 21]).
References
[1] P. Painleve´, Me´moire sur les e´quations diffe´rentielles dont l’inte´grale ge´ne´rale est uniforme, Bull.
Socie´te´ Mathe´matique de France. 28 (1900), 201–261.
[2] P. Painleve´, Sur les e´quations diffe´rentielles du second ordre et d’ordre supe´rieur dont l’inte´grale est
uniforme, Acta Math. 25 (1902), 1–85.
[3] B. Gambier, Sur les e´quations diffe´rentielles du second ordre et du premier degre´ dont l’inte´grale
ge´ne´rale est a` points critiques fixes, Acta Math. 33 (1910), 1–55.
[4] K. Okamoto, Sur les feuilletages associe´s aux e´quations du second ordre a` points critiques fixes de
P. Painleve´, Espaces des conditions initiales, Japan. J. Math. 5 (1979), 1–79.
18 YUSUKE SASANO
[5] C. M. Cosgrove and G. Scoufis, Painleve´ classification of a class of differential equations of the second
order and second degree, Studies in Applied Mathematics. 88 (1993), 25-87.
[6] C. M. Cosgrove, All binomial-type Painleve´ equations of the second order and degree three or higher,
Studies in Applied Mathematics. 90 (1993), 119-187.
[7] Y. Sasano, Symmetry in the Painleve´ systems and their extensions to four-dimensional systems,
Funkcialaj Ekvacioj, 51 (2008), 351-369.
[8] Joshi, N, Kitaev, A.V. and Treharne, P.A., On the linearization of the Painleve´ III-VI equations and
reductions of the three-wave resonant system, (2007), arXiv:0706.1750.
[9] Mazzocco, M., Painleve´ sixth equation as isomonodromic deformations equation of an irregular sys-
tem, in The Kowalevski property, CRM Proc. Lecture Notes 32 (2002), Providence, RI 219-238.
[10] F. Bureau, Integration of some nonlinear systems of ordinary differential equations, Annali di Matem-
atica. 94 (1972), 345–359.
[11] J. Chazy, Sur les e´quations diffe´rentielles dont l’inte´grale ge´ne´rale est uniforme et admet des singu-
larite´s essentielles mobiles, Comptes Rendus de l’Acade´mie des Sciences, Paris. 149 (1909), 563–565.
[12] J. Chazy, Sur les e´quations diffe´rentielles dont l’inte´grale ge´ne´rale posse´de une coupure essentielle
mobile , Comptes Rendus de l’Acade´mie des Sciences, Paris. 150 (1910), 456–458.
[13] J. Chazy, Sur les e´quations diffe´rentielles du trousie´me ordre et d’ordre supe´rieur dont l’inte´grale a
ses points critiques fixes, Acta Math. 34 (1911), 317–385.
[14] E. L. Ince, Ordinary differential equations, Dover Publications, New York, (1956).
[15] K. Okamoto, The Hamiltonians associated to the Painleve equations, Pysics. The Painleve Property,
ed. R Conte, CRM Series in Mathematical Pysics (Springer), (1995), 735–787.
[16] T. Matano, A. Matumiya and K. Takano, On some Hamiltonian structures of Painleve´ systems, II,
J. Math. Soc. Japan 51 (1999), 843–866.
[17] T. Shioda and K. Takano, On some Hamiltonian structures of Painleve´ systems I, Funkcial. Ekvac.
40 (1997), 271–291.
[18] V. Gromak, I. Laine and S. Shimomura, Painleve´ differential equations in the complex plain, de
Gruyter studies in mathematics 28.
[19] K. Okamoto, Polynomial Hamiltonians associated with Painleve´ equations. I, Proc. Japan Acad. Ser.
A Math. Sci. 56 (1980), no. 6, 264–268.
[20] K. Okamoto, Polynomial Hamiltonians associated with Painleve´ equations. II. Differential equations
satisfied by polynomial Hamiltonians, Proc. Japan Acad. Ser. A Math. Sci. 56 (1980), no. 8, 367–371.
[21] K. Iwasaki and S. Okada, On an orbifold Hamiltonian structure for the first Painleve´ equation,
preprint.
[22] K. Takano, private communication.
[23] T. Kawai and Y. Takei, Algebraic Analysis of Singular Perturbation Theory, American Mathematical
Society (November 30, 2005).
