Abstraet--A closed-form equation was derived that describes the powder-ring distribution factor as a function of 20, soller slit collimation, and or*, which is defined as the standard deviation of an axiaUy symmetrical Gaussian orientation function. Methods were developed for measuring a* in the reflection mode by means of a 0/20 diffractometer. Six experimental arrangements for a sedimentary chlorite showed widely different intensity ratios of the 001/005 reflections and gave a standard deviation of • 5.8% when corrected by the theory. The absolute integrated intensities of the 003 reflection from eleven illite samples provided an eight-fold maximum range which, when corrected, yielded a standard deviation of • The intensity distributions within each of two X-ray powder diffraction patterns obtained from instruments with different soller-slit configurations could not be directly compared at low diffraction angles unless corrections, based on a*, were introduced to allow for the differences in axial divergence.
I N T R O D U C T I O N
The Lorentz-polarization factor is the most important of the experimental quantities that control X-ray intensity with respect to diffraction angle. Its evaluation is essential to any analysis that depends on the intensities of X-ray diffraction maxima. Practical examples of such applications include one-dimensional crystal structure analysis, modeling interstratified clay diffraction patterns, computation of the MacEwan direct-Fourier transform (MacEwan, 1956) , and quantitative analysis of clay mixtures.
The Lorentz-polarization factor E, is given by
sin 20 where 1 + cos220 denotes the polarization factor, sin 20 describes the change in irradiated volume of a crystal as a function of 20 (the single crystal Lorentz factor), and ~ is the powder ring distribution factor, the quantity that is the subject of this report. ~ is proportional to 1/sin 0 for a random powder, and its value is constant for a single crystal.
The usual procedure is to select either the single crystal or the random powder form of~b, but as will be shown below, either may be inappropriate at low diffraction angles. The low-angle values for ~b depend strongly on the degree of preferred orientation of the crystallites that make up the sample and on the soller slit divergences of the diffractometer. The elimination of one of the soller slits on some newer instruments means that relative intensities cannot be directly compared between these "newer" and most "older" machines unless provision is made for differences in the effective Lorentz factors.
Copyright 9 1986, The Clay Minerals Society An analysis of ff was undertaken earlier (Reynolds, 1976) , but that work is unsatisfactory in several respects. Corrections were applied to low-angle Debye-Scherrer arcs that were slit-length limited. Further consideration has convinced the writer that such a procedure is incorrect for clay minerals which characteristically give broad diffraction maxima, though it should be applicable to coarse-grained micas whose diffraction lines are sharp. The correction has been eliminated here. The earlier work required numerical solutions of the requisite integrals, and the computation time required made such a procedure impractical for many applications. The present work shows the derivation of a closed form equation which, though it contains approximations, is accurate to within a few percent. Finally, the earlier work is incomplete because no consideration was given to the axial divergence of the primary incident beam. The importance of this omission was brought home to the writer with the implementation of a new Siemens D-500 diffractometer which employs no primary-beam soller slit. Important differences in relative intensities of low-angle peaks from well-oriented samples were noted between patterns from the D-500 instrument and patterns produced by an older Diano (General Electric) XRD-5 apparatus which utilizes two soller slits.
The discussion here applies only to the 001 or basal reflections from a clay aggregate, the crystallites of which have a mean plate orientation that parallels the surface of the specimen. No lineation is assumed, thus the orientation function is symmetrical about an axis that is normal to the sample surface. Such an orientation is produced by any of the standard preparation methods that involve gravity or centrifuge settling methods, or pressure or filtration techniques. The smear method produces an essentially unknowable orientation function, and the theory discussed here is inapplicable to such preparations. Figure 1 shows two Debye-Scherrer rings, generated by a parallel incident beam impinging upon an increment of powder that is located on a line normal to P = 0. The distribution of diffraction spots within the rings is meant to depict preferred orientation of the type described above. The two vertical lines separated by D represent two plates of a diffracted-beam soller slit assembly. D is a length, and it is related to the angular divergence of the diffracted beam soller slit, s2, by
THEORY
where ro is the goniometer radius. The usual nomenclature for slits gives the angular divergence as the sum of the values for the plus and minus directions. Here, one-half of such values will be used. The quantity A20 depicts the small angular increment within which diffraction can occur.
A vector between the projection of P = 0 and the powder ring has the length rosin 20 (Reynolds, 1976) , and the portion of the ring intercepted by the detector is given by
Soller slit divergences are always small (< 5~ so angles can be accurately substituted for tangents and sines. The arcsine can also be replaced by its argument for the same reason, although considerably larger errors are involved which are evaluated later and found to be acceptable. Multiplication by cos O is necessary to obtain the number of crystallites oriented in such a way as to diffract into D (Reynolds, 1976) ; thus, S2COS 0 S 2
sin 20 2 sin 0
Suppose that the orientation ofcrystallites in a powder is such that a Gaussian form describes the frequency of tilt angles about the plane defined by the sample surface. The function is completely described by the standard deviation, a*. Let the intensity diffracted into D be ~b, the powder ring distribution factor.
is the integral of the orientation function between the limits zero and a, or fx x=a 
and ~ has the random powder form. For opposite conditions, small ~*, small 0, and large s2, the value of the error function approaches a constant quantity for the infinite integral, and this defines r for the single crystal Lorentz factor. Between these extremes, however, the integral (Eq. (5)) must be solved. The treatment thus far considers only the diffraction of a parallel incident beam from a small increment of powder. Eq. (5) is the first of three integrations that are required. The other two involve integration over the powder surface and integration over the range of incident angles provided by the primary or incident beam soller slit, s~.
Figures 2a and 2b are views of the geometry of Figure  1 as seen from above. For a three-dimensional projection of the system, see Reynolds (1976) . The axis of the diffracted beam soller slit lies in the horizontal direction, and two plates from this assembly are located by the two heavy horizontal lines. An increment of powder is located at Ps2 where P is the decimal fraction of the angle sv A portion of the incident beam makes the angle A with respect to the axis of the soller slit, and the maximum value of A is equal to sl, the angular divergence of the incident beam soller slit.
Figures 2a and 2b treat, respectively, the lower limit (x 0 and the upper limit (x2) of the integral of Eq. (5). The lower limit of integration, x~, is given by (see Eq. (3) 
A -Ps~ 2 sin 0 "
Here, tan A -roP tan s2 has been substituted for tan s2 in Eq. (3), and the arcsine has been multiplied by cos 0 (Eq. (4)). The upper limit of integration ( Figure  2b ), using similar arguments, is
2 sin 0
The final result requires additional integration of Eq. (5) over the ranges A = 0 to A = Sl, and P = 0 to P = 1. In addition, a correction must be applied to account for the flux of X-radiation transmitted by the incident beam soller slit at an angle A. A and s~ are small, so no appreciable error is involved in substituting arguments for tangents, and the correction is simply
St
The final form for ~, then, is l rA=.l L.=I ~..=,a+.-.,.,,,~,~.,
exp(-x2/2(r -A/sI) dx dP dA. (10) Multiplication by l/a* is necessary to account for the concentration of diffraction spots that lie within A20 ( Figure I ). The integration makes use of the following relations which are either well known or are given by GeUer and Ng (1969) in the forms shown below or by more general expressions from which the requisite integrals can be derived.
erf(-x) = -erf(x),
tf,=x t exp(-t 2) dt = V2(1 -exp(-x2)).
(16) Jt =0
The integrations are accomplished by substitution and parts, and the proliferation of terms makes the procedure too long and tedius for a description here. After collection of terms and simplification, the solution is
+ 3k/~s,s2
where Q = 2k/~* sin 0. The values for st, s~, and ~* have the units of degrees. The function erf(x) must be evaluated by an accurate method, such as the polynomial approximation given by Abramowitz and Stegun (1970, Formula 7.1.26).
Eq. (17) should be evaluated by digital computer, though any type of mini or micro computer is suitable for very quick results. The equation is easily incorporated into other computer programs that reduce intensities to F values, or model X-ray diffraction patterns. If the results are applied to General Electric (Diano) or older Norelco diffractometers, Eq. (17) can be considerably simplified because, for these instruments, st = s2 = 1.
Eq. (17) was checked for errors by comparing many solutions for different values of 0, s, s2, and a* with the results obtained by computer-calculated numerical integrations of Eq. (10). In all comparisons agreement was better than 0.1%, and that difference is easily accounted for by the finite values that must be assumed for dx, dA, and dP by the numerical method. In short, F-xt. (17) is an accurate representation of Eq. (10), and the details of the derivation of the latter have been given here for the reader's scrutiny.
A simplified version of Eq. (10) was developed largely on intuitive grounds. The integration over the powder arc for P = 0 is retained (Eq. (5)), and the soller slits are treated as a mean square composite, g --X/s~ 2 + sd.
The correction for beam flux (Eq. (9)) is set equal to 
The beam flux correction diminishes the X-ray intensity with respect to x so that the flux equals zero at the limit of the integration. Integration is accomplished by parts and by substitution. For the first step, Eq. (19) is expressed by two parts, namely (23) Multiplying by SlSz/g(o*) 2 makes the absolute values properly dependent on ~* and s] and s2, and when Q is substituted for g/2V~ sin 0a*, the final result is
S J The derivation of Eqs. (17) and (24) involves the simplification of substituting the argument for the arcsine of the argument that defines the upper integration limit of the first integral. In addition, the simplified form of Eq. (24) is an approximation. To test the overall errors involved, calculations were made for ~ by a numerical, computer procedure that utilized a form of Eq. (10) and currently used diffraction optics, and the range of preferred orientations likely to be encountered in oriented clay aggregates. The agreement between the two methods for computation of ~ was evaluated between 3 ~ and 80*28. For all comparisons save one, all differences are less than 3%. The one exception is the most extreme case, sl = 3.3, s2 = 1, and a* = 30 ~ for which errors of 4 to 5% occur below 5~ The comparison demonstrates that the simplified and approximate form of Eq. (24) is adequate for most work that utilizes X-ray diffraction intensities, and that the use of the cumbersome expression of Eq. (17) is unwarranted. Eq. (17) is included here, however, because it is entirely justifiable on simple geometric grounds, whereas Eq. (24) is not.
E X P E R I M E N T A L

Diffraction patterns
Chlorite from the Silurian Bertie Formation of northeastern New York State was used to test the theory developed above. The limestone was crushed and treated with HC1 to remove carbonate, and the insoluble residue was washed to dispersion with water. The < 1-tzm e.s.d, fraction was recovered by centrifuge and treated with Chlorox to remove organic material. X-ray powder diffraction studies of the clay show it to consist of a high-magnesium chlorite mixed with illite. Comparisons between a/r-dried and ethylene glyeol-solvated preparations disclosed that the chlorite is slightly expandable, based on changes of peak height and shape after glycolation.
X-ray powder diffraction mounts were prepared by three different methods: (1) centrifugation onto an unglazed ceramic tile, (2) vacuum filtration through a tile, and (3) vacuum filtration through a Millipore GA-6 x Corrected values refer to sl = sz = 1 ~ and or* = 12 ~ 0.45-#m filter, followed by inversion of the clay film onto a glass slide. The preparations were thick enough (~20 mg/cm 2) to eliminate the effects of the surface texture of the tiles, and, in conjunction with the relatively high mass absorption coefficient (~t* ~ 45), to ensure infinite thickness for X-ray diffraction at the maximum angles recorded. Ethylene glycol solvation was accomplished by exposure to the vapor at 60~ for 24 hr. X-ray diffraction measurements were made with an automated Siemens D-500 diffract, meter equipped with a copper tube and a graphite monochromator. Tube settings were 40 kV and 30 mA. All intensities are integrated values obtained with step-scanning procedures, corrected for the effects of an interpolated linear background. One-degree divergence slits were used for the range above 12~ and 0.3 ~ slits were employed at smaller angles to ensure that the spread of the incident beam defined an area smaller than the sample surface. The low-angle intensities were normalized to that of the 002 reflection. Data were obtained with two different soller slit arrangements. One set was measured with the standard Siemens geometry which consists of a one-degree diffracted beam slit, and no incident beam slit. The other was measured with one-degree soller slits in both positions.
The accuracy of the intensities depends on the peak to background ratio and on the number of counts recorded during peak integration. The count total was adjusted for each of the peaks in each run so that the standard deviation is < 2% (Klug and Alexander, 1974, p. 362) . The estimated standard deviation is 3.3% for the chlorite 005 reflection from the sample prepared by vacuum filtration onto a ceramic tile, measured with both soller slits in place. The intensity data are shown in Table 1 .
Eleven specimens ofillite or highly illitic illite/smectite, < 1-or <0.5-~m e.s.d., were prepared as suspensions and were centrifuged onto porous ceramic tiles and solvated with ethylene glycol, and the integrated intensity was measured for the illite 003 (or illite 003/ smectite 005) reflection. A one-degree divergence slit was employed with the primary beam soller slit not in place. The results are shown in Table 2 . During the period of data collection, the instrument gave a peak intensity of 18,700 count/see for the quartz reflection, at 26.65~ from a Diano Permaquartz standard. The standard Siemens D-500 diffract.meter was not equipped with a primary beam soller slit, so the effective axial divergence of the incident beam was measured. If a* and 20 are large, intensity is proportional to s~s2. Integrated peak areas for the quartz reflection at ~ 26.6" were obtained with and without a one-degree primary beam soller slit that is available from Siemens. The ratio of the quartz intensities without/with s~ in Crystal l i te Corrections for intensities obtained with or without sl in place required the use of 1 ~ and 1 ~ or 1 ~ and 3.3 ~ in Eq. (24), with the additional step of dividing by 0.81 the results obtained with the one-degree slit. Corrections for slit area (81%) were required only if absolute intensities were to be compared for the two soller-slit configurations.
Preferred orientation
The D-500 diffractometer provides separate control of the incident angle 0 by means of a computer-controlled stepping motor. This arrangement makes possible the measurement of the orientation function by means of procedures used in preparing a one-dimensional pole figure. Figure 3 shows a schematic of the geometry. The horizontal dashed line represents the sample surface for the normal mode of diffractometry. The powder sample has been tilted by the angle 0), thus bringing into the reflection condition a crystallite in the powder whose basal plane makes the angle 0) with respect to the powder surface. The standard deviation of the orientation function was measured by obtaining intensities from a single reflection for the successive values of 0). For these measurements, the incident beam soller slit and the diffracted beam scatter slit were removed from the diffractometer. The intensities were integrated because the diffractometer focus deteriorated as 0) departed more and more from zero. In addition, a correction was applied to account for the asymmetrical path lengths of the incident and diffracted beams, and for the change in area illuminated as a function of 0). The correction consisted of multiplying the measured intensities by (James, 1965, p. 334) where 0 is the Bragg angle, in this case, the position of the chlorite 004 reflection or 12.5".
Suppose an array (1(0))) of corrected, integrated intensities at different values of 0). Intensity is proportional to the number of crystallites, N(w), that are oriented in such a way as to diffract into the detector aperture. If the orientation function is Gaussian,
where k is a constant. Taking the logarithms of both sides yields 0) 2
A plot of I(0)) vs. 0)2 gives a straight line whose slope is V2(~*) 2 and whose intercept is Ink. The slope easily yields **, the standard deviation of the orientation function. Figure 4 shows such plots for the three samples described here. The excellent fit of the data to straight lines verifies that the orientation function was indeed Gaussian. These findings are in agreement with those of Taylor and Norrish (1966) , Lippmann (1970) , and Hall et al. (1983) who, using different experimental arrangements, concluded that a Gaussian function adequately explains the orientation state of well-oriented clays. The present writer has made more than 100 determinations on other clay samples, and, based on 1 Corrected values refer to sl = s2 = 1", and g* = 12".
this experience, the impressive fit shown by Figure 4 is by no means exceptional. Note that for the first few points 0~ = 0 and w = 1, the data fall off of the lines and, indeed, have been disregarded in fitting the lines. In the writer's experience, this phenomenon is always present and its cause is unknown. It was exacerbated if the diffracted beam scatter slit was left in place.
Values of a* obtained by these procedures for the three preparations of the Bertie chlorite and the eleven illite samples are listed in Tables 1-3.   DISCUSSION   Table 1 shows the raw intensity data for the Bertie chlorite and corrected versions of the same. The intensities measured with the primary soller slit absent were diminished by 19% to compensate for the area of s~ obscured by the plate assembly. Then all intensities were corrected by means of Eq. (24). For each set, the appropriate value of ff was removed by division, and the data set was then multiplied by ~ for ~* = 12 andsl=s2= 1 ~ Inspection of the raw data in Table 1 shows the very large variation in intensity caused by the soller slit configurations and by variations in a*. The corrections went a long way toward eliminating these differences, though the corrected data still retained significant variability. The Bertie sample studied here was not an ideal one to demonstrate that the theory accounts for absolute intensity variations, inasmuch as the material is a mixture of chlorite and illite, and particle size separations during sample preparation could have introduced other variables in the intensity data. Still, a very large portion of the scatter has been eliminated by the application of Eq. (24).
A more appropriate test of the validity of absolute intensities was provided by the results for illite ( Table  2 ). The column labelled I(003) shows a wide range in intensity values, approximately a factor of eight; however, when corrected to the common base of ~* = 12 by Eq. (24), the standard deviation about the mean amounted to only +_7.7%. No account was taken of possible variations in ~* or of the effects of Fe or K substitutions that differ from nominal values. The resuits indicate that absolute intensities were controlled primarily by preferred orientation, and that the theory described here is adequate to account for differences in illite peak intensities from sample to sample.
The primary goal of this work was to evaluate the angle-dependent character off or of the Lorentz factor. Table 3 shows raw and corrected data that have been normalized to a constant integrated intensity for the 005 reflection. The low diffraction angles were most sensitive to variations in soller slit divergence and in ~*, and the raw data show that a factor of 2.5 was present in the extreme cases for the intensity of the 001. Inspection of the raw data reveals the kinds of errors that can be involved if different instruments and different methods of sample preparation are utilized.
The corrected data sets were very similar to one another. The worst case discrepancy was a factor of 1.17 for the 001, and the standard deviation of the six 001 intensifies about the mean amounted to + 5.8%. This value is probably very close to the precision which is realized by routine measurements of low-angle diffraction intensities, for these are sensitive to sample smoothness, flatness, and small errors in the 2:1 alignment of the sample.
The agreement between theory and experiment implies the fundamental correctness of Eq. (24). Further refinements could have been made by incorporating the effects of other geometrical factors, but any improvement is likely to be of the same order as the precision with which intensities were measured from sample to sample. At the present time, such additions to the theory seem unwarranted.
PRACTICAL APPLICATIONS
The random-powder Lorentz factor appears to be a good approximation for samples with poor (~* > 15) degrees of preferred orientation that are analyzed by means of instruments that incroporate 2 one-degree (factory designation, two-degree) soller slits. This example provides an error of 10% at 5~ and, of course, much smaller errors at high values of 20. If orientation is good, as evidenced by unusually high recorded intensities, simply solving Eq. (24) for ~* = 12 is likely to provide satisfactory values for ~b. In the writer's experience, the centrifuged porous plate method produces very high preferred orientations (g* = 5 to 10), and this method should be avoided unless ~* is measured.
