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1. INTRODUCTION 
The underlying problem is to deduce the precise shape of a membrane 
from the complete knowledge of the eigenvalues I,, for the Lapace operator 
A = cf= ,(a/ax’)* in the x1x2-plane. 
Let D G R* be a simply connected bounded domain with a smooth 
boundary aD. Let us suppose that the A,, are the eigenvalues of the 
impedance problem 
Au +k =O in D, (au/an)+p=o on 8D, (1.1) 
where a/an denotes differentiation along the inward pointing normal to the 
boundary aD and y is a positive constant. 
The objective of this paper is to determine the geometry of D and the 
impedance y from the asymptotic form of the trace function 
for small positive f. 
a(t) = tr(e-“) = 2 e-AJ, 
n-l 
(1.2) 
Pleijel [2] has investigated problem (1.1) in the cases y = 0 (Neumann 
problem) and y-+ co (Dirichlet problem) by the use of Fredholm integral 
equations and has shown that in the case of a Neumann problem, 
@Cl> - $J + gizi!,2 + a, + 2i$2 jaD (c(u))* da + O(t) as f--f 0, (1.3) 
while in the case of a Dirichlet problem, 
B(t) - !$ - giazi;2 + a, - 2:$H,,2 jarI (c(u))’ da + 0(t) as t + 0. (1.4) 
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In these formulas 1 D( is the area of D, 1 ZJD\ is the total length of the 
boundary 80, and c(u) is the curvature of 3D. 
The constant term a, has geometric significance, e.g., if D is smooth and 
convex, then a, = $, and if D is permitted to have a finite number r of 
smooth convex holes, then a, = i(l - r). Furthermore results (1.3) and (1.4) 
extend to eigenvalue problems for cylinders of finite length. In fact we obtain 
the Roe result [3] easily and certain generalizations of it. 
Kac [ 1 ] has investigated problem (1.1) in the case of y -+ co (Dirichlet 
problem) and has obtained the first three terms in the asymptotic form of 
o(t) for small positive t. The analysis of Kac is based on Green’s function 
for the heat equation. 
Following the method of Kac [ 11, it is easy to show that the trace 
function o(t) associated with problem (1.1) is given by 
s(t) = jjD G(x, x; t) dx, (1.5) 
where G(x, , x2 ; t) is Green’s function for the heat equation 
Au = &/i2, (1.6) 
subject to the impedance boundary condition 
($+r)G(x,,x,;r)=O for x,EaD, (1.7) 
and the initial condition 
‘,‘y G(x,,x,;~)=~(x, -x2), (1.8) + 
where 6(x, - x2) is the Dirac delta function located at the source point x2. 
Let us write 
G(x,,x,; f) = G&x, $ ~2 ; f) + x(x,, x2 ; r), (1.9) 
where 
G,(x, 3 x2 ; 2) = (4nrf)-’ exp - lx1 -4rx2” 
is the “fundamental” solution of the heat equation (1.6) while x(x,, x2 ; t) is a 
“regular” solution chosen so that G(x,, x2; t) satisfies the boundary 
condition (1.7). 
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On setting x1 = x2 = x we find that 
o(t) = !P! + K(t) 
47tt 7 
where 
K(r) = jl, x(x, x; 1) dx. 
(1.11) 
The problem now is to determine the asymptotic expansion of K(t) for small 
positive t. In what follows we shall use Laplace transforms with respect to 
the time t, and use s2 as the Laplace transform parameter; thus 
G(x,,x2;s2)= iZ:e-s2tG(x,,x2;t)dt. 
I’ 0 
(1.13) 
Now Green’s function G(x, , x2 ; s’) satisfies the membrane equation 
(A - s’) G(x, ) x2 ; s2) = -6(x, - x2) in D, (1.14) 
together with the impedance boundary condition 
G(x,,x2;s2)=0 for x,EaD. 
The asymptotic expansion of K(t), for small positive t, may then be deduced 
directly from the asymptotic expansion of K(s*), for large positive s, where 
Z?(s’) = I( 1(x,x; s2) dx. 
J’D 
(1.16) 
2. CONSTRUCTION OF GREEN'S FUNCTION 
Suppose the boundary aD of D is given by the equations xi = y’(a), 
i = 1, 2, in which u is the arc length of the counterclockwise oriented 
boundary aD and y’(a) E P(aD). 
Let L = IaD\ be the total length of 3D and n be the minimum distance 
from a point x = (x1, x2) of D to its boundary aD. Letter n denotes the 
inward drawn unit normal to i?D. Equation (1.14) has the fundamental 
solution C(x, , x2 ; s2) = (l/272) K,(W), where r = rX,X2 is the distance between 
the points x, = (x:, xi), x2 = (xi, x:) of the domain D and K, is the modified 
Bessel function of the second kind and of zero order. The existence of this 
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solution enables us to construct integral equations for the Laplace transform 
of Green’s function satisfying (1.15) for either small or large impedance y. 
Therefore, Green’s theorem gives: 
(i) ifO<y< 1, 
~(x,,x*;s2)=~K,(sr.,~~)-~ja~~G(X,,y;s2) 
X $ f%r,,,) + YK&rx2,) )dy, 
I Y  I 
(ii) if y 9 1, 
C(x,, x2 ; s2> = &K,(sr,,J + + jaD $ C(x,, y; s2) 
Y  
X 
I 
Kd~r,~~) + Y- ’ $ K,(sr,,) dy. 
Y  i 
(2.2) 
To find Green’s function c(x,, x2 ; s2) let us solve the integral equations 
(2.1) and (2.2) by iteration. To this end we rewrite (2.1) in the equivalent 
form 
G=f+@bG, (2.3) 
where f = (1/27r) K,,(s~~,~~), < = -l/z, and 
KOGC %I Y; s2> &- &(srxly) + yK,(sr,~,) 
! 
dy. (2.4) 
Y  
Expression (2.3) may be substituted for 6 on the right to obtain 
G=f +@co f +y21P”0 G, (2.5) 
where 
is a function of the variables y’ and y. A second substitution of (2.3) into 
(2.5) yields 
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Repetition of these steps leads us inductively to suspect that, when it 
converges, the Neumann series 
should provide a solution of the integral equation (2.3), where 
K’“‘(y’,y)=j -j K(Y’,Y,)K(Y,,Y,)...K(Y,,Y)dY, . ..dY.,, P-7) 
aD aD 
represents the “iterated kernel.” 
The convergence of (2.6) will be discussed in Section 9. From (2.4) and 
(2.6) we obtain Green’s function G(x,, x2 ; s’) which has a regular part of 
form,ifO<ye 1, 
-1 
=S? aD I Ko(srx,y> $ Ko(%~~) + ~Kob-,,~) dy I Y  I 
+ i5 I,D I,D KO(SGIY) WY, Y’) 
x an,, I LKo(sry,x2) + ?‘Ko(sry,xJ dy dy’, I 
where 
and 
MY, y’) = f (-l)“K(“)(y’, y), 
L’ = 0 
K(Y’Y Y) = $ -&Ko(s’yy.) + YKo(s’yy,> ( 
1 Y  I 
In the same way the integral equation (2.2) gives, if y ti 1, 
(2.8) 
Ko(sr,,,J I dy 4’3 (2.9) 
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where 
L(y, y’) = 5 K’“‘(Y, Y’), 
v=o 
and 
K(y,y’)=$ 
! 
-&~o(sryy,l + 7-l 
a*Ko(sryyJ 
Y’ 1 
anyanyj * 
3. DIFFERENTIAL GEOMETRY OF THE BOUNDARY 
For the study of the function 2(x1, x2 ; s’) certain differential geometrical 
formulas are needed which will be collected together in this section. To this 
end we shall use coordinates in the neighbourhood of the boundary aD of the 
domain D. 
Let h > 0 be sufficiently small. Then r’ = u, <* = n can be taken as new 
coordinates in the strip along the boundary 30, where 0 < n < h (see Fig. 1). 
If c’ and <* are plotted in a Cartesian T’<* plane, the image of the strip 
0 < n < h will be strip along the <’ axis in which 0 < <* < h. We denote by I 
a closed interval of the <’ axis and by C(1) a rectangular domain <’ E I and 
0 < <* < 6, where 6 < h (see Fig. 2). We also denote the inverse images of I 
and C(I) in the x1x2 plane by the same symbols I and C(1). In what follows, 
let y = (y’, v’) be a point on the boundary aD and let its image on the <’ 
axis be q = (q’, 0). Let x = (x1, x2) be a point in the domain C(Z) and let its 
image in the <‘<* plane be 5 = (<‘, <‘). 
t 
X2 
, 
FIGURE 1 
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FIGURE 2 
Let r(u) be the position vector of the point y. Its successive derivatives 
with respect to the arc length u will be denoted by ti, 6, ti; and so on. Thus in 
a neighborhood of i?D we have the equation 
x = r(u) t nn(a), (3.1) 
where n(o) = k A t is a unit normal perpendicular to the tangent t of t3D at 
the point y and k is a unit vector perpendicular to both t and n and parallel 
to t A n. Therefore, on using Frenet’s formulas 141, 
c = t(u), i: = c(a) n(u), i = i(u) n(u) - (c(u))2 t(u), (3.2) 
we deduce, after some reduction, that 
where 
and 
(3.3) 
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Finally, we note that the Jacobian of the transformation from the x1x2 plane 
to the <‘<’ plane is 
(3.4) 
Here c(<‘) denotes the curvature of the boundary aD. 
4. LOCAL EXPANSIONS 
Let x and y be points in C(Z) and Z, respectively, having the images 5 and 
q in the r’r* plane. If r = rxY and p = pc,, then Taylor’s theorem gives 
(4.1) 
where 0 < 6 < h. From (3.3) and (4.1) we obtain 
(4.2) 
where CX,o,u denotes a sum of a finite number of terms in which thef(<‘) 
are infinitely differentiable functions and a, /I, v are nonnegative integers 
satisfying the inequality a + /3 > 3v, v > 0. The remainder a”(& n; s) has 
continuous derivatives of orders k <A satisfying 
D”R”(& q; s) = O(S-“~-~~“) as s-co, (4.3) 
where A = constant > 0, 5 E C(Z), n E Z, and A is an arbitrary large number. 
Similarly, 
$o(d = ~*vf<t’>(t’ - r’)“(t’)’ (f;)“Ko(sp) + a”(& q; s), (4.4) 
0.B.v 
where the remainder has the same properties as in (4.2). 
In (4.4) the integers a, /I, v fulfill the inequality a + ,8 > 3v - 2, v 2 1. 
DEFINITION 1. The integers a + p - 2v are called the degrees of the 
terms in (4.2) or (4.4). 
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We note that the degrees of the terms in (4.2) are nonnegative and K,(sp) 
has degree zero, while the degrees of the terms in (4.4) are greater than or 
equal to -1, and the term of degree -1 is -(a/a<‘) K,(sp). 
5. TRANSFORMATION FORMULAS 
DEFINITION 2. Negative integer powers of the differential operators are 
defined according to the formula 
The expression 
(5.1) 
(5.2) 
occurring in (4.2) and (4.4) can be transformed into a linear combination of 
a finite number of the functions 
K’Y (-$)’ (g mP)7 
where p, 1, and m are integers, p > 0, I > 0. In other words, 
(5.3) 
(5.4) 
where Cp.l,m contains a finite number of terms and Cplm are some constants. 
The degree of each term in this sum, namely, p - I- m, coincides with the 
degree a + j3 - 2v of the left-hand expression in (5.4). 
This transformation is carried out by means of the relations (see [ 51) 
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Now expressions (4.2) and (4.4) may be written as 
+ R”(5, rl; s), (5.6) 
and 
~~o(skJ = jzjrf(T') pTm cp,Ar'>" (-$)' (+y WP,,) 
Y  3 , , 3 
+ WE, rl; s), (5.7) 
respectively. In (5.6), min(p - q) = 0, while in (5.Q min(p - 4) = -1 with 
q = 1 + m. The terms of minimum degrees are K,&,,) and -(a/ar2) &(sP~,,), 
respectively. 
6. Cl-FUNCTIONS 
DEFINITION 3. Let 5, and g2 be points in the upper half-plane r2 > 0 and 
let pr = p 5,,,7 p2 = Pi,,. Define 
(6.1) 
An e”(g,, e2; s)-function is defined for points 5, and g2 belonging to a 
suffkiently small domain C(I) except when 5, = c2 E I. It has the following 
properties (see [ 21): 
(i) For every positive integer n it has an expansion 
+ RAG, 3 52, Sk (6.2) 
in which f E P(I), the integers p,, pz are nonnegative and 
I = min(p, + p2 - q). The remainder has continuous derivatives of order 
k <A satisfying 
DkRA(&, 5, ; s) = O(s-Ae-ASb12) as s+co, (6.3) 
and A = constant > 0. 
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(ii) A is called the degree of the e3-function. 
(iii) The derivative of an e”(<, , g2 ; s)-function with respect to ll, ri. 
r:9 and <f is an e’-‘(5, , & ; s)-function. 
(iv) If the functions e’l(gl, 11; s) and e.4?(&, q; s) are defined in C(Z,) 
and C(Z,) and if I c I, n I,, then the integral 
is an e.‘l +12 t ’ (5,) r, ; s)-function in every domain C(Z) c C(Z,) n C(Z,). 
Formulas (5.6) and (5.7) show that with respect to a sufficiently small 
domain C(Z) the functions K,(sr,,) and (a/@,) K,,(sr,,) are e.‘-functions. 
Thus in particular 
K,(sr,,) = e0(5, rl; s), 
and 
for all x E C(Z) and y E Z provided x # y. 
Since the only term of degree -1 in the expansion of (a/&7,) K&r,,) is 
-(C*/P~) K&ph) h h w ic is zero when <* = 0, it follows that 
K(y’,y)=e”(.rl,,tlz;S)+ye’(rl,,‘lz;S) 
- eO(tI,, q2 ; s)-function, 
which is valid for small y provided y = qr and y ’ = Q. The same is true for 
the kernel K(y, y ‘) when y is large and positive. 
Further let 5, and c2 be points in the upper half-plane r’ > 0 and let 
PI = P&r, Pz = Peg and p ,^ = ptzt with f, = (r:, -<i), then for 5 = 5, we 
deduce that 
Therefore, on applying Green’s theorem to the plane rz > 0 we obtain 
(6-5) 
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For 5 = n (point on the <’ axis) it is clear that p2 = p1* and consequently 
KoW2) = BOB 
g ~o(~p^*) = - g Ko(v2) = -g Ko(w2). 
2 
(6.7) 
From (6.5)-(6.7) we deduce that 
i (12,0) fob) g2Ko(w2) &’ = 7%~p^,2)~ (6.8) 2 
Let Z and Z’ be closed intervals on the <’ axis of which Z c I’; then 
according to (6.8) we have 
I KJSP,) -$Ko(w,) drll = ~KOW,,) + R(C, 7 52 ; S>? (6.9) I’ 2 
where the remainder has continuous derivatives of all orders satisfying 
DkR(5,, g2 ; s) = O(ecc”) as s-00, c > 0. (6.10) 
7. E*-FUNCTIONS 
DEFINITION 4. Let x, and x2 be points in D + ~30. Define 
i 12 - “;‘” (G,y + GzY)’ y E r3D. (7.1) 
An E*(x, , x2 ; s)-function is defined and infinitely differentiable with respect 
to x, and x2 when these points belong to D + aD except when x, = x2 E aD. 
It has the local properties of eA-functions. 
We deduce that 
Ko(sr,,) = EO(x, y;s>, ~K,(sr,,)=E-‘(x. y:s), 
Y  
and K(y’, y) - E’(y,, y2 ; s) for small positive y provided y, = y ’ and y2 = y. 
Finally the El-functions satisfy the integral relation 
I E~‘(~,,~;s)E~~(x,,y;~)dy=E~~+~~+’(x,,x~;~). (7.2) C?D 
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8. ESTIMATES FOR E"-FUNCTIONS 
We insert a remark on the asymptotic behaviour of the functions 
(a/a~)‘(a/ay)~K~(~~), where I, m are integers, 1> 0, and q = I + m. The 
operator (a/@-’ is defined according to (5.1) and r = &?$. 
Then with A = constant > 0, the relations 
when q < 0, 
= O(l1 + jlog srj] ePAS’), when q = 0, 
ZZ O(r-qe-ASr), when q > 0, (8.1) 
are valid for s + co. 
Consequently, 
E’hx,; s) = O(S-ne-ASPIZ), when 3, > 0, 
= O([l + llogsi,,l] ePasi12), when A =O, 
= O(Ff2epASi12), when 1 < 0, 
which are valid for s--t co. 
9. ESTIMATES FOR THE LAPLACE TRANSFORM 
OF GREEN'S FUNCTION 
In the case of small positive y the regular part of the Laplace transform of 
Green’s function is given by (2.8). Since 
Wr,,,) = E’(x, , Y; ~1, 
&(sY,,~) = E’(x, > Y; ~1, 
$K,(s~,~,) = E-k, Y; ~1, 
Y  
(9.1) 
it follows from (7.2) that for small positive y the first integral in (2.8) 
represents an E”(x, , x2 ; s)-function. 
Since for small positive y, K(y ‘, y) - E”(y , , y, ; s); then according to (7.2) 
the iterated kernel K(“)(y’, y) - E”(y,, yz; s). Thus for n > k, r = ryIyl, and 
on using (8.2) we obtain 
DkK(“)(y’, y) - Enpk(y,, y,; s) = O(s-“+ ke- “Sr) as s+ cc. (9.2) 
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By the help of (9.2) it is readily seen that 
f (-l)“K(“N’(y’, y) 
V=O 
is an ~~(y,, yz ; s)-function. Hence 
M(Y9 Y’> = i (-lYfwYt, Y) + i,, i. (-l)“~(“)(y’, Y”) 
u=O u 
x “ZO (-l)“KCUN)(y”, y) dy” 
is an E”(y, , y2 ; s)-function. 
It finally follows that for small positive y the second integral in (2.8) is an 
E’(x, , x2 ; s)-function. Thus for small positive y the regular part 2(x,, x2 ; s’) 
represents an E”(x, , x2 ; s)-function, and consequently by the help of (8.2) 
619 x2 ; s’> - O([l + ]logsi,,]] eCASi12), (9.3) 
which is valid for small positive y and large positive S. From (9.3) we 
deduce that the Laplace transform of Green’s function is exponentially small 
for s + co and consequently the convergence of (2.6) follows. 
A similar statement is true in the case of large positive y, as can be seen 
from an investigation of formula (2.9). 
10. MORE PRECISE ESTIMATES 
The @-expansions of K,(W) and (a/&z) K,(W) can be written as 
(4 ~o(cJ = Ko(wS,,) + e’KT tl; 4, 
(b) KO(~~x2y) = Ko(vr,J + e’(C2, rl; s>, 
(cl (Wn,) Ko(srxl,) = -(WC) Ko(wt,,) + e0(51y tl; s>, 
(4 Wn,> Ko(srx2,J = +/X3 Ko(wr,,,) + e”(S2, tl; s>- 
Therefore, on using these expansions and by the help of (6.4), (6.9) we 
deduce that for small positive y the first term in (2.8) behaves like 
+O(wT2) - 5 $ 
( ) 
-1 
K,(sb,,) + e’(5, v 5,; s). (10.1) 
1 
The e’(g, , c2 ; s)-function being estimated by the use of (8.2). Thus 
el(cl, g2; s) = O(s-‘e-Asi12) as s-co. (10.2) 
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If (10.1) and (10.2) are inserted into (2.8) we see that in the case of small 
positive y and large positive S, 
Ax I, x2 ; s2) --&K,(sp^,,) --5 ($) ’ K,,(s~^,~) 4 O(s- ‘e “‘01!), 
and consequently since lim(i,,/p^,,) = 1 when yI12 (or b12) tends to zero, 
2(x1 7 x2 ;s2) +lM2)-~ $ ( I--’ K,(s~“,~) + O(s-‘e--Asi12). (10.3) I 
In the same way we find that for large postive y and large positive s. 
Z(x, 3 x2; s2) - -&-K,(si,,) + J- a K,(sr^,,) •t O(sK’e-ASr12). (10.4) ( i 27v ar: 
11. THE ASYMPTOTIC EXPANSION OF o(t) 
Since for <’ > h > 0 the function 2(x, x; s’) is of order O(e-2”Sh), the 
integral over D of this function can be approximated in the following way 
(see 3.4)): 
Z?(s2) = ii, 2(x, x; s2) dx’ dx2 
h 
= 
I r 
2(x, x; s’)[ 1 - c(<‘) l’] dl’ d{’ + O(eCZASh). (11.1) 
p=o [l-O 
If the e*-expansion of 2(x, x; s’) is introduced into (11.1) one obtains an 
asymptotic series of the form 
K(s2)- 2 a,s-” + O(s--) as s-co. (11.2) 
n-1 
In the cases of either small or large y, the constants a, are calculated from 
the e*-expansions by the help of the formula 
i,” R’)” [ ($)’ (~~~~o(~~~2)l~i.ii=o,~~~~~=~2d~2 
= (-1)1/2-y-2 I-Q+ 1) T((p-qtzt 1)/2) 
T((1/2)f 1) T(p-q+zt 1) 
xl-(pf l)T (“-;+ l)P’“-1 
+O(emZAsh) as s-03, p-q>>/, (11.3) 
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and the integral vanishes if I is odd (see [2]). We have shown ]5] that in the 
case of small y, 
a,=!!!?!, 
8 
while in the case of large y, 
a =- laDI a-’ 1 
1 ---3 8 8 a,=--. 6 
On inverting Laplace transforms and using (1.11) we find that if 0 < y 4 1, 
@(t)JY+ laDI 47rt 8(11t)“2 1 -;laol)$+ O(t”2) as t-,0, (11.4) 
q) _ IDI {laoI + 2W’I 
4nt 8(w)” 
+ + + O(P2) as t-+0. (11.5) 
The asymptotic expansion (11.4) may be interpreted as 
(i) D = convex domain and we have an impedance boundary 
condition with small impedance, or 
(ii) D = convex domain with (3y/rr) IaDl holes together with the 
Neumann boundary condition, provided (37/x) ] cYD ) is an integer. 
Similarly, the asymptotic expansion (11.5) may be interpreted as: 
(i) D = convex domain and we have an impedance boundary 
condition with large impedance, or 
(ii) D = convex domain has area ] DI and its boundary has length 
{IaD I + 27~7~’ } and we have the Dirichlet boundary condition. 
We note that formulas (11.4) and (11.5) are in agreement with Plejel’s 
formulas (1.3) and (1.4) if y = 0 and y-+ co, respectively. 
12. APPLICATIONS TO EIGENVALUE PROBLEMS 
FOR CYLINDRICAL DOMAINS 
In this section we examine the structure of the trace function B(t) for a 
cylinder of finite length 1 and cross section of area IDI and perimeter laDI. It 
is clear that results (1.3) and (1.4) for the convex domain can be applied. Let 
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us suppose that the cross section D is bounded by a smooth convex curve 
c?D, then the trace function G(t) for a cylinder of finite length has the 
following asymptotic expansions in the case of a Neumann problem: 
B(t) - IDI laD[ 1 7t”* 
47Ct + 8(7rt)“’ +-i? + 256n”’ f 
(c(a))’ da + 0(t) 
a,, 
1 
1 
x (47rt)“2 
+ + + o(t-‘l*e-‘2/‘) 
i 
_ IDIf 
(47rt)“2 + 
2lDl+ll8Dl 
167ct 
+ (+ + q(4nl)ll 
71 
+ 5127T I aD 
(c(u))* da + & as t -+ 0, 
while in the case of a Dirichlet problem, 
o(t) - g - 8$2 + + - 2:$21,2 jaD (44)2 da + Oct) ( 
I 
x { (471f)“2 
; + O(t-l/2e-12/t 
)I 
_ IDIZ 2~D~+Z~8D~ 
(47rty - 167ct 
+ ( (+ + y)/(4nt)ll’) 
1 
+ 51272 I aLl 
(c(u))2 da - & as t-+0. 
(12.1) 
(12.2) 
We note that the first two terms in (12.1) and (12.2) are in agreement with 
the results of Roe [3] which determine the volume and the surface area of a 
cylinder, while the sign of the coefficient of t- ’ determines whether we have 
a Dirichlet or a Neumann problem. 
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