S.Definitions and background information
Let us consider a time series of N observations. Let us also consider a prediction made for the next n observations. If the total information utilized for this prediction is past available information (with respect to the prediction period), the prediction is also considered as a forecast.
For n = 1, the forecast is considered as an one-step ahead forecast.
For n > 1, the forecast is considered as a multi-step ahead forecast.
The forecasted variable(s) are called predictand (or dependent) variables and result via regression on the predictor (or independent) variables.
The latter can be endogenous or exogenous. According to Hyndman and Kostenko (2006) the former are variables, the values of which are determined within the system, and the latter are variables, the values of which are determined outside of the system. Box S.1. Basic forecasting terminology.
Let {xt}, t = 1, 2, … be a Hurst-Kolmogorov process. The latter is a three-parameter normal stationary stochastic process in discrete time. Its parameters μ, σ and H are defined by Equations S.1-S.3 (Tyralis and Koutsoyiannis 2011).
The parameter μ is the mean of the stochastic process and the parameter σ is its standard deviation. The parameter Η represents the magnitude of long-range dependence, i.e. the tendency of wet or dry years to be clustered in long time periods (persistence), while the autocorrelation function ρk increases with H. High values of H denote strong long-term persistence, while when H < 0.5, the resulting stochastic process is antipersistent, but still stationary. H = 0.5 is equivalent to a stochastic process of independent variables. For the definitions we consider a time series of N observations. Let us also consider a forecast of the last n observations. Let x1, x2, …, xn represent the last n observations and f1, f2, …, fn represent the forecasted values.
The Root Mean Square Error (RMSE) metric is defined by Equation S.9.
Let x ‾ be the mean of the observations, which is defined by Equation S.10.
The Nash-Sutcliffe Efficiency (NSE) metric is defined by Equation S.11 (Nash and Sutcliffe 1970).
The index of agreement (d) metric is defined by Equation S.12 (Krause et al. 2005) .
Let sx be the standard deviation of the observations, which is defined by Equation S.13.
Let f ‾ be the mean of the forecasts and sf be the standard deviation of the forecasts, which are defined by Equations S.14 and S.15 respectively.
n fi (S.14)
The Pearson's correlation coefficient (Pr) metric is defined by Equation S.16 (Krause et al. 2005) . 
