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1
π
= 12 ·
∞∑
n=0
(−1)n(6n)!
(3n)!(n!)3
· 13591409 + 545140134n
6403203n+3/2
Abstract. In this paper we give another proof of the Chudnovsky for-
mula for calculating π – a proof in detail with means of basic complex
analysis.
With the exception of the tenth chapter, the proof is self-contained,
with proofs provided for all the advanced theorems we use (e.g. for the
Clausen formula and for the Picard-Fuchs differential equation).
English version: pp. 1–58
Zusammenfassung. In diesem Aufsatz wird die Chudnovsky-Formel
zur Berechnung von π erneut bewiesen – wesentlich ausfu¨hrlicher, mit
elementaren Methoden der Funktionentheorie und der Analysis.
Die beno¨tigten fortgeschrienen Sa¨tze (z.B. die Clausen-Formel und
die Picard-Fuchs-Differentialgleichung) werden ihrerseits ausfu¨hrlich
bewiesen. Nur im zehnten Kapitel verweisen wir auf externeellen.
Deutsche Version: S. 59–116
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Introduction
e Chudnovsky formula for calculating π reads:
1
π
= 12 ·
∞∑
n=0
(−1)n(6n)!
(3n)!(n!)3
· 13591409 + 545140134n
6403203n+3/2
is formula yields on average 14.1816 decimal digits per iteration. It has been used
for several world record computations since 1989, for example, by Emma Haruka Iwao
(March 2019): She calculated
⌊
π · 1013⌋ = 31 415 926 535 897 digits of π – in print that
would yield a 150 km long pile of books, as heavy as the Eiffel Tower.
In this paper, we will prove the Chudnovsky formula in detail. We only need a basic
knowledge of complex analysis and of analysis – for example the ratio test, Leibniz’s rule,
Laurent series, the residue theorem and the Picard-Lindelo¨f theorem.
With the help of the normalized Eisenstein series
E2(τ ) := 1− 24
∞∑
n=1
n
qn
1− qn where q := e
2piiτ and Im(τ ) > 0
E4(τ ) := 1 + 240
∞∑
n=1
n3
qn
1− qn
E6(τ ) := 1− 504
∞∑
n=1
n5
qn
1− qn
we will define two further functions which have the following values at τ163 =
1+i
√
163
2
:
J(τ ) :=
E4(τ )
3
E4(τ )3 − E6(τ )2 with J(τ163) = −640320
3
s2(τ ) :=
E4(τ )
E6(τ )
·
(
E2(τ )− 3
π Im(τ )
)
with
1− s2(τ163)
6
=
13591409
545140134
Furthermore, we will prove Clausen’s formula and the Picard Fuchs differential equa-
tion with one of Kummer’s hypergeometric solutions. Using all these methods, we will
give a complete and self-contained proof of the following theorem:
eorem0.1 (Maineorem 9.7). For all τ with Im(τ ) > 1.25we have the following
identity due to David and Gregory Chudnovsky, first published in 1988 [7, eq. (1.4)]:
1
2π Im(τ )
√
J(τ )
J(τ )− 1 =
∞∑
n=0
(
1− s2(τ )
6
+ n
)
· (6n)!
(3n)!(n!)3
· 1
(1728J(τ ))
n
Here
√
denotes the principal branch of the square root.
e Chudnovsky formula is a special case of this identity, which we obtain by seing
τ = τ163 as above and calculating said values J(τ ) and s2(τ ).
1 We will also use ten
different values of τ to obtain ten further formulae to calculate π (see page 44) – two of
them were already found by Ramanujan.
1We will explicitly calculate the values of s2(τ) and J(τ) – but our proof that these functions have ex-
actly these values requires more than basic complex analysis. at’s why we refer the reader (in the proofs of
Prop. 10.4 and 10.7) to literature proving that 1728J(τ) has integral values and that s2(τ) has rational values.
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1. Elliptic Functions
In this chapter, we develop the terms and propositions about the Weierstraß elliptic
functions that we need for our proof of the Chudnovsky formula. e notation and some
proofs are based on [9], where one can find more detailed explanations.
Definition 1.1. For each pair (ω1, ω2) of complex numbers which isR-linearly independent
(which means ω2/ω1 /∈ R) we call
L = Zω1 + Zω2 = {mω1 + nω2 |m,n ∈ Z} ⊂ C
a ”laice”. ω1 and ω2 are called ”basic periods” of the laice.
Definition 1.2. An ”elliptic function” is a meromorphic function f : C → C ∪ {∞} with
the property
f(z + ω) = f(z) for all ω ∈ L and z ∈ C
”Meromorphic” means that f has no essential singularities, that the set of poles of f has
no accumulation point, and that f is holomorphic apart from the poles. To show that a
meromorphic function is elliptic it suffices to check if f(z + ω1) = f(z) = f(z +ω2) holds
for both basic periods of the laice – that’s why elliptic functions are also called ”doubly
periodic”.
Definition 1.3. Every laice L produces an equivalence relation on the complex numbers:
We call z1 ∈ C and z2 ∈ C ”equivalent modulo L”, iff it holds z1 − z2 ∈ L (since it doesn’t
maer if one uses z1 or z2 in an elliptic function of the laice L).
Definition 1.4. e ”fundamental parallelogram” P and its closure P are:
P = { sω1 + tω2 | 0 ≤ s, t < 1 } and P = { sω1 + tω2 | 0 ≤ s, t ≤ 1 }
Since ω1 and ω2 are R-linearly independent, it holds: for all z ∈ C there is exactly one
z′ ∈ P which is equivalent to z (modulo L). Figure 2.1 on p. 9 depicts P .
Proposition 1.5 (Liouville’seorem). Any bounded analytic functionC→ C is constant.
Proof. Given z ∈ C, we will prove f ′(z) = 0: By deriving Cauchy’s integral formula
(with Leibniz’s rule) we obtain for all r > 0:
|f ′(z)| =
∣∣∣∣∣ 12πi
∮
|ζ−z|=r
f(ζ)
(ζ − z)2 dζ
∣∣∣∣∣ ≤ 12π · Cr2 · 2πr = Cr
Here we used the boundedness |f(ζ)| ≤ C and the perimeter of the circle. For r → ∞
we obtain f ′(z) = 0 – thus f is constant. 
Proposition 1.6 (First Liouville eorem). Any elliptic function without poles is constant.
Proof. Any elliptic function f with basic periods ω1 and ω2 takes any of its values in the
fundamental parallelogram P (cf. Def. 1.4). But its closure P is closed and bounded (see
Fig. 2.1 on p. 9). Since f has no poles, |f | is continuous and must have a maximum in
P . But then, because of its periodicity, f is bounded on the whole complex plane. From
Liouville’s theorem (Prop. 1.5) we deduce that f must be constant. 
Proposition 1.7 (Second Liouville eorem). Any elliptic function has only finitely many
poles (modulo L) and the sum of their residues vanishes.
Proof. For any pole of an elliptic function, there is an equivalent pole in P (cf. Def. 1.4).
e set of poles of an elliptic function is discrete, thus only finitely many poles are in the
closure P of the fundamental parallelogram (P is compact). en we move P so that no
more poles are on its border, and integrate along the border. Since ℘ is doubly periodic,
this integral vanishes (since the integrals along parallel parts of the border cancel each
other out). From the residue theoremwe deduce that the sumof the residues vanishes. 
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Proposition 1.8 (ird Liouville eorem). Any non-constant elliptic function f has the
same number of zeros and poles modulo L, if they are counted with their multiplicities.
Proof. If f is a non-constant elliptic function, g(z) := f
′(z)
f(z)
also is a non-constant elliptic
function.
If the Laurent series of f in z0 starts with f(z) ≈ a · (z − z0)k (where k ∈ Z, k 6= 0),
it holds f ′(z) ≈ k · a · (z − z0)k−1 and g(z) ≈ kz−z0 . us every pole and every zero of
f(z) produces a pole of g(z) of order one with residue k.
From its definition g(z) := f
′(z)
f(z) we see that g has no further poles.
e sum of the residues of g vanishes (second Liouville theorem, Prop. 1.7), thus we
have: e sum of the positive residues of g (the sum of the multiplicities of the zeros of
f ) has the same absolute value as the sum of the negative residues of g (the sum of the
multiplicities of the poles of f ). 
Definition 1.9. e Weierstraß σ-function of the laice L is defined as follows:
σ(z;L) := z ·
∏
ω∈L
ω 6=0
{(
1− z
ω
)
· exp
(
z
ω
+
1
2
( z
ω
)2)}
e σ-function will be analyzed further in chapter 4, see for example Prop. 4.1, 4.2 and 4.4.
Remark 1.10. is product converges absolutely because of the exponential factor, and the
zeros of σ(z;L) are exactly the points of the laice L and are zeros of order 1. Nevertheless,
the σ-function is not doubly periodic (cf. Prop. 4.2).
Definition 1.11. e Weierstraß ζ-function of a laice L is defined as the logarithmic
derivative of the σ-function, whose product yields a sum because of ln(a · b) = ln a+ ln b:
ζ(z;L) :=
d
dz
lnσ(z;L) =
d
dz
(ln z) +
∑
ω∈L
ω 6=0
d
dz
{
ln
(
1− z
ω
)
+
z
ω
+
1
2
( z
ω
)2}
=
1
z
+
∑
ω∈L
ω 6=0
(
1
z − ω +
1
ω
+
z
ω2
)
e ζ-function will be analyzed further in chapter 2, see for example Def. 2.2 and Rem. 2.3.
Definition 1.12. e Weierstraß ℘-function denotes the negative derivative of the Weier-
straß ζ-function:
℘(z;L) := −ζ ′(z;L) = 1
z2
+
∑
ω∈L
ω 6=0
(
1
(z − ω)2 −
1
ω2
)
Remark 1.13. e derivative of the Weierstraß ℘-function reads:
℘′(z;L) =
∑
ω∈L
−2
(z − ω)3
Proposition 1.14. ℘(z;L) is an even function and ℘′(z;L) is an odd function, i.e.
℘(−z;L) = ℘(z;L) and ℘′(−z;L) = −℘′(z;L)
Proof. If ω runs through all points of the laice, then −ω does it too:
℘(−z;L) = 1
(−z)2 +
∑
ω∈L
ω 6=0
(
1
(−z − ω)2 −
1
ω2
)
=
1
z2
+
∑
−ω∈L
−ω 6=0
(
1
(z − (−ω))2 −
1
(−ω)2
)
= ℘(z;L)
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And for ℘′(z) it holds:
℘′(−z;L) =
∑
ω∈L
−2
(−z − ω)3 = −
∑
−ω∈L
−2
(z − (−ω))3 = −℘
′(z;L)

Proposition 1.15. eWeierstraß ℘-function is doubly periodic, i.e. for all ω ∈ L we have
℘(z + ω;L) = ℘(z;L).
Proof. ℘′ is doubly periodic, since the summation runs through all laice points and since
there are no further terms (see Remark 1.13). So we get ℘′(z + ω)− ℘′(z) = 0 and thus
℘(z + ω) − ℘(z) = const. If ω is a basic period of the laice, then −ω2 /∈ L. We get the
value of the constant with Prop. 1.14: ℘
(−ω
2
+ ω
) − ℘(−ω
2
)
= ℘
(
ω
2
) − ℘(−ω
2
)
= 0.
is yields ℘(z + ω) = ℘(z) for all basic periods of the laice L and thus for all points
of the laice. 
Proposition 1.16. e zeros of ℘′ are exactly those points ω2 , for which ω ∈ L but ω2 /∈ L.
If L = Zω1 + Zω2, this yields the following three zeros (see Fig. 2.1 on p. 9):
℘′
(ω1
2
)
= ℘′
(ω2
2
)
= ℘′
(
ω1 + ω2
2
)
= 0
Proof. Choose ωk ∈ L so that ωk2 /∈ L. en we get: if ω runs through all points of the
laice, then also ω′ = ω + ωk does it. is yields:
℘′
(
−ωk
2
;L
)
=
∑
ω∈L
−2(−ωk
2
− ω)3 =
∑
ω′∈L
−2(−ωk
2
− (ω′ − ωk)
)3
=
∑
ω′∈L
−2(
ωk
2
− ω′)3 = ℘′
(ωk
2
;L
)
From Prop. 1.14 we know that ℘′ is odd and according to our premises ±ωk2 is not in L.
From this we get ℘′
(−ωk2 ;L) = −℘′(ωk2 ;L). is yields ℘′(ωk2 ;L) = 0. Using the third
Liouville theorem (Prop. 1.8) we see that ℘′ has no further zeros (modulo L). 
Definition 1.17. e series Gn = Gn(L) :=
∑
ω∈L
ω 6=0
ω−n are called ”Eisenstein series of
weight n” and converge absolutely for natural n ≥ 3.
Proposition 1.18. e Eisenstein series of odd weight vanish (i.e. they take on the value 0).
Proof. Since n is odd, we can deduce that for all ω ∈ L − {0} the summands ω−n and
(−ω)−n = − (ω−n) cancel each other out. us the full sum takes on the value 0. 
Proposition 1.19. e Weierstraß ℘-function admits the following Laurent series expan-
sion around z = 0 without a constant term:
℘(z;L) =
1
z2
+
∞∑
n=1
(2n+ 1) ·G2n+2(L) · z2n
Proof. First we analyze f(z) := ℘(z;L)− 1z2 . From Def. 1.12 we get f(0) = 0. en we
get the derivatives of f(z) at z = 0 with the representation of ℘′ from Remark 1.13:
f (n)(z) = (−1)n(n+ 1)!
∑
ω∈L
ω 6=0
1
(z − ω)n+2 if n ≥ 1
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From Prop. 1.18 we deduce that the odd derivatives vanish at z = 0, and that the even
derivatives are:
f (2n)(0) = (−1)2n(2n+1)!
∑
ω∈L
ω 6=0
1
(−ω)2n+2 = (2n+1)!
∑
ω∈L
ω 6=0
1
ω2n+2
= (2n+1)! ·G2n+2
with the Eisenstein series from Definition 1.17. us we have shown that it holds f(z) =∑∞
n=1
f2n(0)
(2n)!
· z2n =∑∞n=1(2n+ 1)G2n+2 · z2n and the proposition is proven. 
Proposition 1.20. e Weierstraß ℘-function satisfies the algebraic differential equation:
℘′(z)2 = 4℘(z)3 − g2℘(z)− g3
with g2 = g2(L) := 60G4(L) = 60
∑
ω∈L
ω 6=0
ω−4
and g3 = g3(L) := 140G6(L) = 140
∑
ω∈L
ω 6=0
ω−6
Proof. We use the beginning of the Laurent series expansion from Prop. 1.19 and show
that h(z) := ℘′(z)2 − 4℘(z)3 + 60G4℘(z) has no poles:
℘(z;L) = z−2 + 3G4z2 + 5G6z4 +O(z6)
=⇒ ℘(z;L)2 = z−4 + 6G4 + 10G6z2 +O(z4)
=⇒ ℘(z;L)3 = ℘(z;L)2 · ℘(z;L) = z−6 + 9G4z−2 + 15G6 +O(z2)
and ℘′(z;L) = −2z−3 + 6G4z + 20G6z3 +O(z5)
=⇒ ℘′(z;L)2 = 4z−6 − 24G4z−2 − 80G6 +O(z2)
=⇒ ℘′(z;L)2 − 4℘(z;L)3 = −60G4z−2 − 140G6 +O(z2)
=⇒ ℘′(z;L)2 − 4℘(z;L)3 + 60G4℘(z;L) = −140G6 +O(z2)
Here we recognize that h(z) has no pole at z = 0. From the definition of h(z)we see that
it is doubly periodic, and that h(z) has no poles in any laice points. Since neither ℘ nor
℘′ have poles besides the laice points we deduce that h(z) is an elliptic function without
poles. us, by the first Liouville theorem (Prop. 1.6), h(z) is constant. e value of this
constant is −140G6 (see above), so we get ℘′(z;L)2 = 4℘(z;L)3 − 60G4(L)℘(z;L) −
140G6(L). 
Proposition 1.21. If L = Zω1 + Zω2, then it holds:
℘′(z)2 = 4 · (℘(z)− e1) · (℘(z)− e2) · (℘(z)− e3)
with the pairwise distinct half laice values of the ℘-function
e1 := ℘
(ω1
2
)
; e2 := ℘
(ω2
2
)
; e3 := ℘
(
ω1 + ω2
2
)
Proof. Prop. 1.16 tells (for example) ℘′
(
ω1
2
)
= 0. If we set f(z) := ℘(z)− e1, we get both
f
(
ω1
2
)
= 0 and f ′
(
ω1
2
)
= 0 – thus f has a double zero at ω1
2
. Now the third Liouville
theorem (Prop. 1.8) tells that ℘(z)− e1 has no further zeros. us the e1;2;3 are pairwise
distinct.
From Prop. 1.20 and 1.16 we deduce that P (X) := 4X3 − g2X − g3 has the three
distinct zeros e1, e2 and e3. is proves P (X) = 4(X − e1)(X − e2)(X − e3).
UsingX = ℘(z) and Prop. 1.20 proves the Proposition. 
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2. Q_uasiperiods and their Representation by Integrals
In this chapter, we define the ”quasiperiods” of a laice with help of the Weierstraß
ζ-function. We also give an alternative representation of the periods and quasiperiods
with help of elliptic integrals. For this, we use the algebraic differential equation of ℘
from Prop. 1.20.
Proposition 2.1. e Weierstraß ζ-function from Def. 1.11 is not doubly periodic, but the
following value of the ”quasiperiod”
η(ω;L) := ζ(z + ω;L)− ζ(z;L)
is independent of the choice of z (as long as z /∈ L).
Proof. If we call the right hand side R(z) := ζ(z + ω;L) − ζ(z;L) and derive by z, we
get from Def. 1.12 that R′(z) = −℘(z + ω;L) − (−℘(z;L)) = ℘(z;L) − ℘(z + ω;L).
Prop. 1.15 tells us that this is zero, so R(z) is constant with respect to z. e value of this
constant thus depends only on the laice L and on the choice of ω – and we can call it
η(ω;L). 
Definition 2.2. e following values η1(L) and η2(L) are called ”basic quasiperiods” of
the laice L = Zω1 + Zω2:
ηk(L) := ζ(z + ωk;L)− ζ(z;L)
Remark: by applying Prop. 2.1 repeatedly, we see that these two values generate all other
quasiperiods η(ω;L) like a laice – this is the reason they are called ”basic” quasiperiods.
Remark 2.3. In Def. 2.2 we see that ηk gives the difference in the value of the ζ-function
if the argument is changed by ωk. e commonly used terms ”period of the laice” and
”quasiperiod of the laice” are thus a bit inappropriate or misleading:
• Instead of ”period of the laice L”, ωk should be called ”period of the associated
℘-function”.
• Instead of ”quasiperiod of the laice L”, ηk should be called ”pitch of the associated
ζ-function” (cf. ”pitch of a helix”).
Anyway, we will continue with the commonly used terms.
Proposition 2.4 (Legendre’s relation). For the basic periods and the associated basic quasi-
periods of a laice L = Zω1 + Zω2 it holds:
η1ω2 − η2ω1 = 2πi
Proof. We shi the fundamental parallelogram P (Def. 1.4), so that there are no laice
points on the border of Pv = P + v with v ∈ C. en the residue theorem yields∮
δPv
ζ(z)dz = 2πi,
because the ζ-function has (modulo L) only one pole with residue 1 (see Def. 1.11). On
the other hand one can combine the values of the integrals along opposite sides (using
Def. 2.2): e sides parallel to ω1 contribute −η2ω1, the sides parallel to ω2 contribute
η1ω2. In total, the value of the integral is η1ω2 − η2ω1 = 2πi. 
Definition 2.5. Let g2 and g3 be two complex numbers. en
X(g2, g3) :=
{
(x, y) ∈ C2 ∣∣ y2 = 4x3 − g2x− g3}
is an example of a ”plane affine algebraic curve”. Given a laice L, we use g2 = g2(L) and
g3 = g3(L) as in Prop. 1.20 and obtain:
X(L) = X(g2(L), g3(L))
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Proposition 2.6. e mapping Φ with
Φ : C− L → X(g2(L), g3(L)) ⊂ C2
z 7→ (℘(z;L), ℘′(z;L))
is well-defined, differentiable and doubly periodic.
Proof. From the differential equation of the ℘-function (Prop. 1.20) and the compatible
definition of X(g2(L), g3(L)) we get that Φ is well-defined. Since both ℘ and ℘
′ are
doubly periodic and differentiable, the same holds for Φ. 
Definition 2.7. Let L = Zω1 + Zω2 be a laice with basic periods ω1 and ω2. en we
define the paths β1 and β2 as follows:
β1(t) :=
1
4
· ω2 + t · ω1 for 0 ≤ t ≤ 1
β2(t) :=
1
4
· ω1 + t · ω2 for 0 ≤ t ≤ 1
Remark 2.8. e paths βk from Def. 2.7 are shown in Fig. 2.1. On these paths, there are
no poles of ℘ and ℘′ (black dots in the figure) and no zeros of ℘′ (circles in the figure,
cf. Prop. 1.16).
0 ω1
ω2 ω1 + ω2
ω2
2
ω1+ω2
2
ω1
2
β1
β2
Figure 2.1. Fundamental parallelogram P (cf. Def. 1.4) with laice
points (poles of ℘ and ℘′) and half laice point (zeros of ℘′) and paths
βk from Def. 2.7.
Proposition 2.9. Let L = Zω1+Zω2. en we use the paths βk from Def. 2.7 to define two
new paths αk := (℘(βk), ℘
′(βk)). ese αk are closed paths in the plane affine algebraic
curve X(g2(L), g3(L)). Here, the basic periods and basic quasiperiods of the laice admit
the following representation by elliptic integrals:
ωk =
∮
αk
dx
y
and ηk(L) = −
∮
αk
x dx
y
Proof. e paths αk are indeed paths in X(g2(L), g3(L)), because the differential equa-
tion from Prop. 1.20 guarantees, that the equation from Def. 2.5 is fulfilled everywhere
on αk. From βk(1) = βk(0) + ωk we deduce ℘(βk(0)) = ℘(βk(1)) and the same for ℘
′.
us it holds αk(0) = αk(1) and the paths αk are closed. With (x, y) = (℘(z), ℘
′(z))
along the paths αk we get
dx
dz = ℘
′(z) and thus∮
αk
dx
y
=
∫
βk
℘′(z)dz
℘′(z)
=
∫
βk
dz = βk(1)− βk(0) = ωk
and −
∮
αk
x dx
y
= −
∫
βk
℘(z)℘′(z)dz
℘′(z)
=
∫
βk
−℘(z)dz
=
∫
βk
ζ ′(z)dz = ζ(z + ωk;L)− ζ(z;L) = ηk(L)

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3. Eqivalent Lattices and Klein’s Absolute Invariant J
In this chapter we will see that two laices that are rotated and/or scaled versions of
each other can be called ”equivalent” and that equivalent laices have the same value of
Klein’s absolute invariant J .
Definition 3.1. Two laices L,L′ ⊂ C are called ”equivalent”, iff they can be obtained
from each other by rotation and scaling, i.e. iff there is a ∈ C with L′ = a · L and a 6= 0.
Remark 3.2. Any elliptic function f(z) of the laice L yields an elliptic function g(z) =
f
(
z
a
)
of the laice L′ = a · L and vice versa. at’s why we call L and L′ equivalent.
Proposition 3.3. For each laice L = Zω1 + Zω2 there is an equivalent laice Lτ =
Z+ Zτ with τ from the upper half plane H (i.e. Im(τ ) > 0).
Proof. Choose a = 1ω1 , then we get L
′ = a ·L = Z+Z · ω2ω1 . If Im
(
ω2
ω1
)
> 0, then we set
τ = ω2ω1 . If Im
(
ω2
ω1
)
< 0, then we set τ = −ω2ω1 (this is still the same laice, only another
basic period). e case Im
(
ω2
ω1
)
= 0 is impossible, since it would yield ω2
ω1
∈ R and L
wouldn’t be a laice (cf. Def. 1.1). 
Definition 3.4. We call τ1 ∈ H and τ2 ∈ H ”equivalent”, iff the laices Lτ1 and Lτ2 are
equivalent. For example, τ and τ + 1 are equivalent (since they generate the same laice),
but also τ and −1/τ are equivalent (since it holds L−1/τ = 1/τ · Lτ ).
Definition 3.5. Given a laice L ⊂ C. Using the definitions of g2(L) and g3(L) from
Prop. 1.20 we define the ”discriminant”∆ and Klein’s absolute invariant J of the laice:
∆(L) := g32(L)− 27g23(L)
J(L) :=
g32(L)
g32(L)− 27g23(L)
Remark 3.6. If the laice is of the form Lτ = Z+Zτ , we denote g2(τ ) instead of g2(Lτ ).
In the same way, we write g3(τ ), Gk(τ ), ∆(τ ) and J(τ ).
Proposition 3.7. If the laice L′ = a · L is equivalent to L, then the following transfor-
mation formula for the Eisenstein series holds for a 6= 0:
Gk(aL) = a
−k ·Gk(L)
and thus:
g2(aL) = a
−4g2(L) and g3(aL) = a−6g3(L)
From this we get
∆(aL) = a−12∆(L) and J(aL) = J(L)
In particular Klein’s absolute invariant J has the same value if the laices are equivalent –
this is why J is called ”invariant”.
Proof. is is a consequence of the Def. 1.17 of the Eisenstein series:
Gk(aL) =
∑
ω′∈aL
ω′ 6=0
ω′−k =
∑
ω′∈aL
ω′ 6=0
(
ω′
a
)−k
· a−k = a−k ·
∑
ω∈L
ω 6=0
ω−k = a−k ·Gk(L)
Here we used ω′ = a · ω. is yields, with the definitions of g2;3 from Prop. 1.20, that
g2(aL) = 60G4(aL) = a
−4 ·g2(L) and g3(aL) = 140G6(aL) = a−6 ·g3(L). Finally, we
get the discriminant∆(aL) = (a−4)3g32(L)−27(a−6)2g23(L) = a−12 ·∆(L) and Klein’s
absolute invariant J(aL) = J(L), which shows that it doesn’t change when the laice
is rotated and/or stretched. 
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Proposition 3.8. For the basic periods and basic quasi periods of L′ = a · L it holds:
ω′k = a · ωk and ηk(L′) =
1
a
· ηk(L).
Proof. e first identity is proven by multiplicating the laice with a. en, by Def. 2.2
and Prop. 2.1, it holds for any z ∈ C \ (L ∪ L′):
ηk(L
′) = ηk(aL) = ζ(z + aωk; aL)− ζ(z; aL) = ζ(az + aωk; aL)− ζ(az; aL)
Next we use the Definition 1.11 of the Weierstraß ζ-function and get:
ζ(az; aL) =
1
az
+
∑
ω∈aL
ω 6=0
(
1
az − ω +
1
ω
+
az
ω2
)
Now we change summation variables by seing v := ω/a. en, from ω ∈ aL, we get
v ∈ L and thus:
ζ(az; aL) =
1
az
+
∑
v∈L
v 6=0
(
1
az − av +
1
av
+
az
(av)2
)
=
1
a
ζ(z;L)
In the same way (i.e. seing v := ω/a) we get ζ(az + aωk; aL) =
1
aζ(z + ωk;L) and
ηk(L
′) = ζ(az + aωk; aL)− ζ(az; aL) = 1
a
ζ(z + ωk;L)− 1
a
ζ(z;L) =
1
a
· ηk(L) 
Definition 3.9. Given the laice Lτ = Z+ Zτ , we define the equivalent laice LJ by
LJ := µ(τ ) · Lτ with µ(τ ) :=
√
g3(Lτ )
g2(Lτ )
From chapter 7 onward, we will denote the basic periods of LJ with (Ω1,Ω2), and the cor-
responding basic quasi periods ηk(LJ ) will be called (H1, H2).
Remark 3.10. It doesn’t maer which branch of the square root is being chosen when
calculating µ(τ ), because the negated basic periods generate the same laice:
Zω1 + Zω2 = Z · (−ω1) + Z · (−ω2).
Proposition 3.11. e plane affine algebraic curve X(LJ ) has a representation that de-
pends only on the value of Klein’s absolute invariant J (that’s why the laice is called LJ ).
is representation reads:
X(LJ) =
{
(x, y) ∈ C2
∣∣∣∣ y2 = 4x3 − 27JJ − 1(x+ 1)
}
Proof. From the transformation formula of g2 and g3 in Prop. 3.7 and usingLJ = µ(τ )·Lτ
we get:
g2(LJ ) = µ(τ )
−4 · g2(Lτ ) = g2(Lτ )
2
g3(Lτ )2
· g2(Lτ ) = g2(Lτ )
3
g3(Lτ )2
g3(LJ ) = µ(τ )
−6 · g3(Lτ ) = g2(Lτ )
3
g3(Lτ )3
· g3(Lτ ) = g2(Lτ )
3
g3(Lτ )2
In the laice LJ we thus have g2(LJ ) = g3(LJ ) =: g. en we get the value of Klein’s
absolute invariant of LJ from Def. 3.5:
J =
g3
g3 − 27g2 =
g
g − 27 =⇒ g =
27J
J − 1
which yields said equation of the plane affine algebraic curveX(LJ ):
y2 = 4x3 − g2(LJ)x− g3(LJ ) = 4x3 − g(x+ 1) = 4x3 − 27J
J − 1(x+ 1). 
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4. Fourier Representations of the Eisenstein Series
In this chapter, we prove some properties of the Weierstraß σ-function and the Fourier
representations of m. 4.5. e proof follows [14, ch. 18, §1-3].
Proposition 4.1. e Weierstraß σ-function is an odd function: σ(−z;L) = −σ(z;L).
Proof. We recall Definition 1.9 from page 5:
σ(z;L) := z ·
∏
ω∈L
ω 6=0
{(
1− z
ω
)
· exp
(
z
ω
+
1
2
( z
ω
)2)}
Here we realize that if ω runs through the whole laice L, then −ω does the same. is
yields σ(−z;L) = −σ(z;L), where the additional minus sign comes from the factor z in
front of the product sign. 
Proposition 4.2. When translating z by one of the basic periods of the laice L = Zω1 +
Zω2, the Weierstraß σ-function transforms as follows:
σ(z + ωk) = − exp
(
ηk ·
(
z +
ωk
2
))
· σ(z)
Proof. From the Definitions 1.11 and 2.2 of ζ and the ηk we get:
d
dz
log
(
σ(z + ωk)
σ(z)
)
=
d
dz
log(σ(z + ωk))− d
dz
log(σ(z))
=
σ′(z + ωk;L)
σ(z + ωk;L)
− σ
′(z;L)
σ(z;L)
= ζ(z + ωk;L)− ζ(z;L) = ηk
=⇒ log
(
σ(z + ωk)
σ(z)
)
= ηk · z + c(ωk)
=⇒ σ(z + ωk)
σ(z)
= exp(ηk · z + c(ωk)) = exp(ηk · z) · exp(c(ωk))
We get the value of exp(c(ωk)) by seing z = −ωk2 and using the fact that −ωk2 /∈ Lτ
and that σ is odd (see Prop. 4.1):
exp
(
−ηk · ωk
2
+ c(ωk)
)
=
σ
(−ωk2 + ωk)
σ
(−ωk
2
) = σ(ωk2 )
σ
(−ωk
2
) = −1 ∣∣∣ · exp(ηk · ωk
2
)
=⇒ exp(c(ωk)) = − exp
(
ηk · ωk
2
)
=⇒ σ(z + ωk)
σ(z)
= − exp(ηk · z) · exp
(
ηk · ωk
2
)
= − exp
(
ηk ·
(
z +
ωk
2
))

Proposition 4.3. We define the function
ϕ(z;Lτ ) := exp
(
−η1
2
· z2 + iπz
)
· σ(z;Lτ )
using the first basic quasiperiod η1 = η1(Lτ ). For this function, it holds:
ϕ(z + 1;Lτ ) = ϕ(z;Lτ ) and ϕ(z + τ ;Lτ ) = − exp(2πiz) · ϕ(z;Lτ )
Proof. We use the transformation formula of the σ-function from Prop. 4.2:
ϕ(z + 1;Lτ ) = exp
(
−1
2
η1 · (z + 1)2 + iπ(z + 1)
)
· σ(z + 1;Lτ )
= − exp
(
−η1
2
· (z2 + 2z + 1) + iπ(z + 1) + η1 ·
(
z +
ω1
2
))
· σ(z;Lτ )
= − exp
(
−η1
2
· (2z + 1) + iπ + η1 ·
(
z +
1
2
))
· ϕ(z;Lτ )
= − exp(iπ) · ϕ(z;Lτ ) = ϕ(z;Lτ )
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For the second basic period of Lτ , Prop. 4.2 yields:
ϕ(z + τ ;Lτ ) = exp
(
−η1
2
· (z + τ )2 + iπ(z + τ )
)
· σ(z + τ ;Lτ )
= − exp
(
−η1
2
· (z2 + 2zτ + τ2) + iπ(z + τ ) + η2 ·
(
z +
ω2
2
))
· σ(z;Lτ )
= − exp
(
−η1
2
· (2zτ + τ2) + iπτ + η2 ·
(
z +
τ
2
))
· ϕ(z;Lτ )
= − exp
(
−η1 · τ
(
z +
τ
2
)
+ iπτ + η2 ·
(
z +
τ
2
))
· ϕ(z;Lτ )
en we use Legendre’s relation of the laice Lτ from Prop. 2.4, which reads η1 · τ =
2πi+ η2 (because ω1 = 1 and ω2 = τ ). is yields:
ϕ(z + τ ;Lτ ) = − exp
(
−(2πi + η2) ·
(
z +
τ
2
)
+ iπτ + η2 ·
(
z +
τ
2
))
· ϕ(z;Lτ )
= − exp
(
−2πi
(
z +
τ
2
)
+ iπτ
)
· ϕ(z;Lτ ) = − exp(−2πiz) · ϕ(z;Lτ )

Proposition 4.4. e Weierstraß σ-function of the laice Lτ admits the following Fourier
series expansion with qz = e
2piiz and qτ = e
2piiτ and η1 = η1(Lτ ):
σ(z; τ ) =
1
2πi
eη1·z
2/2 · (q1/2z − q−1/2z ) ·
∞∏
n=1
(1− qnτ qz)(1− qnτ /qz)
(1− qnτ )2
Proof. First we will prove that for the ϕ-function from Prop. 4.3 it holds:
ϕ(z;Lτ ) =
qz − 1
2πi
·
∞∏
n=1
(1− qnτ qz)(1 − qnτ /qz)
(1− qnτ )2
(4.1)
We denote the right hand side of (4.1) by g(z;Lτ ) and prove that g(z;Lτ ) = ϕ(z;Lτ ):
From qz+1 = e
2pii(z+1) = e2piiz = qz we get g(z + 1;Lτ ) = g(z;Lτ ), like with ϕ(z;Lτ )
(cf. Prop. 4.3). en it holds qz+τ = qz · qτ and thus
g(z + τ ;Lτ ) =
qzqτ − 1
2πi
·
∞∏
n=1
(1− qn+1τ qz)(1 − qn−1τ /qz)
(1− qnτ )2
=
qzqτ − 1
2πi
· {
∏∞
n=2(1 − qnτ qz)} · {
∏∞
n=0(1− qnτ /qz)}∏∞
n=1(1 − qnτ )2
=
qzqτ − 1
2πi
· 1− q
0
τ/qz
1− q1τqz
·
∞∏
n=1
(1 − qn+1τ qz)(1 − qn−1τ /qz)
(1− qnτ )2
=
qzqτ − 1
2πi
· 1− 1/qz
1− qτqz ·
qz − 1
qz − 1 ·
∞∏
n=1
(1 − qn+1τ qz)(1 − qn−1τ /qz)
(1− qnτ )2
=
qzqτ − 1
qz − 1 ·
1− 1/qz
1− qτqz · g(z;Lτ ) =
qzqτ − 1
1− qτqz ·
q−1z (qz − 1)
qz − 1 · g(z;Lτ )
= −q−1z · g(z;Lτ ) = − exp(−2πiz) · g(z;Lτ )
us we have shown that g and ϕ act in the same way when transforming z → z + 1 or
z → z + τ . is shows that ϕg is doubly periodic with period laice Lτ .
Now we analyze the zeros of g(z;Lτ ). From the rule of zero product we deduce that
g(z;Lτ ) = 0 iff qz = q
m
τ for any m ∈ Z. is yields the condition e2piiz = e2piimτ for
the zeros of g. But since the natural exponential function has the complex period 2πi,
every (l,m) ∈ Z2 produces a zero of g: 2πi · z = 2πi · l + 2πi · mτ or z = l + mτ .
us g(z;Lτ ) has zeros of order one for z ∈ Lτ , like σ(z;Lτ ) (cf. Remark 1.10) and like
ϕ(z;Lτ ) (cf. Prop. 4.3).
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From its definition in Prop. 4.3 we deduce that ϕ has no poles, and thus ϕ
g
is an elliptic
function without poles and must be constant (first Liouvielle theorem, Prop. 1.6).
Next we calculate this constant value for z → 0. ere we have qz = 1+2πiz+O(z2)
and thus g(z;Lτ ) ≈ 1+2piiz−12pii ·
∏∞
n=1
(1−qnτ )(1−qnτ )
(1−qnτ )2 =
2piiz
2pii
· 1 = z. We deduce the same
approximation σ(z;Lτ ) ≈ z around z = 0 from the Definition 1.9 of σ(z;Lτ ). us it
holds ϕ(z;Lτ ) ≈ z around z = 0 and we get:
ϕ(z;Lτ )
g(z;Lτ )
= lim
z→0
ϕ(z;Lτ )
g(z;Lτ )
= lim
z→0
z
z
= 1
is yields ϕ(z;Lτ ) = g(z;Lτ ), which proves the Fourier series expansion (4.1) of ϕ.
Finally, we use the definition of ϕ from Prop. 4.3 to write σ in terms of ϕ:
σ(z;Lτ ) = exp
(η1
2
· z2 − iπz
)
· ϕ(z;Lτ )
= exp
(η1
2
· z2
)
· q−
1
2
z · qz − 1
2πi
·
∞∏
n=1
(1− qnτ qz)(1 − qnτ /qz)
(1− qnτ )2
=
1
2πi
eη1·z
2/2 · (q1/2z − q−1/2z ) ·
∞∏
n=1
(1− qnτ qz)(1 − qnτ /qz)
(1− qnτ )2
is is the Fourier series representation of the Weierstraß σ-function from Prop. 4.4. 
eorem 4.5. Let q = e2piiτ . en Im(τ ) > 0 yields |q| < 1 and the following
”normalized Eisenstein series” E2, E4 and E6 converge absolutely:
E2(τ ) := 1− 24
∞∑
n=1
n
qn
1− qn
E4(τ ) := 1 + 240
∞∑
n=1
n3
qn
1− qn
E6(τ ) := 1− 504
∞∑
n=1
n5
qn
1− qn
Using these, we can equivalently redefine the functions η1(Lτ ), g2(Lτ ) and g3(Lτ )
which had previously been defined in Def. 2.2 and Prop. 1.20:
η1(Lτ ) = ζ(z + 1;Lτ )− ζ(z;Lτ ) = π
2
3
· E2(τ )
g2(τ ) = g2(Lτ ) = 60 ·G4(Lτ ) = 4
3
π4 · E4(τ )
g3(τ ) = g3(Lτ ) = 140 ·G6(Lτ ) = 8
27
π6 · E6(τ )
And with these new representations of g2(Lτ ) and g3(Lτ ) we can also equivalently
redefine the discriminant of the laice Lτ and its absolute invariant J from Def. 3.5:
∆(τ ) = ∆(Lτ ) =
(2π)12
1728
· (E4(τ )3 − E6(τ )2)
J(τ ) = J(Lτ ) =
E4(τ )
3
E4(τ )3 −E6(τ )2
is expression will not only be called ”Klein’s absolute invariant of the laice Lτ ”,
but also ”J-function”, since it associates each τ from the upper half plane to a complex
number.
4. Fourier Representations of the Eisenstein Series – 15 –
Proof. First we calculate the logarithmic derivative of the Fourier series expansion from
Prop. 4.4. en the product yields a sum and we get:
σ′(z;Lτ )
σ(z;Lτ )
= η1 · z + πi · e
piiz + e−piiz
epiiz − e−piiz + 2πi ·
∞∑
n=1
(
qnτ /qz
1− qnτ /qz
− q
n
τ · qz
1− qnτ · qz
)
= η1 · z + π · cos(πz)
sin(πz)
+ 2πi ·
∞∑
n=1
(
qn/w
1− qn/w −
qn · w
1− qn · w
)
(4.2)
where we used q = qτ = e
2piiτ and w = qz = e
2piiz in the last line. Next we simplify the
remaining sum, using the summation formula for geometric series several times:
2πi
∞∑
n=1
(
qn/w
1− qn/w −
qn ·w
1− qn · w
)
= 2πi
∞∑
n=1
∞∑
m=1
((qn/w)
m − (qn · w)m) = 2πi
∞∑
n=1
∞∑
m=1
(qm)n · (w−m − wm)
= 2πi
∞∑
m=1
∞∑
n=1
(qm)n · (w−m − wm) = 2πi ∞∑
m=1
qm
1− qm ·
(
w−m −wm)
= 2πi
∞∑
m=1
qmτ
1− qmτ
· (e−2piimz − e2piimz) = 4π ∞∑
m=1
qmτ
1− qmτ
· sin(2πmz)
If we put this into equation (4.2), we get a representation of the ℘-function:
σ′(z;Lτ )
σ(z;Lτ )
= η1 · z + π · cos(πz)
sin(πz)
+ 4π ·
∞∑
m=1
qmτ
1− qmτ
· sin(2πmz)
∣∣∣∣− ddz
=⇒ ℘(z;Lτ ) = −η1 +
(
π
sin(πz)
)2
− 8π2 ·
∞∑
m=1
m · qmτ
1− qmτ
· cos(2πmz)
Here we use the known Taylor series of sin(x) and cos(x) around x = 0:
cos(x) = 1− x
2
2!
+
x4
4!
+O(x6)
=⇒ cos(2πmz) = 1− 2π2m2z2 + 2
3
π4m4z4 +O(z6)
and sin(x) = x− x
3
3!
+
x5
5!
− x
7
7!
+O(x9)
=⇒ sin(πz)
πz
= 1− π
2
6
z2 +
π4
120
z4 − π
6
5040
z6 +O(z8)
=⇒
(
sin(πz)
πz
)2
= 1− 2π
2
6
z2 +
(
2π4
120
+
π4
36
)
z4 −
(
2π6
5040
+
2π6
6 · 120
)
z6 +O(z8)
= 1− π
2
3
z2 +
2π4
45
z4 − π
6
315
z6 +O(z8)
=⇒
(
πz
sin(πz)
)2
=
(
1−
(
π2
3
z2 − 2π
4
45
z4 +
π6
315
z6 +O(z8)
))−1 ∣∣∣∣∣ geom. series
= 1 +
(
π2
3
z2 − 2π
4
45
z4 +
π6
315
z6
)
+
(
π2
3
z2 − 2π
4
45
z4
)2
+
(
π2
3
z2
)3
+O(z8)
= 1 +
π2
3
z2 +
π4
15
z4 +
2π6
189
z6 +O(z8)
∣∣∣∣ : z2
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=⇒
(
π
sin(πz)
)2
=
1
z2
+
π2
3
+
π4
15
z2 +
2π6
189
z4 +O(z6)
is yields the beginning of the Laurent series of ℘(z;Lτ ) around z = 0:
℘(z;Lτ ) = −η1 +
(
π
sin(πz)
)2
− 8π2 ·
∞∑
m=1
m · qmτ
1− qmτ
· cos(2πmz)
= −η1 + 1
z2
+
π2
3
+
π4
15
z2 +
2π6
189
z4
− 8π2 ·
∞∑
m=1
m · qmτ
1− qmτ
·
(
1− 2π2m2z2 + 2
3
π4m4z4
)
+O(z6)
In Prop. 1.19 we already calculated the Laurent series of ℘:
℘(z;L) =
1
z2
+ 3G4(L)z
2 + 5G6(L)z
4 +
∞∑
n=3
(2n+ 1)G2n+2(L) · z2n
Equating the coefficients of z0, z2 and z4 in these two Laurent series of ℘ yields:
0 = −η1(Lτ ) + π
2
3
− 8π2 ·
∞∑
m=1
m · qmτ
1− qmτ
3G4(Lτ ) =
π4
15
+ 16π4 ·
∞∑
m=1
m3 · qmτ
1− qmτ
5G6(Lτ ) =
2π6
189
− 16
3
π6 ·
∞∑
m=1
m5 · qmτ
1− qmτ
and we get:
η1(Lτ ) =
π2
3
(
1− 24
∞∑
m=1
m · qmτ
1− qmτ
)
g2(Lτ ) = 60G4(Lτ ) =
4
3
π4
(
1 + 240
∞∑
m=1
m3 · qmτ
1− qmτ
)
g3(Lτ ) = 140G6(Lτ ) =
8
27
π6
(
1− 504
∞∑
m=1
m5 · qmτ
1− qmτ
)
Nowwe denote the brackets byE2(τ ),E4(τ ) andE6(τ ) and obtain the representations
of η1(τ ), g2(τ ) and g3(τ ) from m. 4.5.
Finally, we use these new representations of g2 and g3 in the old Def. 3.5 of ∆ and J :
∆(τ ) = g32(Lτ )− 27g23(Lτ ) =
(
4
3
π4 · E4(τ )
)3
− 27 ·
(
8
27
π6 · E6(τ )
)2
=
(2π)12
1728
· (E4(τ )3 − E6(τ )2)
J(τ ) =
g32(τ )
∆(τ )
=
(
4
3π
4 · E4(τ )
)3
(2pi)12
1728 · (E4(τ )3 − E6(τ )2)
=
E4(τ )
3
E4(τ )3 −E6(τ )2
us we have proven all statements from eorem 4.5. 
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5. Some Estimates for the J- and the s2-Function
In this chapter, we prove the estimates and approximations phrased in the following
theorems, and we calculate approximated values of 1728J(τN ) and s2(τN ).
eorem 5.1. For the J-function from eorem 4.5:
J(τ ) :=
E4(τ )
3
E4(τ )3 − E6(τ )2
the following estimates hold in the region Im(τ ) > 1.25:
|J(τ )| > 1.096 > 1 and 0.737|q| < |1728J(τ )| <
1.321
|q|
For calculating values of J(τ ), one can use the following approximation:
J˜(τ ) :=
(
1 + 240
(
q + 9q2
))3
1728q · (1− q − q2)24 with q = e
2piiτ
is differs by less than 0.2 from the exact value, if Im(τ ) > 1.25:
|1728J(τ )− 1728J˜(τ )| < 500|q| < 0.2
Remark 5.2. e representation of J˜ is a consequence of the Dedekindη function and Euler’s
pentagonal number theorem. Both are not proven here, because the estimations we need can
be proven without them. For even beer approximations of theJ-function, we could addmore
terms of Prop. 5.4 in the nominator and more terms of the pentagonal number theorem in the
denominator, i.e. more terms of
(
1− q − q2 + q5 + q7 − q12 − q15 + q22 + q26 ± . . .)24.
eorem 5.3. e function s2, defined in the upper half plane by:
s2(τ ) :=
E4(τ )
E6(τ )
·
(
E2(τ )− 3
π Im(τ )
)
can be replaced by the following approximation using q = e2piiτ :
s˜2(τ ) :=
1 + 240(q + 9q2)
1− 504(q + 33q2) ·
(
1− 24(q + 3q2)− 3
π Im(τ )
)
If Im(τ ) > 1.25, the following estimate holds for this approximation:
|s2(τ )− s˜2(τ )| < 222000|q|3
In order to prove these two theorems, we prove first:
Proposition 5.4. With help of the sum of the divisors of the number n, more accurate with
σk(n) :=
∑
d|n
dk
we get the following equivalent representation of the normalized Eisenstein series:
E2(τ ) = 1− 24
∞∑
n=1
σ1(n) · qn = 1− 24
(
q + 3q2 +
∞∑
n=3
σ1(n) · qn
)
E4(τ ) = 1 + 240
∞∑
n=1
σ3(n) · qn = 1 + 240
(
q + 9q2 +
∞∑
n=3
σ3(n) · qn
)
E6(τ ) = 1− 504
∞∑
n=1
σ5(n) · qn = 1− 504
(
q + 33q2 +
∞∑
n=3
σ5(n) · qn
)
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Proof. In eorem 4.5 we defined the normalized Eisenstein series Ek . Now we use the
summation formula of the geometric series:
∞∑
n=1
nk · q
n
1− qn =
∞∑
n=1
nk ·
∞∑
m=1
(qn)m =
∞∑
m,n=1
nk · qm·n
en we combine all summands with the same exponentm · n = p and get
∞∑
m,n=1
nk · qm·n =
∞∑
p=1

∑
n|p
nk

 · qp = ∞∑
p=1
σk(p) · qp
us we get the new representations of the normalized Eisenstein series. e beginnings
of the q-series from Prop. 5.4 are a consequence of σk(1) = 1
k and σk(2) = 1
k +2k . 
Remark 5.5. We calculated the first eight values of σ1;3;5 for Table 5.1, but we will use only
the first three of each.
n 1 2 3 4 5 6 7 8
{d|n} {1} {1; 2} {1; 3} {1; 2; 4} {1; 5} {1; 2; 3; 6} {1; 7} {1; 2; 4; 8}
σ1(n) 1 3 4 7 6 12 8 15
σ3(n) 1 9 28 73 126 252 344 585
σ5(n) 1 33 244 1057 3126 8052 16808 33825
Table 5.1. Some values of the divisor functions σk
Lemma 5.6. For all natural n and k it holds
σk(n) ≤ nk+1.
Proof. We extend the summation over the divisors of n to all natural numbers until n:
σk(n) =
∑
d|n
dk ≤
n∑
d=1
dk ≤
n∑
d=1
nk = n · nk = nk+1

Lemma 5.7. For the remainder R
(l)
k in the normalized Eisenstein series Ek of Prop. 5.4
R
(l)
k :=
∞∑
n=l
σk−1(n) · qn
the following estimate holds, if
(
1 + 1
l
)k · |q| < 1:∣∣∣R(l)k ∣∣∣ ≤ lk · |q|l
1− (1 + 1l )k · |q|
Proof. Lemma 5.6 yields:∣∣∣R(l)k ∣∣∣ ≤ ∞∑
n=l
σk−1(n) · |q|n ≤
∞∑
n=l
nk · |q|n︸ ︷︷ ︸
=:rn
In this sum, we apply the ratio test:
rn+1
rn
=
(n+ 1)k · |q|n+1
nk · |q|n =
(
1 +
1
n
)k
· |q| ≤
(
1 +
1
l
)k
· |q| =: s
5. Some Estimates for the J- and the s2-Function – 19 –
Here, direct comparison rn ≤ rl · sn−l yields a geometric series, converging if |s| < 1:∣∣∣R(l)k ∣∣∣ ≤ rl · ∞∑
n=l
sn−l = rl · 1
1− s =
lk · |q|l
1− (1 + 1
l
)k · |q| 
Lemma 5.8 (Archimedes). It holds 3 + 10
71
< π < 3 + 1
7
. is implies:
If Im(τ ) > 1.25, then |q| < e−7.852.
Proof. Archimedes proved in [11, p. 91–98], that 3 + 1
7
> π > 3 + 10
71
> 3.14081. If we
now denote τ = x+ iy, we get q = e2piiτ = e2piix · e−2piy and
|q| = e−2pi Im(τ)
en Im(τ ) > 1.25 and π > 3.1408 yields 2π Im(τ ) > 7.852 and |q| < e−7.852. 
Remark 5.9. From here onwards, the calculations are only technical. One misses next to
nothing by skipping these calculations and continuing with Remark 5.16 (p. 23).
Lemma 5.10. In the region Im(τ ) > 1.25, it holds for the remainders from Lemma 5.7:∣∣∣R(3)2 ∣∣∣ ≤ 4.007|q|3 and ∣∣∣R(3)4 ∣∣∣ ≤ 28.1|q|3 and ∣∣∣R(3)6 ∣∣∣ ≤ 245.6|q|3
Proof. First we use Lemma 5.7 and then |q| < e−7.852 from Lemma 5.8:∣∣∣R(4)2 ∣∣∣ ≤ 42 · |q|4
1− (1 + 14)2 · |q| ≤ 16.01|q|
4
∣∣∣R(4)4 ∣∣∣ ≤ 44 · |q|4
1− (1 + 14)4 · |q| ≤ 256.25|q|
4
∣∣∣R(4)6 ∣∣∣ ≤ 46 · |q|4
1− (1 + 14)6 · |q| ≤ 4102.1|q|
4
en we use the values of σk from Table 5.1 and obtain the stated estimates:∣∣∣R(3)2 ∣∣∣ = ∣∣∣σ1(3) · q3 +R(4)2 ∣∣∣ ≤ 4|q|3 + 16.01|q|4 ≤ 4.007|q|3∣∣∣R(3)4 ∣∣∣ = ∣∣∣σ3(3) · q3 +R(4)4 ∣∣∣ ≤ 28|q|3 + 256.25|q|4 ≤ 28.1|q|3∣∣∣R(3)6 ∣∣∣ = ∣∣∣σ5(3) · q3 +R(4)6 ∣∣∣ ≤ 244|q|3 + 4102.1|q|4 ≤ 245.6|q|3 
Lemma 5.11. If Im(τ ) > 1.25 it holds |E6(τ )| > 0.8 and in particular E6(τ ) 6= 0.
Proof. It holds
|E6(τ )| =
∣∣∣1− 504(q + 33q2 +R(3)6 )∣∣∣
≥ 1− 504 (|q|+ 33|q|2 + 245.6|q|3) > 0.8 
Definition 5.12. We denote the difference between a function f and its approximation f˜
with δ
(
f˜
)
:
f = f˜ + δ
(
f˜
)
1For an alternative proof of this, evaluate Dalzell’s integral I :=
∫ 1
0
x
4(1−x)4
1+x2
dx = 22
7
−pi. en observe
0 < I <
∫ 1
0 x
4 (1− x)4 dx = 1
630
and thus 3 + 10
71
<
22
7
−
1
630
< pi <
22
7
.
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Lemma 5.13. For the quadratic approximations
X := E
(2)
4 = 1 + 240(q + 9q
2)
Y := E
(2)
6 = 1− 504(q + 33q2)
Z := E
(2)
2 −
3
π Im(τ )
= 1− 24(q + 3q2)− 3
π Im(τ )
with E4(τ ) = X + δ(X), E6(τ ) = Y + δ(Y ) and E2(τ ) − 3pi Im(τ) = Z + δ(Z), the
following estimates hold in the region Im(τ ) > 1.25:
|δ(X)| ≤ 6744|q|3
|δ(Y )| ≤ 123783|q|3
|δ(X3)| ≤ 24202|q|3
|δ(Y 2)| ≤ 296734|q|3
|δ(Z)| ≤ 96.2|q|3
and
0.9063 ≤ |X| ≤ 1.0937
0.8014 ≤ |Y | ≤ 1.1986
0.7444 ≤ |X3| ≤ 1.3083
0.6422 ≤ |Y 2| ≤ 1.4367
|Z| ≤ 1.0094
Proof. From the definition ofX and Y we obtain:
|X − 1| ≤ 240(|q| + 9|q|2) ≤ 0.0937 =⇒ 0.9063 ≤ |X| ≤ 1.0937
|Y − 1| ≤ 504(|q| + 33|q|2) ≤ 0.1986 =⇒ 0.8014 ≤ |Y | ≤ 1.1986
is yields:
0.7444 ≤ 0.90633 ≤ |X3| ≤ 1.09373 ≤ 1.3083
0.6422 ≤ 0.80142 ≤ |Y 2| ≤ 1.19862 ≤ 1.4367
From the definition of Z we obtain:
|Z| ≤
∣∣∣∣1− 3π Im(τ )
∣∣∣∣+ 24(|q| + 3|q|2) ≤ 1 + 24(|q|+ 3|q|2) ≤ 1.0094
en we get from Lemma 5.10:
|δ(X)| = 240
∣∣∣R(3)4 ∣∣∣ ≤ 6744|q|3
|δ(Y )| = 504
∣∣∣R(3)6 ∣∣∣ ≤ 123783|q|3
|δ(Z)| = 24
∣∣∣R(3)2 ∣∣∣ ≤ 96.2|q|3
is yields the errors of X3 and Y 2 compared to E34 and E
2
6 :
E34 = (X + δ(X))
3 = X3 + δ(X) · (3X2 + 3Xδ(X) + (δ(X))2) = X3 + δ(X3)
=⇒ |δ(X3)| ≤ |δ(X)| · (3|X|2 + 3|X| · |δ(X)|+ |δ(X)|2) ≤ 24202|q|3
E26 = (Y + δ(Y ))
2 = Y 2 + δ(Y ) · (2Y + δ(Y )) = Y 2 + δ(Y 2)
=⇒ |δ(Y 2)| ≤ |δ(Y )| · (2|Y |+ |δ(Y )|) ≤ 296734|q|3 
Proof of Theorem 5.3. In the notation of Lemma 5.13, the definitions of m. 5.3 read
s˜2 =
X
Y
· Z and:
s2(τ ) = s˜2 + δ(s˜2) =
X + δ(X)
Y + δ(Y )
· (Z + δ(Z))
∣∣∣∣ · (Y + δ(Y ))
(s˜2 + δ(s˜2)) · (Y + δ(Y )) = (X + δ(X)) · (Z + δ(Z))
s˜2 · Y + s˜2 · δ(Y ) + δ(s˜2) · (Y + δ(Y )) = X · Z + δ(X) · Z +X · δ(Z) + δ(X) · δ(Z)
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From this equation we substract s˜2 · Y = X · Z and obtain:
δ(s˜2) =
δ(X) · Z +X · δ(Z) + δ(X) · δ(Z)− s˜2 · δ(Y )
Y + δ(Y )
(5.1)
From Lemma 5.13 we deduce:
|s˜2| =
∣∣∣∣XY · Z
∣∣∣∣ ≤ 1.09370.8014 · 1.0094 ≤ 1.3776
If we take this and the other estimates of Lemma 5.13 into (5.1) we obtain:
|δ(s2)| ≤ |δ(X)| · |Z|+ |X| · |δ(Z)|+ |δ(X)| · |δ(Z)|+ |s˜2| · |δ(Y )||Y | − |δ(Y )|
≤ 6808|q|
3 + 106|q|3 + 4 · 10−5|q|3 + 170550|q|3
0.8014− 123800|q|3 < 222000|q|
3
Here we used |q| < e−7.852 (Lemma 5.8). us the estimate fromm. 5.3 is proven. 
Lemma 5.14. We define the following function k, which is analytic in the upper half plane,
and its approximation k˜:
k(τ ) :=
E34 −E26
1728q
and k˜(τ ) := (1− q − q2)24
en we get the following estimates in the region Im(τ ) > 1.25:
|k − k˜| ≤ 365.6|q|2 and 0.9907 ≤ |k˜| ≤ 1.0094
Proof. From |q| < e−7.852 (Lemma 5.8) we get the estimate of |k˜|:
0.9907 ≤ (1− |q| − |q|2)24 ≤ |k˜| ≤ (1 + |q| + |q|2)24 ≤ 1.0094
Now we add another term into the error estimation, so that we can use Lemma 5.13:
|k − k˜| =
∣∣∣∣E34 −E261728q − (1− q − q2)24
∣∣∣∣
≤
∣∣∣∣E34 −E261728q − X
3 − Y 2
1728q
∣∣∣∣+
∣∣∣∣X3 − Y 21728q − (1 − q − q2)24
∣∣∣∣
≤
∣∣∣∣E34 −X31728q
∣∣∣∣+
∣∣∣∣E26 − Y 21728q
∣∣∣∣+
∣∣∣∣X3 − Y 21728q − (1− q − q2)24
∣∣∣∣
≤ 24202|q|
3
1728|q| +
296734|q|3
1728|q| +
∣∣∣∣X3 − Y 21728q − (1 − q − q2)24
∣∣∣∣
≤ 185.8|q|2 +
∣∣∣∣X3 − Y 21728q − (1− q − q2)24
∣∣∣∣(5.2)
It remains to find an estimate for the last term. We derive several times by q:
f(q) := (1− q − q2)24 =⇒ f(0) = 1
f ′(q) = −24(1 + 2q)(1 − q − q2)23 =⇒ f ′(0) = −24
f ′′(q) = 24(21 + 94q + 94q2)(1 − q − q2)22 =⇒ f ′′(0) = 504
f ′′′(q) = −1104(1 + 2q)(8 + 47q + 47q2)(1 − q − q2)21 =⇒ |f ′′′(q)| ≤ 8932
is proves the existence of a ξ with
(1− q − q2)24 = 1− 24q + 504
2
q2 +
f ′′′(ξ)
6
· q3
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Furthermore, we expand the other expression:
X3 − Y 2
1728q
=
(1 + 240(q + 9q2))3 − (1 − 504(q + 33q2))2
1728q
= 1− 24q + 98q2 + 64017q3 + 1994000q4 + 5832000q5
Subtracting these two representations yields∣∣∣∣X3 − Y 21728q − (1 − q − q2)24
∣∣∣∣
=
∣∣∣∣(98− 252)q2 + 64017q3 + 1994000q4 + 5832000q5 − f ′′′(ξ)6 · q3
∣∣∣∣
≤ 154|q|2 + 64017|q|3 + 1994000|q|4 + 5832000|q|5 + 8932
6
· |q|3 ≤ 179.8|q|2
If we use this, we obtain from eq. (5.2):
|k − k˜| ≤ 185.8|q|2 + 179.8|q|2 ≤ 365.6|q|2
Using the pentagonal number theorem (Remark 5.2) one could prove the beer error
estimation |k − k˜| < 25|q|5, but for our means |k − k˜| ≤ 365.6|q|2 is enough. 
Lemma 5.15. We define J2 and its approximation J˜2 as follows:
J2(τ ) := 1728q · J(τ ) = E
3
4
k
and J˜2(τ ) := 1728q · J˜(τ ) = X
3
k˜
en the following estimates hold in the region Im(τ ) > 1.25:
|δ(J˜2)| := |J2 − J˜2| < 500|q|2 and 0.7374 ≤ |J˜2| ≤ 1.3206
Proof. e estimate of |J˜2| is a consequence of those of |X3| and |k˜| from Lemma 5.13
and 5.14:
0.7374 ≤ 0.7444
1.0094
≤ |J˜2| ≤ 1.3083
0.9907
≤ 1.3206
From the definitions of J2 and J˜2 we obtain (as in eq. (5.1)):
J˜2 + δ(J˜2) =
X3 + δ(X3)
k˜ + δ(k˜)
=⇒ δ(J˜2) = δ(X
3)− J˜2 · δ(k˜)
k˜ + δ(k˜)
and again, using Lemma 5.13 and 5.14:
|δ(J˜2)| ≤ 24202|q|
3 + 1.3206 · 365.6|q|2
0.9907− 365.6|q|2 < 496.9|q|
2 < 500|q|2

Proof of Theorem 5.1. We use the estimates of J2 from Lemma 5.15 and apply them to
J with 1728J = J2q :
|1728J − 1728J˜ | ≤ |δ(J˜2)||q| <
500|q|2
|q| = 500|q| < 0.2
and |J(τ )| ≥ |J˜2| − |δ(J˜2)|
1728|q| ≥
0.7374− 500|q|2
1728|q| > 1.096 > 1
and |1728J(τ )| ≤ |J˜2|+ |δ(J˜2)||q| ≤
1.3206 + 500|q|2
|q| <
1.321
|q|
and |1728J(τ )| ≥ |J˜2| − |δ(J˜2)||q| ≥
0.7374− 500|q|2
|q| >
0.737
|q|
us we have proven all estimates of eorem 5.1. 
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Remark 5.16. Now we need some digits of π to calculate values of J˜ und s˜2. ese digits
mustn’t be computed with the Chudnovsky algorithm (since we want to prove it). Ludolph
van Ceulen (1540–1610) used a regular 262-gon to calculate the following 35 digits of π. ey
have been published by his student Willebrord Snell [18, p. 55] in 1621:
π = 3.14159 26535 89793 23846 26433 83279 50288 . . .
We conclude the chapter calculating 1728J˜(τ ) and s˜2(τ ) using some τN :=
N+i
√
N
2
which will be explained later. ese τN lead to qN = e
2piiτN = (−1)N · e−pi
√
N .
e following python code uses the representations from eorems 5.1 and 5.3, and
some of the digits from Remark 5.16:
1 from decimal import ∗
2 getcontext ().prec=25
3 PI=Decimal(’3.1415926535897932384626433’) # 25 d i g i t s
4 for N in [7,8,11,12,16,19,27,28,43,67,163]:
5 n=Decimal(N)
6 q=((−1)∗∗(n))∗(−PI ∗ n.sqrt()).exp()
7 J=(1+240∗(q+9 ∗q ∗ q)) ∗ ∗3/( q∗(1−q−q ∗ q) ∗ ∗24)
8 print(’1728J(’+str(N)+’) = ’+’{0:.5f}’.format(J))
9 s=(1+240∗(q+9 ∗q ∗ q))/(1−504∗(q+33∗q ∗ q))
10 s=s ∗(1−24∗(q+3 ∗q ∗ q)−6/(PI ∗ Decimal(N).sqrt()))
11 print(’s2(’+str(N)+’) = ’+’{0:.20f}’.format(s))
ese are the calculated values of s˜2, rounded to 20 places of decimals:
s˜2(τ7) ≈ 0.23809 56479 14958 22417
s˜2(τ8) ≈ 0.35714 27261 48252 57875
s˜2(τ11) ≈ 0.41558 44169 95050 54414
s˜2(τ12) ≈ 0.45454 54541 52238 44453
s˜2(τ16) ≈ 0.52380 95238 06641 89452
s˜2(τ19) ≈ 0.56140 35087 72034 50431
s˜2(τ27) ≈ 0.63241 10671 93675 93347
s˜2(τ28) ≈ 0.63909 77443 60902 23748
s˜2(τ43) ≈ 0.70874 86157 25359 91141
s˜2(τ67) ≈ 0.76667 35447 18802 30185
s˜2(τ163) ≈ 0.85040 82731 87238 86141
and the values of 1728J˜ rounded to 5 places, together with the closest integer:
1728J˜(τ7) ≈ −3375.00107 ≈ −153
1728J˜(τ8) ≈ 7999.99959 ≈ 203
1728J˜(τ11) ≈ −32768.00002 ≈ −323
1728J˜(τ12) ≈ 53999.99999 ≈ 2 · 303
1728J˜(τ16) ≈ 287496.00000 ≈ 663
1728J˜(τ19) ≈ −884736.00000 ≈ −963
1728J˜(τ27) ≈ −12288000.00000 ≈ −3 · 1603
1728J˜(τ28) ≈ 16581375.00000 ≈ 2553
1728J˜(τ43) ≈ −884736000.00000 ≈ −9603
1728J˜(τ67) ≈ −147197952000.00000 ≈ −52803
1728J˜(τ163) ≈ −262537412640768000.00000 ≈ −6403203
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6. Hypergeometric Functions and Clausen’s Formula
In this chapter, we prove Clausen’s formula (eorem 6.7). e proof follows omas
Clausen’s paper [8, p. 89-91] from 1828, but we use modern notations with Pochhammer
symbols. Additionally, we prove the hypergeometric differential equations needed for the
proof.
is chapter does not rely on the previous chapters, it is self-contained.
Definition 6.1. For n ∈ N we define the Pochhammer symbol (a)n as follows:
(a)0 := 1 and (a)n+1 := (a)n · (a+ n)
is implies (1)n = n! for all n; and (a)n = a(a+ 1)(a+ 2) · · · (a+ n− 1), if n > 0.
Definition 6.2. e hypergeometric functions 2F1 and 3F2 are defined as follows:
2F1(a, b; c; z) =
∞∑
n=0
(a)n · (b)n
(c)n
· z
n
n!
3F2(α, β, γ; δ, ε; z) =
∞∑
n=0
(α)n · (β)n · (γ)n
(δ)n · (ε)n ·
zn
n!
Proposition 6.3. 2F1(a, b; c; z) and 3F2(α, β, γ; δ, ε; z) converge absolutely for |z| < 1.
Proof. We use the ratio test:
(a)n+1 · (b)n+1
(c)n+1
· z
n+1
(n+ 1)!
· (c)n
(a)n · (b)n ·
n!
zn
=
(a+ n)(b + n)
(c + n)(n + 1)
· z
e fraction before z approaches 1, so the absolute value of the whole expression will
be smaller than 1 for large n if |z| < 1. e convergence of 3F2 is proven in the same
way. 
Proposition 6.4. If f(z) =
∑∞
n=0An
zn
n! is given as a power series, then for all z with
absolute convergence of f we get:
f(z) :=
∞∑
n=0
An
zn
n!
zf ′(z) =
∞∑
n=0
nAn
zn
n!
f ′(z) =
∞∑
n=0
An+1
zn
n!
z2f ′′(z) =
∞∑
n=0
n(n− 1)An z
n
n!
zf ′′(z) =
∞∑
n=0
nAn+1
zn
n!
z3f ′′′(z) =
∞∑
n=0
n(n− 1)(n− 2)An z
n
n!
z2f ′′′(z) =
∞∑
n=0
n(n− 1)An+1 z
n
n!
Proof. Since the power series f(z) converges absolutely according to our premises, we
may interchange summation and derivation. e identities are a direct consequence of
this and the definition of f(z):
e reason we didn’t reduce the fractions in the le identities with n etc. is that it will
make equating coefficients easier. For the identites on the right side, we skip the first
summand in f ′(z) =
∑∞
n=0An
n·zn−1
n! =
∑∞
n=1An
n·zn−1
n! =
∑∞
n=1An
zn−1
(n−1)! (which is
zero anyway), then we reduce the fraction by n. en we do an index shi by 1 and get
the first identity on the right side, i.e. f ′(z) =
∑∞
m=0Am+1
zm
m!
. For the further formulae
on the right side, we don’t use any further index shis. 
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eorem 6.5. e hypergeometric function f(z) = 2F1(a, b; c; z) satisfies the ”hy-
pergeometric differential equation”:
z(z − 1)f ′′(z) + [(a+ b+ 1)z − c] f ′(z) + abf(z) = 0
Proof. We prove this by equating coefficients. e hypergeometric series can be wrien
as f(z) =
∞∑
n=0
An
zn
n!
with An :=
(a)n · (b)n
(c)n
. e Definition 6.1 of the Pochhammer
symbols yields (a)n+1 = (a)n · (a+ n) and thus
An+1 =
(a+ n)(b+ n)
(c+ n)
·An
=⇒ (c+ n) ·An+1 = (n2 + (a+ b)n+ ab) ·An
=⇒ (c+ n) ·An+1 = (n(n− 1) + (a+ b+ 1)n+ ab) ·An
=⇒ c ·An+1 + n ·An+1 = n(n− 1) ·An + (a+ b+ 1)n ·An + ab ·An
Now we recognize the coefficients of Prop. 6.4 and get:
cf ′(z) + zf ′′(z) = z2f ′′(z) + (a+ b+ 1)zf ′(z) + abf(z)
=⇒ z(z − 1)f ′′(z) + [(a+ b+ 1)z − c] f ′(z) + abf(z) = 0
us we have proven that 2F1 satisfies the hypergeometric differential equation. 
Proposition 6.6. e hypergeometric function g(z) = 3F2(α, β, γ; δ, ε; z) satisfies this
differential equation:
(z3 − z2) · g′′′(z) + [(α + β + γ + 3)z2 − (δ + ε+ 1)z] · g′′(z)
+ [(1 + α+ β + γ + αβ + αγ + βγ)z − δε] · g′(z) + αβγ · g(z) = 0
Proof. We prove this like in m. 6.5 by equating coefficients. e hypergeometric func-
tion now is g(z) =
∞∑
n=0
An
zn
n!
with the coefficients An :=
(α)n · (β)n · (γ)n
(δ)n · (ε)n . e Defi-
nition 6.1 of the Pochhammer symbols yields (a)n+1 = (a)n · (a+ n) and thus
An+1 =
(α + n)(β + n)(γ + n)
(δ + n)(ε + n)
·An
=⇒ (δ + n)(ε + n) ·An+1 = (α + n)(β + n)(γ + n) ·An
=⇒ [n2 + (δ + ε)n+ δε]An+1 = [n3 + (α + β + γ)n2 + (αβ + αγ + βγ)n+ αβγ]An
But it is n2 = n(n− 1) + 1n and n3 = n(n− 1)(n− 2) + 3n2 − 2n, so we get
[n(n− 1) + (δ + ε+ 1)n+ δε] ·An+1
= [n(n− 1)(n− 2) + (α + β + γ + 3)n2 + (αβ + αγ + βγ − 2)n+ αβγ] ·An
=⇒ n(n− 1)An+1 + (δ + ε+ 1)nAn+1 + δεAn+1 = n(n− 1)(n− 2)An
+ (α + β + γ + 3)n2An + (αβ + αγ + βγ − 2)nAn + αβγAn
=⇒ n(n− 1)An+1 + (δ + ε+ 1)nAn+1 + δεAn+1 = n(n− 1)(n− 2)An
+ (α + β + γ + 3)n(n− 1)An
+ (αβ + αγ + βγ − 2 + α+ β + γ + 3)nAn + αβγAn
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Again we recognize the coefficients of Prop. 6.4 and get:
z2 · g′′′(z) + (δ + ε+ 1)z · g′′(z) + δε · g′(z)
= z3 · g′′′(z) + (α + β + γ + 3)z2g′′(z)
+ (αβ + αγ + βγ + α+ β + γ + 1)z · g′(z) + αβγ · g(z)
=⇒ [z3 − z2] · g′′′(z) + [(α + β + γ + 3)z2 − (δ + ε+ 1)z] · g′′(z)
+ [(αβ + αγ + βγ + α+ β + γ + 1)z − δε] · g′(z) + αβγ · g(z) = 0
us we have proven that 3F2 satisfies said differential equation. 
eorem6.7. e following formula (published and proven in 1828 byomas Clausen)
applies:(
2F1
(
a, b; a+ b+
1
2
; z
))2
= 3F2
(
2a, 2b, a+ b; 2a+ 2b, a+ b+
1
2
; z
)
.
Seing a = 112 and b =
5
12 yields:(
2F1
(
1
12
,
5
12
; 1; z
))2
= 3F2
(
1
6
,
5
6
,
1
2
; 1, 1; z
)
.
Proof. We prove that both sides of this equation satisfy the same third order differential
equation:
First we look at the right side, which we call g(z). Here we recognize the hypergeo-
metric function 3F2 with its differential equation from Prop. 6.6. Seing α = 2a, β = 2b,
γ = a+ b, δ = 2a+ 2b and ε = a+ b+ 12 we get:
[
z3 − z2] · g′′′(z) + [3 (a+ b+ 1) z2 − 3(a+ b+ 1
2
)
z
]
· g′′(z)
+
[(
1 + 3a+ 3b+ 8ab+ 2a2 + 2b2
)
z − (a+ b) (2a+ 2b+ 1)] · g′(z)(6.1)
+ 4ab (a+ b) · g(z) = 0
Next we look at the le side, which we call h(z) :=
(
2F1
(
a, b; a+ b+ 12 ; z
))2
. Here
it gets more complicated, since we have the square of a power series. But we will show
that h(z) also satisfies the differential equation (6.1).
We start with f(z) = 2F1
(
a, b; a+ b+ 12 ; z
)
, for which we have the differential equa-
tion from m. 6.5 with c = a+ b+ 12 :(
z2 − z) f ′′(z) + [(a+ b+ 1)z − c] f ′(z) + abf(z) = 0 | · z(6.2) (
z3 − z2) f ′′(z) + [(a+ b+ 1)z2 − cz] f ′(z) + abzf(z) = 0 ∣∣∣∣ ddz(6.3) (
z3 − z2) f ′′′(z) + [(a+ b+ 4)z2 − (c+ 2) z] f ′′(z)
+ [(ab+ 2a+ 2b+ 2) z − c] f ′(z) + abf(z) = 0(6.4)
In the last stepwe derived the equation by zminding the product rule and grouped similar
terms. Nowwe form a linear combination of the equations (6.2), (6.3) and (6.4), as Clausen
suggested in [8]:
(2a+ 2b− 1) · 2f(z) · (6.2) + 6f ′(z) · (6.3) + 2f(z) · (6.4)
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is linear combination reads:
0 = (2a+ 2b− 1) · 2f ·
[
(z2 − z)f ′′ + ((a+ b+ 1)z − c) f ′ + abf
]
+ 6f ′ ·
[
(z3 − z2)f ′′ + ((a+ b+ 1)z2 − cz) f ′ + abzf](6.5)
+ 2f ·
[
(z3 − z2)f ′′′ + ((a+ b+ 4)z2 − (c+ 2)z) f ′′ + ((ab+ 2a+ 2b+ 2)z − c) f ′ + abf]
Nowwe will combine the different terms in equation (6.5) in order to get equation (6.6)
later on. e terms that are three times underlined in (6.5) contain the third derivatives:
{2ff ′′′ + 6f ′f ′′} · [z3 − z2]
e terms in (6.5) that are twice underlined contain the second derivatives:
{2ff ′′} · [(2a+ 2b− 1) · (z2 − z) + (a+ b+ 4)z2 − (c+ 2)z]︸ ︷︷ ︸
=:A1
+
{
2f ′2
} · [3(a+ b+ 1)z2 − 3(a+ b+ 1/2)z]︸ ︷︷ ︸
=:A2
=
{
2f ′f ′′ + 2f ′2
} · [3(a+ b+ 1)z2 − 3(a+ b+ 1/2)z] ,
since A1 = (2a+ 2b− 1 + a+ b+ 4)z2 − (2a+ 2b− 1 + a+ b+ 1/2 + 2)z = A2
e terms that are underlined once contain the first derivatives:
{2ff ′} · [(2a+ 2b− 1) · ((a+ b+ 1)z − c) + 3abz + ((ab+ 2a+ 2b+ 2)z − c)]
= {2ff ′} · [((2a+ 2b− 1)(a+ b+ 1) + 4ab+ 2a+ 2b+ 2) z − ((2a+ 2b− 1)c+ c)]
= {2ff ′} · [(1 + 3a+ 3b+ 8ab+ 2a2 + 2b2) z − (a+ b)(2a + 2b+ 1)]
Finally, the terms that aren’t underlined contain no derivatives:{
f2
} · [2ab · (2a+ 2b− 1) + 2ab] = {f2} · [4ab(a+ b)]
If we combine all this, equation (6.5) yields:[
z3 − z2] · {2ff ′′′ + 6f ′f ′′}
+
[
3 (a+ b+ 1) z2 − 3
(
a+ b+
1
2
)
z
]
· {2ff ′′ + 2f ′2}(6.6)
+
[(
1 + 3a+ 3b+ 8ab+ 2a2 + 2b2
)
z − (a+ b) (2a+ 2b+ 1)] · {2ff ′}
+ [4ab (a+ b)] · {f2} = 0
and here we recognize the content of the square brackets from equation (6.1).
Next we use h(z) = (f(z))
2
:
h(z) = (f(z))2
h′(z) = 2f(z)f ′(z)
h′′(z) = 2f(z)f ′′(z) + 2(f ′(z))2(6.7)
h′′′(z) = 2f ′(z)f ′′(z) + 2f(z)f ′′′(z) + 4f ′(z)f ′′(z)
= 2f(z)f ′′′(z) + 6f ′(z)f ′′(z)
If we now replace the curly brackets in (6.6) by these derivatives of h(z), we realize that
h(z) =
(
2F1
(
a, b; a+ b+ 12 ; z
))2
is another solution to the differential equation (6.1).
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We still have to show that these two solutions are the same, that we have h(z) = g(z).
Since they both are solutions to the same ordinary differential equation of third order, it
suffices to show that h(0) = g(0) and h′(0) = g′(0) and h′′(0) = g′′(0). In order to
prove this, we use the notation An :=
(a)n·(b)n
(a+b+1/2)n
for the coefficients of f(z). e first
three of these coefficients are (cf. Def. 6.1):
A0 =
(a)0 · (b)0
(a+ b+ 1/2)0
=
1 · 1
1
= 1
A1 =
(a)1 · (b)1
(a+ b+ 1/2)1
=
a · b
a+ b+ 12
A2 =
(a)2 · (b)2
(a+ b+ 1/2)2
=
a(a+ 1) · b(b+ 1)(
a+ b+ 12
) (
a+ b+ 32
)
en we use the derivatives in (6.7) and obtain the following values of h(z) = (f(z))2:
h(0) = (f(0))2 = A20 = 1
h′(0) = 2f(0)f ′(0) = 2A0A1 =
2ab
a+ b+ 12
h′′(0) = 2f(0)f ′′(0) + 2(f ′(0))2 = 2A0A2 + 2A21
=
2ab(a+ 1)(b+ 1)
(a+ b+ 1/2)(a+ b+ 3/2)
+
2a2b2
(a+ b+ 1/2)2
=
ab(4a2b+ 4ab2 + 8ab+ 2a2 + 2b2 + 3a+ 3b+ 1)
(a+ b+ 1/2)2(a+ b+ 3/2)
For the other solution g(z) = 3F2(α, β, γ; δ, ε; z) it holds:
g(0) =
(α)0 · (β)0 · (γ)0
(δ)0 · (ε)0 = 1 = h(0)
g′(0) =
(α)1 · (β)1 · (γ)1
(δ)1 · (ε)1 =
αβγ
δε
=
2a · 2b · (a+ b)
(2a+ 2b) · (a+ b+ 1
2
) = 2ab
a+ b+ 12
= h′(0)
g′′(0) =
(α)2 · (β)2 · (γ)2
(δ)2 · (ε)2 =
α(α + 1)β(β + 1)γ(γ + 1)
δ(δ + 1)ε(ε+ 1)
=
2a(2a+ 1)2b(2b+ 1)(a+ b)(a + b+ 1)
(2a+ 2b)(2a + 2b+ 1)
(
a+ b+ 12
) (
a+ b+ 32
)
=
ab(2a+ 1)(2b+ 1)(a+ b+ 1)
(a+ b+ 1/2)2(a+ b+ 3/2)
=
ab(4a2b+ 4ab2 + 8ab+ 2a2 + 2b2 + 3a+ 3b+ 1)
(a+ b+ 1/2)2(a+ b+ 3/2)
= h′′(0)
From the Picard-Lindelo¨f theorem we deduce that h(z) = g(z) and thus we have proven
Clausen’s formula. 
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7. Picard Fuchs Differential Eqation
In this chapter, which can be read straight aer chapter 3, we prove the Picard Fuchs
differential equation. e proof follows [13, p. 33-34, ch. I.2, §3] – but there every g has a
different sign.
eorem 7.1 (Picard Fuchs). e periods Ω1,2(J) of LJ from Def. 3.9 are solutions
to the following differential equation:
d2Ω
dJ2
+
1
J
· dΩ
dJ
+
31J − 4
144J2(J − 1)2 · Ω = 0
Proof. We start with the representations of the basic periods Ω1,2 and basic quasiperiods
H1,2 of the laice LJ from Prop. 2.9:
Ωk =
∮
αk
dx
y
and Hk = −
∮
αk
x dx
y
e defining equation ofX(LJ ) reads y
2 = 4x3−g(x+1) with g = 27J
J−1 (cf. Prop. 3.11).
is yields:
d
dg
(y2) =
d
dg
((
1
y
)−2)
= −2 ·
(
1
y
)−3
· d
dg
(
1
y
)
(7.1)
=⇒ d
dg
(
1
y
)
=
−1
2y3
· d
dg
(y2) =
−1
2y3
· d
dg
(4x3 − g(x+ 1)) = x+ 1
2y3
From this we obtain the derivatives of Ω and H with respect to g using Leibniz’s rule:
dΩ
dg
=
d
dg
(∮
α
dx
y
)
=
∮
α
d
dg
(
1
y
)
dx =
∮
α
x dx
2y3
+
∮
α
dx
2y3
(7.2)
and
dH
dg
=
d
dg
(
−
∮
α
x dx
y
)
= −
∮
α
d
dg
(
1
y
)
· x dx = −
∮
α
x2 dx
2y3
−
∮
α
x dx
2y3
We have to calculate the values In :=
∮
α
xn dx
2y3
for n = 0, 1, 2. In order to do this, we use
the functions fn(x) :=
xn
y
with n = 0, 1, 2 and start by deriving f0(x) =
1
y
as in (7.1):
f0(x) =
1
y
f ′0(x) =
d
dx
(
1
y
)
=
−1
2y3
· d
dx
(y2) =
−1
2y3
· d
dx
(4x3 − g(x+ 1))
=
−1
2y3
· (12x2 − g) = g − 12x
2
2y3
f1(x) =
x
y
= x · f0(x)
f ′1(x) = f0(x) + x · f ′0(x) =
1
y
+ x · g − 12x
2
2y3
=
1
y
+
gx− 3 · 4x3
2y3
=
1
y
+
gx− 3 · (y2 + gx+ g)
2y3
=
1
y
+
−3y2 − 2gx− 3g
2y3
=
2
2y
− 3y
2
2y3
− 2gx+ 3g
2y3
= − 1
2y
− 2gx+ 3g
2y3
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f2(x) =
x2
y
= x · f1(x)
f ′2(x) = f1(x) + x · f ′1(x) =
x
y
+ x ·
(
− 1
2y
− 2gx+ 3g
2y3
)
=
2x
2y
− x
2y
− 2gx
2 + 3gx
2y3
=
x
2y
− 2gx
2 + 3gx
2y3
Prop. 2.9 tells us that α is a closed path, which avoids the zeros and poles of ℘ (cf. Re-
mark 2.8). From this we deduce that∮
α
f ′n(x)dx =
∫ 1
0
f ′n(α(t))α
′(t)dt = [fn(α(t))]
1
0 = 0
Using the derivatives of f0, f1 and f2 we calculated above we get the following relations
between the values In =
∮
α
xn dx
2y3 :
0 =
∮
α
f ′0(x)dx = g ·
∮
α
dx
2y3
− 12 ·
∮
α
x2 dx
2y3
0 =
∮
α
f ′1(x)dx = −
∮
α
dx
2y︸ ︷︷ ︸
= 1
2
Ω
− 2g ·
∮
α
x dx
2y3
− 3g ·
∮
α
dx
2y3
0 =
∮
α
f ′2(x)dx =
∮
α
x dx
2y︸ ︷︷ ︸
= − 1
2
H
− 2g ·
∮
α
x2 dx
2y3
− 3g ·
∮
α
x dx
2y3
is produces the following system of linear equations in I0, I1, I2:
∣∣∣∣∣∣∣∣∣∣
g · I0 − 12 · I2 = 0 (I)
3g · I0 + 2g · I1 = −1
2
· Ω (II)
3g · I1 + 2g · I2 = −1
2
·H (III)
∣∣∣∣∣∣∣∣∣∣
=⇒
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
I0 =
9Ω− 6H
2g(g − 27)
I1 =
18H − gΩ
4g(g − 27)
I2 =
3Ω− 2H
8(g − 27)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
e value of I2 comes from (III) – 1.5 · (II) + 4.5 · (I). en, (I) yields I0 and (II) yields I1.
Now we use these results in (7.2) to get the desired values of dΩdg and
dH
dg :
dΩ
dg
= I0 + I1 =
9Ω− 6H
2g(g − 27) +
18H − gΩ
4g(g − 27) =
(18− g)Ω + 6H
4g(g − 27)
and
dH
dg
= −I1 − I2 = − 18H − gΩ
4g(g − 27) −
3Ω− 2H
8(g − 27) =
(2g − 36)H − gΩ
8g(g − 27)
Using g = 27JJ−1 we can transform these equations in g into equations in J . For this
transformation, we use dg
dJ
= −27
(J−1)2 and
d
dg
=
(
dg
dJ
)−1
· d
dJ
. is transforms the two
equations into
(J − 1)2
−27 ·
dΩ
dJ
=
(
18− 27JJ−1
)
Ω + 6H
4 · 27J
J−1 ·
(
27J
J−1 − 27
)
and
(J − 1)2
−27 ·
dH
dJ
=
(
2 · 27JJ−1 − 36
)
H − 27JJ−1Ω
8 · 27JJ−1 ·
(
27J
J−1 − 27
)
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which simplifies to:
36J(J − 1)dΩ
dJ
= 3(J + 2)Ω− 2(J − 1)H(7.3)
and
24J(J − 1)dH
dJ
= 3JΩ− 2(J + 2)H(7.4)
Now we derive equation (7.3) by J once more (using the product rule), and obtain aer
grouping similar terms:
36J(J − 1)d
2Ω
dJ2
+ (69J − 42)dΩ
dJ
+ 2(J − 1)dH
dJ
− 3Ω + 2H = 0
Next we multiply this equation with 12J and eliminate dHdJ using (7.4). is yields:
432J2(J − 1) · Ω′′ + 12J · (69J − 42) · Ω′ − 33J · Ω + (11J − 2) · 2H = 0
Here, we multiply with (J − 1) and eliminateH using (7.3). is yields:
432J2(J − 1)2 · Ω′′ + 12J(J − 1)(36J − 36) · Ω′ + (93J − 12) · Ω = 0
One last division by 432J2(J − 1) yields the Picard Fuchs differential equation:
d2Ω
dJ2
+
1
J
· dΩ
dJ
+
31J − 4
144J2(J − 1)2 · Ω = 0 
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8. Kummer’s Solution
In this chapter, we use the Picard Fuchs differential equation to establish a connection
between the periods of the laice L˜ = ∆(τ )
1
12 · Lτ and the hypergeometric function
2F1
(
1
12 ,
5
12 ; 1;
1
J
)
with J = J(τ ).
Proposition 8.1. e following function b(J), which is defined for |J | > 1 by:
b(J) := J−
1
4 · (1− J) 14 · 2F1
(
1
12
,
5
12
; 1;
1
J
)
is a solution to the Picard Fuchs differential equation from m. 7.1, no maer which fourth
root we choose. is is one of the 16 solutions found by Ernst Eduard Kummer (1810-1893).
Proof. Convergence of the hypergeometric sum for |J | > 1 follows from Prop. 6.3. Next
we realize that the Picard Fuchs differential equation is homogenous, which means that
for any solution b(J), c·b(J) is another solution – this means that we don’t have to be con-
cernedwith the choice of roots. From the definition of b(J)we obtain 2F1
(
1
12 ,
5
12 ; 1;
1
J
)
=
J
1
4 · (1− J)− 14 · b(J). With the new variable z = 1
J
, we obtain
2F1
(
1
12
,
5
12
; 1; z
)
︸ ︷︷ ︸
=:f(z)
= J
1
4 · (1− J)− 14 · b(J)︸ ︷︷ ︸
=:g(J)
with z =
1
J
.
We proved inm. 6.5, that f(z) is a solution to the hypergeometric differential equation
with a = 112 , b =
5
12 and c = 1:
z(z − 1)f ′′(z) +
(
3
2
z − 1
)
f ′(z) +
5
144
f(z) = 0(8.1)
Now we transform this into a differential equation of g(J) by seing z = 1J . is yields
dz
dJ =
−1
J2 and
dJ
dz = −J2:
f(z) = g(J) with z =
1
J
df
dz
=
dg
dJ
· dJ
dz
= −J2 · dg
dJ
d2f
dz2
= −J2 d
dJ
(
−J2 · dg
dJ
)
= J4 · d
2g
dJ2
+ 2J3 · dg
dJ
Using all this in (8.1) we obtain a differential equation of g(J):
1
J
(
1
J
− 1
)
· (J4 · g′′(J) + 2J3 · g′(J))
+
(
3
2
· 1
J
− 1
)
· (−J2 · g′(J)) + 5
144
g(J) = 0
=⇒ J2 (1− J) g′′(J) +
(
2J(1− J)− 3
2
J + J2
)
g′(J) +
5
144
g(J) = 0
=⇒ J2 (1− J) g′′(J) +
(
−J2 + 1
2
J
)
g′(J) +
5
144
g(J) = 0(8.2)
8. Kummer’s Solution – 33 –
We have defined g(J) := J
1
4 · (1 − J)− 14 · b(J) and are looking for a differential
equation of b(J). In order to find such, we denote a(J) := J
1
4 · (1 − J)− 14 , so that
g(J) = a(J) ·b(J). With help of the derivatives of a(J)we will transform the differential
equation of g(J) into one of b(J):
a(J) = Jc · (1− J)−c with c = 1
4
a′(J) = cJc−1(1− J)−c + cJc(1− J)−c−1
a′′(J) = c(c− 1)Jc−2(1− J)−c + c2Jc−1(1− J)−c−1 · 2 + c(c+ 1)Jc(1− J)−c−2
We write these as multiples of a(J), so that we can divide by a(J) later:
a′(J) = a(J) · (cJ−1 + c(1− J)−1) = ( 1
4J
+
1
4(1− J)
)
a(J) =
1
4J(1− J) · a(J)
a′′(J) = a(J) · (c(c− 1)J−2 + 2c2J−1(1 − J)−1 + c(c+ 1)(1− J)−2)
=
( −3
16J2
+
2
16J(1− J) +
5
16(1− J)2
)
a(J) =
8J − 3
16J2(1− J)2 · a(J)
is yields the derivatives of g(J):
g(J) = a(J) · b(J)
g′(J) = a′(J) · b(J) + a(J) · b′(J)
=
1
4J(1− J) · a(J) · b(J) + a(J) · b
′(J)
g′′(J) = a′′(J) · b(J) + 2a′(J) · b′(J) + a(J) · b′′(J)
=
8J − 3
16J2(1− J)2 · a(J) · b(J) +
2
4J(1− J) · a(J) · b
′(J) + a(J) · b′′(J)
We use these in (8.2) and get:
J2 (1− J)
(
8J − 3
16J2(1− J)2 · a(J) · b(J) +
2
4J(1− J) · a(J) · b
′(J) + a(J) · b′′(J)
)
+
(
−J2 + 1
2
J
)(
1
4J(1− J) · a(J) · b(J) + a(J) · b
′(J)
)
+
5
144
a(J) · b(J) = 0
Aer a division by a(J) and some sorting we obtain:
J2 (1− J) b′′(J) +
(
2J2(1− J)
4J(1− J) − J
2 +
1
2
J
)
b′(J)
+
(
8J − 3
16(1− J) +
−J2 + 12J
4J(1 − J) +
5
144
)
b(J) = 0
=⇒ J2 (1− J) b′′(J) + J(1− J)b′(J) + 31J − 4
144(1− J)b(J) = 0 | : (J
2(1 − J))
=⇒ b′′(J) + 1
J
· b′(J) + 31J − 4
144J2(1− J)2 · b(J) = 0
Here we recognize the Picard Fuchs differential equation from m. 7.1. 
Remark 8.2. From here on, many n-th roots appear, for example the twelh root in Def. 8.3.
In the intermediate calculations, we won’t fix which branch of the root we use, so that the
equations are only correct up to a n-th root of unity. e main result from m. 9.7 will be
exact if the main branch is used.
– 34 – L. Milla: A Detailed Proof of the Chudnovsky Formula
Definition 8.3. We call the following laice L˜. It is equivalent to Lτ .
L˜ = Zω˜1 + Zω˜1 with (ω˜1, ω˜2) = ∆(τ )
1
12 · (1, τ )
eorem 8.4. For all τ with Im(τ ) > 1.25 it holds:
ω˜1 = ∆(τ )
1
12 =
2π
4
√
12
· J(τ )− 112 · 2F1
(
1
12
,
5
12
; 1;
1
J(τ )
)
Remark 8.5. Actually, the formula from m. 8.4 holds for all τ with Im(τ ) > 1 and
|J(τ )| > 1 (see the colored area in Fig. 8.1), but for proving the Chudnovsky type formulae
the region Im(τ ) > 1.25 is sufficient – and in m. 5.1 we proved that in this region it holds
|J(τ )| > 1.
x = Re(τ )
y = Im(τ )
−1 0 1
i
2i
3i
Im(τ ) = 1.25 |J(τ )| = 1
|J(τ )| > 1
τ8
τ12
τ16
τ28
τ7
τ11
τ19
τ27
τ43
Figure 8.1. e region with Im(τ ) > 1 and |J(τ )| > 1 has been calcu-
lated with Mathematica and is colored gray here.
Also depicted: e values of τN (cf. Def. 10.3) which will lead to a Chud-
novsky type formula. τ67 and τ163 are outside the depicted area, above
τ43.
Proof of eorem 8.4. In m. 5.1 we proved that for all τ with Im(τ ) > 1.25 it holds:
|J(τ )| > 1. From Prop. 6.3 we deduce absolute convergence of the hypergeometric func-
tion 2F1 in the region Im(τ ) > 1.25 using |z| =
∣∣ 1
J
∣∣ < 1. e present proof of m. 8.4
follows [1, ch. 2.3 and 2.5]:
We proved in Prop. 8.1 that b(J) = J−
1
4 · (1− J) 14 · 2F1
(
1
12 ,
5
12 ; 1;
1
J
)
is a solution of
the Picard Fuchs differential equation for |J | > 1. But we already know two independent
solutions of this second order differential equation – the two basic periods Ω1 and Ω2
of LJ . e Picard-Lindelo¨f theorem tells us that the solution b(J) can be wrien as a
linear combination of these basic periods, i.e. that there are two complex numbers A and
B satisfying b(J) = A · Ω1(J) +B · Ω2(J).
8. Kummer’s Solution – 35 –
In Def. 3.9 we see that the basic periods (Ω1,Ω2) of LJ can be wrien in the form
µ(τ ) · (1, τ ) with µ(τ ) =
√
g3(τ)
g2(τ)
. We will write µ in terms of J :
27J
J − 1 =
27g32
∆ ·
(
g3
2
∆ − 1
) = 27g32
g32 −∆
=
27g32
g32 − (g32 − 27g23)
=
g32
g23
=⇒ µ =
√
g3
g2
=
(
g23
g22
) 1
4
=
(
g2 · g
2
3
g32
) 1
4
=
(
g2 · J − 1
27J
) 1
4
=
(
(J ·∆) 13 · J − 1
27J
) 1
4
= 27−
1
4 · J− 16 · (J − 1) 14 ·∆ 112(8.3)
is proves the existence of complex numbersA andB with b(J) = A ·Ω1+B ·Ω2 =
(A+Bτ ) · µ and thus
J−
1
4 · (1− J) 14 · 2F1
(
1
12
,
5
12
; 1;
1
J
)
= (A+Bτ ) · 27− 14 · J− 16 · (J − 1) 14 ·∆ 112
=⇒ J− 112 ·∆− 112 · 2F1
(
1
12
,
5
12
; 1;
1
J
)
= C +Dτ
for two complex C and D. Here we included 27−
1
4 into the new numbers C and D.
First we calculateD: It holds e2pii(τ+1) = e2piiτ · e2pii = e2piiτ . en we deduce from
the Fourier representations in m. 4.5, that E4(τ +1) = E4(τ ) andE6(τ +1) = E6(τ ).
is yields (again with m. 4.5), that J(τ + 1) = J(τ ) and ∆(τ + 1) = ∆(τ ). is
shows that the le hand side of the above equation is invariant under the transformation
τ 7→ τ + 1. us the right hand side must also be invariant under this transformation –
we obtain D = 0.
We get the value of C by calculating the limit τ → i∞ (which is allowed since our
solution holds in the whole region Im(τ ) > 1.25). is limit implies q = e2piiτ → 0. But
fromm. 5.1 we get |1728J | > 0.737|q| , which implies 1J(τ) → 0. en Def. 6.2 shows that
2F1
(
1
12 ,
5
12 ; 1;
1
J
) → 1. From the representation of J and ∆ in m. 4.5 und from the
Fourier series of E4 in the samem. 4.5 we get:
C = lim
τ→i∞
(J(τ ) ·∆(τ ))− 112 = lim
τ→i∞
(
(2π)12
1728
· E4(τ )3
)− 1
12
=
(
(2π)12
123
· 1
)− 1
12
=
12
1
4
2π
is yields
2F1
(
1
12
,
5
12
; 1;
1
J(τ )
)
=
4
√
12
2π
· J(τ ) 112 ·∆(τ ) 112
where we recognize the equation from m. 8.4 because of ω˜1 = ∆(τ )
1
12 . 
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9. Proof of the Main Theorem
We will start with Kummer’s solution (m. 8.4) and use Clausen’s Formula (m. 6.7)
and the Fourier series (m. 4.5) to prove the Main eorem 9.7. is chapter follows the
paper [6] of Chen and Glebov.
First we give an overview over the names of the basic periods and basic quasiperiods
of the equivalent laices Lτ , LJ and L˜ (cf. Def. 3.9 and Def. 8.3). And throughout this
chapter, we assume that L = Zω1 + Zω2 equals Lτ with ω1 = 1:
Lattices and Basic Periods Basicasiperiods
Lτ : (ω1, ω2) = (1, τ ) (η1, η2) = (η1(Lτ ), η2(Lτ ))
LJ : (Ω1,Ω2) =
√
g3(τ )
g2(τ )
· (1, τ ) (H1, H2) =
√
g2(τ )
g3(τ )
· (η1(Lτ ), η2(Lτ ))
L˜ : (ω˜1, ω˜2) = ∆(τ )
1
12 · (1, τ ) (η˜1, η˜2) = ∆(τ )− 112 · (η1(Lτ ), η2(Lτ ))
If we use one of the expressions η1, η2, g2, g3 or ∆ in this chapter, it shall denote
η1(Lτ ), η2(Lτ ), g2(τ ), g3(τ ) or ∆(τ ). And (like in Remark 8.2) we won’t care about the
choice of the branch of the roots in the intermediate steps, only when we arrive at the
Main eorem 9.7.
Proposition 9.1. For k = 1 and for k = 2 it holds:
η˜k = −
√
12J
2
3
√
J − 1 · dω˜k
dJ
Proof. For
√
g3
g2
, we calculated the representation (8.3) on page 35:
√
g3
g2
= J−
1
6 ·
(
J − 1
27
) 1
4
︸ ︷︷ ︸
=:A(J)
· ∆ 112(9.1)
is yields a direct connection between LJ and L˜:
(Ω1,Ω2) =
√
g3
g2
· (1, τ ) =
√
g3
g2
·∆− 112 · (ω˜1, ω˜2) = A(J) · (ω˜1, ω˜2)
(H1, H2) =
√
g2
g3
· (η1, η2) =
√
g2
g3
·∆ 112 · (η˜1, η˜2) = 1
A(J)
· (η˜1, η˜2)
We derive the first line by J and obtain:
dΩ
dJ
= A(J) · dω˜
dJ
+
(
− 1
6J
+
1
4(J − 1)
)
·A(J) · ω˜
= A(J) ·
(
dω˜
dJ
+
J + 2
12J(J − 1) · ω˜
)
Now we use this new equation in (7.3) on p. 31 and get the desired equation:
36J(J − 1)
dΩ
dJ︷ ︸︸ ︷
A(J) ·
(
dω˜
dJ
+
J + 2
12J(J − 1) · ω˜
)
= 3(J + 2)
Ω︷ ︸︸ ︷
A(J)ω˜−2(J − 1)
H︷ ︸︸ ︷
1
A(J)
η˜
=⇒ 2(J − 1)
A(J)
· η˜ = −36J(J − 1)A(J) · dω˜
dJ
=⇒ η˜ = −
√
12J
2
3
√
J − 1 · dω˜
dJ 
9. Proof of the Main eorem – 37 –
Definition 9.2. We denote the following non-holomorphic function by s2:
s2(τ ) :=
E4(τ )
E6(τ )
· E∗2(τ ) with E∗2 (τ ) := E2(τ )−
3
π Im(τ )
where Ek(τ ) are the normalized Eisenstein series from m. 4.5.
Remark 9.3. s2 is an example of an ”almost holomorphic modular form”. ese are func-
tions inHwhich transform like a modular form – i.e. the values of s2 are equal for equivalent
laices – but instead of being holomorphic, they are polynomials in 1Im(τ) with holomorphic
coefficients. And in Prop. 10.7 we will see that certain values of s2(τ ) are rational.
Proposition 9.4. It holds
η1 − 3g3
2g2
s2(τ ) =
π
Im(τ )
Proof. We change the representations of η1, g2 and g3 fromm. 4.5 into representations
of E2, E4 and E6. en we put these into the definition of s2 and obtain:
s2(τ ) =
3g2
4pi4
27g3
8pi6
(
3η1
π2
− 3
π Im(τ )
)
=
2π2
9
· g2
g3
(
3η1
π2
− 3
π Im(τ )
)
=
2g2
3g3
· η1 − 2πg2
3g3 Im(τ )
=⇒ 2g2
3g3
· η1 − s2(τ ) = 2πg2
3g3 Im(τ )
∣∣∣∣·3g32g2
=⇒ η1 − 3g3
2g2
· s2(τ ) = π
Im(τ ) 
Proposition 9.5. For all τ with Im(τ ) > 1.25 it holds
1
2π Im(τ )
√
J
J − 1 =
1− s2(τ )
6
F 2 − J d
dJ
F 2
where we denote F = 2F1
(
1
12
, 5
12
; 1; 1
J
)
and J = J(τ ).
Proof. First we will prove Eq. (9.2) and (9.3). en we will combine them with Prop. 9.4.
m. 8.4 tells us that ω˜1 = ∆
1
12 = 2pi4√12 ·J−
1
12 ·F holds in the given region. We derive
this by J and obtain (using the product rule):
dω˜1
dJ
=
2π
4
√
12
· J− 112 ·
( −1
12J
· F + dF
dJ
)
Using this in the equation of Prop. 9.1 we get:
η˜1 = −
√
12J
2
3
√
J − 1 ·
dω˜1
dJ︷ ︸︸ ︷
2π
4
√
12
· J− 112 ·
( −1
12J
· F + dF
dJ
)
= −2π 4
√
12J
7
12
√
J − 1 ·
( −1
12J
· F + dF
dJ
)
From the table on p. 36 we conclude η1 = η˜1 · ∆ 112 . Here we can use the newly found
representation of η˜1 and the representation of∆
1
12 from m. 8.4. is yields:
η1 = η˜1 ·∆ 112 = −2π 4
√
12J
7
12
√
J − 1 ·
( −1
12J
· F + dF
dJ
)
· 2π
4
√
12
· J− 112 · F
=
π2
3
·
√
J − 1
J
· F 2 − 2π2
√
J(J − 1) · 2F dF
dJ︸ ︷︷ ︸
d
dJ
(F 2)
(9.2)
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Next we take eq. (9.1) from p. 36 and use the representation of ∆
1
12 from m. 8.4:
3g3
2g2
=
3
2
·
(
J−
1
6 ·
(
J − 1
27
) 1
4
· ∆ 112
)2
=
3
2
· J− 13 ·
(
J − 1
27
) 1
2
·∆ 16
=
3
2
· J− 13 ·
√
J − 1√
27
· 4π
2
√
12
· J− 16 · F 2 = π
2
3
·
√
J − 1
J
· F 2(9.3)
Now we use (9.2) and (9.3) in the equation of Prop. 9.4:
η1︷ ︸︸ ︷
π2
3
·
√
J − 1
J
· F 2 − 2π2
√
J(J − 1) · d
dJ
(
F 2
)−
3g3
2g2︷ ︸︸ ︷
π2
3
·
√
J − 1
J
· F 2 · s2(τ ) = π
Im(τ )
=⇒ π
2
3
·
√
J − 1
J
· F 2 · (1− s2(τ ))− 2π2
√
J(J − 1) · d
dJ
(
F 2
)
=
π
Im(τ )
Finally we multiply with
√
J
J−1 · 12pi2 and obtain:
1− s2(τ )
6
· F 2 − J · d
dJ
(
F 2
)
=
√
J
J − 1 ·
1
2π Im(τ )
is finishes the proof of Prop. 9.5. 
Proposition 9.6. For the square of the following hypergeometric function it holds:(
2F1
(
1
12
,
5
12
; 1; z
))2
=
∞∑
n=0
(6n)!
(3n)!(n!)3
zn
123n
Proof. From Clausen’s formula (m. 6.7 on p. 26) we get using Def. 6.2 on p. 24:(
2F1
(
1
12
,
5
12
; 1; z
))2
= 3F2
(
1
6
,
5
6
,
1
2
; 1, 1; z
)
=
∞∑
n=0
(
1
6
)
n
· (56)n · (12)n
(1)n · (1)n ·
zn
n!
(9.4)
Since (1)n = n! we only have to express
(
1
6
)
n
· (56)n · ( 12)n in terms of factorials:
If a = pq is the quotient of two natural numbers, the Def. 6.1 of the Pochhammer
symbols yields: (
p
q
)
n
=
n∏
k=1
(
p
q
+ k − 1
)
= q−n
n∏
k=1
(p+ kq − q) .
is yields (cf. [6, Lemma 4.1]):(
1
6
)
n
·
(
5
6
)
n
·
(
3
6
)
n
= 6−3n
n∏
k=1
(6k − 5)(6k − 3)(6k − 1)
= 6−3n · 1 · 3 · 5 · 7 · · · (6n− 1)
= 6−3n · (6n)!
2 · 4 · 6 · · · 6n
= 6−3n · (6n)!
23n · (3n)! =
(6n)!
(3n)! · 123n
If we put this along with (1)n = n! into eq. (9.4) we get:(
2F1
(
1
12
,
5
12
; 1; z
))2
=
∞∑
n=0
(6n)!
(3n)! · 123n · n! · n! ·
zn
n!
which concludes the proof. 
9. Proof of the Main eorem – 39 –
eorem 9.7 (Main eorem). For all τ with Im(τ ) > 1.25 we have the following
identity due to David and Gregory Chudnovsky, first published in 1988 [7, Eq. (1.4)]:
1
2π Im(τ )
√
J(τ )
J(τ )− 1 =
∞∑
n=0
(
1− s2(τ )
6
+ n
)
· (6n)!
(3n)!(n!)3
· 1
(1728J(τ ))
n
Here
√
denotes the principal branch of the square root.
Proof. For the proof we combine the differential equation from Prop. 9.5 with the repre-
sentation from Prop. 9.6:
First we use the same notation like in Prop. 9.5 and denote the function F (J) =
2F1
(
1
12 ,
5
12 ; 1;
1
J
)
with J = J(τ ). en we call G(z) =
(
2F1
(
1
12 ,
5
12 ; 1; z
))2
. en it
holds (F (J))
2
= G(z) with z = 1
J
. In Prop. 9.5 we proved:
1
2π Im(τ )
√
J
J − 1 =
1− s2(τ )
6
F 2 − J d
dJ
F 2
Now we transform this differential equation of F (J) into one of G(z), like in the proof
of Prop. 8.1. From J = 1z we get
dJ
dz =
−1
z2 and
dz
dJ = −z2. is yields:
J
d
dJ
(F (J))2 =
1
z
· dz
dJ
· d
dz
G(z) = −z · d
dz
G(z)
is produces a differential equation of G(z):
1
2π Im(τ )
√
J
J − 1 =
1− s2(τ )
6
G(z) + z
d
dz
G(z) with J =
1
z
Here we use the representation of G(z) from Prop. 9.6:
G(z) =
∞∑
n=0
(6n)!
(3n)!(n!)3
zn
123n
=⇒ z d
dz
G(z) =
∞∑
n=0
(6n)!
(3n)!(n!)3
n · zn
123n
=⇒ 1
2π Im(τ )
√
J
J − 1 =
∞∑
n=0
(
1− s2(τ )
6
+ n
)
· (6n)!
(3n)!(n!)3
· z
n
123n
And finally we get the statement of m. 9.7, if we use z = 1J and 12
3 = 1728.
In the intermediate steps until here we never cared about the choice of the root (cf. Re-
mark 8.2). Our result in m. 9.7 is thus (until now) only proven correct up to a root of
unity. us we still have to prove for any τ with Im(τ ) > 1.25 that our result doesn’t
contain any hidden complex roots of unity:
We choose τ8 =
i
√
8
2
= i
√
2. Here we get that q = e2piiτ8 = e−2pi
√
2 is a real number.
us (from m. 4.5) both J(τ8) and s2(τ8) are also real-valued. e approximations of
page 23 together with the error estimates from m. 5.1 and 5.3 tell us that both J(τ8)
and 1−s2(τ8)6 are positive real numbers. is shows that all quantities in the equation of
m. 9.7 are real-valued and positive at τ = τ8.
is proves that if we choose the principal branch of the square root (which is positive
on the positive real axis), the equation is exact without any hidden roots of unity at τ = τ8.
e region Im(τ ) > 1.25 is connected, both sides of the equation depend continuously
on τ and are not zero. is proves that the equation is exact without any hidden roots of
unity for all τ with Im(τ ) > 1.25, if the principal branch of the square root is chosen. 
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10. Computation of the Coefficients
In this chapter, we explicitly calculate the values given in eorem 10.1 and we prove
their exactness. en we use them in the Main eorem 9.7 and obtain eleven formulae
for calculating π on p. 44 – one of them is the Chudnovsky formula.
eorem 10.1. e J-function from m. 4.5 and the s2-function from Def. 9.2 have
the following exact values:
τ 1728J(τ ) s2(τ )
1−s2(τ)
6
1+i
√
7
2 −153 5/21 8/63
2i 203 5/14 3/28
1+i
√
11
2 −323 32/77 15/154
3i 2 · 303 5/11 1/11
4i 663 11/21 5/63
1+i
√
19
2
−963 32/57 25/342
1+i
√
27
2
−3 · 1603 160/253 31/506
7i 2553 85/133 8/133
1+i
√
43
2 −9603 640/903 263/5418
1+i
√
67
2 −52803 33440/43617 10177/261702
1+i
√
163
2 −6403203 77265280/90856689 13591409/545140134
In the last line we recognize the desired coefficients of the Chudnovsky formula.
Proof. We will prove this in several parts along the chapter:
• Prop. 10.4 tells that 1728J(τ ) is integral for these τ .
• In Prop. 10.6 we explicitly calculate these values and prove their exactness.
• Prop. 10.7 tells that s2(τ ) is rational for these τ .
• In Prop. 10.9 we prove how one can find a denominator of these values s2(τ ).
• In Prop. 10.10 we explicitly calculate these values and prove their exactness. 
Definition 10.2. ose τ for which the elliptic curve associated with Lτ has complex mul-
tiplication, are called ”CM-points”. ey are those τ for which it exists a ∈ C− Z such that
a · Lτ ⊆ Lτ . is yields a · 1 ∈ Lτ and a · τ ∈ Lτ – or aer some calculations:
CM :=
{
τ ∈ H ∣∣ A+Bτ + Cτ2 = 0; (A,B,C) ∈ Z3; gcd(A,B,C) = 1 }
For each τ ∈ CM , we call D = B2 − 4AC the ”discriminant of τ ”.
Definition 10.3. LetH := {3; 4; 7; 8; 11; 12; 16; 19; 27; 28; 43; 67; 163} and
τN :=
{
0+i
√
N
2
if N ≡ 0 mod 4
1+i
√
N
2 if N ≡ 3 mod 4
for N ∈ H
and CM(1) := { τN | N ∈ H }. We will see that this is the set of those τ ∈ CM whose
discriminant has class number 1 which justifies the name CM(1).
Proposition 10.4. Let j(τ ) := 1728J(τ ).
en for all τ ∈ CM , the value j(τ ) is an algebraic integer of Z.
And for all τN ∈ CM(1), it holds jN := j(τN ) ∈ Z.
10. Computation of the Coefficients – 41 –
Proof. In [17, m. II.6.1, p. 140] it is proven that j(τ ) is an algebraic integer of Z for
τ ∈ CM .
In [4, Ch. 1-2, p. 1-20] the class number of quadratic forms A + Bτ + Cτ2 = 0 is
being analyzed and it is proven that for all discriminantsD = −N withN ∈ H the class
number is h = 1. In [17, m. II.4.3 (b), p. 122] it is proven that for all τ ∈ CM it holds:
j(τ ) = 1728J(τ ) is algebraic of degree h. is proves that for all τN ∈ CM(1), j(τN )
is an algebraic number of degree 1 and thus j(τN ) ∈ Q. Since these j(τN ) are algebraic
integers of Z, the leading coefficient of the corresponding polynomial is 1. is proves
that for all τN ∈ CM(1), j(τN ) is the zero of a polynomial of degree 1 with coefficients
in Z and leading coefficient 1 – which means that j(τN ) must be in Z. 
Index Equation Discriminant Solution Coefficients
N ∈ H Cτ2 +Bτ +A = 0 B2 − 4AC = −N τN (AC)N
4 τ2 + 1 = 0 −4 i 1
8 τ2 + 2 = 0 −8 2i 2
12 τ2 + 3 = 0 −12 3i 3
16 τ2 + 4 = 0 −16 4i 4
28 τ2 + 7 = 0 −28 7i 7
3 τ2 − τ + 1 = 0 −3 1+i
√
3
2
= ̺ 1
7 τ2 − τ + 2 = 0 −7 1+i
√
7
2 2
11 τ2 − τ + 3 = 0 −11 1+i
√
11
2 3
19 τ2 − τ + 5 = 0 −19 1+i
√
19
2
5
27 τ2 − τ + 7 = 0 −27 1+i
√
27
2 7
43 τ2 − τ + 11 = 0 −43 1+i
√
43
2 11
67 τ2 − τ + 17 = 0 −67 1+i
√
67
2
17
163 τ2 − τ + 41 = 0 −163 1+i
√
163
2 41
Table 10.1. adratic equations for τN ∈ CM(1)
Remark 10.5. At τ3 = ̺ and τ4 = i it holds E4(τ3) = 0 and E6(τ4) = 0. is leads to
J(τ3) = 0 and J(τ4) = 1. By Prop. 6.3, the hypergeometric sum in m. 9.7 converges only
if |J(τ )| > 1. us τ3 and τ4 won’t produce formulae for calculating π, and we will only
prove the given values of 1728J(τN ) for N ≥ 7.
Proposition 10.6. All values of 1728J(τ ) given in m. 10.1 are exact and correct.
Proof. Prop. 10.4 proves that the exact values of jN = 1728J(τN ) are integers. On page 23
we calculated approximations 1728J˜(τN ). Since N ≥ 7 implies Im(τN ) =
√
N
2 > 1.25,
m. 5.1 proves that these approximations differ less than 0.2 from the exact value. is
proves that jN has exactly the values of m. 10.1, because these are the only integers
close enough to the approximations of p. 23. 
Proposition 10.7. For all N ∈ H − {4}, it holds s2(τN ) ∈ Q.
Proof. In [15, App. A1, m. A1], Masser proves that for all τ ∈ CM not equivalent to i
(in the sense of Def. 3.4), the quantity Ψ(τ ) = 32s2(τ ) lies in the field generated over Q
by j(τ ) = 1728J(τ ).
Prop. 10.4 tells us that jN ∈ Z for all N ∈ H. Since τ4 = i, Masser’s theorem tells us
that s2(τN ) ∈ Q for all N ∈ H − {4}. 
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Proposition 10.8. Let E2;4;6(τ ) denote the normalized Eisenstein series from m. 4.5, let
η(τ ) denote the Dedekind η-Function with 1728η24 = E34 −E26 (no further properties of the
η-function are needed) and let E∗2(τ ) be defined as in Def. 9.2.
en for all τ ∈ CM (i.e. for all τ with A + Bτ + Cτ2 = 0, gcd(A,B,C) = 1 and
D = B2 − 4AC), the following values are algebraic integers of Z:
√
D · E
∗
2 (τ )
η4(τ )
· (AC)2 and E4(τ )
η(τ )8
and
E6(τ )
η(τ )12
Proof. From the definitions of J(τ ) and η(τ ) we get
j(τ ) = 1728J(τ ) =
1728E34
E34 −E26
=
E4(τ )
3
η(τ )24
=
(
E4(τ )
η(τ )8
)3
and
j(τ )− 1728 = 1728E
3
4
E34 − E26
− 1728E
3
4 − E26
E34 − E26
=
E6(τ )
2
η(τ )24
=
(
E6(τ )
η(τ )12
)2
(10.1)
So E4(τ)
η(τ)8
is a zero ofP (X) = X3−j(τ ) and E6(τ)
η(τ)12
is a zero ofQ(X) = X2−j(τ )+1728.
Since j(τ ) is an algebraic integer of Z (Prop. 10.4), both terms are algebraic integers of Z.
It remains to prove that the first term is also an algebraic integer of Z. A complete
and self-contained proof for this can be found in Appendix B (m. B.9), which uses
Appendix A. 
Proposition 10.9. Let H and τN be defined like in Def. 10.3 and jN := 1728J(τN ). Let
(AC)N denote the product of coefficients like in Tab. 10.1. en, for all N ∈ H − {3; 4}
there is an integer cN (one can even choose cN ∈ {−2;−1; 1}), so that
bN :=
√
cN ·N · (1728− jN ) · (AC)2N
is integral. But then also aN := s2(τN ) · bN is integral and we get an explicit representation
of s2(τN ) as the ratio of two integers.
Proof. e integrality of bN follows from the integrality of jN (Prop. 10.4) and the fact
that cN can be chosen so that the radicand is a square – for example cN = N ·(1728−jN ).
But it is possible to choose cN with much smaller absolute values, they are listed on p. 43.
From its definition aN := s2(τN ) · bN we deduce that aN is the product of a rational
number (Prop. 10.7) and an integer – thus an must be rational for all N ∈ H − {4}.
It remains to prove that these aN are even integral. From (10.1) we obtain√
jN − 1728 = ±E6(τN )
η12(τN )
We use this in the definition of aN and get using Def. 9.2:
aN := s2(τN ) · bN = s2(τN ) ·
√
cN · (−N) · (jN − 1728) · (AC)2N
=
E4(τN )
E6(τN )
· E∗2(τN ) ·
√
cN · (−N) · ±E6(τN )
η12(τN )
· (AC)2N
=
E4(τN )
η8(τN )
·
√−N ·E∗2 (τN ) · (AC)2N
η4(τN )
· ±√cN(10.2)
Here we could reduce byE6(τN ), because Lemma 5.11 tellsE6(τN ) 6= 0 (since forN ≥ 7
it holds Im(τN ) ≥
√
7
2 ≥ 1.25).
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• e first two factors in eq. (10.2) are algebraic integers because of Prop. 10.8.
• For the remaining factorX = ±√cN it holdsX2 = cN ; it is thus an algebraic integer.
is proves that aN is the product of algebraic integers of Z (if N ≥ 7), thus it is an
algebraic integer of Z by itself. But we know already that aN ∈ Q (if N 6= 4). e
rational root theorem tells us that aN must be integral, if N ∈ H − {3; 4}. 
Proposition 10.10. All values of s2(τ ) given in m. 10.1 are exact and correct.
Proof. First, we will prove that the following values are exact and correct:
N jN := 1728J(τN ) cN (AC)N bN aN := s2(τN ) · bN
7 −153 1 2 756 180
8 203 −1 2 896 320
11 −323 1 3 5544 2304
12 2 · 303 −1 3 7128 3240
16 663 −2 4 48384 25344
19 −963 1 5 102600 57600
27 −3 · 1603 1 7 892584 564480
28 2553 −1 7 1055754 674730
43 −9603 1 11 23600808 16727040
67 −52803 1 17 907582536 695819520
163 −6403203 1 41 10996566783048 9351571368960
• We already proved the values of jN in Prop. 10.6.
• e values of (AC)N can be found in Tab. 10.1.
• Further we observe that with the given cN ,
bN :=
√
cN ·N · (1728− jN ) · (AC)2N
is integral and takes the given values.
• Next we multiply the approximations s˜2(τN ) (from page 23) by these values of bN and
get a˜N := s˜2(τN ) · bN which approximates aN :
a˜7 ≈ 180.00031
a˜8 ≈ 319.99988
a˜11 ≈ 2304.00001
a˜12 ≈ 3239.00000
∣∣∣∣∣∣∣∣∣
a˜16 ≈ 25343.000
a˜19 ≈ 57600.000
a˜27 ≈ 564480.000
a˜28 ≈ 674730.000
∣∣∣∣∣∣∣∣∣
a˜43 ≈ 16727040.000
a˜67 ≈ 695819520.000
a˜163 ≈ 9351571368960.000
Here we already recognize approximately the values of aN purported above.
For N ≥ 7 it holds Im(τN ) =
√
N/2 > 1.25 so we can use the error estimate of s˜2(τ )
from m. 5.3 which yields:
|a˜N − aN | = |s˜2(τN )− s2(τN )| · |bN | ≤ 222000 · |q|3 · |bN |
From the values of bN given above we observe that |bN | ≤ e3·
√
N for all theseN . Further
we have |q| = e−2pi Im(τN ) < e−pi
√
N and π > 3 + 1071 (Lemma 5.8):
|a˜N − aN | ≤ 222000 · e−3pi
√
N · e3·
√
N = 222000 · e−3(pi−1)
√
N
≤ 222000 · e−3·(2+ 1071 )·
√
7 ≤ 0.01
In Prop. 10.9 we have proved that the aN are integral. us the values of aN given
above are exact, because they are the only integers close enough to the approximations.
e values of s2(τ ) given in m. 10.1 now follow by reducing the fraction s2(τN ) =
aN/bN . 
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eorem 10.11. e following eleven formulae for calculating π apply:√
153
3 · π =
∞∑
n=0
(6n)!
(3n)! (n!)
3 ·
8 + 63 · n
(−153)n [7, eq. (4.1)]
√
203
8 · π =
∞∑
n=0
(6n)!
(3n)! (n!)
3 ·
3 + 28 · n
(203)
n [2, p. 187]
√
323
4 · π =
∞∑
n=0
(6n)!
(3n)! (n!)
3 ·
15 + 154 · n
(−323)n [7, eq. (4.1)]
√
2 · 303
72 · π =
∞∑
n=0
(6n)!
(3n)! (n!)
3 ·
1 + 11 · n
(2 · 303)n [16, eq. (33)]
√
2 ·
√
663
48 · π =
∞∑
n=0
(6n)!
(3n)! (n!)
3 ·
5 + 63 · n
(663)
n [2, p. 187]
√
963
12 · π =
∞∑
n=0
(6n)!
(3n)! (n!)
3 ·
25 + 342 · n
(−963)n [7, eq. (4.1)]
√
3 · 1603
36 · π =
∞∑
n=0
(6n)!
(3n)! (n!)
3 ·
31 + 506 · n
(−3 · 1603)n [3, p. 371]
√
2553
162 · π =
∞∑
n=0
(6n)!
(3n)! (n!)
3 ·
8 + 133 · n
(2553)
n [16, eq. (34)]
√
9603
36 · π =
∞∑
n=0
(6n)!
(3n)! (n!)
3 ·
263 + 5418 · n
(−9603)n [7, eq. (4.1)]
√
52803
12 · π =
∞∑
n=0
(6n)!
(3n)! (n!)
3 ·
10177 + 261702 · n
(−52803)n [7, eq. (4.1)]
√
6403203
12 · π =
∞∑
n=0
(6n)!
(3n)! (n!)
3 ·
13591409 + 545140134 · n
(−6403203)n [7, eq. (4.1)]
Here we also listed the first known publication by Ramanujan (1914: [16]), the Borwein
brothers (1987: [2]; 1988: [3]) or the Chudnovsky brothers (1988: [7]).
Proof. We obtain these formulae by using the values ofm. 10.1 in theMaineorem 9.7.
We do this calculation exemplarily in the case of the Chudnovsky formula, i.e. with τ =
τ163 =
1+i·√163
2
:
1
2π Im(τ163)
√
J(τ163)
J(τ163)− 1 =
1
π
√
163
·
√
−1728J(τ163)
1728− 1728J(τ163)
=
1
π
√
163
·
√
6403203
1728 + 6403203
=
√
6403203
12 · π · 545140134
=⇒
√
6403203
12 · π · 545140134 =
∞∑
n=0
(
13591409
545140134
+ n
)
· (6n)!
(3n)!(n!)3
· 1
(−6403203)n
By multiplying this equation with 545140134, we obtain the Chudnovsky formula as
stated in m. 10.11. 
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Appendix A. On the Division Values of the ℘-Function
In this chapter we prove thatm ·℘(u;L) is an algebraic integer of Z[14g2(L); 14g3(L)]
for all positive integersm and for all u ∈ C− L withm · u ∈ L.
is appendix elaborates [10, pp. 184-185].
Definition A.1. Given a complex number m 6= 0 and a laice L. en u is called a m-
division-point and ℘(u) is called am-division value iff it holds:
m · u ∈ L, but u /∈ L.
We denote the following set DIV (m), which contains all m-division-points in the funda-
mental parallelogram P from Def. 1.4:
DIV (m) = { u ∈ P |m · u ∈ L, but u /∈ L}
where P = { aω1 + bω2 ∈ C | 0 ≤ a, b < 1}
roughout Appendix A,m will even be a positive integer.
Fig. 2.1 on p. 9 shows P and those points in P which are equivalent to u ∈ DIV (2).
Lemma A.2. Ifm 6= 0 is integral, then the number ofm-division-points in P ism2 − 1.
Proof. u ∈ DIV (m) is equivalent to m · u = kω1 + lω2 with integral k, l such that
u = km · ω1 + lm · ω2 ∈ P − {0}. So every pair (k, l) ∈ Z2 − {(0, 0)} with 0 ≤ k, l < m
yields one u. Since there arem2 − 1 such pairs, the Lemma is proven. 
Lemma A.3. e following quotient of Weierstraß σ-functions (cf. Def. 1.9) is an elliptic
function with periods ω1;2:
Fm(z) :=
σ(m · z)
(σ(z))m·m
It has a pole of order m2 − 1 at z ∈ L (e.g. at z = 0), and m2 − 1 zeros of order one at
z ∈ DIV (m). Modulo L, Fm has no further poles or zeros.
Proof. In Prop. 4.2 we proved
σ(z + ωk) = − exp
(
ηk ·
(
z +
ωk
2
))
· σ(z)
From this we will prove by induction that
σ(z + nωk) = (−1)n · exp
(
n · ηk
(
z + n · ωk
2
))
· σ(z)(A.1)
For n = 0 we have σ(z) = σ(z). en we do the step n − 1 → n, where we first use
Prop. 4.2:
σ(z + nωk) = σ((z + (n− 1)ωk) + ωk)
= − exp
(
ηk
(
z + (n− 1)ωk + ωk
2
))
︸ ︷︷ ︸
P
· σ(z + (n− 1)ωk)
en we use the induction basis:
σ(z + (n− 1)ωk) = (−1)n−1 · exp
(
(n− 1) · ηk
(
z + (n− 1) · ωk
2
))
︸ ︷︷ ︸
Q
· σ(z)
ese factors can be combined to:
P ·Q = (−1)n · exp
(
ηk ·
(
z + (n− 1)ωk + ωk
2
+ (n− 1) ·
(
z + (n− 1) · ωk
2
)))
= (−1)n · exp
(
ηk ·
(
n · z + ωk ·
(
n− 1 + 1
2
+
(n− 1)2
2
)))
= (−1)n · exp
(
ηk ·
(
n · z + ωk
2
· n2
))
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is proves (A.1). Now we prove the periodicity of Fm using (A.1):
Fm(z + ωk) =
σ(m · z +mωk)
(σ(z + ωk))m·m
=
(−1)m · exp(m · ηk (m · z +m · ωk2 )) · σ(m · z)(− exp(ηk · (z + ωk2 )) · σ(z))m·m
But for all integralm we have (−1)m = (−1)m·m and
exp
(
m · ηk
(
m · z +m · ωk
2
))
=
(
exp
(
ηk
(
z +
ωk
2
)))m·m
,
thus we have proven Fm(z+ωk) = Fm(z). Since the σ-function has zeros of order one in
all points of the laice (cf. Def. 1.9), the nominator is zero iffmz ∈ L and the denominator
is zero iff z ∈ L. is proves that Fm(z) has zeros of order one for all z ∈ DIV (m) and
that Fm has a pole of orderm
2 − 1 at z ∈ L. 
Lemma A.4. For any positive integerm, the function
hm(z) := m
2 ·
∏
u∈DIV (m)
(℘(z)− ℘(u))
has zeros of order two for all z ∈ DIV (m) and no further zeros modulo L.
Proof. If z ∈ DIV (m) and z /∈ DIV (2), we deduce 2z 6≡ 0 and z 6≡ −z. Prop. 1.14 tells
℘(−z) = ℘(z), thus both the factor with u ≡ z and the factor with u ≡ −z vanish and
we get a zero of order two for these z.
If there are z ∈ DIV (m)∩DIV (2), we combine these three factors like in Prop. 1.21:
(℘(z)− e1) · (℘(z)− e2) · (℘(z)− e3) = 14℘′(z)2. From the zeros of ℘′ in Prop. 1.16 we
see that hm has zeros of order two for these z as well.
Since there are m2 − 1 factors in hm(z) (Lemma A.2) and ℘(z) has the order two
(Def. 1.12), hm has the order 2 · (m2− 1). us (by the third Liouville theorem, Prop. 1.8)
hm has no further zeros modulo L. 
Proposition A.5. For the Fm and hm from Lemma A.3 and A.4, it holds F
2
m(z) = hm(z).
Proof. Both F 2m(z) and hm(z) are elliptic functions with no poles outside of L. From
σ(z) ≈ z (Def. 1.9) and from Lemma A.3 we see that the Laurent series of Fm(z)2 starts
withm2 · z−2(m2−1). e same is true for hm(z) (cf. Lemma A.2 and ℘(z) ≈ 1/z2 from
Prop. 1.19), thus the quotient qm := hm/F
2
m takes the value 1 at z = 0, which proves
that the quotient qm := hm/F
2
m has no pole at z ∈ L.
e quotient qm could still have poles in the zeros of F
2
m, but since F
2
m and hm have
the same zeros (Lemma A.3 and A.4), qm is elliptic without poles. By the first Liouville
theorem (Prop. 1.6), the quotient is constant.
We just proved qm(0) = 1, thus we obtain qm(z) = 1 and F
2
m(z) = hm(z). 
Remark A.6. Prop. A.5 gives F 2m(z) as a polynomial in ℘(z). In the rest of this chapter, we
will construct this polynomial recursively and use this recursion to prove thatm ·℘(u) is an
algebraic integer of Z
[
1
4
g2(L);
1
4
g3(L)
]
.
Lemma A.7. For all u, v /∈ L it holds
℘(v)− ℘(u) = σ(u+ v)σ(u − v)
σ2(u)σ2(v)
Proof. We define the function
F (u, v) :=
σ(u+ v)σ(u − v)
σ2(u)σ2(v)
+ ℘(u)− ℘(v)
First we fix v /∈ L and analyze F (u, v) as a function g(u) which has no poles outside L.
Around u = 0, we use σ(u) ≈ u (cf. Def. 1.9) and obtain:
g(u) ≈ σ(v)σ(−v)
u2σ2(v)
+
1
u2
− ℘(v)
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But since σ(−v) = −σ(v) (cf. Prop. 4.1), the two terms ±u−2 in the Laurent series of
g(u) cancel each other out. And since g(−u) = g(u), there can’t be a pole of order one
at u = 0, which proves that g(u) has no poles.
Prop. 4.2 shows that g(u) is elliptic (details on this can be found in the calculation of
eq. (A.2) on p. 48), thus g(u) = F (u, v) is constant with respect to u. In the same way
we can prove that F (u, v) is constant with respect to v, thus F (u, v) is constant. From
Def. 1.9 we get σ(0) = 0 and thus F (v, v) = 0, so F (u, v) = 0 for all u, v /∈ L. 
Lemma A.8. Using the Fm from Lemma A.3, it holds
℘(nz) = ℘(z)− Fn−1(z) · Fn+1(z)
Fn(z)2
Proof. Using Lemma A.7 with u = z and v = nz yields:
℘(nz)− ℘(z) = σ((n+ 1)z)σ(−(n− 1)z)
σ2(z)σ2(nz)
Next we use σ(z) = −σ(−z) (Prop. 4.1) and the definition of Fk from Lemma A.3 which
yields σ(kz) = Fk(z) · σ(z)k·k :
℘(nz)− ℘(z) = −Fn+1(z)σ(z)
(n+1)·(n+1) · Fn−1(z)σ(z)(n−1)·(n−1)
σ2(z) · Fn(z)2σ(z)2·n·n
Reducing this fraction by σ(z)2n
2+2 proves the Lemma. 
Lemma A.9. For all z ∈ C it holds ℘′′(z) = 6℘(z)2 − 12g2 and
℘(2z) =
1
4
·
(
℘′′(z)
℘′(z)
)2
− 2℘(z)
Proof. e algebraic differential equation of the ℘-function (Prop. 1.20) yields:
℘′(z)2 = 4℘(z)3 − g2℘(z)− g3
∣∣∣∣ ddz
=⇒ 2℘′(z)℘′′(z) = 12℘(z)2℘′(z)− g2℘′(z)
Dividing by 2 · ℘′(z) yields ℘′′(z).
Next we recall the Laurent series of ℘(z) from Prop. 1.19:
℘(z) = z−2 + 3G4z2 + 5G6z4 + 7G8z6 +O(z8)
℘′(z) = −2z−3 + 6G4z + 20G6z3 + 42G8z5 +O(z7)
℘′′(z) = 6z−4 + 6G4 + 60G6z2 + 210G8z4 +O(z6)
If we put this into ℘′′(z) = 6℘(z)2 − 1
2
g2 and compare the coefficients of z
4, we obtain:
210G8 = 6 ·
(
2 · 7G8 + 9G24
)
=⇒ 7G8 = 3G24
To prove the second equation, compare the Laurent series expansions of
(
℘′′(z)
2
)2
and
℘′(z)2 · (℘(2z) + 2℘(z)) using 7G8 = 3G24:
℘(z) = z−2 + 3G4z2 + 5G6z4 + 3G24z
6 +O(z8)
℘′(z) = −2z−3 + 6G4z + 20G6z3 + 18G24z5 +O(z7)
℘′′(z) = 6z−4 + 6G4 + 60G6z2 + 90G24z
4 +O(z6)
℘′′(z)/2 = 3z−4 + 3G4 + 30G6z2 + 45G24z
4 +O(z6)
(℘′′(z)/2)2 = 9z−8 + 18G4z−4 + 180G6z−2 + 279G24 +O(z
2)
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℘′(z)2 = 4z−6 − 24G4z−2 − 80G6 − 36G24z2 +O(z4)
℘(2z) = 0.25z−2 + 12G4z2 + 80G6z4 + 192G24z
6 +O(z8)
℘(2z) + 2℘(z) = 2.25z−2 + 18G4z2 + 90G6z4 + 198G24z
6 +O(z8)
℘′(z)2 · (℘(2z) + 2℘(z)) = 9z−8 + 18G4z−4 + 180G6z−2 + 279G24 +O(z2)
Since both
(
℘′′(z)
2
)2
and ℘′(z)2 ·(℘(2z) + 2℘(z)) are elliptic function without poles out-
side ofL (because the additional poles of ℘(2z) are eliminated by the zeros of ℘′(z)2 from
Prop. 1.16) and their Laurent series are equal up to O(z2), the first Liouville theorem 1.6
yields: (
℘′′(z)
2
)2
− ℘′(z)2 · (℘(2z) + 2℘(z)) = 0
Solving this equation for ℘(2z) produces the equation of Lemma A.9. 
Lemma A.10. For all u, u1, u2, u3 ∈ C it holds
σ(u+ u1)σ(u− u1)σ(u2 + u3)σ(u2 − u3)
+ σ(u+ u2)σ(u− u2)σ(u3 + u1)σ(u3 − u1)
+ σ(u+ u3)σ(u− u3)σ(u1 + u2)σ(u1 − u2) = 0
where σ denotes the Weierstraß σ-function.
Proof. We distinguish two cases: In the first case, at least two of the four complex numbers
u, u1, u2, u3 are equal modulo L. But then the equation of the Lemma is true, because
one of the three terms is zero (since σ(0) = 0) and the other two cancel each other out
(since σ(−z) = −σ(z)). For example u2 = u3 yields:
σ(u+ u1)σ(u− u1)σ(u2 + u2)σ(u2 − u2)
+ σ(u+ u2)σ(u− u2)σ(u2 + u1)σ(u2 − u1)
+ σ(u+ u2)σ(u− u2)σ(u1 + u2)σ(u1 − u2)
= 0 + σ(u+ u2)σ(u− u2)σ(u2 + u1)σ(u2 − u1)
− σ(u+ u2)σ(u− u2)σ(u2 + u1)σ(u2 − u1) = 0
In the second case, we have four complex numbers u, u1, u2 and u3 which are pairwise
distinct modulo L. en we choose u4 so that u4 is not equivalent to any of the numbers
{±u;±u1;±u2;±u3;−u4} modulo L. Next we define for l ∈ {1; 2; 3} the functions
fl(z) :=
σ(z + ul)σ(z − ul)
σ(z + u4)σ(z − u4)
From Prop. 4.2 we deduce that the fl(z) are elliptic functions:
fl(z + ωk) =
σ(z + ul + ωk) · σ(z − ul + ωk)
σ(z + u4 + ωk) · σ(z − u4 + ωk)
=
exp(ηk (z + ul + ωk/2)) · exp(ηk (z − ul + ωk/2))
exp(ηk (z + u4 + ωk/2)) · exp(ηk (z − u4 + ωk/2)) · fl(z) = fl(z)(A.2)
From our choice of u4, we see that it has two poles of order one at ±u4 (we have chosen
u4 such that the zeros of the denominator are inequivalent moduloL), thus it is an elliptic
function of order two. Next we define the function
f(z) := f1(z) · σ(u2 + u3)σ(u2 − u3)
+f2(z) · σ(u3 + u1)σ(u3 − u1)
+f3(z) · σ(u1 + u2)σ(u1 − u2)
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Since this is a linear combination of elliptic functions, it is also an elliptic function. But
if we use z ∈ {u1;u2;u3}, we obtain f(z) = 0 (as in the first case). Since we know that
these three numbers are pairwise inequivalent modulo L, the third Liouville theorem
(Prop. 1.8) tells us that f(z) must be a constant function (since a non-constant elliptic
function of order two would have only two zeros modulo L), thus f(z) is equal to zero.
Finally we use z = u with the originally given u we get f(u) = 0. But because u4
is not equivalent to ±u, we can multiply this with σ(u + u4)σ(u − u4) and obtain the
equation from the Lemma. 
Lemma A.11. For the functions Fm(z) from Lemma A.3, it holds:
F2n+1(z) = Fn+2(z) · Fn(z)3 − Fn−1(z) · Fn+1(z)3
F2n(z) · F2(z) = Fn(z) ·
(
Fn+2(z) · Fn−1(z)2 − Fn−2(z) · Fn+1(z)2
)
Proof. Using Lemma A.10 with u = 0, u1 = z, u2 = n · z and u3 = −(n+ 1) · z yields:
σ(z)σ(−z)σ(−z)σ((2n + 1)z)
+ σ(nz)σ(−nz)σ(−nz)σ(−(n + 2)z)
+ σ(−(n + 1)z)σ((n + 1)z)σ((n + 1)z)σ(−(n − 1)z) = 0
is can be simplified using σ(−z) = −σ(z) from Prop. 4.1:
σ(z)3σ((2n+ 1)z) = σ(nz)3σ((n+ 2)z)− σ((n+ 1)z)3σ((n− 1)z)
Nextwe use the definition of theFk (cf. LemmaA.3) which yields σ(kz) = Fk(z)·σ(z)k·k :
σ(z)3F2n+1(z)σ(z)
(2n+1)·(2n+1)
= Fn(z)
3σ(z)3·n·n · Fn+2(z)σ(z)(n+2)·(n+2)
− Fn+1(z)3σ(z)3·(n+1)·(n+1) · Fn−1(z)σ(z)(n−1)·(n−1)
Dividing by σ(z)4n
2+4n+4 yields the first equation.
To prove the second equation, we use Lemma A.10 with u = 12z, u1 =
3
2z, u2 =
1
2 · (2n− 1) · z and u3 = −12 · (2n+ 1) · z:
σ(2z)σ(−z)σ(−z)σ(2nz)
+ σ(nz)σ(−(n − 1)z)σ(−(n − 1)z)σ(−(n+ 2)z)
+ σ(−nz)σ((n + 1)z)σ((n + 1)z)σ(−(n− 2)z) = 0
Again, this can be simplified using σ(−z) = −σ(z) to:
σ(2z)σ(z)2σ(2nz)
= σ(nz)σ((n − 1)z)2σ((n+ 2)z)
− σ(nz)σ((n + 1)z)2σ((n− 2)z)
As above, we use the definition of the Fk which yields σ(kz) = Fk(z) · σ(z)k·k :
F2(z)σ(z)
2·2 · σ(z)2 · F2n(z)σ(z)2n·2n
= Fn(z)σ(z)
n·n · Fn−1(z)2σ(z)2·(n−1)·(n−1) · Fn+2(z)σ(z)(n+2)·(n+2)
− Fn(z)σ(z)n·n · Fn+1(z)2σ(z)2·(n+1)·(n+1) · Fn−2(z)σ(z)(n−2)·(n−2)
Dividing by σ(z)4n
2+6 yields the second equation. 
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Definition A.12. For any positive integerm, we define the polynomial Pm(x) as follows:
P1 = 1; P2 = 1; P3 = 3x
4 − 6h2x2 − 12h3x− h22
P4 = 2x
6 − 10h2x4 − 40h3x3 − 10h22x2 − 8h2h3x− 16h23 + 2h32
and for k ≥ 1:
P4k+1 = 16(x
3 − h2x− h3)2 · P2k+2 · P 32k − P2k−1 · P 32k+1
P4k+2 = P2k+1 ·
(
P2k+3 · P 22k − P2k−1 · P 22k+2
)
P4k+3 = P2k+3 · P 32k+1 − 16(x3 − h2x− h3)2 · P2k · P 32k+2
P4k+4 = P2k+2 ·
(
P2k+4 · P 22k+1 − P2k · P 22k+3
)
Proposition A.13. For any positive integerm, it holds
Fm(z) =
{
−℘′(z) · Pm(℘(z)) ifm is even
Pm(℘(z)) ifm is odd
where ℘(z) denotes the Weierstraß ℘-function of a laice L with h2 =
1
4
g2(L) and h3 =
1
4
g3(L).
Proof. roughout the proof, we will use the abbreviations x = ℘(z), h2 =
1
4g2(L) and
h3 =
1
4g3(L). First, we provem ≤ 4 as induction basis:
(1) From its definition in Lemma A.3, we observe F1(z) = 1. us F1(z) = P1(℘(z)).
(2) In Lemma A.3 we proved that F2(z) =
σ(2z)
σ(z)4
has a pole of order three at z = 0 and
three zeros at z ∈ DIV (2). Prop. 1.16 shows that the same is true for ℘′(z), thus
F2(z)
℘′(z) is constant by the first Liouville theorem (Prop. 1.6). Comparing the Laurent
series at z = 0 gives F2(z) = 2z
−3 + O(z−1) and ℘′(z) = −2z−3 + O(z−1), thus
F2(z)
℘′(z) = −1 and F2(z) = −℘′(z) · P2(℘(z)).
(3) From Lemma A.8 with n = 2 we obtain ℘(2z) = ℘(z) − F1(z)·F3(z)F2(z)2 . Here we use
F1(z) = 1 and F2(z) = −℘′(z) and deduce
F3(z) = ℘
′(z)2 · (℘(z)− ℘(2z))
Here we use Lemma A.9 for ℘(2z) and obtain
F3(z) = ℘
′(z)2 ·
(
℘(z)− 1
4
(
℘′′(z)
℘′(z)
)2
+ 2℘(z)
)
= −1
4
℘′′(z)2 + 3℘(z)℘′(z)2
Here we use the representation of ℘′′ from Lemma A.9 and the algebraic differential
equation from Prop. 1.20:
F3(z) = −1
4
(6℘(z)2 − 2h2)2 + 3℘(z)
(
4℘(z)3 − 4h2℘(z)− 4h3
)
Using the abbreviation x = ℘(z) yields
F3(z) = −1
4
(6x2 − 2h2)2 + 3x
(
4x3 − 4h2x− 4h3
)
= −9x4 + 6h2x2 − h22 + 12x4 − 12h2x2 − 12h3x = P3(x) = P3(℘(z))
(4) Again from the definition of the Fm(z) in Lemma A.3 we obtain
F4(z) =
σ(4z)
σ(z)16
=
σ(4z)
σ(2z)4
·
(
σ(2z)
σ(z)4
)4
= F2(2z) · F2(z)4
Using F2(z) = −℘′(z) we deduce
F4(z) = −℘′(2z) · ℘′(z)4
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Next we write ℘(2z) from Lemma A.9 only in terms of x = ℘(z), h2 =
1
4
g2 and
h3 =
1
4
g3:
℘(2z) =
1
4
· (6x
2 − 2h2)2
4x3 − 4h2x− 4h3 − 2x =
9x4 − 6h2x2 + h22
4x3 − 4h2x− 4h3 − 2x
=
9x4 − 6h2x2 + h22 − 2x(4x3 − 4h2x− 4h3)
4x3 − 4h2x− 4h3
=
x4 + 2h2x
2 + 8h3x+ h
2
2
4x3 − 4h2x− 4h3 =: f(x)
Deriving both sides with respect to z yields 2℘′(2z) = f ′(x) · ℘′(z), where
f ′(x) =
(
(4x3 + 4h2x+ 8h3) · (4x3 − 4h2x− 4h3)
−(x4 + 2h2x2 + 8h3x+ h22) · (12x2 − 4h2)
)
(4x3 − 4h2x− 4h3)2
=
4x6 − 20h2x4 − 80h3x3 − 20h22x2 − 16h2h3x− 32h23 + 4h32
(4x3 − g2x− g3)2 =
2P4(x)
℘′(z)4
is yields F4(z) = −℘′(2z) · ℘′(z)4 = −12f ′(x) · ℘′(z) · ℘′(z)4 = −℘′(z) · P4(x).
Now we have proven that the Proposition is true for m ≤ 4. To prove it for anym ≥ 5,
we assume that it is correct for all numbers less thenm, and we distinguish four cases:
(1) Ifm = 4k + 1 with an integer k ≥ 1, then Lemma A.11 tells (using n = 2k):
F4k+1(z) = F2k+2(z) · F2k(z)3 − F2k−1(z) · F2k+1(z)3
Now, by induction, we get
F4k+1(z) = −℘′(z)P2k+2(x) · (−℘′(z)P2k(x))3 − P2k−1(x) · P2k+1(x)3
= ℘′(z)4 · P2k+2(x) · P2k(x)3 − P2k−1(x) · P2k+1(x)3
Using ℘′(z)2 = 4℘(z)3 − g2℘(z)− g3 = 4(x3 − h2x− h3) yields
F4k+1(z) = 16(x
3 − h2x− h3)2 · P2k+2 · P 32k − P2k−1 · P 32k+1 = P4k+1
which proves the Proposition in this case.
(2) Ifm = 4k + 2 with an integer k ≥ 1, then Lemma A.11 tells (using n = 2k + 1):
F4k+2 · F2 = F2k+1 ·
(
F2k+3 · F 22k − F2k−1 · F 22k+2
)
Now, by induction, we get
F4k+2 · F2 = P2k+1 ·
(
P2k+3 · ℘′(z)2P 22k − P2k−1 · ℘′(z)2P 22k+2
)
Dividing by F2 = −℘′(z) yields
F4k+2 = −℘′(z) · P2k+1 ·
(
P2k+3 · P 22k − P2k−1 · P 22k+2
)
= −℘′(z) · P4k+2
us the Proposition is also true in this case.
(3) Ifm = 4k + 3 with an integer k ≥ 1, then Lemma A.11 tells (using n = 2k + 1):
F4k+3 = F2k+3 · F 32k+1 − F2k · F 32k+2
Now, by induction, we get
F4k+3 = P2k+3 · P 32k+1 − (−℘′(z)P2k) · (−℘′(z)P2k+2)3
= P2k+3 · P 32k+1 − ℘′(z)4P2k · P 32k+2
Again, ℘′(z)2 = 4℘(z)3 − g2℘(z)− g3 = 4(x3 − h2x− h3) yields
F4k+3 = P2k+3 · P 32k+1 − 16(x3 − h2x− h3)2P2k · P 32k+2 = P4k+3
which proves the Proposition in this case.
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(4) Ifm = 4k + 4 with an integer k ≥ 1, then Lemma A.11 tells (using n = 2k + 2):
F4k+4 · F2 = F2k+2 ·
(
F2k+4 · F 22k+1 − F2k · F 22k+3
)
Now, by induction, we get
F4k+4 · F2 = −℘′(z)P2k+2 ·
(−℘′(z)P2k+4 · P 22k+1 − (−℘′(z)P2k) · P 22k+3)
Dividing by F2 = −℘′(z) yields
F4k+4 = −℘′(z) · P2k+2 ·
(
P2k+4 · P 22k+1 − P2k · P 22k+3
)
= −℘′(z) · P4k+4
us the Proposition is also true in this case.
By induction, we have proven Prop. A.13. 
eorem A.14. For any positive integerm, it holds:
m2 ·
∏
u∈DIV (m)
(x− ℘(u)) =
{
4 · (x3 − h2x− h3) · P 2m(x) ifm is even
P 2m(x) ifm is odd
Proof. We will prove that this is true for every x ∈ C: Given x ∈ C. en chose z ∈ C
such that ℘(z) = x. is is possible, since the ℘-function takes on every value (apply
the third Liouville theorem 1.8 to f(u) := ℘(u) − x for the given x and chose z as one
of the zeros of f(u)). en Prop. A.5 tells us that the le hand side is equal to Fm(z)
2.
Prop. A.13 gives
Fm(z)
2 =
{
(−℘′(z))2 · P 2m(℘(z)) ifm is even
P 2m(℘(z)) ifm is odd
Prop. 1.20 tells (−℘′(z))2 = 4℘(z)3 − g2℘(z) − g3 = 4(x3 − h2x − h3), thus we have
proven m. A.14 for the given x ∈ C. is proves the eorem, because x was chosen
arbitrarily. 
Proposition A.15. For any positive integerm, it holds:
(1) Pm is a polynomial in x, h2 and h3 with coefficients in Z.
Furthermore, when Pm is regarded as a polynomial in x, it holds:
(2) e degree of Pm(x) is dm :=
{
m2−4
2 ifm is even
m2−1
2 ifm is odd
.
(3) e leading coefficient of Pm(x) is ±lm with lm :=
{
m
2 ifm is even
m ifm is odd
.
(4) e second highest coefficient of Pm(x) is 0.
Proof. (1) Since the Definition A.12 of Pm only includes multiplication and summation,
statement (1) is correct for allm by induction overm.
(2) Lemma A.2 tells that there are m2 − 1 values u ∈ DIV (m), thus the le-hand-side
of m. A.14 has the degreem2 − 1. is proves statement (2).
(3) On the le-hand-side ofm. A.14, we observe that the leading coefficient ism2, thus
the leading coefficient of Pm(x) has to be either lm or −lm. It could be proven by
induction overm that it is indeed lm, but for ourmeans it’s enough to prove statement
(3) up to a factor of ±1.
(4) For proving (4) we use the fact that for any two polynomials f(x) =
∑n
k=0 akx
k and
g(x) =
∑m
k=0 bkx
k it holds: e second highest coefficient of f(x) · g(x) is given by
an ·bm−1+an−1 ·bm. is proves that if the second highest coefficients of the factors
vanish, the secondhighest coefficient of the product also vanishes. Furtherwe observe
that in the recursive definition of the Pm, we only add or substract polynomials of
the same degree (cf. (3)), which proves (4) by induction. 
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eorem A.16. For any positive integer m, the following sum of m-division-values
vanishes: ∑
u∈DIV (m)
℘(u) = 0
Proof. eorem A.14 gives two equivalent representations of a polynomial in x. We mul-
tiply out the le hand side of m. A.14 and obtain
m2 · xm2−1 −

m2 · ∑
u∈DIV (m)
℘(u)

 · xm2−2 + m2−3∑
k=0
akx
k
Now Prop. A.15 (4) tells us that the second highest coefficient of the right hand side of
m. A.14 is zero – thus the same coefficient on the le hand side also vanishes. is
proves m. A.16. 
eoremA.17. Given a laice L, let h2 :=
1
4g2(L) and h3 :=
1
4g3(L). en for any
positive integerm and for anym-division-point u ∈ DIV (m), the term
m · ℘(u)
is an algebraic integer of Z[h2;h3].
Moreover, ifm is even, then m
2
· ℘(u) is also an algebraic integer of Z[h2;h3].
Proof. roughout this proof, we denote I := Z[h2;h3]. From m. A.14 we know that
the ℘(u) with u ∈ DIV (m) are either among the zeros of x3 − h2x − h3 or among the
zeros of Pm(x).
e zeros of x3 − h2x − h3 are algebraic integers of I, so these ℘(u) are algebraic
integers of I. Since P1 = P2 = 1, it remains to check the zeros of Pm(x) form ≥ 3.
Again, we use the notation dm :=
{
m2−4
2 ifm is even
m2−1
2 ifm is odd
for the degree of Pm (as in
Prop. A.15) and the notation lm :=
{
m
2 ifm is even
m ifm is odd
.
en we define the polynomial h(x) := Pm
(
x
lm
)
· ldm−1m . From Prop. A.15 (3) we
know that the leading coefficient of Pm(x) is either lm or −lm. is leads to
h(x) = ±lm ·
(
x
lm
)dm
· (lm)dm−1 +
dm−2∑
k=0
bk
(
x
lm
)k
· (lm)dm−1
= ±xdm +
dm−2∑
k=0
bk · (lm)dm−1−k · xk
where the bk are the coefficients of Pm(x), for which Prop. A.15 (1) tells: bk ∈ I.
is shows that h is a monic polynomial in x whose coefficients are in I, so the zeros
of h(x) are algebraic integers of I. But it holds:
h(x) = 0 ⇐⇒ Pm
(
x
lm
)
= 0
is proves that for all ℘(u) which are zeros of Pm(x), the term lm · ℘(u) is an algebraic
integer of I. Altogether, we have proved m. A.17 for all u ∈ DIV (m). 
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Appendix B. Complex Multiplication
We prove (using App. A) that
√
D · E∗2 (τ)η4(τ) · (AC)2 is an algebraic integer of Z if τ
satisfies Cτ2 +Bτ +A = 0 with discriminant D. e proof elaborates [15, Lemma A3].
Definition B.1. roughout this appendix, the following notations are used:
• We fix a laice L = Zω1 + Zω2 with complex multiplication as in Def. 10.2, where
τ denotes the period ratio τ := ω2
ω1
∈ H and . . .
– A, B and C are integers with gcd(A;B;C) = 1 and A+Bτ + Cτ2 = 0,
– andD denotes the discriminant of τ , which is D = B2 − 4AC .
• As in Def. 9.2, let E∗2(τ ) := E2(τ )− 3piIm(τ) with E2 from m. 4.5.
• η1 and η2 denote the basic quasi periods of L (cf. Def. 2.2).
• ζ(z) and ℘(z) denote the Weierstraß functions from Def. 1.11 and 1.12.
• DIV (m) denotes the set of m-division points in the fundamental parallelogram
P = { sω1 + tω2 | 0 ≤ s, t < 1 } as in Def. A.1.
Definition B.2. In the notations of Def. B.1, we define κ by
κω2 := Aη1 − Cτη2
Lemma B.3. In the notations of Def. B.1, it holds:
κ = −
√
D · π
2
3ω21
· E∗2 (τ )
Proof. First we multiply Def. B.2 with ω1 and obtain:
κω1ω2 = Aω1η1 − Cτω1η2
en we use Legendre’s relation (Prop. 2.4) and obtain:
κω1ω2 = Aω1η1 − Cτ (η1ω2 − 2πi) =
(
A− Cτ ω2
ω1
)
· ω1η1 + 2πiCτ
=
(
A− Cτ2) · ω1η1 + 2πiCτ
m. 4.5 tells η1(Lτ ) =
pi2
3 ·E2(τ ). Now we have L = ω1 ·Lτ and from Prop. 3.8 we get
η1(L) =
1
ω1
· η1(Lτ ) = 1ω1 · pi
2
3
· E2(τ ). us ω1η1 = pi23 · E2(τ ) and we obtain:
κω1ω2 =
(
A− Cτ2) · π2
3
· E2(τ ) + 2πiCτ
From A+Bτ = −Cτ2 we obtain A− Cτ2 = A+ (A+Bτ ) = 2A+Bτ and
−
√
D · τ = −
√
D · −B +
√
D
2C
=
B · √D −D
2C
=
B · √D −B2 + 4AC
2C
= 2A+
B · √D −B2
2C
= 2A+Bτ = A− Cτ2
which yields
κω1ω2 = −
√
D · τ · π
2
3
· E2(τ ) + 2πiCτ
= −
√
D · τ · π
2
3
·
(
E2(τ )− 2πiCτ√
D · τ · pi2
3
)
But from Im(τ ) =
√−D
2C =
√
D
2C·i we get
κω1ω2 = −
√
D · τ · π
2
3
·
(
E2(τ )− 3
π Im(τ )
)
Finally we divide by ω1 · ω2 and obtain κ = −
√
D · τω1ω2 · pi
2
3 · E∗2 (τ ). Here we simplify
τ
ω1ω2
= ω2/ω1ω1ω2 =
1
ω2
1
which proves the Lemma. 
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Lemma B.4. In the notations of Def. B.1, the function
f(z) := −Aζ(Cz) + Cτζ(Cτz) + Cτκz
is elliptic with periods ω1 and ω2.
Proof. To prove the first period we calculate
f(z + ω1)− f(z) = −A · (ζ(C(z + ω1))− ζ(Cz))︸ ︷︷ ︸
T1
+ Cτ · (ζ(Cτ (z + ω1))− ζ(Cτz))︸ ︷︷ ︸
T2
+ Cτκω1
For calculating T1 = ζ(Cz + Cω1) − ζ(Cz) we apply C times the Definition 2.2 of
η1 = ζ(Cz + ω1) − ζ(Cz) and get T1 = Cη1. Similarly, as Cτω1 = Cω2, we get
T2 = ζ(Cτz + Cτω1)− ζ(Cτz) = Cη2. is yields
f(z + ω1)− f(z) = −A · Cη1 + Cτ · Cη2 + Cκω2 = C · (κω2 −Aη1 + Cτη2) = 0,
where we used Def. B.2 of κ in the last step. Now the second period:
f(z + ω2)− f(z) = −A · (ζ(C(z + ω2))− ζ(Cz))︸ ︷︷ ︸
T3
+ Cτ · (ζ(Cτ (z + ω2))− ζ(Cτz))︸ ︷︷ ︸
T4
+ Cτκω2
As above we have T3 = Cη2. en it holds
Cτω2 = Cτ
2ω1 = −(A+Bτ )ω1 = −Aω1 −Bω2
which yields T4 = −Aη1 −Bη2. is shows
f(z + ω2)− f(z) = −A ·Cη2 + Cτ · (−Aη1 −Bη2) + Cτκω2
= −ACη2 −ACτη1 −BCτη2 + Cτ (Aη1 − Cτη2)
= −C · η2 ·
(
A+Bτ + Cτ2
)
= 0
us the function f(z) has the periods ω1 and ω2. 
Lemma B.5. In the notations of Def. B.1, it holds: e number of Cτ -division points in P
is AC − 1. And every Cτ -division-point is also an AC-division-point. In brief:
|DIV (Cτ )| = AC − 1 and DIV (Cτ ) ⊂ DIV (AC)
Proof. Let L = Zω1 + Zω2 with τ :=
ω2
ω1
∈ CM as in Def. B.1.
en it holds for all u ∈ DIV (Cτ ):
Cτu ∈ L ⇐⇒ Cτu = −kω1 + lω2 ⇐⇒ u = −kω1 + lω2
Cτ
=
−kω1τ¯ + lω2τ¯
Cτ τ¯
en we have τ τ¯ = B
2−(B2−4AC)
4C2
= A
C
and τ + τ¯ = −B
C
.
is leads to τ¯ = −BC − τ and ω2τ¯ = ω1τ τ¯ = ω1 · AC and ω1τ = ω2, thus:
u =
−k · ω1 ·
(−BC − τ)+ l · ω1 ·A/C
C ·A/C =
k
A
· ω2 + l ·A+ k ·B
AC
· ω1(B.1)
Next, u has to be in P which yields 0 ≤ k
A
< 1 and 0 ≤ l·A+k·B
AC
< 1. From the first we
see that there areA possible values of k. From the second we see that 0 ≤ l+ k · BA < C ,
thus we haveC possible values of l, no maer what value of k we had chosen. is yields
AC values of u in P such that Cτu ∈ L. Since u = 0 is not a Cτ -division-point, we have
AC − 1 of the Cτ -division-points in P .
For all u ∈ DIV (Cτ ), it holds eq. (B.1), which implies AC · u ∈ L and thus u ∈
DIV (AC). is proves that DIV (Cτ ) ⊂ DIV (AC). 
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Lemma B.6. In the notations of Def. B.1 and with the function f(z) from Lemma B.4 it
holds:
g(z) := f(z)−
(
1− A
C
)
ζ(z) +
A
C
·
∑
u∈DIV (C)
ζ(z − u)−
∑
v∈DIV (Cτ)
ζ(z − v)
is constant in the whole complex plane.
Proof. First we observe that f(z) has poles of order 1 with residuum −A/C in all C-
division-points, and poles with residuum Cτ
Cτ
= 1 in all Cτ -division-points. In z = 0,
f(z) has a pole with residuum−AC +1. us, by definition of g(z), g(z) has no poles and
is analytic in the whole complex plane. We will now prove that g is also elliptic. For this
we observe that there are C2 − 1 values in the u-summation (Lemma A.2) and AC − 1
values in the v-summation (Lemma B.5). is yields:
g(z + ωk)− g(z)
= f(z + ωk)− f(z)−
(
1− A
C
)
· ηk + A
C
· (C2 − 1) · ηk − (AC − 1) · ηk
= f(z + ωk)− f(z) + ηk ·
(
−1 + A
C
+AC − A
C
−AC + 1
)
= f(z + ωk)− f(z)
Since f(z + ωk) = f(z) (cf. Lemma B.4) we get g(z + ωk) − g(z) = 0. Since all elliptic
functions without poles are constant (cf. first Liouville theorem, Prop. 1.6), the Lemma is
proven. 
Lemma B.7. In the notations of Def. B.1 and with κ from Def. B.2 it holds:
Cτκ = −
∑
v∈DIV (Cτ)
℘(v)
Proof. From Def. 1.12 we get ζ ′(z + w) = −℘(z + w) and thus around z = 0 it holds:
ζ(z + w) = ζ(w) − ℘(w) · z + O(z2) (if w /∈ L). Def. 1.11 along with Prop. 4.1 proves
that ζ(z) is odd: ζ(−z) = σ′(−z)σ(−z) = σ
′(z)
−σ(z) = −ζ(z). In Prop. 1.19, we proved that the
Laurent series of ℘(z) at z = 0 has no constant term. From ℘(z) = −ζ ′(z) we deduce
that around z = 0 it holds ζ(z) = 1z +O(z
3).
us we obtain around z = 0:
g(z) =− A
Cz
+
Cτ
Cτz
+ Cτκz −
(
1− A
C
)
· 1
z
+
A
C
·
∑
u∈DIV (C)
(ζ(−u)− ℘(−u) · z)
−
∑
v∈DIV (Cτ)
(ζ(−v)− ℘(−v) · z) +O(z2)
Since g(z) is constant (cf. Lemma B.6), the coefficient of z in this Laurent series expansion
is zero:
0 = Cτκ− A
C
·
∑
u∈DIV (C)
℘(u) +
∑
v∈DIV (Cτ)
℘(v)
m. A.16 tells that
∑
u∈DIV (C) ℘(u) = 0. It remains 0 = Cτκ +
∑
v∈DIV (Cτ) ℘(v)
which proves the Lemma. 
Proposition B.8. In the notations of Def. B.1, it holds:
√
D · E∗2(τ ) ·
π2
3ω21
=
∑
v∈DIV (Cτ) ℘(v)
Cτ
Proof. We have proved two representations of κ in Lemma B.3 and Lemma B.7. Equating
these yields Prop. B.8. 
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eorem B.9 (Remainder of Prop. 10.8). Let η(τ ) denote the Dedekind η-function
with 1728η24 = E34 − E26 . en, in the notations of Def. B.1,
√
D · E
∗
2 (τ )
η4(τ )
· (AC)2
is an algebraic integer of Z if it holds Cτ2 +Bτ +A = 0.
Proof. For τ ∈ CM we denote the laice Lˆ := pi√
3
· η(τ )2 · Lτ .
en we have Lˆ = a · Lτ with a = pi√3 · η(τ )2 and thus Prop. 3.7 and m. 4.5 yield:
h2 :=
1
4
g2(Lˆ) =
1
4
· a−4 · g2(Lτ ) = 1
4
·
(√
3
π
)4
·
4
3 · π4 · E4(τ )
η(τ )8
= 3 · E4(τ )
η(τ )8
h3 :=
1
4
g3(Lˆ) =
1
4
· a−6 · g3(Lτ ) = 1
4
·
(√
3
π
)6
·
8
27 · π6 · E6(τ )
η(τ )12
= 2 · E6(τ )
η(τ )12
Since we already proved in Prop. 10.8 on p. 42 that
E4(τ)
η(τ)8 and
E6(τ)
η(τ)12 are algebraic integers
of Z, both h2 :=
1
4g2(Lˆ) and h3 :=
1
4g3(Lˆ) are algebraic integers of Z.
In Prop. B.8 we proved for any laice L with complex multiplication:
√
D · E∗2 (τ ) ·
π2
3ω21
=
∑
v∈DIV (Cτ) ℘(v;L)
Cτ
.
For the laice Lˆ we have ω1 =
pi√
3
· η(τ )2 and thus pi2
3ω2
1
= 1η4(τ) . is proves that
√
D · E
∗
2 (τ )
η4(τ )
=
∑
v∈DIV (Cτ) ℘(v; Lˆ) · Cτ¯
Cτ · Cτ¯ =
∑
v∈DIV (Cτ) ℘(v; Lˆ) · Cτ¯
AC
where we expanded the fraction with Cτ¯ to obtain Cτ · Cτ¯ = AC in the denominator.
If we multiply this by (AC)2 , we obtain
√
D · E
∗
2 (τ )
η4(τ )
· (AC)2 =

 ∑
v∈DIV (Cτ)
AC · ℘(v; Lˆ)

 · Cτ¯
Aer Lemma B.5 we know that v ∈ DIV (Cτ ) implies v ∈ DIV (AC). And above we
proved that h2 and h3 are algebraic integers of Z, thus by m. A.17 withm = AC , the
summands AC · ℘(v; Lˆ) are algebraic integers of Z for all v ∈ DIV (AC) and for all
v ∈ DIV (Cτ ). us AC ·∑v∈DIV (Cτ) ℘(v; Lˆ) is an algebraic integer of Z.
Since Cτ¯ is a solution of x2 + Bx + AC = 0, it is also an algebraic integer of Z.
As the product of algebraic integers is an algebraic integer itself, m. B.9 is proven. 
Remark B.10. e expression X :=
√
D · E∗2 (τ)
η4(τ)
is invariant under the transformations
τ → −1/τ and τ → τ + N (for N ∈ Z), but the value of (AC)2 changes. For example
τ → τ ′ = τ + 1 transforms τ2 − τ + 41 = 0 into (τ ′ − 1)2 − (τ ′ − 1) + 41 = 0 or
τ ′2 − 3τ ′ + 43 = 0. us m. B.9 tells for this τ , that X · 412 as well as X · 432 are
algebraic integers of Z.
Euclid’s algorithm yields u, v ∈ Z with u · 412 + v · 432 = gcd(412; 432) = 1. is
proves thatX itself is an algebraic integer of Z, because
X = (u · 412 + v · 432) ·X = u ·X · 412 + v ·X · 432
By applying this method repeatedly, one can prove (using the factor 1
2
from m. A.17)
that for all τ ∈ CM , the value 2 ·X is an algebraic integer of Z, without the factor (AC)2.
And if AC is odd or if B is even, one can prove with this method that X itself is an
algebraic integer of Z (which is stated without proof in [5, Prop. 5.10.6]).
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A DETAILED PROOF OF THE CHUDNOVSKY FORMULA
WITH MEANS OF BASIC COMPLEX ANALYSIS
EIN AUSFU¨HRLICHER BEWEIS DER CHUDNOVSKY-FORMEL
MIT ELEMENTARER FUNKTIONENTHEORIE
LORENZ MILLA, AUGUST 2019
1
π
= 12 ·
∞∑
n=0
(−1)n(6n)!
(3n)!(n!)3
· 13591409 + 545140134n
6403203n+3/2
Abstract. In this paper we give another proof of the Chudnovsky for-
mula for calculating π – a proof in detail with means of basic complex
analysis.
With the exception of the tenth chapter, the proof is self-contained,
with proofs provided for all the advanced theorems we use (e.g. for the
Clausen formula and for the Picard-Fuchs differential equation).
English version: pp. 1–58
Zusammenfassung. In diesem Aufsatz wird die Chudnovsky-Formel
zur Berechnung von π erneut bewiesen – wesentlich ausfu¨hrlicher, mit
elementaren Methoden der Funktionentheorie und der Analysis.
Die beno¨tigten fortgeschrienen Sa¨tze (z.B. die Clausen-Formel und
die Picard-Fuchs-Differentialgleichung) werden ihrerseits ausfu¨hrlich
bewiesen. Nur im zehnten Kapitel verweisen wir auf externeellen.
Deutsche Version: S. 59–116
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Einleitung
Die Chudnovsky-Formel zur Berechnung von π lautet:
1
π
= 12 ·
∞∑
n=0
(−1)n(6n)!
(3n)!(n!)3
· 13591409 + 545140134n
6403203n+3/2
Diese Formel liefert mit jedemweiteren Summanden durchschnilich 14,1816weitere
Dezimalen. Sie wurde fu¨r die meisten Pi-Berechnungs-Weltrekorde seit 1989 verwendet.
Zuletzt (im Ma¨rz 2019) wurden
⌊
π · 1013⌋ = 31 415 926 535 897 Dezimalen von Emma
Haruka Iwao berechnet – ausgedruckt wa¨re der Buchstapel etwa 150 km dick und so
schwer wie der Eiffelturm.
In diesem Aufsatz werden wir die Chudnovsky-Formel ausfu¨hrlich beweisen. Voraus-
gesetzt werden nur grundlegende Kenntnisse der Funktionentheorie und der Analysis,
z.B. otientenkriterium, Leibnizregel, Laurentreihen, Residuensatz und der Satz von
Picard-Lindelo¨f.
Wir werden mit Hilfe der normierten Eisensteinreihen
E2(τ ) := 1− 24
∞∑
n=1
n
qn
1− qn mit q := e
2piiτ und Im(τ ) > 0
E4(τ ) := 1 + 240
∞∑
n=1
n3
qn
1− qn
E6(τ ) := 1− 504
∞∑
n=1
n5
qn
1− qn
zwei weitere Funktionen definieren, die bei τ163 =
1+i
√
163
2 die folgenden Werte haben:
J(τ ) :=
E4(τ )
3
E4(τ )3 − E6(τ )2 mit J(τ163) = −640320
3
s2(τ ) :=
E4(τ )
E6(τ )
·
(
E2(τ )− 3
π Im(τ )
)
mit
1− s2(τ163)
6
=
13591409
545140134
Außerdemwerdenwir die Clausen-Formel und die Picard-Fuchs-Differentialgleichung
mit einer Kummer’schen hypergeometrischen Lo¨sung beweisen und mit diesen Hilfsmit-
teln das folgende eorem vollsta¨ndig beweisen:
eorem 0.1 (Haupheorem 9.7). Fu¨r alle τ mit Im(τ ) > 1,25 gilt die folgende
Gleichung von David und Gregory Chudnovsky aus dem Jahr 1988 [7, Glg. (1.4)]:
1
2π Im(τ )
√
J(τ )
J(τ )− 1 =
∞∑
n=0
(
1− s2(τ )
6
+ n
)
· (6n)!
(3n)!(n!)3
· 1
(1728J(τ ))
n
Hierbei bezeichnet
√
den Hauptzweig der adratwurzel.
Die Chudnovsky-Formel ist dann ein Spezialfall dieser Gleichung, man muss noch τ =
τ163 einsetzen und die genannten Werte J(τ ) sowie s2(τ ) berechnen.
1 Wir werden auch
noch zehn andere passende Werte fu¨r τ einsetzen und dadurch zehn weitere Formeln zur
Berechnung von π erhalten (siehe Seite 102), wovon zwei auf Ramanujan zuru¨ckgehen.
1Die Berechnung dieser Koeffizienten s2(τ) undJ(τ)werdenwir explizit durchfu¨hren – allerdings beno¨tigt
unser Beweis, dass die Koeffizienten exakt die berechneten Werte haben, deutlich mehr als elementare Funk-
tionentheorie. Deshalb verweisen wir den Leser (in den Beweisen von Satz 10.4 und 10.7) auf Literatur, in der
bewiesen wird, dass 1728J(τ) ganzzahlige Werte hat bzw. dass s2(τ) rationale Werte hat.
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1. Elliptische Funktionen
In diesem Kapitel werden alle fu¨r den Beweis der Chudnovsky-Formel beno¨tigten Be-
griffe und Sa¨tze entwickelt. Die Notation und einige Beweise orientieren sich an [9]. Dort
findet man auch ausfu¨hrlichere Erla¨uterungen und Zusammenha¨nge.
Definition 1.1. Zu jedem Paar (ω1, ω2) komplexer Zahlen, die R-linear unabha¨ngig sind
(also gilt ω2/ω1 /∈ R) nennt man
L = Zω1 + Zω2 = {mω1 + nω2 |m,n ∈ Z} ⊂ C
ein
”
Gier“. ω1 und ω2 heißen dann auch ”
Basisperioden“ des Giers.
Definition 1.2. Eine
”
elliptische Funktion zum Gier L“ ist eine meromorphe Funktion
f : C→ C ∪ {∞} mit der Eigenscha
f(z + ω) = f(z) fu¨r alle ω ∈ L und z ∈ C
”
Meromorph“ bedeutet, dass f keine außerwesentlichen Singularita¨ten hat, dass die Polstel-
lenmenge von f keinen Ha¨ufungspunkt hat, und dass f außerhalb der Polstellen analytisch
ist. Um nachzuweisen, dass eine meromorphe Funktion elliptisch ist, reicht es zu pru¨fen, ob
f(z+ω1) = f(z) = f(z+ω2) fu¨r die beiden Basisperioden des Giers gilt – deshalb nennt
man elliptische Funktionen auch
”
doppeltperiodisch“.
Definition 1.3. Jedes Gier L erzeugt eine A¨quivalenzrelation auf den komplexen Zahlen:
Wir nennen z1 ∈ C und z2 ∈ C ”a¨quivalent modulo L“, falls z1 − z2 ∈ L ist (dann ist es
na¨mlich egal, ob man z1 oder z2 in eine elliptische Funktion zum Gier L einsetzt).
Definition 1.4. Das
”
Periodenparallelogramm“ P und sein Abschluss P lauten:
P = { sω1 + tω2 | 0 ≤ s, t < 1 } und P = { sω1 + tω2 | 0 ≤ s, t ≤ 1 }
Da ω1 und ω2 R-linear unabha¨ngig sind, gibt es zu jedem z ∈ C genau ein z′ ∈ P , das
modulo L a¨quivalent zu z ist. Eine Abbildung von P befindet sich auf Seite 67 (Abb. 2.1).
Satz 1.5 (Satz von Liouville). Jede beschra¨nkte analytische Funktion C→ C ist konstant.
Beweis. Fu¨r z ∈ C beweisen wir zuna¨chst f ′(z) = 0: Durch Ableiten der Cauchy’schen
Integralformel (mit der Leibniz’schen Regel) folgt fu¨r alle r > 0:
|f ′(z)| =
∣∣∣∣∣ 12πi
∮
|ζ−z|=r
f(ζ)
(ζ − z)2 dζ
∣∣∣∣∣ ≤ 12π · Cr2 · 2πr = Cr
Hier haben wir die Beschra¨nktheit |f(ζ)| ≤ C und den Umfang des Kreises genutzt. Fu¨r
r →∞ folgt also f ′(z) = 0 und somit dass f konstant ist. 
Satz 1.6 (Erster Liouville’scher Satz). Jede elliptische Funktion ohne Polstellen ist konstant.
Beweis. Eine elliptische Funktion f nimmt jeden ihrer Werte schon im Periodenparallelo-
gramm P an. Aber P ist beschra¨nkt und abgeschlossen (siehe Abb. 2.1 auf S. 67), deshalb
besitzt f wie jede stetige Funktion in P ein Maximum. Aus der Periodizita¨t folgt, dass f
auf ganz C beschra¨nkt und somit nach dem Satz von Liouville (Satz 1.5) konstant ist. 
Satz 1.7 (Zweiter Liouville’scher Satz). Jede elliptische Funktion hat nur endlich viele Pole
(modulo L) und die Summe ihrer Rediduen verschwindet.
Beweis. Zu jeder Polstelle einer elliptischen Funktion gibt es eine a¨quivalente Polstelle
in P (vgl. Def. 1.4). Die Menge der Pole einer elliptischen Funktion ist diskret, also lie-
gen nur endlich viele Pole in der kompakten Menge P aus Def. 1.4. Wenn wir nun P so
verschieben, dass keine Pole mehr auf dem Rand liegen, und einmal entlang des Randes
integrieren, folgt aus der Periodizita¨t der ℘-Funktion, dass das Integral den Wert Null hat
(die Beitra¨ge gegenu¨berliegender Kanten heben sich gegenseitig auf). Aus dem Residu-
ensatz folgt nun, dass die Summe der Residuen verschwindet. 
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Satz 1.8 (Drier Liouville’scher Satz). Jede nichtkonstante elliptische Funktion f hat mo-
dulo L gleich viele Null- und Polstellen, wobei diese mit ihrer Vielfachheit zu rechnen sind.
Beweis. Wenn f eine nichtkonstante elliptische Funktion ist, ist auch g(z) := f
′(z)
f(z) eine
nichtkonstante elliptische Funktion.
Wenn die Laurentreihe von f in z0 mit f(z) ≈ a · (z − z0)k beginnt (k ∈ Z, k 6= 0),
gilt f ′(z) ≈ k · a · (z − z0)k−1 und g(z) ≈ kz−z0 . Also gilt fu¨r alle Null- und Polstellen
von f(z), dass g(z) dort einen Pol erster Ordnung mit Residuum k hat.
Aus der Definition g(z) := f
′(z)
f(z) folgt, dass g keine weiteren Pole hat.
Die Summe der Residuen von g verschwindet (zweiter Liouville’scher Satz 1.7), also
gilt: Die Summe der positiven Residuen von g (die Summe der Nullstellenordnungen von
f ) ist betragsma¨ßig gleich groß wie die Summe der negativen Residuen von g (die Summe
der Polstellenordnungen von f ). 
Definition 1.9. Die Weierstraß’sche σ-Funktion zum Gier L ist wie folgt definiert:
σ(z;L) := z ·
∏
ω∈L
ω 6=0
{(
1− z
ω
)
· exp
(
z
ω
+
1
2
( z
ω
)2)}
Die σ-Funktion wird in Kapitel 4 weiter untersucht, siehe z.B. Satz 4.1, 4.2 und 4.4.
Bemerkung 1.10. Dieses Produkt konvergiert aufgrund des Exponentialfaktors absolut,
und die Nullstellen von σ(z;L) sind genau die Punkte des Giers L. Es sind einfache Null-
stellen. Trotzdem ist die σ-Funktion nicht doppeltperiodisch (vgl. Satz 4.2).
Definition 1.11. Die Weierstraß’sche ζ-Funktion zu einem Gier L ist als logarithmische
Ableitung der σ-Funktion definiert:
ζ(z;L) :=
d
dz
lnσ(z;L) =
d
dz
(ln z) +
∑
ω∈L
ω 6=0
d
dz
{
ln
(
1− z
ω
)
+
z
ω
+
1
2
( z
ω
)2}
=
1
z
+
∑
ω∈L
ω 6=0
(
1
z − ω +
1
ω
+
z
ω2
)
Die ζ-Funktion wird in Kapitel 2 weiter untersucht, siehe z.B. Def. 2.2 und Bem. 2.3.
Definition 1.12. Die Weierstraß’sche ℘-Funktion ist definiert als die negative Ableitung
der Weierstraß’schen ζ-Funktion:
℘(z;L) := −ζ ′(z;L) = 1
z2
+
∑
ω∈L
ω 6=0
(
1
(z − ω)2 −
1
ω2
)
Bemerkung 1.13. Die Ableitung der Weierstraß’schen ℘-Funktion lautet:
℘′(z;L) =
∑
ω∈L
−2
(z − ω)3
Satz 1.14. ℘(z;L) ist eine gerade und ℘′(z;L) ist eine ungerade Funktion, d.h.
℘(−z;L) = ℘(z;L) und ℘′(−z;L) = −℘′(z;L)
Beweis. Mit ω durchla¨u auch −ω alle Gierpunkte. Hieraus folgt:
℘(−z;L) = 1
(−z)2 +
∑
ω∈L
ω 6=0
(
1
(−z − ω)2 −
1
ω2
)
=
1
z2
+
∑
−ω∈L
−ω 6=0
(
1
(z − (−ω))2 −
1
(−ω)2
)
= ℘(z;L)
– 64 – L. Milla: Ein ausfu¨hrlicher Beweis der Chudnovsky-Formel
Und fu¨r ℘′(z) gilt:
℘′(−z;L) =
∑
ω∈L
−2
(−z − ω)3 = −
∑
−ω∈L
−2
(z − (−ω))3 = −℘
′(z;L)

Satz 1.15. Die Weierstraß’sche ℘-Funktion ist doppeltperiodisch, d.h. fu¨r alle ω ∈ L gilt
℘(z + ω;L) = ℘(z;L).
Beweis. Man sieht sofort, dass ℘′ doppeltperiodisch ist, weil u¨ber alle Gierpunkte sum-
miert wird und keine weiteren Terme in der Summe stehen. Also gilt℘′(z+ω)−℘′(z) = 0
und somit ℘(z + ω) − ℘(z) = const. Wenn wir fu¨r ω eine der Basisperioden des Giers
wa¨hlen, dann ist−ω
2
/∈ L. Wir erhalten den Wert der Konstanten mit Hilfe von Satz 1.14:
℘
(−ω2 + ω) − ℘(−ω2 ) = ℘(ω2 )− ℘(−ω2 ) = 0. Es folgt ℘(z + ω) = ℘(z) fu¨r alle Basis-
perioden des Giers L und somit auch fu¨r alle anderen Gierpunkte. 
Satz 1.16. Die Nullstellen von ℘′ sind genau diejenigen Stellen ω2 , die selbst nicht im Gier
liegen, fu¨r die aber ω im Gier liegt. Wenn L = Zω1 + Zω2 ist, gilt also
℘′
(ω1
2
)
= ℘′
(ω2
2
)
= ℘′
(
ω1 + ω2
2
)
= 0
Beweis. Sei ωk ∈ L so gewa¨hlt, dass ωk2 /∈ L. Dann durchla¨u mit ω auch ω′ = ω + ωk
alle Gierpunkte und es gilt:
℘′
(
−ωk
2
;L
)
=
∑
ω∈L
−2(−ωk2 − ω)3 =
∑
ω′∈L
−2(−ωk2 − (ω′ − ωk))3
=
∑
ω′∈L
−2(
ωk
2 − ω′
)3 = ℘′(ωk2 ;L
)
Weil ℘′ nach Satz 1.14 eine ungerade Funktion ist und weil nach Voraussetzung±ωk2 /∈ L
ist, gilt ℘′
(−ωk2 ;L) = −℘′(ωk2 ;L). Folglich muss ℘′(ωk2 ;L) = 0 sein. Aus dem drien
Liouville’schen Satz 1.8 folgt, dass ℘′ (modulo L) keine weiteren Nullstellen hat. 
Definition 1.17. Die Reihen Gn = Gn(L) :=
∑
ω∈L
ω 6=0
ω−n heißen
”
Eisensteinreihen zum
Gier L“ und konvergieren fu¨r natu¨rliche n ≥ 3 absolut.
Satz 1.18. Die Eisensteinreihen mit ungeradem Gewicht verschwinden.
Beweis. Wenn n ungerade ist, dann gilt fu¨r alle ω ∈ L − {0}, dass sich die Summanden
ω−n und (−ω)−n = − (ω−n) gegenseitig aueben. 
Satz 1.19. Die Weierstraß’sche ℘-Funktion la¨sst sich in der Na¨he von z = 0 durch folgende
Laurentreihe ohne konstanten Term darstellen:
℘(z;L) =
1
z2
+
∞∑
n=1
(2n+ 1) ·G2n+2(L) · z2n
Beweis. Wir untersuchen zuna¨chst f(z) := ℘(z;L) − 1z2 . Bei z = 0 folgt direkt aus der
Definition 1.12 der ℘-Funktion, dass f(0) = 0 ist. Fu¨r die Ableitungen von f(z) bei z = 0
folgt dann mit Hilfe der Darstellung von ℘′ aus Bemerkung 1.13:
f (n)(z) = (−1)n(n+ 1)!
∑
ω∈L
ω 6=0
1
(z − ω)n+2 falls n ≥ 1
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Hieraus folgt (wegen Satz 1.18), dass die ungeraden Ableitungen bei z = 0 verschwinden,
und dass fu¨r die geraden gilt:
f (2n)(0) = (−1)2n(2n+1)!
∑
ω∈L
ω 6=0
1
(−ω)2n+2 = (2n+1)!
∑
ω∈L
ω 6=0
1
ω2n+2
= (2n+1)! ·G2n+2
mit den Eisensteinreihen aus Definition 1.17. Insgesamt haben wir also bewiesen, dass
f(z) =
∑∞
n=1
f2n(0)
(2n)! · z2n =
∑∞
n=1(2n+ 1)G2n+2 · z2n gilt, und wir sind fertig. 
Satz 1.20. Es gilt folgende algebraische Differentialgleichung der ℘-Funktion zum Gier L:
℘′(z)2 = 4℘(z)3 − g2℘(z)− g3
mit g2 = g2(L) := 60G4(L) = 60
∑
ω∈L
ω 6=0
ω−4
und g3 = g3(L) := 140G6(L) = 140
∑
ω∈L
ω 6=0
ω−6
Beweis. Wir verwenden den Anfang der Laurentreihe aus Satz 1.19 und zeigen, dass die
Funktion h(z) := ℘′(z)2 − 4℘(z)3 + 60G4℘(z) keine Pole hat:
℘(z;L) = z−2 + 3G4z2 + 5G6z4 +O(z6)
=⇒ ℘(z;L)2 = z−4 + 6G4 + 10G6z2 +O(z4)
=⇒ ℘(z;L)3 = ℘(z;L)2 · ℘(z;L) = z−6 + 9G4z−2 + 15G6 +O(z2)
und ℘′(z;L) = −2z−3 + 6G4z + 20G6z3 +O(z5)
=⇒ ℘′(z;L)2 = 4z−6 − 24G4z−2 − 80G6 +O(z2)
=⇒ ℘′(z;L)2 − 4℘(z;L)3 = −60G4z−2 − 140G6 +O(z2)
=⇒ ℘′(z;L)2 − 4℘(z;L)3 + 60G4℘(z;L) = −140G6 +O(z2)
h(z) hat also bei z = 0 keinen Pol. Weil h(z) aufgrund seiner Definition doppeltperi-
odisch ist, hat h(z) also auch in den anderen Gierpunkten keine Pole, und außerhalb
der Gierpunkte haben sowieso weder ℘ noch ℘′ Pole, insofern ist h(z) eine elliptische
Funktion ohne Pole und nach dem ersten Liouville’schen Satz 1.6 konstant. Der kon-
stante Wert von h(z) ergibt sich zu −140G6 und wir erhalten ℘′(z;L)2 = 4℘(z;L)3 −
60G4(L)℘(z;L)− 140G6(L), was zu zeigen war. 
Satz 1.21. Wenn L = Zω1 + Zω2 ist, gilt:
℘′(z)2 = 4 · (℘(z)− e1) · (℘(z)− e2) · (℘(z)− e3)
mit den paarweise verschiedenen Halbwerten der ℘-Funktion
e1 := ℘
(ω1
2
)
; e2 := ℘
(ω2
2
)
; e3 := ℘
(
ω1 + ω2
2
)
Beweis. Nach Satz 1.16 gilt z.B. ℘′
(
ω1
2
)
= 0. Also gilt fu¨r f(z) := ℘(z) − e1 sowohl
f
(
ω1
2
)
= 0 als auch f ′
(
ω1
2
)
= 0 – somit hat f bei ω12 eine doppelte Nullstelle. Aus dem
drien Liouville’schen Satz 1.8 folgt, dass ℘(z)− e1 keine weiteren Nullstellen hat. Somit
sind die e1;2;3 paarweise verschieden.
Aus Satz 1.20 und 1.16 folgt dann, dassP (X) := 4X3−g2X−g3 die drei verschiedenen
Nullstellen e1, e2 und e3 hat. Hieraus folgt P (X) = 4(X − e1)(X − e2)(X − e3). Mit
X = ℘(z) folgt dann aus Satz 1.20 die zu beweisende Aussage. 
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2. Q_uasiperioden und ihre Integraldarstellung
In diesem Abschni definieren wir den Begriff
”
asiperiode“ eines Giers mit Hil-
fe der Weierstraß’schen ζ-Funktion und geben eine alternative Darstellung der Perioden
undasiperioden mit Hilfe elliptischer Integrale an. Hierfu¨r beno¨tigen wir die Differen-
tialgleichung der ℘-Funktion aus Satz 1.20.
Satz 2.1. DieWeierstraß’sche ζ-Funktion aus Def. 1.11 ist zwar nicht doppeltperiodisch, aber
immerhin ist der Wert der
”
asiperiode“
η(ω;L) := ζ(z + ω;L)− ζ(z;L)
unabha¨ngig von der Wahl von z (solange z /∈ L).
Beweis. Wenn wir die rechte Seite mit R(z) := ζ(z + ω;L) − ζ(z;L) bezeichnen und
nach z ableiten, erhalten wir nach Def. 1.12: R′(z) = −℘(z + ω;L) − (−℘(z;L)) =
℘(z;L) − ℘(z + ω;L). Nach Satz 1.15 ist das Null, also ist R(z) konstant bezu¨glich z.
Diese Konstante ha¨ngt dann noch vom Gier L und von der Wahl von ω ab – und wir
ko¨nnen sie mit η(ω;L) bezeichnen. 
Definition 2.2. Man nennt die folgenden Werte η1(L) und η2(L) auch ”
Basis-asiperi-
oden“ des Giers L = Zω1 + Zω2:
ηk(L) := ζ(z + ωk;L)− ζ(z;L)
Bemerkung: durch wiederholteAnwendungder Beziehung aus Satz 2.1 folgt, dass diese beiden
Werte sa¨mtliche anderenasiperioden η(ω;L) wie ein Gier erzeugen, deshalb heißen sie
”
Basis“-asiperioden.
Bemerkung 2.3. In Definition 2.2 erkennenwir, dass ηk angibt, um wie viel derWert der ζ-
Funktion zunimmt, wenn man das Argument um ωk vera¨ndert. Die in der Literatur u¨blichen
Begriffe
”
Periode des Giers“ und
”
asiperiode des Giers“ sind also eigentlich unpassend:
• Fu¨r ωk sollte man sta ”Periode des Giers L“ besser ”Periode der ℘-Funktion zum
Gier L“ sagen.
• Fu¨r ηk sollte man sta ”asiperiode des Giers L“ besser ”Gewindesteigung oder
Gangho¨he der ζ-Funktion zum Gier L“ sagen.
Wir werden trotzdem die u¨blichen Begriffe weiter verwenden.
Satz 2.4 (Legendre’sche Relation). Fu¨r die Basisperioden und zugeho¨rigen Basisquasiperi-
oden des Giers L = Zω1 + Zω2 gilt die sogenannte ”
Legendre’sche Relation“:
η1ω2 − η2ω1 = 2πi
Beweis. Wir verschieben das Periodenparallelogramm P (Def. 1.4) so, dass keine Gier-
punkte auf dem Rand liegen: Pv = P + v mit v ∈ C. Dann liefert der Residuensatz:∮
δPv
ζ(z)dz = 2πi,
weil die ζ-Funktion (modulo L) nur einen Pol mit Residuum 1 hat (siehe Def. 1.11). Ande-
rerseits kann man unter Verwendung der Definition 2.2 der asiperioden die Integrale
la¨ngs gegenu¨berliegender Kanten zusammenfassen: die beiden zu ω1 parallelen Kanten
liefern einen Beitrag von −η2ω1, die beiden zu ω2 parallelen Kanten liefern η1ω2. Insge-
samt lautet der Wert des Integrals also η1ω2 − η2ω1 = 2πi. 
Definition 2.5. Seien g2 und g3 zwei komplexe Zahlen. Dann ist
X(g2, g3) :=
{
(x, y) ∈ C2 ∣∣ y2 = 4x3 − g2x− g3}
ein Beispiel einer
”
ebenen affinen Kurve“. Wenn ein Gier L gegeben ist, dann kann man
mit g2 = g2(L) und g3 = g3(L) aus Satz 1.20 auch schreiben:
X(L) = X(g2(L), g3(L))
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Satz 2.6. Die Zuordnung Φ mit
Φ : C− L → X(g2(L), g3(L)) ⊂ C2
z 7→ (℘(z;L), ℘′(z;L))
ist wohldefiniert, differenzierbar und doppeltperiodisch.
Beweis. Die Wohldefiniertheit folgt aus der algebraischen Differentialgleichung der ℘-
Funktion in Satz 1.20 und der dazu passend gewa¨hlten Definition von X(g2(L), g3(L)).
Φ ist doppeltperiodisch und differenzierbar, weil sowohl ℘ als auch ℘′ doppeltperiodisch
und differenzierbar sind. 
Definition 2.7. Es sei L = Zω1 + Zω2 ein Gier mit Basisperioden ω1 und ω2. Dann
definieren wir die beiden Wege β1 und β2 wie folgt:
β1(t) :=
1
4
· ω2 + t · ω1 fu¨r 0 ≤ t ≤ 1
β2(t) :=
1
4
· ω1 + t · ω2 fu¨r 0 ≤ t ≤ 1
Bemerkung 2.8. Die in 2.7 definierten Wege βk sind in Abbildung 2.1 zu sehen. Auf den
Wegen liegen keine Polstellen von ℘ und ℘′ (schwarze Punkte im Bild); und keine Nullstellen
von ℘′ (Kreise im Bild, vgl. Satz 1.16).
0 ω1
ω2 ω1 + ω2
ω2
2
ω1+ω2
2
ω1
2
β1
β2
Abbildung 2.1. Periodenparallelogramm P (vgl. Def. 1.4) mit Gier-
punkten (Polstellen von ℘ und ℘′) und halben Gierpunkten (Nullstel-
len von ℘′) und den Wegen βk aus Def. 2.7.
Satz 2.9. Es sei L = Zω1 + Zω2. Dann definieren wir mit Hilfe der Wege βk aus Def. 2.7
zwei Wege αk := (℘(βk), ℘
′(βk)). Diese αk sind geschlossene Wege durch die ebene affine
Kurve X(g2(L), g3(L)). Die Basisperioden bzw. Basisquasiperioden des Giers kann man
dann durch die folgenden elliptischen Integrale darstellen:
ωk =
∮
αk
dx
y
sowie ηk(L) = −
∮
αk
x dx
y
Beweis. Die Wege αk sind tatsa¨chlich Wege durch X(g2(L), g3(L)), weil mit der Dif-
ferentialgleichung der ℘-Funktion (Satz 1.20) folgt, dass die definierende Gleichung aus
Def. 2.5 fu¨r alle Punkte auf αk erfu¨llt ist. Aus βk(1) = βk(0) + ωk folgt ℘(βk(0)) =
℘(βk(1)) und Gleiches fu¨r ℘
′. Also ist αk(0) = αk(1) und somit sind die Wege αk ge-
schlossen. Mit (x, y) = (℘(z), ℘′(z)) entlang der Wege αk folgt dann dxdz = ℘
′(z) und
somit ∮
αk
dx
y
=
∫
βk
℘′(z)dz
℘′(z)
=
∫
βk
dz = βk(1)− βk(0) = ωk
und −
∮
αk
x dx
y
= −
∫
βk
℘(z)℘′(z)dz
℘′(z)
=
∫
βk
−℘(z)dz
=
∫
βk
ζ ′(z)dz = ζ(z + ωk;L)− ζ(z;L) = ηk(L)

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3. A¨qivalente Gitter und die absolute Invariante J
In diesem Kapitel werden wir sehen, dass zwei Gier, die durch eine Drehstreckung
auseinander hervorgehen,
”
a¨quivalent“ genannt werden ko¨nnen und dass a¨quivalente
Gier die gleiche absolute Invariante J haben.
Definition 3.1. Zwei Gier L und L′, die durch eine Drehstreckung L′ = a ·L mit a ∈ C
auseinander hervorgehen (a 6= 0), heißen a¨quivalent.
Bemerkung 3.2. Fu¨r jede elliptische Funktion f(z) zum Gier L ist g(z) = f
(
z
a
)
eine
elliptische Funktion zum Gier L′ = a · L. Deshalb nennt man L und L′ auch a¨quivalent.
Satz 3.3. Zu jedem Gier L = Zω1 + Zω2 gibt es ein a¨quivalentes Gier Lτ = Z + Zτ ,
wobei τ in der oberen HalbebeneH liegt.
Beweis. Wa¨hle den Faktor a = 1
ω1
, dann gilt L′ = a ·L = Z+Z · ω2
ω1
. Falls Im
(
ω2
ω1
)
> 0
ist, setzen wir τ = ω2ω1 . Falls Im
(
ω2
ω1
)
< 0 ist, setzen wir τ = −ω2ω1 (das ist immer noch
das gleiche Gier, nur ein anderer Basisvektor). Der Fall Im
(
ω2
ω1
)
= 0 ist ausgeschlossen,
weil sonst ω2ω1 ∈ R wa¨re und somit L kein Gier wa¨re (vgl. Def. 1.1). 
Definition 3.4. Wir nennen τ1 ∈ H und τ2 ∈ H ”a¨quivalent“, wenn die Gier Lτ1 und
Lτ2 a¨quivalent sind. Beispielsweise sind τ und τ + 1 a¨quivalent (weil sie das gleiche Gier
erzeugen), aber auch τ und −1/τ sind a¨quivalent (weil L−1/τ = 1/τ · Lτ ist).
Definition 3.5. Gegeben sei ein Gier L ⊂ C. Mit den Definitionen von g2(L) und g3(L)
aus Satz 1.20 definieren wir die
”
Diskriminante“ ∆ des Giers und die
”
absolute Invariante“
J des Giers:
∆(L) := g32(L)− 27g23(L)
J(L) :=
g32(L)
g32(L)− 27g23(L)
Bemerkung 3.6. Wenn wir uns auf ein Gier der Form Lτ = Z+ Zτ beziehen, schreiben
wir kurz g2(τ ) sta g2(Lτ ). Ebenso schreiben wir abku¨rzend g3(τ ),Gk(τ ),∆(τ ) und J(τ ).
Satz 3.7. Wenn L′ = a · L ein zu L a¨quivalentes Gier mit a 6= 0 ist, dann gilt folgende
Transformationsformel fu¨r die Eisensteinreihen:
Gk(aL) = a
−k ·Gk(L)
und folglich:
g2(aL) = a
−4g2(L) und g3(aL) = a−6g3(L)
Hieraus wiederum folgt
∆(aL) = a−12∆(L) und J(aL) = J(L)
Insbesondere a¨ndert sich der Wert der absoluten Invariante J nicht, wenn man zu einem
a¨quivalenten Gier u¨bergeht. Das rechtfertigt den Namen Invariante.
Beweis. Das ist eine Folge aus der Definition 1.17 der Eisensteinreihen:
Gk(aL) =
∑
ω′∈aL
ω′ 6=0
ω′−k =
∑
ω′∈aL
ω′ 6=0
(
ω′
a
)−k
· a−k = a−k ·
∑
ω∈L
ω 6=0
ω−k = a−k ·Gk(L)
wobei ω′ = a · ω verwendet wurde. Es folgt g2(aL) = 60G4(aL) = a−4 · g2(L)
sowie g3(aL) = 140G6(aL) = a
−6 · g3(L). Schließlich erhalten wir die Diskriminante
∆(aL) = (a−4)3g32(L) − 27(a−6)2g23(L) = a−12 · ∆(L) und die absolute Invariante
J(aL) = J(L), die sich also bei einer Drehstreckung des Giers nicht a¨ndert. 
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Satz 3.8. Fu¨r die Perioden undasiperioden von L′ = a · L gilt:
ω′k = a · ωk und ηk(L′) =
1
a
· ηk(L).
Beweis. Die erste Gleichung folgt aus derMultiplikation des Giers mit der Zahl a.Weiter
folgt mit Def. 2.2 und Satz 2.1 fu¨r beliebiges z ∈ C \ (L ∪ L′):
ηk(L
′) = ηk(aL) = ζ(z + aωk; aL)− ζ(z; aL) = ζ(az + aωk; aL)− ζ(az; aL)
Dann verwenden wir die Definition 1.11 der Weierstraß’schen ζ-Funktion und erhalten:
ζ(az; aL) =
1
az
+
∑
ω∈aL
ω 6=0
(
1
az − ω +
1
ω
+
az
ω2
)
Jetzt folgt ein Variablenwechsel v := ω/a. Aus ω ∈ aL folgt dann v ∈ L und somit:
ζ(az; aL) =
1
az
+
∑
v∈L
v 6=0
(
1
az − av +
1
av
+
az
(av)2
)
=
1
a
ζ(z;L)
Derselbe Variablenwechsel liefert analog ζ(az + aωk; aL) =
1
a
ζ(z + ωk;L) und
ηk(L
′) = ζ(az + aωk; aL)− ζ(az; aL) = 1
a
ζ(z + ωk;L)− 1
a
ζ(z;L) =
1
a
· ηk(L) 
Definition 3.9. Gegeben ist das Gier Lτ = Z + Zτ . Dann definieren wir ein zu Lτ
a¨quivalentes Gier LJ durch
LJ := µ(τ ) · Lτ mit µ(τ ) :=
√
g3(Lτ )
g2(Lτ )
Die Basisperioden von LJ bezeichnen wir im Folgenden mit (Ω1,Ω2) und die zugeho¨rigen
Basisquasiperioden ηk(LJ) bezeichnen wir mit (H1, H2).
Bemerkung 3.10. Es ist egal, fu¨r welchen Zweig der adratwurzel man sich bei µ(τ )
entscheidet, denn negierte Basisperioden erzeugen das gleiche Gier:
Zω1 + Zω2 = Z · (−ω1) + Z · (−ω2).
Satz 3.11. Die ebene affine Kurve zum Gier LJ hat eine Darstellung, die nur von der
absoluten Invarianten J des Giers LJ abha¨ngt (deshalb nennt man das Gier LJ ). Diese
lautet:
X(LJ) =
{
(x, y) ∈ C2
∣∣∣∣ y2 = 4x3 − 27JJ − 1(x+ 1)
}
Beweis. Aus dem Transformationsverhalten der g2 und g3 in Satz 3.7 folgt mit LJ =
µ(τ ) · Lτ :
g2(LJ ) = µ(τ )
−4 · g2(Lτ ) = g2(Lτ )
2
g3(Lτ )2
· g2(Lτ ) = g2(Lτ )
3
g3(Lτ )2
g3(LJ ) = µ(τ )
−6 · g3(Lτ ) = g2(Lτ )
3
g3(Lτ )3
· g3(Lτ ) = g2(Lτ )
3
g3(Lτ )2
Im Gier LJ gilt also g2(LJ ) = g3(LJ ) =: g. Die absolute Invariante des Giers LJ ist
dann nach Definition 3.5:
J =
g3
g3 − 27g2 =
g
g − 27 =⇒ g =
27J
J − 1
und wir erhalten die angeku¨ndigte ebene affine Kurve mit der Gleichung
y2 = 4x3 − g2(LJ)x− g3(LJ ) = 4x3 − g(x+ 1) = 4x3 − 27J
J − 1(x+ 1). 
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4. Fourierentwicklungen der Eisensteinreihen
In diesem Kapitel beweisen wir einige Eigenschaen derWeierstraß’schen σ-Funktion
und die Fourierdarstellungen in m. 4.5. Der Beweis folgt [14, Kap. 18, §1-3].
Satz 4.1. Die Weierstraß’sche σ-Funktion ist ungerade: σ(−z;L) = −σ(z;L).
Beweis. Wir rufen uns Definition 1.9 von Seite 63 in Erinnerung:
σ(z;L) := z ·
∏
ω∈L
ω 6=0
{(
1− z
ω
)
· exp
(
z
ω
+
1
2
( z
ω
)2)}
Hier erkennen wir, dass mit ω auch −ω alle Punkte des Giers L durchla¨u, und dass
folglichσ(−z;L) = −σ(z;L) gilt, wobei das zusa¨tzlicheMinuszeichen vom ersten Faktor
z stammt. 
Satz 4.2. Es gilt das folgende Transformationsverhalten der σ-Funktion bei Translation um
eine der beiden Basisperioden des Giers L = Zω1 + Zω2:
σ(z + ωk) = − exp
(
ηk ·
(
z +
ωk
2
))
· σ(z)
Beweis. Zuna¨chst folgt aus den Definitionen 1.11 und 2.2 fu¨r ζ und die ηk:
d
dz
log
(
σ(z + ωk)
σ(z)
)
=
d
dz
log(σ(z + ωk))− d
dz
log(σ(z))
=
σ′(z + ωk;L)
σ(z + ωk;L)
− σ
′(z;L)
σ(z;L)
= ζ(z + ωk;L)− ζ(z;L) = ηk
=⇒ log
(
σ(z + ωk)
σ(z)
)
= ηk · z + c(ωk)
=⇒ σ(z + ωk)
σ(z)
= exp(ηk · z + c(ωk)) = exp(ηk · z) · exp(c(ωk))
Den Wert exp(c(ωk)) bestimmen wir, indem wir z = −ωk2 einsetzen. Dabei verwenden
wir, dass dieser Wert nicht im Gier Lτ liegt und dass σ ungerade ist:
exp
(
−ηk · ωk
2
+ c(ωk)
)
=
σ
(−ωk2 + ωk)
σ
(−ωk
2
) = σ(ωk2 )
σ
(−ωk
2
) = −1 ∣∣∣ · exp(ηk · ωk
2
)
=⇒ exp(c(ωk)) = − exp
(
ηk · ωk
2
)
=⇒ σ(z + ωk)
σ(z)
= − exp(ηk · z) · exp
(
ηk · ωk
2
)
= − exp
(
ηk ·
(
z +
ωk
2
))

Satz 4.3. Wir definieren die Funktion
ϕ(z;Lτ ) := exp
(
−η1
2
· z2 + iπz
)
· σ(z;Lτ )
mit Hilfe der ersten Basisquasiperiode η1 = η1(Lτ ). Fu¨r diese Funktion gilt dann:
ϕ(z + 1;Lτ ) = ϕ(z;Lτ ) und ϕ(z + τ ;Lτ ) = − exp(2πiz) · ϕ(z;Lτ )
Beweis. Wir verwenden das Transformationsverhalten der σ-Funktion aus Satz 4.2:
ϕ(z + 1;Lτ ) = exp
(
−1
2
η1 · (z + 1)2 + iπ(z + 1)
)
· σ(z + 1;Lτ )
= − exp
(
−η1
2
· (z2 + 2z + 1) + iπ(z + 1) + η1 ·
(
z +
ω1
2
))
· σ(z;Lτ )
= − exp
(
−η1
2
· (2z + 1) + iπ + η1 ·
(
z +
1
2
))
· ϕ(z;Lτ )
= − exp(iπ) · ϕ(z;Lτ ) = ϕ(z;Lτ )
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Und fu¨r die andere Basisperiode von Lτ folgt ebenfalls mit Satz 4.2:
ϕ(z + τ ;Lτ ) = exp
(
−η1
2
· (z + τ )2 + iπ(z + τ )
)
· σ(z + τ ;Lτ )
= − exp
(
−η1
2
· (z2 + 2zτ + τ2) + iπ(z + τ ) + η2 ·
(
z +
ω2
2
))
· σ(z;Lτ )
= − exp
(
−η1
2
· (2zτ + τ2) + iπτ + η2 ·
(
z +
τ
2
))
· ϕ(z;Lτ )
= − exp
(
−η1 · τ
(
z +
τ
2
)
+ iπτ + η2 ·
(
z +
τ
2
))
· ϕ(z;Lτ )
Jetzt verwenden wir noch die Legendre-Relation des Giers Lτ aus Satz 2.4 in der Form
η1 · τ = 2πi+ η2 (setze ω1 = 1 und ω2 = τ ein) und erhalten:
ϕ(z + τ ;Lτ ) = − exp
(
−(2πi + η2) ·
(
z +
τ
2
)
+ iπτ + η2 ·
(
z +
τ
2
))
· ϕ(z;Lτ )
= − exp
(
−2πi
(
z +
τ
2
)
+ iπτ
)
· ϕ(z;Lτ ) = − exp(−2πiz) · ϕ(z;Lτ )

Satz 4.4. Die Weierstraß’sche σ-Funktion zum Gier Lτ hat die folgende Fourierentwick-
lung mit qz = e
2piiz und qτ = e
2piiτ und η1 = η1(Lτ ):
σ(z; τ ) =
1
2πi
eη1·z
2/2 · (q1/2z − q−1/2z ) ·
∞∏
n=1
(1− qnτ qz)(1− qnτ /qz)
(1− qnτ )2
Beweis. Wir beweisen zuna¨chst, dass fu¨r die in Satz 4.3 definierte ϕ-Funktion gilt:
ϕ(z;Lτ ) =
qz − 1
2πi
·
∞∏
n=1
(1− qnτ qz)(1 − qnτ /qz)
(1− qnτ )2
(4.1)
Die rechte Seite von (4.1) nennen wir g(z;Lτ ) und beweisen dann g(z;Lτ ) = ϕ(z;Lτ ):
Es gilt qz+1 = e
2pii(z+1) = e2piiz = qz und somit g(z + 1;Lτ ) = g(z;Lτ ), genau wie bei
ϕ(z;Lτ ) (vgl. Satz 4.3). Außerdem ist qz+τ = qz · qτ und somit
g(z + τ ;Lτ ) =
qzqτ − 1
2πi
·
∞∏
n=1
(1− qn+1τ qz)(1 − qn−1τ /qz)
(1− qnτ )2
=
qzqτ − 1
2πi
· {
∏∞
n=2(1 − qnτ qz)} · {
∏∞
n=0(1− qnτ /qz)}∏∞
n=1(1 − qnτ )2
=
qzqτ − 1
2πi
· 1− q
0
τ/qz
1− q1τqz
·
∞∏
n=1
(1 − qn+1τ qz)(1 − qn−1τ /qz)
(1− qnτ )2
=
qzqτ − 1
2πi
· 1− 1/qz
1− qτqz ·
qz − 1
qz − 1 ·
∞∏
n=1
(1 − qn+1τ qz)(1 − qn−1τ /qz)
(1− qnτ )2
=
qzqτ − 1
qz − 1 ·
1− 1/qz
1− qτqz · g(z;Lτ ) =
qzqτ − 1
1− qτqz ·
q−1z (qz − 1)
qz − 1 · g(z;Lτ )
= −q−1z · g(z;Lτ ) = − exp(−2πiz) · g(z;Lτ )
Somit haben wir bewiesen, dass sich g und ϕ bei z → z + 1 und bei z → z + τ genau
gleich verhalten, dass also ϕg das Gier Lτ als Periodengier hat.
Nun kommen wir zu den Nullstellen von g(z;Lτ ). Aus dem Satz vom Nullprodukt
folgt, dass g(z;Lτ ) = 0 genau dann gilt, wenn qz = q
m
τ fu¨r ein m ∈ Z. Dies liefert die
Gleichung e2piiz = e2piimτ . Aufgrund der komplexen Periode 2πi der e-Funktion erhalten
wir fu¨r alle (l,m) ∈ Z2 eine Lo¨sung: 2πi ·z = 2πi · l+2πi ·mτ bzw. z = l+mτ . Folglich
hat g(z;Lτ ) in allen Punkten des Giers Lτ eine einfache Nullstelle, genau wie σ(z;Lτ )
(siehe Bemerkung 1.10) und somit genau wie ϕ(z;Lτ ) (siehe Satz 4.3).
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Weil zudemϕ aufgrund der Definition in Satz 4.3 keine Polstellen hat, ist die elliptische
Funktion ϕg wegen des ersten Liouville’schen Satzes 1.6 konstant.
DenWert der Konstante bestimmen wir fu¨r z → 0. Dort ist qz = 1+2πiz+O(z2) und
somit g(z;Lτ ) ≈ 1+2piiz−12pii ·
∏∞
n=1
(1−qnτ )(1−qnτ )
(1−qnτ )2 =
2piiz
2pii · 1 = z. Die gleiche Na¨herung
σ(z;Lτ ) ≈ z in der Na¨he von z = 0 erkennt man an der Def. 1.9 von σ(z;Lτ ). Somit gilt
auch ϕ(z;Lτ ) ≈ z in der Na¨he von z = 0 und somit:
ϕ(z;Lτ )
g(z;Lτ )
= lim
z→0
ϕ(z;Lτ )
g(z;Lτ )
= lim
z→0
z
z
= 1
Somit haben wir ϕ(z;Lτ ) = g(z;Lτ ) bewiesen, also die Gleichung (4.1).
Wir mu¨ssen nur noch die Definition von ϕ nach σ auflo¨sen und erhalten:
σ(z;Lτ ) = exp
(η1
2
· z2 − iπz
)
· ϕ(z;Lτ )
= exp
(η1
2
· z2
)
· q− 12z · qz − 1
2πi
·
∞∏
n=1
(1− qnτ qz)(1 − qnτ /qz)
(1− qnτ )2
=
1
2πi
eη1·z
2/2 · (q1/2z − q−1/2z ) ·
∞∏
n=1
(1− qnτ qz)(1 − qnτ /qz)
(1− qnτ )2
Das ist die Fourierdarstellung der Weierstraß’schen σ-Funktion aus Satz 4.4. 
eorem4.5. Wenn Im(τ ) > 0 ist, dann gilt fu¨r q = e2piiτ , dass |q| < 1 ist und somit
die folgenden
”
normierten Eisensteinreihen“ E2, E4 und E6 absolut konvergieren:
E2(τ ) := 1− 24
∞∑
n=1
n
qn
1− qn
E4(τ ) := 1 + 240
∞∑
n=1
n3
qn
1− qn
E6(τ ) := 1− 504
∞∑
n=1
n5
qn
1− qn
Mit ihrer Hilfe ko¨nnen wir die in Def. 2.2 und Satz 1.20 bereits anders definierten Aus-
dru¨cke η1(Lτ ), g2(Lτ ) und g3(Lτ ) a¨quivalent darstellen:
η1(Lτ ) = ζ(z + 1;Lτ )− ζ(z;Lτ ) = π
2
3
· E2(τ )
g2(τ ) = g2(Lτ ) = 60 ·G4(Lτ ) = 4
3
π4 · E4(τ )
g3(τ ) = g3(Lτ ) = 140 ·G6(Lτ ) = 8
27
π6 · E6(τ )
Und mit Hilfe der neuen Darstellungen fu¨r g2(Lτ ) und g3(Lτ ) ko¨nnen wir dann auch
die Diskriminante des Giers Lτ und die absolute Invariante J aus Def. 3.5 a¨quivalent
darstellen:
∆(τ ) = ∆(Lτ ) =
(2π)12
1728
· (E4(τ )3 − E6(τ )2)
J(τ ) = J(Lτ ) =
E4(τ )
3
E4(τ )3 −E6(τ )2
Diesen Ausdruck nennen wir ab jetzt nicht nur
”
absolute Invariante des Giers Lτ“,
sondern auch
”
J-Funktion“, da sie jedem τ aus der oberen Halbebene eine komplexe
Zahl zuordnet.
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Beweis. Zuna¨chst berechnen wir die logarithmische Ableitung der Fourierentwicklung
aus Satz 4.4. Dann geht das Produkt in eine Summe u¨ber und wir erhalten:
σ′(z;Lτ )
σ(z;Lτ )
= η1 · z + πi · e
piiz + e−piiz
epiiz − e−piiz + 2πi ·
∞∑
n=1
(
qnτ /qz
1− qnτ /qz
− q
n
τ · qz
1− qnτ · qz
)
= η1 · z + π · cos(πz)
sin(πz)
+ 2πi ·
∞∑
n=1
(
qn/w
1− qn/w −
qn · w
1− qn · w
)
(4.2)
wobei wir q = qτ = e
2piiτ und w = qz = e
2piiz abgeku¨rzt haben. Als Na¨chstes vereinfa-
chen wir die verbleibende Summe mit Hilfe der Formel fu¨r die geometrische Reihe:
2πi
∞∑
n=1
(
qn/w
1− qn/w −
qn ·w
1− qn · w
)
= 2πi
∞∑
n=1
∞∑
m=1
((qn/w)
m − (qn · w)m) = 2πi
∞∑
n=1
∞∑
m=1
(qm)n · (w−m − wm)
= 2πi
∞∑
m=1
∞∑
n=1
(qm)n · (w−m − wm) = 2πi ∞∑
m=1
qm
1− qm ·
(
w−m −wm)
= 2πi
∞∑
m=1
qmτ
1− qmτ
· (e−2piimz − e2piimz) = 4π ∞∑
m=1
qmτ
1− qmτ
· sin(2πmz)
Wenn wir das jetzt einsetzen, erhalten wir eine Darstellung der ℘-Funktion:
σ′(z;Lτ )
σ(z;Lτ )
= η1 · z + π · cos(πz)
sin(πz)
+ 4π ·
∞∑
m=1
qmτ
1− qmτ
· sin(2πmz)
∣∣∣∣− ddz
=⇒ ℘(z;Lτ ) = −η1 +
(
π
sin(πz)
)2
− 8π2 ·
∞∑
m=1
m · qmτ
1− qmτ
· cos(2πmz)
Nun verwenden wir die Taylorreihen von sin(x) und cos(x) bei x = 0:
cos(x) = 1− x
2
2!
+
x4
4!
+O(x6)
=⇒ cos(2πmz) = 1− 2π2m2z2 + 2
3
π4m4z4 +O(z6)
und sin(x) = x− x
3
3!
+
x5
5!
− x
7
7!
+O(x9)
=⇒ sin(πz)
πz
= 1− π
2
6
z2 +
π4
120
z4 − π
6
5040
z6 +O(z8)
=⇒
(
sin(πz)
πz
)2
= 1− 2π
2
6
z2 +
(
2π4
120
+
π4
36
)
z4 −
(
2π6
5040
+
2π6
6 · 120
)
z6 +O(z8)
= 1− π
2
3
z2 +
2π4
45
z4 − π
6
315
z6 +O(z8)
=⇒
(
πz
sin(πz)
)2
=
(
1−
(
π2
3
z2 − 2π
4
45
z4 +
π6
315
z6 +O(z8)
))−1 ∣∣∣∣∣ geom. Reihe
= 1 +
(
π2
3
z2 − 2π
4
45
z4 +
π6
315
z6
)
+
(
π2
3
z2 − 2π
4
45
z4
)2
+
(
π2
3
z2
)3
+O(z8)
= 1 +
π2
3
z2 +
π4
15
z4 +
2π6
189
z6 +O(z8)
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=⇒
(
π
sin(πz)
)2
=
1
z2
+
π2
3
+
π4
15
z2 +
2π6
189
z4 +O(z6)
Hiermit erhalten wir den Anfang der Laurentreihe von ℘(z;Lτ ) um z = 0:
℘(z;Lτ ) = −η1 +
(
π
sin(πz)
)2
− 8π2 ·
∞∑
m=1
m · qmτ
1− qmτ
· cos(2πmz)
= −η1 + 1
z2
+
π2
3
+
π4
15
z2 +
2π6
189
z4
− 8π2 ·
∞∑
m=1
m · qmτ
1− qmτ
·
(
1− 2π2m2z2 + 2
3
π4m4z4
)
+O(z6)
Zur Erinnerung und zum Vergleich hier nochmal die Laurentreihe aus Satz 1.19:
℘(z;L) =
1
z2
+ 3G4(L)z
2 + 5G6(L)z
4 +
∞∑
n=3
(2n+ 1)G2n+2(L) · z2n
Ein Vergleich der Koeffizienten vor z0, z2 und z4 in diesen beiden Darstellungen liefert
0 = −η1(Lτ ) + π
2
3
− 8π2 ·
∞∑
m=1
m · qmτ
1− qmτ
3G4(Lτ ) =
π4
15
+ 16π4 ·
∞∑
m=1
m3 · qmτ
1− qmτ
5G6(Lτ ) =
2π6
189
− 16
3
π6 ·
∞∑
m=1
m5 · qmτ
1− qmτ
und wir erhalten:
η1(Lτ ) =
π2
3
(
1− 24
∞∑
m=1
m · qmτ
1− qmτ
)
g2(Lτ ) = 60G4(Lτ ) =
4
3
π4
(
1 + 240
∞∑
m=1
m3 · qmτ
1− qmτ
)
g3(Lτ ) = 140G6(Lτ ) =
8
27
π6
(
1− 504
∞∑
m=1
m5 · qmτ
1− qmτ
)
Jetzt benennenwir den Inhalt der KlammernmitE2(τ ),E4(τ ) undE6(τ ) und erhalten
die in m. 4.5 genannten Darstellungen fu¨r η1(τ ), g2(τ ) und g3(τ ).
Schließlich setzen wir wie angeku¨ndigt die neuen Darstellungen von g2 und g3 in die
alte Def. 3.5 von∆ und J ein:
∆(τ ) = g32(Lτ )− 27g23(Lτ ) =
(
4
3
π4 · E4(τ )
)3
− 27 ·
(
8
27
π6 · E6(τ )
)2
=
(2π)12
1728
· (E4(τ )3 − E6(τ )2)
J(τ ) =
g32(τ )
∆(τ )
=
(
4
3π
4 · E4(τ )
)3
(2pi)12
1728 · (E4(τ )3 − E6(τ )2)
=
E4(τ )
3
E4(τ )3 −E6(τ )2
Somit haben wir alle Aussagen aus eorem 4.5 bewiesen. 
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5. Einige Abscha¨tzungen der J- und der s2-Funktion
In diesem Kapitel beweisen wir die Abscha¨tzungen, die in den folgenden eoremen
formuliert sind, und berechnen Na¨herungswerte fu¨r 1728J(τN ) und s2(τN ).
eorem 5.1. Fu¨r die J-Funktion aus eorem 4.5:
J(τ ) :=
E4(τ )
3
E4(τ )3 − E6(τ )2
gelten im Bereich Im(τ ) > 1,25 folgende Abscha¨tzungen:
|J(τ )| > 1,096 > 1 sowie 0,737|q| < |1728J(τ )| <
1,321
|q|
Zur Berechnung kann man die folgende Na¨herung verwenden:
J˜(τ ) :=
(
1 + 240
(
q + 9q2
))3
1728q · (1− q − q2)24 mit q = e
2piiτ
Diese weicht fu¨r Im(τ ) > 1,25 um weniger als 0,2 vom exakten Wert ab:
|1728J(τ )− 1728J˜(τ )| < 500|q| < 0,2
Bemerkung 5.2. Die Darstellung des Nenners von J˜ folgt aus der Dedekind’schen η-Funk-
tion und dem Euler’schen Pentagonalzahlensatz. Beide beweisen wir hier nicht, weil die vor-
liegende Abscha¨tzung auch ohne den vollen Beweis nachgerechnet werden kann.Wollte man
eine genauere Na¨herung fu¨r die J-Funktion erhalten, ko¨nnte man im Za¨hler weitere Terme
aus Satz 5.4 verwenden und im Nenner weitere Terme des Pentagonalzahlensatzes, also mehr
von
(
1− q − q2 + q5 + q7 − q12 − q15 + q22 + q26 ± . . .)24 erga¨nzen.
eorem 5.3. Die Funktion s2, die auf der oberen Halbebene wie folgt definiert ist:
s2(τ ) :=
E4(τ )
E6(τ )
·
(
E2(τ )− 3
π Im(τ )
)
kann mit q = e2piiτ durch die folgende Na¨herung ersetzt werden:
s˜2(τ ) :=
1 + 240(q + 9q2)
1− 504(q + 33q2) ·
(
1− 24(q + 3q2)− 3
π Im(τ )
)
Fu¨r diese Na¨herung gilt im Bereich Im(τ ) > 1,25 folgende Abscha¨tzung:
|s2(τ )− s˜2(τ )| < 222000|q|3
Fu¨r den Beweis der beiden eoreme beweisen wir zuna¨chst:
Satz 5.4. Mit Hilfe der Summe u¨ber die Teiler der Zahl n, genauer mit
σk(n) :=
∑
d|n
dk
erhalten wir a¨quivalente Darstellungen der normierten Eisensteinreihen:
E2(τ ) = 1− 24
∞∑
n=1
σ1(n) · qn = 1− 24
(
q + 3q2 +
∞∑
n=3
σ1(n) · qn
)
E4(τ ) = 1 + 240
∞∑
n=1
σ3(n) · qn = 1 + 240
(
q + 9q2 +
∞∑
n=3
σ3(n) · qn
)
E6(τ ) = 1− 504
∞∑
n=1
σ5(n) · qn = 1− 504
(
q + 33q2 +
∞∑
n=3
σ5(n) · qn
)
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Beweis. In eorem 4.5 wurden die normierten Eisensteinreihen Ek definiert. Jetzt for-
men wir mit der Formel fu¨r die geometrische Reihe um:
∞∑
n=1
nk · q
n
1− qn =
∞∑
n=1
nk ·
∞∑
m=1
(qn)m =
∞∑
m,n=1
nk · qm·n
Dann fassenwir alle Summanden, die zum selben Exponentenm·n = p fu¨hren zusammen
und erhalten
∞∑
m,n=1
nk · qm·n =
∞∑
p=1

∑
n|p
nk

 · qp = ∞∑
p=1
σk(p) · qp
Somit erhalten wir die neuen Darstellungen der Eisensteinreihen. Die angegebenen An-
fa¨nge der q-Entwicklungen folgen aus σk(1) = 1
k und σk(2) = 1
k + 2k. 
Bemerkung 5.5. Fu¨r Tabelle 5.1 wurden jeweils die ersten acht Werte von σ1;3;5 berechnet.
Wir werden allerdings nur jeweils die ersten drei verwenden.
n 1 2 3 4 5 6 7 8
{d|n} {1} {1; 2} {1; 3} {1; 2; 4} {1; 5} {1; 2; 3; 6} {1; 7} {1; 2; 4; 8}
σ1(n) 1 3 4 7 6 12 8 15
σ3(n) 1 9 28 73 126 252 344 585
σ5(n) 1 33 244 1057 3126 8052 16808 33825
Tabelle 5.1. Einige Werte der σk-Funktionen
Lemma 5.6. Fu¨r alle natu¨rlichen k und n gilt die Abscha¨tzung
σk(n) ≤ nk+1.
Beweis. Wir erweitern die Summe u¨ber die Teiler der Zahl n auf die Summe u¨ber alle
Zahlen bis n:
σk(n) =
∑
d|n
dk ≤
n∑
d=1
dk ≤
n∑
d=1
nk = n · nk = nk+1

Lemma 5.7. Fu¨r das Restglied R
(l)
k in den normierten Eisensteinreihen Ek von Satz 5.4
R
(l)
k :=
∞∑
n=l
σk−1(n) · qn
gilt die folgende Abscha¨tzung, falls
(
1 + 1
l
)k · |q| < 1 ist:∣∣∣R(l)k ∣∣∣ ≤ lk · |q|l
1− (1 + 1l )k · |q|
Beweis. Zuna¨chst folgt aus Lemma 5.6:∣∣∣R(l)k ∣∣∣ ≤ ∞∑
n=l
σk−1(n) · |q|n ≤
∞∑
n=l
nk · |q|n︸ ︷︷ ︸
=:rn
In der Summe wenden wir das otientenkriterium an:
rn+1
rn
=
(n+ 1)k · |q|n+1
nk · |q|n =
(
1 +
1
n
)k
· |q| ≤
(
1 +
1
l
)k
· |q| =: s
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also kann man mit rn ≤ rl · sn−l die geometrische Reihe als Majorante verwenden:∣∣∣R(l)k ∣∣∣ ≤ rl · ∞∑
n=l
sn−l = rl · 1
1− s =
lk · |q|l
1− (1 + 1l )k · |q| 
Lemma 5.8 (Archimedes). Es gilt 3 + 1071 < π < 3 +
1
7 . Daraus folgt:
Wenn Im(τ ) > 1,25, dann ist |q| < e−7,852.
Beweis. Archimedes bewies in [11, S. 91–98], dass 3 + 1
7
> π > 3 + 10
71
> 3,1408 gilt1.
Mit τ = x+ iy erhalten wir q = e2piiτ = e2piix · e−2piy und
|q| = e−2pi Im(τ)
Aus Im(τ ) > 1,25 und π > 3,1408 folgt dann 2π Im(τ ) > 7,852 bzw. |q| < e−7,852. 
Bemerkung 5.9. Ab hier werden die Rechnungen rein technisch, man verpasst nichts wenn
man sie u¨berbla¨ert und zu Bemerkung 5.16 springt (S. 81).
Lemma 5.10. Im Bereich Im(τ ) > 1,25 gilt fu¨r die Restglieder aus Lemma 5.7:∣∣∣R(3)2 ∣∣∣ ≤ 4,007|q|3 und ∣∣∣R(3)4 ∣∣∣ ≤ 28,1|q|3 und ∣∣∣R(3)6 ∣∣∣ ≤ 245,6|q|3
Beweis. Zuna¨chst nutzen wir Lemma 5.7 und dann |q| < e−7,852 aus Lemma 5.8:∣∣∣R(4)2 ∣∣∣ ≤ 42 · |q|4
1− (1 + 1
4
)2 · |q| ≤ 16,01|q|4∣∣∣R(4)4 ∣∣∣ ≤ 44 · |q|4
1− (1 + 14)4 · |q| ≤ 256,25|q|
4
∣∣∣R(4)6 ∣∣∣ ≤ 46 · |q|4
1− (1 + 14)6 · |q| ≤ 4102,1|q|
4
Dann verwenden wir die Werte der σk aus Tabelle 5.1 und erhalten die zu beweisenden
besseren Abscha¨tzungen:∣∣∣R(3)2 ∣∣∣ = ∣∣∣σ1(3) · q3 +R(4)2 ∣∣∣ ≤ 4|q|3 + 16,01|q|4 ≤ 4,007|q|3∣∣∣R(3)4 ∣∣∣ = ∣∣∣σ3(3) · q3 +R(4)4 ∣∣∣ ≤ 28|q|3 + 256,25|q|4 ≤ 28,1|q|3∣∣∣R(3)6 ∣∣∣ = ∣∣∣σ5(3) · q3 +R(4)6 ∣∣∣ ≤ 244|q|3 + 4102,1|q|4 ≤ 245,6|q|3 
Lemma 5.11. Im Bereich Im(τ ) > 1,25 gilt |E6(τ )| > 0,8 und insbesondere E6(τ ) 6= 0.
Beweis. Es gilt
|E6(τ )| =
∣∣∣1− 504(q + 33q2 +R(3)6 )∣∣∣
≥ 1− 504 (|q|+ 33|q|2 + 245,6|q|3) > 0,8 
Definition5.12. Wir bezeichnendie Differenz zwischen einer Funktion f und ihrer Na¨herung
f˜ mit δ
(
f˜
)
:
f = f˜ + δ
(
f˜
)
1EinenAlternativbeweis fu¨r diese Abscha¨tzung liefert das Dalzell-Integral I :=
∫ 1
0
x
4(1−x)4
1+x2
dx = 22
7
−pi.
Fu¨r dieses gilt na¨mlich 0 < I <
∫ 1
0 x
4 (1− x)4 dx = 1
630
und somit 3 + 10
71
<
22
7
−
1
630
< pi <
22
7
.
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Lemma 5.13. Fu¨r die drei quadratischen Na¨herungen
X := E
(2)
4 = 1 + 240(q + 9q
2)
Y := E
(2)
6 = 1− 504(q + 33q2)
Z := E
(2)
2 −
3
π Im(τ )
= 1− 24(q + 3q2)− 3
π Im(τ )
mit E4(τ ) = X + δ(X), E6(τ ) = Y + δ(Y ) und E2(τ )− 3pi Im(τ) = Z + δ(Z) gelten im
Bereich Im(τ ) > 1,25 die Abscha¨tzungen:
|δ(X)| ≤ 6744|q|3
|δ(Y )| ≤ 123783|q|3
|δ(X3)| ≤ 24202|q|3
|δ(Y 2)| ≤ 296734|q|3
|δ(Z)| ≤ 96,2|q|3
und
0,9063 ≤ |X| ≤ 1,0937
0,8014 ≤ |Y | ≤ 1,1986
0,7444 ≤ |X3| ≤ 1,3083
0,6422 ≤ |Y 2| ≤ 1,4367
|Z| ≤ 1,0094
Beweis. Zuna¨chst folgt aus der Definition vonX und Y :
|X − 1| ≤ 240(|q| + 9|q|2) ≤ 0,0937 =⇒ 0,9063 ≤ |X| ≤ 1,0937
|Y − 1| ≤ 504(|q| + 33|q|2) ≤ 0,1986 =⇒ 0,8014 ≤ |Y | ≤ 1,1986
Hieraus folgt
0,7444 ≤ 0,90633 ≤ |X3| ≤ 1,09373 ≤ 1,3083
0,6422 ≤ 0,80142 ≤ |Y 2| ≤ 1,19862 ≤ 1,4367
Dann folgt aus der Definition von Z :
|Z| ≤
∣∣∣∣1− 3π Im(τ )
∣∣∣∣+ 24(|q| + 3|q|2) ≤ 1 + 24(|q|+ 3|q|2) ≤ 1,0094
Außerdem gilt mit Lemma 5.10:
|δ(X)| = 240
∣∣∣R(3)4 ∣∣∣ ≤ 6744|q|3
|δ(Y )| = 504
∣∣∣R(3)6 ∣∣∣ ≤ 123783|q|3
|δ(Z)| = 24
∣∣∣R(3)2 ∣∣∣ ≤ 96,2|q|3
Hieraus folgen die Fehler vonX3 und Y 2 im Vergleich zu E34 und E
2
6 :
E34 = (X + δ(X))
3 = X3 + δ(X) · (3X2 + 3Xδ(X) + (δ(X))2) = X3 + δ(X3)
=⇒ |δ(X3)| ≤ |δ(X)| · (3|X|2 + 3|X| · |δ(X)|+ |δ(X)|2) ≤ 24202|q|3
E26 = (Y + δ(Y ))
2 = Y 2 + δ(Y ) · (2Y + δ(Y )) = Y 2 + δ(Y 2)
=⇒ |δ(Y 2)| ≤ |δ(Y )| · (2|Y |+ |δ(Y )|) ≤ 296734|q|3 
Beweis des Theorems 5.3. In der Notation von Lemma 5.13 u¨bersetzen sich die Defini-
tionen von m. 5.3 zu s˜2 =
X
Y · Z und:
s2(τ ) = s˜2 + δ(s˜2) =
X + δ(X)
Y + δ(Y )
· (Z + δ(Z))
∣∣∣∣ · (Y + δ(Y ))
(s˜2 + δ(s˜2)) · (Y + δ(Y )) = (X + δ(X)) · (Z + δ(Z))
s˜2 · Y + s˜2 · δ(Y ) + δ(s˜2) · (Y + δ(Y )) = X · Z + δ(X) · Z +X · δ(Z) + δ(X) · δ(Z)
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Von dieser Gleichung subtrahieren wir s˜2 · Y = X · Z und erhalten:
δ(s˜2) =
δ(X) · Z +X · δ(Z) + δ(X) · δ(Z)− s˜2 · δ(Y )
Y + δ(Y )
(5.1)
Aus Lemma 5.13 folgt nun noch:
|s˜2| =
∣∣∣∣XY · Z
∣∣∣∣ ≤ 1,09370,8014 · 1,0094 ≤ 1,3776
Das und die anderen Abscha¨tzungen aus Lemma 5.13 setzen wir in (5.1) ein und erhalten:
|δ(s2)| ≤ |δ(X)| · |Z|+ |X| · |δ(Z)|+ |δ(X)| · |δ(Z)|+ |s˜2| · |δ(Y )||Y | − |δ(Y )|
≤ 6808|q|
3 + 106|q|3 + 4 · 10−5|q|3 + 170550|q|3
0,8014− 123800|q|3 < 222000|q|
3
Hier haben wir |q| < e−7,852 (Lemma 5.8) benutzt. Somit ist die Abscha¨tzung aus eo-
rem 5.3 bewiesen. 
Lemma 5.14. Wir definieren die folgende in der oberen Halbebene analytische Funktion k
und ihre Na¨herung k˜:
k(τ ) :=
E34 − E26
1728q
und k˜(τ ) := (1− q − q2)24
Dann gelten im Bereich Im(τ ) > 1,25 folgenden Abscha¨tzungen:
|k − k˜| ≤ 365,6|q|2 und 0,9907 ≤ |k˜| ≤ 1,0094
Beweis. Die Abscha¨tzung fu¨r |k˜| folgt direkt aus |q| < e−7,852 (Lemma 5.8), denn
0,9907 ≤ (1− |q| − |q|2)24 ≤ |k˜| ≤ (1 + |q| + |q|2)24 ≤ 1,0094
Dann fu¨gen wir fu¨r die Fehlerabscha¨tzung einen zusa¨tzlichen Term ein, um Lemma 5.13
verwenden zu ko¨nnen:
|k − k˜| =
∣∣∣∣E34 −E261728q − (1− q − q2)24
∣∣∣∣
≤
∣∣∣∣E34 −E261728q − X
3 − Y 2
1728q
∣∣∣∣+
∣∣∣∣X3 − Y 21728q − (1 − q − q2)24
∣∣∣∣
≤
∣∣∣∣E34 −X31728q
∣∣∣∣+
∣∣∣∣E26 − Y 21728q
∣∣∣∣+
∣∣∣∣X3 − Y 21728q − (1− q − q2)24
∣∣∣∣
≤ 24202|q|
3
1728|q| +
296734|q|3
1728|q| +
∣∣∣∣X3 − Y 21728q − (1 − q − q2)24
∣∣∣∣
≤ 185,8|q|2 +
∣∣∣∣X3 − Y 21728q − (1− q − q2)24
∣∣∣∣(5.2)
Es fehlt also noch eine Abscha¨tzung fu¨r den letztenAusdruck.Wir leiten einige Male nach
q ab:
f(q) := (1− q − q2)24 =⇒ f(0) = 1
f ′(q) = −24(1 + 2q)(1 − q − q2)23 =⇒ f ′(0) = −24
f ′′(q) = 24(21 + 94q + 94q2)(1 − q − q2)22 =⇒ f ′′(0) = 504
f ′′′(q) = −1104(1 + 2q)(8 + 47q + 47q2)(1 − q − q2)21 =⇒ |f ′′′(q)| ≤ 8932
Somit folgt, dass es ein ξ gibt mit
(1− q − q2)24 = 1− 24q + 504
2
q2 +
f ′′′(ξ)
6
· q3
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Außerdem lautet die ausmultiplizierte Form des anderen Ausdrucks
X3 − Y 2
1728q
=
(1 + 240(q + 9q2))3 − (1 − 504(q + 33q2))2
1728q
= 1− 24q + 98q2 + 64017q3 + 1994000q4 + 5832000q5
Wenn wir diese beiden Darstellungen subtrahieren, erhalten wir∣∣∣∣X3 − Y 21728q − (1 − q − q2)24
∣∣∣∣
=
∣∣∣∣(98− 252)q2 + 64017q3 + 1994000q4 + 5832000q5 − f ′′′(ξ)6 · q3
∣∣∣∣
≤ 154|q|2 + 64017|q|3 + 1994000|q|4 + 5832000|q|5 + 8932
6
· |q|3 ≤ 179,8|q|2
Wenn wir das in Glg. (5.2) einsetzen, erhalten wir die angeku¨ndigte Abscha¨tzung:
|k − k˜| ≤ 185,8|q|2 + 179,8|q|2 ≤ 365,6|q|2
Mit dem Pentagonalzahlensatz aus Bemerkung 5.2 ko¨nnte man sogar beweisen, dass die
Abweichung |k − k˜| < 25|q|5 ist, aber das wird wie gesagt nicht beno¨tigt. 
Lemma 5.15. Wir definieren die folgende Funktion J2 und ihre Na¨herung J˜2:
J2(τ ) := 1728q · J(τ ) = E
3
4
k
und J˜2(τ ) := 1728q · J˜(τ ) = X
3
k˜
Dann gelten im Bereich Im(τ ) > 1,25 folgenden Abscha¨tzungen:
|δ(J˜2)| := |J2 − J˜2| < 500|q|2 und 0,7374 ≤ |J˜2| ≤ 1,3206
Beweis. Die Abscha¨tzung fu¨r |J˜2| folgt aus denen fu¨r |X3| und |k˜| (Lemma 5.13 und 5.14):
0,7374 ≤ 0,7444
1,0094
≤ |J˜2| ≤ 1,3083
0,9907
≤ 1,3206
Aus der Definition von J2 und J˜2 folgt dann, a¨hnlich wie in Glg. (5.1):
J˜2 + δ(J˜2) =
X3 + δ(X3)
k˜ + δ(k˜)
=⇒ δ(J˜2) = δ(X
3)− J˜2 · δ(k˜)
k˜ + δ(k˜)
und somit, wieder mit Lemma 5.13 und 5.14:
|δ(J˜2)| ≤ 24202|q|
3 + 1,3206 · 365,6|q|2
0,9907− 365,6|q|2 < 496,9|q|
2 < 500|q|2

Beweis des Theorems 5.1. Wir verwenden die Abscha¨tzungen fu¨r J2 aus Lemma 5.15
und u¨bertragen sie auf J mit Hilfe von 1728J = J2q :
|1728J − 1728J˜ | ≤ |δ(J˜2)||q| <
500|q|2
|q| = 500|q| < 0,2
und |J(τ )| ≥ |J˜2| − |δ(J˜2)|
1728|q| ≥
0,7374− 500|q|2
1728|q| > 1,096 > 1
und |1728J(τ )| ≤ |J˜2|+ |δ(J˜2)||q| ≤
1,3206 + 500|q|2
|q| <
1,321
|q|
und |1728J(τ )| ≥ |J˜2| − |δ(J˜2)||q| ≥
0,7374− 500|q|2
|q| >
0,737
|q|
Somit sind alle Abscha¨tzungen des eorems 5.1 bewiesen. 
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Bemerkung 5.16. Um jetzt Werte von J˜ und s˜2 zu berechnen, beno¨tigen wir einige Stellen
von π, welche nicht mit der noch zu beweisenden Chudnovsky-Formel berechnet sein du¨rfen.
Ludolph van Ceulen (1540–1610) berechnetemit Hilfe eines regelma¨ßigen 262-Ecks 35 Stellen
von π, vero¨ffentlicht im Jahr 1621 von seinem Schu¨ler Willebrord Snell [18, S. 55]:
π = 3,14159 26535 89793 23846 26433 83279 50288 . . .
Wir beenden das Kapitel, indem wir an einigen Stellen τN :=
N+i
√
N
2 (welche spa¨ter
erkla¨rt werden) die Funktionswerte von 1728J˜(τ ) und von s˜2(τ ) berechnen. Diese τN
fu¨hren auf qN = e
2piiτN = (−1)N · e−pi
√
N . Der folgende Python-Code verwendet die
Darstellungen aus m. 5.1 und 5.3, sowie einige der Dezimalen aus Bem. 5.16:
1 from decimal import ∗
2 getcontext ().prec=25
3 PI=Decimal(’3.1415926535897932384626433’) # 25 d i g i t s
4 for N in [7,8,11,12,16,19,27,28,43,67,163]:
5 n=Decimal(N)
6 q=((−1)∗∗(n))∗(−PI ∗ n.sqrt()).exp()
7 J=(1+240∗(q+9 ∗q ∗ q)) ∗ ∗3/( q∗(1−q−q ∗ q) ∗ ∗24)
8 print(’1728J(’+str(N)+’) = ’+’{0:.5f}’.format(J))
9 s=(1+240∗(q+9 ∗q ∗ q))/(1−504∗(q+33∗q ∗ q))
10 s=s ∗(1−24∗(q+3 ∗q ∗ q)−6/(PI ∗ Decimal(N).sqrt()))
11 print(’s2(’+str(N)+’) = ’+’{0:.20f}’.format(s))
Es folgen die so berechneten Werte von s˜2, gerundet auf 20 Dezimalen:
s˜2(τ7) ≈ 0,23809 56479 14958 22417
s˜2(τ8) ≈ 0,35714 27261 48252 57875
s˜2(τ11) ≈ 0,41558 44169 95050 54414
s˜2(τ12) ≈ 0,45454 54541 52238 44453
s˜2(τ16) ≈ 0,52380 95238 06641 89452
s˜2(τ19) ≈ 0,56140 35087 72034 50431
s˜2(τ27) ≈ 0,63241 10671 93675 93347
s˜2(τ28) ≈ 0,63909 77443 60902 23748
s˜2(τ43) ≈ 0,70874 86157 25359 91141
s˜2(τ67) ≈ 0,76667 35447 18802 30185
s˜2(τ163) ≈ 0,85040 82731 87238 86141
und die Werte von 1728J˜ auf 5 Stellen, jeweils mit der na¨chstgelegenen ganzen Zahl:
1728J˜(τ7) ≈ −3375,00107 ≈ −153
1728J˜(τ8) ≈ 7999,99959 ≈ 203
1728J˜(τ11) ≈ −32768,00002 ≈ −323
1728J˜(τ12) ≈ 53999,99999 ≈ 2 · 303
1728J˜(τ16) ≈ 287496,00000 ≈ 663
1728J˜(τ19) ≈ −884736,00000 ≈ −963
1728J˜(τ27) ≈ −12288000,00000 ≈ −3 · 1603
1728J˜(τ28) ≈ 16581375,00000 ≈ 2553
1728J˜(τ43) ≈ −884736000,00000 ≈ −9603
1728J˜(τ67) ≈ −147197952000,00000 ≈ −52803
1728J˜(τ163) ≈ −262537412640768000,00000 ≈ −6403203
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6. Hypergeometrische Funktionen und Clausen-Formel
Ziel dieses Kapitels ist der Beweis der Formel von Clausen (siehe eorem 6.7). Der
Beweis folgt dem Originalartikel [8, S. 89-91] von omas Clausen aus dem Jahr 1828,
allerdings in heutiger Notation mit Pochhammer-Symbolen. Auch die fu¨r den Beweis
beno¨tigten hypergeometrischen Differentialgleichungen werden bewiesen.
Man kann dieses Kapitel unabha¨ngig von den vorherigen Kapiteln lesen.
Definition 6.1. Das Pochhammer-Symbol (a)n ist fu¨r natu¨rliches n wie folgt definiert:
(a)0 := 1 und (a)n+1 := (a)n · (a+ n)
Hieraus folgt (1)n = n! fu¨r alle n; und (a)n = a(a+1)(a+2) · · · (a+n− 1), falls n > 0
ist.
Definition 6.2. Die hypergeometrische Funktion 2F1 und die verallgemeinerte hypergeo-
metrische Funktion 3F2 lauten:
2F1(a, b; c; z) =
∞∑
n=0
(a)n · (b)n
(c)n
· z
n
n!
3F2(α, β, γ; δ, ε; z) =
∞∑
n=0
(α)n · (β)n · (γ)n
(δ)n · (ε)n ·
zn
n!
Satz 6.3. 2F1(a, b; c; z) und 3F2(α, β, γ; δ, ε; z) konvergieren fu¨r |z| < 1 absolut.
Beweis. Das folgt aus demotientenkriterium:
(a)n+1 · (b)n+1
(c)n+1
· z
n+1
(n+ 1)!
· (c)n
(a)n · (b)n ·
n!
zn
=
(a+ n)(b + n)
(c + n)(n + 1)
· z
wobei der Bruch vor z gegen 1 geht und somit, falls |z| < 1 ist, der Ausdruck fu¨r große
n betragsma¨ßig auch kleiner als 1 wird. Die Konvergenz von 3F2 folgt analog. 
Satz 6.4. Wenn f(z) =
∑∞
n=0An
zn
n! als Potenzreihe gegeben ist, dann gilt im absoluten
Konvergenzbereich der Reihe:
f(z) :=
∞∑
n=0
An
zn
n!
zf ′(z) =
∞∑
n=0
nAn
zn
n!
f ′(z) =
∞∑
n=0
An+1
zn
n!
z2f ′′(z) =
∞∑
n=0
n(n− 1)An z
n
n!
zf ′′(z) =
∞∑
n=0
nAn+1
zn
n!
z3f ′′′(z) =
∞∑
n=0
n(n− 1)(n− 2)An z
n
n!
z2f ′′′(z) =
∞∑
n=0
n(n− 1)An+1 z
n
n!
Beweis. Weil die Reihe f(z) nach Voraussetzung absolut konvergiert, du¨rfen wir Sum-
mation und Ableitung vertauschen. Die Formeln folgen dann direkt aus der Definition
von f(z). Bei den linken Formeln wird nicht geku¨rzt, damit man es spa¨ter beim Ko-
effizientenvergleich leichter hat. Fu¨r die Formeln der rechten Spalte wird zuna¨chst bei
f ′(z) =
∑∞
n=0An
n·zn−1
n! =
∑∞
n=1An
n·zn−1
n! =
∑∞
n=1An
zn−1
(n−1)! der nullte Summand
weggelassen (der sowieso Null ist), dann wird mit n geku¨rzt. Jetzt folgt noch eine In-
dexverschiebung um 1 und wir erhalten die oberste Formel der rechten Spalte, na¨mlich
f ′(z) =
∑∞
m=0Am+1
zm
m! . Fu¨r die weiteren Formeln der rechten Spalte wird wieder aufs
Ku¨rzen und Indexverschieben verzichtet. 
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eorem 6.5. Die hypergeometrische Funktion f(z) = 2F1(a, b; c; z) erfu¨llt die hy-
pergeometrische Differentialgleichung:
z(z − 1)f ′′(z) + [(a+ b+ 1)z − c] f ′(z) + abf(z) = 0
Beweis. Wir fu¨hren den Beweis mit Hilfe eines Koeffizientenvergleichs. Die hypergeome-
trische Funktion lautet f(z) =
∞∑
n=0
An
zn
n!
mit An :=
(a)n · (b)n
(c)n
. Die Definition 6.1 der
Pochhammersymbole sagt (a)n+1 = (a)n · (a+ n) und somit
An+1 =
(a+ n)(b+ n)
(c+ n)
·An
=⇒ (c+ n) ·An+1 = (n2 + (a+ b)n+ ab) ·An
=⇒ (c+ n) ·An+1 = (n(n− 1) + (a+ b+ 1)n+ ab) ·An
=⇒ c ·An+1 + n ·An+1 = n(n− 1) ·An + (a+ b+ 1)n ·An + ab ·An
Wenn wir nun Satz 6.4 verwenden, erkennen wir an dieser Koeffizientengleichung:
cf ′(z) + zf ′′(z) = z2f ′′(z) + (a+ b+ 1)zf ′(z) + abf(z)
=⇒ z(z − 1)f ′′(z) + [(a+ b+ 1)z − c] f ′(z) + abf(z) = 0
Somit ist bewiesen, dass die hypergeometrische Funktion die genannte Differentialglei-
chung erfu¨llt. 
Satz 6.6. Die verallgemeinerte hypergeometrische Funktion g(z) = 3F2(α, β, γ; δ, ε; z)
erfu¨llt die folgende Differentialgleichung:
(z3 − z2) · g′′′(z) + [(α + β + γ + 3)z2 − (δ + ε+ 1)z] · g′′(z)
+ [(1 + α+ β + γ + αβ + αγ + βγ)z − δε] · g′(z) + αβγ · g(z) = 0
Beweis. Wir verwenden wieder einen Koeffizientenvergleich als Beweis, vo¨llig analog
zumBeweis vonm. 6.5. Die verallgemeinerte hypergeometrische Funktion lautet g(z) =
∞∑
n=0
An
zn
n!
mit den Koeffizienten An :=
(α)n · (β)n · (γ)n
(δ)n · (ε)n . Die Definition 6.1 der Poch-
hammersymbole sagt (a)n+1 = (a)n · (a+ n) und somit
An+1 =
(α + n)(β + n)(γ + n)
(δ + n)(ε + n)
·An
=⇒ (δ + n)(ε + n) ·An+1 = (α + n)(β + n)(γ + n) ·An
=⇒ [n2 + (δ + ε)n+ δε]An+1 = [n3 + (α + β + γ)n2 + (αβ + αγ + βγ)n+ αβγ]An
Jetzt ist aber n2 = n(n− 1) + 1n und n3 = n(n− 1)(n− 2) + 3n2 − 2n, also gilt
[n(n− 1) + (δ + ε+ 1)n+ δε] ·An+1
= [n(n− 1)(n− 2) + (α + β + γ + 3)n2 + (αβ + αγ + βγ − 2)n+ αβγ] ·An
=⇒ n(n− 1)An+1 + (δ + ε+ 1)nAn+1 + δεAn+1 = n(n− 1)(n− 2)An
+ (α + β + γ + 3)n2An + (αβ + αγ + βγ − 2)nAn + αβγAn
=⇒ n(n− 1)An+1 + (δ + ε+ 1)nAn+1 + δεAn+1 = n(n− 1)(n− 2)An
+ (α + β + γ + 3)n(n− 1)An
+ (αβ + αγ + βγ − 2 + α+ β + γ + 3)nAn + αβγAn
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Wenn wir nun Satz 6.4 verwenden, erkennen wir an dieser Koeffizientengleichung:
z2 · g′′′(z) + (δ + ε+ 1)z · g′′(z) + δε · g′(z)
= z3 · g′′′(z) + (α + β + γ + 3)z2g′′(z)
+ (αβ + αγ + βγ + α+ β + γ + 1)z · g′(z) + αβγ · g(z)
=⇒ [z3 − z2] · g′′′(z) + [(α + β + γ + 3)z2 − (δ + ε+ 1)z] · g′′(z)
+ [(αβ + αγ + βγ + α+ β + γ + 1)z − δε] · g′(z) + αβγ · g(z) = 0
Somit ist bewiesen, dass die verallgemeinerte hypergeometrische Funktion die genannte
Differentialgleichung erfu¨llt. 
eorem 6.7. Es gilt die Formel von omas Clausen aus dem Jahr 1828, na¨mlich(
2F1
(
a, b; a+ b+
1
2
; z
))2
= 3F2
(
2a, 2b, a+ b; 2a+ 2b, a+ b+
1
2
; z
)
.
Insbesondere gilt fu¨r a = 112 und b =
5
12 :(
2F1
(
1
12
,
5
12
; 1; z
))2
= 3F2
(
1
6
,
5
6
,
1
2
; 1, 1; z
)
.
Beweis. Wir zeigen zuna¨chst, dass beide Seiten der Gleichung derselben Differentialglei-
chung drier Ordnung genu¨gen.
Zuna¨chst betrachten wir die rechte Seite, die wir g(z) nennen. Das ist die verallgemei-
nerte hypergeometrische Funktion 3F2, fu¨r die wir in Satz 6.6 bereits eine Differential-
gleichung bewiesen haben. Wir mu¨ssen nur noch α = 2a, β = 2b, γ = a+b, δ = 2a+2b
und ε = a+ b+ 12 einsetzen und erhalten:
[
z3 − z2] · g′′′(z) + [3 (a+ b+ 1) z2 − 3(a+ b+ 1
2
)
z
]
· g′′(z)
+
[(
1 + 3a+ 3b+ 8ab+ 2a2 + 2b2
)
z − (a+ b) (2a+ 2b+ 1)] · g′(z)(6.1)
+ 4ab (a+ b) · g(z) = 0
Jetzt kommen wir zur linken Seite, die wir h(z) nennen. Hier steht das adrat ei-
ner Potenzreihe, deshalb wird es wesentlich komplizierter. Wir werden zeigen, dass auch
h(z) :=
(
2F1
(
a, b; a+ b+ 1
2
; z
))2
eine Lo¨sung der Differentialgleichung (6.1) ist.
Fu¨r f(z) = 2F1
(
a, b; a+ b+ 1
2
; z
)
gilt die Differentialgleichung aus m. 6.5, wobei
c = a+ b+ 12 ist:(
z2 − z) f ′′(z) + [(a+ b+ 1)z − c] f ′(z) + abf(z) = 0 | · z(6.2) (
z3 − z2) f ′′(z) + [(a+ b+ 1)z2 − cz] f ′(z) + abzf(z) = 0 ∣∣∣∣ ddz(6.3) (
z3 − z2) f ′′′(z) + [(a+ b+ 4)z2 − (c+ 2) z] f ′′(z)
+ [(ab+ 2a+ 2b+ 2) z − c] f ′(z) + abf(z) = 0(6.4)
Im letzten Schri haben wir die Gleichung unter Beachtung der Produktregel nach z
abgeleitet und dann a¨hnliche Terme gruppiert. Nun bilden wir (wie von Clausen in [8]
vorgeschlagen) eine Linearkombination der Gleichungen (6.2), (6.3) und (6.4), na¨mlich:
(2a+ 2b− 1) · 2f(z) · (6.2) + 6f ′(z) · (6.3) + 2f(z) · (6.4)
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Diese Linearkombination lautet ausgeschrieben:
0 = (2a+ 2b− 1) · 2f ·
[
(z2 − z)f ′′ + ((a+ b+ 1)z − c) f ′ + abf
]
+ 6f ′ ·
[
(z3 − z2)f ′′ + ((a+ b+ 1)z2 − cz) f ′ + abzf](6.5)
+ 2f ·
[
(z3 − z2)f ′′′ + ((a+ b+ 4)z2 − (c+ 2)z) f ′′ + ((ab+ 2a+ 2b+ 2)z − c) f ′ + abf]
Jetztwerdenwir die verschiedenen Terme inGleichung (6.5) zusammenfassen, umwei-
ter unten Gleichung (6.6) zu erhalten. Die dreifach unterstrichenen Summanden in (6.5)
enthalten die drien Ableitungen:
{2ff ′′′ + 6f ′f ′′} · [z3 − z2]
Die zweifach unterstrichenen Summanden in (6.5) enthalten die zweiten Ableitungen:
{2ff ′′} · [(2a+ 2b− 1) · (z2 − z) + (a+ b+ 4)z2 − (c+ 2)z]︸ ︷︷ ︸
=:A1
+
{
2f ′2
} · [3(a+ b+ 1)z2 − 3(a+ b+ 1/2)z]︸ ︷︷ ︸
=:A2
=
{
2f ′f ′′ + 2f ′2
} · [3(a+ b+ 1)z2 − 3(a+ b+ 1/2)z] ,
denn A1 = (2a+ 2b− 1 + a+ b+ 4)z2 − (2a+ 2b− 1 + a+ b+ 1/2 + 2)z = A2
Die einfach unterstrichenen Summanden in (6.5) enthalten die ersten Ableitungen:
{2ff ′} · [(2a+ 2b− 1) · ((a+ b+ 1)z − c) + 3abz + ((ab+ 2a+ 2b+ 2)z − c)]
= {2ff ′} · [((2a+ 2b− 1)(a+ b+ 1) + 4ab+ 2a+ 2b+ 2) z − ((2a+ 2b− 1)c+ c)]
= {2ff ′} · [(1 + 3a+ 3b+ 8ab+ 2a2 + 2b2) z − (a+ b)(2a + 2b+ 1)]
Die nicht unterstrichenen Summanden in (6.5) enthalten keine Ableitungen:{
f2
} · [2ab · (2a+ 2b− 1) + 2ab] = {f2} · [4ab(a+ b)]
Insgesamt geht Gleichung (6.5) also u¨ber in:[
z3 − z2] · {2ff ′′′ + 6f ′f ′′}
+
[
3 (a+ b+ 1) z2 − 3
(
a+ b+
1
2
)
z
]
· {2ff ′′ + 2f ′2}(6.6)
+
[(
1 + 3a+ 3b+ 8ab+ 2a2 + 2b2
)
z − (a+ b) (2a+ 2b+ 1)] · {2ff ′}
+ [4ab (a+ b)] · {f2} = 0
undwir erkennen, dass der Inhalt der eckigen Klammern genau so auch in Gleichung (6.1)
vorkam. Nun gilt aber auch noch, dass h(z) = (f(z))
2
, und somit:
h(z) = (f(z))2
h′(z) = 2f(z)f ′(z)
h′′(z) = 2f(z)f ′′(z) + 2(f ′(z))2(6.7)
h′′′(z) = 2f ′(z)f ′′(z) + 2f(z)f ′′′(z) + 4f ′(z)f ′′(z)
= 2f(z)f ′′′(z) + 6f ′(z)f ′′(z)
Wir ko¨nnen also fu¨r die geschweien Klammern in (6.6) die Ableitungen von h(z) einset-
zen und haben bewiesen, dass auch h(z) =
(
2F1
(
a, b; a+ b+ 1
2
; z
))2
eine Lo¨sung der
Differentialgleichung (6.1) ist.
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Wir mu¨ssen jetzt noch zeigen, dass die beiden Lo¨sungen sogar gleich sind, also dass
h(z) = g(z) gilt. Da es sich um eine Differentialgleichung drier Ordnung handelt,
mu¨ssenwir z.B. fu¨r z = 0 zeigen, dass die Funktionswerte und die ersten beiden Ableitun-
gen paarweise u¨bereinstimmen. Hierfu¨r verwenden wir die Notation An :=
(a)n·(b)n
(a+b+1/2)n
fu¨r die Koeffizienten von f(z). Die ersten drei dieser Koeffizienten lauten (vgl. Def. 6.1):
A0 =
(a)0 · (b)0
(a+ b+ 1/2)0
=
1 · 1
1
= 1
A1 =
(a)1 · (b)1
(a+ b+ 1/2)1
=
a · b
a+ b+ 12
A2 =
(a)2 · (b)2
(a+ b+ 1/2)2
=
a(a+ 1) · b(b+ 1)(
a+ b+ 12
) (
a+ b+ 32
)
Somit gilt fu¨r h(z) = (f(z))2 wegen der Ableitungsdarstellungen (6.7):
h(0) = (f(0))2 = A20 = 1
h′(0) = 2f(0)f ′(0) = 2A0A1 =
2ab
a+ b+ 12
h′′(0) = 2f(0)f ′′(0) + 2(f ′(0))2 = 2A0A2 + 2A21
=
2ab(a+ 1)(b+ 1)
(a+ b+ 1/2)(a+ b+ 3/2)
+
2a2b2
(a+ b+ 1/2)2
=
ab(4a2b+ 4ab2 + 8ab+ 2a2 + 2b2 + 3a+ 3b+ 1)
(a+ b+ 1/2)2(a+ b+ 3/2)
Fu¨r die andere Lo¨sung g(z) = 3F2(α, β, γ; δ, ε; z) gilt:
g(0) =
(α)0 · (β)0 · (γ)0
(δ)0 · (ε)0 = 1 = h(0)
g′(0) =
(α)1 · (β)1 · (γ)1
(δ)1 · (ε)1 =
αβγ
δε
=
2a · 2b · (a+ b)
(2a+ 2b) · (a+ b+ 1
2
) = 2ab
a+ b+ 12
= h′(0)
g′′(0) =
(α)2 · (β)2 · (γ)2
(δ)2 · (ε)2 =
α(α + 1)β(β + 1)γ(γ + 1)
δ(δ + 1)ε(ε+ 1)
=
2a(2a+ 1)2b(2b+ 1)(a+ b)(a + b+ 1)
(2a+ 2b)(2a + 2b+ 1)
(
a+ b+ 12
) (
a+ b+ 32
)
=
ab(2a+ 1)(2b+ 1)(a+ b+ 1)
(a+ b+ 1/2)2(a+ b+ 3/2)
=
ab(4a2b+ 4ab2 + 8ab+ 2a2 + 2b2 + 3a+ 3b+ 1)
(a+ b+ 1/2)2(a+ b+ 3/2)
= h′′(0)
Insgesamt gilt also wegen des Satzes von Picard-Lindelo¨f h(z) = g(z) und wir haben die
Formel von Clausen bewiesen. 
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7. Picard-Fuchs-Differentialgleichung
In diesem Kapitel, das direkt im Anschluss an Kapitel 3 gelesen werden kann, bewei-
sen wir die Picard-Fuchs-Differentialgleichung. Der Beweis orientiert sich stark an [13,
S. 33-34, Kap. I.2, §3]. Dort hat allerdings jedes g genau das andere Vorzeichen.
eorem 7.1 (Picard-Fuchs). Fu¨r die Perioden Ω1,2(J) von LJ aus Def. 3.9 gilt fol-
gende Differentialgleichung:
d2Ω
dJ2
+
1
J
· dΩ
dJ
+
31J − 4
144J2(J − 1)2 · Ω = 0
Beweis. Zuna¨chst gilt nach Satz 2.9 fu¨r die Perioden Ω1,2 und asiperioden H1,2 des
Giers LJ :
Ωk =
∮
αk
dx
y
und Hk = −
∮
αk
x dx
y
Die definierende Gleichung von X(LJ ) lautet y
2 = 4x3 − g(x + 1) mit g = 27JJ−1
(vgl. Satz 3.11). Hieraus folgt:
d
dg
(y2) =
d
dg
((
1
y
)−2)
= −2 ·
(
1
y
)−3
· d
dg
(
1
y
)
(7.1)
=⇒ d
dg
(
1
y
)
=
−1
2y3
· d
dg
(y2) =
−1
2y3
· d
dg
(4x3 − g(x+ 1)) = x+ 1
2y3
Somit folgen die Ableitungen von Ω und H nach g mit der Leibnizregel:
dΩ
dg
=
d
dg
(∮
α
dx
y
)
=
∮
α
d
dg
(
1
y
)
dx =
∮
α
x dx
2y3
+
∮
α
dx
2y3
(7.2)
und
dH
dg
=
d
dg
(
−
∮
α
x dx
y
)
= −
∮
α
d
dg
(
1
y
)
· x dx = −
∮
α
x2 dx
2y3
−
∮
α
x dx
2y3
Wir mu¨ssen also noch die Werte der Integrale In :=
∮
α
xn dx
2y3 fu¨r n = 0, 1, 2 berechnen.
Hierfu¨r verwenden wir die Funktionen fn(x) :=
xn
y mit n = 0, 1, 2, wobei wir zuna¨chst
f0(x) =
1
y so wie in (7.1) ableiten:
f0(x) =
1
y
f ′0(x) =
d
dx
(
1
y
)
=
−1
2y3
· d
dx
(y2) =
−1
2y3
· d
dx
(4x3 − g(x+ 1))
=
−1
2y3
· (12x2 − g) = g − 12x
2
2y3
f1(x) =
x
y
= x · f0(x)
f ′1(x) = f0(x) + x · f ′0(x) =
1
y
+ x · g − 12x
2
2y3
=
1
y
+
gx− 3 · 4x3
2y3
=
1
y
+
gx− 3 · (y2 + gx+ g)
2y3
=
1
y
+
−3y2 − 2gx− 3g
2y3
=
2
2y
− 3y
2
2y3
− 2gx+ 3g
2y3
= − 1
2y
− 2gx+ 3g
2y3
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f2(x) =
x2
y
= x · f1(x)
f ′2(x) = f1(x) + x · f ′1(x) =
x
y
+ x ·
(
− 1
2y
− 2gx+ 3g
2y3
)
=
2x
2y
− x
2y
− 2gx
2 + 3gx
2y3
=
x
2y
− 2gx
2 + 3gx
2y3
Aus Satz 2.9 folgt, dass α eine geschlossene Kurve ist, die die Nullstellen und Polstellen
der ℘-Funktion vermeidet (vgl. Bem. 2.8). Hieraus folgt:∮
α
f ′n(x)dx =
∫ 1
0
f ′n(α(t))α
′(t)dt = [fn(α(t))]
1
0 = 0
Wenn wir die oben berechneten Ableitungen von f0, f1 und f2 verwenden erhalten wir
die folgenden Beziehungen zwischen den Integralen In =
∮
α
xn dx
2y3 :
0 =
∮
α
f ′0(x)dx = g ·
∮
α
dx
2y3
− 12 ·
∮
α
x2 dx
2y3
0 =
∮
α
f ′1(x)dx = −
∮
α
dx
2y︸ ︷︷ ︸
= 1
2
Ω
− 2g ·
∮
α
x dx
2y3
− 3g ·
∮
α
dx
2y3
0 =
∮
α
f ′2(x)dx =
∮
α
x dx
2y︸ ︷︷ ︸
= − 1
2
H
− 2g ·
∮
α
x2 dx
2y3
− 3g ·
∮
α
x dx
2y3
Also gilt fu¨r die Integrale I0, I1, I2 folgendes lineares Gleichungssystem:
∣∣∣∣∣∣∣∣∣∣
g · I0 − 12 · I2 = 0 (I)
3g · I0 + 2g · I1 = −1
2
· Ω (II)
3g · I1 + 2g · I2 = −1
2
·H (III)
∣∣∣∣∣∣∣∣∣∣
=⇒
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
I0 =
9Ω− 6H
2g(g − 27)
I1 =
18H − gΩ
4g(g − 27)
I2 =
3Ω− 2H
8(g − 27)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
DenWert von I2 erha¨lt man z.B. aus (III) – 1,5 · (II) + 4,5 · (I). Dann erha¨lt man aus I0 aus
(I) und dann I1 aus (II). Das setzen wir in (7.2) ein und erhalten
dΩ
dg und
dH
dg :
dΩ
dg
= I0 + I1 =
9Ω− 6H
2g(g − 27) +
18H − gΩ
4g(g − 27) =
(18− g)Ω + 6H
4g(g − 27)
und
dH
dg
= −I1 − I2 = − 18H − gΩ
4g(g − 27) −
3Ω− 2H
8(g − 27) =
(2g − 36)H − gΩ
8g(g − 27)
Mit g = 27JJ−1 kann man diese beiden Gleichungen, die von g abha¨ngen, in Gleichungen
umwandeln, die stadessen von J abha¨ngen. Dazu nutzen wir dgdJ =
−27
(J−1)2 und dass wir
die Ableitung nach g somit durch eine nach J ersetzen ko¨nnen: ddg =
(
dg
dJ
)−1
· ddJ
Deshalb u¨bersetzen sich die beiden Gleichungen in
(J − 1)2
−27 ·
dΩ
dJ
=
(
18− 27JJ−1
)
Ω + 6H
4 · 27J
J−1 ·
(
27J
J−1 − 27
)
und
(J − 1)2
−27 ·
dH
dJ
=
(
2 · 27JJ−1 − 36
)
H − 27JJ−1Ω
8 · 27JJ−1 ·
(
27J
J−1 − 27
)
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was sich wie folgt vereinfachen la¨sst:
36J(J − 1)dΩ
dJ
= 3(J + 2)Ω− 2(J − 1)H(7.3)
und
24J(J − 1)dH
dJ
= 3JΩ− 2(J + 2)H(7.4)
Wenn wir nun Gleichung (7.3) nochmals nach J ableiten (unter Beachtung der Produkt-
regel), erhalten wir nach Zusammenfassen gleichartiger Terme:
36J(J − 1)d
2Ω
dJ2
+ (69J − 42)dΩ
dJ
+ 2(J − 1)dH
dJ
− 3Ω + 2H = 0
Nun multiplizieren wir diese Gleichung mit 12J und eliminieren dHdJ mit Hilfe von (7.4).
Das fu¨hrt auf:
432J2(J − 1) · Ω′′ + 12J · (69J − 42) · Ω′ − 33J · Ω + (11J − 2) · 2H = 0
Das multiplizieren wir mit (J − 1) und eliminieren H mit Hilfe von (7.3). Wir erhalten:
432J2(J − 1)2 · Ω′′ + 12J(J − 1)(36J − 36) · Ω′ + (93J − 12) · Ω = 0
Eine letzte Division durch 432J2(J − 1)2 liefert die Picard-Fuchs-Differentialgleichung:
d2Ω
dJ2
+
1
J
· dΩ
dJ
+
31J − 4
144J2(J − 1)2 · Ω = 0 
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8. Kummers Lo¨sung
Ziel dieses Kapitels ist es, mit Hilfe der Picard-Fuchs-Differentialgleichung einen Zu-
sammenhang zwischen den Perioden des Giers L˜ = ∆(τ )
1
12 ·Lτ und der hypergeome-
trischen Funktion 2F1
(
1
12
, 5
12
; 1; 1
J
)
herzustellen, wobei J = J(τ ) ist.
Satz 8.1. Die Funktion b(J), die im Bereich |J | > 1 wie folgt definiert ist:
b(J) := J−
1
4 · (1− J) 14 · 2F1
(
1
12
,
5
12
; 1;
1
J
)
erfu¨llt die Picard-Fuchs-Differentialgleichung aus eorem 7.1, ganz egal fu¨r welche vierte
Wurzel wir uns entscheiden. Diese Lo¨sung ist eine der 16 Lo¨sungen, die auf Ernst Eduard
Kummer (1810-1893) zuru¨ckgehen.
Beweis. Aus Satz 6.3 folgt die Konvergenz der hypergeometrischen Summe im Bereich
|J | > 1. Dann bemerken wir, dass die Picard-Fuchs-Differentialgleichung homogen ist,
also dass mit jeder Lo¨sung b(J) auch c · b(J) eine Lo¨sung ist – somit mu¨ssen wir uns
wieder keine Gedanken u¨ber die Wahl der Wurzeln machen. Aus der Definition von b(J)
folgt dann, dass 2F1
(
1
12 ,
5
12 ; 1;
1
J
)
= J
1
4 · (1− J)− 14 · b(J) ist. Nun fu¨hren wir eine neue
Variable z = 1J ein. Dann erhalten wir
2F1
(
1
12
,
5
12
; 1; z
)
︸ ︷︷ ︸
=:f(z)
= J
1
4 · (1 − J)− 14 · b(J)︸ ︷︷ ︸
=:g(J)
mit z =
1
J
.
Fu¨r f(z) gilt aber nach eorem 6.5 die hypergeometrische Differentialgleichung, wobei
a = 112 , b =
5
12 und c = 1 gilt:
z(z − 1)f ′′(z) +
(
3
2
z − 1
)
f ′(z) +
5
144
f(z) = 0(8.1)
Diese u¨berfu¨hren wir nun in eine Differentialgleichung fu¨r g(J), indemwir z = 1J setzen.
Daraus folgt dzdJ =
−1
J2 und somit
dJ
dz = −J2:
f(z) = g(J) mit z =
1
J
df
dz
=
dg
dJ
· dJ
dz
= −J2 · dg
dJ
d2f
dz2
= −J2 d
dJ
(
−J2 · dg
dJ
)
= J4 · d
2g
dJ2
+ 2J3 · dg
dJ
Das setzen wir jetzt in (8.1) ein und erhalten eine Differentialgleichung fu¨r g(J):
1
J
(
1
J
− 1
)
· (J4 · g′′(J) + 2J3 · g′(J))
+
(
3
2
· 1
J
− 1
)
· (−J2 · g′(J)) + 5
144
g(J) = 0
=⇒ J2 (1− J) g′′(J) +
(
2J(1− J)− 3
2
J + J2
)
g′(J) +
5
144
g(J) = 0
=⇒ J2 (1− J) g′′(J) +
(
−J2 + 1
2
J
)
g′(J) +
5
144
g(J) = 0(8.2)
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Wir haben g(J) := J
1
4 · (1 − J)− 14 · b(J) definiert und suchen eigentlich eine Diffe-
rentialgleichung fu¨r b(J).
Hierzu benennenwir den Faktor mit a(J) := J
1
4 ·(1−J)− 14 , sodass g(J) = a(J)·b(J)
ist. Mit Hilfe der Ableitungen von a(J) werden wir dann die Differentialgleichung fu¨r
g(J) in eine fu¨r b(J) u¨berfu¨hren. Doch zuna¨chst die Ableitungen von a(J):
a(J) = Jc · (1− J)−c mit c = 1
4
a′(J) = cJc−1(1− J)−c + cJc(1− J)−c−1
a′′(J) = c(c− 1)Jc−2(1− J)−c + c2Jc−1(1− J)−c−1 · 2 + c(c+ 1)Jc(1− J)−c−2
Diese lassen sich als Vielfache von a(J) darstellen, um spa¨termit a(J) ku¨rzen zu ko¨nnen:
a′(J) = a(J) · (cJ−1 + c(1− J)−1) = ( 1
4J
+
1
4(1− J)
)
a(J) =
1
4J(1− J) · a(J)
a′′(J) = a(J) · (c(c− 1)J−2 + 2c2J−1(1 − J)−1 + c(c+ 1)(1− J)−2)
=
( −3
16J2
+
2
16J(1− J) +
5
16(1− J)2
)
a(J) =
8J − 3
16J2(1− J)2 · a(J)
Somit folgt fu¨r g(J):
g(J) = a(J) · b(J)
g′(J) = a′(J) · b(J) + a(J) · b′(J)
=
1
4J(1− J) · a(J) · b(J) + a(J) · b
′(J)
g′′(J) = a′′(J) · b(J) + 2a′(J) · b′(J) + a(J) · b′′(J)
=
8J − 3
16J2(1− J)2 · a(J) · b(J) +
2
4J(1− J) · a(J) · b
′(J) + a(J) · b′′(J)
Das setzen wir jetzt in (8.2) ein und erhalten:
J2 (1− J)
(
8J − 3
16J2(1− J)2 · a(J) · b(J) +
2
4J(1− J) · a(J) · b
′(J) + a(J) · b′′(J)
)
+
(
−J2 + 1
2
J
)(
1
4J(1− J) · a(J) · b(J) + a(J) · b
′(J)
)
+
5
144
a(J) · b(J) = 0
Wir dividieren durch a(J) und sortieren ein bisschen:
J2 (1− J) b′′(J) +
(
2J2(1− J)
4J(1− J) − J
2 +
1
2
J
)
b′(J)
+
(
8J − 3
16(1− J) +
−J2 + 12J
4J(1 − J) +
5
144
)
b(J) = 0
=⇒ J2 (1− J) b′′(J) + J(1− J)b′(J) + 31J − 4
144(1− J)b(J) = 0 | : (J
2(1 − J))
=⇒ b′′(J) + 1
J
· b′(J) + 31J − 4
144J2(1− J)2 · b(J) = 0
Hier erkennen wir genau die Picard-Fuchs-Differentialgleichung aus eorem 7.1. 
Bemerkung 8.2. Ab hier tauchen verschiedene n-te Wurzeln auf. Wir werden uns bei Zwi-
schenrechnungen nicht festlegen, welchen Zweig dieser Wurzeln wir verwenden, sodass die
Gleichungen nur bis auf eine n-te Einheitswurzel korrekt sind. Das Hauptresultat inm. 9.7
gilt jedoch exakt, wenn man den Hauptzweig der Wurzel verwendet.
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Definition 8.3. Wir nennen das zu folgende zu Lτ a¨quivalente Gier L˜:
L˜ = Zω˜1 + Zω˜1 mit (ω˜1, ω˜2) = ∆(τ )
1
12 · (1, τ )
eorem 8.4. Fu¨r alle τ mit Im(τ ) > 1,25 gilt:
ω˜1 = ∆(τ )
1
12 =
2π
4
√
12
· J(τ )− 112 · 2F1
(
1
12
,
5
12
; 1;
1
J(τ )
)
Bemerkung 8.5. Eigentlich gilt die Formel aus m. 8.4 sogar fu¨r alle τ mit Im(τ ) > 1
und |J(τ )| > 1 (siehe den in Abbildung 8.1 gefa¨rbten Bereich), aber fu¨r die Herleitung
der Chudnovsky-Formel und der zehn anderen Formeln wird der in eorem 5.1 bewiesene
Bereich Im(τ ) > 1,25 ausreichen.
x = Re(τ )
y = Im(τ )
−1 0 1
i
2i
3i
Im(τ ) = 1,25 |J(τ )| = 1
|J(τ )| > 1
τ8
τ12
τ16
τ28
τ7
τ11
τ19
τ27
τ43
Abbildung 8.1. Hier ist das Gebiet mit Im(τ ) > 1 und |J(τ )| > 1 grau
gefa¨rbt, das mit Mathematica berechnet wurde.
Außerdem sind die Werte τN (vgl. Def. 10.3) eingezeichnet, die auf ei-
ne Formel zur Berechnung von π fu¨hren werden. τ67 und τ163 liegen
oberhalb von τ43 außerhalb des dargestellten Bereichs.
Beweis des eorems 8.4. In m. 5.1 haben wir bewiesen, dass |J(τ )| > 1 fu¨r alle τ mit
Im(τ ) > 1,25 gilt. Aus Satz 6.3 folgt dann mit |z| = ∣∣ 1
J
∣∣ < 1 die absolute Konvergenz
der angegebenen hypergeometrischen Funktion 2F1 im Bereich Im(τ ) > 1,25. Der jetzt
folgende Beweis des eorems 8.4 orientiert sich an [1, Kap. 2.3 und 2.5]:
Wir haben in Satz 8.1 bewiesen, dass b(J) = J−
1
4 · (1 − J) 14 · 2F1
(
1
12 ,
5
12 ; 1;
1
J
)
fu¨r
|J | > 1 eine Lo¨sung der Picard-Fuchs-Differentialgleichung ist. Wir kennen aber bereits
zwei unabha¨ngige Lo¨sungen dieser Differentialgleichung zweiter Ordnung – na¨mlich die
beiden BasisperiodenΩ1 undΩ2 von LJ . Hieraus folgt mit dem Satz von Picard-Lindelo¨f,
dass man die Lo¨sung b(J) als Linearkombination dieser beiden Perioden schreiben kann,
also dass es komplexe Zahlen A und B gibt, sodass b(J) = A · Ω1(J) +B · Ω2(J) ist.
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In Definition 3.9 erkennen wir, dass man die Basisperioden (Ω1,Ω2) von LJ in der
Form µ(τ ) · (1, τ ) mit µ(τ ) =
√
g3(τ)
g2(τ)
schreiben kann. Wir werden zuna¨chst µ mit Hilfe
der J-Funktion schreiben:
27J
J − 1 =
27g32
∆ ·
(
g3
2
∆
− 1
) = 27g32
g32 −∆
=
27g32
g32 − (g32 − 27g23)
=
g32
g23
=⇒ µ =
√
g3
g2
=
(
g23
g22
) 1
4
=
(
g2 · g
2
3
g32
) 1
4
=
(
g2 · J − 1
27J
) 1
4
=
(
(J ·∆) 13 · J − 1
27J
) 1
4
= 27−
1
4 · J− 16 · (J − 1) 14 ·∆ 112(8.3)
Also gibt es komplexe A und B, sodass b(J) = A · Ω1 +B · Ω2 = (A +Bτ ) · µ und
somit
J−
1
4 · (1− J) 14 · 2F1
(
1
12
,
5
12
; 1;
1
J
)
= (A+Bτ ) · 27− 14 · J− 16 · (J − 1) 14 ·∆ 112
=⇒ J− 112 ·∆− 112 · 2F1
(
1
12
,
5
12
; 1;
1
J
)
= C +Dτ
fu¨r passende komplexe Zahlen C und D. Hierbei wurde der Faktor 27−
1
4 in die neuen
komplexen Zahlen C und D integriert.
Um D zu berechnen, bemerken wir zuna¨chst, dass e2pii(τ+1) = e2piiτ · e2pii = e2piiτ
gilt. Dann folgt mit den Darstellungen in eorem 4.5, dass E4(τ + 1) = E4(τ ) und
E6(τ +1) = E6(τ ) gilt. Hieraus folgt (ebenfalls mit den Darstellungen auseorem 4.5),
dass J(τ + 1) = J(τ ) und ∆(τ + 1) = ∆(τ ) ist. Folglich ist die linke Seite dieser
Gleichung invariant unter der Transformation τ 7→ τ + 1, also muss es auch die rechte
Seite sein – wir erhaltenD = 0.
Den Wert von C erhalten wir z.B., indem wir auf der linken Seite τ → i∞ gehen
lassen (das du¨rfen wir, weil diese Lo¨sung im ganzen Bereich Im(τ ) > 1,25 gilt) und
somit q = e2piiτ → 0. Dort gilt allerdings nach eorem 5.1, dass |1728J | > 0,737|q| , also
dass 1
J(τ)
→ 0 gilt und somit aus Def. 6.2 folgt, dass 2F1
(
1
12
, 5
12
; 1; 1
J
) → 1. Somit gilt
wegen der Darstellung von J und ∆ aus eorem 4.5 und wegen der dort befindlichen
Darstellung von E4:
C = lim
τ→i∞
(J(τ ) ·∆(τ ))− 112 = lim
τ→i∞
(
(2π)12
1728
· E4(τ )3
)− 1
12
=
(
(2π)12
123
· 1
)− 1
12
=
12
1
4
2π
Schließlich erhalten wir
2F1
(
1
12
,
5
12
; 1;
1
J(τ )
)
=
4
√
12
2π
· J(τ ) 112 ·∆(τ ) 112
und erkennen darin wegen ω˜1 = ∆(τ )
1
12 die zu beweisende Gleichung. 
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9. Beweis des Haupttheorems
Wir werden, ausgehend von Kummers Lo¨sung (m. 8.4) und mit Hilfe der Clausen-
Formel (m. 6.7) und den Fourierdarstellungen (m. 4.5), das Haupheorem 9.7 bewei-
sen. Dieses Kapitel orientiert sich stark am Paper von Chen und Glebov [6].
Zuna¨chst stellen wir die Bezeichnungen fu¨r die Perioden und asiperioden der drei
a¨quivalenten Gier Lτ , LJ und L˜ zusammen (vgl. Def. 3.9 und Def. 8.3), wobei wir in
diesem Kapitel voraussetzen, dass L = Zω1 + Zω2 von der Form Lτ mit ω1 = 1 ist:
Gitter und Perioden asiperioden
Lτ : (ω1, ω2) = (1, τ ) (η1, η2) = (η1(Lτ ), η2(Lτ ))
LJ : (Ω1,Ω2) =
√
g3(τ )
g2(τ )
· (1, τ ) (H1, H2) =
√
g2(τ )
g3(τ )
· (η1(Lτ ), η2(Lτ ))
L˜ : (ω˜1, ω˜2) = ∆(τ )
1
12 · (1, τ ) (η˜1, η˜2) = ∆(τ )− 112 · (η1(Lτ ), η2(Lτ ))
Wenn wir im Folgenden η1, η2, g2, g3 oder ∆ schreiben, meinen wir damit η1(Lτ ),
η2(Lτ ), g2(τ ), g3(τ ) bzw.∆(τ ). Außerdem werden wir uns wie in Bem. 8.2 bei den Zwi-
schenschrien keine Gedanken zur Wahl der Wurzel machen, erst im Haupheorem 9.7.
Satz 9.1. Fu¨r k = 1 und fu¨r k = 2 gilt:
η˜k = −
√
12J
2
3
√
J − 1 · dω˜k
dJ
Beweis. Fu¨r
√
g3
g2
haben wir auf S. 93 die Darstellung (8.3) berechnet:
√
g3
g2
= J−
1
6 ·
(
J − 1
27
) 1
4
︸ ︷︷ ︸
=:A(J)
· ∆ 112(9.1)
Hieraus folgt ein direkter Zusammenhang zwischen LJ und L˜:
(Ω1,Ω2) =
√
g3
g2
· (1, τ ) =
√
g3
g2
·∆− 112 · (ω˜1, ω˜2) = A(J) · (ω˜1, ω˜2)
(H1, H2) =
√
g2
g3
· (η1, η2) =
√
g2
g3
·∆ 112 · (η˜1, η˜2) = 1
A(J)
· (η˜1, η˜2)
Die erste Zeile leiten wir noch nach J ab und erhalten:
dΩ
dJ
= A(J) · dω˜
dJ
+
(
− 1
6J
+
1
4(J − 1)
)
·A(J) · ω˜
= A(J) ·
(
dω˜
dJ
+
J + 2
12J(J − 1) · ω˜
)
Wir setzen die soeben gefundenen Zusammenha¨nge nun auf Seite 89 in Gleichung (7.3)
ein und erhalten die zu beweisende Gleichung:
36J(J − 1)
dΩ
dJ︷ ︸︸ ︷
A(J) ·
(
dω˜
dJ
+
J + 2
12J(J − 1) · ω˜
)
= 3(J + 2)
Ω︷ ︸︸ ︷
A(J)ω˜−2(J − 1)
H︷ ︸︸ ︷
1
A(J)
η˜
=⇒ 2(J − 1)
A(J)
· η˜ = −36J(J − 1)A(J) · dω˜
dJ
=⇒ η˜ = −
√
12J
2
3
√
J − 1 · dω˜
dJ 
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Definition 9.2. Die folgende nicht-holomorphe Funktion nennen wir s2:
s2(τ ) :=
E4(τ )
E6(τ )
· E∗2(τ ) mit E∗2 (τ ) := E2(τ )−
3
π Im(τ )
wobei Ek(τ ) die normierten Eisensteinreihen aus m. 4.5 sind.
Bemerkung 9.3. s2 ist eine ”
fast holomorphe Modulform“. Diese sind Funktionen in H,
die wie eine Modulform transformieren – auch fu¨r s2 gilt, dass es bei a¨quivalenten Giern
den gleichenWert annimmt – aber sie sind nicht holomorph, sondern Polynome in 1
Im(τ)
mit
holomorphen Koeffizienten. Und in Satz 10.7 werden wir sehen, dass gewisse Werte von s2(τ )
rational sind.
Satz 9.4. Es gilt
η1 − 3g3
2g2
s2(τ ) =
π
Im(τ )
Beweis. Wir lo¨sen die Darstellungen von η1, g2 und g3 aus eorem 4.5 nach E2, E4 und
E6 auf, setzen die Ergebnisse in die Definition von s2(τ ) ein und erhalten:
s2(τ ) =
3g2
4pi4
27g3
8pi6
(
3η1
π2
− 3
π Im(τ )
)
=
2π2
9
· g2
g3
(
3η1
π2
− 3
π Im(τ )
)
=
2g2
3g3
· η1 − 2πg2
3g3 Im(τ )
=⇒ 2g2
3g3
· η1 − s2(τ ) = 2πg2
3g3 Im(τ )
∣∣∣∣·3g32g2
=⇒ η1 − 3g3
2g2
· s2(τ ) = π
Im(τ ) 
Satz 9.5. Fu¨r alle τ mit Im(τ ) > 1,25 gilt
1
2π Im(τ )
√
J
J − 1 =
1− s2(τ )
6
F 2 − J d
dJ
F 2
Dabei ist F = 2F1
(
1
12
, 5
12
; 1; 1
J
)
und J = J(τ ).
Beweis. Wir werden Glg. (9.2) und (9.3) beweisen und sie dann in Satz 9.4 einsetzen.
Zuna¨chst sagteorem 8.4, dass ω˜1 = ∆
1
12 = 2pi4√12 ·J−
1
12 ·F im angegebenen Bereich
gilt. Die Ableitung dieser Gleichung nach J liefert mit der Produktregel:
dω˜1
dJ
=
2π
4
√
12
· J− 112 ·
( −1
12J
· F + dF
dJ
)
Das setzen wir nun in die Gleichung aus Satz 9.1 ein:
η˜1 = −
√
12J
2
3
√
J − 1 ·
dω˜1
dJ︷ ︸︸ ︷
2π
4
√
12
· J− 112 ·
( −1
12J
· F + dF
dJ
)
= −2π 4
√
12J
7
12
√
J − 1 ·
( −1
12J
· F + dF
dJ
)
Aus der Tabelle auf S. 94 entnehmenwir η1 = η˜1·∆ 112 . Hier setzenwir die eben gefundene
Darstellung von η˜1 sowie die Darstellung von ∆
1
12 aus m. 8.4 ein und erhalten:
η1 = η˜1 ·∆ 112 = −2π 4
√
12J
7
12
√
J − 1 ·
( −1
12J
· F + dF
dJ
)
· 2π
4
√
12
· J− 112 · F
=
π2
3
·
√
J − 1
J
· F 2 − 2π2
√
J(J − 1) · 2F dF
dJ︸ ︷︷ ︸
d
dJ
(F 2)
(9.2)
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Nun nehmen wir Glg. (9.1) von S. 94 und setzen die Darstellung von ∆
1
12 aus m. 8.4
ein:
3g3
2g2
=
3
2
·
(
J−
1
6 ·
(
J − 1
27
) 1
4
· ∆ 112
)2
=
3
2
· J− 13 ·
(
J − 1
27
) 1
2
·∆ 16
=
3
2
· J− 13 ·
√
J − 1√
27
· 4π
2
√
12
· J− 16 · F 2 = π
2
3
·
√
J − 1
J
· F 2(9.3)
Nun setzen wir (9.2) und (9.3) in die Gleichung aus Satz 9.4 ein:
η1︷ ︸︸ ︷
π2
3
·
√
J − 1
J
· F 2 − 2π2
√
J(J − 1) · d
dJ
(
F 2
)−
3g3
2g2︷ ︸︸ ︷
π2
3
·
√
J − 1
J
· F 2 · s2(τ ) = π
Im(τ )
=⇒ π
2
3
·
√
J − 1
J
· F 2 · (1− s2(τ ))− 2π2
√
J(J − 1) · d
dJ
(
F 2
)
=
π
Im(τ )
Schließlich multiplizieren wir das mit
√
J
J−1 · 12pi2 und erhalten:
1− s2(τ )
6
· F 2 − J · d
dJ
(
F 2
)
=
√
J
J − 1 ·
1
2π Im(τ )
Somit ist Satz 9.5 bewiesen. 
Satz 9.6. Fu¨r das adrat der folgenden hypergeometrischen Funktion gilt:(
2F1
(
1
12
,
5
12
; 1; z
))2
=
∞∑
n=0
(6n)!
(3n)!(n!)3
zn
123n
Beweis. Aus der Formel von Clausen (eorem 6.7 auf Seite 84) folgt mit Hilfe von Defi-
nition 6.2 auf Seite 82:(
2F1
(
1
12
,
5
12
; 1; z
))2
= 3F2
(
1
6
,
5
6
,
1
2
; 1, 1; z
)
=
∞∑
n=0
(
1
6
)
n
· (5
6
)
n
· (1
2
)
n
(1)n · (1)n ·
zn
n!
(9.4)
Es gilt aber (1)n = n!, also mu¨ssen wir nur noch
(
1
6
)
n
· (56)n · ( 12)n vereinfachen:
Wenn a = pq ein Verha¨ltnis zweier natu¨rlicher Zahlen ist, dann gilt aufgrund der De-
finition 6.1 der Pochhammer-Symbole:(
p
q
)
n
=
n∏
k=1
(
p
q
+ k − 1
)
= q−n
n∏
k=1
(p+ kq − q) .
Hieraus folgt (vgl. [6, Lemma 4.1]):(
1
6
)
n
·
(
5
6
)
n
·
(
3
6
)
n
= 6−3n
n∏
k=1
(6k − 5)(6k − 3)(6k − 1)
= 6−3n · 1 · 3 · 5 · 7 · · · (6n− 1)
= 6−3n · (6n)!
2 · 4 · 6 · · · 6n
= 6−3n · (6n)!
23n · (3n)! =
(6n)!
(3n)! · 123n
Wenn wir das in Gleichung (9.4) einsetzen, erhalten wir mit (1)n = n!:(
2F1
(
1
12
,
5
12
; 1; z
))2
=
∞∑
n=0
(6n)!
(3n)! · 123n · n! · n! ·
zn
n!
und das ist was zu zeigen war. 
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eorem 9.7 (Haupheorem). Fu¨r alle τ mit Im(τ ) > 1,25 gilt die folgende Glei-
chung von David und Gregory Chudnovsky aus dem Jahr 1988 [7, Glg. (1.4)]:
1
2π Im(τ )
√
J(τ )
J(τ )− 1 =
∞∑
n=0
(
1− s2(τ )
6
+ n
)
· (6n)!
(3n)!(n!)3
· 1
(1728J(τ ))
n
Hierbei bezeichnet
√
den Hauptzweig der adratwurzel.
Beweis. Fu¨r den Beweis kombinieren wir die Differentialgleichung aus Satz 9.5 mit der
Darstellung aus Satz 9.6:
Wir bezeichnen zuna¨chst wie in Satz 9.5 die Funktion F (J) = 2F1
(
1
12 ,
5
12 ; 1;
1
J
)
mit
J = J(τ ). Daru¨berhinaus nennen wir G(z) =
(
2F1
(
1
12 ,
5
12 ; 1; z
))2
. Dann haben wir mit
z = 1J na¨mlich (F (J))
2
= G(z). In Satz 9.5 haben wir bereits
1
2π Im(τ )
√
J
J − 1 =
1− s2(τ )
6
F 2 − J d
dJ
F 2
bewiesen. Wir wandeln diese Differentialgleichung fu¨r F (J) in eine fu¨rG(z) um, a¨hnlich
wie im Beweis von Satz 8.1. Aus J = 1z folgt
dJ
dz =
−1
z2 und
dz
dJ = −z2. Also gilt
J
d
dJ
(F (J))2 =
1
z
· dz
dJ
· d
dz
G(z) = −z · d
dz
G(z)
Dies liefert uns eine Differentialgleichung fu¨r G(z):
1
2π Im(τ )
√
J
J − 1 =
1− s2(τ )
6
G(z) + z
d
dz
G(z) mit J =
1
z
Hier ko¨nnen wir noch die Darstellung von G(z) aus Satz 9.6 einsetzen:
G(z) =
∞∑
n=0
(6n)!
(3n)!(n!)3
zn
123n
=⇒ z d
dz
G(z) =
∞∑
n=0
(6n)!
(3n)!(n!)3
n · zn
123n
=⇒ 1
2π Im(τ )
√
J
J − 1 =
∞∑
n=0
(
1− s2(τ )
6
+ n
)
· (6n)!
(3n)!(n!)3
· z
n
123n
Und wir erhalten schließlich mit z = 1
J
und 123 = 1728 die zu beweisende Aussage.
In allen Zwischenschrien bis hier war uns die Wahl des Zweigs der Wurzeln egal
(vgl. Bemerkung 8.2), deshalb haben wir bisher auch nur bewiesen, dass die Gleichung
aus m. 9.7 korrekt bis auf eine komplexe Einheitswurzel ist. Wir mu¨ssen also noch
beweisen, dass die Gleichung fu¨r irgendein τ mit Im(τ ) > 1,25 exakt ist und keine ver-
steckten Einheitswurzeln entha¨lt:
Wir wa¨hlen τ8 =
i
√
8
2 = i
√
2. Hier gilt, dass q = e2piiτ8 = e−2pi
√
2 eine reelle Zahl ist.
Die Darstellungen in m. 4.5 zeigen dann, dass J(τ8) und s2(τ8) ebenfalls reellwertig
sind. Weiter folgt aus den Na¨herungen von Seite 81 zusammen mit den Abscha¨tzungen
ausm. 5.1 und 5.3, dass sowohl J(τ8) und
1−s2(τ8)
6
positive reelle Zahlen sind. Somit ist
bewiesen, dass fu¨r τ = τ8 alle Gro¨ßen in der Gleichung des Haupheorems 9.7 reellwertig
und positiv sind.
Das zeigt, dass in der Gleichung bei τ = τ8 keine komplexen Einheitswurzeln verges-
sen wurden, sofern man den Hauptzweig deradratwurzel wa¨hlt, welcher den postiven
Radikanden positive Werte zuordnet. Das Gebiet Im(τ ) > 1,25 ist zusammenha¨ngend,
beide Seiten der Gleichung ha¨ngen stetig von τ ab und sind nicht Null. Hieraus folgt, dass
die Gleichung aus m. 9.7 auch fu¨r alle anderen τ mit Im(τ ) > 1,25 exakt erfu¨llt ist,
sofern man wie gefordert den Hauptzweig deradratwurzel wa¨hlt. 
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10. Berechnung der Koeffizienten
Ziel dieses Kapitels ist es, die Funktionswerte aus eorem 10.1 explizit zu berechnen
und ihre Exaktheit zu beweisen. Schließlich setzen wir diese Funktionswerte ins Haupt-
theorem 9.7 ein und erhalten auf S. 102 elf Formeln zur Berechnung von π – eine davon
ist die Chudnovsky-Formel.
eorem10.1. Die J-Funktion ausm. 4.5 und die s2-Funktion aus Def. 9.2 nehmen
die folgenden Werte exakt an:
τ 1728J(τ ) s2(τ )
1−s2(τ)
6
1+i
√
7
2 −153 5/21 8/63
2i 203 5/14 3/28
1+i
√
11
2
−323 32/77 15/154
3i 2 · 303 5/11 1/11
4i 663 11/21 5/63
1+i
√
19
2 −963 32/57 25/342
1+i
√
27
2 −3 · 1603 160/253 31/506
7i 2553 85/133 8/133
1+i
√
43
2 −9603 640/903 263/5418
1+i
√
67
2
−52803 33440/43617 10177/261702
1+i
√
163
2
−6403203 77265280/90856689 13591409/545140134
In der letzten Zeile erkennen wir die gesuchten Koeffizienten der Chudnovsky-Formel.
Beweis. Den Beweis geben wir im Laufe dieses Kapitels, aufgeteilt in mehrere Teile:
• Satz 10.4 besagt, dass 1728J(τ ) bei diesen τ ganzzahlig ist.
• In Satz 10.6 berechnen wir diese Werte explizit und beweisen ihre Exaktheit.
• Satz 10.7 besagt, dass s2(τ ) bei diesen τ rational ist.
• In Satz 10.9 beweisen wir, wie man einen Nenner dieser Werte s2(τ ) finden kann.
• In Satz 10.10 berechnen wir diese Werte explizit und beweisen ihre Exaktheit. 
Definition 10.2. Diejenigen τ , fu¨r die die zu Lτ geho¨rige elliptische Kurve eine komplexe
Multiplikation hat, heißen
”
CM-Punkte“. Das sind diejenigen τ , fu¨r die es eine komplexe
Zahl a ∈ C− Z gibt mit a · Lτ ⊆ Lτ . Das bedeutet a · 1 ∈ Lτ und a · τ ∈ Lτ bzw.:
CM :=
{
τ ∈ H ∣∣ A+Bτ + Cτ2 = 0; (A,B,C) ∈ Z3; ggT(A,B,C) = 1 }
Fu¨r alle τ ∈ CM bezeichnen wirD = B2 − 4AC als
”
Diskriminante von τ“.
Definition 10.3. Es seiH := {3; 4; 7; 8; 11; 12; 16; 19; 27; 28; 43; 67; 163} und
τN :=
{
0+i
√
N
2 falls N ≡ 0 mod 4
1+i
√
N
2
falls N ≡ 3 mod 4 fu¨r N ∈ H
und CM(1) := { τN | N ∈ H }. Wir werden sehen, dass das die Menge der τ ∈ CM ist,
deren Diskriminante die Klassenzahl 1 hat. Daher die Bezeichnung CM(1).
Satz 10.4. Es sei j(τ ) := 1728J(τ ).
Dann gilt fu¨r alle τ ∈ CM , dass der Wert j(τ ) ganzalgebraisch in Z ist.
Und fu¨r alle τN ∈ CM(1) gilt sogar jN := j(τN ) ∈ Z.
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Beweis. In [17, m. II.6.1, S. 140] wird bewiesen, dass j(τ ) fu¨r τ ∈ CM ganzalgebraisch
in Z ist.
In [4, Kap. 1-2, S. 1-20]wird die Klassenzahl der quadratischen FormenA+Bτ+Cτ2 =
0 untersucht und bewiesen, dass fu¨r alle Diskriminanten D = −N mit N ∈ H die
Klassenzahl h = 1 ist. In [17, m. II.4.3 (b), S. 122] wird bewiesen, dass fu¨r alle τ ∈
CM gilt: j(τ ) = 1728J(τ ) ist eine algebraische Zahl vom Grad h. Insbesondere ist fu¨r
τN ∈ CM(1) also j(τN ) eine algebraische Zahl vom Grad 1 ist und somit gilt j(τN ) ∈ Q.
Weil diese j(τN ) aber ganzalgebraisch in Z sind, ist der Leitkoeffizient des zugeho¨rigen
Polynoms 1. Somit folgt fu¨r τN ∈ CM(1), dass j(τN ) Nullstelle eines Polynoms vom
Grad 1 mit ganzzahligen Koeffizienten und Leitkoeffizient 1 ist – also muss j(τN ) ∈ Z
sein. 
Index Gleichung Diskriminante Lo¨sung Koeffizienten
N ∈ H Cτ2 +Bτ +A = 0 B2 − 4AC = −N τN (AC)N
4 τ2 + 1 = 0 −4 i 1
8 τ2 + 2 = 0 −8 2i 2
12 τ2 + 3 = 0 −12 3i 3
16 τ2 + 4 = 0 −16 4i 4
28 τ2 + 7 = 0 −28 7i 7
3 τ2 − τ + 1 = 0 −3 1+i
√
3
2 = ̺ 1
7 τ2 − τ + 2 = 0 −7 1+i
√
7
2
2
11 τ2 − τ + 3 = 0 −11 1+i
√
11
2 3
19 τ2 − τ + 5 = 0 −19 1+i
√
19
2 5
27 τ2 − τ + 7 = 0 −27 1+i
√
27
2
7
43 τ2 − τ + 11 = 0 −43 1+i
√
43
2 11
67 τ2 − τ + 17 = 0 −67 1+i
√
67
2
17
163 τ2 − τ + 41 = 0 −163 1+i
√
163
2 41
Tabelle 10.1. adratische Gleichungen fu¨r τN ∈ CM(1)
Bemerkung 10.5. Bei τ3 = ̺ und τ4 = i gilt E4(τ3) = 0 und E6(τ4) = 0. Das fu¨hrt
zu J(τ3) = 0 und J(τ4) = 1. Nach Satz 6.3 konvergiert die hypergeometrische Summe
in m. 9.7 aber nur, falls |J(τ )| > 1 ist. Deshalb liefern τ3 und τ4 keine Formeln zur
Berechnung von π, und wir werden nur die angegebenen Werte von 1728J(τN ) fu¨r N ≥ 7
beweisen.
Satz 10.6. Die Werte von 1728J(τ ) aus m. 10.1 sind exakt und korrekt.
Beweis. Satz 10.4 besagt, dass die exakten Werte jN = 1728J(τN ) ganzzahlig sind. Auf
S. 81 haben wir Na¨herungen 1728J˜(τN ) berechnet, die nach m. 5.1 um ho¨chstens 0,2
vom exaktenWert abweichen (denn ausN ≥ 7 folgt Im(τN ) =
√
N
2
> 1,25). Somit muss
jN genau die Werte aus m. 10.1 annehmen, weil das die einzigen ganzen Zahlen sind,
die nahe genug am Wert der Na¨herungen von S. 81 liegen. 
Satz 10.7. Fu¨r alleN ∈ H − {4} gilt s2(τN ) ∈ Q.
Beweis. In [15, Anhang A1, m. A1] beweist Masser fu¨r alle τ ∈ CM , die nicht a¨qui-
valent zu i sind (im Sinne der Def. 3.4), dass die Gro¨ßeΨ(τ ) = 32s2(τ ) in der Ko¨rpererwei-
terung Q(j(τ )) = Q(1728J(τ )) liegt.
Nach Satz 10.4 gilt fu¨r alleN ∈ H, dass jN ∈ Z ist. Deshalb gilt fu¨r alleN ∈ H−{4},
dass s2(τN ) ∈ Q ist (beachte, dass τ4 = i ist). 
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Satz 10.8. E2;4;6(τ ) bezeichne die normierten Eisensteinreihen aus m. 4.5. Dann bezeich-
ne η(τ ) die Dedekind’sche η-Funktion mit 1728η24 = E34 − E26 (weitere Eigenschaen der
η-Funktion werden nicht beno¨tigt). Außerdem sei E∗2(τ ) wie in Def. 9.2 definiert.
Dann gilt fu¨r alle τ ∈ CM (also fu¨r alle τ mit A+Bτ + Cτ2 = 0, ggT(A,B,C) = 1
undD = B2 − 4AC), dass die folgenden Ausdru¨cke ganzalgebraisch in Z sind:
√
D · E
∗
2(τ )
η4(τ )
· (AC)2 und E4(τ )
η(τ )8
und
E6(τ )
η(τ )12
Beweis. Aus den Definitionen von J(τ ) und η(τ ) erhalten wir
j(τ ) = 1728J(τ ) =
1728E34
E34 −E26
=
E4(τ )
3
η(τ )24
=
(
E4(τ )
η(τ )8
)3
und
j(τ )− 1728 = 1728E
3
4
E34 − E26
− 1728E
3
4 − E26
E34 − E26
=
E6(τ )
2
η(τ )24
=
(
E6(τ )
η(τ )12
)2
(10.1)
Also ist E4(τ)
η(τ)8
eine Nullstelle von P (X) = X3 − j(τ ) und E6(τ)
η(τ)12
ist eine Nullstelle von
Q(X) = X2− j(τ )+1728. Weil nach Satz 10.4 j(τ ) ganzalgebraisch in Z ist, sind E4(τ)
η(τ)8
und E6(τ)η(τ)12 ganzalgebraisch in Z.
Der vollsta¨ndige Beweis, dass auch der erste Ausdruck ganzalgebraisch in Z ist, folgt
im Anhang B (m. B.9), welcher auf Anhang A auaut. 
Satz 10.9. Es seienH und τN wie in Def. 10.3 definiert und jN := 1728J(τN ). Sei (AC)N
das Produkt der Koeffizienten wie in Tab. 10.1. Dann gibt es fu¨r alle N ∈ H − {3; 4} eine
ganze Zahl cN (man kann sogar cN ∈ {−2;−1; 1} wa¨hlen), sodass
bN :=
√
cN ·N · (1728− jN ) · (AC)2N
ganzzahlig ist. Außerdem ist dann auch aN := s2(τN ) · bN ganzzahlig und wir erhalten
eine explizite Darstellung von s2(τN ) als Verha¨ltnis zweier ganzer Zahlen.
Beweis. Die Ganzzahligkeit der bN folgt aus der Ganzzahligkeit der jN (Satz 10.4) und
der Tatsache, dass man cN fu¨r alle N ∈ H so wa¨hlen kann, dass der Radikand eine
adratzahl wird – das gilt z.B. fu¨r cN = N · (1728 − jN ), aber auch fu¨r betragsma¨ßig
deutlich kleinere cN (sie werden auf S. 101 aufgelistet).
Aus der Definition aN := s2(τN ) · bN folgt, dass aN fu¨r N ∈ H − {4} als Produkt
einer rationalen Zahl (Satz 10.7) mit einer ganzen Zahl selbst rational sein muss. Es fehlt
noch zu zeigen, dass diese aN sogar ganze Zahlen sind. Zuna¨chst folgt aus (10.1):√
jN − 1728 = ±E6(τN )
η12(τN )
Das setzen wir in die Definition fu¨r aN ein und erhalten mit Def. 9.2:
aN := s2(τN ) · bN = s2(τN ) ·
√
cN · (−N) · (jN − 1728) · (AC)2N
=
E4(τN )
E6(τN )
· E∗2(τN ) ·
√
cN · (−N) · ±E6(τN )
η12(τN )
· (AC)2N
=
E4(τN )
η8(τN )
·
√−N ·E∗2 (τN ) · (AC)2N
η4(τN )
· ±√cN(10.2)
Hier duren wir wegen Lemma 5.11 mit E6(τN ) 6= 0 ku¨rzen (beachte, dass fu¨r N ≥ 7
gilt: Im(τN ) ≥
√
7
2 ≥ 1,25).
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• Die ersten beiden Faktoren in Gl. (10.2) sind nach Satz 10.8 ganzalgebraisch.
• Fu¨rX = ±√cN gilt X2 = cN ; es ist also ebenfalls ganzalgebraisch.
aN ist also (falls N ≥ 7) das Produkt ganzalgebraischer Zahlen und somit selbst ganz-
algebraisch inZ. Weil wir bereits wissen, dass aN ∈ Q ist (fallsN 6= 4), folgt aus dem Satz
u¨ber rationale Nullstellen, dass aN sogar eine ganze Zahl ist (fallsN ∈ H − {3; 4}). 
Satz 10.10. Die Werte von s2(τ ) aus m. 10.1 sind exakt und korrekt.
Beweis. Wir werden zuna¨chst beweisen, dass die folgendenWerte exakt und korrekt sind:
N jN := 1728J(τN ) cN (AC)N bN aN := s2(τN ) · bN
7 −153 1 2 756 180
8 203 −1 2 896 320
11 −323 1 3 5544 2304
12 2 · 303 −1 3 7128 3240
16 663 −2 4 48384 25344
19 −963 1 5 102600 57600
27 −3 · 1603 1 7 892584 564480
28 2553 −1 7 1055754 674730
43 −9603 1 11 23600808 16727040
67 −52803 1 17 907582536 695819520
163 −6403203 1 41 10996566783048 9351571368960
• Die Werte der jN haben wir bereits in Satz 10.6 bewiesen.
• Die Werte der (AC)N entnehmen wir Tab. 10.1.
• Weiter bemerken wir, dass bei den angegebenen Werten der cN die Werte von
bN :=
√
cN ·N · (1728− jN ) · (AC)2N
ganzzahlig sind und genau den angegebenen bN entsprechen.
• Schließlich multiplizieren wir die Werte der Na¨herungen s˜2(τN ) (von Seite 81) noch
mit diesen ganzzahligen bN , um a˜N := s˜2(τN ) · bN als Na¨herung fu¨r aN zu erhalten:
a˜7 ≈ 180,00031
a˜8 ≈ 319,99988
a˜11 ≈ 2304,00001
a˜12 ≈ 3239,00000
∣∣∣∣∣∣∣∣∣
a˜16 ≈ 25343,000
a˜19 ≈ 57600,000
a˜27 ≈ 564480,000
a˜28 ≈ 674730,000
∣∣∣∣∣∣∣∣∣
a˜43 ≈ 16727040,000
a˜67 ≈ 695819520,000
a˜163 ≈ 9351571368960,000
Hier erkennen wir bereits ungefa¨hr die oben behaupteten Werte der aN .
Fu¨r N ≥ 7 gilt Im(τN ) =
√
N/2 > 1,25 und wir ko¨nnen die Fehlerabscha¨tzung fu¨r
s˜2(τ ) aus m. 5.3 nutzen:
|a˜N − aN | = |s˜2(τN )− s2(τN )| · |bN | ≤ 222000 · |q|3 · |bN |
An den obigen Werten der bN erkennen wir |bN | ≤ e3·
√
N fu¨r alle diese N . Außerdem
gilt |q| = e−2pi Im(τN ) = e−pi
√
N und π > 3 + 1071 (Lemma 5.8):
|a˜N − aN | ≤ 222000 · e−3pi
√
N · e3·
√
N = 222000 · e−3(pi−1)
√
N
≤ 222000 · e−3·(2+ 1071 )·
√
7 ≤ 0,01
Aus der Ganzzahligkeit der aN in Satz 10.9 folgt, dass aN fu¨rN ≥ 7 genau die obigen
Werte annehmen muss, weil das die einzigen ganzen Zahlen sind, die hinreichend nahe
an a˜N liegen.
Die Werte von s2(τ ) aus m. 10.1 folgen jetzt aus s2(τN ) = aN/bN . 
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eorem 10.11. Es gelten die folgenden elf Formeln zur Berechnung von π:√
153
3 · π =
∞∑
n=0
(6n)!
(3n)! (n!)
3 ·
8 + 63 · n
(−153)n [7, Gl. (4.1)]
√
203
8 · π =
∞∑
n=0
(6n)!
(3n)! (n!)
3 ·
3 + 28 · n
(203)
n [2, S. 187]
√
323
4 · π =
∞∑
n=0
(6n)!
(3n)! (n!)
3 ·
15 + 154 · n
(−323)n [7, Gl. (4.1)]
√
2 · 303
72 · π =
∞∑
n=0
(6n)!
(3n)! (n!)
3 ·
1 + 11 · n
(2 · 303)n [16, Gl. (33)]
√
2 ·
√
663
48 · π =
∞∑
n=0
(6n)!
(3n)! (n!)
3 ·
5 + 63 · n
(663)
n [2, S. 187]
√
963
12 · π =
∞∑
n=0
(6n)!
(3n)! (n!)
3 ·
25 + 342 · n
(−963)n [7, Gl. (4.1)]
√
3 · 1603
36 · π =
∞∑
n=0
(6n)!
(3n)! (n!)
3 ·
31 + 506 · n
(−3 · 1603)n [3, S. 371]
√
2553
162 · π =
∞∑
n=0
(6n)!
(3n)! (n!)
3 ·
8 + 133 · n
(2553)
n [16, Gl. (34)]
√
9603
36 · π =
∞∑
n=0
(6n)!
(3n)! (n!)
3 ·
263 + 5418 · n
(−9603)n [7, Gl. (4.1)]
√
52803
12 · π =
∞∑
n=0
(6n)!
(3n)! (n!)
3 ·
10177 + 261702 · n
(−52803)n [7, Gl. (4.1)]
√
6403203
12 · π =
∞∑
n=0
(6n)!
(3n)! (n!)
3 ·
13591409 + 545140134 · n
(−6403203)n [7, Gl. (4.1)]
Rechts ist jeweils noch die Erstvero¨ffentlichung durch Ramanujan (1914: [16]), die Bor-
wein-Bru¨der (1987: [2]; 1988: [3]) oder die Chudnovsky-Bru¨der (1988: [7]) angegeben.
Beweis. Diese Formeln erhalten wir, indem wir die Werte aus m. 10.1 ins Haupheo-
rem 9.7 einsetzen. Wir fu¨hren diese Rechnung exemplarisch an der Chudnovsky-Formel
durch, also mit τ = τ163 =
1+i·√163
2 :
1
2π Im(τ163)
√
J(τ163)
J(τ163)− 1 =
1
π
√
163
·
√
−1728J(τ163)
1728− 1728J(τ163)
=
1
π
√
163
·
√
6403203
1728 + 6403203
=
√
6403203
12 · π · 545140134
=⇒
√
6403203
12 · π · 545140134 =
∞∑
n=0
(
13591409
545140134
+ n
)
· (6n)!
(3n)!(n!)3
· 1
(−6403203)n
Indem wir diese Gleichung mit 545140134multiplizieren, erhalten wir die Chudnovsky-
Formel wie in m. 10.11 angegeben. 
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Anhang A. U¨ber die Teilungswerte der ℘-Funktion
In diesem Kapitel beweisen wir, dass m · ℘(u;L) fu¨r alle natu¨rlichen Zahlen m 6= 0
und fu¨r alle u ∈ C− L mitm · u ∈ L ganzalgebraisch in Z[14g2(L); 14g3(L)] ist.
Dieser Anhang arbeitet [10, pp. 184-185] aus.
Definition A.1. Gegeben sind eine komplexe Zahlm 6= 0 und ein Gier L. Dann nennen
wir u einem-Teilungsstelle und ℘(u) einenm-Teilungswert genau dann, wenn:
m · u ∈ L, aber u /∈ L.
Wir bezeichnen die folgende Menge mitDIV (m), sie entha¨lt allem-Teilungsstellen im Fun-
damentalparallelogramm P aus Def. 1.4:
DIV (m) = { u ∈ P |m · u ∈ L, aber u /∈ L}
wobei P = { aω1 + bω2 ∈ C | 0 ≤ a, b < 1}
Im gesamten Anhang A wirdm sogar positiv ganzzahlig sein.
Abb. 2.1 auf S. 67 zeigt P und die Stellen in P , die zu u ∈ DIV (2) a¨quivalent sind.
Lemma A.2. Wennm 6= 0 ganzzahlig ist, dann gibt esm2 − 1m-Teilungs-Punkte in P .
Beweis. u ∈ DIV (m) ist a¨quivalent zu m · u = kω1 + lω2 mit ganzzahligen k, l so
dass u = km · ω1 + lm · ω2 ∈ P − {0}. Also liefert jedes Paar (k, l) ∈ Z2 − {(0, 0)} mit
0 ≤ k, l < m eine Stelle u. Weil esm2−1 solche Paare gibt, ist das Lemma bewiesen. 
Lemma A.3. Der folgendeotient Weierstraß’scher σ-Funktionen (Def. 1.9) ist eine ellip-
tische Funktion mit Perioden ω1;2:
Fm(z) :=
σ(m · z)
(σ(z))m·m
Sie hat bei z ∈ L (z.B. bei z = 0) einen Pol der Ordnung m2 − 1 und m2 − 1 einfache
Nullstellen bei z ∈ DIV (m). Modulo L hat Fm keine weiteren Null- oder Polstellen.
Beweis. Satz 4.2 besagt
σ(z + ωk) = − exp
(
ηk ·
(
z +
ωk
2
))
· σ(z)
Hieraus werden wir per vollsta¨ndiger Induktion beweisen:
σ(z + nωk) = (−1)n · exp
(
n · ηk
(
z + n · ωk
2
))
· σ(z)(A.1)
Zum Induktionsanfang n = 0: Hier besagt Glg. (A.1) nur, dass σ(z) = σ(z) ist.
Im Induktionsschri n− 1→ n nutzen wir zuna¨chst Satz 4.2:
σ(z + nωk) = σ((z + (n− 1)ωk) + ωk)
= − exp
(
ηk
(
z + (n− 1)ωk + ωk
2
))
︸ ︷︷ ︸
P
· σ(z + (n− 1)ωk)
Dann benutzen wir die Induktionsvoraussetzung:
σ(z + (n− 1)ωk) = (−1)n−1 · exp
(
(n− 1) · ηk
(
z + (n− 1) · ωk
2
))
︸ ︷︷ ︸
Q
· σ(z)
Dann fassen wir diese Faktoren zusammen:
P ·Q = (−1)n · exp
(
ηk ·
(
z + (n− 1)ωk + ωk
2
+ (n− 1) ·
(
z + (n− 1) · ωk
2
)))
= (−1)n · exp
(
ηk ·
(
n · z + ωk ·
(
n− 1 + 1
2
+
(n− 1)2
2
)))
= (−1)n · exp
(
ηk ·
(
n · z + ωk
2
· n2
))
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Somit ist (A.1) bewiesen. Dies benutzen wir nun, um die Perioden von Fm zu beweisen:
Fm(z + ωk) =
σ(m · z +mωk)
(σ(z + ωk))m·m
=
(−1)m · exp(m · ηk (m · z +m · ωk2 )) · σ(m · z)(− exp(ηk · (z + ωk2 )) · σ(z))m·m
Aber fu¨r alle ganzzahligenm gilt (−1)m = (−1)m·m und
exp
(
m · ηk
(
m · z +m · ωk
2
))
=
(
exp
(
ηk
(
z +
ωk
2
)))m·m
,
somit haben wir Fm(z + ωk) = Fm(z) bewiesen. Da die σ-Funktion in allen Gier-
punkten einfache Nullstellen hat (siehe Def. 1.9), liefern genau diejenigen z mit mz ∈ L
Nullstellen des Za¨hlers und die mit z ∈ L Nullstellen des Nenners. Somit hat Fm(z)
einfache Nullstellen bei z ∈ DIV (m) und einen Pol der Ordnungm2− 1 bei z ∈ L. 
Lemma A.4. Fu¨r alle natu¨rlichenm 6= 0 hat die Funktion
hm(z) := m
2 ·
∏
u∈DIV (m)
(℘(z)− ℘(u))
doppelte Nullstellen fu¨r alle z ∈ DIV (m) und keine weiteren Nullstellen modulo L.
Beweis. Falls z ∈ DIV (m) und z /∈ DIV (2) gilt, folgt 2z 6≡ 0 und z 6≡ −z. Dann besagt
Satz 1.14, dass ℘(−z) = ℘(z) gilt und folglich sowohl der Faktor mit u ≡ z als auch der
mit u ≡ −z verschwindet, weshalb wir bei solchen z eine doppelte Nullstelle haben.
Falls noch z ∈ DIV (m) ∩DIV (2) verbleiben, fassen wir diese drei Faktoren wie in
Satz 1.21 zusammen: (℘(z)− e1) · (℘(z)− e2) · (℘(z)− e3) = 14℘′(z)2. Aus den Null-
stellen von ℘′ in Satz 1.16 folgt, dass hm auch bei diesen z doppelte Nullstellen hat.
Da m2 − 1 Faktoren in hm(z) sind (Lemma A.2) und ℘(z) die Ordnung zwei hat
(Def. 1.12), hat hm die Ordnung 2 · (m2 − 1). Aus dem drien Liouville’schen Satz 1.8
folgt daher, dass hm modulo L keine weiteren Nullstellen hat. 
Satz A.5. Fu¨r die Fm aus Lemma A.3 und die hm aus Lemma A.4 gilt F
2
m(z) = hm(z).
Beweis. Sowohl F 2m(z) als auch hm(z) sind elliptische Funktionen, die keine Pole außer-
halb vonL haben. Aus σ(z) ≈ z (Def. 1.9) und aus Lemma A.3 folgt, dass die Laurentreihe
von Fm(z)
2 mitm2 · z−2(m2−1) beginnt. hm(z) beginnt ebenso (wegen ℘(z) ≈ 1/z2 aus
Satz 1.19 und wegen Lemma A.2), folglich hat derotient qm := hm/F
2
m bei z = 0 den
Wert 1 (und keinen Pol bei z ∈ L).
Derotient qm ko¨nnte noch Pole in den Nullstellen von F
2
m haben, aber da F
2
m und
hm die gleichen Nullstellen haben (Lemma A.3 und A.4), ist qm eine elliptische Funktion
ohne Pole. Aufgrund des ersten Liouville’schen Satzes 1.6 ist derotient konstant.
Soeben haben wir qm(0) = 1 bewiesen, also gilt qm(z) = 1 und F
2
m(z) = hm(z). 
Bemerkung A.6. Satz A.5 stellt F 2m(z) als Polynom in ℘(z) dar. Im Rest dieses Kapitels
werden wir dieses Polynom rekursiv konstruieren und diese Rekursion nutzen, um zu bewei-
sen, dassm · ℘(u) fu¨r u ∈ DIV (m) ganzalgebraisch in Z [14g2(L); 14g3(L)] ist.
Lemma A.7. Fu¨r alle u, v /∈ L gilt
℘(v)− ℘(u) = σ(u+ v)σ(u − v)
σ2(u)σ2(v)
Beweis. Wir definieren die Funktion
F (u, v) :=
σ(u+ v)σ(u − v)
σ2(u)σ2(v)
+ ℘(u)− ℘(v)
Zuna¨chst fixieren wir v /∈ L und betrachten F (u, v) als Funktion g(u), welche keine Pole
außerhalb L hat. Um u = 0 nutzen wir σ(u) ≈ u (vgl. Def. 1.9) und erhalten:
g(u) ≈ σ(v)σ(−v)
u2σ2(v)
+
1
u2
− ℘(v)
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Satz 4.1 besagt, dass σ(−v) = −σ(v) gilt, also heben sich die beiden Terme ±u−2 in der
Laurentreihe von g(u) gegenseitig auf. Weil weiter g(−u) = g(u) gilt, kann es keinen
Pol der Ordnung 1 bei u = 0 geben. Somit ist bewiesen, dass g(u) keine Pole hat.
Aus Satz 4.2 folgt, dass g(u) elliptisch ist (siehe hierzu auch die Rechnung zu Glg. (A.2)
auf S. 106), also ist g(u) = F (u, v) konstant bezu¨glich u. Gleichermaßen ko¨nnen wir
beweisen, dass F (u, v) konstant bezu¨glich v ist, also ist F (u, v) konstant. Aus Def. 1.9
folgt σ(0) = 0 und somit F (v, v) = 0, also ist F (u, v) = 0 fu¨r alle u, v /∈ L. 
Lemma A.8. Fu¨r die Fm aus Lemma A.3 gilt
℘(nz) = ℘(z)− Fn−1(z) · Fn+1(z)
Fn(z)2
Beweis. Lemma A.7 liefert mit u = z und v = nz:
℘(nz)− ℘(z) = σ((n+ 1)z)σ(−(n− 1)z)
σ2(z)σ2(nz)
Dann nutzen wir σ(z) = −σ(−z) (Satz 4.1) und die Definition der Fk aus Lemma A.3 in
der Form σ(kz) = Fk(z) · σ(z)k·k :
℘(nz)− ℘(z) = −Fn+1(z)σ(z)
(n+1)·(n+1) · Fn−1(z)σ(z)(n−1)·(n−1)
σ2(z) · Fn(z)2σ(z)2·n·n
Indem wir diesen Bruch mit σ(z)2n
2+2 ku¨rzen, ist das Lemma bewiesen. 
Lemma A.9. Fu¨r alle z ∈ C gilt ℘′′(z) = 6℘(z)2 − 12g2 und
℘(2z) =
1
4
·
(
℘′′(z)
℘′(z)
)2
− 2℘(z)
Beweis. Die algebraische Differentialgleichung der ℘-Funktion aus Satz 1.20 lautet:
℘′(z)2 = 4℘(z)3 − g2℘(z)− g3
∣∣∣∣ ddz
=⇒ 2℘′(z)℘′′(z) = 12℘(z)2℘′(z)− g2℘′(z)
Indem wir dies durch 2 · ℘′(z) dividieren, erhalten wir ℘′′(z).
Als na¨chstes rufen wir uns die Laurentreihe von ℘(z) aus Satz 1.19 ins Geda¨chtnis:
℘(z) = z−2 + 3G4z2 + 5G6z4 + 7G8z6 +O(z8)
℘′(z) = −2z−3 + 6G4z + 20G6z3 + 42G8z5 +O(z7)
℘′′(z) = 6z−4 + 6G4 + 60G6z2 + 210G8z4 +O(z6)
Wenn wir diese Reihen in ℘′′(z) = 6℘(z)2 − 12g2 einsetzen und die Koeffizienten vor z4
vergleichen, erhalten wir:
210G8 = 6 ·
(
2 · 7G8 + 9G24
)
=⇒ 7G8 = 3G24
Um die zweite Gleichung zu beweisen, vergleichen wir die Laurentreihen von
(
℘′′(z)
2
)2
und ℘′(z)2 · (℘(2z) + 2℘(z)) unter Nutzung von 7G8 = 3G24:
℘(z) = z−2 + 3G4z2 + 5G6z4 + 3G24z
6 +O(z8)
℘′(z) = −2z−3 + 6G4z + 20G6z3 + 18G24z5 +O(z7)
℘′′(z) = 6z−4 + 6G4 + 60G6z2 + 90G24z
4 +O(z6)
℘′′(z)/2 = 3z−4 + 3G4 + 30G6z2 + 45G24z
4 +O(z6)
(℘′′(z)/2)2 = 9z−8 + 18G4z−4 + 180G6z−2 + 279G24 +O(z
2)
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℘′(z)2 = 4z−6 − 24G4z−2 − 80G6 − 36G24z2 +O(z4)
℘(2z) = 0,25z−2 + 12G4z2 + 80G6z4 + 192G24z
6 +O(z8)
℘(2z) + 2℘(z) = 2,25z−2 + 18G4z2 + 90G6z4 + 198G24z
6 +O(z8)
℘′(z)2 · (℘(2z) + 2℘(z)) = 9z−8 + 18G4z−4 + 180G6z−2 + 279G24 +O(z2)
Sowohl
(
℘′′(z)
2
)2
als auch ℘′(z)2 ·(℘(2z) + 2℘(z)) sind elliptische Funktionen, die keine
Pole außerhalb von L haben (weil die zusa¨tzlichen Pole von ℘(2z) durch die Nullstellen
von ℘′(z)2 aus Satz 1.16 aufgehoben werden). Außerdem stimmen ihre Laurentreihen bis
auf O(z2) u¨berein, also liefert der erste Liouville’sche Satz 1.6:(
℘′′(z)
2
)2
− ℘′(z)2 · (℘(2z) + 2℘(z)) = 0
Wennwir diese Gleichung nach℘(2z) auflo¨sen, erhaltenwir die zu beweisendeGleichung
des Lemmas A.9. 
Lemma A.10. Fu¨r alle u, u1, u2, u3 ∈ C gilt
σ(u+ u1)σ(u− u1)σ(u2 + u3)σ(u2 − u3)
+ σ(u+ u2)σ(u− u2)σ(u3 + u1)σ(u3 − u1)
+ σ(u+ u3)σ(u− u3)σ(u1 + u2)σ(u1 − u2) = 0
wobei σ die Weierstraß’sche σ-Funktion bezeichnet.
Beweis. Wir unterscheiden zwei Fa¨lle: Im ersten Fall sind mindestens zwei der vier kom-
plexen Zahlen u, u1, u2, u3 a¨quivalent modulo L. Dann liefert σ(0) = 0, dass einer
der drei Summanden Null ist, und die anderen beiden heben sich gegenseitig auf (weil
σ(−z) = −σ(z) ist). Beispielsweise liefert u2 = u3:
σ(u+ u1)σ(u− u1)σ(u2 + u2)σ(u2 − u2)
+ σ(u+ u2)σ(u− u2)σ(u2 + u1)σ(u2 − u1)
+ σ(u+ u2)σ(u− u2)σ(u1 + u2)σ(u1 − u2)
= 0 + σ(u+ u2)σ(u− u2)σ(u2 + u1)σ(u2 − u1)
− σ(u+ u2)σ(u− u2)σ(u2 + u1)σ(u2 − u1) = 0
Im zweiten Fall haben wir vier komplexe Zahlen u, u1, u2 und u3 welche paarwei-
se ina¨quivalent modulo L sind. Dann wa¨hlen wir u4 so, dass u4 ina¨quivalent zu allen
Zahlen {±u;±u1;±u2;±u3;−u4} modulo L ist. Dann definieren fu¨r l ∈ {1; 2; 3} die
Funktionen
fl(z) :=
σ(z + ul)σ(z − ul)
σ(z + u4)σ(z − u4)
Aus Satz 4.2 folgt, dass die fl(z) elliptisch sind:
fl(z + ωk) =
σ(z + ul + ωk) · σ(z − ul + ωk)
σ(z + u4 + ωk) · σ(z − u4 + ωk)
=
exp(ηk (z + ul + ωk/2)) · exp(ηk (z − ul + ωk/2))
exp(ηk (z + u4 + ωk/2)) · exp(ηk (z − u4 + ωk/2)) · fl(z) = fl(z)(A.2)
Aus unserer Wahl von u4 folgt, dass die fl zwei Pole erster Ordnung bei ±u4 haben (wir
haben u4 so gewa¨hlt, dass die Nullstellen des Nenners ina¨quivalent sind), also ist fl eine
elliptische Funktion der Ordnung zwei. Nun definieren wir die Funktion
f(z) := f1(z) · σ(u2 + u3)σ(u2 − u3)
+f2(z) · σ(u3 + u1)σ(u3 − u1)
+f3(z) · σ(u1 + u2)σ(u1 − u2)
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Diese ist eine elliptische Funktion, weil sie eine Linearkombination elliptischer Funktio-
nen ist. Aber fu¨r z ∈ {u1;u2;u3} erhalten wir f(z) = 0 (wie im ersten Fall). Diese
drei Zahlen sind aber paarweise ina¨quivalent modulo L. Aus dem drien Liouville’schen
Satz 1.8 folgt nun, dass f(z) konstant sein muss (weil eine nichtkonstante elliptische
Funktion vom Grad zwei nur zwei Nullstellen modulo L ha¨e) und somit ist f(z) = 0.
Schließlich setzen wir z = u mit dem urspru¨nglich gegebenen u ein und erhalten
f(u) = 0. Weiter gilt u4 6≡ ±u und wir du¨rfen f(u) = 0 mit σ(u + u4)σ(u − u4)
multiplizieren. Somit ist das Lemma bewiesen. 
Lemma A.11. Fu¨r die Funktionen Fm(z) aus Lemma A.3 gilt:
F2n+1(z) = Fn+2(z) · Fn(z)3 − Fn−1(z) · Fn+1(z)3
F2n(z) · F2(z) = Fn(z) ·
(
Fn+2(z) · Fn−1(z)2 − Fn−2(z) · Fn+1(z)2
)
Beweis. Wir setzen u = 0, u1 = z, u2 = n · z und u3 = −(n+ 1) · z in Lemma A.10 ein:
σ(z)σ(−z)σ(−z)σ((2n + 1)z)
+ σ(nz)σ(−nz)σ(−nz)σ(−(n + 2)z)
+ σ(−(n + 1)z)σ((n + 1)z)σ((n + 1)z)σ(−(n − 1)z) = 0
Dann nutzen wir σ(−z) = −σ(z) aus Satz 4.1:
σ(z)3σ((2n+ 1)z) = σ(nz)3σ((n+ 2)z)− σ((n+ 1)z)3σ((n− 1)z)
Dann folgt aus der Definition der Fk (in Lemma A.3), dass σ(kz) = Fk(z) · σ(z)k·k gilt:
σ(z)3F2n+1(z)σ(z)
(2n+1)·(2n+1)
= Fn(z)
3σ(z)3·n·n · Fn+2(z)σ(z)(n+2)·(n+2)
− Fn+1(z)3σ(z)3·(n+1)·(n+1) · Fn−1(z)σ(z)(n−1)·(n−1)
Die erste Gleichung folgt hieraus durch Ku¨rzen mit σ(z)4n
2+4n+4.
Um die zweite Gleichung zu beweisen, setzenwir u = 12z, u1 =
3
2z, u2 =
1
2 ·(2n−1)·z
und u3 = −12 · (2n+ 1) · z in Lemma A.10 ein:
σ(2z)σ(−z)σ(−z)σ(2nz)
+ σ(nz)σ(−(n − 1)z)σ(−(n − 1)z)σ(−(n+ 2)z)
+ σ(−nz)σ((n + 1)z)σ((n + 1)z)σ(−(n− 2)z) = 0
Dann nutzen wir wieder σ(−z) = −σ(z):
σ(2z)σ(z)2σ(2nz)
= σ(nz)σ((n − 1)z)2σ((n+ 2)z)
− σ(nz)σ((n + 1)z)2σ((n− 2)z)
Dann folgt wie oben aus der Definition der Fk , dass σ(kz) = Fk(z) · σ(z)k·k gilt und
somit
F2(z)σ(z)
2·2 · σ(z)2 · F2n(z)σ(z)2n·2n
= Fn(z)σ(z)
n·n · Fn−1(z)2σ(z)2·(n−1)·(n−1) · Fn+2(z)σ(z)(n+2)·(n+2)
− Fn(z)σ(z)n·n · Fn+1(z)2σ(z)2·(n+1)·(n+1) · Fn−2(z)σ(z)(n−2)·(n−2)
Die zweite Gleichung folgt hieraus durch Ku¨rzen mit σ(z)4n
2+6. 
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Definition A.12. Fu¨r alle natu¨rlichenm 6= 0 definieren wir das Polynom Pm(x) wie folgt:
P1 = 1; P2 = 1; P3 = 3x
4 − 6h2x2 − 12h3x− h22
P4 = 2x
6 − 10h2x4 − 40h3x3 − 10h22x2 − 8h2h3x− 16h23 + 2h32
und fu¨r k ≥ 1:
P4k+1 = 16(x
3 − h2x− h3)2 · P2k+2 · P 32k − P2k−1 · P 32k+1
P4k+2 = P2k+1 ·
(
P2k+3 · P 22k − P2k−1 · P 22k+2
)
P4k+3 = P2k+3 · P 32k+1 − 16(x3 − h2x− h3)2 · P2k · P 32k+2
P4k+4 = P2k+2 ·
(
P2k+4 · P 22k+1 − P2k · P 22k+3
)
Satz A.13. Fu¨r alle natu¨rlichenm 6= 0 gilt
Fm(z) =
{
−℘′(z) · Pm(℘(z)) wennm gerade ist
Pm(℘(z)) wennm ungerade ist
Hierbei bezeichne ℘(z) die Weierstraß’sche ℘-Funktion eines Giers L mit h2 =
1
4g2(L)
und h3 =
1
4g3(L).
Beweis. Wa¨hrend des gesamten Beweises nutzen wir die Abku¨rzungen x = ℘(z), h2 =
1
4g2(L) und h3 =
1
4g3(L). Zuna¨chst beweisen wirm ≤ 4 als Induktionsanfang:
(1) In der Definition in Lemma A.3 lesen wir F1(z) = 1 ab. Also gilt F1(z) = P1(℘(z)).
(2) In Lemma A.3 haben wir bewiesen, dass F2(z) =
σ(2z)
σ(z)4
einen Pol drier Ordnung bei
z = 0 and drei Nullstellen bei z ∈ DIV (2) hat. Satz 1.16 besagt, dass dies auch auf
℘′(z) zutri, also ist F2(z)
℘′(z)
aufgrund des ersten Liouville’schen Satzes 1.6 konstant.
Ein Vergleich der Laurentreihen um z = 0 liefert F2(z) = 2z
−3 + O(z−1) und
℘′(z) = −2z−3 +O(z−1), also F2(z)
℘′(z)
= −1 und F2(z) = −℘′(z) · P2(℘(z)).
(3) Aus LemmaA.8 folgt mit n = 2:℘(2z) = ℘(z)− F1(z)·F3(z)F2(z)2 . Hier nutzenwir F1(z) =
1 und F2(z) = −℘′(z) und erhalten:
F3(z) = ℘
′(z)2 · (℘(z)− ℘(2z))
Hier setzen wir ℘(2z) aus Lemma A.9 ein:
F3(z) = ℘
′(z)2 ·
(
℘(z)− 1
4
(
℘′′(z)
℘′(z)
)2
+ 2℘(z)
)
= −1
4
℘′′(z)2 + 3℘(z)℘′(z)2
Mit der Darstellung von ℘′′ aus Lemma A.9 und der algebraischen Differentialglei-
chung der ℘-Funktion in Satz 1.20 folgt:
F3(z) = −1
4
(6℘(z)2 − 2h2)2 + 3℘(z)
(
4℘(z)3 − 4h2℘(z)− 4h3
)
Mit der Abku¨rzung x = ℘(z) fu¨hrt das auf
F3(z) = −1
4
(6x2 − 2h2)2 + 3x
(
4x3 − 4h2x− 4h3
)
= −9x4 + 6h2x2 − h22 + 12x4 − 12h2x2 − 12h3x = P3(x) = P3(℘(z))
(4) Wir nutzen wieder die Definition der Fm(z) aus Lemma A.3 und erhalten
F4(z) =
σ(4z)
σ(z)16
=
σ(4z)
σ(2z)4
·
(
σ(2z)
σ(z)4
)4
= F2(2z) · F2(z)4
Mit F2(z) = −℘′(z) folgt
F4(z) = −℘′(2z) · ℘′(z)4
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Als na¨chstes dru¨ckenwir℘(2z) aus LemmaA.9 nurmit Hilfe von x = ℘(z), h2 =
1
4
g2
und h3 =
1
4
g3 aus:
℘(2z) =
1
4
· (6x
2 − 2h2)2
4x3 − 4h2x− 4h3 − 2x =
9x4 − 6h2x2 + h22
4x3 − 4h2x− 4h3 − 2x
=
9x4 − 6h2x2 + h22 − 2x(4x3 − 4h2x− 4h3)
4x3 − 4h2x− 4h3
=
x4 + 2h2x
2 + 8h3x+ h
2
2
4x3 − 4h2x− 4h3 =: f(x)
Beide Seiten nach z ableiten liefert 2℘′(2z) = f ′(x) · ℘′(z), wobei
f ′(x) =
(
(4x3 + 4h2x+ 8h3) · (4x3 − 4h2x− 4h3)
−(x4 + 2h2x2 + 8h3x+ h22) · (12x2 − 4h2)
)
(4x3 − 4h2x− 4h3)2
=
4x6 − 20h2x4 − 80h3x3 − 20h22x2 − 16h2h3x− 32h23 + 4h32
(4x3 − g2x− g3)2 =
2P4(x)
℘′(z)4
Das liefert F4(z) = −℘′(2z) · ℘′(z)4 = −12f ′(x) · ℘′(z) · ℘′(z)4 = −℘′(z) · P4(x).
Somit ist der Satz fu¨r m ≤ 4 bewiesen. Um ihn fu¨r m ≥ 5 zu beweisen, nehmen wir die
Korrektheit fu¨r alle Zahlen kleinerm an und unterscheiden vier Fa¨lle:
(1) Fallsm = 4k + 1 ist mit natu¨rlichem k ≥ 1, liefert Lemma A.11 mit n = 2k:
F4k+1(z) = F2k+2(z) · F2k(z)3 − F2k−1(z) · F2k+1(z)3
Aus der Induktionsvoraussetzung folgt:
F4k+1(z) = −℘′(z)P2k+2(x) · (−℘′(z)P2k(x))3 − P2k−1(x) · P2k+1(x)3
= ℘′(z)4 · P2k+2(x) · P2k(x)3 − P2k−1(x) · P2k+1(x)3
Mit ℘′(z)2 = 4℘(z)3 − g2℘(z)− g3 = 4(x3 − h2x− h3) folgt
F4k+1(z) = 16(x
3 − h2x− h3)2 · P2k+2 · P 32k − P2k−1 · P 32k+1 = P4k+1
womit der Satz in diesem Fall bewiesen ist.
(2) Fallsm = 4k + 2 mit natu¨rlichem k ≥ 1, liefert Lemma A.11 mit n = 2k + 1:
F4k+2 · F2 = F2k+1 ·
(
F2k+3 · F 22k − F2k−1 · F 22k+2
)
Aus der Induktionsvoraussetzung folgt:
F4k+2 · F2 = P2k+1 ·
(
P2k+3 · ℘′(z)2P 22k − P2k−1 · ℘′(z)2P 22k+2
)
Hier dividieren wir durch F2 = −℘′(z) und erhalten:
F4k+2 = −℘′(z) · P2k+1 ·
(
P2k+3 · P 22k − P2k−1 · P 22k+2
)
= −℘′(z) · P4k+2
Somit ist der Satz auch in diesem Fall bewiesen.
(3) Fallsm = 4k + 3 ist mit natu¨rlichem k ≥ 1, liefert Lemma A.11 mit n = 2k + 1:
F4k+3 = F2k+3 · F 32k+1 − F2k · F 32k+2
Aus der Induktionsvoraussetzung folgt:
F4k+3 = P2k+3 · P 32k+1 − (−℘′(z)P2k) · (−℘′(z)P2k+2)3
= P2k+3 · P 32k+1 − ℘′(z)4P2k · P 32k+2
Mit ℘′(z)2 = 4℘(z)3 − g2℘(z)− g3 = 4(x3 − h2x− h3) folgt wiederum
F4k+3 = P2k+3 · P 32k+1 − 16(x3 − h2x− h3)2P2k · P 32k+2 = P4k+3
womit der Satz auch in diesem Fall bewiesen ist.
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(4) Fallsm = 4k + 4 mit natu¨rlichem k ≥ 1, liefert Lemma A.11 mit n = 2k + 2:
F4k+4 · F2 = F2k+2 ·
(
F2k+4 · F 22k+1 − F2k · F 22k+3
)
Aus der Induktionsvoraussetzung folgt:
F4k+4 · F2 = −℘′(z)P2k+2 ·
(−℘′(z)P2k+4 · P 22k+1 − (−℘′(z)P2k) · P 22k+3)
Hier dividieren wir durch F2 = −℘′(z) und erhalten:
F4k+4 = −℘′(z) · P2k+2 ·
(
P2k+4 · P 22k+1 − P2k · P 22k+3
)
= −℘′(z) · P4k+4
Somit ist der Satz auch in diesem Fall bewiesen.
Satz A.13 ist also fu¨r alle natu¨rlichenm 6= 0 per vollsta¨ndiger Induktion bewiesen. 
eorem A.14. Fu¨r alle natu¨rlichenm 6= 0 gilt
m2·
∏
u∈DIV (m)
(x− ℘(u)) =
{
4 · (x3 − h2x− h3) · P 2m(x) wennm gerade ist
P 2m(x) wennm ungerade ist
Beweis. Wir werden diese Aussage fu¨r alle x ∈ C beweisen: Sei also ein beliebiges x ∈ C
gegeben. Wa¨hlen dann ein z ∈ C mit ℘(z) = x. Das ist mo¨glich, weil die ℘-Funktion
jedenWert annimmt (manwende den drien Liouville’schen Satz 1.8 auf f(u) := ℘(u)−x
an und wa¨hle fu¨r z eine der Nullstellen von f(u)). Aus Satz A.5 folgt, dass die linke Seite
gleich Fm(z)
2 ist. Satz A.13 liefert dann
Fm(z)
2 =
{
(−℘′(z))2 · P 2m(℘(z)) wennm gerade ist
P 2m(℘(z)) wennm ungerade ist
Satz 1.20 besagt (−℘′(z))2 = 4℘(z)3−g2℘(z)−g3 = 4(x3−h2x−h3), also istm. A.14
fu¨r das gegebene x ∈ C und somit fu¨r alle x bewiesen. 
Satz A.15. Fu¨r alle natu¨rlichenm 6= 0 gilt
(1) Pm ist ein Polynom in x, h2 und h3 mit Koeffizienten aus Z.
Weiter gilt, wenn man Pm als Polynom in x betrachtet:
(2) Der Grad von Pm(x) ist dm :=
{
m2−4
2
wennm gerade ist
m2−1
2
wennm ungerade ist
.
(3) Der Leitkoeffizient von Pm(x) ist ±lm mit lm :=
{
m
2 wennm gerade ist
m wennm ungerade ist
.
(4) Der zweitho¨chste Koeffizient von Pm(x) ist 0.
Beweis. (1) Da die Definition A.12 der Pm nur Multiplikationen und Additionen entha¨lt,
folgt Aussage (1) durch vollsta¨ndige Induktion u¨berm.
(2) Lemma A.2 besagt, dass es m2 − 1 Werte u ∈ DIV (m) gibt, also hat die linke Seite
in m. A.14 den Gradm2 − 1. Hieraus folgt Aussage (2).
(3) Auf der linken Seite vonm.A.14 erkennenwir den Leitkoeffizientm2, alsomuss der
Leitkoeffizient von Pm(x) entweder lm oder−lm sein. Man ko¨nnte per vollsta¨ndiger
Induktion beweisen, dass es tatsa¨chlich lm ist, aber fu¨r unsere Zwecke ist es ausrei-
chend, Aussage (3) bis auf einen Faktor von ±1 zu beweisen.
(4) Um (4) zu beweisen, nutzenwir die Tatsache, dass fu¨r zwei beliebige Polynome f(x) =∑n
k=0 akx
k und g(x) =
∑m
k=0 bkx
k gilt: Der zweitho¨chste Koeffizient von f(x)·g(x)
ist an · bm−1 + an−1 · bm. Also: Wenn die zweitho¨chsten Koeffizienten der Faktoren
Null sind, dann ist auch der zweitho¨chste Koeffizient des Produktes Null. Des weite-
ren bemerken wir, dass in der rekursiven Definition der Pm nur Polynome gleichen
Grades addiert oder subtrahiert werden (vgl. (3)), woraus (4) per Induktion folgt. 
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eorem A.16. Fu¨r alle natu¨rlichen m 6= 0 verschwindet die folgende Summe von
m-Teilungswerten: ∑
u∈DIV (m)
℘(u) = 0
Beweis. eorem A.14 liefert zwei a¨quivalente Darstellungen eines Polynoms in x. Wir
multiplizieren die linke Seite des m. A.14 aus und erhalten
m2 · xm2−1 −

m2 · ∑
u∈DIV (m)
℘(u)

 · xm2−2 + m2−3∑
k=0
akx
k
Jetzt besagt Satz A.15 (4), dass der zweitho¨chste Koeffizient auf der rechten Seite von
m. A.14 Null ist – also muss dieser Koeffizient auch auf der linken Seite verschwinden.
Dies beweist m. A.16. 
eorem A.17. Sei L ein Gier, sei h2 :=
1
4g2(L) und h3 :=
1
4g3(L). Dann gilt fu¨r
alle natu¨rlichenm 6= 0 und fu¨r allem-Teilungsstellen u ∈ DIV (m), dass
m · ℘(u)
ganzalgebraisch in Z[h2;h3] ist.
Und fallsm gerade ist, ist m2 · ℘(u) ebenfalls ganzalgebraisch in Z[h2;h3].
Beweis. Fu¨r diesen Beweis bezeichnen wir I := Z[h2;h3]. Ausm. A.14 wissen wir, dass
die ℘(u)mit u ∈ DIV (m) entweder Nullstellen von x3−h2x−h3 oder von Pm(x) sind.
Die Nullstellen von x3 − h2x − h3 sind ganzalgebraisch in I, also sind diese ℘(u)
ganzalgebraisch in I. Wegen P1 = P2 = 1 mu¨ssen wir nur noch die Nullstellen von
Pm(x) fu¨rm ≥ 3 pru¨fen.
Hier nutzen wir wieder die Notation dm :=
{
m2−4
2 wennm gerade ist
m2−1
2 wennm ungerade ist
fu¨r den
Grad von Pm (vgl. Satz A.15) und die Notation lm :=
{
m
2 wennm gerade ist
m wennm ungerade ist
.
Dann betrachten wir das Polynom h(x) := Pm
(
x
lm
)
· ldm−1m . Da der Leitkoeffizient
von Pm(x) nach Satz A.15 (3) entweder lm oder −lm ist, erhalten wir
h(x) = ±lm ·
(
x
lm
)dm
· (lm)dm−1 +
dm−2∑
k=0
bk
(
x
lm
)k
· (lm)dm−1
= ±xdm +
dm−2∑
k=0
bk · (lm)dm−1−k · xk
wobei bk die Koeffizienten von Pm(x) sind, fu¨r die nach Satz A.15 (1) gilt: bk ∈ I.
Dies zeigt, dass h ein monisches Polynom in x ist, dessen Koeffizienten in I sind – also
sind die Nullstellen von h(x) ganzalgebraisch in I. Aber es gilt:
h(x) = 0 ⇐⇒ Pm
(
x
lm
)
= 0
Hieraus folgt auch fu¨r alle ℘(u), die Nullstellen von Pm(x) sind, dass lm ·℘(u) ganzalge-
braisch in I ist. Insgesamt haben wir m. A.17 also fu¨r alle u ∈ DIV (m) bewiesen. 
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Anhang B. Komplexe Multiplikation
Wir beweisen, dass
√
D · E∗2 (τ)η4(τ) · (AC)2 ganzalgebraisch in Z ist, falls τ eine Lo¨sung
von Cτ2 +Bτ +A = 0mit DiskriminanteD ist. Der Beweis arbeitet [15, Lem. A3] aus.
Definition B.1. In diesem ganzen Anhang gelten folgende Konventionen:
• Wir betrachten ein festes Gier L = Zω1 + Zω2 mit komplexer Multiplikation wie
in Def. 10.2, wobei wir das Periodenverha¨ltnis mit τ := ω2ω1 ∈ H bezeichnen und . . .
– A,B undC seien ganze Zahlenmit ggT(A;B;C) = 1 undA+Bτ+Cτ2 = 0,
– undD bezeichne die Diskriminante von τ , alsoD = B2 − 4AC .
• Wie in Def. 9.2 sei E∗2(τ ) := E2(τ )− 3piIm(τ) mit E2 aus m. 4.5.
• η1 und η2 bezeichnen die Basis-asiperioden von L (vgl. Def. 2.2).
• ζ(z) und ℘(z) bezeichnen die Weierstraß’schen Funktionen aus Def. 1.11 und 1.12.
• DIV (m) bezeichne die Menge der m-Teilungsstellen im Periodenparallelogramm
P = { sω1 + tω2 | 0 ≤ s, t < 1 } wie in Def. A.1.
Definition B.2. In der Notation von Def. B.1 definieren wir κ durch
κω2 := Aη1 − Cτη2
Lemma B.3. In der Notation von Def. B.1 gilt:
κ = −
√
D · π
2
3ω21
· E∗2 (τ )
Beweis. Zuna¨chst multiplizieren wir Def. B.2 mit ω1 und erhalten:
κω1ω2 = Aω1η1 − Cτω1η2
Dann nutzen wir die Legendre’sche Relation (Satz 2.4):
κω1ω2 = Aω1η1 − Cτ (η1ω2 − 2πi) =
(
A− Cτ ω2
ω1
)
· ω1η1 + 2πiCτ
=
(
A− Cτ2) · ω1η1 + 2πiCτ
In m. 4.5 haben wir η1(Lτ ) =
pi2
3 ·E2(τ ) bewiesen. Jetzt gilt L = ω1 ·Lτ und Satz 3.8
liefert η1(L) =
1
ω1
· η1(Lτ ) = 1ω1 · pi
2
3 · E2(τ ). Somit folgt ω1η1 = pi
2
3 · E2(τ ) und
κω1ω2 =
(
A− Cτ2) · π2
3
· E2(τ ) + 2πiCτ
Aus A+Bτ = −Cτ2 folgt A− Cτ2 = A+ (A+Bτ ) = 2A+Bτ und
−
√
D · τ = −
√
D · −B +
√
D
2C
=
B · √D −D
2C
=
B · √D −B2 + 4AC
2C
= 2A+
B · √D −B2
2C
= 2A+Bτ = A− Cτ2
Das fu¨hrt zu
κω1ω2 = −
√
D · τ · π
2
3
· E2(τ ) + 2πiCτ
= −
√
D · τ · π
2
3
·
(
E2(τ )− 2πiCτ√
D · τ · pi2
3
)
Aber aus Im(τ ) =
√−D
2C =
√
D
2C·i folgt nun
κω1ω2 = −
√
D · τ · π
2
3
·
(
E2(τ )− 3
π Im(τ )
)
Schließlich dividieren wir durch ω1 ·ω2 und erhalten κ = −
√
D · τω1ω2 · pi
2
3 ·E∗2 (τ ). Hier
vereinfachen wir noch τω1ω2 =
ω2/ω1
ω1ω2
= 1
ω2
1
womit das Lemma bewiesen ist. 
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Lemma B.4. In der Notation von Def. B.1 ist die Funktion
f(z) := −Aζ(Cz) + Cτζ(Cτz) + Cτκz
elliptisch mit Perioden ω1 und ω2.
Beweis. Um die erste Periode zu beweisen, berechnen wir
f(z + ω1)− f(z) = −A · (ζ(C(z + ω1))− ζ(Cz))︸ ︷︷ ︸
T1
+ Cτ · (ζ(Cτ (z + ω1))− ζ(Cτz))︸ ︷︷ ︸
T2
+ Cτκω1
Um den Wert von T1 = ζ(Cz + Cω1) − ζ(Cz) zu bestimmen, wenden wir C mal die
Def. 2.2 von η1 = ζ(Cz + ω1) − ζ(Cz) an und erhalten T1 = Cη1. Aus Cτω1 = Cω2
folgt genauso T2 = ζ(Cτz + Cτω1)− ζ(Cτz) = Cη2. Dies fu¨hrt zu
f(z + ω1)− f(z) = −A · Cη1 + Cτ · Cη2 + Cκω2 = C · (κω2 −Aη1 + Cτη2) = 0,
wobei wir im letzten Schri Def. B.2 von κ benutzt haben. Nun zur zweiten Periode:
f(z + ω2)− f(z) = −A · (ζ(C(z + ω2))− ζ(Cz))︸ ︷︷ ︸
T3
+ Cτ · (ζ(Cτ (z + ω2))− ζ(Cτz))︸ ︷︷ ︸
T4
+ Cτκω2
Wie oben gilt T3 = Cη2. Außerdem ist
Cτω2 = Cτ
2ω1 = −(A+Bτ )ω1 = −Aω1 −Bω2
was T4 = −Aη1 −Bη2 beweist und somit
f(z + ω2)− f(z) = −A ·Cη2 + Cτ · (−Aη1 −Bη2) + Cτκω2
= −ACη2 −ACτη1 −BCτη2 + Cτ (Aη1 − Cτη2)
= −C · η2 ·
(
A+Bτ + Cτ2
)
= 0
Also hat die Funktion f(z) die Perioden ω1 und ω2. 
Lemma B.5. In der Notation von Def. B.1 gilt: Die Anzahl der Cτ -Teilungsstellen in P ist
AC − 1. Und jede Cτ -Teilungsstelle ist auch eine AC-Teilungsstelle. Kurz:
|DIV (Cτ )| = AC − 1 und DIV (Cτ ) ⊂ DIV (AC)
Beweis. Sei L = Zω1 + Zω2 mit τ :=
ω2
ω1
∈ CM wie in Def. B.1.
Dann gilt fu¨r alle u ∈ DIV (Cτ ):
Cτu ∈ L ⇐⇒ Cτu = −kω1 + lω2 ⇐⇒ u = −kω1 + lω2
Cτ
=
−kω1τ¯ + lω2τ¯
Cτ τ¯
Weiter gilt τ τ¯ = B
2−(B2−4AC)
4C2
= A
C
und τ + τ¯ = −B
C
.
Hieraus folgt τ¯ = −BC − τ und ω2τ¯ = ω1τ τ¯ = ω1 · AC sowie ω1τ = ω2, also:
u =
−k · ω1 ·
(−B
C
− τ)+ l · ω1 ·A/C
C ·A/C =
k
A
· ω2 + l ·A+ k ·B
AC
· ω1(B.1)
Außerdem soll u in P liegen, also muss 0 ≤ k
A
< 1 und 0 ≤ l·A+k·B
AC
< 1 gelten. Aus der
ersten Ungleichung folgt, dass esAmo¨glicheWerte von k gibt. Aus der zweiten erkennen
wir 0 ≤ l + k · B
A
< C , also gibt es (unabha¨ngig vom Wert von k) genau C mo¨gliche
Werte von l. Insgesamt haben wir also AC Werte von u in P mit Cτu ∈ L. Weil u = 0
keine Cτ -Teilungsstelle ist, folgt |DIV (Cτ )| = AC − 1.
Fu¨r alle u ∈ DIV (Cτ ) gilt Glg. (B.1). Hieraus folgt AC · u ∈ L und somit u ∈
DIV (AC). Somit haben wir auch DIV (Cτ ) ⊂ DIV (AC) bewiesen. 
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Lemma B.6. In der Notation von Def. B.1 und mit der Funktion f(z) aus Lemma B.4 gilt:
g(z) := f(z)−
(
1− A
C
)
ζ(z) +
A
C
·
∑
u∈DIV (C)
ζ(z − u)−
∑
v∈DIV (Cτ)
ζ(z − v)
ist konstant in der ganzen komplexen Ebene.
Beweis. Zuna¨chst bemerken wir, dass f(z) Pole erster Ordnung mit Residuum −A/C in
allen C-Teilungsstellen hat, und Pole mit Residuum Cτ
Cτ
= 1 in allen Cτ -Teilungsstellen.
In z = 0 hat f(z) einen Pol mit Residuum−AC +1. Aus der Definition von g(z) folgt also,
dass g(z) keine Pole hat und in der ganzen komplexen Ebene analytisch ist. Wir werden
jetzt beweisen, dass g auch elliptisch ist. Hierfu¨r nutzen wir, dass es C2 − 1Werte in der
u-Summation (Lemma A.2) und AC − 1 Werte in der v-Summation (Lemma B.5) gibt.
Daraus folgt na¨mlich:
g(z + ωk)− g(z)
= f(z + ωk)− f(z)−
(
1− A
C
)
· ηk + A
C
· (C2 − 1) · ηk − (AC − 1) · ηk
= f(z + ωk)− f(z) + ηk ·
(
−1 + A
C
+AC − A
C
−AC + 1
)
= f(z + ωk)− f(z)
Aus Lemma B.4 folgt f(z + ωk) = f(z) und somit g(z + ωk) − g(z) = 0. Da alle
elliptischen Funktionen ohne Pole konstant sind (erster Liouville’scher Satz 1.6), ist das
Lemma bewiesen. 
Lemma B.7. In der Notation von Def. B.1 und mit κ aus Def. B.2 gilt:
Cτκ = −
∑
v∈DIV (Cτ)
℘(v)
Beweis. Aus Def. 1.12 folgt ζ ′(z + w) = −℘(z + w), somit gilt um z = 0 (falls w /∈ L):
ζ(z+w) = ζ(w)−℘(w)·z+O(z2). Aus Def. 1.11 folgt mit Satz 4.1, dass ζ(z) ungerade ist:
ζ(−z) = σ′(−z)
σ(−z) =
σ′(z)
−σ(z) = −ζ(z). In Satz 1.19 haben wir bewiesen, dass der konstante
Term der Laurentreihe von ℘(z) bei z = 0 verschwindet. Mit ℘(z) = −ζ ′(z) folgt dann,
dass um z = 0 gilt: ζ(z) = 1
z
+O(z3)
Somit folgt um z = 0:
g(z) =− A
Cz
+
Cτ
Cτz
+ Cτκz −
(
1− A
C
)
· 1
z
+
A
C
·
∑
u∈DIV (C)
(ζ(−u)− ℘(−u) · z)
−
∑
v∈DIV (Cτ)
(ζ(−v)− ℘(−v) · z) +O(z2)
Da g(z) konstant ist (vgl. Lemma B.6), verschwindet der Koeffizient vor z in dieser Lau-
rentreihe:
0 = Cτκ− A
C
·
∑
u∈DIV (C)
℘(u) +
∑
v∈DIV (Cτ)
℘(v)
m.A.16 besagt, dass
∑
u∈DIV (C) ℘(u) = 0. Es verbleibt 0 = Cτκ+
∑
v∈DIV (Cτ) ℘(v),
womit das Lemma bewiesen ist. 
Satz B.8. In der Notation von Def. B.1 gilt:
√
D · E∗2(τ ) ·
π2
3ω21
=
∑
v∈DIV (Cτ) ℘(v)
Cτ
Beweis. Wir haben in Lemma B.3 und B.7 zwei Darstellungen von κ bewiesen. Diese
gleichzusetzen liefert Satz B.8. 
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eorem B.9 (Rest des Satzes 10.8). η(τ ) bezeichne die Dedekind’sche η-Funktion
mit 1728η24 = E34 − E26 . Dann gilt mit den Notationen aus Def. B.1, dass
√
D · E
∗
2 (τ )
η4(τ )
· (AC)2
ganzalgebraisch in Z ist, falls Cτ2 +Bτ +A = 0 gilt.
Beweis. Fu¨r τ ∈ CM bezeichnen wir das Gier Lˆ := pi√
3
· η(τ )2 · Lτ .
Dann gilt Lˆ = a · Lτ mit a = pi√3 · η(τ )2. Somit folgt aus Satz 3.7 und m. 4.5:
h2 :=
1
4
g2(Lˆ) =
1
4
· a−4 · g2(Lτ ) = 1
4
·
(√
3
π
)4
·
4
3 · π4 · E4(τ )
η(τ )8
= 3 · E4(τ )
η(τ )8
h3 :=
1
4
g3(Lˆ) =
1
4
· a−6 · g3(Lτ ) = 1
4
·
(√
3
π
)6
·
8
27
· π6 · E6(τ )
η(τ )12
= 2 · E6(τ )
η(τ )12
In Satz 10.8 auf S. 100 haben wir bereits bewiesen, dass
E4(τ)
η(τ)8 und
E6(τ)
η(τ)12 ganzalgebraisch
in Z sind, also sind sowohl h2 :=
1
4g2(Lˆ) als auch h3 :=
1
4g3(Lˆ) ganzalgebraisch in Z.
In Satz B.8 haben wir fu¨r alle Gier L mit komplexer Multiplikation bewiesen:
√
D · E∗2 (τ ) ·
π2
3ω21
=
∑
v∈DIV (Cτ) ℘(v;L)
Cτ
.
Fu¨r das Gier Lˆ gilt ω1 =
pi√
3
· η(τ )2 und somit pi2
3ω2
1
= 1
η4(τ)
. Hieraus folgt
√
D · E
∗
2 (τ )
η4(τ )
=
∑
v∈DIV (Cτ) ℘(v; Lˆ) · Cτ¯
Cτ · Cτ¯ =
∑
v∈DIV (Cτ) ℘(v; Lˆ) · Cτ¯
AC
wobei wir mit Cτ¯ erweitert haben, um den Nenner von Cτ · Cτ¯ = AC zu erreichen.
Durch Multiplikation mit (AC)2 erhalten wir
√
D · E
∗
2 (τ )
η4(τ )
· (AC)2 =

 ∑
v∈DIV (Cτ)
AC · ℘(v; Lˆ)

 · Cτ¯
Wegen Lemma B.5 wissen wir, dass alle v ∈ DIV (Cτ ) auch inDIV (AC) liegen. Außer-
dem haben wir soeben bewiesen, dass h2 und h3 ganzalgebraisch inZ sind. Ausm. A.17
folgt nun (mitm = AC), dass die Summanden AC · ℘(v; Lˆ) fu¨r alle v ∈ DIV (AC) und
somit fu¨r alle v ∈ DIV (Cτ ) ganzalgebraisch in Z sind.
Folglich ist AC ·∑v∈DIV (Cτ) ℘(v; Lˆ) ganzalgebraisch in Z. Da Cτ¯ eine Lo¨sung von
x2+Bx+AC = 0 ist, ist es ebenfalls ganzalgebraisch inZ undm. B.9 ist bewiesen. 
Bemerkung B.10. Der Ausdruck X :=
√
D · E∗2 (τ)
η4(τ)
ist invariant unter den Transforma-
tionen τ → −1/τ und τ → τ +N (fu¨r N ∈ Z). Allerdings a¨ndert sich dabei der Wert von
(AC)2. Auf dieseWeise kannman z.B.mit τ → τ ′ = τ+1 aus derGleichung τ2−τ+41 = 0
die Gleichung (τ ′ − 1)2 − (τ ′ − 1) + 41 = 0 bzw. τ ′2 − 3τ ′ + 43 = 0 erzeugen. m. B.9
besagt also fu¨r dieses τ , dass sowohlX · 412 als auch X · 432 ganzalgebraisch in Z ist.
Der Euklidische Algorithmus liefert u, v ∈ Zmit u ·412+ v ·432 = ggT(412; 432) = 1.
Hieraus folgt, dass auch X selbst ganzalgebraisch in Z ist, denn
X = (u · 412 + v · 432) ·X = u ·X · 412 + v ·X · 432
DurchwiederholtesAnwendendieserMethode kannman (mit dem Faktor 12 ausm.A.17)
fu¨r alle τ ∈ CM beweisen, dass 2 ·X ganzalgebraisch in Z ist, ohne den Faktor (AC)2.
Und falls AC ungerade ist oder B gerade ist, kann man hiermit sogar beweisen, dass X
ganzalgebraisch in Z ist (das wird in [5, Prop. 5.10.6] formuliert, dort aber ohne Beweis).
– 116 – L. Milla: Ein ausfu¨hrlicher Beweis der Chudnovsky-Formel
Danksagungen
Fu¨r ihre wertvolle Hilfe in Diskussionen, Emails und auf mathoverflow.net danke
ich:
David und Gregory Chudnovsky, Gregor Milla, Zavosh Amir Khosravi, Henri Cohen,
Loı¨c Dreher, David Masser, Rolf Busam, Franc¸ois Brunault und Michael Griffin.
Literatur
[1] Nata´lia Archinard. Abelian varieties and identities for hypergeometric series. ETH Zu¨rich, 2000.
https://doi.org/10.3929/ethz-a-004070858.
[2] Jonathan M. Borwein and Peter B. Borwein. Pi and the AGM: A Study in the Analytic Number eory and
Computational Complexity. Wiley-Interscience, New York, 1987.
[3] Jonathan M. Borwein and Peter B. Borwein. More ramanujan-type series for 1/pi. Ramanujan revisited:
proceedings of the centenary conference, 1988.
http://www.cecm.sfu.ca/personal/pborwein/PAPERS/CP4.pdf.
[4] Duncan A. Buell. Binary adratic Forms. Springer, New York, 1989
[5] Henri Cohen and Fredrik Stro¨mberg.Modular Forms: A Classical Approach (Graduate Studies in
Mathematics). American Mathematical Society, 2017. https://bookstore.ams.org/gsm-179.
[6] Imin Chen and Gleb Glebov. On chudnovsky–ramanujan type formulae.e Ramanujan Journal, Oct
2017. https://doi.org/10.1007/s11139-017-9948-8.
[7] David V. Chudnovsky and Gregory V. Chudnovsky. Approximation and Complex Multiplication
according to Ramanujan. Ramanujan Revisited: Proceedings of the Centenary Conference (held at the
University of Illinois at Urbana-Champaign, June 1-5, 1987), 1988.
[8] omas Clausen. Ueber die Fa¨lle, wenn die Reihe von der Form y = 1 + … etc. ein Quadrat von der Form z
= 1 … etc. hat. Journal fu¨r die reine und angewandte Mathematik, 3(3):89–91, 1828.
http://www.digizeitschriften.de/dms/img/?PID=PPN243919689 0003&physid=phys94.
[9] Eberhard Freitag und Rolf Busam. Funktionentheorie 1. Springer, Berlin, Heidelberg, 2006.
https://doi.org/10.1007/978-3-662-07352-0.
[10] Robert Fricke. Die elliptischen Funktionen und ihre Anwendungen – Zweiter Teil: Die algebraischen
Ausfu¨hrungen. Teubner, Leipzig, 1922. https://doi.org/10.1007/978-3-642-19561-7.
[11] omas Lile Heath.e Works of Archimedes. Cambridge University Press, London, 1897.
http://www.archive.org/details/worksofarchimede029517mbp/.
[12] Hendrik Kasten. Die Ramanujankonstante. Uni Heidelberg, 2013.
https://www.mathi.uni-heidelberg.de/∼kasten/files/Skripte/ss10ramanujan.pdf.
[13] Felix Klein und Robert Fricke. Vorlesungen u¨ber die eorie der elliptischen Modulfunctionen, Bd.1:
Grundlegung der eorie. Teubner, Leipzig, 1890.
https://archive.org/details/vorlesungenberd05kleigoog.
[14] Serge Lang. Elliptic Functions. Springer, New York, 1987.
[15] David W. Masser. Elliptic Functions and Transcendence. Springer, Berlin, Heidelberg, 1975.
[16] Srinivasa Ramanujan. Modular equations and approximations to pi.arterly Journal of Mathematics,
45:180, 350–372, 1914. http://ramanujan.sirinudi.org/Volumes/published/ram06.pdf.
[17] Joseph Silverman. Advanced topics in the arithmetic of elliptic curves. Springer, New York, 1994.
[18] Willebrord Snell. Cyclometricus. Elsevier, 1621.
https://books.google.de/books?id=kZg AAAAcAAJ.
[19] Andre Weil. Elliptic functions according to Eisenstein and Kronecker. Springer, Berlin, New York, 1976.
