This paper has improved several ratio type estimators of the population median including their generalization in the presence of three known quartiles of an auxiliary variable. The properties of the improved estimators are discussed and applied. Both the empirical and simulation studies confirm that our new estimators perform efficiently.
Introduction
The problem of estimating the population median rather than the population mean gets more research attention from the statistics community when variables are highly skewed. Examples of skewed variables include income, expenditure etc. While the problem of estimating a population mean in the presence of an auxiliary variable has been widely discussed in the finite population sampling literature, relatively less effort has been devoted to the development of efficient methods for estimating a finite population median. Chambers and Dunstan (1986) , Kuk and Mak (1989) , Mak and Kuk (1993) , Rao et al. (1990) , Meeden and Vardeman (1991) , Meeden (1995) , Garcia and Cebrian (2001) , Singh et al. (2001 , Rueda and Arcos (2002) , Allen et al. (2002) , Singh and Puertas (2003) , , Singh, Sidhu and Singh (2006) , Singh, Singh and Puertas (2006) , Singh, Tailor, Singh and Kim (2007) , Singh and Solanki (2013) and Sharma and Singh (2014) addressed the importance of estimating the population median in the presence of an auxiliary variable.
Let Y i and X i , i = 1, 2, . . . , N, denote the values of the population units for the study variable Y and the auxiliary variable X, respectively. Further let y i and x i , i = 1, 2, . . . , n, are the particular values of the units included in a sample S n of size n drawn by simple random sampling without replacement (SRSWOR). In the absence of the X i , the sample median M y (or the sample estimate Q 2y ) is a natural estimator of population median M y (or the second quartile Q 2y ) of Y When the values of the auxiliary variable X i are available, Kuk and Mak (1989) suggested a ratio estimator for M y as:
where v = Q 2x /Q 2x and Q 2x is the sample estimate of the second quartile Q 2x (or the population median M x ) of the auxiliary variable X. Let Q 1z be the first quartile of the variable z, Q 2z be the second quartile of the variable z, Q 3z be the third quartile of the variable z with z = x, y. Then, we have P(Q tx , Q ty ) = P(X ≤ Q tx ∩ Y ≤ Q ty ), t = 1, 2, 3, where these may be given in a table of proportions as: Table 1 . The variance of the natural estimator M y is:
see Gross (1980) , where f y denotes the probability density function of Y and f = (n/N). Following Kuk and Mak (1989) , the variance of the ratio estimator M
R to the first degree of approximation is given by: 3) which is less than the variance of the natural estimator M y if
where A 0 = (M y /Q 2x )( f y (M y )/ f x (Q 2x )), f y and f x denote the probability density functions of Y and X respectively. Here ρ 0 = (4P 22 − 1) with P 22 = P(Q 2x , M y ) = P[X ≤ Q 2x ∩ Y ≤ M y ] goes from −1 to +1 as P 22 increases from 0 to 0.5. In this paper, we suggest a new class of ratio-type estimators that is broader than the previous class of estimators suggested by Rueda et al. (2004) and Allen et al. (2002) . We also investigate the properties of a few estimators, that belong to the the class of estimators proposed by Rueda et al. (2004) , Allen et al. (2002) and the proposed broader class of estimators for two new models: a quadratic and a cubic model using extensive simulation study. We find that the estimators belonging to all three classes of estimators perform very well under the new simulation study set-up that is based on quadratic and cubic models.
Suggested Ratio-Type Estimators
We compare the following alternative estimators of the population median M y , (i) When the first quartile Q 1x of X is known:
where u = Q 1x /Q 1x and Q 1x is the sample estimate of Q 1x .
(ii) When the third quartile Q 3x of X is known:
where w = Q 3x /Q 3x and Q 3x is the sample estimate of Q 3x .
(iii) When the median M x and the first quartile Q 1x of X are known:
(iv) When the median M x and the first quartile Q 3x of X are known:
and Q 3x of X are known:
Note that the first two estimators are special case of the class of estimators proposed by Rueda et al. (2004) , and the last three estimators are a special cases of the class of estimators by Allen et al. (2002) .
To obtain the variances of the above estimators, we write:
are respectively given by:
where
. We note from (2.6)-(2.10) respectively that:
From (1.3) and (2.6)-(2.10), we noticed that:
It follows from (1.4) and (2.16) that the suggested estimator M
R is more efficient than M y and M
Note from (1.4) and (2.17) that the proposed estimator M
From (2.6) and (2.8) it is observed that V( M
From (2.7) and (2.9) we note that V( M
From (2.8), (2.9) and (2.10) it is observed that:
From (2.6), (2.7) and (2.10), we note that:
It is assumed that Q x (β) is known. Thus motivated by Rueda et al. (2005) and Arcos et al. (2005) one may define the following estimator: R is given by: 30) where
We note that inequalities (1.4), (2.11) and (2.12) can be easily obtained from (2.31) just by putting β = 0.50, 0.25, 0.75 respectively.
General Class of Estimators
Let the first quartile Q 1x , the second quartile Q 2x and the third quartile Q 3x of the auxiliary variable X be known. With u = Q 1x /Q 1x , v = Q 2x /Q 2x and w = Q 3x /Q 3x , along the lines of Srivastava and Jhajj (1981) we define a class of estimators of the population median M y as
where S (•) is a function of ( M y , u, v, w) such that S (P) = M y =⇒ S 1000 (P) = ∂S (•)/∂ M y | P = 1 with P = (M y , 1, 1, 1) and satisfying the following conditions:
(i) Whatever be the sample chosen, ( M y , u, v, w) assume values in a bounded closed convex subset, U, of the four dimensional real space containing the point P.
(ii) In U, the function S ( M y , u, v, w) is continuous and bounded. 
where Taking expectation of both sides of (3.3) we get the bias of M (S ) g to the first degree of approximation as
Squaring both sides of (3.3) and neglecting terms of e's having power greater than two we have:
3 S 2 0001 (P) + 2M y {e 0 e 1 S 0100 (P) + e 0 e 2 S 0010 (P) + e 0 e 3 S 0001 (P)} + 2 {e 1 e 2 S 0100 (P)S 0010 (P) + e 1 e 3 S 0100 (P)S 0001 (P)} + 2e 2 e 3 S 0010 (P)S 0001 (P) ] .
(3.5)
Taking expectation of both sides of (3.5) we get the variance of M (S ) g to the first degree of approximation as:
The variance at (3.6) is minimized for:
with the resulting minimum variance of M (S ) g given by:
Thus we state the following theorem:
with equality holding if: u, v, w) , satisfying the regularity conditions, can generate asymptotically acceptable estimator. The following estimators: The optimum values of the constants α 1 , α 2 and α 3 are obtained by the right hand sides of (3.7) and the resulting estimators will have the same minimum variance given by (3.8).
Remark 2. The following classes of estimators of the population median M y :
, (only Q 1x and Q 2x are known) (3.12)
, (only Q 2x and Q 3x are known) (3.13)
g (say), (only Q 1x and Q 3x are known) (3.14) 
00 00 00 00 00
are the members of the proposed class of estimators M v, w) and ( M y , u, w) respectively such that:
where L = (M y , 1, 1); and H 10 (M y , 1),
and J 10 (L) denote the first order partial derivatives of the functions v, w) and J( M y , u, w) respectively about the point (M y , 1) and L. The bias and variance expressions of the class of estimators M
can be obtained from (3.4) and (3.6) by putting suitable values of the derivatives as shown in Table 2 .
Thus the variances of the estimators M
g to the first degree of approximation are respectively given by 20) which are minimized, respectively, for:
where v, w) and J( M y , u, w) respectively about the point (M y , 1) and L. Thus the resulting minimum variances of M
g are respectively given by:
Now we established the following theorem:
Theorem 2. Up to terms of order n −1 ,
Remark 3. Motivated by Srivastava and Jhajj (1981) , Rueda et al. (2005) and Arcos et al. (2005) , one may also define a class of estimators for the population median M y as: To the first degree of approximation, the bias and variance of M θ are, respectively, given by
The variance of M θ at (3.34) is minimized for
Substitution of (3.36) in (3.35) yields the minimum variance of M θ as
Thus we state the following theorem.
Theorem 3. Up to terms of order n
] .
with equality holding if
It can be easily seen from (1.2), (2.30) and (3.37) that the proposed class of estimators M θ is more efficient than the conventional estimator M y and the ratio-type estimator M Remark 4. It is to be mentioned that the optimum values of the parameters involved in the estimators depend on unknown population values such as f x (Q 1x ), f x (Q 2x ), f x (Q 3x ), ρ 0 , ρ 0 , ρ 0 and f y (M y ). Thus, to use such an estimator one has to use guessed or estimated values of these population values which can be obtained from either past data or experience. If the guessed values of these population values are not known then it is advisable to use sample data at hand to estimate these parameters. Following the procedure as outlined in and Silverman (1986) , it can be shown that the class of estimators based on estimated optimum values has the same variance to the first degree of approximation as that of the estimators based on exact optimum values.
Efficiency Comparison
From (1.2), (3.8), (3.27)-(3.32), we show that:
Min.
g , we calculate the percent relative efficiencies. They are:
It is noticed that the relative efficiency expressions (5.1) to (5.6) depend only upon three unknown parameters ρ 0 , ρ 1 and ρ 2 . The values of ρ j , j = 0, 1, 2 behave as correlation coefficient between −1 to +1 as shown earlier.
To study the pattern of relative efficiencies, we have considered all possible combinations ρ j = 0.1, 0.3, 0.5, 0.7, 0.9 for j = 0, 1, 2. Out of the total 125 possible combinations, Table 3 shows that class of estimators M
(S )
g , which makes use of three known quartiles, is 111% times remains at least as better as the other six classes of the estimators based on the use of one or two known quartiles. The class M (S ) g shows relative efficiency 100%. In Table 3 , two or more values of ρ j , j = 0, 1, 2 are equivalent. For example, if ρ 0 = ρ 1 , the relative efficiency RE(g, s) is 100% irrespective of the value of ρ 2 . Remember that the class of estimators M (g) g depends upon the second and third quartiles. The relation ρ 0 = ρ 1 indicates that P(Q 2x , M y ) = 2P(Q 1x , M y ) which requires the use of known second quartile Q 2x and the first quartile Q 1x . In other words, the use of the first quartile Q 1x , in addition to Q 2x and Q 3x , in the class M (S ) g is not gaining anything over M (g) g under such situations. In practical situations, the values of ρ j , j = 0, 1, 2 may be different. Thus, we observe that in most of the practical situations the values ρ j , j = 0, 1, 2 are different. The use of three known quartiles shows moderate gain over the other situations discussed in the present investigation.
The results of empirical study are also depicted through graphical representation for better understanding.
Simulation Study
In this section, we consider a random number based true simulation study while comparing the proposed five ratio type estimators of median from the bias and the simulated mean squared errors points of view. We generated different populations of size N = 2001 units as follows. We used the IMSL Subroutine RNGAM(NP, AX, XP) to generate random variables from the gamma distribution with the shape parameter α = 3.5 and then scaled then with β = 2.0 by using the IMSL Subroutine SS-CAL(NP, BX, XP, 1). Thus, we have obtained a random variable x i ∼ Gamma(α, β), i = 1, 2, . . . , N. Then we generated a random variable z i ∼ N(0, 1), for i = 1, 2, . . . , N, by using the ISML Subroutine RNNOR(NP,Z). Using these random variables, we generate populations from two models as: 
with g = 0.5, 1.0, 1.5, 2.0. Figure 1 : The values of RE (h, s) for different values of ρ 0 (Rho-0), ρ 1 (Rho-1) and ρ 2 (Rho-2).
Then we used the ISML Subroutine ORDST to find the population medians of the study and auxiliary variables M y and M x respectively. We also computed the population first and third quartiles from the same subroutine. From a given population of N = 2001 units, we selected NITR=100,000 samples each of size n (as listed in the table), and computed the three different sample quartiles for the study and auxiliary variables. From the k th sample, we computed seven different estimators:
for k = 1, 2, . . . , NITR. Note that the last six estimators are defined in (1.1), and (2.1) to (2.5), but are redefined here for the convenience of readers. Then, we computed the percent empirical relative bias in the above seven estimators as:
M y (6.3)
for est = −1, 0, 1, 2, 3, 4, 5. Also we computed the percent empirical relative efficiency of the last six ratio type estimators with respect to the sample median estimator M y as: 1, 2, 3, 4, 5. (6.4) The FORTRAN code used in the simulation study is available on request from the authors and also made available online. The results obtained from the simulation study are given in Table 4 and  Table 6 . Table 4 shows the values of the three population quartiles of the study variable and auxiliary variable. Note that the values of the three population quartiles(Q 1x , Q 2x and Q 3x ) of the auxiliary variable remain the same, because we generated the auxiliary variable as x i ∼ Gamma(α, β). The values of the three population quartiles(Q 1y , Q 2y and Q 3y ) for the study variable change for every value of g and type of the model used. Table 5 has been devoted to investigating the empirical percent relative bias in the seven estimators. In it interesting to note that for the situations considered in the study, the absolute value of empirical percent relative bias always remains much less than 10% which is quite acceptable by following Cochran (1963) . From Table 5 , one can conclude that the empirical percent relative bias is negligible in the estimators considered. RE(d, s) for different values of ρ 0 (Rho-0), ρ 1 (Rho-1) and ρ 2 (Rho-2). Table 6 shows the empirical percent relative efficiencies of the six estimators M R . This shows that, for the case of a quadratic model, the use of the known third quartile of an auxiliary character may not help while making ratio type estimator. It is also to be noted that the estimator M (5) R remains always more efficient than the other competitors considered in the case of the cubic model. This simulation study also shows that the M (5) R estimator will be more efficient under different conditions, and M (4) R will be more efficient under different conditions as derived in section 2 for different estimators. RE( j, s) for different values of ρ 0 (Rho-0), ρ 1 (Rho-1) and ρ 2 (Rho-2).
Although Rueda and Arcos (2002) have shown that a small amount of efficiency can be gained by applying ratio estimates to the construction of intervals, but the present simulation study shows a quite significant gain in relative efficiency. This indicates that the proper use of auxiliary information may also lead to significant improvements in the Rueda and Arcos (2002) simulation results. Thus based on our simulation study, we conclude that the empirical relative bias in the ratio type estimators of median is negligible and the percent relative efficiencies show that the use of known quartiles of the auxiliary variable can be used to improve the estimation of the population median of the study variable. 
Conclusion
In this article, we have suggested a general procedure for estimating the population median of the study variable Y in the presence of three known quartiles of an auxiliary variable X. An asymptotically optimum estimator(AOE), in the proposed class of estimators, is obtained along with its mean squared error formula. It has been shown that the proposed class of estimators is more efficient than the usual unbiased estimator M y envisaged by Gross (1980) , ratio estimator M
R due to Kuk and Mak (1989) and other estimators of the population median M y . An empirical study has been carried out in support of the present study. The empirical as well as simulation study supports the theoretical development of the use of the suggested class of estimators in estimating the median in survey sampling.
