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Abstract 
Three results on the Steiner tree problem are presented: (i) Computing optimum k-restricted 
Steiner tree is APX-complete for k 24, (ii) the minimum-cost k-restricted Steiner tree problem 
in phylogeny is APX-complete for k 24, and (iii) the k-Steiner ratio for the Steiner tree problem 
in phylogeny matches the corresponding ratio for metric spaces defined on networks. The first 
two results suggest that there is a limit to the approximability of the optimum solution to the 
k-restricted Steiner tree problem. The results are significant because k-restricted trees are used 
in approximation algorithms for the minimum Steiner tree problem. The k-Steiner ratio, which 
establishes a relation between the size of the optimum Steiner tree and the size of the optimum 
k-restricted tree, arises in the analysis of many of the same algorithms. 1998 Published by 
Elsevier Science B.V. All rights reserved. 
1. Introduction 
A fundamental problem in biology and linguistics is that of inferring the evolutionary 
history of a set of taxa, each of which is specified by the set of traits or characters that 
it exhibits [ 10, 12, 231. In mathematical terms, the problem can be expressed as follows. 
Let P? be a set of characters, and for every c E %, let dC be the set of allowable states 
for character c. Let m = /@I and r, = (dC,l. A species (or, more generally, a taxon) s is 
an element of ~2, x . . . x a!,,,; s(c) is referred to as the state of‘ character c for s. A 
phylogeny for a set of n distinct species S is a tree Z’ whose leaves are all elements 
of S and where SC V(T)&&‘, x ... x G!~. Vertices of 7’ that are not in S are called 
Steiner oertices. The length of T is given by L(T) = cc,,,,,E T d(u, v), where d(u,v) 
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denotes the Hamming distance between two species u and u; i.e., d(u, V) is the number 
of character states in which u and v differ. The Steiner tree problem in phylogeny 
(STP) is to find a phylogeny T of minimum length for a given set of species S. STP 
and many of its variants are NP-hard even when characters are binary [3, 6, 13, 221. 
Jiang et al. have noted that STP is MAXSNP-complete [ 171. 
In order to state our results, we need to introduce some terminology. The Steiner 
tree problem over a metric space E is: given a finite set of points SC E, find a tree of 
minimum total length spanning the elements of S. STP is a Steiner tree problem over 
a metric space whose points set is &i x . . . x d, and where interpoint distance is 
given by Hamming distance. The special case where characters are binary (&i = (0, I} 
for i = 1,. , m) is equivalent to a Steiner tree problem on the metric space associated 
with the m-dimensional hypercube Qm [6, 131. Other metric spaces of interest to us 
here are those associated with weighted graphs. In this case, points in the space are 
vertices of a graph and the distance between two points is the length of the path of 
least total weight between them in the graph. The associated Steiner tree problem is 
referred to as the Steiner tree problem in networks. 
Let us consider the Steiner tree problem for a set of points U in a metric space E. 
A tree T is full if no internal node of T is a point of U. A full component of T is a 
maximal full subtree of T. A k-restricted Steiner tree is one where no full component 
has more than k vertices of U (thus, a 2-restricted Steiner tree is a spanning tree). 
The k-Steiner ratio in a metric space E is defined as 
pk(E)= inf LST(S) 
scELkST(S)' 
where &T(S) is the length of the minimum Steiner tree for S, and L&S) is the 
length of the minimum k-restricted Steiner tree for S. 
We have three results: 
Computing a minimum-length k-restricted Steiner tree on a graph is APX-complete 
for k34. 
Computing a minimum-length k-restricted phylogeny is APX-complete for k > 4, 
even when characters are binary. 
The k-Steiner ratio pk(Q) for the metric space associated with STP with binary 
characters equals the bound established for graphs by Borchers and Du [4]. That is, 
for any k with k = 2’ + s, where 0 <s < 2’, 
Pk(Q) = 
r2’ + s 
(r + 1)2’ fs’ 
Along the way, we give a proof of the APX-completeness of Max 3-Sat, a problem 
that is useful for several other APX-completeness arguments. This corrects a previously 
published proof [20]. 
The results are significant because of the use of k-restricted trees in approximation 
algorithms for the Steiner tree problem in various metric spaces. In particular, Berman 
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and Ramaiyer have shown that there exists a polynomial-time approximation algorithm 
with performance ratio 
for any metric space where a minimum Steiner tree is polynomially computable for 
any fixed-size set of points [2]; the latter condition can be shown to hold for STP. 
While the close relationship between k-restricted binary STP and the graph version 
of the problem is, perhaps, not surprising, it must be pointed out that there are metric 
spaces such as the Euclidean and rectilinear planes, where the k-Steiner ratio is lower 
than on graphs [2, 81. Thus, it is not clear a priori whether the k-Steiner ratio for 
phylogeny should match that for graphs (Gusfield’s observation that p*(Q) = p2 = i 
[14], does, however, suggest that this might be true). Furthermore, there is an important 
difference between the Steiner tree problem in networks and STP. In the former, we 
are given a weighted graph and a subset of its vertices as input, and the goal is to 
obtain a minimum-weight tree connecting all the vertices. In STP, the underlying graph 
is given implicitly and can be much larger than the input. 
Organization of the paper. Section 2 reviews L-reducibility and APX-completeness 
and contains a proof of the APX-completeness of Max 3-Sat-3. Section 3 contains 
proofs of the APX-completeness of the k-restricted Steiner tree problem on graphs and 
of the k-restricted STP, for k 2 4. Section 4 presents bounds on the k-Steiner ratio for 
the metric space associated with STP. Section 5 concludes the paper with a discussion 
of our results and of open problems related to the Steiner tree problem in phylogeny. 
2. Preliminaries 
In this section, we review the notions of L-reducibility and APX-completeness. We 
also argue the APX-completeness of a variant of the maximum satisfiability prob- 
lem, which we shall refer to as Max 3-Sat-3. This result will be used to prove the 
APX-completeness of the k-restricted Steiner tree problem in phylogeny. Our argument 
corrects an error in an earlier proof [20]. 
2. I. Approximahility of optimizution problems 
An NP-optimization problem F consists of a set of instclnces x, each of which has 
a set of feasible solutions. The objective ,function of F, denoted CF, maps each feasible 
solution y to some instance x of F to a positive number. The goal of an optimiza- 
tion problem on instance x is to find a solution y that optimizes (i.e., maximizes or 
minimizes) the value of c~(y). Let opt,(x) denote the optimum value of CF. 
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The relative error of a feasible solution y to an optimization problem F with input 
x is defined as 
IoPt&) - Q(Y)1 
max{opt&), cF(y)I ’ 
A is an f(n)-approximation algorithm for an optimization problem F if for all 
inputs x, A returns a feasible solution y with relative error at most f( 1x1). The com- 
plexity class APX consists of all optimization problems that have an a-approximation 
algorithm for some constant E [ 191. 
The notion of approximation-preserving reduction allows us to identify the hard- 
est problems in APX with regard to approximability in a manner analogous to how 
polynomial-time reductions allow us to identify the hardest problems in NP with regard 
to polynomial-time solvability. Although various kinds of approximation-preserving 
reductions have been proposed (see [5]), Papadimitriou and Yannakakis’ L-reduction 
[21] is perhaps the easiest to use. Let F and G be two NP optimization problems. An 
L-reduction from F to G is a pair of polynomially computable transformations f and 
g, such that, if x is any instance of F, 
(i) f maps x to an instance f(x) of G satisfying opt&f(x)) d a . optF(x) and 
(ii) if z is a feasible solution of f(x), then y = g(z) is a feasible solution of x satisfying 
Iopt&) - c&)1 GB ]optc(f(x)) - cG(z)l, 
where CI and p are positive constants. 
A fundamental property of L-reductions is the following. Suppose that F L-reduces 
to G and that there exists a polynomial-time approximation scheme for G, i.e., an 
algorithm that, for each fixed e>O and each instance x of G, returns a solution for x 
with relative error at most E in polynomial time. Then, F must also have a polynomial- 
time approximation scheme [21]. 
An optimization problem G is APX-complete if G is in APX and every problem 
in APX L-reduces to F. Thus, if any APX-complete problem has a polynomial-time 
approximation scheme, then so does every problem in APX. 
2.2. APX-hardness of Max 3-Sat-3 
A basic NP-complete problem is 3-Sat, which is to determine if a Boolean formula 
in conjunctive normal form with at most three literals per clause is satisfiable. The 
special case of 3-Sat where every variable can appear in either two or three clauses 
is also NP-complete; we refer to this problem as 3-Sat-3. The reduction from 3-Sat 
to 3-Sat-3 is straightforward. Let the Boolean formula C#I be an instance of 3-Sat. 
For each variable x that occurs in k > 3 clauses, introduce k new variables xl,. . . ,xk. 
Next, for i = 1,2,. . . , k, replace the ith occurrence of x by xi, and add a cycle of 
impk3tiOnS XI +X2,. . ,X&l +Xk, Xk +X1. Call the ESUlting fOIInUla 4’. Clearly, 4’ 
can be computed in polynomial time from 4. The presence of the cycle of implications 
forces all copies of n to take on the same value, thus, 4’ is satisfiable if and only if 
d is. 
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3-Sat and 3-Sat-3 have related optimization problems, which we shall refer to as 
Max 3-Sat and Max 3-Sat-3, respectively. Max 3-Sat (Max 3-Sat-3) has the same 
class of instances as 3-Sat (3-Sat-3), but the objective is to find a truth assignment 
that maximizes the number of true clauses. Max 3-Sat is known to be APX-complete 
[20]. However, for proving APX-completeness, Max 3-Sat-3 is more convenient to use. 
As is explained in [20], the polynomial-time reduction from 3-Sat to 3-Sat-3 is 
not an L-reduction from Max 3-Sat to Max 3-Sat-3, because it may be impossible to 
obtain a valid truth assignment for the original formula C#I from a truth assignment 
for the transformed formula 4’. The reason is that 4’ may admit “cheating” truth 
assignments where xi # xj, for some variable x of c$, since the cost of breaking the 
cycle of implications for x (i.e., going from true to false somewhere in the cycle) 
is relatively low. The problem can be solved by relating the copies of the variables 
through a structure that is better connected than a cycle - for instance, a so-called 
amplifier. 
Definition 1. Let D be a directed graph where each vertex has indegree and outdegree 
at least 1 and at most 2. D is an amplzjier for X & V(D) if each vertex x EX has 
indegree and outdegree 1 and, for each set S such that IS NIX] 6 IXl!2, 
IE(& V~)\S)l, IE(V(D)\S,S)I B ISnxl, 
where E(A,B) denotes the arcs directed from A to B in D. 
(2) 
When faced with a variable x with k > 3 occurrences, we build an amplifier D for the 
set X= {XI , . . . ,xk}. We now replace the ith occurrence of x with Xi, add the variables 
in V(D)\X, and, for each (u. u) E V(D), add the implication u + u. As argued in [20], 
Eq. (2) implies that for any truth assignment y to the formula 4’ thus constructed, 
there corresponds another truth assignment y’ satisfying at least as many clauses of 
@I’, and where every x E V(D) has the same truth assignment. Thus, the distance from 
optimality for y’ is no larger than it is for y. 
Papadimitriou has given a procedure that builds a c/XI-vertex, 2cIX1-edge amplifier 
for a set X, where c is a constant [20]. Unfortunately, his construction is incorrect. 
Here we present a simple polynomial-time amplifier construction that, given any set X, 
builds an amplifier D of size O(lX12). 
Theorem 1. Given a set X, a O(IX/2)-node amplijiev D jtir X can be constructed in 
polynomial time. 
Proof. Assume that X = {XI,. . . ,x,}. Then, V(D) consists of X together with new 
vertices n1.i ,..., r)m,i and wt,i ,..., w,,,,, for each i E [ml. Let Pi be the directed path 
ul,i,. . 1 Vm,i, Xi, Wl,i,. . .) Wm,i. E(D) consists of the edges in Uie,ml Pi, along with all 
directed edges from wi,i to n,,i, for each i #j E [ml. 
The following observation is straightforward to verify. For each Y CX such that 
I Y / d 1X1/2, there are I Y] vertex disjoint paths of D from Y to x\Y (directed from Y 
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to X), and there are also IYI vertex disjoint paths of D from X\Y to Y (directed from 
X\Y to Y). 
Let S be a set such that pnxi<Ix1/2. Let Y=SnX, so obviously IYlGlX]/2. It 
follows immediately from the observation above that 
This concludes the proof. 0 
Theorem 2. MUX 3-Sat-3 is APX-complete. 
Proof. We rely on the fact that Max 3-Sat-B (Max 3-Sat where the number of clauses 
that each variable appears in is bounded by a constant) is APX-complete [21]. We first 
define a mapping f from Max 3-Sat-B to Max 3-Sat-3. Starting with any instance C$ 
of Max 3-Sat-B, use the amplifier construction of Theorem 1 to replace each variable 
x occurring k 3 3 times by a set of at most ck2 new variables, where c is a constant. 
The new variables are connected through the implications associated with the edges of 
the amplifier for X ‘= {xi , . . . ,xk}, as described earlier. Let 4’ = f( 4) be the resulting 
instance of Max 3-Sat-3. 
We claim that there exists a constant M such that opt(#) Gaopt(4). To verify this, 
note that if 4 has M clauses, then 4’ must have O(M) clauses. This is because in 
4 each variable occurs a bounded number of times, so each amplifier used in the 
reduction has 0( 1) size. The inequality then follows from the fact that, since 4 has 
three literals per clause, opt( 4) > 7A4/8 [ 181. 
Finally, we need to define a transformation y from feasible solutions y of 4’ to 
feasible solutions g(y) of 4. As discussed earlier, this can be done by first transforming 
y into a truth assignment y’ in which, for every variable x in 4, all the variables in 
4’ that are associated with x are given the same truth value. Such an assignment 
can be constructed so as to have at least the same number of satisfied clauses as y. 
Furthermore, y’ corresponds directly to a truth assignment for 4. The reader can verify 
that apt(4) - c(g(y))<opt(#) - C(Y). 
Thus, f and g, constitute an L-reduction from Max 3-Sat-B to Max 3-Sat-3; the 
theorem follows. 0 
3. The complexity of computing k-restricted Steiner trees 
We will now show that the minimum k-restricted Steiner tree problem on networks 
is APX-complete for k 24, thereby giving evidence that there is a limit to the ap- 
proximability of the problem. We will use this proof as a basis for arguing that the 
phylogeny version of the problem is also APX-complete. 
Since p2 = l/2 and Pk 3 p2 for k 3 2, any minimum spanning tree algorithm is also 
an approximation algorithm with relative error i for the optimal k-restricted Steiner 
tree problem. Hence, the k-restricted Steiner tree problem belongs to APX. We will 
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give an L-reduction from Max 3-Sat-3 to the k-restricted Steiner tree problem for any 
k >, 4. In what follows, an instance of the Steiner tree problem on networks will be 
denoted by (G, U), where G is the edge-weighted graph and U C V(G) is the set of 
vertices to be spanned. As in the previous section, we will write opt,(x) to denote the 
cost of the optimum solution to an instance x of a problem F, and c,+) to denote the 
cost of a feasible solution y. We will, however, be dropping the subscript F, since, in 
all cases, the identity of the problem will be clear from the context. 
As we have seen, to prove L-reducibility from Max 3-Sat-3 to k-restricted Steiner 
tree, we need to exhibit two transformations. The first of these, J’, maps an instance IJ 
of Max 3-Sat-3 with m clauses and n variables to an instance (G, U) of the Steiner tree 
problem defined as follows. For each clause C, V(G) contains a vertex C. For each 
variable x, V(G) contains three vertices x, x0, and x1. Finally, V(G) contains a vertex r. 
For each variable x, there are edges (Y,.Q), (Y,xI), (x,x0), and (x,x,). Moreover, for 
each clause C, if the literal x appears in C then there is an edge (xi, C) and if the 
literal X appears in C then there is an edge (x0, C). The graph G has no other vertices 
or edges; all edges are of length one. Finally, the set of given vertices is 
U = {x 1 x variable} U {C / C clause} U {P-}. 
Lemma 3. opt(G, U) <2(n + m) - opt($) and hence opt(G, U) < yopt($). 
Proof. Let A be an assignment of truth values to the variables in $ that maximizes 
the number of satisfied clauses. Let F be the set consisting of 
(a) all edges (Y,x,) and (Xi,x) such that ,4(x) = i, 
(b) all edges (C,xi) such that A(x) = i and x is the first variable whose literal in C is 
made true by A, and 
(c) all edges (C,xi) and (x,,~) such that C is not satisfied by A, x is the first variable 
in C, and A(x)=i. 
Clearly, F induces a subtree T of G that contains all the given vertices. Since no 
Steiner vertex in G has degree greater than 4, T is a k-restricted Steiner tree for any 
k 3 4. Hence, 
c( T)<2n -t c(A) + 2(m - c(A)) = 2(n + m) - opt($). 
It is known that, for Boolean formulas with three literals per clause, opt($)>,7m/8 
[1X]. Also, since we have two or three occurrences of each variable, 2n <3m. Thus, 
we have 
c(T)63m+2m-opt(~)d~opt(~)-opt($)=~opt(ll/). cl 
A slight variation of the preceding result will be needed to analyze the Steiner tree 
in phylogeny. 
Lemma 4. If the transfbrmation f is modijed so that edges between clauses and lit- 
erals have length 2, then opt(G, U)62n+3m-opt($) and hence opt(G, CJ)< $opt($). 
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Proof. The argument for proving that opt(G, U) 62n + 3m - opt(+) is analogous to 
that used for the previous lemma - we omit the details. Thus, 
opt(G, U) d 2n + 3m - opt($) <6m - opt(+) < yopt($) - opt($) 
< Yopt(ll/). 0 
We now define a transformation g that maps any feasible solution S of (G, U) = f(ll/) 
to a truth assignment A for $. We need a preliminary result. 
Definition 2. A Steiner tree T is canonical if and only if for any variable x and any 
clause C 
(a) (xi, C) E E(T) * (r,Xi) E E(T), 
(b) (Xi,X) EE(T) * (Y,Xi) EE(T). 
Note that each clause C has degree 1 in a canonical Steiner tree. 
Lemma 5. Given a k-restricted Steiner tree S for (G, U), a canonical no costlier 
k-restricted Steiner tree S for (G, U) can be jbund in polynomial time. 
Proof. Let F, be the set of edges that are incident to either x0 or XI. We first prove 
that we can transform S into a no costlier k-restricted Steiner tree T such that if C is in 
the same connected component as Y in T\F,, then (xi, C) g_!?(T) (for i = 0 and i = 1). 
Note that when this condition is satisfied, for each variable X, either (T,XO) E E( T) or 
(~2x1 ) E E(T). 
Assume that C is in the same connected component as Y in S\F,, and (xi, C) E E(S). 
Then we can delete (xi, C) from S and add (xi, r) instead, without increasing the cost. 
Repeat this operation until no such C’s exist. 
Assume that (x,x0) E E(S) and (x,x, ) E E(S). Assume also that (xi, r) E E(S). Then 
we can delete (x,x(-i) from S and add ( Y,x~_~) instead, without increasing the cost. 
This can be done recursively. It follows that the tree obtained is canonical and no 
costlier. 0 
For a Steiner tree S, we define g(S) to be the truth assignment A for the variables 
of $ defined as follows. Let T be a no costlier k-restricted canonical Steiner tree 
obtained from S (using a fixed polynomial-time algorithm). For each variable x, (1) if 
(r,xi)~E(T) and (r,xI_i) @E(T) then A(x)=i (2) if (r,xi) E./Z(T), (r,xI_i) GE(T), 
and the literal x appears twice in $ then .4(x) = 1 (3) if (~,xi) E E(T), (r,xt-i) E E(T), 
and the literal R appears twice in I/I then A(x) = 0. 
Lemma 6. For any canonical Steiner tree T, c(T) = 2(n + m) - c(g(T)). 
Proof. To prove the claim, we will count the edges of 7’. Let A = g(T). 
l There are exactly n edges of the form (x,xi) in T, since for each variable X, either 
(x,x0) or (X,.X] ) is an edge of T, but not both. 
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l There are exactly n edges (Y,x~) in T such that A(x) = i. 
l For each clause C that is satisfied by A, there is an xi such that (C,xi) is an edge 
of T. There are exactly c(A) such edges in T. 
l For each clause C that is not satisfied by A there is an x, such that both (C,xi) 
and (xi,T) are edges of T. There are exactly 2(m - c(A)) such edges, since, by 
construction, no two different clauses use the same x,. 
Note that all edges have been enumerated and that no edge has been enumerated twice. 
Thus, c(T)=2n tc(A)+2(m-c(A))=2(n+m)-c(g(T)). I7 
Lemma 7. For any k 34 and any solution T of the k-restricted Steiner tree problem 
instance (G, U)=f($), we have Iopt - c@(T))1 < )opt(G, U) - c(T)I. 
Proof. We have 
c(T) - opt(G, V) = 2(n + m) - c(g(T)) - opt(G, U) (by Lemma 6) 
3 2(n + m) - Q(T)) - 2(n + m) + opt(@) (by Lemma 3) 
= opt(+) - c@(T)) 
The lemma follows. q 
Again, we need a variation of the above result to study the Steiner tree problem in 
phylogeny. 
Lemma 8. If the transformation f is modified so that edges between clauses and 
literals have length 2, then Iopt - c(g(T))/ < lopt(G, U) - c(T)I. 
Proof. We can prove that c(T) = 2n + 3m - c(g(T)) by an argument similar to that 
used in the proof of Lemma 6. This equation can be used in conjunction with Lemma 4 
to prove the result. The details are analogous to the proof of Lemma 7. 0 
Using either Lemmas 3 and 7 or Lemmas 4 and 8, we obtain the following. 
Theorem 9. For any k 3 4, the minimum k-restricted Steiner tree problem on gruphs 
is APX-complete. 
k-restricted STP. We will now show that the k-restricted Steiner tree problem (k-STP) 
in phylogeny is APX-complete for k 3 4. As for the network Steiner tree problem, the 
proof of membership in APX follows from the fact that k-STP can be approximated 
with relative error $ using minimum spanning trees. The completeness proof is also 
based on a construction similar to the one we have just presented for graphs. It will 
suffice to consider binary characters. 
As before, we will exhibit an L-reduction from Max 3-Sat-3 to k-STP; we start by 
showing the mapping f that goes from the first problem to the second. The sets of 
species we will consider will be given by vectors with many zeroes and few ones. To 
streamline the notation, we will write (io, iI,. , ir), 0 < 1 <M - 1, 0 <ii <A4 - 1, to 
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denote the species where characters io, . . . , i[ have state 1, and all other characters have 
state 0. We write 0 to denote the species where all states are zero. 
Let II/ be any instance of Max 3-Sat-3. We will assume without loss of generality 
that every two clauses in $ differ in at least two variables [15, 201. Assume that the 
variables of rc/ are Yo,. . . , y,_l. Write yio to denote x; Yii is just yi. Associate with 
I+// a set 9’ of species on M characters, where M is 2n plus the number of two-literal 
clauses. Each of the latter clauses is assumed to have a unique character associated 
with it. 
Literal Yil is associated with character 2i + r; we call xi, = (2i + r) the literal point 
of Yi,._ Each of the remaining characters corresponds to a different 2-literal clause. The 
set Y contains a species for each variable and clause of $1 
l For each variable Yi, there is a variable point xi = (2i, 2i + 1). 
l For each clause C, there is a clause point 2,: 
- If C=(Yil,rl,Yi2.~Z,Yi3,r3), Zc = (2il + Q,2i2 + r2,2i3 + r3). 
_ If C = (Yi,,r,, JQ~), zc = (2il +rl, 2i2+rz,jc), where jc is the index of the position 
unique to C. 
Then, 
Y = {Xi: Yi is a variable in $} U {z,: C is a clause in II/} U (0). 
A Steiner tree for Y is vertex-nice if it only contains vertices that are variable, 
clause, or literal points or 0. Let the natural mapping be the mapping from vertex-nice 
trees T that maps each edge (ur,uz) of T to a pair (vi,vz), where, for k= 1,2 
i 
Yi if uk = vi, 
Yir if tik =?&, vk = 
C if Uk =zC, 
r if uk = 0. 
A Steiner tree for Y is nice if it is vertex nice and the natural mapping maps it 
to a subtree of the graph f($), obtained through the reduction f defined in the 
proof of APX-completeness for the network k-restricted Steiner tree problem. Clearly, 
Lemmas 4 and 8 apply to nice trees. Thus, to show the APX-completeness of k-STP, 
we only need to prove that any k-restricted Steiner tree for Y can be transformed in 
polynomial time into a no costlier nice k-restricted Steiner tree for Y. This follows 
from the next two lemmas. 
Lemma 10. Any k-restricted Steiner tree for Y can be transformed in polynomial 
time into a no costlier vertex-nice k-restricted Steiner tree for Y. 
Proof. Let us call a full component of a Steiner tree good if it is either a single edge 
or a star whose center is a literal point; all other full components are bad. The total 
number of leaves in all bad components of a Steiner tree T is its bad leaf sum. Let T 
be any k-restricted Steiner tree for Y. It is enough to show that, unless the bad leaf 
sum of T is 0, we can, in polynomial time, perform an operation on T that yields a 
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k-restricted Steiner tree for Y with smaller bad leaf sum than T and whose length is 
at most that of T; we say that such an operation improves T. It is clear that we can 
assume that no Steiner vertex of T has degree two in T. 
Assume that F is a bad full component of T. Let v be an internal vertex of F of 
largest distance from 0 in T. Let u be the neighbor of v of smallest distance from 0 
in T. Note that all vertices except one in the neighborhood of v in T are leaves of F 
different from U. 
Let NT(W) be the set of neighbors of a node w of T; d(a,b) will denote the 
(Hamming) distance between the points a and b in the hypercube; &(a, b) will denote 
the distance between the points a and b in the tree T. Obviously, &(a, b)>d(a, b) for 
all points a, b. 
The following two observations are crucial to our proof. 
l If there is a clause point z E NT(V) \ { } u such that d(z, u) 3 3, then removing the edge 
(v,z) and adding the edge (z,O) improves T. 
l If there is a variable point x E NT(U) \ {u} in T such that d(x, r) 3 2, then removing 
the edge (u,x) and adding the edge (x, 0) improves T. 
We now conclude the proof by considering three exhaustive cases. 
Cusr 1: NT(U)\{ } u contains two variable points x and x’. Since d(x,x’) = 4, we have 
d(x, u) 3 2 or d(x’, v) 22. In both cases, we can improve T. 
Cuse 2: NT(V)\{ } u contains two clause points z and z’. Since d(z,z’) 24, either both 
d(z, v) and n(z’, u) equal 2 or one of these distances at least 3. If one of the distances 
is at least 3, we can improve T. If both distances equal 2, then there must be a literal 
1 shared by the clauses corresponding to z and z’, respectively. Let w be the literal 
point for 1. Clearly, d(w,z) = 2 and d(w,z’) = 2. Thus, we can improve T by removing 
v (along with all incident edges) and adding the literal point w together with edges 
(w,(l), (w,z), and (w,z’). 
Cusr 3: NT(U)\(U) = { x,z } h w ere x is a variable point and z is a clause point. Note 
that d(x,z) is either 3 or 5. Furthermore, if it is 3 then the clause corresponding to z 
contains a literal of the variable corresponding to x. 
If d(x,z) = 5, then either d(x, u) 22 or d(z, u) 3 3. In both cases, we can improve T 
as above. 
If d(x,z) = 3, we can improve T as follows. Remove v (together with incident edges) 
and add a literal point v’ for the literal of the variable corresponding to x that is 
contained in the clause corresponding to z. Furthermore, add the edges (u’, 0), (v/,x), 
and ( u’,z). 
Thus, in each case we can improve T, which concludes the proof of the 
Lemma. 0 
Lemma 11. Any vertex-nice k-restricted Steiner tree T jbr ,Y can be transformed 
into u no costlier nice k-restricted Steiner tree for Y in polynomial time. 
Proof. Note that, by construction, between any two nodes u, v in a vertex-nice tree T, 
there is a shortest path P that contains only edges in f($). Now, suppose (u, u) E T, 
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but (u, u) is not an edge of f(e). If we remove (u, u) from T, we get two connected 
components; these can be re-joined to form a k-restricted Steiner tree T’ by adding 
one or more edges of P. Since the length of P is at most equal to the length of (u, v), 
T’ is not costlier than T. Clearly, this transformation can be done in polynomial time. 
By repeating it until it no longer applies, we obtain, in polynomial time, a nice tree 
that is no costlier than T. q 
By Lemmas 10, 11, 4, and 8, we have the following result. 
Theorem 12. The minimum k-restricted Steiner tree problem in phylogeny is 
APX-complete. 
4. Bounds on the Steiner ratio in phylogeny 
Borchers and Du proved matching lower and upper bounds for Pk. The lower bound 
holds for any metric space, including the one associated with the hypercube; we will 
now show that the upper bound holds for the hypercube as well. For this we will need 
to examine a certain metric space MN introduced by Borchers and Du [4]. 
Let BN be a binary tree with N + 2 levels, numbered from 0 to N + 1. The first 
N + 1 levels of BN form a complete binary tree; edges between levels i - 1 and i, 
1 <i <N have length 2N-i. Level N + 1 consists of 2N nodes, the jth of which is 
attached to the jth node at level N by an edge of length 1. The metric space A4,. has 
the nodes of BN as its points; the distance between two points is the length of the path 
between them in BN. The leaves make up the set UN of given points. Borchers and 
Du [4] showed that for any k with k = 2’ + s, where 0 6s < 2’, 
LST(UN) r2’ + s 
?% LkST( UN) = (r + 1)2’ + s’ 
where, as in the Introduction, LST( UN) and L,+ST(Uff) denote the length of the opti- 
mum (unrestricted) Steiner tree and the length of the optimum k-restricted Steiner tree 
for UN, respectively. We will prove an upper bound on p,@) by showing that the 
Borchers-Du construction can be embedded in the hypercube. Before proceeding, we 
will prove some preliminary results. For any two points a and b in a metric space E, 
and for any tree T in E containing a and b, d(a, b) will denote the distance between 
a and b in E, while dr(a, b) will be the total length of the path joining a and b 
in T. 
Theorem 13. Let T be a tree such that the set of leaves of T is S and dr 
(a, b) = d(a, b) for each a, b E S. Then T is a minimum Steiner tree for S. 
Proof. We prove the theorem by induction on the cardinality of S. It is trivial to see 
that it holds whenever S has cardinality 1 or 2. 
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Assume that S has cardinality at least 3 and that K is a minimum Steiner tree for 
S. Thus, all leaves of K are members of S. We can assume without loss of generality 
that all internal vertices of K with degree 2 are members of S. 
Let s be a leaf of K with neighbor x in K. Since s is a leaf of K, it is a member of 
S and therefore also a leaf of T. Assume that the neighbor of s in T is y. It follows 
that 
WY =-w\~~)) + d(s, y), 
L(K) = L(K\{s}) + d(s,x). 
By induction, T\{ s is a minimum Steiner tree for S\(s), that is, } 
(5) 
We now consider two exhaustive cases (the two cases are exhaustive, since we have 
assumed that all vertices of degree two of K are members of S). 
Case 1: There is a leaf s of K such that its neighbor x is a member of S. Let y 
be the neighbor of s in T. Since the distances in T agree with the actual distances, 
we have ~K(s,x) 2 d(s, x) = dr(s, X) 2 ~T(s, y). This together with (4)-(6) implies that 
L(T)<L(K); i.e., T is a minimum Steiner tree. 
Cast) 2: There are $1, s2 E S which are leaves of K with a common neighbor x 
which is not a member of S. Let yl and y2 be the single neighbors in T of s1 and ~2, 
respectively (y, and y2 may or may not be the same vertex). 
Since the distances in T agree with the actual distances, the following holds: 
> d*(S1, Jq > + &(32, Y2 1, 
This implies that &(s, ,x) >&(sl, yl) or &(x,s~)>&(sz, ~2)~ This together with 
(4)-(6) implies that L(T)<L(K); i.e., T is a minimum Steiner tree. 0 
The metric space MN will be embedded within a hypercube of dimension 2N(N + 1) 
via a mapping p that assigns a point on the hypercube to each node of MN in such a 
way that the distance between nodes in BN equals the Hamming distance between the 
corresponding points. In order to describe the coordinates of the points in the hypercube 
(i.e., the state assignments for the characters of the species), we will number the nodes 
of BN level by level, from left to right within a level. The jth node at level 1, 0 d I GN, 
0 <j 62” - 1, will be denoted by U/j, while the jth node at level N + 1 will be denoted 
by ui_ Given this numbering scheme, the root is ~00 and an internal node u/j with 
E 2 1 has parent ul- I,LJ~J. The jth leaf, 0 <<j d 2N - 1, is denoted vi; the parent of vi 
is UN,j. 
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Since we will be dealing with species that, unlike those in the previous section, have 
many non-zero character states, we will use a different notation to describe points on 
the hypercube. Each point will be denoted by a O-l string whose ith element equals 
the state of character i. 
In the embedding we are about to describe, it may be useful to view each string 
of length 2N(N + 1) as being composed of blocks of length 2”‘, where the Ith block 
corresponds to level 1. The block for level I is itself divided into equal-sized sub- 
blocks, where the jth sub-block corresponds to the jth node at level 1. The mapping p 
is such that the jth node at level I has a unique sequence of 1 ‘s, stored in its sub-block, 
which appears in all the node’s descendants, but in no other nodes. The number of l’s 
is sufficiently large to guarantee the required distance from the node’s parent. We now 
describe the construction precisely. 
Let us write cb to denote the symbol c repeated b times, and “+” to denote the bit- 
wise “or” of two O-I strings. Let p(u00) = 0 2”(N+‘) For 1616N and and O<j62’-1, . 
we have 
p(uu) = p(ul_,,,j,2,) + 02”(t-1)+2”-‘j,2N-‘02N(N-1+2)~2”-’(jil)~ 
For O<j62N, let 
p(uj)= p(zQJ) + 02NN+j102N--j-1. 
Let d denote Hamming distance and let ds(a,b) denote the distance between two 
points a and b in the tree BN (which is also their distance in MN). Observe that, for 
131, 
and 
d(p(uj), p(UN,j))=ds(uj,UN,j)= 1. (8) 
Thus, distances between neighbors in BN equal the distances between the corresponding 
points in the embedding. We will need a stronger result. 
Lemma 14. For any two nodes x, y in BN, d(p(x), p(y)) = ds(x, y). 
Proof. Consider the path P in BN from x to y. Assume that the sequence of nodes 
in P is x=bo,bl,..., bl = y. As we observed earlier, p is such that the root of any 
subtree is assigned a unique sequence of 1 ‘s, which appears in all the descendants, but 
is not present in any other point. Thus, for each character c, there is at most one i, 
1 di<l such that p(bi_l) and p(bi) differ in c. This fact and Eqs. (7) and (8) imply 
that 
d(p(x),p(y))= kd(p(bi-I),p(b;)l= ~ds(bi-~,bi)=dB(X.Y). •I 
i=l 1=1 
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By Theorem 13, B,v is a minimum Steiner tree for U = { ug, . , u~,v_~ } in MN. By the 
same Theorem and Lemma 14, BN is also a minimum Steiner tree, of the same length, 
for S= (~(00) ,..., p(uz”-,)} in the hypercube of dimension 2N(N + 1). Moreover, we 
have the following result. 
Lemma 15. For every k>2, the length of the optimum k-restricted tree jbr MN is 
the same as that of the optimum k-restricted tree for S in the hypercuhe of dimension 
2N(N + 1). 
Proof. Let TQ be an optimum k-restricted tree for S in the hypercube, and let TM be 
an optimum k-restricted tree for S in MN. By Lemma 14, r~ is a k-restricted tree of 
the same cost in Q; thus, L(TQ) <L(TM). We will prove the lemma by showing that 
L(TQ)>L(TM). For this we shall argue that TQ can be transformed into a k-restricted 
Steiner tree in MN with at most the same cost. Let K be any full component of TQ and 
let K’ be the minimal subtree of BN that contains the leaves of K. By Theorem 13, K’ 
must be a minimum Steiner tree for the leaves of K; moreover K’ is also a Steiner tree 
in the hypercube and L(K’)<L(K). Thus, we can replace K with K’ and the result is 
a k-restricted tree of at most the same length as TQ. Doing this recursively, we obtain 
the desired tree. 0 
By the preceding discussion and Eq. (3) we have the following result. 
Theorem 16. For any k, with k = 2’ + s, where 0 d s < 2’, 
r2’ + s 
““(Q)=(r+1)2r+s’ (9) 
5. Discussion 
We have given strong indications that the Steiner tree problem in phylogeny is hard 
to solve approximately, at least from the standpoint of techniques based on k-restricted 
trees. However, several questions remain open. In particular, we were unable to prove 
anything about the approximability of the 3-restricted Steiner tree problem. Whether 
this problem can be solved in polynomial problem or whether it has a polynomial-time 
approximation scheme are, to our knowledge, unanswered questions. Another question 
arises from the observation that both our APX-completeness proof and the construction 
used to prove the upper bound on the k-Steiner ratio required the use of sets of species 
with a relatively large number of characters. Does the complexity of the problem re- 
main the same if the number of characters is a slow-growing function of the number 
of species? Finally, there is a fixed-parameter version of the Steiner tree problem in 
phylogeny that can be solved in polynomial time for each fixed value of the param- 
eter [ 111. The parameter in this case measures the degree by which the phylogeny is 
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allowed to deviate from “perfection” (see [l l] for definitions). Are there other useful 
fixed-parameter versions that can be solved in polynomial time? 
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