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 Preface
The Fluid Power and Motion Control Symposium took place on 12-14 September 
2012. It was the 24th in the series of Symposia held at the University of Bath, and 
was co-organised by the American Society of Mechanical Engineers (ASME). It 
was co-sponsored by the Network of Fluid Power Centres in Europe (FPCE). The 
Symposium was truly international, with authors from 12 countries. 41 fully refereed 
papers were presented, refl ecting the latest advances in hydraulic and pneumatic 
fl uid power and focusing on topics such as energy effi ciency, advanced control, and 
modern applications such as renewable energy generation. A Keynote speech was 
presented by Professor Jan-Ove Palmberg, entitled “Fluid Power under Pressure”. 
The event included a gala dinner at the Bath Spa Hotel, Bath, during which one of 
the world’s most prestigious fl uid power awards was presented, the Koski Medal.
Since 2009, the FPMC Symposia have alternated each year between Bath and the 
USA, and have taken place in Hollywood (2009) and Washington DC (2011). We are 
honoured that ASME is collaborating with us in this venture, and look forward to a 
long and fruitful partnership. In 2013 the event will take place at Stanford University, 
California.
Without the continued support and enthusiasm of authors, reviewers, delegates and 
staff, it would not be possible to sustain such a long-running and successful series 
of events. Heartfelt thanks are due to all who have contributed. Special thanks are 
due to Gillian Elsworth for her considerable effort in compiling the material for this 
book, and for organizing and ensuring the smooth running of the event. We are also 
grateful for the support from Harness Publicity Ltd.
Professor A R Plummer, Director
Dr D N Johnston, Symposium Organiser
Centre for Power Transmission and Motion Control
Bath, September 2012
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1 ABSTRACT 
This paper focuses on the cylinder block/valve plate interface of swash plate type axial piston 
machines. The prediction of the film thickness is the crucial point to determine the interface 
performance in terms of viscous friction and leakage flow.  
The authors recently developed a fluid structure interaction model for the cylinder block/valve 
plate interface, where the precise estimations of thermal and elasto-hydrodynamic effects are 
fully coupled together, in order to have an accurate description of the fluid film thickness as a 
function of the main operative parameters. A similar model was developed by Pelosi and 
Ivantysynova (2010-2012) also for the piston/cylinder interface; the goal of this work is to 
study the interaction between the two interfaces in terms of forces exchange.  
In particular, a simplified analytical method for the calculation of the external forces trans-
ferred from the piston-slipper assembly to the cylinder block/valve plate interface is compared 
to a more advanced approach, where the cylinder block is loaded directly with the pressure 
field between pistons and cylinders bore, calculated through the fluid structure model for the 
piston/cylinder interface. The differences between the two calculation methods are presented in 
terms of steady state valve plate surface temperature predictions. An absolute benchmark of 
the two different approaches is also determined by direct comparison of the predicted tempera-
ture fields with measurements.  
2 INTRODUCTION 
The design of the rotating group represents one of the most critical aspects in pump design. 
The design of the lubricating interfaces is the key to the design of the rotating group. The cross 
section of Figure 1 illustrates the three main lubricating interfaces of axial piston pump. Each 
interface has to fulfill in the same time a sealing and a bearing function and therefore needs to 
be optimized with regards to opposite requirements. In order to limit the leakage flow, the in-
terface should provide a very thin lubricating film; on the other hand this would dramatically 
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increase the energy dissipated by viscous friction. Moreover, the lubricating film is responsible 
of the load carrying ability of the interface: to minimize possible conditions of mixed lubrica-
tion, with a consequent extensive wearing of the solid parts, an adequate film thickness should 
always be present as a reaction to the external loads. 
2.1 Cylinder block / valve plate interface 
This paper focuses on the cylinder block/valve plate interface. At any instant of time the lubri-
cating film has to carry a complex set of external loads acting on the cylinder block. The main 
load is determined by the pressurized fluid in the displacement chambers: in addition to the ax-
ial force FDB, since the high pressure region is limited to just half of the cylinder block (posi-
tive x-y semi-plane in Figure 1), a bending moment in the y direction is generated. A second 
load acting directly to the cylinder block body derives from the action of a spring, which gen-
erates a constant axial thrust FS in the negative z direction. The cylinder block also exchanges 
forces with the pistons; these forces however are not directly applied to the cylinder block but 
are transferred to it through the lubricating film between pistons and cylinders bore. The re-
sultant of these force, FR is responsible of a bending moment mainly in the x direction, while 
the friction force FTB contributes also to the axial load. 
The described forces and moments are time dependent and they determine a complex dynamic 
load condition over one shaft revolution; Figure 2 shows an example of external loads for a 
100 cc unit, calculated at 3000 rpm, maximum swash plate angle and 300 bar differential pres-
sure. 
 
 
Figure 1: Rotating kit cross section for a swash plate type axial piston machine. The three 
lubricating interfaces and the external loads acting on the cylinder block are indicated 
Valve plate
x
y
z Fs
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FDBFTB
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Figure 2: Axial forces and moments acting on the cylinder block over one shaft revolu-
tion 
The external loads need to be balanced by the pressure field generated in the fluid film in order 
to limit mixed friction and wear (condition of full film lubrication). The pressure field has two 
components: hydrostatic and hydrodynamic. The first is determined by diffusion of pressure 
from the boundaries (displacement chambers, ports and case areas) and it can change just if the 
boundary changes. The second component is instead associated with the relative motion of the 
cylinder block with respect to the valve plate, both macroscopic (cylinder block rotation) and 
microscopic (cylinder block micro motion) and is fundamental to allow dynamic loads to be 
balanced at any instant of time.  
The hydrodynamic pressure field is strongly affected by the lubricating film geometry. Since 
both the cylinder block and valve plate & end case assembly are usually subjected to high 
pressure loads, their elastic deformations are of the same order of magnitude of the film thick-
ness itself and consequently they affect directly the hydrodynamic pressure reaction. On the 
other hand, the fluid flow in the gap dissipates energy and consequently heats the boundary 
solids. This temperature increment is an additional load for the boundary solids and is respon-
sible of a further elastic deflection, which can be even more important of the pressure defor-
mation. Recent research results [13,14] and [20] have shown that these effects are definitely 
not negligible and need to be considered to model this interface. 
2.2 Previous research 
The cylinder block / valve plate interface has been subject of many studies in the last 40 years. 
Experimental investigation of the clearance and its modification as regard to oil properties, op-
erative conditions and geometric details were carried out by [1], [10,11], [18]. In all these 
works the experimental apparatus were not able to measure directly the film thickness, but ra-
ther to capture the relative position of the block with respect to the valve plate in one or more 
points. Other important experimental investigation is reported in [12], with focus on the ther-
mal behavior of the rotating kit. 
Analytical model were developed by [2], [5], [6], [8], [9], [16,17]. The limited computation 
power of the past years forced the authors to introduce strong simplifications in the solution of 
the fluid flow. These models were able to provide just general information on the interface per-
formance, or basic guidelines to support the design process.  
For this reason, the growing need in computational tool to aid the design process, combined 
with the exponential improvement in computer speed of the last ten years, led the researchers 
to the development of more advanced CFD based models. In these models new phenomena 
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such as micro-motion, elasto-hydrodynamic lubrication, non-isothermal flow and heat ex-
change with boundary solids could be introduced. In particular [15] represented the first at-
tempt of predicting the film thickness based on the balance of the external forces acting on the 
cylinder block through the calculation of the hydrodynamic pressure field in the gap. Unfortu-
nately this model has revealed to be poor: the simulations were not able to determine a stable 
lubricating film between the cylinder block and the valve plate for any operating condition. 
Clearly, some important phenomenon involved in the lubrication mechanism was missing. 
Successive developments in the interface modeling moved towards the elasto-hydrodynamic 
lubrication direction, as in [3] and [4], since also experimental evidence underlined the im-
portance of these effects: Bergada, and Davies [1] measured the relative position of the cylin-
der block through three inductive position transducers located on the valve plate periphery and 
concluded that for some operating conditions the calculation of the film thickness assuming the 
bodies to be completely rigid leads to negative values. The model of Huang introduced for the 
first time the elastic deformation of the cylinder block due to pressure loads through a coupling 
of the pre-existing model [15] and the commercial code ANSYS. The introduction is this effect 
solved the stability problems encountered with the rigid approach. 
Some years later, Jouini and Ivantysynova [7] introduced thermal capabilities in the model de-
scribed in [4]. The temperature of the surfaces bounding the gap were calculated taking into 
consideration heat fluxes due to energy dissipation, accounting in a simplified way for the heat 
transfer through solid parts (cylinder block and valve plate) to the pump case and ambiance. 
Jouini and Ivantysynova compared their simulation results with surface temperature measure-
ments conducted on a 100cc swash plate type axial piston pump. The simulation results cap-
tured the main trend; however the authors concluded that a more precise model was still neces-
sary before this method could be introduced into practical computational pump design.   
In [20] Zecchi and Ivantysynova presented a fully coupled, elasto-hydrodynamic and thermal 
model for the cylinder block valve plate interface. For the first time, in this new model the pre-
cise estimations of thermal and elasto-hydrodynamic effects were fully coupled together, 
providing an accurate description of the fluid film thickness as a function of the main operative 
parameters. Temperatures predicted in simulation matched the measured temperatures on the 
valve plate surfaces for different operating conditions.  
In the work presented in this paper the aforementioned simulation model was coupled with a 
similar model for the piston/cylinder interface developed by Pelosi and Ivantysynova [13,14], 
to study the effect of the interaction between the two interfaces in terms of loads transferred 
from the piston slipper-assembly the cylinder block body. A simplified analytical method to 
calculate the external loads on the cylinder block is compared with a more advanced method 
base on the direct exchange of information between the two fluid-structure interaction models. 
3 SIMULATION MODEL DESCRIPTION 
An overview of the overall simulation model used in this work is represented in Figure 3. The 
two fluid structure interaction models face exactly the same type of problems and therefore, 
the solution structure is the same for both. 
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Figure 3: Overview of the simulation model 
Three main modules, coupled together, accounts for all the main physical phenomena in the 
lubricating interfaces. The first module (FVM Fluid) solves the Reynolds and the Energy equa-
tions using the Finite volume method, describing the non-isothermal fluid flow in the lubricat-
ing gap. Different numeric techniques were developed to optimize the solution according with 
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the geometric features of each interface: the geometric multigrid method was used for the pis-
ton/cylinder interface whereas the preconditioned bi-conjugate gradient stabilized method was 
addressed to the cylinder block valve plate interface. The pressure field in the lubricant is cal-
culated as a dynamic reaction to the oscillating external loads: at every instant of time a multi-
dimensional root finding algorithm iteratively changes the squeeze motion of the cylinder 
block and pistons until the parts reach the equilibrium. Integration in time of the squeeze mo-
tion fields determines the instantaneous parts position. A precise estimation of the fluid viscos-
ity is fundamental to achieve reliable prediction of the interface’s load carrying ability, leak-
ages and torque losses. In the developed model, an empirical correlation is used to determine 
the viscosity as a function of pressure and temperature.   
From the knowledge of the pressure field, the elastic deformations of pistons, bushings, cylin-
der block, valve plate and end case assembly are calculated using an in house FEM solver 
(FEM deformation module). The relative deformations of the gap boundary surfaces are ex-
tracted and used to correct the film thickness in the fluid flow module. Pressure and defor-
mation mutually influence each other and therefore a converged solution can be achieved only 
by solving a fluid structure interaction problem or, more precisely, an elasto-hydrodynamic 
lubrication problem. A partitioned fluid structure interaction scheme was developed for both 
the interfaces. 
Also the heat transfer is characterized by an interaction between the lubricating interface and 
the boundary solids. In the solution of the Energy equation the surface temperatures of the 
gap’s boundary solids are important boundary conditions that strongly affect the calculated 
temperature field. On the other hand, the energy dissipated in the fluid film generates heat 
fluxes towards these boundary solids. Using these fluxes as boundary conditions, the pistons, 
bushings, cylinders block, valve plate and end case temperature fields are calculated through 
an unstructured finite volume solver, specifically developed for this purpose. From the 
knowledge of these temperature fields, the thermal loads are estimated and the corresponding 
thermal expansions are calculated with the FEM solver (FVM/FEM thermal module). Since 
the thermal problem is assumed to be “quasi-stationary” the thermal analysis is carried out just 
once per revolution. As for the elastic deformation due to pressure, the deflections deriving 
from the thermal expansion affect the fluid film thickness with substantial modification of the 
lubrication behavior. This second interaction between lubricating interface and boundary solids 
represents the thermal problem. 
Both the simulation models are particularly complicated and a thorough description of all the 
three modules clearly lies outside the purpose of this paper. Details about the implementation 
and the model validation can be found in [13,14] and [19,20] and will be further addressed to 
future publications. 
4 CALCULATION OF THE EXTERNAL FORCES ACTING ON THE CYLINDER 
BLOCK  
The load condition of the cylinder block was briefly described in section 2.1, where it was an-
ticipated that the entire set of loads can be represented by a system composed of one axial 
force FBz and two moments in x and y direction, MBx and MBy respectively (Figure 2). This 
system is determined by two separate contributions  
 Fluid Power and Motion Control 2012 19
1. direct loads on the cylinder block (pressure in the displacement chamber and spring 
action) ; 
2. loads transferred to the cylinder block from the piston-slipper assembly. 
The direct loads on the block are relatively easy to calculate, as shown in Equation (1). 
 
1 1
1 1
1 1
z z
z S DBzi S DCi DCi
i i
z z
x DBi DBzi DBi DCi DCi
i i
z z
y DBi DBzi DBi DCi DCi
i i
FB F F F p A
MB y F y p A
MB x F x p A
     (1) 
In Equation (1) Fs is the spring force and FDBz the axial pressure force, given by the product of 
the displacement chamber pressure pDC and the displacement chamber area ADC. The summa-
tion in Equation (1) goes through all the z pistons. 
The calculation of the loads associated with the piston-slipper assembly is a more delicate sub-
ject and is presented in the following sections. 
4.1 Forces acting on the piston/slipper assembly 
Figure 4 shows schematically the loads acting on the piston/slipper assembly. The entire set of 
loads can be described by three main forces:  
 Reaction force of the swash plate, FSK 
 Centrifugal force, F K 
 Friction force between slipper and swashplate, FTG 
The sum of these three forces gives the total load acting on the piston-slipper assembly, FR.  
The force FSK is calculated from the total axial force on the piston FAK as follows 
 
cos cos
DK aK TKAK
SK
F F FFF      (2) 
The total axial load in Equation (2) is determined by the pressure in the displacement chamber 
FDK, the inertia force FaK and the resultant friction force produced in the piston guide, FTK. The 
direction of FSK is normal to the swash plate surface; therefore it always has a y and a z com-
ponent: 
 
tanSKy AK
SKz AK
F F
F F
        (3) 
With reference to Figure 4, the origin of the swash plate reaction force is the point K, which 
coordinates can be calculated as in Equation (4). 
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0
sin
cos
tan (1 cos )
K
K
K K
x R
y R
z z R
       (4) 
 
 
Figure 4: Forces acting on the piston/slipper assembly that are transferred to the cylinder 
block 
The centrifugal force acts always in the radial direction; therefore has components just in the x-
y plane and it can be described as in Equation (5) 
 
2
2
sin
cos
Kx KG
Ky KG
F m R
F m R
       (5) 
Where mKG is the mass of the piston-slipper assembly and  is the machine angular speed. The 
centrifugal force is applied in the center of mass of the assembly; however, in order to calcu-
late the total force, the centrifugal force is transformed into an equivalent load F’ K applied at 
the point K, as described in [5]. Also the volume of fluid in the displacement chamber deter-
mines a centrifugal force on the cylinder block; however the mass of this volume is about one 
order of magnitude smaller than mKG and therefore it can be neglected in Equation (5).  
The friction force FTG produced in the sliding surface of the slipper during its motion on the 
swash plate is assumed to be applied on point K as well and has always components just in the 
x-y plane, as indicated in Equation (6). 
 
cos
sin
TGx TG
TGy TG
F F
F F
       (6) 
The resultant force FR acts on the piston-slipper assembly at point K, perpendicularly to the 
cylinder bore axis and its magnitude is determined by the vector addition of the forces FSKy, 
F’ K and FTG as in Equation (7). 
x
y
z
FsK
K0
K
y
x
z
K0
K
FsKy
F’ K
FTG
S
zK0
R
FTK FDK
S0
Outer dead point
F KF’ K FaK
FTG
zTK
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 2 2( ' ) ( ' )R SKy Ky TGy Kx TGxF F F F F F     (7) 
Under the hypothesis of full film lubrication, the load determined by FR has to be borne by the 
film of lubricant present between piston and cylinder. Therefore FR does not represent an actu-
al external load on the cylinder block body: the external load on the cylinder block is indeed 
represented by the pressure field in the gap.  
4.2 Simplified analytical approach 
In all the previous works [4], [7], [15], [19] the loads from the piston slipper assembly were 
transferred to the cylinder block using a simplified analytical approach, assuming that the force 
FR was directly applied to the cylinder block body at the point K in Figure 4, as described in 
[5]. 
In this condition, the axial force and the moments deriving from the piston-slipper assembly 
(to be summed to Equation (1)), are expressed by Equation (8). 
 
1 1
1 1
z TB
z z
x A Ryi TBi TBi
i i
z z
y A Rxi TBi TBi
i i
FB F
MB z F y F
MB z F x F
      (8) 
The two moments in Equation (8) do not represent a precise estimation of the actual loads on 
the cylinder block because the pistons are not rigidly attached to it and therefore the force FR 
cannot be assumed to be applied at point K for the purpose of calculating the loads transferred 
from the piston-slipper assembly to the cylinder block body. 
The second problem is represented by the resultant friction force on the cylinder block FTB = –
FTK and its point of application. Simplified analytical methods based on the assumption of a 
constant gap throughout the piston guide or experimental correlations can be found for exam-
ple in [5].  However, as shown in [13], a precise estimation of FTK can be achieved only 
through a fluid structure interaction analysis. 
4.3 Advanced calculation method 
The new calculation method proposed in this work determines the load on the cylinder block 
generated by the piston-slipper assembly through the pressure field in the gap between piston 
and cylinder, calculated coupling the two fluid structure interaction model for the pis-
ton/cylinder and cylinder block/valve plate interfaces.  
Through an unwrapped representation, Figure 5 illustrates the pressure field between piston 
and cylinder calculated with the piston/cylinder fluid structure interaction model for a shaft 
angle  = 0°. In Figure 5 zK is the direction of the gap length and K the angle defining the cir-
cumferential position. 
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Figure 5: pressure field in the lubricating film between piston and cylinder, unwrapped 
representation 
With reference to the xK-yK reference system in Figure 5, the loads associated with the pressure 
field can be calculated as indicated in Equation (9). 
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   (9) 
Since the pressure field is solved numerically on a discretized grid, the integrals are approxi-
mated with summations. The system of two forces and two moments in Equation (9), {FfKx, 
FfKy, MfKx, MfKy}, is transformed into an equivalent system composed of four forces applied in 
the two points A and B, {FfAx, FfAy, FfBx, FfBy}, as shown in Figure 6. 
The system of forces {FfAx,  FfAy, FfBx, FfBy} determines two moments on the cylinder block 
body, as shown in Equation (10). 
 
( cos sin ) ( cos sin )
( sin cos ) ( sin cos )
Bx A Ay Ax B By Bx
By A Ay Ax B By Bx
M z F F z F F
M z F F z F F
   (10) 
The two moments are calculated with respect the point O in Figure 6 (also shown in Figure 1), 
which is the reference point use to calculate all the external loads on the cylinder block, being 
the point where the reaction moments of the splined shaft is assumed to be zero. 
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Figure 6: Loads on cylinder block from the pressure field in the gap between piston and 
cylinder 
Also the resultant friction force FTK and its point of application (xTB, yTB, zTB) are calculated 
through the piston/cylinder fluid structure interaction model and fed into to the cylinder 
block/valve plate fluid structure interaction model. 
The total external loads on the cylinder block valve plate interface can be finally expressed as 
illustrated in Equation (11). 
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 (11) 
In conclusion, in order to calculate the total external loads on the cylinder block expressed by 
Equation (11), the piston/cylinder feeds into the cylinder block valve plate model the following 
input: 
 A system of four forces {FfAx, FfAy, FfBx, FfBy} deriving from the solution of the elasto-
hydrodynamic pressure field in the gap between piston and cylinder 
 The position of point A and B in Figure 6 (in some design A and B may not be fixed 
during the piston stroke); 
 The resultant friction force FTB and its point of application in the x-y plane, (xTR, yTR) 
Clearly, this set information need to be provided at any angular position of the shaft, for all the 
z pistons.   
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5 RESULTS 
Figure 7(a) shows the measured valve plate temperature field for a 100 cc swash plate unit at 
3000 rpm, 300 bar differential pressure and maximum displacement angle. The surface tem-
perature was measured through 28 thermocouples installed just underneath the valve plate sur-
face; the temperature field was then derived by interpolation of the measured data. Figure 7(b) 
illustrates the average film thickness and the solid bodies’ deflections predicted by the simula-
tion model for the same operating condition. The lubricating film and the deformations due to 
pressure and temperature loads are scaled 1000 times only in axial direction. 
 
Figure 7: (a) measured valve plate surface temperature field from [7]; (b) simulation 
model prediction of film thickness and solid bodies’ deflections (scaled 1000 times only in 
axial direction). 
For the same operating condition, Figure 8 shows a comparison of the simulated valve plate 
surface temperature obtained by the two external force calculation methods described in sec-
tion 4.2 and 4.3. The two temperature fields look similar, being the deformations due to pres-
sure and temperature and the heat transfer from the gaps to the solid bodies the main phenom-
ena affecting the film thickness, as shown in Figure 7(b) and thoroughly explained in [20]. 
However, especially at critical operating condition, the external forces on the cylinder block 
deriving from the piston-slipper assembly have a non-negligible impact on the film thickness 
prediction and therefore on the final valve plate surface temperature. In particular, the main 
difference between the two temperature fields in Figure 8 is in the proximity of the points S 
and N.  
The simplified external force calculation method determines a wide region at high temperature 
around point N, whereas the temperature becomes quite lower near point S. With the advanced 
calculation method the situation is opposite. The region surrounding the point S is the one at 
higher temperature while the smaller area close to point N is characterized by a lower tempera-
ture. Comparing Figure 8 with Figure 7 it turns out that the advanced method for the calcula-
tion of the external forces transferred from the piston-slipper assembly to the cylinder block 
predicts a result that is closer to the measurement.  
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The reason of this fact is in Figure 9, where the moments MBx loading the block are represented 
for the two calculation methods. The moment calculated with Equation (11) (Figure 9-a) is al-
ways positive having an average value of 94 Nm. On the other hand, the moment computed 
following the simplified methodology described by Equation (8) (Figure 9-b) oscillates around 
the average value of 14 Nm, jumping from positive to negative values.  
 
Figure 8: comparison between the two force calculation methods in terms of valve plate 
surface temperature 
 
Figure 9: MBx moments; (a) calculated with Equation (8), (b) calculated with Equation 
(11). 
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This means that with the advanced calculation method the block is constantly pushed towards 
point S by the loads transferred by the piston-slipper assembly, because MBx is always positive. 
The film thickness will be therefore lower around the point S, to generate the proper hydrody-
namic reaction and carry the load. The effect of the viscous friction in the fluid flow generates 
higher energy dissipation which is what determines the higher temperature.  
With the simplified approach, the block is pushed alternatively towards point N and S with a 
lower intensity, being MBx an oscillating function with variable sign. In this case, the external 
moment does not determine a constant region of lower film thickness over point S or N and the 
gap shape is mainly determined by the thermal deflection and the hydrodynamic pre defor-
mation of the solid bodies, as shown in [20].  
6 CONCLUSION 
In this work the interaction between cylinder block/valve plate interface and piston/cylinder 
interface was studied in terms of forces exchange. The study was carried out coupling two flu-
id structure interaction models, where the elasto-hydrodynamic lubrication problem solution 
was coupled with the complete thermal analysis of the rotating kit. 
A simplified analytical method for the calculation of the external forces transferred from the 
piston-slipper assembly to the cylinder block/valve plate interface was compared to a more ad-
vanced approach, where the cylinder block is loaded directly with the pressure field between 
pistons and cylinders bore, calculated through the fluid structure model for the piston/cylinder 
interface. 
Both the models showed a good prediction of the valve plate surface temperature respect the 
measured data. However, the force calculation method based on the direct coupling of the cyl-
inder block /valve plate and the piston/cylinder interfaces fluid structure interaction models 
demonstrated a higher precision. On the other hand, the simplified analytical method can be 
assumed as a reasonable approximation when precise information about the pressure field be-
tween piston and cylinder bore is not available, especially for moderate operative condition, 
where the interaction between the two interfaces is limited. 
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ABSTRACT 
The aim of this paper is to propose a novel methodology for identifying the optimal design 
of external spur gear machines for high pressure hydraulic applications. Due to the 
existence of complex inter-dependencies between design parameters and the unit 
performance, presently the design of these machines is extensively based on empirical 
procedures, with limited recourse to simulations. In this research the problem of optimizing 
the volumetric performance, minimizing  internal cavitation, pressure peaks and noise 
emissions has been addressed by means of a multi-objective optimization algorithm that 
optimize the most important components of the external gear machines: the gears and the 
lateral bushes. The simulation tool HYGESim (HYdraulic GEar machines Simulator) 
which has been developed and validated by the authors’ research group, was used for 
accurately predicting the performance of the unit. The paper describes the optimization 
problem in terms of design variables, constraints and objective functions that permits the 
determination of feasible designs that optimizes the performance of the unit. Although the 
paper considers the case of a particular pump, the developed procedure can be generalized 
for any external gear machine. The results section of the paper focuses not only on the 
description of the optimal design, but also on the potential of the procedure for studying the 
various relationships between the design variables and the machine performance.  
Keywords: External gear pump and motor, Optimal design, Quieter pump and motors, 
Genetic Algorithm, Efficiency of external gear machines. 
1. INTRODUCTION 
External gear machines are one of the most extensively used machines in industrial and 
mobile fluid power applications like construction and earthmoving machines, hydraulic 
press and forming machines, etc. The key to success of these machines can be represented 
by their reliability, ease of manufacturing and low cost. In fact, in external gear machines 
design, all the major functions of positive displacement units are essentially accomplished 
by three elements: the gears, the lateral bushes and the case (figure 1.A). The principle of 
operation of gear units is very simple: the fluid is transferred from the inlet to the outlet 
through the periphery formed by the gear and the casing and the displacing action is 
achieved by the meshing process of the gears (figure 1.B).  
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Figure 1: (A) Different parts of a gear pump. (B) Grooves machined on a bearing 
block. (C) Displacing action of a gear pump 
The lateral bushes seal the displacement chambers and usually have grooves (figure 1.C) 
which help in avoiding the tooth space volumes being isolated by contact points during the 
meshing process. Hence, these grooves aid in optimizing the timing of the connection 
between the displacement chambers (tooth space volumes) and the inlet and outlet ports, 
thereby avoiding internal pressure peaks and cavitation. 
Despite their simple principle of operation, the design analysis of external gear units is a 
complex problem that has to consider the complicated relations between the pure 
mechanical requirements for gears (their design has to guarantee smooth operation with 
optimal transmission of forces) and the hydraulic requirements (low pressure pulsations, 
limited pressure peak and optimal volumetric performance). For this reason, the analysis of 
the features of operation of external gear machines is a research topic that has captivated 
the interest of researchers for decades. Various simulation models have been developed to 
study particular aspects of operation [such as 1-4], and more recently models capable of 
simulating the entire unit have been developed. Representative of this effort is the 
simulation tool HYGESim (HYdraulic GEar machines Simulator), developed by the 
authors’ research group [5-7].  
Thanks to the possibility of automating the simulation on the basis of CAD drawings of the 
machines, HYGESim can be utilized within an exclusive optimization procedure aimed at 
identifying the optimal design of the unit. The use of wide range of simulation tools 
combined with a multi-objective optimization procedure permits to overcome the 
limitations of simplified optimizations that neglect the mutual interaction between design 
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parameters. For example, in [8], considerations about the optimal design of gears are made 
neglecting the important effects of the lateral grooves on the timing of the connections. In 
[9] the nonlinear equations which govern the instantaneous flow areas connecting the tooth 
space volumes and the suction/delivery grooves have been used to just minimize the 
pressure overshoots while noise emissions due to the delivery flow pulsations have not 
been considered. In [10,11], HYGESim was utilized for the first time for optimization 
purposes, considering the design of the grooves of the lateral pressure plates of a particular 
pump, considering a fixed gear profile. From this work, it is clear that the recesses (suction, 
delivery and backflow) machined on the bearing block have a strong influence on the 
operation of the machine and even a small modification of their geometry can significantly 
affect the unit performance. However, very few studies [8] have analyzed the influence of 
the gear profile on the flow oscillations at the outlet of the machine. 
In this work, the ambitious target of optimizing the “complete” design of external gear 
machines is addressed for the case of a pump. The term “complete” in this case refers to the 
key elements of the unit: the gear and the lateral bushes. To accomplish this goal, it is 
assumed that the gear profile follows the conventional involute geometry and all the 
geometrical and manufacturing requirements pertaining to involute gears have been 
considered. Moreover, to evaluate the hydraulic performance of each particular gear profile, 
the optimal design of the lateral plates has to be identified. 
The following sections illustrate how this optimization problem can be formulated and 
solved considering a multi-objective optimization procedure. Several considerations about 
the effects of the design parameters on pump performance will be made on the basis of the 
results of the developed procedure, and the identification of the optimal design will be 
made on the basis of the operating requirements. 
2. HYGESIM SIMULATION TOOL 
HYGESim is a multi-domain simulation tool created to simulate external gear machines. It 
allows simulations in LMS.AMESIM® platform to simulate complete hydraulic systems 
and it consists of several parts (figure. 2): a) Geometrical Model, b) a lumped parameter 
fluid dynamic model for the study of 
the main flow through the unit, c) a 
mechanical model to study the radial 
balance of the gears considering the 
micro motions of their axis d) a fluid 
structure interaction model to study 
the lubricating gap between gear and 
lateral bushes and the axial balance of 
the machine. Details on the main fluid 
dynamic model of HYGESim are 
reported in [7], while the fluid 
structure interaction model and the 
axial balance module are described in 
[12,13]. Experimental validation has 
also been provided in the mentioned 
works. 
 Figure 2: HYGESim Architecture 
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3. OPTIMIZATION PROBLEM 
 
Optimization is the process by which a best design is identified from a set of several 
alternatives. In simple words, the process can be defined as the generation of several 
designs that meet the target performance defined by the objective functions. Necessarily, 
the ranges of variation of the design variables are restricted by constraints which govern the 
feasible design space. Figure 3, depicts a schematic of the optimization workflow. For a 
particular combination of design variables (gears and grooves), HYGESim is used to 
evaluate the objective functions. Several designs will be generated using optimization 
strategies and an optimal configuration of the inputs is selected from the entire set of 
designs analyzed. 
 
Figure 3: Optimization workflow 
As depicted in figure 4, in the primary level the gear geometry is defined and verified if the 
particular geometry falls within the feasible design space. Since the design of the lateral 
bushes greatly depends on the particular gear design under consideration, for every gear 
generated, multiple lateral bush designs are analyzed to identify the best design. For this 
purpose an inner/secondary level for later bush design has been implemented. Following 
the successful generation of gears the algorithm moves to the secondary level for designing 
the lateral bushes based on the particular gear geometry. The particular design 
configuration is analyzed using HYGESim to evaluate the objective functions. The 
secondary level continues to perform sufficient number of iterations until an optimum 
design of the bearing block is determined. The objective functions for this particular 
combination of the gear and the bearing block is passed on to the primary level for further 
evaluation of gear profiles. In this way, all the gear designs are compared considering the 
best lateral bush design in each case. Hence the optimal design of the pump can be 
determined. 
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Figure 4: Implementation of different levels for the determining the optimal design 
In the following sub-sections the design variables, objective functions and the constraints 
which form the design space for the optimization problem are discussed in detail. 
3.1. Objective Functions 
In this research, the performance of the unit is evaluated based on four important features: 
the delivery flow ripple (representing the tendency of noise emissions), internal pressure 
peaks, localized cavitation and volumetric efficiency. The performance usually depends 
broadly on the operating conditions (shaft speed and the outlet pressure).  
 
3.1.1. Minimize  Delivery Flow Ripple (OF1) 
The fluctuation of the flow at the delivery is one of the major contributions to the fluid 
borne noise[14]. According to the procedure discussed in [15], the pulsations of the 
delivery flow can be calculated in terms of delivery pressure propagation in a particular 
system at the delivery of the pump. These pressure oscillations can be quantified as the total 
energy possessed by the signal. In [10, 15] an accurate estimation of energy of the signal, 
OF1 has been expressed as the sum of squares of the amplitude corresponding to the 
different frequencies obtained from the FFT of the pressure ripple signal (figure 5).  
 
Figure 5: (A) Pressure ripple in time domain (B) FFT of pressure ripple and Bar chart 
of energy corresponding to each fundamental frequency 
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The expression for OF1 is given by, 
  ܱܨଵ ൌ෍ߨ௞
ே
௞ୀଵ
 (1) 
Where, 
 ߨ௞ ൌ ෍ ܲሺ ௞݂ሻଶ
௙ೖାο௙
௙ೖିο௙
 (2) 
where N is the number of fundamental frequencies of interest, P(f) is the total energy of the 
waveform’s Fourier Transform (figure 4(B)), ο݂an opportune frequency interval and k is 
the index of each fundamental frequency, given by the shaft speed and the number of teeth. 
 
3.1.2. Minimize  Internal Pressure Overshoots (OF2) 
During the meshing process of the gears, a certain amount of fluid is trapped between the 
points of contact between the two gears. During the initial phase of the meshing process 
this volume decreases and hence the pressure of the trapped fluid shoots to a very high 
value. This phenomenon has been highlighted in figure 6 below where the pressure in the 
tooth space volume (TSV) of the gear reaches a high value. An estimate of this OF [10] is 
expressed as a non-dimensional number given by eq. (3). 
 ܱܨଶ ൌ
்ܲௌ௏ǡ௣௘௔௞ െ ஽ܲǡ௔௩௚
஽ܲǡ௔௩௚
 (3) 
 
 
Figure 6: Pressure in the TSV, detail of OF2 and OF3 
3.1.3. Minimize  Localized Cavitation (OF3) 
During the latter phase of the meshing process, when the TSV increases, the pressure in the 
TSV reaches a value below the saturation pressure of the fluid hence localized cavitation 
due to air release occurs. The simulation tool HYGESim is equipped with a model for the 
evaluation of fluid properties which predicts the density and bulk modulus of the fluid as a 
function of the pressure in the TSV [16, 17]. Hence, cavitation effects are being taken care 
of when the TSV pressure drops below the saturation pressure [16].  An estimate of OF3 is 
calculated based on the area of the curve which lies under the saturation pressure of the 
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working fluid under consideration.  The expression used for the calculation [10] of OF3 is 
given by eq. (4) below. 
 ܱܨଷ ൌ න ்ܲௌ௏݀ߠ (4) 
 
3.1.4. Maximize Volumetric Efficiency (OF4) 
The volumetric performance of the unit has to be maximized in the optimal design. In 
external gear machines, volumetric losses are caused by lateral leakages (in the gap 
between the gear side face and the thrust face of bushes), radial leakages (between the gear 
tip and the casing) and by backflows in the meshing process. While backflows and radial 
leakages are accurately evaluated, this work simplifies the evaluation of lateral leakages by 
assuming a constant gap height. This assumption is made according to axial balance 
evaluations previously performed by the authors’ research group [12, 13, 18]: a reasonable 
value of equivalent constant gap height corresponding to a well axially balanced machine is 
considered, although the axial balance problem is not considered in this research. More 
details concerning the radial leakages evaluation can be found [12], while [13, 18] reports 
details about the evaluation of the axial leakages. 
The expression for OF4 is given by eq. (5) shown below. 
 ܱܨସ ൌ ߟ௩ ൌ
ܳ௔௩௚
݊ ή ௗܸ
 (5) 
3.2. Design Variables 
In this section the design variables of the optimization problem, for the gears and the lateral 
bushes are described separately. The manufacturing process for the gears such as hobbing 
is taken into consideration for accurately defining the shape of the gears. The major design 
variables which define the shape of the particular spur gear profile are summarized in table 
1 below.  
Table 1: Design variables pertaining to gear profile 
Symbol Description Unit Range 
min max 
m Normal module mm 1.00 3.20 
z Number of teeth - 9 26 
݄௔௣ Addendum coefficient - 0.50 1.47 
݄௙௣ Dedendum coefficient - 0.50 1.47 
ߩ௙௣ Fillet radius coefficient - 0.17 0.60 
α Pressure Angle ° 14.0 29.0 
The parameters described in table 1 allows the description of the proper profile of the gear 
cutter which should be used for obtaining the desired gear profile. It is also assumed that a 
standard rack type cutter with a normal pressure angle of 20ι is used for the manufacturing 
of the gears [19]. The different parameters for gears which can be calculated based on the 
design variables are shown in the figure 7 below. 
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Figure 7: Design variables governing the gear profile 
All the parameters described in table 1 form the inputs for the primary optimization of the 
gears. As concerns the grooves on the lateral bushes, this research considers the simplified 
rectangular design shown in figure 8. It is assumed that the dimension, H, as shown in 
figure 8 is a constant. This limits the sub-optimization problem of finding the optimal 
lateral bush set for a given gear profile to two input parameters, as shown in figure 8. This 
simplification does not affect the efficacy of the procedure: more complex groove profiles 
(like the ones considered in [7,20,21]) allow for a better performance on wide range of 
operating speeds and pressures, but not for the case of a single and fixed point of operation, 
as considered in this paper (see section 4). Once the best design for the gear is identified 
with the defined procedure, the optimization of different groove profiles can be performed 
separately, for example following the procedure already described in [10]. The calculation 
of D, S and H are explained in section 3.3.4. 
 
Figure 8: Design variables governing the groove profiles 
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3.3. Constraints 
Due to the wide range of variability of the values of the design variables, designs of gears 
and bushes which are unfeasible or impractical could be generated by the optimization 
algorithm. To eliminate such designs, several constraints were identified to define the 
feasible design space. As already stated, in this work only gears with involute profiles are 
taken into consideration. The various constraints pertaining to the gear profile have been 
broadly classified into three different categories as: meshing constraints, manufacturing 
constraints and geometrical constraints. 
 
3.3.1 Meshing constraints 
Meshing constraints enable a pair of spur gears to be matched in such a way that there is 
smooth operation of the pump when the gears are meshing. Three different constraints 
which fall in this category are described below. 
Contact ratio constraint ensures that there is a smooth and continuous power transmission 
between the two gears. This constraint ensures that there is at least one pair of teeth which 
is always in contact with each other during the rotation of the gears.  
 
Interference is the phenomenon by which the involute portion of one gear digs into the 
flank of the other member of the pair. Thus resulting in the removal of involute portions of 
the gear near the base circle and hence weakening the teeth. Figure 9 depicts interference 
between two gears clearing showing that considerable portion of one gear is below the base 
circle of the other. 
 
Figure 9: Interference in gears 
The tip to root clearance constraint ensures that the inter-axis distance between the two 
gears is sufficiently large enough so that the tooth tip of one tooth does not intersect the 
bottom land of the other teeth.  
The mathematical expressions which govern the meshing constraints are shown in table 2 
below [22,23]. 
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Table 2: Expressions for meshing constraints 
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ܿ݋ݏߙ ή ቀඥܴ௢
ଶ െ ܴ௕ଶ െ ܴ ή ݏ݅݊ߙቁ
ʹ ή ߨ ή ܴ
ܼ
൐ ͳ (6) 
Interference ܴ௢ଶ ൏ ܴ௕ଶ ൅ Ͷ ή ܴଶ ή ݏ݅݊ଶߙ (7) 
Tip to root 
clearance ܴ௢ ൅ ܴ௥ ൏ ʹ ή ܴ (8) 
 
 3.3.2 Manufacturing Constraints 
Manufacturing constraints ensure the correct manufacturability of the gears based on the 
use of a rack type cutter. There are two different constraints which fall into this category as 
explained below. 
 
Pointed Teeth constraint ensures that the thickness of the teeth at the tip of the gears is 
greater than zero hence preventing wear and tear of the gears during operation.  
 
Undercutting is the phenomenon due to which some material is removed at the root of the 
gear because of the interference between the cutter and the gear during the manufacturing 
process. One of the reasons for undercutting is large negative shift coefficients which lead 
to removal of more material by the cutter near the root of the gear. Since in gear pumps the 
teeth are not highly stressed as in other applications, a certain degree of undercutting is 
permitted until the thickness of the teeth is greater than a certain minimum value. Figure 10 
shown below, depicts the undercut tooth profile generated due to large negative profile shift 
coefficients. 
 
Figure 10: Undercut gear 
The mathematical expressions which govern the manufacturing constraints are shown in 
table 3 below [22]. 
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Table 3: Expressions for manufacturing constraints 
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3.3.3 Geometrical Constraints 
The geometrical constraints ensure that the different calculated values based on the design 
variables are physically possible. The mathematical expressions governing the geometrical 
constraints are given in table 4 below. 
Table 4: Expressions for geometrical constraints 
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݀݁݀݁݊݀ݑ݉ ൐ Ͳ (12) 
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ܴ௢ ൐ ܴ ൐ ܴ௥ (14) 
Additionally, the facewidth (b) of the gears is calculated based on the desired displacement 
of the unit (pump/motor), Vd, given as input parameter of the optimization procedure. 
Therefore, once the gear profile is predicted the facewidth is calculated based on the eq. 
(15) below, 
 ௗܸ ൌ ʹ ή ߨ ή ܾ ൭ܴ௢ଶ െ ܴଶ ቆͳ ൅
ߨ ή ܿ݋ݏଶߙ
͵ ή ݖଶ
ቇ൱ (15) 
It is also necessary that the facewidth of the gears is not too small or not too large; therefore 
the aspect ratio of the gears defines as the ratio of facewidth to the pitch radius should fall 
within a certain range of values, as shown in eq. (16) below. 
 ൬
ܾ
ܴ
൰
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൑ ൬
ܾ
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൰ ൑ ൬
ܾ
ܴ
൰
ெ஺௑
 (16) 
   
3.3.4 Constraints Pertaining to Groove Profiles 
The design of the grooves/recesses machined on the bearing block greatly affects the 
performance of the machine especially in terms of internal pressure peaks and cavitation 
effects [10]. Even though the optimization algorithm can determine the optimal position of 
the grooves based on a random starting point, providing an initial configuration as a 
function of gear profile can significantly reduce the simulation time.  Hence the procedure 
to identify the initial position based on the evolution of the trapped volume is described. 
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Figure 11 below shows the angular position at which the trapped volume begins and ends. 
A representative position of the grooves is also shown for clarity.  
 
Figure 11: Angular position of trapped volume and the grooves 
The angular position at which the trapped volume starts occurring, ׎ଵand the angular 
position at which trapped volume finishes, ׎ଶcan be calculated using the expressions, 
 ׎ଵ ൌ െ
ඥܴ௢ଶ െ ܴ௕ଶ െ ܴ ή ݏ݅݊ߙ
ܴ௕
൅
ʹߨ
ݖ
 (17) 
 ׎ଶ ൌ
ඥܴ௢ଶ െ ܴ௕ଶ െ ܴ ή ݏ݅݊ߙ
ܴ௕
 (18) 
and the angular position at which the trapped volume is minimum can be calculated by the 
expression,  
 ׎ெூே ൌ
ߨ
ݖ
 (19) 
׎஽represents the angle at which the delivery groove closes connection between the trapped 
volume and the delivery port and ׎ௌ represents the angle at which the suction groove 
opens connection between the trapped volume and the suction port. The vertical distance 
‘D’ and ‘S’ of the delivery and the suction grooves respectively from the line joining the 
center of the two-axis can be calculated using the expressions, 
 ܵ ൌ ܴ ή ׎ௌ ή ܿ݋ݏଶߙ (20) 
 ܦ ൌ ൬ܴ ή ׎஽ ή ܿ݋ݏߙ െ
ʹߨ ή ܴ௕
ݖ
൰ ܿ݋ݏߙ (21) 
As previously mentioned, the dimension H is assumed to be a constant for a particular gear 
design to reduce the number of variables and hence the computational time. The expression 
for H, is given by, 
 ܪ ൌ ʹ ή ሺܴ െ ܴ௥ሻ (22) 
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The constraint functions which govern the extreme values of the groove geometry ensuring 
realistic and feasible designs of grooves are shown in table 5. 
Table 5: Constraints governing the groove profiles 
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3.4. Optimization Methodology 
One of the main features of this work is represented by the usage of a multi-objective 
optimization algorithm. The optimization workflow has been implemented in 
modeFRONTIER®, a multi-objective optimization environment which allows the flexibility 
of integrating different software. For the case of this study, HYGESim was integrated with 
KISSsoft® and Pro-ENGINEER®, for the geometrical generation of gears and lateral 
bushes, and with and MATLAB®, for the calculation of objective functions.  
 
The chosen optimization algorithm is the Fast Multi-Objective Genetic Algorithm 
(FMOGA) which incorporates Response Surface (RS) methodologies to speed up the 
process. An initial database of designs spanning the entire domain uniformly is used to train 
RS (mathematical expression of OFs in terms of the design variables) based on the 
objective functions evaluated by HYGESim. Following this step, a virtual optimization of 
the RS is performed. The designs optimized virtually are then validated with the help of 
HYGESim and hence these newly evaluated designs enrich the design space for the next 
iteration. In this way, the RS becomes more and more accurate and representative of the 
actual OFs at the end of every iteration of the generic algorithm. The optimization 
algorithm follows the analogy of the natural evolution process by incorporating processes 
like selection (select best designs from the database), crossover (reproduce new designs by 
combining properties of the designs selected previously) and mutation (introducing a 
random effect to explore the entire design space) [24]. After several iterations, the Pareto 
optimum design can be identified which represent a solution with a reasonable compromise 
of all the OFs.  
 
 
4. RESULTS 
In this section the results of the outcomes of the extensive optimization process has been 
summarized. A total of 68 gear profiles were analyzed with 60 lateral bush designs for each 
gear profile considered. These designs form a sufficiently large population for an 
approximate prediction of the various interaction effects on the basis of a simple two-level 
analysis of variance (ANOVA). Firstly, the different interesting interaction effects between 
the input factors and the OFs have been depicted qualitatively. This will help in 
understanding the complex relationships between the design features and the performance 
of the unit. Secondly, the optimal design of the gears and the lateral bush has also been 
presented. In this reference case a 11.2 cm3/rev pump operating at 1000 rpm and 100 bar at 
the outlet is considered. This permits the direct comparison with a commercial solution 
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deeply studied by the authors in past works. Nevertheless, the workflow is generalized and 
can be applied to any case of displacement and operating conditions. 
 
4.1. Qualitative Results 
The main aim of this section is to identify the effect of the design variables pertaining to the 
gears on the OFs as well as to determine the different interaction effects between the 
combinations of design variables which contribute significantly to the OFs. Since the OFs 
of a particular gear profile is based on the optimal later bush design, the parameters 
pertaining to the grooves are not taken into consideration for the qualitative analysis. The 
effects have been represented using normal probability plot which are effective in 
communicating the most important effects. The effects corresponding to each factor have 
been evaluated using Box-whisker plots assuming two levels for each variable. The normal 
probability plots represent the effects (main and interaction) against normal probability 
[25,26]. The irrelevant/negligible effects will lie along a straight line which passes through 
the origin, whereas the significant effects will lie far away from the straight line.  
 
Figure 12: (A) Normal probability plot for volumetric efficiency (B) Normal 
probability plot for pressure ripple 
The two levels considered for the ANOVA where: 1) low level, values lying between the 
minimum value of the design variable and its mean value, 2) high level, values lying 
between the mean of the design variable and its maximum value. A direct effect refers to an 
increase in the particular OF for an increase in the effect considered and an inverse effect 
refers to a decrease in the particular OF for an increase in the interaction under 
consideration.  The different interaction effects which influence the most interesting OFs 
(OF1 and OF4) have been plotted in figure 12. From figure 12(A) it can be seen that the 
most important effects which influence OF4 have been highlighted in red and black. The 1st 
order effects which are significant in case of the OF4 are m (direct), z (inverse) and hap 
(inverse). Similarly for OF1 it can be seen from figure 12 that there are complex 2nd order 
interaction effects which have a great influence on the performance of the machine. 
Although this analysis strongly depends on the assumed range of variation of the input 
parameters, these considerations are significant to show mutual effects between parameters 
strongly complicate the problem, and analysis based on the so called one-factor-at-a-time 
approach can become unsuccessful. Rather all these interaction effects need to be 
considered simultaneously to enable the proper evaluation of the pump performance. The 
optimization procedure discussed in this paper proves to be a powerful tool to capture all 
the complicated relations between the design variables and hence determine the optimal 
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design of the machine. To understand the interaction effects Radial Basis Functions (RBF) 
were used to interpolate the OFs for different designs since they have been proven to be a 
very powerful interpolation tool especially when the data points are scattered and not on a 
regular grid. These RBFs are a linear combination of several similar spherical symmetric 
functions, centered at the design points [27]. These interpolating functions help in 
visualizing the influence of the interaction effects on the OFs as depicted in the figures 
below. 
From the normal probability plots it can be seen that the interaction effects hap*α and 
hap*hfp appear as inverse effects in both the cases of OF1 and OF4 (figure 13). But OF1 is 
intended to be minimized and OF4 is intended to be maximized. Therefore this effect is 
contradictory and critical in both the OFs. 
 
Figure 13: (A) OF4 vs. hap and α (B) OF1 vs. hap and α (C) OF4 vs. hap and hfp (D) OF1 
vs. hap and hfp 
Figure 13, shows just the contribution of the major contradicting interaction effects of OF1 
and OF4 maintaining all the other parameters constant. It can be interpreted from figure 13 
that the volumetric efficiency increases with decreasing hap*α and decreasing hap*hfp. 
Conversely, pressure ripple decreases with increasing hap*α and increasing hap*hfp.  
Similar analysis of the normal probability plots for the pressure peak (OF2) and local 
cavitation effects (OF3) were studied to identify the most important interaction effects. It 
was seen that almost all of the effects were irrelevant except for the combination hfp*ρfp. 
This effect corresponds to the amount of undercut in a particular gear. It is seen that when 
the amount of undercut increases, this increases the trapped volume during meshing 
process. Therefore, the fluid has more volume to occupy and hence the pressure peak is 
reduced (figure 14(A)). 
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Figure 14: (A) Pressure peak as a function of hfp and ρfp (B) Cavitation as a function 
of hfp and ρfp 
Similar consideration can be done as concerns OF3 (localized cavitation): from figure 14(B) 
one can observe that when the level of undercut increases, localized cavitation effects are 
higher. This is due to the fact that, during the meshing process, when the tooth space 
volume opens, the fluid has more volume in an undercut gear to expand and hence the 
pressure can fall below its saturation pressure causing cavitation.  
4.2 Optimal Design 
This section presents the optimal design generated at the end of the optimization process. 
The chosen configuration is at a Pareto optimum of all the four OFs considered in this 
research.  
Table 6: Parameters of the optimal gear 
pump design 
 
Variable Value Unit 
m 2.150 mm 
z 10 - 
R 11.541 mm 
hap 0.586 - 
hfp 1.378 - 
ρfp 0.300 - 
α 25.44 ° 
b 33.43 mm 
D 1.950 mm 
S 3.890 mm 
 
Figure 15: Gear profile of the optimal 
design 
The efficacy of the proposed optimization methodology can be highlighted by comparing 
the optimal design with the commercial solution taken as reference. As reported in figures. 
16 and 17, significant reduction in the delivery pressure pulsations is obtained. 
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Figure 16: Plot of Delivery Pressure for the commercial and optimal design 
 
 
Figure 17: Plot of energy possessed by each harmonic of the pressure ripple for the 
commercial and optimal design 
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Figure 18: Plot of Tooth Space Pressure for the commercial and optimal design 
From figures 16 and 17, it can be seen that the optimal design predicted in this work has 
shown a significant reduction in the pressure ripple and hence it would lead to quieter 
operation of the pump. In figure 18 it can be seen that the tooth space pressures follows 
similar trends in both the designs.  
Table 7: Summary of OFs for the commercial and optimal design 
 
Pressure 
Ripple, OF1 
[%] 
Pressure Peak, 
OF2 [%] 
Localized 
Cavitation, 
OF3 [%] 
Volumetric 
Efficiency, 
OF4[%] 
Commercial 100.0 100.0 100.0 100.0 
Optimal 43.8 125.7 84.7 101.3 
 
From table 7, it can be seen that the optimal design shows much better performance 
compared to the optimal design. Significant reduction of the pressure ripple by more than 
50% has been obtained as well as the efficiency seems to be higher by more than 1%. Also, 
the contact ratio for the selected gear pair is around 1.16 which is within the usual practical 
range of 1.15-1.20; hence it also assures that the power transmission is also smooth. Even 
though the pressure peak seems to be a little higher, the overall performance has been 
improved taking all the OFs into consideration. 
 
5. CONCLUSION 
In this paper a numerical optimization procedure for designing gear pump as a “whole” has 
been developed. Particularly, the major parts of the machine such as the gear and the lateral 
bushes have been optimized. The procedure takes into consideration all the necessary 
constraints which prevail in the manufacturing of gear machines and also to obtain smooth 
operation of the unit. The performance of the machine was analyzed based on four 
objective functions namely: delivery pressure oscillations, internal pressure peaks, localized 
cavitation and volumetric efficiency. Multi-objective genetic algorithms combined with 
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response surface methods were used for better simulation speeds. The problem of 
optimizing the gear machine is inherently complex with prevalent mutual interactions 
between the design variables as documented in this paper and hence cannot be solved using 
simplified approaches. Thanks to the optimization process developed in this research, the 
optimal configuration can be identified considering all the different interactions 
simultaneously. The optimal design of the gear machine has been provided and its 
performance was compared with an existing commercial design.  
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NOMENCLATURE 
ߟ௩  Volumetric Efficiency 
Qavg  Average delivery flow rate    [l/min] 
PD,avg  Average delivery pressure     [bar] 
PTSV,peak  Peak pressure in the tooth space volume   [bar] 
Vd  Displacement of the pump     [cm3] 
fk  kth  fundamental frequency of the FFT of the delivery   
  pressure ripple      [Hz] 
ߨ௞  Sum of squares of the amplitude of the FFT of the delivery 
  Pressure ripple for the kth fundamental harmonic  [bar2] 
πref  Sum of squares of the amplitude of the FFT of the reference  
delivery Pressure ripple     [bar2] 
ȟ௙  Frequency interval considered for the calculation of energy [Hz] 
P(fk)  Total energy of the waveform    [bar2] 
N  Number of fundamental frequencies of interest 
m  Normal module      [mm] 
hap  Addendum coefficient 
hfp  Dedendum coefficient 
ߩ௙௣  Fillet radius coefficient 
α  Pressure angle      [rad] 
R   Pitch radius of the gears     [mm] 
Rb  Base radius of the gears     [mm] 
Ro  Outer radius of the gears     [mm] 
Rr  Root radius of the gears     [mm] 
x  Profile shift coefficient 
b  Face width of the gears     [mm] 
߶ଵ  Angular position at which the trapped volume begins to 
  exist       [rad] 
߶ଶ  Angular position at which the trapped volume seizes to 
  exist       [rad] 
48 Fluid Power and Motion Control 2012
߶ெூே  Angular position at which the trapped volume is a minimum [rad] 
߶஽  Angle at which the delivery groove closes connection  
  between the trapped volume and the delivery groove  [rad] 
߶ௌ  Angle at which the delivery groove closes connection  
  between the trapped volume and the suction groove  [rad] 
D  Vertical distance of the delivery groove from the line joining 
  the axis of the two gears     [mm] 
S  Vertical distance of the suction groove from the line joining 
  the axis of the two gears     [mm] 
H  Horizontal length of the suction/delivery grooves  [mm] 
 
Abbreviations 
TS  Tooth Space 
TSV  Tooth Space Volume 
OF  Objective Function 
OA   Optimization Algorithm 
GA  Genetic Algorithm 
RS  Response Surface 
RSM  Response Surface Methodology 
ANOVA Analysis of variance 
Ref  Reference 
Deliv  Delivery 
peak  Peak Value 
avg  Average Value 
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ABSTRACT 
The Cluster of Excellence “Tailor made fuels from biomass” (TMFB), funded by the 
German research foundation (DFG), is an interdisciplinary collaboration of about 20 
institutes and 65 researchers. The aim of the project is to find an new routes to synthesise 
tailored fuels based on biomass. Furthermore, the combustion and injection system shall be 
optimized by reconsidering the new fuel as a design element. Task of the authors is to 
develop a guide-line for designing an injection system adapted to these fuels. The focus is 
especially on high pressure pumping of the new fuels within common rail systems. 
To measure friction forces in a radial piston fuel injection pump a test rig has been designed 
and set up. It is developed to investigate the axial friction forces in the plunger bushing 
contact as well as the transversal forces which act on this contact. The test rig is designed to 
analyze the effects of different materials and coatings, different micro and macro 
geometries and different types of fuel.  
In this paper the test bench and first measurement results with diesel as a reference fuel will 
be shown and discussed.  
1 INTRODUCTION FOR COMMON RAIL PUMPS  
Common rail pumps for Diesel applications are usually lubricated by the fuel itself. In 
Figure 1 the common rail pump CP1 from Bosch is shown as an example. The pump is 
designed as a radial piston pump as common rail pumps usually are. All gaps are lubricated 
by the diesel fuel. The tribological contacts are between eccentric shaft and polygon ring, 
between polygon ring and piston plate, and between piston and bushing. The suggested 
fuels in the project TMFB have different hydraulic and tribological characteristics. Most of 
the fuels have a lower viscosity and a poor lubricity. This has significant influence on the 
ttribological systems in the injection pump.  
The aim is to develop tribological contacts that are lubricated mostly by hydrodynamic 
lubrication films and not with mixed friction. The type of lubrication influences the friction 
in the contact which shall be measured with a test bench. The most critical tribological 
contact is allocated between piston and bushing and the contact between polygon ring and 
piston plate between which the friction shall be measured.  
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Polygon ring 
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Figure 1: Common Rail Pump CP1 (Bosch), total displacement 0.677 cm³ 
To measure friction forces in tribological contacts of hydraulic pumps different test rigs 
were developed [1], [2], [3], [4], [5]. The measurement principle chosen for the developed 
test rig in this paper can be compared with the test rig developed by Breuer [6] who 
measured the friction forces in the piston bushing contact of an axial piston pump. In order 
to measure friction in the described contacts one bushing is mounted to a force measuring 
platform so that forces in axial (y-direction) and in radial direction (x-direction) can be 
investigated. The forces in axial direction are used to measure friction in the piston – 
bushing contact and the forces in radial direction will be used to measure friction in the 
contact polygon ring – piston plate. In this paper the design of the test bench will be shown 
and first measurement results with diesel as a reference fuel are discussed.  
2 DESIGN OF THE TEST RIG FOR FRICTION MEASUREMENTS  
All frictions are measured at one of the three pistons. Therefore one bushing is mounted to 
the force measuring platform as shown in the test rig concept in Figure 2. The force 
measuring platform consists of 4 force measuring cells which are mounted between 
platform and base frame. The axial forces induced by the pressure in the piston chamber are 
expected to be much higher than the friction forces in axial direction. To measure the 
friction forces without the influences of the pressure force, a compensation piston is used. 
This piston has the same diameter (6.5 mm) as the measured piston and is mounted 
opposite to the measured piston. Thus the forces generated by pressure are led directly to 
the base frame. In that way it is achieved that the force sensors in axial direction measure 
only the forces generated by friction. The volumes of the measured piston and the 
compensation piston are connected. So the dead volume will be larger compared to the 
remaining pistons. Also, the leakage of this volume will be approximately doubled by the 
leakage at the compensation piston. So it is expected that the pressure increase at the start 
of the pumping stroke will be slower than at the other pistons.  
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Compensation 
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Figure 2: Friction Measurement Concept  
In Figure 3 the hydraulic diagram of the test rig is shown. The test rig is supplied from the 
tank via a fuel supply pump. To achieve a constant supply pressure of 6 bar a pressure 
relieve valve is used. The separation from pressure an suction side of the single pistons is 
done by check valves at each piston. The pressure in the volume of the measured piston 
shall be detected by a dynamic pressure sensor. The flow of the pistons is pumped to two 
different high pressure rails. One rail is connected to the measured piston while the other 
rail is supplied by the unmodified pitons. The pressure in each pressure rail is controlled by 
a pressure relieve valve. With the use of two pressure rails it is achieved that only low 
pressure connections are installed between the force measuring platform and the base frame 
of the test rig. In that way no additional forces by pressure pulsation in the high pressure 
system is induced to the force measuring system.  
Pressure Rails 
Fuel Supply 
Pump 
Measured 
Piston 
Figure 3: Hydraulic diagram of the test rig 
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Figure 4 depicts the design of the test rig is shown in a cross section, radial and axial. The 
test rig is driven by an electric motor and a flywheel is used to achieve a constant rotational 
speed. The rotational speed and the angle of revolution is detected by an angle sensor. To 
enable an easy change of the eccentric shaft it is connected by an extra coupling to the 
driving shaft. The measured piston has a radial position to the eccentric shaft and is 
connected by the polygon ring.  
Figure 4: Test Rig, Cross Sections: a) axial, b) radial 
The bushing of the measured position is clamped together with the bushing of the 
compensation piston. Between these two bushings a valve block is located where the 
separation from the suction and the high pressure side is integrated with check valves. 
Electric motor Angle sensor Flywheel Eccentric shaft 
y
x
a)
Force Sensor 
Measuring 
Platformy
Compensation 
Piston x
Measured 
Piston 
Polygon ring 
Eccentric shaft 
b)
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Additionally a dynamic pressure sensor is mounted to the valve block to measure the 
pressure build-up of the measured piston. The compensation piston is used to carry the 
pressure forces of the measured piton directly to the base frame.  
r the measuring piston on the force measuring 
platform and one for the two other pistons.  
e measured 
piston in x-direction. In that way the eccentricity of the piston can be changed.  
3 MEASUREMENT RESULTS OF FRICTION  
gle of 0° and 
ends again at the outer dead centre of the piston at a rotational angle of 360°.  
Figure 5: Friction Measurement 
To set up all forces that have an influence on the behaviour of the polygon ring, all three 
pistons are integrated in the test rig and generate a pressure. To avoid that a pulsating 
pressure in the high pressure system carries a load on the force measuring system two 
different high pressure rails are used: one fo
It is possible to change the position of the whole measuring platform with th
The test rig has been set up recently and the first measurements were performed. In the 
following these results will be shown and discussed. In Figure 5 friction forces and 
pressures of one revolution are shown against the rotation angle at rotational speed of 
500 1/min and displacement of the piston axis in x-direction against the eccentric axis of -
1.5 mm. The plot starts at the outer dead centre of the piston at a rotational an
The pressure in the piston chamber starts at the lower dead centre with 5 bar being set by 
the supply pressure. With further compression pressure rises. At a rotational angle of about 
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90 ° the pressure in the piston chamber reaches the pressure level of the rail. At this point 
the check valve from the piston chamber to the rail opens and a flow rate to the rail 
develops. From this point the pressure in the piston chamber and the rail rise 
simultaneously with a lower slope than the pressure rise in the piston chamber before. The 
upper dead centre is reached at 180 °. Here, the highest pressure in the piston chamber is 
reached with 840 bar. Starting at this point the pressure in the piston chamber is 
decompressed until a rotation angel of 260°. At this point the pressure of the supply system 
is reached again which fills the piston chamber.  
. After 
the upper dead centre is reached, it decreases again with an almost linear behaviour. 
s a 
dynamic pressure sensor will be used which will reduce the dead volume significantly.  
ion of the movement is changed 
again. After that the friction force alternates around zero.  
The pressure in the pressure rail starts linear decreasing at the lower dead centre until it 
rises simultaneously with the pressure in the piston chamber between 90 and 180°
An ideal shape of the pressure in the piston chamber would be a rectangular profile. This 
pressure would jump at the lower dead centre from the supply pressure to a constant rail 
pressure. At the upper dead centre this pressure would drop at once to the supply pressure 
on which it would remain constantly until the next cycle starts. There are two reasons 
which cause a slower pressure increase. The first reason is an additional leakage flow rate 
at the compensation piston. This approximately doubles the leakage flow rate. The second 
and more important reason is the dead volume which is larger than in an original pump. 
With adding a compensating piston, the volume is already more than doubled with the 
connection bore of the two pistons. In this first measurement the dead volume is even larger 
because an absolute pressure sensor is used which is mounted with the help of an adapter 
which also has a large volume. This together enlarges the dead volume of the piston to 
approximately five times of the displacement of the piston. For further experiment
The friction forces in y-direction, which is the friction between the piston and the bushing, 
rises at the beginning of the cycle and reaches a maximum of 550 N. The friction force in y-
direction remains positive until the upper dead centre is reached. After that, it changes the 
direction and is negative until the pressure in the piston chamber is relieved to the supply 
pressure. After that, the friction alternates around zero with an amplitude of approximately 
150 N. The friction force in x-direction, which is the friction force between the piston plate 
and the polygon ring, starts climbing in positive direction until a rotation angle of 90°. 
From this point between the piston plate and the polygon ring changes the direction and so 
the friction force drops to negative values. The friction force in x-direction remains 
negative till the rotational angle of 270° where the direct
To analyse the reproducibility, in Figure 6 the measurement of friction forces and pressure 
of 16 revolutions in one row are shown plotted over the rotational angle. The rotational 
speed is 500 1/min, the eccentricity of the piston axis against the eccentric axis is +0.5 mm. 
The characteristics of pressures and friction forces are similar to the operation point shown 
in Figure 5. The differences are a higher maximum pressure at the upper dead centre of 
1000 bar and a lower friction force in y-direction with a maximum of 380 N. It can be taken 
from the diagram that the measured curves from all 16 revolutions are close to each other. 
The curves of the piston pressure show the smallest deviation compared with the other 
measurements. All measurements cover a bandwidth smaller than 10 bar. The pressure 
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measurements of the rail pressure are placed in a bandwidth of approximately 20 bar. This 
equates the bandwidth of the measurement noise of the rail pressure already shown in 
figure 5. The plots of the force measurement are all enclosed in a bandwidth of less than 
100 N. It is noticeable that the characteristics of the ripples in the force measurement are 
reproducible and do not occur accidentally. They can emerge from stick-slip effects or from 
vibrations in the structure. If the waves emerge from vibrations this can be detected by 
measurements of acceleration of the structure in future work.  
Figure 6: Reproducibility of Friction Measurement of 16 revolutions 
4 CONCLUSION AND OUTLOOK  
tribological contacts. The optimised tribological parts will be measured again in the test rig.   
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To develop injection pumps for alternative fuels, a test rig to measure friction forces in 
tribological contacts has been developed and set up. The test rig was brought into operation 
and first test measurement were done. The measurement results have shown that the test rig 
is suitable to analyse the friction forces depending on the rotational angle at different 
operation conditions. By reducing the dead volume of the piston chamber, the build up of 
the pressure in the position chamber will be steeper and therewith more realistic. Also the 
regulation of the rail pressure will be improved. In the ongoing work the test rig will be 
used to validate EHD simulation models of the tribological contacts. In the ongoing 
research on this topic the simulation models will be used to optimise the geometry of the 
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ABSTRACT
Accurate simulation models of gerotor pumps require knowledge of geometric features of
these units. Instantaneous volumes of chambers as well as their volume derivatives lead to
kinematic flow rate, flow ripple index, displacement. Flow passage areas between a chamber
and the inlet/delivery volumes during a complete shaft revolution also need to be known.
General analytical methods (integral-derivative and derivative-integral) have been devel-
oped for the calculation of geometric quantities of gear as well as vane pumps and will be
reported in the paper with specific emphasis on gerotor units. The approach leading to these
geometric informations has traditionally been grounded on a 2D analysis of involved fea-
tures.
However, in the last decade, there has been a progressive and relentless development and
use of 3D CAD software that has led to the possibility of having at hand a virtual representa-
tion of these positive displacement machines.
Accordingly, a novel method that requires the 3D model of the gerotor pump is presented
and the paper demonstrates how geometric features of the unit can be obtained. Main char-
acteristics of this methodology are the use of parametric relations that define the relative
position of the rotating gears, and the use of virtual components. A validation of this pro-
posed approach is discussed contrasting analytic and CAD-model based outcomes.
This methodology has been successful also in axial piston machines as well as for the deter-
mination of flow passage areas of complex proportional direction spool valves.
Keywords: positive displacement pumps; Modelling; Simulation; 
1. INTRODUCTION
Along more than two decades the Fluid Power Research Laboratory (FPRL) has developed
and experimentally validated simulation models for axial piston pumps and motors [1],
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external [2] and internal gear (gerotor) pumps [3], radial pistons [4] as well as variable and
fixed displacement vane pumps [5]. All have generally evolved in AMESim, elaborating
proprietary libraries leading to an accurate prediction of the main hydraulic and mechanical
quantities; recently, a multibody software code has also been proposed for the analysis of
axial piston pumps [6]. In the course of these studies a recurrent aspect had to be faced rela-
tive to an often tedious and error prone analysis of geometric features of these hydrostatic
machines. It is well known that modelling of positive displacement units involves knowl-
edge of volumes and volumes variation to appraise ideal flow rate and absorbed torque along
with the flow and torque ripple characteristics. Similarly portplate timing and suction-deliv-
ery flow passage areas represent another issue that must be resolved. Recognition of these
quantities form the backbone of an accurate and rigorous modelling procedure. 
One significant contribution in this line of reasoning was provided by research works per-
formed at the Maha Research Centre of Purdue University in the USA. A software tool
named AVAS (Automated Valve Plate Area Search) [7] was developed for the evaluation of
flow passage areas in axial piston pumps following connections of a variable volume cham-
ber with the portplate during a complete barrel revolution. Another tool, SUEZ [8], further
aimed at finding optimal kidney ports geometries to minimize fluid borne noise. However,
these findings were strictly oriented at piston pumps and to the authors present knowledge,
no extensions have been published to convey a general outlook and methodology for further
developments. In addition availability of those tools seems to be restricted as they work
within CASPAR [9],[10] and in essence are to be retained as proprietary codes.
2. GEOMETRIC FEATURES
2.1 Simulation approaches
The geometric quantities in positive displacement pumps are mainly dependent on the con-
trol volumes selected for the modelling. Two rather diverse approaches exist involving a dif-
ferent number of differential equations. The first (2+X) implies two variable volumes for
inlet and delivery capacities and a various number X of fixed or variable volumes associated
with trapped chambers. Inlet and delivery volumes include connected chambers that are
lumped together and with inlet/outlet ducts. Instead the second approach (N+2) considers
two fixed volumes for inlet and delivery capacities and a control volume associated with
each of the N variable chambers.
This last methodology is more suitable for the simulation of volumetric machines where var-
iable volume chambers are well defined (e.g. piston and vane pumps), while its application
to external gear pumps/motors becomes more complex. On the other hand, with this
approach each chamber pressure evolution can be individually observed during a complete
shaft revolution, leading to improved predictions of pump performance.
2.2 Quantities depending on volume
Regardless of the method, to each j-th control volume the equation expressing the pressure
derivative in an open system must be applied:
(1)
td
dpj E
Vj
---- Qj Z -d
dVj–© ¹
§ ·=
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being:
- Vj the volume of the j-th hydraulic capacity;
- ,  the shaft angular position / speed;
-  the fluid bulk modulus;
- Qj the net ingoing volumetric flow rate.
The volume derivative is also necessary for the evaluation of the kinematic (theoretical)
flow rate defined as: 
(2)
where:
(3)
and NV is the number of variable volumes into which the pump is divided. The flow ripple
index is defined as:
(4)
where:
(5)
being  the angular period of the function Qth.
The pump displacement can be always evaluated starting from the kinematic flow rate:
(6)
Optionally it can also be calculated from the unit displacement V0 of a single chamber:
(7)
being nc the number of cycles per shaft revolution and N the number of variable chambers.
The ideal Tth and indicated Tind torques are function of the volume derivative:
(8)
(9)
being pout the pressure at the outlet port.
2.3 Quantities depending on flow area
In case of single chamber approach (model N+2), it is necessary to calculate the passage
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areas Ai and Ad respectively between a chamber and the inlet/delivery volumes during a
complete shaft revolution. The ingoing/outgoing flow rate through the port plate is evaluated
using eq. (10) valid for turbulent regime:
(10)
The approach (2+X) does not require the evaluation of the passage area since all the cham-
bers connected to inlet/outlet volumes are lumped together.
2.4 Analytical methods
Two different approaches are possible for the calculation of the geometric quantities, as
described in [11]: the integral-derivative (ID) and the derivative-integral (DI). The former
evaluates the volume or the passage area by integration of the equations defining the contour
of the chamber, then the volume variation is calculated by derivation. The latter performs a
direct evaluation of the volume derivative based on kinematic considerations, afterwards the
volume or area is calculated by integration of the angular derivative. This last approach,
when applicable, is more accurate and it is particularly suitable for gear pumps as well as for
vane pumps.
Two different methods can be used for the direct calculation of the volume derivative. The
first technique, also called vector-ray method, consists in the assessment of the area swept
by the segments joining the centre rotation of the rotor and the contact points (between gears
or vane and internal stator track) delimiting the chamber. The second technique consists in
the evaluation of the torque on the shaft generated by the pressure in the j-th chamber, based
on eq. (9).
3. AN APPLICATION CASE STUDY
3.1 Gerotor pump
All the analytic methods will be discussed with reference to a gerotor pump (Figure 1). The
unit consists of an internal gear having one tooth less than the external. Each gear rotates
about its respective centre Oi and Oe with a transmission ratio of .
Since in this type of machine the number of cycles per shaft revolution is lower than one, the
Fig. 1.   Schematic representation of a gerotor pump
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use of the angular position  of the outer gear as independent variable is to be preferred in
order to obtain functions with period of . 
3.2 DI approach with vector-ray method
Two control volumes (see Figure 2) are considered:
• Vi relative to the internal gear and bounded by the polyline 1Oi2 and the line of contacts;
• Ve relative to the external gear and bounded by the arc 3-4, the line of contacts comprised
between 1 and 2 and the two segments 2-3 and 1-4.
If a rotation is impressed on gears, Vi and Ve change due to volumes swept by vector rays
 and  for the inner gear and by  and  for the outer gear. However contact
points as well as vector rays rotate a different angle than gears so that the gearing solid vol-
ume comprised in control volumes is variable. Accounting for this, it is possible to evaluate
the net volume change of chambers. Considering an infinitesimal rotation  of the inner
gear, after some intermediate calculation shown in [11], the corresponding variation of the
volume Vi is: 
(11)
In a similar manner the variation of the volume Ve after a rotation  of the outer gear is:
(12)
Therefore the total variation of the chamber can be written as:
(13)
The vector rays expressions are given by the equation of the line of contact in polar coordi-
nates.
This method can also be used for the evaluation of the passage area in case of very simple
geometries; in this case some rotating vector-rays in eq. (13) must be substituted by fixed
segments representing the port plate rims.
3.3 DI approach with torque method
The pressure pj acting in the chamber produces two torques Ti and Te respectively on the
Fig. 2.   DI vector-ray method, control volumes and symbols
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internal and external gear (Figure 3).
In the reference frame with centre Oi the torque Ti is:
(14)
where:
; (15)
Equation (14) yields:
(16)
and therefore:
(17)
While in the reference frame with centre Oe:
; (18)
and therefore the torque Te is:
(19)
The torque on the external gear necessary to balance pressure in the j-th chamber is:
(20)
By substituting expressions (17) and (19), eq. (13) is obtained.
Fig. 3.   DI torque method, forces and surfaces
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3.4 ID approach
For the DI approach the equation of the contact line was only required; instead the ID
method needs also the equations of both gears profiles. With reference to Figure 4, the
chamber volume in a generic angular position  is:
(21)
being  and  the phase of vector rays in correspondence of the contact points 1 and 2,
while  and  are the equations of the gear profiles in polar coordinates.
Eq. (21) must be applied for several values of the angle  in the range 0-  in order to
obtain the complete volume history. 
3.5 Graphical-analytical methods
These approaches can be used for the evaluation of flow passage areas in case of complex
geometry, where the port plate profile cannot be easily defined by analytical equations. The
starting point is represented by the 2D drawing of the port plate that must be converted in a
file containing the x-y coordinates of the passage area contour. This can be done with auto-
matic procedures available in the CAD software (e.g. AutoLISP routines) or by means of
digitizing programs.
The obtained data are processed in order to calculate the area in common with the chamber
port. To this purpose, algorithms for the evaluation of the common area of overlapping poly-
gons can be used. The procedure must be applied for different angular positions of the shaft. 
4. THE CAD APPROACH METHODOLOGY
As already mentioned in the Introduction, in the last twenty years computing resources capa-
ble of assisting research activities have evolved in multiple directions: from advanced simu-
lation environments, to highly intensive calculation codes, to diversified software ambients
aimed at enacting a full portrayal of components, mechanisms and machines. And, in partic-
ular, these last resources have been profitably used to generate accurate and faithful 3D
descriptions of fluid power components and systems. Nowadays, having at hand a rather
Fig. 4.   ID approach, gears profiles and symbols
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extensive database of high quality three-dimensional models originally developed in house
from FPRL or re-worked from manufacturers communications, the idea has matured about
the fact that these CAD 3D parametric solid modellers have already and definitely reached
the degree of reliability, completeness and richness of tools leading to the possibility of per-
forming automatic or at least relatively fast and precise evaluations of nominal geometric
characteristics cited in paragraphs 2.2 and 2.3. Therefore a novel approach is now possible
to overcome difficulties inherent with analytic investigations.
To demonstrate the feasibility of the approach a high-end commercial software from PTC
(Creo Elements/Pro, formerly known as Pro/ENGINEER) was selected. The choice was
based on the availability of operations and tools that other mid-level software, at least to our
present knowledge, do not yet incorporate. To be more explicit we are referring to the crea-
tion of measures and relational features capable of identifying characteristics as areas, vol-
umes etc. of the fluid power unit under scrutiny while tracking their evolution as a motion
parameter is varying within the simulation study.
The methodology that has been developed can be synthesized in a series of fundamental
steps, that do obviously differ in some details depending on the unit and the characteristics
being sought, but that altogether propounds a general framework within which it is possible
to progress with relative ease and confidence: 
• Develop, starting from real hardware components, their 3D parts models, or import them
in the PTC software if already available;
• Bring together all parts in an assembly, building all constraints mates so to match the
number of degrees of freedom (DOF) of the real unit;
• Create n global parameters, equal to the assembly DOF, and associate these parameters,
through mathematical relations, to dimensions linked with constraints so to guarantee the
correct motion of the assembly parts;
• Create virtual parts representative of fluid volumes by copying and filling cavities
within real parts; the geometries of virtual parts, pending on the unit type, mode of
operation and assembly creation, might be dependent or not on a position parameter.
These parts may, for example, be representative of inlet and delivery volumes, variable
volume chambers, gaps in between spool lands etc.
• (if necessary) Intersect virtual parts so to generate intersection parts that might represent
flow passage areas or common (shared) volumes;
• Create distance, area or volume features (depending on the analysis) within virtual parts,
so to quantitatively appraise stipulated (user defined) characteristics also when these
vary with time;
• Create relational features to further combine analyses features or to transfer
measurements data from the parts to the assembly level;
• Create multiple assemblies configurations to evaluate the variable chamber volume
derivative;
• Run the simulation to evaluate and visually inspect parameters plots identified by
relational features;
• Export obtained results for post-processing purposes.
As stated a characteristic of this methodology lies in the use of virtual parts: by inheriting
from real components their own geometry based on parent/child relations and on position
parameters introduced to define the assembly motion, virtual parts do represent oil volumes
within the pump unit on which geometric quantities can be measured at each instant of the
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pump duty cycle.
Coming to the analysis of the gerotor pump characteristics, the procedure is described in the
following paragraphs. The adopted modelling, with reference to possibilities set forth in par-
agraph 2.1, is identified as type N+2.
In detail the above methodology has been applied to the gerotor pump shown in Figure 5.
4.1 Creation and assembly of real model parts in Pro/E
The first step consisted in creating part models of the main components of the pump i.e. the
casing and the two gears with circular arcs profiles. In fact these parts have been imported
from existing models via STEP files. Thereafter, parts shown in the exploded view in
Figure 6 have been assembled applying, for each mobile element, appropriate constraint
mates that only allow rotation about fixed axes. Gears axes were so constrained to be col-
linear with respective axes in the casing (rotation centres Oi and Oe) and their front planes
made coincident with the plane surfaces of the casing. 
Fig. 5.   Digital image of the real gerotor pump
Fig. 6.   Exploded view of pump components
68 Fluid Power and Motion Control 2012
The horizontal plane of each gear has been selected and mated with the fixed global horizon-
tal plane of the assembly. In Figure 7 this is shown for the external gear where mating of the
gear-assembly horizontal planes has been effected introducing an angular offset. This was
also done for the inner gear-assembly planes. These offsets named  and
correspond to rotational angles  and  of the external and internal gear with
respect to the fixed reference plane of the assembly. Obviously, to guarantee a proper perfor-
mance of the assembly, the two gears must be set in a correct initial position. 
A subsequent step consisted in linking the two angular measures with a unique global rota-
tion parameter named  defined previously at the assembly level, whose value
defines the desired angular position of the assembly. The parameter value can either be
entered manually or made variable within a simulation.
In this last case, to perform a correct simulation of all involved geometric features, two strat-
egies have been assessed that are mutually exclusive.
In the first strategy, relations have been enforced that directly link the control parameter
 with the angular rotation  of the external gear through the  parameter.
As to the inner gear its parameter  is defined through the gearing transmission
ratio. The governing relations become: 
(22)
These have been slightly modified using the function “floor” so to keep angle values lower
than . Alternatively, the control parameter ANGLE can be associated with the internal
gear angle .
The example in Figure 8 shows a front view of the assembly corresponding to a rotation
angle of the external gear . Notice the gears rotation centres and the reference
planes. 
Fig. 7.   Constraint mates on the external gear horizontal plane
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4.2 Creation of virtual models
The main virtual model of the gerotor pump is the one representing a variable volume cham-
ber. This allows the evaluation of displacement whereupon the inlet and delivery passage
flow areas along with the kinematic flow ripple can be derived through appropriate actions.
The chamber is built by copying from the assembly into a new part the teeth profiles of the
engaging gears along with the external surface of the outer gear. These geometries are iden-
tified in Figure 9. 
The rim of the internal gear was further elaborated through the option “Approximate” so to
generate a G2 (with curvature continuity) curve. By so doing just one reference has been
Fig. 8.   Assembly close-up front view with D = 70 degrees
Fig. 9.   Geometries to identify the variable volume chamber 
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used to identify the entire profile of the gear. This curve, together with the profile of just two
teeth of the outer gear, allows to univocally recognize the gears two contact points without
overlapping references. These points identify the chamber as it rotates and changes in shape
as gears engage.
Utilizing contact points, the external rim and the external gear centre of rotation, an elemen-
tary volume (circular sector) has been extruded whose thickness was made equal to the real
chamber depth (shown in Figure 10).
Through the “cut out “function and extruded cuts procedures the volume occupied by the
two gears was removed. By so doing the nominal oil volume within the chamber was
obtained. This volume automatically varies with the rotation parameter  and is high-
lighted in Figure 11. 
Additional virtual components representing the suction and delivery volumes have been
obtained by copying the timing rims profiles in the casing and extruding them in space. The
two virtual components inserted in the appropriate locations in the casing are shown in
Figure 12. 
Fig. 10.   Base extrusion of the variable volume chamber
Fig. 11.   View of the variable volume chamber within the assembly 
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The extrusion of these two components was so effected to generate a modest intersection
with the chamber volume. As this communicates with either suction or delivery ambients a
variable flow passage area is being originated. By so doing two new “virtual intersection
parts” were created whose volumes correspond to the intersections of the variable volume
chamber with the suction and delivery ambients (see Figure 13, where the passage towards
delivery ambient has been highlighted).
Fig. 12.   Suction and delivery volumes in the casing
Fig. 13.   Virtual components: chamber, suction and delivery (D = 90 degrees) 
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4.3 Creation of analysis and relational features - Sensitivity Analysis
Geometric quantities to be measured and tracked during simulations should now be speci-
fied: more precisely the chamber volume and its front area, along with the intersection front
areas of the chamber with suction and delivery ambients.
At component level these quantities have been evaluated setting up an analysis feature that,
through selection of a specific region, allows quantitative informations about an area (as
shown in Figure 14) or a volume. Thereafter, these features have been upgraded to the
assembly level via relational features. Analysis features generate parameters that convey
measured data and depend on the position parameter. These form the object of simulation
studies (Sensitivity Analysis) and are evaluated, plotted or stored as position parameters
change within a prescribed range and according to a number of steps defined by the user.
Since the gerotor pump completes a timing cycle in one revolution of the external gear, the
unrolling of volume and flow areas with suction and delivery ambients was monitored for a
single chamber with reference to that gear. Accordingly relations expressed in equation (22)
have been used. Furthermore the assumption was made that all remaining chambers would
behave as the simulated one due account being taken of the intervening angular shift
.
4.4 Chamber volume derivative
To determine the chamber volume variation (as function of the shaft rotation angle) three
configurations of the base assembly were generated. Leaving the central configuration
unchanged, in the other two relations were introduced modifying their  parameter of
a quantity defined by a new global parameter . The intent was that of generating
two specific geometric layouts for gears engagement and, namely, one in advance, the other
in delay when confronted with the base assembly. The extent of either advance or delay is
designated by .
Gears rotation control within each configuration may follow either of two approaches intro-
duced in paragraph 4.1. However, in the present context it is certainly expedient to evaluate
derivatives as functions of shaft rotation angle . 
Thus, for every angular position of the base assembly, due account is taken of chamber vol-
Fig. 14.   Measure of chamber frontal area with an analysis feature
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umes data for the advanced and delayed configurations. If  references the angular condi-
tion of the base assembly and  the angular shift associated with parameter , the
chamber volume derivative can be approximated, through a central finite difference, as:
(23)
thereafter the equation can be profitably used in a relation feature. Finally, the evaluation of
function  leads to the determination of flow and torque through equations (2) and (8).
4.5 Simulations 
In Figure 15 for one revolution of the external gear (data captured every degree) simulation
results are plotted for flow passage areas towards suction and delivery ambients and the
frontal area of the j-th chamber. The chamber volume is simply the product between the
frontal area and the gears thickness.
These outcomes are not confronted with analytic results, since the difference between the
two data sets is not perceptible on the graphs. However, plots have been deliberately shifted
250° in respect to the references shown in Figure 8 to guarantee a clear reading.
Figure 16 illustrates chamber volume derivative and the corresponding function , both
evaluated for one revolution of the external gear. In this case,  has been set equal
to 1. These results have been confronted with those stemming from the analytical DI method
presented in paragraph 3.2: in Figure 17 the relative error between the kinematic functions
 is presented. Slight discrepancies exist in the zone of minimum chamber volume,
Fig. 15.   Simulation outcomes for flow passage areas
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reaching a maximum relative error of 0.8% when confronted with the mean value of the ana-
lytical function . These differences are triggered by software faults in detecting the
contact points between the gears. In turn these imperfections are generated from various
sources: precision in the construction of gears profiles, absolute tolerance chosen in the
regeneration of the model, numerical accuracy of the software.
The AMESim model [12] shown in Figure 18 has been used to evaluate the kinematic flow
ripple from data collected via simulations: submodel A requires text files with the punctual
values of chamber volume and its derivative, while submodel B loads data of the flow pas-
sage areas. These values are then interpolated, duplicated and shifted of the required angle to
generate the kinematic flow ripple inside submodel C.
Fig. 16.   Simulation outcome for chamber derivative 
Fig. 17.   Relative error between analytical and simulated results for 
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This solution allows the study of the influence of the parameter  on the accuracy of
the outcomes, particularly on the flow ripple. The analytic flow ripple index, evaluated
according to eq. (4), is equal to .
Choosing this as the reference value, the relative error of the flow ripple index obtained by
simulations has been estimated at different values of parameter . Matching the
expectations, accuracy improves in a quasi-linear manner with the decrease of the interval
where the derivative is evaluated. However, a linear increase of the required simulation time
(Table 1) is observed, linked to the higher number of compelled reconstructions of the 3D
model. On the other hand, there is an increase of the punctual differences between analytical
and simulated results in the area of minimum volume. As already stated the model is
strongly influenced by possibly defective identification of gears contact points. 
5. CONCLUSIONS
Quantitative knowledge of geometric features of a fluid power pump during its entire work
cycle (variable chambers volumes, flow passage areas to and from timing slots, etc) is an
essential prerequisite in the assessment of a simulation model to the purpose of providing
adequate predictive performance of the unit being analysed.
This research work has laid down a general methodology to attain, in a CAD 3D environ-
ment, the sought informations making use of “virtual components” and “analysis features”.
“Real” components essential to the scope are gathered into an assembly and motion is
applied through one or more control parameters via mathematical relations. In turn, “virtual
Fig. 18.   AMESim model used for flow ripple calculation
Table 1.    Simulation time and relative error as a function of parameter DTHETA
DTHETA [deg] Simulation time [s] Relative error on [%]
3 103 0.56
2 155 0.33
1 309 0.29
0.5 617 0.11
0.2 1584 0.02
0.1 3326 0.02
DTHETA
GQ 4 703%=
DTHETA
GQ
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components”, representing fluid volumes within the pump are spawned (in a parent-child
relationship) from their real counterparts and inherit respective geometries and locations.
Thereafter, through an automatic change of motion control parameters values, simulations
are performed and geometric quantities measured with appropriate features. Results are then
further combined to yield, for example, volume derivatives as functions of the selected
motion parameter.
Despite the fact that the paper has only addressed an application to a gerotor pump, the pur-
ported methodology is intrinsically so general to allow attainment of geometric features of
hydrostatic pumps/motors belonging to the axial, vane and external gear families. In this
respect, extensive investigations on such units do confirm the excellent matching with ana-
lytical results.
If the approach is analytic, a possible redesign of pump timing rims constrains to a complete
reformulation of descriptive equations. Conversely, following the CAD proposition the
methodology stays unchanged and, therefore, if effected validation studies are sufficiently
robust, then confidence in obtained results might set aside the former approach. 
One further advance is viable. This is related to the unfolding of “macros” to perform some
of the envisaged operations automatically: even not-expert users could then profit of the
whole procedure. One final aspect is worth noting and namely investigating the possibility
of porting the procedure within other “high-end” CAD environments.
NOMENCLATURE 
A (-) passage area between chamber and inlet/outlet volume m2
Ce discharge coefficient -
Fe , Fi force acting on outer and inner gear N
Fj (-) kinematic function for the j-th variable volume chamber m3/rad
H gears thickness m
NV, N number of variable volumes in a generic pump -
nc number of cycles per shaft revolution 1/rev
Oe , Oi centre of rotation of outer and inner gear
pj pressure in the j-th hydraulic capacity Pa
pout pressure at the outlet port Pa
Q flow rate through port plate m3/s
Q integral average of kinematic flow rate m3/s
Qj net ingoing volumetric flow rate in the j-th hydraulic capacity m3/s
Qth kinematic (theoretical) flow rate of the pump m3/s
Te , Ti pressure induced torque on outer and inner gear Nm
Tj balancing torque on external gear for the j-th chamber Nm
Tind indicated torque at pump shaft Nm
Tth ideal torque at pump shaft Nm
t time s
V pump total displacement m3/rev
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ABSTRACT 
The hydraulic accumulator as an energy storage component in hydraulically operated 
regenerative systems is not perfect. Further energy losses in form of heat transfer from gas 
to walls of the accumulator and to surroundings is a well-known problem. Quick filling of 
the accumulator is nearly adiabatic process where the temperature of gas increases. The 
stored hydraulic energy escapes in form of heat from gas through the walls of the 
accumulator to the environment. 
The efficiency of hydraulic accumulator can be improved by using different heat recovery 
or insulation methods. Several methods to improve the energy efficiency of hydraulic 
accumulators can be found on the literature; preventing convection, restraining the raise of 
temperature during the compression or using thermal insulation. 
The aim of this study is to design and test one potential insulation method to improve the 
characteristics of hydraulic accumulator which is used as energy storage. The results of this 
study consist of multi-disciplinary simulations and measurements of insulated piston type 
hydraulic accumulator. The results demonstrate that certain thermal insulation can improve 
the energy efficiency of accumulator significantly. 
1 INTRODUCTION 
In hydraulic regenerative systems, where releasing potential (or kinetic) energy is stored 
and used to compensate the need of external energy in next work cycle, the effectiveness 
performance could be enhanced - even significantly. On the other hand, every energy 
conversion from one form to another induces losses since none of conversions are ideal and 
the number of conversions in regenerative operations should be kept to minimum. In 
hydraulic power transmission operated machines this means that the releasing potential and 
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kinetic energy which is first conversed to hydraulic energy should be stored in that form 
and further conversions, e.g. into electric, should be avoided.  
The energy efficiency of accumulator can be improved by using different heat recovery 
methods. The escaping energy, in form of heat, from gas to walls and to the environment 
can be avoided by blocking the gas flow inside the accumulator using elastomeric foam 
(porous material), since in gases and liquids the convection is the primary method of heat 
transfer [1, 2]. Apart from that, the rise of temperature can be prevented by attaching the 
heat regenerator inside the gas volume [3, 4]. The third method is to block the heat transfer 
between the compressed gas and the surroundings by using certain thermal insulation, 
which can be located either outside or inside accumulator (in gas volume). The latter one is 
preferable since it prohibits the heat transferring from gas to accumulator structure. 
This study describes the multiphysics model of hydraulic accumulator and introduces the 
experimental tests made with prototype. The simulation results of simulation model are 
validated using test data from measurements of the original piston type hydraulic 
accumulator. The experimental study of modified accumulator attached with thermal 
insulation is also presented. 
2 INSULATED ACCUMULATOR AND EXPERIMENTAL TEST SETUP 
2.1 Insulation concept 
To prevent the energy to escape from the compressed gas to surroundings a special 
insulation method was developed. The idea is to put heat insulation material inside the 
accumulator but to keep the body of the accumulator in same form as in the reference 
(original) version. The schematic drawing of the insulation is presented in Figure 1. In Fig. 
1 the number 1 indicates the insulating material which is aerogel [5], the number 2 is the 
inner tube which purpose is to provide sliding surface for the piston of the accumulator as 
the insulating material is porous and for that reason is not suitable to act as an opposite 
surface for the sealing of the piston.  
The construction of the accumulator is implemented so that the pressure in both sides of the 
inner tube is the same. This is done by drilling holes through the inner tube at top part of 
the construction (number 3 in Fig. 1). These holes allows the gas to flow from main gas 
chamber (5 in Fig. 1) to the chamber filled with insulating material (number 1 in Fig. 1) 
keeping the pressure difference over the inner tube near zero, which means that inner tube 
is not carrying the gas pressure but the pressure is supported by the outer structure (number 
4 in Fig. 1). This offers possibility to manufacture the wall thickness to as thin as possible 
to minimize the heat capacity affected to compressed nitrogen. 
In this study, the inner tube is manufactured using stainless steel but it can be produced 
using any other material which fulfils the requirements. The material of the inner tube must 
tolerate the chemical effects caused by hydraulic fluid, the operating temperature of the 
accumulator (including the peak temperature at the end of the compression phase) and offer 
well enough surfaces for piston sealing. 
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 Figure 1: Schematic drawing of the insulation method. 
 
 
  
Figure 2: Hydraulic circuit of the test setup (left) and schematic drawing of piston 
type accumulator with sensors (right). 
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2.2. Measurement test setup 
The experimental test-rig was built using two DFCUs (Digital Flow Control Unit) with five 
parallel connected on/off valves. The digital hydraulic was chosen to control the 
inflow/outflow to accumulator as it offers leak free characteristics for holding phase. 
The hydraulic circuit consists of the main pump unit, two digital flow control units 
(DFCUs), the hydraulic accumulator under investigations and separate buffer tank with an 
additional pump. The separate tank and pump are attached to the test system to shorten the 
tank line. The hydraulic circuit of the test setup is illustrated in Fig. 2.  
The measured quantities are pressures in both chambers of accumulator and close to the 
valve blocks; flow rate to/from the accumulator, the location of the piston; temperature of 
gas and oil. In the measurements of the insulated accumulator, one temperature sensor was 
attached between the aerogel and the wall of accumulator (outer tube) so that the sensor is 
not in contact with the wall. The location of the temperature sensors is shown in Fig. 3 and 
same locations were used in the simulations. 
 
Figure 3: Location of temperature sensors in insulated accumulator. 
2.2. Test cycle 
The measurement (and simulation) procedure consists of three stages; the compressing 
phase, holding phase and decompressing phase. 
In the compressing phase the accumulator is driven using reference flow rate of 30 l/min for 
the digital hydraulic flow controller to adjust the inflow rate to the accumulator under 
investigation. The filling process is continued until the gas volume has reduced from 6 
litres to 3 litres which observed using the position transducer attached to piston. 
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After the compressing phase, the valves are closed for 60 seconds. The duration of the 
holding phase was chosen to one minute because almost all the heat escapes during that 
time period and authors also expect it to be typical storing time in regenerative systems e.g. 
in hydraulic hybrid vehicles. 
The holding period is followed by the decompressing phase where the stored hydraulic 
energy is run down with the same flow rate as in the compressing phase. 
3 SIMULATION MODEL 
The multidisciplinary model of the piston type hydraulic accumulator is implemented using 
Comsol Multiphysics software, which is multidisciplinary finite element method (FEM) 
simulation software [6]. The model of the accumulator is mainly the same as used in 
previous study [4] and it is composed of three physical phenomena; heat transfer, turbulent 
flow system (Navier-Stokes) and moving mesh (movement of the piston).  
The heat transfer and the flow system of the nitrogen is modelled using Conjugate Heat 
Transfer module with turbulent flow. The subdomain of gas volume is set as fluid and for 
the walls of gas volume a boundary condition is set to be “Wall, no slip”. As the heat 
transfer in gasses is mainly done by the natural convection, the volume force (ρg) is added 
to subdomain of the gas chamber. The outside temperature of the accumulator’s structure is 
expected to stay at constant room temperature and the boundary condition is T = Troom, for 
temperature at outer wall. 
The simulation software does not recognize the change of the gas volume, which is 
modelled using the moving mesh module. The rise of the pressure during the compression 
phase is modelled as turbulent inflow to the gas volume with normal inflow velocity as the 
accumulator piston since the moving piston produces kind of “inflow” to compressing gas 
volume. The boundary condition for inlet is the average inflow speed, which is same as the 
piston velocity. The equations for turbulent flow system and heat transfer are presented in 
detail in [6]. 
The rise of temperature of the nitrogen during the compression phase is simulated using the 
heat source Q in the subdomain of the gas volume. Q is calculated using the ideal gas law 
and the equations of adiabatic process. First the amount of nitrogen in moles is calculated 
from ideal gas law using initial values: 
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By derivation of (2) we get the total power for the heat source Q at the subdomain of gas 
t
WQ
d
d         (3) 
The mesh for the calculation is automatically generated using Comsol software’s automatic 
physics controlled mesh feature with setting of element size is imposed to “Extra coarse”. 
The mesh of normal accumulator is illustrated in Fig. 4(left). 
The moving mesh decreases the quality of the mesh elements as single mesh element 
stretch when the piston moves. Figure 4(right) shows the mesh quality at situation when 
the compression has completed, red colour indicates good mesh quality while blue colour is 
for poor mesh quality. It can be seen that mesh elements which are in worse condition after 
the movement of the piston are mainly located in the oil volume. This is not a problem, 
since the effect of oil (heat transfer and flow in oil volume) to the temperature of gas is 
negligible. 
 
Figure 4: Automatically generated physics controlled mesh of normal accumulator 
(left) and the quality of mesh elements after compression (t= 6s). 
3.1 Differences in model of the insulated accumulator 
The model of the insulated version of the hydraulic accumulator is basically the same as the 
model of the normal accumulator. However, the geometry differs from the normal version 
as the thermal insulation material and the sliding pipe was added to construction. The 
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geometry properties were simplified so that the thickness of the insulating material and the 
inner tube were equivalent to real prototype. 
In the model of insulated accumulator also three extra materials were added to simulation 
model; stainless steel 304L (the inner tube), aerogel (the main insulating material) and 
polyoxymethylene POM (small plate in top of the construction acting as insulating layer 
between gas and the top part of the accumulator). Comsol software offers good library of 
various materials which are described as functions of required quantities, but some of them 
are only partially modelled e.g. the heat capacity of POM is not implemented. The missing 
material property (the heat capacity of polyoxymethylene) were obtained from the literature 
[7] and attached to the model as a function of the temperature. 
4 RESULTS 
The results of the simulation model of hydraulic accumulator are presented in the following 
section. Also the experimental results of the original accumulator and the thermally 
insulated one are introduced. 
 
Figure 5: Simulated pressure of the nitrogen in normal and insulated accumulator 
4.1 Simulation results 
The results of simulations of both of the accumulators are presented in Figures 5-7. Figure 
5 shows the simulated pressure behaviour of the nitrogen inside the accumulator; the dash-
dot line represents the unmodified accumulator and the solid curve depicts the insulated 
one. 
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Figure 6 presents the simulated temperature of the gas in both normal and insulated 
accumulator. The locations of sensors T1 and T2 are according to Fig 3. The figure shows 
clearly that the insulation is functional as temperature T2 is not increasing as much as T1 
inside the insulated accumulator. 
 
Figure 6: Simulated temperature behavior of the gas. 
  
Figure 7: Comparison between Ideal gas equations and B-W-R equations during the 
compression phase. 
In the multiphysics simulations the pressure and temperature were modelled using 
equations from ideal gas law which are well-known to be inaccurate when applied to real 
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gases –especially at the higher pressure levels. To show the differences in temperature and 
pressure between simulations with ideal gas and real gas, a simple simulation of 
compressing period has been carried out using Simulink software. The “real gas” of this 
simulation is implemented using Benedict-Webb-Rubin equation of state which is 
described in [1, 8]. The results of simulations are shown in Fig.7. 
4.2 Results of experimental tests 
The results of experimental tests are presented in Figures 8-10. Figure 8 presents the 
measured pressure of both of the accumulators during the measurement cycle. Figure shows 
that the pressure decreases less during the holding phase in insulated accumulator. 
   
Figure 8: Pressure inside the gas chamber. 
Figure 9 illustrates the measured temperature behaviour in both the insulated and the 
original accumulator. The locations of the temperature transducers are presented in Fig 3. 
The figure shows that temperature does not rise as much in insulated accumulator at 
location T1 as in the original accumulator. 
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Figure 9: Temperature of the nitrogen 
  
Figure 10: p-V diagram of the work cycle. 
Figure 10 shows the p-V –diagram of the measured work cycle. The figure manifests that 
the insulation concept improve the efficiency significantly. The efficiency of the 
accumulator has increased from approx. 72,5 % → 80 % by using the heat insulation. 
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5 DISCUSSION AND CONCLUSIONS 
A new concept for thermally insulating the hydraulic piston type accumulator was 
introduced, modelled using multidisciplinary simulation software and functional prototype 
was manufactured. 
The results of multiphysics simulations show that the final values of pressure at the end of 
the compressing phase were slightly lower than in the measurements. This is expected to be 
partly a consequence of inaccuracy of the  ideal gas law and for that reason it is advisable to 
use the real gas equations e.g. Benedict-Webb-Rubin equation of state in simulations. Other 
reason for differences in pressure between simulations and measurements of insulated 
accumulator is the uncertainty of the volume of the gas. The amount of nitrogen in 
insulating chamber (number 1 in Fig. 1) is difficult to estimate as the insulating material, 
aerogel, is porous material. 
The temperature of nitrogen in normal accumulator was acting as expected. In the 
compression phase the temperature rose slightly more in measurements than in the 
simulations which also indicates the requirement to use more accurate gas models. Instead 
of that, the temperature behaviour of the insulated accumulator had substantial difference. 
The measured temperature at location T1 rose only to 354 K at the end of compressing 
phase although the simulations expected the temperature to rose up to 370 K. This is 
expected to be measurement error because the pressure behaviour does not support the 
temperature curve. The position of the temperature transducer may be too close to or even 
touching the cover of accumulator in spite of extra effort used during the assembling of the 
prototype. 
The results of the experimental tests of insulated accumulator show that the energy balance 
of piston type accumulator can be improved. The results manifest that gas temperature of 
insulated accumulator does not increase as much as with original one and the pressure of 
the gas in insulated version decreases less during the holding period. 
However, thermal insulation seems to be a potential option to improve the energy 
efficiency of hydraulic accumulator. The results showed improvement from circa 72 % up 
to 80 per cent, which means that there are still possibilities for future improvements. 
Authors will continue their work and will publish another method for improving the energy 
balance of accumulator and combine earlier presented methods to the following prototypes. 
Also, the multidisciplinary model of piston type accumulator with real gas equations will be 
introduced in near future. 
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NOMENCLATURE 
g gravity, 9,81 [m/s2] 
k thermal conductivity [W/(m K)] 
n number of moles 
p pressure [Pa] 
p0 pressure at beginning of test cycle [Pa] 
Q heat source [W/m3] 
R universal gas constant, 8,314472 [J/(mol K)] 
t time [s] 
T temperature [K] 
T0 temperature at beginning of test cycle [K] 
T1 , T2 temperature sensors 
Troom room temperature [K] 
V volume [m3] 
V0 volume at beginning of test cycle [m3] 
W work of adiabatic process [J] 
D number of degrees of freedom divided by 2 (= 5/2 for diatomic gas) 
U density [kg/m3] 
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Abstract 
This paper focuses on the systematic development and investigation of new energy-efficient 
electrohydraulic compact drives. Configured as speed-controlled turn-key assembly, the 
concept combines the advantages of electromechanical drives (good energy-efficiency, 
compact design, user-friendliness) and the advantages of hydraulic drives (reliability, large 
forces, good overload protection). A systematic approach for the analysis of existing 
solutions that manage the unequal flows of the differential cylinder is shown. Regarding the 
price-sensitivity in the low power sector, the minimal use of (auxiliary) components is 
aimed at. Out of the derived solution space, the preferred variants for low power 
applications were selected. Prototypes were built up to proof and analyse the functionality 
of the concepts experimentally. Apart from the static and dynamic performance, the energy-
efficiency was particularly examined. Finally, a comparison with electromechanical drives, 
which were tested on a test rig as well, is done. 
KEYWORDS: Electric-hydrostatic actuator, energy-efficiency, compact-drive, low 
power applications 
1 Introduction 
Low power linear drives (P < 5 kW) are used in a wide field of applications, ranging from 
actuators in metal cutting and forming machine tools via plastic and processing machines to 
building automation. Further fields of applications include mobile working and hoisting 
machines as well as automotive and aeronautic applications.  
Although hydraulic cylinders are ideally suited for translational motions, hydraulic drives 
are increasingly displaced by electromechanical drives in this power class. The reasons for 
this are that electromechanical drives feature a good energy-efficiency on the one hand and 
an ease of use on the other hand. Designed as turn-key assembly, they offer advantages, 
such as simple installation, compact design and low maintenance for the user. 
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Disadvantages like for example increased wear, difficult overload protection and lower load 
forces are accepted. 
In contrast, currently available valve controlled hydraulic drives offer high reliability, high 
load forces, high transmissions and easy overload protection. However, they are also 
marked by high power losses and higher efforts on installation, space and maintenance. 
This includes not only the installation of a separate power pack, but also a costly pipe 
layout towards the actuator, which has to be connected by qualified staff. Furthermore, in 
particular in machine tools, a decentralisation of the drives is desired. Figure 1 shows the 
drive structures which are currently available in the area of low power applications 
including their advantages and disadvantages.  
Conventional Hydraulic Drive Electro-mechanical Drive
 
Figure 1: State of the art in low power applications 
Hence, a new concept for hydraulic drives has to be found to meet the increased user 
requirements in the low power class. This concept has to feature the following 
characteristics: 
 Compactness  
 Energy-efficiency  
 User-friendliness 
 Cost-efficiency 
Looking to the aircraft industry, a trend to energy-efficient compact drives has been noticed 
for several years. Here, highly integrated turn-key assemblies are used which consist of a 
speed controlled motor, pump, double rod cylinder and valves for auxiliary functions. 
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These so-called electric-hydrostatic actuators (EHA) achieve high energy-efficiency by 
controlling the velocity of the piston with the speed of the pump. The investigations of 
Rühlicke (1), Klug (2) and Neubert (3) have shown that – especially under part load – high 
efficiency can be achieved using this configuration. Consequently, with EHA’s-structure, 
the disadvantages of current hydraulic drives in terms of energy-efficiency and user-
friendliness are reduced significantly. Series applications in commercial aircrafts are 
already known – for example as secondary actuators for flaps in the Airbus A380 (4). 
However, the double rod cylinder installed in the EHA has a negative effect on the load 
force and in particular on the installation space. Furthermore they are very cost-intensive, 
since they have been developed for the special requirements of aircraft applications 
(Kazmeier (5), Bildstein (6)). For these reasons, currently available EHA’s do not fulfil the 
claimed features in terms of compactness and cost-efficiency and are not suitable for 
industrial or mobile applications. 
Only recently, a few hydraulic compact drive products for use in industrial applications 
have appeared on the market. Instead of a double rod cylinder a single rod cylinder is used. 
Thus, these products achieve higher compactness and better cost-efficiency. However, 
systematic investigations on compact drives for industrial low power applications have not 
yet been carried out. 
Consequently, this paper focuses on the systematic development and the systematic 
investigation of concepts for electrohydraulic compact drives, which feature the 
aforementioned characteristics needed to meet the requirements in low power applications. 
Chapter 2 and 3 describe the basic configuration and the systematic approach followed by 
the results showing the basic functionality and operation of preferred variants (chapter 4). A 
special focus is set on the results regarding energy-efficiency (chapter 5). In order to 
evaluate the performance of the developed compact drives, a comparison to 
electromechanical drives is done in chapter 6. 
2 Basic configuration and challenges 
The basic idea for the compact drive concept is to design a turn-key assembly which 
features only electrical and mechanical interfaces. With respect to a good energy-efficiency, 
the compact drive is based on the EHA-principle. In order to minimize the installation 
space, a single rod cylinder is used instead of a double rod cylinder. The schematic 
structure of the compact drive concept is illustrated in Figure 2. 
The introduced concept combines the advantages of standard hydraulic drives (reliability, 
large forces, good overload protection) and the advantages of electromechanical drives 
(good energy-efficiency, less required space, low maintenance effort, easy plug and play 
connectivity). Most disadvantages of current conventional hydraulic drives in low power 
applications are minimized or eliminated.  
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Figure 2: Schematic structure of the investigated compact drive concept 
In case of using a single rod cylinder combined with a pump control, the main challenge is 
the management of unequal volume flows of the cylinder. The balancing volume flow 
caused by the rod has to be charged or discharged in accordance with the direction of 
motion. By now, several variants for managing the balancing volume flow were disclosed 
in a various number of publications and patents (e.g. (7), (8), (9), (10), (11)). Furthermore, 
scientific research has been conducted investigating specific circuit configurations (e.g. (1), 
(3), (12) and (13)). With a special focus on the requirements of low power applications, a 
methodological investigation of the various options for managing the balancing volume 
flow is needed. 
3 Solution space and preferred variants 
Based on a comprehensive analysis of the state of research, a solution space for the pump 
control of a single rod cylinder could be derived. This solution space classifies the existing 
variants according to the number of used pumps, the number of used drives and the type of 
circuit. Figure 3 shows the derived solution matrix. 
With regard to a compact and reasonably priced design of low power application drives, the 
grey highlighted fields in the matrix with one drive and one pump unit are of particular 
interest. The further division into systems with switching or pressure valves and systems 
without any valves – as illustrated in Figure 3 on the right hand side – is appropriate. 
 
Figure 3: Solution matrix for the pump control of a single rod cylinder, General (left) 
and in particular with one pump (right) 
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In order to derive the preferred variants out of the solution space, a design methodological 
evaluation in accordance with the Kepner-Tregoe method was carried out. Evaluation 
criteria were chosen with particular attention to the specific requirements of low power 
applications, such as compact design, use of standard components and low costs. Owing to 
the numerous application fields of compact drives, different load cases were evaluated 
separately, as shown in Figure 4. The complexity of motion increases from case A to D. 
 Load Case C:Load Case B: Load Case D:Load Case A:
 
Figure 4: Different load cases for the design methodological evaluation 
The evaluation led to different preferred variants for different load cases. For simple drive 
tasks (load case A and B), a simple design is of prime importance, whereby the dynamic 
stability is the decisive factor for enhanced drive tasks with switching loads (load case C 
and D). Figure 5 illustrates the preferred variants of the evaluation. The variants are built in 
a closed circuit manner and characterized by their simplicity and robustness.  
 
Figure 5: Circuit diagram of the preferred variants of the evaluation 
In the first variant “Inverse shuttle valve” only one pump unit is used. The balancing 
volume flow is charged and discharged by means of only one pressure-controlled auxiliary 
valve that features the characteristic of an “inverse” shuttle valve. This means the low 
pressure side of the cylinder is always connected to the tank reservoir. Thus, the balancing 
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volume flow is always charged and discharged on the low pressure side of the cylinder. In 
this feature, the variant “Inverse shuttle valve” is similar to the investigated actuator of 
Rahmfeld and, later on, Williamson, where this function is realized via two piloted check 
valves. A detailed operation description of the variant “Inverse shuttle valve” is provided in 
(14). The advantage of this variant is the flexibility in terms of design since there is no 
geometrical restriction between the displacement volume of the pump, the piston areas of 
the cylinder and the auxiliary valves. Therefore, the “Inverse shuttle valve” is best suited 
for load cases A and B, and also able to handle load cases C and D (swichting loads). 
However, there are dynamic limits for the operation of this concept. A detailed description 
of the dynamic limits can also be found in (14). 
The second variant “Double gear pump” uses two external gear pumps, which are arranged 
on a common shaft. The balancing volume flow is charged and discharged by the pump, 
which is connected to the piston chamber of the cylinder and the tank reservoir. Due to the 
same pump speed, the displacement volumes are strictly geometrically linked to the piston 
areas of the cylinder in order to avoid pressure peaks and cavitation on the suction ports of 
the pumps. Therefore, the displacement volume ratio of the pumps has to match the piston 
area ratio ĳ of the cylinder. Furthermore, anti-cavitation valves should be adopted. 
Although this variant is in terms of design not as flexible as the other, it is particularly 
appropriate for enhanced drive tasks with switching loads.  
4 Demonstrators and examination of performance 
To examine the static and dynamic performance of the preferred variants, demonstrators 
were built up. With respect to price-sensitivity, the demonstrators were designed with the 
proviso to keep the amount of auxiliary components as low as possible. For the variant 
“Inverse shuttle valve”, a spool valve was used in the design instead of a poppet valve. 
Those valves commonly used as hot oil shuttle valves, are widespread commercially 
available. Figure 6 shows the developed demonstrators. 
Demonstrator „Inverse shuttle valve“ Demonstrator „Double gear pump“ 
 
Figure 6: Demonstrators of the preferred variants 
Following the systematic approach, the demonstrators were tested in terms of the different 
load cases and dynamic excitations on a test rig. The test rig is designed as electrohydraulic 
load axis and allows for application of the different load cases on the demonstrators. 
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In Figure 7, experimental results for load case B (Resistive load) are illustrated as 
examples. For the experiments, the drives executed a given profile of extending and 
retracting in an open loop control manner. The pump speed magnitude was constant both 
for extending and retracting. The initial pressure of the accumulator was set to pacc = 2,5 
bar. The graphs show the principal functionality of the pump controlled single rod cylinder 
with a minimum of throttle losses by means of the inverse shuttle valve and the double gear 
pump.  
Due to the dominant inertial loads, the shown reversal process represents an enhanced 
motion profile for the drives. While the maximum acceleration of variant “Inverse shuttle 
valve” is limited, variant “Double gear pump” could be applied with the maximum 
acceleration rate of the electric motor. Thus, in the experiments, accelerations of up to 15 
m/s² could be achieved. The experiments could also prove the concept functionality in the 
load cases A, C and D. 
Variant „Inverse shuttle valve“ Variant „Double gear pump“ 
 
Figure 7: Test Results for the load case B “Resistive load” 
The graphs show that no pressure peaks or cavitation occurs with the minimal equipment of 
auxiliary valves. Only in a few cases a hydraulic restraint appeared while applying a load in 
retracting direction for variant “Double gear pump”. Due to a leakage flow from the piston 
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side of the pump to the rod side of the pump, the pressure rose in both cylinder chambers to 
a certain level. This behaviour was not repeatable and can be referred to the operation of the 
axial bearings in the gear pumps, which compensate the axial gap. Since they are 
configured for a minimal speed of n = 800 rev/min, a correct operation for lower speeds can 
not be assured. Coulomb friction and restraint torques lead to complex interrelations for the 
operation of the axial bearings, which cannot be predicted. Here, a further improvement of 
the pumps for lower speeds is necessary. Otherwise, a double gear pump in an open circuit 
manner is recommended.  
5 Energy-efficiency of the electrohydraulic compact drives 
An important feature of electrohydraulic compact drives is their energy-efficiency. 
Therefore, the demonstrators were examined in terms of their energy-efficiency on a test rig 
as illustrated in Figure 8. 
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Figure 8: Test rig for examining the energy-efficiency of the demonstrators 
exemplarily for variant “Inverse shuttle valve” 
The power is measured at each interface, starting from the electrical power input via the 
servodrive and the servo motor to the hydrostatic gear and the connected mass. In all 
experiments, the same servodrive and servo motor was used. With these measurements, the 
efficiency of each component i can be calculated by: 
iin
iout
i P
P
,
, K   (1) 
By measuring different operating points, a static efficiency map could be recorded.  
Figure 9 illustrates the overall efficiency maps of the preferred variants. The parameters 
load and velocity are normalised to the nominal parameters of the electromechanical drive 
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(EMD), which is presented in chapter 6. In areas of high workload both variants achieve a 
reasonably good efficiency. In these operation areas efficiency remains on a plateau and 
falls significantly towards lower velocities and loads. Reasons for this are lower volumetric 
and electrical efficiency at lower velocities as well as lower hydro-mechanical efficiency at 
lower loads. For the variant “Inverse shuttle valve” an overall efficiency of up to 65 % and 
for the variant “Double gear pump” an overall efficiency of up to 55 % was measured. 
As can be seen at the efficiency map of variant “Double gear pump”, the graph could only 
be recorded to half of the nominal load of the electromechanical drive. The reason for this 
is an oversized pump unit, which had to be used for the demonstrator. Using standard 
components, no smaller pump unit was commercially available. With the oversized pump, 
the electric motor was not able to deliver the required torque for higher loads. Also, the 
pump unit in the demonstrator “Inverse shuttle valve” is not ideally sized, since no smaller 
component was commercially available. It is obvious that oversized components have a 
negative effect on the efficiency – not only on the hydraulic components but also on the 
electric ones. The efficiency of the electric drive is also strongly dependent on the operating 
point. This means that the usage of optimal components leads to improved efficiency. 
Variant „Inverse shuttle valve“ Variant „Double gear pump“ 
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Figure 9: Energy-efficiency of the hydrostatic gears of the demonstrators  
Looking at the Sankey-diagrams in Figure 10, the proportion of energy loss of each 
component compared to the whole system becomes clear. At the referred operating points 
(marked with a circle in Figure 9) both the hydrostatic gears show a total loss of energy of 
about 25 %. The electric drive in variant “Inverse shuttle valve” has a total loss of 13 %. In 
contrast, the electric drive in variant “Double gear pump” has a total loss of about 21 %. 
The reason for this is that, due to the lower transmission ratio of variant “Double gear 
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pump”, the electric drive has to deliver a much higher torque at lower speeds. In those 
operating points, the efficiency of electric drives significantly decreases.  
Variant „Inverse shuttle valve“ Variant „Double gear pump“ 
Pel
Figure 10: Sankey-diagrams of the demonstrators  
Looking from another point of view, these results show the potential of electrohydraulic 
compact drives. With the inherent characteristic of hydraulic gears that small pumps can 
work with a higher shaft speed than ball screw drives, not only the efficiency of the 
hydraulic gear could be improved significantly with optimal components, but also the 
electric drive could work in better efficiency areas or even could be down-sized.  
The level of efficiency that can be achieved with optimally sized components is estimated 
at 72.3% (Figure 11). This is supported by extrapolated data derived on basis of the range 
of efficiency of a 2-quadrant-pump at the scale needed.  
Figure 11: Sankey diagram (extrapolated) for a hydraulic compact drive with 
optimally sized components  
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6 Comparison to electromechanical drives 
In order to evaluate the efficiency of the developed electrohydraulic concept, a comparison 
to electromechanical drives is appropriate. Information on technological characteristics of 
electromechanical drives are mostly spread by manufacturers itself. In data sheets, for 
example, information on energy efficiency is given only in a generalized way by a single 
value for a specific operating point. An efficiency map is missing. Also scientific works to 
screw drives are few and far between. Therefore, a commercially available 
electromechanical drive with a ball screw was tested experimentally, in order to analyse the 
efficiency of these drives. The experiments were carried out analogues to the experiments 
in chapter 5 using the same test rig including the same servodrive and servo motor. 
Figure 12 shows the overall electromechanical drive efficiency. Analogue to 
electrohydraulic drives, a plateau with a good efficiency can be recognized in areas of high 
workload, which falls significantly towards lower speeds and forces. This decrease can also 
be referred to a lower electric and mechanical efficiency in these operating points. Near the 
nominal operating point, the overall efficiency of the axis is 74.6%. 13% of the losses are 
due the electric drive and 12.4% to the ball screw drive.  
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 Figure 12: Efficiency map (left) and Sankey diagram (right) of an electromechanical 
drive
Comparing the drives it becomes clear that the electrohydraulic prototypes are in an 
efficiency range similar to that achieved in electromechanical drives, which are already 
developed for series production. In particular in part-load operation and in periods of 
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high degree of user friendliness and compact design – due to the fact that electrohydraulic 
and electromechanical compact drives have the same structure. 
On the basis of equivalent energy efficiency and user friendliness, further technological 
criteria can be used for the comparison and evaluation of the drives. These are stated in 
Table 1 and can be assigned to the categories operating characteristics, construction, safety 
and application. In dependence to the requirements of the particular application, the most 
suitable drive technology can be selected objectively as a result of the evaluation of drives. 
Due to their inherent characteristics, hydraulic drives offer clear advantages generating 
higher forces and also with regards to robustness. Although electromechanical drives are 
extremely stiff, this, conversely, means that they also have poorer capabilities to absorb 
impacts. Furthermore, the maximum acceleration of ball screws is, unlike that of hydraulic 
cylinders, technologically limited.  
Category Criterion Elektrohydraulic compact drive 
Elektromechanical 
compact drive* 
Energy efficiency ++** ++
Robustness ++ o
High forces ++ o
Stiffness o ++
Impact absorption ++ --
Max. acceleration ++ +
O
pe
ra
tin
g 
ch
ar
ac
te
ri
st
ic
s 
Thermal characteristics ? +
Installation space ++ ++
Nominal speed of 
drive assembly  ++ -De
si
gn
Variable transmissions ++ --
Overload protection ++ o
Sa
fe
ty
 
Fail-safe ++ -
User friendliness ++ ++
A
pp
lic
a-
tio
n
Durability /  
Maintenance effort ? o+
  * with ball srew    ** expected 
Table 1: Comparison of the characteristics of electrohydraulic and electromechanical 
compact drives 
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In terms of design the maximum speed of the spindle or the pump is an important criterion. 
Ball screws have to be operated with lower speeds than small pumps because of critical 
maximum ball speeds and bending vibrations. Depending on the design, this may be factor 
1.5. This has far-reaching consequences for the reachable maximum speed or conversely 
for the size of the electric motor that has to be applied. If one considers the possibility of 
enhancing electrohydraulic compact drives with a switchable transmission (rapid speed / 
working speed), these drives can, under certain circumstances, be considerably better 
designed for the application requirements than electromechanical axes that allow only fixed 
transmissions. 
Regarding safety, hydraulic compact axes are also to be evaluated positive. While 
controlled overload protection and fail-safe functions can be realised relatively easy, a fail-
safe function for electromechanical drives can only be realised with more effort.  
Of course, thermal characteristics and the predicted durability and maintenance effort are 
important features, which influence the performance and acceptance of electrohydraulic 
drives reasonably. These aspects, which were not investigated in detail in recent works, 
shall be focussed in future works. 
7 Conclusion 
Low power linear drives (P < 5 kW) are used in a wide field of applications. In this paper, a 
systematic approach for the development of new electrohydraulic compact drives was 
introduced, which emphasises enhanced energy-efficiency, user-friendliness, small 
installation space and minimal maintenance of the drive. Designed as a turn-key assembly, 
the new compact drive uses a pump control in combination with a single rod cylinder based 
on the EHA-principle. For the particular challenge to manage the unequal volume flows of 
a single rod cylinder, a systematic solution space was developed to provide an overview of 
the various design options. Following the systematic approach, a design methodological 
evaluation with the selection of preferred variants was carried out with particular attention 
to the specific requirements of low power applications. The preferred variants are 
characterized by their simplicity and robustness. To examine the performance and the 
energy-efficiency of the compact drives, demonstrators were built up and tested in 
experiments. Experimental results presented in this paper show the basic functionality of 
the systems. A special focus was set on the examination of the energy-efficiency of the 
compact drives. Furthermore, a comparison with electromechanical drives was done. Here, 
a commercially available electromechanical drive was tested experimentally as well. The 
results show, that electrohydraulic compact drives achieve a similar good efficiency and 
user-friendliness as electromechanical drives. Against this background further criterions for 
the comparison were included, where hydraulic drives feature some unique characteristics 
due to inherent technological advantages. In future works, the thermal characteristics and 
durability of electrohydraulic compact drives shall be focussed. 
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ABSTRACT 
When improving the energy efficiency of a work machine, an energy recovery system is in 
many cases an effective solution. In lift/lower -function of a reach truck mast, a direct 
hydraulic recovery system with hydraulic accumulators and a Digital Flow Control Unit 
(DFCU) has been proven as a very viable option. In this kind of system however, the pre-
load pressure of accumulator gas chamber has a critical influence on the overall 
performance of the recovery system, and therefore method for its optimization based on 
work cycle related parameter values (e.g. load) is needed.  
In this study a new simplified model for optimizing accumulator parameters is created 
based on analytical assessment on hydraulic losses with given system topology. The model 
approach was needed since the system contains time dependent and partly interdependent 
variables, both internal and external. The functionality of this model is validated with 
measurements utilizing the full size truck test system.  
In addition, system hardware and effectiveness of DFCU-controller were improved 
compared to previously published results. Measurements with different loads and fork 
velocities were carried out utilizing load optimized pre-load pressure settings. In the best 
case, energy consumption reduction was measured to exceed 50 per cent with the round trip 
efficiency of the hydraulic recovery system nearing 90 per cent.  
Keywords: Reach truck, energy recovery, energy regeneration, optimization, hydraulic 
accumulator 
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1  INTRODUCTION 
Increasing energy prices, tightening regulations and public view on energy and 
environmental issues have prompted to research focusing on energy efficiency of machines 
and processes. When focusing on machines’ internal energy consumption (improvements 
on work cycles etc. excluded), energy efficiency improvements can be obtained by using 
higher efficiency components or by redesigning system topology and, in addition, by 
retrieving and storing machines’ internal kinetic and/or potential energy.  
Most of the commercially available energy recovery systems today are based on electric 
recovery and are used in passenger transportation and more specifically in automobiles. 
Usage of other energy storage types is fairly scanty compared to the previous. Some 
commercial systems utilizing hydraulic recovery can however be found. For example, 
kinetic energy recovery system to be used in trucks [1] or potential energy recovery system 
implemented to a very narrow aisle truck (subtype of fork lifts) [2]. When concerning 
research on hydraulic energy recovery, there can be found many studies on the subject in 
literature. For example, Achten et al. have researched on hydraulic regenerative drivelines 
on vehicles [3] and Yang et al. on hydraulic elevators [4].  
For a typical reach truck there are only two subsystems that can be prudently modified to 
allow energy recovery. These are the masts lift and lower function in addition to the 
driveline of the machine. In the case of other functions of the machine, there is no potential 
energy to be recovered and kinetic energy levels are too low for any reasonable recovery 
system. Due to the fact that driveline testing facilities are beyond the available resources of 
this project, this study is focused merely on the lift and lower function of the reach truck’s 
mast system. Since the mast system is hydraulically operated the usage of hydraulic energy 
recovery is well justified starting point since it enables avoiding unnecessary energy form 
conversions (hydraulic-electric-hydraulic).  
This study is a part of HybLab-project which aims in significant reductions in energy 
consumption of work machines. Previously in this project, a fully functional hydraulic 
recovery circuit for reach trucks’ lift/lower function has been built and measured using a 
realistic work cycle [5]. However, a work cycle of a reach truck in normal operational 
conditions includes arbitrary sequences with random parameters such as lift height and 
load. Thus, in real usage a “factory set” value for accumulator pre-load pressure would be 
un-optimal in most cases which creates the need to re-set this value to one optimized for 
current work cycle. In order to achieve this efficiently, a novel approach was needed since 
optimization based on previously created full system simulation model, or using 
measurements with test system, would be too time consuming when executed in 
sufficiently wide scope of variable values. This need for faster optimization procedure 
necessitates an analytical approach for simplification of the given system and creation of a 
model for optimization based on the previous.  
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2  METHODS 
This section describes the studied system set-up and basis for optimization in this system. 
2.1  System set-up 
The main components in the studied energy recovering system are the pressure 
accumulators and the digital flow control unit (DFCU), illustrated in Figure 1. The DFCU 
consists of two individually adjustable control edges containing five poppet-type on/off-
valves each, coupled with different sized orifices. In figure 1, these two metering edges are 
drawn with modified symbols of a proportional 2/2 valve, which is the most established 
drawing symbol for a DFCU [6]. The individual adjustability of control edges are needed 
for dynamic division of volume flows between accumulator package and tank. The division 
is achieved with a cost-function based controller [7] written in C-code running in xPC-
target (MATLAB/Simulink) machine.  
The poppet-type valves enable virtually leakage free operation, which is crucial for this 
system since leakage from accumulators would result in loss of stored energy.     
 
 
Figure 1.  Simplified circuit diagram of test system, lifting cylinders (plunger type) on 
top 
qV,accu
qV
qV,tank
V
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2.2  Basis for optimization 
The recovered energy is stored as pressurized fluid in the hydraulic accumulator or 
accumulators. The energy content of accumulator is given with, 
dVVpWaccu ³ oilaccu  (1) 
where paccu is the pressure of hydraulic fluid inside accumulator and Voil is its volume. The 
energy content is at its local maximum after each lowering phase of mast system, and 
therefore when optimising the efficiency of the energy recovery system, the goal is to 
optimize the sum of these local energy maxima over the studied work cycle. This method 
assumes that all energy collected at phase x is completely used in phase x+1. 
¦ cyclesEE
1
cmaxt
 
(2) 
The two variables in equation (1) have multiple dependencies, including cross-
dependencies. The boundary conditions for the two are: 
accuoil VV d  (3) 
loadpreaccu t pp  (4) 
and for paccu while loading the accumulator 
lossescylaccu ppp d  (5) 
The truck used in this study contains two lift height dependant stages with different piston 
areas, which leads to two different pressure levels in mast input. In the lower portion of 
height range (free lift zone) only forks and their support structure is moved, and in upper 
zone part of the mast structure is moved. The system pressure when operating free lift zone 
is hereafter referred as pcyl1 and in the upper portion as pcyl2. 
cyl2cyl1 pp   (6) 
and 
cyl1cyl pp   when hmast_switclift hh  , otherwise cyl2cyl pp   (7) 
The mast is velocity controlled, and hence the desired volume flow from mast while 
lowering is user set. Let us assume that the operator uses highest available descent velocity, 
which is true for most real operating situations. This translates roughly to a 45 l/min flow 
from the mast.  
 
The two sources of significant losses in the system are direct losses to tank via DFCU:s 
cylinder-tank control edge (B-edge), and pressure losses in cylinder–accumulator control 
edge (later: A-edge) (Figure 2.).  
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Figure 2. Hydraulic losses when controlling the flow in lowering motion 
 
The former is given with  
³ 2
1
tankv,cylloss1 dtqpE  (8) 
where 1 refers to initial condition and 2 to end condition. qV,tank is greater than zero when 
Δp across A-edge is larger than Δpmin. As stated before, there are five individual valves with 
different chokes on each of them on one control edge. It has been noticed that usage of 
theoretical flow equation causes some slight errors in actual flows. This due to the fact that 
in addition to the chokes the DFCU-block contains additional restrictions (such as bends 
etc.). In order to guarantee a good operation of the controller, a modified flow equation 
must be used for flow calculations 
n
min
5
1
nV
z
n
pKq ¦
 
' 
 
(9) 
The values of K and z are individually identified via measurements for each coupling of 
poppet valve and orifice [5]. When concerning the losses in A-edge, they depend on Δp 
across it.  
³  dtqppE accuv,accucylloss2 )(  (10) 
The pressure in accumulator depends on its pre-load pressure, initial gas volume, its 
characteristics and loading speed. The pressure-volume relationship is (polytropic process)  
NN
2211 VpVp   (11) 
where sub index 1 refers to initial condition and 2 to end condition. In this case, initial 
condition is empty accumulator with preloaded gas pressure and the pressure in the 
accumulator is given with 
A-edge B-edge
Direct losses
Throttling losses
To accumulators To tank
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accu2 dtqV
Vp
V
Vppp
accuV
preload
³   
 (12) 
This yields to a total loss of 
³ ³³   dtqdtqV
Vp
pdtqpEEE
accuV
preload
accuv,
,1
1
cyltankv,cylloss2loss1totloss, ))(
( N
N
 (13) 
When Δp is less than Δpmin. If Δp is greater than Δpmin equation (13) simplifies to 
³ ³   dtqdtqV
Vp
pEE
accuV
preload
accuv,
,1
1
cylloss2totloss, ))(
( N
N
 (14) 
In order to maximize Eaccu, Eloss,tot must be minimized since potential energy is either stored 
to accumulators or lost in previously described manner. The equation (13) must be 
iteratively solved since the division of qV alters along with the charging of accumulators. In 
this study this has been conducted by creating a Simulink based model using the previous 
equations. This analytical model has operation height dependent case structure (for the two 
different mast phases) with simplified flow-mast height relation calculation (dynamics of 
mast, such as mass and elasticity are not included). For the division of qV the same C-code 
based controller, as used in the full truck model simulations, has been utilized. 
 
2.3  Measurement system and measurements 
The measurement system was instrumented for previous studies with a broad range of 
transducers covering pressures, flows, temperatures, rotational speed, torque, load forces 
and load position [8]. For this study, the flow transducers were however bypassed for 
minimizing the flow losses. In addition to these, one of the accumulators was instrumented 
for measuring piston position, gas chamber pressure and temperature of the gas. 
Measurements were carried out using Simulink xPC Target software, which included also a 
controller for the DFCU. The controller defines which valves of the DFCU (both control 
edges) are to be opened and which closed in order to fulfill simultaneously the charging of 
the accumulators and the demanded lowering speed. The controller calculates the flow 
through control edges using data from pressure transducers.  
 
After the initial measurements, presented at [5], the test platform was modified by reducing 
flow losses within the system. In addition to the above mentioned bypassing of flow 
transducers, this also entailed shortening of flow lines and increasing the cross-sectional 
flow areas, where feasible. The DFCU-controller parameters (weighting coefficients) were 
also iteratively “tuned” (via measurements). The previously used parameter values 
emphasized the precision of the set volume flow value which led to too excessive usage of 
valves on B-edge (and though to undesired losses). The tuned controller allows more error 
between demanded and calculated flow thus reducing the unwanted usage of B-edge. With 
these the flow error still remains very small (<1 l/min), and would be unnoticeable from 
operators point of view.          
 
For validation of the optimization model, measurements were carried out with differing pre-
load pressure settings in 10 bar intervals. Closer to the expected optimal pre-load pressure 
point the interval was changed to 5 bar (both below and above the point). The measurement 
points were 10, 20, 30, 35, 40, 45, 50, 60 and 70 bars. The total accumulator volume used, 
was selected to be 16 liters, travel distance was 2.7 m and the velocity 0.4 m/s. For each 
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pre-load pressure setting, the measurement included three phases; lifting without assistance, 
lowering with recovery on and lifting with assistance on. The loss results are derived from 
the difference of electric power drawn from battery pack between non-assisted and assisted 
lifts. 
 
The energy consumption reduction measurements were conducted using three different 
external loads and for each, three lifting/lowering velocities. The selected loads were 500, 
1000 and 1500 kg and velocities 0.2, 0.3 and 0.4 m/s. As with validation measurements, 
these measurements consisted of the same three phases. And the energy consumption 
reduction ratio is defined as 
,
unassisted
assistedunassisted
s E
EE  *  (15) 
where Eassisted is the energy consumption (calculated from the measured electric power 
drawn from the battery pack) with the hydraulic assistance on and Eunassisted is the energy 
consumption with the assistance off. The energy consumptions for both the assisted and 
unassisted cases are defined as 
³³   1
0
1
0
d)(d
t
t
t
t
tIUtPE  (16) 
 Since the energies are calculated from discrete measurements, (16) is discretized to 
tIUtPE ' ' ' ¦¦  (17) 
where Δt is the sampling interval. 
The total efficiency of the recovery circuit is calculated as a ratio between the energy used 
for assisting (energy consumption difference between un-assisted and assisted lifts) and the 
total recoverable energy (potential energy), defined as 
  hgmm
EE
loadstruc
rec 
 assistedunassistedK  (18) 
where mstruc is the mass of moving structural parts, mload is the used external load, g is the 
acceleration of gravity (9.816 m/s used) and the h is the measured operating height. This 
value is similar to round trip efficiency (given to for example electric double layer 
capacitor) but it also includes the energy type conversions. 
 
3  RESULTS 
This section includes the results obtained from the energy loss equations and validation of 
these utilizing measurements with selected parameters. In addition, the results of energy 
consumption measurements with optimized pre-load pressure setting values are depicted.   
3.1  Validation of analytical model by loss minima comparison 
The measured loss values are derived from measured electrical power drawn from battery 
and hence natively include all powertrain losses as the analytical model includes only 
hydraulic losses in DFCU flow division and charging the accumulators. Therefore, the 
analytical model and measured losses are not commensurate by means of energy values, the 
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validation will be based on comparing the position of their minima in the pre-load pressure 
axis.  
Figure 3 illustrates measured energy losses versus simulated direct hydraulic losses 
obtained from the analytical model. The operation cycle for these is lifting and lowering 
static load of 1000 kg using operational height of 2.7 meters and velocity of 0.4 m/s. The 
total oil volume of accumulators is set to 16 liters. 
 
Figure 3. Loss minima comparison. Measured values: blue dots. Results of analytical 
model: red line. Parameters:  Lift height: 2.7 m, load 1000 kg, velocity 0.4 m/s and 
accumulator capacity 16 l. 
In addition to finding the correct pre-load pressure setting the model created can be used for 
assessment of effect of accumulator’s volume and pressure setting on the overall 
performance of the system. In figure 4 are illustrated simulated energy losses as a function 
of pre-load pressure using six different sized accumulators.   
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Figure 4. Energy losses for six accumulator volumes; Optimal pre-load setting for 
each accumulator is in the minimum of energy losses. Operation values: Lowering 
from 2.7 meters (load 1000 kg, v=0.4 m/s). 
3.3  Energy consumption measurements 
The energy consumption reduction ratios with three external loads using three velocities are 
presented in table 1. 
Table 1. Measured energy consumption reductions. Constant load in lifting and 
lowering, operating height 1.6 m  
Load [kg] 
Velocity [m/s] 500 1000 1500 
0.4 26 % 41 % 45 % 
0.3 30 % 42 % 50 % 
0.2 31 % 45 % 53 % 
 
The total efficiencies of the energy recovery system in these tests are depicted in figure 5. 
The total efficiency, defined by equation (18), describes the ratio of how much of the 
available potential energy during lowering was reused for assisting energy in next lifting 
motion. 
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Figure 5. Total efficiency of energy recovery and re-use 
In addition to the previous energy consumption measurements, three measurements were 
carried out using so called order picking cycle. In this case the lifts were done without 
external load and lowering with three different loads. Operating height was set to 2.7 m and 
velocity to 0.4 m/s, results in table 2.  
Table 2. Energy consumption reductions. Order picking cycle - lowering with 
indicated load; lifting without external load, operating height 2.7 m  
  
Load [kg] 
500 1000 1500 
39 % 79 % 120 % 
 
It can be observed that this type of operation cycle transforms to energy positive when 
lowered load exceeds approximately 1250 kg. This means, that with certain specific work 
cycles this machine could in theory rely solely on power collected from lowering masses ( 
it also verified that the controller of induction motor (that is driving the pump) is capable of 
charging the trucks main battery).  
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4  DISCUSSION  
Based on the validation measurements, the created simplified model was found to be fairly 
accurate for pre-load pressure optimization. The difference in the positions of loss minima 
(on the pre-load pressure axis) was found to be approximately 5 bar (figure 3). Most of this 
error is expected to arise from the throttling losses between the DFCU A-edge and 
accumulators in the test system (losses in hoses, accumulator divider block etc.). This error 
will be analysed and factored in to the next revision of the model.     
In addition, the created analytical model has some simplifications, which can bring about 
some inaccuracies to the energy loss calculations with some operation parameter values. 
One of these is the assumption of isothermal loading and unloading of the accumulator 
(κ=1 in eq 11). Based on measurements, this assumption is fairly accurate using large 
accumulator sizes. However, with decreasing accumulator volumes the error of this 
assumption increases, as the true value of the polytropic constant increases. To increase the 
accuracy of the model with small accumulator capacities the polytropic constant should be 
adaptable and hold times should be factored in. Another factor that causes some 
inaccuracies is the possible changes in operating parameters in some of the system’s 
components that were excluded from the model created. For example; with different 
hydraulic assistance power the power requirement of the pump alters, thus shifting the 
operation point of the induction motor (and changing its efficiency).  
The model can also be used for assessing or optimizing the accumulator volume for a 
system with known operational work cycle parameters. From figure 4, it can be observed 
that with given parameter values the additional benefit of increasing accumulator volume 
drastically decreases after the volume of 12 liters. 
The energy consumption measurements with optimized accumulator pre-load pressure 
settings indicated energy consumption reductions between 26 and 53 per cent compared to 
a machine without energy recovery and re-use system. The calculated total efficiencies of 
the energy regeneration system were between 50 and 91 per cent, being most efficient with 
high loads and low velocities.  
In these measurements, the used accumulator volume of 16 liters was sufficient for 
maintaining the thermal losses in accumulators relatively small (low relative loading flow 
and hence low temperature gain in gas). If a significantly lower volume had been used, the 
thermal losses of accumulator would have become more significant and the reduction of 
these losses would have required attention. In literature, there are many examples on 
research in modelling the thermodynamic behaviour of accumulators and in to methods of 
improving the efficiency [9,10]. 
When concerning the task of altering pre-load pressure settings on such system, it is evident 
that the upcoming work cycle should be known, and in addition remain relatively constant 
for sufficient duration. Such cases can be found for example in warehouses and material 
handling tasks in industry. When operating in mixed goods warehouses with variable loads 
it would not be prudent to alter pre-load pressure setting to match every task. With such 
operating parameters, a more adaptable recovery system topology should be considered 
instead of the direct recovery system studied here. For addressing this, an alternative 
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recovery circuit based on indirect hydraulic recovery utilizing a hydraulic transformer has 
been designed. Even though this new system is expected to have a lower peak efficiency 
(than optimized direct system), simulations [11] suggests that it has better overall 
efficiency.  
 
5  CONCLUSIONS  
A mathematical model of hydraulic energy losses was created and implemented using 
Simulink. This enabled fast calculations for evaluating the effect of different parameters on 
the system’s effectiveness. These parameters include the parameters of the recovery system 
and also work cycle related parameters. The analytical model can be used for optimization 
of accumulator volume and pre-load pressure and for comparison of direct hydraulic losses 
with given system topology. It cannot, however, be used for system energy usage or total 
energy loss calculations. The functioning of this model was validated with measurements. 
The measurements with load optimized accumulator pre-load pressure settings yielded 
energy consumption reductions ratios between 26 and 53 per cent compared to a machine 
without energy recovery and re-use system. The total efficiencies of the energy 
regeneration system were found to be between 50 and 91 per cent, being most efficient with 
high loads and low velocities. 
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NOMENCLATURE  
E Energy       [J] 
n index of poppet valve     [-] 
paccu  pressure of accumulator (hyd.)  [Pa] 
pcyl pressure at cylinder assembly  [Pa] 
ppre-load initial pressure of accumulator (gas) [Pa] 
qV volume flow    [m3/s] 
t time     [s] 
Vaccu total accumulator oil volume  [m3] 
Voil oil volume inside accumulator  [m3] 
Γs consumption reduction ratio  [-] 
ηrec efficiency of recovery   [-] 
κ polytropic index    [-] 
 
DFCU  Digital Flow Control Unit 
 
 Fluid Power and Motion Control 2012 121
REFERENCES  
 [1] Gannon , Mary C., 2009. Hydraulic hybrids on rise. Hydraulics & Pneumatics, Vol 
62, 7 2009. p. 26-31. 
 
 [2] Toyota Materail Handling Europe. Facts about BT-ALS. http://www.toyota-
forklifts.se/SiteCollectionDocuments/PDF%20files/Facts-about-BT-ALS.pdf. Retrieved, 
03.07.2012 
 
[3] P. Achten, G. Vael, T. Kohmäscher, M. Ibrahim-Sokar, Energy efficiency of the 
Hydrid, Proc. Int. Fluid Power Conference 6th IFK, 2008 
 
[4] Huayong Yang, Wei Sun, and Bing Xu. New Investigation in Energy 
Regeneration of Hydraulic Elevators. IEEE/ASME TRANSACTIONS ON 
MECHATRONICS. 2007, vol 12, issue 5. p. 519-526. Available; 
http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=4351935. Retrieved 03.07.2012 
 
 [5] Hänninen, H.,Kauranne, H., Sinkkonen, A., Pietola, M. Study on Energy Usage of 
Reach Truck Equipped with Energy Recovery System, The Proceedings of The 12th 
Scandinavian International Conference on Fluid Power (SICFP’11) Volume 3, May 18-20 
2011 Tampere, Finland. p.179-188, ISBN 978-952-15-2520-9 
 
[6] Linjama, M., Laamanen, A. and Vilenius, M. Is it time for digital hydraulics? The 
Eighth Scandinavian International Conference on Fluid Power (SICFP’03). Tampere, 
Finland, May 7-9, 2003.  
 
[7] Juhala, J; Kauranne, H; Kajaste, J; Pietola, M,. 2009. Improving energy efficiency 
of work machine with Digital Hydraulics and pressure accumulator. The 11th Scandinavian 
International Conference on Fluid Power (SICPF'09), Linköping, Sweden, June 2-4, 2009. 
15 p. ISBN: 978-91-7393-588-3 
  
[8] Sinkkonen, A., Kauranne, H., Hänninen H., Pietola, M, 2011. Analysis of Energy 
Balance in Electrohydraulic Forklift. The 12th Scandinavian International Conference on 
Fluid Power (SICPF'11), Tampere, Finland, May 18-20, 2011. p.193-204, ISBN 978-952-
15-2518-6 
 
 [9] Pourmovahed, A., Baum, S.A., Fronczak, F.J., Beachley, N.H. Experimental 
evaluation of hydraulic accumulator efficiency with and without elastomeric foam. Journal 
of Propulsion and Power, Vol. 4, March-April, 1988. pp. 185-192. 
 
[10] Stroganov, A., Sheshin, L. Accumulator efficiency improvement: Heat insulation 
or regeneration. The 11th Scandinavian International Conference on Fluid Power, 
SICFP’09, June 2-4, 2009, Linköping, Sweden. 13 p. ISBN 978-952-15-1761-7 (CDROM). 
 
[11] Hänninen H., Juhala, J, Sinkkonen, A., Hentunen, A., H, Pietola, M, 2010. 
Comparing hybrid power transmission systems of work machines. The 7th International 
Fluid Power Conference (IFK), 22.-24.3.2010, Aachen, Germany. p. 189-200, ISBN 978-3-
940565-92-1 

 Fluid Power and Motion Control 2012 Edited by Dr D N Johnston and Professor A R Plummer
© With The Centre for Power Transmission  and Motion Control
Minimizing the Power Dissipation in the 
Piston-Cylinder Gap Using a Barrel-
Shaped Piston 
Kim A. Stelson, Professor and Director 
Feng Wang, Postdoctoral Associate 
Center for Compact and Efficient Fluid Power 
Department of Mechanical Engineering 
University of Minnesota 
Minneapolis, MN 55455, U.S.A. 
 
 
 
ABSTRACT 
A hydraulic piston pump is a key component of a hydrostatic drive. Improving the 
efficiency of these piston units will improve overall hydrostatic drive efficiency. There are 
many losses in a piston unit, including the losses between piston and cylinder, cylinder 
barrel and valve plate, swash plate and slipper, etc. To improve the efficiency of a piston 
unit, the piston-cylinder assembly is studied in this paper. In a conventional piston unit 
design, the piston is a cylinder. In this paper, a barrel-shaped piston design is studied to 
minimize the power dissipation in the piston-cylinder gap. To conduct a comparison, the 
power dissipation in the gap with a cylindrical-shaped piston is selected as the baseline. In 
the analysis, it is assumed that the flow in the gap is laminar and the fluid is incompressible. 
The flow velocity distribution, the pressure gradient, the leakage flow and the viscous 
friction are studied. It is shown that in some cases, a barrel-shaped piston can have higher 
efficiency than a cylindrical piston. The optimum curvature of the piston and the minimum 
power dissipation can be determined, providing a theoretical way to design barrel-shaped 
pistons. The analysis is validated with CFD simulation. 
KEYWORDS: barrel-shaped piston, piston-cylinder assembly, gap flow, efficiency, power 
dissipation, optimization, hydrostatic drive. 
1. INTRODUCTION 
Hydraulic pumps and motors are essential components in a hydrostatic drive, and highly 
efficient pumps and motors are necessary to improve efficiency. There are several types of 
pumps and motors of which the piston type is most popular due to its high efficiency, high-
pressure rating and variable function. There are three types of piston units, axial, bent axis 
and radial piston. Despite of the different unit types, there is a common and essential 
element inside these units, the piston-cylinder assembly. The power dissipation in the 
piston-cylinder gap is just one portion of the power losses in a piston pump. Other losses 
such as the loss between cylinder block and valve plate and the loss between swash plate 
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and slippers needs to be investigated to give a comprehensive understanding on how the 
efficiency of piston unit is influenced by these losses. 
The piston moves cyclically inside the cylinder bore. The gap between the piston and 
cylinder is filled with fluid. The gap seals the fluid, provides lubrication and supports radial 
loads. There is leakage in the gap and viscous friction on the moving piston. The leakage is 
caused by the pressure difference along the gap while the viscous friction is caused by the 
viscous drag between fluid and moving piston. The leakage and viscous friction influence 
the drive efficiency of the piston-cylinder assembly and therefore influence the efficiency of 
the whole piston unit. 
Some studies were conducted to improve the efficiency of the piston-cylinder assembly by 
optimizing the gap clearance. Gap leakage increases while the viscous friction decreases as 
the gap clearance increases. There is an optimum gap clearance that achieves maximum 
overall efficiency as a trade-off between viscous friction and leakage energy losses [1,2,3].  
There are also some studies on how the fluid viscosity influences the efficiency. When the 
oil viscosity increases, the gap leakage decreases while the viscous friction increases. There 
is also optimum fluid viscosity to achieve maximum overall efficiency [ 4 , 5 ]. A 
dimensionless viscosity that combines the fluid viscosity, pressure and piston velocity is 
defined to obtain the optimum viscosity, which can be found in [6].  
There are also some efforts to improve efficiency using high bulk modulus fluids. Air or 
other gasses in the fluid is the main factor reducing the bulk modulus. High bulk modulus 
fluid has less compressibility, reducing volume change and increasing volumetric efficiency 
[7,8]. 
There are many studies on the leakage flow, viscous friction and power dissipation in the 
piston-cylinder gap for cylindrical pistons [9,10,11,12,13,14,15,16]. Gap shapes other than 
cylindrical; such as converging wedge, diverging wedge, secant wedge, exponential wedge, 
tapered land and Rayleigh step shapes; are studied as hydrodynamic bearings [17,18,19]. 
Some commercial piston units use barrel-shaped pistons to achieve higher efficiency. 
However, no study has been found to theoretically investigate how the higher efficiency is 
achieved by using barrel-shaped pistons.  
In this paper, a barrel-shaped piston is studied to minimize the power dissipation in the 
piston-cylinder gap. The power dissipation in a gap with a cylindrical-shaped piston is 
selected as the baseline. The flow is assumed to be laminar, Newtonian and incompressible. 
The analysis is based on the one-dimensional Reynolds equation.  
2. BASIC EQUATIONS 
Consider a barrel-shaped piston moving inside a cylindrical bore in a piston pump, as shown 
in Figure 1. The barrel-shaped piston has a diameter, D , and length, L . The radius of the 
barrel shape, R , is much larger than the piston diameter and length. The piston is centered 
inside the cylinder. The central gap height, 0h , is in the middle of the piston, as shown in 
Figure 1. For pumping, the pressure on the left of piston is the tank pressure, zero, and the 
pressure on the right of piston is the load pressure, sp . The piston moves to the right against 
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the pressure force, with velocity, U . Since the piston diameter is much larger than the gap 
height, the flow between the piston and cylinder can be approximated as flow between two 
flat plates. 
x
y
/2L /2L
0h
dxx
h
U R
0p  Sp p LQ hW
Piston
Cylinder
u
o
L
/ 2D
 
Figure 1 Flow between cylindrical bore and barrel-shaped piston 
Based on Newton’s law of viscosity and the Reynolds equation, the velocity of the fluid in 
the gap, u , is [20]:  
2
1 2
1
2
pu y C y C
xP
w  w                                                  (1) 
where P  is the viscosity of the fluid, p  is the pressure, and x , y  are the coordinates within 
the gap. 1C  and 2C are the coefficients determined by the boundary conditions. 
The boundary condition is that the velocity of the fluid on the stationary cylinder is zero, 
and the velocity of the fluid on the piston is the same as the velocity of the piston: 
0u   at 0y                                                          (2)  
u U  at y h                                                        (3) 
where h  is the gap height at the coordinate, x .  
This yields: 
1
1
2
U pC h
h xP
w  w                                                       (4) 
2 0C                                                                 (5) 
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Therefore the velocity of the fluid in the gap is: 
21 ( )
2
U pu y y yh
h xP
w  w                                              (6) 
 
3. LEAKAGE FLOW 
The leakage flow in the gap, LQ , is: 
3
0 2 12
h
L
DUh Dh pQ D udy
x
S SS P
w   w³                                      (7) 
The pressure gradient along the x-axis is: 
3
12 ( )
2 L
p DUh Q
x Dh
P S
S
w  w                                              (8) 
The total pressure drop along the x-axis is the integration of the pressure gradient, which is
sp : 
/2
/2
L
sL
pdx p
x
w  w³                                                       (9) 
Therefore the total pressure drop along the x-axis is: 
/2 /2
2 3/2 /2
121 16
L LL
S L L
Qp U dx dx
Dh h
PP S  ³ ³                                 (10) 
The piston shape is assumed as a parabola, the gap height h at the coordinate, x , is: 
2 2
0 0
0
(1 )
2 2
x xh h h
R Rh
|                                               (11) 
The following expressions are made using Taylor series expansions with the maximum 
order of four: 
2 4
2 2
0 0 0
1 1 (1 )
2 4
x x
h h Rh R h
|                                             (12) 
2 4
2 2 2 2
00 0
1 1 3(1 )
4
x x
Rhh h R h
|                                             (13) 
2 4
3 3 2 2
00 0
1 1 3 3(1 )
2 2
x x
Rhh h R h
|                                            (14) 
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The following integrations are made: 
2 4/2
2 2 2 2/2
00 0
1 3(1 )
12 320
L
L
L L Ldx
Rhh h R h
  ³                                 (15) 
2 4/2
3 3 2 2/2
00 0
1 3(1 )
8 160
L
L
L L Ldx
Rhh h R h
  ³                                  (16) 
Substituting Eq. (15) and (16) into Eq. (10): 
2 4 2 4
2 2 2 3 2 2
0 00 0 0 0
126 3 3(1 ) (1 )
12 8320 160
L
S
Q LUL L L L Lp
Rh Rhh R h Dh R h
PP
S                 (17) 
Therefore the leakage flow is: 
2 4
2 2 3
00 0 0
2 4 2 4
2 2 2 2
0 00 0
31
12 320 1
2 123 31 1
8 8160 160
S
L
L L
RhDh U R h p DhQ
LL L L L
Rh RhR h R h
S S
P
 
 
   
            (18) 
Since
2 4
2 2
0 0
3 1
8 160
L L
Rh R h
  , the following approximation is made: 
   
2 4
2 4 2 2
0 0
2 2
0 0
1 1
83 3201
8 160
L L
RhL L R h
Rh R h
|  
                                (19) 
Therefore the leakage flow in the gap is: 
32 4 2 4
0 0
2 2 2 2
0 00 0
(1 ) (1 )
2 24 12 8240 320
S
L
Dh U p DhL L L LQ
Rh L RhR h R h
S S
P|                (20) 
The leakage flow is defined with the same direction as the piston movement, the actual flow 
of the piston, aQ , is: 
2
32 4 2 4
0
0 2 2 2 2
0 00 0
4
[ 2 (1 )] (1 )
4 24 12 8240 320
a L
S
D UQ Q
p DhDU L L L LD h
Rh L RhR h R h
S
SS
P
 
      
      (21) 
Defining an equivalent piston diameter eD :  
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2 4
0 2 2
0 0
[ 2 (1 )]
24 240e
L LD D D h
Rh R h
                                    (22) 
The equivalent piston diameter is slightly larger than the piston diameter. Therefore the 
actual flow of the piston is: 
2 3 2 4
0
2 2
0 0
(1 )
4 12 8 320
e S
a
D U p Dh L LQ
L Rh R h
S S
P                               (23) 
 
4. VISCOUS FRICTION 
Substituting Eq. (20) into Eq. (8), the pressure gradient along the x-axis is: 
2 4 2 2 2 4
2 2 2 2 2 2 2
0 00 0 0 0
2 4 2 2 2 4
2 2 2 2 2 2
0 00 0 0
6 3( )
2 244 16 240
3 3 3(1 )
2 82 16 320
S
p U x x L x L L
x Rh Rhh R h R h R h
p x x L x L L
L Rh RhR h R h R h
Pw     w
     
                    (24) 
According to Newton’s law of viscosity, the shear stress is: 
1 (2 )
2
du U p y h
dy h x
W P P w   w                                         (25) 
At y h , the shear stress is: 
2h
U h p
h x
W P w  w                                                        (26) 
The viscous friction force on the piston caused by a fluid element of length dx  is: 
f h h hdF dA D dxW S W                                                  (27) 
The total viscous friction on the piston, fF , is: 
/2
/2
2 4 2 4
0
2 2 2 2
0 0 00 0
7(1 ) (1 )
2 24 24240 960
L
f hL
S
F D dx
p Dh L L D UL L L
Rh h RhR h R h
S W
S S P
 
|     
³
          (28) 
The actual drive force on the piston, aF , is the sum of the pressure force and the viscous 
friction force: 
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2
2 4 2 4
0 2 2 2 2
0 0 00 0
4
7[ 2 (1 )] (1 )
4 24 24240 960
S
a f
S
p DF F
p D L L D UL L LD h
Rh h RhR h R h
S
S S P
 
|      
    (29) 
Substituting the equivalent piston diameter as defined in Eq. (22), the actual drive force is: 
2 2 4
2 2
0 0 0
7(1 )
4 24 960
S e
a
p D D UL L LF
h Rh R h
S S P|                             (30) 
 
5. POWER DISSIPATION 
For a single piston in a piston pump, the input power is the mechanical power that drives the 
piston against the load and the output power is the hydraulic power. The power dissipation 
in the gap, dP , is the difference between these two powers, considering the piston curvature 
1/ RN  : 
2 2 22 2 3 2 5
2 2 2 20 0 0
2 3
0 0 0
1 7 1[1 ( ) ] [1 ( ) ] [1 ( ) ]
3 2 2 7 224 960
d a S a
S S S
P F U p Q
p h p h p hD U L D U L D U L
h UL UL ULh h
S P S P S PN NP P P
 
     
(31) 
A dimensionless factor that combines the load pressure, central gap clearance, fluid 
viscosity, piston velocity and piston length, O , is defined: 
2
0
2
Sp h
UL
O P                                                             (32) 
Therefore the power dissipation in the barrel-shaped piston is: 
2 2 3 2 5
2 2 2 2
2 3
0 0 0
1 7 1(1 ) (1 ) (1 )
3 724 960d
D U L D U L D U LP
h h h
S P S P S PO N O N O              (33) 
It is shown in Eq. (33) that the power dissipation in the barrel-shaped piston is a quadratic 
function of the piston curvature, creating the possibility of reducing the power dissipation 
with a barrel-shaped piston. When the curvature is zero, Eq. (33) reduces to the case of a 
cylindrical gap as shown in [6]. 
As it is shown in some textbooks [1,2,4], the optimum gap clearance with a cylindrical-
shaped piston, 0 _ oph , is: 
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0 _
2
op
S
ULh
p
P                                                       (34) 
Considering the situation when the central gap clearance is near the optimum gap clearance: 
0 0 _ (1 )oph h H                                                         (35) 
where H  is the deviation from the optimum gap clearance. 
The dimensionless factor is: 
2(1 ) 1 2O H H  |                                                      (36) 
Therefore the power dissipation is: 
2 2 3 2 5
2
2 3
0 _ 0 _ 0 _
4 4 6 4
3 1 2 1 324 960d op op op
D U L D U L D U LP
h h h
S P S P H S P HN NH H
                     (37) 
Differentiating the power and setting the derivative equal to zero, the optimum piston 
curvature for minimum power dissipation is: 
0_
2
20 4 1 3
1 2 6 4
op
op
h
L
H HN H H
                                                 (38) 
With this optimum piston curvature, the power dissipation is: 
2 2 2
_ min 2
0 _ 0 _
4 5 (4 ) (1 3 )
3 12 (6 4 )(1 2 )d op op
D U L D U LP
h h
S P S P H H
HH
                             (39) 
The following three cases are discussed.  
1. If 0H  , the central gap clearance is the same as the optimum gap clearance. The 
dimensionless factor in this case is 1O  , and the optimum piston curvature to get the 
minimum power dissipation in this case is 0opN  . This is a cylindrical-shaped piston, 
meaning that the barrel-shaped piston does not help to reduce the power dissipation. 
The minimum power dissipation in this case is: 
2
_ min
0 _
4
3d op
D U LP
h
S P                                                    (40) 
2. If 0H ! , the central gap clearance is larger than the optimum gap clearance. The 
dimensionless factor in this case is 1O ! , and the optimum piston curvature to get the 
minimum power dissipation in this case is 0opN  . This is the negative barrel or concave 
case. 
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3. If 0H  , central gap clearance is smaller than the optimum gap clearance. The 
dimensionless factor in this case is 1O  , and the optimum piston curvature to get the 
minimum power dissipation in this case is 0opN ! . This is the positive barrel or convex case. 
The power dissipation as a function of the piston curvature at different central gap 
clearances is shown in Figure 2. 
. 
 
 
 
 
 
 
 
 
Figure 2 Power dissipation as a function of piston curvature 
at different central gap clearances 
The CFD simulation has been conducted to verify the analysis. The piston-cylinder 
assembly geometry and the mesh are built in Gambit and solved in Fluent. Since the gap 
between the piston and cylinder is axisymmetric, a 2D gap profile is used to simplify the 
model. The simulation parameters are shown in Table 1. The number of cells solved in the 
simulation is 200,000. 
Table 1 CFD simulation parameters 
Parameter Value Unit 
piston diameter 1.0E-02 m 
piston length 4.0E-02 m 
optimum gap clearance 1.4751E-05 m 
load pressure 2.00E+07 pa 
oil density 850 kg/m3 
oil viscosity 2.72E-02 pa.s 
piston velocity 2.0 m/s 
 
The CFD simulation results are shown in Table 2. It is shown that when the central gap 
clearance is the same as the optimum gap clearance, the minimum power dissipation occurs 
at zero piston curvature, which is a cylindrical piston. When the central gap clearance is 
larger than the optimum gap clearance, the minimum power dissipation occurs for a 
negative piston curvature. When the central gap clearance is smaller than the optimum gap 
clearance, the minimum power dissipation occurs for a positive piston curvature. These 
0H  
0H !
0H 
Piston curvature, k 
Power dissipation, Pd 
kop- kop+ 
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conform to the analysis results shown in Figure 2. In the CFD results, the power 
dissipations with zero piston curvature at different central gap clearances are not identical, 
which are different from the analysis results shown in Figure 2. This discrepancy comes 
from approximations in the analysis since the CFD result is expected to be more accurate 
than the analysis. 
Typical parameters were used in the CFD model. In this analysis O  ranged from 0.81 to 
1.21. The optimum curvature varied from -0.0143 to 0.0101 m-1 where 0.0101 m-1 
corresponds to a piston radius of 99 m. 
Table 2 Power dissipation in the piston-cylinder gap (unit: W, CFD results) 
 
Piston curvature (m-1) 
kop-=-0.0143 k=0 kop+=0.0101 
ɛ =-0.1 13.41 12.87 12.75 
ɛ =0 12.85 12.64 12.69 
ɛ =+0.1 12.71 12.79 12.99 
 
 
6. CONCLUSIONS 
The power dissipation in the piston-cylinder gap with a barrel-shaped piston is studied in 
this paper. It is assumed that the gap flow is laminar Newtonian flow and the fluid is 
incompressible. The analysis is based on one-dimensional Reynolds equation and Newton’s 
law of viscosity. The temperature effect is not taken into consideration in the analysis.  
The fluid velocity distribution, pressure distribution, leakage flow and viscous friction in the 
piston-cylinder gap are studied. A dimensionless factor which includes the load pressure, 
central gap height, fluid viscosity, piston velocity and length is defined to aid the analysis. It 
is shown that the power dissipation in the barrel-shaped piston can be expressed as a 
quadratic function of the curvature of the piston. The optimum curvature of the piston for 
minimum power dissipation can be determined. 
The analysis shows that a barrel-shaped piston, concave or convex, can be more efficient 
than a cylindrical-shaped piston in some conditions. The results have been validated through 
numerical simulation. The current study is for pumping, but can easily be extended to 
motoring.  
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ABSTRACT 
Digital hydraulics offers an alternative for traditional proportional and servo valves by 
means of parallel connected 2/2-way on/off valves and intelligent control. Programmability 
of digital hydraulic valve systems enables versatile use of the control valve which reduces 
the number of valve types needed in a hydraulic system. In this paper, the functionality of a 
traditional hydro-mechanical pressure relief valve is realized with a control algorithm 
integrated to a digital hydraulic control system to remove pressure peaks that often emerge 
in the chamber between the actuator and the control valve. Digital hydraulic pressure relief 
function enables parameter changes via controller user interface. The maximum pressure 
setting and the behaviour of the controller can be set based on the system characteristics.  
Simulation study is performed to determine the operation limits in terms of hydraulic 
capacity of the controlled volume and a valve response time. Test system is built to verify 
simulations. This paper represents a new method to eliminate unwanted pressure peaks in a 
hydraulic system. It summarizes the operation limits for different valve and system 
configurations. A PNM-coded digital valve system is studied and it is noticed to react faster 
than a PCM-coded valve system. 
Keywords: Digital hydraulics, Digital fluid power, Digital valve system, pressure relief, 
controller design, design by contract, PNM 
1  INTRODUCTION 
Digital fluid power has been studied with increasing intensity in the past decade and it is 
gaining interest amongst several large component and machine developers. Study of digital 
hydraulics has been expanded in recent years not only to comprehend valve systems (i.e. 1 
& 2), but also switching transformers (3), pumps (4) and multi-chamber cylinders (5).  
Two different approaches to digital hydraulic valve systems (DVSs) are to use PWM-
controlled switching of on/off valves or to connect several on/off valves in parallel as 
presented  in  figure  1.  One  of  the  main  benefits  of  using  a  DVS  is  the  flexibility  and  
programmability since each meter-in and meter-out edge can be controlled independently. 
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Parallel  connection  ensures  that  the  opening of  the  valve  is  always  at  least  as  fast  as  the  
slowest on/off valve. Since the effective opening area is the sum of flow areas of open 
on/off valves, only discrete flow levels can be achieved. Number of discrete values –
known as states – can be maximized by setting individual valve capacities according to 
binary coding (1:2:4:…) i.e. to use pulse code modulation (PCM). In this way n2-1 discrete 
flow rates can be achieved with n number of valves. Parallel connection of on/off -valves 
forms a basic digital hydraulic valve unit called Digital Flow Control Unit (DFCU). 
Example of a cylinder control with a DVS is presented in figure 1. 
Figure 1: Actuator control with digital valve system with four digital flow control 
units (DFCUs) containing parallel connected on/off valves. 
PCM-coding with binary or similar coding schemes e.g. Fibonacci-code (6) has been the 
practice in recent years. However this has some drawbacks and limitations which could be 
eliminated by connecting parallel valves with equal flow capacities i.e. by using pulse 
number modulation (PNM) in valve coding (7). The Biggest obstacle for the development 
of PNM-coded digital valve systems is the lack of fast, inexpensive on/off valves on 
market. Miniature valves have been one of the main research objectives in the field of 
digital hydraulics (8). 
Typically different valve functions have required separate valve types in hydraulic systems. 
Programmability of digital hydraulics enabled functionalities of a pressure reduce valve and 
a flow control valve to be developed with DFCUs in (9) and (10). Those are few possible 
applications where programmability of the valve could be used. A Digital valve system 
requires a sophisticated control system to exploit its full potential. Because control 
algorithms are getting more and more sophisticated, contract based design methods 
commonly used in object oriented programming have been developed to assure good 
quality of the controller (11 & 12). Systematic design of a digital hydraulic controller with 
a modified V-model advocated in the software relevant part of the standard IEC61508 used 
to certify safety critical industrial equipment has been studied and are yet to be published. 
These methods are also used in the study of this paper. 
Pressure relief method studied in this paper is intended to replace relief valves located at the 
proximity of an actuator by utilizing the DVS used to control the actuator. The Purpose of 
the relief valve is to prevent sudden pressure peaks that often emerge with high payloads 
and in sudden changes of the movement direction. Actuator is thus protected from high 
pressures that could be hazardous to the system. The valve response time along with the 
stability are the most important aspects in operation of a pressure relief valve (PRV) when 
the purpose of the valve is to act as a shock valve. The Overshoot of the valve depends on 
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the response time and on the hydraulic capacity of the controlled volume. Hydraulic 
capacitance is determined with the equation 
e
h B
VC  
(1)
where V is the volume of the chamber and Be is the effective bulk modulus of the system. 
Derivative of the pressure is then obtained from the equation 
hC
Q
dt
dp ¦ 
(2)
where ȈQ is the sum of the inflow and the outflow. 
2  PRESSURE RELIEF CONTROLLER 
Operating principle of the pressure relief function (PRF) is to use pressure sensors and 
feed-back control. Flow is passed through the valves from the pressure side to the tank side 
when the user set maximum pressure level is reached. The PRF is designed to act against 
sudden pressure peaks in the actuator chambers and therefore improving the static 
properties with more complex control algorithm is neglected in this study. The PRF 
controls the DFCUs on the meter-out edges as seen in figure 2.  
Figure 2: Additional pressure relief functionality in a digital valve system. 
After the pressure relief algorithm is integrated to the control algorithm user can adjust the 
main parameters via the user interface of the system. User set cracking pressure determines 
the pressure level in which the tank side DFCU starts to open and corresponds to the spring 
pre-load of a traditional hydro-mechanical valve. New feature in the digital hydraulic 
pressure relief function is the ability to adjust the pressure-flow sensitivity online. This 
corresponds to changing the spring stiffness of a traditional hydro-mechanical pressure 
relief valve. Limitations for the performance are determined by the characteristics of the 
digital valve system and by the controlled volume. Shock relief valves are usually sized 
according  to  the  possible  port  flows  of  the  actuators  i.e.  the  nominal  flows.  The  DFCUs  
which actuates the PRF are sized according to a proper small pressure drop across the valve 
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with  the  nominal  flow and therefore  only  small  states  of  the  DFCU are  likely  to  be  used  
with high cracking pressures. 
Dynamic behaviour of the digital hydraulic pressure relief in a specific volume is 
determined by the dynamics of the on/off -valves and by the controller pressure-flow 
sensitivity. Smaller pressure rise gives more aggressive behaviour which corresponds to a 
growing proportional gain of the controller. Same phenomenon can be seen with hydro-
mechanical PRVs when stiffness of the spring changes.  
Inputs to the controller are the measured chamber pressures and the outputs of the main 
actuator controller. Block presentation example of a PRF integrated to a model based 
velocity controller presented by Linjama et. al. (1) is shown in figure 3. Similarly, any extra 
features, e.g.  anti-cavitation, could be incorporated to an existing controller. 
Figure 3: Modification of the controller proposed in (2). 
2.1  Structure of the controller 
Structure of the PRF is presented in figure 4. PRF consists of filtering of the pressure, 
controller which selects the optimal flow to tank, finding an optimal state and comparing 
the control signals to the ones from the actuator velocity controller.  
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Figure 4: Structure of the pressure relief controller. 
Due to the noise in a measured pressure signal, filtering is preferred to decrease the 
switching frequency of the valves. Low-pass filtering and an addition of a small hysteresis 
reduces the number of valve switching significantly. In experiments a non-linear filtering 
by taking the median value of five samples with a sample time of 0.5 ms and a hysteresis of 
1 % of the cracking pressure decreased the number of switching to one third compared to 
having only an analogue low-pass filtering with a cut-off frequency of 230Hz. Since the 
response time is crucial for the chamber relief functionality filtering is kept as small as 
possible and could even be eliminated from the PRF if pressure peaks do not emerge often 
in the system.  
Controller calculates a proper reference flow of a DFCU by a simple equation of 
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where pmax_rel is the user set parameter that defines the pressure-flow sensitivity of the 
controller i.e. the pressure rise with respect to the flow through the DFCU. 
Find optimal valve control signal finds the opening combination that realizes a flow rate 
that is bigger than but closest to the one determined by the controller. This block also takes 
an advantage of the PNM-coding by using independent control of the valves with a fast 
sample time. This enables faster reaction to pressure peaks since a new state of a DFCU can 
be determined with faster intervals than with PCM-coding. Control principle is that each 
valve can be commanded to a new value after the time duration of the valve response time 
has passed independently of other on/off valves. With the PCM-coded DFCUs, the sample 
time must always be slightly bigger than the valve response time because the uncertainties 
in the valve openings can cause large pressure peaks. Comparison of control strategies for 
PNM- and binary coded DFCUs are presented in figure 5.  
Figure 5: Example of PNM control strategy. Valve delay 4 ms, total response time 7 
ms, fast sample time 1 ms and slow sample time 8 ms. 
2.2  Simulations 
Simulation model used is presented in figure 6. It consists of a volume, a PRF-controller 
and a model of the DFCU. The main controller output is kept as a zero vector and the tank 
pressure is set to zero. The pressure that is generated in the volume is modeled by 
substituting eq. 1 into eq. 2 and taking an integral of the derivative of the pressure. The 
effective bulk modulus and the volume of the chamber determine the pressure gradient 
when certain stepwise flow is directed to the chamber. No transmission line dynamics are 
included  into  the  model.  The  static  model  of  the  DFCU  calculates  the  sum  of  the  flows  
through each of the on/off valves with the equation: 
¦
 
' 
i
ni
x
i
ipkvQ (6)
in which kvi is the individual flow-gain of the valve, ǻp is the pressure difference over the 
valve, xi is  the  exponential  term of  the  valve  model  and n is the number of valves in the 
DFCU.   Dynamics  of  the  DFCU  are  modeled  as  a  delay  phase  and  a  following  constant  
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acceleration phase. Delay phase is known to be usually longer than the acceleration phase 
and therefore delay/response time ratio of 0.6 was used. 
Figure 6: Simulink model for the simulations of the pressure relief function 
Simulation studies show the valve behavior with 10, 2 and 0,5 ms switching time valves in 
figure 7. Hydraulic capacitance of the system is set to a small value for which the system 
barely remains stable. Stepwise flow of 75 l/min is applied to the volume with a constant 
bulk modulus of 1500 MPa. Cracking pressure is set to 16 MPa and the pressure-flow 
sensitivity to 50 % which in this case equals to 0.05 MPa/(l/min). The Nominal flow rate 
and the resolution of the DFCU are constant: 100 l/min @ 3 MPa and 64 respectively.  
Figure 7: Effect of valve response time to the minimum capacitance of the system. 
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It can be noticed that fast response times are needed for relatively small volumes in order to 
avoid the instability with a constant disturbance flow. Instability relates to the fact that only 
discrete opening values are possible with a DFCU and as the hydraulic capacitance 
decreases the difference between the “too large state” and the “too small state” increases. 
For large enough hydraulic capacitances the difference between the states remains small 
and the response can be seen as marginally stable. 
Since volumes in actuator chambers vary according to the actuator position, a minimum 
volume  consisting  of  only  hoses  or  pipes  and  dead  volumes  of  an  actuator  can  be  quite  
small and therefore fast valves are needed in many applications. However, these values of 
hydraulic capacitances are only valid for a DFCU with a nominal flow of 100 l/min @ 
3MPa and with stepwise flow of 75 l/min. Corresponding operating limits for any system 
with the same relation between the nominal valve flow and the disturbance flow is 
theoretically directly proportional as presented in table 1. Simulations of figure 7 are the 
ones numbered as 1, 4 and 7: 
Table 1: Effect of the nominal flow of a DFCU to the operation limits with a 
disturbance flow of 75 % of the nominal flow.  
Simulation tRESPONSE [ms] Vol. [l] BEFF [MPa] QDFCU @ 3MPa [l/min] 
1. 10 4,20 1500 100
2. 10 2.10 1500 50 
3. 10 1,05 1500 25 
4. 2 0,90 1500 100
5. 2 0,45 1500 50 
6. 2 0,23 1500 25 
7. 0,5 0,20 1500 100
8. 0,5 0,10 1500 50 
9. 0,5 0,05 1500 25 
Faster response with a PNM-coded DFCU can be seen with 10 ms switching time valves in 
figure  8.  PNM-coded  system  has  smaller  fluctuations  in  the  state  diagram   compared  to  
binary-coded system which yields smaller settling time for the pressure. With faster 2 ms 
switching time both coding methods give fast settling times due to relatively large hydraulic 
capacitance in relation to valve response time. 
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Figure 8: Simulated responses of the pressure relief function with PNM- and binary-
coded DFCUs. DFCU resolution 64/63, valve nominal flows 100 l/min @ 3 MPa, 
Volume 5.3 l and Bulk modulus 1500 MPa. 
3  TEST SYSTEM 
For the validation of the pressure relief function and for comparison to traditional pressure 
relief valves, experimental test system is build. A DFCU is designed for relatively large 
flows with a small pressure drop. Better behavior of the pressure relief function with 
respect to the pressure ripple could have been achieved with a smaller nominal flow of the 
DFCU, but in this case the idea is to implement the pressure relief controller to a digital 
valve system that is designed for controlling an actuator. 
Valve system consists of 16 parallel connected equal sized Bosch Rexroth KSDEU on/off 
valves with 12 VDC coils. An emptied 5 liter accumulator is placed before the valves to 
give a total control volume of 6.7 liters. Valves are equipped with 1.6 mm orifices to 
achieve a total flow rate of 82 l/min @ 1.5 MPa. Valve openings and closings are boosted 
with booster electronics that provides a pull-in voltage of 48 V. Valve delays are measured 
to be around 5 ms and response time less than 10 ms. Effective bulk modulus is measured 
to be around 1900 MPa and remaining relatively constant with pressures larger than 5 MPa. 
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Hydraulic  medium used is  Shell  Tellus  S46 with  a  temperature  of  40  ±  2  °C.  The  PNM-
coded DFCU of the test system is modified from an existing 4-way digital valve system 
used in previous studies by connecting ports A and B, and respectively P and T together as 
illustrated in figure 9.  
Figure 9: Schematics of the test system. 
The selected pressure relief valve for the comparison is Sun Hydraulics RDDA LCN with a 
nominal flow of 95 l/min and a pressure range from 7 to 42 MPa. The valve is directly 
operated and a typical response time of 2 ms is mentioned in the data sheet.  
4  EXPERIMENTAL RESULTS 
Valve measurements are conducted by measuring step responses of the controller by 
creating different pressure gradients with constant disturbance flows from 10 to 75 l/min. 
High pressure gradients are created by allowing a constant flow from the pump to the tank 
through a number of valves of the DFCU and then rapidly closing all valves as illustrated in 
figure 10. 
Figure 10: Constant pressure gradient with constant flow from the pump unit.  
Comparison of the Sun Hydraulic RDDA LCN and the digital hydraulic valve system is 
presented  in  figure  11.  The  DFCU resolution  is  poor  which  is  observed as  a  rather  large  
ripple in the steady state pressure. Big flow rates of the valves reduce the number of valves 
used with high pressure differences. With a pressure setting of 16 MPa and a disturbance 
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flow of 75 l/min, states 3 and 4 are alternating in the steady state. Aggressiveness of the 
controller is kept same in the measurements of figure 11 so that percentual pressure rise is 
equal with different pressure settings. With a pressure setting of 4 MPa it can be seen that 
optimal DFCU state is found for disturbance flow of 75 l/min and the valve switching is 
stopped. Frequency of the pressure ripple varies according to the difference between the 
disturbance flow from the pump and the closest achievable flow through the DFCU.  
Pressure overshoot with the PRF is appearing to be smaller than with the analogue valve 
with all pressure settings and disturbance flows over 25 l/min. Pressure rise with a small 
pressure setting with the analogue valve is relatively high. Minimum pressure setting was 
declared to be 7 MPa and therefore different valve should have been used with cracking 
pressure of 4 MPa.   
Changes in the DFCU state at the beginning of the opening with a disturbance flow of 75 
l/min and a pressure setting of 16 MPa is presented in figure 12. First state of the DFCU is 
commanded only 0.5 ms after the pressure has exceeded the set cracking pressure of 16 
MPa. Pressure rise is fully stopped 11 ms later. With a binary coded DFCU the delay could 
have been up to 11 to 12 ms due to the lower sample time. The worst case total time to the 
fully stopped pressure gradient would have been around 20 ms when the valve response 
time is included. 
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Figure 11: Step responses of the Sun Hydraulics RDDA LCN (analogue) and the 
digital hydraulic valve system with 16 bit PNM-coded DFCU. 
Figure 12: Close up of pressure and valve state behaviour.
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5  CONCLUSIONS AND DISCUSSION 
Programmability of the digital hydraulic valve systems makes it possible to integrate 
different valve functionalities to the digital control valve of an actuator. The pressure relief 
functionality studied in this paper is a new way to realize pressure peak elimination. This 
approach offers the possibility to set the cracking pressure via control panel while 
traditionally this has required manual work in case of fast acting shock relief valves. Also 
the spring properties have traditionally been fixed for some flow and pressure range. With a 
digital hydraulic solution properties such as pressure-flow sensitivity and hysteresis can be 
tuned online allowing a wide operating range.  
The responses of the built test system shows that with relatively large disturbance flows the 
pressure peaks suppresses faster with PRF than with the analogue comparison valve. 
Simulation studies showed also good behaviour with small hydraulic capacitances when 
valves with response time of 2 ms are used. Comparison of the measured analogue valve 
and the simulation of a DFCU with 64 bit resolution and 2 ms switching time valves is 
shown in figure 13. 
Figure 13: Comparison of hydro mechanical pressure relief valve and a digital valve 
system with 64-bit DFCU with 2 ms valves. 
Digital hydraulics offers also fault tolerance as several valves are connected in parallel. 
Hydro mechanical valves are independent of electricity which is not the case with digital 
hydraulic valve system. Availability of electricity has to be ensured with safety critical 
systems to the digital hydraulic controller by auxiliary power sources if main power source 
is inoperative. Also effort should be made to improve the quality of the control algorithms 
especially with safety critical projects.  
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ABBREVIATIONS 
PRF Pressure Relief Function
DFCU Digital Flow Control Unit
PNM Pulse Number Modulation
PCM Pulse Code Modulation
PRV Pressure Relief Valve
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Analysis of Dynamic Properties of a Fast
Switching On-Off Valve for Digital Displace-
ment Pumps
Daniel B. Rømer, Per Johansen, Henrik C. Pedersen & Torben O. Andersen
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ABSTRACT
The shift towards digital ﬂuid power systems set new requirements for the components with
regard to dynamic performance, reliability and controllability. Especially for valves to be
used in digital displacement motors and pumps the requirements are extreme, as the allowed
switching times for the valves are inversely proportional to the revolution speed. The focus
of the current paper is on a prototype of a high efﬁcient, one-stage, fast switching on-off
valve, with special attention on the actuation side. Experimental measurement data is used to
evaluate the developed system model.
Keywords: Modelling, Simulation, Digital displacement, One-stage valve, fast switching,
Solenoid actuation, Magnetic Equivalent Circuit, Suction model
1 INTRODUCTION
Digital displacement pump/motors are upcoming technology, where each cylinder chamber is
either enabled or disabled on a stroke by stroke basis, achieved by use of individual controlled
valves. This effectively varies the unit displacement, a technique initially developed in the
80’s at Edinburgh University [1]. This technique has shown to offer high part-load efﬁciency
which can expand the use of ﬂuid power in the industry, and has recently been announced to
be a key part of a 7MW wind turbine being developed [2]. For this technology to be further
developed there is a need for fast, efﬁcient valves with the durability to withstand billions of
operation cycles.
Until now, most research within the ﬁeld have been conducted within the company Artemis
Intelligent Power, where one-stage poppet valves with solenoid actuation is the main design
concept [3, 4]. Other researchers have conducted work on a digital pump using modiﬁed
commercial spool valves with solenoid actuation [5], but only mediocre efﬁciency is obtained
using non-integrated valves for the cylinder chambers. In the ﬁeld of fast switching on-off
valves with high ﬂow rates much research have been conducted [6, 7, 8]. However, while
fast switching and appropriate ﬂow rates are achieved for some concepts, they uses pilot
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stage actuation and are thus more complex than a one-stage valve concept. As pointed out
in [1], the actuation for a digital ﬂuid power pump/motor valve does not need to be capable
of opening against higher pressure differentials, and a direct electro-magnetic actuation is
therefore possible and desirable for a simple robust valve actuation system. This beneﬁt
comes at the cost of requiring very accurate valve timing and estimations of bulk modulus.
However, precise computer control together with fast acting valves and pressure chamber
models seems to be able to overcome this difﬁculty.
In the present effort, a prototype electronic controlled seat valve is designed, with the aim of
achieving fast switching times together with a low pressure loss. The basis for the project
is a seat valve suitable for connecting the pressure chamber in a digital displacement pump
to the low pressure manifold, having a maximum load pressure of 350 bar and a target shaft
rotation speed of 1500RPM.
2 VALVE DESCRIPTION
The prototype valve suitable for meeting the requirements for a digital ﬂuid power pump/motor
is presented in ﬁgure 1. Flow is conducted through the inside of the valve plunger, and the
plunger is actuated using two linear variable reluctance actuators (solenoids). As oppose to
[3], the valve is bi-directional and do not utilize permanent magnets.
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Figure 1: Prototype low pressure valve section view
To obtain a fast switching valve, the mass of plunger and actuation ﬂange was sought min-
imized by considering material stresses calculated using structural FEM, and an aluminium
alloy was chosen as plunger material. Furthermore, the end position contact surfaces were
made small and a relatively loose guidance tolerance was selected to minimize valve move-
ment friction forces. The actuation ﬂange is designed with conical part at the inner and outer
radius [9], leading to an enhanced available force in the weak actuation positions (large air
gaps) compared to an actuation using purely ﬂat parallel surfaces, thus improving the force
vs. position actuation characteristic.
Dimensions and speciﬁcations of the prototype valve is given in table 1.
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Table 1: Dimensions and speciﬁcations of the prototype valve
Oriﬁce diameter 21 mm Plunger material Alu-alloy 7075-T6
Stroke length 1.55 mm Flange material Carbon steel
Moving mass 39 g Actuation method Dual solenoid
Closing switching time 3 ms Guidance gap plunger 20 μm
Pressure loss @ 10 l/min <0.1 bar Guidance gap ﬂange 100 μm
The principle of the dual solenoid actuation is shown in ﬁgure 2, where either the closing coil
or the opening coil is energized to attract the actuation ﬂange up or down respectively. Each
magnetic circuit seeks to minimize the ﬂux path reluctance, and therefore an actuation force
is generated trying to minimize the primary air gaps shown in ﬁgure 2.
Closing coil
Opening coil
Primary air gap 
closing solenoid
Primary air gap 
opening solenoid x
Figure 2: Valve actuation, the valve opens/closes by energizing the corresponding coil.
The solenoid actuation concept is simple and offers durable moving members, compared to
other actuation concepts using moving permanent magnets or moving coils. It is in the nature
of a solenoid to provide large forces for small currents when the air gap is small, and the
valve actuation therefore uses little energy for holding the valve open (eg. idle operation).
A disadvantage, however, is the need for two separate actuation coils, each requiring power
electronics for current control. Furthermore, magnetic diffusion times will be signiﬁcant due
to the non-laminated magnetic circuit.
3 VALVE DYNAMICS MODEL
The valve dynamics model consists of two main parts; the valve movement part and the
actuation part. The modelling is described in the following sections.
3.1 Valve movement model
To accurately model the valve movement, a simple viscous friction model is not adequate.
In particular, when the valve plunger is moved close to the end positions, increased damping
is present. When driving the valve plunger away from a contact surface, a so called suction
effect occurs, and when forcing the plunger towards a contact surface, a ﬂow displacement
effect is present close to valve impact. A valve movement model including these effects is
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given by:
Fact −Fdamp−Fsuct = mx¨ (1)
where m is the total moving mass, Fact is the actuation force, Fdamp the force arising from
motion damping and Fsuct the force resulting from suction effect. When modelling a complete
digital pump/motor additional force terms should be added to account for pressure and ﬂow
forces.
3.1.1 Plunger damping force
The damping force opposes valve plunger movement. The damping force is modelled depen-
dent on both plunger velocity and position, as given in equation (2).
Fdamp = Bv (x,sign(x˙)) x˙+BD sign(x˙) x˙2 (2)
where BD is a constant drag coefﬁcient and the viscous damping coefﬁcient Bv (x,sign(x˙)) is
modelled as a constant term and a position dependent term to accommodate for the increased
damping observed near the end positions of plunger movement, where oil is displaced from
the contact surface between spool and housing as shown in ﬁgure 3. A similar situation is
present when the plunger is opening and the plunger stroke is near open position.
x
Displacement 
flow
Housing
Contact 
surface
Figure 3: Displacement ﬂow near closed valve position
The viscous damping coefﬁcient is therefore modelled as:
Bv =
⎧⎨
⎩ B0+Bnear,op e
− lsl−xx0,op for x˙> 0
B0+Bnear,cl e
− xx0,cl for x˙< 0
(3)
The exponential division coefﬁcients x0,op and x0,cl , inﬂuences the rate of decrease for the
exponential terms, and denotes the distance where the exponential term has decreased to
e−1 ≈ 37%. The constant damping term B0 sets the minimum value of Bv, which is dominant
for plunger positions between open and closed position.
The movement model parameters B0, Bnear,, x0 and BD depend on the valve geometry, and
are found based on experimental measurement. B0 may, however, be estimated by calculating
the friction force between two parallel plates.
3.1.2 Plunger suction force
In addition to the friction force, a force opposing the plunger movement is present when
initializing plunger movement from either the open or closed position. When attempting to
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pull the plunger away from an end position, a vacuum is created in the contact surface region,
opposing the plunger movement. This suction force is denoted Fsuct . The force needed to
overcome the suction effect and initiate plunger motion depends on both the magnitude of
the externally applied force as well as time, and is modelled as two variable oriﬁces and
corresponding control volumes as illustrated in ﬁgure 4.
psuct,op
Plunger 
movement
x
lsl : Open
0: Closed
Qsuct,op
Qsuct,cl
psuct,cl
CVsuct,op
CVsuct,cl
Near closed 
position, x > 0
Near open 
position, x < 0
Housing
Contact
surface Vacuum
Closing
Housing
Contact 
surface
Vacuum
Opening
x
pT
Figure 4: Plunger suction principle and the utilized suction model
The two variable oriﬁces in the suction model are described by considering the ﬂow into the
vacuum region to be steady laminar ﬂow between two parallel plates. The distance between
the parallel plates is h and the length of the ﬂow path between the plates is l. By letting the
distance between the plates be dependent on the plunger position x, the wanted effect, where
the oil ﬂow is restricted to a large degree initially and decreased rapidly as a movement
is initiated, is obtained. This is wanted for control volume CVsuct,op or CVsuct,cl when the
plunger is at the closed or open position respectively. The ﬂow model forCVsuct,op is:
Qsuct,op =
2hsuct,op(x)3
3μ lsuct,op
(pT − psuct,op) where hsuct,op =
{
x+hi,op for x˙> 0
lsl for x˙≤ 0 (4)
where hi,op is the initial distance between parallel plates, lsuct,op the length of ﬂow paths be-
tween parallel plates and psuct,op the pressure of CVsuct,op. As the plate distance is cubed, the
ﬂow restriction is effectively limited to plunger positions near the open and closed position.
Notice that a small initial plate distance is included to limit the ﬂow restriction for x = 0,
which is necessary to get correspondence between measurements and model. If the small
initial distance is not included, the model too aggressively prevents plunger movement. This
need for an initial distance may be a result of material surface imperfections at or close to the
contact surface of the valve.
The pressure psuct,op present in the suction control volume is modelled using the continuity
equation as shown in (5). The oil stiffness is modelled as being pressure dependent including
the effects of entrained air [10],
p˙suct,op = (Qsuct,op−Asuct,op x˙) βe f f (psuct,op)V0,suct,op+Asuct,op x (5)
βe f f (psuct,op) =
βF
1+α
(
p0
psuct,op
) 1
κ
(
βF
κ psuct,op −1
) (6)
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where Asuct,op is the parallel plates area, V0,suct,op the initial volume for CVsuct,op, βF the
stiffness of oil, α the volumetric content of entrained air at atmospheric pressure p0 and
κ the adiabatic constant for air. Similar equations are used for CVsuct,cl , however here x is
replaced with lsl − x.
Physically the initial volumes for the control volumes approaches zero when the two parallel
surfaces are in close contact. However, to avoid numerical instability, a relatively large initial
volume and parallel plate’s area must be included. Even though these values differ from the
physical interpretation, the model suction characteristic is maintained.
The suction force Fsuct is applied to the plunger using the suction control volume pressures:
Fsuct =
{
Asuct,op psuct,op for x˙> 0
Asuct,cl psuct,cl for x˙< 0
(7)
3.2 Valve actuation model
The valve actuation system for each direction consist of a servo ampliﬁer connected to the
solenoid coil, and is modelled as indicated in ﬁgure 5. The static magnetic force model,
magnetic diffusion model and electric circuit model is described next.
Current 
reference Feedback 
control (PI)
Coil 
voltage Electric
circuit model
Coil 
current Static magnetic 
force model
Ideal
force Magnetic
diffusion model
Actuation 
force
Servoamplifer model
Figure 5: Actuation model overview
3.2.1 Static magnetic force model
Lumped parameter Magnetic Equivalent Circuits (MEC) have been shown to offer accurate
modelling results compared to measurements [11, 12], and different levels of MEC complex-
ity can be deployed depending on the magnetic operation range and system geometry. The
ferromagnetic material used within the prototype valve saturates at larger ﬂux densities, how-
ever the intended operation range of the actuation is within the linear region, and these effects
are thus discarded in the MEC for simplicity. Furthermore, as the magnetic reluctance of the
circuit in the linear operation range is mainly determined by the air gap reluctances, only the
air gap reluctances are included in the MEC model. Material saturation and ﬂux leakage are,
however, included in the FEM models, cf. ﬁgure 9.
The magnetic circuit geometry determines the static behaviour of the valve actuator, by de-
termining the circuit reluctance Req. Hopkinson’s law states that the relationship between
Magneto-Motive Force (MMF) and circuit ﬂux Φ may be described as:
MMF= N i=ΦReq(x) (8)
The circuit ﬂux and coil self-inductance is related by:
L(x) i= NΦ⇒ L(x) = N
2
Req(x)
(9)
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Following the assumption of linear magnetic properties, the solenoid force may be calculated
using the magnetic circuit co-energy as [13]:
F(x, i) =
1
2
∂L(x)
∂x
i2 =−1
2
N2 i2
d
dx (Req(x))
Req(x)2
(10)
For a given position the actuation force has a quadratic relation to the coil current, and force is
generated in the direction seeking to minimise the circuit reluctance, independent on current
direction.
Analytic estimation of circuit reluctanceReq
The reluctance model includes three main air gap reluctances Rop, Rcl and R f lange as illus-
trated to the left in ﬁgure 6.
Aag1
Aag2
Aag3
Aag4 Aag5 Aag6
x
lag1
Aflange
w
Rcl
Rop
Rflange
1
2
3
4 5
6
x+lag1,0
lag4,0 -x
lag5,0 -x
Figure 6: Elements in reluctance model
Considering the magnetic circuits driven by the two coils as shown in ﬁgure 7, enables the
equivalent reluctance to be calculated as given in (11) and (12).
Req,op(x) =Rop(x)+Rcl(x) ‖R f lange
=Rop(x)+
Rcl(x)R f lange
Rcl(x)+R f lange
(11)
Req,cl(x) =Rop(x) ‖R f lange+Rcl(x)
=Rcl(x)+
Rop(x)R f lange
Rop(x)+R f lange
(12)
N iop
MMF
Φop
Rop
Rcl Rflange N icl
MMF
Φcl
Rcl
Rop
Rflange
Figure 7: Equivalent circuits
The reluctance of each air gap element are described by,
R =
l
μ A
(13)
where l is the length between parallel air gap plates, μ the permeability of air and A the area
of each plate.
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To estimate the reluctancesRop(x) andRcl(x), each air gap is estimated as three reluctances
connected in parallel with constant air gap area. The air gap determining Rcl is divided into
air gap element 1,2 and 3 as shown to the right in ﬁgure 6. Similarly, Rop is divided in
element 4,5 and 6. In total yielding:
Req,op(x) =Rop(x)+
Rcl(x) l f lange
μ Af lange
(
Rcl(x)+
l f lange
μ Af lange
) (14)
Req,cl(x) =Rcl(x)+
Rop(x) l f lange
μ Af lange
(
Rop(x)+
l f lange
μ Af lange
) (15)
with
Rop(x) =
(
μ Aag4
lag4(x)
+
μ Aag5
lag5(x)
+
μ Aag6
lag6(x)
)−1
(16)
Rcl(x) =
(
μ Aag1
lag1(x)
+
μ Aag2
lag2(x)
+
μ Aag3
lag3(x)
)−1
(17)
lag1 = lag3 = (x+ lag1,0)sinw (18)
lag2 = x+ lag1,0 (19)
lag4 = lag4,0− x (20)
lag5 = lag5,0− x (21)
lag6 =
(
lag5,0− x
)
sinw (22)
The static actuation model, equation (10), discards magnetic transient effects, eg. the actua-
tion force follows the coil current without delay. However, due to Eddy-currents within the
non-laminated material, a considerable magnetic diffusion time is expected. The result is a
delayed actuation force and also a decreased inductance. This effect on actuation force is
included by adding a ﬁlter to the actuation model, as described in the next section.
3.2.2 Magnetic diffusion model
The transient behaviour of the valve actuation is modelled using the FEM software package
OPERA-2D, which solves the axisymmetric vector diffusion equation with Dirichlet bound-
ary conditions, having the magnetic vector potential A as the unknown variable:
∇×
(
1
μ
∇× A
)
= Js−σ ∂A∂ t (23)
where Js is the source current density, and σ ∂A∂ t are the induced (Eddy) currents. All transient
simulations are performed by initially applying a voltage step, which is maintained until a
predeﬁned current limit is reached, whereupon the source is switched to a current source
maintaining the wanted maximum actuation current. This source behaviour approximates the
servo ampliﬁer used for experimental measurements.
In a 1-dimensional case, where a conducting material of width d is subjected to a step in
external magnetic ﬁeld B0, the solution of the magnetic diffusion may be described in the
form [14],
Bx(z, t) = B0
(
1− ∑
n odd
4
nπ
sin
(nπz
d
)
e−
n2
τ t
)
(24)
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where x is in the direction of the external ﬁeld and z runs along the width of the conducting
material. The opposing term (representing the effect of Eddy-currents) decays exponentially.
Assuming the magnetic diffusion of the valve actuation to behave in a somewhat similar
manner to this simpliﬁed example, the magnetic diffusion is modelled as a position dependent
ﬁrst order system:
Gd =
1
τd(x)s+1
(25)
where the magnetic diffusion time constant is modelled as proportional to the coil self-
inductance, τd(x) = γd L(x). τd(x) ranges from 4 ms (open) to 11 ms (closed) for the closing
actuation of the prototype valve. In ﬁgure 8, a comparison of the modelled transient actuation
behaviour and the ﬁrst order actuation force model is given, showing similar characteristics.
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Figure 8: Transient actuation force simulations for three plunger positions with corre-
sponding voltages and currents. A simple ﬁrst order actuation force model is plotted
along with the FEM simulation results.
3.2.3 Electric circuit model
To model the coil current, each coil is modelled using a lumped parameter approach. The
voltage-current relationship for each coil circuit is given as,
v= Rcoil i+
d
dt
(Ltrans(x) i) = Rcoil i+
dLtrans(x)
dx
dx
dt
i+Ltrans(x)
di
dt
(26)
The transient self-inductance Ltrans(x) used in the electric circuit model differs from the static
self-inductance L(x), as a result of eddy-currents effectively limiting the rate of change of
magnetic ﬂux when applying a voltage step, leading to a (transiently) lowered self-inductance.
The transient self-inductance Ltrans is determined from the transient FEM simulations, taken
as a mean inductance in the period from zero time to the time where the maximum allowable
current is reached (right hand side of ﬁgure 8, 0-0.5 ms).
In equation (26), didt is isolated and integrated. To supply voltage and current for the prototype
valve, a servo ampliﬁer is used. This servo ampliﬁer utilizes closed loop PI current control,
with PWM voltage as output. A simple model of this current control loop is included in the
dynamic valve model.
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4 EXPERIMENTAL SETUP
The experimental measurement is conducted by use of two measurement setups. Both setups
uses a programmable DSP for control and data acquisition, two servo ampliﬁers for current
control and AD conversion boards.
4.1 Fixed position setup
In this setup the valve plunger is connected to a force gauge, and a number of measurements
are conducted with the plunger ﬁxed in various positions. The plunger position is measured
by means of a laser distance meter with a resolution of 0.05 μm. The coil current is controlled
to wanted DC-values to test the static performance of the valve actuation using PWM voltage
(±40 V mean).
4.2 Dynamic valve test setup
In this setup the valve assembly is ﬁlled with hydraulic oil at atmospheric pressure, and
actuated to switch between open and closed states. Position measurement with the laser
distance meter was not possible in the closed assembly, and a position sensor based on a
permanent magnet and a Hall Effect sensor is ﬁtted. In these measurements, the actuation
current is controlled to give approximately constant actuation force independent on plunger
position.
5 MEASUREMENT RESULTS
Results from measurements on the prototype valve are given below. In addition to these
valve actuation/movement measurements, ﬂow-pressure measurement have been performed
showing a pressure drop in the range 0-0.45 bar for ﬂow rates of 0-27 l/min respectively.
5.1 Static actuation performance
The static performance for three different plunger positions are presented in ﬁgure 9, shown
together with the corresponding FEM analysis and analytic model forces.
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Figure 9: Forces for opening solenoid at three ﬁxed plunger positions.
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Good correspondence between the FEM analysis and the analytic model are seen, however
some deviation is present in comparison with the measured actuation forces. The models
predict the change in actuation force for different positions and the parabolic characteristic
well, but the measured force levels are lower than the models.
The lower actuation force measured is assumed to be caused by an increased magnetic re-
luctance, and thereby reduced circuit ﬂux leading to lowered generated force, as a result of
the PWM voltage controlled current. This PWM voltage applies alternating voltages with a
switch frequency of 50 kHz, leading to the presence of Eddy-currents even when a steady
average current level is achieved.
As the parabolic characteristic of the actuation force with respect to current is well predicted
by the model, a correction of the model may easily be applied, by adding a reluctance contri-
bution to equation (14) and (15), whereby the modelled steady state force for a given position
and current corresponds to the measurements. This correction is used as basis for compar-
ing the dynamic measurements with the valve model in the next section, in order to better
evaluate the valve movement model.
5.2 Dynamic valve test
In order to generate the model results presented in this section, the valve actuation model
(ﬁgure 5) is combined with the valve movement model (equation (1)), which then solves
the plunger movement x given some current reference. An appropriate current reference is
calculated from a desired constant actuation force Fre f using the plunger position x, based on
equation (10).
The effects of the suction force in the valve movement model is most apparent when using a
relatively small actuation force and initialising movement from different positions. Referring
to ﬁgure 10, it is seen that no suction effect is present for movements with initial positions
away from open or closed valve state. A modest suction effect is present when initiating
movement from the open position (x=1.55), and a considerable suction effect is present when
opening from closed position (x=0). This difference between opening and closing of the
valve is expected based on the difference in contact surface area, and is well captured by the
model.
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Figure 10: Measured and simulated valve response for different initial positions and
directions, with a relatively small actuation force of Fre f = 10N applied. Oil temperature
20oC
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The valve closing response for different actuation forces are shown in ﬁgure 11. The dy-
namic behaviour is largely captured by the developed model for different actuation forces,
and a valve closing switching time of 3 ms is obtained, suitable for use in a digital ﬂuid
power pump/motor. The oscillatory behaviour seen at larger currents are a result of unwanted
disturbance in the position measurement, giving an oscillating current reference. Only the
simulated coil voltages are shown, as PWM voltages was used in the measurements.
0 5 10 15 20 25 30 35 40
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
Time [ms]
P
lu
n
g
er
p
o
si
ti
o
n
x
[m
m
]
Measured, Fref = 5[N]
Measured, Fref = 20[N]
Measured, Fref = 40[N]
Simulated, Fref = 5[N]
Simulated, Fref = 20[N]
Simulated, Fref = 40[N]
0 2 4 6 8 10 12 14 16 18 20
−2
0
2
4
6
8
10
12
Time [ms]
C
u
rr
en
t
[A
]
−10
0
10
20
30
40
50
V
o
lt
a
g
e
[V
]
Measured current, Fref = 5[N]
Measured current, Fref = 20[N]
Measured current, Fref = 40[N]
Simulated current, Fref = 5[N]
Simulated current, Fref = 20[N]
Simulated current, Fref = 40[N]
Simulated voltage, Fref = 5[N]
Simulated voltage, Fref = 20[N]
Simulated voltage, Fref = 40[N]
Figure 11: Valve closing response for various actuation force references. Oil tempera-
ture 20oC
Opening valve responses are shown in ﬁgure 12, where an increased switching time of 4.5 ms
is obtained due to the larger suction force compared to valve closing. This result, however,
is of less importance compared to valve closing, as valve opening force is performed by ﬂuid
pressure forces in digital pump operation, as the valve is self-acting when opening, and the
second solenoid is used for keeping the valve open.
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Figure 12: Valve opening response for various actuation force references. Oil tempera-
ture 20oC
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6 CONCLUSIONS
A functional prototype of a valve suitable for a digital displacement pump has been devel-
oped, and the corresponding models have been veriﬁed by means of experimental measure-
ments. A closing time of 3 ms has been measured, showing that the valve actuation is appro-
priate for a fast switching on-off valve for use in a digital displacement pump. An opening
transition time of 4.5 ms is measured using the valve actuation to provide opening forces.
Methods for modelling the suction and near-end damping effect are presented, giving good
correspondence with measurement. However, guidelines for predicting the model coefﬁcients
based on geometry remains a topic for further research.
An analytic, static, solenoid actuation force model is developed, and this force model is com-
bined with a position dependent ﬁrst order ﬁlter to account for magnetic diffusion time. A
reduction of the measured static force compared to the model predictions is seen, which is
caused by the PWM voltage excitation. The diffusion time constant is relatively large com-
pared to the valve transition time, which indicates a dominating effect of the Eddy-currents,
showing a weakness in the actuator design.
Further work includes force measurements using DC voltage source, and examination of ways
to improve the transient actuation performance, including material laminations or alternative
magnetic circuit materials.
PARAMETERS
lsl 1.55 mm Valve stroke length
B0 16.8 Ns/m Constant viscous friction coefﬁcient
Bnear,op / Bnear,cl 2000/7500 Ns/m Friction coefﬁcient, opening/closing
x0,op / x0,cl 20/50 μm Exponent division value, opening/closing
BD,op / BD,cl 200/250 Ns2/m2 Drag coefﬁcient, opening/closing
Asuct,op / Asuct,cl 12.5/7.6 cm2 Plates area for opening/closing
V0,suct,op / V0,suct,cl 10.4/8.3 cm3 Initial volumes forCVsuct
hi,op / hi,cl 26/45 μm Initial distance, opening/closing
βF 16000 bar Oil stiffness
α 0.5 % Volumetric content of entrained air
lsuct,op / lsuct,cl 1.6/1.6 mm Length of ﬂow path, opening/closing
lag1,0 / lag4,0 / lag5,0 0.55/1.7/2.2 mm Initial distance element 1/4/5, for x= 0
l f lange 0.1 mm Flange air gap length
Aag1 / Aag2 / Aag3 133.5/377.0/170.0 mm2 Air gap area element 1/2/3
Aag4 / Aag5 / Aag6 51.2/377.0/170.0 mm2 Air gap area element 4/5/6
Af lange 527.8 mm2 Flange air gap area
w 37 deg Flange angle
N 92 Coil winding number
Rcoil 0.48 Ω Coil ohmic resistance
γd 0.85 Magnetic time constant inductance factor
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ABSTRACT 
The nature of digital hydraulic systems may cause severe pressure pulsation problems. For 
example, switched inertance hydraulic systems (SIHS) can be used to adjust or control flow 
and pressure by a means that does not rely on dissipation of power, but they have noise 
problems due to the pulsed nature of the flow. An effective method to reduce the noise is 
needed that doesn’t impair the system performance and efficiency. In this paper, active 
control of fluid-borne noise is described using an adaptive control system. A rectangular 
wave signal was used as the reference signal in the adaptive control algorithm. The 
rectangular waveform corresponds to the demand signal for the switched valve and contains 
all the necessary harmonics. Using this rectangular signal, more harmonics can be cancelled 
compared with using a sinusoidal reference signal and only one adaptive filter is needed for 
noise attenuation, which simplifies the controller and computation.  
 
A “switched inertance hydraulic system” in a flow booster configuration was used as the 
test rig. Experimental results show an acceptable cancellation was achieved by using this 
method. It can be concluded that the method is a promising solution for a compromise 
between noise cancellation and computation speed requirement.  
1  INTRODUCTION 
In most fluid power hydraulic systems, the speed and force of a load are controlled by using 
valves to throttle the flow and control the hydraulic pressure or reduce the flowrate. This is 
a simple but extremely inefficient method as the excess energy is lost as heat. The switched 
inertance hydraulic system (SIHS) is one of the alternative methods which can provide 
varied flow and pressure by a means that does not rely on dissipation of power [1]. Brown 
presented a number of switched reactance devices which provided good results both in 
simulation and experimentally [2, 3]. The flow or pressure from such devices can be 
controlled by changing the mark-space ratio, that is, the ratio of the widths of the positive 
and negative cycles. However, such systems suffer from noise problems [1-3]. This is 
because the pulsed nature of a high-speed switching valve introduces severe pressure ripple 
into the inlet and outlet lines. The pressure pulsation could result in serious noise and 
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vibration problems. A method is needed to reduce the pulsation without impairing the static 
or dynamic performance characteristics or reducing the system efficiency.  
 
An active device, which senses and cancels the pressure pulsation, has been applied 
successfully in a SIHS based on sinusoidal reference signals [4]. This is a very promising 
solution for reducing the pressure pulsation in digital hydraulic systems. It has several 
advantages over passive noise control systems, being effective for low frequency 
cancellation and a wide range of frequencies without impairing the system’s dynamic 
response. It has a quick adaptive response, and is robust and versatile. It consists of a 
number of narrowband adaptive notch filters acting in parallel, each based on a sinusoidal 
reference signal at a multiple of the fundamental frequency of the switching valve. The 
outputs of these notch filters are added together to drive one fast-acting valve. The number 
of harmonics that can be cancelled is limited by the computational speed of the digital 
controller.  
 
In this paper an alternative approach is used whereby the pulse signal that is used to drive 
the switching valve for the SIHS is used as the reference signal. The pulse signal takes the 
form of a rectangular wave with unequal width positive and negative pulses. The pressure 
or flow output of the SIHS is changed by changing the mark-space ratio (ratio of positive to 
negative pulse width). This has a number of possible advantages: 
x the controller is simplified and computation may be decreased; 
x a greater number of harmonics may be cancelled; 
x the reference signal follows changes in the SIHS mark-space ratio, which should 
result in reduced adaptation time when the mark-space ratio changes. 
 
In this paper, firstly the SIHS is introduced and the pressure pulsation problem presented. 
The principle of the adaptive least mean square (LMS) filter and details of the design of the 
noise controller are described. A piezoelectric valve was selected and used as the actuator 
for noise cancellation in terms of its fast response and high frequency bandwidth [5]. The 
adaptive cancellation filter using a rectangular-wave reference signal was implemented 
based on a dSPACE 1005 board.  
2  SWITCHED INERTANCE HYDRAULIC SYSTEMS 
Two basic modes can be configured by reversing the inlet and outlet connections in a three-
port SIHS. In one mode it acts as a flow booster; in the other it performs as a pressure 
booster [1]. Figure 1 (a) shows the arrangement of a flow booster. It consists of a high-
speed switching valve with one common port, two switched ports and a long, small 
diameter ‘inertance’ tube. The common port is connected alternately to high pressure (HP) 
supply port and then the low pressure (LP) supply port.  
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Figure 1 Schematic diagram of flow booster arrangement [1] 
The switching valve operates cyclically and rapidly such that the supply and boost ports are 
opened alternately. The delivery port might connect to a loading system. When the valve is 
connected to the HP supply port, flow passes from the HP supply port to the delivery port 
and a high speed fluid occurs in the inertance line. When the valve is open to the LP supply 
port, fluid is drawn from the LP supply port to the delivery port by large momentum of the 
fluid in the inertance line. As long as the valve is switched quickly, the delivery flow will 
only reduce slightly due to small deceleration of fluid velocity during this phase, as shown 
in Figure 2. 
QHP
QLP
QDELIVERY
Time
Time
Time
average flow
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Figure 2 Idealized operation of flow booster [1] 
However, noise problems may be an issue, as severe pressure pulsation is introduced when 
the high speed switching valve switches cyclically between the HP supply port and LP 
supply port. Furthermore the real pulsation may be considerably worse than the idealised 
operation shown in figure 2 because of wave effects [6]. The pulsation is a periodic 
narrowband signal, which has a fundamental frequency determined by the valve switching 
frequency. 
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3  CONTROLLER DESIGN 
3.1  Least mean square (LMS) adaptive noise control method 
The LMS algorithm is widely applied in the field of active noise control (ANC) since it was 
originally developed by Widrow and Hoff in 1960 [7]. The conventional structure of ANC 
system is shown in Figure 3 where the noise canceller employs an adaptive filter W(z) 
which operates with the inputs of the reference signal x(n) and residual error signal e(n) by 
using the LMS algorithm [8].  
 
LMS
¦+
-
( )y nAdaptive
Filter W(z)
( )e n( )x n ( )d nUnknown
Plant P(z)
 
Figure 3 Block diagram of a conventional ANC system [8] 
 
The filter output y(n) is subtracted from the desired signal d(n) to produce the residual error 
e(n). The LMS algorithm applies a special estimate of the gradient to minimize the mean-
square value of the output e(n), which is used to control the adjustments of the tap weights 
in the adaptive filter, thereby causing y(n) to approach d(n). Thus, e(n) would decrease to 
zero when the output of the filter W(z) equals to the desired signal d(n). 
 
The weight update can be presented as follows, 
 
)()()()1( nennn xww P                  (1) 
where       
T
M nwnwnwn ])()()([)( 110  "w  
TMnxnxnxn ])1()1()([)(  "x  
and μ is the convergence rate, M is the length of the filter. 
)()()( nnny T xw                 (2) 
)()()( nyndne                  (3) 
In practice, an actuator is normally introduced to generate the physical anti-noise signal, 
such as the anti-pressure pulsation required in a SIHS. This can cause instability due to 
additional system dynamics S(z), as shown in Figure 4. S(z) normally depends on the 
dynamics of the actuator and also the characteristics of the whole system. Morgan [9] 
proposed a solution which is placing an identical filter in the reference signal path to the 
weight update of the LMS algorithm. 
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The reference signal x(n) is filtered so as to compensate for the effect of secondary path 
S(z) in the adaptation loop. This algorithm is known as filtered-X LMS (FXLMS), which 
can be given as 
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
                (5) 
where  
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is the filtered reference signal and )(zS

 is the estimated value of S(z). 
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Figure 4 Block diagram of ANC system using Filtered-X LMS algorithm [9] 
Figure 4 shows a conventional structure of the FXLMS algorithm, which is effective for 
both broadband and narrowband noise cancellation. For broadband noise cancellation, the 
reference signal can be the driving signal x(n) of the primary plant P(z). However, 
sometimes the feedback effect of the cancellation path could degrade system performance 
due to the inaccuracy of x(n). The feedback effect is because the actuator can generate 
waves propagating both upstream and downstream. Therefore, the anti-noise output to the 
actuator not only cancels noise downstream by minimizing the error signal measured by the 
pressure transducer but also propagates upstream to the reference sensor, resulting in a 
corrupted reference signal x(n).  
 
x(n) can be also measured or estimated by using the information of the primary noise before 
switching on the noise canceller, but, in this case, the characteristics of the primary noise 
should be well known beforehand. For example, the harmonics of the SIHS are highly 
depended on the system switching frequency. Thus, the harmonics contained in x(n) can be 
estimated by using the switching frequency in practice.  
 
3.2  Noise attenuator design 
Periodic noise contains tones at the fundamental frequency and at several harmonic 
frequencies. These multiple sinusoidal signals can be cancelled by using a reference signal 
which contains the same harmonics as the signal. Sinusoidal waves can be used as reference 
170 Fluid Power and Motion Control 2012
signals. This technique has been used very successfully [4]. Multiple controllers are 
implemented in parallel, one for each harmonic to be cancelled.  
 
Equation (6), (7) and (8) summarize the adaptive LMS algorithm applied in an individual 
controller [10]: 
¦
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where y(n) is the output and wl(n) is the tap weights of the filter, and x(n) and x’(n) are the 
reference and filtered reference signals respectively. μ is the convergence rate and L is the 
length of the filter. 
 
From Equations (6) and (8), the output convolution y(n) and the filtered reference signal 
x’(n) both need L multiplications and L-1 additions. Therefore, the combination of 
sinusoidal signals can result in complex computation. Because of this heavy computational 
load, the number of harmonics that can be cancelled is limited. 
 
Using a rectangular-wave reference signal, the wave can be considered to take only the 
values 1 or 0. This has considerable advantage in the FXLMS algorithm because y(n) and 
x’(n) can be simply computed as a small number of additions. However, the sample 
frequency must be chosen high enough so that aliasing effects do not seriously limit 
performance [10].  
 
Figure 5 shows a schematic diagram of the flow booster system with pressure pulsation 
cancellation. The noise attenuator was based on a dSPACE 1005 control board. The anti-
noise signal is generated by a piezoelectrically actuated valve, which was arranged in 
parallel with the load. A loading valve was used for adjusting the delivery pressure and 
flow at the end of the system.  
 
For the noise controller, a pressure transducer was arranged at the downstream end of the 
tube to measure the pressure pulsation as the error signal e(n). An output y(n) of an adaptive 
filter W(z) is produced to drive the piezoelectric actuator of the valve. A rectangular 
reference signal x(n) is filtered by the estimation of the secondary path S(z) and the LMS 
algorithm is employed for the cancellation filter W(z). The secondary path S(z) is a transfer 
function between the piezoelectric valve and the response at the pressure transducer.  
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Figure 5 Schematic of the noise canceller in a flow booster  
using a rectangular-wave reference signal 
 
A rectangular reference signal x(t) can be expressed as [10] 
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where τ and T0 is the width and the period of the rectangular wave and k is an integer, as 
shown in Figure 6. 
 
A
0
T0
W t  
Figure 6 Rectangular-wave reference signal [10] 
 
The frequency components are at the fundamental frequency 02 TS  and its harmonics. 
However, sometimes all significant harmonic components can not be adequately 
represented by the rectangular wave. For example, when 5.00  TW  the reference signal 
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only contains odd harmonics and it would not be effective for cancelling even harmonics. 
Ideally, at frequencies where the harmonic amplitudes of the reference signal are zero, the 
primary noise would also have zero amplitude. However in practice this is not the case 
because of nonlinearities, although the harmonics are likely to be small.  
 
There are many high-order harmonics in x(t), which above a certain frequency, are not 
significant in the primary noise. Satisfactory performance can be achieved for [10] 
MT 2
1
0
dW
             (10) 
where M is the largest significant harmonic index of the primary noise. 
4  EXPERIMENTAL RESULTS 
4.1  Piezoelectric valve dynamics 
The steady state flow characteristics for the piezoelectric valve as a function of applied 
voltage and pressure drop across the valve are shown in Figure 7. The applied voltage of 
the piezoelectric actuator ranged from -200V to 800V. The flow increases as the pressure 
drop increases and applied voltage decreases. When the applied voltage equals -200V, the 
piezoelectric valve is fully opened; when the applied voltage equals 800V, the valve is 
closed off. However, it can be seen that a significant leakage flowrate occurs even when the 
valve is at the nominally closed position [5]. This is mainly due to distortion caused by the 
high pressure forces. At an applied voltage of 400V a flowrate of 10L/min is produced at 
pressure drop of 4bar. This state is applied as the mean condition of the noise attenuator in 
the experiments. A digital Butterworth high-pass filter was designed with a cutoff 
frequency of 3 Hz to eliminate the mean pressure value measured from the pressure 
transducer.  
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Figure 7 Steady state flow characteristics for the piezoelectric valve 
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4.2  Secondary path identification 
The characteristics of the secondary path S(z) are significant for the FXLMS algorithm. In 
applications in which S(z) is initially unknown, S(z) may be estimated off-line then 
transferred to the controller and evaluated in real time. [10]. Figure 8 shows the magnitude 
and phase characteristics of S(z), where the applied voltage of the piezoelectric actuator is 
400V.  
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Figure 8 Magnitude and phase characteristics of the secondary path S(z)  
 
The results were achieved by using a frequency analyzer and the LMS offline identification 
technique. It can be seen that the amplitude and phase curves obtained from the LMS 
offline technique agree well with the results achieved from the frequency analyzer. This 
shows that the LMS filter was effective for the identification of the unknown plant. It also 
provides a promising method for using on-line identification technique of the secondary 
path in time-varying conditions of the system [4]. 
 
4.3  Pressure pulsation cancellation 
Experiments were performed under switching conditions in a flow booster configuration. 
The high supply pressure was fixed at 30 bar, the low pressure at 6 bar and the delivery 
flow was 3 L/min. A servovalve was used for the high-speed switching, which was driven 
by a square wave with the amplitude from -5V to 5V and duty cycle of 50%. The valve is 
fully open with the driving voltage of -10V or 10V. A small delivery flowrate and half 
opening of the valve were used in order to avoid cavitation and excessively large pressure 
pulsation. The switching frequency of the servovalve was 40Hz and the flowrate was 
8.4L/min. 
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Five significant harmonic components were considered in the cancellation. Using Equation 
(10), the duty cycle of the rectangular-wave reference signal was selected at 10% as an 
example in the experiments. In this case, the frequencies of 40Hz, 80Hz, 120Hz, 160Hz and 
200Hz can be represented. The length of the cancellation filter was 512 and the sampling 
period was 0.3ms.  
 
Figure 9 shows the cancellation using the designed noise controller. The result in Figure 8 
was used as the estimated characteristics of the secondary path )(zS

. The convergence rate 
of the controller was μ=5×10-5. A Hamming window was used to minimize the maximum 
side lobe in the spectral analysis. 
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Figure 9 Multiple frequency cancellation  
 
The pressure pulsation was decreased by 24.6dB at the fundamental frequency of 40Hz. 
The amplitudes of the original pressure pulsation and after cancellation at different 
frequencies are listed in Table 1. The average cancellation of different harmonics is 20.7dB, 
which would be acceptable for many applications in practice. 
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Table 1 Results of cancellation at different harmonics  
using LMS offline time-domain technique 
 
Frequency (Hz) 40 80 120 160 200 
Original pressure 
pulsation (dB) -0.43 -18.9 -15.2 -17.4 -26.8 
After cancellation (dB) -25.0 -34.6 -45.6 -35.9 -41.3 
Total reduction (dB) 24.6 15.7 30.4 18.5 14.5 
5  COMPARISON AND DISCUSSION 
The results obtained using the noise controller with sinusoidal waves as the reference 
signals [4] were used for comparison. Figure 10 shows the comparison of the results. The 
same length of 512 was applied for the cancellation filter. The sampling period was 0.3ms. 
As can be seen, the cancellation using a sinusoidal reference signal was about 20dB better 
than using the rectangular wave at the frequency of 40Hz and 80Hz. However, only three 
harmonics can be considered due to the computation capability of the hardware. The reason 
of the better performance is a notch filter can be formed automatically at each reference 
frequency when sinusoids are applied to adaptive filters [11]. Thus, every sinusoidal 
component of the interference will be effectively cancelled as long as references signal 
including these components. However, the frequencies of the reference sinusoids need to be 
measured or estimated accurately in order to achieve good cancellation.  
 
For the method of using a rectangular reference signal, only a fundamental frequency of the 
primary noise is required, and only one cancellation filter is needed for the primary noise 
attenuation at all harmonics. In these experiments, the filter length of 512 is not ideally 
short for computation. But with the rectangular-wave reference signal of 10% duty cycle 
and system sampling period of 0.3ms, only 8 sampling points during ‘1’ period were valid 
for computation. This can significantly decrease the computational load, and in this 
condition, two more harmonics were able to be cancelled. Therefore, it can be concluded 
that the method of using a rectangular reference signal can provide an acceptable noise 
cancellation with the advantage of simple computation.  
 
Equation (10) gives an estimated relationship of the largest significant cancelled harmonic 
index and the duty cycle of the rectangular wave. The length of the cancellation filter 
determines the number of weights which are used for attenuation. Better noise cancellation 
can be obtained by using a longer length filter. However, this could result in a more 
complex computation. Moreover, the selection of the sampling period needs to be 
considered beforehand in order to avoid the aliasing. The optimization study for the length 
of the cancellation filter, duty cycle of the rectangular-wave reference signal and the 
sampling period is continuing.  
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Figure 10 Comparison of the cancellation using rectangular and sinusoidal waves as 
the reference signals 
6  CONCLUSIONS  
This paper presented an active adaptive noise control method for attenuating pressure 
pulsation using a rectangular-wave reference signal. The designed controller has been 
implemented experimentally for pressure pulsation cancellation in a flow booster. 
Experimental results show that acceptable cancellation (about 20dB) can be achieved. The 
alternative method with using sinusoidal reference signals produces better cancellation 
(about 40 dB), but has greater computation requirements and consequently fewer harmonics 
can be cancelled. The proposed controller shows good ability for noise cancellation and less 
computation requirement. It can be concluded that the method is a promising solution in 
practical applications for a compromise between noise cancellation and computational 
hardware requirements.  
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ABSTRACT 
Sliding mode controllers (SMCs) are a form of variable structure control, which utilizes a 
discontinuous switching plane along some desired trajectory. This plane is often referred to 
as a sliding surface, in which the objective is to keep the state values along this surface by 
minimizing the state errors (between the desired trajectory and the estimated or actual 
values). Ideally, if the state value is off or away from the surface, a switching gain would be 
used to push the state towards the sliding surface. This switching brings an inherent amount 
of stability; and as such, SMCs have become a popular control strategy for systems with 
modelling uncertainty. Furthermore, some systems behave according to a number of 
different models (or operating regimes). In these scenarios, it is desirable to implement 
adaptive estimation algorithms, which ‘adapt’ themselves to certain types of uncertainties or 
models in an effort to minimize the state estimation error and improve tracking 
performance. One type of adaptive estimation technique includes the multiple model (MM) 
algorithm and its interactive form (IMM). For the MM methods, a Bayesian or probability 
based framework is used. Essentially, based on some prior probabilities of each model being 
correct (i.e., the system is behaving according a finite number of modes) the corresponding 
updated probabilities are calculated. This paper introduces a new type of sliding mode 
controller based on the interacting multiple model strategy (SMC-IMM). The SMC-IMM 
method is applied on an electrohydrostatic actuator, and the results are compared with the 
standard SMC strategy. 
1 INTRODUCTION 
Variable structure systems with sliding mode control have gained international attention 
following Utkin's paper [1]  and book [2]. Since then, there has been considerable progress 
in this field. Many applications have been reported, for example, an SMC-based controller 
was applied to a tracking problem with a three degree of freedom manipulator [3]. 
Simulation results demonstrate that SMC provides perfect tracking capabilities with 
minimum tracking error. 
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A continuous SMC control strategy has been implemented in a Cartesian pneumatic robot in 
[4]. In this research, the performance of the SMC is compared to the linear proportional-
velocity-acceleration (PVA) controller. The SMC provides an improvement over the PVA 
regarding trajectory tracking precision with minimal tuning effort. In addition, the 
discontinuous nature of the SMC helps in providing a measure of friction compensation. In 
this research, the importance of the boundary layer approach to eliminating chatter with 
SMC was also highlighted. A robust SMC and adaptive control strategy has been applied to 
a two-degrees of freedom robotic arm in [5]. The robotic arm was required to track a 
circular trajectory with a period of 4 sec. The adaptive control is used to estimate unknown 
disturbances and environmental factors while the SMC is used to overcome the dynamic 
system model uncertainties. Experimental results show the robustness of the proposed SMC 
to track trajectories with bounded errors. An SMC strategy with an integral switching 
surface in an electro-pneumatic rotary actuator has been proposed in [6]. First, a nonlinear 
model of the servo drive is attained, the developed model was found to be nonlinear with 
respect to the state variables and the control input. Accordingly, model linearization and 
transformation was carried out with respect to a new control input in order to apply the 
nonlinear discontinuous controller. Experimental results show the advantage of the SMC 
with integral switching surface over standard SMC in terms of tracking error. 
A recently proposed robust state and parameter estimation strategy referred to as the 
variable structure filter (VSF) combined with the SMC strategy has been proposed in [7]. 
The proposed combined strategy is referred to as SMCF and it results in increased 
robustness in both, control and state estimation given bounded parametric uncertainties and 
noise. In addition, the proposed strategy can achieve high regulation rates or short settling 
time. The proposed strategy has been applied to a high precision electro-hydrostatic actuator 
(EHA) system. From the plant, some of the outputs can be physically measured and they 
might contain measurement uncertainties. These outputs are fed into the VSF to estimate the 
full set of internal system states. These estimated states may be integrated into a trajectory 
following sliding mode controller. The sliding mode controller uses information contained 
in the state estimates besides the reference input to produce a discontinuous control signal to 
attain trajectory following. One of the major considerations in the SMC and the VSF are 
their chattering phenomenon due to the discontinuous action. Chattering can be removed by 
using a smoothing boundary layer [2]. 
A fuzzy sliding mode controller for flight simulator servo system is presented in [8]. The 
stand-alone SMC provides strong robustness against parameter variations and external 
disturbances but the chattering produced by SMC limits its application to practical systems. 
In this research, by using fuzzy control, the chattering can be effectively reduced. At the 
same time, the optimal fuzzy reasoning is adopted in fuzzy control. Simulation and real 
system experiment results confirm the effectiveness of the proposed control method. An 
adaptive sliding mode control for regenerative braking in hybrid vehicles is presented in [9]. 
In this research, a nonlinear control strategy based on adaptive sliding-mode control 
(ASMC) is implemented to tackle the problem of engine torque control during regenerative 
braking mode. The ASMC-based controller combines the partially known inverse dynamic 
model of the engine. Numerical and experimental results show performance enhancement of 
the proposed strategy compared to a high-gain PID controller and to the conventional 
smooth sliding mode controller regarding tracking error, chattering elimination capability, 
and robustness to disturbance. 
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In this paper, a new type of sliding mode controller based on the interacting multiple model 
strategy (SMC-IMM) is proposed. The SMC-IMM method is applied on an 
electrohydrostatic actuator, and the results are compared with the standard SMC strategy. 
The paper is organized as follows. Section 2 describes SMC in more detail, followed by a 
section on the IMM method. Section 4 provides an overview of the SMC-IMM method. The 
problem statement and results are provided in Section 5. The main findings of the paper are 
then summarized in the conclusion. 
2  SLIDING MODE CONTROL THEORY 
Sliding mode control (SMC) is known for its ability to provide robustness and stability in 
the presence of uncertainties. Misawa proposed a discrete sliding mode control method for 
nonlinear systems with uncertainties that do not satisfy the matching condition [10]. Later in 
[11], this design was extended for linear systems and was reported to provide good results. 
Wang adopted Misawa's control technique to design a controller for an EHA prototype for 
trajectory tracking applications [12]. Using an accurate model of the EHA's nonlinear 
friction in the controller design, his results indicated that the controller was able to provide 
precise tracking while suppressing the chatter in acceleration and velocity profiles. In [13], 
Wang's controller is shown susceptible to high frequency limit cycle oscillations when the 
uncertainty associated with the friction characteristics increased. This oscillation is more 
noticeable in the acceleration profile. The simulation results clearly show that chattering can 
be eliminated by expanding the SMC boundary layer thickness, at the expense of reducing 
the positional precision [13]. 
Consider a single input linear dynamical system as follows: 
 ݔ௞ାଵ = ܨ෠ݔ௞ + ܩ෠ݑ௞ + ݓ௞  (2.1) 
where ܣ and ܤ are the system and input matrices respectively, ݔ refers to the state vector, ݑ 
is the system input, and ݓ refers to uncertainties present in the system (e.g., modelling 
errors or system noise). The uncertainties ݓ are assumed to be bound such that: 
 ߛ ≥ |ܥݓ| (2.2) 
In trajectory tracking mode, the objective is to force the system to follow a desired trajectory 
ݔௗ. This objective can be restated as driving the tracking error (݁௞ = ݔௗ,௞ − ݔ௞) as close as 
possible to zero. A sliding manifold is defined as: 
 ߑ = {݁௞|ݏ௞ = ܥ݁௞ = 0} (2.3) 
where ܥ is the sliding surface parameter vector, and with a smoothing boundary layer 
defined by: 
 ߖ = {݁௞||ݏ௞| = |ܥ݁௞| ≤ ߰} (2.4) 
In this paper, the control strategy will be based on Misawa’s SMC control structure [10,11]. 
The control input may be defined as follows [10,11]: 
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 ݑ௞ = ݑ௘௤,௞ − ൫ܥܩ෠൯ିଵݏ௞ + ൫ܥܩ෠൯ିଵܭ௖ݏܽݐ ൬
ݏ௞
߰ ൰ (2.5) 
where ݑ௘௤  refers to the equivalent control component, and the remainder is the switching 
control component. The follow is also defined: 
 ݑ௘௤,௞ = ൫ܥܩ෠൯ିଵܥ൫ݔௗ,௞ାଵ − ܨ෠ݔ௞൯ (2.6) 
 ܭ௖ = ߛ + 2߳,  ߰ ≥ ߛ + ߳ (2.7) 
 ݏܽݐ ൬ݏ௞߰ ൰ = ൞
+1 ݂݅ ݏ > ߰
ݏ
߰  ݂݅ |ݏ| ≤ ߰
−1 ݂݅ ݏ < ߰
 (2.8) 
where ߳ is an arbitrary positive constant. However, a major drawback in Misawa’s SMC 
derivation is the assumption that the uncertainties ݓ are bounded by a constant [10,11]. This 
assumption is not realistic since w is inherently dependent on the system states. 
Accordingly, a new gain calculation is required, where a variable gain may be used to 
compensate for the uncertainties. A variable gain and boundary layer were introduced in 
[14], and are defined as follows: 
 ܭ௖ = ܥܨ෨௠௔௫|݁௞| + ܥܨ෨௠௔௫หݔௗ,௞ห + ܥܩ෨௠௔௫ݑ௠௔௫ + ܥݒ௠௔௫ + 2߳ (2.9) 
 ߰ = ܥܨ෨௠௔௫|݁௞| + ܥܨ෨௠௔௫หݔௗ,௞ห + ܥܩ෨௠௔௫ݑ௠௔௫ + ܥݒ௠௔௫ + ߳ (2.10) 
where ܨ෨௠௔௫ and ܩ෨௠௔௫ are the upper bounds on the uncertainties in the system matrix and the 
input matrix respectively, ݑ௠௔௫ is the maximum allowable input, and ݒ௠௔௫  is the maximum 
noise amplitude. In trajectory tracking, the system may be forced to follow some desired 
trajectory by implementing (2.5) through (2.10). 
3  THE INTERACTING MULTIPLE MODEL STRATEGY 
In nature, many systems behave according to a number of different models (modes, or 
operating regimes). For example, in target tracking, a target may travel straight (i.e., 
uniform motion) or turn (i.e., undergo a coordinated turn) [15]. Furthermore, a system may 
experience different types of noises (i.e., white or ‘coloured’) [16]. In these scenarios, it is 
desirable to implement adaptive estimation algorithms, which ‘adapt’ themselves to certain 
types of uncertainties or models in an effort to minimize the state estimation error [15]. One 
type of adaptive estimation technique includes the ‘multiple model’ (MM) algorithm [17]; 
which include the following: static MM [18], dynamic MM [15], generalized pseudo-
Bayesian (GPB) [19,20,21,22], and the interacting multiple model (IMM) [15,23,24]. For 
the MM methods, a Bayesian framework is used (i.e., probability based). Essentially, based 
on some prior probabilities of each model being correct (i.e., the system is behaving 
according a finite number of modes), the corresponding updated probabilities are calculated 
and implemented [15]. 
 Fluid Power and Motion Control 2012 185
Throughout this paper, it will be assumed that all of the models are linear with the presence 
of Gaussian noise; however, nonlinear models could be used via linearization [15]. Each 
MM method requires estimation of the states and their corresponding probability. The most 
popular strategy that has been implemented in the MM framework remains the Kalman filter 
(KF), and is referred to as the IMM-KF [16]. The interacting multiple model (IMM) 
estimation algorithm is conceptually requires ݎ number of filters (such as the KF) that 
operate in parallel [15]. The state estimate is calculated under each possible current model, 
with a mixed initial condition (i.e., a different combination of the previous model-
conditioned estimates) [15]. Furthermore, according to and as presented in [15,24], the input 
to the filter matched to ܯ௝ is obtained from an interaction of the ݎ filters, which consists of 
the mixing of the estimates ݔො௜,௞|௞ and weightings ߤ௜|௝,௞|௞ (mixing probabilities). This is 
equivalent to merging taking place at the beginning of each estimation cycle, which limits 
the number of filters to ݎ [24]. The IMM strategy has shown to be very effective, and is 
more computationally efficient than other multiple model algorithms [15]. The following 
figure helps to explain the IMM method more effectively. 
 
Figure 1: IMM estimator for two models (adapted from [15,25]) 
The IMM estimator consists of five main steps: calculation of the mixing probabilities, 
mixing stage, mode-matched filtering, mode probability update, and state estimate and 
covariance combination. The first step involves calculating the mixing probabilities (i.e., the 
probability of the system currently in mode ݅, and switching to mode ݆ at the next step). 
These are calculated using the following two equations [15]: 
 μ୧|୨,୩|୩ =
1
cത୨ p୧୨μ୧,୩ (3.1) 
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 cത୨ = ෍ p୧୨
୰
୧ୀଵ
μ୧,୩ (3.2) 
The mixing probabilities ߤ௜|௝,௞|௞ are used in the mixing stage, next. In addition to the mixing 
probabilities, the previous mode-matched states ݔො௜,௞|௞ and covariance’s ௜ܲ ,௞|௞ are also used 
to calculate the mixed initial conditions (states and covariance) for the filter matched to ܯ௝. 
The mixed initial conditions are found respectively as follows [15]: 
 xො଴୨,୩|୩ = ෍ xො୧,୩|୩μ୧|୨,୩|୩
୰
୧ୀଵ
 (3.3) 
 P଴୨,୩|୩ = ෍ μ୧|୨,୩|୩
୰
୧ୀଵ
ቄP୧,୩|୩ + ൫xො୧,୩|୩ − xො଴୨,୩|୩൯൫xො୧,୩|୩ − xො଴୨,୩|୩൯୘ቅ (3.4) 
The next step involves mode-matched filtering, which involves using (3.3) and (3.4) as 
inputs to the filter matched to ܯ௝. Each filter also uses the measurement ݖ௞ାଵ and input to 
the system ݑ௞ (if any). The likelihood functions are calculated for each mode-matched filter 
as follows [15]: 
 Λ୨,୩ାଵ = ࣨ൫z୩ାଵ; zො୨,୩ାଵ|୩, S୨,୩ାଵ൯ (3.5) 
Equation (3.5) may be solved by each filter as follows [15,16]: 
 Λ୨,୩ାଵ =
1
ටห2πS୨,୩ାଵห୅ୠୱ
exp ቌ
− 12 e୨,୸,୩ାଵ|୩୘ e୨,୸,୩ାଵ|୩
S୨,୩ାଵ ቍ (3.6) 
Utilizing the likelihood functions from each filter, the mode probability may be updated by 
[15]: 
 μ୨,୩ =
1
c Λ୨,୩ାଵ ෍ p୧୨
୰
୧ୀଵ
μ୧,୩ (3.7) 
where the normalizing constant is defined as [15]: 
 c = ෍ Λ୨,୩ାଵ ෍ p୧୨
୰
୧ୀଵ
μ୧,୩
୰
୨ୀଵ
 (3.8) 
Finally, the overall state estimates (3.9) and covariance (3.10) are calculated. However, note 
that for this paper, one is mainly interested in utilizing (3.7) for determining the system 
behavior in an effort to improve controller accuracy. 
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 xො୩ାଵ|୩ାଵ = ෍ μ୨,୩ାଵxො୨,୩ାଵ|୩ାଵ
୰
୨ୀଵ
 (3.9) 
 
P୩ାଵ|୩ାଵ = ෍ μ୨,୩ାଵ ቄP୨,୩ାଵ|୩ାଵ
୰
୨ୀଵ
+ ൫xො୨,୩ାଵ|୩ାଵ − xො୩ାଵ|୩ାଵ൯൫xො୨,୩ାଵ|୩ାଵ − xො୩ାଵ|୩ାଵ൯୘ቅ 
(3.10) 
Equations (3.1) through (3.10) summarize the IMM estimator strategy, and are used 
recursively. Note that (3.9) and (3.10) are used for output purposes only, and are not part of 
the algorithm recursions [15]. The IMM strategy has successfully been applied to a number 
of estimation problems [26]; ranging from target tracking in a traffic controller setting [27] 
to fault detection and diagnosis [28,29]. 
4  AN SMC BASED ON THE IMM STRATEGY 
In this paper, it is proposed that combining the SMC method (Section 2) with the IMM 
strategy (Section 3) will improve the overall trajectory tracking accuracy, particularly in 
systems that are not well defined. The basic principle and concept of the SMC-IMM 
strategy may be summarized by the following figure. 
 
Figure 2: Proposed SMC-IMM strategy 
In the SMC-IMM strategy, the SMC utilizes the tracking error ݁ and the mode likelihood 
probability ߤ (a value between 0 and 1), to generate a ‘weighted’ system input ݑ. The IMM 
requires the system input and the output from the system ݔ (or ݖ if using measurements) in 
order to calculate the mode probability as per (3.7). If the system is being measured, a 
Kalman filter (KF) or smooth variable structure filter (SVSF) may be implemented to 
reduce the effects of unwanted noise [25]. Essentially, the SMC-IMM strategy utilizes the 
IMM mode probabilities to formulate ‘weighted’ system and input matrices in an effort to 
capture the actual dynamics of the system. In this case, the controller input is modified as 
follows: 
 ݑ௞ = ݑ௘௤,௞ − ൫ܥܩ෠ఓ,௞൯ିଵݏ௞ + ൫ܥܩ෠ఓ,௞൯ିଵܭ௖ݏܽݐ ൬
ݏ௞
߰ ൰ (4.1) 
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 ݑ௘௤,௞ = ൫ܥܩ෠ఓ,௞൯ିଵܥ൫ݔௗ,௞ାଵ − ܨ෠ఓ,௞ݔ௞൯ (4.2) 
where ܩ෠ఓ,௞ = ∑ ߤ௜,௞ܩ෠௜௥௜ୀଵ  and ܨ෠ఓ,௞ = ∑ ߤ௜,௞ܨ෠௜௥௜ୀଵ . Recall that ݎ refers to the number of 
operating modes (e.g., normal operation, and various levels of faults). Equations (4.1) and 
(4.2) are used with (2.9) and (2.10) to generate the system input required to force the system 
to follow the desired trajectory. 
5  SIMULATION PROBLEM AND RESULTS 
5.1  Problem 
In this paper, an electrohydrostatic actuator (EHA) was studied. An EHA is an emerging 
type of actuator typically used in the aerospace industry. EHAs are self-contained units 
comprised of their own pump, hydraulic circuit, and actuating cylinder [30]. The main 
components of an EHA include a variable speed motor, an external gear pump, an 
accumulator, inner circuitry check valves, a cylinder (or actuator), and a bi-directional 
pressure relief mechanism. A mathematical model for the EHA has been described in detail 
in [14,25]. For the purposes of this paper, only the main state space equations will be 
explored. The input to the system is the rotational speed of the pump ω୮, with typical units 
of rad/s. In this setup, the sample rate for this simulation was defined as T = 0.1 ms. The 
state space equations are defined as follows: 
 ݔଵ,௞ାଵ = ݔଵ,௞ + ܶݔଶ,௞ + ܶݓଵ,௞ (5.1) 
 ݔଶ,௞ାଵ = ݔଶ,௞ + ܶݔଷ,௞ + ܶݓଶ,௞ (5.2) 
 
ݔଵ,௞ାଵ = ൤1 − ܶ ൬
ܤ ଴ܸ + ܯߚ௘ܮ
ܯ ଴ܸ ൰൨ ݔଷ,௞ − ܶ
(ܣଶ + ܤܮ)ߚ௘
ܯ ଴ܸ ݔଶ,௞
− ܶ ቈ2ܤଶ ଴ܸݔଶ,௞ݔଷ,௞ܯ ଴ܸ +
ߚ௘ܮ൫ܤଶݔଶ,௞ଶ + ܤ଴൯
ܯ ଴ܸ ቉ ݏ݅݃݊(ݔଶ, ݇)
+ ܶ ܣܦ௣ߚ௘ܯ ଴ܸ ݑ௞ + ܶݓଷ,௞ 
(5.3) 
Note that ܣ refers to the piston cross-sectional area, ܤ# represents the load friction present in 
the system, βୣ is the effective bulk modulus (i.e., the ‘stiffness’ in the hydraulic circuit), D୮ 
refers to the pump displacement, L represents the leakage coefficient, M is the load mass 
(i.e., weight of the cylinders), and V଴ is the initial cylinder volume. The values used to 
obtain a linear normal operating model are summarized in the appendix. Two more models 
were created based on a severe friction fault (the friction was increased 3 times) and a 
severe leakage fault (the leakage coefficient was increased 4 times). The normal, friction 
fault, and leakage fault system matrices are respectively defined as follows: 
 ܨଵ = ൥
1 0.0001 0
0 1 0.0001
0 −41.0258 0.6099
൩ (5.4) 
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 ܨଶ = ൥
1 0.0001 0
0 1 0.0001
0 −51.8627 0.2226
൩ (5.5) 
 ܨଷ = ൥
1 0.0001 0
0 1 0.0001
0 −73.5364 0.6015
൩ (5.6) 
Note that all three input gain matrices remained the same, and were calculated as follows: 
 ܩ = ൥
0
0
0.0135
൩ (5.7) 
The important SMC parameters were defined by: 
 ܥ = [2500 100 1] (5.8) 
 ܨ෨௠௔௫ = ൥
0 0 0
0 0 0
0 8.6695 0.3099
൩ (5.9) 
Note also that artificial system and measurement noise was added to the simulation problem 
to make it more challenging. The zero-mean Gaussian noise was generated using system and 
measurement noise covariance’s ܳ and ܴ which were diagonal matrices with elements equal 
to 1 × 10ି଺. Furthermore, even when the system was operating ‘normally’, there was still a 
modelling error of 20% added for both controllers (SMC and SMC-IMM) to overcome. The 
desired position, velocity, and acceleration trajectories are shown in the following three 
figures. 
 
Figure 3: Desired EHA position trajectory 
190 Fluid Power and Motion Control 2012
 
Figure 4: Desired EHA velocity trajectory 
 
Figure 5: Desired EHA acceleration trajectory 
Note that for the first 1.5 second, the system behaved normally. A friction fault was injected 
at 1.5 seconds and lasted for 1.5 seconds. At 3 seconds, a 1.5 second leakage fault was 
implemented. At 4.5 seconds, the leakage fault was removed and a friction fault was 
injected again. The system operated normally during the last two seconds. 
5.2  Results 
The results of implementing the standard SMC and proposed SMC-IMM on the EHA are 
shown in this subsection. As an example, the following figure shows the normal mode 
probability calculated by the IMM. 
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Figure 6: True and estimated normal mode probability 
Note that the estimated normal mode probability closely follows the true normal mode 
probability. However, at around 3 seconds the IMM has trouble distinguishing between the 
three modes, and the normal mode is misclassified. This is most likely due to the fact that all 
three models behave similarly around this point in the trajectory. The following three figures 
represent the trajectory tracking (position, velocity, and acceleration) errors for the SMC 
and SMC-IMM methodologies. 
 
Figure 7: Position tracking error for SMC and SMC-IMM 
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Figure 8: Velocity tracking error for SMC and SMC-IMM 
 
Figure 9: Acceleration tracking error for SMC and SMC-IMM 
As shown in the above figures, the SMC-IMM strategy is able to overcome the modelling 
uncertainties, and improves the trajectory tracking accuracy by nearly 4 times when 
compared with the standard SMC. Furthermore, the introduction of system changes (i.e., 
faults) causes the tracking error to spike. The magnitude of this error is considerably smaller 
with the proposed strategy, which makes for a smoother controller motion in the presence of 
faults. 
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6  CONCLUSION 
In this paper, a new type of sliding mode controller based on the interacting multiple model 
strategy (SMC-IMM) was proposed. The SMC-IMM method was applied on an 
electrohydrostatic actuator, and the results were compared with the standard SMC strategy. 
As demonstrated in the paper, the proposed SMC-IMM method was found to provide more 
accurate trajectory following when compared with the standard SMC strategy. In fact, the 
tracking error was reduced by over 4 times, which is a significant improvement. Future 
work will involve: implementation of the method on an EHA system in real-time, utilization 
of filtering strategies to remove noise, and the development of the proof of stability. 
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8  APPENDIX 
The following is a list of important EHA parameters and their corresponding values. 
Table 1. Important EHA Parameter Values 
Parameter Physical Significance EHA Model Value 
ܣ Piston Area 1.52 × 10ିଷ ݉ଶ 
ܦ௉ Pump Displacement 6.876 × 10ି଻ ݉ଷ/ݎܽ݀ 
ܯ Load Mass 7.376 ݇݃ 
଴ܸ Initial Cylinder Volume 2.1789 × 10ିସ ݉ଷ 
ݔ଴ Maximum Cylinder Stroke 0.14335 ݉ 
ߚ௘ Effective Bulk Modulus 2.1 × 10଼ ܲܽ 
ܤ Friction Damping Term 28,569 ܰݏ/݉ 
ܤ଴ Second Friction Term 25 ܰݏ/݉ 
ܤଶ Third Friction Term 0 ܰݏ/݉ 
ܮ Leakage Coefficient 2.903 × 10ିଵଵ ܰ݉/ݏ 
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ABSTRACT
Quality of current collection is a critical issue in high speed trains to reduce wear of the slid-
ing surfaces, electrical arcs and electromagnetic interferences. Over the years, several studies
were performed and different solutions proposed to improve the quality of current collection.
These studies were primarily focused to pantograph kinematics, dynamics of the pantograph-
catenary system, and estimation of the contact force between pantograph and overhead cate-
nary, while less attention was given to the actuation system developing the control force on
the pantograph. A research activity was hence conducted to develop a control and actuation
system providing optimum control of the contact force. This was done with speciﬁc reference
to the pantographs of Alstom high speed tilting trains. The paper ﬁrst presents an overview
of the past work in this ﬁeld, outlines the characteristics of the pantograph-catenary system
and analyses the factors acting as error sources for the force control system: variations of
catenary height, uncertainty of the force measurement, signals noise, aerodynamic forces.
The paper then describes architecture and characteristics of the force control and actuation
system that was eventually deﬁned for attaining the optimum force control; the system uses a
combination of adaptive control and hydraulic actuation to obtain an accurate, fast respond-
ing and long life system. A dedicated mathematical model was developed and validated for
simulating the system performance. The results of the system behaviour over the whole ex-
pected range of operating, service and environmental conditions are presented together with
a conclusive assessment of its accuracy and robustness.
1 PROBLEM STATEMENT
Maintaining a constant, or quasi-constant contact force between the pantograph and the cate-
nary has always been a major issue for trains collecting the electrical power from an overhead
wire (Figure 1). A good quality of current collection, as well as the pantograph life, is in fact
obtained when the contact pressure between pantograph and overhead catenary is kept within
a well deﬁned range. Large contact forces lead to a rapid wear of the sliding surfaces, while a
low contact force tends to increase the electrical resistance and make the pantograph-catenary
system more prone to temporary losses of contact eventually leading to electrical arcs with a
consequent components damaging.
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Figure 1: Pantograph-catenary contact and current collection
To generate the contact force, the pantographs are normally spring loaded; it is a simple
and reliable solution, which however gives rise to large variations of the contact force in
service. This is due to several factors such as catenary geometry, variation of the catenary
height at level crossings and in tunnels, dynamics of the entire pantograph-catenary system
and aerodynamic forces. In order to reduce the variations of the contact force during the train
ride, several studies were performed aimed at developing force generation systems in which
the contact force between pantograph and catenary is actively controlled and maintained quasi
constant. Most of the past research effort was focused to the study of the pantograph-catenary
system dynamics and of the control strategy, while the actuator generating the force received
relatively little attention. However the actuator is a fundamental component of the active
force control system, whose overall performance is highly dependent of the characteristics of
the actuator with its associated control components. Moreover, the control law of the force
servoloop must be tuned to the actuator characteristics in order to obtain the system best
dynamic response and accuracy.
The most critical design issues for the servoactuator controlling the pantograph contact force
are: life, dynamic response and control accuracy while subjected to rapid variations of the
catenary height and to external disturbances, force measuring technique and sensitivity to the
electrical noise.
Life is a critical issue because the catenary geometry determines a continuous periodical vari-
ation of the distance between the overhead wire and the train roof, which entails a continuous
cycling travel of the actuator. For a train in revenue service, a total of about 30000 cycles
a day can be expected, which corresponds to about 11 millions cycles per year and to more
than 200 millions of cycles for a 20 years life. This large number of cycles is critical for
electromechanical actuators made up by an electric motor, a gear drive and a ballscrew, since
the wear associated to the operation of the mechanical components will limit the actuator life
and periodical replacements must be planned. Pneumatic actuators could be more suitable to
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withstand this large number of cycles, but they fall short of meeting the necessary dynamic
response.
Dynamic response and force control accuracy are in fact a second main design issue be-
cause a bandwidth of at least 10 Hz is necessary to promptly counteract the variations of
the catenary height and the external disturbances; furthermore, large and rapid changes of
the catenary height can occur when a train passes along a level crossing, or at the entrance
and exit of a tunnel, and the required force must be ensured during these transients while the
actuator travels at high speed. These control requirements can hardly be met by pneumatic
force control systems supplied by the typical 9 to 10 bar pressure of the trains air production
systems. Determining the exact value of the contact force between the pantograph and the
catenary is not an easy job. A direct measurement with a force sensor is obviously not possi-
ble because electrical current must ﬂow through the contact area. A way for determining the
contact force is to measure the force just under the shoe that makes up the uppermost portion
of the pantograph, and correct that force by means of an appropriate algorithm that takes into
account shoe acceleration and mass, as well as train speed, as it will be outlined further in
this paper.
As brieﬂy stated above, electromechanical actuators present the problem of wear of their in-
ternal parts as a result of the very large number of cycles, while pneumatic actuators exhibit a
large compliance which thwarts their dynamic response. Hydraulic servoactuators thus seem
to be the most suitable actuation technology for a pantograph force control system. These
servoactuators can withstand very large number of cycles, as it is proven from their use in
the aircraft primary ﬂight controls, and show excellent frequency response and large dynamic
stiffness. The main problem for hydraulic actuators is that hydraulics is normally not present
in trains, which make use of compressed air for operation of brakes, doors, pantographs and
other utilities. This is certainly true, however, most of the tilting trains do have hydraulics on
board to supply the actuators controlling the carbody tilting when the train negotiates a curve.
Therefore, the use of hydraulic servoactuators seems the logical choice for a pantograph force
control system of tilting trains equipped with a hydraulic tilting system.
This paper presents the results of a research activity aimed at deﬁning a hydraulic force con-
trol system for the pantographs of high speed tilting trains, and at assessing its performance.
Though the scope of the work is focused to a speciﬁc train category, it is actually wider
since it can well be envisaged to equip non-tilting trains with small and compact hydraulic
power packs providing the small amount of average ﬂow required by the pantograph actuator
operation.
2 PAST WORK ON HYDRAULIC FORCE CONTROL SYSTEMS FOR
PANTOGRAPHS
Most of the research activities on active force control systems for pantographs considered the
use of electromechanical or pneumatic actuators to develop the controlled force. A design
concept that is found in several proposed designs is to exploit the already existing pneumatic
actuator used to lift the pantograph providing it with the capability of modulating the pres-
sure, thereby controlling its output force. This is an interesting solution since it does not
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require the installation of a new actuator and uses an actuation technology well known in
railways applications (4). However, the slow response of low pressure pneumatic actuators
creates the need of developing complex control strategies performing predictive estimates
of the control signals based upon processing the information of the pantograph state with a
pantograph/catenary dynamic model. The solution is interesting, but is very sensitive to the
variations of the characteristics of the components of the entire system made up by catenary,
pantograph, actuator and pneumatic system, thus a good force control accuracy cannot in
general be ensured.
A research on a hydraulic servo-operated pantograph for high speed trains (1) was performed
about 40 years ago by the United Aircraft Corporation under a grant of the US Department
of Commerce that perceived the merits of high speed trains and the associated need of im-
proving the pantographs performance. Two different design solutions were proposed in that
research activity, based on either one or two hydraulic actuators with their ﬂows modulated
by a mechanically driven ﬂow control valve. The two-actuators solution entailed a complex
construction, but it was a very effective design concept because each of the two actuators was
optimized for a speciﬁc task. The larger and slower actuator was designed to make up for the
changes of the catenary height, while the smaller and faster actuator was designed to cancel
out the disturbances generated by the catenary droppers. The processing capabilities available
at the time when that research activity was performed stymied the possibility of fully exploit-
ing the merits of a hydraulic servo-operated pantograph, but the idea of using the hydraulic
actuation technology for developing an accurate pantograph force control system remains
valid. The computing capabilities nowadays available offer the possibility of implementing
control algorithms for servovalve operated hydraulic actuators able to promptly respond to the
control signals resulting from optimized control laws. This was the ground for the research
activity presented in this paper which eventually deﬁned a hydraulic servo-operated panto-
graph using a combination of adaptive control and hydraulic actuation to obtain an accurate,
fast responding and long life system.
3 PANTOGRAPH-CATENARY DYNAMICS
The development of an analytical model of the pantograph-catenary system is a complex task
because the system is made up by two nonlinear subsystems and furthermore one of these two,
the overhead line, is a distributed parameter system requiring very complex modelling.
Actually, there are several different ways to model the overall system. Most authors describe
the pantograph with a linear lumped-parameters model (either with two or three masses)
while describe the catenary with a ﬁnite element model (2), (3), (4). This solution is certainly
the most accurate one, but it demands large computing power and long computation time.
Moreover, the purpose of modelling the catenary system in this research is to assess the
merits of the pantograph force control system and its ability to react to periodical and random
disturbances, and this assessment can be positively obtained also if the catenary is described
with a lower resolution mathematical model. The pantograph-catenary model hence used for
the system simulation consists of two lumped-parameters models: a two-degrees-of-freedom
model for the pantograph and a space-varying model for the overhead line, as presented in
(5).
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The overhead line can have different conﬁgurations, but generally consists of one or two
contact wires (1 in Fig. 2) which are held in tension horizontally and are zigzagged relatively
to the centre line of the track to ensure even wear of the train’s pantograph sliding underneath.
The contacts wires are linked to the catenary wire (2 in Fig. 2) by means of droppers (3 in
Fig. 2), with both wires supported regularly at any 60 m (l in Fig. 2) by a mast. For this work
speciﬁc reference was made to the overhead line model 1805, which is the most common
version in the Italian railway system. Figure 2 shows also the droppers layout in the 1805
model. The mathematical models for the catenary and for the pantograph used in the analysis
of the pantograph force control system are brieﬂy outlined in the following.
  

     

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Figure 2: Catenary outline (dimensions in mm)
3.1 Catenary mathematical model
The mathematical model describing the catenary was developed with the purpose of repre-
senting the dynamic characteristics that are mostly important in determining the force ex-
change with the underlying pantograph, neglecting other features that have a minor effect on
the contact force. This allows to take in due account the catenary dynamics without relying
on an unnecessary complex mathematical model. The mathematical model used to describe
the catenary dynamics has the following main features:
• A single-degree-of-freedom model describes the vertical displacement of the contact
wire
• The overhead line is straight without zigzags
• The catenary wire is not deformable
• There are no singular points of contact wire like railroad switch or waste and debris
The lumped parameter model of the catenary is shown in ﬁgure 3. The contact wire inertia
is represented by the mass Mcon interfacing with the catenary wire by means of a connection
with stiffness Kcon and damping coefﬁcientCcon. Mass, stiffness and damping coefﬁcient are
not constant values, but are space dependent parameters that are functions of the position of
the contact point x between wire and shoe along each span. Figure 4 shows the diagrams of
these parameters along a span between any two masts supporting the catenary. The param-
eters variation along the length between two masts consists of a global variation determined
by the distance from the nearest mast and a superimposed local variation determined by the
distance from the nearest dropper. The actual values for the catenary parameters are those for
the 1805 catenary model.
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Figure 3: Overhead line model
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Figure 4: Variation of catenary dynamic
parameters
The contact force FC developed by the pantograph is applied to the mass Mcon; this force
has an upward (positive) direction under normal operating conditions when there is contact
between pantograph shoe and wire, and is set to zero in case of separation between these two
parts.
It is important to emphasize that all vertical positions in the model are referred to the rails; this
is instrumental in allowing a correct description of the change of the height of the overhead
line that occurs in tunnels and at level crossings. Based on the above deﬁnitions, the catenary
dynamics can be represented by the following equation, where ycon is the distance between
contact wire and rail, ysos is the distance between catenary wire and rail, and l0con is the free
length of the equivalent spring:
Mcon(x)(y¨con+g)+Ccon(x)y˙con−Kcon(x)(ysos− ycon− l0con) = Fc (1)
3.2 Pantograph mathematical model
The pantograph considered for this work is the 52 FS AV model, which is used in several
fast trains, such as the ”Pendolino”. This pantograph has a symmetrical construction and can
well be described by a two-degree-of-freedom model: one for the lower frame and one for
the upper frame (4). In addition, the pantograph model has a further non-inertial degree of
freedom to describe the deformation of the shoe at the contact point. This degree of freedom
is thus simply described by a combination of stiffness and damping without inertia. As for
the catenary model, all variables deﬁning the positions of the different parts of the pantograph
represent the vertical distances from the rail.
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The model schematic of Fig. 5 also shows the four external forces acting on the pantograph.
Two forces act on the lower part of the pantograph: Fstat is the force generated by the pneu-
matic actuator used to lift the pantograph and is almost constant during the train travel; the
other force Fatt is the controlled force developed by the hydraulic servoactuator. The upper
part of the pantograph is subjected to two external forces: the contact force FC exchanged
between shoe and wire, and the force Fae resulting from the aerodynamic disturbances acting
on the pantograph arch.
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Figure 5: Pantograph model diagram
The dynamics of the system shown in Fig. 5 is described by the system of linear dynamic
equations (2). It must be noted that the equation deﬁning the relative position between shoe
(distance from the rail yc) and upper massMa (distance from the rail ya) can have two different
expressions depending on whether there is, or not, contact between shoe and wire. If contact
exists (FC > 0), the positions of shoe and wire coincide (yc = ycon); in case of separation
between shoe and wire, the contact force FC is set to zero and the shoe position yc becomes
independent from the wire position since the shoe can move freely.⎧⎪⎪⎨
⎪⎪⎩
Cac(y˙a+y˙con)+Kac(ya−ycon)=Fc if Fc>0
Cac(y˙a+y˙c)+Kac(ya−yc)=0 if Fc=0
Ma(y¨a+g)−Caq(y˙q−y˙a)−Kaq(l0aq+yq−ya)+Cac(y˙a−y˙c)−Kaq(ya−yc)=Fae
Mq(y¨q+g)−Cqt (y˙t−y˙q)−Kqt (l0qt+yt−yq)+Caq(y˙q−y˙a)+Kaq(l0aq+yq−ya)=Fstat+Fatt
(2)
In these equations l0qt and l0aq are the free lengths of the equivalent springs.
4 EXTERNAL FORCE AND DISTURBANCES
Particular attention was paid during the research activity to consider all external factors that
could possibly act as disturbances for the force control system and eventually affect the con-
tact force. Three different factors were identiﬁed as potential disturbances:
• Aerodynamic force acting on the pantograph
• Electrical interference
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• Change of height of overhead wire
The ﬁrst two factors depend on the environmental conditions; they are not deterministic and
a suitable model was prepared to take into account their effects. The third factor can be easily
described from the known geometry of the catenary at level crossings and in tunnels. This is
actually a rare occurrence when fast trains run along new tracks, but it is more frequent when
the trains travel along older tracks, which is still the case for several trains in revenue service.
These disturbance factors are brieﬂy discussed hereunder.
4.1 Aerodynamic force
The aerodynamic force is generated from the airﬂow impinging on the pantograph. Although
air ﬂows over the whole pantograph, the major contribution to the vertical component of the
force is by far given by the ﬂow over the upper part of the pantograph. The lift coefﬁcient
for the upper frame is in fact much larger than that for the lower frame. The values of
the lift coefﬁcients of the pantograph for different directions of the airstream are available
from dedicated wind tunnel tests (11). The airﬂow over the pantograph actually consists of
two independent components: the ﬂow resulting from the train motion and the atmospheric
wind. The ﬁrst component was modelled as a vector always parallel to the rail direction
(yaw angle = 0) and with a magnitude equal to the train velocity, while the wind modelling
required a more careful analysis. The atmospheric wind was modelled as the sum of two
vectors, each deﬁned by two randomly time-variant numbers. The ﬁrst number deﬁnes the
wind velocity, while the second number deﬁnes its angle with respect to the track. The two
vectors describe two different wind characteristics: one vector describes the wind turbulence
and is randomly varying between 0 and 6 m/s with a high frequency content, while the second
vector describes wind gusts and is varying between 0 and 19 km/h (equal to 3rd grade on the
Beaufort scale) (13) with a randomly generated basis for both amplitude and direction of the
gust. When running the simulations, the parameters of the resulting wind vector computed at
each simulation time step were used to calculate the aerodynamic force and the lift coefﬁcient,
thereby allowing to determine a representative time history of the vertical component of the
aerodynamic force acting on the pantograph.
4.2 Electrical interference
While operating, the pantograph is immersed in a very severe electromagnetic environment
determined by the collection of a large electrical current from a high voltage supply line. This
generates an intense electromagnetic ﬁeld disturbing the signals generated by the pantograph
transducers. The resulting electromagnetic interference was simulated in the model as the
sum of two sinusoidally varying signals, at 50 and 120 Hz, with randomly varying amplitudes.
The lower frequency corresponds to that of the alternating current of the Italian power lines,
while 120 Hz is a value simulating a higher frequency noise that was selected on the basis of
information received by the trains’ operators. In both cases the maximum amplitude of the
disturbance was assumed to be equal to 0.4% of the full scale signal, which is consistent with
the measurements for trains in service.
4.3 Change of height of overhead wire
The change of height of overhead wire is typical of the old railways lines; it occurs at level
crossings and in tunnels and is obtained by rising or lowering the catenary wire along a ramp
approach in order to limit the oscillations of the horn. The transition ramp generally takes
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place over two spans, hence over 120 m length, and the maximum height variation is normally
0.5 m.
5 HYDRAULIC SERVOACTUATOR
The key feature of the actively controlled pantograph is its actuation system consisting of a
servovalve controlled double-acting hydraulic linear actuator whose rod end is connected to
an extension of one of the arms of the pantograph lower frame as schematically shown in
Fig. 5. The force developed by the hydraulic actuator is converted into a moment about the
pantograph arm hinge and eventually into a force applied to the pantograph shoe in contact
with the overhead wire. The hydraulic servoactuator is comprised of a hydraulic ram and a
valve module. The hydraulic ram is a double acting piston jack with low friction character-
istics ensured by a proper selection and sizing of the seals. The servoactuator is connected
to a 28MPa hydraulic power supply, which is the prevailing type of hydraulic power supply
for the high speed tilting trains manufactured by Alstom. The actuator is sized to provide
a stall load of 6600 N, corresponding to a force of 746 N at the shoe, which is well above
the maximum speciﬁed force for this type of pantographs. The relevant speciﬁcation (13)
recommends for the worst operating conditions a contact force Fc equal to:
Fc = 110+0.00092V 2 (3)
where V is the train speed measured in m/s and Fc is the force in N. It must be noted that the
conversion from actuator force and contact force is determined by the pantograph kinematics,
which essentially is an off-centre rod-crank mechanism.
The hydraulic schematics of the servoactuator is shown in Fig. 6, which also shows the com-
ponents and signals of the force control system. The valve module is comprised of a ﬁve-ports
electrohydraulic servovalve with internal electrical feedback, a by-pass valve for actuator
ﬂoating and emergency unloading, two cross-port pressure differential limiting valves (PPR)
for actuator load limiting, that accept a pilot signal from the electrically operated valve DPR,
pressure (AHP) and return (ALP) accumulators for minimising the effect of the hydraulic line
dynamics on the transient response of the force control system. Moreover, the valve module
includes a calibrated oriﬁce (BP) for creating an internal cross port leakage, as required to
optimise the force control dynamic performance, a manual valve (MV) for ensuring full by-
pass during maintenance operations, and a dedicated ﬁlter for the servovalve ﬁrst stage. The
electronic control unit generates the servovalve input voltage and the energizing signal to the
DPR valve to hydraulically arm the loading actuator.
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Figure 6: Concept layout of hydraulic servoactuator and pantograph
6 FORCE CONTROL LAW
Force control systems for high dynamic performance have been developed for different ap-
plications, some of which are described in (6), (7) ,(8), (9), (10), (12).
The control law used to regulate the force that the hydraulic actuator develops onto the panto-
graph follows the same general philosophy of that described in (8), (10), (12); it is essentially
built around a modiﬁed PID controller with the addition of a gain variable blocks that opti-
mise the system performance according to the operating conditions. The block diagram of
the resulting control law is illustrated in Figure 7, were FCSET is the required contact force
and FCF/B is the feedback signal. The control law is organized such that only an integrator is
present in the forward path of the control loop, while the proportional and derivative gains act
on the feedback signal; this arrangement is more effective than a conventional PID control.
It improves the system accuracy since it allows a large value of the integrator gain to be set
whilst maintaining a good stability margin due to the beneﬁcial effect of the proportional and
derivative internal feedback loops. To this effect, it is instrumental to have a 16 bit A/D con-
verter and a minimum computation time to allow performing a fairly accurate time derivative
of the force signal, with little noise superimposed on the true signal.
In order to get the best performance of the force control system over its whole operational
range, the control loop gain is made adaptive to the actual force developed by the actuator.
This is obtained by changing the values of the block Y in the diagram of Figure 7 .
The adaptive gain Y is a function of the actual force developed by the actuator and is instru-
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Figure 7: Block diagram of the force control law
mental in compensating the non-linear pressure/ﬂow relationship of the servovalve and of
the bypass oriﬁce. In order to maintain an approximately constant stability margin over the
whole range of operating conditions, the adaptive gain Y varies as a function of the measured
actuator force F according to the following shaping function:
Y =
(
C1
C2+C3
∣∣ F
Am
∣∣
)D
(4)
where Am is the actuator mean area andC1,C2,C3, D are suitable coefﬁcients that were tuned
to obtain the optimum system performance.
6.1 Feedback signal
Design and operation of the pantograph make the measurement of the contact force a critical
issue. Direct measurement is obviously not possible because the installation of a load cell
between wire and shoe would prevent the current collection. The solution identiﬁed as the
most effective was to measure the force exchanged between the upper and lower frame of the
pantograph, and correct it with calculated values of the forces acting on the upper frame. The
value of the contact force FCF/B used as a feedback signal in the force servoloop is then given
by the following relationship:
FCF/B = Faq+Fae−Fia−Fpa (5)
where Faq is the force exchanged between the upper and the lower frame, Fia and Fpa are
respectively the inertia force and the weight of the upper frame, and Fae is the aerodynamic
force. The force Faq exchanged between lower and upper frame can be measured by a load
cell, while the weight Fpa is a design parameter and it is a known quantity. The evaluation of
the inertia force Fia requires an accelerometer to be placed on the upper frame to measure the
vertical component of the acceleration. From the measured value of the vertical acceleration,
and the known value of the mass of the upper frame, the inertia force can be computed. The
evaluation of the aerodynamic force would require the measurement of the local air velocity.
However, since the main contribution is by far given by the train velocity, which is a known
quantity, the errors induced by neglecting the atmospheric wind are little and do not justify the
installation of an air velocity sensor, with the associated cost and possibility of failure. As a
conclusion, the vertical component of the aerodynamic force is determined from the square of
the train velocity and the pantograph coefﬁcient of lift. In order to validate the procedure used
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to calculate the contact force, a comparison was made between the measurements performed
on a train traveling at 250 km/h and the contact force computed with the above outlined
procedure for a train traveling at that speed along the same track. The comparison results are
shown in Fig. 8.
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7 SIMULATION CODE
The equations deﬁned in the previous sections of this paper made up the basis for writing a
simulation code of the overall system consisting of hydraulic servoactuator with its electronic
controller, pantograph and overhead catenary. The model is therefore of a ”physical-based”
type, in which all system components are modelled with equations representative of their
physical characteristics. In particular, for the modelling of the hydraulic servoactuator the
detailed characteristics of the servovalve are duly addressed. The 1ST stage dynamics is
described by a modiﬁed second order transfer function that includes modeling of the 1ST
stage end-of-travel. The pressure-ﬂow characteristics of the 1ST stage are described by the
equations relating pressure and ﬂow through the 1ST stage internal passageways, which in
turn determine the velocity of the 2ND stage spool and eventually its position, by also taking
into account the spool end-of-travels. Once the spool position is known, the pressure/ﬂow
characteristics of the servovalve are determined. The servovalve model accurately describes
the ﬂow through each of the four internal passageways taking into account the actual passage
area, which depends on spool displacement, valve laps and radial clearance between spool
and sleeve. Also, the variation of the ﬂow discharge coefﬁcient with the Reynolds number,
with the corner radius and with the aspect ratio of the control port is taken into account.
Piston inertia, viscous and coulomb frictions are duly considered in the actuator model.
The pantograph simulation code implements the two-degree-of-freedom model for the pan-
tograph and the space-varying model for the overhead line described in section 3 of this
paper. It also implements the equations representative of the aerodynamic and electrical dis-
turbances acting on the pantograph as deﬁned in section 4 of this paper. A good conﬁdence on
the model accuracy was gained by comparing the time histories of measured and computed
contact force as shown previously in Fig. 8.
 Fluid Power and Motion Control 2012 207
8 SYSTEM PERFORMANCE ASSESSMENT
A wide simulation campaign was conducted to assess the performance of the pantograph
force control system over the whole range of the operating conditions expected for a train
in revenue service. Variations of train speed, catenary height, aerodynamic and electrical
disturbances, and environmental conditions were duly considered.
8.1 Simulation at 250 km/h
The ﬁrst simulation for assessing the force control system merits was carried out assuming a
constant train speed of 250 km/h. The results obtained were then compared with the require-
ments established by the technical regulation for pantographs of the Italian railway lines. The
difference between the contact forces Fc for the passive and active pantographs are clearly
shown in the diagrams of Fig. 9 which represent only a part of all duration of the simula-
tion. At a ﬁrst glance, the introduction of the hydraulic force control system does not seem to
bring a particular advantage; however, when the actual values of the contact force are prop-
erly examined, it can be seen that it leads to a decrease of the average contact force, bringing
it close to the required value. Some reduction of the amplitude of the force oscillations is
obtained, as well as the complete absence of separations between shoe and overhead wire.
A clear summary of the advantages gained by the introduction of the hydraulic force control
system is provided by Table I in which the technical speciﬁcations required for pantograph
qualiﬁcation are compared with the results obtained for the two conﬁgurations.
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Figure 9: Time history of contact force at 250 km/h for passive and active pantograph
Table I: Comparison between active and passive pantograph at 250 km/h
Regulation Active Passive
Fcmean 170 [N] 178 [N] 195 [N]
Fcmax 400 [N] 237 [N] 245[N]
0.3Fcmean−σ > 0.00 [N] 32.34 [N] 40.95[N]
NQ < 0.200% 0.000% 0.017%
In this table, 0.3Fcmean −σ indicates if the force remains inside a tolerance band of about
3 sigma. The parameter NQ reported in the above table is a very important parameter to
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determine the quality of the current collection. NQ is deﬁned as (13):
NQ=
∑ tdist
Toss
∗100 (6)
where tdist is duration of each individual separation between pantograph shoe and overhead
wire, and Toss is the total duration of the test. The active pantograph greatly improves the
parameter NQ since no separation occurs, thereby improving the current collection and the
useful life of the shoe.
8.2 Simulation at 300 km/h
The improvements introduced by the hydraulic force control system are even more evident
for a train traveling at 300 km/h, where a passive pantograph performance is poor with fre-
quent losses of the contact between shoe and wire. For this operating condition the quality
coefﬁcient NQ of passive pantograph is more than twice than the speciﬁed limit. On the
contrary, no separation occurs for the active pantograph. The comparison between active and
passive pantograph performance for this operating condition is clearly shown by the follow-
ing Fig. 10 and table II. The active pantograph allows a reduction of the contact force, which
signiﬁcantly reduces the frictional forces, and prevents contact losses, thereby ensuring an
excellent current collection and minimum probability of generation of electric arcs.
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Figure 10: Time history of contact force at 300 km/h for passive and active pantograph
Table II: Comparison between active and passive pantograph at 300 km/h
Regulation Active Passive
Fcmean 197 [N] 206 [N] 227 [N]
Fcmax 400 [N] 270 [N] 510[N]
0.3Fcmean−σ > 0.00 [N] 43.36 [N] 42.36[N]
NQ < 0.200% 0.000% 0.480%
8.3 Simulation of travel in tunnel
A simulation was performed with the purpose to verify the behavior of the active pantograph
in response to the variation of the catenary height associated with a tunnel. The simulation
was run for the case of a train entering into a tunnel with 500 m length which requires a
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Table III: Comparison between active and passive pantograph at 150 km/h in a tunnel
Regulation Active Passive
Fcmean 132 [N] 136 [N] 184 [N]
Fcmax 300 [N] 173 [N] 334[N]
0.3Fcmean−σ > 0.00 [N] 30.78 [N] −8.29[N]
NQ < 0.100% 0.000% 0.000%
reduction of 0.2 m height of the overhead wire. For a passive pantograph this height reduction
leads to an increase of the contact force as clearly shown in the right diagram of Fig. 11.
For an active pantograph, the force control system appropriately reacts to the height variation
of the catenary and maintains an approximately constant force, as shown in the right diagram
of Fig. 11. Table III reports the performance summary for passive and active pantographs
when the train travels in a tunnel.
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Figure 11: Time history of contact force at 150 km/h for passive and active pantograph
in a tunnel
9 CONCLUSIONS
The pantograph force control system described in this paper was devised to accurately control
the contact force between pantograph and wire for the possible range of operating and envi-
ronmental conditions encountered by a train while in service. To achieve that, a non-linear,
adaptive control strategy was devised to generate the control signals to a servovalve controlled
hydraulic actuator able to accurately control the pantograph /catenary contact force. The sys-
tem merits were veriﬁed by using a properly developed mathematical model implemented as
a Matlab/Simulink software code to evaluate the system performance for the expected range
of operating and environmental conditions. It was shown that the force control system is
able to always maintain the contact force between pantograph and overhead catenary within
the speciﬁed range, thereby contributing to minimise pantograph and contact wire wear and
increase their life.
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LIST OF SYMBOL
Am Actuator mean area l0aq, l0qt Rests of pantograph equiva-
lent spring
C1, C2, C3 Coefﬁcients of the shaping
function
Ma, Mq Masses of pantograph
frame
Cac, Caq, Cqt Damping coefﬁcients of
pantograph frame
Mcon Mass of overhead wire
Ccon Damping coefﬁcient of
overhead wire
NQ Index of caption quality
D Exponent of the shaping
function
s Laplace variable
Fae Aerodynamic force tdis Duration of each individual
separation
Faq Force exchange between
the upper and lower frame
Toss Duration of the test
Fatt Controlled force developed V Velocity of train
FC Contact force x Position of contact point
along each span
FCF/B Reconstructed contact force ya Absolute position of upper
frame
FCSET Required contact force ycon Absolute position of contact
wire
Fia Inertia force of upper frame yc Absolute position of shoe
Fpa Weight force of upper frame ya Absolute position of lower
frame
Fstat Force by pneumatic spring ysos Absolute position of cate-
nary wire
Kac, Kaq, Kqt Stiffness coefﬁcient of
pantograph frame
yt Absolute position of roof of
train
Kcon Stiffness coefﬁcient of
overhead wire
σ Standard deviation of con-
tact force
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ABSTRACT
Electro-hydraulic pressure control is needed for the operation of hydraulic service manifolds
at constant pressure or to control forces of actuators in many industrial applications. As op-
posed to position control of hydraulic actuators, where model-based control classical design
is rarely practical, it works well for pressure control. Model-based PID control design is
of particular interest, because it allows direct implementation on existing applications with
existing controls. This paper builds on previous work by the author on model-based PID con-
trol design. It extends the scope of view by analyzing the inﬂuence of sensor dynamics and
sampling frequency on the control performance. The analysis shows that these factors have
a signiﬁcant inﬂuence on the control performance in particular when high-response valves
are used. The paper concludes with practical recommendations for sensor bandwidth and
sampling time for a given valve.
1 NOMENCLATURE
Symbol Units Description
BV m
3
s
√
Pa
valve ﬂow coefﬁcient
CH m
3
Pa hydraulic capacity
DV - valve damping ratio
E ′oil Pa effective bulk modulus of oil
GPID(z) - discrete PID transfer function
KD sPa derivative PID gain
KI 1Pas integral PID gain
KP 1Pa proportional PID gain
KV - valve gain
pA Pa pressure in chamber A
pA,ref Pa reference pressure for chamber A
pA,ZOH(t) Pa zero order hold pressure measurement value be-
tween t and t+TS
pnom Pa nominal pressure
pres Pa reservoir pressure
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Symbol Units Description
psup Pa supply pressure
QA m
3
s volumetric ﬂow rate
Qnom m
3
s nominal ﬂow at nominal pressure
Tcd s computing time delay
TD s derivative time constant
TS s loop cycle time
U - measurement signal value
u - control signal
V m3 volume
VQu m
3
s ﬂow gain
xV - partial valve opening
y(t) - discrete output of PID control between t and t+TS
ωn 1s dominant natural frequency of system
ωpc 1s phase cross-over frequency
ωPID 1s natural frequency characterizing zeros of PID
ωS rads sensor natural frequency
ωV rads valve natural undamped frequency
φm rads phase margin
ζS - sensor damping ratio
2 INTRODUCTION
PID feedback is almost exclusively used for industrial pressure control. It has the necessary
ingredients to shape the dynamic response but is difﬁcult to parameterize. The parameteriza-
tion in practice is based on tuning experience of experts. Feedback gain formulas or tuning
rules have been developed to parameterize PID control based on plant parameters which are
known by commissioning engineers [1, 2, 7]. They are very helpful and have proven to be
effective in many cases. However, it has been reported from practice that in some cases
they lead to low damped or even unstable systems. In the derivation of the tuning rules it is
assumed that the controller is implemented continuously and that sensor dynamics are negli-
gible. The purpose of this paper is to investigate, in which ranges of sensor natural frequency
and control system sampling time this assumption is valid. The paper shows that especially
with the use of high response valves with low damping ratio care must be taken to choose sen-
sors which have sufﬁciently large bandwidth and that the control sampling is not too coarse.
The analysis is done on the basis of the frequency response of the hybrid continuous/discrete
open loop dynamics. Chapter 4 presents a chart for practical use which shows how to pair
valve and sensor natural frequency with sampling time.
Figure 1 shows a hydraulic load frame as a typical application for pressure control. It consists
of four precision machined poles which connect the adjustable cross-head to the base. The
hydraulic cylinder is mounted on top of the cross-head. Its motion and force is controlled by
servo-valve actuation. Usually a digital control unit is used to facilitate safe plant operation
and to close the loop between force or pressure measurement and valve actuation.
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Figure 1: Servo-hydraulic load frame
Figure 2 shows a schematic of the hydraulic circuit and the pressure control scheme com-
monly used in industrial controllers. The pressure is picked up by a pressure transducer with a
certain dynamics and noise characteristics. The controller evaluates the error and generates a
control signal u with proportional plus integral plus derivative action. The derivative action is
only applied on the measurement signal and not on the input signal to avoid the set-point kick
phenomenon when the input signal changes quickly. This type of PID feedback is referred
to in literature as PI-D feedback, [10]. A digital control unit can only process measurements
at discrete time steps and usually outputs the results right away with a slight computational
delay. This delay is usually much smaller than the cycle time. Cycle times depend on the
processor speed and the size of the control program. Typical industrial controllers operate at
cycle times of TS = 0.25ms and larger.
3 MODELING
This section describes the mathematical model of the plant depicted in Figure 2. For refer-
ence and further details, see [9, 7]. At ﬁrst, the model for the hydraulic system is presented
including the valve dynamics. The ﬂow is described by the oriﬁce equation and the pressure
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Figure 2: Pressure control using PI-D feedback
build-up equation is derived from the mass conservation principle for the pressurized volume.
Then, the sensor and real-time control system dynamics are discussed and a discrete-time
model is given.
3.1 Valve and controlled volume
The control valve used for pressure control is usually a spool type valve. The dynamics can
be approximated satisfactorily by a 2nd order element. Figure 3 exemplary shows the mea-
sured and approximated bode diagram of a Bosch NG6 High Response Valve. The diagram
characterizes the dynamics of the electro-mechanical system. The input signal is a sinusoidal
command signal u. The response signal, for which the diagram is plotted, is the spool percent
opening xV, not the ﬂow. Two curves are plotted for small signal and large signal response.
This shows that obviously the valve does not behave linear. Among other factors, this is due
to current limitation of the electric actuation. In the small signal domain the valve has a higher
bandwidth and a small overshoot. This indicates a damping ratio below 0.7. In pressure con-
trol applications, the valve usually operates around its center position. Therefore the small
signal Bode diagram should be chosen for identiﬁcation of valve parameters. The identiﬁed
parameters are the damping ratio DV and the natural undamped (angular) frequency ωV. It
is evident that the match of magnitude and phase curves is good for frequencies below the
bandwidth (-3dB frequency) of the valve.
xV(s)
u(s)
=
KVω2V
s2+2DVωVs+ω2V
(1)
The ﬂow QA through the valve is a function of pressure difference and valve opening. Typi-
cally the ﬂow is expressed as a function of the spool percent opening xV.
QAin = BVxV
√
psup− pA for xV ≥ 0 (2)
QAout = BVxV
√
pA− pres for xV < 0 (3)
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Figure 3: Valve dynamics approximated as 2nd order element
The valve ﬂow coefﬁcient BV is a parameter which includes information about the maximum
cross-sectional ﬂow area, the discharge coefﬁcient and the ﬂuid density. It is obtained through
measurement and can be calculated from data given in the valve data-sheet.
BV =
Qnom√
pnom
(4)
The nominal ﬂow Qnom is measured at a nominal pressure difference pnom of typically 35 bar
across each valve land.
For analysis and model-based control design it is desirable to obtain a linearized ﬂow equation
for conditions around an operating point. Linearizing Eq. 2 and Eq. 3 breaks the product of
percent valve opening and square root of pressure difference into sums of linear independent
terms. The ﬁrst term characterizes the sensitivity of ﬂow on change in pressure difference,
the other term characterizes the sensitivity on the change of valve position. A dimensional
analysis shows that the latter term is large in comparison with the ﬁrst. Therefore, in many
works on pressure control, the sensitivity on change of pressure difference is neglected [12,
3, 9]. The simpliﬁed linearized ﬂow equation then is
ΔQA =
VQu
KV
ΔxV (5)
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The ﬂow gain VQu is the derivative of ﬂow with respect to valve input signal calculated at
operating point conditions. It is is obtained from Eq. 2 and Eq. 3 using the valve gain KV
which describes the proportionality of valve percent opening and input signal.
VQu =
∂QA
∂u
=
∂QA
∂ (KVxV)
(6)
The ﬂow gain is different depending on whether the inﬂow or outﬂow pressure difference
is taken into account. For stability analysis the higher value should be considered as this is
usually the more critical case:
VQuin =
BV
KV
√
psup− pA (7)
The continuity principle states that the sum of rates of mass ﬂows going in and out is equal
to the change of mass in the controlled volume. Assuming that the volume is constant, this
statement leads to the pressure build-up equation, which states that the pressure gradient is
proportional to the net ﬂow into the volume.
p˙A =
1
CH
QA (8)
VQuout =
BV
KV
√
pA− pres (9)
The hydraulic capacity CH is the ratio between Volume V and (effective) bulk modulus E ′oil.
It should be noted that this factor is difﬁcult to predict accurately for a given setup, on which
pressure control should be applied. The volume V may be well known if engineering draw-
ings exist, but often it has to be estimated. Sometimes it may be subject to change, for
example if pressure control is applied with a cylinder in different positions. The effective
bulk modulus is also difﬁcult to know precisely. It depends signiﬁcantly on pressure, the
compliance of components and possibly contained air in the system [6].
Based on the foregoing analysis, an approximated linear model of the electro-hydraulic open
loop system is given by
pA(s)
u(s)
=
VQu
CH
ω2V
s[s2+2DVωVs+ω2V]
(10)
3.2 Sensor and control
Even though the controller in most cases is implemented using deterministic real time control,
it is common practice to derive model-based feedback dynamics assuming continuous imple-
mentation. The works [2, 7] make this assumption and propose model-based tuning rules for
PI-D feedback. The open loop transfer function assuming continuous implementation of PID
control is
pA(s)
u(s)
=
VQu
CH
ω2V(KDs
2+KPs+KI)
s2(s2+2DVωVs+ω2V)(TDs+1)
(11)
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with the PID gains KP, KI and KD and TD the derivative time constant. The derivative time
constant approximates the behavior of a practical implementation of a PID control, since an
ideal differentiation is impossible.
Liermann proposes the following gain formulas in [7] based on a frequency response design
approach:
KPFR = KI
2DV
ωPID
(12)
KIFR =
2CHω2Vω
2
PID
9VQu
√
16+9D2V
81ω4PID−18ω2PIDω2V+ω4V+36D2Vω2PIDω2V
(13)
KDFR =
KI
ω2PID
(14)
with ωPID being the natural frequency of the PID transfer function zeros:
ωPID =
ωV
12
(√
16+9D4V−3D2V
)
(15)
These tuning rules, or gain formulas, give a tailored set of parameters KP, KI and KD which
are optimal with respect to the design idea. It is assumed that plant parameters are known
although this is rarely the case in practice. However, the rules have the advantage that the
capacity CH, which is the major modeling uncertainty, appears in all three equations only
as a multiplying factor and therefore can be used as a single tuning parameter. By scaling
this parameter the control can be adjusted to make up for the major modeling errors. This
approach requires less expert knowledge and commissioning time than having to adjust all
parameters independently. The result is a good transient response which is also very robust,
if the assumption is valid, that sensor dynamics and sampling can be neglected.
However, when the sampling time TS of the control is close to the dominant time constant
of the system, or the sensor bandwidth is close to the valve bandwidth, this assumption is
violated. Franklin et al propose in [4] that a complete discrete analysis is recommended
when the sample time is larger than 110ωn , with ωn the dominant natural frequency of the
system. This is the case if high response valves with natural frequencies around 80-300 Hz
are used and sampling times are between 0.1-5 ms. Also, the sensor natural frequency may
not be negligible. Industrial thick or thin ﬁlm pressure sensors have a natural frequency
depending on the ﬁltering of the transducer electronics between 200-1200 Hz. Some have
natural frequencies that are as low as 20 Hz due to signal conditioning.
Figure 4 shows the system block diagram explicitly using discrete control. The PI-D control
is implemented in form of a difference equation based on discrete time values of present and
past control cycles, [8].
y(t) = y(t−Ts)+KP
(
(1+
TSKI
KP
+
KD
KPTS
)pA,ZOH(t)− (1+2 KDKPTS )pA,ZOH(t−TS) . . .
. . .+
KD
KPTS
pA,ZOH(t−2TS)
)
(16)
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Figure 4: Block diagram of pressure control with discrete control
The pressure pA is picked up at discrete times with Δt = TS and processed as pA,ZOH by the
discrete control. The computing time delay Tcd is the time needed to execute the computation
and to update the output. It should be much less than the cycle time in order to be neglected.
Usually it is assumed that the computation itself takes place instantly, Tcd = 0. Shin and Cui
have investigated the effect of computing time delay on control performance in [11]. Also
see discussion in [5]. The effect of computation delay is neglected in the following analysis.
The difference equation can then be represented as discrete transfer function:
GPID(z) = KP
(1+ TSKIKP +
KD
KPTS
)z2− (1+2 KDKPTS )z+
KD
KPTS
z2− z (17)
The next section presents a dimensionless frequency response stability analysis. The result
of the analysis is a directive how to pair valve and sensor bandwidth with sampling time to
avoid low damped system behavior or even unstable systems.
4 STABILITY ANALYSIS
The open loop dynamics consist of a continuous physical system Eq. 10 and a discrete control
Eq. 17. It cannot be represented in a single expression due to the hybrid nature of combined
discrete and continuous system. But the stability analysis of discrete systems is analogous
to continuous systems and the Nyquist criterion applies in the same way. The requirement
for stability of non-minimum phase systems is that the magnitude of the frequency response
of the open loop has to be smaller than unity at the frequency ωpc where the phase crosses
−180◦. In other terms, the open loop phase at gain cross-over frequency ωgc, where the
gain crosses unity, has to be larger than −180◦. The phase margin φm = 180+φ(ωgc) is the
amount of additional phase lag, which the system tolerates at the gain cross-over frequency
ωgc, before it would become unstable.
4.1 Impact of added phase lag from sensor and control on stability margin
The following analysis is normalized to the valve frequency ωV. Figure 5 shows the Bode
plot of the open loop with and without control. The parameters are listed in the top right
corner of the plot. The valve damping DV = 0.525 is read from the vale bode plot which is
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shown in Figure 3. The sensor damping ratio ζS = 0.89 is chosen slightly over-damped, its
natural frequency ωS four times larger than the valve natural frequency. The control sampling
time is half of the inverse of the valve natural frequency. The Bode plots of continuous and
discrete open loop are given for comparison. Comparing the phase plot with and without
controller reveals the objective of the PID control. The PID provides positive phase shift and
increases the phase margin. The magnitude curve is lifted to a level that the gain cross-over
frequency is at a frequency with large phase margin. The sensor dynamics are four times
larger than the valve dynamics and hence do not have large inﬂuence on the bode diagram.
If plotted without sensor dynamics the bodeplot lies almost identically on the curve of the
open lopp that includes sensor dynamics. Therefore it is not plotted for better readability.
However, it is evident how the sampling time of the discrete system reduces the phase margin
to 31.8◦ compared to 46◦ of the continuous system.
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Figure 5: Inﬂuence of added phase lag from sensor and control on stability margin
The sensor dynamics ωS and the the digital control sampling time TS both add additional
phase lag. This was neglected in the design of the feedback gain formulas [2, 7]. The negative
inﬂuence becomes signiﬁcant if the ratio between the natural frequency of the sensor and
the valve ωS/ωV is not high enough or sampling time TS is close to system time constant
1
ωV
. The impact of decreased phase margin on the system behavior is exemplary shown in
Figure 6. The noise step responses for varying sampling time show to which degree noise
can be damped in the system. If oscillation can be seen in the noise step response it can
be expected that the realized pressure control causes rattling or may become unstable. The
simulation clearly shows how increasing of the sampling time leads to low damped system
behavior. In the next section the inﬂuence of sensor dynamics and sampling time is illustrated
for a wide range of possible values. Based on this data a recommendation can be made on
pairing valve, sensor and sampling time for good system behavior.
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Figure 6: Noise step responses for different sampling times
5 PAIRING OF VALVE NATURAL FREQUENCY WITH SAMPLING TIME AND
SENSOR DYNAMICS
This paper assumes that the tuning rules as published in [7] are used to parameterize PID
pressure control hardware. They provide a good and robust ﬁrst guess set of parameters and
allow single parameter tuning. The tuning rules are model-based and make the assumption
that the valve transfer function has a dominant pair of complex conjugate poles. This as-
sumption becomes invalid if the sensor dynamics are not signiﬁcantly higher than the valve
dynamics. But also, if discrete control is used, the sampling time should be small enough. As
shown in the previous section, a coarse sampling decreases the phase margin and leads to a
low damped or unstable closed loop.
This section gives quantitative results how to pair sensor and valve dynamics with sampling
time. As an example, we assume that the high response valve is used for the pressure control
with data according to Figure 3, with DV = 0.525 and ωV = 93.6 rads . Then the question is,
which sampling time should be used and which natural frequency the sensor should have.
Figure 7 shows a three dimensional diagram of the phase margin as a function of pairing this
valve with a range of possible sampling times and natural frequencies of sensors, assuming
that the sensor damping ratio would be characterized by ζS = 0.8. We can read from the
diagram that, assuming we had a natural frequency of the sensor around 500Hz = 3141 rads ,
we would need a sampling time of at less than 0.464ωV = 0.79ms to guarantee a phase margin
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Figure 7: Phase margin for pressure control using high response valve as a function of
normalized sampling time TSωV and normalized sensor natural frequency ωSωV
This result is generalized in Figure 8 which shows nine phase margin plots for various se-
lected valve- and sensor damping ratios. The sets of damping ratios of valve and sensor
are:
DV = [0.53,0.89,1.5]; ζS = [0.53,0.89,1.5] (18)
For each plot the normalized sampling time TSωV and sensor natural frequency ωSωV are varied
between:
0.001 ≤ TSωV ≤ 3.16 (19)
0.316 ≤ ωS
ωV
≤ 10 (20)
The results reveal that pressure controls with valves that have a damping ratio of DV ≤ 0.89
tolerate much larger sampling times and slower sensor dynamics than valves with damping
ratio as low as 0.53 as depicted in Figure 3. For such low valve damping the tuning rules
proposed in [7] require sampling times of TS ≤ 0.5ωV and sensor dynamics of ωS ≥ 3ωV to have
a safe phase margin guaranteed above φm ≥ 40. This means that the high response valve with
the data shown in Figure 3 should be paired with a sensor that has a natural frequency of
ωS ≥ 3 ·93.6 ·2π rads = 280.8 ·2π rads . Accordingly, the control should have a sampling time
of TS ≤ 5ms.
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Figure 8: Phase margin plots for different pairs of damping ratios of valve and sensor.
Each plot shows phase margin over normalized sampling time and sensor characteristic
frequency
6 CONCLUSION
This paper presents analysis of the inﬂuence of sensor dynamics and frequency of discrete
sampling on the effectiveness of PID tuning rules for standard hydraulic pressure control.
The phase margin of the hybrid continuous/discrete open loop is plotted against varying sen-
sor natural frequency and control sampling time in Figure 8 to help choose the right sensor,
sampling time, and valve. Assuming that the phase margin should be at least 40◦ this nor-
malized plot is a quick reference for the commissioning engineer whether the tuning rules
are applicable or not. The results show that the robustness of the PID tuning rules is good if
valves with damping ratios larger than 0.7 are used.
The phase margin plots of Figure 8 are theoretical results. The approximation of the dynamic
behavior of the valve and sensor as a second order element is widely accepted. It is assumed
that the natural frequency and damping ratio of valve and sensor are known. If natural fre-
quency and damping ratio are not read or estimated correctly from the data sheet, the phase
margin for the closed loop cannot be accurately predicted with the plots in Figure 8. However,
choosing a minimum phase margin of 40◦ should provide a sufﬁcient degree of robustness
against parameter uncertainties.
 Fluid Power and Motion Control 2012 225
7 ACKNOWLEDGEMENTS
The author expresses thanks to the University Research Board of the American University of
Beirut for funding this research.
REFERENCES
[1] Ufuk Bakirdogen and Matthias Liermann. Simulation study on pressure control using
nonlinear input/output linearization method and classical pid approach. In A. R. Plum-
mer D. N. Johnston, editor, FPMC 2010 Bath/ASME Symposium on Fluid Power and
Motion Control, September 15-17 2010, Bath, UK, pages 323–338. Hadleys Ltd, 2010.
[2] Christoph Boes, Walter Lenz, and Ju¨rgen Mu¨ller. Digital servo valves with ﬁeldbus
interface in closed loop applications. In 8th Scandinavian International Conference on
Fluid Power 2003, pages 845–856, Tampere, 2003.
[3] Ingbert Forster. Elektrohydraulische Lastsimulation [Electro-hydraulic load simulator].
PhD thesis, RWTH Aachen University, 1988.
[4] Gene F. Franklin, J. David Powell, and Abbas Emami-Naeini. Feedback control of
dynamic systems. Pearson Ed, 2010.
[5] A. Gambier. Real-time control systems: A tutorial. In 2004 5th Asian Control Confer-
ence, 2004.
[6] Jaroslav Ivantysin and Monika Ivantysynova. Hydrostatic pumps and motors. Akademia
Books International, 2001.
[7] Matthias Liermann. Pid tuning rule for pressure control applications. International
Journal of Fluid Power, to be published in November, 2012.
[8] Jan Lunze. Regelungstechnik 2. Springer, 2010.
[9] Hubertus Murrenhoff. Servohydraulik - geregelte hydraulische Antriebe [Servo-
hydraulics - closed loop controlled hydraulic drives]. Shaker, Aachen, 2008.
[10] Katsuhiko Ogata. Modern Control Engineering. Pearson Education, 2010.
[11] Kang G Shin and Xianzhong Cui. Effects of computing time delay on real-time control
systems. In American Control Conference, 1988, pages 1071 –1076, 1988.
[12] Friedhelm Zehner. Vorgesteuerte Druckventile mit direkter hydraulisch - mechanis-
cher und elektrischer Druckmessung [Pilot operated pressure valves with direct hydro-
mechanic and electric pressure sensing]. PhD thesis, RWTH Aachen University, 1987.

 Fluid Power and Motion Control 2012 Edited by Dr D N Johnston and Professor A R Plummer
© With The Centre for Power Transmission  and Motion Control
Overshoot and steady-state error of 
hydraulic press driven by DCV-positioned 
pump-controlled asymmetric cylinder 
Jianfeng Tao1*, Haiyan Yang1, Guofang Gong2, Chengliang Liu1 
1.School of Mechanical Engineering, Shanghai Jiao-tong University, Shanghai 
200240, China 
2.State Key Laboratory of Fluid Power Transmission and Control, Zhejiang 
University, Hangzhou 310027,China 
ABSTRACT 
Pump-controlled asymmetric cylinder systems positioned by directional control valves 
(DCV) are becoming more widely used on hydraulic press applications. However, there is a 
lack of appropriate theoretical methods for analyzing a system’s important positioning 
indices: the overshoot and the steady-state error. In this paper, a hydraulic press circuit 
configuration and operating principle of pump-controlled asymmetric system are 
introduced. Using flow continuity and force balance equations, the system dynamic 
behavior is described. The overshoot and steady-state error are analyzed and the 
approximate calculation methods are proposed. The results of the theoretical analysis 
indicate that when the system parameters are fixed, the maximum overshoot is primarily 
determined by the cylinder’s approach speed, and the steady-state error is proportional to 
the cylinder’s unbalanced force at the moment when the DCV is closed. These results have 
been verified by simulation and experiment. 
Keywords: pump-controlled asymmetric cylinder, hydraulic press, directional control 
valve, overshoot, steady-state error, position control 
1  INTRODUCTION 
Because of their excellent energy-saving characteristics, pump-controlled hydraulic systems 
have been actively researched for many years and an early systematic analysis can be found 
in H.E. Merritt’s famous textbook[1]. With the development of the technology of 
electrically-controlled proportional pumps [2-5], pump-controlled hydraulic systems are used 
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in many applications, including aircraft [6, 7], mobile machines [8-11], and construction 
equipment [12, 13]. Another promising area for such systems is hydraulic press applications 
[14-17]. 
In the literature [1-16], most of the emphasis is on closed-circuit pump-controlled 
asymmetric cylinder systems (CCPCAC systems), which are not only energy-saving but 
also space-saving. Usually, CCPCAC systems use bidirectional pumps and have complex 
circuit configurations to balance the unequal flow rates entering and leaving the cylinder 
volumes, and to achieve a dynamic performance comparable to a valve-controlled cylinder. 
For position control, such systems are controlled by a feedback control algorithm. These 
characteristics increase the cost of CCPCAC systems. In [17], an open-circuit 
pump-controlled asymmetric cylinder (OCPCAC) system with a unidirectional pump and a 
proportional valve is presented for a velocity control and clamping force control system on 
an injection molding machine. It is clear that such a system can also be used to fulfill the 
positioning function with a closed-loop position control algorithm, but the problem is that 
an expensive proportional valve is needed. In [18, 19], two extremely similar OCPCAC 
systems, which are driven by an electrically-controlled proportional unidirectional pump 
and positioned by a directional control valve, are recommended. These systems operate in 
the following way: the pump controls the actuator speed when approaching the desired 
position, and the position senor, such as a magnetic or photoelectric switch, monitors the 
system’s position; when the system reaches the desired position, the directional control 
valve blocks the cylinder’s working chambers and stops the motion of the cylinder. The 
system is very simple and cheap, and has excellent energy-saving characteristics. However, 
there is a lack of theory to guide the system design, and it can take engineers a long time, 
using trial-and-error techniques to obtain satisfactory results for position overshoot and 
steady-state error. 
In this paper, we model the OCPCAC system is using traditional hydraulic modeling 
methods and focus on the analysis of the system’s overshoot and steady-state positioning 
error. In Section 2, the OCPCAC system and working principle are described in detail. In 
Section 3, the system is modeled using the flow continuity and force balance equations and, 
the system overshoot and steady-state error are analyzed, and the limitation of the 
overshoot and steady-state error is deduced, in Section 4. In Section 5, the model and the 
analysis are validated by comparison between the results obtained from simulation and 
experiment. The conclusions are presented in Section 6. 
2  SYSTEM DESCRIPTION 
A simplified structure of an OCPCAC system positioned by a directional control valve, 
which is applied to a hydraulic press application, is depicted in Fig.1. The system consists 
of a variable speed electrically-controlled unidirectional pump (1), directional control 
valves (DCV, 2,6), an asymmetric cylinder (3), a pre-fill valve (4), a pre-fill tank (5), a 
proportional relief valve (PRV, 7), a safety valve (8), an oil tank (9), a displacement sensor 
(10) and a motion controller (11). The loads acting on the cylinder are gravity, the load 
mass, a spring force, and frictional damping. 
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Fig.1 Pump-controlled asymmetric cylinder Fig.2 Typical system displacement output 
To stop the cylinder, the motion controller sets the pump’s flow and pressure commands to 
be zero, and sets DCV (2) to its central position. To move the cylinder down, the controller 
sets the pump flow and pressure commands to certain non-zero values, and positions valve 
(2) in the left position. In the case when rapid downward movement is required, the 
working pressure of PRV (7) is set to the minimum value, and DCV (6) is set to the right 
spool position, so that the cylinder can get enough compensated flow from the pre-fill tank 
through the pre-fill valve. The controller adjusts the commands to the pump and valves 
according to the signal from the displacement sensor. In the case of slow downward 
movement, the pump’s flow command is reduced and the working pressure at valve (7) is 
set to a suitable value. When the cylinder reaches the desired position, DCV (2) returns to 
its central position, and the pump stops outputting flow, so that the cylinder stops at the 
right position within a specified accuracy band. To move the cylinder up, the controller sets 
DCV (2) to the right spool position, and at the same time, adjusts the pump’s output flow 
and pressure commands. When the cylinder returns to its original position, the controller 
stops the pump, closes DCV (2), and prepares for the next cycle. To ensure the pre-fill tank 
has enough oil for the next cycle, DCV (6) is usually in its left position when the cylinder 
moves up, so that some of the return oil from the upper chamber flows to the pre-fill tank. 
Usually the working pressure of PRV (7) is set to zero to reduce the resistance when the 
cylinder’s moving upward. A typical response for the system displacement is illustrated in 
Fig.2. Table.1 shows the typical operation of the electrical solenoids, pump input and PRV 
working pressure setting. 
Table.1 Typical solenoids operation, pump inputs and PRV working pressure setting 
System action 
(time interval) 
Launching 
condition 
Solenoids input Pump inputs Prop. relief 
valve, pprv_set w2_1 w2_2 w6 u v 
Preparing(0-t1) 0tt  X X X 0 0 8mg/A2 
Quick moving down(t1-t2) 1tt t  O X X 0.5 umax 0.625vmax 0 
Slow moving down(t2-t3) *xx t  O X X 0.25 umax 0.625vmax 8mg/A2 
Position holding(t3-t4) **xx t  X X X 0 0 8mg/A2 
Returning(t4-t5)  holdTtt t 3  X O O 0.5 umax 0.625vmax 0 
 Note: O-solenoid on, xw _2  or 6w =24V; X-solenoid off. xw _2  or 6w =0V. 
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Essentially, the aforementioned positioning method is an open-loop control method. The 
displacement sensor in the system is used only for monitoring and launching the 
corresponding commands, such as the inputs to the electrical solenoids, the pump and the 
PRV. Therefore, the displacement sensor can be a cheap one, such as a magnetic or 
photoelectric switch. However, there is no feedback mechanism to regulate the system’s 
overshoot and steady-state error, which are important performance characteristics of 
position control systems. Hence, a calculation model or approximate evaluation method for 
these two parameters is very important and helpful for system design.  
3  SYSTEM MODELING 
The system must be modeled to allow the position overshoot and steady-state error to be 
determined. To simplify the system model, we assume all pressures are uniform, no line 
losses or dynamics, negligible minor losses, constant fluid density and temperature, zero 
cylinder external and internal leakage, and laminar flow. Under these conditions, the system 
behavior is modeled when the cylinder is moving down and position holding (overshoot 
and steady-state error are irrelevant to the operation) as follows: 
For a constant-pressure-variable-flow electrically-controlled proportional pump 
(variable-speed type), considering the dead zone, saturation, and leakage, the pump output 
flow can be determined as follows 
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For the volume between the pump and DCV (2), the flow continuity equation can be 
written as 
100
0
dcvce
y
o qpKpE
V
q              (4) 
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where 1dcvq  is the flow leaving the volume through DCV (2), determined by 
)sgn( 1010_1 ppppKxq dcvqdcvdcv       (5) 
The spool motion dynamics associated with DCV(2) is represented by  
1
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x
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L            (6) 
The flow continuity equations of the chamber between DCV (2) and the cylinder’s upper 
chamber and that between DCV (2) and the cylinder’s lower chamber can be expressed by 
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where the effects of the piston motion on the fluid volumes are given by xAVxV 1101 )(   
and xAVxV 2202 )(  ; 
The flow leaving DCV (2) and the pre-fill valve are given by 
)sgn( 3232_2 ppppKxq dcvqdcvdcv          (9) 
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The continuity equation for the volume between DCV (2) and the PRV is given by 
prv
y
dcv qpE
V
q  332                      (11) 
The flow passed by the PRV is governed by 
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Neglecting the friction force and considering nonlinear spring force )(xf , Newton’s 
second law is used to obtain the cylinder’s force balance equation as follows 
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)(mAA 2211 xfxbxmgpp                   (13) 
4  OVERSHOOT AND STEADY-STATE ERROR 
Since the system described by Eqs.(1)-(13) is nonlinear, it is difficult to obtain the exact 
solution of the overshoot and the steady-state error. Hence, an approximate calculation for 
the overshoot and steady-state error under specific assumptions, in order to provide some 
guidance for system design.  
Here, the approaching speed appx  is defined as the speed at which the cylinder first 
approaches the desired position. Referring to Fig.1, the overshoot and steady-state error are 
defined as osx'  and ssex'  respectively, and are defined as the follows: 
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To obtain the approximate formulation of overshoot defined by Eq.(14), we assume that the 
effect of the piston motion on the cylinder working chamber volumes, the dynamics of 
DCV (2), and the damping force can be neglected, that is, **1101 )( xAVxV | , 
**
2202 )( xAVxV | , 0 svT  and 0 b . Then, according to Eqs.(7), (8) and (13), we 
obtain 
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Solving Eqs.(17) and (18), we get  
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where )( 31 tp  and )( 32 tp  are respectively the pressure in the cylinder’s upper and lower 
chambers at the moment when the DCV completely closes. Substituting Eqs.(19) and (20) 
into Eq.(18), and integrating Eq.(18) with respect to x' , we obtain 
           02 22**2321312**
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where **xxx  ' , and )(xf  is approximated by xxfxf 'c )()( **** . For the actual 
system, we note that 
      0**232131 d xfmgAtpAtp          (22) 
Then, the positive extremum of the overshoot can be approximated by 
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To calculate the overshoot using Eq.(23), the approach speed appx  must be known. For a 
flow setting iq  corresponding to the flow command signal v , assuming that the external 
leakage, 0p  and 1p  can be neglected and noting that pfvq  is usually zero when the 
cylinder moves down slowly, we can obtain an approximate approaching speed calculation 
method from Eqs.(1)- (7), that is 
max1
max
A v
vqxapp 
|                    (24) 
Noting that 0 x and 0 x  when the system is stable, substituting these conditions and 
Eqs.(19) and (20) into Eq.(18), allows x'  to be determined as follows 
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As the PRV cofficient q_prvK  is usually a large number. According to Eq.(12),  it can be 
assumed that 
setprvptp _32 )( |                     (26) 
Applying Eq.(22) again, it can be deduced that the steady-state error is negative, and it 
achieves its negative extremum at   031  tp , that is,  
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Considering the dynamics of the DCV in Eq. (6), **x  in Eqs. (23) and (27) is replaced 
with **ax , that is, 
appsva xTxx | ****                      (28) 
so that, the calculation accuracy is improved. 
5  SIMULATION AND EXPERIMENT 
Table.2 Primary parameters 
Parameters values Parameters values 
yE  8108.8 u Pa  0V  4104 u 3m  
pcK _  -13102.66 u 1-13 Pasm   10V  5101 u 3m  
ppK _  -9105.28u 1-13 Pasm   1A  21084.7 u 2m  
maxp  6106.20 u Pa  20V  3106.7 u 3m  
maxq  3103.1 u 13 sm   2A  21088.1 u 2m  
maxu  10 V  3V  -4104u 3m  
minu  0.025 V  dcvqk _  -7105.7u 5.0-13 Pasm   
maxv  10 V  svT  0.065 s  
minv  0.025 V  m  530 Kg  
pT  0.05 s  b  200 1msN   
ceK  -11101.01u 1-13 Pasm   prvqk _  -71024.8 u -1-13 Pasm   
pfvqK _  -5101.48 u 1-13 Pasm     
To verify the model, simulation and experiment testing have been undertaken. Fig.3 shows 
the press used in the experiment, which is driven by a Daikin’s Super Unit pump 
(SUT00-8021). The valves are controlled by PLC from Mitsubishi Company, and the pump 
is controlled by an industrial computer from Advantech Company. System displacement 
and pressures are also sampled by Advantech’s data acquisition cards in the industrial 
computer. The primary parameters used in the simulation model are listed in Table.2. To 
simplify the experiment and simulation, the nonlinear spring force term, )(xf  was zero.  
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Fig.3 Hydraulic press for experiment 
 
Fig.4 Simulated and experimental result 
Fig.4 shows the simulated and experimental displacements obtained using the inputs listed 
in Table.1, and x*=0.17m and x**=0.1993m. As shown in Fig.4, for the system operation 
of slow when the actuator is moving down slowly with position holding, the simulated 
displacement is in close agreement with the experimental displacement. The difference 
between the traces at the beginning of the operation occurs when the actuator is moving 
quickly downwards, which may due to the pump’s unmodeled dynamics. Since the 
overshoot and steady-state error are performance characteristics the operation when the 
actuator is slowly moving downwards and position holding, the comparison in Fig.4 
illustrates that the model is valid for the analysis of the overshoot and steady-state error.   
To check the analysis of the overshoot and steady-state error in Section 4, the experimental 
overshoot and steady-state error from 5.1 seconds shown in Fig.5. As can be seen from 
Fig.5, the maximum overshoot is 6102.4 u m and the steady-state error is 4102.1 u m. 
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From Eqs. (25), (27) and (28), the calculated value of the overshoot is m1018.1 5u  and 
that of the steady-state error is m1075.3 4u . The calculated results are larger than those of 
the experiment, but the magnitudes are considered to be sufficiently close. The errors 
between the calculated and the experimental values are mainly caused by the assumptions 
of zero damping and the DCV closing in the force-balanced situation. However, as a design 
guide, the results obtained from Eqs. (25) and (27) are consevative and of sufficient 
accuracy. In fact, as shown in Fig.5, at the point where the DCV completely closes 
(t=5.222s), the acceleration is 23 /10845.3 smu . Hence, the assumption made in Eq. (25) 
that the unbalanced force is non-negative is reasonable. 
 
Fig.5 Overshoot & steady-state error 
 
Fig.6 Acceleration at DCV closing moment 
6  CONCLUSIONS 
In this paper, a pump-controlled asymmetric cylinder system positioned by directional 
control valves, used more and more on industrial machines for its excellent energy-saving 
performance, is presented. A mathematical model is described that allows the overshoot 
and steady-state error to be predicted for a hydraulic press application. The results of 
theoretical analysis show that the overshoot is proportional to the cylinder approach speed 
and the steady-state error is proportional to the unbalanced force acting on the cylinder at 
the moment when the DCV completely closes. Based on the mathematic model, calculation 
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methods for the limitations of the overshoot and steady-state error are deduced. 
Experimental results verify that the proposed model and the calculation method are valid.  
NOMENCLATURE 
yE  Effective bulk modulus of system( Pa ) 
oq  Pump’s output flow( 13 sm  ) 
op  Pump’s output pressure( Pa ) 
pcK _  Pump’s flow coefficient at constant flow 
operation( 1-13 Pasm  ) 
ppK _  Pump’s flow coefficient at constant pressure 
operation( 1-13 Pasm  )  
maxp  Pump’s maximum controllable output pressure( Pa ) 
ip  Pump’s setting pressure( Pa ) 
1p  Pressure in cylinder’s upper chamber( Pa ) 
2p  Pressure in cylinder’s lower chamber( Pa ) 
3p  Pressure in the chamber between DCV(2) and PRV( Pa ) 
pT  Settling time of pump’s setting pressure( s ) 
maxq  Pump’s maximum controllable output flow( 13 sm  ) 
iq  Pump’s setting flow( 13 sm  ) 
qT  Settling time of pump’s setting flow( s ) 
u , maxu , minu  Pump’s pressure command, and its upper and lower 
limitations( V ) 
v , maxv , minv  Pump’s flow command, and its upper and lower 
limitations( V ) 
)(sat  Saturation function 
0V  Volume between pump output port and directional control 
valve input port( 3m ) 
ceK  External leakage of the volume between pump output port 
and directional control valve input port( 1-13 Pasm  ) 
21, dcvdcv qq  Flows in and out of directional control valve( 13 sm  ) 
dcvqK _  Flow coefficient of directional control valve (
5.0-13 Pasm  ) 
dcvx  Displacement of directional control valve’s spool( m ) 
62_21_2 ,, www  Control input of directional control valves’ solenoids( V ) 
dcvxK _  Displacement coefficient of directional control 
valve( -1mV  ) 
svT  Settling time of directional control valve’s displacement( s ) 
pfvq  Output flow of pre-fill valve( 13 sm  ) 
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pfvp  Pressure at input port of PFV( Pa ) 
pfvqK _  Flow coefficient of pre-fill valve ( 1-13 Pasm  ) 
1V , 10V  Volume and initial volume of cylinder’s upper chamber( 3m ) 
1A  Cross-sectional area of the piston end without rod( 2m ) 
2V , 20V  Volume and initial volume of cylinder’s lower chamber( 3m ) 
2A  Cross-sectional area of the piston end with rod( 2m ) 
3V  Volume between directional control valve and proportional 
relief valve( 3m ) 
)(sgn  Sign function 
prvq  Output flow of proportional relief valve( 13 sm  ) 
setprvp _  Proportional relief valve’s setting pressure( Pa ) 
prvqK _  Flow coefficient of proportional relief valve(
-1-13 Pasm  ) 
x  Cylinder displacement( m ) 
*x  Switching position from quick moving down to slow moving 
down( m ) 
**x  Switching position from slow moving down to position 
holding( m ) 
**
ax  Actual position at directional control valve completely closing moment( m ) 
x'  Displacement variation respect to **x ( m ) 
osx' , ' )( osx  Overshoot and its positive extremum ( m ) 
ssex' , ' )( ssex  Steady-state error and its negative extremum( m ) 
x  Cylinder velocity( 1sm  ) 
appx  Cylinder approaching speed( 1sm  ) 
m  Mass of cylinder rod and load( Kg ) 
b  Damping coefficient( 1msN  ) 
)(xf  Nonlinear spring force function(N) 
1t , 2t , 3t , 4t , 5t  Switching times of system( s ) 
holdT  Position holding time( s ) 
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ABSTRACT 
Pneumatic muscle actuator is a novel type of actuator which has even higher force to 
weight ratio than a cylinder. In addition, muscle actuator introduces a stick slip free 
operation giving an interesting option for positioning systems. However, due to highly 
nonlinear characteristics of the actuator and pneumatic system, obtaining a good control 
performance is a real challenge. Instead of using relatively expensive servo valve, a 
proposal for controlling pneumatic muscle actuators in an opposing pair configuration by 
four low-cost on/off valves with a PWM strategy is introduced. PWM-technique allows 
control laws derived for servo valves to be used with on/off valves. As the overall 
pneumatic system is highly nonlinear and not completely known, a sliding mode control 
(SMC) strategy is chosen for control law.  
The system with on/off valves is formulated in a nonlinear SISO canonical control form for 
which the SMC control law can be designed. The same approach is used also for servo 
valve approach enabling a direct comparison of these approaches. The SMC control 
algorithms designed for this pneumatic position servo system and their performance is 
compared experimentally with sinusoidal tracking tasks. The robustness of the approaches 
is verified by varying loading conditions of the system. 
Keywords: Pneumatic muscle actuator, pulse width modulation (PWM), on/off valve, 
servo-pneumatics, sliding mode control (SMC) 
1  INTRODUCTION 
Pneumatic systems have many properties that make them attractive for use in a variety of 
environments.  High force-to-weight ratios, cleanliness, compactness, ease of maintenance, 
and the safety of pneumatic actuators offer desirable features for many industrial designs. 
In addition, a pneumatic McKibben muscle actuator provides an even higher force-to-
weight ratio compared with other conventional designs, and is able to operate in a wide 
range of environments. However, there are a number of nonlinearities present in the system, 
which makes it rather difficult and complex to control accurately. Nonlinear characteristics 
of the muscle actuator, air compressibility, friction, and nonlinear airflow through the 
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valves are the main reason that pneumatic systems are commonly avoided for advanced 
applications. Literature demonstrates that a large number of control strategies have been 
proposed to handle the effects of nonlinearities present. These include the following: 
adaptive control strategies (1,2,3), nonlinear PID  (4),  neural networks (5), and fuzzy 
controllers (6,7). In  (8,9) a sliding mode control (SMC) strategy was applied to a muscle 
actuator system, but only simulation results of the effectiveness of the strategy were 
presented. Other SMC approaches are presented in (10-12). In the most recent work (12) a 
SMC strategy was applied to control the muscle actuator system in an opposing pair 
configuration (similar system as used in this work as a reference to on/off valve approach) 
using a servo valve. Experimental results with sinusoidal tracking (with amplitude 7.5 mm 
and frequency ͲǤͷ െ ͳǤͷܪݖ) and payload mass 10.8 kg  showed accuracies of േͲǤͷ݉݉ to 
േͳǤʹ݉݉. In this work, SMC strategy was chosen for the control of the muscle actuator 
since the system studied was highly nonlinear and not well-defined. Previous SMC studies 
have demonstrated that it is an efficient and robust control strategy for pneumatic actuator 
applications. However, in these studies, a proportional or servo valve has been used to 
control the actuator. In this paper, the on/off valves are chosen for the control of the muscle 
actuator system in order to provide a low cost alternative to servo-pneumatic systems. 
In recent years, effort has been made to develop inexpensive servo-pneumatic systems 
using on/off solenoid valves with pulse-width modulation (PWM). In a PWM-controlled 
system, the power to an actuator is delivered with discrete packets of energy via a valve that 
is either completely on or completely off.  If the PWM frequency is significantly faster than 
the system dynamics (i.e. dynamics of the actuator and load), the system will respond in a 
manner similar to the continuous case. Unlike the continuous case, little to no power is 
dissipated in the process. Specifically, in the ideal on-state, no flow resistance is offered, 
and thus no power is dissipated as the flow orifice is fully opened. In the ideal off-state, no 
flow occurs (if flow to atmosphere is blocked), and thus no power is dissipated. A PWM-
controlled system is therefore capable of delivering a significant amount of controlled 
power to an actuator while dissipating essentially none. Previous works have shown the 
potential of PWM-controlled pneumatics (13-18). In (19), a modified PWM valve pulsing 
algorithm was developed that enabled the use of multiple on/off solenoid valves instead of 
costly servo valves. The proposed algorithm (with a continuous state feedback controller) 
was successfully implemented, and demonstrated its effectiveness on pneumatic cylinder 
experiments. In (20), a nonlinear state-space averaged model and a sliding mode controller 
with PWM was introduced for the control of a single degree of freedom pneumatic 
positioning system with a cylinder. Sinusoidal tracking with amplitude of 20 mm and 
frequencies from 0.25 to 1 Hz reportedly had accuracies from +/- 1 mm to +/- 3.5 mm. In 
(21), a sliding mode controller without PWM for a double-acting cylinder using four low-
cost solenoid valves was introduced. The sinusoidal tracking error for a stroke +/- 20mm at 
0.5 Hz was less than +/- 2 mm. In (22) three linearization approaches for PWM-driven 
servo-pneumatic systems with a cylinder and a single on/off valve were introduced. 
Improved performances were achieved by using simple linear controllers with velocity 
feedback instead of complex and costly nonlinear ones although no real comparison was 
introduced. Tracking accuracies for a sinusoidal input with amplitude 20 mm at 1 Hz and 2 
Hz were less than +/- 0.5 mm and +/- 1.5 mm, respectively. 
In this paper, a muscle actuator system with two Festo Fluidic Muscle (MAS10-300 mm) 
actuators mounted horizontally and coupled to a linear slide carrying a payload is studied 
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(Fig. 1). The system is controlled by 4 on/off valves where an individual valve is used for 
controlling the inflow and outflow of each muscle actuator. The valves are operated with a 
PWM-based signal by controlling the PWM duty ratio. For a comparison to on/off valve 
approach, a servo valve approach is also presented.  The SMC controller is designed in the 
Matlab Simulink environment and is coded by a real-time windows target toolbox, where 
reference values are generated, data from the sensors (potentiometer, pressures) are read, 
and the controller output signal is calculated. The output signal is then distributed to an 
electronic amplifier that supplies the sufficient power to actuate the valves. Actuator 
pressures and the displacement of the actuator (potentiometer) are measured. The other 
kinematic states (velocity and acceleration) are obtained by differentiation of the position 
signal; which adds noise that the controller needs to overcome. 
 
Figure 1: A Muscle Actuator System Controlled by 4 On/Off Valves and Servo Valve 
2  MODELING OF THE PNEUMATIC SYSTEM 
2.1  Load Dynamics 
The load dynamics of the system can be written as  
extAB FxBFFxM         (1) 
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where M is the total payload, B is the viscous friction coefficient, FA and FB are the 
actuation forces of the muscle actuators and Fext is the external force.  Coulomb and static 
friction that are present in the real system are neglected in the control design and can be 
considered as modeling uncertainties and disturbances.  
2.2  Muscle Actuator Force Dynamics 
The pneumatic McKibben muscle actuator consists of a rubber tube with a non-extensible 
fiber surrounding. The physical configuration causes the muscle to have variable-stiffness 
spring-like characteristics and being very light-weight compared to other types of actuators 
(23, 24).  During pressurization, the muscle widens in diameter and shortens in length, and 
the maximum force is obtained at the beginning of the contraction and decreases with 
increasing contraction. The generated force is unidirectional and its maximum contraction 
is typically 20% to 25% of the nominal length. The advantage of the muscle actuator over 
the traditional cylinder is the higher force to weight ratio and the stick-slip free motion at 
low velocities. On the other hand, the force-to-contraction relation at different pressure 
levels is highly nonlinear, and adds to the difficulty of effectively modelling the muscle 
actuator. As with all actuation systems, effective application of pneumatic muscle actuators 
relies on being able to accurately model and predict the forces that will be generated under 
any operating conditions. Figure 2 illustrates the nonlinear relationship between the force, 
pressure and displacement for the muscle actuators working in opposing pair configuration. 
Since the pneumatic muscle actuator is assumed to be non-stretchable, it is necessary, to 
initially contract both muscles of respectively x0A=x0B=x0. Typically the initial 
contraction/displacement is determined as half the maximum stroke with an initial reference 
pressure pA0=pB0=p0.  In a typical configuration, the movement is produced by a pressure 
differential variation between the muscle actuator.  
 
Figure 2: Nonlinear muscle actuator force characteristics 
The nonlinear muscle forces can be described by equations  
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where pmax (=0.6 MPa) is the maximum muscle pressure, and a0-3, k0 [N], k1 [N/m] and k2 
[Pa] are coefficients to match the model and measured data, respectively. The details of the 
actuator force modeling can be found in our previous work (25).
 
2.3  Pressure Dynamics 
For calculating the pressure inside the actuators, it is assumed that the air is an ideal gas and 
the change of air is adiabatic, such that the pressure change is as follows:  
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
        (3) 
where k (=1.4 for adiabatic process), R, T, VA,B and BAm ,  denote the specific heat ratio, 
universal gas constant, air temperature,  volume of the actuators and mass flow rate into the 
actuator.  The volume of the muscle actuators can be described by a linear approximation 
(25)  
1010 , vVVxvVV BA         (4) 
2.4  Valve Mass Flow Dynamics 
The on/off solenoid valve (Festo MHE2,QN=100 l/min) is controlled with the duty ratio 
uduty of the PWM-modulated signal. The switching frequency fPWM and the duty ratio 
determine how long the valve is open and closed during time period TPWM (=1/fPWM). PWM-
technique allows control laws derived for servo valves to be used with on/off valves. It 
should be noted, that the PWM switching frequency has a significant effect on the system 
performance as the final control signal for the valve is updated at the PWM frequency used. 
In order to provide sufficient performance the PWM frequency should be significantly 
higher than the natural frequency of the system.  On the other hand, the bandwidth (300 Hz) 
of the used valve sets the limit to the maximum reasonable PWM frequency. The PWM 
frequency used in this work is 100 Hz.  
For a comparison to on/off valve approach, a servo valve (FESTO MPYE-5-M5-010-B, 
QN=100 l/min) with the same nominal flow capacity is also used to control the system. The 
spool position of the servo valve is controlled by a control voltage signal (0-10 V) where 
the spool is in the center position with control signal 5 V. Due to high bandwidth (125 Hz) 
the spool dynamics can be ignored and the valve control signal can be calculated based on 
the desired spool position.   
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The mass flow rate through the control valve is one of the major nonlinearities in 
pneumatic systems. Thus, the modeling of valve flow characteristics plays an important 
role, when a sufficient performance of pneumatic servo systems is required. A traditional 
equation for modeling the mass flow is based on a flow of an ideal gas through a 
converging nozzle, and related to the valve control signal by the following relation:  
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where pu and pd are the upstream and downstream pressures, respectively, C is the valve 
conductance, and b is the critical pressure ratio that divides the flow regimes into un-
choked and choked flow through the orifice, and U is the control signal. The definition of 
valve control signal is defined here as a normalized control signal [-1…1]. In case of on/off 
valve approach, the control signal is directly the desired duty ratio U=uduty and in case of 
servo valve U= G-1*Uservo..  Note that, a positive valve command will pressurize the muscle 
B and exhaust the muscle A, while a negative command corresponds to opposite. The 
resulting equations for mass flow rates are  
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where ps is the supply pressure (=0.65 MPa (abs.)). Figure 3 shows a comparison of the 
estimated mass flow rate (Eq. (5)) and experimental data for servo valve while charging 
actuator B.  The parameters of the equation (5) are obtained by searching the best fit for the 
experimental data. It can be seen that the model is capable of providing sufficient accuracy 
at higher control signals, while the modeling accuracy degrades at small control signals. 
Similar modeling approach is used also for negative control signals while discharging 
actuator B. Note, that the servo valve is assumed to be symmetric for mass flow rates A and 
B. Figure 3 illustrates also the measured mass flow rate as a function of control signal with 
constant pressure drop across the valve. Note the dead zone and linearity of the curves.  
Due to a valve dead zone, compensation is added to the final control signal of a servo valve 
as follows  
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where U0=5V and udz=0.25V is experimentally determined dead zone range.  
 
Figure 3: Servo valve mass flow rate while charging actuator B  
Similar modeling approach can be utilized with a PWM controlled on/off valve where the 
control signal is PWM duty ratio (-1...1). Figure 4 illustrates that the traditional flow 
equation can reasonably well describe the nonlinear flow characteristics. Note also the 
linear region between control signals 0.1 and 0.9 and the valve dead zone with control 
values less than 0.05 and flow saturation with control values higher than 0.9. With a dead 
zone compensation (udz=0.05) the respective valve control signals are  
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Note that this kind of modeling approach results in identical controller structure providing a 
possibility for a direct comparison of on/off and servo approaches. 
 
Figure 4: On/off valve mass flow rate while charging actuator B 
2.5 Overall system model 
The full nonlinear SISO model from the control input U to the displacement of the load x 
can be defined as  
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The state vector x consists of the pressure in each muscle actuator, along with the position, 
velocity and acceleration of the load  
> @TBA ppxxx  x                (10) 
3  SLIDING MODE CONTROL (SMC) DESIGN 
SMC is a form of variable structure control and regarded as one of the most effective 
nonlinear robust control approaches (26, 27). SMC utilizes a discontinuous switching plane 
along some desired trajectory. The plane is often referred to as a sliding surface S that 
models the desired closed loop performance in the state variable space. The objective is to 
keep the state values along this surface by minimizing the state errors (between the desired 
trajectory and the estimated or actual values). Then, the control law is designed so that the 
system state trajectories are forced towards the sliding surface and stay on it. The choice of 
the control law that satisfies the following sliding condition is: 
0SS            (11) 
which ensures the attractivity of the sliding surface in the state space. The switching brings 
inherent stability and robustness to the control strategy, while also introducing chattering 
(high-frequency switching) that is undesirable in practice and can excite un-modelled 
dynamics. A boundary layer may be introduced along the sliding surface in order to saturate 
and smooth out the chattering within a region referred as the smoothing boundary region.  
The sliding surface for this configuration is selected as  
eeexxxxxxS ddd
22 2)()(2)( OO[OO[        (12) 
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with λ > 0 (control bandwidth) and ζ damping ratio. A robust control law can be obtained 
by combining an equivalent control component ueq with a robust switching component usw 
(27) 
sweq uuU             (13) 
where the equivalent control component is used to achieve the desired motion on the sliding 
surface  
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where )(ˆ xf and )(ˆ xb are the nominal or estimate values of f(x) and b(x), respectively. In 
order to satisfy the reaching condition Eq.(14), the switching control component that 
accommodates the model uncertainties and disturbances is defined as follows  
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where β is the gain margin, F(x) is the estimation error on f(x),  α is the uncertainty factor, 
and Φ is the boundary layer thickness.   
4  RESULTS 
Experiments were conducted to demonstrate the performance of the SMC strategy with 
aforementioned control strategies. For the implementation of the sliding mode control law, 
the system states including the pressure in the muscle actuators, the position, velocity, and 
acceleration of the load are required.  The velocity was obtained by differentiating the 
measured position signal which was then filtered by 2nd order Butterworth low pass filter 
with cut-off frequency 65 Hz. The acceleration estimate was obtained by differentiating the 
velocity estimate and filtering it by similar low-pass filter with cut-off frequency 50 Hz. 
The cut-off frequencies for the filters were found with the help of simulations and finally 
tuned experimentally to provide optimal result. It should be noted, that in order to obtain 
acceleration estimate for the SMC controller, also a direct measurement of acceleration, 
estimation of acceleration using pressure measurement or using  state estimation strategies 
such as extended Kalman filter for nonlinear systems, could also been used here. 
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The experiments were performed with sinusoidal tracking (amplitude 15 mm) for 
frequencies 0.25, 0.50, 0.75, 1.0, 1.5 and 2.0 Hz. Each experiment was repeated 5 times to 
gauge the repeatability of the closed-loop performance and root mean square error (RMSE) 
values were used as performance indicator.  
Initial controller tuning was done with the help of simulations and final tuning was done 
with the experimental setup in order to guarantee a sufficient accuracy for sinusoidal 
tracking in normal conditions (M=2 kg). Also, in the controller tuning a focus was to avoid 
significant chattering in the control signal. For the servo valve configuration, the control 
parameters were λ=85 rad/s, ζ =0.3, KSMC = 3000 and Φ=50.  Note that the damping ratio 
was set to a small value in order to minimize the amplification of noise in the estimated 
velocity and acceleration signals. In order to compare the valve approaches similar set of 
parameters were sed with the on/off valve approach. However, the performance was also 
studied with higher gains by decreasing the boundary layer thickness resulting in a better 
tracking accuracy at the cost of increased control signal chattering with both valve 
configurations. 
4.1  Normal conditions 
The mean RMSE values and maximum tracking errors for the control performance of the 
servo valve and 4 on/off valves configuration with SMC approach for sinusoidal tracking 
with nominal payload (M=2 kg) are gathered in Table 1. It can be seen that on/off valve 
approach results in only 22 % poorer performance in total than the servo valve approach for 
the whole input frequency range.  However, the majority of this difference becomes at 
higher input frequencies (1.5 and 2.0 Hz) as the servo valve is capable of providing more 
flow than on/off valves (see Figures 3 and 4). At lower input frequencies (< 1 Hz) on/off 
valve approach is capable of providing surprisingly good performance as the performance 
is almost identical to servo valve approach. It is notable that servo valve approach provides 
better accuracy in terms of maximum tracking error in overall.  The maximum error occurs 
mostly at times when the direction of movement is changed when the effect of muscle 
actuator hysteresis is the most significant. With servo valve approach the control loop is 
much faster (1 ms) than with on/off valve approach (10 ms) resulting in better response at 
motion reversals. Figures 5-7 illustrates the performance of the approaches for 0.25, 1.0 and 
1.5 Hz sinusoidal tracking.  
      
Figure 5: Sinusoidal tracking 0.25 Hz 
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Frequency of the 
sine wave 
trajectory 
On/Off Valves Tracking error Servo 
valve 
Tracking error 
0.25 Hz 0.143 (-0 %) -0.4…+0.4 mm 0.144 -0.35…+0.35 mm 
0.5 Hz 0.195 (+0 %) -0.5…+0.6 mm 0.195 -0.5…+0.3 mm 
0.75 Hz 0.220 (-8%) -0.5…+0.6 mm 0.240 -0.6…+0.3 mm 
1.0 Hz 0.348 (+7 %) -0.6…+0.7 mm 0.324 -0.6…+0.45 mm 
1.5 Hz 0.725 (+45 %) -1.1…+1.5 mm 0.500 -0.8…+0.7 mm 
2.0 Hz 1.126 (+50 %) -1.5…+2 mm 0.750 -1.15…+1.0 mm  
Sum RMSE 2.757 (+22%) ------------------- 2.153  ------------------- 
Table 1:  Comparison of RMSE (mm) values and maximum tracking error of the 
valve configurations with nominal payload mass M=2 kg and SMC approach. 
 
Figure 6: Sinusoidal Tracking 1 Hz 
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Figure 7: Sinusoidal Tracking 1.5 Hz 
4.2  Robustness to payload variation 
Although there has been many studies on PWM servo-pneumatics most of them lack 
analysis of robustness to parameter variations in the process. In this paper, the robustness 
analysis in terms of increased payload mass is performed. Figure 8 illustrates the resulting 
control performance of the approaches as a function of increased payload. The sum of the 
mean RMSE values of control performances for sinusoidal tracking at 0.25, 0.5, 0.75 and 
1.0 Hz is used as a robustness indicator. It is interesting to see, that servo valve approach is 
extremely robust to increased payload mass as the tracking performance is maintained up to 
M=6 kg. In contrast, the on/off valve approach is capable of maintaining reasonable 
robustness up to M=4 kg after which the performance starts to degrade more clearly. A 
significantly better robustness of servo valve approach is due its faster control loop 
combined with smaller noise in the system.  As the SMC strategy is quite sensitive to delay 
and noise, it starts to affect the performance with PWM strategy that results in a 10 ms 
control delay and more noise due to PWM switching. In order to demonstrate the effect of 
control delay, the servo valve approach was used with a sampling time Ts=10 ms that 
corresponds with the PWM 100 Hz.  It can be seen, that the control delay degrades the 
control performance especially at higher payload masses decreasing the robustness of the 
controller. With on/off valve approach the effect of control delay and system noise has a 
more significant effect on the performance.   
Another critical factor affecting the controller performances is the value of damping ratio 
used in the sliding surface design. A smaller damping ratio significantly decreases the 
magnitude of sensor noise (velocity, acceleration) and in the nominal case a higher value of 
damping ratio than 0.3 resulted in a poor performance due to magnified noise.  It should be 
noted, that the damping ratio determines the damping properties of the control dynamics. 
Thus, a small value will provide fast response with low damping resulting in a poor 
performance with increased system inertia. A higher damping ratio will provide better 
damping properties with slower response resulting in better performance especially with 
increased inertia. For that reason, the controllers were not able to provide good results with 
payload masses much higher than M=6 kg with a damping ratio 0.3.  
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Figure 8: Robustness to Increased Payload 
5  CONCLUSIONS 
This paper provides a low-cost approach to control pneumatic systems by using high-speed 
on/off valves instead of costly proportional and servo valves. The mechatronic system 
under study consisted of pneumatic muscle actuators in the opposing pair configuration 
driven by four PWM operated on/off valves. In order to provide a comparison between 
on/off valve and servo valve approaches, a full nonlinear modelling of the system in SISO 
canonical control form was derived for which SMC strategy was applied. As the resulting 
controller structure was same for both valve configurations, a direct comparison between 
the approaches was possible. In nominal conditions, the on/off valve approach resulted in 
good results as the tracking accuracy was almost identical with the servo valve approach. In 
terms of maximum tracking error, the servo valve approach provided slightly better 
performance due to its faster control response at motion reversals when the muscle actuator 
hysteresis is the most significant. At higher tracking frequencies servo valve approach 
performed better mostly due to its higher flow capacity compared to on/off valve approach. 
The robustness of the approaches was tested by increasing the payload mass up to 6 kg. It 
was noted, that servo valve approach was extremely robust against it, but the performance 
of on/off valve approach started to degrade clearly at higher payloads. This difference 
between the approaches is caused by the combination of PWM switching introduced 
control delay and higher system noise that significantly affects the performance of SMC 
controlled PWM approaches. However, the results indicate that on/off valve approach can 
provide a reasonable performance and an interesting option for servo-pneumatic systems 
with limited uncertainties and parameter variations.  
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ABSTRACT 
The use of system simulation software is state of the art in the design of fluid power 
systems. In pneumatics the influence of pipe and hose elements is often approximated 
through resistances, which has several disadvantages. Delay times are missing, 
parameterization often is guesswork and pressure wave effects are neglected. To improve 
the accuracy of system simulations, pneumatic pipe models play an important part. Besides 
eliminating the aforementioned disadvantages they also affect the calculation of the speed 
of pressure build-up in chambers and reaction times of cylinders. In the first part of the 
paper the development and implementation of a one-dimensional pneumatic pipe model is 
presented. It is based on the method of characteristics for the simulation of pneumatic 
applications. The model especially considers friction and heat transfer as those effects are 
of special interest in pneumatic pipe networks. In the second part the influence of key 
parameters will be discussed and the simulation results are compared with measurements 
on a newly designed test bench. The pipe model is a necessary component in simulation of 
pneumatic networks. In further works a distributor model will be developed which connects 
several pipe models to represent pneumatic networks. 
 
1  NOMENCLATURE 
c  Speed of sound [ m/s ] 
m  Mass [ kg ] 
m  Mass flow [ kg/s ] 
p  Pressure [ N/m2 ] 
q  Heat flow per fluid mass  [ W/kg/s ] 
t  Time [ s ] 
u  Flow velocity [ m/s ] 
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A  Cross section or wall surface (depending on context) [ m2 ] 
D  Pipe diameter [ m ] 
L  Pipe length [ m ] 
Q  Heat [ W ] 
R  Specific gas constant [ J/kg/K ] 
T  Temperature [ K ] 
WT  Wall temperature [ K ] 
D  Heat transfer coefficient [ W/m2/K ] 
t'  Time step  [ s ] 
x'  Pipe element length [ m ] 
N  Isentropic exponent [ – ] 
O  Friction coefficient [ – ] 
U  Density [ kg/m3 ] 
 
2  INTRODUCTION 
In the past pipes and hoses were often neglected in the one-dimensional simulation of 
pneumatic systems to save calculation time and to reduce the overall size of the simulation 
model. In recent years this has begun to change because faster computers are becoming 
available and complex systems, for example valve clusters which are connected to drives 
by long lines, need to be entirely simulated in order to obtain more information about their 
transient behaviour [1]. 
Many mathematical pipe models have been derived and developed from the Navier-Stokes 
equations, but remarkably few have been published in a way that tries to take a general look 
at the fundamental problem. The mathematical model is an absolute necessity for the 
description of pipe flow but hardly sufficing. Additional information of value concerns the 
implementation of the computing scheme as well as the realization of necessary boundary 
conditions in the program.  
Early attempts at pipe models were concentrated parameter models [2]. The pipe was 
basically cut into volumes connected by resistances which allowed an approximation of 
pressure losses. But the reduction of a continuous system to a series of concentrated 
volumes with piecewise constant values of pressure and temperature is problematic. To 
improve the underlying inaccuracies the number of volumes was increased which 
correspondingly decreases the size. Small volumes behave as stiff systems which need 
small time steps to calculate. This increased complexity leads to long simulation durations. 
The next idea was to treat the problem as distributed parameters. Some converted the 
governing partial differential equations into transfer functions [6], which observe pressure 
and volume flow rate, while others used finite difference schemes to solve the simplified 
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governing equations [7]. Commercial software packages like AMESim or SimulationX 
offer distributed parameter models for the calculation of pipe flow. However, the program 
code of those models has not been disclosed so far. It is therefore unclear how different 
models are set up and how the calculations are carried out inside the block model. 
Universally applicable pneumatic pipe models which consider pressure, momentum and 
temperature are quite rare which is why the Fluid Power Association of the German 
Engineering Federation (VDMA) decided to support research in this field of fluid power. 
The aim is to develop a simulation model which is able to accurately calculate pressure 
wave propagation in pneumatic lines. This paper aims to show an exemplary development 
of a working pipe model block which can be added and connected to a system simulation 
model. 
3  MODEL 
The basics for the description of pipe flow are the Navier-Stokes equations coupled with an 
equation of state. In this case air is treated as a perfect gas. As the Navier-Stokes equations 
have been discussed in great detail in numerous publications, it will be refrained from 
repeating this discussion. Equation 1 shows the Navier-Stokes equations (conservation of 
mass, momentum and energy) as a system of partial differential equations, where A is a (3 x 
3) matrix and d is a column vector of length 3, which includes the dissipative effects of 
friction and heat transfer. The subscripts t and x denote the derivatives after time and 
location. 
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This system can be transformed into normal form which leads to a system of ordinary 
differential equations whose solutions follow so called characteristic curves. The authors 
refrain from showing the transformation of the equations as information on this procedure 
is available in mathematical standard works. The method itself has been used in gas 
dynamics for a long time to calculate flows, e .g see the description by Shapiro [5] in 1953 
or Sauer in 1966 [8]. 
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3.1  Simplifications 
The presented pipe model makes use of the following simplifications: the flow is one-
dimensional, therefore speed is averaged over the pipe’s cross section, the friction forces 
are Reynolds number dependent and heat transfer is described by wall temperature and heat 
transfer coefficient. The method of characteristics is used to solve the equations. This 
method has already been applied to the problem of hydraulic pipe and hose models. E.g. 
Theissen used it for the calculation of oscillating pipe flows in association with frequency 
dependent friction [3]. Applying the method of characteristics to the hyperbolical system of 
differential equations leads to a system of ordinary differential equations whose solutions 
travel along the so called characteristic curves. Also called eigenvalues, the characteristics 
are the flow velocity, flow velocity with added speed of sound and finally the flow velocity 
with subtracted speed of sound. The flow velocity affects friction and heat transfer and vice 
versa heat transfer and friction affect the flow velocity while pressure disturbances 
propagate with speed of sound in both directions of the pipe. Additional information on the 
method of characteristics is available in [5]. 
3.2  Method of characteristics 
To calculate the solutions for a pipe the differential equations need to be turned into 
difference equations. These can be implemented in a computer program by using an explicit 
difference scheme. The pipe is divided into k+1 nodes, and therefore k elements. As the 
solutions are known for all nodes at the old time step, the difference equations can be used 
to calculate all values for the new time step. Considering a given point i, an approximation 
for the propagation speed is given by the characteristic speeds u(i)+c(i) and u(i)-c(i). 
Multiplying with the simulation time step width gives the distances ǻxA und ǻxB. Linear 
interpolations of the values at these points are used for the calculation of all variables for 
the point i at the new time step using the difference equations. 
i-1 i+1i
u+c u-c
A Bt
t+ǻt
ǻxA ǻxB
 
Figure 1: Basic principle of the method of characteristics 
Considering that flow velocity and speed of sound are hardly constant but instead changing 
and therefore the characteristics are resembling curves far more than straight lines, accuracy 
is improved by adjusting the characteristics by averaging the new values u(i, t+ǻt)and c(i, 
t+ǻt) and the old values u(i, t) and c(i, t). This leads to new points A and B. The new values 
are iteratively adjusted until an abort criterion is reached. A very useful criterion is the 
change of the characteristic speeds between two iterations. If the difference is smaller than 
 Fluid Power and Motion Control 2012 263
a predefined threshold, the calculated values are deemed accurate enough and the iteration 
is finished for the current time step. 
3.3  Stability 
Transforming the system of hyperbolical partial differential equations and solving the 
simpler ordinary differential equations does not automatically lead to a stable procedure. Of 
utmost importance is the correct choice of dependent variables. Momentum, pressure and 
temperature are a stable combination and were used in this study. Because the used 
differentiation scheme is an explicit one, another important stability condition, named after 
Courant, Friedrichs and Lewy, has to be met. 
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The condition describes that the maximum propagation speed has to be smaller than the 
speed needed for information to travel through an element during a time step. Therefore the 
ratio of time step and element length depends solely on the CFL number. As can be seen in 
equation 2 the minimum length of each pipe element is defined by the time step width 
multiplied with the highest propagation speed. By choosing smaller CFL numbers the pipe 
is divided into longer elements which reduces the number of elements and leads to swifter 
calculation. 
3.4  Boundary Conditions 
The inside parts of the pipe model are dependent on given values which were initial 
conditions at the beginning of the calculation or calculated values from the last simulation 
time step. But what about both pipe ends? There, one of the three characteristics is missing. 
To compensate for this lack of information, data from connected volumes is used. In the 
case of inflow, the pressure and temperature of the connected volume at the new time step 
are used as additional information so that momentum can be calculated.  
In the other case (outflow) only the pressure is used as an initial starting point. As we have 
two characteristics, the new values of temperature and momentum are calculated. It is then 
necessary to calculate flow velocity and sonic velocity to identify a physically impossible 
supersonic condition at the output element as this leads to an instable behaviour of the 
simulation model. The way to remedy this situation is to iteratively adjust the pressure in 
the outflow node. The following expression is used to find the correct outflow pressure by 
setting u to the value of the sonic velocity c. 
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Half of the difference between this pressure and the pressure calculated during the previous 
iteration step is added to latter. This new value is then used for the calculation of 
temperature and momentum. The algorithm is applied until the found pressure changes are 
small and flow velocity is identical to local sonic speed. 
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3.5  Friction and Heat transfer 
A simple model is chosen to account for friction effects. Pressure losses are estimated to be 
dependent on the momentary flow velocity, density and the geometric properties. This leads 
to the Darcy-Weisbach equation which is utilized in the presented pipe model for the 
description of friction effects. 
 2
2
u
D
Lp  ' UO  (4) 
The friction coefficient Ȝ is assumed to be only dependent on the momentary Reynolds 
number. To further simplify the calculation of friction it is assumed that the simulated pipes 
are smooth. Accordingly, the authors use the friction values presented in Table 1 in the 
consideration of friction effects [4]. 
Table 1: Friction Coefficient Ȝ 
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laminar flow 
3906  Re 2320 d  68467.0withRe
2300
028,0   bb
b
O  transition laminar/turbulent 
510  Re 3906 d    41Re100  O  turbulent flow (Blasius) 
Re10  5 d  018,0 O  turbulent flow 
 
Heat transfer is a potentially highly complex matter, but it needs to be reduced to a general 
solution by assuming simplified conditions so that it can be used in a general pipe model. 
The temperature of the pipe wall is considered to be constant while the heat capacity of the 
pipe material is neglected. The underlying heat transfer problem is reduced to the contact 
area between pipe wall and fluid. This kind of heat transfer problem is describable by the 
following equation which utilizes an averaged heat transfer coefficient Į. 
   tTTAQ W ' D  (5) 
By substituting A with the surface area of a pipe element, relating the transferred heat to the 
fluid mass and to the time interval, the following equation is used in the pipe model. 
    WW TTpD
RT
txD
tTTxD
tm
Qq 


 
''
''
 
'
 
D
US
SD 4
4
2
  (6) 
It is possible to consider heat exchange in a very general manner by defining the heat 
transfer coefficient Į. This simple treatment of heat transfer was partly chosen because of 
its easy implementation and partly, because sufficient data for the correct parameterization 
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of more sophisticated models often is lacking. In future work the heat transfer model can be 
adjusted to accommodate more complex situations. Improvements that directly come to 
mind are incorporating pipe wall heat capacity, addition of heat transfer between outer pipe 
wall and the environment as well as consideration of fluid speed and pressure in the 
calculation of heat transfer. 
3.6  Parameters 
The implemented pipe model needs to be parameterized before starting the simulation. 
Important tuning parameters are the geometric dimensions of the pipe, initial conditions 
(pressure, temperature), heat transfer coefficient and wall temperature, expected maximum 
sonic velocity, the threshold for the change of characteristics (in m/s) and finally the factor 
which adjusts the length of the pipe elements (range between 1 and 20 which is 1/CFL). 
Other parameters which should be kept unchanged from presets include the dynamic 
viscosity of air and the isentropic exponent. 
 
4  MEASUREMENTS AND VALIDATION 
4.1  Mass Balance and Propagation Speed 
Validation of a simulation model is important in achieving reliability. As a first test the 
model was used to simulate a pressure equalization process of two volumes connected with 
a pipe under differing simulation parameters. It appears to work stable for pressure steps of 
up to 16 bar, pipe lengths from 0.1 m up to 20 m, pipe diameters from 2 mm up to 25 mm, 
different time step size from 1·10-6 s up to 5·10-5 s and even different starting temperatures. 
Figure 2 shows the results of an exemplary calculation of a pressure step from 1 bar to 6 
bar at the front end of a pipe (D = 8 mm, L = 1 m). For further information on simulation 
parameters see Table 2. Evident are the time delay for the pressure step to reach the pipe 
end, pressure reduction through friction and the development of steady conditions for both 
pressure and velocity after 0.005 s. 
Table 2: Simulation parameters 
Parameter Value Parameter Value 
Volumes connected to line 5 l Temperature (system) 293.15 K 
Starting pressure Volume 1 6 bar Length (line) 1 m 
Starting pressure Volume 2 
and line 
1 bar Diameter (line) 8 mm 
Time step 10-5 s Solver ODE4 
CFL-number 0.703 Number of nodes 96 
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Figure 2: Pressure and Velocity Propagation through the Pipe 
As a second test the conservation of mass was investigated in order to get information 
about the accuracy of the model. Especially important is the chosen time step of the 
simulation as it has the highest impact on accuracy. Three different time step sizes were 
used on the identical problem of the aforementioned pressure equalization process as is 
presented in Table 3.  
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Table 3: Mass Balance after Pressure Equalization Process 
Simulation Time Step  Mass after simulation in relation to mass 
before simulation
1·10-6 s 99.05 % 
5·10-6 s 98.01 % 
1·10-5 s 96.97 % 
The table data clearly indicates that the chosen time step size affects the accuracy of the 
simulation. It can be noted at this point that bigger step sizes lead to larger deviations but 
the error is still bounded. 
The comparison of measured and simulated travel time of pressure step was the third test of 
the implemented pipe model. A 3.4 m long hose with a diameter of 4 mm was pressurized 
via a fast acting switching valve. Pressure transducers at the beginning and the end of the 
hose were used to measure the travel time of the pressure jump (1 bar to 1.7 bar). The data 
was compared to the simulation results of a similar system which represented the testing 
apparatus. In reality the pressure jump traveled the distance in a time of 9.2 ms while the 
simulated result was 8.7 ms. This strongly indicates that the model is accurate enough for 
modeling pressure wave propagation as the results from measurement and simulation are to 
a huge extent (5 %) in agreement. 
 
4.2  Influence of Element Length and Simulation Time Step 
As described in 3.3 the CFL-Number defines the ratio between local and temporal 
discretisation and delivers a minimal element length. It is then possible to increase the 
length of those pipe elements. The authors expect a decrease in simulation duration as the 
number of elements is linked to the number of calculations. A test was conducted to verify 
and quantify this hypothesis. The simulated system calculated a pressure equalization and 
consisted of a pipe with a length of 5 m and a diameter of 8 mm which connected two 
volumes (V = 10 l). The first volume had a pressure of 6 bar and was connected at the 
beginning of the simulation to the pipe and the second volume which had a pressure of 
1 bar. In a first step the time step was varied starting from 10-6 s to 5·10-5 s. In a second step 
the size of the pipe elements was adjusted. All pipe element lengths were expressed as 
multiples of the smallest length defined by the CFL condition. Criteria for the test were 
simulation duration and the pressure build-up in the second volume. Figure 3 shows the 
results of the simulation study. It is important to note, that a step size of 5·10-5 s combined 
with longer pipe elements does not allow a stable computation. So there are no results for 
elements longer than factor 10. 
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Figure 3: Simulation Duration and Back Pressure Difference depending on Time Step 
and Element Length 
The simulation run with the smallest time step size (10-6 s) and smallest pipe elements 
(factor 1) gives the most accurate results which are therefore used to normalize all other 
findings. There are two main conclusions to be drawn: Firstly, an increase of the element 
length greatly reduces the simulation duration. As can be seen for the smallest time step 
size, an elongation of the pipe elements beyond the minimum length by a factor of 5 leads 
to a decrease in simulation duration of 60 %. Secondly, the time step size affects the mass 
balance. This can be shown as follows. Increasing time steps lead to increasing deviations 
in the calculation of the pressure build-up in the back volume. Additionally, an increasing 
element length leads to larger deviations as well. This means that a gain in simulation time 
is paid with a loss of precision. In the case of the smallest time step size combined with the 
longer elements (factor 5) this leads to a loss of accuracy of about 2 %. The curve which 
depicts the normalized pressure in the back volume for the biggest time step shows that 
using longer element lengths does not have to imply a decrease in precision. It is much 
more important to find the correct ratio of time step width and element length. Especially 
while using small time step widths the use of larger element lengths is most beneficial. 
5  CONCLUSIONS 
This paper presents an exemplary path to the development of a pneumatic pipe model based 
on the method of characteristics for the simulation of pressure wave propagation. It was 
shown how to incorporate heat transfer and friction into the model. Of particular interest 
were problems of the implementation into a working simulation model which is able to 
work under very general conditions. The model was shown to be working under stationary 
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and simple transient conditions like pressure equalization of two volumes connected by a 
pipe or hose. Further works include more validations with measured system responses as 
well as the development of a distributor model, for example a T-fitting, which shall be 
connected to the pipe model and enable the user to design a pneumatic network. 
The authors would like to thank the Fluid Power Association of the German Engineering 
Federation (VDMA) for financing and supporting the research. 
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ABSTRACT 
In these decades, pneumatic systems are widely used not only in factory automation but 
also in bio measurement because of its inherent advantages of generating little heat and 
magnetic free, etc. However, few reports on energy consumption of pneumatic systems can 
be found due to lack of available energy assessment. In this study, the authors propose a 
definition of pneumatic energy called as air power that is composed of expansion power 
and transmission power. Based on the definition of air power, we analyze the energy loss 
and efficiency of pneumatic system by dividing pneumatic system to four parts: air 
production, air cleaning, air transmission and actuator. In air production, we discuss the 
adiabatic and isothermal efficiencies of a compressor, and define the overall efficiency of 
compressor with air power. In air cleaning, energy efficiency of air filter is investigated and 
general data are given. In air transmission, the energy losses due to pressure loss in pipe 
and air leaks are discussed, and the energy saving effect of a regulator is shown. In air 
consumption, the energy distribution in a cylinder meter-out actuating circuit is clarified. 
These efficiency analysis and discussion would be helpful to an energy-saving equipment 
selection and system design.  
1. INTRODUCTION 
The demands of industrialization have increasingly required the use of compressed air in 
factories and workshops since the 1960s.Compared with oil or electric systems, compressed 
air systems are cleaner, cheaper, and easier to maintain. However, compressed air systems 
can be expensive to operate [1]. The cost for producing 0.6 MPa ~ 0.9 MPa compressed air 
in Japan averages around U.S. $0.02–0.03 per cubic meter, with the compressor’s 
electricity responsible for 80% ~ 90% of the cost. In fact, compressed air systems typically 
consume 10% to 20% of the total electricity in manufacturing factories, reaching 40 billion 
kilowatt hour per year in Japan. 
A significant portion of the energy consumed by compressed air systems is wasted due to 
improper settings and operation, as well as air leaks and inappropriate equipment, 
addressing these concerns typically saves about 30%. Therefore, improving the efficiency 
of compressed air systems and reducing air consumption is essential for minimizing energy 
costs. Air volume or flow rate is typically used to represent air consumption because there 
is no standard method for determining the power consumed by compressed air flow. This 
paper proposes a new concept, called air power, to represent this power. In hydraulics, fluid 
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power is calculated by multiplying the gauge pressure and the fluid’s volumetric flow rate. 
This method, however, cannot be applied to air because it assumes incompressibility. The 
electrical power applied to a compressor, which is the energy source for the air power, is 
not proportional to its pressure output for a given flow rate. Therefore, the role of air 
pressure must be studied. Using only the flow rate does not specify the power lost in the 
supply pipes or supplied to the actuators, which are considered extremely important for 
streamlining energy consumption. Therefore, air power must be sufficiently defined and 
quantified. This paper uses a typical compressed air system to derive a general equation of 
air power. Then, based on the definition of air power, we analyzed the energy loss and 
efficiency of a pneumatic system by dividing a pneumatic system to four parts: air 
production, air cleaning, transmission and pneumatic actuator. 
Nomenclature 
e : available energy of a unit mass of air, J/kg G : mass flow rate, kg/s 
E : energy, J m : mass of air, kg 
P : air power, W p : air pressure, Pa 
h : enthalpy of a unit mass of air, J/kg Q : volumetric flow rate, m3/s 
R : gas constant, J/(kg K) T : temperature, K 
s : entropy of a unit mass of air, J/(K kg) V : volume, m3 
W : work, J κ : specific heat ratio 
η : Efficiency, %  
2. PROPOSAL OF AIR POWER 
In this section, we discuss the definition of air power in terms of the energy conversion 
for the state change of air. For simplicity, two ideal processes are discussed, in which there 
are no losses. In the first process, compressed air is produced in a simple piston-type 
compressor. The other process involves a pneumatic cylinder consuming compressed air. 
These two processes are depicted in Fig. 1 [2, 3]. 
 
2.1  Ideal Production of Compressed Air 
It is well known that air compression requires the least amount of work in an isothermal 
process. Assuming that there is no friction or air leak, the ideal process is described as 
follows. 
1. Suck: Pull the piston from position A to B to suck air from the atmosphere in a quasi-
static process. 
2. Compress: Close Valve 1 and push the piston from Position B to C to compress the air 
quasi-statically until the air pressure reaches ps. This process is considered an 
isothermal process. 
3. Supply: Open Valve 1 and close Valve 2. Then push the piston from Position C to A to 
completely expel the compressed air under constant pressure ps. The compressed air is 
supplied to the cylinder on the right. 
  Using the equation paVa = psVs for isothermal compression, the required mechanical work 
for producing compressed air of pressure ps and volume Vs is  
௜ܹ
, = ௜ܹଵ, + ௜ܹଶ, + ௜ܹଷ, = 0 + ∫ (݌௔ − ݌)ܸ݀ + (݌௦ − ݌௔) ௦ܸ =௏ೞ௏ೌ ݌௦ ௦ܸ݈݊
௣ೞ
௣ೌ               (1) 
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2.2  Ideal Consumption of Compressed Air  
The actuator most often used in compressed air systems is a pneumatic cylinder. 
Assuming that there is no friction or air leak, the ideal scenario for performing the 
maximum level of mechanical work is described as follows. 
1. Supply: This step is identical to Step 3 in Section 2.1. The piston is pushed from 
Position A to C at a constant pressure of ps in a quasi-static process. 
2. Expand: Close Valve 1 and expand the supplied air quasi-statically until it reaches the 
atmospheric state. During this process, the piston is pushed from Position C to B. The 
air state change is considered isothermal. 
3. Return: Open Valve 2 and pull back the piston from Position B to A in a quasi-static 
process. 
The work done in these steps can be calculated by Eq. 2. This equation also represents 
the work-producing potential of compressed air at a pressure ps and a volume Vs. 
 ௢ܹ
, = ௢ܹଵ, + ௢ܹଶ, + ௢ܹଷ, = (݌௦ − ݌௔) ௦ܸ + ∫ (݌ − ݌௔)ܸ݀ + 0 =௏ೌ௏ೞ ݌௦ ௦ܸ݈݊
௣ೞ
௣ೌ       (2) 
It can be seen that air state changes for ideal consumption are the opposite of those for 
ideal production. The state changes for a unit mass of air are depicted by the P-V diagram 
in Fig. 2. The area of ABCA represents the mechanical work calculated by Eqs. 1 and 2. 
From this figure it is evident that the energy produced is completely consumed without 
any loss. In addition, it is clear that the compressed air is used to transmit the energy. The 
transmitted amount of air can be determined from its pressure and volume, which will be 
employed by the proposed air power calculation. 
 
2.3 Definition of Air Power  
A quasi-static process is sometimes referred to as a reversible process [4]. In 
thermodynamics, an isothermal process is also considered a reversible process. Therefore, it 
can be said that psVsln(ps/pa) represents the mechanical work exchanged in a reversible 
process. In actual processes, however, losses due to friction are inevitable. Therefore, the 
following relationship is more realistic: 
 ௜ܹ ≥ ݌௦ ௦ܸ݈݊ ௣ೞ௣ೌ ≥ ௢ܹ                          (3) 
Eq. 3 suggests that air power should be represented by psVsln(ps/pa). To verify this assertion, 
a thermodynamics term called energy is used to derive a general conclusion. Energy 
represents the work producing potential that can be extracted from a substance. In this study, 
this output potential of compressed air is its available energy. Therefore, the available 
energy per unit mass of air can be expressed by Eq. 4 [3]. 
Figure 1: Ideal production and ideal consumption of compressed air 
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݁ = (ℎ − ℎ௔) − ௔ܶ(ݏ − ݏ௔)                              (4) 
It can be easily proven that e is related to the mechanical work done in the production and 
consumption of compressed air as follows [2, 3]: 
௜ܹ ≥ ݉ ∙ ݁ ≥ ௢ܹ                (5) 
In this equation, the quantities are equal if they refer to reversible processes. When the air 
temperature is T∞, Eq. 4 can be expanded to 
݁ = (ℎ − ℎ௔) − ௔ܶ(ݏ − ݏ௔)|்ୀ்ೌ = ௣௏௠ ݈݊
௣
௣ೌ                (6) 
Eq. 3 can be obtained by combining Eqs. 5 and 6. Therefore, the available energy 
represents the air power energy, so air power can be defined as the flux of the available 
energy that can be extracted from flowing air as it undergoes a reversible process from a 
given state to the atmospheric state. This definition of air power is expressed as 
ܲ = ܩ[(ℎ − ℎ௔) − ௔ܶ(ݏ − ݏ௔)]          (7) 
Fig. 5 shows the position of air power in compressed air systems using this definition. 
Because h and s are both functions of air pressure and temperature, air power can be 
calculated as follows by expanding Eq. 7: 
ܲ = ܩܴ ௔ܶ ቂ݈݊ ௣௣ೌ +
఑
఑ିଵ ቀ
்
்ೌ − 1 − ݈݊
்
்ೌ ቁቃ        (8) 
Generally, compressed air flows at atmospheric temperature in pipes. According to Boyle-
Charles Law, GRTa = pQ = paQa at atmospheric temperature, where Q and Qa are the 
volumetric flow rate at a compressed state and at atmospheric state, respectively. 
Substituting this equation and T = Ta into Eq. 8, air power at atmospheric temperature can 
be reduced to 
ܲ = ܩܴ ௔݈ܶ݊ ௣௣ೌ =  ݌݈ܳ݊
௣
௣ೌ = ݌௔ܳ௔݈݊
௣
௣ೌ                      (9) 
Therefore, air power is proportional to flow rate. Table 1 provides examples of air power 
under various pressures at a flow rate of 1000 l /min. This table reveals that the unit of air 
power is kilowatt which is as the same as for electric power. This will facilitate the 
management of air energy consumption in factories. 
This definition of air power will make it easy to determine energy losses due to pressure 
losses and air leaks, and will enable the investigation of internal energy distributions in 
current compressed air systems. 
 
2.4 Composition of Air Power 
It can be seen from the previous discussion on ideal processes that the air power 
       
Figure 2: p-V diagram of ideal production  
and consumption  
Table 1 A calculation example of air power 
 
Flow rate 
L/min(ANR) 
Pressure 
MPa (abs) 
Air power 
kW 
1000 
0.4 2.32 
0.6 3.00 
0.8 3.49 
1.0 3.87 
 
 Fluid Power and Motion Control 2012 275
equation should be composed of two parts. The first part represents the transmission power, 
which addresses the power required to push the air downstream. The second part represents 
the expansion power, which addresses the available work due to air expansion. Pt and Pe 
are used to represent these two parts, respectively, and can be calculated using the 
following equations. 
ܲ = ௧ܲ + ௘ܲ                             (10) 
௧ܲ = (݌ − ݌௔)ܳ = ݌௔ܳ௔(1 − ௣ೌ௣ )                              (11) 
௘ܲ = ݌݈ܳ݊ ௣௣ೌ − (݌ − ݌௔)ܳ = ݌௔ܳ௔(݈݊
௣
௣ೌ +
௣ೌ
௣ − 1)                         (12) 
In p-V diagram shown in Fig. 4, Pt and Pe are equal to the areas of S1 and S2, respectively. 
Fig. 3 displays a representative example using Eqs. 11 and 12. This figure indicates that 
the transmission power and expansion power are identical when the air pressure is equal to 
0.52 MPa. The higher the air pressure, the larger the ratio of expansion power. Because the 
air supply pressure in factories ranges between 0.6 MPa and 1.0 MPa, the expansion power 
is typically larger than the transmission power for compressed air systems. 
As shown in Eq. 11, transmission power for air is calculated using the same expression 
as hydraulic power. However, flowing air contains not only transmission power, but also 
expansion power. Even when the upstream supply is shut off, compressed air can still 
perform work by expanding, unlike liquids. This is the significant difference in the power 
transmission between compressible and incompressible fluids. Therefore, both transmission 
power and expansion power must be considered when analyzing the power of flowing air.  
3. ANALYSIS ON THE EFFICIENCY OF PNEUMATIC SYSTEM  
In this section, we divide a pneumatic system to the four parts: air production, cleaning, 
transmission and consumption, and discuss the energy efficiency of each part respectively by 
using the definition of air power. 
 
3.1 Efficiency of Compressed Air Production 
    Compressed air is produced by air compressor. The usually used compressor types are 
screw, piston, vane and centrifugal type. Generally, compressors are driven by an electric 
motor, whose energy source is electricity. If high-pressure compressed air is required; several 
 
Figure 3: Composition of air power 
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stages of compression may be employed. One or two intercooler is usually used for cooling 
compressed air to decrease the power requirement. When selecting a compressor installation, 
several factors should be considered. These include efficiency, capacity (flow rate output and 
power), and pressure range, the quality of air, the cooling system, future adaptability, noise 
levels and ease of maintenance [5].  
3.1.1 Energy losses in compressor 
The efficiency of electric motors generally varies between 80 and 96%. Smaller motors 
(<10kW) are generally less efficient. Efficiencies can be raised to as high as 98% with high 
efficiency motors and variables peed drive [6]. The power output of motor is usually 
transmitted by belt. Belt drives have typical efficiencies of above 95% [5]. For the power 
arriving at the compression mechanism, the energy losses due to mechanical friction and 
mixture, air leak and insufficient cooling will happen. The total amount of these losses is the 
greatest part of the overall loss. Generally, these losses account for 20-40% and vary with 
compressor type, size and cooling condition. Except for the electricity to motor, electricity is 
also required by intercooler, after-cooler. This part of electricity consumption is around 10% 
of the motor.  
3.1.2 Adiabatic efficiency and isothermal efficiency 
It is known that less power will be required if air is compressed near an isothermal process. 
However, it is a fact that air compression is actually rapid and this makes it near an adiabatic 
process. This may be the reason why the overall adiabatic efficiency is usually used for 
assessing the efficiency of compressor. Furthermore, the overall adiabatic efficiency is always 
higher than the overall isothermal efficiency. The two efficiencies are defined as follows.  
ߟ ௧௔ௗ  = ( ௧ܲ௔ௗ  /  ܲ௘ ) × 100%                          (13) 
ߟ ௧௜௦  = ( ௧ܲ௜௦ /  ܲ௘ ) × 100%                          (14)  
where ܲtad is theoretical adiabatic power, ܲtis is theoretical isothermal power, ܲe is the total 
electricity supplied to compressor.  
The overall adiabatic efficiency indicate better performance index, which, however, is 
different from the actual cases. The actual cases are more near to the overall isothermal 
efficiency because the air with high temperature after an adiabatic compression should be 
cooled before supplied to pneumatic equipment. Therefore, the theoretical adiabatic power 
cannot indicate the minimum power requirement for compression. Furthermore, the overall 
adiabatic efficiency depends on the number of internal compression stages, not just the input 
 
Figure 4: Comparison between the overall adiabatic efficiency 
and he overall isothermal efficiency 
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of shaft power and the output of compressed air. Fig. 4 shows the difference between the 
two efficiencies under the same input and output. As shown in Fig. 4, the overall adiabatic 
efficiency is 37% higher than the overall isothermal efficiency when the output pressure is 
0.8MPa under one stage compression.  
Assuming the temperature of the compressed air is the room temperature; the energy 
output of the compressor is very near to Ptis and can be easily calculated by Eq. 9 with the 
measured values of pressure and flow rate. The overall efficiency defined above involves 
all the losses in compressor. It is an easy and practical index for a user to evaluate 
compressor performance. Fig. 5 shows the data of some typical compressors on the present 
market [2, 3]. As shown in Fig. 5, the overall efficiency of compressor has a range of 35-
50% when motor power is less than l0kW, 40-60% when motor power is10-100kW and 50-
70% when motor power is larger than 100kW.  
In ISO1217-Displacement Compressors Acceptance Tests, specific energy, defined as 
the ratio of required motor power and air output volume, is prescribed as an energy 
performance index. The minimum specific energy for compressing air to 0.8MPa is 
0.06kWh/m3. However, in practice, only very large piston compressors are able to 
approach this figure. The energy consumption of a good installation is more likely to be 
 
Figure 5: The overall efficiencies of compressors 
 
Table 2 Some typical compressor features 
Type Capacity Nl/s (0.8MPa) 
Specific energy 
kWh/m3 
Efficiency 
% 
Piston 
< 20 
20 – 200 
200 – 2000 
0.133 
0.095 
0.072 
39.6 
55.4 
73.1 
Vane < 20 20 – 200 
0.125 
0.100 
42.1 
52.7 
Screw 
< 20 
20 – 200 
200 – 2000 
0.116 
0.100 
0.092 
45.4 
52.7 
57.2 
Centrifugal 400 – 1000 1000 – 2000 
0.091 
0.083 
57.9 
63.4 
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0.08-0.12kWh/m3. Table 2 shows the actual values of some typical compressors [7]. Given 
that motor power is only 90% of the total electricity consumption; their overall efficiencies 
can be calculated and shown in the right of the table. Compared with the specific energy, 
the overall efficiency is easy to understand, and also necessary for evaluating the efficiency 
of the whole pneumatic system.  
 
3.2 Efficiency of Air Cleaning 
After being produced, compressed air will be cleaned by air filter before transmitted to 
pipe network. In pipe network, the equipment most used to clean air is filter. There are all 
kinds of filters developed to remove different contaminations such as water, oil, dust, etc. 
While compressed air flows through a filter, the power loss is determined by the pressure 
loss there. Generally, as a characteristic, the relation graph between flow rate and pressure 
loss is given in product catalogue. With this graph, the energy-transfer efficiency of filter 
can be given by 
 ߟ ௙௟ =  ௉మ௉భ × 100% =
୪୬ ((௣భି௱௣౜ౢ)/௣౗)
୪୬ (௣భ/௣౗) × 100%                (15) 
where Δpfl refers the pressure loss. The power loss is expressed as 
 ߂ ௙ܲ௟ = ݌௔ܳ௔݈݊ ௣భ௣భି௱௣೑೗                  (16) 
A calculation example is shown in Fig. 6. By calculating the efficiencies of a number of 
filters on the market at the condition of the maximum flow rate, it is concluded that a filter 
for main pipe is always above 99%, and a filter with a performance under 5 μm for terminal 
device is always around 95%. 
 
3.3 Efficiency in air transmission 
In transmission through pipe, pressure loss and air leak are the two factors resulting in air 
power loss. 
3.3.1 Pressure Loss through Pipe 
Pressure loss, denoted by Δppp occurs along pipe and at joints. Although some 
theoretical equations for calculating pressure loss were presented in books and previous 
research reports, as a matter of fact, it is difficult to obtain calculation results with good 
precision. It is because the pipe network in factories is very complicated and the state of air 
 
Figure 6: Pressure loss and energy efficiency of an air filter 
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flow, such as velocity distribution, is not the same as assumed in theoretical calculation. 
Therefore, compared with this theoretical calculation, measurement is recommended. Given 
Δppp as the measured pressure loss, the power loss is  
߂ ௣ܲ௣ =  ݌௔ܳ௔݈݊ ௣భ௣భି௱௣೛೛                     (17) 
3.3.2 Air Leaks 
The gradual loss of pressure in the system when no air is being used means there are air 
leaks. These can account for as much as 10-40% of air consumption in factories although 
permissible air leaks should be 5% or less in industrial installation [8]. 
Leaks frequently occur at the pipe, hose joints, valves, fittings and terminal equipment. 
There are several ways to check for air leaks. The total leak of the system can be checked 
using a flow meter in the supply line while there is no user on the system. Given Qlka as the 
flow rate of leaks and p1 as the system pressure, the power loss is 
߂ ௟ܲ௞ =  ݌௔ܳ௟௞௔݈݊ ௣భ௣ೌ                     (18) 
3.3.3 Regulator 
Pressure regulation is also required at the pipe network, especially just before the 
terminal equipment. The function of a regulator is not only making the output pressure 
stable, but also reducing it to meet the supply requirement as a power limiter. Therefore, 
regulator can cut down the air consumption in the terminal equipment. However, power 
loss will inevitably occur due to pressure reduction. The lost power can be calculated by 
߂ ௥ܲ௚ =  ݌௔ܳ௔ln ௣భ௣మ                      (19) 
Taking a simple actuating system including an air cylinder actuator and a pressure regulator 
as a calculation example, the cylinder with a size of Φ25mmx250mm is driven by the 
reduced pressure. The supplied energy to cylinder and the lost energy in the regulator per 
one cycle actuation are calculated and shown in Fig. 7. It can be seen that the lower the 
reduced pressure output is, the less the total energy consumption is, however, the ratio of 
energy loss and used energy becomes bigger. 
3.4 Efficiency in air actuator 
In this paper, the efficiency and energy distribution in an air cylinder is discussed. Fig. 8 
is a typical meter-out cylinder circuit. One actuating cycle of the air cylinder is to lift a load 
600
500
400
300
200
0
0.5 0.6 0.7 0.80.7
The reduced pressure output (MPa)
100
Supplied to actuator
Loss in regulator
 
Figure 7: The energy consumption in a regulator and cylinder 
280 Fluid Power and Motion Control 2012
and then return to the initial position. The speed-controller is installed for controlling the 
velocity of the piston by raising the back pressure pb. When lifting the load, the energy 
consumption can be given by 
ܧ௖௬௜ =  ݌௦ܸln ௣ೞ௣ೌ                         (20) 
where V is the total volume of the cylinder, pS is the supply pressure. Here, air leaks and 
electricity driving valve are relatively little and neglected. Given Wwk as the mechanical 
work output, the efficiency can be easily calculated as follows. 
ߟ௖௬ =  ௐೢೖா೎೤೔ × 100%                        (21) 
The back pressure pb applies a resistance force, which causes an energy loss. This part of 
energy can be considered as the energy used for velocity control, and represented by Wsc. 
Besides Wwk and Wsc, much of supplied energy, denoted by Wnu, is exhausted to the 
atmosphere without being used when the piston returns to the initial position. Fig. 9 shows 
the energy distribution in an actuating cycle of meter-out control at different supply 
pressure settings. It is known that, only about half of supplied energy is effectively used for 
 
Figure 8: A meter-out cylinder circuit and actuating cycle 
 
 
Figure 9: Energy distribution in an ideal meter-out cycle actuation 
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doing mechanical work and controlling piston velocity. The rest energy is exhausted 
without being used. Therefore, taking full of advantage of the exhausted energy is the key 
to energy-saving design for air cylinders. 
4. CONCLUSION 
This study introduced the derivation of air power by using typical ideal production and 
ideal consumption of compressed air. Air power is defined as a property of compressed air 
and uses a thermodynamics concept to assess the energy of compressed air. It is composed 
of two parts, transmission power and expansion power. The transmission power is the 
power required to push the air downstream. The expansion power is the available work due 
to air expansion. Based on the concept of air power, we analyzed the energy loss and 
efficiency of a pneumatic system by dividing a pneumatic system to four parts: air 
production, air cleaning, transmission and pneumatic actuator. In air production, we 
discussed the adiabatic and isothermal efficiencies of a compressor, and defined the overall 
efficiency of compressor with air power. In air cleaning, energy efficiency of air filter was 
investigated and some general data were given. In air transmission, the energy losses due to 
pressure loss in pipe and air leaks were discussed, and the energy saving effect of a 
regulator was shown. In air consumption, the energy distribution in an air cylinder was 
clarified. These efficiency analysis and discussion would be helpful to an energy-saving 
equipment selection and system design. 
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ABSTRACT 
Magnetically sensitive environments such as MRI scanners preclude the use of traditional 
electromagnetic actuators.  Pneumatic piston-cylinders are well-suited actuators for MRI-
guided robots, but the nonlinear dynamics of the working fluid creates a challenging 
controls problem.  Precision control of the actuators is needed for the robot to achieve high 
targeting accuracy.  This paper reports a five degree-of-freedom MRI-compatible robot and 
a sliding mode controller for high-accuracy position tracking.  Mean steady-state errors for 
needle translation and rotation in free space are 0.006 mm and 0.3 degrees, respectively. 
1  INTRODUCTION 
One of the world’s oldest recognized diseases, epilepsy affects more than 50 million patients 
globally (1).  In as many as 30 percent of cases, anticonvulsant medications fail to provide 
seizure control and the patient is left at risk for sudden unexplained death in epilepsy (1).  
For these patients, surgical resection of the hippocampus, where seizures commonly begin, 
is a potentially permanent cure, yet the rate of undertreatment exceeds 50 percent in several 
developed nations (2-4).  Hence, there is a compelling case to develop a minimally invasive 
alternative to surgery.   
There are several motivations for a procedure of this kind to use real-time MRI guidance. 
This technology can provide high-quality images to locate the tip of a needle in soft tissue, 
and MRI can be used to monitor the delivery of thermal therapy through MR thermometry.  
However, the closed bore of the MRI scanner limits access to the patient such that a surgical 
robot is essentially required to do the procedure.   
Because traditional electromagnetic actuators are not MRI-compatible, MRI-guided robots 
have generally used one of two forms of actuation: piezoelectric or fluid power.  It has been 
demonstrated that pneumatic piston-cylinders do not reduce the signal-to-noise ratio (SNR) 
of the scanner, while piezoelectric motors have a moderate to severe impact (5).  Like 
pneumatics, hydraulic actuators also can be fully compatible because the fundamental 
principles of actuation are free from electronics.  
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For surgical applications, pneumatic actuation has several key advantages over hydraulics.  
In the event of a system leak, hydraulic fluid creates a mess, even if the fluid is sterile, and 
these leaks can pose a safety hazard to the patient or clinicians.  Furthermore, because 
standard hydraulic fluids are not sterilizable, water or saline is typically used.  These fluids 
can cause system corrosion, and their poor lubrication properties can lead to stick-slip 
behavior.   
In selecting a type of actuation, it is important to also consider how easily the surgical robot 
can integrate with existing operating rooms.  The gas supply for pneumatic robots can come 
directly from the nitrogen tanks or instrument air supplies that are already available in 
hospitals.  Thus, while hydraulic robots require an auxiliary supply system, pneumatic 
robots can easily integrate into existing hospital facilities.  
Despite the nonlinearities of compressible gas dynamics, high precision control for 
pneumatics is feasible and has been demonstrated to sub-millimeter accuracy for MRI-
compatible piston-cylinders (6).  In needle tip placement experiments, a pneumatic robot for 
prostate brachytherapy has achieved 0.94 mm rms error (7).  This paper reports a 5-dof 
pneumatic robot design for the treatment of epilepsy by hyperthermal ablation.  The design 
and implementation of a sliding mode controller is described.  The accuracies in free space 
for the robot mechanisms approach the resolution of the encoders. 
2  MECHANICAL DESIGN 
There are several challenging constraints on the design of a surgical robot for intraoperative 
MRI use.  Its dimensions are limited by the bore diameter of the scanner, the allowable 
materials for parts are restricted to plastics and small amounts of non-magnetic metals, and 
most electronics must be remotely located several meters away from the scanner.  
Additionally, the mechanisms must be low friction to allow for precision control of the 
actuators.   
Using these design objectives, a five degree-of-freedom prototype has been designed and 
manufactured.  It is designed to steer an active cannula, a type of continuum robot capable 
of curving around critical structures in the brain.  This needle is made up of three concentric 
tubes as shown in Fig. 1.  An outer, straight titanium tube reaches from the back of the skull 
to the tail of the hippocampus.  The middle and inner tubes are superelastic nitinol.  The 
middle tube is pre-curved to fit the desired needle trajectory for ablation.  Thus it requires 
two degrees of freedom, translation and rotation.  Likewise, the innermost nitinol tube is 
designed to translate and rotate the ablator with a catheter, thus delivering the thermal 
therapy.  In Fig. 1, the active cannula is shown delivering the ablator to the hippocampus, 
which was modeled in CAD from sagittal and horizontal photographs of a dissected 
hippocampus. 
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Figure 1: Degrees of freedom for active cannula to deliver ablator to hippocampus 
2.1  Mechanism Design for Needle Translation 
For translation of the three needle tubes, a compact, modular design was developed using 
specialty MRI compatible pneumatic cylinders (Airpot Airpel E9 Non-Magnetic).  The 
concept for translation of the outermost tube is presented in Fig. 2.  The piston rod is fixed 
to the front plate of the robot, which also serves as a needle guide.  The needle tube is fixed 
to a sliding plate, which is supported by a pair of linear bearings and guide shafts.  The 
cylinder is fixed to the sliding plate such that the movement of the cylinder, rather than the 
piston, provides actuation.   
Figure 2: Sliding plate with piston-cylinder actuator to translate cannula tube 
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Similarly, two additional sliding plates translate the middle and innermost tubes.  These 
translations are relative motions, because the piston rods are fixed to the first and the second 
sliding plates, respectively, as opposed to the stationary front plate with needle guide.  The 
photograph of the robot in Fig. 3 shows the resulting mechanisms for needle tube 
translation. 
Figure 3: Photograph of five degree-of-freedom robot 
2.2 Mechanism design for needle rotation 
A low-friction, compact mechanism was needed to convert the linear motion of the actuator 
to rotation of the needle tubes.  This transmission was designed to mount directly to the 
sliding plate, thus providing a modular design to both translate and rotate the needle tube. 
The tube clamps onto a hollow shaft, which is supported by a pair of ball bearings.  The 
shaft and tube rotate when the piston and rod translate the linear portion of a timing belt.  A 
photograph of one transmission on the robot is shown in Fig. 4. 
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Figure 4: Transmission for rotary motion of needle tube  
3 ROBOTIC SYSTEM DYNAMICS 
The system dynamics for the robot include the equations of motion for the linear and rotary 
mechanisms as well as the gas dynamics for the piston-cylinders.  For each actuator, a four-
way spool valve controls the mass flow to both cylinder chambers.   
3.1  Equation of Motion for the Sliding Plate 
Using the quantities defined in Fig. 2, the equation of motion for each sliding plate is readily 
derived by Newton’s Second Law.  In Eq. 1, actuation force in the positive x direction 
corresponds to chamber 2 pressure 2P  and negative force corresponds to chamber 1 pressure 
1P .  Noting that the moving part of the actuator is the cylinder, not the piston, there are an 
additional two forces due to atmospheric pressure acting upon both ends of the cylinder.  
Finally, there is an unknown friction force Ff .
M x  P2A2  P1A1  PatmA1  PatmA2  Ff  (1) 
Defining the piston rod cross-sectional area as 21 AAAr  , a simplified equation of motion 
is obtained.  Anticipating that the robustness of the sliding mode controller can provide 
sufficient compensation for the unknown friction force, Ff  is neglected, and the result is 
M x  P2A2  P1A1  PatmAr  (2) 
3.2  Equation of Motion for Tube Rotation Mechanism  
A similar equation of motion for the linear-to-rotary mechanism can be derived.  The 
mechanism behavior is more traditional in that the cylinder is stationary while the piston and 
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rod move.  Thus, in keeping with the convention of 2P  denoting the rod-side pressure, the 
equation of motion is 
Meff x  P1A1  P2A2  PatmAr  (3) 
where Meff  is the effective inertia of the piston, rod, timing belt, belt clamp, and rotating 
components.  Again, the friction force has been neglected.  
3.3  Actuator-Valve Dynamics 
A four-way spool valve was selected to control the actuator.  For this type of actuator-valve 
system, a thorough derivation of the gas dynamics model can be found in (8).  These 
dynamics include the thermodynamics of the compressible gas in either cylinder chamber, 
as well as the mass flow through the valve orifice.  Since a percutaneous intervention in the 
brain is a relatively slow-going operation, the required bandwidth for the robot is low.  
Therefore, the pressure dynamics are assumed to behave isothermally.  From the 
mathematical model described in (8), the time derivative of each chamber pressure 
2,1,  iPi , is given for the isothermal case as 
Pi  
RT
Vi
mi 
Pi Vi
Vi
 (4) 
where R is the specific ideal gas constant and T is the ambient temperature.  To provide a 
single input from the controller to the 4-way spool valve, the mass flows im  into the 
chambers can be expressed as the product of valve orifice area vA  and area-normalized 
mass flow i<  : 
 
 duv
duv
PPAm
PPAm
,
,
22
11
< 
< 


 (5) 
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The area-normalized mass flow is a function of the pressures, uP  and dP , upstream and 
downstream of the orifice, given in (9) as 
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For the isothermal case, the temperature T of the flow is equal to ambient.  The ratio of 
specific heats is vp cck  , and fC  is the dimensionless discharge coefficient dependent on 
valve orifice geometry.  The pressure ratio rC  defines the flow as choked or unchoked, and 
the constants are given by 
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The gas dynamics are fully described by Eqs. 4 to 9 and relate the spool valve command to 
equation of motion given by Eq. 2.  For control of the actuators and mechanisms described 
by Eq. 3, the sign of the valve command is opposite that which appears in Eq. 5, and thus 
the direction of mass flow is opposite of that in Eq. 6.  
4  CONTROL DESIGN 
A robust controller was required in order to handle the nonlinearity of the gas dynamics as 
well as the uncertainty of the friction force.  Sliding mode control (SMC) is particularly well 
suited to provide robust control of nonlinear systems with unknown parameters.  In prior 
work, sub-millimeter precision SMC control was achieved for the same type of MRI-
compatible actuators now used on the 5-dof robot (6).   
4.1 Control Law 
A suitable SMC control law was formulated by choosing a third-order sliding surface acting 
on the integral of the position error: 
s  d
dt
 O§
©¨
·
¹¸
3
e³  e  3O e  3O 2e  O 3 e³  (10) 
where e  x  xd , xd  is the desired position, and O  is the desired closed-loop poles of the 
error dynamics.  The system dynamics are third-order in position, as the affine control 
variable Av  appears by taking the time derivative of Eq. 2 and substituting in Eq. 4 to obtain 
Mx  A2
RT
V2
m2 
P2 V2
V2
§
©¨
·
¹¸
 A1
RT
V1
m1 
P1 V1
V1
§
©¨
·
¹¸
 (11) 
To achieve stable error dynamics, the Lyapunov candidate function 221 sV   was chosen, 
and its time derivative, ssV   , was set equal to a negative definite function of choice.  The 
function )(sat ssVdesired  K  is a desirable choice because it forces the s dynamics to exhibit 
a smooth, exponential decay behavior: 
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)(sat ss K   (12) 
where the saturation function sat(s)  is bounded at r1, and K  is the robustness constant of 
choice.  The control law was obtained by taking the time derivative of Eq. 10, setting the 
result equal to Eq. 12, and substituting in Eq. 11.  Solving the result for the command vA :
Av  
xd  f Pi,Vi, x   3Oe  3O 2 e  O 3e Ksat(s)
g Vi,<i 
 (13) 
where the functions f and g are given by 
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©¨
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In Eq. 14, velocity has been introduced by noting that xAV  11   and xAV  22  .  The control 
law provides a Lyapunov-stable closed-loop error dynamics for the sliding mode controller. 
4.2  Control Electronics and Settings 
To make the electronics MRI-compatible, five optical encoders were used for sensing linear 
and rotary positions of the actuators.  A linear transmissive strip with 197 lines per cm (500 
lines per inch) is used with three linear encoders to sense position of the three sliding plates.  
Two rotary encoders with 1250 counts per revolution provide angular position of the needle 
tubes.  The encoders provided a clean signal that was digitally differentiated to provide 
velocity and acceleration, with second-order low pass filters at 100 Hz.  For each actuator, 
additional electronics were one Festo 4-way spool valve and two 0-16 bar Festo pressure 
sensors to measure both chamber pressures.   
Control accuracy was also improved through careful measurement of three dead volumes in 
the system: the pressure sensor with its fitting and the entry ports to each of the two cylinder 
chambers, with their fittings.  Measurements were obtained using a syringe with 0.01 mL 
increments and isopropyl alcohol.  This fluid has a low surface tension and thus it provided 
an accurate measurement because very few air bubbles were formed. 
5  RESULTS 
The controller was tested on the robot with the needle moving in free space.  Position 
tracking of the sliding plate is shown in Fig. 5, where the reference signal is a 0.25 Hz 
square wave of 30 mm peak-to-peak amplitude.  For this test the supply pressure of 310 kPa 
gage (45 psi) was capable of producing a maximum force of 21.0 N (4.72 lbf).  The mean 
steady-state error was 6 microns, which is one half the resolution of the linear encoder when 
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it is read in quadrature.  Shown in Fig. 6, the steady-state error appears to be less than the 
encoder resolution, but this is simply because the reference position is not an exact multiple 
of the encoder counts.  Optimal values for the control parameters were O  20 Hz  and 
K  2 m3/sec .
Figure 5: Position tracking for translation of sliding plate 
Figure 6: Steady-state position error for translation of sliding plate 
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Similarly, controller performance for rotation of the needle tube is shown in Figs. 7 and 8.  
The reference was a 0.25 Hz square wave with peak-to-peak amplitude of 120 degrees.  The 
controller achieved a mean steady-state error of 0.3 degrees with the control parameters 
tuned to O  15 Hz  and K  2 m3/sec .
Figure 7: Angular position tracking for rotation of needle tube 
Figure 8: Steady-state angular position error for rotation of needle tube 
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5  CONCLUSION 
An ideal solution for MRI-compatible robots, pneumatic actuators can easily integrate with 
the nitrogen or instrument air supply in hospitals.  As the supply is sterile and inert, leakage 
is not a safety concern.  Furthermore, pneumatic actuators do not reduce the scanner SNR.  
In light of these advantages, a 5-dof robot was designed and built to steer an active cannula 
by pneumatic actuation.  The robot provides both translation and rotation to needle tubes by 
a modular design, such that additional tubes could easily be added to the cannula.  Thus, 
while the robot was originally designed for a specific clinical application, the design could 
easily be modified for treatment of tumors or other disorders in the brain.  
Using sliding mode control, high accuracy position tracking has been achieved for both the 
translation and rotation actuators.  Since typical MRI resolutions are 1 mm, the reported 
accuracy of the controller suggests the robot has the potential to produce excellent results 
for needle tip targeting experiments, which will be conducted in future research. 
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ABSTRACT
This article presents the development of a combined multiple inner-loop (MIL) control strat-
egy and multiple sliding mode control (MSMC) strategy for improving the performance of
hydrostatic actuation systems. In these actuators, the presence of nonlinearities associated
with pump/motor static friction and backlash, pressure drop in the piping system, and non-
linear friction at the load have a signiﬁcant effect on the performance and positional accuracy
of the system.
For trajectory tracking applications, the MSMC control strategy incorporated a double sliding
mode controllers in an inner/outer loop format, where the secondary (inner-loop) sliding
mode controller provided an additional control input that compensated for the uncertainty
in the friction characteristics. The purpose of the combined method is to include additional
feedback from the motor in the MSMC strategy to enhance its accuracy in trajectory tracking
applications. A differential velocity/position feedback was added in an inner loop format.
Experimental results supported by theoretical analysis indicated that the added control input
proved effective in further enhancing the trajectory tracking positional accuracy.
1 INTRODUCTION
Hydraulic systems are commonly used for actuation and manipulation of heavy loads. They
are found in a variety of different industries, such as in automotive, manufacturing, robotics,
construction, and aerospace. Conventional hydraulic systems use a centralized constant pres-
sure supply system. Pressurized ﬂuid is then channeled to actuators using servo-valves. The
advantages of these systems are their high torque to mass ratio, and the ability to control
speed and direction with relative accuracy, [1]. However, according to [2, 3, 4], there are
also disadvantages such as the requirement of a bulky centralized supply, leakage, noise, and
reduced energy efﬁciency due to oriﬁce ﬂow and the requirement for maintaining a constant
supply pressure.
Electro-Hydrostatic Actuation systems (EHA) alleviate many of the above mentioned short-
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comings of servo-valve controlled hydraulic systems. In the EHA position control is achieved
by regulating the pumping action. Here, a ﬁxed or a variable displacement pump can be used
to move oil from one chamber of the actuator to the other. Fixed displacement gear pumps
have been successfully used for precision control of inertial loads. Load manipulation is
achieved by changing the speed and the direction of the pump with an electrical servomotor.
A high precision EHA was prototyped in [2, 5, 6] and has achieved sub-micron resolution.
In this EHA, two control loops were used. These consisted of an outer-loop proportional
controller and a high gain inner-loop pump velocity controller. The later was reported to de-
sensitize the system to dead-band caused by friction at the pump motor interface. In [7], a
gain scheduled proportional controller, and a fuzzy controller were applied to the outer posi-
tion control loop to improve the positional accuracy. A further study involved re-tuning of the
gain scheduled proportional controller to improve its performance in trajectory tracking ap-
plications in [8], and reported that chatter is observed in both load velocity and acceleration,
which is linked to the nonlinear behavior of friction at the load, [9, 10, 11, 12]. It was stated
that using sliding mode control suppresses the chattering effect, thus resulting in improved
velocity and acceleration proﬁles.
In [8], sliding mode control was proven as a very effective tool in suppressing the friction
induced limit cycle oscillations. The effectiveness of this strategy is dependent on adjusting
the smoothing boundary layer thickness for the switching component of the control signal.
However, it should be noted that the role of the smoothing boundary layer has been to date
targeted to eliminating chatter caused by the switching action and uncertainties in sliding
mode control, [13, 14, 15, 16]. Larger system uncertainties require a larger boundary layer
thickness in order to effectively eliminate the chatter. Because of the correspondence of the
boundary layer thickness with the amount of error in trajectory tracking, a larger bound-
ary layer thickness would increase the amount of error present in the positional accuracy; a
tighter boundary layer thickness on the other hand, will improve the positional accuracy at
the expense of inducing chatter.
In [17], a new form of sliding mode control with a secondary inner-loop was introduced. This
inner-loop provided a secondary boundary layer thickness that added an additional degree
of freedom and was effective in overcoming static friction. Theoretical analysis along with
simulation and experimental results conﬁrmed the effectiveness of this strategy in suppressing
the friction induced limit cycle oscillations, while maintaining the level of accuracy.
Despite the MSMC strategy’s success in improving the EHA’s positional accuracy, further im-
provements are possible because the MSMC only incorporated feedback from the load side.
Accordingly, it is expected that combining the Multiple Inner Loop (MIL), and the Multiple
Sliding Mode Control (MSMC) strategies would further enhance the EHA’s performance.
The combination will provide an additional control input based on the differential velocity
and differential position feedback, which will improve the accuracy by providing additional
compensation for the free-play, and the friction dead-band. In this paper the combined control
strategy is presented and applied to on the experimental setup to test its effectiveness.
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Figure 1: The EHA circuit diagram,[7]
2 THE ELECTRO-HYDRAULIC ACTUATOR
In this paper the EHA system of Fig. 1 will be used with its design details given in [6].
This system consists of an electric motor, a gear pump, a symmetrical actuator,pressure and
position sensors, an accumulator, pressure relief sub-circuit, and optional ﬁltering sub-circuit.
The pump only operates when control action is needed, and thus the system has the advantage
of an overall better energy efﬁciency in comparison to swash plate hydrostatic and valve
controlled hydraulic systems, [6]. However, volumetric efﬁciency is compromised at very
low pump speeds, and a dead-band is present, resulting in an effect similar to backlash. This
problem was overcome by the use of a high gain pump-speed inner loop controller. As for
the outer positional control loop, a simple proportional control strategy was used, and a ﬁnal
resolution of 100 nm was reported, [6].
A detailed derivation of the EHA dynamic equations is presented in [6]. Where, a linear
simulation model of the EHA was constructed by considering its components as follows:
2.1 Linear Symmetrical Actuator
As previously stated the dynamic signiﬁcance of the accumulator ﬂow can be assumed negli-
gible, resulting in a simpliﬁcation of the model such that pump inlet/outlet ﬂows are assumed
to be equal to the outlet/inlet ﬂows of the piston, i.e. Qa = Q1 and Qb = Q2. Where Qa and
Qb denote pump in/outlet ﬂows and, Q1 and Q2 are those of the linear symmetrical piston.
The piston has an area of A, and the piston rod is directly connected to a mass of M that
moves on a horizontal slide. A friction force f f riction(x˙) is present and will be characterized
by using Chinniah’s quadratic friction model as deﬁned by equation (1).
f f riction =
{
Bx˙+
(
B2x˙2+B0
)
x˙> 0,
Bx˙− (B2x˙2+B0) x˙< 0, (1)
note that B,B0,B2 are the coefﬁcients of the quadratic function. Chinniah’s friction model
for the EHA prototype reported in [18] and [6] is illustrated by Figure 2. It should be further
noted that Chinniah’s friction model will be used in the development of the computer simu-
lation model. However, for the purpose of obtaining a linear transfer function of the EHA,
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Figure 2: Quadratic Friction Model,[18].
the friction model will be substituted with a linear friction model, as deﬁned by the following
equation.
f f riction(x˙) = Bx˙+ f˜ f riction, (2)
where B is the viscous friction coefﬁcient and f˜ f riction is the uncertainties associated with the
linearized friction model.
Equations (3) to (7) summarize the equations of motion of the linear symmetrical actuator,
and are used to derive the transfer function Gcylinder relating load ﬂow to actuator force given
by equation (8). The hydraulic cylinder/mechanical load block diagram is presented by Fig-
ure 3, and the actuator ﬂow equations are:
qa = Ax˙+
A(xo+ x)
βe
dp1
dt
+Lp1, (3)
qb = Ax˙− A(xo− x)βe
dp2
dt
−Lp2, (4)
where xo is the actuator mean position, p1 and p2 are the actuator chambers pressures, βe is
the hydraulic bulk modulus, and L is the Leakage coefﬁcient. For a load directly attached to
the actuator, the load equation is:
f = (p1− p2)A=Mx¨+ f f riction(x˙). (5)
For:
qL =
qa+qb
2
. (6)
Since
dpa
dt
≈ dp1
dt
,
dpb
dt
≈ dp2
dt
, and due to the symmetry of the actuator
dp1
dt
≈−dp2
dt
[[6]],
Then from equations (3), (4), and (5):
qL = Ax˙+
x◦
2βe
f˙ +
L
2A
f . (7)
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From equations (3) to (7), then the transfer function linking the cylinder load ﬂow to its output
force is obtained as:
Gcylinder =
1(
x◦
2βe
)
p+
( L
2A
) = FQL−Apx . (8)
GCylinder 1 / M 1 / p2
Ap
QL
+
-
+
-
F
X
Bp
-
Ffriction
~
Figure 3: Hydraulic Cylinder/Mechanical Load Block Diagram
2.2 Hydraulic Pump
The hydraulic pump converts the mechanical energy, provided by the electric motor, to ﬂuid
ﬂow. A bidirectional ﬁxed displacement gear pump was used in the EHA system. The pump
had three ports. Two large diameter input/output ports are directly connected to the symmet-
rical linear actuator by solid tubing. The third port is a case drain provided for pump leakage.
It should be noted that the EHA’s precision is dependant on the pump volumetric displace-
ment. Thus, a smaller volumetric displacement provides a higher resolution, and a lower rod
speed. This presents a trade-off between maximum speed and positioning resolution.
Equation (9) represents the hydraulic pump element and is used in conjunction with equations
(5), and (7) to derive the hydraulic circuit transfer function GH given by equation (10). The
hydraulic circuit/mechanical load block diagram is presented by Figure 4.
qL = Dpωp− ξA f −
x◦
2βe
f˙ −2ξ ppipe, (9)
GH =
1
x◦
βe p+
L
2+ξ
A
=
F
Dpωp−Apx−2ξPpipe , (10)
where qL is the load hydraulic ﬂow, Dp is the hydraulic pump volumetric displacement, ωp
is pump rotational velocity, and ξ is the pump cross-port leakage coefﬁcient.
2.3 Electric Motor
A high performance brush-less DC servo motor is used to drive the hydraulic pump. The
model of the motor is well established and presented here in a summarized form, [19, 20].
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Figure 4: Hydraulic Circuit/Mechanical Load Block Diagram
The following equations characterizes the motor dynamics:
ic = Ge1(vc−Kωωm), (11)
Ge1 =
1
Rc
Lc
Rc
p+1
, (12)
tm = Keic, (13)
tm = Jpmω˙m+(Kpvisc+Kfric)ωm+ tDB+Dp(pa− pb), (14)
where ωm, ic, vc, Lc, Rc, Ke,Kω , Kfric, Kpvisc are the electric motor speed, current, voltage,
resistance, inductance, torque constant, back emf, the coefﬁcient of friction, and the coefﬁ-
cient of viscosity respectively, Jpm is the combined motor and pump inertia, TDB is the static
friction torque, and Pa,Pb are the pump port pressures. The electric motor/pump block dia-
gram is shown in Figure 5. From equations (11) to (14), the transfer function of the electrical
motor can be obtained as:
Ge2 =
1
Jpmp+
(
KeKωGe1+Kpvisc+Kfric
) = Ωm
KeGe1Vc−F DpA −2DpPpipe−TDB
. (15)
By combining the electrical motor and the hydraulic circuit block diagrams, the complete
EHA block diagram can be obtained as shown in Figure 6.
3 MULTIPLE INNER-LOOP CONTROL (MIL)
Further to [21], the control strategy of the EHA prototype involves two control loops: a
proportional control outer loop, and a high-gain proportional/integral inner loop controller as
shown in Fig. 7. This control strategy desensitizes the system to dead-band caused by friction
at the pump motor interface as reported in [6].
According to [22], the effect of free-play associated with backlash in gear trains occurs when
the system is at rest or when it is changing direction. Accordingly, within the dead zone
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TDB
Figure 5: Electric Motor/Pump Block Diagram
associated with backlash both the position and velocity of the driving motor and the load
would respectively differ. In such a case, a feedback signal that would amplify and correct
for the differential velocity and position within the dead-zone region constitutes the essence
of a second inner-loop feedback strategy as proposed in [23]. The inner-loop feedback term
is constructed by using both the differential position and velocity between the load and the
motor. Figure 8 represents the EHA block diagram with the proposed control strategy high-
lighted.
4 MULTIPLE SLIDING MODE CONTROL (MSMC)
Sliding mode control is known for its ability to provide robustness and stability in the pres-
ence of uncertainties. [24] proposed a discrete sliding mode control method for nonlinear
systems with uncertainties that do not satisfy the matching condition. Later in [25], this de-
sign was extended for linear systems and was reported to provide good results. Wang adopted
Misawa’s control technique to design a controller for an EHA prototype for trajectory track-
ing applications, [8]. Using an accurate model of the EHA’s nonlinear friction in the con-
troller design, his results indicated that the controller was able to provide accurate tracking
while suppressing the chatter in acceleration and velocity proﬁles. In [17], it is shown Wang’s
controller is susceptible to high frequency limit cycle oscillations when the uncertainty as-
sociated with the friction characteristics increased. This oscillation is more noticeable in the
acceleration proﬁle, as shown in ﬁgure 9. Figure 10 shows the simulation results reported
in [17], where it is clearly evident that chattering can be eliminated by expanding the SMC
boundary layer thickness, at the expense of reducing the positional accuracy.
The results indicate that a trade off between tracking accuracy and chatter elimination exists
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Figure 7: Electric motor inner control loop [6]
in SMC. This trade off is attributed to the use of a single boundary layer ψ , associated with
all tracking errors (position, velocity, and acceleration) grouped together. The boundary layer
is deﬁned for s =C1× x˜+C2× ˙˜x+C3× ¨˜x that represents the distance to the sliding surface.
Since friction uncertainty has a more signiﬁcant effect on the acceleration tracking error, the
boundary layer has to be expanded to accommodate for this uncertainty. Chattering in the
acceleration tracking and its associated errors is orders of magnitude higher than those of
position and velocity, thus overshadowing their consideration. To remove all chattering, the
boundary layer ψ has to be expanded to accommodate acceleration induced chattering and
disproportionately compromises the tracking error in both position and velocity proﬁles.
To provide greater ﬂexibility in dealing with this effect a secondary inner-loop SMC con-
troller was proposed in [17] to improve position and velocity accuracy while suppressing
chattering that is most prevalent in acceleration trajectory. The secondary controller is a
reduced order controller, such that it uses the error in position and velocity to derive a sec-
ondary sliding surface s2 =C1× x˜+C2× ˙˜x with a secondary boundary layer ψ2. The output
of this controller is then used to apply a correction to the desired acceleration trajectory to
compensate for the inaccuracy in the friction model. It can be used to eliminate the chatter
and compensate for static friction without compromising the positional accuracy. In the next
section, the mathematical representation of this strategy will be presented.
Consider a single input linear dynamical system of the form shown in equation (16):
xk+1 = Φˆxk+ Gˆuk+wk. (16)
It is assumed that the terms Φˆ ∈ ℜn×n and Gˆ ∈ ℜn×1 are known, and that the uncertainties
satisfy the matching conditions, where the system uncertainties (Φ˜, G˜) and the system noise
vk ∈ ℜn×1 can all be lumped into a single vector function wk ∈ ℜn×1. Furthermore, the
uncertainties (w) are assumed to be bounded such that:
|Cw| γ. (17)
In trajectory tracking mode, the objective is to force the system to follow a desired trajectory
xd , this objective can be restated as driving the tracking error (ek = xd,k − xk) as close as
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Figure 9: EHA SMC Simulation Results, Inaccurate Friction, and Small Boundary
Layer Thickness
0 1 2 3 4 5 6 7 8
-5
0
5
10
15
x 10
-3
Time (sec)
P
os
iti
on
 (
m
)
 
 
Desired
Actual
0 1 2 3 4 5 6 7 8
-0.02
-0.01
0
0.01
0.02
Time (sec)
V
el
oc
ity
 (
m
/s
ec
)
 
 
Desired
Actual
0 1 2 3 4 5 6 7 8
-0.02
-0.01
0
0.01
0.02
Time (sec)
A
cc
el
Hr
at
io
n 
(m
/s
ec
2 
)
 
 
Desired
Actual
Figure 10: EHA SMC Simulation Results, Inaccurate Friction, and Large Boundary
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possible to zero. A sliding manifold is deﬁned as:
Σ= {ek|sk = Cek = 0} , (18)
where C ∈ ℜ1×n is the sliding surface parameter vector, and with a smoothing boundary
layer:
Ψ= {ek| |sk|= |Cek| ψ} . (19)
Consider a linear dynamical system of the form shown of equation (16). Partitioning the
system to reﬂect the system inputs such that:
C=
(
C1 C2
)
, (20)
x=
(
xT1 x
T
2
)
, (21)
Φˆ=
(
Φˆ11 Φˆ12
Φˆ21 Φˆ22
)
, (22)
Gˆ=
(
0n−1
Gˆ2
)
, (23)
where x1 ∈ℜn−1×1,x2 ∈ℜ1×1, C1 ∈ℜn−1×1,C2 ∈ℜ1×1 . Accordingly, the system of equa-
tion (16) can be rewritten as:
x1,k+1 = Φˆ11x1,k+ Φˆ12x2,k, (24)
x2,k+1 = Φˆ21x1,k+ Φˆ22x2,k+ Gˆ2uk+wk. (25)
For the purpose of control, it is assumed that full state feedback is available. Accordingly,
the measurement equation is deﬁned as:
zk = Ixk. (26)
The MSMC control strategy uses two SMC controllers (SMC1, SMC2) in an additive form,
uMSMC = uSMC1 + uSMC2 . The basic structure of the MSMC strategy is shown in Figure 11,
the hypothesis is:
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• By considering the overall EHA system model, where the input is the pump rotational
speed (ωp) and the outputs are the load position, velocity, and acceleration (x, x˙, x¨).
Accordingly, the sliding surface parameters C will be a vector with three elements such
that C= [Ce1,Ce2,Ce3]. Designing the ﬁrst SMC controller (outer-loop main controller)
with a sliding surface s=Ce1e+Ce2e˙+Ce3e¨, and a boundary layer ψ large enough to
accommodate for the friction model inaccuracy, would eliminate chatter.
• The EHA system model is then partitioned into two sub-systems:
1. A sub-system with the pump rotational speed as an input and the EHA load ac-
celeration as an output according to the lower partition of equations (21) to (24),
such that:
x¨k+1 = Φˆ21x¨k+G2ωp+ Φˆ21
[
xk
x˙k
]
+wk. (27)
2. A sub-system with the load acceleration as the input and the load position and
velocity as the outputs according to the upper partition of equations (21) to (24),
such that: [
xk+1
x˙k+1
]
= Φˆ11
[
xk
x˙k
]
+ Φˆ12x¨k. (28)
The tracking precision is than enhanced by using a secondary SMC controller with two
stages according to Figure 11 and equations (27) and (28), such that:
Stage 1 A sliding surface s1 = Ce1e+Ce2e˙ and a boundary layer ψ1 are deﬁned to
obtain the required position and velocity tracking accuracies. In this stage, the
trajectory tracking errors (e, e˙) are used in conjunction with the aforemen-
tioned sub-system of equation (28), to create an estimate for the change in
acceleration required to enhance the load position and velocity precision of
tracking (Δ ˆ¨xk+1). Further to equation (27), it is found that:
Δ ˆ¨xk+1 = ¯¨xk+1− x¨k+1 = Φˆ22x¨k+ Φˆ22
[
xk
x˙k
]
+ Gˆ2ω¯p
− Φˆ22x¨k− Φˆ22
[
xk
x˙k
]
− Gˆ2ωp,
(29)
Δ ˆ¨xk+1 = Gˆ2ω¯p− Gˆ2ωp = Gˆ2Δωˆp. (30)
Stage 2 Using the acceleration correction term (Δ ˆ¨xk+1)), the corresponding (ΔInput =
Δωˆp) is calculated using a sliding surface s2 =Ce3Δ ˆ¨xk+1 and a boundary layer ψ2.
4.1 Sliding Mode Control
In this research, the MSMC will use Misawa’s SMC control structure which can be found in
[24, 25]. In this section, this method will be presented before being revised and used in the
formulation of the new MSMC control strategy.
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The control input is deﬁned using Misawa’s method as, [25]:
uk = ueq,k−
(
CGˆ
)−1
sk+
(
CGˆ
)−1
Kcsat
(
sk
ψ
)
, (31)
where
ueq,k =
(
CGˆ
)−1C(xd,k+1− Φˆxk) , (32)
Kc = γ+2ε, ψ  γ+ ε, (33)
sat
(
s
ψ
)
=
⎧⎨
⎩
+1 i f s> ψ,
s
ψ i f |s| ψ,
−1 i f s< ψ,
(34)
and ε is an arbitrary positive constant.
A major drawback in [24] SMC derivation is the assumption that the uncertainties wk are
bounded by a constant, this assumption is not realistic, since wk is inherently dependant on
the system states. Accordingly, a new gain calculation is needed, where a variable gain will
be used to compensate for the uncertainties that relate to the system states. If modeling errors
are considered in w, then the system uncertainties in wk are obtained as:
wk = Φ˜xk+ G˜uk+vk, (35)
where Φ˜=Φ− Φˆ, G˜=G− Gˆ, and vk are the system matrix uncertainty, the input matrix un-
certainty, and the system noise respectively. Accordingly the uncertainties bound of equation
(17) is rewritten as:
γ (xk)≥
∣∣C(Φ˜xk+ G˜uk+vk)∣∣ . (36)
The stability condition of equation (36) is satisﬁed by selecting γ such that:
γ (xk)≥ CΦ˜max |xk|+CG˜maxumax+Cvmax, (37)
where Φ˜max and G˜max are the upper bounds on the uncertainties in the system matrix and
the input matrix, vmax is the maximum noise amplitude, and umax is the maximum allowable
input (±10 volts for the EHA system). Substituting ∣∣xk−xd,k∣∣+ ∣∣xd,k∣∣ = |ek|+ ∣∣xd,k∣∣ ≥ |xk|
in equation (36), the condition of equation (17) is satisﬁed by selecting γ as:
γ (ek) = CΦ˜max |ek|+CΦ˜max
∣∣xd,k∣∣+CG˜maxumax+Cvmax. (38)
Substituting equation (38) in the gain and boundary layer calculations of equation (33) results
in:
Kc = CΦ˜max |ek|+CΦ˜max
∣∣xd,k∣∣+CG˜maxumax+Cvmax+2ε, (39)
ψ = CΦ˜max |ek|+CΦ˜max
∣∣xd,k∣∣+CG˜maxumax+Cvmax+ ε. (40)
4.2 MSMC Mathematical Formulation
The multiple sliding mode control strategy as shown in Figure 11 is composed of two control
elements in an additive form, consisting of:
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SMC 1- A main outer loop controller that utilizes the system model of equation (16) to derive
a control action to follow trajectories associated with position, velocity, and accelera-
tion. For this element, the same strategy as in the previous section is followed where
the estimated equivalent control law for the system of equation (16), is obtained from
equation (32) as:
uˆeq,k =
(
CGˆ
)−1C(xd,k+1− Φˆxk) . (41)
Consider the ideal sliding motion such that:
sk = sk+1 = sk+2 = .......= 0. (42)
From the deﬁnition of the sliding manifold given by equation (18), then under ideal
sliding mode conditions:
Cek+1 = C
(
xd,k+1−xk+1
)
= 0. (43)
Substituting equation (16) in equation (43) results in:
C
(
xd,k+1− Φˆxk− Gˆuk−wk
)
= 0, (44)
where ueq is obtained from equation (44) as:
uˆeq,k =
(
CGˆ
)−1C(xd,k+1− Φˆxk) , (45)
uSMC1 = uˆeq,k−
(
CGˆ
)−1
sk+
(
CGˆ
)−1
Kcsat
(
sk
ψc
)
, (46)
where Kc = CΦ˜max |ek|+CΦ˜max
∣∣xd,k∣∣+CG˜maxumax+Cvmax+2ε , ψc =CΦ˜max |ek|+
CΦ˜max
∣∣xd,k∣∣+CG˜maxumax+Cvmax+ ε , and ε is an arbitrary positive constant.
SMC 2- A secondary inner-loop controller consisting of two cascaded stages, such that:
Stage 1 Considering the upper system partition of equation (24), restated here for
clarity as:
x1,k+1 = Φˆ11x1,k+ Φˆ12x2,k. (47)
By assuming that the control input to the ﬁrst partition is u2 = x2,k, and using
sliding mode control of equations (31) and (32), with a sliding surface s1 =
C1
(
x1d,k−x1,k
)
and a tighter boundary layer ψ1, an estimate of the required
change in the second partition state vector Δxˆ2,k is found as:
Δxˆ2d,k =
(
C1Φˆ12
)−1C1 (x1d,k+1− Φˆ11x1,k)
− (C1Φˆ12)−1 s1,k+ (C1Φˆ12)−1K1csat
(
s1,k
ψ1c
)
.
(48)
Δxˆ2,k is viewed as the required change in the x1,k trajectory to conﬁne e1,k to
a tighter boundary layer deﬁned by ψ1c. It should be noted that, approxi-
mation errors in differentiation are neglected and given the simplicity of
Φˆ11, uncertainties in Φˆ11 are assumed negligible such that Φ˜11 = 0. This
simpliﬁes the discontinues corrective action to a constant term, such that
K1c = C1v1,max+2ε ≥
∣∣C1v1,k∣∣.
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Stage 2 In this stage the Δxˆ2d,k is transformed to an estimate of the change in the sys-
tem input uSMC2 = Δuk, which would allow for its addition to the main controller
control input uSMC1. Considering the lower system partition of equation (24), the
required transformation is found as:
Δxˆ2,k+1 = x¯2,k+1−x2,k+1 = Φˆ21x1,k+ Φˆ22x2,k+ Gˆ2u¯k
− Φˆ21x1,k− Φˆ22x2,k− Gˆ2uk.
(49)
Simplifying equation (49) yields:
Δxˆ2,k+1 = Gˆ2 (u¯k−uk) = Gˆ2Δuk. (50)
Accordingly the mapping of the x2,k+1 corrective action to the system input space
is achieved using sliding mode with s2 =C2Δxˆ2d,k and a boundary layer ψ2c:
uSMC2 =
(
C2Gˆ2
)−1
K2csat
(
C2Δxˆ2d,k
ψ2c
)
. (51)
It should be noted that the uncertainty associated with equation (50) is as-
sumed to be bounded, since it is a function of the system input, and the sys-
tem input is bounded (±10volts for the EHA system). Hence, a constant
switching gain K2c is used for stage 2 sliding mode controller. Furthermore,
the use of a saturation function in this stage is necessary for the proof of sta-
bility. It provides the ability to increase the gain of the inner loop controller,
which results in a high frequency switching action (a dither-like effect). This
results in minimizing the effects of static friction on the system performance.
The overall control input is established by combining the main outer-loop control element
with the secondary inner-loop control as follows:
uMSMC,k = uSMC1+uSMC2 = uˆeq,k−
(
CGˆ
)−1
sk+
(
CGˆ
)−1
Kcsat
(
sk
ψc
)
+
(
C2Gˆ2
)−1
K2csat
(
Δxˆ2d,k
ψ2c
)
,
(52)
uMSMC,k = uˆeq,k−
(
CGˆ
)−1
sk+
(
CGˆ
)−1
Kcsat
(
sk
ψc
)
+
(
C2Gˆ2
)−1
K2csat
((
C1Φˆ12
)−1
C1
ψ2c
(
x1d,k+1− Φˆ11x1,k
)
−
(
C1Φˆ12
)−1
ψ2c
s1,k+
(
C1Φˆ12
)−1
K1c
ψ2c
sat
(
s1,k
ψ1c
))
.
(53)
5 COMBINED MIL/MSMC STRATEGY
Figure 8 shows the block diagram for the EHA system with the MIL feedback approach,
similar to the basic EHA system, the input to the system is the demanded rotational speed of
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the motor, and the output is the position of the hydraulic actuator. From the block-diagram,
the transfer function relating the pump rotational speed is found as:
GMIL =
GEHA
1−Ginner +GEHA
(
Ginner ADp +KB
)
p
,
=
CMIL,num
p3+CMIL,den2 p
2+CMIL,den1 p+CMIL,den0
, (54)
where:
CMIL,num =
ADpβe
MVo (1−Kinner) ,
CMIL,den2 =
BVo+Mβe
(
L
/
2+ζ
)
MVo
+
Pinner
1−Kinner ,
CMIL,den1 =
Bβe (L/2+ζ )
MVo
+
A2βe+AβeDpKB+Pinner (Mβe (L/2+ζ )+BVo)
MVo (1−Kinner) ,
CMIL,den0 =
Pinner
(
MVo+A2βe
)
MVo (1−Kinner) .
Further to the EHA parameters of Table. 1, the EHA/MIL subsystem transfer function could
be found as:
GMIL =
637.7
p3+3085p2+1.145×1011p+1.74×108 .
the EHA/MIL is converted to a discrete state space form for the application of the MSMC
strategy as shown in Fig. 12. Using forward difference approximation and a sampling period
of Ts = 0.0001sec the discrete state space model is given by:
x1,k+1 =x1,k+Tsx2,k,
x2,k+1 =x2,k+Tsx3,k,
x3,k+1 =−TsCMIL,den0x1,k−TsCMIL,den1x2,k
+
(
1−TsCMIL,den2
)
x3,k+TsCMIL,numuk.
(55)
The discrete equation can now be represented in the state space form with parameter values
listed in Table. 1:
xk+1 =Φxk+Guk+wk, (56)
where
Φˆ=
⎛
⎝ 1 Ts 00 1 Ts
−TsMILden0 −TsMILden1
(
1−TsMILden2
)
⎞
⎠ , (57)
Φˆ=
⎛
⎝ 1 .0001 00 1 .0001
−1.7402×104 −1.1449×107 0.6915
⎞
⎠ , (58)
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Table 1: Physical parameters of the EHA mathematical model, [6, 26]
Symbol Value Unit
a1 1.419 ×
105
Ns2/m2
a2 − 12801 Ns/m
a3 415.21 N
M 3.688 Kg
A 1.52 ×
10−3
m2
V◦ 1.08 ×
10−3
m3
x◦ 0.71 m
L 6.52 ×
10−12
Nm/s
βe 2.10×108 Pa
ξ 3.26 ×
10−12
Nm/s
Dp 5.57 ×
10−7
m3/rad
Ppipe 0
Rc 1.04 Ω
Lc 0.014 H
Kc 1.61 Nm/A
Kω 0.98 Vs/rad
Kpvisc 2×10−4 Nms/rad
Kf ric 2×10−4 Nms/rad
Jpm 1.98 ×
10−3
kgm2
TDB 0.001 Nm
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and
Gˆ=
⎛
⎝ 00
TsMILnum
⎞
⎠=
⎛
⎝ 00
0.0638
⎞
⎠ . (59)
Accordingly the partitioned system matrices are found as:
Φˆ11 =
(
1 .0001
0 1
)
, (60)
Φˆ12 =
(
0
.0001
)
, (61)
Φˆ21 =
( −1.7402×104 −1.1449×107 ) , (62)
Φˆ22 =
(
0.6915
)
, (63)
Gˆ2 =
(
0.0638
)
. (64)
The controller coefﬁcients such as sliding gain, sliding surface, and boundary layer were
estimated based on experimental tests on the EHA prototype. Similarly to section ??, using
pole placement and by considering the system stability and experimental precision, the sliding
surface was selected at:
sk = Cek =
[
10000 500 1
]
ek. (65)
The sliding gain and boundary layer were selected as:
Kc = CΦ˜max |ek|+CΦ˜max
∣∣xd,k∣∣+100,
ψc = CΦ˜max |ek|+CΦ˜max
∣∣xd,k∣∣+1000,
K1c = 50, ψ1c = 20,
K2c = 100, ψ2c = 1500.
The overall control input was derived in Chapter 5 and is given by equations (45) to (53)
as:
uˆeq =
(
CGˆ
)−1C(xd,k+1− Φˆxk) , (66)
uSMC1 = uˆeq−
(
CGˆ
)−1
sk+
(
CGˆ
)−1
Kcsat
(
sk
ψc
)
, (67)
xˆ2d,k =
(
C1Φˆ12
)−1C1 (x1d,k+1− Φˆ11x1,k)− (C1Φˆ12)−1 s1,k
+
(
C1Φˆ12
)−1
K1csat
(
s1,k
ψ1c
)
, (68)
uSMC2 =
(
C2Gˆ2
)−1
K2csat
(
C2xˆ2d,k
ψ2c
)
, (69)
uMSMC,k = uSMC1+uSMC2,
= uˆeq−
(
CGˆ
)−1
sk+
(
CGˆ
)−1
Kcsat
(
sk
ψc
)
+
(
C2Gˆ2
)−1
K2csat
(
xˆ2d,k
ψ2c
)
. (70)
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Figure 13: MSMC/MIL Trajectory Experimental Results
6 EXPERIMENTAL RESULTS
The combined MIL/MSMC experimental results are shown in ﬁgures. 13 and 14, it is clear
that the added MIL feedback loop control action, is effective in further enhancing the po-
sitional accuracy at the expense of increased chatter at the zero velocity crossing regions.
Those results conﬁrms the hypotheses behind the MIL strategy, that the added differential
velocity/position feedback loop is successful in overcoming the backlash/friction dead-band
effect.
7 CONCLUSIONS
The work in this paper involves combining the Multiple Inner Loop (MIL) control strategy
with the Multiple Sliding Mode Control (MSMC). The purpose of the combined method is
to include additional feedback from the motor in the MSMC strategy to enhance its accuracy
in trajectory tracking applications. A differential velocity/position feedback was added in
an inner loop format. The added control input proved effective in further enhancing the
trajectory tracking positional accuracy. However, an increased level of chatter was observed
in the zero velocity crossing zones. As such, there is a trade off between the MSMC/MIL
accuracy and chatter amplitude, and the choice between the MSMC and MSMC/MIL will
depend on the application requirements.
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Figure 14: MSMC/MIL Tracking Error Experimental Results
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ABSTRACT 
The issue of stochastically varying network delays in Networked Control System (NCS) 
application, especially the Internet-based real-time control of a hydraulic position system, is 
addressed in this paper. In order to compensate the Internet-induced large delay effect, a 
fractional-order PID controller with derivative of reference signal forward feed (FO-PIDC) 
is proposed. A test bench platform which involves real Internet data transmission is built to 
compare the performance of FO-PID with that of traditional PID. A series of experiments 
based on three Internet data transmission channels with different delay distribution are 
carried out. The experimental results reveal that 1) if the round trip time (RTT) is under 
70ms and period jitter is small, the FO-PID works better; 2) if the RTT is more than 160ms 
and period jitter is large, the FO-PID with compensation performs well.  
 
Keywords: hydraulic position system; FO-PID; random delay; Internet-based real-time 
control 
1  INTRODUCTION 
An Internet-based control system is a typical network control system in which the control 
loops are closed over the Internet [1, 2]. Although position control loops would be 
generally closed locally and internet command would essentially be open control, there are 
still cases that we want to close the loop over internet to meet some particular requirements. 
For one thing, new complicated real-time control algorithm tends to have a large 
computational cost which probably exceeds the capability of a single local controller. A 
network based control methodology may provide a professional solution without 
computational constraints and worry about confidentiality and simultaneously simplifies 
the design of local controllers. Furthermore, applications like tele-medicine, tele-
manipulation robot has presented a strong trend for a real-time control system closing loop 
over network. Due to its easy access to communication system, Internet-based control 
methodology has received increasing attention from both application engineers and 
theoretical researchers. Hydraulic components, typical actuators, are widely used in 
engineering. W.J.Book proposed an Internet-based hydraulic control education experiment 
schema [3]. Jie Huang designed a test bench of hydraulic system based on Internet [4]. 
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Senchun Chai et al. realized an Internet-based servo position system by using general 
model predictive control method [5]. The main challenge of Internet- based control system 
is from the nature of Internet itself: Delay and packet dropouts, which not only degrades the 
performance but also make a control system unstable. In particular, delay introduced by the 
shared Internet is of prime concern when evaluating the control performance. Variety 
methods were developed to alleviate this problem [6]. However, these methods usually 
simplify the dynamic model of Internet-induced delay. Researchers have found that Internet 
induced delay is non-Gauss process according to plenty of experiments. It contains strong 
self similarity in the long range of observation which means its dynamic model is fractional 
order model [7]. Y.Q Chen discussed basic problems and strategies in applying fractional 
calculus and FO-PID in networked control system [8]. 
 
The rest of this paper is organized as follows. Section 2 introduces the details of Internet 
based hydraulic position system including the control architecture, Internet delay feature 
and mathematical model of physical plant. Section 3 discusses the design of FO-PID and 
proposes a control algorithm FO-PID with forward compensation. Section 4 proposes a 
new schematic for Internet-based control experiments and carries out the experimental 
results for verifying the effectiveness of control algorithm. The paper ends with conclusion 
in section 5, followed by references. 
2  SYSTEM DESCRIPTION 
2.1 Architecture of Internet-based Control System 
The structure of Internet-based control system is shown in Figure 1. This structure is known 
as a direct structure which is formed by a controller and a remote system including a 
physical plant, actuators and sensors. And the critical control information between the 
controller and the physical plant like sensor and control signals is transmitted by Internet. 
 
Figure 1: Architecture of Internet-based Control System 
 
The basic features of Internet data transfer are delay effect, delay jitter, package disorder 
and package dropout. Inevitably, these features weaken the performance of control system. 
The Internet-induced delay between Shanghai Jiao Tong University (www.sjtu.edu.cn) and 
Hong Kong University of Science and Technology (www.ust.hk) is shown in Figure 2. The 
RTT between these two sites is measured by PING (Packet Internet Grope). 
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Figure 2: RTT between SJTU and UST 
 
2.2 Plant Model 
The schematic of the hydraulic position system is shown in Figure 3. It contains two valves 
(one of them is high speed on/off valve, the other is on/off valve) and one cylinder. There 
are three operation modes in this system: 1) forward mode, the cylinder moves forward 
when the high speed on/off valve driven by PWM wave provides a positive mean flow and 
on/off valve, meanwhile, is closed; 2) backward mode, the cylinder moves backward when 
the high speed on/off valve is closed and on/off valve is open; 3) stop mode, the cylinder 
stands still when both valves are closed. 
 
 
Figure 3: Schematic of hydraulic system 
 
The plant's control unit automatically switches an operation mode due to the control input 
( 1 1)c c d d . The switching rules can be expressed as 
0
0 0
0
forward    if 1
operator( ) stop          if 
backward if 1
c c
c c c c
c c

 

­  d° d d®°  d ¯
                           (1) 
where 0 0( , )c c
   is the dead zone of control input. 
The experimental flow rate of high speed on/off valve is identified by RBF network as [9] 
0 0( , , )q f pM D '                                          (2) 
where f  is switching frequency. D  is the ratio of PWM wave. 0p'  is the difference of 
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pressure at the inlet and outlet of valve during the identification experiment. So from 
Equation (2), one obtains the working flow rate as 
0
0
( ) pq
p
M D 'c  '
                                          (3) 
where p'  is the difference of working pressure at the inlet and outlet of valve. And the 
working flow rate of on/off valve can be expressed as 
1 1
1
pq q
p
'c  '
                                             (4) 
where the flow rate of on/off valve is 1q  when its difference of pressure is 1p' . From 
Equation (1)—(4), the flow rate of plant's control unit can be written as 
0
0
0 0
1 0
1
( )     if 1
( ) 0                       if 
p          if 1
p
sp pc c c
p
q c c c c
q c c
M 
 

­   d° '°° d d®°°  d ° '¯
                            (5) 
where sp  is the pressure of system supply. p  is the working pressure of non-rod chamber. 
According to the Newton's second law, one obtains 
= p spA my B y K y                                       (6) 
where (3kg)m  is the mass of load. -1(100Nmm )sK  is rigidity of load. -1p (0.2Nsm )B  is the 
damping coefficient of load.  y  is the displacement of cylinder. According to the 
experiments, , ,y y y  satisfy -160mm, 30mms ,y yd d -260mmsy d . So 0.18Nmy d  and 
p 6NB y d  are very small compared to the elastic force s0N 6000NK yd d . Therefore, 
Equation (6) can be simplified as 
= p spA my B y K y                                       (7) 
According to the continuity equation of fluid, one obtains 
e
d
d
tV pq Ay
tE                                          (8) 
where $A$ is the area of non-rod chamber, 0( )t tV V V Ay   is the volume of control 
fluid, 0 (0mL)V  is the initial volume. From Equation (7) and (8), one obtains 
e
d( )
d
sK y yq A
tE                                           (9) 
Equation (5), (7) and (9) show that the physical system contains a series of nonlinear 
features. 
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3  CONTROLLER DESIGN 
3.1  Conventional PID 
The conventional PID control algorithm can be expressed in the time domain as: 
p
0
d( ) ( ) ( )d
d
t
i d
eu t K e t K e t t K
t
  ³                                   (10) 
where ( )e t  is the error between the reference signal and system output, 
pK  is the 
proportional gain. iK  is the integral gain. dK  is the differential gain. In a digital system, 
the discrete form of PID controller is expressed as: 
p
1
( ) ( 1)( ) ( ) ( )
k
i d
i
e k e ku k K e k K e i K
T 
   ¦                          (11) 
 
3.2  Fractional-order PID 
Although the conventional PID is widely used in both academic research projects and 
industry applications, it is not robust in network situation due to the Internet-induced delay 
effect. The FO-PID is proposed by Podlubny [10]. The main benefits of FO-PID are that 
the designed controller can ensure to fulfill the given gain crossover frequency and phase 
margin, and further more the phase derivative over the frequency is zero at the gain 
crossover frequency [11].  
Before the realization of FO-PID controller, a brief introduction to fractional order calculus 
needs to be presented first. Fractional order calculus is a generalization of integration and 
differentiation to any order operator a tDO , where a  and t  are the limits and  ( )O O  is 
the order of the operator. There are several definitions for fractional order derivate operator, 
such as Grunwald-Letnikov definition, Riemann-Liouville (RL) definition, the Caputo 
definition, etc. Among these definitions, the RL definition is the most frequently used 
definition. The RL fractional operator of function ( )f t  is defined as [12] 
1
1 d ( )( ) d
( ) d ( )
n t
a t n na
fD f t
n t t
O
O
W WO W  *  ³                           (12) 
where 1n nO  d , ( )*  is the Gamma function. 
The Laplace transform of the fractional operator is usually used in system modeling. And 
the transform of the Equation (12) under zero initial conditions for order  (0 1)O O   is 
given as [12] 
{ D ( )} ( )a t f t s F s
O Or r                                          (13) 
where 0 1O  , ( )*  is the Gamma function. 
The Laplace transform of FO-PID is expressed as  
p i d
1( )C s K K K s
s
P
O                                            (14) 
where 0 , 1O P  . The design of FO-PID controller usually involves several principles 
such as phase margin and gain crossover frequency specifications, gain margin and phase 
crossover frequency specifications, robustness to variations in the gain of the plant, high 
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frequency noise rejection, good output disturbance rejection, and limitation of control effort 
[13]. And these principles work well when the plant model is linear. However, the Internet-
based hydraulic position system contains complex nonlinear characters which are generated 
by high speed on/off valve and Internet-induced delay. So it calls for more research efforts 
on how to tuning or adjust the FO-PID parameters online. 
The most important issue in the implementation of FO-PID is how to realize fractional 
order operator with numerical methods. Usually, signals do not have any exact expression 
so that the RL definition can work well in digital control practice. Instead, several filter 
approaching methods were developed to calculus the fractional order integration 
differential of a signal, such as Tustin, Al-Alaoui, and Oustaloup’s recursion filter. Among 
these filters, the Oustaloup’s recursion filter performs best [14-17]. It can approach the 
fractional order operator in a given frequency interval  ,b hZ Z  with the expression as [15] 
1
2( )
n
k
k n k
sG s K
s
Z
Z 
                                            (15) 
where n is the filter’s order, and the gain K , zero 1kZ  and pole 2kZ  can be expressed as  
0.5(1 ) 0.5(1 )
2 1 2 1
1 2( ) , ,
k n k n
n n
h h
h k b k b
b b
K
O O
O Z ZZ Z Z Z ZZ Z
     
 § · § ·   ¨ ¸ ¨ ¸© ¹ © ¹
       (16) 
The Oustaloup’s recursion filter has a pretty precise approximation to the FO-PID at given 
frequency range.[14] 
Although we have obtained the structure of the FO-PID controller in a numerical way, it 
remains the question of how to optimize the parameters , , , ,p i dK K K O P . Superficially, 
global optimization is a stronger version of local optimization, whose great usefulness in 
practice is undisputed. However, in many practical applications finding the globally best 
point, though desirable, is not essential, since any sufficiently good feasible point is useful 
and usually an improvement over what is available without optimization (this particular 
case). [13] In our application, we take the phase margin as the object function and tune the 
parameters ,O P  heuristically around the initial value to maximize the object function 
locally. More efficient and intelligent searching algorithm like particle swarm optimization 
(PSO) or immune clone algorithm (ICA) can be further studied at next step. 
 
3.3  Fractional-order PID with forward compensation 
No matter PID or FO-PID, the basic concept is feedback control, which is a passive control 
method that acquire error first and then take control action. However, the error information 
in Internet-based control system cannot be acquired in time. In order to compensate the 
delay effect, the traditional method is to involve velocity or acceleration feedback in 
controller designed. The shortcoming is also obvious: velocity or acceleration feedback 
induce strong signal noise, especially when the jitter of Internet-induced delay is large. 
Forward feed is another way to improve the speed of control system response. A simple 
differentiator with a low pass filter can easily acquire the derivatives of the reference signal. 
The schematic of FP-PIDC is shown in Figure 4. 
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Figure 4: Schematic of fractional order PID with compensation 
4  EXPERIMENTS 
4.1  Test bench 
Currently, the main architecture of Internet is based on IPv4, which is short for IP address. 
In order to solve this problem, computer scientists proposed a schematic – NAT (Network 
Address Translation). Although it release the IP address shortage, it builds a wall for P2P 
(peer-to-peer) communication. In the control experiment (seen in Figure 1), two computers 
in two different network (one acts as controller, the other acts as plant regulator) cannot 
communicate directly without a public P2P sever. Besides, it’s not flexible to perform 
several control experiments with different delay feature. So the control experiment cannot 
choose P2P as its network protocol. The PING protocol, which is part of ICMP (Internet 
Control Message Protocol), can provide a solution to this problem. The basic function of 
PING is that a source host sends a PING package to another host and the target host sends 
back a package with the same payload.  
The schematic of test bench is based on PING protocol, as seen in Figure 5. The 
computation of the controller and plant regulator is performed on one host computer. It 
sends a PING package with sensor data as its payload to a target network and carries out the 
control computation based on the sensor data from echo package. Meanwhile, the controller 
output is sent to the actuator in the same way. So the real Internet transmission is involved 
in the control experiment. Moreover, it is very easy to perform different delay feature 
experiment by changing the target network. 
 
 
 
Figure 5: Schematic of test bench 
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4.2  Experimental results 
A series of test experiments were carried out to prove the effectiveness of FO-PID over 
traditional PID. In these experiments, the plant regulator computer lies in www.sjtu.edu.cn 
(Shanghai) and three typical sites with different delay features, seen in Table 1, were 
selected as the PING sever. And three control algorithms (PID, FO-PID, FO-PIDC) were 
test on each Internet transmission channel. 
 
Table 1: Three PING Severs 
Site City Distance Mean RTT Jitter 
www.sina.com.cn Beijing 1100km 32ms small 
www.ust.hk Hong Kong 1200km 78ms large 
www.u-tokyo.ac.jp Tokyo 1500km 115ms median 
Experiment 1 contains three experiments with different control algorithms on the Internet 
channel between www.sjtu.edu.cn and www.sina.com.cn and its results are shown in Figure 
6. Due to the variety load of Internet, there exists small difference in the delay feature of 
each experiment. However, the mean RTT of sensor to controller is around 30ms and delay 
jitter is small. Because the delay feature of controller to actuator is very similar to that of 
sensor to controller, so the total mean RTT is under 70ms and delay jitter is relative small. 
The controller parameters and performance measurements are shown in Table 2. Although 
the raise time of PID and FO-PID is around 1.3s which is smaller than that of FO-PIDC, the 
P.O. of these two is much larger than that of FO-PIDC. However, considering that the mean 
RTT and jitter of Internet delay in FO-PID is much larger than the others, the FO-PID 
performs better. 
 
Table 2: Controller Parameters and Performance of Experiment 1 
Algorithm 
pK  iK  dK  O  P  feed gain r (s)T  P.O.(%) ess(mm) 
PID 50 10 1 - - - 1.31 0.52 -0.21 
FO-PID 50 10 7 0.5 0.5 - 1.37 0.43 -0.17 
FO-PIDC 45 8 4 0.5 0.5 5 1.57 -0.25 0.10 
 
 
Figure 6: Results of Experiment 1 
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Experiment 2 was carried out on the Internet channel between www.sjtu.edu.cn and 
www.ust.hk and its results are shown in Figure 7. There exists frequent Internet 
communication between the mainland of China and Hong Kong district, meanwhile the 
network architecture of these two areas is under a same system. Therefore, the mean RTT 
from sensor to controller is around 80ms and delay jitter is large, which is much larger than 
that of the Internet channel in Experiment 1. The controller parameters and performance 
measurements are shown in Table 3. The large delay and delay jitter make the PID control 
unstable. Although the raise time is nearly the same (about 1.25s), the P.O. of FO-PIDC is 
much smaller than that of FO-PID. Considering that the delay feature of these three is very 
close, so the FO-PIDC works better than the other two. 
 
Table 3: Controller Parameters and Performance of Experiment 2 
Algorithm 
pK  iK  dK  O  P  feed gain r (s)T  P.O.(%) ess(mm) 
PID 45 6 1 - - - 1.25 - - 
FO-PID 45 6 4 0.5 0.5 - 1.27 0.89 -0.35 
FO-PIDC 40 5 4 0.5 0.5 8 1.25 -0.54 0.21 
 
 
Figure 7: Results of Experiment 2 
 
Experiment 3 was carried out on the Internet channel between www.sjtu.edu.cn and 
www.u-tokyo.ac.jp and its results are shown in Figure 8. The Internet connection between 
these two sites is crossed over ocean. But the load of this connection is lighter than that of 
connection between Shanghai and Hong Kong. Therefore, the mean RTT of sensor to 
controller is much larger around 115ms and delay jitter is median. The controller 
parameters and performance measurements are shown in Table 4. The results are very 
similar to that of experiment 2. Therefore, it can be concluded that if the total RTT is more 
than 160ms and period jitter is large, the FO-PIDC performs well. 
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Table 4: Controller Parameters and Performance of Experiment 3 
Algorithm 
pK  iK  dK  O  P  feed gain r (s)T  P.O.(%) ess(mm) 
PID 40 4 0.5 - - - 1.19 - - 
FO-PID 40 4 3 0.5 0.5 - 1.48 0.79 -0.31 
FO-PIDC 35 3 2 0.5 0.5 6 1.48 -0.46 0.18 
 
 
Figure 8: Results of Experiment 3 
5  CONCLUSION 
In this paper, FO-PID controller was applied to the Internet-based hydraulic position 
control system employing high speed on/off valves in order to solve the problem of 
stochastically varying network delays. In order to compensate the large Internet delay 
effect, FO-PID with derivative of reference signal forward feed was proposed. A flexible 
test bench which involved real Internet data transmission channel was built to perform 
control experiments. The experimental results of three Internet transmission channels with 
different delay feature revealed that 1) if the round trip time (RTT) is under 70ms and 
period jitter is small, the FO-PID works better; 2) if the RTT is more than 160ms and 
period jitter is large, the FO-PID with compensation performs well. Optimization of the 
parameters in FO-PID remains to be further studied in the future. 
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7KH SDSHU LQWURGXFHV D QHZ K\GUDXOLF V\VWHP IRU PRELOH PDFKLQHV EDVHG RQ D FRQVWDQW
SUHVVXUHV\VWHPZLWKWKHDLPWRLQFUHDVHWKHHIILFLHQF\RIDFWXDWLRQRIK\GUDXOLFF\OLQGHUV
8VLQJ D WKLUG SUHVVXUH OHYHO ORFDWHG EHWZHHQ KLJK SUHVVXUH DQG WDQN SUHVVXUH FDOOHG
LQWHUPHGLDWHSUHVVXUHWKHV\VWHPHQDEOHVDGGLWLRQDOSUHVVXUHSRWHQWLDOVIURPKLJKSUHVVXUH
WR LQWHUPHGLDWH SUHVVXUH DQG IURP LQWHUPHGLDWH SUHVVXUH WR WDQN SUHVVXUH 7KLV UHGXFHV
WKURWWOHORVVHVDWK\GUDXOLFF\OLQGHUVZKHQGULYHQDWORZRUPHGLXPORDGV$QDFFXPXODWRU
FRQQHFWHG WR WKH LQWHUPHGLDWH SUHVVXUH OLQH LV EHLQJ FKDUJHGRUGLVFKDUJHG LQ IXQFWLRQRI
ZKLFKSUHVVXUHSRWHQWLDOLVFXUUHQWO\XVHG
'XH WR WKHGLVFUHWH SUHVVXUHSRWHQWLDOV RI WKH V\VWHPD FRQWURO VWUDWHJ\ LV UHTXLUHGZKLFK
UHGXFHV WKURWWOH ORVVHV DW WKH SURSRUWLRQDO YDOYHV DQG DOORZV PD[LPXP UHFXSHUDWLRQ RI
SRWHQWLDO HQHUJ\ %HVW UHVXOWV FDQ EH REWDLQHG LI WKH IXWXUH ORDGV RQ WKH F\OLQGHUV DUH
SUHGLFWDEOH)RUWKLVUHDVRQD0RGHO3UHGLFWLYH&RQWURO03&ZDVGHYHORSHGIRUDZKHHO
ORDGHUZKLFKZDVXVHGDVDUHIHUHQFHV\VWHP%\XVLQJLWVVSHFLILFJHRPHWULFSURSHUWLHVWKH
03& DOORZV D SUHFLVH ORDG SUHGLFWLRQ DV D IXQFWLRQ RI WKH SLVWRQ¶V SRVLWLRQ 8VLQJ WKH
FULWHULD RI %HOOPDQ DQ DQDO\WLF RQOLQH FDOFXODWLRQ RI WKH RSWLPXP VHTXHQFH RI SUHVVXUH
SRWHQWLDOV DQG WKHLU GXUDWLRQV IRU RQH FRPSOHWH F\OLQGHU VWURNH FDQ EH HIIHFWXDWHG XVLQJ
'\QDPLF3URJUDPPLQJ7KLVOHDGVWRDGHWHUPLQLVWLFDOJRULWKPZKLFKLVHDV\WRKDQGOHDQG
ZKLFK FDQ EH LPSOHPHQWHG LQWR DQ RQOLQH FRQWURO ORRS RI WKH ZKHHO ORDGHU 7KH SDSHU
IXUWKHUPRUH VKRZV KRZ DQ RSWLPDO VZLWFKLQJ VHTXHQFH DQG WKH RSWLPDO DFFXPXODWRU
SDUDPHWHUV FDQ EH IRXQG RIIOLQH XVLQJ PXOWL REMHFWLYH RSWLPL]DWLRQ DQG FORVHV ZLWK
VLPXODWLRQUHVXOWVVKRZLQJDQLQFUHDVHRIHIILFLHQF\RIFRPSDUHGWRD/6V\VWHPDWWKH
H[DPSOHRIDW\SLFDOGXW\F\FOHRIDZKHHOORDGHU
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&RQVWDQW SUHVVXUH &3 V\VWHPV DUH RQH RI WKH VLPSOHVW K\GUDXOLF V\VWHPV 7KH\ DUH QRW
YHU\HIILFLHQWDVKLJKSUHVVXUHORVVHVRFFXUZKHQORZHUORDGVDUHOLIWHG$GYDQFHGV\VWHPV
DUHHTXLSSHGZLWKDSUHVVXUHFRQWUROOHGSXPSDQGDK\GUDXOLFDFFXPXODWRUFRQQHFWHGWRWKH
PDLQ SUHVVXUH OLQH ,Q WKHVH ³$GYDQFHG &RQVWDQW 3UHVVXUH 6\VWHPV´  VHFRQGDU\
FRQWUROOHG K\GUDXOLF URWDU\ GULYHV FDQ EH RSHUDWHG ZLWKRXW V\VWHPUHODWHG ORVVHV 
)XUWKHUPRUH VHFRQGDU\ FRQWUROOHG IRXU TXDGUDQW GULYHV FDQ EH RSHUDWHG LQ SXPS PRGH
ZKLOHEUDNLQJZKLFKHQDEOHV UHFRYHU\RISRWHQWLDORUEUDNLQJHQHUJ\ZKLFK LV VWRUHG LQD
K\GUDXOLF DFFXPXODWRU IRU ODWHU XVH %RWK DVSHFWV KLJK V\VWHP HIILFLHQF\ DQG HQHUJ\
UHFRYHU\ PDNH $GYDQFHG &RQVWDQW 3UHVVXUH 6\VWHPV WR D VXLWDEOH GULYH V\VWHP IRU
K\GUDXOLFK\EULGGULYHVIRUPRELOHPDFKLQHV7KHVHV\VWHPVDOUHDG\H[LVWDWWKHPDUNHW
HYHQWKRXJKQRWLQPRELOHDSSOLFDWLRQV\HW2QHLQFRQYHQLHQWRIDODUJHVFDOHDSSOLFDWLRQRI
WKLVV\VWHPLVLWVLQFRPSDWLELOLW\ZLWKOLQHDUDFWXDWRUVDVWKHKLJKSUHVVXUHVWLOOQHHGHGWREH
WKURWWOHG WRDGDSW LW WR WKHDFWXDO ORDGSUHVVXUH2QHFRQFHSWRIDQHIILFLHQW LQWHJUDWLRQRI
K\GUDXOLF F\OLQGHUV LQWR D FRQVWDQW SUHVVXUH V\VWHP LV WKH VHFRQGDU\ FRQWUROOHG OLQHDU
DFWXDWRUZKLFKDOORZVDQDW OHDVWGLVFUHWHDGDSWDWLRQRIWKHSLVWRQDUHDWRWKHSUHVHQW ORDG
$QRWKHUZD\LVWKHVRFDOOHG³K\GUDXOLFWUDQVIRUPHU´ZKLFKFRQVLVWVRIDFRQVWDQWIORZ
SXPS FRQQHFWHG WR D VHFRQGDU\ FRQWUROOHG GULYH %RWK V\VWHPV KDYH LQ FRPPRQ WKDW
WKH\ QHHG FRPSRQHQWVZKLFK DUH FRVWO\RUZKLFK DUH VLPSO\ QRW DYDLODEOH DW WKHPDUNHW
$QRWKHUDSSURDFKIRUWKHHIILFLHQWLQWHJUDWLRQRIOLQHDUDFWXDWRUVLQD&3V\VWHPE\WKHXVH
RIVWDQGDUGFRPSRQHQWVLVVKRZQLQ)LJXUH

)LJXUH%DVLFOD\RXWRID&3,3V\VWHP

,QWKLVV\VWHPPXOWLSOHGLVFUHWHSUHVVXUHSRWHQWLDOVDUHXVHGWRUHGXFHSUHVVXUHORVVHVDWWKH
SURSRUWLRQDO YDOYHV 7KHVH FDQ EH FUHDWHG LI D VXSSOHPHQWDU\ SUHVVXUH OLQH LV XVHG 7KH
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SUHVVXUHOHYHORIWKHDGGLWLRQDOOLQHLVORFDWHGEHWZHHQKLJKSUHVVXUH+3DQGWDQNSUHVVXUH
73 DQG LV WKHUHIRUH FDOOHG ³LQWHUPHGLDWH SUHVVXUH ,3 OLQH´  VR WKH V\VWHP LV FDOOHG
³&RQVWDQW 3UHVVXUH 6\VWHP ZLWK ,QWHUPHGLDWH 3UHVVXUH /LQH´ &3,3 $ K\GUDXOLF
DFFXPXODWRU LV FRQQHFWHG WR WKH ,3 OLQH WRHQDEOH UHFRYHU\RISRWHQWLDO HQHUJ\$VHFRQG
DFFXPXODWRU LV FRQQHFWHG WR WKH +3 OLQH WR EXIIHU SUHVVXUH RVFLOODWLRQV 7ZR VZLWFKLQJ
YDOYHV IRU HDFK DFWXDWRU FDQ FKDQJH WKH SUHVVXUH RQ WKH LQOHW DQG WKH RXWOHW SRUW RI WKH
SURSRUWLRQDOYDOYHEHWZHHQKLJK LQWHUPHGLDWHDQGWDQNSUHVVXUH/RVVHVFDQEHUHGXFHG
E\ DGDSWLQJ WKH DSSOLHG SUHVVXUH GLIIHUHQFH DW WKH SLVWRQ RI WKH K\GUDXOLF F\OLQGHU WR WKH
DFWXDOORDG
)RUYHU\KLJKORDGVWKHVZLWFKLQJYDOYHVFRQQHFWWKHLQOHWSRUWRIWKHSURSRUWLRQDOYDOYHWR
+3 DQG WKH RXWOHW SRUW WR 73 DQG WKH V\VWHP DFWV OLNH D FRQYHQWLRQDO FRQVWDQW SUHVVXUH
V\VWHP)RUORZHUORDGVWKHLQOHWSRUWRIWKHSURSRUWLRQDOYDOYHLVFRQQHFWHGWRWKH,3OLQH
DQGWKHDFFXPXODWRULVEHLQJGLVFKDUJHG7KHQH[WORZHUVZLWFKLQJVWDWHFRQQHFWVWKHLQOHW
SRUW RI WKH SURSRUWLRQDO YDOYH WR WKH +3 OLQH DQG WKH RXWOHW SRUW WR WKH ,3 OLQH WKH
DFFXPXODWRULVEHLQJFKDUJHG)RUYHU\ORZORDGVERWKSRUWVRIWKHSURSRUWLRQDOYDOYHFDQ
EHFRQQHFWHG WR WKH ,3 OLQH'XH WRHQHUJHWLF UHDVRQV WKH ,3 OLQHFDQEHFRQQHFWHG WR WKH
VXFWLRQVLGHRIWKHSXPSZKLFKUHVXOWVLQORZHUHQHUJ\GHPDQGRIWKHV\VWHPZKHQXVLQJ
WKHSXPS7KLVUHVXOWVLQVL[VZLWFKLQJVWDWHVZLWKDGLIIHUHQWXVHRISXPSDQGDFFXPXODWRU
HQHUJ\ )LJXUH  LOOXVWUDWHV WKH HQHUJLHV IRU D SLVWRQ PRYHPHQW DW FRQVWDQW VSHHG DQG
FRQVWDQW ORDG ZKHQ D VZLWFKLQJ VHTXHQFH LV XVHG ZKLFK FRQWDLQV DOO SRVVLEOH VZLWFKLQJ
VWDWHV7KHGLVSOD\HGHQHUJLHVDUHDFFXPXODWHGLQSXWHQHUJLHVLIDERYHWKH[D[LVDQGRXWSXW
HQHUJLHVLIORFDWHGEHORZ
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%HVLGHVWKHK\GUDXOLFFRPSRQHQWVWKHV\VWHPQHHGVDFRQWURODOJRULWKPWREHRSHUDWHG7KLV
FRQWURO DOJRULWKP LV SURJUDPPHG LQWR D SURJUDPPDEOH ORJLF FRQWUROOHU 3/& DQG
GHWHUPLQHVWKHDFWXDOORDGDWWKHF\OLQGHUVE\PHDVXULQJWKHSUHVVXUHVLQWKHFKDPEHUVDQG
WKH SRVLWLRQ RI WKH SLVWRQ DQG FKRRVHV WKH DSSURSULDWH VZLWFKLQJ VWDWH E\ DFWXDWLQJ WKH
VZLWFKLQJYDOYHV2QFH WKHVZLWFKLQJVWDWH LVVHW WKHILQHFRQWURORI WKHSLVWRQ LVHQDEOHG
ZLWK WKH SURSRUWLRQDO YDOYH DFFRUGLQJ WR WKH QHHGHG IORZ JLYHQ E\ WKH RSHUDWRU
)XUWKHUPRUH WKH DOJRULWKP KDV D VZLWFKLQJ VWUDWHJ\ ZKLFK SHUIRUPV DFWXDWLRQ RI WKH
VZLWFKLQJYDOYHVQRWRQO\ LQWHUPVRIKDYLQJHQRXJKIRUFH WRPRYHWKHSLVWRQEXWDOVRLQ
WHUPVRIWKHJOREDOHIILFLHQF\RIWKHV\VWHP,WWKHUHIRUHDOORZVVZLWFKLQJVWDWHVZKLFKPD\
FDXVHKLJKWKURWWOHORVVHVDWWKHPRPHQWEXWDOORZFKDUJLQJRUGLVFKDUJLQJWKHDFFXPXODWRU
LQRUGHU WR UHDFK DPRUH DGYDQWDJHRXV VWDWH RI FKDUJH IRU IXWXUH HQHUJ\GHPDQGV7KHVH
FRQWUROVWUDWHJLHVIRUK\EULGGULYHVDUHVXEMHFWRILQWHQVLYHUHVHDUFKDVWKH\HVVHQWLDOO\
LQIOXHQFHWKHRYHUDOOHIILFLHQF\RIWKHV\VWHPDQGUHSUHVHQWWKHPRVWLPSRUWDQWSDUWRIWKH
FRQWURODUFKLWHFWXUHDOVRLQWKLVV\VWHP
 6<67(0,03529(0(17:,7+08/7,2%-(&7,9(237,0,=$7,21
7R GHYHORS D VZLWFKLQJ VWUDWHJ\ZKLFK LV DEOH WR ILQG DQ RSWLPXP VZLWFKLQJ VHTXHQFH D
GXW\F\FOHZLWKF\OLQGHUVWURNHVDQGORDGVLVQHHGHG)RUWKLVUHDVRQWKH&3,3V\VWHPZDV
DQDO\]HGIRUWKHZRUNLQJK\GUDXOLFVRIDWZKHHOORDGHU7KHFRQVLGHUHGDFWXDWRUVRIWKH
ZRUNLQJK\GUDXOLFVDUHWZRK\GUDXOLFF\OLQGHUVRQHIRUOLIWLQJDQGRQHIRUWLOWLQJ$W\SLFDO
GXW\F\FOHIRUWKLVDSSOLFDWLRQLVWKHVRFDOOHG³/RDG	&DUU\´F\FOH,QWKLVF\FOHWKHORDGHU
ORDGV WKH EXON PDWHULDO LQWR WKH EXFNHW DQG FDUULHV LW WR D WUDQVSRUW YHKLFOH ZKHUH LW LV
GXPSHG,WFDQEHFRPSRVHGLQILYHGLIIHUHQWVWDJHVDVLOOXVWUDWHGLQ)LJXUH
 7KHZKHHO ORDGHU GULYHV IURP WKH VWDUWLQJ SRVLWLRQ $ WR WKHPDWHULDO % 7KH
EXFNHWLVORZHUHGDQGDOLJQHGWRWKHJURXQG
 7KHPDFKLQH GULYHV LQWR WKHPDWHULDO DQG ORDGV WKH EXFNHW ,Q WKH IROORZLQJ WKH
ZKHHOORDGHUWUDQVSRUWVWKHPDWHULDOWRWKHWUDQVSRUWYHKLFOHDW&
 7KHPDFKLQHGULYHVWRWKHWUDQVSRUWYHKLFOHDQGOLIWVWKHEXFNHWZKHQDUULYLQJ
 :KHQ WKH EXFNHW LV DERYH WKH EHG RI WKH WUDQVSRUW YHKLFOH WKH WLOW F\OLQGHU LV
DFWXDWHGDQGWKHEXFNHWLVGXPSHG
 7KH ORDGHU EDFNV RII DQG WKH RSHUDWRU EULQJV WKH EXFNHW EDFN LQWR WKH VWDUWLQJ
SRVLWLRQ
7KHGHVFULEHGF\FOHZDVUHSHDWHGGXULQJWHVWVDERXWWLPHVDWUHDOLVWLFGLJJLQJFRQGLWLRQV
)RU WKH V\VWHP RSWLPL]DWLRQ RQH UHSUHVHQWDWLYH GXW\ F\FOH ZDV FKRVHQ DQG WKH ORDG
SUHVVXUHVZHUH WUDQVIRUPHG LQWRIRUFHVDFWLQJRQ WKHSLVWRQVRI WKHF\OLQGHUV7KLVDOORZV
LGHQWLI\LQJ WKH QHHGHG IRUFHV DQG FDOFXODWLQJ WKH QHHGHG HQHUJLHV LQ WKH GLIIHUHQW VWDJHV
ZLWKWKHDLPWRJHWDQHQHUJ\SURILOHRIWKHGXW\F\FOHDVVKRZQH[HPSODULO\LQ)LJXUH7R
REWDLQ DQ HIILFLHQW V\VWHP D VHTXHQFH RI VZLWFKLQJ VWDWHV PXVW EH IRXQG ZKLFK DOORZV
SHUIRUPLQJ WKH PRYHPHQWV RI WKH GXW\ F\FOH EXW ZLWK D ORZHU HQHUJ\ GHPDQG WKDQ WKH
FXUUHQW/6V\VWHP
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)LJXUH³/RDGDQG&DUU\´F\FOHRIDZKHHOORDGHUDFFRUGLQJWR
 2SWLPDOVZLWFKLQJVHTXHQFH
$QRSWLPXPVZLWFKLQJVHTXHQFHIRUWKHJLYHQGXW\F\FOHLVWKHRQHZLWKWKHORZHVWXVHRI
HQHUJ\ GHOLYHUHG E\ WKH SXPS $V WKH SXPS GLUHFWO\ IHHGV WKH KLJK SUHVVXUH OLQH DOO
VZLWFKLQJVWDWHVWDNLQJRLOIURPWKH+3OLQHOLNH+3,3+3,3+373DQG+373
LQFUHDVH WKHHQHUJ\GHPDQGRI WKH V\VWHP7KHVH VZLWFKLQJVWDWHV KDYHHQHUJ\ ³FRVWV´ LQ
IRUP RI WKH K\GUDXOLF HQHUJ\ (3XPS JHQHUDWHG E\ WKH SXPS &RQVLGHULQJ D VZLWFKLQJ
VHTXHQFHZLWKQ VZLWFKLQJGHFLVLRQV WKH FRVWV IRU+373DQG+3,3 DW GHFLVLRQ L FDQEH
FDOFXODWHGVXSSRVLQJLQ$VVXPLQJDFRQVWDQWSUHVVXUHS+3LQWKH+3OLQHWKHFRVWV
IRU+373DQG+3,3FDQEHFDOFXODWHGDFFRUGLQJWRWKHRLOYROXPHǻ9&\O+3LWDNHQIURPWKH
+3OLQHDWDF\OLQGHUVWURNHHIIHFWXDWHGDWL
+3L+3&\OL3XPS S9( ' '    
&RQVLGHULQJWKHHQWLUHGXW\F\FOHWKHWRWDOHQHUJ\GHPDQGRIWKHV\VWHPDIWHUQVZLWFKLQJ
GHFLVLRQVFDQEHGHVFULEHGDV
¦' Q
L
L3XPS3XPS ((     
7KHVZLWFKLQJVWDWHV,3,3DQG,373KDYHQRHQHUJ\FRVWVDFFRUGLQJWRWKHGHILQLWLRQJLYHQ
DERYH DV WKH\ RQO\ WDNH HQHUJ\ IURP WKH DFFXPXODWRU:KHQ XVHG LQVWHDG RI +373 RU
+3,3 HTXDWLRQ  LV PLQLPL]HG DV ǻ(3XPSL EHFRPHV ]HUR +RZHYHU ,373 DQG ,3,3
UHGXFH WKH VWDWH RI FKDUJH 62& RI WKH DFFXPXODWRU E\ ǻ9&\O,3L VR WKH XVHG SRWHQWLDO
HQHUJ\FDQEHFDOFXODWHGDV
³ ' 


,3
,3
9
9
,3,3L,3L$FF G99S(   
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   ,3,3L,3&\O 999  '    
'($FFLLVQHJDWLYHLIWKHDFFXPXODWRULVEHLQJGLVFKDUJHGDQGSRVLWLYHLIWKHDFFXPXODWRULV
EHLQJ FKDUJHG7KLV SRWHQWLDO HQHUJ\PXVW EH FUHDWHG E\ FKDUJLQJ WKH DFFXPXODWRU XVLQJ
+3,3 RU E\ ORZHULQJ KLJK ORDGV ZLWK 73,3 UHFXSHUDWLRQPRGH RUPHGLXP ORDGV ZLWK
+3,37KHWRWDODFFXPXODWRUHQHUJ\DIWHUQVZLWFKLQJGHFLVLRQVLVWKHUHIRUH
¦' Q
L
L$FF$FF ((     
7KH VZLWFKLQJ VWDWHV +3,3  DQG +373  FRPELQH SXPS HQHUJ\ DQG DFFXPXODWRU
HQHUJ\ WR UHGXFH WKHLU FRVWVDV WKHDFFXPXODWRURI WKH ,3 OLQH LV FRQQHFWHG WR WKH VXFWLRQ
VLGHRIWKHSXPS7KHFRVWVIRU+3,3DQG+373FDQEHJLYHQDV
³' ' 


,3
,3
9
9
,3,3L,3+3LRXW&\OL3XPS G99SS9(  
7KH RSWLPXP VZLWFKLQJ VHTXHQFH EDODQFHV VZLWFKLQJ VWDWHV ZLWK KLJK FRVWV DQG KLJK
JHQHUDWLRQ RI SRWHQWLDO HQHUJ\ DQG VZLWFKLQJ VWDWHV ZLWK ORZ RU ]HUR FRVWV DQG KLJK
FRQVXPSWLRQRIDFFXPXODWRUHQHUJ\LQDPDQQHUWKDWWKHJOREDOFRVWVHJWKHWRWDOHQHUJ\
GHPDQG(3XPS IRUWKHJLYHQGXW\F\FOHEHFRPHPLQLPDO7KLVLVDQRSWLPL]DWLRQSUREOHP
ZKLFK FDQ EH VROYHG ZLWK D PXOWL REMHFWLYH RSWLPL]DWLRQ FRQVLGHULQJ ERWK HQHUJ\ W\SHV
(3XPSDQG($FFDVHTXLYDOHQW7KHRSWLPDOGHFLVLRQFKDQJHVWKHFXUUHQWHQHUJ\VWDWHLQWRD
3DUHWRRSWLPXPDVVKRZQLQ)LJXUH
(3XPS
,373 ,3,3
+373 +3,3
HQHUJLHV DIWHU L VZLWFKLQJ
GHFLVLRQV
($FF
ǻ(3XPSL
ǻ($FFL
+3,3+373
3 3DUHWR RSWLPDOVZLWFKLQJ GHFLVLRQ
/ /HJDOVZLWFKLQJ GHFLVLRQ
VZLWFKLQJ DOWHUQDWLYHVIRU
WLPHVWHS L
/3
/3
/ /
/3
/

)LJXUH3DUHWRRSWLPDOGHFLVLRQV
7RDSSO\PXOWLREMHFWLYHRSWLPL]DWLRQWKHGXW\F\FOHLVGLYLGHGLQQGLVFUHWHWLPHVWHSV$W
HDFK WLPH VWHS L DOO ³OHJDO´ VZLWFKLQJ VWDWHV DUH LGHQWLILHG$ VZLWFKLQJ VWDWH LV OHJDO LI LW
JHQHUDWHV D IRUFHZKLFK LV KLJK HQRXJK WRPRYH WKH SLVWRQ LQ WKH FXUUHQW ORDG VLWXDWLRQ
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)XUWKHUPRUHVZLWFKLQJVWDWHVZKLFKWDNHRLOIURPWKHDFFXPXODWRUFDQRQO\EHOHJDOLIWKH
62&LVKLJKHQRXJKWRHIIHFWXDWHWKHF\OLQGHUVWURNHLQWKHJLYHQWLPHVWHS6WDUWLQJIURPD
VWDWH RI WRWDO HQHUJ\GHPDQG(3XPS DQG WRWDO DFFXPXODWRU HQHUJ\($FF DW D WLPH VWHS L WKH
HQHUJLHV'(3XPSDQG'($FFIRUWKHQH[WWLPHVWHSLDUHFDOFXODWHGIRUDOOOHJDOVZLWFKLQJ
DOWHUQDWLYHVDQGDGGHGWR(3XPSDQG($FF7KHRSWLPDOVZLWFKLQJGHFLVLRQVDUHWKRVHZKLFK
GRQRWZRUVHQRQHHQHUJ\W\SHZLWKRXWLPSURYLQJWKHRWKHURQHDQGWKHUHIRUHFDOOHG3DUHWR
RSWLPDOVHH)LJXUH7KH\DUHDGGHGWRWKHDOUHDG\H[LVWLQJVHTXHQFHRI3DUHWRRSWLPDO
VZLWFKLQJ GHFLVLRQV ,I WKHUH LV PRUH WKHQ RQH RSWLPDO VZLWFKLQJ DOWHUQDWLYH WKH H[LVWLQJ
VHTXHQFHPXVWEHGXSOLFDWHGE\WKHQXPEHURIRSWLPDODOWHUQDWLYHV7KHFDOFXODWHGHQHUJLHV
(3XPS DQG($FF DUH XVHG DV VWDUWLQJ HQHUJLHV IRU WKH QH[W WLPH VWHS DQG WKH SURFHGXUH LV
UHSHDWHG$WWKHHQGRIWKHGXW\F\FOHDVHWRISRLQWVLVIRXQGZLWKGLIIHUHQWHQHUJLHV(3XPS
DQG($FFIROORZLQJD3DUHWRIURQWLHUZKLFKEHJLQVZLWKYHU\ORZYDOXHVIRU(3XPSDQG($FF
DQGHQGLQJZLWKYHU\KLJKYDOXHVIRUERWKHQHUJ\W\SHV7KHVHDUFKHGVHTXHQFHRIRSWLPDO
GHFLVLRQV LV WKH RQH ZKLFK OHDGV WR WKH ORZHVW SXPS HQHUJ\ GHPDQG DQG LV VKRZQ LQ
)LJXUH

)LJXUH2SWLPDOVZLWFKLQJVHTXHQFHIRUWKHJLYHQGXW\F\FOH
 2SWLPDODFFXPXODWRUSDUDPHWHUV
7KH GHVFULEHG RSWLPL]DWLRQ PHWKRG LV GRQH IRU D JLYHQ GXW\ F\FOH DQG IL[ DFFXPXODWRU
SDUDPHWHUV ,Q RUGHU WR EXLOG XS DQ RSWLPL]HG V\VWHP WKH SDUDPHWHUVSUHFKDUJH SUHVVXUH
DQGDFFXPXODWRU VL]H FDQEH IRXQGZLWK WKH VDPHPHWKRG6XSSRVLQJDK\GURSQHXPDWLF
DFFXPXODWRUZLWKDSRO\WURSLFJDVEHKDYLRUZLWKWKHSRO\WURSLFLQGH[țWKHUHODWLRQEHWZHHQ
JDVYROXPHDQGJDVSUHVVXUHFDQEHJLYHQDV
FRQVW9S $FF   N    
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$SSO\LQJ WKHPXOWL REMHFWLYHRSWLPL]DWLRQRQ WKH VDPHGXW\ F\FOH E\JUDGXDOO\ FKDQJLQJ
WKH YDOXHV IRU SUHFKDUJH SUHVVXUH DQG JDV YROXPH RI WKH DFFXPXODWRU D FKDUDFWHULVWLF
FRUUHODWLRQ EHWZHHQ WKRVH SDUDPHWHUV DQG WKH WRWDO HQHUJ\ GHPDQG FDQ EH REVHUYHG LQ
)LJXUH  $ YDOOH\ FDQ EH LGHQWLILHG VKRZLQJ ORZ HQHUJ\ GHPDQGV IRU DOO WHVWHG
DFFXPXODWRU VL]HV DW D SUHFKDUJHSUHVVXUHRI EDU7KLV YDOOH\ KDV D VPRRWK VORSH DQG
UHDFKHVWKHJOREDOPLQLPXPRIK\GUDXOLFHQHUJ\FRQVXPSWLRQDW/JDVYROXPHDQG
EDUSUHFKDUJHSUHVVXUH$QDFFXPXODWRUZLWKWKHVHSDUDPHWHUVHQDEOHVWKHUHIRUHWKHKLJKHVW
HIILFLHQF\LPSURYHPHQWRIWKHV\VWHPDQGZDVFKRVHQWREHPRXQWHGRQWKHZKHHOORDGHU

)LJXUH5HVXOWVRISDUDPHWHUYDULDWLRQUHYHDORSWLPDODFFXPXODWRUVHWWLQJV
 02'(/35(',&7,9(&21752/86,1*'<1$0,&352*5$00,1*
%HVLGHV DQ RSWLPDO VZLWFKLQJ VHTXHQFH )LJXUH  VKRZV WKH PHFKDQLFDO HQHUJ\ ZKLFK LV
QHHGHG LQ WKH K\GUDXOLF F\OLQGHUV RI WKH ZKHHO ORDGHU 7KH ZRUNLQJ VWDJHV  DQG 
GHVFULEHGLQ)LJXUHDUHFKDUDFWHUL]HGE\ORDGSHDNVZKLFKDUHUHODWLYHO\KLJKEXWVKRUW
VRWKHQHHGHGHQHUJ\LVTXLWHORZ,QWKHVHVWDJHVWKHVZLWFKLQJYDOYHVPXVWEHIDVWHQRXJK
WRFUHDWHWKHIRUFHVZKLFKDUHQHHGHGDWWKHSLVWRQVEXWGXHWRWKHVSRQWDQHRXVFKDUDFWHURI
WKHVHSHDNVDQRSWLPL]DWLRQRIWKHVZLWFKLQJVHTXHQFHFDQQRWUHDOO\WDNHSODFH$WVWDJH
SRWHQWLDOHQHUJ\RFFXUDW WKH WLOWLQJF\OLQGHUZKHQWKHEXFNHWLVGXPSHGDQGDW WKHOLIWLQJ
F\OLQGHUZKHQWKHDUPLVORZHUHG7KLVHQHUJ\PXVWEHUHFXSHUDWHGLQRUGHUWRLPSURYHWKH
HQHUJ\GHPDQGRIWKHV\VWHP$WVWDJHLWFDQEHVHHQWKDWPRVWRIWKHHQHUJ\LVQHHGHGIRU
WKHOLIWLQJF\OLQGHUZKHQWKHDUPLVOLIWHG+HUHWKHORDGVDUHKLJKDQGWKHPRYHPHQWODVWV
ORQJ VR DQ RQOLQH RSWLPL]DWLRQ RI WKH VZLWFKLQJ VHTXHQFH FDQ EH HIIHFWXDWHG $Q
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RSWLPL]DWLRQDOJRULWKPPXVWEHIRXQGZKLFKFDQWDNHDQRSWLPDOVZLWFKLQJGHFLVLRQDWDQ\
LQVWDQWRIWKHSLVWRQPRYHPHQW7KLVDOJRULWKPPXVWEHIOH[LEOHIDVWDQGHDV\WRKDQGOHWR
XVH LW DV DQ RQOLQH FRQWURO DOJRULWKP 7KHPRVW SURPLVLQJ DSSURDFK FDQ EH FUHDWHGZLWK
0RGHO3UHGLFWLYH&RQWURO03&03&LPSOLHVDPDWKHPDWLFDOPRGHORIWKHV\VWHPDQG
H[WUDSRODWHV WKH SUHVHQW VWDWH RI FKDUJH IRU D GHILQLWH WLPH VWHS LQWR WKH IXWXUH FDOOHG
SUHGLFWLRQKRUL]RQ8VLQJWKLVPRGHOWKHFRQWUROOHUFDQDSSUR[LPDWHWKHIXWXUHUHVSRQVHRI
WKHV\VWHPWRLQWHUDFWLRQVRIDFWXDWRUVDWWKHSUHVHQWLQVWDQWRIWLPHZKLFKDOORZVDSRVLWLYH
LQIOXHQFHRQWKHV\VWHPEHKDYLRUIRUWKHSUHGLFWLRQKRUL]RQ
,QJHQHUDOWKHSLVWRQPRYHPHQWVRIDZKHHOORDGHUDUHYHU\TXLFNDFRXSOHRIVHFRQGVWR
OLIWWKHEXFNHWDQGFDQIXUWKHUPRUHEHLQWHUUXSWHGDWDQ\LQVWDQWE\WKHRSHUDWRU$WWKHVH
FRQGLWLRQV D WLPH H[WUDSRODWLRQ RI WKH SUHVHQW ORDGZRXOG EH TXLWH GLIILFXOW WR FDUU\ RXW
'RLQJWKLVDWLPHUHODWHG03&ZRXOGQRWLPSURYHWKHV\VWHPDVWKHSUHFLVLRQRISUHGLFWLRQ
ZRXOG EH YHU\ SRRU )RU WKLV UHDVRQ D SRVLWLRQ UHODWHG03&ZDV FUHDWHGZKLFK SUHGLFWV
SUHFLVHO\WKHGHYHORSPHQWRIORDGVRQWKHOLIWLQJF\OLQGHUDFFRUGLQJWRWKHSUHVHQWSRVLWLRQ
RIWKHSLVWRQ
0RGHOLQJRIORDGVDQGRIWKHDFFXPXODWRU
'XHWRWKHJHRPHWULFSURSHUWLHVRIWKHZKHHOORDGHUWKHORDGDWWKHOLIWLQJF\OLQGHULVDOLQHDU
IXQFWLRQRI WKHSLVWRQ¶VSRVLWLRQ2QFH WKHDUP LV OLIWHGDQG WKHSUHVHQW ORDGDQGSRVLWLRQ
DUH NQRZQ WKH IXWXUH HYROXWLRQ RI ORDGV LV GHWHUPLQHG QR PDWWHU ZKLFK YHORFLW\ ZLOO EH
FKRVHQ RU ZKHWKHU WKH PRYHPHQW ZLOO EH LQWHUUXSWHG RU QRW 8VLQJ WKLV LQIRUPDWLRQ WKH
RSWLPL]DWLRQ SUREOHP LV OLPLWHG WR WKH TXHVWLRQ DW ZKLFK SRVLWLRQV WKH V\VWHP QHHGV WR
FKDQJHIURPRQHVZLWFKLQJVWDWHLQWRDQRWKHU
$QRWKHULPSRUWDQWDVSHFWLVWKHPRGHOLQJRIWKHDFFXPXODWRU$FFRUGLQJWRHTXDWLRQLW
KDV D QRQOLQHDU EHKDYLRXU ZKLFK LV GLIILFXOW WR KDQGOH )RU WKLV UHDVRQ WKH DFFXPXODWRU
EHKDYLRXU QHHGV WR EH OLQHDUL]HG 2QH RI WKH UHVXOWV RI WKH PXOWL REMHFWLYH RSWLPL]DWLRQ
VKRZQLQ)LJXUHLVWKDWWKHDFFXPXODWRULVQHYHUFKDUJHGZLWKPRUHWKDQ/VRDOLQHDU
PRGHOUHSUHVHQWVDJRRGDSSUR[LPDWLRQLIFRPSDUHGWRWKHUHDOPHDVXUHGEHKDYLRXUVKRZQ
LQ)LJXUH

)LJXUH0RGHOLQJRIORDGVDQGDFFXPXODWRUXVLQJPHDVXULQJGDWD
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 2QOLQHRSWLPL]DWLRQDOJRULWKPZLWK'\QDPLF3URJUDPPLQJ
'XH WR WKH OLQHDU FRUUHODWLRQ EHWZHHQ ORDG DQG SLVWRQ SRVLWLRQ WKH ORDGV RQ WKH OLIWLQJ
F\OLQGHUFDQEHSUHFLVHO\SUHGLFWHG7KHSUHGLFWLRQKRUL]RQLVWKHUHIRUHWKHF\OLQGHUVWURNH
IURPWKHSUHVHQWSRVLWLRQZKLFKLVPHDVXUHGXQWLOLWVHQGSRVLWLRQZKLFKLVHVWLPDWHG$
VLPSOLILFDWLRQRIWKHRSWLPL]DWLRQSUREOHPFDQEHDFKLHYHGLIWKHYDULHW\RISRVVLELOLWLHVLV
OLPLWHG E\ VRUWLQJ WKH VZLWFKLQJ VWDWHV LQ DVFHQGLQJ RUGHU RIPD[LPDO UHDFKDEOH IRUFH DV
VKRZQLQ)LJXUH7KHVZLWFKLQJVHTXHQFHWKHUHIRUHFRQVLVWVRIQ SHULRGVZLWKGLIIHUHQW
VZLWFKLQJ VWDWHV IRU HDFK SHULRG 7KH VHTXHQFH EHJLQV ZLWK SHULRG L  DQG ,3,3 DV WKH
VZLWFKLQJVWDWHZLWKWKHORZHVWIRUFHDQGILQLVKHVZLWKL DQG+373DVWKHRQHZLWKWKH
KLJKHVW IRUFH )RU WKH JLYHQ SUHGLFWLRQ KRUL]RQ WKH GXUDWLRQ RI HDFK SHULRG L FDQ EH
GHVFULEHG ZLWK WKH OHQJWK VL UHSUHVHQWLQJ WKH F\OLQGHU VWURNH GULYHQ ZLWK WKH UHVSHFWLYH
VZLWFKLQJVWDWH7KHSUHGLFWLRQKRUL]RQLVWKHUHIRUHWKHVXPRIDOOOHQJWKVV«V$VDOPRVW
DOOVZLWFKLQJVWDWHVLQIOXHQFHWKH62&RIWKHDFFXPXODWRUWKHFKRLFHRIWKHOHQJWKVLDWWKH
SHULRG L LV FDOOHGSROLF\ DV LW LQIOXHQFHVDOO VZLWFKLQJGHFLVLRQV LQ WKH VXFFHHGLQJSHULRGV
DQGWKHUHIRUHWKHHIILFLHQF\RIWKHZKROHPRYHPHQW:KHQGULYLQJWKHSLVWRQDW+3,3IRU
H[DPSOH WKH DFFXPXODWRU LV EHLQJ FKDUJHG DQG WKHUHIRUH WKHPD[LPXPSRVVLEOH IRUFH LV
FRQWLQXRXVO\ ORZHUHG GXH WR WKH LQFUHDVLQJ SUHVVXUH LQ WKH DFFXPXODWRU ZKLFK LV
FRQVLGHUHGDVDOLQHDUIXQFWLRQRIWKH62&6LPXOWDQHRXVO\ WKHPD[LPXPIRUFHRI,373
ZLOOLQFUHDVHDVZHOODVLWVSRVVLEOHGXUDWLRQEHFDXVHRIWKHVLPSOHIDFWWKDWWKHUHLVPRUHRLO
LQ WKH DFFXPXODWRU WR HIIHFWXDWH WKH PRYHPHQW 7KH RQOLQH RSWLPL]DWLRQ DOJRULWKP PXVW
WKHUHIRUH GHWHUPLQH WKH RSWLPDO SROLF\ VRSWL IRU HDFK SHULRG L LQ D ZD\ WKDW WKH WKURWWOH
ORVVHV ZKLFK DUH GHVFULEHG E\ WKH REMHFWLYH IXQFWLRQ (/RVV DUH DV ORZ DV SRVVLEOH 7KH
'\QDPLF 3URJUDPPLQJ RSWLPL]DWLRQ PHWKRG  VXSSRVHV WKH FULWHULD RI %HOOPDQ
GHVFULELQJ D SROLF\ LQ D SHULRG L DV RSWLPDO LI LWPLQLPL]HV WKH REMHFWLYH IXQFWLRQ RI WKH
VDPHSHULRGLDQGWKHRQHRIWKHVXFFHHGLQJSHULRGL
     > @^ `L,3LL/RVV,3LL/RVVL,3LL/RVV 9K7(9K(9K( PLQPLQ PLQ  
VRSWLLVWKHVROXWLRQIRUHTXDWLRQDQGPLQLPL]HV(/RVVLZKLFKDUHWKURWWOHORVVHVDQGUHVXOW
IURPWKHGLIIHUHQFHRIPD[LPDOIRUFHVRIWKHVWDWHVDQGWKHORDGDWHDFKSHULRG'XHWRWKH
GHSHQGHQFHRIWKHPD[LPDO IRUFHRQWKH62&9,3LDQGWKHGHSHQGHQFHRIWKHORDGRQWKH
SRVLWLRQKLRIWKHSLVWRQWKHREMHFWLYHIXQFWLRQ(/RVVLGHSHQGVRQERWKSDUDPHWHUVZKLFKDUH
YDULDEOHVGHVFULELQJWKHVWDWHVDWWKHEHJLQQLQJDQGHQGRIHDFKSHULRG7KHWKURWWOHORVVHV
(/RVVDW WKHVWDJH LDQGWKHWKURWWOHORVVHVDW WKHVXFFHHGLQJVWDJHLQHHGWREHOLQNHGWR
FDOFXODWH WKHPLQLPXPDW L7KLV OLQN LVGRQHKHUHZLWK WKH WUDQVLWLRQ IXQFWLRQV7>KL9,3L@
ZKLFKGHVFULEHWKHOLQNLQJRIWKH62&9,3DQGWKHSLVWRQSRVLWLRQKRIWZRSHULRGV
LLL VKK       
L3LVWRQLL,3L,3 $V99      
$VWKHDFFXPXODWRULVEHLQJFKDUJHGRUGLVFKDUJHGLQGHSHQGHQF\RIZKLFKVZLWFKLQJVWDWH
LVSUHVHQWO\XVHGWKHSLVWRQVXUIDFH$3LVWRQDQGLWVVLJQGHSHQGRQWKHSUHVHQWVWDJHL
:LWK WKH HDV\ LQLWLDO FDOFXODWLRQ RI WKH RSWLPXP OHQJWK RI WKH VZLWFKLQJ VWDWH DW WKH ODVW
VWDJHXVLQJWKHHVWLPDWHGILQDOSRVLWLRQK
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 KKVRSW      
HTXDWLRQFDQEHVROYHGWRSGRZQFDOFXODWLQJVRSWLIRUHDFKSHULRGXQWLODUULYLQJDWLQGH[
ZLWKWKHLQLWLDOVWDWHYDULDEOHVKDQG9,3ZKLFKDUHPHDVXUHGDQGWKHUHIRUHNQRZQ7KH
UHVXOWVIRUVRSWLDUHIXQFWLRQVZKLFKGHSHQGRQWKHVWDWHYDULDEOHVKLDQG9,3LRIHDFKSHULRG
7KH\ DUH FUHDWHG RIIOLQH DQG VWRUHG LQ D WDEOH ,I WKH LQLWLDO VWDWH YDULDEOHV K DQG 9,3
FKDQJH WKHRSWLPXPVZLWFKLQJ VHTXHQFH LVDGDSWHG LPPHGLDWHO\E\ UHFDOFXODWLQJERWWRP
XSDOO YDOXHVVLZKLFKPDNHV WKLVRSWLPL]DWLRQDOJRULWKPYHU\ IDVWDQGGHWHUPLQLVWLFDV LW
GRHVQRWDSSURDFK LWHUDWLYHO\ WKHRSWLPXPEXW LW FDOFXODWHV LWDQDO\WLFDOO\ LQD VLQJOH UXQ
+RZHYHUWKHTXDOLW\RIWKHRSWLPL]DWLRQGHSHQGVRQKRZWKHSUHGLFWLRQKRUL]RQLVFKRVHQ
)RUEHWWHUUHVXOWVWKHPD[LPXPVWURNHDWKQHHGWREHDVFORVHDVSRVVLEOHWRWKHUHDOVWURNH
XVHGLQSUDFWLFH

)LJXUH3ULQFLSOHRIRQOLQHRSWLPL]DWLRQZLWK'\QDPLF3URJUDPPLQJ
 6LPXODWLRQUHVXOWV
$ ELJ DGYDQWDJH RI WKH RQOLQH RSWLPL]DWLRQ DOJRULWKP LV WKH GHWHUPLQLVWLF FDOFXODWLRQ RI
JOREDOPLQLPD7KHHTXDWLRQVDUHVLPSOHDVWKHXVHGPDWKHPDWLFDOPRGHOVWRGHVFULEHORDG
DQGDFFXPXODWRUEHKDYLRXUDUHOLQHDU)RUHDFKVZLWFKLQJVWDWHRIWKHOLIWLQJF\OLQGHUH[LVWV
RQHHTXDWLRQZKLFKLVVWRUHGLQWKHFRQWUROOHURIWKHV\VWHP$WHDFKFDOFXODWLRQF\FOHRIWKH
FRQWUROOHU WKH LQSXW GDWD OLNH SLVWRQ ORDGV SLVWRQ SRVLWLRQV DQG LQWHUPHGLDWH SUHVVXUH DUH
WUDQVIRUPHGLQWRORDGVIRUFHVDQG62&DQGWKHHTXDWLRQVDUHVROYHG7KLVYHU\VLPSOHDQG
IDVW RQOLQH RSWLPL]DWLRQ DOJRULWKP LV SURJUDPPHG LQWR D 3URJUDPPDEOH /RJLF&RQWUROOHU
3/&ZKLFKZLOOSLORWWKHV\VWHPRIWKHH[SHULPHQWDOYHKLFOH%HIRUHEHLQJDSSOLHGRQWKH
PDFKLQH WKHSURJUDPFRGH LV WHVWHG LQD VLPXODWLRQHQYLURQPHQW ILUVW)RU WKLVSXUSRVHD
VLPXODWLRQPRGHOZDVFUHDWHGDQGYDOLGDWHGZLWKPHDVXULQJGDWDIURPWKHZKHHOORDGHU,Q
RUGHUWRPDNHWKHYLUWXDO WHVWHQYLURQPHQWDVUHDOLVWLFDVSRVVLEOHDQGWRKDYHDQHIILFLHQW
WRROWRLPSURYHWKHSURJUDPFRGHRIWKH3/&WKHVLPXODWLRQPRGHOZDVFRQQHFWHGGLUHFWO\
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WR WKH SURJUDP FRGH YLD DQ 2EMHFW /LQNLQJ DQG (PEHGGLQJ IRU 3URFHVV &RQWURO 23&
LQWHUIDFH DV GHVFULEHG LQ  7KLV HQDEOHV DQ LQWHUFKDQJH RI GDWD EHWZHHQ SURJUDP
DOJRULWKP RI WKH 3/& DQG WKH VLPXODWLRQ PRGHO $ UHDOLVWLF V\VWHP EHKDYLRXU FDQ EH
DFKLHYHG DOORZLQJ D ILUVW YDOLGDWLRQ LI WKH RQOLQH RSWLPL]DWLRQ LV ZRUNLQJ DQG KRZ WKH
V\VWHPGRHVLPSURYHWKHHIILFLHQF\RIWKHV\VWHP)LJXUHVKRZVWKHVLPXODWLRQUHVXOWVRI
IRXUVXFFHHGLQJ/RDG	&DUU\F\FOHV,QWKLVVLPXODWLRQWKHGXW\F\FOHLVQRWNQRZQE\WKH
FRQWURODOJRULWKPWKHFRQWUROOHUQHHGWRILQGWKHRSWLPDOVZLWFKLQJGHFLVLRQDWDQ\LQVWDQW
7KDQNVWRWKHRQOLQHRSWLPL]DWLRQDOJRULWKPWKHVZLWFKLQJVHTXHQFHLVYHU\FORVHWRWKHRQH
IRXQG ZLWK WKH RIIOLQH RSWLPL]DWLRQ PHWKRG DQG DQ LPSURYHPHQW RI HIILFLHQF\ RI 
FRPSDUHG WR D/6 V\VWHPFRXOGEHGHWHUPLQHG7KH HQHUJ\ WUDMHFWRU\ VKRZQ LQ)LJXUH
UHSUHVHQWVQRWWKHJOREDORSWLPXPDVRQO\WKHH[WHQGLQJOLIWLQJF\OLQGHULVFRQVLGHUHGZLWK
WKHRSWLPL]DWLRQPHWKRG

)LJXUH5HVXOWVRIVLPXODWLRQUXQRIIRXUF\FOHVVKRZLQJHIILFLHQF\LPSURYHPHQW
 6800$5<$1'287/22.
7KH SDSHU SUHVHQWV WKH LGHD RI DQ HQHUJ\ HIILFLHQW DFWXDWLRQ RI K\GUDXOLF F\OLQGHUV LQ D
FRQVWDQWSUHVVXUHV\VWHPZKHQDQRWKHUOLQHZLWKLQWHUPHGLDWHSUHVVXUHLVXVHG7KLVDOORZV
DQLQWHJUDWHGK\EULGK\GUDXOLFV\VWHPZLWKVHFRQGDU\FRQWUROOHGK\GUDXOLFURWDU\GULYHVDQG
VWDQGDUG K\GUDXOLF F\OLQGHUV ZKLFK DUH RSHUDWHG DW GLIIHUHQW SUHVVXUH SRWHQWLDOV EHWZHHQ
KLJKSUHVVXUHLQWHUPHGLDWHSUHVVXUHDQGWDQNSUHVVXUH$QRSWLPXPVHTXHQFHIRUDFKRVHQ
VSHFLILFGXW\F\FOH LVGHWHUPLQHGE\ WKHXVHRIDPXOWLREMHFWLYHRSWLPL]DWLRQ$QRQOLQH
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FRQWURO DOJRULWKPZDV GHYHORSHG XVLQJ WKH'\QDPLF 3URJUDPPLQJPHWKRG DQG WHVWHG LQ
VLPXODWLRQVKRZLQJDQHIILFLHQF\LPSURYHPHQWRIFRPSDUHGWR/6
7KH FRQWURO DOJRULWKP ZKLFK ZLOO EH XVHG IRU WKH ORJLF FRQWUROOHU ZLOO EH WHVWHG DQG
LPSURYHG E\ WKH KHOS RI VRIWZDUHLQWKHORRS VLPXODWLRQV  7KH ZKHHO ORDGHU LV
HTXLSSHG ZLWK YDOYH EORFNV DQG DFFXPXODWRUV IRU +3 OLQH DQG ,3 OLQH DV VKRZQ LQ
)LJXUH7KHIXHOFRQVXPSWLRQRIWKHQHZV\VWHPZLOOEHFRPSDUHGWRWKHRQHRIWKH/6
V\VWHPWRSURYHWKHRYHUDOOHIILFLHQF\
DFFXPXODWRU ,3OLQH YDOYH EORFNV
DFFXPXODWRU
+3OLQH

)LJXUH5HVXOWV7HVWPDFKLQHZLWKPRXQWHGYDOYHEORFNVDQGDFFXPXODWRUV
 $&.12:/('*(0(176
7KHSURMHFWZDVSHUIRUPHGE\ WKH&KDLU RI0RELOH0DFKLQHV 0RELPD DW WKH.DUOVUXKH
,QVWLWXWH RI 7HFKQRORJ\ .,7 LQ FRRSHUDWLRQ ZLWK $5*2+<726 *PE+ )/8,'21
*PE+DQG+HUPDQQ3DXV0DVFKLQHQIDEULN*PE+7KHSURMHFWLVILQDQFHGE\WKH)HGHUDO
0LQLVWU\ RI (GXFDWLRQ DQG 5HVHDUFK %0%) DQG VXSHUYLVHG E\ WKH *HUPDQ $HURVSDFH
&HQWHU'/57KHDXWKRUVWKDQNWKH%0%)DQGWKH'/5IRUWKHVXSSRUWRIWKLVSURMHFW
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 5()(5(1&(6
 'UHKHU77KH&DSDELOLW\RI+\GUDXOLF&RQVWDQW3UHVVXUH6\VWHPVZLWKD)RFXV
RQ 0RELOH 0DFKLQHV WK )31, ± 3K' 6\PSRVLXP :HVW /DID\HWWH 
SURFHHGLQJVS
 +DDV +- 6HNXQGlUJHUHJHOWH K\GURVWDWLVFKH $QWULHEH LP 'UHK]DKO XQG
'UHKZLQNHOUHJHONUHLV3K'WKHVLV5:7+$DFKHQ
 )LVFKHU + 6WHLJHUZDOG 7 	 *RG]LJ 0 +\GUDXOLF 6\VWHPV IRU 'HHS6HD
$SSOLFDWLRQVWK,QWHUQDWLRQDO)OXLG3RZHU&RQIHUHQFH$DFKHQ
 /LQMDPDHWDO6HFRQGDU\&RQWUROOHG0XOWL&KDPEHU&\OLQGHUWK6FDQGLQDYLDQ
,QWHUQDWLRQDO&RQIHUHQFHRQ)OXLG3RZHU/LQN|SLQJ
 %LVKRS ( ' 'LJLWDO +\GUDXOLF 7UDQVIRUPHU ± $SSURDFKLQJ WKHRUHWLFDO
3HUIHFWLRQ LQ +\GUDXOLF 'ULYH (IILFLHQF\ WK 6FDQGLQDYLDQ ,QWHUQDWLRQDO
&RQIHUHQFHRQ)OXLG3RZHU/LQN|SLQJ
 'HQJOHU3 HW DO(IILFLHQF\ ,PSURYHPHQWRID&RQVWDQW3UHVVXUH6\VWHP8VLQJ
DQ,QWHUPHGLDWH3UHVVXUH/LQHWK,QWHUQDWLRQDO)OXLG3RZHU&RQIHUHQFH'UHVGHQ
*HUPDQ\
 %|FNO0$GDSWLYHVXQGSUlGLNWLYHV(QHUJLHPDQDJHPHQW]XU9HUEHVVHUXQJGHU
(IIL]LHQ]YRQ+\EULGIDKU]HXJHQ3K'7KHVLV8QLYHUVLW\RI9LHQQD$XVWULD
 .RKPlVFKHU 7 -lKQH + 'HLWHUV + 0RGHUQH YROO XQG WHLOK\GURVWDWLVFKH
)DKUDQWULHEH ± 8QWHUVXFKXQJ XQG :HLWHUHQWZLFNOXQJ YRQ
$QWULHEVVWUDQJNRQ]HSWHQPRELOHU$UEHLWVPDVFKLQHQ23
 %DFN 0 3UlGLNWLYH $QWULHEVUHJHOXQJ ]XP HQHUJLHRSWLPDOHQ %HWULHE YRQ
+\EULGIDKU]HXJHQ3K'7KHVLV8QLYHUVLW\RI6WXWWJDUW*HUPDQ\
 6QLHGRYLFK0'\QDPLF3URJUDPPLQJ)RXQGDWLRQVDQG3ULQFLSOHV&5&3UHVV

 YRQ 'RPEURZVNL 5 'HQJOHU 3 .RQ=ZL ± (IIL]LHQ]VWHLJHUXQJ GXUFK HLQH
=ZLVFKHQGUXFNOHLWXQJ 6,03(3 ± .RQJUHVV IU 6LPXODWLRQ LP
3URGXNWHQWVWHKXQJVSUR]HVV9HLWVK|FKKHLP*HUPDQ\

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3URSRUWLRQDOFRQWUROV\VWHPGHVLJQDQG
SUREDELOLW\RIVWDELOLW\IRUDSLORWRSHUDWHG
SURSRUWLRQDOYDOYHZLWKSDUDPHWULF
XQFHUWDLQW\

5LFKDUG&DUSHQWHUUDFII#PDLOPLVVRXULHGX
5RJHU)DOHVIDOHVU#PLVVRXULHGX
0HFKDQLFDODQG$HURVSDFH(QJLQHHULQJ'HSDUWPHQW
5ROI)OXLG3RZHU/DE
8QLYHUVLW\RI0LVVRXUL
&ROXPELD0LVVRXUL

$%675$&7
7KHVWDELOLW\DQGSHUIRUPDQFHRIK\GUDXOLFFRPSRQHQWVLVFULWLFDOWRHQVXUHWKHUHOLDEOHDQG
UREXVWRSHUDWLRQRIWKHHQWLUHV\VWHP3DUDPHWULFXQFHUWDLQWLHVZLWKLQWKHV\VWHPLHVSULQJ
UDWHV DQG SDUW JHRPHWU\ FDQ FRQWULEXWH WR YDULDWLRQV LQ SHUIRUPDQFH DQG FDQ DIIHFW WKH
RYHUDOOVWDELOLW\RIWKHV\VWHP7KHIRFXVRIWKLVZRUNLVILUVWWRVKRZWKDWDQDO\WLFDOPRGHOV
FDQ EH XVHG WR SUHGLFW YDULDWLRQV LQ IUHTXHQF\ UHVSRQVHV JLYHQ NQRZQ YDULDWLRQV RI WKH
V\VWHPSDUDPHWHUV)HHGEDFNFRQWUROV\VWHPJDLQVFDQWKHQEHIRXQGWKDWLQFUHDVHV\VWHP
SHUIRUPDQFH ZKLOH PDLQWDLQLQJ WKH VWDELOLW\ RI D ODUJH IUDFWLRQ RI WKH SODQWV  7KLV
PHWKRGRORJ\ LV YHULILHG E\ PRGHOLQJ DQG WHVWLQJ RI D SLORW RSHUDWHG SURSRUWLRQDO YDOYH
7KLUW\UHSOLFDWLRQVRIWKHSLORWVWDJHRIWKHYDOYHZHUHWHVWHGIRUSHUIRUPDQFHDQGVWDELOLW\
DORQJZLWKRQHPDLQVWDJH$QDQDO\WLFDOPRGHORIWKHV\VWHPZDVGHYHORSHGDQGVLPXODWHG
ZLWK NQRZQ SK\VLFDO SDUDPHWHU GLVWULEXWLRQV  $Q XQFHUWDLQW\ PRGHO LV IRUPHG EDVHG RQ
H[SHULPHQWDOO\GHWHUPLQHGSDUDPHWHUVDQGXVHGIRUUREXVWQHVVDQDO\VLVRIWKHV\VWHP,WLV
VKRZQWKDWDQLQFUHDVHLQSHUIRUPDQFHFDQEHUHDOL]HGZLWKDWUDGHRIILQSRVVLEOHLQVWDELOLW\
RIDVPDOODQGSUHGLFWDEOHIUDFWLRQRIWKHSODQWV


,1752'8&7,21$1'%$&.*5281'

7KH JRDO RI WKLV ZRUN LV WR SURYLGH D PHWKRG WR DFFRXQW IRU WKH HIIHFWV RI SDUDPHWULF
XQFHUWDLQW\ LQ G\QDPLF V\VWHPVZKHQ GHVLJQLQJ FORVHGORRS FRQWUROOHUV 8QFHUWDLQWLHV LQ
SDUDPHWHUVVXFKDVVSULQJUDWHVPDVVHVDQGJHRPHWULFDOSURSHUWLHVFDQOHDGWRYDULDWLRQVLQ
V\VWHP VWDELOLW\ DQG SHUIRUPDQFH  7KLV UHVHDUFK LV IRFXVHG RQ FRQVWUXFWLQJ HUURU
XQFHUWDLQW\PRGHOVWKDWDFFRXQWIRUDFHUWDLQIUDFWLRQRIWRWDOHUURUZLWKLQWKHV\VWHPDQG
XWLOL]LQJWKHHUURUPRGHOWRGHVLJQUHOLDEOHDQGUREXVWFRQWUROOHUV
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$QXQFHUWDLQW\PRGHO FDQEHXVHG WRSUHGLFW VWDELOLW\ DQGSHUIRUPDQFHRI DYDOYH FRQWURO
V\VWHPZLWKFRQVLGHUDWLRQRIXQFHUWDLQSDUDPHWHUVZLWKLQWKHPRGHO$W\SLFDOFRQVHUYDWLYH
DSSURDFKZRXOG EH RQH WKDW ERXQGV DOO SRVVLEOH HUURUZLWKLQ WKH V\VWHP  *HQHUDOO\ WKH
KLJKHU WKH SODQW PRGHO XQFHUWDLQW\ WKH ORZHU SHUIRUPDQFH RI D IHHGEDFN FRQWURO V\VWHP
PXVWEHWRHQVXUHUREXVWQHVV6NRJHVWDGDQG3RVWOHWKZDLWH >@  ,QFODVVLFDOFRQWUROWHUPV
PRUHSODQWPRGHOXQFHUWDLQW\PHDQVWKDWDFRQWUROOHUDSSOLHGWRFUHDWHDFORVHGORRSV\VWHP
PXVWKDYHDJUHDWHUJDLQPDUJLQ*UHDWHUJDLQPDUJLQW\SLFDOO\LVREWDLQHGDWWKHH[SHQVHRI
SHUIRUPDQFH

,QWKLVZRUNVWDWLVWLFDOGDWDDERXWSDUDPHWHUVV\VWHPVDUHXVHGWRSUHGLFWWKHSUREDELOLW\RI
IDLOXUH GXH WR QRW DFKLHYLQJ SHUIRUPDQFH DQG VWDELOLW\ UHTXLUHPHQWV H[SUHVVHG LQ WKH
IUHTXHQF\GRPDLQ$0RQWH&DUORPHWKRGZLOO EHXVHG WREXLOG DQ HUURUPRGHOEDVHGRQ
SDUDPHWHUV WKDW FDQ EH PRGHOHG DV UDQGRP QXPEHUV  7KH HUURU PRGHO FDQ EH XVHG WR
GHWHUPLQH ZKHWKHU D V\VWHP LV VWDEOH RU PHHWV SHUIRUPDQFH VSHFLILFDWLRQV ZLWK D JLYHQ
SUREDELOLW\  7KH0RQWH &DUOR DSSURDFK XVHG LQ WKLV ZRUN SURYLGHV D FRQYHQLHQW ZD\ WR
VROYHDSUREOHPWKDWLVDIXQFWLRQRISRWHQWLDOO\QXPHURXVUDQGRPYDULDEOHV5XELQVWHLQ>@

)RU D ORQJ WLPHPDQXIDFWXUHVKDYHSUHGLFWHG WKH QXPEHURI DVVHPEO\ IDLOXUHVGXH WR WKH
LQWHUIHUHQFH ILWEHWZHHQSDUWV WKDWH[SHULHQFHWROHUDQFHVWDFNXS6WROO>@ 6RPHUHVHDUFK
KDVIRFXVHGRQSUREDELOLVWLFFRQWUROGHVLJQZKLFKVHHNVWRGHVLJQFRQWUROVVXFKWKDWVXFFHVV
ZRXOGEHPRVW OLNHO\JLYHQWKHVWDWLVWLFDOGLVWULEXWLRQRISODQWG\QDPLFV&UHVSR>@ 7KLV
PHWKRG LVVLPLODUWRZKDW LVSUHVHQWHGKHUHEXWGRHVQRWSURYLGHIRUSUHGLFWLRQVRIIDLOXUH
UDWHV7KHUHLVDOVRDFWLYHUHVHDUFKLQWKHDUHDRI3UREDELOLW\6WDELOLW\ZKHUHRQHFDQSUHGLFW
WKH SUREDELOLW\ RI VWDELOLW\ EDVHG RQ WKH VWDWLVWLFDO GLVWULEXWLRQ RI G\QDPLF HTXDWLRQ
SDUDPHWHUV-RYDQRYLFDQG'DQNRYLF>@+RZHYHUWKHVHPHWKRGVWHQGWREHFXPEHUVRPH
IRUDOOEXWWKHVLPSOHVWORZRUGHUV\VWHPV

)XUWKHU UHVHDUFK KDV IRFXVHG RQ GHWHUPLQLQJ ERXQGV RQ SDUDPHWULF XQFHUWDLQWLHV ZKLFK
ZRXOGOHDGWRLQVWDELOLW\-DQJ>@7KLVZRUNKDVVKRZQWKDW0RQWH&DUORPHWKRGVFDQEH
XVHG WR DFFXUDWHO\ VLPXODWH SHUWXUEHG IUHTXHQF\ UHVSRQVHV JLYHQ XQFHUWDLQ SDUDPHWHUV
ZLWKLQ D V\VWHP  +RZHYHU WKHVH PHWKRGV WHQG WR IRFXV RQ GHWHUPLQLQJ DFFHSWDEOH
XQFHUWDLQW\ERXQGVIURP(LJHQYDOXHDQDO\VLV7KLVZRUNGRHVQRWFRQVLGHUWKHXVHRIWKH
XQFHUWDLQW\ERXQGVLQGHYHORSLQJUREXVWFRQWUROV\VWHPV2WKHUUHVHDUFKKDVIRFXVHGRQWKH
VWRFKDVWLF QDWXUH RI SODQW XQFHUWDLQW\ LH XQFHUWDLQ SDUDPHWHUV ZKLFK FDQ EH XVHG WR
GHWHUPLQH WKHVWRFKDVWLFURRWORFXVDQGSUREDELOLW\RI LQVWDELOLW\6WHQJHO >@  ,QDGGLWLRQ
WKLV ZRUN KDV EHHQ H[WHQGHG WR GHWHUPLQLQJ WKH SUREDELOLW\ RI DFKLHYLQJ SHUIRUPDQFH
UHTXLUHPHQWVDQGWRQRQOLQHDUV\VWHPVE\GHYHORSLQJLQGLFDWRUIXQFWLRQVWKDWDUHH[DPLQHG
VWDWLVWLFDOO\WRGHWHUPLQHWKHSUREDELOLW\RIDFKLHYLQJVSHFLILHGEHKDYLRU6WHQJHODQG:DQJ
>@


)5(48(1&<'20$,1(552502'(/,1*

$ IUHTXHQF\ GRPDLQ HUURU XQFHUWDLQW\ PRGHO FDQ EH XVHG WR DQDO\]H WKH UREXVW
SHUIRUPDQFHDQGVWDELOLW\RIFORVHGORRSFRQWUROV\VWHPV6NRJHVWDGDQG3RVWOHWKZDLWH>@
/HWDSODQWWUDQVIHUIXQFWLRQ*MȦ UHSUHVHQWDOOSRVVLEOHSHUWXUEDWLRQVRIWKHSODQWGXHWR
PRGHOXQFHUWDLQW\0RGHOXQFHUWDLQW\FRXOGWDNHWKHIRUPRIXQFHUWDLQSDUDPHWHUVPRGHOHG
DVUDQGRPQXPEHUVRUH[SHULPHQWDOGDWDGHVFULELQJWKHSK\VLFDOFRPSRQHQWVRIDV\VWHP$
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QRPLQDOSODQWWUDQVIHUIXQFWLRQ*QRPMȦFDQEHFKRVHQDVDQDYHUDJHRUW\SLFDOSODQW$W
HDFK IUHTXHQF\ WKH IUHTXHQF\ UHVSRQVH RI D VHW RI *SMȦ FDQ EH FDOFXODWHG DQG WKH
IUHTXHQF\UHVSRQVHRIWKHPXOWLSOLFDWLYHPRGHOHUURU


 

FDQDOVREHFDOFXODWHGOȦFRPSULVHVDVHWRIPXOWLSOLFDWLYHHUURUVJHQHUDWHGXVLQJDQG
DVHWRISHUWXUEHGSODQWV*SMȦ,WVKRXOGEHQRWHGWKDWPXOWLSOLFDWLYHHUURULVQRWWKHRQO\
W\SH RI HUURU WKDW FRXOG EH XVHG LQ WKLV SURFHGXUH  7KH XQFHUWDLQW\PRGHO FRXOG DOVR EH
JHQHUDWHGXVLQJIRUH[DPSOHDGGLWLYHUHODWLYHRULQYHUVHPXOWLSOLFDWLYHHUURU

,I WKHSODQW UHVSRQVH LVXQFHUWDLQGXH WRUDQGRPXQFHUWDLQSDUDPHWHUV WKHQ WKHIUHTXHQF\
UHVSRQVHRIWKHPXOWLSOLFDWLYHHUURUPDJQLWXGHZLOODOVRKDYHDUDQGRPGLVWULEXWLRQDWHDFK
IUHTXHQF\ ZLWK SUREDELOLW\ GHQVLW\ IXQFWLRQ   8QFHUWDLQW\ FDQ EH PRGHOHG WR
DFFRXQWIRUDVSHFLILHGIUDFWLRQRIDOOSRVVLEOHHUURULIWKHGLVWULEXWLRQVRIWKHSODQWIUHTXHQF\
UHVSRQVHVDUHNQRZQ

:LWKDQXQFHUWDLQW\PRGHOWKDWGHVFULEHVWKHXQFHUWDLQW\IRUDODUJHIUDFWLRQRIWKHSRVVLEOH
HUURUFRQWUROGHVLJQDQGUREXVWQHVVDQDO\VLVFDQWKHQEHFDUULHGRXW1RWHWKDWERXQGLQJD
FHUWDLQIUDFWLRQRISRVVLEOHHUURUZLWKLQWKHV\VWHPGRHVQRWQHFHVVDULO\PHDQWKDWWKHVDPH
IUDFWLRQRISHUWXUEHGSODQWVDUHERXQGHG,IRIHUURULVERXQGHGDWHDFKIUHTXHQF\WKHQ
WKH UHVXOWLQJQXPEHURI SODQWV ERXQGHGE\ WKH HUURUPRGHO FRXOGEH OHVV WKDQRU HTXDO WR
 7KLVLVGXHWRSRVVLEOHRYHUODSSLQJRIIUHTXHQF\UHVSRQVHVZKLFKLVLQKHUHQWLQDQ\
UDQGRPO\JHQHUDWHGVHWRISODQWHUURUVGXHWRXQFHUWDLQSDUDPHWHUV

5REXVWQHVVDQDO\VLVRQDFRQWUROOHUGHVLJQHGXVLQJ WKHQHZXQFHUWDLQW\PRGHOZRXOGWKHQ
RQO\DSSO\WRWKHIUDFWLRQRISODQWVERXQGHGE\WKHXQFHUWDLQW\PRGHO7KLVFUHDWHVDZD\WR
DYRLG WKH W\SLFDOO\ FRQVHUYDWLYH FRQWURO GHVLJQ WKDW UHVXOWV IURP FRQVLGHULQJ DOO SRVVLEOH
SODQWVLQVWDELOLW\DQGSHUIRUPDQFHDQDO\VLV2IFRXUVHWKHGUDZEDFNLVWKDWFRQWUROGHVLJQ
XVLQJWKHQHZXQFHUWDLQW\PRGHOFDQRQO\JXDUDQWHHUHVXOWVIRUDSRUWLRQRISRVVLEOHSODQWV
5DWKHUWKDQILQGLQJDWUDQVIHUIXQFWLRQWKDWERXQGVDOOOȦ DWHDFKIUHTXHQF\ZHZDQWWR
ILQG D WUDQVIHUIXQFWLRQZ[MȦZLWK DPDJQLWXGH IUHTXHQF\ UHVSRQVH WKDWERXQGVDJLYHQ
IUDFWLRQ[RIHUURUDWHDFKIUHTXHQF\,IOȦKDVDUDQGRPPDJQLWXGHDWHDFKIUHTXHQF\Ȧ
WKHQ

  

,IZ[MȦVDWLVILHVWKHQZ[MȦLVDPRGHORIWKHPXOWLSOLFDWLYHXQFHUWDLQW\IRUDIUDFWLRQ
[RIWKHHUURUDVVRFLDWHGZLWK*MȦ7RVDWLVI\(TXDWLRQZ[MȦFDQEHVDWLVILHGE\ILUVW
ILQGLQJDPDJQLWXGHOȦIRUHDFKIUHTXHQF\LQWKHIROORZLQJHTXDWLRQ


 
7KHPDJQLWXGHOȦLVWKHH[SOLFLWHUURUPDJQLWXGHWKDWERXQGVWKHGHVLUHGSHUFHQWDJHRI
HUURUDWDSDUWLFXODUIUHTXHQF\7KHV\PEROIOȦĬVWDQGVIRUWKHSUREDELOLW\GHQVLW\IXQFWLRQ
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RIWKHHUURUPDJQLWXGHVDWDSDUWLFXODU IUHTXHQF\1RWH WKDWWKHORZHUOLPLWRI WKHLQWHJUDO
FDQEH]HURVLQFHWKHHUURUPDJQLWXGHLVDOZD\VJUHDWHUWKDQRUHTXDOWR]HUR$Z[MȦPXVW
WKHQEHIRXQGWKDWVDWLVILHVWKHDERYHFULWHULD

7KHIUDFWLRQRIHUURU[ WREHERXQGHGE\ WKHHUURUPRGHO LVDOVRGHWHUPLQHG 7KLVYDOXH
VKRXOGEHHVWDEOLVKHGE\WKHGHVLJQHUEDVHGRQH[SHULHQFHZLWKWKHV\VWHPDQGWKHSRWHQWLDO
IRU XQFHUWDLQW\ ZLWKLQ WKH SDUDPHWHUV  )RU WKLV ZRUN [    ±  LV W\SLFDOO\ XVHG
KRZHYHU[FRXOGWDNHRQDQ\YDOXHIURP]HURWRRQH,QWHUPVRIWKHSUREDELOLW\RIVWDELOLW\
RUSHUIRUPDQFHWKLVPHDQVWKDWERXQGLQJ]HURSHUFHQW[ RIWKHHUURUZLOOUHVXOWLQDQ
DQDO\VLV WKDW ZLOO QRW EH DEOH WR JXDUDQWHH WKDW DQ\ SODQWV PHHW WKH GHVLUHG SHUIRUPDQFH
VSHFLILFDWLRQVDQGWKHDQDO\VLV LV WKHUHIRUHPHDQLQJOHVV 6LPLODUO\ LI[ RI WKH
HUURU LV FKRVHQ DOO SODQW HUURU LV LQFOXGHG LQ WKH XQFHUWDLQW\PRGHO DQG UHVXOWLQJ DQDO\VLV
ZRXOGEHXVHGWRIRUPFRQFOXVLRQVRQRISRVVLEOHSODQWV

7KHPRGHORIWKHSODQWDFFRXQWLQJIRUHUURULVWKHQJLYHQLQWKHPXOWLSOLFDWLYHIRUPDV

  

7KHV\PERO VWDQGVIRUWKHVHWRIDOOVWDEOHUDWLRQDOWUDQVIHUIXQFWLRQVZLWKPDJQLWXGH
OHVVWKDQRUHTXDOWRRQH$EORFNGLDJUDPGHVFULELQJWKHSODQWPRGHOLQFOXGLQJWKHQRPLQDO
SODQWZLWKWKHHUURUPRGHODSSOLHGLVJLYHQLQ)LJXUH,QWKLVFDVHZ[MȦWDNHVWKHIRUPRI
D WUDQVIHU IXQFWLRQ Z[V ZKLFK FDQ EH IRXQG XVLQJ VWDQGDUG WUDQVIHU IXQFWLRQ ILWWLQJ
WHFKQLTXHV,QWKLVZRUNZ[VZLOOEHGHWHUPLQHGXVLQJ0DWODE¶V³ILWPDJ´FRPPDQG

)LJXUH3ODQWPRGHOLQFOXGLQJDQHUURUPRGHOZKHUH*QRPVLVWKHQRPLQDOSODQW
PRGHO


23(1/223(;3(5,0(17$/6(783$1'5(68/76

3LORW RSHUDWHG SURSRUWLRQDO FRQWURO YDOYHV DUH HOHFWURK\GUDXOLF V\VWHPV WKDW FRQWURO WKH
PRWLRQRIDFWXDWRUVE\UHJXODWLQJK\GUDXOLFSUHVVXUHDQGIORZWRWKHDFWXDWRU,QODUJHYDOYH
V\VWHPVDVXEVWDQWLDODPRXQWRIIRUFHLVQHFHVVDU\WRPRYHWKHPDLQYDOYHGXHWRODUJHIORZ
IRUFHVWKDWQHHGWREHRYHUFRPH7\SLFDOO\LQDSSOLFDWLRQVVXFKDVRIIKLJKZD\PDFKLQHU\
WZR VWDJHSURSRUWLRQDO YDOYHV DUH LPSOHPHQWHG WKDWXVHSLORW SUHVVXUH LQ WKH ILUVW VWDJH WR
VKLIW WKH PDLQ YDOYH LQ WKH VHFRQG VWDJH  7KH SHUIRUPDQFH DQG VWDELOLW\ RI WKH HQWLUH
K\GUDXOLFV\VWHPLVODUJHO\GHSHQGHQWRQWKHFKDUDFWHULVWLFVRIWKHSLORWVWDJH,QWKLVZRUN
XQFHUWDLQW\ PRGHOLQJ DQG VWDELOLW\ DQDO\VLV DUH FRQVLGHUHG IRU D WKUHHZD\ HOHFWULF SLORW
YDOYH7KHSXUSRVHRIWKLVVWXG\LVWRGHWHUPLQHLIXQFHUWDLQW\PRGHOLQJDQGFRQWUROGHVLJQ
RIDQRSHQORRSV\VWHPEDVHGRQVLPXODWLRQVRIDQDQDO\WLFDOPRGHOFDQDFFXUDWHO\SUHGLFW
WKHVWDELOLW\RIDFORVHGORRSV\VWHP

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7KLUW\UHSOLFDWLRQVRIWKHHOHFWURK\GUDXOLFSLORWYDOYHVKRZQLQ)LJXUHZHUHREWDLQHGDQG
WHVWHG LQDQRSHQORRSV\VWHPXVLQJRQHPDLQYDOYH 6LQXVRLGDO LQSXWVZHUHJLYHQ WR WKH
YDOYHVYLD0$7/$%6,08/,1.DQGD&RSOH\&RQWUROV FXUUHQWGULYHU 0RGHO&(
(DFK SLORW VWDJH YDOYHZDV WHVWHG LQGLYLGXDOO\ ZLWK WKHPDLQ YDOYH  7KH WKUHHZD\ SLORW
VWDJH LV FRQQHFWHG WR WKH IRXUZD\PDLQYDOYH 7KH VROHQRLG FUHDWHV D IRUFHRQ WKHSLORW
VSRROZKLFKFRPSUHVVHVDVSULQJDQGRSHQVWKHFRQWUROSUHVVXUHSRUWWRVXSSO\SLORWFRQWURO
SUHVVXUH  7KH FRQWURO SUHVVXUH LV VHQW WR RQH VLGH RI WKHPDLQ YDOYHZKLFK GLVSODFHV WKH
PDLQVSRRORSHQLQJ3RUW$WRVXSSO\SUHVVXUH)ORZLVWKHQVHQWWKURXJKSRUW$DQGUHWXUQV
WKURXJK SRUW %  7R GHSUHVVXUL]H WKH V\VWHP WKH FXUUHQW FRPPDQG WR WKH VROHQRLG LV
GHFUHDVHGZKLFKDOORZVWKHSLORWVSRROWRUHWXUQWRDSRVLWLRQVXFKWKDWWKHUHLVDIORZSDWKWR
WDQN  )RU WKH H[SHULPHQWDOZRUN SUHVHQWHG KHUH SRUWV $ DQG % RI WKHPDLQ YDOYHZHUH
FRQQHFWHGWRJHWKHUDQGIORZDOORZHGWRSDVVEHWZHHQWKHWZRSRUWV


)LJXUH3LORWRSHUDWHGSURSRUWLRQDOFRQWUROYDOYHXVHGIRUH[SHULPHQWV


)LJXUH+\GUDXOLFFLUFXLWXVHGIRUYDOYHWHVWLQJ

7KH K\GUDXOLF FLUFXLW VKRZQ LQ)LJXUH  LV XVHG IRU H[SHULPHQWDO WHVWLQJ$ SLORW VXSSO\
SUHVVXUH RI  EDU ZDV VXSSOLHG E\ D K\GUDXOLF SRZHU XQLW +38 DQG UHJXODWHG XVLQJ D
SUHVVXUHUHOLHIYDOYH$IORZRIOSPRYHUWKHUHOLHIYDOYHZDVNHSWFRQVWDQWGXULQJWKH
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WHVWVDQGPHDVXUHGXVLQJDIORZPHWHU$Q/9'7ZDVXVHGWRPHDVXUHWKHSRVLWLRQRIWKH
PDLQYDOYH,QOHWWHPSHUDWXUHWRWKHV\VWHPZDVPDLQWDLQHGZLWKLQDUDQJHRIR&DQGR
&IRUDOOYDOYHWHVWLQJ

6LQXVRLGDO LQSXWV WR WKHYDOYHVZHUHJLYHQ WR VKRZYDULDELOLW\ LQ WKH IUHTXHQF\ UHVSRQVHV
EHWZHHQ WKHYDOYHV $FXUUHQWRIIVHWRI$PSVZDVVXSSOLHG WR WKHYDOYH WRPRYH WKH
PDLQYDOYHWRWKHFHQWHURIWKHPDLQVSRROUDQJHRIRSHUDWLRQDWPP 6LQXVRLGDOLQSXWV
ZHUH WKHQVXSHULPSRVHGRQHZLWKDQDPSOLWXGHRI$PSVaRI IXOO UDQJH 7KH
VLQXVRLGIUHTXHQF\ZDVLQFUHDVHGORJDULWKPLFDOO\RYHUIUHTXHQFLHVIURP+]WR+]
$WHDFK IUHTXHQF\ WKHDPSOLWXGHZDVKHOGVWHDG\ IRUVHFRQGV IRUVPDOO IUHTXHQFLHV
DQGVHFRQGVIRUODUJHIUHTXHQFLHVWRHQVXUHWKDWPXOWLSOHSHULRGVRIWKHUHVSRQVHZHUH
FDSWXUHG

$IUHTXHQF\UHVSRQVHZDVIRUPHGIURPHDFKYDOYHUHVSRQVHXVLQJD)DVW)RXULHU7UDQVIRUP
))7DOJRULWKPLQ0$7/$%$WHDFKIUHTXHQF\WKHPDJQLWXGHDQGSKDVHRIWKHUHVSRQVH
DWWKDWIUHTXHQF\ZDVGHWHUPLQHGDQGSORWWHGLQD%RGHGLDJUDP7KHUHVXOWVDUHEDVHGRQ
WKHFXUUHQWWRWKHSLORWYDOYHVROHQRLGWDNHQDVWKHLQSXWDQGWKHPDLQYDOYHSRVLWLRQWDNHQDV
WKHRXWSXW7KHUHVXOWLQJ%RGHGLDJUDPVIURPDOORIWKHYDOYHVDUHVKRZQLQ)LJXUH/LWWOH
HUURU EHWZHHQ WKH UHVSRQVHV LV VKRZQ DW ORZ IUHTXHQF\ +RZHYHU DW KLJKHU IUHTXHQFLHV
DERYH+]WKHHUURUEHFRPHVVLJQLILFDQWO\JUHDWHU


)LJXUH%RGHSORWVRIWKHIUHTXHQF\UHVSRQVHVRIDOOYDOYHVXVLQJGDWDIURP
IUHTXHQF\JULGLQSXWV

$IWHURSHQORRS WHVWLQJZDVFRPSOHWHGHDFKYDOYHZDVGLVDVVHPEOHGDQGVSULQJ UDWHVDQG
JHRPHWULFDOSURSHUWLHVZHUHPHDVXUHG)LJXUHVKRZVKLVWRJUDPVRIWKHSLORWVSULQJUDWHV
VSRROKRXVLQJ FOHDUDQFH DQG SLORW RYHUODS  $ IDLU DPRXQW RI YDULDWLRQV LQ WKH SK\VLFDO
SDUDPHWHUV LV VKRZQ 7KHPHDQ DQG VWDQGDUG GHYLDWLRQV RI WKHVH GLVWULEXWLRQV VKRZQ LQ
7DEOHZLOOEHXVHGLQDODWHUVHFWLRQWRSHUIRUP0RQWH&DUORVLPXODWLRQVRIDOLQHDUL]HG
PRGHO

 
  

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7DEOH6XPPDUL]DWLRQRISDUDPHWHUPHDVXUHPHQWUHVXOWV
 6SULQJ5DWHV
1P
2YHUODSPLFURQV &OHDUDQFH
PLFURQV
0HDQ   
6WDQGDUG'HYLDWLRQ   
&RQILGHQFH,QWHUYDO   


)LJXUH+LVWRJUDPVRISLORWYDOYHSK\VLFDOSDUDPHWHUVZLWKRYHUSORWRIQRUPDO
GLVWULEXWLRQ


0$7+(0$7,&$/02'(/2)7+(323&9

,Q WKLV VHFWLRQ D PDWKHPDWLFDO PRGHO RI WKH SLORW RSHUDWHG SURSRUWLRQDO FRQWURO YDOYH LV
SUHVHQWHG7KHDQDO\WLFDOPRGHOLVSULPDULO\EDVHGRQZRUNE\0DQULQJ>@7KHPRGHOLV
FRQVWUXFWHGZLWKUHJDUGVWRWKHH[SHULPHQWDOVHWXSSUHVHQWHGLQ6HFWLRQ(TXDWLRQVIRUWKH
SLORW VWDJH DQG WKH PDLQ VWDJH DUH SUHVHQWHG DQG LQFOXGH SUHVVXUH ULVH UDWH DQG IORZ
HTXDWLRQV7KHPDVVVSULQJGDPSHUV\VWHPIRUWKHSLORWVSRROYDOYHLVVKRZQLQ(TDQG
LQFOXGHVIORZIRUFHV$VHFRQGPDVVVSULQJGDPSHUHTXDWLRQIRUWKHPDLQVSRROLVVKRZQLQ
(T 'XHWR WKH$DQG%RXWSXWSRUWVRIWKHPDLQVSRROEHLQJFRQQHFWHG WRJHWKHUDQG
KHOGDWWDQNSUHVVXUHIORZIRUFHVLQWRDQGRXWRIWKHVHSRUWVFRXOGEHQHJOHFWHG

P[  )  E[ [  N[[  )S[  3%  37 $3  3%  37 &G$[FRVT 
36  3% &G$ [FRVT 

0\  3%  3$$\  E\ \  N\ \  )S\  
$SUHVVXUHULVHUDWHHTXDWLRQIRUWKHSLORWFRQWUROSUHVVXUHLVVKRZQLQ(T

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3&%  E9F  $\ \  $S[
4 4  $\ \
7KHIORZUDWHV 4 DQG 4 DUHJLYHQLQ(TDQG(T4LVGHSHQGHQWRQWKHSLORW
WDQNRULILFHDUHDZKLFKLVDIXQFWLRQRIWKHSRVLWLRQRIWKHSLORWVSRRO 4 LVGHSHQGHQWRQ
WKHSLORWVXSSO\RULILFHDUHDZKLFKDJDLQLVDIXQFWLRQRIWKHSRVLWLRQRIWKHSLORWVSRRO

4  $[&G U 3%  37   3%  37 &W/

 
     G 6 % V % V/4 $ [ & 3 3 3 3 &U   

7KHQRQOLQHDUPRGHORI WKHYDOYHV\VWHPZDVFRQVWUXFWHG LQ6LPXOLQN 3DUDPHWHUVRI WKH
QRQOLQHDUPRGHOZHUHHLWKHUIRXQGE\PHDVXUHPHQWRIWKHSK\VLFDOV\VWHPRURSWLPL]HGWR
SURYLGHVLPLODUUHVXOWVWRWKHH[SHULPHQWDOGDWD

6WHSLQSXWVZHUHDOVRJLYHQWRWKHQRQOLQHDUPRGHODQGFRPSDULVRQVRIWKRVHDUHVKRZQLQ
)LJXUHDQGFRPSDUHZHOOZLWKWKHH[SHULPHQWDOGDWD$IUHTXHQF\UHVSRQVHRIWKHPRGHO
LVVKRZQLQ)LJXUH 7KHPDJQLWXGHRIWKHQRQOLQHDUPRGHOLVVKRZQWRFRPSDUHZHOOWR
H[SHULPHQWDO GDWD DW IUHTXHQFLHV EHORZ+]ZLWK OLWWOH WR QR HUURU $ERYH +] WKH
PDJQLWXGHHUURUJURZVDQGUHDFKHGDPD[LPXPRIDSSUR[LPDWHO\

)LJXUH6WHSUHVSRQVHVRIH[SHULPHQWDOYHUVXVQRQOLQHDUPRGHORIWKHPDLQVSRRO
SRVLWLRQDQGFRQWUROSUHVVXUH
          
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
)LJXUH([SHULPHQWDOYHUVXVVLPXODWHGUHVXOWVRIIUHTXHQF\UHVSRQVHZLWK
H[SHULPHQWDOGDWDIURPQRPLQDODPSOLWXGHJULGLQSXW


81&(57$,17<02'(/2)7+(323&9

7KH QRQOLQHDU PRGHO ZDV OLQHDUL]HG DERXW D QRPLQDO RSHUDWLQJ FRQGLWLRQ RI  RI WKH
PHWHULQJUDQJH0RQWH&DUORVLPXODWLRQVZHUHSHUIRUPHGRQWKHOLQHDUL]HGPRGHOZLWKWKH
SK\VLFDO SDUDPHWHUV IRXQG LQ 6HFWLRQ FRQVLGHUHG WR EH UDQGRP YDULDEOHV ZLWK QRUPDO
GLVWULEXWLRQV3DUDPHWHUVLQFOXGLQJSLORWKRXVLQJFOHDUDQFHSLORWVSULQJUDWHDQGWKHSLORW
PHWHULQJ DUHD ZHUH FKRVHQ DV WKH UDQGRP YDULDEOHV  2WKHU SDUDPHWHUV ZLWKLQ WKHPRGHO
FRXOG EH FKRVHQ VXFK DV GDPSLQJ FRHIILFLHQWV DQG RLO EXON PRGXOXV  +RZHYHU WKH
GLVWULEXWLRQRIWKHVHSDUDPHWHUVLVQRWHDVLO\GHWHUPLQHG7KHUHIRUHLWZDVGHFLGHGWRRQO\
XVHSDUDPHWHUV WKDWFRXOGEHGLUHFWO\PHDVXUHG LHVSULQJUDWHDQGJHRPHWU\ 3LORWYDOYH
RYHUODS GRHV QRW DSSHDU GLUHFWO\ LQ WKH OLQHDUL]HG YDOYHPRGHO KRZHYHU LW LV XVHG LQ WKH
FDOFXODWLRQRIWKHSLORWPHWHULQJDUHD0DQULQJ>@&OHDUDQFHDOVRGRHVQRWGLUHFWO\DSSHDU
LQWKHPRGHO+RZHYHULWLVXVHGLQFDOFXODWLRQRIWKHVXSSO\DQGWDQNOHDNDJHFRHIILFLHQWV
ZKLFKGLUHFWO\DIIHFWVYDOYHSHUIRUPDQFH


)LJXUH)UHTXHQF\UHVSRQVHVRISHUWXUEHGSODQWV
  





)UHTXHQF\+]
0D
JQ
LWX
GH
G
%


  




)UHTXHQF\+]
3K
DV
H
GH
J


1RQOLQHDU0RGHO
/LQHDUL]HG0RGHO
([SHULPHQWDO'DWD
  




)UHTXHQF\+]
0D
JQ
LWX
GH
G
%
3HUWXUEHG3ODQW5HVSRQVHV
  




)UHTXHQF\+]
3K
DV
H
'H
JUH
HV

1RPLQDO5HVSRQVH
356 Fluid Power and Motion Control 2012

$Q1 QXPEHURISHUWXUEHGSODQWVZHUHVLPXODWHGXVLQJWKHOLQHDUL]HGYDOYHPRGHO
)UHTXHQF\UHVSRQVHVRIWKHSHUWXUEHGSODQWVDUHVKRZQLQ)LJXUH$VLJQLILFDQWDPRXQWRI
YDULDELOLW\LVVKRZQDWKLJKHUIUHTXHQFLHVDOWKRXJKOHVVWKDQWKDWRIWKHH[SHULPHQWDOGDWD
7KHERXQGHGIUDFWLRQRIHUURU[ ZDVXVHGWRFRQVWUXFWDQXQFHUWDLQW\PRGHOEDVHG
RQ WKH VLPXODWHG UHVSRQVHV  7KH HUURU ERXQGV DORQJ ZLWK WKH PXOWLSOLFDWLYH HUURU
PDJQLWXGHVDUHVKRZQLQ)LJXUH

7DEOH([SHULPHQWDODQGVLPXODWHGHUURUPDJQLWXGHVDWKLJKDQGORZIUHTXHQF\
 ([SHULPHQWDO 6LPXODWHG
(UURU%RXQG Z[V  Z[V 
/RZ)UHTXHQF\
(UURU+]    
+LJK)UHTXHQF\
(UURU+]    


)LJXUH0XOWLSOLFDWLYHHUURUPDJQLWXGHVRIVLPXODWHGIUHTXHQF\UHVSRQVHV


3523257,21$/&21752//(5'(6,*1

$SURSRUWLRQDOFRQWUROGHVLJQIRUWKHSLORWRSHUDWHGSURSRUWLRQDOYDOYHV\VWHPLVSUHVHQWHG
LQWKLVVHFWLRQ7KHVDPHFRQWUROVWUXFWXUHDVWKDWVKRZQLQ)LJXUHZLOOEHXVHGZLWK.V
 .SV7KHSURSRUWLRQDOFRQWUROOHUWDNHVWKHIRUPRIDVLPSOHIHHGEDFNJDLQDSSOLHGWRWKH
PDLQ YDOYH SRVLWLRQ HUURU 7KH FRQWUROOHU LV GHVLJQHG WKURXJK DQDO\VLV RI WKH RSHQORRS
VWDELOLW\PDUJLQV

6WDELOLW\PDUJLQV FDQ EH XWLOL]HG DV DZD\ RI FKDUDFWHUL]LQJ FORVHGORRS SHUIRUPDQFH DQG
VWDELOLW\ XVLQJ DQ RSHQORRS IUHTXHQF\ UHVSRQVH  *DLQPDUJLQV FDQ EH FDOFXODWHG IURP D
IUHTXHQF\UHVSRQVHDQGXVHGDVDPHDVXUHRIKRZFORVHDFORVHGORRSV\VWHPLVWRLQVWDELOLW\
6NRJHVWDG*DLQPDUJLQLVGHILQHGDV

 *0  / MZ 
 
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:KHUHWKHSKDVHFURVVRYHUIUHTXHQF\ Z LVWKHIUHTXHQF\DWWKHSRLQWZKHUHWKHSKDVHRI
/V .V*VFURVVHVRLH
   / MZ   D  

)LJXUH6LPXODWHGJDLQPDUJLQVRIYDOYHPRGHOZLWKRYHUSORWRIQRUPDO
GLVWULEXWLRQ

7KH IUHTXHQF\ UHVSRQVHV RI WKH OLQHDUL]HG YDOYH PRGHO ZHUH DOVR XVHG WR GHWHUPLQH D
GLVWULEXWLRQRIJDLQPDUJLQVRI WKHYDOYHV\VWHP $KLVWRJUDPRI WKHJDLQPDUJLQVRI WKH
IUHTXHQF\ UHVSRQVHV VKRZQ LV VKRZQ LQ )LJXUH  ZLWK DQ RYHU SORW RI WKH QRUPDO
GLVWULEXWLRQDVVRFLDWHGZLWKWKHGDWD$PHDQJDLQPDUJLQRI$PPZDVIRXQGZLWKD
VWDQGDUGGHYLDWLRQRI$PP $ IHZRXWOLHUVDUHSUHVHQW LQ WKHGDWD VKRZLQJDYHU\
VPDOOSHUFHQWDJHRIV\VWHPVEHLQJVWDEOHDWXQLW\JDLQ

)URPXQFHUWDLQW\PRGHOLQJRI WKH DQDO\WLFDOPRGHO LWZDVGHWHUPLQHG WKDW RISODQWV
ZHUHERXQGHGZKHQDFFRXQWLQJIRURIWKHWRWDOHUURUZLWKLQWKHV\VWHP7KHUHIRUHD
SURSRUWLRQDOFRQWUROJDLQ WKDWHQVXUHVVWDELOLW\IRURIWKHSODQWVFDQEHIRXQG 8VLQJ
WKHQRUPDOGLVWULEXWLRQRIWKHVLPXODWHGJDLQPDUJLQVLWZDVGHWHUPLQHGWKDWDSURSRUWLRQDO
FRQWUROJDLQRI.V VKRXOGHQVXUHVWDELOLW\IRUWKHIUDFWLRQRISODQWVERXQGHGE\WKH
PRGHOWKHVDPHIUDFWLRQRISODQWVERXQGHGE\WKHHUURUPRGHO

5REXVWQHVV DQDO\VLV LV FRPSOHWHGXVLQJ WKH HUURUPRGHOZ[MȦ WKH WUDFNLQJ SHUIRUPDQFH
ZHLJKWWUDQVIHUIXQFWLRQZSMȦDQGWKHFRQWUROHIIRUWZHLJKWZX7KHEORFNGLDJUDPRIWKH
V\VWHPLQFOXGLQJWKHXQFHUWDLQW\PRGHODQGSHUIRUPDQFHLQSXWVDQGRXWSXWVLVJLYHQLQ
)LJXUH7KHFULWLFDOVLJQDOVDUHODEHOHGRQWKHGLDJUDP


)LJXUH&RQWUROV\VWHPZLWKSHUIRUPDQFHZHLJKWVDQGHUURUWUDQVIHUIXQFWLRQV
        
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
7DEOH3URSRUWLRQDO&RQWURO'HVLJQ3DUDPHWHUV
/RZ)UHTXHQF\(UURUD 
+LJK)UHTXHQF\(UURU0S 
%DQGZLGWKȦE 
:HLJKWRQ,QSXW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ABSTRACT 
In Hardware-in-the-Loop (HIL) damper testing a physical damper is embedded in a virtual 
operational environment, or ‘plant model’. Hydraulic actuation is a common choice for this 
type of application for generating plant model motion to the damper rod. It has been found 
in previous studies, that actuator dynamics is the major source of simulation error in a real-
time HIL damper testing environment. Actuator lag causes measured damping force in the 
system to lag behind the virtual plant model, which causes error in the simulation 
increasing with frequency. While the issue is often acknowledged, its effect in final 
simulation error is dependent on various system parameters and not easily analyzed. 
In this paper the effect of actuator dynamics in HIL simulation accuracy was studied using 
an example plant model and simulated actuator dynamics. This allows estimation of HIL 
simulation error when reference data from the original system is not available.  
To improve the system’s high frequency performance predictive control was implemented 
for the actuator. Inverted model of the actuator and its control valve were used to 
compensate for valve-actuator dynamics. It was found with this setup that HIL simulation 
error could be greatly reduced with the predictive control. 
Keywords: Hydraulic actuator, control, Hardware-in-the-Loop, damper, real-time  
1. INTRODUCTION 
 
Hardware-in-the-Loop (HIL) method in damper testing means that a physical damper is 
embedded in a virtual operational environment called the ‘plant model’. A real-time 
interface is used to connect the hardware to the plant model. An actuator is needed to 
generate plant model motion to the damper rod. It was found in a previous study that the 
hydraulic actuator used was the single most significant source of simulation error and was 
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limiting system’s usable frequency range.[1] Traditional PID controller gave good 
amplitude response but introduced significant phase lag. Measured actuator movement was 
found to be 6 ms behind plant simulation target. This causes the damping force to arrive 6 
ms late to the plant model.  
The usable frequency range in HIL damper testing usually extends to 10-20 Hz depending 
on system setup. However it is mentioned in many sources [2, 3, 4] that accuracy starts to 
suffer after 8-10 Hz. This is because of the 6-8 ms response time of the hydraulic system, 
when using PID control. The main problem with PID is that is requires either a significant 
amount of error variable or gain to react quickly. Using higher feedback loop gain reduces 
lag but causes overshoot and instability due to fluid compressibility and moving mass 
inertia. 
Not a lot of information about HIL simulation accuracy can be found with mechanical 
systems testing, although possible instability issues are often mentioned as a result of 
interface delays. In [5] a method for evaluating interface ‘transparency’ was introduced. 
However, it only addresses the interface error, not the HIL system as a whole. To predict 
HIL result error it is necessary to model the whole system, because HIL simulation is a 
closed loop system. [6] proposes a method for evaluating accuracy of high power electrical 
HIL simulations. The method was found fairly accurate compared to a ‘pseudo-HIL’ with 
modelled interface dynamics, and a real HIL setup. In this paper a similar approach 
‘pseudo-HIL’ is used to evaluate the simulation. It was also investigated how different 
types of actuator error affect the HIL simulation results. Simulation’s sensitivity to both 
amplitude and phase error was investigated by software simulations, where the error was 
advisedly added to the system. 
To improve HIL accuracy predictive velocity feedforward and acceleration feedforward 
loops are implemented to compensate for actuator phase lag. Improved actuator tracking 
capability in the system improves the dynamic performance of the HIL method in damper 
testing providing more accurate results especially in higher frequencies. 
2. HIL TEST SETUP 
The plant was modelled with MATLAB/Simulink software. The model was then uploaded 
to a real-time computer running xPC Target operating system. The plant model describes 
inertia of the mass, spring forces and excitation forces affecting the mass and calculates 
position of mass that is used as a target value for a position controlled hydraulic actuator. 
The actuator produces the movement to the physical damper under test. A load sensor is 
used to measure the damping force created in the system. Measured damping force is fed 
back into the plant simulation that calculates new mass position in real-time. The model 
also includes a software controller that is used to drive the directional valves directly. Lay-
out of the test system including the hydraulic position servo, real-time simulation hardware 
and the damper being tested can be seen in Fig.1. 
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Figure 1: HIL system layout 
 
Two Parker DFplus directional valves were used in parallel configuration to allow more 
fluid flow for better dynamics. The specification for a single valve is 40 l/min with 35 bar 
pressure difference per metering edge. Inlet pressure was 100 bar measured at the valve 
block. The actuator was a differential hydraulic cylinder with 63 mm bore diameter, 45 mm 
piston rod and 230 mm stroke. Damping force measurement was done with a 50 kN HBM 
U2B load sensor. 
The damper used in the system was built around a symmetric hydraulic cylinder with two 
needle valves to control fluid flow in both directions. An accumulator was used to 
pressurise the damper for reduced cavitation.  
As the system has a physical damper embedded in a virtual simulation environment the 
simulation must be real-time. This sets certain requirements for the hardware and software 
used in the test setup. Possible sources of error in the simulation are 
x Plant model (model inaccuracy, integration error) 
x Actuator (amplitude, phase response) 
x Load and position sensor (error, sampling time) 
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The solver used was ode8 (Dormand-Prince) which is one of the explicit fixed step solvers 
provided within MABLAB. In this context it is important to notice that not all solvers are 
equally suitable for real-time simulation.[7] Integration error with different fixed step 
integration algorithms and step sizes was studied by Besinger et.al.[3] The results show that 
error stays sufficiently low as long as the suitable solver is 2nd order or higher and 
simulation step is small enough. Gomez suggests that sampling frequency should be at least 
5 to10 times higher than frequencies of interest in the system.[8] This is also consistent 
with Besinger’s results. Processing power was not a limiting factor in this case thus a 
relatively high sampling frequency of 5 kHz was used in the real-time simulation. One 
should also pay special attention to critical measurement sensors and equipment to make 
sure their dynamics are sufficient. For example, filtering measured signals can cause phase 
shift in the feedback signal and increase error in the simulation. 
2.1 Plant model 
The plant model consist of a spring-mass system with a mass of m1.= 1000 kg and a spring 
constant of k1= 1x106 N/m (Fig.2). The damping term B1= 1265 Ns/m is added to describe 
mechanical friction in the system. This is only equal to 2% of critical damping as the plant 
is to be damped with the external HIL damper. The plant model also includes an excitation 
force F(t). 
  
 
Figure 2: Plant model used in the HIL simulations 
 
Differential equation for the system can be written as 
)()()()( 111 tFtxktxbtxm         (1) 
 
With Laplace transformation the plant model transfer function becomes  
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2.2 Software simulation model of the HIL system 
Verification of HIL simulation is difficult without having a reference system to compare 
simulation results to. This would require the real plant for the damper to be installed in, 
because the original system is the only one able to generate correct response. The original 
plant, however, is often not available, and could be the reason HIL simulation was chosen 
in the first place. Another way get a reference would be to build a simulation model of the 
HIL system with an ideal actuator, but for a direct comparison with the HIL system a 
perfect model of the system under test (the damper in this case) would be needed in the 
k1
m1
B1
F
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reference simulation model. Again, this usually not a practical method, since having a 
perfect model of the damper would render HIL simulation useless. 
 
An approach to estimate HIL simulation error with the information that we have available 
is clearly needed. In this study a full software model of the HIL system was constructed in 
Matlab Simulink (Fig.3). This model includes the hydraulic servo used in the HIL system. 
By modelling the actuator dynamics we can compare these simulations to ones with an 
‘ideal actuator’ to see the effect on simulation results. The damper model used in the 
simulations was an ideal viscous damper, which should be sufficient, as we are just 
interested about the effect of the interface non-idealities on the simulation. 
 
Figure 3: Simulink software model of the of the HIL system 
 
The hydraulic position servo system with a four-way critical center spool valve can be 
described as shown in Fig.4. Because in simulations xp << xpmax, both chamber volumes 
were assumed constants. This makes it possible to use a linear model and greatly simplify 
the problem. Because of the discontinuity of the flow equations (3) and (4), two linear 
models are needed. The flow equations for xv > 0 can be written as, 
)(2 AsvqA ppwxCQ  U      (3) 
and  BvqB pwxCQ U
2 
  (4)
 
Where w is the gradient of the valve, ps is the supply pressure and tank pressure is assumed 
zero. 
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Figure 4: Hydraulic system block diagram (xv>0) 
 
Coefficients for the linearised system are 
)(2 0AsquqA ppwCKK  U  (5),          0
2
BquqB pwCKK U    (6)
 
)(2 0
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.
As
vqu
Afp pp
wuCK
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0
. 2 B
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Bfp p
wuCK
K  U    (8)
 
The valve spool is modeled as a second order system: 
22
2
2)(
)(
)(
valvevalvevalve
valvevalve
valve sssU
sXsG ZZ]
Z
    (9) 
Parameters used were: AA = 3.1x10-3 m2, AB = 1.5x10-3 m2, β = 1.0x109 Pa, KqA = 1.88x10-4 
m3/Vs, KqB = 8.37x10-5 m3/Vs, KfpA = 1.03x10-11 m5/Ns, KfpB = 2.32x10-11 m5/Ns, M = 15 
kg, VA = 4.78x10-4 m3, VB = 2.78x10-4 m3, ωvalve= 1.26x103 rad/s, ζvalve = 1. 
2.3 HIL interface influence 
Ideally an actuator would produce the movement described by the plant model with correct 
amplitude and phase response to the damper rod. In this case the damping force generated 
in the system would also be accurate. Of course this is not the case in the real world as 
actuator delay causes phase shift in the measured damping force that is used to damp the 
plant model. Because dynamics of sensors and control hardware is far superior, the actuator 
is what effectively determines the dynamic performance of the HIL system. 
The HIL interface non-idealities can be divided roughly in two different types of error. One 
is the transfer function containing dynamics of the hydraulic actuator. The other one is 
noise and error caused by the sensors and their electronics used to measure position and 
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damping force in this case. In mechanically coupled HIL systems, like this one, delays 
introduced by the electronics are usually insignificant compared to those of the mechanical 
system as frequency range of electrical systems is decades higher. As we are only studying 
frequencies up to 30 Hz, sensor delays are assumed negligible. 
 
Measured frequency response of the PID controlled position servo described in section 2 
can be seen in Fig.5. The magnitude response of the servo is good but there is some delay 
in the response as can be seen from the phase plot. The average time delay was measured to 
be 5 ms. This was found to be true as long as the system was operated within limits of the 
hydraulic system.  
 
Figure 5: Measured frequency response of the HIL interface position servo 
 
Before we can start optimizing the actuator response, we must know the effects of different 
types of actuator tracking error on HIL simulation error. This is not trivial task because of 
the fact that HIL is a closed loop system. Viscous damper’s damping force is generally 
velocity dependent and so the error in prevailing actuator velocity causes interference in the 
measured damping force. The interference is fed back into the process as the damping force 
is used to calculate new system position. 
For the purpose of studying effects of actuator error on the HIL simulation, two different 
kinds of error were artificially created in simulated environment. In this case simple errors 
were used instead of the actuator model to better identify different sources of error. First a 
pure time delay of 5 ms was added to HIL interface (Fig.6). To simulate actuator magnitude 
error 10% of excessive gain was added to HIL interface (Fig.7). Plant model was same as 
described in section 2.1. Ideal viscous damper model was used to damp the plant model.   
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Figure 6: Corresponding magnitude error in HIL simulation result with 5 ms of 
added time delay in HIL interface. Sinusoidal force excitation signal. 
 
 
Figure 7: Corresponding magnitude error in HIL simulation result with 10% 
excessive magnitude in HIL interface. Sinusoidal force excitation. 
2.4 Control methods 
 
As shown in Fig.6, delay introduced by the hydraulic position servo induces significant 
amounts of error in HIL output. To combat this, a feedforward controller was added beside 
the PID feedback controller. The feedforward controller was developed by measuring 
system response with a series of excitation signals. The result is a feedforward gain 
schedule for both velocity and acceleration request. The velocity feedforward loop is 
capable of compensating asymmetric flow gains, asymmetric cylinder areas and valve 
deadband. The acceleration feedforward compensates for moving mass dynamics in the 
system. PID feedback loop will correct position tracking error left by the open loop system. 
Fig.10 shows the measured frequency response of the actuator with the feedfordward loops 
added to the system.     
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Figure 8: Block diagram of the velocity-acceleration feedforward controller with PID 
(FFPID). Ka = 0.020 Vs2/m when ü ≥ 0 and 0.031Vs2/m when ü < 0.    
 
 
 
Figure 9: Velocity feedforward gain table Kv. 
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Figure 10: Measured actuator response with FFPID controller. 
3. COMPARISON BETWEEN PID AND FFPID PERFORMANCE 
The software model of the hydraulic servo system introduced in section 2.2 was validated 
comparing it against measured data from the real system. Fig.11 shows the simulated and 
measured responses with a 10 Hz sine excitation with both PID and FFPID controllers. 
 
The HIL simulation error (Fig.12) was estimated using the simulated hydraulic system 
embedded in the HIL interface and comparing the results against simulations done with an 
‘ideal actuator’. Both control methods were simulated using a viscous damper (ζ = 0.5 and 
ζ = 1) that damps the plant model and also acts as a load for the actuator. Sinusoidal force 
of 5 kN amplitude varied from 1 Hz to 25 Hz was used as plant excitation. 
 
During testing plant model was excited with different types of signals to study system 
performance. Fig.13 shows system position tracking performance during an example HIL 
simulation with random force impulses as input. A hardware fluid damper was used to 
damp the plant.       
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Figure 11: Measured actuator position tracking, 10 Hz sinusoidal signal. 
 
Figure 12: Estimated HIL simulation magnitude error with PID and FFPID. 
Figure 13: Measured actuator position tracking during actual HIL simulation with a 
hardware damper.  Plant model was excited with random force impulses up to 40kN. 
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4. CONCLUSION 
Validation of HIL simulation is not an easy task without original system reference data. 
Because HIL is a closed loop system, accuracy of HIL simulation results cannot be directly 
deduced from the interface transfer function and disturbances.  Parameters of the plant 
model and properties of the damper hardware can have a big significance in simulation 
outcome in terms of accuracy. 
 
In this paper HIL accuracy was validated for a given plant model using a simulation model 
of the hydraulic actuator and assuming the damping is viscous type. Using this method we 
were able to estimate error in the HIL simulation magnitude without data from the original 
system. 
 
It was found that traditional hydraulic servo using PID control was introducing a lot of 
error in the simulation, especially with excitations above the plant resonance frequency (5 
Hz). A predictive feedforward control method based on measured data was implemented to 
improve actuator tracking performance. Using predetermined control values the controller 
does not require the computation power of some model based controllers, but still makes a 
significant improvement over traditional PID. While the PID system showed estimated 
maximum magnitude errors of 32.4% and 94.4% with damping ratios ζ = 0.5 and ζ = 1, 
errors for FFPID system were 2.7% and 11.3% respectively. Poor performance of the PID 
system is partly explained by the differential actuator having asymmetric velocity 
characteristics in proportion to valve flow. The FFPID was designed to compensate for this 
as well as other characteristics of the system. FFPID was able to compensate for actuator 
dynamics very effectively near the operating point it was optimized for. In this case 
optimization was done at halfway point of actuator stroke and for light load. It was found 
that that a large damper loads can distract actuator tracking. As the differential actuator is 
by nature stiffest near its end positions, better results could be obtained by operating near 
those points, if full stroke it not needed.   
 
NOMENCLATURE 
AA,B piston area [m2] 
b1 plant model viscous damping coefficient [Ns/m] 
B viscous damping coefficient [Ns/m] 
Cq flow coefficient [-] 
F plant model excitation force [N] 
k1 plant model spring constant [N/m]   
Kfp flow-pressure coefficient [m5/Ns] 
Kqu flow gain [m3/Vs] 
Ku valve spool gain [m/V] 
m1 plant model mass [kg] 
M actuator moving mass [kg] 
Q flow [m3/s] 
p pressure [Pa] 
uv valve command signal [V] 
VA,B fluid volume [m3] 
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xv valve spool displacement [m] 
xp piston displacement [m] 
w valve area gradient [m] 
ζ damping ratio [-] 
β bulk modulus [Pa] 
ω angular frequency [rad/s]  
ρ fluid density [kg/m3] 
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ABSTRACT 
 
This paper presents the modelling and model validation of the in-plane axis control and 
actuation system for a Linear Friction Welding (LFW) machine in Rolls-Royce. The LFW 
machine is a complex 11 actuator machine which has 6 degrees of freedom. The in-plane 
axis is the most complex axis due to the high power and high dynamic response 
requirements, necessitating the use of two four-stage servo valves. Amplitude and Phase 
control (APC) outer loop control, and Proportional, Integral, and Derivative (PID) closed-
loop compensation methods are used to control the in-plane system to allow an accurate 
system response during welding.  The servo hydraulic actuation system is complemented 
by a ‘resonator’ which provides some of the required acceleration forces at normal 
operating frequencies.  Both the control and hydraulic systems are included in the model 
described in this paper, together with an empirical model for the welding force.  The model 
is being used to help diagnose faults and performance issues with the machine, and the 
intention is to run the model alongside the machine for real-time or near real-time condition 
monitoring. The models are implemented using Simulink®, and the validation contained 
within the paper shows the model to have a good match to the actual system. 
 
 
1 INTRODUCTION 
 
Linear Friction Welding (LFW) has been a key technology in recent years for aircraft 
engine manufacture in both commercial and military market sectors. For joining Blades to 
Discs (Blisks), LFW is the ideal process for the following reasons: 
x LFW is a solid state process which gives reproducibility, and high quality bonds 
therefore improving performance 
x More cost effective than machining Blisks from solid billets  
x Blisks enable up to 30% weight saving over conventional rotors 
x LFW enables hollow bladed Blisks 
x Dissimilar materials can be joined for optimised blade and disc properties 
x Enables blade replacement 
380 Fluid Power and Motion Control 2012
The process can be divided into six phases: contact - initial advancement of actuators 
seating the blade onto the disc stub and applying a seating force, ramp up - blade 
oscillations start to occur, conditioning – maintaining the oscillations to enable frictional 
heat to build up, burn-off – material deforming plastically under compression, ramp down – 
blade decelerated to a static position, and forging – allowing the weld to complete under a 
constant pressure. Figure 1 outlines the process phases.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1 - LFW Process phases 
 
Rolls-Royce’s LF60 is a linear friction welding system that is designed to weld Blisks in a 
production environment. The system uses a combination of high performance, high 
accuracy servo-hydraulics to produce oscillatory motion between the components which 
creates frictional heating, and a forging force sufficient to produce a high strength and 
geometrically precise bond. 
 
No full system dynamic modelling of linear friction welders has previously been done. 
Similar multi-axis machinery has been modelled such as Stewart-Gough platforms [1] 
which are mainly used in aerospace and automotive simulators, and shaking tables [2] used 
for earthquake simulations. Models of these systems are developed to enable detailed 
understanding of the dynamic characteristics therefore allowing control algorithms to be 
optimised and the systems limitations to be assessed. Modelling in this case will be done to 
enable detailed understanding of the systems dynamics, and for fault diagnosis, including 
real-time simulations in order to detect faults before they cause production problems. 
 
The modelling of hydraulic systems has been widely covered in the literature [3-6]. 
Important modelling factors are outlined in [2], and include fluid compressibility, variable 
cylinder oil volumes, internal cylinder leakage, cylinder cross-port bleed, valve orifice 
pressure-flow characteristic, valve overlap, valve body pressure drop, manifold pressure 
drop and oil volume, valve spool dynamics, maximum valve opening, valve spool slew rate 
limit, friction, and geometric properties. 
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Only the in-plane axis is considered in this paper. Section 2 introduces the LFW machine. 
Section 3 reviews the replication of the in-plane controller, and the following section 
outlines the modelling of the hydraulic and mechanical components. Validation of the 
models can be found in section 5.  
 
2 THE LF60 LINEAR FRICTION WELDING MACHINE 
 
Each machine axis is independently controlled using a combination of PID and Amplitude 
and Phase control (APC). The six main degrees of freedom are referred to as in-plane, 
forge, hade, roll, pitch and yaw. The in-plane actuator, which is driven by two four stage 
valves, oscillates the blade tangentially to the disk. Forging pressure is obtained by a 
combination of four PID controlled hydrostatic actuators. The six hade actuators restrain 
the unwanted movement in the other degrees of freedom[7]. 
 
A CAD picture of the Inner cage showing the actuator attachments can be seen in figure 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2 - Picture of the Inner cage with actuators attached 
3 MODELLING LFW INPLANE CONTROLLER 
 
The LF60s inplane system needs a fast and accurate position response for the production 
components to be of the required quality. For this reason two methods of controlling the 
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inplane system are used: Proportional, Integral, and Derivative (PID), and Amplitude and 
Phase control (APC). 
PID control is used for the inner loop, and the APC is used for the outer loop. Detailed PID 
operation can be found [8]. This section covers APC only. 
 
Modelling of the APC was done in Simulink®, from the original Patent developed by MTS 
Systems Corporation, [9]. The APC modifies the control system’s command signal using 
an inverse model of the PID-controlled in-plane actuator which is found via a Least Mean 
Squares (LMS) estimation method.  
A detailed description of the APC algorithm can be found in [9]. For the removal of any 
amplitude or phase errors the algorithm needs to determine the closed loop system’s 
amplitude and phase so that suitable corrections can be made to the reference signal. This is 
done by an on-line estimated inverse model as shown in Figure 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3 - APC schematic 
 
The LMS Algorithm drives the error e(t) to zero by calculating weights ߱଴ and ߱ଵ. The 
error signal is the difference signal generated from a comparison of the sinusoidal 
component of the reference input signal and a phase and amplitude shifted signal derived 
from processing the feedback signal. The error is given by: 
 
݁(ݐ) =  ݎ(ݐ) − (߱଴ݕ(ݐ) + ߱ଵݕ(ݐ − ܶ))        (1) 
Or 
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݁(ݐ) =  ܴܹ[sin(߱ݐ + ߮௥) − ߱଴ܲݏ݅݊൫߱ݐ + ߮௥ + ߮௣൯ + ߱ଵܲܿ݋ݏ൫߱ݐ + ߮௥ + ߮௣൯]         (2) 
Given a perfect inverse model to remove the error: 
 
߱଴ = ଵ௉ cos ߮௣ ܽ݊݀߱ଵ =
ଵ
௉ sin ߮௣                (3) 
 
Applying equation 3 to the command signal gives: 
 
ܴ =  ଵ௉ ܽ݊݀߮௥ = −߮௣                                                    (4) 
 
Therefore the plant output becomes the same as the original command (the target signal in 
Figure 3). 
 
Simulation of the APC controller can be seen in section 5.1 of this paper. 
 
4 MODELLING IN-PLANE SERVO VALVE ANDACTUATOR 
4.1 The 4Stage Servo Valve Model 
The in-plane actuator is driven by two 4 stage servo valves1. Each one has a pilot two stage 
valve rated at 1 GPM (gallon per minute); this drives the 3rd stage 40 GPM spool which in 
turn drives the 4th stage 400 GPM spool. Figure 4 shows a front view of the in-plane servo 
valves. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4 - LF60 4 stage in-plane Valves arrangement: front view 
                                                          
1 The valve rating in Litres per minute (LPM) are as follows: pilot stage 3.79LPM, 3rd 
stage 151.42LPM, 4th stage 1514.17LPM. 
4th Stage 
 
3rd Stage 
 
1st and 2nd Stages 
4th Stage 
 
3rd Stage 
 
1st and 2nd Stages 
384 Fluid Power and Motion Control 2012
The in-plane system is driven from a command signal which initially starts in position 
control at zero displacement, ramps up to the required maximum sinusoidal amplitude 
which is held for the required time, ramped down and then held at nominally zero 
displacement in load control. The 4 stage valve construction can be seen in figure 5. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5 - Construction of one side of the LF60 4 stage valves 
 
The 4 stage servo valve works by the initial first stage torque motor controlling flow via a 
nozzle-flapper arrangement, the 2nd stage has a mechanically feedback spool linked to the 
first stage by the feedback spring. The 3rd stage spool, with electronic position feedback, 
acts as a flow amplifier to the 4th stage, which also has electronic closed-loop control of the 
spool position. 
 
Two-stage valve model[10] 
 
The spool dynamics are modelled as a delay and a second order transfer function: 
Mf 
Xf 
Xt 
Xs 
Q1 Q2 
Qs1 Qs2 
Qt1 Qt2 
4th stage: Side A 
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෨ܺ௦ = ௘
షೞವ
௏(௦)
෩ܷ               (5) 
Where, 
ܸ(ݏ) =  ቀ ௦ఠ೙ೞቁ
ଶ + 2ߜ௦ ቀ ௦ఠ೙௦ቁ + 1             (6) 
and where ෨ܺ௦and ෩ܷis the spool movement and valve drive signal respectively, both 
normalised to ±1. ߜ௦represents the valve damping and ߱௡௦ the natural frequency.  
 
Second stage valve orifice equations: 
For positive ෨ܺ௦: 
ܳ௦ଵ = ݇௩௦ ෨ܺ௦ඥ ௦ܲ − ଵܲ        (7) 
ܳ௦ଶ = ݇௩௦ ෨ܺ௦ඥ ௦ܲଶ − ௥ܲ    (8) 
 
For negative ෨ܺ௦: 
ܳ௦ଵ = ݇௩௦ ෨ܺ௦ඥ ଵܲ − ௦ܲ        (9) 
ܳ௦ଶ = ݇௩௦ ෨ܺ௦ඥ ௥ܲ − ଶܲ     (10) 
 
Third stage model2 
 
The third stage spool motion is described by: 
 
ܳ௦ଵ = ܣ௧ܺ̇௧ + ௉̇೟భ௞೟భ + ( ௧ܲଵ − ௧ܲଶ)ܿ௧                                       (11) 
ܳ௦ଶ = ܣ௧ܺ̇௧ + ௉̇೟మ௞೟మ + ( ௧ܲଵ − ௧ܲଶ)ܿ௧                                       (12) 
 
Where ܣ௧ is spool area,ܿ௧ is a leakage coefficient, and the fluid stiffness on each side of the 
spool is represented by: 
݇௧ଵ =  ஻௏೟భ  ܽ݊݀ ݇௧ଶ =  
஻
௏೟మ                                             (13) 
 
 
And where B is the bulk modulus and ௧ܸଵand ௧ܸଶ are fluid volumes which equal ݒ௧ଵand ݒ௧ଶ 
when the spool is at mid position: 
 
௧ܸଵ =  ݒ௧ଵ + ܣ௧ܺ௧  ܽ݊݀ ௧ܸଶ =  ݒ௧ଶ − ܣ௧ܺ௧                            (14) 
 
 
Spool force balance: 
( ௧ܲଵ − ௧ܲଶ)ܣ௧ = ܯ௧ܺ௧̈                                               (15) 
 
Normalisation of spool movement: 
෨ܺ௧ = ௑೟ௌ೟                                                           (16) 
 
Where ௧ܵ is half the stroke of the spool (i.e. the maximum value of ܺ௧). 
                                                          
2 Viscous friction has been ignored throughout the valve modelling stages 
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Third stage valve orifice equations: 
For positive ෨ܺ௧: 
ܳ௧ଵ = ݇௩௧ ෨ܺ௧ඥ ௦ܲ − ௧ܲଵ                            (17) 
ܳ௧ଶ = ݇௩௧ ෨ܺ௧ඥ ௧ܲଶ − ௥ܲ                              18) 
 
For negative ෨ܺ௧: 
ܳ௧ଵ = ݇௩௧ ෨ܺ௧ඥ ௧ܲଵ − ௥ܲ               (19) 
ܳ௧ଶ = ݇௩௧ ෨ܺ௧ඥ ௦ܲ − ௧ܲଶ                           (20) 
 
Where ݇௩௧ is the third stage valve flow constant. 
 
Fourth stage3 
 
Fourth stage spool motion: 
ܳ௧ଵ = ܣ௙ܺ̇௙ + ௉̇೑భ௞೑భ + ൫ ௙ܲଵ − ௙ܲଶ൯ ௙ܿ                                  (21) 
ܳ௧ଶ = ܣ௙ܺ̇௙ + ௉̇೑మ௞೑మ + ൫ ௙ܲଵ − ௙ܲଶ൯ ௙ܿ                                  (22) 
 
 
௙ܿis a leakage coefficient, and the fluid stiffness on each side of the spool is represented by: 
 
݇௙ଵ =  ஻௏೑భ  ܽ݊݀ ݇௙ଶ =  
஻
௏೑మ
                                        (23) 
 
௙ܸଵand ௙ܸଶ are fluid volumes: 
 
௙ܸଵ =  ݒ௙ଵ + ܣ௙ ௙ܺ  ܽ݊݀ ௙ܸଶ =  ݒ௙ଶ − ܣ௙ ௙ܺ                       (24) 
 
 
Spool force balance: 
൫ ௙ܲଵ − ௙ܲଶ൯ܣ௙ = ܯ௙ ௙̈ܺ                                       (25) 
 
Normalisation of spool movement: 
௙̈ܺ = ௑೑ௌ೑                                                     (26) 
 
Where ௙ܵ is half the stroke of the spool. 
 
Fourth stage valve orifice equations: 
ଵܳ = ݇௩௙ ෨ܺ௙ඥ ௔ܲ − ଵܲ   (27) 
ܳଶ = ݇௩௙ ෨ܺ௙ඥ ଶܲ − ௥ܲ                (28) 
 
                                                          
3 Viscous friction has been ignored throughout the valve modelling stages 
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෨ܺ௙is always positive and ௔ܲis the main system pressure, as the modelling assumes accurate 
accumulator sizing and therefore very small pressure drop during welding. The servo valve 
simulation and validation can be found in section 5.2. 
4.2 Actuator Model 
The dynamic characteristics of the hydraulic actuator are modelled in this section. 
 
The hydraulic actuator is a double ended equal area actuator.  The model includes fluid 
compressibility, internal cylinder leakage, cylinder cross-port bleed, and coulomb friction. 
The hydraulic actuator model does not include viscous friction. The actuator is modelled 
driving a mass M, with the welding load considered as an external force F. 
Piston force balance: 
( ଵܲ − ଶܲ)ܣ − ܨ = ܯܻ̈                      (29) 
 
Cylinder flow equations: 
 
ଵܳ = ܣܻ̇ + ௉భ̇௞భ + ( ଵܲ − ଶܲ)ܿ + ܿଵඥ ଵܲ − ଶܲ        (30) 
ܳଶ = ܣܻ̇ + ௉మ̇௞మ + ( ଵܲ − ଶܲ)ܿ + ܿଵඥ ଵܲ − ଶܲ        (31) 
Where the fluid stiffness on each side of the cylinder is represented by: 
݇ଵ = ஻௏భ ܽ݊݀, ݇ଶ =
஻
௏మ                                   (32&33) 
 
The validation of the servo valve and actuator can be seen in section 5.2. 
4.3 Load dynamics and resonator 
The load on the actuator is made up of the following loads: 
x Weld Load (an empirical model) 
x Resonator force (acts like a spring) 
x Inertial force 
x Friction 
 
Giving: 
ܨ஺஼்௎஺்ைோ ௅ை஺஽ = ܨௐா௅஽ + ܨோாௌைே஺்ைோ + ܨூோோ்ூ஺ + ܨிோூ஼்ூைே  
(34) 
 
Each of the loads are discussed in the following sections. 
4.3.1 Weld force Modelling 
An example of two test pieces, with the main welding forces outlined can be seen in figure 
6.Analytical and numerical models of the linear friction welding process studying the 
impact and contact dynamics have been investigated mainly by [11-14], describing the 
process, its variables, and validation of the models using software packages such as 
Forge2007. Analytic and numerical contact modelling of LFW aims to improve 
understanding of the physics and mechanics involved in objects which are moving and 
touching. Friction between the objects is the main factor involved in the process, and this 
can be described as static friction or dynamic friction [15]. Research from [16] showed that 
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the instantaneous friction coefficient measured varied approximately linearly with blade 
velocity within certain boundaries, producing the empirical relationship as seen in figure 7. 
The empirical relationship determines the force at the weld given the in-plane position, 
velocity, maximum amplitude, and the total forging force. 
 
ܨௐா௅஽ = ܨ௓݂(ܣ(ݐ), ݒ(ݐ))                                               (35) 
 
Where ܨௐா௅஽ is the force at the weld, ܨ௭ is the forge force, ܣ(ݐ) is the oscillation 
amplitude, and ݒ(ݐ) is the oscillation velocity. The empirical function ݂ can be found in 
[16]. 
 
 
 
 
 
 
 
 
 
Figure 6 - Oscillating Weld Pieces[17] 
 
 
 
 
 
 
 
 
 
Figure 7 - Empirical relationship for weld force [16] 
4.3.2 Resonator Model 
The resonator is made up of three pistons, the main resonator piston, and two smaller ones 
forming piston accumulators on each side of the resonator. A diagram can be seen in figure 
8. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8 - Simplified Resonator diagram[16] 
Qin Qout 
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The resonator enables the in-plane actuator load requirement to be reduced by acting as a 
hydraulic spring to assist the acceleration of the inner cage at the operating frequency. 
Assuming that the main piston of the resonator is rigidly fixed to the inner cage, the 
resulting flow into the hydraulic oil volume on the left side of the piston is given by: 
௜ܳ௡ =  − ௗ௫ௗ௧ ܣଵ + ݇( ଵܲ − ଶܲ)       (36) 
Where, k is a leakage coefficient accounting for the flow past the piston due to clearances. 
The flow out of this volume, determined by the movement of the left side resonator piston, 
where leakage is assumed zero (due to the need to keep the nitrogen and oil separate), is: 
ܳ௢௨௧ = − ௗ௬೛భௗ௧ ܣ௣ଶ                         (37) 
To account for the hydraulic oil stiffness, the pressure in the oil volume (P1) on the left side 
of the piston, is related to the net sum of flows by the following expression: 
ௗ௉భ
ௗ௧ =
஻
௏ ∑ܳ                      (38) 
Where B is the oil bulk modulus and V is the initial volume of oil. The motion of the 
nitrogen pistons is given by Newton’s second law as: 
݉ଶ ௗ௬భௗ௧మ = ܣଶ( ଷܲ − ଵܲ)               (39) 
And the compression of the nitrogen gas is assumed to be a polytropic process governed by 
the expression: 
ଷܲ = ଴ܲ ൬ ௏య௏యା ஺మ೤೛భ൰
௡
            (40) 
Where n is the polytropic index and V3 is the original volume of the nitrogen cylinder. 
Similar equations were developed for the right side of the resonator. The force applied to 
the in-plane system can then be found from the pressure differential across the resonator 
piston: 
ܨோாௌைே஺்ைோ = ܣଵ( ଵܲ − ଶܲ)             (41) 
 
This is a simplified model therefore is doesn’t include friction between either the main 
resonator piston or the smaller nitrogen pistons against their bores.  
4.3.3 Inertia and friction force 
The machine tooling connecting the inner cage to the in-plane actuator and resonator are 
assumed to be rigid and have been modelled as a mass along with that of the inner cage and 
the tooling suite. Therefore this added force is calculated from Newton’s second law: 
 
ܨூோோ்ூ஺ = ൫݉௖௔௚௘ +  ݉௧௢௢௟௜௡௚൯̈ݔ                     (42) 
 
Where, ݉௖௔௚௘  is the mass of the inner cage including the connecting rods, ݉௧௢௢௟௜௡௚is the 
mass of the tooling suite. 
The net friction force is approximated by. 
 
ܨிோூ஼்ூைே =   ܨ஼tanh (ݔ)̇              (43) 
 
Where FC is a friction constant. Validation of the in-plane dynamics can be found in section 
5.3. 
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5  VALIDATION OF IN-PLANE MODEL 
5.1 Validation of In-plane APC Controller Model 
Due to the dynamic nature of the system4 the APC gain and phase signals do not exactly 
match the machine’s signals, so APC validation will be done by using three simulations of 
actual welds to check how adjusting the gain and start-up cycle affects the ramp up 
response of the in-plane system as these are the most frequently adjusted parameters. The 
aim is to see similar changes occur in the modelled and actual in-plane position response. 
As the APC mainly affects the ramp up, the focus will be on this part of the weld cycle. 
 
Figure 9 shows a good APC machine response (upper) where the in-plane feedback signal 
closely matches the in-plane command signal. The simulated response (Figure 9: lower) 
shows an accurate modelled response of the real system. Figure 10 show a poor ramp up 
response, where the initial APC gain is too high therefore the feedback of the in-plane 
position greatly overshoots the command signal. The model response is similar. Figure 11 
shows an OK in-plane system response with a modified start-up delay enabling the APC to 
start sooner.These three examples show that changes to the modelled APC give similar 
effects to those seen in the actual data.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9 - Measured (upper), and simulated (lower): ‘good’ ramp up responses 
                                                          
4 The axis of the welds have been normalised due to Roll-Royce PLC confidentiality. For an appreciation of the 
machines dynamics to understand the complexity of the modelling approach, the typical weld length is a few 
seconds and generally has over 100 cycles. 
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Figure 10 - Measured (upper), and simulated (lower): Initial APC gain too high  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 11–Measured (upper), and simulated (lower): APC initialised earlier  
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5.2 Validation of in-plane Servovalve and Actuator Models 
An overview of the validation of the in-plane and APC models can be seen in this section; 
only the main signals will be reviewed, the full validation analysis can be found in [18]. 
The model fit is quantified using the Normalised Root Mean Square Error (NRMSE) 
between the actual and modelled output signals: 
 
ܴܰܯܵܧ =
ඨ∑ (ೣభ,೔షೣమ,೔)మ೙೔సభ ೙
ඨ∑ (ೣభ,೔)మ೙೔సభ೙
                                                   (44) 
A sample interval of 1ms is used throughout.  
 
Figure 12 shows the in-plane position NRMSE values across 17 data sets. The worst of 
these is data set 11, and the fit for this data set can be seen in figure 13 and 14.  The slightly 
higher NRMSE values are due to small ramp up, and steady state errors.  The model 
performs very well, with an average NRMSE of 7%. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 12 - Normalised RMSE for the Modelled Vs. Actual in-plane position. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 13–Modelled Vs. Actual Inplane displacement for data set 11 
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Figure 14–Modelled Vs. Actual Inplane displacement for data set 11 zoomed in 
 
5.3 Validation of in-plane Dynamics 
Figure 15 shows the in-plane–weld force, estimated from cylinder pressures, corrected for 
inertia force and estimated friction. The worst fit data set is the 14th, time series data can be 
seen in figure 16 and 17. The simulation does not exhibit the spikes seen in the real signal, 
but the lower frequency characteristics are modelled well. 
 
 
 
 
 
 
 
 
 
 
 
Figure 15 - Normalised RMSE for the Inplane Force 
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Figure 16–Modelled Vs. Actual Inplane Force for data set 14 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 17–Modelled Vs. Actual Inplane Force for data set 14 zoomed in 
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6 CONCLUSION 
 
A model of the LF60s in-plane controller, servo valve, actuator and weld characteristic has 
been developed in this paper. Simulink® has been used as the numerical simulation 
package. Validation of the developed models showed accurate results in the majority of 
cases, owing to good parameter estimation and modelling of the system. Therefore fault 
diagnosis methods will be placed on some of the more accurately represented signals. 
The modelled APC behaviour showed the same trends as those seen on the actual machine.  
In-plane servo valve and actuator simulations show <10% position NRMSE, with all 
modelled signals having an accurate phase relationship with the actual signals. 
Noise-like spikes were seen on the actual weld force signal which was not captured in 
simulation, therefore these results were not as accurate. 
 
 
Given the good signal reproducibility over the validation data set, future work will 
investigate the models’ sensitivity to faults, so that it can be used for fault diagnosis. Once 
complete and given a positive outcome the model will be used alongside the machine to 
enable the models predicative capabilities to be used in detecting and diagnosing faults. 
 
NOMENCLATURE 
 
ଵܳ =  ܨ݈݋ݓ ݋ݑݐ ݋݂ ݌݋ݎݐ 1 ݅݊ݐ݋ ܿݕ݈݅݊݀݁ݎ ݉ଷ/ݏ 
ܳଶ = ܨ݈݋ݓ ݅݊ݐ݋ ݌݋ݎݐ 2 ݂ݎ݋݉ ܿݕ݈݅݊݀݁ݎ ݉ଷ/ݏ 
ܺ =  ܵ݌݋݋݈ ݉݋ݒ݁݉݁݊ݐ ݉݉ 
ܷ =  ܸ݈ܽݒ݁ ݀ݎ݅ݒ݁ ݒ 
݇௩  =  ܥ݋݊ݏݐܽ݊ݐ ݂݋ݎ ܽ ݃݅ݒ݁݊ ݒ݈ܽݒ݁ ܽ݊݀ ܽ ݃݅ݒ݁݊ ݂݈ݑ݅݀ ܩܲܽ 
ܺ =  ܰ݋ݎ݈݉ܽ݅ݏ݁݀ ݏ݌݋݋݈ ݌݋ݏ݅ݐ݅݋݊ 
ଵܲ  =  ܲݎ݁ݏݏݑݎ݁ ܽݐ ݌݋ݎݐ 1 ܰ/݉ଶ 
ଶܲ =  ܲݎ݁ݏݏݑݎ݁ ܽݐ ݌݋ݎݐ 2 ܰ/݉ଶ 
௦ܲ =  ܵݑ݌݌݈ݕ ݌ݎ݁ݏݏݑݎ݁ ܰ/݉ଶ 
௔ܲ =  ܯܽ݅݊ ݏݕݏݐ݁݉ ݌ݎ݁ݏݏݑݎ݁ ܰ/݉ଶ 
௥ܲ =  ܴ݁ݐݑݎ݊ ݌ݎ݁ݏݏݑݎ݁ ܰ/݉ଶ 
ܳோ = ܯܽ݊ݑ݂ܽܿݐݑݎ݁ݎ′ݏ ݎܽݐ݁݀ ݂݈݋ݓ ݉ଷ/ݏ 
ܳ஻ =  ܤ݋݀ݕ ݂݈݋ݓ ݉ଷ/ݏ 
ܣ = ܲ݅ݏݐ݋݊ ܣݎ݁ܽ ܿ݉ଶ 
ܭଵ, ܭଶ = ݂݈ݑ݅݀ ݏݐ݂݂݅݊݁ݏݏ ܩܲܽ 
୲ܸଵ, ୲ܸଶ = ݂݈ݑ݅݀  ݒ݋݈ݑ݉݁  ݉ଷ 
ܯ = ܯܽݏݏ ݇݃ 
F = ܨ݋ݎܿ݁ ܰ 
ܿ௟ =  ܥݎ݋ݏݏ ݌݅ݏݐ݋݊ ݈݁ܽ݇ܽ݃݁ ܿ݋݂݂݁݅ܿ݅݁݊ݐ ݉ହ/Nݏ 
ܿ௕ =  ܥݎ݋ݏݏ ݌݋ݎݐ ܾ݈݁݁݀ ܿ݋݂݂݁݅ܿ݅݁݊ݐ ݉ହ/Nݏ 
ܿ௧ =  ݈݁ܽ݇ܽ݃݁ ܿ݋݂݂݁݅ܿ݅݁݊ݐ ݉ହ/Nݏ 
ܤ = ܤݑ݈݇ ܯ݋݀ݑ݈ݑݏ ܩܰ/݉ଶ 
௡ܹ௦ =  ܰܽݐݑݎ݈ܽ ݂ݎ݁ݍݑ݁݊ܿݕ ݎܽ݀/ݏ 
n = ܲ݋݈ݕݐݎ݋݌݅ܿ ݅݊݀݁ݔ 
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ABSTRACT 
Electro-hydraulic actuators have been widely applied in industry for position or pressure 
control. However, conventional linear control is still satisfying for many applications, due 
to hydraulic system nonlinearities, linear approaches are not able to satisfy high 
performance related to new control requirements as precision, energy efficiency and 
bandwidth. The test bench, on which this work is based on, consists in a hydraulic actuator 
equipped with 2 servovalves. This architecture allows high performance to be achieved and 
multiple-objective control to be developed. This paper presents two control strategies 
(denoted P-Y and Y-λ based on the backstepping approach, which enable the tracking of 
two trajectories simultaneously: piston position and chamber pressures. Firstly, the 
synthesis of the P-Y and P-O control laws is introduced. Then the proposed controls are 
validated experimentally. Results show better performances than conventional control 
techniques.  
Keywords: Backstepping, Multivariable control, Electro-hydraulic system, High 
performance.  
1. INTRODUCTION 
For some operating ranges, position control of electro-hydraulic actuators is widely used 
without any problem. However, the accurate position tracking on a large frequency domain 
can be a difficult target to achieve with only a linear control strategy. This is due to the 
nonlinearities of this system, such as friction force, servovalve dynamic and flow rate 
characteristics [1]. Some previous research works [2, 3] have used high-order linear models 
for control system design by reformulating the problem with its nonlinear state equations. 
Nevertheless, this kind of linear model is valid only on the neighbourhood of an operating 
point and not suitable for certain applications where high performance and large frequency 
response ranges are required.  
To ensure the system has an asymptotical global stability on a whole operating domain, 
nonlinear robust control design has been extensively studied during the last decade [4, 5, 6, 
7, 8]. Among the applied methods, backstepping is one of the most interesting techniques. 
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This approach gives a powerful design methodology for stabilizing controls for nonlinear 
systems. It provides a recursive control design, which begins with the simplest known-
stable subsystem to build a series of virtual feedback controllers to stabilize progressively 
each subsystem till reaches to the ultimate external control [9, 10]. While dealing with the 
stability of the subsystems, the backstepping approach constructs systematically a number 
of Lyapunov functions to guarantee their asymptotical stability. Because of its robustness 
and ease of implantation, the backstepping-based design has been successfully applied for 
accurate position tracking or regulation purpose in many domains, including hydraulics 
[11], pneumatics [4], electrics [12], and robotics [13, 14].  
In this paper, we focus on the implementation of a multivariable nonlinear control, which is 
based on backstepping theory. The electro-hydraulic system under study is equipped with 
two servovalves and has therefore two control inputs. This enables multivariable control 
[15, 16] laws to be developed. Then the control could aimed at tracking two trajectories 
simultaneously: the first one is naturally the position and the second one can be defined 
according to other requirements on the system performance such as actuator stiffness, 
energy, bandwidth, etc.. We propose here two types of control laws based on the 
backstepping method. For the first one, called P-Y control, the tracking trajectories are the 
piston displacement and the pressure in one chamber of the cylinder. For the second one, 
called Y-λ control, the tracking trajectories are the piston displacement and a dynamic 
weight on the pressure in each cylinder chamber. This last control law enables the accuracy 
of the piston position tracking to be improved. In both case, the backstepping based control 
design guarantee the asymptotical stability of the system except in some singular points.  
Following this introduction, the second section gives an overview on the modeling of the 
studied electro-hydraulic system. The P-Y and Y-λ control design are presented in the third 
section. Experimental validation and results are given in section four before concluding on 
the control performance and possible uses of such approaches. 
          
Figure 1   The electro-hydraulic test bench  
2. MODELLING OF ELECTRO-HYDRAULIC SYSTEM 
As shown in Figure 1, the developed electro-hydraulic test rig has two high bandwidth 
servovalves (MOOG D765) used as a 3-ways component for driving each actuator chamber. 
They are both implanted on an intermediate block equipped with accumulators and solenoid 
 Fluid Power and Motion Control 2012 399
valves, which enable several modes by connecting the servovalve's ports to the actuator 
installed vertically. 
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Figure 2   Overview of the electro-hydraulic system  
Figure 2 shows an overview of the electro-hydraulic system. The actuator used here is 
symmetrical with two rods. The piston stroke can reach up to 300 mm with an active 
section area of 945 mm2 and a movable load of 5.9 Kg. A LVDT transducer enables the 
measurement of the piston displacement. The bandwidth of the actuator is about 250 Hz 
with the piston at mid-stroke. The servovalves (MOOG D765) have a high response time of 
2 ms and a nominal flow rate of 19 L/min. While considering the dynamic model for the 
control design, the dynamic of the servovalves is neglect due to its high response time. The 
servovalve model adopted accordingly, consists only in a static characteristic with respect 
to the supply pressure PS, tank pressure PT, actuator chamber pressure P1 or P2, and input 
command u1 or u2. While handling the control of this system, the focus is given on the 
dynamic of the actuator.  
The compressibility of the fluid gives the pressure dynamic in each actuator chamber 
according to the piston velocity and the flow provided by each servovalve (߶ଵ and ߶ଶ), 
internal and external leakages being here neglected. The Newton's law gives the dynamics 
of the moving load. Dry friction Ffs (2), as well as the viscous friction term and gravity, are 
taken into account. The dynamic model of the actuator is then as follows: 
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  (1) 
where ߶௜ ൌ
ொ೙
௨೙
ή ට
ȁ௉ೄି௉೔ȁ
ο௉೙
ή ௦௜௚௡ሺ௨೔ሻାଵ
ଶ
൅ ொ೙
௨೙
ή ට
ȁ௉೔ି௉೅ȁ
ο௉೙
ή ௦௜௚௡ሺ௨೔ሻିଵ
ଶ
ǡ ݅ ൌ ͳǡ ʹ.  
 ܨ௙௦ሺݒሻ ൌ ൫ܨ௦ௗ௬௡ ൅ ൫ܨ௦ௗ௬௡ െ ܨ஼൯݁ି஼ȁ௩ȁ൯ሺݒሻ 
3. CONTROL DESIGN 
The system two inputs enable a multiple-objective control to be implemented. Namely, we 
can develop a control strategy to track different trajectories corresponding to different 
requirements. The following control designs mainly focus on tracking the piston position 
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and chamber pressures. These control strategies, based on the backstepping method, follow 
the general control scheme given in figure 3.  
Desired
trajectory
Backstepping-
based controller Servovalves Actuator
Position sensor
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Pressure sensors
y
v a P1 P2y P2
v
y
e1
e2
e3e4
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Figure 3   General control scheme based on backstepping technique 
As shown on Figure 3, to apply the backstepping technique, several state variables have to 
be determined. Here position and chamber pressures are obtained from sensors, but for cost 
reasons, high-order sliding modes differentiators [17, 18] have been implemented to obtain 
velocity and acceleration from the position measurement.  
3.1 Y-λ control strategy 
Firstly, a backstepping-based method is adopted to synthesize the Y-λ control. It can be 
decomposed in 3 steps: 
Step 1: The position tracking error ݁ଵ is defined by (3) as the difference between the 
measured (ݕ) and the desired (ݕௗ) piston position.  
 ݁ଵ ൌ ݕ െ ݕௗ 
 ֜ ሶ݁ଵ ൌ ݕሶ െ ݕሶ ௗ ൌ ݒ െ ݒௗ  
The piston velocity is considered as a virtual command for the above subsystem and a first 
Lyapunov function is chosen as follows:  
 ଵܸሺ݁ଵሻ ൌ
ଵ
ଶ
݁ଵଶ 
To ensure stability, its derivative (6) has to be negative. A first feedback function ݒ ൌ
ߙ଴ሺ݁ଵǡ ݒௗሻ is therefore defined by (7) with ܿଵ a positive constant, which is satisfying the 
asymptotical stability condition from݁ଵ ൌ Ͳ. 
 ሶܸଵሺ݁ଵሻ ൌ ݁ଵ ሶ݁ଵ 
 ݒ ൌ ߙ଴ሺ݁ଵǡ ݒௗሻ ൌ ݒௗ െ ܿଵ݁ଵ 
 ֜ ሶܸଵ ൌ െܿଵ݁ଵଶ ൑ Ͳ 
Step 2: A new error variable ݁ଶ between the measured value v and the defined function 
ߙ଴ሺ݁ଵǡ ݒௗሻ is now defined (9), however v is not exactly an real control but a system state.  
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 ݁ଶ ൌ ݒ െ ߙ଴ሺ݁ଵǡ ݒௗሻ ൌ ݒ െ ݒௗ ൅ ܿଵ݁ଵ ൌ ሶ݁ଵ ൅ ܿଵ݁ଵ 
 ֜ ൜ ሶ݁ଵ ൌ ݁ଶ െ ܿଵ݁ଵሶ݁ଶ ൌ ܽ െ ߙሶ଴ሺ݁ଵǡ ݒௗሻ
 
A new Lyapunov function is defined for this new subsystem as: 
 ଶܸሺ݁ଵǡ ݁ଶሻ ൌ ଵܸሺ݁ଵሻ ൅
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
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
To verify the stability condition, ሶܸଶሺ݁ଵǡ ݁ଶሻ has to be negative and the pressure difference 
߂ܲ ൌ ଵܲ െ ଶܲ  is chosen as a new virtual control defined by (13). This ensures the 
subsystem asymptotical stability from݁ଵ ൌ ݁ଶ ൌ Ͳ with ܿଶ a positive constant (14). 
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 
 ֜ ሶܸଶሺ݁ଵǡ ݁ଵሻ ൌ െܿଵ݁ଵଶ െ ܿଶ݁ଶଶ ൑ Ͳ 
Step 3: The two estimated pressures values in the cylinder chambers are given by (15) 
where ߣ is the dynamic weight of the chamber pressures and ଴ܲ is a reference pressure.  
 ൜ ଵܲ
ൌ ߙଶሺ݁ଵǡ ݁ଶǡ ݒௗǡ ܽௗሻ ൌ ଴ܲ ൅ ߣ ڄ ߙଵሺ݁ଵǡ ݁ଶǡ ݒௗǡ ܽௗሻ
ଶܲ ൌ ߙଷሺ݁ଵǡ ݁ଶǡ ݒௗǡ ܽௗሻ ൌ ଴ܲ ൅ ሺߣ െ ͳሻ ڄ ߙଵሺ݁ଵǡ ݁ଶǡ ݒௗǡ ܽௗሻ
 
As ଵܲ and ଶܲ are not real commands, the differences between the measured pressures and 
estimated ones exist and are given by equation (16). This leads to a formulation, which 
differs from the conventional backstepping technique.  
 ൜
݁ଷ ൌ ଵܲ െ ߙଶሺ݁ଵǡ ݁ଶǡ ݒௗǡ ܽௗሻ ൌ ଵܲ െ ଴ܲ െ ߣ ڄ ߙଵሺ݁ଵǡ ݁ଶǡ ݒௗǡ ܽௗሻ
݁ସ ൌ ଶܲ െ ߙଷሺ݁ଵǡ ݁ଶǡ ݒௗǡ ܽௗሻ ൌ ଶܲ െ ଴ܲ െ ሺߣ െ ͳሻ ڄ ߙଵሺ݁ଵǡ ݁ଶǡ ݒௗǡ ܽௗሻ
 
Then the new system coordinates are given by (17):  
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A final Lyapunov function is defined as follows: 
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In order to guarantee the stability of the system, a series of command combinations which 
solve the following system of equations (20) are required.  
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According the above commands, the whole system has an asymptotical stability from݁ଵ ൌ
݁ଶ ൌ ݁ଷ ൌ ݁ସ ൌ Ͳ with ܿଷ and ܿସ two positive constants. 
 ሶܸଷሺ݁ଵǡ ݁ଶǡ ݁ଷሻ ൌ െܿଵ݁ଵଶ െ ܿଶ݁ଶଶ െ ܿଷ݁ଷଶ െ ܿସ݁ସଶ ൑ Ͳ 
In the case of Y-λ control, the two pressures ଵܲ and ଶܲ can be controlled according to the 
reference pressure ଴ܲ and the dynamic weight ߣ.  
3.2 P-Y control strategy 
For the P-Y control strategy, a diffeomorphism is firstly applied to the initial system 
coordinates (1). With these new coordinatesሺݕǡ ݒǡ ܽǡ ܲͳሻ, the system equations are now: 
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
The backstepping method is now applied to the above system to synthesize the P-Y control. 
Step 1: We consider a pressure control in chamber ଵܸ  using an error ݁ସ  between the 
measured and the desired pressure ଵܲ.  
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 ݁ସ ൌ ଵܲ െ ଵܲௗ 
 ֜ ሶ݁ସ ൌ ሶܲଵ െ ሶܲଵௗ 
The Lyapunov function selected for this subsystem is written as: 
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In order to make sure that ସܸሺ݁ସሻ ൑ Ͳ, we define the control ݑଵ by (28). This leads to have 
ሶܸସሺ݁ସሻ ൌ െܿସ݁ସଶ ൑ Ͳ, i.e., the subsystem is asymptotically stable from ݁ସ ൌ Ͳ with ܿସ  a 
positive constant.  
While working on the position control for this new model (23), the same steps as previously 
(for the P-ߣ  control) are done. 
Step 2: Using the position tracking error ݁ଵ defined by (29), the control law is given by 
(31). With the Lyapunov function (32), it ensures the subsystem asymptotical stability from 
݁ଵ ൌ Ͳ with ܿଵ ൐ Ͳ. 
 ݁ଵ ൌ ݕ െ ݕௗ 
 ֜ ሶ݁ଵ ൌ ݒ െ ݒௗ  
 ݒ ൌ ߙ଴ሺ݁ଵǡ ݒௗሻ ൌ ݒௗ െ ܿଵ݁ଵ 
  ଵܸሺ݁ଵሻ ൌ ଵଶ ݁ଵଶ 
 ֜ ሶܸଵሺ݁ଵሻ ൌ െܿଵ݁ଵଶ ൑ Ͳ 
Step 3: Using the error ݁ଶ  (34) between the measured velocity and ߙ଴ሺ݁ଵǡ ݒௗሻ and the 
Lyapunov function defined by (36), the control law (38) is applied for stabilizing the 
subsystem (35) for ܿଶ ൐ Ͳ. 
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
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 ܽ ൌ ߙଵሺ݁ଵǡ ݁ଶǡ ݒௗǡ ܽௗሻ ൌ ܽௗ ൅ ሺܿଵଶ െ ͳሻ݁ଵ െ ሺܿଵ ൅ ܿଶሻ݁ଶ 
 ֜ ሶܸଶሺ݁ଵǡ ݁ଶሻ ൌ െܿଵ݁ଵଶ െ ܿଶ݁ଶଶ ൑ Ͳ 
Step 4: Considering finally the whole system (23), we introduce a new error ݁ଷ between the 
measured acceleration and ߙଵሺ݁ଵǡ ݁ଶǡ ݒௗǡ ܽௗሻ.  
 ݁ଷ ൌ ܽ െ ߙଵሺ݁ଵǡ ݁ଶǡ ݒௗǡ ܽௗሻ ൌ ܽ െ ܽௗ െ ሺܿଵଶ െ ͳሻ݁ଵ ൅ ሺܿଵ ൅ ܿଶሻ݁ଶ 
The error variables lead to the following formulation:  

ە
۔
ۓ
ሶ݁ଵ ൌ ݁ଶ െ ܿଵ݁ଵ
ሶ݁ଶ ൌ ݁ଷ െ ܿଶ݁ଶ െ ݁ଵ
ሶ݁ଷ ൌ ሶܽ െ ߙሶଵሺ݁ଵǡ ݁ଶǡ ݒௗǡ ܽௗሻ
ሶ݁ସ ൌ ሶܲଵ െ ሶܲଵௗ
 
where ߙሶଵሺ݁ଵǡ ݁ଶǡ ݒௗǡ ܽௗሻ ൌ ሶܽௗ െ ሺܿଵଷ െ ʹܿଵെܿଶሻ݁ଵ ൅ ሺܿଵଶ ൅ ܿଵܿଶ ൅ ܿଶଶ െ ͳሻ݁ଶ െ ሺܿଵ ൅ ܿଶሻ݁ଷ . 
The Lypunov function selected for the whole system is then as follows: 
 ଷܸሺ݁ଵǡ ݁ଶǡ ݁ଷሻ ൌ ଶܸሺ݁ଵǡ ݁ଶሻ ൅ ଵଶ ݁ଷଶ ൅ ସܸሺ݁ସሻ ൌ
ଵ
ଶ
݁ଵଶ ൅
ଵ
ଶ
݁ଶଶ ൅
ଵ
ଶ
݁ଷଶ ൅
ଵ
ଶ
݁ସଶ 
 ֜ ሶܸଷሺ݁ଵǡ ݁ଶǡ ݁ଷሻ ൌ ݁ଵ ሶ݁ଵ ൅ ݁ଶ ሶ݁ଶ ൅ ݁ଷ ሶ݁ଷ ൅ ݁ସ ሶ݁ସ
ൌ െܿଵ݁ଵଶ െ ܿଶ݁ଶଶ െ ܿସ݁ସଶ ൅ ݁ଷ൫݁ଶ ൅ ሶܽ െ ߙሶଵሺ݁ଵǡ ݁ଶǡ ݒௗǡ ܽௗሻ൯
 
The command ݑଶ is then defined as:  
 ݑଶ ൌ െ ெ஺ڄ௚మ ቀെ݂ െ
஺ڄ௚భ
ெ
ڄ ݑଵ ൅ ሶܽௗ ൅ ܭଵ݁ଵ ൅ ܭଶ݁ଶ ൅ ܭଷ݁ଷቁ 
where ቐ
ܭଵ ൌ ʹܿଵ ൅ ܿଶ െ ܿଵଷ
ܭଶ ൌ ܿଵଶ ൅ ܿଵܿଶ ൅ ܿଶଶ െ ʹ
ܭଷ ൌ െሺܿଵ ൅ ܿଶ ൅ ܿଷሻ
  with  ܿଷ ൐ Ͳ 
and  ൞
݂ ൌ െ ܾܯ ڄ ܽ െ
߲ܨ݂ݏሺݒሻ
߲ݒ ڄ
ܽ
ܯ െ
ܣʹߚ
ܯ ቀ
ͳ
ܸͳሺݕሻ
൅ ͳܸʹሺݕሻቁ ڄ ݒ
݃ଶ ൌ
ఉ
௏మሺ௬ሻ
ή ߶ଶሺήሻ
 .  
According to the control law defined by equations (28) and (44), the whole system 
asymptotical stability is verified from݁ଵ ൌ ݁ଶ ൌ ݁ଷ ൌ ݁ସ ൌ Ͳ. 
4. EXPERIMENTAL VALIDATION AND RESULTS  
The proposed control strategies have been implemented on the hydraulic test bench 
(figure 1). The position is given by a LVDT sensor installed on the actuator rod. The sensor 
linearity is less than 0.1% and its sensibility is 4mV/V/mm. The pressures in actuator 
 Fluid Power and Motion Control 2012 405
chambers are measured from pressure sensors with a precision of f0.1%. All these signals 
are collected on an analog conditioning unit, and then digitalized at a sampling rate of 1 
KHz with 16 bits precision on dSPACE acquisition board (DS1104). Velocity and 
acceleration are calculated from online 2nd-order adaptive differentiators [17, 18]. 
The presented experimental results focus on the validation of the proposed control 
strategies and on the analysis of the observed tracking performance. The desired trajectory 
which is applied here, is a step signal defined by a 7th-order polynomial function that 
enables a smooth velocity, acceleration, and jerk trajectory, namely, the 1st, 2nd, and 3th 
derivative of position respectively.  
Firstly, we apply low gain values to the both backstepping-based controls:  
a) Y-λ control: ܿଵ ൌ ͸ͲͲǡ ܿଶ ൌ ͷͲͲǡ ܿଷ ൌ ͷͲͲǡ ܿସ ൌ ͷͲͲǡ ߣ ൌ ͲǤͷǡ ଴ܲ ൌ ͺͲܾܽݎ;  
b) P-Y control: ܿଵ ൌ ͸ͲͲǡ ܿଶ ൌ ͷͲͲǡ ܿଷ ൌ ͷͲͲǡ ܿସ ൌ ͷͲͲǡ ଵܲௗ ൌ ͺͲܾܽݎ.  
 
Figure 4 Experimental results with low gain values 
Position tracking Position error 
Control input u1 Control input u2 
Pressure evolution P1 Pressure evolution P2 
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Figure 5 Experimental results with high gain values; comparison with proportional 
control  
The experimental results (Figure 4) show that there is a bit of overshoot and the position 
exceeds the desired trajectory final value. The mean position error in steady state condition 
is respectively about 64μm for Y-λ and 37μm for P-Y control, while the maximum position 
error in the transient part of the trajectory is nearly 0.968mm for Y-λ and 0.868mm for P-Y 
Position tracking Position tracking (zoom in) 
Position error  
Pressure evolution P1 
Control input u1  Control input u2  
Pressure evolution P2 
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control. Besides, we can notice that the commands are smooth, which leads to a good 
energy efficiency. Similarly, the pressure varies smoothly without any sharp impulsion.  
Low gain values do not enable best performance to be achieved. Let us use higher gain 
values now: 
a) Y-λ control: ܿଵ ൌ ͹ͲͲǡ ܿଶ ൌ ͸ͲͲǡ ܿଷ ൌ ͹ͲͲǡ ܿସ ൌ ͹ͲͲǡ ߣ ൌ ͲǤͷǡ ଴ܲ ൌ ͺͲܾܽݎ;  
b) P-Y control: ܿଵ ൌ ͹ͲͲǡ ܿଶ ൌ ͸ͲͲǡ ܿଷ ൌ ͸ͲͲǡ ܿସ ൌ ͹ͲͲǡ ଵܲௗ ൌ ͺͲܾܽݎ.  
As is shown in the Figure 5, the tracking performance has significantly been improved. 
Increasing the gains limits the position overshoot and reduces the tracking errors. The mean 
steady state error is now about 6μm for the Y-λ and 25μm for P-Y control. The maximum 
position error in the transient part is less than 350μm for the Y-λ and 415μm for P-Y 
control. Compared with the previous results (Figure 4), it can be observed that the position 
error decreases more rapidly for Y-λ control than that for P-Y control as the gains increase. 
It implies that the Y-λ control is more sensitive to the gain values. Besides, we note that as 
the gain values increase, the SNR (Signal-to-Noise Ratio) of the commands decreases 
slightly.  
For comparison, a proportional control has also been implemented with the highest possible 
gain value until no significant performance improvement is observed. Compared with the 
results obtained using a conventional linear controller, the backstepping based controls 
achieve better tracking performances with a higher response speed (Figure 5). Beside, the 
conventional linear control focuses only on one control objective, namely the position 
control, and do not enable any other requirement to be fulfilled such as pressures value.  
A comparative summary is given in the Table 1. Clearly, the Y-λ control shows better 
performances than the other methods, not only in steady state condition but also in transient 
phases. However, both proposed backstepping-based controls show good performances.  
Table 1: Position errors in backstepping-based controls and proportional control 
Control strategy Steady state Transient phase Mean (μm) STD1 (μm) Max. (μm) STD1 (μm) 
Y-λ control 6 36 350 158 
P-Y control 25 42 415 191 
Prop. control -4 41 894 321 
1. STD: Standard deviation 
Instead of using a constant pressure set value as shown previously, the pressure can also be 
defined as a trajectory which can corresponds to the application requirements. Figure 6 
shows the experimental results obtained when the desired pressure is a sinusoidal function 
at 0.5Hz and 10 bar amplitude with an offset of 80 bar.  
Along with the evolution of the reference pressure P0, the pressures P1 and P2 follow the 
desired profiles. However, the position step can clearly be seen around 1s on the P-Y 
control. The dynamic weight λ of the Y-λ control algorithm can precisely adjust the 
pressure distribution in two chambers and attenuates the pressure changes when the 
position step occurs.  
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Figure 6   Pressure trajectory: 1) Y-λ control: ࣅ ൌ ૙Ǥ ૞ǡ ࡼ૙ ൌ ૡ૙ ൅ ૚૙ܛܑܖሺ࢚࣊ሻ;  
2) P-Y control ۾૚܌ ൌ ૡ૙ ൅ ૚૙ܛܑܖሺ࢚࣊ሻ. 
Finally, let us remark that when λ equals to 1, the trajectory of pressure in chamber P2 is 
directly P0, while it is the pressure trajectory P1 which is equal to P0 when λ equals to 0. In 
this last case (λ = 0), the Y-λ Control is equivalent to the P-Y control.  
5. CONCLUSIONS 
The electro-hydraulic system presents nonlinearities, which make difficult to implement 
controls with high accuracy by conventional linear method. This paper proposes two 
nonlinear control strategies based on backstepping. These two strategies can achieve 
multiple-objective controls on a specific test bench on which the hydraulic actuator is 
equipped with 2 servovalves. The proposed controls are validated experimentally and have 
shown good steady state and dynamic performances with a very short response time. 
Besides, according to those controls, the pressures can easily be modulated according to the 
application requirements (dynamic stiffness, efficiency etc.). Compared to conventional 
linear control, the proposed controls are more suitable for position tracking tasks. The Y-λ 
control algorithm shows better performances than the P-Y control, the weight λ allowing a 
better tracking of pressures.  
Further prospects should now study and analyse more precisely the control parameters. 
Experiments have to be carried out with different values for λ in order to evaluate the 
influence of this parameter. Finally time depending values for λ instead of constant ones 
have to be defined according to control design requirements and experimentally tested.  
NOMENCLATURE 
y Piston position [m] 
v Actuator velocity [m/s] 
a Actuator acceleration [m/s2] 
yd Desired position [m] 
vd Desired velocity [m/s] 
ad Desired acceleration [m/ s2] 
଴  Reference pressure [Pa] 
ଵ  Pressure in chamber 1 [Pa] 
ଶ  Pressure in chamber 2 [Pa] 
ଵୢ Desired pressure of P1 [Pa] 
୘  Tank pressure [Pa] 
ୗ  Supply pressure [Pa] 
ο୬  Rated valve pressure drop [Pa] 
Pressure evolution P1 Pressure evolution P2 
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u1,2 Control inputs [V] 
un Rated control input [V] 
Qn Rated flow [m3/s] 
A Piston active area [m3] 
b Viscous coefficient [N/(m/s)] 
β Bulk modulus [Pa] 
M Mass of the moving part [Kg] 
g Gravity [m/s2] 
V1 Volume in chamber 1 [m3] 
V2 Volume in chamber 2 [m3] 
Fext External force [N] 
Ffs sec friction [N] 
Fsdyn Dynamic sec friction [N] 
FC Coulomb friction [N] 
C Friction index  
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ABSTRACT 
This research is in an attempt to make a comparison between two typical thrust hydraulic 
control systems applied in shield machine. The shield manufacture corporations mostly 
equip their shields with this two thrust control systems. Firstly, the mathematical model of 
two thrust systems is built up based on the flow laws and dynamic theoretics. Then the 
characteristics in pressure and speed regulation of two thrust hydraulic systems are revealed 
by a simulation in AMESIM environment. Finally, experiments are conducted on the shield 
test rig. Within the pressure and speed regulating progress, the results verify the simulation 
well. It is shown that both two control systems are capable to reach the control demand, 
while the thrust hydraulic system adopting proportional flow control valve shows a more 
excellent performance in the field of tunneling.  
 
Keywords: shield  thrust systems, electro-hydraulic control, pressure and speed regulation  
1  INTRODUCTION 
With rapid development of big cities and the sustaining expansion of transport systems 
and the existing infrastructure, demands of underground space exploration and utilization 
have been reasonably growing. In order to satisfy the updating demands, it is significantly 
necessary to develop the safe, inexpensive and highly efficient technology for tunneling [1]. 
More and more tunnels are employed to accommodate transportation systems, electricity 
and communication constructions nowadays. 
Shield tunneling machine (shield for short) is a modern construction machine dominating 
the tunneling field [2]. At present, the shield tunneling machine becomes to be the most 
promising and competitive equipment, for which gains superiority on quick and safe 
construction, high automation and environmental friendliness.  
The shield thrust system plays an important role in the shield. By means of its large 
force, the thrust system is commonly driven by a hydraulic system. It accomplishes the task 
of driving shield ahead while tunneling, and rectifies the attitude of shield, which ensures 
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the shield to march along the expected path consequently, at the same time. Face 
stabilization appears to be another kernel technique while tunneling [3]. The thrust 
hydraulic cylinders push shield forward, meanwhile, the cutter head at the front of shield 
revolves and cuts the earth. As a result of that, the earth chamber will be full of pressurized 
earth, which sustains the excavating face during the whole excavation process [4]. To 
maintain the face stability, the earth pressure in the chamber has to be kept in a reasonable 
region [5]. Otherwise, the ground will heave while the earth pressure is too high or settle 
while it’s too low. The thrusting force and velocity that depend on the pressure and flow 
control of the hydraulic system, which determine the earth pressure, play a vital role in 
shield tunneling. Fig. 1 shows the most important parts of the shield machine. 
This paper presents two typical electro-thrust hydraulic control systems most widely 
used in the shield machine. The two thrust control systems comprise a cartridge valve and a 
pressure relief proportional valve. The mainly difference between them is the valve selected 
for the pressure and flow control. One chooses a flow control proportional valve to achieve 
the goal. The other makes it to be a pressure reducing proportional valve. By the diverse 
valves of the pressure and flow control, the response to the sudden load and the capability 
of speed accommodation of the thrust systems are destined to be quite unlike.  
In this project, experiments are conducted with an earth pressure balance (EPB) 
simulation test rig consisting of shield machine, earth box filled with pressurized earth of 
different characteristics for test, and PLC control system.  
Screw conveyor
Segment erector
Thrust cylinders Cutter headWorking chamber Circumferential distributed cylinders
 
Figure 1: Structure of the shield machine 
2  THRUST HYDRAULIC CONTROL SYSTEM 
During tunneling process, the regulation of pressure and speed is a key part with high 
difficulty on account of complexity of soil environment. Achieving smooth and stepless 
regulation becomes an ideal target [6]. Two typical electro-hydraulic control systems are 
adopted in the tunneling field. Major shield manufacture corporations such as Herrenknecht, 
select proportional flow control valves and pressure relief valves into their products, while 
NFM, Kawasaki, Kamatsu and other manufacturer equip their shields with proportional 
pressure reducing valves in thrust systems. The thrust system falls into six identical groups 
for the sake of reducing the complexity and the cost of the control system. Each group 
follows the same control principle, which is illustrated in Fig. 2. 
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As shown in Fig. 2, for each group, the thrust system can switch the control modes freely 
by directional valve 2. Before the thrust progress, the cylinder piston rod must move 
forwards quickly to reach the goal position. That’s what the cartridge valve 6 set for.  While 
the right position of valve 1 is actuated, the oil goes through valve 6 to the cylinder with a 
large flow rate, which cuts down on the time of the whole tunneling circle. When valve 1 is 
on left, with valve 2 working at right position, thrust mode 1 with flow control valve takes 
the thrust task in hand. The oil flows through valve 3, whose flow rate can be regulated by 
adjusting the electric current through the coils of valve 3. Besides, the pressure relief valve 
maintains the system pressure at a constant level. When thrust is applied, the cylinder 
piston rod moves forward, the pressure and displacement of which are measured by 
pressure sensor 11 and displacement sensor 10 real-timely. With the control closed-loop, 
the pressure and speed of the system can be obtained with anticipated efficiency. To attain 
the control performance of another mode, valve 2 shifts to the left position. The pressure 
reducing valve comes to work to meet the pressure and speed requirements. Similar to 
mode 1, adjusting the electric current through the coils of valve 5 can reach the goal. To 
move the cylinder backwards, the pressure line and tank line are exchanged by switching 
the three position four way directional control valve (not shown here) connected the 
hydraulic source and the thrust systems. 
I
P
Pressure pipeline
Tank pipeline
Other cartridge valves
Other cylinders1
2
3
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3q
Lq
4q
6
7
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1011
 
Figure 2: Schematic diagram of the thrust hydraulic system 
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3  SYSTEM MODELING 
3.1  Mathematical model 
Within the system modeling process, we just give attention to the major elements, such 
as flow control valve, pressure relief valve, pressure reducing valve, cylinders, and so on. 
We may goes to the thrust mode 1 with proportional flow control valve first. 
In the tunneling process, the output flow of the proportional flow control valve, which is 
just the oil flow through the orifice of the throttle valve inside valve 3, can be revealed as 
2 2 2 2( )q p Lq K y K P P                                                                                                      (1) 
where 2qK  denotes the valve flow gain, y  the spool displacement, 2pK  the valve flow-
pressure coefficient, 2P  the output pressure of the fixed difference pressure reducing valve, 
LP  the load pressure. By Newton's laws of motion, we can find the dynamics equation of 
the spool as 
2
1 1 1 12M
d y dyF m D K y
dtdt
                                                                                                   (2) 
where 1MF  is the output force of the solenoid of valve 3, 1m the mass of the spool, 1D  the 
coefficient of viscous friction, 1K  the stiffness of spring. The current characteristic 
equation of the proportional solenoid coil can be written as 
( ) v
di dyu t L iR K
dt dt
  
     
                                                                                                 (3) 
where u  denotes the output voltage of the solenoid coil, L  the inductance, i  the current, 
R  the resistances of coils and amplifier, vK  the coefficient of velocity back electromotive 
force induced by armature displacement. Moreover, taken the current–force characteristics 
of the proportional solenoid being approximately linear into account, the output 
electromagnetic force can be derived as
 M FF K i                                                                                                                             (4) 
where MF  is the electromagnetic force, FK  the current force gain. Given that the outlet 
pressure is zero, for the outline of the pressure relieve valve connected to the oil tank 
directly, then the oil flow through the valve 4 can be shown as 
3
2( )D Lq A y pD U                                                                                                             (5) 
where 3q  is the flow rate, DD  the flow rate coefficient, ( )A y  the effective flow area. ( )A y  
of the valve can be derived as 
1( ) sin ( sin 2 )
2
A y y d yS E E                                                                                            (6) 
where y  denotes the spool displacement, E  the half cone angle of the cone valve, d  the 
diameter of the orifice.  
Substituting Eq. (6) into Eq. (5), there will be: 
3
21sin ( sin 2 )
2
L
D
pq d y yD S E E U                                                                                 (7) 
The dynamics equation of the spool can be revealed as 
 Fluid Power and Motion Control 2012 415
2
0 2 3 0 2 22( )L M f
d y dyp A F F K y y m D
dtdt
                                                                      (8) 
where 0A  is the effect acting area of the poppet, 2MF  the output force of the solenoid of 
valve 4, fF  the steady-state fluid dynamic force, 3K  the total stiffness of the spring, 0y  the 
pre-compressed displacement of the spring, 2m  the mass of the moving body, 2D  the 
coefficient of viscous friction. The flow equation of the cylinder is conducted as 
2 3
L
L tc L
dpdx Vq q q A C p
dt E dt
                                                                                       (9) 
where Lq  is the cylinder flow (load flow), A  the effective working area, x  the 
displacement of cylinder, tcC  the coefficient of leakage, V  the total actuating volume, E  
the effective bulk modulus. The dynamics equation of the cylinder is carried out as 
2
L L v
d x dxAp F M B Kx
dt dt
                                                                                            (10) 
where LF  is the load force, M  the total mass of the moving parts, vB  the viscous damping 
coefficient, K  the stiffness of the load. 
To the pressure reducing valve control mode, the pressure reducing valve make the outlet 
pressure be nearly stable, which can be regulated to accommodate different soil layers 
when tunneling. 
The oil flow through the valve 5 can be shown as 
4 4 4 4q c Lq K y K P                                                                                                              (11) 
where 4q  is the flow rate, 4qK  the valve flow gain, 4y  the spool displacement, 4cK  the 
valve flow-pressure coefficient. The dynamics equation of the spool is 
2
4 4 4 4 4 4 4 4( ) ( ) ( ) ( ) ( )c c m sA p s K y s A p s m s B s K y s                                                       (12) 
where 4A  is the area of the spool connected the control pipeline, 4mA  the area of the spool 
linked to the load, while cp  and 4p  are the pressure corresponding to the area respectively. 
cK  denotes the stiffness of the spring, 4m  the mass of the moving body, 4B  the viscous 
damping coefficient, 4sK  the equivalent stiffness for steady-state fluid dynamic force of the 
spool.  
3.2 Control design 
In the practical tunneling process, the interaction between the shield and complex soil 
layer determines the successful grade of the tunneling project, which makes it a significant 
work to cope with different soil ahead the shield [7]. The thrust system should attain the 
control parameters of the thrust speed on one hand, and do the pressure regulation to 
maintain the face stability on the other hand. To achieve a preferable performance in the 
pressure and speed control system, which comprises controllers, amplifiers, valves, 
cylinders and sensors, there’s no doubt to adopt the pressure and flow compound control 
technique [8]. In this paper, to clearly distinguish two different thrust control systems, we 
just observe the pressure and speed control characteristics under two different control 
systems respectively. 
Pressure regulation is under the control of proportional pressure valve (a pressure relief 
valve or pressure reducing valve). The signal of the working pressure of cylinders in each 
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group detected by pressure sensors is delivered back to the control units, which constitutes 
the closed-loop control system, as shown in Fig. 3. PID controller is most adopted here to 
guarantee the control quality, while an open-loop control system directly adjusted by the 
proportional valves is also acceptable when the precision of the thrust pressure control 
system is not so strict. 
Amplifier Pressure relief valve/Pressure reducing valve
Cylinder Load
Pressure sensor
Controller
Input
pressure  
Figure 3: Block diagram of the thrust pressure control system 
Similar to the thrust pressure control, the speed control is carried out by proportional 
flow control valve or pressure reducing valve. The displacement of cylinders is detected by 
displacement sensors, whose signal will be fed back to the control units after that. And then 
the displacement signal will be differentiated to velocity signal to accomplish the closed-
loop control, as illustrated in Fig. 4. As like the pressure control, general PID controllers 
are widely used. However, setting the proportional valve straightly can yet be regarded as 
one correct solution in a precision reducing circumstance. 
Amplifier Flow control valve/Pressure reducing valve
Cylinder Load
Velocity sensor
Controller
Input
velocity
Displacement/velocity conversion
 
Figure 4: Block diagram of the thrust speed control system 
4  SIMULATION 
The simulation is carried out in AMESim environment, as shown in Fig. 5. The models 
of the proportional flow control valve, pressure relief valve and pressure reducing valve are 
conducted with the tool of HCD in the software. The components not so closely related to 
the simulation performance, such as directional valves and cartridge valves, are omitted in 
the simulation. According to soil mechanics, the load of the thrust system is composed of 
three parts: passive earth pressure, friction force and active pressure [9]. The parameters in 
this simulation are set in accordance with the thrust system of a )3m shield. The models of 
thrust control mode 1 with flow control valve and mode 2 with pressure reducing valve are 
illustrated in Figs. 5a and Fig. 5b respectively. 
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Proportional pressure relief valve
Proportional flow control valve
 
(a)  
Proportional pressure reducing valve
 
(b) 
Figure 5: Simulation model in AMESim 
In the simulation, the performance of pressure and speed regulation under two different 
control models is clearly represented, which enlightens us to compare the two models in 
multi-aspects explicitly. Fig. 6 shows the simulation results of pressure regulation for the 
thrust system under two different control models. The working pressure varies from 
6.5MPa to 9.5MPa. Thrust velocity changes at the regulating moment by load disturbance. 
As the curves reveal, there is no obvious diversity within the pressure responding process 
but back to a stable state after vibrating by the great inertia of load (Fig. 6a). The 
fluctuation of velocity under the control of pressure relief valve is smaller by comparisons 
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(Fig. 6b), for the working flow rate of pressure relief valve needed to adapt to the pressure 
regulation is very small thanks to the flow control valve. To the pressure reducing valve 
control system, the open of the spool moves when accommodating thrust pressure, which 
disturbs the flow through the pressure reducing valve. That is to say, it affects the thrust 
velocity accordingly. 
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Figure 6: Simulation results of pressure regulation of thrust system 
As to the speed control, the results are illustrated in Fig. 7, while the thrust velocity 
ranges from 35mm/min to 63mm/min. At the moment of speed regulating, working 
pressure is disturbed and fluctuates. It is explicit from Fig. 7 that because of the huge mass 
of the load, there both exists velocity vibration under two control systems. System under 
flow control valve appears smoother to the velocity inflection after further comparison. The 
flow control valve is composed of throttle valve and pressure reducing valve. The 
differential pressure between the input and output port of the valve nearly stays constant in 
spite of the open rate of the spool change. Under the control of pressure reducing valve, the 
opening ratio and differential pressure of the pressure reducing valve are shifted 
simultaneously. Both two control systems are capable to reach the control demand. The 
system adopted pressure reducing valve lies a bigger vibration nevertheless. 
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Figure 7: Simulation results of speed regulation of thrust system 
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5  EXPERIMENTAL RESULTS 
The experiments are carried out under the pressure control mode to thrust forward firstly, 
switching from proportional pressure relief valve to pressure reducing valve. Then the 
velocity control mode switches from proportional flow control valve to pressure reducing 
valve. Results are shown in Fig. 8 and Fig. 9. The uncertainty of the viscous feature of the 
soil brings out oscillation in the whole test process. The regulation is performed around 
300s with a steady thrust circumstance. 
According to the experiments, we can conclude as follows: 
1) Within the pressure regulating progress, the pressure compensation of the proportional 
flow control valve makes it simple to stabilize the thrust velocity. Correspondingly to the 
proportional pressure reducing valve, the flow rate is influenced by the pressure, which 
means the velocity will be disturbed significantly in a short time while pressure regulates. 
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Figure 8: Experimental results of pressure regulation of thrust system 
2) Under the speed control mode, proportional pressure relief valve is set at the 
maximum safe pressure, and the flow control valve dominates the thrust speed. The results 
show a close control quality by both control systems. They can fulfill the thrust demand. 
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Figure 9: Experimental results of speed regulation of thrust system 
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6  CONCLUSION 
This paper represents the similarities and differences between two different kinds of 
hydraulic thrust control system for a shield. The closed-loop control scheme of both control 
systems proved to be an effective technique to achieve a desired thrust performance. As a 
whole, the thrust control of proportional flow control valve appears to be   better at a 
smaller vibration of pressure and speed regulation by comparisons. The control 
configuration of the combination of flow control valve and pressure relief valve brings two 
preferences in the control dimension, which makes the control more flexible and reduces 
disturbance during the pressure and speed regulation. In the meantime, complexity becomes 
its disadvantage. These conclusions will definitely provide some positive guidelines to 
select the proper hydraulic thrust system to attain the control characteristics. 
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ABSTRACT 
An electrohydrostatic actuator (EHA) is an emerging type of actuator typically used in the 
aerospace industry. EHAs are self-contained units comprised of their own pump, hydraulic 
circuit, and actuating cylinder. The main components of an EHA include a variable speed 
motor, an external gear pump, an accumulator, inner circuitry check valves, and a cylinder 
(or actuator). This article presents the system modelling of an EHA built for 
experimentation. The system has been built to study a variety of different faults (friction, 
leakage, and bulk modulus); and models were obtained mathematically, and through system 
identification. Furthermore, using these system models, this article studies the results of 
estimating the bulk modulus by implementing the extended Kalman filter (EKF) algorithm. 
1 BRIEF INTRODUCTION 
Hydraulic actuation techniques have been developed and well-studied for decades [1,2,3]. 
Despite its high power-to-weight ratio, the demand of conventional hydraulics has fallen 
due to its limitations of control precision, energy efficiency, leakage, and noise [4,5,6]. A 
new pump controlled, hydraulic actuating technique referred to as an electrohydrostatic 
actuator (EHA) has been developed since 1990 [4,6]. Compared to conventional valve 
controlled hydraulic systems; advantages of the EHA system include more precise 
controllability and higher energy efficiency [7]. A model library that is able to describe the 
EHA dynamics is required for fault detection and control purposes. In this paper, models are 
obtained by implementing two modeling techniques: mathematical modelling and system 
identification. Mathematical models were generated based on a system model in which the 
parameters have physical meanings. An advantage of this modelling method is that it helps 
users understand the dynamic effect of each physical parameter in the system. By 
performing system identification modelling, an empirical black box model is extracted 
statistically [8]. It does not require full knowledge of the target system; however, the 
resulting system transfer function has no physical meaning [9]. 
 Fluid Power and Motion Control 2012 Edited by Dr D N Johnston and Professor A R Plummer
© With The Centre for Power Transmission  and Motion Control
424 Fluid Power and Motion Control 2012
In this paper, an EHA built for experimentation is studied. Models are generated based on 
mathematical equations and system identification. Section 2 describes the EHA in more 
detail, followed by a section on the classification of working and fault conditions. Section 4 
provides EHA modelling based on system identification. Mathematical models of the EHA 
are created in Section 5. These models are validated in Section 6. The EHA bulk modulus is 
estimated using the extended Kalman filter (EKF), and the results are shown in Section 7. 
The main findings of the paper are then summarized in the conclusion. 
2  ELECTROHYDROSTATIC ACTUATOR 
An EHA is an emerging type of actuator typically used in the aerospace industry. EHAs are 
self-contained units comprised of their own pump, hydraulic circuit, and actuating cylinder 
[10]. The main components of an EHA include a variable speed motor, an external gear 
pump, an accumulator, inner circuitry check valves, a cylinder (or actuator), and a bi-
directional pressure relief mechanism. The schematic of the EHA circuitry is shown in the 
Figure 1, as presented in [11]. The EHA can be divided into two subsystems. The first is the 
inner circuit that includes the accumulator and its surrounding check valves. The second is 
the high pressure outer circuit which performs the actuation. The inner circuit prevents 
cavitation which occurs when the inlet pressure reaches near vacuum pressures and provides 
make-up fluid for any dynamic leakage [10]. 
 
Figure 1. EHA circuit diagram 
In Axis A, a bi-directional gear pump driven by a servo motor forces fluid to flow from one 
chamber of the cylinder to the other. The pressure difference generated between chambers 
starts the actuator movement which is captured by the linear encoder. Besides the position, 
the pressure difference between chambers is also be measured by the absolute pressure 
transducer. An inner circuit consists of three check valves, and an accumulator collects the 
leakage from the gear pump case strain and prevents cavitation of the system by maintaining 
the system pressure above 40 ܲݏ݅. A differential pressure relief valve was installed to 
prevent the system pressure from exceeding 500 ܲݏ݅, and a bypass valve was set up as a 
pump fail safe [12]. 
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The EHA experimental setup is shown in the Figure 2. The cylinder on the right 
(foreground) is referred to as Axis A and the cylinder connected to it on the left 
(foreground) is referred to Axis B. An optical linear encoder attached to Axis A is used to 
obtain position measurements (which are differentiated to obtain velocity measurements). 
The gear pump and electric motor are located in the rear (middle) of the table. The electric 
motor drives the gear pump, which moves the hydraulic fluid throughout the circuit. A 
voltage input controls the direction and speed of the pump which affects the velocity of the 
cylinders (or actuators). This setup is a closed hydrostatic circuit [13]. More details on the 
design and setup of the EHA may be found in [14,11,12,13]. The computer and electrical 
cabinet are located off-camera to the right of the setup. The software used to communicate 
with the EHA setup is MATLAB’s Real-Time Windows Target environment. 
 
Figure 2. EHA experimental setup 
3  CLASSIFICATION OF WORKING AND FAULT CONDITIONS 
In this section, the working and fault conditions of the EHA are classified. Two faults 
(friction and internal leakage) are simulated by connecting chambers of cylinders through 
throttle valves. The throttle valve selected is the SP08-25 2-way proportional valve from 
Hydraforce. The SP08-25 valve has its open area controlled by the input voltage. With a 
maximum 10 ܸ input, the valve is fully closed. In contrast, the valve has the largest flow 
rate (2.57 × 10ିଷ  ݉ଷ ݏ⁄ ) with a minimum 0 ܸ input. When the Axis A motor drives the 
actuator to move, the fluid in the Axis B cylinder flows from one chamber to the other 
through the Axis B throttle valve freely if the valve is set as fully open. In this scenario, a 
negligible load is generated in Axis B and the system is considered as working normally. As 
the input converges to 10 ܸ, the throttle valve is partially closed and starts to block the flow. 
The additional load increases in Axis B and resists the driving axis until the throttle valve is 
fully closed which leads the system to stall. This additional load is considered as the 
simulated friction in the EHA system. 
426 Fluid Power and Motion Control 2012
A throttle valve connects chambers of the Axis A cylinder in order to simulate internal cross 
port leakage. When the throttle valve is fully closed, a negligible amount of flow is able to 
move from one chamber to the other, and the system is considered as working normally. 
However, when fluid flows cross those chambers while the throttle valve is partially open, 
one has the internal cross port leakage case. The amount of internal leakage and friction 
force can be modified and controlled by the throttle valves in Axis A and Axis B, 
respectively. 
Since the EHA system has different dynamic performances with different levels of faults 
involved, the EHA system working conditions are classified into nine categories: normal, 
minor leakage, major leakage, minor friction, major friction, and four combined faults 
conditions; such as minor leakage plus minor friction, major leakage plus minor friction and 
so forth. The increase of leakage flow causes less flow rate on the main circuit and results in 
a decrease of actuator velocity. Therefore, the actuator velocity is used to define the level of 
leakage fault. The system is run under different levels of leakage by keeping the Axis B 
throttle valve fully open, as shown in the Figure 3. The x-axis refers to the throttle valve 
designed flow rate which corresponds to the throttle valve control input, while the y-axis 
refers to the actuator velocity. The minor and major leakage conditions are defined as when 
the system has nearly 75% and 50% of its normal performance, respectively. Based on 
Figure 3, the minor leakage fault condition is chosen with a throttle valve input of 2.1 ܸ. 
The major leakage fault condition is chosen with a throttle valve input of 1.9 ܸ. 
 
Figure 3. Methodology for defining the leakage levels 
The decrease of Axis B throttle valve open area causes higher viscosity friction in the flow 
line and generates a higher pressure difference between the chambers in both cylinder A and 
B. In order to involve the overall friction force, the pressure difference in cylinder A is used 
to define the friction fault level. 
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Figure 4. Methodology for defining the friction levels 
As demonstrated in the Figure 4, the Axis A cylinder differential pressure increases from 
58 ܲݏ݅ (399.91 ݇ܲܽ) as the Axis B throttle valve control input increases until it is saturated 
at the pressure relief valve activated pressure of 500 ܲݏ݅ (3,447.5 ݇ܲܽ). Similar to the 
definition of the leakage fault level, the minor and major friction fault condition are defined 
as 200% and 300% of the differential pressure at normal case. All of the working 
conditions that are studied in this paper and their corresponding throttle vale inputs are 
summarized in the following table. 
Table 1. Summary of Working Conditions and Inputs 
Working Condition Axis A Input (ࢂ) Axis B Input (ࢂ) 
Normal Operation 10 0 
Minor Leakage 2 0 
Major Leakage 1.75 0 
Minor Friction 10 2.3 
Major Friction 10 2.5 
Minor Leakage and Minor Friction 2 2.3 
Major Leakage and Minor Friction 1.75 2.3 
Minor Leakage and Major Friction 2 2.5 
Major Leakage and Major Friction 1.75 2.5 
4  EHA MODELLING BY SYSTEM IDENTIFICATION 
A complete system identification process involves three main stages. In the first tests stage, 
the target system is tested to obtain prior knowledge including the system delay, steady state 
gain, break frequency, system piece-wise linearity, and system order. In the second stage, 
data collection, the most crucial element is the test signal designed based on the prior 
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knowledge. A well-designed test signal would help to collect data in the system linear 
region with proper frequency range. After signal processing, the noisy collected data is 
filtered and ready to be used in the third stage, model fitting and validation. In the model 
fitting stage, four model structures are fitted and validated to obtain the most accurate 
model. The root mean square error (RMSE) is calculated to validate the accuracy of the 
models. A similar system identification process has been completed with the EHA system 
by Kevin McCullough in [12]. A third order model was obtained for the system working 
normally. In this paper, the system identification process is repeated and extended to obtain 
a model library for the EHA system working under the various conditions defined in  
Table 1. The results in the latest first tests generally agree with the findings in [12], except 
for the system piece-wise linearity and order of the model. 
 
Figure 5. Frequency response curves (amplitude and phase) 
The above figure demonstrates the updated test result of the system piece-wise linearity 
about various input means for systems working under the normal scenario. The coloured 
curves are smoothed empirical transfer function estimate (ETFE) curves of the system 
working with motor voltage input means from 0 ܸ to 8 ܸ. Both of the curves result from the 
actuator velocity over the motor voltage. These curves generally share the same shape which 
indicates that the system performs linearly with changing input mean. The test is repeated 
again for systems operated with various input amplitudes and the results are plotted in Fig. 
6. The results indicate that the system has different dynamic performances with low input 
amplitudes (below 1 ܸ) and high amplitudes. Realizing that the dead zone of the system is 
larger than 1 ܸ under the major leakage condition, the system is operated with amplitude 
higher than 1 ܸ in the later tests. 
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Figure 6. Frequency response curves (amplitude and phase) 
The EHA system was found in [12] to be a third order system with an actuator velocity as an 
output. In this paper, the latest single value decomposition experiment results demonstrate 
that the system is a second order system with minor higher order dynamics, as shown in Fig. 
7. Based on the prior knowledge obtained, a test input signal for data collection is designed 
as a 5 ܪݖ pseudo random binary signal (PRBS) with zero mean and amplitude 4 ܸ. The 
experimental output is filtered by a zero phase filter with 12th-order  
30 ܪݖ Butterworth low pass filter. Black box models are estimated with an output error 
model structure based on collected data for each working condition, as defined in Table 1. 
The system identification models are listed in the Appendix, and the performances of these 
models are validated in the model validation section. 
 
Figure 7. Single value decomposition experiment results 
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5  EHA MATHEMATICAL MODELLING 
In the previous section, linear models were obtained by implementing system identification 
techniques. However, these models are not able to capture the nonlinear system dynamics 
accurately. For comparison purposes, traditional mathematical modelling processes are 
implemented in this section. A mathematical model was developed and demonstrated for the 
EHA system in [4]. The mathematical model was then simplified further in [13]. The EHA 
pump flow is modeled as follows [13]: 
 ܳ௔ = ܦ௣߱௉ − ߦ( ௔ܲ − ௕ܲ) − ௔ܸߚ
݀ ௔ܲ
݀ݐ − ܥ௘௣( ௔ܲ − ௥ܲ) (5.1) 
 ܳ௕ = ܦ௣߱௉ − ߦ( ௔ܲ − ௕ܲ) + ௕ܸߚ
݀ ௕ܲ
݀ݐ + ܥ௘௣( ௔ܲ − ௥ܲ) (5.2) 
In the equations above, Qୟ, Qୠ, Pୟ, Pୠ, Vୟ, Vୠ are: the pump flow rate, pressure and section 
volume associated with the inlet and outlet, respectively. ω୔ is the motor angular velocity. ξ 
is the pump cross-port leakage coefficient and Cୣ୮ is the pump external leakage coefficient. 
β stands for the effective bulk modulus of the working fluid while P୰ is the accumulator 
pressure. Vୟ,  Vୠ are assumed to be identical because the symmetrical design of the gear 
pumped in this study. The actuator flow is modeled by [13]: 
 ଵܳ = ܣ̇ݔ +
ܣ(ݔ଴ + ݔ)
ߚ
݀ ଵܲ
݀ݐ + ܮ௜௡( ଵܲ − ଶܲ) + ܮ௢௨௧( ଵܲ) (5.3) 
 ܳଶ = ܣ̇ݔ −
ܣ(ݔ଴ − ݔ)
ߚ
݀ ଶܲ
݀ݐ + ܮ௜௡( ଵܲ − ଶܲ) − ܮ௢௨௧( ଶܲ) (5.4) 
where Qଵ, Qଶ, Pଵ, Pଶ are the actuator flow rate and pressure associated with the inlet and 
outlet, respectively. A is the effective piston area and x stands for the actuator displacement. 
L୧୬ and L୭୳୲ are the internal and external leakage coefficient. Since a steal pipeline is 
implemented in the prototype, the pressure loss and leakage due to the pipeline is assumed 
to be negligible. Therefore: 
ܳ௔ + ܳ௕ = ଵܳ + ܳଶ; ଵܲ = ௔ܲ, ଶܲ = ଶܲ 
Since the actuator is symmetrical, ୢ୔భୢ୲ = −
ୢ୔మ
ୢ୲ . V଴is the total mean volume given by 
V଴ = Vୟ + Ax଴. By substituting and simplifying, the flow rate model of the EHA is obtained 
as follows: 
 ܦ௣߱௣ = ܣ̇ݔ + ଴ܸߚ ൬
݀ ଵܲ
݀ݐ −
݀ ଶܲ
݀ݐ ൰ + ൬ܮ௜௡ +
ܮ௢௨௧
2 +  ߦ +
ܥ௘௣
2 ൰ ∗ ( ଵܲ − ଶܲ) (5.5) 
Using a lump sum leakage coefficient L୲ = L୪୧୬ + ୐౥౫౪ଶ + ξ +
େ౛౦
ଶ , the model can be further 
simplified as follows: 
 ܦ௣߱௣ = ܣ̇ݔ + ଴ܸߚ ൬
݀ ଵܲ
݀ݐ −
݀ ଶܲ
݀ݐ ൰ + ܮ௧( ଵܲ − ଶܲ) (5.6) 
 Fluid Power and Motion Control 2012 431
According to the model, the ideal pump flow D୮ω୮ contributes to the actuator motion Aẋ, 
fluid volume change ୚బଶஒ ቀ
ୢ୔భ
ୢ୲ −
ୢ୔మ
ୢ୲ ቁ, and leakage L୲(Pଵ − Pଶ). At steady state one has 
ୢ୔భ
ୢ୲ =
ୢ୔భ
ୢ୲ = 0, and the model can be transformed as follows: 
 ܮ௧ =
ܦ௣߱௣ − ܣ̇ݔ
ଵܲ − ଶܲ  (5.7) 
According to the design of the EHA in [12], the values of the EHA parameters are listed in 
the following table. 
Table 2. EHA parameters and their values 
EHA Parameter Description Value 
ܦ௣ Gear pump volumetric displacement 5.57 × 10ି଻ ݉ଷ/ݏ 
ܣ Piston surface area 1.52 × 10ିଷ ݉ଶ 
଴ܸ Nominal volume of each EHA chamber 1.08 × 10ିଷ ݉ଷ 
In order to determine the leakage coefficient L୲, the EHA system is run with a constant 
velocity under different levels of differential pressure. The differential pressure is modified 
by changing the Axis B throttle valve input. Both the differential pressure and the actuator 
velocity are measured at steady state. The system leakage flow rate can be calculated by 
using (5.7). The experimental results regarding previously defined leakage conditions are 
plotted in Fig. 8. 
 
Figure 8. Various leakage flow rates based on condition 
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The leakage flow rate has a linear relationship with differential pressure which agrees with 
the mathematical model. However, a significant bias caused by the static friction of the 
system is also shown (with zero differential pressure). In order to calibrate the bias, the 
system model is modified as follows: 
 ܦ௣߱௣ = ܣ̇ݔ + ଴ܸߚ ൬
݀ ଵܲ
݀ݐ −
݀ ଶܲ
݀ݐ ൰ + ܮ௧( ଵܲ − ଶܲ) + ݏ݅݃݊(߱௣)ܳ௕  (5.8) 
With L୲ and Qୠ calculated as per the following table. 
Table 3. Leakage coefficients and flow rates 
Condition Leakage Coefficient Flow Rate 
Normal 4.784 × 10ିଵଶ ܲܽ ݉ଷ/ݏ  2.413 × 10ି଺ ݉ଷ/ݏ 
Minor Leakage 2.523 × 10ିଵଵ ܲܽ ݉ଷ/ݏ  1.382 × 10ିହ ݉ଷ/ݏ 
Major Leakage 6.006 × 10ିଵଵ ܲܽ ݉ଷ/ݏ  1.465 × 10ିହ ݉ଷ/ݏ 
In this paper, the EHA is not connected to any external load. The displacement of the 
actuator is related with the output force by the following equation: 
 ܨ = ( ଵܲ − ଶܲ)ܣ = ܯ̈ݔ + ܨ௙ (5.9) 
where M is the actuating mass which equals to 7.376 ݇݃ according to [12] and F୤ is the 
actuator friction which can be described by a second order quadratic function related to the 
actuating velocity, as defined in [13]: 
 ܨ௙ =  ܽଶ̇ݔ + (ܽଵ̇ݔଶ + ܽଷ)ݏ݅݃݊(̇ݔ) (5.10) 
At steady state, the acceleration of the actuator becomes zero and the force model can be 
modified as follows: 
 ( ଵܲ − ଶܲ)ܣ = ܽଶ̇ݔ + (ܽଵ̇ݔଶ + ܽଷ)ݏ݅݃݊(̇ݔ)  (5.11) 
To determine the friction coefficients aଵ, aଶ, aଷ, experiments were performed with various 
randomly step inputs from 0.5 V to 3.5 V. Steady state velocity and differential pressures 
were measured and plotted regarding three previously defined friction conditions, as shown 
in Fig. 9. By best fitting the parabola curves into the data points, three friction models are 
extracted and are listed in the following table. 
Table 4. Leakage coefficients and flow rates 
Condition ࢇ૚ ࢇ૛ ࢇ૜ 
Normal 6.589 × 10ସ 2.144 × 10ଷ 436 
Minor Friction 1.162 × 10଺ −7.440 × 10ଷ 500 
Major Friction 4.462 × 10଺ 1.863 × 10ସ 551 
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Figure 9. Various friction rates based on condition 
Rearrange the force equation as follows: 
 ଵܲ − ଶܲ =
ܯ
ܣ ̈ݔ +
ܽଶ
ܣ ̇ݔ +
ܽଵ̇ݔଶ + ܽଷ
ܣ ݏ݅݃݊(̇ݔ) (5.12) 
By assuming sign(ẋ) as a constant then (5.12) becomes: 
 ݀ ଵܲ݀ݐ −
݀ ଶܲ
݀ݐ =
ܯ
ܣ ⃛ݔ +
ܽଶ
ܣ ̈ݔ +
2ܽଵ̇ݔ̈ݔ
ܣ ݏ݅݃݊(̇ݔ) (5.13) 
Substitution and rearranging yields the following: 
 
ܦ௣߱௣ − ܳ௕ =
ܯ ଴ܸ
ܣߚ ⃛ݔ +
ܽଶ ଴ܸ + ܯߚܮ௧
ܣߚ ̈ݔ +
ܣଶ + ܽଶܮ௧
ܣ ̇ݔ
+ 2ܽଵ ଴ܸ̇ݔ̈ݔ + ߚܮ௧(ܽଵ̇ݔ
ଶ + ܽଷ)
ܣߚ ݏ݅݃݊(̇ݔ) 
(5.14) 
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6  MODEL VALIDATION 
The validation test input consists of nine sequential steps. The absolute amplitude of each 
step is a random number between 2.5 ܸ to 4 ܸ. Since the stroke of the actuator is limited, 
the actuating direction is switched after each step. The corresponding motor angular velocity 
is plotted as follows. The RMSE for each model is calculated based on the velocity 
measurement. 
 
Figure 10. System input used for model validation 
The following table lists the RMSE values for the models obtained mathematically and 
through system identification, as applied to the above signal under various conditions. 
Table 5. Model validation 
Model / Condition RMSE (System ID) RMSE (Mathematical) 
Normal 0.0023 0.0015 
Minor Friction 0.0023 0.0018 
Major Friction 0.0035 0.0014 
Minor Leakage 0.0027 0.0011 
Major Leakage 0.0044 0.0013 
Min. L & Min. F 0.0018 0.0013 
Min. L & Maj. F 0.0012 0.0011 
Maj. L & Min. F 0.0032 0.0007 
Maj. L & Maj. F 0.0029 0.0011 
As demonstrated in the above table, the models obtained mathematically yielded the best fit 
to the measurements. This is expected since the models from the system ID are linear, 
whereas the mathematical models better capture the nonlinearities present in the system. 
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7  BULK MODULUS ESTIMATION 
Hydraulic fluid is incompressible when it is considered as ideal (i.e., no air bubbles present). 
With the presence of air, the fluid become compressible and causes slower response of the 
system and losses of energy. The parameter effective bulk modulus β is a measure of the 
fluid resistance to compression. It is difficult to determine the effective bulk modulus 
experimentally since the volume of air trapped in the system is unpredictable. In such cases, 
the popular extend Kalman filter may be used with the mathematical model to estimate the 
effective bulk modulus [13]. In an effort to implement the EKF, the system model is 
transformed into the following state space equations. Note however that the EKF equations 
may be found in [13,15], and were omitted due to space constraints. 
 ݔଵ,௞ାଵ = ݔଵ,௞ + ܶݔଶ,௞ (7.1) 
 ݔଶ,௞ାଵ = ݔଶ,௞ + ܶݔଷ,௞ (7.2) 
 
ݔଷ,௞ାଵ = ൤1 − ܶ
ܽଶ ଴ܸ + ܯܮ௧ݔସ,௞
ܯ ଴ܸ ൨ ݔଷ,௞ − ܶ
ܣଶ + ܽଶܮ௧
ܯ ଴ܸ ݔସ,௞ݔଶ,௞
− ܶ ቈ2ܽଵݔଶ,௞ݔଷ,௞ܯ ଴ܸ +
൫ܽଵݔଶ,௞ଶ + ܽଷ൯ܮ௧
ܯ ଴ܸ ݔସ,௞቉ ݏ݅݃݊൫ݔଶ,௞൯
+ ܶ ቈܣ൫ܦ௣߱௣ − ݏ݅݃݊(߱௣)ܳ௕൯ܯ ଴ܸ ݔସ,௞቉ 
(7.3) 
 ݔସ,௞ାଵ = ݔସ,௞ (7.4) 
Note that the linearized system matrix is defined as follows: 
 ߮(݇) = ߲݂൫ݔ(݇)൯ݔ(݇) =
⎣
⎢
⎢
⎡߮ଵଵ(݇) ߮ଵଶ(݇)߮ଶଵ(݇) ߮ଶଶ(݇)
߮ଵଷ(݇) ߮ଵସ(݇)
߮ଶଷ(݇) ߮ଶସ(݇)
߮ଷଵ(݇) ߮ଷଶ(݇)
߮ସଵ(݇) ߮ସଶ(݇)
߮ଷଷ(݇) ߮ଷସ(݇)
߮ସଷ(݇) ߮ସସ(݇)⎦
⎥
⎥
⎤
 (7.5) 
where the parameters of (7.5) are defined by: 
߮ଵଵ(݇) = 1; ߮ଶଵ(݇) = ܶ; ߮ଷଵ(݇) = 0; ߮ସଵ(݇) = 0; ߮ଶଵ(݇) = 0; ߮ଶଶ(݇) = 1;  
߮ଶଷ(݇) = ܶ; ߮ଶସ(݇) = 0; ߮ଷଵ(݇) = 0; 
 ߮ଷଶ(݇) = −ܶݏ݅݃݊൫ݔଶ,௞൯ ൬
2ܽଵݔଷ,௞
ܯ +
2ܽଵܮ௧ݔଶ,௞ݔସ,௞
ܯ ଴ܸ ൰ − ܶ
ܣଶ + ܽଶܮ௧
ܯ ଴ܸ ݔସ,௞; 
 ߮ଷଷ(݇) = 1 − ܶ
2ܽଵ
ܯ ݔଶ,௞ݏ݅݃݊൫ݔଶ,௞൯ − ܶ
ܽଶ ଴ܸ + ܮ௧ܯݔସ,௞
ܯ ଴ܸ ; 
 ߮ଷସ(݇) = ܶ
ܣݑ௞
ܯ ଴ܸ − ܶ
ݔଶ,௞(ܣଶ + ܽଶܮ௧)
ܯ ଴ܸ − ܶ
ܮ௧
଴ܸ
ݔଷ,௞ − ܶ
ܮ௧൫ܽଵݔଶ,௞ଶ + ܽଷ൯
ܯ ଴ܸ ݏ݅݃݊൫ݔଶ,௞൯; 
 ߮ସଵ(݇) = 0;  ߮ସଶ(݇) = 0;  ߮ସଷ(݇) = 0;  ߮ସସ(݇) = 1; 
ݑ௞ = ܦ௣߱௣(݇) − ݏ݅݃݊(߱௣)ܳ௕; 
Furthermore, ܶ is the sampling time used in this paper, and was set to 0.1 ݉ݏ. Note that the 
system and measurement noise covariance matrices were defined respectively as follows: 
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 ܳ = ݀݅ܽ݃(1 × 10ିଵଶ  1 × 10ି଼  1 × 10ି଺  1 × 10ିଵଶ) (7.6) 
 ܴ = ݀݅ܽ݃(1 × 10ିଵଶ  1 × 10ିସ) (7.7) 
The input with the higher frequency can excite the system better for more accurate bulk 
modulus estimation [13]. However, based on the experiments performed in system 
identification, the bandwidth of the EHA is around 25 ܪݖ. The EHA system dynamics 
change significantly at a higher frequency region due to the dead-band and nonlinear 
friction. The testing input is chosen as a sinusoidal wave with 4 ܸ amplitude and 10 ܪݖ 
frequency. The corresponding motor angular velocity range is ±1200 RPM. Note that the 
two measurements include piston displacement and velocity. The bulk modulus estimation 
process is executed with initial bulk modulus values from 0 ܲܽ to 5 × 10଼ ܲܽ, and the 
result is plotted in Fig. 11. The bulk modulus values converge to the same value  
2.07 × 10଼ ܲܽ which agrees with the bulk modulus value 2.1 × 10଼ ܲܽ obtained in [13]. 
 
Figure 11. Effective bulk modulus estimation of the EHA using the EKF 
8  CONCLUSION 
In this paper, an EHA built for experimentation is studied. System models based on a 
number of conditions were generated mathematically as well as through system 
identification. It was found that the mathematical models were better able to capture the 
nonlinearity of the EHA system. These models were validated based on experimental results 
obtained from the EHA setup. The effective bulk modulus of the system was estimated 
using the EKF, and the results confirmed the values obtained in earlier studies. 
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APPENDIX 
The following is a list of the EHA models obtained through system identification. 
Table 6. Models Obtained by System Identification 
Operating Condition System ID Model 
Normal 0.0001977ݖ
ଶ − 0.000361ݖ + 0.0001635
ݖଶ − 1.893ݖ + 0.894  
Minor Friction 0.0003197ݖ
ଶ − 0.0006023ݖ + 0.0002867
ݖଶ − 1.747ݖ + 0.7646  
Major Friction 0.0003089ݖ
ଶ − 0.0005827ݖ + 0.0002763
ݖଶ − 1.675ݖ + 0.6906  
Minor Leakage 4.137݁ − 6ݖ
ଶ + 5.574݁ − 5ݖ − 5.912݁ − 5
ݖଶ − 1.755ݖ + 0.7577  
Major Leakage 0.0002287ݖ
ଶ − 0.0004551ݖ + 0.0002331
ݖଶ − 1.883ݖ + 0.9092  
Min. L & Min. F 0.000208ݖ
ଶ − 0.0004107ݖ + 0.0002086
ݖଶ − 1.905ݖ + 0.9356  
Min. L & Maj. F 0.0001352ݖ
ଶ − 0.0002643ݖ + 0.0001323
ݖଶ − 1.943ݖ + 0.9619  
Maj. L & Min. F (0.0001897ݖ
ଶ − 0.0003723ݖ + 0.0001877)
ݖଶ − 1.933ݖ + 0.9738  
Maj. L & Maj. F (0.0001016ݖ
ଶ − 0.0001982ݖ + 9.692݁ − 5)
ݖଶ − 1.959ݖ + 0.9621  
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ABSTRACT 
This paper presents the modeling of a proportional valve using a Markov chain Monte 
Carlo (MCMC) method. We first observe that the MCMC method reveals if a first order 
model of valve has appropriate parameterization. To be exact, the obtained 2-dimentional 
MCMC chain revealed the correlation between the two parameters of this model. Based on 
the results, a fine parameterization of the first order model is formed. This first order model 
of valve is then compared with a second order model of the valve, and the coming out 
results show that the second order model better fits the valve’s dynamics. This outcome was 
further verified with three new independent physical experiments.  Based on the obtained 
results, the conclusion is made as: this modeling approach has the advantages of offering 
correlation information between the system parameters, using the noise-corrupted original 
physical data, and optimizing the model structure. 
1. INTRODUCTION 
Modeling and control of hydraulic-driven mechatronic systems have been studied earlier 
[1]. System identification is a prerequisite for the analysis of a dynamic system. Systems 
are normally nonlinear. Optimization methods have been used to find the system 
parameters. 
The Markov chain Monte Carlo (MCMC) approach provides a powerful statistical tool to 
analyze the nonlinear models [2, 3]. The approach is different from the traditional least 
squares (LSQ) method: it does not seek for only one best fitting point estimate of the 
unknown model parameter vector, but all solutions to the parameter estimation problem 
given as the statistical distribution that contains “all” the possible parameter combinations: 
they statistically fit the data equally well within the limits of measurement error. The 
reliability of parameters and model predictions are quantified as probability distributions. 
Via evaluating the model predictions by the ensembles of parameter values, we can 
concretely see how reliably the model is in simulating various situations. The results of 
analyses can be used to optimize the model structures and design experiments. The MCMC 
approach also allows great flexibility in the definition of noise covariance structure of data. 
Modeling of a Proportional Valve by MCMC 
Method 
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In this study, the basic principles of the MCMC approach are first presented in Section 2. 
The mathematical description of models is in Section 3. Section 4 contains the physical 
experiments, the estimation results, and the analyses. Finally Section 5 holds conclusion. 
2. THE MCMC METHOD 
2.1 General form of a model 
Statistical analysis studies the uncertainties in scientific inference by probabilistic 
reasoning. For the statistical treatment of uncertainties, we assume that all the unknown 
quantities can be described by statistical distribution, whether they are the model 
parameters, the unknown states of system, the model predictions, or the prior information 
of solutions. 
Observations of system state are direct or indirect. A model is the mathematical description 
of a process generating states and observations. It can depend on a set of model parameters 
and be driven externally by control parameters. A separate error model accounts for the 
unsystematic variation in observations not covered by the systematic part of model. 
Statistically we estimate the unknown parameters with the help of physical data and a priori 
information about unknown parameters. 
We represent the model of a system in the following form: 
),,,( cθxs f         (1-1) 
,),( εθxy  g         (1-2) 
 
being s the state vector, y the observed variables, x the experimental variables, c constants, 
ε the unsystematic observation errors, and θ=[θ1 … θn]T the estimated parameters with term 
n the number of identified parameters. Function f explains the model in terms of x, θ, and c; 
and g represents the response behavior predicted by the model (in terms of x and θ). A 
phenomenon can be static or dynamic, so a model may consist of algebraic or ordinary 
differential equations (ODEs). 
The objective of model estimation is to minimize the sum of squared residuals: 
  ,ˆ
1
2¦
 
 
N
i
jj yyA         (2) 
with N the number of observed data points, yi the observed response (i = 1, 2, …, N), and ŷi 
the model predicted response of yi. 
2.2 Approximative error analysis 
Function A can be seen as a function of θ. Let A denote the gradient of A, H the Hessian 
matrix of the second derivatives of A, and J the Jacobian matrix of the first derivatives. 
Assume small residual terms yi–ŷi. A(θ) can be approximated by the Taylor series 
expansion: 
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at point θˆ . The covariance matrix of the LSQ estimators is given by 12 )()ˆcov( | JJθ TV , 
where V is the estimated standard deviation (STD) of the measurement error. 
2.3 Bayes formula 
Vector θ is interpreted as random variable. The aim of analysis is to find its distribution. 
Given the model, observations y update the prior distribution p(θ) to the posterior 
distribution π(θ)=p(θ|y), the conditional distribution of parameters. The Bayes formula is 
given by: 
.
)(
)()|()(
y
θθθ
p
pyp S        (4) 
When data y is fixed, denominator p(y) is a single number. In principle, it can be calculated 
by integrating product p(y|θ) p(θ) over all values of θ. Term p(y|θ) is the probability 
distribution of observations y given θ — the likelihood function. The most ‘likely’ values 
of parameters are those that give high values for π(θ). Assuming independent and 
identically distributed Gaussian errors for observations yi, we have 
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  (5) 
2.4 Markov chain Monte Carlo algorithms 
The original idea of the MCMC method was introduced in statistical physics [2], and the 
proposed Metropolis algorithm is the base of the Metropolis-Hastings algorithm founding 
the MCMC algorithm variants. Utilization of the algorithms for posterior inference in 
statistics was realized [3]. The algorithms take into account noise in measurement data and 
have commonly been used to approximate posterior distributions in different applications. 
A MCMC algorithm generates a sequence of parameter values, θ1, θ2, …, with empirical 
distribution asymptotically converging to the posterior distribution π(θ) [4]. The chain 
vectors are generated by random numbers; Monte Carlo generally refers to the methods 
based on the random number generation. Each new point of chain may only depend on the 
previous point, which is the Markov property. Intuitively, a correct distribution of 
parameters is generated by favouring points with the high values of π(θ). The basic 
Metropolis MCMC algorithm can be formulated in five steps (Table 1). 
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Table 1: Metropolis MCMC algorithm 
Step Explanation 
1 i = 1; initialize θi, define the length of chain nsimu, and select a proposal distribution q 
2 i = i +1; at the current point θi-1, propose candidate θ
* from distribution q(·|θi-1). 
Candidate depends on the previous point of the chain. 
3 Accept the candidate with probability  .)()(,1min),( 1**1   ii θθθθ SSD  
4 If θ* is not accepted, the chain stays at the current valve, i.e., set θi = θi-1. 
5 Repeat simulation from Step 2 if i < nsimu. 
 
If π(θ*) > π(θi-1), then θ* is better than θi-1, the proposed candidate is accepted, θi = θ*; if not, 
θ* is accepted with probability set by the ratio of posterior values. In other words, points 
with high probability are favoured, reasonable but less probable points are allowed; while 
impossible parameters, those generating model values far from the observed data, are 
rejected. Only the ratio of the likelihood values is needed, the normalizing constant in (4) is 
cancelled. The delayed rejection adaptive metropolis [4] method is used in this study. 
The MCMC algorithm finds all the parameter values that can be statistically considered as 
solutions to the parameter estimation problem. A standard procedure is: first use any usual 
optimizer to find the minimum of squared sum with respect to θ; then start the MCMC 
sampling algorithm, by using the LSQ fit as the first parameter value for the chain, and the 
approximative covariance as the covariance of a Gaussian proposal distribution. The choice 
of prior distribution is a topic that is much discussed in the literature. We use the 
noninformative (flat) priors by excluding physically impossible parameter values with 
simple lower and upper bounds. Values between bounds are considered a prior equally 
possible. 
A chain produced after the optimization process is a matrix of samples from the posterior 
distribution of parameters. The statistical reasoning on model and parameters can be based 
on this matrix, for example, calculating the posterior means and illustrating correlation 
plots. Any model-derived values are given by calculating the respective values using the 
parameter samples from the chain. The posterior correlations and two-dimensional (2-D) 
marginal posterior plots of the parameter combinations can be used as diagnostics of 
parameter identifiability. The variance of the predictive distribution reflects the predictive 
power of model. A large variance may be due to the uncertainty or untaken effects in 
model. 
3. SYSTEM DESCRIPTION 
The experimental system (Fig. 1) comprises a directly operated proportional servo solenoid 
valve with position control, cylinder, and power unit. Voltage u (±10V) is the valve input. 
When the input is applied to the valve, spool is shifted and openings are produced. The 
spool shift xs (mm) is small in two directions, and its maximum is not available. The spool 
is connected to the linear variable differential transformer (LVDT) that gives a testable 
voltage output us (±10 V) proportional to xs. us is used as the information of spool 
displacement. 
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Figure 1: Schematic diagram of experimental configuration 
3.1 First order model 
Let t1 be the gain (s-1) and t2 the time constant (s-1). The valve’s dynamics is [5]: 
ss ututu   21   .        (6-1) 
Set K the gain (no physical unit) and T the time constant (s). The model of valve can also be 
given as follows [1]: 
TuuKu ss /)(   ,       (6-2) 
3.2 Second order model 
Let k be the gain (no physical unit), ] the damping ratio (no physical unit), and Zn the 
natural angular frequency (rad·s-1). A second order model describes the valve’s dynamics as 
[1]: 
snsnns uuuku     2  
22 ZZ]Z   ,      (6-3) 
3.3 Ordinary differential equations (ODE) 
The MCMC approach requires the ODEs of studied system. Based on (6), three models are 
obtained and represented in ODEs as the following: 
,  21 ss ututdt
du          (7-1) 
,/) ( TuuK
dt
du
s
s         (7-2) 
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       (7-3) 
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The state of (7-1) and (7-2) is us with the initial state s0 = us0, and the state of (7-3) is [us 
dus/dt] with s0 = [us0 0]. Each has the control variable x = u and the observation variable y = 
us. 
4. EXPERIMENTS AND ANALYSIS 
The valve under study is a Bosch Rexroth servo solenoid valve with on-board electronics 
(OBE) (4WRPET 6), having a nominal flow rate of 0.00067 (m3·s-1). The data acquisition 
system was a dSPACE digital signal processor. The sampling frequency was 1000 (Hz). 
The control program was the c/c++ language program [6]. The input voltage u was fed to the 
valve using a DS 1103 I/O card; us was collected from the LVDT. Experiments were 
independently carried out, while u and us were directly collected along with time. Each 
model in (7) is optimized by the MCMC algorithm [7] with the same physical data, which 
has valve input in Fig. 2, pressure supply of 12×106 Pa and mass of 210 kg. The obtained 
chain is used for statistical reasoning. 
 
Figure 2: Valve input 
4.1 Model (7-1) 
Seeing from (7-1), we notice that: (i) the valve’s model has two parameters, t1 and t2; and 
(ii) terms t1u and t2us appear additively with opposite sign. An increase of any constant to 
both terms does not change dus/dt at all. This effect is revealed by examining optimization 
results. 
Figure 3 shows the posterior distribution of parameters t1 and t2. As expected, there is 
clearly a strong correlation between them — the increasing linear relationship: the values of 
both each vary in quite large sections; a value-pair at one point on the line forms a model, 
which has the modelled responses agreeing with the real physical observations as well as a 
model formed by any other value-pair from the chain. 
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Figure 3: 2-D MCMC chain of parameters t1 and t2 (Figure legends: “·” chain points) 
4.2 Model (7-2) 
Based on the MCMC chain from the optimization process, the 2-D marginal distribution of 
parameters K and T is obtained (Fig. 4). This figure noticeably illustrates that there is no 
heavy linear dependency of them. Figure 5 shows the data and the model predicted 
responses by model (7-2). The posterior means and the standard deviations of the estimated 
parameters are listed in Table 2. 
 
Figure 4: 2-D marginal posterior distribution of parameters K and T. (Figure legends: 
Dots show the points in the related MCMC chain from which the density contour lines 
corresponding to 50% and 95% levels are constructed using the statistical kernel 
density estimation method [8]; distributions drawn along the x and y axes are the 
corresponding one-dimensional marginal densities) 
Given observation y and model p(y|θ), predictions are naturally based on the posterior 
distributions of θ.  (i) The model response by the solid line in Fig. 5 is first represented by 
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the most probable response curve simulated with the sampled parameters θ by (1-2). (ii) A 
confidence interval (95%) for the response at certain points in the x-axis is formed and 
plotted in dark gray color. This dark gray area represents where the model prediction curve 
lies with this probability. (iii) The estimate of measurement error is then added to the 
simulated responses to produce “noisy responses”. The measurement error with the 
standard deviation σ is normally thought to be fixed during the MCMC run and estimated 
from the residuals as in (2). However in our estimation this error was treated as a random 
variable and sampled along with the parameters. We add the estimate of the measurement 
error ε to the simulated response ŷi to produce “noisy response” according to (1-2). 
Similarly, a confidence interval (95%) for the response at certain points in the x-axis is 
formed and plotted in lighter gray color. This lighter gray area represents from where the 
observations (current and forthcoming) can be found with this probability. The lighter gray 
areas contain the parameter uncertainty, the uncertainties due to model “lack of fit” (the 
misspecification of model), and the noise of model. 
      
     (a)         (b)  
Figure 5: Plots of the found model (7-2) and uncertainties. (a) Output signal of the 
LVDT; (b) Figure legends (The solid line shows the median fit obtained by the MCMC 
method; the darker area corresponds to the 95% posterior limits of model 
uncertainty; the lighter area illustrates the 95% bounds of uncertainty in predicting 
new observations; and plus-signs present observations) 
In Table 2, the standard deviations of parameters K and T are 7.44×10-3 and 2.43×10-4 s; the 
small values mean that the two parameters are appropriately found. 
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Table 2: Characteristics of the estimated parameters 
Parameter Posterior mean Posterior standard deviation 
K(s) 9.90×10-1 7.44×10-3 
T 4.68×10-3 2.43×10-4 
k 9.91×10-1 6.90×10-3 
] 5.56×10-1 2.10×10-2 
Zn (rad/s) 4.81×10+2 8.94×100 
 
Comparing the results from the above two optimization processes, we conclude: regarding 
the MCMC method, (7-2) appears to be well-defined as the first order model but (7-1). 
4.3 Model (7-3) 
The 2-D marginal distribution of the parameters noticeably illustrates that there is no heavy 
linear dependency of them (Fig. 6). Fig. 7 shows the data and the model predicted 
responses. From the 95% predictive intervals of the fitted models and the 95% predictive 
limits for observations (Figs. 5 and. 7), we see that this model gives better agreement to 
observations. 
Based on the optimization results, we have observed that while the 1-D marginal posteriors 
are informative, they can only give a partial truth of a multidimensional problem. The 
inspection of the mutual correlations of parameters in a MCMC chain can reveal the 
identifiablity and uncertainty in the estimated values of model parameters, which may result 
from the parameter correlations, the characteristics of experimental data, and the 
mathematical structure of model equations (non-linearity of model) as (7-1) where the 
varying cause of correlation makes it difficult to differentiate the individual effects of the 
two terms in the model. The posterior correlations and the 2-D marginal posterior plots of 
the parameter combinations can be used as diagnostics of parameter identifiability (Fig. 4). 
 
Figure 6: 2-D marginal distribution of parameters in (7-3).  
(Figure legends as in Fig. 4) 
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Figure 7: Plots of the found model (7-3) and uncertainties.  
(Figure legends as in Fig. 5b) 
The found models (Table 2) are verified with independent physical experiments (Table 3) 
and the standard variations of errors show that the second order model is more accurate. 
5. CONCLUSION 
The MCMC method was applied to the estimation and analysis of modeling of the servo 
valve. The model predictions are confidential since the Bayes computations take the full 
multidimensional distribution of parameters into account without any approximation. 
Different models of the dynamics systems, namely the valve’s dynamics, have been 
studied. Independent experiments were used for verification. The obtained results have 
demonstrated the outcome of study: 
x The first order model (7-1) has linearly correlated parameters t1 and t2.  
x The first order model (7-2) in [1] was approved to have fine parameterization. 
x The comparison between the two models (7-2) and (7-3) illustrates in two ways 
that the second order model better fits the valve’s dynamics: (i) in estimation (Fig. 
5 and Fig. 7) by the differences in the model responses, the model predictions and 
the noisy responses; and (ii) in verification (Table 3) by errors applying different 
inputs and loads to the studied system. 
x The performance of the parameter estimation cannot be affected by, for example, 
the size of the physical input to the studied system, the complexity of the studied 
system or model or the linearity of the operation region. The system and the model 
structures used for estimation were simple, but the results from estimation and 
verification have clearly revealed the power of this estimation method. As can be 
seen from Figs. 3, 5 & 7 and Table 3, the errors between the observed responses 
and the modeled responses evidently show if a model is fine parameterized, which 
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model better fits the dynamics of the studied system or which part of the operation 
region is not well described by a model. 
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Table 3: Verification of models 
Experiment STD of errors 
Mass Valve input u (V) Model (7-2) Model (7-3) 
210 
(kg) 
 
 
5.57×10-2 1.21×10-2 
238.46 
(kg) 
 
 
5.63×10-2 4.02×10-2 
238.46 
(kg) 
 
5.29×10-2 2.99×10-2 
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ABSTRACT 
A spool valve is an indispensable component to control flow direction as well as flow rate 
in an oil-hydraulic system. Because an axial flow force sometimes causes an oscillation of 
the valve, it is important to predict the axial flow force precisely at the design stage. Many 
studies on the axial flow force acting on a spool valve have been conducted by deriving 
mathematical models based on the theory of conservation of momentum as well as by CFD 
numerical method. As the spool valve really has three-dimensionally complicated 
configurations, it is interesting to study effectiveness of the above mathematical models 
against three-dimensional influences. This paper describes the influences of three-
dimensionality and unsteadiness for the spool valve through CFD (Computational Fluid 
Dynamics) three-dimensional numerical precise simulations, compared with the 
mathematical models. 
 
Key Words: Flow force, Spool valve, Oil-hydraulics, CFD, Momentum theory 
 
1  INTRODUCTION 
Recent trend of high-pressure and quick-response in hydraulic systems needs to 
comprehend precisely dynamic characteristics of a hydraulic control valve, which is a key 
component in a hydraulic circuit. A flow force acting on a valve body is an important factor 
for dynamic characteristics of the hydraulic control valve. The flow force is caused by 
imbalance between static and dynamic pressure when working oil flows into/out of a valve 
chamber and often causes control precision to deteriorate.  
A spool valve is widely used in a hydraulic circuit to control flow direction as well as 
flow rate of working oil. Axial direction flow force (hereafter, axial force) acting on a spool 
itself often causes vibration of the spool valve. Many studies have been performed and they 
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are based on the momentum theory. Lee and Blackburn proposed the mathematical model 
to predict a flow force [1] [2]. The prediction method was built on the hypothesis of two-
dimensional flow in a spool chamber and they are widely used and are known as the 
effective formula. In the model 69 deg. is considered as standard angle for the flow 
leaving/entering a control volume in a right-angled spool, as shown in Fig.1. And then, 
Ikebe and Ohuchi also proposed another model based on the same hypothesis [3]. Though 
the predicting mathematical model is very useful for design of a right-angled spool [4], 
many kinds of spool with complicated configuration such as notches and taper angle have 
recently been manufactured to materialize higher controllability and the applicability of the 
mathematical model to a tapered spool has not been studied. It seems to be interesting to 
study the applicability of the mathematical model to a tapered spool with notches. 
On the other hand, CFD (Computational Fluid Dynamics) methods have been much 
developed recently [5, 6, 7] and commercial CFD codes begin to be applied to develop 
industry products for high-performance and high-reliability in the preliminary design stage. 
Nowadays, 3D unsteady numerical analyses have been much developed to analyze the flow 
forces in hydraulic valves and to improve their response characteristics. Two-dimensional 
numerical simulations were performed for predicting the globe control valve performance 
[8, 9]. Krishnaswamy and Li found that unstable valves had faster responses than their 
stable counterparts when the stroking force was limited [10]. Yuan and Li investigated the 
effects on the steady flow force of various material properties, such as the fluid viscosity 
and the momentum flux at the nonmetering surface [11]. However, these numerical studies 
were limited to hydraulic valves, which have geometries that are relatively axisymmetric 
and simple. Since the test spool valve in the present study have geometrically 
circumferential notches, their flows are comparatively complicated and fully three 
dimensional. Amirante et al. performed three dimensional numerical simulations and 
experimental analyses of a open center directional control valve [12, 13] and of a 
proportional control valve [14]. Furthermore, the effects of notch shape on the flow force 
were scrutinized. As a result, they were able to minimize the flow force of the spool for a 
compensated spool notch, which means that the geometry of a notch has a significant 
impact on a flow force. Though Valdes et al. developed a reduced-order model for 
estimating the fluid flow and flow force of a hydraulic proportional valve for use in 
antilock braking systems [15], the geometry of the valve is much different from a spool 
valve. And though Lee et al. analyzed a flow force on a variable force solenoid valve using 
3D CFD simulations, the geometry of the spool is different from that in the present study 
and the detailed geometry of the notches are not described [16]. As stated above, because 
the geometry of a spool and a notch, including on/off, is different in the literatures, it is not 
easy to compare the characteristics of a flow force on a spool valve. 
In the present study, the applicability of the mathematical formulae for predicting an 
axial flow force on a spool valve is studied by comparing numerical results obtained by 3D 
unsteady incompressible viscous flow analysis through commercial CFD codes. In order to 
confirm the reliability of the numerical results, they are compared firstly with the theory of 
conservation of momentum and secondly with the experimental results on the test spool 
valve. Then, in order to study the applicability of the above-mentioned mathematical 
formulae, they are compared with an axial flow force calculated by the mathematical 
formulae in case that the valve opening displacement is kept constant as well as that the 
valve is forced to move sinusoidally.  
 Fluid Power and Motion Control 2012 453
dt
dQxLQVF ss ¸
¹
·¨
©
§ r 
2
cos)4( 11 UIU
dt
dQxLQVF ss ¸
¹
·¨
©
§ r 
2
cos)5( 11 UIU
2  NUMERICAL ANALYSIS METHOD AND MOMENTUM THEORY 
The flow field inside a spool chamber is modeled as 3D unsteady incompressible viscous 
turbulent flow with moving boundary. These two equations are basic equations for the flow 
model. 
 
                                                              (1) 
 
                                                                           (2) 
 
 
Equation (1) is continuity equation. Equation (2) is momentum equation, which is Navier-
Stokes equation. Here in the equations, t indicates time, Ui instant velocity vector 
component in each direction, U density of fluid (constant), P static pressure, Wij viscous 
stress tensor, and fi external force term, respectively. These equations are discretized by 
finite volume method. A commercial CFD code, ANSYS CFX Release 10 (hereafter, CFX 
10) [6], is used in this study. The axial flow force is calculated by integrating pressure and 
shear stress distributions around the total surface of the spool valve.  
On the other hand, the momentum theory is applied to a flow channel in the spool 
chamber which is defined as control surface, as shown in Fig. 1, and the next equation is 
derived on the axial flow force F. 
 
 
 
 
 
 
 
 
 
 
Figure 1: Cross section of spool valve 
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where Vc  indicates control volume, Sc  control surface, u  axial direction flow velocity, 
and nru  outward normal directed relative velocity against moving velocity of the control 
surface. Through Eq. (3), Lee and Blackburn [2] and Ikebe and Ohuchi [3] derived the 
prediction formulae for flow force, Eq. (4) and Eq. (5), respectively. 
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where Q  indicates volumetric flow rate, Ls special distance of configuration, V mean 
velocity at inlet/outlet of the flow field, Iinlet/outlet flow angle, xs valve-opening 
displacement, and As effective cross-sectional area of land, respectively. Suffix 1
indicates the location of the spool chamber inlet. In the right hand side of Eq. (4), the first term indicates steady term and the second 
damping term. Similarly in Eq. (5), the first indicates steady term, the second damping term, 
the third inertial term, and the fourth velocity term.  
In this study, four kinds of results on the axial flow force are considered. First of which 
is the experimental results, the second the numerical results, and the third the calculated 
results from Eq. (4) and (5) with flow rate-weighted mean velocity and inlet/outlet flow 
angle on the control surface through numerical results. In order to study the applicability of 
the above-mentioned mathematical formulae, in which 69 deg. is considered as standard 
angle for the flow leaving/entering a control volume in a right-angled spool, as shown in 
Fig.1, the last results on the axial flow force is the calculated data as the inlet/outlet flow 
angle is given as 69 deg.. 
3  ANALYSIS TARGET AND CONDITIONS 
The numerical studies have been performed in case that the spool valve displacement is 
fixed (hereafter, steady axial flow force) and that the spool is moved by sinusoidal forced 
oscillation (hereafter, unsteady axial flow force). The test spool valve is shown in Fig. 2, 
where the dimensions are indicated using the represented dimension D, which is the 
diameter of the spool. The signs, CH1, CH2 and CH3, indicate the respective spool 
chamber. This spool has 4 notches which are located every 90-degree circumferentially on 
the spool edge. By adjusting configuration of the notches, the eccentricity of the spool 
becomes negligible in the experiment.  
An example of numerical grid is shown in Fig. 3. The numerical domain consists of the 
spool, the sleeve, the chambers, and three kinds of port. Considering the case of sinusoidal 
forced oscillation of the spool, the numerical grid is preliminarily separated inside into two 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: Dimensions of test spool valve 
x㻌
y㻌
P
0.35D
  
1.80D 0.75D0.70D㻌
I0.74D㻌
   
  
CH2㻌 CH3CH1㻌
1.08D1.06DD㻌
 
    
 
0.34D㻌
A
A
A-A
D
   
    
   
   
  
  
ID㻌
 Fluid Power and Motion Control 2012 455
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(a)  Bird view           (b) Cross-sectional view 
Figure 3: Computational grids 
 
Table 1: Parameters for numerical simulation       Table 2: X-directional flow force 
 
Density  ( U ) 849 [kg/m
3
]  Fx [N] 
Viscosity  (P ) 0.027 [Pa s] 6 D 8.596 
Valve Opening  ( x S ) -100 ࡱ 100 [%] 10 D 8.606 
Supply Port Pressure 7.0 [MPa] 20 D 8.572 
Return Port Pressure 0.2 [MPa]  
Control Port Pressure 3.5 [MPa] 
Turbulence Model SST k-ɓGmodel 
Gird number 2,000,000 
 
parts, the spool and the sleeve, and the numerical grid correspondent to the spool part can 
move independently of the sleeve part. The slide-interface condition is applied between the 
spool and the sleeve and the mass as well as the momentum are conserved between the 
neighboring grids. This means that the leakage flow through the gap between the spool and 
the sleeve are not considered in the present study. 
As the pressure boundary condition, 7.0 MPa is given at the pressure supply port, 3.5 
MPa at the control port and 0.2 MPa at the return port. The spool valve opening 
displacement is represented by the ratio against the full-opening, which means 100 %. In 
case of calculating steady axial flow force, calculations have been performed at 16 cases 
from + 100 % to -100 % valve opening displacement. In case of unsteady axial flow force, 
Spool 
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y 
z Control port (C1, C2)
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any condition but the valve motion is the same as that in case of the steady axial flow force. 
The oscillation amplitude is r 100% of the valve opening and the frequency is 100 Hz 
which is the maximum frequency to control the test valve.  
The SST k-Ȧ turbulence model is used in the present study. The SST k-Ȧ turbulence 
model is a two-equation eddy-viscosity model which has become very popular. The shear 
stress transport (SST) formulation combines the best of two worlds. The use of a k-Ȧ 
formulation in the inner parts of the boundary layer makes the model directly usable all the 
way down to the wall through the viscous sub-layer, hence the SST k-Ȧ model can be used 
as a Low-Re turbulence model without any extra damping functions. The SST formulation 
also switches to a k-İ behaviour in the free-stream and thereby avoids the common k-Ȧ 
problem that the model is too sensitive to the inlet free-stream turbulence properties. Total 
number of the numerical grid is 2.0 million. Table 1 shows calculating conditions. 
The location of the outlet boundary may have considerable effect on the precision of 
numerical results and preliminary calculations were performed to determine the optimal 
location of the outlet boundary. The diameter of the pressure supply pipe is defined as D 
and the location of the inlet boundary is located at 2D distant from the inlet port. When the 
distance from the outlet port to the outlet boundary is set 6D, 10D and 20D, the axial flow 
force was calculated and the calculated results, shown in Table 2, show that the axial flow 
force is almost same if the distance is more than 6D. Consequently the distance from the 
outlet port to the outlet boundary is set 6D in this study. 
4  EXPERIMENTATION ON AXIAL FLOW FORCE 
In order to verify the precision of numerical results, the axial flow force was measured in 
the test valve. Figure 4 shows a schematic diagram of the experimental test circuit. The test 
spool valve is a solenoid proportional valve. The spool can move because it is directly 
connected with the plunger and can switch over the hydraulic circuit. The neutral position 
of the spool is adjusted by adding spring force. The solenoid proportional valve, in which 
the relationship between current and force is already known, is used in this experiment. The 
applied current of the solenoid (I) and the spool displacement (D) are always measured. The 
axial flow force acting on the spool is calculated by the difference between the solenoid- 
coil force and the spring force by the following. 
 
Axial flow force = Electro-magnetic force – Spring force – Friction force                (6) 
The above Electro-magnetic force and Friction force are calibrated by measuring one at a 
time as follows. The static characteristics of an electro-magnetic force are measured by a 
load cell, which is serially-cascaded between an armature and external forces. Its dynamic 
characteristics are measured by the load cell, which is serially-cascaded to an armature, a 
spring and external forces with a sinusoidal function while the frequency is varied. 
A friction force is measured by the load cell which is serially-cascaded to the spool and 
an actuator like a piston for exclusive use. The static characteristics of the friction force are 
measured when the actuator moves very slowly, and its dynamic characteristics are 
measured by the way as same as the above-mentioned one by varying the frequency of the 
actuator motion. As the friction force may varies according to the inside pressure, the 
friction forces are measured under the condition that the inside pressure are kept low or 
high constantly to confirm the effect of seal part and fluid lubrication.  
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The axial flow force calculated from the current data is shown in Fig. 5, where the spring 
force is calculated by the product of measured data of the valve displacement with the 
spring constant. This result shows that the electro-magnetic force is linearly proportional to 
the spool displacement and there is hysteresis characteristics based on the influence of 
friction between the spool and the sleeve.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4: Experimental test circuit 
 
 
 
Figure 5: Axial flow force calculated from current in a solenoid valve 
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5  VERIFICATION OF THIS ANALYSIS METHOD 
First, the validity of this numerical result is discussed by verifying whether the momentum 
is conserved or not according to Eq. (3), which is the physical law. Figure 6 shows 
comparison between the axial flow forces calculated according to Eq. (3) and the numerical 
results. In the figure, ͆Cal.͇ indicates the numerical data and ͆Momentum theory͇ the 
axial flow force calculated according to Eq. (3). The difference between both data is up to 
0.4 % and the numerical result clears the momentum theory sufficiently. 
Next, the numerical data are compared with the experimental data on the flow rate. 
Figure 7 shows both data at each valve opening displacement. The mean value of the 
difference between both data is up to 7 % and the both are almost coincident. Figure 8 
shows another comparison on the axial flow force. As the valve opening displacement 
becomes larger, the difference between both data increases similarly. The reason of the 
difference is not solved yet. In the experiment, the eccentricity of the spool becomes 
negligible by adjusting configuration of the notches. The reason may be the number of 
numerical grids, the grid shape, or neglect of the gap between the spool and the sleeve. So, 
the numerical result satisfies the momentum theory from a big standpoint though there is a 
little difference between the numerical and experimental data near at full valve-opening 
displacement. It is verified that the numerical result is reasonable and reliable. 
6  RESULTS AND DISCUSSIONS ON STEADY FLOW FORCE 
Comparison on the steady flow force at each valve opening displacement between the 
numerical result and the result based on Eq. (4) and Eq. (5) is shown in Fig. 9, in which the 
sign, Eq. (4) and Eq. (5), indicates the data calculated by Eq. (4) and Eq. (5) using 
numerical data on inlet/outlet flow angle directly. In order to study the applicability of Eq. 
(4) and Eq. (5) to the test valve with the tapered geometry, the axial flow forces are 
calculated according to Eq. (4) and Eq. (5) supposing that the inlet/outlet flow angle would 
be 69 deg, which is considered as standard angle in a right-angled spool, as shown in 
Fig.1.The sign, Eq. (4)_const or Eq. (5)_const, indicates the axial flow force by Eq. (4) or 
Eq. (5) with I = 69 deg. Here because steady flow condition is considered, the result 
between from Eq. (4) and Eq. (5) becomes the same. 
All data including the experimental result are almost same around the neutral position 
within the limits of r 40 % valve-opening displacement. Consequently, it is clear that the 
conventional formula, Eq. (4), can predict precisely the axial flow force in case of small 
valve-opening displacement. However, their difference increases as the valve-opening 
becomes larger. The reason is thought as follows. Comparison of the numerical data and the 
calculated data by the conventional prediction formula is shown in Fig. 10 when return 
flow from CH2 chamber to the tank or inflow from the pressure supply source to CH1/CH3 
chamber exists. The difference on the axial flow force is small in CH2 chamber and 
increases in CH1 and CH3 chamber as the valve opening becomes larger. This is because 
inlet velocity is supposed to be much higher than outlet velocity in case of inflow in a right-
angled spool. Figure 11(a) and (b) show the situation of the return flow from CH2 and 
inflow to CH1, respectively. In the figures the arrow indicates flow direction. In case of the 
return flow from CH2, the inlet flow velocity can be negligible and the above-mentioned 
supposition is reasonable. However, CH1/CH3 chamber has tapered land in this test valve. 
As a result, the inflow jet collides against the spool shaft and flows out along the wall.   
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Figure 6: Steady flow force comparison of numerical result with momentum theory 
 
 
Figure 7: Experimental and numerical results on flow rate 
 
 
Figure 8: Experimental and numerical results on steady flow force 
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Figure 9: Comparison of steady flow force 
 
Consequently, neglect of the momentum at the outlet side causes deterioration of the 
applicability in case of inflow. Inversely, the above-mentioned consequence would be 
verified by considering the momentum at the outlet side. Equations (4-2) and (5-2) are 
derived by adding the momentum at the outlet side to Eq. (4) and Eq. (5).  
 
(4-2)  
(5-2) 
  
Here, suffix 2 indicates location of  the spool chamber outlet. Figure 12 shows the data on 
steady axial flow force calculated by these equations. In this figure, the sign, Eq. (4-
2)_const or Eq. (5-2)_const, indicates the axial flow force in case of considering the 
momentum at the outlet side when the inlet/outlet flow angle is supposed to be 69 deg. 
Compared with the results by Eq. (4) and Eq.(5), the results by Eq. (4-2) and Eq. (5-2) are 
improved up to 11 % difference from the numerical results. 
In addition, the data calculated by the conventional formula with 69 deg. leaving/entering 
flow angle are smaller than the numerical results. This is because the inlet/outlet flow angle 
in the numerical analysis is generally less than 69 deg. and the axial flow force becomes 
smaller than that predicted in case that the inlet/outlet flow angle is supposed as 69 deg. 
7  RESULTS AND DISCUSSIONS ON UNSTEADY FLOW FORCE 
Figure 13 shows fluctuation of the unsteady flow force for one cycle when the spool moves 
along sinusoidal oscillation, of which the frequency is 100 Hz. Though this frequency is not 
realistic, it is set to compare the magnitude of the unsteady terms in an extreme case. The 
data is averaged for five cycles. Here in the figure, ‘Cal.’ indicates the axial flow force 
calculated by integrating pressure and shear stress distributed on the spool wall surface, 
‘Momentum theory’ the axial flow force calculated by the difference of momentum 
between at the inlet and outlet, ‘Mom_steady’ the axial flow force based on the steady term 
in Eq. (4), and ‘Mom_transient’ the axial flow force based on the steady as well as unsteady 
term, respectively. Because the flow forces represented by ‘Cal.’ and ‘Momentum theory’  
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(a) Flow force acting on CH1 chamber 
 
 
(b) Flow force acting on CH2 chamber 
 
 
(c) Flow force acting on CH3 chamber 
 
Figure 10: Flow force acting on chambers, CH1, CH2 and CH3 
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(a) Return flow (CH2) 
 
 
 
 
 
 
 
(b) Inflow (CH1) 
 
Figure 11: Flow patterns in valve chambers, CH1 and CH2 
 
 
Figure 12: Steady flow force including outlet momentum 
 
are well coincident in the amplitude and the phase, it is verified that the numerical analysis 
on the unsteady flow force also satisfies the law of conservation of momentum.  
Compared with the value of the steady term in Eq. (4), the value of the unsteady term is 
very small. Consequently, it is verified that the influence of unsteadiness is very small in 
this study and the main factor of the axial flow force is the steady flow force. 
Next, the characteristics of Eq. (5) are discussed. The difference between Eq. (4) and Eq. 
(5) is the existence of velocity term and inertia term. And it is already known that the 
influence of momentum at the outlet side is strong in case of inflow in a chamber with 
tapered land. Here the numerical result is compared with the axial flow force calculated by 
Eq. (5-2) under condition that the momentums at inlet/outlet side are considered exactly. 
Figure 14 shows fluctuations of the unsteady flow force for one cycle at 100 Hz. Because 
the numerical result is very close to the result calculated from Eq. (5-2), it is verified that 
Eq. (5-2) modified by adding momentum at the outlet side can predict the unsteady flow 
force precisely. In addition, the result calculated by Eq. (5-2)_const is quite different from 
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Figure 13: Unsteady flow force comparison with momentum theory 
 
 
Figure 14: Time history of unsteady flow force 
 
 
Figure 15: Transient terms of unsteady flow force 
-12
-8
-4
0
4
8
12
0 0.2 0.4 0.6 0.8 1
Cycle
Fl
ow
 fo
rc
e 
[N
]
-200
-150
-100
-50
0
50
100
150
200
V
al
ve
 o
pe
ni
ng
 [%
]Cal.Eq. (5-2)
Eq. (5-2)_const
Valve opening
-1.2
-0.8
-0.4
0
0.4
0.8
1.2
0 0.2 0.4 0.6 0.8 1
Cycle
Fl
ow
 fo
rc
e 
[N
]
-200
-150
-100
-50
0
50
100
150
200
V
al
ve
 o
pe
ni
ng
 [%
]
Inertia term Velocity tetm
Damping term Valve opening
464 Fluid Power and Motion Control 2012
the other results. This means that the predicting precision deteriorates somewhat in case 
that the outlet flow angle is supposed to be 69 deg.  
Figure 15 shows fluctuating results of the damping term, inertia term and velocity term, 
which is represented as the second, the third and the fourth term in Eq. (5), for one cycle. 
The velocity term and inertia term are always almost zero and their influence on the axial 
flow force can be neglected in this test valve. The damping term varies largely at the instant 
of valve opening/closing, however, the amplitude is at most r 0.7 N., which sometimes 
occupies 40 % of the axial flow force. 
8  CONCLUDING REMARKS 
3D unsteady incompressible viscous turbulent flow analysis was performed against the 
internal flow with strong three-dimensionality in a chamber inside the spool valve, and the 
unsteady flow force as well as the steady flow force acting on the spool valve was 
calculated by a CFD code. In addition, the numerical result was compared with the result 
calculated by the conventional prediction formulae as well as with the experimental result.  
As a result, the followings were verified. 
1. 3D numerical analysis gives precisely the axial flow force acting on the spool valve 
with complicated configuration. 
2. It is possible to predict precisely the steady axial flow force by use of the conventional 
prediction formula based on the momentum theory when the valve displacement is 
around the neutral position within the limits of r 40 % valve-opening displacement. 
3. In a valve chamber with tapered land, the inflow has significant momentum at the outlet 
and the precision of the axial flow force calculated by the conventional formulae 
deteriorates without considering momentum at the outlet. 
4. Even in an extreme frequency case of 100 Hz in the test spool, the velocity term and 
inertia term are always almost zero and their influence on the axial flow force can be 
neglected compared with the damping term in the unsteady flow force terms.  
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ABSTRACT 
The effective bulk modulus of oil inside a chamber is affected by the air content of oil, oil 
pressure, oil temperature, pipe rigidity and interface conditions between the oil and the air. 
Assuming the oil is inside a rigid container, the theoretical relationship to find the oil 
effective bulk modulus in the presence of the mixture of oil and air/gas, has been derived by 
various researchers. A commonly used model which reflects both compression and 
dissolving of air/gas in the oil is a model which is used in AMESim simulation software 
and in this paper is called the LMS model [1]. At the critical pressure point where the 
air/gas is fully dissolved, a discontinuity appears. This discontinuity is related to the first 
derivative in Henry’s law equation.  The derivative is not continuous at the critical pressure 
and to compensate for this, Henry’s law was adjusted mathematically, to smooth out the 
transition through the critical pressure region. However, this modified Henry’s law is not 
based on the true physics of what is really happening when the air/gas is both compressed 
and dissolved. Thus, this discontinuity issue was the motivation behind the development of 
a new model based on sound physical principles which would address the critical transition 
pressure region.  
The purpose of this paper is to present and validate a new model for the effective bulk 
modulus of the mixture of the air/gas and oil where air/gas is assumed to be both 
compressed and dissolved in the oil. Whilst the model reflects the true physics of an 
assumed set of conditions, experimental differences in some regions to model predictions 
indicate that some challenges still exist for future model development.  
1 INTRODUCTION 
The effective bulk modulus of oil inside a chamber is affected by the air content, pressure, 
temperature, pipe rigidity and interface conditions between the oil and the air [2]. Assuming 
the oil is inside a rigid container, the theoretical relationship to find the oil effective bulk 
modulus in the presence of the mixture of oil and air/gas, has been derived by various 
researchers. In Gholizadeh et al. [3], these relationships were examined and two different 
models of effective bulk modulus of oil were investigated based on the air volumetric 
variation assumption. These two models were categorized as:  
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1) Models which just consider the volumetric compression of  air 
2) Models which consider both the volumetric compression of  air and the volumetric 
reduction of air due to air dissolving into solution 
A general model of the oil effective bulk modulus for the first group of models was 
recommended based on the standard definition of the “volumetric fraction of air/gas at 
atmospheric pressure” and using the tangent bulk modulus definition [3].  Experimental 
verification of these groups of models was presented by Kajaste et al. [4] and recently by 
Kim and Murrenhoff [5]. In [4], the air was added as a free pocket at the top of the test 
cylinder and the maximum amount of air added was 1%. In [5], the air content was varied 
in a range up to 0.5%. The air was injected through a valve, but the air distribution was 
unknown or at least not mentioned in the paper. Both studies successfully verified the 
effective bulk modulus model in the range of their experimental limitations. However, the 
applicability of the model for higher percentages of air content (for example 5% which is 
common in mobile hydraulic systems [6]) and different types of distribution of air bubbles 
in oil needs to be studied both theoretically and experimentally. 
 
For the second groups of models in which the effect of dissolution of the entrained air in oil 
according to Henry’s law has been also included, a common problem was found in which 
the effective bulk modulus model experienced a discontinuity at some “critical” pressure. A 
commonly used model of this type is the LMS model (modified Henry’s law) [1]. At the 
critical pressure point where the air/gas is fully dissolved, a discontinuity appears. This 
discontinuity is related to the first derivative in Henry’s law equation.  The derivative is not 
continuous at the critical pressure and to compensate for this, Henry’s law is adjusted 
mathematically, to smooth out the transition through the critical pressure region. However, 
this modified Henry’s law is not based on the true “physics” of what is really happening 
when the air/gas is both compressed and dissolved.  
 
In this paper, the reason for the discontinuity is discussed and a new model is proposed in 
which the discontinuity problem no longer exists. Experimental verification of the new 
model and suggestions for model improvements are considered.  
2 VOLUMETRIC VARIATION OF AIR/GAS CONTENT IN OIL  
The main problem in estimating the effective bulk modulus of a mixture of oil and air is to 
determine the volumetric variation of entrained air/gas under different pressures and 
temperatures. Before discussing the problems of the LMS model (both simple and modified 
Henry’s law), an analytical description of the change in volume of entrained air/gas as a 
function of pressure is given. As pressure increases, the amount of entrained air/gas in a 
hydraulic system decreases due to the fact that air/gas is compressed via the ideal gas law 
and at the same time, starts to be dissolved into solution as dictated by Henry’s law. 
Henry’s law for a mixture of gas-liquid can be written as: 
ldg
dg
NN
N
HP  
 
(1) 
This law assumes that the liquid is in a thermodynamic equilibrium with air/gas at absolute 
pressure P. Since usually dgl NN !! , this equation simplifies to  
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(2) 
It is important to realize that this law refers to the thermodynamic equilibrium state; 
therefore it is assumed that enough time is allowed for the mixture to reach an equilibrium 
state. As pressure increases, more of the air/gas is compressed and dissolved in the oil until 
the system pressure reaches a “critical pressure”. At this point it is assumed that all of the 
air/gas is dissolved in the oil. Since it is well known that the dissolved air/gas has no effect 
on the bulk modulus of the oil, the fluid effective bulk modulus approaches that of the pure 
oil once critical pressure has been reached.  
 
If it is assumed that the process is isothermal and under equilibrium conditions, according 
to the conservation of mass, the total moles of entrained and dissolved air /gas are 
conserved. Therefore the sum of entrained and dissolved air/gas at pressure P and 
temperature T is equal to the sum of entrained and dissolved air/gas at pressure P+dP and 
temperature T. That is        TdPPNTdPPNTPNTPN dggdgg ,,,,    (3) 
Therefore using the ideal gas law and Henry’s law, Equation (3) can be written as  
H
NdPP
RT
dVVdPP
H
PN
RT
PV LL   ))(( gcdgcdgcd
 
(4) 
Assuming higher order differential products are negligible, Equation (4) can be re-written 
as: 
P
H
RTNV
dP
dV
L
  gcdgcd
 
(5) 
Assuming that Henry’s law constant (H) does not change with temperature, it can be shown 
that
H
RNL will always be a constant value C. Thus equation (5) becomes 
P
dP
CTV
dV  

gcd
gcd
 
(6) 
It should be noted that the initial volume of entrained air/gas is assumed to be measured at 
pressure P0 and temperature T0. However, before starting compression it is possible for the 
working temperature to be set at any temperature T. Therefore in defining the initial 
condition for Equation (6), the effect of temperature T on the volume of entrained air/gas 
needs to be considered according to the ideal gas law. It means that when P=P0, the volume 
of entrained air/gas at temperature T is  
0
g0gcd 0
V),(V
T
TTP  
 
(7) 
By solving the differential equation and applying the above initial condition (P0, Vg(P0,T)) 
the relationship between the volume of entrained air/gas as a function of absolute pressure 
and temperature is obtained as 
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(8) 
From Equation (8), it can be observed that the volume of entrained air/gas changes with the 
isothermal pressure compression according to the expression P0Vg0T/PT0. However, since 
the air/gas is also being dissolved into solution, an additional volume reduction of ((P0-
P)/P)CT will occur. In this later term, C depends on the number of moles of oil, ideal 
air/gas constant and Henry’s law constant. As pressure increases, more air/gas is dissolved 
into the oil, until the pressure reaches a critical pressure, P=PC, in which all the air/gas 
becomes completely dissolved; at this point, the volume of entrained air/gas equals to zero. 
Therefore, the critical pressure can be described as 
CT
VP
PP gC
1
0
0
0
0 
 
(9) 
From Equation (10), the value of C can be also expressed in terms of PC, that is 
  00
0 0
TPP
VP
H
RNC
C
gL
   
(10) 
Substituting Equation (10) in Equation (8), the volumetric change of entrained air/gas 
mixed in oil when pressure is less than the critical pressure (P<PC) is found to be: 
C
C
Cg PP
PP
PP
T
T
P
VP
TPV ¸¸¹
·
¨¨©
§

                    ),(
00
0
gcd
0
 
(11) 
For pressures equal to or higher than the critical pressure, all the air/gas will dissolve into 
the oil and the volume of entrained air/gas will be zero. That is: 
Cgcd                                                 0),( PPTPV t  (12) 
In Equation (11), the term P0Vg0T/PT0 is due to the compression of air/gas at pressure P and 
temperature T and the term (Pc-P)/ (Pc-P0) is due to the effect of air/gas dissolving into the 
oil which is now defined as θ. Therefore  
T
0
0
gcd
0),(
T
T
P
VP
TPV g  (13) 
where 
¸¸¹
·
¨¨©
§

 
0PP
PP
C
CT  (14) 
Equations (13) and (14) represent the volumetric variation of air/gas in the oil when both 
the compression and dissolving effect of the air/gas under isothermal condition is 
considered. These relations will be used later to derive the effective bulk modulus of the 
mixture of oil and air/gas. 
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3 EFFECTIVE BULK MODULUS OF THE MIXTURE OF THE OIL AND 
AIR/GAS 
In the introduction, it was mentioned that a discontinuity existed in some models at the 
critical pressure point. This section will demonstrate how this discontinuity arises and how 
it can be changed to more closely represent the physical behavior of the effective bulk 
modulus of the mixture of oil and air/gas. The theoretical model representing the effective 
bulk modulus of the mixture of oil and air/gas developed by LMS [1], is given by 
¸¸¹
·
¨¨©
§ ¹¸
·
©¨
§
¹¸
·
©¨
§
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 (15) 
In this study, isothermal conditions are considered and hence n = 1. The term (dθ/dP) in 
Equation (15) is not continuous at the critical pressure point and introduces a discontinuity 
in the LMS model (simple Henry’s law). In order to obtain a continuous derivative 
function, LMS has changed the underlying mathematical model (Henry’s law) near the 
critical pressure point by proposing a new θ which is smoother than the previous real θ and 
hence does not display a discontinuity in the term (dθ/dP). 
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
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(16) 
This smoothing function is a mathematical convenience and is not based on any physical 
property. To try to understand physically what is happening was one of the motivations for 
this study. 
 
Figure 1 compares the LMS (simple and modified Henry’s law) with the first group of 
models in which only the compression of air/gas is considered. The LMS model with the 
simple Henry’s law is approximately the same as the Kec model up to the critical pressure. 
This behavior is inconsistent with the physical behavior of bulk modulus in that by 
increasing the density, the bulk modulus should also increase. As pressure increases, more 
of the air/gas is dissolved in the liquid and therefore it is expected that the LMS model 
should give a bulk modulus value which is greater than the Kec.  
 
After investigating the LMS model, it was found that the reason for the term (dθ/dP) 
appearing in the LMS model is due to the way that the effective bulk modulus was derived. 
The LMS model was developed based on this definition of fluid bulk modulus given by 
¸¸¹
·
¨¨©
§ 
 dP
dVdV
VVK
l
lLMS
gcd
gcd
11
 (17) 
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Figure 1: Comparison of the LMS model with Kec(only compression) model, when 
PC=2 MPa , X0=10% and Kl=1700 MPa 
Equation (17) must be examined more closely. The bulk modulus definition should only be 
applied to a fluid with a constant composition. For example, in order to find the bulk 
modulus of air/gas, the definition that should be used is 
gc
gcg dV
dPVK  
 
(18)
 
This equation implies that, when air/gas is compressed in a confined container (Vgc) the 
mass of air/gas remains constant. In another words, this definition of bulk modulus should 
only applied when a
 
change in the volume occurs solely due to compression. This 
definition does not hold
 
when the change in the volume occurs due to the other factors like 
leakage. Thus, writing the bulk modulus as  
gcd
gcd dV
dPVKg   (19)
 
 
is a poor approximation (remembering that Vgcd is the combined volume of air/gas which is 
being compressed and being dissolved). Vgcd shows that the volume of air/gas changes 
because of both compression and dissolving (here dissolving can be thought as leakage, in 
which as pressure increases some of the air/gas “leaks” out). 
It is well established that the isothermal bulk modulus of air/gas using the form of equation 
(18) is 
PKg   (20) 
But substituting TgcVV  gcd into equation (19), then  
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(21) 
It is quite apparent that equation (21) does not converge to equation (20); thus problems 
will arise if equation (19) is used. 
 
Using the fundamental definition of bulk modulus, the true effective bulk modulus equation 
for the mixture of air/gas and oil would be  
¸¸¹
·
¨¨©
§
 gcllgce dVdV
dPVVK )(
 
(22) 
Equation (22) is the true definition, because the change in the volume of both the oil and 
air/gas is only due to compression. Thus in equation (22), Vgc should be used rather than 
Vgcd to account for the effect of air/gas dissolving into the oil.  
 
Based on this discussion, it is apparent that equation (17), which was used by LMS to find 
the effective bulk modulus of the mixture of oil and air/gas, is an approximation only. In 
equation (17),
 
Vgcd was used instead of Vgc. This conflicts with the basic definition of bulk 
modulus. 
  
It is interesting to note that the additional Vgcd term in equation (17) results in the term       
dθ /dP appearing in the bulk modulus equation. This produces the discontinuity shown in 
Figure 1. 
 
The challenge then becomes one of how the effective bulk modulus of the mixture of oil 
and air/gas can be modeled when the volume of air/gas decreases, not only because of 
compression, but also because of air/gas dissolving into the oil. To answer this question, 
equation (22) can be written in another mathematical form as: 
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(23) 
Using oil and air/gas bulk modulus definitions, equation (23) simplifies to 
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(24) 
Equation (24) is a useful equation to find the effective bulk modulus when it is desired to 
consider both the effect of compression and dissolving; however, some approximations are 
necessary which is now discussed. 
 
Consider Figure 2. For very small changes in pressure, the corresponding change in the 
volume of air/gas is shown. Vg0 shows the initial volume of air/gas at pressure P0. When the 
pressure increases from P0 to P1, the volume of entrained air/gas decreases according to the 
ideal gas law and reduces to Vgc1. As soon as pressure reaches P1, some of the air/gas is 
dissolved into the oil and the volume of air/gas decreases to Vgcd1. The bulk modulus of 
air/gas at exactly pressure P1 is not defined, but is slightly above and below that point. If it 
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is assumed that the change in pressure from P0 to P1 is small enough, the effective bulk 
modulus at pressure P1 could be approximated as: 
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Figure 2: Volume change of air/gas due to compression and the dissolving effect 
 
Vgcd1 can be found according to Henry’s law.  
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Now at pressure Pk+1  
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(30) 
Theoretically, this process can be continued until the pressure reaches the critical pressure 
in which there will be no entrained air/gas. Therefore on the pressure versus volume plot of 
Figure 2 and at each pressure, a series of bulk modulus points can be estimated. Each point 
can be estimated by 
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PKg  (For isothermal compression) (35) 
 
Therefore, a theoretical model which relates the effective bulk modulus to the volumetric 
variations of air/gas due to both compression and the dissolving of air/gas in the oil, and 
also due to the change in volume and bulk modulus of the pure oil as a function of pressure 
and temperature is given by 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This model was derived based on the assumption of an isothermal compression process 
and that an equilibrium condition between the air/gas bubbles and oil was reached. 
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Equations (36-40) can be considered to be a model of the effective bulk modulus of the 
mixture of the air/gas and oil which in addition to considering both the compression and the 
dissolving of air/gas in the oil,  assumes that the volume and bulk modulus of the pure oil is 
a function of pressure and temperature. In order to consider the effect of pressure and 
temperature on the pure oil volume and bulk modulus, the equations developed by Song et 
al. [9] which predicts the isothermal secant bulk modulus of mineral oils and polymer 
solutions with hydrocarbon bases and non-hydrocarbon based oils, is used here. Since the 
tangent bulk modulus value is required in the model, these predicted equations for the 
secant bulk modulus will be converted to the tangent bulk modulus values. 
 
The dissolving effect of air/gas in the oil introduces new variables like the Henry’s law 
constant and the critical pressure term which makes the model more complicated.  In 
applications where the effect of air/gas dissolving in oil can be neglected, the model can be 
simplified by just considering the compression of air/gas.  To do this, Equation 36 is 
modified by replacing Vgcd(P,T) with Vgc(P,T) and Pc is assumed to be infinity which means 
that there is a permanent presence of air/gas in the oil. The effective bulk modulus for the 
mixture of oil and air/gas when only the compression of air/gas is considered is given by:  
  
    
),(1
),(
),(
),(,
TPV
PTPK
TPV
TPVTPV
K
gc
l
l
gcl
ec 
 
 
(41) 
where 
0
00),(
T
T
P
VP
TPV ggc  
 
(42) 
In Figure 3, the proposed model, Equations (36) to (40), is compared with the LMS model 
(using both the simple and modified Henry’s law). For comparison purpose, PC=5MPa and 
X0=3% were chosen. It was also assumed that liquid bulk modulus changes with pressure 
according to Equation (44). The plot representing the LMS model using the simple Henry’s 
law, clearly shows the large jump in discontinuity at the critical pressure point. With the 
modified Henry’s law, the plot has improved, but still significant deviations from the 
proposed model (Kecd) are observed. This is especially true in the lower pressure range from 
0-1.5 MPa, in which the KLMS (modifed Henry law) predicts less bulk modulus values than 
those predicted by the Kec model. This means, this model predicts that instead of air/gas 
dissolving in the oil, some more air/gas is added to the oil and decreases the effective bulk 
modulus. This trend cannot happen physically. 
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Figure3: Comparison between LMS models and the new proposed model (Kecd), when 
X0=3%, PC=5 MPa and Liquid bulk modulus changes with pressure according to 
Equation (44) 
4 EXPERIMENTAL RESULTS 
In the previous sections, the theoretical models to find the effective bulk modulus of the 
mixture of oil and air were presented. An experimental system was built in order to 
investigate and compare the bulk modulus versus pressure behavior of the mixture of oil 
and air/gas at a constant temperature with those predicted by the models. In this section, the 
experimental set up and some of the results will be presented.  
4.1  Experimental Apparatus 
A schematic diagram of the apparatus used for measuring the effective bulk modulus of the 
mixture of oil and air/gas is shown in Fig. 4. Greater details of the experimental systems 
can be found in Gholizadeh er al. [7]. For the test, the oil is fed to the testing volume (6) 
and the end of the cylinder (4) by a hydraulic pump (16) and circulated for a specified 
period of time. A venturi orifice (15) is used to mix the oil and the air. After the air is 
distributed in the circuit, the needle valve (11) is opened to collect the sample of aerated oil 
to be used by the pycnometer (12). By measuring the specific weight of the collected 
sample with the pycnometer, the approximate volumetric fraction of air at atmospheric 
pressure could be found. During all of the tests, the throttle valve (9) was closed except for 
the calibration test where it was used to control the amount of vacuum pressure for 
degassing the oil. The transparent tube (8) is used to visually view the size of the bubbles 
and their distribution.  
The transparent tube also facilitates a location for a high speed camera to be used in 
measuring the approximate size and distribution of the bubbles. After aerating the oil, the 
needle valves (14) and (7) are closed and the confined aerated oil in the testing vessel (6) 
and the cylinder end (4) is compressed by actuating the hydraulic cylinder (3) which is 
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mechanically linked to the hydraulic cylinder (4). The speed that the aerated oil is 
compressed is controlled by servo valve (2). At the same time that the aerated oil is 
compressed, the pressure reading of pressure transducer (13) is taken and the change in the 
volume of aerated oil is measured by displacement sensor (5). A pressure versus volume 
curve is plotted and used for calculating the tangent bulk modulus. The specification of the 
pressure and displacement sensors is given in table 1.  
The volume of the testing vessel including extra volume added due to the fittings is 
2133695 mm3. All the measurements were taken at a temperature of 23±1 °C. Isothermal 
curves were obtained by applying the load very slowly. It took about 3.5 minutes for each 
test to increase the pressure from 0-6.9 MPa. 
 
(1)Pressure compensated variable displacement pump, (2) Pressure control servo valve, (3) 
Double acting double rod end hydraulic cylinder, (4) Double acting double rod end 
hydraulic cylinder, (5) Displacement sensor (MicroTrak II-SA), (6) Testing vessel, (7) 
Needle valve, (8) Transparent tube, (9) Variable throttle valve, (10) Vacuum pump, (11) 
Needle valve, (12) Pycnometer, (13) Pressure transducer, (14) Needle valve, (15) Venturi 
orifice, (16) Pressure compensated variable displacement pump, (17) Compressed air 
source, (18) Pressure regulator 
 
Figure 4: Schematic diagram of the bulk modulus tester 
A couple of lip type piston seals were used in the hydraulic test cylinder (4) in order to 
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prevent the leakage from the test chamber to the cylinder. Leakage test were performed at 
the maximum pressure of 6.9 MPa in 3.5 minutes and a negligible amount of leakage 
during this period of time was observed. The errors in estimating the bulk modulus caused 
by the deformation of the testing vessel, cylinder and seals as well as the error due to the 
small amount of leakage can be removed from the final test results by the calibration 
method which will be explained later. The errors due to the sensors were estimated and it 
was found that the calculated error in estimating the bulk modulus using this method is as 
low as 3%.  
 
4.2  Calibration 
Errors due to the deformation of the testing vessel, cylinder and especially lip seals need to 
be estimated and removed from the final results. Some theoretical relations exist which 
estimate the deformation of testing vessel and cylinders, but estimating the lip seal 
deformation using theoretical relations was found to be impractical. In order to remove the 
deformation effects, before adding air to the system, the calibration procedure was followed 
in which steps were taken to ensure that the apparatus interior was entrained of any trapped 
air. Vacuum was also applied to the system to remove any residual air bubbles. In order to 
make sure that the results of the calibration test were repeatable, the oil was completely 
removed from the testing vessel and cylinder and a second test was performed. The results 
of these two tests were highly repeatable. Isothermal curves were obtained by applying the 
load very slowly at the same rate which was later applied to the final tests. Figure 5 shows 
the results of pressure versus the change in the volume and also the effective bulk modulus 
versus pressure of the system. The change in volume due to the expansion of the testing 
vessel and compression of the piston lip seals can be found using this relationship: 
lCaldef VVVV ' ' 0  (43) 
 
Table 1: Specifications of sensors 
Sensor Type Range Linearity ( % of full scale) 
Validyne DP15TL Pressure 
transducer 
±6.9 MPa (±1000 Psi) ±0.5 
Microtrak II stand-alone 
laser sensor 
±100 mm ±0.03 
 
Vcal and V0 are known by measurements, but ΔVl is unknown and needs to be accurately 
measured or estimated by knowing the bulk modulus of pure oil. Using semi-empirical 
relations provided by Song et al. [9] for mineral oils, the bulk modulus of the test oil (Esso 
Nuto H68) was predicted within ±3.7 percent by measuring its viscosity and density at 
atmospheric pressure and a temperature of 23 °C. The predicted secant and tangent bulk 
modulus at this temperature and pressure range of 0-15 MPa are given respectively by  
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The change in volume due to the deformation of the apparatus was estimated and subtracted 
off from all subsequent measurements.  
 
4.3  Experimental results with entrained air 
Using the test rig and procedure explained in section 4.1, a series of tests were carried out 
using different amounts of air. Air was continuously added and circulated throughout the 
system for a short period of time. For longer periods of time, a higher percentage of air 
could be accumulated in the oil. The maximum amount of entrained air obtained using this 
method was limited to X0=6%. This method of adding air to the bulk modulus tester is 
different from others [4,5,8,10] in which air is added locally to a part of a bulk modulus 
tester resulting in one large pocket of air. This contrasts our method where a mixture of 
air/gas and oil with different air bubble sizes are created, which more closely represents a 
hydraulic system in practice. 
--  
Figure 5: Pressure versus change in volume and effective bulk modulus versus 
pressure curves for the calibration test 
X0 which is the volumetric fraction of entrained air/gas at atmospheric pressure (P0) and 
temperature T0 is defined as  
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 X0 and PC can be estimated by plotting the (ΔV/V0) curve versus pressure as shown in 
Figure 6. By drawing an asymptotic line from the maximum slope to the abscissa, X0 can be 
determined. PC is determined as the pressure where the slope of the curve approaches that 
of pure oil. These techniques have been used and explained by Kajaste et al. [4] and Ruan 
and Burton [10]. 
 
Figure 6: A representative diagram which shows how X0 can be calculated using 
measured data 
Figures 7-9 show how the experimental and theoretical tangent bulk modulus changes as a 
function of pressure, when X0 is 0.23%, 1.15% and 3.32% respectively. All the 
measurements were taken at a temperature of 23±1 °C. The experimental bulk modulus 
values were determined by taking the slopes at locations along the pressure versus volume 
curve of each set of experimental results.    
The experimental bulk modulus results for X0= 0.23% and 1.15% cases (Figures 7 and 8) 
were divided into three phases for comparison purposes with the theoretical models. It 
remains an immediate challenge to verify the following statements but based on what has 
been observed and indeed, derived, the observations appear to be consistent.    
Phase 1 (0 < P < 1 MPa): The measured values follow the (Kec) model quite closely, which 
suggests that the air bubbles are only being compressed and no dissolving occurs. 
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Phase 2 (1 < P < 1.7 MPa): The bulk modulus values start to increase more than the value 
predicted by the (Kec) model and follows closely with the (Kecd) model, which shows that in 
this region the air bubbles are dissolving. 
Phase 3 (1.7 < P < 6 MPa): The bulk modulus no longer increases with the same rate as in 
the second phase, but follows the (Kec) model quite closely. This indicates that the air 
bubbles may have stopped dissolving and are only being compressed as pressure increases.   
 
Figure 7: Comparison of the experimental and theoretical bulk modulus (X0=.23%, 
PC=5MPa)   
 
Figure 8: Comparison of the experimental and theoretical bulk modulus (X0=1.15%, 
PC=5 MPa)   
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In Figure 9, as the amount of air/gas increases (X0=3.32%), the measured values initially 
follow the (Kec) model. After P=0.5 MPa, the bulk modulus values follow the (Kecd) model 
quite closely suggesting that air bubbles are being dissolved. Between the region of 1 < P < 
3.2 MPa, there is a significant deviation between the model and the experimental results.  
This indicates that the amount of dissolved air is greater than that predicted by the (Kecd) 
model.  
 
Figure 9: Comparison of the experimental and theoretical bulk modulus (X0=3.32%, 
PC=5.5MPa)   
 
 
5  CONCLUSION 
 
Theoretical models to find the effective bulk modulus of a mixture of oil and air/gas were 
presented and the discontinuity problem associated with the LMS model was discussed and 
its limitations were presented. A new model which accounts for the effect of dissolution of 
the entrained air/gas in oil according to Henry’s law was developed. An experimental 
system was introduced to investigate and compare it to the bulk modulus versus pressure 
behavior of the mixture of oil and air/gas at a constant temperature with those predicted by 
the models.  
 
Tests were carried out by adding different amounts of air to the oil and distributing it in the 
oil. The results of the pressure versus bulk modulus curve showed that for the X0= 0.23% 
and 1.15% cases, the agreement between the Kecd model and the measured values is good 
up to 1.7 MPa.  After this pressure it appears that the Kec model follows the experimental 
results more closely suggesting that the mechanism for dissolution is not fully accounted 
for and leads to deviation from the experimental results.   However, by increasing the 
amount of air to X0=3.32%, it was observed that none of the models agreed well with the 
experimental values, but the results of Kecd were closer to the experimental values than the 
Kec model. This difference may be related to the distribution and size of the air bubbles and 
is an area where more research will be conducted in the future.  
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NOMENCLATURE 
 
H Henry’s constant  [MPa] 
Ke
 Tangent effective bulk modulus [MPa] 
Kg
 
Tangent bulk modulus of the air/gas [MPa] 
Kl
 Tangent bulk modulus of the liquid [MPa] 
KLMS 
Effective bulk modulus model of the mixture 
of oil and air/gas provided by LMS [MPa] 
Ndg
 Number of moles of  dissolved air/gas at 
pressure P [mole] 
Ng(P,T) 
Number of moles of entrained air/gas at 
pressure P and temperature T [mole] 
Ndg(P,T)  
Number of moles of dissolved air/gas at 
pressure P and temperature T [mole] 
 
  Ndg(P+dP,T)  
Number of moles of dissolved air/gas at 
pressure P+dP and temperature T [mole] 
      Ng(P+dP,T) Number of moles of dissolved air/gas at 
pressure P+dP and temperature T [mole] 
             Nl Number of moles of oil [mole] 
P Instantaneous pressure (absolute) [MPa] 
P0 Atmospheric pressure (absolute) [MPa] 
PC
 Critical pressure (absolute) [MPa] 
Pg
 
Instantaneous gauge pressure [MPa] 
R Ideal gas constant [m3PaK−1mol−1] 
T Instantaneous temperature [°K] 
T0 Initial Temperature [°K] 
V0
 Volume of fluid (entrained air/gas+liquid) at 
P0 and T0 
[m3] 
V Volume of fluid (entrained air/gas+liquid) at P and T [m
3] 
Vg0
 
Volume of entrained air/gas at P0 and T0 
[m3] 
 
Vgc 
Instantaneous volume of gas due to  
compression 
 [m3] 
Vgcd
 Instantaneous volume of gas due to both  
compression and dissolve [m
3] 
Vg
 
Volume of  entrained air/gas at P and T [m3] 
Vl0
 
Volume of liquid at P0 and T0 [m3] 
Vl
 
Volume of liquid at P and T [m3] 
n Polytropic index for air/gas content [-] 
m Slope of the pure oil bulk modulus versus pressure curve [-] 
0X  
Volumetric fraction of entrained air/gas at P0 
and T0 
[-] 
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T  
The ratio of the number of moles of 
entrained air/gas at pressure P to the number 
of moles of entrained air/gas at pressure P0 
[-] 
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ABSTRACT
A method for optimal sizing of pipe networks in aircraft hydraulic system preliminary
design is presented. This method sizes the hydraulic system’s pipe diameters for a defined
architecture in order to meet maximum fluid velocity and consumer delta pressure
constraints with a minimum pipe network mass. The optimization function uses
evolutionary algorithms and implements techniques developed for pipe size optimization of
water distribution networks, like scaled fitness or Gray code representation of discrete pipe
diameters. Additionally, an advanced problem formulation is determined, which decreases
solution space and computation time by taking advantage of the network characteristics.
Furthermore, a dynamic penalty function for infeasible solutions is designed. The method is
implemented in the preliminary architecting and sizing tool AROLAB via  the  EVA2
optimization framework. The performance is tested on an aircraft hydraulic system supplied
by an electric motor pump. The results show that the system mass could be reduced up to
22% in comparison to a former manual sizing. Much more important during this design
phase, however, also the sizing time is reduced significantly.
Keywords: Aircraft hydraulic systems, preliminary design, pipe networks, optimization
1. INTRODUCTION
During aircraft preliminary design different architectures of hydraulic systems are
generated, analyzed, sized, and compared regarding key performance indicators, such as
mass,  costs  or  reliability  [1].  As  the  pipe  networks  mass  is  the  main  contribution  to  the
system related aircraft fuel consumption, a low mass network is the best way to design an
efficient hydraulic system. On the other hand, the tubing has a major influence on the
systems’  performance  and low mass  networks  may be  infeasible.  Thus  the  sizing  of  pipe
networks is one of the main tasks during this design phase. It is conducted to generate
objective key performance data for concept benchmarks and fundamental parameters for
detailed design [2]. Due to up to 100 system states, 40 consumers and multiple redundant
systems, the architecting and sizing of aircraft hydraulic systems (AHS) is rather complex
and can hardly be done without computer-aided methods. Today a MICROSOFT EXCEL-
based tool is used for network sizing. Since this assistance was insufficient, the tool
AROLAB (Architecture Optimization Laboratory) was developed to support the whole
preliminary design process [1].
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The sizing of AHS pipe networks is undertaken according to fluid velocity constraints in
the pipes themselves and delta pressure constraints for hydraulic consumers. In the EXCEL-
based tool this step is done by the designer, who is manually setting the pipe diameters to
meet both constraints with an acceptable system mass. This trial-and-error sizing process is
very time consuming and can create suboptimal solutions. Thus for AROLAB the
implementation of an automatic and optimal sizing function for AHS pipe networks in
addition to the manual sizing option seems to be promising.
The optimal sizing of pipe networks is widely spread through different engineering topics,
such as water distribution, chemical industry and gas distribution. The problems, especially
in water distribution network sizing, are very similar to the AHS pipe network sizing
problem. Instead of a least-mass network, a least-cost network is aimed with similar
constraints. This least cost design can initially be divided into two groups regarding the
pipe diameter modeling. Lansey and Mays [3] modeled the pipe diameter as continuous
variables. Although this approach has some advantages considering possible algorithms, it
does  not  seem  to  be  suitable  for  the  AHS  pipe  network  sizing  problem,  since  rounding
errors may be quite significant. Other research work treats the problem as a discrete
optimization problem, where there is a limited set of available pipe sizes. For this problem
many different optimization algorithms have been developed. Cheng and Mah [4] used
dynamic programming, Dandy et. al. [5] and Savic and Walters [6] genetic algorithms and
Maier et al. [7] ant colony optimization. In AROLAB it  was  decided  to  use  the  EVA2
optimization package of the University of Tübingen [8]. This framework offers a wide set
of evolutionary algorithms and the possibility to define individual problem formulations.
For the pipe network sizing problem a genetic algorithm was chosen. The reasons for this
were the promising results shown by Dandy et. al. for water distribution networks and the
simple implementation of improvements and adaptions. The optimization is directly
implemented via the EVA2 package into the Java-based preliminary architecting and sizing
tool AROLAB.
2. AIRCRAFT HYDRAULIC SYSTEMS PRELIMINARY DESIGN IN AROLAB
In this section the basics of AHSs are explained with special regard to their preliminary
design. First, the general architecture of these systems is discussed. In the second section it
is shown why preliminary design is necessary and what is undertaken in the corresponding
process. In the third section the modeling used for aircraft hydraulic system preliminary
design in the AROLAB tool is explained.
2.1 General aircraft hydraulic system architecture
AHS are closed center, constant pressure regulated systems. They are normally supplied by
variable displacement axial-piston pumps, which are driven by the aircraft engines or
electric motors. The systems are multiple redundant with two to four AHS per aircraft. In
Figure 1 a sheet for the triple redundant AIRBUS A320 hydraulic system is shown. It can be
seen that there are multiple consumers located all over the aircraft. Due to low temperatures
and long distances, the tubing has a major influence on the systems performance and mass.
Thus, in order to achieve objective benchmarks between different system concepts, the
sizing of hydraulic pipe networks is a key factor in preliminary design.
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Figure 1: Hydraulic sheet of an Airbus A320
2.2 Aircraft hydraulic system preliminary design process
The preliminary design process of AHS can be grouped into the phases requirements
definition, architecting, sizing and benchmark.  A  main  task  during  the  first  phase  is  the
definition of system states and failure cases. For all these states the required system in- and
outputs, like consumer deflection rates or engine speeds, have to be defined. In the next
phase different system architecture concepts are generated, by varying the number of
independent systems, the number and type of pumps and the allocation of consumers.
These system concepts are sized, regarding pipe diameters, pumps and reservoirs. On the
basis of this sizing, key performance indicators like mass, power consumption and costs are
calculated and used for a concept benchmark in the next phase. The most suitable concept
is selected and analyzed further in detailed design with thermal, dynamic and realtime
simulation.
2.3 Preliminary architecting and sizing tool ArOLab
Since the decisions made at the preliminary design stage are essential to subsequent system
performance, and the assistance from the EXCEL-based tool was insufficient for this
purpose, the sizing tool ArOLab has been developed [9]. The tool uses a model-based
system design approach, which is supported by knowledge-based methods. It has a
graphical user interface, a model library and various functions and features for requirements
import, data visualization and project comparison. The user interface is depicted in Figure
2. The tool implements steady-state flow and pressure calculation. These methods are
briefly described in the next sections.
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Figure 2: AROLAB user interface
2.3.1 Steady-State flow and pressure modeling in ArOLab
AROLAB uses a steady-state flow and pressure calculation. This seems to be accurate
enough for a preliminary sizing and has advantages in comparison to dynamic modeling
regarding calculation time and necessary parameter input. By using the required consumer
deflection rates ߜሶ and assuming a linear relation between deflection rate and flow with an
empirical flow factor ݇௙௟௢௪
ܳ = ݇௙௟௢௪ ڄ ߜሶ (1)
the demanded consumer flows can be calculated for all system states. Next, a flow vector ݍ,
which implements the flow variables at the component ports, is defined. This vector can be
calculated by solving the equation system
ܣ ڄ ݍ = ܾ (2)
with an interconnection matrix ܣ and the vector ܾ incorporating all demanded consumer
flows. Having determined the flows at all ports and all system states the pump can be sized
by calculating with
௉ܸ,ௗ௘௠ =
ܳ௉
݊ ڄ ߟ௩௢௟
(3)
the demanded pump displacement ௉ܸǡௗ௘௠ regarding flow demand ܳ௉ and rotational speed ݊
in each state and the volumetric efficiency ߟ௩௢௟ . The maximum demanded displacement is
used for pump mass estimation. The pump discharge port pressure can be determined on
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the basis of the pump characteristic line. Knowing all flows in the pipes, the pressure loss in
each pipe can be determined by
݌௟ =
ߩ
2 ڄ ݒ
ଶ ڄ ൬ߣ
݈
݀௜௡
+ ߞ൰, (4)
regarding fluid density ߩ, fluid velocity ݒ, the Reynolds number dependend linear pressure
drop coefficient ߣ, the inner pipe diameter ݀௜௡  and the singular pressure drop coefficient ߞ,
which is derived per pipe length ݈ from statistical data. Temperature effects are taken into
account by modeling a temperature depended viscosity. The pressure losses can be listed
into a pressure loss vector ݀ሺݍ), the reference pressures at pump and reservoir are
incorporated in a reference pressure vector ݄ and the general pressures at each port of each
component are listed in the vector ݌. With these vectors and the equation system
ܤ ڄ ݌ = ݀(ݍ) + ݄ (5)
with the interconnection Matrix ܤ, the pressure at each port in the system can be calculated.
By subtracting the pressures at the high and low pressure port of the consumers, the delta
pressure ݌ο is determined for each consumer and state.
2.3.2 Mass Modeling in ArOLab
The mass of components is either modeled by known discrete table values, physical
relations or by statistical data. The masses of pipes are determined with
݉௧(݀) = ݉௧,ௗ௥௬(݀) +݉௙௟(݀) +݉௖௟,௙௧(݀) (6)
regarding the pipe’s mass itself ݉௧ǡௗ௥௬ሺ݀), the fluid mass in the pipe ݉௙௟ሺ݀) and the mass
of clamps and fittings ݉௖௟ǡ௙௧ሺ݀). The pipe and fluid mass can be calculated by geometrical
data, like pipe length, material, fluid densities, wall thicknesses and inner diameters. The
clamp and fitting mass is determined by statistic data for the specific pipe length and
diameter [1].
3. GENERAL PIPE NETWORK SIZING PROBLEM
The basic goal of the pipe network optimization is the sizing of diameters for defined
network architectures, so that the network meets fluid velocity and consumer delta pressure
constraints with the lowest possible mass. The problem can be formulated as: Finding a set
of diameters ܦ, in which all elements ݀௜ are part of a set of available pipe sizes ܵ
݀௜ א ܵ, (7)
which minimizes the overall pipe network mass
݂(ܦ) = σ ݉௧,௜(݀௜)௡௜ୀ଴ , (8)
meeting fluid velocity constraints in all pipes ݅ = 0 to ݊
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ݒ௜ ൑ ݒ௠௔௫,௜, (9)
and consumer delta pressure constraints
݌ο,௞ ൒ ݌ο,௞,௠௜௡ (10)
for all consumers ݇ = 0 to݉.
4. FUNDAMENTALS OF GENETIC ALGORITHMS
Genetic algorithms are heuristic optimization methods and are based on artificial evolution
[10]. They simulate the theory of natural selection, genetic recombination and implement
the natural rules of survival in pursuit of the ideas of adaption. Especially the good results
of Dandy et. al. using this algorithm type for water distribution network sizing have led to
its selection. Genetic algorithms are widely used throughout different disciplines. Their
main strength is the flexibility of problem formulation and the robustness regarding
different problem types [11].
The optimization process can be described by the phases:
1. Initializing (Generation of initial population of solutions)
2. Evaluation (Determination of the fitness of the solutions)
3. Selection (Selection of solutions due to particular rules)
4. Recombination (Recombination of the selected solutions)
5. Mutation (Arbitrary changes in solutions)
6. Reproduction (Reproduction of new generation according to particular rules)
7. Termination (After e.g. populations, function calls…)
The simplest problem formulation for genetic algorithms, which is also used for the present
problem, is the representation of a solution by a binary string, where recombination means
interchanges in bit sequences and mutation means arbitrary flipping of bits.
5. ADVANCED PROBLEM FORMULATION
The main difficulties during the sizing of pipe networks are the vast number of possible
solutions and the time consuming and often repeated calculation of hydraulic equations. In
this section an advanced problem formulation of the pipe network sizing problem is shown.
It explains an attempt to overcome these problems for AHS pipe networks by taking
advantage of the present problem characteristic and the general AHS architecture.
5.1 Reduction of solution space
One key factor for a fast and well converging optimization is a small solution space. For its
reduction advantage is taken of the architecture of AHS. Most AHS have a tree-like
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structure for high and low pressure pipe networks, or can be reduced to such. In these
networks the steady-state flow and pressure loss in one pipe is independent from the other
pipes. By choosing the next available discrete pipe diameter according to the fluid velocity
constraint in Equation (9) with
݀௜ ൒ ݀௠௜௡,௜ = ඨ
4 ڄ ܳ௜
ߨ ڄ ݒ௠௔௫,௜
(11)
all pipes ݅ can be analyzed and pre-sized separately. So, the fluid velocity criterion is
generally met after this step and does not have to be checked again during optimization. As
described in section 4, a binary code can be used for representing solutions in genetic
algorithms. The number of bits needed for one pipe depends on the number of available
pipe sizes. Eight different diameters and therefore three bits for each pipe are needed. Due
to the pre-sizing, diameters smaller than the pre-sized diameter are not feasible. It is as well
known that realistic diameters are in the range of the pre-sized solution. Therefore two bits,
starting with the lowest bit at the pre-sized diameter, seem to be sufficient. By taking only
the pipes into account that have direct influence on consumers with insufficient delta
pressure, the solution space can be reduced further. With this approach, the solution space
of a 50 pipe network sizing problem can be reduced from 850 to less than 450 solutions. This
represents a factor of 250 and so the space is decreased to about 1/1015 of the initial solution
space.
5.2 Predetermination of parameters
The main computation effort during optimization is the calculation of hydraulic equations
and masses for each solution. Due to the large numbers of evaluated solutions these
calculations have to be as fast as possible. So, generally a predetermination of parameters is
favorable, if it is practicable. In this case the masses of each individual pipe for all possible
diameters are predetermined. During evaluations the particular masses can be read from a
look-up-table, summed up and represent the pipe network mass of the solution.
Also, the pressure loss can be computed separately for each pipe and a calculation can be
undertaken prior to the optimization. The pressure losses are saved in an array for each
pipe, possible pipe diameter and system state. During optimization these predetermined
pressure losses are used for the consumer delta pressure calculation. Due to the large
number of system states examined during preliminary design, this approach reduces the
computation time significantly. This method is only possible for tree-like networks, for
other network types, pressure and flow equations have to be solved during optimization.
5.3 Problem transformation
In section 3 a general problem formulation for the AHS pipe network sizing problem is
defined. Due to the fluid velocity pre-sizing, the consumer delta pressure criterion is the
only constraint. To work effectively with the predetermined pressure losses, the delta
pressure constraint is transformed. Combining the pump outlet pressure ݌௣, the reservoir
pressure ݌௥௘௦ and the minimum consumer delta pressure ݌οǡ௞ǡ௠௜௡ with
݌௔௟ = ݌௣ െ ݌௥௘௦ െ ݌ο,௞,௠௜௡  , (12)
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it is possible to determine the total allowable pipe pressure losses ݌௔௟ for each consumer ݇.
If the sum of the pressure losses of the pipes supplying the consumer is higher than the
consumer’s allowable pressure loss, the constraint is not met. The allowable pressure losses
are written into an array for each consumer and state prior to the optimization.
6. PROPOSED OPTIMAL SIZING OF AIRCRAFT HYDRAULIC SYSTEM PIPE
NETWORKS USING GENETIC ALGORITHMS
In this section the proposed AHS pipe network optimization algorithm is described. The
optimization uses a genetic algorithm and techniques derived from Dandy et. al. [5]. The
section  starts  with  the  de/encoding of  solutions,  before  showing the  evaluation  as  a  main
part of the algorithm and describing the general process in the EVA2 framework.
6.1 De- and encoding of solutions
As discussed in section 4, a common way to treat combinatorial problems, like the pipe
network  sizing  problem,  is  the  representation  of  solutions  by  a  binary  coded  string.  The
value of a design variable is defined by a specific substring of the solution. Often common
binary coding is used for representation. When using two bit coding a solution “00000000”
would represent a problem with four pipes, all sized to the lowest available diameter.
The usage of common binary code in genetic algorithms has one major disadvantage. The
mutation operator used in genetic algorithms flips bits arbitrary according to a predefined
probability. So, in common binary code very large jumps in the represented diameter may
occur. This may decrease convergence and increase optimization time. Dandy et. al.
proposed the usage of Gray code instead of common binary code. An example is given in
Table 1. In Gray code there is only a change in one bit for neighbouring pipe sizes. This
increases the convergence, especially when handling larger bit strings.
Table 1: Example for an encoding of pipe diameter sizes as binary and Gray code
Diameter in 1/16 inch Binary Code Gray Code
6 00 00
8 01 01
10 10 11
12 11 10
6.2 Evaluation of solutions
When evaluating a solution ܦ, first the coded bit string is encoded to derive the particular
pipe diameter sizes ݀௜. With these sizes it is possible to determine the solution’s pipe
network mass according to Equation (8). Next, it is checked whether the solution is
feasible. Due to the pre-sizing of pipe diameters, the fluid velocity constraint in Equation
(9) is generally met. The delta pressure constraint is checked by using the predetermined
pressure loss and the allowable pressure loss look-up-tables. For each consumer the
pressure loss in the lines supplying the consumer is read from the table and is summed up.
If in each system state the overall pressure loss in the lines to the consumer is smaller than
the allowable pressure loss, the supply is sufficient. If this is the case for all consumers, the
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solution ܦ is  feasible  and  the  fitness ௙݂ሺܦ) can  be  described  as  the  mass  of  the  pipe
network and is returned by:
݂(ܦ) = ௙݂(ܦ) = σ ݉௧,௜(݀௜)௡௜ୀ଴ . (13)
If one or more consumers are not supplied sufficiently, the solution is infeasible. One major
difficulty when using genetic algorithms for constrained problems is the handling of
infeasible solutions. There is no general methodology for the development of constraint
handling functions [12]. Therefore, many different approaches for this problem, like
specialised operators, repair algorithms, penalty functions etc., were developed. An
overview is given in [13]. Penalty methods are the most widespread form of constraint
handling for pipe network optimization and are also used for the present problem.
Generally, genetic algorithms are very sensitive to penalty functions. If the penalty is too
high, infeasible solutions that carry valuable genetic information are eliminated and the
algorithm tends to local minima. If the penalty is too low, there is a high probability that the
convergence is poor and that infeasible solutions are dominating the result. This shows why
such functions are often designed by tuning a general method. For the hydraulic pipe size
optimization problem the approach of Joines and Houck [14] was chosen:
݂(ܦ) = ௙݂(ܦ) + (ܥ × ݐ)ఈ෍ ௝݂
ఉ(ܦ)
௠
௝ୀଵ
. (14)
The result of an evaluation at a time t is the sum of the feasible fitness ௙݂ሺܦ), which
represents the pipe network mass, and a penalty function. The penalty function is computed
with the constants ܥǡ ߙ and ߚ and sums the extend of constraint violation for the
constraints݆ to݉. The variable ݐ describes the function calls in the optimization. Thus, this
method is a dynamic penalty that increases the amount of penalty for a violation along the
optimization. This concept allows relatively high violations in early optimization and works
as a death penalty in later optimization. It is realized by the term ሺܥ ൈ ݐ)ఈ, with ߙ > 1. The
constraint functional ௝݂ሺܦ) can be chosen in different ways. The decision was made to use
the maximum missing delta pressure in one system state for each consumer for the penalty
function. The parameters ܥǡ ߙ and ߚ were tuned on reference systems. The parameter ܥ can
be adjusted by the user in order to allow slightly infeasible, low mass solutions.
Dandy et. al. proposed the usage of variable fitness scaling for increased competition
between solution during the optimization process. For that task often a power law with the
raw fitness ݂ሺܦ) and the scaled fitness ݂ሺܦ)ᇱ, like
݂(ܦ)ᇱ = ݂(ܦ)௡ , (15)
is used. The exponent n is increased from 1 at the beginning of the optimization to values
like 3 or 4 at the end. This preserves the diversity of the population at the beginning, but
also increases the competition at the end to accentuate small differences in raw fitness. The
fitness value ݂ሺܦ)ᇱ is returned by the evaluation function to the algorithm. In the next
section it is described how the evaluation function is embedded into the algorithm, by
showing the general optimization process.
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6.3 General optimization process using the EvA2 framework
The general process for AHS pipe network optimization uses a common genetic algorithm
described in section 4, offered by the EVA2 framework. In the next paragraph this process
is described briefly.
Initializing: During this phase bit strings are generated. The size of the pipes is randomly
set to the initial value from the available four diameter values.
Evaluation: For each solution the fitness and the feasibility regarding the consumer delta
pressures is computed. The methods used for evaluation were described in detail in the
previous section. The evaluation is implemented in the generic problem formulation of the
EVA2 framework.
Selection: After the fitness of each solution is determined, the solutions used as a parent
generation for recombination are selected. The type of selection method can be chosen by
the engineer in the user interface, as shown in Figure 3. The default selection method is the
roulette wheel selection.
Figure 3: Settings interface for pipe network optimization
Recombination: After selection the solutions are recombined to generate the children
generation. Like in the selection phase it is possible to use different methods, which choose
the partner combinations. The default setting is random combination. The number of
partners and the number of children from the partners can be adjusted by the user.
Mutation: During the mutation phase the solutions are randomly changed in one bit. The
probability of a mutation is set to 10% in default settings.
Reproduction: The  new  generation  is  used  as  a  new  population  of  solutions.  For  this
generation the process starts back in the evaluation phase, were the fitness of all solutions is
determined.
Termination: There are several methods for setting the termination point of the
optimization, like termination after a certain number of generations or evaluations. The
default settings are to terminate the optimization after 20000 function calls.
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Number of Runs: Experience has shown that the number of runs has a major impact on the
quality of the optimization. Since the algorithm is sometimes locked in local minima, the
probability to find the global minimum rises with the number of runs. Normally a minimum
number of 20 runs should be undertaken.
The optimization user interface is depicted in Figure 4. In the main panel curves of the
current optimization run are depicted, showing the fitness over the number of function
calls. In the interface the problem can be loaded, different algorithms can be selected and
optimization parameters, like population size, can be set. The parameters were varied and
tuned for different pipe networks. It was found that the optimization quality is relatively
insensitive to these parameters. In contrast to this the results were quite sensitive to the
penalty function, as described in section 6.2. By slightly reducing the penalty function
parameter ܥ, a certain state of infeasible, low mass solutions can be allowed, which may be
acceptable and have to be judged by the engineer. A basic optimization with 20 runs, 20000
function calls, a parent population of 50 and a children population of 200 takes about 5
minutes computation time on a standard desktop PC. Often this setting is already suitable to
find an optimal or near optimal solution.
Figure 4: Optimization user interface in ArOLab implementing the EVA2 package
7. CASE STUDY: HYDRAULIC SYSTEM FOR A SHORT RANGE AIRCRAFT
In this section a case study for demonstrating the pipe network optimization algorithm’s
performance and capabilities is described. The test case is a conventional hydraulic system
for a short range aircraft. The test network is sized with the tool AROLAB. The optimization
function is implemented via the EVA2 framework.
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7.1 The test case aircraft hydraulic system
In  Figure  5  the  test  case  AHS  schematic  is  shown.  It  can  be  seen,  that  the  system  is
powered by one pressure regulated variable displacement pump driven by an electric motor,
which  is  a  common  design  in  AHS.  The  system  supplies  a  pair  of  spoilers,  ailerons  and
elevator actuators. Also the rudder actuator, landing gear actuator, brakes and secondary
flight control devices, like flap and slat power control unit (PCU) and the corresponding
wing tip brakes (WTB), are supplied. The pipe network is depicted by solid lines for the
high pressure and dotted lines for the low pressure network. The pump’s case drain and
suction line is shown in dash-dot lines. The pipe network consists out of 56 pipe elements.
For the particular system all pipe lengths, available diameters and corresponding pipe
masses per length were given. Also all system states and the corresponding demanded
consumer deflection rates are known. Additionally, the minimum consumer delta pressures,
the pump’s characteristic line and reservoir pressure were defined prior to pipe network
sizing. These values were used in AROLAB parameterization of the system model. Two
system sizing cases were checked. In the first case a fluid temperature of -15°C is assumed.
This sizing case represents the minimum temperature, in which the system has to have full
performance. In the second case an active temperature control is assumed, which ensures a
minimum fluid temperature of 20°C during system operation. For both cases the pipe
network was sized by an experienced engineer in the EXCEL-based tool, which takes about
one hour per case, excluding the modeling effort. These manually sized systems are used as
a benchmark for the optimization.
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Figure 5: Schematic of the test case aircraft hydraulic system
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7.2 Optimization of the test case aircraft hydraulic system’s pipe network
After modeling the system with the described data, an optimization was undertaken. The
optimization problem is formulated automatically and is loaded into the implemented EVA2
framework. The optimization results are normalized according to the mass of the manually
sized benchmark systems for 20° and -15°C sizing cases, respectively. The benchmark
system represents the normalized fitness of one. Figure 6 shows five optimization runs for
the test case systems. In the left part the 20°C fluid temperature system is shown; in the
right part the -15°C test case is depicted. The x-axis describes the number of evaluations;
the y-axis shows the normed fitness of the best solution in each generation. In both test
cases the algorithm converges well and is very fast, with about 15 seconds per run.
 20°C       -15°C
Figure 6: Best of generation diagram left 20°C, right -15°C for 5 runs
For  the  20°C  sizing  case  depicted  in  the  left  it  can  be  seen  that  the  best  solution  has  a
normed fitness of about 0.99 and thus is nearly equal to the benchmark system. In the sizing
case  the  algorithm  converges  to  this  solution  in  every  run.  This  result  was  also  found  in
optimizations  with  much  more  runs  and  function  calls.  Thus,  there  is  a  very  high
probability, that the best solution found is also the global minimum for this sizing case. In
the best solution only a combination of three pipes was chosen differently from the
manually sized benchmark system. In the whole pipe network only eight pipes were resized
in comparison to the pre-sized system by the fluid velocity criterion. So, the sizing effort is
low and finding a global minimum manually is still possible for an experienced engineer.
For the -15°C sizing case the best optimization result has a normed fitness of about 0.78
and thus is about 22% lighter than the benchmark system. The algorithm converges to
different solutions during the five runs, which represents the convergence into local minima
and explains why there should be a minimum amount of runs undertaken. In this example
nearly all pipes had to be resized in comparison to the fluid velocity criterion. The low
temperature increases pressure losses significantly, and the consumer delta pressure
criterion has a larger influence than the fluid velocity criterion. This makes manual sizing
much harder, which explains the 22% lighter system found during optimization.
This test case shows two main aspects. First, the algorithm finds the possible global
minimum in only a few minutes. This reduction of development time is one key advantage
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of the optimal network sizing function for AHS preliminary design. Second, the algorithm
finds solutions, which are equal or lighter than the benchmark networks. This is especially
the case, if there is a big manual sizing effort to fulfill the consumer delta pressure criterion,
like  in  the  -15°C sizing  case.  In  these  sizing  cases  it  is  more  difficult  for  the  engineer  to
generate feasible and light solutions. It has to be said, that a more intensive sizing action in
the  EXCEL-based tool, which is normally undertaken in AHS preliminary design, would
most likely have resulted in a lighter benchmark system. So the test case shows that the
goals of decreasing sizing time and pipe network mass are both achieved. The scale of
improvement, however, depends on the network and environmental conditions.
8. CONCLUSIONS AND OUTLOOK
A  method  for  the  optimal  sizing  of  pipe  networks  in  aircraft  hydraulic  systems  has  been
described in this paper. The method is implemented into the preliminary architecting and
sizing tool AROLAB. After introducing aircraft hydraulic systems preliminary design and
sizing, the general aircraft hydraulic pipe network sizing problem is shown. The problem
can be explained as a search for the lowest mass network, which fulfills fluid velocity and
consumer delta pressure constraints with a limited set of available pipe sizes. The
fundamentals of genetic algorithms are introduced and the advanced formulation of the
optimization problem is described. This formulation reduces solution space and
computation effort considerably and is one key factor for a fast and high quality
optimization. Next, the algorithm itself and its implementation into the EVA2 framework
are  explained.  Finally,  a  test  case  aircraft  hydraulic  system  is  shown.  This  is  used  for  a
benchmark test of the algorithms performance by comparing the optimization results with a
manually sized benchmark system in the cases of -15°C and 20°C fluid temperature. It is
made clear that the network solutions found were in both conditions lighter than the
benchmark network. A real improvement in system mass was achieved for the -15°C test
case. Here a feasible and 22% lighter network was found. The key advantage, however, is
the  short  sizing  time.  In  comparison  to  the  one  hour  manual  sizing  work  in  the  EXCEL-
based tool in use today, the optimization takes about 5 minutes for a multi run optimization.
This  is  even more  relevant,  if  design  trades,  like  in  this  case  a  20°C or  -15°C trade,  and
parameter changes are regarded. These trades occur constantly in preliminary design and
normally need a complete resize. Thus the method reduces preliminary development time
and increases quality considerably. Additionally, the method is more robust in comparison
to manual sizing, since problems with data handling and transcription errors do not occur.
Also a benchmark between different concepts is more objective.
Future work will be needed for enabling an optimization for other than tree-like systems.
Such systems with e.g. cyclic structures cannot be handled with the present problem
formulation. Here, a separation of the problem, taking advantage of the large tree-like areas
and treating cyclic structures separately with other methods, is being developed. This
method still has the advantage of a short optimization time and is more flexible. In the
AROLAB tool itself an export interface for aircraft hydraulic system models into dynamic
and thermal simulation tools is planned. This approach would enable a complete tool-chain
from requirements definition to complex simulations and virtual integration analysis.
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ABSTRACT 
Displacement controlled (DC) actuation and hydraulic power split transmissions (PST) have 
both shown large improvements in efficiency for mobile machinery. DC actuation 
eliminates metering losses present in current valve controlled systems, which can account 
for 35% of total energy demand [1]. Further hydraulic power split transmissions decouple 
the engine and the wheels allowing for efficient engine operation [2]. Both of these 
technologies also allow for recovering of energy normally dissipated as heat. DC actuation 
permits conversion of potential energy of a lowering load into torque, which is placed back 
upon a common drive shaft. Kinetic energy is also captured during braking events and can 
be placed on the same common shaft by means of the PST.  For certain working machines 
the level of recovered energy far exceeds demand and thus those machines are prime 
candidates for hybridization. 
 
In this paper the authors will present a novel system configuration for a combined DC/ PST 
machine. A reach stacker, chosen as a reference machine, has been modeled and simulated 
in both the baseline LS/ power shift transmission configuration and the proposed DC/ PST 
architecture. An energetic comparison will be presented which shows reduced energy 
consumption of up to 73% and an estimated lifetime savings of 1,250 barrels of diesel fuel 
equating to an overall savings of $195,000 (USD).      
 
Keywords: displacement control, power split transmission, energy recovery, reach stacker 
1. INTRODUCTION 
In a world becoming more aware of pollution and diminishing fuel reserves, increasing 
vehicle efficiency is becoming more of a priority than ever. To date much work has focused 
on improving fuel economy in on-highway vehicles; however less effort has been directed at 
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large off-highway vehicles. These working machines are characterized by high power 
working hydraulics and powerful drive trains, along with proportionally high losses. While 
small improvement can be made by increasing individual component efficiency, large 
improvements are possible by capturing energy normally dissipated as heat. In these 
machines two types of energy can be recovered, kinetic and potential. Kinetic energy is 
found in the vehicles inertia while potential energy is present in elevated loads. 
   
Two novel technologies can be combined to achieve significantly increased efficiencies in 
working machines. First conventional valve controlled hydraulics can be replaced with 
displacement controlled actuation eliminating metering losses and allowing for energy 
recovery. Second a standard power shift transmission with torque converter can be 
substituted with an infinitely variable hydraulic power split transmission, increasing engine 
efficiency while facilitating energy recovery.        
2. INVESTIGATED MACHINE 
Many working machines would benefit from the reduction of metering losses and potential 
of energy recovery afforded by switching from valve control to displacement control. 
Likewise machines with high transmission power requirements would benefit from reduced 
fuel consumption by moving to a power split transmission. Machine architecture has a 
significant impact on the benefits received from moving to these new technologies. The 
greatest improvements will be found on machines which posses the following qualities: 
 
x Heavy load lowering (DC energy recovery) 
x Large braking events (transmission energy recovery) 
x Rapid cycle times (energy storage)  
x Multiple actuators coupled to a single LS pump (reduction in metering losses) 
        
One machine that meets most of these requirements quite well is a reach stacker. Reach 
stackers are commonly used in ports and rail yards to transport shipping containers short 
distances. These containers are then stacked by the reach stacker up to 5 containers high 
before being retrieved. Standard loaded shipping containers can have a mass up to 45 tones.  
This, coupled with the mass of the reach stacker’s boom, represents a tremendous quantity 
of potential and kinetic energy.                   
 
Figure 1 shows a typical reach stacker along with its maximum lifting capacity in each 
position. A reach stacker’s working group consists of a primary boom, which is elevated 
using two single acting hydraulic lift cylinders. A secondary boom extends from boom 1 by 
means of a single double acting boom cylinder. Finally an end effector known as a spreader 
interfaces with the container. Select machine parameters are located in Table 1.          
 
The chosen reach stacker will serve as the representative machine for comparing a machine 
with combined DC/ PST architecture possessing large levels of recoverable energy against a 
conventional machine. The following two sections will describe the hydraulic and 
mechanical configurations of the conventional and proposed machine.     
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Table 1  Reach stacker parameters  
 
                   Figure 1  Reach stacker 
 
2.1. Conventional architecture 
Both machine architectures have been condensed down into the components required for an 
energetic analysis. Reach stackers have a number of auxiliary hydraulic functions, including 
steering, which were not considered. These subsystems do not consume large quantities of 
energy and their load on the engine remains consistent between both machines. As such 
these simplifications should not have a large impact on relative energy consumption 
between the two architectures.      
 
System parameters were selected for a typical reach stacker based on published data from 
several manufactures. Kinematics, hydraulic pressures, cylinder dimensions, and 
performance requirements were based on published information along with experience and 
intuition. A summary of key parameters can be found in Table 2. These core parameters 
were used to simulate both machines so variance in their approximation from an actual 
machine is acceptable though undesired. 
 
A simplified schematic of a conventional reach stacker is shown in Figure 2. Note that each 
actuator has its own load sensing pump. This configuration reduces metering losses to that 
of the 10 bar marginal pressure, lessening that advantage of DC. Instead of a significant 
reduction in metering losses, DC’s main advantage for the reach stacker is energy recovery.              
 
Table 2  Baseline machine parameters 
Lift circuit  Boom circuit  
  pump displacement 135 cc/rev   pump displacement 70 cc/rev 
  max pressure 380 bar   max pressure 380 bar 
  cylinder bore diameter (x2) 0.2246 m   cylinder bore diameter 0.1374 m 
  cylinder rod diameter N/A   cylinder rod diameter 0.0795 m 
  cylinder stroke 3.037 m   cylinder stroke 5.549 m 
 
 
 
 
 
 
Vehicle   
(curb weight)  77 t 
Boom 1 9 t 
Boom 2 6 t 
Spreader 9.5 t 
Container  
(height, width) 2.9, 2.4 m 
Top speed  
(loaded, unloaded) 23, 25 km/h 
Engine power 280 kW 
Rated speed 2100 rpm 
Raising speed 
 (loaded, unloaded) 0.28, 0.39 m/s 
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Low pressure system Power shift transmission 
  pump displacement 20 cc/rev   gear 1 ratio 4.10 
  set pressure 15 bar   gear 2 ratio 2.78 
  accumulator volume  30 l   gear 3 ratio 1.65 
LS system    gear 4 ratio 0.85 
  marginal pressure 10 bar    axle/ final drive ratio 32 
  lift control valve flow (@ 10 bar) 284 lpm   tire rolling radius 0.85 m 
  boom control valve flow (@ 10 bar) 147 lpm   
 
 
A Engine B Charge pump C LP accumulator 
D LP relief valve E LS pump F LS control valve 
G Main control valve H HP relief valve I Cylinder 
J LS priority valve K Tank L Main system shaft 
M Torque converter N Power shift transmission O Wheels 
Figure 2  Conventional reach stacker architecture 
 
2.2. DC PST architecture 
A novel circuit (Figure 3) is proposed in this paper, which combines DC actuation and a 
power split transmission into a single integrated system. Two variations of DC actuation, 
first proposed by Rahmfeld and Ivantysynova [3], are used for the reach stacker. First the 
boom cylinder (Q) uses a conventional closed circuit approach by connecting each side of 
the cylinder directly to a port in the pump (P). Pilot operated check valves (L) compensate 
for varying flow rates generated by differences in area between the bore and rod sides of the 
cylinder. The lift cylinders (K) on the other hand use a less common open circuit DC 
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approach where only the high pressure port of pump (G) is connected with the lift cylinders. 
Both DC circuits require a low pressure supply provided by charge pump (C) and low 
pressure accumulator (E). This same low pressure system is used to supply the hydrostatic 
transmission. 
 
 
A Engine B Main system shaft C Charge pump 
D LP system E LP accumulator F LP relief valve 
G Lift DC pump H Check valve I Locking valve 
J HP relief valve K Lift cylinders L Pilot operated check valve 
M Storage pump N On-off valve O HP storage accumulator 
P Boom DC pump Q Boom cylinder R Planetary gear train 
S Gear I T Unit I U Unit II 
V Gear II W Mechanical shaft X Wheels 
Y Flushing valve Z Flushing relief valve   
Figure 3  Proposed reach stacker architecture 
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The torque converter and power shift transmission have been replaced with an output 
coupled power split transmission. Power enters the transmission from the main system shaft 
(B) and passes first through the PGT (R). The PGT serves to split power between the 
efficient mechanical path (W) and the flexible hydrostatic path. Power is then recombined at 
the junction of (V) and (W). At low speed all of the transmissions power is transmitted 
through the hydrostatic path. However as vehicle speed increase a greater percentage of 
power transverse the mechanical path up until all of the power is transmitted in this manner 
at this vehicle’s top speed. Vehicle speed is controlled by adjusting Unit I and II’s (T and 
U’s) displacement. An in-depth discussion of power split transmission control and power 
flow can be found in [6].                         
 
A principle concept of this circuit is that recovered energy flows freely between both 
subsystems. Recovered kinetic energy from the transmission can be used to power the 
working hydraulics and likewise, recovered potential energy from an aiding load can be sent 
to the transmission. When recovered energy exceeds current system demand, storage pump 
(M) is used to store this excess energy in accumulator (O).         
 
Properly sizing the storage system requires a deep understanding of power flows within the 
system. Of importance is not only the magnitude of energy recovered and subsequently 
required by each subsystem, but also when each of these events occurs in relationship to one 
another. Thus optimal sizing is only possible by dynamically considering a given working 
cycle.  
 
In this paper a systematic approach was taken in which a reference cycle consisting of 
lowering a 45 t container stacked 5 high was simulated. During this cycle a maximum 
overrunning torque of 765 Nm was observed. This torque, combined with a 240 bar 
minimum working pressure, leads to a 200 cc storage pump insuring sufficient resistive 
torque is always available from the storage pump.  The reference cycle was again simulated 
now with storage pump inline and the accumulator size iteratively increased until all of the 
system’s excess energy was captured. Sizing in this manner led to a 200 l accumulator and 
ensured all excess recovered energy was captured.                                   
 
One of the energy storage system’s key features is the on-off valve (N). The integrated 
check valve in the on-off valve’s non-energized position allows charging of the accumulator 
at any time. However when no fluid is being pumped this valve limits the pressure seen by 
the storage pump to that of the low pressure system. This low differential pressure 
significantly reduces parasitic losses caused by exposure to the high pressure accumulator. 
When stored energy is required, valve (N) is energized connecting the accumulator to the 
storage pump (M), which acts as a motor placing torque back on the main system shaft.             
The proposed architecture uses the same size hydraulic component as the baseline machine 
(located in Table 2). Parameters for the power split transmission and energy storage system 
can be found in Table 3. 
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Table 3  Proposed machine parameters 
Power split transmission  Energy storage system  
  i0, i1, i2 -2.2, 3.5, 1.25    pump displacement 200 cc/rev 
  Unit I displacement 300 cc/rev   precharge pressure 200 bar 
  Unit II displacement 300 cc/rev   min working pressure 225 bar 
  max pressure 380 bar   max pressure 450 bar 
  axle/ final drive ratio 32   accumulator volume 200 l 
3. MATHEMATICAL MODEL  
A dynamic multi-domain mathematical model was developed in order to compare energy 
consumption between a conventional machine and a machine outfitted with the new 
architecture. All modeling and simulation work has been completed in the Matlab Simulink 
environment allowing for the development of high fidelity machine models. For this study 
models developed by previous researchers of the author’s research group have been used for 
the LS system [4], the DC system [5], and the PST system [6] and integrated into the two 
models for the baseline reach stacker and the new proposed system architecture. Due to 
length restriction of this paper the complete models are not included here. 
               
New in this study is the addition of a model of the power shift transmission. The baseline 
machine’s transmission is composed of two primary components, the torque converter and 
the transmission gear ratios. Torque converters consist of four main elements; an impeller 
coupled to the engine, a turbine connected to the transmission, a stator which helps to 
redirect spent fluid, and a lock up clutch. Torque transmitted through the torque converter is 
a function of the speed ratio between impeller and turbine. When a high speed ratio exists 
within the torque converter a torque multiplication occurs due to the stator recycling fluid 
still possessing kinetic energy. As the turbine speed increase less fluid is recycled through 
the stator and the torque ratio approaches one. A simplified approach has been chosen to 
model the torque converter based on empirical data. Known as the K Factor approach, 
measured speed ratio and resulting torques have been placed in a look up table. This method 
allows engine and transmission torque to be calculated when both speeds are known.                           
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Figure 4  Torque converter performance curves 
 
 
Figure 5  Torque converter model  
 
The fourth major component found in many torque converters is a lock up clutch. When 
engaged this hydraulically actuated clutch rigidly connects the engine and transmission and 
allows power to be transmitted mechanically greatly improving efficiency. A more 
important function exists for this clutch in that while decelerating the torque converter is 
able to place torque back on the main system shaft. Due to the modeling approach taken 
(speeds are input, torques are output) a rigid coupling presents difficulties. However if a 
small level of slip between the clutch plates is allowed (< 15 rpm), torque transmitted 
through the clutch can be modeled as a function of this slip. Whenever the turbine begins to 
rotate faster than the impeller, torque is placed back on the engine shaft. Artificial points 
(above a 1:1 speed ratio) included in the K factor and torque ratio lookup tables along with a 
sign function were used to represent this function. 
 
The second major component of the reach stacker’s driveline is the power shift transmission. 
This automatic transmission features 4 gear ratios, which can be shifted with minimal loss in 
power. For this simulation gear up shifts occur when the engine reaches high idle and 
downshifts when the engine drops below low idle.           
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4. SIMULATED WORKING CYCLE 
Reach stackers operate in varied environments but their typical working cycle can be 
condensed down into one of two varieties:  unloading a truck and stacking the container, or 
unstacking the container and transferring it to a truck. For both working cycles a standard 
driving cycle is used. This drive cycle (Figure 6) covers a 100 m path and is indicative of a 
typical working environment.   
 
 
Figure 6  Standard driving cycle 
 
Reach stackers store and retrieve containers of various weights from numerous distinct 
stacked positions resulting in a wide range of energy consumption rates.  In order to 
accurately compare the proposed and baseline machines, 12 cycles were chosen based on the 
maximum permissible container mass at each stacked position (Figure 1). These 12 cycles 
were simulated for both stacking and unstacking operations. While stacking the cycle begins 
and ends at a truck (1.2 m high), whereas for the unstacking cycle the operation began and 
ended at a given container stack position. 24 cycles were thus simulated for both machines 
resulting in a total of 48 simulations. 
 
Engine speed, and consequently maximum pump flow rate, is continuously changing in the 
baseline machine due to the power shift transmission. However in the proposed machine, 
engine and wheel speeds are decoupled thanks to the power split transmission which allows 
the engine to run at a constant efficient speed. This results in very different maximum pump 
flow rates in both machines for a given cycle. Instead of determining an actuator position 
cycle that both machines could meet, a final actuator position was given and the system 
allowed to reach that point as power and flow permitted.              
 
Properly accounting for differences in the accumulator’s state of charge at the beginning and 
end of the cycle is critical. In order to accurately determine fuel consumption each working 
cycle was repeated three times. Fuel consumption has stabilized by this point so only results 
of the final cycle were recorded.    
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5. RESULTS 
Simulation results yield a depended understanding of the differences between both machine 
configurations. Insight into these differences can be gained by analyzing energy 
consumption and dissipation within subsystems and individual components. In this paper 
energy distribution has been visualized using Sankey diagrams. To aid comparison, energy 
consumption in each machine had been normalized to the energy provided by that machines 
engine.   
 
An average stacking cycle (stacked three high in the second row) with a mass of 40 tones 
was selected as a reference cycle for the following discussion. In this cycle the reach stacker 
moves the container from a truck to the stack using the drive cycle in Figure 6 before 
returning to the truck. A stacking cycle was selected for clarity even though the proposed 
machine’s benefits are more pronounced in the unstacking cycle. In an unstacking cycle 
energy enters the system not only from the engine but also from the potential energy 
contained in the already elevated container, muddying energy flow. A stacking cycle, while 
possessing fewer benefits for the proposed machine, only uses energy from the engine.          
 
 
BRK:  Friction brakes CV: Control valve losses 
CYL: Cylinder friction losses GEARS: Gear losses 
PMP: Pump losses ROLLING: Rolling resistance 
TC: Torque converter losses WORK: Cylinder work 
Figure 7  Baseline machine energy distribution 
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Figure 7 shows the energy distribution during the reference cycle for the baseline machine. 
It can be seen that all of the 0.63 MJ of energy recovered from lowering loads is dissipated 
through the control valves and converted into heat. A wasteful process that also requires 
additional energy to cool, a subsystem not simulated. Also of interest is the 2.41 MJ of 
energy dissipated through the transmission’s friction brakes. The transmission is capable of 
transferring a larger percentage of this energy back to the common shaft. However as this 
energy was not immediately required it had to be dissipated.                 
 
 
ACCUM: Accumulator losses CYL: Cylinder friction losses 
GEARS: Gear losses PMP: Pump losses 
ROLLING: Rolling resistance WORK: Cylinder work 
Figure 8  Proposed machine energy distribution  
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A similar Sankey diagram for the modified machine is shown in Figure 8. Energy 
consumption for the proposed machine has decreased 28.7% to 6.22 MJ down from 8.69 MJ 
in the baseline machine. This can be attributed to several factors including 0.42 MJ of 
energy recovered from lowering loads and 2.24 MJ recovered through regenerative braking.  
These high levels of recovered energy are possible because the storage pump absorbs 2.34 
MJ and release 1.72 MJ of energy back into the system.  Further efficiency improvements 
can be found in the transmission where 35.2% less energy is dissipated while driving.  
However lower looses are not the main benefit of power split transmissions. PST’s decouple 
the engine and wheel speeds permitting more efficient engine operation and allowing the 
same quantity of energy to be produced with less fuel. In this paper only the brake energy 
produced by the engine is considered and thus this advantage of PST’s is not investigated.    
 
While Sankey diagrams provide insight into the machine’s inner workings, overall energy 
consumption illustrates the ultimate benefits of these new technologies. Located in Figure 9 
is the simulated energy consumption during all 24 cycles for both machines. While 
unstacking the proposed machine exhibits a significant reduction in energy consumption, up 
to 72.9%. Additionally during stacking the proposed machine reduces energy consumption 
by 29.7% on average (down from 47.9% found on average in the unstacking cycle). Over all 
cycles energy consumed is reduced by 38.0% equating to a 2.89 MJ savings per cycle.  
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Figure 9  Simulated energy consumption 
 
Over a reach stacker’s 1,000,000 cycle life, significant energy and fuel savings are expected. 
Assuming an average savings of 2.89 MJ/cycle, a 36.4 MJ/l energy density for diesel fuel, 
and a 40% thermal efficiency for the diesel engine, a lifetime savings of 1,250 barrels of 
diesel fuel is estimated. At a cost of $0.99 (USD) per liter this equates to an overall lifetime 
savings of $195,000. Any costs incurred by transitioning to the new system architecture will 
be small in comparison with the estimated fuel savings.   
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6. CONCLUSIONS 
This paper investigates a new energy saving hydraulic hybrid architecture for high power 
mobile machines. To study this new system configuration a reach stacker was chosen as a 
reference machine. Baseline energy consumption was determined by modeling and 
simulating a conventional reach stacker with load sensing hydraulics and a power shift 
transmission. Then a reach stacker outfitted with displacement controlled actuation and a 
power split transmission was modeled and simulated. An energetic analysis showed the new 
architecture achieved a significantly decreased energy consumption of up to 73% (38% on 
average) when compared against a conventional machine. Improvements which result in a 
lifetime savings of 1,250 barrels of diesel fuel equating to $195,000 (USD).      
 
Much work still exists which should show increased savings for the new architecture. First 
an engine model will be included to show the benefits of flexible engine operation afforded 
by the power split transmission. Future work will include a power management strategy 
designed to operate the engine in the most efficient manner possible. Further hybridization 
allows for engine downsizing though load leveling and will be explored. Finally the DC 
architecture significantly decreases cooling requirements compared to LS. A thermal model 
of both machines is planned which will show the differences in cooling power.             
7. LIST OF NOTATIONS 
M torque [Nm] 
N angular velocity [rpm] 
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ABSTRACT 
Nowadays the field of agriculture is driven by a rising demand regarding productivity and 
turnover, but also regarding driver’s comfort, driver assistance and driving safety. One 
component which contributes to both requirements is the steering system. Whereas the 
potential of conventional hydrostatic steering systems is nearly exploited electro-hydraulic 
steering systems are emerging. Especially with existing steer-by-wire systems, to meet the 
European regulations for on-road steering systems and functional safety regarding fault-
tolerance, the system complexity tends to get high. 
Based on an analysis of requirements for steer-by-wire systems in tractors this paper 
presents a novel concept of a hydraulic circuit which satisfies the conflicting requirements 
of fault-tolerance and low complexity at the same time. In this concept, the principle of 
independent metering is utilized to provide the steering capability even in the case of 
hydraulic faults. The independent metering is realized with pulse-width-modulation 
controlled on/off-valves. For the presented circuit a self-test routine is developed to detect 
faults in time before hazardous situations evolve. Based on measurements of a hardware-in-
the-loop test bench it is shown that faults can be tolerated without additional safety-shut-off 
valves and even without reconfiguration of the closed-loop controller. Although some faults 
can reduce the performance of the steering system, the driving safety is always maintained.  
Keywords: fault-tolerance, independent metering, steering system, steer-by-wire, 
agricultural tractor, switching valves 
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1  INTRODUCTION 
With the improvement of the accuracy of GPS positioning for civilian use in the year 2000, 
a revolution in the field of agriculture started: Precision farming. To fulfil the need of 
increased productivity and turnover it is now possible to assist or even automate the 
guidance of agricultural machinery in order to improve the process of cultivation and 
thereby save resources and time. Apart from this, a rising demand regarding driver’s 
comfort and driving safety is noticeable, as tractors are used in combination with huge 
trailers for transportation jobs at higher velocities than decades ago. When it comes to 
driver’s comfort, the optimal design and positioning of all user interfaces inside the cabin 
as well as a good visibility onto the implements and the land is of great importance (1). 
One component which contributes to the above mentioned requirements is the steering 
system. The hydraulic circuit of a conventional steering system of an agricultural tractor is 
shown in Figure 1. It is classified as a hydraulic power-assisted steering system with a 
purely hydraulic transmission of the steering forces at a certain point in the energy 
transmission. This means, in contrast to passenger and commercial vehicles, that there is no 
mechanical linkage between the steering wheel and the steered wheels. Apart from the 
hydraulic power supply, the hydrostatic steering valve is the main component inside this 
steering system. An integrated user-driven fixed-displacement pump ensures that the flow 
rate to the steering cylinder is proportional to the angular velocity of the steering wheel 
during normal operation and that the driver can use his muscular force to pump oil and steer 
the vehicle in case the power supply is out of order (2). The long-time usage of such 
steering systems shows that it can be considered as fault-tolerant and safe enough to steer 
vehicles with a maximum velocity of up to 60 km/h. 
 
Figure 1: Hydraulic circuit of a conventional steering system for tractors (2) 
As this steering system is not electrified, the degree of power-assistance is defined during 
construction and cannot be changed by the driver manually or the vehicle automatically. 
The steering ratio is determined by the relation between the displacement of the user-driven 
pump, the size of the steering cylinder and the kinematics of the steering linkage. Thus, a 
tradeoff has to be achieved between a direct steering for maneuverability at low velocities, 
an indirect steering for stability at high velocities and low steering control effort in case the 
vehicle is steered with muscular force. The steering valve itself has to be positioned inside 
or at the cabin and has to be connected to the steering wheel by a mechanical linkage 
reducing the degree of freedoms for a modular and flexible cabin design.  
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To overcome these drawbacks and to be able to implement automatic guidance 
functionality electro-hydraulic steering systems are emerging, see (3) and (4). The 
increasing complexity of the steering system and their electronics is the challenging task as 
the requirements of the customer regarding functionality and of the legislative regarding 
safety are sometimes contrary to each other. Especially with steer-by-wire systems, to meet 
the European regulations for on-road steering systems and for functional safety, the system 
complexity and thereby the costs tends to get high, as in these kinds of steering systems the 
user request is transmitted purely electronically without any mechanical or hydraulic 
connection between the steering wheel and the steered wheels. Hence, the power supply of 
such systems needs to be fault-tolerant and thereby redundant too as the muscular force of 
the driver cannot be used to steer the wheels1
Goal of this work is to design an electro-hydraulic steer-by-wire system which is fault-
tolerant and safe enough on the one hand but which has a low complexity on the other 
hand. Such a solution improves the relationship between cost and functional benefit and 
leads to an increased market share of steer-by-wire systems. In addition to this, systems 
with a lower complexity in hardware and software are less susceptible to systematic faults. 
This paper deals with the core component of such a steering system: the fault-tolerant 
hydraulic valve and the steering cylinder. Other important components like the electric and 
hydraulic power supply, the electronic control unit or the sensors are not addressed here. 
. 
2 REQUIREMENTS FOR STEER-BY-WIRE SYSTEMS 
The requirements for steering systems are mainly based on legislative regulations on the 
one hand and the functional requirements of the customers on the other hand. The basic 
legislative requirements are defined in different national and international regulations like 
the ISO 10998 for agricultural tractors or the ECE-R 79 for vehicles of different kinds in 
general, see (5) and (6). For steering systems which include electronics additional 
regulations apply, especially regarding functional safety. Since the second revision of the 
ECE-R 79 in April 2005, steer-by-wire system with a purely electronic signal transmission 
of the user request are covered for on-road use. In the following paragraphs only some of 
the most important requirements for steering systems are mentioned. At the end of each 
paragraph the requirements for the steering system are transferred down to the hydraulic 
steering valve and the steering cylinder. 
One basic requirement is that steering has to be easy and safe up to the maximum velocity 
of the vehicle. During steering there shall be no vibrations and no high steering control 
effort2
                                                 
1 Steer-by-wire systems are generally classified as full-power steering systems. In vehicles 
with full-power steering systems, the vehicle cannot be steered with muscular force 
according to the requirements pointed out in section 
. Steering the vehicle in the test manoeuvres defined in ISO 10998 has to be possible 
without exceeding predefined forces and within a certain time period at a given vehicle 
2, because there is no or only little 
energy transmission between the steering wheel and the steered wheel possible. 
2 According to (5) the steering control effort is the force the driver needs to turn the steering 
wheel. In contrast to this, the steering force is the force in the energy transmission 
necessary to steer the wheels. 
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velocity (5). To fulfil these requirements, the steering cylinder has to be controlled with at 
least a certain velocity and precision.  
For safety reasons, hydraulic steering systems have to be equipped with pressure limiting 
valves at the steering cylinder to prevent damage to hydraulic components. As the integrity 
of the two hoses connecting the steering cylinder to the steering valve is of vital importance 
these and all other hoses have to be dimensioned to a pressure four times higher than the 
maximum possible system pressure. It is necessary that even in the event of a single fault 
the above mentioned steering requirements have to be fulfilled. Thereby all faults in non-
mechanical components have to be detectable in order to alarm the driver in time. 
Additionally to these requirements ISO 25119 defines requirements for the development 
process of such a system concerning functional safety (7). Particularly with regard to the 
steering valve it has to be analyzed which kinds of faults can occur and how they can be 
detected. If fault-tolerance can be guaranteed for a certain period of time it is not 
compulsory to detect every fault immediately but within an appropriate time interval which 
has to be much shorter than the time period of fault-tolerance. Further it is specified that 
after the occurrence of faults, changes in steering ratio are acceptable but abrupt changes in 
steering angle are not. 
Apart from these basic steering requirements additional requirements regarding the 
functionality of the steering system come along by the customers. These requirements are 
very specific for agricultural tractors. Reasonably, the functionality of automatic guidance 
is most important to relieve the driver and improve the process quality during cultivation. 
In some cases it is also beneficial if the tractor is used in reverse to enhance the 
manoeuvrability and visibility onto the implements. In these vehicles, the driver has the 
possibility to turn the seat or even the complete cabin to drive backwards for a long time 
comfortably. In addition to this, the steering control effort at low velocities and the driving 
stability at high velocities of the tractor can be improved by implementing an adaptive 
steering ratio or even an adaptive steering control effort (8). Furthermore, the 
electronification of the steering system can be used to implement automatic stability 
systems or different input devices (f.e. joystick instead of steering wheel). All these 
requirements are a motivation to implement a closed-loop position controller for the 
steering cylinder in which the reference value is calculated to meet the above mentioned 
functionality. Benefits of such a closed-loop control are the inherent compensation of 
nonlinearities and disturbances3
In general, the necessary velocity of the steering cylinder to carry out fast headland-turns or 
to manoeuvre at low speeds is higher than the requirements from ISO 10998. This leads to 
the fact that degradations in steering performance after the occurrence of faults are 
acceptable as long as the legislative requirements are fulfilled and the vehicle can be 
steered safely. While the maximum velocity of the steering cylinder can be specified for a 
certain type of machinery quite easily, the required precision that results in an easy and safe 
steering feel is subjective and hard to define. It has to be considered that in both of the 
.  
                                                 
3 In the conventional steering system described in section 1, there is no fixed relation 
between the angle of the steering wheel and the steering angle of the steered wheels. The 
main reasons for this are the internal hydraulic leakages in combination with the missing 
mechanical connection between both elements. 
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steering modes, “automatic guidance” and “manual operation”, an overlaying trajectory 
controller is active. In case of the automatic guidance, it is an electronic trajectory 
controller, based on GPS for example, and in case of the manual operation it is the driver of 
the vehicle himself. Obviously the steering comfort decreases with a decreasing precision. 
If the precision gets too low the requirement of an easy and safe steering cannot be fulfilled 
anymore. Apart from this, the manoeuvrability is also influenced by properties of the 
closed-loop control like overshoot, time delay, etc. (9).  
3 FAULT-TOLERANT STEER-BY-WIRE VALVE 
When designing a fault-tolerant steering valve it has to be considered that every component 
can fail, even if the residual probability of failure is quite small. Regarding hydraulic 
valves, the two following worst-case faults are dominating: the valve is closed and cannot 
be opened anymore (fault type A) or the valve is opened and cannot be closed anymore 
(fault type B). An exemplary cause for fault type A can be a cable break while a cause for 
fault type B can be a particle contamination or a permanent actuation because of an error in 
the electronics. The threat of fault type A in combination with the requirement of 
manoeuvrability even in the case of any single fault leads to a redundant architecture with 
two independent channels, for example. Faults of this type can be compensated with a 
robust controller in a two-channel-architecture very easily. To account for faults of type B, 
existing concepts use an active fault-tolerant controller architecture in which the system is 
reconfigured to guarantee the manoeuvrability. In contrast to this, the novel concept 
proposes a passive fault-tolerant controller which is able to ensure the manoeuvrability 
inherently without fault-detection and reconfiguration. 
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Figure 2: Main part of the hydraulic circuit of a state of the art steer-by-wire valve for 
agricultural tractors (10) 
3.1 State of the art concept 
In (4) and (10) a fault-tolerant steer-by-wire system is presented. The main part of the 
hydraulic circuit of the steering valve is shown in Figure 2. It is composed out of two 
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independent and identical channels. Each of them mainly consists of two directional valves 
for steering to the left  and to the right  and one safety-shut-off valve . This shut-off 
valve  is used in case of fault type A or B to completely deactivate the faulty channel. In 
order to deactivate the faulty channel each of the four directional valves  and  have to 
be monitored by position sensors to isolate the fault and determine the faulty of the two 
channels. This fault-detection, fault-isolation and reconfiguration has to be reliable and 
finished in time before hazardous steering cylinder movements can occur. In this concept 
six 4/2-directional valves (18 metering edges) with six coils, four spool position sensors, 
eight high-flow check-valves and three shuttle valves are necessary in total.  
3.2 Novel concept 
The goal of the novel concept for a fault-tolerant steering valve is to reduce the complexity 
and thereby the costs without loosing the manoeuvrability after faults of type A and B. To 
accomplish this, a passive fault-tolerant controller instead of an active fault-tolerant one 
shall be used. A passive fault-tolerant controller compensates faults inherently by its 
robustness. Thus no immediate fault-detection, fault-isolation and reconfiguration is 
necessary. Speaking in terms of components, the spool position sensors and safety-shut-off 
valves might be obsolete. To design a closed-loop controller which is robust enough to 
compensate faults of type B, the effect of such a fault has to be kept as low as possible. In 
the above mentioned concept one fault of type B in the main directional valves leads to an 
unintended movement of the steering cylinder as the pressure supply is connected to one 
chamber and the tank reservoir to the other one. The hydraulic circuit of the novel concept, 
which is shown in Figure 3, makes use of the concept of independent metering to achieve 
fault-tolerance with a robust controller without reconfiguration. Even in the case of fault 
type B at one single valve the steering cylinder does not move when the other valves are de-
energized. 
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Figure 3: Main part of the hydraulic circuit of the novel steer-by-wire valve 
The valve consists of two identical and independent channels with one valve per metering 
edge each. Thus, with one individual channel the steering cylinder can be moved in both 
directions. For each of the eight valves, one with a very low complexity is chosen: A 2/2 
directional on/off-valve in poppet style. Using this valve type, because of the low 
complexity and the poppet style, the robustness against particle contamination is higher 
compared to spool-type valves. To be able to move the cylinder continuously with a certain 
velocity requested by the driver, the on/off-valves are “proportionalized” using the pulse-
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width-modulated control scheme according to (11) and (12). In contrast to this, using the 
PCM control theory only four (2²) different cylinder velocities would be realizable using 
two valves per metering edge4. As the controller is supposed to be robust enough to 
compensate one fault of type A or B inherently without reconfiguration, position sensors at 
each valve and safety-shut-off valves can be omitted, as no immediate fault-detection, fault-
isolation and reconfiguration is necessary. This is true under the assumption that faults can 
be detected during initialisation and periodically using an active self-test routine. After the 
detection of faults the driver should be alarmed and the vehicle should be forced to reach a 
safe state automatically5
To summarize two main assumptions regarding the novel concept are specified, which will 
be evaluated in the following section:  
. In total this concept uses eight 2/2-directional on/off-valves 
(8 metering edges) with eight coils, two high-flow check valves and one shuttle valve. 
1. Fault-tolerance: Single faults of type A and B can be compensated by a robust 
controller inherently without loosing the safe manoeuvrability 
2. Fault-detection: Faults of type A and B can be detected without position sensors at 
each individual valve 
4 PROOF OF CONCEPT 
In this section, the two assumptions regarding fault-tolerance and fault-detection are 
evaluated. For this purpose, a hardware-in-the-loop test bench is used. It is built up of a 
variable pressure LS-pump for the steering valve, the fault-tolerant steering valve itself and 
a steering cylinder. The pressure drop over the inlet valves is kept constant using a pressure 
compensator. An additional load cylinder, which is connected by a load cell to the steering 
cylinder, is used to induce external forces. These forces represent the steering forces of the 
real vehicle.  
To control the steering valve and the load cylinder, a real-time electronic control unit is 
used. For the closed-loop position control of the steering cylinder the actual position is 
measured and compared to the reference value, which can be generated automatically or 
manually by the user with an electronic steering wheel. Based on this information, the 
controller calculates and outputs the necessary control signal for each valve. To control the 
external force, the measured signal of the load cell is evaluated and compared to the 
corresponding reference value, in order to control the pressure in the two chambers of the 
load cylinder. A simplified load model is implemented in the electronic control unit to 
calculate the reference value of the external force. The parameters of this model can be 
adjusted to account for different driving conditions like manoeuvring with a low velocity or 
                                                 
4 For more information on the control of on/off-valves using PWM and the PCM control 
scheme used in the so-called Digital Flow Control Units see (13). 
5  The vehicle is considered to be in a safe state as soon as the velocity of the vehicle is 
smaller than a certain limit. For a given vehicle this limit is defined as the velocity at which 
the vehicle can be brought safely to standstill by braking in the case of a complete loss of 
manoeuvrability. 
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driving on the street with a high velocity. Because of the coupling between the tires of the 
vehicle and the ground, the steering forces are the highest if the vehicle is at standstill. 
4.1 Closed-loop control using on/off-valves 
The on/off-valves in the novel concept are controlled with the PWM control scheme 
described in (12). Using this control technique, it is possible to adjust the flow rate through 
an on/off-valve very precisely and without hysteresis within the so-called “ballistic” 
operation mode. In this mode the piston of the on/off-valve starts to move whenever the 
PWM actuation signal is rising but does not reach the upper end stop because the impulse 
length is chosen to be small. Doing this, the volume flow can be adjusted by changing the 
duty cycle and thereby the impulse length. An exemplary characteristic curve of an on/off-
valve using this control technique is shown in Figure 4 (ballistic mode between g = 0.19 
and g = 0.27). In this figure, the relationship between the duty cycle of the control signal 
and the normalized flow rate is shown. It is noticeable that only the proportional part in the 
ballistic operation mode is suitable for a precise closed-loop control.  
 
Figure 4: Measured characteristic curve of an on/off-valve with a volume flow of 
14 l/min at a pressure drop of 10 bar using PWM control (12) 
In order to evaluate the two assumptions a simple proportional controller is used, as the 
plant is characterized by an integral behaviour. It must be said that finding optimal control 
parameters in order to optimize the characteristic curve and the closed-loop position control 
is not part of this article. Inside the controller the characteristic curve of the on/off-valve is 
used to calculate the optimal control signal for a given output signal of the controller. 
Depending on the desired direction of motion the corresponding inlet and outlet valves are 
actuated. For reasons of simplicity the inlet and outlet valves are not controlled individually 
but in a certain relationship.  
Figure 5 shows experimental results of the closed-loop controller in nominal conditions 
with high steering forces (representing a vehicle at standstill). In the first row the actual and 
the reference value of the steering cylinder and the control error is shown, in the second 
row the supply pressure and the pressures in both cylinder chambers are compared. The 
supply pressure is shown unfiltered to see the pressure oscillations, the two chamber 
pressure are filtered in order to see the mean value. On the one hand, it is obvious that the 
position of the steering cylinder can be controlled continuously by using on/off-valves with 
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PWM-control. On the other hand, the measurements of the pressure signals show pressure 
oscillations corresponding to the frequency of the PWM-control signal. Along with these 
pressure oscillations noises occur, which might have to be damped by an optimal 
integration of the valve block into the machine. As the pressure oscillations also occur in 
the power supply, other hydraulic systems connected to this power supply have to tolerate 
these too. For the on/off-valves each pressure pulse is the result of one switching cycle. 
Even though switching cycles in the ballistic operation mode are not that stressful 
compared to complete switching cycles the fatigue life of the on/off-valves has to be very 
high to withstand this stress. 
 
Figure 5: Experimental closed-loop control of steering cylinder and corresponding 
system pressures using a user-defined reference signal with high steering forces 
representing a vehicle at standstill 
4.2 Fault-tolerance 
In the following evaluation of assumption 1, “fault-tolerance” faults of type A are 
neglected. The reason for this is the fact, that valves which cannot be opened anymore 
influence the performance of the steering valve only very little. Whereas faults of type A at 
outlet valves only lead to increased system pressures, faults of this type at inlet valves result 
in a reduction of system amplification of only 50%6
                                                 
6 A reduction of system amplification of 50% means, that the volume flow at a certain 
control signal is reduced from Q to Q/2. 
. Generally a closed-loop controller can 
compensate such a reduction using higher control signals without any problems. As the 
requirements from the tractor manufacturer regarding volume flow are higher than the 
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legislative requirements a reduction of the maximum steering velocity of 50% is not safety-
relevant. Depending on the controller type, faults of type A may result in an increased 
tracking error or static control error. 
Considering faults of type B at outlet and inlet valves, the two load cases I and II in 
Figure 6 illustrate the worst-case effects of both faults under the assumption of static 
conditions in an open-loop control. The annotation “1x” and “2x” at each valve in Figure 6 
indicates that two fault-free valves per metering edge can be opened while only one valve is 
faulty at the same time. In load case I, the incoming oil flow from the pump and the 
pressure pL is reduced because of the faulty opened outlet valve at the inlet. The higher the 
external force, the higher the pressure pL and the higher the pressure difference at the faulty 
outlet valve. This increase of the pressure difference results in a higher flow rate, thus 
reducing the maximum velocity of the steering cylinder. In contrast to this the faulty 
opened inlet valve in case II has no influence on the maximum speed of the cylinder for low 
external forces. The faulty valve requests an additional oil flow from the power supply 
leading to a higher pressure pR, compared to case I. With an increasing force, the maximum 
velocity of the steering cylinder in case II is reduced as soon as the pressure or flow rate 
limitation of the pressure supply is reached. 
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Figure 6: Schematic representation of fault type B at outlet valve (case I) and at inlet 
valve (case II) with external forces counteracting the movement of the cylinder 
With the assumption of static conditions and friction-less movement using the equation of 
force equilibrium at the steering cylinder [1], the equation for the flow rate through the 
valves [2] and the equilibrium of flow rates at port L and R, the maximum velocity of the 
steering cylinder in both cases can be calculated analytically with respect to the steering 
force. 
C
RL A
Fpp   [1] 
 
pAcQ V '  [2] 
In Figure 7 the solution for this nonlinear system of equations for both cases is shown for 
typical parameters of a steering system. All pressures are normalized with the maximum 
pump pressure pP,max while all flow rates are normalized with the maximum inlet flow rate 
of the steering cylinder in a fault-free situation QC,max. The external force is normalized with 
the maximum force Fmax which the steering cylinder can apply without any faults. An 
additional horizontal line indicates the minimum flow rate necessary to fulfil the legislative 
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regulations. At any point where the curve of QC is below this dotted line the wheels cannot 
be moved fast enough. The results shown in Figure 7 represent the main effects explained 
at the beginning of this section: In case I the constant flow rate of the pump is split into a 
part flowing into the cylinder and one flowing back to the tank; in case II the flow rate into 
the cylinder is constant until the pressure or flow rate limitation of the pump is reached. 
The oil flow through the inlet valves in case I is constant because their pressure drop is kept 
constant by a pressure compensator. 
 
Figure 7: Effect of fault type B in case I and II calculated analytically 
To interpret these results it is necessary to know that the steering forces F/Fmax are below 
0.2 for a slalom maneuver at a velocity of about 25 km/h, for example. A maneuver like 
this would still be possible with a fault of type B. Otherwise, if the steering forces are 
higher because the velocity of the vehicle is very low, the risk potential of a steering 
cylinder that moves not fast enough is not that high. Comparing case I and II, the results 
show that case II is less critical, if the pump is capable of supplying higher flow rates than 
the maximum flow rate QC,max. In vehicles where the steering and other consumers are 
supplied by the same hydraulic pump, these flow rates are tolerable in the very rare event of 
fault type B. The measurement of case I shown in Figure 8 provide equivalent results than 
the analytical one shown above. 
Beside the analysis of the maximum steering cylinder velocity in case of fault type B in 
static conditions and open-loop control, these faults are also evaluated on the test bench 
during closed-loop position control. The faults are applied by a manual activation of the 
corresponding valve to a full open position and excluding it from the closed-loop control. 
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As an example for the other measurements, Figure 9 shows the experimental results of fault 
type B in case I and II without steering forces. The reference curve for the cylinder position 
represents a slalom maneuver. It is shown by the measurements that even in the rare event 
of a fault of type B the steering cylinder can be moved in both directions without 
reconfiguration. In case I, resulting from the steep part of the characteristic curve of the 
on/off-valves, a small and stable oscillation occurs whenever the position of the steering 
cylinder is increasing. Because of the elasticity of the tire and the inertia of the vehicle 
these steering cylinder oscillations should not influence the safe maneuverability of the 
vehicle. 
 
Figure 8: Effect of fault type B in case I measured on test bench 
Referring to assumption 1 “fault-tolerance”, the analytical and experimental results indicate 
that the steering cylinder can be moved in both directions with an adequate speed even in 
the rare event of faulty opened valves (fault type B). Depending on the control strategy of 
the on/off-valves, the control performance is reduced but still good enough to bring the 
vehicle to a safe stop or to drive the vehicle to a workshop with a reduced and thereby safe 
vehicle velocity. It is important to point out that in every fault case the fault compensation 
is done by the closed loop controller itself without an increase of the steering control effort 
for the driver. In future work vehicle tests are essential to finally prove assumption 1. 
 
Figure 9: Experimental result of fault type B in case I and II without steering forces 
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4.3 Fault-detection 
Beside the fault-tolerance, the evaluation of assumption 2 “fault-detection” is of great 
importance. Undetected faults within the steering could lead to an accumulation of 
additional faults during the usage of the vehicle, which may result in hazardous situations.  
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Figure 10: Flow-chart for a self-test routine for one single channel of a steer-by-wire 
valve with independent metering 
To detect faults of type A and B in the novel concept a self-test routine is proposed which 
can be started during the initialisation of the steering system and periodically from time to 
time when the vehicle is at standstill. Priority for the self-test is a robust detection whether 
the steering system is faulty or not, in order to alarm the driver and force the vehicle into a 
safe state. Less important is the isolation of each fault down to an individual valve, as the 
controller is fault-tolerant without reconfiguration. Important for a self-test routine is the 
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requirement that no hazardous situations are caused by the test itself. Applied to the 
steering system this means that the self-test must not cause hazardous movements of the 
steering cylinder.  
In (14) a self-test routine for a digital hydraulic system using individual pressure sensors at 
the cylinder ports is presented. The self-test routine proposed in this paper uses the 
characteristic of a variable pressure supply system that the pressure in the supply line 
changes whenever the pressure at one of the ports L or R changes because of incoming or 
outgoing oil flow. As all metering edges can be actuated individually, the steering cylinder 
does not move significantly while oil is flowing in or out at only one port while the valves 
connected to the other port are de-energized. Just in the rare case of fault type B a cylinder 
movement is possible. The beginning of the movement can be detected immediately using 
the position sensor at the steering cylinder to initiate a shut-down of the remaining valves. 
Doing this, a hazardous movement is successfully prevented. The flow-chart shown in 
Figure 10 illustrates one variant for such a self-test routine.  
 
Figure 11: Experimental results of system pressures and cylinder position during the 
self-test routine (row 1: fault-free system; row 2: fault type A at outlet valve; row 3: 
fault type B at outlet valve) 
After the specification of the test, the flow-chart was implemented into the electronic 
control unit of the test bench and evaluated under realistic conditions. The measurement 
results of the fault-free and two faulty cases are shown in Figure 11. Corresponding to the 
different steps in the flow-chart the system pressure rises and falls consecutively. During 
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the test, the position of the steering cylinder shows only little movement, which is caused 
by the compressibility of the fluid. In case of fault type A at an outlet valve, the pressure 
will not fall when the corresponding valve is activated, thus indicating that a fault is 
present. Opposite to this, fault type B at an outlet valve prevents a rise of the system 
pressure and leads to a cylinder movement when an inlet valve on the opposite cylinder 
chamber is activated. The movement is detected fast enough and can thus be stopped by 
closing the inlet valve instantly.  
Because of the experimental results of the self-test, it can be stated that valve faults can be 
detected in the given hydraulic system without position sensors at each valve (assumption 2 
“fault-detection”). When transferring this test on a real vehicle it has to be optimized to find 
a trade-off between robustness and runtime of the self-test routine 
5 SUMMARY AND OUTLOOK 
In this paper a novel concept for a fault-tolerant electro-hydraulic steer-by-wire valve is 
presented. To reduce the system complexity, a concept with independent metering edges is 
chosen. The experimental results show that it is possible to tolerate faults with a robust 
closed loop controller inherently and without reconfiguration and that fault-detection with a 
self-test routine works. Because of this, safety-shut-off valves and position sensors at each 
control valve are dispensable. 
To keep the complexity as low as possible, 2/2-directional poppet-type on/off-valves are 
used and controlled with a PWM signal. Because of the switching of the poppet, pressure 
pulses and thereby noises occur in the hydraulic system, which might have to be damped. 
Additionally, the fatigue life of each on/off-valve has to be very high in order to withstand 
the stress of the continuous switching. Although on/off-valves are used, because of the 
PWM control scheme, the average movement of the steering cylinder can be controlled 
continuously. As one of the two individual channels of the steering valve is not shutdown in 
the case of a fault type B, the steering performance is reduced in such situations, depending 
on the level of the steering forces.  
Future work will deal with the quantitative and qualitative safety requirements of the 
overall steering system. Of particular importance is the question, how frequently the 
proposed self-test has to be initiated to reduce the risk of an accumulation of faults to an 
acceptable limit.  
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NOMENCLATURE 
A m² area 
c Ns
m

2  
proportional factor in equation [2] 
e m control error 
F N force 
g - duty cycle 
p bar pressure 
Q l/min flow rate 
t s time 
x m steering cylinder position 
INDICES 
act  actual value 
max  maximum value 
ref  reference value 
C  cylinder 
F  faulty losses 
L  left chamber 
P  pump 
R  right chamber 
T  tank 
V  valve 
ABBREVIATIONS 
GPS  global positioning system 
LS  load-sensing 
PCM  pulse-code-modulation 
PWM  pulse-width-modulation 
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efficiency. The reported work focuses on the design of the EMA and EHA to be embedded 
into a new generation of turbines. Towards the more efficient regulation system in 
helicopter turbine, this challenging project must provide a technology step change, 
improving the system safety and reliability to allow airflow regulation by limiting the 
weight impact. Such a critical embedded actuation system is very complex to design and to 
optimize, especially because of its multidisciplinary characteristic. The design of the power 
transmission, modulation and transformation must cope with multiple and antagonist 
constraints when considering as a whole mass, reliability, safety, integration, and so on. 
1.2  Decision making of actuator under design constraints 
In [1] the design is defined as an iterative decision making process. These decisions happen 
at all stages and all levels of the design process [2] [3]. The designer must make choices on 
the specifications, constraints, and relative importance of the dependent variables; the best 
among alternate configurations for the overall design; he/she must select the suppliers and 
the technologies for major components. Most of these decisions come from intention. Some 
will be qualitatively logical and some will be based on specific laws. To make the decisions 
the designer must predict the results of more than one possible course of action. It is 
important to realize that all decisions are made in presence of uncertainties. Generally this is 
done by selecting the outcome with the greatest value. In practical terms, value must be 
identified directly with dependent variables that are considered. However, it is not as simple 
as it sometimes appears. In this work, the decision making relates to the design or selection 
of an actuator architecture adapted to a particular application. This activity is quite 
important when the designer is currently designing an actuator that was not a usual object of 
study before. Help in decision making is also useful particularly in preliminary design 
phases. 
1.3  Redundant power architectures 
 
To meet the reliability requirements of a system, two solutions are commonly used: 
oversizing or redundancy. Redundancy consists in multiplying the functions and defining a 
combination of these in order to reduce the overall probability of failure of a given system. 
The arrangement of these functions depends on the nature of possible faults in the 
considered system. In this paper the study will be restricted to dual power paths with two 
variants: 
- Using paralleling and averaging when the failed channel can be forced to passive. 
The fail operative capacity is achieved by doubling the function in a parallel 
architecture. 
- The detection-correction, design also involves only two identical channels. In 
normal operation, one of the two channels is active while the second is set on 
passive. A function switch selects the active channel according to the diagnostic 
report.  
Summing up, the process of creating architectures is given central activity for creating 
working systems that meet needs under constraints.  
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As mentioned at the functional level, a multitude of combinations of actuator architectures 
can be considered for each sub-function. 
The Figure 1 summarizes the different type of generic blocs that are proposed to define the 
power architecture of redundant system, so as represent the functions involved by 
redundancy.  
 
Figure 1: Elementary types of redundancy blocs 
1.4  Nature and scope of design constraints for systematic approach 
By clearly defining the objectives for the design project, the designer makes a proper 
framework for decisions making. The constraints provide a framework and boundaries for 
the solution. Narrowing the project from an ill-defined, unstructured problem into a well-
ordered, defined solution is a major activity. The first task of a systematic design method is 
establishing the criteria before any decisions are made. Objective evaluation techniques 
based on predefined requirements are used to select between design variants. Systematic 
design processes seek optimal solutions. Assuming enough variants have been created, 
objective decision processes are important for selecting optimal solutions with the minimum 
effort. By using the requirements and objectives defined at the beginning of the process, the 
designer can overcome inherent biases and properly select good alternatives, even if they are 
counter-intuitive. Systematic decision processes ensure that all alternatives have been 
considered in a fair and consistent manner. 
2  PROPOSED METHODOLOGY WITH TEST CASE: FAIL NEUTRAL 
CAPABILITY POSITION ACTUATION 
2.1  Actuator structure 
For the purpose of this method, it is essential to consider a structure that enables choosing 
the different architectures based on the identified actuator functions and constraints. For 
many reasons, as integration or safety, an actuator can consist of multiple power paths 
(limited in this study to two). This allows redundancy without impacting weight too much.  
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As shown in Figure 2, the architecture is considered an association of components that are 
arranged in couple for calculation needs. They are connected through a link / transition 
block. Six varieties of links can be defined to cover most of the association schemes of the 
transition block corresponding to the type of redundancy. 
 
Figure 2: Actuator architecture structure 
This approach provides the set of candidate architectures for the first step evaluation (see 
2.4) 
2.2  Presentation 
As a test case, an actuator with fail-neutral position capability for aeronautical applications 
will be considered. After detection of a failure, the actuator must position the driver bad in 
an intermediate position called backup-position (fail-neutral). The actuator requirements 
mention a reduced space for integration (lengths L1, L2, and L3), an allocated mass M1 and a 
reliability objective R. 
2.3  Specification as a function of requirements and mission profile 
 
A mission profile was set up in order to represent the actual operation. The mission profile 
is defined as the time history of the load position and force as a function of time. 
2.4  Architecture generation and evaluation 
 
The process of generating and evaluating the actuator power architecture is summarized in 
Figure 3. The proposed approach is structured into two main phases: 
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- The first phase corresponds to the generation of candidate architectures and 
preliminary screening. All the candidate architectures are generated automatically 
using a step-by-step approach from the load to the power source. For screening, the 
set of candidate architectures is filtered using qualitative criteria that are related to 
the consistency of the technological choices with respect to requirements. 
- The second phase is a more accurate filtering process. It is based on expert 
knowledge in actuators sizing and allowances of existing reliability rates. This 
operation quantitatively compares the remaining set of architectures from phase 1. 
It finally outputs the most relevant architecture. 
This systematic process enables generating a limited number of actuator architectures that 
comply with the system requirements in general, and the safety requirements in particular. 
2.4.1  First phase  
Starting from the structure described in 2.1 the components are interconnected one after 
another to create the power network. Some combination are eliminated directly when found 
non coherent.  For this trial version of the process, the listed components are identified 
considering only with their type of power transmission (e.g. rotational to translational 
reducer). 
The evaluation criteria are calculated from the weighted contribution of each item to the 
overall value of the system. The first filtering is based on the criteria presented on table 1. 
The weights are firstly chosen to facilitate the comparison between design options (e.g. 
“geared” against “direct-drive”) with another equivalent system and this is intended to test 
the method. 
Evaluation criteria are derived directly from the objectives, in which the individual 
objectives are arranged in hierarchical order .The sub-objectives are arranged into levels of 
decreasing complexity. The Figure 3 gives an example where the geometric integration is a 
main objective while volume and weight are considered as sub-objectives. 
 
 
Figure 3: An example of objective and sub-objectives 
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Criteria Symbol Importance 
factor (/5) 
Maturity of the solution 1w  3 
Geometric integration 2w  2 
System complexity 3w  3 
Levels of reliability and system security 4w  4 
Table 1: weighted filtering criteria of phase 1 
Once generated the set of architectures, each candidate is ranked, calculating an evaluation 
coefficient Kj as follows: 
n
j ij i
i
v w.  ¦  (1) 
where ijv is the weight of the criteria i related to actuator design j and iw is the importance 
factor of the criteria i. 
The best candidate architectures are extracted if their criteria are greater than a defined 
threshold. 
2.4.2 Second phase 
The second phase of the filtering process addresses the geometric integration and the 
reliability. It involves a sizing process that is based on scaling laws [4] in order to generate 
the dimensions and the weight of the actuator. The reliability is calculated as follows. 
Assuming the failure rate λ does not depend on time, the reliability R over a period of time T 
is given by:  
 
/T tR e O  (2) 
For n components associated in series, the overall reliability is  
 
1
n
i
i
R R
 
   (3) 
while for n components associated in parallel, it becomes 
 
1
1 (1 )
n
i
i
R R
 
    (4) 
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2.5  Software implementation 
 
The overall process is displayed by Figure 4. 
 
Figure 4: Architecture of the developed tool 
The actuator architecture frame comes from the architecture generation algorithm detailed 
at paragraph 2.6. The matrix of constraints summarises the criteria levels (Table 1) of each 
type of component of the list of component technologies. The first step of the process is 
implanted to generate an XML file containing the N candidate architectures. 
The second step involves two independent activities to be run for each candidate 
architecture. The preliminary power sizing is performed knowing the system specification 
and the mission profile. The preliminary reliability analysis is run using typical values for 
each technology coming from a database of the components failure rates. Combining the 
outputs of these activities enables extracting the best architecture.   
 
2.6  Generation architecture algorithm 
Figure 5 shows the process used to generate the actuator architecture list. The process starts 
from the load (power stage number 1) and propagates in the opposite direction of functional 
power flow. Each block b is associated with one design decision. 
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Figure 6: Architecture generation process 
3  CASE STUDY  
  
The proposed approach has been applied to the design of an EMA meeting the following 
requirements:  
- The actuator shall have a fail-neutral response to failure, 
- The actuator shall not exceed the limit value M, 
- The actuator shall be integrated within a cubic volume defined by lengths L1, L2 
and L3, 
- The actuator shall develop a maximal force Fmax. 
Consequently the remaining degree of freedom concerns the combination of these three 
types of components to make redundant power paths. Firstly, 26 architectures where 
generated to make the actuator architecture frame. The matrix of constraints was defined as 
given on table 2. It is created with relative comparison between each technology and it is 
built collecting information and expert reviews for a limited number of components. 
In order to simplify the study, some technological choices where frozen: 
- For the motor, permanent magnet synchronous machine 
- For the rotational to translational transformation, ball screw  
- For the prime reducer, spur gear 
Finally, 3 candidate architectures were output by step one, as illustrated by Figure 6. The 
radar chart of the Figure 7 facilitates the identification of the most interesting architectures 
and the definition of the criteria threshold (set to 85%). 
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Figure 7 shows the three architectures selected after the first phase. 
Architecture A-e : Duplex motor with torque 
summing to single nut-screw 
 
 
Architecture B-e : Duplex motor on a unique 
shaft with direct drive to the nut-screw 
 
 
Figure 6: Architecture evaluation result 
 
Criteria weight (/5)\Components Motor Ball screw Spur gear 
Maturity of the solution 3.5 3 3 
Geometric integration 2 2.5 2.5 
Complexity 2.5 2.5 3 
Reliability and security 2.5 3 2.5 
Table 2: Case matrix of constraints 
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Architecture C-e : Duplex motor on a unique 
shaft with gear reduction to the nut-screw 
 
Figure 7: Architecture selected after the first phase 
Starting from these 3 architectures, two independent calculations are launched. On one side 
the reliability calculation using the components standard failure rate database [5][6], on the 
other side a sizing-to-power calculation is launched using the actuator specification and the 
mission profile. The actuator sizing process was performed with the in-house preliminary 
design tool [4] [7] to meet the power needs and the required service life. The main results 
presented on table 3 summarize the main results that are related to mass, geometrical 
envelope and reliability. They are expressed as a percentage of the target values coming 
from the specification. It can be seen that the difference between the three candidate 
solutions is minor for this case study. However it must be kept in mind that the proposed 
process addresses very preliminary design. In particular, a more detailed pass should address 
in addition: 
- The estimation of the mass of the actuator housing,  
- The link between sizing and reliability (sizing for power and reliability), 
- The consistency of the architecture with control performance objectives, 
- The segregation between the two power paths, 
- The cost of the candidate solution. 
The first four topics are currently (or have already been) addressed in the lab in the frame of 
more electrical actuation projects for future aircrafts.  
 
 Architecture A-e Architecture B-e Architecture C-e 
Mass m1 93,30% 80% 87% 
Length l1 90% 88% 91% 
Length l2 92,40% 94% 87% 
Length l3 93,80% 94% 87% 
Reliability R 98% 95% 94% 
Table 3: Results of actor sizing and reliability calculation in phase 2 
3  CONCLUSION 
The presented approach was motivated by the need to offer more automated process for the 
preliminary design of embedded actuation systems. A mixed top-down and bottom-up 
approach has been introduced that generates, reduces and evaluates all the acceptable 
architectures in an automated process. It has been proposed to start with the full 
enumeration of candidate solutions meeting the functional requirements. In order to save 
time, a first step consists in ranking the candidate solutions using qualitative criteria (mass, 
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integration and safety) in order to point out the most attractive ones. The second step 
proceeds with a preliminary sizing and reliability calculation to compare the solutions that 
came out the first step. 
In a future work, the proposed process must be followed by a more detailed assessment of 
the candidate solutions considering additional criteria and performing in-depth sizing. In 
order to take advantage of this approach for even more complex multi-domain system 
designs, it would be interesting to extend the developed software tool to the multi-objective 
exploration and optimization versus the key design parameters. 
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5  NOMENCLATURE  
L Length (m) 
M Weight (kg) 
T Time (sec) 
R Reliability (-) 
F Effort (N) 
O  Failure rate (\h) 
6  NOTATION 
EMA: Electromechanical actuator 
EHA: Electro-hydraulic actuator 
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ABSTRACT
For wave energy to become feasible it is a requirement that the efﬁciency and reliability of the
power take-off (PTO) systems are signiﬁcantly improved. The cost of installing and testing
PTO-systems at sea are however very high, and the focus of the current paper is therefore
on the design of a full scale wave simulator for testing PTO-systems for point absorbers.
The main challenge is here to design a system, which mimics the behavior of a wave when
interacting with a given PTO-system.
The paper includes a description of the developed system, located at Aalborg University, and
the considerations behind the design. Based on the description a model of the system is
presented, which, along with a description of the wave theory applied, makes the foundation
for the control strategy. The objective of the control strategy is to emulate not only the wave
behavior, but also the dynamic wave-ﬂoat interaction, the inertia of the ﬂoat and the added
inertia of the water. Based on this simulation results are presented, which show that the
system is able to emulate waves more than three meters in height and with a resulting force
of more than 800 kN, while interacting with a general PTO-system.
1 INTRODUCTION
Wave energy is today at a stage, where several concepts have reached proof-of-concept, show-
ing it is possible to produce electricity. Despite this achievement, an even larger technology
push remains to achieve a commercial breakthrough, as the produced electricity is far from
price competitive compared to e.g. wind turbines. This is to a large extend due to the low
efﬁciency of the Power Take-Off (PTO) systems. There are several reasons for this low efﬁ-
ciency and the non-competitive prices. Cruz et al. [2] describes several of these and Salter,
[17], has made a good overview of the different control strategies normally considered. Based
on these the main challenges for the low PTO-efﬁciency may be outlined as:
• The wave motions result in slow irregular oscillating movements with varying fre-
quency and amplitude and extreme high torques/forces, where the available compo-
nents have extremely poor efﬁciency and durability.
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• The PTO system deals with large power scales combined with a very high ratio between
peak and mean power. The peaks may, however, contain up to 40% of the available
energy.
• Due to the large variations in wave power (both frequency and amplitude), a big chal-
lenge for the PTO design is to smooth the power to grid, while maintaining a high
efﬁciency.
• Advanced control strategies and high dynamic performance of the PTO are required to
optimize the amount of energy extracted from the waves.
• Reliability and lifespan is of crucial important.
Two main barriers exist for solving these challenges. Firstly, there are no components avail-
able that has a high efﬁciency in the whole operating range required for wave energy convert-
ers. Secondly, the research activities regarding wave energy have almost entirely disregarded
the PTO system or assumed ideal PTO-systems, see e.g. [18, 5, 4, 9, 3]. Others have consid-
ered components, see [16], where Salter describes the potential in using digital hydraulics,
including the Artemis Ltd digital displacement pump technology, which is also described in
Payne et al., [15, 14]. It is not until recently that the PTO-system efﬁciency has been taken
into account, see [8, 7, 6], but this has primarily been based on simulation results. Hence,
there is a major need for starting to address the PTO-system design and efﬁciency, and to have
the promising simulation results experimentally validated. The focus of the current paper is
therefore on the design of a full scale wave simulator to be used for testing and validating
different PTO concepts including development of control strategies. Two other test benches
exist, see [10, 12], both of these are however “small scale” versions, by which it is not pos-
sible to test PTO systems under full load operating conditions. The key element is in this
regard to be able to test full scale, as it is not possible to obtain valid data based on scaled
versions. The two existing test benches are in this regard either not designed for testing full
scale PTO-systems, but instead for testing control strategies [10] and for testing with limited
power capabilities [12]. The challenge in designing a full scale test bench is, however, far
from trivial and much more complicated due to the forces and power involved. Furthermore,
the wave simulator is not only to mimic the behaviour of the waves, but also to represent the
remaining dynamics of the wave energy converter ﬂoat connected to the PTO-system. Based
on this, the focus in this paper is on the designed wave simulator set-up, see [13], and the
control strategy devised for this.
2 DESCRIPTION OF THE WAVE SIMULATOR SYSTEM
The background for the design of the wave simulator test bench is to be able to test PTO-
systems at full scale operation for Wave Energy Converters (WECs) of the point absorber
type. The requirements are derived with basis in a single ﬂoat of the Wavestar C5 600kW
prototype WEC, see Fig. 1, although the test bench may be used to test general PTO-systems
within the design limitations.
2.1 The Design Considerations
One of the main challenges in the design of the test bench is to be able to emulate the be-
haviour of a wave and the ﬂoat, when interacting with the PTO-cylinder. The challenge here
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Figure 1: To the left the working principle behind each of the ﬂoats. To the right an
illustration of the Wavestar C5 600kW converter.
lies in the added inertia, damping and spring effect, which the waves represent. Combined
with the requirement that it should be possible to test reactive control strategies, a solution
with cylinders mounted back-to-back is the preferred solution. This has lead to the design
shown in Fig. 2, where the force between the two cylinders is transferred through the force
sensor. The force sensor is mounted in the sleigh, which runs on a set of low friction guide
rails. The whole assembly is mounted within the tube, which are designed to withstand the
extensive forces in the system, but with easy access to the system.
Figure 2: The wave simulator, with parts of the tube cut away. The main data for the
system are given in Table 1.
A key element in the design of the test bench was the requirement to test full scale, as it is
not possible to do scaled tests and get coherent data for all the parameters to analyse under
the same conditions, due to the highly non-linear correlations in the hydraulic systems to test.
Based on the requirements from the C5 machine, the wave simulator should able to simulate
waves with a signiﬁcant wave height, HS, of up to 3 [m] (6 meters peak-to-peak at the ﬂoat),
and should be able to resist a PTO torque, τPTO, of approximately 1 [MNm]. As reactive
control strategies will be applied by the PTO, the wave simulator should also be able to both
deliver and dissipate power, i.e. four-quadrant behaviour. Finally the system should be able
to emulate the behaviour of both the ﬂoat and water, when also interacting with different
PTO systems. This includes emulating the mass inertia of the ﬂoat, arm and added inertia
from the radiated waves. Realising this mechanically is not realistic, as the mass of the ﬂoat
itself is more than 15 ton, not even taking the gearing into account. The system was therefore
designed to be able to realise this by means of the force transferred from the wave cylinder,
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which also set part of the dynamic requirements for the system. Based on these requirements
the system has been designed with the speciﬁcations given in Table 1.
Max. force: 827 [kN] Max. system pressure: 350 [Bar]
Max. velocity: > 0.5 [m/s] Max. continuous ﬂow: ∼ 550 [l/min]
Max. stroke: 3 [m] Max. continuous (hyd.) power: ∼ 320 [kW ]
Total length: > 15 [m] Installed accumulator capacity: 2 x 28 [l]
Table 1: Main system speciﬁcations.
2.2 The Fluid Power system
To fulﬁl system speciﬁcations the system should be able to deliver sufﬁcient power to simulate
all sea states. However, in a large part of the time, the system will not have to operate at
full power. For this reason the system has been designed as a two pump system, which
may run in either parallel or independently of each other. Both pumps are of the Bosch-
Rexroth A4VSO type, with displacements of 250 [cm3/rev] and 125 [cm3/rev] respectively
and both run at 1500 rpm. To drive the pumps two electric motors of respectively 250 and
110 [kW ] are utilised. The pumps are electronically controlled, with possibility of direct
swivel angle control, hereby enabling the system to be run as a LS-system to minimise power
consumption. By default both pumps are, however, run as pressure controlled pumps to
obtain the highest possible valve gain and hence stiffness and controllability in the system, to
enable the system to counteract disturbances from the PTO-system. For the same reason two
28 litre accumulators, are placed next to the control valve to stabilize the system pressure,
account for peak power requirements and minimise transmission line effects. To control the
wave cylinder, which is a custom made 250/180-3000 [mm] symmetric cylinder, a Parker
D111FP NG32 pilot operated servo proportional valve is used, which has a nominal ﬂow of
1000 [l/min] at Δp = 5 [Bar], a small signal bandwidth of 40 [Hz] and a full stroke time of
45 [ms]. The high bandwidth is required, as the wave side system is not only to emulate the
low frequency wave but also be able to counteract the disturbances from the PTO-system. The
system has furthermore been designed to minimise the distance between the accumulators,
control valve and cylinder to obtain the highest possible bandwidth in the system. The system
has furthermore been ﬁtted with pressure sensors at all ports at both the valve and cylinder
to be able to monitor pressure pulsations, and for control purposes. Two sensors may be
connected at each port if required to separate the control and monitoring system.
3 MODELLING THE SYSTEM
To describe and test the control strategy of the wave simulator, the model is made with basis
in the simpliﬁed system shown in Fig. 3. The system is considered as consisting of three
parts, namely the wave side, the PTO-side and the mechanical interaction between the two
sides, as described in the following.
Notice the sign convention used in Fig. 3, which is used to represents a positive wave motion
being upwards and a positive PTO-cylinder movement when extending. This sign convention
is used throughout the article.
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Figure 3: Sketch of wave simulator. A simpliﬁed “standard” PTO-system is considered.
3.1 Wave side
As described in the system description the wave side power supply is by default run as a
constant pressure system, where the two accumulators are placed next to the control valve
to maintain the constant system pressure at the valve and dampen pressure ﬂuctuations. In
the model the system pressure is therefore considered constant and with a set value of ps =
350 [Bar]. Considering ﬁrst the continuity equations for the two cylinder chambers these may
be described as:
p˙A,ws =
βA,ws
VA,ws(xws)
(QA,ws−Ac,wsx˙ws)
p˙B,ws =
βB,ws
VB,ws−Ac,wsxws (Ac,wsx˙ws−QB,ws)
(1)
where VA,ws(xws) = VA,ws,0 +Ac,wsxws and VB,ws(xws) = VB,ws,0 −Ac,wsxws, with VA,ws,0 and
VB,ws,0 being the two volumes when the cylinder is in the middle position. βi,ws is the effective
bulk modulus in the i’th cylinder chamber, which is modelled as:
β =
1
1
βoil
+
V%,air
βair
(2)
With the volume content of air being determined as: V%,air =
(
p0V κ%,air,0/p
) 1
κ , where p0 is
atmospheric pressure, κ = 1.4 for an adiabatic process, βoil = 14.000 bar (oil bulk modulus)
and βair = 1.4p. From the two cylinder pressures the stationary cylinder force is described
as:
Fws,s = (pA,ws− pB,ws)Ac,ws−Ffric,ws = FΔp,ws−Ffric,ws (3)
With the friction force being modelled as:
Ffric,ws = Bwsx˙ws+Fcou,ws tanh(x˙ws/γ) (4)
Which also accounts for the friction part resulting from the left part of the sleigh, which is
considered included in the cylinder friction. The slope of the friction curve is here controlled
via γ , which is set to γ = 0.0001 [m/s] to avoid numerical switching problems. The viscous
and coulomb friction coefﬁcients are unknown, but estimated low. A detailed friction map-
ping/investigation will be made, when the experimental set-up is running, as the friction force
also inﬂuences the control strategy, as described below. For the testing of the control strategy
the above friction model is sufﬁcient. Considering the proportional valve, the ﬂows through
this are modelled by the oriﬁce equation, whereas the dynamics is modelled by a critically
damped second order system, with a slew rate limitation:
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QA,ws =
{
Kvuws
√
ps− pA,ws , uws ≥ 0
Kvuws
√
pA,ws− pt , uws < 0 (5)
QB,ws =
{
Kvuws
√
pB,ws− pt , uws ≥ 0
Kvuws
√
ps− pB,ws , uws < 0 (6)
uws =
ω2n,ws
s2+2ζωn,wss+ω2n,ws
uref,ws (7)
Where Kv = 2.35 ·10−5 [m4/
√
kg ·m] is the valve coefﬁcient, uref,ws is the valve reference and
uws is the normalized valve opening. The slew rate limitation is implemented as a velocity
limit on the valve spool. Both the valve coefﬁcient, valve eigenfrequency and slew rate limi-
tation is determined from the data sheet of the valve. The valve eigenfrequency is determined
to ωn,ws = 80π [rad/s] and the slew rate limitation is set to u˙ws,max ≈ 22
[
s−1
]
, where the
latter yields a stroke time of 45 [ms].
3.2 Power Take-Off side
The objective of the wave simulator is to be able to test various conﬁgurations and compo-
nents of the Power Take-Off (PTO) system, and as such the system is not limited to a speciﬁc
PTO-design. In the present paper and for testing the control strategy for the wave simulator, a
simpliﬁed standard PTO-system is assumed and modelled, as shown in Fig. 3. Boost circuitry
etc. is neglected in the modelling, as this has no inﬂuence when considering control of the
wave side. The component data used are based on the data for components in the Wavestar
C5 prototype machine, cf. Fig. 1. The pressure build up in the two cylinder chambers are:
p˙A,c =
βA,c
VA,c+Acxc
(QA,c−Acx˙c−QA,rel+QA,cav)
p˙B,c =
βB,c
VB,c−Acxc (Acx˙c−QB,c−QB,rel+QB,cav)
(8)
The two volumes are deﬁned for the cylinder in the middle position. The effective bulk
modulus in each chamber is calculated according to Eq. (2). The ﬂows Qi,rel and Qi,cav are
the ﬂows across the i’th pressure relief valve and anti-cavitation valve respectively, cf. Eq.
(11). For the simple model used here, the motor is considered leak free, why the two ﬂows
QA,c = QB,c = Qm, where the ﬂow across the motor is modelled as:
Qm = Dmαωm (9)
Here Dm = 250 [cm3/rev] is the motor displacement and ωm is the motor speed. As the
motor drives a generator, which is connected to grid via a frequency inverter, the motor speed
is considered constant to ωm = 50π [rad/s], regardless of whether the motor is running in
motor or pump operation. α is the relative pump displacement, where the pump dynamics is
simply described as a second order system as:
α =
ω2n,m
s2+2ζmωn,ms+ω2n,m
αref (10)
Assuming primarily small signal variations the motor eigenfrequency is approximated to
ωn,m = 16π [rad/s] and the damping is assumed to unity. The reference displacement, αref,
is determined via the PTO control, which is described in section 4. Finally the ﬂows across
the pressure relief valves and the anti-cavitation valves should be considered. These valves
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are normally intended as emergency features, but may for the modelled PTO-system come
into play, if the PTO-system is not properly tracking the reference, like e.g. if the wave is
reversing direction too fast. The ﬂows are, for the i’th chamber, described as:
Qi,rel =
{
0 , pi,c < pcr
c1 (pi,c− pcr) , pi,c ≥ pcr Qi,cav =
{
0 , pi,c > pcav
c2 (pt− pi,c) , pi,c ≤ pcav
(11)
Here pcr = 250 [Bar], pcav = 2 [Bar], whereas c1 and c2 are approximated valve coefﬁcients,
which are set to c1 = 8.33 ·10−9 [m4s/kg] and c2 = 3.3 ·10−8 [m4s/kg]. Finally the stationary
cylinder force from the PTO-cylinder is described as:
Fc,s = (pA,c− pB,c)Ac−Ffric,c = FΔp,c−Ffric,c (12)
The cylinder friction is modelled similar to the wave side cylinder, see Eq. 4, taking into
account the friction from the right part of the sleigh.
3.3 Mechanical Link & Force Sensor
The mechanical system is modelled by Newton’s second law of motion as:
(mws+mc+ms) x¨c = Fc,s−Fws,s (13)
where mws, mc and ms are the masses related to the wave side cylinder rod, PTO cylinder rod
and the force sensor respectively. To describe the force measured by the sensor, a cut through
the force sensor may be made as illustrated in Fig. 4.
Figure 4: Free-body diagram pistons and force sensor cut.
From the free-body diagrams in Fig. 4, the equation of motion for the PTO cylinder may be
manipulated to yield the measured force as:
Fs = Fc,s− x¨c
(
mc+
1
2
ms
)
= Fc− x¨c 12ms (14)
with Fs being the measured force. Fc is here deﬁned as the dynamic PTO cylinder force,
Fc = Fc,s− x¨cmc, where the acceleration of the piston mass has been accounted for. From Eq.
(14) it may be seen that the force sensor output is approximately equal to the cylinder force
except for the contribution of the inertia term 12msx¨c. In the control strategy the approximation
Fs ≈ Fc may however be utilised, which is valid considering the inertia, which the system is
to emulate. The latter yields that |Fws|  |msx¨c|, where Fws = Fws,s − x¨wsmws. Combining
this with Fc−Fws = msx¨c it follows that |Fc|  |msx¨c|, and hence the approximation is valid.
Similarly the sensor force may be described as:
Fs = Fws,s+ x¨c
(
mws+
1
2
ms
)
= Fws+ x¨c
1
2
ms (15)
which is utilised in the control strategy.
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4 DEVELOPMENT OF CONTROL STRATEGY
To describe the interaction between the ﬂoat and the wave, linear wave theory is applied, as
it gives an adequate description in the conditions in which a WEC is producing energy, [5].
Before describing the interaction, an example of a used wave spectrum is presented, which is
used for testing the control strategy.
4.1 Wave Spectrum
To describe the ocean waves a stochastic model based on a digitally ﬁltered white noise signal
is used, see [11], utilising the wave spectrum shown in Fig. 5. The spectrum SA( f ) is usually
represented in terms of the signiﬁcant wave height Hm,0 and the peak wave period Tp. The
signiﬁcant wave height Hm,0 is the average wave height of the one-third highest waves and
Tp is the wave period where most energy is concentrated. For the simulation presented in
subsequent sections, the wave example shown in Fig. 5 is one of the waves used.
Figure 5: Example of wave and wave spectrum for different sea states.
4.2 Wave-Float Interaction
To develop the control strategy, the system wave side cylinder and sensor (sleigh) is to mimic
the behaviour of the wave, ﬂoat and arm connected to the PTO-cylinder as shown in Fig.
1. The description of the wave-ﬂoat interaction is made with basis in the geometry of the
Wavestar machine. The equation of motion of the ﬂoat is here given as:
Jmechθ¨arm = τwave− τG− τPTO (16)
where Jmech is the inertia of ﬂoat and arm, τwave is the torque due to wave-ﬂoat interaction,
τG is the torque due to gravity and τPTO is the torque applied by the PTO system to the ﬂoat
arm. Using linear wave theory, τwave, may be described as, cf. [8]:
τwave = τrad+ τArch+ τext (17)
where τext is the excitation torque an incoming regular wave applies to a ﬂoat held ﬁxed. τrad
is the radiation toque experienced from oscillating the ﬂoat in otherwise still water, and τArch
is the torque due to the Archimedes force, i.e. buoyancy. The torque due to the radiated wave
is described as:
τrad =−J∞ω˙arm−hrad ∗ωarm (18)
where hrad is the (time dependent) impulse response function from ﬂoat velocity to torque,
describing the hydrodynamic damping. The impulse response function hrad may be viewed as
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a high order damping term. The inertia term J∞ represents the ”added mass”, which represents
the effect, that when oscillating a ﬂoat, it will appear to have a greater mass due to the water
being displaced along with the ﬂoat. The coefﬁcients of Eq. (18) are identiﬁed via the
numerical tool WAMIT, which also outputs a force ﬁlter, which may be applied to the wave
function, ηw(t), to ﬁnd τext. Inserting (17) and (18) into (16) gives the equation of motion for
the ﬂoat:
ω˙arm =
−kresθarm−hrad ∗ωarm+ τext− τPTO
Jmech+ J∞
(19)
where the sum of gravity and Archimedes term has been linearized around the draft of the
ﬂoat, τres = τG − τArch ≈ θarmkres. The ﬂoat-arm subsystem are thus subject to the torques
τext and τPTO, and the output is the angular position and velocity of the arm. To avoid the
convolution term harm(t) ∗ωarm(t), the impulse response has been ﬁtted with a ﬁfth-order
system in the Laplace domain, see [8], using Prony’s methods [1]:
τrad(s) =
a5s5+ · · ·+a1s+a0
b5s5+ · · ·+b1s+b0ωarm(s) = Hrad(s)ωarm(s) (20)
The wave-ﬂoat dynamics, which the wave simulator is to emulate is hereby described. The
ﬂoat and arm system with hydrodynamics included is shown in Fig. 6(a). Figure 6(b) illus-
trates the torque arm dc and 6(c) shows the torque arm as a function of the arm angle.
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Figure 6: Model of the ﬂoat and arm dynamics. θarm = 0, when the ﬂoat is resting in
shallow water.
4.3 Control Strategy
The objective of the control is to make xc track the “real” cylinder position xc,ref, predicted in
terms of θarm by the ﬂoat model in Fig. 6(a), i.e.:
θarm = (τext− τPTO)Gf(s) (21)
xc,ref =
√
a22+b
2
2−2a2b2 cos(θarm−θarm,0)− c2
≈−θarmdc,0+ xc,θ0 (22)
where the distances a2,b2,c2 are shown in Fig. 6(b), and the dc,0 in part (c) of the ﬁgure. By
differentiation it follows directly that:
vc,ref =− a2b2 sin(θarm−θarm,0)√
a22+b
2
2−2a2b2 cos(θarm−θarm,0)
ωarm (23)
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The position and velocity references are now available, both of which may also be measured
at the test set-up. A state feedback controller is hence possible, giving the effect of a PD-
controller, when considering the system as a position servo. However, the wave cylinder is
not to directly follow the wave motion, but instead to emulate the behaviour of the wave
on the ﬂoat. Hence, the system is to transfer the correct force from the wave side to the
PTO-cylinder, hereby also inﬂuencing the ﬂoat position. The manipulating input to make xc
track xc,ref is therefore the wave cylinder force, which is utilised in what may be considered
a feedforward term. The wave motion may from linear wave theory be expressed in terms of
τext. Utilising the approximation τPTO ≈ FPTOdc,0 Eqs. (22) and (21) may be rearranged to
express xc,ref as a function of τext:
xc,ref =
(
1
dc,0
τext−FPTO
)
Gf(s)d2c,0+ xc,θ0 (24)
Here FPTO is the reference force from the PTO-side, which practically may be considered as:
FPTO ≈Fc,s. The wave side cylinder force may be controlled in terms of Fs, which is measured
directly at the force sensor, or via FΔp,ws, which is measured in terms of the differential
pressure in the wave cylinder. Both the two signals may be used, and which to choose will
therefore be dependent on the quality of the measurement signals. In the following it is
assumed that the control is made in terms of Fs, whereby friction effects in both the sleigh
and the wave side cylinder are accounted for. The control strategy may however easily be
modiﬁed to be based on FΔp,ws instead. Utilising the above approximation and Eq. (15) to
describe the sensor force, Eq. (13) may be rearranged as:(
mc+
1
2
ms
)
x¨c = FPTO−Fs (25)
which, assuming xc(0) = xc,θ0 = 0 and x˙c(0) = 0, gives the following transfer function:
Gs(s) =
xc
FPTO−Fs =
1(
mc+ 12ms
)
s2
(26)
For a given FPTO and τext the output xc of the system and the reference cylinder position xc.ref
should be equivalent. Hence, the wave cylinder force, expressed in terms of Fs, is given by
using that xc,θ0 = 0 and rearranging (24) and (26) to:
Fs = FPTO−
(
1
dc,0
τext−FPTO
)
Gf(s)
Gs(s)
d2c,0 (27)
The control structure is shown in Fig. 7. In the controller an integral part may be included
to remove small drift offset in the practical setup. It should further be noted that Gf(s) is
part of the feedforward term. Here Hrad(s) and Jadd are evaluated at a given frequency, based
on the given sea state and wave spectrum, to avoid implementing the high frequency ﬁlter
effects. The latter approximation is justiﬁed in the term being a feedforward term, where the
controller will still ensure the tracking.
For the force controller in the wave side, a PI-controller is utilised, which is sufﬁcient to en-
sure proper tracking. The controller is tuned somewhat aggressively, with a break-frequency
set to 15π [rad/s], in order to obtain sufﬁcient dynamic disturbance rejection from the PTO-
side.
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Figure 7: The control structure for the wave simulator.
4.3.1 PTO-side control
For testing the wave simulator a controller for the PTO-cylinder has to be utilised. As de-
scribed in the modelling section, the PTO-motor is considered as running at ﬁxed speed. The
objective of the pump displacement is therefore to control the PTO cylinder force. Here a
reactive control scheme is utilised, where the force reference is generated as:
Fc,ref = BPTOx˙c+KPTO (xc− xc,0) (28)
The reactive force coefﬁcients, BPTO and KPTO, are the ones used by Wave Star for the C5
machine, and are adjusted according to the sea state. To ensure the system is tracking the
reference in steady state a simple PI-controller is utilised, which is tuned approximately a
factor of ten slower than the PTO side dynamics. The integral term is included to account
for friction etc. It may be noted that the PTO-side is of minor interest, why the system not
tracking perfectly is not a problem for validating the control strategy of the wave side. In fact
this tests whether the controller for the wave side will still be able to track the reference, even
though the feedforward term is wrongly estimated.
5 SIMULATION RESULTS
To test the described control strategy, simulations have been made for each of the three sea
states. In the following, results for the ﬁrst and third sea state are presented. The results from
sea state two show similar tendencies. Starting with sea state one, the results are shown in
Fig. 8, with zoomed graphs to the right in the ﬁgure.
From the graphs it may be seen that the wave cylinder nicely tracks the reference position
generated by the model of the wave-ﬂoat dynamics of the system to emulate. The errors are
here below 11 [mm], which is considered within acceptable limits. Similarly it is seen in the
lower graphs that the force reference is tracked fairly nicely, with a maximum error of 48 [kN],
but where the error for the most part is well below 10 [kN], which is within acceptable limits.
The latter should also be seen in relation to that the wave system is to simulate a wave, and
not tracking this perfectly, basically just represents a wave which is slightly different than
the one simulated. This is therefore only a problem, if different systems are to be compared
exactly against each other. Considering the PTO force this is not following the reference
particularly well in parts of the period. This is however not considered a problem for the
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Figure 8: Results for sea state I.
wave simulator, which just shows that even if the PTO-system is not tracking the reference,
the system is still able to track the reference fairly well, despite the feedforward term being
off. The PTO-system not tracking the reference is therefore not addressed further, as this is
outside the scope of the present article. The results for sea state two and three show similar
results, with the results for sea state three given in Fig. 9
As for sea state one, both the position and force is here tracked fairly well, but with short pe-
riods with larger deviations. The maximum errors are here 20 [mm] and 80 [kN] respectively.
Although in the high end, this is still considered acceptable, as these deviations correspond to
the points where the PTO-system hits the pressure limitation, hereby effectively impressing
a step disturbance on the wave side system. The latter may indirectly be seen via the PTO-
force, which is limited at approximately 500 [kN] due to the pressure limitations - hence the
large errors in the PTO force. Based on these ﬁndings it is therefore also found that the con-
trol strategy and system is able to emulate the wave behaviour and that the control strategy
may be implemented on the real system.
6 CONCLUSION
The focus of the current paper has been on the development of a full scale wave simulator
for testing Power Take-Off (PTO) systems for wave energy converters. A description of the
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Figure 9: Results for sea state III.
system was ﬁrst presented along with a model of the system. Based on the model of the
system a control strategy for the wave side was presented, by which the system is able to
emulate real wave behaviour and the effects of wave-ﬂoat interaction. The control strategy
was based on linear wave theory being applied to generate the references to the system, and a
state feedback controller was developed, which also include a feedforward term. Based on the
developed model and control strategy, simulation results were presented, showing the validity
of the control strategy. From the simulation results it was found that the system behaves as
expected, and that the control strategy is expected to work when implemented on the real test
set-up at AAU, [13].
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Determining Required Valve Performance for
Discrete Control of PTO Cylinders for Wave Energy
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ABSTRACT
Within wave energy a large challenge remains in designing a Power Take-Off (PTO)
system capable of converting the slow oscillations induced by waves into electricity. Fluid
power is an essential part of most PTO-concepts. To implement an efﬁcient control of
the load force produced by a cylinder on a ﬂoating body, throttle-less force control by
discrete variation of the effective cylinder area has been investigated and found feasible
for the Wavestar wave energy concept. However, the feasibility study assumes adequate
valve performance, such that only the compression loss remains. This paper investigates
the required valve performance to achieve this energy efﬁcient operation, while meeting
basic dynamic requirements. The components making up the total energy loss during
shifting is identiﬁed by analytically expressing the losses from the governing differential
equations. From the analysis a framework for evaluating the adequacy of a valve’s response
is established, and the analysis shows the results may be normalised for a wider range of
systems. Finally, the framework is successfully applied to the Wavestar converter.
Keywords: Hydraulics, Fluid Power, PTO, Wave energy, Discrete Displacement, Secondary
Controlled System, Wavestar
1. INTRODUCTION
Numerous Wave Energy Converters (WEC) concepts are being developed for harvesting
the energy of ocean waves, where the forerunners are passing the proof-of-concept stage
and entering a pre-commercialisation phase. A survey of WEC concepts is given in (1) and
(2). One of the main challenges for a large group of WECs is implementing an efﬁcient
Power Take-off (PTO) system for converting the mechanical energy of oscillating ﬂoating
bodies into electricity.
Waves induce a very slow and irregular oscillation of the bodies, requiring the PTO system
to possess high force densities (3) for generating the large bidirectional load forces required
to perform energy extraction. Resultantly, ﬂuid power is essential for implementing the
transmission required for making the irregular oscillations of the body power a conven-
tional high-speed generator. Unfortunately, ﬂuid power systems are characterized by poor
efﬁciencies, especially at part load which is required in wave power.
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Figure 1: Hydraulic transmissions for PTO systems.
A conventional hydraulic transmission as seen in Fig. 1a would become very inefﬁcient
due to the varying load. An optimisation of such a PTO from wave-to-grid is performed
in (4) for the Wavestar converter, showing an overall PTO efﬁciency of only 65% at the
optimum point, quickly dropping to 45% in smaller waves. The system in Fig. 1a also has
the weakness of not allowing to smooth the generator load. More simple PTOs as in Fig. 1b
is used in (5) and (6), where energy smoothing can be performed using accumulators. These
allow the hydraulic motors to work at a steady load and good efﬁciency. However, these
PTOs may only deliver a ﬁxed force, reducing the energy extraction from the waves (3).
It would be desirable to combine the above system characteristics, thereby having a PTO
with a “constant” pressure line, while performing throttle-less force control of the cylinders.
Hence, an efﬁcient secondary controlled system is sought. In (7) a hydraulic transformer
as in Fig. 1c is suggested. However, compared to Fig. 1a, two extra variable displacement
units are used, reducing the beneﬁt due to their negative impact on the efﬁciency.
In (8) a PTO system for the Wavestar is investigated, where the force control of a hydraulic
cylinder is based on switching between ﬁxed system pressures using an arrangement of
on/off vales, see Fig. 2. The resulting PTO force FPTO is generated as the sum of forces
produced by the different cylinder areas.
In (8) it was shown that despite assuming inﬁnite fast and large switching valves, a certain
amount of energy will always be lost when shifting force due to the compressibility of the
ﬂuid. When shifting pressure of a ﬁxed chamber of volume V from p0 to p1, the amount
of energy lost due to the compressibility of the ﬂuid is (8),
Eβ-loss =
1
2
(p1 − p0)2V
β
(1)
where β is the bulk modulus of the ﬂuid. To assess whether a PTO system may be feasible
with this unavoidable compression loss, a PTO efﬁciency was calculated for the Wavestar
WEC based on assuming the minimum compression loss when shifting. This was performed
for different wave conditions, showing that an efﬁciency above 90% was reachable for the
discrete force control of the cylinder, making the system feasible. However, assuming only
the minimum compression loss is equal to assuming inﬁnite fast valves.
Discrete control of a hydraulic cylinder has also been investigated in (9), showing promising
energy saving compared to e.g. load sensing systems. A similar PTO system utilising a
system structure with two asymmetric cylinders has also previously been discussed in (10).
The efﬁciency of controlling the force of the cylinders by pressure shifting was found to
be between 88% and 94%, excluding the friction of the cylinder. However, non of these
papers contained information on determining required valve performance.
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Figure 2: Discrete force control using multiple areas and/or multiple pressure levels.
The focus of this paper is to develop a framework for determining the required valve
size and response time in order to maintain the desired efﬁciency of the system. The
investigation is based on a single ﬂoat and arm for the Wavestar 600kW WEC seen in
Fig. 2c, consisting of 20 hemisphere shaped ﬂoats, each 5m in diameter.
2. Methods
The task is to analyse how the on/off valves’ response time and size inﬂuence the energy
loss present when operating with discrete force control of a cylinder. As discrete force
control is basicly to shift pressure in one or more chambers, and then have a longer
“steady-state” period before the next shift, great beneﬁt may be obtained by analysing the
pressure shift within just a single generic cylinder chamber. The generic chamber may then
used for analysing different piston velocities, initial volumes, pressure shift combinations
and valve opening characteristics.
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Figure 3: (a) is the system model for analysis and (b),(c) are the valve model.
An illustration of the model setup is seen in Fig. 3. In Fig. 3a a simple volume is shown,
connected to two pressure lines using on/off valves. The valves may be actuated indepen-
dently. When shifting from pH to pL and vice versa, problems arise when the displacement
ﬂow is non-zero, i.e. vv =0. In this case, the shifting might result in pressure peaks due to
temporary restriction of ﬂuid passage of the displacement ﬂow when one valve is closing
and the other is opening. This is especially the case if the opening and closing time of the
valves tv is slow compared to the pressure gradient in the volume. This is illustrated in
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Fig. 4. Consequently, it may be necessary to open the second valve before the ﬁrst valve
has closed. This may result in a temporary short circuiting of the pressure lines with the
risk of a severe energy loss, as the ﬂuid will ﬂow directly from high to low pressure.
The applied method is overall to have a simple model of a volume as in Fig. 3a, simulate
it for different valve response times, tv, and then calculated the energy loss due to pressure
shifting. To generate and assess these results, the following is performed ﬁrst:
• Deﬁne a generic model for the valves and establish the governing system equations.
• Basic analysis of the energy loss present when shifting pressure on a volume experi-
encing non-zero displacement ﬂow. The analysis is based on analytical treatment of
the differential system equations.
• Deﬁne a base for assessing the valve’s performance in the system and a method for
normalising the results.
• Identify the operating region of a cylinder for a Wavestar WEC in operation for
determination of valve requirements.
2.1 System Model
Transmission phenomena within the connection from cylinder to valve is neglected. Instead
the cylinder and the connection is modelled as one volume. The system pressure pH and pL
are assumed constant, which may be obtained with adequate accumulator capacity. Thus,
the pressure dynamics of the volume or cylinder pressure pV in Fig. 3a is described by the
continuity equation and the valve ﬂows are described by the oriﬁce equation,
p˙V(t) =
βeff
V0 +Acxc
(
QH(t) +QL(t)− V˙ (t)
)
(2a)
QH = sign(pH − p˙V(t))CdAH(t)
√
2
ρ
|pH − p˙V(t)| (2b)
QL = sign(pL − p˙V(t))CdAL(t)
√
2
ρ
|pL − p˙V(t)| (2c)
where βeff is the bulk modulus of the ﬂuid and Cd = 0.6 is the discharge coefﬁcient. A
constant bulk modulus of 7000bar is used, as the lowest pressure is 20bar.
The transient behaviour of the valve is modelled as a ramp function in order to have a
very generic valve, see Fig. 3c. This model is preferred compared to e.g. a linear ﬁrst order
model, as on/off valves do not tend to slow down near their set point, confer a seat valve. A
linear second order model could also have been utilized, however, the response of a on/off
valve also tends to saturate quite fast, making the ramp model more representative. The
ramp model is also assumed to be the most conservative deﬁnition of a valve’s opening
time. In this study the valve is assumed to be equally fast at opening and closing.
The model is shown in Fig. 3b, and stated below:
Av(t) = Aouv(t) (3)
u˙v(t) =
⎧⎪⎨
⎪⎩
1
tv
+ uv ; uv < 1 ∧ uv,ref = 1
−1
tv
+ uv ; uv > 0 ∧ uv,ref = 0
0 ; uv = uv,ref
(4)
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Any energy loss during and after the shift will be dissipated across the on/off valves, hence
the power loss is,
Ploss = QL(t)(pL − pV(t)) +QH(t)(pH − pV(t)) (5)
which may be integrated to yield the total energy loss. Having obtained the system model,
the following section derives how the shifting loss may be calculated and how the valve
performance may be assessed.
2.2 Energy Loss During Pressure Shift
In the work in (8), the energy loss during a pressure shift was investigated for a chamber
assuming a ﬁxed volume and zero displacement-ﬂow. In this analysis, the investigation is
performed including the displacement ﬂow, i.e. non-zero cylinder velocity.
The procedure of shifting pressure involves closing one valve and opening a second valve
to the desired new pressure. The basis of the analysis is to describe the minimum energy
loss for such a procedure, i.e. no restriction on the valves. The ﬁrst assumption is, that
it will always be most efﬁcient to close the ﬁrst valve instantly instead of introducing
throttling by closing it slowly. The argument is that if the pressure build up caused by the
displacement ﬂow is in agreement with the desired pressure change, as in case 3 and 4 in
Fig. 4, it would be most efﬁcient to shut-off the ﬁrst valve, as no throttling is performed, and
then the second valve may be opened with no extra throttling loss when the pressure has
balanced. For case 1 and 2 the desired pressure change can only be performed by opening
the second valve. Consequently, the ﬁrst valve needs to be closed immediately, otherwise
either a pressure peak in the wrong direction will occur or there will be a short-circuit
ﬂow.
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Figure 5: System for analytical analysing pressure shift in a cylinder chamber.
Thus, the problem reduces to analysing a chamber of an initial pressure pV,0 and initial
volume size Vt0 = V0, which needs to be connected to a pressure line with pressure p1
under a given displacement ﬂow V˙ (t) =Avvc. This is illustrated in Fig. 5. The quantity
pΔ denotes the steady state pressure drop across the valve for a given displacement ﬂow,
thus when steady-state pressure pV,f is reached, then pΔ=p1−pV,f.
The ﬂow continuity equation describes the dynamics of the volume pressure pV(t),
p˙V(t)=
β∫
V˙ (t)dt+ V0
(
Qv(t)− V˙ (t)
)
⇒ pV(t) ≈ β
V0
∫ (
Qv(t)− V˙ (t)
)
dt+pV,0 (6)
where the change of volume during the shifting period is assumed to be small compared
to the initial volume, i.e. | ∫ V˙ (t)dt|  |V0|.
At some point tf the pressure pV will have increased to pV,f=p1−pΔ,
pV(tf) = pV,f=
β
V0
∫ tf
0
Qv(t)− V˙ (t)dt+pV,0 ⇒
∫ tf
0
Qβ(t)dt =
V0
β
(pV,f−pV,0) (7)
where Qv(t) has been substituted with:
Qv(t) = V˙ (t)+Qβ(t) (8)
Note that the above substitution of Qv is without loss of generality, as no assumptions are
made on Qβ . From Eq.7 it is seen that only the term Qβ of Qv contributes to the pressure
change as expected, as the term V˙ (t) only balance the displacement ﬂow.
If the energy out of the pressure supply p1 is denoted Ep,1, and the energy received by the
volume is denoted EV, the energy loss at time t is given as:
Eloss(t) =Ep,1(t)− EV(t) =
∫ t
t0
p1Qv(t)dt−
∫ t
t0
pV(t)Qv(t)dt (9)
=
∫ t
t0
p1
(
Qβ(t) + V˙ (t)
)
dt−
∫ t
t0
pV(t)
(
Qβ(t) + V˙ (t)
)
dt
=p1
∫ tf
t0
Qβ(t)dt+
∫ tf
t0
(
p1 −pV(t)︸ ︷︷ ︸
=pV,f+pΔ
)
V˙ (t)dt−
∫ tf
t0
pV(t)Qβ(t)dt
+ p1
∫ t
tf
Qβ(t)dt︸ ︷︷ ︸
=0
+
∫ t
tf
(
p1 −pV(t)︸ ︷︷ ︸
=p1−pV,f=pΔ
)
V˙ (t)dt−
∫ t
tf
pV(t)Qβ(t)dt︸ ︷︷ ︸
=0
=p1
∫ tf
t0
Qβ(t)dt+
∫ tf
t0
(
pV,f−pV(t)
)
V˙ (t)dt−
∫ tf
t0
pV(t)Qβ(t)dt+
∫ t
t0
pΔV˙ (t)dt (10)
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By denoting the ﬂow integral
∫ tf
t0
Qβ(t)dt as the volume VQ(t), the pressure pV(t) may
according to Eq.7 be expressed as:
pV(t)=
β
V0
VQ(t)+pV,0 ⇒ VQ(tf) =
∫ tf
t0
Qβ(t)dt =
V0
β
(pV,f − pV,0) (11)
Inserting into Eq.10 gives:
Eloss=p1VQ(tf) +
∫ tf
t0
(
pV,f −pV(t)
)
V˙ (t)dt−
∫ tf
t0
(
β
V0
VQ(t)+pV,0
)
Qβ(t) dt+
∫ t
t0
pΔV˙ (t)dt
=p1VQ(tf)−pV,0VQ(tf)− β
V0
∫ tf
t0
VQ(t)Qβ(t)dt+
∫ tf
t0
(
pV,f−pV(t)
)
V˙ (t)dt+
∫ t
t0
pΔV˙ (t)dt
(12)
By noting that dVQdt =Qβ(t), the ﬁrst integral in Eq.12 may be solved:
β
V0
∫ tf
t0
VQ(t)Qβ(t)dt =
∫ tf
t0
β
V0
VQ(t)
dVQ
dt
dt=
β
V0
[
1
2
VQ(t)
2
]tf
t0
=
β
V0
1
2
VQ(tf)
2
=
1
2
V0
β
(pV,f − pV,0)2 =1
2
V0
β
(pV,f − pV,0)(p1 − pV,0 − pΔ) (13)
Inserting Eq.11 and Eq.13 into Eq.12 yields:
Eloss=
V0
β (p1−pV,0)(pV,f−pV,0)− 12V0β (pV,f−pV,0)(p1−pV,0−pΔ)+
∫ tf
0
(
pV,f−pV(t)
)
V˙ (t)dt+
∫ t
0
pΔV˙ (t)dt
=
1
2
V0
β
(p1 − pV,0)2 − 1
2
V0
β
p2Δ +
∫ tf
0
(
pV,f−pV(t)
)
V˙ (t)dt+
∫ t
0
pΔV˙ (t)dt (14)
There are four shifting case as deﬁned in Fig. 4. These are treated in pairs in the following.
2.3 Active Shift: Case 1 and 2
For case 1 and 2, where the desired pressure shift is opposite the pressure build up caused
by displacement, Eq.14 states that:
Eloss(t) =
1
2
V0
β
(p1 − pV,0)2 − 1
2
V0
β
p2Δ︸ ︷︷ ︸
>0
+
∫ tf
t0
(
pV,f −pV(t)
)
V˙ (t)︸ ︷︷ ︸
Case1&2:>0
dt+
∫ t
t0
pΔV˙ (t)︸ ︷︷ ︸
>0
dt (15)
The ﬁrst term cannot be manipulated by control of the valve ﬂow Qβ(t), hence the ﬁrst
term constitutes an inevitable energy loss under the given assumption of the system. The
second term is the extra loss from throttling the displacement ﬂow until steady state has
been reached, and the third term is the steady state throttling. As the integrand of the
second term is bounded and non-negative, this loss will go towards zero for the shifting
time ts= tf−t0 going to zero, i.e. for case 1 and 2, term 1 is the minimum shifting loss:
Eβ = min
0≤ts
Eloss(t) = lim
ts→0
Eloss(t) =
1
2
V0
β
(p1 − pV,0)2 − 1
2
V0
β
p2Δ (16)
However, ts → 0 infers that Qv → ∞ as the pressure increase occurs instantaneously.
Hence for a real system and non-zero displacement ﬂow, the minimum loss can only be
approached.
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After the system has settled, only the steady throttling loss
∫ t
t0
pΔV˙ (t)dt will remain as
(pV,f−pV(t)) = 0 for t> tf. As this term is always present in Eq.14, the shifting loss for
the active shifting cases 1 and 2 is deﬁned as the loss subtracted the steady-state loss:
Eshift,A=Eloss(t)−
∫ t
t0
pΔV˙ (t) =
1
2
V0
β
(p1 − pV,0)2− 1
2
V0
β
p2Δ +
∫ tf
t0
(
pV,f−pV(t)
)
V˙ (t)dt (17)
Resultantly, the exact time of steady state tf is not required identiﬁed for evaluating the
loss, just that t> tf. With this deﬁnition Eshift,A also equals Eβ for ts → 0 as desired.
The loss Eshift,A for the active shifting case may thereby be measured or calculated during
simulation as the loss across the valves Ploss minus the steady state loss:
Eshift,A =
∫ t
t0
Ploss − V˙ (t)pΔdt (18)
2.4 Passive Shift: Case 3 and 4
For case 3 and 4 the displacement ﬂow aids the desired pressure change, see Fig. 4. Thus,
if the ﬂow out of the volume is set to zero until the steady-state pressure pV,f is reached,
and afterwards equated to the displacement ﬂow, the shifting loss may be reduced to zero.
This is shown using the established equations by setting the ﬂow into the volume Qv to
zero until the steady state pressure is reach at tf, and afterwards equating the valve ﬂow
to the displacement ﬂow V˙ (t):
Qv(t) =
{
0 ; 0 ≤ t ≤ tf
V˙ (t) ; t > tf
(19)
Inserting Eq.19 into Eq.9 yields:
Eloss(tf) =
∫ t
tf
p1V˙ (t)dt−
∫ t
tf
pV,fV˙ (t)dt =
∫ t
tf
pΔV˙ (t)dt = 0 (20)
Hence, by using the displacement ﬂow for pressure build up, a “passive shift” is obtained,
and the shifting loss is zero as expected.
Like for case 1 and 2 it is desirable to have a deﬁnition allowing the calculation of the
shifting loss without knowing the exact settling time tf. If the loss across the valve is
measured, the shifting loss for the passive shifting cases 3 and 4 may be calculated as:
Eshift,P =
∫ t
t0
Qv(p1 − pV(t))− V˙ (t)pΔdt+ pΔ
∫ t0+ts,opt
t0
V˙ (t)dt (21)
The last term is added as the ﬂow V˙ (t) does not exist during the optimal shifting time
ts,opt. Thus, the above expression will become negative if this term was not added. By
inserting the optimal control law in Eq.19 into Eq.6, the last integral can be calculated as:
pV,f =
β
V0
∫ t0+ts,opt
t0
(
0− V˙ (t)
)
dt+ pV,0 ⇔
∫ t0+ts,opt
t0
V˙ (t)dt = −V0
β
(pV,f − pV,0) (22)
Inserting into Eq.18 yields the expression for calculating the passive shifting loss:
Eshift,P =
∫ t
t0
Ploss − V˙ (t)pΔdt− pΔV0
β
(pV,f − pV,0) (23)
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2.5 Assessment and Normalisation of Results
To asses the size of the shifting loss, a loss ratio γ is deﬁned, which expresses the extra
loss beside the minimum compression loss, as a ratio of the minimum compression loss:
γ(tv, ttd, xo) =
⎧⎪⎪⎨
⎪⎪⎩
Eshift,A
Eβ
− 1 : Active case (case 1 & 2)
Eshift,P
Eβ
: Passive case (case 3 & 4)
(24)
For the passive case, the shifting loss is ideally zero. Consequently, the extra shifting loss
for the passive case is compared to Eβ to have a indicative ratio of the loss size.
To avoid performing the evaluation of required valve response time for all different area
sizes of a cylinder, the results may be normalised by proper deﬁnition of the valve opening
area, and if the stroke length xc is kept constant. The latter is a reasonable assumption,
e.g. using a cylinder with multiple chambers or using pair of cylinders of equal length. In
this case the velocity vc is also the same for all areas.
Assume a chamber has a cylinder area of kAc,0, where k is a positive coefﬁcient. Then
for a selected cylinder velocity vc,0, deﬁne the valves’ opening area Ao such that a desired
steady state pressure drop pΔx is obtained:
Ao =
kAc,0vv,0
Cd
√
2
ρpΔx
(25)
The next step is now to prove that the loss ratio in Eq.24 remains constant. First it may
be shown, that the pressure dynamics of pV(t) is unchanged for a given control input to
the system uL and uH. Inserting Eq.25 into the system equations in Eq.2 yields:
QH = k
Ac,0vv,0√
pΔx
uH(t)
√
|pH − p˙V(t)|sign(pH − pV(t)) (26)
QL = k
Ac,0vv,0√
pΔx
uL(t)
√
|pL − p˙V(t)|sign(pL − pV(t)) (27)
p˙V(t) =
β
kxcAc,0
(QH(t) +QL(t)− kvvAc,0) (28)
Hence, by inserting the two ﬂow expressions Eq.26 and Eq.27 into Eq.28, k will be
cancelled in the differential equation of pV(t). Thus, the time development of pV(t) is
independent of the cylinder area. The above also shows, that the ﬂows scale linearly with
k. As pV(t) is unchanged, this means that the valve losses will be scaled with k. Performing
the same analysis of Eβ in Eq.16 shows that it also scales linearly with k. Thus the deﬁned
loss ratio in Eq.24 remains constant. The result states that given a set of operating points,
where the operating points are:
• Sets of cylinder velocities and cylinder positions {(vc,1, xc,1), (vc,2, xc,2), ...}
• Sets of pressure shift combinations p0→p1: {(p01, p02), (p02; p01), (p01; p03), ...}
Then if the steady state pressure drop pΔx across the on/off valves at a given cylinder
velocity vc is kept constant, the required response time tv for the valves and the corre-
sponding control inputs uref(t) to meet the loss ratios requirement will be equal for all
cylinder area sizes with equal total stroke length.
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2.6 Requirement Speciﬁcation and Optimisation of Control Inputs
The requirement of the valve’s response time tv is a trade-off between accepted energy
loss and allowed pressure peaks. Thus, the requirement speciﬁcation consists of:
• Allowed pressure overshoot pos and pus as deﬁned in Fig. 4.
• Allowed loss ratio for γ in Eq.24 .
• Operating points and pressure shift combination, at which the above should be met.
The pressure overshoot may be speciﬁed as absolute values or relative sizes. To ﬁnd the
optimal shifting procedure for a given valve response, operating point xo, and overshoot
requirement, the optimal time delay ttd,opt is found as:
ttd,opt = argmin γ(tv, ttd, xo)
trd ≥ 0
s.t pos ≤ pos,req
pus ≤ pus,req
(29)
The value Eshift(ttd) is found by simulation, and a simple search function with initial guess
ttd = 0 is used to ﬁnd the optimum. Next, to ﬁnd the slowest valve response time tv
meeting the requirement, a search is performed on tv with Eq.29 as an inner loop to ﬁnd
the optimum of ttd,opt for each iteration.
3. Operating Points of the Wavestar Converter
A model describing the dynamics of a single Wavestar ﬂoat with a cylinder is given in
(11) based on linear wave theory (12). Using the model a realisation of e.g. time signals of
cylinder position and velocity may be obtained for a given sea condition or sea state. The
system is simulated for 30min in one of the largest production sea states for the Wavestar
C5, see (11) and (4). The sea state has a signiﬁcant wave height of 2.50m and a mean wave
period of 5.5s. A view of the simulation results is seen in Fig. 6a. To describe the cylinders
operating region, a density function f(xc, vc) is calculated from the cylinder movement,
showing how often the cylinder is in different position and velocity combinations. From
the density function f(xc, vc), the percentage Fop of time spend in a given region Rop may
be found as:
Fop(Rop) =
∫∫
Rop
f(xc, vc)dxcdvc (30)
By dividing the cylinder position and velocities into discrete intervals, and integrating the
time spend in each interval, the time trajectory in Fig. 6a is transformed into the density
function in Fig. 6b. As expected, high velocities near the cylinder ends never occurs, thus
choosing the valves according to the worst case velocity and position would be over-
conservative. Instead the worst-case points are selected as the red trajectory in Fig. 6, as
the cylinder is within this area more than 99% of the time.
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Figure 6: Cylinder movement for the Wavestar WEC and its density function.
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4. Results
To investigate how the shifting loss depends on the valve response time, the following
results are presented and brieﬂy discussed:
1) The shifting loss as a function of valve response time at a pressure change of 20bar
to 120bar, initial position xc=0.5m and velocity in both directions ±0.5m/s.
2) The shifting loss as a function of valve response time for three different valve sizes
pΔx is evaluated for shift from 20bar to 120bar, xc=0.5m and vc=0.35m/s. This
will show how much is gained by selecting larger valves.
3) The shifting loss is evaluated as a function of initial positions xc and velocties vc for
a ﬁxed valve response time tv=15ms, opening valve area pΔx=5bar and pressure
shift 20bar to 120bar.
4) The shifting loss evaluated along the worst-case operating points of the Wavestar
cylinder shown in Fig. 6 for four different valve response times, and for two pressure
shifts, 20bar to 120bar and vice versa, .
The maximum allowed undershoot and overshoot pus and pos is set to 7 bar in all cases.
The results are for a cylinder area of Ac = 210cm2.
4.1 Shifting Loss as a Function of Valve Response Time tv
For positive velocity, the displacement ﬂow counteracts the desired pressure shift and results
in a non-zero loss. With the given cylinder area, the minimum loss Eβ is 0.75kJ for the
initial conditions in Tab. 1. However, for inﬁnite fast valves tv = 0ms, the results in Tab. 1
show that an extra loss still exists. This is due to the fact that the valve opening area Ao
is ﬁnite, resulting in a non-instant pressure build up. Thus, for non-zero displacement, the
extra loss is due to the extra throttling of the displacement ﬂow as expressed in Eq.15:
EV˙ =
∫ tf
t0
(pV,f −pV(t)
)
V˙ (t)dt (31)
If the desire is to evaluate if the valve is fast enough, this loss EV˙ for tv → 0 should be
neglected. Thus a new loss ratio γAo is deﬁned for the active shift case as,
γAo =
Eshift
Eshift,∞
− 1 (32)
where Eshift,∞ is the shifting loss for tv→0.
For the results in Tab. 1, Eshift,∞=0.15 kJ. The results show, that the requirement of the
valve is much higher for the active shifting case. The optimisation also shows that having
a bit of overlap of the valve openings is more efﬁcient than having the allowed pressure
peaks. The allowed overshoot ﬁrst becomes an active constraint at tv > 30 ms. Another
characteristic is that as the valve gets slower, there is only a steady increase in loss.
An example of the optimisation results for tv = 15 ms is given in Fig. 7, showing the
overlap for the active case, and non-overlapping behaviour for the passive case.
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Table 1: Shifting results for two cases as a function of valve response time.
Case: p1= 20bar, p2= 120bar Case: p1= 20bar, p2= 120bar
vc= 0.25m/s, xc= 0.5m vc= −0.25m/s, xc= 0.5m
Eβ= 0.75kJ Eβ= 0.75kJ
tv pus ttd Eshift γ γAo pos ttd Eshift γ γAo
[ms] [bar] [ms] [kJ] [-] [-] [bar] [ms] [kJ] [-] [-]
0.0 0.00 0.0 0.90 0.20 0.00 0.00 28.0 0.00 0.00 0.00
5.0 1.29 2.5 1.04 0.39 0.15 1.23 29.5 0.00 0.01 0.01
10.0 2.72 6.0 1.16 0.55 0.29 1.71 31.5 0.01 0.02 0.02
15.0 3.70 9.5 1.27 0.69 0.41 2.96 34.5 0.03 0.04 0.04
20.0 4.44 13.0 1.36 0.82 0.51 4.44 38.0 0.05 0.06 0.06
30.0 5.53 20.0 1.54 1.05 0.71 5.45 44.0 0.09 0.12 0.12
50.0 6.87 34.0 1.85 1.47 1.05 6.62 51.0 0.23 0.31 0.31
100 6.96 65.0 2.71 2.61 2.01 6.99 68.0 1.25 1.67 1.67
200 6.91 126.0 4.59 5.12 4.10 5.96 128.0 3.10 4.13 4.13
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Figure 7: Optimal shifting for tv = 15ms for positive and negative cylinder velocity.
4.2 The Shifting Loss as a Function of Valve Size Ao
In Fig. 8 the shifting performance is shown for four different valve sizes. Compared to the
minimum shifting loss Eβ , increasing the valve size relaxes the valve response requirement.
Looking at the energy cost in the second graph, the energy saving between two valve sizes
is almost constant, inferring that the gained energy-saving is lowering the extra throttling of
the displacement ﬂow expressed in Eq.31. This is evident, as the ratio γAo is near identical
for all valve sizes. Thus, increased valve size reduces the energy loss by reducing throttling
of the displacement ﬂow during shifting, but does help at avoiding e.g. short circuit ﬂow.
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Figure 8: The shifting performance for four different valve sizes.
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4.3 The Shifting Loss as a Function of Initial Piston Position xc and Velocity vc.
The results in Fig. 9 shows, as expected, that the most critical points are for high velocities
and small volumes, both for passive and active shifting. I.e. a high amount of opening
overlap between the valves is required for avoiding pressure peaks above 7bar. However,
the actual shifting cost in the second graph shows that despite this extra energy loss, these
shifting costs are actually still inexpensive compared to shifting at larger cylinder volumes.
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Figure 9: Shifting performance as a function of xc and vc for tv=15ms.
4.4 Shifting Loss Evaluated along the Wavestar Operating Points
The results in Fig. 9 showed that the highest demands are at high velocities and non-
centre piston positions. Hence to evaluate valve performance, the loss ratio is evaluated
along the red trajectory in Fig. 6 for different valve response times. The trajectory and
shifting performance results are seen in Fig. 10. Due to the symmetric characteristics of the
operating points, the results from shifting pressure both up and down becomes symmetric.
If tv ≤ 15ms, then an extra shifting loss of only 20% is present at the worst case point,
i.e. the beneﬁt of increasing the valve’s response time beyond this point will be reduced.
To further reduce the energy loss, the valve opening area should be increased.
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Figure 10: Performance of four valve response times evaluated along operating region.
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5. Conclusion
Throttle-less force control of cylinders by discrete variation of the effective cylinder area is
a technology very suitable for PTO systems for wave energy converters. It has the potential
of an efﬁcient force control, while implementing energy storage using accumulators and
operating generators at a steady speed and load. The discrete force is obtained by shifting
between system pressures within cylinder chambers using on/off valves.
However, the system is only feasible given adequate performance of the valves for pressure
shifting. A framework for assessing and calculating the required valve response time is
suggested, which is based on a generic valve model and analysing the pressure shift within
just a single generic cylinder chamber. Based on a treatment of the governing equation an
expression for the shifting losses for a chamber undergoing displacement is found.
A robust shifting loss deﬁnition was suggested, allowing normalisation of the results by
deﬁning a loss ratio and a valve size as a function of cylinder area. The normalisation al-
lowed identifying valve requirements for a complete system by evaluating a single chamber.
The operating conditions of a discrete displacement cylinder for the Wavestar converter
was established by calculating a density function of the cylinder movement. This ﬁnally
lead to an evaluation of the required valve performance for the Wavestar converter, showing
that a valve opening and closing time of 15ms would make the system feasible.
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ABSTRACT 
 
ChapDrive AS has developed hydrostatic power transmission systems to replace the 
mechanical transmission in wind turbines and currently have two turbines with ground 
based motor/generators.  These have been operational during the last three years and use 
conventional Bosch Rexroth motors and Hagglund low speed units as pumps with power 
ratings of 225 and 900 kW respectively.  During this time ChapDrive have evolved the 
required control strategies and for the future are looking at nacelle based solutions with an 
integrated hydraulic power transmission system.  The major advantages of this type of drive 
are that it enables the use of synchronous generators, eliminates the need for frequency 
converters and power transformers as are required in mechanical transmissions and has 
lower weight and maintenance cost.  
 
The use of variable motor displacement provides the transmission with a variable turbine 
speed control which allows the turbine to operate at optimum efficiency.  It is intended to 
use digital control valves for the motor which together with a fixed displacement valve 
operated pump provides high hydraulic transmission operating efficiencies.  This 
technology is ideally suited to the ChapDrive Control System which can also control the 
activation of the motor valves in order to provide the displacement control function.  The 
paper describes the background to this development in the use of hydrostatic drives for 
wind turbine technology. 
 
 
1 INTRODUCTION 
 
Chapdrive AS was set up in 2007 in order obtain funding for trials of turbines in which the 
mechanical transmission has been replaced by a hydrostatic drive system. There has been 
relatively little published work on the use of hydrostatic transmissions for wind turbines 
whereas in contrast there are a considerable number of related patents on the subject (1). 
Consequently during the first stage of the project the work was concentrated on selecting 
the most appropriate components for the circuit.  On the face of it the transmission gives 
the appearance of being one that would be classed as a secondary control where the motor 
is variable displacement but in this system a fixed displacement pump is driven by the load 
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and the output from the generator is also connected to a load that is essentially at fixed 
speed.  The system pressure therefore varies with the torque load from the turbine rotor. 
 
The main benefits of hydrostatic transmissions over most of the mechanical drives can be 
summarised as they: 
 
x Have a relatively higher power to weight ratio 
x Allow variable speed control of the turbine 
x Avoid the requirement for a frequency converter and power amplifier 
x Can be used directly connected to a synchronous generator. 
 
The main difference in the requirements of a hydrostatic transmission for use in wind 
turbines is reflected mostly by the large rotary inertia of the turbine rotor which could be 
expected to have a considerable effect on the dynamic performance of the application.   
 
 
2 CIRCUIT DESIGN AND COMPONENT SELECTION 
 
Hydrostatic transmissions were installed in place of the gearboxes in two existing wind 
turbines; these being a 225kW Vestas V27 and a 900kW fixed pitch Micon units.  In both 
of the systems Hagglunds pumps are mounted directly onto the rotor shafts with Bosch 
Rexroth type A4 motors mounted on the ground to drive the existing induction generators.   
 
 
Figure 1 Circuit diagram for the wind turbine hydrostatic transmission systems 
The pipes from the nacelle are connected to the tower using rotating couplings which allow 
the use of the normal yaw drive systems.  For the 900kW machine two motors of 1L/rev 
capacity are used in series connection whilst in the smaller machine a single motor of 
500cm3/rev capacity was installed.  For both of these applications the circuits are 
essentially the same and that for the smaller turbine is shown in Fig 1. 
Set displacement 
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The circuit caters for the normal functions that are required but in addition it is necessary to 
provide controls that act when there is an emergency stop which can arise from a number of 
events.  These would include an emergency stop when the generator becomes disconnected 
from the grid and maintaining the turbine speed during the condition known as Low 
Voltage Ride Through (LVRT) when there is a transient change in the grid voltage. 
 
2.1 Data for the 225 kW turbine 
For the 225kW turbine the pump and motor sizes were selected as shown in Table 1. 
    Table 1 
Maximum 
turbine speed 
rev/min 
Pump 
displacement 
L/rev 
Generator speed  
 
rev/min 
Motor 
displacement 
L/rev 
Maximum output 
power 
kW 
     45      11.3       1000      0.5       225 
 
 
2.2 Control system 
The turbine has a hydraulically operated variable pitch control from a separate hydraulic 
system in the nacelle (not shown in Fig1).  During start up the turbine pitch is changed from 
the non-operating position which causes the turbine, and consequently the motor/generator 
to rotate.  When the induction generator speed is 1000 rev/min the turbine pitch is operated 
in closed loop to keep the generator speed constant so that it can be connected to the grid.  
For a synchronous generator it is also necessary to create a minimal phase difference 
between the generator output and that of the grid in order to prevent excessive torque 
shocks when connecting to the grid.  This aspect is described later in the paper. 
 
This closed loop pitch control uses a PID the original setting of which needed to be 
modified because the dynamic characteristics of the hydrostatic transmission are 
considerably different to those having a gearbox.  The pitch system is also used in closed 
loop to limit the maximum power output when the wind speed exceeds 15m/s. 
 
For the hydrostatic transmission the motor displacement can be set at a fixed value to 
achieve the desired rotor speed with the original induction generator operating at 
1000rev/min. For a synchronous generator the operating speed is 1500rpm.   However the 
problem with this is that as the wind speed increases and hence the system pressure, the 
overall internal leakage causes the rotor speed to increase in order to provide sufficient flow 
to the motor.  To avoid this situation the motor displacement can be controlled in closed 
loop to maintain a set turbine speed. This control has the following advantages: 
x Increased damping of the hydraulic system 
x Provides a variable speed controller that enables the operating speed of the turbine 
to be varied in order to obtain maximum efficiency over a range of wind speeds. 
x Provides active damping of loads by reducing power and torque fluctuations 
 
2.3 System dynamics 
Clearly a major feature that has to be evaluated is that of the dynamics of the complete 
system particularly as an essential aspect involves different closed loop control functions.  
Consequently the first process involves obtaining the characteristics of the hydrostatic 
transmission in response to: 
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1. Changes in the turbine operating conditions which are a function of the wind 
speed, the turbine speed and pitch.  These are contained in the overall power 
characteristics which are obtained from the turbine manufacturers literature (2).  A 
typical variation of torque with turbine speed is shown in Fig 2 where rated 
conditions are 43rpm at 8m/s. 
2. The response of the pitch control system 
3. The response of the hydrostatic transmission system to changes in motor 
displacement.  
The paper is initially concerned with item 3 that is required for the closed loop control of 
the turbine speed.  The system is non-linear mostly because of the turbine characteristics 
but linearization of the system enables a transfer function to be obtained for the response of 
the hydrostatic system. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2 Variation of turbine torque with turbine speed, wind speed and pitch angle ࢻ 
 
2.4 System transfer functions 
The block diagram in Fig 3 shows the dynamic relationships of the parameters in the 
turbine power transmission system.  In order to determine the overall response we can 
initially consider the relationship between turbine speed and motor displacement.  
Continuity of the flow in the high pressure system gives: 
 
Motor flow + compressibility flow = pump outlet flow – leakage flow 
m m p p p
V dPD D C P
dtE:   :        (1) 
Here ܥ௉is the leakage coefficient for variations in pressure. 
 
Turbine speed rev/min 
 
ߙ ൌ െ͹଴wind speed 13m/s      
ߙ ൌ ͳǤ͵଴ wind speed 13m/s 
ߙ ൌ െ͹଴  
wind speed 8m/s 
 
Slope of the torque curve 
at different conditions 
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Figure 3 Block diagram showing the hydraulic transmission installed in the wind 
turbine 
 
The low pressure P2 is controlled by the boost system so that the pressure can be assumed 
to be constant.  Eqn. 1, can be linearised (3) where P is the high pressure. Thus: 
 
( )
( )
p p m m p m
p
D D d
p
VC s
Z Z
E
 : 

      (2) 
 
Here lower case letters are used to denote small changes in system variables where p is the 
change in the high pressure P, ߱௣ǡ is the change in turbine speed and ݀௠ a change in motor 
displacement.  The letter s is the Laplace operator. 
 
At a given wind speed, neglecting losses in the drive shaft the ideal turbine torque ௪ܶ is 
given by: 
 
( ) pw p p p
d
T f PD J
dt
: :         (3) 
 
The turbine torque, ௪ܶ is a function of the turbine speed and pitch angle.  Eqn. 3 can be 
linearised by taking the slope of the torque/turbine, speed line, ܭ் for given values of the 
pitch angle and wind speed	ʹ . 
Thus linearising eqn. 3 gives: 
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w pT pD'  ( ) wp p p p p p
p
T
f J s J s .  
Substituting ܥ் ൌ డ்ೢడఆ೛ and rearranging gives: 
 
( )T p p
p
C J s
p
D
Z        (4) 
 
Combining eqns. 2 and 4 gives: 
 
2
( )1
((1 ) ( ) )
m m m m
p
p
D d
D a b c s ds      
(5) 
 
Where: 
 2 2 2 2 2
1; ; ;p T p p pT
p p p p n
C C C J J VVC
a b c d
D D D D
 (߱௡ = hydraulic natural 
frequency) 
 
The induction generator is directly driven by the motor and its torque, ܶீ , is created by the 
difference between the shaft speed and the grid synchronous speed. The relationship 
between the ideal motor torque, ௠ܶǡ the motor speed and the pressure is: 
 
( ) mm m m G m m G
d
T PD J J C T
dt
:    :   and ( )G mg m msT K : :   (6) 
 
where ms:  = synchronous frequency.   
 
Linearising eqn. 6 gives the relationship between the pressure and changes in motor speed 
and displacement as follows: 
 
( ) ;m mgm m m
m m m
C KJ Pp s d
D D D
Z?     
 
Using typical values it is found that because the generator gain ܭ௠௚ is relatively high, for 
changes in the operating conditions changes in the motor speed are small enough to be 
neglected in eqn. 5 (the generator always operates at near synchronous speed).  Also the 
value of ‘a’ in eqn. 5 is found to be ا ͳ so that the variation in turbine speed with changes 
in motor displacement is a second order equation which has a damping factor (3): 
 
  2 2
1 ( )
2
p p T
n
p p
C J VC
D D
] ZE 
1
2
p
p T
p p
J VC C
D V J
E
E
ª º« » « »¬ ¼
 (7) 
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This is the normal hydraulic damping factor modified by the coefficient CT.  It is necessary 
for stability that ]  is positive and for this to be so we get: 
  pT p
J
C C
V
Eª ºd « »¬ ¼
      (8) 
From Fig 2 for speeds greater than rated, ߗ௣௠ the value of ܥ் is negative which increases 
the value of the damping factor.  However for turbine speeds less than ߗ௣௠ǡ ܥ் is positive 
which will reduce the damping factor with increasing wind speed so that excessive speed 
oscillations could occur.  
 
2.5 Turbine speed control 
The use of a proportional closed loop turbine speed control, for which there is a patent as 
described in (4), can be applied by reducing the motor displacement for speeds greater than 
the set value ߱௉ௌ as shown by the control line in Fig 4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4 Relationship between motor displacement and turbine speed and closed loop 
control for a fixed speed of the motor. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5 Turbine speed control system block diagram 
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Also seen in Fig 4 is the relationship between motor displacement and turbine speed for a 
fixed motor speed.  The dotted line shows the speed increase due to increased leakage with 
pressure hence with the wind speed.  The closed loop condition arises at the intersection of 
the two lines.  Stabilisation of this control system shown in Fig 5 can be achieved by the 
use of pressure feedback and/or PID compensation which can be set to provide a 
performance having sufficient damping to minimise unwanted oscillations in speed. 
 
Figure 6 Non-linear simulation of turbine speed to change of wind speed at 50s 
Fig 6 shows the simulated response of turbine speed to a change in wind speed where it can 
be seen that the closed loop control has eliminated the speed oscillations that arise in open 
loop with fixed motor displacement. Thus the development of an effective control of 
turbine speed has made it possible to consider the approach that can be taken for varying 
the turbine speed so as to obtain optimum performance over the full range of operating 
conditions. 
 
 
3 CHAPDRIVE CONTROL SYSTEM AND SIMULATIONS OF WIND 
TURBINE OPERATION 
 
 
Figure 7 - Overview of the simulation mode 
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In the development of the ChapDrive Control System an analytic model of the system has 
been developed. An illustration of the simulation model is shown in Fig 7. The input 
variables to the model are the mean wind speed over the rotor swept area, vr(t), pitch angle 
reference, βref(t), motor displacement reference, Dm,ref(t), and generator excitation voltage 
reference, Uex,ref(t), while the output variables which can be measured are the rotor speed, 
ωr(t), generator speed, ωg(t), pressure in the high pressure side of the circuit, ph(t), pressure 
on the low pressure side of the circuit, pl(t), generator active power, Pg(t), generator 
reactive power, Qg(t), and pitch angle, β(t). The remaining variables shown in the figure are 
intermediate variables used in the model calculations, and are not expected to be available 
as measurements. 
 
The model is developed in Matlab Simulink.  It is used in a simplified form for controller 
design, while the full dynamic non-linear continuous time model is used for controller 
performance evaluation. Furthermore, the model of the hydraulics and the generator is also 
exported to GH Bladed (7) for detailed investigation and verification of the performance of 
the controller with the full dynamics of the wind turbine. 
 
The control system is based on a wind speed estimator, a full state estimator and state 
feedback with integral action. An overview of the ChapDrive Control System is shown in 
Fig 8. The input vector x̅meas(t), consists of the measurements available from the 
simulation/prototype turbine. The reference inputs to the control system are the rotor speed, 
ωr,ref(t), generated active power, Pg,ref(t), and generated reactive power, Qg,ref(t).   
 
Figure 8 - Overview of the ChapDrive Control System. Input measurements are 
written in green, reference inputs in magenta, and controller outputs in blue. 
 
The wind speed estimator is based on the principle described in (5), where a Kalman 
estimator is used to estimate the system states based on the pressure measurement ph(t), and 
having a PI-controller for approximating the torque input to the model, based on the error 
between the measured and the estimated system pressure, and finally a table lookup to 
determine the wind speed based on the estimated torque, pitch angle and rotor speed. 
 
In order to control the turbine in the most optimal way at all times, the state estimator and 
state feedback is designed separately for different operating ranges with different control 
demands. This ensures that the controller can be designed specifically for a situation and 
does not need to take other conditions into account and hence perform less optimally. Most 
of the controllers for the individual control regions are designed based on the same overall 
principle. The design of each of the controllers is a combination of a full order Kalman 
estimator and full state feedback design using an LQR (Linear Quadratic Regulator) 
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approach, which is a feedback controller that is designed from a set of linear differential 
equations describing the system and a cost function specified as a quadratic function. 
 
Since there are multiple sub-controllers it is necessary to switch between these at some pre-
defined conditions. These switches are handled by an internal state machine which 
monitors the operation of the wind turbine at all times and chooses the most optimal 
controller. 
 
An illustration of the performance of the controller is shown using measurements on a 225 
kW wind turbine with a power reference of 200 kW, shown in Fig 9. As the measurements 
are performed above rated wind speed of the turbine, the rotor speed reference is constant at 
45 rpm, and therefore not shown in the plot. 
 
 
 
Figure 9 - Measurements from 225 kW wind turbine with power reference at 200 kW. 
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4 SYNCHRONIZATION OF THE SYNCHRONOUS GENERATOR 
 
One of the most challenging aspects of introducing a synchronous generator directly 
connected to the grid in a wind turbine is to obtain the correct conditions to get onto the 
grid.  
 
The requirements to the synchronization are based upon the size of the generator; for which 
the given boundaries are shown in Table 2. 
 
Table 2 - Maximum limit values when synchronizing with a live grid (6). 
Power rating 
[kVA] 
Frequency deviation 
[Hz] 
Voltage deviation 
[%] 
Phase angle deviation 
[deg] 
0 – 500 0.3 10 20 
500 – 1500 0.2 5 15 
1500 – 10000 0.1 5 10 
 
The simulation results and measurements that are presented here are from a 225 kW wind 
turbine, which means that the applicable boundaries are those in the first row. In order to 
get within the frequency range specified it is necessary to be able to control the generator 
speed very accurately. Given that the phase angle should also be within the specified limits 
at the same time as the frequency, it is necessary to control the generator speed so that it 
stays within the frequency range for some amount of time until the phase angle difference 
gets low enough to connect the generator to the grid. 
 
This precision in generator speed is obtained by combined use of pitch and displacement 
control in a controller designed using the above described approach. 
To illustrate how the ChapDrive Control System performs the results of a simulation with a 
mean wind speed of 7 m/s, is shown in Fig. 10. 
 
In Fig 11 the measurement results from a physical 225 kW wind turbine are shown. For 
easy comparison the measurements are conducted with a mean wind speed of 
approximately 7 m/s. The objective of the simulation and measurements is to see that the 
controller can keep the generator speed (represented by frequency in the plots) within the 
specified limits. When the frequency is kept within the limits but not entirely constant, the 
phase angle will vary and within a short time be small enough to connect to the grid. The 
generator voltage (not shown in the plots) is controlled to match the grid voltage, using the 
generator excitation, independently of the speed of the generator. 
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Figure 10 - Simulation at mean wind speed of 7 m/s. 
 
 
Figure 11 – Measured data from the 225 kW wind turbine ChapDrive 1 of a 
synchronization around 7 m/s. 
 Fluid Power and Motion Control 2012 591
5 CONCLUSIONS 
 
The paper has described the hydraulic circuit and types of pumps and motors that have been 
installed by ChapDrive into two wind turbines in place of the original gearboxes by 
installing the motor/generator and hydraulic system on the ground.  For the wind turbine 
torque to speed characteristics it is seen from the linearised system equations that the 
damping ratio of the hydraulic system is reduced as the wind speed increases above the 
rated value because of the increasing positive slope of the torque curve. 
 
Proportional closed loop control of the turbine rotor speed acting on the motor 
displacement is shown to provide a system that increases the level of damping in the 
hydrostatic circuit using pressure feedback.  This system provides the means to obtain 
variable speed control of the turbine which in combination with variations of the turbine 
pitch ultimately provides a system for controlling the turbine so as to obtain optimum 
performance.  
 
It is shown that the ChapDrive Control System can control the rotor speed and use the rotor 
to absorb high frequency wind turbulence creating constant power output above rated wind 
speed, using combined pitch, displacement, and excitation control, thus enabling the use of 
a synchronous generator directly connected to the grid without the use of frequency 
converters. 
 
It has also been shown that the behaviour of a wind turbine with ChapDrive hydraulic 
transmission can be modelled analytically and that simulations using this analytic model 
correspond to the measured behaviour of the system.  
 
The unique advantages that are obtained from a hydrostatic power transmission system 
having a variable motor displacement enables the procedure for connecting the synchronous 
generator to the grid to be carried out and also allows the original objectives of being able 
to directly drive a synchronous generator without having to install either a frequency 
converter or a power transformer to be achieved.   
 
 
NOMENCLATURE 
 
ܦ௠  Motor displacement ܬ௠ Motor inertia 
ܦ௉  Pump displacement ܬீ Generator inertia 
ߚ  Oil bulk modulus ܥ௣ Leakage coefficient 
ଵܲ  High pressure ௉ܶ Turbine torque 
ଶܲ Low pressure ܶீ   Generator torque 
ߗ௠  Motor speed ݒ௥  Wind speed 
ߗ௣ Turbine speed ௘ܷ௫ Excitation voltage 
ܸ  System high pressure volume ߱௥ Rotor speed 
ܥ௠ Speed dependent friction ௚߱ Generator speed 
ܬ௣  Turbine inertia ௚ܲ Generator active power 
ܳ௚  Generator reactive power 
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ABSTRACT 
This paper describes the design and control of a free-piston engine compressor.  By 
combining the engine and compressor, the device is capable of efficiently producing low 
temperature air at high pressures.  This in turns translates into a high-energy density power 
supply with an energy density three to five times greater than that of a battery/motor 
combination.  By injecting compressed air and exploiting the dynamic loading of a high 
inertance, low mass liquid piston, this device is capable of an inject-and-fire operation that 
avoids traditional intake and compression strokes. The engine-compressor is capable of self 
balancing with a single cylinder due to the figure eight arrangement of the liquid piston. Due 
to an integrated, low weight, low stiffness check valve, air is compressed into a high 
pressure reservoir with low amounts of blow back. The design along with experimental and 
theoretical results are shown for the engine compressor. 
1  INTRODUCTION 
One major factor limiting the usefulness of human scale robotics is the lack of a light 
weight, compact power source and accompanying actuators.  This paper describes the 
operation of a propane-powered free piston compressor that is meant to provide pneumatic 
power to a dog sized rescue crawler robot such as the device jointly developed by 
Vanderbilt University and Georgia Tech. 
Current state of the art robots often utilize batteries and electric motors, but this combination 
does not have a sufficiently high power or energy density and so untethered robots tend to 
be limited in the amount of useful work they can perform before requiring recharging. 
(Dunn-Rankin, et al 2005). 
Hydraulic actuation is an option that has shown to be useful for robots such as Boston 
Dynamics big dog.  Scaling down this solution is difficult because the valving, hosing, and 
associated overhead from the return lines begin to dominate as the pistons reduce in size.  
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The goal for the untethered robots such as the rescue crawler is to provide a high system 
power density in terms of power per total weight. 
Pneumatic power is therefore an attractive option because of the low weight of the actuators 
and the ability to exhaust the working fluid to the environment eliminates the need for return 
lines.  However, compressed air has such a low energy density that powering a pneumatic 
robot solely by means of an onboard compressed air reservoir would be impractical. If 
pneumatic actuation were to be pursued, a more desirable option would be to equip the robot 
with an onboard compressor.  
Monopropellants are an attractive energy source to such a compressor, but their energy 
density is lower than hydrocarbons, so an internal combustion solution was pursued.  
Propane has a high vapor pressure which eliminates the need of a fuel pump and was 
therefore chosen as the fuel source. 
Ongoing research with hydrocarbon powered pneumatic power at Minnesota has produced a 
powerful, compact engine compressor that differs from the device described in this paper in 
that it is smaller in scale and requires an idle cycle. The design described herein eliminates 
the idle cycle which would waste fuel during periods of inactivity (Aichlmayr, 2002). 
The engine described in this paper is a continuation of work done by Wilhite (2010), Yong 
(2011), and Riofrio (2008) in creating an internal combustion, single cylinder, free-piston 
engine compressor.  New developments described in this paper include a self balancing 
figure-8 configuration, a high efficiency compressor head, and on board control and 
electronics. 
 
Figure 1: Picture of Free Piston Compressor Engine 
 
 Fluid Power and Motion Control 2012 597
2  OVERVIEW OF OPERATION 
The engine compressor operates on what could be called an “inject and fire” cycle that 
differs from the 2-stroke and 4-stroke cycles used by many internal combustion engines.  
Although there are only 2 strokes in the cycle, intake, compression, and expansion are 
combined into one stroke while the second stroke is used only for exhaust.  This operation is 
made possible by the inclusion of a pressure reservoir to provide compressed air, a 
compressed fuel source, and a free-piston with significant inertia.  The free piston in this 
engine is comprised of water trapped between two elastic membranes.  The term “free-
piston” refers to an engine in which the piston is not kinematically constrained and can 
therefore respond dynamically to pressure forces. 
 
Figure 2(a): Schematic of Free Piston Compressor at effective Top Dead Center 
In the first stroke, compressed air from the reservoir and propane from the buffer tank are 
injected into the combustion chamber.  The combustion chamber is the volume that is bound 
on one side by a face of the free piston and on the other side by the aluminum combustion 
head.  As shown in Figure 2, the “piston” consists of a section of water trapped between 
elastic diaphragms.  Compression is dynamically maintained during injection because the 
inertia of the piston prevents the piston from moving quickly when the combustion chamber 
is pressurized.  Immediately following injection, a spark plug ignites the air/fuel 
combination. Combustion forces the piston to move which in turn forces the air contained in 
the compressor head into the reservoir chamber. 
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Figure 2(b): Schematic of Free Piston Compressor at effective Bottom Dead Center 
When the combustion products are fully expanded, an exhaust valve on the combustion head 
opens, and the second stroke begins as the elasticity of the membranes returns the piston 
back to its original location. The compressor head’s check valve to the reservoir closes, and 
atmospheric air breathes in through another check valve to refill the chamber. The 
combustion products are expelled from the combustion head through the open exhaust valve 
and the second stroke concludes with the closing of the exhaust valve. 
3  FIGURE-8 HIGH INERTANCE LIQUID PISTON 
It has been shown that piston inertia could be increased while reducing piston mass through 
the use of a variable cross sectional area liquid piston (Barth, 2010).  A schematic of this 
concept is shown below in Figure 3. 
 
Figure 3: Schematic of liquid piston with converging and diverging nozzles and 
diaphragms on both ends 
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In this work, it was demonstrated that the inertia contained in such a liquid piston could be 
described as follows: 
 ܫ ൌ ቂఘ௅భ஺భ ൅
ఘ௅మ
஺మ ൅
ఘ௅య
஺య ቃ (1) 
 
To maintain compression while injecting against the piston, the piston must be very stiff or 
possess a great quantity of inertia.  Neither increasing the mass of the piston nor increasing 
the stiffness of the elastic membrane is a desirable option.  Increasing the stiffness of the 
membranes reduces the efficiency of the engine because the energy spent stretching the 
membranes is not recovered.  Increasing the mass of the piston is undesirable because any 
additional weight added to the engine would reduce the system’s energy density. 
For this scale of engine, the needed inertia was determined through simulation to be 
approximately 6.4 kg/mm3 in order to achieve a reasonable balance between compression 
and weight.  This inertia is achieved using .63 kg of water contained within a tube 1.524 
long and 1.9 cm in diameter with nozzles on either end that expand from a diameter of 1.9 
cm to  5.1 cm over a a length of 7.62 cm. For comparison, if a straight pipe was used with 
the current initial piston surface area, the piston would need to be 10.9 meters long and 
weigh 21.7 kg.  It would be impractical to simply use a small pipe with no reduction 
because there needs to be space for the injectors, spark plug, etc on the combustion head. 
While imbalance is often an unavoidable problem for single cylinder engines, the unique 
properties of the liquid piston provided a mechanism for partially neutralizing engine 
vibration. By routing the liquid piston in various geometries, the inertia of the piston’s 
movement can be made to mostly cancel itself out. The reduced vibration means that the 
engine can be mounted with less external bracing than is typically necessary for single-
cylinder engines. This is especially important on a mobile platform such as the rescue 
crawler because strong shocks from the engine could cause the crawler to fall.  The three 
configurations shown below are the ones used by Riofrio (2007), Wilhite (2010), and the 
figure-8 is the configuration described in this paper. 
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Figure 4: a) Straight Configuration b) Loop Configuration c) Figure-8 Configuration  
This canceling effect can be understood from Newton’s second law: if two equal masses are 
traveling in the opposite direction at identical accelerations there is no net force.  The water 
inside the piston is incompressible, and therefore the water has the same acceleration at 
every point inside the tube.  Therefore if a pipe doubles back on itself, there is no net force 
to external bracing.  This concept is shown in Equation 2.  The “σܨ” represents the sum of 
forces in a giving dimension, “ߩ” represents the density of the liquid, “ ሷܸ ” represents the 
volumetric flow rate, and “σ ݈” represents the sum of lengths of tube in a given direction. 
 σܨ ൌ σ݉ܽ ൌ ߩ ሷܸ σ ݈ (2) 
 
For example, the configuration shown in figure 4.b exerts no force on external bracing along 
the axis of symmetry because the liquid inside of the tube travels equally positively and 
negatively in this direction.   The critical distance is the length of pipe that is not “canceled”, 
and therefore exerts external forces.  These forces not delivered to external bracing must be 
withstood by pipe itself. 
In the current setup, it was not possible to directly measure the flow of the water inside the 
piston, so the model from Wilhite (2010) was used to find the volumetric acceleration inside 
of the piston.  This data is shown below in Figure 5. 
 
Figure 5: Volumetric Flow Rate Inside Liquid Piston 
The model was tuned to only inject the minimum amount of fuel/air mixture to where the 
piston makes contact with the surface of the pressure head with a velocity of zero.  A 
collision with the compressor head would change the acceleration profile considerably, but 
this is non-ideal practically because collisions indicated that fuel is being wasted and there 
was therefore an error with injection timing.  With this flow rate shown in Figure 5, the 
force, moment, impulse, and angular impulse were calculated for each of the three 
geometries shown in Figure 4.  The results are shown in Table 1 below. 
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Table 1: External Effects for Various Liquid Piston Configurations 
Straight Loop Figure 8 
Maximum Force (N) 915 156 67.0 
Maximum Moment (N*m) 0 122 8.50 
Maximum Impulse (N*s) 2.65 0.452 0.194 
Maximum Angular Impulse (N*m*s) 0 0.353 0.025 
 
4 COMPRESSOR HEAD 
Utilizing the model described by Wilhite (2010), it was determined that a major factor 
limiting the maximum pressure of the free piston engine compressor was the dynamics of 
the compressor head check valve.  A picture of the check valve and spring used in the 
previous compressor is shown below beside the new check valve with the accompanying o-
ring.  The new check valve consists of a thin metal  cantilevered beam. 
  
Figure 6: (a) Previous Compressor Head Check Valve (b) Current Compressor Head 
Check Valve  
To understand this selection, it is important to understand how an ideal check valve would 
operate in the context of the free piston compressor.  An ideal check valve would allow a 
large mass flow rate as soon as the pressure inside the compressor head exceeded the 
pressure inside of the reservoir.  This valve would then immediately close as soon as the 
compressor pressure dropped below that of the reservoir to prevent the loss of compressed 
air.   
Additionally, the unswept volume between the compressor head and the resevoir should be 
minimized as this space constitutes dead volume.  Viewing a check valve as a mass-spring, 
it is clear that there are conflicting goals.  The spring must be soft enough to open wide with 
small pressure differences yet fast enough to close immediately during the return stroke.  
These two goals are helped by reducing the mass of the check valve. 
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The response of the check valve was approximated as a cantilever beam.  Accordingly, the 
stiffness of the beam is a function of the length of the beam, the stiffness of the material, and 
the modulus of the cross section. 
The diameter of the plate could not be reduced significantly because the desired flow rate 
dictated the size of the check valve opening that the plate had to cover. Thus the adjustable 
parameters became the thickness of the plate, and the length and width of the beam, 
connecting the area covering the o-ring to the rigid base.  A plate thickness of .2032 mm, a 
beam length of 9.3 mm, and a beam width of 4.1 mm was chosen.  Approximating this 
structure as a cantileved beam, a stiffness of 4,140 N/m was calculated.  The effective mass 
of the beam was calculated to be .5 grams giving the valve a natural frequency of 537 Hz.  
On two of the three metrics of interest for the check valve(low stiffness, low mass, high 
speed of response), this design has advantages over the previous design.  The previous 
check valve had a mass of 18.4 grams, a spring constant of 583,000 N/m, and a natural 
frequency of 895.87 Hz.  Although the new valve has a lower natural frequency, it improves 
performance in simulation because it is more responsive to changes in pressure.  Both 
valves have similar amounts of surface area, but because the new valve is less stiff it is able 
to “open”  earlier in the cycle and open wider when there are small pressure variations.  The 
model of this engine (Wilhite, 2010) predicts that by implementing the new valve, the 
maximum pumping pressure of the engine should increase from 552 kPa (80 psi) to 2170 
kPa (315 psi). 
 
Figure 7: (a) Compressor Head While Pumping (b) Compressor Head at BDC (c) 
Compressor Head During Breathe In 
To incorporate the complex geometries required for this check flap, the compressor head 
was constructed using stereolithography (SLA) as seen in Figure 7 (d).  To protect against 
fracture in the likely event of a collision with the piston, a tough, impact resistant, ABS-like 
material known as Somos NeXt was used.  Of additional benefit, the lower density of the 
SLA material allows for a compressor head that weighs approximately half that of the 
previous compressor head (270g vs. 505g). 
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Figure 7: (d) Picture of Compressor Head 
The old breath-in valve was replaced with a silicon rubber umbrella-type check valve to 
breathe in atmospheric air during a the return stroke.  The new valve is soft enough to allow 
mass flow at low pressure differences to ensure that there is not a significant partial vacuum 
during breathe in.  When the membrane collides with the valve during combustion, the 
valves does not damage the membrane because it is significantly softer than the piston 
membrane. While the softness of the valve reduces its ability to respond quickly to pressure, 
the breathe-in period is long enough that engine performance is not limited by the valve 
response speed. 
It is critical to minimize the flow  restriction immediately after the check valve because this 
space sees a large mass flow rate.  To ensure that freshly pumped air was not being 
restricted by the tubing connecting the compressor head to the reservoir, an intermediate 
resevoir was incorporated directly into the compressor head.    Small pressure sensors were 
mounted into this reservoir as well as the compressor head so that real-time pressure 
variations could be utilized for control. 
5 ONBOARD COMPONENTS 
The previous free piston engine compressor required many external components to operate.  
To be a functional power source for the rescue crawler, the engine compressor  must be self- 
contained.  This section describes the steps taken to move all components on-board to while 
minimizing weight and electrical power consumption. 
5.1 Electronics 
A Diamond Systems Athena single board computer with onboard data acquisition was  
mounted on the compressor to monitor pressures, execute the controller, and output signals 
to the injectors, exhaust solenoid, propane buffer valve, and spark plug.  On the previous 
compressor, these duties were handled remotely by a desktop computer equipped with a data 
acquisition card. 
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Figure 8: a) On Board Electronics b) Athena Single Board Microprocessor 
To adjust for cycle to cycle variations, Yong (2011) developed a virtual cam controller to  
modify injection and exhaust timings based on operating conditions. On the previous 
compressor, this controller had a sampling rate of 10 kHz.  In the engine described in this 
paper, a variation of this controller will be utilized, yet due to the lower power 
microprocessor, the sampling rate must be reduced to 1 kHz. 
All of the electronics were mounted on printed circuit boards to reduce noise.  The twelve 
volt battery carried on the rescue crawler provides all the electrical power that the 
compressor uses. Energy efficient switching DC/DC regulators were used to supply the 
electronics with ±twelve volts and five volts.  The specific components used for the voltage 
regulation are the Murata SKA1212SC and the LM2576T-005G, respectively. 
 
5.2 Sensors and Actuators 
Pressures in the compressor head, propane buffer tank, and reservoir are measured using 
Kulite miniaturized XTL-190 and XTL-140 pressure transducers.  Their signals are 
amplified using instrumentation amplifiers and filtered digitally inside the controller. 
The exhaust valve is made by O.S. Engine and meant for use in remote control air planes.  It 
is motivated by a Ledex 124911-028 solenoid.  Power is supplied to the solenoid via an 
AMC servoamp model AZ20A8. 
A small spark plug is powered using a RCEXL ignition box.  The ignition box provides high 
voltage to the spark plug and allows precise control of the spark.  The spark plug used is an 
NGK ME8 and the ignition box is a RCEXL Model A-01. 
5.2 Fuel/Air Injection 
Air and fuel was injected independetly by two Bosch fuel injectors (Part # 0280150842).  To 
increase the speed of response of the fuel injector and decrease power consumption, an 
injector drive controller from Texas Instuments (LM1949) was used. 
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Figure 9: Fuel Injector Used for Air and Propane Injection 
The injectors have no fittings for connecting and instead rely on an external manifold.  To 
save weight and increase compactness, this manifold was integrated with an actively 
regulated propane buffer tank.  High injection pressure decreases the injection duration  and 
with with a vapor  100psi and the comparitively large fuel injectors make it impractical to 
accurately inject without lowering the pressure.  By regulating with a solenoid as opposed to 
a passive regulator, it is possible for the controller to change the injection pressure.  The 
buffer tank was constructed out of Accura 60 using an SLA process.  This material has a 
low density which allows the tank to be light weight and the tank’s complex geometry 
accomodates compact valving via a Clippard ET-2M 2-way valve.  
 
 
 
 
 
 
 
  
Figure 10: a) Injector Manifold with Integrated Actively Regulated Propane Buffer 
Tank b) Exhaust Solenoid 
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6 SIMULATION RESULTS 
A simulation based upon a previously validated model (Riofrio 2007, Riofrio 2008, Wilhite 
2010, Yong 2011)) was used to calculate the maximum reservoir pressure that the 
compressor could acheive.  This simulation predicts that the engine compressor is capable of 
pressurizing the reservoir up to 2,140 kPa (310 psi).
 
Figure 11: Simulated Results Showing Compressor Chamber, Reservoir, and Propane 
Pressure During Operation 
7 EXPERIMENTAL RESULTS 
Figure 12 a shows the reservoir, compressor head, and propane buffer tank pressure during a 
single cycle. Figure 12 b shows the compressor filling a one liter bottle with compressed air.  
The compressor is operating at four Hz, and misfires every other cycle.   It is thought that 
the misfires are due to the use of open-loop, set timings for the injection, spark, and exhaust. 
In the future, Yong’s controller will be applied to adjust timings in real time.  Currently, a 
constant pressure, 80 psi external air is connected to the reservoir to simplify the control, 
whereas in the final device the controller must vary the injection timings to compensate for 
variations in reservoir pressure. 
 
Figure 12: Experimental Results Showing Measured Pressures During Operation 
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The device weighs 5.9 kg and fits in an envelope of 60 cm x 30 cm x 18 cm.  It consumes a 
peak of 75 Watts and an average of 35 Watts from a 12 volts source. 
8 CONCLUSIONS 
The free piston engine compressor described in this paper is an evolution of an engine 
developed by Riofrio (2007), Wilhite (2010), and Yong (2011).  The changes included 
moving all electronics onboard and attempting to make the engine pump to a higher pressure 
while exerting less force on external supports. Although consistent combustion has not been 
achieved, the controller will continue to be developed in hopes of achieving the results 
shown in simulation. 
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ABSTRACT 
This paper describes the development of a pneumatic test rig and the accompanied 
simulation software for testing various pneumatic position control algorithms under the 
same controlled environment. The test rig has been developed using modular design 
approach in order to be adaptable for operation of different circuit configurations of control 
valve and actuator setups. The test rig comprises of five main modules: air service, control 
valve, actuator, sensing and information processing. The actuating and control valve 
modules consist of three types of pneumatic actuators and five circuit configurations of 
control valve, respectively. The simulation software, having an interactive graphic user 
interface, has been developed to offer users with results similar to the ones from 
experiments conducted on the test rig. The validity of the results obtained from the 
simulation software, is confirmed by comparing the open-loop responses with those of the 
experiments. The motivation of this development is that, a considerable amount of research 
works claim to have successfully improved the performance of their pneumatic position 
control systems, yet, only a handful of studies made efforts to compare performances of 
those proposed control algorithms, using the same test bench, as to determine which one is 
more effective under similar circumstances.  
 
Keywords: Pneumatic test rig, pneumatic servo position controller, pneumatic simulation 
software, pneumatic actuator, pneumatic control valve, performance comparison. 
1 INTRODUCTION 
Pneumatics is a technology that utilizes pressurized air as its fluid medium to perform 
mechanical work. Flexibility in routing the flow of pressurized air, safe and environmental 
friendly fluid medium, easy to install and maintain system components, high force output to 
weight ratio as well as fast output response of its actuators are amongst the significant factors 
contributing to the utilization of this technology in numerous industrial applications ranging 
from a simple point-to-point positioning to a high-accuracy servo positioning/force control. 
Nevertheless, the non-idealities associated with the pneumatic system components (e.g., 
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friction between the moving parts in pneumatic cylinders, dead zone and slow response time 
of the control valve) as well as the natural characteristics of the pressurized air (e.g., the 
compressibility of air and highly nonlinear flow characteristic through the pneumatic system 
components) have degraded the performance and cause an accurate servo control of the 
pneumatic actuators difficult to achieve. As a result, research related to servo control of the 
pneumatic actuators has become one of the active research areas in fluid power and one of 
the main research focuses is to achieve a high accuracy position control. Fig. 1 shows a 
schematic diagram of a typical pneumatic servo position control system. The system 
generally consists of an actuator (e.g., pneumatic cylinder), a control valve (e.g., one 5-way, 
3-position, 5/3-way proportional directional control valve), connecting tubes and different 
sensors such as position and pressure sensors. The actuator is often subject to an external load 
either by mass of an external mechanical element attached to it, or via interaction with 
environment.  
 
Figure 1: Schematic Diagram of a Typical Pneumatic Position Control System. 
A considerable amount of research works has been devoted in order to improve the 
performance of pneumatic servo position control systems. Although these research works 
are widely diverged in their approaches, the overwhelming majority have focused on the 
utilization of different control techniques as to attain better performance and accuracy. This 
is proven by the number of publications that can be found in which a variety of control 
techniques such as PID-based (1-3), sliding mode-based (4-7), adaptive-based (8-10), 
Fuzzy-based (11,12) and neural network-based (13-15) controllers have been proposed. 
While many claimed that the proposed control technique have successfully improved the 
performance, including accuracy, of their pneumatic servo position control systems, only a 
handful of literatures (16-17) compared the existing proposed control techniques under the 
same controlled environment as to determine which one is more effective than the others. 
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This has motivated the authors to develop a pneumatic test rig and a simulation software 
that can be used to facilitate performance comparison of various pneumatic servo position 
controllers under the same controlled environment. 
In this paper, we describe the development of the pneumatic test rig and the accompanied 
simulation software. In order to make the pneumatic test rig adaptable for operation of 
different circuit configurations of control valve and actuator setups, modular design 
approach has been used.  As a result, the test rig can be generally divided into five main 
modules: air service unit, control valve, actuating, sensing and information processing 
modules. Each module possesses a specific function. The air service unit is utilized to 
remove all the contaminants and moisture from the pressurized air. Besides, it also keeps the 
operating pressure of pneumatic lines nearly constant. The control valve module plays a 
crucial role in controlling and regulating the flow of pressurized air to and from the 
actuating module. Meanwhile the actuating module is used to transfer energy which is in the 
form of pressurized air into a motion. The sensing module senses chamber pressures and 
actuator position from the test rig and converts it to the corresponding electrical signal. The 
information processing module which is the command center of the entire pneumatic test 
rig, receives the input signal coming from the sensing module, processes it according to the 
implemented pneumatic servo position controller and sending an appropriate output control 
signal to the control valve module via a data acquisition board. The information processing 
module for the pneumatic test rig was also developed with the capability to function as a 
prototype remote laboratory (PRL) station that can be operated in real-time fashion from 
distance. By having the PRL function, access to the test rig from anywhere can be made 
possible through the application of internet as communication channel in the future. On the 
other hand, the pneumatic simulation software which was developed for the purpose to offer 
users with the simulation results similar to the one from experiments conducted on the 
developed pneumatic test rig, is consisted of two main components: the graphic user 
interface (GUI) and the pneumatic system model. The GUI was developed using MATLAB 
GUI in order to create a user-friendly environment while the pneumatic system model which 
was written in C language is used to simulate the pneumatic position control system. The 
communication between the GUI and pneumatic system model are established through a 
MATLAB MEX-function. An example of typical simulation result of an open-loop system 
response obtained from the simulation software is also presented in this paper. The result is 
compared with the one from experiment in order to validate the pneumatic system model 
employed, and thus to justify the used of the simulation software for future works of 
performance comparison of pneumatic servo position controllers. The main benefit of 
having this simulation software is that, one is allowed to conduct performance analysis on 
the pneumatic system dynamic subjected to different control techniques easily before 
embarking to experimental evaluation on the developed pneumatic test rig for results 
confirmation. Besides, the simulation software would also enable others who do not have 
accessed to the developed pneumatic test rig to conduct the performance comparison works.  
The rest of the paper is organized as follows. The developed pneumatic test rig will be 
described in Section II. Section III presents the proposed pneumatic simulation software in 
which the main graphic user interfaces (GUI) window and employed pneumatic system 
model will be briefly described. The model validation of the employed pneumatic system 
model will be addressed in Section IV and Section V provides conclusion of the paper. 
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2 PNEUMATIC TEST RIG 
The test rig comprises of five main modules: air service unit, control valve, actuating, 
sensing and information processing modules. A picture of the developed pneumatic test rig 
as well as a diagram of all system components employed is shown in Fig. 2 and 3, 
respectively. With reference to Fig. 3, the functions including employed system components 
of each system module will be briefly described in this section.  
 
 
Figure 2: Developed Pneumatic Test Rig. 
 
Figure 3: Components of the Developed Pneumatic Test Rig. 
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2.1 Air Service Unit Module 
The air service unit module consists of three components: air and mist filter, pressure 
regulator and air reservoir. It has two basic functions which are to remove all the 
contaminants and moisture from the pressurized air, and to keep the operating pressure of 
the pneumatic line nearly constant. The first function is realized when the pressurized air 
flows through the air and mist filter while the second one is achieved through the utilization 
of pressure regulator and air reservoir. 
2.2 Control Valve Module 
Control valve is one of the vital components in pneumatic systems. It is responsible for 
controlling the pressure rate, amount of air flow as well as the direction of pressurized air as 
it moves through the pneumatic system.  Control valves are generally divided into three 
main categories: servovalves, proportional valves and solenoid valves. The control valve 
module of the developed pneumatic test rig employs all the three categories of control valve. 
These control valves are arranged in five different circuit configurations: one 5/3-way 
proportional directional control valve (configuration 1), two 3/2-way proportional flow 
control/solenoid (configuration 2), four 2/2-way proportional flow control/solenoid 
(configuration 3), two proportional pressure control valve (configuration 4) and one 4/3-way 
flow control proportional servovalve (configuration 5). These circuit configurations are 
selected since they represent the most commonly used circuit configurations for servo 
position control systems as can be found in the literatures. Fig. 4 shows the arrangement of 
the control valves with respect to its circuit configuration. 
2.3 Actuating Module 
Pneumatic actuator converts energy into a motion. The energy is in the form of pressurized 
air while the motion can be either linear or rotary, depending on the types of actuator and its 
setups. There are three types of actuators employed in the developed test rig: pneumatic 
cylinder, fluid muscle and rod-less linear drive. As depicted in Fig. 5, the actuators are 
arranged to allow users to study performance of pneumatic servo position controllers with 
respect to different types of motion, under the influence of varying or fixed external load. 
The effect of varying external load to the performances of the pneumatic servo position 
controller needs to be studied since it is often accounted in the practical applications of 
pneumatic system especially for robot manipulator. By arranging the actuators as shown in 
the setups of Fig. 5(a) and 5(b), four different modes of varying external load with respect to 
actuator motion can be realized. Referring to Fig. 5(a) as an example, those modes can be 
explained as follows: the external load opposes the motion during piston’s extension (mode 
1), the external load assists the motion during piston’s extension (mode 2), the external load 
opposes the motion during piston’s retraction (mode 3), and the external load assists the 
motion during piston’s retraction (mode 4). On the other hand, as depicted in Fig. 5(c) the 
rod-less linear drive which is available in two sets will be used to study the performance of 
pneumatic servo position controllers with respect to linear motion under the influence of 
fixed external load or for research related to cooperative motion control. The former will use 
only one set of the rod-less linear drive while the latter uses both.  
 
2.4 Sensing Module 
There are three types of sensors employed: rotary encoder, linear potentiometer, and 
pressure sensors. To acquire the actuators position of the pneumatic cylinder and fluid 
muscles, the rotary encoder is attached to the rotating shaft of external mass connector as 
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depicted in Fig. 5(a). The linear potentiometers which are arranged in parallel to the rod-less 
linear drive as shown in Fig. 5(c) are used to sense the position of mass carrier. Meanwhile, 
the pressure sensors are attached to each chamber of pneumatic cylinder/rod-less linear 
drive and fluid muscles in order to measure the pressures. 
 
 
 
(a)  (b) 
 
(c) 
 
 
(d) (e) 
 
Figure 4: Control Valve Circuit Configurations (a) Configuration 1 (b) Configuration 
2 (c) Configuration 3 (d) Configuration 4 and (e) Configuration 5. 
2.5 Information Processing Module 
The information processing module which is the command center of the developed test rig is 
responsible for monitoring as well as controlling all the activities that are taken place in the 
actuating and control valve modules, respectively. In order to equip the module with the 
capability to function as a prototype remote laboratory (PRL) station, a setup as depicted in 
Fig. 6 is employed. The setup consists of two computers where one of them acts as a host 
whiles the other as a target. These two computers are connected together via a local area 
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network (LAN) and use standard TCP/IP (Transmission Control Protocol/Internet Protocol) 
for data exchange. The host computer is employed as a platform where the 
development/implementation of pneumatic servo position controller is taken place. The 
development/implementation is carried out through the Matlab Simulink development 
environment integrated with QuarC software package. The QuarC software package is 
needed in order to convert the implemented controller which is in the form of Matlab 
Simulink model to a corresponding executable C-file that later will be uploaded onto the  
 
(a) 
 
(b) 
 
(c) 
 
Figure 5: Actuator Setups (a) Pneumatic Cylinder (b) Fluid Muscles and (c) Rod-less 
Linear Drive. 
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target computer. At the same time, the host computer is also the place where all the 
information related to the actuating and control valves modules such as the actuator 
position, velocity, chamber pressures as well as the control signal are displayed during the 
experiment. The target computer installed with a real-time operating system on the other 
hand, is the place where the executable C-file from the host computer will be executed in a 
real-time fashion. Besides, it is also the place where interfacing between the information 
processing and other modules occurs. The exchange of signals between the target computer 
and other system modules of the developed test rig are carried out through a data acquisition 
board known as Q8 from Quanser. Note that at this moment, access to the target computer 
and ultimately to the test rig from the host computer is limited within the university area 
where LAN is available. However, in the future the access will be made possible from 
anywhere else through the utilization of internet as a communication channel. 
 
Figure 6: Setup of the Information Processing Module 
3 PNEUMATIC SIMULATION SOFTWARE 
The pneumatic simulation software was developed in order to offer users with the 
simulation results similar to the one obtained from the experimental works conducted on the 
developed pneumatic test rig. In this section, the two components that made up the 
pneumatic simulation software namely, the graphic user interface (GUI) and pneumatic 
system model will be presented. 
 
3.1 The Graphic User Interface (GUI) 
A graphic user interface (GUI) technique has been applied to the simulation software in 
order to create a user-friendly environment. Fig. 7 shows a picture of the main window of 
the proposed pneumatic simulation software GUI. The GUI is made up of eight main 
sections: the system type, actuator type, valve type and configuration, compressed air 
properties, mass flow rate model, friction model, controller and input signal selection. 
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Currently there are only two types of actuator and three circuit configurations of control 
valve offered as depicted in Fig. 7. However in the near future, more actuators as well as 
circuit configurations of control valve will be made available as to fully emulate the 
function of the developed pneumatic test rig. To start the simulation process, users need to 
provide the simulation software with the necessary parameters in each section and then click 
on the “Run Simulation” button located at the central bottom of the GUI. The entered 
parameters will be passed to the pneumatic system model through MATLAB MEX-function 
for the simulation process. Also, note that in the mass flow rate model, friction model, 
controller and input signal selection sections, users can either use the standard model 
provided or implement a custom one. To implement a custom model in the simulation 
software, click on the check box of “use custom model” and a pop-up window will appear. 
User can then insert a corresponding file containing the custom model written in C 
language. 
 
 
Figure 7: Main Window of the Pneumatic Simulation Software GUI 
3.2 Pneumatic System Model 
The second component of the proposed pneumatic simulation software which is the 
pneumatic system model will be briefly presented here. There are two types of actuator 
offered in the simulation software which are the pneumatic cylinder and fluid muscles. The 
equation of motion for the pneumatic cylinder can be written as follow. 
 
)()( 2211 Lfpp FFAPAPxDxM +−−=+ 
 
(1) 
 
where xp denotes the position of the actuator. M is the combined mass of the piston-rod 
assembly and the external load. A is the annulus area of the piston, D is the viscous friction 
618 Fluid Power and Motion Control 2012
coefficient, Ff   represents the dry friction force and FL signifies the external load. The dry 
friction force is modeled as the following equations. 
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As for the fluid muscles, the equation of motion can be represented as follows: 
 
Lss TrFFDI −−=+ )( 12θθ   (4) 
 
where I is the combined inertia of the shaft and the external load, șs is the shaft angular 
position and r represents the radius of beam connecting the shaft and the fluid muscles. D 
and TL denote the angular viscous friction coefficient and the external load torque, 
respectively. F2 and F1 are the actual forces from the two fluid muscles. Note that the dry 
friction force for the fluid muscles actuator is negligible since there is no movement 
between the piston and rod with the cylinder wall as in the case of pneumatic cylinder. 
Furthermore the rotating shaft connected at the end of fluid muscles is in contact with the 
bearings. Thus, in the simulation software, the dry friction force is only applied to the 
pneumatic cylinder. From the literature, the relationship between the input voltage, u, and 
the valve spool position, xv, is often modeled as a simple gain (18,19). However, according 
to the relevant manufacturer’s literatures, the spool type control valve can be more 
appropriately represented by a first-order lag (3) equation. Since the proportional and 
solenoid control valve offered in the simulation software are of spool type which is similar 
to the one employed in the developed pneumatic test rig, all the control valves are modeled 
using the following equation.  
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where kv is the valve spool position gain and Ĳv represents the first order time constant of the 
control valve. Also, note that the input signal, uv, of the proportional valve is equivalent to 
the control signal, u. However for the solenoid valve, the control signal, u, is converted to a 
pulse width modulation (PWM) signal, uPWM , before it is subjected to the control valve. The 
PWM signal is realized by comparing the continuous control signal, u, with the high 
frequency carrier wave, Vd which can be described by the following mathematical 
expression: 
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where j = 1,2, … , n is the j-th modulation period, T, and Vp denotes the amplitude of carrier 
wave. The mass flow rate model provided in the simulation software was derived from the 
standard orifice theory (20) which can be represented by the following equation. 
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where Cd and w are the control valve coefficient of discharge and orifice area gradient, 
respectively. Pu is the absolute downstream pressure, whereas Pd denotes the absolute 
upstream pressure. Pcr is the valve critical pressure ratio which determined whether the 
compressed air attain sonic (choked) velocity or subsonic velocity flow. The equations 
relating chamber’s pressures, P1 and P2 with mass flow rates of the compressed air, can be 
written as follows. 
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V1 and V2 are the instantaneous volumes of each actuator chamber, which depends on the 
actuator position. R is the ideal gas constant, Ȗ is the ratio of specific heats and T is the 
temperature of the compressed air source. Parameter Į is a compressibility flow correction 
factor. 
4 MODEL VALIDATION 
In order to validate the accuracy of the employed pneumatic system model, response of an 
open-loop system from the simulation software is compared with the one from the 
experiment conducted on the developed pneumatic test rig. Fig. 8 shows the simulation 
result of an open-loop system from the simulation software which was obtained using 
control valve circuit configuration 1 (one 5/3 proportional directional control valve), 
standard mass flow rate model, standard friction model and sinusoidal input signal with 
amplitude of 1.5 and frequency of 1 Hz. The parameters used in the simulation are obtained 
from the related manufacturer documents as well as the initial setup of the pneumatic test rig 
during experiment. Due to page limitation value of the applied parameters are not given. The 
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comparison of an open-loop system response between the simulation and experiment is 
shown in Fig. 9. As it can be observed, the results from both simulation and experimental are 
closely matched to each other. This is applied for all four figures: the actuator position, 
actuator velocity, chamber 1 and chamber 2 pressures. The slight differences between the 
simulation and experimental results may come from inaccurate value of the applied 
parameters. However, it can be concluded that the pneumatic system model employed in the 
proposed simulation software is sufficiently accurate to represent the developed test rig. 
Besides, this result has also justified the utilization of the pneumatic simulation software for 
future work of performance comparison of various pneumatic servo position controllers. 
 
 
 
Figure 8: A Simulation Result of an Open-loop System subjected to a Sinusoidal Input 
Signal 
5 CONCLUSIONS 
A pneumatic test rig which is adaptable for operation of different circuit configurations of 
control valve and actuator setups has been described. The pneumatic test rig will be used to 
facilitate the performance comparison of various pneumatic servo position controllers under 
the same controlled environment. Effect of different actuator setups as well as circuit 
configurations of control valve towards the performance of servo position controller can 
also be studied. In addition, a simple, yet sufficiently accurate pneumatic simulation 
software with an interactive graphic user interface has also been developed. The pneumatic 
system model employed in the simulation software has been experimentally validated. The 
result confirms that the pneumatic system model is accurate enough to represent the 
developed pneumatic test rig as its simulation result was closely matched with the one 
obtained from the experiment. Thus, the objective of the development of pneumatic 
simulation software which is to offer users with the simulation results similar to the one 
 Fluid Power and Motion Control 2012 621
obtained from the experimental works conducted on the developed pneumatic test rig has 
been achieved. In the future, the results obtained from the pneumatic simulation software 
will be utilized as a preliminary finding before embarking to experimental evaluation on the 
developed pneumatic test rig for confirmation. Furthermore, the ability of the pneumatic 
simulation software to offer users with option either to use the provided standard 
model/function or to employ the custom one has made the software so flexible. The 
proposed pneumatic simulation software however is still subjected to future development 
for further improvement. 
 
 
(a) (b) 
 
 
(c) (d) 
 
Figure 9: Simulation and Experimental responses of an open-loop system subjected to 
a Sinusoidal input signal (a) Actuator Position, (b) Actuator Velocity, (c) Chamber 1 
Pressure, and (d) Chamber 2 Pressure. 
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ABSTRACT 
In the fuel cell vehicle (FCV) using hydrogen energy, there is a problem of the noise 
generation by fluid in a pressure reducing part because 35MPa or more high pressured 
hydrogen is decompressed to 1MPa or less pressure. In previous study, authors proposed 
the pressure reducing valve using a slit structure in the pneumatic system of supply pressure 
0.6MPa, and confirmed the validity of noise reduction by experiment. Then, the noise 
reduction effect by using a slit structure is expected in the pressure reducing of high 
pressure hydrogen. In the latest study, the pressure reducing valve which set the 
decompression part to cone type piston was made, and it was confirmed that a noise level 
had become small compared with the conventional pressure reducing valve in the 
experiment in the flow rate 500 l/min(nor).  
In this study, in order to develop a low noise pressure reducing valve for high pressure 
hydrogen, we propose adding radial slit structure to the downstream side of cone type 
piston. Six kinds of radial slit structures were made, supply pressure was set to 35MPa, and 
the flow rate characteristic and noise level were measured. As a result, the noise reduction 
effect by the addition of radial slit structure was confirmed.  
Keywords: Noise, Pressure reducing valve, Radial slit structure, Hydrogen 
NOMENCLATURE  
Ain                                  Total inlet area of the slit               [mm2] 
h  Height of slit    [mm] 
P2  Downstream pressure         [MPa(gage)] 
Ps  Supply pressure                           [MPa(gage)] 
Q  Volume flow rate  (273K, 1atm)  [l/min(nor)] 
SPL  Sound pressure level   [dB(A)] 
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1 INTRODUCTION 
Investigation of an alternative to fossil fuel and reduction of carbon dioxide emissions are 
promoted by national initiatives around the world; some also wish to reduce the 
dependence on nuclear power generation. Today, automobile manufacturers have decided 
that FCVs, which can especially extend the cruising range of pure electric vehicles, will be 
marketed in 2015 year. In regard to hydrogen fueling stations, fuel suppliers are aiming to 
construct approximately 100 throughout the country by 2015 year [1]. According to an 
official announcement, full commercialization of FCVs would begin in 2025 year [2]. 
Some research corporations, such as Fuji Keizai Co., Ltd. [3], have reported that the market 
for the fuel cell industry would rise to more than 1 trillion yen in Japan. For the hydrogen 
component market, a gradual progression of diversification in energy sources could be a 
good opportunity.  
Therefore, assuming that the demand for hydrogen components will increase in the near 
future, we have begun developing technologies for the element components of fuel cell 
systems. One of these initiatives has been the development of a pressure-reducing valve for 
hydrogen gas. In addition, deployment of many core technologies, such as design and 
manufacturing techniques, are to be expected from the development of this valve. In a 
normal valve, supply pressure is depressurized with an orifice structure. When pressurized 
air passes through an orifice structure, considerable noise and pressure fluctuation occur at 
the downstream. There is a problem of the noise generation by fluid in a pressure reducing 
part because 35MPa or more high pressured hydrogen is decompressed to 1MPa or less 
pressure. Therefore, reduction of noise originating from the valve is required in industrial 
fields. In the gas supply system, generally, several methods such as the use of diffusers 
(Boger, 1971) [4], wrapping pipe with sound damping materials (Bell, 1993) [5], and the 
use of porous materials (N. Atalla et al., 2001) [6] have been developed to reduce noise. 
In previous study, authors proposed the pressure reducing valve using a slit structure in the 
pneumatic system of supply pressure 0.6MPa, and confirmed the validity of noise reduction 
by experiment [7], [8]. Then, the noise reduction effect by using a slit structure is expected 
in the pressure reducing of high pressure hydrogen. In the latest study, the pressure 
reducing valve which set the decompression part to cone type piston was made, and it was 
confirmed that a noise level had become small compared with the conventional pressure 
reducing valve in the experiment in the flow rate 500 l/min(nor).In this study, in order to 
develop a low noise pressure reducing valve for high pressure hydrogen, we propose adding 
radial slit structure to the downstream side of cone type slit. Six kinds of radial slit 
structures are made. Supply pressure is set to 35MPa, and flow rate characteristic and the 
noise level is measured.  
2 PRESSURE REDUCING VALVE WITH RADIAL SLIT STRUCTURE 
Hydrogen is stocked as a compressed gas at high pressure in the FCV and is supplied to the 
fuel cell system at pressure lower than 1MPa. A pressure reducing valve is used to maintain 
the pressure of downstream to specific values as shown in Fig. 1. Hydrogen is supplied to a 
supply port from a high pressure hydrogen tank and it is depressurized at piston part. There 
is diaphragm on the upper part of piston. Diaphragm moves up and down with the force 
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balance of spring and the downstream pressure. When downstream pressure is smaller than 
a setting pressure, diaphragm moves downward and valve is opened. Then, Diaphragm 
moves until downstream pressure becomes a setting pressure. 
In the latest study, we suggested the cone type piston to reduce the noise. In this study, we 
propose the radial slit structure in the downstream of the cone type piston to reduce the 
noise more. The slit height h is 0.6mm or less. Hydrogen passes through a thin slit, and the 
effect of noise reduction is expected. 
 
Figure 1: Pressure reducing valve with radial slit structure  
3 RADIAL SLIT STRUCTURE 
Figure 2 shows a schematic drawing and picture of the newly developed radial slit structure. 
The slit structure consists of two elements, the part 1 and the part 2. The central part of part 
1 and part 2 has a hole for piston to pass. The lower part of part 1 has a screw thread and it 
is combined with part 2 with this screw thread. The upper part has a hexagon head in order 
to tighten a screw thread. The undersurface of a hexagon head has a disk shape and contacts 
with top face of part 2. The picture of part 1 and 2 is shown in figure 3. The outside of part 
1 has a screw thread and it is combined with body of the pressure reducing valve. In order 
to tighten the screw thread, it has a hexagon head. Some parts of the top surface are milled 
about sub-millimeter order by machining and it makes the radial slit flow as shown in 
figure 4. The part 1 consists of upper surface of the radial slit flow. Hydrogen enters from 
the center of part 2 and is exhausted outward through the radial slits to the downstream. 
When the fluid flows through the slit, the fluid is decompressed in the slit because of 
viscous resistance of fluid. A sudden pressure change is reduced in the downstream. 
High pressure 
Supply port 
Low pressure 
Output port 
Slit 
Cone type piston 
Radial slit structure  
Spring 
Spring 
Diaphragm 
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                      (a) Schematic drawing                        (b) Picture of horizontal view 
Figure 2: Radial slit structure  
 
                 
(a) Part 1                                            (b) Part 2 
Figure 3: Radial slit structure 
 
              
(a) Three slits                                               (b) Six slits 
Figure 4: Radial slit structure 
Slit 
Part 1 
Part 2 
Part 2
(six slits) 
Flow 
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Six types of the radial slit structure were made as shown in table 1. Height of slit is changed 
from 0.1 to 0.6. The number of slits has two kinds, three slits and six slits.  RSV_01 and 
RSV_02, RSV_03 and RSV_04, RSV_05 and RSV_06 have the same total inlet area 
respectively. CSV means the valve with only a cone type piston and the radial slit structure 
is not installed. It is for comparing the noise result with the radial slit structure.  
Table 1 : Specification of the slit 
Type h[mm] Height of slit  
Numbers of slit 
[-] 
Ain [mm2] 
Total inlet area  
CSV  
(without radial slit) - - - 
RSV_01 0.4 3 2.57 
RSV_02 0.2 6 ࠌ 
RSV_03 0.2 3 1.28 
RSV_04 0.1 6 ࠌ 
RSV_05 0.6 3 3.85 
RSV_06 0.3 6 ࠌ 
4  EXPERIMENTAL APPARATUS 
All experimental tests were performed using the special test centre: Hydrogen Energy Test 
and Research Center (HyTReC, [9]) in Japan. The laboratory in HyTReC can be adapted 
for high-compressed hydrogen testing, which was previously unavailable. The several 
products in trial phases can be examined safely with the cooperation of HyTReC.  
Figure 5 illustrates the experimental setup for the evaluations of test valves. Tests on the 
trial components have to be mounted into the explosion-resistant chamber as shown in 
figure 6, which is filled with nitrogen. Since oxygen is not present in the chamber, 
hydrogen can be easily detected and the danger of explosion is lower if hydrogen leaks 
from the trial valve. In addition the surroundings of the test valves are covered so that 
fragments do not scatter and the walls of the chamber are not damaged in the event of an 
explosion. 
Six valves are mounted on the connecting block at one time, as illustrated in Figure 7. Each 
valve is measured only after a stopped valve mounted downstream is opened. However, if 
the delivery pressure from a test valve rises to 1MPa or more, the relief valve will operate. 
Furthermore, we measured using the instruments shown in Table 2, since the noise of a 
valve with a high flow rate sometimes becomes a problem. On the inner wall of the 
prevention cover, acoustic material is attached, so that sound produced by the test valve 
cannot echo. Two microphones are utilized at this time. One microphone is set outside of 
the explosion-resistant chamber, and the other is inserted near the testing valve inside the 
chamber.  
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Figure 5: Experimental setup for the valve tests 
 
Figure 6:  Picture of experimental setup 
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Figure 7:  The position of valve 
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Table 2 : Sound measuring instrument 
 Maker Model No. 
Logger Bruel & Kjaer Type7533 
Software RION BZ5217 version 6.0 
Display  Unit RION UV-12 
Sound level meter unit RION UN-04 
Condenser microphone RION UC-30 
Preamplifier RION NH-04 
5  EXPERIMENTAL RESULTS 
5.1  Flow rate characteristic  
The pressure reducing valve was used to control downstream pressure P2 to a setting 
pressure. Then, the characteristic of the pressure reducing valve was investigated by 
experiment. Measurement of the flow rate characteristic was achieved as follows. Supply 
pressure is fixed with 35 MPa. The flow rate was changed by the throttle valve which was 
installed downstream of pressure reducing valve. The flow rate was increased from 0 
l/min(nor) to 500 [l/min(nor)], and it was reduced to 0 l/min(nor).  
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Figure 8: Flow rate characteristic  
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The experimental results of CSV without radial slit and three slits with different inlet area 
are shown in figure 8. As for two lines, phenomenon of hysteresis is seen on flow rate 
characteristics. However, P2 are dropping gradually as flow rate increases up to 500 
l/min(nor). This pressure offsets between 0 l/min(nor) and 500 l/min(nor) become about 0.2 
MPa, which is accomplished for target specification. Total inlet area of RSV_02, RSV_03, 
and RSV_05 is 2.57 mm2, 1.28 mm2, and 3.85 mm2 respectively. The maximum difference 
of cross-sectional area is 3 times. However, the flow rate characteristics for the four cases 
are almost the same. It was confirmed that radial slit structure did not affect the flow 
characteristic of pressure reducing valve. It means that the flow resistance by radial slit 
structure is small and the flow resistance by main piston is large. 
5.2  Noise Level 
The results of the noise level of CSV, RSV_02, RSV_03, and RSV_05 are shown in Figure 
9. We used the two microphones in this experiment and the position of the valves is 
different as shown in Figure 7. A solid line is microphone 1 and a dotted line is microphone 
2. The back ground noise is about 35 dB (A). Noise level becomes large with the increase 
of hte flow rate. There is a difference in the noise level of the microphone 1 and the 
microphone 2 in RSV_02 and RSV_05 because the distance from the microphone is 
different.  
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Figure 9: Sound pressure level  
Q [l/min(nor)] Q [l/min(nor)] 
Q [l/min(nor)] Q [l/min(nor)] 
 Fluid Power and Motion Control 2012 631
The noise level of each valve for the flow rate 300 l/min(nor) is shown in Figure 10. The 
noise levels of six types of radial slit valves are lower than CSV which has only cone type 
piston. Then, the noise level to the total inlet area is shown in Fig. 11. Sound pressure level 
is compensated by the distance from microphone 1 and microphone 2 on the basis of the 
center position. The noise level becomes small when the total inlet area becomes small 
except the RSV_04. Then, it is considered that the effect of the number of slits is small. 
However, the maximum noise reduction effect of radial slit structure was about 15 dB (A) 
in the flow rate 300 l/min(nor) . 
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Figure 10: Sound pressure level (300 [l/min(nor)]) 
 
 
Figure 11: Sound pressure level against the total inlet area (300 [l/min(nor)]) 
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6  CONCLUSIONS 
In this study, in order to develop a low noise pressure reducing valve for high pressure 
hydrogen, we propose adding radial slit structure to the downstream side of cone type slit. 
Six kinds of radial slit structures were made, supply pressure was set to 35MPa, and the 
noise level was measured. The obtained results are as follows. 
1. It was confirmed that radial slit structure did not affect the flow characteristic of pressure 
reducing valve. 
2. The noise levels of six types of radial slit valves are lower than CSV which has only 
cone type piston. Then, the maximum noise reduction effect was about 15 dB (A). 
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