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Abstract— Biometric verification and identification 
methods of medical images can be used to find possible 
inconsistencies in patient records. Such methods may also 
be useful for forensic research. In this work we present a 
method for identifying patients by their hand radiographs. 
We use active appearance model representations 
presented before [1] to extract 64 shape features per bone 
from the metacarpals, the proximal, and the middle 
phalanges. The number of features was reduced to 20 by 
applying principal component analysis. Subsequently, a 
likelihood ratio classifier [2] determines whether an image 
potentially belongs to another patient in the data set. 
Firstly, to study the symmetry between both hands, we 
use a likelihood-ratio classifier to match 45 left hand 
images to a database of 44 (matching) right hand images 
and vice versa. We found an average equal error 
probability of 6.4%, which indicates that both hand 
shapes are highly symmetrical. Therefore, to increase the 
number of samples per patient, the distinction between left 
and right hands was omitted. 
Secondly, we did multiple experiments with randomly 
selected training images from 24 patients. For several 
patients there were multiple image pairs available. Test 
sets were created by using the images of three different 
patients and 10 other images from patients that were in 
the training set. We estimated the equal error rate at 
0.05%. 
Our experiments suggest that the shapes of the hand 
bones contain biometric information that can be used to 
identify persons.  
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I. INTRODUCTION 
It is likely that large databases of patient records that 
are used in clinical trials contain a significant number of 
false entries and other inconsistencies. In the process of 
data acquisition, data analysis and administration there 
are several stages where patient data can be filed 
incorrectly. Particularly when information is passed 
through with paper forms (illegible handwriting) or 
manual entry, there is a high risk for errors, such as the 
misspelling of names, mixed up records, and wrong 
numbers. As a result these errors may compromise the 
outcome of a medical trial. 
There are several statistical methods to search through 
databases for unusual deviations in numbers, but this is 
less straightforward for other information in patient 
records, such as radiographs. In our case, we are 
interested in verifying databases of hand radiographs. 
Our goal is to identify possible errors, such as double 
entries (one patient filed under more than one name), 
wrong patient labels (different patients filed under the 
same name), and mirrored images (left and right mixed 
up). To accomplish this, we look for characteristic 
features in the shapes of the hand bones. Next we use a 
classification method to compare these ‘biometric 
features’ of the images in our dataset. Then we 
determine for each image how likely it is that it is filed 
correctly. 
Using the shape of hands for biometric verification 
and identification is not new. Similar methods exist for 
using the outer geometry of the hand [3;4]. In [5] it is 
suggested that hand radiographs can be used for this 
purpose, but thus far we are not aware of any other 
research on this subject. 
Besides detecting patient database inconsistencies and 
preventing faulty entries, biometric identification of 
bones may be useful for forensic applications. Other 
applications may be found in the security field. Though 
X-rays are seldom used for this purpose, sometimes low 
dose X-ray scanners are used for searching people for 
weapons and contrabands. A biometric identification 
system could be a valuable extension to such systems. 
II. METHODS 
A. Data 
In our experiments we have used a set of 89 posterior 
anterior single hand radiographs (45 left and 44 right 
hands) of 27 patients. The number of radiographs per 
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patient varied between one and four image pairs (Figure 
1).  For one patient there was an extra radiograph of the 
left hand. 
5 10 15 20 25
0
2
4
6
8
Patient data set
Patient number
N
um
be
r o
f i
m
ag
es
 
Figure 1: Histogram displaying the number of available 
images for each patient in the dataset. 
B. Biometric features 
The contours of the bones are used as biometric 
features for our classification algorithm. The contours 
are described with 64 points per bone. The bones used 
for our feature description are the metacarpals, the 
proximal and middle phalanges (Figure 2). These are 14 
bones in total.  
  
Figure 2: The contours of 14 bones are used for feature 
extraction. 
The contour points can be extracted manually or 
automatically with the active appearance model search 
algorithm described in [1]. Each bone shape is described 
with 64 points according to the crossings of a fishbone 
shaped grid with the bone contour (Figure 3). 
 
Figure 3: For each bone 64 landmarks are defined by 
determining the crossings of a fishbone shaped grid and 
the bone contour.  
Though most image pairs had been labeled ‘left’ or 
‘right’, we treated both the same by mirroring all left 
hand images. This also makes it easier to compare both 
hands with each other. 
As the positioning of the fingers may vary between 
radiographs, we need to compensate for this variability. 
Figure 4 shows the major positioning variability due to 
lateral flexion of the joints. Notice that the phalanges of 
a finger cannot be flexed laterally, and that therefore any 
angle between them is a characteristic feature. By 
‘dissecting’ the moveable parts we obtain 7 new parts of 
single bones or connected bone groups (Figure 5). Next 
we center these parts to the origin of the coordinate 
system and rotate them to a uniform position. The bones 
are rotated such that the selected axes of the bones 
become vertically aligned. This alignment makes the 
bone shapes invariant to positioning, while keeping 
information about the ‘straightness’ of the fingers and 
the internal locations of the metacarpals. 
The features that are extracted from these bone groups 
are the x-y coordinates of the contour points in their 
aligned coordinate frame. This results in a feature vector 
x of 1792 (14×64×2) elements for each hand in the 
dataset. 
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Figure 4: Variability in finger positioning due to lateral 
flexion of joints. The arrows indicate which parts can be 
moved. 
 
Figure 5: The selected landmarks of each moveable part is 
centered and rotated to a uniform position. The arrows 
show which axes are selected for the alignment of the 
bones. The circles indicate the origins. 
C. Classification 
The bone shapes are matched with a Likelihood-ratio 
classifier for Gaussian probability densities [2]. We 
consider that a set of features in a patient’s record indeed 
originate from the pertinent patient or from another 
patient which may or may not be present in the dataset. 
The features of the pertinent patient is characterized by a 
mean μW and a ‘within-class’ covariance matrix ΣW and 
the features of the total dataset is characterized by μT 
and ΣT. Then a similarity score S(x) can be derived from 
the log-likelihood ratio: 
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Since the covariance matrices are unknown, these 
have to be determined from a training set. For an 
accurate estimation this would require many more 
training examples than we have in our image set. 
Therefore we reduce the number of features by applying 
a principal component analysis (PCA) on all samples of 
the training set [6]. To do this we create a matrix X 
which columns are Ns sample feature vectors with the 
overall mean subtracted. 
[ ]TT1 ,, μxμxX −−= NsL  2 
A singular value decomposition (SVD) of the matrix X 
is used to find the Ns×Ns orthonormal matrices UX and 
VX, and a non-negative diagonal matrix of singular 
values SX. 
T
XXX VSUX =  3 
The number of dimensions in the data is reduced by 
taking submatrix VPCA, containing the first NPCA 
principal columns of VX, and the first NPCA×NPCA 
submatrix of SX; SPCA. The data with reduced 
dimensions is then: 
T
PCAPCAVSY =  4 
The number of dimensions NPCA is chosen such that the 
variance displayed in the training set is covered for 95% 
(in our experiments NPCA=25). 
Since we do not have sufficient data of every patient 
to calculate the covariance matrix per patient, we 
estimate the within-class variance. Therefore we create a 
matrix W which contains the feature vectors from Y 
with the subtracted means of the corresponding users: 
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An SVD is used to calculate the NPCA×NPCA orthogonal 
matrices UW and VW, and a non-negative diagonal 
matrix of singular values SW: 
T
WWW VSUW =  6 
Next, we normalize the column vectors in UW with SW to 
1
norm 1
−−= WWW SUU sN  7 
From this matrix we create a submatrix ULDA by taking 
the principal NLDA column vectors (for our experiments 
NLDA=20). Next we use this matrix to do a dimension 
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reduction on our data by means of linear discriminant 
analysis (LDA) [7]. The new data then becomes: 
YUZ TLDA=  8 
Another SVD is used to calculate the covariance matrix 
of Z and the orthogonal transformation matrix UZ. 
T
ZZZ VSUZ =  9 
The covariance matrix then becomes: 
2
1
1
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The described sequence of transformations can be 
combined in 
TTT
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Now let u and vi be the transformed input-vector with 
subtracted means μT and μi.: 
),(
),(
ii μxTv
μxTu T
−=
−=
 12 
where μi. is the mean feature vector of a patient to be 
matched and μT the mean of the total dataset. Then the 
similarity score can be calculated by 
uΣuvvvu, z
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A predetermined threshold decides whether the image 
belongs to the pertinent patient or to another. 
III. RESULTS 
A. Matching left and right hands 
Tests have been done on the dataset described under 
Methods. In the first experiment we have tested if it 
would be possible to identify patients by their left hand 
using the features of their right hand. To investigate this, 
we used all 44 right hand images as the training set for 
determining the within class variability and the 
individual patient templates. The remaining 44 left hand 
images where used as the test set.  
Figure 6 shows the false-positive rate (FPR) and the 
false-negative rate (FNR) versus the output score of the 
classifier and Figure 7 shows the receiver-operating 
characteristics (ROC) curve. The equal error rate is at 
6.1%. 
Similar results were obtained by using the left hand 
images in the training set and the right in the test set. 
The resulting equal error rate was 6.7% 
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Figure 6: FPR and FNR versus the classification score. 
The equal error rate is at 6.1%. 
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Figure 7: ROC curve of the FNR versus the FPR. 
B. Testing the dataset for errors 
To test our dataset for any possible errors, we have 
matched each image of the dataset to the features of all 
patients. As a result of this experiment we found that the 
images of one patient matched to the features of another. 
After an inquiry in the originating hospital’s records, we 
found that these radiographs had been filed incorrectly. 
After correction of this error, we performed multiple 
tests on the data set. For each test we used the images of 
24 randomly selected patients in the training set. The 
images of the remaining patients were included into the 
test set, together with 10 images from patients that were 
in the test set. The results of the similarity scores are 
displayed as false-positive rates and false-negative rates 
in Figure 8. The estimated equal error rate is at 0.05%. 
 
632
  
-250 -200 -150 -100 -50 0 50
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Classification score
Pr
ob
ab
ilit
y
FPR
FNR
 
Figure 8: FPR and FNR versus the classification score. 
The equal error rate is at 0%. 
 
IV. CONCLUSION 
We have demonstrated a method to extract biometric 
features from the shapes of the hand bones, being 
invariant to the positioning of the hand and fingers. 
These features can be used to verify a patient’s identity 
and to detect possible inconsistencies in a patient 
database. As a proof of concept, we found an unforeseen 
error in our dataset. Also we found that the human hands 
are sufficiently symmetric to match one hand with the 
other.  
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