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This thesis has two main objectives. First, it presents a general method for pric-
ing weather derivatives. We use the fractionally-integrated time series to model 
the temperature. It is shown that fractionally-integrated time series models can 
provide stronger forecasting power and thus more accurate pricing as compared 
with traditional autoregressive models employing a similar number of parameters. 
We accomplish the objective using the idea proposed by Cao and Wei (2004) to 
price weather derivatives. It is a generalization of Lucas model which includes the 
weather as another fundamental source of uncertamty in the economy. Second, 
Cao and Wei imposed a puzzling assumption on daily and monthly temperature 
models. They assume both daily and monthly temperature models follow an AR 
model. However, this is generally not, true when we consider the relationship be-
tween daily and monthly temperature models. We resolve this difficulty by using 






and Wei (2004)提議的方法來為天氣衍生工具定價。這方法是Lucas模型的推 
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It is almost impossible to ignore the impacts of weather in all types of businesses. 
It is estimated that about thirty percent of the U. S. economy is weather sensi-
tive (Cao and Wei, 2004). For example, agricultural outputs and the earnings of 
energy industries will be affected by weather conditions. If a summer mouth is 
unusually cool, then profits of energy companies are adversely affected due to the 
decreased usage of air conditioning. It is therefore necessary to hedge the risk 
caused by unexpected weather conditions. 
In July 1996, the first weather derivative product was introduced when 
A qui la Energy structured a dual-commodity hedge for Consolidated Edison (C011E 
-d) Company. The transaction involved ConEd's purchasing electric power from 
Aquila for the month of August in 1996. A weather clause was embedded into the 
contract. Aquila would pay ConEd a discount if August turned out to be cooler 
than expected. Subsequently, weather derivatives slowly began trading over-the-
counter in 1997. As the market for these products expanded, Chicago Mercantile 
Exchange (CME) introduced the first exchange-traded weather futures contracts 
(and corresponding options) in 1999 and launched weather contracts in October 
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2003 (see Weather Products, CME, at http: //www.cine.com/trading/prd/weather 
/iiu:lexl4270.html). The market in 1998 was estimated at $500 million and it has 
grown to about $5 billion today. The weather derivatives market has become the 
fastest growing derivative market. 
People trading weather derivatives are interested in finding the fair price 
of the derivatives. However, effective pricing methods have not been found and 
other considerations make weather derivatives different from "standard" deriva-
tives. Indiscriminatory application of pricing models to weather derivatives could 
be risky. First of all, underlying assets such as stocks or currencies are easily 
available in the spot market for traditional derivatives. In contrast, temperature, 
rainfall and snowfall are all 11011-tradable assets. Second, although the weather 
derivative market has been growing gradually, it is unlikely that it will be as 
liquid as traditional markets due to its location-specific nature. Third, some 
weather indexes like temperature exhibit long-memory structures, which render 
Black-Scholes models inapplicable. 
As Black-Scholes model is not suitable for pricing weather derivatives, an 
alternative to pricing options is to forecast the underlying weather variable in 
conjunction with a utility function. It requires using historical meteorological 
data to build a suitable time series model to predict future outcomes. This is 
sometimes known as actuarial pricing. 
The thesis is structured as follows: The second chapter introduces weather 
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derivatives. The third chapter presents the model of temperature. This is followed 
by the fourth chapter investigating the pricing method, based 011 Cao and Wei 
(2004). The fourth chapter also documents empirical study on four cities in the 
U. S.. The last chapter concludes with a short summary and some suggestions 
for future work. 
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Chapter 2 
Weather Risks and Weather 
Derivatives 
2.1 Weather Risk 
Weather risks are the unpredictable fluctuations in cash flows caused by non-
catastrophic weather events such as temperature, rainfall, snowfall and humidity. 
Catastrophic risks (CAT risks) such as tornadoes, wind storms and tsunami are 
not included. Weather risks have a large impact on many kinds of business ao 
tivities. A sample of different kinds of weather risks faced by various industries 
is given in Table 1, where the source is Climetrix, Risk Management Solutions Inc. 
(Weather Market Overview, Climetrix, http://www.climetrix.com/WeatherMarke 
t/M arket, 0 verv iew/). 
Brockett, Wang and Yang (2005) pointed out that weather risk was first 
considered as volume risk rather than price risk. While tools are widely available 
for hedging price risks, risk management tools for hedging volume risk are limited. 
To handle the risk induced by weather risks, weather derivatives are introduced. 
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Risk Holder Weather Type Risk 
Energy Industry Temperature Lower sales during warm 
winters or cool summers 
Energy Consumers Temperature Higher heating/cooling costs 
during cold winters and hot 
summers 
Building Material Temperature/ Lower sales during severe 
Companies Snowfall winters (construction 
sites shut down) 
Construction Companies Temperature/ Delays in meeting 
Snowfall schedules during periods 
of poor weather 
Agricultural Industry Temperature/ Significant crop losses due 
Snowfall to extreme temperatures 
or rainfall 
Road Salt Companies Snowfall Lower revenues during 
low snowfall winters 
Hydro-electric； power Precipitation Lower revenue during 
generation periods of drought 
Table 1: Relationships Between Weather Indexes and Risk Holders. 
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2.2 Weather Derivatives 
Weather derivatives are contingent securities that make prespecilied payments 
based on how an underlying weather index differs from the prespecified strike 
value. Weather derivatives exist as forward, future, option and swap. Each 
weather contract is based on the observations of one or more specific weather 
stations. While conventional derivatives are based on stock prices, currencies or 
exchange rates, weather derivatives are based oil the underlying weather indexes, 
such as heating degree days (HDD), cooling degree days (CDD)} average tem-
perature, rainfall, snowfall and humidity. Among them, most trading index is 
temperature-related derivatives and most contracts are written on either HDD or 
CDD. Specifically, the HDD index is defined as the sum of the extent to which 
daily average temperatures fall below a 65° Fahrenheit benchmark: 
M 
/ / D D = ^ 1 1 ^ ( 0 , 6 5 - ^ ) , (2.1) 
i=l 
where 7\ is average daily temperature oil day i measured in Fahrenheit and M 
is the number of days in a fixed period. CDD has a similar definition which 
expressed in the following equation: 
M 
CDD = Y , max(0,7] — 65). (2.2) 
i=l 
HDD season includes winter months from October to March whereas CDD 
season includes summer months from April to September. The payoff of a weather 
contract is set to be the tick size x weather index, where the tick size is the amomit, 
of money attached to each unit of index value. The following table demonstrates 
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the calculation of a weather swap. 
Reference Weather Station Atlanta Peachtree Airport (WBAN: 53863) 
Period February 1-28, 2006 
Tick Size US $500 per HDD 
Fixed Rate 1,000 
Actual Accumulated HDD 1,300 
Payoff at Maturity for Buyer (1,300-1,000) X US $500 = US $150,000 
Table 2: Example of Swap. 
2.3 Importance of Long Term Forecasting 
Accurate weather forecast plays an indispensable role in the weather derivatives 
market. Buyers need to evaluate how much weather risk needs to be hedged in 
order to enter the correct number of weather contracts. Sellers need to decide 
aii appropriate price for weather derivatives. As price movements of traded con-
tracts are usually driven by weather forecasts, a good weather forecasting model 
is instrumental to accurate pricing of weather contracts. 
Among different types of weather forecasting models, temperature forecast-
ing is the most commonly studied one. However, the meteorological weather fore-
casting literature concentrates on short-horizon point forecasts based on physical 
models of atmospheric conditions (Ti.ibia, 1997). It may not be the best way 
to produce long-horizon weather forecasting, which is crucial for weather deriva-
tives. Methods for making long-horizon forecasts were discussed in Jewson (2004) 
7 




Modeling the Temperature 
Time series is a common approach to model and forecast daily average temper-
ature. Here we discuss some time series models for temperature. We obtain the 
historical daily temperature data for Atlanta, Chicago, Las Vegas and Los Ange-
les. The period covers from January 1，1995 to December 31, 2004. This results 
in 3,650 observations1 per measurement station. The data source is the national 
Climatic： Data Center (NCDC), a division of the National Oceanic Atmospheric 
adininistration (NOAA). In a later stage, we will use the data from .January 1, 
'2005 to December 31, 2005 for post-sample forecast comparisons. 
Figure 3.1 shows the daily average temperature series for these 4 cities. 
First, although not displayed in the graph, regression showed a deterministic： 
linear trend may affect the daily temperature, which is believed to be due to 
the effect of global warming and solar activities. Second, the daily average tem-
perature exhibits strong and stable seasonal trends in both mean and variance 
and oscillates regularly between high temperature (summer) and low temperature 
(winter) in a period of one year. Standard deviation also displays higher values 
1 For simplicity, we have dropped observations on February 29. 
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in winter months but lower values in summer months. Each series has similar 
patterns although they are different in peak values across cities (Campbell and 
Diebold 2005). Since both fluctuations (seasonality) in mean and variance are 
highly regular, even very large weather variations would create little weather risk. 
Thus, the unpredictable component of daily temperature ("weather surprises" or 
"weather noise"), which is given in equation (3.1), constitutes our main concern. 
Atlanta Chicago 
7 i I I I I r ^ i I I I — I — r 
2000 2002 2004 2000 2002 2004 
Time Time 
Las Vegas Los Angeles 
"jAAAAAl 
s 」 j s -J, 
I i I I I I r I i I I I — I — r 
2000 2002 2004 2000 2002 2004 
Time Time 
Figure 3.1: Times Series Plot of Daily Average Temperature. 
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Based on the seasonal trends in mean and variance observed in Figure 3.1, 
we detrend the daily temperature Tt as follows (see Chan 2002): 
Tt — Trendt — SeasonaL 
红 = 」 -, (3.1) 
(Jt ! 
Trendt = + «2。 （3.2) 
Seasonal = cos .舰 + p2,i sin ； (3.3) 
i=l 
0 v^, 2i7：c.U) . 2mc(t). , 
^ = 7o + 〔 桃 + • - ^ ) , (3.4) 
i=l 
where c(t) is a periodic function for t =1,...,365, c(l) = 1, and et is the detrended 
temperature anomaly in (3.1). We set R = S = 3, as in Campbell and Diebold 
(2005). Table 3 and Table 4 show the estimation results for the four cities. 
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… «2 PlA fe "1，2 "2’2 A,3 
Atlanta 
62.1955 / -17.2910 -4.7995 -1.4937 0.6736 / / 
(0.1166) / (0.1649) (0.1649) (0.1649) (0.1649) / / 
Chicago 
49.9583 0.0003 -22.8546 -8.5882 -1.1427 0.4833 -0.7250 -0.9024 
(0.2851) (0.0001) (0.2009) (0.2015) (0.2009) (0.2011) (0.2009) (0.2010) 
Las Vegas 
68.8086 0.0003 -21.6820 -6.3223 -0.4861 2.7833 / 0.5119 
(0.2005) (0.0001) (0.1413) (0.1417) (0.1413) (0.1414) / (0.1414) 
Los Angeles 
62.9244 -0.0003 -5.1485 -3.9244 -0.4691 0.8815 / 0.2853 
(0.1103) (0.0001) (0.0778) (0.0780) (0.0778) (0.0778) / (0.0778) 
Table 3: Estimation Result of the Detrending Process (Mean). 
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70 7M TjM 7I,‘2 72,2 7i,3 72,3 
Atlanta 
49.5563 37.8875 15.6549 3.9276 / / / 
(1.2466) (1.7630) (1.7630) (1.7630) / / / 
Chicago 
73.5081 38.5359 20.0854 / / / / 
(1.9292) (2.7283) (2.7283) / / / / 
Las Vegas 
36.3746 -4.4067 14.8569 -7.0894 -9.9743 / / 
(0.8531) (1.2065) (1.2065) (1.2065) (1.2065) / ‘ / 
Los Angeles 
11.0163 3.7670 1.4268 -1.6816 / 1.5239 / 
(0.3900) (0.5515) (0.5515) (0.5515) / (0.5515) / 
Table 4: Estimation Result of the Detrending Process (Variance). 
Recall in equation (3.1) represents the anomaly in daily temperature. Ca-
bellero, Jewson and Brix (2002) studied the behavior of anomaly and detected 
long-range dependence in Central England, Chicago and Los Angeles. We will 
first use the R,/S statistics and variogram to test the existence of long-meinory in 
the anomaly. Then we will fit an ARFIMA model to the anomaly. 
3.1 Stationary Long-Memory Time Series Model 
In tliis section, we first introduce the properties of a stationary long-memory 
time series model. We then discuss a simple approach to test for the existence of 
long-memory. 
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Long-meinory time series model, specifically, fractional autoregressive in-
tegrated moving average (ARFIMA) model, has become a rapidly developing 
subject. It is widely used in disciplines like astronomy, economics, geosciences 
and hydrology. Geweke and Porter-Hudak (1983) estimated the long-memory 
parameter based on periodogram. Later, maximum likelihood estimation (MLE) 
was used to estimate an ARFIMA model. Fox and Taqqvi (1986) proposed a 
frequency-domain estimation method while Li and McLeod (1986) suggested a 
time domain method for long-memory time series model. Sowell (1992) proposed 
an exact MLE method. Many empirical studies have also been conducted, for 
example, Diebold and Rudebusch (1989) studied U.S. aggregate oiitput using 
ARFIMA models. 
According to Beran (1994), a stationary long-memory time series { X J pos-
sesses the following properties: 
1. The variance of the sample mean, var(X), is asymptotically proportional 
to n~a for some 0 < a < 1 and n is the number of sample. 
2. The correlations with lag k are asymptotically proportional to k~a for some 
0 < a < 1. 
3. The spectral density / (a) has a pole at zero and is proportional to a~() for 
some 0 < P < 1. 
We can express property 2 more clearly. For a stationary process {Xt}, there 
exists a real number 0 < a < 1 and a constant a > 0 such that 
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lim -r^ = c. (3 5) 
k-^+oc kr a K } 
Since the long-memory plienomenon was observed in applications, several heuris-
tics approaches to estimating d have been suggested. These approaches include 
R/S statistic, variogram, log-log plot of var(Xn) versus n and regression in spec-
tral domain. They are mainly used as simple diagnostic； tools and less suitable 
for statistical inference (Beran 1994). We will use R/S statistic and variogram to 
test the temperature data. The analysis of R/S statistics is as follows. 
R(t,k)= 
maxM+i - V； — "~{Yt+k - Yt)\ — min[y;+,-Yt — j{Yt+k - Yt)\, (3.6) 
where 
j 
Yj 二 [ 毛 and 0 < ?； < k, 
i=l 
sr^t+k (y _ y \2 
聯 〜 ) ， (3 7) 
and 
t+k 
又t，k —九’ 1 i-
i=t+\ 
Here, k represents the lag and the ratio R(t,k)/S(t,,k) is called the rescaled ad-
justed range or R/S statistic. Consider the regression model \og(R/S) = a + 
b log⑷ for large k. For a white noise series, the value of b will approximately 
equally to 0.5. The case b>\/2 indicates the existence of slowly decaying trend 
of correlation and the series exhibits long-memory . The table below shows esti-
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mation result oil the four cities by setting m = 60, and k = 200. 
City b Standard Error 
Atlanta 0.7453 0.0023 
Chicago 0.7376 0.0022 
Las Vegas 0.7568 0.0024 
Los Angeles 0.8027 0.0024 
Table 5: R/S Statistics Estimation with m = 60, k = 200. 
According to Table 5, the values of b of the four cities are all larger than 0.5 
with small standard error. This shows statistical significance of the long-memory 
property. 
The other heuristic： approach used in this thesis is called variogram. It is 
often used in geostatistics. The variogram at lag h is defined as 
V[k) = \E[{Xt-Xt.kf]. (3.8) 
Also, if Xt is stationary with covariances 7(/1:) and correlations p(k), then 
V(k) = l-E[(Xt - Xt.k)'2} 
=\[E{X2t) + E(Xlk) — 2E(XtXt^)\ 
=\{E(Xf) + E(Xlkf + 2E(Xt)E(Xt_k) — 2E(Xt)E(Xt^k) 一 2E{XtXt_k)\ 
= - 轉 t f - m^tXt.k) — E(Xt)E(Xt_k\)} 
= 7 ⑴ ) — 7 ㈨ 
二 修 g ) 
= 7 ( 0 ) ( 1 - ^ : ) ) 
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Since /)(00) = 0, we have 
1/(00) = 7(0). (3.9) 
This means 
㈨ = 1 - 溢 (3-10) 
We replace p(k) by sample correlation p(k) and plot V(k) against k. This 
plot is thus equivalent to the correlogram. Since slow decay of the correlations 
is a, property of long-memory series, V{k) converges to its asymptotic value very 
slowly. An advantage of the vai.iogi'am over the correlogram is that it is also de-
fined for certain nonstationary processes. Variogram is thus helpful to distinguish 
between stationary and some nonstationary processes. For an ARIMA(0,1,0) with 
independent noise et having zero means, V{k) = \k(T
2. For a nonstationary pro-
cess with a linear trend, V(k) ^ a2A;2. Figure 3.2 shows the variograms of the 
four cities. They all exhibit fluctuations in values of V(k) for large A:, which 
demonstrate slow convergence to a constant value in V(k). Thus, long-memory 
behavior is detected according to this measure. 
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Figure 3.2: Variogram. 
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Next, we use the detrended data {e:J from January 1, 1995 to December 31， 
2004 for the four cities and apply maximum likelihood estimation (MLE) method 
to calibrate the parameters in an ARFIMA(l,<i,l) model. The ARFIMA(l,ri , l) 
model is chosen by means of the Akaike information criterion (AIC). Table 6 
shows our estimation results with their standard deviations in brackets. It is 
shown that d values from 0.09 to 0.23 across the four cities and are statistically 
significant for 95% confidence. 
City p d q 
Atlanta 0.38 0.15 -0.44 
(0.007) (0.035) (0.001) 
Chicago 0.41 0.14 -0.35 
(0.001) (0.034) (0.001) 
Les Vegas 0.60 0.09 -0.28 
(0.001) (0.04) (0.000) 
Los Angeles 0.42 0.23 -0.29 
(0.002) (0.035) (0.001) 
Table 6: Calibration Result of MLE on ARFIMA(l，d,l). 
3.2 Use of Temporal Aggregation Model 
In this section, we discuss the estimation method for monthly temperature model 
which is also called the low frequency model. The term "low frequency" is due 
to the fact that it is observed monthly which are long time horizons comparing 
with daily observations. Nevertheless, direct fitting time series model to monthly 
temperature model may not be accurate. It is because as less number of obser-
vations is available, the estimation may be less precise. 
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As monthly temperature model is defined as the average values of daily tem-
peratures in a constant time horizon, there is some relationship between monthly 
and daily temperature model. Therefore, it is prudent to infer monthly temper-
ature model from the daily temperature model. 
We can write the anomaly of monthly temperature process as the sum of 
the non-overiapping m temporal aggregates 7][m\ where ”t
(m) = ；CS^^m-i’ Qm-i 
is daily temperature anomaly on day tm — i which is defined in equation (3.1) 
and m represents the time period. Temporal aggregation has been discussed for 
over thirty-five years and is commonly used in economics (Silverstrini and Veredas 
2005). Amemiya and Wu (1972) showed that aggregating a variable generated 
from an AR(p) model resulted in a variable following an ARM A model. Strain 
and Wei (1986) investigated the effect of temporal aggregation of an ARIMA 
model and focused on the relationship between covariance of low frequency and 
high frequency series. A closed form of temporally aggregated model has been 
provided when the disaggregate series follows ail ARIMA model. 
However, unlike ARIMA model, the aggregates of an ARFIMA(p,ri,g) pro-
cess will not have ARFIMA structure with finite ARM A order (Man and Tiao 
2006). Man and Tiao argued that when the time period m is large enough, the 
autocorrelation of an ARFIMA structure with infinite ARM A order will be very 
close to zero after the A:-lag , where k equals the largest integer strictly less than 
d+l. Thus approximating an aggregates of an ARFIMA process by a low order 
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model is still feasible. According to Man and Tiao, the forecasting aggregates of 
this approximation will suffer an efficiency loss by only about 4 to 5%. 
We will fit a model between aggregate dividends and monthly weather sur-
prise for the purpose of derivative pricing in next, chapter. However, aggregate 
dividends observations are usually observed monthly or quarterly, they do not 
match the frequency of daily temperature data and thus model fitting cannot 
be conducted at the same frequency. Therefore it is necessary to use a monthly 
temperature model to match the frequency of aggregate dividends data. To this 
end, the temporal aggregation technique serves as an important tool to build a 
monthly temperature model. Tables 7-10 show the estimation result, on monthly 
temperature model by fitting low order long-memory model. NA stands for not 
available, which may be due to the singularity of the Hessian matrix. For each 
city, model with lowest AIC value will be chosen as monthly temperature model 
of that, city. From Tables 7-10, it is seen that the values of d for the four cities are 
generally close to zero. It shows that although daily temperatures exhibit long 




Model p d q AIC 
ARFIMA(0,r/,0) 0 0.0027 0 -654.44 
S.D. 0 0.0001 0 / 
ARFIMA(l,rf,0) -0.1145 0.0749 0 -650.09 
S.D. 0.0646 0.0114 0 / 
ARFIMA(0,ri,l) 0 0.0679 0.1007 -650.34 
S.D. 0 0.01020 0.0635 / 
ARFIMA(l,fi,l) -0.4072 0.0523 -0.3275 -647.81 
S.D. 0.3138 0.0132 0.2950 / 
Table 7: Calibration for Low Order Model of Atlanta Monthly Data. 
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Chicago 
Model p d q AIC 
ARFIMA(0,d,0) 0 0.0217 0 -590.78 
S.D. 0 0.0001 0 / 
ARFIMA(l,d,0) -0.1213 0.0926 0 -590.13 
S.D. 0.0648 0.0104 0 / 
ARFIMA(0,d,l) 0 0.0836 0.1017 -588.37 
S.D. 0 0.0087 0.0648 / 
ARFIMA(l,d,l) -0.5655 0.0687 -0.4766 -585.36 
S.D. 0.4110 0.0602 0.3884 / 
Table 8: Calibration for Low Order Model of Chicago Monthly Data. 
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Las Vegas 
Model p d q AIC 
ARFIMA(0,^,0) 0 0.0004 0 -607.86 
S.D. 0 0.0003 0 / 
ARFIMA(1,<0) 0.2017 0.0004 0 -603.10 
S.D. NA NA 0 / 
ARFIMA(0,fi,l) 0 0.0004 -0.0400 -602.94 
S.D. 0 NA NA / 
ARFIMA(l ,d, l ) -0.2855 0.0004 -0.3020 -600.34 
S.D. 0.2359 0.1113 0.2598 / 
Table 9: Calibration for Low Order Model of Las Vegas Monthly Data. 
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Los Angeles 
Model p d q AIC 
ARFIMA(0 乂’0) 0 0.007 0 -464.78 
S.D. 0 0.0001 0 / 
ARFIMA(1 乂0) -0.0453 0.0326 0 -460.02 
S.D. NA NA NA / 
ARFIMA(0,ri,l) 0 0.02659 0.0362 -460.04 
S.D. NA NA NA / 
ARFIMA(l,(i,l) -0.0645 0.0327 -0.0194 -458.18 
S.D. 0.2502 0.0098 0.2641 / 
Table 10: Calibration for Low Order Model of Los Angeles Monthly Data. 
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Chapter 4 
Weather Derivative Valuation 
Models 
The weather derivatives market is an incomplete market, which means that claims 
are not attainable (Davis 2001). The traditional Black-Scholes pricing methods 
cannot be applied. In this thesis, we apply the Lucas (1978) general equilibrium 
valuation model to price weather derivatives, using the algorithm developed by 
Cao and Wei (2004). 
Lucas model studied the behavior of equilibrium asset prices in single one-
good, pure exchange economy with identical consumers. The single good in the 
economy is produced by a number of production units. An asset is a claim to all 
or part of the output of one of these units. Productivity in each unit, fluctuates 
stochastically and so does the equilibrium asset price. This is a generalization of 
the martingale property of stochastics price sequences, which serves in practice 
as the defining characteristic of market efficiency. The analysis is under the 
assumption that price fully reflects all available information. A price series fails to 
follow the martingale property is said to be irrational. Cao and Wei developed the 
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valuation model by assuming that the fundamental uncertainties in the economy 
are driven by the aggregate dividends《t and temperature Tt. The value of a 
derivative contract at time t, denoted by X[t), is expressed as: 
� � E t { U c { ^ M ) ) q M 
X [ i ) = uc^t) ’ (4 .1) 
where M is the maturity time, qM is the payoff at time M and Uc{^u t) is the utility 
function on consumption ct. For option pricing, qM is a function of forecasting 
values of temperature. For example, a HDD call option with strike price K will 
have qM = m a x ( E ^ i max(0’ 65-^ ) )- / ^ , 0). Weather derivatives can be valued 
once the utility function, dividend process and temperature process are known. 
In the following section, we introduce some assumptions. 
4.1 List of Assumptions 
Assumpt ion 1. 
Merton investment model (1969) suggested investors seek to maximise expected 
utility of terminal wealth, where utility is constant relative risk aversion. The 
utility function is represented by the following equation 
= (4.2) 
where 7 is a risk averse parameter with range (-00 , 1] and r is a positive constant, 
which represents the rate of time preference. Time preference is ail intense pref-
erence to receive goods or services immediately and can be considered as riskless 
interest rate. Following the previous literature, we assume the investors to have 
a known relative risk aversion 7. 
Assumpt ion 2. 
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Marsh and Merton (1987) suggested a mean-reversion model for the aggregate 
dividend. The aggregate dividend ^ is thus defined as follows: 
log & = a + /a log + //^ , (4.3) 
= crSt + ipiik + … + P^kVt-k- (4.4) 
Note that t in (4.3) and (4.4) is measured in monthly frequency. 7](t-i) represents 
the anomaly of monthly temperature on month (t — i) which is equal to sum 
of daily temperature anomaly in month (t - i). {^} is i.i.d. standard normal 
random variables that represents the model uncertainty, a represents the varia-
tion of model uncertainty. In (4.3), aggregate dividend is related to both current 
and previous weather risk {?/J via /� .Var iance of i/t represents total variation 
of aggregate dividend, which consists of variation due to weather risk ..., i)t-k 
and variation other than weather risk St. 
We then estimate the parameter a and /( in (4.3) by linear regression 
method. We use Real Personal Consumption Expenditures as a proxy for aggre-
gate dividends. The data is from 1/1/1994 to 31/12/2004 in monthly frequency. 
We found the value of a = 0 and /i = 1 in (4.3). In other words, the log-return 
of aggregate dividend is a random walk process. 
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Now we consider a special case, k = 1 in (4.4) so that vt = aSt + ^pi7)t- If 
we multiple ut and can take expectations oil both sides, it becomes 
E{i^t) = crE{Stiyt) + ^iE(rh^t), 
1 = (/?!Corr(?/t, /^), 
釣 = t ( 4 . 5 ) 
corr (r/i,,々 ） 
From (4.5), the correlation corr(”t, ut) will definitely affect the value of parameter 
tpi. Refer to Table 11, when the correlation p is assumed constant over the year, 
the correlation ranges from -0.008 to 0.05 across the four cities which is extremely 
small (see the column overall months). In the CDD months, temperature above 
average will induce more consumption (positive correlation) while in the HDD 
months, temperature below average will result, in lower consumption (negative 
correlation). This matches our intuition. In CDD months, unusual high tem-
perature will make people consume more energy 011 air-conditioning. In HDD 
months, unusual low temperature will force people to use heat more frequent and 
to consume more energy. Recall for A: = 1, the value of (/?i in (4.4) depends on 
the correlation /;, it is thus necessary to fit the regression model of equation (4.4) 
by separating into two parts, HDD and CDD months. In general, we will extend 
this fitting method for k > 
City Overall Months HDD Months CDD Months 
Atlanta -0.0874 -0.2162 0.1458 
Chicago 0.0503 -0.1162 0.3182 
Las Vegas 0.03959 -0.1285 0.1396 
Los Angeles -0.0050 -0.1517 0.2383 
Table 11: Correlation Between Temperature and Aggregate Dividend. 
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4.2 Valuation Formula 
Based oil the above observations, we now construct a pricing formula for HDD or 
CDD derivatives. Consider an HDD forward contract with a tick size S dollars 
and a delivery price K. The contract starts from time 0 to time M and let 
HDDM be the aggregation value of heating degree days at the time period M. 
Then, following (4.1) and (4.2), the value of a HDD contract at time t, /hdd ⑷ 
is expressed as: 
f H D D { t ) = S E t { U C ^ T ) ) . 
= 观 ( 眷 广 ( M - V ) 
st 
= E ^ M ^ S E T ( ( ^ R ( H D D M — K)). (4.6) 
Following Cao and Wei (2004), we let ft be the value of forward at time t and Ft 
is the c:urrent forward price. Then ft can be expressed as follows: 
ft = S(Ft — (4.7) 
We put, ft = fHDo{t) and so 
S(Ft - = e-^M^SEt({^r(HDDM — I<)) 
Si Q 
FT = ET((^-)\HDDM)). (4.8) 
To evaluate CDD forward price, we replace HDDM and (HDDM - K)丨)y CDDM 
and [CDDM - K) to obtain the equilibrium value. 
Next, we discuss the pricing formula for European HDD call and put, op-
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tions. Consider a call option with maturity time M and strike price K. Then, 
the value of call option at time t can be expressed as: 
CHDn{t) = E — V S E T 《 M UMX(HDDM — ^,0)) . (4.9) 
For the valuation of put option, we replace (HDDM - K) in the above equation 
by (I< - HDDM). Similarly, we can also replace HDDM by CDDM to obtain 
call and put values for CDD options. 
These equations show that the accuracy of the estimation prices of deriva-
tives depend heavily on the forecasting power of HDD or CDD. Since HDD or 
CDD is a function of daily temperature, we need to investigate the forecasting 
power of the daily temperature model. We will discuss our testing on temperature 
forecasting in the next section. 
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4.3 Forecasting power of daily temperature model 
Based on the 10 years data (1995-2005) of the four cities, we use an adaptive 
method to do the following testing. There are totally 4315 data points for each 
city. At the first stage, we calibrate the parameters of the time series models by 
the first 3650 observations. Then we use that model to forecast the 30 ahead 
daily temperatures. We consider the 30 day ahead because a weather derivative 
contract is usually month long. After that, the squared differences between the 
actual and estimated values are calculated and summed up to form a root mean 
square error (RMSE) for forecast at each horizon h, ranging from 1 to 30. We 
repeat this process by moving one step forward. In other words, we use the 2nd 
to 3651 observations to calibrate the parameters of the models and use 3652th 
to 3681th observations as a testing data. After repeating this for 331 times, we 
calculate the mean of the RMSE for each daily temperature forecast. 
Ill Figures 4.1 to 4.4, dotted lines represent the MSE of daily temperature 
forecast based on an AR(25) models and the black line represent the MSE of 
daily temperature forecast based on an ARFIMA(l,fl(,l). AR(25) has been used 
by Campbell and Diebold (2005) who want to capture the long-memory structure 
in the daily temperature model. However, it is obvious that an ARFIMA(l,fi , l) 
has better forecasting performance than an AR(25), especially for the period after 
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Figure 4.1: Comparison between ARFIMA( 1, + 1) and AR(25) for Atlanta. 
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Figure 4.3: Comparison between ARFIMA( 1,(/,1) and AR(25) for Las Vegas. 
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Figure 4.4: Comparison between ARFIMA(l,c/,l) and AR(25) for Los Angeles. 
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4.4 Empirical Result 
Following the above procedure, we compute the theoretical estimate payoff for 
each month in 2005 for the four cities. The payoff is HDDM = 口=八TT - 65) 
or CDDM = E二 i ( 6 5 —  TT), depending on it is HDD or CDD month. For each 
month, we simulate 500 paths from ARFIMA model and calculate the HDD 
or CDD payoff for each path. We then calculate the sample mean to estimate 
Et(nmx(HDDM — /^,0)). The following four tables illustrate our results. It is 
seen that the model estimates are close to actual values and the actual values will 
fall into the 95% confidence interval. 
Month Actual Payoff Model Estimate Payoff S.D. 
Jan 570.9 664.13 123.95 
Feb 463.2 515.95 72.63 
March 416.5 500.90 148.06 
Apr 149.3 139.27 28.06 
May 106.8 171.33 27.58 
Jim 288.4 316.15 23.59 
Jul 410.5 431.13 19.93 
Aug 409.6 417.28 19.41 
Sept 338.9 254.39 23.21 
Oct 130.8 103.74 24.01 
Nov 306.6 358.38 41.29 
Dec 726.8 600.03 47.98 
Table 12: Monthly Payoff of Atlanta. 
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Month Actual Payoff Model Estimate Payoff S.D. 
Jan 1233.1 1189.91 135.72 
Feb 908 1013.17 60.07 
Mar 927.9 832.85 57.29 
Apr 392 494.26 46.65 
May 11.6 32.65 15.06 
Jun 298 150.78 26.02 
Jul 344.1 317.70 30.09 
Aug 308.3 285.42 28.94 
Sep 173.2 103.86 24.36 
Oct 334.6 331.52 39.73 
Nov 675.1 673.75 49.64 
Dec 1271.7 1052.51 59.57 
Table 13: Monthly Payoff of Chicago. 
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Month Actual Payoff Model Estimate Payoff S.D. 
Jan 428.80 494.27 97.30 
Feb 343.50 336.73 39.07 
Mar 181.00 338.26 127.27 
Apr 45.10 69.16 22.57 
May 448.60 392.35 39.59 
Jun 612.60 662.13 34.27 
Jul 957.10 857.23 29.51 
Aug 768.70 842.78 23.93 
Sep 521.40 581.14 26.46 
Oct 12.20 26.83 11.60 
Nov 186.50 251.42 28.29 
Dec 485.50 494.27 28.16 
Table 14: Monthly Payoff of Las Vegas. 
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Month Actual Payoff Model Estimate Payoff S.D. 
Jan 253.00 286.35 41.25 
Feb 195.30 287.14 29.34 
Mar 203.30 278.78 32.90 
Apr 168.30 150.50 18.48 
May 9.30 15.86 6.50 
Jim 5.70 20.42 6.76 
Jul 82.50 60.97 9.71 
Apr 95.50 120.25 14.82 
Sep 49.60 95.06 15.02 
Oct 67.00 59.39 12.78 
Nov 89.80 135.60 16.78 
Dec 207.90 210.04 21.26 
Table 15: Monthly Payoff of Los Angeles. 
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We examined the forecasting ability of ARFIMA model on daily temper-
ature forecasting. Also, parameters in (4.3) and (4.4) can be found by simple 
linear regression. We now use the call price of Chicago as demonstration of the 
pricing methd. We make several assumption for simplicity. First assume the 
rate of time preference p be 0.05, which comes from the historical real interest 
rate. Then we assume the tick size S to be 1 and strike price K to be 0. Since 
many empirical studies showed the risk aversion parameter is smaller than 0 but 
larger than -2, we compute the call price for 7=-0.005, -0.5，-1, -1.5 and -2. The 
result is shown in Table 16. The special setting on strike price K and tick size S 
show the importance of model estimated payoffs (see Table 13) oil option pricing. 
Smaller value of risk averse parameter 7 will lower the effect of estimated payofts 
011 pricing the option. On the other hand, it is clear that price of options are 
also affected by the risk averse parameter 7 seriously, which matches the result of 
Cao and Wei. The rate of change of option price is larger that rate of change of 
risk averse parameter value. Unfortunately, theoretical prices and market prices 
cannot be compared due to lack of market data. Comparsion can be conducted 
when more data become available. 
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Month 7 = -0.005 7 = -0.5 7 = - 1 7 = -1.5 7 = -2 
Jan 1182.41 895.57 676.88 511.60 386.67 
Feb 1010.62 816.70 661.11 535.15 433.20 
Mar 832.45 649.53 508.70 398.41 312.03 
Apr 494.27 349.04 247.53 175.54 124.49 
May 31.22 27.75 23.68 20.21 17.24 
Jun 153.34 117.75 92.35 72.43 56.80 
Jul 313.39 222.72 156.79 110.37 77.70 
Aug 281.42 199.92 140.63 98.92 69.58 
Sep 108.22 84.72 69.40 56.84 46.56 
Oct 326.47 250.17 189.57 143.66 108.86 
Nov 656.58 528.66 416.57 328.25 258.65 
Dec 1040.13 830.70 658.41 521.85 413.62 
Table 16: Call price for Chicago in 2005. 
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Chapter 5 
Summary and Conclusion 
Cao and Wei (2004) used the weather surprise and aggregate dividends as the un-
derlying variables in the Lucas model (1978). This thesis improves the valuation 
framework for temperature derivatives proposed by Cao and Wei (2004). First 
we provide a more accurate time series model, ARFIMA model. Second, Cao 
and Wei haven't, considered the relation between daily and monthly temperature 
model assumption. We circumvent this problem by introducing aggregation of 
univariate time series model technique. 
We used four different cities in U.S. (Atlanta, Chicago, Las Vegas and Los 
Angeles) to test the efficiency of our model. Several long-memory tests have been 
conducted and showed statistically significance. We also applied the maximum 
likelihood estimation (MLE) method to calibrate the parameters in the ARFIMA 
model. In the empirical study, the forecasting power of ARFIMA is generally bet-
ter than the AR model based on the mean squares error (MSE). By calculating 
the monthly temperature payoffs, the estimated value falls 95% confidwi(汜 inter-
vals. Estimation results of shoulder months (May and September) are relatively 
poor. This may due to the fact it is not clear how to classify them into CDD or 
HDD months. 
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To enhance the performance of this approach, a more precise risk averse 
parameter can be estimated by calibration from option price data, when more 
data become available. The model suggested in this thesis can also be extended 
to other areas ill weather derivatives like snowfall and rainfall. 
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