Abstract. Let M be a factor with separable predual and G a compact group of automorphisms of M whose action is minimal, i.e. M 
Introduction.
A classical theme in Operator Algebras is the Galois correspondence between groups of automorphisms of a von Neumann algebra and von Neumann subalgebras.
To be more specific, let M be a von Neumann algebra and to each group G of automorphisms of M let associate M G , the von Neumann subalgebra of the G-fixed elements
In a dual way to each von Neumann subalgebra N of M we may associate the group G N of the automorphisms of M leaving N pointwise fixed
These two maps are in general not one another inverse, but restricting to (closed) subgroups of a given group G and to intermediate von Neumann subalgebras M G ⊂ N ⊂ M they may actually become one another inverse.
Such a Galois correspondence was shown to hold by Nakamura and Takeda [NT] and
Suzuki [Su] in the case M be II 1 -factor and G a finite group whose action on M is minimal,
A different Galois correspondence, between normal closed subgroups of a compact (minimal) group G and globally G-invariant intermediate von Neumann algebras, was obtained by Kishimoto [K] , following methods in the analysis of the chemical potential in Quantum Statistical Mechanics [AHKT] . Generalizations of this result concerning dual actions of a locally compact group G were dealt by Takesaki, in case of G abelian, and by Nakagami in more generality, see [NTs] .
Another kind of Galois correspondence was provided by H. Choda [Ch] . It concerns in particular the crossed product of a factor by an outer action of a discrete group and characterizes the intermediate von Neumann subalgebras that are crossed product by a discrete subgroup. An important assumption here is the existence of a normal conditional expectation onto the intermediate subalgebras.
In this paper we consider any compact group G of automorphisms of a (separable) factor M , whose action is minimal, and show that any intermediate von Neumann algebra M G ⊂ N ⊂ M is the fixed-point algebra N = M H for some closed subgroup H of G, namely the general Galois correspondence holds in the compact minimal case. Indeed as a corollary the two maps (1.1) and (1.2) are one another inverse.
A particular case of our result concerning the action of the periodic modular group with minimal spectrum on a type III λ factor, 0 < λ < 1, has been recently obtained in [HS] .
Concerning the ingredients in our proof, we mention the spectral analysis for compact group actions, endomorphisms and index theory for infinite factors, arguments based on modular theory, injective subfactors and averaging techniques.
We enphasise that the main step in the proof of our result is showing the existence of a At this point we briefly comment on the superselection structure in Particle Physics, that partly motivated our work. As is known the group of the internal symmetries in a Quantum Field Theory is the dual of the tensor C * -category defined by the superselection sectors [DR] . Our result classifies the extensions of the net of the observable algebras made up by field operators. An analysis of further aspects of this structure goes beyond the 3 purpose of our paper. However we notice that in low dimensional Quantum Field Theory the internal symmetry is realized by a more general, not yet understood, quantum object and this suggests to be of interest to extend our result to a wider class of "quantum groups".
We take here a first step in this direction providing a version of our result in the context of actions of compact Kac algebras on factors that turns out to be new even in the finite-dimensional case. This is included in our last section.
Preliminaries.
Throughout this paper, von Neumann algebras have separable preduals.
2-1. Operator valued weights and basic construction. For the theory of operator valued
weights and basic construction, our standard references are [H1] [H2] [Ko1] .
Let M ⊃ N be an inclusion of von Neumann algebras. We denote by P(M, N ), E(M, N ) the set of normal semifinite faithful, (abbreviated as n.s.f.), operator valued weights, and that of normal faithful conditional expectations respectively. We denote by P 0 (M, N ) the set of T ∈ P(M, N ) whose restriction to M ∩ N ′ is semifinite, (such T is called regular in [Y] ). Note that P 0 (M, N ) is either empty or P(M, N ) [H2, Theorem 6.6].
For T ∈ P(M, N ), we use the following standard notations:
For a n.f.s. weight ϕ on M , H ϕ and Λ ϕ denote the GNS Hilbert space and the canonical injection Λ ϕ : n ϕ −→ H ϕ .
For M ⊃ N with E ∈ E(M, N ), we fix a faithful normal state ω on N and set ϕ := ω · E. We regard M as a concrete von Neumann algebra acting on H ϕ . Let e N be the Jones projection defined by e N Λ ϕ (x) = Λ ϕ (E(x)), which does not depend on ω but only on the natural cone of H ϕ [Ko2, Appendix] . The basic extension of M by E is the von Neumann algebra generated by M and e N , which coincides with J M N ′ J M , where J M is the modular conjugation for M . For x ∈ B(H ϕ ), we set j(x) = J M x * J M . The dual operator
the index of E by Ind E = E −1 (1) in the case where M and N are factors, which is known to coincide with the probabilistic index defined in [PP1] .
First, we consider a Pimsner-Popa push down lemma in our setting (c.f. [PP1] ). ϕ . Since
x ∈ A is in the domains of S ϕ and ∆ 1 2 get the following:
So, we can define a bounded operator V on e N H ϕ 1 by
By simple computation, one can show that V is identity on e N Λ ϕ 1 (M e N M ). So to prove the statement, it suffices to show that Λ ϕ 1 (M e N M ) is dense in H ϕ 1 . We set A = M e N M and show that A satisfies the assumption of the previous lemma. Indeed, since M 1 is the weak closure of M e N M + M , the weak closure of A is a closed two-sided ideal of M 1 , and coincides with M 1 . From the definition of ϕ 1 , we have
Since ∆ ϕ commutes with e N , we get σ
Remark 2.3. In general, e N M 1 is strictly larger than e N nÊ. Indeed, suppose that M , N are type III factors and e N M 1 = e N nÊ. Then there is an isometry v ∈ nÊ with vv * = e N , that implies 1 = v * v ∈ mÊ and Ind E < ∞. This also means that e N M is not necessarily closed in weak topology because of
The following is a generalization of the abstact characterization of the basic extension in [PP2] to the infinite index case (see also [HK] ).
Lemma 2.4. Under the same assumption, assume that R is a factor including M and satisfying the following:
(i) There is a projection e ∈ R such that R is generated by e and M , and exe = E(x)e holds for x ∈ M .
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(ii) There is T ∈ P(R, M ) satisfying T (e) = 1, and e ∈ (R ∩ N ′ ) E·T .
Then there is an isomorphism π : M 1 −→ R satisfying π| M = id M , π(e N ) = e, and
Proof. Let ψ = ϕ · T . For the same reason as before, Λ ψ (M eM ) is dense in H ψ . So we can define a surjective isometry U : H ϕ 1 −→ H ψ and an isomorphism π :
Clearly, π satisfies π| M = id M , π(e N ) = e. Thanks to σ E·T t (e) = e, the modular automorphism groups of ϕ 1 and ψ · π coincide on M e N M (and on M 1 ). Since M 1 is a factor, this implies that ϕ 1 is a scalar multiple of ψ · π, and consequently thatÊ is a scalar multiple
FromÊ(e N ) = 1 and T (e) = 1, we get the result. Q.E.D.
The following may be a folklore for specialists. However, since the authors can not find it in the literature, we give a proof. 
and
To prove the lemma, we need the following.
Lemma 2.6. The following hold.
′ be a family of mutually orthogonal projections, and p = p i .
Proof. (i): This follows from the following easy facts:
(ii): Since P 0 (M, N ) = ∅, there is a separating family of normal conditional expectations
p} is a separating family of bounded normal operator valued weights from pM p to pN , and
Let {e j } ∈ M ∩ N ′ be a family of projections satisfying p ≻ e j , e j = c(p). Then
Since z 0 is the central support of p 0 , we get the statement by using (i). Q.E.D.
Proof of Lemma 2.5. Let z be the supremum of the projections p ∈ M ∩ N ′ satisfying P 0 (pM p, pN ) = ∅. Then thanks to Lemma 2.6 (iii)(iv), z is a central projection satisfying (i)(ii). It is easy to show the uniqueness of such a projection. If
also satisfies (i)(ii) and we get z ∈ (M ∩ N ′ ) T . This implies that zT (z · z) belongs to
Then there is a non-zero spectral projection (
(v) A is direct sum of type I factors and pM 1 p ⊃ pN has finite index for every finite rank projection p ∈ A.
Proof. First, we show j · σ
following as in the proof of Lemma 2.3:
Now, let z be the central projection of M 1 ∩ N ′ determined by Lemma 2.5 for M 1 ⊃ N .
We set
Then by construction (ii)(iii)(iv) hold. Since j commutes with σ
and we get (i). Note that for a projection 
is a Hilbert space with the following inner product: [Hi] . For ρ with d(ρ) < ∞, we denote by E ρ and φ ρ the minimal conditional expectation onto ρ(M ) and the standard left inverse of ρ, i.e.
There are three natural operations in Sect(M ): the sum, the product and the conjugation. For simplicity, we denote by ρ one of the representatives of the conjugate sector
is finite, it is known that there are two isometries R ρ ∈ (id, ρρ),
Although such a pair is not unique, we fix it once and forever in this paper. Unless ρ is a pseudo-real sector [L1] , we can take R ρ equal to R ρ . If it is, we set R ρ = −R ρ .
Let M X M be a M − M bimodule, and ρ ∈ End(M ). Then we define a new bimodule
where ξ ′ = ξ as an element of Hilbert space X. It is known that there is one-to-one correspondence between Sect(M ) and the set of equivalence classes of M − M bimodules.
The correspondence is given by
, that preserves the three operations.
The conjugate sector of [ρ] is characterized by
Let φ be a unital normal completely positive map from M to M . Following Connes [C2] , there is a natural way to associate a M − M bimodule with φ. Let Ω be a separating and cyclic vector of M . We introduce a positive semi-definite sesquilinear form on the algebraic tensor product M ⊗ alg M as follows:
We denote by H φ the Hilbert space completion of the quotient of M ⊗ alg M by the kernel of the sesquilinear form, and by Λ φ the natural map Λ φ : M ⊗ alg M −→ H φ . H φ is naturally a M − M bimodule by the following action:
Thanks to the one-to-one correspondence stated above, there is an endomorphism ρ φ sat-
be the intertwining surjective isometry, and set ξ 0 = W Λ φ (1 ⊗ 1).
Then we get
We define an isometry v by v(Ω · y) = ξ 0 · y. Then by definition, v commutes with the right action of M . So v belongs to M and satisfies φ(
we get z = 0.
Although the following statements might be found in the literature, we give proofs for readers' convenience.
Proposition 2.9. Let M and φ be as above. Then the following hold:
(ii) The equivalence class of H φ does not depend on the choice of the cyclic separating
vector Ω.
(iii) Let µ be another unital normal completely positive map from
Proof. (i): Let ξ 0 be as before. Then by assumption, we get the following:
So we can define a unitary u ∈ M by uσ(
(ii) follows from (i). (iii): Since cµ − φ is completely positive, we can define a bounded
Then T is an M − M bimodule map whose image is dense in H φ . Let T = U |T | be the polar decomposition of T . Then U is a coisometry belonging to
In [L3] , the second author proved that for an arbitrary infinite factor M (with separable pre-dual), there exists an injective subfactor
the automorphisms of M in the following sense; if α, β ∈ Aut(M ) satisfying α| R = β| R , then α = β. Indeed, let u be the canonical implementation of α −1 · β. Then u ∈ R ′ , and u commutes with J M . So u is a scalar, that means α = β. We can generalize this to some class of endomorphisms as follows:
Proposition 2.10. Let M be an infinite factor and R a simple subfactor. For every
, the following holds:
Proof. First, we show that the general case can be reduced to the case where (id, ρ) = {0}.
Indeed, let {V i } i be an orthonormal basis of (id, ρ), and W an isometry in M satisfying
Secondly, we construct the "canonical implementation" of ρ as follows. Let Ω be a separating and cyclic vector for M , and L 2 (M, Ω) + the natural cone with respect to Ω.
Then there are unique vectors
Note that ξ 0 , ξ 1 are cyclic because they belong to the natural cone and implement faithful states. So we can define an isometry
On the other hand, since e ρ is the Jones projection, we have
Now suppose that (id, ρ) = {0} and there exists a non-zero element T in the left-hand side of (2.2). Since T * T ∈ M ∩ R ′ = C, we may assume that T is an isometry. We
ρT , which is not zero because
and get contradiction. Thanks to Proposition 2.9, it suffices to show that φ − |λ| 2 id is completely positive. In fact,
Since e ρ commutes with ρ(M ), x →T * (1 − e ρ )ρ(x)T is a complete positive map. So [ρ] contains [id] and we get contradiction. Q.E.D.
Corollary 2.11. Let M, R, ρ be as above, and σ ∈ End(M ) with d(σ) < ∞. Then the following hold:
Proof. (i): Let T be in the left-hand side of (i), and set X = σ(V )R σ , where R σ is the isometry in (2.1). Then X satisfies Xx = σ · ρ(x)X, x ∈ R. So thanks to Proposition 2.10, we get X ∈ (id, σ · ρ). By simple computation using (2.1), we obtain
Let ψ be a dominant weight on M [CT] . Since every dominant weight is unitary
This fact is used to define the Connes-Takesaki module of α. The endomorphism version is given as follows, which will be used in the next section.
Lemma 2.12. Let M be an infinite factor. Then the following hold.
(i) For every ρ ∈ End(M ) with d(ρ) < ∞, there exist a dominant weight ψ ρ and a unitary
exists a representative ρ satisfying
So ψ ρ := ψ 0 ·E ρ is the desired weight. (ii) follows from (i) and the fact that every dominant weight is unitary equivalent. Q.E.D.
3. Galois Correspondence.
In this section, we investigate the structure of irreducible inclusions of factors with normal conditional expectations. We present the ultimate form of the Galois correspondence of outer actions of discrete groups and minimal actions of compact groups on factors, which has been studied by several authors [AHKT] [Ch] [K] [N] [NT] . The key argument is how to show the existence of a conditional expectation for every intermediate subfactor.
Let M ⊃ N be an irreducible inclusion, i.e. M ∩ N ′ = C, of infinite factors with a conditional expectation E ∈ E(M, N ). For ρ ∈ End(N ), we set
Then thanks to the irreducibility of M ⊃ N , H ρ is a Hilbert space with inner product
where {V i } i is an orthonormal basis of H ρ . Let M 1 be the basic extension of M by N , and 
Since both e N and p are infinite
Due to e N M 1 e N = e N N , we can define ρ ∈ End(N ) by W xW
Lemma 3.1. Under the above assumption and notation, the following holds:
Proof. We regard W as a surjective isometry from pL 
. Then E(pM 1 p, pN ) = ∅, which implies p ∈ A ⊕ B where A and B are as in Lemma 2.7. Let z be the central support of p in
It is easy to check V a ∈ H ρ a and E(V a V * a ) = 1. So ρ a satisfies (i). Q.E.D.
Let {[ρ ξ ]} ξ∈Ξ be the set of irreducible sectors with finite dimension contained in [γ| N ].
We arrange the index set Ξ such that [ρ ξ ] = [ρ ξ ] holds for every ξ ∈ Ξ. For simplicity, we
We define the Frobenius maps
Then thanks to (2.1), c ξ c ξ = 1 H ξ , c ξ c ξ = 1 H ξ . So in particular, both c ξ and c ξ are invertible. We introduce a new inner product to H ξ by
there is a non-singular positive operator
So a ξ is a trace class operator. By simple computation one can show the following:
Thus we get c * ξ c ξ = a ξ , c * ξ c ξ = a ξ . This shows that a ξ is an invertible trace class operator,
If a ξ = 1, (this is the case if for instance Ind E < ∞), then n ξ ≤ d(ξ). On the other hand if n ξ = d(ξ), then it is easy to show a ξ = 1 and E(s(H ξ )) = 1, i.e. s(H ξ ) = 1. 
(ii) B 1 and B 2 are of type I.
Proof. (i): Thanks to Proposition 2.8, A is direct sum of type I factors. By using the oneto-one correspondence as described just before Lemma 3.1, we can parametrize the direct summands of A by Ξ such that A = ⊕A ξ and A ξ ⊃ H * ξ e N H ξ hold. So it suffices to show that A ξ is of type I n ξ . If A ξ is finite, then A ξ ⊂ mÊ becauseÊ| A ξ is semifinite. So we can take matrix units {e i,j } 1≤i,j of A ξ (with e i,i = 1 A ξ ) such thatÊ(e i,j ) = b i δ i,j . We may assume that there is a partial isometry
We set W i = W 1 e 1,i . Then thanks to Lemma 2.2,
it is easy to show that it is an orthonormal system. Suppose V ∈ H ξ is perpendicular
is an orthonormal basis of H ξ and the rank of A ξ coincides with n ξ . Now suppose A ξ is of type I ∞ . SinceÊ| A ξ is semifinite, there is a matrix unit {e i,j } 1≤i,j<∞ (not necessarily e i,i = 1), such thatÊ(e i,i ) < ∞,Ê(e i,j ) = 0 for i = j. Then we can define W i and V i as before. However, {V i } 1≤i<∞ is an orthonormal system of H ξ , that contradicts the fact
(ii): SinceÊ| B 1 is semifinite and j(B 1 ) = B 2 , it suffices to show that pB 1 p is of type I for every p ∈ B 1 withÊ(p) < ∞. Let W ∈ M 1 be a partial isometry with W W * = e N , W * W = p, and define ρ ∈ End(M ) by W xW * = e N ρ(x), x ∈ N as before. Thanks to Lemma 2.2, there exists an isometry
and we get
Then in the same way as in the proof of Lemma 3.1, we can show that pB 1 p is isomorphic to P . So we show that P is of type I. Thanks to P H ρ = H ρ , we can define a normal representation of P on H ρ by
implies that π is faithful. Thus to prove that P is of type I, we show that there exists a normal conditional expectation from B(H ρ ) to π(P ) [S, Proposition 10.21] . For ω ∈ P * we can define a bilinear form on H ρ by
So there exists a unique bounded operator h ω satisfying
For x, y ∈ P , ω ∈ P * , h ω satisfies h x·ω·y = π(x)h ω π(y). Indeed, by definition we get
If ω ∈ P * is positive, we have
so by using polar decomposition of linear functionals and the fact just proved above, we
Hence we can define a bounded order preserving linear map θ :
Let F 0 be the transposition of θ. Then F 0 is a positive normal map
is a central element of P because us(H ρ )u * = s(H ρ ) holds for every unitary u ∈ P . Since E(s(H ρ )) is invertible, we can define a normal conditional expectation F :
Therefore, P is of type I.
(iii): By a simple argument one can show that unitary perturbation of ρ ξ does not have any effect on the formulae in (iii)(iv). So thanks to Lemma 2.12, we assume that there is
commute with ρ ξ and we get σ ψ·E t (H ξ ) = H ξ . So we show σ ψ·E t (V ) = a it ξ V for V ∈ H ξ , that implies the statement. Indeed, since dimH ξ < ∞, every element in H ξ is analytic for {σ ψ·E t }. Let V ∈ H ξ and x ∈ m ψ . Then by using the KMS condition, we obtain
On the other hand, from E(V xV
So we obtain σ ψ·E t
Let z ξ be the unit of A ξ . Then by using the correspondence between sub-bimodules of N L 2 (M ) N and sub-sectors of γ N , we get j(A ξ ) = A ξ and j(z ξ ) = z ξ . Let ψ be as before.
Then due to (i), it is easy to show that H *
ξ V 1 ) belong to A ξ , it suffices to show the equality on H * ξ Λ ψ·E (n ψ ∩ n * ψ ). Let a ∈ n ψ ∩ n * ψ and X ∈ H ξ . Since V 1 , V 2 are analytic elements for {σ ψ·E t }, we get
On the other hand, we have
so it suffices to show (c ξ (X), a
Remark 3.4. Let V 1 , V 2 ∈ H ξ . Then we get
SoÊ · j| A =Ê| A if and only if a ξ = 1 for all ξ ∈ Ξ. It is also easy to show thatÊ| A is a trace if and only if a ξ is a scalar for all ξ ∈ Ξ.
To the best knowledge of the authors there is no known example which violates a ξ = 1.
However, the following example shows thatÊ ·j| M 1 ∩N ′ =Ê| M 1 ∩N ′ does not hold in general;
B i , i = 1, 2 may not vanish.
Example 3.5.
(i) Let G be a discrete group and H a subgroup, and let α be an outer action of G on a
factors with a unique conditional expectation E. We identify M and N with ( 
can be computed by using bimodules as in [KY] , and we have j(pġ) = pġ −1 . So for example if g −1 Hg ⊂ H and g −1 Hg = H, thenÊ(pġ) = 1 althougĥ E(j(pġ)) = 1. Let G be the group generated by the finite permutations of Z and g where g is the translation of Z, and H the finite permutations of N ∪ {0}. Then gHg −1 is the finite permutation of N and we get gHg −1 ⊂ H, [H : H g ] = ∞. So we obtainÊ(pġ) = ∞, E(pġ −1 ) = 1. This means B i = {0}, i = 1, 2 in this example.
(ii) Let G ⊃ H be a pair of discrete groups with the following property: for evry g = e ∈ G {hgh −1 ; h ∈ H} is an infinite set. Let M := L(G) be the group von Neumann algebra of G and N := L(H) the subfactor of M generated by H. Then in exactly the same way as one proves that M is a factor, one can show M ∩ N ′ = C. Although this example looks similar to the previous one, these two have essencially different natures. As before we can
However, we can conclude only ℓ ∞ (H\G/H) ⊂ M 1 ∩N ′ because the action of G on G/H is not necessarily free. In fact the equlity does not hold in general. For example, let G = F 3 be the free group generated by g 1 , g 2 , g 3 and
the usual tensor product and the left and the right actions act on each tensor component
Actually a little more effort shows that A = Ce N , B 1 = B 2 = 0 and C is of type II where A, B 1 , B 2 , and C are as in Proposition 2.8.
Remark 3.6. Let M 2 be the basic extension of M 1 by M in the first exmple, i.e. M 2 :=
Binder constructs an example of a pair of discrete groups G ⊃ H such that π(G) ′ is a type III factor. This means that the restriction of the unique expectation in E(M 2 , M 1 ) to M ′ ∩ M 2 may fail to be a trace in general. N ) is not empty. However, the above examples show that existence of a normal conditional expectation is not strong enough to assure properties resembling those of crossed products by discrete group actions. Therefore, in this paper we use the terminology in the following sense.
In [HO] R. Herman and A. Ocneanu called an inclusion of factors
M ⊃ N discrete if E(M,
Definition 3.7. An inclusion of factors is called discrete if E(M, N ) is non-empty and
E| M 1 ∩N ′ is
semifinite for some (and equivalently all) E ∈ E(M, N ).
In what follows we assume that M ⊃ N is an irreducible discrete inclusion of infinite factors. Note that discreteness is equivalent to M 1 ∩ N ′ = A in the decomposition given in Proposition 2.8, and to
For each ξ ∈ Ξ choose an orthogonal basis
consisting of eigenvectors of a ξ belonging to a ξ,i . For x ∈ M we define the "Fourier coefficient" x(ξ) i by
Then x has the following formal expansion:
Although the above sum does not converge even in weak topology in general, we can give justification of the expansion as follows. We define
, where z ξ is the unit of A ξ . By discreteness assumption we have ξ∈Ξ z ξ = 1. Let ω be a faithful normal state on N and set ϕ = ω · E.
, the sum converges in Hilbert space topology. Note that {x(ξ) i } uniquely determines x while it is difficult to tell when a series {x(ξ) i } is actually the Fourier coefficient of some element x ∈ M .
Although the following lemma might sound trivial, we need to prove it because the expansion does not make sense in any decent operator algebra topology. 
Let L be the von Neumann algebra generated by N and
Proof. Let L 0 be the direct sum of K * ξ N . Thanks to (ii) and (iii), L 0 is the *-algebra generated by N and
where H ξ,i = p ξ,i H ϕ , and so
Thus we get the claim. Secondly, we show that there exists E L ∈ E(M, L) with ϕ · E L = ϕ. Thanks to the Takesaki theorem on conditional expectations [S] , it suffices to prove
As before we may and do assume that there is a dominant weight ψ on N satisfying 
The following is the main technical result in this paper. 
Proof. First, we show that the statement can be reduced to the case where N is of type III. Suppose that the statement holds for type III factors. Then we apply the statement toM = M ⊗ P ,N = N ⊗ P andL = L ⊗ P where P is a type III factor, and get thatL is generated byN and (H ξ ⊗ C) ∩L = K ξ ⊗ C. {K ξ } satisfies the assumption of Lemma 3.8 because so does {K ξ ⊗ 1} by assumption. Thanks to Lemma 3.8 we get
and so we obtain
Therefore, the statement holds for L as well. Now, we assume that N is of type III. Let {V (ξ) i } be as in the proof of Lemma 3.8. Thanks to H * ξ ⊂ N Hξ, H η H ζ ⊂ ξ∈Ξ η,ζ N H ξ and the Fourier decomposition, to prove that {K ξ } satisfies the assumption of Lemma 3.8 it suffices to show x(ξ) i = 0 for x ∈ L, ξ ∈ Ξ, i > m ξ , which is actually enough for the statement due to Lemma 3.8. Suppose the converse; there exists x ∈ L such that x(ξ) i = 0 for some ξ ∈ Ξ and some i > m ξ . Let y = axb, a, b
since N is a type III factor, we can choose a, b such that E ξ (y(ξ) i ) = 1, so we assume E ξ (x(ξ) i ) = 1 from the beginning. Let R be a simple injective subfactor of N and U (R) the unitary group of R. We set C = conv{uxρ ξ (u * ); u ∈ U (R)} w and define an action θ of U (R) on C by θ u (w) = uwρ ξ (u * ), u ∈ U (R), w ∈ C. We claim that the set of fixed points of C under θ, which is the same as {w ∈ C; aw = wρ ξ (a), a ∈ R}, is non-empty.
Indeed, since R is AFD, there exists an increasing sequence of finite dimensional unital von Neumann-subalgebras {R n } ∞ n=1 generating R. Let C n be the fixed points of C under
is a decreasing sequence of non-empty compact sets, and so C ∞ := ∩ ∞ n=i C n is non-empty as well. Let w ∈ C ∞ . Then w satisfies aw = wρ ξ (a) for a ∈ ∪ n R n , and for a ∈ R because ∪ n R n is dense in R. Thus C ∞ is the set of the fixed points. From the definition of the Fourier coefficient of w ∈ C ∞ we get ρ η (a)w(η) j = w(η) j ρ ξ (a) for a ∈ R, η ∈ Ξ. Applying Corollary 2.11 we obtain w(η) j = 0 for η = ξ and w(ξ) j ∈ C, that means w
On the other hand,
for u ∈ U (R), and so E ξ (w(ξ) i ) = 1 by continuity. Since w(ξ) i is a scalar w(ξ) i = 1. Hence
Q.E.D. 
Proof. Set L = N ∨ {H ξ } ξ∈Ξ 1 . Q.E.D.
Corollary 3.11. Let M ⊃ N be an irreducible inclusion of factors (N is not necessarily infinite) with E ∈ E(M, N ). We assume that the inclusion is of discrete type and σ E·Ê t is trivial. Then for every intermediate subfactor L, E(M, L) is not empty.
Proof. It is enough to prove the statement when N is finite and M is infinite. Let F be a type I ∞ factor. Then thanks to Theorem 3.9
e where e is a minimal projection of F ,
Remark 3.12. Using the same type of argument, we can show the following: for an irreducible discrete inclusion of infinite factors M ⊃ N and a simple injective subfactor R of N ,
for a ∈ R. So we get x(ξ) i = 0 unless ρ ξ = id, and x ∈ N ∩ R ′ = C.
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The above theorem means that when a ξ is a scalar there is one-to-one correspondence between the set of intermediate subfactors and that of the systems of Hilbert subspaces {K ξ } satisfying (ii) and (iii) of Lemma 3.8. This observation has a lot of useful applications in Galois correspondence of operator algebras as stated below. Although our statements can be unified as that of depth 2 irreducible inclusions of discrete type in the language of Kac algebras (see next section), we first state them in two classical cases: crossed product inclusions of outer actions of discrete groups and fixed point inclusions of minimal actions of compact groups. 
Remark 3.14. In [Ch] , H. Choda proved that there is one-to-one correspondence between the set of subgroups and the set of intermediate subfactors
The above theorem says that the existence of a normal conditional expectation to every intermediate subfactors automatically follows from Theorem 3.9.
Let G be a compact group. We call an action α of G on a factor M minimal if α is faithful and M ∩ M G ′ = C where M G is the fixed point algebra under α. It is known that if α is minimal the crossed product M × α G is always a factor (See Remark 4.5).
We fix a complete system of representatives of the equivalence classes of the irreducible representations of G and denote it by G. If α is minimal and the fixed point algebra M G is infinite, using the same type of the argument as in [AHKT, Lemma III 3.4] , one can show that for every π ∈ G there exists a Hilbert space H π ∈ M with support 1 such that H π is globally invariant under α and α| H π is equivalent to π. This means that M is the crossed product of M G and the dual object of G by the corresponding Roberts action [R1] . We fix such a H π for each π ∈ G and choose an orthonormal basis
We define an endomorphism ρ π ∈ End(N ) by
Thanks to the minimality of α, ρ π is always irreducible with d(ρ π ) = d(π). It is routine to show that ρ π does not depend on the choice of the basis and that the sector of ρ π does not depends on the choice of H π . Note that H π is characterized by
Let e N be the Jones projection for E. Then using Peter-Weyl theorem we can show
This means that we can identify Ξ in Theorem 3.3 with G, and when ξ ∈ Ξ and π ∈ G are identified we can identify H ξ with H π as well. Note that a π = 1 because To prove the theorem we need the following lemma, which is essentially contained in [R2] . For the sake of completeness we give a proof. 
where π is the complex conjugate representation and K π is the image of K π under the natural map from H π to its complex conjugate Hilbert space. Then there exists a closed subgroup H ⊂ G such that
Proof. Let B 0 be the linear span of
where C(G) is the C * -algebra of the continuous functions on G. Then by assumption, B 0 is a unital *-subalgebra of C(G) that is globally invariant under the left translation by G.
Let B be the norm closure of B 0 . Then thanks to [AHKT, Appendix A] , there exists a closed subgroup H ⊂ G such that B = C(G/H). This implies that K π is a subspace of
On the other hand, Peter-Weyl theorem shows that
and consequently in L 2 (G) as well. Thus f η = 0 for all η ∈ H π and ξ = 0. This proves the statement. Q.E.D.
Proof of Theorem 3.15. We may assume that M G is infinite because after getting the result for M ⊗B(ℓ 2 (N)) we can remove B(ℓ 2 (N)). It easily follows from the existence of {H π } π∈ G that the map is injective. Let L be an intermediate subfactor and
is an orthonormal basis of K π . Thanks to Lemma 3.8 and Theorem 3.9 L is characterized by
Thus it is enough to show that there exists a closed subgroup H ⊂ G such that
Indeed, since {K π } π∈ G satisfies the assumption of Lemma 3.8, it is routine to show that one can extend the assignment π → K π to the whole category of representations such that 
Following [BS] , we adopt the dual Hopf algebra [BS] rather than the dual Kac algebra [ES] as the dual object of A; the dual Hopf algebra A of A is the von Neumann algebra generated by
with the comultiplication and the antipode,
where J A is the canonical conjugation of A with respect to Ω h . Let U ∈ B(L 2 (A)) be the unitary operator defined by (4.4) as in [BS] where F is the flip operator of L 2 (A) ⊗ L 2 (A). V and V are multiplicative unitaries satisfying
A finite dimensional unitary corepresentation π is a pair of a finite dimensional Hilbert space H π and a linear map Γ π :
and the following unitarity condition: if {e(π) i } is an orthonormal basis of H π and
We abuse the notation and call u(π) a unitary corepresentation as well.
Basic notions such as tensor product, direct sum, complex conjugate corepresentations, and irreducibility are defined by a standard procedure. Note that since A is a Kac algebra the
is always unitary [W] . Let π, σ be unitary corepresentations of A. Then the following orthogonality relation holds:
Let Ξ be a complete system of representatives of the irreducible corepresentations of A.
Then the linear span of {u(π) i,j } 1≤i,j≤d(π), π∈Ξ is a dense in A in weak topology. For (ii) The set of systems of Hilbert subspaces K π ⊂ H π , π ∈ Corep(A) satisfying the following:
The correspondence is given as follows. Let {K π } be a system of subspaces satisfying the condition in (ii) and
is an orthonormal basis of K π . Then the corresponding left coideal von Neumann subalgebra B is the weak closure of the linear span of {u (π) 
Proof. First we note that two distinct von Neumann subalgebras B 1 and B 2 give rise to distinct Hilbert subspaces B 1 Ω h , B 2 Ω h because h is a faithful normal traces. It is easy to show that the weakly closed linear subspace B defined in the statement is actually a left coideal von Neumann subalgebra, so it suffices to prove that every left coideal von Neumann subalgebra B arises in this way. Let {e(π) i } d(π) i=1 be an orthonormal basis of H π and we set
Since K π does not depend on the choice of the basis, we may and do assume that {e(
is an orthonormal basis. Thus x(π) i,j = 0 for x ∈ B, j > m π . We show that u(π) i,j ∈ B
Using unitarity of u(π) and
Since B is a left coideal we obtain
Thus B is characterized as
Since B is a *-subalgebra, the natural extension of {K π } π∈Ξ to the whole category of unitary corepresentations satisfies the three conditions of (ii). Q.E.D. 
(ii) Let B be a left coideal von Neumann subalgebra of A. The intermediate subalgebra 
Proof. For the same reason as in the proof of Theorem 3.15 we may assume that M Γ is infinite. Note that there exists a normal conditional expectation E ∈ E(M, M Γ ) given by
In exactly the same way as in the case of compact group actions, for each π ∈ Ξ one can find a Hilbert space H π in M with support 1 and its basis {V (π)}
Thus, as before we can identify our Ξ with that in Theorem 3.3 and we get a π = 1 thanks to the orthogonality relation. Let L be an intermediate subfactor and
to Lemma 3.8 and Theorem 3.9, L is generated by M Γ and {K π } π∈Γ , and is characterized
Therefore, as in the proof of Theorem 3.16 we can conclude L = M (B) by using Proposition Remark 4.5. The crossed product M × Γ A is the von Neumann algebra generated by Γ(M ) and C ⊗ A. As is expected, we can identify the basic extension M 1 with M × Γ A if the action is minimal as follows. Let e 0 be the projection in A corresponding to the trivial corepresentation of A and we set e = 1 ⊗e 0 . Since we have the dual operator valued weight of the crossed product whose restriction to A is a semi-finite trace (Plancherel weight), if M eM is dense in M × Γ A we can apply Lemma 2.4 and get the result. Indeed, it is known [BS] that A is a direct sum of type I d(π) factors A π , π ∈ Ξ and the multiplicative unitary V can be expanded as
where {e(π) i,j } are matrix units of A π . Thanks to (4.1), we have
Thanks to the orthogonality relation, we obtain
where we use the fact that e 0 is the projection onto the space spanned by Ω h . On the other hand,
The above theorem suggests that it is worth while studying the structure of the lattice ( 
Let {K π } π∈Ξ be the system of Hilbert subspaces corresponding to B and {e(π
i=1 is a basis of K π . As we saw in the proof of Proposition 4.2, the linear span = (id ⊗ h)((1 ⊗ u(π) i,j )δ(E B (x))), which implies (id ⊗ E B ) · δ(x) = δ · E B (x). Let V be the multiplicative unitary defined in (4.3). Then thanks to (4.5), for ξ ∈ L 2 (A) and x ∈ A we get In what follows, we assume n := dimA < ∞. Let ǫ andǫ be the counit of A and A, and e andê the integrals of A and A; e andê are the minimal central projections satisfying ex = eǫ(x), x ∈ A, andêy =êǫ(y), y ∈ A. It is known that the G.N.S. cyclic vector Ωĥ of the normalized Haar measureĥ of A can be identified with √ neΩ h and we have √ nêΩĥ = Ω h as well [KP] . The dual pairing between A and A can be written in terms of the Hilbert space inner product as follows: < x, y >= √ n < xΩ h |y * Ωĥ >, x ∈ A y ∈ A.
(4.7)
The following is a space free description of the anti-isomorphism of the two lattices.
Proposition 4.8. Let A be a finite dimensional Kac algebra and B a left coideal von
Neumann subalgebra of A. We set B = {y ∈ A; < xb, y >= ǫ(b) < x, y >, x ∈ A, b ∈ B}.
Then the following hold:
(i) B is a left coideal von Neumann subalgebra of A with dimB · dim B = dimA.
(ii) B = B.
(iii) B = κ(B ′ ∩ A).
Proof. (i):
It is routine to show that B is a left coideal von Neumann subalgebra of A.
Using (4.7) for x ∈ A, b ∈ B, and y ∈ A we get the following:
< xb, y > = √ n < xbΩ h |y * Ωĥ >= √ n < J A b * x * Ω h |y * Ωĥ > = √ n < bJ A y * Ωĥ|x * Ω h >= √ n < b κ(y)Ωĥ|x * Ω h > .
On the other hand we have ǫ(b) < x, y >= ǫ(b) √ n < xΩ h |y * Ωĥ >= ǫ(b) √ n < κ(y)Ωĥ|x * Ω h >, and so B is characterized as More specifically we show e B = nǫ · E B (e)E B (ê). Indeed, using κ(e B ) = J A e B J A = e B we get the following forb ∈ B:
h(e Bb ) =ĥ( κ(b)e B ) =< κ(b)e B Ωĥ|Ωĥ >
Thus we obtain the claim. Note thatĥ is the restriction of the normalized trace of B(L 2 (A)), and soĥ(e B ) = dimB n . Thus we get ǫ · E B (e) = dimB n , e B = dimBE B (ê).
In the same way we can getǫ
Since e B is a projection,
Therefore, dimBdim B = n. B) . Let e L be the Jones projection for L. Then,
where j is the anti-automorphism of
It is known [D] that under our identification, N ′ ∩ M 1 is identified with C ⊗ A and j is identified with κ, so j(L ′ ∩ M 1 ) is identified with C ⊗ B. Thus L 1 is identified with the intermediate subfactor generated by Γ(M ) and C ⊗ B, which proves the remark.
