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Abstract: The Lattice Boltzmann method (LBM) is a collision based computational fluid dynamics method used 
as an alternative to more traditional finite difference and finite element methods, in that LBM is built to take 
advantage of parallel systems. In the present case, LBM is used to model three-dimensional transient conjugate 
heat transfer within a box containing a solid fin. A comparison of different implementation methods for 
conjugate heat transfer has been carried out to determine their applicability. The geometry modelled was input 
as a stereolithography file, which may be generated easily by a range of packages, such as SolidWorks. From the 
simple box and fin geometry trialed, the solution method can easily be adapted to evaluate the suitability of 
structured packings for packed bed reactors, or other solid-fluid systems. 
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1 Introduction  
Conjugate heat transfer is the transfer of energy between two different phases, usually a solid and a fluid. Such 
problems are encountered in the design of reactors, heat exchangers, or more ordinary systems such as office 
buildings. Across these conjugate boundaries, both conduction and convection are relevant. At the interface, 
both the temperature of the medium, and the heat flux passing through must be equal on each side. The proper 
values for these quantities can be solved either simultaneously, or through iteration. These iterations come at a 
computational cost, negatively impacting the performance of these solution methods, particularly when 
examining the dynamics of a system. 
LBM was first created in 1988 [1], as an extension to the existing Lattice Gas Automata (LGA) method. In LGA, 
each cell of a given grid lattice can exist in one of two states; either a particle is present, or else the cell is empty. 
Although this treatment made the algorithm simple, it suffered greatly from statistical noise, while struggling to 
reach the desired level of accuracy, due to the microscopic scale to which systems needed to be discretised  [1]. 
Replacing the Boolean states in LGA with distribution functions on the interval [0,1] based on the Boltzmann 
distribution resulted in a greatly more stable algorithm. With the introduction of the Bhatnager-Gross-Krook 
(BGK) collision operator, the basis for much of the current form of LBM was made. In this era, much effort was 
spent ensuring the mathematical rigour of LBM. Chen et al. [2] showed that the incompressible Navier-Stokes 
equations may be retrieved from LBM. 
LBM consists of a grid lattice of interconnected nodes, which transfer distribution function density amongst their 
neighbours. Each node may only transfer to Q neighbours, including itself, in Q discrete directions, distributed 
amongst D dimensions. Figure 1 shows the D3Q19 lattice used for the current simulations. In this setup, one 
central node is surrounded by 18 neighbours, to which particle population density may flow to or from at every 
time step. Each of these neighbours is similarly surrounded by another 18 nodes, creating a lattice. Depending 
on the desired speed and accuracy, many other lattice arrangements exist, with greater or fewer neighbours [3]. 
The D3Q19 arrangement was chosen in this work as a compromise between the speed of D3Q15 and the accuracy 
of D3Q27. The process by which population density is passed between lattice nodes along these directions is 
known as the collision step, and the updating of the nodes after this is the streaming step. Although this process 
is carried out the same across most of the domain, boundaries are a common exception, as there may be no 












Figure 1. Orientation of the D3Q19 lattice. 
Macroscopic quantities are calculated in LBM by taking moments of each lattice node. The zeroth order moment, 
the density, is simply the sum of the lattice populations in each of the discrete directions prescribed by the 
aforementioned arrangements. Similarly, the first order moment is the velocity. Higher order moments can used 
to find the temperature and flux, provided that a large enough lattice is used that this information is preserved. 
Using a single, large lattice in this manner to calculate thermal effects was formerly required [4], before it was 
discovered that a second advection-diffusion lattice could be coupled and run in parallel [5]. Doing so allows 
quantities such as temperature to be determined with greater accuracy as simple zeroth order moments of the 
advection-diffusion lattice. Since the higher order moments are no longer required, modern schemes typically 
use smaller lattices such as D3Q19 for each [3]. If greater computational speed is desired, the lattices do not 
necessarily need to match [3], allowing a yet smaller lattice to be used for thermal effects. 
Many alterations can be made to the scheme to either improve computational speed or accuracy. Each adds 
extra layers of conceptual difficulty, as well as introducing additional parameters which may be difficult to find 
accurately. An example is the Multiple Relaxation Time (MRT) scheme. In this case, the simple BGK collision 
operator is replaced with a matrix of relaxation parameters, which must be tuned for the specific system being 
used, for each moment. One of the major benefits of MRT, despite this complication and extra computational 
difficulty, is that it allows higher Reynolds number flows to be modelled in a more accurate and stable manner 
than what is possible with the standard single relaxation time [6]. 
One of the key advantages of LBM is the ease with which it may be parallelised and run on supercomputers. The 
lattices used in LBM may be split up easily into smaller blocks, which can be run in parallel on appropriate 
machines. The meshing system is simple in LBM, allowing complex geometries to be used. These properties make 
modelling 3D systems in LBM less computationally demanding than by other methods [6]. 
Without special treatment of the boundary, conjugate heat transfer studies using LBM are limited either to the 
steady state, or to materials with equal values of heat capacitance. In these cases, any solids within the simulation 
domain are often ignored [7], as their thermal effects may not be significant in the steady state. More recently, 
researchers have been investigating alternative methods of treating the conjugate boundary, to enable thermally 
distinct materials to be modelled dynamically. These methods generally fall into one of three categories: Those 
with an overlapping layer of interface cells, those that alter the streaming step of the LBM algorithm, and those 
that apply a source term correction factor to account for the differences at the boundaries. 
Works falling into the first category generally split the thermal lattice into two parts. The boundary between 
these parts is the layer of cells upon which the solid-fluid boundary is situated. This is a point of distinction from 
other methods, where the boundary is usually between nodes. Meng et al. [8] introduced a method of this form, 
where the lattices were allowed to interact only on the interfaces. This coupling between lattices allows for the 
unknown populations on the interface to be solved, thereby ensuring continuity. Imani et al. [9] built on this, 
incorporating both surface and volumetric heat generation terms. Although these studies were carried out in 2D 
only, the method was later expanded on by Imani [10] to 3D. Lu et al. [11] used an alternative iterative technique, 
which would ensure that continuity of temperature and flux were maintained at the boundary to some tolerance. 
Although the algorithm was relatively simple to implement, and conceptually easy to understand, performance 








While altering the streaming step, often fictitious extra image and boundary nodes are introduced to aid in 
ensuring the continuity condition is met. Lu et al. [12] used a method where curved boundaries were 
approximated as stepped straight lines, directly on the centre line between nodes. Through some interpolation 
and extrapolation of points on either side of the boundary, the conditions at the interface were solved. Mozafari-
Shamsi et al. [13] had a variation of this where a series of ghost and image points were defined, with greater 
freedom in placement with respect to the boundary. 
Source term corrections in 3D are less common. One example is [14], where the spatial derivative of the inverse 
heat capacitance is multiplied by the heat flux, for a correction term. In the bulk, the term becomes zero, as the 
heat capacitance is constant. At boundaries, the heat capacitance changes, and a value for the correction is 
calculated. This method was built on by Chen et al. [15], who altered the calculation to becoming completely 
local for each boundary node it was applied to. Rihab et al. [16] proposed a more simple formulation for the 
boundary source term, in the case of heterogeneous solid media. They introduced a first order temporal 
derivative across the enthalpy of the boundary nodes. Chen et al. [15] noted however that this addition comes 
at the cost of dropping the LBM scheme to being first order accurate only, rather than the usual second order 
accuracy. 
This paper aims to show that the numerical model developed is in agreement with those found in literature for 
transient conjugate heat transfer. In addition, a non-LBM method will also be compared, to ensure the results 
are not an artefact of LBM only. With boundaries implemented in a generalised manner, complex geometries 
will be able to be trialled in the future, with minimal changes to the code required. 













Figure 2. Finned enclosure in present study. 
The finned enclosure being studied is shown in Figure 2. The left hand wall, upon which a solid fin is mounted, is 
set to a hot temperature, TH, while the opposite wall is set to a cold temperature, TC. All other outer boundaries 
are set to be adiabatic. Gravity is oriented in the downward, negative z axis direction. The box has sides of length 
H, upon which the fin is positioned at the centre of the y-z plane. The fin is of width = /2 in the y direction, 
length = /2 in the x and thickness = /10 in z. These ratios are preserved through the process of non-
dimensionalising the system and subsequent discretising back into lattice units. 
 
2.2 Numerical Model 
The collision equation is the core of LBM, as the main driving equation advancing the system. In the present 
work, the double distribution function method is used, whereby one lattice, f tracks the density of the fluid, while 
a second advection diffusion lattice g, tracks the temperature. Equations 1 and 2 are the collision equations for 
the momentum and thermal lattices. ei is the discrete velocity unit vector in each lattice direction; = = 1 
are the lattice space and time steps, in lattice units;  is the relaxation period controlling the size of the time 
steps; feq and geq are equilibrium distribution functions, towards which the system will relax; F is a body force 
4 
term acting on the fluid, in this case the Boussinesq approximation; and Q is a heating source term, in this case 
acting on the surface of the fin. 
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A third lattice , is used for the parts of the domain residing with the solid region. A separate lattice is used as 
the relaxation time of the solid differs from that of the fluid. 
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Each direction of the lattice has its own weighting, depending on spatial orientation. These weightings are unique 
to each number of lattice directions, but are otherwise independent of the system being studied. The weightings 
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The discrete velocity for each direction of the D3Q19 lattice are as follows in Equation 5: 
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0                                                                    = 0           
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±1, ±1,0 , ±1,0, ±1 , 0, ±1, ±1     = 7 − 18 
 (5)
The equilibrium distribution functions are given by: 










where  is the density of the fluid, T is the temperature and = 1/√3  is the speed of sound in lattice units for 
the gas.  and T are macroscopic quantities which may be calculated for any cell as the zeroth order moment of 
each of their respective lattices, as in Equations 8-9. 
 =  (8)
 =  (9)
The equilibrium distribution function for the solid lattice differs only in that the velocity is set to zero. With all 
terms containing velocity components cancelled, Equation 10 is greatly simplified: 
 =  (10)
Dynamic similarity is used to compare the current system to others. Each of the aforementioned lattices share a 
length scale N, while maintaining different time scales. For the natural convection problem being modelled, the 
Prandtl number Pr, and the Rayleigh number Ra are used to find the relaxation period for the fluid lattices, while 
the ratio of thermal conductivities fills the last free parameter, for the solid thermal lattice. The Rayleigh number 
is used for the present study as the system contains natural convection. For systems where a velocity must be 
specified, quantities such as the Reynolds number Re, or the Peclet number Pe, are more appropriate. 





For the dimensionless number calculations,  is the kinematic viscosity of the fluid,  is the thermal diffusivity, 
g is the gravitational acceleration vector,  is the coefficient of thermal expansion and H is the characteristic 







where T0 is the average temperature of the domain, within which TC and TH are the cold and hot boundaries 
respectively. 
The method by which a value of  is found can vary between implementations of LBM, and depends on the 
particular system being studied. According to the method of Mohamad [17], for natural convection the 
characteristic velocity of the fluid can be found by Equation 14: 
 = −  (14)
Provided that ≤ 0.1, the Mach number will be low enough that the flow is incompressible. Equations 11-
14, may be used to solve Equations 15-16 for their respective values of . 




− 0.5  (16)
A different method must be employed to find the thermal diffusivity of the solid. Since the thermal diffusivity of 
the fluid is known, and ratios are maintained regardless of dimensions, a ratio of the thermal properties of the 
solid to those of the fluid is created. The thermal diffusivity,  is made up of the quotient of the thermal 
conductivity, k, and the heat capacitance, . 
 =  (17)
The ratio of thermal conductivity within the fin, to that of the fluid, controls the relaxation period of the solid 
thermal lattice, and hence the degree to which heat will travel through the solid at equilibrium. The heat 
capacitance, while having an effect on the dynamics, should have no effect on the final equilibrium values 
reached. The ratio of thermal conductivities between the solid and the fluid is given by Equation 18: 
 =  (18)
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Usually, the Boussinesq approximation is applied by way of a force correction to the F term in Equation 1. 
However, Imani [10] showed that making an adjustment to the velocity used during the collision step was actually 
more computationally efficient and accurate than a force correction alone. As such, Equation 20 was used to 
account for the variations in density caused by the spatially changing temperature of the fluid. 
 =
1
+ −  (20)
Equation 20 was the version implemented at the collision step only. Elsewhere, the simplified version in Equation 




Referring back to Figure 2, the wall holding the fin, and that opposite it are Dirichlet boundaries, with values of 
= 1 and = 0. All other outer walls are Neumann boundaries, through which the heat flux is set to zero. 
For the velocity, all surfaces are set to the no-slip condition, making the velocity zero. In LBM, each of these basic 
6 
forms of boundary are implemented as specified in [18].  Since the system is a closed box, there are no 
momentum entrances or exits. The system is initially set to zero velocity and temperature everywhere, with the 
exception of the previously stated hot wall. 
In the case of conjugate boundaries, neither the Dirichlet nor the Neumann boundary are applicable, as the 
temperature and heat flux are not known. Instead, the continuity condition must be applied: 
 =  (22)
 ∇ + = ∇ +  (23)
Equations 22 and 23 state that the temperature and heat flux, consisting of both conductive and convective 
components, on each side of the boundary must be equal, where n is a unit vector normal to the boundary. The 
conjugate boundary implemented in the current work is that used by Imani et al. [9], adapted for 3D, similar to 
the enactment from Imani [10]. Here, the concept of a counter-slip energy [18] is applied to find the missing 
populations on the fluid-solid boundary. The present work makes use of a layer of boundary cells between solid 
and fluid thermal lattices, upon which the boundary itself is situated, as outlined earlier. 
 
3 Results 
3.1 Nusselt number 
For comparison to the work done by Imani [10], the system being studied is the finned box shown in Figure 2. 
Unless otherwise stated, simulations were carried out with = 0.71, = 10  and = 10. The finned box 
was created in SolidWorks to the specified dimensional ratios, before being exported as an STL file and voxelised 
for simulation. All simulations were run at a resolution of 121 cells in each direction in order to match the other 
studies being compared. 
Similar to the method also used by Frederick and Moraga [19], the surface averaged Nusselt number Nu is 
calculated to both show the differences between the modes of heat transfer present at varying Ra, as well as 
give a quantitative measure of the progression of the simulation. The Nusselt number in Equation 24 will always 





Here, Δ  is the change in dimensionless temperature between the cells on the hot wall, situated at = 1, and 
those cells immediately adjacent to them on the lattice slice at = 2. Δ  is the dimensionless distance 
between the aforementioned cells and  is their thermal conductivity. For the fin geometry of Figure 2, the 
ratio /  will be equal to = 10 only for the solid phase cells within the fin, and is equal to unity for the fluid 
on the bare wall. Once the relative change in Nu between successive steps became small, the system was 
assumed to have reached a steady state. 
3.2 Steady State 
Figures 3 and 4 show the steady state temperatures profiles for = 10  and = 10  respectively, for the 
finned enclosure. Although reasonable agreement can be seen between the present work and that of the existing 
numerical data, minor differences are present. Compared with that of Imani, the current work appears to have 
a slightly higher velocity under the fin. This carries heat further along the length of the fin and deforms the 
temperature profile. A similar effect may be seen above the fin.  
The expected behaviour for a closed, natural convection system is for the vertical velocity to increase from zero 
against the hot wall, before rotating clockwise, being cooled by the cold wall and sinking again. The introduction 
of the fin both introduces a medium upon which heat may extrude further into the cube, as well as deflecting 
the convection current previously formed. The speed and degree to which heat may travel along the fin depend 






























Figure 4. Temperature isotherms at steady state and Ra = 104 for (a) present work, (b) Imani [10] and (c) 
Frederick and Moraga [19]. 
 
At the lower Rayleigh number used in Figure 4, heat is transferred more slowly, with a lower velocity than was 
seen previously, due to the effects of dynamic similarity. The deformation of the isotherms under the fin are far 
less pronounced than they were in the previous case. Good agreement between the results may be observed in 
general, though the isotherms at the tip of the fin differ slightly. The work of Frederick and Moraga [19] includes 
a setup of the same system as that studied, solved using the finite volume method instead. Close agreement may 
be seen between this and the work of Imani. 
3.3 Dynamics 
Dynamics show greater differences due to the relatively fast changes that occur in the system at the start of the 
simulation. With the initial condition of T = 0 everywhere except the hot wall on the left, and the previously 
described boundary conditions, the progression of heat through the box is shown in Figure 5. All parameters 














































Figure 5. Dynamic temperature isotherms for (a) present work and (b) Imani [10]. Top to bottom these images 





As expected, at the beginning of the simulations in Figure 5, the temperature profile is dominated by heat 
conduction through the solid, due to the thermal conductivity ratio of 10. Over time, fluid begins to move as it is 
heated and made less dense, carrying energy with it to the other side of the box. During the early stages of the 
simulation, heat in the current work spreads slower, resulting in a difference of approximately one isotherm line. 
Later in the simulation, the present work appears to catch up somewhat, likely due to the apparently higher 
velocity increasing the rate of heat transfer from the wall. Over greater time, each simulation approaches a 
similar steady state, as in Figure 3. Although most relevant physical systems will have materials with differing 
heat capacitances, in this work the heat capacitance ratio between the phases has been left at unity so that 
works can be accurately compared.  
The surface averaged Nusselt number defined earlier tracks well with those found by Imani, as shown in Figure 
6. In Imani’s work, the circle and delta markers are for simulations first without, and then with special treatment 
of the conjugate boundary, for systems with equal heat capacitance ratios. In this case, the results should be 
similar, as no special treatment effectively forces the heat capacitances to be equal. Although the surface average 
Nusselt number calculated in the present work is close to that found in the previous work for the entire time 
domain, a small but consistent offset is present. This offset exists as a result of the slightly higher velocities in 














Figure 6. Hot wall Nusselt number over time for (line) present work and (O and Δ) Imani [10]. 
 
4 Conclusions 
A Lattice Boltzmann model capable of accurately simulating transient conjugate heat transfer problems was 
created. Heat transfer characteristics were measured and compared against published research. The present 
work was in good agreement both with another LBM model, and one using the finite volume method.  
The geometry to be simulated need only be supplied in STL format to the program at the point it is run, as most 
boundary conditions are applied automatically. This generality of geometry makes the model applicable for 
simulating a range of applications across chemical engineering without significant alterations. Although only 
materials with the same heat capacitance were used in the current study, this was done for the sake of 
comparisons against existing data. The work can easily be extended to other materials with varying heat 
capacitance ratios, with applications across the field of chemical engineering. Extending the model further to 
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