We are concerned with the reconstruction of a sound-soft obstacle using far field measurements of the scattered waves associated with incident plane waves sent from one direction but at multiple frequencies. We define, for each frequency, the observable shape as the one which is described by finitely many modes and produces a far field pattern close to the measured one. In the first step, we propose a recursive Newtontype method for the reconstruction of the observable shape at the highest frequency knowing an estimate of the observable shape at the lowest frequency. We analyze its convergence and derive its convergence rate in terms of the frequency step, the number of the Newton iterations and the noise level. In the second step, we design a multilevel Newton method which has the same convergence rate as the one described in the first step but avoids the need of a good estimate of the observable shape at the lowest frequency and a small frequency step (or a large number of Newton iterations). The performances of the proposed algorithms are illustrated with numerical results using simulated data.
Introduction
We consider the problem of reconstructing the shape of a two-dimensional sound-soft acoustic obstacle using far field measurements associated with incident plane waves sent from only one incident direction but at multiple frequencies. The forward scattering problem can be represented by the following two-dimensional Dirichlet boundary value problem ∆u(x) + k 2 u(x) = 0, x ∈ R 2 \D,
u(x) = 0, x ∈ ∂D,
where k is the wavenumber, u is the total wave and u s := u−u i is the scattered wave. Here, u i is the incident plane wave given by u i (x) := e ikx·θ with θ ∈ S 1 := {x ∈ R 2 : |x| = 1} being the direction of incidence. The well-posedness of the problem (1)-(3) for each wavenumber k is well-known under the assumption that ∂D is Lipschitz (see, e.g., [20] ). Moreover, we have the following asymptotic behavior of the scattered field u s at infinity
wherex := x/|x| and u ∞ is an analytic function on S 1 referred to as the far field pattern of the scattered field u s . The inverse problem we investigate here is to reconstruct the obstacle D from measured far field patterns u ∞ (x, k),x ∈ S 1 , for one direction of incidence θ ∈ S 1 and multiple wavenumbers k in the interval [k l , k h ] (0 < k l < k h ). Here we denote the far field pattern by u ∞ (x, k) to emphasize its dependence on the wavenumber k.
Let us recall some known results concerning this problem. It has a unique solution if a band of wavenumbers [k l , k h ] is used, see, e.g., [23] . If the measurements correspond to a finite number of frequencies, as we consider in this paper, then the uniqueness of the solution is guaranteed if the lowest frequency is small enough, see, e.g., [11, 14] . For local uniqueness at each frequency, we refer to [26] . If more a priori information about the obstacle's shape is available, then some global uniqueness results at an arbitrary but fixed frequency have been published. For example, if the obstacles are polygonal, see [1, 8] and if thes obstacles are nowhere analytic, see [17] . Regarding the stability issue, loglog stability estimates are given in [18] and an improved log stability estimate is shown in [24] . In the high frequency regime, a conditional asymptotic Hölder stability estimate in the part of the boundary ∂D, of a convex obstacle D, illuminated by the incident plane wave u i is obtained in [25] .
The main advantage of using multifrequency data is that it can help to obtain accurate reconstructions without the need for a good initial guess. Let us explain the reasons why we can expect these two features. The first one is that since the size of the domain in which the inverse problem is uniquely solvable is inversely proportional to the used frequency, the one in which the objective functional has a unique minimum is also inversely proportional to that frequency, as proved in [25] . Due to this fact, if the lowest frequency used is small enough, it is not necessary to start from a good initial guess in solving for its unique minimum. The second one is related to the fact that, as discussed in [5] , for each frequency the dimension of the retrievable information is small which is due to the instability of the original problem. Therefore, at each frequency, we only need to choose a relatively small number of unknown parameters in the shape representation, which reduces the instability issue of the reconstruction problem. The third one is that at high frequencies the problem becomes more stable, i.e. more details of the obstacle can be reconstructed. However, there are more local mimima of the objective functional. Using the reconstruction result at a lower frequency helps to avoid getting a false local minimum.
Different reconstruction methods using multifrequency data have been proposed in the last two decades or so. The first type of method is known as frequency-hopping algorithms which use the reconstruction at a frequency as an initial guess at a higher frequency with the hope that this initial guess falls within the convergence domain of the objective functional. Several numerical results, using either simulated data, see e.g. [3, 9, 7, 25] , or experimental data, see, e.g. [4, 27, 28] , have been demonstrated. However, convergence of this type of algorithms was only investigated in [3, 25] for the so-called recursive linearization algorithm (RLA) proposed in [7] . Another type of methods using multifrequency/multiwaves data, related to the sampling methods, can be found in [15, 16, 22] . Inspired by the presentation in [7] , we define, for each frequency, the observable shape as the one which is described by finitely many modes and produces a far field pattern close to the measured one. Our goal then is to reconstruct the observable shape at the highest available frequency κ h . The link between this observable shape and the true one is related to the stability issue, see [25] and section 2.3 for more explanation. To achieve this goal, we proceed as follows.
• First, we propose a projected recursive Newton method for solving this inverse problem. The idea is to use a certain number of Newton iterations at each frequency, starting from the lowest one, and then the reconstruction is used to linearize the problem at the next higher frequency. We prove the convergence rate of this algorithm, see section 2, which shows a significant improvement compared to the linear convergence rate of the RLA obtained in [3, 25] . We investigate both noiseless and noisy data.
• Second, a multi-level Newton method is proposed and its convergence rate is also investigated. The main idea of this method is to divide the whole frequency set into subsets and each of them are treated using the recursive Newton algorithm of section 2. The difference between these two methods is that in multi-level Newton method the regularization parameter associated with different frequency subsets can be chosen to be different whereas in the original recursive Newton method this parameter is fixed at all frequencies. This adaptive choice of the regularization parameter allows us to obtain the same convergence rate as the previous algorithm but with less restrictive requirement on the accuracy of the reconstruction at the lowest frequency. This topic is discussed in section 3. Related to this approach, we cite the work [12] which also investigates a multi-level projected steepest descent method in Banach spaces with a discrepancy principle used for stopping the iterative process at each frequency.
Finally, we show in section 4 some numerical results using simulated data to demonstrate the performance of the aforementioned algorithms. Our numerical results are consistent with the theoretical analysis of sections 2 and 3.
Concerning the choice of the first guess at the starting frequency as well as the reconstruction accuracy, we refer the reader to section 3 of [25] .
2 A projected recursive Newton method and its convergence rate
In this work, we consider the case of star-shaped obstacles whose boundary ∂D can be represented by
where x 0 is a given internal point of D in R 2 and the radial function r is positive in [0, 2π] with r(0) = r(2π). In the following, we denote by D(r) to indicate the dependence of the obstacle on its radial function r. For each wavenumber k, we define the boundary-to-far field operator (or far field operator, in short) F (·, k) which maps each radial function r to the far field pattern u ∞ (·, k, r) of the forward scattering problem (1)- (3) with D = D(r).
In this paper, we assume that the shape is of class C 3 , i.e., the 2π-periodic extension of the radial function r from [0, 2π] to R belongs to C 3 (R). This smoothness guarantees the regularity of the derivatives of the far field operator used in section 2.2. We denote by X ad the set of radial functions of this C 3 -class starlike shapes. This set is considered as the admissible set in our algorithm. Let X be a Hilbert space which contains the admissible set X ad . In this work, we choose this space to be X := L 2 [0, 2π]. However other spaces can be used as well. Therefore, for generality, in the following we use the notation X instead of L 2 . The derivative of F with respect to the radial function, ∂ r F (r, k), is defined by
for a ∈ X. Note that ∂ r F (r, k) is an injective linear operator from X to L 2 (S 1 ) for r ∈ X ad , see [19, 10] . We also refer to these references for its characterization.
In the following sections, we denote by u ∞,δ m (·, k) ∈ L 2 (S 1 ) the noisy measured far field pattern at the wavenumber k with additive random noise of magnitude (noise level) δ ≥ 0. We define the operatorF δ from X ad to
The norms in X and L 2 (S 1 ) are denoted by · X and · 2 , respectively.
Description of the algorithm
Suppose that the far field pattern is measured at the discrete set of frequencies k n := k l + n∆k, n = 0, 1, . . . , N, with ∆k =
The choice of these subspaces will be discussed later in section 2.2. We denote by P n the orthogonal projection of X onto X n , n = 0, 1, . . . , N . Assume further that we have a rough approximation r 0 ∈ X 0 of the exact radial function at the lowest frequency k 0 = k l , which can be obtained by minimizing the least-squares objective functional as described in the first step of [25] . Given an integer J > 0 and an approximation r n ∈ X n of the radial function at wavenumber k n , we denote by r 0 n+1 := r n and consider J Newton iterations at wavenumber k n+1 as follows: r 
with α > 0. The solution to (6) is given by
where
, k n+1 ) and (A j n+1 ) * is its adjoint operator. Hence,
Since r 0 n+1 = r n ∈ X n ⊂ X n+1 , the approximations r j n+1 also belong to the subspace X n+1 for j = 1, . . . , J. We choose r n+1 := r J n+1 ∈ X n+1 as the reconstruction at the wavenumber k n+1 . This process is repeated until the highest wavenumber k N = k h . The algorithm is summarized as follows.
Algorithm 2.1.
• Given measured data u ∞,δ m (·, k) for k = k 0 , . . . , k N , the parameter α > 0 and the subspaces X n , n = 0, . . . , N .
• Step 1: find an approximation r 0 ∈ X 0 at frequency k 0 .
• Step 2 (recurrence) For n = 0, . . . , N − 1
End (for n).
Remark 2.1.
1. In the recursive linearization algorithm, as discussed in [3, 7, 25] , only one Newton step is used at each frequency. In other words, the reconstruction at k n+1 is chosen by r n+1 := r 1 n+1 . 2. The stopping criteria in Algorithm 2.1 is related to a trade-off between the frequency step ∆k (or the number of N of the used frequencies) and the number J of the Newton iterations to achieve a final error of the order O(δ To implement Algorithm 2.1, it is necessary to represent the radial function r as a function of a finite number of parameters. Since any radial function r(t) satisfies r(0) = r(2π), it can be considered as a periodic function with the period of 2π. Hence, we can represent it as the following Fourier series
We note that the Fourier coefficients β m and γ m converge to zero as m → ∞. Their convergence rate depends on the smoothness of the function r(t), see [13] . For each number M ∈ N, we define the cut-off approximation r M (t) of r(t) by
It is clear that, for large M , r M is different from r just in high frequency modes which represent small details of the obstacle shape. Let us recall the notion of finite dimensional observable shapes which was defined in [25] . For a given valueδ > δ, there exists a number
Note that M 0 (k) also depends onδ and δ, but we ignore these parameters since they are fixed throughout the paper. From this analysis, we can simplify the inverse problem by determining the cut-off approximation r M (or its Fourier coefficients) instead of the radial function r itself. By this simplification, the inverse problem becomes finite dimensional.
In the following analysis, we choose the subspaces X n of X containing all functions of the form (9) with M := M n depending on n, that means X n is spanned by the basis {1, cos t, sin t, . . . , cos M n t, sin M n t}. We denote by X + n := {ϕ ∈ X n : ϕ(t) > 0, ∀t ∈ [0, 2π]}. Since functions in X n are smooth, we have X + n ⊂ X ad .
Definition 2.2. For each wavenumber k and a givenδ > δ, a finite dimensional observable shape (or, in short, observable shape) D(r(k)) is defined as a domain of which the radial functionr(k) ∈ X + M for some M ∈ N and the corresponding far field pattern
By this definition, a finite dimensional observable shape basically produces the same measured data as the true one (up to the noise level) but usually has a simpler Fourier series. It is obvious that D(r M ) is a finite dimensional observable shape of the obstacle D(r) for M ≥ M 0 (k). However, we should emphasize that, there may be several finite dimensional observable shapes which are very different from D(r M ) due to the ill-posedness of the considered inverse problem. The question on how these observable shapes approximate the original one relates closely to the stability of the inverse problem which was discussed in [25] .
As remarked in [25] , we made use of the valueδ instead of the noise level δ because if the latter is used, the finite dimensional observable shapes might not exist. However, it is possible to chooseδ close to δ while M 0 (k) can still be chosen not too large. This can be explained using the Heisenberg's uncertainty principle in Physics on the resolution limit of scattering problems. It says that, at a fix frequency, we cannot observe small details of the scatterer using noisy measurements of the far field pattern, regardless the noise magnitude. In other words, choosing too many Fourier modes does not help to improve the reconstruction accuracy but increases the instability of the reconstruction. Therefore, M 0 (k) should not be chosen too large. As shown in [7] , this resolution limit is about half of the wavelength for weak penetrable scatterers, see also [2, 3] . Due to this uncertainty principle, we also choose r n , n = 0, . . . , N , in Algorithm 2.1 such that they contain finite numbers of Fourier modes.
Convergence rate
Algorithm 2.1 requires an approximation r 0 of the true radial function at the lowest frequency. As proved in [25] , we can only guarantee a "good" r 0 if the true obstacle D is contained in the disk B(x 0 , π k l ) centered at the point x 0 and radius π k l . Therefore, we first assume that the unknown obstacle is within a given region and the lowest frequency k l is chosen so small that this region is contained inside the disk B(x 0 , π k l ). Moreover, in the sequel, we make the following assumptions about the radial functions of the observable shapes:
Assumption 1: The radial functionsr(k n ), n = 0, . . . , N, are bounded from below, i.e., there exists a constantc > 0 such that
where · represents the maximum norm. Since the observable shapes, roughly speaking, are approximations of the true one, the assumption (10) requires that the size of the true obstacle is not too small. As indicated in Theorem 2.4, this lower boundc can be chosen comparable to the regularization parameter α, see (21) , which is reasonably small. That means, this assumption is not very restrictive.
Roughly speaking, this assumption says that the observable shapes of two consecutive frequencies should not be too different. For more details about the validity of Assumption 2, see Remark 3 of [25] . For the following convergence analysis, we assume that the subspaces X n , n = 0, . . . , N are chosen such that they contain the radial functionsr(k n ) of the observable shapes. We denote byÃ n := ∂ r F (r(k n ), k n ), n = 0, 1, . . . , N and σ n the smallest singular value ofÃ n restricted to X n+1 ,Ã n X n+1 , for n = 0, . . . , N − 1. Since these operators are injective, we have σ n > 0, n = 0, . . . , N − 1. Finally we define
For the radial functionsr(k), k ∈ [k l , k h ] associated with a given set of observable shapes of r, we write the operatorF δ as
Note that F (r, k) is twice continuously differentiable (see Remark 1 of [25] ). Therefore, there exist some positive constants d i , i = 1, . . . , 4, such that for all r ∈ B(
In this section, we need the following estimates concerning compact linear operators. 
Moreover, ifÃ is also a compact linear operator from X to Y , we have
We first prove the following result for the case of noiseless data.
Theorem 2.4. Assume that the radial functionsr(k n ), n = 0, . . . , N, of the observable shapes satisfy Assumptions 1 and 2. Let X n , n = 0, . . . , N, be the subspaces of X containing these radial functions. Let r n , n = 0, . . . , N, be given by Algorithm 2.1 withF δ being replaced byF . Then for a fixed positive real number , 0 < < 3/(2 + d 0 ), and for the regularization parameter α satisfying
there exists an integer N 0 depending on and α such that if
then we have r n (t) > 0 ∀t ∈ [0, 2π] and the following error estimate holds true
where C 1 is a constant independent of α and N .
Proof. For n = 0, . . . , N and j = 0, . . . , J, we denote by e n :=r(
We also denote by e j n+1 :=r(k n+1 ) − r j n+1
for j = 1, . . . , J; n = 1, . . . , N . We first estimate e 1 n+1 . Here we repeat some arguments of [3, 25] . It follows from (7) that
We recall that r 0 n+1 = r n . Let us evaluate the right hand side. Firstly, the first two terms are bounded by (11) . Secondly, note that sincer(k n ), r n ∈ X n ⊂ X n+1 , we havẽ r(k n ) − r 0 n+1 = P n+1 e n . The spectral theory implies that
Thirdly,
Using the Taylor expansion ofF (r n , k n ) atr(k n ) up to the second order, (17) and (14)- (15), we have
On the other hand, it follows from Lemma 2.3 and (14)- (15) that
From the definition of A 0 n+1 andÃ n we have
Replacing this estimate into the above inequality we obtain
It follows from (15) that
Substituting (27)- (29) into (26), we obtain
By combining (11), (25) and (30) we have
Let us estimate the right hand side of (31). First, it follows from (20) that
Next, if e n X ≤ d 0 c 0 α, from (22) we have
For the chosen α, we can also choose a number N 0 = N 0 (α) such that for all N ≥ N 0 , we have
and
Note that the right hand side is positive. It follows from (31)-(35) that
Next, we estimate e j+1 n+1 for j = 1, . . . , J − 1. We rewrite them in the form
By the same arguments as above, we obtain
Hence, under the same conditions (32) and (33)
Therefore, if e 0 X ≤ d 0 c 0 α, we can prove by recurrence that e Hence, r n (t) > 0 for all n. Moreover,
Consequently,
From (22) we can see that c 0 is bounded from above by
Moreover, for a fixed frequency interval [k l , k h ], N N is bounded in terms of N . Therefore, there exists a constant C * > 0 independent of N and α such that
On the other hand, it follows from (34) that
. Replacing these inequalities into (38) we obtain (23) with
In the case of noisy data, we have the following result.
Theorem 2.5. Assume that the radial functionsr(k n ) and the subspaces X n , n = 0, . . . , N, are as in Theorem 2.4. Let r n , n = 0, . . . , N, be given by Algorithm 2.1. For fixed positive real numbers , ξ, 0 < < 3/(2+d 0 ), 0 < ξ < 1, and for the parameters α and c 0 satisfying (20) and (22) respectively, we define the positive parameterδ 0 bỹ
Then there exists an integer N 0 independent ofδ such that if (21) is satisfied, we have r n (t) > 0 ∀t ∈ [0, 2π] and the following error estimate holds true
for everyδ ≤δ 0 , where C 1 is as in Theorem 2.4 and C 2 is a constant independent ofδ, α and N .
Proof. Using (13) we can rewrite the error as
for j = 0, . . . , J − 1. It follows from Lemma 2.3 that
Using the estimates (31) and (37) for the noiseless case, from (43)- (44) we have
And for j = 0, . . . , J − 1, we obtain
Forδ ≤δ 0 , we have from (20) and (41) that
Or, equivalently, α satisfies (32) and the following inequalitỹ
On the other hand, there exists N 0 such that condition (34) is satisfied for all N > N 0 and
Now using the same arguments as in the proof of Theorem 2.4, we can show that e j n X ≤ d 0 c 0 α for all j = 0, . . . , J; n = 1, . . . , N , if (21) is satisfied. This implies the positivity of r n as in Theorem 2.4. Moreover,
Consequently, for n = 0, . . . , N − 1, we have
(50) Hence,
Here the constant C is the same as in Theorem 2.4. Finally, taking into account the condition (47) we obtain (42) with the constant C 2 given by
The proof is complete.
Remark 2.2. To obtain the Hölder type error estimate of the form e N X = O(δ 2/3 ), we require that
. That means, if ∆k is small, we do not need to use many Newton iterations and vice-verse. In other words, there is a trade-off between the frequency step ∆k and the number of Newton iterations for a given accuracy.
Discussion on the link between the true shape and the observable shapes
Theorems 2.4 and 2.5 show the accuracy of the reconstruction of the observable shapes. The final accuracy of the algorithm with respect to the true shape depends on the stability of the reconstruction problem under investigation. When the final frequency k h is very high, a Hölder type stability estimate was proved in [25] for the part of the boundary illuminated by the incident wave. Hence a natural question arises: are the error estimates of Theorems 2.4 and 2.5 uniform with respect to frequency interval when k h becomes very large. The answer to this question depends on the dependence of the constants C 1 and C on the frequency interval. For simplicity, we assume that the lowest frequency is fixed and the same frequency step is used in all frequency intervals. Below we give a heuristic, non-rigorous explanation about which factors could affect the error estimates when k h increases.
First of all, we know that the higher the frequency, the better the stability of the reconstruction problem. Therefore the observable shapes should become closer and closer. As a result, the constant d 0 in Assumption 2 should not increase when k h is increased. Second, we can see from (15) that d 1 , d 2 and d 3 are non-decreasing. Moreover, since c 0 can be bounded from above by a constant which is not increased when k h increases, see (39). Therefore, the constant C 2 is non-increasing.
Concerning the constant C 1 , from (40) it follows that the second term is non-increasing. Indeed, for a given frequency step ∆k, we have
That means, it is non-increasing when k h increases if the frequency step is kept fixed. The other factors of the second term of (40) are clearly non-increasing. Hence, the only factor which could cause the constant C 1 to increase is d 2 in the first term of (40). The question on how this factor d 2 depends on the frequency is still open to us. Note however that, based on integral equation methods, precisely the explicit dependence of the norms of the corresponding boundary integral operators in terms of the frequencies, see [6, 21] for instance, we infer that d 2 increases as k h increases, but at a moderate rate, i.e. polynomially. Then we can eliminate its effect on the constant C 1 by increasing the number of Newton steps at each frequency. We will investigate this question in a future work.
We recall that the error estimate (42) was obtained under the conditions (32), (34), (47) and (48). In this section, we choose ξ = 1/2 for simplicity. To make the analysis easier to follow, we rewrite the above conditions here
with the constant c 0 being given by (22) which depends on α. Therefore, in the following, we denote by c 0 (α) to indicate this dependence. We reserve the notations c 0 and α for the constants in the previous section, i.e. these constants associate with the full frequency set. So Theorem 2.5 says that if the conditions (52)-(55) are satisfied, and if the solution r 0 at the lowest wavenumber k 0 satisfies (21), i.e.
then the final error estimate (42) holds true. We remark that the regularization parameter α depends on the smallest singular value σ of the domain derivativeÃ n , n = 0, 1, . . . , N . Clearly, the more frequencies used, the smaller this singular value σ is. Therefore, by subdividing the original interval of frequencies into sub-intervals and choosing this regularization parameter depending on the smallest singular value in different frequency sub-intervals, we may not need to choose a small regularization parameter (in other words, with a less restrictive condition on the initial guess) at the first sub-interval but still obtain a comparable error estimate as (42).
To make the following analysis consistent with the previous section, we still consider the set of frequencies k 0 = k l , . . . , k N = k h with step size ∆k as in section 2. Suppose that the original frequency interval {k 0 , . . . , k N } is divided into M sub-intervals from low to high frequencies. These sub-intervals do not need to have the same number of frequencies. We denote byσ m the smallest singular value in the m-th sub-interval. That is, σ m = min{σ n , k n belongs to the m-th sub-interval}.
Here σ n the smallest singular value ofÃ n X n+1 as in section 2. Moreover, we choose the sequence of parametersσ m , m = 1, . . . , M , as follows:
by this choice of the parametersσ m , it is clear that
Associated with these sub-intervals, we choose the set of regularization parameters α m , m = 1, . . . , M such that (52) is satisfied in each sub-intervals, where σ is replaced by the corresponding parameterσ m . That is,
Moreover, α m are also chosen such that
The multi-level Newton algorithm can be summarized as follows.
Algorithm 3.1.
• Given measured data u
. . , k N , and the partition of this frequency interval into M sub-intervals.
• Step 2: For m = 1, . . . , M -Choose α m satisfying (58) and (59).
-Use Algorithm 2.1 to find an approximation in the m-th frequency sub-interval.
Let us show a similar convergence result as in Theorem 2.5 for this algorithm. From (22) and (59) it can be proved using elementary analysis that
We recall that c 0 and α are associated with the whole frequency interval {k 0 , . . . , k N }. It also follows from (59) and (60) that the inequalities (53)-(55) still hold for the same frequency step ∆k and noise level as in Theorems 2.4 and 2.5 when α is replaced by α m and c 0 by c 0 (α m ). That means, all the conditions of these theorems are satisfied for each sub-interval. Now we replace the condition (21) in Theorems 2.4 and 2.5 by the following one for the first sub-interval:
Hence, from Theorem 2.5 (see (51)) we obtain the following error estimate in the first sub-interval
for a constantC 1 . This constant can be chosen fixed for all frequency sub-intervals and independent ofδ. Here k N 1 is the maximum frequency of the first sub-interval. It follows from (54) and (62) that
In the second sub-interval, we use the final approximation r N 1 of the first sub-interval as the initial guess, i.e., it plays the same role as r 0 in section 2. For the given frequency step ∆k, we can choose the number of Newton iterations J large enough so that the following inequality holds true r(k
This process can be continued until the last sub-interval. In the last sub-interval, we obtain a similar error estimate as (42). We summarize the above analysis in the following theorem.
Theorem 3.2. Suppose that the frequency set {k 0 , . . . , k N } is subdivided into M subintervals. Denote by N m the number of frequencies in the m-th sub-interval. Moreover, let be a positive real number satisfying 0 < < 3/(2 + d 0 ), and α m , m = 1, . . . , M , be the regularization parameters satisfying (58) and (59). We also suppose that the frequency step is small enough so that the conditions (53) and (54) are fulfilled for α = min{α m , m = 1, . . . , M } and c 0 = c 0 (α) given by (22) . Then there exists an integer J large enough such that if the reconstruction at the lowest frequency satisfies (61), we have r n (t) > 0 ∀t ∈ [0, 2π] and the following error estimate holds true
for everyδ ≤δ 0 , where C 2 is as in Theorem 2.5 andC 1 is a constant independent ofδ, α m and N . Hereδ 0 is defined as in (41).
Remark 3.1. Theorem 3.2 indicates that we still obtain the same error estimate as in Theorem 2.5 with C 1 being replaced byC 1 . That means, by using the multi-level algorithm, we can obtain basically the same error estimate as in Theorem 2.5 with the first guess r 0 satisfying the condition (61) which is, in general, weaker than (21) due to (60). This issue is related to estimating the lower bounds of the singular values σ 1 . Actually, at each level m, m = 1, ..., M , we take the regularization parameter α satisfying similar estimate, i.e (58). In a forthcoming work, we will investigate the lower bound of σ m in terms of the frequency κ and the dimension of the corresponding space X n+1 . With such estimates at hand, the regularization parameter α m can be chosen compared to the known quantities k and n. Let us finally make some comments on the condition (55) on the noise level.
As the frequency becomes high, α becomes small and so for the noise level. However this is quite natural since at high frequencies we expect to reconstruct small details and this makes sense only if the measurements at hand are not so noisy.
Numerical results
In this section, we show some numerical results to demonstrate the performance of the proposed algorithms. We also compare reconstruction results using these algorithms with the recursive linearization algorithm. In these tests, we considered flower-shaped obstacles defined by the equation {x(t) = c 1 (1 + c 2 cos c 3 t)(cos t, sin t), t ∈ [0, 2π)} with positive constants c 1 , c 2 and c 3 . The first parameter determines the area of the obstacle, the second one relates to the curvature and the last one determines the number of petals of the "flower". Two obstacles were considered which correspond to two sets of parameters: c 1 = 2, c 2 = 0.3 and c 3 = 4 (obstacle 1), and c 1 = 2, c 2 = 0.2 and c 3 = 9 (obstacle 2). The measured far field patterns u ∞ m (·, k j , r), j = 0, . . . , N , used in these tests were simulated as the solution of the forward problem (1)-(3) which was solved by the integral equation method [10] . We used 16 observation directions uniformly distributed on the unit circle. The same method was also used to calculate the domain derivative of the far field operator. Additive random noise of 5% was added to the computed far field patterns.
Our numerical tests in [25] have indicated that although the regularization parameter α must satisfies conditions (32) and (47) in the theoretical analysis, numerical performance seemed to be more optimistic. In our tests, this parameter could be chosen in a wide range, say, from 10 −6 to 10 −1 which still provided good reconstruction results. Therefore, in the following examples, the regularization parameter α was chosen to be 10 −2 . We fixed the direction of incidence to be θ = (− 2 ). The wavenumbers were chosen between k l = 0.5 and k h = 8.
The approximation r 0 at the lowest frequency was computed as follows: we first approximated the obstacle by a circle. In this case, the center and radius of the approximating circle were found by minimizing the corresponding least-squares objective functional.
Then, three Fourier coefficients were chosen to represent r 0 . These parameters were then found by solving again the least-squares minimization problem using the Matlab optimization routine fmincon. Our results showed that these optimization problems were stable, therefore we did not need a good initial guess. However, we obtained only an approximation of the low frequency information of the obstacle in this step. Figure 1 shows the reconstruction of obstacle 1 using 12 wavenumbers. In Figure 1 (a), 4 Newton iterations at each frequency were used while only 1 Newton iteration at each frequency was used in Figure 1 (b) . We can see that the first one is more accurate than the second one. We remark that, as pointed out in [25] , the reconstruction is good in the part of the obstacle illuminated by the incident plane wave but the details of the shadow part is not well reconstructed.
In Figure 2 we depict the reconstruction of obstacle 2. For this obstacle, 20 wavenumbers were used in order to reconstruct its small detailed features. We also can see that using 4 Newton iterations improved the accuracy compared to using only 1 iteration. We would like to emphasize that this improvement is more clear for a smaller number of frequencies or a larger number of Newton iterations, see Figure 3 for the results of obstacle 2 using 16 wavenumbers.
To see the performance of the multi-level method of Section 3, we show in Figure 4 the reconstruction of the two obstacles. The reconstruction r 0 at the lowest frequency was obtained by just one iteration of the nonlinear least-squares optimization problem. By doing so, we expected that this should not be as good as in the previous tests. The regularization parameter α at the first frequency step was chosen to be 0.04 which is 4 times larger than that at the other frequencies. Moreover, 5 iterations were used at the first step and 4 iterations were used at the other frequencies. As can be seen, the reconstructions are comparable to Figure 1 (a) and Figure 2 (a) which confirm our theoretical analysis.
