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Object detection is a crucial and challenging task in the field of embedded vision
and robotics. Over the last 15 years, various object detection algorithms/systems
(e.g., face detection, traﬃc sign detection) are proposed by diﬀerent researchers
and companies. Most of these research are either focused on improving the de-
tection performance or devoted to boosting the detection speed, which reveals two
typically employed criteria while evaluating an object detection algorithm/system:
detection accuracy and execution speed. Considering these two factors and the ap-
plication of object detection to the domains such as service robots and Advanced
Driving Assistance System (ADAS), FPGA is a promising platform to achieve accu-
rate object detection in real-time. Therefore, FPGA-based robust object detection
systems are designed in this work.
The main work of this thesis can be divided into two parts: promising algorithm
obtaining and hardware design on SoC-FPGA. Firstly, representative object de-
tection algorithms are selected, implemented, and evaluated. Thereafter, a gen-
eralized object detection framework is created. With this framework, pedestrian
detection, traﬃc sign detection, and head detection algorithms are realized and
tested. The experiments verify that promising detection results can be obtained
by employing the generalized object detection framework. For the work of hard-
ware design on FPGA, the platform of the object detection system, which consists
of stereo OV7670 cameras, Xilinx Zedboard, and a monitor that can visualize the
detection results, is created. After that, IP cores that correspond to each block of
the framework are designed. Configurable parameters are provided by each IP
core so that the IPs, especially feature calculation IP and feature scaler IP, can be
correctly instanced according to the fast feature pyramid theory. Finally, by em-
ploying the designed IP cores, pedestrian detection system, traﬃc sign detection
system, and head detection system are designed and evaluated. The on-board test-
ing results show that real-time object (e.g., pedestrian, traﬃc sign, head) detection
with promising accuracy can all be achieved. In addition, with the generalized ob-
ject detection framework and the designed IP-toolbox, the object detection system
that targets any instance of objects can be designed and implemented rapidly.
ii
Kurzfassung
Objekterkennung ist eine essenzielle und herausfordernde Aufgabe in den Forsch-
ungsgebieten der Embedded Vision und der Robotik. In den letzten 15 Jahren
wurden verschiedene Objekterkennungsalgorithmen und Systeme (z.B. Gesicht-
serkennung) aus der Forschung sowie der Industrie präsentiert. Der Forschungss-
chwerpunkt liegt dabei typischerweise entweder bei der Verbesserung der Erken-
nungsqualität oder bei der Beschleunigung der Erkennungsgeschwindigkeit. Hi-
eraus leiten sich direkt die Kriterien für den Einsatz von Objekterkennungsal-
gorithmen und Systemen ab: Erkennungsgenauigkeit und die Erkennungslatenz.
Unter Berücksichtigung dieser Kriterien und dem konkreten Einsatzgebiet der
Objekterkennung für Serviceroboter und ADAS haben sich FPGA Plattformen als
vielversprechende Kandidaten für die Implementierung von hoch genauen Ob-
jekterkennungsalgorithmen mit strikten Echtzeitanforderungen herausgestellt.
Auf Bases dessen wurden im Rahmen dieser Arbeit eine robuste Objekterkennung
entwickelt.
Der Fokus dieser Arbeit ist geteilt in zwei Aspekte: Identifikation und Analyse
geeigneter Objekterkennungsalgorithmen und deren Implementierung in einer
FPGA basierten SoC-Plattform. Zu Beginn wurden eine Reihe von repräsentativen
Algorithmen ausgewählt, in einer Testumgebung implementiert und evaluiert.
Darauf aufbauend wurde ein Entwicklungs-Frameworks für die Erkennung von
Passanten, Verkehrszeichen sowie Kopfdetektion entwickelt und analysiert. Für
die Entwicklung einer FPGA basierten Plattform wurde ein Objekterkennungssys-
tem erstellt. Eine Sammlung aus IP-Cores, die das Entwicklungs-Framework bild-
en, wurden für die FPGA Plattform implementiert. Die IP-Cores bieten eine Reihe
von Konfigurationsparametern für den flexiblen Einsatz von neuen Komponen-
ten, im Besonderen IP-Cores für die Berechnung und Skalierung von Erkennung-
seigenschaften, basierend auf der Fast Feature Pyramid Theorie. Abschliessend
wurden die entwickelten IP-Cores zur Erkennung von Passanten, Verkehrszeichen
sowie die Kopfdetektion integriert und gemeinsam evaluiert. Die gesammelten
Ergebnisse aus verschiedenen Testscenarios der entwickelten FPGA-Plattform zei-
gen, dass die Objekterkennung in Echtzeit mit vielversprechender Genauigkeit
erreichbar ist. Darüber hinaus können mit dem generalisierten Objekterken-
nungsrahmen und der entwickelten IP-Toolbox schnell und flexibel belibige Ob-
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Object detection is a hot research topic over the last two decades. The goal of
object detection is to detect all instances of objects from a known class, such as
cars, traﬃc signs or people in an image [1]. Today, it is widely used in the field of
robotics, computer vision, autonomous driving, etc. Due to the diﬀerence of appli-
cation scenarios, many interesting and useful detection algorithms/applications
are proposed and implemented by diﬀerent researchers or companies. Some of
these object detection applications are shown in Figure 1.1.
(a) (b) (c) (d)
Figure 1.1: An illustration of various object detection applications: (a) Traﬃc sign detec-
tion (b) Pedestrian detection (c) Cyclist detection (d) Face detection
Figure 1.1 (a) illustrates an example of traﬃc sign detection, which is an essential
and important part of any traﬃc sign recognition system. Figure 1.1 (b) (c) (d)
illustrate the example applications of pedestrian detection, cyclist detection, and
face detection, respectively.
With the popularization of Advanced Driver Assistance Systems (ADAS), diﬀerent
driving-safety modules are added to the ADAS system gradually, which includes
several object detection modules, such as front-view car detection, pedestrian de-
tection, and blind spot detection. Today, these object detection modules are be-
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coming the essential components of diﬀerent ADAS or intelligent driving systems.
By employing object detection applications in ADAS, the probability of rear-end
collision or other car accidents can be dramatically decreased. In addition, traﬃc
sign detection, obstacle detection, etc. applications are also an indispensable part
of the autonomous/automated driving system, which is also an extremely popu-
lar research field and being developed independently by Google [2], Daimler [3],
Continental [4], etc.
Face detection and iris detection are two typical applications in computer vision
and robotics field, which normally serve as the first step of facial and iris recogni-
tion, respectively. Nowadays, some modern smartphones and laptops employ face
or iris detection/recognition as one feature to realize device unlocking or even bill-
paying. In medical diagnosis area, suspicious tissues which are similar to breast
tumor can be detected by a detection application that employing AdaBoost clas-
sifier with Haar-like features [5]. With this application, the doctor can focus more
on the suspicious areas that detected and marked by the software.
Object detection is also applied in many other fields, such as surveillance con-
trol, smart home, and robotics. In a nutshell, all the works that related to object
detection during the last two decades can be categorized into two groups:
Proposing new detection approaches with better performance. These works
are usually achieved by employing better feature descriptors or better clas-
sification methods. The targeting platform of these works is PC, and C/C++/
Matlab/python is used as the programming language.
Improving the detection speed of various object detection algorithms. Un-
like new detection methods proposing, this category of works relies on the
algorithms proposed by other researchers and devotes the eﬀort to improv-
ing the detection speed on diﬀerent heterogeneous platforms (e.g., CPU+GPU,
FPGA). During this process, code optimization for hardware platforms, e.g.,
CPU+GPU, or delicate hardware design for FPGA is employed.
Take pedestrian detection application as the example, in [6] [7] [8] [9], diﬀerent
pedestrian detection algorithms are proposed to achieve better detection results
by utilizing larger feature descriptors (e.g., gradient, LUV, optical flow) or more
complex classification methods, such as Convolutional Neural Networks (CNN).
These algorithms indeed achieve better detection performance, with the price of
requiring more computing resources and slower detection speed. For instance,
Tome proposed a pedestrian detection approach based on deep convolutional
neural networks in [8], which produces the sate-of-art performance for pedestrian
detection. However, the execution time of this application on a machine with six-
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core 2.4 GHz Intel Xeon CPU E5-2609, a NVIDIA GTX980 GPU and 32GB ram is
530ms for a 640× 480 image.
On the other hand, a number of real-time pedestrian detection systems are im-
plemented on FPGA or SoC-FPGA platform [10] [11] [12] [13]. Although most of the
implementations are based on the conventional HoG+SVM [14] algorithm pro-
posed by Dalal in 2005, low-power consumption and real-time pedestrian detec-
tion are realized. ( A more concrete and detailed description of related works to
object detection are introduced in Section 2.4.)
1.2 Contributions
Due to the diﬀerences of objects, one object detection algorithm is ordinarily tar-
geting one type of objects. For instance, face detection algorithm is only targeting
faces. Consequently, the designed hardware system on FPGA or SoC-FPGA can
also only detect one type of objects. The aim of this work is to design a generalized
object detection system, which can be used to detect diﬀerent objects with min-
imum eﬀorts of reconfiguring some parameters. To achieve this goal, the main
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Figure 1.2: The main work of this thesis
Firstly, the typical and state-of-art object detection algorithms, especially
pedestrian detection algorithms (since pedestrian detection is one of the
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most diﬃcult tasks in object detection), are selected, implemented, opti-
mized, and analyzed.
Based on the obtained pedestrian detection algorithm, which achieves one
of the best performance, a generalized object detection framework is created
and verified by various object detection applications. Then, with this frame-
work, the algorithms of traﬃc sign detection, head detection, and pedestrian
detection are programmed and evaluated.
A object detection platform, which consists of two OV7670 cameras, Zed-
board, and a monitor, is created. To connect stereo cameras with Zedboard
via Pmod interface, two PCB boards are designed.
An IP-toolbox, which includes all IP cores (e.g., feature calculation, classifi-
cation, camera capture) required to create various object detection systems
on SoC-FPGA, is designed. To guarantee the IP cores can handle the detec-
tion of various objects, configurable parameters are supported by most of
the IP cores.
Pedestrian detection system, traﬃc sign detection system, and head detec-
tion system are designed designed by employing the IP cores that inside
the IP-toolbox. In this process, parameters of each IP core are configured
according to the fast feature calculation theory and the trained detector of
each system.
1.3 Structure of the Thesis
The structure of this thesis is organized as follows.
Chapter 2 firstly introduces the conventional process of object detection algo-
rithms and systems. Then, typical features and classification methods used in
various object detection applications are described. After that, related work of ob-
ject detection algorithms and systems are introduced and compared.
In Chapter 3, typical and state-of-art object detection algorithms are selected and
implemented. The performance of selected algorithms are compared and ana-
lyzed.
By analyzing the detection process and performance of selected algorithms, a gen-
eralized object detection framework, which provides promising detection results
and is suitable for hardware pipeline architecture generation, is created and veri-
fied in Chapter 4.
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In Chapter 5, based on the generalized object detection framework, all IP cores,
such as stereo image rectification, feature extraction, data scaling and detection,
are designed by Verilog or Vivado High-Level Synthesis (HLS) tool [15].
Thereafter, in Chapter 6, pedestrian detection system, traﬃc sign detection sys-
tem, and head detection system are designed and implemented with the IP cores
that designed in Chapter 5. The testing result of each detection system on Zed-
board is evaluated.
Finally, Chapter 7 concludes the whole work.

Chapter 2
Object Detection Algorithms and Systems
In this chapter, the typical structure of object detection algorithms and systems is
described. Then, the key features and classification methods that used in diﬀerent
detection algorithms are introduced. Based on these pieces of knowledge, related
work of object detection algorithms and systems are described.
2.1 Typical Object Detection Structure
After the research of object detection for two decades, various detection algorithms
are proposed, and many detection systems are built. However, the overall struc-
ture of these algorithms and systems are similar. In this section, the typical struc-
ture of object detection is presented. Moreover, as mentioned in Chapter 1.1, the
research works in object detection field are either focused on improving the de-
tection accuracy or devoting to accelerating the detection speed on diﬀerent plat-
forms. Due to the diﬀerence of their focus, the typical structure of object detection
algorithm and system is separately introduced.
2.1.1 The Typical Structure of Object Detection Algorithm
The targeting objects of an object detection algorithm can be humans, eyes, ten-
nis ball, etc. Because the complexity of these objects is quite diﬀerent, diﬀerent
classification approaches are applied. For instance, to detect a green tennis ball in
an image, the size, shape, and color information of the ball is known. With these
bits of information, the tennis ball can be defined by some mathematic restric-
tions, such as the ball is round, the color is green. Therefore, the detection can be
performed by employing these mathematic constraints.
However, for the human detection, face detection, etc., it is impossible to describe
the targeting objects by simple mathematics. Hence, employing machine learning
approaches in object detection applications emerged and popularized. The ma-
chine learning methods that commonly used in object classification are Support
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Vector Machine (SVM) [16] and Boosting (e.g., AdaBoost [17]). In recent two years,
deep convolutional neural networks [18] based classification approach is also be-
coming a popular in object detection field.


















Figure 2.1: The structure of a typical object detection algorithm
The whole algorithm is divided into two phases: training and testing. In train-
ing phase, thousands of object images with annotations are used as the training
dataset to train the classifier by the classification method SVM, Boosting or CNN.
Note that the training phase may repeat multiple times to generate a promising
classifier. When the classifier is generated, it is employed in the testing phase to
detect whether objects exist in testing images. The images used in testing phase
are also annotated. Hence, the performance of the algorithm can be verified and
measured.
2.1.2 The Typical Structure of Object Detection System
Except proposing new algorithms, some researchers work on the algorithm op-
timization or algorithm implementation on diﬀerent platforms, e.g., PC+GPU,
FPGA, embedded systems. For these works, the training phase is omitted, and the
pre-trained classifier is directly used. The typical structure of an object detection
system is shown in Figure 2.2.
As can be seen from Figure 2.2, only one phase is inside the detection system: de-
tecting phase. The data input of the system can be from an image sensor, such as
video camera, infrared camera, or from image dataset. When the targeting plat-
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Figure 2.2: The structure of a typical object detection system
form is embedded systems or FPGA, a monitor is also required to display the re-
sults of detection.
2.2 Commonly Used Features in Object Detection
For the ease of description, “channel” is used in this thesis to describe the resulting
“image” of extracting one type of feature from an image. In other words, a channel
is the response of a linear or nonlinear transformation of an input image [19]. Each
pixel in a channel is corresponding to one pixel or a patch of pixels in the input
image. For instance, R, G, and B color channels of a color image can sever as three
channels. Given two images I and I′ that are related by a translation, if we denote
the calculation of a channel as Ω, two calculated channels C = Ω(I) and C′ =
Ω(I′), which are translationally invariant, are related by the same translation.
2.2.1 LUV Feature
Color is a salient feature of the object in many object detection applications, e.g.,
license plate detection, traﬃc sign detection. In real applications, the captured
colorful images are stored in RGB format. RGB is a widely used color space in the
field of photography, computer graphics, and television. It utilizes the combina-
tion of red, green, and blue to generate diﬀerent colors [20]. Hence, the change
of color may result in an obvious numerical diﬀerence of all three color chan-
nels, which makes RGB color space not appropriate for the comparison of image
diﬀerences.
On the other hand, CIE LUV color space, which is the extension of “CIE 1931 XYZ”
color space, was designed to be “perceptually linear”. This means that a change
of the same amount in a color value should produce a change of about the same
visual importance [20]. Because of its “perceptually linear” characteristic, CIE LUV
color space is much more suitable for color comparison, diﬀerence comparison of
color images, etc. tasks. Therefore, L, U, and V are employed as the representing
features in some object detection applications.
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To use the LUV features in object detection, a conversion from RGB to LUV color
space is required. The three channels that comprise the CIE LUV color space are
luminance, which is denoted as L and color values that can be represented by U
and V. Because CIE LUV is a derivation from standard CIE XYZ color space, no
straightforward converting equations are available from RGB to CIE LUV. Hence,
RGB color space to CIE XYZ color space is firstly converted, which can be ex-
pressed by:  XiYi
Zi
 =





where Ri, Gi and Bi are the R, G and B color value of one pixel, respectively. Xi, Yi
and Zi are the channel values after conversion. With Xi, Yi and Zi, the luminance
Li can be calculated by:
Li =

116 · (Yi) 13 − 16,Yi > ( 629)3
(293 )
3 ·Yi,Yi ≤ ( 629)3
(2.2)
Thereafter, the data of U and V channels Ui and Vi can be obtained by
Ui = 13Li(
4Xi




Xi + 15Yi + 3Zi
− 0.468331).
(2.3)
The conversion matrix employed in Equation (2.1) and parameters used in Equa-
tion (2.2), (2.3) are predefined by the CIE organization [21]. With Equations (2.1) to
(2.3), the color space conversion from RGB to LUV can be achieved.
Figure 2.3 illustrates the diﬀerence between RGB channels and LUV channels of
the average image of all positive samples in INRIA dataset [22]. From this fig-
ure, it is evident that the intensity of RGB color channels barely changes. On the
contrary, obvious diﬀerences exist in LUV channels. The red rectangle in the U
channel highlights that there is a peak at the location of human’s face, which can
be used as a key feature in pedestrian detection.
2.2.2 Gradient Feature
The gradient of a pixel in an image is defined as the directional change in each
color channel of the pixel relative to its surrounding pixels. For each pixel, its
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Figure 2.3: The diﬀerence between RGB and LUV channels of the average image of all
positive samples in INRIA dataset
gradient contains two parts: magnitude and orientation. The gradient magnitude
represents the intensity of the directional change, and the gradient orientation
represents the direction of this change [23]. In image processing, there are sev-
eral methods to compute the gradient of an image. The most commonly used
is the first-order gradient. The calculation process of first-order gradient can be
described as follows.
For any point P(x, y), its surrounding points are P(x − 1, y), P(x, y− 1), P(x +
1, y), and P(x, y+ 1). The gradient magnitude M(x, y) of pixel P(x, y), which can
be decomposed to gradient magnitude along x-axis Mdx(x, y) and y-axis Mdy(x, y),
is calculated by:
Mdx(x, y) =
P(x+ 1, y)− P(x− 1, y)
2
Mdy(x, y) =




Mdx(x, y)2 +Mdy(x, y)2.
(2.4)
From Equation (2.4), we can obtain that the components Mdx(x, y) and Mdy(x, y)
of gradient magnitude can be represented by the convolution of the image with fil-
ters
[−1 0 1] and
−10
1
, respectively. Furthermore, with the calculated Mdx(x, y)
and Mdy(x, y), the gradient orientation O(x, y) at point P(x, y) can be obtained
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by:




Figure 2.4 exemplifies an image captured by OV7670 camera (the camera that em-
ployed in the object detection platform of this work, which will be introduced in
Section 6.1) and its corresponding gradient magnitude result.
Figure 2.4: An example of the OV7670 camera captured image (left) and its corresponding
channel image of the gradient magnitude (right)
As can be seen from Figure 2.4, the contour of objects can be extracted with gradi-
ent computing. Therefore, gradient magnitude can be employed as one channel
feature for traﬃc sign, etc. objects which have a clear contour.
2.2.3 HoG Feature
HoG feature, which is the abbreviation of Histogram of Oriented Gradients, was
first introduced by Dalal and Triggs for pedestrian detection in [14]. The basic
idea of HoG feature is trying to utilize the gradient orientation information that
computed during the gradient computing process. Although by Equation (2.5),
gradient orientation of all pixels in the image can be calculated, the orientation
results are sensitive to even slightly changes in the original image. Therefore,
in HoG feature, a histogram is performed for every N × N data of orientation
channel where N is normally between 3 ∼ 9.
Figure 2.5 illustrates an example of a 3× 3-based HoG calculation process. Gra-
dient orientation of each pixel is drawn as an arrow and all orientation data are
categorized into four bins/groups. To simplify the calculation process and de-
scription, assuming the magnitude of all gradients are the same and equal to one.
Then, the histogram is executed by accumulating the magnitude of gradient in
each bin based on their orientations. Finally, the HoG result can be obtained by
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combining the histogram results to one vector, which equals to [4 1 2 2] in the
example of Figure 2.5.
Figure 2.5: An illustration of a simplified HoG calculation process on a 3× 3 block data
In original HoG descriptor, a patch of 8× 8 pixels is grouped as a cell. 9 orien-
tation bins are defined by evenly spacing 0o ∼ 180o (unsigned gradients). Then,
histogram of oriented gradients is calculated by quantizing all orientation data
inside each cell into 9 bins. Due to the diﬀerence of illuminations, object poses,
and foreground-background contrast, an eﬀective local normalization is required
for the obtained HoG channel image. This local normalization is separately per-
formed for each block of 2× 2 cells which consist of 16× 16pixels. After histogram
operation, for a 640× 480 image, the dimension of resulting HoG channel image
is changed to 160× 120.
From the computation process, we can notice that, for gradient feature, only gra-
dient magnitude is used as the feature. And in HoG feature, the gradient orien-
tations are quantized and also used as the features. Because the gradient orienta-
tions are classified into 9 bins, 9 channel images are produced by HoG calculation.
With the success of using HoG feature in human detection, it is adapted to a va-
riety of other object detection tasks, such as car detection and traﬃc sign detec-
tion. Moreover, HoG feature with diﬀerent numbers of bins and diﬀerent sizes
of cells are also tested, compared, and employed by some algorithms. Figure 2.6
exemplifies a HoG-like feature result that generated by ICF [19] algorithm. In this
algorithm, the orientation data are summarized to 6 bins. The gradient magni-
tude and HoG channels of the average image of all positive training samples in
INRIA dataset [22] are shown in Figure 2.6. As marked by red arrows in this fig-
ure, characteristic contours of body parts like shoulder and legs are highlighted
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by diﬀerent HoG channels. All these characteristic data can be used as the critical
features in object detection.
Gradient Magnitude HoG-like Channels
Figure 2.6: The gradient magnitude and HoG-like channels of the average image of all
positive training samples in INRIA dataset
2.2.4 Haar-like Feature
As shown in Figure 2.3 and 2.6, characteristics of the pedestrian are handcrafted
in diﬀerent channels. In order to indicate the existence of certain characteristic
in particular area of the particular channel, the rectangular Haar-like feature is
employed. The haar-like feature is firstly introduced by Viola and Jones [24] in
the task of face detection. In their work, a 2-rectangle and a 3-rectangle Haar-like
feature are employed to dig out the characteristic that eye region is often darker
than the cheeks, as illustrated in Figure 2.7.
Figure 2.7: An illustration of Haar-like features emoloyed in face detection
As a matter of fact, the haar-like feature can also be employed in other object de-
tection applications such as pedestrian detection and traﬃc sign detection. For
instance, in the ICF algorithm [19], 1-rectangle Haar-like feature is used to cap-
ture the handcrafted features in each channel. However, since a huge number of
computing resources are required to realize Haar-like feature computation, a fast
computing method “integral image” is proposed by Viola [25].
As illustrated in Figure 2.8 (left), if we denote the integral image as I, the value of
any point (i, j) in I can be calculated by summarizing the pixels that above and to
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the left of I(i, j):
Ii(i, j) = ∑
x≤i,y≤j
I(x, y).
After the integral image is obtained, the calculation of Haar-like feature value in
a random location of image I can be computed by
S = Ii(D)− Ii(C)− Ii(B) + Ii(A),
where A, B, C, and D are the corner points of the Haar-like feature rectangle, as
shown in Figure 2.7 (right).
Figure 2.8: The calculation process of Haar-like feature by employing integral image
2.3 Typical Classification Methods in Object Detection
As shown in Figure 2.1, after the features are extracted from training images, ma-
chine learning approach can be selected and employed to build the classification
function. The classifiers that used in object detection applications mainly include
Support Vector Machine (SVM), Boosting, and Convolutional Neural Networks
(CNN). In this section, the typically used classification approaches are introduced.
2.3.1 Support Vector Machine
Support Vector Machine (SVM) is a supervised machine learning approach that
mainly used for binary classification. It is one of the most widely used classifica-
tion approaches in object detection algorithms.
Figure 2.9 gives a binary classification example of classifying the triangles and cir-
cles, such as the red lines L1 and L2 in Figure 2.9(a). In SVM, the best classification
is defined as the line that can maximize the margin between nearest data points
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from both groups and the red line [26]. Therefore, in Figure 2.9(a), the red line L1
is a better classification than the line L2. The nearest data points, marked as blue
in Figure 2.9(a), are called supporting vectors, which are the critical features to set









Figure 2.9: An illustration of linear-SVM and kernel-SVM classification methods
For many binary classification tasks, which are not too complex, Figure 2.9(a) il-
lustrated linear-SVM approach can achieve good classification results. Although
there are several data points cannot be correctly classified, minimizing the error
of false classifications and maximizing the margin distance is still an eﬀective so-
lution. For instance, [14], [27], and [28] all implement human detection with the
linear-SVM trained classifier. In [29], a grass region detector is trained by linear-
SVM. Moreover, car detection is realized also using the linear-SVM based classifier
in [30] and [31].
For the tasks that cannot be easily classified by linear-SVM, as shown in Figure
2.9(b), kernel-SVM can be utilized. Nevertheless, although kernel-SVM can han-
dle more diﬃcult classification problems, it is not true that kernel-SVM is al-
ways better than linear-SVM. For many applications, similar detection results are
achieved by both kernel-SVM and linear-SVM classifiers. However, the training
speed of kernel-SVM is much slowly.
It is worth mentioning that Figure 2.9 is only an example of classification task with
two dimensions (/features). In real-life applications, the features that employed for
classification are hundreds or thousands. However, the principle concept of SVM
that to find the hyperplane by maximizing the margin of all feature dimensions
is the same.
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2.3.2 Decision Tree
Decision tree is a classification approach, which is the most similar to the hu-
man thinking. For a human being, to recognize if an animal is mammals or non-
mammals, the might be thinking process is illustrated in Figure 2.10. When the
answers to two questions are ‘yes’, a human will classify this animal to mammals,
otherwise, non-mammals [32]. Decision tree based classification employs a simi-
lar mind behind it. Each conditional statement is a feature for classification and









Figure 2.10: An illustration of decision tree-based classification method
The top layer of a decision tree is called root, the decision tree ending blocks are
leafs, and the blocks in between are nodes. For a classification task, the important
features are normally located at the top few layers. The more important a feature
is, the higher layer it is located. However, for a complex classification task, when
many key features are available, it is still diﬃcult to decide which feature should
be placed on which layer. Although many optimization approaches are proposed
to grow an eﬃcient and accuracy decision tree, for complex classification applica-
tions, the classification accuracy of a decision tree is relatively low.
Besides, there is no theoretical explanations exist for decision tree-based classi-
fication, therefore, the quality of decision tree based classifier heavily relays on
the experience of the programmer. In theory, the decision tree can be composed
of many layers with hundreds of nodes. However, it is rarely used in real appli-
cations. In fact, decision tree is ordinarily used for simple classification tasks or
as a weak classifier of boosting algorithm, which will be introduced in the next
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section.
2.3.3 Boosting
Boosting is another commonly used supervised machine learning approach in
the field of artificial intelligence, statistics, robotics, etc. The principle idea of
boosting is to minimize the training error by combining a series of weak classi-
fiers (e.g., decision tree) to a stronger classifier [33]. The most widely used boost-
ing approaches are AdaBoost and Gradient Boosting. In object detection appli-
cations, AdaBoost is ordinarily employed. Therefore, more details of AdaBoost is
explained in the following paragraphs.
AdaBoost
AdaBoost, which is the abbreviation of adaptive boosting, is a typical boosting
method used in object detection algorithms such as [34] and [35]. It combines
a series of weighted weak classifiers to the final stronger classifier. As a matter
of fact, the training process of AdaBoost is the reweighing process of samples.
This reweighing process can be explained as follows. Before data training, all the
samples are equally weighted. After each weak classifier is trained, the weights of
samples that are correctly classified by this weak classifier will decrease and the
weights of the samples that are misclassified will increase [17]. This reweighing
procedure ensures that more eﬀorts are drawn to the samples, which are diﬃcult
to classify. As long as each weak classifier performs better than chance (> 12 ), a
boosted accuracy of the final strong classifier is guaranteed.
If we denote x = {x1, x2, ..., xn} as a set of training samples and y = {y1, y2, ..., yn}
as the labels of the samples respectively. And Wk(i) represents the weight of the
i-th sample after the training of k weak classifiers. The computation process of
AdaBoost can be described as the Algorithm 1 shown.
In line 7, hk(xi) is the label of sample xi given by weak classifier Ck. In line 8
and 10, Zk is a constant, which is computed to make sure Wk(i) can represent a






which is the weighted sum of the outputs of all weak classifiers.
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Algorithm 1 AdaBoost
1: initialize kmax, W1(i) =
1
n
, i = 1, ..., n
2: k← 1
3: while k ≤ kmax do
4: train weak classifier Ck using samples with weights Wk(i)
5: Ek ← training error of Ck weighted by Wk(i)
6: αk ← 12 ln[(1− Ek)/Ek]
7: if hk(xi) = yi (correctly classified) then
8: Wk+1(i)← Wk(i)Zk · e
−αk
9: else
10: Wk+1(i)← Wk(i)Zk · e
αk
11: end if
12: k← k+ 1
13: end while
14: return all Ck and αk
2.3.4 Convolutional Neural Networks
Convolutional Neural Networks (CNN) is a category of Neural Networks (NN), which
has proven very eﬀective in the tasks of object detection, classification, and Nat-
ural Language Processing (NLP) [36]. CNN is becoming increasingly prevalent in
recent two years. CNN is similar to the ordinary NN with the explicit assumption
that the inputs of the system are 2D image data (or any other 2D input such as
speech signals) [37].
A CNN is usually comprised of a few convolutional layers (often with a subsam-
pling step) and then followed by one or more fully connected layers as in a stan-
dard multilayer neural networks [38]. The conceptual illustration of a convolu-
tional neural network is shown in Figure 2.11.
In Figure 2.11, five filters are trained and employed at the C1 layer. Each feature
map obtained after convolution operation by C1 layer is resampled or processed by
other operations at next layer. Layer by layer, raw pixel values of the input image
are transformed to the final class scores. Due to five processing lines of Figure
2.11 are independent of each other, five diﬀerent critical features are extracted by
each processing line. (In this work, only one CNN-based algorithm [8] has been
studied, adapted, and tested. The theory (and more details) behind CNNs is not
introduced since it is out of the topic of this thesis. For more information about
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Figure 2.11: The conceptual illustration of a convolutional neural networks
convolutional neural networks and the tutorials, please refer to [39], [40], and [41].)
2.4 Related Work
After introducing the typical features and classification methods used in various
object detection applications, in this section, the related works of object detection
algorithms and systems are introduced.
Dalal et al. [14] proposed utilizing HoG feature as the descriptor in pedestrian
detection. In their work, combining HoG feature and linear-SVM based classifier
achieves good performance on pedestrian dataset INRIA [22]. However, the detec-
tion speed of HoG plus linear-SVM approach is extremely slow, and the perfor-
mance of HoG plus linear-SVM decreases on complex datasets (e.g., Caltech-USA
dataset [42]). In spite of these drawbacks, comparing to other features employed in
pedestrian detection, HoG feature still proved to be one of the best features that
can be used to represent an object. Therefore, HoG-like feature which computes
HoG with diﬀerent numbers of bins, diﬀerent sizes of cells, are proposed, tested
and employed. Besides, HoG-like algorithm has also been adapted to a variety of
other object detection tasks, such as traﬃc sign detection [43] [44] and cyclist de-
tection [45]. Today, HoG + linear-SVM is the standard object detection approach
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that utilized in OpenCV [46], RoS detection library [47], etc.
To achieve fast object detection, Viola and Jones proposed a framework of rapid
object detection in [24]. Thereafter, a robust real-time face detection framework is
implemented by Viola and Jones [25]. In their works, a new feature-representing
image “integral image” is introduced. “Integral image” is calculated by, for each
pixel, computing the sum of pixels that above and on the left of the current pixel.
With “integral image”, the features are only required to compute once for the
whole image. Besides, a “cascade” of weak classifiers are employed as the final
classifier in their work. With the rapid object detection framework, 15 fps (frame
per second) face detection is achieved for 384× 288 images.
Inspired by the detection framework of Viola and Jones, Dollár et al. introduced
the integral channel features (ICF) algorithm [19] for pedestrian detection, which
pushes both computational eﬃciency and accuracy to another level. ICF can be
considered as a variant of HOG feature. Instead of building the histogram to de-
scribe the distribution of gradient orientations, channel images are employed to
represent a certain number of orientation bins [19]. It makes the features much
easier to be selected by the classifier and easier to be visualized as well. Further-
more, LUV channels from CIE LUV color space [20] are also employed as the fea-
ture channels in ICF, which added extra robustness besides the HoG-like feature.
Based on the channel features introduced by ICF, many variants of ICF algorithm
(e.g., FPDW [48], ACF [34]) were proposed, and improvements are achieved by these
variants. FPDW [48] and VeryFast [35] are two representative works that focus on
improving the detection speed of the system. In FPDW [48], a mathematical theory
of feature approximation is proposed. With this approximation, feature extraction
speed can be dramatically boosted. On the other hand, VeryFast [35] achieves 100
fps pedestrian detection on a modern workstation by using stereo images to lo-
cate the range of interest (RoI) area and optimizing the code with CUDA C. With
the success of FPDW method, ACF [34] applies the feature approximation method
with a better feature representation. Instead of using the integral channel image,
the original feature channels are employed in ACF. The results show that better
detection performance can be achieved by replacing the integral channel images
to the original feature channel images. Moreover, the feature extraction speed of
ACF is 7× faster, compared to ICF.
Zhang et al. [6] utilizes diﬀerent kinds of complex filters to extract features from
channel images and achieves good performance on Caltech-USA dataset [42]. The
filters are pre-built based on the distinct shapes of human’s body parts, such as
shoulder and head, which allow the extracted features give the best discriminabil-
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ity in classification. However, using these complex filters decrease the detection
speed significantly.
In recent two years, great success is achieved by deep learning in some object de-
tection applications. Yang et al. [49] employs convolutional neural network (CNN)
to extract features from images, and the ICF’s boosting tree method is used as the
classifier. The experimental results show that, with their dataset, the log-average
miss rate of the CNN-based classification algorithm is around 19%, compared to
the ACF is 29%. Meanwhile, the processing speed of ACF on CPU is 0.6 second
per frame, and CNN-based algorithm requires 26 seconds per frame on CPU+GPU
platform. Tian et al. [50] proposed an algorithm that utilizing joint semantic in-
formation, such as human with a backpack, to detect humans. In their work, the
single binary classification task is replaced by multi-level classification tasks. For
each level classification, one semantic object is detected. They conclude that their
methodology improves the detection accuracy and reduces the false positive rate,
with the price of significantly increased algorithm complexity.
There are many more object detection applications that utilizing convolutional
neural network or its variants to train the classifier, such as [51]. The experimental
results show that most of these algorithms can outcome better detection results
than the conventional approaches. However, as mentioned above, the detection
speed of these deep learning based algorithms are very slow on a modern PC. With
the highly optimized convolutional neural network and powerful GPUs, ≈10 fps
pedestrian detection, ≈15 fps face detection can also be reached in [52] and [53],
respectively.
In general, all the research works that mentioned above are focused on improv-
ing the detection performance on a PC platform. Meanwhile, there are many re-
searchers devoted their eﬀorts to optimizing various detection applications on
PC+GPU, embedded system, or FPGA platform. A face detection system [54] is de-
signed and implemented on a FPGA based on the algorithm proposed by Viola
and Jones [25]. With the low-end Virtex-II FPGA, similar detection performance
and speed are achieved, compared to the algorithm running on a high-end com-
puter. However, the power consumption of the system on the FPGA is 20 times
less than on a PC. Suleiman et al. [55] designed an ASIC architecture to realize the
HoG+linear-SVM based pedestrian detection. The results show that 60 fps pedes-
trian detection can be reached with low-power consumption. Benenson in [35]
optimized the object detection application ICF on a CPU+GPU platform. With
the deep optimized CUDA C code, 100 fps object detection can be achieved for
640× 480 images.
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Kyrkou et al. [56] implement a general object detection framework by employing
“integral image” on a FPGA. “Integral image” based feature calculation process is
faster than conventional computation process on a PC platform. As a result, its
implementation on the FPGA platform is even faster. According to their results,
2 to 4 times speedup is achieved. Similarly, an “integral image” based traﬃc sign
detection system is implemented in [57]. In their work, the original image is down-
sampled 4 times. Therefore, 5 times of detection under diﬀerent image scales are
performed for each input image. Its final implementation on a ZC706 evaluation
board reaches 126 fps traﬃc sign detection.
Besides, some convolutional neural networks based object detection applications
are implemented on hardware platforms as well. Janus implements a car detec-
tion system by employing customized CNN on a FPGA in [58]. Because object
segmentation approach is employed, 30 fps car detection for the 1280× 720 im-
age is achieved. For some more complex detection tasks, such as YOLO [59] which
requires 13 seconds to process per image, the deep learning based object classifier
can achieve 0.65 second per image processing on a ZC706 FPGA. Although it is
far from real-time, compared to the CPU version, the detection speed is 25 times
faster.
2.5 Summary
In this chapter, the typical structure of object detection algorithm/system is in-
troduced. Then, some commonly used features and classification methods are




Implementation and Comparison of
Object Detection Algorithms
Ordinarily, one object detection algorithm is targeting one category of objects,
such as faces, humans, and cars. Due to the variety of humans, pedestrian is em-
ployed as the example detection object in this work. Therefore, in this chapter,
the most critical and state-of-the-art pedestrian detection algorithms are selected,
implemented, and compared. After that, the detection results of implemented al-
gorithms are analyzed.
3.1 Selection of Object Detection Algorithms
To realize object detection, the first task is choosing the targeting category of ob-
jects. In this section, the application target and its representative algorithms are
selected.
3.1.1 Application Selection
In the last two decades, object detection applications that target various instances
of objects are proposed, such as traﬃc sign detection, front-car detection, and
pedestrian detection, as illustrated in Figure 1.1. Among these applications, pedes-
trian detection is one of the most diﬃcult tasks due to the following reasons:
Firstly, pedestrians are always with diﬀerent colors of clothes. Colorful clothes
make it easier for one person to be recognized by the others. However, it also
makes the detection task tougher for a machine.
Secondly, pedestrians behave with diﬀerent gestures and poses in captured
images.
Thirdly, due to the changeable temperature on earth, the styles of clothes are
also diﬀerent. For instance, in summer, short sleeves and shorts are worn.
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Moreover, the skin color, the color of hair, and the size of human are also
diﬀerent.
Owing to the reasons listed above, it is challenging to summarize the common
features from a variety of pedestrian samples. Therefore, pedestrian detection is
selected as the example application in this chapter.
3.1.2 Algorithm Selection
After pedestrian is selected as the detection object, diﬀerent pedestrian detection
algorithms are researched. As mentioned in Section 2.4, the most widely used
pedestrian detection algorithm is HoG + linear-SVM [14], which is the baseline
for many other detection algorithms. In this thesis, HoG + linear-SVM is also
selected and implemented as the baseline detector for performance comparison.
The Integral Channel Features (ICF) algorithm, which is proposed by P. Dollar
[19], utilizes the Haar-like feature “integral image” as the feature channel and LUV
of CIE LUV color space as extra channels in pedestrian detection. Since most
of the conventional pedestrian detection applications are the variants of the ICF
algorithm, ICF is selected and implemented in this chapter.
To improve the detection speed, stereo cameras are employed in VeryFast [35].
In this algorithm, the region of interest (RoI) is located by calculating the “UV-
disparity” from stereo images. Thereafter, an ICF-like detection process is per-
formed to detect pedestrians in the RoIs of the image. Because of its eﬃcient RoI
mechanism, VeryFast algorithm is also implemented in this thesis.
The other works that attempt to speed up the feature extraction process are FPDW
[48] and ACF [34]. They introduced a novel approach of feature calculation by
approximate computing in the image pyramid. With this strategy, 2 ∼ 5 times
speedup of feature extraction can be achieved. Therefore, FPDW and ACF are also
realized and compared. Besides, in order to evaluate the eﬀect of diﬀerent classi-
fication methods, “ACFSVM”, which consists of the SVM classifier and the feature
extraction module of ACF, is programmed and tested.
Due to the popularity of deep learning in object detection, the convolutional neu-
ral networks based pedestrian detection algorithm DeepPed [8], which provides
one of the best performance of pedestrian detection in Caltech-USA dataset [42],
is also selected and implemented in this section.
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3.2 Datasets for Pedestrian Detection
Dataset is the necessary component for all object detection applications. There
are many diﬀerent pedestrian datasets provided by researchers and companies.
In this work, the most commonly used ones are selected and employed, which are
listed as follows.
3.2.1 INRIA Dataset
INRIA dataset [22] was originally provided by Dalal in 2005 for the HoG+SVM work
[14]. In this dataset, 1237 positive samples with annotations and 1218 negative
pictures are provided for training. 589 annotated positive samples are provided
for testing. All positive samples are scaled and trimmed to the size of 128× 64,
which can be utilized as the size of the sliding window during detection. The
dimension of the negative pictures is 640× 480. Because the size of each negative
sample is 128 × 64, thousands of negative samples can be generated from each
negative picture. Besides, some of the images in this dataset are stereo. Hence,
this dataset is used in the VeryFast algorithm [35].
3.2.2 Caltech-USA Dataset
Caltech-USA dataset [42] is one of the biggest pedestrian dataset available online. It
contains around 10 hours of 30 fps, 640× 480 video that captured by a camera on a
driving vehicle. Due to that all images are captured on the car, the pedestrians are
smaller, and most of the images have no pedestrians inside. Therefore, this dataset
is only utilized to train the generalized object detection algorithm in Section 4.2.
3.2.3 TUBS-C3E Dataset
Except for the public pedestrian datasets, around 150 stereo images and 200 single
images are captured by an OV7670 camera. OV7670 is the camera that deployed on
the object detection platform of this thesis. (The detailed information about this
platform will be introduced in Section 6.1.) Since the same camera is used in the
final object detection system, it is meaningful to utilize a few images captured by
this camera to train the detector. Figure 3.1 illustrates some examples of the im-
ages captured by our camera, which includes both indoor and outdoor scenarios
with diﬀerent lighting conditions.
Following the same annotation criteria, all images of the TUBS-C3E dataset are
annotated manually in MATLAB. The 150 pairs of stereo images are utilized in
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(a) Indoor with bright light (b) Indoor with natural light (c) Outdoor
Figure 3.1: Illustrations of captured images in TUBS-C3E dataset
the VeryFast algorithm [35] implementation and debugging/verifying the depth
calculation module of Section 5.4. Besides, some pictures without pedestrian are
also captured, which are employed as the negative pictures during the training
phase.
In practical, all samples of the INRIA dataset and TUBS-C3E dataset are used dur-
ing the implementation of selected pedestrian detection algorithms. The nega-
tive samples provided by INRIA dataset and OV7670 captured are combined as
the negative dataset for classifier training. All annotated images of two datasets
are merged and categorized into training and testing dataset.
3.3 Algorithm Implementation
After the algorithms are selected and the datasets are prepared, in this section,
all selected algorithms are implemented on a PC with MATLAB. To obtain better
performance and make a comparison, modifications and optimizations of selected
algorithms are performed.
3.3.1 Implementation
ACF/ICF/FPDW: Because the ACF algorithm is provided as an open source MAT-
LAB toolbox [60] by P. Dollar, it is directly used in this thesis. By employing some
functions of the ACF toolbox, ICF and FPDW, which are the variants of ACF, are
realized according to their research papers [19] and [48], respectively.
HoG+linear-SVM: Although HoG is provided as a standard object detection func-
tion in OpenCV library [46], to make an equal comparison, a MATLAB version of
HoG feature extraction is created and realized. Moreover, to make the HoG feature
similar to the gradient orientations feature of ACF, instead of using the original
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HoG feature, a HoG-like feature with six bins is implemented in this section. After
the six-bin-HoG-like features are extracted from all positive samples, these data
are used to train the SVM classifier. During this process, the open source library
LIBSVM [61] is employed.
VeryFast: The source code of VeryFast algorithm [35] is provided by Rodrigo Be-
nenson [62]. However, many functions of VeryFast are written in CUDA C [63] and
deeply optimized for GPU implementation. Due to the limitation of experimental
environments, after analyzing and understanding the algorithm theory and source
code, the VeryFast algorithm is rewritten in MATLAB. In the rewrote version of
VeryFast algorithm, some functions, such as gradient magnitude computing and
histogram of orientations, are realized by using the ACF toolbox [60].
DeepPed To evaluate the performance of convolutional neural networks based
DeepPed algorithm [9], all prerequisites that required by DeepPed are installed,
which includes the most widely used open source deep learning framework Caﬀe
[64] and a region-based convolutional neural network algorithm R-CNN [65]. There-
after, configuring the DeepPed with the paper provided settings [9], DeepPed based
pedestrian detection is tested and evaluated.
3.3.2 Classifier Training
In the training phase of SVM, the bootstrapping strategy is used. It is known that
two stages of classifier training are normally performed in linear-SVM. In this
work, a two-stage training of classifier is also performed during the training phase
of linear-SVM. In the first stage, the training dataset contains all positive samples
and 10000 negative samples that randomly cropped from negative images. When
the training is done, a trained SVM classifier is obtained. Then, to further improve
the performance of this classifier, the second stage of training is performed by
adding “hard negative” samples to the training dataset. Executing detection on
negative images with the first stage classifier, many false positive results will be
obtained. These false positive detections actually are the “hard negative” samples
for the second stage of training. In this work, 5000 “hard negative” samples are
added to the second stage training dataset. After these two stages of training, the
final SVM classifier can be obtained.
In AdaBoost based algorithms, such as ICF, ACF, and FPDW, similar training strat-
egy is employed. However, due to the depth of each decision tree is two and the to-
tal number of trees is uncertainty, multiple stages of bootstrapping are employed
during the training phase. Similar to training the SVM classifier, all positive sam-
ples and 5000 negative samples are used for the first stage of training. Then, 5000
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“hard negative” samples are added to the training dataset in each stage. Worth
to note that 30000 features are used in ICF while 5120 features in ACF. Corre-
spondingly, the ratio of positive training samples versus negative samples has to
be changed according to the number of the features employed.
3.4 Results Comparison and Analysis
After the selected algorithms are realized or modified, in this section, the perfor-
mance of these algorithms are given, compared, and analyzed.
3.4.1 Classifier Training Stages
As mentioned in Section 3.3.2, while training the SVM or AdaBoost classifier,
multiple-stage of training is executed. For linear-SVM, two stages are normally
enough. However, for AdaBoost approach, the number of trees and the number
of training stages that required are uncertain. In this section, diﬀerent settings of
tree numbers and stages are evaluated with the ICF algorithm. The performance
of the ICF classifiers that trained with diﬀerent settings are listed in Table 3.1.
Stages Decision trees Negatives at each stage Miss rate
3 [32 256 1024] [5000 10000 12797] 27.61%
3 [32 512 2048] [5000 10000 11486] 21.81%
4 [32 128 512 1024] [5000 10000 15000 17950] 26.02%
4 [32 128 512 2048] [5000 10000 15000 15988] 18.79%
4 [64 256 1024 2048] [5000 10000 13556 14395] 19.41%
4 [2048 2048 2048 2048] [5000 8710 10089 10419] 23.71%
5 [32 128 512 1024 2048] [5000 10000 13556 14036] 18.81%
5 [64 256 512 1024 2048] [5000 10000 13756 14917] 19.13%
Table 3.1: The performance of ICF classifiers trained with diﬀerent number of training
stages, trees used at each stage, and total number of trees
The third column of Table 3.1 listed the negative samples used at each training
stage. Except for the first stage, maximum 5000 “hard negative” samples are de-
tected by the n-st stage classifier and added to the next round of training. From
the number of negatives added at each stage, we can defer that when the number
of “hard negatives” added to current stage of training is limited, the potential for
further performance improvement is also limited.
In Table 3.1, the performance of classifiers with the total number of 1024 and
2048 trees are listed. With 1024 trees, the log-average miss rate of the ICF clas-
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sifiers is 26% ∼ 28%, while with 2048 trees, 5% ∼ 8% performance enhancement
is achieved. Moreover, the detection results of ICF classifier trained by 3-stage,
4-stage, 5-stage are also given in Table 3.1. By comparing the results of 3-stage,
4-stage, 5-stage trained classifiers, we can notice that the performance of 4-stage
trained classifier is around 3% better. However, similar detection results are ob-
tained from 4-stage and 5-stage trained classifiers. Besides, the six line of Table 3.1
shows the performance of the classifier trained by four times of 2048 trees. After
the first stage of training, 4110 “hard negatives” are detected and added to the sec-
ond stage of training. However, the result of final classifier only reaches 23.71%,
which is much worse than other 4-stage trained classifiers. One possible reason
is that, due to too many trees utilized in the 1st and the 2nd stage of training, too
less negative samples are added to the 3rd and the 4th stage of training.
3.4.2 Features Versus Classification Methods
Among the pedestrian detection algorithms that selected in Section 3.1.2, two clas-
sification methods are employed, namely, support vector machine and AdaBoost
trees. Therefore, the impacts of two diﬀerent classification methods are com-
pared. (Because convolution neural network does not require feature extraction,
it is too diﬀerent comparing to the other algorithms. Hence, it is not compared
in this section.)
To accomplish this comparison, HoG+linear-SVM and HoG+AdaBoost are imple-
mented in MATLAB. Although HoG+SVM based pedestrian detection is provided
in OpenCV library, for the ease of comparing with other algorithms later, the ACF
detection toolbox provided by P. Dollar [34] is employed. In this toolbox, AdaBoost
decision tree training section is available. Moreover, the functions to calculate gra-
dient magnitude and orientations are also provided. Therefore, based on these
functions, HoG feature is extracted. After that, a HoG+AdaBoost algorithm is re-
alized and evaluated. In HoG+AdaBoost algorithm, the AdaBoost is configured
with 2048 2-depth decision trees, 2436 positive samples, and 15000 negative sam-
ples. On the other hand, for the SVM-based classifier, the tool LIBSVM [61] is
employed during the training phase.
Besides, since feature extraction part of ACF algorithm is available in Dollar’s tool-
box, ACF+AdaBoost and ACF+SVM is also implemented. After training and testing
with diﬀerent configurations for multiple times, the best performance achieved
by these four algorithms are shown in Figure 3.2.
Figure 3.2 is a typically used method to evaluate the performance of diﬀerent algo-
rithms, which is called Receiver Operating Characteristic (ROC) curve. The x-axis
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Figure 3.2: The performance of diﬀerent classification methods with ACF and HoG de-
scriptors
represents the false positive in each image, which is equal to divide the number
of false positives by the number of images in testing dataset. The miss rate of
the classifier is shown in the y-axis. For the ease of comparison and display, the
log-average miss rate is calculated and utilized in the RoC curve. With the under-
standing of x, y-axis meanings, it is clear that better performance is achieved when
the RoC curve is closer to the lower left corner of the coordinate system.
Comparing the ROC curves of Figure 3.2, we can notice that by replacing the SVM
classification method with AdaBoost, 12%∼22% performance improvement can
be achieved. One possible reason is that 2-depth decision tree in AdaBoost pro-
vides two layers of weak classifiers, while the linear-SVM is similar to a group/cascade
of one layer of weak classifiers. Meanwhile, comparing the detection miss rate of
HoG+AdaBoost and ACF+AdaBoost, it is evident that 20% performance enhance-
ment is also achieved by using better feature representatives. Although only HoG
and ACF are compared in this section, we can infer that comparing to HoG+linear-
SVM, better performance can also be obtained by ICF, FPDW, etc. ACF-like algo-
rithms.
3.4.3 Evaluation of Speed Improvements
Among the selected algorithms, FPDW [48] and VeryFast [35] focus on improving
the detection speed of ICF-like algorithms. In FPDW, the detection speed is im-
3 Implementation and Comparison of Object Detection Algorithms 33
proved by simplifying the computation complexity of feature extraction process,
while VeryFast achieves speed enhancement via reducing the ROIs by utilizing the
stixel information from the stereo images. Since both approaches can also be em-
ployed in the hardware design of the object detection system, therefore, the speed
improvements of FPDW and VeryFast are evaluated in this section. Besides, since
the same feature calculation strategy as FPDW is employed in ACF algorithm, the
detection speed of ACF algorithm is also evaluated.
In the original ACF algorithm, the LUV channel features are preprocessed by an
11× 11 triangle filter before HoG-like feature computation. However, in this ex-
periment, the size of triangle filter is set to 3× 3. In order to make a fair com-
parison, the same triangle filter is added to FPDW, ICF, and VeryFast algorithms.
Meanwhile, a version of each algorithm without triangle filtering is also imple-
mented and evaluated in this part. The detection speed of all evaluated algorithms
is listed in Table 3.2.





Table 3.2: The detection speed of diﬀerent pedestrian detection algorithms
All algorithms of Table 3.2 are evaluated on a computer with an Intel i7-3770 CPU
and a NVIDIA Geforce GTX 750 Ti GPU. A dataset consists of INRIA and TUBS-
C3E is utilized as the dataset for all evaluated algorithms. From Table 3.2, we
can notice that the detection speed is dramatically improved by FPDW, VeryFast,
and ACF. Although same feature approximate computing strategy is employed in
FPDW and ACF, the detection speed of ACF algorithm is 30% faster than FPDW,
which is caused by the following reasons:
Firstly, better feature representative is employed in ACF algorithm. In ICF
and FPDW, the Haar-like “integral image” of features is used. However, the
original features are directly used in ACF.
Secondly, 30000 random rectangle features are selected to train the detection
classifier in FPDW. Meanwhile, 5120 features of fixed size are used in the
ACF.
On the other hand, VeryFast algorithm also achieves dramatical improvement on
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detection speed by utilizing stereo images. Nevertheless, to obtain the stereo in-
formation provided by stereo images, ground plane estimation and stixel calcula-
tion [62] processes, which also require an enormous amount of computation re-
sources, are added to the VeryFast algorithm. Therefore, the final detection speed
of VeryFast is slower than ACF. It is also worth pointing out that all stereo images
used in the VeryFast algorithm are after rectification. In other words, the image
undistortion and image rectification parts are not included in the VeryFast algo-
rithm yet.
With respect to the impact of filtering, since only a 3× 3 triangle filter is added to
each algorithm, slightly slower of pedestrian detection is caused by this triangle
filtering process.
3.4.4 Performance Comparison and Analysis
After multiple times of training and testing with diﬀerent configurations for each
algorithm, all selected algorithms are eventually implemented, optimized, and
evaluated. The ROC curve of each pedestrian detection algorithm is drawn and
shown in Figure 3.3.
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Figure 3.3: Performance comparison of selected detection algorithms on INRIA + TUBS-
C3E dataset
From Figure 3.3, we can conclude that the best detection performance is achieved
by the convolutional neural networks based DeepPed approach. Meanwhile, sim-
ilar detection accuracy is obtained by the ACF and the VeryFast algorithms. In
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order to analyze the diﬀerences among the selected algorithms, the visualization
of all the data that used in each algorithm’s classifier is drawn in Figure 3.4.
Due to that ten types of features are extracted and utilized in the ACF, ICF, and
VeryFast algorithms, all feature data employed in the trained classifier are visu-
alized in ten channels, which is shown in Figure 3.4. In this figure, the features
that chose and used in the classification process marked in red and blue colors.
The features with red marker indicate positive contributions to the final confi-
dence value and the features with blue marker indicate negative contributions to
the final confidence value. Both red and blue features are important to comprise
a detector. The brighter a feature is, the more important this feature is for classi-
fication.
By comparing the L, U, and V channel images of Figure 2.3 and the L, U, and V
channel visualizations of Figure 3.4(a), it is evident that the key features in L, U,
and V channel images match the bright red area of Figure 3.4(a). In other words,
the ACF algorithm successfully locates the key features with a promising discrim-
inability. Moreover, through comparing the feature data of gradient magnitude
channel and histogram of gradient orientation channels, which are shown in Fig-
ure 2.6, and the GM (gradient magnitude), GO1 (histogram of gradient orienta-
tions), …, GO6 subfigures of each visualization in Figure 3.4, we can discover that
key features of gradient magnitude and hog-like channels are also successfully
extracted.
Figure 3.4(b) is the visualization of the original ICF classifier, whose features are
30000 randomly selected any-sized rectangles of the “integral image.” It is obvious
that Figure 3.4(b) is much more colorful than Figure 3.4(a). However, the perfor-
mance of the ICF algorithm is worse than the ACF algorithm, as shown in Figure
3.3. Therefore, we can infer that the key features used in the ICF classifier actually
are worse than the ones used in the ACF classifier. From the ACF algorithm [34],
we know that the size of all features is the same and equal to 4 × 4. Consider-
ing the diﬀerence of feature image and “integral image,” another version of ICF
classifier that consists of 30000 features where the size of each feature is smaller
than 16× 16 is implemented and denoted as ICF2. The visualization of the ICF2
classifier is also generated and shown in Figure 3.4(c). As can be seen from 3.4(c),
the feature representations used in ICF2 classifier is much sharper and clear than
the original ICF classifier. Therefore, theoretically, better performance can be ob-
tained by the ICF2 classifier.
To verify this conjecture, the ICF classifier with diﬀerent sized features are trained
and tested. The experimental results are listed in Table 3.3. From this table, we can
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(a) Visualization of features used by the ACF classifier
(b) Visualization of features used by the ICF1 classifier (ICF with 30000 diﬀerent-sized rectan-
gles)
(c) Visualization of features used by the ICF2 classifier (ICF with 30000 rectangles whose size
is smaller than 16× 16)
(d) Visualization of features used by the VeryFast sub-classifier ‘128× 64’
(e) Visualization of features used by the VeryFast sub-classifier ‘256× 128’
(f ) Visualization of features used by the VeryFast sub-classifier ‘512× 256’
Figure 3.4: Visualization of the classifiers used in diﬀerent algorithms
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attain that when the maximum size of the feature decreases, the ICF classifier with
better performance can be obtained. Which is to say, features from large rectangle
do not have much impact during the classification process. The possible reason
of this could be large rectangle features make characteristics in channel images
more diﬃcult to be represented. On the other hand, when the maximum size of
the rectangle is too small, too many repetitive features exist in the 30000-feature
pool. Therefore, 16× 16 is the proper configuration that employed in the final
implementation of the ICF algorithm.
Classifier Maximum size of each feature Log-average miss rate
ICF Any Size 18.97%
ICF 16× 16 17.68%
ICF 8× 8 17.62%
ACF 4× 4 16.85%
Table 3.3: Performance comparison of the ICF classifiers that trained with diﬀerent con-
figurations (configurable parameter: the maximum size of features employed)
As mentioned in Section 2.4, the training and detection phases are diﬀerent from
the other ICF-like algorithms. In the VeryFast algorithm, the training images are
rescaled to diﬀerent resolutions, and the detection is executed only on the orig-
inal image. Due to diﬀerent sized pedestrians in the captured image, many sub-
classifiers are eventually obtained after the training phase; each sub-classifier is
responsible for detecting pedestrians with a specific size. Figure 3.4(d), 3.4(e), and
3.4(f ) are the visualizations of three exemplified sub-classifiers of the VeryFast clas-
sifier.
As can be seen from three visualizations, almost identical characteristics are se-
lected and employed by each sub-classifier. However, in practical, the size of three
illustrated classifiers are quite diﬀerent, which cannot be seen from Figure 3.4 ow-
ing to the limitation of the paper size. Figure 3.4(d) shown sub-classifier ‘128× 64’
is generated to detect the pedestrians around the size of 128× 64. Similarly, Fig-
ure 3.4(e) and 3.4(f ) shown sub-classifiers are employed to the detect the pedes-
trian whose size is similar to 256× 128 and 512× 256 in the image, respectively.
Because many sub-classifiers are used during the classification phase, diﬀerent
thresholds are configured for each sub-classifier. Hence, promising performance
is achieved by the VeryFast classifier, as shown in Figure 3.3.
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3.5 Summary
In this chapter, to evaluate the performance of diﬀerent object detection appli-
cations, pedestrians are selected as the targeting object. After that, critical and
state-of-art pedestrian detection algorithms are chosen and implemented on a
PC platform. In the end, the performances of diﬀerent detection algorithms are
compared and analyzed.
Chapter 4
Framework of the Generalized Object
Detection System
The main objective of this thesis is to design and implement diﬀerent object de-
tection systems on a low-power SoC-FPGA platform. Nevertheless, most of the ob-
ject detection algorithms can only detect one category of objects, e.g., cars, faces,
pedestrians. In order to achieve a generalized object detection system on SoC-
FPGA, in this chapter, the framework of the generalized object detection algorithm
is proposed. With this framework, diﬀerent instances of object detection appli-
cations, such as pedestrian detection and traﬃc sign detection, are implemented
and verified.
4.1 The Generalized Object Detection Framework
As shown in Figure 3.3, the CNN-based DeepPed algorithm [8] achieves the best
performance among all implemented object detection algorithms of Chapter 3.
However, the CNN-based object detection algorithm consists of multiple layers
of convolution operations, where each convolution operation employs a diﬀerent
sized model, e.g., 3× 3, 7× 7, 11× 11. Moreover, when the classifier re-trained
each time, the size of the convolution model on each layer also varies. The diversity
of employed convolution models and the variability of convolution operations
after re-training on each layer increase the diﬃculty of designing a universal and
eﬃcient convolution module on a SoC-FPGA platform.
Besides, CNN-based object detection algorithm achieved promising detection ac-
curacy is usually on the basis of more convolution operations and larger convolu-
tion models, which require a large amount of resources to implement on FPGA.
Considering the targeting platform of this work is Zedboard [66], whose program-
ming logic resources are finite, CNN-based object detection approach is not em-
ployed to compose the generalized object detection framework. After some experi-
mental tests and comparison, an optimized ACF algorithm is ultimately employed
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as the main component of the generalized object detection framework. The fast
feature calculation strategy, which provides extra speed enhancement during the
feature extraction process and requires evidently less computing resources, com-
pared to the VeryFast algorithm [62] and DeepPed algorithm [8], is utilized in this
framework. Furthermore, compared to other pedestrian detection algorithms im-
plemented in Section 3.4.4, the ACF algorithm achieves promising results on the
pedestrian detection task.
In the following sections, the framework of the generalized object detection sys-
tem is introduced. In addition, to design the feature extraction module by using
fast feature pyramid approach, the theory behind fast feature calculation and re-
lating configurations are also explained.
4.1.1 The Framework Overview
The overall structure of the generalized object detection system is shown in Figure
4.1. Because this system targets to detect diﬀerent categories of objects, the data
training and testing phases on a PC with MATLAB are required. Moreover, to gen-
erate the best classifier for each application (e.g., face detection application, traﬃc
sign detection application), the training and testing phases are executed multiple
times with diﬀerent configurations until a classifier with promising performance
is obtained.
As can be seen in Figure 4.1, the trained classifier, which achieves the best perfor-
mance in training phase, is exported to the FPGA platform. It is worth noting that
the feature extraction process for training images and testing images are diﬀerent.
For the training images, all positive samples are resized to the size of the sliding
window. For instance, 128× 64 is used for the pedestrian detection application.
Hence, rescaling or image pyramid processing is not required. However, for the
testing phase, each image is rescaled multiple times to detect diﬀerent sized ob-
jects. Therefore, a fast feature calculation process is employed and denoted as
the ‘Feature Extraction’ module in Figure 4.1. For the feature calculation process
under each image scale, the module ‘Feature Calc’ is used and denoted.
After the classifier data is exported, the object detection is executed on the FPGA
platform. In order to achieve real-time object detection, stereo cameras are em-
ployed as the data input of the system. The feature data are extracted from images
of the left camera by the fast feature pyramid method, which is the same as the
feature extraction process of testing phase on the PC. When the feature data are
ready, classification is performed by employing the trained classifier with a slid-
ing window. The output from classification is the location information of the ob-
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Figure 4.1: The framework of the generalized object detection system
jects detected by the classifier. However, due to duplicate objects are detected by
nearby sliding windows or under nearby image scales, the post-processing mod-
ule is added to remove the overlapped detection results. Finally, The image with
marked objects is shown on a monitor. Optionally, the depth of each detected ob-
ject can be calculated with stereo image rectification and depth calculation mod-
ules.
4.1.2 Feature Extraction by Fast Feature Pyramid
In object detection applications, to detect diﬀerent sized objects in the image, the
input image is rescaled multiple times, which is called image pyramid. The con-
ventional feature extraction process of the image pyramid is shown in Figure 4.2.
The input image is rescaled to diﬀerent sizes by image scaling. Then, the feature
data are extracted for each scaled image. Because complex computing process
is performed inside each feature calculation block, a huge amount of comput-
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Figure 4.2: The traditional method of feature extraction from image pyramid
Ruderman and Bialek [67] discover that the statistic of resized natural images fol-
lows a power law, which can be expressed to
E[Φ(Is1)]/E[Φ(Is2)] = (s1/s2)
−λΦ , (4.1)
whereΦ(I) is an arbitrary image and E[·] is the expectation over a patch of natural
images. s1 and s2 are the scales of this patch of a natural image. From Equation
(4.1), we can derive that the ratio of E[Φ(Is1)] and E[Φ(Is2)] depends on the ratio
of s1/s2 and a constant parameter λΦ. Dollár in [34] figure out that similar ex-
pression is also valid for the channel images. If we denote any channel image as
fΩ(I), the Equation (4.1) can be rewritten as
fΩ(Is1)/ fΩ(Is2) ≈ (s1/s2)−λΩ , (4.2)
where Is1 and Is2 are the image I at scale s1 and s2, respectively. For the ease of
description, assuming the scale s2 is equal to 1, then, Is2 is the original image and
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fΩ(Is2) is a channel image (e.g., L channel image, gradient-magnitude channel
image) calculated from the original image. Therefore, the channel image fΩ(Is1)
can be calculated by
fΩ(Is1) ≈ s−λΩ1 · fΩ(Is2). (4.3)
In other words, when the channel features of the original image fΩ(Is2) is ob-
tained, the channel features at scale s1 can be calculated by fΩ(Is2) multiplying
s−λΩ1 , where λΩ is a constant parameter. In fact, this approximation relation is
also valid for any s1 and s2 scales.
To verify the accuracy of the approximation expressed in Equation (4.2), com-
parisons are made between the results of normal computing and approximate
computing by Equation (4.2). The results reveal that the approximate computing
method by Equation (4.2) is more accurate when the ratio of s1/s2 is in the range of
[0.5, 2]. However, in practical detection applications, the image scales that smaller
than 0.5 of the original image is doubtless required. Therefore, certain times of
real computing and approximate computing based on each real computing are
performed, which is illustrated in Figure 4.3.
In diﬀerent object detection applications, due to the size-diﬀerence of detection
objects, the size of the sliding window is diﬀerent. Hence, the amount of required
real computing units also varies. For instance, the size of sliding window em-
ployed in pedestrian detection application is 128× 64 and the resolution of the
input image is 640× 480. In order to detect all of the diﬀerent sized pedestrians
from the input image, the smallest scale equals 128480(≈ 0.25). Since the approxi-
mate computing method is more reliable when the scales are in the range of [0.5,
2]. Therefore, real computing is employed to realize feature calculation at scale
0.25. In reality, three real feature calculation blocks are used for the pedestrian
detection application. After the real computing, the feature approximation is em-
ployed to calculate the surrounding scales of each real computing scale, as shown
in Figure 4.3. Because only bilinear interpolation is executed in each approximate
computing unit, compared with the conventional method that shown in Figure
4.2, much less computing resources are required.
Until now, the parameter −λΩ of Equation (4.2) is not mentioned. Therefore, the
next question is how to calculate this constant parameter. The theory behind this
parameter calculation is complicated and will not be introduced in this section
since it is out of the topic of this thesis. (The theory of calculating the constant
parameter −λΩ can be found in [34].) However, the calculation process can be
summarized into three steps:





















Figure 4.3: Feature extraction by employing the fast feature pyramid approach
Firstly, for an image at original size, calculate the global mean of each type






































where fluv, fgrad and fori are the LUV channel, gradient magnitude channel
feature, and histogram of gradient orientation channel images, respectively.
h and w are the height and width of the original image. Following Equa-
tion (4.4), for each image scale, all global means Meanluvs , Meangrads , and
Meanoris can be obtained.
Then, obtain the proportion matrix Matrixp from the results of Step 1, which
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 . (4.5)
Finally, calculate the parameter λΩ by solving the following equation: e1 λluve2 λgrad
e3 λori
 · [ 1 · · · 1log2(s1) · · · log2(sn)
]
= log2(Matrixp), (4.6)
where e1, e2, and e3 indicate the errors between real computing and approx-
imate computing. In practical, the λluv is 0, and λgrad equals λori. Therefore,
the parameter λΩ is equal to λgrad.
4.1.3 Classification With Boosting Trees
In Section 2.3.2 and 2.3.3, the principle of decision tree and AdaBoost is intro-
duced. In this section, the classification process by employing the AdaBoost with
two-depth decision tree is described.
For diﬀerent object detection applications, due to the diﬀerence of detecting ob-
jects, the number of decision trees that required are also diﬀerent. For instance,
comparing pedestrian detection and traﬃc sign detection, pedestrian normally
requires more features to describe. Therefore, more features are utilized in pedes-
trian detection application during the classification process. Correspondingly,
more quantity of decision trees is used in pedestrian detection application. In this
work, 2048 2-depth decision trees are employed in the pedestrian detection appli-
cation. Meanwhile, traﬃc signs which have limited types and colors, are much
easier to extract the key features. Therefore, after experimental tests, 400 2-depth
decision trees are used.
In the classification process, a sliding window is used for the feature images. Fig-
ure 4.4 illustrates the decision-making process of each sliding window. By com-
paring the feature values and the thresholds from trained classifier data, the con-
fidence value CVi of each decision tree is calculated and summarized. After that,
the final confidence value is compared with a predefined parameter CVT , which
is used to balance the detection accuracy and false positive rate. When the final
result is smaller than CVT , the classification result for current sliding window is
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Figure 4.4: An illustration of the classification process with decision trees
non-object. Otherwise, the sliding window is marked as an object and the location
information of current sliding window is preserved.
4.2 Framework Validation by Pedestrian Detection
Application
In Section 4.1, the overall structure and key components of the structure are in-
troduced. In this and the following sections, the performance of the generalized
object detection framework is tested and verified by diﬀerent object detection ap-
plications. The pedestrian detection algorithm is firstly adapted and verified in
this section.
4.2.1 Datasets for Pedestrian Detection
The datasets used in pedestrian detection application are introduced in Section
3.2. In this part, the samples of all three datasets are merged and employed. Since
they are already described in Section 3.2, the details of these datasets are omitted
here.
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4.2.2 Validation Results
The performance of pedestrian detection application by employing the object de-
tection framework is shown in Figure 4.5. In this figure, two performance evalua-
tion methods: Precision-Recall (PR) curve and Receiver Operating Characteristic
(ROC) curve are used. The PR curve is a widely used method to evaluate the perfor-
mance of a classifier. The y-axis “precision” represents how many true positives
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log-average miss rate = 16.20%
(b) RoC curve
Figure 4.5: The PR curve and RoC curve of pedestrian detection application
are detected among all detected objects, which can be written as:
Precision =
true positive
true positive+ false positive
. (4.7)
Meanwhile, the x-axis “recall” stands for how many objects are actually detected
by the classifier, which can be expressed by:
Recall =
true positive
true positive+ false negative
, (4.8)
where false negative being the objects not detected by the classifier. Therefore, in
PR curve, higher precision means less false positive results in the detection, and
higher recall means more percentage of all objects are detected. Hence, for both
precision and recall, the higher the better. In other words, the PR curve should be
as close to the upper right corner as possible.
The detailed explanation of ROC curve is already introduced in Section 3.4.2. In
general, ROC curve is the opposite of PR curve. The ROC curve should be as
close to the lower left corner as possible. Because part of the framework structure
is based on the ACF algorithm, similar detection performance is obtained after
multiple times of training and testing.
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4.3 Framework Validation by Traﬃc Sign Detection
Application
With the generalized object detection framework, the traﬃc sign detection algo-
rithm is adapted and verified in this section. It is worth noting that only traﬃc
sign detection process is performed in the experiments, the traﬃc sign recogni-
tion is not included.
4.3.1 Datasets for Traﬃc Sign Detection
In the traﬃc sign detection application, two datasets are employed during the
training phase: the German Traﬃc Sign Detection Benchmark (GTSDB) [68] and
the German Traﬃc Sign Recognition Benchmark (GTSRB) [69]. More than 50,000
annotated images with 42 diﬀerent traﬃc signs of Germany are provided by these
datasets. Although GTSRB is originally provided for traﬃc sign recognition, be-
cause only the annotated areas are utilized in the positive samples, GTSRB dataset
is also suitable for the training phase. Due to that only the traﬃc sign area is in-
cluded in the positive samples of GTSRB dataset, GTSRB cannot be used in the
testing phase. Therefore, only a number of GTSDB images are employed in the
testing phase.
In GTSDB and GTSRB datasets, the traﬃc signs are categorized into four groups:
Prohibitory [red circus, inner white background, and black symbols, as il-
lustrated in Figure 4.6]
Figure 4.6: Traﬃc Sign Category: Prohibitory
Mandatory [round, inner blue background, and white symbols, as illustrated
in Figure 4.7]
Danger [red triangle, inner white background, and black symbols, as illus-
trated in Figure 4.8]
4 Framework of the Generalized Object Detection System 49
Figure 4.7: Traﬃc Sign Category: Mandatory
Figure 4.8: Traﬃc Sign Category: Danger
Others [other symbols, as illustrated in Figure 4.9]
Figure 4.9: Traﬃc Sign Category: Others
Due to the obvious diﬀerence among four groups of traﬃc signs, each category
of traﬃc signs is trained and tested separately. As a result, four promising classi-
fiers are obtained, where each classifier is used to detect one type of traﬃc signs.
In other words, during the detection phase, the detecting is executed four times
for each image, where each time detects one category of traﬃc signs. Besides, a
simplified version of traﬃc sign detection with only one classifier is also imple-
mented. In this version, all traﬃc signs are trained together during the training
phase. In the end, the performance of two versions of traﬃc sign detection imple-
mentations is compared.
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4.3.2 Validation Results of Traﬃc Sign Detection by Category
Prohibitory Traﬃc Sign Detection
To generate the prohibitory traﬃc sign classifier, 1918 positive prohibitory traﬃc
signs, whose size is bigger than 56 × 56, are selected from GTSDB and GTSRB
datasets. This amount of positive samples is not enough to train a robust classi-
fier. Considering the traﬃc signs can be rotated with a maximum 10o in real-life
scenarios, rotating each positive sample by 5o clockwise and counterclockwise is
performed. After the rotation, 5754 positive samples are eventually generated and
employed in the training phase of the algorithm.
Regarding negative dataset, no negative image/sample is provided in GTSDB or
GTSRB dataset. In this algorithm, the negative dataset is created by manually
removing the traﬃc sign area of GTSDB positive images that used in the training
phase. Besides, to make the negative dataset more robust, the negative images of
INRIA dataset [22] are also employed as negative samples of this algorithm. In
the end, 5822 negative images are finally used in the training phase of prohibitory
traﬃc sign detection.
When the dataset is ready, the classifier is trained and tested with a diﬀerent num-
ber of decision trees. The experimental results show that good performance can
be obtained by only employing 100 two-depth decision tree. The PR curve and
ROC curve of generated classifier are shown in Figure 4.10. As can be seen, more
than 96% of prohibitory signs are detected with the accuracy of (v) 97%. (Noting
that the classifier showed in Figure 4.10, three stages, [30 60 100], are used during
the training phase.)
Considering the number of decision trees that employed in the pedestrian detec-
tion application (which is 2048), a number of 100 trees are used in the prohibitory
traﬃc sign detection. The reason that much fewer decision trees are enough can
be:
Firstly, similarities exist among prohibitory traﬃc signs. All traﬃc signs
are composed by a red circus, white background, and black symbols in the
circus, as shown in Figure 4.6.
Secondly, the pattern of prohibitory traﬃc signs is finite. All prohibitory
traﬃc signs are shown in Figure 4.6.
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(b) ROC curve
Figure 4.10: The PR curve and ROC curve of prohibitory traﬃc sign detection
Danger Traﬃc Sign Detection
In this part, the danger traﬃc sign classifier is generated. The dataset that em-
ployed during the training phase includes 6447 positive samples and 5615 nega-
tive images. The positive samples are generated by selecting 2149 positive samples
from GTSDB and GTSRB datasets, whose size is bigger than 56× 56, and rotating
each sample by 5o clockwise and counterclockwise. The negative dataset of this
algorithm is created by a similar strategy of prohibitory traﬃc sign detection ap-
plication. Two sets of images are included in the negative dataset: non-traﬃc sign
area of positive images used in the training phase and the negative images of IN-
RIA dataset. For each negative image, multiple negative samples can be obtained
by randomly selecting a window of 128× 64.
After data training and testing multiple times with diﬀerent configurations, the
performance of final danger traﬃc sign classifier is shown in Figure 4.11. To gen-
erate the illustrated classifier, the configuration of three stages [30 60 120] is used
during the training phase. Moreover, the number of decision trees that employed
in the final classifier is 120.
Mandatory Traﬃc Sign Detection
In this subsection, the classifier of detecting mandatory traﬃc signs is trained.
The number of positive samples provided in GTSDB and GTSRB datasets is 808,
which is fewer compared with the prohibitory or danger traﬃc signs. Therefore,
rotations with the angle of 3o, 6o, 9o clockwise and counter-clockwise for each
sample are performed. For the negative dataset generation, the same strategy of
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(b) ROC curve
Figure 4.11: The PR curve and ROC curve of danger traﬃc sign detection
prohibitory traﬃc sign detection application is employed. The final dataset that
utilized during the training phase of this algorithm includes 5656 (= 808 × 7)
positive samples and 4827 negative images.
The performance of generated mandatory traﬃc sign classifier is shown in Figure
4.12. Although sample rotation is performed to produce enough positive samples,
because only 808 original positive samples are provided, the diversity of positive
samples is finite. Therefore, the log-average miss rate of the trained classifier is
7.7%, which is slightly worse than the trained prohibitory classifier or the danger
classifier. The number of 2-depth decision tree that employed in the final classi-
fier is 100.
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(b) ROC curve
Figure 4.12: The PR curve and ROC curve of mandatory traﬃc sign detection
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Others Traﬃc Sign Detection
The traﬃc signs that can not be categorized into prohibitory, danger, or manda-
tory, which are shown in Figure 4.9, comprise the “Others” category of traﬃc signs.
The classifier of these traﬃc signs is trained in this part. To generate the classifier,
1308 positive samples are selected from GTSDB and GTSRB datasets. By rotating
each positive sample with the degree of 5o and 9o, 6540 positive samples are cre-
ated. As for the negative dataset, 4843 negative images are employed in the data
training. After training and testing with diﬀerent parameters multiple times, the
performance of the final classifier is shown in Figure 4.14.
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(b) ROC curve
Figure 4.13: The PR curve and ROC curve of others traﬃc sign detection
As can be seen from Figure 4.14, the miss rate of detecting this category of traﬃc
signs is relatively high. Referring to Figure 4.9 listed traﬃc signs of this group, we
can notice that fewer similarities exist among the traﬃc signs of “Others” category.
Therefore, inevitably, relatively worse performance is obtained by this classifier
compared with the classifiers of danger, mandatory, and prohibitory traﬃc signs.
Combining Four Detectors
After four types of traﬃc sign classifiers are trained, the final detector is obtained
by combining all four classifiers together. Hence, during the classification pro-
cess, for each sliding window, four times of detection are performed where each
time detects one category of traﬃc signs. The number of decision trees that uti-
lized in the classifiers is 100, 120, 100, and 300, respectively. Compared with 2048
trees used in pedestrian detection, the number of 620 trees used in traﬃc sign
detection algorithm is much less. Therefore, in practical, the detection speed for
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each sliding window of traﬃc sign detection is 2 v 3 times faster than the pedes-
trian detection application.
4.3.3 Validation Results of Traﬃc Sign Detection All together
In Section 4.3.2, the traﬃc sign detection is achieved by training and employing
four classifiers that each classifier detects one category of traﬃc signs. In this
section, a simplified version of traﬃc sign classifier, which generated by training
all types of traﬃc signs together, is introduced.
In GTSDB and GTSRB datasets, the number of positive samples is 6183. Employ-
ing non-traﬃc sign area as the negative images plus negative images of INRIA
dataset, 5813 negative images are prepared. After classifier training with diﬀerent
number of decision trees, diﬀerent number of positive samples (by rotating pos-
itive samples), diﬀerent number of training stages, the results show that training
with four stages, [50 100 200 400], achieves relative good performance, which is
shown in Figure 4.14. Moreover, the experiments also reveal that the performance
of the classifier is not improved by using more rotated positive samples.
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(b) ROC curve
Figure 4.14: The PR curve and ROC curve of traﬃc signs trained all together
As shown in Figure 4.14, 97 percent of traﬃc signs is detected by this version
of algorithm and the log-average false positive rate is 6.9 percent. This result
is good enough compared with the traﬃc sign detection by category approach.
However, after analyzing the training dataset of this algorithm, we discover that
much less number of mandatory and others category traﬃc signs are provided
in the dataset. Therefore, in practical, the classifier of “traﬃc sign detection all
together” is weaker while detecting the signs of mandatory and others category.
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4.4 Framework Validation by Head Detection Application
Head detection is an application similar to face detection. To simplify the annota-
tion work of faces, human heads are annotated and detected in the thesis. There-
fore, the generalized object detection framework is adapted and verified by the
head detection algorithm in this section. In the following, the dataset employed
and the validation results of the head detection algorithm are explained.
4.4.1 Dataset for Head Detection
Face detection is a popularized algorithm in computer vision and robotics fields.
Nevertheless, the annotation methods of the face datasets available online are dif-
ferent from pedestrian/traﬃc sign datasets. In pedestrian/traﬃc sign datasets, ob-
jects are annotated by rectangles. However, most of the face datasets are annotated
either in the shape of an eclipse, or the position of eyes, noses, etc.
In this work, Caltech-Head dataset [70] is employed. Owing to the annotation
of the head in Caltech-Head dataset is in the shape of eclipse, a conversion of
annotations from eclipse to rectangle is performed with MATLAB. Besides, a set of
face samples from “WIDER FACE” [71] dataset is also utilized during the training
phase. In “WIDER FACE” dataset, the faces are annotated with expressions, poses,
illuminations, occlusions, etc. To simply the detection system, only the samples
of front-face are selected and used.
4.4.2 Validation Results
In this part, 4366 positive samples are employed. Similar to traﬃc sign detection
application, the non-face areas of each positive image plus the negative images of
INRIA composed the negative dataset. After data training and testing with diﬀer-
ent configurations multiple times, the performance of final face classifier is shown
in Figure 4.15.
As can be seen from Figure 4.15, the log-average miss rate of head detection is
14.88%, which is acceptable compared with other face detection algorithms [25],
[53]. However, since only front-face/head samples are employed in classifier train-
ing, only front-face/head can be detected.
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(a) PR curve (b) RoC curve
Figure 4.15: The PR curve and RoC curve of head detection application
4.5 Summary
In this chapter, a generalized object detection framework is created. Thereafter,
the configurable parameters of this framework are explained by introducing the
theory of “fast feature calculation” approach. With this framework, diﬀerent de-
tection applications are programmed and verified. Finally, the performance of
each detection application is given and explained.
Chapter 5
IP-Toolbox Design for the Generalized
Object Detection System
Based on the generalized object detection framework introduced in Section 4.1,
IP cores that correspond to each module of the object detection algorithm are
designed. In this chapter, the design process and details of each IP core are intro-
duced.
5.1 Camera Capture
In this thesis, the research interest is focused on the object detection algorithms
/ systems that utilizing images captured from normal video cameras as the sys-
tem input. Therefore, the camera model and the image data transfer interface are
compared firstly. (The details about camera selection will be introduced in Sec-
tion 6.1.) After comparison, Pmod camera OV7670 [72], which is widely used in
open-source embedded projects, is deployed as the system camera.
Mike Field [73] provides a basic open source project that utilizing OV7670 and
Zedboard. In this work, to obtain better images from this camera, further camera
configuration, calibration and image processing procedures are performed. The
overall structure of camera capture module is presented in Figure 5.1.
From Figure 5.1, it is evident that this module consists of 5 submodules. The
function and details of each submodule are introduced in the following parts of
this section.
5.1.1 Camera Config Generator
The task of the camera config generator submodule is to provide valid and correct
camera configuration register addresses and values sequentially. These configu-
ration data indicate the frequency, resolution, etc. information of OV7670 camera.











Figure 5.1: The overall structure of OV7670 camera capture module
In this thesis, the OV7670 camera is always configured as Table 5.1 shows. In this
table, RGB565 is the camera output data format, which uses 5 bits for red channel,
6 bits for green channel, and 5 bits for blue channel in each pixel.
Clock FPS Resolution Data Format
Configuration 24Mhz 30 640× 480 RGB565
Table 5.1: The employed configuration of OV7670 camera
5.1.2 SCCB Controller
Serial Camera Control Bus (SCCB), which is defined and deployed by OmniVision
Technologies [74], is an I2C-like protocol that used for the configuration of OV se-
ries cameras. For OV7670 Pmod camera, 2-wire SCCB interface is used, although
2-wire SCCB interface only allows the master connecting to one slave device. Here
the details of SCCB transmission protocol are not described since it is out of the
topic of this thesis. More information about SCCB is available from its specifica-
tion [75]. In general, the SCCB controller submodule serves as the interface be-
tween camera configuration data and the camera. Therefore, all camera registers
are configured via SCCB.
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5.1.3 Stabilization
From Section 5.1.1, we know that the OV7670 camera is configured with the RGB565
data format. Therefore, the corresponding image data receiving submodule should
also match this pattern. Due to the limitation of camera pins, only 10-bit data
could be outputted from the camera per clock cycle. Namely, 8-bit pixel data and
two one-bit signals: “vsync” and “href ”, which indicate the image frame synchro-
nization and line break, respectively.
In reality, because of the camera quality and data transmission noise, camera data
are not firmly generated per clock cycle. Therefore, a FIFO-based stabilization
submodule is required to stabilize the output of the camera. In the design, “ov7670
_pclk” is used as the input clock of the FIFO and the clock rate of data output after
stabilization is 25MHz. Through on-board testing with an oscilloscope for many
times, the results show that 256-depth FIFO is enough to stabilize the camera
outputs. The FIFO width is set to 10 bits (8-bit output data, href and vsync).
5.1.4 RGB565 Image Capture
After the stabilization, the image data are firmly generated every clock cycle. How-
ever, for each pixel of a color image, RGB565 contains 16 bits. Therefore, the data
of each pixel is obtained by two clock cycles, as illustrated in Figure 5.2. In order
to simplify the data format for future image processing modules, 16-bit RGB is
generated by combining 8-bit camera output every two clock cycles. After that,
optionally, 16-bit RGB data can be reformed to 24-bit RGB by zero padding for
each color channel.
clock 1: First byte
clock 2: Second byte
R4 R3 R2 R1 R0 G5 G4 G3
G2 G1 G0 B4 B3 B2 B1 B0
Figure 5.2: The format of RGB565 data output
5.1.5 Color Correction
Color correction is an image preprocessing procedure that calibrates the color of
captured pictures to the color of real world. For many vision applications, it is
optional. However, the task of this work is to detect diﬀerent objects, which may
contain features that are sensitive to colors. Moreover, the employed OV7670 cam-
era produces images with obvious color distortion. Therefore, color correction
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submodule is designed to enhance the picture quality captured by the camera.
To achieve the color correction, Colorchecker [76] is used, as shown in Figure
5.3(a). The colors on colorchecker are predefined in its specification document
[77]. Thus, firstly, some pictures of Colorchecker are captured by OV7670 camera
(a) Standard Colorchecker (b) ColorChecker captured by
OV7670
Figure 5.3: A comparion between standard Colorchecker and the image captured by
OV7670 camera.
under good light conditions, as shown in Figure 5.3(b). Then, the average value of
each color on Colorchecker is calculated by Matlab. Finally, the polynomial-based
color correction [78] algorithm is executed by comparing predefined color values
to the color values that Matlab calculated. The resulting vector serves as the color
matrix that converts colors of captured image to real world color. With this color
conversion matrix, all pixels obtained from RGB565 Image Capture submodule
can be color-corrected.
IP Packaging and Resource Utilization Analysis
In this work, to give the flexibility to further project design with camera capture
IP, two versions of camera capture IP are generated: camera capture without AXI
interface version and with AXI interface version, as shown in Figure 5.4. Without
AXI interface, this IP can be directly connected to other image processing IPs,
such as undistortion, rectification or image filtering. On the other hand, with the
AXI interface, the image data could be transferred to the DDR3 memory easily by
Video Direct Memory Access (VDMA).
In Figure 5.4, “ov7670_∗” are the ports that interface this IP with OV7670 camera.
“config_finished_led” is the signal that indicates whether the OV7670 configura-
tion is finished. “camera_*” are the final stable and color corrected output from
the no AXI interface version IP. “camera_href ” and “camera_vsync” indicate the
frame synchronization and line breaks of output image. “camera_data” and “cam-
era_en” are the data output and valid signals. In Figure 5.4(b), the“axi_∗” ports are










































(b) Camera capture IP with AXI
Figure 5.4: The packaged IP of camera capture module
the standard AXI interface. 24-bit RGB pixel data is extended to 32bits for easier
transmission and storage in DDR3 memory. The “camera_href ”, “camera_vsync”,
and “camera_en” signals are converted to AXI version signals “axi_tlast”, “axi_tuser”,
and “axi_tvalid”, respectively.
The resource utilization of two IP cores on Zedboard is shown in Table 5.2. In both
IPs, three DSPs are consumed by color correction submodule. Besides, similar
number of resources are used by the two IP cores.
Site Type Resource Used AvailableIP Without AXI IP With AXI
LUT 199 203 53200
FF 262 269 106400
BRAM 0 0 140
DSP 3 3 220
Table 5.2: The resource utilization report of camera capture IP on Zedboard
5.2 StereoCam Capture
In Section 5.1, capture IP by single camera is designed. For some detection ap-
plications, stereo images are required as the data input. Therefore, StereoCam
capture module, which can interface with two Pmod cameras, is introduced in
this section. (The details of StereoCam board will be explained in Chapter 6.)
The overall structure of StereoCam capture module is shown in Figure 5.5. Be-
cause two OV7670 cameras are used in this module, two camera config generators
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Figure 5.5: The structure of StereoCam capture module
and two SCCB controllers are required. Besides, the revised version of stabiliza-
tion and image capture submodule are implemented to handle the data from two
cameras.
Since each block in Figure 5.5 is similar to the submodules inside single camera
capture IP, the detailed introduction for each submodule is omitted. The view
of packaged IP and resource utilization are shown in Figure 5.6 and Table 5.3,
respectively.
To obtain the stereo information (e.g., depth) from stereo cameras, the calibration
and rectification of stereo images are always required. Thus, AXI interface is not
necessary for this module. Besides, in later Section 5.3 StereoCam rectification
module, many lines of pixels should be buﬀered for both images, therefore, the
data output of two cameras: “cam1_out_data” and “cam2_out_data” are 16 bits
instead of 24 bits, which can save the usage of BRAM resource in rectification
module.
Comparing the resources used by StereoCam capture module in Table 5.3 and
single camera capture IP used in Table 5.2, we can conclude that the resources
consumed by StereoCam capture IP is around doubled of the single camera cap-
ture IP. However, because only one stabilization and one image capture module is
used, therefore, slightly less than twice the size of resources are used by StereoCam
capture IP.
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Figure 5.6: The packaged IP of StereoCam
capture





Table 5.3: The resource utilization report of
StereoCam capture IP on Zed-
board
5.3 StereoCam Rectification
StereoCam rectification is the process of reprojecting the image planes of two
cameras to achieve co-planar and row-aligned stereo images. Figure 5.7 illustrates
a pair of images captured by my stereo cameras. The red lines in this figure are
added afterwards to show the status of alignment between two images. From these
red lines, it is evident that left and right image are not aligned. Besides, some
distortions in the corners of both images can also be observed from this figure.
Without image rectification, disparity/depth information cannot be obtained from
stereo images. Therefore, image rectification is a necessary and critical step for any
stereo camera-based applications. And the quality of rectification directly con-
cerns the accuracy of disparity/depth information that calculated from stereo im-
ages.
In order to accomplish image rectification, the following steps should be per-
formed:
Firstly, stereo camera synchronization, which guarantees two cameras are
capturing and storing the same frame of the image.
Secondly, stereo camera parameters calculation, including the intrinsic ma-
trix for each camera, camera distortion coeﬃcients, and the extrinsic matrix.
Distortion coeﬃcients are used to eliminate camera distortion. Intrinsic
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Figure 5.7: An example of stereo images that captured by two OV7670 cameras: left and
right images are not aligned and distortion exists in both images
and extrinsic matrix are used to reproject image planes to co-planar.
Finally, calibration and rectification with stereo camera parameters.
5.3.1 StereoCam Synchronization
Although two cameras are configured at exactly the same time by the same reset
trigger and using the same clock that provided by FPGA, due to the manufacturing
and wiring problem, slightly diﬀerences, such as the delay before first data output,
still exist between two cameras in reality. Therefore, camera synchronization is
required for further image capturing.
To figure out the timing diﬀerence between two cameras, the “OV7670_vsync” sig-
nal from two cameras are scoped with an oscilloscope. After camera resetting and
startup multiple times, the experimental results show that usually one camera
output is delayed or ahead of the other camera output 0 ∼ 700 pixels. Therefore,
1024-depth FIFO for each camera is used in this submodule.
Figure 5.8 illustrates an example of the timing diﬀerence between two cameras’
data output. Assuming at Time A, the first data of left camera is outputted. Then,
the data from left camera is stored into its FIFO every clock cycle. At Time B, 402
clock cycles later, the first data of right camera is generated and sent to FIFO. For
the reading process, at Time C (this 100 clock cycles delay is optional), “Data1”s
from the left and right camera FIFO are read out. Thereafter, this reading pro-
cess from FIFO continues for each clock cycle. In this submodule, the data that
passed through FIFO contains 16-bit RGB565 pixel data, “camera_href ” and “cam-
era_vsync” signals.
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Time A
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Figure 5.8: An example of StereoCam synchronization process: FIFO writing with time
diﬀerence and FIFO reading at the same time
5.3.2 StereoCam Parameter Calculation
As mentioned in Section 5.3, two problems exist in the stereo images that cap-
tured by the two OV7670 cameras: image distortion and non-coplanar. Therefore,
correspondingly, two sets of parameters are required to eliminate these problems:
distortion coeﬃcients of two cameras; intrinsic matrix of each camera and extrin-
sic matrix.
Image Distortion
It is known that the camera imaging principle is based on the pinhole camera
model. However, in real cameras, lens are employed to replace the ideal but un-
available pinhole. Due to the manufacturing technology limits, non-alignment
between lens and imager, "spherical" lens, etc. problems exist [79]. These problems
result in the tangential distortion and radial distortion of the camera, respectively.
In order to remove these distortions, a series of “checkerboard” photos are re-
quired to capture by the camera, as depicted in Figure 5.9. Thereafter, the calibra-
tion is processed by Zhang’s method [80]. The calibration results, intrinsic matrix
and distortion coeﬃcients, are the parameters required for further rectification
or undistortion.
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Figure 5.9: An illustration of OV7670 captured checkerboard images
Non-coplanar
After introducing lens distortion which exists in all camera, this part will talk
more about the other problem that exists between stereo cameras: non-planar or
non-coplanar. In practical, when installing two cameras, although we tried to pose
them parallel, two cameras are neither horizontally aligned nor coplanar, which
are actually two necessary requirements for stereo imaging model.
To solve this problem, stereo camera calibration is executed. In the stereo calibra-
tion process, intrinsic matrix and distortion coeﬃcients are used as the known
input. A series of stereo "checkerboard" photos is captured, as shown in Figure
5.10. Then Bouquet’s Matlab Toolbox [81] is employed to calculate the extrinsic
matrix, which represents the relationship between two cameras.
(a) Left (b) Right (c) Left (d) Right
Figure 5.10: An illustration of StereoCam captured stereo checkerboard images
Until now, all the parameters required by stereo camera rectification are com-
puted. Noticing that the intrinsic matrix and distortion coeﬃcient are related to
the change of camera focal length. Although OV7670 camera contains a manu-
ally rotatable lens, once camera parameters are calculated, the camera lens should
never be rotated. Otherwise, both single camera calibration and stereo calibration
should be repeated. Moreover, the relative position of two cameras should never
be changed either. Otherwise, the extrinsic matrix would be invalid. Besides, the
process of StereoCam parameter calculation is not inside StereoCam rectification
IP. This calculation is only required to be done once with Matlab or OpenCV on
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a PC.
5.3.3 Stereo Image Rectification
In Section 5.3.2, camera intrinsic matrix, distortion coeﬃcients, and extrinsic ma-
trix are obtained. With these parameters, the stereo images could be rectified by
two steps: homography transformation and undistortion.
Homography Transformation
Homography transformation is the process of a coordinate transformation from
camera coordinate system to the new coplanar coordinate system. This transfor-
mation guarantees that stereo images are coplanar and row aligned after the con-
version. During this process, homography transformation matrix, which can be
calculated from the intrinsic and extrinsic matrix, is required. (More information
about homography transformation theory can be found in [79].)
Undistortion
Undistortion is the process of removing image distortion with distortion coeﬃ-
cients. As mentioned in Section 5.3.2, distortion contains radial distortion and
tangential distortion. After the camera calibration with “checkerboard” pictures,
the Matlab results show that tangential distortion of OV7670 camera that used in
the system is tiny. Therefore, only radial distortion is considered and removed in
this IP.
A standard approach to model the radial distortion is using Taylor series expan-
sion around r, which is the distance between the pixel in the image and the prin-
cipal point. Then, the transformation is processed according to
xdist = xundist(1+ k1r2 + k2r4 + k3r6)
ydist = yundist(1+ k1r2 + k2r4 + k3r6)
(5.1)
where (xundist, yundist) being the undistorted point that projected by an ideal pin-
hole camera and (xdist, ydist) being the projected distorted point in reality. Be-
sides, it is known that r2 = x2undist + y
2
undist. From Equation (5.1), we can defer
that the distortion at imager center (optical axis intersect) is 0; the distortion in-
creases as the point move towards the periphery/margin. And the distortion can
be expressed by 3 parameters k1, k2, and k3. These parameters actually are the dis-
tortion coeﬃcients obtained from oﬄine parameter calculation process of Section
5.3.2.
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In this IP design, to achieve stereo image rectification, homography transforma-
tion and undistortion process are required to execute for all image pixels. As
illustrated in Figure 5.11, the original left image Il”(xl”, yl”) and right image
Ir”(xr”, yr”) are distorted and non-coplanar. After undistortion processing, the






r(x′r, y′r). Then, recti-
fication is performed via homography transformation matrix to the undistorted
images and the resulting images Il(xl, yl) and Ir(xr, yr) are row-aligned and copla-
nar images.
Undistortion L
Il(xl, yl) left image
Undistortion R
















r (x′′r , y′′r )rectified image
Figure 5.11: The process of image rectification
However, in the implementation, to guarantee all points in the new coplanar co-
ordinate system are not void, the reverse process is performed. The practical cal-
culation process can be described as follows:
Step 1: For each point of Il(xl, yl) and Ir(xr, yr) in the new coplanar coordi-






r(x′r, y′r) in the undis-
torted images are calculated. During this process, homography transforma-




Step 2: Locate the corresponding points Il”(xl”, yl”) and Ir”(xr”, yr”) in the
distorted image, namely, OV7670 camera captured image, by Equation (5.1).
Step 3: Check if the x, y coordinates of (xl”, yl”) and (xr”, yr”) are in the
range of 0∼ 639 and 0∼ 479, respectively. Pixel values of all points out of
this range are set to 0.
Finally, this process is repeated for each pixel until all pixels in the new
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coplanar image are processed.
IP Packaging and Resource Utilization Analysis
The packaged IP of StereoCam rectification module is shown in Figure 5.12. “clk25”
and “clk100” represent two clock input 25MHz and 100MHz, respectively. “clk25”
serves as the input clock of image pixel. One 16-bit pixel is read into this module
every two cycles of “clk25” clock. However, for each pixel, the rectification process
requires many cycles to finish. In order to make the real time rectification pos-
sible, four-stage pipeline structure is employed. Each stage consumes maximum
eight cycles. To make the pipelines time-aligned and real-time, “clk100” is used as
the clock input of rectification pipeline block and the state machine of each stage
contains eight states.
Figure 5.12: The packaged IP of StereoCam rectification module
The resource utilization of StereoCam rectification IP is listed in Table 5.4. In
this module, in order to guarantee that the corresponding pixels are always avail-
able, 64 lines of pixels are buﬀered for both left and right image, where each pixel
is 16-bit in the RGB565 format. Therefore, 39 BRAMs are utilized in Table 5.4.
Moreover, due to the computation complexity of homography transformation and
undistortion process, a reasonable number of DSPs is also consumed in this mod-
ule.
Finally, an example pair of rectified stereo image result is shown in Figure 5.13.
(The original captured images are also shown in Figure 5.7.) The red lines in this
Figure are drawn afterwards to show the alignments between two images. Com-
paring the objects/colors/pixels between left and right images on each red line, it is
evident that after rectification, two images are almost perfectly aligned. The only
diﬀerence between left and right images is the pixel displacement in the X-axis di-
rection, which should exist and is extremely critical for further depth calculation.
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Table 5.4: The resource utilization report of StereoCam rectification IP on Zedboard
Figure 5.13: An example of rectified stereo images captured by two OV7670 cameras: left
and right images are row-aligned and coplanar
5.4 Depth Calculation
Referring to Figure 4.1, depth calculation module accepts the rectified stereo im-
ages and generates the disparity image for each pair of inputs. Based on the dis-
parity information, the depth/distance of an object to the camera can be further
obtained. The geometry of the depth estimation from stereo images is illustrated
in Figure 5.14 [79].
In Figure 5.14, the left and right cameras are assumed to be aligned and undis-
torted; the optical axes are parallel. The projection center of each camera is de-
noted asOl andOr, respectively. Object S and its projected points in left and right
images are represented as Sl(x, y) and Sr(x′, y), respectively. The disparity d at
point Sl , can be obtained by
d = x− x′. (5.2)
If we denote the focal length as f , the length of baselineOlOr as B, and the distance














Figure 5.14: Geometry of depth estimation from stereo cameras











− f . (5.4)
Thereafter, the depth Z of object S equals




with both focal length f and baseline length B being fixed and known. Accord-
ing to Equation (5.5), the depth Z is only related and inversely proportional to
the disparity d, which is reasonable since closer objects have bigger disparity [79].
Therefore, depth calculation is actually the process of finding the disparity of cor-
responding pixels from stereo images. In other words, depth estimation is a stereo
matching process for each pixel.
In this module, Sum of Absolute Diﬀerence (SAD)-based stereo matching is em-
ployed. Figure 5.15 exemplifies the stereo matching process for object point S.
For the ease of description, we re-denote the projected points of S on two images
as Sl(x, y) and Sr(x−d, y) in this part. If we use a N×N floating window with Sl
and Sr as the center on each image, respectively, little diﬀerences should exist be-
tween two window blocks. To measure the intensity diﬀerences, SAD is calculated
and denoted as T. For arbitrary point Sl(x, y) in Figure 5.15(a) and its potential




|Sl(x+ i, y+ j)− Sr(x− d+ i, y+ j) | . (5.6)
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Sl(x,y)




(b) Corresponding point Sr in
right image
Figure 5.15: An illustration of SAD-based stereo matching process
Therefore, if pixel Sl(x, y) position in left image is given, the process of locating
Sr(x−d, y) on the right image is a block matching approach. Since the matching
pixel in right image should be on the left side of Sl(x, y), one pixel left shifting
of the floating window is executed and the SAD is calculated for each disparity.
Assuming the maximum disparity as M, after M times shifting and computing,
the minimum SAD corresponding disparity is selected as the disparity at Sl(x, y).
Repeating this process for every pixel until the disparity map of the whole image
is obtained.
In the design, to save the computing resources and the time of data accessing,





















Figure 5.16: An illustration of col-SAD-based stereo matching process
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To realize real-time processing of multiple data, LM and RM are employed to
buﬀer the input pixels. Moreover, a window-column size local memory LR is used
to store left image pixels. An M columns memory RRi is used to store right image
pixels, with i = {0, 1, . . . ,M− 1}. An M×(N+1) memory block col-SADs is cre-
ated to store column-SADs. LR, RRi, and col-SADs are all implemented by shifting
registers. For every N cycles, the right pixel memory RRi performs one-pixel left
column-shifting. And the col-SADs block also performs one-pixel left column-
shifting. Thereafter, N vertical pixels are read in from each image. According to
diﬀerent disparities, the col-SAD results are stored into the last column of col-
SADs block [82]. Finally, each row of col-SADs memory block is summarized and
the smallest SAD corresponding disparity is obtained.
The packaged IP of depth calculation module is shown in Figure 5.17. The input
data of this module are pixels from two images and the output is the disparity data
for each image point. In the design, we discover that too much BRAM are required
to buﬀer two N lines of pixels (N=nine in this IP). Therefore, in this module, the
input image is rescaled to 160 × 120. Which is to say, read in four pixels, but
only utilize one of them. Although the resolution of generated disparity image is
160× 120, for the object that not too far away, the depth of the object calculated
is still acceptable.
Figure 5.17: The packaged IP of depth calcu-
lation





Table 5.5: The resource utilization report of
depth calculation IP on Zedboard
The resource utilization of depth calculation IP is listed in Table 5.5. Since many
shifting registers are employed in this IP, many FFs and LUTs are used. Moreover,
the resolution of the valid data in process block is 160× 120, therefore, compared
with rectification module, much less BRAMs are employed. Besides, it is worth
noting that the output of this module is the disparity image. The process of depth
calculation by applying Equation (5.5) is accomplished after the objects are de-
tected.
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5.5 Image Scaler
The task of image scaler is to scale the image data from one resolution to other
resolutions, which can be used as the data input for feature calculation module. In
the camera module, the OV7670 camera is configured to generate the output with
640× 480 resolution. Therefore, the data input of image scalers in this section are
all with 640× 480 resolution. According to the fast feature calculation approach
that shown in Figure 4.3, two image scalers are required: 320 × 240 scaler and
160× 120 scaler, which is 2× downsampled and 4× downsampled image of the
original image. Besides, the fast feature calculation process in practical can be



































Figure 5.18: The structure of feature extraction module
5.5.1 320×240 Image Scaler
Because the resulting image of 320× 240 image scaler is horizontally and vertically
2× downsampled of the input image, minimum two lines of pixels are required
to be buﬀered. In the design, to achieve reading from and writing to the buﬀer
simultaneously, the size of BRAM buﬀer is configured to four lines of pixels: two
lines for reading and two lines for writing. The input and output ports of 320× 240
image scaler are shown in Figure 5.19.
The input clock frequency is 25MHz, and the input data is 24-bit pixel data. Thus,







pixel_out[2 3 :0] 
scaler _320x240_vl_O 
Figure 5.19: The packaged IP of 320× 240 image scaler
each clock cycle, one 24-bit pixel is fed into the scaler. The output of this module
is also 24-bit wide, but due to 2× horizontally and vertically downsampling, the
output will be produced every four clock cycles. In figure 5.19, “fsync” is the frame
synchronization signal, which indicates when current frame ends and next frame
starts. This signal is similar to the “cam_vsync” port of camera and stereocam
module.
Moreover, in this module, because the input pixel is streamed in every clock cycle,
to accomplish data processing in time, a pipeline architecture is designed. The
structure of the pipeline is illustrated in Figure 5.20. It is evident that this pipeline
structure consists of five stages: writing input pixel to BRAM, determining when
the process starts by buﬀered data validation, reading required data, summarizing
the read data, and generating output signals. Worth to note that in stage 2, the
quantity of buﬀered data will be checked, and based on this information, start/end
processing signal will be generated. Thereafter, the whole pipeline starts until all
pixels in the image is processed. Besides, because the resulting data is outputted
every four cycles, each stage may finish its task in four cycles. For instance, in
stage 4, pixels in the 2× 2 window are requested to summarized in four cycles.
Therefore, this pipeline architecture contains five stages where each stage may
contain a maximum 4-states state machine.
stage 1: writing input data to Bram
stage 2: buffered data validation
stage 3: corresponding data reading
stage 4: 2 x 2 window pixels summarizing







Figure 5.20: The pipeline structure of 320× 240 scaler
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5.5.2 160×120 Image Scaler
160× 120 image scaler is similar to 320× 240 image scaler, except the buﬀer size
and computing process. Because each pixel in a 160× 120 image is calculated from
a 4× 4 window, to guarantee simultaneous reading from and writing to BRAM,
the buﬀer size is set to 8× 640where each pixel is 24-bit width. In stage 2 and 3, the
pixels in 4× 4 window will be accessed and summarized in 16 clock cycles. Hence,
output data is produced every 16 clock cycles. Since the packaged IP and pipeline
structure are quite similar to Figure 5.19 and 5.20, the figures for 160× 120 image
scaler are omitted.
The resource utilization report of 320 × 240 image scaler and 160 × 120 image
scaler is listed in Table 5.6. From this table, we can conclude that similar quantity
of LUTs and FFs are used by two image scalers. Because the buﬀer size of 160×
120 image scaler is doubled, comparing to 320× 240 scaler, the BRAMs used in
160× 120 image scaler is also doubled.
Site Type Resource Used Available
320× 240 Scaler 160× 120 Scaler
LUT 203 213 53200
FF 295 307 106400
BRAM 2 4 140
DSP 0 0 220
Table 5.6: The resource utilization report of image scaler IP cores on Zedboard
5.6 Feature Calculation
The Feature calculation submodule, which is the real computing block accord-
ing to the fast feature pyramid model, extracts ten channels’ feature data from
one image. As illustrated in Figure 5.18, feature calc A, B, and C are three feature
calculation blocks which compute feature data from 640 × 480, 320 × 240, and
160× 120 images, respectively. The inner structure of feature calculation module
is shown in Figure 5.21.
For ease of description, in this part, we assume that the resolution of image in-
put for this IP is 640× 480. Firstly, 640× 480 image is converted from RGB to
CIELUV color space [21] by RGB2LUV block. Then, image filtering is performed
for L, U, and V channel data by a triangle filter, respectively. Thereafter, magnitude
and orientations of gradient are calculated for filtered L, U, and V channel data,
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Figure 5.21: The inner structure of feature calculation submodule
respectively. The processing results from block Gradient are then transferred to
block Grad-Ori, which is used to categorize gradient orientations to 6 groups by
4× 4 window-based histogram. These 6 groups of data are actually the other 6
channel features used for detection.
Because the dimension of the resulting 6 grouped orientations from Grad-Ori is
160× 120, the dimension of L, U, V and gradient-magnitude channels is 640× 480,
1/4 scaling block is employed. In the end, features of 10 channels are combined
and merged in channel data merger block.
5.6.1 RGB2LUV
Since the camera captured image is RGB formatted, the colorspace conversion
from RGB to LUV CIE is firstly performed. In Section 2.2.1, the LUV feature
and the RGB to LUV conversion process are introduced in detail. However, to
implement the RGB2LUV conversion on FPGA platform, some problems should
be considered and solved before applying the mathematic formulas introduced
in Section 2.2.1. Firstly, conversion matrix in Equation (2.1) should be converted
to integer by left shifting since no floating point operation is supported by Ver-
ilog/VHDL. Moreover, cube root operation is required in luminance Li calculation
and division operation is required in Equation (2.3). Divider generator IP core [83]
provided by Xilinx, can be employed to do the division operation with the cost of
thousands of FFs and LUTs consumption. Beside, no cube root IP core is available.
To generate eﬃcient pipeline architecture, in this submodule, lookup table is used
for both cube root and division operation. The reason lookup table can be used
as the replacement for them is that the data range of Li, Ui and Vi are limited. For
luminance, the data range of Li is between 0 to 100. And the range of Ui and Vn is
[-88, 182] and [-134, 105], respectively. If we denote the lookup table used for cube
root and division as LUTc and LUTd, respectively. Equations (2.2) and (2.3) can be
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rewrite to:
Li = LUTc(Yi) (5.7)
and
Ui = 13Li(LUTd(Xi,Yi,Zi)− 0.197833)
Vi = 13Li(LUTd(Xi,Yi,Zi)− 0.468331),
(5.8)
respectively. In the design, to simplify the computing complexity of future mod-
ules that using LUV data, Li, Ui and Vi are normalized to avoid the negative values.
In the end, this submodule is also packaged as an IP in my toolbox, as shown in
Figure 5.22.
IP Packaging and Resource Utilization Analysis
The 25MHz clock is used as the input clock of pixel data, and 100MHz is used as
clock of all computing blocks. The output from this IP is the L, U, and V channel
data, which in altogether are 30-bit width. Because the ranges of L, U, and V after
normalization and left-shifting are [0, 100], [0, 270] and [0, 239], respectively, they
can be represented by 7-, 9- and 8-bit data. Besides, to convert the floating point
operation to integer computing, left shifting is also applied for other computa-
tions. For instance, 16 bits left-shifting is used for RGB to CIEXYZ color space
conversion according to Equation (2.1).
Moreover, approximating cube root and division operation also enlarged the real
data by around 10 bits. In order to maintain the precision in channel filtering and
gradient computing submodules, two extra bits are kept for each channel data.
Therefore, the output “pixel_out” signal contains 9-bit L, 11-bit U, and 10-bit V.
Figure 5.22: The packaged IP and its configurable parameters of RGB2LUV submodule
Because feature calculation process should be repeated under diﬀerent image
scales, the width and height of input image of this IP are customizable. By con-
figuring these two parameters, RGB2LUV IP could achieve color space conversion
for any resolution images. The resource utilization of this submodule is listed in
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Table 5.7: The resource utilization report of RGB2LUV IP on Zedboard
Table 5.7. 3.5 BRAMs are utilized for composing cube root and division lookup
table. And DSPs are used during the Ui and Vi computing process according to
Equation (5.8).
5.6.2 Channel Filtering
After the L, U, and V channel features are obtained, filtering is performed for each
channel. The intention of this block is to reduce data noise which exist or is pro-
duced via color space conversion. In ACF paper [34], a 11× 11 triangle filter ∆, as















· [ 1 2 3 4 5 6 5 4 3 2 1 ] (5.9)
To realize 11× 11 window based filtering on FPGA, at least 11 lines of 640×30-bit
data should be buﬀered. Considering the limited BRAM resources on FPGA, only
a 3× 3 triangle filter ∆′ is used in this submodule.
∆′ =
 1 2 12 4 2
1 2 1
 (5.10)
Moreover, the triangle filter ∆′ for the upper-left, upper-right, lower-left, and
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In addition, for the left, right, upper, and lower boundary of the channel image,
∆′ satisfies
∆′ =
 3 16 2
3 1
 or
 1 32 6
1 3









Because the dimension of input data and output data is same, the input data fre-
quency is 25MHz and processing clock is 100MHz, each data must be processed
within four clock cycles. Nevertheless, for the calculation of each point, 9 pixels
inside the 3x3 window are required, which is impossible to read out in four cy-
cles. To fix this problem, the input data are directly processed by a [1 2 1] filter,
and then the filtered results are stored to BRAM. In this way, for each point, only
three data are required to be fetched from BRAM in four clock cycles. Besides,
row-by-row calculation and keeping intermediate results methodology is insensi-
tive to the filter size, therefore, channel filtering with a 11× 11 triangle filter can
also be implemented via this approach.
IP Packaging and Resource Utilization Analysis
The resource utilization of channel filtering IP is shown in Table 5.8. Although
only 3× 3 triangle filter-based channel filtering is used in my application design,
both 11× 11 and 3× 3 triangle filter-based channel filtering IP are created. From
Table 5.8, it is evident that the BRAM utilization of channel filtering IP with 11×
11 triangle filter is tripled, compared to the 3× 3 version.
Site Type Resource Used Available
3× 3 Triangle Filter 11× 11 Triangle Filter
LUT 423 996 53200
FF 500 810 106400
BRAM 10 12 140
DSP 0 0 220
Table 5.8: The resource utilization report of channel filtering IPs on Zedboard
The packaged IP of this submodule is shown in Figure 5.23. Three parameters are
configurable: image height, image width, and interval cycles between input data.
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Figure 5.23: The packaged IP of channel filtering submodule
The parameters image height and width make this IP suitable for the data input
with any resolutions. In order to guarantee that the input data can be processed
in real-time, parameter “Cycle”, which indicates the interval cycles of input data,
is provided. Note that the minimum interval cycles of input data is 4 cycles of
100MHz clock when the input data is generated from RGB2LUV IP with 25MHz
clock.
5.6.3 Gradient Computing
The job of gradient computing submodule is to compute gradient magnitude and
orientation for filtered L, U, and V channel data. Assuming for any point P(x, y),
its corresponding feature value after filtering are L(x, y), U(x, y), and V(x, y), the
gradient magnitude ML(x, y) of point P(x, y) in L channel could be calculated by:
MLdx(x, y) = L(x+ 1, y)− L(x− 1, y)







where L(x + 1, y), L(x − 1, y), L(x, y + 1), L(x, y − 1) are the L channel values
of Point P’s surrounding points. MLdx(x, y) and MLdx(x, y) are the gradient in
x-axis and y-axis direction, respectively. With the same equation, magnitude in U
channel MU(x, y) and in V channel MV(x, y) could also be obtained.
Thereafter, the final gradient magnitude M(x, y) of point P(x, y) can be computed
by:
M(x, y) = max(ML(x, y),MU(x, y),MV(x, y)), (5.14)
which is the process of getting maximum value between three channels. In the
end, the orientation O(x, y) can also be calculated by:
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where Mdy(x, y) and Mdx(x, y) are the final gradient magnitude values in y-axis
and x-axis direction.
Equations (5.13) to (5.15) show the calculation process in theory or in Matlab soft-
ware. However, for the hardware implementation, some questions should be fig-
ured out before the design. In Equation (5.13), square root operation is required,
and this equation will be executed three times for each pixel. Besides, after calcula-
tion in Matlab, the experimental results show that the range of ML(x, y), MU(x, y)
and MV(x, y) is very wide. Therefore, it is impossible to use a lookup table to
replace square root operation. Hence, CORDIC IP core [84] provided by Xilinx
Vivado is employed to achieve square root calculation.
Moreover, in orientation calculation, arctan operation should be executed. Al-
though an IP core for arctan is also provided by Xilinx, the latency and resource
usage is relatively high. Because arctan can be transformed to arccosine whose
data range is between -1 and 1, a lookup table is used in this block to replace the
arctan operation. If we denote the lookup table as LUT, the orientation calculation








⇒LUTd(Mdx(x, y) · LUTarccos(M(x, y))),
(5.16)
where LUTarccos is the arccosine operation lookup table and LUTd is the division
lookup table, which is used to further simplify the orientation computing process.
Until now, the gradient magnitude and orientation are calculated for each point.
Because the results of gradient magnitude are normally very small, normalization
process is executed for gradient magnitude. Before normalization, in order to re-
move the errors introduced by approximation of lookup table and square root IP,
magnitude results are passed by a 3× 3 triangle filter first. Then, the normaliza-




, c = 0.005 (5.17)
where Mtri(x, y) is the magnitude result after triangle filtering and Mi(x, y) is the
normalized magnitude at point P(x, y). During the normalization, a calibration
parameter c, which normally equals to 0.005 is employed.
Due to the complexity of this IP, in the design, three blocks are created to achieve
gradient magnitude and orientation computing, as shown in Figure 5.24. “grad_m”
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block calculates the squared gradient magnitude M2L(x, y), M2U(x, y), and M2V(x, y)
for L, U, and V channel, respectively, according to Equation (5.13). Then the max-







































Figure 5.24: The inner structure of gradient computing IP
With squared gradient magnitude information, square root operation is performed
in “grad_o” block by CORDIC IP [84]. After that, orientation is computed through
two times searching in arccosine lookup table LUTarccos and division lookup table
LUTd. In the end, “grad_normal” block performs normalization of gradient mag-
nitude, which contains triangle filtering for the results obtained from “grad_o”
block and division according to Equation (5.17).
The implementation approach of triangle filtering used in this part is similar to
the channel filtering IP created in Section 5.6.2, except that the width of input
data is diﬀerent and only one channel is necessary to be filtered in this block.
Through data analysis, the results show that division operation in normalization
block cannot be replaced. Therefore, the IP core Divider Generator [83] is used.
Besides, because orientation data does not need to be normalized and 20 clock
cycles latency of magnitude data by division operation, a shifting register based
delay block is added for orientation data output.
Note that in Figure 5.24, the bit-width of squared gradient magnitude “pixel_out_m”
is 24-bit and the data width of gradient in x-, y-axis direction is 16-bit. These
widths are set up by data analysis from Matlab results. Nevertheless, because the
precision loss is quite small in “grad_normal” block, to save hardware resources
used by triangle filtering, 12-bit and 13-bit are kept for gradient magnitude and
orientation after “grad_o” block.
Latency
For hardware implementation on FPGA, the latency of each IP/module can be cal-
culated. However, because this information is required for further design of other
submodules, the latency of gradient computing IP, Grad-Ori IP and 1/4 scaling IP
is explained in detail in this thesis. The latency of this submodule consists of three
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parts: the latency of “grad_m” block, the latency of “grad_o” block, and the latency
of “grad_normal” block.
The latency of “grad_m” block depends on the dimension of input channel
data. More precisely, it is related to the data width of input image, which is
the configurable parameter “Width′′ of gradient computing IP. (Width+ 2)
pixels are required to be buﬀered before the computing starts in “grad_m”
block. Assuming the input clock is 100MHz and the input data interval is 4
clock cycle. Then the latency of input data buﬀering is (Width+ 2)× 4. Be-
sides, a five-stage pipeline architecture is the processing block of “grad_m”
whose latency is 14 clock cycles. Therefore, (Width+ 2)× 4+ 14 is the la-
tency of ‘grad_m” block.
The “grad_o” block contains one CORDIC IP for square root calculation and
other logics to complete gradient orientation computation. The latency of
calculating square root is 13 clock cycles and the rest logics takes 12 clock
cycles. Thus, the latency of “grad_o” block is 25 clock cycles.
“grad_normal” block contains a triangle filtering and a division IP core. The
latency of triangle filtering also depends on the parameter Width, which is
equal to (Width+ 2)× 4+ 14. And 20 clock cycles’ delay is produced by the
divider IP. Therefore, the latency of this block is (Width+ 2)× 4+ 14+ 20.
After the analysis of latency for each block inside this submodule, the total latency
of gradient computing IP can be calculated by summarizing the latency of three
blocks, which is equal to (2Width+ 4)× 4+ 73. The latency calculation is under
the assumption of 100MHz clock input and continuous data input with the inter-
val of 4 clock cycles. In reality, because the resolution of input image is changeable,
the interval of data input can be bigger than four. Therefore, a generalized latency
Lgradient of this IP would be:
Lgradient = (2Width+ 4)× Cinterval + 73, with Cinterval ≥ 4 (5.18)
where Cinterval is the clock interval of input data.
IP Packaging and Resource Utilization Analysis
The packaged IP of this submodule is shown in Figure 5.25. The configurable
parameters of this IP is the same as channel filtering IP that described in Section
5.6.2.
The resource utilization of this IP and its inner blocks are listed in Table 5.9. Be-
cause the gradient calculation in y-axis direction required at least three lines of
data and one extra line is used for new input data buﬀering. Therefore, a number
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Figure 5.25: The packaged IP of gradient computing submodule
of 3.5 BRAMs is used in “grad_m” block. In “grad_o” block, two lookup tables are
created with BRAM, thus, 3.5 BRAMs are consumed in this block. Besides, three
BRAMs are also consumed in normalization block for triangle filtering. With re-
spect to DSP usage, square operation in Equation (5.13) requires four DSPs. Calcu-
lating the input for arccosine lookup table consumes one DSP in “grad_o” block.
And one more is employed during the normalization process.
Site Type Resource Used Availablegrad_m grad_o grad_normal gradient IP
LUT 702 313 540 1555 53200
FF 403 363 1227 1993 106400
BRAM 3.5 3.5 3 10 140
DSP 4 1 1 6 220
Table 5.9: The resource utilization report of gradient computing IP on Zedboard
5.6.4 Grad-Ori Computing
The gradient computing IP computes gradient magnitude and orientation for the
L, U and V channel of an image. For the comparison of image features, it is rea-
sonable to select gradient magnitude as one channel feature. However, for orien-
tation, because slightly diﬀerence between two image points can result in obvious
orientation diﬀerence, some post-processing is required to enhance the robust-
ness of gradient orientation feature. According to ACF algorithm [34], the gradient
orientation results are categorized into six groups/binsO1,O2,O3,O4,O5, andO6.
Then the gradient orientation O(x, y) of any point could be expressed by its two
nearest bins.
In practical, gradient magnitude is used to realize this orientation quantization.
Because for any point P(x, y), the data range of its corresponding gradient orien-
tation O(x, y) is always between 0◦ and 180◦, the bin interval is 30◦. For instance,
if O1 is set to 0◦, the other bins are located at 30◦, 60◦, 90o, 120o, 150o. If we denote
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the gradient orientation and magnitude of one point asO′ and M′, its nearest bins
are Oi and Oj, then
M′i = M
′· | Oi −O′ |, M2j = M′· | Oj −O′ | (5.19)
where M′i and M
′
j are the results that M
′ is divided into two bins by orientation
quantization.
With this categorizing strategy, gradient orientation information is much more
robust for feature comparison. Nevertheless, the result of each point consists of
six components, although four of them are zero and only two are valid. In order to
reduce the computation complexity when using six components, a 4× 4 window
based histogram is processed. Then six accumulated bin results are produced
by every 4 × 4 window. In other words, the quantity of the output data is 1/16
of the input data. For instance, if the dimension of input data is 640× 480, the
dimension of output data is only 160× 120. Although the results of this IP are
still six 10-bit accumulation components, the data output frequency is remarkably
reduced.
Latency
Assuming the input clock is 100MHz, the interval of data input is 4 clock cycles,
and the width of input image is denoted as Width. The latency of this IP contains
two parts: the delay of data buﬀering and the latency of processing block, which
can be calculated as follows.
Because 4× 4 window based histogram is processed in this IP, minimum
three lines of pixels plus 14 should be buﬀered. Thus, the latency of this
part is equal to (3Width− 1+ 15)× 4 clock cycles.
For the processing block, a five-stage pipeline structure is designed. The
delay of this pipeline architecture is 16 clock cycles.
By summarizing the delay of these two parts, the total latency of Grad-Ori IP is
obtained, which equals (3Width+ 14)× 4+ 16 clock cycles. Besides, a generalized
latency Lgradient of this IP would be:
Lgradient = (3Width+ 14)× Cinterval + 16, with Cinterval ≥ 4, (5.20)
where Cinterval is the clock interval of input data.
IP Packaging and Resource Utilization Analysis
The packaged IP and its configurable parameters are shown in Figure 5.26. The
configurable parameters of this IP are the same as channel filtering IP that intro-
duced in Section 5.6.2.
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Figure 5.26: The packaged IP of grad_ori computing submodule
The clock rate of processing block is 100MHz and input data interval is 4 clock
cycles. The input data are 10-bit gradient magnitude and 13-bit gradient orien-
tation that obtained from gradient computing submodule. And six accumulated
orientation results that generated by a 4× 4 window based histogram are the data
output. The resource utilization of grad_ori IP is shown in Table 5.10. To buﬀer
the orientation data for the 4× 4 window based histogram, a number of 7 BRAMs
is used. And DSPs are consumed by the weighted magnitude multiplication ac-
cording to Equation (5.19).





Table 5.10: The resource utilization report of Grad-Ori IP on Zedbaord
5.6.5 1/4 Scaling
For the input RGB image, after RGB2LUV and triangle filtering block, L, U, and
V channel features are calculated. By Gradient Computing submodule, gradient
magnitude channel feature is obtained. And with Grad-Ori block, six channels of
gradient orientation are computed. Nevertheless, the dimension of these channels
is not the same. For a 640× 480 input image, the dimension of L, U, V and gradient
magnitude channel is 640× 480. However, the dimension of gradient-orientation
channels that produced from Grad-Ori IP is 160× 120.
To use these 10 channels’ feature for object classification easily, a 1/4 scaling IP
is designed to downsample the L, U, V, and gradient magnitude channel data
from 640× 480 to 160× 120, as mentioned in Figure 5.21. During the downsam-
pling process, bilinear interpolation based scaling approach is employed. Besides,
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1/4 scaling, vertically and horizontally, is a special case for bilinear interpolation
where each point in scaled image is the mean of a 4× 4 window in the 640× 480
image.
Latency
The latency of this IP is similar to Grad-Ori IP. Namely, two parts are included:
data buﬀering and data processing. For input data buﬀering, because data in a 4×
4 window are required, if we denote the clock interval of the input data as Cinterval,
(3Width− 1+ 15)× Cinterval clock cycles should be waited before the processing
starts. And the latency of data processing part is 14 clock cycles. Therefore, the
overall latency of 1/4 scaling submodule is (3Width− 1+ 15)×Cinterval+ 14 clock
cycles, with Cinterval ≥ 4.
IP Packaging and Resource Utilization Analysis
The interface of 1/4 scaling IP and its configurable parameters are shown in Figure
5.27. The configurable parameters of this IP are the same as channel filtering
IP that introduced in Section 5.6.2. 100MHz is used as the clock of processing
Figure 5.27: The packaged IP of 1/4 scaling submodule
block and one fsync bit is used for frame synchronization. 24-bit LUV and 10-bit
gradient magnitude are the IP input with a minimum input interval of four clock
cycles. The output of this submodule is a 34-bit scaled data, which combines 24-bit
LUV and 10-bit gradient magnitude. The resource utilization of this submodule
is shown in Table 5.11. Because 4× 4 window based averaging is processed for the
input data, 8 lines of data are buﬀered where each line is 640× 33-bit. Therefore,
as Table 5.11 shows, five BRAMs are used in this submodule.
5.6.6 LUV Delay
In Section 5.6.5, L, U, V and gradient magnitude are downsampled. However, the
gradient magnitude is computed from L, U, and V channel data and the latency of
gradient computing IP is (2Width+ 4)× 4+ 73. In order to guarantee the L, U,
V and gradient magnitude arrives to 1/4 scaling IP as the same clock cycle, a delay
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Table 5.11: The resource utilization report of Grad-Ori IP on Zedboard
submodule for LUV channel data is required, as shown in Figure 5.21. The clock
cycles that should be delayed by this IP are the same as the latency of gradient
computing IP, namely, (2Width+ 4)× 4+ 73.
In the design, it is impossible to use shifting registers to delay two lines of 640
feature data. Therefore, BRAM based delay buﬀer is the option. However, if we
divide the latency into two parts: (2Width + 4) × 4 and 73, we notice that 73 is
the fixed latency of data processing blocks in Gradient IP. Meanwhile, (2Width+
4)× 4 is the latency required for data buﬀering. Thus, in reality, for simplifying










Figure 5.28: The structure of LUV delay submodule
Data buﬀering delay block employs BRAM to provide the latency of line buﬀering
part and data processing delay block uses shifting registers to provide the fixed
processing latency. Although the parameter Width is changeable, for diﬀerent
scaled image input, only calculating the latency of line buﬀering is much easier
for BRAM configuration and utilization.
The overall delay process consists of a three stage pipeline structure. The first
stage stores input data to BRAM and determines when the second stage starts.
The second stage fetches data from BRAM and the final stage delays a few cycles
by shifting registers. Due to the parameter Width is configurable, the interval of
data input changes. In order to always generate correct start signal for the second
stage, a new parameter “Delay input number” is introduced, as shown in Figure
5.29.
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For instance, the processing block clock is 100MHz and the input image is 160×
120, then the clock interval of input data is 64 clock cycles. Assuming the “Delay
Input Number” is 1, then after 64× 1 cycles, stage 2 starts. Meanwhile, when the
input image is 320× 240, the corresponding clock interval of input data would be
16 clock cycles. To guarantee the second stage also starts after 64 cycles, four input
data should be received firstly. Therefore, “Delay Input Number” is set to 4. And
for 640× 480 image, this parameter is equal to 64.
IP Packaging and Resource Utilization Analysis
Figure 5.29 shows the packaged IP of LUV Delay submodule and its configurable
parameters. The input data and output data are both 24-bit LUV feature data.
100MHz clock is used as the processing clock and one ‘fsync’ signal is used for
frame synchronization. The resource utilization report of LUV delay submodule
Figure 5.29: The packaged IP of LUV delay submodule
is listed in Tab 5.12. In the design, to guarantee the BRAM size is enough for data
input with diﬀerent dimensions, the size of BRAM buﬀer is set to three lines of
640 data that each is 24-bit width. Thus, a reasonable number of BRAM is used by
this IP.





Table 5.12: The resource utilization report of LUV Delay IP on Zedboard
5.6.7 Channel Data Merger
After feature calculation and feature scaling, features of 10 channels, which include
L, U, V, gradient magnitude and 6 gradient orientations are all obtained. In this
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section, data merger submodule is created, which combines 10 channels’ feature
data together.
From 1/4 feature scaling IP, we know that LUV and magnitude channel feature
are outputted concurrent. However, the latency of 1/4 scaling IP is (3Width −
1 + 15) × Cinterval + 14 and the latency of Grad-Ori IP is (3Width − 1 + 15) ×
Cinterval + 16. Two cycles’ diﬀerence exists between them, which is solved by shi-
fiting registers in channel data merger IP.
IP Packaging and Resource Utilization Analysis
The packaged IP of channel data merger is shown in Figure 5.30. “luvm_pixel_in”
is the data input port for L, U, V and gradient magnitude. “ori_pixel_in1” to
“ori_pixel_in6” are the six gradient orientation input ports. And a combined 94-
bit data is outputted from “pixel_out” port. The resource utilization of this IP is
listed in Table 5.13. Since this IP is quite simple, only combining 10 data to one,
and only few resources are occupied.
Figure 5.30: The packaged IP of channel data
merger submodule





Table 5.13: The resource utilization report of
channel data merger IP on Zed-
board
5.6.8 IP Packaging and Resource Utilization Analysis
From Section 5.6.1 to 5.6.7, all IP cores that inside feature calculation module are
introduced. With these IPs, the feature calculation IP is created according to Fig-
ure 5.21. The connections between these IP cores are shown in Figure 5.31. From
this figure, it is evident that four extra units, 3 slices and one concat, are used in
this design.
In the original algorithm, all intermediate results are floating point, especially in
RGB2LUV and gradient computing IP. In the hardware design, left/right-shifting
is used to convert the floating point operation to integer operation. Besides, lookup
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Figure 5.31: The connections that inside feature calculation IP
table is also employed to replace some division, arctan operation. Therefore, the
L, U, and V feature results from channel filtering IP are kept with 2-bit extra to
maintain higher precision for gradient computing block. Nevertheless, LUV De-
lay module does not require these two extra bits. To save the buﬀer size used in
LUV delay IP, these 2-bit for L, U, and V channel are removed by employing slices
and concat unit. In this work, Figure 5.31 illustrates block design is also packaged
into one IP, namely, feature calculation IP. The packaged IP and its configurable
paramters are shown in Figure 5.32.
Figure 5.32: The packaged IP of feature calculation module
Two input clocks are used in this IP: 25MHz and 100MHz. 25Mhz clock is used
only for RGB2LUV IP, which serves as the clock of data input. Meanwhile, the
processing block in RGB2LUV and all other IP cores inside feature calculation
module employs 100MHz as the main clock. Moreover, one bit “fsync” signal is
used to indicate frame synchronization. The data input is 24-bit RGB pixel, and
94-bit feature data is outputted after feature calculation. The configurable param-
eters of this IP are also listed in Figure 5.32, which is the same as the LUV delay IP
that introduced in Section 5.6.6. Therefore, the detailed explaination of parameter
setup is omitted here.
The overall resource utilization of feature calculation module is listed in Table





RGB2LUV Filtering Grad Grad-Ori LUV Delay 1/4 Scaling Merger Sum
LUT 802 423 1712 453 138 246 2 3776 53200
FF 888 500 2052 597 271 423 191 4923 106400
BRAM 3.5 4 10 7 1.5 5 0 31 140
DSP 4 1 6 2 0 0 0 12 220
Table 5.14: The resource utilization report of feature calculation IP on Zedboard
Due to the computation complexity and buﬀer requirement for each IP, 31 BRAMs
are used, which is a lot since a few feature calculation IPs are required for an ob-
ject detection application. On the other hand, the LUTs, Filp-Flops, and DSPs
utilized by this IP are acceptable. Besides, by customizing this IP with diﬀerent
configurable parameters, the resources consumed by this IP may change slightly.
5.7 Feature Scaler
Feature calculation module calculates the ten channels’ feature data from the in-
put image, which is the real computing process according to the fast feature pyra-
mid model. Therefore, many resources, especially BRAMs are used during the
implementation of feature calculation IP. Meanwhile, the approximate comput-
ing process, which calculates the feature data by applying bilinear interpolation
on the real computing results, is implemented in this section.
Although 1/4 Scaling IP and Image Scaler IP are also based on bilinear interpola-
tion, since they are all the special cases that can be easily down-sampled by 2×,
4×, the implementation of bilinear interpolation in feature scaler module is quite
diﬀerent. According to the fast feature pyramid theory, the parameters of feature
approximation under each image scale can be obtained in MATLAB. These pa-
rameters are set up as the configurable parameters for feature scaler IP. These
parameters and their functions are listed in Table 5.15.
In the algorithm, the scaling ratios scale_x, scale_y, sinV_x, and sinV_y are all
decimal. In order to implement feature approximate computing, all these param-
eters are left-shifted 16 bits. Moreover, the dimension of scaled images varies a
lot. For instance, assuming the resolution of the input image is 320× 120, the di-
mension of calculated feature image is 80× 60. And for a 640× 480 input image,
the resulting feature image is 160× 120.
During the bilinear interpolation, because always two nearby pixels are required
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Parameter Function
Cycle IN The time interval of input data (clock cycles)
Cycle OUT The time interval of output data (clock cycles)
H_original The height of input image data (from real computing)
W_original The width of input image data (from real computing)
H_target The height of output image data (after approximate computing)
W_target The width of output image data (after approximate computing)
lambda Obtained from Matlab, used for data approximation
scale_x The scale ratio of W_target/W_original
scale_y The scale ratio of H_target/H_original
sinV_x The inverse of scale_x
sinV_y The inverse of scale_y
Table 5.15: The configurable parameters of feature scaler IP
for each point calculation, minimum two lines of pixels should be buﬀered. In the
design, to guarantee the buﬀering reading and writing simultaneously, the buﬀer
size of each data scaler is set up to four lines of feature data, where each data
is 94 bit. Therefore, for a 80× 60 feature image, the amount of buﬀered data is
4× 80× 94-bit while 4× 160× 94-bit for a 160× 120 feature image. To save BRAM
resources on Zedboard, Xilinx Parameterized Macros (XPM) based BRAM config-
uration approach, which was firstly introduced in Vivado 2016.1 is employed. With
this approach, the BRAM size can be configured by the parameter “W_original”.
IP Packaging and Resource Utilization Analysis
The packaged IP of this module and its corresponding configurable parameters
are shown in Figure 5.33. 100MHz is used as the input clock and one bit “fsync”
is used as the frame synchronization signal. The 94-bit feature data from feature
calculation module serves as the data input and the resulting scaled feature data
is also 94 bit.
Due to the diﬀerences of configuration settings, the resource used by this IP varies.
Table 1 listed the resource utilization report for some feature scalers. Because
135× 101 feature scaler is computed using 160× 120 feature calculation results,
comparing to the other two scalers, 3 BRAMs are used. Moreover, due to the diﬀer-
ence of “Cycle_IN” and “Cycle_OUT” parameters, the utilization of LUTs and FFs
are also slight diﬀerent. In this IP, many multiplication operations are required to
achieve bilinear interpolation, therefore, 15 DSPs are consumed for each feature
scaler.
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Figure 5.33: The packaged IP of feature scaler module
Site Type
Resource Used
Available135× 101 95× 71 67× 50
feature scaler feature scaler feature scaler
LUT 622 643 608 53200
FF 857 880 849 106400
BRAM 3 1.5 1.5 140
DSP 15 15 15 220
Table 5.16: Resource utilization report of diﬀerent feature scaler IPs on Zedboard
5.8 Feature Data Merger
Feature data merger is the module which combines all feature data computed
from real computing IPs and approximate computing IPs together and then trans-
fer these data to the memory. Because the dimensions of each feature calc module
and feature scaler module are all diﬀerent, therefore, the feature data that feature
data merger module received are out-of-order. In order to diﬀerentiate which
feature data is received from which IP, a scale index is added to each channel.
The second task of channel data merger is to convert 94-bit data to a group of
32-bit data and transfer them to DDR3 memory via VDMA. The bit-width of each
feature data is 94 bit. For a 640× 480 input image, its corresponding feature image
is 160× 120. It is impossible to store all these data in BRAM, especially the feature
data will be extracted under diﬀerent image scales. Therefore, transferring these
data to DDR3 memory via VDMA is required.
In the design, since 94-bit feature data contains 10 channels’ information, each
channel data is reformed to 16 bit. Then five 32-bit data are generated from each
94-bit data. Besides, one extra 32-bit data is created to represent the scale index.
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In the end, six 32-bit data are required to be transferred via VDMA for each 94-bit
feature data. Moreover, converting 94-bit feature data to separated 16-bit format
also simplifies the feature access process in detection module.
To generalize this IP to support diﬀerent numbers of inputting scalers, this IP is
designed to accept feature data from maximum ten scalers. The packaged IP of
feature data merger module is shown in Figure 5.34.
IP Packaging and Resource Utilization Analysis
Figure 5.34: The packaged IP and configurable parameters of feature data merger module
In Figure 5.34, “valid_in_*” and “pixel_in_*” are the input ports of feature data
for diﬀerent scalers. And “*_write” are the AXI-bus compatible output ports that
communicate with the VDMA. Besides, to generate correct “tlast” signal for VDMA
data writing, the number of feature data to be transferred each time should be set
up. Because this information is unknown before the practical application design,
parameter “data_common_factor” which indicate the number of feature data to be
transferred each time is provided. The “Index *” parameters in the configuration
figure are the scale index added to each feature data. These changeable indexes
should be match up with the indexes used in detection process. The resource uti-
lization of this IP is listed in Table 5.17. To achieve data reformatting and sending
to AXI-bus, a few LUTs and FFs are used. No BRAM or DSP is required in this
module.
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Table 5.17: The resource utilization report of feature data merger IP on Zedboard
5.9 Classification
After all feature data are extracted from diﬀerent scaled images, classification mod-
ule receives these feature data and detects if there are objects in the image. During
this process, sliding window and decision tree are employed.
In the design, this module is implemented on the ARM core instead of using
programming logic. The main reasons of this choice are as follows:
Firstly, for a 640× 480 input image, the dimension of its feature image is
160× 120 where each feature data is 94 bit. For pedestrian detection appli-
cation, the size of sliding window is normally 128× 64. Correspondingly,
its sliding window in feature image is 32× 16. To achieve object detection,
minimum 33× 160× 94-bit data should be buﬀered in BRAM. Thus, many
BRAMs are required.
Secondly, the sliding window based classification process should be per-
formed under diﬀerent image scales. To achieve object detection in real-
time, the cycles for each classification can be calculated. The RGB565 data is
obtained from the camera at 25MHz, therefore, the 24-bit pixel input clock
is 12.5MHz. Because the dimension of feature image is 1/16 of the input
and the processing clock is 100MHz. Therefore, 128(8×16) clock cycles are
available for each sliding window based classification. Nevertheless, assum-
ing the classification is required to repeat for eight diﬀerent scales. Then,
each classification under each scale should be done in 16(128/8) clock cycles.
For a 2048 2-depth decision tree, minimum 128(2048/16) 2-depth decision
tree should be calculated each cycle. Due to the fact that in 2-depth deci-
sion tree, the second layer conditional judgement is related to the result
of the first layer conditional judgement result, it is impossible to finish a
2-depth decision tree in one cycle. Therefore, minimum 256(2048/16 ∗ 2)
times conditional statements should be performed each cycle. Besides, data
fetching and decision tree results summarizing also consume a few clock cy-
cles. Hence, in reality, 512 or more times of conditional judgements should
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be performed each clock cycle. These conditional statements also utilizes a
huge amount of resources on FPGA.
Besides, the conditional statements cannot be dramatically speeded up by
FPGA hardware implementation, especially the 2-depth decision tree.
Considering these reasons, classification module is implemented on the ARM
core by C++. The data input of this module is feature data that stored in DDR3
memory. Because the feature data that feature data merger IP sent to DDR are
out-of-order, the features in classification module should be reordered to guar-
antee that the features are grouped by their scale index. Then, padding is added to
some scaled images. After padding is done, a sliding window based classification
process is performed for the feature data of each scale. In the end, the location of
detected objects are saved back to DDR3 memory. The inner structure of classifi-
cation module on ARM is shown in Figure 5.35.
Feature Data Organizing
Feature Data Padding






Figure 5.35: The block view of classification module
5.9.1 Feature Data Organizing
As mentioned in Section 5.8, the latencies of the feature calculation modules and
feature scaler modules are all diﬀerent. Therefore, the data that feature data merger
sent to DDR3 memory via VDMA is out-of-order. However, the “scale index” that
feature data merger IP added to each scale image guarantees the feature data still
distinguishable. Hence, the first task of classification module is to categorize the
feature data by “scale index”. Assuming that features from 10 scaled images are ex-
tracted, after the categorization, 10 scaled feature image should also be obtained.
Worth to note that the “scale index” used in this section is exactly the same as
the parameters that we set up in feature data merger IP. Moreover, the quantity
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of each scale’s feature data can also be calculated. Comparing this quantity to the
number in theory by approximate computing. If the numbers are correct for each
scale, the signal to start the second step of classification is generated.
5.9.2 Feature Data Padding
After feature data organizing, all feature data are settled. As mentioned in Sec-
tion 2.x, during the object training phase, all training pictures are padded. For
instance, for pedestrian detection, the size of pedestrians in training image is
100× 41, but they are padded to 128× 64 during training. Therefore, to detect
the objects near image borders, the extracted feature image should also be padded.
In this work, 3 pixels are padded to the left and right border of each scaled fea-
ture image, and 4 pixels are padded to the upper and lower border of each scaled
feature image.
5.9.3 Classification on Each Scale
When the feature data are categorized and padded, a sliding window based clas-
sification can be performed for each scaled feature image. During this process,
parameters obtained from the training phase are used. These parameters include:
The size of the sliding window
The number of employed 2-depth decision trees
The threshold of each node on each 2-depth decision tree
The confidence value of each node.
Although floating point operation is supported on the ARM process, some of the
parameters obtained from Matlab are very small. To keep the data precision via
computing and speedup calculation precess, all the parameters are left-shifted 8-
bit in Matlab. The amplified parameters are then defined as the arrays that can be
used during the classification. Figure 5.36 illustrates an example of 2048 decision
tree based classification process for pedestrian detection.
From this figure, it can be seen that each decision tree contains 2 layers. With two
times comparison, the confidence value can be obtained from each decision tree.
Thereafter, the final confidence value of current sliding window is calculated by
summarizing all the confidence values from each decision tree.
In this work, to speed up the classification process, a confidence threshold param-
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Figure 5.36: An illustration of the decision tree-based classification process
eter CVT is added. When the sum of the first few confidence values is smaller than
the thresholdCVT , this sliding window is classified as no object inside. The reason
that this threshold works is, for an input image, the features of blank, black, etc.
area are quite diﬀerent compared to the features of an object. Thus, the classifica-
tion process can break quite early when the sliding window is in these areas. After
experimental test for many times, the results show that−256 is a proper threshold
for pedestrian detection and traﬃc sign detection applications. Besides, from the
speed testing results, we can conclude that with the confidence threshold CVT ,
the classification process of pedestrian detection is 16 times faster.
Although speed test is not performed for other object detection applications, how-
ever, since with the threshold CVT , the comparison process can be stopped early
for many sliding windows, it can be deduced that all object detection applications
can be speed up with CVT parameter.
In the end, when sliding window is performed for all scaled images, the location
of detected objects will be saved to DDR3 memory again.
5.10 Candidate Selection
The job of candidate selection module is to obtain the classification results from
classification module and remove the overlapped data. From Section 5.9, we know
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that the classification results are the locations of all detected objects. However, in
reality, many of these results are pointing to the same object, which is caused by
the following reasons:
Firstly, sliding window is used on feature data image in classification mod-
ule. Because the sliding window is moving pixel-by-pixel, when an object is
detected in one sliding window, it can also be detected easily in the slightly
moved sliding window.
Besides, to detect diﬀerent sized objects, the classification process is exe-
cuted under diﬀerent image sizes. Nevertheless, for the neighboring image
scales, the size of an object is not that much diﬀerentiated. Therefore, the
same object can usually be detected under two or three image scales.
In this module, the results from classification IP serve as the candidates for further
selection to generate the final detection results. In the design, three processing
tasks are performed to these candidate data: location data sorting, data rescaling,
and overlapped results removing. Location data sorting submodule reorders the
location data by confidence value. Thereafter, to compute the overlap between
these data, the reordered data are rescaled to the same resolution. In the end, the
overlapped data with lower confidence value are removed. A brief inner structure











Figure 5.37: The brief overview of candidate selection module
5.10.1 Location Data Sorting
The location data transferred from classification module contains image scale in-
dex, the coordinates of upper-left corner of the object, width and height of the
object, and the confidence value of this classification. For the ease of description,
the confidence value of an object is denoted as Cv, and its corresponding other
location information are summarized into Obj. Then these location data can be
represented as [Obj1,Cv1 ], . . . , [Objn,Cvn ]. The task of location data sorting sub-
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Figure 5.38: An illustration of location data sorting
detected object with highest confidence value.
5.10.2 Location Data Rescaling
Because the location data are detected from diﬀerent image scales, in order to
calculate the size of overlapped area, all location results should be rescaled to the
same scale. In the design, these data are all rescaled to their values in the original
image. During the rescaling process, the scaling ratio of approximate computing
si, the real scaling ratios for height and width swi and shi are used. If we denote
the location information Obji as [xi, yi,wi, hi], the final location of each detected
data in 640× 480 can be obtained by:
xi f inal =
xi + xshi f t
swi
, yi f inal =
yi + yshi f t
shi
, with i ∈ [1, n], (5.21)
where xshi f t and yshi f t being the parameters to remove image padding that intro-
duced in classification module. The corresponding width and height of the object
in 640× 480 can be calculated by:
wi f inal =
wi
si
, hi f inal =
hi
si
, with i ∈ [1, n]. (5.22)
5.10.3 Overlapped Results Removing
After the location data are sorted and rescaled, the overlapping rate between dif-
ferent location data can be computed. Assuming two location data after rescaling
are [xi f inal , yi f inal ,wi f inal ,
hi f inal ] and [xj f inal , yj f inal ,wj f inal , hj f inal ], the overlapping in x and y direction is equal
to:
wijoverlap = max((min(xi f inal + wi f inal , xj f inal + wj f inal)−max(xi f inal , xj f inal)), 0)
hijoverlap = max((min(yi f inal + hi f inal , yj f inal + hj f inal)−max(yi f inal , yj f inal)), 0),
(5.23)
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wherewijoverlap and hijoverlap are the overlapped part in x and y direction, respectively.
Then, the overlapping area Sijoverlap can be calculated by:
Sijoverlap = wijoverlap · hijoverlap (5.24)
In the design, two diﬀerent overlapping removing approaches are implemented:
overlapping for one and overlapping for all.
Overlapping for One
The first approach is to calculate the overlapping rate for each location and se-




wi f inal × hi f inal
,
Sijoverlap
wj f inal × hj f inal
), (5.25)
where Rijoverlap is the final overlapping rate. If Rijoverlap is larger than 50%, the de-
tected result with lower confidence value will be removed.
Overlapping for All
The other approach that implemented in this IP is to calculate the ratio of over-
lapping area to the sum of two locations’ area, which can be written as:
Rijoverlap =
Sijoverlap
wi f inal × hi f inal + wj f inal × hj f inal − Sijoverlap
(5.26)
When the overlapping rate Rijoverlap is larger than 50%, the detected result with
lower confidence value will be deleted.
Figure 5.39 illustrates one scenario with two diﬀerent overlapping removing ap-
proaches. The left figure of Figure 5.39 employes the first approach. Because the
overlapping rate is bigger than 50% and the confidence value of the smaller win-
dow is lower, it is deleted. On the other hand, the right figure shows the result
of “Overlapping for All” approach. Because the overlapping rate is smaller than
50%, both results are reserved.
Both overlapping removing approaches can be useful under diﬀerent scenarios.
For instance, in pedestrian detection application, when the front pedestrian is big-
ger in screen, the human which is farther away can also be detected by overlapping
for all approach. Therefore, the second approach can eﬀectively reduce the detec-
tion miss rate. Meanwhile, for traﬃc sign detection application, the situation of







Figure 5.39: An illustration of two diﬀerent overlapping data removing approaches
front object blocks being farther away object never happens, using overlapping for
one method can remove some false positive results.
IP Packaging and Resource Utilization Analysis
Figure 5.40 is the configuration interface of candidate selection IP. It can be seen
Figure 5.40: The configurable parameters of candidate selection module
that many parameters are configurable in this IP. The parameter “Overlap” indi-
cates which overlap removing approach is selected:
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- ‘0’: Overlapping for One approach,
- ‘1’: Overlapping for All approach.
The parameter “Pad” indicates if padding is added to the images under diﬀer-
ent scales. Without correct “Pad” configuration, the objects can still be detected,
however, the displacement of object location is shown on screen. “W Train”, “H
Train”, “W Window” and “H Window” are the parameters to indicate if padding is
used during the training phase. When used, another correction is performed for
rectangle drawing module. Because the location data are rescaled in this module,
scaling ratio of approximate computing, real scaling ratios for width and height
are also configured by parameters “S0-S18”, “Sx0-Sx18”, and “Sy0-Sy18”. All these
scaling parameters are calculated from MATLAB.
The packaged IP of candidate selection module is shown in Figure 5.41. An AXI
compatible version interface is provided for the data input. However, this IP will
still work without AXI bus, if “tvalid_in” and “tdata_in” signals are given. The
module works under 25MHz clock rate and “module_rst” is provided as the reset
and frame synchronization port. The processing results are 48-bit output, which
includes 10-bit x-, y-coordinates, 10-bit width, 10-bit height, and 8-bit confidence
value. Besides, one extra signal “location_rst” is provided to indicate that no ob-
ject is detected in current image. This signal is useful for drawing module when
refresh the displaying image.
Figure 5.41: The packaged Ip of candidate se-
lection module





Figure 5.42: The resource utilization report
of candidate selection IP on Zed-
board
Finally, the resource utilization report of candidate selection IP is given in Table
5.42. Because many comparison operations are existed in the location data sorting
submodule, many LUTs and flip-flops are used. Besides, one Bram is used to store
all location candidates. Moreover, multiplication operations are exist in location
data rescaling and overlapped data removing submodule, thus, 8 DSPs are utilized.
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5.11 Drawing
Drawing module implements rectangle drawing on screen. After the final detected
results are obtained, drawing module will draw a rectangle around each object.
The data input of this module contains original image data and object locations.
All these data are read from DDR3 memory via VDMA. However, due to the fact
that storing locations of these data are diﬀerent, two VDMAs are employed to read
these data.
In this module, for each pixel read in, its coordinates are compared to the rectan-
gle border of the object, when this pixel is on the border of one object, the color
of this pixel will be changed to red. When there are more objects in one image,
this comparison process will repeat many times.
To achieve this, a 5-stage pipeline architecture is designed in this module. The
latency of the pipeline architecture is 17 clock cycles. In this design, maximum
30 objects can be drawn on screen, which is the limitation of the 5-stage pipeline
structure. With a more stage pipeline architecture, more comparison operations
can be performed. Correspondingly, more rectangles can be drawn. However, in
reality, 30 objects are already enough for most applications.
IP Packaging and Resource Utilization Analysis
The packaged IP and resource utilization report of this IP are shown in Figure
5.43 and Table 5.44, respectively. Two input clocks are used in this IP: 25MHz
and 100MHz. 25MHz clock is used to read in pixel data and 100MHz is the clock
Figure 5.43: The packaged IP of drawing
module





Figure 5.44: The resource utilization report
of the drawing IP on Zedboard
rate of processing blocks. Image pixels and final locations of detected objects are
read from DDR3 memory via VDMA. “axi_*” ports are the output of the drawing
5 IP-Toolbox Design for the Generalized Object Detection System 107
module, which transfers the image data with rectangles also to the DDR3 memory
via another VDMA. Because many comparison operations exist in this module,
many LUTs and FFs are consumed.
5.12 Display
The task of display module is to read pixel data from BRAM or DDR3 memory
and then display them on the screen via VGA or HDMI interface. In this section,
two IP cores that can display images on monitor are created: VGA IP and HDMI
IP.
5.12.1 VGA
On Zedboard, the VGA interface only supports RGB 444 format. Therefore, the
output of VGA IP is 12 bit, where 4 bit for red, green, and blue channel each. To
achieve diﬀerent resolution images displaying via VGA port, some configurable
parameters are provided. The view of packaged VGA IP and its configurable in-
terface is shown in Figure 5.45.
Figure 5.45: The packaged IP of VGA module
The function of each parameter in Figure 5.45 is listed in Table 5.18. By configur-
ing these parameters, three resolutions are verified and tested by using the VGA
IP. The configurations of these supporting resolutions are listed in Table 5.19,
which is set up according to the industry standard of VGA signal timing [85]. The
640× 480 VGA configuration can be used to display camera output image. And




Hpulse The length of hsync pulse
Hpixels The number of horizontal pixels per line
Vlines The number of vertical lines per frame
Vpulse The length of vsync pulse
Hbp The end of horizontal back porch
Hfp The beginning of horizontal front porch
Vbp The end of vertical back porch
Vfp The beginning of vertical front porch
Table 5.18: The explanation of configurable parameters of the VGA IP
Resolution ParamemtersHpixels Vlines Hpulse Vpulse Hbp Hfp Vbp Vfp
640× 480 @60Hz 800 525 96 2 144 784 35 515
800× 600 @60Hz 1056 628 128 4 216 1016 27 627
1280× 960 @60Hz 1712 994 136 3 352 1632 33 993
Table 5.19: Verified supporting resolutions of the VGA IP
5.12.2 HDMI
As mentioned in Section 5.12.1, the VGA interface on Zedboard only supports
RGB444 format. To display the image data with better quality, another display
IP HDMI is created.
Figure 5.46 illustrates a brief overview of the inner structure of HDMI IP. Because
the HDMI interface use YUV color space instead of RGB color space. Therefore, a
color space conversion from RGB to YUV is performed. Thereafter, the YUV data








































Figure 5.46: The inner structure of the HDMI module
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For the RGB to YUV color space conversion, if the color values of point P in RGB
color space is denoted as (Ri,Gi, Bi) and its corresponding color channel values in
YUV color space as (Yi,Ui,Vi), the conversion can be expressed by:
Yi =












In Equation (5.27), the conversion matrix is already rewritten to integer format by
left-shifting all parameters bz 15 bits. (Note that parts of the RGB to YUV verilog
code are referred to Mike Field’s work in [86].)
The packaged IP of HDMI module is shown in Figure in 5.47. Two input clocks are
used in this module: “clk” is the normal clock for data processing, and “clk_p90”,
which has a 90 degrees’ phase diﬀerence with “clk”, is used to generate the “hdmi_
















Figure 5.47: The packaged IP of HDMI module
Moreover, the data passed into this IP can be either from normal IP core or from
AXI-bus. The “hdmi_*” ports are the pins that connected to the Zedboard.
The resource utilization of VGA and HDMI module is listed in Table 5.20. It is ev-
ident that only few LUTs and FFs are used to generate VGA IP. However, relatively
more resources are used for HDMI IP generation. Because multiplication opera-
tions are performed in color space conversion, therefore, six DSPs are employed
in the HDMI module.
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Site Type Resource Used AvailableVGA Module HDMI Module
LUT 38 122 53200
FF 22 246 106400
BRAM 0 0.5 140
DSP 0 6 220
Table 5.20: The resource utilization report of VGA and HDMI module on Zedboard
5.13 Summary
In this chapter, many IP cores that can be used for diﬀerent object detection ap-
plications are designed and implemented. The detailed design process and con-
figurable parameters of each IP are described in detail. Furthermore, the resource
utilization report of each IP is given and analyzed at the end of each module.
Chapter 6
Design of Object Detection Systems with
IP-Toolbox
In Chapter 5, IP cores that correspond to each block of the generalized object
detection framework are designed, implemented, and tested. Based on these IP
cores, in this chapter, diﬀerent object detection systems (e.g., pedestrian detection
system, traﬃc sign detection system) are designed and verified on Zedboard.
6.1 Object Detection Platform
For a vision-based object detection system, camera is the essential device that or-
dinarily serves as the input of the system. In this work, video camera OV7670 [72]
is selected and utilized. Moreover, Zedboard is employed as the “brain” of the de-
tection system, which processes the camera data, detects objects, and generates
output to display. Besides, a monitor is required to display the video output. In
this section, by connecting the cameras, Zedboard, and a monitor, the whole ob-
ject detection platform is created, as can be seen in Figure 6.1.
Figure 6.1: An illustration of the object detection platfrom
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Since the camera OV7670 can not be connected to the Zedboard directly, PCB
boards, which connects the camera and Zedboard with Pmod interface, are de-
signed and printed. Figure 6.2 illustrates the two PCB boards that are eventually
employed: one board plugs into the Zedboard side and the other fixes the camera.
The flat ribbon cable is utilized to connects two PCB boards.
Figure 6.2: The PCB boards that connect the OV7670 camera and the Zedboard
As mentioned in the generalized object detection framework (Figure 4.1), in order
to compute depth information of detected objects, stereo cameras are employed as
the video input. However, the stereo-camera calibration and rectification process
is valid only with the premise that the distance between two cameras and camera
focus length are fixed. Therefore, a stable platform, as shown in Figure 6.3, is
manually created. In consequence, the distance (baseline) between two soldered
cameras are fixed and can be measured.
Figure 6.3: An illustration of the stereo camera platform
For the video output, either VGA or HDMI interface of the Zedboard can be used
since both VGA IP and HDMI IP are designed in Section 5.12. Considering the
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programming logic resources that used by the VGA IP and the HDMI IP, VGA
interface is eventually employed by the pedestrian detection system and traﬃc
sign detection system.
6.2 Design of Pedestrian Detection System on a
SoC-FPGA Platform
With the IP cores that designed in Chapter 5 and the platform that created in
Section 6.1, the pedestrian detection system is designed, implemented, and tested
in this section.
According to the fast feature pyramid theory that introduced in Section 4.1.2, for
an input image with the resolution of 640× 480 and the size of the sliding window
being 128× 64, the feature calculation process is required to execute three times
where each time extracts the feature data from an input image with the resolution
of 640× 480, 320× 240, and 160× 120, respectively. Besides, 16 times of feature
scaling are required to obtain the feature data under diﬀerent image scales. How-
ever, the synthesis report of Vivado shows that the DSPs and BRAMs on Zedboard
are not enough to generate the system with 19 layers of feature data. To ensure
the designed system can be synthesized, in the end, 10 layers of feature data are
employed, which includes 3 layers of calculated feature data and 7 layers of scaled
feature data. The block design of the feature extraction part of the system is shown
in Figure 6.4.
In Figure 6.4, two image scaler IPs are employed to generate the input image with
the resolution of 320× 240 and 160× 120. When the feature data are calculated by
each feature calculation IP, several feature scaler IPs are connected to each feature
calculation IP. Each feature scaler IP is configured to compute the features of one
scaled image by the bilinear interpolation method. All of the feature calculation
IPs and feature scaler IPs are configured by the results that MATLAB calculated
according to fast feature pyramid theory. When the feature data of ten scaled im-
ages are obtained, the feature data merger IP is used to merge and transfer all of
the feature data to the DDR3 memory via a Video Direct Memory Access (VDMA).
Because the size of the sliding window utilized in this design is 128× 64, to achieve
real-time object detection, minimum 128 lines of pixel data are required to be
buﬀered in BRAM. Considering the limited resources on Zedboard, the classifi-
cation module is implemented in the ARM core. Besides, due to the time-delay in-
troduced by data buﬀering of feature calculation IP, feature scaler IP, image scaler
IP, and drawing IP, the captured raw image data and some intermediate results


















































































































































Figure 6.4: The block design of feature extraction
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are also required to be saved. In the design, these data are all stored in the DDR3
memory and multiple AXI VDMAs are employed to transfer the data between IP
blocks and the DDR3 memory.
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Figure 6.5: The flow of streaming data in the pedestrian detection system
The flow of streaming data in the system can be divided into six steps, which is
shown in Figure 6.5:
Firstly, images are captured by the camera module and then stored to the
DDR3 memory via configuring the write channel of VDMA1. To guaran-
tee the fluency of the streaming data, three frames of captured image are
buﬀered.
Secondly, the feature extraction module reads the image data from DDR3
memory via configuring the read channel of VDMA1. Then, features are
extracted and stored to the DDR3 memory by the write channel of VDMA3.
When the feature data is ready, the classification module that inside the ARM
core starts. The classification module reads the feature data from DDR3
memory and sends the detection results back to the DDR3 memory.
Fourthly, the information of detected objects are transferred to candidate se-
lection module (which is named as post-processing in FIgure 6.5) via VDMA3
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read channel. In candidate selection module, duplicated candidates are re-
moved and the final coordinate information of detected objects are passed
to the drawing module.
The drawing module merges the pixel data of original image and the coordi-
nate information of detected objects. Then, the original image with rectan-
gle results are written back to the DDR3 memory via VDMA4 write channel.
Meanwhile, the stereo image data are passed to stereo calibration module,
image rectification module and depth calculation module. Then, the depth
data are stored to the DDR memory via the write channel of VDMA2. The
connections of stereo camera IP cores are shown in Figure 6.6. Worth men-
tioning that due to the computation complexity of the depth calculation pro-
cess, the resolution of obtained depth data is only 160× 120.
Finally, the image data with rectangle results are read out from the DDR3
































































































Figure 6.6: The block design hierarchy of depth calculation
When the bitstream file is successfully generated by the block design and the plat-
form is correctly connected, the pedestrian detection system is powered on and
tested. Some results of our pedestrian detection system are illustrated in Figure
6.7 (right side). Figure 6.7 (left side) provides corresponding results from the MAT-
LAB version of the pedestrian detection algorithm.
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Figure 6.7: The diﬀerence of detected results between MATLAB version pedestrian detec-
tion algorithm and the designed system
Detection Accuracy
By comparing the results of MATLAB version algorithm and of our pedestrian
detection system that shown in Figure 6.7, we can notice that diﬀerences exist
between them. For a real-time detection system, it is diﬃcult to measure the de-
tection accuracy or false positive rate. However, the confidence value provides
another degree of evaluating the diﬀerences between the results from MATLAB
version pedestrian detection algorithm and the results detected by our designed
system. The higher the confidence value is, more confidence the detection object
ture-positive is.
For more detailed information about confidence value, please refer to Section
4.1.3. For the example that illustrated in Figure 6.7 (upper), the confidence value of
each pedestrian is 68.38 and 64.57, respectively. Meanwhile, for the same picture,
the confidence values obtained by the Zedboard are 57 and 55, respectively. For
this example, slightly diﬀerence exists between the confidence values, however,
both objects are correctly detected.
From the second example illustrated in Figure 6.7 (lower), it is evident that more
diﬀerences exist between the detected results. In this case, more objects are de-
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tected by the MATLAB version algorithm where one more false positive object is
also detected. Meanwhile, one pedestrian with low confidence value is missed by
our designed system. Therefore, slightly performance decline may exist in the de-
signed pedestrian detection system. However, by comparing the confidence value
that calculated from MATLAB and the system, the results show that this perfor-
mance decline is not sever. The possible reasons behind this diﬀerence can be as
follows:
Firstly, look-up table (LUT) is employed in the feature calculation module to
replace the division and square root operations. Precision loss is introduced
by employing the LUTs.
Secondly, the left-shifting is used while converting the floating point oper-
ations to the integer operation. The bit-width that shifted and the bit-width
that kept may also lead to precision loss.
Besides, some intermediate results are required to be stored in the BRAM.
However, due to the limitation of BRAM resource on Zedboard, limited bits
are kept for these intermediate results. Hence, the error between the real
value and the value obtained by our IP cores is also introduced.
It is worth noting that in the designed pedestrian detection system, the confi-
dence value information is obtained via the UART interface. It is only used while
debugging the system.
Resource Utilization
Owing to a large number of resources are utilized by StereoCam rectification IP
and depth calculation IP, only one feature calculation IP and two feature scaler IPs
can be added to the system. Therefore, the feature data are only extracted under
three image scales. The depth data of detected objects are passed via the UART of
Zedboard.
The resource utilization report of the final implementation of pedestrian detec-
tion system on Zedboard is given in Table 6.1. From this table, we can conclude
that around 65% of LUTs and DSPs on Zedboard are used by the pedestrian de-
tection system without depth calculation. Due to the diﬀerences of the configura-
tions of the feature scaler IP and feature calculation IP, the resources used to im-
plement each feature scaler IP and feature calculation Ip are slightly diﬀerent. Be-
cause the utilization of Xilinx Parameterized Macros (XPM) in the feature scaler IP,
configurable parameter of BRAM size is provided. Therefore, the feature scalers
that employed to process the data with 320× 240 and 160× 120 resolution, a num-
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Site Type LUT FF BRAM DSP
axi_mem_intercon 1146 1312 0 0
axi_mem_intercon_1 1149 1312 0 0
axi_mem_intercon_2 1146 1312 0 0
axi_vdma_0 2041 3185 2.5 0
axi_vdma_1 2053 3257 2.5 0
axi_vdma_2 2035 3189 2.5 0
feature_scaler_0 608 857 3 15
feature_scaler_1 614 857 3 15
feature_scaler_2 739 880 1.5 14
feature_scaler_3 615 853 1.5 15
feature_scaler_4 619 853 1.5 15
feature_scaler_5 775 876 1.5 14
feature_scaler_6 610 849 1.5 15
drawing 2509 1287 0 0
feature_calc 3720 4747 31 12
feature_calc_1 3747 4747 31 12
feature_calc_2 3654 4733 28.5 12
candidate_selection 1421 2003 1 8
camera_capture 66 153 0.5 0
feature_data_merger 504 1114 0 0
processing_system7 0 0 0 0
processing_system7_axi_periph 1873 2277 0 0
320x240_image_scaler 203 295 2 0
160x120_image_scaler 212 307 4 0
rst_processing_system7 19 29 0 0
vga_0 38 22 0 0
Sum 32116 41306 119 147
Available 53200 106400 140 220
Table 6.1: The resource utilization report of pedestrian detection system on Zedboard
ber of 1.5 BRAM is used. Besides, it is worth noting that “axi_mem_intercon*”,
“rst_processing_system7”, and “processing_system7_axi_periph” are the IP cores
that added by the Vivado software to achieve system connection between ARM,
VDMA and AXI interfaces.
The resource utilization report of the pedestrian detection system with depth cal-
culation function is listed in Table 6.2. Because only one feature calculation IP
and two feature scaler IP cores are employed in the version system, much less
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DSPs are utilized. As can be seen in Table 6.2, 98.5 of 140 BRAMs are used, which
seems that more image scales can still fit into the system. However, because each
feature calculation IP should be connected to multiple number of feature scaler
IP, the BRAMs left is not large enough to achieve that. Therefore, in the end, only
one feature calculation module and two feature scalers are added in this version
system. In the other words, BRAM is the bottleneck that actually limits the im-
plementation of a bigger pedestrian detection system on the Zedboard platform.
Site Type LUT FF BRAM DSP
axi_mem_intercon 1147 1314 0 0
axi_mem_intercon_1 1149 1314 0 0
axi_mem_intercon_2 1146 1314 0 0
axi_vdma_0 2041 3184 2.5 0
axi_vdma_1 2053 3257 2.5 0
axi_vdma_2 2023 3177 2.5 0
feature_scaler_0 608 857 3 15
feature_scaler_1 614 857 3 15
drawing 2523 1267 0 0
feature_calc 3740 4747 31 12
candidate_selection 1421 2003 1 8
stereocam_capture 391 523 0 6
feature_data_merger 479 1078 0 0
stereocam_rect 3661 8706 39 44
depth_calc 5301 11788 14 0
processing_system7 0 0 0 0
processing_system7_axi_periph 1554 1653 0 0
rst_processing_system7 17 29 0 0
vga_0 38 22 0 0
Sum 29772 47597 98.5 100
Available 53200 106400 140 220
Table 6.2: The resource utilization report of pedestrian detection (with depth calculation)
system on Zedboard
Running Speed
With respect to the running speed of the system, because of the pipeline structure
is designed for each IP core that introduced in Chapter 6, 80 frame per second (fps)
can be achieved for the IP cores that designed. The detailed information of the
running speed of each IP core, please refer to Chapter 6. However, the processing
speed of the classification module on the ARM core is diﬃcult to predict, which
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is caused by the conditional judgement strategy that employed in the boosting
decision tree. Nevertheless, through classification module optimization and mul-
tiple times of on-board testing, we conclude that when there are diﬀerent number
of pedestrians in one image frame, 25 to 40 fps (real-time) pedestrian detection
can be achieved. When there are more than 20 objects in the image, the rectangle
marker of detected objects may be drawn in the next frame of the image. Compar-
ing to the running speed of the framework on MATLAB, which requires (≈) 0.4s
to process each image, the detection speed is 10-16 times faster.
Working Distance
While testing the detection accuracy, the working distance of the system is also
measured. In this measurement, due to the diﬀerence of image scales that in-
volved in the designed, the working distance of the system with and without depth
calculation module are both evaluated. Figure 6.8 (left) illustrates the maximum
size of a human, namely, 240× 480, that can be detected by the non-depth ver-
sion detection system. Correspondingly, the minimum working distance can be
calculated, which equals to (≈) 3.5m. The minimum size of a pedestrian detected
by the system is 41× 100, as shown in Figure 6.8 (right). Thus, the corresponding
maximum working distance of the system is (≈) 21m. In other words, under good
lighting conditions, the working distance of the pedestrian detection system is
3.5m ∼ 21m.
Figure 6.8: An illustration of the minimum and maximam working distance of the pedes-
trian detection system
Similarly, the working distance of the pedestrian detection system with depth cal-
culation is also measured. Referring to Table 6.2, because the object detection is
only processed under three image scales, the working distance of this system is
3.5m ∼ 6m.
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6.3 Design of Traﬃc Sign Detection System on a
SoC-FPGA Platform
In this section, the traﬃc sign detection system is designed based on the IP cores
that implemented in Chapter 5. In fact, the hardware design of the traﬃc sign
detection system is similar to the pedestrian detection system that designed in
Section 6.2, except the following diﬀerences:
Firstly, the configurations of feature extraction IPs are diﬀerent. Refer to
the fast feature pyramid theory that introduced in Section 4.1.2, parameter
λ is calculated by employing the extracted feature data during the training
data. Therefore, the parameter λ that calculated by using pedestrian detec-
tion dataset is incorrect for the traﬃc sign detection application. From the
feature scaler IP, we know that λ is a parameter employed during the approx-
imate computing. Hence, the configuration of each feature scaler IP should
be modified.
Secondly, due to the diﬀerence of the size of sliding window, the number
of scaled images is changed. In the pedestrian detection system, the size of
sliding window is 128× 64. According to the fast feature pyramid theory,
19 scales are employed from 640× 480 to 128× 64. However, in the traﬃc
sign detection application, the size of the sliding window is 56× 56. There-
fore, more scales are used to detect the traﬃc signs from 640× to 56× 56.
Through analysis, we found that it is meaningless to detect the traﬃc signs
that are too big. Considering the BRAM consumption in the design of pedes-
trian detection system, more feature scaler can not be added to the system.
Therefore, the range of the size of traﬃc signs that can be detected by the
system should be defined.
Besides, the detector that obtained in the training phase is also diﬀerent for
diﬀerent applications. Hence, the information inside the detector, such as
the confidence value of each decision tree and tree index, which is utilized
during the classification process, should also be updated.
After these modifications based on a replicate single camera based pedestrian de-
tection system, the traﬃc sign detection system is created. According to the val-
idation experiments of the traﬃc sign detection application that introduced in
Section 4.3, two versions of detection system are created: one detects each cat-
egory of traﬃc signs separately and the other employs the detector to detect all
traﬃc signs together. Therefore, real-time (24 fps) traﬃc sign detection systems
are achieved on the SoC-FPGA platform with minimum eﬀort. Some examples of
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the detected results are given in Figure 6.9.
Figure 6.9: Illustrations of detection results of the traﬃc sign detection system
Due to that the system is running on the Zedboard with live camera, it is diﬃcult
to measure the miss rate or performance of the system. After multiple times of test
with diﬀerent traﬃc signs under various angles, the testing results show that the
system is more robust for prohibitory and danger traﬃc signs, which is consistent
with the results of framework validation by traﬃc sign detection application.
The resource utilization report of the traﬃc sign detection system is listed in Ta-
ble 6.3. Although two versions of traﬃc sign detection system are implemented,
since the only diﬀerence between two systems is the classification module, same
hardware design is employed. Therefore, only one resource utilization report is
given in Table 6.3. Besides, the resource utilization report of each module inside
the system is similar to the report of the pedestrian detection system, the detailed
resource utilization report is omitted here. By comparing the resource utilization
reports of the pedestrian detection system and the traﬃc sign detection system,
we can obtain that slightly less BRAMs are employed in the traﬃc sign detection
system, which is caused by the configuration diﬀerence of the feature scaler IP
cores.





Table 6.3: The resource utilization report of traﬃc sign detection system on Zedboard
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6.4 Design of Head Detection System on a SoC-FPGA
Platform
In this section, a head detection system is designed and tested on the object detec-
tion platform. Similar to the traﬃc sign detection system that designed in Section
6.3, the configurable parameters of all feature extraction IPs are revised according
to the fast feature pyramid theory. Moreover, the detector that obtained in the
training phase of the traﬃc sign detection algorithm is also updated.
Figure 6.10: Illustrations of detection results of the head detection system
Figure 6.10 illustrates the detection results of the designed head detection system.
In this application, only the heads in front view are trained by the head detection
algorithm. Therefore, the system can only detect the head of the humans from
the front view. The resource utilization report of the head detection system is
listed in Table 6.4. Since the size of the sliding window that employed in both
the head detection system and the traﬃc sign detection system is the same, which
equals 56× 56, similar amount of resources are used by the head detection system,
compared with the traﬃc sign detection system.





Table 6.4: The resource utilization report of head detection system on Zedboard
In this thesis, only pedestrian detection system, head detection system, and traﬃc
sign detection system are designed and tested. In fact, with the generalized object
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detection framework and the designed IP-cores, the object detection system that
targets any instance of objects (e.g., face) can be designed and implemented rapidly.
6.5 Summary
In this chapter, a video-based object detection platform, which consists of two
OV7670 cameras, Zedboard, and a monitor, is created. Based on this platform and
the IP cores that designed in Chapter 5, diﬀerent object detection systems are
designed and tested. The detection performance and result utilization report of
each designed system are given.

Chapter 7
Conclusions and Future Work
7.1 Conclusions
In this thesis, diﬀerent object detection systems (e.g., pedestrian detection system,
traﬃc sign detection system) are designed and evaluated on a SoC-FPGA platform.
The main contributions of this work include five parts:
- Firstly, representative object detection algorithms are selected, implemented,
and evaluated.
- Secondly, a generalized object detection framework is created. Based on this
framework, pedestrian detection, traﬃc sign detection, and head detection
algorithms are realized and tested.
- Thirdly, a video-based object detection platform is created, which includes
stereo cameras, Zedboard, and a monitor. To achieve camera and Zedboard
connection via Pmod interface, two PCB boards are designed.
- Fourthly, an IP-toolbox which contains all of the IP cores that correspond
to each block of the generalized object detection framework is designed.
- Finally, real-time pedestrian detection system, traﬃc sign detection system,
and head detection system are designed and realized on the Zedboard.
More details of each part are summarized as follows.
Algorithm performance and execution speed are two typically employed factors
to evaluate an object detection system. Hence, promising algorithm obtaining is
crucial. To achieve this, many representative and state-of-art object detection al-
gorithms, especially pedestrian detection algorithms, are selected, implemented,
and evaluated. During this process, comparisons are made to analyze the impact
of diﬀerent features, training methods, and training configurations. The visual-
izations of diﬀerent object detectors are generated to analyze the performance dif-
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ference between diﬀerent detectors. Among all of the implemented algorithms,
DeepPed [8] achieves the best performance compared with other realized algo-
rithms. However, DeepPed is based on the convolutional neural networks, which
increases the diﬃculty of designing diﬀerent object detection systems based on
the same group of IP cores. Finally, the ACF algorithm [34], which achieves the
second best accuracy during the evaluation, is selected as the prototype algorithm
for hardware design.
Based on the fast feature pyramid theory proposed by FPDW [48] and ACF [34], a
generalized object detection framework is created. By employing this framework
with diﬀerent configurations and datasets, diﬀerent object detection applications
can be realized. In this thesis, pedestrian detection, traﬃc sign detection, and head
detection are implemented by adapting the framework with diﬀerent configura-
tions. The validation results reveal that promising performance can be achieved
by employing this framework to diﬀerent object detection applications.
When the algorithm is prepared, a video-based object detection platform is there-
after created. In order to get the depth information of detected objects, stereo
cameras are employed and soldered on a stable support. Then, stereo camera cal-
ibration and rectification are processed by employing a checkerboard.
After the object detection platform preparation, IP cores that correspond to each
block of the generalized object detection framework are designed and implemented.
To make the IP cores handle diﬀerent scenarios, configurable parameters are pro-
vided by feature calculation IP, feature scaler IP, feature data merger IP, drawing
IP, etc.
Finally, by customizing and connecting diﬀerent IPs according to the fast feature
pyramid theory, diﬀerent object detection systems are designed, implemented,
and tested. Due to the limitation of resources on Zedboard, the feature extraction
is performed on selected image scales whose scaling parameters are calculated by
Matlab. The hardware synthesis reports show that the resources on Zedboard per-
mit feature extraction from maximum ten scaled images. Therefore, pedestrian
detection system, traﬃc sign detection system and head detection system that uti-
lizes ten scaled images’ data are realized. From on board testing, we can conclude
that real-time object detection is achieved by the designed detection systems. Be-
sides, with this generalized object detection framework and the designed IP-cores,
any other object detection systems (e.g., car detection, face detection) can also be
designed and implemented on a SoC-FPGA platform rapidly.
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7.2 Future Work
The object detection systems that designed and implemented in this work are all
based on two OV7670 cameras whose resolution is 640× 480. In order to achieve
object detection with better performance, high-resolution cameras, such as HD
camera OV2640 [87] whose interface is the same as OV7670, can be employed as
the data input of the system.
The targeting platform of this work is a Xilinx Zedboard, which is a widely used
SoC-FPGA with limited resources on board. Due to its resource limitation, the
feature extraction module only extracts the feature data under ten diﬀerent image
scales. Therefore, employing a SoC-FPGA with more resources (programming
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