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Abstract
The problem of catastrophic forgetting can be traced back to the 1980s, but it has
not been completely solved. Since human brains are good at continual lifelong
learning, brain-inspired methods may provide solutions to this problem. The
end result of learning different objects in different categories is the formation of
concepts in the brain. Experiments showed that concepts are likely encoded by
concept cells in the medial temporal lobe (MTL) of the human brain. Furthermore,
concept cells encode concepts sparsely and are responsive to multi-modal stimuli.
However, it is unknown how concepts are formed in the MTL. Here we assume
that the integration of audio and visual perceptual information in the MTL during
learning is a crucial step to form concepts and make continual learning possible, and
we propose a biological plausible audio-visual integration model (AVIM), which is
a spiking neural network with multi-compartmental neuron model and a calcium
based synaptic tagging and capture plasticity model, as a possible mechanism of
concept formation. We then build such a model and run on different datasets to test
its ability of continual learning. Our simulation results show that the AVIM not
only achieves state-of-the-art performance compared with other advanced methods
but also the output of AVIM for each concept has stable representations during
the continual learning process. These results support our assumption that concept
formation is essential for continuous lifelong learning, and suggest the AVIM
we propose here is a possible mechanism of concept formation, and hence is a
brain-like solution to the problem of catastrophic forgetting.
1 Introduction
In the late 1980s, researchers discovered the sequential learning problem known as catastrophic
forgetting in the connectionist networks [1]. With the great success of deep learning in the fields of
perceptual recognition [2] and board games [3–5], researchers once again started to pay attention
to the problem of catastrophic forgetting, as the existing AI technology facing with the difficulty of
continuous learning in the continuously changing environment [6]. Within the framework of artificial
neural network (ANN) with backpropagation (BP) algorithm [7], researchers have defined a series
of continual learning tasks [8], such as incremental learning of new instances, new classes, and the
mixture of new instances and classes, and have proposed many constructive solutions to these specific
tasks. The mainstream methods proposed can be divided into the following topics: regularizations
of the network [9–15], parameters isolation [16, 17], dynamic structure [18, 19] , memory-based
consolidation [20, 21], network with attention mechanism [22, 23], and the dual system inspired by
complementary learning system theory in the brain [24–26]. Although the blossom of new methods,
they are still far from the level of human continual learning. How to achieve human-level of continual
lifelong learning still needs more exploration and research.
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Learning from the brain The causes of catastrophic forgetting problem can be manifold, so the
solution to this problem needs to be considered in many ways. From the perspective of the neuron
model, McCulloch-Pitts neuron in the ANN is oversimplified compared with the neurons in the brain
[27]. The neuron in the brain is not just a point. It has a tree-like dendrite that performs nonlinear
computation [28]. The dendrites of pyramidal cells of the human brain are more complex than
those of other species [29], which suggests that the multi-compartmental neuron model might be an
essential structure of higher intelligence. The multi-compartmental neuron with spike feature often
plays a vital role in computational neuroscience [30]. From the perspective of the synaptic model, the
synapse in the ANN is represented by a single parameter, which is also oversimplified compared to
the real synapse in the brain. There are excitatory and inhibitory synapses in the brain. Moreover,
their functions are not merely doing addition or subtraction. There are two types of summation, which
are spatial summation and temporal summation for neural signals at the synapse, notably temporal
summation is not available in the ANN. Last, but perhaps most important, is synaptic plasticity.
Although BP in the ANN is very efficient, it is still unknown whether BP is biological plausible
in the brain [31, 32]. Synaptic plasticity in the brain involves the process of proteins synthesis of
postsynaptic neurons, and is closely related to the change of calcium concentration [33]. The theory
of synaptic tagging and capture (STC) establishes the relationship between the calcium concentration
and the plasticity-related proteins. It provides an elegant biological explanation of the consolidation
of newly formed memories at the cellular and synaptic scale [34]. The computational model [35, 36]
of STC can also explain some experimental phenomena well.
In general, humans are learning in a multi-modal environment in both supervised and unsupervised
ways. For auditory signals, the brain has better self-learning ability [37]. The result of continual
learning in the brain is the formation of concepts. Experiments showed that concepts are likely
encoded by concept cells in the MTL of the human brain. Furthermore, concept cells encode concepts
sparsely and are responsive to multi-modal stimuli [38]. Considering concept cells are multi-modal
cells, it is reasonable to guess that the origination of these concept cells should be in the perirhinal
cortex since the cells in this region are multi-modal and the perceptual inputs to this region are single
modal. Besides, the connections between the perirhinal cortex and entorhinal cortex are very strong.
Although the perirhinal cortex has rich connections to many areas of the brain[39], the primary source
of visual inputs it receives should be temporal area TE, which is the end of the ventral visual pathway,
and the primary source of auditory inputs should be parahippocampus cortex, which receives input
directly from the auditory cortex. Functionally, studies conclude that the TE’s role is mainly visual
perception, while the role of the perirhinal cortex is mainly related to memory (including visual
memory) [40], which can be demonstrated by the biological lesion tests [41].
Method overview Inspired by the multi-modal integration learning in the perirhinal cortex of the
MTL, we propose a biological plausible audio-visual integration model (AVIM) for continual learning
and test it on different datasets. Figure 1 presents the overall schematic framework of the proposed
method. We use a pre-trained convolutional neural network(CNN) to get high-level visual feature
vectors (V-FV) for images. We assume that the auditory signals of the same conceptual level objects
such as dog and cat in the brain form a sparse spatial distribution with equal energy represented by
the number of firing neurons. The spatial sparseness leads to near orthogonal relationships among
auditory perceptual coding neurons. So we call such auditory coding scheme as near-orthogonal
sparse code (NOSC). There are several facts supporting the NOSC assumption. First, human brains
can do self-learning from auditory signals very well [37]. Second, high-level representations of
auditory objects in the brain are highly sparse coded. Finally, the number of shared/overlapping
neurons in the high-level representations of auditory objects are relatively small [42]. For audio-
visual integration, we make an integration layer composed of multi-compartment Hodgkin-Huxley
type neurons whose dendrites receive high-level visual and auditory feature signals. We allow the
connections from visual signals to the integration layer to have plasticity. In addition, we have an
inhibition layer connecting to the integration layer. During training, we present the NOSC and V-FV
from the same class to the integration layer simultaneously. During testing, we only present V-FV to
the integration layer and take the spike trains of neurons in the integration layer as the output. Finally,
we use a linear output classifier (LOC-ANN) for decoding the output of the integration layer and
obtain final classification results.
The organizational structure of the rest paper is as follows. In Section 2, we explain the details
of the methods and the experimental design. In Section 3, we compare the experimental results
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Figure 1: The overall framework of the present work for continual learning. (a). Encoding module.
For visual signals, a pre-trained CNN is used to get high-level visual feature code V-FV. For auditory
signals, a NOSC generator is used to generate auditory feature code. (b). Integration module. The
AVIM consists of four layers, which are the VF layer, AF layer, AVI layer, and INB layer. Here,
VF represents the visual feature layer, AF represents the auditory feature layer, AVI represents the
audio-visual integration layer, INB represents the inhibition layer. (c). Decoding module. The
LOC-ANN is to decode the spike trains in the AVI layer and get final classification results.
of the proposed method to the state-of-the-art in different datasets. In Section 4, we discuss the
experimental results and make a clear explanation of the role of each module in the proposed method
during continual learning. Finally, we conclude the proposed method in Section 5
2 Method
2.1 The audio-visual integration model (AVIM)
The proposed AVIM consists of four layers, which are the VF layer, AF layer, AVI layer, and INB
layer. Here, VF represents the visual feature layer, AF represents the auditory feature layer, AVI
represents the audio-visual integration layer, and INB represents the inhibition layer. For simplicity,
we denote the connection from VF to AVI as S1, the connection from VF to AVI as S2, the connection
from AVI to INB as S3, and the connection from INB to AVI as S4. Figure 1-(b) visualizes the
structure of the AVIM. In AVIM, the number of neurons in the sensory feature layer, such as VF and
AF are the same. The proportion of neurons between the sensory feature layer and AVI is around 1:3.
The proportion of neurons between AVI and INB is around 4:1, which is similar to the proportion of
excitatory and inhibitory neurons in the brain. As for connections in AVIM, the projecting ratio of S1,
S2, S3, and S4 are around 1:4, 1:6, 1:1.5, and 1:10, respectively.
Neuron model For neurons in the VF layer, we use the V-FV extracted from the encoding module
and map the activation values (in the range of 0 to 1) of V-FV neurons linearly to a suitable range of
firing rate (in the range of 0 to 20Hz) to produce spike trains that obey the Poisson distribution. For
neurons in the AF layer, we use the NOSC generated in the encoding module and map the values of
NOSC to the spike trains using the same method as VF neurons. For neurons in the AVI layer, we use
a two-compartment pyramidal neuron model proposed in [43] based on the fact that the major neurons
in the perirhinal cortex are pyramidal cells. The AVI neurons consist of soma and dendrite. The
dynamic equations of voltage in soma and dendrite are 1 and 2, respectively. The constant parameters
in 1 and 2 are: Cm = 3.4µF/cm2, gds = 0.11µS/cm2, gsd = 0.33µS/cm2. For neurons in the
INB layer, we use an inhibitory neuron model in the hippocampus proposed in [44], which has one
compartment, see 3. The constant parameter in 3 is Cm = 1µF/cm2. See supplementary material
for more details of neuron models and the algorithm of generating NOSC.
Cm
dVs
dt
= −IL − INa − IK − ICa − Iahp − gds(Vs − Vd) + IsynToSoma (1)
Cm
dVd
dt
= −IL − INa − IK − ICa − Iahp − gsd(Vd − Vs) + IsynToSoma (2)
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Cm
dV
dt
= −IL − INa − IK + Isyn (3)
Synaptic model In the AVIM, synapse S1 is the excitatory connection with plasticity, including
AMPA and NMDA receptors. We use a calcium based STC plasticity model to learn the weight
changes at S1. Synapse S2 and S3 are excitatory connections without plasticity, including only AMPA
receptors. Synapse S4 is inhibitory connection, including GABA receptors.
2.2 The linear output classifier (LOC-ANN)
To decode the spike trains in the AVI layer, we design an energy normalized linear output classifier
based on the ANN called LOC-ANN for simplicity. We convert the spike trains pattern within one
second in the AVI layer of each sample to the firing rate pattern and send them to the LOC-ANN.
Figure 2 visualize the procedure of the proposed updating methods in LOC-ANN during continual
learning. Set N is the number of neurons in the input layer, C is the total number of categories,
synapse Wij(i = 1, 2, ..., N ; j = 1, 2, ..., C) represents the connection from the i-th input neuron
to the j-th output neuron. At first, all connections in LOC-ANN are 0. During learning the j-th
class, only the j-th output neuron receives the error signal from the mean square error loss function
and the corresponding synapses Wij(i = 1, 2, ..., N) are able to update, while the other synapses
Wik(i = 1, 2, ..., N ; k 6= j) keep fixed. The label of the j-th output neuron is set to 1. After learning
the j-th class, we normalize the synapses Wij(i = 1, 2, ..., N) connecting to the j-th output neuron
by
√∑N
i=1W
2
ij in order to balance the energy of classification weights of each class.
Figure 2: The flow chart of the updating method of LOC-ANN in continual learnng. LearningStep-j
represents the process of learning the j-th class.
2.3 Experiments
Datasets In order to test the performance of AVIM, MNIST [45], EMINST [46] and CIFAR100
[47] are used to construct image datasets of 10, 20 and 100 classes as experimental datasets. For
MNIST10 and EMNIST20 datasets, we randomly select 50 samples per class from the training set as
training samples and 50 samples per class from the test set as test samples. For CIFAR100 dataset,
we randomly select ten samples per class from the training set as training samples and ten samples
per class from the test set as test samples. For each dataset, we use four CNN of different quality to
obtain four groups of V-FV with different levels of linear separability, which are denoting as FV1
to FV4, respectively. The level of linear separability of V-FV from FV1 to FV4 is increasing. See
supplementary material for the details of V-FV datasets.
Experimental design In this paper, we focus on the incremental learning of new classes. In our
experiment, there is only one class for each task. For example, in the continual learning of 10 digits,
the agent needs to learn the number "0" first, then the number "1", and so on. The whole procedure of
continual learning C classes including training and testing is shown in Figure 3. Set NN-i (1≤i≤C)
is the network composed of AVIM-i and LOC-ANN-i after training on the i-th class. ai,j is the test
accuracy of the j-th (1≤j≤i) class of NN-i, Sj is the number of test samples in the j-th class, the test
accuracy Ai of NN-i is defined as Ai =
∑i
j=1 ai,jSj∑i
j=1 Sj
.
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Figure 3: (a). The whole procedure of continual learning C classes. (b). The details of the learning
process on NN-i. (c). The details of the testing process on NN-i.
Experimental settings We define a pair of NOSC and V-FV from the same class as an A-V training
sample. When learning the i-th class, each A-V training sample of the i-th class is presented to
AVIM-i only once. The duration of the presentation of an A-V training sample is 2 seconds. There
are 4 seconds between presentations of two adjacent A-V training samples. When testing, only V-FV
of the learned classes are presented to AVIM. The duration of the presentation of a test sample is 1
second. Moreover, there are 0.1 seconds between presentations of two adjacent test samples. See
Table 1 for the experimental settings for AVIM in each dataset.
Other methods to be compared We compared AVIM with five ANN methods, including ANN
Base, ANN Offline, iCaRL [21], GEM [20] and EWC [10]. ANN Base represents the sequential
learning method, and ANN Offline represents the normal shuffle learning method. All ANN methods
use the same network structure, which consists of three fully connected layers: the input layer, the
hidden layer, and the output layer. The number of neurons in the hidden layer is equal to the number
of neurons in the AVI layer. For GEM, the memory sample size of each class is 1 for all experiments.
For iCaRL, the maximum memory sample size in each experiment is the total number of class, which
means that iCaRL and GEM have the same number of memory samples at the last learning. ANN
Base, EWC, and AVIM have no memory sample. ANN Offline use all samples during learning. See
supplementary material for the details of the comparison experimental settings.
Table 1: Experimental settings of AVIM in different datasets. In NOSC, N is the number of total
neurons, n is the number of firing neurons for each class, and K is the max number of shared firing
neurons between any two classes.
CNN NOSC AVIM
DATASET V-FV N n K VF AF AVI INB
MNIST10 15 15 2 1 15 15 50 12
EMNIST20 20 20 3 1 20 20 67 16
CIFAR100 50 50 5 2 50 50 167 40
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Table 2: Final test accuracy of AVIM and ANN methods on 12 datasets. Black bolding in the table
represents the best continuous learning performance in each dataset, ∗ represents the second best
performance in each dataset (excluding offline method).
DATASET Offline(%) AVIM(%) GEM(%) iCaRL(%) EWC(%) Base(%)
MNIST10-FV1 72.0 65.4 55.4 61.4 * 35.2 35.2
MNIST10-FV2 74.6 70.8 68.4 70.4 * 36.0 36.4
MNIST10-FV3 83.6 80.4 * 77.8 82.6 46.2 46.2
MNIST10-FV4 88.8 89.0 89.4 * 89.6 69.8 66.2
EMNIST20-FV1 67.7 63.2 * 49.4 64.1 36.7 36.2
EMNIST20-FV2 77.5 67.2 * 57.2 73.2 37.8 37.2
EMNIST20-FV3 82.2 77.3 * 69.1 79.8 45.0 41.6
EMNIST20-FV4 90.4 91.4 89.4 90.1 * 75.7 76.5
CIFAR100-FV1 49.1 48.0 36.3 43.2 * 24.0 24.0
CIFAR100-FV2 55.1 57.3 43.6 51.1 * 31.9 31.6
CIFAR100-FV3 64.3 66.0 54.6 61.3 * 40.6 40.8
CIFAR100-FV4 72.0 73.0 72.8 * 71.6 60.9 60.9
Figure 4: The continual learning accuracy curves of AVIM and five ANN methods on the CIFAR100-
FV datasets.
6
Figure 5: Under the MNIST10-FV1 dataset, we visualized (a). The change of the firing rate
patterns of the training samples in the AVI layer during the training process. The small matrix Mi,j
(1 ≤ i ≤ 10; i ≤ j ≤ 10) on the left is composed of the AVI firing rate patterns of all the i-th class
training samples in AVIM-j. In Mi,j , the column represents the sample index, and the row represents
the neuron index. The large matrix on the right is composed of all the Mi,j during the whole learning
process. The column represents the learning step index, and the row represents the class index. (b).
The change of the hidden layer patterns of the training samples during the training process using
iCaRL.
3 Results
In Table 2, we can see the final test accuracy of all methods on each dataset. In Figure 4, we visualize
the test accuracy curve of all methods during continuous learning the CIFAR100-FV datasets. From
the results shown in Table 2 and Figure 4, we can conclude that: 1. In all, the proposed AVIM can
achieve comparable performances as iCaRL, while being much better than GEM and EWC; 2. The
AVIM has a significant advantage compared with iCaRL in continual learning the CIFAR100-FV
datasets, which is likely because the limited memory capacity of iCaRL affects its performance in
learning more classes; 3. GEM is overall worse than AVIM and iCaRL, which is likely because
the limitation of memory capacity and the randomness samples selection of GEM can affect its
performance on memory consolidation; 4. The performance of EWC is significantly worse than
AVIM, iCaRL, and GEM, and is slightly better than ANN Base, suggesting that EWC is not good
at incremental learning of new classes. In addition, we compared the change of the firing rate
pattern/hidden layer patterns in AVIM and iCaRL during the learning process. As can be seen from
figure 5, AVIM formed relatively more stable representations of the learned categories compared with
iCaRL in the process of continuous learning.
4 Discussion
The contribution of the present work can be summarized as the following: 1. We propose the
AVIM as a brain-like solution to continuous lifelong learning. The AVIM achieve the state-of-the-art
performance compared with methods such as iCaRL, GEM, and EWC on several public datasets;
2. We make an assumption about the auditory object feature code as NOSC to be integrated with
visual object feature vectors during continual learning; 3. Finally, we use an energy normalized
linear classifier LOC-ANN to decode spike trains from the integrated layer’s neurons and make the
classification.
The role of AVIM The success of AVIM is likely due to the multi-compartmental neuron model
and the STC plasticity. It is known that dendritic integration in the brain is complicated. It is
worth noting that, under the same framework, if we used the point neuron model instead of the
multi-compartment neuron model, the AVI layer could not form stable representations of objects, and
the continuous learning fails. In this work, only two compartments per neuron are used. In the future,
more compartments and connection patterns should be considered. We use STC plasticity instead of
spike timing-dependent plasticity because STC is a calcium-based learning rule, allowing us to study
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and control more details of neuronal responses. It will be worthwhile to try different spiking neural
network learning rules in the future.
The role of NOSC In this present work, NOSC as the auditory feature code is randomly generated
under the constraints imposed by NOSC requirements. The connection from the AF layer, which
takes NOSC as input, to the AVI layer is fixed and does not have any plasticity during continual
learning in our experiments. The inspiration for such structural design came from the following
experimental phenomenon: 1. The brain has better self-learning ability for hearing; 2. The hearing
has a significant impact on vision; 3. The development of hearing is earlier than vision. Although
this design is reasonable to some extent, it is more biological plausible that different perceptions
do interact with each other during the learning process. One of the future work is to study how to
integrate multi-modal signals in the case of both visual and auditory plasticity.
The role of LOC-ANN The LOC-ANN is used to decode the spike trains of the AVI layer and
get the final classification results. We propose an energy normalized linear classifier LOC-ANN
for continual learning. In the brain, classification decisions are made in the prefrontal cortex (PFC).
The PFC can make flexible decisions depending on the tasks and context. Since we only care about
categorical classification in this work, we assume equal energy for presentations of different classes.
5 Conclusion
In this paper, we propose a novel biological plausible audio-visual integration model (AVIM) with
multi-compartment neuron models and the STC plasticity for continual learning. Our simulation
results show that AVIM can achieve the state-of-the-art performance compared with methods such
as iCaRL, GEM, and EWC. It should be noted that the present work does not mainly aim to get the
top-one performance on several datasets but more on exploring the possible mechanism of brain-like
learning, and specifically of concept formation. The results suggest the AVIM we propose here is a
possible mechanism of concept formation in the brain, and hence provides a brain-like solution to the
problem of catastrophic forgetting.
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Supplementary material
Audio-visual integration model (AVIM)
Neuron model For neurons in the AVI layer, we use the two-compartment pyramidal neuron model
proposed in [43]. Each AVI neuron consists of a soma and a dendritic compartment. The following
Eq. (4) and (5) are the models of the soma and the dendritic compartment, respectively. The constant
parameters in Eq.(4) and (5) are: Cm = 3.4µF/cm2, gds = 0.11µS/cm2, gsd = 0.33µS/cm2.
Cm
dVs
dt
= −IL − INa − IK − ICa − Iahp − gds(Vs − Vd) + IsynToSoma (4)
Cm
dVd
dt
= −IL − INa − IK − ICa − Iahp − gsd(Vd − Vs) + IsynToSoma (5)
The following equations ( 6 to 17 ) are the models of ion channels:
IL = gL(V − EL), gL = 0.001mS/cm2, EL = 2.54mV (6)
INa = gNam
3h(V − ENa), gNa = 250mS/cm2, ENa = 115mV (7)
dm
dt
= αm(1−m)− βmm,αm = −0.3(V − 9)
exp(V−9−5 )− 1
, βm =
0.3(V − 37)
exp(V−375 )− 1
(8)
dh
dt
= αh(1− h)− βhh, αh = 0.23
exp(V+1320 )
, βh =
0.33
exp(V−39.5−10 ) + 1
(9)
IK = gKn
4(V − EK), gK = 40mS/cm2, EK = −15mV (10)
dn
dt
= αn(1− n)− βnn, αn = −0.07(V − 31)
exp(V−31−6 )− 1
, βn =
0.264
exp(V−640 )
(11)
ICa = gCas
2w(V − ECa), gCa = 1mS/cm2, ECa = 140mV (12)
ds
dt
= αs(1− s)− βss, αs = −0.031(V − 24.5)
exp(V−24.5−3 )− 1
, βs =
0.031(V − 40)
exp(V−403 )− 1
(13)
dw
dt
= αw(1− w)− βww,αw = 0.03
exp(V−11.517.5 )
, βw =
3
exp(V−19.5−14 ) + 1
(14)
Iahp = gahpq
2(V − EK), gahp = 4.7mS/cm2, EK = −15mV (15)
dq
dt
= αq(1− q)− βqq, αq = 0.0041
exp( 10log[Ca]+4.48−4.5 )
, βq =
0.01
exp( 10log[Ca]+36.435 )
(16)
The model of calcium ion concentration is the following Eq.(17) (the calcium concentration in two
compartments are the same, not considering the diffusion of calcium ions between soma and dendrite):
d[Ca]
dt
= −0.052ICa − 0.1− [Ca]
100
(17)
For neurons in the INB layer, we use an inhibitory neuron model in the hippocampus proposed in
[44]. Each INB neuron has one compartment, the model of which is Eq.(18). The constant parameter
in Eq.(18) is Cm = 1µF/cm2.
Cm
dV
dt
= −IL − INa − IK + Isyn (18)
The following equations (19 to 23) are the ion channels models:
IL = gL(V − EL), gL = 0.1mS/cm2, EL = −65mV (19)
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INa = gNam
2
∞h(V − ENa), gNa = 35mS/cm2, ENa = 55mV (20)
m∞ =
αm
αm + βm
, αm =
−0.1(V + 35)
exp(V+35−10 )− 1
, βm = 4exp(
−(V + 60)
18
) (21)
IK = gKn
4(V − EK), gK = 9mS/cm2, EK = −90mV (22)
dn
dt
= αn(1− n)− βnn, αn = −0.01(V + 34)
exp(V+34−10 )− 1
, βn = 0.125exp(
−(V + 44)
80
) (23)
Synaptic model In the AVIM, synapse S1 is the excitatory connection with plasticity, including
AMPA and NMDA receptors. Synapse S2 and S3 are excitatory connections without plasticity,
including only AMPA receptors. Synapse S4 is inhibitory connection, including GABA receptors.
AMPA and GABA receptors are ligand-gated ion channels, the model of which are shown as
Eq.(24). Here, gsyn is the receptor conductance, Esyn is the reverse potential of the receptor.
Isyn(t) = gsyn(t)(Vm(t)− Esyn) (24)
NMDA receptor is a voltage-gated ion channel, and its model is Eq.(25) . In the experiments,
[Mg2+]o = 1, β=0.08, γ=9.
Isyn(t) = gsyn(t)s(V )(Vm(t)− Esyn), s(V ) = 1
1 + [Mg2+]oexp(−βVm + γ)
(25)
The model of receptor conductance gsyn is an β-function, see the following Eq.(26). Here, gsyn is
the maximum receptor conductance, τrise and τdecay are the time constants, and x(t) is the spike
train of presynaptic neuron.
τriseτdecay
d2g
dt2
+ (τrise + τdecay)
dg
dt
+ g = gsynx(t) (26)
The reversal potentials of the above receptors are: EAMPA = 0mV,ENMDA = 0mV,EGABA =
−80mV . See Table 3 for the experimental parameter setting of synaptic model.
Table 3: Experimental parameter setting of synaptic model in AVIM.
Synapses gAMPA(mS/cm
2) gNMDA(mS/cm
2) gGABA(mS/cm
2) τrise(ms) τdecay(ms)
S1 0.1 0.1 N 5 100
S2 1.0 N N 2 2
S3 0.01 N N 2 2
S4 N N 0.0002 5 100
NOSC algorithm
The NOSC stands for near orthogonal sparse coding. The number of different NOSC codes is limited
by three parameters N, n, and K, where N is the number of total neurons, n is the number of firing
neurons for each class, and K is the max number of shared firing neurons between any two classes.
For a problem with C classes, we design the NOSC codes generating procedure as Figure 6. The first
C NOSC codes can then be generated and denoted as NOSC(C,N,n,K). When the case is clear, we
simplify the notation as NOSC(N,n,K). In continual learning the MNIST10-FV dataset, we use the
NOSC(15,2,1) as the auditory feature code, see Figure 7. In continual learning the EMNIST20-FV
dataset, we use the NOSC(20,3,1), see Figure 8. In continual learning the CIFAR100-FV dataset, we
use the NOSC(50,5,2), see Figure 9. We set specific random seed in the NOSC generation program
to ensure the generating process of NOSC is repeatable.
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Figure 6: The NOSC(C,N,n,K) generating algorithm.
Datasets
Original datasets
In order to test the performance of AVIM, MNIST, EMINST and CIFAR100 are used to construct
image datasets of 10, 20 and 100 classes as experimental datasets.
MNIST10-(TR50-TE50) MNIST dataset consists of 10 classes. For each category, we randomly
select 50 samples from the training set as training samples, another 50 samples from the training
set as validation samples, and 50 samples from test set as test samples. We call this data set
MNIST10-(TR50-TE50).
EMNIST20-(TR50-TE50) EMNIST47 dataset consists of 47 classes. We select 20 classes from
the EMNIST47 dataset and construct the EMNIST20 dataset. The 20 categories include a total of
10 Arabic numerals from 0 to 9 and 10 English letters such as "B,C,E,G,H,K,Q,R,W,X". For each
category, we randomly select 50 samples from the training set as training samples, another 50 samples
from the training set as validation samples, and 50 samples from test set as test samples. We call this
data set EMNIST20-(TR50-TE50).
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Figure 7: The NOSC(15,2,1) used in continual learning the MNIST10-FV
Figure 8: The NOSC(20,3,1) used in continual learning the EMNIST20-FV
15
Figure 9: The NOSC(50,5,2) used in continual learning the CIFAR100-FV
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CIFAR100-(TR10-TE10) There are 100 classes in the CIFAR100 dataset, with 500 training
samples and 100 test samples in each class. For each category, we randomly select 450 samples from
the training set as training samples, another 50 samples from the training set as validation samples,
and 100 samples from the test set as test samples. We call this data set CIFAR100-(TR450-TE100).
In CIFAR100-(TR450-TE100), we randomly select ten samples per class from the training set and
ten samples per class from the test set to construct a new data set CIFAR100-(TR10-TE10).
V-FV datasets
We use the output feature vector of the last layer before the classification layer in DNN as V-FV. In
order to compare different continuous learning algorithms, we controll the quality of the pre-trained
DNN and obtain V-FV data of different qualities. We take the validation accuracy of DNN on each
dataset in the training process as the quality control parameter and get four levels of V-FV data with
linear separability from low to high denoted by FV1 to FV4, respectively. The following are the
details of the generation of four levels of V-FV on each dataset.
MNIST10-FV In order to get the MNIST10-FV dataset, we design an MNIST10-CNN and train it
using the MNIST10-(TR50-TE50) dataset. The network structure of MNIST10-CNN is similar to the
LeNet-5 and the dimension of V-FV in this network is 15. During learning, we record the highest
validation accuracy that MNIST10-CNN can achieve (92.6%). Based on the following four ranges of
quality control parameters: 60%-62%, 70%-72%, 80%-82%, and above 90%, we then extract four
levels of V-FV of MNIST10-(TR50-TE50), named MNIST10-FV1, MNIST10-FV2, MNIST10-FV3
and MNIST10-FV4, respectively. We use the t-SNE method to visualize the distribution of these four
levels of V-FV of MNIST10-(TR50-TE50); see Figure 10. The effect of quality control is evident
that higher quality results in better separability.
EMNIST20-FV In order to get the EMNIST20-FV dataset, we design an EMNIST20-CNN and
train it using the EMNIST20-(TR50-TE50) dataset. The network structure of EMNIST20-CNN is
similar to the LeNet-5 and the dimension of V-FV in this network is 20. During learning, we record
the highest validation accuracy that EMNIST20-CNN can achieve (90.6%). Based on the following
four ranges of quality control parameters: 60%-62%, 70%-72%, 80%-82%, and above 90%, we then
extract four levels of V-FV of EMNIST20-(TR50-TE50), named EMNIST20-FV1, EMNIST20-FV2,
EMNIST20-FV3 and EMNIST20-FV4, respectively. We use the t-SNE method to visualize the
distribution of these four levels of V-FV of EMNIST10-(TR50-TE50); see Figure 11.
CIFAR100-FV In order to get the CIFAR100-FV dataset, we design an CIFAR100-CNN and train
it using the CIFAR100-(TR450-TE100) dataset. The network structure of CIFAR100-CNN is a
VGG network with batch normalization and the dimension of V-FV in this network is 50. During
learning, we record the highest validation accuracy that CIFAR100-CNN can achieve (74%). Based
on the following four ranges of quality control parameters: 50%-52%, 58%-60%, 66%-68%, and
above 72%, we then extract four levels of V-FV of CIFAR100-(TR10-TE10), named CIFAR100-FV1,
CIFAR100-FV2, CIFAR100-FV3 and CIFAR100-FV4, respectively. We use the t-SNE method to
visualize the distribution of these four levels of V-FV of CIFAR100-(TR10-TE10); see Figure 12.
ANN methods experimental parameter setting
We compare AVIM with five ANN methods, including ANN(Base), ANN(Offline), iCaRL, GEM and
EWC. ANN Base represents the sequential learning method, and ANN Offline represents the normal
shuffle learning method. All the ANN methods use the same V-FV datasets in incremental learning
of the new classes task. There is only one class in each task. The network structures for all ANN
methods are the same, including N inputs neurons, H hidden neurons, and C output neurons. For the
MNIST10-FV dataset, (N, H, C) = (10, 50, 10). During training, the batch size of all ANN methods
is 50; the learning rate is 0.0001. For the EMNIST20-FV dataset, (N, H, C) = (20, 67, 20). During
training, the batch size of all ANN methods is 50; the learning rate is 0.0001. For the CIFAR100-FV
dataset, (N, H, C) = (50, 167, 100). During training, the batch size of all ANN methods is 10; the
learning rate of ANN(Offline), ANN(Base), and EWC are 0.0001; the learning rate of GEM is 0.01;
the learning rate of iCaRL is 0.05. All experiments set the random seed to 0.
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Figure 10: T-SNE distribution of MNIST10-(TR50-TE50)-FV
Weight initialization In all experiments, the weights of the network output layer are initialized
with a Gaussian with a mean of 0 and a variance of 0.001, while the weights of other layers are
initialized with a Gaussian with a mean of 0 and a variance of 0.005.
Stop training strategy ANN(Offline), ANN(Base), EWC, and GEM use the early stop strategy
to determine when to stop the training process. Specifically, we stop training on the current task
when accuracy on the test set not increase for five epochs. iCaRL uses the fixed number of epochs in
training, the number of training epochs of iCaRL for each task is 2500.
Memory sample size For GEM, the memory sample size of each class is one in each experiment.
For iCaRL, the maximum memory sample size in each experiment is the total number of categories,
which means that iCaRL and GEM have the same amount of memory samples at the last learning.
ANN(Base) and EWC have no memory sample. ANN(Offline) uses all samples during learning.
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Figure 11: T-SNE distribution of EMNIST20-(TR50-TE50)-FV
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Figure 12: T-SNE distribution of CIFAR100-(TR10-TE10)-FV
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