In this paper we propose a hybrid evolutionary approach combining steady-state genetic algorithm and a greedy heuristic for the maximum weight clique problem. The genetic algorithm generates cliques that are then extended into maximum weight clique by the heuristic. Tests on a variety of benchmark problem instances demonstrate the effectiveness of our approach.
I. Introduction
A clique of an undirected graph is a subgraph in which each pair of distinct vertices is connected by an edge. A clique is called maximal if it is not contained in any other clique. A maximum clique of a graph is a maximal clique having the maximum number of vertices. Maximum weight clique problem is a generalization of maximum clique problem in which vertices have positive weights and one has to find the clique with maximum weight. Both maximum clique and maximum weight clique problems are NP-Hard [1] . Due to this reason exact algorithm for these problems are guaranteed to return a solution only in time that increases exponentially with number of vertices in the graph and this makes exact algorithms for these problems infeasible even in case of moderately large problem instances. Moreover, these problems are also hard to approximate. It was shown in [2] that unless NP = ZPP no polynomial algorithm can approximate the clique within a factor of (1- (log n) n/2 for any where n is the number of nodes in the graph. Since the early 1970s many heuristic and exact algorithms have been proposed to solve the maximum weight clique problem. Nemhauser and Trauter [3] formulated the problem as an integer linear program and used an implicit enumeration algorithm to solve it. Extending their work on maximum clique problem, Loukakis and Tsouros [4] developed a recursive backtracking algorithm for the maximum weight clique problem. Carraghan and Pardalos [5] proposed a partial enumerative algorithm. Pardalos and Desai [6] represented the problem as an unconstrained quadratic 0-1 program and proposed a branch and bound technique to solve it but it was slower than the algorithm of Carraghan and Pardalos [5] . Building on the previous work on unweighted case, Balas and Xue [7] developed an efficient branch and bound procedure using minimum weighted coloring of triangulated graph. Later Balas and Xue [8] developed another branch and bound method that used as an upper bounding procedure, the heuristic that they developed for the weighted fractional coloring problem. Balas and Niehaus [9] developed an optimized crossover based steady-state genetic algorithm. The optimized crossover takes two cliques and produces a single child. The child is produced by finding the maximum weight clique in the subgraph induced by the union of vertex sets of two cliques through solving the maximum flow problem in the complement of the subgraph. Babel [10] proposed an efficient branch and bound procedure. This method uses upper and lower bounds, for the maximum weight clique that is computed by coloring the weighted graph. Östergard [11] also developed a fast branch and bound based exact method. Bomze et al. [12] proposed a method based on replicator dynamics. It uses the continuous formulation of maximum weight clique problem using Motzkin-Strauss theorem [13] . Massaro et al. [14] proposed PBH, a complementary pivoting based heuristic that also uses the continuous formulation. Busygin [15] developed QUALEX-MS, a new trust region based heuristic, using the continuous formulation. QUALEX-MS and PBH are currently the best heuristics known to solve the maximum weight clique problem.
Besides being theoretically interesting maximum weight clique problem has many practical applications in various fields such as computer vision, pattern recognition, robotics where weighted graphs are used to represent high level pictorial information (see [16] and [17] ). A good survey of algorithms, applications and complexity issues of this problem can be found in Bomze et al. [18] .
In this paper we present a heuristic based steady-state genetic algorithm (WT-HSS) for the maximum weight clique problem. The steady-state genetic algorithm generates cliques which are then extended into maximal weight clique by the heuristic. The present work extends our approach [19] for the maximum clique problem to maximum weight clique problem.
We have compared our algorithm with QUALEX-MS [15] and PBH [14] . We have also tested our algorithm on benchmark instances of Östergard [18] .
In this paper we assume that the input graph in which we have to find the maximum weight clique is G = (V, E, w), where V denotes the set of vertices, E denotes the set of edges and w: V→ S + is the weight function associated with vertices of V.
This paper is organized as follows: Section 2 describes our heuristic. Section 3 discusses the steady-state genetic algorithm as used in our approach. In section 4, we compare WT-HSS with QUALEX-MS and PBH. Section 5 outlines some conclusions
II. The Heuristic
The heuristic proposed here extends a clique to maximal weight clique. It begins with finding the set of vertices adjacent to current clique, then it semi randomly (with probability p ad ) selects the vertex, maximizing the product of its weight and local degree (degree in the subgraph induced by the set of adjacent vertices) to be included in the current clique. Ties are broken arbitrarily. The whole procedure is repeated again and again until the set of adjacent vertices becomes empty. The pseudo-code of our heuristic is given below where u01 is a uniform variate, C c is the current clique, C ad is the set of vertices adjacent to C c and random(C ad ) returns a vertex in C ad randomly:
In all our computational experiments we have used p ad = 0.6. This value is chosen empirically. Figure 1 explains the heuristic with the help of an example. In this figure the number in italics indicates vertex index whereas number in bold above vertex index indicates weight of corresponding vertex. Suppose the input clique C c = {1, 2} so set of vertices adjacent to C c , C ad = {3,4,5,6}. Suppose in the first iteration we get the value of u01 to be 0.4, therefore the next vertex to be included in the clique is selected from C ad according to greedy criterion (As indicated by G just below the arrow in Figure 1 ). The vertex 5 have the maximum value (=18) of the product of weight and local degree therefore it is included in the clique. After this we compute the C ad again. Hence after the first iteration C c = {1,2,5} and C ad = {3,4,6}. Now the second iteration of the heuristic begins. Suppose in this iteration value of u01 turns out to be 0.8 so next vertex is selected randomly. Suppose vertex 4 is selected at random and included in the clique. After this we again compute C ad . Therefore after the second iteration C c = {1,2,4,5} and C ad = {3,6}. In the third iteration suppose the value of u01 comes out to be 0.1 so next vertex have to be selected by greedy rule. Now the product of weight and local degree of vertex 3 as well as vertex 6 is zero as these vertices are not connected to each other. Therefore tie is broken by selecting the vertex 6 at random. After including vertex 6 in C c , the C ad becomes empty and the heuristic stops. C c = {1,2,4,5,6} is returned as the maximal weight clique. Its weight is 25. Here it is to be noted that maximal weight clique C c returned by the heuristic depends on the values of u01 obtained during iterations of the heuristic.
III. The Genetic Algorithm
We have used a steady-state genetic algorithm [20] . The main features of our genetic algorithm are described below:
Chromosome Representation: We have used a bit vector of length n to represent the chromosome, where n is the number of vertices in the graph. A value of 1 at the i th position indicates that vertex i is in the solution, whereas a 0 indicates that it is not. However, only those chromosomes that correspond to cliques are considered here.
Fitness: Fitness of a chromosome is equal to the sum of the weights of the vertices present in the clique it represents.
Crossover: Fitness based crossover as proposed by Beasley and Chu [21] is used in our genetic algorithm which produces a single child in the following way: If p 1 and p 2 are the two parents then the child receives bits from the parent p 1 with probability
) and from the parent p 2 with probability 
f(p ) (f(p )+f(p ) ) where f(p 1 )
and f(p 2 ) respectively are the fitness of p 1 and p 2 . Clearly in this scheme the child probabilistically receives more bits from best of the two parents.
Crossover is applied with probability p c otherwise a random child is generated in which each bit is set to 1 with probability min(1.0, 2×maxsize/n), where maxsize is the size of the largest clique (in terms of number of vertices , not weight) so far generated by the algorithm and n is the number of vertices in the graph. This is the same probability as used in [19] .
Mutation: A variation of simple bit flip mutation is used. In this mutation a bit which is 1 is set to 0 with probability p m and a bit which is 0 is set to 1 with probability p m only when the product of its weight and degree is greater than the average product of weight and degree of all the nodes of the graph. p m is changed dynamically depending on the weight of the current best clique. It is an average of two terms one of which is constant and is set to 0.01 while the other terms is equal to min(0.1, f(current_best)/(avwt×n)) where current_best is the best clique found so far by the algorithm and avwt is the average weight of the vertices of the graph.
Selection: Binary tournament selection, where the candidate with better fitness is selected with probability p better , is used to select the two parents .
Repair: As the child obtained after crossover and mutation may not be a clique, we have to use some sort of repair procedure to transform the child into a clique. The repair procedure randomly selects a vertex of the child and deletes either the vertex itself or all those vertices of the child which are not connected to the vertex selected. The whole procedure is repeated until the child becomes a clique. The repair procedure is described in detail by the pseudo-code given below where p delall is the probability of deleting all those vertices of the child C that are not connected with the selected vertex, C f determines the relative weight given to the average product of weight and degree of vertices not connected to the selected vertex in comparison to the product of weight and degree of the selected vertex:
In all our computational experiments we have used p dellall = 0.5 and C f = 1.1. These values are chosen empirically. Figure 2 explains the repair procedure with the help of an example. This example uses the input graph given in Figure  1 .
Replacement Policy: The child is first tested for uniqueness among the existing population members. If it is unique then it always replaces the worst member of the population irrespective of its own fitness otherwise it is discarded.
Initial Population Generation: To generate each member of the initial population we first generate a subgraph, where each vertex of the graph can be included in the subgraph with probability 0.2 ([19] , [22] ). Then the subgraph is transformed into a clique by the repair procedure and extended into maximal weight clique by the heuristic. The maximal weight clique is checked against already generated members for uniqueness and it is included in the initial population only if it is unique.
IV. Computational Results
The WT-HSS has been coded in C and executed on a Pentium IV 2.6 GHz Linux based system with 512 MB RAM. In all our experiments we have used a population of 50 individuals, p ad = 0.6, p c = 0.8, p better = 0.8, p delall = 0.5 and C f = 1.1. All six parameters were set to their respective values after a large number of trials. These parameter values provided good results although they are in no way optimal for all problem instances. We ran WT-HSS until either the optimum solution (if known) is found or for a maximum of 20000 generations.
As there are no widely accepted benchmark graphs for the maximum weight clique problem we followed the approach of [14] to test our algorithm. We have tested WT-HSS against family of normal and irregular graphs of various node sizes and edge densities. To generate irregular graphs algorithm 4.1 of [12] was used. Vertex weights were uniformly distributed random integers in the range [1, 10] . A family of 20 random graphs was created, for a particular vertex size and edge density, for each of the two graph types. For each graph of the family the ratio of largest weight clique found by the algorithm to the actual maximum weight clique expressed in percentage was calculated. The performance of the algorithm was measured in terms of average ratio over the whole family. To find the actual maximum weight clique an exact algorithm as described in [11] was used. This C code for this algorithm is available at http://www.tcs.hut.fi/~pat/wclique.html. We are able to test WT-HSS not only on 100 and 200 vertex graphs as done in [15] for QUALEX-MS but also on 300 vertex graph with edge density up to 0.80. PBH [14] was tested only on graphs of size 100. However, due to the significant slowing down of exact solver on larger graphs, such type of testing was not possible. Table 1 compares the performance of WT-HSS with QUALEX-MS [15] and PBH [14] on normal graphs while table 2 compares the performance of our algorithm on irregular graphs. Only a single run of WT-HSS was performed on a particular graph instance. As the obtained results depend on the seed used for random number generator, same seed value of 2 was used in all our experiments. Data for QUALEX-MS and PBH were taken respectively from [15] and [14] . Computational results clearly demonstrate the superiority of WT-HSS over QUALEX-MS and PBH. For irregular graphs WT-HSS was able to find the actual maximum weight clique in every member of every family. In case of normal graphs also the average ratio never falls below 99.15% that too in case of 300 node graph. Computational time of WT-HSS was also quite small. Average time of WT-HSS on any family of graphs was never more than 0.4 seconds.
Östergard [11] proposed 15 benchmark instances for the maximum weight clique problem based on real life coding theory problems. Number of nodes varied from 132 to 8914 in these instances. Table 3 shows the performance of our algorithm on these benchmark instances. Here WT-HSS was executed 20 times on each benchmark instance each time with a different random seed. Table 3 reports the best, average and standard deviation of maximal weight cliques found by WT-HSS on each instance. It also reports the average and standard deviation of time to find the best solution. % Opt is the percentage number of runs for which the optimal clique value was found by our algorithm in all runs of the algorithm. WT-HSS was able to find the optimal value for all instances. There are nine instances for which %Opt is 100% indicating that our algorithm was able to find the optimal value in all 20 runs. Computation times were also quite small.
However, the comparison of WT-HSS with genetic algorithm proposed in [9] is not possible. Balas and Niehaus [9] did not use the approach of [14] , [15] for testing their algorithm. In [9] some random graph instances were used for testing, which are not available now. The source code of the genetic algorithm proposed in [9] is also not available and the algorithm itself is very difficult to program. Due to these reasons the two approaches could not be compared.
V. Conclusions
We have developed a heuristic based steady-state genetic algorithm for the maximum weight clique problem which outperforms QUALEX-MS and PBH, the best heuristics known for the maximum weight clique problem. Our algorithm performs well, not only in terms of solution quality but also in terms of running time.
