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Introduzione
Molte variabili economiche e ﬁnanziarie sono caratterizzate da memoria
lunga e negli anni sono state proposte molte classi di modelli che descrivono la
dinamica di fenomeni che presentano una struttura di dipendenza che persiste
nel tempo. In particolare, uno dei processi a memoria lunga più studiato è
l'ARFIMA(p, d, q) introdotto da Granger e Joyeux (1980) e Hosking (1981).
Il modello ARFIMA è costruito in maniera tale che il parametro di inte-
grazione frazionaria sia costante nel tempo. Questa assunzione sembra essere
restrittiva, poiché in letteratura sono stati evidenziati dei casi in cui sembra
esservi presenza di break strutturali nel parametro di memoria lunga. Sono
state, quindi, proposte delle estensioni dei modelli ARFIMA con parametro
frazionario variabile nel tempo, tali speciﬁcazioni, tuttavia, non danno infor-
mazioni sull'evoluzione del parametro. Viene proposto da Dufrénot (2005a),
Dufrénot (2005b) e Dufrénot (2006) che il parametro a memoria lunga va-
riabile nel tempo si evolva secondo un modello SETAR; Boutahar (2008)
e Boubaker e Sghaier (2014) aﬀermano che il parametro si evolva secondo
un modello STAR e stimano il parametro con il metodo della "regressio-
ne organizzata", il primo, e con un metodo basato sull'approccio wavelet, il
6secondo.
Il contributo principale di questo lavoro di tesi è sempre quello di tenere
conto di eventuali modiﬁche strutturali nella memoria dei dati, e per fare ciò
viene proposto di stimare il parametro di memoria lunga variabile nel tempo
con il modello GAS proposto da Creal (2013) e Harvey (2013).
Questo studio è quindi articolato come segue. Nel primo capitolo si in-
trodurrà il concetto di processo a memoria lunga, nello speciﬁco verranno
aﬀrontati i modelli ARFIMA (AutoRegressive Fractional Integrated Moving
Average).
Successivamente, verranno presentati i modelli ARFIMA con parametro
di memoria lunga variabile nel tempo e il tema verrà contestualizzato entro il
panorama letterario presente sull'argomento; la formulazione sarà descritta
in dettaglio nel capitolo 2.
Nel capitolo 3, viene presentata una classe di modelli per parametri va-
riabili nel tempo che si basa sulla funzione di punteggio della densità del mo-
dello al tempo t; in particolare si fa riferimento ai modelli GAS (Generalized
Autoregressive Score).
Ultima, ma certamente non per importanza, viene proposta una stima
alternativa per il parametro di memoria lunga variabile nel tempo di un AR-
FIMA, tramite un modello GAS, ed è stata anche condotta una simulazione
per determinare la correttezza del modello proposto, eﬀettuata nel capitolo
4.
Capitolo 1
I processi a memoria lunga
1.1 Introduzione
In questo capitolo viene posta l'attenzione su una particolare classe di
processi stocastici lineari che si chiamano processi a memoria lunga o con
dipendenza di lungo periodo. La dipendenza di lungo periodo può essere
deﬁnita in molti modi, tuttavia, come sottolineato da Hall (1997), la moti-
vazione originale per il concetto di memoria lunga è strettamente correlata
alla stima della media di un processo stazionario. Se le autocovarianze di
un processo stazionario sono assolutamente sommabili, allora la media del
campione è consistente. In generale, si dice che questi processi abbiano una
breve memoria. Al contrario, un processo ha una memoria lunga se le sue
autocovarianze non sono assolutamente sommabili (Palma (2007)).
Le serie temporali generate da processi a memoria lunga presentano delle
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caratteristiche ben precise. In primo luogo le osservazioni tendono ad assu-
mere valori al di sopra o al di sotto della media per periodi di tempo relativa-
mente lunghi: valori elevati tendono ad essere seguiti da valori elevati, mentre
valori bassi sono tendenzialmente seguiti da valori bassi. Inoltre, nelle serie
sono presenti cicli non periodici in successione casuale, se si osserva la serie
in un periodo di tempo breve, può sembrare che la serie mostri un ciclo o un
trend locale; anche se risulta evidente l'assenza di trend persistenti o di cicli
se si guarda alla serie intera. Le serie, poi, appaiono complessivamente sta-
zionarie sia in media che in varianza, ma la varianza della media campionaria
converge a zero più lentamente di 1/n. Asintoticamente si ha:
V ar(y¯n) ∼ Cvarnα quando n→∞,
dove y¯n = 1n
∑n
i=1 yi, α ∈ (0, 1) e Cvar è una costante positiva. Inﬁne, è
rilevante notare che la funzione di autocorrelazione (autocovarianza) converge
molto lentamente a zero; asintoticamente si ha che:
ρ(k) ∼ Cρkα quando k →∞,
dove Cρ è una costante non nulla e α ∈ (0, 1). Ciò implica che la dipendenza
tra osservazioni successive decresce lentamente all'aumentare della distanza
temporale tra le stesse, ovvero decresce con un andamento iperbolico e non
esponenziale. La ﬁgura 1.1 mostra la tipica traiettoria di una serie storica a
memoria lunga.
Se si assume che il processo osservato sia stazionario, è possibile deﬁnire
un processo a memoria lunga o con dipendenza di lungo periodo o dipendente
in senso forte, nel seguente modo:
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Figura 1.1: Andamento di una serie a memoria lunga con N = 1000 e H = 0.9
Deﬁnizione 1.1. Il processo y = (yt, t ∈ Z), viene chiamato processo
stazionario con memoria lunga o dipendenza di lungo periodo, se è stazionario
e se esiste un numero reale H ∈ (1/2, 0), e una funzione Lρ(k) che varia
lentamente all'inﬁnito, tale che:
ρ(k) ∼ Lρ(k)k2H−2, (1.1)
quando k tende a ∞.
Si osserva che la funzione di autocorrelazione ρ(k) converge a zero così
lentamente che
∑∞
k=−∞ ρ(k) diverge.
Bisogna notare che la deﬁnizione appena data di processo a memoria lun-
ga è una deﬁnizione asintotica e il comportamento asintotico della funzione
di autocorrelazione al tendere del ritardo all'inﬁnito è fondamentale. Difatti
l'equazione 1.1 determina solamente la convergenza a zero delle correlazioni
e non dà informazioni sulla presenza di ritardi speciﬁci per cui ρ(k) è par-
ticolarmente grande, ma soltanto che all'inﬁnito le correlazioni sono ancora
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diverse da zero. In teoria, quindi, un processo con dipendenza di lungo perio-
do potrebbe avere autocorrelazioni nulle ﬁno a un ritardo k arbitrariamente
grande, se, da quel ritardo, la funzione di autocorrelazione si comporta come
nella deﬁnizione 1.1. Non ci si può limitare allo studio dei primi o di pochi
coeﬃcienti di autocorrelazione, ma bisogna cercare di stabilire in che modo la
funzione di autocorrelazione converge a zero. Per poter fare inferenza bene,
bisogna capire qual è l'eﬀetto combinato di tutte le correlazioni. Dato che
è rilevante capire come la funzione di autocorrelazione tende a zero, questo
rende complicato deﬁnire se una serie è generata da un processo a memoria
lunga oppure no (Beran (1994)).
Esistono diverse classi di modelli per cui sono soddisfatte le condizioni
date dalla deﬁnizione precedente. In quest'elaborato verrà trattata solamente
quella dei modelli ARFIMA.
1.2 I modelli ARFIMA
Una classe di modelli a memoria lunga sono i processi ARFIMA (Auto-
Regressive Fractionally Integrated Moving-Average) introdotti da Granger e
Joyeux (1980) e Hosking (1981). Questi sono un'estensione dei modelli AR-
MA (AutoRegressive Moving-Average) per descrivere la dinamica di fenomeni
che presentano una struttura di dipendenza che persiste nel tempo.
Nella pratica si verifca spesso che molte serie siano non stazionarie, viene
quindi proposta un estensione dei processi ARMA(p, q) che studiano questo
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tipo di serie. Vengono, perciò, considerati dei processi omogenei non sta-
zionari di grado d, che possono essere resi stazionari attraverso opportune
trasformazioni. Se si considera la d -esima diﬀerenza (1 − B)dyt, con d ∈ N,
si dirà che yt è un processo integrato di ordine d e lo si denoterà come ARI-
MA(p, d, q), d viene chiamato parametro di integrazione o di diﬀerenziazione.
L'equazione corrispondente è perciò:
Φ(B)(1−B)dyt = Θ(B)εt, (1.2)
dove εt è una successione di white noise con varianza ﬁnita (εt ∼ w.n(0, σ2)),
Φ(B) e Θ(B) sono due polinomi di grado p e q rispettivamente, tali che
Φ(B) = 1 − φ1B − ... − φpBp e Θ(B) = 1 + θ1B + ... + θpBp e B è tale che
Bjyt = yt−j, j = ...,−1, 0, 1, .... Si noti che i processi ARMA(p, q) possono
essere pensati come ARIMA(p, 0, q).
I modelli ARFIMA(p, d, q) generalizzano i modelli ARIMA(p, d, q) in
quanto il parametro d può assumere un qualsiasi valore reale; è quindi pos-
sibile generalizzare l'equazione (1.2) in questo senso. Si può osservare che se
d è intero, allora:
(1−B)d =
d∑
k=0
(
d
k
)
(−1)kBk,
dove il coeﬃciente binomiale è pari a:
(
d
k
)
=
d!
k!(d− k)! =
Γ(d+ 1)
Γ(k + 1)Γ(d− k + 1)
e Γ(·) è la funzione gamma. Dato che la funzione gamma è deﬁnita per tutti
i valori reali, la precedente deﬁnizione del coeﬃciente binomiale può essere
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estesa a d ∈ R, come:
(1−B)d =
∞∑
k=0
(
d
k
)
(−1)kBk =
∞∑
k=0
pikB
k,
dove
pik =
Γ(k − d)
Γ(k + 1)Γ(−d) =
∏
0<j≤k
j − 1− d
j
, j = 1, 2, ....
A questo punto si può deﬁnire un processo ARFIMA(p, d, q) come segue:
Deﬁnizione 1.2. Y = (yt, t ∈ Z) è un processo ARFIMA(p, d, q) con
d ∈ (−1/2, 1/2), se è stazionario1 e se soddisfa l'equazione alle diﬀerenze:
Φ(B)∆dyt = Θ(B)εt, (1.3)
dove εt ∼ w.n(0, σ2) e Φ(·) e Θ(·) sono polinomi di grado p e q rispettiva-
mente.
Se d ∈ (0, 1/2) il processo ARFIMA(p, d, q) è un processo stazionario
con memoria lunga, se d = 0 si ottiene nuovamente il modello ARMA(p,
q) e se d ∈ (−1/2, 0) il processo è stazionario con memoria intermedia o
dipendenza negativa o antipersistente. Quando d < 1/2 si può dimostrare
(Hosking (1981)) che il processo è stazionario. Quando d > 1/2 si ottiene il
processo ARFIMA(p, d, q) con d ∈ (−1/2, 1/2) dopo aver opportunamente
diﬀerenziato la serie. Le ﬁgure 1.2 e 1.3 mostrano alcuni esempi di andamento
di processi ARFIMA e le corrispondenti funzioni di autocorrelazione.
Se p = q = 0, il processo Y = (yt, t ∈ Z) è spesso chiamato rumore
integrato frazionario (Fractionally Integrated Noise)e viene indicato come
1Il processo è stazionario se le radici di Φ(B) = 0 cadono fuori del circolo unitario.
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ARFIMA(0, d, 0 ). Questo processo è una soluzione stazionaria con media
zero dell'equazione alle diﬀerenze:
∆dyt = εt (1.4)
dove εt ∼ w.n(0, σ2) per ogni t ∈ Z, e ∆d = (1−B)d è deﬁnito come in (1.3).
Per tale processo vale il seguente teorema:
Teorema 1.2.1. Se d ∈ (−1/2, 1/2) allora esiste un'unica soluzione stazio-
naria yt di (1.4) data da:
yt =
d∑
j=0
ψtεt−j = ∆−dεt
dove ψ0 = 1 e
ψj =
Γ(j + d)
Γ(j + 1)Γ(d)
=
j∏
k=1
k − 1 + d
k
, j = 1, 2, ....
La varianza del processo è:
γ0 = σ
2 Γ(1− 2d)
Γ2(1− d)
e la funzione di autocorrelazione è:
ρk =
Γ(k + d)Γ(1− d)
Γ(k − d+ 1)Γ(d) =
k∏
j=1
j − 1 + d
j − d , j = 1, 2, ....
Il parametro d, quindi, misura l'intensità della dipendenza. Per d ∈
(0, 1/2) il processo ARFIMA(0, d, 0 ) è caratterizzato da una funzione di
autocorrelazione che tende molto lentamente a zero, con d = 0 si ottiene
una successione di variabili casuali i.i.d e per d ∈ (−1/2, 0) il processo ha
memoria intermedia o antipersistente.
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Figura 1.2: Serie simulata di un processo ARFIMA(1, 0.3, 0 ) con parametro AR
−0.7, un processo ARFIMA(0, 0.3, 0 ) e un processo ARFIMA(1, 0.3,
0 ) con parametro AR 0.7
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Figura 1.3: Funzione di autocorrelazione di un processo ARFIMA(1, 0.3, 0 ) con
parametro AR −0.7, un processo ARFIMA(0, 0.3, 0 ) e un processo
ARFIMA(1, 0.3, 0 ) con parametro AR 0.7
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Capitolo 2
Modelli ARFIMA con parametro a me-
moria lunga variabile nel tempo
I modelli a memoria lunga hanno ricevuto notevole attenzione da ricer-
catori provenienti da diverse discipline, tra cui l'idrologia, la ﬁnanza e altri
campi. I libri di Beran (1994) e Palma (2007) forniscono degli aggiorna-
menti sugli sviluppi in questo argomento. Come già aﬀermato nel paragrafo
1.1, il processo a memoria lunga più studiato è l'ARFIMA(p, d, q) deﬁnito
dall'equazione 1.2.
Studi precedenti suppongono che il parametro di integrazione fraziona-
ria, d, sia costante nel tempo, il che implica che la struttura di dipendenza
a lungo raggio del fenomeno sottostante persista nel tempo. Questa ipote-
si sembra essere restrittiva a causa della presenza di break strutturali nel
parametro di integrazione frazionaria (Granger e Hyung (2004), Beltratti e
Morana (2006) e Baillie e Morana (2009)). Nello stesso contesto alcuni autori
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hanno supposto che il parametro di integrazione frazionaria è variabile nel
tempo, dt, e che la persistenza agli shock varia nel tempo (Jensen (1999a),
Jensen (1999b), Whitcher e Jensen (2000), Beran (2009) e Roueﬀ e Von Sa-
chs (2011)). Tuttavia, questi autori non speciﬁcano il processo di evoluzione
di dt.
Se si suppone che d varia nel tempo, vale a dire dt, si ottiene il cosid-
detto modello ARFIMA(p, d, q) variabile nel tempo indicato come TV-
ARFIMA(p, d, q). Questo modello a memoria lunga fa parte dei processi
localmente stazionari (Whitcher e Jensen (2000)) ed è dato da:
Φ(B)(1−B)dtyt = Θ(B)εt. (2.1)
dove εt è una successione di white noise con varianza ﬁnita εt ∼ w.n(0, σ2ε),
Φ(B) e Θ(B) sono due polinomi deﬁniti come nella formula 1.2 e dt < 0.5 è
il parametro di integrazione frazionaria che varia nel tempo.
Le deﬁnizioni di modello a memoria lunga variabile nel tempo che vengono
comunemente usate sono:
Deﬁnizione 2.1. {yt} è un processo a memoria lunga localmente stazionario
se esiste la funzione di densità spettrale variabile nel tempo, sdf(t, λ), tale
che:
sdf(t, λ) ∼ λ−2dt con λ→ 0+.
Quindi, se dt > 0, sdf(t, λ) è liscia per le frequenze vicine allo zero, ma
non è limitata quando λ = 0. Se dt < 0, allora sdf(t, λ) = 0 e yt è una serie
localmente stazionaria anti-persistente. Perciò, yt sarà più liscio nei periodi
di tempo in cui dt > 0, e avrà grandi ﬂuttuazioni quando dt < 0.
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Deﬁnizione 2.2. {yt} è un processo a memoria lunga localmente stazionario
se esiste la funzione di autocovarianza locale, covy(t, g − h), che può essere
sempliﬁcata come:
covy(t, g − h) ∼ |g − h|2dt−1 con |g − h| → ∞.
Il lento decrescimento iperbolico di covy(t, g − h) è la caratteristica più
peculiare dei processi a memoria lunga.
Anche se questo modello indica che il parametro di integrazione fraziona-
ria varia in funzione del tempo, non fornisce informazioni sull'evoluzione di
dt. In questo capitolo vengono proposti alcuni modelli e metodi di stima per
il parametro di memoria lunga che varia nel tempo presenti nella letteratura.
2.1 Stima del parametro a memoria lunga TV con
modelli di tipo TAR
Nell'economia e nella ﬁnanza, la modellazione di regimi multipli sta di-
ventando sempre più importante al ﬁne di tenere conto di fenomeni carat-
terizzati, ad esempio, da periodi di recessione o espansione o periodi di al-
ta o bassa volatilità. Di conseguenza, nella letteratura sono stati proposti
diversi modelli, tra i quali modelli a volatilità stocastica, modelli GARCH
non lineari, modelli autoregressivi a soglia (TAR), modelli Markov switching,
modelli GARCH multifattori, ecc. In questo paragrafo ci si focalizzerà sui
modelli TAR che rappresentano una delle classi più importanti dei modelli
regime-switching.
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2.1.1 Modello SETAR
I modelli TAR (Threshold TutoTegressive) sono stati inizialmente intro-
dotti da Tong e Lim (1980) e discussi in Tong (1990). Il concetto su cui si
basa questa classe di modelli nonlineari è che l'andamento di un processo
possa essere rappresentato da un insieme ﬁnito di autoregressioni lineari. Il
modello AR che genera il valore della serie in ogni periodo è determinato
dalla relazione che intercorre tra una variabile di soglia e i valori della soglia
stessa. Quando questa variabile di soglia è la variabile dipendente ritarda-
ta d periodi, come si considera negli articoli di Dufrénot (2005a), Dufrénot
(2005b) e Dufrénot (2006), il modello viene chiamato Self-Exciting Threshold
AutoRegressive (SETAR). Inoltre, ogni regime del modello TAR è modellato
da un processo autoregressivo e, quindi, a memoria corta. Ma vale la pena
notare che i dati economici o ﬁnanziari possono presentare a volte un com-
portamento a lunga memoria in uno o in entrambi i regimi e potrebbe essere
interessante considerare dei modelli che presentino un comportamento con
lunga memoria almeno in uno dei due regimi. Di conseguenza, in questo pa-
ragrafo viene descritto un modello SETAR a due regimi in cui entrambi i
regimi sono caratterizzati da un white noise frazionario; si considera quindi
un processo yt che soddisfa il seguente schema:
(1−B)d1yt = ε(1)t se yt−1 ≤ c : regime 1
(1−B)d2yt = ε(2)t se yt−1 > c : regime 2
(2.2)
dove di ∈ (0, 1/2), i = 1, 2 sono i parametri di diﬀerenza frazionaria, c è un
parametro di soglia, ε(i)t , sono white noise con varianze ﬁnite e B è l'operatore
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ritardo. Questo modello include come un caso particolare il seguente sotto
modello: 
yt = ε
(1)
t se yt−1 ≤ c : regime 1
(1−B)d2yt = ε(2)t se yt−1 > c : regime 2
(2.3)
dove è presente una dinamica persistente in solo uno dei due regimi.
La funzione di autocorrelazione del modello 2.2 è:
γy(τ) = C(τ, d1)N1(c) + C(τ, d2)N2(c)
dove, per i = 1, 2,
C(τ, d1) =
Γ(1− 2di)Γ(τ + di)
Γ(τ − di + 1)Γ(di)Γ(1− di)
e N1(c) e N2(c) rappresentano rispettivamente le percentuali di osservazio-
ni nel regime 1 e nel regime 2 e non sono predeﬁnite, ma dipendono dalla
soglia c. La funzione di autocorrelazione teorica è quindi una mistura delle
autocorrelazioni dei modelli a memoria lunga in entrambi i regimi e questa
presenta una varietà di tassi di decrescimento (da veloce a molto lento) in
base al valore di c.
La stima dei parametri del modello (d, c) è complicata e l'approccio che
che viene adottato è quello di: (a) determinare un valore plausibile per la
soglia, quindi (b) stimare gli altri parametri del modello condizionatamente
a questo valore di soglia. Le diverse fasi utilizzate per stimare il modello sono
quindi le seguenti:
• Stimare il valore del parametro di soglia c.
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• Separare le osservazioni in due sottogruppi in base al valore stimato di
c e dedurre N1(c) e N2(c).
• Per ogni sottogruppo, stimare il parametro frazionario d. La stima si
basa sull'approccio del log-periodogramma GPH, inizialmente proposto
da Geweke e Porter-Hudak (1983) e raﬃnato da Robinson (1995). Nello
speciﬁco, il comportamento della funzione di densità spettrale di un
modello ARFIMA quando λ tende a 0 è del tipo:
f(λ) ∼ C|λ|−2d, (2.4)
dove 0 < C < ∞ e d ∈ (−1/2, 1/2). Inoltre, il periodogramma, I(λ)
è una stima asintoticamente non distorta della funzione di densità
spettrale, ovvero:
lim
λ→0
E [I(λ)] = f(λ).
Quindi, valutando l'equazione 2.4 alle frequenze di Fourier λj,T = (2pij/T ),
j = 1, 2, · · · , T ∗, dove T ∗ è la parte intera di (T − 1)/2, è possibile
considerare l'equazione di regressione:
log(I(λj,T )) = α + β log(|λj,T |) + εj, j = 1, · · · ,m
dove β = −2d, per ottenere uno stimatore consistente e asintoticamente
normale di d, deﬁnito come dˆ = −1/2bˆ. La stima di d dipende dal
numero di frequenze utilizzate e in questo studio viene posto m = T 0.8,
inoltre vengono usate tutte le prime frequenze di Fourier.
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2.1.2 Modello STAR
In Boutahar (2008) viene esteso il processo 2.2 considerando una funzione
regolare per parametro di memoria lunga dt. La motivazione principale per
l'utilizzo di tale modello è che, come mostrano Diebold e Inoue (2001) e
Granger e Hyung (2004), un cambiamento del parametro di memoria lunga
e un cambiamento strutturale può essere facilmente confuso ﬁnché si veriﬁca
un piccolo cambiamento di regime. Si ha quindi bisogno di un modello che
consente di distinguere tra le due proprietà in uno stesso contesto.
Viene quindi considerato il processo TV-ARFIMA 2.1 e si assume che dt
si evolva come un processo stocastico. Si assume perciò che dt sia un processo
STAR
dt = d(1)(1− Ft(γ, c)) + d(2)Ft(γ, c), (2.5)
dove Ft(γ, c) è una funzione di transizione liscia, come per esempio una
funzione logistica data da
Ft(γ, c) = [1 + exp(−γ(yt−1 − c))]−1 . (2.6)
I parametri d(1) e d(2) sono i valori del parametro di memoria lunga nei
due regimi estremi, cioè quando Ft → 0 e Ft → 1. Il parametro γ indica
quanto è rapida la transizione tra i due regimi estremi e può essere positivo
o negativo a seconda che la curva logistica aumenti o meno. Il parametro c è
il parametro di posizione.
Se γ > 0, i regimi estremi sono ottenuti come segue:
• se yt−1 → −∞, si ha che Ft → 0 e quindi Φ(B)(1−B)d(1)yt = Θ(B)εt,
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• se yt−1 → +∞, si ha che Ft → 1 e quindi Φ(B)(1−B)d(2)yt = Θ(B)εt,
Si suppone inoltre che Φ(B) = Θ(B) = 1, cioè si sta considerando il più
semplice ARFIMA(0, dt, 0 ), ovvero un I(d) con un parametro frazionario
variabile nel tempo. Sia (Ω, F, P ) lo spazio di probabilità e si supponga che
yt e dt siano deﬁniti su Ω e dati rispettivamente da 1.2, 2.5 - 2.6. Il ﬁltro
frazionario stocastico (1−B)d(t) può essere deﬁnito come segue:
∀ω ∈ Ω, (1−B)d(t,ω) =
∞∑
j=0
Γ(j − d(t, ω))
Γ(j + 1)Γ(−d(t, ω))B
j,
dove d(t, ω) := d(t)(ω). Perciò il processo yt può essere scritto come
yt =
∞∑
j=0
bj(yt−1)εt−j,
dove
bj(y) =
Γ(j +D(y))
Γ(j + 1)Γ(D(y))
e
D(y) = d(1) + (d(2) − d(1)) [1 + exp(−γ(y − c))]−1 .
Per spiegare come stimare i parametri a memoria lunga d(1) e d(2) e il
prametro di transizione γ del modello 2.1, 2.5 - 2.6, si assume per semplicità
che il parametro di posizione c = 0 e che Φ(B) = Θ(B) = 1. Si considera
quindi il modello dato da:
(1−B)dtyt = εt
dt = d(1) + (d(2) − d(1)) [1 + exp(−γ(yt−1))]−1
(2.7)
per t = 1, ..., T
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Il metodo di stima proposto utilizza un approccio della letteratura ap-
plicato sui modelli non lineari, ovvero quello delle "regressioni organizzate".
Una regressione organizzata è una regressione con le variabili endogene ed
esogene, vale a dire Y e X, riordinate in base ai valori di una variabile parti-
colare, per esempio Z. Più in particolare, quando la variabile Z è una variabile
di soglia, le osservazioni di Y e X sono disposte secondo l'ordine di grandezza
ascendente o discendente delle osservazioni di Z. Le regressioni organizzate in
base a variabili ordinate riconoscono in maniera più precisa le soglie o i cam-
biamenti di regime in una serie. In questo contesto, tale metodologia viene
applicata per trovare i valori di d(1) e d(2) poiché le variazioni di dt tra i due
valori estremi sono soggetti a variazioni secondo yt−1. La funzione logistica
viene utilizzata per indicare che le modiﬁche nel parametro di memoria lunga
si veriﬁcano in modo continuo. Viene considerato sia l'ordine ascendente che
decrescente di yt−1 per scopi di robustezza.
La ﬁgura 2.1 mostra il graﬁco delle osservazioni organizzate di dt sulla
base dei valori crescenti di yt−1. La forma della curva è ovviamente una
forma logistica, seguendo il modello 2.7. È caratterizzato da un regime più
basso con dt ≈ d(1), un regime superiore con dt ≈ d(2) e un regime intermedio
con un continuum di punti tra i due regimi estremi. I break temporali T1 e T2
sono approssimativamente gli istanti temporali in cui cambiano i tre regimi.
Il metodo di stima consiste nel trovare prima questi due istanti temporali,
da cui dedurre la stima di d(1) e d(2), e quindi la stima di γ.
Il metodo di stima può essere riassunto come segue:
• Per individuare i break temporali T1 e T2, si considera una curva co-
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Figura 2.1: Serie di dt ordinati per valori crescenti della variabile di transizione
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me quella rappresentata in ﬁgura 2.1 per determinarne una prima
approssimazione, chiamata TA1 e T
A
2 .
• Viene poi considerata la stessa curva, ma in ordine inverso, per deter-
minare una seconda approssimazione, chiamata TB1 e T
B
2 .
• Si determina il valore ﬁnale di T1 e T2 facendo una media delle ap-
prossimazioni precedenti. Questa viene calcolata perchè uno di questi
primi due passaggi, preso da solo, può produrre dei valori dei break che
sono al di sopra o al di sotto dei valori corretti di T1 e T2; usando la
procedura doppia e calcolando le medie si risolve questo problema.
• Si è quindi in grado di stimare d(1) e d(2) e γ.
2.2 Stima del parametro a memoria lunga TV con
metodo Wavelet
In questo paragrafo viene descritto il modello a memoria lunga in cui
il parametro frazionario varia nel tempo proposto da Boubaker e Sghaier
(2014). In particolare, seguendo il lavoro di Boutahar (2008) (proposto nel
paragrafo 2.1.2), si suppone che dt varia secondo due regimi in cui la transi-
zione da un regime all'altro è liscia. La caratteristica interessante del modello
è che permette sia la presenza di dipendenza a lungo raggio della serie che
l'asimmetria nei gradi di persistenza.
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Si sta quindi ipotizzando che dt evolva secondo il modello STAR avanzato
da Teräsvirta (1994) e Teräsvirta (1996), come:
Φ(B)(1−B)dtyt = Θ(B)εt,
dt = d(1) [1− F (st; γ, c)] + d(2)F (st; γ, c).
(2.8)
Dove d(1) e d(2) sono i valori del parametro di integrazione frazionaria nel
primo e nel secondo regime rispettivamente; F (st; γ, c) è la funzione di tran-
sizione che è continua tra 0 e 1 con st che indica la variabile di transizione, che
può essere una delle variabili endogene ritardate st = dt−i, ∀t > i; t = 1, ..., T
o una variabile esogenea. Il parametro γ misura la velocità della transizione
tra i due regimi estremi. Il parametro c rappresenta la soglia per la variabile
di transizione st che deﬁnisce i regimi sottostanti: se st < c (o st > c) signiﬁca
che il regime sottostante è il primo (o il secondo). In letteratura si trovano
due tipi di funzione di transizione:
• la funzione logistica, per il modello logistico STAR (LSTAR):
F (st; γ, c) = (1 + exp(−γ(st − c)))−1,
• la funzione esponenziale, per il modello esponenziale STAR (ESTAR):
F (st; γ, c) = 1− exp(−γ(st − c)2).
Si è detto nel paragrafo precedente che, per stimare il parametro dt, Bou-
tahar (2008) ha considerato la "regressione organizzata", che consiste nel-
l'organizzare le variabili endogene ed esogene secondo i valori crescenti delle
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osservazioni di un'altra variabile. Invece, Boubaker e Sghaier (2014) propone
un metodo alternativo eseguito in due passi. Al primo passo, ci si concentra
sulla stima del parametro di integrazione frazionaria variabile nel tempo. Il
vantaggio di stimare prima dt è che consente di implementare test per veriﬁ-
care la presenza di nonlinearietà e per determinare la funzione di transizione e
la variabile di transizione appropriata. Nel secondo passo, si stima il modello
STAR su dt.
Per stimare dt si utilizza un metodo basato sull'approccio wavelet. In
particolare la tecnica MODWT (Maximum Overlap Discrete Wavelet Tran-
sform) sviluppata da Percival e Walden (2000) che ci fornisce un'approssi-
mazione della relazione log-lineare tra la varianza variabile nel tempo dei
coeﬃcienti MODWT e il parametro a memoria lunga variabile nel tempo dt.
Viene poi applicato lo stimatore istantaneo ai minimi quadrati (ILSE) per
ottenere delle stime locali di dt.
Stima istantanea ai minimi quadrati
L'idea di base per stimare il parametro d tramite una trasformazione wa-
velet della serie storica è la varianza wavelet. L'analisi della varianza wavelet
consiste nel suddividere la varianza di una serie in parti che sono associate
a diﬀerenti scale temporali. Questo è utile per spiegare quali scale danno un
contributo importante alla variabilità complessiva di una serie.
In particolare, si consideri la serie temporale di interesse y1, y2, ..., yT , che
si assume essere una realizzazione di un processo stazionario con varianza σ2y.
Se i coeﬃcienti di scala per un generico livello j sono associati a medie di
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lunghezza 2j, allora i coeﬃcienti di wavelet di livello j sono associati con dei
cambiamenti alla scala τj = 2j−1∆t, dove ∆t è l'intervallo campionario di yt.
Così, la varianza wavelet V 2y (τj) per la scala (τj ≡ 2j−1)2 è deﬁnita come:
σ2y ≡
J∑
j=1
V 2y (τj).
Per la stima con un approccio wavelet del parametro di integrazione fra-
zionaria d sono stati indicati molti metodi. Possono essere riassunti in tre
approcci:
• Il primo approccio è un'approssimazione basata sulle wavelet dello sti-
matore di massima verosimiglianza (MLE) di d sotto l'assunzione di
Gaussianità multivariata (McCoy e Walden (1996), Jensen (1999a) e
Whitcher e Jensen (2000)).
• Il secondo fa uso del fatto che la relazione tra la varianza dei coeﬃcienti
wavelet sulle scale è dettata da d. In questo quadro, viene costruito uno
stimatore ai minimi quadrati (LSE) di d (Abry e Veitch (1998) e Jensen
(1999b)).
• Il terzo utilizza solo determinati coeﬃcienti che sono collocati nel tem-
po, e vengono chiamati stimatori istantanei ai minimi quadrati (ILSE).
L'idea principale dello stimatore istantaneo ai minimi quadrati è quella
di utilizzare un singolo coeﬃciente di wavelet da ogni scala, cioè si userà solo
d˜j,tj per stimare V
2
y (τj), dove tj è l'indice di tempo del j-esimo livello del
coeﬃciente MODWT associato al tempo t in yt, t = 1, ..., T . Lo stimatore
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istantaneo ai minimi quadrati è dato da:
dˆILSE,t =
∆J
∑
ln(τj)Xt(τj)−
∑
ln(τj)
∑
Xt(τj)
2(∆J
∑
ln2(τj)− (
∑
ln(τj))
2)
+
1
2
(2.9)
Dove ∆J = J − J0 + 1 e tutte le somme sono in j = J0, ..., J e Xt(τj) ≡
ln(d2j,tj)−Ψ(1/2)− ln(2) dove Ψ è la funzione digamma.
Dopo aver stimato dt, viene ufatto un test di ipotesi per scegliere la funzio-
ne di transizione appropriata, ovvero per selezionare uno tra i modelli LSTAR
o ESTAR. Successivamente si può stimare il modello STAR speciﬁcato.
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Capitolo 3
I modelli GAS
I modelli per serie storiche con parametri variabili nel tempo sono stati
classiﬁcati da Cox (1981) in due classi: i modelli observation-driven e i modelli
parameter-driven. Nell'approccio observation-driven, la variazione temporale
dei parametri viene introdotta lasciando i parametri come funzioni di variabili
dipendenti ritardate. Anche se i parametri sono stocastici, sono perfettamen-
te prevedibili date le informazioni passate. Alcuni esempi di questi modelli
sono i modelli GARCH (Generalized AutoRegressive Conditional Heteroske-
dasticit) di Engle (1982), Bollerslev (1986) e Engle e Russell (1998), i modelli
ACD (AutoRegressive Conditional Duration) e ACI (AutoRegressive Condi-
tional Intensity) di Engle e Russell (1998) e Russell (2001), il modello DCC
(Dynamic Conditiona Correlation) di Engle (2002). Il modello presentato
in questo capitolo comprende molti dei modelli observation-driven esisten-
ti. Inoltre, consente la formulazione di una vasta gamma di nuovi modelli.
Nei modelli parameter-driven, i parametri sono processi stocastici con il loro
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errore. Date le osservazioni passate e attuali, i parametri non sono perfetta-
mente prevedibili. Esempi tipici di modelli parameter-driven sono i modelli
SV (Stochastic Volatility) di Shephard (2005) e i modelli Stochastic Intensity
di Bauwens e Hautsch (2006) e Koopman (2008b).
In questo capitolo viene presentata una struttura per parametri variabili
nel tempo che si basa sulla funzione di punteggio della densità del modello al
tempo t. Utilizzando determinate funzioni di score, è possibile ritornare a dei
modelli observation-driven standard, come i modelli GARCH, ACD e ACI.
L'applicazione di questa struttura ad altri modelli non lineari, non gaussiani,
multivariati, porterà alla formulazione di nuovi modelli observation-driven.
Si fa riferimento a questo modello basato sulla funzione di punteggio come
il modello Generalized Autoregressive Score (GAS). Il modello GAS proposto
da Koopman (2008a), Creal (2013) e Harvey (2013) ha i vantaggi di altri
modelli observation-driven. Poiché questo si basa sulla funzione score, sfrutta
completamente la struttura della densità, piuttosto che soltanto la media e
momenti più alti. Tale aspetto è ciò che diﬀerenzia il modello GAS dagli
altri modelli observation-driven nella letteratura, come i modelli generalizzati
autoregressivi a media mobile di Shephard (1995) e Benjamin (2003) e i
modelli di errore moltiplicativo vettoriale di Cipollini (2006).
3.1 Specificazione del modello e proprietà
Si deﬁnisce il vettore yt che rappresenta la variabile dipendente d'interes-
se, ft è il vettore di parametri che varia nel tempo, xt è un vettore di variabili
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esogene tutte al tempo t, e θ è un vettore di parametri statici. Si deﬁnisce
Y t = {y1, ..., yt}, F t = {f0, f1, ..., ft}, e X t = {x1, ..., xt}. Le informazioni
disponibili al momento t sono costituite da {ft,Ft}, dove
Ft =
{
Y t−1, F t−1, X t
}
.
Si assume che yt sia generato dalla densità
yt ∼ p(yt|ft,Ft, θ). (3.1)
Inoltre, si assume che il meccanismo di aggiornamento del parametro va-
riabile nel tempo ft sia dato dall'equazione di aggiornamento autoregressivo
ft+1 = ω +
p∑
i=1
Aist−i+1 +
q∑
j=1
Bjft−j+1 (3.2)
dove ω è un vettore di costanti, le matrici dei coeﬃcienti Ai e Bj hanno
dimensioni appropriate con i = 1, ..., p e j = 1, ..., q, mentre st è una funzione
dei dati passati, st = st(yt, ft, Ft; θ). I coeﬃcienti non noti nella formula 3.2
sono funzioni di θ; cioè, ω = ω(θ), Ai = Ai(θ) e Bj = Bj(θ) per i = 1, ..., p e
j = 1, ..., q.
La caratteristica principale dei modelli GAS è che l'evoluzione del vettore
di parametri variabili nel tempo ft è guidata dallo score della distribuzione
nella formula 3.1, insieme a una componente autoregressiva. Quando si rea-
lizza un'osservazione yt, si aggiorna il parametro variabile nel tempo ft al
periodo successivo t+ 1 usando la formula 3.2 con
st = St∇t, ∇t = ∂lnp(yt|ft,Ft, θ)
∂ft
, St = S(t, ft,Ft, θ) (3.3)
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dove S(·) è una matrice scalare nota al tempo t. Le equazioni 3.1 - 3.3 deﬁni-
scono il modello Generalized Autoregressive Score di ordine p e q, abbreviato
come GAS(p, q).
In base alla scelta della matrice di scala St, il modello GAS consente
un'ulteriore ﬂessibilità nel modo in cui lo score viene utilizzato per l'aggior-
namento di ft. È importante notare che ogni scelta diversa per la matrice di
scala St è un modello GAS diﬀerente. Le proprietà statistiche ed empiriche di
ciascuno di questi modelli possono essere diverse. In Creal (2013) viene sug-
gerito di ﬁssare la matrice di scala St a una potenza γ > 0 dell'inversa della
matrice d'informazione di ft per spiegare la varianza di ∇t. Più precisamente:
St ≡ I−γt
con
It = Et−1
[∇t∇Tt ] ,
dove il valore atteso è preso rispetto alla distribuzione condizionata p(yt|ft,Ft, θ).
Il parametro aggiuntivo γ viene ﬁssato dal ricercatore e di solito assume un
valore tra
{
0, 1
2
, 1
}
. Quando γ = 0, St = I e non c'è la matrice di scala.
3.2 Riparametrizzazione
Nella 3.2 il vettore di parametri ft ha una speciﬁcazione lineare e quindi
non è limitato. Nella pratica, lo spazio parametrico di ft è spesso limitato
(Ft ⊂ RJ); ad esempio, quando si modella il parametro di scala di una distri-
buzione t-Student, bisogna assicurarsi della sua positività. Anche se questo
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problema può essere risolto imponendo dei vincoli su θ (come avviene nel
modello GARCH), la soluzione standard per una struttura di tipo GAS è
quella di utilizzare una funzione di collegamento (possibilmente non lineare)
Λ(·) che associa f˜t ∈ RJ a ft e dove f˜t ∈ RJ ha la speciﬁcazione dinamica
lineare della 3.2. In particolare, sia Λ : RJ → Ft una funzione di associa-
zione diﬀerenziabile due volte in modo tale che Λ(f˜t) = ft. L'equazione di
aggiornamento per ft è quindi data da:
ft ≡ Λ(f˜t)
f˜t ≡ ω + As˜t + f˜t−1,
(3.4)
dove
s˜t ≡ S˜t(f˜t)∇˜t(yt, f˜t)
e ∇˜t(yt, f˜t) rappresenta lo score della densità deﬁnita in 3.1 rispetto a f˜t e,
di conseguenza, S˜t(f˜t) può dipendere dalla matrice d'informazione di f˜t data
da I˜t(f˜t). Si indica la matrice Jacobiana di Λ(·) valutata su f˜t come segue:
J (f˜t) ≡ ∂Λ(f˜t)
∂f˜t
.
Allora, valgono le seguenti relazioni:
∇˜t(yt, f˜t) = J (f˜t)T∇t(yt, ft)
I˜t(f˜t) = J (f˜t)TIt(ft)J (f˜t).
In questo modo quasi tutti i vincoli non lineari possono essere facil-
mente gestiti tramite la deﬁnizione di una corretta funzione di associazione
Λ(·) e la relativa matrice Jacobiana associata J (·). I coeﬃcienti da stima-
re sono raccolti in θ ≡ (ω,A,B) e stimati massimizzando la funzione di
log-verosimiglianza come speciﬁcato nel successivo paragrafo 3.3.
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3.3 Stima di massima verosimiglianza
Una proprietà vantaggiosa dei modelli GAS è che, date le informazioni
passate e il vettore di parametri statici θ, il vettore di parametri variabili nel
tempo, ft, è perfettamente prevedibile e la funzione di log-verosimiglianza può
essere facilmente valutata mediante la decomposizione dell'errore di previsio-
ne. Più precisamente, per una serie temporale composta dalle osservazioni
(y1, ..., yt) si può esprimere il problema di massimizzazione come:
θˆ = arg max
θ
n∑
t=1
lt (3.5)
dove
lt = ln p(yt|ft,Ft, θ)
per una realizzazione di yt. La valutazione della funzione di log-verosimiglianza
del modello GAS è particolarmente semplice; richiede solo l'implementazio-
ne dell'equazione di aggiornamento GAS 3.2 e la valutazione di lt per un
particolare valore θ∗ di θ.
Ci sono due importanti precisazioni da fare sulla stima di massima vero-
simiglianza dei modelli GAS. La prima è che, da una prospettiva teorica, la
stima di massima verosimiglianza dei modelli GAS è un argomento di ricerca
ancora in corso. I risultati generali sono riportati da Harvey (2013), Blasques
(2014a) e Blasques (2014b), mentre risultativalidi per alcuni modelli speciﬁci
sono stati derivati da Andres (2014) e da Blasques (2016).
La seconda è che, anche quando lo stimatore di massima verosimiglianza
è consistente e asintoticamente normale, la massimizzazione numerica della
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funzione di log-verosimiglianza in 3.5 può essere laboriosa, a causa delle non
linearità indotte da Λ(·) e dal modo in cui yt entra in st . Di conseguenza è
necessario selezionare dei buoni valori iniziali per i modelli GAS.
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Capitolo 4
TV-ARFIMA con d stimato con un mo-
dello GAS
Come è già stato introdotto nel capitolo 2, l'assunzione che in un modello
ARFIMA il parametro di integrazione frazionaria sia costante nel tempo
è limitativa, data la possibile presenza di break strutturali in d. Quindi il
parametro di integrazione frazionaria può essere variabile nel tempo e la
formula 2.1 deﬁnisce il modello TV-ARFIMA(p, d, q).
Anche se questo modello indica che il parametro di integrazione frazionaria
varia in funzione del tempo, non fornisce informazioni sull'evoluzione di dt.
Nel capitolo 2, per stimare il parametro di memoria lunga variabile nel tempo,
è stato proposto prima il modello SETAR e poi un modello STAR, dove dt
viene stimato in un caso con la "regressione organizzata" (Boutahar (2008))
e nell'altro con un metodo basato sull'approccio wavelet (Boubaker e Sghaier
(2014)).
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L'idea di base di questo capitolo è sempre quella di tenere conto di even-
tuali modiﬁche strutturali nella memoria dei dati. Viene perciò proposta
un'alternativa per stimare il parametro di memoria lunga variabile nel tem-
po e lo si fa utilizzando il modello GAS proposto da Creal (2013) e Harvey
(2013).
Sono state, quindi, condotte alcune simulazioni per determinare la correttezza
del modello proposto.
4.1 Specificazione del modello
In questo paragrafo viene estesa la classe dei modelli ARFIMA(p, d, q)
in 1.3 permettendo che il parametro di memoria lunga d cambi nel tempo.
Le dinamiche del parametro variabile nel tempo dt sono speciﬁcate sulla base
della struttura di score di Creal (2013) e Harvey (2013). Il modello TV-
ARFIMA con parametro di memoria stimato da un modello GAS è descritto
dalle seguenti equazioni:
Φ(B)(1−B)dtyt = Θ(B)εt,
dt+1 = ω + βdt + αst
dove εt è una successione di white noise con varianza ﬁnita (εt ∼ w.n(0, σ2ε)),
θ = (ω, β, α, σ2ε) è un vettore di parametri, di dimensione (k+ 3), da stimare
e st = st(dt, σ2ε) = St∇t, con St matrice scalare deﬁnita al paragrafo 3.1, ∇t
esprime lo score della log-verosimiglianza, ossia ∂ log p(yt|dt, yt−1, σ2ε)/∂dt.
4.1 Speciﬁcazione del modello 43
Per semplicità si suppone che Φ(B) = Θ(B) = 1, cioè si sta conside-
rando il più semplice ARFIMA(0, dt, 0 ), ovvero un I(d) con un parametro
frazionario variabile nel tempo. Si considera quindi il modello:

(1−B)dtyt = εt,
dt+1 = ω + βdt + αst
(4.1)
Inoltre, al ﬁne di ottenere lo score della funzione di log-verosimiglianza,
si è deciso di scrivere il modello ARFIMA(0, dt, 0 ) citato all'equazione 4.1
come un modello AR(∞) (Palma (2007)). Ovvero
(1−B)dtyt = εt = yt +
∞∑
j=1
pijyt−j,
dove
pij =
∏
0<k≤j
k − 1− dt
k
oppure pij = − dt Γ(j − dt)
Γ(1− dt)Γ(j + 1) . (4.2)
Quindi per calcolare∇t va derivata rispetto a dt la funzione di log-veromiglianza
lt(dt) = − 1
2σ2ε
(
yt +
t−1∑
j=1
yt−jpij
)2
.
Se si considera la prima uguaglianza dell'equazione 4.2, si ottiene pertan-
to:
∇t = − 1
σ2ε
(
yt +
t−1∑
j=1
yt−j
∏
0<k≤j
k − 1− dt
k
)
·(
t−1∑
j=1
yt−j
j∑
k=1
(
−1
k
) j∏
i=1,i 6=k
i− 1− dt
i
) (4.3)
Se si considera la seconda uguaglianza dell'equazione 4.2, è possibile scrivere
una forma equivalente dello score della log-verosimiglianza corrispondente a:
∇t = − 1
σ2ε
(
yt +
t−1∑
j=1
yt−jpij
)(
t−1∑
j=1
yt−jpij
(
− 1
dt
Ψ(j − dt) + Ψ(1− dt)
))
,
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dove Ψ(·) è la funzione digamma.
Si fa notare che lo score st può essere visto come l'innovazione del siste-
ma dinamico in 4.1 in quanto fornisce le nuove informazioni che diventano
disponibili al tempo t osservando yt. L'interpretazione di st come innovazio-
ne è ulteriormente giustiﬁcata dal fatto che il suo valore atteso condizionato
E [st|yt−1, dt] è uguale a zero.
4.1.1 Stima dei parametri
Il vettore di parametri statici θ del modello appena proposto può essere
stimato con la massima verosimiglianza. La funzione di log-verosimiglianza
da massimizzare è la seguente:
lˆ(θ) =
n∑
t=1
log p(yt|dˆt(θ), yt−1, σ2ε) =
−n
2
log σ2ε −
1
2σ2ε
n∑
t=1
(
yt +
t−1∑
j=1
yt−jpij
)2
,
dove dˆt(θ) è ottenuto ricorsivamente usando i dati osservati {yt}nt=0 come
dˆt+1(θ) = ω + βdˆt(θ) + αst(dˆt(θ), σ
2
ε), (4.4)
dove la ricorsione viene inizializzata a un valore ﬁssato dˆ0(θ). Perciò lo
stimatore di massima verosimiglianza è dato da:
θˆ = arg sup
θ∈Θ
lˆ(θ), (4.5)
dove Θ è un insieme di parametri deﬁnito in R x (−1, 1) x R x R.
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4.2 Simulazioni
Per valutare la correttezza del modello proposto, abbiamo eﬀettuato alcu-
ne simulazioni. L'analisi è stata eseguita in due diﬀerenti scenari che valutano
la presenza di persistenza o meno della serie storica. Nel primo scenario sono
state simulate 30 serie storiche di lunghezza con n = 500 osservazioni, dove
le prime 250 presentano memoria lunga e le restanti non presentano più per-
sistenza. Invece nel secondo scenario sono state simulate 30 serie storiche con
n = 400 osservazioni, dove viene mostrata la situazione opposta; ovvero nella
prima metà dei dati si ha memoria breve e nell'ultima parte c'è persistenza.
Per costruire il modello deﬁnito in 4.1, per semplicità si è deciso di as-
sumere che St sia pari alla matrice identità. Si procede, quindi, deﬁnendo il
valore iniziale di dˆ0(θ) come lo stimatore di massima verosimiglianza della
serie generata da {yt}nt=0 e ∇0 = 0. Si passa, poi, all'aggiornamento di dt deﬁ-
nito dalla formula 4.1 e di ∇t deﬁnito in 4.3, dove per ogni t viene calcolata la
stima di massima verosimiglianza del vettore di parametri θ = (ω, β, α, σ2ε),
che si comportano perciò come ﬁltri.
Tutti i calcoli e le simulazioni sono state eﬀettuate utilizzando il software R.
Nel graﬁco 4.1 la linea rossa indica il vero andamento di d della serie
storica simulata, dove nella prima metà dei dati il parametro a memoria
lunga è stato posto pari a 0.45 (presenza di persistenza) e nell'ultima parte
d = 0 (assenza di persistenza). La linea nera, invece, rappresenta l'andamento
medio di d, calcolato su 30 replicazioni, stimato col metodo proposto in questo
capitolo. Si può notare che la curva di dt non si adatta benissimo al vero valore
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di d, infatti il metodo ci mette un po' a identiﬁcare il cambiamento di regime.
La linea rossa del graﬁco 4.2 mostra sempre il vero andamento di d della
serie generata e in questo caso si passa da una serie che non presenta persi-
stenza, con d posto pari a zero, a una serie a memoria lunga, dove d = 0.45.
Anche qui la linea nera rappresenta l'andamento medio di d, sempre calcolato
su 30 replicazioni, stimato con un modello GAS. Si può osservare dal graﬁco
che la curva simulata si adatta meglio, rispetto al caso precedente, al vero
andamento di dt. Questa, difatti, individua praticamente subito il cambia-
mento di regime del parametro a memoria lunga.
Si vede quindi che il metodo proposto funziona meglio quando si passa dal-
l'assenza di persistenza alla presenza di memoria lunga. Inoltre, nel secon-
do scenario proposto, è necessaria anche una numerosità meno elevata per
rilevare la variazione nell'andamento di dt.
I risultati ottenuti in queste simulazioni mostrano che c'è ancora molto la-
voro da fare per migliorare il modello proposto in questo lavoro di tesi. Prima
di tutto, si potrebbe aumentare il numero di replicazioni per ogni scenario in
maniera da ottenere un andamento di dt più liscio. Poi, ci si aspetta anche che
migliorino i risultati aumentando la numerosità della serie storica simulata.
Nonostante i due casi trattati siano simmetrici, si è deciso di porre n = 500
nel primo scenario e n = 400 nel secondo, perchè nel secondo, quando si pas-
sa da non persistenza a persistenza, si riesce a individuare abbastanza bene
il cambiamento di regime anche con un numero di osservazioni non troppo
elevato, invece si è visto che il primo scenario fa più fatica sebbene sia stata
posta una numerosità più elevata. Perciò si è ridotto il numero di osservazioni
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Figura 4.1: Andamento medio di 30 serie storiche simulate di lunghezza 500, con
dt = 0.45 nelle prime 250 osservazioni e dt = 0 nelle restanti 250.
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Figura 4.2: Andamento medio di 30 serie storiche simulate di lunghezza 400, con
dt = 0 nelle prime 200 osservazioni e dt = 0.45 nelle restanti 200.
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del secondo, perché l'algoritmo di stima ha un costo computazionale molto
elevato, dato che per ogni n va massimizzata la funzione di verosimiglianza,
e impiega molto tempo a stimare il modello. Infatti un'altro sviluppo futuro
è senz'altro quello di ottimizzare quest'algoritmo di stima. Inﬁne, si è detto
nel capitolo 3 che in base alla scelta della matrice di scala St il modello GAS
consente un'ulteriore ﬂessibilità nel modo in cui lo score viene utilizzato per
l'aggiornamento di dt. St va posta a una potenza γ > 0 dell'inversa della
matrice d'informazione di dt, ovvero St ≡ I−γt , dove γ solitamente assume
un valore tra
{
0, 1
2
, 1
}
.
Ci si aspetta, quindi, che ponendo il grado di St diverso da 0 (come è sta-
to fatto in questo elaborato), l'andamento di dt stimato si avvicini di più a
quello vero. La matrice di informazione calcolata rispetto a dt è It = E [Jt],
dove
Jt =
(
t−1∑
j=1
yt−j
j∑
k=1
(
−1
k
) j∏
i=1,i 6=k
i− 1− dt
i
)2
+
+
(
yt +
t−1∑
j=1
yt−j
∏
0<k≤j
k − 1− dt
k
)
·(
t−1∑
j=1
yt−j
j∑
k=1
(
−1
k
)( j∑
i=1,i 6=k
(
−1
i
)) j∏
h=1,h6=i,h 6=k
h− 1− dt
h
)
.
(4.6)
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Conclusioni
Il questo lavoro è stata avanzata una nuova proposta di stima del para-
metro a memoria lunga variabile nel tempo di un modello ARFIMA, suppo-
nendo che questo si evolva secondo un modello GAS. Dopo aver deﬁnito le
caratteristiche del modello è stato condotto uno studio di simulazione per de-
terminare l'adeguatezza del modello proposto. In particolare sono stati creati
due graﬁci che riassumono i risultati ottenuti dallo studio di simulazione.
I risultati ottenuti mostrano che il metodo proposto funziona meglio
quando si passa dall'assenza di persistenza alla presenza di memoria lunga,
piuttosto che il contrario.
C'è ancora molto lavoro da fare per migliorare il modello proposto in
questa tesi. Prima di tutto, si potrebbe aumentare la numerosità della serie
storica simulata e per far ciò, va sicuramente ottimizzato l'algoritmo di stima.
Questo infatti ha un costo computazionale molto elevato, dato che per ogni
osservazione della serie storica va massimizzata la funzione di verosimiglianza.
Inoltre, si potrebbe assumere che la matrice di scala St sia diversa dalla
matrice identità (come è stato posto nel seguente lavoro). In questo modo ci
si aspetta una maggiore ﬂessibilità nel modo in cui lo score viene utilizzato
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per l'aggiornamento di dt e che l'andamento sel parametro stimato si avvicini
di più a quello vero.
Inﬁne, un'estensione che si potrebbe fare per portare a una nuova formu-
lazione del modello proposto, potrebbe essere quella di includere anche i pa-
rametri autoregressivi e a media mobile nel modello ARFIMA con parametro
frazionario variabile nel tempo.
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