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a b s t r a c t
The present paper is devoted to a study of nonlinear stability of discontinuous Galerkin
methods for delay differential equations. Some concepts, such as global and analogously
asymptotical stability are introduced.We derive that discontinuous Galerkinmethods lead
to global and analogously asymptotical stability for delay differential equations. And these
nonlinear stability properties reveal to the reader the relation between the perturbations
of the numerical solution and that of the initial value or the systems.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The past several decades have witnessed a large development in numerical analysis for various delay differential
equations (DDEs) [1–3]. Most researchers focused their attention on finite difference methods, such as one-leg methods,
Runge–Kutta methods and so on [4–8].
Besides the above methods, it is well known that the discontinuous Galerkin (DG) schemes are also a class of locally
conservative, stable, and superconvergencemethods, which arewidely used in scientific fields such as computational fluids,
gas dynamics, chemical transport and so on (see e.g. [9–15]). As regards many excellent properties, it will be interesting to
apply thesemethods to DDEs. Recently, Zhang and Li derived optimal superconvergence results for DDEs [16].When applied
m-degreeDGmethod to the equation, they obtained the error estimates u−U = O(h2m+1),m ≥ 1 at the integer nodal points
and u − U = O(hm+2), m ≥ 2 at some points in every interval. And numerical tests confirmed the methods’ theoretical
results. To our knowledge, these were almost the only results for this topic up until now. It would seem, therefore, that
further investigation on stability analysis is needed.
As an important part, nonlinear stability plays an important role in computational implementation and intrigues many
researchers in numerical analysis of DDEs. For example, P-stability and GP-stability were first introduced to describe the
nonlinear stability of such problems [4,6,7]. Later, Torelli [17] introduced the concepts of RN- and GRN-stability and proved
that the backward Euler method is GRN-stable for nonautonomous nonlinear problems. Bellen and Zennaro [18] further
pointed out that the two-stage Lobatto 3C method is GRN-stable. Next, Huang et al. introduced the concepts of R- (and GR-)
stability and AR- (and GAR-) stability, which are analogues of P- (and RN-) and GP- (and GRN-) stability. One-leg methods,
Runge–Kutta methods and more general linear methods are used to reveal these stability properties ([5,19]). In the present
paper, we focus on nonlinear stability of DG methods for a class of DDEs. And we show the reader that the perturbations of
the numerical solution are controlled by the initial perturbations from the system and the method.
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The paper is structured as follows. In Section 2, we present DG methods for DDEs, some concepts of stability are also
collected. In Section 3, we show that our DGmethods lead to global and analogously asymptotical stability for DDEs. Finally,
in Section 4, we end with some extensive conclusions.
2. DG methods for DDEs
Consider the following nonlinear DDEs:{
y′(t) = f (t, y, y(t − τ)), t > 0
y(t) = ψ(t), −τ ≤ t ≤ 0 (2.1)
and {
z ′(t) = f (t, z, z(t − τ)), t > 0
z(t) = ϕ(t), −τ ≤ t ≤ 0. (2.2)
Here τ is a positive delay term, ψ(t) and ϕ(t) are continuous, f : [t0,+∞] × X × X → X , such that (2.1) and (2.2) own
a unique solution, respectively, where X is a real or complex Hilbert space. Moreover, we assume there exist some inner
product 〈·, ·〉 and the induced norm ‖ · ‖ such that{
Re〈u1 − u2, f (t, u1, v)− f (t, u2, v)〉 ≤ α‖u1 − u2‖2
‖f (t, u, v1)− f (t, u, v2)‖ ≤ β‖v1 − v2‖, (2.3)
where α and β ≥ 0 are constants. The conditions (2.3) were widely used in literature with respect to nonlinear stability of
numerical methods for DDEs (see. for example [1,2,5]).
For the discretization of system (2.1) by a class of DGmethods, we denote the interval Ii = (ti, ti+1) for i = 0, . . . , n, and
definem-degree discontinuous finite element space as follows:
Sh = {υ : υ|Ii ∈ Pm(Ii), i = 1, 2, . . .},
where Pm(Ii) denotes the set of all polynomials of degree ≤ m on Ii. An m-degree discontinuous finite element Y (t) ∈ Sh,
which is approximations to y in (2.1), can be defined as follows:
−
∫
Ii
Y (t)v′dt + Yˆ (t)v
∣∣∣∣ti+1
ti
=
∫
Ii
f (t, Y (t), Y (t − τ))vdt, ∀ v ∈ Sh. (2.4)
Here i ≤ n and Yˆ (t) is defined by (cf. [10])
Yˆ (t) =
ψ(t), −τ ≤ t ≤ 0{Y (t)} + Cn[Y (t)] 0 < t < tnY (t−n ) t = tn (2.5)
where Cn is a positive real number and
{Y (ti)} = 12 (Y (t
+
i )+ Y (t−i )) [Y (ti)] = Y (t−i )− Y (t+i ) Y (t±i ) = lim
→0 Y (ti ± ).
Remark 2.1. When τ = 0, the literature [9,13] reveal us superconvergence results on each interval for Cn ≡ 12 , respectively,
and the order of the method at the points tn is 2m+ 1.
Similarly, the adaptation of the same DG method for the problem (2.2) leads to the approximations Z(t) to z. Now
we introduce some nonlinear stability concepts, which reveal to the reader the relation between the perturbations of the
numerical solution and that of the initial value or the system. And these concepts are nonlinear analogues of that existed in
the literature [20].
Definition 2.1. A numerical method is called globally stable if
‖Y (tn)− Z(tn)‖ ≤ C max
t≤0
‖ψ(t)− ϕ(t)‖, ∀ tn ≥ 0
holds under some assumptions, where C is a positive constant, Y (t) and Z(t) are numerical approximations to (2.1) and
(2.2), respectively.
Definition 2.2. A numerical method is said to be analogously asymptotically stable if the numerical solutions Y (t) and Z(t)
satisfy
lim
T→+∞
∫ T
0
‖Y (t)− Z(t)‖2dt <∞
under some assumptions.
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3. Nonlinear stability for DDEs
In this section, we shall show DG methods lead to the global and analogously asymptotical stability for the DDEs.
Theorem 3.1. Assume that the conditions (2.3) hold and α + β ≤ 0. Then, the DG method for DDE is globally stable.
Proof. Let Y (t) and Z(t) be two sequences of approximations to problems (2.1) and (2.2), respectively, and write
e(t) = Y (t)− Z(t) eˆ(t) = Yˆ (t)− Zˆ(t)
F = f (t, Y (t), Y (t − τ))− f (t, Z(t), Z(t − τ)).
With the notation, the DG methods with the same stepsize h for (2.1) and (2.2) yields:
−
∫
Ii
e(t)v′dt + eˆ(t)v
∣∣∣∣ti+1
ti
=
∫
Ii
Fvdt. (3.1)
Setting v = e(t) in the formulation (3.1), and integrating by parts gives:(
−1
2
e2(t)+ eˆ(t)e(t)
)∣∣∣∣ti+1
ti
=
∫
Ii
Fvdt.
Summing up from 0 to n− 1, we find
n−1∑
i=1
(
−1
2
e2(t)+ eˆ(t)e(t)
)∣∣∣∣∣
ti+1
ti
=
∫ tn
0
Fe(t)dt. (3.2)
As in Cockburn [10], we have
n−1∑
i=1
(
−1
2
e2(t)+ eˆ(t)e(t)
)∣∣∣∣∣
ti+1
ti
= 1
2
e2(t−n )+Θ(tn)−
1
2
e2(0). (3.3)
Here
Θ(tn) = −12 e
2(t−n )+
(
−1
2
e2(t−n )+ eˆ(tn)e(t−n )
)
+
n−1∑
i=1
(
−1
2
[e2(ti)] + eˆ(ti)[e(ti)]
)
−
(
−1
2
e2(0+)+ eˆ(0)e(0+)
)
+ 1
2
e2(0)
=
(
eˆ(tn)− e(t−n )
)
e(t−n )+
n−1∑
i=1
(
(eˆ(ti)− {e(ti)})[e(ti)]
)
−
(
eˆ(0)− e(0)
)
e(0+)+ 1
2
[e(0)]2, (3.4)
where we used the fact that
[e2(tn)] = 2{e(tn)}[e(tn)].
According to the definition of eˆ(t) in (2.5), we get
Θ(tn) =
n−1∑
i=1
Ci[e(ti)]2 + 12 [e(0)]
2 ≥ 0. (3.5)
On the other hand, noting that β ≥ 0, we have∫ tn
0
Fe(t)dt =
∫ tn
0
(
f (t, Y (t), Y (t − τ))− f (t, Z(t), Y (t − τ))
)
e(t)dt
+
∫ tn
0
(
f (t, Z(t), Y (t − τ))− f (t, Z(t), Z(t − τ))
)
e(t)dt
≤ α
∫ tn
0
‖e(t)‖2dt + β
∫ tn
0
‖e(t − τ)‖‖e(t)‖dt
≤
(
α + 1
2
β
)∫ tn
0
‖e(t)‖2dt + 1
2
β
∫ tn
0
‖e(t − τ)‖2dt
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=
(
α + 1
2
β
)∫ tn
0
‖e(t)‖2dt + 1
2
β
∫ tn−τ
−τ
‖e(t)‖2dt
≤ −1
2
β
∫ tn
0
‖e(t)‖2dt + 1
2
β
∫ tn−τ
−τ
‖e(t)‖2dt
≤ 1
2
β
∫ 0
−τ
‖e(t)‖2dt
≤ 1
2
βτ max
−τ≤t≤0
‖ψ(t)− ϕ(t)‖2. (3.6)
Now, together with (3.3), (3.5) and (3.6), we get
‖e2(t−n )‖ ≤ ‖e2(0)‖ + βτ max−τ≤t≤0 ‖ψ(t)− ϕ(t)‖
2 ≤ (1+ βτ) max
−τ≤t≤0
‖ψ(t)− ϕ(t)‖2 (3.7)
therefore, the method is globally stable. 
Theorem 3.2. Assume that the conditions (2.3) hold and α+β < 0. Then, the DGmethod for DDEs is analogously asymptotically
stable.
Proof. Let σ = α + β < 0. Like the Eq. (3.6) in proof 3.1, we obtain∫ tn
0
Fe(t)dt ≤
(
α + 1
2
β
)∫ tn
0
‖e(t)‖2dt + 1
2
β
∫ tn
0
‖e(t − τ)‖2dt
=
(
α + 1
2
β
)∫ tn
0
‖e(t)‖2dt + 1
2
β
∫ tn−τ
−τ
‖e(t)‖2dt
=
(
σ − 1
2
β
)∫ tn
0
‖e(t)‖2dt + 1
2
β
∫ tn−τ
−τ
‖e(t)‖2dt
≤ 1
2
β
∫ 0
−τ
‖e(t)‖2dt + σ
∫ tn
0
‖e(t)‖2dt
≤ 1
2
βτ max
−τ≤t≤0
‖ψ(t)− ϕ(t)‖2 + σ
∫ tn
0
‖e(t)‖2dt. (3.8)
Now, together with (3.3), (3.5) and (3.8), we derive
‖e2(t−n )‖ ≤ ‖e2(0)‖ + βτ max−τ≤t≤0 ‖ψ(t)− ϕ(t)‖
2 + 2σ
∫ tn
0
‖e(t)‖2dt. (3.9)
Since σ < 0, we find that there exists a constant C¯ satisfying
lim
T→+∞
∫ T
0
‖e(t)‖2dt ≤ C¯, (3.10)
which completes the proof. 
4. Equations with several delays
Consider the following equation with several delays:{
y′(t) = f (t, y, y(t − τ1), . . . , y(t − τm)), t ≥ 0
y(t) = ψ(t), t ≤ 0
where τi > 0, i = 1, . . . ,m.
In fact, there are no additional difficulties in modifying the given results to this more general case. However, we do not
list them here for the sake of brevity.
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