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MULTIVARIATE POLYNOMIALS
Joahim von zur Gathen
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Abstrat. A polynomial f (multivariate over a eld) is deomposable
if f = g ◦ h with g univariate of degree at least 2. We determine the
dimension (over an algebraially losed eld) of the set of deomposables,
and an approximation to their number over a nite eld. The relative
error in our approximations is exponentially deaying in the input size.
Keywords. omputer algebra, polynomial de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polynomials, 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1. Introdution
It is intuitively lear that the deomposable polynomials form a small minority
among all polynomials (multivariate over a eld). The goal in this work is
to give a preise quantitative version of this intuition. Interestingly, we nd
a speial ase for bivariate polynomials where the intuition about the most
general deomposable polynomials is inorret.
We use the methods from von zur Gathen (2008), where the orresponding
task was solved for reduible, squareful, relatively irreduible, and singular
bivariate polynomials; further referenes are given in that paper. Von zur
Gathen, Viola & Ziegler (2009) extend those results to multivariate polynomials
and give further information suh as exat formulas and generating funtions.
Our question has two faets: in the geometri view, we want to determine
the dimension of the algebrai set of deomposable polynomials, say over an
algebraially losed eld. The ombinatorial task is to approximate the number
of deomposables over a nite eld, together with a good relative error bound.
The goal is to have a bound that is exponentially dereasing in the input size.
The hoies we make in our alulations are guided by the goal of suh bounds
in a form whih is as simple and universal as possible.
As mentioned above, a speial ase ours for bivariate polynomials. Usu-
ally, the largest number of deompositions results from maximizing the number
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of hoies for the right omponent. But for some speial degreesthe squares of
primes and numbers of RSA typemost bivariate deompositions arise from
having a large number of hoies for the left omponent. At three or more
variables, all is uniform.
Giesbreht (1988) was the rst to onsider a variant of our ounting prob-
lem. He showed that the deomposable univariate polynomials form an expo-
nentially small fration of all univariate polynomials. My interest, dating bak
to the supervision of this thesis, was rekindled by my study of similar ounting
problems (von zur Gathen 2008), and during a visit to Pierre Dèbes' group at
Lille, where I reeived a preliminary version of Bodin, Dèbes & Najib (2009b).
The ompanion paper von zur Gathen (2008a) deals with deomposable
univariate polynomials.
2. Deompositions
We have a eld F , a positive integer r, and the polynomial ringR = F [x1, . . . , xr].
We assume a degree-respeting term order on R, so that in partiular the lead-
ing term lt(f) of an f ∈ R is dened and deg lt(f) = deg f . Throughout
this paper, deg denotes the total degree. If f 6= 0, the onstant oeient
l(f) ∈ F× = F r {0} of lt(f) is the leading oeient of f . Then f is
moni if l(f) = 1. We all f original if its graph ontains the origin, that is,
f(0, . . . , 0) = 0.
The reader might think of the usual degree-lexiographi ordering, where
terms of higher degree ome before those of lower degree, and terms of the same
degree are sorted lexiographially, with x1 > x2 > · · · > xr. For example,
f = −3x21x3 − 2x32 + 4x4x25 + 5x21 + 8x1x2 + 5x26 − 7
is written in order, l(f) = −3 (provided that −3 6= 0), and f is not original
(if −7 6= 0).
Definition 2.1. For g ∈ F [t] and h ∈ R,
f = g ◦ h = g(h) ∈ R
is their omposition. If deg g ≥ 2 and deg h ≥ 1, then (g, h) is a deomposition
of f . A polynomial f ∈ R is deomposable if there exist suh g and h. Oth-
erwise f is indeomposable. The deomposition (g, h) is normal if h is moni
and original. It is superlinear if deg h ≥ 2.
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There are other notions of deompositions. The present one is alled uni-
multivariate in von zur Gathen et al. (2003). Another one is studied in Faugère
& Perret (2008) for ryptanalyti purposes. In the ontext of univariate poly-
nomials, only superlinear deompositions are traditionally onsidered.
Remark 2.2. Multipliation by a unit or addition of a onstant does not
hange deomposability, sine
f = g ◦ h⇐⇒ af + b = (ag + b) ◦ h
for all f , g, h as above and a, b ∈ F with a 6= 0. In other words, the set of
deomposable polynomials is invariant under this ation of F× × F on R.
Furthermore, any deomposition (g, h) an be normalized by this ation, by
taking a = l(h)−1 ∈ F×, b = −a · h(0, . . . , 0) ∈ F , g∗ = g((t− b)a−1) ∈ F [t],
and h∗ = ah + b. Then g ◦ h = g∗ ◦ h∗ and (g∗, h∗) is normal.
The following result is shown for r ≥ 2 in Bodin et al. (2009b). It is trivially
valid for r = 1, where
(2.3) f(x1) = f(t) ◦ x1
for any f ∈ F [x1].
Fat 2.4. Any polynomial in R has at most one normal deomposition with
indeomposable right omponent.
When the harateristi does not divide the degree of f , then this also
follows from the algorithmi approah in von zur Gathen (1990), and also holds
for superlinear deompositions of univariate polynomials. If we also allowed
trivial deompositions f = g ◦ h with deg g = 1, then every polynomial would
have exatly one normal deomposition with indeomposable right omponent.
We x some notation for the remainder of this paper. For r ≥ 1 and n ≥ 0,
we write
Pr,n = {f ∈ F [x1, . . . , xr] : deg f ≤ n}
for the vetor spae of polynomials of degree at most n, of dimension
dimPr,n = br,n =
(
r + n
r
)
.
Furthermore, we onsider the subsets
P=r,n = {f ∈ Pr,n : deg f = n},
P 0r,n = {f ∈ P=r,n : f moni and original}.
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Over an innite eld, the rst of these is the Zariski-open subset Pr,nrPr,n−1
of Pr,n and irreduible, taking Pr,−1 = {0}. The seond one is obtained by
further imposing one equation and working modulo multipliation by units, so
that
dimP=r,n = br,n,
dimP 0r,n = br,n−2,
with P 0r,0 = ∅. For any divisor e of n, we have the normal omposition map
γr,n,e :
P=1,e × P 0r,n/e −→ P=r,n,
(g, h) 7−→ g ◦ h,
orresponding to Denition 2.1. (Here P=1,e onsists of polynomials in F [t] rather
than in F [x1].) The set Dr,n of all deomposable polynomials in P
=
r,n satises
(2.5) Dr,n =
⋃
1<e|n
imγr,n,e.
In partiular, Dr,1 = ∅ for all r ≥ 1. Over an algebraially losed eld,
the dimension of Dr,n is taken to be the maximal dimension of its irreduible
omponents. We also all
Ir,n = P
=
r,n rDr,n
the set of indeomposable polynomials. Thus Ir,1 = P
=
r,1 for r ≥ 1.
Remark 2.6. By Remark 2.2, over an algebraially losed eld, the odimen-
sion of Dr,n in P
=
r,n equals that of Dr,n ∩ P 0r,n in P 0r,n. The same holds for Ir,n,
and over a nite eld for the orresponding frations.
In order to have a nontrivial onept also in the univariate ase, where (2.3)
holds, we introdued in Denition 2.1 the notion of superlinear deompositions
f = g ◦ h where deg h ≥ 2. The set of all these is
(2.7) Dslr,n =
⋃
e|n
1<e<n
imγr,n,e.
In partiular, Dslr,n = ∅ if n is prime. We also let I
sl
r,n = P
=
r,n r D
sl
r,n. In the
present paper, we investigate this notion only for two or more variables. The
univariate ase is treated in von zur Gathen (2008b).
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3. Dimension of deomposables
In this setion, we determine the dimension of the set of deomposable polyno-
mials over an algebraially losed eld. This forms the basis for the ounting
result in the next setion.
Throughout the paper, ℓ denotes the smallest prime fator of n ≥ 2. In the
following, we have to single out the following speial ase:
(3.1) r = 2, n/ℓ is prime and n/ℓ ≤ 2ℓ− 5.
The smallest examples are n = ℓ2 with ℓ ≥ 5, n = 11 · 13, and n = 11 · 17.
In partiular, ℓ and n/ℓ are always at least 5.
Theorem 3.2. Let F be an algebraially losed eld, r ≥ 1, n ≥ 2, let ℓ be
the smallest prime divisor of n, and
m =
{
n if (3.1) holds or r = 1,
ℓ otherwise.
(3.3)
Then the following hold.
(i) Dr,n has dimension
dimDr,n =
(
r + n/m
r
)
+m− 1.
(ii) If r ≥ 2, then Ir,n is a dense open subset of P=r,n, of dimension
(
r+n
r
)
.
(iii) We assume that r ≥ 2. Then Dslr,n = ∅ if n is prime, and otherwise
dimDslr,n =
(
r + n/ℓ
r
)
+ ℓ− 1.
Proof. The laim (i) for r = 1 follows from (2.3), and we assume r ≥ 2 in
the remainder of the proof.
(i) Eah γr,n,e is a polynomial map, and we have
(3.4) dim imγr,n,e ≤ dimP=1,e + dimP 0r,n/e = br,n/e + e− 1.
We let E = {e ∈ N : 1 < e | n} be the index set in (2.5). When n is prime,
then e = n = ℓ is the only element of E, and the upper bound dimDr,n ≤ r+n
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Figure 3.1: An example of ur,n, for r = 2 and n = 10, with ℓ = 2, ℓ
∗ = 5
2
,
s0 =
√
10 ≈ 3.16, and ℓ0 = 1 +
√
6 ≈ 3.45.
in (i) follows. We may now assume that n is omposite. We onsider the right
hand side in (3.4) as the funtion
(3.5) ur,n(e) = br,n/e + e− 1
of a real variable e on the interval [1, n]. See Figure 3.1 for an example. We
laim that
(3.6) ur,n(m) = max
e∈E
ur,n(e).
The upper bound in (i) follows from this. The seond derivative
∂2ur,n
∂e2
(e) =
n
e3 · r!
∑
1≤i≤r
(
n
e
∑
1≤j≤r
j 6=i
∏
1≤k≤r
k 6=i,j
(k +
n
e
) + 2
∏
1≤j≤r
j 6=i
(j +
n
e
)
)
is positive on [1, n], so that ur,n is onvex. In partiular, ur,n takes its maximum
on the interval [ℓ, n] at one of the two endpoints.
For (3.6), we start with the ase r ≥ 3 and laim that ur,n(ℓ) ≥ ur,n(n).
Setting s0 =
√
n, we have
ur,n(s0)− ur,n(n) =
(
r + s0
r
)
+ s0 − 1− (r + s20).
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Now we replae s0 by a real variable s, and set
vr(s) =
(
r + s
r
)
+ s− 1− (r + s2).
Then
(3.7) vr(2) = (r
2 + r − 4)/2 > 0,
sine r ≥ 2. Furthermore, we have
∂vr
∂s
(s) =
1
r!
∑
1≤i≤r
∏
1≤j≤r
j 6=i
(j + s) + 1− 2s.
Expanding the produt, we nd that the oeient in the sum of the linear
term in s equals
∑
1≤i≤r
∑
1≤j≤r
j 6=i
∏
1≤k≤r
k 6=i,j
k = r!
∑
1≤i,j≤r
j 6=i
1
i · j ≥ r! · 2 · (
1
1 · 2 +
1
1 · 3 +
1
2 · 3) = 2 · r!,
sine r ≥ 3. Thus
∂vr
∂s
(s) ≥ 0,
and together with (3.7) this implies vr(s) > 0 for all s ≥ 2. Sine n is omposite,
we have 2 ≤ ℓ ≤ √n = s0 < n, and from the above we have
ur,n(ℓ) ≥ ur,n(s0) ≥ ur,n(n).
Sine m = ℓ, this shows the laim (3.6) and the upper bound in (i).
For the ase r = 2, we observe that
(3.8) u2,n(ℓ)− u2,n(n) = (n− ℓ)(n+ 4ℓ− 2ℓ
2)
2ℓ2
is nonnegative if and only if ℓ ≤ ℓ0, where ℓ0 = 1 + 12
√
2n+ 4 is the positive
root of the quadrati fator. Furthermore, we note that
(3.9) u2,n(n) > u2,n(ℓ)⇐⇒ ℓ > ℓ0 ⇐⇒ n/ℓ < 2ℓ− 4⇐⇒ n/ℓ ≤ 2ℓ− 5,
ℓ20 = n/2 +
√
2n+ 4 + 2 > n/2.
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If the onditions in (3.9) hold, there is at most one other prime fator of n
besides ℓ, so that n/ℓ is prime and (3.1) holds. (3.6) follows in this ase, and
also otherwise beause of the equivalenes in (3.9).
We have now shown one inequality in (i), namely that dimDr,n ≤ ur,n(m).
For (ii), we laim that ur,n(m) < ur,n(1) = dimP
=
r,n. Sine 1 < m ≤ n and ur,n
is onvex, it is suient to show that
r + n = ur,n(n) < ur,n(1) =
(
r + n
r
)
.
The inequality is equivalent to
r! < (r + n− 1)r−1,
where ar = a · (a − 1) · · · (a − r + 1) is the falling fatorial (or Pohhammer
symbol). This is valid for n = 2 sine 2 < r + 1, and the right hand side is
monotonially inreasing in n, so that the laim is proven.
It follows that Dr,n is ontained in a proper losed subset of P
=
r,n, and there
is a dense open subset onsisting of indeomposable polynomials, whih is
(ii). This fat also holds in eah P=r,n/e, and in P
0
r,n/e by Remark 2.6. From
the uniqueness of normal deompositions with indeomposable right fator
(Fat 2.4) we onlude that eah ber of the restrition of γr,n,e to P
=
1,e × I0r,n/e
onsists of a single point. Thus equality holds in (3.4), and (i) is also proven.
(iii) For superlinear ompositions, we have Dslr,n = ∅ if n is prime, and now
may assume n to be omposite. The maximal value allowed for e in (2.7) is
n/ℓ. Thus (iii) follows from (i) when m < n. For r = 2,
(3.10) u2,n(ℓ)− u2,n(n/ℓ) = (n− ℓ
2)(n+ ℓ2 + ℓ)
2ℓ2
is always nonnegative, so that
dimDsl2,n = dim imγ2,n,ℓ = u2,n(ℓ).
Together with the uniqueness of Fat 2.4, this proves (iii) also for r = 2. 
4. Counting deomposables over nite elds
The goal in this setion is to approximate the number of multivariate deom-
posables over a nite eld, with a good relative error bound.
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Over a nite eld F = Fq with q elements, we have
#P=r,n = q
br,n − qbr,n−1 = qbr,n(1− q−br−1,n),
#P 0r,n =
#P=r,n
q · (q − 1) = q
br,n−2
1− q−br−1,n
1− q−1 .
The proof of the following estimate of #Dr,n involves several ase distin-
tions whih are reeted in the somewhat ompliated statement of the theo-
rem. A simplied version is presented in Corollary 4.22 below.
Theorem 4.1. Let F = Fq be a nite eld with q elements, r ≥ 2, ℓ the
smallest prime divisor of n ≥ 2, and m as in (3.3). We set
αr,n = q
(r+n/mr )+m−1(1− q−(r−1+n/mr−1 )),(4.2)
cr,n,1 = ℓ− 3,
cr,n,2 = ℓ− 2,
cr,n,3 =
(
r + 1
2
)
− 2,
cr,n,4 =
(
r − 1 + n/ℓ
r − 1
)
− 1,
(4.3) βr,n =


0 if n is prime,
2q−cr,n,1(1− q−n/ℓ−1)
1− q−2 if (3.1) holds,
2q−cr,n,2 if r = 2 and n/ℓ = 2ℓ− 3 is prime,
q−cr,n,3 if n = 4,
2q−cr,n,4
1− q−1 otherwise.
Then the following hold.
(i)
|#Dr,n − αr,n| ≤ αr,n · βr,n.
(ii)
#Ir,n ≥ #P=r,n − 2αr,n.
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(iii) We set
αslr,n =


0 if n is prime,
q(
2+n/ℓ
2 )+ℓ−1(1− q−n/ℓ−1) if (3.1) holds,
αr,n otherwise,
βslr,n =


q−(n+ℓ
2+ℓ)(n−ℓ2)/2ℓ2
if (3.1) holds and n > ℓ2,
q−(n+ℓ−2)/2 if (3.1) holds and n = ℓ2,
βr,n otherwise.
Then
(4.4)
∣∣#Dslr,n − αslr,n∣∣ ≤ αslr,n · βslr,n.
(iv) #Islr,n ≥ #P=r,n − 2αslr,n.
Proof. The proof of (i) and (ii) proeeds in three stages: an upper bound
on deomposables, a lower bound on indeomposables, and a lower bound on
deomposables. Eah stage depends on the previous one.
Aording to (4.3), we have to distinguish ve ases:
i ondition for ase i m cr,n,i
0 n prime n
1 r = 2, n/ℓ ≤ 2ℓ− 5 prime n ℓ− 3
2 r = 2, n/ℓ = 2ℓ− 3 prime ℓ ℓ− 2
3 n = 4 ℓ
(
r + 1
2
)
− 2
4 otherwise ℓ
(
r − 1 + n/ℓ
r − 1
)
− 1
In the rst stage, for a divisor e of n, we have
# imγr,n,e ≤ #P=1,e ·#P 0r,n/e = qbr,n/e+e−1(1− q−br−1,n/e),
and thus with ur,n from (3.5)
(4.5) #Dr,n ≤
∑
1<e|n
# imγr,n,e ≤
∑
1<e|n
qur,n(e)(1− q−br−1,n/e).
We write u for ur,n and ci for cr,n,i, and reall E = {e ∈ N : 1 < e | n}.
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If n is prime, then E = {n}, m = ℓ = n (see (3.3)), and eah right hand
omponent h in a deomposition is linear, hene indeomposable. It follows
from Fat 2.4 that γr,n,n is injetive, Dr,n = imγr,n,n, and #Dr,n = αr,n. All
laims follow in this ase.
In the rst stage, we may use the following blanket assumptions and nota-
tions:
(4.6) r ≥ 2, a = n/ℓ ≥ √n ≥ ℓ ≥ 2, a2 ≥ n ≥ 2ℓ ≥ ℓ+ 2.
We rst explain our general strategy for the upper bound
(4.7) #Dr,n ≤ αr,n(1 + βr,n)
in (i). From (3.6) we know that the maximal value of u ours at e = m. By
the onvexity of u, eah value is assumed at most twie, and we an majorize
the sum in (4.5) by twie a geometri sum. However, this would provide an
unsatisfatory error estimate, and we want to show that the dierene between
u(m) and the other values u(e) with e ∈ E is suently large. We abbreviate
w =
1− q−br−1,n/ℓ
1− q−br−1,n/m ,
dene δ, µ, and β in (4.8), and laim that for any c the following impliation
holds:
(4.8)
c ≤ δ = mine∈Er{m}(u(m)− u(e))
µ = min{#E − 1, 2
1−q−1
}
β = µwq−c

⇒ #Dr,n ≤ αr,n(1 + β).
In our four ases, c will be instantiated by c1, c2, c3, and c4. We note that
µ ≤ 4. In order to prove the laim, we note that
u(e)− u(m) ≤ −c
for all e ∈ Er{m}. Sine br−1,k is monotonially inreasing in k and n/e ≤ n/ℓ,
we have
1− q−br−1,n/e ≤ 1− q−br−1,n/ℓ
for all e ∈ E. Using this estimate for all e 6= m and the fat that the onvex
funtion u takes any of its values at most twie, we nd that
q−u(m)
∑
e∈E
qu(e)(1− q−br−1,n/e) < (1 + 2w
∑
i≤−c
qi) · (1− q−br−1,n/m)
= (1 +
2wq−c
1− q−1 ) · (1− q
−br−1,n/m).
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Also, sine E r {m} has #E − 1 elements, we nd
q−u(m)
∑
e∈E
qu(e)(1− q−br−1,n/e) ≤ (1 + (#E − 1)wq−c) · (1− q−br−1,n/m).
Using (4.5) we onlude that
#Dr,n ≤ qu(m)(1− q−br−1,n/m) · (1 + µwq−c) = αr,n(1 + β),(4.9)
as laimed. It then remains to see that β ≤ βr,n.
We now turn to our four ases. In ase 1, (3.1) holds, E = {ℓ, n/ℓ, n},
r = 2, ℓ ≥ 5, m = n, and
w =
1− q−n/ℓ−1
1− q−2 .
Now (3.10) says that
u(ℓ)− u(n/ℓ) = (n− ℓ
2)(n+ ℓ2 + ℓ)
2ℓ2
≥ 0,
so that u(e) ≤ u(ℓ) for all e ∈ E r {m} = {ℓ, n/ℓ}, and by (3.8)
δ = u(n)− u(ℓ) = 1
2
(
n
ℓ
− 1)(2ℓ− 4− n
ℓ
) > 0.
The two right hand fators are positive integers. If the seond one equals 1,
then
δ =
1
2
(2ℓ− 5− 1) = ℓ− 3 = c1.
Otherwise, δ ≥ n/ℓ − 1 ≥ ℓ − 1 > ℓ − 3 = c1. Thus the assumptions in (4.8)
hold with c = c1, and sine #E ≤ 3, we have µ ≤ 2 and β ≤ 2wq−c = βr,n.
This shows (4.7) in ase 1.
In ase 2, we have E = {ℓ, 2ℓ− 3, n}, m = ℓ, and
u(ℓ)− u(n) = ℓ− 2,
u(ℓ)− u(2ℓ− 3) = 1
2
(ℓ− 3)(3ℓ− 2).
The minimum of these two values is ℓ − 2 when ℓ ≥ 5. Then δ = ℓ − 2 = c2,
and furthermore µ = 2 and w = 1. This implies (4.7) in ase 2, when ℓ ≥ 5.
For ℓ = 3, we have n = 9, E = {3, 9}, u(3) = 12, u(9) = 11, δ = 1 = ℓ−2 = c2,
µ = 1, and w = 1. Thus β = q−c2 < βr,n, and (4.7) again holds.
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In ase 3, we have E = {2, 4}, ℓ = m = 2, w = µ = 1,
δ = u(2)− u(4) =
(
r + 1
2
)
− 2 = c3 ≥ 1,
and (4.7) holds.
In ase 4, we have m = ℓ < n, and introdue ℓ∗ = nℓ/(n − ℓ) ∈ Q. (ℓ∗ is
not an integer unless n is 4 or 6.) We rst laim that
u(n) ≤ u(ℓ∗).(4.10)
We start with the subase r ≥ 3 and have to show that
(4.11)
(
r + a− 1
r
)
+
n
a− 1 − 1 = u(ℓ
∗) ≥ u(n) = r + n.
We rst treat the subase a ≥ 5. Then a3 ≥ 3a2 + 4a + 12, so that the rst
inequality in
(4.12)
1
a− 1
(
r + a− 2
a− 2
)
=
1
r + a− 1
(
r + a− 1
r
)
≥ 1 + a
2
r + a− 1 ≥ 1 +
n
r + a− 1
is valid for r = 3, and for all r ≥ 3 sine the left hand side is monotonially
inreasing and the right hand side dereasing in r. Using (4.6), this yields
(4.11).
In the remaining subase r ≥ 3 and a ≤ 4, we have n ∈ {4, 6, 8, 9}. Case
3 overs n = 4. The inequality between the outer terms in (4.12) holds for
the following values of (r, n): (4, 6), (3, 8), and (4, 9), and by monotoniity for
these values of n and any larger r. One heks (4.11) for (3, 6) and (3, 9).
We next have the subase r = 2 and a ≥ 3. Then
u(n)− u(ℓ∗) = a− 2
2a− 2 · (2n− a
2 − 2a+ 3),(4.13)
u(n) > u(ℓ∗)⇐⇒ 2aℓ = 2n > a2 + 2a− 3
⇐⇒ 2ℓ > a + 2− 3
a
⇐⇒ 2ℓ ≥ a+ 2⇐⇒ 2ℓ− 2 ≥ a.
By assumption, (3.1) does not hold, and if (4.13) is positive, then 2ℓ−4 ≤ a ≤
2ℓ− 2 follows. If a is even, then ℓ = 2, and one nds that n = 4, whih is ase
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3. So the only remaining possibility is a = 2ℓ− 3. Sine eah prime divisor of
a is at least ℓ, a is prime. But this is ase 2, and therefore (4.10) holds.
For the remaining possibility a = 2, we nd ℓ = 2 and n = 4, whih has
been dealt with. We onlude that (4.10) always holds in ase 4.
We have
ℓ2 + 2ℓ < 2n
for all n 6= 4, sine this follows from n ≥ ℓ2 when ℓ ≥ 3, and also for ℓ = 2.
This implies that
ℓ∗ − ℓ = ℓ
n/ℓ− 1 < 2.
For any e ∈ E r {ℓ}, we have ℓ < e ≤ n and n/e < n/ℓ. These values are both
integers, so that
n
e
≤ n
ℓ
− 1 = n
ℓ∗
.
Thus ℓ∗ ≤ e ≤ n for all e ∈ E r {ℓ}. By (4.10) and the onvexity of u, the
maximal value of u(e) for these e is at most max{u(ℓ∗), u(n)} = u(ℓ∗). In (4.8)
we have
δ ≥ u(ℓ)− u(ℓ∗) =
(
r + n/ℓ
r
)
−
(
r − 1 + n/ℓ
r
)
+ ℓ− ℓ∗
=
(
r − 1 + n/ℓ
r − 1
)
+ ℓ− ℓ∗ > c4 + 1− 2 = c4 − 1.
Sine δ and c4 are integers, we also have δ ≥ c4. Furthermore, we have w = 1
and µ ≤ 2(1 − q−1)−1, so that β ≤ βr,n. Then the assumptions in (4.8) hold
with c = c4, and (4.7) follows.
In the next stage, we derive the lower bound in (ii) on the number #Ir,n of
indeomposable polynomials. The previous results yield
#P=r,n −#Ir,n = #Dr,n ≤ αr,n(1 + βr,n).
The laim in (ii) is that the last expression is at most 2αr,n, that is, βr,n ≤ 1.
Again, we distinguish aording to our four ases.
For ase 1, we have ℓ ≥ 5 and (1− q−2)−1 ≤ 4/3, and thus βr,n < 83q−ℓ+3 ≤
8
3
· 2−2 < 1.
In ase 2, we have ℓ ≥ 3 and
βr,n = 2q
−ℓ+2 ≤ q−ℓ+3 ≤ 1.
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In ase 3, we have c3 =
(
r+1
2
)− 2 ≥ 1 > 0 and βr,4 = q−c3 < 1.
In ase 4, we have βr,n ≤ 4q−c4 ≤ q2−c4, so that it is suient to show that
c4 ≥ 2. We have r, a ≥ 2 and
c4 + 1 =
(
r − 1 + a
r − 1
)
≥
(
r + 1
r − 1
)
=
r · (r + 1)
2
≥ 3.
This onludes the proof of (ii).
In the last stage, we estimate the number of deomposable polynomials from
below. The idea is obvious: we take the largest type of deomposable polyno-
mials, as identied above, and then use only indeomposable polynomials as
right omponents, so that the uniqueness property of Fat 2.4 applies. We set
I0r,n = Ir,n ∩ P 0r,n.
By Remark 2.6 and (ii), we have
#I0r,n = #Ir,n ·
#P 0r,n
#P=r,n
≥ (#P
=
r,n − 2αr,n) ·#P 0r,n
#P=r,n
= (1− 2αr,n
#P=r,n
)
qbr,n−2(1− q−br−1,n)
1− q−1 .
Thus
#Dr,n ≥ #γr,n,m(P=1,m × I0r,n/m) = #(P=1,m × I0r,n/m)
≥ qbr,n/m+m−1(1− 2αr,n/m
#P=r,n/m
)(1− qbr−1,n/m) = αr,n · (1−
2αr,n/m
#P=r,n/m
).
In the ases 2 and 3, n/m is prime, βr,n/m = 0, and we ould replae
the fator 2 in the last expression by 1; however, we do not need this in the
following. In order to prove the lower bound in (i), we proeed aording to
our four ases. In ase 1, we have r = 2, (3.1) holds, m = n, and
(4.14) #Dr,n ≥ # imγr,n,n = #(P=1,n × P 0r,1) = αr,n.
For the remaining three ases, we have m = ℓ and laim that
(4.15)
2αr,n/ℓ
#P=r,n/ℓ
≤ βr,n,
from whih the lower bound follows:
#Dr,n ≥ αr,n · (1−
2αr,n/ℓ
#P=r,n/ℓ
) ≥ αr,n · (1− βr,n).
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We denote by m∗ the quantity dened in (3.3) for the argument a = n/ℓ
instead of n (and hene using the smallest prime divisor of n/ℓ instead of ℓ),
and set d = a/m∗ = n/ℓm∗. Thus m∗ is either a or its smallest prime divisor,
a = m∗d ≥ 2d ≥ 2, and
(4.16)
2αr,a
#P=r,a
=
2q−c
∗
(1− q−br−1,d)
1− q−br−1,a ≤ 2q
−c∗,
with
c∗ =
(
r + a
r
)
−
(
r + d
r
)
−m∗ + 1.
It is therefore suient for (4.15) to show
(4.17) 2q−c
∗ ≤ βr,n.
In ase 2, m∗ = a = n/ℓ = 2ℓ− 3 is prime, and
c∗ = (2ℓ− 1)(ℓ− 2) > ℓ− 2,
2q−c
∗
< 2q−(ℓ−2) = β2,n,
and (4.17) is satised.
In ase 3, we have n = 4, ℓ = 2, a = m∗ = 2, d = 1, c∗ =
(
r+1
2
) − 1, and
thus
2q−c
∗ ≤ q · q−(r+12 )+1 = βr,4.
In ase 4, we have
βr,n =
2q−c4
1− q−1 > 2q
−c4,
and it is suient for (4.17) to show that
(4.18) c∗ ≥ c4,
whih in turn amounts to showing that(
r − 1 + a
r
)
=
(
r + a
r
)
−
(
r − 1 + a
r − 1
)
≥
(
r + d
r
)
+m∗ − 2,(4.19)
using Pasal's identity. We prove this by indution on r ≥ 2. For r = 2, we
use a = m∗d ≥ m∗ ≥ 2. Thus
a2 + a− ( a
m∗
)2 − 3 a
m∗
=
a
(m∗)2
(
a((m∗)2 − 1) + (m∗)2 − 3m∗) ≥ 2m∗ − 2,
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sine the inequality holds for a = m∗ and the middle term is monotonially
inreasing in a for m∗ ≥ 2. It follows that
a2 + a ≥ ( a
m∗
)2 + 3
a
m∗
+ 2m∗ − 2,
whih implies (4.19) for r = 2.
For the indution step, we have a− 1 ≥ a/2 ≥ a/m∗ = d, and
(
r + a− 1
r
)
−
(
r + d
r
)
≥
(
r − 1 + a− 1
r − 1
)
−
(
r − 1 + d
r − 1
)
≥ m∗ − 2,
again by Pasal.
This nishes the proof of (i), and it remains to prove (iii) and (iv). We
may assume n to be omposite. Sine Dslr,n ⊆ Dr,n = Dslr,n ∪ imγr,n,n, the upper
bound on #Dr,n in (i) also holds for #D
sl
r,n, and the lower bound does unless
m = n. Thus (iii) and (iv) follow unless (3.1) holds, whih we now assume.
Sine n/ℓ ≥ ℓ, we have 1− q−n/ℓ−1 ≥ 1− q−ℓ−1. Using (3.10), we nd
#Dsl2,n ≤ #(P=1,ℓ × P 02,n/ℓ) + #(P=1,n/ℓ × P 02,ℓ)
= αsl2,n(1 + q
−(n+ℓ2+ℓ)(n−ℓ2)/2ℓ2 1− q−ℓ−1
1− q−n/ℓ−1 ) ≤ α
sl
2,n(1 + β
sl
2,n),
#Dsl2,n ≥ #(P=1,ℓ × I02,n/ℓ)
≥ #P=1,ℓ · (#P=2,n/ℓ − 2α2,n/ℓ) ·
#P 02,n/ℓ
#P=2,n/ℓ
= αsl2,n(1− 2q−(n+2ℓ)(n−ℓ)/2ℓ
2 1− q−2
1− q−n/ℓ−1 )
≥ αsl2,n(1− q−(n+2ℓ)(n−ℓ)/2ℓ
2+1)
> αsl2,n(1− βsl2,n).
If n = ℓ2, then Dsl2,n = imγ2,n,ℓ and
#Dsl2,n ≤ #(P=1,ℓ × P 02,ℓ) = αsl2,n,
#Dsl2,n ≥ #(P=1,ℓ × I02,ℓ) ≥ αsl2,n(1− βsl2,n
1− q−2
1− q−ℓ−1 ) ≥ α
sl
2,n(1− βsl2,n). 
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Remark 4.20. In the simple ase where n has exatly two prime fators and
r ≥ 2, it is easy to determine #Dr,n exatly. For n = ℓ2,
Dr,n = γr,n,ℓ(P
=
1,ℓ × I0r,ℓ) ∪ γr,n,n(P=1,n × I0r,1)
is a disjoint union. We have
#Dr,n =
{
αn + q
(n+5ℓ)/2(1− q−ℓ−1)− q2ℓ+1(1− q−r) if (3.1) holds,
αn + q
n+r(1− q−r)(1− q2ℓ−n−1) otherwise.
We set
β ′r,n =


q(−n+5ℓ−4)/2
1− q−ℓ−1
1− q−2 − q
−n+2ℓ−1
if (3.1) holds,
qn+r+1−(
r+n/ℓ
r )−ℓ (1− q
−r)(1− q2ℓ−n−1)
1− q−(r−1+n/ℓr−1 )
otherwise.
Then
#Dr,n = αr,n(1 + β
′
r,n).
This value is exat, in ontrast to the estimates of Theorem 4.1, and β
′
r,n
is often muh smaller than βr,n. The drawbak is that the values are more
ompliated, and an attempt to generalize this approah to more than two
prime fators of n does not seem to lead to manageable results.
If n > ℓ2 and n/ℓ is prime, then one nds similarly that
#Dr,n = q
br,n/ℓ+ℓ−1(1− q−br−1,n/ℓ) + qbr,ℓ+n/ℓ−1(1− qbr−1,ℓ)
+ qn+r(1− q−r)(1− 2qℓ+n/ℓ−n−1).
Here it is not even transparent whih of the summands is the dominating
one. However, using the ase distintion of (3.1), one again obtains a quantity
β
′
r,n, so that #Dr,n = αr,n(1+β
′
r,n). The previous remarks apply to this solution
as well.
Bodin et al. (2009b) obtain an equivalent result, in a dierent language.
They also show that #Ir,n/#P
=
r,n → 1 as n → ∞ (see Theorem 4.1(ii)), and
some results similar to those of Theorem 4.1(i) when either r = 2 or n has at
most two prime fators. Their methods do not lead to a unied formula as
in Theorem 4.1(i), and the error bounds are weaker than the present ones by
fators of O(n) or O(q).
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If u2,n(e) = u2,n(e
′) never happened for distint divisors e, e′ ≥ 2 of n, we
ould save a fator of 2 in β2,n. However, if we take two arbitrary positive
integers k ≥ 2 and m, set e = 2km2 + 2m2 + 3m, e′ = ke, and n = 2mke, then
e < e′ and u2,n(e) = u2,n(e
′). The smallest suh hoie gives n = 36, e = 9,
e′ = 18.
We an unify ases 2 and 4 in (4.3), and the other ases t in trivially. We
set
(4.21)
cr,n,5 =
1
2
(
r − 1 + n/ℓ
r − 1
)
− 1,
β∗r,n =
2q−cr,n,5
1− q−1 .
Corollary 4.22. Let Dr,n be the set of deomposable polynomials of degree
n ≥ 2 in r ≥ 2 variables over Fq, and αr,n and β∗r,n as in (4.2) and (4.21),
respetively. Then
|#Dr,n − αr,n| ≤ αr,n · β∗r,n.
Proof. It is suient to show that βr,n ≤ β∗r,n in all ases. This is an easy
alulation. 
How lose is our relative error estimate βr,n to being exponentially deaying
in the input size? In the general ase 4 of (4.3), βr,n is about q
−c4
with c4
approximately br−1,n/ℓ =
(
r−1+n/ℓ
r−1
)
. (4.21) and Corollary 4.22 relate also the
speial ases to this.
The (usual) dense representation of a polynomial in r variables and of degree
at most n requires br,n =
(
r+n
r
)
monomials, eah of them equipped with a
oeient from Fq, using about log2 q bits. Thus the total input size is about
log2 q · br,n bits. Now log2 q · br,n/ℓ diers from log2 βr,n by a fator of 1 + nrℓ .
Furthermore, n and n/ℓ are polynomially related, sine n > n/ℓ ≥ √n. Up to
these polynomial dierenes (in the exponent), βr,n is exponentially deaying
in the input size. Furthermore βr,n is exponentially deaying in any of the
parameters r, n and log2 q, when the other two are xed.
We ompare our results to those of von zur Gathen (2008) on the number
#Rn of reduible and #En of relatively irreduible (irreduible and not ab-
solutely irreduible) bivariate polynomials. Ignoring small fators and speial
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ases like (3.1), we have for omposite n
#Rn ≈ q(
n+2
2 )−n+1
#En ≈ q(
n+2
2 )−
n2(ℓ−1)
2ℓ
#D2,n ≈ q(
n/ℓ+2
2 )+ℓ−1.
The rst exponent is always greater than the third one, and for the seond
and third ones we have(
n+ 2
2
)
− n
2(ℓ− 1)
2ℓ
−
(
n/ℓ+ 2
2
)
− ℓ+ 1 = (ℓ− 1)(n
2 + 3nℓ− 2ℓ2)
2ℓ2
> 0.
In other words, there are many more reduible or relatively irreduible bivariate
polynomials than deomposable ones, as one would expet.
5. Aknowledgements
I appreiate the interesting disussions with Arnaud Bodin, Pierre Dèbes, and
Salah Najib about the topi, and in partiular the hallenges that the prelimi-
nary version of Bodin et al. (2009b) posed.
A rst version of this paper is in von zur Gathen (2008a). The work was
supported by the B-IT Foundation and the Land Nordrhein-Westfalen.
Referenes
Arnaud Bodin, Pierre Dèbes & Salah Najib (2009b). Indeomposable polyno-
mials and their spetrum. To appear in Ata Arithmetia.
Jean-Charles Faugère & Ludovi Perret (2008). High Order Derivatives and
Deomposition of Multivariate Polynomials. In Extended Abstrats of the Seond
Workshop on Mathematial Cryptology WmC 08, Álvar Ibeas & Jaime Gutiérrez,
editors, 9093. URL http://grupos.unian.es/ama/wm-2008/.
Joahim von zur Gathen (1990). Funtional Deomposition of Polynomials: the
Tame Case. Journal of Symboli Computation 9, 281299.
Joahim von zur Gathen (2008a). Counting deomposable multivariate polyno-
mials. Preprint, 21 pages. URL http://arxiv.org/abs/0811.4726.
Joahim von zur Gathen (2008b). Counting deomposable univariate polynomi-
als. Preprint, 67 pages. URL http://arxiv.org/abs/0901.0054.
Counting deomposable multivariate polynomials 21
Joahim von zur Gathen (2008). Counting reduible and singular bivariate
polynomials. Finite Fields and Their Appliations 14(4), 944978. URL http://
dx.doi.org/10.1016/j.ffa.2008.05.005. Extended abstrat in Proeedings of the
2007 International Symposium on Symboli and Algebrai Computation ISSAC2007,
Waterloo, Ontario, Canada (2007), 369-376.
Joahim von zur Gathen, Jaime Gutierrez & Rosario Rubio (2003).
Multivariate polynomial deomposition. Appliable Algebra in Engineering, Com-
muniation and Computing 14, 1131. URL http://dx.doi.org/10.1007/
s00200-003-0122-8. Extended abstrat in Proeedings of the Seond Workshop on
Computer Algebra in Sienti Computing, CASC '99, Münhen, Germany (1999),
463-478.
Joahim von zur Gathen, Alfredo Viola & Konstantin Ziegler (2009).
Exat ounting of reduible multivariate polynomials. In preparation.
Mark William Giesbreht (1988). Complexity Results on the Funtional Deom-
position of Polynomials. Tehnial Report 209/88, University of Toronto, Department
of Computer Siene, Toronto, Ontario, Canada.
Joahim von zur Gathen
B-IT
Universität Bonn
D-53113 Bonn
gathenbit.uni-bonn.de
http://ose.bit.uni-bonn.de/
