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Radiative Lifetimes of Excitons and Trions in Monolayers of Metal Dichalcogenide
MoS2
Haining Wang, Changjian Zhang, Weimin Chan, Christina Manolatou, Sandip Tiwari, Farhan Rana
School of Electrical and Computer Engineering, Cornell University, Ithaca, NY 14853∗
We present results on the radiative lifetimes of excitons and trions in a monolayer of metal
dichalcogenide MoS2. The small exciton radius and the large exciton optical oscillator strength
result in radiative lifetimes in the 0.18-0.30 ps range for excitons that have small in-plane momenta
and couple to radiation. Average lifetimes of thermally distributed excitons depend linearly on the
exciton temperature and can be in the few picoseconds range at small temperatures and more than
a nanosecond near room temperature. Localized excitons exhibit lifetimes in the same range and
the lifetime increases as the localization length decreases. The radiative lifetimes of trions are in
the hundreds of picosecond range and increase with the increase in the trion momentum. Average
lifetimes of thermally distributed trions increase with the trion temperature as the trions acquire
thermal energy and larger momenta. We expect our theoretical results to be applicable to most
other 2D transition metal dichalcogenides.
I. INTRODUCTION
The unique electrical and optical properties of Two
dimensional (2D) metal dichalcogenides (TMDs) have
made them interesting for a variety of different appli-
cations1–7. Particularly distinguishing features of 2D
metal dichalcogenides are the large exciton and trion
binding energies in these materials. The exciton and
trion binding energies in 2D chalcogenides are almost
an order of magnitude larger compared to other bulk
semiconductors1,3,4,8,10,11. The large exciton and trion
binding energies imply that many body interactions play
an important role in determining the optical properties
of these materials. For most optoelectronic applications,
knowing the radiative lifetimes of elementary excitations
is critical. Excitons and trions in metal dichalcogenides
have small radii and, therefore, large oscillator strengths
and, consequently, one expects their radiative lifetimes
to be particularly short.
In recent work8, we quantitatively determined the os-
cillator strengths of excitons and trions in monolayer
metal dichalcogenide MoS2 from the experimentally mea-
sured optical absorption spectra. Our work showed that
the traditional Wannier-Mott exciton model9, with a few
modifications, is able to describe the excitons and trions
fairly well in 2D dichalcogenides. The applicability of the
Wannier-Mott model for excitons in dichalcogenides was
also found recently by Chernikov et al.11. In this paper
we report the radiative lifetimes of excitons and trions.
Our results show that the small exciton radius and the
large exciton optical oscillator strength in MoS2 monolay-
ers result in radiative lifetimes in the 0.18-0.30 ps range
for small in-plane momentum excitons. These lifetimes
are almost two orders of magnitude shorter than those
of 2D excitons in III-V semiconductor quantum wells16.
Average exciton lifetimes in a thermal ensemble depend
linearly on the exciton temperature, as is expected for ex-
citons in 2D16. Localized excitons exhibit lifetimes that
increase with the decrease in the localization length Lc
as ∼L−2c and can exceed a nanosecond for localization
lengths smaller than ∼1 nm. In the case of trions we
find that the radiative lifetimes are in the hundreds of
picosecond range and increase with the increase in the
trion momentum. Average lifetimes of thermally dis-
tributed trions increase with the trion temperature as
the trions acquire thermal energy and larger momenta.
We also find that in highly doped samples at low temper-
atures the average trion lifetimes can become very long
because the carrier (electron or hole) that is left behind
when a trion recombines has difficulty finding an unoc-
cupied state in the band. Our results also show that in
many commonly encountered experimental situations the
ensemble averaged radiative lifetimes of thermally dis-
tributed excitons and trions can be comparable. In the
main text of the paper we have used Fermi’s golden rule
to obtain radiative rates. In the Appendix, we show that
a many-body Green’s function approach gives the same
results and also shows that, contrary to recent sugges-
tions32,33, exciton dispersion within the light cone is not
modified as a result of long-range exchange interactions.
Although the discussion in this paper focuses on MoS2
monolayers, the analysis and the results presented here
are expected to be relevant to all 2D metal dichalco-
genides (TMDs), and are expected to be useful in design-
ing metal dichalcogenide optoelectronic devices as well
as in helping to understand and interpret experimental
data22–24. Recent experimental results29–31 on the life-
times of excitons in TMD monolayers have yielded num-
bers that are in good agreement with the numbers calcu-
lated in this paper.
II. ENERGY BANDS IN MOS2
The valence band maxima and conduction band min-
ima in a MoS2 monolayer occur at the K and K
′
points in the Brillouin zone. Most of the weight in
the conduction and valence band Bloch states near
the K and K ′ points resides on the d-orbitals of M
atoms10,14,15. The spin up and down valence bands
2are split near the K and K ′ points by 0.1-0.2 eV due
to the spin-orbit-coupling10,14,15,20. In comparison, the
spin-orbit-coupling effects in the conduction band are
much smaller20. Assuming only d-orbitals for the con-
duction and valence band states, and including spin-
orbit coupling, one obtains the following simple spin-
dependent tight-binding Hamiltonian (in matrix form)
near the K(K ′) points14,[
∆/2 h¯vk−
h¯vk+ −∆/2 + λτσ
]
(1)
Here, ∆ is related to the material bandgap, σ = ±1
stands for the electron spin, τ = ±1 stands for the K
and K ′ valleys, 2λ is the splitting of the valence band
due to spin-orbit coupling, k± = τkx ± iky, and the ve-
locity parameter v is related to the coupling between the
orbitals on neighboring M atoms. From density func-
tional theories12,15, v ≈ 5−6×105 m/s. The wavevectors
are measured from the K(K ′) points. The d-orbital ba-
sis used in writing the above Hamiltonian are |dz2〉 and
(|dx2−y2〉+ iτ |dxy〉)/
√
214. We will use the symbol s for
the combined valley (τ) and spin (σ) degrees of freedom.
Defining ∆s as ∆−λτσ, the energies and eigenvectors of
the conduction and valence bands are14,19,
E c
v
,s(~k) =
λτσ
2
+ γ
√
(∆s/2)2 + (h¯vk)2 (2)
|v c
v
,~k,s〉 =
[
γ cos(θγ,~k,s/2)e
−iτφ~k/2
τ sin(θγ,~k,s/2)e
iτφ~k/2
]
(3)
Here, γ = 1 (or −1) stands for the conduction (or the
valence) band, φ~k is the phase of the wavevector
~k, and,
cos(θγ,~k,s) = γ
∆s
2
√
(∆s/2)2 + (h¯vk)2
= γα~k,s (4)
Near the conduction band minima and valence band max-
ima, the band energy dispersion is parabolic with effec-
tive masses, me and mh, for electrons and holes, respec-
tively. The momentum matrix element between the con-
duction and valence band states near K(K ′) points fol-
lows from the above Hamiltonian,
~Pvc,s(~k,~k) = 〈vv,~k,s| ~ˆP |vc,~k,s〉
= mov xˆ
[
α~k,s cos(τφ~k)− i sin(τφ~k)
]
+iτ mov yˆ
[
cos(τφ~k)− iα~k,s sin(τφ~k)
]
(5)
Here, mo is the free electron mass. Near the band ex-
trema, α~k,s → 1 and ~Pvc,s(~k,~k) → mov (xˆ + iτ yˆ)e−iτφk .
The Hamiltonian given above is accurate only near the
band edges. Later in this paper, we will need to modify
the Hamiltonian and obtain results that are also accurate
for large wavevectors.
III. EXCITON STATES
A. The Electron and Hole Hamiltonian
The Hamiltonian describing the electron states in the
conduction and valence bands is17,
Ho =
∑
~k,s
Ec,s(~k)c
†
~k,s
c~k,s +
∑
~k,s
Ev,s(~k)b
†
~k,s
b~k,s +Heh(6)
Here, c~k,s and b~k,s are the destruction operators for the
conduction band and valence band, respectively. The
Coulomb interactionHeh between the electrons and holes
is,
Heh =
1
A
∑
~k,~k′,~q,s,s′
V (~q)Fs,s′ (~k,~k
′, ~q)c†~k+~q,s
b†~k′−~q,s′
b~k′,s′c~k,s
(7)
V (~q) is the 2D Coulomb potential and equals e2/2ǫoǫ(~q)q.
The wavevector-dependent dielectric constant ǫ(~q) for
monolayer MoS2 is given by Zhang et al.
8 and Berkel-
bach et al.10. Fs,s′(~k,~k
′, ~q) is19,
Fs,s′(~k,~k
′, ~q) = 〈vc,~k+~q,s|vc,~k,s〉 〈vv,~k′−~q,s′ |vv,~k′,s′〉 (8)
Near the band extrema, where h¯vk << ∆s, one ob-
tains17,19,
Fs,s′(~k,~k
′, ~q) = ei(τφ~k+~q−τφ~k+τ
′φ~k′−τ
′φ~k′−~q)/2 (9)
Given the large bandgap of MoS2, the above approxi-
mation for the Coulomb matrix element has been found
numerically to be adequate to describe the lowest bound
exciton energy state in MoS2.
B. Exciton States with Non-Zero Momentum
We assume that the ground state |ψo〉 of the semicon-
ductor monolayer consists of a completely filled valence
band and a conduction band with an electron density
ne distributed according to the Fermi-Dirac distribution
fc(~k). The ground state thus belongs to a thermal ensem-
ble. A bright exciton state with in-plane momentum ~Q
can be constructed from the ground state as follows17,19,
|ψ~Q,s〉ex =
1√
A
∑
~k
ψ~Q,s(
~k)
N ~Q(
~k)
c†~k+λe ~Q,s
b~k−λh ~Q,s|ψo〉 (10)
Here, ψ~Q,s(
~k) is the exciton wavefunction. λe + λh = 1
in order to ensure that the above state has a momen-
tum ~Q. In the case of parabolic bands, λe = me/mex
and λh = mh/mex, where mex = me + mh is the
exciton mass. These values ensure minimum coupling
between the exciton relative and center-of-mass wave-
functions. For non-parabolic bands, these expressions
3for λ e
h
still hold provided the average values of the in-
verse electron and hole effective masses with respect
to the exciton relative wavefunction are used, as de-
scribed by Siarkos et al.18. For conduction and valence
bands with symmetric energy band dispersions, as in (2),
λe = λh = 0.5. The normalization factor N ~Q(
~k) equals√
1− fc(~k + λe ~Q). The exciton state is normalized such
that
{
ex〈ψ~Q,s|ψ~Q,s〉ex
}
th
= 1, where the curly brackets
represent averaging with respect to the thermal ensem-
ble. This normalization gives,
∫
d2~k
(2π)2
ψ∗~Q,s(
~k)ψ~Q,s(
~k) = 1 (11)
Using the exciton state given in (10) as a variational
state, the exciton wavefunction ψ~Q,s(
~k) is found to satisfy
the Hermitian eigenvalue equation,[
E¯c,s(~k + λe ~Q)− E¯v,s(~k − λh ~Q)
]
ψ~Q,s(
~k)
−
√
1− fc(~k + λe ~Q)
A
∑
~q
V (~q)Fs,s(~k − ~q + λe ~Q,~k − λh ~Q, ~q)
×ψ~Q,s(~k − ~q)
√
1− fc(~k − ~q + λe ~Q)
= Eex,s( ~Q)ψ~Q,s(
~k)
(12)
The Coulomb potential term is gauge-dependent, a fact
that has often been overlooked in the literature. If one
writes the exciton wavefunction as,
ψ~Q,s(
~k) = φ~Q,s(
~k)e
i(τφ~k+λe ~Q+τφ~k−λh ~Q
)/2
(13)
then, assuming the approximation in (9) for F , the ex-
citon wavefunction φ~Q,s(
~k) satisfies the eigenvalue equa-
tion8,10,17,[
E¯c,s(~k + λe ~Q)− E¯v,s(~k − λh ~Q)
]
φ~Q,s(
~k)
−
√
1− fc(~k + λe ~Q)
A
∑
~q
V (~q)φ~Q,s(
~k − ~q)
×
√
1− fc(~k − ~q + λe ~Q)
= Eex,s( ~Q)φ~Q,s(
~k) (14)
with an eigenvalue Eex,s( ~Q). Note that all the phase fac-
tors cancel out and do not appear in the exciton eigen-
value equation. The probability of finding an electron
and a hole at a distance ~r from each other in the ex-
citon state |ψ~Q,s〉ex is |φ~Q,s(~r)|2, where φ~Q,s(~r) is the
Fourier transform of φ~Q,s(
~k), and not of ψ~Q,s(
~k), which
also includes extra phase factors (see (13)). Although the
lowest energy exciton state (1s) considered in this paper
is not much affected by the Coulomb matrix element ap-
proximation in (9), the exact expression for the Coulomb
matrix element is needed to describe the effects of the
Berry’s phase on the higher exciton energy levels and
the resulting small energy splittings between the exciton
states of opposite angular momentum36,37.
If the exciton momentum ~Q is assumed to be small
(only excitons with very small momenta couple to radi-
ation), the ~Q dependence of the Fermi distributions can
be ignored in (14) and the band energy dispersions can
be Taylor expanded to express Eex,s( ~Q) as,
Eex,s( ~Q) = Eg,s − Eexb + h¯
2Q2
2mex
(15)
where, Eexb is the exciton binding energy and the
bandgap is Eg,s = Ec,s(~k = 0) − Ev,s(~k = 0). The en-
ergy Eex,s( ~Q) is measured with respect to the energy of
the ground state |ψo〉. The spin-valley subscript can be
dropped from Eex,s( ~Q) without causing confusion since
the fundamental exciton energies are the same in the two
valleys in TMDs.
C. Exciton Exchange Interactions, Self-Energy, and
Dispersion
Recently, it was suggested that exciton dispersion in
TMD monolayers is modified as a result of exchange in-
teractions resulting in Dirac cone like features32,33. The
most important exciton exchange interactions are long-
range dipole-dipole interactions and require retarded
electromagnetic potentials for an accurate description.
In Appendix IXA, we use a Green’s function approach
and show that the dispersion relation of excitons is not
modified within the light cone as a result of these in-
teractions and, therefore, exchange interactions can be
ignored when calculating the exciton radiative lifetimes.
IV. PHOTON EMISSION BY EXCITONS
A. Hamiltonian for Interaction with Photons
The quantized radiation field is9,
~A(~r) =
∑
~q,j
√
h¯
2ǫoωq
[
nˆj(~q)aj(~q) + nˆ
∗
j (−~q)a†j(−~q)
] ei~q.~r√
V
=
∑
~q,j
~A~q,j
ei~q.~r√
V
(16)
Here, nˆj for j = 1, 2 are the field polarization vectors and
aj(~q) is the field destruction operator for a mode with
wavevector ~q and frequency ωq. The interaction between
the electrons and photons is given by the Hamiltonian,
Hint =
∑
~q,j
H+j (~q) +H
−
j (~q) (17)
4where,
H−j (~q) =
e
mo
√
V
~A~q,j ·
∑
~k,s
~Pvc,s(~k + ~q‖, ~k)b
†
~k+~q‖,s
c~k,s
(18)
and H+j (~q) = [H
−
j (~q)]
†. We have expressed the field
wavevector ~q in terms of the in-plane component, ~q‖,
and the out-of-plane component, qz zˆ. The interaction
Hamiltonian used above ignores the quadratic vector po-
tential term38(see also Appendix IXA). This omission is
justified as long as one is interested in a resonant linear
optical processes.
B. Radiative Lifetime of Excitons
We assume a suspended MoS2 monolayer located in
the plane z = 0. Without losing generality, we restrict
ourselves to the valley τ = 1 where the top most valence
band is occupied by spin-up (σ = 1) electrons, and we will
drop the spin-valley index in the discussion that follows.
TMDs can have both bright and dark excitons. Dark
exciton states do not couple directly to radiation and will
not be considered here. We assume an initial state |ψ~Q〉ex
consisting of a bright exciton with in-plane momentum
~Q,
|ψ~Q〉ex =
1√
A
∑
~k
ψ~Q(
~k)
N ~Q(
~k)
c†~k+λe ~Q,↑
b~k−λh ~Q,↑|ψo〉 (19)
The final state consists of no exciton and one pho-
ton spontaneously emitted with wavevector −~q (where
~q = ~q‖ + zˆqz). Using Fermi’s golden rule, summing over
all possible final states, and assuming a finite phenomeno-
logical broadening (due to exciton scattering and/or po-
larization dephasing), we get for the spontaneous emis-
sion lifetime of the exciton,
1
τsp( ~Q)
=
2π
h¯
∑
~q,j
×
{∣∣∣〈ψo|〈−~q, j|H−j (~q)|0〉|ψ~Q〉ex∣∣∣2
}
th
× Γex/π
(Eex( ~Q)− h¯ωq)2 + Γ2ex
(20)
The matrix element involving H−j (~q) will be zero unless
−~q‖ = ~Q, due to in-plane momentum conservation. The
final result, after summing over the two possible polar-
izations of the emitted photon, can be written as,
1
τsp( ~Q)
= ηo
e2
m2o
|χex(~r = 0, ~Q)|2
∫ ∞
0
dqz
1√
Q2 + q2z
×
(
1 +
q2z
q2z +Q
2
)
Γex/π
(Eex( ~Q)− h¯
√
Q2 + q2zc)
2 + Γ2ex
(21)
Here, ηo is the free-space impedance, c is the speed of
light, and the function χex(~r, ~Q) is given as
8,
χex(~r, ~Q) =
∫
d2~k
(2π)2
~Pvc(~k − λh ~Q,~k + λe ~Q).xˆ ψ~Q(~k)
×
√
1− fc(~k + λe ~Q)ei~k.~r (22)
Any in-plane unit vector, other than xˆ, can be used in
the expression above and the angle-averaged momentum
matrix element will not depend on the specific choice.
χex(~r, ~Q) incorporates the reduction in the exciton os-
cillator strength due to Pauli-blocking and band-filling
effects8. Note that the phase factors in the definition of
ψ~Q(
~k) (see (13)) cancel out exactly near the band edge in
the expression for χex(~r, ~Q)
8. Equation (20) shows that
only excitons with momenta ~Q that satisfy,
h¯Qc < Eex( ~Q) = Eg − Eexb + h¯
2Q2
2mex
(23)
radiate efficiently, as expected for excitons in 2D21. This
implies that excitons in MoS2 with kinetic energy greater
than approximately (Eg − Eexb)2/(2mexc2) ∼ 3.5 µeV
will not radiate efficiently unless assisted by phonons or
impurities to provide in-plane momentum conservation.
Since the exciton radius in MoS2 is small, in the 7-10A˚
range8, accurate energy band dispersions and momentum
matrix elements are needed for large wavevectors (at least
a few nm−1) in order to accurately describe exciton os-
cillator strengths8. Following Zhang et al. 8, we use the
Lowdin approximation to a 4-band model proposed by
Kormanyos et al.15. This procedure adds the following
matrix to the Hamiltonian given earlier in (1),[
αk2 κk2+ − η2k2k−
κk2− − η2k2k+ βk2
]
(24)
The values of the parameters α, β, κ and η that best fit
density functional theory (DFT) results are 1.72 eVA˚2,
-0.13 eVA˚2, -1.02 eVA˚2, and 8.52 eVA˚3, respectively15.
The resulting angle-averaged wavevector-dependent in-
terband momentum matrix elements were given by Zhang
et al.8. In numerical calculations, we first compute ex-
citon wavefunctions and radii as a function of the dop-
ing for different ~Q using a variational technique8. The
procedure is iterated a few times to ensure that the op-
timal values of λ e
h
are used. The wavevector-dependent
momentum matrix elements are then used to obtain the
exciton radiative lifetimes. Figure 1 shows the radiative
lifetime of excitons as a function of the in-plane exciton
kinetic energy h¯Q2/2mex for different doping densities, 0
and 1013 1/cm2, and assuming Γex ≈ 20 meV. Excitons
with small kinetic energy have extremely short radiative
lifetimes in the 0.18-0.30 ps range. Such short radiative
lifetimes are due to the small exciton radii and, there-
fore, large exciton optical oscillator strengths in MoS2
8.
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FIG. 1: The radiative lifetime of excitons in suspended MoS2
monolayer is plotted as a function of the in-plane exciton ki-
netic energy h¯Q2/2mex for different doping densities ne (n-
doped sample). Zero in-plane momentum excitons have ex-
tremely short radiative lifetimes in the 0.18-0.30 ps range as
a result of the large optical oscillator strength of excitons in
MoS2 monolayer.
in Equation (22), reduces the exciton oscillator strength
when the doping increases. However, the exciton radius
also decreases when the doping increases, as shown by
Zhang et al.8. The combined effect is that the exciton os-
cillator strength and the radiative lifetime do not change
drastically with doping.
In most experimental situations, the radiative lifetime
of an ensemble of excitons is measured. An ensemble
can be created in different ways and could include both
bright and dark excitons. We assume a thermal ensem-
ble of only bright excitons. The procedure used to obtain
the average lifetime of the ensemble is described in Ap-
pendix IXB). Figure 2 shows the average radiative life-
time of thermally distributed excitons for different doping
densities ne (n-doped sample) as a function of the carrier
temperature (assumed to be the same for excitons and
unbound electrons). The exciton density is assumed to be
1010 1/cm2. The average lifetime increases linearly with
the temperature and is largely independent of the exciton
density (as long as the temperature is large enough, and
the exciton density is small enough, such that the exciton
chemical potential is several KT smaller than the lowest
exciton energy level). The average exciton radiative life-
time 〈τsp〉 can be related to the zero-momentum lifetime
τsp( ~Q = 0) by,
〈τsp〉 ≈ KT
Eo
τsp( ~Q = 0) for KT > Eo (25)
where, Eo, given approximately by (Eg−Eexb)2/2mexc2,
is the kinetic energy of the largest in-plane momentum
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FIG. 2: The average radiative lifetime of thermally dis-
tributed excitons is shown for different doping densities ne
(n-doped sample) as a function of the carrier temperature (as-
sumed to be the same for excitons and unbound electrons).
The exciton density is assumed to be 1010 1/cm2. The average
lifetime increases linearly with the temperature.
exciton that can radiate. Note that the value of Γex does
not affect the result for τsp( ~Q = 0) in any significant
way and nor does it affect the average exciton radiative
lifetime of a thermal ensemble.
C. Transverse and Longitudinal Excitons
Superpositions of exciton states from the two valleys
can be created such that these exciton states couple to
only the transverse (TE) or the longitudinal (TM) polar-
ized radiation fields. These longitudinal and transverse
exciton states, and their radiative lifetimes, are discussed
in Appendix IXA where we also discuss the dipole-dipole
exchange interactions between excitons.
V. PHOTON EMISSION BY TRIONS
A. Singlet Trion States with Non-Zero Momentum
A trion is formed when a photoexcited electron-hole
pair binds with an electron (or a hole) to form a nega-
tively (or a positively) charged complex. A trion state
can be bright or dark and can be a spin singlet or a
triplet. In this paper we consider only bright singlet tri-
ons8. Without losing generality, we restrict ourselves to
negatively charged trions (relevant to n-doped samples).
We also restrict ourselves to the case τ = 1 where the top
most valence band is occupied by spin-up (σ = 1) elec-
trons, and drop the spin-valley index. We define the trion
6mass as mtr = 2me+mh. As before, we assume that the
ground state |ψo〉 of the semiconductor consists of a com-
pletely filled valence band and a conduction band with
an electron density ne distributed according to the Fermi-
Dirac distribution. A bright singlet trion state with mo-
mentum ~Q can be constructed from the ground state as
follows,
|ψ~Q〉tr =
1
A
∑
~k1,~k2
ψ~Q(
~k1, ~k2)
N ~Q(
~k1, ~k2)
×
c†~k1,↓
c†~k2,↑
b~k1+~k2−ηh ~Q,↑|ψo〉 (26)
Here, the line under a vector, ~k, stands for ~k + ηe ~Q. ηe
and ηh equal me/mtr and mh/mtr, respectively. As in
the case of the exciton, the average values of the inverse
electron and hole effective masses with respect to the
trion relative wavefunction are used in these expressions.
The trion wavefunction ψ~Q(
~k1, ~k2) is symmetric in its
first two arguments. The normalization factorN ~Q(
~k1, ~k2)
equals, √
(1− fc(~k2))(1 − fc(~k1)) (27)
The trion wavefunction is normalized such that{
tr〈ψ~Q|ψ~Q〉tr
}
th
= 1, where the curly brackets represent
averaging with respect to the thermal ensemble. This
normalization gives,∫
d2 ~k1
(2π)2
d2 ~k2
(2π)2
ψ∗~Q(
~k1, ~k2)ψ~Q(
~k1, ~k2) = 1 (28)
If one writes the trion wavefunction as (including the
valley index τ),
ψ~Q,τ (
~k1, ~k2) = φ~Q(
~k1, ~k2)e
i(τφ~k1
+τφ~k2
+τφ~k1+~k2−ηh ~Q
)/2
(29)
then, assuming (9), and using the trion state given in (26)
as a variational state, the trion wavefunction φ~Q(
~k1, ~k2)
satisfies the Hermitian eigenvalue equation8,[
E¯c( ~k1) + E¯c( ~k2)
−E¯v( ~k1 + ~k2 − ηh ~Q)
]
φ~Q(
~k1, ~k2)
+
√
1− fc(~k1)
√
1− fc(~k2)
A
∑
~q
[
V (~q)φ~Q(
~k1 − ~q, ~k2 + ~q)
√
1− fc(~k1 − ~q)
√
1− fc(~k2 + ~q)
]
−
√
1− fc(~k1)
A
∑
~q
[
V (~q)φ~Q(
~k1 − ~q, ~k2)
√
1− fc(~k1 − ~q)
]
−
√
1− fc(~k2)
A
∑
~q
[
V (~q)φ~Q(
~k1, ~k2 − ~q)
√
1− fc(~k2 − ~q)
]
= Etr( ~Q)φ~Q(
~k1, ~k2) (30)
The trion energy Etr( ~Q) is measured with respect to the
energy of the ground state |ψo〉. Note that all the phase
factors cancel out and do not appear in the trion eigen-
value equation. For small trion momentum ~Q, the band
energy dispersions can be Taylor expanded and Etr( ~Q)
can be expressed as8,
Etr( ~Q) = Eg − Eexb − Etrb + h¯
2Q2
2mtr
(31)
where Etrb is the trion binding energy.
B. Radiative Lifetime of Trions
The interaction Hamiltonian given in Section IVA can
be used for trions as well. We assume that the initial state
is as given in (26). The final state consists of no trion,
one photon spontaneously emitted with momentum −~q
(~q = ~q‖ + zˆqz), and an electron left in the conduction
band that carries the momentum ~Q+ ~q‖. Using Fermi’s
golden rule, summing over all possible final states, and
assuming a finite broadening, we get for the spontaneous
emission lifetime of a trion,
1
τsp( ~Q)
=
πe2
ǫom2o
∫
d3~q
(2π)3
1
ωq
(
1 +
q2z
q2
)
×
∣∣∣∣
∫
d2~r1χtr(~r1, ~r2 = 0, ~q‖, ~Q)e
−i[~q‖+(mex/mtr)~Q].~r1
∣∣∣∣
2
×
[
1− fc( ~Q+ ~q‖)
] Γtr/π(
Etr( ~Q)− h¯
2| ~Q+~q‖|2
2me
− h¯ωq
)2
+ Γ2tr
(32)
where,
χtr(~r1, ~r2, ~q‖, ~Q) =
∫
d2 ~k1
(2π)2
∫
d2 ~k2
(2π)2
~Pvc( ~k2 + ~q‖, ~k2).xˆ
×e−iτφ~k1/2ψ~Q( ~k1, ~k2)
√
1− fc( ~k2) ei ~k1. ~r1+i ~k2. ~r2 (33)
Again note that any in-plane unit vector, other than
xˆ, can be used in the expression above and the angle-
averaged momentum matrix element will not depend on
the specific choice. χtr(~r1, ~r2, ~q‖, ~Q) incorporates the re-
duction in the trion oscillator strength due to Pauli-
blocking and band-filling effects8. Note that the phase
factors in the definition of ψ~Q(
~k1, ~k2) (see (29)) cancel out
exactly near the band edge in the expression above for
the trion lifetime8. In calculations, we first compute the
trion wavefunctions and radii as a function of the dop-
ing for different ~Q using a variational technique8, and
then use the wavevector dependent momentum matrix
elements to obtain the trion radiative lifetimes. Figure
3 shows the radiative lifetime of trions as a function of
7the in-plane trion kinetic energy h¯Q2/2mtr for different
doping densities (1011, 1012 and 5 × 1012 1/cm2), and
two different electron temperatures, 5 K and 300 K. The
trion lifetime increases with the trion kinetic energy be-
cause the squared matrix element involving χtr in (32)
decreases with the increase in the magnitude of ~Q. The
longer trion lifetime seen for small trion kinetic energies
at low temperatures and large doping densities is due to
the fact that the phase space for the electron, which got
left behind in the conduction band when the trion recom-
bined, is either not available or is much reduced near the
conduction band edge because of Pauli-blocking. Fig-
ure 4 shows the average radiative lifetime of thermally
distributed trions for different doping densities ne (n-
doped sample) as a function of the carrier temperature
(assumed to be the same for trions and unbound elec-
trons). The trion density ntr is assumed to be 10
10 1/cm2
and consists of only bright singlet trions. As the temper-
ature increases from zero, the average trion lifetime first
decreases, reaches a minimum value, and then increases.
The initial decrease in the lifetime with the tempera-
ture occurs because the phase space for the left-behind
electron near the conduction band bottom opens up as
the temperature increases and the electron density (from
the doping) shifts to higher energies. In lightly doped
samples this initial decrease occurs at very small tem-
peratures and might not be observable in experiments.
As the temperature increases further, the trions acquire
more thermal energy and their distribution spreads to
higher energies. Since trions with large kinetic energies
have longer lifetimes (as shown in Figure 3), the average
trion lifetime increases with the temperature. The in-
crease in the average trion lifetime with the temperature
is consistent with the experimental results for trions in
III-V semiconductor quantum wells28.
VI. EFFECTS OF LOCALIZATION
A. Radiative Lifetime of Localized Excitons
Since radiative rates of excitons are limited by momen-
tum conservation requirements, localization can enhance
or reduce radiative rates of excitons by broadening the
distribution of the center of mass momenta of the exciton
states21. Following Citrin et al.21, we consider excitons
localized in space in regions of size Lc. We assume that
the exciton wavefunction for the center of mass coordi-
nate in real and Fourier spaces is,
ψcom(~R) =
1√
πL2c
e−R
2/2L2c
ψcom( ~Q) =
√
4πL2ce
−Q2L2c/2 (34)
We again restrict ourselves to the case τ = 1 where the
top most valence band is occupied by spin-up (σ = 1)
electrons, and drop the spin-valley index. A localized
exciton state can be constructed from the ground state
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|ψo〉 using a superposition of exciton states of different
momenta,
|ψex〉 = 1
A
∑
~Q
ψcom( ~Q)
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FIG. 5: The radiative lifetime of a localized exciton in sus-
pended MoS2 monolayer is plotted as a function of the lo-
calization length Lc. Qo is the momentum of a photon of
energy equal to the exciton energy. In a MoS2 monolayer,
Qo ∼ 10
71/m. The dashed line represents, for reference, the
radiative lifetime of a free (unlocalized) exciton with zero in-
plane momentum ~Q. The doping density ne is assumed to be
zero.
c†~k+λe ~Q,↑
b~k−λh ~Q,↑|ψo〉 (35)
Assuming that the kinetic energy associated with the cen-
ter of mass coordinate is Ecom, the energy of the exciton
relative to the ground state |ψo〉 is,
Eex = Eg − Eexb + Ecom = h¯Qoc (36)
Here, we have defined Qo as the momentum of a photon
of energy equal to the exciton energy. As discussed be-
low, the product QoLc will govern the exciton radiative
lifetime. Ignoring, for simplicity, the ~Q dependence of the
function χex(~r, ~Q) (χex(~r, ~Q) ≈ χex(~r, ~Q = 0) since the
~Q dependence of χex(~r, ~Q) is weak and only excitons with
very small ~Q radiate) the spontaneous emission lifetime
of the localized exciton is,
1
τsp(Lc)
=
πe2
ǫom2o
|χex(~r = 0, ~Q = 0)|2
×
∫
d3~q
(2π)3
|ψcom(~q‖)|2
ωq
×
(
1 +
q2z
q2
)
Γex/π
(Eex( ~Q = ~q‖)− h¯ωq)2 + Γ2ex
(37)
Figure 5 shows the radiative lifetime of a localized exci-
ton in a suspended MoS2 monolayer as a function of the
localization length Lc. When Lc << Q
−1
o , the exciton
wavefunction spread in momentum space is larger than
Qo and the exciton does not radiate efficiently. In this
regime, the exciton lifetime increases with the decrease
in the localization length as,
τsp(Lc) ≈ τsp(
~Q = 0)
(QoLc)2
for QoLc ≪ 1 (38)
When Lc >> Q
−1
o , the exciton wavefunction in momen-
tum space is localized in a region smaller than Qo and the
exciton lifetime is essentially the same as that of a free
(unlocalized) exciton with near-zero momentum. The re-
sults in Figure 5 are quantitatively valid only if Lc is
larger than the exciton radius (∼1 nm) otherwise the rel-
ative wavefunction of the exciton state would also change
as a result of localization - an effect we have ignored.
In a MoS2 monolayer, Qo ∼ 1071/m. This means that
the relevant length scale against which to compare Lc is
∼100 nm. The temperature dependence of the exciton ra-
diative lifetime measured in experiments will depend on
the nature of localization. For example, if all the excitons
are strongly localized, and remain localized as the tem-
perature is increased, then no particular temperature de-
pendence of the average radiative lifetime is expected25.
The short lifetimes of weakly localized excitons in Figure
5 for QoLc > 0.1 (or Lc > 10 nm in MoS2), may not
be observed in experiments as the energy level spacings
in such large localizing regions are likely to be small and
the excitons could occupy higher energy levels after gain-
ing thermal energy and their ensemble averaged lifetime
would then exhibit the characteristics of free excitons.
VII. DISCUSSION
In this paper, we presented radiative lifetimes of exci-
tons and trions in MoS2 monolayers. The analysis pre-
sented here is also applicable to excitons and trions in
other metal dichalcogenides since the optical material
properties of sulfides and selenides of molybdenum and
tungsten relevant to the radiative lifetimes of excitons
and trions are not too different. Recent experimental re-
sults on the lifetimes of near-zero momentum excitons
in WSe2 monolayer have yielded numbers in the 150-250
fs range29–31 in good agreement with the numbers calcu-
lated in this paper for MoS2 (Figure 1). In addition, very
long (≥1 ns) average exciton lifetimes have also been ob-
served in clean MoS2 monolayers at very small photoex-
cited exciton densities34. These long lifetime values are
consistent with strongly localized excitons (Figure 5).
Some caution must be exercised in interpreting the re-
sults presented in this paper. First, given the extremely
short radiative lifetimes of near-zero momentum free ex-
citons (Figure 1), the assumption of a thermal ensemble
for free excitons might not be relevant to experiments. It
is likely that the average radiative lifetimes of free exci-
tons observed in experiments are determined by the en-
ergy relaxation rates of excitons or by assisted processes,
such as phonon and impurity scattering, which would
provide the momentum necessary for excitons with large
9in-plane momentum to radiate. Second, in real samples
the excitons might become localized at low temperatures.
In this case, as the temperature is lowered, the observed
average radiative lifetime of the excitons would decrease
linearly with the temperature at high temperatures and
become weakly dependent on the temperature at low
temperatures. Third, our analysis of the trion radiative
lifetimes did not take into account the fact that trions
are more likely to form in the first place when the doping
density is large and, therefore, experimentally observed
trion photoluminescence quantum efficiencies at different
doping densities might not reflect the trends in trion life-
times with doping depicted in Figures 3 and 4. In fact, a
better understanding of the formation dynamics of both
excitons and trions would be needed in addition to the
results presented here in order to correctly interpret pho-
toluminescence data27.
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IX. APPENDICES
A. Exciton Self-Energy, Exchange Interactions, and
Radiative Lifetimes: A Green’s Function Approach
In this section, we calculate the exciton self-energy in
TMD monolayers. The exciton eigenstates in the pres-
ence of long-range exciton dipole-dipole exchange interac-
tions are longitudinal and transverse excitons. We show
that the exciton dispersion for small momenta (inside
the light cone) is not modified as a result of these inter-
actions.
We assume an undoped TMD monolayer for simplicity.
We consider a reduced Hilbert space in which only the
lowest exciton state is relevant. The exciton creation
operator is17,
B†~Q,s =
1√
A
∑
~k
ψ~Q,s(
~k)c†~k+λe ~Q,s
b~k−λh ~Q,s (39)
Products of electron and hole creation and destruction
operators can thus be expressed in terms of the exciton
operators. We define an exciton polarization vector as,
mˆ~Q,s =
|χex(0, ~Q)|−1√
2A
∑
~k
~Pvc,s(~k − λh ~Q,~k + λe ~Q)ψ~Q,s(~k)
(40)
with mˆ∗~Q,s· mˆ~Q,s = 1. It is convenient to define the exci-
ton vector field operator as,
~C~Q(t) =
∑
s
mˆ~Q,sB~Q,s(t) + mˆ
∗
−~Q,s
B†
−~Q,s
(t) (41)
~C~Q(t) is proportional to the Fourier component of the ex-
citon interband polarization at wavevector ~Q. The non-
interacting retarded Green’s function for the exciton field
is35,
G
oR
~Q (t− t′) = −
i
h¯
θ(t− t′)〈[~C~Q(t), ~C− ~Q(t′)]〉 (42)
and in the Fourier domain it equals,
G
oR
~Q (ω) ≈
2Eex( ~Q)
(h¯ω)2 − Eex( ~Q)2 + iη
[xˆ⊗ xˆ+ yˆ ⊗ yˆ]
=
2Eex( ~Q)
(h¯ω)2 − Eex( ~Q)2 + iη
[
1 0
0 1
]
(43)
Note that summation over the spin-valley index makes
the Green’s function matrix conveniently diagonal.
The quantized radiation can be expressed in terms of
the following field (which is proportional to the Fourier
component of the vector potential),
~R~q(t) =
∑
j
nˆj(~q)aj(~q, t) + nˆ
∗
j (−~q)a†j(−~q, t) (44)
The interaction Hamiltonian given earlier in (18) can be
written as,
Hˆint =
e
mo
∑
~q
√
Ah¯
V ǫoωq
|χex(0, ~q‖)|~R~q · ~C−~q‖ (45)
Unlike in the main text of this paper where the goal was
to compute the radiative lifetimes (a resonant linear op-
tical process), here we are interested in the exciton self-
energies, both on-shell and off-shell. The term quadratic
in the vector potential must be added to the interaction
Hamiltonian. Following Girlanda et al.38, the form of
this extra term is found to be,
Hˆ ′int =
∑
~Q,s
Eex( ~Q)
×

 e
mo
∑
~q
δ~q‖, ~Q
√
Ah¯
V ǫoωq
|χex(0, ~q‖)|
Eex(~q‖)
~R~q · mˆ∗~q‖,s


×

 e
mo
∑
~k
δ~k‖, ~Q
√
Ah¯
V ǫoωk
|χex(0, ~k‖)|
Eex(~k‖)
~R−~k · mˆ~k‖,s


(46)
The non-interacting retarded Green’s function for the
radiation field is gauge-dependent. It is convenient to
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choose the temporal gauge in which the scalar potential
is set equal to zero. In the temporal gauge the radiation
Green’s function is39,
D
oR
~q (t− t′) = −
i
h¯
θ(t− t′)〈[~R(~q, t), ~R(−~q, t′)]〉
D
oR
~q (ω) =
2h¯ωq
(h¯ω)2 − (h¯ωq)2 + iη
[
1− ~q ⊗ ~q
ω2/c2
]
(47)
The projection of the Green’s function in the plane of the
monolayer is represented by,
D
oR
~q (ω) =
2h¯ωq
(h¯ω)2 − (h¯ωq)2 + iη
×

 1− q2xω2/c2 − qxqyω2/c2
− qxqyω2/c2 1−
q2y
ω2/c2


(48)
The Dyson equation for the exciton Green’s function be-
comes,
G
R
~Q(ω) = G
oR
~Q (ω) +G
oR
~Q (ω) · Σ
R
~Q(ω) · G
R
~Q(ω) (49)
where the retarded self-energy matrix is found to be,
Σ
R
~Q(ω) ≈
(
e
mo
)2
|χex(0, ~Q)|2
∑
~q
δ~q‖, ~Q
(
h¯ω
Eex(~q‖)
)2
×
(
Ah¯
V ǫoωq
)
D
oR
~q (ω) (50)
The self-energy matrix is not diagonal in the chosen coor-
dinate basis. This can be fixed by rotating the coordinate
basis such that the directions longitudinal (L) and trans-
verse (T ) to the in-plane vector ~Q are chosen as the basis.
The exciton self-energy then becomes,
Σ
R
~Q(ω) =
[
ΣR~Q,L(ω) 0
0 ΣR~Q,T (ω)
]
(51)
where,
ΣR~Q,T (ω) =
(
e
mo
)2
|χex(0, ~Q)|2
∑
~q
δ~q‖, ~Q
(
h¯ω
Eex(~q‖)
)2
×
(
Ah¯
V ǫoωq
)
2h¯ωq
(h¯ω)2 − (h¯ωq)2 + iη (52)
ΣR~Q,L(ω) =
(
e
mo
)2
|χex(0, ~Q)|2
∑
~q
δ~q‖, ~Q
(
h¯ω
Eex(~q‖)
)2
×
(
Ah¯
V ǫoωq
)(
1−
q2‖
ω2/c2
)
2h¯ωq
(h¯ω)2 − (h¯ωq)2 + iη (53)
The corresponding longitudinal and transverse Green’s
functions for the exciton are,
GR~Q,L/T (ω) =
2Eex( ~Q)
(h¯ω)2 − Eex( ~Q)2 − 2Eex( ~Q)ΣR~Q,L/T (ω)
(54)
The longitudinal and transverse excitons are the eigen-
states in the presence of the exciton dipole-dipole ex-
change interaction. One can define creation operators for
the longitudinal and the transverse excitons as follows,
B†~Q,L/T
=
1√
2
[
B†~Q,τ=1
± e2iφ~QB†~Q,τ=−1
]
(55)
The dispersion of the longitudinal and the transverse ex-
citons can be found from the poles of the corresponding
Green’s functions. When ω > Qc (inside the light cone),
both the self-energies ΣR~Q,L/T (ω) have a vanishingly small
real part and a large magnitude of the imaginary part.
The latter corresponds to the radiative lifetime of the ex-
citon. The situation is reversed when ω < Qc and then
the magnitude of the real part of the self-energy becomes
large and the imaginary part vanishes. Therefore, when
Eex( ~Q) > h¯Qc (inside the light cone) one can ignore
corrections to the exciton dispersion from dipole-dipole
interactions, and the lifetime of the exciton can be re-
lated to the imaginary part of the self-energy evaluated
on the shell,
1
τsp,L/T ( ~Q)
= − 2
h¯
Img
{
ΣR~Q,L/T (ω)
}
h¯ω=Eex(~Q)
(56)
and, we get,
1
τsp,T ( ~Q)
=
2ηoe
2
m2o
|χex(0, ~Q)|2 1√
E2ex(
~Q)− (h¯Qc)2
1
τsp,L( ~Q)
=
2ηoe
2
m2o
|χex(0, ~Q)|2
√
E2ex(
~Q)− (h¯Qc)2
E2ex(
~Q)
(57)
The expression for the radiative rate given in the main
text in (21), in the limit Γex → 0, is exactly equal to the
average of the longitudinal and transverse radiative rates
given above. This is because an exciton state belonging
to only one valley is an equal superposition state of lon-
gitudinal and transverse excitons. When ω < Qc and the
self-energies are real, we get,
ΣR~Q,T (ω) = −
ηoh¯
2e2
m2o
|χex(0, ~Q)|2
E2ex( ~Q)
ω2√
(Qc)2 − ω2
ΣR~Q,L(ω) =
ηoh¯
2e2
m2o
|χex(0, ~Q)|2
E2ex(
~Q)
√
(Qc)2 − ω2
(58)
The above expressions show that the longitudinal exciton
will have a dispersion varying linearly with Q only when
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h¯Qc >> Eex( ~Q), and neither the longitudinal nor the
transverse exciton will have a Dirac cone like dispersion
for ~Q ≈ 0. After the completion of this work, we became
aware that Gartstein et al.41 have also reached a similar
conclusion.
B. Average Lifetime of a Thermal Exciton
Ensemble: A Green’s Function Approach
The Green’s function approach can also be used to find
the average lifetime of a thermally distributed ensemble
of excitons. The technique used below also incorporates,
via the exciton spectral density function, exciton energy
level broadening due to scattering processes. We define
the exciton Green’s function G<~Q,s
(t− t′) as follows35,
G<~Q,s(t− t
′) = 〈B†~Q,s(t
′)B~Q,s(t)〉 (59)
The angular brackets indicate averaging with respect to
a thermal ensemble of excitons. In the frequency domain,
G<~Q,s(ω) = A~Q,s(ω)nB(h¯ω − µ) (60)
Here, A~Q,s(ω) is the spectral density function and
nB(h¯ω−µ) is the Boson occupation factor with chemical
potential µ. Most other exciton Green’s functions can
be obtained from the spectral density function35. The
exciton density operator nˆex(t) is,
nˆex(t) =
1
A
∑
~Q,s
B†~Q,s(t)B~Q,s(t) (61)
The average density of excitons in thermal equilibrium
can be written as,
nex = 〈nˆex(t)〉 = 1
A
∑
~Q,s
∫
dω
2π
G<~Q,s(ω) (62)
To find the exciton radiative rate we use the density ma-
trix perturbation theory assuming the exciton-radiation
interaction Hamiltonian Hˆint as the perturbation. Since
we are considering a resonant linear optical process, the
interaction Hamiltonian given in (18) or (45) is adequate.
We assume that the initial state of the excitons is de-
scribed by a thermal density operator and that of the ra-
diation by the vacuum state, and the initial joint density
operator of the system is ρˆi. In the standard interaction
representation,
dnˆIex(t)
dt
= − i
h¯
[
nˆIex(t), Hˆ
I
int(t)
]
(63)
The result is,
〈
dnˆex(t)
dt
〉
=
i
h¯
∫ t
−∞
dt′Tr
{
ρˆi
[
HˆIint(t
′),
dnˆIex(t)
dt
]}
(64)
The terms appearing inside the integral can be parti-
tioned into appropriate radiation and exciton Green’s
functions. If one uses the following phenomenological
form for the exciton spectral density function,
A~Q,s(ω) =
2h¯Γex
(h¯ω − Eex( ~Q))2 + Γ2ex
(65)
then the final result can be written as,
〈
dnˆex(t)
dt
〉
= − 1
V
∑
~q,s
(
e
mo
)2
|χex(~r = 0, ~q‖)|2
1
ǫoωq
×
(
1 +
q2z
q2
)
Γex
(Eex(~q‖)− h¯ωq)2 + Γ2ex
nB(h¯ωq − µ)(66)
The ensemble average lifetime 〈τsp〉 is then (see (25)),
1
〈τsp〉 = −
1
〈nˆex(t)〉
〈
dnˆex(t)
dt
〉
(67)
Note that in (66) the boson occupation factor is evaluated
at the photon energy and not at the exciton energy. This
subtlety could have been missed if the exciton radiative
rate given earlier in (21) is averaged over the exciton den-
sity of states with a boson occupation factor evaluated
at the exciton energy. Also note that the exciton density
needs to be evaluated self-consistently using the same
spectral density function. Since for Bosons the chemical
potential must always be less than or equal to the lowest
energy level, use of phenomenological Lorentzian spectral
density functions can lead to problems during numerical
calculations. A way around this problem is to use a spec-
tral density function with tails that decay much faster
than the tails of a Lorentzian and then the results for
the radiative lifetimes do not depend sensitively on the
exact form of the spectral density function. The result
obtained using (67) is given in (25). We find the same
approximate result as that given in (25) in both regimes,
Γex << KT and Γex >> KT , contrary to the findings of
Citrin et al.21 in the case of III-V quantum well excitons.
The difference in the results seems to originate from an
incorrect evaluation of the exciton density in terms of the
exciton spectral density function by Citrin et al.21.
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