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Entanglement production in non-ideal cavities and optimal opacity
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We compute analytically the distributions of concurrence C and squared norm N for the production of elec-
tronic entanglement in a chaotic quantum dot. The dot is connected to the external world via one ideal and one
partially transparent lead, characterized by the opacity γ. The average concurrence increases with γ while the
average squared norm of the entangled state decreases, making it less likely to be detected. When a minimal
detectable norm N0 is required, the average concurrence is maximal for an optimal value of the opacity γ⋆(N0)
which is explicitly computed as a function of N0. If N0 is larger than the critical value N⋆0 ≃ 0.3693 . . . , the av-
erage entanglement production is maximal for the completely ideal case, a direct consequence of an interesting
bifurcation effect.
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The phenomenon of entanglement between spatially sepa-
rated particles is probably one of the most baffling predictions
of quantum mechanics. Initially, the idea that entangled quan-
tum states could be subject to non-classical correlations was
seen as a possible evidence of the incompleteness of quantum
theory [1]. Nowadays, thanks to fascinating experimental de-
velopments, the reality of quantum entanglement is no longer
disputed. Besides its fundamental and intellectually challeng-
ing interest, modern research on entanglement mainly focuses
on its possible applications to quantum information process-
ing, cryptography and teleportation [2, 3]. As a consequence,
it is of paramount interest to discover feasible pathways for
the production, manipulation, and detection of quantum en-
tanglement in a variety of physical devices.
Among the most promising routes, the entanglement in
solid-state electronic systems [4, 5] plays a prominent role.
As far as the production of entangled electrons is concerned,
several proposals based on interacting [6] and noninteracting
[7–9] electron mechanisms are already available. A very in-
teresting interactionless mechanism was recently proposed by
Beenakker et al. [9] where a ballistic quantum dot (see sketch
in Fig. 1) is used as an orbital entangler for pairs of nonin-
teracting electrons [10]. A quantum dot is basically a meso-
scopic electronic billiard connected to the external world by
two double-channel leads and brought out of equilibrium by
an applied external voltage. Assuming that the classical elec-
tron dynamics inside the cavity is chaotic, experimental ob-
servables such as conductance and shot noise fluctuate from
sample to sample and their statistics (about which nearly ev-
erything is known [11]) is governed by the transmission eigen-
values of the cavity.
In order to quantify the degree of entanglement produced
inside the cavity, one uses a standard measure C called con-
currence, which is related to the violation of a Bell inequal-
ity for current correlators. The average and variance of the
concurrence for a chaotic dot with ideal leads (i.e. when the
tunnelling probability across the leads is unity) was computed
in [9]. It was found that these two moments are practically
unaffected by the breaking of time-reversal invariance (TRI),
but the fluctuations can be very large (of the same order as the
average). This implies that a statistical description of entan-
glement production based on just the first moments is highly
inaccurate. The full distribution of the concurrence (again in
the case of ideal leads) was computed by Gopar and Frustaglia
[12], and indeed they found remarkable differences in the dis-
tributions between the cases with preserved (β = 1) and bro-
ken (β = 2) TRI (here β denotes the Dyson index of the
cavity), although the first moments are only very mildly af-
fected. Still in the domain of ideal cavities, geometrical con-
straints on the entanglement production were discovered in
[13]. The explicit calculation of the joint distribution of con-
currence and the squared norm N of the entangled state yields
the relation N(1+C) < 1, which implies that more entangled
states are less likely to be detected as they are bound to have
a smaller norm. This conclusion holds irrespective of whether
the leads are ideal or not. However, in the case of non-ideal
leads considered here, the above inequality brings intriguing
consequences that will be discussed below.
We remark at this stage that all available analytical results
to date heavily rely on the assumption that all leads are ideal.
This restriction is however hardly tolerable, as ideal trans-
parencies are never realized in experiments. The tunneling
probabilities (Γν , ν = 1, 2) between the leads and the cav-
ity can be tuned, and it is therefore of great interest to study
the entanglement production as a function of Γν . Besides the
experimental relevance [14], this investigation is fascinating
from a purely theoretical point of view since numerical simu-
lations suggest that uneven contact transparencies may confer
advantages in the production of entangled states [15] (see also
[16] for a numerical study of the distribution of charge cumu-
lants in non-ideal cases).
The purpose of this Letter is to compute analytically the
joint distribution Pγ(C,N) of concurrence and squared norm
of the entangled state for β = 2 (broken TRI) in cavities sup-
porting one ideal and one non-ideal lead characterized by the
opacity γ ∈ [0, 1] (related to the tunneling probability via
γ =
√
1− Γ). All the known results in the ideal setting
are easily recovered as a limiting γ → 0 case of our theory,
2whose predictions might be possibly tested within current ex-
perimental capabilities. We find that the non-ideality of the
opaque lead is responsible for a rich and interesting behavior
of the entanglement production process, which can be opti-
mized by carefully tuning γ on a critical value γ⋆ that we ex-
plicitly compute. This is due to a nontrivial interplay between
an increase in the average concurrence and a simultaneous de-
crease in the average squared norm of the entangled state as
the opacity γ is pulled away from ideality. This calculation is
made possible thanks to a recent breakthrough by Vidal and
Kanzieper [17], who were able to compute the joint distribu-
tion of transmission eigenvalues for the case of a β = 2 cavity
with nL non-ideal channels in the left lead and nR ideal chan-
nels in the right lead (see [18] for details). Before summariz-
ing our results, let us first describe in detail the experimental
setting and the relevant theoretical framework.
The orbital entangler we consider, first proposed in Ref. [9]
is sketched in Fig. 1. It consists of a quantum dot with two
attached double-channel leads at the left and right. Each lead
is connected to an electron reservoir. Applying a small volt-
age between the two reservoirs gives rise to a electronic cur-
rent flowing through the dot from left to right. The scat-
tering within the dot leads to the production of entangled
pairs between transmitted (to the right) and reflected (to the
left) electrons. More precisely, the outgoing state |ψout〉 of
two scattered electrons can be written as the superposition
|ψout〉 = |ψℓℓ〉 + |ψrr〉 + |ψℓr〉, where |ψℓℓ〉 and |ψrr〉 are
separable states, corresponding to both electrons being scat-
tered to the left or to the right, while |ψℓr〉 (representing a
state where one electron is scattered to the left and the other
to the right) may be nonseparable. Since an electron leaving
the quantum dot to the left side can choose between channels
1 and 2 for escaping, this defines a two-level quantum sys-
tem or qubit. The same happens with an electron escaping
to the right side through leads 3 and 4. This means that the
state |ψℓr〉 in general describes (up to a normalization factor)
a two-qubit entangled state.
FIG. 1: Sketch of the orbital entangler.
A widely used measure for quantifying two-qubit entangle-
ment is the concurrence C [19], an entanglement monotone
constructed from the two-qubit density matrix. The concur-
rence is intimately connected to the transport properties of the
cavity, and the crucial question is then how to compute it in
the proposed setting.
Consider the 4× 4 scattering matrix S of the cavity,
S =
[
r t
′
t r
′
]
, (1)
where r, r′, t, and t′ are 2 × 2 reflection and transmission
matrices, respectively. In the presence of TRI, S is unitary
and symmetric. If TRI is broken (due to, e.g., the application
of a magnetic flux), then S is only unitary. Let τ1 and τ2 be the
eigenvalues (0 ≤ τi ≤ 1) of the Hermitian matrix tt†. Then,
the concurrence C can be written in terms of the transmission
eigenvalues τ1 and τ2 as [4, 9]
C =
2
√
τ1(1− τ1)τ2(1− τ2)
τ1 + τ2 − 2τ1τ2 . (2)
We note that the concurrence varies from 0 to 1. The case
C = 0 corresponds to separable nonentangled states, while
maximally entangled (Bell) states correspond to C = 1. Those
states with a 0 < C < 1 are non-separable partly entangled
states. From Eq. (2), the entanglement is maximal (C = 1)
when τ1 = τ2, and minimal (C = 0) when τ1 = 0 and τ2 = 1
or τ1 = 1 and τ2 = 0. A finite value of C guarantees that the
left and right outgoing channels are orbitally entangled. The
denominator of (2) is the squared norm
N = τ1 + τ2 − 2τ1τ2 (3)
The chaotic scattering in the cavity implies that the entan-
glement production is basically a stochastic process, governed
by a random scattering matrix [20–23]. In particular, the con-
currence as well as the squared norm are random variables
whose statistics is the central object of this Letter. From [17]
we deduce after lengthy algebra [18] that the joint distribution
of the two transmission eigenvalues in our setting is given by
Pγ,γ(τ1, τ2) =
(γ2 − 1)8∑4i,j=0 Aij(γ)(1− τ1)i(1− τ2)j
(1− γ2(1− τ1))6 (1− γ2(1− τ2))6
(4)
where the matrix Aij(γ) is reported in [18]. The joint distri-
bution of concurrence and squared norm is then given by
Pγ(C,N) =
〈
δ
(
C− 2
√
τ1(1− τ1)τ2(1− τ2)
τ1 + τ2 − 2τ1τ2
)
× δ (N− τ1 + τ2 − 2τ1τ2)
〉
(5)
where the average is taken with respect to the measure (4).
The final result is explicit but cumbersome and is confined to
the attached Mathematica R© notebook [18]. It is more instruc-
tive to analyze a few consequences of this calculation. First,
the marginal distribution of concurrence alone, obtained by
integrating N out in (5) has the surprisingly simple structure
Pγ(C) =
∑
k=0,4,6,8
ck(C)γ
k (6)
3where the coefficients ck(C), expressed only in terms of el-
ementary functions, are listed explicitly in [18]. The limit
γ → 0, corresponding to ideal cavities, yields
Pγ(C) = c0(C), (7)
recovering the probability of concurrence computed in [12],
Eq. (15). This is our first main result, which is shown in
Fig. 2 and analytically corroborates the numerical simulations
presented in [15].
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FIG. 2: Probability density of the concurrence (6) compared with
numerical simulations (black triangles) for different values of γ.
Let us note that the simple polynomial structure of (6), not
evident in (4), is essentially due to some symmetry of the inte-
grand. In order to clarify this point, it is instructive to consider
the general γ-expansion of (4)
Pγ,γ(τ1, τ2) =
∞∑
k=0
γ2kP (2k)(τ1, τ2). (8)
Then, clearly P (0)(τ1, τ2) corresponds to the ideal case [18],
while P (2)(τ1, τ2) is antisymmetric under the transformation
τ1 → 1 − τ1 and τ2 → 1 − τ2, while the concurrence is
symmetric. This symmetry explains why all moments of C
vanish up to the second order in γ and the first correction in
(6) is O(γ4). On the contrary, no trivial symmetry kills all
higher order terms and this enormous simplification can be
explained only by a non-linear change of variables [18].
From (6), the average concurrence reads
C = a0 + a4γ
4 + a6γ
6 + a8γ
8 (9)
with coefficients aj listed in [18]. Being an increasing func-
tion of γ (see Fig. 3), Eq. (9) leads to the somehow para-
doxical conclusion that the average entanglement production
is maximal for the completely “opaque” case γ → 1 where
no electrons travel across the cavity. This apparent paradox is
resolved when one computes the average square norm of the
entangled state from (5)
N =
2
(
γ
2 − 1
) (
4
(
γ
2 − 1
)2
ln
(
1− γ2
)
+
(
γ
4 − 6γ2 + 4
)
γ
2
)
γ6
(10)
which is instead a (non-polynomial) decreasing function of γ
(see inset in Fig. 3). The simultaneous increase in the aver-
age entanglement of the two-qubit state and decrease in the
average likelihood to detect it is the statistical analogue of the
geometrical inequality N(1 + C) < 1, first discovered for
ideal leads [13]. However, having now a tunable parameter
(the opacity γ) at our disposal it is natural to ask whether the
two competing effects above may be used to optimize the en-
tanglement production process. We answer in the affirmative,
considering the following natural observable
(C|N0) =
∫ 1
0
dC C
∫ 1
N0
dN Pγ(C,N) (11)
namely the constrained average concurrence under the re-
quirement of a minimal detectable norm N0.
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FIG. 3: Analytical prediction for the average concurrence C as a
function of γ (straight lines) together with numerical simulations
(black circles). Inset: comparison between the average square norm
N and numerical simulations.
The quantity (11) has a rich and intriguing behavior as a
function of γ. In particular, it develops a maximum for a
nonzero value γ⋆(N0) as long as N0 is below a critical value
N
⋆
0 ≃ 0.3693 . . . , indicating that for a given value of the mini-
mal detectable norm the average entanglement production can
be maximized by finely tuning the opacity of the non-ideal
lead. However, if a “too high” experimental resolution is re-
quired, the optimal option is to stick to the ideal case. This
behavior is summarized in Fig. 4 and arises as a consequence
of an interesting bifurcation effect: the valueN⋆0 indeed marks
the transition from a local minimum to a global maximum of
the function (C|N0) around γ = 0 as it can be derived from
a local stability analysis [18]. This prediction constitutes the
second main result of our work.
In order to check the analytical predictions, we use the same
simple numerical algorithm described in detail in Ref. [15].
The 4 × 4 scattering matrix of the non-ideal system S can be
decomposed as S = R + T(1 − S0R)−1S0T where S0 is a
random matrix distributed uniformly within the unitary group
and represents the scattering matrix of an ideal cavity. The
matrices R and T include information on the transparency of
4the contacts, as follows:
R = diag(iγ, iγ, 0, 0) (12)
T = diag(
√
1− γ2,
√
1− γ2, 1, 1) (13)
We generate ∼ 106 matrices S0 using the QR-based algo-
rithm described in [24], and we build the corresponding ma-
trices S. Having extracted the submatrix t and diagonalized
tt
†
, we collect its eigenvalues τ1 and τ2 and from them we
construct the concurrence C and the squared norm N. Our
numerical simulations are all in perfect agreement with our
theoretical results.
In summary, we have investigated analytically the distribu-
tions of concurrence and squared norm for the entanglement
production in a chaotic quantum dot supporting one ideal and
one non-ideal lead. The concurrence distribution is in perfect
agreement with the numerical findings in [15] (Fig. 6 bot-
tom) and recovers, in the proper limit, the known results on
the ideal transparency case [12]. Geometrical constraints on
the entanglement production are responsible for competing ef-
fects in the behavior of the average values C and N as a func-
tion of the opacity γ, which can be exploited to maximize the
constrained average concurrence when a minimal detectable
norm N0 is required. In particular, we confirm that the en-
tanglement production is enhanced when the transparency of
one of the contacts is not ideal, but only up to a critical value
N
⋆
0 ≃ 0.3693 . . . beyond which no net improvement with re-
spect to the ideal case can be exploited.
This study lays the groundwork for future research direc-
tions. Given that the structure of the probability distribution of
concurrence as a function of the opacity is simple and elegant,
this clearly hints towards a deeper connection with physical
symmetries of the system. Moreover, we showed that a bi-
furcation phenomenon arises when the optimal entanglement
production is studied in a non-ideal setting. These theoreti-
cal predictions may be tested experimentally and the compre-
hension of their generality when, for instance, both leads are
non-ideal, or in other multi-channel experiments, is still lack-
ing and represents a challenging issue whose solution is much
called for.
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Supplemental Material
In this section we have collected the material that could not be included in the main text, providing technical details and
derivations. We also attach a Mathematica R© notebook with all relevant formulae and the code to produce numerical simulations.
In section I we discuss the probability measure to impose on the scattering matrix as well as the joint probability density
of transmission eigenvalues in the ideal and non-ideal cases. In section II one of the main result of the Letter is derived,
namely the exact distribution of the concurrence and its polynomial structure. Finally, in section III the main issue of the joint
probability distribution of concurrence and squared norm is addressed, together with the expansion for small γ which confirms
the bifurcation phenomena leading to the appearance of the optimal γ⋆.
I. PROBABILITY MEASURE ON THE SCATTERING MATRIX
The transport properties of the cavity depicted in Fig. 1 of the main text are governed by the probability measure to impose
on the scattering matrix S. It is well established that:
• in the case of ideal leads, the distribution of S is uniform within the unitary group: in the presence of TRI, the statistics of an
ensemble of unitary and symmetric S matrices is described by the so-called Circular Orthogonal Ensemble (β = 1). When
TRI is absent, the statistical properties of S are described by the Circular Unitary Ensemble (β = 2). The uniformity of S
induces a non-trivial joint density of the transmission eigenvalues τ1,2 of the transmission matrix tt† [20–22], given by the
Jacobi ensemble of random matrices:
P0,0(τ1, τ2) = cβ |τ1 − τ2|β(τ1τ2)β/2−1, (14)
where c1 = 3/4 and c2 = 6 are normalization constants.
• in the case of non-ideal leads supporting nL (left) and nR (right) propagating channels, the distribution of S is instead given
by the so-called Poisson kernel [23],
Pβ(S) ∝
[
det(1 N − S¯S†) det(1 N − SS¯†)
]β/2−1−βN/2
. (15)
The N = nL + nR eigenvalues γˆ = diag({
√
1− Γj}) of the average matrix S¯ characterize couplings between the cavity and
the leads in terms of tunnel probabilities Γj of the j-th electron channel in the leads. In the ideal limit Γi → 1, we recover
uniformity of S within the unitary group. In contrast with the ideal case, however, no general derivation exists of the joint
density of transmission eigenvalues in the non-ideal case. However, for β = 2 in the special case where the left lead supports nL
propagating modes characterized by a set of tunnel probabilities ΓˆL = (Γ1, . . . ,ΓnL), while the right lead (supporting nR ≥ nL
open channels) is kept ideal so that ΓˆR = (ΓnL+1, . . . ,ΓnR) = 1 nR−nL , the joint probability density function P(γˆL| 0)(R) of
reflection eigenvalues {Rj = 1− τj} equals [17]
P(γˆL| 0)(R1, . . . , RnL) ∝
∏
j<k
(Rj −Rk) det
[
2F1(nR + 1, nR + 1; 1; γ
2
jRk)
]
(j,k)∈(1,nL)
nL∏
j=1
(1−Rj)ν . (16)
6where ν = |nL − nR| and {γ21 = 1 − Γ1, . . . , γ2nL = 1 − ΓnL} is a set of nL opacity parameters related to the associated
tunnel probabilities in the non-ideal leads, whilst pFq is the Gauss hypergeometric function.
It is now necessary to specialize Eq. (16) to the case of two transmission eigenvalues (nL = nR = 2) and for γ1 = γ2 = γ,
since both channels in the left lead clearly need to have the same opacity. This leads after lengthy simplifications to Eq. (4) of
the Letter.
We give here the form of the matrix Aij(γ) in the expansion of the joint probability density of eigenvalues Pγ,γ(τ1, τ2) (Eq.
(4) of the Letter).
Aij(γ) =


0 0 6 12γ2 2γ4
0 −12 −12γ2 52γ4 12γ6
6 −12γ2 −108γ4 −12γ6 6γ8
12γ2 52γ4 −12γ6 −12γ8 0
2γ4 12γ6 6γ8 0 0

 (17)
II. DISTRIBUTION OF THE CONCURRENCE AND POLYNOMIAL STRUCTURE
We now start from Eq. (4) of the Letter for the joint probability density of transmission eigenvalues:
Pγ,γ(τ1, τ2) =
(γ2 − 1)8∑4i,j=0 Aij(γ)(1 − τ1)i(1− τ2)j
(1− γ2(1− τ1))6 (1− γ2(1− τ2))6
(18)
The marginal distribution of concurrence is given by the following integral:
Pγ(C) =
∫
[0,1]2
dτ1dτ2Pγ,γ(τ1, τ2)δ
(
C− 2
√
τ1(1− τ1)τ2(1− τ2)
τ1 + τ2 − 2τ1τ2
)
(19)
We make the change of variables (valid for γ 6= 1):{
(1− γ2)z1 = τ11−τ1
(1− γ2)z2 = τ21−τ2
(20)
This way, after simplifications, the integral becomes:
Pγ(C) =
∫
[0,∞]2
dz1dz2

 ∑
k=0,2,4,6,8
γkfk(z1, z2)

 δ(C− 2 √z1z2
z1 + z2
)
. (21)
Note that the change of variable (20) is essential in bringing the polynomial structure in γ to the surface. The functions
involved in Eq. (21) are:
f0(z1, z2) =
6(z1 − z2)2
(1 + z1)4(1 + z2)4
(22)
f2(z1, z2) = −24(z1 − z2)
2(−1 + z1z2)
(1 + z1)5(1 + z2)5
(23)
f4(z1, z2) =
4(z1 − z2)2(15 + z1(6− 4z2) + 6z2 − 4z22 + z21(−4 + 9z22)
(1 + z1)6(1 + z2)6
(24)
f6(z1, z2) = −8(z1 − z2)
2(−3− (−6 + z2)z2 + z1(6 + (8− 3z2)z2) + z21(−1 + 3(−1 + z2)z2)
(1 + z1)6(1 + z2)6
(25)
f8(z1, z2) =
2(z1 − z2)2(3 + (−6 + z2)z2 + z21(1 + 3(−2 + z2)z2) + z1(−6 + 28z2 − 6z22)
(1 + z1)6(1 + z2)6
(26)
The integrals of the form:
ck(C) =
∫
[0,∞]2
dz1dz2fk(z1, z2)δ
(
C− 2
√
z1z2
z1 + z2
)
(27)
7can be computed by first expanding the delta function as:
δ
(
C− 2
√
z1z2
z1 + z2
)
=
(φ(+)(C) + 1)2
√
φ(+)(C)
φ(+)(C)− 1 z2 δ(z1 − φ
(+)(C)z2)+
(φ(−)(C) + 1)2
√
φ(−)(C)
1− φ(−)(C) z2 δ(z1 − φ
(−)(C)z2) (28)
where
φ(±)(C) =
2− C2 ± 2
√
1− C2
C
2 (29)
yielding eventually:
ck(C) =
(φ(+)(C) + 1)2
√
φ(+)(C)
φ(+)(C)− 1 c
(+)
k (C) +
(φ(−)(C) + 1)2
√
φ(−)(C)
1− φ(−)(C) c
(−)
k (C) (30)
where:
c
(±)
k (C) =
∫ ∞
0
dz z fk
(
φ(±)(C)z, z
)
(31)
The single integrals in (31) can be computed and after lengthy algebra we eventually get to the following coefficients:
c0(C) =
C
(
4
√
1− C2(11 + 4 C2) + (6 + 9 C2) ln
(
2−C2−2
√
1−C2
2−C2+2
√
1−C2
))
2(−1 + C2)3 (32)
c4(C) =
C
3(C2 − 1)4
(
4
√
1− C2(62 + 221 C2 + 32 C4) + 6(8 + 64 C2 + 33 C4)×
×arctanh
(
2
√
1− C2
C
2 − 2
))
(33)
c6(C) = − C
6(C2 − 1)4
(
4
√
1− C2(62 + 221C2 + 32 C4)+
3(8 + 64 C2 + 33 C4) ln
(
2− C2 − 2
√
1− C2
2− C2 + 2
√
1− C2
))
(34)
c8(C) =
C
12(C2 − 1)5
(
2
√
1− C2(80 + 1212 C2 + 1431 C4 + 112 C6)+
3(8 + 236 C2 + 554 C4 + 147 C6)arctanh
(
2
√
1− C2
C
2 − 2
))
(35)
Note that the coefficient c2(C) is identically zero. Given the aforementioned symmetries, it is straightforward to observe that:
〈Cn〉 =
∫
dτ1dτ2P
(0)(τ1, τ2)
[
2
√
τ1(1 − τ1)τ2(1− τ2)
τ1 + τ2 − 2τ1τ2
]n
≡ 0 (36)
for all values of n. Note that also for higher order terms than O(γ8), all the integrals of the kind:
〈Cn〉 =
∫
dτ1dτ2P
(2k)(τ1, τ2)
[
2
√
τ1(1− τ1)τ2(1 − τ2)
τ1 + τ2 − 2τ1τ2
]n
(37)
vanish for all k > 4 and every n , as can be clearly deduced from the exact probability density of the concurrence C. However,
quite interestingly, the simple symmetry argument given above or other simple transformations do not hold for these terms.
8In conclusion, moments of arbitrary order can be computed exactly if needed. For instance, the first two are:
C = a0 + a4γ
4 + a6γ
6 + a8γ
8 (38)
C
2 = b0 + b4γ
4 + b6γ
6 + b8γ
8 (39)
a0 =
1
16
pi(21pi − 64) (40)
a4 =
1
48
pi(327pi − 1024) (41)
a6 = − 1
96
pi(327pi − 1024) (42)
a8 =
pi(9129pi − 28672)
3072
(43)
b0 = −22 + 9pi
2
4
(44)
b4 =
1
6
(−976 + 99pi2) (45)
b6 =
244
3
− 33pi
2
4
(46)
b8 =
147pi2
16
− 272
3
(47)
III. JOINT DISTRIBUTION OF CONCURRENCE AND SQUARED NORM
The joint distribution Pγ(N,C) is given by
Pγ(C,N) =
〈
δ (C− Cdef ) δ (N−Ndef )
〉
(48)
where {
Cdef =
2
√
τ1(1−τ1)τ2(1−τ2)
τ1+τ2−2τ1τ2
Ndef = τ1 + τ2 − 2τ1τ2
(49)
The distribution can be computed generalizing the procedure used in [13] for the ideal case. The general solution can then be
written in this form
Pγ(C,N) = 4Θ(1−N(1 + C))|J(C,N)|
4∑
i=1
Pγ(τ
∗
1,i(C,N), τ
∗
2,i(C,N)). (50)
where Θ(. . . ) is the Heaviside step function, the τ∗k,i are the solutions of the system of equations (49) and J(C,N) is the Jacobian
of the transformation. The Heaviside function denotes the part of the plane (N,C) where the system admits four solutions.
Observing the system (49), one concludes that the four solutions enjoy the channel-to-channel symmetry:{
τ1 → τ2
τ2 → τ1
(51)
and the transmission-to-reflection symmetry:
{
τ1 → 1− τ1
τ2 → 1− τ2
(52)
9In the general case the symmetry (52) is broken, whereas the symmetry (51) can be exploited, yielding
Pγ(C,N) = 2Θ(1−N(1 + C))|J(C,N)| [Pγ(τ∗1 (C,N), τ∗2 (C,N)) + Pγ(1 − τ∗1 (C,N), 1− τ∗2 (C,N))] . (53)
where (τ∗1 , τ∗2 ) is simply any of the four solutions of (49).
On the contrary, in the limit of the ideal case the symmetry (52) is restored and the expression is further simplified:
P0(C,N) = 4Θ(1−N(1 + C))|J(C,N)|P0(τ∗1 (C,N), τ∗2 (C,N)). (54)
A similar situation occurs in the study of the distribution of the squared norm, making the resulting expression for the non-ideal
case highly involved (see the attached Mathematica R© notebook) when compared to the case γ = 0.
A. Local stability analysis
The expression (53) can be used to probe the behavior of the optimal value γ⋆ described in the Letter, and in particular the
bifurcation effect. It is sufficient to expand Pγ(C,N) around the ideal γ → 0 case
Pγ(C,N) = P
(0)(C,N) + P (4)(C,N)γ4 + O(γ6) (55)
The term P (2)(C,N) vanishes for the symmetry already encountered for the marginal distribution of concurrence. The two
coefficients in the expansion can be derived analytically and read
P (0)(C,N) = Θ(1− (C + 1)N) 12N
3
C
√
1− C2√
1− 2N+N2(1− C2)
(56)
P (4)(C,N) =
16CN3
(
25C4N2 − 50C2N2 + 51C2N− 24C2 + 25N2 − 51N+ 24)Θ(1− (C + 1)N)√(
C
2 − 1) (C2N2 −N2 + 2N− 1) (57)
Note that (56) is obviously in agreement with the ideal-case result in [13], Eq. 14.
From (57) one defines the following function, whose sign determines the concavity of the function (C|N0) at γ = 0
χ(N0) =
∫ 1
0
dC C
∫ 1
N0
dN P (4)(C,N) (58)
It is positive for N0 < N⋆0 and negative for N0 > N
⋆
0 (see Fig. 5), where (C|N0) at γ = 0 has a global maximum.
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FIG. 5: Plot of the function χ(N0).
