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STOLARSKY’S INVARIANCE PRINCIPLE FOR FINITE METRIC SPACES
ALEXANDER BARG
ABSTRACT. Stolarsky’s invariance principle quantifies the deviation of a subset of a metric space from the uni-
form distribution. Classically derived for spherical sets, it has been recently studied in a number of other situations,
revealing a general structure behind various forms of the main identity. In this work we consider the case of finite
metric spaces, relating the quadratic discrepancy of a subset to a certain function of the distribution of distances in
it. Our main results are related to a concrete form of the invariance principle for the Hamming space. We derive
several equivalent versions of the expression for the discrepancy of a code, including expansions of the discrep-
ancy and associated kernels in the Krawtchouk basis. Codes that have the smallest possible quadratic discrepancy
among all subsets of the same cardinality can be naturally viewed as energy minimizing subsets in the space.
Using linear programming, we find several bounds on the minimal discrepancy and give examples of minimizing
configurations. In particular, we show that all binary perfect codes have the smallest possible discrepancy.
1. INTRODUCTION
Let X be a finite metric space with diampXq “ n, where n is a positive integer. Suppose that the distance
dpx, yq takes the values 0, 1, . . . , n and let Bpx, tq be a metric ball in X of radius t with center x. We assume
that X is distance-invariant, so the volume of the ball Bpx, tq does not depend on the center. For an N -point
subset Z “ tz1, . . . , zNu Ă X define the quadratic discrepancy of Z as follows:
DL2pZq “
nÿ
t“0
pDtpZqq2 (1)
where
DtpZq :“
´ ÿ
xPX
´ 1
N
Nÿ
j“1
1Bpx,tqpzjq ´ 1|X| |Bpx, tq|
¯2¯1{2
. (2)
The discrepancy measures the quadratic deviation of Z from the uniform distribution in regards to the metric
balls in X. In this paper we relateDL2pZq to the structure of distances in the subset Z with a special attention
to the Hamming space X “ t0, 1un.
A general problem of estimating quadratic discrepancy in metric spaces has a long history which developed
both from the perspective of approximation theory and geometry of the space [4, 22], with special attention
devoted to subsets of the real sphere Sd. The quadratic discrepancy for a configuration Z Ă Sd is defined as
DL2pZq “
ż 1
´1
ż
Sd
´ 1
N
Nÿ
i“1
1Cpx,tqpziq ´ σpCpx, tqq
¯2
dσpxqdt (3)
where Cpx, tq :“ ty P Sd|px, yq ě tu is a spherical cap with center at x P Sd and dσpxq is the normalized
surface measure. Several recent works studied discrepancy of finite point sets on Sd and related homoge-
neous spaces, e.g., the real and complex projective spaces [6, 12, 28, 26]. These studies revolve around a
unifying topic that originates in Stolarsky’s works [29, 30] and is related to the following remarkable identity,
nowadays called Stolarsky’s invariance principle: for Z Ă Sd
DL2pZq “ Cdpx}x´ y}ySd ´ x}x´ y}yZq, (4)
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where x¨y refers to the average value of the argument over the subscript set, andCd is a universal constant that
depends only on the dimension d. This relation enables one, among other things, to establish universal bounds
on discrepancy for various classes of configurations [6, 25, 26], and affords a number of generalizations.
Among them, invariance forDL2pZq defined with respect to the geodesic distance on Sd [8], or with respect
to other subsets of Sd [6], or a continuous analog of the discrepancy [6]. The invariance principle also
connectsDL2pZq to a classical problem of Fejes To´th of maximizing the sum of distances over finite sets of
a given cardinality [8]. The cited papers also offer insightful general discussions of, as well as many more
references for, the invariance principle; of them we mention [6, 26] as our main motivation.
In this paper we study a discrete version of the invariance principle, modeling our definition of quadratic
discrepancy (1) on the classic definition (3). We begin with general finite metric spaces, deriving a version
of the relation (4). It turns out that the quadratic discrepancy of a subset Z of a finite metric space X is
conveniently expressed via a function on Xˆ X defined as
λpx, yq “ 1
2
ÿ
uPX
|dpx, uq ´ dpy, uq|. (5)
A general form of the Stolarsky invariance principle, proved in Sec. 2, asserts thatDL2pZq equals the differ-
ence between the average value of λ over the entire space and its average over Z. This result is implicit in
earlier works such as [12, 6, 26], and we comment on their results in the main text of the paper.
Our main results are related to the case of the Hamming space X “ t0, 1un. In Sec. 3 we give several
equivalent, but different-looking expressions for λ, showing that λpx, yq is expressed in terms of the central
binomial coefficient
`
w
w{2
˘
(after accounting for integrality constraints), where w “ dpx, yq. This result en-
ables us to connect the discrepancy of a binary code with the structure of distances in it, and to find exact
expressions or bounds for discrepancy of several classes of binary codes.
Analyzing discrepancy of finite sets in metric spaces is often facilitated by considering expansions of
DL2 and associated kernels into series of spherical functions. Such expansions were studied for the sphere
Sd and related projective spaces in [5, 26, 28], where the spherical functions are given by certain Jacobi
polynomials. The authors of the cited works used estimates of the coefficients in the expansions to derive
bounds on discrepancy of finite point configurations. Paper [26] also showed that optimal spherical designs
have asymptotically the smallest possible discrepancy among sets of their cardinality. In order to derive
estimates of discrepancy for binary codes of a given cardinality, in Sec. 4 we derive Fourier-Krawtchouk
expansions of the kernel λp¨q and the discrepancyDL2pZq.
The discrepancy kernel forms an example of a potential function on X, and thus, minimizing the value
DL2pZq over codes Z of a given size can be addressed via the linear programming approach to energy
minimization. This line of research started with the work [32] and has enjoyed considerable attention in recent
years. Most works on energy-minimizing configurations address the setting of finite point sets on the sphere in
R
d and related homogeneous spaces, including a general LP bound on quadratic discrepancy recently studied
in [5] (see also a comprehensive recent book [9] for an extensive overview as well as numerous references).
At the same time, papers [10, 14] as well as the earlier works [2, 3] study energy minimizing codes in the
Hamming space and other related metric spaces via linear programming. Using the linear programming
approach and the Krawtchouk expansion of λpwq, in Sec. 5 we derive several lower bounds on DL2pNq
and prove that the Hamming codes and other perfect codes have the smallest possible discrepancy among all
codes of their cardinality.
As noted above, in the spherical case the quadratic discrepancy of a point set related to the sum of distances
in it. In the Hamming space an exact transformation from discrepancy to the sum of distances is apparently
absent, although we show an approximate link between the two questions. The problem of the smallest
possible average distance (sum of distances) was stated in [1] and it has enjoyed considerable attention in the
ensuing decades. In Sec. 3.3 we briefly discuss approximations of discrepancy that can be obtained relying
on the known results for the sum-of-distances problem in the Hamming space.
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2. STOLARSKY’S INVARIANCE FOR A METRIC SPACE
The quadratic discrepancy of Z Ă X can be expressed as the difference between the average values of λ
over the entire space X and the subset Z as follows.
Theorem 2.1 (STOLARSKY’S INVARIANCE PRINCIPLE). LetZ “ tz1, . . . , zNu be a subset of a finite metric
space X. Then
DL2pZq “ 1
2
´ 1
|X|2
ÿ
x,yPX
ÿ
uPX
|dpx, uq ´ dpy, uq| ´ 1
N2
Nÿ
i,j“1
ÿ
uPX
|dpzi, uq ´ dpzj , uq|
¯
. (6)
Proof. Starting with (2), we compute
DtpZq2 “
ÿ
xPX
”´ 1
N
Nÿ
j“1
1Bpx,tqpzjq
¯2
´ 2
N
Nÿ
j“1
1Bpx,tqpzjq
|Bpx, tq|
|X| `
|Bpx, tq|2
|X|2
ı
“ 1
N2
ÿ
xPX
´ Nÿ
j“1
1Bpx,tqpzjq
¯2
´ 2
N
Nÿ
j“1
ÿ
xPX
1Bpzj ,tqpxq
|Bpx, tq|
|X| `
|Bpx, tq|2
|X|
“ 1
N2
´ ÿ
xPX
Nÿ
i,j“1
1Bpx,tqpziq1Bpx,tqpzjq
¯
´ |Bpx, tq|
2
|X|
“ 1
N2
Nÿ
i,j“1
|Bpzi, tq XBpzj , tq| ´ |Bpu, tq|
2
|X| , (7)
where on the last line u is any fixed point in X.
To find an expression forDL2pZq in (1), we need to sum (7) on t. Let us compute average intersection of
the metric balls with centers at x and y:
nÿ
t“0
|Bpx, tq XBpy, tq| “
nÿ
t“0
ÿ
zPX
1Bpx,tqpzq1Bpy,tqpzq “
ÿ
zPX
nÿ
t“0
1Bpx,tqpzq1Bpy,tqpzq
“
ÿ
zPX
nÿ
t“maxpdpz,xq,dpz,yqq
1 “
ÿ
zPX
pn` 1´maxpdpz, xq, dpz, yqqq
“ |X|pn` 1q ´
ÿ
zPX
maxpdpz, xq, dpz, yqq
“ |X|pn` 1q ´
ÿ
zPX
1
2
pdpz, xq ` dpz, yq ` |dpz, xq ´ dpz, yq|q
“ |X|pn` 1q ´
ÿ
zPX
dpz, uq ´ 1
2
ÿ
zPX
|dpz, xq ´ dpz, yq|. (8)
Now let us address the second term in (7):
nÿ
t“0
|Bpu, tq|2 “
nÿ
t“0
ÿ
uPX
1Bpx,tqpuq
ÿ
yPX
1Bpu,tqpyq
“
nÿ
t“0
ÿ
y
ÿ
u
1Bpx,tqpuq1Bpy,tqpuq “
ÿ
y
nÿ
t“0
|Bpx, tq XBpy, tq|
“ 1|X|
ÿ
x,yPX
nÿ
t“0
|Bpx, tq XBpy, tq| (9)
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“ 1|X|
ÿ
x,yPX
”
|X|pn` 1q ´
ÿ
zPX
dpz, uq ´ 1
2
ÿ
uPX
|dpu, xq ´ dpu, yq|
ı
, (10)
where on the last line we used (8). Substituting (8) and (10) into (7) and rearranging, we obtain (6). 
Similar proofs of Stolarsky’s principle for the case of the sphere SdpRq were given earlier in [12, 6], see
also [9, Sec.6.8]. In particular, the authors of [6] used essentially the same geometric ideas, and we adopted
them here for a finite metric space. Paper [26] considered the case of a general distance-transitive metric
space X equipped with the metric of symmetric difference. In the case of finite X this metric is defined as
follows:
θpx, yq :“ 1
2
nÿ
t“0
|Bpx, tq△Bpy, tq| “
nÿ
t“0
|Bpx, tq| ´
ÿ
t
|Bpx, tq XBpy, tq|,
and this definition generalizes to an arbitrary metric measure space X in an obvious way. To see that θ is
indeed a metric, note that
θpx, yq “ 1
2
ÿ
t
ÿ
uPX
|1Bpx,tqpuq ´ 1Bpy,tqpuq|,
which is the L1 distance between the indicator functions of the metric balls. As observed in [26, Eq.(1.33)],
the quadratic discrepancy of a finite zet Z Ă X equals the difference between the average value of θ over the
entire space and its average value over Z. The author of [26] called this relation the L1 invariance principle
as opposed to the more subtle L2 principle given by (4).
The form of the invariance principle considered above is related to the kernel λ : X ˆ X Ñ R defined in
(5). Using it, we can rewrite the invariance principle (6) concisely as follows:
DL2pZq “ 1
22n
ÿ
x,yPX
λpx, yq ´ 1
N2
Nÿ
i,j“1
λpzi, zjq
“ xλyX ´ xλyZ , (11)
where the quantities on the last line represent the average values of λ. Another equivalent form of (11) is
obtained once we define the kernel
µpx, yq “
ÿ
t“0
µtpx, yq.
where
µtpx, yq :“ |Bpx, tq XBpy, tq| “
ÿ
zPX
1Bpx,tqpzq1Bpy,tqpzq. (12)
On account of (7), (9), and (1) we can rewrite the expression for the quadratic discrepancy of the subset Z as
follows:
DL2pZq “ xµyZ ´ xµyX. (13)
Both (11) and (13) have their advantages for the calculations in the Hamming space which form our
main results. Namely, (6) is directly related to the distances in the graph while (12) is a convolution square
of a function, which facilitates the Fourier transform approach to discrepancy. Additionally, although less
importantly, while both kernels µ and λ are radial (depend only on the distance dpx, yq), the former is also
positive definite, which facilitates calculations of the linear-programming bounds on discrepancy.
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3. STOLARSKY’S INVARIANCE FOR THE HAMMING SPACE
Let X “ t0, 1un and for any pair of vectors x, y P X let dpx, yq denote the Hamming distance between
them. As above, we let Bpx, tq denote the ball of radius t, 0 ď t ď n with center at x P X and note that the
volume |Bpx, tq| “ řti“0 `nt˘ does not depend on x. We also note the following relations for future use: for
any x P X
nÿ
t“0
|Bpx, tq| “
nÿ
t“0
tÿ
i“0
ˆ
n
i
˙
“
nÿ
i“0
pi` 1q
ˆ
n
i
˙
“ pn` 2q2n´1 (14)
nÿ
t“0
|Bpx, tq|2 “ 22n´1pn` 2q ´ n
2
ˆ
2n
n
˙
. (15)
The first of these equalities is obvious and the second was proved in [17].
In this section we derive an explicit form of the Stolarsky principle (6) for the Hamming space. As before,
let Z be an N -element subset of X, which we call a binary code. In the next lemma we find an explicit
expression of the kernel λ defined in (5).
Lemma 3.1. Let x, y P X be two points such that dpx, yq “ w. Then
λpx, yq “ λpwq :“ 2n´ww
ˆ
w ´ 1
rw
2
s ´ 1
˙
, w “ 1, . . . , n. (16)
Writing this in another form, we have
λp2i ´ 1q “ λp2iq “ 2n´2ii
ˆ
2i
i
˙
, 1 ď i ď tn{2u (17)
λp2i` 1q
2i` 1 “
λp2iq
2i
, i ě 1, (18)
and thus λpiq is a monotone increasing function of i for all i ě 1.
Proof. Without loss of generality let x “ 0. Let u P X be a point and let j “ |u X y| be the intersection (the
number of common ones) of u and y. Let i “ |uX yc| “ |u| ´ j be the remaining number of ones in u. Thenÿ
uPX
|dpu, xq ´ dpu, yq| “
ÿ
uPX
|pi` jq ´ pw ´ jq ´ i| “
ÿ
uPX
|2j ´ w|,
where we have suppressed the dependence of i and j on u.
Let w be odd, then ÿ
uPX
|2j ´ w| “
ÿ
u:jěrw{2s
p2j ´ wq `
ÿ
u:jďtw{2u
pw ´ 2jq.
The two terms on the right are equal to each other, and thus
λpwq “
ÿ
uPX
jěrw{2s
p2j ´ wq “
n´wÿ
i“0
wÿ
j“rw{2s
p2j ´ wq
ˆ
n´ w
i
˙ˆ
w
j
˙
“ 2n´w
”
2
wÿ
j“rw{2s
j
ˆ
w
j
˙
´ w
jÿ
j“rw{2s
ˆ
w
j
˙ı
“ 2n´w
”
2w
wÿ
j“rw{2s
ˆ
w ´ 1
j ´ 1
˙
´ w
jÿ
j“rw{2s
ˆ
w
j
˙ı
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“ 2n´w
”
2w
´
2w´2 ` 1
2
ˆ
w ´ 1
pw ´ 1q{2
˙¯
´ w2w´1
ı
“ 2n´ww
ˆ
w ´ 1
pw ´ 1q{2
˙
“ 2n´ww
ˆ
w ´ 1
rw
2
s ´ 1
˙
. (19)
This proves (16) for w odd.
The case of w even is very similar, with only minor changes:
1
2
ÿ
uPX
|dpu, xq ´ dpu, yq| “ 1
2
” ÿ
uPX
jěw
2
`1
p2j ´ wq `
ÿ
uPX
jěw
2
´1
pw ´ 2jq
ı
“ 2n´w´1
” wÿ
j“w
2
`1
ˆ
w
j
˙
p2j ´ wq `
w
2
´1ÿ
j“0
ˆ
w
j
˙
pw ´ 2jq
ı
“ 2n´w
” wÿ
j“w
2
`1
j
ˆ
w
j
˙
´
w
2
´1ÿ
j“0
j
ˆ
w
j
˙ı
“ 2n´ww
” wÿ
j“w
2
`1
ˆ
w ´ 1
j ´ 1
˙
´
w
2
´1ÿ
j“0
ˆ
w ´ 1
j ´ 1
˙ı
“ 2n´ww
”
2w´2 ´
´
2w´2 ´
ˆ
w ´ 1
w
2
´ 1
˙¯ı
“ 2n´ww
ˆ
w ´ 1
rw
2
s ´ 1
˙
,
i.e., the same as (19).
To prove (17), note that λp2iq “ 2n´2ip2iq`2i´1
i´1
˘
and
λp2i´ 1q “ 2n´2i`1p2i´ 1q
ˆ
2i´ 2
i´ 1
˙
“ 2n´2ip2iq
ˆ
2i´ 1
i´ 1
˙
“ 2n´2ii
ˆ
2i
i
˙
,
as claimed. Finally, (18) is computed directly from (17). 
Recalling (11), we next aim to compute the average value xλyX “ 2´2n
ř
x,yPX λpdpx, yqq. For a fixed
x there are
`
n
w
˘
vectors y such that dpx, yq “ w, which we can use together with the expression for λ (16).
Somewhat surprisingly, the resulting sum has a closed-form expression. Namely, for any n ě 1 we have:
2´n
ÿ
x,yPX
λpdpx, yqq “
nÿ
w“0
ˆ
n
w
˙
λpwq “
nÿ
w“1
2n´ww
ˆ
n
w
˙ˆ
w ´ 1
rw
2
s ´ 1
˙
“ n
2
ˆ
2n
n
˙
. (20)
To prove this, let us write (10) for the Hamming space:
nÿ
t“0
´ tÿ
i“0
ˆ
n
i
˙¯2
“ 22n´1pn` 2q ´ 2´n
ÿ
x,yPX
λpx, yq.
Now from (15) and (16) we find that (20) is true for all n.
Remarks:
1. An identity related to (20) is the following:
řn
w“1p´1qw`1
`
n
w
˘
λpwq “ `2pn´1q
n´1
˘
.
2. The numbers on either side of (20) as a function of n form sequence A002457 in OEIS [23].
Rephrasing (20), we obtain the following proposition.
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Proposition 3.2. The average value of the kernel λpx, yq over the entire space X equals
Λn :“ n
2n`1
ˆ
2n
n
˙
. (21)
Thus, the average value Λn « n2n`1 22n{
?
pin “ an{pi2n´1, and it increases roughly by a factor of 2 as
the dimension n increases by one.
Using (20), we obtain a simplified form of the invariance principle (11) for the Hamming space. Namely,
DL2pZq “ Λn ´ 1
N2
Nÿ
i,j“1
λpdpzi, zjqq. (22)
Let
Aw :“ 1
N
|tpz1, z2q P Z2|dpz1, z2q “ wu|
be the number of ordered pairs of elements in Z at distance w. The set of numbers ApZq “ tA0 “
1, A1, . . . , Anu is called the distance distribution of the code Z. Using this concept, we can write the ex-
pression for discrepancy in final form.
Theorem 3.3 (STOLARSKY’S INVARIANCE FOR THE HAMMING SPACE). Let Z Ă t0, 1un be a subset of
size N with distance distribution ApZq. Then
DL2pZq “ Λn ´ 1
N
nÿ
w“1
Awλpwq. (23)
A topic that we discuss in more detail below is finding codes Z that have the smallest possible discrepancy
among all codes of their cardinality. An obvious observation from (23) is that among all subsets tx, yu of size
2 the smallest discrepancy is attained when dpx, yq “ n. Indeed, we haveDL2pZq ě Λn ´ p1{2qλpdpx, yqq,
and the claim follows since λpiq is monotone increasing as a function of i (18).
Using (13), we can express DL2pZq in an equivalent form. Namely, from (8) the average value of the
kernel µ over X equals
xµyX “ 2n´1pn` 2q ´ Λn,
and thus
DL2pZq “ 1
N
nÿ
w“1
Awµpwq ` Λn ´ 2n´1pn` 2q.
RANDOM CODES. To get a feeling of the possible values ofDL2pZq, let us compute the expected discrepancy
over the set of random codes of size N chosen in X with uniform distribution. Let X be a random vector
such that P pX “ xq “ 2´n for every x P X and let Z “ tz1, . . . , zNu be a subset formed of N independent
copies of X. Equivalently, one can choose each zi by uniformly and independently selecting the values of
each of the n coordinates.
For a given w, 1 ď w ď n and zi P Z the probability Prpdpzi, zjq “ wq “
`
n
w
˘
2´n, and thus the expected
number
E|tpzi, zjq : dpzi, zjq “ wu| “ N ErAwpZqs “ NpN ´ 1q
ˆ
n
w
˙
2´n. (24)
Now using (20), we obtain that
ErxλyZs “ N ´ 1
N
n
2n`1
ˆ
2n
n
˙
.
Together with (23) we conclude as follows.
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Proposition 3.4. The expected discrepancy of a random code of size N in t0, 1un equals
ErDL2pZqs “ n
N2n`1
ˆ
2n
n
˙
“ 2
n
4
?
pi
n
N
p1´ αnn´1q, (25)
where αn ă 1 is a constant.
To obtain the approximation in (25) we used standard inequalities for the central binomial coefficient.
It is also easy to estimate the moments ofDL2pZq. For instance
VarpAwq “ NpN ´ 1q
´ˆn
w
˙
2´n ´
ˆ
n
w
˙2
2´2n
¯
ď EAw.
Therefore, using (23), (24) and independence or pairwise distances, we obtain
VarpDL2pZqq “ 1
N2
nÿ
w“1
λpwqVarpAwpZqq ď N ´ 1
N2
n
2n`1
ˆ
2n
n
˙
ď ErDL2pZqs
Similar results can be obtained if we limit ourselves to random linear subspaces of X of a given dimension
k, 1 ď k ď n. In this case, N “ 2k and
EAw “ 2
k ´ 1
2n ´ 1
ˆ
n
w
˙
,
which is essentially the same as (24).
Concluding, we have shown that the expected discrepancy is inverse proportional to the relative size of the
random subset Z in X irrespective of whether Z is a linear subspace or a fully random subset of X.
For the spherical case, expected discrepancy of a random configuration of size N was computed in [7],
which showed that it is proportional to the quotient of the average distance on the sphere andN . In our case,
ErxλyZs “ Λn{N, the quotient of the average value of λpx, yq andN .
EXTENDING A CODE. Let Z Ă X be a code. For every vector z “ pz1, . . . , znq P Z find zn`1 “ ‘ni“1zi
and adjoin this coordinate to z, forming a vector z1 “ pz|zn`1q. The set of vectors tz1|z P Zu forms an
extended code Zex of length n` 1. The discrepancyDL2pZexq can be easily found fromDL2pZq.
Proposition 3.5. Let Z be a linear code of length n “ 2p´ 1 and size N, then
DL2pZexq “ 2DL2pZq ` 1
2n`1
ˆ
2n
n
˙
. (26)
Proof. Let ApZq “ t1, A1, . . . , Anu be the distance distribution of Z , then the distance distribution of the
extended code is t1, A1i, i “ 1, . . . , 2pu, where A12j´1 “ 0, A12j “ A2j´1 ` A2j , j “ 1, . . . , p ´ 1, and
A1
2p “ A2p´1. From (23) and (17)
DL2pZq “ n
2n`1
ˆ
2n
n
˙
´ 1
N
p`1ÿ
i“1
pA2i´1 `A2iqλp2iq,
where we formally put A2p “ 0. When the code is extended, the length increases by one, and the value of
λpwq doubles. We obtain
DL2pZexq “ n` 1
2n`2
ˆ
2n` 2
n` 1
˙
´ 1
N
p`1ÿ
j“1
2A1
2jλp2jq
“ 2n` 1
n
Λn ´ 2
N
p`1ÿ
i“1
pA2i´1 `A2iqλp2iq (27)
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“ 2DL2pZq ` 1
n
Λn. (28)
Upon substituting (21),we obtain (26). 
3.1. Krawtchouk polynomials. Krawtchouk polynomials form a family of discrete orthogonal polynomials
on t0, 1, . . . , nu with respect to the weight `n
i
˘
2´n. A Krawtchouk polynomial of degree k is defined as
K
pnq
k pxq “
ˆ
n
k
˙
2F1p´k,´x;´n; 2q.
[18, p.183], [20, p.237]. We note that our definition differs from the standard one by a factor
`
n
k
˘
, which
givesK
pnq
k p0q “
`
n
k
˘
(the standard normalization gives the value 1 at x “ 0). The explicit expression for the
polynomial of degree k “ 0, 1, . . . , n is as follows:
K
pnq
k pxq “
kÿ
i“0
p´1qk
ˆ
x
i
˙ˆ
n´ x
k ´ i
˙
. (29)
The orthogonality relations have the form
xKpnqi ,Kpnqj y :“
nÿ
l“0
ˆ
n
l
˙
K
pnq
i plqKpnqj plq “ 2n
ˆ
n
i
˙
δij (30)
and thus }Kk}2 “
`
n
k
˘
. From (29) it is easily seen that
K
pnq
k pxq “ p´1qkKpnqk pn´ xq (31)
K
p2mq
t pmq “ p´1qt{2
ˆ
m
t{2
˙
1pt P 2Zq. (32)
The generating function of the numbersK
pnq
k pxq for integer x has the form
nÿ
k“0
Kkpxqzk “ p1` zqn´xp1´ zqx. (33)
Simple rearranging of the binomial coefficients in (29) yields the following symmetry relation:ˆ
n
i
˙
K
pnq
k piq “
ˆ
n
k
˙
K
pnq
i pkq. (34)
The Krawtchouk polynomials satisfy the following Rodrigues-type formulaˆ
n
x
˙
K
pnq
k pxq “
ˆ
n
k
˙
∇
k
”ˆn´ k
x
˙ı
, (35)
where∇fpxq :“ fpxq ´ fpx´ 1q is the finite difference operator, [20], Eq.(9.11.10).
The linearization formula for a product of Krawtchouk polynomials has the form
KipxqKjpxq “
nÿ
k“0
pkijpnqKkpxq
[13, p.45], [15, Eq.(2.19)], where pkijpnq “
`
k
1
2
i´j`k
˘`
n´k
1
2
pi`j´kq
˘
are the intersection numbers of the Ham-
ming scheme defined below in (78). In particular,
pKpnqi pxqq2 “
minpi,tn{2uqÿ
k“0
ˆ
2k
k
˙ˆ
n´ 2k
i´ k
˙
K
pnq
2k pxq. (36)
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3.2. Dual view of discrepancy. To a code Z Ă X one associates a pair of distance distribution vectors,
ApZq defined above, and a dual distribution AKpZq “ pAK0 , . . . , AKn q. The vectors ApZq and AKpZq are
connected by the followingMacWilliams identities:
AKw “
1
N
nÿ
i“0
Kpnqw piqAi, w “ 0, 1, . . . , n (37)
Ai “ 2
n
N
nÿ
w“0
K
pnq
i pwqAKw , i “ 0, 1, . . . , n. (38)
In the context of spherical sets, i.e., subsets of SdpRq, the quantities analogous to AKw are called moments
of the code [11], [9, p. 200]. In the particular case that Z P X is a linear k-dimensional subspace, the dual
code of Z is defined as ZK “ tx P X | px, zq “ 0 for all z P Zu where p¨, ¨q is the inner product modulo 2.
Then the dual distance distribution of Z equals the distance distribution of ZK, i.e., AKpZq “ ApZKq [21,
Eq.(5.13)].
Expressing the discrepancy of the code Z via the dual distance distribution may simplify the computation
because it is often the case that either Z or ZK has only a small number of distances. Substituting (38) into
(23), we obtain the relation
DL2pZq “ Λn ´ 1
2n
nÿ
i“0
AKi
nÿ
w“0
Kpnqw piqλpwq (39)
“ ´ 1
2n
nÿ
i“1
AKi
nÿ
w“0
Kpnqw piqλpwq, (40)
where (40) follows from (20), (21), and the fact that AK0 “ 1. Expression (40) may be preferable over (23),
(39) because these formulas involve subtraction of two large numbers, while (40) gives an explicit form of
their difference. Note that relations (39) and (40) are valid for linear as well as unrestricted subsets Z .
The sum on w in (40) can be written in a different form. Namely, a calculation involving the generating
function (33) shows that the following identities
nÿ
w“0
Kpnqw piq2n´ww
ˆ
w ´ 1
rw
2
s ´ 1
˙
“ p´1qi
n´1ÿ
w“0
Kpn´1qw p2i´ 2q
ˆ
n´ 1
w
˙
(41)
hold true for all n ě 1, 1 ď i ď 1
2
pn` 1q.
Remarks: 1. Since λp2j ´ 1q “ λp2jq, we can combine the consecutive Krawtchouk numbers in (40)
using a standard relation K
pnq
2j´1piq ` Kpnq2j piq “ Kpn`1q2j piq, however, this does not seem to lead to further
simplifications.
2. As a side observation, we note another possible interpretation of the numbers on the left (or on the right)
in (41). Denote them by aipnq, n “ 1, 2, . . . . Apparently, the coefficients of the power series expansion
p1´ 4xqp2i´3q{2 “ 1`
ÿ
ně1
cnx
n
are given by cn “ p´1qiaipn`1q for all n ě i. Observe that the sequence paipnq, n ě 1q for different values
of i is related to sequences A002420-A002424 in OEIS [23].
Relations (40), (41) sometimes enable one to compute the discrepancy of the code Z in closed form. For
instance, let n “ 2m ´ 1 and suppose that Z is the Hamming code. Its size is N “ 2n´m and AKi “ 2m ´ 1
if i “ 2m´1 “ pn` 1q{2 and AKi “ 0 for all other positive i ([21], §1.9). We obtain the following statement.
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Theorem 3.6. The quadratic discrepancy of the Hamming code Z “ Hm of length n “ 2m ´ 1,m ě 2
equals
DL2pHmq “ n
2n
ˆ
n´ 1
n´1
2
˙
. (42)
For large n the discrepancyDL2pHmq “
a
n{4pip1 ´ op1qq.
Proof. The right-hand side of (40) contains a single nonzero term for i “ 2m´1 “ pn ` 1q{2. Substituting
(41) in (40), we obtain
DL2pHmq “ ´ n
2n
nÿ
w“0
Kpnqw ppn` 1q{2qλpwq
“ ´ n
2n
n´1ÿ
w“0
Kpn´1qw pn´ 1q
ˆ
n´ 1
w
˙
.
From (29) we observe thatK
pnq
k pnq “ p´1qk
`
n
k
˘
, so we obtain
DL2pHmq “ ´ n
2n
n´1ÿ
w“0
p´1qw
ˆ
n´ 1
w
˙2
,
which turns into (42) upon engaging the identity
řm
i“0p´1qi
`
m
i
˘2 “ p´1qm{2` m
m{2
˘
valid for even m, and
noticing that p´1qpn´1q{2 “ ´1. 
Another proof of this theorem is given below after we develop a Fourier transform view of discrepancy.
Note that for the parameters of the Hamming code we find |X|{N « n, and thus, DL2pZq « 1
n
ErDL2pNqs,
where ErDL2pNqs is the expected discrepancy given in (25).
For the dual code HKm (the Hadamard, or simplex code) the discrepancy is found immediately from (23)
and the distance distribution given before the theorem. We obtain
DL2pHKmq “ Λn ´
n
N
λppn` 1q{2q. (43)
Let us give some numerical examples.
DISCREPANCY OF THE HAMMING CODES AND THEIR DUALS
HAMMING CODES Hm , n “ 2
m ´ 1, N “ 2n´m
m 4 5 6 7 8 9 10
DL2pZq 1.571 2.239 3.179 4.50471 6.377 9.027 12.763
EDL2pNq 17.336 50.058 143.016 406.518 1152.64 3264.14 9238.04
HADAMARD CODES HKm , n “ 2
m ´ 1, N “ 2m
2
´nDL2pZq 0.058 0.042 0.030 0.021 0.015 0.011 0.008
2
´n
EDL2pNq 0.068 0.049 0.035 0.025 0.018 0.012 0.009
The Hamming codes form dense, regular packings of the space, and their discrepancy is much smaller than
the average over all subsets of the same size. In Sec. 5 we show that they in fact minimize the discrepancy
among all codes of the same cardinality. In contrast, the code HKm has only one nonzero distance, and its
discrepancy approaches the average as n increases (since the numbers are large, we scale them by 2´n).
To give one more example, the discrepancy of the Golay code of length n “ 23, N “ 4096 equals 390.75
while EDL2pNq “ 2755.68, and again it is a minimizer of discrepancy among all codes of the same size.
Many more examples can be generated since the distance distributions of many codes are known explicitly
[21] (and some of them are conveniently listed online in OEIS [23]).
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3.3. Discrepancy and the sum of distances. The original form of the Stolarsky principle (4) connects
DL2pZq for spherical sets with the sum of distances in Z . For the Hamming space, this is not exactly
true, but is in fact true approximately. To begin, we note that the average distance in X equals
xdyX “ 2´2n
ÿ
x,yPX
dpx, yq “ n
2
.
Next, observe that the average distance in Z equals
xdyZ “ 1
N2
Nÿ
i,j“1
dpzi, zjq “ 1
N
nÿ
w“1
wAw .
The generating functions of the numbers pAwq and pAKwq are related by the MacWilliams equation
nÿ
w“0
Aiy
i “ N
2n
nÿ
w“0
AKwp1 ` yqn´ip1´ yqi,
implied by (38) and (33). Differentiating on i and setting y “ 1 we obtain
xdyZ “ n
2
´ A
K
1
2
.
Thus, xdyZ ď n2 with equality if and only if AK1 “ 0.
The central binomial coefficient can be bounded as follows:
c?
npi
ď
`
2n
n
˘
22n
ď 1?
npi
, (44)
where c “ cn is a constant that is greater than 0.9 for all n ě 2 and tends to 1 as n increases. Substituting
these estimates in (23), we obtain
Proposition 3.7. For any code Z Ă X
2n?
pin
´
c
n
2
´
´nxdyZ
2
¯1{2¯
ď DL2pZq ď 2
n
?
pin
´n
2
´ c
2
xdyZ
¯
(45)
DL2pZq ď c1 2
n
?
pin
n
2
, (46)
where (46) holds if AK
1
“ 0, and c1 approaches 1{2 as n increases.
Proof. From (44) we obtain
c2n?
pin
n
2
ď Λn ď 2
n
?
pin
n
2
,
c2n?
pin
i ď λp2iq ď 2
n
?
pi
?
i.
For the upper bound in (45) we compute
DL2pZq ď 2
n
?
pin
n
2
´ c
N
?
pin
n{2ÿ
i“1
pA2i´12n´1p2i´ 1q `A2i2n´1p2iqq
(assuming n is even), and this yields (45). The case of odd n is similar. The lower bound is obtained from
(23) once we compute (again assuming that n is even)
1
N
nÿ
w“1
Awλpwq ď 2
n
?
pi
n{2ÿ
i“1
´A2i´1
N
` A2i
N
¯?
i ď 2
n
?
2pi
xdy1{2Z ,
where the last step uses Jensen’s inequality. 
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The bounds in this proposition apply to any code of a given length, without accounting for the structure of
the code. The lower bound in (45) trivializes if xdyZ “ n2 , but provides useful estimates in other cases.
Let dpNq :“ minZ:|Z|“N xdyZ be the smallest possible average distance over codes of a given size. The
problem of bounding dpNq was raised in [1] and was the subject of a number of follow-up papers. Under the
assumption N ď 2n´1 a bound dpNq ě n
2
´ 2n´2
N
was proved in [16]. Substituting it in (45), we can state
the following result.
Proposition 3.8. For any Z Ă X, |Z| “ N ď 2n´1
DL2pZq ď 2
n
?
pin
´
c1
n
2
` c2
n´3
N
¯
.
Other lower bounds on dpNq are given in [16] and subsequentworks, with the best known results appearing
in the recent paper [31].
An example of configurations that minimize the average distance is given by subcubes in X of codimen-
sions 1 and 2. Let Z “ Cn´m :“ t0, 1un´m ˆ t0um be a subcube of X. The distance distribution of Z is
Aw “
`
n´m
w
˘
, 1 ď w ď n´m and Aw “ 0, n´m ă w ď n. The discrepancy of Z equals
DL2pCmq “ Λn ´ 1
2n´m
mÿ
w“1
ˆ
n´m
w
˙
λpwq.
Form “ 1 this can be evaluated in closed form, for instance by computer [24], and we obtain
n´1ÿ
w“1
ˆ
n´ 1
w
˙
λpwq “ pn´ 1q
ˆ
2n´ 2
n´ 1
˙
(Ape´ry numbers, A005430) and
DL2pCn´1q “ n
2n`1
ˆ
2n
n
˙
´ n´ 1
2n´1
ˆ
2n´ 2
n´ 1
˙
.
The question whether subcubes are also discrepancy minimizers is likely resolved in the negative, see the
discussion in Section 5 below.
4. A FOURIER TRANSFORM VIEW OF DISCREPANCY
In this section we derive a representation of the discrepancy DL2pZq in the transform domain. For the
sphere Sd and related projective spaces analogous results were earlier derived in [26, 28]. In view of (11)
this amounts to representing the kernel λpx, yq (16) as a linear combination of the Krawtchouk polynomials.
A direct approach is to compute the inner product of the expression (16) with Kk for all k, but this looks
difficult. At the same time, from (8) it suffices to find the expansion of µtpx, yq “ |Bpx, tq X Bpy, tq| (cf.
(12)) and then “integrate” on t. Let φtpzq “
ř
zPX φtpdpx, zqq, where φtplq “ 1t0,1,...,tuplq is the indicator
function of the set t0, 1, . . . , tu, then µt “ φt ˚ φt, or in more detail
µtpx, yq “
ÿ
zPX
φtpdpx, zqqφtpdpz, yqq. (47)
Lemma 4.1. Let x, y P X be such that dpx, yq “ w. The Krawtchouk expansion of the kernel µtpx, yq, t “
0, . . . , n has the following form:
µtpx, yq “ 2´n
nÿ
k“0
ckptq2Kkpwq, (48)
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where
c0ptq “
tÿ
i“0
ˆ
n
i
˙
(49)
ckptq “
#
K
pn´1q
t pk ´ 1q, t “ 1, . . . , n´ 1
0 t “ n , k “ 1, . . . , n. (50)
Proof. Let φtplq be the function defined before the lemma, and let
φtplq “ 2´n
nÿ
k“0
ckptqKkplq, l “ 0, 1, . . . , l
be its Krawtchouk expansion, where ck “ xφt,Kky{
`
n
k
˘
. SinceK
pnq
0
” 1, we obtain
c0ptq “
tÿ
i“0
ˆ
n
i
˙
.
Further, for k “ 1, . . . , n; t ď n´ 1 we compute
ckptq “ 1`n
k
˘ tÿ
i“0
ˆ
n
i
˙
K
pnq
k piq “
1`
n
k
˘ n
k
ˆ
n´ 1
t
˙
K
pn´1q
k´1 ptq, (51)
“ 1`
n´1
k´1
˘ˆn´ 1
t
˙
K
pn´1q
k´1 ptq,
“ Kpn´1qt pk ´ 1q,
where the expression for the sum in (51) follows by (35) and the transition to the last line uses (34). Finally,
for t “ n from (31) we obtain
ckpnq “ 1`n
k
˘ nÿ
i“0
p´1qi
ˆ
n
i
˙
“ 0.
Next, we use the fact that the kernel µtpx, yq depends only on the distance dpx, yq “ w and that it equals a
convolution of functions whose Krawtchouk expansions are found above. This yields (48). 
In addition to [26, 28], in the spherical case, a function analogous to µpx, yq was studied in [12] in the
context of Hilbert space reproducing kernels. Casting our results in their language, we note that µpx, yq is a
reproducing kernel for the space of real functions f on X representable in the form
fpxq “
nÿ
t“0
ÿ
uPX
gpu, tq1Bpu,tqpxq (52)
with respect to the inner product pf1, f2q “
ř
t
ř
u g1pu, tqg2pu, tq, viz.,
pµp¨, yq, fq “ fpyq.
Lemma 4.1 immediately implies a Krawtchouk expansion for the kernel λpx, yq.
Corollary 4.2. Let x, y P X be such that dpx, yq “ w. We have
λpx, yq “ λpwq “
nÿ
k“0
pλkKpnqk pwq (53)
pλ0 “ Λn, pλk “ ´2´n n´1ÿ
t“0
pKpn´1qt pk ´ 1qq2, k “ 1, 2, . . . , n, (54)
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and thus the kernel p´λpx, yqq is positive definite up to an additive constant.
Proof. Starting with (8) and using (48), we find that
λpx, yq “ 2n´1pn` 2q ´
nÿ
t“0
µtpx, yq
“ 2n´1pn` 2q ´ 2´n
nÿ
t“0
´ tÿ
i“0
ˆ
n
i
˙¯2
´ 2´n
nÿ
k“1
n´1ÿ
t“0
ckptq2Kkpwq.
On account of (15), (20), (21), the constant term pλ0 “ Λn, and pλk “ ´2´nřt ckptq2, k “ 1, . . . , n. 
Remarks: 1. The constant coefficient of the Fourier expansion is the expectation of the function with
respect to the underlying measure, and this is indeed the case in (53); cf. (21).
2. The fact that λ is an invariant negative definite kernel implies, independently of (11), that xλyX ě xλyZ
for any Z Ă X. This is the well-known “inequality about the mean” [19].
3. Taking w “ 0 in Eq. (53) we can rewrite that expansion for λ in the following form:
λpwq “
nÿ
k“1
pλkpKpnqk pwq ´Kpnqk p0qq.
It is easy to check that the coefficients pλk are symmetric with respect to the middle, and their absolute
values decrease for k ă n{2 and increase for k ą n{2.
Lemma 4.3. For n even, pλi “ pλn´i`1, i “ 1, . . . , n{2. For n odd,
pλn`1
2
´i “ pλn`1
2
`i, i “ 1, . . . ,
n´ 1
2
max
1ďkďn
pλk “ pλn`1
2
“ ´2´n
ˆ
n´ 1
n´1
2
˙
.
Proof. For instance, let us compute the middle coefficient, assuming that n is odd. From (54)
´2npλn`1
2
“
n´1ÿ
t“0
K
pn´1q
t ppn´ 1q{2qq2 “
n´1
2ÿ
i“0
ˆpn´ 1q{2
i
˙2
“
ˆ
n´ 1
n´1
2
˙
,
using (32). The other statements are equally straightforward. 
We are now in a position to compute a transform-domain representation of the discrepancy of the set
Z Ă X. The following theorem is immediate.
Theorem 4.4. Let Z Ă X be a code of size N with distance distribution pAw , w “ 0, . . . , nq. Then
DL2pZq “ 1
2n
nÿ
k“1
AKk
n´1ÿ
t“0
pKpn´1qt pk ´ 1qq2, (55)
“ 1
2n
nÿ
k“1
AKk
tpn´1q{2uÿ
i“0
2n´1´2i
ˆ
2i
i
˙
K
pn´1q
2i pk ´ 1q (56)
where pAKk q is the dual distance distribution (cf. (38)).
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Proof. Rewriting Eq. (40), we can express the discrepancy of the code as follows:
DL2pZq “ ´
nÿ
k“1
pλkAKk . (57)
Now (55) follows from (54). To obtain (56), we expand pKpn´1qt pk ´ 1qq2 using (36) :
n´1ÿ
t“0
pKpn´1qt px ´ 1qq2 “
n´1ÿ
t“0
minpt,tpn´1q{2uqÿ
k“0
ˆ
2k
k
˙ˆ
n´ 1´ 2k
t´ k
˙
K
pn´1q
2k px ´ 1q.
The sum on t invovles all the nonzero binomials, which yields (56). 
For instance, for the Hamming code the dual distance distribution contains only one nonzero coefficient,
AKpn`1q{2 “ n. From (57) we obtain
DL2pHmq “ ´npλn`1
2
. (58)
Now Lemma 4.3 recovers the expression for DL2pHmq derived earlier in (42). It is also possible, although
more difficult, to derive (42) from (56).
An expression similar to (55) for the case of the Euclidean sphere and other related two-point homoge-
neous spaces is derived in [26, Eq.(4.52)]. We note that these expansions do not include the constant term,
which is explained by Remark 1 before Lemma 4.3.
Since pλk “ xλ,Kk, y, relations (40) and (55) yield an interesting expansion:
n´1ÿ
t“0
pKpn´1qt pk ´ 1qq2 “ ´
nÿ
w“1
λpwqKpnqw pkq, k “ 1, . . . , n. (59)
We note that the coefficients of the representation of the polynomial on the left in (59) in the basis pKpn´1qk pxqq
are nonnegative, but in (59) we use a different polynomial basis, so no contradiction arises from the sign
change. The expansion of the polynomial in (59) into the basis pKpn´1qk pxqq is given in (56).
5. DISCREPANCY AS A POTENTIAL FUNCTION ON X
In this section we study configurations in t0, 1un that minimize discrepancy among all codes of the same
cardinality. Trivial examples are given by Z “ t0, 1un and Z “ txu, where x is any point in the space, which
have discrepancy 0 (for the entire space this follows from the definition and for singletons this is implied by
(40)).
Let Z Ă X be a code and let fpx, yq “ fpdpx, yqq be a function on X ˆ X that depends on the distance
between the arguments. The potential energy of Z with respect to f is defined as
Ef pZq “ 1
N
Nÿ
i,j“1
i‰j
fpdpzi, zjqq. (60)
To relate discrepancy of the code to this definition, define a potential function f : t1, . . . , nu Ñ R by setting
fpx, yq “ fpdpx, yqq “ Λn ´ λpdpx, yqq. (61)
By Corollary 4.2, the function f is positive definite, i.e., it is contained in the nonnegative cone of the
Krawtchouk basis. The discrepancy of the code Z equals
DL2pZq “ 1
N
pΛn ` Ef pZqq.
Thus, DL2pZq is proportional to the potential energy of the code with respect to f (up to an additive term
which can be removed by adjusting the definition of f ).
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Universal bounds on the discrepancy of a code of size N can be obtained using linear programming. For
the ease of writing, we consider an LP problem for the maximum value of xλyZ rather than the minimum of
Ef . By Stolarsky’s invariance, Theorem 3.3, the value of the linear program
max
! nÿ
k“1
Akλpkq
ˇˇˇ nÿ
k“1
AkKipkq ě ´
ˆ
n
i
˙
, i “ 1, . . . , n;
nÿ
k“1
Ak “ N ´ 1, Ak ě 0
)
(62)
gives a lower bound toDL2pZq, and so does any feasible solution of the dual LP problem. The dual problem
has the following form:
min
! nÿ
i“0
ˆ
n
i
˙
hi ´ h0N
ˇˇˇ nÿ
i“0
hiKipkq ď ´λpkq, k “ 1, . . . , n;hi ě 0, i “ 1, . . . , n
)
(63)
where we used the fact that K
pnq
k p0q “
`
n
k
˘
. This approach is rooted in the works of Delsarte, and the first
paper to apply it to the problem of estimating energy of point sets was [32] which addressed the case of
spherical codes. For finite spaces an analogous bound on the energy of the code was derived in [3] which
showed the following proposition (we state it for the case of f “ λ).
Proposition 5.1. Let Z Ă t0, 1un be a code of size N and let EλpZq :“ 1N
ř
i,j λpdpzi, zjqq be the energy
associated with the potential function λpiq. Let hpiq “ řnk“0 hkKkpiq be a polynomial on t0, 1, . . . , nu such
that (a), hk ě 0 for all k ě 1 such that Ak ą 0 and pbq, hpiq ď ´λpiq for all i ě 1 such that AKi ą 0. Then
EλpZq ď hp0q ´Nh0 (64)
with equality if and only if all the inequalities in the assumptions (a),(b) are satisfied with equality.
Clearly, the bound (64) is a rephrasing of the dual problem (63), and the conditions for equality are just
the corresponding complementary slackness conditions. Let
DL2pn,Nq “ Λn ´ 1
N
Eλpn,Nq,
where
Eλpn,Nq “ max
ZĂt0,1un,|Z|“N
EλpZq.
A polynomial that satisfies the constraints of the problem (63), gives a universal boundDL2pZq ě DL2pn,Nq
for all codes of cardinality N irrespective of their distance distribution (this is because these constraints are
more stringent than in Proposition 5.1).
Finding feasible vectors for the problem (63) in some cases is aided by our knowledge of the Krawtchouk
coefficients of the energy function given in (54), see for instance (70) below. This information can be used
for constructing hpxq as long as we satisfy the inequalities hpiq ď fpiq, although controlling these conditions
is generally not immediate. We also note that, from (18), the function λp2iq is “concave,” i.e.,∆2pλp2iqq ă 0
for all i ě 1, where∆2 is the second finite difference.
In the next theorem we give some simple bounds on EλpNq which will be used in examples below.
Theorem 5.2. For anyN ě 1
Eλpn,Nq ď p1{Nqλpnq. (65)
For n “ 2t´ 1
Eλpn,Nq ď
$&%λptqpN ´
1{2q t even
λptq
n`1 pNn´ pn´ 1q{2q t odd.
(66)
For n odd
Eλpn,Nq ď Npλ0 ` p2n ´Nqpλn`1
2
(67)
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“ NΛn ´
´
1´ N
2n
¯ˆn´ 1
n´1
2
˙
. (68)
Proof. We have argued earlier, after Theorem (3.3), that (65) holds for N “ 2. To prove it for any N , take
the constant polynomial hpxq “ ´λpnq. The monotonicity condition (18) implies that hpiq ď ´λpiq for all
i “ 1, . . . , n, and the claim follows from (64).
To show (66), choose hpxq “ h0 ` h1pKpnq1 pxq `Kpnqn pxqq, where h1 “ λptq4t and
h0 “ ´λptq, t even; h0 “ ´λptq
´
1´ 1
2t
¯
, t odd.
To argue that hpiq ď ´λpiq for all i “ 1, . . . , nwe note that hpiq “ λpiq for i about n{2 (for t´1 ď i ď t`2
if t is even and t´ 2 ď i ď t` 1 if it is odd). The other conditions are confirmed by using the “convexity” of
´λpiq, relation (18) andKpnq
1
pxq “ n´ 2x,Kpnqn pxq “ p´1qx; we omit the details. Finally, (66) is obtained
by substituting h0 and hp0q “ h0 ` h1pn´ 1q into (64) and simplifying.
Now let us prove (67). For this we take a polynomial of the following form:
hpxq “
nÿ
k“0
ppλpn`1q{2 ´ pλkqKkpxq,
where the quantities pλj are given by (54). By Lemma 4.3 we have that hj ě 0 for all j ě 1.
Let us prove that hpiq “ ´λpiq for all i “ 1, . . . , n. Arguing backwards, we show that if for i “ 1, . . . , n
nÿ
j“0
hjKjpiq “ ´λpiq (69)
with
hn`1
2
“ 0, hj “ ´pλj ` pλpn`1q{2, j “ t0, . . . , nuztn`12 u, (70)
then hpxq has the form (70). Bearing in mind that hn`1
2
“ 0, multiply both sides of (69) by Kpnqj piq
`
n
i
˘{2n
and sum on i from 1 to n:
2´n
nÿ
i“1
K
pnq
j piq
ˆ
n
i
˙ nÿ
k“0
hkKkpiq “ ´
nÿ
i“1
λpiqKjpiq
`
n
i
˘
2n
. (71)
On the left, what is missing from the full inner product is the term for i “ 0, i.e., 2´n`n
j
˘
hp0q. Adding and
subtracking it to left-hand side and using orthogonality (30), we obtain
xh,Kjy ´
`
n
j
˘
2n
hp0q “
ˆ
n
j
˙
hj ´
`
n
j
˘
2n
hp0q. (72)
On the right-hand side of (71), recalling that λp0q “ 0, we obtain x´λ,Kjy “ ´
`
n
j
˘pλj . Let us equate this to
the right-hand side of (72), isolating separately the case j “ pn` 1q{2 :
hj “ ´pλj ` 1
2n
hp0q, j “ t0, 1, . . . , nuztn`1
2
u
hp0q “ 2npλn`1
2
,
which combine to yield (70).
Let us compute the energy bound (64):
EλpZq ď hp0q ´Nh0 “ 2npλn`1
2
´Np´Λn ` pλn`1
2
q.
This proves (67), and substituting the coefficient pλn`1
2
computed earlier in Lemma 4.3 yields (68), finishing
the proof. 
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For reference purposes, let us write explicitly the coefficients of hpxq used to derive (68):
h0 “ ´Λn ´ 1
2n
ˆ
n´ 1
n´1
2
˙
hj “ 1
2n
n´1ÿ
t“0
K
pn´1q
t pj ´ 1q2 ´
1
2n
ˆ
n´ 1
n´1
2
˙
“ ´ 1
2n
nÿ
w“1
λpwqKpnqw pjq ´
1
2n
ˆ
n´ 1
n´1
2
˙
,
j “ t1, . . . , nuztn`1
2
u.
The bounds in Theorem 5.2 address the cases of codes of rate plogNq{n close to zero and close to one.
They can be converted into the corresponding bounds on discrepancy. For instance, (67) yields
DL2pn,Nq ě ´
´ 2n
N ´ 1 ´ 1
¯pλn`1
2
, n odd. (73)
Note that the average value Λn cancels out, and this estimate bounds directly the right-hand side of (40).
Below we give some examples of discrepancy-minimizing configurations.
1. The repetition code Z “ p0n, 1nq.We have DL2pZq “ Λn ´ 12λpnq, and Ak ą 0 for k “ n, AKi ą 0
for i P t2t, i “ 1, 2, . . . , tn{2uu. Therefore the energy satisfies EλpZq “ 1{2λpnq, matching the bound (65)
with equality.
2. The Hamming code Z “ Hm,m ě 2.We have n “ 2m´1, N “ 2n´m. Substituting these parameters
into (73), we find
DL2pn,Nq “ Λn ´ 1
N
EλpNq ě ´npλn`1
2
which exactly matches the value DL2pHmq given in (58). This confirms optimality of the Hamming code.
We note that AKi ą 0 if and only if i “ 2m´1, and this is the reason for assuming that hn`1
2
“ 0 in (70).
3. The Golay code with n “ 23, N “ 4096 (A001380) and the quadratic residue code with n “ 17, N “
512 (A028381) are LP-optimal, which can be checked by computer.
Recall that the repetition codes for odd n, codes formed of a single vector, the Hamming codes, and the
binary Golay code of length 23 exhaust the list of all perfect codes in t0, 1un [21, Sec. 6.10]. This enables us
to make the following observation.
Theorem 5.3. Perfect codes in t0, 1un are discrepancy-minimizing configurations.
In all likelihood, this statement can be also shown by combinatorial considerations from the definition. At
the same time, approaching this problem via linear programming enables one not only to prove the miminiz-
ing property, but also to derive universal bounds on discrepancy that are applicable beyond the immediate
question at hand.
If the code is a discrepancy minimizer, its dual is not necessarily a minimizer or even LP-optimal for the
discrepancy problem. Indeed, while the Hamming codes are optimal, this is not true for their duals, i.e., the
Hadamard codes. For instance, the dual code HK
3
of length n “ 7 has distance distribution A4 “ 7 and
Ak “ 0 for all other k ě 1. For the class of Hadamard codes we have n “ 2m ´ 1, N “ 2m,m ě 2. Using
the case of even t in (66), we obtain the bound
EλpNq ď λ
´n` 1
2
¯
pn` 1{2q
and the codeZ spanned overF2 by 1110000, 0011100, 0000111meets it with equality. It has a strictly smaller
value of discrepancy than HK
3
(123/32 vs. 315/32), and its distance distribution vector p0, 0, 3, 2, 1, 1, 0q is
optimal for the LP problem. Similar examples can be constructed for largerm.
Some of the usual suspects such as the extended Golay code of length n “ 24, the Nordstrom-Robinson
code of length n “ 16 and other codes in the family of Kerdock codes, Reed-Muller codes of small length,
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or the subcubes Cn´m are not LP optimal. We did not attempt to examine the question whether the distance
distributions produced by the linear program (62) for the parameters of these examples correspond to actual
codes (a priori this is not guaranteed, and some authors resort to the term quasicode to account for this).
Energy-minimizing configurations in the Hamming space have been studied in a number of recent works
[14, 10]. In particular, the authors of [14] considered the problem of energy minimization in (60) for a class
of absolutely monotonic functions f on t0, 1, . . . , nu. A function f : ta, a ` 1, . . . , bu is called absolutely
monotonic is all its finite differences are nonnegative, i.e., ∆kfpiq ě 0 for all k ě 0 and a ď i ď b ´ k.
As observed in [14], absolutely monotonic functions are contained in the cone spanned by the binomials
gjpxq “
`
x
j
˘
, so checking this condition amounts to checking that the function expands into a sum of gjpxq’s
with nonnegative coefficients. Moreover, a code has the smallest possible energy Ef pZq for any absolutely
monotonic function (is universally optimal) if it minimizes the linear program for binomial moments of the
distance distribution in the sense of [2], and thus checking universal optimality for a given code is often
feasible.
Unfortunately, the function λpiq for a fixed n is not absolutely monotonic. Indeed, writing λpwq “řw
j“0
`
w
j
˘
a
pnq
j , we immediately obtain
a
pnq
j “
jÿ
w“1
p´1qw´j
ˆ
j
w
˙
λpwq.
Checking some particular cases, we find that the signs in the expansion alternate; for instance, a
pnq
2
“
´2n´1, n ě 2; apnq
3
“ 3 ¨ 2n´2, etc. The issue is of course that λp2i ´ 1q “ λp2iq, so the finite differ-
ences have alternating signs (at the same time, the function ´λ0piq “ ´λp2iq is absolutely monotonic on
t1, 2, . . . , tn{2uu).
In particular, this implies that the universally optimal codes listed in [14] are not necessarily LP-optimal
for the discrepancy problem, although they may be such, as is shown by the examples of the Hamming and
Golay codes.
6. EXTENSIONS AND OPEN QUESTIONS
6.1. Generalized Stolarsky’s identities. We begin with a simple generalization of Theorem 2.1, obtained
when the definition ofDL2pZq in (1) is extended to a weighted sum. Define
DL2G pZq “
nÿ
t“0
gtpDtpZqq2,
where G “ pg0, g1, . . . , gnq is a real vector and DtpZq is given in (2). The corresponding weighted version
of the invariance principle is given in the next theorem.
Theorem 6.1. Let Z Ă X be a subset of size N and let gi ě 0, i “ 1, . . . , n and γptq :“
řn
i“t gt. Then
DL2G pZq “ xλGyZ ´ xλGyX, (74)
where for x, y P X
λGpx, yq :“ 1
2
ÿ
zPX
|γpdpx, zqq ´ γpdpy, zqq|.
Proof. The proof is close to the proof of Theorem 2.1. Similarly to (7) we obtain
Nÿ
t“0
DtpZq2 “ 1
N2
Nÿ
i,j“1
nÿ
t“0
gt|Bpzi, tq XBpzj , tq| ´ 1|X|
nÿ
t“0
gt|Bpu, tq|2. (75)
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Since gi ě 0 for all i, the function γptq is monotone nonincreasing, and the calculation in (8) takes the
following form:
nÿ
t“0
gt|Bpx, tq XBpy, tq| “
nÿ
t“0
gt
ÿ
zPX
1Bpx,tqpzq1Bpy,tqpzq “
ÿ
zPX
nÿ
t“0
gt1Bpx,tqpzq1Bpy,tqpzq
“
ÿ
zPX
nÿ
t“maxpdpz,xq,dpz,yqq
gt “
ÿ
zPX
pn` 1´minpγpdpz, xqq, γpdpz, yqqq
“ |X|pn` 1q ´
ÿ
zPX
minpγpdpz, xqq, γpdpz, yqqq
“ |X|pn` 1q ´
ÿ
zPX
1
2
tγpdpz, xqq ` γpdpz, yqq ´ |γpdpz, xqq ´ γpdpz, yq|u
“ |X|pn` 1q ´
ÿ
zPX
γpdpz, uqq ` 1
2
ÿ
zPX
|γpdpz, xqq ´ γpdpz, yqq|, (76)
where u is any fixed point in X. Similarly, Eq. (9) takes the form
nÿ
t“0
gt|Bpu, tq|2 “ 1|X|
ÿ
x,yPX
!
|X|pn` 1q ´
ÿ
zPX
γpdpz, uqq ` 1
2
ÿ
uPX
|γpdpu, xqq ´ γpdpu, yqq|
)
. (77)
Using (77) and (76) in (75) finishes the proof. 
Relation (74) applies to any finite metric space. For connected spaces such as Sd, weighed versions of
the invariance principle were earlier considered in [28, 26]. In the case of the Hamming space X “ t0, 1un,
we can write (74) in a more specific form relying on the results of the previous sections. Rewriting (76) we
obtain
λGpx, yq “
nÿ
t“0
gtµtpx, yq `
ÿ
zPX
γpdpz, uqq ´ 2npn` 1q,
where µt is given in (12). Now Theorem 4.1 implies the following.
Proposition 6.2. The Krawtchouk expansion of the kernel λGpx, yq has the form
λGpwq “
nÿ
k“0
pλG,kKkpwq,
where w “ dpx, yq, pλG,0 “ xλGyX and
pλG,k “ 2´n nÿ
t“0
pKpn´1qt pk ´ 1qq2gt, k ě 1.
The weighted version of Stolarsky’s invariance principle for the Hamming space can be written in the
following form.
Theorem 6.3 (WEIGHTED STOLARSKY’S INVARIANCE). Let Z Ă X “ t0, 1un be a code with distance
distribution ApZq and dual distance distribution AKpZq. Then
DL2G pZq “
1
N
nÿ
w“1
AwλGpwq ´ xλGyX
“ 1
2n
nÿ
k“1
AKk
n´1ÿ
t“0
gtpKpn´1qt pk ´ 1qq2.
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Further generalization, discussed in [6, 12], suggests to replace the indicator function of the metric ball in
(2) with an arbitrary radial function fpdpx, yqq : t0, . . . , nu Ñ R. In other words, rather than starting with
the deviation from the uniform distribution for spheres in X, we build the notion of discrepancy starting with
a function on X. For a subset Z P X define
DL2f pZq “
ÿ
xPX
´ 1
N
Nÿ
j“1
fpdpx, ziqq ´ 1|X|
ÿ
uPX
fpdpx, uqq
¯2
.
Upon squaring on the right-hand side, this function gives rise to a radial kernel
F px, yq “
ÿ
zPX
fpdpx, zqqfpdpz, yqq,
cf. (47), and the corresponding version of the invariance principle expresses D as a difference between the
average of F over X and the average over Z. This approach can start with either f or F , where each of the
options has its own benefits. On the one hand, the function F corresponds to a potential on X (as in (61)) and
is related to the geometric nature of the problem. At the same time, it is not always easy to find f given F ,
although it is f that is required to define the discrepancy. On the other hand, starting with f , we can express
F as a convolution, which implies that F is a positive-definite radial kernel on X. This enables one to study
the problem of discrepancy minimization by linear programming as discussed in the previous section in a
special case.
6.2. Metric association schemes. Suppose that the finite set X supports the structure of a commutative
association scheme with d classes R1, . . . , Rd whereby the distance dpx, yq is replaced by the value j such
that px, yq P Rj . It is easy to extend the definition of discrepancy and prove a corresponding version of
the invariance principle to this setting. We briefly discuss one special case which enables one to simplify the
invariance principle (6). Namely, suppose that the association scheme onXˆX ismetric, i.e., the pair pX, R1q
where R1 “: tpx, yq P X2|dpx, yq “ 1u forms a distance-regular graph [13]. Let Rj :“ tpx, yq|dpx, yq “
ju, j “ 1, . . . , n be the set of pairs that have distance j in the graph, where n is the diameter of the graph and
let R0 :“ tpx, xq|x P Xu. The defining property of the association scheme is as follows: the number
pijpx, yq “ |tu P X|dpx, yq “ i, dpy, uq “ ju| (78)
depends only on the distance dpx, yq. If dpx, yq “ k, then this number is denoted by pkij and is called the in-
tersection number of the scheme. In particular, the numbers ni :“ p0ii “ |tu P X|dpu, xq “ iu|, which do not
depend on x, are called the valencies of the scheme. For a metric association scheme ApX, R0, R1, . . . , Rmq
the numbers pkij ‰ 0 only if |i ´ j| ď k ď i` j, which guarantees that the triangle inequalities are satisfied.
A large number of metric association schemes are known in the literature [13].
For metric schemes, the general Stolarsky identity (6) admits certain simplifications.
Theorem 6.4. Let Z Ă X, where X forms a metric association scheme of diameter n. Then
DL2pZq “ 1|X|
nÿ
i,j“0
i`jÿ
k“|i´j|
nkp
k
ij |i´ j| ´
1
N2
Nÿ
i,j“1
ÿ
i,j
|i´j|ďkďi`j
pkij |i´ j|. (79)
Proof. The proof amounts to a direct calculation:ÿ
x,yPX
ÿ
uPX
|dpx, uq ´ dpy, uq| “
ÿ
xPX
nÿ
k“0
ÿ
y:px,yqPRk
ÿ
i,j
|i´j|ďkďi`j
ÿ
uPX
pu,xqPRi,pu,yqPRj
|i´ j|
“
ÿ
xPX
nÿ
k“0
ÿ
y:px,yqPRk
nÿ
i,j“1
pkij |i´ j|
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“
ÿ
xPX
nÿ
i,j“0
i`jÿ
k“|i´j|
nkp
k
ij |i´ j|.
The sums on i, j, k on the last line do not depend on x, which proves the equality
1
|X|2
ÿ
x,yPX
ÿ
uPX
|dpx, uq ´ dpy, uq| “ 1|X|
nÿ
i,j“0
i`jÿ
k“|i´j|
nkp
k
ij |i´ j|.
Suppose that dpx, yq “ k. By a very similar argument we show thatÿ
uPX
|dpx, uq ´ dpy, uq| “
ÿ
i,j
|i´j|ďkďi`j
pkij |i ´ j|.
Using these results in (6) finishes the proof. 
By definition, the kernel µt considered above in (12), can be expressed via the intersection numbers as fol-
lows: µtpx, yq “
řt
i,j“0 p
w
ij , where w “ dpx, yq. This expression as well as (79) apply to all metric schemes;
however, they do not always lead to a simplified evaluation of DL2pZq. For instance, in the calculations for
the Hamming space we found it more convenient to argue from the first principles.
6.3. Other related problems. Among natural extensions of the problems considered in this paper we men-
tion working out the details of the invariance principle in the nonbinary Hamming space and in the Johnson
space (the set of all binary n-vectors of a fixed Hamming weight). While the former likely is similar to the
binary case, the latter may reveal interesting combinatorial connections. As another problem of interest we
mention studying Lp discrepancies for finite spaces, as has been recently done for the spherical case in [27].
While we found some examples of discrepancy-minimizing configurations in the Hamming space, we did
not attempt to exhaust or classify codes that minimize quadratic discrepancy. This question in general does
not look easy, and we do not have intuitively appealing conjectures regarding the minimizers. A related
problem is to further study relations between codes that have the smallest sum of distances and codes with
the smallest discrepancy in the Hamming space.
It is also possible to replace metric balls in the space with other geometric shapes in the definition of
discrepancy, establishing a corresponding version of invariance. For the spherical case this leads to interesting
results when spherical caps of all radii are replaced by the hemispheres or spherical wedges [5, 6, 25]. At
the same time, discrepancy for hemispheres in the Hamming space does not seem to lead to closed-form
expressions, and the question of identifying other shapes of interest is still open.
Studies of the invariance principle in the spherical case also involve interesting analytic problems which
are to an extent absent in the finite case. For instance, absolute bounds on discrepancy arise by assuming that
the set Z forms a spherical design of strength t, meaning that the first tmoments of Z are zero. Estimating the
tail of the Fourier expansion of discrepancy then enables one to boundDL2pZq for designs, and these bounds
asymptotically agree with the classical lower bounds for certain classes of designs; see [6, 26] for details.
Finally, it is possible to replace finite point sets with general distributions on the sphere [6]. In the Hamming
space configurations that form t-designs do not necessarily have small discrepancy, and asymptotic bounds
necessarily involve increasing the dimension n (unlike the case of Sd where d is fixed while the size of the
set N increases). A question of interest for the Hamming space is to identify classes of codes that approach
the uniform distribution, i.e., whose discrepancy approaches zero, and to quantify the rate of approach.
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