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1第1章 序論
1.1 研究背景
2015年現在までの無線通信とそれらを取り巻く状況について，無線 LAN (local
area network)規格を例にして述べる．近年，無線通信機器はスマートフォンやタ
ブレットなどのモバイル端末での大容量コンテンツ配信の需要を受け，データ伝
送速度の向上が強く求められている．
無線LANの標準規格は IEEE (The Institute of Electrical and Electronics Engineers,
Inc.)によって標準化され，より高速な通信を実現するための様々な技術が盛り込ま
れている．802.11規格では最大 2Mbps (bit per secoond)のデータ伝送速度であった
が，802.11a/g規格 [1]ではOFDM (orthogonal frequency division multiplexing)技術
を使用し最大 54Mbpsのデータ伝送速度を得た．また，802.11n規格 [2]では送信機
と受信機の双方で 4本のアンテナを使用するMIMO (multiple input multiple output)
技術を使用することで最大 600Mbpsのデータ伝送速度を達成する．2014年に策定
された 802.11ac規格 [3]では送受信アンテナに 8本のアンテナを使用し 160MHz
の帯域と 256QAM (quadrature amplitude modulation)を用いて最大 6.93Gbpsのデー
タ伝送速度を達成できる．
802.11n規格から採用された複数の送受信アンテナを使用するMIMO技術の利
用によってデータ伝送速度は飛躍的に向上し，802.11ac規格では 1Gbps以上のデー
タ伝送速度を達成する．このようにMIMO技術を用いることで複数のストリーム
を空間的に多重化 (SDM: space division multiplexing)でき，周波数利用効率を向上
させることができる．そのため，近年では無線 LAN規格だけではなく様々な無線
通信規格でデータ伝送速度を向上させるための技術としてMIMO技術が注目され
ている [4]．
しかし，MIMO技術によるデータ伝送速度の向上には 2つの重要な問題がある．
1つ目は，受信機側でのMIMOデコーダの演算量と回路規模の問題である．MIMO
技術を使用して送信機側でストリームを空間的に多重化して送信した信号は，受
信機側では各送信アンテナからの送信信号がチャネル間干渉 (ICI: inter channel
interference)の影響を受けて受信される．このチャネル間干渉の影響を強く受けた
受信信号から送信信号を直接判定することは困難であるため，受信機ではMIMO
デコーダを使用し複雑な信号処理によってチャネル間干渉を受けた受信信号から
所望信号を分離する必要がある．しかし，そのMIMOデコーダの演算量と回路規
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模は受信アンテナ数の二乗に比例して増加するため，MIMOの次元数が増加する
につれてその実装が困難になる問題がある．
2つ目は，アンテナ数の少ない端末の通信による通信効率が低下する問題である．
複数の端末が時分割された時間 (タイムスロット)ごとに通信する時分割多元接続
(TDMA: time division multiple accesses)において，802.11ac規格では最大 8本のア
ンテナを使用した 88MIMO送信を行うことができる．ここで，全ての端末がア
クセスポイントの提供する最大ストリーム数 (8ストリーム)に対応していれば，各
タイムスロットでアクセスポイントと端末が最大通信速度での通信を行えるため，
各タイムスロットの通信効率は最大である (図 1.1(a))．しかし，スマートフォンや
タブレットなどのモバイル端末には，このような 8ストリームに対応した大規模
アンテナシステムを実装する十分なアンテナスペースはなく，さらにモバイル端
末の消費電力の観点からも大規模MIMOシステムの実現は困難である．そのため，
実際には 1または 2ストリームにしか対応していないモバイル端末がタイムスロッ
トで通信を行うことになる (図 1.1(b))．1対 1の通信である SU(single user)-MIMO
では通信中に他の端末が割り込めないため，1ストリームのモバイル端末が通信す
ることで 8ストリーム中 1ストリームしか使われないタイムスロットが生じるた
めに，そのタイムスロットの通信効率が最大時の 1/8に低下する問題がある．
そこで，アクセスポイントが複数のアンテナを備え，複数台のモバイル端末 (ス
トリーム数が少ない)が存在する通信環境において，システムの通信速度を向上さ
せるDL(down link)-MU(multi user)-MIMO技術が提案された．DL-MU-MIMOシス
テムではアクセスポイントが持つ複数のストリームをユーザごとに割り当てて，プ
リコーディング行列と呼ばれる重み行列を送信信号に乗算することで，ユーザを空
間的に分割 (SDMA: space division multiple accesses)し複数ユーザへの同時刻・同
周波数帯を使用した同時通信を実現できる．この SDMAを用いたDL-MU-MIMO
技術ではアクセスポイントの有する全ストリームを各ユーザに割当てて通信するこ
とができるため，ストリーム数の少ない端末が存在しても SU-MIMOと同等 (アク
セスポイントが有する最大通信能力)の通信が理論上は可能である (図 1.1(c))．そ
のため，近年の無線通信規の研究においてDL-MU-MIMO技術が注目されている．
このMU-MIMO技術を使用するシステムでは，送信信号がユーザ間で干渉する
IUI (inter user interference)の影響を低減または抑制するために，送信機側でMU-
MIMOプリコーディング処理を行う必要がある．しかし，MU-MIMOプリコーディ
ング行列の計算には非常に複雑な信号処理が必要となるため，その計算処理の演
算量は多く，それに伴い計算処理時間が長くなる傾向がある．これにより，システ
ムのスループットが低下してしまう問題がある．
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図 1.1: TDMAにおける SU-MIMO通信とDL-MU-MIMO通信
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近年の無線通信分野では SU-MIMO技術による 1ユーザ当たりへの最大データ
転送速度の向上と，MU-MIMO技術によるシステム全体のデータ転送速度の向上
に関する研究が行われている．そのため，SU-MIMO技術では低演算量で復号精
度のよいMIMOデコーダが，MU-MIMO技術では低演算量で計算処理遅延の短い
MU-MIMOプリコーディングがそれぞれの研究に求められている．
次に提案アルゴリズムの実装手法について着目する．アルゴリズムの実装手法に
は特定用途向け集積回路 (AISC: application specific integrated circuit)によるASIC
実装，特定用途向けプロセッサ (ASIP: application specific instruction-set processor)
によるASIP実装，汎用プロセッサ (GPP: general purpose processor)によるGPP実
装 (ソフトウェア実装)がある．図 1.2に各実装手法の関係を示す．
これまで，無線通信の分野では数 sのオーダーでの計算処理が求められるため，
GPPでは計算処理が間に合わず消費電力も多いので，ASICを開発することで計算
処理能力と消費電力の問題を解決してきた．しかしASICでは，ハードウェアをカ
スタマイズしているため，仕様変更等でハードウェアに修正が必要となるとASIC
をもう一度開発 (再設計)し直す必要がある．そのため，ASICには再設計のための
時間と費用がかかる問題がある．
上記の問題において GPPと ASICの間を埋める手法として ASIP実装がある．
ASIPは特定の応用分野に特化したASIPアーキテクチャや命令セットをチューニ
ングすることで，ASIC並みの計算処理能力と低消費電力，さらに GPPと同じ柔
軟性 (programmability)を有する．そのため，近年の無線通信ではASIPによる実装
が注目を集めている．
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図 1.2: ASIC，ASIP，およびGPPの関係
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1.2 研究目的
本研究の目的は，無線 LANの国際標準である 802.11ac規格に準拠したMIMO
伝送システムにおいて，高次MIMOデコーダとMU-MIMOプリコーディングの
演算量を削減する手法の提案である．本論文においてMIMOシステムの送信/受信
アンテナ数をそれぞれ Ntx，Nrxで表し，Ntx  Nrx MIMOと表記する．また，44
MIMOよりも大規模なMIMOシステムのことを高次MIMOシステムと呼称する．
本研究の第一の目的は，高次MIMOシステムにおいて最大通信路容量をもとに
グループ判定数を削減した低演算量グループ判定高次MIMOデコーダを用いるこ
とで通信品質を向上させつつ，その高次MIMOデコーダの演算量・回路規模を削
減することにある．従来のMIMO復号に関する研究では，MIMOデコーダのなか
で最も復号精度の良いMLD (maximum likelihood detection)の演算量削減に関する
研究が行われた [8–10]．しかし，MLDの演算量は受信アンテナ数に対して指数関
数的に増加し，アンテナ数の多い高次MIMOデコーダでは演算量が膨大となる問
題がある．そこで，MLDの演算量を削減するためにグループ判定を用いたMLD
の演算量削減に関する研究が行われた．従来のグループ判定を用いたMLDの演算
量削減に関する研究では，グループ判定の組合せのすべてを使用したグループ判定
手法 [12]と最大通信路容量となるグループのみを使用したグループ判定手法 [15]
の 2つが提案された．しかし，従来MIMOデコーダの復号精度とその演算量はト
レードオフである．そこで，本研究ではグループ判定アルゴリズムにおいて最大
通信路容量をもとにグループ判定数を削減しつつ復号精度の良いグループ判定高
次MIMOデコーダを提案する．
第二の目的は，MU-MIMOシステムにおいてMU-MIMOプリコーディングの演
算量を削減することでシステムのスループットを改善することにある．MU-MIMO
伝送を行うためにはMU-MIMOプリコーディングを用いることで，各ユーザへの
送信信号が干渉する IUIの影響を低減・抑制する必要がある．しかし，従来手法は
演算量と計算処理時間にトレードオフの関係があり，それを解決する手法はまだ提
案されていない．提案アルゴリズムでは，802.11acのCSI(channel state information)
フィードバックの計算を拡張させることによってMU-MIMOプリコーディングに
かかる演算量を削減する．これによりMU-MIMOプリコーディングに必要な計算
処理時間を短縮することができ，システムのスループットの改善を実現する．
第三の目的は，提案アルゴリズムの LSI (large scale integration)化のためのアー
キテクチャにおいて行列演算に特化した ASIP (application specific instruction-set
processor)のパイプライ構成を提案し，高速かつ柔軟なアルゴリズム実装を実現
する．
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1.3 本論文の構成
本論文は，全 6章により構成される．図 1.3に各章の相互関係を示す．
本章では，研究背景および目的，本研究の位置づけについて述べる．
第 2章では，MIMOシステムモデルと従来手法の概要について述べる．初めに，
高次MIMOシステムモデルについて説明し，従来MIMO復号法について詳細およ
び特徴について説明する．従来MIMO復号法として LRA-MMSE (lattice reduction
aided - linear minimum mean square error)，MLD，従来グループ判定手法を例に挙
げて説明し，従来MIMO復号法における課題を示す．次に，MU-MIMOシステム
モデルについて説明し，従来MU-MIMOプリコーディング手法について詳細およ
び特徴について説明する．従来MU-MIMOプリコーディング手法としてQR分解
を使用したブロック対角化 (BD-QRD: block diagonalization - QR decomposition)手
法と IBD (iterative block daigonalization)手法について説明し，従来MU-MIMOプ
リコーディング手法の課題を示す．
第 3章では，高次MIMOシステムにおける演算量を削減したグループ判定アル
ゴリズムを提案し，計算機シミュレーションによりBER (bit error rate)，PER (packet
error rate)特性評価を行う．また，従来手法との演算量の比較を行い提案手法の有
効性を検証する．
第 4章では，MU-MIMOシステムにおける演算量を削減したプリコーディング
手法を提案し，計算機シミュレーションによりBER特性評価を行う．また，従来
手法との演算量の比較を行い提案手法の有効性を検証する．
第 5章では，行列演算に特化したパイプライン手法を提案する．また，提案
ASIPに特異値分解，IEEE802.11ac規格が規定する CSI(channel state information)
圧縮処理，提案プリコーディング手法をそれぞれ実装し，提案パイプライン手法
の有効性を検証する．
第 6章では，本論文の結論を述べる．
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第1章 序論
第2章 MIMOシステムモデルと従来手法の概要
第3章 提案MIMOデコーダと
特性評価
第4章 提案プリコーディング
手法と特性評価
第6章 結論
第5章 行列演算に特化した
ASIPパイプラインの提案
図 1.3: 各章の相互関係
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1.4 記号・変数の定義
Ntx : 送信アンテナ数
Ntx;k : マルチユーザ MIMOにおいて k番目のユーザへの送信アンテナ数
Nrx : 受信アンテナ数
Nrx;k : マルチユーザ MIMOにおいて k番目のユーザの受信アンテナ数
y : Nrx  1受信信号ベクトル
H : Nrx  Ntx通信路行列
x : Ntx  1送信信号ベクトル
n : Nrx  1ガウス雑音からなる雑音ベクトル
2nINrx : Nrx  Nrxの単位行列 INrxとガウス雑音の分散2n
hi j : 第 j番目の送信アンテナから第 i番目の受信アンテナへの伝搬路応答
T : 行列式 jTjが 1であるユニモジュラ行列
´H : LatticeReduction変換後の通信路行列
z : 準直交通信路行列 ´H上の送信信号ベクトル
H+ : MMSE重み行列
zˆ : 準直交通信路行列 ´H上の受信信号ベクトルの MMS E推定値
zrep : 準直交通信路行列 ´H上の受信信号ベクトルの信号点
xrep : zrepから推定した送信信号ベクトル
W : 送信信号の信号点配置数 (16   QAM時はW = 16)
 : 隣接する信号点配置の距離
 : 隣接する信号点配置の距離の半分
p : 疑似直交変換を施す列ベクトルのインデックス
q : 疑似直交変換の基底となる列ベクトルのインデックス
M : M行M列の Lattice Reduction計算行列サイズ
round() : 四捨五入丸め込み関数
Q : 通信路行列HのQR分解後のユニタリー行列Q
Qb : ユニタリー行列Qの基底ベクトルからなる行列
Qn : ユニタリー行列Qのヌル空間ベクトルからなる行列
R : 通信路行列HのQR分解後の上三角行列R
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hc : 通信路行列Hの c番目の列ベクトル
gk : グループ判定における k番目のグループ
G(n) : グループ gkからなるグループセット
Gmax : グループセットG(n)のなかで最大通信路容量となるグループセット
Ncomb : 従来グループ判定手法 1が使用するグループ gkの総数
Ng : グループ gkが持つ通信路列ベクトル hcの数
G : グループセットG(n)が持つグループ gkの数　 (1  k  G)
ACB : A個から B個選ぶ組合せの計算
C : MIMO通信路容量
K : MU   MIMO伝送における同時通信ユーザ数
NS () : ヌル空間をもとめる関数
AH : 行列Aのエルミート転置
A : 変数Aの複素共役
det(A) : 行列Aの行列式
H = UVH : 通信路行列Hの特異値分解
U : 特異値分解で得られるユニタリー行列
 : 特異値を対角成分に持つ対角行列
V : 特異値分解で得られるユニタリー行列
Vbasis : ユニタリー行列Vの基底ベクトルからなる行列
Vnull : ユニタリー行列Vのヌル空間ベクトルからなる行列
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第2章 MIMOシステムモデルと従来
手法の概要
2.1 はじめに
近年，空間分割多重 (SDM: space devision multiplexing)方式を用いてストリーム
を多重化することでデータ伝送速度を飛躍的に向上させるMIMO (multiple input
multiple output)技術が注目されている．
MIMO技術を使用して送信機側でストリームを空間的に多重化して送信した信
号は，受信機側では各送信アンテナからの送信信号がチャネル間干渉 (ICI: inter
channel interference)の影響を受けて受信される．このチャネル間干渉の影響を強
く受けた受信信号から送信信号を直接判定することは困難であるため，受信機で
はMIMOデコーダでチャネル間干渉を受けた受信信号から所望信号を分離する必
要がある．
高次MIMOシステムの実現のために演算量が少なく復号精度の良い高次MIMO
デコーダが必要である．しかし，従来MIMO復号法のLRA-MMSE (lattice reduction
aided - minimum mean square error) [5], [6]やMLD (maximum likelihood detection)
には高次MIMOデコーダにおいてそれぞれ復号精度が劣化する問題と演算量が膨
大になる問題がある [7]．
MLDの演算量削減手法として SD (sphere decoder) [8], [9]，K-bestアルゴリズ
ム [10]，グループ判定 (group detection: GD)手法がこれまでに提案された．SDと
K-bestはMLDの計算処理において信号候補点の探索範囲を絞ることで演算量を削
減するが，グループ判定手法は高次MIMO行列を任意の低次MIMO行列に分解し
低次MIMO行列ごとにMIMO復号を行うことで演算量を削減する．グループ判定
手法は，もともとはCDMA (code division multiple access)方式におけるユーザ分離
手法として提案された [11]．
これまでに，高次MIMOデコーダにおけるグループ判定を用いた演算量削減手
法 [12]- [15]は提案されたが，復号精度と演算量の両方をバランスよく達成する手
法はまだ提案されていない．そのため，従来手法から復号精度の劣化を起こさず，
演算量を削減できる手法が求められている．
次に高次MIMO伝送の問題について説明する．複数の端末が時分割された時間
(タイムスロット)ごとに通信する時分割多元接続 (TDMA: time division multiple
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accesses)において，全ての端末がアクセスポイントの提供する最大ストリーム数
に対応していれば，各タイムスロットでアクセスポイントと端末が最大通信速度
での通信を行えるため，各タイムスロットの通信効率は最大である．
しかし，スマートフォンやタブレットなどのモバイル端末には，このような高次
MIMOシステムを実装する十分なアンテナスペースはなく，さらにモバイル端末
の消費電力の観点からも高次MIMOシステムの実現は困難である．そのため，実
際には 1または 2ストリームにしか対応していないモバイル端末がタイムスロット
で通信を行うことになる．1対 1の通信である SU(single user)-MIMOでは通信中
に他の端末が割り込めないため，1ストリームにしか対応していないモバイル端末
が通信することでそのタイムスロットの通信効率が低下する問題がある．
そこで，アクセスポイントが複数のアンテナを備え，複数台のモバイル端末 (ス
トリーム数が少ない)が存在する通信環境において，システムの通信速度を向上さ
せるDL(down link)-MU(multi user)-MIMO技術が提案された．DL-MU-MIMOシス
テムではアクセスポイントが持つ複数のストリームをユーザごとに割り当てて，プ
リコーディング行列と呼ばれる重み行列を送信信号に乗算することで，ユーザを空
間的に分割 (SDMA: space division multiple accesses)し複数ユーザへの同時刻・同
周波数帯を使用した同時通信を実現できる．この SDMAを用いたDL-MU-MIMO
技術ではアクセスポイントの有する全ストリームを各ユーザに割当てて通信する
ことができるため，ストリーム数の少ない端末が存在しても SU-MIMOと同等 (ア
クセスポイントが有する最大通信能力)の通信が理論上は可能である．そのため，
近年の無線通信規の研究においてDL-MU-MIMO技術が注目されている．
ここで，DL-MU-MIMO技術ではユーザ間干渉 (IUI: inter-user interference)を低
減・抑制するために基地局側でのMU-MIMOプリコーディング処理が要求され，
MU-MIMOプリコーディング手法には線形手法と非線形手法がある．本研究では
802.11ac規格が採用する線形手法に着目する．線形プリコーディング手法である
ZF (zero-forcing) [19]手法や MMSE (minimum mean square error) [20]手法ではモ
バイル端末 (STA: station)のアンテナ相関が高い環境では通信環境が悪くなる問題
がある．さらに，これらの手法ではダイバシティゲインを得られない問題もある．
そこで，BD (block diagonalization) [21]プリコーディング手法が提案された.
初期の BDプリコーディングにはヌル空間ベクトルの計算のために特異値分解
(SVD: singular value decomposition)が使用される．しかしながら，特異値分解は演
算量が多いため，特異値分解を使用した BDプリコーデイング手法 (BD-SVD)は
実時間システムへの応用は困難であった．そこで，特異値分解の代わりにQR分解
(QRD: QR decomposition)を使用した低演算量プリコーディング手法 (BD-QRD)が
提案された [22]．しかし，BD-QRD手法は低演算量であるもののアルゴリズムの
特性上すべてのユーザの通信路情報を得てから計算を始める．そのため，BD-SVD
または BD-QRD手法にはMU-MIMOプリコーディングの計算処理遅延の問題が
ある．
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この計算処理遅延の問題を解決する為に，IBD (iterative BD)プリコーディング手
法が提案された [23]．IBD手法では各ユーザからの通信路情報 (CSI: channel state
information)からプリコーディング行列を繰り返し計算することで計算処理遅延の
問題を解決する．しかし，IBD手法はBD-QRD手法よりも総演算量が増加する問
題がある．
本章では，初めに高次MIMOシステムモデルと従来MIMO復号法について説明
すると共に，高次MIMOデコーダにおける従来MIMO復号法とグループ判定手法
の位置づけを明らかにする．次に，MU-MIMOシステムモデルと従来プリコーディ
ング手法について説明すると共に，MU-MIMOデコーダにおける従来プリコーディ
ング法である BD-QRD手法と IBD手法の位置づけを明らかにする．
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2.2 高次MIMOシステムモデル
本節では，高次MIMOシステムにおける送受信モデルについて説明する．本論
文では送信アンテナ数 Ntx本，受信アンテナ数 Nrx本の Ntx  Nrx MIMOシステム
の場合について考える．このとき，送信データの空間ストリーム数 Nssと送信アン
テナ数 Ntxが同じであると仮定する．
Ntx  Nrx MIMOシステムの Nrx  1受信信号ベクトル yは，Nrx  Ntx 通信路行列
H，Ntx  1送信信号ベクトル x，Nrx  1雑音ベクトル nを用いて式 (2.1)で表わせ
る．雑音ベクトル nは加法性ホワイトガウスノイズ (additive white Gaussian noise:
AWGN)からなるベクトルで，平均が 0，共分散行列が2nINrx の性質を持つ．
y = Hx + n (2.1)
ここで，Nrx  Ntx 通信路行列 Hは式 (2.2)で表わされる．
H =
2666666666666666664
h1;1 h1;2    h1;Ntx
h2;1 h2;2    h2;Ntx
:::
:::
: : :
:::
hNrx;1 hNrx;2    hNrx;Ntx
3777777777777777775 (2.2)
通信路行列Hの通信路係数 hi; jは第 j番目の送信アンテナから第 i番目の受信アン
テナへの複素数の伝送路応答 (channel response)である．
E[xxH] = 2xINtx (2.3)
送信信号ベクトル xの共分散行列は式 (2.3)で表される．本稿では送信信号ベクト
ル xを正規化し，2x = 1とする．
図 2.1に高次MIMOシステムの送信機と受信機のブロック図を示す．送信ビッ
ト系列は初めに畳み込み符号 (convolutional encoder)とパンクチャ(puncture)で通
信路符号化され，ストリームごとにインターリーバ (interleaver)で送信系列の並び
を入れ替える．その後，一次変調 (constellation mapper)でQPSK(quadrature phase
shift keying)や 16-QAMなどに変調し，二次変調の逆フーリエ変換 (IFFT: inverse
fast furrier transfer)で周波数軸信号から時間軸信号へと変換される．その後，ガー
ドインターバル (GI: gard interval)を付加し送信フィルタ (TX filter)を通しRF(radio
frequency)回路でベースバンド信号から搬送波信号へと変換し送信する．
受信機では，受信信号は受信フィルタ (RX filter)を通過後にガードインターバル
を除去し，二次復調のフーリエ変換 (FFT)で時間軸信号から周波数軸信号へと変
換される．その後，MIMOデコーダでチャネル間干渉を除去しサブキャリアごと
に一次復調 (subcarrire demodulation)を行う．デパンクチャ(de-puncture)とビタビ
復号 (Viterbi decoder)を行うことでビット誤りの訂正を行う．
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図 2.1: 高次MIMOシステムの送信機と受信機のブロック図
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2.3 LRA-MMSE
本節では，従来MIMO復号法であるLRA-MMSEについて説明する．LRA-MMSE
は低次MIMOデコーダにおいてMLDよりも演算量が少なく，かつMMSEよりも
復号精度が高い特性を持つ．そのため，低次MIMOデコーダでは LRA-MMSEは
演算量と復号精度のトレードオフの良いMIMO復号法として考えられている．
図 2.2に LRA-MMSEの復号過程を示す．LRA-MMSE手法では，行列演算の一
種である Lattice Reduction演算により通信路行列Hを準直交行列 ´H = HTに変換
する．得られた準直交行列 ´H = HTを新たな通信路行列とみなしてMMSE復号を
行うことで，雑音強調を抑えMIMOデコーダの復号精度を向上させる．式 (2.1)で
表わされる受信信号ベクトル yは，準直交行列 ´Hと z = T 1xを用いて式 (2.4)で表
わされる．ここで，Tは jTj = 1であり行列の要素がすべて整数値からなる特性を
持つユニモジュラ行列である．
y = (HT)(T 1x) + n (2.4)
= ´Hz + n
LRA-MMSEでは式 (2.4)で表わされる準直交行列 ´H上の信号 zをMMSE復号す
る．MMSE復号に用いる疑似逆行列H+を式 (2.5)に示す．
H+ = ( ´HH ´H + nINrx) 1 ´HH (2.5)
疑似逆行列H+を式 (2.4)の受信信号 yの左から乗算し信号 zの推定値である信号
zˆを求める．ここで，信号 zˆを整数値に丸め込んだ信号 (硬判定)を信号 zrepと定義
する．そして準直交行列 ´H上の信号 zは z = T 1xの関係がある．LRA-MMSE復
号後の信号 xrepは信号 zrepに Lattice Reduction変換行列 Tを乗算して求める．数
式 (2.6)～(2.9)に信号 zˆ，信号 zrep，信号 xrepを示す．
zˆ = H+y = z +H+w (2.6)
zrep = 
&
zˆ   T 11M

%
+ T 11M (2.7)
 =
r
6
W   1 ;  = =2 (2.8)
srep = Tzrep (2.9)
ここで   は四捨五入の丸め処理を示し，W は信号候補点の数で 16QAMのとき
W=16，は隣接する信号点配置間の最小距離，1Mはすべての要素が 1+ j1である
M  1列ベクトルをそれぞれ示す．
MMSEでは受信信号の決定はチャネル応答行列Hの影響が掛かった送信信号 x
で決定される．しかし，LRA-MMSEでの受信信号の決定は準直交行列 ´H上での
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図 2.2: LRA-MMSE復号フロー
信号 zで決定される．このとき，準直交行列 ´Hを用いた疑似逆行列H+を使用する
ことで，雑音強調を抑え復号精度を向上させることができる．
次に Lattice Reduction演算を行う LLL(Lenstra Lenstra Lovasz) [5]アルゴリズム
について説明する．N  M行列 ´Hに対する LLLアルゴリズムを Algorithm1に示
す．このアルゴリズムではGram-shumitの直交化法をもとにしている．
LLLアルゴリズムでの特徴的な計算として Algorithm1中の 3行目での計算で
round計算 (四捨五入の丸め処理)を行うことである．ここで roundを取ることで
Algorithm1中の 4行目の式が直交変換ではなく疑似直交変換になる．図 2.3にベク
トル h2のベクトル h1に対する直交変換と疑似直交変換を示す．疑似直交変換では
hH1 h2=hH1 h1の値を整数値に丸めるため，ベクトル h1と完全には直交していないが
直交関係に近い疑似直交ベクトル h2;POを得る．
このようにして疑似直交変換を行った後に，Algorithm1中の 9行目の計算で列
ベクトルの大きさの比較を行う．列 pが列 p-1より大きい場合は、列 pと列 p   1
を入れ替える．この操作を列ベクトルのインデックが Mになるまで繰り返す．
この計算が終了すると入力行列に疑似直交変換を繰り返し施すため，入力行列
よりも直交性が増した出力行列 ´Hと，その変換を行う変換行列Tを得ることがで
きる．
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Algorithm 1 LLL Algorithm
1: while p  M do
2: for q = p   1 down to 1 do
3: (p; q) = round

´H(:;q)H ´H(:;p)
´H(:;q)H ´H(:;q)

4: ´H(:; p) = ´H(:; p)   (p; q) ´H(:; q)
5: T(:; p) = T(:; p)   (p; q)T(:; q)
6: end for
7: powerp 1 = ´H(:; p   1)H ´H(:; p   1)
8: powerp = ´H(:; p)H ´H(:; p)
9: if   powerp 1  powerp then
10: p = p + 1
11: else
12: Swap columns ´H(:; p) , ´H(:; p   1)
13: Swap columns T(:; p) , T(:; p   1)
14: p = max(p   1; 2)
15: end if
16: end while
h
1
h
2
h
2, PO
h
2, O








11
21
hh
hh
H
H
round
11
21
hh
hh
H
H
1
11
21
2O,2
h
hh
hh
hh
H
H
−=
Pseudo Orthogonal Vector
1
11
21
2PO,2
h
hh
hh
hh








−=
H
H
round
Orthogonal Vector
図 2.3: 直交ベクトルと疑似直交ベクトル
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2.4 最尤判定手法 (MLD)
本節では最も高い復号精度を得られるMIMO復号法である QR分解 (QRD: QR
decomposition)を使用した最尤判定手法 (QRD-MLD)について説明する．MIMO通
信路行列HをQR分解するとユニタリー行列Qと上三角行列Rに分解することが
できる．
H = QR (2.10)
式 (2.10)で求めたユニタリー行列Qを用いて最尤送信信号ベクトル xˆを式 (2.11)
から求めることができる．
xˆ = arg min
x2


k QHy   QHHx k

(2.11)
ここで，
はWNtx 個のすべての送信信号候補であり，Wは信号点配置の数を表す
(16-QAM時，W=16)．QRD-MLDは，このWNtxの送信信号候補の中から受信信号
との最小ユークリッド距離になる xˆを探索するアルゴリズムである．
次にビタビ復号の誤り訂正能力を向上させるために，QRD-MLDの対数尤度比
(LLR: log likelihood detection)を計算する必要がある．
QRD-MLDにおいて，送信信号ベクトル x = [x1; x2; : : : ; x j; : : : ; xNtx]T の第 j番目
の送信アンテナから送信されるシンボル x jの第 l bit目の LLRは最大対数近似法
(max-log approximation, [17]の 11.7.3章より)を使用して式 (2.12)で計算される．
LLR(x j;ljy) = ln p(x j;l = 1jy)p(x j;l = 0jy)
 min
x2S j,l
D(x)   min
x2S+j,l
D(x) (2.12)
ここで，S+j,l，S j,lは全送信信号候補
の中で第 j番目の送信アンテナから送信され
るシンボル x jの第 l bit目が 1または 0となる送信信号候補をそれぞれ表し，関数
D(x)は D(x) =k QHy   QHHx kである．
IEEE802.11a/n/ac規格において QRD-MLDを使用する場合，式 (2.12)を用いて
LLRを計算する必要があるが，送信アンテナ数Ntxが増加すると探索する信号候補
点 S+j,l，S j,l，または
が指数関数的に増加する．例えば 44 MIMOと 88 MIMOを
信号点配置の数W = 16の場合で比較すると，88 MIMOは 44 MIMOの 65,536
倍の信号候補点を探索する必要がある．それゆえ，高次MIMOデコーダにおいて
QRD-MLDの実装が困難になる．
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2.5 グループ判定手法
本節では，2つの従来グループ判定手法について説明する．グループ判定手法は
高次MIMO行列を任意の低次MIMO行列に分解し，この分解された低次MIMO
行列をグループとして，グループごとにMIMO復号 (受信信号の判定)を行うこと
で演算量を削減するMIMOデコーダの演算量削減手法の一つである．従来グルー
プ判定手法 1 [12]ではグループ判定の組合せのすべてを使用する．また，従来グ
ループ判定手法 2 [15]ではグループ判定において最大通信路容量となるグループ
の組を使用する．
2.5.1 従来グループ判定手法 1
式 (2.2)で表わされる Nrx  Ntx通信路行列Hを，Nrx  1通信路列ベクトル hcを
用いて再定義する．ここで，インデックス cは通信路行列の列番号を示す．
H =
h
h1 h2    hc    hNtx
i
(2.13)
また，集合H = fh1;h2;    ; hc;    ;hNtxgを定義する．
次に，Ntx個の通信路列ベクトルから Ng個を選んだ Nrx  Ng行列を gkとし，行
列 gkの列ベクトルに対応する集合 gk 2 fh1;h2;    ; hNtxgを定義する (集合 gkは集合
Hの部分集合)．インデックス kは k番目のグループを示し，そのグループの選び
方は NtxCNg 個の組合せがある (1  k  NtxCNg)．さらに，グループ gkの選択におい
て以下の条件を設ける．gk  H，gk , gq (k , q). ここで，インデックス kと qは各
グループを示す．
第 k番目のグループ gkのグループ判定に用いる計算行列 ˆHkは，グループ gk以
外の通信路行列からなる Nrx  (Ntx   Ng)行列であり，行列 ˆHkの列ベクトルに対応
する集合 ˆHkは次の関係を持つ．
ˆHk = H \ gk (2.14)
Nrx  (Ntx   Ng)計算行列 ˆHkはQR分解により式 (2.15)に示す様に Nrx  Nrxユニタ
リー行列 Qk と Nrx  (Ntx   Ng)上三角行列 Rk に分解できる．
ˆHk = QkRk =
h
Qbk Qnk
i
Rk (2.15)
ここで行列 Qbk は基底ベクトルからなる Nrx  (Ntx   Ng)行列であり，行列 Qnk はヌ
ル空間ベクトルからなる Nrx  Ng行列である．従来グループ判定手法 1では行列
Qnk を使用してグループ判定重み行列Wk = Qnkを得る．
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グループ判定重み行列Wkを受信信号ベクトル yの左側から乗算することで，グ
ループ判定のための小行列を式 (2.16)のように得られる．
WHk y = WkHx +Wkn
= Qnk Hgkxgk +Wkn (2.16)
ここで xgk は送信信号ベクトル xでグループ gkに対応する送信信号ベクトルであ
る．グループ判定では Ng  Ng小行列Qnk Hgkを使用してMIMO復号を行う．従来
グループ判定手法 1では，グループのすべての組合せである NtxCNg 個のグループ
gkのグループ判定を行い，各グループ判定で得られたLLRの値を加算したLLR値
でビタビ復号を行う [12]．
従来グループ判定手法 1は 44 MIMOシステムにおいて，Ng = 3のとき 4C3 = 4
回，Ng = 2のとき 4C2 = 6回のグループ判定の結果を加算する．しかし，高次 88
MIMOシステムでは Ng = 4のとき 8C4 = 70回，Ng = 5のとき 8C5 = 56回のグ
ループ判定を行わなけばならなく，高次MIMOデコーダでは演算量の増加を引き
起こす問題がある．
例としてNtx = 4; Ng = 3における従来グループ判定手法 1のグループの選び方を
図 2.4に示す．従来グループ判定手法 1は Ntx = 4; Ng = 3において通信路行列Hを
g1から g4の 4つのグループに分けることができる．各グループにおいて式 (2.16)
の計算を行い，小行列Qnk HgkごとにMIMO復号を行う．
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2.5.2 従来グループ判定手法 2
従来グループ判定手法 1は高次MIMOデコーダにおいて多くのグループ判定が
必要になるため演算量が多くなる問題がある．そこで従来グループ判定手法 2で
は最大通信路容量を達成するグループの組合せのみを使用する事で演算量を削減
しつつ復号精度を高める．
従来グループ判定手法 2では，通信路行列HをNg = Ntx=2である 2つのグループ
g1; g2に分け，2つのグループの組をグループセットG(n) = fg1; g2g (1  n  Pmax)
とする．このときグループの組合せは最大 Pmax通り存在する．
Pmax =
NtxCNg
2!
(2.17)
式 (2.14)，(2.15)を使用して，任意のグループセットG(n)に対するグループ判定
重み行列WG(n) = [Qn1;Qn2]を作成する．グループ判定重み行列WG(n)を受信信号ベ
クトル yの左側から乗算することで，グループ判定のための小行列を式 (2.18)の
ように得られる．
WHG(n)y = WG(n)Hx +WG(n)n
=
266664 Qn1Hg1 OO Qn2Hg2
377775 266664 xg1
xg2
377775 +WG(n)n (2.18)
ここで xgk は送信信号ベクトル xでグループ gkに対応する送信信号ベクトルで
ある．理論的に，MIMOチャネルの通信路容量 Cは式 (2.20)で定義される [18]．
C = log2 det
 
INrx +
1
2n
HHH
!
(2.19)
=
NrxX
i=1
log2
 
1 +
i
2n
!
(2.20)
ここで， INrx は Nrx Nrx単位行列，2nは雑音電力，iは i番目の行列HHHの固有
値をそれぞれ表す．MIMO通信路容量の式より，グループG(n)の k番目のグルー
プ gkの通信路容量 CGD;k は式 (2.21)で表わされる．
CGD;k = log2 det
 
INg +
1
2n
HGD;kHHGD;k
!
(2.21)
ここで，行列HGD;kはHGD;k = Qnk Hgkである．n通り目のグループG(n) (1 n  Pmax)
を使用した場合の各グループ gk(1 k  2)の通信路容量を合計した合計MIMO通
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信路容量 CGD (G(n))を式 (2.22)で表す．
CGD (G(n)) =
2X
k=1
CGD;k
=
2X
k=1
log2 det
 
INg +
1
2n
HGD;kHHGD;k
!
(2.22)
従来グループ判定手法2では式 (2.22)で計算した合計MIMO通信路容量 CGD (G(n))
を用いて Pmax通り存在するグループ群G(n) (1 n  Pmax)から通信路容量が最も
大きくなるグループを選択しグループセットGmaxと定義する．従来グループ判定
手法 2ではグループセット Gmax のみを使用してグループ判定を行うことで高次
MIMOデコーダの演算量を削減することができる．
例として Ntx = 4; Ng = 2における従来グループ判定手法 2のグループの選び方
を図 2.5に示す．従来グループ判定手法 2は Ntx = 4; Ng = 2において通信路行列H
をG(1)からG(3)の 3つのグループセットに分けることができる．各グループセッ
トにおいて式 (2.22)の通信路容量の計算を行い，G(1)からG(3)の 3つのグループ
セットの中で最も通信路容量が高いグループセットをGmaxとしてグループ判定を
行う．
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2.6 MU-MIMOシステムモデル
本節では，MU-MIMOシステムモデルについて説明する．Ntx  Nrx MU-MIMO
システムについて考える．ここで送信アンテナ数と受信アンテナ数はそれぞれNtx，
Nrxで表わされ，k番目のユーザの Nrx;k  1受信信号ベクトル yk (Nrx =
PK
k=1 Nrx;k)，
Nrx;k  Ntx通信路行列Hk, Ntx;k  1送信信号ベクトル xk (Ntx = PKk=1 Ntx;k), Nrx;k  1
雑音ベクトル nkをそれぞれ定義する. ここで KはMU-MIMO伝送における同時通
信ユーザ数を示し，雑音ベクトル nkは AWGN (additive white Gaussian noise)ベク
トルで平均は 0で共分散行列は2nIである．このとき，受信信号ベクトル yは次式
で表される．
y =
2666666666666666664
y1
y2
:::
yK
3777777777777777775 =
2666666666666666664
H1
H2
:::
HK
3777777777777777775
2666666666666666664
x1
x2
:::
xK
3777777777777777775 +
2666666666666666664
n1
n2
:::
nK
3777777777777777775 (2.23)
802.11ac規格におけるMU-MIMOプリコーディング後の受信信号ベクトル yは
プリコーディング行列Wを用いて式 (2.24)で再定義される．
y = HWx + n (2.24)
ここで，MU-MIMOプリコーディング重み行列Wは k番目のユーザへの重み行
列Wk (1  k  K)からなる．
W =
h
W1 W2    WK
i
(2.25)
さらに，k番目のユーザの受信信号ベクトル ykは式 (2.26)で表わされる．
yk = HkWx + nk
= HkWkxk +
KX
m=1;(m,k)
HkWmxm + nk (2.26)
ここでHkWmxmは他ユーザからのユーザ間干渉と呼ばれる干渉成分である．その
ため，MU-MIMOプリコーディング処理では重み行列Wmによってこの干渉成分
を低減・抑圧する必要がある．
図 2.6にMU-MIMOシステムの送信機と受信機のブロック図を示す．MU-MIMO
伝送における基地局側の送信機は k番目のユーザの空間時間ストリームのための
送信アンテナをNtx;k本有する．ここで送信機の送信アンテナ数Ntxは各ユーザの送
信アンテナ数Ntx;kの総和である．送信機ではMU-MIMOプリコーディング行列W
は一次変調 (constellation mapper)のあとの送信信号ベクトル xに乗算される．その
後，ストリームごとに逆フーリエ変換 (IFFT)で周波数軸信号から時間軸信号への
二次変調を行い TXフィルタを通して RF回路で伝送される．一方，k番目のユー
ザの受信機構成は SU-MIMOシステムと相違ない．
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図 2.6: MU-MIMOシステムの送信機と受信機のブロック図
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2.7 従来プリコーディング手法：BD-QRD
本節では従来プリコーディング手法であるBD-QRD手法について説明する．IEEE
802.11ac規格の CSIフィードバックにより得られた各 STAの通信路情報を Vbasisk
とする (1  k  K)．この行列 Vbasisk を用いて IUIを除去するプリコーディング行
列Wを求める．
次にCSIフィードバックにより得られた行列Vbasisk から，k番目のユーザのMU-
MIMOプリコーディング行列Wkを求める計算行列 ˆHkを定義する．
ˆHk =
h
Vbasis1    Vbasisk 1 Vbasisk+1    VbasisK
i
(2.27)
ここで計算行列 ˆHkは k番目のユーザの通信路情報Vbasisk 以外からなる行列である．
Ntx  (Nrx   Nrx;k)計算行列 ˆHkはQR分解により式 (2.28)に示す様に Ntx  Ntxユニ
タリー行列 Qk と Ntx  (Nrx   Nrx;k)上三角行列 Rk に分解できる．
ˆHk = QkRk =
h
Qbasisk Qnullk
i
Rk (2.28)
この様にして得られたヌル空間ベクトルからなる行列Qnullk を使用することで，従来
BD-QRD手法では k番目のユーザのMU-MIMOプリコーディング行列Wk = Qnullk
を得る．従来 BD-QRD手法では以上の処理を Kユーザ分行うことでMU-MIMO
プリコーディング行列W = [W1; : : : ;Wk; : : : ;WK]を得る．
ここで，k番目のユーザのMU-MIMOプリコーディング行列Wkは次の関係を
持つため，IUIの影響を除去できる．kとmはユーザのインデックスを示す．
HkWk , O (2.29)
HmWk = O (k , m) (2.30)
従来 BD-QRD手法では k番目のユーザのMU-MIMOプリコーディング行列の
計算で，計算行列 ˆHk に対して QR分解を行うことでヌル空間ベクトルからなる
行列 Qnullk を得ることができる．この計算処理には K   1ユーザ分の通信路情報
fVbasis1 ; : : : ;Vbasisk 1 ;Vbasisk+1 ; : : : ;VbasisK gが必要である．そのため，従来 BD-QRD手法は
K 1番目のユーザのCSIフィードバックの受信後に，K番目のユーザのMU-MIMO
プリコーディング行列WK の計算処理を開始できる．しかし，基地局側では残り
K   1回のMU-MIMOプリコーディング行列Wk (1  k  K   1)の計算処理を，K
番目のユーザの CSIフィードバックの受信後から行わなければならない．
IEEE802.11ac規格では K番目のユーザのCSIフィードバックの受信後から最短
で SIFS後に，基地局は DL-MU-MIMO伝送を行うことができる．しかし，従来
BD-QRD手法では K番目のユーザのCSIフィードバックの受信後からの演算量が
多いため，MU-MIMOプリコーディング行列の計算処理遅延による伝送効率の劣
化を引き起こす問題がある．
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2.8 従来プリコーディング手法：Iterative BD
本節では従来プリコーディング手法である IBD-QRD手法について説明する．従
来 BD-QRD手法はアルゴリズムの特性上 K   1ユーザ分の通信路情報を受信して
からでないとMU-MIMOプリコーディング行列の計算処理を開始できない．その
問題を解決するために IBD (iterative block diagonalization)手法が提案された．
従来 IBD手法をAlgorithm2に示す．従来 IBD手法ではMU-MIMOプリコーディ
ング行列をCSIフィードバックで受信した通信路情報をもとに繰り返し更新する．
これにより K番目のユーザのCSIフィードバックの受信後からの演算量を削減す
ることができるため，従来BD-QRD手法でのMU-MIMOプリコーディング行列の
計算処理遅延による伝送効率の劣化の問題を解決することができる．
しかし，Algorithm2に示す様に従来 IBD手法ではCSIフィードバックの受信ご
とにヌル空間 NS ()の計算処理を行うため総演算量は従来BD-QRD手法よりも多
くなる．ここで NS ()は式 (2.28)におけるヌル空間ベクトルからなる行列Qnを求
める計算処理である．
例として Algorithm2を使用して計算した 3ユーザ (K = 3)のMU-MIMOプリ
コーディング行列Wが，IUIを除去できることを示す．
W =
h
W(2)1 W
(2)
2 W
(2)
3
i
(2.31)
ここで，W(2)1 ;W(2)2 ;W(2)3 はそれぞれ次式で表される．
W(2)1 = W
(1)
1  NS (Vbasis3
HW(1)1 )
= NS (Vbasis2
H)  NS (Vbasis3 HNS (Vbasis2 H)) (2.32)
W(2)2 = W
(1)
2  NS (Vbasis3
HW(1)2 )
= NS (Vbasis1
H)  NS (Vbasis3 HNS (Vbasis1 H)) (2.33)
W(2)3 = W
(1)
2  NS (Vbasis2
HW(1)2 )
= NS (Vbasis1
H)  NS (Vbasis2 HNS (Vbasis1 H)) (2.34)
次にW(2)1 が他ユーザへの干渉を除去できることを示すために，次式をそれぞれ
計算する．
H1W(2)1 = U11V
basis
1
HNS (Vbasis2
H)  NS (Vbasis3 HNS (Vbasis2 H)) , O (2.35)
H2W(2)1 = U22V
basis
2
HNS (Vbasis2
H)  NS (Vbasis3 HNS (Vbasis2 H)) = O (2.36)
H3W(2)1 = U33V
basis
3
HNS (Vbasis2
H)  NS (Vbasis3 HNS (Vbasis2 H)) = O (2.37)
ここで，他ユーザへの干渉成分であるH2W(2)1 ，H3W(2)1 がそれぞれOになり，干渉
成分を除去できることが確認できる．また，他のプリコーディング行列W(2)2 ，W(2)3
も同様に他ユーザへの干渉成分を除去できる．
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Algorithm 2 Iterative BD Precoding
Require: W(0)1 = INr
1: for k = 1 to K do
2: Vbasisk is CSI from the k-th STA
3: if k < K then
4: W(k)k+1 = W
(k 1)
k  NS (Vbasisk
HW(k 1)k )
5: end if
6: if 2  k then
7: for m = 1 to k   1 do
8: W(k 1)m = W(k 2)m  NS (Vbasisk HWk 2m )
9: end for
10: end if
11: end for
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2.9 まとめ
本章では，初めに高次MIMOシステムモデルと従来MIMO復号法についてLRA-
MMSE，MLD，グループ判定手法を例に挙げて説明した．LRA-MMSEは低次MIMO
システムにおいて低演算量で復号精度がMLDに近い優れたMIMO復号法である．
しかし，高次MIMOシステムでは疑似直交行列が十分な直交性を得られないため
復号精度が劣化する問題がある [7]．MLDは高次MIMOシステムにおいて演算量
が指数関数的に増加するため実時間システムにおける実装が困難である．グループ
判定手法では高次MIMO通信路行列を低次MIMO行列に変換するため，MLDに
比べ演算量を大幅に削減できる．しかし，従来グループ判定手法 1では高次MIMO
システムにおいてグループ判定数が著しく増加し，従来グループ判定手法 2では
従来グループ判定手法 1と比較し復号精度が大幅に劣化する問題がある．
次に，MU-MIMOシステムモデルと従来プリコーディング手法についてBD-QRD
手法と IBD手法を例に挙げて説明した．BD-QRD手法ではヌル空間の計算にK  1
ユーザ分の通信路情報が必要なため，CSIフィードバック後からの演算量が多い問
題がある．一方，IBD手法ではプリコーディング行列をユーザの通信路情報から
更新するアルゴリズムであるため，K番目のユーザの CSIフィードバック後から
の演算量を低減できる利点がある．しかし，IBD手法では各ユーザの CSIフィー
ドバックからプリコーディング行列の更新を行うため，アルゴリズムの総演算量
がQRD-BD手法より多くなる問題がある．
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第3章 高次MIMOデコーダにおける
低演算量グループ判定手法の
提案
3.1 はじめに
近年，空間分割多重 (SDM: space devision multiplexing)方式でストリームを多重
化することでデータ伝送速度を飛躍的に向上させるMIMO (multiple input multiple
output)技術が注目されている．
高次MIMOデコーダの演算量削減手法としてグループ判定手法がある．グルー
プ判定手法では高次MIMO通信路行列を低次MIMO行列に変換するため，MLD
に比べ演算量を大幅に削減できる．これまでに，高次MIMOデコーダの演算量削
減手法として 2つのグループ判定手法が提案された．しかし，従来グループ判定手
法 1 [12]では高次MIMOシステムにおいてグループ判定数が著しく増加する問題
がある．また，従来グループ判定手法 2 [15]では通信路容量が最大となるグルー
プのみを使用してグループ判定するため演算量を大幅に削減できる一方，従来グ
ループ判定手法 1と比較し復号精度が劣化する問題がある．
本章では，高次MIMOシステムにおける演算量を削減したグループ判定アルゴ
リズムを提案し，計算機シミュレーションによりBER (bit error rate)，PER (packet
error rate)特性評価を行う．また，従来手法との演算量比較を行い提案手法の有効
性を検証する．
3.2 提案グループ判定手法
本節では，提案グループ判定手法およびグループ選択手法について説明する．は
じめに，グループ判定手法の重み行列計算過程について説明し，次に最大通信路
容量を基準にグループを削減する方法について説明する．最後に LLR加算方法に
ついて説明する．
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3.2.1 STEP1：グループ判定重み行列の計算
グループ判定手法は，高次MIMO行列を任意の低次MIMO行列に分解する行列
演算を使用する．ここで，Nrx  1列ベクトル hc を用いて通信路行列 Hを式 (3.1)
として再定義する．
H =
h
h1 h2    hc    hNtx
i
(3.1)
ここで，インデックス cは通信路行列の列番号を示す．また，集合H = fh1;h2;    ;hc;
   ;hNtxgを定義する．
次に，Ntx 個の通信路行列 Hの列ベクトルから Ng 個を選んだ Nrx  Ng 行列を
gkとし，通信路行列 Hを G個のグループ gk (1 k  G)に分けたグループセット
G = fg1; g2;    ; gk;    ; gGg を定義する．ここで，gk は k 番目のグループであり，
各グループ gk (1 k  G)は Ng 個の通信路行列の列ベクトルを有する. さらに，グ
ループ gkの列ベクトルに対応する集合 gk 2 fh1;h2;    ; hNtxgを定義する (集合 gkは
集合Hの部分集合)．
グループ gk の選択において以下の条件を設ける．gk  H，H \ ([Gk=1gk) = ;，
gk , gq (k , q). インデックス kと qは各グループを示す．
第 k番目のグループ gkのグループ判定に用いる計算行列 ˆHkは，グループ gk以
外の通信路行列Hの列ベクトルからなる Nrx  (Ntx   Ng)行列であり，行列 ˆHkの
列ベクトルに対応する集合 ˆHkは次の関係を持つ．
ˆHk = H \ gk (3.2)
計算行列 ˆHkはQR分解により式 (3.3)に示す様にユニタリー行列 Qk と上三角行列
Rk に分解できる．
ˆHk = QkRk =
h
Qbk Qnk
i
Rk (3.3)
ここで行列 Qbk は基底ベクトルからなる行列であり，行列 Qnk はヌル空間の基底ベ
クトルからなる行列である．行列 Qnk を使用してグループ判定重み行列WGD が式
(3.4)の様に求められる．
WGD =
h
Qn1    Qnk    QnG
iH (3.4)
式 (3.4)で求めたグループ判定重み行列WGDを受信信号ベクトル yの左側から乗
算することで，グループ判定のための小行列を式 (3.5)のように得られる．
WGDy = WGDHx +WGDn
=
26666666666666666664
HGD;1 O    O
O HGD;2
: : :
:::
:::
: : :
: : : O
O    O HGD;G
37777777777777777775
2666666666666666664
x1
x2
:::
xG
3777777777777777775 +WGDn (3.5)
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行列 HGD;k は k番目のグループ判定用小行列である (HGD;k = QnHk gk). ベクトル xk
はグループ gk に対応する送信信号ベクトルである．
高次MIMO行列を任意の小行列に分解した後，式 (2.11)を使用し小行列に分解
されたHGD;k (k = 1; 2;    ;G)ごとに送信信号ベクトル xˆk をそれぞれ推定する．
このとき，グループ判定を用いることで高次MIMO行列Hの QRD-MLD時の
送信信号候補数WNtx を，G個の低次MIMO行列HGD;kの送信信号候補数G  WNg
に下げることが可能となりQRD-MLDの演算量を大幅に削減できる．
図 3.1に提案グループ判定手法のグループセットを示す．提案グループ判定手法
のグループセットは，従来グループ判定手法 2をより一般化して表現している．そ
のため，Ng = Ntx=2;G = 2のときの提案グループ判定手法と従来グループ判定手
法 2のグループセットは同じである．
Ntx
{ }
Gk
gggG KK
1
=
=H h1 h2
txN
hL
Ng 
=
1
g
L
Ng 
=
k
g
L
Ng 
=
G
g
L
グループセット
図 3.1: 提案グループ判定手法のグループセット
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3.2.2 STEP2：通信路容量を基準にグループセットの削減
Ntx  Nrx MIMOにおいて，Ntx = Nrx = 8，G = 2，Ng = 4の場合について考え
る．グループ gkは Ncomb = 8C4 = 70通り存在し，グループセットGは Pmax = 35
通りのグループの組合せ方が存在する．
Pmax =
QG 1
i=0 Ntx iNgCNg
G!
(3.6)
従来グループ判定手法 1はこの Ncomb通りのグループ gkすべてに対してグループ
判定を行うため高次MIMOデコーダで演算量が多くなる問題がある．そこで提案
手法では Pmax通りのグループの組合せの中から通信路容量が大きい N個のグルー
プセットに対してグループ判定を行うことで演算量を削減する．
理論的に，MIMOチャネルの通信路容量 Cは式 (3.8)で定義される [18]．
C = log2 det
 
INrx +
1
2n
HHH
!
(3.7)
=
NrxX
i=1
log2
 
1 +
i
2n
!
(3.8)
ここで， INrx は Nrx  Nrx 単位行列，2n は雑音電力，i は i番目の行列HHHの固
有値をそれぞれ表す．MIMO通信路容量の式より，グループセットGの k番目の
グループ gkの通信路容量 CGD;k は式 (3.9)で表わされる．
CGD;k = log2 det
 
INg +
1
2n
HGD;kHHGD;k
!
(3.9)
第 nパターン目のグループセットG(n) (1 n  Pmax) を使用した場合の各グルー
プ gk(1 k  G)の通信路容量を合計した合計MIMO通信路容量 CGD (G(n)) を式
(3.10)で表す．
CGD (G(n)) =
GX
k=1
CGD;k (3.10)
=
GX
k=1
log2 det
 
INg +
1
2n
HGD;kHHGD;k
!
提案グループ判定手法では式 (3.10)で計算した合計MIMO通信路容量 CGD (G(n))
を用いて Pmax通り存在するグループセットG(n) (1 n  Pmax)から通信路容量が
大きい順に N個のグループセットを選択し，グループセットGsort(n)(1 n  N)と
定義する．ここで，Gsort(1)は最大通信路容量となるグループセットである．従来
グループ判定手法 2は最大通路路容量となるグループのみを用いてグループ判定
するため，提案手法は N=1とした場合に従来グループ判定手法 2と同じアルゴリ
ズムになる．
3.2. 提案グループ判定手法 36
3.2.3 STEP3：グループ判定及びLLR加算
STEP2で求めた提案グループセットGsort(n)(1 n  N)において，第 n番目に高
い通信路容量を有するグループセットGsort(n)に対して式 (2.11)，(2.12)，(3.5)を持
ちいてグループ判定を行う．そのとき得られた LLRを LLR(x j;ljy;Gsort(n))とする．
信号対雑音比 (SNR: signal-to-noise-ratio)が低い環境では，高確率で LLR(x j;ljy;
Gsort(n))が低い値を取る．これにより，復号精度の劣化を引き起こしViterbi復号
器の出力にビット誤りが増える．そのため，より良い LLR値を得ることができれ
ばグループ判定の復号精度を高められると期待できる．
そこで，提案手法では N個の異なるグループセット (Gsort(1);    ; Gsort(N))をグ
ループ判定し得られた LLRを加算することで LLRの信頼度を高める．N 回のグ
ループ判定で得られたLLRを加算した LLRprop(x j;ljy)は式 (3.11)で表される．ここ
で，x j;lは第 j番目の送信アンテナから送信されるシンボル x jの第 l bitを表す．
LLRprop(x j;ljy) =
NX
n=1
LLR(x j;ljy;Gsort(n)) (3.11)
提案グループ判定手法の全体のブロック図を図 3.2に示し，図 3.2内のグループ
判定ブロックを図 3.3に示す．図 3.2より，提案手法では送信信号ベクトル xの判
定に N個のグループ判定ブロックが必要である．
はじめに，図3.2の”Gsort(n)”ブロックで通信路行列HからグループセットGsort(n)
を計算しN個のグループを選択する (STEP1，2)．次に各グル―プ判定ブロック”Group
detection group set Gsort(n)”でグループ判定を行う．図 3.3 の”GD”ブロックでグ
ループ判定重み行列WGDを用いて通信路行列 Hを任意の低次MIMO行列 HGD;k
(1  k  G)に分解する．”QRD-MLD group gk”ブロックにおいて k番目のグルー
プの送信信号ベクトル xˆkを行列HGD;kを用いて判定する．”LLR”ブロックでは最
大対数近似法 [17]を使用して対数尤度比を計算し LLR(x j;ljy;Gsort(n))を得る．以
上の計算処理を N個のグループ判定ブロックに行い”Combiner of LLRs”ブロック
で式 (3.11)の LLRの加算処理を行う (STEP3)．このようにして計算された LLR値
LLRprop(x j;ljy)を用いてViterbi decoderでビット誤りの訂正を行う．
また，提案アルゴリズムはさらに高次のMIMOデコーダにも適応可能である．
例えば，1616MIMOの場合はG=4，Ng=4またはG=2，Ng=8のパラメータを用い
てグループ判定を行うことで，さらに高次のMIMOデコーダを実現できる．
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図 3.2: 提案グループ判定手法のブロック図
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3.3 特性評価
本節では，提案グループ判定手法と従来MIMO復号手法の伝送性能とその演算
量について評価する．伝送性能の評価において，従来手法 [14]，従来グループ判
定手法 1 [12]，従来グループ判定手法 2 [15]と比較する為にビット誤り率 (bit error
rate: BER)とパケット誤り率 (packet error rate: PER)を用いて評価を行った．
本論文では，IEEE802.11ac規格をシミュレーション環境とし，図 2.1にシステム
のブロック図を示す．図 2.1内の”MIMO decoder & subcarrier demodulation”ブロッ
クに各MIMO復号法を実装しBERまたはPERの測定を行う．通信路モデルとして
IEEE802.11acタスクグループ (Task Group: TG)で規定された TGac channel model
D [3]を用いる．channel model Dとは一般的なオフィス環境を想定しており rms
(root mean square) delay spreadは 50nsである．
グループ判定に用いる各種パラメータは以下の値を用いた．グループセット内
のグループ gkの数G = 2 or 4,グループ gkが選ぶ通信路列ベクトルの数 Ng = 2, 4,
5, or 6,提案手法が選ぶグループセットの数 N = 2, 3, 5, or 10.
3.3.1 BER PER特性評価
提案手法と従来手法の復号精度の比較をBERと PERを用いて行う．シミュレー
ション諸元を表 3.1に示す．channel model D環境におけるBERまたは PER特性比
較を図 3.4，3.5にそれぞれ示す．
各シミュレーション結果において，従来グループ判定手法 1 [12]はグループ gk
の取り得るすべてのグループに対してグループ判定を行い，従来グループ判定手
法 2 [15]は最大通信路容量となるグループセットを選択しグループ判定を行う．ま
た，従来グループ判定手法 [14]は通信路容量などを一切考慮せず，単に通信路行
列を 2つのグループ g1,g2に分けてグループ判定を行う．
表 3.1: シミュレーション諸元
Simulator IEEE 802.11ac
信号帯域幅 80MHz
FFT/IFFTサイズ 256
データサブキャリア 234
OFDMシンボル長 4 us (0.8 us GI)
TX/RXアンテナ Ntx = 8, Nrx = 8
送信データ数 1500 [byte]
帯域 80 MHz
変調方式 QPSK, R = 1/2
通信路 TGac Channel model D　　
誤り訂正 BCC (Binary Convolutional Code)
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図 3.4: BER特性評価 G=2, Ng=4,5, or 6
図 3.4より，BER = 10 5において，提案手法 (Prop. Ng=4, N=5)は従来グループ
判定手法 2 [15]，従来手法 [14]，LRA-MMSEと比較してそれぞれ 1.4 dB, 2.0 dB,
2.3 dBの性能が改善された．また，従来グループ判定手法 1( [12] Ng=4, Ncomb=70)
と同等の復号精度が得られ，88 QRD-MLDに対しての復号精度の劣化は 1 dB程
度であった．提案手法 (Prop. Ng=5, N=10)は従来グループ判定手法 1( [12] Ng=5,
Ncomb=56)と同等の復号精度が得られ，提案手法 (Prop. Ng=4, N=5)に対して 0.6 dB
程の性能を改善することができ，88 QRD-MLDに対しての復号精度の劣化は 0.4
dB程度に改善することができる．提案手法 (Prop. Ng=6, N=10)は従来グループ判
定手法 1( [12] Ng=6, Ncomb=28)または 88 QRD-MLDと同等の復号精度が得られ，
提案手法 (Prop. Ng=4, N=5)に対して 1 dB程の性能を改善することができる．
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図 3.5: PER特性評価 G=2, Ng=4,5, or 6
図 3.5より，PER = 10 2において，提案手法 (Prop. Ng=4, N=5)は従来グループ
判定手法 2 [15]，従来手法 [14]，LRA-MMSEと比較してそれぞれ 1.5 dB, 2.0 dB,
2.4 dBの性能が改善された．また，従来グループ判定手法 1( [12] Ng=4, Ncomb=70)
と同等の復号精度が得られ，88 QRD-MLDに対しての復号精度の劣化は 1 dB程
度であった．提案手法 (Prop. Ng=5, N=10)は従来グループ判定手法 1( [12] Ng=5,
Ncomb=56)と，提案手法 (Prop. Ng=6, N=10)は従来グループ判定手法 1( [12] Ng=6,
Ncomb=28)またはQRD-MLDとそれぞれ同等の復号精度が得られ，提案手法 (Prop.
Ng=5, N=10)の 88 QRD-MLDに対しての復号精度の劣化は 0.4 dB程度であるこ
とがわかる．
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図 3.6: BER特性評価 G=2 or 4, Ng=4 or 2
最後に表 3.1に示すシミュレーション諸元を用い，提案手法のグループ数Gと
LLR加算回数 Nを変えた場合での提案手法の特性評価を行う．G=2とG=4のとき
のシミュレーション結果を図 3.6，3.7に示す．
図 3.6より，BER = 10 5においてG=2の場合の提案手法 (Prop. Ng=4 N=5)は，
G=4の提案手法 (Prop. Ng=2 N=5)より約 3 dBの BERの性能改善が見られる．同
様に図 3.7より，PER特性においても PER = 10 2において約 3 dBの性能改善が見
られる．これによりグループ数 Ngが多いほど性能が改善されることがわかる．
次に提案手法においてグループ数を Ng = 4とし Nの値による性能の変化に着目
すると，提案手法は Nの値を増やすごとにBER特性が改善される．しかし，提案
手法は N = 5と N = 10の BER特性が同じであるため，グループ数が Ng = 4のと
き Nの値は 5以上に設定しても BER特性の変化は無い．
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図 3.7: PER特性評価 G=2 or 4, Ng=4 or 2
図 3.6，図 3.7のBER = 10 5または PER = 10 2において，提案手法 (Prop. Ng=2
N=5)と従来グループ判定手法 1( [12] Ng=2, Ncomb=28)は同程度の復号精度が得ら
れることがわかる．グループ数G=4かつ Ng=2の場合，必要とされる QRD-MLD
復号の信号候補点数はW2となり，グループ数G=2かつ Ng=4の場合の信号候補点
数W4より極めて少ない候補点数になるため，演算量の削減に期待できるが伝送性
能は約 3 dB劣化する．
以上の結果より，MIMO復号精度の観点から提案グループ判定手法はグループ
数G=2とし Ng = 4，5，または 6の場合を使用するのが望ましい．
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3.3.2 演算量比較
各MIMO復号アルゴリズムの演算量について比較する．n bitの符号なし 2進数
Xと Yの和を計算する加算器には (n   1)個の全加算器と 1個の半加算器が必要で
あり，n bitの符号なし 2進数 Xと Yの積を計算する乗算器には n(n   2)個の全加
算器，n個の半加算器，および n2個のANDゲートが必要である [28]．そのため，
複素乗算器を 4個の実数乗算器と 2個の実数加算器で構成する場合，複素乗算器
は他の演算回路よりも多くのハードウェア回路面積を必要とする．
上記の理由よりハードウェア実装において，そのハードウェア回路規模はアル
ゴリズム中の複素乗算 (complex multiplier)の数に大きく依存する．そのため，演
算量の比較として各手法の QRD-MLD演算の複素乗算回数を比較した．表 3.2は
88 MIMOにおける信号点配置の数Wのときの複素乗算回数を示す．また，図 3.8
に表 3.2で示した各MIMO復号アルゴリズムの複素乗算回数がQPSK変調 (W=4)
を用いた場合について比較したものを示す．
表 3.2において，88 QRD-MLDは 88 MIMOのQRD-MLD演算を行うが，従
来手法 [14]，従来グループ判定手法 2 [15]では 44 MIMOのQRD-MLD演算を 2
回行う．提案手法 (Prop. Ng=4)は 2N 回の 44 MIMOの QRD-MLD演算を行い，
提案手法 (Prop. Ng=2)は 4N回の 22 MIMOのQRD-MLD演算を行う．
図 3.8より従来手法 [14]，従来グループ判定手法 2 [15]のグループ判定における
QRD-MLDの複素乗算回数は同じである．提案手法 (Prop. Ng = 2; N = 3)の複素乗
算回数は 88 QRD-MLDの 0.03 %であり，複素乗算回数を 99.97 %削減できる．
また，提案手法 (Prop. Ng = 2; N = 3)を従来グループ判定手法 1( [12] Ng=2)と比較
した場合，複素乗算回数は従来グループ判定手法 1 [12]の 42.85 %であり，複素乗
算回数を 57.15 %削減できる．
同様に提案手法 (Ng=4 N=5，Ng=5 N=10，Ng=6 N=10)と 88 QRD-MLDの複
素乗算回数を比較すると，提案手法の複素乗算回数は 88 QRD-MLDの 1.56 %，
17.19 %，87.50 %にそれぞれ削減できる．
また，同様に提案手法 (Ng=4 N=5，Ng=5 N=10，Ng=6 N=10)と従来グループ判
定手法 1 [12]の複素乗算回数を比較すると，提案手法の複素乗算回数は従来グルー
プ判定手法 1 [12]の 14.29 %，35.71 %，71.43 %にそれぞれ削減できる．
図 3.4，3.5より提案手法 (Prop. Ng=6 N=10)は 88 QRD-MLDと同等の復号精
度を有するが，図 3.8より提案手法は 88 QRD-MLDとほぼ同じ演算量が必要で
ある．また，提案手法 (Prop. Ng=5 N=10)は提案手法 (Prop. Ng=4 N=5)の約 11倍
の複素乗算回数が必要である．
MIMO復号精度の観点からは提案手法はグループ数G=2とし Ng=4，5，または
6の場合を使用するのが望ましかったが，演算量の観点から提案手法 (Prop. Ng=4
N=5)を使用するのが望ましい．以上より，高次MIMOデコーダにおいて提案手法
(Prop. Ng=4 N=5)を用いることで，88 QRD-MLDの復号精度の 1dB未満の性能
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表 3.2: 演算量比較
Decoder Method The Number of Complex Multipliers
QRD-MLD W2 + 2W3 + 3W4
+4W5 + 5W6 + 6W7 + 7W8
[14] Ng=4 2(W2 + 2W3 + 3W4)
[15] Ng=4 2(W2 + 2W3 + 3W4)
[12] Ng=6 28(W2 + 2W3 + 3W4 + 4W5 + 5W6)
[12] Ng=5 56(W2 + 2W3 + 3W4 + 4W5)
[12] Ng=4 70(W2 + 2W3 + 3W4)
[12] Ng=2 28(W2)
Prop. Ng=6 2N(W2 + 2W3 + 3W4 + 4W5 + 5W6)
Prop. Ng=5 2N(W2 + 2W3 + 3W4 + 4W5)
Prop. Ng=4 2N(W2 + 2W3 + 3W4)
Prop. Ng=2 4N(W2)
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図 3.8: 変調方式がQPSKの場合の演算量比較
劣化で演算量を 88 QRD-MLDと従来グループ判定手法 1( [12] Ng=4)の 1.56 %，
14.29 %にそれぞれ削減することができる．
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3.4 まとめ
本章では，高次MIMOデコーダの演算量を削減するために通信路容量の大きい
N個のグループセットに対してグループ判定を行う手法を提案した．MIMOデコー
ダの復号精度についてシミュレーション結果より，提案手法 (Prop. Ng=4 N=5)は
BERと PERの両方で最大通信路容量となるグループのみを使用する従来グループ
判定手法 2 [15]と比較し復号精度を改善することができた．特に，PERが 10 2に
おいて提案手法 (Prop G=2 N=5)は，従来グループ判定手法 2 [15]と比べて 1.5 dB
の SNRを改善できる．また，グループの組合せすべてを使用する従来グループ判
定手法 1 [12]と同等の復号精度を得られる．MIMOデコーダの演算量比較の結果
より，88 MIMOにおいて提案手法 (Prop. Ng=4 N=5)はグループ判定時のMLD演
算量を 88 QRD-MLDと従来グループ判定手法 1 [12]の 1.56 %，14.29 %にそれ
ぞれ削減できる．以上より，提案手法 (Prop G=2 N=5)は，従来グループ判定手法
より復号精度が高く演算量少ないため，高次MIMOデコーダの有効な手法である．
今後は提案手法の RTL設計を行い，FPGAで 16-QAM，64-QAM等の高次変調
方式を用いた BERまたは PERでの性能比較を行う予定である．
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第4章 MU-MIMOシステムにおける
低演算量プリコーディング手
法の提案
4.1 はじめに
近年，SU-MIMO(single user - multiple input multiple output)技術によりデータ転
送速度は飛躍的に向上し，無線LANの標準規格である IEEE802.11ac規格では送受
信アンテナを 8本使用することで最大 6.93Gbpsのデータ転送速度を達成する．こ
のような高速通信を実現する高次 SU-MIMO伝送の時分割多元接続 (TDMA: time
division multiple accesses)において，全ての端末がアクセスポイント (AP: access
point)の提供する最大ストリーム数に対応していれば，各タイムスロットでアクセ
スポイントと端末が最大通信速度での通信を行えるため，各タイムスロットの通
信効率は最大である．
しかし，スマートフォンやタブレットなどのモバイル端末には，このような高次
MIMOシステムを実装する十分なアンテナスペースはなく，さらにモバイル端末
の消費電力の観点からも高次MIMOシステムの実現は困難である．そのため，実
際には 1または 2ストリームにしか対応していないモバイル端末がタイムスロット
で通信を行うことになる．1対 1の通信である SU-MIMOでは通信中に他の端末が
割り込めないため，1ストリームにしか対応していないモバイル端末が通信するこ
とでそのタイムスロットの通信効率が低下する問題がある．
そこで，アクセスポイントが複数のアンテナを備え，複数台のモバイル端末 (ス
トリーム数が少ない)が存在する通信環境において，システムの通信速度を向上さ
せるDL(down link)-MU(multi user)-MIMO技術が提案された．DL-MU-MIMOシス
テムではアクセスポイントが持つ複数のストリームをユーザごとに割り当てて，プ
リコーディング行列と呼ばれる重み行列を送信信号に乗算することで，ユーザを空
間的に分割 (SDMA: space division multiple accesses)し複数ユーザへの同時刻・同
周波数帯を使用した同時通信を実現できる．この SDMAを用いたDL-MU-MIMO
技術ではアクセスポイントの有する全ストリームを各ユーザに割当てて通信する
ことができるため，ストリーム数の少ない端末が存在しても SU-MIMOと同等 (ア
クセスポイントが有する最大通信能力)の通信が理論上は可能である．そのため，
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近年の無線通信規の研究においてDL-MU-MIMO技術が注目されている．
しかし，DL-MU-MIMO技術ではユーザ間干渉 (IUI: inter-user interference)を低
減・抑制するために基地局側でのMU-MIMOプリコーディング処理が要求される．
従来プリコーディング手法である BD-QRD手法 [22]は，特異値分解の代わりに
QR分解 (QRD: QR decomposition)を使用することで低演算量を達成する．しかし，
BD-QRD手法は低演算量であるもののアルゴリズムの特性上 K   1ユーザ分 (Kは
ユーザ数)の通信路情報を得てからでないと計算処理を開始できない．そのため，
BD-QRD手法にはMU-MIMOプリコーディングの計算処理遅延の問題がある．一
方，IBD (iterative BD)プリコーディング手法 [23]では，各ユーザからの通信路情
報 (CSI: channel state information)からプリコーディング行列を繰り返し計算し更
新することで計算処理遅延の問題を解決する．しかし，IBD手法はBD-QRD手法
よりも総演算量が増加する問題がある．
本章では，初めに IEEE802.11ac標準規格の詳細とその標準規格で使用されるCSI
フィードバックについて説明する．次に，従来プリコーディング手法が有する問
題を解決する低演算量プリコーディング手法を提案し，提案手法と従来手法との
演算量比較を行い提案手法の優位性を示す．
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4.2 IEEE802.11ac標準規格
本節では無線LANの標準規格である IEEE802.11ac規格について説明する．表4.1
に IEEE802.11ac標準規格の物理層の仕様を示す．チャネル帯域幅は 20～160MHz
であり，160MHzはオプションの仕様である．データサブキャリア数 Nsdはそれぞ
れの帯域で 52，108，234，468個を使用する．GI(gard interval)長にはNormal GI
と Short GIの 2つがあり，それぞれ 0.8sと 0.4sである．OFDMシンボル長は
3.6sと 4sがある [3]．また，2.4GHz帯の無線チャネルは通信が混雑しているた
め，802.11ac規格では 5GHz帯を使用して無線通信を行う．
表 4.2に 802.11ac規格で使用するMCS (modulation and coding scheme)を示す．
802.11ac規格では BPSK (binary phase shift keying)，QPSK (quadrature phase shift
keying)，16QAM (quadrature amplitude modulation)，64QAM，256QAMの変調方式
をサポートしている．符号化率は 1/2，2/3，3/4，5/6をサポートしている．802.11ac
規格で使用される変調方式と符号化率の組合せを表 4.2で定義している．
802.11ac規格におけるSU-MIMO伝送では，モバイル端末は空間時間ストリーム
(STS: space time stream)を最大で 8本使用することができる．そして，88 MIMO
技術を使用し 160MHz帯域での 256QAMを用いた通信を行うことで最大 6.93Gbps
のデータ転送速度を達成する．
一方，802.11ac規格におけるMU-MIMO伝送では，ユーザごとの空間時間スト
リーム数 NS TS ;uは最大 4ストリームであり，MU-MIMO伝送における最大同時通
信ユーザ数 Kは 4ユーザである．しかし，802.11ac規格における基地局側の空間
時間ストリーム数 NS TS は最大 8ストリームであるため，ユーザごとの空間時間ス
トリーム数 NS TS ;uの総数 NS TS ;total =
PK
u=1 NS TS ;uは 8ストリーム以下でなければな
らない．ここで uはユーザのインデックスを示す．
上記したように802.11ac規格ではMU-MIMO伝送を行うことができるが，802.11ac
規格ではMU-MIMO伝送はオプションとしてサポートしているため，MU-MIMO
伝送に対応していなくても 802.11ac規格の無線 LANと言える．
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表 4.1: IEEE802.11ac PHY層の仕様
チャネル帯域幅 20 MHz 40 MHz 80 MHz 160 (80+80) MHz
データサブキャリア数 Nsd 52 108 234 468
パイロットサブキャリア数 Nsp 4 6 8 16
総サブキャリア数 Nst 56 114 242 484
IFFTシンボル長 3.2 s
Normal GI長 0.8 s
Short GI長 0.4 s
OFDMシンボル長 Short GI時 3.6 s, Normal GI時 4.0 s
表 4.2: MCSの定義
MCS Modulation Coding Rate
0 BPSK 1/2
1 QPSK 1/2
2 QPSK 3/4
3 16-QAM 1/2
4 16-QAM 3/4
5 64-QAM 2/3
6 64-QAM 3/4
7 64-QAM 5/6
8 256-QAM 3/4
9 256-QAM 5/6
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次に IEEE802.11ac標準規格で使用する物理層のフレーム構成 VHT-PPDU (very
high throughput - PLCP protocol data unit)について説明する．PLCPは physical layer
convergence protocolの略である．表4.3にVHT-PPDUフレーム構成を示す．表中の
それぞれの略称は L-STF (legacy - short training field)，L-LTF (legacy - long training
field)，L-SIG (legacy - signal)である．
IEEE802.11ac規格は下位互換を有するため，受信処理では初めにLegacy Pream-
bleの受信処理を行う．その後，VHT-SIG-Aの復号を行うことで，受信機は802.11ac
かそれ以外の規格かを判別する．
IEEE802.11ac規格におけるチャネル推定はVHT-PPDUフレームのVHT-LTFで
行われる．このVHT-LTFのOFDMシンボル数NVHT LT Fは，空間時間ストリームの
総数 NS TS ;totalによって変動する．また，SU-MIMO伝送における NS TS ;totalは 1ユー
ザの空間時間ストリーム数 NS TS であり，MU-MIMO伝送における NS TS ;totalはユー
ザごとの空間時間ストリーム数 NS TS ;uの総和である．802.11ac規格の実際の空間
時間ストリームの総数 NS TS ;totalに対するVHT-LTF数 NVHT LT Fを表 4.4に示す．
表 4.3のDataフレームのフレーム長のMax 5.484 msはVHT-PPDUの最大PPDU
長を示す．正確なDataフレームの最大フレーム長は 5.484 msからLegacy Preamble
フレーム長とVHT Preambleフレーム長を引いた値である．
VHT-PPDUフレームにおけるLegacy Preamble部とVHT Preamble部を合わせた
ものを PHY Headerと呼ぶ．空間時間ストリームの総数 NS TS ;total別の PHY Header
フレーム長を表 4.5に示す．PHY Headerフレーム長は空間時間ストリームの総数
NS TS ;totalに依存し最少 40 sから最大 68 sである．
802.11a規格ではPHY HeaderはLegacy Preambleのみの20 sであったが，802.11ac
規格では PHY Headerは最大 68 sとなり 802.11a規格の 3.4倍にもなる．そのた
め，近年の無線 LAN規格では PHY Headerの増加にともなう通信効率の劣化の問
題が懸念されている．
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表 4.3: VHT PPDUフォーマット
Non-VHT Portion VHT Portion
Legacy Preamble VHT Preamble Data
L-STF L-LTF L-SIG VHT-SIG-A VHT-STF VHT-LTF VHT-SIG-B Data
8 s　 8 s 4 s 8 s 4 s 4*NVHT LT F s 4 s Max 5.484 ms
表 4.4: 送信ストリーム数 NS TS 別のVHT-LTF数 NVHT LT F
送信ストリーム数 NS TS ;total 1 2 3 4 5 6 7 8
VHT-LTF数 NVHT LT F 1 2 4 4 6 6 8 8
表 4.5: 送信ストリーム数 NS TS 別の PHY Headerフレーム長
送信ストリーム数 NS TS ;total 1 2 3 4 5 6 7 8
VHT-LTF数 NVHT LT F 1 2 4 4 6 6 8 8
PHY Headerフレーム長 40 s 44 s 52 s 52 s 60 s 60 s 68 s 68 s
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4.3 IEEE802.11ac CSI Feedback
本節では無線 LANの標準規格である IEEE802.11ac規格における CSIフィード
バックプロトコルについて説明する．IEEE802.11ac規格におけるCSIフィードバッ
クのダイアグラムを図 4.1に示す．基地局 (beamformer)は DL-MU-MIMOでの同
時通信するユーザをNDPA (null data packet announcement)フレームですべてユー
ザに通知する．この NDPAフレームはサウンディングフレームである NDP (null
data packet)フレームの SIFS (short inter-frame space)前に送信される．ここで SIFS
は搬送波周波数帯で値が異なり，802.11acが使用する 5GHz帯では 16sである．
NDPAフレームで示された k番目のモバイル端末 (beamformee)は，NDPフレー
ムを使用して通信路行列Hk を推定する．その後，k番目のモバイル端末は特異値
分解 (SVD: singular value decomposition)を行い，ユニタリー行列Vkから規定ベク
トルからなる行列Vbasisk を得る．
Hk = UkkVHk
= Ukk
h
Vbasisk Vnullk
iH (4.1)
ここで，行列 Vnullk は，ユニタリー行列 Vkのヌル空間ベクトルからなる行列であ
る．さらに 802.11ac規格では規定ベクトルからなる行列Vbasisk に圧縮処理を施す．
802.11ac規格における規定ベクトルからなる行列Vbasisk の圧縮伸張処理を式 (4.2)，
(4.3)，(4.4)に示す ((20-79) in [3])．また，Appendixに 42行列 Vbasisk の圧縮処理
の例を示す．
Vbasis =
26666664min(Nc;Nr 1)Y
i=1
"
Di

1i 1e ji;i    e jNr 1;i1
 NrY
l=i+1
GTli ( li)
#37777775 INrNc (4.2)
ここで Nr，Ncは基底ベクトルからなる行列Vbasisの行と列の数，1i 1は i   1の長
さの 1の数列をそれぞれ示す．行列Gliと Diは次式で表される．
Gli( li) =
266666666666666666666664
Ii 1 0 0 0 0
0 cos( li) 0 sin( li) 0
0 0 Il i 1 0 0
0   sin( li) 0 cos( li) 0
0 0 0 0 INr l
377777777777777777777775
(4.3)
Dli( li) =
26666666666666666666666664
Ii 1 0       0
0 exp( ji;i) 0    0
::: 0 : : : 0 0
:::
::: 0 exp( jNr 1;i) 0
0 0 0 0 1
37777777777777777777777775
(4.4)
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図 4.1: IEEE802.11ac CSIフィードバック
ここで，行列Gli( li)は Nr  Nrギブンス回転行列 (givens rotation matrix)であり，
行列Di(1i 1 e ji;i    e jNr 1;i 1)はNrNr対角行列である．また，式 (4.2)，(4.3)，(4.4)
によって圧縮された情報 と  は compressed CSIと呼ばれる．
図 4.1より，NDPフレームを受信した SIFS後にモバイル端末 1は自身の com-
pressed CSIを基地局にフィードバックする．各モバイル端末の CSIフィードバッ
クのタイミングは BFRP (beamforming request poll)で制御される．K 番目のモバ
イル端末の BFRPフレームの受信した SIFS後に K 番目のモバイル端末は自身の
compressed CSIをフィードバックする．
K番目のモバイル端末の compressed CSIを受信後，基地局はDL-MU-MIMOフ
レーム (MU VHT PPDU : multi-user very high throughput PLCP protocol data unit,
PLCP : physical layer convergence protocol)を最短で CSIフィードバックプロトコ
ルの SIFS後に送信することができる．そのため，MU-MIMOプリコーディング重
み行列の計算時間 (または，遅延時間)はできるだけ短いことが望まれる．
次にCSI圧縮処理 (行列Vから位相情報 ;  への変換)で，どれくらいのデータ
が圧縮されるかについて説明する．802.11n規格では行列Vをフィードバックする
非圧縮フィードバック (non-compressed feedback)と位相情報 と をフィードバッ
クする圧縮フィードバック (compressed feedback)の 2つの CSIフィードバックの
仕方がある．
非圧縮フィードバックでは，Nr  Nc行列Vの実部と虚部をそれぞれ 8bitで表す
ため，Nr  Nc行列Vは 2 8 Nr  Nc bitのデータを持つ．4 2行列Vの場合，1
サブキャリア当たり 128 bitのデータを持つ．
一方，圧縮フィードバックでは，4  2行列Vは 5つの と 5つの  に変換でき
る．ここで，と はそれぞれ 9bitと 7bitで表されるため，4 2行列Vの場合は 1
サブキャリア当たり 80 bitのデータを持つ．以上より，行列Vを位相情報 と に
変換することで約 60%のデータに圧縮できることがわかる．そのため，802.11ac
規格では圧縮フィードバックのみを使用 (サポート)している．
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4.4 提案LC-IBDプリコーディング手法
本節では，提案 LC(low complexity)-IBDプリコーディング手法について説明す
る．ヌル空間の計算NS ()は IBDプリコーダにおいて最も演算量の多い計算処理で
ある．ヌル空間 NS ()を計算するために，従来手法では一般的に SVD，QRD，投
射手法などが用いられている．従来 IBD手法 [23]では，行列 Vkのヌル空間の計
算にQRDを使用している．
Vk = QkRk =
h
Qbasisk Qnullk
i
Rk (4.5)
NS (VHk ) = Qnullk (4.6)
VHk NS (VHk ) = VHk Qnullk = O (4.7)
ここでQkはユニタリー行列，Qbasisk とQnullk は行列Qkの基底ベクトルとヌル空間
ベクトルからなる行列をそれぞれ示す．また，Rkは上三角行列，Oは零行列をそ
れぞれ示す．
提案 LC-IBDプリコーダは IEEE802.11ac規格で定義されたCSI圧縮伸張プロセ
スからヌル空間ベクトルを生成することで低演算量を達成する．提案 LC-IBDプ
リコーダにおいて数式 (4.2)で使用される単位行列 INrNc を INrNr に拡張すること
で基底ベクトルVbasisに対応するヌル空間ベクトルからなる行列Vnullを得ること
ができる．
ˆV =
26666664min(Nc;Nr 1)Y
i=1
"
Di

1i 1e ji;i    e jNr 1;i1
 NrY
l=i+1
GTli ( li)
#37777775 INrNr
=
h
Vbasis Vnull
i
(4.8)
ここで ˆVは Nr  Nrのユニタリー行列である．また，VbasisとVnullには以下の特性
がある．
VbasisHVnull = ONc(Nr Nc) (4.9)
提案 LC-IBDのアルゴリズムをAlgorithm 3に示す．k番目のユーザの compressed
CSIを k = f1;1;    ; Nr 1;min(Nc;Nr 1)g, 	k = f 2;1;    ;  min(Nc;Nr 1)+1;min(Nc;Nr 1)gと定義
する. 式 (4.8)の CSI伸張処理を次式で表記する．h
Vbasisk Vnullk
i
= CS I (k;	k) (4.10)
Algorithm 3中のW(1)2 はVbasis1
HW(1)2 = ONc(Nr Nc)である特徴を持つため，式 (4.8),
(4.9), (4.10)を使用することで Vnull1 を使用してW(0)1  NS (Vbasis1
HW(0)1 )と置き換え
ることができる．同様にW(1)1 はVnull2 で置き換えることができる．言い換えると，
単位行列 INrNcを式 (4.8)で INrNr と拡張するだけで，ヌル空間ベクトルを SVDや
QRDなどの余分な計算を行うことなく得ることができる．
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Algorithm 3 Proposed LC-BD Precoding
Require: W(0)1 = INr
Comments : 1st User CSI receiving
1: [Vbasis1 ;Vnull1 ] = CS I(1;	1)
2: W(1)2 = W
(0)
1  NS (Vbasis1
HW(0)1 ) = Vnull1
Comments : 2nd User CSI receiving
3: [Vbasis2 ;Vnull2 ] = CS I(2;	2)
4: W(2)3 = W
(1)
2  NS (Vbasis2
HW(1)2 )
5: W(1)1 = W
(0)
1  NS (Vbasis2
HW(0)1 ) = Vnull2
Comments : 3rd to K-th User CSI receiving
6: for k = 3 to K do
7: Vbasisk = CS I(k;	k)
8: if k < K then
9: W(k)k+1 = W
(k 1)
k  NS (Vbasisk
HW(k 1)k )
10: end if
11: for m = 1 to k   1 do
12: W(k 1)m = W(k 2)m  NS (Vbasisk HWk 2m )
13: end for
14: end for
図 4.2に本アルゴリズムの 3ユーザMU-MIMO伝送 (K = 3)時のプリコーディ
ング行列計算過程を示す．本アルゴリズムは IBD手法をもとにしているため，各
ユーザの CSIフィードバック後にプリコーディング行列を更新する．各ユーザか
らのCSIフィードバック後に本アルゴリズムが行う計算をそれぞれ Step kで表す．
Step 1では 1番目のユーザのCSIフィードバックからヌル空間ベクトルからなる行
列Vnull1 を得て，2番目のユーザのプリコーディング行列W(1)2 とする．Step 2では
2番目のユーザの CSIフィードバックからヌル空間ベクトルからなる行列Vnull2 を
得て，1番目のユーザのプリコーディング行列W(1)1 とする．また，基底ベクトル
からなる行列Vbasis2 とプリコーディング行列W(1)2 から，3番目のユーザのプリコー
ディング行列W(2)3 を計算する．Step 3では 3番目のユーザの CSIフィードバック
から 1番目のユーザと 2番目のユーザのプリコーディング行列の更新を行う．
特に本アルゴリズムは 2ユーザのMU-MIMOシステムでさらに多くの演算量を
削減できる．2ユーザのMU-MIMOプリコーディングではそのプリコーディング
行列をWIBD = [W(1)1 ;W(1)2 ] = [Vnull2 ;Vnull1 ]で求めることができる. つまりプリコー
ディング行列生成に必要なW(1)2 とW(1)1 の計算を 802.11ac規格の CSI伸張演算で
得られるVnull1 とVnull2 に置き換えることができる．これにより提案 IBDプリコーダ
は演算量を大幅に削減することができる
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図 4.2: 提案 LC-IBDの計算処理の流れ
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例として Algorithm3を使用して計算した 3ユーザ (K = 3)のMU-MIMOプリ
コーディング行列Wが，IUIを除去できることを示す．
W =
h
W(2)1 W
(2)
2 W
(2)
3
i
(4.11)
ここで，W(2)1 ;W(2)2 ;W(2)3 はそれぞれ次式で表される．
W(2)1 = W
(1)
1  NS (Vbasis3
HW(1)1 )
= Vnull2  NS (Vbasis3 HVnull2 ) (4.12)
W(2)2 = W
(1)
2  NS (Vbasis3
HW(1)2 )
= Vnull1  NS (Vbasis3 HVnull1 ) (4.13)
W(2)3 = W
(1)
2  NS (Vbasis2
HW(1)2 )
= Vnull1  NS (Vbasis2 HVnull1 ) (4.14)
次にW(2)1 が他ユーザへの干渉を除去できることを示すために，次式をそれぞれ
計算する．
H1W(2)1 = U11V
basis
1
HVnull2  NS (Vbasis3 HVnull2 ) , O (4.15)
H2W(2)1 = U22V
basis
2
HVnull2  NS (Vbasis3 HVnull2 ) = O (4.16)
H3W(2)1 = U33V
basis
3
HVnull2  NS (Vbasis3 HVnull2 ) = O (4.17)
ここで，他ユーザへの干渉成分であるH2W(2)1 ，H3W(2)1 がそれぞれOになり，干渉
成分を除去できることが確認できる．また，他のプリコーディング行列W(2)2 ，W(2)3
も同様に他ユーザへの干渉成分を除去できる．
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4.5 性能評価
本節では提案 LC-IBD手法と従来プリコーディング手法の BER(bit error rate)特
性評価とアルゴリズムの演算量比較を行う．初めに IEEE802.11acシミュレーショ
ンでのBER特性評価について説明し，次にアルゴリズムの演算量比較について説
明する．
4.5.1 アルゴリズムのBER特性評価
初めに提案LC-IBD手法と従来MU-MIMOプリコーディング手法であるBD-QRD
手法 [22]と IBD手法 [23]について IEEE802.11acシミュレーションでのBER特性
評価を行う．
シミュレーション諸元を表 4.6に示し，シミュレーション結果を図 4.3に示す．
シミュレーションではBD-QRD手法 [22]，IBD手法 [22]，提案手法 (Prop.)のプリ
コーディング手法について 6  [2; 2; 2] MU-MIMO伝送環境で比較する．6[2,2,2]
は 3ユーザのMU-MIMO通信環境を意味し，Ntx = Nrx = 6かつ Ntx;k = Nrx;k = 2で
ある.
受信側のMIMOデコーダではダイバシティーゲインを得られるLRA-MMSEと，
ダイバシティーゲインを得られないLinear-MMSEが存在するため．どちらのMIMO
デコーダにおいても提案手法がBER特性の劣化が起きないことを確認するために，
受信側のMIMOデコーダとしてLinear-MMSEとLRA-MMSEの 2つを使用してシ
ミュレーションを行った．
図 4.3のLinear-MMSEの結果より，提案手法は SNRが 20-35dBにおいて従来プ
リコーディング手法であるBD-QRD手法，IBD手法からのBER性能の劣化を起こ
していないことがわかる．また，同様に LRA-MMSEの結果からも提案手法は性
能劣化を起こしていないことがわかる．これにより，提案手法は受信側のMIMO
デコーダが Linear-MMSEでも LRA-MMSEでも従来プリコーディング手法と同等
の通信性能が得られることがわかる．
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表 4.6: シミュレーション諸元
Simulator IEEE 802.11ac
信号帯域幅 80MHz
FFT/IFFTサイズ 256
データサブキャリア 234
OFDMシンボル長 4 us (0.8 us GI)
TX/RXアンテナ Ntx = 6, Nrx = 6 (Ntx;k = Nrx;k = 2)
送信データ数 1000 [byte]
帯域 80 MHz
変調方式 16-QAM, R = 3/4
通信路 TGac Channel model B　　
誤り訂正 BCC (Binary Convolutional Code)
15 20 25 30 35 40
10−4
10−3
10−2
10−1
100
SNR [dB]
B
ER
BER vs. SNR with Viterbi decoder
 
 
BD−QRD with Linear−MMSE
BD−QRD with LRA−MMSE
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BD−QRD
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BD−QRD
IBD
Prop.
Linear−MMSE
LRA−MMSE
図 4.3: BER特性評価
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4.5.2 アルゴリズムの演算量比較
次に従来MU-MIMOプリコーディング手法である BD-QRD手法 [22]と IBD手
法 [23]と提案 LC-IBD手法のアルゴリズムの演算量比較を行う．ここで式 (4.8)に
おける Vnullの計算には単位行列 INrNc を INrNr に拡張するだけなので，過剰な計
算はかからないと仮定する．そのためCSI伸張にかかる演算量の比較は行わない．
各プリコーディング手法のアルゴリズム中の加減算 (ADD/SUB)と乗算 (multi-
pliers)回数で演算量の比較を行う．6[2,2,2] MU-MIMO環境における各プリコー
ディング処理の演算量の比較結果を表 4.7に示す．6[2,2,2]は 3ユーザ (K = 3)の
MU-MIMO通信環境を意味し，Ntx = Nrx = 6かつ Ntx;k = Nrx;k = 2である. 表 4.7に
おいて, step k (k=1,2,3)は k番目のユーザの CSIフレームの受信後から始まるプリ
コーディング計算処理の演算量それぞれを示す．
表 4.7の Step 1において，BD-QRD手法はプリコーディング行列の計算に必要
な K   1ユーザ分の CSIが得られていないため計算を開始できない．IBD手法は
Step 1において，1番目のユーザのCSIフィードバックから得た行列Vbasis1 に対し
てQR分解を行うことでヌル空間を求める (Algorithm2)．この IBD手法の Step 1に
必要な演算量がADD/SUBが 940，Multiplierが 861である．このとき，提案手法
は 1番目のユーザからのCSIフィードバックから行列Vbasis1 のヌル空間に対応する
行列Vnull1 を直接得ることができるため (式 (4.8))，ヌル空間を求めるための新たな
演算を必要としない．
表 4.7の Step 2において，BD-QRD手法はプリコーディング行列の計算に必要
な K   1ユーザ分の CSIが得らるため，行列Vbasis1 ,Vbasis2 を使用して 3番目のユー
ザのプリコーディング行列W3を計算する．このBD-QRD手法の Step 2に必要な
演算量がADD/SUBが 940，Multiplierが 861である．IBD手法は Step 2において，
2番目のユーザのCSIフィードバックから得た行列Vbasis2 を使用して Step 1で求め
たプリコーディング行列の更新を行う．この IBD手法の Step 2に必要な演算量が
ADD/SUBが 1544，Multiplierが 1501である．このとき，提案手法は 2番目のユー
ザからのCSIフィードバックから行列Vbasis2 のヌル空間に対応する行列Vnull2 を直接
得ることができるため，IBD手法からその分だけ演算量を削減することができる．
表 4.7の Step 3において，BD-QRD手法はプリコーディング行列の計算に必要
な全ユーザ分のCSIが得らるため，残りのユーザのプリコーディング行列W1;W2
を計算する．このBD-QRD手法の Step 3に必要な演算量は Step 2の 2倍 (K   1倍)
である．IBD手法は Step 3において，3番目のユーザのCSIフィードバックから得
た行列 Vbasis3 を使用して Step 1と Step 2で求めたプリコーディング行列の更新を
行う．この IBD手法の Step 3に必要な演算量が ADD/SUBが 1208，Multiplierが
1280である．このとき，提案手法は IBD手法と同じ計算を行う．
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表 4.7: 6[2,2,2] MU-MIMO環境における演算量比較
Precoding Method Calculation Step 1 Step 2 Step 3 Total
BD-QRD [22] ADD/SUB 0 940 1880 2820
Multiplier 0 861 1722 2583
IBD [23] ADD/SUB 940 1544 1208 3692
Multiplier 861 1501 1280 3642
Proposed LC-IBD ADD/SUB 0 604 1208 1812
Multiplier 0 640 1280 1920
表 4.7より，提案 LC-IBDアルゴリズムは従来 IBDアルゴリズム [23]と比較し
総加減算回数と総乗算回数をそれぞれ 50.92 %と 47.28 %を削減できる．また，提
案アルゴリズムは従来BD-QRDアルゴリズム [22]を Step 3において比較し，加減
算回数と乗算回数をそれぞれ 35.74 %と 25.67 %を削減できる．
4.5. 性能評価 62
表 4.8: 8[2,2,2,2] MU-MIMO環境における演算量比較
Precoding Method Calculation Step 1 Step 2 Step 3 Step 4 Total
BD-QRD [22] ADD/SUB 0 0 2310 6930 9240
Multiplier 0 0 2045 6135 8180
IBD [23] ADD/SUB 2310 4316 4736 2172 13534
Multiplier 2045 4061 4800 2304 13210
Proposed LC-IBD ADD/SUB 0 2006 4736 2172 8914
Multiplier 0 2016 4800 2304 9120
次に 8[2,2,2,2] MU-MIMO環境における各プリコーディング処理の演算量の比
較結果を表 4.8に示す．8[2,2,2,2]は 4ユーザ (K = 4)のMU-MIMO通信環境を意
味し，Ntx = Nrx = 8かつ Ntx;k = Nrx;k = 2である. 表 4.8において, step k (k=1,2,3,4)
は k番目のユーザの CSIフレームの受信後から始まるプリコーディング計算処理
の演算量それぞれを示す．
表 4.8より，BD-QRD手法はプリコーディング行列の計算に必要な K   1ユー
ザ分の CSIが得らる Step 3から計算を開始でき，Step 4の演算量は Step 3の 3倍
(K   1倍)である．IBD手法は k番目のユーザのCSIフィードバックから得られる
行列 Vbasisk を使用して，各 Stepで求めたプリコーディング行列の更新を行う．こ
のとき，提案手法は Step 1と 2において CSIフィードバックから直接得ることが
できる行列Vnull1 ;Vnull2 を使用することで演算量を削減する．
表 4.8より，提案 LC-IBDアルゴリズムは従来 IBDアルゴリズム [23]と比較し
総加減算回数と総乗算回数をそれぞれ 34.14 %と 30.96 %を削減できる．また，提
案アルゴリズムは従来BD-QRDアルゴリズム [22]を Step 4において比較し，加減
算回数と乗算回数をそれぞれ 68.66 %と 62.45 %を削減できる．
以上の結果から，BD-QRD手法はユーザ数が増えるにつれて Step Kにおける演
算量が増え，K = 4では IBD手法と提案手法の 3倍以上の演算量が必要となり，プ
リコーディング行列の計算による処理遅延が長くなる．IBD手法はユーザ数が増
えるにつれてアルゴリズムの総演算量が多くなるが，提案手法は Step 1と 2にお
いてCSIフィードバックから直接得ることができる行列Vnull1 ;Vnull2 を使用すること
で演算量を下げることができる．
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4.6 まとめ
本章では，初めに IEEE802.11ac標準規格の詳細と標準規格で使用される CSI
フィードバックについて説明し，次にMU-MIMOシステムにおける演算量を削減
したプリコーディング手法の提案を行った．提案プリコーディング手法は従来 IBD
手法のアルゴリズムをもとにしており，CSIフィードバックごとにプリコーディン
グ重み行列を繰り返し計算することで，CSIフィードバック完了後の計算処理時間
を短縮することができる手法である．
さらに，提案プリコーディング手法は 802.11ac規格で定義される CSI圧縮伸張
処理を拡張することで，アルゴリズムの演算量を従来 IBDアルゴリズム [23]と比
較し，総加減算回数と総乗算回数をそれぞれ 50.92 %と 47.28 %を削減できる．ま
た，提案プリコーディング手法は従来 BD-QRDアルゴリズム [22]と比較し，CSI
フィードバック完了後の演算量である加減算回数と乗算回数をそれぞれ 35.74 %と
25.67 %を削減できる．
さらに，計算機シミュレーションにより提案手法と従来手法のBER特性の比較
を行い，従来手法からの BER特性の劣化が起きないことを確認した．
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第5章 行列演算に特化したASIPパイ
プラインの提案と実装
5.1 はじめに
アルゴリズムの実装手法には特定用途向け集積回路 (AISC: application specific
integrated circuit)による ASIC実装，特定用途向けプロセッサ (ASIP: application
specific instruction-set processor)による ASIP実装，汎用プロセッサ (GPP: general
purpose processor)によるGPP実装 (ソフトウェア実装)がある．
これまで，無線通信の分野では数 sのオーダーでの計算処理が求められるため，
GPPでは計算処理が間に合わず消費電力も大きいので，ASICを開発することで計
算処理能力と消費電力の問題を解決してきた．しかし ASICでは，ハードウェア
をカスタマイズしているため，仕様変更等でハードウェアに修正が必要となると
ASICをもう一度開発 (再設計)し直す必要がある．そのため，ASICには再設計の
ための時間と費用がかかる問題がある．
GPPとASICの間を埋める手法としてASIP実装がある．ASIPは特定の応用分
野に特化したASIPアーキテクチャや命令セットをチューニングすることで，ASIC
並みの計算処理能力と低消費電力，さらにGPPと同じ柔軟性 (programmability)を
有する．そのため，近年の無線通信ではASIPによる実装が注目を集めている．
先行研究 [30]において，著者はハードウェア記述言語 (verilog)を使用してASIP
のハードウェア設計を行った．さらに，LRA-MMSEの計算処理を [30]で設計した
ASIPで実行できるように命令セットを作成し，それをASIPで実行したときの計
算処理時間と，ASIPの論理合成結果について報告した．
本研究では，先行研究 [30]で設計した ASIPに対して，さらに行列演算に特化
した新しいパイプラインを可能とするASIPのアーキテクチャと命令セットを提案
する．また，提案ASIPに特異値分解，IEEE802.11ac規格が規定するCSI(channel
state information)圧縮処理，提案プリコーディング手法をそれぞれ実装し，提案パ
イプライン手法の有効性を検証する．
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5.2 ASIP構成
ここでは提案ASIPの回路構成について説明する．ハードウェア記述言語 (verilog)
を使用して設計したASIPの回路構成を図 5.1に示す．提案ASIPはデータメモリ
(Data memory)，命令メモリ (Instruction memory)，コントローラ (Controller)，処理
装置 (processing unit)から構成される．
処理装置の回路構造を図 5.2に示す．ここで浮動小数点ユニット (FPU: floating
point unit)は IEEE 754 [24]で規定される32bit単精度を使用している．1個の浮動小
数点ユニットは実数の加算，減算，乗算の演算処理に対応している．処理装置は8個
の浮動小数点ユニットを使用して複素数の演算や累積計算を行うことができる．ま
た，除算，平方根，四捨五入の演算を行う専用計算回路を”FDIV”, ”FQRT”, ”FRND”
とする．処理装置の出力は演算の種類によってfYA,YBg，fYC,YDg，fYDIVr,YDIVig，
fYSQRTg，fYRNDgから選択する．
データと命令のフォーマットを図 5.3 (a)，(b)に示す．データと命令の情報は
各メモリに格納され，処理装置はコントローラで読み込まれた命令を順に実行す
る．格納されたデータは 64bitの複素数の値で，実数と虚部にそれぞれ 32bitを使
用し，各 32bitは IEEE754で規定される単精度の浮動小数点である．図 5.3 (b)は従
来ASIP [30]の命令セットのフォーマットを示す．従来命令セットは 3つのアドレ
ス (C ADDR, B ADDR, A ADDR)と演算の種類 (OP: operation type)からなる．コ
ントローラはデータメモリからA ADDR，B ADDRのアドレス情報を使用して読
みだしたデータA，Bを処理装置に入力する．処理装置での演算終了後，出力デー
タ Cは C ADDRの示すデータメモリのアドレスに格納される．
提案ASIPのデータのフォーマットは従来ASIPと同じ図 5.3 (a)を使用する．ま
た，提案ASIPの命令セットのフォーマットを図 5.3 (c)に示す．提案命令セットは
3つのアドレス (C ADDR, B ADDR, A ADDR)，演算の種類 (OP: operation type)，
パイプライン処理をコントロールするRep (5bit)からなる．コントローラはデータ
メモリから A ADDR，B ADDRのアドレス情報を使用して読みだしたデータ A，
Bを処理装置に入力する．処理装置での演算終了後，出力データCはC ADDRの
示すデータメモリのアドレスに格納される．
次に提案ASIPがサポートする演算の種類について説明する．図 5.3 (c)に示す提
案ASIPの命令セットにおいてOPは 5 bitであるため最大 32個の演算を示すこと
ができる．提案ASIPのサポートする演算を表 5.1に示す．表 5.1において，提案
ASIPでは複素数のデータA, Bの加算 (A+B)を複素加算，複素数のデータA, Bの
乗算 (AB)を複素乗算，複素数のデータA, Bの乗算 (AB)をエルミート乗算と
し，全 27個 (OPが 0から 26まで)の演算をサポートしている．また，reserveは今
後の拡張のために確保している演算で最大 5個の新たな演算が実装可能である．
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図 5.1: ASIP構成
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図 5.2: 処理装置 (Processing Unit)の回路構成
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IEEE754 – 32bit Floating-Point Data for Real data 32bit Floating-Point Data for Imaginary data
Total 64bit Floating-Point Complex Data
sign exponential fraction sign exponential fraction
(a) Data format
b63 b62 b55 b0b31 b23 b22b30b32b54
MSB LSB
11 bit 11 bit 5 bit11 bit
C_ADDR B_ADDR A_ADDR OP
(b) Conventional ASIP Instruction format
C_ADDR B_ADDR A_ADDR OP
(c) Proposed ASIP Instruction format
5 bit
Rep
図 5.3: データと命令セットのフォーマット
表 5.1: 演算タイプ
OP 演算内容 OP 演算内容
0 複素加算 16 逆正接関数計算 (初期入力)
1 複素減算 17 逆正接関数計算 (繰り返し)
2 複素乗算 18 余弦・正弦関数計算 (初期入力)
3 実数乗算 19 余弦・正弦関数計算 (繰り返し)
4 累積複素加算 20 マージ処理
5 累積複素減算 21 実部取り出し
6 累積複素乗算 22 虚部取り出し
7 累積実数乗算 23 符号取り出し
8 実数除算 24 整数/浮動小数点変換
9 平方根 25 浮動小数点/整数変換
10 絶対値 2乗 26 丸め込み (四捨五入)
11 絶対値 2乗累積 27 reserve
12 エルミート乗算 28 reserve
13 ニュートン法初期値 29 reserve
14 複素共役 30 reserve
15 コピー 31 reserve
5.3. 行列演算に特化したパイプラインの提案 68
5.3 行列演算に特化したパイプラインの提案
ここではパイプライン構成について説明する．従来ASIP [30]と提案ASIPのパ
イプライン構成を図 5.4に示す．図 5.4において，OP(k)は k番目の命令セットの
演算種類を示す．A(k)，B(k)，C(k)は k番目の命令セットの入力データアドレス
A ADDR, B ADDR,と出力データアドレス C ADDRをそれぞれ示す．
ここで Np個の行列Hk(1  k  Np)についてASIPを用いてHHk Hkを計算するこ
とについて考える．
Hk =
266664 h11;k h12;kh21;k h22;k
377775 (5.1)
HHk Hk =
266664 hH11;kh11;k + hH21;kh21;k hH11;kh12;k + hH21;kh22;khH12;kh11;k + hH22;kh21;k hH12;kh12;k + hH22;kh22;k
377775 (5.2)
図 5.4 (a)で示す様にパイプライン処理を使用しない場合は，Np個の行列につい
てエルミート乗算の hH11;kh11;kを一つずつ計算していくため，その計算処理にはと
ても多くの時間が必要である．
ここで行列Hk(1  k  Np)に対する計算はすべて線形処理で行われることに着
目すると，Np個の行列についての計算の差異は行列Hkの値 (サブキャリアごとの
情報)だけであり，各行列の計算処理に相違はないことに気が付く．そこで，従来
ASIP [30]は図 5.4 (b)で示す様に異なるサブキャリア間 (1  k  Np)での同じ演算
処理についてパイプライン処理を使用することで高速化を図る．
図 5.4 (b)で示す従来ASIP [30]のパイプライン処理では，初めに図 5.1で示すコ
ントローラは k番目の命令セットを命令メモリから読みだす．そのときコントロー
ラは処理装置への入力データを k番目の命令セットが示すアドレスA(k)，B(k)を
用いてデータメモリから読みだす．入力データの読み出し後，コントローラは処
理装置にOP(k)とアドレスA(k), B(k)から読み出したデータを入力として与える．
次にパイプライン処理のためにコントローラは追加の入力データをA(k)+offset, : : :
, A(k)+(Np-1)offsetと B(k)+offset, : : : , B(k)+(Np-1)offsetのアドレスから読み出し
処理装置にクロックごとにそれぞれ入力する．これらの処理は新しく命令セット
を読まずに，コントローラがオフセット値 (offset)を使用してアドレスを計算する
ことで実現する．これにより，1つの命令セットで Np個のデータをパイプライン
処理で計算処理することができ計算処理を効率化できる．
次に提案ASIPのパイプライン構成について説明する．式 (5.2)よりエルミート乗
算を 8回，実数加算を 2回，複素加算を 2回行うことで行列Hkに対してHHk Hkを
計算できる．そのため，ASIPでは合計 12個の命令セットを使用することでHHk Hk
を計算する．ここで，提案ASIPでは行列演算には同じ演算の種類が多く表れるこ
とに着目し，これらの同じ演算 (例：エルミート乗算を 8回)をパイプライン処理
することで計算処理を効率化する．
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提案 ASIPでは行列演算の計算処理を効率化するために図 5.4 (b)で示す従来パ
イプラインを図 5.4 (c)の様に拡張し，それに合わせて図 5.3 (b)に示す命令セット
の従来フォーマットを図 5.3 (c)の提案フォーマットの様に拡張する．
提案フォーマットのRepは，この命令より後にどれだけの同じ計算 (命令セット
の演算種類)が連続するかを示す．もし k番目の命令セットのRepの値に 3が設定
されていた場合，kから (k+2)番目の命令セットが同じ演算処理を行うことを示す．
そして，提案ASIPのコントローラでは k番目の命令セットを読み出し Np個の行
列に対するパイプライン処理を行ったあと，すぐに k + 1番目の命令セットを読み
出し，さらに Np個の行列に対するパイプライン処理を行う．この処理をRepの値
が 1になるまで行う．
従来ASIP [30]のパイプライン処理では行列演算に現れる同じ演算処理 (例：エ
ルミート乗算を 8回)に対して，図 5.4 (b)のように 1つの命令の処理が完了してか
らでないと次の命令を処理することができなかった．しかし，提案ASIPは同じ演
算処理 (例：エルミート乗算を 8回)に対して Repを用いてパイプライン処理する
ことで，図 5.4 (c)のように同じ演算処理を連続して計算できる．そのため，提案
ASIPは従来ASIP [30]よりも効率の良い計算処理を実現する．
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図 5.4: パイプライの流れ
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5.4 IEEE802.11ac標準規格準拠プラットフォーム
5.4.1 プラットフォームのシステム仕様
本研究では 4 [2; 2] MU-MIMO無線LANにおけるCSIフィードバック処理に必
要な特異値分解と CSI圧縮処理，提案プリコーディング手法のASIP実装を行う．
無線 LAN標準規格 IEEE802.11acに準拠する 4  [2; 2] MU-MIMO無線システムの
仕様を表 5.2に示す．表中の略称はそれぞれ，FEC (forward error correction)，BCC
(binary convolutional code)，BD (block diagonalization)，QAM (quadrature amplitude
modulation)，GI (guard interval)，Comp. V FB (compressed V feedback)，N/A (not
applicable)を表わす．
サンプリング周波数は 240[MHz]，MCSは 0-9を使用する．シングルユーザ (SU：
single user)の最大伝送速度は 866[Mbps]，マルチユーザ (MU：multi user)の最大伝
送速度は 1733[Mbps]である (ダウンリンク)．ただし，マルチユーザの場合は 1人
当たりの伝送速度はシングルユーザの場合と変わらない．本試作プラットフォー
ムの最大ユーザ多重化数は 2ユーザである為，送信機の最大伝送速度はシングル
ユーザの 2倍の 1733[Mbps]となる．本試作プラットフォームでは IEEE 802.11ac
だけをサポートするのではなく，IEEE 802.11nや 11aもサポートする．
表 4.5より,本システムでのDownlink時は PHY Headerフレーム長は最大で 52s
(MU-MIMO，NS TS ;total = 4)，Uplink時 PHY Headerフレーム長は最大で 44s (SU-
MIMO，NS TS ;total = 2)である．また，図 5.5，5.6に実装プラットフォームの送信機
と受信機のブロック図を示す．
表 5.2: システム仕様
Precoding Method 802.11ac Mandatory Implemented
Tx/Rx Antennas 11 4[2,2]
No. of users 1 2
Max data rate of user 325 Mbps 866Mbps
FEC type BCC BCC
MU-MIMO Precoding N/A Proposed LC-IBD
CSI feedback N/A Compressed feedback
Maximum Modulation 64-QAM 256-QAM
Guard Interval (GI) Normal GI Normal/Short GI
Bandwidth 20/40/80 MHz 20/40/80 MHz
No. of data sub-carriers Nsd 52/108/234 52/108/234
Compatibility 802.11a/n/ac 802.11a/n/ac
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図 5.5: 実装プラットフォームの送信機
図 5.6: 実装プラットフォームの受信機
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5.4.2 実装するアルゴリズム
ここではASIPに実装するアルゴリズムについて説明する．提案ASIPに実装する
アルゴリズムは特異値分解 (SVD: singular value decomposition)，CSI(channel state
information)圧縮処理，提案プリコーディング手法である．提案プリコーディング手
法は第4章で説明したAlgorithm 3を使用し，CSIの圧縮伸張処理は IEEE802.11ac規
格が規定する手法を使用する．しかし，特異値分解を解くアルゴリズムは IEEE802.11
ac規格では規定されていないため，次のようにして計算する．
特異値分解を計算する一般的なアルゴリズムとしては QR分解を繰り返し行う
QR法 [31]がある．QR法による特異値分解では分解する行列のサイズによってQR
分解する回数が異なる．本研究で実装するターゲットは 4  [2; 2]MU-MIMOシス
テムのため，特異値分解を特性方程式から求めることができる．
初めに特異値分解する 2  Ntx通信路行列Hを次式で定義する．
H =
266664 h1;1 h1;2    h1;Ntxh2;1 h2;2    h2;Ntx
377775 (5.3)
次に通信路行列Hに対して次式を計算する．
R = HHH =
266664 a b
c d
377775 = 266664 a bb d
377775 (5.4)
ここで，2  2行列Rの要素を a; b; c; dとすると，複素数 cは複素数 bの複素共役
の関係にある (c = b)．
行列Rの固有値 は，jR   Ij = 0の関係があるため，次の特性方程式 (二次方
程式)を解くことで行列Rの 2つの固有値 が得られる．
jR   Ij =
 a    bb d   

= (a   )(d   )   bb
= 2   (a + d) + (ad   bb) (5.5)
 =
(a + d)  p(a + d)2   4(ad   bb)
2
(5.6)
ここで，行列Rの2つの固有値をそれぞれ1 = ((a+d)+
p
(a + d)2   4(ad   bb))=2，
2 = ((a + d)  
p
(a + d)2   4(ad   bb))=2とする．固有値 1; 2に対するそれぞれ
の固有ベクトル u1; u2は次式で計算される．
U =
h
u1 u2
i
=
266664 1   d 2   db b
377775 
2666666664
1p
(1 d)2+bb
0
0 1p
(1 d)2+bb
3777777775 (5.7)
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ここで，固有ベクトル u1;u2からなる行列をユニタリー行列 Uとする．特異値 
を対角成分に持つ行列 は次式で計算される．
 =
266664 1 00 2
377775 = 266664 p1 00 p2
377775 (5.8)
最後に求めた行列U，と通信路行列Hから Ntx  2行列Vを次式で求める．
V = HHU 1 (5.9)
この様な手順で特異値分解を計算する．本アルゴリズムでは 2  Ntx通信路行列
Hに対して特異値分解を行うことができるため，本アルゴリズムは任意の送信ア
ンテナ数 Ntxに対応できる．しかし，k番目の端末の受信アンテナ数 Nrx;kは 2以下
でないといけない．また，k番目の端末の受信アンテナ数 Nrx;kが 3以上の場合は
三次方程式の解またはQR法 [31]を使用して解く必要がある．
5.5. ASIP実装結果 74
5.5 ASIP実装結果
 ASIP合成結果
従来 ASIP [30]と提案 ASIPについて 1.32 V電力 90 nm CMOS (complementary
metal oxide semiconductor)標準セルライブラリを使用して論理合成を行った．ター
ゲットとするクロック周波数を 400 MHz (2.5 ns clock period)に設定し，その合成
結果を表 5.3に示す．従来ASIPは図 5.4 (b)で示すMOP (matrix operation pipe-line)
構造のパイプライン処理を行う．また，提案 ASIPは図 5.4 (c)に示すMOPと IP
(instruction pipe-line)の両方のパイプライ処理を行う．
論理合成の結果より，提案ASIPは行列演算に特化したパイプライ処理のために
論理回路のゲート数が従来ASIPと比較して 32 Kgates増加し，命令メモリも 0.32
Kbaytes増加した．しかし，提案ASIPのゲート数の増加量は 13%，命令メモリの
増加量も 14.7%と十分に小さい．
表 5.3: 性能比較
ASIP Structure Conventional Proposed
Clock Frequency [MHz] 400 400
Gate count [KGates] 246 278
Instruction memory [Kbytes] 2.18 2.50
Data memory [Kbytes] 8 8
 STA側での計算処理 : SVDと CSI圧縮処理
図 4.1より，STA1のCSIフィードバックフレームの送信はNDP(null data packet)
フレームの受信後から SIFS(short inter frame space, 5GHz帯では SIFS = 16us)後に
開始しなければならない．そのため，CSIを最初にフィードバックする端末 (STA
1)には高い計算処理能力が求められる．
4 [2; 2] MU-MIMO伝送において k番目のサブキャリアの通信路行列Hkは特異
値分解とCSI圧縮処理によって 45 bitのk = [11; 12; 13; 22; 23](各 9 bit)，35 bit
の	k = [ 11;  12;  13;  23;  24](各 7 bit)の位相情報に圧縮される．圧縮された 1サ
ブキャリア当たりのデータ量を Ncsi = 80 bitとすると，各端末がフィードバックす
るデータ量は Ncsi  Nsdである．ここで，Nsdはデータサブキャリの数である．
この圧縮した全サブキャリアの CSIの情報 (Ncsi  Nsd)を APにフィードバック
するとき，MCS (modulation and coding rate)と送信ストリーム数 NssによってCSI
フィードバックのフレーム長が変わる．そこで，802.11ac規格がサポートする最低
伝送レートであるMCSが 0の環境 (BPSK，コーディングレートR = 1=2)かつ送信
ストリーム数が Nss = 1のとき，圧縮した全サブキャリアのCSIの情報 (Ncsi  Nsd)
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表 5.4: 4[2, 2] MU-MIMO伝送におけるSTA側に要求される計算処理速度Treq=Nsd
と，特異値分解とCSI圧縮処理の両方をASIP実装したときの計算処理速度 w/ 13
パイプライン (Np=13)
Required calculation throughput 20 MHz 40 MHz 80 MHz
Treq=Nsd [s/matrix]
MCS 0 (BPSK Nbpsc = 1 and R = 1=2) 13.3846 6.4444 2.9744
MCS 1 (QPSK Nbpsc = 2 and R = 1=2) 7.2308 3.4815 1.6068
MCS 2 (QPSK Nbpsc = 2 and R = 3=4) 5.1795 2.4938 1.1510
MCS 3 (16QAM Nbpsc = 4 and R = 1=2) 4.1538 2 0.9231
MCS 4 (16QAM Nbpsc = 4 and R = 3=4) 3.1282 1.5062 0.6952
MCS 8 (256QAM Nbpsc = 8 and R = 3=4) 2.1026 1.0123 0.4672
MCS 9 (256QAM Nbpsc = 8 and R = 5=6) 2 0.9630 0.4444
Conventional w/ MOP [s/matrix] 1.3440
Proposed w/ MOP and IP [s/matrix] 0.9523
は (Ncsi=R Nsd)=(Nss Nsd Nbpsc) Tsym = 640 usのデータとなる．ここで，Nbpscは
サブキャリアが搬送する bit数 (BPSKのとき Nbpsc = 1), TsymはOFDM (orthogonal
frequency division multiplexing)シンボルの長さ (Normal GIのとき Tsym = 4 us)を
それぞれ示す．
そのため，CSIを最初にフィードバックする端末 (STA 1)は，最低でも SIFS(16
us) + PHYヘッダの時間 (表 4.5より 40 us) +データの時間 (640 us) = 696 usの間に
全サブキャリアの通信路行列に対して特異値分解とCSI圧縮処理を行わなければな
らない．つまり，提案ASIPは要求される計算処理速度 Treq=Nsd [s/matrix]のMCS
が 0である環境よりも速く特異値分解と CSI圧縮処理を行わなければならない．
Treq = Tsi f s + Tphy + (Ncsi=R  Nsd)=(Nss  Nsd  Nbpsc)  Tsym
= 16 + 40 + (80=R  Nsd)=(1  Nsd  Nbpsc)  4 (5.10)
ここで Tsi f sは SIFS時間，Tphyは PHYヘッダの長さをそれぞれ示す．
表 5.4は各MCS環境で ASIPに要求される計算処理速度 Treq=Nsd と，特異値分
解とCSI圧縮処理の両方を提案ASIPに実装したときの計算処理速度を示す．提案
ASIPは 0.9523 [s/matrix]で 1サブキャリアに対して特異値分解とCSI圧縮の両方
の計算処理を行うことができる．またこの計算処理速度はMCSが 0の環境を満た
しているため，すべての帯域において標準規格の要求を満たしている．さらに，提
案ASIPでは 20MHz帯域ではMCSが 9，40MHz帯域ではMCSが 9，80MHz帯域
ではMCSが 2での条件をそれぞれ満たしている．
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 AP側での演算処理 : CSI伸張
4x[2,2] MU-MIMOにおいて，提案MU-MIMOプリコーディングは図 5.7 (b)で
示すように簡略化される．2番目のユーザの compressed CSIフィードバックフレー
ムを受信後，APはできるだけ早くMU-MIMOプリコーディング重み行列を作成
しなければならない．とくにプリコーディング行列の計算処理遅延が 44 s (SIFS
16 s + Legacy Preamble 20 s + VHT-SIG A 8 s)よりも短い場合 DL-MU-MIMO
通信はCSIフィードバックプロトコルの SIFS後に開始できるため，プリコーディ
ング行列の計算処理時間は 44 s以下が望ましい．
表 5.5は提案ASIPによる CSI伸張の結果を示す．提案ASIPに実装することで
全サブキャリアのCSI伸張に必要な計算処理時間はそれぞれ 20MHzで 18.960[s]，
40MHzで 42.660[s]，80MHzで 85.320 [s]である．つまり，20と 40MHz帯域で
は，提案 ASIPを使用することで APはMU-MIMO通信を CSIフィードバックの
SIFS後から開始できる．一方，従来ASIPでは 20MHzでのみしかCSIフィードバッ
クの SIFS後からMU-MIMO通信を行うことができない．このように CSIフィー
ドバックの SIFS後からMU-MIMO通信を行うことができない場合，APは衝突回
避のためにランダムな時間 (バックオフ時間)待機してからMU-MIMO通信を行う
ため，スループットが下がる．また，80MHz帯域では提案ASIPは従来ASIPと比
較し 26.10 sの計算処理遅延時間を削減できる．
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図 5.7: MU-MIMOプリコーディングの流れ
表 5.5: 4[2, 2] MU-MIMO伝送におけるAP側での CSI伸張処理 (MU-Precoding)
をASIP実装した結果 (計算処理時間) w/ 13パイプライン (Np=13)
ASIP Structure　　 20 MHz 40 MHz 80 MHz
Conventional w/ MOP [s] 24.760 55.710 111.42
Proposed w/ MOP and IP [s] 18.960 42.660 85.320
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5.6 まとめ
本章では行列演算に特化したASIPパイプラインの提案と提案ASIPの回路構成
について説明し，提案ASIPの論理合成結果を報告した．
特異値分解とCSI圧縮処理の両方を提案ASIPに実装したときの計算処理速度の
結果より，提案ASIPは 0.9523 [s/matrix]で 1サブキャリアに対して特異値分解と
CSI圧縮の両方の計算処理を行うことができる．またこの計算処理速度はMCSが
0の環境を満たしているため，すべての帯域において標準規格の要求を満たしてい
る．さらに，提案ASIPでは 20MHz帯域ではMCSが 9，40MHz帯域ではMCSが
9，80MHz帯域ではMCSが 2での条件をそれぞれ満たしている．
CSI伸張処理を提案ASIPに実装したときの計算処理時間の結果より，提案ASIP
に実装することで全サブキャリアのCSI伸張処理はそれぞれ 20MHzで 18.960[s]，
40MHzで 42.660[s]，80MHzで 85.320 [s]で実現できる．また，20と 40MHz帯
域では，提案ASIPを使用することでAPはMU-MIMO通信をCSIフィードバック
の SIFS後から開始できる．一方，従来 ASIPでは 20MHzでのみしか CSIフィー
ドバックの SIFS後からMU-MIMO 通信を行うことができない．そのため，従来
ASIPではAPは衝突回避のためにランダムな時間 (バックオフ時間)待機してから
MU-MIMO通信を行うため，スループットが下がる．80MHz帯域では提案 ASIP
は従来ASIPと比較し 26.10 sの計算処理遅延時間を削減できる．
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第6章 結論
本論文は，無線 LANの国際標準である 802.11ac規格におけるMIMO伝送シス
テムにおいて，高次MIMOデコーダとMU-MIMOプリコーディングにおける演
算量削減手法についてまとめたものである．本論文で得られた成果を以下にまと
める．
第 2章では，初めに高次MIMOシステムモデルについて説明し，従来MIMO復
号法としてLRA-MMSE，MLD，従来グループ判定手法を例に挙げて説明し，高次
MIMOデコーダにおいて従来MIMO復号法には演算量と復号精度がトレードオフ
の関係にあることを示した．次にMU-MIMOシステムモデルについて説明し，従
来プリコーディング手法としてBD-QRD手法と IBD手法を例に挙げて説明し，従
来プリコーディング手法は CSIフィードバック後からの演算量とその計算処理遅
延がスループットの低下を引き起こす課題を示した．
第 3章では，高次MIMOデコーダの演算量を削減するために通信路容量の大き
い N個のグループセットに対してグループ判定を行う手法を提案した．MIMOデ
コーダの復号精度についてシミュレーション結果より，提案手法 (Prop. Ng=4 N=5)
はBERと PERの両方で最大通信路容量となるグループのみを使用する従来グルー
プ判定手法 2 [15]と比較し復号精度を改善することができた．特に，PERが 10 2
において提案手法 (Prop G=2 N=5)は，従来グループ判定手法 2 [15]と比べて 1.5
dBの SNRを改善できる．また，グループの組合せすべてを使用する従来グループ
判定手法 1 [12]と同等の復号精度を得られる．MIMOデコーダの演算量比較の結
果より，88 MIMOにおいて提案手法 (Prop. Ng=4 N=5)はグループ判定時のMLD
演算量を 88 QRD-MLDと従来グループ判定手法 1 [12]の 1.56 %，14.29 %にそれ
ぞれ削減できる．以上より，提案手法 (Prop G=2 N=5)は，従来グループ判定手法
より復号精度が高く演算量少ないため，高次MIMOデコーダの有効な手法である．
第 4章では，初めに IEEE802.11ac標準規格の詳細と標準規格で使用される CSI
フィードバックについて説明し，次にMU-MIMOシステムにおける演算量を削減
したプリコーディング手法の提案を行った．提案プリコーディング手法は従来 IBD
手法のアルゴリズムをもとにしており，CSIフィードバックごとにプリコーディ
ング重み行列を繰り返し計算することで，CSIフィードバック完了後の計算処理
時間を短縮することができる手法である．さらに，提案プリコーディング手法は
802.11ac規格で定義される CSI圧縮伸張処理を拡張することで，アルゴリズムの
演算量を従来 IBDアルゴリズム [23]と比較し，総加減算回数と総乗算回数をそれ
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ぞれ 50.92 %と 47.28 %を削減できる．また，提案プリコーディング手法は従来
BD-QRDアルゴリズム [22]と比較し，CSIフィードバック完了後の演算量である
加減算回数と乗算回数をそれぞれ 35.74 %と 25.67 %を削減できる．さらに，計
算機シミュレーションにより提案手法と従来手法のBER特性の比較を行い，従来
手法からの BER特性の劣化が起きないことを確認した．
第 5章では，行列演算に特化したASIPパイプラインの提案と提案ASIPの回路
構成について説明し，提案ASIPの論理合成結果を報告した．特異値分解とCSI圧
縮処理の両方を提案ASIPに実装したときの計算処理速度の結果より，提案ASIP
は 0.9523 [s/matrix]で 1サブキャリアに対して特異値分解と CSI圧縮の両方の計
算処理を行うことができる．またこの計算処理速度はMCSが 0の環境を満たして
いるため，すべての帯域において標準規格の要求を満たしている．さらに，提案
ASIPでは 20MHz帯域ではMCSが 9，40MHz帯域ではMCSが 9，80MHz帯域で
はMCSが 2での条件をそれぞれ満たしている．CSI伸張処理を提案ASIPに実装
したときの計算処理時間の結果より，提案ASIPに実装することで全サブキャリア
のCSI伸張処理はそれぞれ 20MHzで 18.960[s]，40MHzで 42.660[s]，80MHzで
85.320 [s]で実現できる．また，20と 40MHz帯域では，提案ASIPを使用するこ
とでAPはMU-MIMO通信をCSIフィードバックの SIFS後から開始できる．一方，
従来 ASIPでは 20MHzでのみしか CSIフィードバックの SIFS後からMU-MIMO
通信を行うことができない．そのため，従来ASIPではAPは衝突回避のためにラ
ンダムな時間 (バックオフ時間)待機してからMU-MIMO通信を行うため，スルー
プットが下がる．80MHz帯域では提案ASIPは従来ASIPと比較し 26.10 sの計算
処理遅延時間を削減できる．
今後の課題としては，提案グループ判定高次MIMOデコーダをハードウェア実
装し，実機上での伝送特性・回路構成の評価を行い提案手法の有効性を示す必要
がある．また，次世代の無線WLAN規格である 802.11axでは，稠密 (dense)環境
下における高効率・高速通信の実現を目指してこれまで以上にBER特性や PER特
性の改善が求められる．今後は稠密環境下における高効率・高速無線通信の実現
を目指して本論文で提案した手法の拡張，または別の手段による高効率・高速無
線通信方式の開発とその評価について研究を行う．
80
付録A Appendix
ここでは，IEEE802.11ac規格での 4  2行列 Vの圧縮処理について説明する．
4  2行列Vを次式で定義する．ここで，vliは行列Vの l行 i列目の複素数の要素
を示す．また，v(n)li は n回目の計算処理を行ったあとの状態を示し，初期値は n = 0
とする．
V =
266666666666666664
v11 v12
v21 v22
v31 v32
v41 v42
377777777777777775 =
266666666666666664
v
(0)
11 v
(0)
12
v
(0)
21 v
(0)
22
v
(0)
31 v
(0)
32
v
(0)
41 v
(0)
42
377777777777777775 (A.1)
IEEE802.11ac規格の定める行列Vの圧縮処理では，初めに最下段の行の要素の
実数化を行う．実数化を行う行列 Dpreを次式で定義する．
Dpre =
26666666664
v
(0)
41
jv(0)41 j
0
0 v
(0)
42
jv(0)42 j
37777777775 (A.2)
次に，行列Dpreを行列Vの右からエルミート乗算することで，行列Vの最下段
を次の様に実数化する．
VDHpre =
266666666666666664
v
(1)
11 v
(1)
12
v
(1)
21 v
(1)
22
v
(1)
31 v
(1)
32
v
(1)
41 v
(1)
42
377777777777777775 =
266666666666666664
v
(1)
11 v
(1)
12
v
(1)
21 v
(1)
22
v
(1)
31 v
(1)
32
jv(0)41 j jv(0)42 j
377777777777777775 (A.3)
ここから，行列VDHpreに対して圧縮処理を行い，行列を位相情報に圧縮する．ま
ず，位相情報 liへの圧縮処理を行う．行列VDHpreの 1列目に対して，次式で示す
行列 D1を定義する．
D1 =
266666666666666664
exp( j11) 0 0 0
0 exp( j21) 0 0
0 0 exp( j31) 0
0 0 0 1
377777777777777775 =
26666666666666666666666664
v
(1)
11
jv(1)11 j
0 0 0
0 v
(1)
21
jv(1)21 j
0 0
0 0 v
(1)
31
jv(1)31 j
0
0 0 0 1
37777777777777777777777775
(A.4)
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次に，行列 D1を行列VDHpreの左側からエルミート乗算することで，行列VDHpre
の 1列目の実数化を行う．
DH1 VDHpre =
266666666666666664
v
(2)
11 v
(2)
12
v
(2)
21 v
(2)
22
v
(2)
31 v
(2)
32
v
(2)
41 v
(2)
42
377777777777777775 =
266666666666666664
jv(1)11 j v(2)12
jv(1)21 j v(2)22
jv(1)31 j v(2)32
jv(0)41 j jv(0)42 j
377777777777777775 (A.5)
列の実数化を行った行列 DH1 VDHpreの 1行目と 2行目に対して，ギブンス回転行
列G21を次式で定義する．
cos 21 =
jv(1)11 jq
jv(1)11 j2 + jv(1)21 j2
; sin 21 =
jv(1)21 jq
jv(1)11 j2 + jv(1)21 j2
(A.6)
G21 =
266666666666666664
cos 21 sin 21 0 0
  sin 21 cos 21 0 0
0 0 1 0
0 0 0 1
377777777777777775 (A.7)
次に，ギブンス回転行列G21を行列 DH1 VDHpreの左側から乗算することで，行列
DH1 VDHpreの 2行 1列目の要素の値を 0にすることができる．
G21DH1 VDHpre =
266666666666666664
v
(3)
11 v
(3)
12
v
(3)
21 v
(3)
22
v
(3)
31 v
(3)
32
v
(3)
41 v
(3)
42
377777777777777775 =
26666666666666666664
q
jv(1)11 j2 + jv(1)21 j2 v(3)12
0 v(3)22
jv(1)31 j v(2)32
jv(0)41 j jv(0)42 j
37777777777777777775 (A.8)
同様にギブンス回転行列G31を次式で定義し，行列G21DH1 VDHpreの左側から乗算
することで，行列G21DH1 VDHpreの 3行 1列目の要素の値を 0にすることができる．
cos 31 =
q
jv(1)11 j2 + jv(1)21 j2q
jv(1)11 j2 + jv(1)21 j2 + jv(1)31 j2
; sin 31 =
jv(1)31 jq
jv(1)11 j2 + jv(1)21 j2 + jv(1)31 j2
(A.9)
G31 =
266666666666666664
cos 31 0 sin 31 0
0 1 0 0
  sin 31 0 cos 31 0
0 0 0 1
377777777777777775 (A.10)
G31G21DH1 VDHpre =
266666666666666664
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q
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同様にギブンス回転行列G41を次式で定義し，行列G31G21DH1 VDHpreの左側から
乗算することで，行列G31G21DH1 VDHpreの 4行 1列目の要素の値を 0にすることが
できる．
cos 41 =
q
jv(1)11 j2 + jv(1)21 j2 + jv(1)31 j2q
jv(1)11 j2 + jv(1)21 j2 + jv(1)31 j2 + jv(0)41 j2
=
q
jv(1)11 j2 + jv(1)21 j2 + jv(1)31 j2;
sin 41 =
jv(0)41 jq
jv(1)11 j2 + jv(1)21 j2 + jv(1)31 j2 + jv(0)41 j2
= jv(0)41 j (A.12)
G41 =
266666666666666664
cos 41 0 0 sin 41
0 1 0 0
0 0 1 0
  sin 41 0 0 cos 41
377777777777777775 (A.13)
G41G31G21DH1 VDHpre =
266666666666666664
v
(5)
11 v
(5)
12
v
(5)
21 v
(5)
22
v
(5)
31 v
(5)
32
v
(5)
41 v
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42
377777777777777775 =
266666666666666664
1 0
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0 v(4)32
0 v(5)42
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行列 VDHpre に対して以上の処理 (D1, G21, G31, G41)を行うことで，行列 VDHpre
の 1列目は単位ベクトルになる．つまり，行列 VDHpreの 1列目の要素は位相情報
11; 21; 31と位相情報  21;  31;  41に圧縮することができる．ここで，要素 v(5)12 が
0になる理由について考える．行列G41G31G21DH1 VDHpreの 1列目のベクトルを v(5)1 ，
2列目のベクトルを v(5)2 と定義する．列ベクトル v(5)1 ，v(5)2 は直交しているため，
v(5)H1 v
(5)
2 = 0である．列ベクトルv(5)1 は単位ベクトル (基底ベクトル) v(5)1 = [1; 0; 0; 0]T
であるため，列ベクトル v(5)1 に直交する列ベクトル v(5)2 は v(5)2 = [0; v(5)22 ; v(5)32 ; v(5)42 ]T で
ある．これにより，列ベクトル v(5)1 の要素 v(5)12 は 0になる．
次に，行列G41G31G21DH1 VDHpreの 2列目に対して実数化行列 D2とギブンス回転
行列G32, G42を 1列目と同様に計算することで，行列 VDHpreを単位行列に圧縮す
ることができる．
G42G32DH2 G41G31G21DH1 VDHpre =
266666666666666664
v
(8)
11 v
(8)
12
v
(8)
21 v
(8)
22
v
(8)
31 v
(8)
32
v
(8)
41 v
(8)
42
377777777777777775 =
266666666666666664
1 0
0 1
0 0
0 0
377777777777777775 (A.15)
このように行列VDHpreに対して実数化とギブンス回転の行列処理を行うことで，
複素数の情報を位相情報 ;  に圧縮することができる．ここで，最終的に得られ
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るのが行列Vではなく，行列VDHpreであることに疑問を持つかもしれないが，行
列 DHpreは対角成分に位相回転の要素を持つだけの行列であるため，受信機で位相
回転を補正もしくはチャネル推定によって除去可能である．また，数学的には行
列Vも行列VDHpreもユニタリー行列であり，特異値に対する固有ベクトルの関係
をそれぞれ持つため，行列Vと行列VDHpreの違いによる問題はない．
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