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Homogenization of deterministic control problems with L1 running cost is studied
by viscosity solutions techniques. It is proved that the value function of an L1
problem in a medium with a periodic micro-structure converges uniformly on the
compact sets to the value function of the homogenized problem as the period shrinks
to 0. Our main convergence result extends that of Ishii (Stochastic Analysis, control,
optimization and applications, pp. 305–324, Birkh.auser Boston, Boston, MA, 1999.)
to the case of a discontinuous Hamiltonian. The cell problem is solved, but, as non-
uniqueness occurs, the effective Hamiltonian must be selected in a careful way. The
paper also provides a representation formula for the effective Hamiltonian and gives
illustrations to calculus of variations, averaging and one-dimensional problems.
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The paper is concerned with the homogenization of optimal control
problems in L1: The question is to determine the limit as e! 0 of the value
function
ueðt; xÞ ¼ inf gðxð0ÞÞ _ ess sup
s2½0;t	
h
s
e
;
xðsÞ
e
; s; xðsÞ; aðsÞ
 ( )
;1Supported in part by the ‘TMR’ project ‘‘Viscosity Solutions and Applications.’’
2Supported in part by Grant DMS-9972043 from the National Science Foundation.
132
022-0396/02 $35.00
2002 Elsevier Science (USA)
ll rights reserved.
HOMOGENIZATION IN L1 133where the inﬁmum is computed for every measurable control a taking values
in a compact control set along the controlled trajectory
’xðsÞ ¼ f
s
e
;
xðsÞ
e
; s; xðsÞ; aðsÞ
 
for s4t; xðtÞ ¼ x;
the main assumption is the 1-periodicity of the running cost hðt; y; t; x; aÞ and
the dynamics f ðt; y; t; x; aÞ in the ﬁrst two variables. We use the notation
a_ b ¼ maxfa; bg:
The situation covered by homogenization theory is when the underlying
medium displays a ﬁne periodic micro-structure with period of order e:
Sending e! 0 determines the macroscopic properties of the medium, which
are the only properties that should matter for applications. The theory of
homogenization is well developed for problems in calculus of variations and
optimal control with an integral running cost. However, in many natural
cases, it is more natural to use a criterion that is a pointwise maximum along
the trajectories. Consideration of problems in L1 looks at situations in
which the cost functional is concerned with the worst possible situation in
time. For example, one needs to avoid pointwise stresses in determining the
optimal shape of a load bearing structure. Another example for which L1
criterion is appropriate is in determining the optimal chemotherapy regimen
so as to minimize the maximum tumor load. An L2 criterion is not sufﬁcient
for such problems.
Our approach to the problem uses the theory of viscosity solutions,
initiated by Crandall and Lions. The theory provides PDE techniques that
are well adapted to asymptotic problems in deterministic and stochastic
control by studying the related Hamilton–Jacobi–Bellman equation. We
systematically refer to the User’s Guide of Crandall et al. [15] for a
presentation of the theory and to the books by Bardi and Capuzzo-Dolcetta
[5] and Barles [7] for the application of the theory to deterministic control
problems.
For the e-value function of the L1 control problem, the Hamilton–Jacobi
equation is
ðueÞt þ H
t
e
;
x
e
; t; x; ue;Due
 
¼ 0 in ð0;þ1Þ  Rn;
ueð0; Þ ¼ g on R
n ðHJeÞ
with the Hamiltonian
H ðt; y; t; x; r;pÞ ¼ supfp  f ðt; y; t; x; aÞ j a 2Aðt; y; t; x; rÞg
if
Aðt; y; t; x; rÞ ¼ fa j hðt; y; t; x; aÞ4rg=|:
If Aðt; y; t; x; rÞ ¼ | we set H ¼ 1:
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the family fueg consists in deﬁning an effective Hamiltonian %H by solving an
auxiliary problem and proving that the functions ue must converge (in a
relaxed sense) to the unique solution of the limit equation
ut þ %Hðt; x; u;DuÞ ¼ 0 in ð0;þ1Þ  R
n and uð0; Þ ¼ g on Rn:
ðHJÞ
This method was devised by Lions et al. [20] and extended by various
authors (see, e.g., [2, 17, 19]). The convergence result for the Cauchy
problem ðHJeÞ was proved by Ishii [19] when the Hamiltonian is associated
to a control problem with an integral running cost and without control-state
constraints. The principal assumption is a global controllability condition of
the periodic dynamics in the torus Rnþ1=Znþ1; this is needed to deﬁne the
effective Hamiltonian.
The main purpose of the paper is to adapt (and slightly extend) the
convergence result of Ishii to problems with an L1 running cost. We also
supplement the result with various illustrations. A major technical difﬁculty
for problems of L1 type to overcome is the discontinuity of the Hamiltonian
H : This will result in non-uniqueness for the effective Hamiltonian. In
Section 3, we deﬁne two effective Hamiltonians %H and %H that correspond
to upper and lower values and study their properties. Our deﬁnitions are
given through the solvability of an auxiliary Hamilton–Jacobi equation,
called the cell problem, and are expressed in terms of the Hamiltonian. As
this may seem far from the original control problem, we provide, in Section
4, a representation formula for %H as the value function of an ergodic control
problem. Due to the non-uniqueness of the effective Hamiltonian however,
we have to use the relaxed control problem instead of the original one. Since
the convergence result is the main result of this paper we state it here. It is
proved as Theorem 5.3.
Theorem 1.1. Assume that one of the following conditions is satisfied.
(i) The drift f is independent of t:
(ii) The drift f is independent of x:
(iii) The drift f and the running cost h are independent of t:
(iv) The drift f and the running cost h are independent of y:
Then, the collection fueg converges uniformly on compact subsets of ð0;þ
1Þ  Rn to the unique bounded continuous solution of ðHJÞ:
We may be more speciﬁc here regarding the Hamiltonian in ðHJÞ: It uses
the relaxed functions
#f ðt; y; t; x;mÞ ¼
Z
A
f ðt; y; t; x; aÞ dmðaÞ
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#hðt; y; t; x;mÞ ¼ m ess sup
A
hðt; y; t; x; aÞ:
Theorem 1.2 (see Theorem 4.1 below). For every r5r0; the effective
Hamiltonian is given by the formula
%Hðt; x; r;pÞ ¼ lim
S!1
sup
1
S
Z S
0
p  #f ðsþ s; ys; t; x; msÞ dsj

m 2 L1ð½0; S	; P ðAÞÞ;
’ys ¼ #f ðsþ s; ys; t; x;msÞ; #hðsþ s; ys; t; x;msÞ4r a:e:; yS ¼ y
	
;
where the convergence of the right-hand term is uniform in ðs; yÞ:
The rest of the paper is devoted to various illustrations of the convergence
theorem. Section 6 is concerned with the L1 calculus of variations problem
ueðt; xÞ ¼ inf gðxð0ÞÞ _ ess sup
s2½0;t	
h
s
e
;
xðsÞ
e
; ’xðsÞ
 
j ’xðsÞ 2 V ; xðtÞ ¼ x
( )
:
It is shown that ue converges to the function given by the quasi-convex Lax
formula [3]
%uðt; xÞ ¼ inf
x02Rn
gðx0Þ _ h0
x x0
t
  	
;
where the effective L1 running cost is
h0ðvÞ ¼ lim inf
S!1; v0!v
inf

ess sup
t2½0;S	
hðt; yðtÞ; ’yðtÞÞ _ r0 j
’yðtÞ 2 V ; yð0Þ ¼ Sv0; yðSÞ ¼ 0
	
:
(Here we assume that g5r0 for some constant r0 whose role will be
explained in due course.) This is reminiscent of the formulas obtained for
integral homogenization developed in [1, 14, 22]. Here however we use
viscosity solution methods throughout and do not resort to G-convergence
results. We incidentally mention that the theory of G-convergence is harder
to implement for L1 problems because of the lack of density of piecewise
afﬁne functions in L1; a major tool used for integral functionals.
The last section provides two other illustrations of the convergence result.
The ﬁrst example concerns averaging in the case that oscillations appear
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dimensional homogenized L1 optimal control problem under a suitable
assumption on the dynamics. They extend results of Barron [8] in various
ways.
2. THE e-PROBLEM
We make throughout the following assumptions.
* The control set A is a compact metric space.
* The running cost hðt; y; t; x; aÞ is 1-periodic in ðt; yÞ and bounded
uniformly continuous.
* The drift f ðt; y; t; x; aÞ is 1-periodic in ðt; yÞ; bounded uniformly
continuous in all variables and Lipschitz continuous in ðy; xÞ uniformly in
ðt; t; aÞ:
* The initial cost g is bounded uniformly continuous. We set
r0 ¼ inf g:
* Coercivity (or controllability) assumption. There is an open ball Br
centered at 0 with radius r > 0 such that
Br  coff ðt; y; t; x; aÞ j a such that hðt; y; t; x; aÞ4r0g ðH1Þ
for every ðt; y; t; xÞ:
For e > 0 ﬁxed, the L1 value function is
ueðt; xÞ ¼ inf gðxð0ÞÞ _ ess sup
s2½0;t	
h
s
e
;
xðsÞ
e
; s; xðsÞ; aðsÞ
 ( )
;
where the inﬁmum is computed for every control a 2 L1ð½0; t	;AÞ along the
controlled backward trajectory
’xðsÞ ¼ f
s
e
;
xðsÞ
e
; s; xðsÞ; aðsÞ
 
for s4t; xðtÞ ¼ x:
When A is a metric space, we use the notation L1ð½0; t	;AÞ to designate the
set of the bounded measurable functions with values in A (identiﬁed when
equal a.e.); it is a metric space for the metric dða; a0Þ ¼ ess sup½0;t	 dðaðsÞ;
a0ðsÞÞ: The variables t ¼ s=e and y ¼ xðsÞ=e are called the fast variables, for
their speed is of order 1=e; while s and x ¼ xðsÞ are the slow variables.
Apart from the coercivity assumption (H1), the above assumptions are
classical in control theory. Coercivity is a most natural hypothesis that
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[4, 19, 20]) because it ensures some uniform asymptotic behavior of the fast
variables. But, contrarily to the control problem with an integral running
cost, we stress that, for an L1 control problem, the coercivity assumption
must depend on the running cost h and the initial cost g; at least if one seeks
the strong convergence of the value function. This is due to the pointwise
nature of the criterion to be minimized. As an illustration of this, we
consider the simple L1 calculus of variations problem
ueðt; xÞ ¼ inf r_ ess sup
s2½0;t	
h
xðsÞ
e
; ’xðsÞ
 
j j ’xðsÞj41; xðtÞ ¼ x
( )
and assume that hðy; 0Þ ¼ inffhðy; vÞ j jvj41g for every y: The optimal
trajectories exist and are stationary; the value function is therefore
ueðt; xÞ ¼ r_ h
x
e
; 0
 
:
It will converge (in a strong sense) if and only if sup hðy; 0Þ4r: For this
problem, our coercivity assumption (H1) requires that sup hðy; 0Þ5r; it is
therefore almost optimal.
For e > 0 ﬁxed, the e-problem is a classical control problem in L1: The
following properties of the value function were established by Barron and
Ishii [10].
Theorem 2.1. The function ue is bounded and uniformly continuous on
every set of the form ½0; T 	  Rn; T > 0: It is the unique bounded viscosity
solution of the Hamilton–Jacobi equation
ðueÞt þ H
t
e
;
x
e
; t; x; ue;Due
 
¼ 0 in ð0;þ1Þ  Rn;
ueð0; Þ ¼ g on R
n; ðHJeÞ
where the Hamiltonian is given by
H ðt; y; t; x; r;pÞ ¼ supfp  f ðt; y; t; x; aÞ j hðt; y; t; x; aÞ4rg:
Moreover, we have the uniform bound
r0 ¼ inf g4ue4maxðjjgjjL1 ; jjhjjL1Þ:
Proof. The fact that ue is bounded uniformly continuous in ½0; T 	  R
n
for every T > 0 and that it solves the Hamilton–Jacobi equation in
ð0;þ1Þ  Rn follow from [10]. The validity of the initial data ueð0; Þ ¼ g
is a simple consequence of (H1). The uniform bound on ue is immediate. ]
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throughout.
* H ðt; y; t; x; r;pÞ is periodic in t; y; non-decreasing in r and convex
positively homogeneous degree one in p:
* H has values in ½1;þ1Þ and is ﬁnite for r5r0:
* H is u.s.c. (upper semi-continuous) and its l.s.c. envelope is
Hnðt; y; t; x; r;pÞ ¼H ðt; y; t; x; r  0;pÞ
¼ supfp  f ðt; y; t; x; aÞ j hðt; y; t; x; aÞ5rg:
* H is Lipschitz continuous in p; namely, there is a constant C > 0 such
that
H ðt; y; t; x; r;pÞ4H ðt; y; t; x; r;p0Þ þ Cjp0  pj:
* H is coercive for r5r0: More precisely, for the constant r > 0 of
(H1), we have
H ðt; y; t; x; r0;pÞ5rjpj:
A reﬁnement of the computation of the l.s.c. envelope of H yields the
following estimate. For every r0 > r; there are a modulus of continuity o and
constants C > 0 and Z > 0 so that, whenever jy0  yj þ jt0  tj þ jx0  xj þ
jt0  tj4Z; we have
H ðt0; y0; t0; x0; r0;pÞ5H ðt; y; t; x; r;pÞ  Cjpjðjy 0  yj þ jx0  xjÞ
þ oðjt0  tj þ jt0  tj; jpjÞ: ð2:1Þ
By a modulus, we mean a continuous function oðZ;RÞ that is non-decreasing
with respect to both variables and that satisﬁes oð0; Þ  0:
Condition (2.1) guarantees the uniqueness of a solution for Hamilton–
Jacobi equations of L1 type (see [10]). It is the analogue of the following
structure condition for a continuous Hamiltonian F ; which is standard in
the theory of viscosity solutions,
F ðt; y0; t; x0; r;pÞ5F ðt; y; t; x; r;pÞ  oðjpjð1þ jy0  yj þ jx0  xjÞÞ:
3. THE CELL PROBLEM AND THE EFFECTIVE HAMILTONIAN
Since the solution ue of ðHJeÞ is 5r0; the values of the Hamiltonian for
r5r0 are irrelevant. However, it is more convenient to work with an
Hamiltonian that is ﬁnite and coercive everywhere. Therefore, from now on,
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H ðt; y; x; r;pÞ ¼ rjpj when r5r0;
the new Hamiltonian of course still enjoys the properties of the preceding
section. This modiﬁcation is harmless provided we restrict ourselves to
initial boundary conditions that are 5r0:
In the homogenization of ﬁrst-order Hamilton–Jacobi equations, one
expects that the limit (if it exists) will solve a limit Hamilton–Jacobi
equation with an Hamiltonian independent of the fast variables, the so-
called effective Hamiltonian. It is computed by solving the cell problem,
which is a periodic problem in the fast variables, with the slow variables
frozen. For Hamilton–Jacobi equations, the cell problem is
wt þ H ðt; y; %t; %x; %r; %p þ DywÞ ¼ l in R R
n; w periodic; ð3:1Þ
with ð%t; %x; %r; %pÞ ﬁxed. The unknowns are the function w and the number l: In
the control literature, the determination of the constant l is known as an
ergodic control problem. It corresponds to ﬁnding the optimal long-run
average cost for a suitable running cost with the controlled fast dynamics
’ts ¼ 1; ’ys ¼ f ðts; ys; %t; %x; asÞ:
For control problems with an integral running cost, the constant l will be
unique (see [19, 20]). This allows us to regard l as a function of the
slow variables and deﬁnes unambiguously the effective Hamiltonian as
%Hð%t; %x; %r; %pÞ ¼ l:
In trying to adapt this approach for time-dependent L1 control problems,
we are faced with two difﬁculties. The ﬁrst one is that we must work with
discontinuous viscosity solutions, for the cell problem (3.1) may have no
continuous solution. This is due to the non-local controllability of the fast
dynamical system; indeed, we only know that it is globally controllable in
the torus Rnþ1=Znþ1: This ﬁrst difﬁculty was solved by Ishii [19] and relies on
the theory of discontinuous viscosity solutions.
The second problem is a consequence of the discontinuity of the
Hamiltonian for L1 control problems: the constant l is not expected to
be unique. For instance, consider the calculus of variations problem with L1
running cost hðs=e; ’xðsÞÞ and constraint j ’xðsÞj41: The Hamiltonian will be
H ðt; r;pÞ ¼ supfp  v j jvj41; hðt; vÞ4rg: It is not hard to see that the cell
problem (3.1) for ð%r; %pÞ has at least the following two solutions:
Z 1
0
H ðt; %r; %pÞ dt;
Z 1
0
Hnðt; %r; %pÞ dt
ALVAREZ AND BARRON140(they correspond to functions w that are independent of y; see Section 7).
These integrals can be different for a suitable choice of h: For example, let K
be a periodic closed subset of R with an empty interior and positive
Lebesgue measure (a Cantor set). The zero-level set of the function
hðx; vÞ ¼ dðt;KÞ  ð1
2
 jvjÞþ
is %B1 if t 2 K and is contained in %B1=2 if t =2 K: The Hamiltonian therefore
satisﬁes:
H ðt; 0; %pÞ ¼ j %pj if t 2 K; H ðt; 0; %pÞ4
j %pj
2
if t =2 K:
As K has empty interior, the l.s.c. envelope of H is 4j %pj=2: Consequently,
for %p=0; the two integrals differ from one another by at least j %pjmesðK \
½0; 1½Þ > 0:
To overcome the non-uniqueness of the constant l; we relax the meaning
of the cell problem to a pair of inequalities:
wt þ H ðt; y; %t; %x; %r; %p þ DywÞ5l in R R
n; w periodic; ðCP lþÞ
wt þ H ðt; y; %t; %x; %r; %p þ DywÞ4l in R R
n; w periodic: ðCP lÞ
As stated in the next proposition, this deﬁnes an upper effective Hamiltonian
%H and a lower one %H: A major ingredient in the proof is Ishii’s
construction of discontinuous viscosity solutions by Perron’s method. We
refer to [5] or [15, Section 4] for the case when the Hamiltonian is
discontinuous.
We mention that the analysis in this section applies to a great extent to
arbitrary discontinuous coercive Hamiltonians (not arising from L1 control
problems).
Proposition 3.1. The real numbers
%Hð%t; %x; %r; %pÞ
¼ supfl j there is a bounded periodic supersolution of ðCP lþÞg;
%Hð%t; %x; %r; %pÞ
¼ inffl j there is a bounded periodic subsolution of ðCP lÞg
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inf
t;y
H ðt; y; %t; %x; %r; %pÞ4 %Hð%t; %x; %r; %pÞ4 %Hð%t; %x; %r; %pÞ4 %Hð%t; %x; %r; %pÞ
4 sup
t;y
H ðt; y; %t; %x; %r; %pÞ: ð3:2Þ
Moreover, there exist discontinuous bounded periodic viscosity solutions of the
cell problems
wt þ H ðt; y; %t; %x; %r; %p þ DywÞ ¼ %Hð%t; %x; %r; %pÞ; w periodic; ðCPþÞ
wt þ H ðt; y; %t; %x; %r; %p þ DywÞ ¼ %Hð%t; %x; %r; %pÞ; w periodic: ðCPÞ
The Hamiltonians %H and %H are clearly non-decreasing in r: The left-
hand limit in (3.2) is therefore well-deﬁned.
Remark 3.2. The coercivity assumption is the most natural one to
guarantee the solvability of the associated ergodic control problem but it
can be relaxed. As noted by Arisawa [4] (see also Ishii [19] for the Cauchy
problem), what matters is the uniform global controllability of the fast
controlled system in the torus Rnþ1=Znþ1: From the analytical point of view,
the only property we need in the proof is this: every subsolution of
wt þ H ðt; y; %t; %x; %r; %p þ DywÞ4C; w periodic;
has bounded oscillation (with a bound that is uniform for ð%t; %x; %r; %pÞ
bounded).
Remark 3.3. When the control problem is independent of the fast time t;
we can assume that the function w is independent of t so that the cell
problem is
H ðt; y; %t; %x; %r; %p þ DywÞ ¼ l:
In this case, what matters is the controllability in Rn=Zn; or, analytically,
that any subsolution of
H ðt; y; %t; %x; %r; %p þ DywÞ4C; w periodic;
has bounded oscillation.
Proof. To simplify the notations, we put
H 0ðt; y; qÞ ¼ H ðt; y; %t; %x; %r; %p þ qÞ:
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H 0ðt; y; qÞ5rjqj  C
for some constant C > 0:
We ﬁrst prove that there is a viscosity solution of ðCPþÞ: For d > 0; we
consider the problem
dwd þ ðwdÞt þ H
0ðt; y;DywdÞ ¼ 0 in R R
n: ðCPdÞ
Owing to the lack of regularity of H 0; there is no uniqueness in general.
However, since obviously constants are sub and supersolutions, one deduces
from Perron’s method that there is a discontinuous solution wd of ðCPdÞ
satisfying
 sup
t;y
H 0ðt; y; 0Þ4dwdðt; yÞ4 inft;yH 0ðt; y; 0Þ: ð3:3Þ
The proof can easily be adapted to obtain a periodic wd:
Following Ishii [19], we claim that there is a constant C such that
osc wd4C:
Indeed, the coercivity of H 0 implies that wd is a subsolution of wdt þ
rjDwdj4C: Integrating the inequality between t0 and t > t0; we get
wdðt; yÞ4Cðt t0Þ þ inffwdðt0; y0Þ j jy  y0j4rðt t0Þg:
As wd is periodic, we conclude that there is a constant C (of order 1=r) such
that wdðt; yÞ4C þ inf wd for every ðt; yÞ: This gives us the desired estimate.
We set
m ¼  lim inf
d!0
inffdwdð0Þ j wd is a periodic solution of ðCPdÞg:
We shall prove at one stroke that m ¼ %H and that there is a viscosity
solution to ðCPþÞ: Pick a sequence d‘ ! 0 such that d‘wd
‘
ð0Þ ! m: The
functions w‘ ¼ wd
‘
 wd
‘
ð0Þ are equi-bounded, hence d‘wd
‘
converges
uniformly to m: By the stability properties of viscosity solutions, the
semi-limits %w ¼ lim supnw‘ and
%
w ¼ lim infn w‘ are, respectively, a subsolu-
tion and a supersolution of
wt þ H
0ðt; y;DywÞ ¼ m; w periodic: ð3:4Þ
Moreover, we have the bounds jj%wjjL14C and jjwjjL14C: Since wþ3C is a
supersolution5%w; we deduce by Perron’s method that there is a viscosity
solution w of (3.4). By the deﬁnition of %H ; this yields the inequality m4 %H :
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m ¼ %H so that w is a solution to ðCPþÞ: Suppose that there is l > m for which
ðCP lþÞ has a bounded periodic supersolution w0: One can assume, without
loss of generality, that w050: Since l > m; the function w of the preceding step
is a subsolution of ðCP lþÞ: One can assume, without loss of generality, that
w40: We deduce that w0  l=d and w l=d are, respectively, a periodic
supersolution and a periodic subsolution of ðCPdÞ: By Perron’s method, we
deduce that there is a periodic solution wd of ðCPdÞ such that
w l=d4wd4w0  l=d in R R
n:
The functions w and w0 being bounded, we conclude that dwd converges
uniformly to l: By the deﬁnition of m; this yields m5l: This contradicts the
assumption l > m:
One can construct in a similar way a viscosity solution for ðCP lÞ:
We now establish estimates (3.2). Passing to the limit in (3.3) yields
inf
t;y
H ðt; y; %t; %x; %r; %pÞ4 inf
t;y
H ðt; y; %t; %x; %r; %pÞ
4 %Hð%t; %x; %r; %pÞ4 sup
t;y
H ðt; y; %t; %x; %r; %pÞ:
The same inequality for %Hð%t; %x; %r; %pÞ is deduced immediately. The inequality
for %H follows from replacing H 0 in ðCPdÞ by H ðt; y; %t; %x; %r; %p þ qÞ and
passing to the limit as d! 0: The inequality %H4 %H is obvious in view of
ðCPþÞ and ðCPÞ:
The remaining inequality to prove is %Hð%t; %x; %r; %pÞ4 %Hð%t; %x; %r; %pÞ: Assume
it is untrue. Then, there are %r05%r and l5l0 for which there are bounded
solutions of
wt þ H ðt; y; %t; %x; %r; %p þ DywÞ4l5l
04w0t þ H ðt; y; %t; %x; %r
0; %p þ Dyw0Þ:
Adding a constant to w; we can assume that w > w0: For m 2 ðl; l0Þ; we pick
d > 0 so small that
dwþ wt þ H ðt; y; %t; %x; %r; %p þ DywÞ4m4dw
0 þ w0t þ H ðt; y; %t; %x; %r
0; %p þ Dyw0Þ:
By the regularity in (2.1) of H ; one can easily establish a comparison
principle between the solutions of these inequalities. This yields w4w0; and
this is impossible. ]
As explained in the Introduction, our ultimate goal is to solve the limit
equation ðHJÞ and prove that it has a unique solution. This requires that the
effective Hamiltonian enjoys the same regularity as the original Hamiltonian
H : The next two propositions list its properties.
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properties.
* %Hðt; x; r;pÞ is non-decreasing in r and convex positively homogeneous
degree one in p:
* %H is Lipschitz continuous in p:
* %H is coercive for all r: More precisely, for the constant r > 0 of (H1),
we have
%Hðt; x; r;pÞ5rjpj:
Proof. Apart from convexity, the properties of %H follow trivially from
its deﬁnition and bounds (3.2). Although an analytical proof of convexity is
possible (as in [2]), it will be an elementary consequence of the
representation formula for the effective Hamiltonian given in the next
section (see Theorem 4.1 and Remark 4.2). ]
Reviewing the properties of the Hamiltonian H that are needed for
uniqueness, we see that (2.1) is essential. Unfortunately, it seems that it is
untrue for the effective Hamiltonian when the data of the control problem
can depend on all the variables. The next proposition provides various
sufﬁcient conditions for (2.1) to hold.
The mildest assumption is that the drift is independent of the slow time
variable t (case (i)). This condition relaxes the one imposed by Ishii [19] that
the drift is independent of both time variables t and t: A particular case of
great importance is the calculus of variations problem where the drift only
depends on the control. Another condition (case (iv)) concerns the problem
of averaging; the control problem is assumed to be independent of the fast
state variable y: In this case, the effective Hamiltonian is simply the average
of the Hamiltonian with respect to the fast time. Our assumptions here
extend those of Barron [8].
Proposition 3.5. (i) Assume that the drift f is independent of t:
Then, for every r0 > r; there is a constant Z > 0 so that, whenever jt0  tj4Z;
we have
%Hðt0; x; r0;pÞ5 %Hðt; x; r;pÞ ð3:5Þ
for every ðx;pÞ:
(ii) Assume that the drift f is independent of x: Then, for every r0 > r;
there is a constant Z > 0 so that, whenever jx0  xj4Z; we have
%Hðt; x0; r0;pÞ5 %Hðt; x; r;pÞ ð3:6Þ
for every ðt;pÞ:
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Then, for every r0 > r; there are constants C > 0 and Z > 0 so that, whenever
jx0  xj4Z; we have
%Hðt; x0; r0;pÞ5 %Hðt; x; r;pÞ  Cjx0  xj jpj ð3:7Þ
for every ðt;pÞ:
(iv) Assume that the drift f and the running cost h are independent of y:
Then, the effective Hamiltonian is the average
%Hðt; x; r;pÞ ¼
Z 1
0
H ðt; t; x; r;pÞ dt:
In particular, %H satisfies (3.7).
Proof. (i) Fix r0 > r: Owing to the uniform continuity of h; there is Z > 0
so that, whenever jt  t0j4Z; we have
H ðt; y; t0; x; r0;p þ qÞ5H ðt; y; t; x; r;p þ qÞ;
for every q: Considering the solution of ðCPþÞ at ðt; x; r;pÞ; we deduce from
the deﬁnition of %Hðt0; x; r0;pÞ that %Hðt0; x; r0;pÞ5 %Hðt; x; r;pÞ:
(ii) The proof is similar to the preceding one after exchanging the role
played by x and t:
(iii) When the Hamiltonian H is independent of t; so should be the
solutions w of the cell problem. More precisely, it follows from Remark 3.3
that the effective Hamiltonian for the t-independent cell problem
*Hðt; x; r;pÞ ¼ supfl j there is a bounded periodic supersolution of
H ðy; t; x; r;p þ DywÞ5lg
is u.s.c. and that there is a periodic bounded solution of
H ðy; t; x; r;p þ DywÞ ¼ *Hðt; x; r;pÞ:
Therefore, %H4 *H4 %H: Taking the u.s.c. envelope, we conclude *H ¼ %H :
Using the coercivity of H and the bound %H4C0jpj; we deduce that w is
Lipschitz continuous with the bound jjDywjjL14C
0jpj: Fix r0 > r: Using (2.1),
we get for jx0  xj4Z
%Hðt; x; r;pÞ ¼H ðy; t; x; r;p þ DywÞ
4H ðy; t; x0; r0;p þ DywÞ þ Cjx0  xj jp þ Dywj
4H ðy; t; x0; r0;p þ DywÞ þ C0jx0  xj jpj:
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xj jpj:
(iv) When the Hamiltonian H is independent of y; so should be the
functions w: The identiﬁcation of %H with the mean of H then follows from
integrating ðCPþÞ with respect to t: Here is the complete proof.
Set *Hðt; x; r;pÞ ¼
R 1
0 H ðt; t; x; r;pÞ dt: The function
wðtÞ ¼ 
Z t
0
H ðs; t; x; r;pÞ dsþ t *Hðt; x; r;pÞ
is a bounded periodic solution of
wt þ H ðt; t; x; r;p þ DywÞ ¼ *Hðt; x; r;pÞ:
This gives %H4 *H4 %H: But *H is u.s.c. by virtue of Fatou’s lemma. Taking
the u.s.c. envelope in the inequality, we conclude that *H ¼ %H: Inequality
(3.7) for %H then follows from integrating with respect to t inequality (2.1)
for H : ]
We close this section by two technical results. The ﬁrst one is a useful
stability property of the effective Hamiltonian. A consequence is a
clariﬁcation of the relationship between %H and %H: It uses the notions of
the relaxed lower limit (the G-lim inf in the theory of G-convergence)
lim infn
k!1
Hkðt; y; t; x; r;pÞ
¼ lim inf
k!1; ðt0 ;y0 ;t0; x0 ; r0 ;p0Þ!ðt;y;t; x; r;pÞ
Hkðt0; y0; t0; x0; r0;p0Þ
and of the relaxed upper limit lim supnk!1H
k ¼ lim inf
* k!1ðH
kÞ:
Proposition 3.6. Let ðHkÞ be a sequence of Hamiltonians that are equi-
coercive in the sense that there are constants r > 0 and C > 0 such that
Hkðt; y; t; x; r;pÞ5rjpj  C for all k: Assume also that
Hn4 lim infn
k!1
Hk ; resp: lim sup
k!1
nHk4H :
Then the related effective Hamiltonians satisfy
%H4 lim infn
k!1
Hk; resp: lim sup
k!1
nHk4 %H:
In particular, %H is the l.s.c. envelope of %H and %H is the u.s.c. envelope of %H:
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lim supnHk4 %H when lim sup
k!1
nHk4H :
We set l ¼ lim supnk!1 %H
k
and pick a sequence ðt‘; x‘; r‘;p‘Þ ! ðt; x; r;pÞ
such that %H
k‘
ðt‘; x‘; r‘;p‘Þ ! l: Let fw‘g be the associated solutions of the
cell problem
w‘t þ H
k‘ ðt; y; t‘; x‘; r‘;p‘ þ Dyw‘Þ ¼ %Hðt‘; x‘; r‘;p‘Þ; w‘ periodic:
Because the Hamiltonians are equi-coercive, every function w‘ is a
subsolution of w‘t þ rjDyw
‘ j4C: This implies that they are equi-bounded
(as in the proof of Proposition 3.1). The function w ¼ lim inf
* k!1w
‘ is a
supersolution of
wt þ H ðt; y; t; x; r;p þ DywÞ5l; w periodic:
By the deﬁnition of %Hðt; x; r;pÞ; we conclude that %Hðt; x; r;pÞ5l:
One shows similarly that
%H4 lim infn
k!1
%H
k
 when Hn4 lim infn
k!1
Hk :
Choosing Hk ¼ H yields the upper-semicontinuity of %H and the lower-
semicontinuity of %H: Inequality (3.2) then implies that %H is the l.s.c.
envelope of %H and that %H is the u.s.c. envelope of %H: ]
As explained in the Introduction, the solutions to the cell problems ðCPþÞ
and ðCPÞ can be discontinuous. The next proposition says that, up to a
mild perturbation, they can be assumed to be Lipschitz continuous. This
technical result will be crucial for proving the convergence result.
Proposition 3.7. For every Z > 0; there are Lipschitz continuous solu-
tions of
wþt þ H ðt; y; t; x; r;p þ Dyw
þÞ5 %Hðt; x; r;pÞ  Z; wþ periodic;
wt þ H ðt; y; t; x; r;p þ Dyw
Þ4 %Hðt; x; r;pÞ þ Z; w periodic:
Proof. As before, we set
H 0ðt; y; qÞ ¼ H ðt; y; t; x; r;p þ qÞ:
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the supersolution wþ being similar. It will result from several approximation
arguments.
For every k 2 N; we consider the sup-convolution of the Hamiltonian H 0
with respect to ðt; yÞ
Hkðt; y; qÞ ¼ sup
t0;y0
fH 0ðt0; y0; qÞ  kjt t0j  kjy  y0jg:
It is clearly periodic in ðt; yÞ and is globally Lipschitz continuous (with a
Lipschitz constant of order k in ðt; yÞ and the same constant as H 0 in q). In
addition, one has the convergence Hk # H 0 as k !1: Since Hk5H 0; we note
that the Hk are equi-coercive. Since lim supnHk ¼ H ; Proposition 3.6 implies
that lim supHk4 %H: From now on, we ﬁx k such that
Hk4 %H þ Z=2:
For every d > 0; the stationary problem
dwd þ wdt þ H
kðt; y;DywdÞ ¼ 0 in R R
n ð3:8Þ
now has a unique periodic viscosity solution. Uniqueness follows from the
comparison principle, which is valid here because of the uniform Lipschitz
continuity of Hk and periodicity follows from uniqueness. We claim that wd
is Lipschitz continuous. Indeed, if we denote by L the Lipschitz constant of
Hk in ðt; yÞ; then one checks easily that, for every h 2 R Rn; the translate
wdð þ hÞ þ Ljhj=d is a supersolution of (3.8). By the comparison principle,
we deduce that wd4wdð þ hÞ þ Ljhj=d; whence the Lipschitz continuity.
As in the proof of Proposition 3.1, we see that the collections fdwdg and
fwd  wdð0Þg are equi-bounded. We extract a sequence d
‘ ! 0 such that
d‘wd
‘
ð0Þ ! l for some constant l: Set w‘ ¼ wd
‘
 wd
‘
ð0Þ: By the stability
properties of viscosity solutions, the lower semi-limit lim infnw‘ is a
supersolution of
wt þ H
kðt; y;DywÞ5l; w periodic:
By the deﬁnition of Hk ; we get l4Hk : We ﬁx ‘ so that d‘wd
‘
4Hk þ Z=2:
By the choice of k; we deduce that
w‘t þ H
kðt; y;Dyw‘Þ4Hk þ Z=24 %H þ Z:
As Hk5H 0; we see that the function w ¼ w‘ is the required Lipschitz
continuous subsolution. ]
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It is desirable to have an explicit formula for the effective Hamiltonian in
terms of the original control problem. This allows us to derive easily some of
its properties and provides, in some cases, a way to represent the solution of
the limit equation as the value function of some effective control problem.
To obtain the representation formula, we regard the effective Hamiltonian
as the value function of an ergodic control problem. Writing out the
Hamiltonian H ; we expect that %H will be the optimal long-run average
integral cost with running cost p  f ðts; ys; t; x; asÞ for the controlled fast
dynamics subject to the control constraints hðts; ys; t; x; asÞ4r: We shall
prove that it is so, provided the non-uniqueness of the solution of the cell
problem is handled properly. Speciﬁcally, to be sure to obtain the upper
value %H ; we shall have to relax the ergodic control problem instead of
considering the original one.
The book by Warga [21] is the basic reference for relaxation in optimal
control. We refer to Barron and Jensen [11, 12] for problems with control
constraints.
Denote by MðAÞ the set of the real Radon measures over the compact set
A; which we view as the dual space of the set CðAÞ of the real continuous
functions on A: The relaxed control set is the set P ðAÞ of the probability
Radon measures. To a relaxed control m 2 P ðAÞ; we associate the relaxed
drift
#f ðt; y; t; x;mÞ ¼
Z
A
f ðt; y; t; x; aÞ dmðaÞ
and the relaxed L1 cost
#hðt; y; t; x;mÞ ¼ m ess sup
A
hðt; y; t; x; aÞ:
Theorem 4.1. For every r5r0; the effective Hamiltonian is given by the
formula
%Hðt; x; r;pÞ ¼ lim
S!1
sup
(
1
S
Z S
0
p  #f ðsþ s; ys; t; x;msÞ dsjm 2 L
1ð½0; S	; P ðAÞÞ;
’ys ¼ #f ðsþ s; ys; t; x;msÞ; #hðsþ s; ys; t; x;msÞ4r a:e:; yS ¼ y
)
;
where the convergence of the right-hand term is uniform in ðs; yÞ:
ALVAREZ AND BARRON150Remark 4.2. All the properties of the effective Hamiltonian stated in
Proposition 3.4, in particular its convexity and positive homogeneity, follow
at once form the representation formula.
Proof. We drop the variables ðt; x;pÞ and set
f 0ðt; y; aÞ ¼ f ðt; y; t; x; aÞ; h0ðt; y; aÞ ¼ hðt; y; t; x; aÞ;
H 0ðt; y; r; qÞ ¼ H ðt; y; t; x; r;p þ qÞ; %HðrÞ ¼ %Hðt; x; r;pÞ:
For every r; we consider a discontinuous solution urðs; t; yÞ to the Cauchy
problem
urs þ u
r
t þ H
0ðt; y; r;DyurÞ ¼ 0 in ð0;þ1Þ  R R
n;
urð0; Þ ¼ 0 on R Rn: ðHJrÞ
Its existence is guaranteed by Perron’s method and we can assume without
loss of generality that it is periodic in ðt; yÞ: The main tool for the proof is
the comparison principle
ur
0
4ur when r0 > r:
It is a simple consequence of regularity (2.1) of the Hamiltonian H 0 and is
proved as in [10]. We deﬁne the envelope
%
ur ¼ sup
r0>r
ur
0
:
We claim that the effective Hamiltonian is given by the formula
%HðrÞ ¼ lim
S!þ1
 %
urðS; t; yÞ
S
;
the convergence being uniform in ðt; yÞ:
To show this, we consider a solution wrðt; yÞ to the cell problem
wrt þ H
0ðt; y; r;DywrÞ ¼ %HðrÞ; wr periodic:
As H 0 is coercive uniformly in r; one can ﬁnd a constant C such that
oscðwrÞ4C: The function crðs; t; yÞ ¼ wrðt; yÞ  s %HðrÞ is then a solution to
the Cauchy problem
crs þ c
r
t þ H ðt; y; r;Dyc
rÞ ¼ 0 in ð0;þ1Þ  R Rn;
crð0; Þ ¼ wr on R Rn
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every r00 > r0; one has
ur
00
ðS; Þ4cr
0
ðS; Þ  inf wr
0
4C  S %Hðr0Þ;
ur
0
ðS; Þ5cr
00
ðS; Þ  sup wr
00
5 C  S %Hðr00Þ:
In the ﬁrst inequality, we set r0 ¼ r and take the supremum over r00 > r; we
get
%
urðS; Þ4C  S %HðrÞ: In the second inequality, we take the supremum
over r0 > r and then over r00 > r; we get
%
u
r
ðS; Þ5 C  S %HðrÞ (we used here
the identity %HðrÞ ¼ inf r00>r %Hðr00Þ; which comes from the non-decreasing
property of %H in r and its upper semi-continuity). We deduce that
%HðrÞ þ %
urðS; Þ
S

4CS :
Sending S ! þ1 establishes our claim.
The second step is to identify the function
%
ur with the value function in the
statement of the theorem. For every r; we consider the relaxed value
function with control constraints
vrðS; t; yÞ ¼ inf
(Z S
0
p  #f
0
ðts; ys;msÞ ds j m 2 L
1ð½0; S	; P ðAÞÞ;
’ts ¼ 1; ’ys ¼ #f
0
ðts; ys;msÞ; #h
0
ðts; ys;msÞ4r a:e:; tS ¼ t; yS ¼ y
)
:
A simple application of the dynamic programming principle shows that vr is
a supersolution of ðHJrÞ and a subsolution ðHJr
0
Þ for every r05r provided
the Hamiltonian H 0 is replaced by
#H
0
ðt; y; r; qÞ ¼ supfðp þ qÞ  #f ðt; y; mÞ j m 2 P ðAÞ; #h
0
ðt; y;mÞ4rg:
(The value function vr is not expected to be a subsolution of ðHJrÞ for those r
at which #H
0
is discontinuous.) Barron and Jensen [12] have shown that the
relaxed Hamiltonian #H
0
and the original one H 0 coincide. Therefore, vr is a
supersolution of ðHJrÞ and a subsolution ðHJr
0
Þ for every r05r:
Clearly, the family vr is non-increasing with respect to r: We set
%
vr ¼ sup
r0>r
vr
0
:
Applying the comparison principle, we deduce that, for every r000 > r00 > r0;
we have ur
000
4vr
00
4ur
0
: Taking the supremum over r0 > r; then r00 > r; then
r000 > r; we conclude that
ur ¼ vr:
% %
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%
vr ¼ vr:
The inequality
%
vr4vr is trivial. To prove the reverse inequality, we consider
a sequence rk # r and a sequence of minimizing relaxed controls mk : In other
words, we pick mk 2 L1ð½0; S	; P ðAÞÞ such that
vr
k
ðS; t; yÞ þ
Z S
0
p  #f
0
ðtks ; y
k
s ; m
k
s Þ ds

! 0
with ’tks ¼ 1; ’y
k
s ¼ #f
0
ðtks ; y
k
s ; m
k
s Þ; #h
0
ðtks ; y
k
s ;m
k
s Þ4r
k a.e., tkS ¼ t and y
k
S ¼ y:
As is well known, the set of the relaxed controls L1ð½0; S	; P ðAÞÞ is a
metrizable compact subset of the space L1ð½0; S	;MðAÞÞ for the *-weak
topology, after identifying the space L1ð½0; S	;MðAÞÞ with the dual space of
L1ð½0; S	;CðAÞÞ (see [21]). We extract a *-weakly converging subsequence of
controls still denoted ðmkÞ and call m the limit. The associated trajectories
ðtk ; ykÞ uniformly converges to the trajectory ðt; yÞ associated to m: Using the
uniform continuity of #f
0
in ðt; yÞ and its *-weak continuity in m; we deduce
that
%
vrðS; t; yÞ ¼ lim
k!1
Z S
0
p  #f
0
ðtks ; y
k
s ;m
k
s Þ ds ¼
Z S
0
p  #f
0
ðts; ys;msÞ ds:
Barron and Jensen [12] proved that the function n/ess sup½0;S	 #h
0
ðts; ys; nsÞ is
*-weakly l.s.c. in L
1ð½0; S	; P ðAÞÞ (its r-level set consists of the n 2 L1ð½0; S	;
P ðAÞÞ such thatZ S
0
Z
A
jðs; aÞhðts; ys; aÞ dnsðaÞ ds4r
Z S
0
Z
A
jðs; aÞ dnsðaÞ ds
for all j 2 Cð½0; S	  AÞ; j50; it is clearly *-weakly closed). Taking the
limit in the control constraints ess sup½0;S	
#h
0
ðtks ; y
k
s ;m
k
s Þ4r
k; we deduce
from the uniform continuity in ðt; yÞ of #h
0
; uniform in n; that ess sup½0;S	
#h
0
ðts; ys;msÞ4r: The relaxed control m therefore satisﬁes the control
constraint. We conclude that
%
vr5vr and this proves the equality.
Integrating the dynamics ’ts ¼ 1 in the deﬁnition of vr; we get
vrðS; t; yÞ ¼ inf
(Z S
0
p  #f
0
ðs S þ t; ys; msÞ ds j m 2 L
1ð½0; S	; P ðAÞÞ
’ys ¼ #f
0
ðs S þ t; ys; msÞ; #h
0
ðs S þ t; ys;msÞ4r a:e:; yS ¼ y
)
:
Call wrðS;S þ t; yÞ the right-hand value function. As vrðS; t; yÞ=S
uniformly converges to %HðrÞ as S !1; we conclude that wrðS;s; yÞ=S ¼
urðS; S þ s; yÞ=S uniformly converges to %HðrÞ: ]
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A very powerful way to solve asymptotic problems for viscosity solutions
is the method of the relaxed limit devised by Barles and Perthame (see, e.g.,
the book by Barles [7] for a complete exposition). Consider a solution ue of
the Cauchy problem
ðueÞt þ Heðt; x; ue;DueÞ ¼ 0 in ð0;þ1Þ  R
n and ueð0; Þ ¼ g on R
n;
where the Hamiltonian depends on a parameter e > 0: Then, the relaxed
lower limit
lim infn
e!0
ueðt; xÞ ¼ lim inf
e!0;ðt0 ; x0Þ!ðt;xÞ
ueðt0; x0Þ
is a supersolution of the Hamilton–Jacobi equation for the u.s.c.
Hamiltonian lim supnHe; similarly, the relaxed upper limit lim sup
nue is a
subsolution for the l.s.c. Hamiltonian lim infnHe: (These facts were used
several times in Section 3.) If it happens that lim infnHe ¼ lim sup
nHe and
that the associated Hamilton–Jacobi equation enjoys the comparison
principle, then we deduce that lim supnue4lim infnue; this implies that ue
converges uniformly on the compact sets.
However, for homogenization problems, it is too crude to consider the
relaxed limits of the Hamiltonians Heðt; x; r;pÞ ¼ H ðt=e; x=e; t; x; r;pÞ as
lim supnHeðt; x; r;pÞ ¼ sup
ðt;yÞ
H ðt; y; t; x; r;pÞ;
lim infn Heðt; x; r;pÞ ¼ inf
ðt;yÞ
H ðt; y; t; x; r;pÞ:
The next proposition says that lim supnHe should be replaced by the u.s.c. %H
and lim infn He by the l.s.c. %H:
Proposition 5.1. The relaxed limits %u ¼ lim supnue and
%
u ¼ lim infnue
are, respectively, a subsolution and a supersolution of the limit equation
ut þ %Hðt; x; u;DuÞ ¼ 0 in ð0;þ1Þ  R
n and
uð0; Þ ¼ g on Rn: ðHJÞ
In particular, if the comparison principle holds for HJ; the collection fueg
converges uniformly on the compact subsets of ð0;þ1Þ  Rn to the unique
continuous solution of ðHJÞ:
Remark 5.2. The convergence result remains true under the global
uniform controllability assumption given in Remarks 3.2 and 3.3.
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shall only show that %u ¼ lim supnue is a subsolution of %ut þ %Hðx; %u;D %uÞ40
in ð0;þ1Þ  Rn: The validity of the initial boundary condition %u4g follows
from elementary estimates on the value function ue: The proof that lim infn
ue is a supersolution will be similar. If the comparison principle holds for
ðHJÞ; we shall conclude that lim supn ue ¼ lim infn ue: This will imply that
fueg converges uniformly on the compact subsets of ð0;þ1Þ  R
n to the
unique continuous solution of ðHJÞ:
Let j be a smooth test function such that %t 2 ð0;þ1Þ; %x 2 Rn is a strict
local zero maximum of %u  j: We assume that
jtð%t; %xÞ þ %Hð%t; %x;jð%t; %xÞ;Djð%t; %xÞÞ > 0
and obtain a contradiction.
First, we pick %r5jð%t; %xÞ so that jt þ %Hð%t; %x; %r;DjÞ > 0: Then, by
Proposition 3.7, there is a constant Z > 0 and a Lipschitz continuous
supersolution w ¼ wðt; yÞ of the cell problem
wtðt; yÞ þ jtð%t; %xÞ þ H ðt; y; %t; %x; %r;Djð%t; %xÞ þ Dywðt; yÞÞ5Z; w periodic
for all ðt; yÞ 2 R Rn: Using regularity (2.1) of H ; for %r5%r05jð%t; %xÞ; there is
a small d > 0 such that
wtðt; yÞ þ jtðt; xÞ þ H ðt; y; t; x; %r
0;Djðt; xÞ þ Dywðt; yÞÞ50
for all ðt; yÞ 2 R Rn and ðt; xÞ 2 Bdð%t; %xÞ (the boundedness of Dyw is used
here in an essential way). We assume that d is so small that infBdð%t; %xÞj > %r
0:
Consider the perturbed test function
ceðt; xÞ ¼ jðt; xÞ þ ewðt=e; x=eÞ:
As ce converges uniformly to j as e! 0 and because the maximum point
ð%t; %xÞ of %u  j is strict, there is a small k > 0 such that ue4ce  k on
@Bdð%t; %xÞ: We can assume that infBdð%t; %xÞj k > %r
0: Therefore, for e small, ce is
a supersolution of
cet ðt; xÞ þ H ðt=e; x=e; t; x;c
eðt; xÞ  k;Dceðt; xÞÞ50
for all ðt; xÞ 2 Bdð%t; %xÞ: By the comparison principle, we get ue4c
e  k in
Bdð%t; %xÞ: Sending e! 0; we conclude that %u4j k on Bdð%t; %xÞ: Evaluating
the inequality at ð%t; %xÞ; we obtain a contradiction. ]
The next theorem is the main result of the paper.
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(i) The drift f is independent of t:
(ii) The drift f is independent of x:
(iii) The drift f and the running cost h are independent of t:
(iv) The drift f and the running cost h are independent of y:
Then, the collection fueg converges uniformly on the compact subsets of
½0;þ1Þ  Rn to the unique bounded continuous solution of ðHJÞ:
Proof. In view of the preceding proposition, we have to justify that the
comparison principle holds for ðHJÞ under each assumption. We shall use
the regularity of the effective Hamiltonian established in Proposition 3.5.
In cases (iii) and (iv), the effective Hamiltonian satisﬁes (3.7); as
mentioned before, this is sufﬁcient to get the comparison principle for L1
type Hamilton–Jacobi equations (see [10]). As property (3.6) is a special case
of (3.7), the comparison principle under (ii) also holds.
The comparison principle when %H is coercive and satisﬁes (3.5) was
established by Barles [6] for continuous Hamiltonians (see also Ishii [19]).
The adaptation to discontinuous Hamiltonians of L1 type is a simple
exercise. We simply recall how the proof works when the subsolution is
bounded uniformly continuous in ½0; T 	  Rn to illustrate how coercivity
comes into play. Fix d > 0: For g > 0; the sup-convolution of u in time is
ugðt; xÞ ¼ sup uðt0; xÞ 
jt0  tj2
2g
 	
:
It is Lipschitz continuous in t with jugt j4C=
ﬃﬃ
g
p
: Moreover, as u is bounded
uniformly continuous, ug uniformly converges to u on ½0; T 	  Rn for every
T > 0: Using (3.5), one obtains that, for g small, ug is a subsolution of
ugt þ %Hðt; x; ug  d;DugÞ40: The coercivity of %H and the bound on ju
g
t j imply
that Dug is bounded. As ug is Lipschitz continuous, the comparison principle
ug  d4v holds in a classical way. Sending g! 0 and then d! 0; we
conclude that u4v: ]
6. CALCULUS OF VARIATIONS
We consider in this section, the homogenization for the L1 simpliﬁed
calculus of variations problem
ueðt; xÞ ¼ inf gðxð0ÞÞ _ ess sup
s2½0;t	
h
s
e
;
xðsÞ
e
; ’xðsÞ
 
j ’xðsÞ 2 V ; xðtÞ ¼ x
( )
;
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assumptions of the ﬁrst section are now
* the set of the admissible speeds V is a compact subset of Rn such that
Br  cofv j v such that hðt; y; vÞ4r0g
for every ðt; yÞ;
* the running cost hðt; y; vÞ is 1-periodic in ðt; yÞ and bounded
uniformly continuous;
* the initial cost g is bounded uniformly continuous and 5r0:
As the drift is independent of the fast variable, the convergence result
applies. Because the running cost h is independent of the slow variables, an
elementary formula for the limit %u is then available. Our result is in a form
similar to the one given by the G-convergence techniques for calculus of
variations problems with an integral criterion (see [1, 22]).
Before stating our result, we recall that a real valued function f is quasi-
convex if its level sets of f are all convex. Equivalently,
f ðlxþ ð1 lÞyÞ4f ðxÞ _ f ðyÞ; 8x; y 2 X ; l 2 ð0; 1Þ:
This terminology should not be confused with the other use of the term
quasi-convex which has a different meaning in vector valued variational
problems.
Theorem 6.1. For every r5r0; the effective Hamiltonian is
%Hðr;pÞ ¼ supfp  v j h0ðvÞ4rg;
where h0 is the l.s.c. quasi-convex function defined in R
n by
h0ðvÞ ¼ lim inf
S!1; v0!v
inf ess sup
t2½0;S	
hðt; yðtÞ; ’yðtÞÞ _ r0j
(
’yðtÞ 2 V ; yð0Þ ¼ Sv0; yðSÞ ¼ 0
)
:
The limit of the collection fueg is therefore given by the quasi-convex Lax
formula
%uðt; xÞ ¼ inf
x02Rn
gðx0Þ _ h0
x x0
t
  	
:
Remark 6.2. The ﬁrst part of the theorem says that the quasi-convex
conjugate of the effective Hamiltonian is
%H
#
ðvÞ ¼ h0ðvÞ if v =2 Br; %H
#
ðvÞ ¼ 1 if v 2 Br:
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Legaz, Penot, Volle, and others. The use of quasi-convex conjugates was
introduced for the explicit construction of ﬁrst-order Hamilton–Jacobi
equations in [13]. Refer to [9] and the references there for a brief summary of
the Lax and Hopf formulas.
Proof. We know that %Hðr;pÞ is u.s.c., non-decreasing in r; Lipschitz
continuous and convex homogeneous in p: The duality theory in quasi-
convex analysis represents the effective Hamiltonian as
%Hðr;pÞ ¼ supfp  v j %H
#
ðvÞ4rg
for the l.s.c. quasi-convex conjugate
%H
#
ðvÞ ¼ inf r j sup
p
ðp  v %Hðr;pÞÞ40
 	
:
For every bounded uniformly continuous function g5r0; the solution of
the limit equation ðHJÞ is given by the explicit quasi-convex Lax formula
%uðt; xÞ ¼ inf
x02Rn
gðx0Þ _ %H
# x x0
t
  	
:
This was proved in Barron et al. [13] for continuous Hamiltonians. To apply
it to the effective Hamiltonian, which is only u.s.c. in general, we invoke a
result of [3] that says that the function given by the Lax formula is the
minimal supersolution of ðHJÞ (here again the result is stated for a
continuous Hamiltonian but remains true with no modiﬁcation when it is
u.s.c.). The comparison principle for ðHJÞ then identiﬁes the unique solution
with the minimal supersolution.
We put
h0ðvÞ ¼ H#ðvÞ _ r0
and have to express h0 in terms of the original calculus of variations
problem. We set
Ceðt; x; x0Þ ¼ inf
(
ess sup
s2½0;t	
h
s
e
;
xðsÞ
e
; ’xðsÞ
 
_ r0j
’xðsÞ 2 V ; xð0Þ ¼ x0; xðtÞ ¼ x
)
;
so that the value function with initial cost g5r0 is
ueðt; xÞ ¼ inf
x02Rn
fgðx0Þ _Ceðt; x; x0Þg:
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compact sets. In particular, setting
FeðvÞ ¼ Ceð1; 0;vÞ;
it implies that
inf
v2Rn
fgðvÞ _ FeðvÞg ! inf
v2Rn
fgðvÞ _ h0ðvÞg ð6:1Þ
for every bounded uniformly continuous g5r0:
This implies that
lim inf
e!0; v0!v
Feðv0Þ ¼ h0ðvÞ: ð6:2Þ
Though this is a classical result in the theory of G-convergence (see, e.g.,
[16]), we sketch a proof of it for the reader’s convenience. We observe that
the functions Fe are equi-coercive, for Fe  þ1 on ðco V Þ
c: Moreover, for
every continuous function, we have that lim infnðg_ FeÞ ¼ g_ ðlim infn
FeÞ: One deduces at once that
lim inf
e!0
inf
v2Rn
fgðvÞ _ FeðvÞg ¼ lim inf
e!0
inf
v2co V
fgðvÞ _ FeðvÞg
¼ inf
v2co V
lim infnðg_ FeÞðvÞ
¼ inf
v2Rn
fgðvÞ _ ðlim infn FeÞðvÞg:
Identity (6.1) yields
inffg_ ðlim infn FeÞg ¼ inffg_ h0g
for every bounded uniformly continuous g5r0:
Since the functions h0 and lim infn Fe are l.s.c. and 5r0; this gives (6.2).
Indeed, for every v; r > 0; M ; we construct a continuous function g such that
gðvÞ ¼ r0; r04g4M in BrðvÞ; g  M in BrðvÞ
c:
This choice yields the inequalities
lim infn FeðvÞ5inffg_ lim infn Feg ¼ inffg_ h0g5 inf
BrðvÞ
h0 ^M
as well as h0ðvÞ5infBrðvÞ lim infn Fe^M by exchanging the functions.
Sending M ! þ1 and r! 0; we obtain lim infn FeðvÞ ¼ h0ðvÞ:
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h0ðvÞ ¼ lim inf
e!0; v0!v
inf ess sup
s2½0;1	
h
s
e
;
xðsÞ
e
; ’xðsÞ
 
_ r0 j
(
’xðsÞ 2 V ; xð0Þ ¼ v0; xð1Þ ¼ 0
)
¼ lim inf
S!1; v0!v
inf ess sup
t2½0;S	
hðt; yðtÞ; ’yðtÞÞ _ r0 j
(
’yðtÞ 2 V ; yð0Þ ¼ Sv0; yðSÞ ¼ 0
)
: ]
7. EXAMPLES
We close this paper with two other situations in which an explicit formula
is available for the limit function %u: We consider ﬁrst the special problem
called averaging in which the oscillations occur only in time and then the
one-dimensional homogenization problem.
7.1. The Averaging Problem
We take the special case f ¼ f ðt; t; x; aÞ; h ¼ hðt; t; x; aÞ so that we have
oscillations only in the time variable. In this case, we will extend the result of
[8].
Theorem 7.1. For every r5r0; the effective Hamiltonian for the averaging
problem is given by
%Hðt; x; r;pÞ ¼ supfp  %f ðt; x; %aÞ j %a 2 %A; %hðt; x; %aÞ4rg;
where
%A ¼ L1ð½0; 1	;AÞ;
%f ðt; x; %aÞ ¼
Z 1
0
f ðt; t; x; %atÞ dt;
%hðt; x; %aÞ ¼ ess sup
t2½0;1	
hðt; t; x; %atÞ:
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%uðt; xÞ ¼ inf gðxð0ÞÞ _ ess sup
s2½0;t	
%hðs; xðsÞ; %aðsÞÞ j %a 2 L1ð½0; t	; %AÞ
( )
;
where the infimum is computed along the controlled trajectories that are
solutions of the dynamical system
’xðsÞ ¼ %f ðs; xðsÞ; %aðsÞÞ for s4t; xðtÞ ¼ x:
Proof. We have proved in Proposition 3.5 that the effective Hamiltonian
is the time average
%Hðt; x; r;pÞ ¼
Z 1
0
H ðt; t; x; r;pÞ dt:
We claim thatZ 1
0
H ðt; t; x; r;pÞ dt ¼ supfp  %f ðt; x; %aÞ j %a 2 %A; %hðt; x; %aÞ4rg
Gðt; x; r;pÞ:
Deﬁne Aðt; x; rÞ ¼ f%a 2 %A j %hðt; x; %aÞ4rg: By deﬁnition of H ; for ﬁxed ðt; x; r;
pÞ; there is a measurable control %a 2 %A so that hðt; t; x; %atÞ4r and H ðt; t; x;
r;pÞ ¼ p  f ðt; t; x; %atÞ for a.e. t 2 ½0; 1	: Then, by deﬁnition of GZ 1
0
H ðt; t; x; r;pÞ dt ¼ p 
Z 1
0
f ðt; t; x; %atÞ dt ¼ p  %f ðt; x; %aÞ4Gðt; x; r;pÞ;
since %a 2Aðt; x; rÞ: For the opposite inequality, for each g > 0; there is a
control %a 2Aðt; x; rÞ so that
Gðt; x; r;pÞ  g4p 
Z 1
0
f ðt; t; x; %atÞ dt
4
Z 1
0
supfp  f ðt; t; x; aÞ j a 2 A; hðt; t; x; aÞ4rg dt
¼
Z 1
0
H ðt; t; x; r;pÞ dt:
Sending g! 0 proves our claim.
One easily checks that the data of the effective control problem satisfy
* the control set %A is a metric space,
* the running cost %hðt; x; %aÞ is bounded uniformly continuous,
* the drift %f ðt; x; %aÞ is bounded uniformly continuous in all variables
and Lipschitz continuous in x uniformly in ðt; %aÞ:
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bounded uniformly continuous on every set of the form ½0; T 	  Rn and that
it solves the limit equation ðHJÞ: Applying Theorem 5.3, we see that the
family converges and, by uniqueness, that the limit is the effective value
function. ]
7.2. One-Dimensional Homogenization
Here we assume that f ¼ f ðy; t; x; aÞ; h ¼ hðy; t; x; aÞ and the variables
x; y 2 R: This is homogenization in one dimension and the effective
Hamiltonian may be found explicitly as was done in [8] for the Mayer
problem of optimal control. We replace the coercivity assumption by
inf f > 0 ð7:1Þ
and
fa 2 A j hðy; t; x; aÞ4r0g=|
for every ðy; t; xÞ: This implies that the fast dynamics ’yt ¼ f ðyt; t; x; atÞ is
uniformly controllable in the torus R=Z: As the problem is independent of
the fast time t; this global uniform controllability property is sufﬁcient to
guarantee homogenization in the sense of Proposition 5.1 as explained by
Remark 5.2 (we redeﬁne H for r5r0 by setting H ¼ p inff ).
Theorem 7.2. For every r5r0; the effective Hamiltonian for the one-
dimensional homogenization problem is
%Hðt; x; r;pÞ ¼ supfp %f ðt; x; %aÞ j %a 2 %A; %hðt; x; %aÞ4rg;
where
%A ¼ L1ð½0; 1	;AÞ;
%f ðt; x; %aÞ ¼
Z 1
0
1
f ðy; t; x; %ayÞ
dy
 1
;
%hðt; x; %aÞ ¼ ess sup
y2½0;1	
hðy; t; x; %ayÞ:
The limit of the collection fueg is therefore the effective value function
%uðt; xÞ ¼ inf gðxð0ÞÞ _ ess sup
s2½0;t	
%hðs; xðsÞ; %aðsÞÞ j %a 2 L1ð½0; t	; %AÞ
( )
;
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solutions of the dynamical system
’xðsÞ ¼ %f ðs; xðsÞ; %aðsÞÞ for s4t; xðtÞ ¼ x:
Proof. Put
Gðt; x; r;pÞ ¼ supfp %f ðt; x; %aÞ j %a 2 %A; %hðt; x; %aÞ4rg:
To obtain the effective Hamiltonian, one must ﬁnd a bounded periodic
viscosity solution w of the t independent cell problem
H ðy; t; x; r;p þ w0Þ ¼ %H:
Writing out H and using (7.1), the cell problem for w can be rewritten as
supfðp þ w0Þ f ðy; t; x; aÞ j a 2 A; hðy; t; x; aÞ4rg ¼ %H
, p þ w0 ¼ inf
%H
f ðy; t; x; aÞ
j a 2 A; hðy; t; x; aÞ4r
 	
:
This equivalence, derived here a bit formally, can easily be justiﬁed in the
viscosity sense. The equation has a periodic solution if and only if the
average in y of the last expression is p; that is
p ¼
Z 1
0
inf
%H
f ðy; t; x; aÞ
j a 2 A; hðy; t; x; aÞ4r
 	
dy:
As in the proof of Theorem 7.1, we can switch the integral and the inﬁmum
provided we enlarge the control set from A to %A: We obtain
p ¼ inf
%H
%f ðt; x; %aÞ
j %a 2 %A; %hðt; x; %aÞ4r
 	
, supfp %f ðt; x; %aÞ j %a 2 %A; %hðt; x; %aÞ4rg ¼ %H:
This gives the equality G ¼ %H :
Using (7.1), one easily checks that the data of the effective control
problem satisﬁes
* the control set %A is a metric space,
* the running cost %hðt; x; %aÞ is bounded uniformly continuous,
* the drift %f ðt; x; %aÞ is bounded uniformly continuous in all variables
and Lipschitz continuous in x uniformly in ðt; %aÞ:
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uniformly continuous on every set of the form ½0; T 	  Rn and that it solves
the limit equation ðHJÞ: But it also implies that %H has the regularity property
(3.7), so that ðHJÞ has the comparison principle. As explained in Remark
5.2, Proposition 5.1 is still valid under (7.1). We deduce that the family fueg
converges and that the limit is the effective value function. ]
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