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Quasi-particle interference (QPI) from defects combined with Fourier-transform scanning 
tunnelling spectroscopy (FT-STS) proved to be a powerful probe of the electronic structure, 
most notably in a complex 1H-WSe2/Au(111) heterostructure system. Combined with angle-
resolved photoemission spectroscopy (ARPES) and theory, the electronic states could be 
mapped; revealing that the R25° 1H-WSe2/Au(111) could be described as a weakly 
interacting Umklapp system. QPI patterns showed the signature band-folding induced by the 
moiré super-lattice, and were used to experimentally determine the location of the shifted 
Au(111) Shockley state. Both FT-STS and ARPES identified a non-dispersive intragap state, 
which was explained by simulations as a hybridised continuum of states between the W and 
Se gap edge states and Au bulk bands; now indicating that the system was of metallic nature. 
To our knowledge this the most extensive analysis involving QPI over such a wide range of 
energies in a complex system. In addition, FT-STS was used to investigate defects in the 
transition metal dichalcogenide (TMD) WSe2; where the presence of spin-flip scattering 
processes determined a magnetic defect. One such defect with a structure corresponding to 
a column defect of which is predicted to be magnetic, induced these spin-flip channels, 
whereas other defects only displayed spin-conserving processes. The structures of other 
intrinsic defects were also explored with scanning tunnelling microscopy (STM), and two 
types were identified; the Se monovacancy and the Se, or O interstitial defect. A separate 
study was done on the decoration of Pd atoms on the WSe2 crystal surface. Pd dopants were 
found to locally and globally influence the material; introducing edge states into the 
electronic structure and a resulting p-type doping of the material. High-temperature 
annealing then resulted in a large-scale reconstruction of the surface, mediated by the Pd 
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Motivation and aims 
The family of transition metal dichalcogenides (TMDs) extends across multiple different 
combinations of metal and chalcogenides. The variety of properties this results in has led to 
great interest in their fabrication, engineering and applications. For example, some naturally 
exist in a metallic state such as VS2 and NbS2, some as semimetals like MoTe2 and TiSe2, while 
TaSe2 and PdTe2 exhibit low-temperature superconducting properties [1]. The vast majority, 
however, are semiconducting, with examples including the well know MoS2 and WSe2, as 
well as PtS2 and TiS2. The ability to further vary their properties has produced even more 
varied and tuneable materials. It has been shown that VS2 can be synthesised as nanoflowers 
that exhibit low temperature ferromagnetism [2], and it is predicted that this 
ferromagnetism can be tuned by forming S vacancies [3]. The combination of Se and S 
chalcogens with Mo has resulted in a material with a tuneable bandgap depending on the 
ratio [4]. However, for the work presented here, we focus on the semiconducting WSe2. 
The basic ‘sandwich’ layer of TMDs consists of a layer of metal atoms between two layers of 
chalcogen atoms to form a monolayer. The covalent bonding in these monolayers is strong, 
however the layers are held together by a weak van der Waals force meaning that these 
materials can be easily thinned down to the monolayer [5]. An important consequence for 
WSe2 is the spin-splitting of the bands due to a combination of large spin-orbit coupling and 
the breaking of inversion symmetry in the 1H phase [6]. The spin is coupled to the valleys so 
adjacent valleys have opposite spin. Control of the spin and valleys therefore would open up 
a variety of uses in spintronics and valleytronics such as spin valves and for information 
transfer using the valley index [7]. 
In addition to the individual materials, monolayer slices of TMDs can be considered building 
blocks in the construction of heterostructures; including other 2D materials such as graphene, 
and hexagonal boron nitride (h-BN) [8], as well as metal substrates. Interaction between the 
layers can modify or induce new properties in the structural and electronic properties of the 
heterostructure. For example, in a graphene/h-BN heterostructure the potential of the moiré 
super-lattice formed due to the lattice mismatch induced new Dirac cones either side of the 
original cone; potentially allowing the control of the transport properties by inducing 
anisotropic velocities for the charge carriers [9]. The moiré super-lattice can also tune the 
bandgap of MoS2, with a strong dependence on the twist angle between the layers. The angle 




A feature of these materials that has proved both a challenge and an opportunity is that of 
defects. Intrinsically prevalent in most synthesised and exfoliated TMD layers, they have 
been found to reduce the carrier mobility in monolayers [11, 12]. Therefore, oxygenation 
methods have been developed to passivate the defects and negate their effect [13]. On the 
other hand, the potential to tune the material using defects has been realised, with the 
bandgap of being tuned through grain-boundaries [14] and the n-doping of MoS2 by S 
vacancies [15]. The effect of dopants has also been investigated in the scope of modifying 
the properties, with Mn dopants inducing ferromagnetism in MoS2 [16], and hydrogenation 
predicted to induce magnetic moments in the Pt dichalcogenides and MoS2 [17, 18]. 
Defects on and under the surface act as scattering centres for quasi-particles, which results 
in the formation of standing wave patterns in the local density of state (LDOS) due to the 
interference between incident and reflected electron wavefunctions; called quasi-particle 
interaction (QPI). This can be exploited to gain an insight into the nature of the defect and 
the electronic structure of the material. Scanning tunnelling microscopy (STM) is the ideal 
tool to examine these features as it can directly probe the surface LDOS;  by performing a 
Fourier transform (FT) on the resultant maps, the scattering processes can be identified [19, 
20]. The scattering in multivalley system like WSe2 gives rise to a complex scattering picture, 
including both intravalley and intervalley scattering channels. The spin-valley coupling and 
time-reversal symmetry however limits the allowed processes for non-magnetic defects i.e. 
spin-conserving processes. It is predicted that magnetic defects can lift the valley degeneracy 
hence allowing for spin-flip processes; indeed, by identifying whether the defect induces 
spin-flip processes allows us to determine that it has a magnetic moment. 
The first focus of this thesis will be structural defects in a WSe2 crystal; which have been 
investigated before but there is no unanimous agreement in the appearance of the many 
different types. Probing the QPI provides another route to achieve this characterisation. One 
of the big questions regarding magnetic defects is the ability to locally detect and 
characterise them; using STM we show the first step towards this by distinguishing between 
the spin-flip and spin-conserving processes for two different defects.  The defect inducing 
spin-flip matched very well structurally with one predicted to carry a magnetic moment. As 
far as we’re aware this is the first observation of this type. Being able to locally determine 
magnetic moments shows potential to examine the coupling between two moments directly 
on the surface of materials, further leading to inducing tuneable ferromagnetism. 
The second area of focus involved a 1H-WSe2/Au(111) heterostructure which through 
preliminary scanning tunnelling spectroscopy (STS) measurements revealed a unique 
electronic structure. Heterostructures involving metals have previously been shown to 
modify the band-structure through hybridisation of states [21], however this explanation 
alone is not sufficient to describe the features observed here. A combination of techniques 
was used to analyse the origin of the features; angle-resolved photoemission spectroscopy 
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(ARPES) imaged the valence band states directly indicating a more complex electronic 
structure than first thought. The moiré super-lattice induced by the lattice mis-match, meant 
a robust theoretical model for our system could be determined with support from the 
observed ARPES bands. Further evidence came from an in-depth study of the sub-surface 
defects which proved the QPI phenomenon as a good probe of the evolving electronic 
structure across the range of energies investigated. We were able to identify the non-
dispersive intra-gap states seen in ARPES, which theoretical simulations showed to be in 
good agreement with a hybridised continuum of states; intervalley scattering revealing they 
retain a strong WSe2 nature. In addition, by selecting certain energy ranges, the QPI 
determined ?⃗?  scattering vectors could map the bands folded by the moiré vectors. This 
comprehensive study of this heterostructure reveals the interlayer interactions can occur in 
multiple ways; understanding how this particular twist angle and the annealing conditions 
led to this is the next step. Seeing how the interest in heterostructure devices is growing 
rapidly, it is important to understand the potential interlayer interactions that could skew 
the desired properties. 
The final focus dealt with potential phase transitions, both in terms of a substrate-induced 
transition and the formation through intercalation. The interest for this stems from the 
previous heterostructure; the modified electronic structure could have indicated a shift from 
the 1H phase, as seen in a similar case [22]. Analysis through comparison of the surface 
structures as observed by STM, and the electronic band-structures showed that it remained 
in the base 1H phase; however, the reason for this is presently not determined, and the 
future plans for the 1H-WSe2/Au(111) combine with the previous focus point to explore this. 
In contrast, Pd decoration of the surface of a WS2 crystal not only showed its ability to 
modulate the local and global electronic structure, but through annealing treatment led to 
regions with observed structural phase transition resembling the 1T’ phase in STM images. 
This phase is not a pure 1T’-WSe2 though, as it exhibits a slightly different electronic structure. 
The overall reconstruction of the surface is unusual and hints at different reasons for the 
phase transition; identification of the mechanism behind it could lead to a new method via 





The thesis is organised into the following chapters: 
Chapter 2 introduces the fundamental physics of WSe2 and similar TMDs covering the basic 
chemistry and phases with different structures. The electronic band-structures of the 
different phases are then discussed and their differences noted. Finally, the concepts of spin-
orbit coupling leading into the spin-splitting of bands and spin-valley coupling is introduced. 
Chapter 3 describes the techniques of scanning tunnelling microscopy/spectroscopy 
(STM/STS) and angle-resolved photoemission spectroscopy (ARPES) and the basic theory 
behind them. The modes of STM and STS are introduced, and the concept of Fourier-
transform STS (FT-STS) is discussed as well as the various possible scattering processes and 
selection rules. An overview of moiré super-lattices in heterostructures is given and 
discussed in the context of STM. 
Chapter 4 describes the method of STM tip preparation and characterisation, and the sample 
preparation techniques. Additionally, a description of a low-energy ion source mounted on 
the system is given. 
Chapter 5 presents a study of intrinsic defects on a WSe2 crystal using STM/S and FT-STS, 
identifying their structure and position where possible. The scattering features of two 
different defects are examined; showing the difference between spin-conserving and spin-
flipping processes. 
Chapter 6 present an experimental and theoretical study of the origin of the unique 
electronic structure in a 1H-WSe2/Au(111) heterostructure. Combined ARPES, FT-STS, and 
STM observations are backed by calculations to describe the hybridisation of states due to 
interlayer interaction, and the band-folding by the moiré super-lattice. 
Chapter 7 explores the possibility of substrate-induced phase transition in heterostructures. 
Furthermore, the effect of Pd decoration on a WSe2 crystal is explored, as well as a potential 
route of phase transition via Pd intercalation/alloying. 
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Physics of TMDs: Structural and electronic 
properties of WSe2 
TMDs have displayed a remarkable host of properties, lending them well to applications in 
variety of fields. The following chapter explains their properties starting from the basic 
chemistry of TMDs. This has direct consequences on the phases they can exhibit; all of which 
show different properties in themselves. These phases are characterised by their structure 
and electronic band-structures which is discussed in detail. Finally, the spin and valley 
properties of these materials is introduced, which plays a major part in the interest 
generated for these materials. 
 
 
2.1 Crystal structure 
The transition metal dichalcogenide (TMD), tungsten diselenide (WSe2) is a compound with 
the general form MX2, where M commonly represents the transition metals W or Mo which 
are 6-fold coordinated, and X represents the chalcogens S, Se, or Te which are 3-fold 
coordinated. This results in a single layer of W atoms arranged in a hexagonal format, 
sandwiched between two hexagonal layers of Se atoms, as shown in figure 2-1. The bonding 
geometry of the metal can either be trigonal prismatic where the chalcogen atomic planes 
lie coincident to each other, or octahedral where they are staggered [1]. The preferred phase 
adopted by a particular TMD depends primarily on the number of d-electrons the transition 
metal has, and since W is a group 6 metal it normally forms the trigonal prismatic structure.  
Each of these slices forms a single layer of the structure, with covalent bonding between 
individual layers. The bonding states are filled by 4 electrons donated from the metal atoms,  
 




which is different from most transition metal complexes. This means the metal atoms and 
chalcogen atoms have a charge (or oxidation state) of +4 and -2 respectively [2]. 
In the electronic structure of chalcogens, the highest valence shell contains 6 electrons in the 
configuration of ns2p4 or ns2px1py1pz2. This means there are two unpaired electrons and one 
electron pair, commonly known as lone-pair (LP) electrons. The s- and p-orbitals can also 
become hybridised which is believed to happen in these TMDs, where the chalcogen atoms 
have sp3-hybridised orbitals including the LP electrons. In the transition metals, the partially 
filled 𝑑-band is the main contributing factor to their structure and properties. The different 
shapes of the 𝑝-, and 𝑑-orbitals are shown in figure 2-2, and sets of 𝑠-, 𝑝-, and 𝑑-orbitals 
hybridise to maximise the orbital overlap. Using two valence 𝑑-orbitals and the n𝑠 and n𝑝 
orbitals, where n is the quantum number, they can hybridise to form 6 𝑠𝑝 𝑑  orbitals. 
Whether the orbitals are out of plane or not is very important when the spin properties of 
the bands are considered.  
Initially the 𝑑  orbitals have a degenerate energy level, but when forming TMDs this 
degeneracy is broken. The non-bonding 𝑑-bands are located in the gap between the bonding 
𝜎 and anti-bonding 𝜎* bands of the metal-chalcogen bonds, shown by figure 2-3. For the 
trigonal prismatic phase, the d-orbitals split into three degenerate bands consisting of 𝑑  in 
the a1 band, 𝑑  and 𝑑  in the e band, and 𝑑  and 𝑑  in the e’ band. On the other 
hand, the octahedral phase form just two bands with 𝑑  and 𝑑  in the eg band, and 𝑑 , 
𝑑 , and 𝑑  in the t2g band. As mentioned above, this is determined by the metal 𝑑-electron 
count and has a significant effect on the properties of the TMD. The semiconducting 
character of WSe2 is given by the band gap between the fully occupied 𝑑  band and the  
 
 
Figure 2-2. Diagram showing the different shapes of the different atomic 𝑝  and 𝑑  orbitals of the 




Figure 2-3. Schematic showing the DOS for TMDs from different groups where 𝜎 and 𝜎* represent the 
bonding and anti-bonding states respectively. WSe2 and WS2 are from group 6. The lifting of d-orbital 
energy degeneracy is shown, with a difference between the trigonal prismatic and octahedral 
coordination. [2] 
empty 𝑑 , 𝑑  bands. In the case of NbSe2 which now has only a partially filled 𝑑  the 
overall nature of the material is now metallic [4]. 
Bonding between layers is due to van der Waals’ interaction, which can be described as a 
combination of the attractive and repulsive forces between similar species. Typically, these 
are dipole-dipole, dipole-induced dipole and London (induced dipole-induced dipole) 
interactions. This interaction is much weaker than the in-plane covalent-like bonds and 
therefore it is easy to cleave the material by layer, in a similar manner to graphene. The 
surface energy of WS2 which is very similar to WSe2, has been shown to be comparable to 
that of graphene [5]. The LP electrons from the chalcogen which do not contribute to the 
intra-layer bonding, are perpendicular to the surface which results in no dangling bonds. Due 
to this these materials are very stable and generally unreactive, although with a reactivity 
higher than graphene, there is still potential for their functionalisation. 
 
 
2.2 Structural phases 
One of the unique features of TMDs is the wide range of structure phases they exhibit, 
especially in the monolayer which lends to the great variety of electronic properties they can 
possess. In the bulk the phase is mainly determined by the different stacking of layers with 
the 3 most common types being the 1T, 2H, and 3R polymorphs, shown in figure 2-1. The 
unit cell for each is determined by the number of layers and the symmetry, namely T-trigonal, 
H-hexagonal, and R-rhombohedral [2]. WSe2 commonly stacks in the 2H configuration, as 
this is the lowest energy configuration, of which there are 3 different modifications. The 
WSe2 layers stack in the 2Hc polymorph which is characterised by AcA CaC stacking sequence 




Figure 2-4. Diagram of the 1T, 2H, and 3R polymorphs commonly formed by TMDs. The orange spheres 
represent the chalcogen atoms, and the purple, green, and pink spheres represent the metal atoms in 
the different polymorphs. The 1T polymorph has an octahedral phase as shown by the non-aligned top 
and bottom chalcogen atoms, whilst the 2H and 3R have the chalcogen aligned trigonal prismatic 
phase. The top down views of the octahedral and trigonal prismatic phases are underneath their 
corresponding 1T and 2H polymorph, with the yellow triangles showing chalcogen atoms in plane. [1] 
shown for 2H in figure 2-4. The unit cell of the 2H phase contains 6 atoms, 3 each from the 
two subsequent layers. In the 1T phase the bonding configuration of the metal is now 
octahedral, and only has one stacking configuration of AbC AbC as seen. Each unit cell now 
contains just one monolayer of the material. 
While the 2H phase is most commonly occurring, the other phases are also frequently 
observed although they usually require different growth conditions or external influences to 
form. For the 3R phase of MoS2 and MoSe2 this can be achieved using high pressure and 
temperature [6]. However, in most cases these phases are unstable and will relax back into 
the 2H, or other more stable configuration [7, 8]. 
In the monolayer the layer stacking is no longer viable, so the available phases are either 
trigonal prismatic or octahedral, which are now called 1H and 1T respectively. Another phase, 
known as the distorted 1T structure or 1T’ is also possible. The 1T’ structure can be loosely 
said to be octahedral like 1T, but with the metal atoms sliding along the x direction resulting 
in a doubling of the periodicity. The pairs of dislocated metal atoms now form zigzag chains 
along the y direction and the deformation makes the chalcogen atoms above the zigzag 




Figure 2-5. Structures of the monolayer phases of TMDs showing the 1H, 1T, and 1T’ varieties. The 1H 
phase has trigonal prismatic structure, the 1T has octahedral, and the 1T’ has a distorted octahedral, 
with the metal zigzag chain shown by the blue dotted line. The red rectangles show potential unit cells. 
[8] 
1T’ structure has a rectangular unit cell rather than a hexagonal one. The 1T’ phase is stable 
in WSe2, but it will usually grow as a mixture of phases as only in WTe2 is it the most 
energetically favourable phase [9]. 
 
Appearance of the structural phases 
Different techniques have been used to image the surface structure of the different phases, 
with scanning tunnelling microscopy (STM) and scanning transmission electron microscopy 
(STEM) providing some of the clearest evidence. Figure 2-6 shows STM scans of 2H-WSe2 in 
(a) and 1T-MoS2 in (b). The structural difference between the two TMDs is only a slight 
difference in the lattice spacing with the WSe2 Se-Se spacing being 0.328 nm and the MoS2 
S-S spacing being 0.34 nm in the 2H phase. The 2H phase appears a pattern of bright spots 
arranged in a hexagonal pattern, with the bright intensity corresponding to the Se (or S) 
atoms in the top layer. The surface height is uniform with no distortions. In the case of the 
1T phase, it maintains the hexagonal structure of the top layer but STM studies have shown 
this is the form of a (√3a × √3a) superstructure [10]. This could be due to the method of 




Figure 2-6. (a) STM image of 2H-WSe2 showing a hexagonal pattern of top layer Se atoms (bright spots). 
(b) STM image of 1T-MoS2 showing a (√3a × √3a) superstructure, with bright spots assigned to S atoms 
in the superstructure. [12, 13] 
the interstitials. This can also lead to different superstructures such as (2a × 2a) , or (2a × a)  
for Li intercalates [10, 11]. 
Experimental observations with scanning transmission electron microscope (STEM) also 
show that the lattice spacing of the metal and chalcogen atoms don’t significantly shift 
between the 2H and ideal 1T phases [7]. This is seen in figure 2-7, showing an area of the 2H 
phase (a) and the 1T phase (b). The difference between the phases can be seen in the 
increased intensity of the stacked chalcogen atoms in the 2H phase, leading to 3 different 
sites of contrast. The staggered arrangement of the 1T chalcogens means only the metal 
atoms are seen. 
On the other hand, the 1T’ phase displays a different structure consisting of rows along one 
direction, as displayed in the STM image in figure 2-8(a). These rows are along the zigzag 
metal chains created from the distortion, with an overlay of the atomic positions shown in 
the inset of the figure. The bright points along the rows are the Se atoms pushed higher due 
to the chain, and the less intense points in the darker adjacent row are the lower Se atoms. 
The unit cell is shown by the blue rectangle and the lattice parameters are 𝑎=0.58 nm 
(direction perpendicular to the rows) and 𝑏=0.33nm (spacing between Se atoms along the 
rows) [14]. These chains are also clearly seen in the STEM image in figure 2-7(c), indicating 
that they are due to a structural distortion. This pattern makes this phase very easy to 
identify in STM and STEM images. An STM spectroscopy measurement is shown in figure 2-
8(b), taken from areas of 2H-WSe2 and 1T’-WSe2. The green curve shows the dI/dV 
spectroscopy from the 2H phase and shows a clear quasi-particle bandgap of about 1.8 eV, 
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indicating the semiconducting character. The orange curve from the 1T’ phase reveals only 
a very short bandgap of -130 meV, as well as having a very different LDOS [13]. This contrast 
between the phases also makes them easy to distinguish. 
 
 
Figure 2-7. STEM images of the 2H (a), 1T (b), and 1T’ (c) phases of MoS2.The blue dots indicate the 




Figure 2-8. (a) STM image of 1T’-WSe2. The surface structure is arranged in rows along the direction of 
the W zigzag chains, with the bright spots assigned to the higher Se atomic array, and the adjacent 
less intense spots to the lower array. The unit cell is displayed as the blue rectangle. The atomic overlay 
is shown in the inset, with Se and W as blue and orange dots respectively. (b) 𝑑𝐼/𝑑𝑉 measurements 
from the 2H (green) and 1T’ (orange) regions. [15] 
 
 
2.3 Electronic band-structure of the 2H phase 
To understand the band structure of a material, the concept of the Brillouin zone (BZ) first 
must be introduced. This idea arises from the concept of reciprocal space (also known as 
momentum space or k-space) which is the Fourier transform of the real space periodic lattice. 














𝑦 , 𝑐 = 𝑐. ?̂?, (2-1) 
where 𝑎 is the atomic lattice spacing and 𝑐 is the height of the unit cell in the z-direction. The 


















𝑦 , 𝑐∗ =
2𝜋
𝑐
. ?̂?, (2-2) 
This give a BZ that can be visualised by the Wigner-Seitz primitive cell shown in figure 2-9(b), 
which is a construction of line bisectors from the reciprocal lattice vectors between the 
reciprocal lattice points. The encompassed area is known as the first BZ and contains the high 
symmetry points of the structure, which for the 2D case are the Γ point situated at the centre, 
the K  points located at the corners of the hexagon, and M  points at the halfway point 
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between neighbouring K points. These are shown in figure 2-9(c), along with the quasi-
symmetry Q point located between the Γ and K points. The energy bands of a material are 
mapped along the lines between these high symmetry points to create what is known as the 
band structure. The non-equivalence of the W and Se sublattices result in a non-equivalence 
at the K  and Q  points, where they alternate between K(Q)  and −K(Q)  valleys instead, 




Figure 2-9. (a) Schematic showing the top down structure of 2H phase with the blue dots representing 
the metal atoms and the green dots the chalcogen atoms. The vectors ?⃗? and ?⃗? are the lattice vectors. 
(b) A representation of reciprocal space, with the reciprocal space vectors ?⃗?∗ and ?⃗?∗ indicated and the 
green dots as the reciprocal lattice points. The line bisectors of the reciprocal lattice vectors enclose an 
area known at the first Brillouin zone (BZ). (c) Diagram of the BZ with the high symmetry points, or 
critical points labelled. (d) BZ with the non-equivalent 𝐾 and −𝐾 valleys shown in red and blue, which 




Figure 2-10. DFT calculated band structures for the bulk WS2 (a) and monolayer WS2 (b), showing the 
transition from the indirect bandgap between 𝛤(𝐺) and 𝑄, to the direct one between 𝐾 points. (c) 
Calculated band-structure including spin-split valleys for monolayer WSe2, showing instead an indirect 
gap between the 𝐾 and 𝑄 points. [16, 20] 
The band-structure of the common bulk TMDs including WSe2 have been calculated to have 
an indirect band gap, located between the valence band edge (VBE) at the Γ point, and the 
conduction band edge (CBE) at the Q  point. A DFT calculated band-structure of WS2 is 
presented in figure 2-10(a), indicating the indirect gap with the red arrow. The states at these 
points are mainly comprised of orbitals with strong out-of-plane or z-dependence, which is 
along the c-axis of the crystal in figure 2-4. This means they have stronger interlayer coupling 
and explains why the bandgap is indirect when there is more than one layer. The dispersion 
of the orbitals will be discussed in more detail below. 
The properties of the monolayer are distinctly different from the bulk and for this reason 
thinning down these crystals is of great interest. As the number of layers decreases the states 
with z-dependence are shifted due to the change in the interlayer coupling. The calculated 
band-structure for the WS2 monolayer is displayed in figure 2-10(b). The states with a more 
in-plane nature are largely unaffected by this, resulting in the VBE and CBE shifting to the K 
point for most semiconducting TMDs, making them direct gap semiconductors in the 
monolayer. However, recent calculations [16] and experiments of both quasi-particle and 
optical nature [17, 18] have shown that in WSe2 at the CBM the Q band is slightly lower than 
the K band with as shown by figure 2-10(c). This means it retains an indirect bandgap as 
marked by the black arrow, although since they are almost degenerate in energy the direct 
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bandgap between the K points is expected to only be slightly larger in energy. This was also 
the earlier prediction for strained monolayer systems, which is a potential effect for any 
monolayer placed or grown on a substrate [19]. 
 
Modified band-structures for the 1T and 1T’ phases 
The structural differences of the 1T phase compared to the 2H phase mean it has a very 
different electronic band-structure. A calculated band-structure is presented in figure 2-11 
along with a corresponding partial density of states (PDOS). The fact that bands cross the 
Fermi level at the K and Γ points indicate that the 1T phase has a metallic character and does 
not possess a bandgap, in contrast to the semiconducting 2H phase. This means it has a much 
great conductivity, and studies have shown that 1T phase TMDs can be used as an efficient 
carrier injection layer for 2H TMD field-effect transistors forming p-type contacts at the 
interface [21, 22]. Due to almost no structural mis-match and low contact resistance, these 
interfaces are not constrained as typical metal contacts are [23].  
The distorted structure of the 1T’ phase results in a change of the BZ to a rectangular shape 
as shown in figure 2-12(a). The critical points are now different and change the electronic 
band-structure completely which can be seen in figure 2-12(b). A characteristic feature of 
this phase is the inverted band-structure around the Γ point, the origin of this arising from  
 
Figure 2-11. Calculated band-structure for the 1T phase. The bands at 𝐾 and Γ cross the Fermi level 
(dotted line at 0 eV) resulting in the metallic character. The BZ is shown as an inset. (b) PDOS lined up 





Figure 2-12. (a) Rectangular BZ for the 1T’ phase with Γ at the centre and other critical points 𝑌, 𝑅, 
and 𝑋 are labelled. The red dots labelled Λ are the positions of the fundamental gap. (b) Calculated 
band-structure of 1T’ showing the inverted bands at Γ and their orbital nature of 𝑝 (blue) and 𝑑 (red). 
The fundamental gap (𝐸 ) and inverted gap (2𝛿) are shown. The inset compares the inverted structure 
with spin-orbit coupling (SOC) (red dashed line) and without (black line). [8] 
the orbital nature of the bands. The VB mainly consists of the metal 𝑑-orbitals and the CB of 
the chalcogen 𝑝-orbitals, and due to the period doubling of the metal zigzag chain in the 
structure the metal 𝑑-orbitals are shifted below the chalcogen 𝑝-orbitals at this point. For 
WSe2 the calculated band inversion gap is between 0.7-0.85 eV depending on the calculation 
method [8]. Without spin-orbit coupling, the calculations show two Dirac cones along the Y-
Γ-Y direction but including it leads to the opening of a fundamental gap at these two cones, 
as shown in the inset of figure 2-12(b). This means that the 1T’ phase can be considered a 
quantum spin Hall (QSH) insulator, which are insulators in the bulk but have topologically 
protected conducting edge states. The fundamental gap for the 1T’-WSe2 is considered 
relatively large at around 0.1 eV. 
 
 
2.4 Spin-orbit coupling and spin-splitting 
Electrons possess an internal degree of freedom known as their spin. As fermions this can 
take a half-integer value, so for electrons this is +1/2 (spin-up) or −1/2 (spin-down). Spin-
orbit coupling (SOC) or interaction is a phenomenon involving the interaction of an electrons 
spin and orbital angular momentum. In its simplest terms, the motion of the electron within 
the atom generates a magnetic field which interacts with its spin magnetic moment. Due to 
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this there is a breaking of the spin degeneracy, resulting in separate spin-up and spin-down 
energy levels. 
In WSe2 the SOC originates from the metal d-orbitals and is very large due to the heavy nature 
of the W atom, with WSe2 having the largest and therefore the greatest spin-splitting of the 
most common TMDs. The layered structure of these materials means that the unit cell of the 
bulk 2H phase crystal contains 2 monolayers arranged in an AcA CbC stacking pattern, shown 
in figure 2-13(a). Because of this the bulk is inversion symmetric, 
[𝐸 𝑘, ↑ = 𝐸 −?⃗?, ↑ ], (2-3) 
which combined with time reversal symmetry, 
[𝐸 𝑘, ↑ = 𝐸 −?⃗?, ↓ ], (2-4) 
results in Kramer’s degeneracy  [24, 25]. 
[𝐸 𝑘, ↑ = 𝐸 ?⃗?, ↓ ], (2-5) 
This states that every energy level is at least doubly degenerate if it has half-integer spin, or 
in other words, the energy cannot depend on the electron spin, and so there is no spin-
splitting observed in the bulk crystal. This can be explained by looking at the unit cell of the 
bulk. In each layer the bands have a spin polarisation, but in the stacking of the bulk, adjacent 
layers are rotated 180° from each other, with means the sign of the spin polarisation is 
opposite between layers. This leads a spin degeneracy in the bulk, and therefore spin-layer  
 
Figure 2-13. (a) Schematic of the unit cells for bi-layer (BL) highlighted in blue and monolayer (ML) 
highlighted in red. The bulk unit cell is the same as the BL one. In the monolayer unit cell there is no 
inversion symmetry. The net dipole for each layer is highlighted and is opposite for adjacent layers.  (b) 
DFT calculated band-structures for WSs and WSe2 shown for the cases with the inclusion of spin-orbit 
interaction (solid black line) and without (dotted red line). The spin-splitting can clearly be seen at the 
𝐾 point of the VBE and the 𝐾 and 𝑄 points of the CBM. The spin-splitting is larger in the WSe2 owing 
to its greater SOC. [24] 
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locking. It has been reported that spin-resolved ARPES can observe spin-polarisation in an 
individual layer of the bulk, with a spin-orbit splitting of 500meV seen. This is seemingly at 
odds with the nature of the bulk, however this was put down to local inversion symmetry 
breaking due to the surface sensitivity of the photoemission measurement, so it effectively 
probes only the top monolayer [25]. The bulk displays no spin-splitting, which demonstrates 
the layer dependent spin-splitting via an experimental manner and therefore the strong spin-
layer coupling. 
The SOC can induce spin-splitting if there is breaking of the inversion symmetry, as this will 
break the Kramer’s degeneracy and lift the spin degeneracy of the energy levels. Since the 
2H-WSe2 monolayer unit cell has a lack of inversion symmetry, shown by figure 2-13(a), the 
degeneracy of both the valence and conduction bands is lifted. This is prevalent along the 
high symmetry line Γ-K, as seen in figure 2-13(b) where the calculated band structures for 
the monolayer show the spin-splitting in the case with spin-orbit interaction included. In the 
valence band the greatest energy splitting occurs at the K point, and it commonly found to 
be in the range of 450-550meV from both experiment [26, 27], and theory [24, 26]. Along 
the line Γ-M, there is no observed spin-degeneracy which is due to time reversal symmetry 
combined with translational symmetry, and at the Γ point it is due to time-reversal symmetry 
alone [24]. Due to the purely 2D in-plane motion of the electrons, and the mirror reflection 
symmetry about the metal atom plane resulting in a net in-plane dipole across the unit cell, 
the full spin polarisation of the bands is directed in the out of plane direction. This can be 
seen when considering the origin of the SOC Hamiltonian. The induced dipole leads to an 




?⃗? × ?⃗? =
1
𝑚𝑐
?⃗? × 𝑝, (2-6) 
where ?⃗? is the carrier velocity and 𝑝 is its momentum. By considering relativistic effects the 
Hamiltonian can be written as, 
𝐻 ∝ ?⃗? ⋅ 𝐵 = ?⃗? ⋅ (?⃗? × 𝑝), (2-7) 
where ?⃗? is the Pauli matrix vector describing the gradient of potential felt by the carriers. 
The SOC Hamiltonian can then be given as, 
𝐻 = 𝛼(∇⃗𝑉 × 𝑝) ⋅ ?⃗?, (2-8) 
where 𝛼 is the Rashba coupling constant and ∇⃗𝑉 is the electric field across the unit cell. The 
electron carriers’ momentum is in-plane due to their motion, so if the dipole across the unit 
cell affecting the carrier is also in-plane, then the spins are orientated in the out-of-plane 
direction for a Rashba type spin-splitting. Equation 2-8 also clearly highlights the role of an 




Figure 2-14. (a) Plots showing the calculated magnitude of the spin-splitting as it varies with ?⃗?, in the 
valence band (top) and conduction band (bottom). [24] (b) Orbital projected band-structure calculation 
for bulk WSe2 showing the contribution of the orbitals at different points. The dominance of in-plane 
orbitals and their significant overlaps leads to the strong out-of-plane spin polarisation. [25] 
As can be seen in figure 2-13(b) the spin-splitting along Γ-K display different behaviour in the 
valence band (VB) and conduction band (CB). The splitting in the VB first turns negative 
before rising steadily to its maximum at the Γ point, while in the CB it switches sign several 
times with a minimum at about the midpoint. This splitting dependence on 𝑘  is also 
confirmed by spin-splitting magnitude plots shown for the valence band and conduction 
band in figure 2-14(a). An explanation for this dependence is given through analysis of the 
orbital contributions to the VBE and CBE, and a band-structure depicting the orbital 
dependence with 𝑘 is shown in figure 2-14(b). As figure 2-2 shows, the Se 𝑝  and W 𝑑   have 
an out of plane orientation which means they have no contribution to spin-splitting. This can 
be seen using the Rashba SOC Hamiltonian for an orbital dipole that is perpendicular to the 
surface, which will suppress the net in-plane dipole of the layer. At the Γ point in the VBE 
these orbitals dominate hence the lack of spin-splitting but moving towards the K point they 
are slowly replaced by the other orbitals with in-plane orientation. Therefore, at the K point, 
the VBE is primarily composed of the 𝑚 = ±2 𝑑-orbitals, 𝑑  and 𝑑  of the W atoms, 
their in-plane orientation shown by figure 2-2. At the CBE this is also the case, although 
slightly more complicated [24]. The largest spin-splitting in the CB is at the Q point, and here 
the orbital contribution comes from the in-plane W 𝑑  and 𝑑  and chalcogen 𝑝  and 




Figure 2-15. DFT calculation of the dispersion of the bands with 𝑘  for bulk WSe2. The different 
coloured lines represent different values of 𝑘 . The bands at the G point have strong 3D character 
shown by the large distribution of the lines for different 𝑘 , whilst those at the  and Q points display 
a 2D nature. [25] 
The dispersion of the bands with 𝑘  also varies at the different points. The Γ points have a 
large dispersion with 𝑘  due to their contributing orbitals, as seen in figure 2-15. This means 
the states have a strong 3D character. At the K point however, there is no 𝑘  dispersion 
displaying the purely 2D nature of the states with confines them to the layer and means there 
is a 100% spin separation between layers. At the Q points there is a bit of spatial mixing 
between the spins from different layers, but overall, they are separate and have a 2D nature 
[25]. This strong layer confinement of states with spin-polarisation further explains the spin-
layer locking at these points. 
The importance of this spin-layer locking in bulk is that it shows that the spin orientation 
between adjacent layers is opposite, and only through stacking them does the spin become 
degenerate for the overall material. These layers still individually have a spin-polarisation, 
which means techniques with high surface sensitively like the STM can treat the top layer as 
if it was a monolayer for detecting the type of spin. 
Due to the single layer nature of the unit cells in the 1T phase and their octahedral 
configuration, odd and even layer stackings are the same meaning that the single layer is 
inversion symmetric. This however means that there is no breaking of the inversion 
symmetry in either bulk or monolayer [28, 29], and therefore no spin-splitting of the bands. 
A spin-polarised calculation has also revealed that the 1T phase remains nonmagnetic [30]. 
The inversion symmetry can be broken by an applied electric field though, leading the way 
for spin-split states in the 1T and 1T’ phases [8]. 
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2.5 Spin-valley coupling 
The valley degree of freedom, often referred to as the valley pseudospin is another degree 
of freedom or index possessed by the electron carriers, which is associated with their 
momentum. The valleys are the energy extrema in momentum space which can be described 
as local maximums/minimums in the valence/conduction bands. In TMDs, due to the 
hexagonal lattice structure, these valleys are expected at the corners of the 2D hexagonal 
Brillouin zone, at the K and −K points, shown in figure 2-9(d). A consequence of this is that 
the carriers can be valley polarised, in which they prefer to occupy valleys with the same 
polarisation. In a similar manner to spintronics, the field of valleytronics aims to use this 
valley index of carriers as a means of information processing. However, unlike the electron 
spin which can be controlled and measured relatively easily, the valley pseudospin lacks any 
intrinsic properties which can be used to identify the valley polarisation. 
Broken inversion symmetry and SOC lead to spin and valley coupling in monolayers of WSe2 
which means that the spin polarisation of a carrier is also locked to the valley polarisation at 
the band edges. This suppresses spin and valley relaxation, as a flip of each index alone is 
forbidden in the absence of a process enabling spin-flip, such as a magnetic defect. Time 
reversal symmetry requires that the spin-splitting must be opposite in different valleys [31], 
as shown in figure 2-16. 
 
Figure 2-16. Diagram showing the first Brillouin zone with the 6 valleys located at the  and  
symmetry points. At each valley the spin-orbit splitting of the valence band is represented by the red 
(spin-up) and blue (spin-down) cones. The splitting is opposite in the  and  valleys due to time 
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Scanning tunnelling microscopy and spectroscopy 
(STM/STS) and angle-resolved photoemission 
spectroscopy (ARPES) 
Since the invention of the scanning tunnelling microscope in 1982 by Binnig and Rohrer it 
has proved a powerful instrument to explore the structural and electronic properties of 
surfaces. The ability to probe with sub-angstrom spatial resolution and meV energy 
resolution has led to a great many advances in surface and material science. The probe is 
simply a metal wire with an atomically sharp tip, that is scanned across a surface using 
piezoelectric actuators. The very short distance between the tip and sample surface of a few 
angstroms allows for quantum tunnelling of electrons across the gap due to the overlap of 
their wavefunctions. Applying a bias voltage between the tip and sample results in a 
tunnelling current. A feedback loop then controls the height of the tip to maintain constant 
current. As well as the standard topographic mode, the STM can also probe the local density 
of states (LDOS) of the sample through its spectroscopic mode. This involves ramping the 
bias voltage over an energy range to measure the LDOS as a function of energy, or scanning 
at a certain energy while applying a modulating voltage to acquire a spatially resolved slice 
in the LDOS. Exploiting the quasi-particle interference (QPI) patterns formed from defects 
and steps in the LDOS allows for a more in-depth insight into the electronic structure of the 
sample. Another technique used in the study of materials is angle-resolved photoemission 
spectroscopy (ARPES). Using this, the electronic band-structure of materials can be directly 
measured, and advances in this technique now allow for 2D imaging of k-space. This chapter 
will aim to introduce the theory and methods of these techniques, and their applications in 
the context of this thesis. 
 
 
3.1 Basic theory of STM 
In 1961 Bardeen developed his theory describing the tunnelling current flowing between two 
electrodes separated by a potential barrier [1]. This was later expanded upon by Tersoff and 
Hamann, whose model has since become the most widely used to describe the results of 
STM, and which accounts for tunnelling into the 2D Bloch states of a periodic surface [2]. 




Figure 3-1. Simple tunnelling junction with a potential barrier (vacuum) between the tip and sample 
electrodes. The wavefunctions of the tip and sample exponentially decay as they propagate into the 
vacuum. Bringing the tip and sample close together, results in the wavefunctions overlapping. 
Bardeen’s approach 
A typical tunnelling junction can be represented by two electrodes separated by a vacuum 
barrier, as shown in figure 3-1. The left and right electrodes represent the tip and the sample 










+ 𝑈 Ψ , (3-1) 
where 𝑈  is the potential function of the tip. The stationary states are, 







+ 𝑈 𝜓 = 𝐸 𝜓  , (3-3) 
This is the same for the other electrode, in this case the sample. When the tip and sample 
are far apart, their wavefunctions decay into the vacuum. However, once they are brought 










+ 𝑈 + 𝑈 Ψ , (3-4) 
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The wavefunctions 𝜓  and 𝜓  are not solutions to this combined Schrödinger equation, as 
they originate from different Hamiltonians. The first assumption of Bardeen’s tunnelling 
theory is that the two sets of wavefunctions are approximately orthogonal to each other, 
𝜓∗ 𝜓 𝑑 ?⃗? = 0 , (3-5) 
In the presence of the combined potential, there is some probability that a charge carrier will 
jump from a state in the tip to a state in the sample. Assuming an initial eigenstate of the tip 
electrode 𝜓 , and a final state of the sample 𝜓 , then the time evolution of the carrier 
wavefunction goes as, 
Ψ = 𝜓 𝑒 ℏ + 𝑐 (𝑡)𝜓 𝑒 ℏ , (3-6) 




𝜓 𝑒 ℏ = 𝑈 𝜓 𝑒 ℏ + 𝑈 𝑐 (𝑡)𝜓 𝑒 ℏ , (3-7) 
Since 𝑐  and 𝑈 𝜓  are both very small the second term on the right side of eq. 3-7 can be 




= 𝜓 𝑈 𝜓∗𝑑 𝑟𝑒
( )
ℏ , (3-8) 
If the tunnelling matrix element, which is a surface integral of the wavefunctions from the 
tip and sample on a separation surface, is defined as, 
𝑀 = 𝜓 𝑈 𝜓∗𝑑 𝑟 , (3-9) 
and then by integrating over time, the probability of a carrier tunnelling from the 𝑇-th state 
of the tip to the 𝑆-th state of the sample, is found to be, 
𝑝 (𝑡) = |𝑐 (𝑡)| = |𝑀 |
4 sin [(𝐸 − 𝐸 )𝑡/2ℏ]
(𝐸 − 𝐸 )
 , (3-10) 
The second assumption of the Bardeen theory is that the tunnelling is elastic, and so energy 
of the carrier is the same after hopping to the sample as it was previously on the tip, 𝐸 =
𝐸 . So far only tunnelling from a single tip state to a single sample state have been considered, 
and therefore by summing over all possible sample states with energy 𝐸 , the total 






|𝑀 | 𝜌 (𝐸 )𝑡 , (3-11) 
where 𝜌 (𝐸 ) is the density of states of the sample at energy 𝐸 . To get the total tunnelling 
rate at a particular energy, 𝜀, the rate of tunnelling from a particular tip state to a sample 
state of the same energy, as shown in eq. 3-11, needs to be multiplied by the DOS of the tip 




|𝑀 | 𝜌 (𝜀)𝜌 (𝜀)𝑡 , (3-12) 
For tunnelling to occur is it required that the tip state be occupied and the sample state 
unoccupied. When the temperature is 0 K this only happens if a bias voltage is applied 
between tip and sample, so that their individual Fermi levels are no longer aligned. This is 
shown in figure 3-2, now showing the range of energies 𝜀  to 𝜀 − 𝑒𝑉  which states from 
the tip can elastically tunnel into unoccupied sample states [4]. Integrating over all these 
possible states multiplied by their respective tunnelling rate, the total tunnelling current for 




𝜌 (𝐸 − 𝑒𝑉 + 𝜀)𝜌 (𝐸 + 𝜀)|𝑀 | 𝑑𝜀 , (3-13) 
This describes the tunnelling current as a convolution of the sample and tip DOS, assuming 
the matrix element does not vary significantly with energy. The issue here is that a  
 
Figure 3-2. Diagram showing the tunnelling junction of the tip and sample with a bias voltage VB 
applied. The DOS of the tip is assumed to be flat so that the DOS of the sample can be probed. The red 
arrows indicate the possible tunnelling route from the tip to the sample. The workfunctions of the tip 
and sample are shown by 𝜙  and 𝜙  respectively. 
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contribution from the tip is included, when this method is employed primarily to investigate 
the sample surface. A model introduced by Tersoff and Hamann provides an answer to this 
and is described in the next section. 
 
The tunnelling matrix elements 
First, by taking the matrix element in eq. 3-9 and substituting for eq. 3-3, applying the elastic 
tunnelling condition, 𝐸 = 𝐸 , and noting that 𝑈 = 0  for 𝑧 > 𝑧 , the two-dimensional 










𝑑𝑥𝑑𝑦 , (3-14) 
This is Bardeen’s tunnelling matrix element in one-dimensional form. To extend this to the 




(𝜓 ∇𝜓∗ − 𝜓∗∇𝜓 ) ∙ 𝑑𝑆 , (3-15) 
where Σ is an integration surface between the volumes defining the tip and sample.  
Ideally the STM tip should have a spherical apex with a single atom on the end. Tersoff and 
Hamann modelled this as a locally spherical potential well centred at 𝑟  with a radius of 𝑟, 
and assumed that the tip wavefunction can be approximated as an s-wave solution. The s-
wave tip has the property of the Green’s function for the Schrödinger equation in vacuum, 
which is, 
(∇ − 𝜅 )𝜓 = −𝛿(𝑟 − 𝑟 ) , (3-16) 
where 𝜅 = 2𝑚𝜙/ℏ is the decay constant, and 𝜙 is the workfunction. The tip wavefunction 
is then, 
𝜓 (𝑟 − 𝑟 )~
𝑒 | ⃗ ⃗ |
4𝜋|𝑟 − 𝑟 |
 , (3-17) 




(𝜓 ∇ 𝜓∗ − 𝜓∗∇ 𝜓 ) ∙ 𝑑𝜏 , (3-18) 
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where 𝜏 is the volume. This is now a volume integral on the tip side, to account for its non-
planar shape. Using eq. 3.16 and assuming the tip and sample wavefunctions decay at the 
same rate, eq. 3-18 can be simplified to, 
𝑀 ~𝜓 (𝑟 ) , (3-19) 
This shows that the tunnelling matrix element is proportional to the value of the 
wavefunction as seen by the apex atom of the tip, and so states on the surface that decay 
further into the vacuum will have a higher contribution to the tunnelling current. 
The Tersoff-Hamann model also assumes a low bias voltage, so 𝑒𝑉  is small, and that the tip 
DOS is flat. Taking the previous result and these assumptions, in the low temperature limit, 
the tunnelling current can be expressed as, 
𝐼 ∝ |𝜓 (𝑟 )| = 𝑒𝑉 𝜌 (𝑟⃗, 𝐸 ) , (3-20) 
This shows that at low bias, the tunnelling current is proportional to the LDOS of the sample 
at the Fermi level energy measured by the centre, 𝑟 , of the spherical tip. 
One drawback of this model is that it fails to explain the observed atomic resolution images 
in STM. This is due to it modelling the tip as a macroscopic continuum. In reality the W and 
Pt-Ir tips are 𝑑-band metals, meaning they have localised metallic 𝑑  states at the tip apex. 
For these 𝑑-wave tips, the tunnelling matrix element is proportional to the second derivative 
of the surface wavefunction of the surface. This means the tip now follows a charge density 
contour depending on this derivative which has much stronger corrugation than the Fermi 
level LDOS. Figure 3-3 shows a diagram displaying the reciprocity principle, which states that 
 
Figure 3-3. Demonstration of the reciprocity effect showing that a 𝑑  tip scanning an 𝑠 terminated 
sample, is the sample as scanning a 𝑑  terminated surface with an 𝑠 tip. [5] 
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interchanging the tip and sample states should result in the same image. The non-spherical 
orbitals of the 𝑑  tip lead to this enhancement in corrugation [5]. 
 
2D Bloch States 
The general 3D form of a Bloch wave in a crystal is, 
𝜓(𝑟) = 𝑒
⃗ ∙ ⃗ ∙ 𝑢(𝑟) , (3-21) 
where 𝑢(𝑟) = 𝑢(𝑟 + ?⃗?), and ?⃗? is a periodic vector of the 3D lattice. This can be adapted for 
the 2D case and written as, 
𝜓 ⃗
∥
= 𝑓(𝑧) ⋅ 𝑒 (
⃗
∥∙ ⃗∥) ∙ 𝑢(𝑟∥) , (3-22) 
where 𝑘∥ is the in-plane surface wavevector, 𝑓(𝑧) is a function describing the decay of states 
into the vacuum, and 𝑢(𝑟∥) = 𝑢(𝑟∥ + ?⃗?), where ?⃗?  is now periodic to the 2D lattice. To 
account for this momentum dependent correction in the 2D surface Tersoff and Hamann 





∥ ⃗ ) ⋅ 𝑒 (
⃗
∥ ⃗)∙ ⃗∥  , (3-23) 
where 𝐺  is the surface reciprocal lattice vector. This shows that the wavefunction and 
therefore the tunnelling current depends on the surface wavevector 𝑘∥ , and reciprocal 
lattice vector 𝐺. States with a larger parallel momentum will decay faster into the vacuum 
than those with zero 𝑘∥, even if they have the same energy, meaning they contribute less to 
the tunnelling current. This factor become especially important when considering 
spectroscopy of TMDs and their critical point states. 
 
 
3.2. Measurement techniques 
3.2.1. Topography 
The STM has the ability to image the surface topography of a sample, which makes it a very 
powerful tool. There are two modes of operation, constant-current and constant-height. A 




Figure 3-4. Diagram showing a very simplified representation of how the STM works. In this set-up, the 
bias voltage is applied to the tip, but in the software it is set as though it’s applied to the sample to 
avoid having to invert the bias for probing the CB and VB. 
The imaging mode is commonly carried out in constant-current mode, which means that as 
the tip is raster-scanned across the surface, the tunnelling current is maintained at a current 
setpoint specified by the user. This mode is also called the topographic mode and captures 
both structural and electronic information about the surface. The tunnelling current is 
typically in the range of pA to nA and so is measured by a preamplifier, which converts this 
into a voltage signal. The z-position of the tip is controlled by the feedback loop which 
compares the input tunnelling current signal to the setpoint, and produces an output signal, 
which is amplified and fed into the z-piezo control. This moves the tip closer to, or further 
away from the surface to compensate for this difference, which is called the error signal. The 
sensitivity of the feedback reaction is controlled by the percentage gain (both proportional 
and integral) which is applied to this error signal. The gain is important, as setting it too high 
or low can result in feedback oscillations or loss of details respectively. 
The tip is mounted into a scanner that consists of two sets of piezo actuators. These are made 
from piezoelectric material which change their shape in an electric field due to their 
anisotropic crystal structure. By attaching electrodes to the sides of a bar and applying a 
voltage, the length of the bar can be altered, which is called the transverse piezoelectric 
effect. The first set of actuators control the coarse motion of the tip and allow for the x-y 
position on the surface to be chosen and the coarse approach of the tip to the surface [6]. 




Figure 3-5. Diagram of the tube scanner showing the x and z electrodes. The x electrodes are attached 
to the outside and applying a voltage results in the tube extending and contracting on opposite sides 
as shown. The z electrode is attached inside the tube, and voltage applied causes a shortening or 
lengthening of the tube. The effects shown are greatly exaggerated for clarity. 
including the fine approach and is responsible for the raster-scanning of the tip. Figure 3-5 
shows how this tube scanner works with different applied voltages.  
The tip is first approached towards the surface using the coarse motion and observed using 
a telescope mounted with a CCD camera. The lighting of the chamber is arranged so that 
both the tip and its shadow on the sample surface can be seen. Once they are close, with 
only a small gap between them, the tip is auto-approached under the Matrix software control. 
Conditions here must be carefully chosen so as not to crash the tip. 
Once the tip has landed, another variable to consider is the raster scan speed, which is 
changed by altering time to raster one line and the size of the area scanned. Scanning too 
slow results in the drift of the sample and can result in the tip picking up atoms, whereas 
scanning too fast results in a loss of features if not correctly compensated by the gain. On Au 
where the atoms have high mobility, the tip can be scanned very fast, and needs to be for 
atomic resolution. For most scanning speeds and a good tip, a gain of 2% is used to scan with 
no issues. However, at faster scanning speeds this must be increased so that the feedback is 
fast enough to correctly adjust the z position. On the WSe2, the raster time is much lower so 
a gain of 2% or just below is used. When scanning over molecules or dopants on the surface, 
the gain is adjusted to be much higher at ≥5% so that the feedback can react to the larger 
height difference between the surface and molecule compared to the normal surface 
corrugation and prevent the tip from crashing. 
One issue that needs to be taken into account is the thermal drift of the sample. This results 
in it shifting whilst scanning, so that the image obtained does not represent the actual 
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surface and can appear stretched or with features smeared. Lowering the temperature of 
the system can help to mitigate this effect, but a more effective method is to apply a drift 
correction. By measuring how far a feature of the surface drifts between scans, a correction 
can be applied to the scanner. This means the scanner moves to account for this drift and 
keeps the tip over the same area. Often this needs to be repeated several times over 




3.2.2. Scanning tunnelling spectroscopy (STS) 
To perform spectroscopy and extract information about the DOS of the sample, the 
derivative of the tunnelling current is taken. The tunnelling matrix element from eq. 3-10 can 
be assumed as energy independent over small energy ranges (~10% variation over 200 
meV) and therefore can be taken out of the integral. The DOS of the tip can also be assumed 
to be flat over the energy range of interest and removed from the integral too. Setting 𝐸 =






𝜌 𝜌 (𝑉 )|𝑀 |  , (3-24) 
These dI/dV  or differential conductance measurements are experimentally obtained by 
taking an I/V measurement and differentiating. This is achieved by positioning the tip over 
a point on the surface and switching off the feedback loop. The voltage is then ramped over 
the selected range, taking a measurement of the current at every step designated [7]. 
However, this method requires a large number of 𝐼/𝑉 curves taken from the same point to 
average over [8]. 
Another method to obtain 𝑑𝐼/𝑑𝑉 curves with a better resolution is with the use of a lock-in 
amplifier. This works by applying a small modulating AC voltage to the existing DC bias 
voltage and measuring the resulting AC current using the lock-in amplifier [9]. This technique 
relies on phase sensitive detection, meaning that signals that are outside of the range of the 
reference frequency and phase are filtered out. This means it has a high signal-to-noise ratio, 
and even signals of a few nanovolts can be detected. To perform this technique, the voltage 
ramp is slowed down such that there is enough time at every voltage step to integrate over 
the measured signal. The delay time is dependent on the time constant of the lock-in 
amplifier, and typically set to 10 times 1/frequency of the voltage modulation. The longer 
the time constant, the greater the signal-to-noise ratio. The raster time of the spectroscopic 
measurement should be long enough to include all the time steps, from switching off the 
feedback, adjusting to the specified starting bias, then ramping slowly over all the voltage 
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steps, and finally returning to the original bias and switching back on the feedback loop. The 
frequency of the modulating voltage should not be set to a multiple of 50Hz to avoid 
including signal from any mains power supply. 
 
𝒅𝑰/𝒅𝑽 mapping 
The spectroscopy mode can be extended to acquire energy and spatially resolved maps of 
the LDOS. This is especially useful when similar topographic features have different 
electronic structure. It is also very important for the detection of quasi-particle interference 
(QPI) patterns which are oscillations in the LDOS. There are two different ways to obtain 
dI/dV maps [10]. 
The first involves taking a dI/dV measurement at every point of the scan, and simultaneously 
recording the tip-sample distance. This is achieved by moving the tip according to the set 
bias voltage, acquiring the tip-sample distance from the feedback loop, and finally holding 
the tip in position while taking I/V and dI/dV curves. This means a complete picture of the 
topographic and electronic structure can be built up over a range of energies. The downside 
of this method is that they take a very long time to complete due to having to hold over every 
pixel of the image for a short delay. 
The other method is much faster by comparison but only allows for a single energy to be 
mapped at a time. In this method, a normal topographic image is taken with a modulating 
voltage applied constantly by the lock-in amplifier. This allows the simultaneous acquisition 
of the dI/dV signal at each point for the energy selected. There is no voltage ramp and the 
tip-sample distance is varied by the feedback loop. This results in a slice of the LDOS, which 
can be built up by performing more scans at different energies. These maps still take a 
relatively long time to acquire, due to the requirements of the lock-in amplifiers time 
constant. The raster time should allow enough time at each point to sufficiently integrate 
the signal as set by the time constant. Since the time constant for this method is longer than 
the previous method, the noise level is lower. Typically, these maps took 2-4 hours, although 
for energies with low signal they could take up to 6 hours. 
 
 
3.2.3. Variable-z spectroscopy 
In the case of semiconductors with larger bandgaps, the normal spectroscopy measurements 
are not always reflective of the actual electronic structure around the edges of the gap. Gap 
states and band-bending are the usual causes of this, but most importantly in the case of 
37 
 
WSe2 is the fact seen previously that the STM tunnelling current is sensitive to the parallel 
momentum of the different states. This means that around the edges of the band gap, the 
tunnelling conductivities can range over many orders of magnitude. For normal spectroscopy 
measurements, the feedback loop is turned off so that the tip-sample distance is kept 
constant, and the sudden drop in conductivity at the edge leads to some edge states not 
being observed. To correct for this, a technique called variable-z spectroscopy can be utilised. 
As the name suggests, in this method the tip height is varied with the bias voltage ramp to 
enhance the level of measured current at each bias. In practice this is typically done as a 
normal dI/dV measurement with the addition of a z step with each bias step. This tip-sample 
separation normalisation of the spectroscopy can be described using a lowest order 
multiplicative correction of the form exp (2𝜅Δ𝑠), where 𝜅 = 𝜅(𝑠, 𝑉) is the inverse decay 
constant, and Δ𝑠  are known values of the relative tip-sample separation [11]. Since the 
dependencies on the decay constant are usually small, it can be expressed as 𝜅 = 𝜅 =
(2𝑚𝜙) /  /ℏ . If the tunnelling current is then measured and a modulation voltage is used 




 , (3-25) 
A requirement of this technique is choosing a suitable tip-sample separation contour, or the 
𝑧 position of the tip. An expression of the relationship between the voltage ramp and 𝑧 
position contour is given by, 
𝑧 = 𝑧 + 𝑧 +
𝛼 ⋅ |𝑉|, 𝑉 > 0
𝛼 ⋅ |𝑉|, 𝑉 < 0
 , (3-26) 
This is a typical linear ramp of 𝑧  where 𝛼  determines the step size. The tip reaches its 
minimum 𝑧 position when 𝑉 = 0 and increases either side with the same of different steps. 
The issue with this method of varying the 𝑧 position in this manner is that there is a risk of 
crashing the tip into the sample if the step size is incorrectly chosen. As with normal STM 
scanning, the feedback loop can be used to minimise this risk and skip having to manually 
choose the 𝑧  position of the tip. If, instead of turning off the feedback loop when the 
spectroscopy is taken, it is left on, the feedback will maintain constant current throughout 
the measurement, varying the 𝑧 position with the bias ramp. Since the frequency of the 
modulation can be set to be faster than the feedback time constant, each derivative of the 
tunnelling current at every bias value, is evaluated at a constant 𝑧 value, just as in a normal 
dI/dV. This gives a differential conductance at constant current, (𝜕𝐼/𝜕𝑉) , meaning regions 
of the curve which previously were hard to observe can now be seen. 
In the above, the decay constant 𝜅  was assumed to have no variation with the parallel 
momentum of states 𝑘∥, however this is not quite the case. Following the Tersoff-Hamann 
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theory, the effective tunnelling decay constant can be written to include the parallel 




 , (3-27) 
where 𝜙  is the energy barrier for tunnelling. The failure to detect certain critical points 
becomes clear when considering this, as those states with larger 𝑘∥ such as the K critical 
point states have a much larger value in the decay constant than the Γ states with 𝑘∥ = 0, 
meaning their wavefunction decays faster and extends much less into vacuum. By moving 
the tip closer to the surface, the tail end of these wavefunctions can now be detected. 
 
 
3.2.4. Fourier transform-STS (FT-STS) 
Defects, impurities, or edges in materials act as scattering centres and cause electrons to be 
elastically scattered from wave vector 𝑘  to 𝑘 . The quantum interference between the 
incident and scattered electron wavefunctions results in standing wave patterns in the LDOS. 
These are known as Friedel patterns and they can be imaged by the STM. The principle of 
this arises from the screening of electrons around the defect in order to reduce its induced 
electric field, and the system response can be described by the dielectric constant, for a given 
momentum ?⃗?,  
𝜀(?⃗?) = 1 −
4𝜋𝜒(?⃗?)
𝜀 |?⃗?|
 , (3-28) 
where the susceptibility 𝜒(?⃗?) is dependent on ?⃗? in reciprocal space. If it is assumed that all 
the eigenstates are mixed in the scattering process then the Lindhard theory can be applied, 
and the susceptibility calculated from first order perturbation theory is, 
𝜒(?⃗?) =
𝑓(𝑘) − 𝑓 𝑘 + ?⃗?
𝐸 ⃗ − 𝐸 ⃗ ⃗⃗
 , (3-29) 
where 𝑓(𝑘) is the Fermi-Dirac distribution function, which ensures all the states described 
by the 𝑘 vectors are occupied. This shows that the main contribution to the variation in the 
charge density is due to 𝑞 wave vectors that connect two points of a state on the constant 




For larger values of 𝑞, the explicit value of the susceptibility for a two-dimensional gas is 
given by, 
𝜒 (?⃗?) = 𝑛 (𝐸 ) 1 −
𝑞
2𝑘
𝜃(𝑞 − 2𝑘 )  , (3-30) 
where 𝑛 (𝐸 ) is the DOS at the Fermi level. In the case of a nearly free electron gas, 𝐸 =
ℏ , all the ?⃗? vectors connecting two points have length [13], 
|?⃗?| = 2 𝑘  , (3-31) 
This is the basis for intravalley scattering of electrons or back-scattering, which see them 
scatter from one side of an energy band to the other. The LDOS oscillations are therefore 
dependent on the band-structure, as the 𝑘 vector of the valley varies with energy, and the 
oscillation wavelength and scattering momentum ?⃗? are inversely proportional. 
The first observations by STM of the confined Shockley states of Au(111) by Hasegawa and 
Avouris [14], and Cu(111) by Crommie et al [15], who found that the change of the LDOS by 
a point defect can be described by, 
Δ𝐿𝐷𝑂𝑆 = (𝐸 , 𝑟) ∝
1
𝑘 𝑟
cos 𝑘 𝑟 −
𝜋
4
+ 𝜑 − cos 𝑘𝑟 −
𝜋
4
 , (3-32) 
where 𝑘 = (2𝑚∗𝐸/ℎ) , and 𝜑 is the phase shift. Here 𝐸′ is the energy of the electron with 
respect to the surface state band edge. The amplitude of oscillation decays with distance 
from the scattering centre as 1/𝑟 , where the decay factor 𝛼 is determined by the scattering 
centre and the dimensionally of the electron gas. For a point defect and an ideal 2D electron 
gas, 𝛼 = 1). By taking a Fourier transform of such an STM image around the Fermi level 
showing these quasi-particle interference (QPI) patterns, the Fermi surface contour can be 
observed, as first seen by Sprunger on the Be(0001) surface [16]. However, if the image is 
instead a 𝑑𝐼/𝑑𝑉 image the energy is no longer limited to the Fermi level, and the resulting 
Fourier transform describes a constant energy contour (CEC) at a given energy. This is known 
as FT-STS. 
The features observed in the FT-STS maps can be explained using a joint density of states 
(JDOS) approach. As mentioned, in the presence of defects, quasi-particles scatter from wave 
vector 𝑘  to 𝑘  with a scattering vector of ?⃗?. Since this is a periodic 2D surface, this can be 
considered scattering between two Bloch states 𝑘  to 𝑘 , and from perturbation theory, 
new eigenstates can be constructed as a linear combination of the degenerate unperturbed 
𝑘  states on a CEC 𝐸(𝑘) = 𝜔 . Considering this combination, the charge density and 
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therefore energy-resolved DOS can be described, from which the leading Fourier component 




𝑓 𝑘 , 𝑘 , ?⃗? 𝛿 ?⃗? − 𝑘 + 𝑘 ± 𝐺 𝑑 𝑘 𝑑 𝑘
( ) ( )
 , (3-33) 
where 𝑓(𝑘 , 𝑘 , ?⃗?) is a weight factor that depends on the scattering matrix elements and 
therefore the overall nature and distributions of defects [13, 17]. This function describes a 
JDOS with a main contribution from the 𝐺 = 0 components and replicas shifted by 𝐺. 
The JDOS calculation consists of counting the number of ?⃗? vectors and adding those with the 
same length and direction, to build up the scattering picture. The more equivalent ?⃗? vectors 
there are, the more intense that particular scattering process will be in the JDOS, and 
therefore what is expected to be seen in the FT-STS. This is a simple phenomenological 
approach of the generalisation of the Lindhard susceptibility to the surface Bloch wave states 
[13].  Figure 3-6(a) shows a simple example of a CEC with bands at Γ and K points, and some 
of the possible ?⃗? wave vectors that contribute to the scattering picture. Here the ?⃗?  process 
describes an intravalley back-scattering process between either side of the central Γ band,  
 
Figure 3-6. (a) CEC contour with states around the Γ and 𝐾 points. The first Brillouin zone is highlighted, 
and the ?⃗? vectors point to the reciprocal lattice. The red vectors are scattering processes described by 
?⃗? = ?⃗? − ?⃗? + ?⃗? , where ?⃗?  and ?⃗?  are the initial and resultant vectors respectively and are 
generically shown with the blue arrows. (a) Schematic drawing of scattering between 3 different 
valleys. The left CECs show example vectors with the same length and direction between points on the 
two valleys, and the right side shows a representation of the JDOS from the addition of these vectors. 
The dashed vectors describe scattering vectors that have few similar vectors and so contribute little to 
the JDOS picture. (adapted from [17]) 
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and ?⃗?  and ?⃗?  represent intervalley scattering between the Γ and K, and K and K valleys 
respectively. Because the JDOS is constructed from the addition of similar vectors, the 
patterns arising from scattering from different valleys with dissimilar radius, or shape are 
quite varied and can be used to help identify the origin of the scattering process. Figure 3-
6(b) shows a diagram with a few possible JDOS representations from the mixing of different 
CECs. The main contributing ?⃗? vectors build up the primary features, with the other less 
common ?⃗? scattering vectors making up the surrounding cloud. 
 
Intra-valley scattering 
The shape of the CECs is important to consider for intravalley scattering too, as can be seen 
in the geometric constructions in figure 3-7. The scattering wave vector ?⃗?  is shown for 
different directions, with the contour thickness determined by the lock-in bias modulation, 
and the wavevector gradient due to the energy range of the mixed unperturbed eigenstates 
[17]. For a circular CEC, an isotropic JDOS pattern is expected as the intersection area in all 
directions is the same. For a hexagonal CEC, the intersection area varies depending on which 
direction the scattering process is in, so the JDOS will show as more intense in those 
directions with a larger intersection. To relate back to the JDOS approach, the number of ?⃗? 
wave vectors allowed for the larger intersection areas is greater than that of the smaller area. 
 
Figure 3-7. Geometric construction of circular and hexagonal CECs, showing the difference in 
intersection area 𝐴  for two scattering vectors ?⃗?  along different directions of the contour. The 
dashed vector is another example of a possible ?⃗?  vector for the circular CEC, to highlight the larger 
addition potential of larger intersection areas. (adapted from [17]) 
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Localised surface states 
The Au(111) surface exhibits an sp-derived Shockley type surface state which is located in 
the gap of the projected bulk bands as shown in figure 3-8(a) [18]. This results in localised 
electron states trapped between the surface and bulk states, and can be considered as a 
free-electron like 2D electron gas [19]. The screening of defects from these surface state 
electrons is expected to follow the Friedel approach as discussed in the earlier part of this 
section [20]. This can be observed in dI/dV  maps as shown in figure 3-8(b), with the 
corresponding FT-STS shown in (c). In any system with a ring-like CEC such as the Au Shockley  
 
Figure 3-8. (a) Band diagram of Au(111) showing the surface state in green and the bulk band 
continuum shaded in light blue. The bulk band edge is marked by the dark blue line. (b) 𝑑𝐼/𝑑𝑉map at 
-30 meV of the Au(111) surface; showing Friedel like oscillations around defect sites. (c) FT-STS map of 
the image in (b). Intravalley backscattering results in a ring of radius 2𝑘 . (d) Dispersion of the Shockley 
surface state with energy. [22, 23] 
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surface state, the scattering wave vector 𝑞 connecting opposite momentum at stationary 
points of the CEC is associated with the long wavelength interference patterns. This 
backscattering process from 𝑘 ↔ −𝑘  is the most efficient for the ring-like CEC due to 
enhanced phase space [21], and will result in a ring of 𝑞 = 2𝑘  in the FT-STS map. By 
scanning through a range of energies, the dispersion of the surface state can be mapped as 
shown in figure 3-8(d). This shows the bottom of the surface state lies at around -470 meV, 
and after this cut-off there are no states present aside from the bulk continuum of states. If 
the pseudo-spin texture of the valley means that states with opposite momentum have 
opposite pseudo-spin, then this backscattering is strongly suppressed [24]. 
 
Scattering from bulk states 
As well as the surface state, some FT-STS measurements on Au(111) have detected 
contributions to the screening waves from electrons in bulk states [20, 23]. The reason for 
this lies in the fact that the surface and bulk state wavefunctions have to be matched at the 
surface, and then decay into the vacuum. This means that the STM can pick up contributions 
to the tunnelling current from both at the tip apex, and consequently see the screening 
waves they create. The wavefunctions can be written, 
𝜓 = 𝜙 ⃗
∥
(𝑟∥)𝑒
⃗  , (3-34) 
where 𝜙 ⃗
∥
 is the in-plane part of the wavefunction, 𝜅 = 2𝑚𝜙/ℏ is the decay constant, and 
𝜙 is the workfunction. For a bulk state, the dispersion is given by, 
𝐸(𝑘) =
ℏ ?⃗? + 𝑘
2𝑚
 , (3-35) 
where 𝑘  is the component of the wavevector perpendicular to the surface. This means |?⃗?| 
now lies in the range from 0 to 𝑞 = (2𝑚𝐸/ℏ ) /  . To then find the bulk contribution to 
the LDOS a sum over all the ?⃗? vectors at the energy 𝐸 is required such that, 
𝐿𝐷𝑂𝑆(𝐸, 𝑟) ∝ 𝜙 ⃗
∥
𝑒 ⃗ ?⃗?𝑑?⃗?𝑑𝜃 , (3-36) 
The bulk Fermi surface can be modelled as a sphere with a hole in the top and bottom which 
represent the “neck” or sp-related bulk bandgap of the Au(111) plane, the radius of which 
corresponds to 𝑞  [20]. When a defect is screened, the LDOS will now oscillate with wave 
vectors ?⃗? = 2𝑘 , where 𝑘  is the magnitude of wavevectors available in the bulk continuum 
of states around the “neck” region. Figure 3-9 shows a diagram of the Au 3D brillioun zone 




Figure 3-9.FFT of the QPI from the Au(111) surface showing the presence of two rings of 
different radius. The corresponding model shows the origin of these rings as backscattering 
of electron in the localised surface state and the “neck” of the projected bulk bands. [20] 
surface state and bulk state contributions. The factor of 2 in the scattering wavevector 
indicates that this is a backscattering process. The shape of the bulk Fermi surface means 
that there will be more wavevectors with the magnitude 𝑘  which explains the appearance 
of the bulk ring as broad or blurred. 
 
Anisotropic scattering from non-circular CEC 
For the case of silicene on an Ag(111) substrate an interesting feature in the QPI patterns is 
observed [25]. The patterns surrounding H defects on the surface have a hexagonal pattern 
rather than a circular one as seen in the dI/dV maps in figure 3-10(a). This results in a 
hexagon at the centre of the BZ in the FT-STS derived QPI pattern presented in figure 3-10(b). 
This is unusual as silicene, like graphene, has 6 Dirac cones at the K and −K points of the BZ 
which are circular at low energies, and can evolve to become trigonally warped at higher 
energies, however they are not expected to become hexagonal. The explanation arises from 
the (√3 × √3) R30° superstructure induced in the silicene by the Ag(111) substrate. Whilst 
other superstructure have been observed in this system, this is the only one to produce these 
QPI patterns, ruling out the Ag(111) surface as the source. By looking at the electronic band-
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structure it can be seen that because of the (√3 × √3) R30° superstructure, the K and −K 
points of the (1×1) phase BZ are folded onto the Γ point of the (√3 × √3) R30° superstructure 
BZ. This is shown in the schematic diagram in figure 3-10(c). The orientation of the warping 
at the K  and −K  points is opposite, meaning that the 6 Dirac cones with opposite 
orientations of warping are folded onto the new Γ point, resulting in a single hexagonally 
 
Figure 3-10. (a) dI/dV image at -2 V of the hydrogenated silicene surface showing hexagonal standing 
wave pattern from scattering of the hydrogen dopants. (b) FT-STS plot of the image in (a) revealing 
the hexagonal shape of the scattering vectors in 𝑘-space. (c) Diagram showing the BZ of the (1×1) 
(black line) and (√3 × √3) R30° (red line) silicene. Note the position of the new Γ point at the 𝐾 point of 
the (1×1) BZ. (d) Evolution of the silicene Dirac cone with energy, showing a circular contour that warps 
into a hexagonal contour. (e) Diagram showing the scattering vectors in the hexagonally warped CEC 
of the Dirac cone. [25] 
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warped Dirac cone. This can be seen in the CECs for different energies in figure 3-10(d), 
where at lower energies the Dirac cone is circular and backscattering results in a circle of 
radius 2𝑘 , but as the energy rises above 0.75 eV the Dirac cone is hexagonally warped. 
The primary scattering process still occurs as backscattering between opposite edges of the 
hexagon and is displayed in figure 3-10(e) as 𝑞 . This scattering vector was clarified by looking 
at the decay of the QPI patterns along different scattering directions from the step edge. The 
decay behaviour can be fitted using an exponential decaying equation, 
𝛿𝑝(𝑥) ∝ cos 2𝑘𝑥 + 𝜑 𝑥 , (3-37) 
where 𝑘 is the standing wave wavevector, and 𝜑 is the phase shift of the scattering potential. 
It was found that along the armchair edge of the step corresponding to the Γ-K direction of 
(1×1) BZ, the decay factor 𝛼 = −1.5 . Along the zigzag edge corresponding to the Γ -M 
direction of the (1×1) BZ, 𝛼 = −1. This displays the anisotropic decay behaviour of the QPI 
patterns which must be explained by the backscattering vector 𝑞  along opposite edges. 
 
Inter-valley scattering 
When considering TMDs, the scattering picture becomes more complicated due the multi-
valley bands they possess which can lead to a variety of different QPI patterns. This is even 
further complicated due the large spin-splitting occurring in some of these bands, with 
adjacent valleys of the spin-split bands having opposing spin as required by time-reversal 
symmetry. For non-magnetic defects, the scattering process which involves spin-flip is 
inefficient and therefore these scattering channels are restricted. This has been observed in 
Bi(110) which due to SOC has spin-split surface bands, but the QPI analysis revealed a 
reduced number of scattering processes which corresponded to only spin-conserving 
channels [26]. This is because the time-reversal symmetry prohibits scattering between 
valleys of opposing spin [27]. Further evidence for the forbidden spin-flipping process comes 
from investigating the topological surface states of the topological insulator Bi2Te3 which are 
protected by time-reversal symmetry. Here STM [28] and theoretical [29] studies found that 
backscattering between states of opposite spin 𝑘  and −𝑘  was quantum mechanically 
forbidden, which again was caused by the time-reversal invariance. 
Figure 3-11(a) shows a schematic drawing of a typical TMD CEC near to the edge of the 
conduction band, with both spin orientation valleys of the K points and one at the Q point. 
The green arrows represent possible spin-conserving intervalley scattering processes 
between the K and Q valleys. A schematic drawing of the respective JDOS map for the CEC 
in figure 3-5(a), showing the points corresponding to the sum of all the ?⃗? vectors is shown by 




Figure 3-11. (a) Schematic CEC from near the conduction band edge of a typical TMD, showing the split 
spin-up (blue) and spin-down (red) bands at the 𝐾 and 𝑄 points. Possible spin-conserving intervalley 
scattering processes are represented by the green arrows, while a potential spin-flip scattering process 
between 𝑄 valleys of opposite spin is highlighted by the yellow arrow. (b) Schematic of a JDOS map 
obtained from a construction of the vectors in (a), with the blue points representing the spin conserving 
channels. The dashed red circled indicate points that would also appear if spin-flip processes were 
allowed. (adapted from [27]) 
and as seen some of the vectors can be harder to distinguish such as ?⃗?  and ?⃗?  due to their 
similar length and direction. A consequence of the STMs insensitivity to the K points as well 
as the suppressed spin-flip scattering channels means that scattering between K valleys such 
as ?⃗?  are not observed experimentally. In the VB near to the edge where the large spin-
splitting at the K point means QPI between K and −K valleys is prohibited, and in the CB 
whilst possible through spin-conserving scattering due to the much smaller spin-split energy 
levels, the insensitivity means the intensity of such spots are very small [27, 30]. 
 
QPI selection rules: spin-flip processes 
In the case of a magnetic defect, it is predicted that the spin-flip scattering process becomes 
available [31], which is represented by the yellow arrows in figures 3-11(a-b). An important 
consequence of this is the ability to determine whether a defect is magnetic or not simply 
from STS. The basis for this lies in the ability of the magnetic impurity to break the time-
reversal symmetry. This has been predicted for topological insulators with time-reversal 
symmetry protected surface states, and in this case the effective Hamiltonian of the edge 
states is given by, 
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𝐻 = 𝑣 𝑑𝑥(𝜓∗ 𝑖𝛿 𝜓 − 𝜓∗ 𝑖𝛿 𝜓 ) = 𝑣 𝑑𝑥Ψ∗𝑖𝜎 𝛿 Ψ , (3-38) 
where ± indicates the Kramer’s doublet, 𝐿/𝑅 indicates left of right movers, 𝑣  is the Fermi 
velocity, and Ψ = (𝜓 , 𝜓 )  [32]. The coupling between a magnetic impurity and the 
Hamiltonian is therefore, 
𝐻 = 𝑑𝑥Ψ∗ 𝑚 (𝑥, 𝑡)𝜎 Ψ = 𝑑 Ψ∗ 𝑡 𝐵 (𝑥, 𝑡)𝜎 Ψ
,, ,
, (3-39) 
where 𝐵  is the three-dimensional magnetic field, and 𝑡  is the model-dependent 
coefficient matrix which is determined by the coupling between the magnetic field and the 
edge states. The presence of a mass term, which is proportional to the Pauli matrices, shows 
the ability of the magnetic impurity to couple and break the time-reversal symmetry, which 
is predicted to induce previously forbidden scattering between states ?⃗? ↑  and  − 𝑘 ↓  [28, 
33-35]. While this is not the same system as WSe2 the surface states here have SOC leading 
to spin-splitting of the states and have Kramer’s degeneracy [34, 36]. The ability to break the 
time-reversal effect in WSe2 have also been shown experimentally [37-39], indicating that a 
magnetic perturbation such as a dopant or defect will lift the degeneracy of the valleys and 
allow for spin-flip scattering processes to occur. 
 
QPI selection rules: defect type 
In addition to the selection of processes based on the spin-valley coupling, the position and 
symmetry type of defects is also predicted to give rise to selection rules for intervalley 
scattering. Simulations of intervalley coupling in quantum dots confined on TMDs showed 
that it could be several orders of magnitude smaller for QDs with a circular shape, or 
triangular and hexagonal shapes with sides along the zigzag crystalline axis, than for 
confinement potentials with the threefold rotational symmetry ( 𝐶 ) [40]. This means 
intervalley scattering is most likely to be observed in defects with 𝐶  symmetry, which is the 
same symmetry of the lattice. However, there are additional selection rules for these defects 
depending on their location in the lattice [41]. A calculated band-structure for WSe2 is shown 
in figure 3-12(a) and a CEC schematic at the energy of 75 meV marked by the dashed line in 
(a) is shown in figure 3-12(b). As described earlier the available intervalley scattering 
channels are marked by 𝑞 . Simulated FT-STS maps of QPI at this energy are shown in 
figures 3-12(c) and (d) for metal and chalcogen vacancies respectively; the difference 
between the patterns arises from the K ↔ −K intervalley matrix element, which is strongly 
supressed in all cases except for metal-centred defects in the conduction band. For the metal 
vacancy case in figure 3-12(c), scattering features at the K  and M  points are predicted 




Figure 3-12. (a) Calculated band-structure of WSe2 showing the large spin split bands. (b) CEC at 75 
meV (dotted line in (a)) showing both spin split bands at 𝐾 and one at 𝑄, and the intervalley spin-
conserving scattering processes marked by green arrows. Simulated FT-STS spectra for a metal vacancy 
(c) and a chalcogen vacancy (d). 
chalcogen vacancy FT-STS in figure 3-12(d), the features at K indicating a spin-conserving 
K ↔ −K  process are supressed, which demonstrates it as a symmetry forbidden process. 
While the Q ↔ −Q and Q ↔ K processes are still permitted they are much weaker due to 
the overall smaller intervalley matrix element. These results are predicted to hold for all 
metal- and chalcogen-centred defects not just the vacancies [41]. 
 
 
3.3. STM instruments 
The measurements were taken using two different systems; an Omicron low temperature 
STM (LT-STM) and an Omicron LT-STM/AFM with a preparation chamber attached, pictured 




Figure 3-13. (a) LT-STM and (b) LT-STM/AFM with attached preparation chamber. 
a combination of turbo molecular pumps (TMP) and ion pumps, where < 5 × 10  mbar is 
considered good vacuum. The TMPs were switched off during scanning to reduce vibrational 
noise. All measurements shown in this thesis were taken at LN2 (77K) or LHe (5K) 
temperatures. The preparation chamber consists of a high temperature heater (up to 
1400 °C), an Ar ion sputter gun, and an e-beam evaporator. 
 
 
3.4. Moiré super-lattice in STM 
When a periodic pattern is placed on top of another periodic pattern which have a difference 
in lattice constant, twist angle between the layers, or a different symmetry, the appearance 
of a moiré pattern is often observed. In standard cases these are large scale interference 
patterns due to the beat of two waves with slightly different frequencies. This explanation 
using the simple superposition of atomic structure of overlayer and substrate fits well in the 
case of moiré patterns in TEM images; however, it cannot be applied to STM as the STM 
images are acquired using the tunnelling phenomena. In the case of TEM the electrons are 
transmitted through both layers of the system, but for this picture to apply to STM the 
electrons now have to tunnel directly from the substrate and overlayer, where the tunnelling 
from inner layers is not well understood. 
Systems with a lattice mismatch between layers result in a strain at these interface layers 
which can lead to shifting of atomic positions and buckling in the overlayer. This was 
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originally used to explain the moiré patterns in STM, however since no moiré patterns have 
been observed by AFM this cannot be the case. This highlights the importance of electronic 
effects in the moiré super-lattice. Another factor in these systems is the modulation of the 
overlayer electronic structure due to the interfacial interaction with the substrate. Whilst 
this is important for the moiré, it is not enough to explain it completely as moiré patterns 
have been observed in systems where the interaction between substrate and overlayer is 
very weak, such as in the case of graphite, graphene, and TMDs. 
An explanation of the origin of the moiré super-lattice in STM was given by Kobayashi [42]. 
The main component of the wavefunctions near the surface is the wave with parallel 
momentum 2𝜋/𝑎 , which corresponds to the atomic lattice. A component with smaller 
amplitude, which is produced by multiple scattering of the electrons due to the mismatched 
layers 𝑎 and 𝑏, has parallel momentum 2𝜋/𝑙 = |2𝜋/𝑎 − 2𝜋/𝑏|, where 𝑙 is the period of the 
super-lattice. Since waves in the vacuum region decay as, 
𝑒  ,        𝜆 = 2|𝐸| + 𝑞  (3-39) 
where |𝐸| is the work function, the waves with a larger parallel momentum 𝑞 are seen to 
decay faster. This means the atomic lattice component will decay faster than the super-
lattice component, and even with its small amplitude the large super-lattice can be observed 
in STM with a larger tip-sample distance. Both the atomic lattice and the super-lattice can be 
observed simultaneously with certain tip-sample distances, which corresponds to the moiré 
pattern seen by the STM. 
 
Figure 3-14. Amplitude variation of the LDOS showing the super-lattice (thick solid line), the atomic 
structure of the overlayer (solid line), and the substrate (dotted line). [42] 
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For a typical work function of 5 eV, the difference in decay behaviour between the atomic-
scale waves and the nanoscale waves can be seen using eq. 3-39. Due to the difference in 
the parallel momentum, the decay of the atomic-scale waves is governed by the lattice 
spacing whilst for nanoscale waves the work function governs it. This means that these 
nanoscale waves can propagate through many layers of the material without decay, as the 
lateral kinetic energy of the nanoscale structure is smaller than the Fermi energy of the 
crystal; which is of the order of the typical work function. This behaviour allows for nanoscale 
structures such as the moiré super-lattice, and therefore information about the interface, to 
be observed many layers under the surface by STM. Figure 3-14 shows this decay in terms of 
the variation of wave amplitude along the z-axis. Kobayashi calculated the amplitude from 
the LDOS of the surface, using the Tersoff and Haman model. The waves corresponding to 
the atom lattices of the substrate and overlayer decay rapidly at the edge of their respective 
interfaces, whilst the nanoscale wave of the moiré super-lattice produced at the interface 
propagates through the 4 overlayers without decay. 
 
Effect of moiré super-lattices in heterostructures 
A moiré super-lattice in the case of heterostructures can have a large influence on the system 
produced. A slight mismatch in the atomic lattice parameters or rotation between layers at 
an interface results in a large scale quasi-periodic moiré super-lattice, with an associated long 
wavelength periodic potential. Both the geometric strain on the layers (resulting in 
distortion) and the moiré potential can affect the electronic structure of the system at the 
interface and lead to effects otherwise not observed. 
The modification of the electronic structure has been observed experimentally in many 
different cases, but the focus here will be on 2-dimensional materials and those with a 
hexagonal structure. The Dirac cone of graphene makes for a simple system to observe 
changes, as extra states or shifts are clearly seen. The graphene/Rh(111) system has been 
investigated using STM and exhibits a clear moiré pattern of different intensities [43]. STS 
measurements showed additional states either side of the Fermi energy, with differences 
depending on which part of the moiré super-lattice they were taken from, as shown in figure 
3-15(a). The sites showing spectra almost the same as pristine graphene were found to have 
buckled from the substrate surface, and therefore having a larger interlayer distance. As the 
other sites are closer to the substrate, the state formation was explained as a hybridisation 
of the graphene and Rh states. A similar system of graphene/h-BN agrees with the 
observation of new states, however the cause here is put down to the periodic moiré 
potential which induces 𝑘 → −𝑘 processes for values 2𝑘 = 𝐺 , where 𝐺  is a superlattice 
reciprocal vector. [44]. In this case the twist angle between the two layers is also investigated, 




Figure 3-15. (a) STS taken from different symmetry points of the moiré pattern of graphene/Rh(111), 
showing the site dependent presence of additional states. The ATOP side corresponds to a C ring with 
a Rh atom in the centre, the BRIDGE site to a Rh atom between 2 C atoms, and the HCP and FCC sites 
to local stacking of that type [43]. Theoretical (b) and experimental (c) STS spectra showing the 
variation of new ‘Dirac’ points with twist angle in graphene/h-BN. The red line is 𝜙 = 0.5°, the black 
is 𝜙 = 1°, and green is 𝜙 = 2°. [44] 
rotation. The theoretical and experimental results for this are shown in figure 3-15(b)-(c). 
The larger the moiré wavelength, the further away from the original Dirac point the new 
points are. However, another study on a graphene/h-BN system showed no significant 
differences in the spectra taken from different twist angle moiré patterns [45], while a study 
of rotated layers in a cleaved HOPG crystal showed increased conductance from some moiré 
patterns but no difference from others [46].  
In the case of TMDs similar observations have been made, for example with observations of 
new interface induced state seen in a MoS2/Au(111) system [47]. It was noticed that the two 
different hollow site locations of the moiré super-lattice alternated in intensity with AFM and 
STM measurements in the band gap, showing that the site which was closer to the surface 
and therefore lower in AFM, gave a larger tunnelling current. Again, this showed a higher 
level of hybridisation at these points, and the importance that small deviations in the 
interlayer distance have on the electronic structure. A change in the electronic structure was 
also observed, not just with the appearance of a new state above the CBE but a significant 
modification of the states around the VBE. The Γ states at the VBE were not seen at all in STS 
measurements with only a state at Q observed, which is explained by the hybridisation of 
MoS2 states with the d-band continuum of Au(111), supported by theory and ARPES in [48]. 
The influence of the moiré super-lattice is seen from STS measures taken on different regions, 
with the bands shifting differently between the top site and two hollow sites, as shown in 
figure 3-16(a). The main states shift between top and hollow sites, but the interface induced 
state shows differences between hollow sites. What this shows is that the atomic registry of 
the two layers is important in the interfacial interaction, as in the case of TMDs this 




Figure 3-16. (a) 𝑑𝐼/𝑑𝑉, (𝜕𝐼/𝜕𝑉) , and 𝜅 measurements from MoS2/Au(111). Labelling the Mo atom 
lattice site A, the interfacial S atom B, and the top Au atom C, the top site has ABB stacking, the fcc 
site ABC stacking and the hcp site ABA stacking. The lower panel shows a zoomed in area around the 
CBE of the (𝜕𝐼/𝜕𝑉)  spectra [47]. (b) STS showing the bandgap size variation with increasing twist 
angle between layers in a MoS2/HOPG heterostructure. (c) Diagram showing the arrangement of the 
atoms for different twist angles. [50] 
Considering the moiré super-lattice, the twist angle results in different levels of coincident 
atoms, with a higher number enhancing the coupling between layers. In a MoS2/HOPG 
heterostructure this reasoning is used to explain the decrease of the bandgap with an 
increase of the twist angle [50]. Figure 3-16(b)-(c) shows the experimental bandgaps 
measured, along with the relative layer rotation and position of the atoms. Theoretical 
calculations to unravel the moiré mechanism showed that the Γ states are shifted upwards, 
which can be explained by the nature of the orbitals that contribute to them. The S pz-orbitals 
overlap with the top layer graphene p-orbitals, mediated by the Mo dz2-orbitals which have 
out-of-plane z extension. At the K points, the dominant orbitals are Mo dx2-y2 and dxy which 
have very little overlap with the S pz-orbitals and are therefore insensitive to the S-graphene 
orbital overlap. The influence of the atomic registry and orbital character has been explored 
in MoS2/WSe2 heterostructures as well. For rotationally aligned (0° or 180°) layers there are 
4 sites observed in the moiré super-lattice that correspond to difference arrangements of 
the atoms. STS has shown the bandgap size to be site dependent, a consequence of the 
varied interlayer coupling, and again due to a shift in the Γ  states due to the orbital 
contribution to them [51]. This means that the moiré super-lattice results in a laterally 
periodic modulation of the bandgap. A similar study of this system at lower temperature, 
revealed the presence of spatially confined states within the moiré unit cell as well as the 
band edge shifts [52]. The potential of the moiré super-lattice perturbing the parabolic bands 
of the MoS2 and WSe2 is what leads to this confinement. 
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As discussed, previous investigations have explained modifications to the electronic 
structure in systems which exhibit a moiré super-lattice, by interlayer coupling resulting in 
hybridised states or due to the moiré potential associated with the super-lattice wavelength. 
One explanation that has not been mentioned so far but will also be considered is that of 




3.5. Angle-resolved photoemission spectroscopy (ARPES) 
The principle of photoemission spectroscopy comes from the photoelectric effect. Electrons 
in the sample are excited by photons originating from a light source such as a discharge lamp 
or a synchrotron beamline. The energy of the photon can be absorbed by the electron and 
converted to kinetic energy. If this is sufficiently large enough to overcome the binding 
energy of the crystal and the work function of the sample, it results in the electron escaping 
the surface into the vacuum. This now free electron has a specific kinetic energy and initial 
angle. 
For spatially localised ARPES a particular region of the sample surface can be isolated to 
collect photoelectrons from. Measurements were performed in two different systems, one 
being at the NanoESCA facilty at Bristol University and the other a Nano-ARPES at the 
Spectromicroscopy beamline in the Elettra synchrotron. These two machines excite and 
collect the photoelectrons using different methods. 
The NanoESCA instrument is called a photoemission electron microscope (PEEM) and the 
one at Bristol uses a monochromatized He discharge lamp, with the monochromator 
improving the energy resolution over a standard lamp. The photon energy used was 21.2 eV.  
The PEEM must be equipped with an energy filter to allow it to scan the photoelectron kinetic 
energy spectrum, and this combination is referred to as momentum microscopy. The 
aperture can be used to select a micron sized region from which the measurement is taken, 
using the real-space imaging mode. The excited photoelectrons are accelerated towards an 
electron optical column using an extractor electrode, as displayed by the diagram in figure 
3-17(a). This contains the various electrostatic or magnetic lenses, corrector elements such 
as deflectors, and apertures for the contrast and image plane. 
In the Nano-ARPES system at the Elettra synchrotron, the bright light from the beamline is 
focused using a dedicated Schwarzschild objective which can focus it down into a few 
nanometers sized spot. The region is first imaged by using the Schwarzschild objective as an 




Figure 3-17. Schematic diagrams of the (a) Bristol NanoESCA and (b) Elettra Nano-ARPES set-ups. 
The sample is moved by a mechanical stage and the lateral resolution of the image directly 
related to the beam spot size. The photoelectrons are then collected in by an electron 
analyser which moves in UHV over a range of different emission angles. A photon energy of 
27 eV was used and the energy resolution is 14 meV. A diagram of this method is shown in 
figure 3-17(b). 
After passing through the lenses and energy filter the photoelectron distribution as a 
function of the lateral momentum 𝑘  and 𝑘  is projected onto a two-dimensional screen and 
can be acquired as an image. By acquiring these isoenergetic images for all energies below 
the Fermi level allows for a 3D stack to be formed, which can be cut along various symmetry 
directions to obtain typical kinetic energy vs electron momentum plots. The NanoESCA 
allows for the mapping of a complete BZ in one isoenergetic slice, due to the ability of its 
double hemispherical energy filter to collect the full wavevector landscape [53]. 
 
 
3.5.1. Fundamental theory of photoemission spectroscopy 
The photoelectric effect was discovered by Hertz in 1887 and this result led Einstein to 
propose that electromagnetic radiation is carried in quantised energy packets to explain 
these observations. According to his theory, photons are quantised with energy ℎ𝜈, where ℎ 
is Planck’s constant and 𝜈 is the frequency of the photon. Therefore, the relation between 
the kinetic energy of the photoelectrons and the frequency of the photons required to excite 






𝑚 𝑣 = 𝑒𝑉 = ℎ𝜈 − 𝐸 − Φ, (3-40) 
where 𝑚  is the electron mass, 𝑣  is the electron velocity, and 𝑒  the electron charge. 
Electrons which are excited from the core levels of the band structure need to overcome the 
binding energy 𝐸  as well as the workfunction Φ. Electrons in states at the Fermi level must 
only overcome the workfunction to become free electrons. 
The three-step model is typically used to describe the photoemission process. The first step 
is the photo-excitation of the electron, the second is the transport of the electrons to the 
surface, and the final step is the transmission of the electron through the surface [54]. 
The wavefuntion of an electron in the periodic lattice of a crystal can be described with Bloch 
functions, which are written as, 
Ψ , , (𝑘) = 𝑛, 𝑙, 𝑘, 𝑠 , (3-41) 
where 𝑛 is the band index, 𝑙 is the orbital momentum quantum number, 𝑘 is the electron 
wave vector, and 𝑠 the spin quantum number. These functions have eigenstates 𝐸 , , (𝑘). 
The electron is transferred from an initial state 𝑖, 𝑘  in the occupied band structure to a 
final unoccupied state 𝑓, 𝑘  during the photo-excitation process via optical transition. This 
is a momentum conserving transition with the conservation law for the electron’s 
momentum ℏ𝑘 given by, 
𝑘 = 𝑘 + ?⃗? ± 𝐺, (3-42) 
where ?⃗? is the photons momentum and ?⃗? is the reciprocal lattice vector. The probability of 








𝐴(𝑟) ⋅ 𝑝, (3-44) 
where 𝐸  and 𝐸  are the binding energies, 𝐴 is the vector potential of the electric field, and 
𝑝  is the momentum operator. If the wavelength of the electromagnetic field is large 
compared to the inter-atomic lattice spacing, the matrix element 𝑀 = 〈𝑓, 𝑘 |𝐻 |𝑖, 𝑘 〉 can 




𝐴 (𝐸 − 𝐸 )〈𝑓, 𝑘 |𝑒 ⋅ 𝑟|𝑖, ?⃗? 〉, (3-45) 
where 𝐴  is the amplitude of the vector potential and 𝑒 is its polarisation. Eq. 3-43 describes 
a single particle approximation, and therefore the total photo-current from the photo-
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excitation process is proportional to the sum of 𝑃 →  over all allowed transitions. However, 
to fully describe the photoemission process the electronic correlations between the 
electrons in the many-body theory should also be considered. 
The photoelectrons path to the surface can result in various elastic and inelastic scattering 
processes such as electron-electron scattering or scattering from defects in the crystal. These 
processes can cause a change in the photoelectron’s momentum 𝑘. For inelastic scattering 
it also leads to a loss of kinetic energy, which means it now only contributes to the featureless 
background in the spectrum. The photoemission intensity of elastically- or non-scattered 
electrons depends on the way they travel to the surface and can be described, 




where 𝑡  is the layer thickness in which the photoexcitation took place, 𝛼  is the emission 
angle with respect to the surface normal, 𝜆 is the inelastic mean free path which depends on 
𝐸 .  
The final step of the process is to overcome the surface potential barrier, which matches the 
periodic potential of the crystal to the vacuum. After the photoexcitation, photoelectrons 
travel in a potential of depth 𝑉 = 𝐸 − 𝐸 , where 𝐸  is the vacuum level and 𝐸  is the 
bottom of the valence band. The final state energy after the photoexcitation process can be 
described by a free electron parabola starting at 𝐸  as 𝐸 = ( ℏ𝑘 /2𝑚∗), where 𝑚∗ is the 
effective electron mass. The energy is the same after leaving the crystal potential so the 
magnitude of the electron momentum 𝐾  is determined by the intersection with a free 
electron parabola, 𝐸 = ((ℏ𝐾) /2𝑚∗)  now starting at 𝐸 . To overcome the potential 




≥ 𝐸 − 𝐸 , (3-47) 
During the refraction at the surface potential, the parallel momentum 𝑘 ,∥  of the 
photoelectron’s momentum is conserved. Therefore, in the vacuum the parallel momentum 
becomes, 
𝐾∥ = 𝑘 ,∥ + 𝐺 ,∥, (3-48) 
where 𝐺 ,∥ is the surface parallel component of the surface reciprocal lattice. By applying a 
field between the sample and extractor, only the perpendicular component of the 
photoelectron’s momentum 𝐾  is increased, while the parallel momentum is conserved. 




Angular and momentum resolved photoemission 
In the energy filtered momentum microscope, the kinetic energy of the photoelectron along 




𝐾∥ + 𝐾 = 𝐸 𝑘 − 𝐸 , (3-49) 




(𝐸 + 𝑉 ) − 𝐾∥ , (3-50) 
As all effects are repeated periodically like 𝑘 = 𝑘 + ?⃗?, the description of all momentum 
dependent effects in a periodic crystal can be done within a reduced zone scheme only 
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Techniques for sample preparation 
The most important part of the STM system is the tip. Therefore, the preparation and 
assessment of the tip must be undertaken with great care. A description of the process is 
described in this chapter, from the initial etching of the tips to the final checks of quality by 
STM. Alongside this the methods of sample preparation are outlined; the priority being to 
produce an atomically clean surface allowing for high quality STM measurements. The 
process of decoration of the WSe2 crystal achieved through evaporation is explained. 
Another method of dopant incorporation into a sample is via an ion source. In particular, a 
low-energy ion source allowing for substitution of atoms in the surface layer is described. 




4.1. Tip preparation and assessment 
As the probe part of the STM system, care must be taken with the creation and conditioning 
of the tip. These tips were mounted securely into an Omicron tip holder before being placed 
into the system and annealed at 150°C to remove water. The tip holder was then mounted 
at the top of the scanner. The tips used were made from 0.25 mm diameter wire of either 
tungsten (W) (99.95% purity) or platinum iridium (Pt-Ir) (90%-10%). The Pt-Ir tips were pre-
etched and came from Omicron. 
 
Tip etching procedure 
The W tips are electrochemically etched using 1M sodium hydroxide solution (NaOH) as the 
electrolyte. Figure 4-1 shows a diagram of the etching apparatus. A length of W wire is cut 
and cleaned using ethanol and DI water, before being threaded through the small 3 mm 
diameter hole in the centre of the metal plate. It is clamped in place at the top by another 
plate fixed with a screw. This leaves the wire suspended in a plastic tube below that acts as 
a collection block. Drops of solution are then pipetted onto the hole to form a meniscus 
across it surrounding the W wire. A DC voltage of 2-3 V is applied between the tip and the 
metal clamp, with the current limited to 50 mA. The etching process usually takes about 2-3 
minutes, and once finished the bottom part of the wire drops down into the plastic collection 





Figure 4-1. Schematic of the W tip etching apparatus. (adapted from [1]) 
The advantage of this method is that it is self-limiting, so there is no risk of over-etching the 
tip. The tips’ weight determines the point at which it tears off from the upper portion of wire, 
with an optimal length of about 1 cm for sharp tips. This also means that it doesn’t require a 
system to automatically shut off the voltage when the detected current goes below a 
threshold as in other methods. To protect the tip once it falls, the plastic tube was not as 
high as the tip length so that the end of the tip would not touch the sides. This procedure 
was from [1]. 
Tips were first characterised by an optical microscope to select the sharpest and disregard 
any that appeared damaged or bent. A selection of tips under the optical microscope is 
shown in figure 4-2. The tip in figure 4-2(a) has a ‘vanishing’ end meaning that the end of the 
tip cannot be seen. Tips like this were considered good and generally gave good performance 
with a small amount of assessment and conditioning. The tip in figure 4-2(b) is blunt as the 
end is clearly seen, so these tips were disregarded. Tips (c) and (d) show examples of different 
etching patterns depending on the shape of the solution and other factors. The tip in figure 
4-2(c) has a neck higher up, which resulted from vibrations while etching. After observing 
this the tip making was moving onto the vibration isolated base of the STM system. Figure 4-
2 shows a tip with a short neck. While these tips could be good, the shorter neck meant it 




Figure 4-2. Etched W tips under the optical microscope showing (a) a ‘vanishing’ tip, (b) a blunt tip, (c) 
a tip with a neck due to vibrations during etching, and (d) a short etch length tip. 
 
Methods of tip conditioning 
While sharp tips may be fabricated by this method, the final test they must pass is that by 
STM and STS. The performance of the tip in STM therefore determines its quality [2]. From 
the previous chapter, eq. 3-13 shows that the electronic structure of the tip can contribute 
to the tunnelling current in addition to the samples electronic structure. It is therefore 
necessary to ensure that a flat tip DOS is achieved for the range of energies to be examined. 
The metals W, Pt, and Ir used for tips have a constant DOS near the Fermi energy, and any 
deviations from this can usually be removed through the tip conditioning procedure. Before 
scanning on the WSe2 samples, the tip was characterised on the Au(111) surface, which is a 
typical standard to calibrate an STM system [2]. The Au(111) surface has a threefold 
rotational symmetry with a lattice separation of 0.288nm; exhibiting a clear surface (22 × √3) 
reconstruction known as the Herringbone pattern. Figure 4-3(a) shows an STM images of the 




Figure 4-3. (a) STM image at -1.2 V, 0.17 nA showing the Au(111) surface with atomic resolution. (b) 
𝑑𝐼/𝑑𝑉 measurement from the Au(111) showing the sharp Shockley surface state at ~-470 mV. 
measurements as shown in figure 4-3(b) [3]. The presence of this state is a test of the quality 
of the tip, as it indirectly demonstrates that the tip states are not contributing to the 
tunnelling current. The reconstructed Au(111) surface is prepared in UHV by Ar ion 
sputtering an Au/mica or an Au single crystal and then annealing at 470°C for 15 minutes 
with a ramp up/down time of 45 minutes. This cycle can be repeated if the sample has not 
been cleaned for a long time. 
If the tip requires reshaping there are many ways to do this. The primary method is to use 
voltage pulses to alter the apex of the tip. This begins by finding a clean area to work on 
without molecules or other impurities. The pulse magnitude is typically started at 0.5 V and 
slowly increased up to 4 V. Multiple pulses are done at each voltage due to the statistical 
probability of change with each pulse. The tip is checked between pulses to identify any 
change. Scanning the tip fast can also induce a change in the tip if it is unstable at the end, 
and this can also help stabilise the tip once it is good. Toggling the bias voltage between +ve 
and -ve can be used as a method too and also ensures that the tip can scan on both bias, as 
scanning on only one bias indicates that the tip has states. For more extreme cases, the tip 
can be pulsed up to 10 V. This causes a large reformation at the end of the tip and usually 
results in a lot of material being dropped onto the surface. The tip must be moved to a new 
clean area after this procedure to continue scanning. 
While usually the tip apex consists of W or Pt-Ir atoms, it can also be prepared with a Au 
terminated tip. This is achieved by carefully dipping the tip into the Au surface using I/z 
spectroscopy to pick up a chain of atoms. Due to the change in tip type to an 𝑠-terminated 
tip, it will no longer be able to atomically resolve the 𝑠 -terminated surface of the Au. 
Therefore, another test is required to determine the quality of the tip. This involves scanning 
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over a single atom and checking for its spherical nature and that the FWHM of the point is 
0.7 nm or less. 
 
 
4.2. 1H-WSe2/Au(111) heterostructure preparation 
To further understand the effect of defects and the interaction at the interface of WSe2, a 
heterostructure of WSe2 on Au(111) was created. A WSe2 single crystal was mechanically 
exfoliated using scotch tape, peeling off with a small angle between the crystal and tape to 
pick up larger flakes and avoid damage to them. The peeled flakes were then repeatedly 
peeled with more tape to thin the flakes down. The final tape was cut to match the shape of 
the flake to reduce the substrate contact with glue. The tape was then placed down onto an 
Au(111) single crystal that had been heated to 60°C on a heating plate, and pressed lightly 
on the back to ensure contact between the flakes and Au. It was then peeled off slowly, 
maintaining a small angle as before. The sample was then imaged by optical microscope to 
confirm the presence of the flakes, before being placed into ultra-high vacuum via the load 
lock. Figure 4-4 shows optical microscope (a) and STM (b) images of an area with mono-, few-
layer, and bulk flakes.  
The flake was also imaged with PEEM when in the NanoESCA system. This is displayed in 
figure 4-6(a) and shows a much higher contrast of the monolayer flake. This shows that the 
multilayer flake sits on top of the monolayer. There is an impurity lying on top of the flake, 
 
Figure 4-4. (a) Optical image of area on the Au crystal covered WSe2 exfoliated flakes, showing mono-, 
few-layer, and bulk flakes. (b) STM image from the white dashed box in (a). The few-layer flake is 4 
layers as measured by the STM across an edge. The faint ripple structures are due to terraces on the 




Figure 4-5. (a) PEEM image of the WSe1 flakes on Au. The large flake at the centre and extending 
vertically is the monolayer as seen in the optical and STM images. The darker flakes above it are the 
multilayer on the left and the bulk on the right. The monolayer is seen to extend underneath the 
multilayer flake. (b) STM image at -0.87 V, 1.31 nA showing the Herringbone pattern underneath the 
WSe2 surface. The bright spots are impurity atoms on the surface.  
which likely occurred during the transfer to the NanoESCA as it was not observed in large 
area STM scans. 
The sample was scanned with STM before being annealed to check the surface. One feature 
that was observed was the Herringbone pattern of Au underneath the WSe2 monolayer 
(shown in figure 4-5(b)). After annealing this feature disappeared, showing that the 
annealing process improved the contact between the two layers.  
 
Transfer for ARPES measurements 
The sample was transferred to the facilities for ARPES measurements in vacuum conditions. 
First it was moved into LT2, as this system allowed for vacuum containers to be attached. For 
the NanoESCA a vacuum suitcase was used, which had a built-in mini ion pump. This was 
mounted onto the system as in figure 4-6(a) The load-lock was pumped prior to opening the 
connecting gate valve so as not to introduce impurities. Once at the NanoESCA laboratory, 
the sample was annealed at 400°C to clean it and remove any surface impurities it may have 
picked up. For transfer to the Nano-ARPES at the Elettra beamline facility, the sample was 




Figure 4-6 (a) Vacuum suitcase mounted to LT2 system. The suitcase had its own manipulator for 
moving samples in and out, and a mini ion pump. (b) Small vacuum container with a gate valve for 
sealing and venting valve for breaking vacuum. The sample was pre-mounted in the container, which 
was then pumped down by the TMP connected to one of the load-locks.  
pumped down overnight to obtain a good vacuum before transfer. It was then annealed at 
400°C before measurements were taken. 
 
 
4.3. Pd decoration of WSe2 crystal 
A Mantis evaporator was used to deposit Pd atoms in UHV onto the surface of a bulk WSe2 
crystal. This was done with a flux of 2-2.5 nA for 10 seconds to achieve a low deposition rate 




Figure 4-7. Deposition profile for Pd atoms on graphite for a deposition time of 60 seconds, indicated 
in green. The flux is gradually increased up to the desired value whilst the shutter is closed to prevent 
unwanted deposition. Once the desired value is reached and the flux is stable, the shutter is opened 
for the duration of the deposition time and then closed. The flux remains at a value of 2-2.5 nA. 
deposition time to be used. First the deposition was carried out for 60 seconds and resulted 
in a large density of Pd atoms on the graphite surface, but not monolayer coverage. This 
sample was then cleaned via exfoliation and Pd atoms deposited for 15 seconds with the 
same conditions, which resulted in individual and clusters of Pd atoms distributed on the 
surface; however, it had large areas of the surface uncovered. Since the interest was on the 
individual atoms and clusters, the deposition time was reduced further for the WSe2 to 
ensure that these would be possible to find and image. The flux against time profile for the 
first deposition on graphite is shown in figure 4-7. This shows the flux is increased to just 
above the threshold for deposition and then maintained, so the only factor affecting the 
deposition rate is the time. After deposition the sample was scanning using the STM. To then 
investigate the diffusion of the Pd on the surface, the sample was annealed in UHV first at 
600°C and then checked with the STM. After this it was annealed a second time at 900°C. 
 
 
4.4. Low-energy Ion source for induced defects and substitutional 
dopants 
An ion source was connected to the system to provide a method to induce defects into 
sample surfaces. This is of interest for many reasons; primarily to allow for the 
characterisation of controllable defects, which could be used to tune a sample [4, 5]. Further 
application would have been to introduce H decoration or substitutional atoms into the 
lattice, as they have been predicted to exhibit a magnetic moment and induce 
ferromagnetism in TMDs [6-8]. The low-energy of the ions mean this will be a very surface 
targeted process of introducing dopants [9]; ideal for STM studies, however care must be 




Figure 4-8. Simple diagram of the ion source showing the component and acceleration route of the 
ions from the plasma to the sample. 
Unfortunately, the conductance of the vacuum pipes to the pump was not sufficient to reach 
the required flow rate before the pressure had increased too high. Calculations by the ion 
source manufacturers indicated that the line on which it was mounted was at the flow and 
pressure limit for its usage. Future work is planned to move it to another section which has 
enough flow conductance to reach the required flow rate. 
 
Principle of operation 
A schematic of the ion source is shown in figure 4-8. This low-energy ion source works by a 
filament driven electrical discharge method. The W filament (cathode) is suspended within 
a cylindrical anode, which makes up the discharge zone. A water-cooled magnet array 
surrounds this discharge zone. Applying a high voltage between the cathode and anode, 
whilst introducing the target gas through a gas feed at the rear, generates the plasma in the 
discharge zone. The magnets act to confine the plasma and increase its density. On the other 
side of the zone there are two grids, the screen (anode) and extractor (cathode). Applying a 
voltage between them generates an electric field, which extracts ions from the plasma and 
accelerates them down towards a ground potential and the sample plate. The energy of the 
ions can be determined by the voltage applied to the screen grid, with a range of ion energies 
between 10-200 eV available. 
 
Implementation of a dedicated ultrahigh-vacuum line 
The ion source was mounted onto the LT2 system and has its own vacuum line that can be 




Figure 4-9. Schematic of the assembled ion source line. The manipulator arm (blue) allows samples to 
be moved between the load lock and sample chamber. The line highlighted in green is a bypass that 
allows the load lock to be pumped down to UHV. The gas line (yellow) is connected to a leak valve 
attached to the top of the ion source, and a mass flow meter at the other end.  
chamber and a load lock separated by a gate valve. An ion pump is used to maintain vacuum 
in the line. A TMP is also connected to pump the load lock, and for when the ion source is in 
operation. Figure 4-9 shows a schematic of the ion source line, and figure 4-10 shows its 
position within the system. The manipulator arms allow for samples to be transferred 
between all sections of the system without having to be removed to atmospheric pressure. 
This means in-situ measurements can be performed on samples before and after irradiation 
without the risk of outside contaminants.  
 
Application 
Before starting the ion source, the water-cooling valve is opened to provide a minimum flow 
rate 0.5 L/min. The sample is inserted into the load lock, which is then sealed with a Cu gasket 
between the knife edges of the two flanges. The lower gate valve is then opened, and the 
TMP switched on. Once pumped for at least one hour (ideally longer) this gate valve is closed 
and the second, upper gate valve is opened, allowing the sample to be moved into the 
sample chamber via the manipulator arm. The large pneumatic gate valve is opened, and the 
ion pump switched off so that the TMP is pumping the whole system. This is to protect the 
ion pump from the species introduced by the ion source, which can damage it if still powered 





Figure 4-10. Photo of the low-energy ion source (green box) and its dedicated UHV line (blue box). The 
possible movement of samples in the system between the different instruments, is represented by the 
red arrows. Each section can be isolated with gate valves. This shows that is possible to perform in-situ 
STM measurements before and after bombarding a sample with ions. 
using the flow meter to set a flow rate between 3-10 sccm. The ion source conditions are 
programmed, and it is switched on, igniting the plasma and beginning irradiation of the 
sample. Once finished, the leak valve is closed, and the pressure is allowed to recover. Once 
the pressure reaches below 5 × 10  mbar the large gate valve is closed, and the ion source 
turned back on. The sample is then moved back to the load lock, closing the upper gate valve 
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Defects in a WSe2 crystal 
In crystals of WSe2 and other TMDs, intrinsic defects are present from their formation which 
have been shown to influence their structural, electronic and optical properties. Whilst there 
has been progress in reducing or negating the effects of these defects [1, 2], another 
possibility is tailoring the material through defect engineering, to enhance or induce a 
property in the base material.  For example, defects have been found to enhance the 
hydrogen evolution reaction [3, 4], provide a method for tuning the bandgap [5], and tune 
the optical response towards the visible region [6]. They can also tune the magnetic 
properties of the layer [7-9] 
For control of these modifications to be realised, the defects must be characterised to 
understand the effect they will have. There are many predictions about the appearance of 
defects in STM images and they often contradict, making identification a nontrivial task [10-
12]. In this section a variety of defects in a WSe2 crystal are studied and an attempt is made 
to identify them. The local electronic modification of the LDOS due to the defects are also 
observed. The defects can also act as scattering centres for quasi-particles resulting in 
patterns in the LDOS. By exploiting this, we can probe the nature of the defect. This can 
reveal whether the defect carries a magnetic moment through the presence of spin-flipping 
scattering processes.  
 
 
5.1. The clean WSe2 surface 
The first step taken was to understand how the clean WSe2 surface appeared in STM. 
Measurements were taken on a crystal obtained from HQ Graphene at both room 
temperature and low-temperature using LN2. While less conductive than the Au standard, 
the surface could be scanned in the range ±3 V and with currents of up to 3 nA. However, 
most of the measurements were taken in the range of ±1.8 V due to the features of interest 
being closer to the bandgap edges. 
The structure of the WSe2 layer means that the atoms closest to the tip will be the Se atoms, 
with the W atoms in the layer below. Since the STM current decays exponentially with the 
tip-sample distance it is expected that the Se atoms contribute most to the tunnelling current 
and will appear brightest in the image. This is seen in figure 5-1(a) where the STM z-image 
shows a hexagonal pattern of bright spots corresponding to the top layer Se atoms. This 
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result is supported by a calculation by Altibelli for STM images on MoS2 with the chalcogen 
atoms appearing with the greatest intensity for most tip-sample distances [13], and 
experimental observations of WSe2 and MoSe2 [14, 15]. Combining STM and non-contact 
atomic force microscopy (NC-AFM) has also shown that the bright spots in AFM which have 
been identified as the top layer Se atoms, correspond to the bright spots in the STM images 
[16]. On the other hand, the W atom orbitals contribute more to the DOS than the Se atoms, 
so as the tip-sample distance decreases the W atoms contribution to the tunnelling current 
also increases. This leads to a situation as in figure 5-1(b) where the W atoms DOS 
compensates for the height difference and they appear much brighter, leading to a ring of 
alternating intensity much closer in intensity than before. However, in the calculations the 
tunnelling current superposition of the channels from the Se atom and the 3 surrounding W 
atoms experiences destructive interference resulting in the Se atoms appearing dark for 
much closer tip-sample distances. This prediction was confirmed for both the conduction and 
valence bands, but also revealed another pattern like that in figure 5-1(b), showing that the 
STM image is not always clear and many variables affect the appearance [17]. This pattern 
has also been observed on a MoSe2/BLG heterostructure where the assignment of atoms is 
the same at figure 5-1(b), yet the discussion mentions that at small tip-sample distances the 
contrast is governed by the metal and hollow sites [18]. Typically, very small tip-sample 
distances occur in constant current scans near to the CB and VB edges as the number of 
states decreases, and a change of contrast different to those in figures 5-1(a) and (b) was  
 
Figure 5-1. (a) STM image at +1.8 V of a clean area on the WSe2 crystal surface showing a hexagonal 
pattern of bright spots. The expected positions of the W (blue) and Se (green) atoms are shown in the 
overlaid diagram. (b) STM image at +0.8 V, 0.28 nA where the tip is closer to the surface and the DOS 
compensates for the height difference and displays bright rings surrounding hollow sites. The expected 




Figure 5-2. 𝑑𝐼/𝑑𝑉 spectroscopy of the bulk WSe2 crystal taken from an area clear of defects. 
observed. As it is very easy to crash the tip in such energy regions they were avoided in order 
to protect the tip. 
A spectroscopy measurement of the crystal is displayed in figure 5-2. The bandgap is about 
1.2 eV which agrees with the expected value of 1.2-1.3 eV. As discussed in section 2.3, the 
VBE in bulk is at the Γ point which can be seen as the rise in number of states below -0.95 
eV. The CBE is located at the Q point at about 0.25 eV. The position of the Fermi level close 
to the CBE indicates that the crystal is naturally n-doped, which is probably caused during its 
growth through the incorporation of dopants and defects. 
 
 
5.2. Defects: atomic scale characterisation 
Across the surface of the WSe2 a wide variation of intrinsic defects were observed in the STM 
images. They consisted of point defects occupying a single atomic site, or an extended defect, 
which affected a collection of adjacent sites. The distribution of defects appeared to be 
random with some scanned areas containing multiple defects of different types whilst others 
contained a single defect as shown in figure 5-3, which shows a selection of different defects 
across 3 different areas. The different intensity of the defects compared to the base surface 
reflects the effect they have on the structure and therefore the LDOS at the defect site and 
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the surrounding sites. The height of the defect with respect to the surrounding lattice can 
also affect its appearance, as a dip in the surface will appear as a dark hole barring any 
additional contributions from the LDOS. These two factors mean that defects will appear 
quite different depending on their type. However, the structure of the defect is not always 
obvious from the experimental images. 
While most of the defects are located on the surface, some of them are sub-surface, which 
can put strain on the layers and affect the local electronic behaviour around the defect site. 
This results in areas of local depression or protrusion as seen from the area marked D in 
figure 5-3. These areas can be seen across the sample and the region they cover can vary in 
size. The depth of the defect under the surface can affect the intensity and spread of the  
 
Figure 5-3. STM images taken from different regions at bias voltages (a) -1.0 V, 0.89 nA (b) +1.3 V, 0.76 
nA, and (c) +1.4 V, 0.44 nA, showing a collection of defect types. The images were taken using different 
tips, both W and Pt-Ir. 
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LDOS modification, as seen for S vacancies buried in MoS2 [19], however this defect type was 
not explored in sufficient detail for a conclusive description. Another observed defect, which 
is not strictly intrinsic to the material, is marked F in figure 5-3 and consists of a triangle of 
bright points located on Se atomic sites. This trimer defect has been previously seen on the 
surface of WSe2 and was explained as a local breaking of bonds due to pulsing the tip above 
the surface [20]. The pulses to create such a defect must be small and just above the 
threshold of defect creation, otherwise much larger extended defects are usually formed [20, 
21]. This is consistent with the experiment here as the tip was often gently cleaned with small 
pulses prior to scanning, which explains why these defects are observed on the surface. 
The features marked B in figure 5-3 appear as a slightly brighter ring surrounding a hollow 
site, which implies that they cover 3 Se atom sites and 3 W atomic sites. The pattern does 
not appear to favour either the Se or W sites, spreading almost equally over both and is very 
local to these sites, without spilling out into the surrounding region. An interesting property 
of this defect is its bias dependence, which can be seen in figure 5-4. The STM images show 
the same region scanned at ±0.8 V, with the defect clearly seen as before at +0.8 V and then 
almost completely vanishing in the image at -0.8 V. The image from figure 5-3 was taken at -
1.0 V where it is visible, showing that DOS of the defect change quite significantly over 0.2 
eV energy range. A possible explanation for this is that the states induced by the defect are 
present at certain energies and not others. This could mean there are defect states located 
at -1.0 V and +0.8 V resulting in the bright ring, but not -0.8 V where it is not present. This 
means however that this defect does not appear to have made any clear surface structural 
change, which would be visible at energies without defect states. Another  
 
Figure 5-4. Images of the same defect taken at ±0.8 V showing as a localised bright spot in the 
conduction band, and almost vanishing in the valence band. Currents are 0.3 nA and 0.17 nA on the 
left and right respectively. 
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possibility is that the defect state acts to deplete the region instead, negating the topography 
of the defect and rendering the area featureless at energies of the state. This is perhaps a 
better conclusion as from the very local nature of the defect it is likely to be situated in the 
surface layer or just below, in which case the structure of the defect will contribute to the 
tunnelling current. As for the type of the defect it is difficult to tell from the STM images 
alone, as the structure is unclear. 
Since the LDOS is a function of the energy and the dI/dV  is a function of bias voltage, 
spectroscopy can be used to investigate the electronic structure of the material. Single point 
spectroscopy was used to try and determine the states induced by defects as a tool to help 
determine their nature. Several simulations have predicted the existence of these states in 
the conduction and valence bands, as well as the bandgap, which could help to identify the 
defect based on their signature electronic modification. In figure 5-5(a) an STM image of a 
defect from the surface is shown which displays a depression or depletion covering 3 Se 
atomic sites. Across this defect a series of point spectroscopies were taken in the direction 
shown by the black arrow, and the resulting spectra are displayed in figure 5-5(b). The 
bottom 2 curves and the top curve show no variation from the base WSe2 spectroscopy, but 
the other 4 show a clear modification to the states just within the valence band edge. The 
central purple curve was taken from the centre of the defect and displays a new state at  
 
Figure 5-5. (a) STM image at +1.5 V, 2 nA of an extended defect displayed as a dark depression covering 
three Se sites and 4 metal sites, with the proposed sites affected marked in red. The W and Se sites are 
blue and green respectively. (b) A series of point spectroscopy measurements were taken from the 
points marked in the inset of (a) and the resulting curves are displayed. States in the valence band 
induced by the defect are shown for measurements at the edge and centre of the defect, with 




-1.5 V and what appears to be the beginning of another state further into the band. The 
green and yellow curves were taken at the edges of the defect and both reveal a strong state 
appearing, with its peak a little deeper into the valence band. These edge states are likely 
due to dangling bonds created from the removal or change of atoms at the defect [10]. For 
this defect the bandgap edges are unaffected and there are no states in the bandgap as many 
are predicted to have, making it difficult again to assign it a type. From the structure it looks 
like the removal of the 3 top-layer Se atoms; since the spectroscopy reveals little variation in 
the LDOS across the defect at +1.5 V, which is the bias of the STM image, purely electronic 
effects can be ruled out.  
One of the most common defects observed on this sample is displayed in the STM images of 
figure 5-6(a)-(c). This type of defect shows as a triangular shaped dark depression centred on 
a Se atomic site, which is observable at all bias. The centre site is not completely dark as 
shown in figure 5-6(a) where it is still relatively bright, which is likely due to some tunnelling 
signal from the Se atom in the bottom layer as they are coincident. Those in figures 5-6(b)-
(c) are more typically observed, and often show a faint surrounding star shaped arrangement 
of dark points. This pattern is due to LDOS changes from the defect rather than a structural 
effect. The position of the defect and its very local nature suggest it is a Se monovacancy 
with the proposed defect structure shown in figure 5-6(d). The position of the defect in the 
top layer rather than the bottom layer is because there is a high chance of it recombining 
with the removed Se atom or another interstitial atom if it was in the bottom layer. In 
contrast, surface Se atoms can more easily migrate away from the vacancy site or can be 
moved by the STM tip. The clear local nature of the defect is another indicator, with 
subsurface defects tending to extend over a larger area as mentioned previously. 
This defect has been observed in several other cases of STM experiments on WSe2 and similar 
TMDs, with the majority concluding that it is a Se (or S) vacancy, and noting its high 
occurrence [11, 22-24].  Given the low formation energy of the Se monovacancy the 
frequency of this defect is not surprising [7], and it is likely these defects were introduced 
into the crystal sample as it was mechanically exfoliated immediately prior to being placed 
into UHV. Simulations of this defect also generally agree with the experimental results, with 
most describing the defect as a depression of a single site with a slight contrast in the centre, 
which is exactly as observed here [11, 25, 26]. An STM study on PtSe2 imaged the S 
monovacancy as a dark depression like others, while their calculations indicated a brighter 
hexagonal halo on neighbouring sites [27]. This indicates the electron trap states formed 
inside the bandgap. 
The dark star shape pattern surrounding the defect in figure 5-6(c) has been seen by other 
groups which they assigned instead as a Se or S vacancy filled with an O substitution atom 
[12, 28, 29]. In these cases, annealing at 600°C was used to create chalcogen vacancies which 
were observed alongside the O substitutional defects, and identified as a dark depression 
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with 3 bright lobes surrounding. The O impurities are usually introduced during the growth 
processes due to the reactants, but they could also be introduced during the exfoliation and 
transfer procedure and migrate to the vacancy sites during annealing [29]. Two of the groups 
also used NC-AFM to compare defects and their position in the top or bottom layers, 
revealing slightly different STM appearances between them. The defects in this sample from 
figures 5-6(b) and 5-6(c) are closer in appearance to those observed in the top layer. STS 
measurements were taken too and while the chalcogen vacancies show in-gap defect states 
consistent with their calculations, the O substitutional defects showed no gap states at all, 
which matches with spectroscopy taken from the defects on our sample.  
Since the defect is originally a Se vacancy, it is possible that the LDOS they observed in the 
surrounding dark star pattern has little contribution from the O substitutional atom and  
 
Figure 5-6. (a) STM image at +1.8 V showing a collection of point defects centred on Se atomic sites. 
The defect appears as a dark depression with some contrast remaining in the centre. (b) STM image at 
+0.5 V, 0.26 nA showing the same defect type. (c) Zoomed image of (b) with the atomic lattice filtered 
out. The defect now appears darker in the centre with a surrounding pattern of 6 dark spots arranged 




reflects mostly the vacancy; hence why this pattern is also observed in both cases, however, 
a full range of bias measurements would be needed to confirm this. Overall the evidence 
points towards this as an O substitutional atom in a Se monovacancy site, however as always 
with STM images it is difficult to identify simply from its appearance and there are many 
inconsistencies in the literature of this defect contrast. The local STS does support it, 
however the overall n-doping of the crystal is consistent with chalcogen vacancies [19]. 
Another defect observed was the bright triangular defect displayed in figure 5-7(a)-(b). These 
two images were taken at 2 different bias voltages above and below the bandgap, and both 
show a bright triangle of 3 Se atomic sites with the intensity extending onto the neighbouring 
Se sites. The dark streaks at the top right of the defect in figure 5-7(a) are a tip effect and 
unrelated to the defect features. The inset in 5-7(a) shows another area of the sample with 
multiple defects of this type, indicating that this is another defect with a high density 
observed on this crystal sample. Many defects have been observed to have a triangular shape, 
due to the symmetry of the lattice so clarifying the type is not simple.  
On MoS2 this defect has been found consistent with either the S divacancy or S interstitial 
models [24]. The divacancy defect was considered due to a simulation that predicted these 
defects appear as a bright triangular protrusion in STM images [10]. However, a Vs2 would be 
centred on the Se atomic site whereas here the centre of the defect must be either above a 
W atomic site or a hollow site due to the 3 surrounding bright points in figure 5-7(a) clearly 
being situated on Se sites. Therefore, it is unlikely this is due to a Se divacancy. The other 
defect considered is the interstitial atom, which has been assigned to a S atom as in the 
above reference, or a metal atom as in the case observed in TiSe2 [30]. For the TiSe2 the 
defect was very bias dependent and almost completely vanished at positive bias, showing its 
electron donor character, and was only expected to occur in metal self-doped samples where 
there is an excess of metal atoms during growth. The metal atom interstitial in other TMDs 
is also expected to have a high formation energy and have an extremely low concentration 
at thermodynamic equilibrium which means the metal interstitial is unlikely to be the cause 
of this defect [31]. Other interstitial atoms such as chalcogen atoms and impurities such as 
O have lower formation energy and are predicted to have a higher concentration. A similar 
triangular defect has been assigned to the O interstitial in WSe2, for the case where the 
monolayer was CVD grown. The position of this interstitial in the monolayer is usually put on 
top of a Se site, however since this is a bulk crystal its configuration is expected to be different 
as it now lies in the Van der Waals interlayer gap [31]. It could now be placed in the hollow 
site or below a W atom, but calculations have shown for MoS2 that the hollow site has a 
higher formation energy for S interstitials [7]. This leaves the W atomic site as the most viable 
position as the proposed structure shows in figure 5-7(c). Another possible defect this could 
be from its position is a substitution of a W atom by one or two Se atoms, however 




Figure 5-7. (a) STM image at +1.1 V, 0.21 nA showing triangular shaped defect with bright spots across 
three Se atoms and the centre. Top right inset showing another area with multiple of this defect type. 
Bottom left inset showing the expected atomic positions of W (blue) and Se (green), and a Se or O 
interstitial atom (red). (b) STM image at a different bias of -1.0 V, 0.89 nA showing this defect 
appearing as a bright triangle extending over a slightly larger area. The proposed atomic positions are 
shown in the inset. (c) Proposed structure of the defect as a Se or O interstitial atom. 
 
 
5.3. Quasi-partial interference (QPI) from defects 
The patterns observed from these defects, especially in dI/dV images can be used to 
investigate the scattering properties of the defect. As mentioned in section 3.2.4 FT-STS can 
be used to identify the processes by which the electrons or holes scatter by, thus revealing 
information about the local electronic properties. In the case of individual defects, this 
information can potentially be used to identify whether spin-flip processes occur, through 
which the quasi-particles scatter between two valleys with opposite spin. This is predicted 
to only be possible for defects which hold a magnetic moment [32, 33]. 
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Most point defects such as the Se vacancy are not expected to have a magnetic moment and 
so their QPI patterns should reflect this [34, 35]. Other types of point defect can be seen 
marked A and F in figures 5-8(a) and (b) which due to their similar pattern and location are 
expected to be a vacancy or substitution atom in lower layer. The position of the defect 
marked F appears to be centred on a W site. Around the defects the local electronic 
perturbation is already seen in the z image, and this pattern can be seen clearly in the dI/dV 
image in figure 5-8(c) which represents the LDOS without the topography. This pattern 
appears like a star and extends over the neighbouring sites whilst remaining very local. The 
energy at which the dI/dV image was taken is near to the conduction band edge, so the 
Qand K valleys are the only bands expected to contribute to the scattering. 
 
Figure 5-8. (a) STM image at +0.8 V, 0.01 nA showing Se monovacancies marked A and another type 
of point defect marked F, which is centred on a W site. (b) STM image at +0.8V, 0.41 nA showing the 
same defects imaged with different current conditions. (c) 𝑑𝐼/𝑑𝑉 map at +0.6 V, 0.41 nA showing the 




Figure 5-9. (a) FT-STS from the 𝑑𝐼/𝑑𝑉  in figure 5-8(c). The 6 bright outer points are the reciprocal 
lattice points, and the points at the 𝑀 point of the Brillouin zone are due to scattering at the defect. 
(b) Schematic drawings of the CEC and JDOS maps just above the conduction band edge. The CEC shows 
potential spin-conserving scattering processes labelled 𝑞  and 𝑞 , which are then marked on the JDOS 
map by the same green arrow. These scattering vectors result in a feature at the 𝑀 point.  
Taking a FT of the dI/dV image in figure 5-8(c) results in the FT map shown in figure 5-9(a). 
The 6 bright points arranged in a hexagon and marked G are the reciprocal lattice vectors 
due to the Se-Se lattice spacing of 3.28 Å of the surface. Points further out that these that 
are seen in this map are second order vectors. The Brillouin zone (BZ) is marked by the black 
hexagon, with the critical points marked. At the edges of the BZ at the M points another set 
of points are seen, which are the result of scattering processes and are not seen from defect 
free regions. By taking the vector length and direction and comparing to the CEC expected 
at this energy level, shown by the CEC schematic in figure 5-9(b), the possible scattering 
channels can be identified using the JDOS method described in 3.2.4. The resulting 𝑞 
scattering vector for two processes either between two Q valleys of the same spin labelled 
𝑞  , or a Q valley and a K Valley with the same spin labelled 𝑞 , give points in the JDOS map 
along the Γ - M  direction. Whilst both processes are possible, it is more likely to be 
predominately the 𝑞  process, as the reduced sensitivity to the K valleys means a reduced 
tunnelling probability of processes involving them, and at the same energy tunnelling from 
the Q  bands will dominate [33, 36]. This is also likely a factor in why other scattering 
processes involving the same spin valleys are not observed, as well as the fact that most of 
these channels will have a larger 𝑞 and therefore are dominated by smaller 𝑞 processes. This 
pattern is typical of most of the point defects observed across this sample. 
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Spin-flip scattering process in magnetic defects 
One type of defect exhibited different properties in its QPI pattern compared to the defect 
seen previously. An STM image of the defect is displayed in figure 5-10(a), showing a bright 
triangular shaped protrusion centred on a dark depression. This image has been drift 
corrected post-scan and overlaid with a transparent image of the atomic lattice, which was 
obtained by taking the FT of the image and filtering out everything but the reciprocal lattice 
vectors. This allows for greater clarity in identifying atomic positions, and the location of the 
W atoms in the second layer are seen as the middle contrast site and the Se as the bright 
protrusions as before. Using this, the dark centre of the defect can be assigned to a W site 
and the surrounding three Se sites as marked by the red sites, with the bright triangle pattern 
located on next nearest Se atoms. There is also a local depression surrounding the defect. 
The proposed site of this defect suggests it could be a W vacancy, which have a high 
formation energy and are not expected to have a very high concentration [31]. This would fit 
with the low number of these defects observed, however, they are also expected have a low 
stability due to the tendency of the surrounding chalcogen atoms to subsequently form 
vacancies around metal vacancies and form a defect complex of VWSe3 [5]. The W vacancy has 
also been proposed to be the most common type of defect in WSe2 rather than the Se 
 
Figure 5-10. (a) STM image at +0.5 V, 0.26 nA of a defect centred on the W atomic site. (b) Proposed 
structure of the defect as a full column vacancy of 6 Se atoms and the W atom. The atomic positions 
of W (blue) and Se (green) are marked, and the red circles represent W and Se vacancies. The white 
triangle marks the bright triangular feature observed surrounding the centre. 
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monovacancy, appearing simply as a dark depression with the surrounding Se atoms 
appearing lower and a trigonal spatial distribution in the LDOS, whilst at other bias voltages 
having a surrounding bright triangle pattern [14]. Whilst the high concentration they 
observed does not match with this sample, the defect appearance is very similar. 
Other possibilities are the defect complexes of a W vacancy and the top 3 Se atoms VWSe3, or 
a W vacancy and all 6 of the bonded Se atoms in both layers VWSe6, as represented in figure 
5-11(a). Again, both have very high formation energies, but it would have been possible to 
form them from the mechanical exfoliation of the surface or during the annealing before 
scanning. Being such large vacancies, the structure of the surface is certainly affected 
meaning that the dark depression is almost certainly a topographic effect in figure 5-10(a) 
assuming this defect type. The surrounding bright ring could be due to a combination of 
 
Figure 5-11. (a) Optimised geometric structures of the defect complexes VMoS3 and VMoS6, indicating 
their formation energies for the monolayer (top) and bulk (bottom) in the neutral state (b) JDOS maps 
calculated at the bottom of the CB for both spin-conserving and spin-flipping scattering processes. The 
proposed spin-flip process is marked by the arrow. [7, 33] 
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dangling bonds or a renormalisation of the bonding and structure that could lift the edges 
around the defect. The different appearance of these two complexes in STM is unknown as 
they have not been reported so far, however considering the appearance of the Se vacancies 
it is very likely the bottom layer Se atoms in the VWSe3 complex will contribute to the 
tunnelling current giving this a less pit like appearance. This leans the type towards the VWSe6 
with the proposed structure for it displayed in figure 5-10(b). However, again it is difficult to 
identify it purely from the STM image appearance. 
A dI/dV image of the defect shown in figure 5-10(a) is displayed in 5-12(a), with the defect 
appearing as a larger depression with a bright centre and a surrounding star pattern. Around 
this type of defect, a bright ring was observed covering a large area with a radius of about 
2.6 nm under these tunnelling conditions. This could be trapped charge or another 
phenomenon, but so far, no further investigation of this feature has been done. The FT-STS  
 
Figure 5-12 (a) 𝑑𝐼/𝑑𝑉 image at +0.5 V, 0.26 nA of the defect shown in figure 5-9(a). The defect appears 
as a dark depression with a bright centre spot and is surrounded by a bright ring with radius of about 
2.6 nm at this energy. (b) FT-STS of the defect in (a). The reciprocal lattice points are marked G. 6 
features are observed along the Γ-𝐾 directions just inside the 𝐾 points, as marked by the example red 
circles. (c) CEC and JDOS maps showing the spin-conserving processes 𝑞  and 𝑞  in green and a possible 
spin-flip process 𝑞 . . in yellow. The 𝑞  and 𝑞 . . scattering processes give a feature between Γ and 𝐾, 
as indicated by the white arrow in (b). 
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derived QPI is shown in figure 5-12(b) revealing a different pattern to that of the point defect 
shown in figure 5-9(a). There are 6 points located along the Γ-K direction, about 3/5 of the 
way to the K point. Figure 5-11(b) shows the JDOS maps calculated for both spin-conserving 
and spin-flipping scattering processes for defects in WSe2, for a similar experiment [33]. In 
their case only defects with the spin-conserving routes were observed. The JDOS maps match 
well with our results, showing that the most intense features starting at the Q point and 
spreading towards K  along the Γ-K  direction correspond to processes involving spin-flip. 
These features are marked by the arrow. Previously points were seen just beyond the M 
points however they are not observed here, even though some intensity is predicted. The 
large intensity spot at the centre is caused by noise in the dI/dV map, therefore, limiting the 
ability to observe any intravalley scattering contours in this case. The vertical and horizonal 
lines are due to systematic noise in the image and are observed from all areas independent 
of the defect. 
This image was taken at +0.5 V which puts it about 0.2 eV above the CBE. This means that 
the CEC will include one Q valley and two K valleys, as the spin-splitting of the Q bands in the 
CB is just above 200 meV [32]. A schematic of the CEC is seen in figure 5-12(c) showing 3 
possible scattering processes based on the direction of the features observed. The direction 
of these points is important as it means the scattering processes can now include the spin-
flip scattering process marked as 𝑞 . . and the yellow arrow in figure 5-12(c). Other scattering 
processes with similar length and direction could be between the Q and K valleys with same 
spin marked 𝑞  in figure 5-12(c) or even with opposite spin, however this would face the 
same problem with the measurements being more sensitive to picking up Q ↔ 𝑄 processes 
than those involving K valleys [33]. The process marked 𝑞  between two K valleys is another 
along this direction, but with a longer vector, which will be located at the K point itself. This 
type of process has only been observed for some energies from non-magnetic defects and is 
very weak when it does appear [33]. However, the QPI pattern reveals no features at the K 
points meaning this process can be disregarded. Comparing the features here with the two 
JDOS maps in figure 5-11(b), point towards this process existing on the spin-flipping map due 
to its position. There is a weak intensity on the spin-conserving map however the complete 
lack of feature at the M point which should be far more intense, shows this spin-conserving 
process is not occurring. For a metal centred defect that is not magnetic, this would be very 
unusual due to the selection rules in section 3.2.4.; therefore, this absence is likely due to 
the smaller 𝑞 scattering vector of the spin-flip process between two adjacent Q valleys (or 
Q ↔ K) dominating the QPI pattern. 
The evidence from the FT-STS derived QPI pattern points towards this being a defect with a 
magnetic moment which enables the spin-flip processes to occur as described in section 3.2.4. 
From the types of defects that match the topographic appearance, only the VWSe6 defect is 
predicted to be magnetic with a moment of 6 µB [7, 34], making it very likely that it is this 




The WSe2 crystal surface revealed a host of different intrinsic defects of varying type and size. 
From these two of the most common point defects were examined and identified. These 
were the top layer Se monovacancy and the interstitial atoms situated below the metal atom 
site. The interstitial species could be either Se or O, with further work involving alternate 
methods required to narrow this down. 
The QPI patterns due to electron screening around the defects allowed us to probe their 
nature. From a common metal site centred defect, FT-STS derived QPI patterns indicated 
characteristic features associated with spin-conserving scattering processes, which is 
expected for non-magnetic defects. A larger defect complex was also observed with the 
structural appearance suggesting a local column defect involving all three layers of the WSe2 
sandwich; this defect type has been predicted to exhibit a magnetic moment. This was 
confirmed by the scattering processes present in the FT-STS, which now strongly suggest a 
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This chapter focuses on a 1H-WSe2/Au(111) heterostructure which displayed a complex 
electronic structure. Initial observations from STM of the moiré superlattice indicate an 
incommensurate system, and the similarities and differences of the STS measurements with 
the expected 1H-WSe2 are noted. ARPES measurements are then presented to further 
confirm this perturbed electronic structure. The effect of substrates has been previously 
seen in similar systems [1, 2], however the simple hybridisation explanation does not appear 
to hold here. Therefore, a comprehensive study involving QPI patterns to probe the 
electronic structure of the heterostructure, combined with ARPES and theory is used to 
identify the root of the complex system. 
 
 
6.1. Moiré super-lattice 
At the heterostructure interface, one of the forms of interaction is due to the moiré potential, 
which arises from the mismatch in lattice parameters between 1H-WSe2 and Au of 0.329 nm 
and 0.288 nm respectively. The STM image shown in figure 6-1(a) shows a clean area of the 
surface with the moiré super-lattice clearly visible over the atomic lattice structure of the 
1H-WSe2. The super-lattice manifests as a repeating triangular pattern covering about 3 1H-
WSe2 atomic sides. Figure 6-1(b) shows a FT-STS of the inset image, showing the 6 lattice 
points of the 1H-WSe2 and Au marked by 𝐺  and 𝐺 . The points due to the moiré super-
lattice are marked by the white circles and are arranged into two groups. The first form a 
hexagonal pattern surrounding the centre. They each consist of two points, arranged with 
one closer to Γ than the other, and correspond to the primary 1st order moiré vectors. The 
second group of points is observed around these primary points and close around Γ, and 
they produce a secondary moiré. This secondary moiré produces a lower frequency 
hexagonal pattern of bright spots in the STM images, with a spacing of 23 Å. Both real space 
contributions to the pattern are seen when the moiré super-lattice is isolated in the FFT, as 
done in figure 6-1(c).  
All the features from the lattice points and moiré points are overlaid on the FT-STS in figure 
6-1(d). The 1H-WSe2 and Au reciprocal lattice points are represented by the white and red 
dots respectively, and it can be clearly seen that the orientation of the 1H-WSe2 monolayer 
is rotated by about 25°±1° from the Au substrate. The red hexagon marks the first BZ showing 




Figure 6-1. (a) STM image of an area of the 1H-WSe2 monolayer surface, which is clear of defects and 
showing the moiré pattern. (b) The FFT of the inset z-image showing the 6 lattice points of the 1H-
WSe2 and Au marked as 𝐺  and 𝐺  respectively, and the points corresponding to the moiré super-
lattice. The two points highlighted by the outer white circle are the primary moiré vectors, and the 
points surrounding the centre highlighted by the larger circle are due to the secondary vectors. (c) 
Image showing the isolated moiré pattern from the FFT. The secondary moiré pattern is the larger 
hexagonal pattern of points spaced by 23 Å. (d) FFT with an overlay showing the position of the lattice 
vectors and moiré points. The BZ is marked by the red hexagon. (e) Decomposition of the FFT. The two 
lattice vectors are shown with black for 1H-WSe2 and red for Au(111) and arranged 25 degrees to each 
other. The vectors between these G points are represented by the green Gs1 and purple Gs2 vectors, 
which are then plotted from the centre to give the primary moiré points. The aqua vector between Gs1 




a diagram describing the vectors involved in the construction of the moiré super-lattice. The 
vectors G  and G  between adjacent lattice points of the 1H-WSe2 and Au correspond to 
the vectors from the centre out to the moiré points observed in the FFT, proving that is their 
origin. The secondary moiré pattern comes from the vector between these two primary 
moiré points as denoted G . The same moiré pattern and orientation is observed from every 
area scanned on the monolayer, which is as expected due to the two single crystals used. 
This also suggests there is either no local reconstruction or a large-scale reconstruction of 
the Au or 1H-WSe2 at the interface. 
A simulation of the resulting geometries at the interface was done to simulate the FFT with 
different twist angles between layers. The STM currents was approximated as, 
𝐼 𝑧, ?⃗? = 𝐶 𝜌 𝐸, ?⃗? 𝑒 ( ) ( ⃗)𝑑𝐸 , (6-1) 
where 𝜌 (𝐸, ?⃗?) is the surface LDOS. Assuming the LDOS and the wavefunction decay rate 
are approximately constant in energy gives, 
𝐼 𝑧, ?⃗? ∝ 𝜌 ?⃗? 𝑒 ( ⃗) , (6-2) 
where 𝜌 ?⃗? = 𝜌 ?⃗? + 0.1 × 𝜌 ?⃗? . The separate LDOS for 1H-WSe2 and Au(111) are 
shown in figure 6-2(a) and (b) respectively for a 27.5° twist angle. At constant current, 
𝜌 ?⃗? 𝑒 ( ⃗) = 𝜌 ?⃗? 𝑒 ( ⃗ ) so the tip height variation is,  
𝑑𝑧 ?⃗? = 𝑧 ?⃗? − 𝑧 ?⃗? ∝ ln
𝜌 ?⃗?
𝜌 ?⃗?
 , (6-3) 
A Fourier transform of eq. 6-3 was performed for twist angles 25°, 27.5°, and 30° and the 
results are shown in figure 6-2(c). The lattice constants of 1H-WSe2, the LDOS of which is 
shown in figure 6-2(b), are represented by the bright spots in the FFT. For the 27.5° and 30° 
rotation the 6 points can be seen arranged in a hexagon, while the 25° rotation shows 4 
clearly with the other 2 points reduced in intensity. The moiré super-lattice for the 25° and 
27.5° twist angles are constructed from the arrays of points around the K points, and the 6 
points close around the Γ point. The 30° case is an ideal situation where the super-lattice is 
commensurate with the symmetry points of the 1H-WSe2, so the primary moiré vectors are 
equal and therefore only a single point is observed around the K point and at the Γ point. As 
can be seen, the FFT with a twist angle of 25° matches very well with the experiment FFT 
shown in figure 6-1(d) agreeing with the proposed twist angle of about 25°. The evolution of 
the moiré pattern’s size and shape with a small rotational variation shows the importance of 
the twist angle on the resulting heterostructure’s electronic structure, as even a small 





Figure 6-2. Calculated LDOS functions of (a) honeycomb 1H-WSe2 orientated at 47.5° and (b) hexagonal 
Au orientated at 20° with a clockwise rotation. The area is 2x2 nm2. (c) FFTs of the tip height variation 
based on the LDOS function for different twist angles. The 6 bright points correspond to the 1H-WSe2 
lattice points. The moiré pattern is represented by the points around the 𝐾 points, and the 6 point 
directly surrounding Γ, or the single point in the 30° case.  
 
 
6.2. Spectroscopy: Electronic band-structure 
Point spectroscopy from the different 1H-WSe2 flakes was taken to help identify them and 
determine the critical points of the electronic structure. The measurements confirmed them 
as 1H-WSe2 due to the presence of the bandgap (quasi-particle gap) and a difference from 
measurements on the Au substrate. The two curves shown in figure 6-3(a) show the dI/dV 
spectroscopy taken from the monolayer and few-layer flake. The monolayer shows a 
bandgap of about 2 eV; the few-layer flake has slightly shorter gap of 1.6 eV. The influence 
of interlayer interactions can be seen between these two flakes, when compared to the bulk 
bandgap value of 1.2 eV from figure 6-3(b). This agrees with the literature, which highlights 
the strong thickness dependence of the electronic structure due to interlayer coupling [3-5]. 
Another difference is the Fermi level position relative to the band edges between the bulk 
crystal and the layers on Au(111) is shifted to the left, indicating that the heterostructure 




Figure 6-3. (a) 𝑑𝐼/𝑑𝑉 spectroscopy of the monolayer area (blue) and the multilayer area (red). The 
curves are slightly offset for clarity. (b) 𝑑𝐼/𝑑𝑉 spectroscopy of the bulk WSe2 crystal. 
 
Identifying the critical point states 
From these curves it is difficult to clearly identify the edges of the conduction and valence 
band, and the other critical points. Therefore variable-z spectroscopy (𝜕𝐼/𝜕𝑉)  was 
performed to account for the change in signal at different bias and allow for the detection of 
these quickly decaying states, as described in section 3.2.3. In figures 6-4 and 6-5, 
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measurements from the monolayer and multilayer flakes of the valence band and 
conduction band edges are shown respectively, which display the location of these critical 
points much clearer. The valence band spectroscopy for the monolayer is shown in figure 6-
4(b), with a strong peak at -1.58 eV and a weaker peak at -0.88 eV. The K  state is the valence 
band edge for monolayer 1H-WSe2 and therefore the peak at -0.88 eV, which is the last 
observable state before the bandgap, can be attributed to it. The fact the peak is still weak 
even in the (𝜕𝐼/𝜕𝑉) , supports this, as the K states with their larger 𝑘∥ will be weaker than 
other critical points. The much stronger peak at -1.58 eV, suggests a state with a smaller 𝑘∥; 
its deeper position in the valence band shows it is the state at the Γ point. Further proof of 
the identity of these states comes from the energy separation between them, Δ = ~0.7 
eV which is supported by a previous study using this method [6]. The slight differences can 
be explained by the use of a Au(111) substrate rather than HOPG. Between these peaks is 
the state at the K  point, which is the lower energy level band of the spin-split K valley.  
 
Figure 6-4. (a) 𝑑𝐼/𝑑𝑉  spectroscopy on the 1H-WSe2 monolayer with the proposed critical points 
marked. Variable-z spectroscopy of the valence band (b) and the conduction band (c), showing the 
features of the critical points much clearer than the 𝑑𝐼/𝑑𝑉.  
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This is located at -1.3 eV, which gives an energy separation between these two K states of 
0.42 eV, in agreement with experimental [6] and theoretical [7] results of splitting due to 
spin-orbit coupling. 
For the multilayer flake, the (𝜕𝐼/𝜕𝑉)  of the valence band edge is very different to the 
monolayer as expected. From figure 6-5(b) the spectroscopy now shows 3 clearly separated 
peaks with the highest at -0.78 eV, indicating a slight shortening of the bandgap from this 
side. Since the expected valence band edge is now at Γ, this peak can be assigned to the state 
at this point. The intensity of this peak and the peak next to it, and the difference with the 
smaller peak at -1.35 eV suggests the neighbouring peak is of a similar nature and a  Γ state 
as well. What is unusual is the proximity of these states, as simulations typically show the 
separation is larger and the top K state is between them. A possible explanation for this shift 
could arise from the additional interaction with the substrate, as the Γ states consist of out-
of-plane W-d  and Se-p  orbitals and so are more likely to be affected by perturbations in 
the z-direction. The smaller peak here could be the top of the second K state, although it is 
difficult to determine without supporting evidence. 
The conduction band (𝜕𝐼/𝜕𝑉)  for the monolayer flake is shown in figure 6-4(c), displaying 
a main peak at 1.1 eV, and a very weak peak at 0.85 eV indicated by the red arrow. Due to 
the nature of the 1H-WSe2 band-structure, the K and Q valleys of the conduction band are 
almost degenerate in energy and therefore their peaks in spectroscopy will overlap, making 
determination of the two states difficult. Some calculations describe 1H-WSe2 as a direct 
band-gap semiconductor, where the direct gap lies between the K points of the valence and 
conduction bands. From this, it could be said that the strong peak at 1.1 eV can be assigned 
to the Q point and the weak peak to the K  point, which would mean a shorter bandgap of 
about 1.75 eV for the monolayer. However, even in these cases the conduction band edge is 
shown to be almost degenerate in energy between the K and Q critical points, whereas here 
there is a relatively large gap of 0.25 eV, suggesting that this assignment is not correct. 
Furthermore, some calculations predict that it is the Q point instead at the conduction band 
edge closely followed by the K point. This would mean that the peak at 1.1 eV overlaps with 
the K peak, and the lack of any obvious second peak can be explained by the larger 𝑘∥ of the 
K state compared to the Q state; meaning a much weaker STM signal. This arrangement is 
supported by experimental observations using the same technique with additional (𝜕𝑍/𝜕𝑉)  
and decay constant 𝜅 measurements [6], and PL measurements of the direct and indirect 
optical gaps [8]. Comparison with the (𝜕𝐼/𝜕𝑉)  from the multilayer conduction band in 
figure 6-5(c) also helps to identify the Q state, as it is now the conduction band edge and 
attributed to the lowest peak at 0.8 eV. Like the monolayer this is the largest peak. The shift 
of the Q band reveals another smaller peak at 1 eV, which is likely due to the K state. The p-
orbitals making up the Q band consist of the Se-𝑝 , -𝑝 , and -𝑝  orbitals whilst the K band 
only has Se-𝑝 , and -𝑝 . Since the interlayer coupling is mediated by the Se atoms, the out-
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of-plane Se-𝑝  explain why the Q point shifts more than the K point. This suggests that the 
Q and K peaks overlap when thinned down to the monolayer.  
This leaves the weak peak in the monolayer conduction band marked by the red arrow 
unaccounted for. While certain defects can induce defect states at the edges of the 
conduction and valence bands, the measurements here were taken from areas free of 
defects so this can be ruled out. This peak is not the only anomality from the measurements; 
looking within the bandgap of the monolayer spectroscopy in figure 6-4(a), there are bumps 
throughout and it begins to curve upwards before the determined bandgap edges. 
Comparing this to the bandgap of the few-layer flake in figure 6-5(a), which shows a 
completely flat region indicating the expected absence of states, suggests the presence of 
other bandgap states in the monolayer. As this sample has been placed on a metallic 
substrate, it is expected that the conduction within the bandgap is raised due to the presence 
 
Figure 6-5. (a)  𝑑𝐼/𝑑𝑉 spectroscopy from the multilayer WSe2 flake with the proposed critical points 
marked. Variable-z spectroscopy of the valence band (b) and the conduction band (c). 
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of the Au(111) states to allow for tunnelling to be possible. These states though are from the 
continuum of metal states, which should result in a near flat DOS as seen in the dI/dV 
measurements from Au(111) presented earlier in chapter 4, except for the localised surface 
state at around -0.46 eV. These new features therefore cannot simply arise from the 
presence of Au(111) states and must be from the interlayer interaction between the two 
layers. This could be due to hybridisation of the bands if the orbitals have sufficient out-of-
plane momentum to overlap, such as around the Γ point. Another possibility is that the new 
states arise from the effect of the moiré super-lattice. The new periodicity could induce 
band-folding, resulting in a mixing of bands around the bandgap edges as well as the shifting 
of states to new positions. If the potential is strong enough, minigaps could also appear 
where the states mix. However, STS measurements alone are not enough to determine this. 
 
 
6.3. ARPES: Optical band-structure 
ARPES measurements were taken to help clarify the electronic structure in the valence band 
of the heterostructure. Measurements were taken from regions on both a thicker flake and 
the monolayer investigated with STM, as the thicker flake was expected to be “de-coupled” 
from the interface interaction and provide a base for comparison. The thicker flake used was 
much larger than the multilayer flake measured with STS in the previous section to avoid any 
signal overlap from the Au substrate. Figure 6-6 shows isoenergic contour maps taken using 
the NanoESCA of the thick flake, in an energy range of -2 eV to the band gap edge at -0.8 eV. 
These maps represent the reciprocal space at a given energy and the states can be directly 
visualised. The evolution of the 1H-WSe2 valence band states can be seen, with the K and Γ 
states providing the greatest contribution. The states at K have a triangular shape and shrink 
in towards the K point as the energy increases until they reach a single point at the band 
edge. The spin-splitting of the bands is also seen, which is clearest in the -1.7 eV contour. The 
Γ band too shrinks with increasing energy from a hexagonal shape to circular and becomes 
much less prevalent towards the band edge. It is interesting that the signal from around Γ 
does not fully vanish in the -0.8 eV contour, as for a bulk crystal the Γ states should lie lower 




Figure 6-6. NanoESCA. Isoenergetic cuts from a thick WSe2 flake on Au(111) showing a progression 
from -2 eV to the valence band edge at -0.8 eV. The critical points and cuts are marked for the energy 
of -1.4 eV. 
Comparing isoenergetic cuts from the Au substrate and the 1H-WSe2/Au(111) allowed for 
the rotation angle between layers to be determined as well. Integrated images from all of 
the isoenergetic cuts in the energy ranges -0.4 eV to the Fermi level for the Au(111) substrate, 
and -0.93 to -0.85 eV for 1H-WSe2/Au(111) are shown in figure 6-7(a) and (b) respectively. 
The greater intensity from these integrated images means the critical points can be more 
easily seen. In figure 6-7(a) the Au Fermi surface consisting of the sp-bands is shown by the 
hexagonal shaped band just inside the overlaid white hexagon, with the critical points M∗ 
and K∗ of Au labelled. The 6 points of the Au sp-bands correspond to the M∗ critical points. 
For the 1H-WSe2/Au(111) in figure 6-7(b), the energy range is integrated just below the top 
of the valence band, so the 6 bright points correspond to the K points of 1H-WSe2. The 
dotted lines in both (a) and (b) are vectors between two opposite points of M∗ or K∗, and 
the solid line in (b) is between two K points. If the two lines for M∗ and K lined up in (b) it 
would mean that the lattices were rotated by exactly 30° degrees, whereas here there is a 
few degrees difference between them. This was found to be 3-4° meaning that the rotation 
between layers is about 26° which is within agreement with the twist angle determined by 




Figure 6-7. NanoESCA. (a) Integrated image of isoenergetic cuts from -0.4 eV to the Fermi energy taken 
from the Au(111) substrate. The Au(111) Fermi surface is shown as the hexagonal shaped band and 
the central spot at Γ  marks the surface state. The white hexagon shows the critical points. (b) 
Integrated images between -0.93 eV and -0.85 eV taken from the monolayer 1H-WSe2/Au(111). The 
bottom of the 6 valleys at 𝐾 can be seen and comparison between these points and the 𝑀∗ points of 
Au(111) gives a rotation angle of 26° between layers. The appearance of double lines for the Au Fermi 
surface is due to back folding of the bulk state edge at the interface through a surface Umklapp process. 
A feature of the isoenergetic cuts that stand out are the bands which remain above the 
valence band edge as seen in figure 6-8 (a). The edge of the valence band is located at -0.8 
eV and this energy contour shows bands located around the Q points marked by the red 
arrow. Normally there are no bands located at this point in the upper valence band so close 
to the bandgap, but here they are present and continue to exist in the energy contours above 
the valence band edge as seen in the contours for -0.45 eV and -0.05 eV. The intensity of the 
band increases as it gets closer to the Fermi energy which can be seen more clearly in the 
energy vs 𝑘∥ cut shown in figure 6-8(b) which highlights this band with a red ellipse. This cut 
also shows that the band has virtually no dispersion with energy, which is very unusual for 
the usually localised gap states. 
The NanoESCA measurements takes signal from the whole flake, whilst the Nano-ARPES is a 
more local measurement with a spot size of a few nm. Figure 6-9(a) shows two isoenergic 
cuts in the bandgap, which were taken using Nano-ARPES and have very similar features to 
those in figure 6-8. The contrast is inverted, and a dark spot can be seen at the Q point which 
has greater intensity at the Fermi level. The Au(111) Fermi surface can also be seen, as well 




Figure 6-8. NanoESCA. (a) Isoenergetic cuts showing the progression from below the valence band 
edge at -1.15 eV to deep inside the bandgap at -0.05 eV. The valence band edge is at -0.8 eV and the 
critical points are marked in white in this image. 6 points at the 𝑄 point can be seen which can be 
observed below the valence band edge and into the bandgap, with increased intensity towards the 
Fermi level. The central ring around Γ is due to the edge of the Au(111) bulk states. (b) Energy cut along 
𝐾-Γ-𝐾’ showing just the top of the valleys at 𝐾, and the Au(111) sp-bulk band edge marked by the blue 
curve. The features seen at 𝑄 in (a) are marked with the red ellipse.  
showed no variation between them either. The fact that these features are present in both 
large scale and very local measurements indicates the uniformity in the coupling between 
the 1H-WSe2 and Au(111) across the flake. 
The Au(111) has a localised surface state which can be seen in the measurements taken from 
the substrate where there is no overlayer of 1H-WSe2, as in figure 6-9(b). This is the bright 
parabolic band starting from -0.46 eV and rising upwards centred around Γ, and is consistent 
with the STS measurements of the substrate. However, in figure 6-9(c) showing an energy 
cut from the 1H-WSe2/Au(111) this band can no longer be seen. A simple answer is that it 
cannot been detected through the 1H-WSe2 overlayer but in figure 6-7(b) the Au(111) sp-
bulk band edge can be seen, and figure 6-9(b) shows these are less intense compared to the 
surface state. This instead suggests the band has been shifted upwards which leads to an 
increase in the spectral weight of the edge of the Au(111) sp-bulk band continuum, and 
explains why they are seen a lot clearer and at smaller 𝑘∥ than before (marked by the blue 
line in figure 6-8(b)). When the 1H-WSe2 layer is put on top, the NanoESCA now shows a 
replica of this band as highlighted by the white lines in figure 6-9(c). This feature has been 
observed before in a system with an ordered adlayer placed on top of Au. The surface 




Figure 6-9. Nano-ARPES. (a) Inverse log-scale isoenergetic cuts at the Fermi energy and -0.3 eV. The 
state around the 𝑄 points can be seen and has increased intensity at the Fermi energy consistent with 
the NanaESCA. NanoESCA. (b) Energy cut from the Au(111) substrate but along the 𝐾-Γ-𝐾′ direction 
of the 1H-WSe2. The bright band centred on Γ, with its minimum at -0.46 eV is the surface state of 
Au(111). The less intense bands either side around ±1 eV are the edges of the continuum of bulk states 
marked by the white dotted lines. (c) Energy cut from the 1H-WSe2/Au(111) substrate but along the 
𝑀-Γ-𝑀′ direction of the 1H-WSe2. The bulk Au band edge now shows a second replica feature marked 
by the white dotted line.  
and the absence of the surface state suggests a hybridisation between the two layers in the 
heterostructure [9]. 
Figure 6-10(a) shows a cut along the K-M-K′ direction revealing the spin-split bands of the K 
valleys, with the valence band edge state starting at around -0.82 eV and the second K state 
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beginning at -1.28. This gives a spin-split energy separation of 0.46 which is consistent with 
the value observed from the STS measurements in figure 6-4(b). Another feature of the K 
bands along this cut direction is that each valley appears to be composed of two separate 
parabolas, as marked by the coloured lines in the figure. This is evidence of the presence of 
band replicas around the K points, which occur when the bands are folded. These replicas 
are expected to only show along certain cuts of energy contour. Their position is determined 
by the vectors of the moiré super-lattice which causes the band folding. A schematic diagram 
illustrating this is shown in figure 6-10(b), with the replica positions marked around the K 
and Γ points by black crosses and circles. The positions of the replicas around K mean they 
are easily missed in most cuts straight through the Γ  point, and easier to catch in cuts 
between two K valleys.  
In figure 6-8(b) the top of the bands at Γ can be seen, which are unusually close to the top of 
the bands at K. An energy cut from the Nano-ARPES over a larger energy range is shown in 
figure 6-11(a), which shows a large concentration of states around Γ. In suspended 1H-WSe2 
there is only the one Γ band that is located here which is centred on Γ and has negative 
dispersion with energy. From the Au only the band edge of the sp-bulk states can be 
observed as marked in figure 6-8(b). Neither of these can explain the large density of states 
and therefore it can only be caused by interaction between the two layers. Slightly away 
from the Γ point by about 0.25 nm-1, a vertical dark line is observed indicating a dip in the 
 
Figure 6-10. NanoESCA (a) Energy cut along 𝐾-𝐾′ as shown in the inset. The 𝐾 valleys consist of the 
original band and a replica as indicated by the blue and yellow curves. (b) Schematic diagram showing 
the positions of expected replicas marked by black crosses and circles. The black and red dots represent 
the 1H-WSe2 and Au lattice points respectively. The primary moiré points are marked by the green and 
purple dots and the secondary points by the light blue dots. 
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intensity of states. Looking at the isoenergetic cuts in 6-11(b), which are inverted in intensity, 
this depression surrounds the Γ point in the shape of a David’s star; it also does not appear 
to disperse with energy. A possible explanation for this feature could be due to bands  
 
Figure 6-11. Nano-ARPES. (a) Energy cut from the monolayer 1H-WSe2/Au(111) along the Γ - 𝐾 
direction. The red/orange intensity marks the large concentration of states around the Γ point, with 
the dark vertical depletion through it seen at -0.5 nm-1. The upper arrow marked the usual doubling of 
states towards the 𝐾 point, and the lower arrow marks the new states not previously observed from 
either layer separately. (b) Isoenergetic cuts at energies from -1.2 to -1.8 eV, showing the David’ star 
pattern of the intensity drops around Γ . The position of the star does not disperse with energy. 
NanoESCA (c) David’s star feature (blue lines) overlaid onto an isoenergetic cut showing the moiré 
features and replicas. The red dotted line is the BZ. The Au sp-band edge states can be clearly seen and 
folding back towards the centre from these using moiré vectors results in the David’s star. 3 examples 
are shown by the white arrows. 
110 
 
crossing, which would occur if they had been folded. Figure 6-11(c) shows an isoenergetic cut 
at -0.9 eV from NanoESCA with all the moiré features and replica locations marked. The blue 
lines in the centre forming the David’s star are taken from the pattern in 6-11(b) and 
superimposed onto this isoenergetic cut with relative positions to K points and BZ obtained 
from the Nano-ARPES data. By taking the moiré vectors and folding them back from the Au 
sp-bulk band edge towards the centre, they end up on the David’s star pattern. This is 
evidence that the bands at the edge of the Au continuum have been zone-folded by the moiré 
super-lattice. This explains the presence of the many states around Γ due to them all being 
folded back onto it from all directions. 
Another unusual feature observed in figure 6-11(a) is the appearance of multiple bands 
moving towards the K point marked by the top arrow. The spin-split bands can be clearly 
seen at the K point, yet from each of these bands there appears to be another band splitting 
off. This is clearly not due to the spin degeneracy and is unlikely to be another degree of 
freedom. A much clearer explanation could come from the above-mentioned band-folding, 
which would result in the folding of the original Γ-K band back on itself. This would also 
contribute to the bands around Γ, especially those at higher energy than normally expected; 
and is discussed in much greater detail in section 6.5. The presence of states other than those 
around Γ which are not seen in the intrinsic materials are observed too. Deeper in energy 
underneath the K point starting around -2.4 eV and -3 eV are two new parabolic states 
marked by the lower arrow in figure 6-11(a). ARPES of 1H-WSe2 has not previously observed 
 
Figure 6-12. Nano-ARPES. Energy cut along the 𝐾-𝐾′ direction, showing two 𝐾 valleys and the 𝑀 point. 
The bands marked by green arrows are the new states.  
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any states at this position [10, 11], and the Au(111) bulk states consist of a continuum so 
they are not intrinsic to either layer. New states can also be seen in the energy cut between 
two K valleys, as marked by the arrows in figure 6-12. 
 
 
6.4 Using atomic scale defects as probes of the electronic structure of 
the WSe2/Au(111) heterostructure  
6.4.1 Heterostructure characterisation via STM and 𝐝𝐈/𝐝𝐕 mapping 
To complement and clarify the ARPES results it was also necessary to probe the 
heterostructure system created - which in the remainder of the chapter will be referred to 
as R25° 1H-WSe2/Au(111) - at the local level. FT-STS, an STM-derived technique, was 
introduced as a technique that can probe the electronic structure from both valence and 
conduction bands (as opposed to traditional ARPES which probes only states below the Fermi 
energy) via scattering from defects located on the surface of the system. Electronic band 
dispersion relationships could be determined in this way in simpler systems, and some 
examples of FT-STS usage were already given in Chapters 3 and 5.  
The R25° 1H-WSe2/Au(111) is an incommensurate system, for which we expect an intricate 
band-structure, therefore performing an FT-STS study on it would appear to be very 
challenging. There was a two-fold interest when performing it: (i) to see to what extent FT-
STS can still capture information about the electronic bands of the 2D overlayer, and (ii) to 
assess whether using different types of defects as local probes it can selectively access 
different types of electronic bands, such as those arising from different components of the 
heterostructure. 
Consequently, we performed a comprehensive mapping of LDOS as a function of energy 
spanning from the bottom of the valence band of WSe2, through the band-gap, and into the 
conduction band of WSe2. Nano-ARPES, NanoESCA and STS put the VBE for the R25° 1H-
WSe2/Au(111) system at about - 0.85 eV, while the CBE was determined from STS to be 
around 1 - 1.1 eV, while NanoESCA revealed some intra-gap non-dispersive features that 
cross the Fermi energy, making the system metallic. Figures 6-13 to 6-16 show a selection of 
characteristic z and dI/dV images at different bias voltages within this energy range, from 




Figure 6-13. (a) Collection of defects of different type. The z and 𝑑𝐼/𝑑𝑉 images show surface (red 
arrows), interfacial (green arrows), and subsurface (blue arrows) defects. The defects labelled 
“example” are discussed in the text.  
There are different categories of defects that interact with this system in very different ways, 
yielding QPI scattering patterns that have distinctive spectral components in the reciprocal 
space.  
Figures 6-13(a) and (b) show examples of these different types: (i) defects within the 1H-
WSe2 monolayer (shown with red arrow in (a) and labelled Example 2); (ii) defects that are 
most likely interfacial, i.e. located between the WSe2 overlayer and the Au substrate (shown 
with green arrows in (a) and (b), some of them being labelled Examples 1 and 3, respectively); 
and, finally, (iii) subsurface defects, which most likely lie within the Au substrate itself (shown 
with blue arrows in (a) and (b)).  
The surface defects, that involve in one way or another the layers of WSe2, show atomic scale 
detail in both z and dI/dV images (see Figure 6-13(a), bottom panel) and yield both inter- 
and intra-valley scattering from energy bands with strong W- or Se- character, and their QPI 
disperse with energy. The behaviour of the defect labelled “Example 2” in figure 6-13(a) is 
discussed in detail in figure 6-28.  
Interfacial defects tend not to be localized on single atomic sites but can interact strongly 
with bands that belong uniquely to WSe2, indicating that they might have bound to the 




Figure 6-14. (a) 𝑑𝐼/𝑑𝑉 images and (b) FT-STS showing the complex behaviour of QPI patterns from an 
interfacial defect; the effect is strong and happens over a short energy range, indicating the folding of 
bands at the 𝛤 point.  
figure 6-30 and provides insight about the behaviour of W- and Se-derived energy bands at 
high energy above the conduction band edge. Below the valence band edge, such defects 
were able to probe the intricate band-structure around the valence band edge where folding 
of energy bands due to the super-lattice are expected to be more visible. Indeed, the defect 
labelled “Example 3” in figure 6-13(b), in the -1.4 to -1.2 eV range (i.e. just below the valence 
band edge) yielded QPI patterns with strong contribution around Γ; which changed strongly 
and in a complex way with energy as shown in figure 6-14. This behaviour indicates that 
folding of energy bands did indeed occur in the R25° 1H-WSe2/Au(111) and in a way 
consistent with figure 6-16(a). These types of effects are discussed in great detail in section 
6-5. 
The subsurface defects are virtually invisible in the z images, becoming visible only in the 
dI/dV images (see various panels in figure 6-13(a)). Their QPI patterns involve large ?⃗? vectors, 
with CEC contours reaching towards the edge of the Brillouin zone of 1H-WSe2, and which 
virtually do not disperse with energy (see figures 6-15(a) and (b)). This takes place across the 
whole intra-gap energy range, which is very unusual. As is discussed in section 6.5 (figure 6-
22 and 6-23), the only type of states that give contributions in the band-gap of the 1H-
WSe2/Au(111) system are states resulting from hybridisation of W- or Se- states with the 
continuum of bulk Au states. These are the only states able to provide a tunnelling channel 
between deep subsurface defects and the STM tip (which probes the top surface of the 
heterostructure). Such states can be responsible for the creation of the “rosette” continuum 
observed in NanoESCA (figures 6-11(c) and 6-16(b)), which, unusually, does not exhibit 




Figure 6-15. (a) and (b) 𝑑𝐼/𝑑𝑉 images and corresponding QPI patterns from subsurface defect showing 
virtually no dispersion in energy of the energy contour around the BZ.  
 
 
Figure 6-16. (a) Nano-ARPES energy cut with the overlaid (1x1) unfolded 1H-WSe2 bands (red) and 
Umklapp folding of the (1x1) bands (green, blue). (b) NanoESCA isoenergetic cut highlighting the 
scattering vectors associated with the non-dispersive states. 
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6.5 Discussion: R25° 1H-WSe2/Au(111) is an Umklapp, hybridised 
system 
6.5.1 Important features revealed by ARPES and comparisons with electronic 
structure theory 
The analysis of the moiré super-lattice presented in figure 6-1 showed that the Au(111) 
substrate is rotated clockwise by 25°±1° relative to the overlaid 1H-WSe2 monolayer. Both 
the Au(111) surface and 1H-WSe2 have hexagonal symmetry, with lattice constants of 2.88 Å 
and 3.28 Å, respectively [12], which leads to a lattice mismatch of about 1.2%. Figure 6-17 
shows two orientations of 1H-WSe2 relative to an Au(111) underlayer: (a) for a relative 
rotation matching our experimental case, and (b) for a 30° relative rotation. Both cases in 
figure 6-17 are incommensurate, with (a) leading to a relatively large approximate unit cell, 
while (b) can be locally described by the (√3 × √3) R30° unit cell of 1H-WSe2. Appendix 1 
identifies other potential unit cells for our experimental R25° 1H-WSe2/Au(111) system that 
are closer approximations of a commensurate system than the unit cell shown in figure 6-
17(a) by being larger, but are also computationally very expensive.  
Because the small difference between 25° and 30° rotation angles leads to locally very similar 
atomic environments (as opposed to other selected angles which result in segregation of 
regions of very different stacking between 1H-WSe2 and Au(111) across the surface); and 
because even to be able to theoretically describe the 30° rotation case, the lattice of either 
Au or WSe2 needs to deform to achieve commensuration and hence periodicity, in the 
 
Figure 6-17. Ball-and-stick representation of a 1H-WSe2/Au(111) heterostructure: for 25° (a), and 30° 
(b) relative layer rotation respectively. For simplicity, only Se (green) atoms are shown for 1H-WSe2, 
with Au atoms in red. Several associated unit cells are shown across the layers. (c) Brillouin zone (BZ) 
for the original, unfolded 1x1 1H-WSe2 (continuous lines), and reduced BZ corresponding to the (√3 × 
√3) R30° 1H-WSe2 system (dashed lines). Unit cell vectors in the reciprocal space are also shown in 
black and red, respectively (see also main text). 
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following we consider the commensurate (√3 × √3) R30° 1H-WSe2/Au(111) system, where 
the Au lattice is the one that has been adjusted. As will be demonstrated, this adjusted, 
approximate system is capable of revealing many important features of our experimental 
system; while departures from it will be highlighted where appropriate. 
Figure 6-17(c) compares the original BZ of (1x1) 1H-WSe2 (i.e. the “un-folded” monolayer) 
with the reduced BZ of the (√3 × √3) R30° system, which is a perfectly “folded” system, where 
the original K points are folded onto Γ, and the M’ points of the super-lattice system are 
midway between Γ and K.  
Two theoretical descriptions of the (√3 × √3) R30° 1H-WSe2 were then used, as provided by 
Dr Simon Crampin. A tight-binding (TB) method (using parameterisation resulting from 
density function theory (DFT) calculations) for the isolated WSe2 monolayer was used to  
 
 
Figure 6-18. DFT calculations with spin-orbit coupling of energy bands of the isolated (√3 × √3) R30° 
1H-WSe2 system, shown along the main symmetry directions of the un-folded (1x1) 1H-WSe2 system, 
Γ-𝐾  (a) and Γ-𝑀 (b), respectively. Green and blue refer to bands resulting from the folding of the 
original bands of (1x1) 1H-WSe2, shown in red, by the two reciprocal unit cell vectors of the (√3 × √3) 
R30°system, as described in main text.  
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reveal effects on the electronic bands of 1H-WSe2 resulting purely from zone folding; this 
was compared with an entirely DFT-based calculation, using the plane wave pseudopotential 
code CASTEP [13] and spin-orbit coupling, and excellent agreement was obtained between 
the two. A DFT calculation for the (√3 × √3) R30° 1H-WSe2/Au(111) system, using a supercell 
of 3 (√3 × √3) R30° 1H-WSe2 unit cells with 11 layers of 4 Au atoms per layer as the substrate, 
was also performed in order to reveal how the WSe2 monolayer and Au substrate interact 
and perturb each other. DFT simulations for the isolated (1x1) 1H-WSe2 were also performed 
for various comparisons. For this, the (1x1) 1H-WSe2 structure was relaxed using a 15x15x1 
𝑘 point sampling and 675 eV basis set. The resulting lattice parameter was 3.3018 Å, and the 
W-Se distance in the normal direction was 1.682 Å. 
Figure 6-18 shows a DFT calculation of the isolated (√3 × √3) R30° 1H-WSe2 monolayer 
revealing the effect of “folding” by the super-lattice on the (1x1) 1H-WSe2. Spin-orbit 
coupling was included, with the giant spin-split effects being reproduced as expected. The 
resulting electronic structure was found to be indistinguishable from applying translation 
operations with the super-lattice reciprocal unit cell vectors ?⃗?  and ?⃗?  (marked with red on 
Figure 6-17(c)) to the bands of the isolated (1x1) 1H-WSe2. This means that any moiré 
reciprocal super-lattice vector, i.e. a linear combination of ?⃗?  and ?⃗? , produces bands that 
superpose perfectly onto those obtained just by the folding with the principal, shortest 
reciprocal vectors of the super-lattice.  
Colour coding visualises the effect of the folding by 𝐺  and 𝐺 : in addition to the original, 
unfolded bands of (1x1) 1H-WSe2 shown in red, there are “mirror” bands around M’ (which 
lie on the original Γ-K direction, see figure 6-17(c) and inset of figure 6-18(a), left), shown in 
green, resulting from the folding with 𝐺 : 
𝐸
√ ×√
𝑘 = 𝐸 × 𝑘 − 𝐺 , (6-4) 
 and bands resulting from the folding with 𝐺 , shown in blue: 
𝐸
√ ×√
?⃗? = 𝐸 × ?⃗? − ?⃗? , (6-5) 
where ?⃗? = ?⃗? × + ?⃗? × 3⁄  and ?⃗? = ?⃗? × − 2?⃗? × 3⁄ , with vectors in the reciprocal 
space as defined in figure 6-17(c). 
In particular, as shown by figure 6-18(a), left, this process folds the bands from K of the 
original (1x1) system onto Γ; and doubles the number of bands at the valence band edge 
(VBE) around the M’ point of the reduced BZ, producing an effect similar to what has been 
observed in the Nano-ARPES data (see figure 6-11(a)). Mid-way along Γ-K, i.e. around the M’ 
point (see inset of figure 6-18(a), left), there is a strong concentration of bands across the 
entire valence band (VB), which is also observed in Nano-ARPES.  
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Along the original Γ-M  direction, the folding by ?⃗?  and ?⃗?  produces degenerate bands, 
shown in blue, in addition to the original (1x1) bands shown in red: 
𝐸
√ ×√
𝑘 = 𝐸 × ?⃗? − ?⃗? = 𝐸 × ?⃗? − ?⃗?  (6-6) 
Along this direction too there is again strong resemblance between the bands of our 
experimental R25° system (see figure 6-12) and those obtained in figure 6-18(b), left, for the 
(√3 × √3) R30° system.  
With this observation, we can now advance the hypothesis that our experimental R25° 1H-
WSe2/Au(111) can be described as an Umklapp-ed system, where the behaviour is 
dominated by the shortest vectors of the moiré super-lattice, such as 𝐺 , which are slightly 
different in length than  𝐺  and ?⃗?  (see vector definitions in figures 6-1 and 6-17(c)). This 
leads to an “imperfect” folding, in that the original bands from K are now folded onto ?⃗? 
points slightly offset from Γ, as shown in figure 6-19. Were the system better described as a 
periodic system with a large unit cell, as shown in figure 6-17(a), the signature of a very small 
BZ should have been visible in both ARPES and STM/FT-STS. As we will see further below, the 
STM-derived data, such as quasi-particle interference (QPI) from scattering on defects, does 
not support the hypothesis of a super-lattice system with a large unit cell (i.e. with small BZ), 
but is rather consistent with a weakly interacting, Umklapp system that roughly reflects the 
symmetry of the “reduced” (√3 × √3) R30°system.  
The next point to assess was how and to what extent the 1H-WSe2 monolayer and the 
Au(111) substrate perturb each other. For this, electronic structure calculations were 
performed using the CASTEP ab-initio plane wave pseudopotential DFT code [13]. The 
exchange-correlation effects were treated within the generalised gradient approximation 
using the Perdew, Burke and Ernzerhof (PBE) parameterisation Ultrasoft pseudopotentials 
generated “on-the-fly” [14], with a 475 eV cut-off for relaxing structures (force threshold of 
0.05 eV/Å) and 300 eV cut-off for calculating band-structures were used. Figures 6-20 and 6-
21 below show the energy bands of the (√3 × √3) R30° 1H-WSe2/Au(111) with the Au 
modelled as an 11 layer thin film and WSe2 placed on one face only. Here the directions on 
which the bands are shown correspond to the high symmetry directions of the reduced BZ 
(which relate to the original, un-folded (1x1) BZ as shown in figure 6-17(c)). Because of a 
highly increased computational cost, spin effects were not included in these calculations but 
are not expected to affect the resulting trends in any substantial way.  
Figure 6-20 compares the isolated (√3 × √3) R30° 1H-WSe2 monolayer with the (√3 × √3) R30° 
1H-WSe2/Au(111) system, with the relative W, Se (top or interface layer), or Au contents of 
each of the electronic bands highlighted in different panels by blue dots of size proportional 




Figure 6-19. Qualitative explanation of the occurrence of additional bands in the measured R25° 1H-
WSe2/Au(111) system via Umklapp of the original (1x1) 1H-WSe2 by 𝐺 , the shortest 1st order vector 
of the moiré superstructure. The same colour coding as described in the main text has been observed. 
Folding along the Γ-𝐾 direction is shown. 
electronic bands. The (√3 × √3) R30° band-structure of 1H-WSe2 is largely preserved in the 
energy regions above the conduction and valence band edges. The main effect caused by the 
proximity of the Au substrate is that it induces WSe2-Au hybridisation in the original band 
gap region of 1H-WSe2, rendering the super-lattice system metallic, thus supporting the 
NanoESCA data from figures 6-8(b) and 6-9(c); a detailed description of which WSe2 states 
are predominantly involved in hybridisation is given in figure 6-21 below. Relatively minor 
effects of mini-gap opening also occur within the original CB and VB of (√3 × √3) R30°.  
Note that when comparing experimental measurements and the energies of electronic states 
calculated using density functional theory (DFT) it is necessary to bear in mind that the DFT 
Kohn-Sham eigenvalues (or differences between them) are not formally related to quasi-
particle excitation energies, although there are similarities between the Schrodinger-like 
equation describing the latter and the Kohn-Sham equations. Indeed empirically, the two 
sets of energies are often remarkably similar, which has enabled the widespread use of DFT 
Kohn-Sham eigenvalues to interpret experimental spectroscopies.  The differences typically 
increase moving away from the Fermi energy. In the case of semiconductors, DFT normally 
underestimates the band gap (compare figures 6-20 and 6-3), which to a first approximation 
can be accounted for by the “scissor-operator”, a rigid shift of the conduction band upward 
relative to the valence band [15]. Hence, when comparing the DFT simulations with the 
experimental ARPES and STM/FT-STS/QPI data in the following instead of referring to 




Figure 6-20. Comparison between (a) the energy bands of the isolated (√3 × √3) R30° 1H-WSe2 system, 
and (b) those of the (√3 × √3) R30° 1H-WSe2/Au(111) system. DFT calculations without spin-coupling. 
Representation along the main symmetry directions of the folded (√3 × √3) R30° 1H-WSe2 system. Blue 
coloured disks of varying radius reflect the projected density of the associated state onto the orbitals 
of the W, Se or Au located in different planes of the 1H-WSe2/Au(111) heterostructure, monolayer or 
the 11-layer Au substrate. The position of the Shockley SS of the interfacial Au layer modified by the 
1H-WSe2 overlayer has been located above the CBE of the (√3 × √3) R30° WSe2 system.  
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edges refer to the WSe2 -derived bands despite the system having acquired a metallic 
character). 
Figure 6-21 shows the effect of WSe2 on the band-structure of Au(111), with the 
contributions of interface, middle and bottom of the 11 Au layers to the electronic structure 
of the whole system highlighted in separate panels (i to iii). The most striking observation is 
that the Shockley surface state (SS) of Au(111), which is present on the interface Au layer, is  
 
Figure 6-21. Energy bands of the (√3 × √3) R30° 1H-WSe2/Au(111) system with 11 layers of Au, with 
focus on the Au-derived bands shown in blue. These calculations are twinned with those from figure 6-
20; an increased amplitude of Au-derived states is symbolised by blue disks of increased radius, for the 
interfacial Au layer, a middle one, and the very bottom one. The position of the Au(111) Shockley SS is 
affected by the 1H-WSe2 overlayer and has been located above the CBE of the (√3 × √3) R30° WSe2 
system. The finite number of Au layers is reflected by the discrete number of Au-derived bands instead 
of a continuum of states.  
122 
 
now pushed from below the Fermi energy to high up in the CB of WSe2, from around the 1 
to 1.3 eV energy range as shown in figure 6-21, panel (i), and disperses “negatively” (i.e. the 
k radius of the isoenergetic contour of the state decreases with increasing energy). The 
bottom Au layer displays the Shockley SS around -0.5 eV as expected as this layer is too far 
away from the WSe2 overlayer to be significantly affected; together with the d-orbital 
derived deep states. Appendix 2 shows a set of simulations of the (√3 × √3) R30° 1H-
WSe2/Au(111) system where the separation between WSe2 and the Au(111) substrate is 
artificially increased in steps of 0.5 Å: even a minor increase from the equilibrium separation 
distance by just 0.5 Å significantly lowers the energy of the Shockley SS on the interface layer, 
and changes its dispersion with energy from “negative” to “positive”; while a separation 
distance increased by 2 Å recovers the expected below-Fermi energy position and negative 
dispersion of the Shockley SS. Note that these calculations where only 11 layers of Au were 
considered display discrete Au energy levels across the band-structure instead of the 
expected bulk band-derived continuum. The effect of such a continuum will be briefly 
addressed in the discussion of figure 6-22. 
Hybrid states can be distinguished from the “native” W or Se states by comparing the bands 
of the isolated (√3 × √3) R30° 1H-WSe2 system (figure 6-22(a)) with those of the (√3 × √3) 
R30° 1H-WSe2/Au(111) (figures 6-22(b)-(c)). Hence, hybridisation between Au-derived and 
WSe2-derived states result in orbital weight on the WSe2 monolayer of electronic states 
within the energy range of the WSe2 band gap. The relative amplitude decreases with 
increasing energy separation from the WSe2 conduction and valence band edges and varies 
across the Brillouin zone. Hence, going down in energy from the CBE, hybrid states with 
pronounced W character are found (i) mid-way along Γ-K and extending towards Q of the 
original, unfolded (1x1) WSe2 BZ, and (ii) in the half part of the Γ-K’ segment (aligned with 
the Γ-M direction in the (1x1) BZ), and all along the K’-M’ directions; closing a contour in the  
?⃗? space. On the VB side, W content in hybrid states is found predominantly mid-way in both 
Γ-M’ and Γ-K’ directions. Going down in energy from CBE hybrid states with Se character are 
found notably around M’ in the (√3 × √3) R30°  BZ, i.e. mid-way along Γ-K and extending 
towards Q of the (1x1) WSe2 BZ; (ii) close to K’ on the Γ-K’ (Γ-M) line; and (iii) to a lesser 
extent in pockets close to M’ on the K’-M’ lines. On the VB side, Se content is concentrated 
in a region mid-way along the Γ-K’ segment, and covering the first half of the Γ-M’ segment 
(on the Γ-K direction of the (1x1) WSe2 BZ). These ?⃗? regions where substantial amplitude of 
either W and Se-derived states exists are plotted across the BZ of the (1x1) WSe2 system, 
resulting in a very qualitative picture of what occurs close to the CB and VB edges - as shown 
in figure 6-23, centre and right panels. Despite the qualitative nature of this description one 
can note the striking resemblance of this amplitude map for the VB side with the isoenergetic 
cuts in the intra-gap region of WSe2 recorded in NanoESCA; hence, the “rosette” with 
intensity spots around the Q points of the (1x1) WSe2 BZ observed in NanoESCA can be 




Figure 6-22. Analysis of presence of intra-gap hybrid states in the (√3 × √3) R30° 1H-WSe2/Au(111) 
system: origin and distribution across the 𝑘 space. The intra-gap region is highlighted by a yellow 
rectangle. Superimposed upon the energy bands in the energy range –1.2 to +1.2 eV are disks whose 
radius reflects the projected density of the associated state onto the orbitals of the atoms within the 
different planes of the WSe2 monolayer, such as W (middle panel) and interface Se (right panel) layers. 
The panel titles also state an additional scale factor applied to each layer. There are no such hybrid 
states in the isolated (√3 × √3) R30° 1H-WSe2 system in this energy range (left panel).  
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Note that in the current DFT calculations where an 11 Au layer thin film is used, the Au energy 
states form a set of discrete energy bands, whereas a fully-extended Au substrate would 
have a continuum of states. The projected weights of the discrete bands displayed in figure 
6-22 are indicative of the degree to which hybridisation of the continuum of states of an 
extended Au crystal with the states of the monolayer WSe2 will produce WSe2 character in 
similar intra-band-gap regions of E-𝑘 space. That the states within the “rosette” form in fact 
a continuum, and are not discrete quasi-particle states, might explain their noted negligible 
energy dispersion, as visualized in figures 6-8(b) and 6-9(c).  
 
 
Figure 6-23. Qualitative mapping across the original (1x1) WSe2 BZ of regions with substantial orbital 
weights of W (in blue)  and interfacial Se-derived (in yellow) states, for the (√3 × √3) R30° 1H-
WSe2/Au(111) system, and as resulting from the DFT simulations in figure 6-22; for top of the VB 
(middle panel), and bottom of CB (right panel). Left panel: an experimental isoenergetic contour for 












Figure 6-24. Nano-ARPES. C2 and C3 contours point to the rough location of WSe2/Au(111) hybrid states, 
from the VBE up to the Fermi energy. Example is given along the Γ-K direction.  
Based on the analysis from figures 6-22 and 6-23, figure 6-24 identifies on the Nano-ARPES 
data that above the VBE, hybrid states with mixed W and Se character can be found at the 
left of contour C2; as well as at the right of contour C3, around the Q points of the (1x1) WSe2 
system, where the character is predominantly Se-derived.  
 
 
6.5.2 Important features of electronic structure and quasi-particle scattering as 
revealed by FT-STS.  
The nature of the experimental R25° 1H-WSe2/Au(111) system and how best to describe it 
can be further probed by utilising QPI from scattering on defects in FT-STS. In general, the 
approach is to correlate the complementary FT-STS information with the knowledge of the 
system revealed by ARPES and theory, to fully characterize this real-life, complex system. 
Figure 6-24 compiles an FFT portfolio from sets of isoenergetic dI/dV images covering the -
1.4 to +1.9 eV range, or alternatively, from the VB to the CB of 1H-WSe2. These images were 
32 x 32 nm2 in size, leading to a point resolution in 𝑘 space of 2𝜋/𝐿 ≈ 0.19 nm-1 (where L is 
the side of the image). As the system appears to be metallic by virtue of hybrid WSe2/Au(111) 
states that span the whole energy gap and cross the Fermi energy, band-bending effects as 









Figure 6-24. Characterization of the R25° 1H-WSe2/Au(111) system via FFTs of isoenergetic 𝑑𝐼/𝑑𝑉 
maps over a wide energy range. A series of 30 FFTs (indexed at the top left corner) evolve continuously 
from -1.4 to +1.9 eV while the system spans from the VB through the intra-gap region and into the CB, 
grouping into several energy ranges where distinct characteristics are exhibited. Invariant features, 
explained in figure 6-25, are related to the invariant moiré superstructure or atomic lattices, and are 
used for both reference and calibration purposes.  
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127 
 
As shown in section 6.4, there are several types of defects that give quite different signatures 
in FT-STS, and are distinguished by their depth/location within the multi-layered, complex 
1H-WSe2/Au(111) system. For this reason, FFTs of isoenergetic dI/dV maps can suffer from 
larger variability than a simple reference system, such as the 2D electron gas formed at the 
surface of Au(111). Nevertheless, by analysing multiple sets of data over the same energy 
range, or which overlap at least at some energy values, there is confidence that a generic 
picture emerges as shown in figure 6-24. Figure 6-25 together with figure 6-1 from section 
6.1 show some invariant (energy independent) features in 𝑘 space of the FFT image – such 
as the position of WSe2 or Au lattice points, the points corresponding to the shortest, 1st 
order reciprocal vectors of the moiré superstructure, ?⃗?  and  ?⃗? , or the corners of the BZ 
of the unfolded (1x1) 1H-WSe2 system – relative to which the various scattering processes 
we uncover can be referred to. This is similar to the analysis of the QPI processes from 
defects on the surface of bulk crystals of WSe2 described in Chapter 5.  
In figure 6-24, the FFT slides between -1.4 eV to -0.8 eV reveal strong contributions from 
disk-like  𝑘  spectral regions centred around Γ, whose lateral spread decreases by moving 
towards the Fermi energy, located here at 0 eV. The VBE has been identified from both Nano-
ARPES/NanoESCA (section 6.3 and figure 6-19) and STS (section 6.2) as being located around 
-0.8 eV. Below this VBE, a strong concentration of states is expected around Γ, resulting from 
the Umklapp, “imperfect” folding of states from the original K points of the (1x1) 1H-WSe2 
system (see figure 6-19); hence, the agreement with the FT-STS observations. The -0.8 to + 
0.8 eV energy range falls within the intra-gap region, where hybridised WSe2/Au(111) states 
are expected to lie (see discussion in section 6.5.1), and for which the dominant spectral 
features lie within ring-like contours of large 𝑘 radius/lateral extent, tending towards the Γ-
K distance. As discussed in the following section, such behaviour appears to be consistent 
with the presence of hybridised states belonging to a continuum. Very close to the Fermi 
energy, such as in the -0.3 to +0.3 eV range, the spectral features group into “pockets” 
located around the K points of the (1x1) 1H-WSe2 system, indicating the dominance of inter-
valley scattering processes (as introduced in Chapter 3). Moreover, the intensity of these 
features is very weak, which appears to be consistent with the decrease in W- and Se-content 
for energy states that depart from the VB or CB edges, as illustrated in figure 6-22. This also 
suggests that, indeed, scattering processes that take place within the intra-gap energy 
window must be mediated by the WSe2/Au hybrid states, and are not controlled by states 
with solely Au content. Above about +0.8 eV and up to about +1.3 eV, a non-monotonic 
variation in the contribution of low  𝑘  states to Γ-centred “disks” is observed; this can be the 
result of the interplay between W-related states located at the CBE and the “pushed-up” 





Figure 6-25. Invariant features of FFTs of isoenergetic 𝑑𝐼/𝑑𝑉  maps of the R25° 1H-WSe2/Au(111) 
system. Examples given (left and middle panels) - using FFT nos. 14 and 22 from the series in figure 6-
24 - reveal different scanning directions during 𝑑𝐼/𝑑𝑉 image acquisition, resulting in the rotation of 
the reference features. The panel at right also shows, overlaid, the BZ of the (1x1) 1H-WSe2 system 
(red, dashed contour).  
energies, tending towards 1.9 eV (the largest energy probed in this work) more complex FFT 
patterns with reminiscence of hexagonal symmetry emerge (see for example FTT no. 30), 
which will be linked in subsequent sections to the specifics of a “folded” electronic band-
structure. 
In the following sub-sections, further evidence is given in support of the scenarios proposed 
above.  
 
Evidence of folding of energy bands by the moiré super-lattice 
Above the conduction band edge (CBE): from +0.8 to + 1.3 eV  
Figure 6-26 presents the main contributors in this energy range to the DFT-calculated energy 
bands of (√3 × √3) R30° 1H-WSe2/Au(111) side-by-side: on the one hand, there is the 
negatively-dispersing, “pushed-up” Shockley SS arising from the interfacial Au layer, 
highlighted in green in the left panel; and on the other hand, at lower energy there is the 
original K state of (1x1) 1H-WSe2 folded onto Gamma by the (√3 × √3) R30° super-lattice and 
dispersing positively with energy, also highlighted in green in the right panel.   
Figure 6-27 shows 𝑘 -line profiles extracted from the appropriate FFT “slides” (nos. 20 to 26) 
from figure 6-24 on the directions indicated by the white, thin lines that connect diagonally 
opposite moiré super-lattice points and pass through Γ. The width of the central disk-like 
feature increases from almost nothing at +1.3 eV to about two thirds of the width of (1x1) 


















Figure 6-26. Dominant states present around Γ at intermediate energies above the CBE. Location of 
the Shockley SS associated with the interfacial Au layer, green in left panel; and that of a W-derived 
state resulting from folding onto Γ of states originally located at 𝐾 in the (1x1) 1H-WSe2 system.  
very large dispersion). This behaviour agrees with the characteristics of the flattened 
Shockley SS of the interfacial Au layer shown in figure 6-26. As energy decreases to +0.8 eV, 
the width of the disk starts decreasing again indicating intra-valley scattering involving a state 
centred on Γ that disperses positively. This observation has implications as in the unfolded 
(1x1) 1H-WSe2 system there is no such state at energies around the CBE, therefore this is a 
clear signature that energy band folding occurred in the WSe2 system by the moiré super-
lattice.  
Complementing this data that arises from the analysis of full images (where not all scattering 
centres scatter in the same frequency range, as discussed at the beginning of the section), 
the behaviour of an appropriately selected, individual defect was also analysed over the 
same energy range. Figure 6-28 shows a defect that most certainly lies within the WSe2 
monolayer (i.e. it does not lie at the interface between WSe2 and the Au substrate, nor is this 
a defect in the Au substrate). Future targeted simulations would be able to confirm its exact 
atomic configuration, but this is not required to reach the conclusions below. The top row of 





Figure 6-27. 𝑘 -line profiles extracted from FFT “slides” nos. 26 to 21. The broad, disk-like 
feature around Γ disperses with energy, while the sharp pair of peaks surrounding it do not 
disperse with energy as it corresponds to the moiré super-lattice.  
the 6-fold symmetry appearance of the pattern at 1.3 eV, reminiscent of scattering from 
small defects in unfolded 1H- or 2H- WSe2 (see Chapter 5), the development of a ring-like 
contour around Γ is followed instead. This ring contour grows from very small to large when 
the energy decreases from 1.3 to 1 eV, and then decreases again when the energy decreases 
to +0.9 eV. This is the same trend as shown in figure 6-27 above, consistent with the probing 
























































































Figure 6-28. FT-STS derived QPI patterns from defect within the WSe2 layer for energies between +1.3 
and 0.9 eV. Top row: series of QPI patterns. FFTs show the QPI specific to the defect, together with the 
atomic lattice of WSe2 and the moiré super-lattice. Middle row: 𝑑𝐼/𝑑𝑉 images of the defect. Bottom 
row: 𝑑𝐼/𝑑𝑉 images of the defect from which the contribution of the moiré super-lattice was filtered 
out. 
 
High energy bands: from +1.6 to +1.9 eV  
This energy range is of special interest. The reason for this is revealed by combining 
information from figure 6-26, left panel, which shows the energy bands with dominant Au 
character that correspond to the interfacial Au layer; and figure 6-29 which compares the 
isolated (√3 × √3) R30° 1H-WSe2 system with its (√3 × √3) R30° 1H-WSe2/Au(111) counterpart, 
focusing on the W- and top Se-derived energy bands. Within the energy band marked in 
yellow, which exceeds the energy range of our measurements, there are virtually no 
dominant Au-derived bands, except the one at very low  𝑘 marked with a green star. This 
means that in this energy range there is an opportunity to probe bands that belong almost 
exclusively to WSe2, with both W and top Se-character, which occur in ?⃗?  regions in the 
vicinity of M’ (i.e. close to the Q point of the original (1x1) BZ) and K’ points of the reduced 
BZ of the (√3 × √3) R30° super-lattice. These energy bands are also significantly like those of 
the isolated (√3 × √3) R30° 1H-WSe2 system shown by the left panel of Figure 6-29.  










Figure 6-29. States at high energy in both isolated (√3 × √3) R30° 1H-WSe2 and (√3 × √3) R30° 1H-
WSe2/Au(111). In the latter case, states originate almost exclusively from WSe2; only the state marked 
with a green star, at low  ?⃗?, has significant Au orbital weighting.  
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Consequently, FT-STS measurements in this energy range can reveal the folding of the WSe2 
bands by the moiré super-lattice in a region where this occurs without ambiguity.  
Figure 6-30 shows the QPI pattern resulting from scattering on an individual defect at E = 
+1.9 eV. This defect has already been introduced by in section 6.4; it is not a point defect, 
has an apparent lateral size of about 1 nm, and is visible in both z (STM) and dI/dV images. 
Its QPI pattern reveals several contours of approximate hexagonal symmetry, that are  
 
 
Figure 6-30. FT-STS derived QPI pattern from individual defect at high energy (E = 1.9 eV) (a), with the 
moiré super-lattice points shown (left) and after filtering them out (right).  (b) Reduced (√3 × √3) R30° 
(in black), and unfolded (1x1) (in red) BZs, with relevant high symmetry points. (c) Exchanged ?⃗? vectors 
determined from the various experimental contours making the QPI. (d) Mapping the exchanged ?⃗? 
vectors onto relevant regions of the band-derived isoenergetic contours of the folded (√3 × √3) R30° 
1H-WSe2 system. Two energy-broadened cases were considered (𝜂= 10 and 50 meV). Reduced and 
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centred around Γ and cover a relatively broad spectral range in the 𝑘 space. The QPI pattern 
is complex, with some of the contours revealing regions of high intensity along the Γ-M 
direction of the (1x1) BZ. The contours with smaller 𝑘 have a clear hexagonal shape, while 
some degree of anisotropy and warping is observed in the larger 𝑘 contours. Figure 6-30(c) 
shows the dominant ?⃗? scattering vectors from this defect obtained from its QPI pattern. 
Figure 6-30(d) shows energy-band derived isoenergetic contours corresponding to (√3 × √3) 
R30° 1H-WSe2 using the DFT calculations with spin-orbit coupling shown in Figure 6-18. Two 
cases were considered, with less (η = 10 meV) or more (η= 50 meV) broadening, where the 
larger broadening corresponds more closely to the experimental conditions, as bias 
modulation of about 50 meV was applied to the STM tip during the FT-STS experiment when 
acquiring dI/dV images. By comparing (c) with (d) one can see how the experimentally-
derived exchanged ?⃗? vectors map onto both the reduced BZ of the (√3 × √3) R30° system, 
and the original (1x1) one. The two BZs are shown superimposed (with black and red lines, 
respectively) onto the isoenergetic contours in (d). In (d), the experimental ?⃗? vectors either 
map transitions well between regions of enhanced density of states (such as ?⃗? ) or 
correspond to back-scattering between closed isoenergetic contours (such as ?⃗?  and ?⃗? ).  
In contrast, the experimental ?⃗? vectors determined in figure 6-30(c) do not map well onto 
the band isoenergetic contours of the unfolded (1x1) 1H-WSe2 system, as shown in Figure 6-
31. There are no possible transitions that approximate ?⃗?  and  ?⃗?  well, and the only relevant  
 
Figure 6-31. Mapping the experimental exchanged ?⃗? vectors determined in figure 6-30(c) onto band-
derived isoenergetic contours of the unfolded (1x1) 1H-WSe2 system, for various energies. None of the 
possible transitions allowed by this system, shown in green, appear to match the size and orientation 
of the exchanged ?⃗? vectors. An isoenergetic contour corresponding to the folded (√3 × √3) R30° 1H-
WSe2 system was also shown (top row, left) to show the contrast in the unit cell sizes of the two systems. 
The same ?⃗? scale was used for both folded (reduced) and unfolded systems.  
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?⃗?  in figure 6-31 is ?⃗?  (shown in green and corresponding to spin-conserving intervalley 
scattering), but this is too large in magnitude. In addition, the overall shape and orientation 
of the isoenergetic contours of the (1x1) system does not closely match the experimental 
QPI pattern from 6-30 (a).  
Finally, the same defect investigated in figure 6-30 was also probed at lower energies, and 
the resulting series of QPI patterns is shown in figure 6-32(b). The QPI patterns evolve into 




Figure 6-32. FT-STS series of QPI patterns from the same defect probed over an energy range. (b) 
experimental results. (a) DFT-based, band-derived isoenergetic contours for the (√3 × √3) R30° 1H-
WSe2 system at different energies mapping the experiment. Two energy-broadened cases were 













remains a dominant exchanged scattering vector, while  ?⃗? , ?⃗?  and ?⃗?  closely map various 
possible transitions within the isoenergetic contours of the folded (√3 × √3) R30° 1H-WSe2 at 
the respective energies (see figure 6-32(a)). 
 
6.6. Conclusions 
An in-depth analysis of a 1H-WSe2/Au(111) heterostructure has been carried out to identify 
the observed complex electronic structure from STS and ARPES measurements. There are 
two main results; the first is that the incommensurate R25° 1H-WSe2/Au(111) can be 
considered a weakly interacting Umklapp system, where the bands of the (1x1) WSe2 are 
folded back by the R25° 1H-WSe2/Au(111) primary reciprocal unit cell vectors; the second, is 
that the Au and WSe2 bands hybridise in the intragap region to form continuum states, that 
retain their WSe2 nature; as indicated by QPI maps showing that the hybridised states are 
non-dispersive and weaken the further from the WSe2 band edges they get. These states 
result in the metallic nature of the heterostructure, supported by the NanoESCA 
measurements. Further QPI observations have determined the location of the “pushed-up” 
Shockley surface state of Au(111), which is supported by the theory; as well as direct 
evidence of the band-folding via probing at an energy with no dominant Au bands; allowing 
just the scattering from WSe2 states, with the scattering vectors matching well with the 
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Phase transitions and doping of TMDs 
The ability of TMDs to adopt multiple different phases each with their own electronic 
properties is of great interest in material science. The three phases that WSe2 can adopt are 
ideally suited for different roles. The 2H semiconducting phase has shown good performance 
as FET devices [1] and promising behaviour as a waveguide to control the valley degree of 
freedom [2]. The metallic 1T has been used as an electrode material in supercapacitor 
devices [3], and the distorted 1T’ phase exhibits the quantum spin Hall effect (QSHE) [4]. 
Clearly control over the phase and the ability to mix them would enable the opportunity for 
many novel heterostructure. 
There are many ways to cause a phase transition, but one of particular interest here is the 
substrate mediated transition. Since the previous chapter dealt with a heterostructure with 
a modified electronic structure, the possibility of this route to achieve this comes to mind. 
First the mechanisms by which these transitions happen is investigated. The properties of 
the heterostructure are contrasted with those of different phases to determine if it has 
undergone a transition. However, the observations show clearly it has not. The question 
remains then why this is the case when very similar systems have done. 
The second part investigates another method to tune the electronic properties of surfaces 
through using dopants. Pd atoms were evaporated onto the surface of a WSe2 crystal and 
STM used to examine the effect on the electronic structure. From this we can see that the 
Pd atoms cause a local influence on the LDOS and induce states into the bandgap edges, 
resulting in a small reduction. The overall picture of the crystal is that is it p-doped by the 
coverage of Pd nanoclusters. The sample was then annealed, and a large-scale 
reconstruction of the surface was observed. One such region exhibited structural properties 




7.1. Conditions and mechanism for phase transition 
The most stable phase of WSe2 is the 2H phase which is the most commonly examined and 
used. However, the other phases can be prepared like in the case of MBE grown 1T’ WSe2 
where the low temperature growth was the key factor [5], or the intercalation of Li ions into 
MoS2 during exfoliation resulting in the metastable 1T phase [6, 7]. These other phases are 
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of interest for different reasons as their properties differ from the 2H phase as discussed in 
chapter 2. 
Another route to phase transition is that which is substrate induced. This is of particular 
interest here as the WSe2/Au(111) heterostructure discussed in the previous chapter is a 
potential candidate for this situation. The phase transition of both MoS2 on Cu, Ag, Au and 
graphene, and WSe2 on Au has been investigated, with all displaying a 2H to 1T’ change [8, 
9]. In these experiments’ CVD grown MoS2 and WSe2 were chemically transferred onto their 
respective substrates and annealed at temperatures between 200°C and 550°C. The 
annealing is described as the key mechanism for the phase transition on the substrates, with 
the highest yield of 85.7% 1T’ phase on MoS2/Cu for 300°C, and 58.8% on WSe2/Au(111) 
upon annealing at 250°C. This annealing is said to enhance the interfacial hybridisation 
between layers resulting in an increase in the interfacial binding energy and charge transfer 
from the substrate. This charge transfer is visualised in the calculations of figure 7-1(a), 
showing an increased charge accumulation for substrates with stronger hybridisation and 
therefore a higher proportion of phase transition. The effect of annealing for the MoS2/Cu 
case is shown to further enhance this charge transfer. This charge transfer leads to a 
weakening of the metal-chalcogen bond strength which further facilitates the phase 
transition process through a decreased phase transition barrier [8].  
The proposed mechanism for phase transition is shown by figure 7-1(b), illustrating the 2H 
phase as 00 and the 1T’ phase as 06 with the intermediate stages in between. The 1T’ phase 
 
Figure 7-1. (a) Charge density difference plots for 1H-MoS2 on different substrates. The red marks the 
charge accumulation regions and the blue the charge depletion. The graphene is 1/10 the isosurface 
values of the others due to the low hybridisation between layers. The final plot on the right indicates 
the difference annealing makes, showing an increase in the charge transfer from the substrate to the 
MoS2. (b) Top down view of the proposed mechanism from the 2H phase (00) to the 1T’ phase (06). [8] 
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was found to have a lower equilibrium energy than the 1T phase hence why it is not part of 
the route. This transition involves the edge chalcogen atoms shifting to the centre, the centre 
chalcogen atoms sliding to the edge along the zig-zag direction, and the metal atom moving 
slightly along the armchair direction. 
In a similar case to this, a 2H-1T phase transition was observed instead in a MoS2 decorated 
with Au nanoparticles (NP) [10]. Here an incident laser was used to excite plasmons in the 
Au NP which then generate hot electrons which were transferred to the underlying MoS2, as 
displayed in the schematic shown in figure 7-2(a). The mechanism proposed for this is shown 
in figure 7-2(b), which in a similar way to the 1T’ transition, sees the destabilisation of the 2H  
 
Figure 7-2. (a) Diagram of the process to induce phase transition in a MoS2 surface decorated with Au 
nanoparticles. (b) Mechanism of phase transition, detailing the addition of the hot electrons (red 




lattice through charge transfer. The population of the metal 4d-orbitals leads to the phase 
transition, resulting in the incomplete occupation of three orbitals which gives the metallic 
nature to the 1T phase. This also decreases the lattice stability. A point to note is that both 
in this case and the above-mentioned transition to 1T’, the same Raman peaks were referred 
to as characteristic peaks for both phases. While there are other studies of 1T’ with the same 
Raman peaks [11], other studies have observed the 1T phase using different techniques such 
as STM [7], and STEM [12] showing that this metastable phase can also be formed.  
The 1T phase is metastable and expected to decay back to the 2H phase within 5 days in 
ambient conditions [7] or from annealing [12, 13], but can be stabilised through charge 
transfer from butyl groups [3]. This means that sufficient charge transfer from a substrate or 
overlayer could enable a stabilised phase transition to 1T. Further support for this comes  
 
Figure 7-3. (a) STM images before and after a tip applied voltage pulse of 10V. The pulse induces a 
local area phase transition from the 1T’ phase to the 2H phase. (b) STEM images of the MoS2 surface 
at 600°C showing the progression of the phase transition from the 2H to the 1T phase. The precursor 
𝛼 phase can be seen to form Mo zigzag chains before it transitions into the 1T phase, forming different 
types of domain boundaries with the 2H phase. (c) Schematics showing two ways the planes can slide 
to result in 2H to 1T, or 2H to 2H’ phase transitions. [14, 15] 
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from a technique to grow WS2 on Ag assisted by pulsed laser deposition, which enabled a 
phase transition from 2H to 1T and allowed it to be stabilised by electron donation from the 
Ag substrate after growth [13]. 
Another interesting method of inducing phase transition was performed by pulsing the 
surface of WSe2 with an STM tip [14]. The WSe2 layer was grown using MBE to create mixed 
phases of 2H and 1T’ as well as single phase domains. By pulsing with a voltage ≥ 6V 
different orientations of the 1T’ chains could be created, resulting in the formation of 1T’/1T’ 
domain boundaries. However, by pulsing with a voltage ≥ 10V a local area transformation 
to the 2H phase could be induced, as seen in figure 7-3 (a). In a similar manner, the phase 
transition from 2H to 1T was induced and controlled using a STEM at 60 kV and high 
temperatures of 400-700°C [15]. Figure 7-3(b) shows the evolution of the phase transition 
with time, showing the precursor 𝛼 phase and the two domain boundaries 𝛽 and 𝛾 that can 
form. The precursor 𝛼  phase was found to be stable under electron irradiation and high 
temperature and is essential for the phase transition. Figure 7-3(c) shows a schematic 
showing how the top S plane glides during the 2H-1T transition, as well as another type of 
phase transition from 2H-2H’ where the Mo plane glides in this case. It was found that phase 
transition did not occur except under electron beam irradiation, suggesting that the 
accumulation of negative charge can trigger the phase transition. 
 
 
7.2. Absence of phase transition in 1H-WSe2/Au(111) heterostructure 
The previous chapter considers the electronic effects at the interface of the heterostructure 
but assumes a 2H phase of the WSe2. As seen from literature, these heterostructures have 
been observed to undergo phase transition especially when annealed, and here the 
possibility that this has occurred for this sample will be discussed. 
Some STS measurements taken from the sample before it was annealed at high temperature 
show a different I/V curve from what is expected, with a smaller bandgap and more metallic 
character. An example is displayed as the blue curve in figure 7-4 with the more typically 
observed curve of the 2H phase shown in red for comparison, and the presence of both types 
could indicate the existence of different phases across the sample. After annealing, 
spectroscopy of this type was no longer observed indicating the heterostructure is much 
more uniform than it was prior to annealing. This could simply be due to the annealing 
process improving the interface between the layers by removing any impurities between 
them and reducing the interfacial distance, but it could also indicate a phase transition back 




Figure 7-4. Spectroscopy I/V curves from the WSe2/Au(111) sample, showing an example of a region 
with a shorter bandgap (blue) that was only observed prior to annealing. After annealing only 
spectroscopy similar to the red curve was observed.  
spectroscopy like the red curve was observed. The reason the I/V curve appears sloped is an 
artefact of the STM system, and not due to the Au contribution. 
Our heterostructure was annealed at a temperature of 500°C which from the discussed 
literature would suggest while not optimal, it could still contain a significant percentage of 
the 1T’ phase. The methods used to identify 1T’ in most of the above cases did not include 
STM which would give an obvious structural change due to the distorted structure. From all 
of the areas scanned on our sample, the distorted rows of the 1T’ phase was not observed 
meaning that this phase transition did not occur here, or it was in such a low percentage it 
would not affect the sample as a whole. It is less clear with the 1T phase transition as ideally 
it would appear very similar to the 2H structure under STM as discussed in section 2-2. If it 
has undergone a distortion and developed a super-lattice it would be observable, appearing 
as in figure 2-6(b) in chapter 2, but this does not seem to be the case here either with the 
super-lattice observed explained by the moiré pattern. From the topographic image there is 
no reason to suggest the 1T phase, and this is supported by the STS which all display a 
bandgap indicating a semiconducting rather than metallic character. The ARPES 
measurements however show states crossing the Fermi level which suggest a metallic nature. 
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The metallic states suggest a transition to the 1T phase however this phase also has a very 
different band-structure from the 2H phase, as seen in the simulated band-structures of 2H 
and 1T shown in figure 7-5(a) and (b) respectively. Comparing these with the ARPES results 
in figure 7-5(c), the bands fit better to the 2H case indicating that the base structure of the 
WSe2 is still in the 2H phase. This can be clearly seen around the M point where the bands 
for the 1T phase are much higher and form a peak far into what is the bandgap in the 2H 
phase. The peak usually at the K point is shifted along the Γ-K direction and again is further 
up in energy than the 2H bands. Comparing with the band-structure of the 1T’ phase also 
reveals significant differences, notably in the absence of the signature inverted band 
 
Figure 7-5. Simulated 2H (a) and 1T (b) band-structures. The red arrows indicate positions which are 




structure of the 1T’ bands which is shown in figure 2-12(b) in chapter 2. Therefore, the WSe2 
in this heterostructure remains in the 2H phase and does not undergo a phase transition. 
The STM measurements revealed no domain boundaries in the WSe2 suggesting it was single 
domain, which is to be expected as it was exfoliated from a single crystal source. This also 
suggests that there has been no change to the local structure due to the Au interaction or 
annealing process, meaning it is unlikely a phase transition has occurred elsewhere on the 
sample. The uniformity of the sample is supported by the ARPES measurements, with both 
the very local measurements from the Nano-ARPES and the sample-wide NanoESCA 
measurements displaying the same features. Measurements from different points of the 
sample with the Nano-ARPES also showed no difference. 
Reasons why a phase transition is not observed are likely down to the preparation method 
and the high stability of the interface. The only chance for impurities or any sort of external 
influence to affect the sample was in the short time after exfoliating the WSe2 and placing it 
on the Au(111) crystal, and putting in into the load lock. From then on, all annealing and STM 
measurements were carried out in UHV. All the other methods resulting in a phase transition 
used another method of growth or application of the layers, so the exfoliation of a single 
crystal impairs any phase transition. The twist angle between the layers could also play a part, 
as during growth of layers they typically favour an orientation which may make the phase 
transition route more favourable. In this case the angle was not tuned to any such direction 
and simply stacked as it was with a twist angle of about 25°. For the ARPES measurements 
the sample was briefly exposed to air during transfer, but the results from ARPES confirm it 
to be very uniform demonstrating a high stability. 
 
 
7.3. Electronic doping via Pd atomic decoration 
A WSe2 crystal was decorated with Pd atoms on the surface to investigate the effect on the 
lattice and electronic structure a dopant would have. The purpose of this experiment was to 
prepare for doping with magnetic dopants such as V or Mn, as a route towards long-range 
ferromagnetic order in TMDs. 
STM images showed that the Pd atoms formed either as single or few-atom clusters or 
coalesced to form larger nano-crystals. The clusters can be seen in the images shown in figure 
7-6(a) which shows two single Pd atoms and figure 7-6(b) which displays a cluster of 4 Pd 
atoms marked by the white dotted circles. They appear as bright protrusions on the surface, 
extending roughly over 3 Se atomic sites. Calculations performed of Pd atoms adsorbed on a 
MoS2 surface have shown that the Pd atoms favour the site on top of the metal atom as 
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displayed in figure 7-6(c), and covalently bonds with the neighbouring Se atoms [17]. This 
results in a charge accumulation around the adatom as displayed in the charge density 
difference maps in figure 7-7(a), explaining the surrounding contrast and larger apparent size 
of the Pd atoms in figure 7-6(b). The atomic structure surrounding the adatom site is also 
expected to be slightly distorted due to the bonding with the Pd adatom. In figure 7-6(a) 
intrinsic defects from the surface can be seen and whilst it might be thought that the 
adatoms too are intrinsic, the study of the WSe2 crystal defects in chapter 5 observed nothing 
of this kind. They appeared only after deposition and since they would be situated on the 
surface, the bright contrast agrees with what one would expect unless it was a strong 
acceptor dopant that could balance the topographic affect, which does not appear to be the 
case for Pd based on its appearance. Whether Pd is an acceptor or donor however is not 
always clear, as in one case it has been shown to act as a donor with the Pd atom valence  
 
Figure 7-6. (a) STM image at +1.5V, 0.8 nA showing two Pd atoms decorating the surface, and multiple 
types of intrinsic defects. The odd shape of the Pd atoms is due to the shape of the tip, where it is not 
entirely spherical. (b) STM image at -1.16V, 0.2nA showing a cluster of 4 Pd atoms marked by the white 
arrows. (d) Point spectroscopy measurements taken across the cluster in (b) showing presence of 
additional states around the valence and conduction band edges. 
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configuration of 4𝑑 5𝑠  donating 0.25𝑒 to the MoS2 surface layer [17], but in others it has 
been calculated to be an acceptor with a charge transfer of -0.12𝑒  [18]. The difference 
between these cases seems to depend on its position, with the first case adsorbing it to the 
surface, whereas the second it substitutes a Se atom, implying that it acts as a donor for this 
sample. Their presence on the surface can also be seen from the tendency of the tip to move 
them across the surface as it scanned over them. 
The cluster in figure 7-6(b) has a bright region directly surrounding the Pd atoms indicating 
that they have a local effect on the LDOS of the neighbouring atoms. This was confirmed by 
taking point spectroscopy across the cluster, with the resulting I/V curves shown in figure 7-
6(d). At the site of the Pd atoms and directly adjacent to it the band gap is shortened, with 
contributions of states at both the valence and conduction band edges. Simulations have 
predicted dopants to have similar effects on the electronic structure with reduction of the 
bandgap reported due to Se doped MoS2 which could be tuned with concentration [19], and 
transition metal Cr doping [20]. Other dopants have induced a change to metallic or semi-
metallic character [20, 21]. In most of these cases however the dopant substitutes either a 
metal or chalcogen atom, rather than decorating the surface. The Pd atom does not show 
fully metallic nature, showing it does not induce a change of character, but does show the 
reduction in the bandgap predicted by [17, 18]. This is due to the presence of states located 
in the gap region, however in contrast to this result calculations have suggested these states  
 
Figure 7-7. Calculated charge density difference plots of a Pd adatom adsorbed above the metal atom 
site on MoS2. (b) Drain current as a function of gate voltage curves for a MoS2 FET, showing different 
levels of Pt doping and the effect on the transfer characteristics this has. The curves on a linear scale 
are shown in the inset. [17, 22] 
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should not be close the VB or CB edges, rather acting as trap or recombination centres for 
the carriers in the mid gap region. 
Scanning over a larger area shows that nano-crystals have formed across the surface, as 
shown in figures 7-8(a) and (b). These were typically triangular crystals 5-10 nm in size and 
appeared to have two different orientations marked by the white dotted lines in figure 7-
8(b). Spectroscopy measurements revealed a similar but stronger effect on the WSe2 
bandgap, indicating that these were formed of Pd atoms. The triangular nature of the crystals 
suggests that there was a nucleation site from which the crystal grew out from, and their 
formation must have occurred during the deposition phase as these images were acquired 
prior to any annealing. This is in agreement with previous experiments of Pd deposited on 
MoS2 by evaporation, from which STM images show very similar triangular shaped clusters 
orientated in 2 directions [23], and calculations that predict Pd adatoms prefer to form 
nanotemplates on the surface [17]. X-ray diffraction discovered that the clusters lie in a 
Pd(111) plane, and is not rotated relative to the top layer Se lattice, rather they grow 
epitaxially on the surface. This supports the previous calculations that the Pd atoms lie on 
top of the metal atom site. Some of the crystals appear with a brighter contrast compared 
to others suggesting that they may have a 3D structure and not be monolayers, which was 
also the conclusion of a similar study of Pd on MoS2 where the clusters structure had a 3D 
pyramidal shape as they grew larger [24]. 
To examine the effect of the Pd on the electronic structure of WSe2, dI/dV curves were taken 
from a clear area of the WSe2 surface and compared with dI/dV measurements of the crystal 
taken before depositing Pd on it. The comparison of these curves is shown in figure 7-8(c), 
showing that the Pd doped crystal (orange curve) has a rigid shift of the bands from the 
pristine crystal (blue curve). The Fermi level has been shifted away from the conduction band 
edge moving the centre of the bandgap closer to the Fermi level, indicating this is p-type 
doping. This was observed to be a global affect across the sample where these nano-crystals 
are located. This result contrasts with those suggesting that the Pd atoms adsorbed on the 
surface act as donors, as the nature of the doping shows they’re acceptors. It is possible that 
some of the Pd atoms have substituted with Se atoms or filled previous Se vacancies during 
the deposition process or from diffusion afterwards, which could explain the shortening of 
the bandgap from both VB and CB edges. However, from the images, the vast majority seems 
to appear on the surface meaning that this must be the cause of the doping. The results are 
similar to previous experiments as decoration of Pd nanoparticles on a MoS2 FET has let to 
p-type doping [22], and Au adatoms have previously been shown to p-dope WSe2 [25] and 
MoS2 [26] supporting the ability of adatoms to dope a sample. The effect of increasing the 
coverage of NP on the surface has also been seen in the case of Pt decoration of a MoS2 FET, 
with increased threshold voltages needed to switch on the back-gated FET with larger doses. 
Therefore, higher levels of Pd decoration are expected to increase the p-doping of the WSe2 




Figure 7-8. (a) STM image at -2.3 V, 0.12 nA over a larger area displaying the triangular Pd nano-
crystals covering most of the surface. (b) Closer STM image at -2.5 V, 0.13 nA focusing on two nano-
crystals with opposite orientations marked by the white triangles. (c) STS curves displaying the rigid p-
type shift of the bands due to doping from the Pd nano-crystals on the WSe2 surface. Both 
measurements were taken from areas clear of defects or Pd dopants. 
 
 
7.4. Phase transition via Pd intercalation/alloying 
The sample was annealed twice after the initial STM investigation of the clusters and nano-
crystals, with no change after the first annealing at 600°C and the features observed as above. 
The second annealing was done at 900°C and a significant modification of the surface was 
observed, most notably by the absence of the small nano-crystals and the formation of much 
larger domains with polyhedral shape as seen in figure 7-9(a). The surface topography now 




Figure 7-9. (a) STM image at +1.5 V, 0.28 nA of a 60 nm2 area showing large polyhedral regions across 
the surface that overlap. Aside from one area the surface appears very clean. (b) STM image at -1.16 
V, 1.72 nA zoomed in on a domain with rows. (c) STM image at +1.5 V, 0.28 nA showing an increased 
contrast on alternating rows, which shows the position of the W zigzag chain. The insets show regions 
with the atomic positions of the 1T’ phase overlaid, with the same scale as the base images. The filled 
green, filled blue, and hollow green dots represent the top Se, W, and bottom Se atoms respectively. 
The unit cell is displayed by the red rectangle. 
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another and some areas having large steps or pits. Given the amount of Pd deposited on the 
surface was not sufficient to form a monolayer, the structural change must also involve the 
surface WSe2 layers. The weak interlayer van der Waals bonding between layers means that 
this is possibility, with the impurity Pd atoms and the high annealing temperature providing 
the means to do so. Upon closer inspection of these domains revealed that some now had a 
modified surface structure as seen in figure 7-9(b), consisting of stripes along one direction. 
These stripes appear as a pair of two rows, each staggered from the other, and with one 
appearing brighter than the other. This is more clearly seen under different imaging 
conditions as in figure 7-9(c), which has a larger contrast between the non-equivalent rows. 
Along the brighter rows the spacing between bright points is 0.30-0.36 nm, which is 
consistent with the atomic spacing of Se-Se atoms, and between bright rows the spacing is 
about 0.6 nm. This is consistent with the 1T’ phase discussed in section 2-2 and shown in 
figure 2-8 and is in agreement with other STM studies of this phase [5, 14, 27]. The atomic 
structure of the 1T’ phase is overlaid in the insets of figures 7-9(b) and (c), showing the 
positions of the top layer Se atoms (filled green dot), the W atoms (filled blue dot), and the 
Se atoms in the lower layer (hollow green dot). The unit cell of the 1T’ phase is marked by 
the red rectangles over the structure and is perpendicular to the row direction. This matches 
very well with the pattern, where the brighter rows are along the direction of the metal 
zigzag chain, due to the raised Se atoms above them. 
This type of pattern was not observed for all domains with other patterns appearing as 
displayed in figure 7-10(a). Region 1 shows a similar row pattern but has no atomic resolution 
compared to region 3 which does. Region 3 lies on top of region 1 so there is a step between 
 
Figure 7-10. (a) STM image at +1.5 V, 0.28 nA showing three regions with differing structure. Here a 
clear overlap of layers can be seen with region 2 on the top and region 1 at the bottom with region 3 
in-between. (b) Point spectroscopy I/V curves taken from the three regions marked 1-3 in (a). 
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them but there is sufficient area for the tip to be able to scan correctly, therefore there is a 
clear difference between these regions. Another observation from region 3 is the high 
number of defects, which appear very localised suggesting they lie in the surface layer. 
Region 2 also displays a different pattern, which is more akin to the hexagonal pattern of 2H-
WSe2. Spectroscopy from the three regions show that each region has a different electronic 
structure, as shown by the resulting curves in figure 7-10(b). Region 1 interestingly shows a 
slightly more metallic character in contrast to the expected 2H-WSe2, suggesting there is a 
large presence of Pd atoms in this region. Region 3 displays a more typical 2H-WSe2 electronic 
band-structure although with a shorter bandgap. This is unusual as the 1T’ phase has a much-
reduced bandgap compared to the 2H phase and contrasts with the observed structure of 
the region. A possibility is that the bulk 2H phase underneath is contributing to the 
spectroscopy and this phase is only on the surface layer. Another potential explanation could 
come from the high number of defects, which are known to affect the electronic structure 
of materials, although this would be an extreme case as they would usually increase the 
number of states in the bandgap rather than shift it towards insulating. 
Considering the nature of the 1T’-WSe2 phase as a QSH insulator, a further suggestion could 
be that the mix of different regions here has affected the conductive states resulting in a 
slightly larger bandgap. The possibility to tune the nature of the 1T’ phase has been discussed 
before in the context of an applied electric field [28], where the conductive helical edge 
states were destroyed. In a similar vein to that of chapter 6, placing this layer on a substrate 
could induce changes to its electronic structure. This explanation may be supported by the 
spectroscopy from region 2, which displays a significant Schottky barrier, which is expected 
at the junction between a metal and semiconductor. This implies that this region includes an 
overlap between a metallic layer and the bulk semiconducting WSe2 and demonstrates that 
a range of different domains and quasi-heterostructure exist. 
A potential explanation for the formation of these varied regions could be due to 
intercalation of the Pd in between layers or inside of a single layer of WSe2. Intercalation is 
commonly used to induce phase transition in these layered materials too which could explain 
the observation of regions with the 1T’ structure. How it came to be intercalated is unclear, 
as annealing at high temperature is expected to cause the Pd atoms to desorb from the 
surface, starting from about 420°C [29]. However, the spectroscopy reveals clearly that some 
of it remains. The formation of the fractured surface with lots of steps could have been 
mediated by the Pd atoms on the surface during the annealing process, which then allowed 
intercalation of some of the Pd atoms at the step edges. 
Another possible explanation is that the Pd and WSe2 formed an alloy. A wide variety of 
different TMDs and their alloys have been reported but they are usually formed in the growth 
process through combination of different precursors [30]. However, one study showed that 
WSe2 placed on Pt could be transformed through annealing in vacuum at 600-700°C, and 
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formed a W-Pt-Se alloy [31]. The annealing temperature is below the thermal decomposition 
of WSe2 in vacuum of 930°C, which implies that the chemical reaction is Pt induced. This 
shows the potential for the Pd and WSe2 to have alloyed in our case and undergone a 
structural transformation. It has also been seen that in an alloy of W-Nb-Se that the 
substitution of the Nb atoms can induce lattice distortions due to the difference in bond 
length with the Se compared to the W, resulting in a structural change [32]. In the same alloy, 
the change in the atomic bonding resulted in a reduction of the bandgap [33]. Both of these 
suggest that the alloy could have structural distortion and a reduction of the bandgap similar 
to what we see, and due to both WSe2 and NbSe2 exhibiting the 2H phase shows the potential 
for a greater difference with a mismatch of phases. Looking at PdSe2 it has a preferred phase 
of 1T, and it is also a semiconductor with a bandgap [30]. An alloy between these two could 
therefore lead to a large distortion in structure, especially as in WSe2 the 1T phase is unstable 
and will relax to the 1T’ phase. An increase in the bandgap would also not be unforeseen as 




The WSe2/Au(111) heterostructure has been compared to the properties of the other phases 
and found it does not exhibit the features of a phase transition despite observations of this 
in similar systems and conditions. The electronic structure and structure match well with the 
1H phase, with all the critical points of the phase clearly observable. It is also seen to be 
highly uniform and stable under short periods in ambient conditions. 
Doping the WSe2 crystal with Pd dopants showed their ability to adsorb to the surface 
through covalent bonding demonstrated by a local modulation of the LDOS. This resulted in 
a shortening of the bandgap through the addition of induced states at the edges in the 
locality of the dopants. Furthermore, the adatoms were seen to coalesce into larger 
triangular nanoclusters, which orientated themselves in one of two directions. The 
orientation and epitaxial growth of the clusters, as well at the single dopant position shows 
they prefer the metal atom site. The decoration of the surface was seen to induce a rigid 
shift of the bands in spectroscopy measurements indicating a p-type doping by the Pd atoms. 
Annealing the crystal at 900°C resulted in a reconstruction of the surface layers, leading to 
regions with different electronic properties. One region which was commonly observed 
showed a 1T’ structure suggesting a phase transition either through intercalation or the 
formation of an alloy between WSe2 and Pd. A slight discrepancy was observed with the 
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Conclusions and future work 
Conclusions 
In this thesis, three different sections were covered. The first experimental results dealt with 
the observation of intrinsic defects in a WSe2 crystal; across the surface a wide range of 
different types were seen. Scanning tunnelling microscopy (STM) has proved itself as an 
excellent probe of surfaces and therefore this technique was applied to examine them, 
through the structural appearance of the defect site, and the modifications to the electronic 
structure they can induce. Some defects exhibited a bias dependence appearance, which is 
highly likely to be due to the contribution of the defect states to the local density of states 
(LDOS), depleting them at an energy of -0.8 eV to present a featureless topography. Defect 
states are also detected at just within the valence band edge for an extended defect, 
indicating the doping effect they can have on the LDOS. Two types of defect were identified 
from their structure and assigned to the top layer Se monovacancy, which had the 
appearance of a very local depression on a Se atomic site as expected, and the Se or O 
interstitial defect centred on a metal site. The Se monovacancy also exhibited a dark star 
pattern at different energies, in these cases showing its charge depletion of neighbouring 
sites. 
The main result from this section stemmed from the defects ability to act as a scattering 
centre of the quasi-particles; with their quantum interference giving rise to patterns in the 
LDOS. The dI/dV maps probe the LDOS; hence, the quasi-particle interference patterns (QPI) 
can be directly probed. This allowed for the determination of the scattering picture from the 
defect indicating whether spin-flip scattering channels between valleys of opposite spin are 
permitted. A common metal centred point defect showed only to exhibit spin-conserving 
processes in its QPI pattern, indicating the non-magnetic nature of the defect. A larger defect 
complex however showed strong QPI features between the Γ and K points; characteristic of 
the spin-flip process. The structural appearance of this defect is also consistent with a V  
defect, which is expected to carry a magnetic moment of 6µB; thus, confirming the spin-flip 
channel is allowed. This result reveals a promising method to determine spatially resolved 
magnetic defects, which can be employed to examine the coupling behaviour between 
multiple magnetic moments on the surfaces of materials. 
This technique was further used to probe indirectly the electronic structure of a 1H-
WSe2/Au(111) heterostructure; initially revealing the strong moiré super-lattice features 
from the surface due to the mismatch of the lattices. The super-lattice has two separate 
primary vectors, due to the unusual twist angle of 25°±1°. STS and ARPES measurements 
indicated a deviation from the expected electronic structure of the heterostructure; as this 
was not simply a superposition of the 1H-WSe2 and Au(111) bands. DFT calculations revealed 
that folding the bands of the (1×1) WSe2 system by the super-lattice reciprocal vectors of the 
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(√3 × √3) R30° 1H-WSe2/Au(111), showed good agreement with the angle-resolved 
photoemission spectroscopy (ARPES) results; and was indistinguishable from simply applying 
translation operations with the super-lattice reciprocal unit cell vectors. Hence, the 
experimental R25° 1H-WSe2/Au(111) can be described as a weakly interacting Umklapp 
system. 
An analysis of the QPI patterns showed that the intragap state observed in ARPES resulted in 
the observation of non-dispersing features, which get weaker towards the centre and 
stronger towards the edges. Further DFT calculations indicate that these states are a 
hybridised continuum of states between the WSe2 and Au(111), explaining the observation 
of the non-dispersive bands in ARPES. The weakening of their intensity as well as the 
observation of pockets close to the Fermi level indicates they retain a WSe2 nature. Higher 
up in energy a positively dispersing disk changes nature to negatively dispersing at 1 eV 
showing an interplay between the “pushed-up” Shockley surface state of Au; another 
indication of the interaction between the two layers and demonstrating the ability of STM to 
measure the QPI pattern and determine small details of the electronic structure. A clear 
signature of the band-folding is seen at even higher energies; in a region empty of Au(111) 
dominant bands, where the QPI patterns from WSe2 bands can be independently measured. 
Scattering vectors only match possible scattering processes on isoenergetic contours of the 
(√3 × √3) R30° 1H-WSe2 bands and do not fit well with the un-folded (1×1) system. This 
comprehensive study involving many parts demonstrates the complex nature of this system; 
providing the tools to understand the interfacial interaction between layers. This is a very 
important factor to consider when designing novel heterostructures as it may perturb the 
desired properties. 
The final section addresses the possibility that the heterostructure has undergone a phase 
transition to explain the perturbed electronic structure. However, the evidence is in contrary 
to this and indicates that the WSe2 maintains the 1H phase. Further experiments with the 
decoration of Pd adatoms onto the surface of a WSe2 crystal show that high temperature 
annealing at 900°C leads to a phase transition to the 1T’ phase. STM images reveal the 
characteristic distorted structure; however, the spectroscopy reveals a slight difference in 
the electronic structure suggesting that this is not a pure 1T’-WSe2 domain. Intercalation of 
Pd atoms or the formation of an alloy are proposed as the reasons for the phase transition. 
This demonstrates a potentially new mechanism to induce phase transition in TMD materials, 
in which the level of phase transition could be potentially tuned by the concentration of 
dopants. 
Finally, there are a few more general points to be made: 
 Typically, QPI combined with FT-STS is used in far simpler systems as it has greater 
success dealing with single bands. However, as demonstrated here we have been 
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able to obtain meaningful information despite the complexity of this heterostructure 
system; by careful cross analysis with ARPES and theory. To our knowledge this is the 
only such extensive analysis across such a wide range of energies in a complex 
system. 
 As seen, the use of defects of different types and locations in the sample is viable, 
and shows it is possible to access information about a variety of states in the 
heterostructure 
 The interaction of a monolayer and metal substrate will not produce a good system 
for decoration with atomic species; the resulting system is too complicated for this. 
For such studies, it requires at least 2 layers. 
 Nevertheless, we have created an interesting system, which is governed by the 
strength of interaction between layers. This system did not result in a small BZ due 
to folding; instead it is an Umklapp system, which hints that some bands can still be 
exploited for spin or valley applications 
 
Future work 
The findings presented in this thesis could be developed upon further by: 
 Performing combined STM/NC-AFM measurements on defects to get a more 
accurate description of the difference between their topography and local charge 
accumulation/depletion. Additional targeted spectroscopy measurements would 
allow for the determination of the defect state, for comparison with the STM images 
at that energy. 
 Fabrication of new 1H-WSe2/Au(111) heterostructures to determine the effect of the 
twist angle, and separately the annealing conditions, on the coupling interaction 
between the interface layers. 
 Further Pd decoration to determine the mechanism by which the phase transition 
occurs and whether the transition can be tuned by the concentration of dopants. 
 This study produced a fertile ground for developing the appropriate theoretical 
framework required to describe properties like the Umklapp system, the non-








Figure 1-App1. Other potential units cells for the R25° 1H-WSe2/Au(111) which are closer 








Figure 1-App2. DFT simulations for the (√3 × √3) R30° 1H-WSe2/Au(111) system with a +0.5 Å shift from 






Figure 2-App2. DFT simulations for the (√3 × √3) R30° 1H-WSe2/Au(111) system with a +1.0 Å shift from 






Figure 3-App2. DFT simulations for the (√3 × √3) R30° 1H-WSe2/Au(111) system with a +1.5 Å shift from 






Figure 4-App2. DFT simulations for the (√3 × √3) R30° 1H-WSe2/Au(111) system with a +2.0 Å shift from 
the equilibrium position. 
