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Abstract
Haïm Brezis and Augusto Ponce introduced and studied several extensions of Kato’s inequality, in par-
ticular Kato’s inequalities up to the boundary involving the Laplacian and the normal derivative of the
positive part of a W1,1 function in a smooth domain [H. Brezis, A.C. Ponce, Kato’s inequality when u is
a measure, C. R. Acad. Sci. Paris Sér. I 338 (2004) 599–604; H. Brezis, A.C. Ponce, Kato’s inequality up to
the boundary, Commun. Contemp. Math. 10 (2008) 1217–1241]. Using potential theoretic methods we an-
swer here some questions raised in [H. Brezis, A.C. Ponce, Kato’s inequality up to the boundary, Commun.
Contemp. Math. 10 (2008) 1217–1241] about the relations between the normal derivative of a function u
and the normal derivative of its positive part u+. The results apply to a large class of domains and elliptic
operators in divergence form and finally an expression of the normal derivative of a function of u is given.
In the final appendix, H. Brezis solves an old question of J. Serrin about pathological solutions of certain
elliptic equations [J. Serrin, Pathological solutions of elliptic differential equations, Ann. Sc. Norm. Super.
Pisa (3) 18 (1964) 385–387]. This is used in the paper to extend the first version of our main result.
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Let U be an open subset of Rd and let u be a locally integrable function in U whose Laplacian
u as a distribution is a locally integrable function in U . Kato’s inequality [26] says that (u+)
is a measure and that (u+) 1{u0}u. Brezis and Ponce [9] have extended this result to the
case where u is an arbitrary Radon measure in U . On another side, using methods of the fine
potential theory, B. Fuglede has improved in [17] results of De la Vallée Poussin, M. Brelot and
M.A. Grishin about the positivity of the trace on the set {u = 0} of the measure u associated to
a function u which is in U the difference of two subharmonic function—an important point being
to define precisely the set {u = 0}. Fuglede’s result also improves and extends Kato’s inequality
(see Section 5) but seems to have remained unnoticed by the followers of Kato’s work.
In [10] H. Brezis and A. Ponce have introduced and studied forms of Kato’s inequality
up to the boundary. If U is a smooth bounded domain in Rd , if u ∈ W 1,1(U) is such that
u is a finite Radon measure in U whose normal derivative ∂nu—in some appropriate weak
sense—is a measure on ∂U , it is shown in [10] that u+, ∂n(u+) are finite measures (in U
and ∂U respectively) such that ‖u+‖ + ‖∂nu+‖  ‖u‖ + ‖∂nu‖ (where ‖.‖ denotes the
total mass). If moreover ∂nu ∈ L1(∂Ω), then ∂n(u+)  1{u>0}∂nu − 1{u=0}(∂nu)−,—and even
∂n(u+) = 1{u>0}∂nu − 1{u=0} (∂nu)− if u ∈ W 2,1(U)—see [10] where other results on the nor-
mal derivative ∂nu+ are established.
The aim of this paper is to solve the questions in [10] about possible improvements of the
above results (see [10, Section 1]). It will be also shown that these natural improvements hold
in a quite general framework. Relying in particular on Fuglede’s result mentioned above (see
Theorem 5.1) and on a systematic use of the fine potential theory, we establish in particular
(Theorem 6.1 in Section 6) the formula ∂n(u+) = 1{u>0}∂nu− 1{u=0}(∂nu)− assuming only that
U is C1,1 (or even C1,α , α > 0), that u ∈ W 1,1(U) and that u and ∂nu are finite measures in
U and ∂U respectively. The assumption on U can be further relaxed if u ∈ W 1,2(U). We will
also show that the Laplacian can be replaced by a quite general second order uniformly elliptic
operator in divergence form and that some other results of [10] can be extended to our framework.
In Section 7, we prove as an application a formula giving the normal derivative ∂nf (u) for a class
of functions f in R. This is also a generalization of Theorem 6.1.
I am pleased to thank Haïm Brezis for attracting my attention and interest to the questions
introduced by him and Augusto Ponce in [10] and for supplementing this paper by his recent so-
lution of Serrin’s conjecture in [32]. See Theorems A1.1 and A1.2 in Appendix A. The conjecture
is about the non-existence of pathological solutions for certain elliptic equations (see Section 3
and Appendix A). It will be seen that Brezis results (announced in [8]) allow us to relax to a cer-
tain extent the required regularity assumptions in the paper’s main results (see Section 6 and [4]).
2. The setting
We will consider a differentiable manifold M of class C1, separable and of dimension d  2,
equipped with a second order elliptic operator of a type described below. It would in fact be more
natural—but perhaps somewhat heavier—to consider Lipschitz manifolds.
We first state some natural definitions and simple facts needed in the sequel. The reader may
just as well glance through this section and return to it when necessary.
2126 A. Ancona / Journal of Functional Analysis 257 (2009) 2124–21582.1. Required Sobolev spaces and distributions
A density m in M is a positive Borel measure m on M such that for any chart x : U → Rd
of M , one has dm = f (x)dx1 . . . dxd with f > 0 and continuous on x(U); equivalently, for
one (or for any) Riemannian C0-metric g in M , dm(z) = h(z)dσg(z) in M with h > 0 and
continuous. Here and in the sequel σg denotes the Riemannian volume induced by g. A set
A ⊂ M is negligible if negligible w.r. to any density.
For U open in M , the Frechet space L1loc(U ;m) is independent of the chosen density m and
will be denoted L1loc(U). For 1 p ∞ one defines similarly the Lebesgue spaces Lploc(U) and
L
p
loc(U). The subspace of functions f ∈ Lploc(U) with compact support in U is noted Lpc (U). If
moreover, U is relatively compact in M , Lp(U ;m) does not depend on m and we set Lp(U) =
Lp(U ;m).
One defines similarly, using local charts—or an arbitrary C0-metric in M—the space of vector
fields whose pth power is locally integrable in U (1  p ∞) and, for U relatively compact,
the integrability of a vector field in U .
The Sobolev space W 1,ploc (U), for U open in M and 1  p ∞, is the space of functions
f ∈ Lploc(U) such that for any chart ϕ : U ′ → V ⊂Rd , U ′ ⊂ U , one has f ◦ϕ−1 ∈ W 1,ploc (V ). We
define W 1,pc (U) := {f ∈ W 1,ploc (U): supp(f ) compact in U}. The space W 1,∞c (U) = Lipc(U) is
the space of (locally) Lipschitz functions with compact support in U . This space is a natural
space of test functions in U in our setting.
If g is a C0-metric in M and if f ∈ W 1,ploc (U) the gradient ∇gf is well defined as a class
(modulo negligible subsets of U ) of locally integrable fields in U by the following property:
for V open in Rd and φ : V → W ⊂ U a C1-diffeomorphism, one has g(∇gf [φ(x)], v) =
∇(f ◦ φ)(x).(Dxφ)−1v, v ∈ Tφ(x)(M), for a.a. x ∈ V . The integrability of ∇gf on a relatively
compact subset of M is independent of the choice of g.
If Σ is an open subset of ∂U consisting of points having a neighborhood in which U is a
C1-smooth domain, W 1,ploc (U ∪ Σ) denotes the set of functions f ∈ W 1,ploc (U) such that each
point in Σ admits an open neighborhood V in M such that f and ∇gf are of class Lp in
V ∩ U (for any C0-metric g in M). If U is relatively compact and C1-smooth in M , we set
W 1,p(U) := W 1,p(U).
Distributions. The spaces of distributions that will be needed are the duals D′1(U) =
[C1c (U ;R)]′ for U open in M . The space D′1(U) is the set of linear forms 
 : C1c (U ;R) → R
such that 
(fn) → 0 for any sequence {fn} in C1c (U ;R) such that ∪n1 supp(fn) is relatively
compact in U and lim[‖fn‖∞ +‖∇gfn‖g,∞] = 0 for some (or any) C0-metric g in M . In fact we
will mostly consider distributions T ∈ D′1(U) in the form: T (f ) =
∫
U
f dμ+ ∫
U
g(V,∇f )dσg ,
∀f ∈ C1c (U), where V is a locally integrable vector field in U and μ is a Radon measure in U .
2.2. Standard elliptic operators in M
We consider divergence form second order elliptic operators in M defined by a symmetric
bilinear form β : W 1,2c (M) × W 1,2c (M) → R of the following type: for a certain C0-metric g in
M there exists a measurable section A = Ag of End(T (M)) such that (i) A(x) is g-symmetric
for all x ∈ M , (ii) A is locally uniformly bounded and accretive, i.e., for each compact subset K
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and u ∈ Tx(M), (iii) the form β is given by
β(u, v) =
∫ 〈
A(∇gu),∇gv
〉
g
dσg (2.1)
when u, v ∈ W 1,2c (M) (β(u, v) is then also meaningful for say u ∈ W 1,1loc (U), v ∈ W 1,∞c (U) and
U open in M).
If g1 is another C0-Riemannian metric in M , β admits a similar representation with respect
to g1. For if B is the continuous section of End(T (M)) such that g1(ξ, η) = g(Bξ,η) for ξ, η ∈
T (M), then ∇g1ϕ = B−1(∇gϕ) for ϕ ∈ W 1,2c (M) and
β(u, v) =
∫ 〈
A(B∇g1u),∇gv
〉
g
dσg =
∫ 〈
A(B∇g1u),∇g1v
〉
g1
dσg. (2.2)
Hence β(u, v) = ∫ 〈A1(∇g1u),∇g1v〉g1 dσg1 with A1 = 1Jg1 A ◦ B where the jacobian Jg1 =√
detB is the density of σg1 with respect to σg .
Let us also notice that for a given metric g, the section A is unique (up to almost everywhere
equality). If A′ is another section representing β with respect to g and if A˜ = A − A′ then for
u,v ∈ C1c (M) and ϕ ∈ C1(M),
∫ 〈A˜∇u,∇v〉ϕ dσ = − ∫ 〈A˜∇ϕ,∇v〉udσ = ∫ 〈A˜∇ϕ,∇u〉v dσ =
− ∫ 〈A˜∇v,∇u〉ϕ dσ (using uϕ, uv and vϕ). Hence ∫ 〈A˜∇u,∇v〉ϕ dσ = 0. It follows that
〈A˜∇u,∇v〉 = 0 a.e. Thus A˜ = 0 a.e. in M .
The Dirichlet form β induces, for each open subset U of M , a map L : W 1,1loc (U) → D′1(U)
determined by the relations
L(u)(v) = −
∫
U
〈
A(∇gu),∇gv
〉
g
dσg (2.3)
for all v ∈ C1c (U). These maps are independent of g and are local with the obvious meaning.
They will be viewed as an elliptic operator L and in this paper such an operator will be called a
standard elliptic operator in M . We will say that L is associated to β , or equivalently that β is
the Dirichlet form associated to L and denote β = βL.
Remark 2.1. To give a meaning to L(u) as a function (for u sufficiently regular) the choice of
a density m in M is required. This density determines canonical embeddings L1loc(U) → D′1(U)
for each open subset U in M (by f (ϕ) = ∫ f ϕ dm for ϕ ∈ C1c (U)) and L can be seen as the
elliptic operator in divergence form which can be written
L(u) := 1
θ
divg(A∇gu) (2.4)
with respect to any given C0-metric g, where A = Ag is as in (2.1) and where θ is the density
of m with respect to σg . By definition, for f ∈ L1loc(U) and u ∈ W 1,1loc (U), one has Lu = f (in the
weak sense) if and only if β(u, v) = − ∫ f v dm for all v ∈ C1c (U).
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in M , then for u ∈ W 2,1loc (U), h := L(u) ∈ L1loc(M) can be directly expressed through formula
(2.4) which gives a meaning to h almost everywhere in U (for any fixed C1-metric g).
Direct image by a diffeomorphism. Let Φ : M → N be a C1-diffeomorphism (or just a locally
bilipschitz homeomorphism) between two (separable) C1-manifolds and let L be a standard el-
liptic operator in M . The direct image Φ∗(L) is the standard elliptic operator L′ in N associated
to the Dirichlet form βL′ such that βL′(f, g) = βL(f ◦ Φ,g ◦ Φ) for f,g ∈ C1c (N). Equiva-
lently for f ∈ C1c (N), L′(f ) = Φ∗[L(f ◦Φ)] in D′1(N), where for S ∈ D′1(M) the direct image
distribution Φ∗(S) ∈ D′1(N) is defined by the relations Φ∗(S)(f ) = S(f ◦Φ) for all f ∈ C1c (N).
2.3. The conormal derivative on the boundary
Let U be an open subset of M . Using the procedure in [10] one may define the conormal
derivative, with respect to L, of a function u ∈ W 1,1loc (U) as a distribution supported by ∂U—
provided that u is sufficiently regular. Let g be a C0-metric in M .
Definition 2.3. Let u ∈ W 1,1loc (U) be such that ∇gu is integrable in a neighborhood of every point
of ∂U and λ := L(u) is a signed Radon measure in U satisfying |λ|(U ∩ K) < ∞ for every
compact K ⊂ M . The conormal derivative ∂nu of u along ∂U is the distribution ∂nu ∈ D′1(M)
defined by
(∂nu)(v) :=
∫
U
v dλ+
∫
U
〈
Ag(∇gu),∇v
〉
dσg (2.5)
for v ∈ C1c (M). This distribution is independent of the chosen metric g.
Obviously, (2.5) is also meaningful for v ∈ Lipc(M) and ∂n(u) extends in a natural way to
Lipc(M). If U is C1-smooth, it is clear that ∂nu depends solely on the C1-structure of the mani-
fold with boundary U , the function u and the restriction L|U (or (βL)|U ).
Remark 2.4. It is easily checked that ∂nu is supported by ∂U and that the map u → ∂nu is local
(if u = 0 in a neighborhood in U of P ∈ ∂U , then ∂nu vanishes in a neighborhood of P in M).
Another important property is that if U is C1-smooth then ∂nu is in fact a distribution on the
submanifold ∂U (this was already noticed in the first version of [10]): that is ∂n(u)(v) = 0 for v ∈
C1c (M) vanishing in ∂U . For, in that case, ∂n(u)(v) = ∂nu(vN) if vN = min(max{v,− 1N }; 1N )
and ∫
U
〈
A(∇u), (∇vN)
〉
dσg =
∫
U∩{0<|v|< 1
N
}
〈
A(∇u),∇v〉dσ → 0
for N → ∞. It is well known that for M = Rd , L = , U bounded and C1-smooth and u ∈
H 1(U) = W 1,2(U) then ∂nu ∈ H−1/2(∂U). See [10] for other examples.
Remark 2.5. Suppose that M is C2, that g is a C1 metric in M , that A = Ag is locally Lipschitz
and that U is C1-smooth. Let ν denote the field of exterior g-normals along ∂U , let n = nA :=
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in ∂U . One has then the classical formula (which easily follows from Stokes formula)∫
U
L(u)v dm+
∫
U
〈
A(∇u),∇v〉dσ = ∫
∂U
vDn(u)ds (2.6)
for u ∈ C2c (U) and v ∈ C1c (U) where Dnu(z), z ∈ ∂U , is the derivative of u at z in the direction n
(one may first assume that A is C1-smooth and then use a limiting argument). So if u is the
restriction to U of a W 2,∞loc (M) function (which implies that u ∈ C1(U)) the distribution ∂nu is
the measure with density Dn(u) with respect to ds in ∂U .
3. Regular standard operators
J. Serrin [32] has shown that for a standard elliptic operator L in the C1-manifold M , a solu-
tion u ∈ W 1,1loc (U) of L(u) = 0 in the weak sense (2.3) is not always an element of W 1,2loc (U) and
so is not in general a weak solution in the usual sense. It will be important for us to eliminate
these so-called pathological solutions.
Definition 3.1. We will say that L (or β = βL) is regular if every W 1,1loc solution u of L(u) = 0 in
a region U of M is necessarily an element of W 1,2loc (U).
Clearly, regularity is a local property which is invariant under bilipschitz homeomorphisms.
Classes of regular standard operators that will be useful in the sequel are described below. The
following proposition was observed in [4, Lemme 4.1].
Proposition 3.2. Suppose that M can be covered by open sets Ui , i ∈ I , equipped with bilip-
schitz homeomorphisms Φi : Ui → Vi ⊂ Rd such that the direct images forms βi(u, v) =
β(u ◦ Φi, v ◦ Φi), u,v ∈ C1c (Vi), admit Lipschitz coefficients, that is βi(u, v) =∑
α,β
∫
ciα,β∂αu∂βv dx where the c
i
α,β are locally Lipschitz in Vi . Then L is regular.
In fact, as shown by Haïm Brezis in Appendix A, this proposition can be extended to the
case where the coefficients ciα,β are only assumed to be Hölder continuous (Theorem A1.2 in
Appendix A goes even further); this solves Serrin’s conjecture in [32] (see also [20] for a partial
solution) and will allow us to include in the main result Theorem 6.1 the case of C1,ε-smooth
domains with 0 < ε  1, and operators with Cε-smooth coefficients. Our initial results took care
of the case ε = 1 and only partially of the case ε < 1 (cf. Théorème 4.2 and the final remarks in
part 4 of [4]). We will not expound here our proof of Proposition 3.2 since its methods are more
or less explicitly contained in Brezis approach.
Another regularity criterion which relies on the previous one (and Brezis result when ε < 1)
and which will be essential for us is given by the following statement. Here the symmetry of
elliptic standard operators will be used.
Theorem 3.3. Let 0 < ε  1 and let L =∑1i,jd ∂i(aij ∂j ) be a standard elliptic operator in
the ball BR = B(0,R) of Rd (in particular aij = aji ) with ε-Hölder continuous coefficients aij in
B+R = BR ∩{xd > 0}. Assume moreover that L is symmetric with respect to xd (i.e., aij (x′, xd) =
aij (x
′,−xd) if 1  i, j < d or if i = j = d , and aid(x′, xd) = −aid(x′,−xd) for 1  i < d).
Then L is regular.
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{xd = 0}—the aij with 1  i, j  d − 1 or i = j = d are Cε in BR (these aij being even with
respect to xd ). The point is that the aid , i < d , may well be non-extendable by continuity on this
hyperplane.
Proof. (a) To establish Theorem 3.3 it will be shown that there exists a small R′ ∈ (0,R) and a
bilipschitz homeomorphism Ψ : BR′ → U , U ⊂Rd , that commutes with the orthogonal symme-
try σ = σd with respect to the hyperplane {xd = 0}, that is C1,ε on the manifold with boundary
B+R = BR ∩ {xd  0} and which is such that Ψ ∗(L) has Cε coefficients in Ψ (BR′)—and not only
in Ψ (B+
R′). This will show, since Ψ
∗(L) is regular by Theorem A1.2, that L is regular in a neigh-
borhood of 0. Similarly, L is regular in a neighborhood of each point in BR ∩ {xd = 0}. Since
L is clearly regular in BR \ {xd = 0}—using again Theorem A1.2—it follows that L is regular
in BR .
The map Ψ will be constructed in B+R = BR ∩ {xd  0} by using the following procedure.
(b) Construction of a class of diffeomorphism. Let V = (V1, . . . , Vd) be a Cε vector function
in ΣR = BR ∩ {xd = 0} with Vd = 1. Let V˜ be a Whitney extension of V to Rd (Ref. [36]).
Of course V˜d = 1 and as is well known V˜ is C∞ in Rd \ΣR , Cε in Rd and for each multi-index
α ∈ Nd one has an estimate in the form |DαV˜ (x)| Cα|xd |ε−|α| for some positive constant Cα .
In particular V˜ is Cε in BR .
Consider then the map
m → F(m) = m+mdV˜ (1)(m)
in BR , where V˜ (1) := (V˜1, . . . , V˜d−1,0).
Standard verifications show that F is C1,ε-smooth in BR . It suffices to show that fjk(x) :=
xd
∂Vj
∂xk
(x) is Cε in B+R which can be seen as follows. Consider x, x′ ∈ B+R , x′d  xd , then
|fjk(x) − fjk(x′)|  |fjk(x)| + |fjk(x′)|  C(xεd + x′dε)  21+εC|x − x′|ε if |x − x′|  12xd .
And if |x − x′|  12xd the mean value theorem and the above estimates of |DαV˜ | yield
|fjk(x)− fjk(x′)| C′xε−1d |x − x′| C′2ε−1|x − x′|ε .
Computing D0F it is seen that the map F is even a local C1,ε-diffeomorphism at 0 that fixes
each point of ΣR . Its differential maps the normal field N := (0,0, . . . ,0,1) on ΣR to the field V .
So taking Φ := F−1 one gets a C1,ε-diffeomorphism Φ on a ball BR′ , that fixes every point in
ΣR ∩ V and maps V to N in BR′ ∩ΣR .
(c) The construction of Ψ . Let now Φ be a C1,ε diffeomorphism from BR′ onto an open set
Ω ⊂ BR , associated as above to a Cε vector field V in BR which is transverse to ΣR (and to
be chosen below). Let us denote Ψ the bilipschitz homeomorphism which coincides with Φ in
B+
R′ = BR′ ∩ {m;md  0} and is equal to σ ◦Φ ◦ σ in B−R′ = −B+R′ .
The operator L′ = Ψ ∗(L) in Ω = Ψ (BR′) is—as is well known—easily computed. One has
L′(u) = f , u ∈ W 1,1(Ω), f ∈ D′1(Ω), if and only if L(u ◦Ψ ) = Ψ ∗−1(f ), which means that for
all v ∈ C1c (Ω)
∑
i,j
∫
aij (x)(u ◦Ψ )i(x)(v ◦Ψ )j (x) dx = −f (v)BR′
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α,β
∫
BR′
(∑
i,j
aij (x)
∂Ψα
∂xi
(x)
∂Ψβ
∂xj
(x)
)
uα(Ψ )vβ(Ψ )dx = −f (v) (3.1)
and
∑
α,β
∫
Ω
(∑
i,j
aij
(
Ψ−1x′
)∂Ψα
∂xi
(
Ψ−1x′
)∂Ψβ
∂xj
(
Ψ−1x′
))
uα(x
′)vβ(x′)
1
J (x′)
dx′ = −f (v) (3.2)
where J (x′) = |det{DΦ−1(x′)Ψ }|. Recall that by assumption the aij are ε-Hölder continuous in
B+R = BR ∩ {xd > 0}; let a+ij denote the continuous extension of aij |B+R to B
+
R and let a
+
L(x)
denote the bilinear form associated to {aij (x)}1i,jd .
The above computation shows that the elliptic operator L′ has the required type if along
Σd = {xd = 0} ∩ BR the coefficients bij := a+L(∇Φi,∇Φj) vanish when 1  i < d = j . But,
since Φ is in the form Φ(x) = x + xd V˜ (1)(x), where V is a Cε vector field (with Vd = 1) in ΣR ,
one has on Σd , ∇Φi(x) = (0, . . . ,0,1,0, . . . ,0,Vi(x)) (where 1 is the ith coordinate) for i < d
and ∇Φd(x) = (0, . . . ,0,1) . Thus the condition to satisfy in order that bi,d , with 1  i < d ,
vanishes in Σd is that a+dd(x)Vi(x) + a+i,d (x) = 0 for x ∈ Σd , or Vi(x) = − a
+
id (x)
a+dd (x)
in Σd . Now
these relations for 1  i < d together with Vd = 1 define a Cε vector field V in BR for which,
by the previous calculations, the corresponding map Ψ has the desired property. 
Remark 3.4. There is a version of Theorem 3.3 for the case ε = 0 (i.e., Hölder continuity is
replaced by continuity). The conclusion being now that L is “weakly regular,” that is every weak
L-solution u ∈ W 1,ploc (U), U ⊂ BR , with p > 1 is in W 1,2loc (U). The proof is similar to the proof
of Theorem 3.3 above, using Theorem A1.1 instead of Theorem A1.2.
4. Potential theory
In this section we collect some known basic facts from potential theory. Let L be a stan-
dard elliptic operator defined on the C1 manifold M . It is well known [34,23,24] that L de-
fines a Brelot type potential theory (Refs. [7,22]) in M . The corresponding harmonic functions
(or L-harmonic functions) are the continuous representatives of weak solutions u ∈ W 1,2loc (U)
of L(u) = 0, U being an open subset of M (local charts reduce us to the more usual case
where M = Rd ). More generally, an L-local supersolution s in U (i.e., s ∈ W 1,2loc (U) and such
that
∫ 〈A∇gs,∇gϕ〉dσg  0 for all ϕ ∈ W 1,∞c (U) with the notations of 2.2) admits a unique
L-superharmonic representative in U .
B.1. Green’s function, potentials. Cf. [34,23,24]. If U is an open subset in M where there ex-
ists an L-superharmonic function which is non-constant in each component of U—we then say
that U is admissible—, there exists an L-Green’s function G = GLU : U ×U → R+ which is con-
tinuous, symmetric, finite off the diagonal and for every positive measure μ compactly supported
in U , the function Gμ :=
∫
G(., y) dμ(y) is an L-potential (i.e., it is L-superharmonic and its
greater L-harmonic minorant vanishes in U ). Moreover Gμ ∈ W 1,r (U) for r < d , LGμ = −μloc d−1
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weak sense (2.3). This easily follows from the approximation result [34, Théorème 9.2]. Every
open subset of an admissible domain is admissible and if M is connected and not admissible,
it is well known (Myrberg’s theorem) that an open subset U is admissible if and only if M \ U
is not polar (see next paragraph). We will denote P(U) (resp. S(U)) the set of all L-potentials
(resp. L-superharmonic functions) in U .
B.2. Local behavior of G, polar sets. For every compact K ⊂ U and every fixed C0-metric g
in M , there is an estimate: c−1[dg(x, y)]2−d G(x;y) c dg(x, y)2−d for x, y ∈ K and a con-
stant c > 0 (when dim(M) = 2, [dg(x, y)]2−d is to be replaced by log Cdg(x,y) , C > 0 sufficiently
large). A polar set is a subset A ⊂ M such that in a neighborhood of each of its points, A is con-
tained in a set in the form {p = +∞} with p superharmonic in this neighborhood. Equivalently,
A is polar in every local chart in the sense of classical potential theory [6,15].
B.3. Thinness, fine topology. Cf. [7,15,16]. The set A ⊂ M is thin at a ∈ A \ A if there exists
U  a open and p ∈ P(U) such that p(a) < lim infx∈A,x→a p(x). By definition, A is thin at
every a /∈ A and for a ∈ A, thinness at a is the same as thinness at a of A \ {a}. Using the
estimates in B.2 one may show that thinness does not depend on the given standard operator L
[23]. So thinness at a is the same as classical thinness in one (or all) local chart at a and can be
characterized by the classical Wiener criterion [15]. One says that V ⊂ M is a fine neighborhood
of a if a ∈ V and if V c is thin at a. To this notion of neighborhood corresponds a topology called
the fine topology and for which all L-superharmonic functions are continuous. If p = Gμ and
q = Gν are two L-potentials in M (assuming that M is admissible), then μ and ν coincide on
the fine interior of the set {p = q} (see Lemma 8.4). Also if p = q almost everywhere (with
respect to a density) in a finely open subset U , then p = q everywhere in U since every finely
open subset is non-negligible (cf. e.g. [6]).
B.4. Balayage. Let p = Gμ be a potential in the admissible open subset U of M (μ is the
positive measure in U associated to p) and let A ⊂ U . Recall that the réduite RAp (with respect
to U ) is the infimum of all nonnegative L-superharmonic functions in U that are larger than p
in A; its lower semicontinuous regularization RˆAp is an L-potential and is equal quasi-everywhere
to RAp in U (cf. [22,24]). The measure μA = −L(RˆAp ) associated to this potential is the swept-out
of μ on A—with respect to U . It is known that μA = ∫ εAx dμ(x) where εx denotes the Dirac
measure at x (in particular, μ → μA is linear). Also the swept-out measure εAx is distinct from εx
if and only if A is thin at x, and in this case εAx does not charge polar sets. In fact for an arbitrary
set A ⊂ M and for x /∈ A, the swept-out εAx is concentrated on ∂f (A) the fine boundary of A
(more precisely, on an ordinary Kσ subset of ∂f (A)). Cf. [16], [15, pp. 183–186] or Theorem 8.3
in Section 8.
5. A precise form of Kato’s inequality
This section is devoted to a precise form of Kato’s inequality based on fine potential theory
considerations and given by Bent Fuglede in [17]. Let us note that Brezis and Ponce [9] have
independently obtained an extension of Kato’s inequality for functions whose Laplacian is an
arbitrary Radon measure. The reader should consult [17] and [9] for older related results.
Again M denotes a C1 manifold and L is a standard elliptic operator in M . In all this section,
except in—and after—the final Remark 5.8, we assume that L is regular.
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μ in M . In each relatively compact open subset ω of M , v = u − GLω (μ|ω) is W 1,1 such that
L(v) = 0 in ω so that v is L-harmonic. Hence, u is (locally) equal almost everywhere to a
difference of two L-superharmonic functions and u admits a representative u which is finite and
finely continuous outside a Gδ polar subset of M . This function u is unique up to modification on
a polar subset. As in [17] let us precisely define (not only up to a polar subset) the set {u > 0} ⊂ M
as follows: a point a ∈ M belongs to {u > 0} if and only if the fine liminf at a of u is strictly
positive—which is meaningful, a polar set being thin at every point. Since a nonempty finely
open subset of M is non-negligible [6], we may more simply set
{u > 0} = {a ∈ M: ∃ε > 0, ∃A ⊂ M thin at a and s.t. u ε a.e. in M \A} (5.1)
where on the right-hand side u is seen as an element of L1loc(M). Clearly {u > 0} is a finely
open set which is disjoint from the finely open set {u < 0} := {−u > 0}. Moreover this set is
Borel-measurable (a Fσ set, see [16] or Section 8). Its fine boundary ∂f {u > 0} is also Borel-
measurable—more precisely a Gδ set (see Section 8).
We may now state the following result which is essentially contained in [17].
Theorem 5.1 (A precise form of Kato’s inequality). The distribution L(u+) is a measure and
L(u+) = 1{u>0}.L(u) + λ+ in M where λ+ is a positive measure concentrated on the finely
closed set ∂f {u > 0} (recall that ∂f means the fine boundary). Moreover, if M is L-admissible
and if u = p − q with p, q ∈ P(M), the measure λ+ is smaller than the swept-out on {u > 0}c
of some positive measure in M supported by {u > 0}.
We will give here a proof of this theorem which relies on the next lemma and is somewhat
different from Fuglede’s proof [17]. The following classical Fatou–Doob type property will be
needed: if p = Gμ and q = Gν are potentials in M (generated by the measures μ and ν) and if
A ⊂ M is a Borel polar set such that ν(A) = 0, then p/q admits the fine limit +∞ at μ-almost
all points a of A ([15, p. 172], or see Theorem 8.1 in Section 8 below). A fact which contains the
even more classical property that 1{p<∞} .μ charges no polar subset of M .
Lemma 5.2. Let p1, p2 be L-potentials in M such that p2  p1, and let u = p1 − p2, V =
{u > 0} and μj = −L(pj ), j = 1,2. Then L(u) = 1V .(μ2 −μ1)+ ([1V .μ1]V c − [1V .μ2]V c ).
Proof. We may assume that μ1 ∧ μ2 = 0 (after subtracting μ1 ∧ μ2 to each of μ1 and μ2).
Since the pj are finely continuous, we have p1 = p2 in V := {u > 0}c by the very definition
of V . By the general property that have just been recalled, neither μ1 nor μ2 may charge a polar
subset of V c . Thus V c is unthin at μj -almost all a ∈ V c (recall that the finely isolated points of
V c form a polar set) and, by the balayage properties, we have L(RˆV cpj ) = −1V c .μj − (1V .μj )V
c
for j = 1,2. Whence the equality in the statement on applying L to the equality p1 − p2 =
(p1 − RˆV cp1 )− (p2 − RˆV
c
p2 ). 
Note the following particular case: if under the conditions of Lemma 5.2, one has 1V .μ2 
1V .μ1 then L(u) = 1{u>0}.L(u)+λ+ where λ+ is a positive measure concentrated on ∂f {u > 0}
(in fact, the swept-out of ν = 1V .(μ1 − μ2) on V c , a measure which does not charge polar
subsets).
2134 A. Ancona / Journal of Functional Analysis 257 (2009) 2124–2158Proposition 5.3. Let p1, p2 be two L-potentials in M such that p2  p1 in M , let u = p1 − p2
and set V = {u > 0}. Then L(u) = 1V .L(u) + λ+ where λ+ is a positive measure supported
by ∂f V and smaller than the balayée on V c of the positive measure μ1 = −1V L(p1) (which is
supported by V ).
We want to study the trace of L(u) on the finely closed set V c, the last assertion being in fact
ensured by Lemma 5.2. Set again μj = −L(pj ) and assume—as possible—that μ1 ∧ μ2 = 0.
We have already remarked in the beginning of the proof of Lemma 5.2 that the μj charge no
polar subset of V c. Similarly by the property reminded just before the statement of Lemma 5.2
we have ν(V c ∩ {p1 = +∞}) = 0 for every positive measure ν in M such that Gν  p1.
Let ε > 0 be an arbitrary positive number and write u = u∧ε+ (u−ε)+. Observe that u∧ε =
p1 ∧ (p2 + ε)−p2 and (u− ε)+ = u− u∧ ε = p1 −p1 ∧ (p2 + ε) are also (almost everywhere
equal to) differences of potentials. The measure L[(u− ε)+] does not charge the finely open set
W = {p1 <p2 + ε} since p1 = p1 ∧ (p2 + ε) in W . Since moreover, V c \W ⊂ {p1 = +∞}, the
measure L[(u− ε)+] vanishes in V c by the remarks in the above paragraph.
Consider then w = u ∧ ε. We have L(w) = L(p1 ∧ (p2 + ε)) − L(p2) and thus L(w) μ2.
Moreover in the finely open set Wε = {p1 > p2 + ε} ⊂ V we have w = ε and hence L(w) = 0
in Wε . It is seen in that way that L(w) 1V \Wε .μ2 in V .
Lemma 5.2 says now that 1V cL(u) = 1V cL(w)  −[1V (L(w))+]V c  −[1V \Wε .μ2]V c (ob-
serve that V = {w > 0}). Since for ε ↓ 0 the measure 1V \Wε .μ2 decreases to zero, its swept-out
also decreases to zero and hence 1V cL(u) 0.
Corollary 5.4. Let U be open in M and let u ∈ W 1,1loc (U), u 0, be such that L(u) is a Radon
measure in U . If V := {u > 0} (in the sense of (5.1) in U ) we have Lu = 1V .L(u) + λ+ in U ,
where λ+ is a positive measure in U supported by U ∩∂f V (and hence singular w.r. to 1V .L(u)).
Proof. Repeating the argument of [17], we observe that the required properties are local so that
we may assume U to be L-admissible and that u = s1 − s2 with sj ∈ S+(U); taking the réduites
of sj over large compact subsets of U , it is seen that without altering u in the neighborhood of
a given point, we may also assume sj to be a potential in U , j = 1,2. We are then reduced to
Proposition 5.3. 
The next observation also follows from Proposition 5.3.
Remark 5.5. Locally, the measure λ+ in Corollary 5.4 is smaller than the swept-out on V c of a
positive measure supported by V . More precisely, if U1, U2 are relatively compact open subsets
of U such that U1 ⊂ U2, U2 ⊂ U , then 1U1 .λ+ = τV c∩U2 in U1 where τ is a finite positive Borel
measure supported by V ∩U2, and the sweeping is made with respect to the ambient space U2.
The following corollary will be used to extend to our setting inequalities due to Brezis and
Ponce [10]. Recall that if μ is a Radon measure in an open subset U of M , we denote ‖μ‖ the
total mass of |μ|.
Corollary 5.6. If u ∈ W 1,1c (U) is such that L(u) is a Radon measure in U , then ‖L(u+)‖ 
‖L(u)‖.
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∫
dL(u) = 0 and ∫ dL(u+) = 0
(write βL(u,ϕ) = βL(u+, ϕ) = 0 for ϕ ∈ C1c (M) with compact support in U and equal to 1
in a neighborhood of the support of u). Hence using the notations of Theorem 5.1 we have
‖λ+‖ = −
∫
{u>0} dL(u) and |
∫
{u>0}c dL(u)| = ‖λ+‖. So ‖L(u+)‖ =
∫
{u>0} |dL(u)| + ‖λ+‖∫
{u>0} |dL(u)| + |
∫
{u>0}c dL(u)| ‖L(u)‖. 
Let us close this section by two final observations. The first is independent of Proposition 5.3
and complements a remark made in the beginning of Section 5. It will be used in Section 6
(Remark 6.8).
Remark 5.7. Let u ∈ W 1,1loc (M) be such that Lu is a measure and let λ = |L(u)|. Observing that u
is locally the difference of two L-potentials and using the quotient limit theorem (Theorem 8.1)
reminded before the statement of Lemma 5.2, it is seen that u admits a (non-necessarily finite)
representative (or version) uˆ that is finely continuous outside a polar and λ-negligible subset
of M .
Remark 5.8. If the standard operator L is not assumed to be regular the results above (in par-
ticular Theorem 5.1) apply to every u which is locally a difference of two L-superharmonic
functions. This is in particular the case when u ∈ W 1,2loc (M) and L(u) is a measure in M .
Indeed in every open and relatively compact subset ω of M , we have u = w + h with
h ∈ W 1,2(ω) satisfying L(h) = 0 (so h is L-harmonic) and w ∈ W 1,20 (ω) is such that Lw = −μ
in ω. Since w ∈ W 1,20 (ω) we have also L(w) = −μ in the weak sense of [34] and w = GLω (μ) =
GLω (μ+)−GLω (μ−).
Note also that thanks to Theorem A1.1 the first sentence in Remark 5.8 applies also if u ∈
W 1,p(M) for some p > 1, L(u) is a measure and L has continuous coefficients in any local C1
chart.
6. Kato’s inequality up to the boundary
In this section we will first assume that M is a C1,α-manifold with α ∈ (0,1] and that the
standard elliptic operator L has Cα-smooth coefficients. This means that in the representations
(2.1), (2.3) of L with respect to a Cα-smooth metric g the section A = Ag is locally Hölder
continuous of exponent α. Equivalently at each point of M there is a chart in which the standard
elliptic operator L is in the form L =∑i,j ∂i(aij ∂j ) with Cα coefficients aij .
Let U be a C1,α relatively compact open subset of M and let u ∈ W 1,1loc (U) be such that L(u)
is a Radon measure in U . We precisely define the set {u > 0} ⊂ U as in Section 5: if u˜ is a
representative of u in U which is finely continuous outside some polar subset of U , {u > 0} is
the finely open subset of U of all point a ∈ U where u˜ admits a > 0 fine lower limit. In other
words, considering u as an element of L1loc(U), {u > 0} is the set of all points a ∈ U for which
there exist ε > 0 and A ⊂ U thin at a such that u ε a.e. in U \A.
We may now state our main result. Two variants are given at the end of the section.
Theorem 6.1. Under the above assumptions on M , U and L, if u ∈ W 1,1(U) is such that λ :=
L(u) and ∂nu are finite measures—in U and ∂U respectively—, then L(u+) and ∂n(u+) are also
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on ∂U ∩ ∂rf {u > 0} where ∂rf means the fine boundary in U . More precisely we have
∂n(u+) = 1{u>0}.(∂nu)− 1{|u|>0}c (∂nu)− (6.1)
Remark 6.2. In particular if ∂nu ∈ L1(∂U) then ∂n(u+) ∈ L1(∂U) and we have the following
equality in L1(∂U): ∂n(u+) = (1{u>0}.∂nu) − 1{|u|>0}c (∂nu)−. Thus Theorem 6.1 solves open
problems 1 and 2 of [10, Section 1].1
Remark 6.3. The proof will also show that
∥∥L(u+)∥∥+ ‖∂nu+‖ ∥∥L(u)∥∥+ ‖∂nu‖ (6.2)
which extends inequalities obtained by Brezis and Ponce in [10].
The proof of the first claim in Theorem 6.1 will be reduced to an application of Theorem 5.1.
We start with the following elementary lemma (which as well as the next lemma is valid in
the general context of Section 2, that is when M and U are C1 and L is an arbitrary standard
operator in M). Let ω, ω′ be two disjoint open subsets of M such that in the open region B ⊂ M ,
the set Σ := B \ (ω ∪ω′) is a C1-hypersurface separating ω and ω′.
Lemma 6.4. If v ∈ W 1,1loc (B) is such that L(v) is a finite measure μ in B \Σ and if one denotes
∂n(v), ∂
′
n(v) the conormal derivatives (with respect to L) of v|ω∩B (resp. v|ω′∩B ) along Σ , then
L(v) = μ− (∂n(v)+ ∂ ′n(v)) in the sense of distributions in B . In particular the distribution L(v)
is a measure in B if and only if ∂n(v)+ ∂ ′n(v) is a measure in B (supported a priori by Σ ).
Proof. If ϕ ∈ C1c (B) is a test function in B , we have using the notations of Section 2:
L(v)(ϕ) = −
∫
B
〈A∇v,∇ϕ〉dσ
= −
∫
ω∩B
〈A∇v,∇ϕ〉dσ −
∫
ω′∩B
〈A∇v,∇ϕ〉dσ
=
( ∫
ω∩B
ϕ dμ−
∫
Σ
ϕ∂n(v)
)
+
( ∫
ω′∩B
ϕ dμ−
∫
Σ
ϕ∂ ′n(v)
)
= −
∫
Σ
ϕ
(
∂n(v)+ ∂ ′n(v)
)+ ∫
B
ϕ dμ, (6.3)
which is the desired result. 
1 If uˆ is the L1 trace of u on ∂U , {u > 0} ∩ ∂U = {uˆ > 0} ∩ ∂U (mod negligible sets in ∂U ). Observing—see after
Proposition 6.6—that we may assume u := GV θ in U , with θ a finite measure in V ⊃ U , the assertion easily follows.
A. Ancona / Journal of Functional Analysis 257 (2009) 2124–2158 2137We will use the following consequence of Lemma 6.4. In the sequel we say that a C1 diffeo-
morphism Φ : V → V ′ between two open subsets of M leaves L invariant if L|V ′ = Φ∗(L|V )
(see Section 2).
In the next lemma we maintain the assumptions and notations of Lemma 6.4. It is also assumed
that ω ⊂ B and ω′ ⊂ B .
Lemma 6.5. Let Φ : B → B be an involutive C1-diffeomorphism (so Φ ◦ Φ = IdB ) applying ω
onto ω′, fixing every point of Σ = ∂ω ∩ B and leaving L invariant. If v ∈ W 1,1loc (ω ∪ Σ) is such
that ν := L(v) is a finite Radon measure in ω and if v˜ is the function in W 1,1loc (B) obtained by
extending v by symmetry (that is v˜(x) = v(Φ(x)) when x ∈ B \ω) we have
L(v˜) = ν +Φ∗(ν)− 2∂n(v). (6.4)
Here ν is considered as a finite measure in B supported by ω, Φ∗(ν) is its direct image under Φ ,
and ∂nv is seen as a distribution in B (supported by Σ ). In particular L(u˜) is a measure in B if,
and only if, ∂n(v) is a measure in Σ .
To check that v˜ ∈ W 1,1loc (B), one can, using local charts, reduce itself to the case where B =
M = Rd , ω = {xd < 0}, ω′ = {xd > 0}, Σ = Rd−1 × {0} and where v˜ is compactly supported.
It suffices then to observe that if v = limvj in W 1,1(ω), vj ∈ C∞(ω), suppvj ⊂ B(0,R) then
v˜j ∈ W 1,1(Rd) and ‖v˜j − v˜k‖W 1,1 = 2‖vj − vk‖W 1,1(ω). Thus v˜ is the limit of the sequence v˜j in
W 1,1(Rd).
Set v′ = v˜|U ′ = v ◦Φ . We have seen that L(v′) coincides in ω′ with the direct image measure
ν′ = Φ(ν) of ν under Φ . Moreover by Definition 2.3 of the conormal derivative, we have for
ψ ∈ C1c (B) and ϕ = ψ ◦Φ ,
(∂nv
′)(ψ) =
∫
ω′
ψ dν′ +
∫
ω′
〈
Ag(∇gv′),∇gψ
〉
dσg
=
∫
ω
ϕ dν +
∫
ω
〈
Ag(∇gv),∇gϕ
〉
dσg
= (∂nv)(ϕ)
= (∂nv)(ψ) (6.5)
where we have used in the last line the fact that ∂nv|∂B vanishes on test functions which are null
on ∂ω—see Remark 2.4. Whence ∂nv′ = ∂nv in B and the statement follows from the previous
Lemma 6.4.
Proof of Theorem 6.1. In most of what follows we will retain only the C1 structures, and so use
only the standard character of L (locally the “coefficients” of L are bounded measurable). We
will return to the extra regularity assumptions (C1,α regularity of M and U , and Cα regularity
of the “coefficients” of L) to establish Proposition 6.6 below; it is only there that they intervene
and for a while it will be convenient to ignore them. Let us now proceed with the first step in the
proof of Theorem 6.1.
First part. Let us introduce a compact C1-manifold M˜ which is a double of the C1-manifold
with boundary U : topologically it is obtained by gluing U with a copy U ′ = U × {1} of U by
2138 A. Ancona / Journal of Functional Analysis 257 (2009) 2124–2158identification of corresponding points of ∂U and ∂U ′. It is provided with a natural bicontinuous
symmetry Φ : M˜ → M˜ such that Φ(x) = (x,1), Φ(x,1) = x, ∀x ∈ U .
We may then fix a C1-differentiable structure on M˜ using the following known fact. There
exists an open neighborhood V of ∂U in M and a C1-diffeomorphism (of C1-manifolds with
boundaries) θ : V ′ = V ∩U → ∂U ×[0,1); Whitney’s theorem asserting the existence of a C∞-
structure on M compatible with its C1-structure [25] reduces us to a classical property (I owe
this argument to J.-B. Bost). If W denotes the open collar V ′ ∪ Φ−1(V ′) in M˜ and if s is the
natural symmetry (x, t) → (x,−t) of the C1-manifold N = ∂U × (−1,1), there exists a unique
C1-structure on M˜ satisfying the following: (i) the map θ˜ : W → N equal to θ on V ′ and such
that θ˜ ◦ Φ = s ◦ θ˜ is a C1 diffeomorphism, (ii) this structure coincides with the initially given
structure in U and Φ : U → U ′ is a C1-diffeomorphism.
For this C1-structure in M˜ , the initial C1,α-manifold with boundary U is a C1 submanifold
with boundary of M˜ and Φ is an involutive C1-diffeomorphism of M˜ such that Φ ◦Φ = Id
M˜
and
Φ(U) = U ′. There is not uniqueness in general of the C1-structure that has been so obtained, but
the induced Lipschitz structure is unique and much easier to define.
We may then fix a Φ invariant C0-metric in M˜ (take any C0-metric g in M˜ and set g0 =
g+Φ∗(g) for example). We may also extend L|U to a Φ-invariant standard second order elliptic
operator in M˜ (cf. Section 2.2): if L is associated to the section A = Ag with respect to g0 in U ,
it suffices to extend A to a Φ-invariant measurable section of End(T (M)) with A(x) = Id for
x ∈ ∂U (the values of A on ∂U are unimportant since ∂U is negligible in M˜).
We will now exploit the regularity assumptions of Theorem 6.1 to establish the following
proposition.
Proposition 6.6. The operator L˜ is regular in M˜ .
Proof. It is plain that L˜ is regular in U since L is regular and L˜ = L in U . And since L˜ = Φ∗(L˜)
it is clear that L˜ is regular in M˜ \Σ where Σ denotes the boundary of U in M˜ .
It remains to show that L˜ is regular in a neighborhood of each point m0 ∈ Σ . By assumption,
since U is a C1,α-submanifold with boundary of M , there is a chart
ϕ : V ∩U → B+R = BR ∩Rd+
which is C1,α for the initial structure in U and transforms L˜|U∩V into a standard elliptic operator
with α-Hölder continuous coefficients in B+R .
Extending ϕ by symmetry, one gets a bilipschitz homeomorphism ϕ˜ : V → BR transforming
L˜ into a standard elliptic operator L in BR to which Proposition 3.3 applies. This operator L is
thus regular in BR and by regularity invariance under bilipschitz homeomorphism we see that L˜
is regular in a neighborhood of m0. 
To establish Theorem 6.1, we thus may (and will) from now on assume that (i) M = M˜ ,
U being seen as a C1-open subset of the C1-manifold M˜ and ∂U as its boundary in M˜ , (ii)
L = L˜ is regular Φ-invariant.
Proof of Theorem 6.1. Continuation. Denote by u˜ the extension by symmetry of u: u˜(x) =
u(Φ(x)) for x ∈ U ′. Since Φ is a C1-automorphism, Lemma 6.5 says that u˜ ∈ W 1,1loc (M)
(= W 1,1(M), M being now compact) and that L(u˜) is a measure in M .
Combining now the precise form of Kato’s inequality (Theorem 5.1) and Lemma 6.5, we
will obtain the first assertion of Theorem 6.1. Indeed, L(u˜) is a measure so u˜+ ∈ W 1,1(M) isloc
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positive Radon measure in M supported by ∂f (u˜ > 0). Thus by Lemma 6.5 the distribution ∂nu+
is a Radon measure supported by ∂U and one has L(u˜) = 1U∪Φ(U) L(u˜) − 2∂n(u), L(u˜+) =
1U∪Φ(U)L(u˜+) − 2∂n(u+). Passing to traces on ∂U we get ∂n(u+) = 1{u>0}.∂n(u) − 12 1∂U λ˜+.
This establishes the first claim of Theorem 6.1 with λ+ = 12 1∂U λ˜+.
To prove the second claim in Theorem 6.1 let us first notice that by considering −u we
also have ∂nu− = −1{−u>0}∂nu − λ− where λ− is a finite positive measure supported by
∂U ∩ ∂rf {−u > 0}. Moreover we know from Theorem 5.1 that λ+ is “locally" dominated by
the swept-out on {u˜ > 0}c of a finite positive measure supported by {u˜ > 0}. More precisely (see
Remark 5.5) for each x0 ∈ ∂U every admissible open neighborhood V of x0 in M , λ+ is near
x0 smaller than the swept-out (w.r. to V ) on {u˜ > 0}c ∩ V of a positive measure concentrated in
{u˜ > 0}∩V and with compact support in V . Similarly λ− is smaller in the vicinity of x0 than the
swept-out on {−u˜ > 0}c ∩V of a positive measure concentrated in {−u˜ > 0} ∩V and compactly
supported in V .
Proposition 6.9 stated and established below will show that λ+ ∧ λ− = 0. The second claim
of Theorem 6.1 follows by observing that since ∂nu = ∂n(u+)− ∂n(u−) = −λ+ + λ− on the set
∂U ∩ {|u| > 0}c one has λ+ = 1{|u|>0}c .[∂nu]−. The proof of Theorem 6.1 is then complete. 
Remark 6.7. Let us observe that at this stage Remark 6.3 easily follows from Remark 5.6—i.e.,
the case where u is compactly supported in U : indeed using the above and applying Lemma 6.5
∥∥L(u˜+)∥∥= 2{∥∥1U∩{u>0}L(u)∥∥+ ‖∂nu+‖} (6.6)
and similarly ‖L(u˜)‖ = 2{‖1U L(u)‖ + ‖∂nu‖}. Whence the result since ‖L(u˜+)‖ ‖L(u˜)‖ by
Remark 5.6.
Remark 6.8. In view of the next section, let us also notice that an application of Remark 5.7 to u˜
shows that the function u admits in U a (non-necessarily finite) finely continuous representative
outside a Borel polar subset which is also negligible with respect to |∂nu| + 1U |L(u)|.
In order to work now with an admissible (with respect to L) connected manifold we assume
as we may that U is connected and consider from now on M ′ = M \ (T1 ∪ T2) where T1 is a
compact subset with nonempty interior in U and T2 = Φ(T1) is its symmetric image. The next
proposition relies on the C1-regularity of the hypersurface Σ = ∂U .
Proposition 6.9. Let V , W be two finely open disjoint and Φ-invariant subsets of M ′ and let μ, ν
be two finite positive measures supported by V and W respectively (i.e., μ∗(V c) = ν∗(Wc) = 0).
Let μ′ (resp. ν′) be the trace on Σ = ∂U of the swept-out measure μV c (resp. νWc ) in M ′. Then
μ′ ∧ ν′ = 0
Proof. Adding to V the set of all points of M ′ where M ′ \ V is thin and modifying similarly
W we may assume that V and W are Borel sets (and even Kσ sets, cf. [6,15]). Arguing by
contradiction and assuming that μ′ ∧ ν′ = 0 there exists a compact set K ⊂ ∂U \ V ∪ W which
does not separate M ′ and is such that the traces of μ′ and ν′ on K are non-vanishing mutually
absolutely continuous positive measures.
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measure of x in M ′ \K, we see that the harmonic measure class with respect to M \K does not
vanish and dominates the class of μ′ (or ν′) on K.
To pursue, we will consider the Martin boundary of Ω := M ′ \K (w.r. to L) and use several
properties known in the case at hand (K contained in a Lipschitz hypersurface of M ′). For the
Martin boundary theory, the reader is referred to [29,31,15] and the exposition [3]. Recall that this
theory associates to each admissible region Ω of M ′ a boundary ∂̂Ω whose main part consists
of the “minimal” boundary points. Having fixed a reference point x0 ∈ Ω , to each minimal point
ζ ∈ ∂̂Ω corresponds on the one hand a unique positive L-harmonic function Kζ in Ω which is
minimal and normalized at x0, and on the other hand a notion of “minimal thinness” at ζ : A ⊂ Ω
is minimally thin at ζ if RAKζ ≡ Kζ (the réduite is performed with respect to the domain Ω).
A point a ∈ Ω is a pole of ζ if, for all r > 0, the set Ω ∩ B(a, r) is not minimally thin at ζ ,
Ref. [31].
We will use here a variant of the following well-known property. Let F be a closed subset
of Ω , let ν be the harmonic measure in Ω \ F of some point a ∈ Ω \ F . Then ν-almost every
point z ∈ ∂Ω is the unique pole of at least one minimal point ζ ∈ ∂̂Ω such that F is minimally
thin at ζ [31, p. 247 and Chapter V]. The simple variant we need is stated in the next lemma.
Lemma 6.10. Let V be a finely open subset of M ′, let K be a compact subset of ∂f V not sep-
arating M ′, let μ be a finite positive measure supported by V and let μ′ denote the trace on K
of the swept-out measure (in M ′) of μ on V c . Then with respect to Ω := M ′ \ K, μ′-almost all
x ∈ K is the unique pole of at least one minimal point ζ in the Martin boundary of Ω such that
Ω \ V is minimally thin at ζ .
Let us sketch for the reader’s convenience a proof of Lemma 6.10. It is easily seen that we
may assume that V is relatively compact and by adding to V a polar subset that V c is thin at no
point of V c ∩Kc . Then V is an ordinary Fσ set (cf. [6] or [16]).
Let L be a compact subset of K such that μ′(L) > 0. The function x → u(x) := εV cx (L)—
sweeping with respect to M ′—is subharmonic in M ′ \ L (see Proposition 8.5 below). It van-
ishes quasi everywhere in V c \ L and 0  u  1. Moreover u ≡ 0 since ∫
V
u(x) dμ(x) =∫
V
εV
c
x (L)dμ(x) = [
∫
V
εV
c
x dμ(x)](L) = μ′(L) > 0).
It follows that in Ω = M ′ \ K the function h(x) = ω(x;L;Ω) (the harmonic measure of x
w.r. to Ω and L) is not stable by reduction—with respect to the domain Ω—on V c ∩Ω . Indeed
by the maximum principle, we have u  h in Ω (note that h = lim ↓ sn where the sn are L-
positive superharmonic in Ω and lim inf sn  1 at every point of L) so h − u is nonnegative
L-superharmonic, h− u = h q.e. on V c ∩Ω and [RˆΩ\Vh ]Ω  h− u.
Now, if ω denotes the harmonic measure on the minimal Martin boundary of the fixed nor-
malization point x0 ∈ Ω , we have h =
∫
π−1(L) Kζ dω(ζ ) (here π(ζ ) is the unique pole of ζ when
it exists2). Thus RˆV ch =
∫
π−1(L) Rˆ
V c
Kζ
dω(ζ ). As RˆV ch ≡ h, the set AL of all points ζ in π−1(L)
where V c is minimally thin has positive harmonic measure. In other words, the set of all points
x ∈ L such that x is the unique pole of at least one minimal point ζ ∈ ∂̂Ω for which Ω \ V is
minimally thin at ζ has > 0 harmonic measure. 
2 We need only the case where K is contained in a C1 hypersurface. Then every Martin point over K has a well-defined
pole [2].
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a C1-hypersurface and one has a rather precise description of the part X of the minimal Martin
boundary of M ′ \ K lying above K ([2, Sections 7 and 8]—see generalizations in [1,5] and
references therein). In particular (being of local nature the results in [2] extend to the setting
of C1 manifolds) there is a continuous projection π of X onto K, which associates to each
point ζ ∈ X its unique pole x ∈ K, each point x ∈ K being a pole of one or two minimal points
(compare also with the striking general result in [37] about triple points)—in the first case the
point x is said to be simple and in the other case it is a double point. Moreover when x is a
double point, Φ exchanges the two minimal points above x. Indeed the arguments in [12] show
that from the Harnack boundary principle of [2] it follows that: (a) each sequence {xn} in M ′ \K
converging non-tangentially to some point z ∈ K, admits only minimal points as cluster values
on the Martin boundary ∂̂Ω , (b) every minimal point ζ associated to z ∈ K is the limit of such
a sequence. In particular for a connected subset C ⊂ M ′ \ ∂U which is non-tangential for ∂U at
z ∈ K∩C, the cluster set C ∩ ∂̂Ω is reduced to one minimal boundary point.
We note here that the symmetry of the elliptic operator L is used again since the proof of
the main result in [2, Section 7] (and final remark in Section 8) relies in an essential way on the
symmetry of the elliptic operators under consideration.
We now deduce the following consequence using the invariance of L and V under Φ .
Consequence. If under the assumptions of Lemma 6.10 it is assumed moreover that V is Φ-
symmetric and K ⊂ ∂U , then for μ′-a.a. x ∈ K, M ′ \ V is minimally thin at each minimal point
with pole x.
For if x is simple, the claim is already contained in Lemma 6.10, and if x ∈ K admits two
corresponding minimal points in the Martin boundary of Ω and is such that Ω \ V is minimally
thin w.r. to one of these points, M ′ \ Φ(V ) = M ′ \ V is also minimally thin with respect to the
other minimal point.
Conclusion. Proposition 6.9 is now established since for μ′ ∧ ν′ almost all points x ∈K the two
subsets M ′ \V and M ′ \W are both minimally thin at each point in π−1(x) which is impossible.
We have thus reached a contradiction. 
We now state a variant of Theorem 6.1, where using a stronger assumption on u, the problems
related to the non-regularity of L vanish so that the smoothness assumptions on M and U can be
notably relaxed.
Theorem 6.11. Let M be a C1-manifold, let L be a standard second order elliptic operator in M ,
and let U be a Lipschitz relatively compact open subset of M . If u ∈ W 1,2(U) is such that L(u)
and ∂n(u) are finite measures, L(u+) and ∂n(u+) are also finite measures and the following
formula holds
∂n(u+) = 1{u>0}.(∂nu)− 1{|u|>0}c (∂nu)−. (6.7)
Observe first that we may assume U to be C1-smooth (assumptions and results are of local
nature and invariant under bilipschitz homeomorphism). The point is then (see Remark 5.8) that
for Ω open in M , an element v ∈ W 1,2loc (Ω) such that μ = −L(v) is a Radon measure in Ω , can
be written locally as the difference of two L-superharmonic functions—even without assuming
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above shows that the proof of Theorem 6.1 extends to the case at hand (and can also be made
simpler—Proposition 6.6 being now superfluous).
Remark 6.12. Let us also notice another variant of Theorem 6.1 which can be proved along
the same lines (using now Remark 3.4 instead of Theorem 3.3) and which is based on Brezis
improvement (Theorem A1.1 in Appendix A) of Hager and Ross result [20]. Let M , U and
L be as above in Theorem 6.11, U being C1-smooth and L having continuous coefficients. If
u ∈ W 1,p(U) with p > 1 is such that L(u) and ∂n(u) are finite measures, then the conclusions in
Theorem 6.11 still hold.
Added in proofs. One may extend [10, Theorem 1.2] to our framework as follows. Assumptions
and notations are as in the beginning of Section 6.
Proposition 6.13. If u ∈ W 1,10 (U) is such that L(u) is a measure of finite total mass in U ,
then ∂nu is an absolutely continuous Radon measure on ∂U (i.e. ∂nu ∈ L1(∂U)). Moreover
(i) ‖L(u+)‖ ‖L(u)‖, (ii) ‖∂nu‖ ‖L(u)‖ and (iii) if u 0, then ∂nu 0.
Proof. Set μ := −L(u) and denote GU the L-Green’s function in U . We know [34] that
GUμ ∈ W 1,10 (U) and therefore by the uniqueness principle Theorem A5.1 in Appendix A and
[30, Chapter 5] we have that u = GUμ (Lipschitz regularity for U suffices here).
To prove the first claim we may assume that μ is positive. Then, if V is an open neighborhood
of U , writing GUμ = GVμ − GVμ′ where μ′ is the swept-out of μ on V \ U in V , it is easily
checked using the definitions that ∂nu = −μ′.
Now μ is the limit of an increasing sequence {μp} of positive measures with compact sup-
ports in U and since ‖μp − μ‖ → 0, up = GUμp → u in W 1,10 (U) and ∂nup decreases to ∂nu
as p → ∞. Since up is C1,α in a neighborhood of ∂U in U , ∂nup is absolutely continuous
(and coincides with the standard conormal derivative if one fixes a Cα-metric in M). Hence
∂nu ∈ L1(∂U).
To prove (ii), write u = GUμ+ −GUμ−. Since ∂nu = −μ′+ +μ′−, ‖μ′±‖ ‖μ±‖ we obtain
(ii). Taking U as the ambient manifold, setting W := {u > 0}, W ′ = {−u > 0}, and using Theo-
rem 5.1 and Lemma 5.2, we have Lu+ = −1W(μ+−μ−)+λ, with λ = [1Wμ+]Wc −[1Wμ−]Wc
and λ is positive and supported by A = U \ (W ∪W ′). Using the similar formulas for u− and the
relation u = u+ − u−, we see that λ = −1A(μ+ −μ−)+ (−[1W ′μ+]W ′c + [1W ′μ−]W ′c ). Since
sweeping-out decreases total masses, (i) easily follows.
Finally, if u  0 in U , Theorem 5.1 and Lemma 5.2 yield μ′+ − μ′−  0 (using the same
notations as above). Whence (iii) (which can also be deduced from Theorem 6.1). 
7. An application and extension of Theorem 6.1
We return here to the assumptions of the beginning of Section 6. In particular U is a relatively
compact C1,α-smooth open subset of M and u ∈ W 1,1(U) satisfies the following conditions:
(i) L(u) is a finite measure in U and (ii) ∂n(u) is a finite measure in ∂U . Recall (see Remark 6.8)
that in U , u admits a representative which is finely continuous outside a Borel polar subset N
of U , N being moreover negligible with respect to the measure λ := 1U |L(u)| + |∂nu| (a Radon
measure in U ). We fix such a representative which will still be denoted u and observe that up to
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defined in Section 6. Similarly for the sets {u = θ} = {|u− θ | > 0}c.
Let now f : R → R be a continuous function in R whose second derivative in the sense
of distributions is a Radon measure in R with finite total mass. Thus the right and left deriva-
tives f ′d and f ′g exist everywhere, have finite total variations and {t ∈ R; f ′g(t) = f ′d(t)} is at
most enumerable. Moreover by taking limits f ′g(±∞) and f ′d(±∞) will be considered as well-
defined reals: f ′d(+∞) = f ′g(+∞) = limt<∞, t→+∞ f ′d(t) = limt<∞, t→+∞ f ′g(t) and similarly
for f ′d(−∞), f ′g(−∞).
We then have the following extension of Theorem 6.1.
Theorem 7.1. The function v = f (u) is an element of W 1,1(U) and L(v) is a finite measure
in U . Moreover, ∂n(v) is a finite measure and the following formula holds:
∂nv = f ′g(u)∂nu− (∂nu)−
(
f ′d(u)− f ′g(u)
)= f ′d(u)∂nu− (∂nu)+(f ′d(u)− f ′g(u)).
Here u is seen as defined and finely continuous (but not necessarily finite) outside a polar
λ-negligible set in U . The expressions in the last two members of the identity above are thus
well-defined Radon measures in ∂U .
It is well known that v ∈ W 1,1(U) and that ∇v = f ′(u)∇u, the gradient ∇u vanishing almost
everywhere in {u ∈ A} for any negligible subset A of R. Let ν denote the finite measure such that
f ′′ = ν in the distribution sense. By assumption |ν|(R) < ∞ and for x  0:
f (x) = f (0)+
x∫
0
f ′d(t) dt = f (0)+ f ′d(0)x +
x∫
0
[ ∫
(0,t]
dν(θ)
]
dt
= f (0)+ f ′d(0)x +
∫
(0,x]
(x − θ) dν(θ)
= f (0)+ f ′d(0)x +
∫
(0,∞)
(x − θ)+ dν(θ). (7.1)
With the similar formula for x  0, one gets that for arbitrary x ∈R
f (x) = f (0)+ f ′d(0)x+ − f ′g(0)x−
+
∫
(0,∞)
(x − θ)+ dν(θ)+
∫
(−∞,0)
(x − θ)− dν(θ). (7.2)
It is then seen that w := v − f (0) − f ′d(0)u+ + f ′g(0)u− ∈ W 1,1(U) is the vector integral in
W 1,1(U) given by the formula
w := v − f (0)− f ′d(0)u+ + f ′g(0)u− =
∫
uθ dν(θ)R\{0}
2144 A. Ancona / Journal of Functional Analysis 257 (2009) 2124–2158where uθ = (u − θ)+ for θ > 0 and uθ = (u − θ)− when θ < 0. Note that the vector function
θ → uθ from R into W 1,1(U) is bounded continuous in R\{0} and that the equality of w with the
vector integral
∫
R\{0} uθ dν(θ) can be checked on testing against functions in L
∞
c (U). Note also
that x → ∫
R\{0} uθ (x) dν(θ) gives directly a finely continuous representative of w in U outside a
λ-negligible set.
As the measures L(uθ ) have uniformly bounded total masses ‖L(uθ‖, it is easily checked (on
using functions ϕ ∈ C1c (U) as test functions) that L(w) is the measure
∫
θ =0 L(uθ ) dν(θ) in U .
With the notations of Section 2 and a chosen C0 metric g in M , one has for ϕ ∈ C1c (M) the
equality 〈Ag∇gw,∇gϕ〉 =
∫
R\{0}〈Ag(∇guθ ),∇gϕ〉dν(θ) with, on the right-hand side, a vector
integral in L1(U) (by the continuity of v → 〈Ag(∇gv),∇gϕ〉 from W 1,1(U) into L1(U)). It then
follows that ∂nw is the measure
∫
{θ =0} ∂n(uθ ) dν(θ). So, setting λ
′ = ∂nu, we have
∂nw =
∫
(0,∞)
{1u>θλ′ − 1u=θλ′−}dν(θ)+
∫
(−∞,0)
{−1u<θ λ′ − 1u=θλ′+}dν(θ)
= 1u>0
{(
f ′g(u)− f ′d(0)
)
λ′ − (f ′d(u)− f ′g(u))λ′−}
+ 1u<0
{−(f ′g(0)− f ′d(u))λ′ − (f ′d(u)− f ′g(u))λ′+}. (7.3)
In this way we get that ∂nv = 1u=0(−f ′d(0)λ′− + f ′g(0)λ′+) + 1u>0{f ′g(u)λ′+ − f ′d(u)λ′−} +
1u<0{−f ′d(u)λ′− + f ′g(u)λ′+}. Finally
∂n
(
f (u)
)= f ′g(u)λ′+ − f ′d(u)λ′− = f ′g(u)∂n(u)+ (f ′g(u)− f ′d(u))[∂nu]−
and one has also that ∂nf (u) = f ′d(u)∂nu− (f ′d(u)− f ′g(u))[∂nu]+.
8. Annex
In this section we provide, for the reader’s convenience, proofs of several well-known poten-
tial theoretic key facts which have been used above. Let M denote a C1-manifold and let L be
a standard second order elliptic operator in M . We assume that M is L-admissible (there is a
global Green’s function G).
A.1. We start with the internal Fatou–Doob property mentioned after statement of Theorem 5.1.
Theorem 8.1. (Cf. [15, p. 172].) Let p and q be L-potentials in M with associated measures
μ = −L(p) and ν = −L(q). If A is a Borel polar set which is ν-negligible, then finelima pq = +∞for μ-almost all a ∈ A.
We want to show that for each C > 0, the finely closed set FC = {p  Cq} is thin at μ-almost
all a ∈ A. We know that the set of points where FC is not thin (this set is called the basis of
FC ) is an ordinary Gδ . If FC is unthin at each point of the compact set K ⊂ A, if {Kn} is a
decreasing sequence of compact neighborhoods of K shrinking to K in M , if μ′ = 1Kμ and
if p′ = G(μ′), we have p′ = RKn∩FC
p′  CRˆ
Kn∩FC
q = C
∫
Rˆ
Kn∩FC
Gy
dν(y)  q . Since for each
y /∈ K , RˆKnGy decreases to 0 outside K when n → ∞, we see that p′(x) = 0 for all x ∈ M \ K
such that q(x) < ∞. This means that p′ ≡ 0 and so μ(K) = 0.
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of points where the set (defined up to a polar set) {u  1
n
} is unthin, the complement V c is
the intersection
⋂
n1 Bn. But Bn is a basis (Bn is equal to the set of points where it is un-
thin) and so is a Gδ set [6,15]. The fine boundary ∂f V = ∂f {u > 0} is also a Gδ since ∂f V =
{u > 0}f \ {u > 0} and {u > 0}f is the basis set {u > 0}.
A.3. Next we consider balayage and start with the following simple lemma.
Lemma 8.2. Let p, q be two nonnegative L-superharmonic functions in the region U of M . If
p  q on the compact subset K of U , then RKcp RK
c
q in K .
Proof. It is well known that there exists a strictly increasing sequence {qn}n0 of continuous
functions in S+(U) such that q = supn1 qn. Then {p > qn} is an open set Un containing K and
taking U ′ open and such that K ⊂ U ′ ⊂ U ′  Un the minimum principle gives that RKcp  RU ′
c
qn
in U ′. Letting U ′ decrease to K one gets RKcp  RK
c
qn
= RˆKcqn in K . Letting then n go to infinity
the desired result follows. 
Theorem 8.3. (See [15, pp. 183–186], [13].) If A ⊂ M is thin at x the swept-out measure εAx is
concentrated on the fine boundary ∂f (A) of A.
Replacing A by its basis, we may assume that A is a basis (in particular A and ∂f (A) =
A ∩ b(Ac) are Gδ sets). If p ∈ P(M) and μ = −L(p) (so p = Gμ), we have (for arbitrary
x ∈ M) RAGμ(x) =
∫
RAGx dμ =
∫
GεAx
dμ = ∫ Gμ dεAx and since RAGμ is stable by reduction on
A we obtain by replacing p by RAp that
∫
Gμ dε
A
x =
∫
RAGμ dε
A
x . Taking for p a strict potential
([7], [15, p. 180], [16]) it is known that M \A = {RAp < p} and so we get εAx (M \A) = 0. Thus
it have been shown that for any set B ⊂ M thin at x, εBx is supported by the fine closure of B .
It remains to see that for x /∈ A, εAx does not charge the fine interior V of a basis A. Set
p = RAGx . By Lemma 8.2 applied to p and Gx we have p = RK
c
p in M for every compact K ⊂ A.
This means that εAx is equal to its swept-out in Kc . So by the above εAx does not charge the fine
interior of K . This gives the desired result (since V = {q > RAq = RˆAq } if q ∈ P(M) is continuous
and strict [15]).
Lemma 8.4. Let p, q be two L-superharmonic functions in the open subset U of M . If p = q on
a finely open subset V of U then the measures L(p) and L(q) coincide in V .
Proof. By the assumptions p = q on the finely open set V ′ = {x; V c is thin at x} which con-
tains V . Thus one may assume that V c is a basis (in particular an ordinary Gδ set). Since the
properties in the statement are of local nature we may also assume that p and q are L-potentials
in U .
By definition of the réduites RˆVp = RVp = RVq = RˆVq , so L(RˆVp ) = L(RˆVq ). Since (εx)V = εx
when x ∈ V we obtain that (1V c .L(p))V + 1V .L(p) = (1V c .L(q))V + 1V .L(q). But for x /∈ V ,
the balayée (εx)V is supported by the fine boundary ∂f V of V and thus vanishes in V . Restricting
to V in the previous relation we get 1V .L(p) = 1V .L(q). 
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seems difficult to locate.
Proposition 8.5. Let A ⊂ M and let L be a compact subset of A. Then u(x) := εAx (L) is an
L-subharmonic function in M \L.
Replacing A by its fine closure we may and will assume that A is finely closed. Let then
π := RˆL1 be the equilibrium potential of L in M , and let R˜ denote the réduite operator with
respect to U := M \L (i.e. R˜Bs = inf{w ∈ S+(U); w  s in B}). Then,
u(x) = π(x)− R˜A∩Uπ (x), x ∈ U, (8.1)
which implies the result since R˜A∩Uπ is L-superharmonic in U and π is L-harmonic in U . To
prove (8.1) we remark another formula about the reduites: if s ∈ Pc(M),
RAs = RˆLs + R˜A∩Us−RˆLs , x ∈ U, (8.2)
which follows at once from Lemma 8.6 below. Now, (8.2) means that
∫
s dεAx =
∫
s dεLx +
∫
s dε˜A∩Ux −
∫
U
( ∫
sdεLy
)
dε˜A∩Ux (y), x ∈ U, (8.3)
which then also holds for s ∈ Pc(M)− Pc(M). Since 1L is the limit of a decreasing sequence of
such sj (with supports shrinking to L), we get letting j → ∞
εAx (L) = π(x)−
∫
π dε˜A∩Ux , x ∈ U,
which is exactly (8.1).
Lemma 8.6. Let p ∈ P(M) then p − RˆLp ∈ P(U). If moreover L(p) is concentrated in the Borel
set B and p is locally bounded, then p − RˆLp = R˜B∩Up−RˆLp .
Let h be nonnegative L-harmonic in U and such that h p − RˆLp . Note again h its extension
by zero outside U . Choosing w ∈ S+(M) such that w(x) = +∞ for all x ∈ L where L is thin,
clearly that (h− εw)+ is subharmonic in M and less than p (for every ε > 0). So (h− εw)+ = 0
and letting ε → 0, h = 0 in U . This proves that p − RˆLp ∈ P(U). The second claim follows then
by the domination principle [6,15,13].
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by Haïm Brezisa,b,3
a Department of Mathematics, Rutgers University, Piscataway, NJ 08854, USA
b Department of Mathematics, Technion, 32.000 Haifa, Israel
A1. Introduction
Let Ω ⊂ RN,N  2, be a bounded domain and let u ∈ W 1,1loc (Ω) be a weak solution of the
equation
∑
i,j
∂
∂xj
(
aij
∂u
∂xi
)
= 0 in Ω, (A1.1)
where the coefficients aij (x) are bounded measurable and elliptic, i.e.,
λ|ξ |2 
∑
i,j
aij (x)ξiξj Λ|ξ |2, x ∈ Ω, ξ ∈ RN,
with 0 < λΛ< ∞. A weak solution u ∈ W 1,1loc (Ω) satisfies, by definition,
∑
i,j
∫
aij
∂u
∂xi
∂ϕ
∂xj
= 0 ∀ϕ ∈ C1c (Ω), (A1.2)
where the subscript c indicates compact support.
A celebrated result of E. DeGiorgi [14] asserts that if u is a weak solution of (A1.1) and more-
over u ∈ H 1loc(Ω), then u is locally Hölder continuous, and in particular u ∈ L∞loc(Ω) (see also
[35]). Subsequently J. Serrin produced in [32] a striking example showing that the assumption
u ∈ H 1loc(Ω) is essential; more precisely, for every p, 1 < p < 2, and all N  2, he constructed
an equation of the form (A1.1) which has a solution u ∈ W 1,p(Ω) and u /∈ L∞loc(Ω). J. Serrin
conjectured in [32] that if the coefficients aij are locally Hölder continuous, then any weak solu-
tion u ∈ W 1,1loc (Ω) of (A1.1) must be a “classical” solution, i.e., u ∈ H 1loc(Ω). Serrin’s conjecture
was established by R.A. Hager and J. Ross [20] provided u is a weak solution of class W 1,p(Ω)
for some p with 1 <p < 2.
We present here the solution of Serrin’s conjecture in full generality, starting with u ∈
W
1,1
loc (Ω), or even with u ∈ BVloc(Ω), i.e., u ∈ L1loc(Ω) and its derivatives (in the sense of distri-
butions) are measures.
The first result is an improvement of the theorem of Hager and Ross: instead of aij ∈ C0,α(Ω¯)
for some α ∈ (0,1), we assume only aij ∈ C0(Ω¯).
3 E-mail address: brezis@math.rutgers.edu.
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of (A1.1), then u ∈ W 1,qloc (Ω) for every q < ∞. Moreover
‖u‖W 1,q (ω)  C‖u‖W 1,p(Ω),
for every ω Ω , where C depends only on N , λ,Λ, p,q,ω,Ω , and the modulus of continuity
of aij on Ω¯ .
Open problem 0. We do not know whether the conclusion of Theorem A1.1 holds in the two
limiting cases: p = 1 and/or q = ∞ . (The answer to both questions is positive if the coefficients
aij are Dini continuous; see Theorem A1.2 below).
We now turn to Serrin’s conjecture. Here we assume that the coefficients aij are Dini contin-
uous in Ω¯ , i.e., aij ∈ C0(Ω¯), and
A(r) =
∑
i,j
sup
x,y∈Ω,|x−y|<r
∣∣aij (x)− aij (y)∣∣, r > 0, (A1.3)
satisfies
1∫
0
A(r)
r
dr < ∞. (A1.4)
Theorem A1.2. Assume that the coefficients aij are Dini continuous in Ω¯ , and let u ∈ BV (Ω)
be a weak solution of (A1.1), then u ∈ H 1loc(Ω). Moreover
‖u‖H 1(ω)  C‖u‖BV (Ω), (A1.5)
for every ω Ω , where C depends only on N,λ,Λ,ω,Ω , and the modulus of continuity of aij
on Ω¯ .
Remark 1. Surprisingly, the constant C in (A1.5) depends only on the modulus of continuity
of aij in Ω¯ , and not on the Dini modulus of continuity of aij in Ω¯ . This suggests that Serrin’s
conjecture might be true assuming only the continuity of aij in Ω¯ (see Open problem 0 with
p = 1).
Remark 2. Using Lemma A3.1 below we may assert that, under the assumptions of Theo-
rem A1.2, u ∈ C1(Ω). If the coefficients aij belong to C0,α(Ω¯), 0 < α < 1, one can further
improve the conclusion of Theorem A1.2, namely u ∈ C1,α(ω¯) for every ωΩ . This is a conse-
quence of the standard Schauder regularity theory for elliptic equations in divergence form with
C0,α coefficients (see e.g. [30, Theorem 5.5.3(b)], [19, Theorem 3.7], [18, Theorem 3.5], or [11,
Theorem 2.6 in Chapter 9]). All the above results extend to elliptic systems.
Theorems A1.1 and A1.2 have been announced in [8].
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We use a duality argument in conjunction with the following standard Lp-regularity property
for elliptic equations in divergence form:
Lemma A2.1. (See e.g. [30, Theorem 5.5.3(a)], or [11, Theorem 2.2 in Chapter 10].) Assume
aij ∈ C0(Ω¯) and u ∈ H 1(Ω) is a weak solution of
∑
i,j
∂
∂xj
(
aij
∂u
∂xi
)
=
∑
j
∂
∂xj
fj in Ω, (A2.1)
with fj ∈ Lr(Ω) ∀j , and r ∈ [2,∞), then u ∈ W 1,rloc (Ω), and for ωΩ ,
‖u‖W 1,r (ω)  C
(
‖u‖H 1(Ω) +
∑
j
‖fj‖Lr(Ω)
)
where C depends on N,λ,Λ, r,ω,Ω , and the modulus of continuity of aij .
Proof of Theorem A1.1. We may always assume that Ω is a ball and that
1 <p < 2 < q. (A2.2)
(When p  2 we may apply Lemma A2.1 with r = q .) Let (fj ), j = 1,2, . . . ,N , be given in
C∞c (Ω) with ∑
j
‖fj‖Ls′ (Ω)  1 (A2.3)
where
1
s
+ 1
s′
= 1, N
N − 1 < s  2, (A2.4)
and s will be chosen later.
Let v ∈ H 10 (Ω) be the solution of∑
i,j
∂
∂xi
(
aij
∂v
∂xj
)
=
∑
j
∂
∂xj
fj in Ω. (A2.5)
Clearly
‖v‖H 1(Ω)  C
∑
j
‖fj‖L2(Ω)  C (A2.6)
by (A2.3) and (A2.4). Moreover, by Lemma A2.1,
‖v‖
W 1,s′ (ω)  C, (A2.7)
and v ∈ W 1,r (Ω) ∀r < ∞ (since fj ∈ C∞(Ω)).loc c
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∑
i,j
∫
Ω
aij
∂ϕ
∂xi
∂v
∂xj
=
∑
j
∫
Ω
fj
∂ϕ
∂xj
∀ϕ ∈ C1c (Ω), (A2.8)
and by density we see that (A2.8) also holds whenever ϕ ∈ W 1,tc (Ω), for some t > 1 (since
v ∈ W 1,rloc (Ω), ∀r < ∞), but the value t = 1 is not admissible since we do not know whether
v ∈ W 1,∞loc (Ω). Fix ζ ∈ C∞c (Ω) with ζ = 1 on ω. We may choose ϕ = ζu in (A2.8) (here we use
the assumption u ∈ W 1,p(Ω) and p > 1). This yields
∑
i,j
∫
Ω
aij
(
ζ
∂u
∂xi
+ u ∂ζ
∂xi
)
∂v
∂xj
=
∑
j
∫
Ω
fj
(
ζ
∂u
∂xj
+ u ∂ζ
∂xj
)
. (A2.9)
On the other hand, by (A1.2), and a density argument we have
∑
i,j
∫
Ω
aij
∂u
∂xi
∂w
∂xj
= 0 ∀w ∈ W 1,p′c (Ω). (A2.10)
Next we choose w = ζv in (A2.10) (this w is admissible since v ∈ W 1,rloc (Ω) ∀r < ∞ and p′ <∞; here we use once more the assumption p > 1). We obtain
∑
i,j
∫
Ω
aij
∂u
∂xi
(
ζ
∂v
∂xj
+ v ∂ζ
∂xj
)
= 0. (A2.11)
Comparing (A2.9) and (A2.11) we find
∑
j
∫
Ω
ζ
∂u
∂xj
fj = −
∑
i,j
∫
Ω
aij
∂u
∂xi
v
∂ζ
∂xj
+
∑
i,j
∫
Ω
aiju
∂ζ
∂xi
∂v
∂xj
−
∑
j
∫
Ω
fju
∂ζ
∂xj
= I + II + III. (A2.12)
Recall that p < 2N and, by the Sobolev embedding,
‖u‖Lp (Ω)  C‖u‖W 1,p(Ω), (A2.13)
where
1
p
= 1
p
− 1
N
. (A2.14)
Finally we choose s ∈ ( N
N−1 ,2] according to the following dichotomy:
(a) When p  2 we choose s = p.
Note that p > N
N−1 because p > 1. Then we have, since s = p,
1
′ = 1 −
1 = 1

+ 1′ −
1 = 1′ −
1
, (A2.15)p p p s p s N
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‖v‖
Lp
′
(ω)
 C‖v‖
W 1,s′ (ω), (A2.16)
which is valid since s′ = p
p−1 <N (because p > 1). Therefore, from (A2.7),
‖v‖
Lp
′
(ω)
 C (A2.17)
and thus (with ω ⊃ Supp ζ ),
|I | C‖u‖W 1,p(Ω), (A2.18)
where I is defined in (A2.12).
Next we have, by (A2.13) (with s = p),
|II| C‖u‖W 1,p(Ω)‖v‖W 1,s′ (ω)
 C‖u‖W 1,p(Ω) by (A2.7). (A2.19)
Finally
|III| C
∑
j
‖fj‖Ls′ (Ω)‖u‖Ls(Ω)
 C‖u‖W 1,p(Ω) (A2.20)
by (A2.13) and the choice s = p.
Combining (A2.12), (A2.18), (A2.19) and (A2.20) yields∣∣∣∣∑
j
∫
Ω
ζ
∂u
∂xj
fj
∣∣∣∣ C‖u‖W 1,p(Ω),
for every (fj ) in C∞c (Ω) satisfying (A2.3) (where the constant C depends on ζ ).
Therefore ζ ∂u
∂xj
∈ Ls(Ω) and
∥∥∥∥ζ ∂u∂xj
∥∥∥∥
Ls(Ω)
 C‖u‖W 1,p ∀j.
In particular, u ∈ W 1,p(ω) with
‖u‖W 1,p (ω)  C‖u‖W 1,p(Ω). (A2.21)
(b) When p > 2 we choose s = 2.
Then
‖v‖H 1(Ω)  C by (A2.6) (A2.22)
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‖v‖
Lp
′
(Ω)
 C (A2.23)
since p′ < 2 when N  3 (this is equivalent to p > 2) and p′ < ∞ when N = 2 (here we use
once more the assumption p > 1).
From (A2.22) and (A2.23) we deduce that
|I | + |II| + |III| C‖u‖W 1,p(Ω),
because
‖u‖L2(Ω)  C‖u‖Lp (Ω)  C‖u‖W 1,p(Ω).
We now conclude as above that u ∈ H 1(ω) with
‖u‖H 1(ω)  C‖u‖W 1,p(Ω). (A2.24)
Iterating the preceding argument of case (a) in the dichotomy yields u ∈ W 1,ploc (Ω), u ∈
W
1,p
loc (Ω), etc. until we reach the first value bigger than 2. At that point we use part (b) of
the dichotomy.
Thus we have proved that any u ∈ W 1,p(Ω) with 1 <p < 2 satisfying (A1.1), must belong to
H 1loc(Ω) and
‖u‖H 1(ω)  C‖u‖W 1,p(Ω).
Applying once more Lemma A2.1 with fj = 0 ∀j , gives u ∈ W 1,qloc (Ω) ∀q < ∞ and
‖u‖W 1,q (ω)  C‖u‖W 1,p(Ω),
and the proof of the theorem is complete. 
A3. Proof of Theorem A1.2
For the proof of Theorem A1.2 we will need the following extension of the Schauder regularity
theory for elliptic equations in divergence form with Dini continuous coefficients:
Lemma A3.1. Assume aij ∈ C0(Ω¯) satisfy (A1.3)–(A1.4) and let u ∈ H 1(Ω) be a weak solution
of (A2.1) with fj ∈ C∞c (Ω) ∀j , then u ∈ C1(Ω).
The conclusion of Lemma A3.1 comes with an estimate of the Dini modulus of continu-
ity of Du involving the Dini modulus of continuity of aij . However we do not need such an
estimate—we use only the qualitative form of Lemma A3.1; this explains Remark 1. It is not easy
to find an early reference for Lemma A3.1. According to the experts (I am quoting M. Giaquinta),
it was common knowledge in Pisa in the late 60s—the proof being based on Campanato’s ap-
proach to Schauder estimates (as presented in [19], or [11]), combined with a result of S. Spanne
(Corollary 1 in [33]). A complete proof may be found e.g. in [28, Theorem 5.1]. Y. Li [27] has
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cients aij .
Proof of Theorem A1.2. We follow the same duality strategy as in the proof of Theorem A1.1.
We start with a weak solution u ∈ BV (Ω) of (A1.1). We fix some 1 < s < N
N−1 , so that 2N <
s′ < ∞. Let (fj ) in C∞c (Ω) with ∑
j
‖fj‖Ls′ (Ω)  1. (A3.1)
Let v ∈ H 10 (Ω) be the solution of (A2.5). By Lemma A3.1 we know that v ∈ C1(Ω).
Clearly
‖v‖H 1(Ω)  C
∑
j
‖fj‖L2(Ω)  C since s′ > 2, (A3.2)
and by Lemma A2.1 (which uses only continuous coefficients aij ) we have
‖v‖
W 1,s′ (ω)  C. (A3.3)
On the other hand we know from the DeGiorgi–Stampacchia theory (which uses only bounded
measurable coefficients aij ) that v ∈ L∞(Ω) since s′ >N ; see e.g. [35] and [21]. Moreover
‖v‖L∞(Ω)  C
∑
j
‖fj‖Ls′ (Ω)  C. (A3.4)
By density we have
∑
i,j
∫
Ω
aij
∂ϕ
∂xi
∂v
∂xj
=
∑
j
∫
Ω
fj
∂ϕ
∂xj
∀ϕ ∈ BVc(Ω), (A3.5)
and we choose ϕ = ζu in (A3.5) with ζ as in the proof of Theorem A1.1. This gives (A2.9).
On the other hand we may choose ϕ = ζv in (A1.2). This gives (A2.11), which yields (A2.12).
Next we have
|I | C‖u‖BV (Ω)‖v‖L∞(Ω)  C‖u‖BV (Ω) by (A3.3),
|II| C‖u‖LN/N−1(Ω)‖v‖W 1,N (ω)
 C‖u‖L(N/N−1)(Ω)  C‖u‖BV (Ω) by (A3.3) since s′ >N,
|III| C
∑
j
‖u‖LN/N−1(Ω)‖fj‖LN(Ω)  C‖u‖BV (Ω) by (A3.1) since s′ >N.
We conclude that ∣∣∣∣∑
∫
ζ
∂u
∂xj
fj
∣∣∣∣ C‖u‖BV (Ω)
j
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u ∈ W 1,s(ω) with
‖u‖W 1,s (ω)  C‖u‖BV (Ω).
We may now apply Theorem A1.1 and conclude that u ∈ H 1loc(Ω) with
‖u‖H 1(ω)  C‖u‖BV (Ω), (A3.6)
where C depends only N,λ,Λ,ω,Ω and the modulus of continuity of aij on Ω¯ (and not the
Dini modulus of continuity of aij ).
A4. More on the Open problem 0
As we already mentioned briefly in the Introduction there are several open problems related
to Serrin’s conjecture.
Open problem 1. Assume aij ∈ C0(Ω¯) and u ∈ W 1,1(Ω) is a weak solution of (A1.1). Is it true
that u ∈ H 1loc(Ω)? Does one have an estimate of the form
‖u‖H 1(ω)  C‖u‖W 1,1(Ω), (A4.1)
for every ω Ω where C depends only on N,λ,Λ,ω,Ω and the modulus of continuity of aij
on Ω¯? Same questions when u ∈ BV (Ω) instead of W 1,1.
Open problem 2. Assume aij ∈ C0(Ω¯) and u ∈ H 1(Ω) is a weak solution of (A1.1). Is it true
that u ∈ W 1,∞loc (Ω) (resp. u ∈ C1(Ω))? Does one have an estimate of the form
‖u‖W 1,∞(ω)  C‖u‖H 1(Ω), (A4.2)
for every ωΩ where C depends on N,λ,Λ,ω,Ω and the modulus of continuity of aij on Ω¯?
Note that estimate (A1.5) in Theorem A1.2 gives some evidence in favor of a positive answer
to Open problem 1. (We do not have any evidence in favor of a positive answer to Open prob-
lem 2.) A natural strategy in trying to solve Open problem 1 is to smooth the coefficients aij by
aεij preserving the ellipticity and the modulus of continuity. Following the proof of Theorem A1.1
we have
∑
i,j
∫
Ω
aij
∂u
∂xi
∂w
∂xj
= 0 ∀w ∈ C1c (Ω). (A4.3)
Fix some s such that 1 < s < N
N−1 , so that 2N < s′ < ∞. Let (fj ) in C∞c (Ω) with∑
‖fj‖Ls′ (Ω)  1. (A4.4)
j
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∑
i,j
∂
∂xi
(
aεij
∂vε
∂xj
)
=
∑
j
∂
∂xj
fj . (A4.5)
By Lemma A3.1 we know that vε ∈ C1(Ω).
Clearly
‖vε‖H 1(Ω)  C. (A4.6)
On the other hand
‖vε‖L∞(Ω)  C, (A4.7)
and by Lemma A2.1
‖vε‖
W 1,s′ (Ω)  C (A4.8)
since we have a uniform modulus of continuity for aεij .
Inserting w = ζvε in (A4.3) yields
∑
i,j
∫
Ω
aij
∂u
∂xi
(
ζ
∂vε
∂xj
+ vε ∂ζ
∂xj
)
= 0. (A4.9)
From (A4.5) we have
∑
i,j
∫
Ω
aεij
∂vε
∂xj
(
ζ
∂u
∂xi
+ u ∂ζ
∂xi
)
=
∑
j
∫
Ω
fj
(
ζ
∂u
∂xj
+ u ∂ζ
∂xj
)
. (A4.10)
Comparing (A4.9) and (A4.10) we obtain
∑
j
∫
Ω
ζ
∂u
∂xj
fj = −
∑
i,j
∫
Ω
aij
∂u
∂xi
vε
∂ζ
∂xj
+
∑
i,j
∫
aεij u
∂ζ
∂xi
∂vε
∂xj
−
∑
j
∫
Ω
fju
∂ζ
∂xj
+
∑
i,j
∫
Ω
(aεij − aij )ζ
∂vε
∂xj
∂u
∂xi
= I + II + III + IV. (A4.11)
Following the proof in Section A.3 we see that
|I | + |II| + |III| C‖u‖W 1,1 (A4.12)
with C independent of ε.
The only natural estimate of |IV| is
|IV| ∥∥aε − aij∥∥ ∞ ‖u‖W 1,1(Ω)∥∥vε∥∥ 1,∞ .ij L (Ω) W (ω)
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W 1,∞(ω)  C (A4.13)
with a constant C independent of ε (but depending on the norm of ‖fj‖Ck , k large) we would
be able to pass to the limit as ε → 0, then deduce that u ∈ W 1,s(ω) and proceed as in Section 3.
Unfortunately the bound (A4.13) seems out of reach and closely related to Open problem 2.
A5. Questions of uniqueness for weak solutions
All the questions discussed above are naturally linked to the problem of uniqueness of weak
solutions.
Assume first that the coefficients aij are only bounded and measurable. Let u ∈ H 10 (Ω) satisfy
(on a smooth domain Ω)
∑
i,j
∫
Ω
aij
∂u
∂xi
∂ϕ
∂xj
= 0 ∀ϕ ∈ C1c (Ω), (A5.1)
then, clearly u = 0.
The same conclusion need not be true if we assume only u ∈ W 1,p0 (Ω) for some p < 2. This
fact is closely related to Serrin’s phenomenon. Indeed consider e.g. in R2 the function
U = x1r−1−ε
constructed in [32]. Then U satisfies (A5.1) in Ω = B1 with aij = δij + (a − 1) xixjr2 , a = 1/ε2
and U ∈ W 1,p(Ω) ∀p < 2/(1+ ε) and U /∈ H 10 (Ω). Let V = ζU where ζ ∈ C∞c (B1) with ζ = 1
near 0. Clearly we have
∑
i,j
∫
Ω
aij
∂V
∂xi
∂ϕ
∂xj
=
∫
Ω
Fϕ ∀ϕ ∈ C1c (Ω), (A5.2)
where F = −∑i,j aij ∂U∂xi ∂ζ∂xj −∑i,j ∂∂xj (aijU ∂ζ∂xi ). Note that F ∈ C∞(Ω¯) (since ζ = 1 near 0).
Let V˜ ∈ H 10 (Ω) be the solution of
∑
i,j
∫
Ω
aij
∂V˜
∂xi
∂ϕ
∂xj
=
∫
Ω
Fϕ ∀ϕ ∈ H 10 (Ω). (A5.3)
Then u = V − V˜ ∈ W 1,p0 (Ω) ∀p < 2/(1 + ε) and satisfies (A5.1) but u ≡ 0 since V /∈ H 10 (Ω).
However we have:
Theorem A5.1. Assume aij ∈ C0(Ω¯) and u ∈ W 1,p0 (Ω) for some p > 1. If u is a weak solution
of (A5.1), then u ≡ 0. The same conclusion holds if u ∈ W 1,10 (Ω) provided the coefficients aij
are Dini continuous on Ω¯ .
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Open problem 3. Assume aij ∈ C0(Ω¯) and let u ∈ W 1,10 (Ω) satisfy (A5.1). Is it true that u ≡ 0?
Theorem A5.1 is an immediate consequence of the following:
Lemma A5.2. (See e.g. [30, Theorem 5.5.5’], [28, Theorem 5.1], or [27].) Assume aij ∈ C0(Ω¯)
and let v ∈ H 10 (Ω) be the weak solution of
∑
i,j
∂
∂xj
(
aij
∂v
∂xi
)
= F in Ω, (A5.4)
with F ∈ C∞c (Ω), then v ∈ W 1,r (Ω), for every r < ∞. If the coefficients aij are Dini continuous
on Ω¯ , then v ∈ C1(Ω¯).
Added in proofs. The answers to Open problems 1, 2 and 3 are negative. Interesting examples
have been constructed by T. Jin, V. Maz’ya and J. Van Schaftingen (paper in preparation).
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