Abstract: Net all-wave surface radiation (Rn) is one of the most important fundamental parameters in various applications. However, conventional Rn measurements are difficult to collect because of the high cost and ongoing maintenance of recording instruments. Therefore, various empirical Rn estimation models have been developed. This study presents the results of two artificial neural network (ANN) models (general regression neural networks (GRNN) and Neuroet) to estimate Rn globally from multi-source data, including remotely sensed products, surface measurements, and meteorological reanalysis products. Rn estimates provided by the two ANNs were tested against in-situ radiation measurements obtained from 251 global sites between 1991-2010 both in global mode (all data were used to fit the models) and in conditional mode (the data were divided into four subsets and the models were fitted separately). Based on the results obtained from extensive experiments, it has been proved that the two ANNs were superior to linear-based empirical models in both global and conditional modes and that the GRNN performed better and was more stable than Neuroet. The GRNN estimates had a determination coefficient (R 
Introduction
Net all-wave surface radiation (Rn), characterizing the available radiative energy at the Earth's surface, is the difference between total upward and downward radiation. Rn drives the processes of evaporation, evapotranspiration, air and soil fluxes as well as other smaller energy-consuming processes such as photosynthesis [1, 2] . Rn is a key component of surface energy balance and largely determines sensible and latent heat fluxes [3] . In agrometeorology, Rn is a parameter commonly used to estimate reference evapotranspiration and leaf wetness duration from physical models [4] . Thus, reliable spatial and temporal Rn information is required. However, directly measured Rn is available only from a very small number of standard radiometric observatories because of the expensive instruments and constant maintenance needed to guarantee that reliable measurements can be provided [5] , and these in-situ measurements are unable to represent the spatial variability. Alternative methods for Rn estimation have, therefore, been developed to compensate for experimental observations.
Mathematically, Rn consists of four components: where Rns is the net shortwave radiation, Rnl is the net longwave radiation (W·m ), which is calculated by Rso= α * Rsi, α is the shortwave broadband albedo (dimensionless), Rli is the incoming longwave radiation (W·m ). If all components in Equation (1) are known, the calculation of Rn is straightforward.
Many radiation measurement towers that measure these four components to determine net radiation, but these measurements are available only at individual sites. To estimate Rn at regional and global scales, various methods have recently been developed, such as generating Rn from various satellite data [6] , or from meteorological reanalysis products [7] [8] [9] . Although these reanalysis products are tempo-spatially continuous, their spatial resolutions are coarse. To date, the finest spatial resolution for a global product is only about 0.3°. It is extremely difficult to estimate Rn directly from satellite data because frequent cloud coverage can block surface information. However, satellite data can fortunately be used to estimate incoming solar radiation under all-sky conditions [10, 11] . Therefore, an important research goal is to develop robust methods for estimating accurate, high tempo-spatial resolution Rn from incoming shortwave radiation or shortwave net radiation, producing estimates that are location independent and universally applicable.
In recent years, numerous methods for accurately estimating Rn have been explored and developed. Initially, Rn was estimated only from the incoming solar radiation, Rsi [12, 13] . Then surface albedo was incorporated with claims that the fitting accuracy of models could be improved [14] , but later studies found that the improvement brought mixed results [15] . Later, other models were developed by incorporating more meteorological parameters (i.e., air temperature, cloud cover) and other variables (i.e., relative Earth-Sun distance, land covers represented by the Normalized Difference Vegetation Index (NDVI)) and these models were evaluated by many studies [16] [17] [18] [19] . In addition to these empirical models, physically-based models and hybrid models have also been developed. The physically-based models usually estimated Rn by calculating the individual terms in Equation (1) separately and most have focused on Rnl parameterization [20, 21] . Some of these models focused on deriving Rn from satellite data for developing a continuous tempo-spatial regional or global Rn [22] [23] [24] [25] . Recently, a study conducted by Jiang et al. [26] compared and evaluated seven popular empirical linear models and one newly developed model for Rn estimation using comprehensive global measurements. The results indicated that the linear empirical models performed well, but not well enough in all cases, and therefore the author suggested that nonlinear empirical models should be considered for Rn estimation.
Although significant progress has been made in this study area, some problems still remain. Physically based models are thought to be more accurate than the empirical models, but the calculations are usually more complex and time-consuming, especially because it is difficult to collect all the inputs. Therefore, empirical models are still the first option for practical applications. However, almost all popular empirical Rn estimation models consider only linear relationships between variables and therefore, nonlinear models should be explored. Ferreira et al. [27] and Geraldo-Ferreira et al. [28] sought to calculate Rn using artificial neural networks (ANN) and proved their applicability. However, only one ANN model was used, and the number of observations used were too small to represent different atmosphere and environmental conditions. This suggests that more work in this research area is needed. Furthermore, the utility of other sources of data (i.e., model reanalysis products) in Rn estimation should be explored because poor quality or missing data are usually found in surface radiation measurements, meteorological variables, and even remotely-sensed products.
To address these issues, the primary objective of this study was to develop nonlinear Rn estimation models using two ANNs based on multi-source data. The data included remotely sensed products, meteorological reanalysis products, and site observations. Two newly developed ANN models, a general regression neural network (GRNN) [29] and Neuroet model [30] , were used in this study. A GRNN has a multi-input-output architecture that is different from other ANN models whereas Neuroet includes a novel procedure to determine the model architecture. The performance of these two ANNs for Rn estimation, especially their adaptability to different conditions globally, was compared and analyzed. The advantages and disadvantages of each model were thereby determined, and a sensitivity analysis was carried out for the GRNN.
The remainder of this paper is organized as follows. Details of the ANN models and the data used in the study are provided in Section 2. Section 3 describes the analytical results. Discussions and concluding remarks are provided in Section 4.
Data and Methodology

Data
In-Situ Data
Observations from 251 sites in 12 measurement networks around the world were collected as shown in Figure 1 . The information collected from them and the interval of observations for each are shown in Table 1 ( [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] ). These measurements networks assured that their site observations were quality controlled, and also offered detailed information on each site. They are located across the globe and represent different climatic and ecosystem conditions ranging from the Arctic to the Antarctic. The variety of land cover types at these sites (as defined by International Geosphere-Biosphere Programme (IGBP)) is comprehensive, as indicated in Table 2 . The elevation of these sites ranges from −0.7 m to 5063 m above sea level. To achieve a better understanding of the applicability of the two ANN models, four categories were established according to Jiang et al. [26] . Based on extensive experiments, Jiang et al. [26] found that NDVI = 0.2 can be used as the threshold to identify vegetated surfaces, and three more classes can be roughly divided based on albedo according to the different relations between Rsi and Rn when NDVI < 0.2 as shown in Table 3 . The fitting results will be discussed for each category. Though these measurements were quality controlled by the networks, they were further examined manually by us, and then all measurements were averaged to reasonable daytime values as proposed by Jiang et al. [26] . Note that daytime was defined as the period between sunrise and sunset at each site. Changes in land surface can be characterized by long-term NDVI and surface albedo and, therefore, these two satellite products were used in this study. The bi-weekly, 8-km NDVI product from 1982-2010 was used, which is derived from the data of Advanced High Resolution Radiometer (AVHRR) on the National Oceanic and Atmospheric Administration (NOAA) polar-orbiting satellite by the NASA Global Inventory Monitoring and Modeling Studies (GIMMS) [51] . This dataset has been widely used. The Global Land Surface Satellite (GLASS) albedo product from 1981-2010 at 8-day temporal resolution and 0.05° spatial resolution was also used. It has been demonstrated that the GLASS albedo product is superior to most of the albedo products available today and its accuracy can satisfy various applications [52] [53] [54] [55] . NDVI and albedo time-series data were extracted for each site.
Model Reanalysis Data
Reanalysis data were used for global mapping in the present study because of the limited coverage of field meteorological observation networks. The NASA Modern Era Retrospective-Analysis for Research and Applications (MERRA) [8] was used, which has been used widely in various studies. Multiple meteorological variables, including maximum air temperature (Tmax, °C), minimum air temperature (Tmin, °C), mean air temperature (Ta, °C), diurnal temperature (DTR, °C), wind speed (W, m·s ), and surface air pressure (PS, Pa),were first extracted for each site from 1982 to 2010, and the hourly MERRA data were then aggregated into daily values. Because relative humidity (RH, %) and water vapor pressure (ea, kPa) could not be extracted from MERRA directly, they were calculated as in Equations (2) [56] and (3) respectively:
where PSpa is surface air pressure, and qvkg/kg is the specific humidity, mdry and ℎ 2 are the molar mass of dry air and water, and they were defined as 28.9644 g/mol and 18.01534 g/mol respectively. The denominator is used for vapor pressure of water calculation [57] , and the constants were defined as:
, a5 = 2.03×10 
where Ta,°C and RH were obtained from MERRA, and ea was calculated based on whether the IGBP land cover type is ice or not.
Other Parameters
In addition to the data described above, certain parameters needed to be calculated. Because of the difficulty in collecting cloud data, the Clearness Index (CI) [17] and the Brightness Index (BI) were used to denote cloud information, they were calculated as follows:
where
) is extraterrestrial radiation and Rsc (W·m ) is clear-sky theoretical surface radiation. The calculation of these using Equation (5) ), dr is the inverse relative distance from the Earth to the Sun, ωs is the sunset hour angle (rad), φ is the latitude (rad), δ is the solar declination (rad), z is the elevation (m), and DOY is the day of the year.
Methodology
ANNs are valuable statistical tools that can be used to approximate any complex functional relationship without pre-specifying the type of the relationship between input and response variables. Compared to conventional linear-based statistical methods, ANNs can deal with inherent data variability, provide better recognition of data patterns, and make better predictions of response variables [30] . In the present study, two newly developed ANN models, a General Regression Neural Networks (GRNN) and Neuroet, were used. Detailed information about the two models is given below:
The GRNN is a generalization of radial basis function networks and probabilistic neural networks developed by Specht et al. [29] . Figure 2 shows the architecture of a GRNN model used in this study. The GRNN has a multi-input-output (one output in this study) architecture, and includes four layers: input layer, pattern layer, summation layer, and output layer. The input layer provides all the variables to the neurons in the pattern layer; each neuron represents a training pattern, and its output is a measure of the distance of the input from the stored patterns. The summation layer has two types of summation neurons: one to compute the sum of the weighted outputs of the pattern layer, and the other to calculate the unweighted outputs of the pattern neurons. Finally, the output layer performs a normalization step to yield the predicted value of the output variable. In the present study, the Gaussian kernel function was used for GRNN training, and the smoothing parameter in the kernel function was the only free parameter as Equation (6) , Y'(X) is the estimate corresponding to the vector X, n is the number of samples, and σ is a smoothing parameter that controls the size of the receptive region. Therefore, GRNN training was essentially optimization of the smoothing parameter, unlike back-propagation neural networks which must be iteratively trained to determine their weights, so the architecture and weights of a GRNN are determined when the input is given. The value of the smoothing parameter significantly affects the accuracy of GRNN predictions, and therefore the magnitude of the smoothing parameter must be chosen carefully. In this study, the holdout method suggested by Specht [29] was used to build the cost function (Equation (7)):
where is the estimate corresponding to Xi using the GRNN. Then the shuffled complex evolution optimization method developed by Duan [59] and Xiao et al. [60] was used to find the optimal smoothing parameter and used in the final GRNN. All the inputs were Z-score normalized or linearly scaled before training.
Figure2
General regression neural networks (GRNN) with multi-input-one-output architecture. The inputs xi (i = 1, …, n) were shown in Table 4 , and the output y represents Rn.
(2) Neuroet package
Neuroet is an easy-to-use ANN package developed by Noble et al. [30] , and is an implementation of a multi-layer perceptron neural network. This package can not only be used to train an ANN model and make predictions, but also can extract the equation defining the relationships between the input and output variables of the trained ANN and even determine the relative importance of the input variables. Moreover, the optimal number of hidden neurons, which has a non-negligible influence on ANN architecture, can be automatically determined by this package. Furthermore, the package has a user-friendly interface that guides the user to step by step train, test, and validate an ANN model. First, the number of hidden neurons should be determined to avoid over-or under-fitting the data. This, and other options associated with the ANN architecture, should be set by the user in the Preference panel. Now the ANN is ready to train and run. The importance of input variables is evaluated using the other panel in the Neuroet package. For more details, readers can refer to Noble et al. [30] . In the present study, the Neuroet settings for Rn estimation were: scaling method, Z-score normalization (mean = 0, standard deviation = 1) or linear scaling (maximum = 1, minimum = −1); transfer function for input neurons, log-sigmoid, and transfer function for the output neuron, pure linear; training method, Levenberg-Marquardt; and the number of hidden neurons was set according to the results. The maximum number of hidden neurons should be equal to the number of input variables.
The response and input variables used for the two ANN models are shown in Table 4 . For training, the whole dataset was randomly separated into two subsets: 50% for training, and the other 50% for independent validation. Because all the parameters in the GRNN can be determined automatically, the whole training dataset was used for the GRNN training. However, to obtain the optimal model in Neuroet, the training dataset was further randomly divided in 80%, 10%, and 10% proportions for training, testing, and validation respectively, the training, testing, and validation procedures were repeated 10 times to get 10 models, and finally the optimal model in which the fitting accuracies for testing ( ) and validation ( ) were the closest was selected as the final model. For consistency, the inputs were Z-score normalized before using the GRNN and Neuroet models.
To obtain a better understanding of the robustness of the two models, they were trained and validated against observations in two cases. In case 1, the models were trained and validated using all the observations, i.e., the global model. In case 2, the observations were divided into several subsets based on their surface characteristics, and the models obtained were referred to as conditional models. In both cases, the GRNN and Neuroet models were trained according to the procedures described above.
Results and Discussion
The performance of these two ANN models was evaluated using the measured Rn with three measures: R 2 , root mean squared error (RMSE), and bias. The performance of the GRNN and Neuroet was first compared, followed by the results of a sensitivity analysis for the GRNN.
Comparison of the Two ANN Models
The performance of the GRNN and Neuroet as global models is shown in Table 5 , and the scatter plots of the prediction and measured Rn with the two models are shown in Figure 3 . The results indicate that the GRNN global model has better performance than Neuroet. The robustness of the two models in global mode was examined by comparing the prediction accuracies of four categories, with the results shown in Table 6 and Figure 4 (Figure 4a-d, 4i-l) . Generally speaking, the GRNN global model worked much better and more stable than Neuroet, especially for S2 and S3, which were difficult to represent by empirical linear models [26] . It is noteworthy that the prediction for S3 by the two models was also quite well if the RMSEs and biases were examined rather than R2, which indicates that all points were relatively clustered (Figure 4c,g,k,o) . For S1 and S4, however, the performance of the two models was similar.
The performance of the GRNN and Neuroet in the conditional mode for these four categories was also examined and the results given in Table 6 and Figure 4 (Figure 4b,f,j,n,d,h,l,p) . The regression statistics for Neuroet were significantly improved for each category, but improved only slightly for the GRNN. For example, for Neuroet, the fitting R2 increased from 0.55 to 0.80 and the RMSE decreased from 51.32 to 34.69 (W·m ), with little change in bias. On the other hand, the fitting accuracy changed very little for the GRNN across the four categories, and the bias even increased for S1 with the conditional model. Overall, the Neuroet conditional models worked similarly to the GRNN conditional models or the global model. As described above, only one free parameter (the smoothing parameter) needs to be determined in the GRNN, and therefore the architecture of the GRNN is relatively stable compared to Neuroet; this may be one of the main reasons for explaining the robustness of the GRNN global model. On the other hand, Table 7 , which presents the optimal number of hidden neurons and the and of the selected Neuroet model for each type, indicates that the Neuroet global model was not universally applicable. The optimal number of hidden neurons was the same for the global model and the S4 conditional model, which illustrates that the structures of these two models were similar, and the comparative results also proved that the fitting accuracy remained almost unchanged for the two cases. However, the model structures differed between the global model and the S1-S3 conditional models, and therefore fitting accuracies improved greatly when using the Neuroet conditional model for S1-S3. plots for (a, b, c, d) GRNN global and (e, f, g, h) conditional models for the four categories, scatter plots for (i, j, k, l) Neuroet global and (m, n, o, p) conditional models. One question people may want to ask is whether the performances of these two models depend on the weather conditions. The day-time net radiation is dominated by shortwave net radiation, which is much smaller under cloudy conditions. When we examine the scatterplots in Figures 4 and 5 , it is
difficult to see any significant differences in model performance between low and high values, which indicate that both models are highly robust under different weather conditions. Based on our previous studies, it is found that the best prediction RMSE with linear models in global mode was still larger than 40 W·m
, while the performances of these linear models in conditional mode were worse than GRNN and Neuroet [26] . Therefore, it can be concluded that the GRNN performs better and is more stable than the Neuroet model. Neuroet works better in the conditional mode in some specific cases than in the global mode. However, these two models were both more suitable than the linear models for Rn estimation.
Influences of Data Scaling
All variables must be scaled before using ANN models because this ensures that the values are within an appropriate range for the transfer function and is also helpful in achieving better performance and convergence. Two scaling methods are typically used in machine learning algorithms: Z-score normalization (mean = 0, standard deviation = 1) and linear scaling (maximum = 1, minimum = −1). To obtain a better understanding of the influence of scaling methods on the two models, the above procedure was repeated, but with linear scaling of the inputs for the GRNN and Neuroet models. The fitting accuracies of the two ANN models with different scaling methods for each category are compared in Table 8 . It was found that the influence of scaling method was larger on the GRNN than on the Neuroet model in general and that the R 2 and RMSE values of the two models with the two scaling methods for each type were very close except with respect to bias. The values of bias were almost all increased when linear scaling was used in the GRNN for S1-S3, whereas the bias remained almost unchanged in Neuroet. These results demonstrate that the scaling method should be carefully selected in the GRNN when the sample size is small or the data values are dispersed. And also we speculated that the larger bias of GRNN in global mode (Table 5 ) might be caused by the scaling method due to the dispersed samples. 
Sensitivity Analysis
Sensitivity analysis was used to identify the input variables that contributed most to Rn estimation. Because GRNN performance was generally better than Neuroet, so the GRNN global model was taken for sensitivity analysis. The objective was to explore whether a GRNN global model developed with highly sensitive input variables could improve Rn estimation.
The typical method involved changing one input variable to its maximum and minimum values while keeping the other input variables constant (i.e., at their average values) to see what effect this had on the predicted output. According to Kang et al. [61] , the change in the output when using the minimum or maximum to average value of an input variable was also considered in addition to the conventional approach in this study. Y*(mean) denotes the output variable of all input variables by their mean values, wheres Y*(min/max) denotes the output variable of one input variable of interest at its minimum or maximum value. The difference in the output Y*(min/max) from its mean value Y*(mean) reflects how sensitive the output is to this particular input variable. The percentage relative sensitivity was calculated by the sensitivity of the input variable of interest divided by the sum of the absolute sensitivity of all input variables, that is,
where i denotes the number of input variables. When the minimum to average values of the input variables were considered, the low Tmin, low Rsi, low NDVI, low CI, and low RH were found to reflect a low Rn estimate, whereas when the maximum to average values of the input variables were considered, the low RH, high Rg, low W, high ABD, low dr, and high ea reflected a high Rn estimate. Conventional sensitivity analysis revealed less information than the analysis conducting using either minimum or maximum input values, but it also indicated that Rsi, RH, Tmin, and CI were the main input variables affecting Rn.
According to the rank order obtained from Figure 5 , Rsi, NDVI, Tmin, RH, and CI were before 6 in at least two sensitivity terms, so they were selected as the primary input variables. It was then found that the modeling result was the most satisfactory if ABD is added as one input after extensive experiments. Finally, the new GRNN global model with six input variables (Rsi, ABD, NDVI, Tmin, RH, and CI) was trained, validated, and compared to the original model. The validation results showed that the fitting R 2 was 0.9141, the RMSE was 36.3534 W·m −2 , and the bias was −0.3855 W·m −2 for the new model; these values were very similar to those from the original model (Table 4) . Therefore, it has been proved that six input variables (Rsi, ABD, NDVI, Tmin, RH, and CI) are enough to fit the GRNN global model.
Conclusions
The high-resolution net radiation product of land surfaces is very important for many applications. Two ANN models were developed for Rn estimation using multi-source data, including remotely sensed products, reanalysis products and in-situ observations. To achieve a better understanding of the performance of the two models, the most comprehensive radiation ground measurements were collected for evaluation from 251 worldwide independent sites from 1992 through 2010, representing the major land cover types on Earth. The performance of the GRNN and Neuroet models was evaluated using the entire dataset (global mode) or four subsets based on surface albedo and NDVI values (conditional mode). Influence of scaling methods on these two models was also discussed. The importance of each input variable for the GRNN was examined using sensitivity analysis.
Based on extensive evaluations, it was found that the GRNN performed better and more stable than Neuroet in global mode, and its estimates had the determination coefficient (R based on validation. Neuroet can work as well as the GRNN in the conditional mode for four specific cases, and the GRNN conditional models performed similarly to the GRNN global model, which also proves the robustness of the GRNN model. Furthermore, the structures of the two models can be re-built, which illustrates that the GRNN and Neuroet are not "black boxes" like other ANN models. In general, these two ANN models were found to be superior to linear regression models in terms of fitting accuracy, especially in some specific cases (i.e., S2 and S3), in which the fitting RMSEs were 33.82 and 15.66 W·m by GRNN and Neuroet conditional models respectively. Experimental results indicated that the Z-score normalization method was preferable in the GRNN and Neuroet models in this study, but that highly dispersed inputs would affect GRNN performance. Sensitivity analysis of the GRNN model suggested that Rsi, ABD, NDVI, Tmin, RH, and CI were the major contributors to predictive accuracy, but the time needed for model training and prediction remained almost unchanged, which proved that the computational efficiency was determined mostly by the size of the training samples in the GRNN.
Although the GRNN has better performance than Neuroet in this study, some limitations still remain. First, the time required for GRNN model training and prediction is determined by sample size, which means that the GRNN is not suitable for a huge amount of data, whereas the time for Neuroet is shorter. Second, an under-or over-fitting problem is hard to detect in a GRNN because the entire training procedure is automatic and only the smoothing parameter can be adjusted. By contrast, the process of determining the optimal hidden number of neurons and other key parameters in Neuroet can be helpful in obtaining the optimal model. Third, the importance of each independent variable can be easily obtained from Neuroet, but not in GRNN. In summary, although GRNN and Neuroet each had their own advantages and shortcomings, both work well for Rn estimation compared to linear regression models and therefore, both could potentially be highly useful tools for future Rn estimation.
In the future, additional efforts should be pursued to improve the optimization methods for smoothing parameter determination in the GRNN that are essential to shortening the running time.
