Abstract. The K-theoretic Littlewood-Richardson rule due to A. Buch describes the product structure constants for the Grothendieck polynomials of Grassmannian type. We present a simple self-contained proof of the rule by generalizing Stembridge's cancelation argument which was applied for the classical Littlewood-Richardson rule.
Introduction
The Littlewood-Richardson rule (LR-rule) [6] is a combinatorial procedure for computing the structure constants for the multiplication of Schur functions. The same rule also gives the structure constants with respect to the Schubert basis in the cohomology ring of the Grassmann variety. Buch [2] proved an analogous formula in the Grothendieck ring (K-theory) of the Grassmannian. This ring has a distinguished Z-basis formed by the classes of the structure sheaves of Schubert varieties. Buch's rule gives an explicit description for the structure constants of this basis in terms of combinatorial objects called set-valued semistandard tableaux. The purpose of this article is to present a simple self-contained proof of Buch's rule.
Let n be a positive integer. Let P n denote the set of partitions with at most n non-zero parts, i.e., the set of integer sequences of the form λ = (λ 1 ≥ · · · ≥ λ n ≥ 0). The set {(i, j) ∈ N 2 | 1 ≤ i ≤ n, 1 ≤ j ≤ λ i } is called the Young diagram of λ. In drawing such diagram, we adopt the convention, as with matrices, that the first coordinate i increase as one goes downwards, and second coordinates j increases as one goes from left to right. We often identify λ ∈ P n with its Young diagram. The set-valued tableaux generalizes ordinary Young tableaux in that the boxes are labeled with non-empty subsets of {1, . . . , n}, but otherwise satisfy the usual requirements that the entries weakly increase within rows and strictly increase within columns (see Section 2.1 for more precise definition). An example of such tableau is given by the following: Buch's rule reads exactly the same as does a version of the classical LR-rule expressed in terms of reverse lattice words (see [3] , for example).
The Grothendieck polynomials were introduced by Lascoux and Schützenberger as representatives for the structure sheaves of the Schubert varieties in a flag variety [4, 5] . Let S ∞ = m≥1 S m , where S m denotes the symmetric group of degree m. For any permutation w ∈ S ∞ , the corresponding Grothendieck polynomial G w = G w (x 1 , x 2 , . . .) is a polynomial in the ring of polynomials with integer coefficients in the variables x 1 , x 2 , . . . . It can be defined by using the so-called isobaric divided difference operators.
In this paper, we consider the Grothendieck polynomials indexed by the Grassmannian permutations. For λ ∈ P n , let w λ ∈ S ∞ be a permutation uniquely determined by the condition that w λ (i) = i+λ n+1−i for 1 ≤ i ≤ n and w λ (i) < w λ (i+1) for i = n. The permutation w λ is called the Grassmannian permutation for λ with descent in position n. We denote the corresponding Grothendieck polynomial G w λ by G λ , which is a polynomial in Z[x 1 , . . . , x n ]. By a result of Buch [2] , the polynomial G λ is equal to the generating function of the set T (λ) of all set-valued tableaux of shape λ. We define the weight of T to be ω(T ) = (ω 1 (T ), . . . , ω n (T )) ∈ N n , where ω i (T ) denotes the number of i's in T. We let |T | denote the sum of the cardinalities of the sets in the boxes of T. Then we have
where β is a formal parameter. In the original definition of the Grothendieck polynomials, β is set to −1, which is relevant when we apply the polynomial to the K-theory. Note that if we set β = 0, then (1.1) is the well-known tableaux formula for the Schur function s λ . The polynomial G λ represents the structure sheaf of the corresponding Schubert variety in the K-theory of the Grassmannian Gr(n, C n+m ) for all m ≥ λ 1 . Thus the problem is translated into a purely combinatorial one to describe the product G λ G μ as a Z-linear combination of G ν 's. Buch's proof of the LR-rule uses an insertion algorithm for set-valued tableaux that only works for inserting a single column into a tableau. He also uses non-commutative version of the Grothendieck polynomials in the so-called local plactic algebra.
We follow the same line of Stembridge's proof [8] of the classical LR-rule, where he used the bi-alternant formula along with the semistandard tableaux model for Schur functions and the so-called the Bender-Knuth involutions ( [1] ) on the set of semistandard tableaux. The involutions were used to make a pair of tableaux corresponding to "unwanted terms" in the final formula. Such terms pairwise cancel by virtue of the sign-reversing property of the involution.
The first ingredient of our argument is a set-valued version the Bender-Knuth involutions. As an application of this construction, we can prove that G λ is a symmetric function in x 1 , . . . , x n . In order to prove the main theorem, we introduce another involution on the set of unwanted tableaux. This second type of involution has no counterpart in non-set-valued case. Combining the two involutions, we can form pairs or 'quadruples' of unwanted tableaux to prove the result. As in the case of Stembridge's proof for Schur functions, our argument proves the following closed expression for G λ :
Another proof of Buch's LR-rule has been obtained by McNamara [7] by using a deformed version of G λ called the factorial Grothendieck polynomials. In [7] a recurrence relation for deformed structure constant was used.
Results

Set-valued semistandard tableaux. Let
A labeling of θ is a map from the set of all boxes in the skew Young diagram θ to the set of non-empty subsets of {1, . . . , n}. If A and B are two non-empty subsets of {1, . . . , n}, we will write A < B if max(A) < min(B), and A ≤ B if max(A) ≤ min(B). We define a set-valued semistandard tableau to be a labeling of θ, such that the rows are weakly increasing from left to right and the columns strictly increasing from top to bottom. This condition on a labeling will be referred to as semistandardness. The shape of a set-valued tableau T is the (skew) Young diagram it is labeling of. Let T (θ) denote the set of all set-valued semistandard tableaux of shape θ. We simply write a tableau for a set-valued semistandard tableau.
It is natural to extend the definition of Grothendieck polynomial for skew partition θ. Let G θ denote by the generating function of T (θ) defined by (1.1) with T (θ) instead of T (λ).
Bender and Knuth-type involutions.
We introduce a set of involutions σ 1 , . . . , σ n−1 on T (θ), with the property that σ i acts by changing certain entries of T ∈ T (θ) from i to i + 1 and vice versa in such a way that ω(σ i (T )) = s i ω(T ), where s i exchanges the ith and the (i + 1)-components of ω(T ). The existence of these involutions proves that G θ is a symmetric function of x 1 , . . . , x n .
Let T be a tableau in T (θ). An entry i in a box is free if there is no i + 1 in the box below. An entry i + 1 in a box is free if there is no i in the box above. Note that if a box contain both i and i + 1, then the both entries are free. It means that we can define a box to be free if it contains a free entry. For any given row, the free boxes occur in a consecutive columns. Let B 1 , . . . , B m be such boxes. Here by consecutive we mean that B i is to the left of B i+1 for 1 ≤ i ≤ m − 1. For j from 1 to m, set A j = T (B j ) ∩ {i, i + 1}, where T (B j ) denote the set of letters assigned to the box B i by T . Note that A j is one of {i}, {i + 1}, {i, i + 1}. We set The conditions of semistandardness about vertical positions are also satisfied. In fact, one sees that there is at most one i-free box for each column of T , so there are no problems for such columns. Also it is not difficult to see that the change does not destroys the semistandardness at the i-fixed columns.
For example, if i = 4 the left tableau in the following is changed into the right one and vise-versa: , where we underlined the entries which are not free.
Column words and λ-good tableaux.
We define the column word of T ∈ T (θ) to be the sequence cw(T ) of the integers contained in its boxes when these are read from top to bottom in each column, starting from the rightmost column and moving to left. The integers within a single box are arranged in the decreasing order. Let cw(T ) j denote the subword of cw(T ) formed by the first j letters in cw(T ). For the tableau T in the Introduction, we have cw(T ) 8 = 14143513. For a word cw(T ) j its weight ω(cw(T ) j ) ∈ N n is defined naturally by counting the numbers of entries. For example the weight of the above word cw(T ) 8 is (3, 0, 2, 2, 1) .
Definition 1. Let λ be a partition and θ be a skew diagram. A tableau T ∈ T (θ) is
denote the set of all λ-good tableaux of shape θ with weight κ ∈ N n .
Theorem 1. For all λ ∈ P n and skew diagram θ, we have
where c ν λθ is equal to the cardinality of the set T (θ)
λ-good ν−λ . Remark. The description for c ν λθ of the above theorem is seemingly different from Buch's rule, while it is quite similar to the description by McNamara [7] . See [7] for the equivalence of those two formulations.
Example. Let λ = (2, 1, 0), μ = (2, 2, 0). Then G λ · G μ is expanded as follows:
For example, the coefficient of G (4, 3, 1) counts the following λ-good tableaux of weight (2, 2, 1) of shape μ:
Proof
For α ∈ N n , define A α := det(x
) n×n , and ρ = (n − 1, . . . , 1, 0).
Lemma 1. We have
Proof. In the determinantal expression for A ρ , we can rewrite the entries of jth columns of the corresponding matrix to x n−j i inductively on j (simultaneously for all i). The case j = 1 is obvious. Let j > 1. We assume that the (i, k) entries are rewritten as x
j−1 , the terms of degrees greater than n − j in x i are eliminated by subtracting some multiples of the columns to the left of jth one. Then only the term x n−j i remains in the entry.
In order to prove Theorem 1, it suffices to prove the following.
Proposition 1.
For all λ ∈ P n and skew diagram θ, we have
where T (θ) λ-good denote the set of all λ-good tableaux of shape θ.
Corollary 1 (Bi-alternant formula). For μ ∈ P n , we have
G μ = A μ+ρ /A ρ .
Proof of Corollary 1. The set T (μ)
∅-good consists of only one element T 0 whose entries in row i are all i, so that ω(T 0 ) = μ. Thus if λ = ∅ and θ = μ in (3.2) then the righthand side is A μ+ρ , and hence we have A ρ G μ = A μ+ρ . Then by Lemma 1, we have the formula.
Proof of Theorem 1. Note that λ + ω(T ) is a partition for T ∈ T (θ)
λ-good . Dividing both hand sides of (3.2) by A ρ and use Corollary 1, we have
Gathering the terms of the same weight, we have the theorem.
The rest of this paper is devoted to the proof of Proposition 1.
By using (1.1) and linearity of π n we have the result.
The proof of Proposition 1 completes if we can show the following:
where we set Let T <c denote the subtableau of T formed by the entries in columns strictly left of column c. We use similar notations such as T >c and T ≥c in the obvious way. Note that the choice of j 0 implies that
These equalities are true because the number of each letter occurring in a given column of T is at most one, and column c is the first one that violates the condition that T ≥c is λ-good.
Proof. We will first check semistandardness of T . The resulting T is λ-bad, because we have cw(T ) j 0 = cw(T ) j 0 from the construction. We see that the map T → T is an involution. In fact, when we make (T ) , we pick out the same boxes b, b in T and remove or add k − 1 at the same box b .
Using the involution τ we decompose T (θ)
λ-bad into two disjoint subsets T (θ)
In some cases, as we see below, the sum of the two terms of (3.3) corresponding to T and T vanishes, but in general does not. To treat general cases we use Bender-Knuth-type involutions.
Let T ∈ T (θ)
. Chose k as above so that (3.4) holds. We denote by σ(T ) the tableau obtained from T by applying the Bender-Knuth involution σ k−1 to T <c , and leaving the remainder of T unchanged.
Lemma 4. Let T ∈ T (θ)
Proof. Since column c has a k but no k − 1, it is easy to see that the labeling S is semistandard. By the same reason as the preceding case (Lemma 3), S is λ-bad. We will prove S ∈ T (θ) 
