ABSTRACT A double-ray con guration is a con guration in the plane consisting of two rays emanating from one point. Given a set S of n points in the plane, we want to nd a double-ray con guration that minimizes the Hausdor distance from S to this con guration. We call this problem the double-ray center problem. We present an e cient algorithm for computing the double-ray center for set S of n points in the plane which runs in time O(n 3 (n)log 2 n).
Introduction
The double-ray center problem extends a list of the following well researched center problems:
The point center 16 : Find the center (and the radius) of the smallest disk enclosing a set of points S. The two center problem 17;8 : Find centers of two disks, whose maximumradius is minimal, which covers the set S. The line center problem 15 : Given a set of points S nd the line that minimizes the distance between the points and the line.
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The two-line center problem 13;14;9;12 : Find two strips, whose maximal width is minimized, that cover the set of points in the plane. These problems are solved in time O(n) for one disk. 16 For two disks a deterministic algorithm runs in time O(n log 9 n) (Ref. 17] ), improved by a randomized algorithm to O(n log 2 n) time. 8 The line center algorithm runs in time O(n logn) (Ref. 15] ), and the two line center in O(n 2 log 4 n) time, 13;14;9 this time bound has been recently improved to O(n 2 log 2 n) (Ref. 12] ). In a very recent work 3 a set of points is approximated to be contained in the two sides of wedge of given apex angle. For a given apex angle they nd the wedge with thinnest sides in time O(n 2 logn) time. The double-ray center problem is de ned as follows. Let S be a set of n points in the plane. We want to nd a con guration, C = (O; r 1 ; r 2 ), consisting of a point O in the plane and two rays, r 1 and r 2 , emanating from O, such that the Hausdor distance from S to C is minimized (see Figure 1 ). The Hausdor distance from S where dist(s; r) denotes the Euclidean distance between the point s and the ray r.
(The distance between a point s and a ray r starting at point O is de ned to be the distance between s and the line l through r if the perpendicular line to l through s intersects r, it is the distance between O and s otherwise.)
The double-ray center problem is to nd an optimal con guration C opt which minimizes h(S; C). The minimum Hausdor distance is thus de ned by = h(S; C opt ) = min C h(S; C):
In this paper we present an algorithm that nds a double-ray center of S. This algorithm can be applied, e.g., to approximating a point set by two rays. The thinnest wedge problem mentioned above, 3 is applied to metrology problems. Namely approximating measured points by lines of a wedge with a given apex angle. Our algorithm can give a better approximation to such a set of points, (a) because it measures the Euclidean distance from the apex of the wedge (the circular part in our wedge), and (b) our algorithm determines the apex angle that minimizes the widths of the sides of the wedge.
Our algorithm nds the location of a point O and the orientations of the two rays, r 1 and r 2 , emanating from O. We also nd the minimum Hausdor distance. We note that the double-ray center is not necessarily unique (see Figure 2) . But it can be easily made unique if we de ne an additional criterion of optimization, for example, a condition on the angle between the rays r 1 and r 2 . ). In order to produce an e cient algorithm we cannot a ord to construct the set D explicitly. Instead we apply an implicit searching technique for locating by using the parametric search technique of Megiddo. 16 This technique requires e cient sequential and parallel decision algorithms for the problem.
The decision problem that we answer is the following: given a distance d, is there a double-ray con guration C such that h(S; C) d? We show that if there is a double-ray con guration C of distance d, then there is a special double-ray con guration C 0 with distance not greater than d. Thus, by checking all the possible special double-ray con gurations we nd the answer for the decision problem. The sequential version of the decision algorithm runs in time O(n 3 (n)) and the parallel version runs in O(log n) time using O(n 3 ) processors. Applying parametric search yields an O(n 3 (n) log 2 n) time algorithm for the double-ray center problem. We show in Section 2 that a given double-ray con guration, with distance d, can be transformed into a special double-ray con guration with distance not greater than d. In Section 3 we present e cient sequential and parallel algorithms to answer the decision problem for a given d, and then apply parametric search to nd an optimal double-ray con guration.
Special Double-Ray Con gurations
Let C = (O; r 1 ; r 2 ) be a double-ray con guration with distance d for a set S = fs 1 ; : : :; s n g of points in the plane. Then the set of points S is contained in the Minkowski sum of C and a disk U d of radius d. Denote it by H = C U d . Denote H 1 = r 1 U d and H 2 = r 2 U d (see Figure 3 ). As will be seen below, throughout our transformations we do not need to worry about points in H 1 \ H 2 . We de ne the set A to be the points of S which are contained in H A = H 1 ?H 2 , and similarly the set B of all the points of S which are in H B = H 2 ? H 1 . The next theorem allows us to modify a given double-ray con guration C with distance d to a special double-ray con guration with distance d. We begin by presenting two lemmas for convex polygons whose proofs are straightforward. We term diagonals of a convex polygon segments that connect pairs of vertices of the polygon (including the sides of the polygon).
Lemma 1 Let P be a convex polygon in the plane and let O be a point in < 2 ? P.
Then there is a unique line r, passing through O such that the two supporting lines of P, parallel to r, are equidistant from r, and the line r passes either through the midpoint of exactly two diagonals of P { if r is parallel to a side of P, or through the midpoint of one diagonal of P { otherwise. We call the line r from the lemma above a center diagonal line with respect to O and P, and will discuss in what follows the center diagonal ray which emanates from O towards the midpoint(s) of the diagonal(s) of P. We de ne the distance from a convex polygon P to a ray r to be the largest Euclidean distance between the vertices of P and the ray r. Lemma For the second transformation, we pull O along the line containing r 2 and in an opposite direction (we denote it by direction ?r 2 ), keeping the ray r 1 to be center diagonal to CH(A), aiming for two points of A to be on the in nite sides of H A .
Notice that pulling O in this direction does not a ect the points that were in H 2 initially, since they remain in the transformed H 2 . However, we need to rotate r 1 continuously for it to remain center diagonal. During this transformation three events might happen.
(i) A point s 2 A might get covered by the moving H 2 . So we update A to be A?s and proceed in pulling O in direction ?r 2 (see Figure 4 (3)), and keeping r 1 center diagonal with respect to the new A.
(ii) O reaches in nity, consequently r 1 and r 2 become parallel. We switch to dealing with parallel strips below.
(iii) The distance from A to r 1 is d. The new ray r 1 is center diagonal with respect to A, hence there is a point of CH(A) on each of the in nite rays of H A . We switch to the next transformation. Now we perform the two transformations above again, but this time swapping the roles of the rays r 1 and r 2 . At the end of these transformations we either have two parallel rays, or we have two center diagonal rays with respect to A and B, such that there is a point of S on each in nite side of H.
We show now that we can transform parallel strips to special parallel strips. If S is covered by two parallel in nite strips, (L 1 ; L 2 ) and (L 3 ; L 4 ), of width 2d each, as de ned above, we rst move the strips towards each other (translate the strips along a direction perpendicular to them), without changing their widths, until L 1 and L 4 support S. If the two strips overlap at the end of this translation then we are done. Since then the width of S is not greater than 4d.
If this is not the case then we start rotating the strips, parallel to each other, keeping their widths to be 2d, and maintaining contact of L 1 and L 4 with CH(S), until, either the strips overlap (then we are done), or either L 1 or L 4 is tangent to a side of CH(S), or either L 2 or L 3 touches a point of S.
2 We call the special con gurations in Theorem 1, con gurations of type (1) 
The Algorithms
The algorithm we discuss rst solves the double-ray decision problem by checking the existence of a special con guration of a given distance d. If a special con guration is found then the answer to the decision problem is yes, otherwise the answer is no. Since nding special con gurations of types (1) and (2) are quite trivial we bind them in Algorithm A, and describe in more detail Algorithm B, which nds special con gurations of type (3). The complexity of Steps 1-3 in the algorithm: Since algorithmB is more complex, we can a ord the most trivial approach for these three steps.
Step 1 ). Note that with some more care these steps can be performed in O(n 2 log n) time. We nd another strip, 2 , delimited by the parallel lines L 3 and L 4 , by rotating L 4 about CH(S) and rotating L 3 in parallel, so that it supports CH(S 2 ), until the distance between L 3 and L 4 becomes 2d. This is called a local event, and the con guration is a candidate double-ray con guration. Note that I = H Q, as de ned above (see Figure 6 ), contains all the points of S. But we need to check whether Q, the triangular shape with one circular edge contains points of S or not.
If it does not contain points of S then we have a double-ray con guration of distance d. If it does, we proceed to the next local event.
The following preliminaries will be needed for fast implementation of Algorithm Let the boundary lines of the strip be the tangents to the semi-circle H l in its uppermost and bottommost points respectively, and let H l move from left to right inside . Assume further that there is a subset S 0 of points of S inside . We de ne a full order @ l on the set S 0 as follows: 8p 1 ; p 2 2 S 0 , p 1 @ l p 2 if the semi-circle H l meets p 1 before it meets p 2 when moving from left to right inside the strip . We associate with each point p 2 S 0 the placement of the bottommost point of the semi-circle H l when it meets p during its motion inside the strip . We de ne @ r symmetrically.
Lemma 3 Given the placement of the strips 1 and 2 as de ned above they de ne the points q and t and the strip 0 . Assume without loss of generality that the orientation of the ray r 1 coincides with the x-axis, then there is a con guration We associate with each line l i 2 L its slope, the indices of the corresponding points p 0 and p 00 as above, and the pointer to the corresponding array M i . We call this structure the permutation diagram of the set S.
Algorithm B below follows the general approach of Ref. 11] . Namely, it passes over all the possible placements of the rst strip 1 , and for each such placement it looks for a second strip 2 such that together they form a double-ray con guration C = (O; r 1 ; r 2 ) of type (3).
Algorithm B. (ii) Delete the point p 0 from the set S 0 and update the order @ l (@ r )
de ned on S 0 . Proceed to the next local event. Step 3 is repeated O(n 2 ) times since each pair of points of S de nes at most two strips of width 2d (global events). In order to evaluate the runtime of Step 3 we need the following:
Lemma 4 Given a ray r 1 in the positive direction of the x-axis, the associated strip 1 and the arrangement A(d) as above, then the order @ l de ned on the set of points S 1 is the same order in which the ray r 1 meets the right semi-circles of the arrangement A(d).
Proof. The ray r 1 intersects only the circles of A(d) whose centers lie inside the strip 1 . Consider the semi-circle H l when it moves leftwards (from ?1) inside the strip 1 Step 3(c) can be done in O(n) time by retrieving the order along the y-axis of all points of S which are out of 1 from the array M i and then applying an O(n) algorithm to compute the convex hull of these points. In this section we show that there exists a parallel version of the decision algorithm, which uses O(n 3 ) processors and runs in time O(logn). The parallelization of algorithm A is easy, so we shall concentrate on algorithm B. In order to produce an e cient parallel algorithm we need to avoid the incremental calculations of the sequential algorithm B, namely, step 3(d).
Lemma 6 Given a set S of n points in the plane with two di erent full orders @ 1 and @ 2 de ned on S, and the points of S sorted in order @ 1 . Then, after O(n) preprocessing, we can answer the following query in O(log n) time: for any two points p 0 ; p 00 2 S such that p 0 @1 p 00 , nd the extremal points in order @ 2 among all the points p 2 S such that p 0 @1 p @1 p 00 .
Proof. We construct a balanced binary search tree T. The leaves of the tree T store the points of the set S in order @ 1 . Each internal node stores the two extremal points among the points at the leaves of subtree of T rooted in , in the order @ 2 . Using the indices of points p 0 and p 00 in order @ 1 we traverse the two paths 0 and 00 from the root of the tree T to the leaves corresponding to the points p 0 and p 00 . Obviously, all the points of S stored in the leaves of T between these leaves satisfy p 0 @1 p @1 p 00 . Since T is a balanced tree there are O(logn) disjoint subtrees of T (rooted at the siblings of the nodes lying along the paths 0 and 00 ) that together cover all the leaves of T between the leaves corresponding to p 0 and p 00 . We visit now the roots of these subtrees and choose the two extremal points in order @ 2 . We can construct T in O(n) sequential time and the query can be answered in O(log n) time. (e) Assign each processor 2 P to an antipodal pair (p; q) 2 CH(S 2 ). Each processor 2 P performs the following operations:
(i) Check whether there is a strip of the width 2d de ned by the antipodal pair (p,q) associated with the processor (there can be at most two such strips). If there is no such strip then stop, otherwise proceed to the next step (the obtained strip is a candidate to be the strip 2 ).
(ii) Check whether the con guration C formed by the current strips 1 and 2 satis es h(S; C) d, by testing whether there is a point p 2 S 0 inside the region Q. (This test is done e ciently using the tree T).
3.5. Analysis of Algorithm B p
Step 1 of the algorithm B p is a straightforward processor allocation step. We assign each processor 2 P to a point p 2 S. Then Step 2(a) can be done in O (1) parallel time, since each processor needs to check whether a point p associated with is in the strip 1 or not. Clearly, Step 2(b) is done in constant time.
Step 2(c) requires O(log n) parallel time by Corollary 2. The convex hull of the set S 2 can be constructed in O(log n) time with the help of k = O(jS 2 j) processors. 1;4 Each antipodal pair (p; q) 2 CH(S 2 ) invokes at most two strips of width 2d. Thus, in Step 2(e)(i), the strips of width 2d de ned by pair (p; q) 2 CH(S 2 ) can be found analytically in constant time by a single processor 2 P. Given the placements of the strips 1 and 2 each processor 2 P can perform the test of
Step 2(e)(ii) in O(logn) time. This follows from Lemma 3 and Lemma 6. Algorithm B p performs a constant number of a steps (2(a) { 2(e)), each requires at most O(log n) time per step, hence we have proved the following theorem:
Theorem 3 Given a set S of n points in the plane the algorithm for the double-ray decision problem runs in O(logn) parallel time using O(n 3 ) processors. Finally applying the parametric search paradigm, 16 we obtain the following result:
Theorem 4 Given a set S of n points in the plane the double-ray center of S can be computed in O(n 3 (n) log 2 n) time.
