Examples are given of data-generating models for which Breiman's random forest algorithm does not yield consistent statistical predictors.
Introduction
Breiman's random forest algorithm (Breiman, 2001 ) is a feasible, flexible, nonparametric method for constructing statistical predictors. Nowadays, the algorithm is acknowledged to be easy to use and to perform very well in general, even in problems involving many predictor variables (see for instance Biau and Scornet (2016) or the introduction to Scornet, Biau and Vert (2015) )-so well, indeed, that several authors have posed and studied the question of their consistency (see Scornet, Biau and Vert (2015) and the earlier references provided by them). Consistent nonparametric statistical predictors have been known for a long time (e.g. Nadaraya (1964) , Watson (1964) , Stone (1977) , Devroye and Wagner (1980) ), but they converge very slowly and their computer implementations tend to be slow, especially when they involve many variables. In view of their comparative accuracy and high speed of implementation, random forests would become even more attractive if they were shown to be consistent under general data-generating mechanisms. Besides, consistency is almost indispensable in applications of statistical prediction to the estimation of 'causal effects' based on observational data (e.g. pp. 120-1, 167-9 and subsection 4.1 of Ferreira (2015) ). The first general consistency result on Breiman's random forest seems to be that of Scornet, Biau and Vert (2015) , which states that if the response (or dependent variable) follows an additive regression model (e.g. a linear regression model) then random forests are consistent in mean-square. This is encouraging because additive models are thought to be quite rich, but, unfortunately, random forests cannot be consistent in complete generality; the purpose of this note is to show this by exhibiting classes of models for which random forests are not consistent. One such class is based on the textbook example, often attributed to S.N. Bernstein (e.g. Burrill (1972) , p. 241), of three dependent random variables that are pairwise independent: In essence, if the response variable is a nonconstant function of , but is independent of each of and , then the random forest predictor typically fails to use both variables even when , is the strongest predictor of . This is a consequence of the 'greed' of random forest: each split in a tree is based on the variable that 'best explains' out of a randomly drawn subset of predictor variables; but if is independent of each of and then the algorithm tends to split at a variable other than and , so that most trees tend not to involve , .
Examples
Let , and be independent Bernoulli random variables of parameter and set : 1 , : 1 , : 1 .
Then is a function of and , namely
( , , ∈ 0,1 ), so , and are pairwise independent but not independent (for instance, if 1 and 1 then 1 as well).
Now put
where , and are random variables and , … , is a random vector, all four independent and also independent of , , , and , and are real-valued functions. Writing , , , , … , , and, for real numbers , , … , , , , , , … , , we have by the independence of , and . In particular, is independent of , and independent of it also conditionally on ; and likewise is independent of , and independent of it also conditionally on . Since in general ℙ and ℙ , X provide predictors of that are worse than those provided by ℙ | , any predictor that misses out on one of and will be suboptimal. Now each split of each tree involved in a random forest predictor is determined by selecting, among a random subset of predictor variables, the variable that 'best explains' . Since is independent of each of and separately, unless one of these has been selected at an earlier split the random forest algorithm will tend to select none of them again but instead one of , … , . Consequently, the majority of the trees grown by the algorithm will tend to involve only predictor variables among , … , , and the resulting forest cannot be optimal.
A general example may be obtained by considering a random vector , , with probability density function where is independent of and Ψ is some function, defines a model in which is dependent on but independent of each of its coordinates, and for which, therefore, a random forest predictor based on data on , will not be consistent.
Evidently, this example may be generalized to more than three variables, leading to a model in which the response is dependent on a finite set of random variables but independent of each of them.
Numerical illustration
It may be instructive to examine the problem of consistency by simulation, even if the degree of inconsistency and the variety in speed of convergence of a predictor are virtually limitless. For a very simple illustration we use a special case of (1) which is hardly unfavourable to random forest and yet shows a clear gap between it and the consistent predictor: By the result of Scornet, Biau and Vert (2015) , we know that random forests constructed with data , , … , , such that , 1 will be consistent for the first branch of the model, namely , … , , , and random forests constructed with data such that , 0 will be consistent for the second branch, , … , , . Therefore, we know that the predictor that consists of two random forests, one for predicting the response of new data satisfying , 1 and the other for predicting the response of new data satisfying , 0, will converge to (3) in mean-square as the size of the data set used to construct it increases to infinity; in particular, the law of the predictor conditionally on ∈ converges to the ℙ | of (2) as → ∞, and the meansquared error of the predictor approaches the minimal value of Var Var 2. The random forest predictor, on the other hand, may decrease its mean-squared error as the sample size increases but it will never attain the optimal value. Figure 1 summarizes the results of two simulations, one based on training and test samples of size of 10,000, the other on a training and test samples of size 100,000; the random forests were constructed with the R package randomForest of Liauw and Wiener (2001) using the default settings. The scatter-plots indicate the agreement between the response of the test set and the corresponding prediction, and the estimates of mean-squared error (mse), mean absolute error (mae) and proportion of explained variance quantify the accuracy of the predictions. The top left panel of figure 1 gives the results on the random forest when 10,000; the algorithm, which of course ignores the model generating the data, performs remarkably well. The top right panel ranks the predictor variables according to their relative importance: by our specifications of α and and of the distribution of , … , , the rank of for 3 is equal to , and the higher the rank, the higher the importance; the algorithm guesses the ranking correctly except for missing out on the obviously important and . The bottom panels summarize the results on the random forest (right panel) and on the consistent predictor (made up of two random forests used alternately according to the data on , , left panel) when 100,000; while the consistent predictor appears to have practically attained the optimum, the random forest does not seem to improve upon a meansquared error of about 2.5.
Figure 1.
A summary of the results obtained with Breiman's random forest and with the consistent predictor made up of two random forests used alternately according to a pair of predictor variables. Top panels: scatterplot, statistics and variable importance plot obtained from the random forest based on a data set of size 10,000; lower panels: scatter-plot and statistics obtained from the consistent predictor (left) and from the random forest based on a data set of size 100,000. Figure 2 summarizes the results obtained separately with the two random forests making up the consistent predictor based on a data set of size 100,000; the top panels correspond to the first branch in equation (3), the lower panels to the second. Clearly, both random forests are very close to reaching the optimum value of 2 for the mean-squared error when 100,000, again illustrating the result of Scornet, Biau and Vert (2015) .
Figure 2.
Scatter-plots, statistics and variable importance plots obtained from the two random forests making up the consistent predictor based on a data set of size 100,000.
