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Abstract
Despite the study of shock wave compression of condensed matter for over 100 years,
scant progress has been made in understanding the microscopic details. This thesis
explores microscopic phenomena in shock compression of condensed matter including
electronic excitations at the shock front, a new dynamical formulation of shock waves
that links the microscopic scale to the macroscopic scale, and basic questions regarding
the role of crystallinity in the propagation of electromagnetic radiation in a shocked
material.
In Chapter 2, the nature of electronic excitations in crystalline solid nitromethane
are examined under conditions of shock compression. Density functional theory cal-
culations are used to determine the crystal bandgap under hydrostatic stress, uniaxial
strain, and shear strain for pure and defective materials. In all cases, the bandgap is
not lowered enough to produce a signiﬁcant population of excited states.
In Chapter 3, a new multi-scale simulation method is formulated for the study
of shocked materials. The method allows the molecular dynamics simulation of the
system under dynamical shock conditions for orders of magnitude longer time peri-
ods than is possible using the popular non-equilibrium molecular dynamics (NEMD)
approach. An example calculation is given for a model potential for silicon in which
a computational speedup of 105 is demonstrated. Results of these simulations are
consistent with some recent experimental observations.
Chapters 4 and 5 present unexpected new physical phenomena that result when
light interacts with a shock wave propagating through a photonic crystal. These
new phenomena include the capture of light at the shock wave front and re-emission
at a tunable pulse rate and carrier frequency across the bandgap, and bandwidth
narrowing of an arbitrary signal as opposed to the ubiquitous bandwidth broadening.
Reversed and anomalous Doppler shifts are also predicted in light reﬂected from the
shock front.
Thesis Supervisor: John D. Joannopoulos
Title: Francis Wright Davis Professor of Physics
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Chapter 1
Introduction
Study of the propagation of shock waves in condensed matter has led to new discov-
eries ranging from new metastable states of carbon[74] to the metallic conductivity of
hydrogen in Jupiter[48, 71] to the possibility of delivery of life to planets via meteorite
impact.[18] Shock waves are currently the only practical way to simultaneously probe
the high temperature and high pressure behavior of matter and the short timescale
dynamical response of materials to extreme conditions.
Shock waves are similar to sound waves, but have amplitudes suﬃciently large that
a nonlinear material response results in the formation of a sharp discontinuity between
the pre and post-shock material thermodynamic quantities like density and stress.
Shock waves propagate faster than the material sound speed. Shock compression
is inherently irreversible, and diﬀers from adiabatic compression by the addition of
extra heat to the post-shock material. The response of a material to a shock wave
may be very diﬀerent than under static high pressure conditions like those found in
a diamond anvil cell. The strain behind a shock wave is usually of a uniaxial nature
on short timescales. Furthermore, the material behind a shock front may contain
highly non-equilibrium regions in which interesting and poorly understood physics
occurs. Such non-equilibrium regions have been shown to give rise to the formation
of metastable states of matter,[74] and are central to understanding the initiation and
detonation process of high explosives.[65, 54]
As an experimental tool, shock waves are currently the only way to simultaneously
17
study the high temperature and high pressure equation of state of materials. Shock
waves can be generated in a controlled laboratory setting in several diﬀerent ways.
First, large guns that shoot projectiles are routinely ﬁred at targets to launch shock
waves in these targets. Recently, high intensity lasers have been successfully used to
generate shock waves. These shocks are shorter lived than shocks produced in gun
experiments. The detonation of high explosives can also be used to generate shock
waves.
Despite the study of shock wave compression of condensed matter for over 100
years, progress in understanding the microscopic details has been extremely diﬃ-
cult. Phenomena like phase transitions and plastic deformation that occur on the
atomic scale can manifest themselves in the behavior of the shock on the macroscopic
scale.[34, 40, 65, 54] Therefore, an understanding of the atomic scale phenomena is
essential to understanding the behavior of the shock wave. Experimental study of
the microscopic eﬀects of these shock waves on materials is made diﬃcult by the si-
multaneously short time (as short as 10 femtoseconds) and length scales (as short as
A˚ngstroms) involved with the various shock processes like the shock front thickness
and shock compression timescale. Theoretical approaches are therefore of signiﬁcant
value. [26, 20, 35, 54]
The study of shock waves is usually broken into two categories: shocks in energetic
materials and shocks in non-energetic materials. Energetic materials release energy
when shocked and can form detonation shock waves. Detonation is a special form
of combustion where most of the energy transfer between the reacted and unreacted
parts of the system occurs through mass ﬂow in the form of compressive shock waves.
During detonation, the chemical reaction front propagates 103 to 108 times faster than
in a ﬂame, where heat conduction is the primary mechanism of energy transfer. [17]
Detonation occurs when rapid chemical reactions result in an increase in volume. This
volume increase can result in part from large molecules breaking up into many smaller
molecules or from thermal expansion resulting from an increase in temperature due
to exothermic reactions. The volume increase drives the detonation wave.
The modern theoretical understanding of detonation waves on the macroscopic
18
scale began in the 1940s with work by von Neumann and others. However, despite
substantial progress in characterization of the phenomenological properties of known
energetic materials, little progress has been made in understanding the microscopic
details of detonation waves. Microscopic theories of detonation are currently an active
area of research.[64] Questions as basic as the eﬀect of the shock front on energetic
materials have yet to be deﬁnitively answered.
Computational power and simulation methodology has reached the point today
where microscopic scale phenomena can be elucidated to a meaningful degree of ac-
curacy. A wide variety of methods exist for calculating the total energy of a given
spatial conﬁguration of atoms. These methods range considerably in their complex-
ity and computational requirements, and this thesis makes use of a number of these
methods. On the more expensive side are density functional theory based approaches
to calculation of the self-consistent electronic density and total energy. [25, 50] These
approaches are often similar to the Hartree approximation, but give reasonably quan-
titative results for many systems and scenarios of interest through the inclusion of
exchange and correlation eﬀects as a functional of the local total electron density. Less
accurate and less computationally expensive are tight-binding approaches, which are
usually non self-consistent and often parameterized with a large amount of empiri-
cal data. The least accurate and least computationally expensive approaches to the
calculation of total energies utilize empirically derived classical interatomic potentials.
In addition to information about the total energy and electronic structure, these
computational schemes can provide interatomic forces for use in “molecular dynamics”
simulations where the atomic nuclei obey classical equations of motion. [1] Molecular
dynamics simulations can now be used to study of shock waves on the atomistic scale.
For the ﬁrst time, it is now becoming possible to understand the microscopic details of
shock waves. [26, 20, 35] Chapters 2 and 3 present applications of atomistic modeling
to shock waves in condensed matter.
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1.1 Electronic phenomena in shocked molecular solids
Energetic materials come in a wide variety of forms ranging from liquids to gasses to
solids to aerogels and have practical uses ranging from mining to automobile airbags
to weapons. Most energetic materials of practical interest are molecular crystals of
organic molecules.
It is very challenging to perform any but the simplest experiments on energetic
materials. In addition to the extremely short time and length scales involved with
the detonation and initiation process, there are practical considerations that are of
utmost importance. Energetic materials are generally very dangerous to handle and
work with and the experiment can destroy the surrounding experimental apparatus.
Most of the theoretical understanding of energetic systems to date has been ob-
tained at the level of continuum material descriptions. Most of the atomistic modeling
has been focused on properties of individual molecules (i.e. gas phase) rather than
properties of the molecules in condensed phases in which they are actually used as
explosives. Furthermore, the complexity and size of most energetic molecular solids
have been prohibitively large for detailed quantum mechanical studies until now.
It has been postulated that bandgap closure occurs at the shock fronts in energetic
materials leading to very fast dissociative chemistry which drives the detonation shock
wave.[72, 36, 21] Chapter 2 explores eﬀects of a shock wave on the electronic structure
on crystalline nitromethane. Nitromethane (CH3NO2) can be made to detonate in the
laboratory and has a chemical composition similar to other commonly used energetic
materials. Nitromethane is electronically insulating under atmospheric conditions,
but may become metallic under shock compression. The electronic structure of the
system is studied under shock conditions within the context of density functional
theory. The possibility of metallization at the shock front and other phenomena that
could lead to fast chemistry are explored.
Chapter 2 attempts to consider the eﬀects of a shock wave on a small piece of the
crystalline nitromethane material without simulating the entire shock wave structure.
Reduction of a macroscopic shock wave to a small representative material element
20
enables the use of computationally expensive and accurate methods like density func-
tional theory to simulate the eﬀects of a shock wave. Chapter 3 extends this idea
and puts it on a formal basis. Chapter 3 presents a new way of thinking about shock
waves from the point of view of an element of the material being shocked.
1.2 A new molecular dynamics simulation method-
ology
Shock waves in condensed phase materials are inherently multi-scale entities. The
propagation of the shock in a medium can be described to some extent by contin-
uum theory, but the equation of state of the material arises from the atomistic scale.
Therefore, a good theoretical understanding of shock waves requires an understanding
of the physics at the atomic length and timescales. Molecular dynamics computer
simulations of shock waves can be performed using model interactions between each
atom. In principle, this approach captures the important physics on the atomistic
length and time scales. However, computationally expensive techniques for molecular
dynamics simulation like density functional theory or tight-binding are almost always
required for an accurate treatment of extreme phenomena like the extreme deforma-
tions and bond breaking that can occur in a shock wave. It is only possible to perform
molecular dynamics simulations with a few hundred atoms at this level of accuracy.
Therefore, making contact between experimental observations of macroscopic behav-
ior and molecular dynamics simulations has been extremely diﬃcult because of the
tremendous computational requirement.
The fact that macroscopic material behavior requires an understanding of the
atomic scale behavior is a fundamental problem in the computational simulation of
materials. Considerable eﬀort has been put into the formulation of multi-scale compu-
tational methodologies that combine aspects of both the atomistic and macroscopic
length and time scales. In Chapter 3, a new computational simulation methodol-
ogy is formulated that combines atomistic simulation methodologies with the Euler
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equations for compressible ﬂow of a continuum ﬂuid. This new hybrid methodology
enables the simulation of an entire shock wave by performing molecular dynamics
only on a small material element of the system. Stress boundary conditions on that
material element come from continuum theory. This new multiscale approach opens
up the door to the study of shock waves using accurate material descriptions, like
density functional theory, and therefore making contact with experiments.
Chapter 3 describes the new simulation method and presents an application of
the method to silicon. Agreement is found between the simulations and some recent
experimental observations of shocked silicon.
Along with other microscopic details of shocked condensed matter, the role of a
crystal lattice is only beginning to be elucidated through molecular dynamics simu-
lations. The more general question of what happens when a shock wave propagates
through a periodic medium is completely unanswered. Chapters 4 and 5 shift gears
away from the atomistic scale to a continuum picture of shock waves where this fun-
damental question of periodicity is addressed in the context of optical phenomena.
1.3 Optical phenomena in shocked photonic crys-
tals
Chapters 4 and 5 focus on optical phenomena in shocked condensed matter. Some
diagnostics used in shock wave experiments involve measurement of light reﬂected
from the shock front. Chapters 4 and 5 focus on the reﬂection of light from a shock
wave front propagating through a 1D photonic crystal, or material with a periodic
modulation of the dielectric.[73, 31, 30]
Photonic crystals in 1D are essentially multilayer ﬁlms of the sort used in optical
coatings and ﬁlters. They usually consist of alternating layers of high and low index
of refraction materials. Bandgaps exist in these materials with frequency ranges
that are functions of the crystal lattice constant and the dielectric values of the
primitive unit cells that comprise the crystal. Light is not allowed to propagate
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within the bandgap frequency regions. As a shock wave propagates through the
crystal, the lattice constant is compressed and the dielectric of the individual layers
may be altered, resulting in a shift in the bandgap frequencies of the shocked crystal.
Chapters 4 and 5 consider the eﬀect on light propagation of the changing frequency
of the bandgaps as the shock propagates. Theoretical treatment of this electromag-
netic problem is considerably more simple than that of the electronic phenomena in
Chapter 2 because Maxwell’s equations can be solved exactly, at least numerically.
Numerical and analytical solutions to Maxwell’s equations are determined in these
Chapters for a time-dependent dielectric that represents the shocked photonic crystal.
In Chapter 4, it is discovered that several remarkable phenomena can occur. These
new phenomena include the capture of light at the shock wave front and re-emission
at a tunable pulse rate and carrier frequency across the bandgap, resulting in
a Doppler-like frequency shift enhanced by as much as 10,000 times. Also, band-
width narrowing of an input signal by a factor or 10 or more can occur. This is to
be distinguished from the ubiquitous bandwidth broadening, which is relatively easy
to accomplish. Both of these eﬀects do not occur in any other physical system, and
are all realizable under experimentally accessible conditions. Furthermore, their gen-
erality make them amenable to observation in a variety of time-dependent photonic
crystal systems, which has signiﬁcant technological implications.
For some photonic crystal systems, Chapter 5 discusses how it is possible to ob-
serve a reversed Doppler shift and other anomalous Doppler eﬀects in light reﬂected
from the moving shock front. Non-relativistic reversed Doppler shifts have never been
observed in nature.
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Chapter 2
Electronic excitations in shocked
nitromethane
The nature of electronic excitations in crystalline solid nitromethane under conditions
of shock loading and static compression are examined. Density functional theory cal-
culations are used to determine the crystal bandgap under hydrostatic stress, uniaxial
strain, and shear strain. Bandgap lowering under uniaxial strain due to molecular de-
fects and vacancies is considered. Ab-initio molecular dynamics simulations are done
of all possible nearest neighbor collisions at a shock front, and of crystal shearing
along a sterically hindered slip plane. In all cases, the bandgap is not lowered enough
to produce a signiﬁcant population of excited states in the crystal. The nearly free
rotation of the nitromethane methyl group and localized nature of the HOMO and
LUMO states play a role in this result. Dynamical eﬀects have a more signiﬁcant
eﬀect on the bandgap than static eﬀects, but relative molecule velocities in excess of
6 km/sec are required to produce a signiﬁcant thermal population of excited states.
2.1 Introduction
The last two decades have produced signiﬁcant new insights into the basic science of
high explosives. Experiments and theory have suggested that the sensitivity of high
explosives to initiation by mechanical perturbations or shocks is a strong function of
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solid-state properties including crystal structure, defects, and dislocations. [65, 11,
29, 47, 6] Behind a shock front lies a region that is far from equilibrium, where solid-
state properties may determine the rates and mechanisms through which the material
reaches equilibrium.
Any complete microscopic description of the initiation of high explosives will elu-
cidate the mechanisms of energy transfer into the individual molecules from a shock
wave.[19] No such theory currently exists in a widely agreed upon form.
One possible energy transfer mechanism involves shock-wave induced electronic
excitations of the molecules. In 1971, Williams suggested that excited states play a
role in the initiation and propagation of detonation waves in explosives.[72] A simi-
larity between shock decomposition products to those of photochemical processes was
later pointed out by Dremin, et. al.[14] A correlation has been reported between the
impact sensitivity of a homologous series of explosives and the energies of their op-
tically forbidden electronic transitions across the bandgap.[58] Gilman has proposed
metallization at the shock front resulting from bending of covalent bonds.[21] Such
metallization has been found to occur under static pressure conditions in the cova-
lently bonded crystalline semiconductors Si and Ge. These materials undergo a phase
transition to a metallic phase at pressures comparable to those found in detonating
energetic materials.[59] Finally, Kuklja, et. al., have proposed bandgap lowering and
electronic excitations around crystal defects under compression as a mechanism for
detonation initiation.[36]
Chemistry is thought to begin to occur on a 10 or 100 picosecond time scale behind
a shock front in some energetic materials.[65] This requires a fast mechanism of energy
transfer from the shock wave to the molecular degrees of freedom. A mechanism for
energy transfer from the shock directly into molecular electronic degrees of freedom
is appealing because electronic excitation to an unstable energy surface can result in
rapid dissociation of a molecule. A similar mechanism has been found to be a cause
of rapid migration of interstitials in crystalline silicon subjected to radiation.[2]
Manaa, et. al., have done ab initio complete active space self-consistent ﬁeld
studies of molecular nitromethane (CH3NO2).[42] They found that the HOMO and
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LUMO states can be made to cross by bending the nitro group out of the CNOO plane
by approximately 50 degrees. This is the lowest energy HOMO-LUMO crossing point.
This molecular geometry is similar to the triplet (excited) state geometry, which lies
0.6 eV below in energy. These results suggest that non-radiative transitions from the
excited state to a vibrationally hot ground state may be possible.
In this work we examine mechanisms of electronic excitations by a shock wave
in solid nitromethane. Nitromethane is one of the simplest model energetic materi-
als, and is an analogue of commonly used energetic materials such as TATB (1,3,5-
triamino-2,4,6-trinitrobenzene) and TNT (2,4,6 trinitrotoluene). Here, we study the
eﬀect of the various conditions found in a shock or detonation wave on the bandgap
of the solid.
2.2 Computational details
Density functional theory calculations were performed using the PW91[51] and PBE[52]
generalized gradient approximations (GGAs) of Perdew. These exchange-correlation
functionals produced nearly identical results in comparison cases. Calculations uti-
lized Troullier-Martins pseudopotentials[68] and Vanderbilt ultrasoft pseudopotentials.[69]
Plane waves with kinetic energy cutoﬀs of 25 Rydbergs and 40 Rydbergs were used
with the Vanderbilt and Troullier-Martins pseudopotentials, respectively. Results ob-
tained using the two sets of pseudopotentials are in good agreement. All calculations
were converged with respect to k-point spacing in the Brillouin zone. In many cases,
a single k-point was suﬃcient due to the minimal amount of dispersion across the sin-
gle particle bands. Stresses reported here were calculated using an analytic approach
based on plane-wave basis functions.[49]
Nitromethane is in the liquid state at room temperature and pressure, but most
practical energetic materials are in a solid state under these conditions. We have
chosen to study the crystalline form of nitromethane in analogy with other energetic
materials. The primitive cell of nitromethane at zero pressure contains four molecules.
Figure 2-1 contains two projections onto the lattice planes, and the top side of Fig-
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ure 2-2 contains a perspective view. The atomic positions have been relaxed within
the experimental lattice parameters. The space group is P212121 with orthorhombic
lattice vectors a=5.1832 A˚, b=6.2357 A˚, and c=8.5181 A˚ at T=4.2K.[66] Adjacent
molecules along the c axis have alternating nitro and methyl groups which gives the
unit cell a neutral overall dipole moment. Rotation of the methyl group has a very
low barrier of about 118K.[67] It is therefore essentially a free rotor at higher tempera-
tures. The molecular lattice is similar to a face-centered structure, with each molecule
having 12 nearest neighbor molecules. The atomic positions and bond lengths of the
relaxed structure at the experimental lattice size were found to be within 3% of the
experimentally determined positions and bond lengths at T=4.2K.[66] Unless oth-
erwise noted, all atoms in the unit cell were relaxed in the calculations presented
here.
The calculated bandgap for the crystal at zero pressure is 3.28eV. The HOMO-
LUMO gap for a single molecule is 3.75eV. This is similar to the 3.8eV HOMO-
LUMO gap for a single molecule calculated using multi-conﬁguration self-consistent
ﬁeld (MCSCF) techniques by Manaa, et. al.[43] Electron-impact spectroscopy tech-
niques have been used to measure this transition for molecular nitromethane.[16] The
intensity was observed to have an onset at 3.1eV and a maximum intensity at 3.8eV.
We ﬁnd that the relatively weak intermolecular interactions in the solid phase cause
the bandgap to diﬀer from the isolated molecule HOMO-LUMO energy diﬀerence
only slightly.
The error associated with the bandgaps presented here is roughly estimated to
be around 0.5 eV. Bandgaps calculated for unit cells relaxed within the local-density
approximation (LDA)for exchange and correlation energy were all within 0.3 eV of
the GGA values presented here. While bandgaps calculated within the LDA are
typically a factor of two less than experimental values,[55] we believe the gaps pre-
sented here to be more accurate for the following reason. One of the assumptions
associated with DFT quasiparticle energies is that removal or addition of a particle
to a state leaves the total density unchanged.[55] The HOMO and LUMO states of
a nitromethane molecule are both localized to the atoms in the nitro group, which
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(a) zy plane
(b) zx plane
Figure 2-1: Two projections of nitromethane unit cell at zero pressure and zero
temperature on, (a) the zy plane; (b) the zx plane. Hydrogen atoms are white,
carbons atoms are gray, nitrogen atoms are blue, and oxygen atoms are red.
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(a) p = 0 GPa
(b) p = 180 GPa
Figure 2-2: Comparison of the unit cell at 0 GPa (a) and 180 GPa (b) hydrostatic
pressure. (Comparison is approximately to scale.) The orientation of the molecules is
roughly the same at the two pressures, except for a signiﬁcant rotation of the methyl
group.
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results in a relatively minor change in the total density when an electron is trans-
ferred from the HOMO to the LUMO. Therefore, the other occupied states do not
require signiﬁcant adjustments since the Kohn-Sham Hamiltonian is a functional only
of the total density. Indeed the calculated HOMO-LUMO gap for a single molecule is
almost identical to the experimental value. We expect to observe a similar behavior
for the crystal bandgap. The nitromethane solid bandgap has been calculated within
density functional theory using a bandgap correction based on the above idea.[55]
The diﬀerence between the corrected and uncorrected bandgaps was found to be only
0.2 eV.[45] Manaa, et. al., also report good agreement between DFT and complete
active space self-consistent ﬁeld methods for molecular nitromethane.[42]
If, upon compression or molecular distortion, the molecular orbitals rearrange
such that the HOMO state density is no longer similar to the LUMO state density,
we would expect to see an artiﬁcial lowering in the bandgap analogous to that seen in
semiconductor systems. However, we also expect the dielectric screening to increase
as the system density increases. This will reduce the signiﬁcance of non-local many-
body eﬀects neglected in the exchange-correlation energy approximation used here.
These eﬀects lead us to expect our calculated bandgaps to be equal to or less than
the true bandgaps.
This has been demonstrated in more accurate quasiparticle calculations on solid
Xenon[5] within the GW approximation of Louie, et. al.[28] LDA bandgaps were
shown to underestimate the experimental and GW approximation bandgaps at all
densities up to metallization. Furthermore the diﬀerence between the LDA bandgap
and the GW and experimental bandgaps diminished as the density increased. This
eﬀect was attributed to the increase of dielectric screening at higher densities.
As another preliminary check on the theoretical approximations employed, the
molecular vibrational frequencies were computed by calculating the molecular Hes-
sian and then diagonalizing the dynamical matrix. All vibrational frequencies were
found to be within 5% of experimental values with the exception of the very high
frequency CH symmetric stretch modes. These frequencies were up to 9% higher
than experimental values.
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2.3 Static conditions
2.3.1 Hydrostatic compression
In regions suﬃciently far behind the shock front for the stress tensor to be equili-
brated, a condition of hydrostatic compression exists. Starting at the experimental
atmospheric pressure lattice size, the unit cell was compressed up to a hydrostatic
pressure of 180 GPa with 6 intermediate pressure points. At each pressure, the lat-
tice vectors and atoms in the unit cell were relaxed according to the forces. Table 2.1
contains the calculated lattice vectors at the pressures considered here. There is a
lack of experimental lattice constant data at these higher pressures, but we expect
the agreement between experiment and DFT to improve as the pressure increases the
strength of the intermolecular interactions.
Hydrostatic Pressure (GPa)
2 10 30 60 90 120 150 180
a 5.183 4.496 4.174 3.998 3.878 3.802 3.725 3.674
b 6.235 5.772 5.199 4.925 4.745 4.615 4.522 4.448
c 8.518 8.211 7.476 7.090 6.852 6.621 6.496 6.353
Table 2.1: Nitromethane lattice constants, in A˚ngstroms, calculated at various pres-
sures.
In the pressure range explored, the crystal structure maintained the P212121 sym-
metry. No bond bending was observed, but the 180 GPa molecules have bond lengths
shortened by 7-15%. A phase transition of the methyl group rotation angle was ob-
served to occur between the 10 and 30 GPa calculations. Such a transformation
has been observed experimentally at 3.5 GPa.[9] It is possible that the zero pressure
orientation of the hydrogens is only metastable in the 10 GPa calculation. There
is also experimental evidence for a structural phase transition at 7 GPa at higher
temperatures,[7] but a spontaneous phase transition was not observed in the calcu-
lations. The P212121 structure is at least metastable in this pressure range at zero
temperature. Cortecuisse, et. al., have speculated that the phase transition at 7 GPa
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is associated with an increase in the number of molecules in the unit cell. A unit cell
of 8 molecules with the a axis doubled and relaxed at 30 GPa was also found to be
at least metastable.
Figures 2-2 and 2-3 contain the unit cell conﬁgurations and band structures at 2
GPa and 180 GPa. The bands at low pressure are relatively ﬂat compared to high
pressure where dispersion plays a role. As the pressure increases, band dispersion ﬁrst
appears in the mid-valence range, leaving the HOMO state relatively ﬂat. This result
is most likely associated with the extended nature of the states in this range. These
states are delocalized over the whole molecule, while the HOMO state is localized on
the nitro group. Intermolecular interactions should have a greater eﬀect on orbitals
that extend over the entire molecule, since they have larger overlaps than localized
orbitals.
The bandgap change as a function of pressure is given in Figure 2-4. The HOMO-
LUMO gap of a single molecule in the geometry of the 180 GPa calculation was found
to be 3.96eV using MCSCF techniques.[44] This indicates that condensed phase ef-
fects are important in producing the band gap reduction as a function of pressure.
The detonation pressure and temperature of nitromethane has been experimentally
determined to be about 13 GPa and 2000K respectively,[8] and there is not a sig-
niﬁcant change in the bandgap in the vicinity of this pressure. Even compressing
the crystal to a pressure an order of magnitude higher than that observed in devel-
oped detonation waves results in a bandgap lowering to around 2eV, which is not
suﬃciently low to provide a signiﬁcant thermal conduction band population at the
observed temperatures.
These results are qualitatively comparable to those of other theoretical studies.
Hartree-Fock calculations have been performed by Kunz, et. al., on RDX (hexahydro-
1,3,5-trinitro-s-trizine), lithium azide (LiN3), sodium azide (NaN3), and lead azide
Pb(N3)2.[36, 75] Upon compression to densities associated with detonation, most of
these materials also showed some bandgap lowering, but not enough to produce a
signiﬁcant population of excited states at temperatures associated with detonation.
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(a) p = 0 GPa (b) p = 180 GPa
Figure 2-3: Comparison of single particle band structures at zero (a) and 180 GPa
(b) hydrostatic pressure. The top four bands are conduction bands.
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Figure 2-4: Nitromethane bandgap change as a function of hydrostatic pressure. All
bandgaps are plotted relative to the zero pressure state.
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2.3.2 Uniaxial compression
Before the crystal relaxes to a state of hydrostatic stress, a state of uniaxial strain
exists immediately after the shock front passes. This uniaxial strain state may last
for picoseconds or much longer, depending on the timescale for plastic deformation.
The relaxation from this strain state may involve shearing along crystal slip planes
or shear wave propagation.
The unit cell at zero pressure was uniaxially strained along each of the three lattice
vectors and the molecules within the cell were relaxed at each strain state. Uniaxial
strain destroys the P212121 symmetry in cases of extreme strain. Figure 2-5 shows the
relaxed unit cell upon strain of 0.3 along the c axis. There is no signiﬁcant distortion
of the molecular bond angles, although the molecules have reoriented. Figure 2-6
shows the stress in the direction of compression for each of the three compression
axes.
Figure 2-7 shows the bandgap change as a function of compression along each
of the three lattice axes. There does not appear to be any signiﬁcant orientational
dependence as a function of the strain axis. With the uniaxial strains associated
with detonation around 0.2, the bandgaps are lowered to 3eV. As in hydrostatic
compression, this lowering is not enough to allow a signiﬁcant thermal population of
conduction electrons.
If we move closer to the shock front, the molecules have insuﬃcient time to reorient
to relax the uniaxial strain. Shock compression without relaxation can be modeled
by simply translating the molecules toward each other in the direction of uniaxial
compression. This simplistic approach is intended to capture some of the dynamics
of the compression in a static calculation.
Figure 2-8 shows the bandgap change as a function of compression without re-
laxation along each of the three lattice axes. The data indicate an orientational
dependence, with the largest bandgap lowering occuring for compression along the c
axis. Compression along this axis brings the nitro groups closer to methyl groups of
neighboring molecules. In particular, it brings a hydrogen on one molecule directly
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Figure 2-5: Nitromethane unit cell relaxed under a uniaxial strain of 0.35 (3.0 A˚)
along the c axis direction. Note the molecules are reoriented so that the nitro groups
are closer to being in the ab plane than they are in the unstrained state.
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Figure 2-6: Nitromethane uniaxial stress in the direction of uniaxial compression.
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Figure 2-7: Nitromethane bandgap change as a function of uniaxial strain. Bandgaps
are plotted relative to the unstrained state.
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toward an oxygen on a neighboring molecule. Compression along the other directions
does not bring close contact atoms on neighboring molecules directly towards each
other. We expect this transient eﬀect to be very short lived because the energy barrier
for methyl rotation is only 170K at atmospheric pressure. The methyl groups will
quickly rotate to avoid such a close contact between two atoms. This eﬀect will be
addressed in more detail in the section on dynamical eﬀects. It is interesting to note
that the a axis is a nearest neighbor direction while the b axis is not, yet the bandgap
behavior as a function of compression is nearly identical for these two axes. This is
likely due in part to the localization of the HOMO and LUMO states to the nitro
group.
Figure 2-8: Nitromethane bandgap change as a function of uniaxial strain without
unit cell relaxation. Bandgaps are plotted relative to the unstrained state.
A similar increased gap lowering for compression of molecules without relaxation
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was observed by Kuklja, et. al.[37] Without allowing the structure geometry to relax,
RDX molecules were placed in a conﬁguration resembling an edge dislocation. The
bandgaps for the compressed and uncompressed structures were considerably lower
than those for other model defect structures where molecules had been simply removed
from the perfect crystal lattice. The removal of molecules from the relaxed lattice
can be accomplished without creating close intermolecular contacts. However, we
have observed here that relaxation of the lattice is very important to obtain a reliable
bandgap for any other molecular conﬁguration. A comparison of Figures 2-7 and 2-8
demonstrates this.
2.3.3 Shear
Strong positive correlations between the impact sensitivity and population of vacan-
cies and defects in high explosives suggest that vacancies and defects play a key role
in high explosive initiation. A state of shear strain may exist around defects or along
slip planes as a result of the uniaxial compression that occurs at the shock front.
A static state of shear strain was modeled by varying the angle between the a and
c lattice vectors (γ). This was done in two fashions: while keeping the lattice vector
lengths ﬁxed, and while adjusting the c vector length to keep the cell volume constant
(constant density). A third state of shear was considered where the a lattice vector
was increased while the c lattice vector was decreased such that the density remained
constant. The results of these calculations are similar to those presented here.
Figure 2-9 shows the bandgap change as a function of γ for the variable and ﬁxed
density cases. Very little gap lowering results from the shearing in both cases. As
in the hydrostatic compression and uniaxial compression, the molecules rearrange
themselves but exhibit little geometric distortion.
2.3.4 Molecular defect
It has been suggested that defects in molecular crystals are sites where increased
gap lowering can occur under pressure.[37] We consider, as a simple defect, a ﬂipped
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Figure 2-9: Nitromethane bandgap change as a function of unit cell shear. Bandgaps
are plotted relative to the unstrained state. The angle between the a and c lattice
vectors (γ) was varied. In one data set, the c lattice vector length was ﬁxed at all
angles. In the other set, the length was varied to keep a constant density at each
angle.
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molecule in the unit cell, as shown in Figure 2-10. The motivation for this defect is to
increase the interactions between HOMO and LUMO states of the ﬂipped molecule
and HOMO and LUMO states of a neighboring molecule by bringing them closer
together. In this defect conﬁguration, the periodic boundary conditions create an
inﬁnite row of molecules along the c axis direction with neighboring nitro groups.
This structure was compressed uniaxially and relaxed, with bandgap change re-
sults in Figure 2-11. The molecular geometries upon compression are within 2-3%
percent of the zero pressure values, with little or no bond distortion. The bandgap
for the unstrained unit cell is about 3.0 eV, which is 0.3 eV lower than that of the
perfect crystal. The bandgap decreases more quickly with uniaxial strain than it does
for the perfect crystal, particularly at high strains. However, the bandgap still does
not lower enough to produce a signiﬁcant population of molecular excited states.
2.3.5 Molecular vacancy
Another type of lattice defect is a missing molecule. We have simulated such a defect
by removing a single molecule from a 16 molecule supercell. Periodic copies of the
vacancy are separated by about 9 A˚ in the unstrained conﬁguration.
Relaxation of the vacancy in the unstrained lattice resulted in almost no distortion
from the unperturbed lattice. The bandgap for the relaxed vacancy in the unstrained
supercell was lowered about 0.4 eV from the perfect crystal bandgap. This result
is on the scale of the energy diﬀerence between the perfect crystal bandgap and the
HOMO-LUMO gap of an isolated molecule, which is due entirely to intermolecular
interactions.
The supercell was strained to 80% and 60 % of the unstrained volume by straining
all three lattice vectors by the same amount. The relaxed structures showed some
molecular reorientation around the vacancy. However, all molecules showed little
displacement from their perfect crystal locations.
Figure 2-12 is a comparison of the bandgaps for the system with and without the
molecular vacancy as a function of volume strain. The unstrained data are under
hydrostatic compression. The vacancy provides room for molecules to reorient to
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Figure 2-10: Nitromethane unit cell molecules with a ﬂipped molecule defect. There
is an inﬁnite row of molecules along the [001] axis oriented in approximately the same
fashion.
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Figure 2-11: Nitromethane bandgap change for a unit cell with a molecular defect as
a function of uniaxial strain. Bandgaps are plotted relative to the unstrained state,
which has a bandgap about 0.5 eV lower that the perfect crystal in its unstrained
state.
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avoid bandgap-lowering close contacts. For this reason we might expect the bandgap
to decrease less quickly with strain than for systems without a molecular vacancy.
Figure 2-12: Nitromethane bandgap change for a unit cell with and without a molec-
ular vacancy as a function of volume strain. Bandgaps are plotted relative to the
unstrained states for each system.
These results are notably diﬀerent from the results of Kuklja, et. al., who have
done Hartree-Fock calculations on RDX crystals with various conﬁgurations of molec-
ular vacancies. [37] Bandgaps calculated with a form of perturbation theory correc-
tion decreased around 2 eV upon compression of the crystal to 80% of the unstrained
volume. We may speculate that, in addition to comparing diﬀerent materials, the dif-
ferent behavior may be due to the fact that relaxation of the molecular positions and
geometries was allowed in the work here, in addition to the use a diﬀerent theoretical
approach to the bandgaps.
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We can qualitatively summarize the results of all of the static calculations pre-
sented here with two points. The bandgap is not lowered enough to create signiﬁcant
thermal populations of excited states under static conditions with strain states compa-
rable to or greater than those of detonation. Also, upon compression and relaxation,
the molecules ﬁnd a way to rearrange to maintain molecular geometries close to their
zero pressure values. These two points suggest that if signiﬁcant bandgap lowering is
to occur, molecular bond distortion is required.
2.4 Dynamical eﬀects
Our results indicate signiﬁcant bond distortion in nitromethane requires the inclu-
sion of dynamical eﬀects. The lowest energy HOMO-LUMO crossing point found by
Manaa, et. al., occurs when the nitro group is ﬂipped up out of the CNOO plane. The
energy required in this bending mode for the HOMO-LUMO gap to be signiﬁcantly
lowered is about 3eV. With detonation temperatures around 2000K in nitromethane,
only non-equilibrium processes can be expected to contribute such a large energy to
a single bending mode on the molecule. The shock front is a region out of equilib-
rium where it may be possible for speciﬁc vibrational modes of the system to have
transiently large populations. At 2000K, the total vibrational energy contained in a
single molecule in the solid is about 3.5eV. Therefore it is at least conceivable that if
energy on this scale is contained in a few molecular modes, signiﬁcant gap lowering
could occur via this mechanism. We will see that large changes in the perfect crystal
bandgap are more likely to occur via dynamical eﬀects than static eﬀects.
2.4.1 Dynamical eﬀects at the shock front
Once the molecules are uniaxially compressed by the shock, they rearrange to their
relaxed geometries. It is possible that dynamical bond bending occurs during this
rearrangement process. We modeled this process for a rapid shock compression along
the c axis by doing constant energy ab-initio molecular dynamics starting with a unit
cell with the molecules translated toward each other. The unit cell was also strained
47
0.2 along the c axis to reproduce the uniaxial strain associated with a roughly 13 GPa
detonation wave. A 1 fs time step was used with a Verlet algorithm for integration
of the equations of motion through about 270 fs. The internal temperature of the
molecules was initially at T=0, with no vibrational energy. The bandgap started at
0.6 eV below the unstrained crystal bandgap and immediately increased. It did not
dip below this value for the remainder of the simulation, which is consistent with the
minimal bond distortion observed during the rearrangement.
The solid phase molecules exist in a face-centered cubic lattice, with 12 nearest
neighbor molecules. Two neighbors are in the [001] and [001¯] lattice directions, two are
along the [100] and [1¯00] directions, and the remaining eight are along the [221], [2¯21],
[22¯1], [2¯2¯1], [221¯], [2¯21¯], [22¯1¯], and [2¯2¯1¯] directions. The latter 8 nearest neighbors lie
along four directions in the crystal which can be shown identical using the four group
operations of the P212121 symmetry. The periodicity of molecular orientations along
these directions is four. It is two along the [001] lattice direction, and one along the
[100] lattice direction.
By accounting for these symmetries and periodicities, we have done ab-initio
molecular dynamics simulations of the molecular collisions associated with shock wave
propagation along all nearest neighbor directions in the crystal. This was realized by
colliding molecules along the three unique nearest-neighbor directions in the crystal.
Collisions along the [100] and [221] lattice directions were accomplished using an 8
molecule supercell with the length of the a axis doubled.
Detonation waves in nitromethane propagate around 6 km/sec.[22] The molecular
collision velocities at the shock front depend on the width of the front. This width
can be as large as hundreds of molecules in crystals with defects and vacancies, or as
short as a few molecules in perfect crystals. We expect the larger molecular collision
velocities to be about 2 km/sec, which roughly corresponds to a shock front width of
two or three molecules. However, molecular collision velocities near the shock velocity
are not inconceivable in special cases.
Collisions along all three directions were calculated for collision velocities between
2 km/sec and 6 km/sec (between 0.02 A˚/fs and 0.06 A˚/fs). A 1 fs time step was used
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for the 2km/sec calculations and 0.5 fs was used for the higher collision velocities. All
simulations were run for around 100 fs. The internal temperature of the molecules
was initially at T=0, with no vibrational energy.
The maximum observed changes in the HOMO-LUMO gaps as a function of colli-
sion velocity are given in Figure 2-13. This gap minimum was obtained near the peak
of the collision in all cases. Figure 2-13 indicates that the bandgap can be signiﬁcantly
eﬀected at higher collision velocities , but it is still too large for a signiﬁcant thermal
population of excited states to exist.
Figure 2-13: Maximum bandgap change attained during intermolecular collisions
along nearest neighbor directions in the crystal. Bandgaps are plotted relative to the
unstrained crystal bandgap.
Little bond bending or stretching was observed in the 2 km/sec collision, although
some vibrational energy was deposited into the molecular modes. The 5 km/sec and
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6 km/sec collisions showed large amounts of energy being transferred into the CN
stretching and methyl rotation degrees of freedom. CN stretching vibrational ampli-
tudes were around 15% after these collisions. The 6 km/sec collision along the [100]
axis was also done using a GGA spin-polarized exchange-correlation functional.[52]
Results obtained were identical to the non-spin-polarized exchange-correlation func-
tional results.
A molecular collision of 10 km/sec along the c direction was also considered. This
collision resulted in immediate rupture of the CN bond. The formation of new species
lowered the bandgap 1.4eV. At the larger collision energies, energy suﬃcient for bond
breaking may be directly channeled into bond breaking modes. This eliminates the
need for a fast excited state decomposition mechanism.
2.4.2 Crystal shearing along a slip plane
For shock pressures greater than a few GPa, plastic deformation mechanisms can play
a role in the energy transfer from the shock to molecular degrees of freedom. When a
system is placed under uniaxial strain, it can plastically deform along slip planes to
achieve a hydrostatic stress state. The presence of large vacancies can facilitate this
strain relaxation mechanism. Dick, et. al., have suggested that localized slip along
sterically hindered slip planes in the crystal causes molecular bond distortion.[12]
Dick has proposed that detonation in nitromethane is most easily initiated when
shocked along directions which require slip along sterically hindered slip planes to
relieve the uniaxial stress.[10] As an exemplary sterically hindered slip system, we
have considered slip along the (102) plane in the [2¯01] direction, which can be active
for relief of uniaxial strain along the [001] direction. Figure 2-14 shows a view down
this slip plane. The [2¯01] direction is into the page, and shearing is accomplished by
moving the top and bottom planes directly into and out of the page.
Ab-initio molecular dynamics of slip along the (102) plane in the [2¯01] direction
were done with an 8 molecule supercell with the a lattice vector doubled for proper
boundary conditions. Slip along this system could result from uniaxial strain along
the [001] direction. This axis was strained 0.2 and molecules relaxed. The molecules
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Figure 2-14: A view in the [2¯01] direction along the shearing plane. Shearing is
accomplished by the bottom and top planes moving directly into and out of the page.
on opposite sides of the (102) plane were given velocities of 0.03 A˚/fs in opposite
directions along the [2¯01] axis. This velocity, which is near the shock velocity, is
probably larger than might actually occur during slip, but it should accentuate dy-
namical eﬀects and molecular distortion that occurs during slip. The periodicity of
the simulation resulted in single-molecule planes travelling in alternately opposite di-
rections. The simulation was run for 160 fs with a time step of 1 fs. The molecules
were initially at T=0, with no vibrational energy.
The coherent motion of the molecules was dispersed after about 50 fs after mak-
ing close to half of a lattice translation in the [2¯01] direction. After this point the
system appeared to be transforming to a molecular liquid. After 140 fs, molecular
CN bonds began to break. A HOMO-LUMO gap dropped 1.6eV at its lowest in the
time observed. This gap lowering is similar to the lowering for the nearest-neighbor
molecular collisions of the same 6 km/sec velocity. The HOMO-LUMO gaps appeared
to gradually decrease as the energy from translational motion of the molecules was
transferred into the molecular vibrational modes. Some bond bending was observed,
but no signiﬁcant bending of the nitro group out of its plane was observed. Bond
bending during the shearing process seems to have been largely avoided through the
rotation of the methyl group. Stresses that might have resulted in bond bending in
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more rigid molecules were relaxed by rotation of the CN bond axis. This particu-
lar molecular mode was observed to be the recipient of a signiﬁcant amount of the
shearing energy.
2.5 Discussion
The work of Manaa, et. al., suggests extreme molecular distortions are required to
close the HOMO-LUMO gap in nitromethane. However the intermolecular interac-
tions in nitromethane are probably too weak to allow for such signiﬁcant covalent
bond distortion within the molecules under static conditions.
If bandgap closure does occur, it is most likely to be the result of dynamical eﬀects
that may occur around defects and vacancies or during shearing of the molecular crys-
tal. The HOMO-LUMO gap decreases observed at high velocities in the dynamical
simulations were much more signiﬁcant than the bandgap decreases for the perfect
crystal under realistic static conditions. These dynamical bandgap changes were
comparable in magnitude to the molecular defect bandgap changes for large values
of uniaxial strain. Perhaps dynamical eﬀects which involve high velocity collisions
between the nitro groups of defect molecules are one of the most likely sources of
electronic excitations.
The work of Manaa, et. al, suggests roughly 3eV must be channeled into the
CNOO bending mode for the HOMO-LUMO gap to signiﬁcantly decrease. With
temperatures associated with detonation in the 0.2 eV range, this can only occur
in regions far from equilibrium where energy from the shock has good coupling into
this mode. It may, however, be possible for molecular decomposition to occur before
such extreme energies are possessed in any single molecular degree of freedom. For
example, an energy of 3eV in the CN stretching mode will result in dissociation of
the methyl and nitro groups.[43]
Some speculation may be made about the role of electronic excited states in the
detonation of other high explosives like TATB and TNT. These molecules are larger
than nitromethane and may have fundamentally diﬀerent electronic structures. If
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the HOMO and LUMO states are localized on the nitro groups, as in nitromethane,
then we would not expect signiﬁcant bandgap lowering to occur under compression or
around defects. Larger molecules may, however, be more susceptible to bond bending
during shearing processes than nitromethane due to the lack of a single freely rotating
methyl group which adjusts to relieve molecular strain on the whole molecule. One
might generally expect the slip planes of crystals of larger molecules to be more
sterically hindered than nitromethane, which could increase the likelihood of bond
bending. However, larger molecules have more bonds to relax applied stresses, which
might lower the chances of any single bond being excessively stressed. In light of these
observations, it is not clear how to rigorously extrapolate the nitromethane results
to larger molecules. However, the similarly weak intermolecular interactions in these
materials under normal conditions sheds some degree of doubt on the likelihood of
signiﬁcant bandgap lowering under shock loading.
2.6 Summary
We have observed in this work that under the conditions of hydrostatic stress, uniax-
ial strain, and shear strain associated with shock loading in a detonation wave, the
bandgap of crystalline nitromethane and nitromethane with molecular defects and
vacancies does not decrease enough for a signiﬁcant thermal population of molecular
excited states. Under these conditions, the molecules rearrange such that no signif-
icant molecular geometric distortion occurs. This is facilitated by the nearly free
rotation of the molecule along the CN bond axis, which adjusts to minimize stress on
the molecule. The localization of the HOMO and LUMO states on the nitro group
also plays a role in this result. We also expect little geometric distortion and bandgap
lowering to occur around larger defects and vacancies for these reasons.
We have also modeled the molecular collisions at shock fronts and during shearing
of the crystal. It was determined that if signiﬁcant bandgap lowering occurs, it is
most likely to occur via dynamical eﬀects. However, molecular collision velocities in
excess of 6 km/sec appear to be required to produce a signiﬁcant thermal population
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of molecular excited states. The nearly free rotation of the methyl group plays a key
role in relaxing stresses on the molecule during these dynamical simulations.
The small methyl group rotation barrier and the localized nature of the HOMO
and LUMO states of nitromethane appear to be the biggest factors in keeping the
bandgap relatively large during shock conditions. For these reasons, the extension
of these results to larger explosive molecules like TATB and TNT is not clear. The
possibility of electronic excitation in these materials certainly deserves careful inves-
tigation.
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Chapter 3
Tractable dynamical molecular
dynamical studies of shock
compression
A new multi-scale simulation method is formulated for the study of shocked materials.
The method combines molecular dynamics and the Euler equations for compressible
ﬂow. Treatment of the diﬃcult problem of the spontaneous formation of multiple
shock waves due to material instabilities is enabled with this approach. The method
allows the molecular dynamics simulation of the system under dynamical shock con-
ditions for orders of magnitude longer time periods than is possible using the popular
non-equilibrium molecular dynamics (NEMD) approach. An example calculations
are given for model potentials for silicon in which a computational speedups of 105
and 108 are demonstrated. Results of these simulations are consistent with the recent
experimental observation of an anomalously large elastic precursor on the nanosecond
timescale.
3.1 Introduction
Study of the propagation of shock waves in condensed matter has led to new dis-
coveries ranging from new metastable states of carbon[74] to the metallic conduc-
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tivity of hydrogen in Jupiter[48, 71] to the possibility of delivery of life to planets
via meteorite impact.[18] Shock waves are currently the only practical way to si-
multaneously probe the high temperature and high pressure behavior of matter, but
progress in understanding the microscopic details of shocked materials has been ex-
tremely diﬃcult. Highly non-equilibrium regions may exist that give rise to the
formation of unexpected metastable states of matter and determine the structure,
instabilities, and time-evolution of the shock wave.[34, 40, 65, 54] Some progress
in understanding these microscopic details can be made through molecular dynamics
simulations.[33, 20, 35, 26] The popular non-equilibrium molecular dynamics (NEMD)
approach to atomistic simulations of shock compression involves creating a shock on
one edge of a large system and allowing it to propagate until it reaches the other
side. The computational work required by NEMD scales at least quadratically in
the evolution time because larger systems are needed for longer simulations. When
quantum mechanical methods with poor scaling of computational eﬀort with system
size are employed, this approach to shock simulations rapidly becomes impossible.
Another approach that utilizes a computational cell moving at the shock speed has
the same drawbacks.[77] This Chapter presents a method which circumvents these
diﬃculties by requiring simulation only of a small part of the entire system. The ef-
fects of the shock wave passing through this small piece of the system are simulated by
dynamically regulating the applied stress which is obtained from a continuum theory
description of the shock wave structure. Because the size of the molecular dynamics
system is independent of the simulation time in this approach, the computational
work required to simulate a shocked system is nearly linear in the simulation time,
circumventing the scaling problems of NEMD.
Molecular dynamics simulations have been performed that utilize a shock Hugoniot-
based thermodynamic constraint for the temperature at ﬁxed volume.[41] This ap-
proach is a thermodynamic one for a single shock wave and fails to capture the
spontaneous formation of multiple shock waves and dynamical eﬀects like long-lived
metastable phases, elastic-plastic phase transitions and chemical reactions, which are
ubiquitous in shocked condensed matter. The new method outlined in this Chapter
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is a method for the dynamical simulation of shock waves that solves these problems.
It enables the dynamical simulation of shock waves in systems that have material in-
stabilities which lead to the formation of multiple shock waves and chemical reactions
that can change the speed of shock propagation with time. It is a tractable method
that requires no a priori knowledge of the system phase diagram, metastable states,
or sound speeds.
3.2 Method for simulation of a single shock wave
We model the propagation of the shock wave using the 1D Euler equations for com-
pressible ﬂow, which neglect thermal transport,
dρ
dt
+ ρux = 0 (3.1)
du
dt
+ vpx = 0 (3.2)
de
dt
+ p
dv
dt
= 0 (3.3)
Here u is the local speed of the material in the laboratory frame (particle velocity),
v is the speciﬁc volume, ρ = 1/v is the density, e is the energy per unit mass, and p
is the negative component of the stress tensor in the direction of shock propagation,
−σxx. The complete time derivatives are dfdt ≡ ft + ufx and subscripts denote partial
derivatives. These equations represent the conservation of mass, momentum, and
energy respectively everywhere in the wave. Neglecting thermal transport in high
temperature shocks is valid in systems where electronic mechanisms of heat conduc-
tion are not important, i.e. usually less than a few thousand K in insulators.[76]
While continuum theory is not rigorously applicable at elastic shock fronts which can
be atomistically sharp, the correct dynamics will be approximated in these special
regions. We seek solutions of these equations which are steady in the frame of the
shock wave moving at speed vs. We consider the variables to be functions of x− vst,
in which case ∂
∂t
becomes −vs ∂∂x . This substitution, and integration over x yields a
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variation of the Hugoniot relations,
u = vs
(
1− ρ0
ρ
)
, (3.4)
p− p0 = vs2ρ0
(
1− ρ0
ρ
)
, (3.5)
e− e0 = p0
(
1
ρ0
− 1
ρ
)
+
vs
2
2
(
1− ρ0
ρ
)2
. (3.6)
Variables with subscripts 0 are the values before the shock wave, and we have chosen
u0 = 0, i.e. the material is initially at rest in the laboratory frame. In the language
of shock physics, Eq. 3.5 for the pressure is the Rayleigh line and Eq. 3.6 for the
internal energy is the Hugoniot at constant shock velocity. These equations apply to
a system which has a time-independent steady-state in the reference frame moving
at the shock speed vs.
For the molecular dynamics simulation, we employ the Lagrangian,
L = T
(
{˙ri}
)
− V ({ri}) + 1
2
Qv˙2 +
1
2
vs
2
v20
(v0 − v)2 + p0(v0 − v) (3.7)
where T and V are kinetic and potential energies per unit mass, and Q is a mass-like
parameter for the simulation cell size. It can be seen that Eq. 3.7 implies Eq. 3.6
when v˙ = 0 because T + V = e. The equation of motion for the system volume is,
Qv¨ =
∂T
∂v
− ∂V
∂v
− p0 − vs
2
v20
(v0 − v) (3.8)
which reduces to Eq. 3.5 when v¨ = 0. We use the scaled atomic coordinate scheme
of Ref [1] to deal with the variable computational cell size. This scheme introduces
a volume dependence for T and V . Strain is only allowed in the shock direction,
i.e. v0 − v = −xxv0 where xx is the uniaxial strain. The pressures in Eq. 3.8,
including the thermal contribution, are taken to be the uniaxial x component of
stresses. Computational cell dimensions transverse to the shock direction are ﬁxed,
as in NEMD simulations. This approach allows the simulation of shocks propagating
in any direction which is diﬃcult or impossible with NEMD.
58
Simulation of a single shock wave may be accomplished by dynamically varying
the uniaxial strain of the system according to Eq. 3.8. By choosing a small represen-
tative sample of the shocked material, it is assumed that stress gradients and thermal
gradients in the actual shock wave are negligible on the length scale of the sample
size. While the thermal energy is assumed to be evenly distributed throughout the
sample, thermal equilibrium is not required.
To simulate a shock to a given pressure, the initial state parameters which deﬁne
the MD constraint in Eq. 3.7 are chosen (ρ0, p0, e0.) A guess for vs is made for the
constraint to take the system to the desired ﬁnal pressure. If the ﬁnal pressure is
other than the desired one, improved guesses for vs can be made and simulated again
until the desired vs is determined. The ﬁnal shock pressure increases with increasing
vs. The simulation of a shock to a given particle velocity using this approach is a
straightforward extension.
3.3 Stability of simulated waves
There are two criteria for the mechanical stability of a shock wave.[15] The ﬁrst one
requires vs > c0, where c0 is the speed of sound in the pre-shocked material. The
second criterion requires u1 + c1 > vs, where the subscript 1 denotes the post-shock
state.
The constraints of Eq. 3.5 and 3.6 take the system through states which satisfy
these stability criteria. The line between points A and E in Figure 3-1 depicts a
Rayleigh line for a single shock on a Hugoniot. Points A and E are stationary points
of Eq. 3.8. The Rayleigh line slope magnitude must be greater than the Hugoniot
slope at point A to be an unstable stationary point of Eq. 3.8, and vice-versa at point
E to be a stable point of Eq. 3.8. These conditions are required for the compression
to proceed up along the Rayleigh line.
The Hugoniot and isentrope have a ﬁrst-order tangent at point A. Therefore the
stability condition c0 < vs is automatically satisﬁed at point A if compression proceeds
up along the Rayleigh line since the Rayleigh line slope is −v2s
v20
and the Hugoniot
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Figure 3-1: Rayleigh lines on a hypothetical Hugoniot.
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slope is − c20
v20
. Furthermore, since the Rayleigh line slope magnitude is less than the
Hugoniot slope at point B, it can be shown that u1 + c1 > vs which is the other
stability condition. Therefore the constraint Eq. 3.8 has stable points only where the
shock waves are stable.
3.4 Treatment of multiple shock waves
The above method describes the simulation of a single stable shock wave. However,
it is not always possible to shock to a given pressure or particle velocity using this
technique. For example, Figure 3-1 shows how it may not be possible to connect a
straight Rayleigh line to all ﬁnal pressures when there is a region of negative curvature
in the Hugoniot, d
2p
dv2
< 0. Such regions of negative curvature are common in condensed
phase materials and may be a result of phase transformations or may be the shape
of a single phase Hugoniot. In Figure 3-1, it is not possible to connect state A to
any state between B and D with a straight Rayleigh line. Therefore it is not possible
for a single shock wave to compress the system to a pressure between that of states
B and D. While a single Rayleigh line is insuﬃcient to meet the pressure boundary
condition in this region, two Rayleigh lines are suﬃcient. The ﬁrst goes from A to B
and is tangent to the Hugoniot at point B. This tangency implies uB + cB = vs,AB at
point B which is a point of instability. Therefore the wave from A to B terminates
and a second wave forms from B to C. The mechanical stability criteria are satisﬁed
at points A and C.
Figure 3-2 shows a ﬂowchart that illustrates how to determine the set of Rayleigh
lines that are stable and meet the boundary conditions without any a priori knowledge
of the system. A shock wave instability exists when the boundary condition falls
within a discontinuity in the set of ﬁnal pressures as a function of shock speed, as in
the inset ﬁgure in Figure 3-2. The existence of such a discontinuity can be determined
when suﬃcient trial values of vs have been simulated. If the boundary condition falls
within the discontinuity, the entire process is repeated with point B as the initial state
to ﬁnd the shock speed that meets the boundary condition. If further instabilities are
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Figure 3-2: Flowchart for simulation of a shock to a chosen pressure or particle
velocity boundary condition (BC). Instabilities due to regions where d
2p
dv2
< 0 along
the Hugoniot can give rise to a discontinuity in the inset plot.
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discovered that prevent the boundary condition from being met with a single shock,
the process is continued.
3.5 Time-dependence of the p-v space path
The formation and evolution of multiple waves becomes more complicated when chem-
ical reactions or phase transitions occur. Volume decreasing phase transformations
cause the pressure at point B in Figures 3-1 and 3-2 to decrease with time. Param-
eterization of the p-v space path with Rayleigh lines is valid when the timescale of
this pressure change is less than the time required for a material element to reach the
ﬁnal shocked state.
The rate at which the pressure at point B decreases can be determined using the
shock change equation.[32, 17] If we assume the internal energy is e = e(p, v, λ), where
λ is the reaction parameter for the phase transition, then the rate of pressure change
in the moving frame of the shock wave at the metastable point B is given by,
dp
dt
|vs =
ρ(u− vs)2αλ˙
2
. (3.9)
Here, λ ranges between 0 and 1, α = ρ ∂v
∂λ
|p,H , where H is the enthalpy, and we have
made use of the fact that vs − u = c =
√
∂p
∂ρ
|s,λ and ∂u∂p |Hugoniot = ∂u∂p |Rayleigh = 1ρ0vs
at the point of instability where the Hugoniot and Rayleigh lines share a common
tangent. We take the parameter αλ˙ to be δv
vδt
where δt is the time required for a
volume change δv at the start of chemistry or plastic deformation, which is taken to
be the point where the rate of simulation compression is slowest.
The approximation of the p-v space path by more than one Rayleigh line in the
case of volume decreasing reactions is justiﬁed when the Rayleigh lines do not change
appreciably during the simulation,
dp
dt
|vs <<
∆p
∆t
, (3.10)
where ∆p and ∆t are the pressure change and time duration of a given simulation
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respectively. In a two-shock wave, the time the system spends going from the initial
state to the ﬁnal state ∆t is a function of the shock speeds associated with each
wave, and is linear in time and the diﬀerence between wave speeds. In the long
time limit, dp
dt
|vs decreases exponentially with time.[15] Therefore, the Rayleigh line
validity condition is satisﬁed in the long simulation time limit. During times when
this condition is not satisﬁed, the p-v space path a material element follows is more
complicated than straight Rayleigh lines, but such situations are transient.
3.6 Application to an elastic-plastic transition in
silicon
As a ﬁrst illustrative example, we apply the new method to an elastic-plastic transition
in a model potential for silicon. The elastic-plastic transition is characterized by
irreversible deformation from the elastically strained material state. Elastic-plastic
transitions are common in most shocked solid phase systems.
Figure 3-3 shows shock speed as a function of particle velocity for shock waves
propagating in the [011] direction in silicon described by the Stillinger-Weber potential.[62]
This potential has been found to provide a qualitative representation of condensed
properties of silicon. Data calculated using the NEMD method are compared with
results of the new method presented in this Chapter. NEMD simulations were done
with a computational cell of size 920A˚ × 12A˚ × 11A˚ unit cells (5760 atoms) for a
duration of about 10-20ps. Simulations with the new method were done with a com-
putational cell size of 19A˚ × 12A˚ × 11A˚ unit cells (120 atoms). Both simulations
were started at 300K and zero stress. Since the NEMD simulations were limited to
the 10ps timescale by computational cost, simulations with the new method were
performed to calculate the Hugoniot on this 10ps timescale for comparison. The ﬁnal
particle velocity in these simulations was taken to be a point of steady state after a
few ps. The Rayleigh line validity condition Eq. 3.10 is satisﬁed for the simulations
performed in the two-shock regime, giving a typical value for dp
dt
|vs of 0.1 GPa/ps,
64
1.4 1.6 1.8 2 2.2 2.4 2.6
Particle velocity (km/sec)
4
6
8
10
Sh
oc
k 
sp
ee
d 
(km
/se
c)
NEMD elastic (240x3x2)
this work, elastic (5x3x2)
NEMD plastic (240x3x2)
this work, plastic (5x3x2)
this work (5 ns) plastic
Figure 3-3: Comparison of calculated Hugoniots for the NEMD approach and the
method presented in this Chapter for roughly 10 ps runs. Note the ability to utilize
much smaller computational cell sizes with the new method. Also included is one
data point for a 5 ns simulation using this work which would be prohibitive with
NEMD requiring a factor of 105 increase in computational eﬀort.
while ∆p
∆t
is always greater than 0.5 GPa/ps for all simulations in Figure 3-3.
Figure 3-3 indicates a single shock wave exists below 1.9 km/sec particle velocity.
Above this particle velocity, an elastic shock wave preceeds a slower moving shock
characterized by plastic deformation. Agreement between the two methods is good
for all regions except for the plastic wave speed for particle velocities less than 2.1
km/sec. The wide range of values for the plastic wave speeds in NEMD simulations in
this regime is due to lack of adequate simulation time to reach a steady state plastic
wave speed. Plastic deformation occurs slowly in NEMD simulations in this regime,
while it tends to occur all at once in the relatively small simulation cell used for the
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new method. Therefore the new method tends to reach the ﬁnal particle velocity
more quickly than the NEMD simulations. Better agreement on short timescales in
this regime can be obtained by conducting longer NEMD simulations and by using a
larger simulation cell for the new method simulations.
One of the primary advantages of using the method outlined in this Chapter is
the ability to simulate for much longer times than is possible with NEMD. As an
example, Figure 3-3 shows the result of a 5 ns simulation performed along a Rayleigh
line corresponding to a shock speed of 10.3 km/sec. The uniaxially compressed elastic
state required 5 ns to undergo plastic deformation. The diﬀerence in particle velocity
between the 10 ps and 5 ns simulations at this shock speed is 0.8 km/sec, suggesting
that the elastically compressed state is metastable with an anomalously large lifetime.
This is consistent with experimental observations of shocked silicon that indicate an
anomalously high pressure elastic wave exists on the nanosecond timescale.[40] In
addition to the simulations performed with the Stillinger-Weber potential, we have
performed more accurate tight-binding[57] 120 atom simulations using the method of
this Chapter that also suggest an anomalously high pressure elastic wave precursor
exists on the 10 ps timescale.
This simulation done with NEMD would require more than 5 ns simulation time
due to the time required for the equilibration of the ﬁrst and second wave speeds
according to Eq. 3.9. For an O(N ) method of force evaluation, the computational
cost of this simulation with the NEMD method would be at least 105 times greater,
and therefore not tractable.
3.7 Simulation of double shock waves with a bound-
ary condition
The simulation of a shock wave that leaves the material at a particular ﬁnal particle
velocity or pressure is of particular interest in making contact with experiments.
Gun experiments and NEMD simulations usually apply a constant particle velocity
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boundary condition at the edge of the material.
When chemical reactions are present, the method for performing simulations to a
given pressure or particle velocity depends on the sign of the volume change due to
chemical reactions. If the chemical reactions result in an increase in volume, there are
no shock instabilities and a single Rayleigh line solution is still valid. If the chemical
reactions result in a decrease in volume, there may be an instability and a formation
of a new shock. The strategy for performing these simulations involves doing multiple
simulations with each one starting in the material pre-shocked state and each one of
longer duration than the previous simulation. Each successive simulation employs a
series of Rayleigh line constraints designed to take the system to the ﬁnal boundary
condition.
The bottom of Figure 3-4 shows a schematic of the evolution of a shock wave
propagating in a system with a volume-reducing phase transformation. A ﬁxed pres-
sure is applied to the left side which launches a single shock wave. As the phase
transformation occurs, a second shock wave forms which lowers the pressure of the
ﬁrst wave. The material in the ﬁrst wave is in phase 1, and the second wave consists
of material in phase 2.
The top of Figure 3-4 shows Hugoniots and Rayleigh lines for this hypothetical
two phase system. In this case, the p− v space path through which a small piece of
material evolves is a function of how long the shock has been propagating. At any
given point in the shocked material, we approximate this path as a series of Rayleigh
lines where the single wave constraint Equation 3.8 applies in the volume region of
applicability of each Rayleigh line.
Suppose a single shock is simulated to state B in phase 1 with a constant pressure
post-shock boundary condition. However, phase 1 is metastable at this pressure and
decays to phase 2 with some characteristic timescale. When this transition occurs,
point B becomes an unstable point of Equation 3.8 and compression occurs. Since
the transition initially occurs at the constant boundary condition pressure, point B
also becomes a region of negative curvature along the Hugoniot which gives rise to a
shock wave instability and splitting. Therefore a newly formed wave takes the system
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Figure 3-4: Example of shock wave evolution into two waves via a metastable state.
Rayleigh lines are drawn on a hypothetical two-phase diagram above, and pressure
proﬁles of the shock waves at instants in time are given below.
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from B to D, the dotted green line. As time progresses, this chemical reaction drains
energy from the ﬁrst shock wave which lowers its shock speed (red lines). The change
in shock speeds is simulated by starting a new simulation in state A subject to the
constraints of the red Rayleigh lines. This is equivalent to simulation of a material
element farther away from the constant pressure source which launches the shock.
The applicability of the approach outlined in this Chapter to shock wave sim-
ulation is only strictly rigorous in the case where steady waves exist. In the case
discussed in this section, chemical reactions that have not reached completion can re-
sult in unsteady waves. Some assumptions are required to treat such waves using this
approach. It is necessary to assume that chemical reactions behind the shock occur
at successively slower rates. Since successive simulations model the shock eﬀects on
a material element further away from the surface where the shock is initiated, as in
Figure 3-4, chemistry that occurs nearer the surface where the shock was initiated
is ignored. This approximation can be justiﬁed if each successive simulation has a
longer duration than the previous one, which means neglected chemistry occurring in
material closer to the origin of the shock wave occurs in a smaller amount of material
than the current simulation encompasses.
There is some ambiguity about when to begin a new simulation when a boundary
condition has been deviated from in a given simulation, but when the boundary
condition is met and the Rayleigh line validity condition Equation 3.10 holds, the
simulation is valid.
3.7.1 Another silicon application: Transition to a metastable
state
This section presents some preliminary results of simulations based on the ideas of
the previous section regarding the simulation of shock waves to a given boundary
condition. We focus here on crystalline silicon as an exemplary material where the
accurate treatment of extreme atomic scale phenomena is diﬃcult and requires the use
of quantum mechanical approaches. Silicon has a complex phase diagram with many
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Figure 3-5: Volume and temperature of the shocked material as a function of time.
metastable structures, allowing for the possibility that the system can be shocked into
a metastable state. Shock experiments that have been performed on the diamond
phase of silicon indicate an orientational anisotropy in the shock wave structure.[23]
Spontaneous shock wave splitting is observed in these experiments, although the
underlying states of matter which give rise to these waves is not known.
The tight binding model for silicon of Sawada[57] was employed with the new
method. A computational cell with 108 atoms was used to simulate shocks to a pres-
sure of 32GPa in the [111] direction of the diamond phase. The calculations were
performed with the system conﬁned in the direction of shock compression between
two “pistons” of silicon atoms ﬁxed in the diamond structure with periodic boundary
conditions in the direction transverse to the shock propagation direction. Some ve-
locity dependent damping is applied to the equation of motion of atoms constrained
in the pistons.
problems.
The volume and temperature as functions of time are depicted in Figure 3-5. The
initial temperature is 600K and ﬁnal pressure is 32 GPa. Figure 3-6 presents the p−v
paths for simulations at successively later times. The constraint Rayleigh lines are
shown in red and the simulation trajectory for the last simulation is in black.
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Using the method outlined above for determination of a region where a Rayleigh
line is tangent to the Hugoniot, it was determined that three shock waves exist of
speeds 11.1, 9.9, and 8.4 km/sec that result from regions of negative curvature in the
Hugoniot for uniaxial compression of the diamond phase. In these waves, the system
is compressed without plastic deformation as in Figure 3-1. These wave splittings
are due to the presence of regions in the phase diagram of the diamond phase where
∂2p
∂V 2
|Hugoniot < 0 for uniaxial compression in the [111] direction. It is possible that
these waves are artifacts of the “piston” boundary conditions employed, but their
presence does not have a signiﬁcant eﬀect on the metastable phase observed. Rather
than simulate each of these shock waves separately, we have simulated the entire
structure in each molecular dynamics run by increasing each shock wave speed by 0.1
km/sec so that there is little or no time spent in the states between waves.
The ﬁnal shock wave consists of a martensitic phase transformation to a metastable
6-fold coordinated structure, followed by a transformation to a disordered phase for
the remainder of the simulation. Before addressing the nature of this six-fold coordi-
nated phase, we discuss the time-evolution of the third elastic wave due to the phase
transformation.
Parameters and results of the molecular dynamics simulations and are given in
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shock wave speed pressure volume lifetime τ
1 11.1 7.5 131 -
2 9.9 26.7 119.6 -
3 8.6 32 115.8 43
4 1 32.2 107 81
3 8.44 31 116.6 114
4 2.2 32.2 105 49
3 8.43 30 117 133
4 2.9 32.2 106 >239
3 8.42 29.1 117.9 297
4 3.45 32.1 106 72
Table 3.1: Pressure and volume regions of applicability for each of the four shock
waves observed at successively later points in time. The ﬁrst three waves are elastic
and the fourth is the transformation to the six-fold coordinated phase. Speeds are
km/sec, volumes are atomic units per atom, pressures are in GPa, and times are
picoseconds.
Table 3.7.1. Since this transformation appears to be of a martensitic type, the ap-
plicability of Equation 3.9 is suspect because it is based on continuum theory which
assumes that the reaction is described by a continuous reaction parameter, or there is
at least a mixed phase region in the case of a martensitic transformation. Therefore,
it is diﬃcult to make a deﬁnitive statement about the validity of the Rayleigh line
parameterization in this martensitic case. Use of a larger simulation cell may alleviate
this problem by giving rise to a mixed phase region which will make Equation 3.9
more applicable.
This simulation is of the evolution of the shocked system on the 100 picosecond
timescale, which is two orders of magnitude longer than would be possible with the
non-equilibrium molecular dynamics simulation of the entire shock wave structure.
The computational work required for the order N3 method of force evaluation for this
tight binding model to do this simulation with non-equilibrium molecular dynamics
shock wave approach is about 108 times greater. This is another illustration of the
tremendous power of this new method.
The 6-fold coordinated structure formed in the ﬁnal wave is shown in Figure 3-7
looking down the [110] axis. This phase has bonding structure similar to the diamond
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Figure 3-7: Molecular dynamics snapshot of the metastable six-fold coordinated phase
viewed down the [110] direction. Bonds down the [110] direction distinguish this phase
from the diamond structure. Some of these bonds are missing, resulting in ﬁve-fold
coordinated atoms.
phase but possesses additional bonds connecting all atoms down the [110] axis, al-
though some of these bonds are missing, resulting in ﬁve-fold coordinated sites. These
missing bonds are presumably associated with crystal defects.
The six-fold coordinated phase was also observed to form in a larger computa-
tional cell with 216 atoms under a constant uniaxial stress of 35 GPa. The phase
transformation was initiated away from the “piston” boundaries ﬁxed in the diamond
phase, which suggests it is not likely an artifact of that particular type of boundary
condition. Further evidence was seen in non-equilibrium shock molecular dynamics
simulations of shocks in the [111] direction with piston velocities from 1.7 kmps to
2.0 kmps. These simulations only lasted 1 picosecond, but the six-fold coordinated
phase is observed near the piston which launches the shock. Non-equilibrium shock
molecular dynamics simulations with a small shear velocity of 0.2 km/sec in the [11¯0]
direction produced more volume of the six-fold coordinated phase before the end of
the simulation. This shear direction brings atoms along the [110] direction closer to
each other. A small amount of the same shear strain occurred during the martensitic
phase transformation in the simulation using the new method. Such shear strain is
not considered in Equation 3.8 and may be present the shock wave propagating in a
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direction other than the [111] direction. The further interpretation of the formation
of this metastable state may require closer consideration of this issue.
The metastability of the six-fold coordinated phase for short times in the simula-
tions non-hydrostatic stress conditions does not necessarily imply it is also metastable
under hydrostatic stress. Density functional theory calculations on the six-fold coordi-
nated phase indicate that it is probably very short lived or unstable under hydrostatic
stress, although it is metastable under small amounts (1-2 GPa) of shear stress. [56]
This phase has a very soft phonon mode which can relax the system to the simple
hexagonal phase or the Imma space group phase[46] under hydrostatic conditions.
The non-hydrostatic unit cell is body-centered orthorhombic with the same basis
atoms as the experimentally identiﬁed Imma structure, but the shortest lattice vec-
tor for the experimentally observed Imma phase is the longest for the phase observed
here, which suggests a diﬀerent bonding structure.
The six-fold coordinated phase observed here seems to have a lifetime on the order
of 100 picoseconds, which might make it diﬃcult to detect experimentally. Another is-
sue in the observation of this short lived phase is the role of plastic deformation. None
was observed in the simulations until the formation of the six-fold coordinated phase.
Over longer time scales, plastic deformation is expected to occur at lower pressures
which might preclude this high pressure martensitic transformation directly from the
diamond phase. Experiments done on longer time scales suggest the Hugoniot elastic
limit for silicon is in the 5-10 GPa range. In addition to the relatively short time scale
simulations performed here, the ﬁnite size of the computational cell may enhance the
resistance of the material to plastic deformation. Nevertheless, there is some experi-
mental evidence for the lack of plastic deformation on nanosecond time scales in the
work of Loveridge-Smith, et al.[40] xray diﬀraction was performed on diamond phase
silicon shocked in the [001] direction to uniaxial strains of up to 11%. No plastic
deformation was observed during the several nanosecond observation time.
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Chapter 4
The color of shock waves in
photonic crystals: Adiabatic eﬀects
in shocked photonic crystals
Unexpected and stunning new physical phenomena result when light interacts with
a shock wave or shock-like dielectric modulation propagating through a photonic
crystal. These new phenomena include the capture of light at the shock wave front
and re-emission at a tunable pulse rate and carrier frequency across the bandgap,
and bandwidth narrowing as opposed to the ubiquitous bandwidth broadening; these
phenomena occur while maintaining quantum coherence. These eﬀects do not occur
in any other physical system, and are all realizable under experimentally accessible
conditions. Furthermore, their generality make them amenable to observation in a va-
riety of time-dependent photonic crystal systems, which has signiﬁcant technological
implications.
4.1 Introduction
Photonic crystals[73, 31, 30] are a promising and versatile way to control the propaga-
tion of electromagnetic radiation. Nevertheless, very little attention has been given to
the eﬀects of non-stationary photonic crystals on electromagnetic radiation propaga-
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tion. It has been shown that the frequency of light can be changed across a bandgap
in a photonic crystal which is physically oscillating.[60, 61] However, the frequency
of oscillation is required to be of the order of the bandgap frequency in the photonic
crystal. Such oscillation frequencies are impossible for light of 1µm wavelength.
In this paper, we consider the inﬂuence of a propagating shock-like modulation
of the dielectric in a photonic crystal on the electromagnetic radiation inside. This
scenario can cause light to be trapped at the shock front and transferred in frequency
from the bottom of a bandgap to the top or vice-versa. The frequency conversion
can be accomplished in an adiabatic fashion arbitrarily slowly and therefore does
not require the movement of material at speeds near that of light. We will also
demonstrate anomalous Doppler shift eﬀects involving reverse single frequency shifts
and/or multiple frequency generation. Furthermore, we present techniques which
allow the bandwidth of a pulse of light to be increased or decreased by orders of
magnitude. These last three eﬀects arise when light reﬂects from the moving shock-
like modulation of the dielectric.
There is no non-quantum mechanical way, that we are are of, to signiﬁcantly nar-
row the bandwidth of a wavepacket, and changing the frequency of light an arbitrary
amount with high eﬃciency is a challenging problem. Acousto-optical modulators can
change the frequency by a part in 10−4, but larger changes in frequency are desirable
for most applications. Non-linear materials can be used to produce large changes in
light frequencies through multi-photon combination. However, high intensities are
required and the frequencies produced are still limited by the range of input frequen-
cies and phase-matching constraints. Production of an arbitrary frequency shift in a
given system is not possible.
Of additional interest in optical applications is the ability to trap and manipulate
pulses of light. Few technologies exist to trap 100% of the energy of a pulse of light for
a period of time which is determined while the light is trapped. Existing approaches
for stopping light for a period of time require the presence of materials which are
orders of magnitude colder than room temperature.[38, 53] We describe here a new
physical phenomenon associated with a shock-like modulation of the photonic crystal
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dielectric that enables light to be trapped for a controlled period of time.
4.2 Computational Experiments
In this section we present an overview and brief discussion of our results from com-
putation experiments. A thorough analysis and explanation of these results will be
given in the following sections.
To explore the phenomena associated with light scattering from a shock-like wave
in a photonic crystal, we perform ﬁnite diﬀerence time domain (FDTD)[63] simu-
lations of Maxwell’s Equations in one dimension, single polarization, and normal
incidence for a system described by a time-dependent dielectric (x, t).
A typical shock-like proﬁle considered in this work is depicted in Figure 4-1. It
corresponds to the dielectric function given by,
(xˆ =
x
a
, tˆ =
ct
a
) = 6 + 7 sin
[
π
(
3xˆ− v
c
tˆ
)
− π
γ
log
(
2 cosh
(
γ
(
xˆ− v
c
tˆ
)))]
, (4.1)
where v is the shock speed, and a is the period of the pre-shocked crystal. The
photonic crystals on both sides of the shock front have periodic variations of  ranging
from 1 to 13. The thickness of the shock wave front is given by γ−1, which we take
to be 0.05. Figure 4-1 describes this shock wave propagating to the right, leaving a
compressed lattice behind. The shocked lattice is identical to the original but with a
smaller lattice constant. In this case, the shock wave compresses the lattice by a factor
of two. This choice of large compression is for illustrative purposes only. The observed
phenomena are reproducable using scenarios with considerably less compression, to
be discussed later. The interface moves at the shock speed v and the material behind
also moves uniformly at a slower speed known as the particle speed. The particle
speed is v
2
in this case.
The bandgaps for the crystals which exist in front of and behind the shock front
are depicted in Figure 4-2. Note there is an overlapping bandgap which extends over
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the adiabatic evolution of the modes for the lowest two bands.
the entire crystal formed by the second bandgap on the right and the ﬁrst bandgap
on the left.
Consider now electromagnetic radiation incident from the right (opposite to the
direction of shock propagation) with frequency just below the second bandgap as
shown in Figure 4-2. Under certain conditions, we ﬁnd that some of this radiation is
converted up in frequency to the top of the bandgap where it propagates away from
the shock. For example, Figure 4-3 shows the magnetic ﬁeld for a simulation where
the shock front (dashed line) propagates to the right with v = 3.4×10−4c. The panels
in Figure 4-3 are obtained by Fourier transforming the magnetic ﬁeld over windows
of time (∆t = 200a/c) centered at the times shown in the upper right corners. Light
is initially spatially contained in a Gaussian distribution centered around x/a = 40
at the band edge frequency. As the Gaussian distribution moves and broadens to
the left, most of the incident light is trapped in a localized state at the shock front
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in the overlapping bandgap frequency region of the two photonic crystals. While
it is trapped, it evolves up in frequency through the pre-shocked bandgap and is
released to the right of the shock with about 20% change in frequency in this case.
The amount of frequency shift in this example can be tuned by adjusting the size of
the bandgap of the pre-shocked crystal. The shock wave propagates about 0.5a in
Figure 4-3, and this frequency conversion process is observed once for every lattice
unit the shock wave traverses, resulting in a pulsed output for a continuous wave
input. The pulse rate can be controlled with the shock speed. Qualitatively similar
eﬀects were observed for a slower shock velocity of v = 3.4× 10−5c.
An additional consequence of this scenario is the localization of light for a con-
trolled period of time. If the speed at which the shock-like interface moves can be
controlled, then the light can be conﬁned in the gap region for a time that is deter-
mined by that shock speed. Note that the propagation speed of light is near zero while
trapped at the shock front, which may have useful applications in telecommunications
or quantum optics.
Figure 4-4 contains results of a simulation similar to that in Figure 4-3, but with
a faster moving shock front of v = 3.4 × 10−3c. Light in this simulation starts out
as a Gaussian centered at x/a = 220 with the bandgap edge carrier frequency. The
Fourier transform of magnetic ﬁeld which produced this Figure utilized a longer time
period (∆t = 6000a/c) than those of Figure 4-3 and shows the entire upconversion
of light from below the gap to the top of the gap as the shock front passes through
several lattice periods. The light trapped at the shock front appears to exist in
discrete frequencies and escapes at the top of the gap in discrete frequencies. This
discretization can be loosely interpreted as a result of repeated bounces of the light
between the moving material on the left and the ﬁxed material on the right, and is
commensurate with the periodic nature of the pulsed output. The interpretation of
the output light in Figures 4-3 and 4-4 as equally-spaced discrete frequencies or pulses
is a matter of frequency resolution in the detection apparatus.
The frequency of the localized state at the shock front observed in Figure 4-3 is
well deﬁned in the limit of a slowly propagating shock where dω
dt

 ω2. However,
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for shock speeds suﬃciently fast for this condition to break down, the localized mode
possesses an eﬀective bandwidth which is on the order of the bandgap frequency
width. Figure 4-4 is approaching this regime, where it is almost more appropriate
to think of the light continuously moving up through the bandgap rather than in a
pulsed fashion as in Figure 4-3.
The shock-like dielectric modulation of Figure 4-1 can also be used to narrow the
bandwidth of a pulse of light. This is accomplished by conﬁning the light between
the moving shock front on the left and a reﬂecting surface of the right. Figure 4-5
contains results of such a simulation where the bandwidth of input light is reduced
by a factor of 4. The shock is moving with v = 10−4c and γ−1 = 2. The narrowing
process can become more eﬀective for slower shock velocities, larger simulation cells,
and narrower initial bandwidths.
4.3 Analysis
4.3.1 Simple adiabatic theory
The phenomena observed in Figures 4-3 and 4-4 can be largely understood by con-
sidering the time-evolution of the various allowed modes as the shock propagates.
Each time the shock wave propagates through one lattice unit, the crystal on the
right in Figure 4-2 is reduced in length by one lattice unit and the crystal on the
left is increased by one lattice unit. Since the number of allowed values of k in a
band is equal to the number of lattice periods in the crystal (ignoring polarization
degeneracy,) each time the shock wave passes over one lattice unit, the number of
states in each band in the pre-shocked crystal must decrease by one and increase
by one in the post-shocked crystal. This transfer process is indicated by the mode
movement arrows in Figure 4-2 for the lowest two bands. Note that to accomplish
this in the case of the second band, it is necessary for a mode to move up through
the overlapping gap formed by the 2nd bandgap in the preshocked region and the 1st
bandgap in the postshocked region.
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Indeed, the large frequency changes in Figures 4-3 and 4-4 are a direct result of
the adiabatic evolution of the light through this overlapping bandgap. The light is
essentially trapped in a cavity which is “squeezed” as the shock compresses the lattice,
thereby increasing the frequency. This occurs once each time the shock propagates
through a lattice unit.
While a signiﬁcant change in the frequency of electromagnetic radiation through
mechanical means usually requires the interaction with objects that are moving at a
signiﬁcant fraction of the speed of light, the adiabatic approach does not have this
requirement. The adiabatic nature of the evolution of the radiation up in frequency
through the total system bandgap has the property that it can be done arbitrarily
slowly with the same large shifts in frequency. This key physical mechanism liberates
the shocked photonic crystal from the impossible task of interface propagation near
the speed of light. Finally, we note that a time-reversed, frequency lowering eﬀect
also occurs in this adiabatic picture.
4.3.2 Non-adiabatic theory
The adiabatic picture is valid as long as the scattering processes involved with the
incident light reﬂecting from the shock wave do not introduce frequency components
that are signiﬁcantly outside the original input pulse bandwidth. Therefore, the more
time the incident light spends interacting with the shock front, the more likely it is
for this condition to hold.
To develop a non-adiabatic theory, we focus on a scenario where the incident light
is at a frequency that falls within the gap of the compressed crystal. Far away from
the shock front, the electric ﬁeld in the pre-shocked photonic crystal is given by,
E (x, t) = E0e
ikxwk,n(x)e
−iωt, (4.2)
where k and n denote the translational and band indicies, and wk,n (x) has the peri-
odicity of the lattice, wk,n (x+ a) = wk,n (x).
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Since the frequency of the incident light lies within the bandgap of the com-
pressed photonic crystal, an eﬀective model of the shock front is a mirror with a
space-dependent dependent E ﬁeld reﬂection coeﬃcient, R(x), where x is the mirror
position. R has the property that |R(x)| = 1 since the incident light reﬂects from the
bandgap of the post-shocked crystal. In general R has some frequency dependence
but we will consider the bandwidth of the incident light suﬃciently small to neglect
it. If the shock front is stationary, the boundary condition in terms of incident and
reﬂected light is,
E1e
ik1xwk1,n(x)e
−iω1t = E0R(x)eik0xwk0,n(x)e
−iω0t, (4.3)
where k0 and k1 correspond to the incident and reﬂected states respectively, and E0
and E1 are constants.
For light near the band edge at k = 0, the frequency has the form ω = ω0 + αk
2.
This substitution can be made without loss of generality because the condition near
any band edge can be obtained by considering k → k − kedge and a redeﬁnition of
the function wk,n(x). If we assume that the shock is moving suﬃciently slowly that
the reﬂected light has the form of a single Bloch state, we can make the substitution
x→ x0 − vt to obtain a relation for the boundary condition at the shock front. This
gives,
E1(t)
E0
= ei(αk
2
1−αk20)te−i(k1−k0)(x0−vt)R(x0 − vt)
[
wk0,n(x0 − vt)
wk1,n(x0 − vt)
]
, (4.4)
where E1(t) now has some amplitude time-dependence due to the term in brackets.
It can be shown that near a band edge where k is small,
wk,n(x) ≈ ikun(x) + d
dx
un(x), (4.5)
where un(x) has the periodicity of the lattice and is independent of k. We can simplify
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Equation 4.4 by noting that when k1uk1,n(x0− vt)
 ddxuk1,n(x0− vt) and likewise for
k0, the term in brackets in Equation 4.4 is unity, and E1(t) is time-independent. Since
we consider small k near the Brillouin zone center, this should be the case most of the
time. If we now also take R(x) = −1 as for a metallic mirror, the time-dependence
of Equation 4.4 must satisfy,
αk21 − αk20 + (k1 − k0)v = 0. (4.6)
This gives a frequency shift of,
ω1 − ω0 = v
2
α
+ 2vk0 =
v(v + vg,0)
α
. (4.7)
The last relation is given in terms of the group velocity deﬁned by vg =
dω
dk
=
2αk. The relation between incident and reﬂected group velocities can be expressed as
vg,1 = −2v−vg,0. If v < 0 and vg,0 < 0, the mirror is moving to the right and incident
light propagates to the left.
There are two remarkable features of Equation 4.7. The ﬁrst is that in the slow
velocity limit where |2vk0|  |v2α |, the Doppler shift 2vk0 is much smaller in magnitude
than the usual vacuum Doppler shift 2v(k0 − 2π/a) because k0 
 2π/a near the
Brillouin zone center. The second notable feature is that for v < 0, above the bandgap
where α > 0 the Doppler shift is positive, whereas below the bandgap where α < 0
the Doppler shift is negative. Therefore incident light is Doppler shifted away from
the bandgap region on both sides of the bandgap.
It is interesting to note that the term in brackets in Equation 4.4 changes phase
slowly except when d
dx
un(x0 − vt) ≈ kun(x0 − vt), when the phase can change very
rapidly. This indicates that the reﬂected frequencies are very sensitive to the position
of the reﬂector in these special regions for light where |k| 
 2π/a. This property
could be useful in resolving the motion of objects which have oscillation amplitudes
much smaller than the wavelength of the light they are reﬂecting, or for mechanical
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modulation of optical signals.
4.3.3 Connection between non-adiabatic and adiabatic the-
ory
Consider the non-adiabatic model associated with the scenario of Figure 4-1. We
will now show that in the limit v → 0, the non-adiabatic model reduces to the
adiabatic limit and provides some new physical insight. As we previously discussed,
the adiabatic limit is achievable by increasing the time the incident light spends
interacting with the shock front. Therefore, we take the adiabatic limit by considering
the eﬀect of repeated bounces of the light from the slowly moving reﬂector where each
bounce is described by Equation 4.4. We assume that the light bounces between the
slowly moving reﬂector and a ﬁxed reﬂector positioned a distance L a away in the
crystal. Let R(x) ≡ eiθ(x), and let the term in brackets in Equation 4.4 be denoted
by eiP (x0−vt). Assigning unit magnitude for the term in brackets in Equation 4.4
is acceptable for all time in the limit of small v where k1 → −k0. Then the time
dependence of Equation 4.4 requires,
αk21 + k1v = αk
2
0 + k0v + θ
′(x0 − vt0)v + P ′(x0 − vt0)v, (4.8)
where θ and P have been linearized about t0, which is valid in the limit v → 0.
Primes denote derivatives. Then after p bounces of the light between the stationary
and moving reﬂectors,
αk2p + kpv = αk
2
0 + k0v −
p−1∑
j=1
2kjv +
p−1∑
j=0
(θ′(x0 − vtj)v + P ′(x0 − vtj)v) . (4.9)
The number of bounces of the light p that occur during a time a/v when the
reﬂector moves through one lattice constant is, p = avg
2Lv
. The variation of vg over this
time can be neglected in the limit L a.
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Taking the limits v → 0 (p→∞) and L
 a give,
αk2∞ = αk
2
0 +
vg
2L
∫ a
0
(θ′ (x0 + x) + P ′ (x0 + x)) dx.
The periodicity of the crystal gives the property that θ(x + a) − θ(x) = 2π- and
the periodicity of wk,n gives the property that P (x+ a)− P (x) = 2πm, where - and
m are integers. This substitution and some simpliﬁcation gives the ﬁnal result for the
adiabatic change in k during the propagation of the shock over one lattice constant,
∆k =
π(-+m)
L
. (4.10)
The integer m is related to the particular bandgap around which wk,n describes
states. It can be shown that for a sinusoidal dielectric, m = −1 above and below
the ﬁrst bandgap, m = −2 above and below the second bandgap, and so on. The
integer - is also related to the particular bandgap from which light is reﬂecting. For
a sinusoidal dielectric, - = 1 for the ﬁrst bandgap, - = 2 for the second, and so
on for the higher bandgaps. While quantum numbers are preserved in an adiabatic
evolution, the k values we refer to here change during an adiabatic evolution because
they are convenient labels, not quantum numbers.
When Equation 4.10 is applied to the scenario in Figure 4-2, -+m = 1− 2 = −1
which indicates that the k quantum number of light will adiabatically decrease one
k quantum for each lattice constant the shock wave moves. This is consistent with
the adiabatic picture presented above which shows that one mode of the system
must move up through the total system gap per lattice unit the shock traverses in
Figure 4-2. Furthermore, the invariance of the adiabatic picture to the details of
crystal structure provides a general proof that the above statements about m and -
hold for all crystals.
Another interesting case is when the shock interface separates two crystals of
diﬀering bandgap sizes such that light near the ﬁrst bandgap in the pre-shocked
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crystal reﬂects from the ﬁrst bandgap of the post-shocked crystal. In this case, -+m =
1 − 1 = 0 indicating there is no net Doppler shift for small shock velocities. This
absence has been observed in FDTD simulations.
While there are numerous ways to increase the bandwidth of a wave packet, there
are, to our knowledge, currently no non-quantum mechanical ways to decrease the
bandwidth. An important implication of this adiabatic evolution of light is that the
bandwidth of a pulse of light can be modiﬁed in a controlled fashion while bouncing
between the moving shock wave and a ﬁxed reﬂecting surface as in Figure 4-5. Equa-
tion 4.10 indicates the width of a wavepacket in crystal momentum space δk should be
preserved after many bounces because every k state moves by the same amount. The
dispersion relation near a band edge indicates the bandwidth δω for a wavepacket of
width δk is a function of k near the band edge, δω = 2αkδk. Therefore the bandwidth
of a pulse will be altered as it evolves through k-space during the bouncing. This fact
enables the compression of the bandwidth of a pulse of light to a vanishing amount in
the limits of a large separation between the two reﬂecting surfaces and slowly moving
shock front.
In Figure 4-5, a wavepacket of mean wavevector k is shifted up in frequency
toward the band edge, causing the bandwidth to decrease. The bandwidth is modiﬁed
without a very large change in average frequency. However, if the wavepacket reaches
the band edge, it will be trapped at the shock front and converted up in frequency
until it is expelled at the frequency of the top of the bandgap. In this case, there is a
large average frequency shift in addition to a narrowing in bandwidth. Both of these
eﬀects may have useful applications.
4.4 Practical considerations
The new physical phenomena presented in this work are quite general and also ob-
servable in 2D and 3D systems. The generalized shock-like proﬁles of the dielectric of
the type discussed in the previous sections may be generated by a variety of means.
It is possible to launch a physical shock wave into the photonic crystal. Materials
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are routinely shocked to GPa and higher pressures using lasers and gun facilities and
optical techniques involving the reﬂection of light from a moving shock front are used
as diagnostics in shock experiments.[24, 4] A photonic crystal with any type of struc-
ture may be used to observe the predicted eﬀects, including a multilayer ﬁlm. While
we have considered large compressions for illustrative purposes, the same phenomena
are readily observable with compressions of a few percent or less through the use
of deliberately designed defect bands or overlapping bandgaps formed by higher fre-
quency bandgaps in the pre and post-shocked crystals. Typical shock speeds of 104
m/sec and a readily achievable Q for the trapped mode of 103 are suﬃcient to observe
all the eﬀects described in this work. For example, a photonic crystal consisting of
a silicon/silicon-dioxide multilayer ﬁlm can be fabricated and shocked to a strain of
a few percent without signiﬁcantly increasing the material absorption or changing
the dielectric response. If light is shined into this shocked crystal with frequency
components within roughly 10−3ωedge of the lower edge of a higher bandgap ωedge
(e.g., the 30th bandgap, depending on the amount of strain), reﬂected light with a
frequency shift on the order of 1% will be observed. The pulse rate will be around
10GHz for light of wavelength 1µm. The bandwidth narrowing scheme as presented
in Figure 4-5 can also be realized with this system by making the photonic crystal 100
lattice units in length and shining the light into the side of the system at a shallow
angle so that it bounces between the shock front and other reﬂecting mirror surface
about 1000 times and then exits the system from the other side. For this scenario,
a bandwidth narrowing on the order of a factor of 10 is expected for input light, of
frequency ω, further from the bandgap edge and bandwidth 10−3ω.
Alternatively, materials which undergo a change in the dielectric constant under
an applied electric ﬁeld or applied change in temperature can be modulated in a time-
dependent shock-like fashion. Such an approach might make possible the control of
the shock velocity and shock front thickness through time-dependent control of the
local dielectric at all points in the system. Time-dependent changes in the dielectric
can also be generated using materials with a non-linear optical response. Finally,
MEMS devices provide an avenue for the generation of time-dependent eﬀects in
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photonic crystals. For example, the adiabatic transfer of light between the bottom
and top of a bandgap may be accomplished by varying the air spacing between two
photonic crystals of diﬀering lattice constants in an oscillatory fashion. As another
example, consider a rotating disk containing a spiral photonic crystal pattern. Small
millimeter diameter MEMS disks have been made to rotate at millions of RPM in
microengines.[39] Light reﬂecting from the edge of such a disk will see a dielectric
modulation identical to that of Figure 5-5 as viewed in a reference frame where the
shock front is stationary. This Figure will be discussed in the next Chatper. All of the
phenomena presented in this work may be realized using variations on this approach.
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Chapter 5
Anomalous Doppler eﬀects in
photonic crystals: Non-adiabatic
eﬀects in shocked photonic crystals
Reversed Doppler shifts have never been observed in nature and have only been
speculated to occur in pathological systems with simultaneously negative eﬀective
permittivity and permeability.[70, 3] This work presents a diﬀerent, new physical
phenomenon that leads to a reversed Doppler shift in light. It arises when light
is reﬂected from a moving shock wave propagating through a photonic crystal. In
addition to reﬂection of a single frequency, multiple discrete reﬂected frequencies or
a 10 GHz periodic modulation can also be observed when a single carrier frequency
of wavelength 1 µm is incident.
5.1 Introduction
In 1843, Johann Christian Doppler proposed an eﬀect whereby the frequency of waves
emitted from a moving object is shifted from the source frequency. The Doppler shift
phenomenon has since realized applications ranging from weather and aircraft radar
systems to satellite GPS to the measurement of blood ﬂow in unborn fetal vessels
to the detection of extrasolar planets. The Doppler eﬀect predicts that light shined
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by an observer onto an object moving toward him will be reﬂected with a higher
frequency. In this Letter, we show that the established theory behind the Doppler
shift breaks down for light reﬂected from a shock wave propagating in a photonic
crystal,[73, 31, 30] or material with a periodic modulation of the dielectric. We employ
detailed numerical simulations and analytical theory to prove that anomalous Doppler
shifts, both in sign and magnitude, can be observed. These eﬀects are realizable under
readily experimentally-accessible conditions.
5.2 Computational experiments
To explore the phenomena associated with light scattering from a shock wave in a
photonic crystal, we perform ﬁnite diﬀerence time domain (FDTD)[63] simulations
of Maxwell’s Equations in one dimension, single polarization, and normal incidence
for a system described by a time-dependent dielectric (x, t). These simulations solve
Maxwell’s equations with no approximations except for the discretization, and are
known to excellently reproduce experiments.
The eﬀects of a shock wave propagating in a 1D photonic crystal are shown in
Figure 5-1. The pre-shocked crystal (on the right) is comprised of two materials with
identical bulk moduli (and therefore identical sound speeds) but diﬀering dielectric.
One layer has length d1 = 0.2a and the other has length d1 = 0.8a, where a is the pre-
shock lattice constant. The compression of the lattice by the shock wave has two key
eﬀects on the photonic crystal: the lattice is compressed and the dielectric is changed
through a strain dependence. If we focus on materials where the dielectric constant
is increased with compression, these two main eﬀects aﬀect the bandgap frequency
in opposing ways in the shock-compressed material: decrease of the lattice constant
increases the bandgap frequency, but increasing the dielectric lowers the bandgap
frequency. The bandgap can be made to decrease in frequency upon compression
if materials with a suﬃciently large dielectric dependence on strain are employed,
d$
ds
, where material strain is given by s. Materials that are used for acousto-optical
modulation in particular can have a large negative dielectric dependence on strain.[13]
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Figure 5-1: Dielectric as a function of position for three equally-spaced instants in
time, t1 < t2 < t3. The shock front moves at a constant velocity, and the material
behind the shock moves at a smaller constant velocity. For this model, the dielectric
ranges from 2.1 to 11.0 before the shock front and 3.7 to 89.4 behind the shock front.
These large values are for computational tractability only. All the results of this work
can be observed with physical values as discussed in the text.
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As an illustrative example, we have chosen parameters for our model system with
1
$1
d$1
ds1
= −2.9 and 1
$2
d$2
ds2
= −26.5, a bulk modulus for both materials of 37 GPa, and
a shock pressure of 10 GPa. The strain dependence of the dielectric is exaggerated
purely due to the computational requirement of very long simulations and ﬁne spatial
discretization for realistic parameters. All eﬀects proposed in this Chapter can be
observed in experimentally accessible scenarios. For example, a photonic crystal
with a bandgap width of 10−2ωgap made mostly of tellurium shocked to a strain of
around 1% will produce frequency shifts of 3 × 10−7ω which are readily observable
experimentally. Experimental details will be discussed later.
The time-dependent 1D dielectric shown in Figure 5-1 is composed of bilayer
regions where the location of the interfaces between bilayers in the shocked crystal(
x1,j(tˆ), x2,j(tˆ)
)
(in units of the pre-shocked lattice constant a) are given in terms
of the locations of the interfaces between bilayer regions in the unshocked crystal
(x˜1,j, x˜2,j) as,
xi,j(tˆ) = x˜i,j − p
2B
(
x˜i,j − vtˆ
) (
tanh
(−γ (x˜i,j − vtˆ))+ 1) (5.1)
The shock speed is v, the shock front thickness is given by γ−1, the ﬁnal shock pressure
by p, and the bulk modulus for both materials by B. The time has units of tˆ ≡ at/c.
The variation of (xˆ ≡ x
a
) in the shocked crystal is given in terms of the bilayer
interfaces as (neglecting the strain dependence of (xˆ)),
(xˆ, tˆ) =
1
2
(1 + 2) +
1
2
(2 − 1) tanh(δ(xˆ− x1,j)), 1
2
(x1,j + x2,j−1) ≤ xˆ < 1
2
(x2,j + x1,j)
(xˆ, tˆ) =
1
2
(1 + 2) +
1
2
(2 − 1) tanh(−δ(xˆ− x2,j)), 1
2
(x2,j + x1,j) ≤ xˆ < 1
2
(x1,j+1 + x2,j). (5.2)
The time-dependence of  enters from the time-dependence of the dielectric region
interfaces,
(
x1,j(tˆ), x2,j(tˆ)
)
. The dielectric alternates between 1 and 2 with tanh
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splines of width δ−1 between regions to prevent a moving discontinuity. To account
for the strain dependence of the two dielectric regions, we apply a transform to the
dielectric given by Equation 5.2,
(xˆ, tˆ)→ (xˆ, tˆ)×[
1 +
(
1
1
d1
ds1
+
(
1
2
d2
ds2
− 1
1
d1
ds1
)
((xˆ, tˆ)− 1)
(2 − 1)
)
p
2B
(
tanh(−γ(xˆ− vtˆ)) + 1)
]
.(5.3)
In Figure 5-1, the thickness of the shock wave front (γ−1) is 1, δ−1 = 1
60
. Figure 5-2
is a schematic of the bandgap frequencies in front of and behind the shock front for the
dielectric given in Figure 5-1. The 1st bandgap is lowered in frequency as the shock
compresses the photonic crystal. Consider now continuous-wave electromagnetic ra-
diation incident from the right (opposite to the direction of shock propagation) with
frequency within the 1st bandgap of the post-shock crystal as shown in Figure 5-2.
The frequency of this radiation is far from the 1st bandgap edge in the pre-shock crys-
tal. The incident light is reﬂected and acquires a reversed Doppler shift, i.e. lowered
frequency in this case.
Figure 5-3 shows the magnetic ﬁeld for a FDTD simulation where this reversed
Doppler eﬀect is observed. The shock front (dashed line) has thickness γ−1 = 2 and
propagates to the right with v = 1.5 × 10−2c, which is chosen to be artiﬁcially high
for computational considerations. The panels in Figure 5-3 are obtained by Fourier
transforming the magnetic ﬁeld over windows of time (∆t = 500a/c) beginning at the
times shown in the upper right corners. The top panel shows light incident from a
source on the right, and the bottom panel shows this light reﬂecting with a decreased
frequency.
Figure 5-4 shows a similar FDTD simulation where the shock front is considerably
sharper, γ−1 = 0.1. Here, v = 3× 10−3c and the Fourier transform is performed over
a time (∆t = 3500a/c). Multiple, equally-spaced reﬂected frequencies are observed
in this case. These frequencies are a result of the time-periodic nature of the shock
propagation over a periodic structure. The interpretation of the reﬂected light as
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Figure 5-2: Schematic of a shock wave moving to the right that compresses the lattice
but lowers the bandgap frequency due to a strain dependence of the dielectric. Light
incident from the right reﬂects from the post-shock bandgap with a reversed Doppler
shift.
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Figure 5-3: Reverse Doppler eﬀect. Two moments in time during a computer simula-
tion of a pulse of light reﬂecting from a time-dependent dielectric similar to Figure 5-1.
The shock front is moving to the right and its location is approximately indicated by
the dotted green line. Light incident from the right receives a negative, i.e. reversed,
Doppler shift upon reﬂection from the shock wave. Time is given in units of a/c.
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Figure 5-4: Computer simulation of a pulse of light reﬂecting from a dielectric similar
to Figure 5-1, but with a sharper shock front than in Figure 5-3 (by a factor of 20).
The shock front is moving to the right and its location is approximately indicated by
the dotted green line. Light incident from the right is reﬂected in multiple equally-
spaced frequencies due to the relatively sharp shock front.
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multiple equally-spaced frequencies or a temporally periodic modulation of a single
carrier frequency is a matter of resolution in the experimental apparatus. For light
of 1 µm wavelength, the periodic modulation has a frequency around 10 GHz.
5.3 Analysis
The new physics presented here can be understood in terms of a simple analytical
theory. We focus on a scenario where the incident light is at a frequency that falls
within the gap of the post-shock, compressed crystal. An eﬀective model of the shock
front is a mirror with a space-dependent E ﬁeld reﬂection coeﬃcient, R(x), where x
is the mirror position. R has the property that |R(x)| = 1 since the incident light
reﬂects from the bandgap of the post-shock crystal. In general R has some frequency
dependence but we will consider the bandwidth of the incident light suﬃciently small
to neglect it. If the shock front is stationary, the condition on the electric ﬁeld at the
shock front in terms of the incident and reﬂected light is,
∑
j
Eje
−i(ωjt−kjx) = R(x)E0e−i(ω0t+k0x), (5.4)
where k0 and kj correspond to the respective incident and reﬂected wavevectors in the
uniform medium and E0 and Ej are constants. The reﬂection coeﬃcient R(x) can be
written R(x) =
∑
G βGe
−iGx which is the most general form with the property that
R(x) is periodic in the pre-shock lattice, R(x) = R(x + a). The reciporical lattice
vectors G are 2πq/a where q is an integer. This substitution and letting x→ x0+ vt,
where v is the shock speed, yield the frequency shifts required by the time dependence
of Equation 5.4 in the non-relativistic limit,
ωG − ω0 = (2k0 +G)v. (5.5)
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The reﬂected light has frequency components ωG that diﬀer from the usual Doppler
shift, 2k0v, by the amount Gv. The amplitude of each of the reﬂected components is,
|EG| = |βG||E0|. (5.6)
When R(x) pertains to the -th bandgap, one can readily show that |β−2π
a
| >
|β−2πq
a
| for all q = -. This is related to the discussion of Equation 4.10. Therefore,
as the shock front is broadened, R(x) → β−2π
a
e
i2πx
a for light reﬂecting from the ﬁrst
bandgap. The reverse Doppler shift scenario in Figure 5-3 corresponds to this case
where the only dominant component of R(x) =
∑
G βGe
−iGx is the one corresponding
to G = −2π/a. Other frequency components of R(x) are suppressed by the relatively
broad shock front width in this case. Equations 5.5 and 5.6 indicate that the reﬂected
light should have a single frequency with a negative shift if v > 0, k0 > 0, and
|2k0| < 2π/a, which is the case in Figure 5-3. In Figure 5-4, the relatively sharp
shock front gives rise to multiple reﬂected frequencies separated by 2πv
a
.
Equation 5.5 predicts that when 2k0 = −G and there is only one reﬂected fre-
quency component, the Doppler shift is zero. Likewise, if 2k0 > −G, the Doppler shift
is positive (normal) but has a magnitude that is smaller than the usual 2k0v Doppler
shift. Both of these scenarios have been observed in our ﬁnite diﬀerence simulations.
We would like to emphasize that it is not possible to observe these anomalous
eﬀects by simply translating a photonic crystal through a uniform medium because
the reﬂection coeﬃcient for the photonic crystal in that case is constant, as in the
case of a metal mirror. The key new physical phenomena presented here result from
the fact that the shocked photonic crystal region “grows” into the pre-shocked region
giving rise to a time-dependent reﬂection coeﬃcient. It is also interesting to note that
the velocity of the material behind the shock front plays no role in the Doppler shift
phenomenon. Only the shock front velocity is relevant.
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5.4 Practical considerations
In the ﬁnite diﬀerence simulations, we have chosen a 10GPa shock with large shock
speeds and large strain dependence of the dielectric due to consideration for computa-
tional eﬀort. The eﬀects presented here are just as easily observable over a wide range
of shock pressures, realistic shock speeds (1-10km/sec), and realistic values of 1
$
d$
ds
.
Materials are routinely shocked to GPa and higher pressures using lasers and gun
facilities. Optical techniques involving the reﬂection of light from a moving shock
front are used as diagnostics in shock experiments.[24, 4] Spectroscopic techniques
possess ample resolution to observe the shifts proposed here which are comparable to
a normal Doppler shift from an object moving on the order of 100 m/s.[27] It is also
interesting to note that measurement of the properties of the reﬂected light in such an
experiment allows determination of the shock front thickness as in Figures 5-3 and 5-
4. This is currently diﬃcult or impossible to accomplish in present-day experiments
and is a new tool for the study of shock waves.
For small shock pressures, the requirement that the light be in the linear disper-
sion frequency region of the pre-shocked crystal (away from the band edge) can be
accomplished by using a crystal with a small bandgap, e.g. by using a large layer of a
material with large negative d$
ds
and a small layer of another material with a diﬀerent
dielectric. In this case, the condition on d$
ds
for the bandgap to decrease upon com-
pression is 1
$
d$
ds
< −2. Materials used for acoustic light modulation, like Te, or other
high dielectric materials can be used to satisfy this condition. Alternatively, if light
is reﬂected from the rear of the shock front (i.e. the incident light propagates the
same direction as the shock), materials with 1
$
d$
ds
> −2 (i.e. all other materials) can
be employed to observe a reversed Doppler shift if the incident light is of a frequency
within the bandgap of the pre-shock crystal.
Shock impedance matching between the two bilayers of the photonic crystal is
important for the propagation of a steady shock wave. A wide variety of optical
materials of varying impedances exist to simultaneously establish good impedance
matching and dielectric contrast, for example Te and LiF. These two materials are
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not required to possess identical sound speeds because the reﬂection coeﬃcient R(x)
is periodic in time even when the sound speeds diﬀer. Diﬀering bulk moduli between
the two materials has little eﬀect on the gap position when one of the bilayers is
substantially smaller than the other.
While the emphasis of this work has been on the observation of anomalous Doppler
shifts in a shocked photonic crystal, similar shifts can be observed in a variety of
time-dependent photonic crystal systems. The key requirement is a time-dependent
reﬂection coeﬃcient. Materials that undergo a change in the dielectric constant under
an applied electric ﬁeld or applied change in temperature can be modulated in a
time-dependent shock-like fashion, and micro electro-mechanical systems (MEMS)
may also be used to observe the same phenomena.
5.5 Generalized shock wave
In this section, we consider a generalized shock wave containing only the essential
features necessary for observing anomalous Doppler shifts. Consider a dielectric of
the form,

(
xˆ =
x
a
, tˆ =
ct
a
)
= 7 + 3
[
1− tanh
(
γ
(
xˆ− v
c
tˆ
))]
sin(2πxˆ). (5.7)
This is shown in Figure 5-5. In this case, a moving interface exists between a
photonic crystal and a uniform dielectric medium. The photonic crystal does not move
relative to the uniform medium, but movement of the interface causes an expansion
or growth of the crystal region. Practical methods of generating such a modulation
involve materials that undergo a change in the dielectric constant under an applied
electric ﬁeld or applied change in temperature modulated in a time-dependent shock-
like fashion.
Figure 5-6 shows the eﬀect of this dielectric on a Gaussian pulse which propagates
toward the moving interface from the uniform dielectric region. The light is at a
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Figure 5-5: Dielectric as a function of position for three equally-spaced instants in
time, t1 < t2 < t3. Arrows follow the shock front and material paths which move at
diﬀerent speeds. As the interfaces moves, it causes an expansion or “growth” of the
crystal region.
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Figure 5-6: Depicted are two moments in time during a computer simulation of a
pulse of light reﬂecting from the moving crystal of Figure 5-5. Time is given in units
of a/c. The shock front is moving to the right and its location is approximately
indicated by the dotted green line. Light incident from the right receives a negative
Doppler shift upon reﬂection from the shock wave.
frequency where it is completely reﬂected by the bandgap region of the crystal, and
a negative Doppler shift is observed. Here, γ−1 = 1.8, and v = 0.125c. A similar sim-
ulation was performed for a Gaussian pulse around ω = 0.19 in which a zero Doppler
shift was observed. A positive Doppler shift was observed for incident frequencies
between about 0.19 and the top of the reﬂecting bandgap.
It is also possible to make light of a single frequency split into multiple discrete
frequencies. This is illustrated in Figure 5-7. This simulation is similar to that
in Figure 5-6 except the dielectric in the crystal region has additional high spatial
frequency components. The dielectric is,
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Figure 5-7: Depicted are two moments in time during a computer simulation of a
pulse of light reﬂecting from the “growing” photonic crystal given by Equation 5.8.
Time is given in units of a/c. The shock front location is approximately indicated
by the dotted green line. Light incident from the right is split into multiple discrete
frequencies upon reﬂection from the moving shock.

(
xˆ =
x
a
, tˆ =
ct
a
)
= (5.8)
7 + 3
[
1− tanh
(
γ
(
xˆ− v
c
tˆ
))] [4
5
sin(2πxˆ) +
1
10
sin(4πxˆ) +
1
10
sin(6πxˆ)
]
,
with shock front thickness parameter γ−1 = 0.013 and v = 0.025c.
The Gaussian pulse incident from the right in Figure 5-6 is split into evenly spaced
frequencies upon reﬂection. Some of the light is reﬂected with no frequency shift. The
intensity of each of the reﬂected frequency components can be controlled by adjusting
the form of the dielectric in the crystal region. As in the cases of Figures 4-3 and 4-4,
the interpretation of the reﬂected light as evenly-spaced discrete frequencies or as
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a periodic modulation of a single frequency is a matter of experimental timescale
resolution.
The reverse Doppler shift scenario in Figure 5-6 corresponds to the case where
the only dominant component of R(x) =
∑
G βGe
−iGx is the one corresponding to
G = −2π/a. Equation 5.5 indicates that the reﬂected light should have a single
frequency with a negative shift if v < 0, k0 < 0, and |2k0| < 2π/a, which is the case
in Figure 5-6.
The multiple reﬂected frequencies of Figure 5-7 are also represented by Equa-
tion 5.5. In this case R(x) has several spatial frequency components, which result
from the high spatial frequency components in (x) for the crystal given by Equa-
tion 5.8. Furthermore, the incident light in the simulation in Figure 5-7 has wavevec-
tor 2k0 = −2π/a which is coincident with a value of G for the crystal. Therefore,
some of the reﬂected light has the same frequency as the incident light. Figure 6 was
produced with a relatively broad shock front width greater than a, which has the
eﬀect of suppressing multiple reﬂected frequencies.
Finally, this chapter presents a new and general physical mechanism to manipu-
late and modulate the carrier frequency of light while performing the diﬃcult task of
preserving optical coherence. Potential applications for this technology include quan-
tum information processing, all-optical signal processing, and new diagnostic tools
for shock wave experiments.
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