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1. INTRODUCTION 
In order to apply advanced concepts of control and diagnosis to practical applications, the knowl- 
edge of state variables is often required. This can be achieved by means of state observers. 
This paper deals with the design of observers for a special class of multi-output nonlinear 
systems satisfying some regularity assumptions. The general framework of this observer design 
is based on the works of [l-4]. 
In [2], the authors have designed an observer for single output control affine systems which 
are observable for every inputs (uniformly observable). It is shown in [5] (for a short proof 
see [a]) that single output control affine systems which are observable for every inputs can be 
transformed locally almost everywhere into a canonical observable form. This canonical form 
is composed of a fixed linear dynamics component and a triangular controlled one. Using this 
canonical form, the authors in [2] have designed a high gain observer for such systems under 
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some global Lipschitz assumptions on the controlled part. The gain of the proposed observer 
is issued from an algebraic Lyapunov equation. An extension of this observer synthesis to the 
multi-output case is given in [1,3,6] for a larger class of systems which are observable for every 
inputs. More precisely, the authors have considered uniformly observable multi-output systems 
which are split into a (time-varying) linear part and a nonlinear controlled part. Under some 
structure assumptions on the controlled part, the authors have shown that the technique involved 
in [2] can be generalized for such systems. A further extension of this last result for systems with 
locally regular inputs is given in [l]. But here the observer gain involves the integration of some 
differential Lyapunov equations. This last work in particular generalizes those of [1,2,7]. 
Unlike the just cited works where the gains of the proposed observers were time-varying, 
the authors in [4] proposed a constant gain observer for general single output systems which 
are uniformly infinitesimally observable under some regularity assumptions on the vector fields. 
The practical construction of the proposed observer is difficult to realize in the sense that the 
computation of the observer gain is not direct. 
In the present paper, we use the general strategy of observer design adopted in [4] to construct a 
constant-high gain observer for multi-output nonlinear triangular systems under similar regularity 
assumptions. Indeed, we first propose a new constant-gain observer for single output systems. 
The main difference between this observer and that proposed by Gauthier and Kupka lies in the 
simplicity of the former. Indeed, a systematic procedure which allows the construction of the 
observer gain is presented. The extension of the observer synthesis to the multi-output case is 
then treated and again a systematic procedure allowing the gain construction is given. 
Our work is organized as follows. Section 2 is devoted to observer design in the single-output 
case which will appear as a particular case of the multi-output one. However, we prefer to present 
it separately for a better understanding of our results. In Section 3, multi-output nonlinear 
systems are considered and corresponding observers are proposed. Proofs of theorems are given 
in this section. 
2. OBSERVER DESIGN FOR 
SINGLE-OUTPUT NONLINEAR SYSTEMS 
Consider the single-output nonlinear system of the following triangular form: 
h-1 = fn-1(%X1, * *. ,2,), 
&I = fn(%Q,. . . ,%), 
Y = Xl, 
(1) 
where the input u(t) E U a compact subset of lR m, the output y E R, and fk; k = 1,. . . ,n are 
functions of class C’ (r 2 1) with respect to their arguments. The more condensed form of (1) is 
i = f(% xl, 
y = cx, 
where 
x= E IP; f= [fl,...,fnlT, and c= [I,0 ,...( 01. 
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Set 
a.fk 
ak(t) 2 ak(th,xl,. . . ,zk+l) = - 
aXk+l 
(‘hxl,...,Zk+l); k=l,...,n-1. (3) 
In the sequel, we are going to design a high gain observer for system (2). As in [l-4], the 
design of such an observer requires some additional assumptions. Indeed, we shall assume the 
following. 
(Al) The functions fk; k = 1,. . . , n are global Lipschitz w.r.t. Z: 
3p>o; V(X,U) E R” x u, 11% (U,X)~~ I P. 
(A2) There exist two constants 0 < d < 6 < +oo, s.t. V(x,u) E R” x U, we have 
0 < 6 5 @(t) b & (WX) I B; k=l,...,n-1. 
In the sequel, we will use the following notations: 
0 al(t) 0 0 - 
: 0 dk(t) = 
I 
az(t) 
7 k = 2,. . . , n, 
0 . . . ak-l(t) 
0 . . . 0 0 
where, the a,‘s; i = 1, . . . , k - 1 are defined as in (3) and satisfy (4). 
(4) 
(5) 
. 
. Sk = 
c, = [l,o.. . , 0] is the k line vector. 
Sll Sl 0 0 
Sl s22 *. . 
. . 0 . . . 0 
. . 
’ Sk-1 
0 . . . 0 Sk-1 Skk 
k = 2,...,n, (6) 
where all the terms are constant and are such that .sii > 0 and sj < 0; (i = 1,. . . , k; j = 
1 I..., k - 1). 
Before stating our main theorem, we need the following lemma. 
LEMMA. There exists S, an n x n symmetric positive definite (S.P.D.) constant matrix of the 
form (6); 3qn > 0 such that 
d,T(Wn + S,&(t) - C,TG I -rlJn, vt 2 0, 
where An(t) is given by equation (5) and I, is the n x n identity matrix. 
PROOF OF LEMMA. we will proceed by induction. 
Set 
(7) 
&k(t) = &(t)Sk + Sk&(t) - c,‘ck, 
For k = 2, a simple calculation gives: 
for k = 2,. . . , n. 
Now, let ~11 > 0 and s1 < 0 be two arbitrary constants and let 5 = (2: ); x1, x2 E IR, we obtain: 
zTQ2x = -x9 + 2slq(t)x; + 2sllal(t)xlx2 
L -x:: - 23qsllx; + 2Ps111x111xzl, 
where &,o come from (A2). 
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xi, 2.2 = x2dm. We obtain 
PSll 
~TQ2~.-+~;+2- 
&iJ 
+-&&,,2 
I 92 11~112, 
where r/2 = (1 - psii/dm) > 0 as soon as Isi1 > B2sT1/2d. 
Finally, it suffices to choose ~22 such that the matrix Ss is S.P.D. (take for example ,922 > 
$/s11). 
Now, assume that (7) holds for Ic = n - 1. It means that there exists a constant S.P.D. 
matrix S,_i s.t. for every trajectory of (2), we have: 
dh-l(t)%-l +&a-A-l(t) - c,T_lcn_l I -71,,-l~n_1, vt LO, 
where ~~-1 > 0 is constant. Let us show (7) for n. Consider the following matrix: 
where snn > 0 is a constant which will be specified later, and S,_i is given by the induction 
hypothesis. 
Set 
Qn = .A,‘& + &A, - C,‘Cn. 
A simple calculation shows that: 
Qn = 
where 
0 
&n-l 
0 
%-2%-l 
Sn-l,n-l&-l 
0 . . . 0 &-2%-l b-l,n-l&-l 25%l&-l 
Qn-I = Ah-dVn-1 + Sn-Id,-l(t) - c,‘_~c,+~. 
/ II \ 
, xi E W, for i = 1,. . . , n, and let s,_~ < 0, we get 
xTQnx = -xf + 2Xn-lTd,T_i (t)sn_lXn-l + 2s,_~a,-~(t)x~ 
+ 2%2G-l(t)Z,-2x, + 2Sn-l,n-l~n-l(t)xn-1x, 
L -77n-1 I/Xq2 - 24sn-llx: + 2PIs,-2~~x,-2~~x,~ + 2ps,_l,,_11x,_111xnl. 
Thus, 
xTQnx I -nn-1 I(X”-11\2 - 2&~s,-ilx~ + 2ps IIx”-‘ll [x,1, 
where s = max(Is,+21, sn_i,,+i). 
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Proceeding as above, it is easy to see that for Is,-1) high enough, there exists vlL such that 
Finally and similarly as above, we can choose snn > 0 such that S, remains S.P.D. 
This ends the proof of the lemma. 
Our candidate observer takes the following form: 
I 
i = f (u,?) - OA@CT (CL? - y) (10) 
$1 
Here S fi S, is given by the lemma, C a C, = [l, 0, . . . , 0] , 
.:2 
1= 
II 
E Rn, u and y are, 
p,, 
respectively, the input and the output of system (2), AQ = diag(l,B, Q2,. , On-‘) for some 0 > 0. 
We then state the following. 
THEOREM 1. Under Assumptions (Al) and (AZ), there exists do > 0 such that 
tJe > eo; vu E u; 3X$ > 0; 3PLe > 0; Vx(0) E IF; VzqO) E R’“; 
II?(t) - x(t)11 I b-pot 1130) - x(o)11 , 
where z(t) is the trajectory of (2) associated to the initial state z(O) and the input; u, i(t) is any 
trajectory of system (10) with input u and output y. 
Instead of giving the proof of Theorem 1, we shall give it in the multi-output case which 
includes systems described by (2). 
3. EXTENSION TO MULTI-OUTPUT CASE 
Consider the multi-output nonlinear system of the following form: 
k; = j; (u,21,x;) ) 
i; = f2’ (IL,& XCf, z;> ) 
5; = fp” (21, xl, x2, x3) ) (11) 
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where 
x= [!I ERpn; xk= [i] ERP; k=l,...,n 
the input u(t) E U a compact subset of IF?, the output y E BP, and f:(k = 1,. . . , n; i = 1,. . . ,p) 
are functions of class C’ (T > 1) with respect to their arguments. 
System (11) can be written in the following triangular condensed form: 
32 = fl (u, xl, x2) , 
ri2 = f2 (u, xl, x2, x3) , 
2” = f”(u, x), 
y = cx, 
where, 
k = 1,. . . ,n; c = [I,, . . . ,017 
with Ip the p x p identity matrix. 
A more condensed form of (11) is 
x = F(u, x), 
y = cx, 
where 
(13) 
Set 
&(%x1 ,..., xkfl) = & (u,xl ,..., x’++‘); 
Along trajectories of (13), & takes the following form: 
a!&) 0 . . . 0 
f&(t) ak2(t) 0 . . . 
Ak(t) = . 
i 
; 
0 
c+(t) . . . “#) _ 
k = 1, 
k= l,.. 
with 
(4% x(t)); k=l,..., n-l; l=l,..., p; 
* I n- 1. (14 
,n-1, (15) 
j = 1,. . . ,l. 
In the sequel, we are going to design a high gain observer for system (13). As in Section 1, the 
design of such an observer requires some additional assumptions. Indeed, we shall assume the 
following. 
(A’l) The functions @; (i = 1,. . . ,p; k = 1,. . . , n) are global Lipschitz w.r.t. x: 
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(A’2) There exist two constants 0 < d < 6 < +co, s.t. ‘d (x, u) E RPn x U, we have: 
0 < cr 5 C&(t) = A & ($5) i s; k=l,..., n-l; i=l,..., p. (16) 
2 
REMARK. According to Assumptions (A’l), (A/2), we have 
rank (Ak(t)) = p; k=l,...,n-1, (17) 
and for every trajectory of (13), we have 
;yf: IIAd~)ll L Pi k=l,...,n-1. (18) 
- 
Before stating our main theorem, we need some technical results which we will present under 
the form of two lemmas. 
LEMMA 1. Under Assumptions (All), (A/2), and for each k = 1,. . . , n - 1; there exists a p x p 
diagonal negative definite matrix Sk = diag(Xf, . . . , iii); there exists a constant & > 0 such that 
S/&(t) + A,TW’k i -pkIp, (19) 
where Ip is the p x p identity matrix. Moreover, Sk and pk only depend on 15, p and the Lipschitz 
constants of the fj. 
PROOF OF LEMMA 1. Denote by P(t, z) the quadratic form 
P(t, 2) = ZT (A;(t)& + Sk.‘&(t)) 2, % E EP. 
We obtain 
i=l i=2 j=l 
where p and d are respectively given in Assumptions (A’l) and (A’2). 
Set .Zi = ziJ$@, then, 
Now,choosetheAt’s,k=l,..., n-l;i=l,... ,p, such that the following inequalities hold: 
-- 
’ 21iIp, 
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Set 77 = min+j{(P/G) m/m}, we obtain, 
P(t, z) 2 - (1 - I) (2; +. . . + 2;) 
I --pk (2; + . . . + .z;> ) 
where & = (1 - 17/2) minl<i<p{2dlX~I}-‘. 
Clearly, the constructionof Sk only requires the knowledge of 6, 0, and /3. 
This ends the proof of Lemma 1. 
In the sequel, we will use the following notations: 
I 
0 Al(t) 0 0 
: dk(t) = ! A2(t) k=2,...,n, (20) 
0 ‘.. &-l(t) 
0 . . . 0 0 
where the Ai’s are defined as in (15); i = 1,. . . , k - 1. 
c,, = [Ip,o.. . , 0] is the p x (kp) matrix. 
. k = 2,...,n, (21) ; 
where vi > 0, i = 1,. . . , k - 1, the Si; i = 1,. . . , k - 1, are the diagonal negative definite matrices 
given by Lemma 1 and the Sii; i = 1, . . . , k, are symmetric positive definite (S.P.D.) constant 
matrices. 
We now state the following. 
LEMMA 2. There exists S, a pn x pn S.P.D. 
d;(t)& + &An(t) - 
constant matrix of the form (21); 3 vn > 0 such that 
C,‘G I -%Ipn, vt 2 0, (22) 
where An(t) is defined in (20) and Ipn is the p x n identity matrix. 
PROOF OF LEMMA 2. we will proceed by induction on the number of blocs, n. 
Set 
&k(t) = d;(t)& + Sk&c(t) - C$kr 
For n = 2, a simple calculation gives 
for k = 2,. . . , n. 
” = 
-IP %I Al 
A;Sll ~1 (A$ + S;A1) > ’ 
Now, let S11 be an arbitrary constant S.P.D. matrix and let x = ; x1,x2 E RP, we obtain 
xTQ2x = - 11x11(2 + 2 (x2)’ AT(t) + 2 (xl)’ S11Al(t)x2 
5 - 11x1 II2 - VIP1 1/x2112 + 2YP (lx1 II 11x2)( , 
where y = l[Sllll and fl is the Lipschitz constant. 
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where 5’ = x1 and 5’ = x2-. We obtain 
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zTQ25 5 - 1j5’112 - 1152112 + 2 -& IIzlll ~~~2~~ 
+&)ll# 
where 772 = (1 - -y/3/m) > 0 as soon as vi > y2p2/pi. 
Finally, it suffices to choose Sss such that the matrix S, is S.P.D. 
Now, assume that (22) holds for n-l. It means that there exists a constant S.P.D. matrix &_i 
s.t. for every trajectory of (13), we have 
d,TWn-1 +&z--A-l(t) - C,‘_lcn-~ 5 -r],_l.~(,_~),, 
where q,_i > 0 is a constant. 
Let us show (22) for n. Consider the following matrix: 
s, = L 
0 
‘L-1 0 
&I-IS?%-1 
0 . 0 h-l&a-l S i I n,n 
where S,,, is a S.P.D. matrix which will be specified later, and S,_r is given by the induction 
hypothesis. 
Set 
A simple calculation gives: 
Qn = 
where 
&?%-I 
0 . 0 
Qn = d,T(Wn +&d,(t) - c,‘cn. 
&n-l = d:_,&-1 
I 0 
0 
4-2%-2&,--l 
%-l,?l-lA~-l 
A,T_,&-L,-I vn-I (A,T_~&-I + S,T_,A,-,) 
+ S,-id,-1 - C,‘_,&-i. 
and xi E RP, we get 
~~9112 = - I[x~~/~ + 2Xn-1Tdkl(t)Sn_1Xn-1 + 2v,_lxnTA,T_,(t)S,_1xn 
+ 2~,-2x~~Sn_2An_1(t)5~-~ + ~x~~S~-~,~_~A~_~(~)X~-~ 
5 -n-l Ip”-‘y2 - h-1Pk l12n112 + 61 lp-211 llPll + 62 JILP-lll l15nll ) 
where 61 = 2%-2~~Sn-2~~P and 62 = 2llS,_i,,_iIIp according to (18). 
718 B. TARGUI et al. 
Thus, 
xTQnx < --a-l l[Xn-1/12 - vn-I/J,-1 llzn112 + 6 IIx’+~~~ /IPI~, (23) 
where b = max(&, 62). 
Proceeding as above, it is easy to see that for v,_i high enough, there exists nn > 0 such that 
In a similar way as above, we can choose S,,, S.P.D. such that S, remains S.P.D. 
This ends the proof of Lemma 2. 
Our candidate observer takes the following form: 
I 
d = F (u, i) - BAeS-‘CT (C? - y) . (24) 
%’ 
Here, S e S, given by Lemma 2, C fi C, = [Ip, 0,. . . ,0], ?= 
[:I 
“:’ E RF, u and y are, 
2” 
respectively, the input and the output of system (13), Ae = diag(l,, al,, e21,, . . . , P-‘Ip) for 
some 6 > 0. 
We then state our main theorem. 
THEOREM 2. Under Assumptions (A’l), (A/2), there exists 00 > 0 such that 
ve > eo; VUEU; 3Ag > 0; 3Cle > 0; Vx(0) E K; V?(O) E WP”; 
IlW) - x(t)11 5 be-pot P(O) - x(O)ll ,
where z(t) is the trajectory of (13) associated to the initial state z(0) and the input u, i(t) is 
any trajectory of system (24) with input u and output y. 
PROOF OF THEOREM 2. Set 
e1 
e2 
e= . II = 2 - x, where ek = ik - xk = ; k= l,...,n. en 
k=l,..., n-l; i=l,.,., p. 
. 6f,” (u, 2, x) = f? (u, Z) - fP(u, x); i = l,...,p. (25) 
l Sf= with Sf” (u,?,x) = 
k = l,...,n. 
According to the triangular structure of the f/‘s (given in (11)) and to the above notations, we 
obtain 
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(26) 
Now, using the main value theorem and Assumption (A’2), we obtain 
f”(~,?) - fk(~,?) = &(t)ek+‘(t) +&f”(~,?(t),~(t)); k=l,...,n-1, (27) 
where &(t) is given by (15) and its diagonal coefficients satisfy (16). 
Combining (27) and (25), we get 
i! = (d(t) - eA&-‘CTC) e + Sf (u, ?(t),z(t)) , 
where 
0 AI(~) 0 0 - 
d(t) = ’ AZ(t) 
0 ‘.. A,_l(t) ’ 
0 . . . 0 0 _ 
Now, set E = A;‘e. A simple calculation gives: 
t5 = 13 (d(t) - S-‘CTC) d+ A,'df (u,?(t),z(t)). 
Consider the quadratic positive definite function V(C) = ETSE, we obtain 
Q = 2ETS&? 
= 20~~ (Sd(t) - CTC) 2 + 2izTSAg1bf (ti, 2(t), z(t)). 
(30) 
According to Lemma 2, we obtain 
v 5 -O+E~E + 2 ((SE\\ ((A,‘sf (u,i(t),x(t))(( . 
Now, take 6’ 2 1, then, because of the triangular structure and the Lipschitz assumption of the 
functions fis, we have 
((@df WWN)(( 5 cll4 
for some constant c which does not depend on 0. 
Thus, 
(32) 
I-e- ~ ( IlSll X,,,:(S) + 2c &in(S) > v. (33) 
NOW., choose f3 > 2cJJSJj/7),. 
This ends the proof of our theorem. I 
4. CONCLUSION 
A simple observer for a special class of multi-output nonlinear systems has been derived. The 
main characteristics of the proposed observer lies in the fact that its gain is constant and does not 
necessitate the resolution of any dynamical system. Indeed, a simple and systematic procedure 
allowing the gain construction has been presented. A similar design can be made for a more 
general multi-output class of nonlinear systems. Current research is underway to address this 
problem. 
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