We present several new results on the feasibility of inferring the hidden states in strongly-connected trackable weak models. Here, a weak model is a directed graph in which each node is assigned a set of colors which may be emitted when that node is visited. A hypothesis is a node sequence which is consistent with a given color sequence. A weak model is said to be trackable if the worst case number of such hypotheses grows as a polynomial in the sequence length. We show that the number of hypotheses in strongly-connected trackable models is bounded by a constant and give an expression for this constant. We also consider the problem of reconstructing which branch was taken at a node with same-colored out-neighbors, and show that it is always eventually possible to identify which branch was taken if the model is strongly connected and trackable. We illustrate these properties by assigning transition probabilities and employing standard tools for analyzing Markov chains. In addition, we present new results for the entropy rates of weak models according to whether they are trackable or not. These theorems indicate that the combination of trackability and strong connectivity dramatically simplifies the task of reconstructing which nodes were visited. This work has implications for any problem which can be described in terms of an agent traversing a colored graph, such as the reconstruction of hidden states in a hidden Markov model (HMM).
INTRODUCTION
C ONSIDER an agent traversing a directed graph whose nodes, upon being visited, emit a color taken from a set of possibilities. We are interested in identifying the nodes visited by the agent based on the colors observed. If there are probabilities associated with the edges and color emissions then the system described is a hidden Markov model (HMM) [1] , otherwise it is a weak model [2] . Weak models are used in a variety of applications including target tracking in sensor networks [2] and cybersecurity [3] . This paper concerns itself only with the reconstruction of the node sequence given the observed color sequence. We assume that the graph and its coloring are known a priori, as we are not studying the more challenging task of inferring the graph and its coloring from observed sequences of colors [4] .
• M. Chilenski In general, no guarantees can be made about the ability to reconstruct the sequence of nodes visited. In our previous work, we laid out a taxonomy of observability classes for which different guarantees can be made [5] . In particular, trackable models are weak models for which the number of node sequences (the "hypotheses") consistent with an observed color sequence is bounded by a polynomial in the sequence length [2] . For models which are not trackable, the growth rate is exponential. While polynomial growth is certainly better than exponential growth, a trackable model can still give rise to an unbounded number of hypotheses, which suggests that trackability is not a sufficient condition for accurate reconstruction of the node sequence.
In this paper, however, we present several new results which show that the node sequence reconstruction problem for trackable models which are strongly connected is much more feasible than in the more general case with transient nodes. As strong connectivity is a reasonable assumption when observing the steady state behavior of a system, these results suggest that the combination of trackability with strong connectivity can be sufficient to enable accurate reconstruction of the node sequence. This has important implications for the design of sensor networks and tracking systems, as trackability imposes much weaker constraints on the model's coloring than the observability classes with stronger guarantees such as unifilar [6] and observable [7] .
The structure of this paper is as follows: after establishing the necessary background and notation in Section 2, we show in Section 3 that the number of hypotheses for strongly-connected trackable models is bounded by a constant. Then in Section 4 we show that, for such models, it is always eventually possible to reconstruct which branch was taken at a point where there are multiple out-neighbors capable of emitting the same color. We illustrate how to quantify what "eventually" means using the mean recurrence time and find that the results agree well with a simulation. Section 5 provides an upper bound on the size of the hypothesis set for strongly-connected trackable models. Section 6 presents new results about the entropy rates of possible node sequences given observation sequences. Section 7 summarizes these results. , so it is split into nodes bb and br, respectively. (This paper will use both color and shape to distinguish the "colors" which can be emitted by a given node.) transitions), a set of possible colors Φ (called the "symbols" in other work on weak models) which can be emitted, and a mapping L : V → 2 Φ which indicates which subset of Φ can be emitted by a given node [2] . This can be seen as a nodemulti-colored directed graph, and is a non-probabilistic version of a hidden Markov model (HMM) with discrete symbols [1] . We restrict our attention to graphs with a finite number of nodes.
Any multi-colored model can be transformed to an equivalent single-colored model (i.e., a model for which |L(v)| = 1 ∀v ∈ V ) by replacing each multi-colored node with multiple nodes, one for each color, as shown in Figure 1. We will therefore assume, without loss of generality, that all models in this paper are single-colored. In this case, we can replace L with the function : V → Φ, which is equivalent to the lumping function in [8] , [9] . An HMM with single-colored nodes is also known as a lumped Markov chain.
Consider the problem of tracking a system described by such a model. The structure of the graph is known, as is the sequence of colors emitted as the system transitions between the various states. The goal is to reconstruct the sequence of nodes visited. In general, no guarantees can be made about the accuracy of this inference problem. As mentioned above, however, there is a specific class of weak models called trackable weak models for which the number of hypotheses consistent with an observed color sequence is bounded by a polynomial in the sequence length [2] . Formally, let H G (Y [t] ) be the set of node sequences which are consistent with the color sequence Y [t] = (Y 1 , . . . , Y t ). We refer to any such node sequence as a hypothesis. Let n G (t) = max Y [t] |H G (Y [t] )| be the worst-case number of hypotheses for a color sequence of length t. A trackable model is defined to be a model for which n G (t) = O(t k ) for some k ≥ 0. Models which are not trackable must have exponential hypothesis growth rates: n G (t) = Ω(2 ct ) for some c > 0.
The original work on trackable models characterizes trackability both in terms of the joint spectral radius of the transition matrices defining the model as well as by considering the node sequences which are consistent with all possible color sequences. As we describe in another publication, trackable models are also characterized by the absence of intersecting cycles which permit the same color sequence [5] . Two cycles π 1 , π 2 : Z → V indexed by i are said to be intersecting if there is at least one i such that π 1 (i) = π 2 (i) and are said to permit the same color sequence if (π 1 (i)) = (π 2 (i)) ∀i. 1 Examples of trackable and untrackable models are given in Figure 2 . In the model shown in Figure 2a , the two intersecting cycles of the form (< 
BOUNDED GROWTH IN STRONGLY-CONNECTED TRACKABLE MODELS
It has been shown that for a trackable model n G (t) = O(t k ) with k > 0 (unbounded polynomial growth) or n G (t) = O(1) (bounded growth) are the only two possible cases [2] . For unbounded growth to occur there must exist three paths π 1 , π 2 , π 3 : [0, T ] → V such that: 1) All three paths permit the same color sequence:
(π 1 (i)) = (π 2 (i)) = (π 3 (i)) ∀i ∈ [0, T ] 2) π 1 is a cycle of period T : π 1 (0) = π 1 (T ) = a 3) π 2 is a cycle of period T which is distinct from π 1 : π 2 (0) = π 2 (T ) = b = a 4) π 3 is a path of length T + 1 which starts at the beginning of π 1 and ends at the beginning of π 2 : π 3 (0) = a, π 3 (T ) = b
This structure is shown for an abstract model in Figure 3 . The "branch" contains whichever nodes and edges in the path π 3 from π 1 to π 2 are not contained in the cycles π 1 and π 2 .
Suppose now that the model is strongly connected, meaning that every node is reachable from every other node. For this condition to hold, there must be at least one "return path" to get from π 2 back to π 1 . Using this structure, we can prove the following theorem. 1 . The equivalent definition of permitting the same color sequence for a multi-colored model is L(π 1 (i)) ∩ L(π 2 (i)) = ∅ ∀i. p 1 branch ⇢ p 3 p 2 return path < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > Fig. 3 : Components of a strongly connected model with paths π 1 , π 2 , and π 3 . The "branch" is the portion of π 3 which is part of neither π 1 or π 2 . The "return path" must exist for the model to be strongly connected. This construct is relevant to Theorem 1. Proof. Suppose a strongly-connected trackable model G has n G (t) = O(t k ) with k > 0, and hence has the three paths π 1 , π 2 , π 3 described above. In such a model, it is always possible to construct a pair of intersecting cycles π 4 , π 5 having the same color sequence according to the following recipe:
1) π 4 and π 5 start at a node in π 2 which connects to a return path. 2) π 4 and π 5 both traverse the return path and begin to follow π 1 . 3) π 4 and π 5 traverse π 1 until the branch to π 3 is reached. 4) π 4 stays on π 1 while π 5 follows π 3 then begins to follow π 2 . 5) π 4 reaches the branch a second time and follows π 3 while π 5 continues to follow π 2 . 6) π 4 and π 5 follow π 2 until they reach the starting node in π 2 , thus completing the cycles.
Note that it does not matter how long the return path is, if there are multiple return paths, or at what point the return path connects between π 1 and π 2 , because π 4 and π 5 traverse a given return path together. Also, because π 3 has the same length as π 1 and π 2 , π 4 and π 5 will reconnect at the same node in π 2 . Because a trackable model cannot have intersecting cycles which permit the same color sequence, this contradicts our assumptions. Therefore, a stronglyconnected trackable model cannot have π 1 , π 2 , and π 3 and hence must have n G (t) = O(1).
To illustrate this proof, consider the model shown in Figure 4 . This model has π 1 , π 2 and π 3 as listed in Table 1 . Following the recipe from the proof, we can construct the pair of cycles given in Table 2 . The color sequence given in the table permits two paths which begin and end at the same node, which means the size of the hypothesis set will double each time the color sequence is observed -this exponential p 1 p 2 branch ⇢ p 3 return path < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > Fig. 4 : Strongly-connected model with π 1 , π 2 , and π 3 . To make the example more general, the branch and return path were constructed to consist of more than a single edge. growth in the number of hypotheses means that the model is not trackable.
This theorem has good implications for the feasibility of the node sequence reconstruction problem in stronglyconnected trackable models. Specifically, the basic implication of trackability is that there is a possibility for unbounded polynomial growth -a tracking system with finite memory monitoring a trackable model for a long time would require a mechanism for pruning unlikely but permissible hypotheses. But if a trackable model is also strongly connected we only ever have to keep track of a finite number of hypotheses, regardless of the observation length.
In a trackable model which is not strongly connected, we can discuss the implications of this theorem by borrowing some terminology from the study of Markov chains [10] . The set of nodes which can be reached from node i are called the nodes accessible from i. A node i is called recurrent if, for every node j which is accessible from i, i is accessible from j. A node which is not recurrent is called transient. The set of nodes reachable from a recurrent node form a recurrent class. Note that a model could have multiple disjoint recurrent classes.
Using this terminology, we can state the following corollary to Theorem 1.
with k > 0, the cycle π 1 involves only transient nodes.
Proof. For n G (t) = O(t k ), k > 0 to hold, the paths π 1 , π 2 , and π 3 described above must exist. But, for the model to be trackable, there can be no return path from the nodes in π 2 back to the nodes in π 1 , otherwise the recipe in the proof to Theorem 1 would lead to a contradiction. Therefore, the nodes in π 1 cannot be accessible from the nodes in π 2 . But, the nodes in π 2 are accessible from the nodes in π 1 , so the nodes in π 1 are transient.
The behavior of a weak model or a Markov chain can be divided into two parts: the burn-in period when it visits the transient nodes, and the steady-state period when it has entered a recurrent class. Corollary 2 implies that unbounded polynomial growth arises only from the transient burn-in period. It may or may not be possible, however, to tell when the system has transitioned between burn-in and steadystate behavior. Consider the model in Figure 5a : it is never possible to tell when the system has transitioned from a to b, and hence n G (t) increases linearly in t. In the model in is observed we know the system is at c and hence has entered the recurrent class {b, c} and will stay there -for this example, n G (t) remains fixed at whatever size it was before In cases where it is not possible to know when the system has entered a recurrent class, it is necessary to characterize the typical length of the burn-in period so that unlikely trajectories which spend excessive time in transient nodes may be removed from the hypothesis set. In a Markov chain the expected number of time steps before a recurrent class is entered when starting from state i is called the mean absorption time µ i , and is found by solving the following system of equations [10] :
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where P ij = P (X t+1 = j|X t = i) is the probability of transitioning from node i to node j. For the model in Figure 5a , we have
For example, if P aa = 0.9 then µ a = 10: we expect to have reached b after 10 steps or so, after which we can remove the highly unlikely trajectories of the form (a, a, . . . ) from the hypothesis set.
RECONSTRUCTABILITY
The hypothesis set grows whenever a node which has same-colored out-neighbors is encountered. Formally, given
is the same for all i, we refer to m as the multiplicity of the same-colored outneighbors. If a system starts out at a known node, the nodes 2. The appropriate generalization for multi-colored graphs is that same-colored out-neighbors are pairs of out-neighbors which have the potential to grow the hypothesis set because they share at least one color:
visited can be reconstructed unambiguously until a samecolored out-neighbor is encountered. Once a same-colored out-neighbor is encountered the hypothesis set branches, and a key question is whether or not we can eventually determine which branch was taken. The following theorem shows that this reconstruction is always possible. Theorem 3. In a strongly-connected trackable model, it will eventually be possible to identify which branch was taken at a node that has same-colored out-neighbors.
Proof. Suppose the theorem does not hold. Because the model is assumed to be strongly connected and trackable, a node v with same-colored out-neighbors of multiplicity m can be revisited an infinite number of times during an observation of infinite length. Every time the samecolored out-neighbors of v are encountered, the number of hypotheses which go through v at that time is multiplied by m. If it were not possible to identify which branch was taken before the system encounters the same-colored outneighbors again, the number of such hypotheses would not have shrunk back down before this multiplication occurs. This would lead to exponential growth in the size of the hypothesis set, contradicting the assumption that the model is trackable.
This has good implications for reconstruction of the sequence of nodes visited in a strongly-connected trackable model. Specifically, if it is possible to uniquely identify the node the system visits at some time (such as when the system starts at a known node), then it will eventually be possible to uniquely identify all subsequent nodes visited by the system.
To quantify what "eventually" means in a Markov chain, consider a node v which has same-colored out-neighbors. We know that the question of which branch was taken must be resolved by the time the system transitions out of v a second time. (It may of course be much quicker, depending on the specific structure of the model -see below for further discussion of this point.) The expected time to travel from a node v back to itself is called the mean recurrence time t * v . This can be computed by first computing the mean first passage times t i (i.e., the expected time to first visit v when starting from i) by solving the following system of equations [10] :
then substituting the result into
(Note that the calculation of mean first passage times is very similar to the calculation of mean absorption times in the ) is seen, which indicates whether the system took the left-or right-hand branch, respectively. For the model in Figure 6a ,
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In order to illustrate this, we simulated 10 000 traversals, each consisting of 200 time steps. (We used many traversals in order to obtain a good estimate the error rate as a function of lag.) In order to avoid issues with reconstruction of the first couple nodes, we started each traversal at a. We reconstructed the most likely node sequence using the Viterbi algorithm and computed the accuracy α = P (X t−β = X t−β ) as a function of the lag β, whereX t and X t are the estimated and true nodes at time t, respectively. The results are shown in Figure 6b . The behavior of the error probability 1 − α is linear when shown on a log-linear scale, indicating that it is described by a function of the form
where τ is the time constant and A is the error probability at β = 0. The best fit values are A = 0.48, τ = 19 ≈ t * a : the time constant of the recovery in accuracy following a same-colored out-neighbor is roughly equal to the mean recurrence time, as expected. Furthermore, the accuracy for β = 0 is 1 − A = 52%, consistent with the 50/50 chance of being in the left-hand or right-hand branch.
Note, however, that the mean recurrence time can be a very pessimistic estimate of the time needed to determine which branch was taken for two reasons. First, the structure of the model may permit unique reconstruction of which branch was taken well before the same-colored out-neighbors are revisited. If, for example, node c in the present example were changed to emit is observed. Even if the structure of the model does not permit early reconstruction in this manner, however, the transition dynamics themselves may facilitate better performance than would be expected from the mean recurrence time alone. For example, suppose that P f a is reduced to 0.01 in the present example. This yields t * a = 111.5, but repeating the above analysis gives τ = 21, A = 0.08. This is because the average time spent in the two branches is now dramatically different, so sufficiently long sequences of the form (< , . . . ) are correctly inferred to have come from the right-hand branch even before node a is revisited.
MAXIMUM SIZE OF THE HYPOTHESIS SET
Having established that strongly-connected trackable models have a bounded number of hypotheses, it is of interest to know what that bound is. The main theorem of this section stems from the observation that the size of the hypothesis set only increases when: 1) the first color observed can be emitted by more than one node, or 2) a same-colored out-neighbor is encountered (as discussed in the previous section).
Before stating and proving the theorem, we need the following corollary to Theorem 3.
Corollary 4.
In a strongly-connected trackable model for which observations start from a known node, there can be at most one hypothesis which visits a given node at a given time.
Proof. Suppose the corollary does not hold. Consider a color sequence such that, at some point after the known starting point, multiple hypotheses are created because of same-colored out-neighbors. Furthermore, suppose that the color sequence permits a pair of these hypotheses to visit the same node at the same time. Because the subsequent transitions do not depend on any of the previous transitions (Markov property), this means that which branch was taken at the node with same-colored out-neighbors can never be reconstructed, contradicting Theorem 3.
As an alternate proof of the corollary, note that color sequence described above would permit the construction of two paths from the (known) starting node back to itself. Therefore, a model which permits such a color sequence lacks the unique path property, violating the assumption that the model is trackable.
Note that a given node may have multiple sets of samecolored out-neighbors. Let M v be the maximum multiplicity of the sets of same-colored out-neighbors at node v, where M v = 1 for a node which lacks same-colored out-neighbors. As an example, for the model in Figure 6a , M a = 2 and M c = 1.
In addition, let K to be the largest number of same colored nodes in the model. For example, for the model in Figure 6a , K = 4.
Theorem 5. In a strongly-connected trackable model, G,
When the observations start from a known node,
Proof. We start with the case in which the observations begin at a known node. Consider a color sequence with the following properties:
1) Every node which has same-colored out-neighbors is visited by a path consistent with the color sequence.
2) The paths consistent with the color sequence include transitions into the highest-multiplicity set of same-colored out-neighbors at each node. 3) The paths consistent with the color sequence visit every node with same-colored out-neighbors on the path before the reconstruction promised by Theorem 3 occurs for any of the same-colored outneighbors encountered.
Clearly this color sequence will generate the largest hypothesis set possible. If such a color sequence does not exist, then the maximum n G (t) will be smaller than the bound obtained by assuming such a color sequence exists, thus accounting for the less-than part of the theorem.
To obtain the equal-to part, assume that such a color sequence exists and keep a running tally of n G (t) as it is processed. When starting from a known node, n G (1) = 1. At each same-colored out-neighbor, the number of hypotheses through the node with same-colored out-neighbors is multiplied by M v . Corollary 4 means that there is only ever a single hypothesis going into the node with same-colored outneighbors at a given time, so we add M v − 1 to our running tally to replace the single hypothesis with the M v new hypotheses. Because M v = 1 for nodes with no samecolored out-neighbors, we can simply sum over all nodes to obtain the expression given.
Returning to the case in which the observations do not begin at a known node, note that there are at most K nodes with the color first observed and, for each of those possible starting nodes, there are at most 1 + v∈V (M v − 1) hypotheses as we have just established. As a result, there are at most K 1 + v∈V (M v − 1) hypotheses even with the ambiguity introduced by not knowing the node when the tracking began.
The difference between knowing the starting node and not knowing the starting node is illustrated concretely using the model in Figure 7 . Note that nodes can have multiple same-colored in-neighbors. If observations start when the system is at an unknown same-colored in-neighbor, it will never be possible to identify the first node that was visited. This would cause n G (t) to be multiplied by the number of hypotheses generated by this initial ambiguity. For the model in Figure 7 , Theorem 5 indicates that n G (t) ≤ 5 as long as observations start at a known node. This bound is realized by the color sequence (< ). But, suppose instead that observations start at an unknown one of the same-colored in-neighbors of a (i.e., one of {q, r, s, t, u}). This results in the color sequence (< l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > ), which in turn yields n G (4) = 25 because it is not possible to determine which of the < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > nodes was visited initially. Note that the unknown starting point bound is only tight if the color sequence used in the proof of Theorem 5 exists and the initial ambiguity from starting at one of the K samecolored nodes is never resolved. For example, the bound of n G (t) ≤ 5K = 55 is not tight for the model in Figure 7 because the elevenfold ambiguity in an initial observation of In general, there are several circumstances under which the initial ambiguity may not be resolved and the bound can be tight:
1) The K same-colored nodes could be same-colored in-neighbors of some node. 2) There could be a color sequence which permits paths from each of the K same-colored nodes to some node. This is a multi-step generalization of the same-colored in-neighbors in the previous case. 3) The model could be symmetric (i.e., |Aut(G)| > 1, where Aut(G) is the automorphism group of Figure 4 of [9] . The model is trackable and hence the conditional entropy rate is H(X|Y ) = 0 but it is not possible to uniquely reconstruct X from Y without additional constraints on the distribution of initial states.
the growth in uncertainty at each step is that the number of hypotheses (and hence the conditional entropy) grows at a rate which is sufficiently slow that the 1/T term can still take the conditional entropy rate to zero. In contrast to this case, Theorem 1 of [9] shows that the exponential growth in the number of hypotheses for untrackable models is fast enough to result in a nonzero entropy rate. Note that for k = 0 (bounded growth) this theorem is more general than Theorem 1 of [9] because it applies even if the model is not strongly connected and/or has periodic nodes. That being said, the theorem is not an "if and only if" statement: H(X|Y ) = 0 does not imply that n G (T ) is bounded by a polynomial, which is what the following theorem addresses. Proof. Note that the limit in the definition of the conditional entropy rate means that H(X|Y ) depends on the long-term, asymptotic behavior of a model. Therefore, the transient behavior of the model is irrelevant in determining the conditional entropy rate: while the transient nodes can generate a color sequence which makes the hypothesis set arbitrarily large, we know that, with probability one, the system will eventually end up in one of the recurrent classes. Intuitively, the conditional entropy rate will then be dictated by the entropy rates which are realizable by any given recurrent class. If the recurrent classes are all trackable, then they will all have zero conditional entropy rate. If any recurrent class is not trackable, then there will be a nonzero conditional entropy rate.
To formalize this intuition, we start with the "if" part. Let the random variable C T correspond to which recurrent class X T is in. To ensure this is well-defined for all T , we take C T to also have a special value indicating that X T is a transient node. We can then define the stochastic process C [T ] = (C 1 , C 2 , . . . , C T ). Noting that we are interested in the limit as T → ∞, C [T ] will have a time T R where it transitions from transient nodes to one recurrent class, which we denote C. Therefore, any sufficiently long C [T ] can be entirely defined by T R and C. We can then rewrite the conditional entropy as 
This expression has a nice interpretation: the first term corresponds to the uncertainty in which recurrent class is entered and when it is entered, while the second term corresponds to the uncertainty in the nodes given the observed colors and the specific recurrent class and transition time. Letting X a:b = (X a , X a+1 , . . . , X The first term has only a polynomial number of possibilities for T R and a finite, constant number of possibilities for C. Therefore, the same reasoning used to prove Theorem 6 shows that this term will go to zero. The second term does not grow with T , and hence will be taken to zero by the 1/T in the limit. The third term can be expanded as where T R and C are the sample spaces of T R and C, respectively. Once the limit is taken, each term in the sum corresponds to the conditional entropy rate produced by a given recurrent class c. Theorem 1 of [9] states that this entropy rate is zero for an irreducible, aperiodic, trackable model. Therefore, if all recurrent classes are trackable and all recurrent nodes are aperiodic, all terms in the sum are zero and H(X|Y ) = 0.
To prove the "only if" part, start with the inequality When we take the limit as T → ∞, the first term only involves the uncertainty in the finite set of random variables X 1:T R −1 , and hence will be taken to zero by the factor of 1/T . This means that the lower bound will be determined by H(X T R :T |Y [T ] , T R = t r , C = c), which is the entropy of the states in the recurrent part conditioned on all of the observations. Focusing on this term, we then have But, H(X T R :T |X T R −1 = x, Y T R :T , T R = t r , C = c) is simply the entropy produced by transitions within recurrent class c with an initial state distribution dictated by the edges from x into c. Note that Geiger and Temmel assume the initial state distribution is equal to the stationary distribution, but they comment that their results should hold for any initial state distribution [9] . Indeed, the proof of Theorem 1 of [9] does not appear to depend on any specific choice of initial state distribution. Therefore, we can take the limit to obtain the conditional entropy rate and apply the results of Theorem 1 of [9] to each term in the sum to conclude that the only way for H(X|Y ) > 0 is for at least one of the recurrent classes to be untrackable.
This theorem implies that models which are untrackable because of pathologies in the transient nodes can still have H(X|Y ) = 0. This can be understood in terms of the difference between the worst-case and asymptotic average behavior: trackability considers whether there is any color sequence which can generate exponential growth in the size of the hypothesis set, whereas the conditional entropy rate captures the fact that, on asymptotic average, such sequences cannot persist infinitely long if they are only generated by transient nodes. To illustrate this, consider the model in Figure 9 . This model has intersecting cycles with the same coloring formed by the transient nodes {a, b, c}, and therefore experiences exponential worst-case growth of the hypothesis set. But, the single recurrent node d has a unique color, so the hypothesis set stops growing as soon as As a less obvious example, suppose the model in Figure 9 is modified such that all nodes emit the same color. Then it is never possible to identify when the recurrent node d has been entered, and yet Theorem 7 implies that H(X|Y ) = 0. In this case, the hypothesis set continues to grow exponentially, but the hypotheses which visit the transient nodes many times are increasingly less likely. Theorem 7 then indicates that the rate at which such hypotheses become unlikely is sufficient for the conditional entropy rate to be zero.
SUMMARY
This paper has presented several new analytic results regarding the ability to reconstruct the sequence of nodes visited by an agent traversing a trackable weak model. It was found that the node reconstruction problem is substantially more tractable in models that are strongly connected compared to models that have transient nodes. This is a promising result because trackability imposes fewer constraints on the model's coloring than the other observability classes which offer stronger performance guarantees [5] , and hence is more likely to be attainable in practice. For strongly-connected trackable models, the worst-case size of the hypothesis set is bounded by an easily-computed constant. Furthermore, when unambiguous real-time tracking is lost because of a same-colored out-neighbor, it will always eventually be possible to determine which branch was taken. Finally it was shown that the conditional entropy rate, H(X|Y ), vanishes if and only if all recurrent classes are trackable. The implications of these theorems were elaborated in terms of well-known mean absorption and recurrence times of Markov chains that can be used to estimate how long certain events such as unique node identification can take on average.
These new results identify deep relationships between structural properties of weak models and lumped Markov chains, and their trackability and entropy rates. Consequently, the results of this paper can be used to concretely inform the design of trackable systems as well as the tracking algorithms used in applications such as computer program execution monitoring with out-of-band electromagnetic emissions measurements [3] .
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