Abstract-Recommender systems are being widely applied in many fields, such as e-commerce etc, to provide products, services and information to potential customers. Collaborative filtering as the most successful approach, which recommends contents to the current customers mainly is based on the past transactions and feedback of the similar customer. However, it is difficult to distinguish the similar interests between customers because the sparsity problem is caused by the insufficient number of the transactions and feedback data, which confined the usability of the collaborative filtering. This paper proposed the direct similarity and the indirect similarity between users, and computed the similarity matrix through the relative distance between the user's rating; using association retrieval technology to explore the transitive associations based on the user's feedback data, realized a new collaborative filtering approach to alleviate the sparsity problem and improved the quality of the recommendation. In the end, we implemented experiment based on Movielens data set, the experiment results indicated that the proposed approach can effectively alleviate the sparsity problem, have good coverage rate and recommendation quality.
I. INTRODUCTION
Along with the rapid ly develop ment of the Internet, the number of the servers connected to Internet and the Webs on WWW show a trend of exponential g rowth. The rapidly develop ment of the Internet present a mass of informat ion to us at the same time, for example, there are tens of thousands movies in Netflix, millions of books in Amazon, mo re than 10 billion page collect ion in Del.icio.us, so much information, not to mention find some interesting contents, it is impossible that to gave all of in formation the once-over. The traditional search algorith m only presents the same ordered results to all of users; can not to provide different service to d ifferent users according to their different interests The informat ion exp losion reduced the use ratio of the informat ion, this phenomenon is called informat ion overload. Personalized reco mmendation, included personalized search, has been thought as one of the most effective tools to resolve the problem of informat ion overload. Radically, the reco mmendation problem is to substitute user to evaluate the strange products, which include books, movies, CD, web and so on, it is a process fro m know to unknown [1] 。.
Reco mmendation as a social process plays an important role in many applicat ions for consumers, because it is overly expensive for every consumer to learn about all possible alternatives independently. Depending on the specific application setting, a consumer might be a buyer, an information seeker, or an organizat ion searching for certain expertise [2] .
Until 1990s, personalized reco mmendation research as an independent concept be advanced. It rapidly development origin fro m the web2.0's maturity, which make the user become a part icipant fro m browser. In an actually reco mmender system, there are tens of thousands, or even more than one millions products need to be recommended, for instance, Amazon, eBay, Youtube, etc, also there are huge users. Accurate and high-performance recommender system can mine the potential propensity to consume of the user and provide personalized services for users. In the increasingly fierce competitive environ ment, personalized reco mmendation system is not just business market ing means, more importantly, it can imp rove the user's loyalty and prevent the loss of users.
A reco mmender system is co mpose of three parts: action recorder module collect the user's information, model analysis module analy ze the user's preference and recommendation algorith m module, thereinto, the recommendation algorithm module is the most core part of the reco mmendation system [3] . At present, recommendation algorith m main ly includes collaborative filtering algorith m, content-based algorithm, the bipartite relationship graph recommendation algorith m based on user-product and hybrid recommendation algorith m. This paper focus on the sparsity and precision problem, compute the similarly matrix through the relatively distance between the user's rating and use the association retrieval technology to realize a new co llaborative filtering approach.
The remainder of the paper is organized as follows. Section 2 surveys existing work on collaborative filtering and discusses the sparsity problem in detail. Section 3 introduces associative retrieval and summarizes our associative retrieval-based approach to dealing with the sparsity problem and imp rove the quality of the recommendation. Section 4 presents an experimental study and the experimental data analysis. Section 5 concludes the article by summarizing our research contributions and pointing out future directions.
II. COLLABORATIVE FILTERING AND THE SPARSIT Y PROBLEM

A. Collaborative filtering
Collaborative filtering aggregates the experiences of similar users in the system to generate personalized recommendations. One key aspect of collaborative filtering is the identification of users similar to the one who needs a recommendation depends on the preference patterns of users makes it more general than other tasks such as ad hoc information retrieval and content-based filtering [4] .
Collaborative filtering has been the most successful recommendation system approach to date and has been widely applied in various applications, thereinto, Grundy have been considered the first collaborative filtering system [5] . Grundy system can build user's preference model to reco mmend relevant books to every users. Tapestry mail processing system, manpower deal with the similarity between users. The more users, the lower precision [6] . Group Lens build the user's informat ion group, within group of users can publish their own informat ion, and with other users make collaborative recommendation [7] . Ringo make use of the same social informat ion filtering method to recommend music to users [8] . There are some other typically co llaborative recommendation system, such as Amazon.Co m [9] , Jester [10] , Phoaks [11] , and so on.
Many algorith ms have been proposed to deal with the collaborative filtering problem. Most collaborative filtering algorith ms can be categorized into two classes [12] : Memory-based algorith ms and model-based algorith ms.
The memory -based algorithms first find the users from the training database that are most similar to the current test user in terms of the rating pattern, and then combine the ratings given by those similar users to obtain the prediction for the test user. The two most commonly methods is Pearson correlation and cosine of the angle. Many enhanced method have been applied into the Pearson correlation and cosine of the angle. For examp le, absentee voting, case extended, weighted advantage predication, etc. Otherwise, Chen and Cheng make use of the order within product list to compute the similar degree between users; the high-order products have higher weight when computing the user's comparability [13] . But Yang and Gu proposed that using user's behavior information to construct the user's interest point, make use of the interest point to compute the comparability [3] [14] .
Model-based algorithm co llects rating data to study, infer the user's action model, and predicate rating for a product. The difference between model-based collaborative filtering and memo ry-based collaborative filtering is that model-based approach not based on some of heuristic rule to predicate, but based on data application statistics and machine learning to get model to predicate. Breese et al. proposed two selection probability models: Clustering model and Bayes network [15] . In first model, suppose the user's rating independently, the similarly user cluster into a class, give the user class a mark number. In Bayes network, the number of class and model parameter can obtain fro m existing data through learning. Other model-based collaborative filtering system have probability correlat ion model [16] , maximu m entropy model, linear regression model, and so on.
Despite its success in many applicat ion settings, the collaborative filtering approach nevertheless has been reported to have several major limitations including the sparsity, scalability, and synonymy problems. The sparsity problem occurs when transactional or feedback data is sparse and insufficient for identify ing neighbors and it is a major issue limit ing the quality of recommendations and the applicability of co llaborative filtering in general. Our study focused on developing an effective approach to making high-quality recommendations even when sufficient data is unavailable.
B. The sparsity problem
In collaborative filtering systems, users or consumers are typically represented by the items they have purchased or rated. For instance, in an online cinema have 3 million movies; each consumer is represented by a Boolean feature vector of 3 million elements. The value for each element is determined by whether this consumer has viewed the corresponding movie in the past time. Typically the value of 1 to 5 indicates that such a view had occurred and 0 indicates that no such event has occurred. When multip le consumers are concerned, a matrix co mposed of all vectors representing these consumers can be used to capture past view events. We call this matrix the consumer-product interaction matrix. In this article, we use C to denote the set of consumers and I to represent the set of items. We represent the consumer-product interaction matrix by a |C|×|I| matrix R = (r ij ), such that (1) In many large-scale applications, both the number of items and the number of consumers are large. In such cases, even when many events have been recorded, the consumer-product interaction matrix can still be extremely sparse, that is, there are very few elements in R whose value is not 0. This problem, co mmonly referred to as the sparsity problem, has a major negative impact on the effectiveness of a collaborative filtering approach. Because of sparsity, it is highly probable that the similarity (or correlat ion) between two given users is zero, rendering collaborative filtering useless [17] . Even for pairs of users that are positively correlated, such correlation measures may not be reliab le.
The cold-start problem further illustrates the importance of addressing the spars ity problem. The coldstart problem refers to the situation in which a new user or item has just entered the system [18] . Co llaborative filtering cannot generate useful reco mmendations for the new user because of the lack of sufficient previous ratings or purchases. Similarly, when a new item enters the system, it is unlikely that collaborative filtering systems will reco mmend it to many users because very few users have yet rated or purchased this item. Conceptually, the cold-start problem can be viewed as a special instance of the sparsity problem, where most elements in certain rows or colu mns of the consumer-product interaction matrix A are 0 [2] .
Many researchers have attempted to alleviate the sparsity problem. In [19] , the author proposed an itembased approach to addressing both the scalability and sparsity problems. Another proposed approach, dimensionality reduction, aims to reduce the dimensionality of the consumer-product interaction matrix d irect ly. A simp le strategy to reduce the dimensionality is to form clusters of items or users and then use these clusters as basic units in the prediction. More advanced techniques can be applied to achieve dimensionality reduction. Examples are statistical techniques such as Princip le Co mponent Analysis (PCA) [10] and information retrieval techniques such as Latent Semantic Indexing (LSI). Essentially, dimensionality reduction approaches deal with the sparsity problem by generating a denser user-item interaction matrix that considers only the most relevant users and items. Predictions are then made using this reduced matrix. Emp irical studies indicate that dimensionality reduction can improve reco mmendation quality significantly in some applications, but performs poorly in others, the potentially useful informat ion might be lost during this reduction process [20] .
Researchers have also attempted to combine collaborative filtering with content-based recommendation approaches to alleviate the sparsity problem [21] [22] . In addition to user-item interactions, such techniques also consider similarit ies between items derived fro m their content, which allo w them to make more accurate predictions. However, the hybrid approach requires additional information regard ing the products and a met ric to compute meaningfu l similarities among them. In pract ice, such product information may be difficult or expensive to acquire and a related similarity metric may not be readily availab le.
Another category of methods consider the data as a bipartite graph where nodes represent the users and items, and an edge (i, j) exists between a user i and an item j if i has rated j. Moreover, edge (i, j) is given a weight corresponding to the rating given by i to j. These methods then derive global similarities between users or items using graph theoretic measures. For instance, one such method co mputes similarit ies between two users as the average commute time between their respective nodes in a random-walk o f the graph. Other graph theoretic measures were also investigated, such as the minimal hop distance between nodes of the graph, and the spread activation of the nodes in the graph. The main drawback of these approaches is that there is often no good interpretation of the similarity measures in the context of the prediction problem [23] . Our research focuses on developing a computational approach to exploring transitive between users to address the sparsity problem and imp roving the accurate in the context of collaborative filtering.
III. COLLABORATIVE FILTERING BASED ON ASSOCIAT ION RET RIEVAL
A. Association retrieval
Associative retrieval has its origin in statistical studies of associations among terms and documents in a text collection. The basic idea behind associative retrieval is to build a graph or network model of docu ments and index terms and queries, and then to explore the transitive associations among terms and documents using this graph model to imp rove the quality of info rmation retrieval. This relat ionship is also reflected in people's daily life, for instance, Lisi is Wanwu's friend, Zhanshan is Lisi's friend, Wanwu can recommend movie A to Zhanshan, so there is an association relat ionship between Zhanshan and Wanwu. We found that recommender system can make use of this relationship between users to address the sparsity by studying.
B. Finding the relationship between users by association retrieval
Firstly, we supposed that represent a user set which includes 3 users, represents a movie set which includes 4 movies, represent a user's rating matrix wh ich includes elements.
The rows represent the user, the colu mns represents the movie, fo r examp le, the first row represents the user c 1 viewed the movies i 2 and i 4 , the rating is 3 and 4 respectively.
Fro m the second line in the mat rix B, we can know that the user c 2 viewed the movie i 2 , i 3 and i 4 . It is easy to find that the user c 1 and c 2 viewed the movie i 2 and i 4 fro m matrix R and B. According to similarity theory, we can ascertain that the user c 1 is similarity with the user c 2 , so the movie i 3 can be reco mmended to the user c 1 through the user c 2 , but the movie i 1 cannot be recommended to c 1 forever. However, the above examp le only has 4 movies. At present, the online movie provider more than millions movies, the -dark in formation‖ will appear if only through the direct similarity users to recommend, so me of movies will cannot be recommended to some of users, the requirements of the user cannot be satisfied.
According to the association retrieval theory, users as a set of nodes, the products as a set of nodes, we use the bipartite graph to express the matrix B, as shown in Accordering to Fig 1, the length of the association path is assumed to be 3, there are c 1 -i 2 -c 2 -i 3 and c 1 -i 4 -c 2 -i 3 two paths, the movie i 3 is reco mmended to the user c 1 , but there is not a path whose length is 3 between i 1 and c 1 , so i 1 will not be recommended to the user c 1 . If the length of the path is extended to 5, we can find that the movie i 1 can be reco mmended to the user c 1 through the path c 1 -i 2 -c 2 -i 3 -c 3 -i 1 and c 1 -i 4 -c 2 -i 3 -c 3 -i 1 .
Accorder to the above analysis, this paper makes some of define are as follows:
Definiti on 1: d irect reco mmendation path represent a user recommend item to a target user directly.
Definiti on 2 : indirect recommendation path represent a user recommend item to a target user through one or more than one user.
Definiti on 3: user direct similarity degree represents the similarity degree between users in direct recommendation path.
Definiti on 4: user indirect similarity degree represents the similarity degree between reco mmendation user and target user in indirect reco mmendation path. Fro m the above analysis, we know that the association retrieval method can explo re the transitive between users to get a set of paths and the direct or indirect similarity degree. Through formula (2) to co mpute the value of in the sparsity matrix to address the sparsity problem.
Note that i represents user, j is item, is the set of reco mmendation path, represents an ordered set of a recommendation path the user passed, is similarity degree between and .
C. Computing the direct similarly matrix
In the computing of the direct similarity matrix, we do not use the Pearson-correlation and cosine of the angle. Through the research we find that whatever the user rating is h igh or low after the user viewed the movie, to some extent, which e xp ress some of similarity between users both on the personal preferences and the preference of ratings. For examp le, in the matrix R, the user c 1 and c 2 rated i 2 and i 4 , the rating value of the c 1 is 3 and 4, the rating value of the c 2 is 2 and 5, we can use formula (3) to compute the rating similarity degree between c 1 and c 2 for the same movie and ，
max is the maximu m value function; abs is the absolute value function; R represents the value set of the rating, such as R={0,1,2,3,4,5};
, the value of the user i rate product k. Formu la (4) was used to compute the user similarity between i and j after get the rating similarity degree. (4) Note that m, the number of the products. We use the rating matrix R as an examp le, the user similarity , according to this method, we can get the user similarity matrix as follows:
Next, we co mb ine the association retrieval and direct similarity matrix to co mpute in order to get the recommendation matrix after getting the user similarity matrix.
D. Co mputing the recommender matrix
We use the data the section 3.2 provided to reco mmend for the user c 1 . When M=3, we can find that c 1 has two recommendation path c 1 -i 2 -c 2 -i 3 and c 1 -i 4 -c 2 -i 3 fro m the data; the similarity between c 1 and c 2 is 0.4 fro m the similarity matrix in section 3.3, the weight of the path is 0.4; so we get the correlation degree of the i 3 is ; Because c 1 and c 2 have the highest similarity, the rating value of the c 2 for i 3 is 3, so the recommendation value is . When M=5, there are two reco mmendation path c 1 -i 2 -c 2 -i 3 -c 3 -i 1 and c 1 -i 4 -c 2 -i 3 -c 3 -i 1 , the weight is , the value of the correlation degree is , the rating value of the c 3 for i 1 is 4, so the recommendation value is . The recommendation matrix was defined in (5) (5) Note that R, the rating matrix, is the similarity matrix, B is the marked matrix. Using the data in section 3.2, we get the reco mmendation matrix and through formu la (4) when M=3 and M=5. 
V. EXPERIMENT AND ANALYSIS
A. Experiment data
The datasets were collected by the GroupLens Research Project at the University of M innesota. The data set consists of 100,000 ratings (1-5) fro m 943 users on 1682 mov ies. Each user has rated at least 20 movies; the sparsity degree is 99.937%.
B. Experiment procedure
For each target consumer, we retrieved the entire set of previously viewed items and sorted them into chronological order by view date. The first 90% of these items was treated as -past‖ views to serve as input to be fed into different methods to generate recommendations. For co mparison purposes, the second 10% of these items were treated as -future‖ views of the customer and hidden fro m the reco mmender system.
In the experiment, we co mpared the outcome of the Pearson-correlation, Vector similarly, Item-based and our approach. We use precision, recall, coverage and Fmeasure to measure the effectiveness of a given recommendation approach. These measures are widely accepted in informat ion retrieval and reco mmender system research [24] .
The baseline methods are described below.
 Pearson Correlati on Coefficient (PCC)
Pearson Correlat ion Coefficient method predicts the rating of a test user x on item i as:
(5) Where the coefficient is computed as (6)
 Vector Similarity (VS)
This method is very similar to the previous method except that the correlation coefficient is computed as:
The definition of the precision, recall, coverage and Fmeasure are as fo llo ws.
C. Experiment results
In our experiment, we called our approach ARC. We respectively compute the precision, recall and F -measure based on Movielens data set for the ARC, PC and COS algorith ms. In the A RC, the value of the M is 3. Summarized bar charts are shown in Figs. 2-5. Tab le1 is the comprehensive comparison about the precision, recall F-measure and coverage between ARC, PC and COS algorith ms.
In the aspect of the precision, the ARC increased by 18.40% co mpared with PC and 33.58% co mpared with COS. In the aspect of the recall, the ARC increased by 17.65% co mpared with PC and 66.68% co mpared with COS. In the aspect of the F-measure, the ARC increased by 18.39% co mpared with PC and 34.13% co mpared with COS. In the aspect of coverage, the ARC increased by 4.66% co mpared with PC and 24.78% co mpared with COS. Fro m the results, we can see that there are greatly improved in the aspect of the precision, recall, F-measure and coverage. But fro m the above data, we find that the COS is worst in the situation of the sparsity. Otherwise, in the aspect of coverage, the ARC increased by only 4.66% co mpared with PC. We also make another experiment, the results show that the coverage can increase more than 10% when the M equals 5, the overhead of the computing have great increased, but the increase was very little in the recommendation precision. This paper considers that a low coverage rate increase for two reasons, on the one hand, it is because the value of the M is 3; on the other hand, maybe the sparse degree of the experiment data set is not enough. In this paper, we aimed to alleviate the sparsity problem and improve the recommendation precision in collaborative filtering systems. We use the association retrieval technology to alleviate the sparsity problem and proposed a new collaborative filtering algorith m to increase the recommendation precision. The effect iveness of the approach was evaluated experimentally using data fro m the movielens data set. The experiment indicated that our approach alleviated the sparsity problem and achieved significantly better reco mmendation quality than the standard collaborative filtering approaches Meanwhile, there is a great problem fo r the proposed approach in this paper. The volume of data these s ystems utilize will continue increasing over time. In this situation, our approach will cause the data overload problem. As a result, it will p resent a significant challenge for the scalability of collaborative filtering recommenders. So, the next research, we will consider the scalability problem of co llaborative filtering recommenders. 
