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Abstract 
The content of existence theorems in the calculus of variations has been explored and an 
effective treatment of semi-continuity has been achieved. An algorithm has been developed which 
captures the natural algorithmic content of the notion of a semi-continuous function and this 
is used to obtain an effective version of the “chattering lemma” of control theory and ordinary 
differential equations. This lemma reveals the main computational content of the theory of relaxed 
optimal control. 
1. Introduction 
In this paper we begin an exploration of the effective content of existence theorems 
in the calculus of variations. We believe that no such investigation has been made 
before, despite fifty years of literature in recursive analysis. 
The essential new wrinkle is an effective treatment of semi-continuity. The treat- 
ments of computable real functions, such as those of Bishop [2], Grzegorczyk [ 121, 
Metakides-Nerode-Shore [ 181 and Pour-El-Richards [2 1,221, follow the lead of 
Brouwer. They require that recursive functions on complete metric spaces be con- 
tinuous. 
Semi-continuous functions entered the mainstream of mathematics when Hilbert [ 131 
implicitly used semi-continuity as an assumption for functions on function spaces to 
prove the existence of surface area and, more generally, the existence of solutions to 
regular calculus of variations problems. This is called Hilbert’s “direct method” of the 
calculus of variations and filled a gap in existence proofs left by Gauss and Riemann 
and pointed out by Weierstrass [14]. 
The reason our attention was drawn to this question was not for the purpose of 
computing surface areas. It was rather due to our work in computing approximately 
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optimal controls in relaxed control theory [9]. Here is the problem. Suppose that we 
are given a non-negative cost function Qx(t), c(t)) defined on the phase space x of 
a dynamical system (plant). Given initial conditions, a trajectory x(t) is induced by 
choosing an admissible control function c(t). Optimal control requires finding a c(t) 
yielding x(t) of minimum total cost m obtained by integrating along the trajectory. 
The total cost function L is often only lower semi-continuous in c(t). For applications, 
we only need to compute approximately optimal controls. These are control functions 
whose trajectories have, for a prescribed positive E, total cost less than m + E, where 
m is the inf of the costs. The definition of a recursive lower semi-continuous function 
on a recursive tube P c Rq, in Section 2, allows us to carry out such an algorithm. 
We believe that this captures the natural algorithmic content of the notion of a semi- 
continuous function. 
In Sections 3 and 4 we use this definition to obtain an effective version of the 
“chattering lemma” of control theory and ordinary differential equations. We regard this 
lemma as revealing the main computational content of the theory of relaxed optimal 
control [6,5]. 
We assume that readers have a basic knowledge of recursive analysis such as is 
contained in [22], although we repeat some definitions as needed. We also need a 
notion not present in [22], that of a recursively closed set [23] or, equivalently, that 
of a Turing located closed set [7]. 
The definition of a recursively closed set in a q-dimensional Euclidean space for- 
malizes the idea that the set can be approached effectively by a recursive sequence of 
rationals. The definition of a Turing located set formalizes the idea that the distance 
between the set and any point in the space can be computed if we use that point as 
an oracle. 
Definition (The Hausdorfs metric d). Let X, Y be subsets of 14, where I‘J is a q- 
dimensional tube of Euclidean Rq. First define 
d’(X, Y) = supXCXinf,,rIY -xl. 
Using d’, define 
d(X, Y) = d’(X, Y) + d’(Y,X). 
It is easy to see that 
d(X, Z) d d(X, Y) + d(Y, Z). 
From this it follows that d is a metric. Note also that Y CX implies that d’( Y,X)=O. 
Definition (Recursively closed sets). For any indexed family {x0} c K, let K,, = 
{Xl 3 ..., x,}. A closed set K is called recursively closed if there exists a recursive 
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sequence of q-tuples {xn} from K such that d(K,K,) converges to 0 effectively as 
n --) 00. 
Thus {x,} is a rough “effective approximation” to the underlying set K. Remember 
that a recursive sequence of q-tuples is itself defined as the effective limit of a recursive 
double sequence of q-tuples of rationals. We do our computations with this double 
sequence. Associate with K a recursive sequence of rationals 
{kl.r(o)...k,(,),,(,) } := Keco) such that 
d(K,(,),K)62-“. (1.1) 
Note that if K is recursively closed, then we can choose e(v) as an increasing 
recursive function on N to N. On the other hand, if (1.1) is true, and e(m) is a 
recursive function, we conclude that ki,e(l;) -+ ki E K effectively as v + cc and that K 
is a recursively closed set. 
Remark. The existence of such a KeCvj is easy to prove. KC(“) need not be a subset 
of K. 
We also introduce the notion of an L-sequence for a recursive tube 14 in Rq. 
Call a point x a “stage k lattice point for P”, if 
B1 -AI 
x= 
( 
4 -4 ___ il,..., 7 . iy 
2k 
We assume that 
Zq = {Ai < xi < Bi, i = 1, . . . . q}. 
There are 2k*q stage k lattice points for 14. 
Definition (L-sequence). An L-sequence for 14 is a sequence which lists all stage 
k + 1 lattice points immediately after all stage k lattice points for all k. The recursive 
sequence {[n&N of rational q-tuples is effectively dense in the following sense: for 
any x E I, there exist points 1, E {I ,, : n d (24)k+‘} such that Ix - I,( ~2~~. 
2. Recursive semi-continuity 
Definition 2.1. (a) Epigruph off. The epigraph of a function f : 14 + R is defined 
as 
epif = [(~,a) E I4 x R : f(x) d a]: 
where 14 is a q-dimensional tube in Rq. 
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(b) Semi-continuity off. An f is lower semi-continuous (I.s.c.) if epif is closed 
in Rq+‘. 
The definition of upper semi-continuity (u.s.c.) is similar. 
Assumption of Boundedness. We assume from now on that f is bounded. Effectively 
unbounded semi-continuous could also be handled. Assume 1 f 1 <IV. 
Definition 2.2 (Computability of 1.s.c. functions). A 1.s.c. function f(x) is recursive 
if its epigraph 
epi f = [(x, a) E I4 x R : f(x) d a < M] 
is recursively closed in Rq+‘. 
We can similarly define the concept of a recursive upper semi-continuous function. 
For the reason of simplicity, we do not include the notation for the upper bound, say 
“M”, in the notation epif for recursive 1.s.c. functions. 
We recapitulate the definition of a recursive real function in the standard sense [22]. 
Let P c Rq be a recursive rectangle, that is, suppose that each vertex is a recursive 
real. For the reason of simplicity, we usually assume that each vertex is a rational 
tuple. 
Definition (Recursive real Jimctions). Function 
is recursive if 
1. f is sequentially recursive. That is, f maps every recursive sequence of points 
Xk E 14 into a recursive sequence {,f(xk)} of real numbers. 
2. f is effectively uniformly continuous. That is, there is a recursive function d : 
N + N such that for all x, y E P and all k, 
Ix - YI d $) - If@> - f(Y)1 G 2-k, 
where ( . I is the Euclidean norm. 
Recursive real functions are recursively semi-continuous functions, but not con- 
versely. 
Example 1. Define f(x) : [0, l] + [0, l] as follows: 
f(x) = 
{ 
0 if x d 0.5, 
1 if n > 0.5. 
The epigraph of this function is a recursively closed set, so the function is a recursive 
I.s.c. function. It is easy to prove the following result. 
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Proposition. Suppose that f is (I piecewise constant function, has finitely many jumps 
w,hich only occur at recursive points, is lower semi-continuous, is dejned on u recursive 
interval, and has recursive values at all points of discontinuity. Then f is u recursive 
lower semi-continuous function. 
Example 2. We exhibit a recursive 1.s.c. function such that f (0) is not a recursive real 
number. Let u(n) be a l-l recursive function which enumerates an r.e. non-recursive 
set A. For simplicity, let f : [- 1, l] ---f [0,2] be symmetric with respect to the y axis, 
and define f on [0, l] as follows: 
f(x) = 
i 
-g7+‘+(n) - -y-2-“(“) x (x _ 2_“) 
2-n _ 2-n-l 
if 2-” < x62-(“-‘) 
cY2-“‘“’ if x = 0. 
Then f(0) = ~;“2-“(“) is not a recursive real number [22, p. 161. However, one 
can close down on the epigraph of f by the epigraphs of the sequence of functions 
fn = f I [- 1, -2-7 u [22”, 11. 
The distance of the epigraph of the piecewise linear function f on [- 1, l] to that 
of f,, is less than 2-“+I, so f(x) is a recursive 1.s.c. function on [-1, 11. 
In contrast to the standard definition of a recursive real function given above, neither 
sequential computability nor effective continuity are required in the definition of a 
recursive lower semi-continuous function. The examples above indicate the failure of 
both sequential computability and effective continuity. But we will prove a form of 
sequential r.e. computability for recursive 1.s.c. functions. 
The definition of a recursive semi-continuous function requires little computability 
of values. So one might doubt that we can do much with such a weak computability 
requirement, we can do much. But this definition supplies us with a global picture of 
the function good enough to let us deal with calculations in the calculus of variations. 
Theorem 2.1 (Recursiveness of minimum value). Let f(x) be u recursive 1.s.c. func- 
tion on a recursive tube 14. Then 
infxElti {f(x)} 
is a recursive real number. 
Proof. By assumption, K := epi, f is a recursively closed set. Let K,(,) be a recursive 
sequence approaching K. Let w[i) be the jth projection of tuple w. Define 
k = min{(kt,~(C))[q+t), . . . . (ke(l;),e(o))[q+t)}. 
Since the (ki,e(v))[q+l] are rational numbers, k, is a recursive sequence of rationals. 
Because d(K,(,,, epi f) < 2-“, it is easy to see that linf f - k,l<2-“+I. Since inf f 
is the effective limit of a recursive sequence of rationals, inff is a recursive real 
number. 0 
132 X Ge. A. Nerodel Annals of Pure and Applied Logic 78 (1996) 127-146 
We call a real number x recursively enumerable if there is a recursive sequence 
of real numbers which converges to X. (We impose no requirement that there be an 
effective modulus of convergence.) 
Similarly, we call a sequence of real numbers x, recursively enumerable if there 
exists a recursive double sequence yn,k which converges to x, as k tends to infinity. 
Theorem 2.2 (Sequential r.e. computability). Let f(x) be a recursive 1.s.c. function 
on 14. For any recursive sequence {x,,} of q-tuples in Iq, f(xn) is a sequence of 
recursively enumerable reals. That is, there is a uniform algorithm which, applied 
to an input {x,,}, produces a recursive double sequence of rationals {r,,k}, which 
converges to {f (xv)} as k -+ co. 
We emphasize that the limit is not generally a recursive real number. 
Proof. Since all the x, can be treated the same way, we restrict discussion to a single 
recursive input x. Let x be a recursive point. Let r, be a recursive sequence of rational 
points such that (r, - XI <2-“. Let epiF be K and define K,(,), as in (1.1). That is, 
The basic idea is to consider the minimum off on each of a sequence of decreasing 
neighborhoods of x. Since K is recursive and f is semi-continuous, the limit of these 
minima is f(x). We use r, for the computation of X, and Kecv) for the computation K. 
Here are the details. 
In order to guarantee that x is in the neighborhood and that Kecv) is a good estimate, 
we introduce a 2-‘+’ neighborhood of rO. Define 
fv := min{(k,e(,))[q+l] : J(ki,e(tl))[l,ql - r,I <2-u+2}. (2.1) 
Then (ki,e(o))[l,ql is the projection of the first q coordinates. Since x is in the 2-” 
neighborhood of rv, the distance between x and any point outside the 2-‘+= neigh- 
borhood of r, is greater than 2?+‘. Because d(K,cO,,K) < 2-“, the left hand side of 
(2.1) is non-empty. Furthermore, 
1 f U - infIx,-r, 1 G 2-t+2 f (x’)l < 2-“. 
Lower semi-continuity guarantees that inf IX,+, I G 2-C+* f (x’) converges to f(x) as rv 
approaches X. Therefore, fv + f(x). 0 
Remark. Example 2 shows that a continuous recursive 1s.~. function need not be a 
recursive real function in the standard sense. In contrast, assuming convexity makes 
a recursive 1.s.c. function recursive in the standard sense. This property is crucial in 
justifying our algorithm for computing chattering. 
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Theorem 2.3 (Convexity implies computability). Let f(x) be a conuex recursive 1.s.c. 
function dejned on P+&. Then f ( ) x is a recursive continuous function in the standard 
sense. That is, f is 
(i) sequentially recursive, and 
(ii) effectively uniformly continuous. 
Remark. Since we allow only bounded functions f, convexity implies continuity. If 
we apply the proof of Theorem 2 to the iimction of Example 2, we see that the proof 
fails because of a lack of effective control over the error when the minimum value 
is approached from below. Convexity provides the missing control on error when the 
underlying value is approached from below, simply because the error is bounded by 
suitable convex combinations that can be computed. 
Proof of Theorem 2.3. Let I + E be 14 with its edges enlarged by E. (We need to do 
this because we have to estimate the value of f on IS by using the convex hull of 
the approximating domain at every stage. The assumption implies that f is defined on 
14 + E, so f on 14 is contained in a certain convex hull.) 
Sequential computability will follow from effective continuity, so we prove effective 
continuity first. Nothing is lost by giving the proof for the case E = 1 and 14 is the 
unit square. By the grids of 2~” we mean the grids generated by the points of the 
L-sequence (defined earlier) for the stage v of 14 + 1. 
EfSectively uniform continuity: It suITices to construct a recursive function d(v) of 
N + N such that 
Ix - yl<2-d’“’ - If(x) - f (u)lG2-“. (2.2) 
By the “approximate inff on a grid” we mean the minimum on the grid based on 
the approximation Ke(“+i+6). Since the length of each edge of each grid is 2-v-i-4, at 
least one of the elements of (Ke(o+i+h)) is in the grid. 
Given integer u, compute the L-sequence together with the grids to stage u+4+i, and 
also Ke(o+i+e), until a stage u + io is reached at which for each grid, all the differences 
between the approximate inff of the underlying grid and the approximate inff of 
surrounding grids are less than 2-“-4. Then define d(u) = u + io. 
The next question is: does this procedure stop? Equivalently, does such an io exist? 
The answer is yes, because every bounded convex function is continuous, therefore 
uniformly continuous, on IQ + 1. This guarantees the existence of such an io. 
The more difficult point is to prove that d(u) works. Note that we have estimated the 
value of f on each grid by the approximate inf of f on the grid. By the assumption 
that f is recursive 1.s.c. and according to the design of the algorithm, the approximate 
inff is at most 2-” away from the actual inf of f on each grid. The latter is achieved 
at a point on the grid. 
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Lemma. For each grid such that its intersection with 14 is non-empty, the val- 
ues of f on that grid do not exceed at least one of the inff’s on the surround- 
ing grids. Therefore, it is at most 2-“-2 away from the inf f on the underlying 
grid. 
Proof. Form the set of those points from the surrounding grids which achieve the 
inf f on the corresponding grid. The underlying grid is contained in the convex hull 
of this set. Since f is convex, the lemma follows. 
Remark. Outside grids are not always in a convex hull such as is defined above. It is 
here that we use the fact that we enlarged the domain to I + E. 
Now for the “punch line”. Any two points x, y in P with distance less than 2-d(o) 
are either in the same grid, or they are contained in different surrounding grids. By the 
definition of d(v) and the lemma, we conclude that 
If(x) - f (y)l62-“. 
Now we are ready to verify 
Sequential computability: Let {x~} be a recursive sequence of reals. Suppose {r,,,} 
is a recursive double sequence of rationals such that Ir,,, - x,, 1 < 2-(d(U)+2). Suppose 
we are given a 2-d(“) neighborhood of rn,c. Define 
fv := min{(k,,(,j)[q+l] : I(b,e(u))[l,q] - rn,vj G2-“+2}. 
Because of the effective continuity, it is easy to see that ) f r - f (x)1 622”. 0 
We conclude this section with the effective version of the classical theorem that 
upper plus lower semi-continuity implies continuity. 
Theorem 2.4. Zf f(x) is both recursive 1.~. c. and recursive u.s.c., then f(x) is a 
recursive real function in the standard sense. 
Proof. Suppose that f is defined on a recursive q-dimensional tube. Then, by defini- 
tion, there exists a recursive q + 1 tube Zq+' , such that the epigraph epif is contained 
in Zq+’ and both K = epif and the closure of L = P’ - epi f are recursively closed 
sets. 
We use the following theorem of Richards and Zhou. 
Lemma (Richards and Zhou [23]). A real function g is recursive tf and only tf its 
graph is recursively closed. 
We refer to the original paper for the proof. 
We will prove that the graph of f is a recursively closed set, i.e., that K n L is a 
recursively closed set. 
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What we need here is a recursive double sequence of rationals which approaches 
K rl L effectively. Let Kecoj and L,(,) be the sets as defined in (1.1). Then 
4Ke(r),K) < 2-2 (2.3) 
d(L&),L) < 2-‘. (2.4) 
Note that the same e(u) is used for both sets. 
We will construct a recursive double sequence of rational q + 1 tuples 
ym = Yl,a(u), ..‘, { Y4”)>4”)) (2.5) 
such that d( Y,,,,, K nL) < 2P’+I and yi,a(Y) --f _yi E K nL effectively as t’ + co, where 
a(v) is a recursive function. 
Let {l,,} be the L-sequence for Iq+’ and u(m) be the recursive function such that 
{II, . . . . I,(,)} is the set of lattice points of stages less than or equal to m. To simplify 
notation consider only the case when Iq+’ is of diameter 1. 
Let {y!,,(l), . . . . y,(l),,(l)} to be the stage 1 lattice points. 
Assume that Ya(k) = {y~,~(k),..., ya(kba(k)) is a subset of lattice points of stages less 
than or equal to k and d(Ya(k), K fl L) < 2-k-‘. Define Y@,) as follows: 
Case A: For i < u(k): 
Let yi,a(k+l) = yj,@) if there exist ~‘1 E &(k+lj and w2 E &k+l) such that both 
d(yj,,(k),wl) < 2-k and d(yi,a(k),W2) < 2-k. (%Ke L = C~OsUre(~q+’ -K), _$‘i,a(k) iS 
already within a distance of 2-k” of K n L.) 
Otherwise, let yi,a(k+l) be the first lattice point of stage a(k + l), say 1, such 
that db+,a(k), 1) < 2-k, and there exist WI E &(k+lj and w2 E .&(k+l) such 
that both d(Z, WI ) < 2-k and d(l, ~2) < 2-k. Such an 1 exists because L = closure 
(1 q+’ - K) and due to the properties of Y@). The proof is left to the 
reader. 
Case B: For u(k) < i < a(k + 1): 
Let y;,a(k+l) = Zi, Ii be the lattice point with subscript i, if there exist WI E Ke(k+lj 
and ~‘2 E Le(k+l) such that both d(li, WI) < 2-k , and d( li, ~2) < 2-k. 
Otherwise, let Yi,a(k+l) be the first stage a(k + 1) lattice point, say 1, such that there 
exist WI E &(k+l) and w2 E Le(k+l) such that both d(l, WI) < 2-k and d( 1, ~2) < 
2-k. 
This completes the construction. 
It is clear that every point in Ka(k+l) is within distance 2-k+’ of both K and L, also 
of K n L. To get this we need L = cZosure(Z q+’ - K). Consider Case B. We have 
d(ya(k+l),K nL> < 2- kf’. Therefore, the graph of ,f, which is K n L, is a recursively 
closed set. q 
Remark. Almost all previous work on recursive analysis operates on the computability 
of the graph of functions. Here we deal with the epigraph rather than the graph of the 
functions. 
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3. L.s.c functions and optimization 
In the theory of optimization a typical problem is to find a trajectory x(t) which 
minimizes the functional: 
s 
T 
L(t,x(t),i(t)) dt, x(0)=x0; x(T) = xT, 
0 
where L is a function [0, T] x 14 x 14 + R which satisfies certain conditions. 
A common approach is to construct i first. Then x(t) is constructed by integration. 
Proofs for the existence of solutions to variational problems are non-constructive. 
By contrast, we are seeking a recursive solution in terms of Turing machines. 
Consider a function L(t,x, u) : [0, Z’] x 14 x 14 -+ R. We always assume that L(c,x, u) + 
M. Define the epigraph of L(t,x, u) with respect to u as follows: 
epiL,, = [(~,a) E Zq x R : L(t,x,u) d a d M], 
where t and x are fixed. 
If t and x are fixed, for lower semi-continuity in u it is natural to require that epiL,, 
is a recursive closed set. But as t,x varies, we have to deal with different epigraphs. 
Because of this we need additional assumptions on computability with respect to t,x. 
We turn to set-valued functions. 
epiL,, : (t,x) -+ {epigraphs of Z.S.C. functions on Zq}. 
We require this function to be sequentially recursive and effectively uniformly con- 
tinuous: 
(i) Sequential computability: For every recursive sequence of points {t,,,x,,} in 
[0, T] x Zq, epil;,!,, is a recursive sequence of recursively closed sets. 
(ii) Effective uniform continuity: There exists a recursive function e : N + N such 
that d((t,,x,), (&,x0)) < & implies 
d(epiL(t,,x,.), epiL(t,,x,.)) < 2 
where d is the Hausdorff metric. 
that 
-n 
3 
For (i), by a recursive sequence of recursively closed sets we mean one such that 
there exists a Turing machine T, which generates epiL,,,, uniformly from n. More 
precisely, there exist 
(1) a recursive triple sequence of rational points k,,,m,s, and 
(2) a recursive function e(n, U) such that m, s $ e(n, u) implies 
4{kn,m,l, . . ..kn.,,,}, epiL(&,x,, .)) < 2-” 
Let Z& be {&,d(n,u),i, ...,kn,d(n,u),d(n,u)}. Then we have 
d(K,,,,epiL(t,,,x,, .)) < 2~“. 
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By the method of Section 2 we can compute infL(t,x, .). Using both the sequential 
computability and the effective uniform continuity of the epigraph, we then obtain the 
following theorem. 
Theorem 3.1. Let (t,,,x,,) be a recursive sequence of points. Then infL(t,,,x,, .) is a 
recursive sequence of real numbers. 
Proof (sketch). Since epigraphL(t,,x,, .) is a recursive sequence of recursively closed 
sets and the algorithm in Section 2 is uniform in the input epigraph, the proof should 
follow if we take epigraphL(t,,x,, .) as input. However, instead of having exact values 
of recursive real tuples (tn,xn), we have only rational approximations to these tuples. 
This is where the assumption of effective uniform continuity is used to complete the 
proof. 0 
Next, we discuss an analogue to Theorem 2.3. In order to be able to compute a 
function value, i.e., to obtain the traditional computability of a function L(t,x,u), the 
assumptions on the epigraph-valued function and convexity are not enough. Because 
of the presence of the additional variables t and x, convexification with respect to u 
alone will not control the behaviour of L( t,x, u). 
Theorem 3.2. Let 
L(t,x,u) : [0, T] x P x (I4 + E) + R 
be a function such that 
(i) epi L( t, x, .) is sequentially recursive, 
(ii) L(t,x,u) is convex with repect to u for fixed t and x, 
(iii) there exists a recursive function e(n) such that d((t,x),(s,y)) < & implies 
that 
IL(t,x, u) - us, Y, u)l 6 2-“2 
for all u’s in Is + E. 
Then L(t,x, u) is a recursive real function on [0, T] x 14 x I‘J + R. 
Proof. In order to show that L is a recursive real function, we have to prove: 
(1) Sequential computability. That is, for any recursive sequence of real tuples 
(tn,xn,u,), the sequence L(t,,x,,u,) is a recursive sequence of reals. 
(2) EfSectively uniform continuity. That is, there exists a recursive function Z(n) 
such that d(w,v) < & implies that IL(w) - L(v)1 < 2+‘. 
We can conclude from Theorem 2.3 and assumptions (i) and (ii) of Theorem 3.2, 
that for each fixed recursive point (t,x), L(t,x, .) is a recursive function. Since the 
algorithm of Theorem 2.3 is uniform, if we apply assumptions (i) and (ii) above, we 
can conclude that for every recursive sequence of points (tn,xn ), the sequence L(t,,xn, .) 
is a recursive sequence of real functions. 
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Sequential computability follows easily from this fact. Let (tn,xn,un) be a recursive 
sequence of real tuples. By the fact above, f,,(.) =&f L(t,,x,, .) is a recursive sequence 
of real functions. Since {u,,} is itself a recursive sequence of real tuples, we have that 
L(t,,xn,un) = fn(un) is a recursive sequence of reals. 
To prove that L is a recursive real function, we have to prove effectively uniform 
continuity as well. 
Assumption (iii) says roughly that if (t,x) and (s, v) are close, then L(t,x, u) and 
L(s,y,u) are also close. 
Now we construct an effective modulus of continuity. The function we are construct- 
ing is denoted as I(n). 
Let (tm,xm) be an L-sequence of [0, T] x 14. Assume that e,(n) is the effective mod- 
ulus of continuity for ,5(&,x,, .). This effective sequence of recursive functions exists 
because of the sequential computability of the epigraph-valued function epiL(t,x, .) and 
the construction in the proof of Theorem 2.3. 
Generate the L-sequence until the diameter of the grids is less than &. Let 
(tl,xl ), . ..(th. SJ,) be the points so generated. 
Define 
I(n) = max{e(n + 2),el (n + 2) . . . . eh(12 + 2)). 
We show that this 1 has the required properties. 
For any two points (t,~, U) and (s, y, u) in [0, T]xPxP such that d((t,x, u), (s, y, 2’)) d 
h, there exists a grid point (to, x0) such that both d((to, XO), (t,x)) and d((to, XO), (s, Y)) 
are less than A. Therefore 
jL(t,x, U) - L(to,xo, U)] d 2-(n+2) 
and 
I_&, y, II) - L(to,xo, v)l 6 2-(n+2). 
Since 
we get 
as well. By the definition of I(n), 
]l(ta,xo, U) - L(to,xa, u)] < 2-(‘f+2). 
We conclude that 
IL(x, t, u) - L(s, y, v>l d 2-“. 
We have thus proved that Z(n) is an effective modulus of continuity. q 
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4. The recursive chattering lemma 
A special approximation to the integral J’ L(t,x(t),$t)) dt is used in the standard 
treatments of the chattering lemma [5, p. 1601, and our results are based on that 
same approximation. Define the approximate integral for a chattering of length (A) 
as 
L(a + iA,x(a + iA),+$t))dt. 
Remark. This approximation is a modified Riemann sum for S,bL(t,x(t),i(t))dt with 
subinterval length A, using left endpoints as sampling points. However, we have to 
keep details about i(t) to get our results, so we add up 
J 
a+(i+l )A 
L(a + iA,x(a + iA),i(t))dt. 
a+iA 
Recursive chattering: Let 
L(t,x, u) : [O, T] x 14 x (14 + E) + R 
be a function such that: 
(i) epil(t,x, .) is sequentially recursive; 
(ii) There exists a recursive function I(n) such that d((t,x),(s,y)) < & implies 
that 
for all U’S in 19 + a. 
Let L**(t,x, u) be the convexification of L with respect to U. Assume that xs(t),is(t) 
is a recursive real solution to the optimization problem P**. 
minimize J 
T 
L**(t,x(t),x(t)) dt 
0 
subject to x(t) =x0, x(T) = XT. 
Then there exists a sequence of recursive real functions x,,(t) and a recursive function 
e(n) which satisfy the following: 
There are functions &n(t) on [0, T] such that 
]xn(t) - Xn(t)l < (T + 1)2_“, 
and the difference between 
I&(t) - &n(t)1 6 2--n+4, 
J 
T 
L**(t,x.dt),&(t))dt 
0 
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and the approximate integral for chattering of length T/e(n) for 
J 
T 
W,%r(t),izn(O) dt, 
0 
is less than 2-nf6. 
Remarks. (1) Since 
L**(t,x, u) d L(t,x, u), 
we have 
J 
T 
L**(t,x(t),i(t))dt 6 
0 J 
T 
L(t,x(t)At)) dt 
0 
for all x(t). 
If inf P is the value of the functional 
J 
T 
~(t,x(t),~(t))dt 
0 
on an optimal solution of P, we have inf P** < inf P. 
(2) Because L**(t,x,u) is convex with respect to U, the existence of an optimal 
solution is guaranteed by a theorem of Ekeland and Teman [6]. However, their proof 
of the theorem does not produce a recursive solution. A more general question is: with 
the same assumption on L, but no assumption on the computability of the solution for 
L**, what is the Turing degree of the corresponding chattering solution? 
Proof of the recursive chattering lemma. We construct i,,(t) and let 
J 
t &l(t) = i,,(s) ds + x0. 
0 
For clarity, we carry out the proof in several stages as follows: 
(a) Approximate 
J 
T 
L**(t,x(t),i(t))dt 
0 
by the Riemann sum as above. 
It is easy to prove that the convexification L**(t,x,u) of L(t,x,u) with respect to u 
satisfies the conditions of Theorem 3.2. It follows that L**(t,x,u) is a recursive real 
function. Since each of xs(t),is(t) and L ** is a recursive function, there exist recursive 
functions e(n) such that the Riemann sum 
(4.1) 
within error 22”. 
X. Ge, A. Nerodel Annals of Pure and Applied Logic 78 (1996) 127-146 141 
Also, for all 0 < k < e(n) and $$ < t < w 
(4.2) 
and, & x 1141 < 2~“, where 1141 is the diameter of 14. We get the recursive function 
e(n) from the above. 
(b) A relation based on convexity. Since L**(t,x, u) is the convexification of L(t,x, u) 
with respect to U, epiL**(t,x, .) is the convex hull of epiL(t,x, .). Because epiL(t,x, .) 
is in a q + 1 dimensional space, there exist q + 2 extreme points of epiL**(t,x, .), say, 
(Wl, ..., wq+2) and coefficients ~(1, . .. . txq+2 such that the following formulas hold [24, p. 
781: 
q+2 
Cuk = 1, 
1 
(4.3 1 
q+2 
c@k(wk)[l,q] = u, 
q+2 
CakL(t>X,(Wk)[l,q]) = L**(t,X, U), 
I 
(4.4 1 
(4.6) 
where (wk)[i,ql is the projection of the first q coordinates of wk and the last coordinate 
of wk is L(t,X,(Wk)[l,q]). 
We will construct a solution for problem P on each interval of length &. This is 
based on the convexity relations above. One may encounter difficulties on finding the 
WX_‘s because of the equation CT+’ L%L(t,X, (wk)[l,q]) = L**(t,x, u). In this equation, 
L(t,x, u) may not be a recursive real function. One cannot use the usual “compute and 
compare” technique. However, wi, . . . . wq+2 are extreme points of epi L**(t,x, .), and the 
latter is a recursively closed set. Therefore, our effective version of the Krein-Milman 
Theorem applies. 
(c) The application of EfSective Krein-Mihnan Theorem. We state the effective 
Krein-Milman Theorem as follows, [8]: 
Let K be a convex compact recursively closed set in an m dimensional space. 
Then there exists a recursive sequence of m tuples which is effectively dense 
in the closure of the extreme points. The algorithm that produces such an 
effectively dense sequence is uniform. 
By the assumption on L(t,x, u), for recursive t,x, epi L(t,x, .) is a compact recursively 
closed set. Therefore, epi L**(t,x, .), which is actually the convex hull of epi L(t,x, .), is 
a convex compact recursively closed set. For each 0 B i d e(n), epi L**( &,x( & ), .) 
is a convex compact recursively closed set. Assume that 
i ei,...,e ;, . . . (4.7) 
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is the recursive sequence which is effectively dense in the closure of the set of extreme 
points, denoted as 
E’ = EXTREME epi L*’ 
(5>x($)$ (4.8) 
By “effectively dense” we mean that there exists a recursive function e’(n) such that 
d({ef, . ..ei}.E’) < 2~“, 
for k 3 e’(n). To make a selection from those available extreme points, one just tests 
whether there is a convex combination which satisfies equations similar to (4.3)-(4.6). 
Here we need the technique of approximate convex combinations. 
(d) Approximate convex combinations. For fixed q + 1 tuples vt , . . . , vq+2, by the 
approximate convex combination 
al 01 + . . + aq+2vq+2, 
where 
at stage n, we mean 
(4.9) 
and al + . . . + ctq+2 = 1. 
Notice that we approximate those Cos by rational numbers to a certain accuracy. By 
searching through different combinations of (4.9) above, we can determine whether or 
not this group of wi’s is good enough to assure the desired accuracy. 
We present an algorithm to compute the approximate solution x,(x) of problem P. 
The key is to find U’S and w’s corresponding to each point 
(4.10) 
Call this point Ui and assume 
r:, (4.11) 
is a recursive sequence of rational points which effectively approach Ui, that is, have 
G!(Ui,YL) < 2-“. 
Recall that e{, . . . . et, . . . is the recursive effectively dense sequence in the closure of a 
set of extreme points (4.7). Since one can only do exact comparison among rational 
numbers. assume 
(4.12) 
is a recursive double sequence of rationals such that IeL - ei,,] < 2+‘. This double 
sequence of rational (q + 1 )-tuples is what we will use in the algorithm. 
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Construction 
For fixed it: 
For each point r:, search among 
for q + 2 points such that there exists an (n + k)th stage (for some k < 0) approximate 
convex combination such that 
d(cr; vi + . . + cib+Zvb+Z, ri) < 2--(n+4), (4.13) 
where 
vi E {ei,,, . . ..e&.,,,}. 
(Due to the convexity relations and the approximation of extreme points, these C; 
and a’s exist.) 
Let A be &, and divide the interval [O,T] into e(n) intervals, each of length A = 
-&. On the ith such interval A’, if ai, . . . . a;+2 is what we found above, construct i-,(t) 
on the interval A’ as follows: 
Divide the underlying interval of length A’ into successive subintervals 
iT ’ _ IT +@i 
e(n)’ e(n) I[ iT +aiA’,z +# +a;)Ai ’e(n) e(n) 1 ) 
iT +(a; +-+~;+,)A’,-- . (i+ l)TA 
e(n) 1 
On each such subinterval define 
&l(f) = (Ql,q], 
where (~b)Ii,~l is the projection of the first q coordinates of points uis. 
Put 
J’ 
t 
&df> = &(s)ds +x0. 
0 
This completes the construction. 
(4.14) 
(4.15) 
i,(t) is a piecewise constant function with recursive values and recursive discontin- 
uous points. Therefore, it is a recursive lower semi-continuous function. It is easy to 
prove in this case that x”(t) is a recursive real function. 
To complete our proof we would like to show that for all x,(t), there exists a x,(t) 
such that Ixn(t)--f,,(t)] < (T+ 1)2-“, I&(t)-&(t)] < 2~“, and the difference between 
J’ 
T 
L**(Mt),&(0)dt 
0 
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and the approximate integral for chattering of length & for 
is less than 2--nib. 
The basic idea is to recover the integral ~oTT**(t,xs(t),~~(r))dl piecewise on each 
interval 8. Such intervals are decided partially by the Riemann approximation. Recall 
that r: was the approximation of point ui, see (4.11). 
Sublemma. There exist extreme points of the convex hull of 
epi L(_--&,x$($),.), 
say wf , .. . , w;+~ such that 
l(W~)[l,sl - (v&,q]l d 2-“. 
and 
( 2-(n+2). (4.16) 
Proof. Since the vi’s are chosen from the “approximate” extreme points, where there 
are extreme points of the convex hull of 
epi L(&. h(-&),.) 
within distance 2--(n+4). Assume the w;‘s are the the corresponding extreme points and 
that L(~,x,(~),(w;)[I,~~) is the last coordinate of point wi. By (4.13), (4.16) is 
true. The sublemma is proved. 
To define &(t), we use the same procedure as for the construction of xn(t) above, 
with the same CL’S as we found for xn(t). The only difference from (4.14) is as follows. 
For each subinterval of the ith interval A’, define 
G(t) = (+$),*,q, (4.17) 
and also define, for each subinterval of the ith interval A’, 
in(t) = (W&l,q,, (4.18) 
I . (4.19) 
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Notice that f,(t) admits discontinuous points on endpoints of each intervals A’, say 
- $, . This is caused by the initial values xs( &) on each interval. 
Since the points wi are within the distance 2-n+4 of 08, we get that on [0, T], 
Ii,(t) -in(t)\ < 2-n+4. 
For t E [0, T], let i be the integer such that 0 < t - & < &. By the definition of 
e(n) in part (a) (see (4.1), (4.2)) and the constructions of x,(t), i,(t), we have 
< T x 2--n+2 +Tni2 
< (T + 1) * 2-n+4. 
‘&(-&) -i,(,)/ (4.20) 
(4.21) 
(4.22) 
(4.23) 
Now compute the approximate integral for chattering of length & for 
s 
T 
L(t,fn(t), &dt)>dt 
0 
as follows. 
(4.24) 
By (4.11), (4.13), (4.14) and (4.16), we get 
BY (4.1), 
is the Riemann sum of &r L**(t,x(t),i(t))dt with an error of at most 2-“. Therefore 
T 
L**(t,xs(t)>&(t))dt - C ‘“:‘~~~“(~.“(~).“‘t’) dt 
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