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GEOMETRIC PROPERTIES OF SIC-POVM TENSOR SQUARE
VASYL OSTROVSKYI AND DANYLO YAKYMENKO
Abstract. It’s known that if d2 vectors from d-dimensional Hilbert space H form a SIC-
POVM (SIC for short) then tensor square of those vectors form an equiangular tight frame
on the symmetric subspace of H ⊗ H [1]. We prove that for any SIC of WH-type (Weyl-
Heisenberg group covariant) this squared frame can be obtained as a projection of a WH-type
basis of H ⊗H onto the symmetric subspace. We give a full description of the set of all WH-
type bases, so this set could be used as a search space for SIC solutions. Also we show that a
particular element of this set is close to a SIC solution in some structural sense. Finally we give
a geometric construction of a SIC-related symmetric tight fusion frames that were discovered
in odd dimensions in [2].
1. Introduction
Let H be a complex Hilbert space with finite dimension d. A symmetric, informationally
complete, positive operator-valued measure (SIC-POVM or SIC for short) is a set of d2 rank-1
projectors Πi ∈ L(H), i ∈ [1..d2], Π2i = Π†i = Πi, such that∑
i∈[1..d2]
1
d
Πi = Id and ∀i, j ∈ [1..d2] : Tr(ΠiΠj) = dδij + 1
d+ 1
, (1)
where δij is the Kronecker delta.
The set of d2 unit-norm vectors |vi〉 from H that correspond to those projectors, i.e. |vi〉〈vi| =
Πi, also will be called SIC. Another terminology for such set of vectors is a maximal equiangular
tight frame (maximal ETF) on H.
Although equiangular tight frames have a rich history of research, it’s mostly in a real space.
We refer to [3] for a collection of known results about ETFs.
The first major study of SICs was made by G. Zauner in his doctoral thesis devoted to
quantum designs [4]. He constructed SICs in low dimensions, stated the conjecture about the
existence of WH-type SICs (Weyl-Heisenberg group covariant) in every dimension d, which is
now known as Zauner’s conjecture, and its stronger form – the existence of WH-type SICs of a
special kind (related to order 3 unitary symmetry). Note that Zauner’s conjecture is in contrast
to the real case where a maximal ETF of d(d+1)/2 unit-norm vectors rarely exists for a given
d.
The substantial attention this conjecture received after the work of J. M. Renes et al. [1]
where the authors independently from G. Zauner formulated the conjecture, constructed SICs
in low dimensions, found approximate numerical SICs for dimensions up to 45 and related SICs
to quantum spherical 2-designs.
To this day the SIC existence conjecture has a strong supporting evidence. There are found
exact solutions for all d ≤ 21 and for a lot of other dimensions up to 2208, and approximate
solutions for all d ≤ 151. We refer to [2], [5], [6], [16] for a more detailed overview of history,
significance, known results and references on this subject.
2. Preliminaries and results
As L(H) and U(H) we denote the set of linear and unitary operators on H, respectively. The
set {|0〉, |1〉, .., |d − 1〉} denotes an orthonormal basis in H.
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Let
τ = exp(2πi · d+ 1
2d
), ω = τ2 = exp(2πi · 1
d
), (2)
so ωd = τ2d = 1. Although τd = 1 if d is odd.
Consider the so-called clock and shift unitary matrices C,S ∈ U(H), defined by
∀i ∈ [0..d − 1] : C|i〉 = ωi|i〉, S|i〉 = |i+ 1〉, (3)
where the sum in bra-kets is taken modulo d.
It can be seen that
Cd = Sd = I and CS = ωSC, (4)
so the set {ωkCiSj}k,i,j∈[0..d−1] forms a group (generated by C and S) of order d3. Some authors
already refer to this group as Weyl-Heisenberg group, though we will use a slightly different
definition. Note that the set { 1√
d
CiSj}i,j∈[0..d−1] forms an orthonormal basis for operator space
L(H) with the Hilbert-Schmidt inner product on it.
It appears to be reasonable to consider the so-called displacement (or translation) unitary
operators Tk, ∀k ∈ Z2, defined by
Tk = T(k1,k2) = τ
k1k2Sk1Ck2 , (5)
so, in particular, T(0,0) = I, T(1,0) = S, T(0,1) = C.
We will also use the notation Tk = Tk ⊗ Tk = T⊗2k throughout this paper.
These operators satisfy the following properties [7]:
∀a, b ∈ Z2:
T †a = T
−1
a = T−a, (6)
TaTb = τ
<a,b>Ta+b, (7)
where the symplectic form < a, b > is defined by
< a, b >= a2b1 − b2a1 = − < b, a > . (8)
Operators Ta, a ∈ Z2, are periodic in d × d lattice if d is odd and in 2d × 2d lattice if d is
even. That is
Ta+db = ǫ
<a,b>Ta, (9)
where
ǫ = τd =
{
1, if d is odd
−1, if d is even (10)
The set {Ta}a∈Z2 generates a group which we refer to as Weyl-Heisenberg group. This group
is also generated by τ, C, S. It has order d3 if d is odd and order 2d3 if d is even.
Note that the set { 1√
d
Ta}a∈[0..d−1]2 is also an orthonormal basis for operator space L(H). So
the following proposition holds [1]:
Proposition 1. For every unit-norm vector |f〉 ∈ H the set {Ti|f〉}i∈[0..d−1]2 is a tight frame
on H. That is ∑
i∈[0..d−1]2
Ti|f〉〈f |T−i = dI (11)
Let |f〉 ∈ H be a unit-norm vector. The set {Ta|f〉}a∈[0..d−1]2 is called SIC of WH-type if it’s
a SIC, that is |〈f |Ta|f〉|2 = 1d+1 if a 6= (0, 0). In this case |f〉 is called fiducial vector of a SIC
of WH-type.
With the single exception of the Hoggar lines [8] in dimension 8, every known SIC is of
WH-type.
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As Hsym we denote the symmetric subspace of H ⊗ H, and Psym is the projector on Hsym
(see [10] for a review of the symmetric subspace properties). Also we denote Hasym = H
⊥
sym
and Pasym = I − Psym. Note that dim(Hsym) = Tr(Psym) = d(d+1)2 .
In this paper our attention is focused on the following properties of SICs, see [1].
Proposition 2. Let {|fi〉 ∈ H}i∈[1..d2] be a SIC in H. Then {|fi〉|fi〉 ∈ H ⊗ H}i∈[1..d2] is an
equiangular tight frame on Hsym, that is
1
d2
∑
i∈[1..d2]
|fi〉|fi〉〈fi|〈fi| = 2
d(d + 1)
Psym (12)
Proposition 2 states that the tensor square of a SIC is an equiangular tight frame on the
symmetric subspace of H⊗H. Note that there exists a multi-parametric family of ETFs of size
d2 in dimension d(d+1)2 – the dimension of the symmetric subspace, see [9]. Though it’s unlikely
that some of those ETFs are obtained from a SIC tensor square.
What’s encouraging is that proposition 2 is almost sufficient for a SIC characterization due
to the following
Proposition 3. Suppose that the set of unit-norm vectors {|fi〉}i∈[1..d2] ⊂ H forms a tight frame
in H and also {|fi〉|fi〉}i∈[1..d2] ⊂ H ⊗H forms a tight frame on Hsym. Then {|fi〉}i∈[1..d2] is a
SIC.
Proposition 3 is just a restatement of the equivalence between SICs and spherical 2-designs
obtained in [1].
Together, propositions 1,2 and 3 imply the following WH-type SIC criterion
Theorem 1. The unit-norm vector |f〉 ∈ H is a fiducial vector of a SIC of WH-type if and
only if
1
d2
∑
i∈[0..d−1]2
Ti|f〉|f〉〈f |〈f |T−i = 2
d(d+ 1)
Psym (13)
This criterion is essentially the main starting point of our research.
By Naimark’s theorem [11] every Parseval frame of size n in dimensionm is unitary equivalent
to a projection of some orthonormal basis of n-dimensional space onto its subspace of dimension
m. Note that if {|vi〉} ∈ H is a tight frame with the frame bound B then { 1√
B
|vi〉} is a Parseval
frame. Thus we can deduce the following corollary
Corollary 1. Let |f〉 ∈ H be a fiducial vector of a SIC of WH-type. Then there exists an
orthonormal basis {|bi〉}i∈[0..d−1]2 of H ⊗H such that ∀i ∈ [0..d − 1]2:√
d+ 1
2d
Ti|f〉|f〉 = Psym|bi〉 (14)
For a particular SIC such basis {|bi〉} is not unique. A rather natural question arise. Can
we find such basis with some additional nice structure? In particular, can it be WH group
covariant? It turns out that the answer is yes.
In this paper we introduce the notion of WH-type basis of H ⊗H (def. 1), describe the set
of all such bases (theorems 5, 7), and prove that for every SIC its tensor square is a projection
of some WH-type basis onto Hsym (theorem 8). So the set of WH-type bases can be used as
a search space for SIC solutions, see section 6. Also we show that a particular WH-type basis
is close to a SIC solution in some structural sense (prop. 8). Finally, as a collateral result,
we found a geometric construction of a SIC-related symmetric tight fusion frames (STFFs) of
ranks (d± 1)/2 in dimension d constructed for odd d in [2], see section 7.
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3. A note on the Schmidt decomposition of a symmetric vector
In this paper we work a lot with the symmetric subspace so it’s useful to keep in mind the
following property of a symmetric vectors.
Recall that the Schmidt rank of a vector |v〉 ∈ H ⊗ H, which we denote as srank(|v〉),
is the number of non-zero coefficients in the Schmidt decomposition of |v〉. That is |v〉 =∑r
i=1 ci|ai〉⊗ |bi〉, ci > 0, 〈ak|al〉 = 〈bk|bl〉 = δkl, r = srank(|v〉). However, for a vector from the
symmetric subspace |v〉 ∈ Hsym one can define the symmetric rank as the minimum number r
such that |v〉 =∑ri=1 ci|ai〉 ⊗ |ai〉, where |ai〉 are not necessary orthogonal to each other and ci
are any complex numbers. But in fact, this rank coincides with the Schmidt rank.
Theorem 2. For a vector |v〉 ∈ Hsym its symmetric rank coincides with its Schmidt rank.
Moreover, if r = srank(|v〉), then there exists a symmetric Schmidt decomposition
|v〉 =
r∑
i=1
ci|ai〉 ⊗ |ai〉, (15)
where ci > 0, 〈ak|al〉 = δkl. If we rearrange summands such that ci ≤ cj for i < j then this
decomposition is unique up to a real orthogonal matrix U that preserves corresponding diagonal
matrix D = diag{c1, .., cr}, that is D = UTDU .
Proof. Let |v〉 =∑ri=1 ci|ai〉 ⊗ |ai〉 for some complex ci and some vectors |ai〉 ∈ H. Recall that
the Schmidt rank of |v〉 is the same as the rank of the partial trace (over any subsystem) of
|v〉〈v|. Let’s calculate
Tr1|v〉〈v| = Tr1
( r∑
i=1
ci|ai〉 ⊗ |ai〉
r∑
j=1
c¯i〈ai| ⊗ 〈ai|
)
=
= Tr1
( r∑
i=1
r∑
j=1
cic¯j |ai〉〈aj | ⊗ |ai〉〈aj |
)
=
r∑
i=1
r∑
j=1
cic¯j Tr
(|ai〉〈aj |)|ai〉〈aj | (16)
It’s easy to see that this operator preserves subspace Ha = span{|ai〉} ⊂ H and it’s equal to
0 on H⊥a . Hence its rank can’t be more than r. This proves that Schmidt rank is not bigger
than symmetric rank.
Now let |v〉 ∈ Hsym has the Schmidt rank r. That is |v〉 =
∑r
i=1 ci|ai〉 ⊗ |bi〉, ci > 0,
〈ak|al〉 = 〈bk|bl〉 = δkl. For a symmetric vector both reduced states of |v〉〈v| coincide, that is
Tr1|v〉〈v| = Tr2|v〉〈v|. This implies
r∑
i=1
c2i |ai〉〈ai| =
r∑
i=1
c2i |bi〉〈bi|, (17)
hence span{|ai〉} = span{|bi〉}. If ci were all different we would have |ai〉〈ai| = |bi〉〈bi| and a
required symmetric decomposition follows easily. In general situation we can represent vectors
|bi〉 as linear combinations of vectors from the set {|ai〉}. Hence vector |v〉 can be represented
as
|v〉 =
r∑
i=1
r∑
j=1
cij |ai〉|aj〉 (18)
for some complex numbers cij . Note that {|ai〉|aj〉}i,j∈[1..r] is a basis of a subspace of rank
r2. Since |v〉 is symmetric we have Uswap|v〉 = |v〉, where Uswap|φ〉|ψ〉 = |ψ〉|φ〉 is the swap
operator. This implies that cij = cji, ∀i, j ∈ [1..r]. So the corresponding r × r matrix M with
entries cij is symmetric. By Autonne-Takagi factorization [12] there is a unitary U (with the
entries uij) such that U
TMU = D, where D is the diagonal matrix with a real non-negative
entries. Hence substitutions |ai〉 =
∑r
j=1 uij |a′j〉 give a symmetric decomposition (which is also
a Schmidt decomposition) – with the symmetric rank not bigger than r.
Finally, let |v〉 = ∑ri=1 αi|ai〉|ai〉 = ∑ri=1 βi|bi〉|bi〉, 0 < αi ≤ αj , 0 < βi ≤ βj , for i < j, and
〈ak|al〉 = 〈bk|bl〉 = δkl. Again we can deduce that span{|ai〉} = span{|bi〉} so there is a unitary
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U with the entries uij such that |bi〉 =
∑r
j=1 uij |aj〉. If we denote A = diag{α1, .., αr} and
B = diag{β1, .., βr} then we have
A = UTBU (19)
Hence U¯A = BU which gives u¯ijαj = uijβi, ∀i, j ∈ [1..r]. This implies uij = 0 if αj 6= βi and
uij ∈ R if αj = βi. Hence U is a real orthogonal matrix. So it must be A = B. Also we can
deduce that U is block-diagonal where the blocks correspond to a subsets of indices where the
numbers αi, αi+1, .., αi+t are equal.

4. WH-type bases of H ⊗H
Definition 1. A WH-type basis is an orthonormal basis of H ⊗H of the form
{Ti|b〉}i∈[0..d−1]2 . That is |b〉 ∈ H ⊗H, 〈b|b〉 = 1 and ∀i ∈ [0..d − 1]2, i 6= (0, 0):
〈b|Ti|b〉 = 0 (20)
Vector |b〉 is called a fiducial basis vector.
As BWH we denote the set of fiducial basis vectors of all possible WH-type bases.
Our next aim is to describe the set BWH .
First of all, let’s show that this set is not empty. Consider the vector |0〉F |0〉:
|0〉F |0〉 = |0〉 ⊗ F |0〉 = 1√
d
∑
i∈[0..d−1]
|0i〉 (21)
Here F is the discrete Fourier transform matrix
F =
1√
d
∑
i,j∈[0..d−1]
ωij|i〉〈j| (22)
Matrix F is an element of the automorphism group of the WH group since it interchanges
the shift and clock matrices, that is F−1CF = S, F−1SF = C−1. In general it acts on the WH
group by the following formula
F−1T(i1,i2)F = T(i2,−i1) (23)
Proposition 4.
|0〉F |0〉 ∈ BWH (24)
Proof. Let’s calculate Ti|0〉F |0〉:
Ti|0〉F |0〉 = Ti ⊗ Ti · |0〉 ⊗ F |0〉 = Ti|0〉 ⊗ TiF |0〉 =
= T(i1,i2)|0〉 ⊗ FT(i2,−i1)|0〉 = |i1〉 ⊗ F |i2〉 = |i1〉F |i2〉 (25)
It’s easy to see that {|i1〉F |i2〉}(i1,i2)∈[0..d−1]2 is a basis of H ⊗H, hence |0〉F |0〉 ∈ BWH . 
What is fascinating, as we will see in prop. 8, is that this basis {|i1〉F |i2〉}, when projected
onto the symmetric subspace Hsym, gives an equiangular tight frame (on the symmetric sub-
space) such that each vector from it has the Schmidt rank 2 ! If instead this Schmidt rank were
1, then by theorem 1 we would have a SIC solution (see section 6 for more details). Note that
general vector in H ⊗H has the Schmidt rank d. So in some structural sense |0〉F |0〉 generates
a structure which is close to a SIC solution.
Let’s go to the details. Since Ti commutes with Psym we can deduce the following
Proposition 5. Let |b〉 ∈ BWH. Then every element of {PsymTi|b〉}i∈[0..d−1]2 , has the same
Schmidt rank.
Proof. Let |v〉 = Psym|b〉 and r = srank(|v〉). By 2 we have |v〉 =
∑r
i=1 ci|ai〉|ai〉, where ci > 0,
〈ak|al〉 = δkl. Then PsymTk|b〉 = TkPsym|b〉 = Tk|v〉 =
∑r
i=1 ciTk|ai〉 ⊗ Tk|ai〉.

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Proposition 6.
srank(Psym|0〉F |0〉) = 2 (26)
Proof. Let |v〉 = Psym|0〉F |0〉.
|v〉 = Psym 1√
d
d−1∑
i=0
|0i〉 = Psym 1√
d
(
|00〉 + 1
2
d−1∑
i=1
(|0i〉 + |i0〉) + 1
2
d−1∑
i=1
(|0i〉 − |i0〉)
)
=
=
1√
d
(
|00〉 + 1
2
d−1∑
i=1
(|0i〉 + |i0〉)
)
(27)
Let’s compute Tr1 |v〉〈v|:
Tr1 |v〉〈v| = Tr1 1
d
(
|00〉 + 1
2
d−1∑
i=1
(|0i〉 + |i0〉)
)〈00|+ 1
2
d−1∑
j=1
(〈0j| + 〈j0|)

 =
=
1
d
Tr1
(
|00〉〈00| + 1
2
d−1∑
j=1
(|00〉〈0j| + |00〉〈j0|) + 1
2
d−1∑
i=1
(|0i〉〈00| + |i0〉〈00|)+
+
1
4
d−1∑
i=1
d−1∑
j=1
(|0i〉〈0j| + |0i〉〈j0| + |i0〉〈0j| + |i0〉〈j0|)
)
=
=
1
d
(
|0〉〈0| + 1
2
d−1∑
j=1
(|0〉〈j|) + 1
2
d−1∑
i=1
(|i〉〈0|) + 1
4
d−1∑
i=1
d−1∑
j=1
|i〉〈j| + d− 1
4
|0〉〈0|
)
=
=
1
d
(
d+ 3
4
|0〉〈0| + 1
2
d−1∑
i=1
(|0〉〈i| + |i〉〈0|) + 1
4
d−1∑
i=1
d−1∑
j=1
|i〉〈j|
)
(28)
It’s easy to see that this is a real symmetric matrix that has the same d− 1 last rows that are
not proportional to the first row. So its rank is 2. 
Proposition 7. Let |b〉 ∈ BWH. Then {
√
2d
d+1PsymTi|b〉}i∈[0..d−1]2 is the unit-norm tight frame
on the symmetric subspace Hsym
Proof. Note that the norm of every PsymTi|b〉 is the same since Ti commutes with Psym. It’s a
tight frame as a projection of a basis. That is we have∑
i∈[0..d−1]2
PsymTi|b〉〈b|T†iPsym = Psym (29)
By calculating the trace we conclude that d2 Tr(Psym|b〉〈b|Psym) = d(d+1)2 hence the norm of
Psym|b〉 equals to
√
d+1
2d . 
Proposition 8. (Combined properties of the frame generated by |0〉F |0〉)
Let |b〉 = |0〉F |0〉. The set {
√
2d
d+1PsymTi|b〉}i∈[0..d−1]2 is the unit-norm equiangular tight frame
on the symmetric subspace Hsym with each vector having Schmidt rank 2.
Proof. Let’s prove the remaining equiangular property. It’s convenient to use the following
equality
Lemma 1.
Psym =
d+ 1
2d
(
I +
1
d+ 1
a6=(0,0)∑
a∈[0..d−1]2
Ta ⊗ T−a
)
(30)
GEOMETRIC PROPERTIES OF SIC-POVM TENSOR SQUARE 7
Proof. Let’s denote the right hand side of the equality as P and let’s prove that P = Psym. It’s
easy to see that P = P † and Tr(P ) = d(d+1)2 . Now let’s verify ∀i ∈ [0..d − 1]:
P |i〉|i〉 = d+ 1
2d
(
I +
1
d+ 1
a6=(0,0)∑
a∈[0..d−1]2
Ta ⊗ T−a
)
|i〉|i〉 =
=
d+ 1
2d
(
|i〉|i〉 + 1
d+ 1
a6=(0,0)∑
a∈[0..d−1]2
τ2a1a2 |i+ a1〉|i− a1〉
)
=
=
d+ 1
2d
(
|i〉|i〉 + 1
d+ 1
∑
a1∈[1..d−1]
|i+ a1〉|i− a1〉
∑
a2∈[0..d−1]
ωa1a2+
+
1
d+ 1
∑
a2∈[1..d−1]
|i〉|i〉
)
=
d+ 1
2d
(
|i〉|i〉 + 1
d+ 1
(d− 1)|i〉|i〉
)
= |i〉|i〉 (31)
Similarly ∀i, j ∈ [0..d − 1], i 6= j:
P |i〉|j〉 = d+ 1
2d
(
I +
1
d+ 1
a6=(0,0)∑
a∈[0..d−1]2
Ta ⊗ T−a
)
|i〉|j〉 =
=
d+ 1
2d
(
|i〉|j〉 + 1
d+ 1
a6=(0,0)∑
a∈[0..d−1]2
ωa2(a1+i−j)|i+ a1〉|j − a1〉
)
=
=
d+ 1
2d
(
|i〉|j〉 + 1
d+ 1
a1 6=j−i∑
a1∈[1..d−1]
|i+ a1〉|j − a1〉
∑
a2∈[0..d−1]
ωa2(a1+i−j)+
+
1
d+ 1
|i〉|j〉
∑
a2∈[1..d−1]
ωa2(0+i−j) +
1
d+ 1
|j〉|i〉
∑
a2∈[1..d−1]
ωa2((j−i)+i−j)
)
=
=
d+ 1
2d
(
|i〉|j〉 − 1
d+ 1
|i〉|j〉 + d
d+ 1
|j〉|i〉
)
=
1
2
(|i〉|j〉 + |j〉|i〉) (32)
Hence P (|i〉|j〉+ |j〉|i〉) = |i〉|j〉+ |j〉|i〉 and P (|i〉|j〉 − |j〉|i〉) = 0. So P is identity on Hsym and
0 on Hasym therefore we can conclude that P = Psym.

Let’s continue the proof of prop. 8.
Note that ∀x = (x1, x2), y = (y1, y2) ∈ [0..d− 1]2 :
〈0|〈0|F † · Tx ⊗ Ty · |0〉F |0〉 = 〈0|T(x1,x2)|0〉〈0|T(y2 ,−y1)|0〉 =
=
{
1, if x1 = 0 and y2 = 0
0, else
(33)
Finally, for k ∈ [0..d − 1]2, k 6= (0, 0) :
(Psym|0〉F |0〉)†(PsymTk|0〉F |0〉) = 〈0|〈0|F † · PsymTk · |0〉F |0〉 =
= 〈0|〈0|F † · d+ 1
2d
(I +
1
d+ 1
i 6=(0,0)∑
i∈[0..d−1]2
Ti ⊗ T−i) · Tk ⊗ Tk · |0〉F |0〉 =
= 〈0|〈0|F † · d+ 1
2d
(Tk ⊗ Tk + 1
d+ 1
i 6=(0,0)∑
i∈[0..d−1]2
Ti+k ⊗ T−i+k) · |0〉F |0〉 =
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= 〈0|〈0|F † · 1
2d
(
i 6=(0,0)∑
i∈[0..d−1]2
Ti+k ⊗ T−i+k) · |0〉F |0〉 = 1
2d
, (34)
because there is only one i such that i1 + k1 = 0 and −i2 + k2 = 0. So the modulus of a scalar
product between frame vectors is 12d · 2dd+1 = 1d+1 . End of proof of prop. 8.

Let’s go back to our aim – the description of BWH .
Theorem 3. The following holds:
(1) Let |b1〉, |b2〉 ∈ BWH . Then there is a unique unitary operator U ∈ U(H ⊗ H) such
that U |b1〉 = |b2〉 and U =
∑
i∈[0..d−1]2 ciTi for some ci ∈ C. It can be computed by the
formula
U =
∑
i∈[0..d−1]2
〈b1|T†i |b2〉Ti (35)
(2) Let |b〉 ∈ BWH and a unitary U =
∑
i∈[0..d−1]2 ciTi, ci ∈ C. Then U |b〉 ∈ BWH.
Clearly the set of unitary operators U =
∑
i∈[0..d−1]2 ciTi, ci ∈ C, forms a group. We will
denote this group as UWH . By theorem 3 this group acts regularly on BWH . As a corollary we
can describe BWH in terms of this group.
Corollary 2. The set BWH is exactly the set {U |0〉F |0〉}U∈UWH
This description is not very useful yet. Also we’ll not present the direct proof of theorem 3
here. Despite historically it was obtained first, in this paper we present a bit shorter proof of
the main result – the concrete description of the set BWH (theorems 5, 7). It’s also easier to
deduce theorem 3 from the concrete description.
Anyway, let’s study the group UWH . Consider the operators C ⊗ C and S ⊗ S. It’s easy to
see that
(C ⊗C)(S ⊗ S) = ω2(S ⊗ S)(C ⊗ C) (36)
Recall that the representation theory of the equation
AB = λBA, where λn = 1, λ = exp(2πi · k
n
), gcd(k, n) = 1, (37)
is a known subject that was studied in many contexts. We refer to [13], theorem VII.5.1.
It follows that every finite-dimensional representation of such pair {A,B} is a direct sum of
irreducible representations and for every (α, β) ∈ C2 there is a unique (up to unitary equivalence)
irreducible representation in dimension n such that An = αI,Bn = βI. It can be constructed
as A = n
√
αCk, B = n
√
βS (where C and S are clock and shift matrices of size n× n).
From this point it can be seen that the cases when d is odd and d is even differ significantly.
The number ω2 is a primitive root of 1 of order d if d is odd but ω2 is a primitive root of 1 of
order d2 if d is even. Furthermore, if d is odd then (C ⊗ C)d = (S ⊗ S)d = I, so (α, β) = (1, 1),
i.e. there is a unique irreducible representation π = {C2, S} of the equation AB = ω2BA in
dimension d and {C⊗C,S⊗S} is a direct sum of d irreducible representations equivalent to π.
But if d is even then Spectrum(C ⊗ C) d2 = Spectrum(S ⊗ S) d2 = {+1,−1}. In fact, 4 options
possible for (α, β) = (±1,±1) and there are 4 possible inequivalent irreducible representations
π(±1,±1) of dimension d2 (which are {C,S}, {ωC, S}, {C,ωS}, {ωC,ωS}) in the decomposition
of {C ⊗C,S ⊗ S}. As we’ll see later, every irreducible π(±1,±1) appears exactly d2 times in this
decomposition. Let’s go to the details.
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4.1. The case when d is odd. Since {C ⊗ C,S ⊗ S} is equivalent to the direct sum of d
equivalent representations, then the decomposition of H ⊗ H onto invariant subspaces is not
unique (in contrast to the case of the sum of inequivalent representations). To be precise we
consider a one concrete decomposition of H ⊗H onto d invariant d-dimensional parts which is
aligned with the decomposition onto Hsym ⊕Hasym.
For i = 0 denote
H0 = span{|j〉|j〉}j∈[0..d−1] = span{|0〉|0〉, |1〉|1〉, .., |d − 1〉|d − 1〉}, (38)
and for i ∈ [1..d−12 ] denote
Hi = span{ 1√
2
(|j〉|j + i〉+ |j + i〉|j〉)}j∈[0..d−1] =
= span{ 1√
2
(|0〉|i〉 + |i〉|0〉), 1√
2
(|1〉|1 + i〉+ |1 + i〉|1〉), ..
..,
1√
2
(|d− 1〉|d− 1 + i〉+ |d− 1 + i〉|d− 1〉)}, (39)
H−i = span{ 1√
2
(|j〉|j + i〉 − |j + i〉|j〉)}j∈[0..d−1] =
= span{ 1√
2
(|0〉|i〉 − |i〉|0〉), 1√
2
(|1〉|1 + i〉 − |1 + i〉|1〉), ..
..,
1√
2
(|d− 1〉|d− 1 + i〉 − |d− 1 + i〉|d− 1〉)}, (40)
where the sum of indices in bra-kets is taken modulo d.
Clearly, dimHi = d and ⊕
i∈[0.. d−1
2
]
Hi = Hsym, (41)
⊕
i∈[1.. d−1
2
]
H−i = Hasym (42)
It’s not hard to check that for all i ∈ [−d−12 ..d−12 ] subspaces Hi are invariant subspaces for
operators C ⊗ C and S ⊗ S. So if
U =
∑
i,j∈[0..d−1]
cij(S ⊗ S)i(C ⊗ C)j (43)
then we can write
U =
⊕
i∈[− d−1
2
,.., d−1
2
]
U |Hi (44)
Furthermore, since all irreducible parts of {C ⊗ C,S ⊗ S} are equivalent to {C2, S}, then
∀i ∈ [−d−12 ..d−12 ] there are isometries Oi : H → Hi such that
O†i · U |Hi ·Oi = O†0 · U |H0 ·O0 =
∑
i,j∈[0..d−1]
cijS
i(C2)j (45)
It’s useful to note that O0 can also be defined by O0|i〉 = |i〉|i〉, ∀i ∈ [0..d− 1].
It will be convenient for us to consider unitary operators Ki ∈ U(H ⊗H) such that Ki swaps
subspaces Hi and H0 in accordance to Oi, O0 and acts as identity on (H0 ⊕Hi)⊥. That is
Ki|Hi = O0 ·O†i ,
Ki|H0 = Oi · O†0,
Ki|(H0⊕Hi)⊥ = I. (46)
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Clearly K2i = I and K
†
i = Ki. Also
KiPi = P0Ki,
PiKi = KiP0, (47)
where Pi is the projector on Hi.
Operators Ki satisfy a useful property ∀U =
∑
i,j∈[0..d−1] cij(S
⊗2)i(C⊗2)j :
KiU = UKi (48)
In fact, in the odd case it’s not hard to find an explicit formula for Ki (though we won’t use
it). ∀j ∈ [0..d − 1],∀i ∈ [1, .., d−12 ]: K0 = I and
Ki|j + i
2
〉|j + i
2
〉 = 1√
2
(|j〉|j + i〉+ |j + i〉|j〉),
K−i|j + i
2
〉|j + i
2
〉 = 1√
2
(|j〉|j + i〉 − |j + i〉|j〉), (49)
where the sum of indices and division by 2 is taken modulo d.
We are ready to describe the set UWH in the odd case.
Theorem 4. Assume d is odd. Then
(1) For any unitary operator U0 ∈ U(H0) there exists unique U ∈ UWH such that
U =
⊕
i∈[− d−1
2
.. d−1
2
]
U |Hi =
⊕
i∈[− d−1
2
.. d−1
2
]
Ki · U0 ·Ki|Hi (50)
(2) Any operator U ∈ UWH has such form for a unitary U0 = U |H0 ∈ U(H0)
Proof. The second statement follows from the definitions of Oi and Ki. To see why any unitary
U0 is suitable note that if d is odd then operators C
2 and S generate all SiCj, (i, j) ∈ [0..d−1]2,
up to some phase. So any linear operator on H can be represented as a linear combination of
Si(C2)j , thus any unitary U0 on H0 can be represented as
U0 = O0 ·
∑
i,j∈[0..d−1]
cijS
i(C2)j ·O†0 (51)
Hence
U =
∑
i,j∈[0..d−1]
cij(S
⊗2)i(C⊗2)j (52)
is the required unitary from UWH because U |H0 = U0 and U |Hi = Ki · U |H0 ·Ki|Hi .

Finally, let’s describe the set BWH in the odd case.
As Pi we denote the orthogonal projection on Hi (hence PiTa = TaPi).
Theorem 5. (The description of the set BWH in the odd case)
Assume d is odd. Let |b〉 ∈ H ⊗H with 〈b|b〉 = 1. For i ∈ [−d−12 ..d−12 ] define
|b0i 〉 = KiPi|b〉, (53)
so |b〉 =∑iKi|b0i 〉 and |b0i 〉 ∈ H0. Then |b〉 ∈ BWH if and only if
∀i, j ∈ [−d− 1
2
..
d− 1
2
] : 〈b0i |b0j 〉 =
1
d
δij (54)
In other words, to construct |b〉 ∈ BWH we can pick any orthogonal basis {|b0i 〉} in H0 with the
norm of each vector 1√
d
and set |b〉 =∑iKi|b0i 〉.
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Proof. One way to prove this is to combine theorems 3, 4 and prop. 4 as was originally done.
Though there is a shorter proof. Let |b〉 ∈ BWH and |b0i 〉 = KiPi|b〉. For all a ∈ [0..d − 1]2,
a 6= (0, 0) we have
0 = 〈b|Ta|b〉 =
( ∑
i∈[− d−1
2
.. d−1
2
]
〈b0i |Ki
)
· Ta ·
( ∑
j∈[− d−1
2
.. d−1
2
]
Kj |b0j 〉
)
=
=
( ∑
i∈[− d−1
2
.. d−1
2
]
〈b0i |Ki
)
·
( ∑
j∈[− d−1
2
.. d−1
2
]
KjTa|b0j 〉
)
=
∑
i∈[− d−1
2
.. d−1
2
]
〈b0i |KiKiTa|b0i 〉 =
=
∑
i∈[− d−1
2
.. d−1
2
]
〈b0i |Ta|b0i 〉 = Tr
(
Ta
∑
i∈[− d−1
2
.. d−1
2
]
|b0i 〉〈b0i |
)
(55)
Let’s denote
B0 =
∑
i∈[− d−1
2
.. d−1
2
]
|b0i 〉〈b0i | (56)
It’s easy to see that B0 = B
†
0, B0 ≥ 0 and B0(H⊥0 ) = 0. Note that
Tr(B0) =
∑
i∈[− d−1
2
.. d−1
2
]
Tr
(
KiPi|b〉〈b|PiKi
)
= Tr
(
|b〉〈b| ·
∑
i∈[− d−1
2
.. d−1
2
]
Pi
)
= 1 (57)
Since Tr(TaB0) = 0 for every a ∈ [0..d − 1]2, a 6= (0, 0), then ∀(i, j) ∈ [0..d − 1]2, (i, j) 6= (0, 0),
we have Tr(O0 · SiCj · O†0 · B0|H0) = 0. Hence B0|H0 = cI for some c > 0. But Tr(B0) = 1 so
B0|H0 = 1dI. It follows that vectors |b0i 〉 are orthogonal and have norm 1√d .
Clearly, the reverse implication is also true, since for |b〉 constructed from such |b0i 〉 ∈ H0 we
have 〈b|Ta|b〉 = 0, hence |b〉 ∈ BWH .

Note that theorem 3 follows easily from this concrete description of BWH and from the
description of UWH (theorem 4).
It’s also worth to note a simple corollary: the set BWH can be naturally parametrized by
unitary matrices of size d× d.
4.2. The case when d is even. The general scheme is similar to the odd case, though this case
is more technical. It was already noted that in this case {C⊗C,S⊗S} has 4 possible irreducible
d
2 -dimensional representations π(1,1) = {C d
2
, S d
2
}, π(−1,1) = {ωC d
2
, S d
2
}, π(1,−1) = {C d
2
, ωS d
2
},
π(−1,−1) = {ωC d
2
, ωS d
2
} in its decomposition (here C d
2
and S d
2
are clock and shift matrices of
size d2× d2). In fact, every π(±1,±1) appears exactly d2 times in the decomposition of {C⊗C,S⊗S}.
Below we present one such explicit decomposition.
For s = 0 denote
H
(1,1)
0 = span{|j〉|j〉 + |j +
d
2
〉|j + d
2
〉}
j∈[0.. d
2
−1], (58)
H
(1,−1)
0 = span{|j〉|j〉 − |j +
d
2
〉|j + d
2
〉}j∈[0.. d
2
−1] (59)
and for s ∈ [1..d2 − 1] denote α = (−1)s,
H(α,1)s = span{|j〉|j + s〉+ |j + s〉|j〉+
+|j + d
2
〉|j + s+ d
2
〉+ |j + s+ d
2
〉|j + d
2
〉}
j∈[0.. d
2
−1], (60)
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H(α,−1)s = span{|j〉|j + s〉+ |j + s〉|j〉−
−|j + d
2
〉|j + s+ d
2
〉 − |j + s+ d
2
〉|j + d
2
〉}j∈[0.. d
2
−1], (61)
also
H
(α,1)
−s = span{|j〉|j + s〉 − |j + s〉|j〉+
+|j + d
2
〉|j + s+ d
2
〉 − |j + s+ d
2
〉|j + d
2
〉}
j∈[0.. d
2
−1], (62)
H
(α,−1)
−s = span{|j〉|j + s〉 − |j + s〉|j〉−
−|j + d
2
〉|j + s+ d
2
〉+ |j + s+ d
2
〉|j + d
2
〉}
j∈[0.. d
2
−1]. (63)
Finally, for s = d2 denote α = (−1)s = (−1)
d
2 ,
H
(α,1)
d
2
= span{|j〉|j + d
2
〉+ |j + d
2
〉|j〉}j∈[0.. d
2
−1], (64)
H
(α,−1)
− d
2
= span{|j〉|j + d
2
〉 − |j + d
2
〉|j〉}j∈[0.. d
2
−1]. (65)
Note that H
(α,β)
s are defined not for every possible combination of (α, β) = (±1,±1) and
s ∈ [−d2 , .., d2 ].
It’s a straightforward routine to check that
(1) All defined H
(α,β)
s (2d of them) have dimension
d
2
(2) H ⊗H is the direct sum of all H(α,β)s
(3) Hsym is the direct sum of all H
(α,β)
s where s ≥ 0, (d+ 1 of them)
(4) Each H
(α,β)
s is invariant subspace for operators C ⊗ C and S ⊗ S
(5) For each subspace H = H(α,β)s :
(C ⊗ C) d2 |H = αI, (66)
(S ⊗ S) d2 |H = βI (67)
(6) For each of the 4 possible values (α, β) = (±1,±1) there are exactly d2 subspaces of the
type H
(α,β)
s
It follows that ∀U =∑i,j∈[0..d−1] cij(S⊗2)i(C⊗2)j :
U =
⊕
U |
H
(α,β)
s
(68)
Again we use Theorem VII.5.1 from [13] to conclude that for every H = H(α,β)s there is an
isometry O
(α,β)
s : C
d
2 →H such that
(O(α,β)s )
† · (C ⊗ C)|H ·O(α,β)s = ω
1−α
2 C d
2
on C
d
2 , (69)
(O(α,β)s )
† · (S ⊗ S)|H · O(α,β)s = ω
1−β
2 S d
2
on C
d
2 . (70)
Now for every (α, β) = (±1,±1) let’s mark a single subspace of the type H(α,β)s and denote
it as H
(α,β)
• (in the odd case we’ve just used H0 as H•). We also denote
H• = H
(1,1)
• ⊕H(−1,1)• ⊕H(1,−1)• ⊕H(−1,−1)• (71)
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Let’s define unitary operators K
(α,β)
s ∈ U(H ⊗H) that swap subspaces H(α,β)s and H(α,β)• in
accordance to O
(α,β)
s , O
(α,β)
• :
K(α,β)s |H(α,β)s = O
(α,β)
• · (O(α,β)s )†,
K(α,β)s |H(α,β)• = O
(α,β)
s · (O(α,β)• )†,
K(α,β)s |(H(α,β)• ⊕H(α,β)s )⊥ = I. (72)
Again we have that (K
(α,β)
s )2 = I, (K
(α,β)
s )† = K
(α,β)
s .
Also for every (α, β) = (±1,±1) and every s:
K(α,β)s P
(α,β)
s = P
(α,β)
• K(α,β)s ,
P (α,β)s K
(α,β)
s = K
(α,β)
s P
(α,β)
• , (73)
where P
(α,β)
s is the projector on H
(α,β)
s .
And for any ∀U =∑i,j∈[0..d−1] cij(S⊗2)i(C⊗2)j :
K(α,β)s U = UK
(α,β)
s . (74)
Theorem 6. Assume d is even. Then
(1) For any 4 unitary operators U(±1,±1) ∈ U(H(±1,±1)• ) there exists a unique U ∈ UWH
such that
U =
⊕
(α,β)=(±1,±1)
(⊕
s
K(α,β)s · U(α,β) ·K(α,β)s |H(α,β)s
)
(75)
(2) Any operator U ∈ UWH has such form for 4 unitaries
U(±1,±1) = U |H(±1,±1)• ∈ U(H
(±1,±1)
• ) (76)
Proof. Similar to the odd case. The only thing needs to be explained is why 4 parts of U ∈ UWH :
U |
H
(1,1)
•
, U |
H
(−1,1)
•
, U |
H
(1,−1)
•
, U |
H
(−1,−1)
•
(77)
can be any 4 unitaries on the respective subspaces. We have that ∀(α, β) = (±1,±1), cij ∈
C, i, j ∈ [0..d− 1]:
cij(S
⊗2)i(C⊗2)j |
H
(α,β)
•
= O
(α,β)
• · cij(ω
1−β
2 )i(ω
1−α
2 )jSid
2
Cjd
2
· (O(α,β)• )† (78)
Thus for i, j ∈ [0..d2 − 1]:(
ci,j(S
⊗2)i(C⊗2)j + c
i+ d
2
,j
(S⊗2)i+
d
2 (C⊗2)j+
+ci,j+ d
2
(S⊗2)i(C⊗2)j+
d
2 + ci+ d
2
,j+ d
2
(S⊗2)i+
d
2 (C⊗2)j+
d
2
)
|
H
(α,β)
•
=
=
(
ci,j(ω
1−β
2 )i(ω
1−α
2 )j + ci+ d
2
,j(ω
1−β
2 )i+
d
2 (ω
1−α
2 )j+
+ci,j+ d
2
(ω
1−β
2 )i(ω
1−α
2 )j+
d
2 + ci+ d
2
,j+ d
2
(ω
1−β
2 )i+
d
2 (ω
1−α
2 )j+
d
2
)
×
×O(α,β)• · Sid
2
Cjd
2
· (O(α,β)• )† = χ(α,β)i,j ·O(α,β)• · Sid
2
Cjd
2
· (O(α,β)• )† (79)
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Here the complex number χ
(α,β)
i,j is just the corresponding expression that depends on ci,j , ci+ d
2
,j,
c
i,j+ d
2
, c
i+ d
2
,j+ d
2
. For any i, j ∈ [0..d2 − 1] four vectors v
(±1,±1)
ij ∈ C4, where
v
(α,β)
ij =
(
(ω
1−β
2 )i(ω
1−α
2 )j , (ω
1−β
2 )i+
d
2 (ω
1−α
2 )j ,
(ω
1−β
2 )i(ω
1−α
2 )j+
d
2 , (ω
1−β
2 )i+
d
2 (ω
1−α
2 )j+
d
2
)
, (80)
are linearly independent. Hence ∀i, j ∈ [0..d2 − 1] for any 4 complex numbers χ
(±1,±1)
i,j we can
always find 4 corresponding numbers ci,j, ci+ d
2
,j
, c
i,j+ d
2
, c
i+ d
2
,j+ d
2
.
To see why v
(1,1)
ij , v
(1,−1)
ij ,v
(−1,1)
ij ,v
(−1,−1)
ij are linearly independent consider the corresponding
matrix
Mij =


v
(1,1)
ij
v
(1,−1)
ij
v
(−1,1)
ij
v
(−1,−1)
ij

 =


1 1 1 1
ωi −ωi ωi −ωi
ωj ωj −ωj −ωi
ωi+j −ωi+j −ωi+j ωi+j

 (81)
This matrix has the same rank as the matrix

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

 (82)
which has det = 16.

Let’s describe the set BWH in the even case.
As P
(α,β)
s we denote the ortho-projection on H
(α,β)
s (hence P
(α,β)
s Ta = TaP
(α,β)
s ).
Theorem 7. (The description of the set BWH in the even case)
Assume d is even. Let |b〉 ∈ H ⊗H with 〈b|b〉 = 1. For (α, β) = (±1,±1) and s ∈ [−d2 , .., d2 ]
define
|b(α,β)s 〉 = K(α,β)s P (α,β)s |b〉, (83)
so |b(α,β)s 〉 ∈ H(α,β)• and |b〉 =
∑
K
(α,β)
s |b(α,β)s 〉. Then |b〉 ∈ BWH if and only if
∀(α, β) = (±1,±1) ∀s, t ∈ [−d
2
, ..,
d
2
] : 〈b(α,β)s |b(α,β)t 〉 =
1
2d
δst (84)
i.e. to construct |b〉 ∈ BWH we can pick any orthonormal basis from H(α,β)• for every (α, β) =
(±1,±1).
Proof. Similarly to the odd case we can define operator B•:
B• =
∑
(α,β)=(±1,±1)
∑
s
|b(α,β)s 〉〈b(α,β)s |
and prove that Tr(TaB•) = 0 for ∀a 6= (0, 0). Hence B• is equal to 12dI on H•.

It follows that in this case BWH can be parametrized by 4 unitary matrices of size
d
2 × d2 .
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5. SIC-POVM tensor square as a projection of a WH-type basis
Now we are ready to prove our main result
Theorem 8. (Main Theorem)
Let |f〉 ∈ H be a fiducial vector of a SIC of WH-type. Then there exists vector |b〉 ∈ BWH
such that
|f〉|f〉 =
√
2d
d+ 1
Psym|b〉 (85)
In other words, {Ti|f〉|f〉}i∈[0..d−1]2 is the scaled projection of the basis {Ti|b〉}i∈[0..d−1]2 onto
Hsym.
Proof.
1) The case when d is odd.
First of all, note that
|f〉|f〉 =
∑
i∈[0.. d−1
2
]
Pi|f〉|f〉 (86)
For i ∈ [0..d−12 ] let’s define
|b0i 〉 =
√
d+ 1
2d
KiPi|f〉|f〉 (87)
Clearly, |b0i 〉 ∈ H0, and we can write
|f〉|f〉 =
√
2d
d+ 1
∑
i∈[0.. d−1
2
]
Ki|b0i 〉 (88)
What we are going to prove is that ∀i ∈ [0..d−12 ] vectors |b0i 〉 are orthogonal to each other and
have norm 1√
d
. Therefore we can complete them to a full basis on H0 by picking any suitable
|b0i 〉 for i ∈ [−d−12 , ..,−1]. Then for a vector |b〉 =
∑
i∈[− d−1
2
.. d−1
2
]Ki|b0i 〉 ∈ BWH we will have the
required identity
|f〉|f〉 =
√
2d
d+ 1
Psym|b〉 (89)
Let’s verify.
Recall that PiTa = TaPi and KiTa = TaKi for any i ∈ [−d−12 ..d−12 ], a ∈ [0..d− 1]2.
For i ∈ [0..d−12 ] denote
µi = 〈b0i |b0i 〉 =
d+ 1
2d
〈f |〈f |PiKiKiPi|f〉|f〉 = d+ 1
2d
Tr
(
Pi · |f〉|f〉〈f |〈f |
)
(90)
For any a ∈ [0..d− 1]2 we also have
µi =
d+ 1
2d
Tr
(
Pi · Ta|f〉|f〉〈f |〈f |T−a
)
(91)
So after summation we have
d2µi =
d+ 1
2d
Tr
(
Pi ·
∑
a∈[0..d−1]2
Ta|f〉|f〉〈f |〈f |T−a
)
=
=
d+ 1
2d
Tr
(
Pi · 2d
2
d(d+ 1)
Psym
)
= Tr
(
Pi · Psym
)
= Tr
(
Pi
)
= d (92)
hence µi =
1
d
.
In a similar way we can prove orthogonality.
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For i, j ∈ [0..d−12 ], i 6= j, denote
µij = 〈b0i |b0j 〉 =
d+ 1
2d
〈f |〈f |PiKiKjPj |f〉|f〉 = d+ 1
2d
Tr
(
PiKiKjPj · |f〉|f〉〈f |〈f |
)
(93)
For a ∈ [0..d − 1]2 we also have
µij =
d+ 1
2d
Tr
(
PiKiKjPj · Ta|f〉|f〉〈f |〈f |T−a
)
(94)
So
d2µij =
d+ 1
2d
Tr
(
PiKiKjPj ·
∑
a∈[0..d−1]2
Ta|f〉|f〉〈f |〈f |T−a
)
=
=
d+ 1
2d
Tr
(
PiKiKjPj · 2d
2
d(d+ 1)
Psym
)
= Tr
(
KiKj · PjPsymPi
)
= 0 (95)
hence µij = 0.
2) The case when d is even.
Similarly, we have that
|f〉|f〉 =
(α,β)=(±1,±1)∑
s≥0
P (α,β)s |f〉|f〉 (96)
For (α, β) = (±1,±1) and s ≥ 0 define
|b(α,β)s 〉 =
√
d+ 1
2d
K(α,β)s P
(α,β)
s |f〉|f〉 ∈ H(α,β)• (97)
Let’s verify that ∀(α, β) = (±1,±1) vectors |b(α,β)s 〉, s ≥ 0, are orthogonal to each other and
have norm 1√
2d
.
For s ∈ [0..d2 ] denote
µs = 〈b(α,β)s |b(α,β)s 〉 =
d+ 1
2d
〈f |〈f |P (α,β)s |f〉|f〉 =
=
d+ 1
2d
Tr
(
P (α,β)s · |f〉|f〉〈f |〈f |
)
(98)
For any a ∈ [0..d− 1]2 we also have
µs =
d+ 1
2d
Tr
(
P (α,β)s · Ta|f〉|f〉〈f |〈f |T−a
)
(99)
So after summation
d2µs =
d+ 1
2d
Tr
(
P (α,β)s ·
∑
a∈[0..d−1]2
Ta|f〉|f〉〈f |〈f |T−a
)
=
=
d+ 1
2d
Tr
(
P (α,β)s ·
2d2
d(d+ 1)
Psym
)
= Tr
(
P (α,β)s · Psym
)
= Tr
(
P (α,β)s
)
=
d
2
(100)
hence µs =
1
2d .
For s, t ∈ [0..d2 ], s 6= t, denote
µst = 〈b(α,β)s |b(α,β)t 〉 =
d+ 1
2d
〈f |〈f |P (α,β)s K(α,β)s K(α,β)t P (α,β)t |f〉|f〉 =
=
d+ 1
2d
Tr
(
P (α,β)s K
(α,β)
s K
(α,β)
t P
(α,β)
t · |f〉|f〉〈f |〈f |
)
(101)
For a ∈ [0..d − 1]2 we also have
µst =
d+ 1
2d
Tr
(
P (α,β)s K
(α,β)
s K
(α,β)
t P
(α,β)
t · Ta|f〉|f〉〈f |〈f |T−a
)
(102)
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So
d2µst =
d+ 1
2d
Tr
(
P (α,β)s K
(α,β)
s K
(α,β)
t P
(α,β)
t ·
∑
a∈[0..d−1]2
Ta|f〉|f〉〈f |〈f |T−a
)
=
=
d+ 1
2d
Tr
(
P (α,β)s K
(α,β)
s K
(α,β)
t P
(α,β)
t ·
2d2
d(d + 1)
Psym
)
=
= Tr
(
K(α,β)s K
(α,β)
t · P (α,β)t PsymP (α,β)s
)
= 0 (103)
hence µst = 0. Also, clearly, |b(α1,β1)s 〉 is orthogonal to |b(α2,β2)t 〉 if (α1, β1) 6= (α2, β2).
Similarly to the odd case, for every (α, β) = (±1,±1) we can complete the set {|b(α,β)s 〉}s≥0
to a full basis on H
(α,β)
• and construct |b〉 ∈ BWH that satisfy theorem requirement. 
6. WH-type bases as a search space for SIC solutions
Theorem 8 suggests that one could use WH-type bases as a search space for SIC solutions of
WH-type. To find SIC via this way the only thing needs to be satisfied is the Schmidt rank of
the corresponding vector:
Proposition 9. Let |b〉 ∈ BWH. If srank(Psym|b〉) = 1, that is Psym|b〉 = λ|f〉|f〉 for some
unit-norm |f〉 ∈ H and λ > 0, then |f〉 is a WH-type SIC fiducial vector (and λ must be
√
d+1
2d ).
Proof. By prop. 7 we have that {
√
2d
d+1λTa|f〉|f〉}a∈[0..d−1]2 is the unit-norm tight frame on
Hsym. Hence λ =
√
d+1
2d and from theorem 1 we deduce that |f〉 must be a SIC fiducial. 
Another argument to study BWH as a search space is that for the pretty simple element
|0〉F |0〉 ∈ BWH we already have srank(Psym|0〉F |0〉) = 2. It also generates ETF (in general for
|b〉 ∈ BWH the tight frame {TaPsym|b〉}a∈[0..d−1]2 is not equiangular).
Computationally, the Schmidt rank of the density operator ρ on H ⊗ H (i.e. ρ = ρ† ≥ 0,
Tr(ρ) = 1) can be computed as the rank of the partial trace ρ2 = Tr1(ρ). Since Tr(ρ2) = 1
one could try to maximize the function Tr(ρ22) over ρ2 = Tr1(ρ), where ρ =
2d
d+1Psym|b〉〈b|Psym,
|b〉 ∈ BWH . The maximal value Tr(ρ22) = 1 would mean that a SIC solution is found.
Unfortunately, our initial computational experiments (performed via gradient descent meth-
ods from Optim.jl package in the Julia programming language) showed that one can stuck in a
local maxima of Tr(ρ22). Though, clearly, this method must converge to a SIC if you are already
close enough to a SIC solution (in the natural metric).
7. SIC-related symmetric tight fusion frames
Assume d is odd and |f〉 ∈ H is a fiducial vector of a WH-type SIC. For a ∈ [0..d − 1]2 let
θa ∈ R describe the phases of scalar products between SIC vectors, that is
eiθ(0,0) = 〈f |f〉 = 1, so θ(0,0) = 0,
eiθa = 〈f |T−a|f〉 ·
√
d+ 1 (104)
In [2], theorem 7, it was discovered that for any matrix X ∈ GL(2,Z/dZ) with detX =
2−1(mod d) the following operator
Π+ =
d+ 1
2d
Id +
1
2d
a6=(0,0)∑
a∈[0..d−1]2
e2iθXaTa (105)
is the fiducial projector of rank (d+1)/2 of a symmetric tight fusion frame (of WH-type). That
is if we denote Π+a = TaΠ
+T−a for a ∈ [0..d − 1]2 then
(Π+a )
2 = (Π+a )
† = Π+a , Tr(Π
+
a ) =
d+ 1
2
, (106)
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Tr(Π+a Π
+
b ) =
1
4
(d+ 2 + dδab), (107)
∑
a∈[0..d−1]2
Π+a =
d(d+ 1)
2
Id. (108)
Also, clearly, Π− = I −Π+ generates WH-type STFF of rank (d− 1)/2.
In the proof of theorem 8 we saw that the vectors |b0i 〉 =
√
d+1
2d KiPi|f〉|f〉, i ∈ [0..d−12 ], are
orthogonal to each other, have norm 1√
d
and all lay in H0. So there is the natural projector
B+ = d
∑
i∈[0.. d−1
2
]
|b0i 〉〈b0i | (109)
of rank (d + 1)/2 with the image in H0. It’s reasonable to expect that B
+|H0 coincides with
Π+ (under O0 isometry defined by O0|i〉 = |i〉|i〉, i ∈ [0..d− 1]) for some X ∈ GL(2,Z/dZ) with
detX = 2−1. Indeed, let’s check:
Tr
(
B+Tc
)
= Tr
(
d
∑
i∈[0.. d−1
2
]
|b0i 〉〈b0i |Tc
)
= d
∑
i∈[0.. d−1
2
]
Tr
(
〈b0i |Tc|b0i 〉
)
=
= d · d+ 1
2d
∑
i∈[0.. d−1
2
]
Tr
(
〈f |〈f |PiKiTcKiPi|f〉|f〉
)
=
=
d+ 1
2
∑
i∈[0.. d−1
2
]
Tr
(
〈f |〈f |PiTc|f〉|f〉
)
=
=
d+ 1
2
Tr
(
〈f |〈f |PsymTc|f〉|f〉
)
=
d+ 1
2
(〈f |Tc|f〉)2 (110)
Recall that ∀c = (c1, c2) ∈ [0..d − 1]2:
Tc|H0 = τ2c1c2(S⊗2)c1(C⊗2)c2 |H0 =
= O0 · τ2c1c2Sc1C2c2 ·O†0 = O0 · T(c1,2c2) · O†0 (111)
Hence
Tr
(
O†0 ·B+|H0 ·O0 · T(c1,2c2)
)
=
d+ 1
2
(〈f |Tc|f〉)2 (112)
On the other hand, for X = diag{1, 2−1(mod d)} ∈ GL(2,Z/dZ) and b = (c1, 2c2) 6= (0, 0)
we have
Tr
(
Π+Tb
)
= Tr
(
d+ 1
2d
Tb +
1
2d
a6=(0,0)∑
a∈[0..d−1]2
e2iθXbTaTb
)
=
= d · 1
2d
e2iθ−Xb =
d+ 1
2
(〈f |Tc|f〉)2 (113)
Hence Π+ = O†0 ·B+|H0 ·O0 for X = diag{1, 2−1(mod d)}.
8. Conclusions
In this work we’ve investigated the properties of a WH-type SIC tensor square. We’ve proved
that in any case such squared frame can be obtained as a projection of a WH-type basis of H⊗H
onto the symmetric subspace. We gave a full description of the set of all WH-type bases and
showed that it’s reasonable to use this set as a search space for SIC solutions. Also we showed
that a particular element of this set is close to a SIC solution in some structural sense. In the
process of our investigation we’ve found a geometric construction of a SIC-related symmetric
tight fusion frames.
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