Introduction
The channel capacity and error-rate performance of MIMO systems could be improved by increasing the number of transmit antennas and receive antennas and the size of constellation used for modulation (Foschini and Gans, 1998) . A main bottleneck that restricts the practical application of MIMO system is the unsatisfactory performance of the decoding algorithms, due to either high computational complexity required or poor symbol error-rate (SER) performance. Maximum-likelihood (ML) decoding which employs an exhaustive search strategy under the minimum Euclidean-distance principle can exploit all the available diversity and provide the optimum SER performance. However, its complexity increases exponentially with the number of antennas and the size of constellation used. Thus, for many cases, it is impractical to implement. Several sub-optimum decoding algorithms such as equalization-based zero-forcing (ZF) and minimum-mean-square-error (MMSE) detectors and nulling-and-cancelling detectors (NC) have been proposed for MIMO systems (Paulraj, Nabar and Gore, 2003) . Although their computation complexities are dramatically less, these decoding algorithms have severe degradations in SER performances. Sphere decoding (SD) (Viterbo and Boutros, 1999 ) is another search-based algorithm. Unlike the exhaustive search engaged in ML decoding, SD confines the searching zone to be inside some hyper sphere constructed in the space spanned by the received lattice points. It can offer optimum SER performance with reasonable complexity. Several searching strategies such as Fincke-Pohst (Fincke and Pohst, 1985) and Schnorr-Euchner (Schnorr and Euchner, 1994) have been developed to further improve the searching efficiency in SD. Since the minimum Euclidean-distance principle could result in an optimum SER performance, the purpose of this chapter is to introduce another perspective of reconsidering this principle from the transmit lattice space. In the space spanned by the transmit lattice points, the Euclidean distance in ML decoding is found to be related to a series of concentric hyper ellipsoids. Searching the lattice point with the minimum Euclidean distance from the received signal vector is equivalent to searching the lattice point that is passed through by the smallest hyper ellipsoid. Decoding algorithms following this perspective are often called geometrical detection . In this Chapter, the geometrical analysis of signal decoding for MIMO channels is presented. Then, the ellipsoid searching decoding algorithm (Shao, Cheung and Yuk, 2009 ) is described. It is an add-on detection algorithm to standard suboptimal detection schemes and has better error-rate performance and higher diversity gains than the standard suboptimal detection schemes.
Geometrical analysis of signal decoding for MIMO channels
Consider an uncoded MIMO system with M T transmit antennas and M R receive antennas over a fading channel. The received signal matrix is given by:
is the channel matrix and is assumed to be known at the receiver, and ˆR M ∈ n is an independently and identically distributed (i.i.d.) zero-mean Gaussian noise vector with elements having a fixed variance. Equation (1) represents a complex transmission, and it can be transformed into a real matrix equation: 
where
In ML decoding, the optimal solution is given by:
where Ω is the set of all the possible transmitted signal vectors, and the term 2 r-Hs is known as the Euclidean distance between the received vector and the transmitted vector distorted by the channel matrix. The Euclidean distance in ML decoding can be rewritten as:
and c
x is the result of zero-forcing (ZF) equalization (Wolniansky, Foschini, Golden and Valenzuela, 1998) and can be written as: 
It can be seen from (5) and (6) than ZF lies on the fact that the transformed Gaussian noise has been minimized by the exhaustive search used in ML decoding, but the ZF results are directly distorted by the transformed Gaussian noise n .
Using eigenvalue decomposition, the matrix M in (4) can be decomposed as: is the corresponding eigenvector matrix (Samuel and Fitz, 2007) .
In ML decoding, the Euclidean distance function ( ) f s given in (4) geometrically represents an elliptic paraboloid (Horn and Johnson, 1985) ellipsoids are obtained and can be projected onto the subspace spanned by the vectors as shown by the dash lines in Fig. 1 . Thus, searching the lattice point with minimum Euclidean distance is equivalent to searching the lattice point that is passed through by the smallest hyper ellipsoid.
Ellipsoid-searching decoding algorithm
From section 2, we know that x . For each lattice point, there exists an ellipse that passes through it. The corresponding ellipse of the ML solution is the one that has the minimum area. As shown in Fig. 2 , Point 1 is taken to be the ML solution while Point 2 and Point 3 are not, since it is the inner-most ellipse and thus has the minimum area. However, finding the smallest hyper ellipsoid containing the solution signal vector is not an easy task. If we use the largest hyper ellipsoid which contains all the signal vectors, then the complexity will be the same as ML decoding. Here we propose an ellipsoid-searching decoding algorithm (ESA) that uses a small hyper ellipsoid containing the solution symbol It can be easily shown that, by using coordinate transformation, the coordinates of the 2 T N apexes in the original lattice point space are:
where V is the eigenvector matrix in (7), and it serves as the transformation matrix: 
www.intechopen.com 
E
. Thus, any lattice point that is located inside the hyper ellipsoid can be expressed as: 
Examples

a. 2-D lattice space
For a 22 × 8-PAM MIMO system, the lattice set is a 2-dimensional space as shown in Fig. 3, where it is assumed that the ellipse and its circumscribed rectangle have been determined using our proposed method as described previously. The semiaxes of the ellipse are in parallel with vectors 1 V and 2 V with lengths 
b. 3-D lattice space
Here, we continue to consider the case of 3-dimensional lattice space, namely 33 × 8-PAM. Fig. 4 shows a 3-dimensional ellipsoid with its circumscribed rectangle which has been set up by the method introduced in section 3. x that has a smaller 2 a is taken as the final solution.
Results and conclusion
The ESA algorithm for MIMO systems has been briefly introduced. It contains three main steps: Firstly, determine the hyper ellipsoid. Secondly, find out the probable value sets for each component of the lattice point that is located in the hyper ellipsoid. Finally, search for the ML solution. In the first step, either ZF detector or MMSE detector can be selected for determining the hyper ellipsoid. In the second step, we firstly determine a loose boundary for each component of the lattice points that may be located in the hyper ellipsoid. Then, by further shrink the value set of the N T -th component, all the redundant points can be discarded and the lattice points inside the hyper ellipsoid are exactly detected. Since the ESA algorithm uses the same criteria (3) of ML to make decision, it can thus achieve the same performance as ML decoding. However, the ML decoding searches the entire lattice space for solution while the ESA algorithm only searches a smaller subset, thus ESA is more computation efficient. Simulation results of various algorithms on the error rate performance are shown in Fig. 5 and Fig. 6 for comparison. In the simulations, we used 4-QAM, 16-QAM , 64-QAM in Rayleigh flat fading Channels with i.i.d. complex zero-mean Guassian noise. Fig. 5 illustrates the SER performance of ESA compared with ML decoding, ZF detector and MMSE detector using 4-QAM. Fig. 6 shows the SER performance of ESA compared with ML decoding ZF detector and MMSE detector using 16-QAM and 64-QAM. The performances of ESA can achieve the same performance as the ML decoding and are much better than the sub-optimum detectors.
Conclusion
In this chapter, the geometrical analysis of signal decoding for MIMO channels is presented. The ellipsoid searching decoding algorithm using geometrical approach is introduced. It is an add-on to standard suboptimal detection schemes and has better SER performance and higher diversity gains compared to the standard suboptimal detection schemes. It is able to provide the same optimum SER performance as in the ML decoding but with less complexity as only a subset of the lattice points are examined. 
