This paper applies inverse transform sampling to sample training points for surrogate models. Inverse transform sampling uniformly generates a sequence of real numbers ranging from 0 to 1 as the probabilities at sample points. The coordinates of the sample points are evaluated using the inverse functions of Cumulative Distribution Functions (CDF). The inputs to surrogate models are assumed to be independent random variables. The sample points obtained by inverse transform sampling can effectively represent the frequency of occurrence of the inputs. The distributions of inputs to the surrogate models are fitted to their observed data. These distributions are used for inverse transform sampling. The sample points have larger densities in the regions where the Probability Density Functions (PDF) are higher. This sampling approach ensures that the regions with higher densities of sample points are more prevalent in the observations of the random variables. Inverse transform sampling is applied to the development of surrogate models for window performance evaluation. The distributions of the following three climatic conditions are fitted: (i) the outside temperature, (ii) the wind speed, and (iii) the solar radiation. The sample climatic conditions obtained by the inverse transform sampling are used as training points to evaluate the heat transfer through a generic triple pane window. Using the simulation results at the sample points, surrogate models are developed to represent the heat transfer through the window as a function of the climatic conditions. It is observed that surrogate models developed using the inverse transform sampling can provide higher accuracy than that developed using the Sobol sequence directly for the window performance evaluation.
I. Introduction
Sampling is an important component of optimization, numerical simulations, design of experiments, motion planning, uncertainty analyses, and risk evaluation. It is the process of selecting a sequence of data points from the sample space. These sample points are used as inputs in regions of interests to generate system outputs. For many modern engineering designs, accurate high fidelity simulations or real-life experiments are used to explore the relationships between inputs and outputs. These simulations or experiments can take excessive computation time for highly complex systems. The results from the expensive simulations or experiments can be used to develop surrogate models of systems, to evaluate system performance or to optimize system designs. Sample points are generated in the design space by appropriate sampling algorithms. It is expected that an intelligent selection of sample points can increase the accuracy of surrogate models, expedite optimization, and reduce overall computation time.
Many sampling sequences have been developed to address different design space exploration demands. Latin hypercube sampling, 1 random sampling, 2 pseudorandom sampling, 3 low-dispersion sampling, 4 and low-discrepancy sampling 5 are the major categories of sampling sequences that have been reported in the literature. Since low-discrepancy sampling sequences can distribute points uniformly in a sampling space, they are widely used for optimization, surrogate modeling, and numerical integration. Some well-known and popular low-discrepancy sampling sequences include the van der Corput sequence, 6 the Halton/Hammersley sequence, 7 the Sobol sequence, 8 and the Faure sequence.
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Some of the popular approaches to generate sample points from a probability distribution include inverse transform sampling, 10 rejection sampling, 11 importance sampling, 12 Markov Chain Monte Carlo,
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Metropolis-Hastings Sampling, 14 and Gibbs Sampling. 15 In this research, inverse transform sampling is used to generate training points for surrogate modeling.
In order to numerically evaluate systems that operate under varying conditions, sampling is often necessary to specify a discrete set of operating conditions. Certain conditions are expected to occur more frequently, and hence comprise regions of high interest in the condition space. The sample points are expected to have large densities in the regions of high interests. Treating the conditions as random variables, and fitting the appropriated probability distributions, the likelihood of occurrence of different conditions can be effectively captured. This paper applies inverse transform sampling to place more sample points in the regions of higher interests based on estimated probability distribution of the operating conditions. This approach provides efficient exploration of system designs under prevalent conditions, and reduces computational expense in the regions of lower interests.
The procedure of inverse transform sampling is illustrated using an example in Sect. II. Section III shows that this sampling approach can be used with larger numbers of sample points. In Sect. IV, inverse transform sampling is applied to sample variables with multimodal distributions. Section V explains how the inverse transform sampling can represent prevalent conditions. Inverse transform sampling is applied to the window performance evaluation under varying climatic conditions in Sect. VI. Concluding remarks are presented in Sect. VII.
II. Procedure of Inverse Transform Sampling
Sampling methods generate a sequence of points in the sample space. The location of a sample point is determined by its coordinates. The Euclidean distance or other distance metrics are generally used to evaluate the distances between points. 16 Inverse transform sampling can sample more points in the regions where random variables have higher probability densities, and sample fewer points in the regions where random variables have low probability densities. In this regard, the estimated probability of random variables is used as the metric of distances. The sample points do not distribute uniformly in terms of the Euclidean distance. However, they are uniform in terms of the probability differences.
The random variables in different dimensions are assumed to be independent with respect to each other. Using recorded data of the variables, a distribution is fitted for each variable in the sample space. Along each dimension, the value of the Cumulative Distribution Function (CDF) goes from 0 to 1. The proposed approach uses a low-discrepancy sampling sequence of real numbers between 0 and 1 as the values of the CDFs. The corresponding coordinates of sample points are computed using the inverse functions of the CDFs. These points crowd in the regions with higher probability densities.
The procedure of the inverse transform sampling for random variables is implemented by the following four steps.
Step 1: Observe and record the pertinent data for the random variables.
Step 2: Fit a distribution function for each random variable using the recorded data.
Step 3: Generate a low-discrepancy sampling sequence of real numbers between 0 and 1 to serve as the values of the probabilities for the random variables.
Step 4: Evaluate the coordinates of the random variable corresponding to their probabilities using the inverse functions of the CDFs.
The four steps are illustrated using a two-dimensional example. In each dimension, the random variable has a Gaussian distribution. The random variables are preconditioned to be independent with respect to each other.
A. Step 1: Random Variable Observations
Sampling variables are generally system inputs. For example, if air temperature is an input to a simulation, it can be treated as a random variable for sampling purpose. The air temperature should be observed and recorded on a regular basis. In order to fit distributions of random variables, the occurrence of random variables should be sufficiently observed. The observed data will be used to fit an appropriate distribution in Step 2.
In this example, for the purpose of illustration, 100 data points with Gaussian distributions in a two dimensional space are recorded.
B. Step 2: Distribution Function Fitting
Distribution fitting is the procedure of selecting a statistical distribution that best fits the observations of random variables obtained in Step 1. For several design and analysis situations, the occurrence of data is known to follow particular distributions. For example, the heights of people or any species of animals can be assumed to follow a Gaussian distribution because the heights are the results of many independent factors. 17 If the value of a random variable is the result of rare events, such as industrial accidents, the Poisson distribution is appropriate.
18 If the types of distributions are known for particular problems, they can be directly used to fit the observed data.
The least squares method, 19 the least absolute deviations method, 20 the generalized method of moments, 21 and the Maximum Likelihood Estimation (MLE) method 22 are commonly used parameter estimation techniques for probability distributions. The MLE method evaluates model parameters by maximizing the probability of the observed data. There are n independent and identically distributed observations, x 1 , x 2 , ..., x n . The joint density function for the n observations is expressed as the product of the PDFs specific to each observation in Eqn. 1. The joint density function can be regarded as a function of the model parameters. The MLE method maximizes the likelihood function with respect to the model parameters.
where x 1 , x 2 , · · · , x n are sample variables; and θ represents model parameters.
In the example, the distribution of each random variable follows the Gaussian distribution. The Gaussian PDF function is expressed in Eqn. 2. The parameter, µ, is the mean, and the parameter, σ, is the standard deviation.
C.
Step 3: Generating the Sequence of CDFs
In each dimension, the CDF increases monotonically from 0 to 1. Since sample points are distributed in the region where the CDF is between 0 and 1, the probabilities at these points are also between 0 and 1. Since low-discrepancy sampling methods can simultaneously generate uniformly distributed sequences in all dimensions of a sample space, they are used to produce sequences within the ranges between 0 and 1. The values of the sequences are used as the values of the CDFs.
In the example, a two dimensional Sobol sequence is generated within the range between 0 and 1.
D. Step 4: Coordinates Evaluation
The sequence generated in Step 3 is used as the values of CDFs. Each point in the sequence is multidimensional. In each dimension, the coordinates of the random variable are evaluated using the inverse function of the CDF. If the inverse function of a CDF can be expressed analytically, the values of x corresponding to different probabilities can be evaluated directly. If it is difficult to express the inverse function of the CDF analytically, the process to find the values of x can be regarded as solving nonlinear equations. Numerical methods can be applied to solve nonlinear equations. The Newton's method, 23 the Levenberg-Marquardt algorithm, 24 the trust region methods, 25 and other applicable methods are popular in solving nonlinear equations.
In the example, the CDF of the standard Gaussian distribution is expressed as
The CDF of the Gaussian distribution can be expressed as
where the variable, x, corresponding to the value of the CDF, p, can be expressed as
Equation 5 can be solved using the numerical methods listed above. The two dimensional joint PDF function is plotted in Fig. 1 (a). Figure 1 (b) shows the contours of the PDF and the locations of the sample points in the sample space. It can be observed from the figures that the density of points is higher in the region where the PDF is higher. In the region where the PDF is extremely small, there are no sample points. 
E. Comparisons and Analyses
In the above example, the probability density beyond [-20, 20] in each dimension is extremely low. Using -20 and 20 as the lower and upper bounds of the two dimensions, respectively, the Sobol points generated between 0 and 1 are scaled up to the range [-20, 20] in each dimension.
A Voronoi diagram is a special kind of decomposition of a metric space determined by distances to a specified discrete set of points in the space. 26 The Voronoi diagrams of the scaled Sobol sequence and the inverse transform sample points are generated to analyze their distributions in the sampling space. Figure 1(b) shows that the sample points crowd in the region where the PDF is high. As the value of the PDF decreases, the density of the sample points becomes lower. In the region where the probability density is extremely low, there are no points.
The Voronoi diagram of the sample points in Fig. 2(b) shows that the sample points are closer to each other in the region where the density is higher. As the values of the PDF decreases, the distances between the sample points become larger. Inverse transform sampling is also implemented using other low-discrepancy sampling sequences as its values of CDFs. The results show the same effect that there are more sample points in the regions where the PDF is higher.
III. Sampling with Different Numbers of Points
In the example in Sect. II, the number of sample points is 31. Inverse transform sampling is also implemented with 63 and 127 sample points, using the same PDF in the example. Figures 3(a) and 3(b) show the locations of the 63 and 127 sample points in the sampling space, respectively.
If the number of the sample points is increased, the number of sample points in the regions with small PDF can also increase. However, the density of sample points in the regions with high PDF will increase at a higher rate. 
IV. Sampling for Multimodal Distributions
The distribution shown in the example in Sect. II is unimodal. Inverse transform sampling can also be applied to sample multimodal distributions. The sample points of a bimodal distribution and a quad-modal distribution in two dimensional space are generated using their probabilities. The contours of the PDFs and the locations of the sample points are generated for the two cases. Figure 4 (a) shows the PDF of the bimodal distribution, and Fig. 4(b) shows the sample points generated by inverse transform sampling for the bimodal distribution. , the densities of sample points are high in the regions where the PDF is large, which is the same as that of unimodal distributions. Inverse transform sampling can be applied not only to unimodal distributions, but also to multimodal distributions.
V. Explanation for the Change of Point Density
In each dimension, at a sample point, x i , CDF is the integration of PDF from the negative infinity to the coordinate of this point, which is shown by
The variable of integration, dt, is the infinitesimally small Euclidean distance.
As illustrated in Step 3 in Sect. C, a uniformly-distributed sequence is used to quantify the CDF. In each dimension, the difference between any two consecutive CDF values is the same. The difference between consecutive CDF values between two consecutive points, x i and x i−1 is expressed as
The Euclidean distance between x i and x i−1 is expressed as
Between any two consecutive sampling points, x i and x i−1 , the difference between their CDF values, F (x i ) − F (x i−1 ), is the same. Obtained from Eqn. 7, higher PDF (f (t)) requires shorter Euclidean distance between two points, x i − x i−1 . Therefore, in the regions where PDF is higher, the densities of sampling points are higher. In these regions, sample points are closer to each other in terms of the Euclidean distance.
VI. Window Performance Evaluation under Varying Climatic Conditions
Inverse transform sampling is applied to generate sample climatic conditions for the performance evaluation of a triple pane window. Three climatic conditions used for simulations are the air temperature, the wind speed, and the solar radiation. The indoor temperature is maintained at a comfortable value. A Computational Fluid Dynamics (CFD) model of the window is created by Fluent.
27 The steady-state heat transfer through the window is simulated by Fluent. The three climatic conditions vary over time.
28 January and August are chosen as the typical months for winter and summer, respectively. The performance of the window is evaluated for these two months.
The three climatic conditions are recorded for a target location. Appropriate types of distributions are fitted to the recorded climate data. Sample sequences are generated using inverse transform sampling. The simulations of the heat transfer through the window are performed using these sample climatic conditions. Using the simulation results, surrogate models are developed to represent the heat transfer through the window in January and August. The procedure is illustrated from Sect. A to Sect. C.
A. Data Collection of Climatic Conditions
The target location for window performance evaluation is Michigan, ND (Latitude: 48.019
• , Longitude: -98.172
• ). The data of climatic conditions used for sampling are obtained from the North Dakota Agricultural Weather Network (NDAWN).
29 Recorded hourly averaged data for the air temperature, the wind speed, and the solar radiation in January and August from 2006 to 2010 are used in this paper. In either January or August from 2006 to 2010, there are 3720 observations of the climatic conditions. The values of correlation coefficients for each pair of climatic conditions are less than 0.003. They indicate the correlation between the three conditions are significantly small.
B. Distribution Fitting of Climatic Conditions
The distribution of the air temperature in a particular month is assumed to be a Gaussian distribution. Since the Weibull distribution generally matches wind speed data, it is used to fit the data of the wind speed.
The distribution of the solar radiation is assumed to be a gamma distribution. At night the solar radiation is zero. The values of many observations of solar radiation are zeros. To fit reasonable gamma distributions, all the zero records are removed. Eighty small numbers, 10 −3 and 10 −2 , are added to the January record, and forty small numbers are added to the August record, respectively.
The PDF of the Gaussian distribution is expressed by Eqn. 2. The PDF of the Weibull distribution can be expressed as
where λ is the scale parameter, and k is the shape parameter. The equation defining the PDF of the gamma distribution is
where the shape parameter, k, is a positive integer; the scale parameter, θ, is greater than 0; and Γ(k) = (k − 1)!. All the three types of distributions are fitted using the Maximum Likelihood Estimation (MLE) method. The curves of the PDFs for the air temperature, the wind speed, and the solar radiation in January and August are shown in Figs. 6 and 7, respectively. The stars and the circles in the figures are the sample points generated in Sect. C. 
C. Climatic Condition Sampling
Using the fitted distributions for the air temperature, the wind speed, and the solar radiation in January and August, the corresponding CDFs are obtained.
The CDF of Gaussian distribution is expressed by Eqns. 3 and 4. The CDF of the Weibull distribution is given by
The CDF of the gamma distribution is given by
where γ(k, x/θ) is given by
The CDFs of the air temperature, the wind speed, and the solar radiation in January and August are plotted in Figs. 8 and 9 , respectively. The number of sample climatic conditions is expected to be close to ten times the number of variables.
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In this research, 31 sample points are generated for each month.
Using the Sobol sequence to quantify the CDFs, the corresponding sample values of the air temperature, the wind speed, and the solar radiation are evaluated. Figures 8 and 9 show the coordinates of the sample points along with the corresponding values of the CDFs. In each figure, the stars on the climatic condition axis are the coordinates of the three climatic conditions, and the circles on the curve show the corresponding values of the CDFs. Each figure only shows the first 15 sample points in each sequence. The first 15 sample points are also plotted on the PDF figures, as shown in Figs. 6 and 7 . Expectedly, the densities of the sample points are higher in the regions where the values of the PDFs are higher. The higher densities indicate that the corresponding climatic conditions occur more frequently.
Using each of the 31 climatic conditions as boundary conditions, the heat transfer rate through the triple pan window is evaluated. Subsequently, two surrogate models are developed using Kriging 31 to represent the heat transfer rates as functions of the three climatic conditions in January and August, respectively. The development of the Kriging models is performed using DACE Matlab Kriging toolbox.
32

D. Surrogate Model Performance Criteria
The errors of the surrogate models can be evaluated using standard accuracy measures: (i) the Root Mean Squared Error (RMSE), 31, 33 which provides a global error measure over the entire design domain, and (ii) the Maximum Absolute Error (MAE), 34, 35 which is indicative of local deviations. It is desirable that both of these error measures are minimized. These metric measures are defined as
where h(x k ) represents the actual function value for the test point x k ;h(x k ) is the corresponding function value estimated by the surrogate model; and n t is the number of test points chosen for estimating the error measure.
The percentage of errors with respect to the actual values can be measured by the following two metrics: (i) the Root Mean Squared Percentage Error (RMSPE), which provides a measure of the percentage error over the entire design domain, and (ii) the Maximum Percentage Error (MPE), which indicates the maximum percentage error among all the testing points. They are expected to be minimized. These two percentage error measures can be defined as
E. Surrogate Model Performance Comparison
Two other surrogate models are also developed using sample points directly generated by the Sobol sequence.
Using the minimum and the maximum values of the climatic parameters as lower and higher bounds, respectively, 31 sets of the climatic conditions are generated directly using the Sobol sequence. These 31 sample points are uniformly distributed between the lower and higher bounds. The heat transfer rate through the window is evaluated for this set of sample climatic conditions. Using these evaluation results, two Kriging models are developed to represent the heat transfer in January and August, respectively. The performance of the two surrogate models using inverse transform sampling is compared with that using the Sobol sequence.
The 3720 observations of climatic data for January from 2006 to 2010 are used to evaluate the window performance. The evaluation results are used as the actual function values to calculate RMSE, MAE, RMSPE, and MPE for the surrogate models. Table 1 shows the values of RMSE, MAE, RMSPE, and MPE for the surrogate models using different sampling methods. For January, the three error measures, RMSE, RMSPE, and MPE for the surrogate model developed by inverse transform sampling have lower values than those developed using the conventional Sobol sequence. The lower values of RMSE and MPE indicate a better overall performance. The higher value of MAE for inverse transform sampling indicates that it has a larger value of the maximum absolute error. The smaller MPE for inverse transform sampling shows that the maximum percentage error for this sampling approach is lower than that for the Sobol sequence. For August, the comparison result is similar with that of January.
It is observed that the RMSPE and MPE for August are much higher than those for January. For the January climatic conditions, the simulation results of the heat transfer through the triple pane window are between 1.86W and 18.73W , and the average is 10.74W ; for the August climatic conditions, the simulation results are between −13.93W and 5.88W , and the average is −1.33W . Many values of actual heat transfer in August are close to zero. As Eqns. 12 and 13 show, each simulation result, h(x k ), is the denominator used to calculate the percentage error forh(x k ). Although the absolute values of errors for August are of the same order of magnitude as those for January, the percentage error values are higher. The RMSE and RMSPE, which represent the absolute errors, are of the same order of magnitude for January and August. However, for August, the orders of magnitude of RMSPE and MPE are much higher than those for January.
F. Surrogate Model Performance in Increasing Sample Space
All the recorded hourly climatic conditions can be classified into regions with different PDF values in the sample space respectively for January and August. The performance of the surrogate models in increasing sample space is recorded in Tables 2 and 3 .
In Tables 2 and 3 , the percentages in the first column are the joint probabilities of the random variables. Since there are three climatic condition variables, the probability of each random variable is derived as the cube root of the percentage. For each variable, the probability is the integral of the fitted PDF in an interval [a, b] , as shown in Eqn. 14.
The length of the interval, b − a, is minimized in order to find the interval with the highest values of f (x). For example, if the percentage for January is 2.7%, the probability of each climatic condition variable is 30%. In Fig. 10 , the probability of temperature, F (b|µ, σ) − F (a|µ, σ), is 30%. The length of the interval, b − a, is minimized in order to find the interval with the highest values of f (x|µ, σ). After the intervals of the three climatic condition variable are evaluated, all the recorded hourly climatic conditions inside the intervals and their corresponding heat transfer results are used to evaluate the four performance criteria for the surrogate models. The first column of Tables 2 and 3 shows the probabilities. From the first row to the last row, the probability is increasing. The four surrogate model performance criteria, RMSE, MAE, RMSPE, and MPE, vary with the probability values. The trends of the four criteria are plotted in Figs. 11 and 12 for January and August, respectively.
It is observed from Figs. 11 and 12 that the the surrogate models developed using inverse transform sampling have better overall performance (lower values of RMSE and RMSPE) in all regions listed in Tables 2  and 3 for both January and August. As the percentage in the first column of each table increases, the sample space expands to the regions with low PDF, and the values of RMSE and RMSPE for inverse transform sampling become higher. The RMSE and RMSPE values increase slowly at the beginning. As the percentage approaches 100%, they increase at a higher rate.
In regions with small percentages, the values of MAE for inverse transform sampling are lower than those for the Sobol sequence. As the percentage increases, the MAE for inverse transform sampling increases faster than that for the Sobol sequence. It becomes higher than that for the Sobol sequence as the percentage approaches 100%.
The values of MPE for inverse transform sampling are generally lower than those for the Sobol sequence. The MPE for the Sobol sequence has a sharp increase at 12.5% for August. The climatic condition leads to an actual heat transfer value of 0.0034. This value is very close to zero, and it is used as the denominator to evaluate its percentage error. For the Sobol sequence, its percentage error is 4373%. It causes a sharp increase of the MPE as well as the increase of RMSPE for the Sobol sequence.
As mentioned in Sect. B, during the distribution fitting to the solar radiation, all zeros are ignored, and a number of small values are used instead. The fitted PDFs do not reflect the actual distributions of solar Figure 11 . Performance evaluation of surrogate models for January radiation in January and August. The second column of Tables 2 and 3 shows the numbers of climatic conditions in different percentages of sample space. These numbers are not equal to the products of the corresponding percentages in the first column and the total number of climatic conditions.
VII. Concluding Remarks
Inverse transform sampling is used in this study to improve the accuracy of surrogate models. Inverse transform sampling can effectively represent the frequency of occurrence of independent random variables. Numerical experiments show that this approach samples more points in the regions with higher probability densities. Inverse transform sampling approach is applied to the development of surrogate models for window performance evaluation. The surrogate models developed using inverse transform sampling have higher accuracy than those developed using the Sobol sequence. The performance of the surrogate models is explored in regions with increasing probabilities. The trends of the performance criteria with the changes of probabilities are studied. It is observed that, in the regions where the probability densities of random variables are higher, inverse transform sampling provides better surrogate model performance than that obtained using conventional Sobol sequence. 
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