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review of interactive proof systems and the notion of zero-knowledge. Formal definitions of the multi- 
prover model. Informal definitions). On the power of two verses many provers (Why should many pro- 
vers more powerful than one? Two provers are as many as we need. Discussion, and open problems). 
A one-sideness result for 2-prover proof systems (Definitions, and statement of the main theorem. Cover- 
ing sets and Lautman’s lemma. Construction of the one-sided protocols). Making 2-prover proof systems 
zero-knowledge (Using a normal form for 2-prover protocols. A zero-knowledge protocol using 
envelopes with zero-kncwledge nroofs. Running our protocols in series). 
J.M. Proth and H.P. Hillion, Mathematical Tools in Production Management 
(Plenum Press, New York, 1990) 391 pages 
Chapter 1: New Trends in Manufacturing Systems and Their Consequences. Main changes in the 
manufacturing environment (The market. Physical resources. Human resources). Toward flexibility, 
modularity, and integration. Flexible manufacturing systems (FMSs) (Definition of flexible manufactur- 
ing systems. Limits of flexible manufacturing systems. Some examples of flexible maalufacturing 
systems). Evaluation criteria of modern production systems (The financial evaluation. Criteria for 
technical evaluation). Evaluation tools for modern production systems (The steps of evaluation. The 
various evaluation approaches. Simulation of production systems. Mathematical approaches for the 
analysis of production systems. A comparison between simulation and mathematical models). Produc- 
tion system life cycle. Chupter 2: Preliminary Design of Production Systems. Static Study (Choice of the 
resources. Layout design). Dynamic study (Management system versus integration level. MRP II, JIT, 
and OPT. The hierarchical production management cyftem (HPMS)). Chapter 1. _. Li??ear _Programn~f?g. 
Linear programming formulations (Formu!ations. Graphical represe nta:ic n. Remarksj. I-P problems in 
production management (The transportation problem. The assignment problem. Using resources in a job 
shop. A planning problem. The blending problem. Cutting problem). Conclusion. Chapter 4: Dynamic 
Programming. Dynamic programming formulation (Optimality principle. General DP problem formula- 
tion. DP solving processes). Dynamic inventory planning problem (Monoproduct problem. Multiproduct 
problem). Task scheduling (Stating the PERT problem. Graphic representation. Computation of activity 
completion times in PERT. Computation of the optimal solution). Chapter 5: Rrunch-and-Bound 
Techniques. Branch-and-bound techniques (Assumptions. Basis of the branch-and-bound techniques. 
Upper bound of the optimal value of the objective function. Lower bounds of the objective function 
within overlapping subsets. Computation of the overlapping subsets. Branch rules. Branch-and-bound 
for maximizing an objective function). Algorithms and examples (Branch-and-bound algorithm for 
solving O-l LP problem. Brand-and-bound algorithm for solving integer LP problem. Branch-and-bound 
algorithm for solving the traveling salesman problemj. Conclusion. Ccigp?er 6: .M&nv C&GK. Formal 
definition of a discrete parameter Markov chain. Chapman-Kolmogorov equations. Classification of 
states. Decomposition of the state-space. Long-run properties of irreducible Markov chains. Applica- 
tion. Continuous parameter Marknv chains. Long-rur! properties of continuous parameter Markov 
chains. Birth and death processes. Pure birth processes. Chapter 7: Qucueing Theory. Structure of 
queueing models (Basic elements. Service mechanism. Parameters of queueing models). Terminology and 
notation. Elementary queueing models (Queue M/M/l. Queue M/M/l/K. Queue M/M/s. Concluding 
remarks). Queueing networks (Open queueing network (OQN). Closed queueing network (CQN)). Mrcid 
applicability (Extensions of the QN model. Scope of applicability. Conclusion). Chapter 8: Petri Nets. 
Petri net theory (Basic terminology of Petri nets. Fundamental properties. Timed Petri nets. Event 
graphs). Petri net model of the job shop (Characteristics of the model. Operative part. Control part). 
Performance evaluation (Computation of the cycle time. Performance improvement. Comparison with 
the CQN model). Optimal control of the job shop (IMaximum productivity. Minimizing the number of 
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pallets. Optimal machine sequencings). Model applicability (Scope of applicability. Stochastic Petri nets. 
Colored Petri nets). Chapter 9: Graph Theory. Basic terminology and notation. The shortest path pro- 
blem (Problem formulati jn and solution. PERT-CPM. Inventory management problem). The maximal 
flow problem (Problem definition. Applications). Conclusion. Chapter 10: Data Analysis. Definitions, 
notation, and basic concepts (Observations. Links between characteristics). Main component analysis 
(MCA) (Introduction to main component analysis. Mathematical approach. Use of MCA). Clustering 
analysis (K-mean analysis. Hierarchical clustering analysis. Cross-decomposition methods). Conclusion. 
Chapter 11: Mathematical Analysis of At;tomaied Systems: Two Examples. Mathematiral modeling and 
analysis. Transfer line with unreliable machines and transportation system (Stating Fhe problem. The 
model. Productivity versus number of pallets. Evaluation). Close&loop conveyor system (Stating the 
problem. The model. Evaluation). Conclusion. 
J.G. Carbonell, ed., Machine Learning: Paradigms and Methods (MIT Press, Cam- 
bridge, MA, 1989) 394 pages 
Introduction: Paradigms for Machine Learning (J-G. Carbonell). Model of Incremental Concept Forma- 
tion (J.H. Gennari, P. Langley and D. Fisher). Explanation-Based Learning: A Problem Solving 
Perspective (E. Minton, J.G. Carbonell, C.A. Knoblock, D.R. Kuokka, 0. Etzioni and Y. Gil). Design 
by Derivational Analogy: Issues in the Automated Replay of Design Plans (.I. Mostow). Conneciionisi 
Learning Procedures (G.E. Hinton). Classifier Systems and Genetic Algorithms (L.B. Booker, D.E. 
Goldberg and J.H. Holland). Data-Driven Approaches to Empirical Discoverv (P. Langley and J.M. 
Zytkow). A Theory of the Origins of Human Knowledge (J.R. Anderson). Creativity and Learning ir: 
a Case-Based Expiainer (R.C. &hank and D.B. Leake). 
C.W. Gear, ed., Computation and Cognition: Proceedings of the First NEC 
Research Symposium (SIAM, Philadelphia, PA, 1991) 168 pages 
New Opportunities in Multicomputers (H .T. Kung). Optical Interconnections in Computing (Joseph W. 
Goodman). A View of Computational Learning Theory (Leslie G. Valiant). Mappkgs Between High- 
Dimensional Representations of Acoustic and Visual Speech Signals (Terrence J. Sejnowski and Ben P. 
Yuhas). Colligation of Coupled Corticat Oscillators by the Collapse of the Distributions of Amplitude- 
Dependent Characteristic Frequencies (Walter J. Freeman). Directions in Natural Language Processing 
(Mitchell Marcus). What Does Theoretical Physics Have to Say Abont Information Science? (P.W. 
Anderson). Panel Session (Chairman: Professor Amari). 
Richard B. Darst, Introduction to Linear Propramming: Applications ayld Exten- 
sions (Marcel Dekker, New York, 1991) 353 pages 
Chapter 1: Introduction to Systems of Linear Equations (Linear Systems) and Related Properties of 
Matrices. Linear systems. Row echelon algorithm. Row reduction. Matrix operations. Rank. Identity 
