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Abstract
The removal of the peculiar degeneration arising in the classical concepts of rest frame and time
parameterization is at the heart of the recently formulated Equivalence Principle (EP). The latter,
stating that all physical systems can be connected by a coordinate transformation to the free one
with vanishing energy, univocally leads to the Quantum Stationary HJ Equation (QSHJE). This is
a third–order non–linear differential equation which provides a trajectory representation of Quantum
Mechanics (QM). The trajectories depend on the Planck length through hidden variables which arise as
initial conditions. The formulation has manifest p–q duality, a consequence of the involutive nature of
the Legendre transformation and of its recently observed relation with second–order linear differential
equations. This reflects in an intrinsic ψD–ψ duality between linearly independent solutions of the
Schro¨dinger equation. Unlike Bohm’s theory, there is a non–trivial action even for bound states and
no pilot–wave guide is present. A basic property of the formulation is that no use of any axiomatic
interpretation of the wave–function is made. For example, tunnelling is a direct consequence of the
quantum potential which differs from the Bohmian one and plays the role of particle’s self–energy.
Furthermore, the QSHJE is defined only if the ratio ψD/ψ is a local homeomorphism of the extended
real line into itself. This is an important feature as the L2(R) condition, which in the Copenhagen
formulation is a consequence of the axiomatic interpretation of the wave–function, directly follows as a
basic theorem which only uses the geometrical gluing conditions of ψD/ψ at q = ±∞ as implied by the
EP. As a result, the EP itself implies a dynamical equation that does not require any further assumption
and reproduces both tunnelling and energy quantization. Several features of the formulation show how
the Copenhagen interpretation hides the underlying nature of QM. Finally, the non–stationary higher
dimensional quantum HJ equation and the relativistic extension are derived.
Contents
1 Introduction 1
2 Canonical and coordinate transformations 13
2.1 The classical HJ equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Coordinate transformations and the distinguished frame . . . . . . . . . . . . . . . . . 15
2.3 Time parameterization and space in Classical Mechanics . . . . . . . . . . . . . . . . . 16
2.4 v–transformations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.5 A geometrical picture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3 p–q duality and the Legendre transformation 20
3.1 Energy conservation and classical p–q duality . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2 The dual reduced action . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.3 The dual HJ equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4 Mo¨bius symmetry and the canonical equation 25
4.1 T0–transformation induced by v . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.2 The canonical equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.3 Legendre transformation as Mo¨bius transformation . . . . . . . . . . . . . . . . . . . . 27
4.4 Mo¨bius invariance of U . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.5 Canonical equation, dynamics and initial conditions . . . . . . . . . . . . . . . . . . . . 28
4.6 Covariance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
5 Legendre duality 31
5.1 u–transformations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
5.2 The dual canonical equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
5.3 Legendre brackets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
5.4 p and q as Legendre pair . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
6 Self–dual states 34
6.1 Where do the S0–T0 pictures overlap? . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
6.2 Dilatations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
6.3 Changing sign: pq −→ puqu = −pq = pvqv . . . . . . . . . . . . . . . . . . . . . . . . . 36
6.4 Self–dual states: qv = qu, p
u = pv . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
7 The Equivalence Principle 39
7.1 Equivalence Principle and v–transformations . . . . . . . . . . . . . . . . . . . . . . . . 39
7.2 Classical Mechanics and the Equivalence Principle . . . . . . . . . . . . . . . . . . . . . 40
7.3 Modifying the classical HJ equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
7.4 Covariance as consistency condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
i
8 Implementing the Equivalence Principle 41
8.1 W states as inhomogeneous terms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
8.2 The cocycle condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
8.3 Cocycle condition and Mo¨bius symmetry . . . . . . . . . . . . . . . . . . . . . . . . . . 44
8.4 Selecting a self–dual state . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
9 The quantum stationary HJ equation 46
9.1 Complex entries and real values of the Schwarzian derivative . . . . . . . . . . . . . . . 47
9.2 (qa; qb) = − β2
4m
{qa, qb} . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
9.3 Uniqueness of the solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
10 The Schro¨dinger equation 53
10.1 QSHJE and Schro¨dinger equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
10.2 Wave–function and Copenhagen School . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
10.3 W ←→ Q and the dual Schro¨dinger equation . . . . . . . . . . . . . . . . . . . . . . . . 56
10.4 Wsd =W0 and existence of the Legendre transformation . . . . . . . . . . . . . . . . . 57
10.5 The trivializing map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
11 Quantum HJ equation and the reality condition 59
11.1 Quantum HJ equation and reality of R and Sˆ0 . . . . . . . . . . . . . . . . . . . . . . . 59
11.2 The classical limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
11.3 The WKB approximation and the quantum HJ equation . . . . . . . . . . . . . . . . . 63
12 The wave equation of Classical Mechanics 63
12.1 The wave–function of Classical Mechanics . . . . . . . . . . . . . . . . . . . . . . . . . 64
12.2 Probabilistic interpretation of the classical wave–function . . . . . . . . . . . . . . . . . 64
12.3 W states in Classical and Quantum Mechanics . . . . . . . . . . . . . . . . . . . . . . . 65
13 The trivializing map and quantum transformations 66
13.1 On the quantum canonical transformations . . . . . . . . . . . . . . . . . . . . . . . . . 68
13.2 Analogy with uniformization theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
13.3 Quantum transformations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
13.4 Classical and quantum potentials and equivalence of curves . . . . . . . . . . . . . . . . 73
13.5 Area function and commutator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
14 Canonical variables and Mo¨bius transformations 76
14.1 The canonical variables of the state W0 . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
14.2 Time and elliptic curve as moduli of the state W0 . . . . . . . . . . . . . . . . . . . . . 77
14.3 The canonical variables of arbitrary states . . . . . . . . . . . . . . . . . . . . . . . . . 78
14.4 The symmetries of the wave–function . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
ii
15 Trajectories and the Equivalence Principle 87
15.1 Differential properties of the reduced action . . . . . . . . . . . . . . . . . . . . . . . . 87
15.2 The Equivalence Principle and the trivializing map . . . . . . . . . . . . . . . . . . . . 88
15.3 Equivalence Principle and local homeomorphicity of v–maps . . . . . . . . . . . . . . . 89
15.4 The Mo¨bius symmetry of the trivializing map . . . . . . . . . . . . . . . . . . . . . . . 90
15.5 The free particle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
15.6 Time parameterization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
15.7 Quantum mass field: dynamical equation . . . . . . . . . . . . . . . . . . . . . . . . . . 95
16 Equivalence Principle and fundamental constants 96
16.1 h¯ −→ 0, E −→ 0 and Planck length . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
16.2 Time, energy and trajectories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
17 Equivalence Principle, tunnelling and quantized spectra 104
17.1 Tunnelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
17.2 Quantized spectra from the Equivalence Principle . . . . . . . . . . . . . . . . . . . . . 105
17.3 The index of the trivializing map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
17.4 Equivalence Principle and admissible potentials . . . . . . . . . . . . . . . . . . . . . . 111
18 The potential well and the harmonic oscillators 112
18.1 The potential well . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
18.2 The infinitely deep potential well and the free particle . . . . . . . . . . . . . . . . . . . 116
18.3 The simple and double harmonic oscillators . . . . . . . . . . . . . . . . . . . . . . . . 118
18.4 The general case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
19 Generalizations 124
19.1 Time–dependent Schro¨dinger equation . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
19.2 Higher dimension . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
19.3 Schro¨dinger equation and space compactification . . . . . . . . . . . . . . . . . . . . . . 131
19.4 Time–dependent case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
19.5 Relativistic extension . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
20 Conclusions 133
iii
1 Introduction
Twentieth century physics has revolutionized our view and understanding of the fundamental princi-
ples underlying all physical phenomena. At its core, General Relativity (GR) and Quantum Mechanics
(QM) reign unchallenged in their respective domains. Yet, the mutual coexistence of these two fun-
damental theories remains elusive after many decades since their inception. While GR is based on
underlying geometrical concepts, general covariance and the Equivalence Principle, the traditional for-
mulation of QM does not follow from such principles. Rather, the conventional formulation of QM is
based on concepts concerning the measurement process and the related axiomatic interpretation of the
wave–function. This indicates that difficulties in understanding the synthesis of these two fundamental
theories trace back to the apparently different nature of such principles. A deeper comprehension of
such principles constitutes the basic theoretical challenge of the new millennium.
Recently we showed in [1][2] that QM can in fact be derived from an Equivalence Principle (EP)
which is reminiscent of Einstein’s EP [3]. In this paper we will expand and develop the approach
initiated in Refs.[1][2]. We start in sect.2 with a critical investigation which will lead to formulate
the EP. This includes a basic analysis of the role of time in Classical Mechanics (CM) and of the
distinguished nature of the rest frame. In this process we will reexamine the basic relations among
the canonical variables which are at the heart of Hamilton–Jacobi (HJ) theory. In particular, we will
uncover new algebraic symmetries which shed surprising new view on the fundamental role of the
canonical variables.
A basic view point of our approach may be regarded as addressing an important question. In order
to formulate it, let us first recall that in HJ theory the generalized coordinate and momentum q and
p are initially regarded as independent variables. The Classical HJ Equation (CHJE) follows from
looking for canonical transformations leading to the free system with vanishing energy. The functional
dependence among the canonical variables is only extracted after the HJ equation is solved. Let us now
consider a variation of this approach and suppose that we start, for a stationary system, from p = ∂qS0,
with S0 the Hamiltonian characteristic function, that we will also call reduced action. Let S0(q) and
Sv0 (qv) be the reduced actions of two arbitrary physical systems. The question we are considering is to
find the coordinate transformation q −→ qv connecting them. This is reminiscent of HJ theory as it
would also imply the existence of the coordinate transformation reducing an arbitrary physical system
to the free one with vanishing energy. The basic difference with respect to classical HJ theory is that
we are considering coordinate transformations only, with the transformation of p being induced by the
relation p = ∂qS0. Of course, to find the transformation rule of p we need to know how S0 transforms.
On general grounds we can just choose
Sv0 (qv) = S0(q), (1.1)
which defines the “v–transformation” (VT) q −→ qv = v(q) = Sv −10 ◦ S0(q). However, although (1.1)
seems innocuous, requiring the existence of these transformations for any pair of states, is the same
that imposing equivalence of states under coordinate transformations. We will show that this leads to
QM. For the time being we note that the requirement that (1.1) be well–defined for any system rules
1
out CM. This follows because of the peculiar nature of the particle at rest, as can be seen from the fact
that for the free particle of vanishing energy we have Scl0 = cnst and no coordinate transformations
can connect a constant to a non–constant function. As we will see, this feature is related to the fact
that in our formulation, unlike in Bohm’s theory [4], the quantum potential, as much as S0, is never
trivial. This is a property at the heart of basic phenomena such as tunnelling and energy quantization.
The impossibility of connecting different states in CM by a coordinate transformation, a conse-
quence of the peculiar nature of the rest frame, disappears if one considers time–dependent coordinate
transformations. Observe that in order to introduce time parameterization in HJ theory, one has to
identify the conjugate momentum p with the mechanical one mq˙. In CM this is equivalent to use
Jacobi’s theorem t− t0 = ∂EScl0 . Before doing this, time–dependent coordinate transformations cannot
be defined. Describing dynamics in terms of the functional relation between p and q is a deep feature
of HJ theory. As we said, once time parameterization is introduced, the peculiar nature of the rest
frame disappears. For example, the effect of the time–dependent coordinate transformation
q′ = q − 1
2
gt2, (1.2)
is that of reducing the motion of a particle in an external gravitational field, mq¨ = mg, to mq¨′ = 0,
corresponding to a free particle of energy E. This includes the particle at rest for which E = 0 and
Scl0 = cnst, showing that there are no distinguished frames if one uses time–dependent coordinate
transformations. Therefore, while with the dynamical description based on the reduced action it is
not always possible to connect two systems by a coordinate transformation, this is not the case if one
describes the dynamics using Newton’s equation. Thus, formulating the EP can be seen as the natural
way to remove this asymmetry between the role of space and time, a basic topic discussed in sect.2.
Note that in (1.1), both the old and new coordinates can be seen as independent variables in their
own systems. Thus, while q −→ qv defines a functional relation between qv and q, the physics of the
old and new systems is described by the functional dependence of S0 and Sv0 on q and qv respectively.
While a canonical transformation maps an independent pair (p, q) to a new one (P,Q), we will see
that requiring that all systems be related by a coordinate transformation, fixes S0 to be solution of the
Quantum Stationary HJ Equation (QSHJE), which in turn implies the Schro¨dinger Equation (SE).
A feature of CM concerns the symmetry between q and p, a topic considered in sect.3. However,
this symmetry, which is reflected in the form of the Hamilton equations of motion, is in general lost
by the choice of a potential for a given physical system. A central theme of our approach is to seek
a formulation in which duality between the canonical variables is manifest. We will show that this is
provided by the Legendre transformation. In particular, we will introduce a new generating function
S0 = p∂T0
∂p
− T0, T0 = q∂S0
∂q
− S0, (1.3)
i.e. q = ∂pT0. In the stationary case the Hamilton’s principal function can be expressed as S = S0−Et.
We also have T = T0 + Et, where T = q∂qS − S. In sect.3 we will show that
∂S
∂t
= −∂T
∂t
, (1.4)
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which holds also in the non–stationary case. This equation guarantees stability of the S–T Legendre
duality under time evolution. In this context there appears an imaginary factor which arises by selecting
the distinguished, or self–dual, states defined as those states which are invariant under the interchange
of q and p. Thus, loosely speaking, since the transformation is of order two, one has to consider the
“square root” of the minus sign in (1.4). This results in an imaginary factor appearing in the self–dual
states, which in turn reflects in its appearance in the expression of S0 in terms of solutions of the SE.
So, Legendre duality, and, in particular, the minus sign in (1.4), is at the heart of the imaginary factor
characterizing quantum time evolution.
A sequential important step in our construction concerns the relationship between second–order
linear differential equations and the Legendre transformation. Its involutive nature reflects in the
existence of dual differential equations. In particular, taking the second derivative with respect to
s = S0(q) and t = T0(p) of the first and second equation in (1.3) respectively, we obtain(
∂2
∂s2
+ U(s)
)(
q
√
p√
p
)
= 0,
(
∂2
∂t2
+ V(t)
)(
p
√
q√
q
)
= 0. (1.5)
Apparently, there is no new information in these equations. In particular, since they are equivalent
to U(s) = {q, s}/2 and V(t) = {p, t}/2, where {f, x} = f ′′′/f ′ − 3(f ′′/f ′)2/2 denotes the Schwarzian
derivative, one may consider (1.5) as definition of U and V. However, a first signal that these equations
may be relevant, follows from their manifest p–q duality, which is a direct consequence of the dual
structure of the Legendre transformations (1.3). Furthermore, suppose that either U or V is given. In
this case one can consider (1.5) as equations of motion to be solved with respect to the “potential” U
or V. Thus, we would have a dynamical description with manifest p–q duality. Investigation of these
equations will shed light on our formulation of QM. In particular, using the transformation properties
of the Schwarzian derivative, we see that the “canonical potential” U(s) and the quantum potential
Q = h¯2{S0, q}/4m, which, as we will see, appears in the QSHJE, satisfy the simple relation
2mQ+ h¯2p2U = 0. (1.6)
The issue of p–q duality has an old origin (see e.g. Born’s paper [5]) and is a matter of research also in
recent literature. Actually, the above relation between the Legendre transformation and second–order
linear differential equations, which can in fact be seen to arise from the basic definition of generating
function, was introduced in [6] in the framework of Seiberg–Witten theory [7]. In particular, this
relation was introduced as a way of inverting the solution for the moduli parameter in Seiberg–Witten
theory [7] from a(u) to u(a), where a is the VEV of the scalar component of the N = 2 adjoint superfield
and u = 〈trφ2〉 is the gauge invariant parameter. In Ref.[8], inspired by the use of the inversion
formula in Seiberg–Witten theory [6], we applied the same procedure to the SE. We introduced in
QM a prepotential function F , defined by ψD = ∂ψF , where ψD and ψ are two linearly independent
solutions of the SE. Thereby, we showed that in QM the spatial coordinate can be regarded as the
Legendre transform of F with respect to the probability density, a proposal further investigated in
[9][10]. This relationship between the Legendre transformation and second–order linear differential
equations, which shows a ψD–ψ duality just as the p–q duality implied (1.5), can be better understood
by considering the following basic question posed in [6]
3
Given a second–order linear differential equation, with linearly independent solutions ψD and ψ, find
the function F(ψ) (FD(ψD)) such that ψD = ∂F/∂ψ (ψ = ∂FD/∂ψD).
The answer is that the variable q of the differential equation is proportional to the Legendre transform
of F with respect to ψ2. Posing the same question with ψD and ψ replaced by q√p and √p, one sees
that the corresponding F is proportional to the dual reduced action T0 and
2q
√
p =
∂T0
∂
√
p
. (1.7)
The association between the Legendre transformation and second–order linear differential equations
is seen to provide complementary ways to access information on a physical theory, with the symme-
try properties of the Legendre transformation and its dual reflecting in symmetry properties of the
associated differential equations. It was shown in [11] that there are natural “Legendre brackets”
underlying this association. Let us consider a “generating function” U(z) and its Legendre transform
V (w) = z∂zU(z)− U(z), where w = ∂zU (note that z = ∂wV ). Set u = U(z) and
τ =
∂z
√
w
∂
√
w
= z + 2
w
∂zw
=
1
2
∂2V
∂
√
w
2 . (1.8)
The Legendre brackets are [11]
{X, Y }(u) = (∂uτ)−1
(
∂X
∂
√
w
∂
∂u
∂Y
∂
√
w
− ∂Y
∂
√
w
∂
∂u
∂X
∂
√
w
)
. (1.9)
If the generating function is S0(q), then the dual solutions of the first equation in (1.5) satisfy
{√p,√p}(s) = 0 = {q√p, q√p}(s), {√p, q√p}(s) = 1. (1.10)
Similarly, considering the generating function T0(p), we have
{√q,√q}(t) = 0 = {p√q, p√q}(t), {√q, p√q}(t) = 1. (1.11)
Repeating the construction with F(ψ2), we obtain
{ψ, ψ}(q) = 0 = {ψD, ψD}(q), {ψ, ψD}(q) = 1. (1.12)
Observe that (1.1), under which p transforms as ∂q, can be seen as the invariance of the Legendre
transform of T0(p) under VTs.1 This is reflected in the covariance of the associated differential equation.
In general, these equations have a Mo¨bius symmetry which is exhibited by the representation of
the potential as a Schwarzian derivative. However, the potential does not remain invariant if the
transformations are extended to general coordinate transformations. This indicates that different
physical systems, characterized by different potentials, can be connected by coordinate transformations.
1In sect.5 we will see that this structure admits a dual formulation in which one considers the u–transformations
p −→ pu = u(p) defined by T u0 (pu) = T0(p) which is the dual version of (1.1).
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This fact, based on p–q duality, and the necessity of removing the asymmetry between space and time,
which appears in considering the specific role of the rest frame in CM, constitute the basic motivations
to formulate the EP. The relationship between duality and time parameterization is investigated in
sect.3. These two sections, together with sections 4–6, devoted to the algebraic structures underlying
p–q duality, constitute the investigation culminating with the EP formulated in sect.7. In this respect
we stress that sections 3–7 considerably extend the structures we introduced in [1][2][12]. The content
of the equivalence postulate is [1][2]
For each pair Wa ≡ V a(qa)− Ea and Wb ≡ V b(qb)−Eb, there is a VT qa −→ qb = v(qa) such that
Wa(qa) −→Wav(qb) =Wb(qb). (1.13)
Note that according to this postulate, all physical systems can be mapped to the one corresponding to
W0 ≡ 0. In this respect we stress that while we do not define a priori to which spaces the quantities
W and S0 belong, these will be determined by the request that the QSHJE be defined.
A key point in [1] concerns the transformation properties of the Classical Stationary HJ Equation
(CSHJE). These properties, discussed in sect.7, can be summarized as follows
Given two physical systems with reduced actions Scl v0 and Scl0 , consider the classical v–map
q −→ qv = v(q) = Scl v −10 ◦ Scl0 (q), (1.14)
that is Scl v0 (qv) = Scl0 (q). Then, from the CSHJEs
1
2m
(
∂Scl v0 (qv)
∂qv
)2
+Wv(qv) = 0, 1
2m
(
∂Scl0 (q)
∂q
)2
+W(q) = 0, (1.15)
it follows that under classical v–maps W(q) −→ Wv(qv) = (∂qvq)2W(q). In particular
W0(q0) −→
(
∂qvq
0
)2W0(q0) = 0. (1.16)
Hence, in CM it is not possible to connect by a coordinate transformation the stateW0 to other states
withW 6=W0. Of course, this is the same fact we observed in considering the degeneration which arises
for Scl0 = cnst. Nevertheless, the above observation clearly indicates that the EP requires a modification
of the CSHJE. We therefore add to the CSHJE a function Q(q) to be determined. Existence of CM
imposes that in some limit Q −→ 0. Repeating the above analysis with the additional term Q, we see
that it is now the term W +Q that should transform as a quadratic differential under v–maps. That
is, as discussed in sect.7, we have
(Wv(qv) +Qv(qv)) (dqv)2 = (W(q) +Q(q)) (dq)2. (1.17)
This property, together with the request that all possible states be connected by a coordinate transfor-
mation to the trivial one corresponding to W0 ≡ 0, is the starting point of the investigation in sect.8.
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In particular, this property indicates that W and Q pick an inhomogeneous term under coordinate
transformations. Therefore, we have
Wv(qv) = (∂qvqa)2Wa(qa) + (qa; qv), (1.18)
and
Qv(qv) = (∂qvq
a)2Qa(qa)− (qa; qv). (1.19)
Considering the consistency condition for which the transformation connecting Wa and Wc should be
equivalent to the composition of the two transformations mappingWa intoWb, and thenWb intoWc,
we arrive to the basic cocycle condition [1]
(qa; qc) =
(
∂qcq
b
)2 [
(qa; qb)− (qc; qb)
]
. (1.20)
In sect.8 we will show that (1.20) implies a basic Mo¨bius invariance of (qa; qb). Next, in sect.9 we will
first show that this symmetry fixes (qa; qb) ∝ {qa, qb}. More precisely, we will prove that
The cocycle condition (1.20) uniquely defines the Schwarzian derivative up to a global constant and a
coboundary term.
We will see that this univocally implies that Q = β2{S0, q}/4m and therefore the QSHJE. In sect.10
we will show that the QSHJE implies the SE once β is identified with Planck’s reduced constant h¯.
Therefore, we will arrive to the remarkable conclusion that one necessitates the appearance of QM if
the EP is to be implemented consistently.
In sect.11 we will show that the formulation has a well–defined classical limit. We will also examine
the relation with other versions of the QSHJE, in particular with Bohm’s representation. In sect.12
we will derive the representation of the CSHJE in terms of a modified SE with the resulting classical
wave–function interpreted in terms of probability amplitude.
In sect.13 the trivializing transformations, mapping the SE with non–trivial potentials to the SE
with the trivial one, will be derived and discussed in analogy with the trivializing canonical transforma-
tions in the classical HJ formalism. In this context we consider the basic analogy with uniformization
theory of Riemann surfaces.
The fact that QM may in fact arise from our EP suggests a reconsideration of the role of the
potential. Just as in GR the Equivalence Principle leads to a deformation of the geometry induced by
the stress tensor, also in QM it should be possible to relate the EP to a deformation of the geometry
induced by the potential. In sect.13 we will follow [12] to show that both the classical and quantum
potentials are curvature terms arising in projective geometry. Furthermore, we will see that the QSHJE
takes the classical form with the spatial derivative ∂q replaced by ∂qˆ, where (β
2 = h¯2U)
dqˆ =
dq√
1− β2(q)
. (1.21)
We will conclude sect.13 by showing that the framework of projective geometry considered in [12],
allows us to express the Heisenberg commutation relations by means of the area function.
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The outcome of the EP is that the CSHJE is modified by a uniquely determined function
1
2m
(
∂S0
∂q
)2
+ V (q)− E + h¯
2
4m
{S0, q} = 0, (1.22)
where, as we will see in sect.11, the term Q = h¯2{S0, q}/4m can be identified as the genuine quantum
potential which plays the role of particle’s self–energy. Eq.(1.22) is related to the one considered in
Bohm’s approach to QM [4]. However, S0 differs from Bohm’s phase in important ways. In particular,
as a result of the EP, S0 is never a constant. This reflects in the fact that a general solution of the SE,
and therefore also the wave–function, will have the form2
ψ =
1√
S ′0
(
Ae−
i
h¯
S0 +Be
i
h¯
S0
)
. (1.23)
The basic difference with Bohm’s theory [4] arises for bound states. In this case the wave–function
is proportional to a real function. This implies that with Bohm’s identification ψ = R exp(iS0/h¯),
which is also usually considered in standard textbooks, one would have S0 = cnst.3 This seems an
unsatisfactory feature of Bohm’s theory as there are difficulties in getting a non–trivial classical limit
for S0 = cnst, and therefore for p = 0. Whereas this would be consistent in the case of classically
forbidden regions as there Scl0 = cnst, one has troubles when considers regions which are no classically
forbidden. In this case the reduced classical action is not trivial whereas with the standard identification
ψ = R exp(iS0/h¯), one would have S0 = cnst. So, for example, while quantum mechanically the
particle would be at rest, after taking the h¯→ 0 limit, the particle should start moving. This problem
disappears if one uses Eq.(1.23) which directly follows from the QSHJE: the fact that ψ ∝ ψ¯ simply
implies that |A| = |B| and S0 6= cnst. Furthermore, we would like to remark that in Bohm’s approach
some interpretational aspects are related to the concept of pilot–wave guide. There is no need for
this in the present formulation. Nevertheless, there are some similarities between our formulation and
Bohm’s interpretation of QM. In particular, by solving the QSHJE for S0, we can evaluate p = ∂qS0 as
a function of the initial conditions, so that we have a determined orbit in phase space. The solutions
of the QSHJE, which is a third–order non–linear differential equation, are obtained by utilizing two
real linearly independent solutions of the corresponding SE. In particular, denoting by ψD and ψ these
solutions, we will see in sect.14 that
e
2i
h¯
S0{δ} = eiα
w + iℓ¯
w − iℓ , (1.24)
where δ = {α, ℓ}, with α and ℓ, Re ℓ 6= 0, integration constants, and
w =
ψD
ψ
∈ R. (1.25)
2In the following, unless otherwise specified, by wave–function we will mean the Hamiltonian eigenfunction.
3To be precise, bound states would correspond to S0 = cnst outside the nodes of the wave–function.
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Denoting by W = ψ′ψD − ψD ′ψ = cnst the Wronskian, we have
p =
h¯W (ℓ+ ℓ¯)
2 |ψD − iℓψ|2 . (1.26)
In sect.14 we will consider the effect of the transformation of the initial conditions α and ℓ on
the wave–function. In particular, following the second reference in [1], we will see that there are
transformations of α and ℓ that leave the wave–function invariant. This is another important signal of
the general fact that the SE contains less information than the QSHJE.
A basic geometrical quantity of the formalism concerns the trivializing map reducing the system
with a given W to the one corresponding to W0. In sect.15 we will see that this map is expressed
in terms of a Mo¨bius transformation of the ratio w = ψD/ψ, whose coefficients depend on the intial
conditions associated to the states W0 and W. The role of the phase α reflects in the possibility of
reducing this transformation of w to an affine one. More generally, we will see that the trivializing
map has a Mo¨bius symmetry.
A property of the formulation is that p = ∂qS0 6= mq˙. In particular, in sect.15 we will follow Floyd
[15] who defined time parameterization by means of Jacobi’s theorem, according to which t−t0 = ∂ES0.
Using the expression for q˙, we set p = mQq˙, wheremQ = m(1−∂EQ) can be seen as an effective quantum
mass. Furthermore, we will rewrite the QSHJE (1.22) in terms of mQ and its derivatives with respect
to q, and in terms of q and its time derivatives. This is the dynamical quantum equation for q. An
interesting property of this new equation concerns the appearance of the third–order time derivative
of q. This is of course related to the appearance of the integration constant ℓ. For this reason, we can
consider Re ℓ and Im ℓ as a sort of hidden variables.
We stress that the consistent implementation of the EP is related to the existence of the Legendre
transformation for all physical states. This brings to another basic observation concerning the existence
of the self–dual states mentioned above and discussed in sect.6. These are the states that remain
invariant under the Mo¨bius transformations of q and p corresponding to the common symmetry of the
Legendre transformation and of its dual. Alternatively, the self–dual states are precisely those states
which are simultaneous solutions of the two dual differential equations (1.5) associated to the two
dual Legendre transformations (1.3). From the view point of the QSHJE, we will see that among the
self–dual states there is a reference state which precisely corresponds to the trivial one W0 ≡ 0. While
in the classical case this corresponds to Scl0 = cnst, we will see that in the quantum case we always
have S0 6= cnst. On the other hand, since the free particle with E = 0 can be obtained from the one
with E 6= 0 in the E −→ 0 limit, we have that even the more general case S0 = Aq + B, for which
Legendre duality breaks down, is ruled out. Since the QSHJE contains the Schwarzian derivative of
S0, we have that existence of the QSHJE and the exclusion of the solution S0 = Aq+B, imply that the
Legendre transformation is defined for any state. Following [13], we will see in sect.16 that considering
the classical limit and the E −→ 0 limit of the free particle, leads to introduce a dependence of the
initial conditions, or hidden variables, Re ℓ and Im ℓ, of the QSHJE on the Planck length. This suggests
a connection between GR and our formulation of QM.
Besides the tunnel effect, another crucial phenomenon of QM concerns energy quantization. In
our formulation this arises as a consequence of the existence of the QSHJE and therefore is a direct
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consequence of the EP itself! In particular, since the identity
(∂qS0)2 = h¯
2
2
({e 2ih¯ S0 , q} − {S0, q}), (1.27)
implies that the QSHJE is equivalent to the Schwarzian equation
{w, q} = −4m
h¯2
(V − E), (1.28)
one has that the QSHJE is well–defined if and only if w is a local self–homeomorphism of the extended
real line Rˆ = R ∪ {∞}. To show this we first note that existence of Eq.(1.28) implies
w 6= cnst, w ∈ C2(R), and ∂2qw differentiable on R. (1.29)
Observe that by (1.25) these conditions, which arise from the EP, imply the continuity of both ψD, ψ
and their first derivative, with ∂qψ
D and ∂qψ differentiable. Therefore, we have
Equivalence Principle −→ continuity of (ψD, ψ), and (∂qψD, ∂qψ) differentiable. (1.30)
Note that the QSHJE, and therefore (1.28), is a consequence of the cocycle condition (1.20) that should
be always satisfied. In particular, Eq.(1.28) must be equivalent to {w, q−1} = −4mq4(V − E)/h¯2. On
the other hand, since under the map q −→ q−1, the point 0− (0+) maps to −∞ (+∞), we have that
gluing 0− to 0+ corresponds gluing −∞ to +∞. This means that (1.29) extends to Rˆ, i.e.
w 6= cnst, w ∈ C2(Rˆ), and ∂2qw differentiable on Rˆ. (1.31)
We now show that there is another relevant condition. Namely, equivalence under coordinate trans-
formations implies that these transformations must be locally invertible. A property which can be
also seen from the cocycle condition (1.20). This amount to require that transformations such as
{w, q} = −(∂qw)2{q, w} be well–defined, so that w(q) should be locally invertible, that is ∂qw 6= 0,
∀q ∈ R. On the other hand, considering the “S–transformation” q −→ q−1, one sees that also this
condition of local univalence should be extended to Rˆ. It is easy to see that this reflects in the following
joining conditions for w at spatial infinities
w(−∞) =
{
w(+∞), for w(−∞) 6= ±∞,
−w(+∞), for w(−∞) = ±∞. (1.32)
As we will see, this condition is at the heart of energy quantization. Observe that, as illustrated
by the non–univalent function w = q2, making the choice w(−∞) = w(+∞) in the case in which
w(−∞) = ±∞, would break local univalence. The above analysis is the essence of the proof that,
according to the EP, w is a local self–homeomorphism of Rˆ.
The physical interest underlying the above results is due to the following basic theorem [2] that
we will review in sect.17. Let us denote by q− (q+) the lowest (highest) q for which V (q)−E changes
sign. We have that
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If
V (q)− E ≥
{
P 2− > 0, q < q−,
P 2+ > 0, q > q+,
(1.33)
then w is a local self–homeomorphism of Rˆ if and only if the corresponding SE has an L2(R) solution.
Thus, since the QSHJE is defined if and only if w is a local self–homeomorphism of Rˆ, this theorem
implies that energy quantization directly follows from the QSHJE itself. Therefore, while in the usual
approach to QM one needs the SE with the additional L2(R) condition, in our formulation the EP
itself implies a dynamical equation that does not require any further assumption and reproduces both
the tunnel effect and energy quantization. Another feature of our approach is that, as we will see in
sect.17, the geometrical properties of w define the space of admissible potentials.
It is useful to provide an explicit example illustrating some features of our approach. Other relevant
examples are considered in sect.18. We consider the potential well
V (q) =
{
0, |q| ≤ L,
V0, |q| > L. (1.34)
According to (1.24), in order to solve Eq.(1.22) we need two real linearly independent solutions of the
SE. Let us set k =
√
2mE/h¯, κ =
√
2m(V0 − E)/h¯ and Q± = κ(q ± L). A solution of the SE is
ψ = k−1 ·


−a expQ+ − b exp−Q+, q < −L,
sin(kq), |q| ≤ L,
a exp−Q− + b expQ−, q > L,
(1.35)
where for any E ≥ 0 the continuity conditions (1.30), implied by the EP, give
a =
1
2
sin(kL)− k
2κ
cos(kL), b =
1
2
sin(kL) +
k
2κ
cos(kL). (1.36)
It is easy to see that any solution of the SE can be expressed as a linear combination of ψ and
ψD =


c expQ+ + d exp−Q+, q < −L,
cos(kq), |q| ≤ L,
c exp−Q− + d expQ−, q > L,
(1.37)
where
c =
1
2
cos(kL) +
k
2κ
sin(kL), d =
1
2
cos(kL)− k
2κ
sin(kL). (1.38)
The ratio of the solutions is given by
w = k ·


−(c expQ+ + d exp−Q+)/(a expQ+ + b exp−Q+), q < −L,
cot(kq), |q| ≤ L,
(c exp−Q− + d expQ−)/(a exp−Q− + b expQ−), q > L.
(1.39)
Since the asymptotic behavior of w is
lim
q−→±∞w = ±
d
b
k, (1.40)
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we immediately see that the gluing conditions at ±∞, at q = ±∞, Eq.(1.32), imply that either
b = 0, (1.41)
so that w(−∞) = −sgn d · ∞ = −w(+∞), or
d = 0, (1.42)
so that w(−∞) = 0 = w(+∞). Eq.(1.41) and (1.42) precisely correspond to the spectrum derived
in the usual approach. In particular, according to the above general theorem, the gluing conditions
(1.41) and (1.42) correspond to the unique cases in which the SE has an L2(R) solution. Furthermore,
note that if b = 0, then ψ ∈ L2(R) (and, of course, ψD /∈ L2(R)), while if d = 0, then ψD ∈ L2(R)
(and ψ /∈ L2(R)).4 Let us find the explicit form of the trivializing map in the case of the potential
well. A pair of linearly independent solutions of the SE with V −E = 0, is given by ψD0 = q0, ψ0 = 1.
Therefore, exp(2iS00/h¯) = exp(iα0)(q0 + iℓ¯0)/(q0 − iℓ0), and by (1.1)
eiα0
q0 + iℓ¯0
q0 − iℓ0 = e
iαw + iℓ¯
w − iℓ . (1.43)
Since α0 and α have no effect on the conjugate momenta, we set α = α0 + 2πk to have (see sect.15)
q0 =
(ℓ0 + ℓ¯0)w + iℓ0ℓ¯− iℓ¯0ℓ
ℓ+ ℓ¯
. (1.44)
Let us consider the potential well with b = 0. We have
q0 =
k
ℓ+ ℓ¯
·


−a−1(ℓ0 + ℓ¯0)(c+ de−2Q+) + iℓ0ℓ¯− iℓ¯0ℓ, q < −L,
(ℓ0 + ℓ¯0) cot(kq) + iℓ0ℓ¯− iℓ¯0ℓ, |q| ≤ L,
a−1(ℓ0 + ℓ¯0)(c+ de2Q−) + iℓ0ℓ¯− iℓ¯0ℓ, q > L,
(1.45)
where
a = −k
κ
cos(kL), c =
κ2 − k2
2κ2
cos(kL), d =
κ2 + k2
2κ2
cos(kL). (1.46)
One sees that q0 satisfies all the properties of the trivializing map. In particular, we have
{q0, q} = −4m(V −E)/h¯2. (1.47)
4Manifest duality of our formulation, reflects in the appearance in many formulas of both ψD and ψ. As illustrated in
sect.10, this is the effect of the underlying Legendre duality which reflects in the ψD–ψ duality. In this context we note
that the above example explicitly shows a general fact that, even if well–known, should be stressed. Namely, since the
SE is a second–order linear differential equation, it always has a pair of linearly independent solutions. In particular, by
Wronskian arguments, illustrated in sect.17, it can be seen that if the SE has an L2(R) solution, then any other linearly
independent solution is divergent at q = ±∞. Therefore, the fact that for some system the wave–function belongs to
the L2(R) space, does not mean that for the same E the SE has no divergent solutions. In other words, one should not
confuse uniqueness of the wave–function for bound states, which is the well–known non–degeneration theorem of the
spectrum for bound states, with the wrong one: “the SE for bound states has only one solution”. Also note that the fact
that the divergent solution cannot be the wave–function does not imply that it cannot appear in relevant expressions
which in fact characterize the present formulation.
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As follows by (1.18) with Wa(qa) = 0, this is in accordance with the general fact that any W can be
expressed in terms of the inhomogeneous part in the transformation properties of W0.
We now consider a further simple example which clearly shows the relevance of the continuity at
spatial infinity. In particular, we provide an example of the general fact, proved in sect.18, according
to which if V (q) > E, ∀q ∈ R, then there are no admissible solutions of the QSHJE. In other words, if
there are no classically accessible regions in R, then this also happens quantum mechanically. In the
usual approach the absence of solutions when V −E > 0, ∀q ∈ R is, once again, a consequence of the
axiomatic interpretation of the wave–function. Thus we have to understand how this fact emerges (note
that we have no turning points, so the previous theorem does not concern this case). The example we
consider is the QSHJE with V − E = a2. The associated SE
h¯2
2m
∂2qψ = a
2ψ, (1.48)
has the following linearly independent solutions ψD = Aeaq+Be−aq, ψ = Ceaq+De−aq, AD−BC 6= 0.
Their ratio w = (Ae2aq +B)/(Ce2aq +D), has the asymptotics (we consider a > 0)
lim
q−→−∞w =
B
D
, lim
q−→+∞w =
A
C
, (1.49)
so that neither the w(−∞) = finite = w(+∞) case, nor w(−∞) = −w(+∞) = ±∞ can occur.
Hence, for any a ∈ R\{0}, w is not a local homeomorphism of Rˆ into itself and therefore the QSHJE
does not admit solutions. This means that the EP cannot be implemented in this case.
A peculiarity of QM is that many of its characterizing properties, such as tunnel effect, energy
quantization, Hilbert space structure and Heisenberg uncertainty relations, already appear in one
spatial dimension. Thus it is not surprising that our formulation extends to the higher dimensional
case. This generalization, including the time–dependent case and the relativistic extension, will be
investigated in [16] and is shortly considered in sect.19.
In sect.20 we will make some concluding comments concerning the results obtained and possible
developments of our formulation.
We conclude this Introduction by making some bibliographic remarks. First, we note that geomet-
rical concepts have been used in relevant approaches to QM such as geometric quantization, developed
by Kirillov, Konstant, Guillemin, Soriau, Sternberg et al. (see e.g. [17]), and coherent states quanti-
zation (see e.g. [18]). Furthermore, besides Bohm’s theory, another interesting formulation based on
the quantum HJ equation, seen as describing the Madelung fluid, concerns the stochastic quantization
initiated by Nelson and further developed by Guerra et al. (see e.g. [19]). As shown by Gozzi [20],
HJ theory appears in QM also in deriving the SE from the anomalous conservation law associated
to the overall rescaling of the Lagrangian. We also mention Periwal’s paper [21], where a version of
the quantum HJ equation has been obtained in the path–integral framework in a way related to our
approach. Furthermore, we note that an EP in the framework of QM has been recently considered
by Anandan [22], while an interesting investigation of Einstein’s EP in QM has been done in [23],
where a free fall in a constant gravitational field is considered in the case of quantum states with and
without classical analogue. Another interesting approach to QM has been recently considered by Cini
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[24] who formulated QM as a generalization of Classical Statistical Mechanics, and in which it is used
Feynman’s proposal of dropping the assumption that the probability for an event must always be a
positive number. Last but not least, we mention some of the relevant approaches to QM proposed in
the last decade, such as the decoherent histories [25], quantum state diffusion [26], quaternionic QM
[27] and the GRW spontaneous localization model of wave–function’s collapse [28].
2 Canonical and coordinate transformations
In this section we first consider basic properties of canonical transformations in CM. This analysis will
bring us to consider the problem of finding the coordinate transformations connecting different systems
in the case in which p is considered as dependent on q. In this context we will show how in CM the rest
frame is a privileged one. Existence of this frame can be seen as a possible motivation for introducing
time parameterization of trajectories: this makes it possible to define non singular, although time–
dependent, coordinate transformations connecting different systems. This investigation, based on the
peculiar nature of the rest frame of CM, is the first step towards the modification of classical HJ
theory that will lead to a formalism with manifest p–q duality which, as we will see, underlies the EP.
We conclude this section by considering a geometrical picture in which transformations connecting
different states are seen as patch transformations on a suitable manifold.
2.1 The classical HJ equation
Let us consider some properties of classical canonical transformations. Given Hamilton’s equations
q˙ =
∂H
∂p
, p˙ = −∂H
∂q
, (2.1)
the canonical transformations are the transformations
q −→ Q = Q(q, p, t), p −→ P = P (q, p, t), (2.2)
which leave Hamilton’s equations form invariant, that is
Q˙ =
∂H˜
∂P
, P˙ = −∂H˜
∂Q
, (2.3)
where H˜(Q,P, t) is the new Hamiltonian. Furthermore, there is the condition that the dynamics must
be equivalent to (2.1), that is
pq˙ −H = PQ˙− H˜ + dF
dt
, (2.4)
where the generating function F depends on t and on any of the pairs (q, Q), (q, P ), (p,Q) and (p, P )
considered as independent variables. Choosing (q, Q) yields
p =
∂F
∂q
, P = −∂F
∂Q
, (2.5)
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so that
H(q, p, t) +
∂F
∂t
= H˜(Q,P, t). (2.6)
The HJ equation arises by considering the transformation that leads to a vanishing Hamiltonian
H˜ = 0, (2.7)
which is equivalent to Q˙ = 0, P˙ = 0. Once the canonical transformation Q = cnst = Q(q, p, t),
P = cnst = P (q, p, t) has been found, the dynamical problem reduces to the inversion problem
{
Q = cnst = Q(q, p, t),
P = cnst = P (q, p, t),
=⇒
{
p = p(Q,P, t),
q = q(Q,P, t),
(2.8)
so that Q and P play the role of initial conditions. By (2.5) the associated generating function
Scl(q, Q, t), called Hamilton’s principal function, satisfies
p =
∂Scl
∂q
, P = cnst = −∂S
cl
∂Q
|Q=cnst. (2.9)
Eqs.(2.6)(2.7) and (2.9) imply the classical HJ equation
H
(
q, p =
∂Scl
∂q
, t
)
+
∂Scl
∂t
= 0, (2.10)
that for Hamiltonians of the form
H =
p2
2m
+ V (q, t), (2.11)
becomes
1
2m
(
∂Scl
∂q
)2
+ V (q, t) +
∂Scl
∂t
= 0. (2.12)
For a time–independent potential there is the decomposition
Scl(q, Q, t) = Scl0 (q, Q)−Et, (2.13)
with E the energy of the stationary state. The function Scl0 is called Hamilton’s characteristic function
or reduced action that by (2.10) satisfies the Classical Stationary HJ Equation (CSHJE)
H
(
q, p =
∂Scl0
∂q
)
− E = 0, (2.14)
that is (W(q) ≡ V (q)−E)
1
2m
(
∂Scl0
∂q
)2
+W = 0. (2.15)
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2.2 Coordinate transformations and the distinguished frame
At this stage it is worth making some remarks concerning the derivation of the classical HJ equation.
First of all, observe that while for an arbitrary canonical transformation one passes from a couple
of independent variables (q, p) to another one (Q,P ), in the case in which one uses the Hamilton’s
principal function as generating function, one has that the right hand side of (2.6) vanishes with the
effect that the independent variables become dependent, that is
H˜(Q,P, t) = 0 −→ p = ∂qScl(q, Q, t). (2.16)
Hence, the effect of having H˜(Q,P, t) = 0 is just that of collapsing p and q to be dependent variables.
In the case of stationary systems we have
H(q, p)
Canon. Transf.−→ H˜(Q,P ) H˜=0−→ CSHJE. (2.17)
Let us now consider a similar question to that leading to the CSHJE but starting with
p =
∂Scl0
∂q
, (2.18)
rather than with p and q considered as independent variables. In other words, we are looking for the
coordinate transformation defined by the following analogue of the transformation (2.17)
Scl0 (q) Coord. T ransf.−→ S˜cl0 (q˜), (2.19)
with S˜cl0 (q˜) denoting the reduced action of the system with vanishing Hamiltonian. Note that since
we consider p and q dependent, the transformation we are considering is not a canonical one. Even if
we still have to define the specific structure of the coordinate transformation, since S˜cl0 (q˜) = cnst it
is clear that (2.19) is a degenerate transformation. The existence of this degenerate case is a rather
peculiar one. Let us consider two free particles of mass mA and mB moving with relative velocity v.
For an observer at rest with respect to the particle A the two reduced actions are
Scl A0 (qA) = cnst, Scl B0 (qB) = mBvqB. (2.20)
It is clear that there is no way to have an equivalence under coordinate transformations by setting
Scl B0 (qB) = Scl A0 (qA). This means that at the level of the reduced action there is no coordinate
transformation making the two systems equivalent. However, note that this coordinate transformation
exists if we consider the same problem described by an observer in a frame in which both particles
have a non–vanishing velocity so that the two particles are described by non–constant reduced actions.
Therefore, in CM, it is possible to connect different systems by a coordinate transformation except in
the case in which one of the systems is described by a constant reduced action. This means that in
CM equivalence under coordinate transformations is frame dependent.
Let us consider the case in which the two particles are described by an observer in a frame which is
accelerated with respect to them. The reduced actions of the A and B particles as seen by the observer
with constant acceleration a are
S˜cl A0 (QA) =
mA
3a
(2aQA)
3
2 , S˜cl B0 (QB) =
mB
3a
(v2 + 2aQB)
3
2 , (2.21)
15
where QA (QB) is the coordinate of the particle A (B) in the accelerated frame. If in describing the
particle B in the accelerated frame one uses the coordinate QA defined by S˜cl A0 (QA) = S˜cl B0 (QB), one
has that the resulting dynamics coincides with the one of the particle A, that is
S˜cl B0 (QB(QA)) = S˜cl A0 (QA). (2.22)
This simply means that the system B, described in terms of the coordinate QA, coincides with the
system A. Hence, in CM the equivalence under coordinate transformations requires choosing a frame
in which no particle is at rest. In other words, while in any frame two systems are equivalent under
coordinate transformations, this is not anymore true once the frame coincides with the one in which
the particle is at rest, so that in the CSHJE description there is a distinguished frame. This seems
peculiar as on general grounds what is equivalent under coordinate transformations in all frames should
remain so even in the one at rest.
2.3 Time parameterization and space in Classical Mechanics
A quite remarkable property of the CSHJE is that it provides a functional relation between p and q.
In particular, note that in HJ theory, time–dependent coordinate transformations cannot be defined.
Thus, loosely speaking, dynamics is described without using time parameterization. The relevance
of this is that we can consider possible relations among different systems without introducing time
parameterization, a concept that, as we will see, is related to the privileged nature of the rest frame.
Experience in Special and General Relativity indicates that privileged situations may in fact be a
consequence of underlying unjustified and somehow hidden assumptions. In Special Relativity the
concept of absolute time was shown to be inconsistent. Here we are in similar situation, but our
approach is more drastic as we need to start in the framework of HJ theory in which the concept of
time does not appear directly. As a matter of fact, this property of HJ theory is in fact at the heart of
our formulation of Quantum Mechanics. HJ theory provides the equation for the reduced action which
in turns fixes the relationship between p and q. While in the Hamilton and Lagrange equations time
derivatives appear also in the stationary case, in HJ theory the time parameterization is introduced
only after one uses Jacobi’s theorem t− t0 = ∂EScl0 . In CM this is equivalent to identify the conjugate
momentum with the mechanical one. Namely, setting
p = ∂qScl0 = mq˙, (2.23)
yields
t− t0 = m
∫ q
q0
dx
∂xScl0 (x)
, (2.24)
which also provides the solution of the equation of motion q = f(t). It is just the implicit role of time
in the CSHJE at the basis of the peculiar nature of the frame at rest we considered before. Let us
consider the equation of motion of a particle in an external gravitational field
mq¨ = mg. (2.25)
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Performing the time–dependent coordinate transformation
q′ = q − 1
2
gt2, (2.26)
we have
mq¨′ = 0, (2.27)
for any value of the energy E of the particle, including the free particle at rest for which E = 0. So that,
depending on the initial conditions of (2.27), we may have q′ to be constant, say q′ = 0. Therefore,
there are no selected frames if one uses time–dependent coordinate transformations. Hence, while with
the CSHJE description it is not always possible to connect two systems by a coordinate transformation,
this is not the case if one describes the dynamics using Newton’s equation. In particular, in finding
the coordinate transformation reducing the CSHJE description of Eq.(2.25) one has
1
2m
(
∂Scl0 (q)
∂q
)2
−mgq + E = 0, (2.28)
for which there is no coordinate transformation q −→ q˜(q) such that Scl0 (q) = S˜cl0 (q˜) with S˜cl0 (q˜) the
reduced action of the free particle with E = 0. In this context we observe that if for some reason V −E
were never vanishing, then the above peculiarity of the CSHJE would not exist.
Time parameterization can be seen as a way to express a constant, say 0, by means of the solution
of the equation of motions, q = f(t). For example, for a particle with constant velocity, we have
0 = q − vt, (2.29)
so that particle’s position can be denoted by either q itself or vt. In this way one can always reduce to
the particle at rest by simply setting q′ = q − f(t). While in the case of the CSHJE description there
is the degenerate case cnst = mvq, corresponding to S˜cl0 (q˜) = Scl0 (q), time parameterization provides a
well–defined and invertible transformation i.e. q′ = q − f(t) −→ q = q′ + f(t). The reason underlying
the differences in considering the role of space and time is that fixed values of q and t correspond to
quite different situations. Even if the particle is at rest, say at q = 0, time continues to flow. It is just
the use of time that allows to connect different systems by a coordinate transformation.
The basic difference in the nature of space and time is rather peculiar of CM. On the other hand, in
special relativity space and time are intrinsically related. In particular, this property is not unrelated
to the fact that in the framework of special relativity the energy of the particle at rest is non–zero.
Recalling that in the relativistic case the CSHJE has the form
1
2m
(
∂Scl0
∂q
)2
+Wrel = 0, (2.30)
where
Wrel ≡ 1
2mc2
[m2c4 − (V − E)2], (2.31)
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we see that the critical Wrel = 0 case corresponds to
V − E = ±mc2. (2.32)
Our aim is to find a dynamical description in which there always exists coordinate transformations
connecting arbitrary systems. We can see from the above discussion that such an investigation should
imply the existence of a sort of “energy function” which is never vanishing, whatever structure the
potential V may have. This would avoid the degenerate situation in which the reduced action is a
constant and will remove the consequence of the asymmetric role of space and time discussed above.
We will see that imposing the EP will univocally lead to the deformation of the CSHJE by a term
which is identified with the quantum potential.
We anticipated above some features underlying the EP, which we will formulate later. As we will
see, looking for coordinate transformations connecting different physical systems, and in particular
for those reducing any system to that corresponding to W0 ≡ 0, will bring us to the conclusion that
the CSHJE must be modified. This will define a new function S0 that by abuse of language we will
continue to call reduced action. Thus, we will have
S0 6= Scl0 . (2.33)
Information about a physical system is encoded in the functional dependence of S0 on its argument.
Therefore, a given transformation would reflect in a change of the functional structure of S0. In this
context the specific choice of the coordinate reduces to a matter of notation with the new coordinate
playing the role of independent variable for the new system. The coordinate transformation defined in
(2.22) is a natural way to define an induced transformation of S0. Let us consider the following simple
example. Given two functions, say
f1(x1) = x
m
1 , f2(x2) = x
n
2 , (2.34)
there is the associated coordinate transformation x1 −→ x2 = v(x1) = xm/n1 , defined by
f2(x2) = f1(x1). (2.35)
This is equivalent to saying that starting from the function f1(x1) = x
m
1 , the transformation x1 −→
x2 = v(x1) = x
m/n
1 , induces the functional transformation f1 −→ f2 = f1 ◦ v−1.
2.4 v–transformations
Let us now consider the case of the reduced action S0 and let
q −→ qv = v(q), (2.36)
be a locally invertible coordinate transformation. Similarly to Eq.(2.35), setting
Sv0 (qv) = S0(q(qv)), (2.37)
18
naturally defines a new reduced action Sv0 associated to such “v–transformations” (VTs). Note that
we may also consider alternative transformations of S0. In general, we can also choose
S0 −→ S˜0 = S0 ◦ v−1 + f, (2.38)
for some function f . The construction in this case would be equivalent. In particular, since for any
transformation (2.38) we can always find another map q −→ qw = w(q), such that S0 −→ S˜0 = Sw0 =
S0 ◦w−1, it is clear that we can directly consider (2.37). This is a convenient choice as our formulation
will be particularly simplified and will exhibit duality properties which are generally more difficult to
recognize in working with the form (2.38). We note that this is not a restriction as we are considering
the problem of connecting different systems, with qv seen as the new independent coordinate. Then,
what is of interest in this context is the functional change S0 −→ Sv0 . Therefore, considering
S0 −→ Sv0 = S0 ◦ v−1, (2.39)
which is equivalent to (2.37), does not imply loss of generality. Note that this is equivalent to saying
that associated to v = Sv −10 ◦ S0 there is the induced map v−1∗ : S0 7→ v−1∗(S0). In other words, Sv0 is
the pullback of S0 by v−1∗.
Let us anticipate a motivation which illustrates why the formalism will simplify in considering the
induced transformation in the form (2.39). The point is that as pv = ∂qvSv0 (qv), we have
p −→ pv = (∂qqv)−1p, (2.40)
that is, from the point of view of the conjugate momentum, one has that the choice (2.37) implies that
p transforms as ∂q. As a consequence, the resulting formalism will be manifestly covariant.
2.5 A geometrical picture
Let us conclude this section by observing that Eq.(2.37) admits the following geometrical interpretation.
Suppose that the system has an underlying geometry induced by W ≡ V − E and that the use of q
corresponds to a choice of a local coordinate representing a point x of an underlying manifold. Then
the map q −→ qv = v(q) can be seen as a patch transformation with S0 seen as a scalar function,
that is a zero–differential. Since p = ∂qS0, we have that the conjugate momentum transforms as a
one–differential. Let us recall that a λ–differential f (λ) is a set of functions f (λ) = {f (λ)α (qα)|α ∈ I},
where each f (λ)α is defined on the patch Uα of the atlas {(Uα, qα)|α ∈ I}, and satisfying
f (λ)α (qα)(dqα)
λ = f
(λ)
β (qβ)(dqβ)
λ, (2.41)
in Uα ∩ Uβ . In other words, f (λ)(q) transforms as (dq)−λ, that is f (λ)α (qα) = (∂qαqβ)λ f (λ)β (qβ). In this
context the structure of the transition functions between the patches Uα and Uβ is determined by the
α– and β–physical systems, so that there is the correspondence
(Wα,Wβ)←→ (Uα, Uβ). (2.42)
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3 p–q duality and the Legendre transformation
A feature of CM is that while in considering canonical transformations and the phase space there is a
formal p–q duality, this is broken in the explicit solution of the equations of motion. For example, for
the Hamiltonian one usually considers the structure H = p2/2m+V (q), so that, despite the symmetric
structure of the equations of motion q˙ = ∂pH , p˙ = −∂qH , the effective dynamical solution breaks p–
q duality due to the difference between the kinetic term and V (q) structures. There is however a
particular case in which H has explicit p–q duality. This happens for the harmonic oscillator for which
V (q) = mω2q2/2. This is an interesting property if one thinks that quantum field theories are described
by infinitely many interacting oscillators. However, rather than explicit p–q duality, what is lacking in
CM is a formulation in which the p and q descriptions have the same structure.
To understand p–q duality of Hamilton’s equations, it is useful to first investigate some properties of
CM’s formalism. This will be useful in setting the basis for a formulation with manifest duality between
the p and q descriptions. In doing this we will see that there is a remarkable way to characterize the
Hamilton equations of motion. This shows, in a way illustrated in the next subsection, how the issue
of dependence – independence of the canonical variables is connected to dynamical features.
3.1 Energy conservation and classical p–q duality
We have seen that there are interesting questions which arise in considering p and q as dependent
quantities through the still unknown S0. We now show that, considering the Hamiltonian equations
of motion as a way to reduce independent variables to dependent ones, will give a connection between
energy conservation and classical p–q duality. A step in this subsection concerns the analysis of the
relation among the structures of relevant equations which arise by considering the canonical variables
as dependent on one side, and those with the variables considered as independent on the other. We
will start with an arbitrary function and then we will derive the Hamilton equations of motion from
a perspective which is somewhat different from the standard one. This analysis will connect energy
conservation and p–q duality.
Let F (x1, x2, x3) be an arbitrary function of the independent variables x1, x2, x3, so that
dF
dxk
=
∂F
∂xk
, (3.1)
k = 1, 2, 3, and suppose that F satisfies a differential equation
P(F ) = 0, (3.2)
with the property that its solution defines
x1 = x1(x3), x2 = x2(x3). (3.3)
The pair (F,P) naturally defines the function in one variable
G(x3) = F (x1(x3), x2(x3), x3), (3.4)
20
whose derivative is
∂G
∂x3
=
dG
dx3
=
dF
dx3
=
∂F
∂x1
∂x1
∂x3
+
∂F
∂x2
∂x2
∂x3
+
∂F
∂x3
. (3.5)
Note that, while the total and partial derivatives of F with respect to x3 coincide for F seen as function
of the independent variables x1, x2, x3, in the case in which F is considered as solution of (3.2) one has
dF
dx3
6= ∂F
∂x3
. (3.6)
There is however an exception to this. This happens if (3.2) implies
∂F
∂x1
∂x1
∂x3
= − ∂F
∂x2
∂x2
∂x3
, (3.7)
so that
dF
dx3
=
∂F
∂x3
. (3.8)
Therefore, Eq.(3.1) is preserved for k = 3 even after the “equations of motion” (3.7) are imposed. It
follows that from the equation (
d
dx3
− ∂
∂x3
)
F = 0, (3.9)
it is not possible to distinguish whether F is to be considered as a function of three independent
variables x1, x2, x3 or rather if these satisfy the equations of motion (3.7) so that x1 = x1(x3) and
x2 = x2(x3). A property of Eq.(3.7) is that it is invariant under the interchange
x1 ←→ x2. (3.10)
However, if one considers
∂x1
∂x3
=
∂F
∂x2
,
∂x2
∂x3
= − ∂F
∂x1
, (3.11)
as a particular solution of (3.7), then there is a slightly different version of the duality (3.10), since the
symmetry of Eq.(3.11) is now
x1 −→ −x2, x2 −→ x1. (3.12)
Making the identification
F = H, (3.13)
where H is the Hamiltonian and x1 = q, x2 = p, x3 = t, the equation (3.11) corresponds to
q˙ =
∂H
∂p
, p˙ = −∂H
∂q
. (3.14)
Hence, the Hamiltonian equations can be seen as a particular solution to the problem of finding the
structure of P(F ) = 0 such that (3.9) is satisfied irrespectively of considering x1 and x2 as dependent
of x3 or not. In other words, both H as function of the independent variables q, p, t, and H evaluated
on the classical trajectory, satisfy(
d
dt
− ∂
∂t
)
H(q, p, t) = 0 =
(
d
dt
− ∂
∂t
)
H(qcl(t), pcl(t), t). (3.15)
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This aspect is related to duality as interchanging x1 ←→ x2 leaves (3.7) invariant. As we have seen,
since Hamilton’s equations (3.14) correspond to a particular solution of Eq.(3.7), it follows that (3.14)
is invariant under
q −→ −p, p −→ q. (3.16)
The above discussion shows that classical p–q duality is related to the way in which Eq.(3.7), which
makes (3.9) insufficient to distinguish between dependent and independent variables, is specifically
satisfied. In particular, we have seen that the particular solution (3.11) of (3.7) breaks the p ←→ q
duality to the duality (3.16). Therefore, classical p–q duality is related to the dependence that the
structure of relevant equations may have on the canonical variables in the dependent and independent
cases. In particular, since (3.15) implies energy conservation if the Hamiltonian does not explicitly
depend on time, we see that classical p–q duality is a manifestation of the role of time as parameter
for classical trajectories and to energy conservation. The fact that in QM position and momentum
cannot be simultaneously measured, indicates that the issue of dependence and independence of the
canonical variables is a basic feature.5 In this context we will see that the p–q duality of Hamilton
mechanics is a restrictive one. This lack of the Hamiltonian formalism indicates that a manifest full
p–q duality deserves formulating an alternative description of the dynamical problem. In fact, there
is a natural structure, with explicit p–q duality, which is a consequence of the involutive nature of the
Legendre transformation, and that cannot be a feature of CM. This duality, which arises by considering
the canonical variables on equal footing, will make it quite natural to formulate the EP. However, we
stress that the QSHJE will be derived from this principle, formulated in sect.7, without assumptions
about the existence of dualities.
3.2 The dual reduced action
As a first step towards a formulation with manifest p–q duality, we note that among the possible
transformations of S0 we can consider that induced by
q −→ qv = v(q) = p, (3.17)
with p the momentum. According to (2.37) we have
S0(q) −→ Sv0 (p) = S0(q(p)). (3.18)
In order to understand the structure of the function Sv0 (p), we first observe that there is a natural
way to introduce the tools we need in going towards a formulation with manifest p–q duality. Let us
introduce the dual reduced action T0(p) defined as the Legendre transform of S0(q)
T0 = q∂S0
∂q
− S0, S0 = p∂T0
∂p
− T0, (3.19)
5In this respect we note that according to the Kochen–Specker theorem [29] it is not possible to preserve functional
relations between physical quantities with assigned values. We note that this topic, related to hidden variables [30][31],
has been recently considered in [32].
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p =
∂S0
∂q
, q =
∂T0
∂p
. (3.20)
It follows that the transformation (3.18) is nothing but (3.19) seen as function of p
Sv0 (p) = p
∂T0(p)
∂p
− T0(p). (3.21)
Above we discussed the dependence of the structure of some relevant equations on the canonical
variables considered either as dependent or independent and noticed that this issue may be connected
to the fact that in QM position and momentum cannot be simultaneously measured. In this respect it
is interesting to note that for the pair S0–T0, in the case in which p and q are considered as independent
variables, we have F (q, p) = qp−T0(p) ≤ F (q, p(q)) = S0(q), ∀q, p, with p = p(q) given by ∂pT0(p) = q.
Therefore, considering p and q as independent variables we have the Young inequality (see e.g. [33])
T0(p) + S0(q) ≥ qp, ∀q, p. (3.22)
3.3 The dual HJ equation
Despite T0 is not usually considered in the literature, the involutive character of the Legendre trans-
formation makes it clear that T0 is a natural function to consider in looking for a formulation with
manifest p–q duality. Let us introduce the Legendre transform of the Hamilton principal function S
T = q∂S
∂q
− S, S = p∂T
∂p
− T , (3.23)
p =
∂S
∂q
, q =
∂T
∂p
. (3.24)
Observe that in the stationary case
S(q, t) = S0(q)−Et, T (p, t) = T0(p) + Et. (3.25)
A first question to investigate concerns of the classical HJ equation in the T cl–representation. Let us
consider the differentials
dS = ∂S
∂q
dq +
∂S
∂t
dt = pdq +
∂S
∂t
dt, (3.26)
dT = ∂T
∂p
dp+
∂T
∂t
dt = qdp+
∂T
∂t
dt, (3.27)
which imply
dS = d(pq − T ) = pdq + qdp− qdp− ∂T
∂t
dt, (3.28)
that is
∂S
∂t
= −∂T
∂t
. (3.29)
Relevance of this equation resides in the fact it connects the S and T pictures through time evolution.
For example, we will see that Eq.(3.29) will fix a sign ambiguity in determining the “self–dual states”.
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Furthermore, observe that in the classical case it is precisely the partial derivative of Scl with respect
to time that appears in the HJ equation. In particular, it follows from (2.10) and (3.29) that T cl
satisfies the following dual version of the classical HJ equation
H
(
q =
∂T cl
∂p
, p, t
)
− ∂T
cl
∂t
= 0, (3.30)
which for general Hamiltonians
H =
p2
2m
+ V (q, p, t), (3.31)
becomes
1
2m
p2 + V
(
q =
∂T cl
∂p
, p, t
)
− ∂T
cl
∂t
= 0. (3.32)
We can derive an equivalent version of (3.32) with manifest dual structure. In particular, by analogy
with the HJ equation, we may impose that its dual formulation contains the “dual kinetic term”
m
2
α2q2. (3.33)
The request of equivalence between the dual equations defines a potential U (α) dual to V , namely
mα2
2
(
∂T cl
∂p
)2
+ U (α)
(
p, q =
∂T cl
∂p
, t
)
+
∂T cl
∂t
= 0, (3.34)
where by (3.32)
U (α)(p, q, t) = − 1
2m
(p2 +m2α2q2)− V (q, p, t), (3.35)
and α is a constant with the dimension of a frequency. Associated with T cl there is the “Hamiltonian”
K(p, q, t), dual to H(q, p, t)
K(p, q, t) =
mα2
2
q2 + U (α)(p, q, t), (3.36)
which has the simple relation with H
K(p, q, t) = −H(q, p, t). (3.37)
It follows that the classical equations of motion are equivalent to
q˙ = −∂K
∂p
, p˙ =
∂K
∂q
, (3.38)
and the dual classical HJ equation can be written as
K
(
p, q =
∂T cl
∂p
, t
)
+
∂T cl
∂t
= 0. (3.39)
There is a particular system in which the Scl and T cl pictures have basically the same HJ equation.
This happens for the harmonic oscillator
Hω(q, p) =
1
2m
p2 + Vω(q), (3.40)
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where Vω(q) = mω
2q2/2. By (3.35) we have
U (α)ω = −
1
2m
p2 − m(ω
2 + α2)
2
q2, (3.41)
so that U (α)ω = −HωD , where the frequency of the new oscillator is ω2D = ω2 + α2. It follows that for
α = ±iω, the dual potential corresponds to minus the free particle Hamiltonian
U (±iω)ω = −H0 = −
1
2m
p2. (3.42)
We also observe that as Hω(q, p) = Hω(p/mω,mωq), we have
Kω(p, q) = −Hω(p/mω,mωq). (3.43)
4 Mo¨bius symmetry and the canonical equation
In this section we will first consider the effect of the VT on T0. Next, we will observe that by (2.37),
it follows by construction that the Legendre transform of T0 is invariant under VTs. We will see that
a GL(2,C)–transformation corresponds to a rotation of the two–dimensional kernel of a second–order
linear operator which we will determine by considering the second derivative of the Legendre transform
of T0 with respect to s = S0(q). As a consequence, the potential U(s) appearing in this operator turns
out to be invariant under the VT corresponding to the Mo¨bius group. In this context covariance of
the relevant second–order linear differential equation follows by consistency.
4.1 T0–transformation induced by v
Since S0 and T0 are a Legendre pair, specifying the transformation properties of S0 will fix the trans-
formation of T0 and vice versa. In particular, consistency implies that if S0(q) −→ S˜0(q˜) is an arbitrary
transformation, not necessarily of v–type, that is in general S˜0(q˜) 6= S0(q), then the new dual reduced
action will be the Legendre transform of S˜0(q˜). In other words, the transformation S0(q) −→ S˜0(q˜)
induces the following transformation of T0(p)
T0(p) −→ T˜0(p˜) = q˜p˜− S˜0(q˜). (4.1)
In the case in which the transformation of the functional structure of S0 is performed by a v–map we
have pv = (∂qq
v)−1p, and replacing Sv0 (qv) with pq − T0 in (4.1) yields
δvT0 = δv(qp), (4.2)
where δvT0 ≡ T0 v(pv) − T0(p) and δv(qp) ≡ qvpv − qp. Observe that by Eq.(2.37), the VTs can be
equivalently seen as a symmetry of the Legendre transform of T0.
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4.2 The canonical equation
Let us now consider the VT corresponding to the Mo¨bius transformation
q −→ qv = Aq +B
Cq +D
, (4.3)
that due to the dimensionality of p and q, we consider Eq.(4.3) as a GL(2,C)–transformation rather
than a PGL(2,C) ∼= PSL(2,C)–transformation. Eqs.(2.37) and (4.3) imply
p −→ pv = ρ−1(Cq +D)2p, (4.4)
where ρ ≡ AD−BC. Observe that ρ has the dimension of a length times the dimension of A2 so that
ρ would be dimensionless if Dim[A] = length−1/2. By (4.2)(4.3) and (4.4) it follows that the action on
T0 induced by the v–maps is
δvT0 = ρ−1(ACq2 + 2BCq +BD)p. (4.5)
Taking the square root of (4.4), we see that (ǫ = ±1)
qv
√
pv = ǫ
√
ρ−1(Aq
√
p+B
√
p),
√
pv = ǫ
√
ρ−1(Cq
√
p +D
√
p). (4.6)
This version of Eqs.(4.3) and (4.4) indicates that qv
√
pv and
√
pv are linear combinations of the solutions
of a second–order linear differential equation. In particular, Eq.(4.6) can be seen as a rotation of the
elements in the kernel of a second–order linear operator which can be simply identified by observing
that the second derivative of the second equation in (3.19) with respect to s = S0(q)
∂q
∂s
∂p
∂s
+ p
∂2q
∂s2
= 0, (4.7)
is equivalent to
1
q
√
p
∂2(q
√
p)
∂s2
=
1√
p
∂2
√
p
∂s2
. (4.8)
On the other hand, this is equivalent to the “canonical equation”(
∂2
∂s2
+ U(s)
)
q
√
p = 0 =
(
∂2
∂s2
+ U(s)
)√
p, (4.9)
where U is the “canonical potential”
U(s) = 1
2
{q√p/√p, s} = 1
2
{q, s}, (4.10)
with
{h(x), x} = h
′′′
h′
− 3
2
(
h′′
h′
)2
= (ln h′)′′ − 1
2
(ln h′)′2, (4.11)
denoting the Schwarzian derivative whose chain rule is
{h(x), x(y)} =
(
∂y
∂x
)2
{h(x), y} −
(
∂y
∂x
)2
{x, y}. (4.12)
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4.3 Legendre transformation as Mo¨bius transformation
Another interesting property due to (2.37) is that S0 can be expressed in terms of a Mo¨bius transfor-
mation of T0. Let us first consider the effect of an S–transformation
S =
(
0
−1
1
0
)
. (4.13)
We have by (4.5)
S ◦ T0 = T0 − 2pq, (4.14)
so that the Legendre transform of T0 can be written in the form
S0(q) = −1
2
(T0(p) + S ◦ T0(p)). (4.15)
Observe that from (4.5) it follows that for any B and C, BC 6= 0, the action of R =
(
0
C
B
0
)
on T0
does not depend on B and C. However, by (4.3) the action of R on q depends on δ = B/C
R : q −→ qv = v(q) = δ
q
, (4.16)
whereas by (4.4) the action on p is
R : p −→ pv = −1
δ
q2p. (4.17)
In particular, we have
R : pq −→ pvqv = −pq. (4.18)
4.4 Mo¨bius invariance of U
Eqs.(4.9) and (4.10) follow from (4.8) or, equivalently, from the observation that the identities
∂
∂x
h′1/2h′−1/2 = 0 =
∂
∂x
1
h′
∂
∂x
h′1/2h′−1/2h, (4.19)
imply that the kernel of the second–order linear operator
h′1/2
∂
∂x
1
h′
∂
∂x
h′1/2 =
∂2
∂x2
+
1
2
{h, x}, (4.20)
is given by the linear span of h′−1/2 and h′−1/2h, that is
(
∂2
∂x2
+
1
2
{h, x}
)
h′−1/2(Ah +B) = 0. (4.21)
Eqs.(4.19)–(4.21) show that the Schwarzian derivative of the ratio of two linearly independent elements
in the kernel of a second–order linear operator (∂2x + V (x)) is twice V (x). Noticing that for any A
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and B, not simultaneously vanishing, (∂2x + V (x))fk(x) = 0, k = 1, 2, is equivalent to V = −(Af ′′1 +
Bf ′′2 )/(Af1 +Bf2), we have the well–known fact
{γ(h), x} = {h, x}, (4.22)
where γ(h) is the Mo¨bius transformation of h
γ(h) =
Ah+B
Ch +D
. (4.23)
Eq.(4.22) implies {γ(x), x} = {x, x} = 0. Conversely, if {h, x} = 0, then, solving
(ln h′)′′ − 1
2
(ln h′)′2 = 0, (4.24)
yields h = γ(x). By (4.12) these properties of the Schwarzian derivative are equivalent to the fact that
{f, x} = {h, x}, (4.25)
if and only if f = γ(h). This implies that U(s), associated to the Legendre transform of T0, is invariant
under v–maps corresponding to the Mo¨bius transformations qv = γ(q), that is
Uv(sv) = 1
2
{qv, sv} = 1
2
{γ(q), s} = U(s), (4.26)
where sv = S0v(qv) = S0(q) = s. However, if qv is not a Mo¨bius transformation of q, then
Uv(sv) = 1
2
{qv, sv} 6= U(s). (4.27)
Therefore, although by definition any v–map leaves the Legendre transform of T0 invariant, we have
that U is invariant only under GL(2,C) Mo¨bius transformations of q.
4.5 Canonical equation, dynamics and initial conditions
We have seen that the canonical equation associated with the Legendre transform of T0 is GL(2,C)–
invariant. Another property of the canonical equation (4.9) is that it can be seen as an equation of
motion. In fact, suppose that the canonical potential U(s) is given. Then, if y1(s) and y2(s) are two
linearly independent solutions of the canonical equation, we have
q
√
p = Ay1(s) +By2(s),
√
p = Cy1(s) +Dy2(s). (4.28)
In order to derive S0(q), that is to solve the dynamical problem, we first use (4.28) to obtain q as
function of s and then consider its inverse. Taking the ratio of (4.28) yields
q =
Ah(s) +B
Ch(s) +D
, (4.29)
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where h(s) = y1(s)/y2(s). Inverting (4.29) we have S0 = h−1 ◦ γ−1 with γ given in (4.23) so that the
dynamical problem is solved by
S0(q) = h−1(γ−1(q)). (4.30)
Although the canonical equation is a second–order linear differential equation, so that a particular
solution is obtained by giving two conditions, we have that as q(s) is the ratio of two linearly inde-
pendent solutions, one needs three initial conditions to fix it. This follows from the observation that
(4.29) can be written in terms of three constants; e.g. if A 6= 0 and C 6= 0, then
q =
A
C
(
h(s) +B/A
h(s) +D/C
)
. (4.31)
Therefore, the dynamics is obtained by first considering the ratio of two linearly independent solutions
of the canonical equation (4.9) and then evaluating its inverse. In particular, all the reduced actions
Sv0 in the GL(2,C)–orbit of S0 are the inverse of the ratio of two linearly independent solutions of the
same canonical equation.
4.6 Covariance
A property of the canonical equation is that it is manifestly covariant under arbitrary transformations.
In particular, we have seen that the transformation of T0, induced by an arbitrary transformation of
S0, not necessarily of v–type, is determined by the fact that T˜0 is the Legendre transform of S˜0. Then,
by Eq.(4.1) the canonical equation (4.9) is covariant under arbitrary transformations. In particular,
the second derivative of (4.1) with respect to s˜ = S˜0(q˜) yields(
∂2
∂s˜2
+ U˜(s˜)
)
q˜
√
p˜ = 0 =
(
∂2
∂s˜2
+ U˜(s˜)
)√
p˜. (4.32)
Thus, the procedure to associate a second–order linear differential equation with a Legendre transfor-
mation is manifestly covariant. There is another property of U(s). Namely, by the chain rule of the
Schwarzian derivative (4.12), we have
{q, (As+B)/(Cs +D)} = τ−2(Cs+D)4{q, s} = 2τ−2(Cs+D)4U(s), (4.33)
where τ ≡ AD − BC 6= 0. Hence, a Mo¨bius transformation of S0 corresponds to a rescaling of U(s).
Under such a transformation we have
q˜ = q, p˜ =
∂s˜
∂q˜
=
∂s˜
∂s
p, (4.34)
so that, setting φ(s) = aq
√
p+ b
√
p, with a and b two non simultaneously vanishing constants, we have
φ˜(s˜) = (∂ss˜)
1/2φ(s). Therefore, φ transforms as a −1/2–differential. Observe that
∂2
∂s˜2
=
(
∂s˜
∂s
)−2
∂2
∂s2
−
(
∂s˜
∂s
)−3 (
∂2s˜
∂s2
)
∂
∂s
, (4.35)
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so that under the transformation s −→ s˜ = (As +B)/(Cs+D), we have
∂2
∂s˜2
= τ−2(Cs+D)4
(
∂2
∂s2
+
2C
Cs+D
∂
∂s
)
. (4.36)
Hence, by (4.33)(
∂2
∂s˜2
+ U˜(s˜)
)
φ˜(s˜) = τ−2(Cs+D)4
(
∂2
∂s2
+
2C
Cs+D
∂
∂s
+ U(s)
)
φ˜(s˜) =
τ−3/2(Cs+D)3
(
∂2
∂s2
+ U(s)
)
φ(s) = 0. (4.37)
Comparing the VTs corresponding to Mo¨bius transformations
q −→ Aq +B
Cq +D
, S0 −→ S0, p −→ ρ−1(Cq +D)2p, (4.38)
with the above transformations of s
S0 −→ AS0 +B
CS0 +D, q −→ q, p −→ τ(CS0 +D)
−2p. (4.39)
we see that there is a sort of duality between q and s. In particular, Eq.(4.39) is nothing but the ana-
logue of the VTs corresponding to the Mo¨bius transformations, with the role of s and q interchanged.
This duality between s and q suggests considering the analogue of the canonical equation but with the
role of s and q interchanged. In this case one has(
∂2
∂q2
+
1
2
{S0, q}
)
S0p−1/2 = 0 =
(
∂2
∂q2
+
1
2
{S0, q}
)
p−1/2. (4.40)
We will see that {S0, q} is proportional to the quantum potential. Generalizing the above Mo¨bius
transformations to arbitrary ones
s −→ s˜, (4.41)
we obtain
∂2
∂s˜2
(
∂s˜
∂s
)1/2
=
(
∂s˜
∂s
)−3/2 (
∂2
∂s2
+
1
2
{s˜, s}
)
, (4.42)
where now the {s˜, s} does not vanish. In the case in which the functional change of q is given by
q −→ q˜(s˜) = q(s), (4.43)
we have by U˜(s˜) = {q˜, s˜}/2 = {q, s˜}/2, that is
0 =
(
∂s˜
∂s
)3/2 (
∂2
∂s˜2
+
1
2
{q, s˜}
)
φ˜(s˜) =
(
∂2
∂s2
+
1
2
{s˜, s}+ 1
2
({q, s} − {s˜, s})
)
φ(s), (4.44)
that is the equation
(
∂2
s˜
+ 1
2
{q˜, s˜}
)
φ˜(s˜) = 0 is equivalent to(
∂2
∂s2
+
1
2
{q, s}
)
φ(s) = 0. (4.45)
The above analysis shows that though U transforms as the Schwarzian derivative, its additive term is
canceled by that coming from ∂2
s˜
acting on (∂s˜/∂s)1/2.
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5 Legendre duality
The involutive nature of the Legendre transformation implies that the construction considered in the
previous section admits a dual formulation obtained by the exchange
S0 ←→ T0, q ←→ p. (5.1)
In particular, we will see how both the VTs and the canonical equation have a dual version. The
correspondence manifests the equivalence of the q and p descriptions and shows how this duality relies
on the properties of the Legendre transformation.
5.1 u–transformations
Let us start by considering a locally invertible momentum transformation
p −→ pu = u(p). (5.2)
Similarly to the transformation properties of the reduced action S0, we can associate in a natural way
a new T0 with the u–map T0 −→ T u0 = T0 ◦ u−1, which is equivalent to
T u0 (pu) = T0(p(pu)). (5.3)
Since any pair T0 and T u0 induces the p–transformation defined by (5.3), we can consider the previous
construction in the reversed order, i.e.
p −→ pu = T u −10 ◦ T0(p). (5.4)
Since q −→ qu = ∂puT u0 (pu), under (5.2) q transforms as ∂p, that is qu = (∂ppu)−1q. In summary, under
VTs we have
qv = v(q), Sv0 (qv) = S0(q), δvT0 = δv(qp), (5.5)
p ∼ ∂
∂q
, (5.6)
where δvT0 ≡ T0 v(pv)− T0(p) and δv(qp) ≡ qvpv − qp. Similarly, for the u–transformations
pu = u(p), T u0 (pu) = T0(p), δuS0 = δu(pq), (5.7)
q ∼ ∂
∂p
, (5.8)
where δuS0 ≡ S0u(qu)− S0(q) and δu(pq) ≡ puqu − pq.
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5.2 The dual canonical equation
Let us now consider the GL(2,C)–transformations
p −→ pu = Ap +B
Cp+D
, (5.9)
σ ≡ AD −BC. Since qu = ∂puT u0 (pu) = ∂puT0(p), we have that the effect on q of (5.9) is
q −→ qu = σ−1(Cp+D)2q. (5.10)
Eqs.(5.9)(5.10) are equivalent to
pu
√
qu = ǫ
√
σ−1(Ap
√
q +B
√
q),
√
qu = ǫ
√
σ−1(Cp
√
q +D
√
q), (5.11)
where ǫ = ±1. As δuS0 = δu(pq) we have
δuS0 = σ−1(ACp2 + 2BCp+BD)q. (5.12)
Let us recall that the canonical equation (4.9) arises from the identity (4.8). This identity can be
also obtained by simply taking the second derivative of p = (∂sq)
−1 with respect to s. Thus we see
that the canonical equation stems from the very basic definition of dual variable p = ∂qS0, thereby
capturing the germ of p–q duality. In this context the fact that S0 and T0 are the Legendre transform
of each other, leads to the dual version of the canonical equation (4.9)
(
∂2
∂t2
+ V(t)
)
p
√
q = 0 =
(
∂2
∂t2
+ V(t)
)√
q, (5.13)
where t = T0(p), and
V(t) = 1
2
{p√q/√q, t} = 1
2
{p, t}. (5.14)
5.3 Legendre brackets
We now show, following [11][1], that there are natural brackets associated to the relationship between
the Legendre transformation and second–order linear differential equations observed in [6]. Let us start
by considering a function U(z) and its Legendre transform
V (w) = z∂zU(z) − U(z), U(z) = w∂wV (w)− V (w) (5.15)
where w = ∂zU (note that z = ∂wV ). Taking the second derivative of the second equation in (5.15)
with respect to u = U(z), we see that
√
∂zU and z
√
∂zU correspond to linearly independent solutions
of a second–order linear differential equation. Let us now set
τ =
∂z
√
w
∂
√
w
= z + 2
w
∂zw
=
1
2
∂2V
∂
√
w
2 . (5.16)
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The “Legendre brackets” introduced in [11] are
{X, Y }(u) = (∂uτ)−1
(
∂X
∂
√
w
∂
∂u
∂Y
∂
√
w
− ∂Y
∂
√
w
∂
∂u
∂X
∂
√
w
)
. (5.17)
In the case in which the generating function is S0(q), we have that the linearly independent solutions
of the canonical equation satisfy
{√p,√p}(s) = 0 = {q√p, q√p}(s), {√p, q√p}(s) = 1, (5.18)
where s = S0(q). Similarly, starting from the generating function T0(p) we have
{√q,√q}(t) = 0 = {p√q, p√q}(t), {√q, p√q}(t) = 1. (5.19)
5.4 p and q as Legendre pair
We have seen that the Legendre transformation is a natural framework to investigate the structure of
dualities. In particular, with the “Legendre pair” S0–T0 there is a naturally associated pair of second–
order linear differential equations. We now consider the Legendre pair S0–T0 from a slightly different
point of view. First of all observe that S0 and T0 define the function t = f(s), where s = S0(q) and
t = T0(p). Then suppose that instead of deriving T0 from S0 we started from a given t = f(s). In this
case, we can define the dual pair p–q by requiring that
T0 = q∂S0
∂q
− S0, S0 = p∂T0
∂p
− T0. (5.20)
Similarly, we can introduce a new pair xD–x by considering p as the Legendre dual of q, that is
νp = x
∂q
∂x
− q, ν−1q = xD ∂p
∂xD
− p, (5.21)
where ν is a constant which has been introduced for dimensional reasons. Therefore, considering p and
q as Legendre duals induces the definition of the new pair xD–x. Integrating (5.21) we obtain
x = x0 exp[
∫ q
q0
dz(z + ν∂zS0(z))−1], (5.22)
and
xD = xD
0
(q + ν∂qS0(q)) exp[−
∫ q
q0
dz(z + ν∂zS0(z))−1], (5.23)
where x0 ≡ x(q0), xD0 ≡ xD(q0). Regarding p–q duality as Legendre duality suggests considering a
sequence of dual variables. In particular, we can consider also the xD–x pair as Legendre duals. This
defines the pair yD–y by
µxD = y
∂x
∂y
− x, µ−1x = yD∂x
D
∂yD
− xD, (5.24)
33
where µ is a dimensional constant. Integrating (5.24) yields
y = y0 exp[
∫ x
x0
dz(z + µ∂zq(z))
−1], (5.25)
and
yD = yD
0
(x+ µ∂xq(x)) exp[−
∫ x
x0
dz(z + µ∂zq(z))
−1], (5.26)
where y0 ≡ y(x0), yD0 ≡ yD(x0). Iteration of this construction leads to the “W–sequence”
. . . −→ (xDi−1, xi−1) −→ (xDi, xi) −→ (xDi+1, xi+1) −→ . . . , (5.27)
and if we convene to set (T0,S0) = (xDi , xi) for some i, then (p, q) = (xDi+1, xi+1).
6 Self–dual states
We have seen that, as a consequence of S0–T0 duality, there is a full correspondence among the u– and
v–transformations. This duality indicates that any physical system with given W has two equivalent
descriptions, corresponding to the S0 and T0 pictures. This suggests to investigate whether this dual
structure by itself may select some distinguished states. We will see that this question will lead to
the determination of states with rather peculiar properties. In particular, based on Legendre duality,
we will see that the structure of time evolution will imply the appearance of imaginary numbers in
considering the p←→ q interchange for the highest symmetric states.
6.1 Where do the S0–T0 pictures overlap?
Let us consider the naturally selected W states corresponding to the special case in which the S0 and
T0 pictures overlap. On general grounds we should expect that the distinguished states, for which S0
and T0 have the same functional structure, have some peculiar properties. In order to find this common
subspace we consider the interchange of the S0 and T0 pictures given by
q −→ q˜ = αp, p −→ p˜ = βq. (6.1)
This implies that
∂T˜0
∂p˜
= α
∂S0
∂q
,
∂S˜0
∂q˜
= β
∂T0
∂p
, (6.2)
which is equivalent to
∂T˜0
∂q
= αβ
∂S0
∂q
,
∂S˜0
∂p
= αβ
∂T0
∂p
, (6.3)
that is
S˜0(q˜) = αβT0(p) + cnst, T˜0(p˜) = αβS0(q) + cnst, (6.4)
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so that S˜0(q˜) and T˜0(p˜) are essentially the Legendre transform of S0(q) and T0(p) respectively. Since
interchanging the role of q and p twice has no effect on the functional dependence relating q and p, we
have that up to an additive constant
˜˜S0 = S0, ˜˜T0 = T0, (6.5)
so that
(αβ)2 = 1. (6.6)
The distinguishedW states are precisely those states which are left invariant by (6.1) and (6.4). Hence,
up to an additive constant
S˜0(q˜) = S0(q), T˜0(p˜) = T0(p). (6.7)
Since S = S0 −Et and T = T0 + Et, it follows by (6.4)(6.6)(6.7) that these states correspond to
S = ±T + cnst. (6.8)
As (6.8) should be stable under time evolution, the relation (3.29) fixes the sign ambiguity and sets
αβ = −1. (6.9)
Therefore, the distinguished W states correspond to
S = −T + cnst. (6.10)
On the other hand, since S = pq − T , we have
pq = γ, (6.11)
where γ is a constant. By (6.11) it follows that in the case of distinguished states the transformation
(6.1) is equivalent to
q −→ q˜ = αγ
q
, p −→ p˜ = βγ
p
. (6.12)
Let us consider the R–transformation (4.16)(4.17) in the case of the distinguished states (6.11)
R : q −→ qv = δ
q
, R : p −→ pv = −γ
2
δp
. (6.13)
By (6.12) and (6.13) it follows that for the distinguished states the interchanging transformation (6.1)
corresponds to an R–transformation with
δ = αγ = −γ
β
. (6.14)
Among the possible transformations (6.1), labeled by α and β, with αβ = −1, the one with the highest
symmetric structure corresponds to the case in which (6.1) remains invariant under the interchange
p←→ q, (6.15)
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that is when
α = β. (6.16)
Observe that, without loss of generality, we are setting to 1 a dimensional constant one should consider
in (6.16). It follows by (6.9) and (6.16) that the highest symmetric states are those with
α = β = ±i. (6.17)
This shows a relation between stability of the Legendre transformation under time evolution, expressed
by (3.29), which in turn implies the minus sign in (6.9), and the appearance of the imaginary factor
in (6.17). The interesting outcome is that, based on Legendre duality, we have seen that the structure
of time evolution implies the appearance of imaginary numbers for the highest symmetric states.
Let us now consider another way to select the distinguished states which will shed new light on
their basic nature. First of all note that if the S0 and T0 pictures coincide, then, in particular, the
v–action on T0 should be equivalent to the u–action on S0, that is
δvT0 = δuS0, (6.18)
which is satisfied by (6.7). Then, to find the distinguished states we may first look for the Mo¨bius
transformations
qv =
Avq +Bv
Cvq +Dv
, pu =
Aup+Bu
Cup+Du
, (6.19)
satisfying (6.18), that by (4.5) and (5.12) is equivalent to
ρ−1(AvCvq2 + 2BvCvq +BvDv)p = σ−1(AuCup2 + 2BuCup+BuDu)q. (6.20)
6.2 Dilatations
Eq.(6.20) shows that the answer to the above question has two solutions which do not fix any functional
relation between p and q. One solution is given by Bv = 0, Cv = 0 and Bu = 0, Cu = 0. This
corresponds to the dilatations
qv =
Av
Dv
q, pv =
Dv
Av
p, (6.21)
and
pu =
Au
Du
p, qu =
Du
Au
q, (6.22)
and
δvT0 = 0 = δuS0. (6.23)
6.3 Changing sign: pq −→ puqu = −pq = pvqv
The other solution of (6.20), which does not fix the functional dependence between p and q, is given
by Av = 0, Dv = 0 and Au = 0, Du = 0, corresponding to
qv =
Bv
Cv
1
q
, pv = −Cv
Bv
q2p, (6.24)
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and
pu =
Bu
Cu
1
p
, qu = −Cu
Bu
p2q. (6.25)
Observe that the effect of this transformation is that of changing the sign of pq
pq −→ puqu = −pq = pvqv. (6.26)
We also have
δvT0 = −2pq = δuS0, (6.27)
and as ρ = −BvCv and σ = −BuCu, there are no constraints on the coefficients Bu, Cu, Bv, Cv.
6.4 Self–dual states: qv = qu, p
u = pv
The solutions of (6.20) we found did not imply any constraint on the state. In other words, these
solutions do not fix the dynamics. However, this investigation naturally leads to extend (6.18) by
imposing the conditions with the highest symmetry, that is
qv = qu, (6.28)
and
pu = pv. (6.29)
In the case of dilatations, both (6.28) and (6.29) give
Av
Dv
=
Du
Au
. (6.30)
In the case of Eqs.(6.24) and (6.25), both (6.28) and (6.29) yield
BvBu
CvCu
= −p2q2, (6.31)
implying that
pq = γ, (6.32)
with γ a constant. By (6.27) and (6.32) we have
δvT0 = −2γ = δuS0. (6.33)
Therefore, the transformations (6.19) meeting the requirements (6.18)(6.28) and (6.29) should satisfy
BvBu
CvCu
= −γ2. (6.34)
Observe that this transformation corresponds to interchanging p and q, namely
q −→ qv = 1
γ
Bv
Cv
p = −γCu
Bu
p = qu, (6.35)
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which is equivalent to
p −→ pu = 1
γ
Bu
Cu
q = −γCv
Bv
q = pv. (6.36)
For these states the transformations (6.35) and (6.36) correspond to (6.1) with
α =
1
γ
Bv
Cv
, β = −γ Cv
Bv
, (6.37)
and αβ = −1. It follows by (6.9) that these states correspond to the distinguished states. Observe
that by (6.34) it follows that if BvBu/CvCu > 0, then γ is purely imaginary. Since
δv(pq) = δu(qp) = −pq = −γ, (6.38)
it follows that if BvBu/CvCu > 0, then δv(pq) = δu(qp) corresponds to the complex conjugation
δv(γ) = δu(γ) = γ¯. (6.39)
Based on purely symmetry arguments, we arrived to (6.17) in which the imaginary factor appears.
This equation is essentially a consequence of (6.9) whose minus sign origins from (3.29). Hence, the
origin of the imaginary factor in (6.17) traces back to (3.29) which relates the time evolution of the S
and T pictures. As we will see, this relation between time evolution and imaginary number is at the
heart of the imaginary factor appearing in the relation between S0 and the solutions of the SE. On
the other hand, this factor is the signal that time evolution in QM is related to imaginary numbers.
Hence, time evolution in QM is related to time evolution of the S and T dual pictures
Due to the highest symmetry (6.28)(6.29), we will call self–dual states the distinguished states. As
for these states we have p = γ/q, the self–dual states correspond to
S0(q) = γ ln γqq, T0(p) = γ ln γpp, (6.40)
where, due to
S0 + T0 = pq = γ, (6.41)
the dimensional constants γp, γq and γ satisfy
γpγqγ = e. (6.42)
We also note that when p = γ/q, the solutions of (4.9) and (5.13) coincide and
U(s) = − 1
4γ2
= V(t). (6.43)
It follows that for the self–dual states the canonical equation
(
∂2
∂s2
− 1
4γ2
)
q
√
p = 0 =
(
∂2
∂s2
− 1
4γ2
)√
p, (6.44)
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coincides with its dual version
(
∂2
∂t2
− 1
4γ2
)
p
√
q = 0 =
(
∂2
∂t2
− 1
4γ2
)√
q. (6.45)
Considering the inverse of S0 and T0 in (6.40), we have q = γ−1q exp(s/γ), p = γ−1p exp(t/γ), so that
the solutions of Eqs.(4.9) and (5.13), with U(s) = −1/4γ2 = V(t), are
q
√
p =
√
γγ−1q e
1
2γ
s =
√
γ
√
q = γ
√
γpe
− 1
2γ
t, (6.46)
and
√
p =
√
γγqe
− 1
2γ
s =
√
γ−1p
√
q =
√
γp−1e
1
2γ
t. (6.47)
7 The Equivalence Principle
In sect.2 we proposed that as in the search for canonical transformations leading to a system with
vanishing Hamiltonian one obtains the HJ equation, we may similarly look for transformations q and
p, seen as dependent variables, reducing to the free system with vanishing energy. This is at the heart
of the EP we will formulate in this section.
7.1 Equivalence Principle and v–transformations
The discussion concerning the way of inducing the transformations S0 −→ Sv0 made in sect.2, allows
us to formulate the above question more precisely
Given an arbitrary system with reduced action S0(q), find the coordinate transformation q −→ qv0 =
v0(q), such that the new reduced action Sv00 , defined by
Sv00 (qv0) = S0(q), (7.1)
corresponds to the system with V −E = 0.
In the following we will use the notation q0 ≡ qv0 , S00 ≡ Sv00 , and denote by W0(q0) the state corre-
sponding to W = 0. Observe that the structure of the states described by S00 and S0 determines the
“trivializing coordinate” q0 to be
q −→ q0 = S0 −10 ◦ S0(q), (7.2)
The problem (7.1) suggested the following Equivalence Principle (EP) formulated in [1]
For each pair Wa,Wb, there is a v–transformation qa −→ qb = v(qa) such that
Wa(qa) −→ Wb(qb). (7.3)
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7.2 Classical Mechanics and the Equivalence Principle
We now show the basic fact that the EP cannot be consistently implemented in CM. In order to
implement the EP in CM we should first understand the nature of the transformation
W(q) −→Wv(qv), (7.4)
induced by
Scl0 (q) −→ Scl v0 (qv) = Scl0 (q(qv)). (7.5)
To answer this question we use the fact that the CSHJE (2.15) provides a correspondence between W
and Scl0 . In particular, Scl v0 (qv) should satisfy the CSHJE
1
2m
(
∂Scl v0 (qv)
∂qv
)2
+Wv(qv) = 0. (7.6)
Using Scl v0 (qv) = Scl0 (q), which defines the classical v–transformations q −→ qv = v(q), and comparing
(2.15) with (7.6) we obtain
W(q) −→Wv(qv) = (∂qvq)2W(q), (7.7)
that is
Wv(qv)(dqv)2 =W(q)(dq)2. (7.8)
Therefore, in CM consistency requires that W(q) belongs to Qcl, the space of functions transforming
as quadratic differentials under the classical v–transformations, that is
W ∈ Qcl =
{
g
∣∣∣gv(qv) = (∂qvq)2 g(q)} . (7.9)
Let us now consider the case of the state W0. By (7.7) it follows that
W0(q0) −→Wv(qv) =
(
∂qvq
0
)2W0(q0) = 0. (7.10)
Then we have [1]
W states transform as quadratic differentials under classical v–maps. It follows that W0 is a fixed
point in H. Equivalently, in CM the space H cannot be reduced to a point upon factorization by the
classical v–transformations. Hence, the EP (7.3) cannot be consistently implemented in CM.
7.3 Modifying the classical HJ equation
It is clear that in order to implement the EP we have to modify the CSHJE. Let us consider the
properties that the equation satisfied by S0 should have. First of all, observe that by Eqs.(3.19)–(3.20)
it follows that adding a constant to either S0 or T0 does not change the dynamics. Therefore, the most
general equation that S0 should satisfy has the form
F (S ′0,S ′′0 , . . .) = 0, (7.11)
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where ′ ≡ ∂q. Since in the classical limit we have
F (S ′0,S ′′0 , . . .) = 0 −→
1
2m
(
∂Scl0
∂q
)2
+W(q) = 0, (7.12)
it is useful to write Eq.(7.11) in the form
1
2m
(
∂S0(q)
∂q
)2
+W(q) +Q(q) = 0, (7.13)
so that the classical limit corresponds to
Q −→ 0. (7.14)
7.4 Covariance as consistency condition
Let us derive the transformation properties of W + Q by consistency. Namely, we first consider the
transformed version of Eq.(7.13)
1
2m
(
∂Sv0 (qv)
∂qv
)2
+Wv(qv) +Qv(qv) = 0, (7.15)
then note that by (2.37) (∂qvSv0 )2 = (∂qvq)2(∂qS0)2, so that (7.13) and (7.15) yield
Wv(qv) +Qv(qv) = (∂qvq)2 (W(q) +Q(q)) . (7.16)
Hence W +Q belongs to the space Q of functions transforming as quadratic differentials under VTs
(W + Q) ∈ Q. (7.17)
Therefore, choosing (2.37) to represent the functional change S0 −→ Sv0 provides simple transformation
properties for W + Q. In particular, Eq.(7.13) transforms in a manifestly covariant way with the
choice (2.37). Had we used another representation, e.g. (2.38), then the resulting transformation rule
for W + Q would involve also f and S0. We stress that there is nothing wrong in considering this
alternative representation, nevertheless it is clear that the formalism would be far more cumbersome.
8 Implementing the Equivalence Principle
The relevance of the EP is manifest already in considering the transformation properties of W and Q.
Actually, according to the EP, all the W’s are connected with each other by a coordinate transforma-
tion. On the other hand, we have seen that if W transforms as a quadratic differential, then the state
W0 would be a fixed point in the space H. It follows that
W /∈ Q. (8.1)
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On the other hand, we have seen that by consistency (W +Q) ∈ Q, so that by (8.1)
Q /∈ Q. (8.2)
In this section, following [1], we will see that the transformation properties of W and Q lead to a
cocycle condition which will be crucial to fix Q. In particular, we will first find the transformation
properties of an inhomogeneous term one is forced to introduce in the transformation properties of
W. In the next section we will see that these properties fix this term and therefore Q. In the present
section we will also consider the problem of selecting a self–dual state as “reference state”.
8.1 W states as inhomogeneous terms
Note that the only possible way to reach an arbitrary stateWv 6= 0 starting from the stateW0, is that
it transforms with an inhomogeneous term. This is the physical content of Eq.(8.1). This implies that
under a VT, in general we have
W0 −→ Wv 6= 0. (8.3)
In particular, any two arbitrary states W and Wv are related by
Wv(qv) = (∂qvq)2W(q) + (q; qv), (8.4)
where (q; qv) is the inhomogeneous term to be determined. By (7.16) we have
Wv(qv) +Qv(qv) = (∂qvq)2 (W(q) +Q(q)) , (8.5)
so that, replacing Wv(qv) in (8.5) with the right hand side of (8.4), we obtain
(∂qvq)
2W(q) + (q; qv) +Qv(qv) = (∂qvq)2 (W(q) +Q(q)) , (8.6)
that is
Qv(qv) = (∂qvq)
2Q(q)− (q; qv). (8.7)
Replacing W(q) in (8.4) with W0(q0), we have Wv(qv) = (q0; qv), so that
W(q) = (q0; q). (8.8)
Therefore, all the states correspond to the inhomogeneous, and unique, part in the transformation of
W0 induced by v–maps. In other words, all the states originate from the map q0 −→ q = v−10 (q0).
We also note that, in view of (8.8), W0 plays a distinguished role, as any state can be written in the
universal form (8.8) in which the distinguished coordinate q0, representing the state W0, appears.
Observe that by construction, Eq(7.13) has the simple transformation property
1
2m
(
∂Sv0 (qv)
∂qv
)2
+Wv(qv) +Qv(qv) =
(
∂q
∂qv
)2  1
2m
(
∂S0(q)
∂q
)2
+W(q) +Q(q)

 = 0. (8.9)
42
We saw in sect.6 that there is a set of distinguished, or self–dual, states which are naturally
selected by purely symmetry arguments. In doing this we found an explicit expression for S0 and T0
corresponding to the self–dual states. Nevertheless, we did not consider the problem of finding the
corresponding expression of W. However, even if the form of W has not been derived,6 one expects
that its structure should reflect the highest symmetry we used to fix the explicit form (6.40) of S0 and
T0. We will see that the state W0 precisely corresponds to a self–dual state. As such the state W0 can
be seen as the state in which the S0 and T0 pictures overlap.7
8.2 The cocycle condition
We now consider the transformation properties of (qa; qb). Comparing
Wb(qb) =
(
∂qbq
a
)2Wa(qa) + (qa; qb) = (q0; qb), (8.10)
with the same formula with qa and qb interchanged we have
(qb; qa) = −(∂qaqb)2(qa; qb), (8.11)
in particular
(q; q) = 0. (8.12)
More generally, comparing
Wb(qb) =
(
∂qbq
c
)2Wc(qc) + (qc; qb) = (∂qbqc)2 [(∂qcqa)2Wa(qa) + (qa; qc)]+ (qc; qb) =
(
∂qbq
a
)2Wa(qa) + (∂qbqc)2 (qa; qc) + (qc; qb), (8.13)
with Eq.(8.10), we obtain the basic cocycle condition
(qa; qc) =
(
∂qcq
b
)2 [
(qa; qb)− (qc; qb)
]
, (8.14)
which can be seen as the essence of the EP.
Before going further some remarks are in order. We started by noticing that since the coordinate of
a physical system can be seen as an independent variable, its choice essentially reduces to a notational
one. This suggested considering the transformation among different physical systems to be performed
through VTs which are equivalent to consider S0 as a scalar function. The power of this approach is
evident in implementing the EP. In particular, we obtained a manifestly covariant description where
6Note that finding the explicit form ofW associated to the self–dual states, would essentially be equivalent to finding
the dynamical equation for S0.
7We stress that in deriving the quantum version of the HJ equation, we will only use the EP and the existence of
CM. In doing this we frequently discuss the role of the self–dual states. One aim of these discussions is to show that the
quantum HJ equation fully reflects the natural dual structure which emerges in considering the Legendre pair S0–T0.
Therefore, in deriving the quantum HJ equation, we do not assume any kind of duality to be satisfied, rather we will
see that the solution following from the EP satisfies S0–T0 duality.
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the scalar nature of S0 implied that (W + Q) ∈ Q. The whole investigation culminated in the basic
equation (8.14), which makes clear the basic nature of the EP. As already observed in sect.2, even if
considering another kind of representation for the transformation of S0 would yield the same results,
these would not be manifestly covariant and the elegance of the construction would be lost. In this
sense representing the state transformation by the pullback of S0 by v−1∗ is the natural choice.
By eqs.(8.4)(8.7) and (8.14) we have
W ∈ P, Q ∈ P, ( · ; q) ∈ P, (8.15)
where P is the space of “inhomogeneous” quadratic differentials
P =
{
f
∣∣∣f v(qv) = (∂qvq)2 f(q) + αf (q; qv)} , (8.16)
with αf a constant. Note that the difference between any two elements fi and fj in P with αfi = αfj ,
belongs to the space Q, that is (fi − fj) ∈ Q, fi, fj ∈ P, αfi = αfj .
As we will see, Eq.(8.14), which follows as a consistency condition from the EP, univocally fixes
the differential equation for S0. In particular, in the following we will first show that Eq.(8.14), and
(7.11) implies (q; γ(q)) = 0 = (γ(q); q), with γ a Mo¨bius transformation. In the next section, we will
prove that (qa; qb) is proportional to the Schwarzian derivative {qa, qb}. It follows that P is the space
of functions transforming as projective connections under v–maps. The fact that (qa; qb) ∝ {qa, qb},
is related to the so–called pseudogroup property [34] associated to (8.14). This is the basic defining
property of complex analytic structures as it implies that the composition of two complex analytic local
homeomorphisms is again a local homeomorphism. In turns out that any element g in the family of
one–dimensional complex analytic local homeomorphisms, solutions of a system of differential equations
involving only the first and higher derivatives, and satisfying the pseudogroup property, satisfies either
g′′(x)/g′(x) = 0 or {g(x), x} = 0 [34][35][36]. It is worth noticing that this issue is related to the
cohomology of Lie algebras [37][38].
8.3 Cocycle condition and Mo¨bius symmetry
Let us start observing that if the cocycle condition (8.14) is satisfied by (f(q); q), then this is still
satisfied by adding a coboundary term
(f(q); q) −→ (f(q); q) + (∂qf)2G(f(q))−G(q). (8.17)
Since (Aq; q) evaluated at q = 0 is independent of A, we have
0 = (q; q) = (q; q)|q=0 = (Aq; q)|q=0. (8.18)
Therefore, if both (f(q); q) and (8.17) satisfy (8.14), then G(0) = 0, which is the unique condition that
G should satisfy. We now use (7.11) to fix the ambiguity (8.17). First of all observe that by (8.8) the
differential equation we are looking for is
(q0; q) =W(q). (8.19)
Then, recalling that q0 = S0 −10 ◦ S0(q) (see Eq.(7.2)), we have that a necessary condition to satisfy
(7.11) is that (q0; q) depends only on the first and higher derivatives of q0. This in turn implies that
for any constant B we have (qa +B; qb) = (qa; qb), that together with (8.11) gives
(qa +B; qb) = (qa; qb) = (qa; qb +B). (8.20)
Let A be a non–vanishing constant and set h(A, q) = (Aq; q). By (8.20) we have h(A, q+B) = h(A, q),
that is h(A, q) is independent of q. On the other hand by (8.18) we have h(A, 0) = 0. This fact and
(8.11), imply
(Aq; q) = 0 = (q;Aq). (8.21)
Eq.(8.14) implies (qa;Aqb) = A−2((qa; qb)− (Aqb; qb)), so that by (8.21)
(qa;Aqb) = A−2(qa; qb). (8.22)
By (8.11) and (8.22) we have (Aqa; qb) = −A−2(∂qbqa)2(qb;Aqa) = −(∂qbqa)2(qb; qa) = (qa; qb), that is
(Aqa; qb) = (qa; qb). (8.23)
Setting f(q) = q−2(q; q−1) and noticing that by (8.11) and (8.23) f(Aq) = −f(q−1), we obtain
(q; q−1) = 0 = (q−1; q). (8.24)
Furthermore, since by (8.14) and (8.24) one has (qa; qb
−1
) = qb
4
(qa; qb), it follows that
(qa
−1
; qb) = −
(
∂qbq
a−1
)2
(qb; qa
−1
) = −
(
∂qbq
a
)2
(qb; qa) = (qa; qb), (8.25)
so that
(qa
−1
; qb) = (qa; qb) = qb
−4
(qa; qb
−1
). (8.26)
Since translations, dilatations and inversion are the generators of the Mo¨bius group, it follows by
(8.20)(8.22)(8.23) and (8.26) that
(γ(qa); qb) = (qa; qb), (8.27)
and
(qa; γ(qb)) =
(
∂qbγ(q
b)
)−2
(qa; qb), (8.28)
where
γ(q) =
Aq +B
Cq +D
, (8.29)
with
(
A
C
B
D
)
∈ GL(2,C). In particular
(γ(q); q) = 0 = (q; γ(q)). (8.30)
For sake of completeness we recall that the infinitesimal versions of translations, dilatations and
special conformal transformations of q are q −→ q−ǫ, q −→ q−ǫq and q −→ q−ǫq2 respectively. Recall
that a special conformal transformation has the form q −→ q/(1 − Bq). In the case of infinitesimal
Mo¨bius transformations of q + ǫf(q), we have
q + ǫf(q) −→ q + ǫf(q)− ǫ(q + ǫf(q))n, n = 0, 1, 2, (8.31)
so that the first–order contribution to the variation of q + ǫf(q) coincides with that of q.
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8.4 Selecting a self–dual state
Let us now go back to the question posed at the beginning of sect.7, Eq.(7.1), and to the EP. We
saw that, if S0 = cnst, then the EP cannot be consistently implemented. Similarly, the Legendre
transformation cannot be defined for S0 = Aq+B and T0 = Ap+B. In CM, the state with Scl0 = cnst
corresponds to the free particle with vanishing energy, whereas in the case in which Scl0 ∝ q one
has the free particle with E 6= 0. Therefore, problems arise just for the free particle. The S0–T0
duality investigated above, and the fact that the problems which arise in applying the EP reflect in
the impossibility of defining the Legendre transformation, indicate that the solution to this question
is related to the observed dualities. Let us recall that the self–dual (or distinguished) states
S0(q) = γ ln γqq, T0(p) = γ ln γpp, (8.32)
parameterized by γ, are those with the highest symmetric properties as they are characterized by
δvT0 = δuS0, qv = qu, pu = pv. (8.33)
We have seen that the states (8.32) play a special role. On the other hand, the fact that all the states
satisfy the relation Sv0 (qv) = S0(q), suggests selecting a particular self–dual state (8.32) as reference
state. This means choosing a given value γsd for the constant γ in (8.32). We denote by q
sd and psd
the corresponding coordinate and the momentum respectively. Therefore, we have the reference state
Ssd0 (qsd) = γsd ln γqqsd, T0(psd) = γsd ln γppsd. (8.34)
We will denote by Wsd the distinguished self–dual state W corresponding to Ssd0 (qsd). Therefore, all
possible states have a reduced action of the form
S0(q) = Ssd0 (qsd) = γsd ln γqqsd(q), (8.35)
which implies that the coordinate transformation reducing an arbitrary system with reduced action
S0(q) to the distinguished self–dual state Ssd0 (qsd) is
q −→ qsd = vsd(q) = γ−1q e
1
γsd
S0(q). (8.36)
Note that, according to the EP, the transformation should be locally invertible. Therefore, there is
also the map transforming Ssd0 into S0, that is qsd −→ q = v−1sd (qsd).
9 The quantum stationary HJ equation
We can now determine the explicit expression of Q in Eq.(7.13). We first consider some facts about
the Schwarzian derivative. Next, we will prove the basic identification (qa; qb) = −β2{qa, qb}/4m. This
result will lead to the explicit determination of Q. After proving that Q is univocally fixed, we will
show in the next section that the modified stationary HJ equation implies the SE.
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9.1 Complex entries and real values of the Schwarzian derivative
Let us recall a few facts about the Schwarzian derivative. Let us first consider {eh, x}. Since by (4.12)
{y, x} = y′2({y, y} − {x, y}) = −y′2{x, y}, we have
{eh, x} = −
(
∂eh
∂x
)2
{x, eh}. (9.1)
On the other hand, (4.12) implies
{x, eh} = e−2h{x, h} − {eh, h} = e−2h{x, h}+ 1
2
, (9.2)
and by (9.1)
{eh, x} = {h, x} − 1
2
(
∂h
∂x
)2
. (9.3)
A property of {h, x} is that it may take real values even if h and x take complex values. The basic reason
is already evident from the invariance under the complex Mo¨bius transformations {γ(h), x} = {h, x}.
Another example is provided by {eih, x} = {h, x}+ (∂xh)2/2. This implies that if h and/or x take real
or purely imaginary values, then {eih, x} ∈ R. Similarly, if α is independent of x, we have
{eiαh, x} = {h, x}+ α
2
2
(
∂h
∂x
)2
. (9.4)
Observe that if h is independent of α, then
(∂xh)
2 = α−1∂α{eiαh, x}. (9.5)
The fact that {eiαh, x} splits into two parts is a key point in our construction. This is a consequence
of the following property of the Schwarzian derivative
{hα, x} = {h, x}+ 1
2
(1− α2)
(
h′
h
)2
. (9.6)
The identity (9.4) implies that (∂qS0)2, which transforms as a quadratic differential under v–maps, can
be expressed as the difference of two Schwarzian derivatives
(
∂S0
∂q
)2
=
β2
2
(
{e 2iβ S0, q} − {S0, q}
)
. (9.7)
Observe that this basic identity forces us to introduce the dimensional constant β. We also note the
appearance of the imaginary factor.
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9.2 (qa; qb) = − β24m{qa, qb}
We now start showing that (qa; qb) ∝ {qa, qb}. Since we are interested to what corresponds ( · ; q), we
can consider, without loss of generality, the case in which qa differs infinitesimally from q ≡ qb, that is
qa = q + ǫf(q). Since (qa; qb) depends only on the first and higher derivatives of qa, we have
(q + ǫf(q); q) = c1ǫf
(k)(q) +O(ǫ2), (9.8)
where f (k) ≡ ∂kq f . We will see that
c1 6= 0. (9.9)
Let us first fix the value of k in (9.8). To this end we note that
(Aq + ǫAf(q);Aq) = (q + ǫf(q);Aq) = A−2(q + ǫf(q); q), (9.10)
on the other hand, setting F (Aq) = Af(q), by Eq.(9.8) we have
(Aq + ǫAf(q);Aq) = (Aq + ǫF (Aq);Aq) = c1ǫ∂
k
AqF (Aq) = A
1−kc1ǫf (k)(q), (9.11)
so that k = 3, that is
(q + ǫf(q); q) = c1ǫf
(3)(q) +O(ǫ2). (9.12)
The above scaling property generalizes to higher–order contributions in ǫ. In particular, the contribu-
tion at order ǫn to (Aq + ǫAf(q);Aq) is given by a sum of terms of the form
ci1...in∂
i1
AqǫF (Aq) · · · ∂inAqǫF (Aq) = ci1...inǫnAn−
∑
ikf (i1)(q) · · · f (in)(q), (9.13)
and by (9.10)
n∑
k=1
ik = n + 2. (9.14)
On the other hand, since (qa; qb) depends only on the first and higher derivatives of qa, we have
ik ≥ 1, k ∈ [1, n]. (9.15)
Eqs.(9.14)(9.15) imply that either
ik = 3, ij = 1, j ∈ [1, n], j 6= k, (9.16)
or
ik = ij = 2, il = 1, l ∈ [1, n], l 6= k, l 6= j, (9.17)
so that
(q + ǫf(q); q) =
∞∑
n=1
ǫn
(
cnf
(3)f (1)
n−1
+ dnf
(2)2f (1)
n−2
)
, d1 = 0. (9.18)
We now show that either c1 6= 0 or (q + ǫf(q); q) = 0. Let us consider the transformations
qb = vba(qa), qc = vcb(qb) = vcb ◦ vba(qa), qc = vca(qa). (9.19)
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Note that vab = vba
−1
, and
vca = vcb ◦ vba. (9.20)
We can write these transformations in the form
qb = qa + ǫba(qa), qc = qb + ǫcb(qb) = qb + ǫcb(qa + ǫba(qa)), qc = qa + ǫca(qa). (9.21)
Since qb = qa − ǫab(qb), we have qb = qa − ǫab(qa + ǫba(qa)) that compared with qb = qa + ǫba(qa) yields
ǫba + ǫab ◦ (1+ ǫba) = 0, (9.22)
where 1 denotes the identity map. More generally, Eq.(9.21) gives
ǫca(qa) = ǫcb(qb) + ǫba(qa) = ǫcb(qb)− ǫab(qb), (9.23)
so that we obtain (9.20) with vyx = 1+ ǫyx
ǫca = ǫcb ◦ (1+ ǫba) + ǫba = (1+ ǫcb) ◦ (1+ ǫba)− 1. (9.24)
Let us consider the case in which ǫyx(qx) = ǫfyx(q
x), with ǫ infinitesimal. At first–order in ǫ Eq.(9.24)
reads
ǫca = ǫcb + ǫba, (9.25)
in particular, ǫab = −ǫba. Since (qa; qb) = c1ǫab′′′(qb) + Oab(ǫ2), where ′ denotes the derivative with
respect to the argument, we can use the cocycle condition (8.14) to get
c1ǫ
ac′′′(qc) +Oac(ǫ2) = (1 + ǫbc′(qc))2
(
c1ǫ
ab′′′(qb) +Oab(ǫ2)− c1ǫcb′′′(qb)−Ocb(ǫ2)
)
, (9.26)
that at first–order in ǫ corresponds to (9.25). We see that c1 6= 0. For, if c1 = 0, then by (9.26), at
second–order in ǫ one would have
Oac(ǫ2) = Oab(ǫ2)−Ocb(ǫ2), (9.27)
which contradicts (9.25). In fact, by (9.18) we have
Oab(ǫ2) = c2ǫab ′′′(qb)ǫab′(qb) + d2ǫab′′
2
(qb) +Oab(ǫ3), (9.28)
that together with (9.27) provides a relation which cannot be consistent with ǫac(qc) = ǫab(qb)−ǫcb(qb).
A possibility is that (qa; qb) = 0. However, this is ruled out by the EP, so that c1 6= 0. Higher–order
terms due to a non–vanishing c1 are obtained by using q
c = qb + ǫcb(qb), ǫac(qc) = ǫab(qb)− ǫcb(qb) and
ǫbc(qc) = −ǫcb(qb) in c1∂3qcǫac(qc) and in c1
(
2∂qcǫ
bc(qc) + ∂qcǫ
bc(qc)
2
)
∂3qb
(
ǫab(qb)− ǫcb(qb)
)
. Note that
one can also consider the case in which both the first– and second–order contributions to (qa; qb) are
vanishing. However, this possibility is ruled out by a similar analysis. In general, one has that if the
first non–vanishing contribution to (qa; qb) is of order ǫn, n ≥ 2, then, unless (qa; qb) = 0, the cocycle
condition (8.14) cannot be consistent with linearity of (9.25). Observe that we proved that c1 6= 0 is
a necessary condition for the existence of solutions (qa; qb) of the cocycle condition (8.14), depending
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only on the first and higher derivatives of qa. Existence of solutions follows from the fact that the
Schwarzian derivative {qa, qb} solves (8.14) and depends only on the first and higher derivatives of qa.
The fact that c1 = 0 implies (q
a; qb) = 0, can be also seen by explicitly evaluating the coefficients
cn and dn. These can be obtained using the same procedure considered above to prove that c1 6= 0.
Namely, inserting the expansion (9.18) in (8.14) and using qc = qb + ǫcb(qb), ǫac(qc) = ǫab(qb)− ǫcb(qb)
and ǫbc(qc) = −ǫcb(qb), we obtain
cn = (−1)n−1c1, dn = 3
2
(−1)n−1(n− 1)c1, (9.29)
which in fact are the coefficients one obtains expanding c1{q + ǫf(q), q}. However, we now use only
the fact that c1 6= 0, as the relation (q+ ǫf(q); q) = c1{q+ ǫf(q), q} can be proved without making the
calculations leading to (9.29). Summarizing, we have
Lemma
The cocycle condition (8.14) admits solutions (qa; qb) depending only on the first and higher derivatives
of qa, if and only if in the case qa = qb + ǫab(qb), one has (qa; qb) = c1ǫ
ab′′′(qb) +Oab(ǫ2), with c1 6= 0.
We are now ready to prove that, up to a multiplicative constant and a coboundary term, the
Schwarzian derivative is the unique solution of the cocycle condition (8.14). Let us first note that
[qa; qb] = (qa; qb)− c1{qa; qb}, (9.30)
satisfies the cocycle condition
[qa; qc] =
(
∂qcq
b
)2 (
[qa; qb]− [qc; qb]
)
. (9.31)
In particular, since both (qa; qb) and {qa; qb} depend only on the first and higher derivatives of qa, we
have, as in the case of (q + ǫf(q); q), that
[q + ǫf(q); q] = c˜1ǫf
(3)(q) +O(ǫ2), (9.32)
where either c˜1 6= 0 or [q+ ǫf(q); q] = 0. However, since {q+ ǫf(q); q} = ǫf (3)(q)+O(ǫ2), by Eq.(9.12)
we have c˜1 = 0 and the Lemma yields [q + ǫf(q); q] = 0. Therefore, we have that the EP univocally
implies the following central result
(qa; qb) = − β
2
4m
{qa, qb}, (9.33)
where for convenience we replaced c1 by −β2/4m. Observe that from a mathematical point of view
we proved the following
Theorem
The cocycle condition (8.14) uniquely defines the Schwarzian derivative up to a global constant and a
coboundary term.
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We observe that despite some claims [39], we have not be able to find in the literature a complete
and close proof of the above theorem.8
Let us now consider the issue of the classical limit. Comparing Wv(qv) = (∂qvq)2W(q) + (q; qv)
with the classical caseWv(qv) = (∂qvq)2W(q), we have that in the classical limit (qa; qb) −→ 0. Hence,
by (9.33)
β2
4m
{q, qv} −→ 0. (9.34)
Thus β is precisely the parameter we are looking for. Since in the classical limit Q −→ 0, we have
lim
β−→0
Q = 0. (9.35)
Note that in this limit W is kept fixed. Since for Q −→ 0 one obtains the CSHJE (2.15), we have
lim
β−→0
S0 = Scl0 . (9.36)
From (8.8) and (9.33) it follows that W itself is a Schwarzian derivative
W(q) = − β
2
4m
{q0, q}. (9.37)
On the other hand, by (7.13) and (9.7) we have
W(q) = β
2
4m
(
{S0, q} − {e
2i
β
S0 , q}
)
−Q(q), (9.38)
so that by (9.37)
Q(q) =
β2
4m
(
{S0, q} − {e
2i
β
S0 , q}+ {q0, q}
)
. (9.39)
In particular, the correction to the CSHJE in the case of the state W0 has the form
Q0(q0) =
β2
4m
(
{S00 , q0} − {e
2i
β
S0
0 , q0}
)
, (9.40)
where S0 ≡ S0(q), S00 ≡ S00 (q0). Observe that we still have to determine what q0 is. Namely, we have
to find the expression of the reduced action S00 (q0). Since S00 (q0) = S0(q) this will also give q0 = v0(q).
We will see that the unique possible solution is
q0 =
Ae
2i
β
S0(q) +B
Ce
2i
β
S0(q) +D
, (9.41)
so that, Eq.(9.37) and the Mo¨bius symmetry {(Ah+B)/(Ch+D), x} = {h, x}, yield
W(q) = − β
2
4m
{e 2iβ S0, q}, (9.42)
and by (9.39)
Q(q) =
β2
4m
{S0, q}. (9.43)
It follows from (7.13) and (9.43) that the equation for S0 we were looking for is
1
2m
(
∂S0(q)
∂q
)2
+ V (q)−E + β
2
4m
{S0, q} = 0. (9.44)
8We thank D.B. Fuchs for a bibliographic comment concerning the above theorem.
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9.3 Uniqueness of the solution
To show the uniqueness of the solution (9.42), that by (9.37) is equivalent to (9.41), we first set
Q =
β2
4m
{S0, q} − g(q), (9.45)
so that by (9.38)
W = − β
2
4m
{e 2iβ S0 , q}+ g(q). (9.46)
We now consider, for any fixed W, the β −→ 0 limit of Q in (9.45). Suppose that limβ→0{S0, q} =
{limβ→0 S0, q}, so that
lim
β−→0
{S0, q} = {Scl0 , q}. (9.47)
The exception arises when {Scl0 , q} is not defined so that one has to consider limβ→0{S0, q}. This
happens, for example, in the case of the state W0 corresponding to S0 cl0 = cnst. Let us then first
consider an arbitrary state for which {Scl0 , q} exists. By (9.47) we have
lim
β−→0
(
β2
4m
{S0, q} − g(q)
)
= lim
β−→0
β2
4m
{Scl0 , q} − gcl(q) = −gcl(q), (9.48)
and by (9.35)
gcl = 0. (9.49)
Next, note that since {S0, q} ∈ P, it follows from (8.15) that g(q) must transform as a quadratic
differential under v–maps, that is consistency requires
g ∈ Q. (9.50)
On the other hand, the only quadratic differential that can be built from S0 has the form
g(q) =
1
4m
(∂qS0)2G(S0), (9.51)
with G a function of S0. In other words, there is no way to construct a quadratic differential by means
of higher derivatives of S0, as these terms would break the consistency condition (9.50). Furthermore,
(7.11) implies G(S0) = c, where c is a constant. On the other hand, since by (9.51) c is dimensionless
whereas β has the dimension of an action, Eq.(9.49) gives c = 0. Hence
g = 0. (9.52)
The extension of (9.52) to arbitrary states simply follows from the observation that by (9.50) we have
g(q) −→ gv(qv) = (∂qqv)−2g(q), so that by (9.52) gv(qv) = 0. In other words, (9.52) holds for all
W ∈ H.
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10 The Schro¨dinger equation
We have seen that the EP univocally leads to Eq.(9.44). In this section we will first see that this
equation implies the Schro¨dinger equation, so that we will call Eq.(9.44) the Quantum Stationary
HJ Equation (QSHJE). Next, we will consider the role of the wave–function in comparison with the
appearance of a pair of linearly independent solutions of the SE arising in the present formulation.
Furthermore, we will derive a dual SE in which W is replaced by (minus) the quantum potential Q.
Furthermore, we will see that the self–dual state Wsd, we selected by symmetry arguments, coincides
withW0. Subsequently, we will consider the explicit form of the trivializing map, an investigation that
will be further considered later on.
10.1 QSHJE and Schro¨dinger equation
It is easy to see that Eq.(9.44) implies the SE. It simply arises by considering Eqs.(4.19)–(4.21) with
h = e
2i
β
S0 . In particular, we immediately see that (9.44) yields
e
2i
β
S0 =
ψD
ψ
, (10.1)
where ψD and ψ are linearly independent solutions of the stationary SE
(
− β
2
2m
∂2
∂q2
+ V (q)
)
ψ = Eψ. (10.2)
Thus, for the “covariantizing parameter” we have
β = h¯, (10.3)
where h¯ = h/2π is Planck’s reduced constant. Therefore, in our formulation the SE arises as the
equation which linearizes the QSHJE.
Although the QSHJE (9.44) is not familiar, it can be found in [15][40][41][42][43]. In this respect
we note that (9.44) differs from other more familiar versions of the quantum HJ equations. A well–
known version arises by identifying the wave–function with Re
i
h¯
Sˆ0, R, Sˆ0 ∈ R, in the SE. As we will
see, the basic difference between this stationary quantum HJ equation and (9.44) is that while in the
standard approach one considers Re
i
h¯
Sˆ0 to be the wave–function, (9.44) is obtained by considering the
wave–function as a linear combination of Re
i
h¯
Sˆ0 and Re−
i
h¯
Sˆ0 and S0 is never a constant. In particular,
in the cases in which the wave–function is proportional to a real function, the standard formulation
leads to Sˆ0 = cnst even for non–trivial systems such as the harmonic oscillator. As a result, while the
QSHJE has a well–defined classical limit, in the standard version one has situations in which quantum
mechanically the reduced action is trivial even if its classical analogue is not. Another version of
the quantum analogue of the HJ equation arises by setting ψ = e
i
h¯
σ, the first step of the WKB
approximation. We will further consider these features later on.
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10.2 Wave–function and Copenhagen School
Let us now consider the relationship between the solutions of (10.2) and the reduced action. By (10.1)
it follows that any solution of (10.2) has the form
ψ =
1√
S ′0
(
Ae−
i
h¯
S0 +Be
i
h¯
S0
)
. (10.4)
In particular, by (10.1) the transformation ψ˜D = AψD +Bψ, ψ˜ = CψD +Dψ, is equivalent to
e
2i
h¯
S0 −→ Ae
2i
h¯
S0 +B
Ce
2i
h¯
S0 +D
, (10.5)
which is an invariance of W = − h¯2
4m
{e 2ih¯ S0 , q}. Note that since ψD and ψ are arbitrary linearly inde-
pendent solutions of (10.2), we have by (10.1) that Eq.(10.5) is equivalent to
e
2i
h¯
S0 =
AψD +Bψ
CψD +Dψ
. (10.6)
This expression shows that a distinguished feature of the present formulation concerns the appearance
of both ψD and ψ. This is the signal of the underlying Legendre duality which reflects in the ψD–
ψ duality, a consequence of the fact that the SE is a second–order linear differential equation. The
appearance of both solutions in relevant formulas is unusual in the standard approach. So, since in
the standard approach the solution of the SE one considers is the wave–function, it follows that for
bound states, only the L2(R) solution is considered. On the other hand, as we will see in sect.17,
Wronskian arguments show that if the SE has an L2(R) solution, then any other linearly independent
solution of the SE cannot belong to L2(R).9 Therefore, the fact that for some system the wave–function
belongs to the L2(R) space, does not mean that for the same energy level the SE has no divergent
solutions. In other words, one should not confuse the fact that the wave–function for bound states
is unique, corresponding to the non–degeneration theorem of the spectrum for bound states, with
the wrong sentence: “the SE for bound states has only one solution”. Also note that the fact that
the divergent solution cannot be the wave–function does not imply that it cannot appear in relevant
expressions which in fact characterize the present formulation. In this context it is important to
observe that our approach derives from the EP and, as such, we are deriving not only QM from a first
principle, which looks different from the axioms of the Copenhagen School, but, as we will see, also
its interpretation is quite different. On the other hand, to be consistent, we have to reproduce the
basic experimental predictions of QM. As we will see, two basic phenomena, such as the tunnel effect
and energy quantization, are in fact a direct consequence of the EP. It is well–known that in the usual
approach these phenomena are a consequence of the axiomatic interpretation of the wave–function
in terms of probability amplitude. In particular, since in the classically forbidden regions the wave–
function does not vanish identically, this interpretation implies a non–vanishing probability of finding
9Uniqueness of the wave–function for bound states, may induce to believe that divergent solutions of the SE appear
only in the case of a non–physical energy value. Thus, one may erroneously understand that in this context, by linearly
independent solution it is meant a solution of the same SE but with a different value of the energy.
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a particle in such regions. The probabilistic interpretation also implies that for suitable potentials the
wave–function must belong to L2(R).
At this stage one may wonder how it is possible that tunnel effect and energy quantization also
arise in our approach in which divergent solutions appear. Let us denote by ΣE the space of solutions
of the SE (10.2) corresponding to the energy level E and consider the case in which
V (q)− E ≥
{
P 2− > 0, q < q−,
P 2+ > 0, q > q+,
(10.7)
where q− (q+) is the lowest (highest) value of q for which V (q)− E changes sign. We denote by σBD
the associated physical discrete spectrum. Let us then explain in which sense, in the usual approach,
the divergent solutions associated to (10.7) cannot be considered physical ones. First note that the
precise sentence is that in the case (10.7) the wave–function, and therefore a particular solution of
the SE, must belong to L2(R). From a physical point of view, what is relevant is that this request
selects the energy spectrum. In particular, the content of the “Copenhagen axiom” that the physical
spectrum associated to (10.7) is determined by the condition
The wave− function belongs to L2(R), (10.8)
can be separated in two parts. The physically relevant part, in which the concept of wave–function
does not appear, is
The SE admits an L2(R) solution, (10.9)
which by itself implies the quantized spectrum, that is
E ∈ σBD ⇐⇒ ψ ∈ L2(R), (10.10)
for some ψ ∈ ΣE . Therefore, in the context of the energy spectrum, the meaning of the wave–
function may be seen as a possible way to impose the physical request (10.9), with the remnant part of
(10.8) reducing to the meaning of the wave–function and therefore to its probabilistic interpretation.
In other words, in order to select the physical spectrum we only need (10.9) which contains less
assumptions than those in (10.8). This is a first signal that the Copenhagen interpretation is sufficiently
sophisticated to well hide the underlying nature of QM. In this respect we will see that the physical
request (10.9) directly follows from the EP without using the axiomatic interpretation of the wave–
function! Therefore, as far as the problem of selecting the physical spectrum is concerned, the role of
(10.8) reduces to selecting the values of E for which the SE admits an L2(R) solution. Since if for a
fixed E the SE has an L2(R) solution, then any other linearly independent solution of the SE cannot
belong to L2(R), we have that the effect of (10.8) on the selection of the spectrum is equivalent to
E /∈ σBD ⇐⇒ ψ /∈ L2(R), (10.11)
∀ψ ∈ ΣE . As we said, the fact that the wave–function must belong to L2(R) does not mean that for
the same E all solutions of the SE belong to L2(R). It is true the opposite as, if for a fixed E the SE
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has an L2(R) solution, then any other linearly independent solution cannot belong to L2(R). So, for
example, if for a potential well there is a value of E for which the SE has a solution ψ which decreases
exponentially at both spatial infinities, then any other linearly independent solution ψD, therefore
solution of the same SE with the same E but with ψD 6∝ ψ, grows exponentially at q = ±∞.
The fact that in our formulation both ψD and ψ appear, is a consequence of the underlying Legendre
duality implied by the EP. In fact, in the same way we obtained p–q duality in considering the canonical
equations, here we have a manifest ψD–ψ duality. This can be nicely expressed by means of the
Legendre brackets introduced in [11]. In particular, repeating the construction in (5.15)–(5.17), we see
that considering F(ψ2) as generating function, defined by ψD = ∂F/∂ψ, we have
{ψ, ψ}(q) = 0 = {ψD, ψD}(q), {ψ, ψD}(q) = 1. (10.12)
We stress that this duality structure, which, due to the preferred nature played by the wave–function,
is missing in the usual formulation of QM, is a basic feature which distinguishes the present formulation
from the one of the Copenhagen School.
10.3 W ←→ Q and the dual Schro¨dinger equation
An interesting question is to seek a direct relation between W and Q. To be more specific, note that
while the QSHJE (9.44) connects W and Q and S ′0, it would be desirable to find a differential equation
involving W and Q only. To this end we observe that (9.7) implies
S0 = α
∫ q
q0
dx(W +Q)1/2, (10.13)
where α2 = −2m. As Q = h¯2{S0, q}/4m, we see that the equation relating W and the quantum
potential is Q = h¯2{∫ qq0 dx(W +Q)1/2, q}/4m, that is
Q =
h¯2
8m
(W ′′ +Q′′
W +Q −
5
4
(W ′ +Q′)2
(W +Q)2
)
. (10.14)
Note that adding W to both sides of (10.14) we obtain a similar expression with now W expressed in
terms of W + Q and its derivatives. This complementary role between W and Q is not an accident.
To show this, we write down again Eq.(4.40) we derived on the basis of duality arguments(
h¯2
2m
∂2
∂q2
+Q
)
φ = 0. (10.15)
This shows that Q plays a similar role to that played by W in the SE. It is easy to see that if φD and
φ are solutions of (10.15), then
S0 = Aφ
D +Bφ
CφD +Dφ
. (10.16)
It follows by (10.6) that the solutions of (10.16) are related to the solutions of the SE by
γψ(ψ
D/ψ) = e
2i
h¯
γφ(φ
D/φ), (10.17)
where γψ and γφ denote two Mo¨bius transformations.
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10.4 Wsd =W0 and existence of the Legendre transformation
We now explicitly show how the solution, that is the QSHJE (9.44), solves the problem of defining the
Legendre transformation for any state, so that the S0 and T0 descriptions exist for any state. Let us
first consider the state W0. In this case we have
1
2m
(
∂S00
∂q0
)2
+
h¯2
4m
{S00 , q0} = 0, (10.18)
that by (9.7) is equivalent to
{e 2ih¯ S00 , q0} = 0. (10.19)
A possible solution is
e
2i
h¯
S0
0 = γqq
0. (10.20)
Note that the Legendre transform of S00 in (10.20) is well–defined. Therefore, the QSHJE solves the
problem of defining the Legendre transform of the reduced action one meets in CM. Now observe that
the self–dual states (6.40), which arose as the highest symmetric points of the Legendre pair S0–T0,
have the structure of (10.20). Hence, we can identify the reduced action S00 associated to the state W0
with the distinguished self–dual state (8.35)! In other words, we can set
γsd = ± h¯
2i
, (10.21)
so that
Wsd =W0, (10.22)
and
S00 (q0) = Ssd0 (qsd) = ±
h¯
2i
ln γqq
0, qsd = q0. (10.23)
We note that the general solution of (10.19) is
S00 =
h¯
2i
ln
(
Aq0 +B
Cq0 +D
)
, (10.24)
which will be useful in considering both the properties of the physical solutions with real p and the
structure of the trivializing map.
The relevant case in which the Legendre transformation is not defined is for S0 = Aq+B. According
to Eq.(9.42), this corresponds to W = −A2/2m, that for V = 0 corresponds to a free system with
energy E = A2/2m. On the other hand, by the Mo¨bius invariance of the Schwarzian derivative
W(q) = − h¯
2
4m
{e 2ih¯ S0, q} = − h¯
2
4m

Ae
2i
h¯
S0 +B
Ce
2i
h¯
S0 +D
, q

 , (10.25)
AD − BC 6= 0. It follows that if S0 is a solution of Eq.(9.44), we have that also
S˜0 = h¯
2i
ln

Ae 2ih¯ S0 +B
Ce
2i
h¯
S0 +D

 , (10.26)
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is a solution in agreement with (10.6). Therefore, we see that in QM the kinetic term and the quantum
term Q(q) are intimately related: they mix under the symmetry (10.25) of W. This allows us to solve
the problem of defining the Legendre transformation in the case in which W is a constant. Indeed,
besides S0 = ±
√
2mEq, the equation
1
2m
(
∂S0
∂q
)2
− E + h¯
2
4m
{S0, q} = 0, (10.27)
has solutions
S0 = h¯
2i
ln

Ae 2ih¯
√
2mEq +B
Ce
2i
h¯
√
2mEq +D

 , (10.28)
where the constants are chosen in such a way that S0 6∝ q. Since Scl0 = ±
√
2mEq, we have
lim
h¯−→0
ln

Ae 2ih¯
√
2mEq +B
Ce
2i
h¯
√
2mEq +D


h¯
2i
= ±
√
2mEq, (10.29)
implying that A,B,C,D should depend on h¯. This important point will be discussed in detail later on
(see subsection 16.1). For the time being we just observe that the standard solution S0 = ±
√
2mEq
considered in literature has the property that in the E −→ 0 limit one obtains S0 = 0 for which both
the Schwarzian derivative and the Legendre transformation are not defined.
10.5 The trivializing map
We now derive the VT q −→ q0 such that W −→ W0. Although, as we will see, there is a direct
way to find it, it is instructive to first consider the relevant transformation properties with the derived
explicit expression for W. First note that under the v–map q −→ qb = vb(q), we have
{e 2ih¯ Sb0(qb), qb} = {e 2ih¯ S0(q), qb} =
(
∂qbq
)2 [{e 2ih¯ S0(q), q} − {qb, q}] , (10.30)
that is
Wb(qb) =
(
∂qbq
)2 [W(q) + h¯2
4m
{qb, q}
]
. (10.31)
It follows that if
qb =
Ae
2i
h¯
S0(q) +B
Ce
2i
h¯
S0(q) +D
, (10.32)
then, according to (10.30), we have {e 2ih¯ Sb0(qb), qb} = 0, that is qb is a Mo¨bius transformation of q0 and
Wb(qb) =W0(q0). (10.33)
It follows that
q −→ q0 = Ae
2i
h¯
S0(q) +B
Ce
2i
h¯
S0(q) +D
, (10.34)
is the solution of the inversion problem Eq.(7.2). Note that this result can be also directly derived by
comparing (7.2) and (10.24).
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11 Quantum HJ equation and the reality condition
We saw that the formulation exhibits S0–T0 duality as S0 = Aq+B does not belong to the space K of
all possible S0’s. Due to the Mo¨bius invariance of the Schwarzian derivative, instead of S0 =
√
2mEq,
which corresponds to W = −E, we can choose for S0 the expression given in (10.28). Similarly,
we have seen that the state W0 corresponds to S00 = h¯2i ln(Aq0 + B)/(Cq0 + D). Therefore, while
setting ψ = Re
i
h¯
Sˆ0 the solutions corresponding to the states with W = cnst coincide with the classical
ones, here we have a basic difference related to the existence of the Legendre transform of S0 for any
system. Here, we first discuss these features in connection with the standard version of the quantum
HJ equation, and then we will consider the classical limit. We will see that, while there are some
subtleties involved in considering such a limit for the standard versions of the quantum HJ equation,
in the case of Eq.(9.44) there is a natural criterion for defining it. We will conclude this section by
considering the version of the quantum HJ equation used in the WKB approximation. We will show
that also in this case the phase cannot be considered as the quantum reduced action.
11.1 Quantum HJ equation and reality of R and Sˆ0
We now compare the QSHJE (9.44) with a more familiar version. Let us denote by ψ the Schro¨dinger
wave–function. While Eq.(9.44) is written in terms of S0 only, setting
ψ(q) = Re
i
h¯
Sˆ0 , (11.1)
with the condition
(R, Sˆ0) ∈ R2, (11.2)
in Eq.(10.2), leads to the system of real equations
1
2m
(
∂Sˆ0
∂q
)2
+ V −E − h¯
2
2mR
∂2R
∂q2
= 0, (11.3)
∂
∂q
(
R2
∂Sˆ0
∂q
)
= 0. (11.4)
Note that to identify the wave–function with Re
i
h¯
Sˆ0 is an assumption. We will see that in general it
should be identified with the linear combination R(Ae−
i
h¯
Sˆ0 +Be
i
h¯
Sˆ0).
We now show that (9.44) is the natural quantum analogue of the CSHJE. First of all, when Sˆ0
is constant, (11.4) degenerates and (11.3) reduces to W = h¯2∂2qR/2mR. Since Sˆ0 does not appear
in this equation, its classical limit does not arise in a natural way as for (9.44). In this respect it
is worth noticing that there are many cases with Sˆ0 = cnst despite the fact that Scl0 , as much as
S0, is non–trivial, most notably the harmonic oscillator. More generally, all the states for which the
wave–function ψ is proportional to a real function have a trivial Sˆ0 (except for possible nodes of the
wave–function where R = 0). It follows that for bound states the conjugate momentum would vanish.
In going from the QSHJE to the SE we lose some information about S0. This is a consequence of
the invariance of W under a Mo¨bius transformation of e 2ih¯ S0 . We also note that with the condition
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(11.2), which implies the existence of states with Sˆ0 = cnst, both the EP and the S0–T0 Legendre
duality are not naturally implemented. Later on we will discuss the reality condition for S0 and the
identification of the wave–function in terms of S0. For the time being we consider (10.1) and do not fix
any reality restriction on S0. The derivation of the connection between (11.3)(11.4) and (9.44) implies
a distinction between two cases. Let us denote by ψD a solution of the SE linearly independent from
ψ. We may have either ψ¯ 6∝ ψ or ψ¯ ∝ ψ. In the first case, since W is real, we can set
ψD = ψ¯, (11.5)
that is ψD = Re
i
h¯
Sˆ0, ψ = Re−
i
h¯
Sˆ0 and by (10.1)
S0 = Sˆ0 + πkh¯, (11.6)
k ∈ Z. The continuity equation (11.4) gives R ∝ 1/
√
S ′0. Therefore, by (10.1), that together with the
condition (11.5) fixes some of the arbitrariness of S0, we have
Q =
h¯2
4m
{S0, q} = − h¯
2
2mR
∂2R
∂q2
, (11.7)
and (11.3) corresponds to (9.44). The difference between (9.44) and (11.3)(11.4) becomes relevant when
ψ¯ ∝ ψ. In particular, (11.1) and the condition (11.2) imply that in this case Sˆ0 must be a constant.
Since this constant can be absorbed by a normalization of ψ, we can choose Sˆ0 = 0. Therefore, up to
a normalization, we have
ψ = R, (11.8)
which is real. Since also
ψD = R
∫ q
q0
dxR−2, (11.9)
is real, we have that if we identify ψ and ψD in (11.8)(11.9) with those in (10.1), then S0 would be
purely imaginary, that is
S0 = h¯
2i
ln
∫ q
q0
dxR−2, (11.10)
and (
∂S0
∂q
)2
+
h¯2
2
{S0, q} = − h¯
2
R
∂2R
∂q2
. (11.11)
It follows that (9.44) is equivalent to
h¯2
2mR
∂2R
∂q2
= V −E. (11.12)
On the other hand, for Sˆ0 = cnst, (11.4) degenerates and (11.3) corresponds to (11.12) (and by (11.11)
to (9.44)). Later on we will derive the real physical solutions of S0.
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11.2 The classical limit
We saw that if ψ¯ ∝ ψ, then Sˆ0 = cnst. It follows that Scl0 , which is never a constant unless W = 0,
should arise in a rather involved way from (11.3). In particular, the classical limit of (11.3) manifestly
does not correspond to the CSHJE. Usually, by quantum potential it is meant the term
Qˆ = − h¯
2
2mR
∂2R
∂q2
. (11.13)
However, when ψ¯ ∝ ψ, Q and Qˆ have different structures. In particular, by (11.11) we have
Qˆ = Q +
1
2m
(
∂S0
∂q
)2
. (11.14)
We will see that by itself the reality condition (11.2) is not an obstacle to getting the classical limit.
The point is that this condition, together with the assumption that the wave–function takes the form
(11.1), causes difficulties in getting the classical limit of (11.3)(11.4). Thus, since if (11.1) is a solution
of the SE, then also
ψ = R
(
Ae−
i
h¯
Sˆ0 +Be
i
h¯
Sˆ0
)
, (11.15)
is a solution, we should investigate whether there are suitable A and B leading to a consistent classical
limit for (11.3)(11.4). Suppose that the wave–function is proportional to a real function, i.e. ψ¯ ∝ ψ.
In the case of (11.1) this would imply Sˆ0 = cnst, so that, unless W = 0, one has limh¯→0 Sˆ0 6= Scl0 .
With the representation (11.15) the reality condition ψ¯ ∝ ψ would translate to a condition on the
constants A and B rather than on Sˆ0. In this way one can obtain a non–trivial Sˆ0 and then, as we will
see, a consistent classical limit for Sˆ0. We note that the possibility of taking the linear combination
(11.15), from which the classical limit may be defined, is a consequence of the linearity of the SE. On
the other hand, this linearity is nothing but the manifestation of the invariance of W under Mo¨bius
transformations of exp(2iS0/h¯). Therefore, we see once again that the Mo¨bius symmetry, which we
already met in considering Legendre duality and the related canonical equations, plays a basic role.
Let us further discuss the issue of the classical limit for the version (11.3)(11.4) of the quantum HJ
equation. As we observed, the case Sˆ0 = 0 is quite different from the classical situation. For example,
for the classical harmonic oscillator of energy E one has
∂Scl0
∂q
= ±mω(a2 − q2)1/2, (11.16)
where a = (2E/mω2)1/2 is the amplitude of motion. In the quantum case we have
Sˆ0 = 0, (11.17)
and by (11.12)
Qˆ = En − 1
2
mω2q2, (11.18)
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where En = (n + 1/2)h¯ω denotes the energy level of the quantum oscillator.
10 This example shows
that the condition (11.2) leads to a description which has nothing in common with the classical one.
We have seen that these features, related to the condition (11.2), do not arise in considering (9.44).
In particular, while Q is the universal quantum correction to the CSHJE, this is not the case for Qˆ, as
there are physical systems for which Qˆ cannot be seen as quantum correction to the CSHJE. In fact,
we saw that for all the states for which ψ¯ ∝ ψ, one has Sˆ0 = cnst. Therefore, troubles in considering
the classical limit of (11.3)(11.4) should arise for all bound states. See [41][44][45][46] for related topics.
As observed in [41], in some textbooks the classical limit of (11.3)(11.4) is understood in a naive
sense. The standard argument is that due to the h¯2 factor in Qˆ one has that in the h¯ −→ 0 limit Qˆ
vanishes. We have explicitly seen that this is not generally the case. This can be also directly seen
by observing that the fact that R and Sˆ0 in (11.3)(11.4) depend on h¯ implies that taking the classical
limit requires a rather different procedure. Furthermore, even admitting that limh¯→0 Qˆ = 0, it remains
to understand what the meaning of Eq.(11.4) is in the h¯ −→ 0 limit. We saw that all these questions
are naturally solved in the version (9.44) of the quantum HJ equation. In particular, while in general
limh¯→0 Qˆ 6= 0, in our formulation we have by construction that
lim
h¯−→0
Q = 0, (11.19)
so that
lim
h¯−→0
S0 = Scl0 . (11.20)
In particular, this means that CM is seen as an approximate description of QM. In other words, there
are no two worlds, a classical and a quantum one, but only the quantum one with the classical phase
h¯ −→ 0 corresponding to an approximation. In this framework, it is relevant that there exists a QSHJE
different from that considered in Bohm’s theory [4]. In particular, while the quantum and classical
harmonic oscillators, as any other system with real wave–function, seem to belong to two different
worlds, this is not the case for the QSHJE. We also observe that considering CM as an approximation
of QM would suggest a reconsideration of the collapse of the wave–function.
Concerning Qˆ, we note that by (11.12) it follows that in the case in which ψ¯ ∝ ψ, one has
lim
h¯−→0
Qˆ = −V + lim
h¯−→0
E. (11.21)
In this context we observe that in our approach W is kept fixed in the classical limit. In this respect
the difference between CM and QM resides in the fact that in the quantum case there are possible
constraints on the structure of the spectrum σqu, so that in general
σqu ⊂ σcl. (11.22)
This means that any quantum energy level is an admissible one in CM. Of course, for a given E one
in general has Scl0 6= S0, so that for a given E one may have regions of space which are classically
forbidden, but this does not exclude that the associated CSHJE makes sense. It is sufficient that
10See [41] for a discussion of the quantum harmonic oscillator in the framework of Eqs.(11.3)(11.4).
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W ≤ 0 in some region, in order for the CSHJE to admit solutions. On the other hand, if W > 0,
∀q, then E belongs neither to σqu nor σcl. Therefore, Eq.(11.22) is satisfied for any system. We also
note that, as CM is an approximation, the actual observable physical spectrum is σqu. Therefore,
from a fixed W in the QSHJE, it makes sense to consider the classical limit with W, and therefore
E, fixed. In particular, the CSHJE is naturally obtained from Eq.(9.44) with potential V and energy
E ∈ σqu ⊂ σcl. This makes the classical limit (11.19) consistent and well–defined. Therefore, the
QSHJE (9.44) admits a universal criterion for defining the classical limit. Note that while keeping
E fixed is the natural procedure to get the classical limit, this does not eliminate the difficulties in
considering the classical limit of the standard version of the quantum HJ equation (11.3)(11.4). In
particular, in the case in which ψ¯ ∝ ψ we have that the classical limit of Qˆ, keeping E fixed, is
lim
h¯−→0
Qˆ = E − V = Qˆ, (11.23)
that is Qˆ and its classical limit coincide. Since Qˆ does not vanish in the classical limit, unless V = E,
it seems more appropriate to call Q “quantum potential” rather than Qˆ.
11.3 The WKB approximation and the quantum HJ equation
It is well–known that another version of the quantum HJ equation arises in considering the WKB
approximation. This is obtained by setting ψ = e
i
h¯
σ, in the SE, so that (′ ≡ ∂q)
1
2m
σ′2 − ih¯
2m
σ′′ = E − V (q), (11.24)
and σ = σ0 +
h¯
i
σ1 +
(
h¯
i
)2
σ2 + . . .. The first three terms are σ0 = ±
∫ q
q0
dxpcl, σ1 = −12 ln pcl,
σ2 =
m
4
F
pcl3
+ m
2
8
∫ q dx F 2
pcl5
, where pcl =
√
2m(E − V ), denotes the modulus of the classical momen-
tum and F = −V ′ = pclpcl′/m. We have seen that the Schwarzian derivative, which determines the
quantum correction in (9.44), arises quite naturally in our formulation. We note that it also appears
in considering the quantum correction σ2, that is σ
′
2 = {σ0, q}/4pcl.
Also in the case of (11.24) one has to consider non–trivial questions concerning the classical limit.
Similarly, if one considers the wave–function in the WKB approximation ψWKB, and then defines the
quantum potential in a similar way to Qˆ, that is with R = |ψWKB|, one still meets similar problems to
those considered with the version Eqs.(11.3)(11.4). We refer to [41] for a discussion concerning similar
features. Here we just observe that a property of (11.24) is that it implies Im σ 6= 0 unless σ = Aq+B.
On the contrary, we will see that the QSHJE (9.44) admits real solutions.
12 The wave equation of Classical Mechanics
In this section we will see that the relationship between the QSHJE and the SE indicates the way
to associate to the CSHJE a wave equation. The latter differs from the SE for the addition to V
of a non–linear term whose structure is the same of the quantum potential but with S0 replaced by
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Scl0 . Remarkably, this equation permits an interpretation of the “classical wave–function” in terms of
probability amplitude. We will conclude this section by discussing the different properties of the W
states in CM and QM.
12.1 The wave–function of Classical Mechanics
A feature of our formulation is that the existence of both the classical and quantum versions of the HJ
equation suggests considering a wave–function for CM. A similar problem was considered by Schiller
and Rosen [47]. However, they derived the SE for Classical Statistical Mechanics, using a suitable
modification of Eqs.(11.3)(11.4) (see also sect.2.6 in [41]). Here, we consider a different approach. The
idea is to add the vanishing term
0 =
δ2
4m
{Scl0 , q} −
δ2
4m
{Scl0 , q}, (12.1)
in the CSHJE (2.15), that is
1
2m
(
∂Scl0
∂q
)2
+W(q)− δ
2
4m
{Scl0 , q}+
δ2
4m
{Scl0 , q} = 0. (12.2)
Similarly to the way one derives the SE from QSHJE (9.44), one can derive the SE for CM by consid-
ering W(q)− δ2{Scl0 , q}/4m as an effective potential. We have
e
2i
δ
Scl
0 =
ψDcl
ψcl
, (12.3)
where ψDcl and ψcl are linearly independent solutions of(
− δ
2
2m
∂2
∂q2
+ V (q)− δ
2
4m
{Scl0 , q}
)
ψcl = Eψcl. (12.4)
This equation can be interpreted as the wave–equation of CM.
12.2 Probabilistic interpretation of the classical wave–function
Observe that since for the free particle at rest one has S0 cl0 = cnst, it follows that the Schwarzian
derivative {S0 cl0 , q} is not defined in this case. This is solved in QM since the constant function does
not belong to K. Another property of Eq.(12.4) is that since an arbitrary solution has the form
ψcl =
1√
Scl0 ′
(
Ae−
i
δ
Scl
0 +Be
i
δ
Scl
0
)
, (12.5)
one has that the solutions (12.5) with either A = 0 or B = 0, that is
ψcl =
A√
Scl0 ′
e±
i
δ
Scl
0 , (12.6)
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satisfy the differential equation(
− δ
2
2m
∂2
∂q2
+ V (q) +
δ2
2m
∂2q |ψcl|
|ψcl|
)
ψcl = Eψcl, (12.7)
which makes clear the non–linearity of the wave equation of CM. The classical wave–function solution
of (12.7) has an obvious interpretation. First observe that
|ψcl|2 = |A|
2
p
, (12.8)
and note that the probability of finding a particle in an interval is proportional to the time the particle
stays in it. On the other hand, this time is inversely proportional to the velocity of the particle. It
follows from (12.8) that |ψcl(q)|2dq is proportional to the probability of finding the particle in the
interval [q, q+dq]. Therefore, in this respect, we have an analogy between the quantum wave–function
and the classical one. A feature of (12.2) is that it is independent of δ. As such, we can fix for δ an
arbitrary value. Let us set
δ = h¯, (12.9)
so that
1
2m
(
∂Scl0
∂q
)2
+W(q) + h¯
2
4m
{Scl0 , q} −
h¯2
4m
{Scl0 , q} = 0, (12.10)
and (
− h¯
2
2m
∂2
∂q2
+ V (q)− h¯
2
4m
{Scl0 , q}
)
ψcl = Eψcl. (12.11)
These classical equations are the dual versions of (9.44) and (10.2). In particular, in the same way
in which (9.44) was seen as the deformation of the CSHJE by the term Q = h¯2{S0, q}/4m, one may
consider the CSHJE (12.10) to be the deformation of the QSHJE by the term Qcl = −h¯2{Scl0 , q}/4m.
In other words, the (9.44)(10.2) and (12.10)(12.11) show a complementarity between CM and QM.
12.3 W states in Classical and Quantum Mechanics
There is another aspect related to the Mo¨bius transformations and to the properties of the W states.
Namely, we have seen that the EP implies that W transforms with an inhomogeneous term under
VTs. Now, it is natural to investigate whether, despite the difference between classical and quantum
W states, there are v–maps under which W transforms in the same way both in CM and QM. To
answer this question one simply note that comparing (7.7) and (10.31) it follows that the only VTs
under which the classical and quantum transformation properties ofW coincide are the transformations
qa −→ qb such that the inhomogeneous term in the right hand side of (10.31) vanishes, that is
{qb, qa} = 0, (12.12)
whose solution is
qb =
Aqa +B
Cqa +D
. (12.13)
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Hence, under VTs corresponding to Mo¨bius transformations, the W states transform in the same way
in CM and QM. In particular, under v–maps of the kind (12.13) we have (AD − BC = 1)
Wb(qb) = (Cqa +D)4Wa(qa), Qb(qb) = (Cqa +D)4Qa(qa). (12.14)
It follows that
M(q) = W(q)
Q(q)
, (12.15)
is a Mo¨bius invariant function. That is, under (12.12) we have
Mb(qb) =Ma(qa). (12.16)
13 The trivializing map and quantum transformations
We have seen that the trivializing coordinate plays a crucial role in our formulation. In this section we
will further investigate its properties in the context of classical and quantum canonical transformations.
Furthermore, we will see that there is an analogy between the trivializing map and the map associated
to the universal covering in the uniformization theory of Riemann surfaces.
Another topic of this section, concerns the relations between the CSHJE and QSHJE. In particular,
we will show that there is a transformation reducing the QSHJE to the CSHJE. Next, we will show that
both the QSHJE and the SE can be considered in the framework of projective geometry. In particular,
we will use the fact that the Schwarzian derivative can be interpreted as an invariant of an equivalence
problem for curves in P1. This fact will shed light on the geometrical nature of the trivializing map.
We will conclude this section by showing that Heisenberg commutation relations actually arise from
the so called area function of projective geometry.
A central point of our investigation is that the existence of the trivializing coordinate is closely
related to the existence of the self–dual states. A related issue concerns the structure of the QSHJE.
We have seen that this equation is equivalent to the Schwarzian equation {e 2ih¯ S0 , q} = −4mW/h¯2. On
the other hand, since e
2i
h¯
S0 is a Mo¨bius transformation of the trivializing coordinate, we see that the
QSHJE (9.44) can be interpreted as the equation determining q0, namely
{q0, q} = −4m
h¯2
(V (q)−E). (13.1)
In this context the SE can be seen as the linearization of the problem of finding the trivializing map.
Since under q −→ q0 we have W −→W0, there is the following correspondence between the derivation
of the classical and quantum HJ equations
As the existence of the classical trivializing conjugate variables (Q,P ), defined by the canonical trans-
formation
q −→ Q, p −→ P = cnst = −∂QScl0 (q, Q)|Q=cnst, (13.2)
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implies the CSHJE H(q, p = ∂qScl0 )−E = H˜(Q,P ) = 0, also Eq.(13.1) is a consequence of the existence
of the trivializing map
q −→ q0 = γq−1e 2ih¯ S0(q) = ih¯
2p0
, p −→ p0 = (∂qq0)−1p = ih¯
2q0
, (13.3)
under which W −→W0.
Even if in (13.3) we considered non–real functions, later on we will see that the reality condition will
fix a different form which is related to (13.3) by a Mo¨bius transformation. We now observe that there
is a property of the approach which allows to make the correspondence between the classical and
quantum cases rather stringent. The point is that due to the fact that Sv0 (qv) = S0(q0), the relation
p0 = ∂q0S00 (q0) can be equivalently written in the form
p0 =
∂S0(q)
∂q0
. (13.4)
As a consequence there is the classical–quantum correspondence
p =
∂Scl0
∂q
⇐⇒ p = ∂S0
∂q
, (13.5)
P = cnst = −∂S
cl
0
∂Q
|Q=cnst ⇐⇒ p0 = ∂S0
∂q0
. (13.6)
Let us show the effect of this transformation on the SE. First of all note that as Sv0 (qv) = S0(q), it
follows by (10.4) that if ψv(qv) solves the SE with Wv(qv) = V v(qv)−Ev, then ψ(q) defined by
ψv(qv)(dqv)−1/2 = ψ(q)(dq)−1/2, (13.7)
is solution of the SE with W(q) = V (q) − E. In other words, under v–maps the solutions of the SE
transform as −1/2–differentials. In particular
ψ0(q0) = (∂qq
0)1/2ψ(q). (13.8)
The SE for W0 is ∂2q0ψ0(q0) = 0, which is equivalent to
q0
′3/2∂2ψ0(q0)
∂q02
= 0, (13.9)
where q0
′ ≡ ∂qq0. Therefore, it follows from Eqs.(10.34)(13.8)(13.9) that
q0
′3/2∂2ψ0(q0)
∂q02
= q0
′1/2 ∂
∂q
q0
′−1 ∂
∂q
q0
′1/2
ψ(q) =
(
∂2
∂q2
+
1
2
{e 2ih¯ S0 , q}
)
ψ(q) = 0, (13.10)
that by (9.42) is equivalent to the SE (10.2).
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13.1 On the quantum canonical transformations
It follows by (13.7) that the VTs do not preserve the transition amplitudes. This was expected as
the VTs, which connect different physical systems, are quite different from the transformations one
usually considers in QM. In this context it is useful to recall some facts concerning quantum canonical
transformations (we refer to [48] for further interesting observations). A first important step was made
by Dirac [49] and Weyl [50] who observed that unitary transformations are canonical. In [51] it was
proposed to define the quantum canonical transformations as the transformations in the quantum
phase space such that the commutator remains invariant
[q, p] = ih¯ = [Q(q, p), P (q, p)]. (13.11)
This implies that Q(q, p) = CqC−1, P (q, p) = CpC−1 with C dependent on q and p. Hence, the
quantum canonical transformations may be non–unitary. As observed in [48], progress on the quantum
canonical transformations has been inhibited because of the mistaken belief that such transformations
must be unitary. In this context we recall that we derived the QSHJE just by posing a similar question
to that considered in deriving the CSHJE from a canonical transformation. Then, the VTs seem closely
related to a quantum analogue of the canonical transformations. In particular, observe that in order
to closely follow the analogy with the classical case, in QM one should start with q and p considered
as independent variables and then perform a transformation to a new set of independent variables Q
and P . Suppose that the formalism has been defined. Then, in the case in which Q and P correspond
to the state W0, the corresponding equation would relate q and p so that they will become dependent
variables, that is p = ∂qS0 with S0 solution of the QSHJE (9.44) which we obtained from the EP.
13.2 Analogy with uniformization theory
As we said, the main feature distinguishing the QSHJE from the CSHJE is that while the latter is a
first–order non–linear differential equation, the QSHJE is a third–order one. This implies that in the
quantum case one should specify more initial conditions than in the classical case. Let us show how
this reflects in finding the trivializing coordinate.
The concept of trivializing coordinate is reminiscent of that arising in uniformization theory of
Riemann surfaces. We now show the analogy between our formulation and uniformization theory
(see [52][53][54] for an introduction to uniformization theory, including some physical applications.).
According to uniformization theory, a negatively curved Riemann surface Σ can be represented as
Σ ∼= H/Γ, (13.12)
JH : H −→ Σ, (13.13)
where H = {w|Imw > 0} is the upper half plane, Γ is a discrete subgroup of SL(2,R) (more precisely
a Fuchsian group), and JH is the uniformizing map satisfying
JH
(
Aw +B
Cw +D
)
= JH(w), (13.14)
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(
A
C
B
D
)
∈ Γ. Let us consider the trivial equation on H
∂2wφ
0 = 0, (13.15)
and observe that since the ratio of two linearly independent solutions of (13.15) corresponds to a
Mo¨bius transformation of w, we have
w =
Aφ02 +Bφ
0
1
Cφ02 +Dφ
0
1
. (13.16)
Eq.(13.15) can be seen as the analogue of Eq.(13.9). Let us set
w = J−1
H
(z), (13.17)
where J−1
H
: Σ −→ H is the inverse of the uniformizing map (13.13). Then, since ∂w = 1
J−1
H
′∂z , we have
that Eq.(13.15) is equivalent to
(
∂2
∂z2
+
1
2
{J−1
H
, z}
)
(∂zJ
−1
H
)−1/2φ0 = 0. (13.18)
Suppose that T (z) = 1
2
{J−1
H
, z}, known as Liouville stress tensor or Fuchsian projective connection, is
given. Then, taking the ratio of two linearly independent solutions of the uniformizing equation(
∂2
∂z2
+ T (z)
)
φ(z) = 0, (13.19)
would give the inverse of the uniformizing map. Actually, first observe that by (13.18) and (13.19)
φ0(w) = (∂zw)
1/2φ(z), (13.20)
which is the analogue of (13.8). Then (13.15)(13.16) and (13.20) yield
J−1
H
(z) =
Aφ2 +Bφ1
Cφ2 +Dφ1
. (13.21)
Therefore, the trivializing coordinate of QM is the analogue of the inverse map of uniformization
q0 ∼ J−1
H
. (13.22)
While the map q −→ q0 corresponds to W −→W0, in the case of uniformization theory we have that
z −→ J−1
H
maps a Riemann surface to a simply connected domain (its universal covering).
Going further with the analogy between uniformization theory and our approach, we note that also
in uniformization theory the manifest covariance is due to the conventional choice of considering φ as
a −1/2–differential. This is exactly the same transformation property of the wave–function: a direct
consequence of choosing the VTs to represent the functional change on the reduced action induced
by the coordinate transformations. As in our formulation, also in the case of uniformization theory,
choosing a different convention would make the formalism far more cumbersome.
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There is another analogy between our formulation and uniformization theory. Namely, we saw that
e
2i
h¯
S0 may be chosen real in the case in which ψ¯ ∝ ψ, while when ψ¯ 6∝ ψ we can first choose e 2ih¯ S0 to be
a phase and then transform it to a real trivializing map q0 by considering the Cayley map. In this case
we can use the fact that a phase can be transformed to the real axis by any real Mo¨bius transformation
of the Cayley map11
q0 = l
e
2i
h¯
S0 + i
ie
2i
h¯
S0 + 1
= l
cos(2S0/h¯)
1− sin(2S0/h¯) , (13.23)
where l is a constant with the dimension of a length. This means that in general, given two linearly
independent solutions of the SE, we have to solve the constraint on A,B,C,D
ImX = 0, (13.24)
where
X ≡ Aψ
D +Bψ
CψD +Dψ
. (13.25)
Once the constraint is solved we have
q0 = γ(X), (13.26)
where γ(X) ∈ Rˆ is a PGL(2,R) Mo¨bius transformation of X . Note that in writing (13.21) we did not
specify the possible values of A,B,C,D. On the other hand, by definition we should require
Im J−1
H
> 0. (13.27)
Therefore, similarly to the identification of the trivializing coordinate q0, also in this case, for a given
pair of linearly independent solutions of the uniformizing equation, we have to find the constraint on
the generally complex coefficients A,B,C,D, such that Eq.(13.27) is satisfied. Since PSL(2,R) maps H
into itself, once that A,B,C,D are determined, any other PSL(2,R)–transformation would correspond
to a possible determination of J−1
H
. As in Eq.(13.26), which follows from the reality of the VTs and
corresponds to a residual symmetry of the original Mo¨bius one, also in the case of uniformization we
have that the original complex Mo¨bius symmetry is restricted by (13.27) to a residual PSL(2,R)–
symmetry. However, this symmetry corresponds to the fact that PSL(2,R) maps H into itself. Acting
with Γ ⊂ PSL(2,R) on J−1
H
, one obtains points in H with the same image in Σ.
Similarly to the case of QM, where the trivializing map reduces the system to the state W0, in the
case of uniformization theory, the polymorphic function J−1
H
maps a non–trivial topology to a simply
connected domain. More explicitly, similarly to the reduction W −→ W0, also the Liouville stress
tensor T in the uniformizing equation for Σ reduces to the trivial one under the J−1
H
map. In particular,
in the context of this analogy, connecting different W states corresponds to connecting Riemann
11The Cayley transformation maps ∆ = {z||z| < 1} into H. Then, if J∆ : ∆ −→ Σ is the uniformizing map, we have
J−1
H
=
J−1
∆
+ i
iJ−1
∆
+ 1
.
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surfaces that may be different not only in their complex structures but already at the topological level.
A suitable space to describe any possible Riemann surface is the famous Bers universal Teichmu¨ller
space T (1) [55]. This can be represented in the form
T (1) = QS(S1)/Mo¨b(S1), (13.28)
where QS(S1) is the space of quasisymmetricmaps of the unit circle andMo¨b(S1) denotes the boundary
transformations induced by the conformal automorphisms of the Poincare´ disc. A quasisymmetric
map f is an increasing self–homeomorphism of the real axis that can be extended to a quasiconformal
mapping of H that fixes the point at infinity. According to a basic result by Beurling and Ahlfors [56]
f is quasisymmetric if for some constant K, 1 ≤ K <∞
1
K
≤ f(q + t)− f(q)
f(q)− f(q − t) ≤ K, (13.29)
where q ∈ R and t > 0 (for details see e.g. [57]). Eq.(13.29) and its duality K ←→ 1/K indicate that
these aspects are related to the theory of univalent functions and to distortion theorems. The role of
this fascinating field in basic physical topics, and the related complex dynamics theory, is still to be
developed. For example, the Koebe 1/4–theorem and the Schwarz lemma determine inequalities both
in two–dimensional quantum gravity [54] and N = 2 SYM theories [58]. This would suggest that the
theory of univalent functions, including related topics such as uniformization theory and Teichmu¨ller
theory, should play a role in considering basic quantum field theoretical aspects such as possible dual-
ities between infrared and ultraviolet behavior. A related topic has been investigated by Callan and
Wilczek [59]. We also observe that the extension to H of maps defined on R is reminiscent of the
Holographic Principle [60]. Actually, recently ultraviolet – infrared dualities have been investigated in
the framework of the Holographic Principle and AdS dualities [61] by Susskind and Witten [62]. The
physical relevance of the theory of univalent functions is related to the role of the Mo¨bius transfor-
mations in uniformization theory. The deepest one being Poincare´’s discovery that PSL(2,R) Mo¨bius
transformations are both automorphisms of H and isometries of the Poincare´ metric. The fact that
the theory of univalent functions, and in particular T (1), is of physical interest, was first realized by
Bers in [63] who noticed its relation with the DeWitt superspace. It is worth noting that the universal
Teichmu¨ller space T (1) also appears in string theory.
An interesting point concerning the VTs is that these correspond to real maps. We have seen
that, thanks to the Mo¨bius symmetry of the Schwarzian derivative, for any state one can define a real
trivializing map. Now, suppose we are interested in finding the map
qa −→ qb = vba(qa), (13.30)
such that Wa(qa) maps to Wb(qb). To find it we can choose the pattern
Wa −→W0 −→Wb. (13.31)
Denoting by q0 = vx(qx) the trivializing map reducing Wx(qx) to W0(q0), we have
vba = vb
−1 ◦ va, (13.32)
so that, since the trivializing maps can be chosen to be real, we have that vba is a real map.
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13.3 Quantum transformations
A property of the QSHJE is that it can be seen as a deformation of the CSHJE (2.15) by a “conformal
factor”. In fact, noting that
{S0, q} = −(∂qS0)2{q,S0}, (13.33)
we have that the QSHJE (9.44) is equivalent to
1
2m
(
∂S0
∂q
)2 [
1− h¯2U(S0)
]
+ V (q)− E = 0, (13.34)
where U(S0) is just the canonical potential (4.10) we introduced in the framework of p–q duality. Note
that (13.33) also implies
2mQ+ h¯2p2U = 0. (13.35)
In the case of the state W0(q0), Eq.(13.34) becomes
1
2m
(
∂S00
∂q0
)2 [
1− h¯2U(S0)
]
= 0, (13.36)
whose solution is
U
(
h¯
2i
ln γ(q0)
)
=
1
h¯2
, (13.37)
where
γ(q0) =
Aq0 +B
Cq0 +D
, (13.38)
AD−BC 6= 0. Eq.(13.37) shows the important role of the purely quantum mechanical self–dual state
(10.23). Eq.(13.34) can be written in the form
1
2m
(
∂S0
∂qˆ
)2
+ V (q)− E = 0, (13.39)
where (
∂q
∂qˆ
)2
=
[
1− h¯2U(S0)
]
, (13.40)
or equivalently (we omit the solution with the minus sign)
dqˆ =
dq√
1− β2(q)
, (13.41)
with β2(q) = h¯2U(S0) = h¯2{q,S0}/2. Integrating (13.40) yields
qˆ =
∫ q dx√
1− β2(x)
. (13.42)
Observe that
lim
h¯−→0
qˆ = q. (13.43)
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Eq.(13.42) indicates that in considering the differential structure one should take into account
the effect of the potential on space geometry. In this context the deformation of the classical HJ
equation amounts to replacing the standard derivative with respect to the classical coordinate q with
the derivative with respect to the quantum coordinate qˆ. This allows to put the QSHJE in the classical
form. Namely, setting Wˆ(qˆ) =W(q(qˆ)) and Sˆ0(qˆ) = S0(q(qˆ)), we have that Eq.(13.34) is equivalent to
1
2m
(
∂Sˆ0(qˆ)
∂qˆ
)2
+ Wˆ(qˆ) = 0. (13.44)
The fact that the QSHJE admits the classical representation (13.44) suggests that classically forbidden
regions correspond to critical regions for the quantum coordinate. Actually, writing Eq.(13.42) in the
equivalent form (s = S0(q))
qˆ =
∫ q
dx
∂xS0√−2mW =
∫ S0(q) ds√−2mW , (13.45)
we see that the integrand is purely imaginary in the classically forbidden regionsW > 0. Furthermore,
since according to (13.36), for the state W0 the conformal factor vanishes, it follows by (13.42) that
the quantum coordinate for the free particle state with vanishing energy is divergent.
13.4 Classical and quantum potentials and equivalence of curves
We now consider a result obtained by Flanders [64] who showed that the Schwarzian derivative can be
interpreted as an invariant (curvature) of an equivalence problem for curves in P1. Let us introduce a
frame for P1, that is a pair x,y of points in affine space A2 such that [x,y] = 1, where
[x,y] = xt
(
0
−1
1
0
)
y = x1y2 − x2y1, (13.46)
is the area function. Observe that the area function has the SL(2,R)–symmetry
[x˜, y˜] = [x,y], (13.47)
where x˜ = Rx and y˜ = Ry with R ∈ SL(2,R). Considering the moving frame s −→ {x(s),y(s)} and
differentiating [x,y] = 1 yields the structure equations
x′ = ax + by, y′ = cx− ay, (13.48)
where a, b, and c depend on s. Given a map φ = φ(s) from a domain to P1, one can choose a moving
frame x(s),y(s) in such way that φ(s) is represented by x(s). Observe that this map can be seen as
a curve in P1. Two mappings φ and ψ are said to be equivalent if ψ = π ◦ φ, with π a projective
transformation on P1.
Flanders considered two extreme situations. The first case corresponds to b(s) = 0, ∀s. In this
case φ is constant. To see this observe that taking the derivative of λx, for some λ(s) 6= 0, we have by
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(13.48) that (λx)′ = (λ′ + aλ)x. Choosing λ ∝ exp[− ∫ ss0 dta(t)] 6= 0, we have (λx)′ = 0, so that λx is
a constant representative of φ.
The other case is for b never vanishing. There are only two inequivalent situations. The first one
is when b is either complex or positive. It turns out that it is always possible to choose the following
“natural moving frame” for φ [64]
x′ = y, y′ = −kx. (13.49)
In the other case, corresponding to b real and negative, the natural moving frame for φ is
x′ = −y, y′ = kx. (13.50)
A characterizing property of the natural moving frame is that it is determined up to a sign with
k an invariant. Thus, for example, suppose that for a given φ there is, besides (13.49), the natural
moving frame x′1 = y1, y
′
1 = −k1x1. Since both x and x1 are representatives of φ, we have x = λx1,
so that y = x′ = λ′x1 + λy1 and 1 = [x,y] = λ2. Therefore, x1 = ±x, y1 = ±y and k1 = k [64].
Let us now review the derivation of Flanders formula for k. Consider s −→ z(s) to be an affine
representative of φ and let x(s),y(s) be a natural frame. Then z = λx where λ(s) is never vanishing.
Now note that, since z′ = λ′x + λy, we have that λ can be written in terms of the area function
[z, z′] = λ2. Computing the relevant area functions, one can check that k has the following expression
2k =
[z, z′′′] + 3[z′, z′′]
[z, z′]
− 3
2
(
[z, z′′]
[z, z′]
)2
. (13.51)
Given a function z(s), this can be seen as the non–homogeneous coordinate of a point in P1.
Therefore, we can associate to z the map φ defined by s −→ (1, z(s)) = z(s). In this case we have
[z, z′] = z′, [z, z′′] = z′′, [z, z′′′] = z′′′, [z′, z′′] = 0, and the curvature becomes [64]
k =
1
2
{z, s}. (13.52)
Let us now consider an arbitrary state W. We have
W = − h¯
2
4m
{e 2ih¯ S0 , q} = − h¯
2
2m
kW . (13.53)
Similarly, for the quantum potential
Q =
h¯2
4m
{S0, q} = h¯
2
2m
kQ, (13.54)
where kW is the curvature associated to the map
q −→ (1, e 2ih¯ S0(q)), (13.55)
while the curvature kQ is associated to the map
q −→ (1,S0(q)). (13.56)
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Remarkably, the function defining the map (13.55) coincides with the trivializing map. Observe that
the SE takes the geometrical form (
∂2
∂q2
+ kW
)
ψ = 0. (13.57)
Furthermore, the identity (9.7) can be now seen as difference of curvatures
(∂qS0)2 = h¯2kW − h¯2kQ, (13.58)
and the QSHJE (9.44) can be written in the form
1
2m
(
∂S0(q)
∂q
)2
+W(q) + h¯
2
2m
kQ = 0. (13.59)
Let us now consider the meaning of the natural moving frame in the framework of the QSHJE. First
observe that the structure equations imply that
x′′ = −kx. (13.60)
In the case of k = kW , this equation is the SE, so that
x = (ψD, ψ), y = (ψD
′
, ψ′), (13.61)
and the frame condition is the statement that the Wronskian W of the SE is a constant
[x,y] = ψ′ψD − ψD′ψ =W = 1. (13.62)
Hence, the SE determines the natural moving frame associated to the curve in P1 given by the repre-
sentative (13.55) with −2mW/h¯2 denoting the invariant associated to the map. In other words, the
Schro¨dinger problem corresponds to finding the natural moving frame such that −2mW/h¯2 be the
invariant curvature. In the k = kQ case Eq.(13.60) becomes(
h¯2
2m
∂2
∂q2
+Q
)
φ = 0, (13.63)
so that if φD and φ are solutions of (13.63), then
S0 = Aφ
D +Bφ
CφD +Dφ
. (13.64)
13.5 Area function and commutator
The area function has a structure which is reminiscent of the commutator. This feature is emphasized
in Eq.(13.62) that contains the derivative operator. In fact, Eq.(13.62) can be written using the
commutator between ∂q and the ratio of solutions ψ
D/ψ. We have
[x,y] = [∂q, ψ
D/ψ]cψ
2 = 1, (13.65)
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where [A,B]c ≡ AB −BA. Introducing the momentum operator p = −ih¯∂q, (13.65) becomes
[ψD/ψ, p]cψ
2 = ih¯. (13.66)
Note that the SL(2,R)–symmetry (13.47) implies
[
AψD/ψ +B
CψD/ψ +D
, p
]
c
(CψD +Dψ)2 = ih¯. (13.67)
Since, as we will see, the trivializing map is a Mo¨bius transformation of the ψD/ψ, we have that the
area function is equivalent to [
q0, p
]
c
(CψD +Dψ)2 = ih¯. (13.68)
This reproduces the Heisenberg commutation relation
[
q0, p0
]
c
= ih¯, (13.69)
p0 = −ih¯∂q0 , with (13.68) representing the Jacobian
∂qq
0 = (CψD +Dψ)−2, (13.70)
of the trivializing transformation.
14 Canonical variables and Mo¨bius transformations
We now discuss the role of Mo¨bius transformations in considering the canonical variables p and q.
Once again, we will use the fact that, according to (10.25), W remains invariant under a Mo¨bius
transformation of e
2i
h¯
S0. While under this transformation both (∂qS0)2 and Q get transformed, we have
the invariance (
∂S˜0(q)
∂q
)2
+
h¯2
2
{S˜0, q} =
(
∂S0(q)
∂q
)2
+
h¯2
2
{S0, q}, (14.1)
where S˜0 is given in (10.26). We will begin this section by considering the explicit dependence of the
conjugate momentum on the coordinate in the case of the state W0. Next, we will make some prelim-
inary observation on the possible definition of time parameterization. Then the general expression for
p in terms of q will be derived for an arbitrary state W. We will conclude this section by a detailed
investigation of the symmetries of the wave–function. By this, we mean the transformations on the
initial conditions for the QSHJE which leave invariant a given eigenfunction of the Hamiltonian.
14.1 The canonical variables of the state W0
Let us consider the conjugate momentum in the case of the state W0. By (10.24) we have
p0 =
i(BC − AD)h¯
2(Aq0 +B)(Cq0 +D)
. (14.2)
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On the other hand, since AD −BC 6= 0, by a common rescaling of A,B,C,D, that by projectivity of
the Mo¨bius transformations do not change (10.24), we can set
AD −BC = ±i, (14.3)
so that
p0 = ± h¯
2[ACq02 + (AD +BC)q0 +BD]
. (14.4)
Observe that if AC = 0, then either BC or AD vanish and by (14.3) p0 = ±h¯/2(±iq0+BD). Similarly,
if BD = 0, then p0 = ±h¯/2(ACq02 ± iq0). It follows that
p0 can take real values only if AC 6= 0 and BD 6= 0, that is p0 = ±h¯(αq02 + βq0+ γ)−1, 4αγ− β2 = 4,
β ∈ R with both α and γ taking values in R\{0}.
By (14.3) it follows that the poles of p0 are never on the real q
0–axis. Actually, the poles of (14.4) are
q0 = −BC + AD ± i
2AC
. (14.5)
Since reality of (14.4) implies (BC + AD) ∈ R and AC ∈ R\{0}, it follows that the solutions (14.5)
cannot be real. By (14.3) we can rewrite Eq.(14.4) in the form
p0 = ± h¯ℓ1
(q0 + ℓ2)2 + ℓ21
, (14.6)
where
ℓ1 =
1
2AC
6= 0, ℓ2 = BC + AD
2AC
. (14.7)
Observe that both ℓ1 and ℓ2 are real constants. A property of p0 is that it vanishes only at infinity
lim
q0−→±∞
p0 = 0. (14.8)
Furthermore, for q0 = −ℓ2, |p0| reaches its maximum
|p0(−ℓ2)| = h¯
ℓ1
. (14.9)
Since ℓ1 6= 0, we have
|p0| <∞. (14.10)
14.2 Time and elliptic curve as moduli of the state W0
Let us consider time parameterization. In CM, this is derived from the CSHJE by identifying the
conjugate momentum with mq˙0. Since p0 = ∂q0S00 = mq˙0, this identification would imply a non–
vanishing velocity associated to the state W0. Later on, we will see that a natural derivation of time
parameterization, suggested by Floyd [15], implies that, generally, one has ∂qS0 6= mq˙. We will see
that with Floyd’s time parameterization one has q˙0 = 0.
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Let us then investigate the structure of q0(τ) with τ defined by ∂qS0 = m∂τq, that is
τ − τ0 = m
∫ q
q0
dx
1
∂xS0(x) , (14.11)
so that
p0 = m
dq0
dτ
. (14.12)
Eq.(14.6) becomes mq˙0[(q0 + ℓ2)
2 + ℓ21]± h¯ℓ1 = 0, which can be integrated to
m
3
q0
3
+mℓ2q
02 +m(ℓ21 + ℓ
2
2)q
0 + c± h¯ℓ1τ = 0, (14.13)
where c is an integration constant. Setting y2 = ±3h¯ℓ1τ/m, and α0 = 3ℓ2, α1 = 3(ℓ21+ ℓ22), α2 = 3c/m,
we have that Eq.(14.13) becomes the equation of an elliptic curve
y2 = q0
3
+ α0q
02 + α1q
0 + α2. (14.14)
As we noted, this time parameterization, made by identifying the conjugate momentum with the
mechanical one, gives q˙0 6= 0. We will then consider Floyd’s time parameterization which will imply
the expected result q˙0 = 0. However, let us note that it is intriguing that the above identification of
time, borrowed from CM, leads to an underlying non–trivial geometrical structure. This suggests that
time defined through ∂qS0 = mq˙ plays some non–trivial role. Even if we will not consider further this
“τ–parameterization” here, its analogy with the classical case deserves further exploration.
14.3 The canonical variables of arbitrary states
The above investigation indicates that there is a structure which generalizes to arbitrary W states. In
order to determine p as function of q, we use the fact that the SE can be seen as the linearization of
the Schwarzian equation
{e 2ih¯ S0 , q} = −4m
h¯2
W(q). (14.15)
We have seen that this implies that
e
2i
h¯
S0 =
AψD +Bψ
CψD +Dψ
, (14.16)
so that
p =
i
2
h¯(AD −BC)W
ACψD2 + (AD +BC)ψDψ +BDψ2
, (14.17)
where W denotes the Wronskian
W = ψ′ψD − ψD ′ψ, (14.18)
which is a constant. Note that p can be written in the form
p =
i
2
h¯W˜
ψ˜Dψ˜
, (14.19)
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where (
ψ˜D
ψ˜
)
=
(
A
C
B
D
)(
ψD
ψ
)
, (14.20)
and W˜ = ψ˜′ψ˜D − ψ˜D′ψ˜ = (AD − BC)W . Setting
α =
2iAC
(BC −AD)W , β =
2i(AD +BC)
(BC − AD)W , γ =
2iBD
(BC − AD)W , (14.21)
Eq.(14.17) becomes
p =
h¯
αψD2 + βψDψ + γψ2
. (14.22)
Since (AD +BC)2 − 4(AC)(BD) = (AD − BC)2, it follows by (14.21) that
β2 − 4αγ = − 4
W 2
. (14.23)
Note that since ψD and ψ are two arbitrary linearly independent solutions of the SE, we can always
choose them to take real values
(ψD, ψ) ∈ R2. (14.24)
Actually, since W is real, it follows that if φ is a solution of the SE, then the real function ψ = φ+ φ¯
is still a solution. Any other solution has the form
ψD(q) = cψ(q)
∫ q
q0
dxψ−2(x) + dψ(q), (14.25)
for some constants c and d. Observe that W = −c. Note that a rescaling of ψ and a change of c
and d in (14.25) is equivalent to a transformation of the coefficients A,B,C,D in (14.16). By (14.22)
it follows that reality of (ψD, ψ) and (p, q) implies W ∈ R\{0}, and α, β, γ ∈ R, which in turn, by
(14.23), imply α 6= 0, γ 6= 0. Since αψD2 + βψDψ + γψ2 vanishes for
ψD(q) = −ψ(q)
2α
(
β ± 2i
W
)
, (14.26)
and beingW ∈ R\{0}, it follows that p has no poles for real q. The possibility that ψD and ψ vanish at
the same point is easily ruled out. For, if ψD(q0) = 0 = ψ(q0) then W = ψ
′(q0)ψD(q0)−ψD′(q0)ψ(q0) =
0, which is not the case as ψD and ψ are linearly independent so that W 6= 0.
Let us consider again Eq.(14.22). Note that writing it in the form
p =
h¯α−1(
ψD + β
2α
ψ
)2
+ 1
α2W 2
ψ2
, (14.27)
and setting
ℓ1 =
1
αW
= i
AD −BC
2AC
, ℓ2 =
β
2α
=
AD +BC
2AC
, (14.28)
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we have
p = ± h¯Wℓ1
(ψD + ℓ2ψ)
2 + ℓ21ψ
2
. (14.29)
Since AD −BC 6= 0 we have12
ℓ1 ∈ R\{0}. (14.30)
From the general expression (14.29) we can directly derive the solution Eq.(14.6) for the state W0.
Namely, since two linearly independent solutions of the SE associated with the state W0 are
ψD
0
= q0, ψ0 = 1, (14.31)
we have W = −1 and Eq.(14.29) reproduces Eq.(14.6). Note that Eq.(14.29) is invariant under a
common rescaling of ψD and ψ. More generally, any GL(2,R)–transformation of the vector
v =
(
ψD
ψ
)
, (14.32)
which in turn may imply also a rescaling of the Wronskian W , is always equivalent to a transformation
of the ℓk’s. This can be seen also by expressing p in a different form. Let us introduce the matrix
γ =
(
a11
a21
a12
a22
)
∈ GL(2,R). (14.33)
Setting
a11 =
c
2ℓ1h¯W
, a12 =
cℓ2
2ℓ1h¯W
, a21 =
1
c
, a22 =
ℓ21 + ℓ
2
2
cℓ2
, (14.34)
where c is an arbitrary non–vanishing constant, we have
p−1 = ±vt
[
γt
(
0
1
1
0
)
γ −
(
0
σ
σ
0
)]
v, (14.35)
where σ ≡ det γ, that by (14.34) is
σ =
ℓ1
2ℓ2h¯W
. (14.36)
Observe that
γp ≡ γt
(
0
1
1
0
)
γ −
(
0
σ
σ
0
)
= 2
(
a11a21
a12a21
a12a21
a12a22
)
, (14.37)
so that with the identification (14.34), we have
γp =
1
ℓ1h¯W
(
1
ℓ2
ℓ2
ℓ21 + ℓ
2
2
)
. (14.38)
12The ±1 factor is due to the invariance of the QSHJE (9.44) under a change of sign of S0. This reflects the fact that
the motion can be in two directions. Observe that one can fix ℓ1 to be either positive or negative. Alternatively, one
can consider ℓ1 ∈ R\{0} and then dropping the ±1 factor in (14.29).
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Note that det γp = 1/h¯
2W 2 does not depend on the ℓk’s. Let us write down p in terms of γp
p−1 = ±vtγpv. (14.39)
Since under a GL(2,R)–transformation of v
v −→ vR = Rv, (14.40)
R =
(
a
c
b
d
)
∈ GL(2,R), (14.41)
the Wronskian gets rescaled by ρ ≡ detR, it follows that under (14.40) p transforms as
p−1 −→ p−1R = ±vtRtγpρRv, (14.42)
where γpρ = ρ
−1γp. In particular, as we already noticed, since det γpρ = (detR)−2 det γp, it follows that
p is invariant under dilatations of the vector v. Observe that the effect on p of any linear transformation
of v is equivalent to the following transformation of γp
γp −→ γ′p = RtγpρR. (14.43)
Since γtp = γp and det γ
′
p = det γ, we have
γ′p =
1
ℓ′1h¯W
(
1
ℓ′2
ℓ′2
ℓ′1
2 + ℓ′2
2
)
, (14.44)
where
ℓ′1 = ρ
ℓ1
(a + ℓ2c)2 + ℓ21c
2
, ℓ′2 =
ab+ (bc+ ad)ℓ2 + (ℓ
2
1 + ℓ
2
2)cd
(a + ℓ2c)2 + ℓ21c
2
. (14.45)
Any linear transformation of v is equivalent to keeping v fixed and making a transformation of ℓ1 and
ℓ2.
13 In particular, since W can be chosen to be an arbitrary fixed value, we have that the degrees of
freedom of p are described by the two real parameters ℓ1 and ℓ2. Note that setting W = ±1/h¯, yields
γp(ℓ1, ℓ2) =
(
ℓ−11
ℓ2ℓ
−1
1
ℓ2ℓ
−1
1
ℓ1 + ℓ
2
2ℓ
−1
1
)
, (14.46)
so that γp ∈ SL(2,R), and
|tr γp| = |ℓ−11 + ℓ1 + ℓ22ℓ−11 | ≥ 2. (14.47)
13The transformed quantity ℓkR have some interesting properties. For example, there is the following “formal coinci-
dence”. Namely, relaxing the condition for the elements of the R–matrix to be constants and setting
R =
(
ψD
ψ
h¯ψD
′
h¯ψ′
)
,
it follows by (14.45) that ℓ1 −→ ℓ1R = p.
81
Since |tr γp| = 2 only in the case in which ℓ1 = 1, ℓ2 = 0, corresponding to the identity matrix, it
follows that γp is a hyperbolic matrix.
An interesting feature of the above investigation is that we started with the general expression
(14.16) in which e
2i
h¯
S0 is given in terms of Mo¨bius transformations of the ratio
w =
ψD
ψ
∈ R, (14.48)
and then arrived at hyperbolic matrices. Let us consider the transformation
γp(w) =
γp11w + γp12
γp21w + γp22
=
w + ℓ2
ℓ2w + (ℓ21 + ℓ
2
2)
, (14.49)
and its associated fixed point equation
γp(w) = w, (14.50)
in the case in which γp 6= I2×2. We have
w± =
1− ℓ21 − ℓ22 ±
√
(ℓ21 + ℓ
2
2 − 1)2 + 4ℓ22
2ℓ2
. (14.51)
Since, according to (14.47), we have (ℓ21+ ℓ
2
2− 1)2+4ℓ22 > 0, it follows that γp 6= I2×2 has distinct fixed
points lying on the real axis. This structure indicates that the ratio w = ψD/ψ ∈ R can be seen as
belonging to the boundary of H. Let us denote by ΓH the set of all matrices of the kind (14.46). A
property of ΓH is that γ ∈ ΓH −→ γ−1 ∈ ΓH , in particular
γ−1p (ℓ1, ℓ2) = γp
(
ℓ1
ℓ21 + ℓ
2
2
,− ℓ2
ℓ21 + ℓ
2
2
)
. (14.52)
Suppose that there are elements γk in ΓH such that
h∏
k=1
(γ2k−1γ2kγ
−1
2k−1γ
−1
2k ) = I2×2. (14.53)
Doing this is equivalent to selecting a set of 2h pairs (ℓ1, ℓ2). Then, denoting by Γp{ℓk} the group
generated by the γk’s, we have that with the 2h values of p determined by the ℓk’s moduli, there is
associated the genus h Riemann surface
Σp{ℓk} ∼= H/Γp{ℓk}. (14.54)
Therefore, we are posing the question of determining the possible sets {ℓk} such that Σp{ℓk} is a
Riemann surface. Since different ℓk’s correspond to different p’s, studying these surfaces would shed
light on the geometry of the possible paths. It would be interesting to understand whether a Riemann
surface of infinite genus may appear.
The generators γk’s of a given Γp{ℓk} would represent the handles of the Riemann surface. These
elements can be represented in the form
γk(w)− w+
γk(w)− w− = e
λw − w+
w − w− , (14.55)
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where
eλ =
1 + ℓ21 + ℓ
2
2 −
√
(ℓ21 + ℓ
2
2 − 1)2 + 4ℓ22
1 + ℓ21 + ℓ
2
2 +
√
(ℓ21 + ℓ
2
2 − 1)2 + 4ℓ22
. (14.56)
This means that any hyperbolic element is conjugate to a dilatation. The scale factor λ has the
following geometrical meaning. Consider a point w ∈ H and its hyperbolic transformed γk(w). Then
λ(γk) corresponds to the minimal hyperbolic distance between w and γk(w). This minimum is reached
for w lying in the geodesic intersecting the real axis at w− and w+.
14.4 The symmetries of the wave–function
The fact that the QSHJE (9.44) is a third–order differential equation implies that there are three
integration constants which specify S0. In particular, we have seen that two real constants specify p.
Concerning S0 there is one more constant which arises by integrating (14.29) (w = ψD/ψ ∈ R)
e
2i
h¯
S0{δ} = eiα
w + iℓ¯
w − iℓ , (14.57)
where δ = {α, ℓ}, with α a real integration constant and ℓ = ℓ1 + iℓ2. Observe that the condition
ℓ1 6= 0 is equivalent to having S0 6= cnst which is a necessary condition to define the term {S0, q} in the
QSHJE. We also note that changing sign of ℓ1 corresponds to changing the sign of S0; more precisely
we have
S0{α,−ℓ¯} = −S0{α, ℓ}+ h¯α = −S0{−α, ℓ}. (14.58)
Note that for the conjugate momentum we have
p =
h¯W (ℓ+ ℓ¯)
2 |ψD − iℓψ|2 . (14.59)
Let ψE be the wave–function of a state of energy E. Since ψE solves the SE, according to (10.4), for
any fixed set of integration constants δ, there are coefficients A and B such that
ψE{δ} = 1√S ′0{δ}
(
Ae−
i
h¯
S0{δ} +Be
i
h¯
S0{δ}
)
. (14.60)
An interesting quantity to consider is the Ermakov invariant [65]. This has been rediscovered by
Lewis [66] and further investigated also in connection with the Milne equation [67] (see [68] for related
investigations). In the context of the SE, the Ermakov invariant has been considered by Floyd in [43]
I = (2m)−1/2
[
pψ2E + h¯
2(ψE∂qp
−1/2 − p−1/2∂qψE)2
]
. (14.61)
This invariant can be constructed in terms of any solution of the SE. Once the form (14.60) of ψE
is given, any complex Mo¨bius transformation of e
2i
h¯
S0, which according to (14.60) will in general
correspond to a linear transformation ψE −→ ψ˜E = aψDE + bψE , still solution of the SE, leaves I
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invariant. The Ermakov invariant was evaluated in [43] in terms of the parameters defining p and of
the coefficients in the expression of ψE in terms of ψ
D and ψ. Here we have
pψ2E −A2e−
2i
h¯
S0 − B2e 2ih¯ S0 = 2AB = h¯2(ψE∂qp−1/2 − p−1/2∂qψE)2 + A2e− 2ih¯ S0 +B2e 2ih¯ S0, (14.62)
so that
I = (2m)−1/24AB. (14.63)
In the case in which either A or B vanish, we have I = 0. Let us set (recall that W ∈ R\{0})
ǫ =
W (ℓ+ ℓ¯)
|W (ℓ+ ℓ¯)| = sgn [W (ℓ+ ℓ¯)], (14.64)
and define
φ =
√
2
e−i
α
2 (ψD − iℓψ)
h¯1/2|W (ℓ+ ℓ¯)|1/2 . (14.65)
It follows from (14.57) and (14.65) that
e
2i
h¯
S0{δ} =
φ¯
φ
, (14.66)
and since φ′φ¯− φφ¯′ = −2iǫ/h¯, we have
p =
h¯
2i
∂q ln
φ
φ¯
= ǫ|φ|−2, (14.67)
so that ǫ = ±1 fixes the direction of motion. By (14.66) and (14.67) we have
φ =
ǫ1/2√
S ′0{δ}
e−
i
h¯
S0{δ}, (14.68)
so that we obtain the expression of the wave–function in terms of φ
ψE{δ} = Aǫ−1/2φ+Bǫ1/2φ¯, (14.69)
where we used ǫ−1/2 = ǫ1/2. Note that by φ¯ 6∝ φ and φ′φ¯ − φφ¯′ 6= 0, it follows that φ never vanishes.
Therefore, a necessary condition for a solution of the SE to have zeroes is that it must be proportional
to a real function. Hence, if ψE has zeroes, then Aǫ
−1/2φ+Bǫ1/2φ¯ ∝ A¯ǫ1/2φ¯+B¯ǫ−1/2φ, that is |A| = |B|,
in agreement with the fact that ψ′Eψ¯E − ψ¯′EψE = −2iǫ(|A|2− |B|2)/h¯ can be seen as a Wronskian only
if ψ¯E 6∝ ψE . We also note that in the case in which ψE = ψ, we have
A = i
[
eiαh¯W
2(ℓ+ ℓ¯)
]1/2
, B = −ǫe−iαA = A¯, (14.70)
where the identity −ǫe−iαA = A¯ follows from sgn [W/(ℓ+ ℓ¯)] = sgn [W (ℓ+ ℓ¯)]. An interesting question
is to find the transformations δ −→ δ′ leaving the state described by ψE{δ} invariant. To this end it
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is useful to write e
2i
h¯
S0 in a different form. First of all note that the expression of e
2i
h¯
S0 in (14.57) can
be seen as the composition of two maps. The first one is the Cayley transformation
w −→ z = σ(w) = w + i
w − i =
ψD + iψ
ψD − iψ ∈ S
1, (14.71)
where σ is the matrix
σ =
1
(−2i)1/2
(
1
1
i
−i
)
. (14.72)
Then e
2i
h¯
S0 is obtained as the Mo¨bius transformation
e
2i
h¯
S0 = γS0(z) =
az + b
cz + d
, (14.73)
where, by (14.57), the entries a, b, c, d of γS0 are
γS0 =
1
21/2|ℓ+ ℓ¯|1/2
(
e
i
2
α(1 + ℓ¯)
e−
i
2
α(1− ℓ)
e
i
2
α(1− ℓ¯)
e−
i
2
α(1 + ℓ)
)
. (14.74)
Note that d = a¯, c = b¯ and µ ≡ det γS0 = sgnRe ℓ, so that, if Re ℓ > 0, then γS0 ∈ SU(1, 1). By
(14.60) and (14.73) we can write ψE in the form
ψE{δ} =
(
2i
h¯∂qγS0(z)
)1/2
(A+BγS0(z)) . (14.75)
Under the transformation
δ −→ δ′ = {α′, ℓ′}, (14.76)
we have
e
2i
h¯
S0{δ} −→ e 2ih¯ S0{δ′} = γ′S0(z) = eiα
′w + iℓ¯′
w − iℓ′ , (14.77)
where γ′S0 is the matrix (14.74) with α and ℓ replaced by α
′ and ℓ′ respectively. For our purpose it is
useful to write e
2i
h¯
S0{δ′} as the Mo¨bius transformation of e
2i
h¯
S0{δ}, that is
e
2i
h¯
S0{δ′} = γ˜S0 (γS0(z)) , (14.78)
where
γ˜S0 = γ
′
S0γ
−1
S0 . (14.79)
We can now determine the transformations (14.76) such that
ψE{δ′} =
(
2i
h¯∂qγ′S0(z)
)1/2 (
A+Bγ′S0(z)
)
, (14.80)
describes the same state described by ψE{δ}. In other words, we are considering the transformations
of the integration constants of the QSHJE (9.44), corresponding to real p, such that ψE{δ} remains
unchanged up to some multiplicative constant c, that is
ψE{δ} −→ ψE{δ′} = cψE{δ}. (14.81)
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In order to compute ψE{δ′} we observe that by (14.79)
∂qγ
′
S0 = ∂qγ˜S0 (γS0(z)) =
∂γ˜S0
∂γS0
∂qγS0 = µ˜
∂qγS0
(c˜γS0 + d˜)2
, (14.82)
where µ˜ ≡ det γ˜S0 = sgnRe ℓ˜ and
γ˜S0(γS0) =
a˜γS0 + b˜
c˜γS0 + d˜
, (14.83)
with
a˜ = ¯˜d = e
i
2
α˜ 1 +
¯˜
ℓ
21/2|ℓ˜+ ˜¯ℓ|1/2
, b˜ = ¯˜c = e
i
2
α˜ 1− ¯˜ℓ
21/2|ℓ˜+ ¯˜ℓ|1/2
, (14.84)
which are the matrix elements of γ˜S0 given by (14.74) with the δ–moduli replaced by δ˜ = {α˜, ℓ˜}.
Therefore, by (14.80) and (14.82)
ψE{δ′} =
(
2i
µ˜h¯∂qγS0
)1/2 [
Ad˜+Bb˜+ (Ac˜+Ba˜)γS0
]
, (14.85)
and Eq.(14.81) gives
A2
¯˜
b+ ABa˜ = AB¯˜a +B2b˜. (14.86)
Note that if either A = 0 or B = 0, then b˜ = 0, i.e. ℓ˜ = 1, and the only transformation leaving
invariant the unit ray ΨE associated to ψE corresponds, as obvious, to adding a constant to S0. In the
case in which ψE is proportional to a real function, one has
B = e−iγA, (14.87)
for some γ ∈ R. Eq.(14.86) and (14.87) imply that the matrix elements of the transformations leaving
the unit ray invariant satisfy
Im a˜ = Im (e−iγ b˜). (14.88)
In the case in which ψE = ψ, by (14.70) and (14.87) we have γ = α− (ǫ+ 1 + 4k)π/2, k ∈ Z.
While ΨE is invariant under the transformations satisfying (14.86)
ΨE{δ} −→ ΨE{δ′} = ΨE{δ}, (14.89)
in the case of the conjugate momentum we have
p{δ} = h¯
2i
∂q ln γS0 −→ p{δ′} =
h¯
2i
∂q ln γ
′
S0 =
µ˜γS0
(a˜γS0 + b˜)(
¯˜
bγS0 + ¯˜a)
p{δ}. (14.90)
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15 Trajectories and the Equivalence Principle
We now start considering the conditions on S0 coming from the EP. In other words, until now we did
not care about the differential properties of S0; we just implicitly assumed that S0 had such properties
that the EP could be implemented. In other words, instead of defining the properties S0 should have
in order for the relevant equations to be defined, we did not mention them reserving part of this section
to this basic issue. This approach is particularly convenient as the conditions for the implementation
of the EP reduce to the conditions that S0 should satisfy in order for the QSHJE to exist. As we
will see, deriving these conditions will lead to the quantization of the energy without making use of
the conventional axiomatic interpretation of the wave–function. This is an important result of our
approach as we derive a basic fact directly from the EP. In this section we will also investigate in detail
the symmetry properties of the trivializing map. As we will see, the role of the Mo¨bius transformation
is that of making the generally projective transformation, connecting the trivializing map and the ratio
w = ψD/ψ, equivalent to an affine transformation.
The conditions concerning the existence of the QSHJE are closely related to the nature of the
trivializing map. In particular, we will see that this corresponds to a local homeomorphism of the
extended real line into itself. In this context we will see that there is an underlying Mo¨bius symmetry
which is related to the EP. Next, we will consider the case of the free particle and will define the
time parameterization by following Floyd’s suggestion of using Jacobi’s theorem. This will lead to a
dynamical equation corresponding to the quantum analogue of Newton’s law F = ma.
15.1 Differential properties of the reduced action
We saw that implementing the EP the CSHJE is modified by the additive term h¯2{S0, q}/4m. In order
to discuss the conditions for the existence of the QSHJE (9.44), it is convenient to consider its form
(9.42) that by the Mo¨bius symmetry of the Schwarzian derivative and (14.57) is equivalent to
{w, q} = −4m
h¯2
W(q). (15.1)
Existence of this equation requires some conditions on the continuity properties of w and its derivatives.
Since the QSHJE is the consequence of the EP, we can say that the EP imposes some constraints on
w = ψD/ψ. These constraints are nothing but the existence of QSHJE (9.44) or, equivalently, of
Eq.(15.1). That is, implementation of the EP imposes that {w, q} exists, so that
w 6= cnst, w ∈ C2(R), and ∂2qw differentiable on R. (15.2)
Note that requiring w to be of class C3(R) would be an unjustified restriction as the Schwarzian
derivative is defined also in the case in which ∂3qw is discontinuous (in this case W is discontinuous).
We now show that the conditions (15.2) are not complete. The reason is that, as we have seen,
the implementation of the EP requires that the properties of the Schwarzian derivative be satisfied.
Actually, its very properties, derived from the EP, led to the identification (qa; qb) = −h¯2{qa, qb}/4m.
Therefore, in order to implement the EP it is of basic importance that the transformation properties
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of the Schwarzian derivative and its symmetries be satisfied. In deriving the transformation properties
of (qa; qb) we noticed how, besides dilatations and translations there is a highly non–trivial symmetry
such as that under inversion. Therefore, we have that (15.1) must be equivalent to
{w−1, q} = −4m
h¯2
W(q). (15.3)
A property of the Schwarzian derivative is duality between its entries
{w, q} = −
(
∂w
∂q
)2
{q, w}. (15.4)
This shows that the invariance under inversion of w reflects in the invariance, up to a Jacobian factor,
under inversion of q. That is {w, q−1} = q4{w, q}, so that the QSHJE (15.1) can be written in the
equivalent form
{w, q−1} = −4m
h¯2
q4W(q). (15.5)
In other words, starting from the EP one can arrive to either Eq.(15.1) or Eq.(15.5). The consequence
of this fact is that since under
q −→ 1
q
, (15.6)
0± maps to ±∞, we have to extend the continuity conditions (15.2) to the point at infinity. In other
words, the continuity conditions (15.2) should hold on the extended real line Rˆ = R ∪ {∞}. This
aspect is related to the fact that the Mo¨bius transformations, under which the Schwarzian derivative
transforms as a quadratic differential, map circles to circles. We stress that we are considering the
systems defined on R and not Rˆ. What happens is that the existence of QSHJE forces us to impose
smoothly joining conditions even at ±∞, that is (15.2) must be extended to
w 6= cnst, w ∈ C2(Rˆ), and ∂2qw differentiable on Rˆ. (15.7)
As we will see, w is a Mo¨bius transformation of the trivializing map. Therefore, Eq.(15.4), which is
defined if and only if w(q) can be inverted, that is if ∂qw 6= 0, ∀q ∈ R, is a consequence of the cocycle
condition (8.14). By (15.5) we see that also local univalence should be extended to Rˆ. This implies
the following joining condition at spatial infinity
w(−∞) =
{
w(+∞), for w(−∞) 6= ±∞,
−w(+∞), for w(−∞) = ±∞. (15.8)
As illustrated by the non–univalent function w = q2, the apparently natural choice w(−∞) = w(+∞),
one would consider also in the w(−∞) = ±∞ case, does not satisfy local univalence.
15.2 The Equivalence Principle and the trivializing map
We can now derive the explicit expression of the trivializing map q −→ q0 under which a state W
reduces to W0. A first remark is that, as we have seen, for a given W there are different possible S0’s
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which are parameterized by the δ–moduli. We already derived the structure of the trivializing map
in (10.34). Here we derive the explicit expression of the trivializing map as function of the δ–moduli.
This expression follows directly from S00 (q0) = S0(q). We simply observe that for the state W0 we can
choose, as in (14.31), ψD
0
= q0 and ψ0 = 1. Then by (14.57) and S00 (q0) = S0(q) we have
eiα0
q0 + iℓ¯0
q0 − iℓ0 = e
iαw + iℓ¯
w − iℓ . (15.9)
Therefore, the trivializing map transforming the state W with moduli δ = {α, ℓ} into the state W0
with moduli δ0 = {α0, ℓ0} is given by the real map
q0 =
(ℓ0e
iβ + ℓ¯0e
−iβ)w + iℓ0ℓ¯eiβ − iℓ¯0ℓe−iβ
2w sin β + ℓe−iβ + ℓ¯eiβ
, (15.10)
where β = (α−α0)/2. Let us consider the case in which the functional structure of two reduced actions
differs only by a constant, that is
Sa0 (qa) = Sb0(qa) + h¯(αa − αb)/2. (15.11)
It is clear that these two reduced actions lead to the same conjugate momentum, that is to the same
physical state. In fact, by (15.11) we have
pa(q
a) =
∂Sa0 (qa)
∂qa
=
∂Sb0(qa)
∂qa
=
∂Sb0(qb)
∂qb
|qb=qa = pb(qa). (15.12)
Therefore, while for general reduced actions Sa0 and Sb0 one has pa(q) 6= pb(q), in the case (15.11) the
functional dependence of pa and pb on their arguments coincides and the only effect of the identification
Sa0 (qa) = Sb0(qb) is a trivial re–labeling of the coordinate. Thus, even if pa(qa) 6= pb(qb), we have
pa(q) = pb(q). Therefore, since the transformations (15.10) that differ only by the value of β connect
the same pair of states, we can set α = α0 + 2kπ, and (15.10) becomes
q0 =
(ℓ0 + ℓ¯0)w + iℓ0ℓ¯− iℓ¯0ℓ
ℓ+ ℓ¯
. (15.13)
We will call Mo¨bius states the states parameterized by ℓ associated with a given W.
15.3 Equivalence Principle and local homeomorphicity of v–maps
We now discuss some basic properties of the v–maps. First we note that consistency of the EP
requires continuity of the v–maps: since both q and qv take values continuously on R, it is clear that
full equivalence between the two systems requires that the v–maps should be continuous. Next note
that the EP implies that there always exists the trivializing map q −→ q0 under which W −→ W0.
Furthermore, since the transformation should exist for any pair of W states, we have that v–maps,
including the trivializing map, should be locally invertible. This provides the pseudogroup property.
We saw that all the above continuity properties hold. In fact these are the properties we derived
for w as a condition for the existence of the QSHJE. On the other hand, it follows by (15.10) that the
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properties of w reflect on the properties of the trivializing map. As for w, even in considering v–maps
we should consider Rˆ. In particular, from the properties of w and by (15.10) it follows that the v–maps
are local self–homeomorphisms of Rˆ. Let us map Rˆ to S1 by means of a Cayley transformation and
then consider the case of the trivializing map. While
z =
q − i
1− iq , (15.14)
spans S1 once, we have that
z0 =
q0 − i
1− iq0 , (15.15)
should run continuously around S1. Since the Cayley transformation is a global univalent transforma-
tion, we have that the v–maps induce local self–homeomorphisms of S1. We also note that since local
homeomorphisms are closed under composition, it follows that local homeomorphicity of any v–map
also follows from local homeomorphicity of the trivializing map.
15.4 The Mo¨bius symmetry of the trivializing map
Let us further illustrate the properties of the trivializing map. Choosing a pair of real linearly inde-
pendent solutions of the SE different from (ψD, ψ), reflects in a real Mo¨bius transformation of w
w −→ w˜ = aw + b
cw + d
. (15.16)
By (14.57), the effect of this transformation on S0 is
e
2i
h¯
S0{δ} −→ e 2ih¯ S0{δ′} = eiα
(
a+ iℓ¯c
a− iℓc
)
w + i(ℓ¯d− ib)/(a+ iℓ¯c)
w − i(ℓd+ ib)/(a− iℓc) = e
iα′w + iℓ¯
′
w − iℓ′ , (15.17)
where
eiα
′
= eiα
a + iℓ¯c
a− iℓc , ℓ
′ =
ℓd+ ib
a− iℓc . (15.18)
Considering the fixed point equation
ℓ′ = ℓ, (15.19)
we see that the transformations (15.16) satisfying
ℓ = i
d− a±
√
(d− a)2 + 4bc
2c
, (15.20)
correspond to changing only the phase α and do not affect the conjugate momentum. Since the
transformation (15.16) corresponds to
ψ˜D = aψD + bψ, ψ˜ = cψD + dψ, (15.21)
we have that replacing (ψD, ψ) in (14.29) with (ψ˜D, ψ˜), has no effect on p if the transformation (15.21)
satisfies (15.20). This analysis also shows that the transformation of w connecting (15.10) and (15.13)
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has the structure (15.16)(15.20). This is an interesting property of the trivializing map. In particular,
(15.10) and (15.13) show that there is a symmetry underlying the trivializing map, and therefore, by
the pseudogroup property, the v–maps. To see this observe that (15.19) is equivalent to
d = a− iℓc− iℓ−1b. (15.22)
On the other hand, reality of a, b, c, d implies the condition
c = − b
2
|ℓ|2 . (15.23)
This means that all the transformations of the kind(
ψD
ψ
)
−→
(
ψ˜D
ψ˜
)
=
(
a
−b|ℓ|−2
b
a + ib(ℓ¯−1 − ℓ−1)
)(
ψD
ψ
)
, (15.24)
induce a transformation of q0 under whichW0 remains invariant. Hence, the trivializing map is defined
up to a group of transformations that we now derive. First note that the effect of (15.24) on w is
w −→ w˜ = γ˜(w) = a|ℓ|
2w + b|ℓ|2
−bw + a|ℓ|2 + ib(ℓ− ℓ¯) , (15.25)
where γ˜ is the matrix in (15.24). From Eq.(15.13) we have
w = γ(q0), (15.26)
where
γ = (ℓ0 + ℓ¯0)
−1
(
ℓ + ℓ¯
0
iℓ¯0ℓ− iℓ0ℓ¯
ℓ0 + ℓ¯0
)
. (15.27)
By (15.25) and (15.26) we have
w˜ = γ˜(w) = γ˜(γ(q0)) = γ˜ · γ(q0). (15.28)
The effect on q0 induced by the transformation (15.24) is defined by
w˜ = γ(γˆ(q0)) = γ · γˆ(q0), (15.29)
that compared with (15.28) gives
γˆ = γ−1 · γ˜ · γ. (15.30)
Therefore, given the trivializing map q −→ q0 = v0(q) connecting a Mo¨bius state of W to a Mo¨bius
state of W0, we have that any other map defined by
qˆ0 = γˆ(q0), (15.31)
still connects the same Mo¨bius states. These transformations can be parameterized by β in (15.10).
Let us denote q0 in (15.10) by q0β, so that q
0 in (15.13) corresponds to q0kπ. By (15.10) we have
q0β = γ1(w), (15.32)
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where
γ1 =
(
ℓ0e
iβ + ℓ¯0e
−iβ
2 sinβ
iℓ0ℓ¯e
iβ − iℓ¯0ℓe−iβ
ℓe−iβ + ℓ¯eiβ
)
. (15.33)
On the other hand, by (15.26) and (15.32) we have q0β = γ1 · γ(q0), so that
q0β = γβ(q
0), (15.34)
where
γβ = γ1 · γ = ℓ + ℓ¯
ℓ0 + ℓ¯0
(
ℓ0e
iβ + ℓ¯0e
−iβ
2 sin β
−2|ℓ0|2 sin β
ℓ0e
−iβ + ℓ¯0eiβ
)
. (15.35)
Therefore, we have that the trivializing map is defined up to the Mo¨bius transformation
q0β =
(ℓ0e
iβ + ℓ¯0e
−iβ)q0 − 2|ℓ0|2 sin β
2q0 sin β + ℓ0e−iβ + ℓ¯0eiβ
. (15.36)
Note that for ℓ0 = |ℓ0| exp−i[β + (2k + 1)π/2], k ∈ Z, we have
q0β = −
|ℓ0|2
q0 + 2ekπi|ℓ0| cosβ , (15.37)
that for β = (2n+ 1)π/2, n ∈ Z, becomes
q0(2n+1)π/2 = −
|ℓ0|2
q0
. (15.38)
Note that Eq.(15.36) can be also directly derived from (15.10) by considering the case in which w = q0
and ℓ = ℓ0, corresponding to
eiα0
q0β + iℓ¯0
q0β − iℓ0
= eiα
q0 + iℓ¯0
q0 − iℓ0 . (15.39)
This represents the transformation connecting the same Mo¨bius state but with the action having a dif-
ferent α. Since this constant has no dynamical effects, the Mo¨bius transformations (15.36) correspond
to a one–parameter group of symmetries of the trivializing map.
It is worth stressing another property of the trivializing map. Namely, we have seen that it is
a Mo¨bius, or projective, transformation (15.10) of the ratio w. On the other hand, this can be
reduced to the affine mapping (15.13). Recall that in proving that the relation Eq.(8.14) implies that
(qa, qb) ∝ {qa, qb}, we mentioned the fact that any element g in the family of one–dimensional complex
analytic local homeomorphisms, such that either g′′(x)/g′(x) = 0 or {g(x), x} = 0, are the unique
solutions of a system of differential equations involving only the first and higher derivatives, satisfying
the pseudogroup property [35][36]. Then, in this context it is interesting to observe that according to
(15.10) we have {w, q0} = 0 which by (15.13) reduces to ∂2q0w/∂q0w = 0.
Let us denote by qa and qb the coordinates of two Mo¨bius states associated to the same W. While
in the case of the state W0, q0a and q0b are related by the affine transformation
q0b =
(ℓ0,b + ℓ¯0,b)q
0
a + iℓ0,bℓ¯0,a − iℓ¯0,bℓ0,a
ℓ0,a + ℓ¯0,a
, (15.40)
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in the case of Mo¨bius states associated to arbitraryW states, the v–map qa −→ qb = vba(qa) corresponds
to the affine transformation of the w’s
wb =
(ℓb + ℓ¯b)wa + iℓbℓ¯a − iℓ¯bℓa
ℓa + ℓ¯a
, (15.41)
where wk ≡ w(qk), k = a, b. The v–map connecting two different states, say Wa(qa) and Wb(qb),
is still defined by (15.41) where now wk ≡ wk(qk) = ψDk (qk)/ψk(qk), with (ψDk , ψk) a pair of linearly
independent real solutions of the SE defined by Wk(qk).
15.5 The free particle
A feature of our formulation is that no use of the usual axioms of QM is made. In particular, the SE
arises as mathematical tool to linearize the QSHJE (9.44). We now start studying the physical conse-
quences of the QSHJE which is seen as an equation for trajectories. While the concept of trajectories
in QM is reminiscent of Bohm’s theory, we will see that there are basic differences. A first important
aspect is that the conjugate momentum p = ∂qS0, which is a real quantity even in the classically
forbidden regions, has a well–defined and natural classical limit. Furthermore, besides the fact that
there is no pilot–wave guide, we will also see that p 6= mq˙. This is a consequence of the definition of
time parameterization which follows from Jacobi’s theorem as done by Floyd in [15].
A basic request to formulating a trajectory interpretation of the QSHJE would be the derivation
of the main features of QM without assuming its axioms. Since tunnelling and energy quantization
are basic features distinguishing QM from CM, we have to understand whether the QSHJE reproduces
such phenomena. We will give a detailed proof that this is in fact the case: both the tunnel effect
and energy quantization are predictions of the EP and in particular of the QSHJE which follows
from it. In this respect let us recall that in the conventional formulation of QM the tunnel effect is
a consequence of the wave–function interpretation in terms of probability amplitude of finding the
particle in a measurement process. Since in the classically forbidden regions one generally has ψ 6= 0,
there is a non–zero probability of finding the particle in the region where V − E > 0. On the other
hand, we have seen that p = ǫ|φ|−2, which is a real quantity even in the classically forbidden regions.
As we will see, the reality property inside the classically forbidden region is a property which holds
also for the velocity field.
Another feature, which is a consequence of the wave–function interpretation, concerns the quanti-
zation of the energy spectrum. In particular, since |ψ|2dq is the probability of finding the particle in
the interval [q, q + dq], it follows that there are situations (bound states) in which the SE admits a
solution ψ, identified with the wave–function, belonging to L2(R). We will see that in our formulation
this condition follows from the local homeomorphicity of v–maps, a condition implied by the EP! This
condition directly follows from (15.7) which concerns the existence of the QSHJE.
The above aspects will be discussed in detail later on. We now consider the solutions of the QSHJE
for the free particle of energy E. In order to find the conjugate momentum, we first have to choose
two real linearly independent solutions of the SE. Let us set
ψD = a sin(kq), ψ = b cos(kq), (15.42)
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where k =
√
2mE/h¯. For the Wronskian we have W = −abk. By (14.29) and (15.42) we have
pE = ± h¯(ℓE + ℓ¯E)abk
2 |a sin(kq)− iℓEb cos(kq)|2
. (15.43)
An important topic of our approach that will be discussed later, concerns the E −→ 0 and h¯ −→ 0
limits. In doing this we have to consider S0 or p. This implies that these limits should be performed by
considered ψD, ψ and ℓ simultaneously. However, since any linear transformation of ψD and ψ reflects
in a transformation of ℓ and α, in considering the E −→ 0 limit of ψD and ψ, we can also require that
the corresponding functions reduce to the one of the state W0
lim
E−→0
aψD = q, lim
E−→0
bψ = 1. (15.44)
A possible solution is a = k−1, b = 1, so that W = −1 and Eq.(15.43) becomes
pE = ± h¯(ℓE + ℓ¯E)
2 |k−1 sin(kq)− iℓE cos(kq)|2
. (15.45)
15.6 Time parameterization
It is well–known that while in CM the regions where V − E > 0 are forbidden this is not the case
in QM. In our approach the tunnel effect is due to the fact that p is a real function even in the
classically forbidden regions, a consequence of the quantum potential which, unlike in Bohm theory,
is never trivial. This is the case also for the state W0. As stressed in [13], this property is reminiscent
of the relativistic rest energy.14 As a consequence of the quantum potential, the dynamics of the
system is rather different from the classical one. In order to specify it, we have to introduce time
parameterization. In [15] Floyd made the interesting proposal of using Jacobi’s theorem. According
to this theorem, time parameterization is given by the partial derivative of the reduced action with
respect to E, that is
t− t0 = ∂S0
∂E
. (15.46)
Using the QSHJE (9.44), we can write (15.46) in the form
t− t0 = ∂
∂E
∫ q
q0
dx
∂S0
∂x
=
(
m
2
)1/2 ∫ q
q0
dx
1− ∂EQ
(E − V −Q)1/2 , (15.47)
where q0 ≡ q(t0). The velocity and acceleration are [15]
dq
dt
=
(
dt
dq
)−1
=
∂qS0
m(1− ∂EV) , (15.48)
and
q¨ = −q˙3 d
2t
dq2
=
2(E − V)∂q∂EV
m(1− ∂EV)3 −
∂qV
m(1− ∂EV)2 , (15.49)
where V denotes the “effective potential”
V(q) ≡ V (q) +Q(q). (15.50)
14In a different context the usual quantum potential was considered in [14] as an internal potential.
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15.7 Quantum mass field: dynamical equation
Observe that the deformation of the classical relation between conjugate momentum and velocity is
provided by the quantum potential through the relation
q˙ =
p
m(1− ∂EQ) 6=
p
m
. (15.51)
The relationship between p and q˙ can be written in an alternative way by using the QSHJE (9.44). In
fact, the partial derivative of (9.44) with respect to E gives
m
∂Q
∂E
= m− p ∂p
∂E
, (15.52)
so that (15.51) becomes
q˙ =
1
∂Ep
, (15.53)
which is satisfied also classically. The fact that q˙ 6= p/m is somehow reminiscent of special relativity
in which there is the correction due to the γ factor. In particular, for the free particle we have
E =
m
2
q˙2(1− ∂EQ)2 +Q. (15.54)
This suggests defining the quantum mass field
mQ = m(1− ∂EQ), (15.55)
so that
p = mQq˙. (15.56)
This form of the conjugate momentum allows us to write the QSHJE (9.44) in terms of
.
q,
..
q,
...
q . Using
p′ = m′Qq˙ +mQ
q¨
q˙
, p′′ = m′′Qq˙ + 2m
′
Q
q¨
q˙
+mQ
( ...
q
q˙2
− q¨
2
q˙3
)
, (15.57)
and recalling that
Q =
h¯2
4m
{S0, q} = h¯
2
4m
(
p′′
p
− 3
2
p′2
p2
)
, (15.58)
we have that the QSHJE (9.44) is equivalent to the dynamical equation
m2Q
2m
q˙2 + V (q)− E + h¯
2
4m

m′′Q
mQ
− 3
2
m′Q
2
m2Q
− m
′
Q
mQ
q¨
q˙2
+
...
q
q˙3
− 5
2
q¨2
q˙4

 = 0. (15.59)
Note that taking the time derivative of this equation yields the quantum analogue of Newton’s law.
We also observe that the solution of the equation of motion depends on the integration constants Re ℓ
and Im ℓ which play the role of hidden variables.
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16 Equivalence Principle and fundamental constants
We have seen that the EP implied the QSHJE in which the Planck constant plays the role of covari-
antizing parameter. The fact that a fundamental constant follows from the EP suggests that other
fundamental constants as well may be related to such a principle. One hint in this direction is to
observe that the EP we formulated is reminiscent of Einstein’s EP [3]. The similarity between our
formulation and the basis of GR suggests that the long–standing problem of quantizing gravity is
related to a deep relationship between gravity and the foundations of QM. This indicates that the EP
should be seen as a principle underlying all possible interactions. In particular, not only gravity but
any physical system under the action of an arbitrary potential should be equivalent to the free system.
We have seen that this implied the introduction of the quantum potential. Unlike in the conventional
approach to QM, this function is never trivial. In particular, by (14.6) it follows that in the case of
the state W0 we have
Q0 = − p
2
0
2m
= − h¯
2(ℓ0 + ℓ¯0)
2
8m|q0 − iℓ0|4 . (16.1)
We note that, unlike the relativistic rest energy, which depends on the mass only, the quantum potential
depends on V −E itself. It is just this peculiar property of Q which makes the tunnel effect possible:
the intrinsic “self–energy” Q is the particle reaction to any external potential. This intrinsic effect
makes p a real field also in the classically forbidden regions.
The connection between our formulation and GR would suggest the appearance of other funda-
mental constants besides the Planck constant. Since our formulation concerns QM, it is clear that a
connection with GR would suggest the appearance of the Newton constant, in particular one should
expect that the Planck length should arise in a natural way. We now follow [13] to show that in consid-
ering the classical and E −→ 0 limits in the case of the free particle, one has to introduce fundamental
lengths. The first condition is that in the h¯ −→ 0 limit Eq.(15.45) reduces to the classical solution
lim
h¯−→0
pE = ±
√
2mE. (16.2)
On the other hand, we should also have
lim
E−→0
pE = p0 = ± h¯(ℓ0 + ℓ¯0)
2|q − iℓ0|2 , (16.3)
in agreement with (14.6). Let us first consider Eq.(16.2). Due to the ℓE cos(kq) term in (15.45), we
see that existence of the classical limit would imply some condition on ℓE . In particular, in order to
reach the classical value
√
2mE in the h¯ −→ 0 limit, the quantity ℓE should depend on E. Let us set
ℓE ∼ k−1 + λE, (16.4)
for some λE . Recalling that p = ǫ|φ|−2, we have
pE = ± h¯(ℓE + ℓ¯E)
2|k−1 sin(kq)− iℓE cos(kq)|2 = ±
√
2mE +mE(λE + λ¯E)/h¯
|eikq + λEk cos(kq)|2
. (16.5)
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Hence, if λE ∼ h¯n, n > 1, then pE would satisfy (16.2). However, we now show that the condition
(16.3) implies that (16.4), although correct as λE is still undetermined, is not the natural one. In fact,
to get the limit (16.3) one observes that q in the right hand side arises from the E −→ 0 limit of
k−1 sin(kq). This shows that to get this limit we cannot manipulate the expression (15.45) by moving
k−1 from the k−1 sin(kq) term. On the other hand, with the position (16.4), we would have
pE ∼
E−→0
2h¯2(2mE)−1/2 + h¯(λE + λ¯E)
2|q − ih¯(2mE)−1/2 − iλE |2 , (16.6)
implying a rather involved cancellation of the divergent E−1/2 terms which should come from λE . This
suggests considering the position
ℓE = k
−1f(E, h¯) + λE, (16.7)
where f is dimensionless. Since λE is arbitrary, we choose f to be real. By (16.5) and (16.7) we have
pE = ±
√
2mEf(E, h¯) +mE(λE + λ¯E)/h¯
|eikq + (f(E, h¯)− 1 + λEk) cos(kq)|2
, (16.8)
so that, forgetting for a moment λE, in order to recover the classical result we have that in the h¯ −→ 0
limit f has to satisfy the condition
lim
h¯−→0
f(E, h¯) = 1. (16.9)
On the other hand, cancellation of the divergent term E−1/2 in
pE ∼
E−→0
h¯2(2mE)−1/2f(E, h¯) + h¯(λE + λ¯E)
|q − ih¯(2mE)−1/2f(E, h¯)− iλE |2 , (16.10)
yields
lim
E−→0
E−1/2f(E, h¯) = 0. (16.11)
This analysis shows that the request that both the h¯ −→ 0 and E −→ 0 limits exist, is a strong
constraint as we have to introduce the dimensionless quantity f which depends both on E and h¯
and satisfies the conditions (16.9) and (16.11). We now see that this suggests introducing the Planck
length.
16.1 h¯ −→ 0, E −→ 0 and Planck length
The limit (16.3) can be seen as the limit in which the trivializing map reduces to the identity. Actually,
the trivializing map connecting W = −E and W0, reduces to the identity map in the E −→ 0 limit.
In the above investigation we considered q as an independent variable, however one can also consider
qE(q
0) so that limE→0 qE = q0 and in the above formulas one can replace q with qE .
In considering the two limits E −→ 0 and h¯ −→ 0, one has to introduce basic lengths. We know
from (16.11) that k must enter in the expression of f(E, h¯). Since f is a dimensionless constant, we
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need at least one more constant with the dimension of a length. Two fundamental lengths one can
consider are the Compton length
λc =
h¯
mc
, (16.12)
and the Planck length
λp =
√
h¯G
c3
. (16.13)
Two dimensionless quantities depending on E are
xc = kλc =
√
2E
mc2
, (16.14)
and
xp = kλp =
√
2mEG
h¯c3
. (16.15)
On the other hand, since xc does not depend on h¯, this combination is ruled out by (16.9). Then we
see that a natural expression for f is a function of the Planck length times k. Let us set
f(E, h¯) = e−α(x
−1
p ), (16.16)
where
α(x−1p ) =
∑
k≥1
αkx
−k
p . (16.17)
Eqs.(16.9)(16.11) correspond to conditions on the αk’s. For example, in the case in which one considers
α to be the function α(x−1p ) = α1x
−1
p , then by (16.11) we have α1 > 0. Therefore, we have
ℓE = k
−1e−α(x
−1
p ) + λE. (16.18)
In order to consider the structure of λE , we note that although e
−α(x−1p ) cancelled the E−1/2 divergent
term, we still have some conditions to be satisfied. To see this note that
pE = ±
√
2mEe−α(x
−1
p ) +mE(λE + λ¯E)/h¯∣∣∣eikq + (e−α(x−1p ) − 1 + kλE) cos(kq)∣∣∣2 , (16.19)
so that the condition (16.2) implies
lim
h¯−→0
λE
h¯
= 0. (16.20)
To discuss this limit, we first note that by (16.5) and (16.18)
pE = ± 2h¯k
−1e−α(x
−1
p ) + h¯(λE + λ¯E)
2
∣∣∣k−1 sin(kq)− i (k−1e−α(x−1p ) + λE) cos(kq)∣∣∣2 . (16.21)
So that, since
lim
E−→0
k−1e−α(x
−1
p ) = 0, (16.22)
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we have by (16.3) and (16.21) that
lim
E−→0
λE = lim
E−→0
ℓE = ℓ0. (16.23)
Consider now the limit
lim
h¯−→0
p0 = 0. (16.24)
Writing p0 in the equivalent form
p0 = ± h¯(ℓ0 + ℓ¯0)
2|q0 − iℓ0|2 , (16.25)
we see that to get the classical limit, we have to consider both cases q0 6= 0 and q0 = 0. In particular,
we see that the behavior of ℓ0 should be
ℓ0 ∼ h¯γ , −1 < γ < 1. (16.26)
Lengths having the term h¯γ , −1 < γ < 1, can be constructed by means of λc and λp. We also note that
a constant length independent from h¯ is given by λe = e
2/mc2 with e the electric charge.15 Then ℓ0
can be considered as a suitable function of λc, λp and λe satisfying the constraint (16.26). Consistency
between (16.20) and (16.26) implies that the condition (16.20) is given by the λE/λ0 term of λE. In
particular, the above investigation indicates that a natural way to express λE is
λE = e
−β(xp)λ0, (16.27)
where
β(xp) =
∑
k≥1
βkx
k
p. (16.28)
Any possible choice should satisfy the conditions (16.20) and (16.23). For example, for ℓE built with
β(xp) = β1xp, one should have β1 > 0. Summarizing, we have
ℓE = k
−1e−α(x
−1
p ) + e−β(xp)ℓ0, (16.29)
where
ℓ0 = ℓ0(λc, λp, λe), (16.30)
and for the conjugate momentum of the state W = −E, we have
pE = ± 2k
−1h¯e−α(x
−1
p ) + h¯e−β(xp)(ℓ0 + ℓ¯0)
2
∣∣∣k−1 sin(kq)− i (k−1e−α(x−1p ) + e−β(xp)ℓ0) cos(kq)∣∣∣2 . (16.31)
We observe that the above investigation answers the question posed at the end of subsect.10.4,
where we noticed non–triviality of the classical limit. In particular, one can check that the coefficients
in (10.29), which are defined up to a global scaling factor, are
A = e
i
2
α(k−1 − ℓ¯E), B = −e i2α(ℓ¯E + k−1), C = e− i2α(k−1 + ℓE), D = e− i2α(ℓE − k−1), (16.32)
15Note that the ratio λe/λc is the fine–structure constant α = e
2/h¯c.
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where we used
w + iℓ¯E
w − iℓE =
k−1 tan kq + iℓ¯E
k−1 tan kq − iℓE =
(k−1 − ℓ¯E)e2ikq − ℓ¯E − k−1
(k−1 + ℓE)e2ikq + ℓE − k−1 . (16.33)
The limit (10.29) is a direct consequence of the fact that the classical limit of (16.31) is ±√2mE.
A feature related to the above investigation concerns the analogue of de Broglie’s wave–length
λ(q) =
h
|p| = h|φ|
2, (16.34)
where h denotes the Planck constant. Let us denote by qR a solution of the equation
ψD(q) = −ψ(q)Im ℓ, (16.35)
that determines the points where ψD − iℓψ is purely imaginary. We have
λ(qR) = 2πψ
2(qR)|W |−1Re ℓ, (16.36)
and
|p(qR)| = h¯|W |
ψ2(qR)Re ℓ
. (16.37)
In the case of the state W0, we have
λ0(q0) = 4π
|q0 − iℓ0|2
ℓ0 + ℓ¯0
, (16.38)
that reaches its minimum precisely at q0 = q0R = −Im ℓ0
λ0(−Im ℓ0) = 2πRe ℓ0. (16.39)
Under the trivializing map all the solutions of (16.35) map to q0R. In fact, by (15.13) and (16.35)
− Im ℓ0 = −(ℓ0 + ℓ¯0)Im ℓ+ iℓ0ℓ¯− iℓ¯0ℓ
ℓ+ ℓ¯
. (16.40)
More generally, by (15.41)
− Im ℓb = −(ℓb + ℓ¯b)Im ℓa + iℓbℓ¯a − iℓ¯bℓa
ℓa + ℓ¯a
, (16.41)
which can be also seen as a consequence of (16.40) and of the pseudogroup property of v–maps. Note
that since
p0dq
0 = pdq, (16.42)
we have the transformation property
λ0(q0) =
∣∣∣∣∣∂q
0
∂q
∣∣∣∣∣ λ(q), (16.43)
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which is equivalent to
λ0(q0) =
∣∣∣∣∣φ
0(q0)
φ(q)
∣∣∣∣∣
2
λ(q), (16.44)
where φ0 is the function given in (14.65) in the case of W0.
We have seen that in considering the h¯ −→ 0 and E −→ 0 limits, one has to introduce some
fundamental lengths. The structure of ℓE indicates a possible way in which fundamental constants
and related interactions may arise. In particular, Eq.(16.29) suggests that in a suitable context these
quantities may play the role of a natural cut–off. In this respect we observe that in the expression of ℓE
both xp and x
−1
p appears, a fact suggesting a possible ultraviolet–infrared duality. In this context we
recall that the basic Mo¨bius symmetry (15.36) is intrinsically related to the structure of the QSHJE
and then of the trivializing map. One may consider the state W0 as a sort of vacuum state with
all the other states connected by the trivializing map. Then, thanks to the pseudogroup property of
v–maps, the Mo¨bius symmetry of the state W0, reflects in symmetry properties of arbitrary states. In
this respect we stress that the symmetry associated to the state W0 includes the inversion (15.38). In
particular, observe that after the rescaling of the space coordinate
q0β −→ X0β =
q0β
|ℓ0| , (16.45)
we have that (15.38) precisely corresponds to the S–duality transformation
X0(2n+1)π/2 = −
1
X0
, (16.46)
which makes a correspondence between long and short distances.
We have seen that the ℓE ’s naturally appear in the framework of the Mo¨bius transformations whose
origin traces back to the p–q duality we studied at the beginning of our investigation. Actually, p–
q duality is connected to the ψD–ψ duality. In particular, while in considering the self–dual states
we were forced to introduce the dimensional constants γ, γp and γq, in the case discussed above we
introduced the dimensional constants λp, λc and λe. As for p–q duality, in which the dimensionality
of the constants is related to the Mo¨bius symmetry and to the different dimensional properties of p
and q, in the case of ψD and ψ we have that any linear combination of ψD and ψ corresponds to a
Mo¨bius transformation of w = ψD/ψ. On the other hand, a linear combination between ψD and ψ
forces us, as in the case of p and q, to introduce dimensional constants. The origin of this is, once
again, the existence of the self–dual state, which actually coincides with the state W0. In fact, since
for the stateW0 the functions ψD and ψ must solve the equation ∂2qψD = 0 = ∂2qψ, we necessarily have
to introduce a constant length in considering linear combinations of ψD = q and ψ = cnst. Since these
solutions correspond to W0 ≡ 0, we do not have any constant length provided by the problem. This
leads considering fundamental constants. This is the basic reason of the appearance of λp, λc and λe.
Since these constants appear in ℓ, we have that in our formulation of QM there are hidden variables
depending on the Planck length.
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16.2 Time, energy and trajectories
We now consider an aspect concerning Floyd’s proposal of using Jacobi’s theorem to define time param-
eterization. The point is that in considering ∂ES0, one has to understand whether the E dependence
of ℓ, as in the case of ℓE for the state with W = −E, should be derived. In other words, one should
fix which terms in the expression of S0 one has to consider as explicit. For example, in the case of
the free particle of energy E, one can absorb the multiplicative k−1 factor in w = k−1 tan kq just by a
rescaling of ℓE in the expression of the reduced action that we denote by SE0 . If in evaluating the partial
derivative ∂ESE0 one considers the dependence of ℓE on E as the unique implicit one, then the value of
∂ESE0 is not well–defined: a common E–dependent rescaling of w + iℓE and w − iℓE in (14.57) would
change ∂Ew, and therefore t − t0 = ∂ESE0 , leaving SE0 invariant. In order to better understand these
aspects, let us consider time parameterization in the case of the stateW0. Since this state corresponds
to the E −→ 0 limit of the state W = −E, we have
t− t0 = lim
E−→0
∂SE0
∂E
. (16.47)
On the other hand, for any fixed ℓ0 any different choice of the functions α(x
−1
p ) and β(xp) corresponds
by construction to a set of ℓE ’s with the common property of having the same limit ℓ0. This means
that for any choice of the functions α(x−1p ) and β(xp) one obtains always S00 with the same ℓ0. Hence,
different choices of α(x−1p ) and β(xp) will correspond to the same Mo¨bius state in the E −→ 0 limit.
This implies that the limit cannot depend on α(x−1p ) and β(xp). What remains to understand is
whether the k−1 factor in w = k−1 tan kq and in ℓE = k−1e−α(x
−1
p ) + e−β(xp)ℓ0, should be derived.
A natural possibility that would allow a non ambiguous definition of time parameterization, is to
assume that all the terms depending on E that can be absorbed in a redefinition of ℓ should not be
considered in evaluating ∂ES0. In other words, the only E terms in S0 that should be considered
in evaluating ∂ES0 are those for which the transformation E −→ E ′ 6= E does not correspond to a
Mo¨bius transformation of e
2i
h¯
S0, that is such that W −→ W ′ 6= W. Let us consider again the case
of the free particle. We have w = k−1 tan kq. While changing E in E ′ in the k−1 factor would give
{k′−1 tan kq, q} = {w, q} = −4mE/h¯2, where k′ = √2mE ′/h¯, in the case in which we change the E
appearing in tan kq we have {k−1 tan k′q, q} = −4mE ′/h¯2 6= −4mE/h¯2. Hence, the k−1 term in w
should not be derived. The constant corresponding to the initial conditions for SE0 are α and kℓE and
the only term in SE0 to be derived with respect to E is kw = tan kq. It follows that the equation for
the trajectories of the free particle of energy E is
t− t0 = ∂S
E
0
∂E
=
k(ℓE + ℓ¯E)
2| sin(kq)− ikℓE cos(kq)|2
√
m
2E
q. (16.48)
Note that since by (16.7)(16.9) and (16.20)
lim
h¯−→0
kℓE = 1, (16.49)
we have that the trajectories (16.48) precisely collapse to the classical one in the h¯ −→ 0 limit
t− t0 =
√
m
2E
q. (16.50)
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Hence, the QSHJE correctly leads to trajectories whose classical limit arises in a natural way. Note
that the quantum trajectory (16.48) can be written as the multiplicative correction of the classical one
t− t0 = Fqu(q)
√
m
2E
q, (16.51)
where
Fqu(q) =
k(ℓE + ℓ¯E)
2| sin(kq)− ikℓE cos(kq)|2 . (16.52)
It is easy to see that the right hand side of (16.48) diverges in the E −→ 0 limit. This means that
the state W0 corresponds, as in the classical limit, to a particle at rest, that is
q˙0 = 0. (16.53)
Therefore, in the formulation derived from the EP a free particle with vanishing energy is at rest, as
in the classical case. However, while in CM one has ∂qScl0 = mq˙, in QM we have ∂qS0 6= mq˙. In
particular, while for the stateW0 we have q˙ = 0, the conjugate momentum is non–vanishing. This can
be considered as the effect of the quantum mass field. Let us denote by mQE the quantum mass field
corresponding to the free particle of energy E. It follows from (14.6)(15.56) and (16.53) that
lim
E−→0
mQE = ±∞. (16.54)
Hence, the fact that p0 6≡ 0 is due to the divergence of ∂EQE in the E −→ 0 limit.
While the state W0 corresponds, as in the classical limit, to a particle at rest, in the W = −E case
the velocity is not a constant. In fact, deriving (16.48) with respect to q we obtain
q˙ =
2| sin(kq)− ikℓE cos(kq)|4
k(ℓE + ℓ¯E)
{
| sin(kq)− ikℓE cos(kq)|2 + kq[(|kℓE|2 − 1) sin(2kq) + ik(ℓE − ℓ¯E) cos(2kq)]
}
√
2E
m
,
(16.55)
which is a constant in the classical limit only
lim
h¯−→0
q˙ =
√
2E/m. (16.56)
Therefore, for the trajectory (16.48) we have SE0 6=
√
2mEq unless kℓE = 1, which holds in the
classical limit only. Now recall that in discussing p–q duality, we observed that since this is based
on the existence of the Legendre transform of S0, it would break down when either S0 = cnst or
S0 ∝ q + cnst. Hence, requiring a formulation with manifest p–q duality for all the possible states
forces one to discard CM. On the other hand, we derived the QSHJE (9.44) from the EP without
assuming any p–q duality. Then we noticed that, due to the {S0, q} term, the QSHJE could not be
defined for S0 = cnst. Hence, a condition for the existence of p–q duality was a simple consequence of
the implementation of the EP. It remains to understand whether also the case SE0 ∝ q+cnst, for which
the Legendre transform of S0 degenerates, could be discarded for reasons related to the implementation
of the EP. This would give an even deeper relationship between the EP and p–q duality. We have seen
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above that this is in fact the case: this came out as a consistency condition on the limits. In particular,
the solution SE0 =
√
2mEq, would imply
S00 = lim
E−→0
SE0 = 0, (16.57)
that we already discarded. Therefore, the EP guarantees p–q duality.
17 Equivalence Principle, tunnelling and quantized spectra
In this section we show how tunnelling arises in the context of the QSHJE. We also show, following
[2], the basic fact that when limq→±∞W > 0 the QSHJE is defined only in the case in which the
corresponding SE has square summable solutions. This implies the standard result on the quantized
energy spectra without making use of any axiomatic interpretation of the wave–function. We will also
discuss the structure of the spaces H and K of the admissible W’s and S0’s respectively.
17.1 Tunnelling
It is well–known that it may happen that there are space regions which are forbidden to classical
trajectories. From the CSHJE one has
p = ±
√
2m(E − V ), (17.1)
so that the classically forbidden region is Ω = {q ∈ R|V (q) − E > 0}. The situation is completely
different in the case of the QSHJE where
p = ±
√
2m(−V −Q+ E). (17.2)
Hence, due to the Q term, we have that even if q ∈ Ω, p may be real. In fact, since p = ǫ|φ|−2,
we have p ∈ R, ∀q ∈ R. As we will see the exception arises just for the case of the infinitely deep
potential well. In other words, we have the tunnel effect for the trajectories described by the QSHJE.
In the usual formulation, tunnelling is essentially a consequence of the axiomatic interpretation of the
wave–function in terms of probability amplitude. Note that we considered reality of p. However, to
have the tunnel effect one should check that q˙, like p, is a real quantity for any q. It can be seen, for
example by (15.53), that this is in fact the case. This can be also seen by noticing that
t− t0 = ∂S0
∂E
=
WE
W
p, WE ≡ ψD∂Eψ − ψ∂EψD, (17.3)
implies t ∈ R, ∀q ∈ R. The reason underlying the tunnel effect resides in the fact that it is always
possible to choose a pair of linearly independent solutions of the SE which are real for any q ∈ R.
Deriving (17.3) with respect to q we obtain the expression of the velocity
q˙ =
W
∂q(pWE)
. (17.4)
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Hence, there are no forbidden regions associated to the QSHJE. We note that this can be also seen as
a direct consequence of the EP. In fact, since the EP implies that (2.37) is a local self–homeomorphism
of Rˆ, even the existence of only one S0, ∀q ∈ R, implies that any reduced action will be real for any
real value of the coordinate. On the other hand, if the reduced actions take real values for all q ∈ R,
then p = ∂qS0 ∈ R, ∀q ∈ R. This implies that t ∈ R, ∀q ∈ R. The exception arises for the infinitely
deep potential well. We will see that this situation will come as a particular limiting case.
17.2 Quantized spectra from the Equivalence Principle
We saw that the EP implied the QSHJE (9.44). However, although this equation implies the SE, we
saw that there are aspects concerning the canonical variables which arise in considering the QSHJE
rather than the SE. In this respect a natural question is whether the basic facts of QM also arise
in our formulation. A basic point concerns a property of many physical systems such as energy
quantization. This is a matter of fact beyond any interpretational aspect of QM. Then, as we used the
EP to get the QSHJE, it is important to understand how energy quantization arises in our approach.
According to the EP, the QSHJE contains all the possible information on a given system. Then, the
QSHJE itself should be sufficient to recover the energy quantization including its structure. In the
usual approach the quantization of the spectrum arises from the basic condition that in the case in
which limq→±∞W > 0, the wave–function should vanish at infinity. Once the possible solutions are
selected, one also imposes the continuity conditions whose role in determining the possible spectrum is
particularly transparent in the case of discontinuous potentials. For example, in the case of the potential
well, besides the restriction on the spectrum due to the L2(R) condition for the wave–function (a
consequence of the probabilistic interpretation of the wave–function), the spectrum is further restricted
by the smoothly joining conditions. Since the SE contains the term ∂2qψ, the continuity conditions
correspond to an existence condition for this equation. On the other hand, also in this case, the
physical reason underlying this request is the interpretation of the wave–function in terms of probability
amplitude. Actually, strictly speaking, the continuity conditions come from the continuity of the
probability density ρ = |ψ|2. This density should also satisfy the continuity equation ∂tρ + ∂qj = 0,
where j = ih¯(ψ∂qψ¯ − ψ¯∂qψ)/2m. Since for stationary states ∂tρ = 0, it follows that in this case
j = cnst. Therefore, in the usual formulation, it is just the interpretation of the wave–function in
terms of probability amplitude, with the consequent meaning of ρ and j, which provides the physical
motivation for imposing the continuity of the wave–function and of its first derivative.
Now observe that in our formulation the continuity conditions arise from the QSHJE. In fact, (15.7)
implies continuity of ψD, ψ, with ∂qψ
D and ∂qψ differentiable, that is
Equivalence Principle −→ continuity of (ψD, ψ), and (∂qψD, ∂qψ) differentiable. (17.5)
Let us now consider the condition about the existence of an L2(R) solution in the case in which
limq→±∞W > 0. Let us first note that in the interesting paper [15], the possible values of E for which
the SE has no L2(R) solution were a priori discarded. Apparently, in considering the QSHJE there are
no reasons to make this assumption. Thus, even if in [15] the axiomatic interpretation of the wave–
function is refused, and a basic trajectory interpretation of QM based on the QSHJE is provided, we
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note that imposing the L2(R) condition appears as an unjustified assumption. Actually, this is what
essentially happens also in Bohm’s theory, where the L2(R) condition is essentially assumed. To a
great extent this seems to happen also in the stochastic formulation of QM. On the other hand, in our
approach we have a basic natural principle which motivates both the QSHJE and then the continuity
condition. It is therefore of basic importance to investigate whether the existence of an L2(R) solution
is also a consequence of the EP. We now show that this is in fact the case!
In the following we will derive a result concerning the energy spectra. In this context we will
see that if V (q) > E, ∀q ∈ R, then there are no solutions such that the ratio of two real linearly
independent solutions of the SE corresponds to a local self–homeomorphism of Rˆ. The fact that this
is an unphysical situation can be also seen from the fact that the case V > E, ∀q ∈ R, has no classical
limit. Therefore, if V > E both at −∞ and +∞, a physical situation requires that there are at least
two points in which V − E = 0. More generally, if the potential is not continuous, we should have at
least two turning points for which V (q)−E changes sign. Let us denote by q− (q+) the lowest (highest)
turning point. We will prove the following basic fact
If
V (q)− E ≥
{
P 2− > 0, q < q−,
P 2+ > 0, q > q+,
(17.6)
then w is a local self–homeomorphism of Rˆ if and only if the corresponding SE has an L2(R) solution.
Note that by (17.6) we have ∫ −∞
q−
dxκ(x) = −∞,
∫ +∞
q+
dxκ(x) = +∞, (17.7)
where κ =
√
2m(V − E)/h¯. Before going further, let us stress that what we actually need to prove is
that in the case (17.6), the joining condition (15.8) requires that the corresponding SE has an L2(R)
solution. Observe that while (15.7), which however follows from the EP, can be recognized as the
standard condition (17.5), the other condition (15.8), which still follows from the existence of the
QSHJE, and therefore from the EP, is not directly recognized in the standard formulation. Since this
leads to energy quantization, while in the usual approach one needs one more assumption, we see that
there is a quite fundamental difference between the QSHJE and the SE. We stress that (15.7) and
(15.8) guarantee that w is a local self–homeomorphism of Rˆ.
Let us first show that the request that the corresponding SE has an L2(R) solution is a sufficient
condition for w to satisfy (15.8). Let ψ ∈ L2(R) and denote by ψD a linearly independent solution.
As we will see, the fact that ψD 6∝ ψ implies that if ψ ∈ L2(R), then ψD /∈ L2(R). In particular, ψD is
divergent both at q = −∞ and q = +∞. Let us consider the real ratio
w =
AψD +Bψ
CψD +Dψ
, (17.8)
where AD −BC 6= 0. Since ψ ∈ L2(R), we have
lim
q−→±∞w = limq−→±∞
AψD +Bψ
CψD +Dψ
=
A
C
, (17.9)
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that is w(−∞) = w(+∞). In the case in which C = 0 we have
lim
q−→±∞w = limq−→±∞
AψD
Dψ
= ±ǫ · ∞, (17.10)
where ǫ = ±1. The fact that limq→±∞AψD/Dψ diverges follows from the mentioned properties of ψD
and ψ. It remains to check that if limq→−∞AψD/Dψ = −∞, then limq→+∞AψD/Dψ = +∞, and vice
versa. This can be seen by observing that
ψD(q) = cψ(q)
∫ q
q0
dxψ−2(x) + dψ(q), (17.11)
c ∈ R\{0}, d ∈ R. Since ψ ∈ L2(R) we have ψ−1 6∈ L2(R) and ∫+∞q0 dxψ−2(x) = +∞, ∫−∞q0 dxψ−2(x) =
−∞, so that ψD(−∞)/ψ(−∞) = −ǫ · ∞ = −ψD(+∞)/ψ(+∞), where ǫ = sgn c.
We now show that the existence of an L2(R) solution of the SE is a necessary condition to satisfy the
joining condition (15.8). We give two different proofs of this, one is based on the WKB approximation
while the other one uses Wronskian arguments. In the WKB approximation, we have
ψ =
A−√
κ
e
−
∫ q
q−
dxκ(x)
+
B−√
κ
e
∫ q
q−
dxκ(x)
, q ≪ q−, (17.12)
and
ψ =
A+√
κ
e
−
∫ q
q+
dxκ(x)
+
B+√
κ
e
∫ q
q+
dxκ(x)
, q ≫ q+. (17.13)
In the same approximation, a linearly independent solution has the form
ψD =
AD−√
κ
e
−
∫ q
q−
dxκ(x)
+
BD−
κ
e
∫ q
q−
dxκ(x)
, q ≪ q−. (17.14)
Similarly, in the q ≫ q+ region we have
ψD =
AD+√
κ
e
−
∫ q
q+
dxκ(x)
+
BD+√
κ
e
∫ q
q+
dxκ(x)
, q ≫ q+. (17.15)
Note that (17.12)–(17.13) are derived by solving the differential equations corresponding to the WKB
approximation for q ≪ q− and q ≫ q+, so that the coefficients of κ−1/2 exp±
∫ q
q−
dxκ(x), e.g. A− and
B− in (17.12), cannot be simultaneously vanishing. In particular, the fact that ψD 6∝ ψ yields
A−BD− − AD−B− 6= 0, A+BD+ − AD+B+ 6= 0. (17.16)
Let us now consider the case in which, for a given E satisfying (17.6), any solution of the corresponding
SE diverges at least at one of the two spatial infinities, that is
lim
q−→+∞(|ψ(−q)|+ |ψ(q)|) = +∞. (17.17)
This implies that there is a solution diverging both at q = −∞ and q = +∞. In fact, if two solutions
ψ1 and ψ2 satisfy ψ1(−∞) = ±∞, ψ1(+∞) 6= ±∞ and ψ2(−∞) 6= ±∞, ψ2(+∞) = ±∞, then ψ1+ψ2
107
diverges at ±∞. On the other hand, (17.16) rules out the case in which all the solutions in their
WKB approximation are divergent only at one of the two spatial infinities, say −∞. Since, in the case
(17.6), a solution which diverges in the WKB approximation is itself divergent (and vice versa), we
have that in the case (17.6), the fact that all the solutions of the SE diverge only at one of the two
spatial infinities cannot occur.
Let us denote by ψ a solution which is divergent both at −∞ and +∞. In the WKB approximation
this means that both A− and B+ are non–vanishing, so that
ψ ∼
q−→−∞
A−√
κ
e
−
∫ q
q−
dxκ
, ψ ∼
q−→+∞
B+√
κ
e
∫ q
q+
dxκ
. (17.18)
The asymptotic behavior of the ratio ψD/ψ is given by
lim
q−→−∞
ψD
ψ
=
AD−
A−
, lim
q−→+∞
ψD
ψ
=
BD+
B+
. (17.19)
Note that since in the case at hand any divergent solution also diverges in the WKB approximation,
we have that (17.17) rules out the case AD− = B
D
+ = 0. Let us then suppose that either A
D
− = 0 or
BD+ = 0. If A
D
− = 0, then w(−∞) = 0 6= w(+∞). Similarly, if BD+ = 0, then w(+∞) = 0 6= w(−∞).
Hence, in this case w, and therefore the trivializing map, cannot satisfy (15.8). On the other hand,
also in the case in which both AD− and B
D
+ are non–vanishing, w cannot satisfy Eq.(15.8). For, if
AD−/A− = B
D
+/B+, then
φ = ψ − A−
AD−
ψD = ψ − B+
BD+
ψD, (17.20)
would be a solution of the SE whose WKB approximation has the form
φ =
B−√
κ
e
∫ q
q−
dxκ(x)
, q ≪ q−, (17.21)
and
φ =
A+√
κ
e
−
∫ q
q+
dxκ(x)
, q ≫ q+. (17.22)
Hence, if AD−/A− = B
D
+/B+, then there is a solution whose WKB approximation vanishes both at −∞
and +∞. On the other hand, we are considering the values of E satisfying Eq.(17.6) and for which
any solution of the SE has the property (17.17). This implies that no solutions can vanish both at −∞
and +∞ in the WKB approximation. Hence
AD−
A−
6= B
D
+
B+
, (17.23)
so that w(−∞) 6= w(+∞). We also note that not even the case w(−∞) = ±∞ = −w(+∞) can
occur, as this would imply that A− = B+ = 0, which in turn would imply, against the hypothesis, that
there are solutions vanishing at q = ±∞. Hence, if for a given E satisfying (17.6), any solution of
the corresponding SE diverges at least at one of the two spatial infinities, we have that the trivializing
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map has a discontinuity at q = ±∞. As a consequence, the EP cannot be implemented in this case so
that this value E cannot belong to the physical spectrum.
Therefore, the physical values of E satisfying (17.6) are those for which there are solutions which
are divergent neither at −∞ nor at +∞. On the other hand, from the WKB approximation and
(17.6), it follows that the non–divergent solutions must vanish both at −∞ and +∞. It follows that
the only energy levels satisfying the property (17.6), which are compatible with the EP, are those
for which there exists the solution vanishing both at ±∞. On the other hand, solutions vanishing
as κ−1/2 exp
∫ q
q−
dxκ at −∞ and κ−1/2 exp− ∫ qq+ dxκ at +∞, with P 2± > 0, cannot contribute with an
infinite value to
∫+∞
−∞ dxψ
2(x). The reason is that existence of the QSHJE requires that {e 2ih¯ S0 , q} be
defined and this, in turn, implies that any solution of the SE must be continuous. On the other hand,
since ψ is continuous, and therefore finite also at finite values of q, we have
∫ qb
qa dxψ
2(x) < +∞ for all
finite qa and qb. In other words, the only possibility for a continuous function to have a divergent value
of
∫+∞
−∞ dxψ
2(x) comes from its behavior at ±∞. Therefore, since the implementation of the EP in the
case (17.6) requires that the corresponding E should admit a solution with the behavior
ψ ∼
q−→−∞
A−√
κ
e
∫ q
q−
dxκ
, ψ ∼
q−→+∞
B+√
κ
e
−
∫ q
q+
dxκ
, (17.24)
we have the following basic fact
The values of E satisfying
V (q)− E ≥
{
P 2− > 0, q < q−,
P 2+ > 0, q > q+,
(17.25)
are physically admissible if and only if the corresponding SE has an L2(R) solution.
We now give another proof of the fact that if W is of the type (17.25), then the corresponding
SE must have an L2(R) solution in order to satisfy (15.8). In particular, we will show that this is a
necessary condition. That this is sufficient has been already proved above.
Let us start by observing that Wronskian arguments, which can be found in Messiah’s book [40],
imply that if V (q)−E ≥ P 2+ > 0, q > q+, then as q −→ +∞, we have (P+ > 0)
– There is a solution of the SE that vanishes at least as e−P+q.
– Any other linearly independent solution diverges at least as eP+q.
Similarly, if V (q)− E ≥ P 2− > 0, q < q−, then as q −→ −∞, we have (P− > 0)
– There is a solution of the SE that vanishes at least as eP−q.
– Any other linearly independent solution diverges at least as e−P−q.
These properties imply that if there is a solution of the SE in L2(R), then any solution is either in
L2(R) or diverges both at −∞ and +∞. Let us show that the possibility that a solution vanishes only
at one of the two spatial infinities is ruled out. Suppose that, besides the L2(R) solution, which we
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denote by ψ1, there is a solution ψ2 which is divergent only at +∞. On the other hand, the above
properties show that there exists also a solution ψ3 which is divergent at −∞. Since the number of
linearly independent solutions of the SE is two, we have ψ3 = Aψ1 +Bψ2. However, since ψ1 vanishes
both at −∞ and +∞, we see that ψ3 = Aψ1 + Bψ2 can be satisfied only if ψ2 and ψ3 are divergent
both at −∞ and +∞. This fact and the above properties imply that
If the SE has an L2(R) solution, then any solution has two possible asymptotics
– Vanishes both at −∞ and +∞ at least as eP−q and e−P+q respectively.
– Diverges both at −∞ and +∞ at least as e−P−q and eP+q respectively.
Similarly, we have
If the SE does not admit an L2(R) solution, then any solution has three possible asymptotics
– Diverges both at −∞ and +∞ at least as e−P−q and eP+q respectively.
– Diverges at −∞ at least as e−P−q and vanishes at +∞ at least as e−P+q.
– Vanishes at −∞ at least as eP−q and diverges at +∞ at least as eP+q.
Let us consider the ratio w = ψD/ψ in the latter case. Since any different choice of linearly independent
solutions of the SE corresponds to a Mo¨bius transformation of w, we can choose16
ψD ∼
q−→−∞
a−eP−q, ψD ∼
q−→+∞
a+e
P+q, (17.26)
and
ψ ∼
q−→−∞ b−e
−P−q, ψ ∼
q−→+∞ b+e
−P+q. (17.27)
Their ratio has the asymptotics
ψD
ψ
∼
q−→−∞ c−e
2P−q −→ 0, ψ
D
ψ
∼
q−→+∞ c+e
2P+q −→ ±∞, (17.28)
so that w cannot satisfy Eq.(15.8). This concludes the alternative proof of the fact that, in the case
(17.25), the existence of the L2(R) solution is a necessary condition in order (15.8) be satisfied. The
fact that this is a sufficient condition has been proved previously in deriving Eq.(17.9).
The above results imply that the usual quantized spectrum arises as a consequence of the EP. As
examples we will consider the potential well and the simple and double harmonic oscillators.
Let us note that we are considering real solutions of the SE. Thus, apparently, in requiring the
existence of an L2(R) solution, one should specify the existence of a real L2(R) solution. However, if
there is an L2(R) solution ψ, this is unique up to a constant, and since also ψ¯ ∈ L2(R) solves the SE,
we have that an L2(R) solution of the SE is real up to a phase.
16Here by ∼ we mean that ψD and ψ either diverge or vanish “at least as”.
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17.3 The index of the trivializing map
Let us consider some further properties of the trivializing map. Let n be the index I[q0] of the covering
associated to the trivializing map (15.10). This is the number of times q0 spans Rˆ while q spans Rˆ.
Since q0 and w are related by a Mo¨bius transformation, we have
I[q0] = I[w]. (17.29)
Another property of the trivializing map is that its index depends on W but not on the specific
Mo¨bius state. Note that since p does not vanish for finite values of w, it follows that I[q0] coincides
with the number of zeroes of w. This fact may be also understood by recalling the Sturm theorem
(see [69][39][70] for a simple geometrical interpretation), stating that given two linearly independent
solutions ψD and ψ of ψ′′ = Kψ, between any two zeroes of ψD there is one zero of ψ.17 This theorem,
and the condition that the values of E satisfying (17.25) should correspond to a SE having an L2(R)
solution, guarantees local homeomorphicity of the trivializing map. It remains to understand the case
in which V (q) > E, ∀q ∈ R. We already noticed that, since there is no classical limit in this case, these
solutions are not admissible ones. This also follows, as it should, from the fact that these solutions
do not satisfy (15.8). To see this, it is sufficient to note that if ψ decreases as q −→ −∞, then by
ψ′′/ψ = 4mW/h¯2 > 0, ∀q ∈ R, it follows that ψ is always convex, ψ 6∈ L2(R). Therefore, the absence
of turning points does not modify the essence of the conclusions in the previous subsection and if
V (q) > E, ∀q ∈ R, then (15.8) cannot be satisfied. We refer to (1.48) for an explicit example.
17.4 Equivalence Principle and admissible potentials
We can now better define the spaces H and K that we introduced as the spaces of all possibleW and S0
respectively. We introduced these spaces and then arrived to the conclusions that the implementation
of the EP univocally implied the QSHJE (9.44). The appearance of {S0, q} then implied that the
trivializing map must be a local self–homeomorphism of Rˆ. This means that the possible W’s which
are compatible with the EP are all the functions which are −h¯2/4m times the Schwarzian derivative
of a local self–homeomorphism of Rˆ. This is nothing but a consequence of the cocycle condition (1.20)
and therefore of the EP. Therefore, we have
The space H of admissible W states consists of the functions of the form
W = − h¯
2
4m
{w, q}, (17.30)
where w is an arbitrary local homeomorphism of Rˆ into itself.
Similarly, we have
17This is another manifestation of ψD–ψ duality. In this context we stress that, while in the usual approach the
wave–function plays the central role, our description contains both ψD and ψ.
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The space K of admissible reduced actions S0, consists of the functions of the form
S0(q) = h¯
2i
ln
(
w(q) + iℓ¯
w(q)− iℓ
)
+
αh¯
2
, (17.31)
where w is an arbitrary local homeomorphism of Rˆ into itself, and18 α ∈ R, Re ℓ 6= 0.
18 The potential well and the harmonic oscillators
In this section we will consider some relevant examples of the general fact we proved in the previous
section. In particular, we will consider the cases of the potential well and of the simple and double
harmonic oscillators. We will explicitly see that in the case one considers the energy values for which
the corresponding SE has not L2(R) solutions, the ratio ψD/ψ has a discontinuity at spatial infinity.
18.1 The potential well
We now show how the quantized spectrum and its structure arise in the case of the potential well
V (q) =
{
0, |q| ≤ L,
V0, |q| > L. (18.1)
According to (14.29), in order to find the expression for the conjugate momentum, we have to find two
linearly independent solutions of the SE which should satisfy the continuity conditions. Let us set
k =
√
2mE
h¯
, κ =
√
2m(V0 −E)
h¯
. (18.2)
Since V (q) is an even function, we can choose solutions of definite parity. For |q| ≤ L we can choose
either ψ11 = cos(kq) or ψ
1
2 = sin(kq). For q > L we can choose either ψ
2
1 = Ae
−κq or ψ22 = Be
κq (or
any their linear combination). Parity of V (q) fixes the solutions for q < −L. In general choosing ψ1i
and Aψ21 +Bψ
2
2 will not give quantized spectra. Before considering this general situation, we consider
the four cases given by the joining conditions ψ1i = ψ
2
j , ∂qψ
1
i = ∂qψ
2
j at q = L. We will denote such
solutions by (i, j). We will see that the cases (1, 2) and (2, 2) correspond to a trivializing map which is
discontinuous at q = ±∞ so that, according to the EP, these solutions are not physical and must be
discarded. Let us first consider the (1, 1) case.
i = 1, j = 1
Imposing the continuity conditions (17.5), we have
ψ =


cos(kL) exp[κ(q + L)], q < −L,
cos(kq), |q| ≤ L,
cos(kL) exp[−κ(q − L)], q > L,
(18.3)
18To be precise, note that even if S0 takes complex values for α ∈ C, there are no specific reasons to forbid this as
both p and q˙ are independent of α.
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and
k tan(kL) = κ. (18.4)
A linearly independent solution is given by
ψD = [2k sin(kL)]−1 ·


cos(2kL) exp[κ(q + L)]− exp[−κ(q + L)], q < −L,
2 sin(kL) sin(kq), |q| ≤ L,
exp[κ(q − L)]− cos(2kL) exp[−κ(q − L)], q > L.
(18.5)
Note that any other possible solution has the form AψD + Bψ. Let us now consider the trivializing
map associated to this solution. To do this it is sufficient to find w. In the (1, 1) case we have
ψD
ψ
= [k sin(2kL)]−1 ·


cos(2kL)− exp[−2κ(q + L)], q < −L,
sin(2kL) tan(kq), |q| ≤ L,
exp[2κ(q − L)]− cos(2kL), q > L.
(18.6)
Observe that
lim
q−→±∞
ψD
ψ
= ±∞. (18.7)
Hence, in the (1, 1) case the trivializing map is a local self–homeomorphism of Rˆ as required by the EP,
so that the solutions of (18.4) are physical energy levels. In particular, if En is the (n + 1)
th solution
of (18.4), then it follows from (18.6) that the map covers Rˆ (n + 1)–times.
i = 2, j = 1
In the (2, 1) case we have
ψ = k−1 ·


− sin(kL) exp[κ(q + L)], q < −L,
sin(kq), |q| ≤ L,
sin(kL) exp[−κ(q − L)], q > L.
(18.8)
where
k cot(kL) = −κ. (18.9)
A linearly independent solution is given by
ψD = [2 cos(kL)]−1 ·


exp[−κ(q + L)] + cos(2kL) exp[κ(q + L)] q < −L,
2 cos(kL) cos(kq), |q| ≤ L,
exp[κ(q − L)] + cos(2kL) exp[−κ(q − L)], q > L.
(18.10)
and the ratio w = ψD/ψ is given by
ψD
ψ
= k[sin(2kL)]−1 ·


− cos(2kL)− exp[−2κ(q + L)], q < −L,
sin(2kL) cot(kq), |q| ≤ L,
cos(2kL) + exp[2κ(q − L)], q > L.
(18.11)
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Even in this case we have
lim
q−→±∞
ψD
ψ
= ±∞, (18.12)
so that the associated trivializing map is a local self–homeomorphism of Rˆ and the corresponding
spectrum given by the solutions of (18.9) is a physical one.
i = 1, j = 2
The (1, 2) case is the one of the two cases in which there are not solutions of the SE which are vanishing
both at −∞ and +∞. We have
ψ =


cos(kL) exp[−κ(q + L)], q < −L,
cos(kq), |q| ≤ L,
cos(kL) exp[κ(q − L)], q > L.
(18.13)
Also in this case we would have a quantized spectrum. In fact, the continuity conditions give
k tan(kL) = −κ. (18.14)
However, we now show that these solutions do not satisfy the EP. Let us consider the dual solution
ψD = [2k sin(kL)]−1 ·


cos(2kL) exp[−κ(q + L)]− exp[κ(q + L)], q < −L,
2 sin(kL) sin(kq), |q| ≤ L,
exp[−κ(q − L)]− cos(2kL) exp[κ(q − L)], q > L.
(18.15)
These solutions provide an explicit example of the general case we discussed in considering the asymp-
totic conditions coming from the EP. Namely, observe that in the (1, 2) case, both ψ and ψD are
divergent at ±∞. Also observe that there is no way to have a solution vanishing both at ±∞. To see
this, note that for a given E, solution of (18.14), any solution can be written as φ = AψD + Bψ. Let
us choose φ in such a way that it vanishes at +∞ that is φ = kψD + cot(2kL)ψ, so that
φ = [2 sin(kL)]−1 ·


2 cos(2kL) exp[−κ(q + L)]− exp[κ(q + L)], q < −L,
2 sin(kL)[sin(kq) + cot(2kL) cos(kq)], |q| ≤ L,
exp[κ(q − L)], q > L.
(18.16)
Hence, even if φ ∼
q→+∞ 0, we have that it diverges at −∞
φ ∼
q−→−∞ −
cos(2kL)
sin(kL)
exp[−κ(q + L)]. (18.17)
Note that the only case in which φ would vanish at −∞ is for cos(2kL) = 0. On the other hand, (18.14)
and number theoretical arguments show that this is never the case. We have seen that, depending on
W, there are cases with a quantized spectrum even if the SE does not have L2(R) solutions. However, as
discussed in the general case, in this case the EP cannot be satisfied and the corresponding values of E
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cannot be in the physical spectrum. Let us explicitly see how the (1, 2) case would give a discontinuous
trivializing map. To see this it is sufficient to study the behavior of the ratio ψD/ψ. By (18.13) and
(18.15), we have
ψD
ψ
= [k sin(2kL)]−1 ·


cos(2kL)− exp[2κ(q + L)], q < −L,
sin(2kL) tan(kq), |q| ≤ L,
exp[2κ(q − L)]− cos(2kL), q > L,
(18.18)
whose asymptotic behavior is
lim
q−→±∞
ψD
ψ
= ∓k−1 cot(2kL). (18.19)
It follows that the only possibility to have w(−∞) = w(+∞) is that k−1 cot(2kL) = 0. However, this
equation is not compatible with the condition (18.14). Hence, we have
w(−∞) 6= w(+∞). (18.20)
It follows that the E’s solutions of (18.14) must be discarded. We also note that the other possibility
which would give a trivializing map, corresponding to a local self–homeomorphism of Rˆ, would be for
w(−∞) = ±∞ = −w(+∞). However, this case would correspond to k−1 cot(2kL) = ±∞, which has
not solutions compatible with (18.14).
i = 2, j = 2
In this case we have
ψ = k−1 ·


− sin(kL) exp[−κ(q + L)], q < −L,
sin(kq), |q| ≤ L,
sin(kL) exp[κ(q − L)], q > L,
(18.21)
where
k cot(kL) = κ. (18.22)
For the dual solution, we have
ψD = [2 cos(kL)]−1 ·


exp[κ(q + L)] + cos(2kL) exp[−κ(q + L)], q < −L,
2 cos(kL) cos(kq), |q| ≤ L,
exp[−κ(q − L)] + cos(2kL) exp[κ(q − L)], q > L,
(18.23)
and the ratio of the solutions is
ψD
ψ
= k[sin(2kL)]−1 ·


− cos(2kL)− exp[2κ(q + L)], q < −L,
sin(2kL) cot(kq), |q| ≤ L,
cos(2kL) + exp[−2κ(q − L)], q > L.
(18.24)
The asymptotic behavior is
lim
q−→±∞
ψD
ψ
= ±k cot(2kL). (18.25)
115
It follows that the only possibility to have either w(−∞) = w(+∞) or w(−∞) = ±∞ = −w(+∞)
is that either k cot(2kL) = 0 or k cot(2kL) = ±∞. However, also in this case this equation is not
compatible with the condition (18.22). Hence, we have
w(−∞) 6= w(+∞), (18.26)
and the values of E solutions of (18.22) must be discarded.
Let us make some remarks. First, recall that even in this case, for any admissible E, there are
Mo¨bius states parameterized by the values of ℓ. Secondly, we note once again the crucial role of the
dual solution: while ψ is vanishing at ±∞, the fact that ψD is divergent implies that p and q˙ vanish
exponentially at infinity. This makes evident the crucial role of the dual solution, an aspect which is
peculiar of the present formulation. We also note that even in this case the classical limit is completely
under control. For example, in the i = j = 1 case by (14.59)(18.3) and (18.5) we have
p = − h¯
2
(ℓ+ ℓ¯)k2 sin2(kL)·
·


4 |− exp[−κ(q + L)] + [cos(2kL)− ikℓ sin(2kL)] exp[κ(q + L)]|−2 , q < −L,
sin−2(kL) |sin(kq)− ikℓ cos(kq)|−2 , |q| ≤ L,
4 |exp[κ(q − L)]− [cos(2kL) + ikℓ sin(2kL)] exp[−κ(q − L)]|−2 , q > L.
(18.27)
While in the region |q| ≤ L the classical limit parallels the analysis we considered in the case of the
free particle, in the regions |q| > L we have
lim
h¯−→0
p = 0, (18.28)
which is a consequence of the exp(±kq) terms.
Above we considered the four cases in which ψ1i is smoothly joined to ψ
2
j at q = L. However, one can
equivalently consider ψ1i and an arbitrary linear combination Aψ
2
1 + Bψ
2
2 . This is the example in the
Introduction. In particular, by (1.36) we see that (1.41) is the (2, 1) case, with (18.8) corresponding
to (1.35) and (18.10) to (1.37). Similarly, by (1.38) the case (1.42) is the (1, 1) case, with (18.3)
corresponding to (1.37) and (18.5) to (1.35).
In conclusion, we note that the joining condition (15.8) implied by the EP, leads, as follows from
the general results we proved, to the usual spectrum. We also saw that there is a quantized spectrum
associated to the case in which there are divergent solutions only. Even if these are not admissible
solutions, we note that this implied a doubling of the relevant transcendental equations.
18.2 The infinitely deep potential well and the free particle
The case of the infinitely potential well can be studied as limiting case in which V0 −→ ∞. However,
we observe that for V0 =∞, there is a peculiar situation. The reason is that, according to the EP the
reduced action cannot be a constant in a finite (or infinite) region. In the case of the infinitely deep
potential well, we have S0 = cnst and p = 0 in the region |q| > L. However, according to the EP,
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we have that S0, and therefore p, spreads on all the existent space. In this sense, the infinitely deep
potential well can be seen as a restriction of R to a finite interval. Then, in this case, the boundary at
q = ±L plays the role of the points ±∞ and the joining condition (15.8) is replaced by
w(−L) =
{
w(+L), for w(−L) 6= ±∞,
−w(+L), for w(−L) = ±∞, (18.29)
which is in fact satisfied as19
ψD
ψ
=
{
k−1 tan(nπ
2L
q), n even,
k cot(nπ
2L
q), n odd.
(18.30)
In this way, the discontinuity at q = ±L of ψD, and therefore of ∂qψ, which unavoidably arises when
V0 = +∞, naturally disappears. We note that, while this solution is a consequence of the EP, in the
conventional approach to QM one considers the self–adjoint extension of the operators (see e.g. [71]).
Observe that the solutions (18.30) correspond to the cases i = 1, j = 1 and i = 2, j = 1 in the limit
V0 −→ +∞. For the energy levels we have
En =
h¯2π2
8mL2
n2, n = 1, 2, 3, . . . . (18.31)
This way of considering the infinitely deep well is also consistent with the limit case L −→ +∞ under
which S0 reduces to the one of the free particle. In doing this one has to consider the double scaling
limit L −→ +∞ and n −→ +∞, with the ratio n/L taking continuous finite values
lim
(n,L)−→(+∞,+∞)
n
L
=
√
8mE
h¯π
. (18.32)
Observe that this way of obtaining the free particle shows that in this case the trivializing map satisfies
the continuity at ±∞ obtained from (18.29) in the L −→ +∞ limit. Furthermore, the discontinuity
of the ratio w = ψD/ψ at ±∞ of the non–admissible solutions disappears in the L −→ +∞ limit with
the consequence that these become physical solutions. Let us also note that in the case of the free
particle, the ratio of solutions is a Mo¨bius transformation of wE = k
−1 tan kq, so that the index of the
trivializing map is infinite in this case
I[wE] =∞. (18.33)
Note that limE→0wE = q0, so that in this limit the right hand side of (18.33) collapses to 1. Let n be
the maximum number of zeroes that a solution of the SE associated to W may have and denote by
wn the ratio of two linearly independent solutions of the SE. Local homeomorphicity of the trivializing
map and Sturm’s theorem on zeroes of solutions of the SE, yield
I[wn] = n. (18.34)
19Note that with this choice we have w(−L) = w(+L). Interchanging ψD and ψ, this becomes w(−L) = −w(+L).
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18.3 The simple and double harmonic oscillators
Another relevant system with quantized spectrum is the harmonic oscillator. We now consider the
case of the double harmonic oscillator, with the simple one corresponding to a particular case. The
Hamiltonian describing the relative motion of the reduced mass of the double harmonic oscillator is
H =
p2
2m
+
1
2
mω2(|q| − q0)2. (18.35)
The reduced action is given by (14.57) with ψD and ψ real linearly independent solutions of the SE
(
− h¯
2
2m
∂2
∂q2
+
1
2
mω2(|q| − q0)2
)
ψ = Eψ. (18.36)
Let us set
E =
(
µ+
1
2
)
h¯ω, (18.37)
and
z′ = α(q + q0), q ≤ 0, z = α(q − q0), q ≥ 0, (18.38)
where α =
√
2mω/h¯. Note that z′(−q) = −z(q) and that for q0 = 0 the system reduces to the simple
harmonic oscillator. We stress that since we consider (18.36) for any real E, at this stage µ is an
arbitrary real number. The SE (18.36) is equivalent to
∂2ψ
∂z′2
+
(
µ+
1
2
− z
′2
4
)
ψ = 0, q ≤ 0, (18.39)
and
∂2ψ
∂z2
+
(
µ+
1
2
− z
2
4
)
ψ = 0, q ≥ 0. (18.40)
A solution of (18.40) is given for any µ by the parabolic cylinder function (see e.g. [72])
Dµ(z) = 2
µ
2 e−
z2
4
[
Γ(1
2
)
Γ[1−µ
2
]
1F1(−µ
2
;
1
2
;
z2
2
) +
z√
2
Γ(−1
2
)
Γ(−µ
2
)
1F1[
1− µ
2
;
3
2
;
z2
2
]
]
, (18.41)
where 1F1 is the confluent hypergeometric function
1F1(a; c; z) = 1 +
a
c
z
1!
+
a(a + 1)
c(c + 1)
z2
2!
+ . . . . (18.42)
We are interested in the behavior of w at ±∞. If w(−∞) 6= ±∞ we have to impose w(−∞) = w(+∞),
while if w(−∞) = ±∞, then we should have w(−∞) = −w(+∞). To consider this aspect we need
the behavior of Dµ for |z| ≫ 1, |z| ≫ |µ|. For π/4 < arg z < 5π/4 we have
Dµ(z) ∼|z|≫1
−
√
2π
Γ(−µ)e
µπiez
2/4z−µ−1
[
1 +
(µ+ 1)(µ+ 2)
2z2
+
(µ+ 1)(µ+ 2)(µ+ 3)(µ+ 4)
2 · 4z4 + . . .
]
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+ e−z
2/4zµ
[
1− µ(µ− 1)
2z2
+
µ(µ− 1)(µ− 2)(µ− 3)
2 · 4z4 − . . .
]
, (18.43)
while for | arg z| < 3π/4
Dµ(z) ∼|z|≫1
e−z
2/4zµ
[
1− µ(µ− 1)
2z2
+
µ(µ− 1)(µ− 2)(µ− 3)
2 · 4z4 − . . .
]
. (18.44)
A property of Dµ(z) is that also Dµ(−z) solves (18.40). If µ is a non–negative integer, then Dµ(z) and
Dµ(−z) coincide.20 Let us then consider the case in which µ is not a non–negative integer. Two sets
of solutions of (18.36), which can be written in the form (18.39)(18.40), are
ψ± =


±Dµ (−α(q + q0)) , q ≤ 0,
Dµ (α(q − q0)) , q ≥ 0,
(18.45)
where µ is solution of the continuity condition at q = 0. For the even solution ψ+, this gives
D′µ (−αq0) = 0, (18.46)
whereas for the odd one ψ−, we have
Dµ (−αq0) = 0. (18.47)
For each µ, solution of Eq.(18.46) (Eq.(18.47)), we have that a solution ψD− (ψ
D
+ ) of the SE (18.36),
linearly independent from ψ+ (ψ−), is given by
ψD∓ =


∓Dµ (α(q + q0))∓ a∓Dµ (−α(q + q0)) , q ≤ 0,
Dµ (−α(q − q0)) + a∓Dµ (α(q − q0)) , q ≥ 0.
(18.48)
We have
a− = − Dµ(αq0)
Dµ(−αq0) , (18.49)
with µ solution of Eq.(18.46). Similarly
a+ =
D′µ(αq0)
D′µ(−αq0)
, (18.50)
where µ is solution of Eq.(18.47). Therefore, for a given µ solution of Eq.(18.46) (Eq.(18.47)), ψ+ and
ψD− (ψ− and ψ
D
+ ) are linearly independent solutions of the SE (18.36). The transcendental equations
(18.46) and (18.47) determine, each one, a set of possible energy eigenvalues. Let us now consider the
asymptotic behavior of ψD−/ψ+ and ψ
D
+/ψ−. By (18.45) and (18.48), we have
ψD−
ψ+
=


−a− −Dµ (α(q + q0)) /Dµ (−α(q + q0)), q ≤ 0,
a− +Dµ (−α(q − q0)) /Dµ (α(q − q0)) , q ≥ 0,
(18.51)
20Note that if µ is a non–negative integer, then Γ−1(−µ) = 0, so that in this case the first term in (18.43) cancels.
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and
ψD+
ψ−
=


−a+ −Dµ (α(q + q0)) /Dµ (−α(q + q0)) , q ≤ 0,
a+ +Dµ (−α(q − q0)) /Dµ (α(q − q0)) , q ≥ 0.
(18.52)
By (18.43) and (18.44), we have the asymptotics21
ψD−
ψ+
∼
q−→−∞
√
2π
Γ(−µ)e
µπiez
′2/2z′−µ−1(−z′)−µ −→ −∞, (18.53)
and
ψD−
ψ+
∼
q−→+∞ −
√
2π
Γ(−µ)e
µπiez
2/2z−µ(−z)−µ−1 −→ +∞. (18.54)
By (18.51)(18.52) we see that ψD+/ψ− and ψ
D
−/ψ+ have the same asymptotic limits. Hence, since
lim
q−→−∞
ψD−
ψ+
= −∞ = − lim
q−→+∞
ψD−
ψ+
, (18.55)
and similarly for ψD+/ψ−, we have that the trivializing map associated to the double harmonic oscillator,
with energy levels given by (18.46) and (18.47), is a local homeomorphism of Rˆ into itself. Other
possible solutions of the SE (18.36) are
ψ± =


±Dµ (α(q + q0)) , q ≤ 0,
Dµ (−α(q − q0)) , q ≥ 0,
(18.56)
where µ is solution of the continuity condition at q = 0. For the even solution ψ+, this condition gives
D′µ (αq0) = 0, (18.57)
whereas for the odd one ψ−, we have
Dµ (αq0) = 0. (18.58)
For each µ solution of Eq.(18.57) (Eq.(18.58)) we have that a solution ψD− (ψ
D
+ ) of (18.36), linearly
independent from ψ+ (ψ−), is given by
ψD∓ =


∓Dµ (−α(q + q0))∓ b∓Dµ (α(q + q0)) , q ≤ 0,
Dµ (α(q − q0)) + b∓Dµ (−α(q − q0)) , q ≥ 0,
(18.59)
where
b− = −Dµ(−αq0)
Dµ(αq0)
, (18.60)
21The asymptotics (18.43) and (18.44) include arg z′ = π and arg z = 0 respectively, so that
z′
−µ−1
(−z′)−µ = −e−µpii|z′|−2µ−1, z−µ(−z)−µ−1 = −e−µpii|z|−2µ−1.
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with µ solution of Eq.(18.57). Similarly
b+ =
D′µ(−αq0)
D′µ(αq0)
, (18.61)
where µ is solution of Eq.(18.58). By (18.56) and (18.59), we have
ψD−
ψ+
=


−b− −Dµ (−α(q + q0)) /Dµ (α(q + q0)), q ≤ 0,
b− +Dµ (α(q − q0)) /Dµ (−α(q − q0)) , q ≥ 0,
(18.62)
and
ψD+
ψ−
=


−b+ −Dµ (−α(q + q0)) /Dµ (α(q + q0)) , q ≤ 0,
b+ +Dµ (α(q − q0)) /Dµ (−α(q − q0)) , q ≥ 0.
(18.63)
By (18.43) and (18.44), we have the asymptotics
ψD−
ψ+
∼
q−→±∞ ± b−, (18.64)
and
ψD+
ψ−
∼
q−→±∞ ± b+. (18.65)
Since both b− and b+ are finite non–vanishing, we have that the ratios ψD−/ψ+ and ψ
D
+/ψ− associated
to the solutions (18.57) and (18.58) respectively, do not satisfy the joining condition (15.8). Therefore,
according to the EP, the energy eigenvalues defined by (18.57) and (18.58) are not physical ones.
Thus, besides the potential well, also in this case, in agreement with the general theorem (17.25),
the only physical solutions are (18.46)(18.47), with the L2(R) solutions given in (18.45).
Let us now consider the simple harmonic oscillator. In this case q0 = 0, that is z
′ = z. By (18.46)
and (18.47) it follows that the continuity conditions in the case of the harmonic oscillator are
Dµ(0) = 0, (18.66)
and
D′µ(0) = 0. (18.67)
Let us write down the initial values of Dµ
Dµ(0) = 2
µ/2 Γ(1/2)
Γ[(1− µ)/2] , D
′
µ(0) = 2
(µ−1)/2 Γ(−1/2)
Γ(−µ/2) . (18.68)
Since the poles of Γ(µ) are at the non–positive integer values of µ, the solutions of (18.66) are
µ = 2n+ 1, n = 0, 1, 2, . . . , (18.69)
while for Eq.(18.67) we have
µ = 2n, n = 0, 1, 2, . . . . (18.70)
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For non–negative integer values of n we have
Dn(z) = (−1)nez2/4 d
n
dzn
e−z
2/2 = e−z
2/4Hn(z), (18.71)
where the Hn’s are the Hermite polynomials. By (18.37)(18.69) and (18.70), we obtain the spectrum
of the harmonic oscillator
E =
(
n+
1
2
)
h¯ω, n = 0, 1, 2, . . . . (18.72)
We already observed that since Γ−1(−n) = 0 for n = 0, 1, 2, . . ., it follows that Dn(z) and Dn(−z)
are linearly dependent. Besides Eq.(18.71), this can be also seen from the fact that Dn(z) and Dn(−z)
are both convergent with the same leading terms, implies that Dn(z) = (−1)nDn(−z) (where the (−1)n
factor follows from (18.43) and (18.44)). This also follows from the relation
Dµ(z) = e
µπiDµ(−z) +
√
2π
Γ(−µ)e
(µ+1)πi/2D−µ−1(−iz), (18.73)
which implies that D−n−1(−iz) is a solution of the SE of the simple harmonic oscillator, which is
linearly independent from Dn(z). Then, in this case one has
ψ = Dn(αq), ψ
D = e−(n+1)πi/2D−n−1(−iαq), (18.74)
where the role of the factor e−(n+1)πi/2 is that of making ψD real. The ratio
ψD
ψ
= e−(n+1)πi/2
D−n−1(−iαq)
Dn(αq)
, (18.75)
has the asymptotics
ψD
ψ
∼
q−→−∞ e
α2q2/2(αq)−2n−1 −→ −∞, (18.76)
ψD
ψ
∼
q−→+∞ e
α2q2/2(αq)−2n−1 −→ +∞, (18.77)
showing that, according to the general result we derived previously, also the standard spectrum of the
harmonic oscillator defines a local homeomorphism of Rˆ into itself.
18.4 The general case
In the previous investigation we considered solutions of the SE for which ψ contains either the vanishing
or divergent solution. However, one may consider the following general form
ψ =


Dµ(−z′) + cDµ(z′), q ≤ 0,
Dµ(z) + cDµ(−z), q ≥ 0,
(18.78)
where
c =
D′µ(−αq0)
D′µ(αq0)
. (18.79)
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For any given µ, a linearly independent solution is given by
ψD =


−Dµ(−z′)− dDµ(z′), q ≤ 0,
Dµ(z) + dDµ(−z), q ≥ 0,
(18.80)
where
d = −Dµ(−αq0)
Dµ(αq0)
. (18.81)
The ratio
ψD+
ψ−
=


−(Dµ(−z′) + dDµ(z′))/(Dµ(−z′) + cDµ(z′)), q ≤ 0,
(Dµ(z) + dDµ(−z))/(Dµ(z) + cDµ(−z)), q ≥ 0,
(18.82)
has the asymptotics behavior
lim
q−→±∞
ψD
ψ
= ±d
c
. (18.83)
This shows that Eq.(15.8) is satisfied in the case in which either
c = 0, (18.84)
or
d = 0. (18.85)
These cases correspond to the ones discussed in (18.45)–(18.55). Note that if µ = 0, 1, 2, . . ., then ψ
in (18.78) and its dual (18.80) are not linearly independent. In this case there is always a solution
vanishing both at −∞ and +∞. If q0 = 0, then this situation corresponds to the harmonic oscillator.
Generally, for an arbitrary q0 and for µ = 0, 1, 2, . . ., the solution ψ
D in (18.80) is replaced by
ψD =


−Dn(−z′)− d′D−n−1(−iz′), q ≤ 0,
Dn(z) + d
′D−n−1(iz), q ≥ 0,
(18.86)
where now
d′ = − Dn(−αq0)
Dn(−iαq0) . (18.87)
We note that above we used the parabolic cylinder functions with real argument. Then, the fact that
for µ = 0, 1, 2, . . ., Dµ(z) and Dµ(−z) are not linearly independent, forced us to use Dµ(−iz). In this
context we observe that Dµ(z) and Dµ(−iz) are always linearly independent so that the dual solution
(18.86) can be extended to arbitrary values of µ.
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19 Generalizations
This section has been written in collaboration with Gaetano Bertoldi.
A property of the SE, which can be seen as a consequence of the EP, is that the reduced action
associated to the state W0 is not constant. Actually, the structure of this solution is rather peculiar
and turns out to be sufficient to fix the SE both in any dimension and for time–dependent potentials.
This is not a surprise since basic features of the usual approach to QM, such as uncertainty relations,
energy quantization, tunnel effect, Hilbert spaces etc. already arise in the one–dimensional stationary
case. In this section we derive the quantum HJ equation for time–dependent potentials. Next, we will
consider the higher dimensional case. Finally, we will derive the relativistic quantum HJ equation.
19.1 Time–dependent Schro¨dinger equation
Let us start by noticing that since for stationary states one has
S(q, t) = S0(q)− Et, (19.1)
it follows that we can rewrite the QSHJE (9.44) in the form
∂S
∂t
+
1
2m
(
∂S(q)
∂q
)2
+ V (q) +
h¯2
4m
{S, q} = 0. (19.2)
This equation and Eq.(10.2) are equivalent to
ih¯
∂ψ(q, t)
∂t
=
(
− h¯
2
2m
∂2
∂q2
+ V (q)
)
ψ(q, t), (19.3)
with
ψ(q, t) =
1√S ′ e
i
h¯
S . (19.4)
A peculiar property of Eq.(19.3) is that it is satisfied by all possible solutions of the SE irrespectively
of the specific energy eigenvalue. Let us set22
Φk =
1√
S ′k
e
i
h¯
Sk = e−
i
h¯
Ektφ¯k, (19.5)
where Sk = S0,k − Ekt, and S0,k is the reduced action corresponding to the eigenvalue Ek and
φk =
1√
S ′0,k
e−
i
h¯
S0,k . (19.6)
Since (
− h¯
2
2m
∂2
∂q2
+ V (q)
)
φ¯k = Ekφ¯k, (19.7)
22Here we consider the case of discrete spectra, however similar arguments extend to the continuous ones.
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we have that Eq.(19.3) is solved by
Ψ(q, t) =
∑
k
ckΦk, (19.8)
with ck’s arbitrary constants. While Ψ¯ satisfies the complex conjugated of Eq.(19.3), the function
ΨD(q, t) =
∑
k
dkΦ
D
k , (19.9)
where ΦDk = e
− i
h¯
Ektφk, is still solution of (19.3). In particular, the most general solution of (19.3) is
Φ =
∑
k
(AkΦ
D
k +BkΦk). (19.10)
An interesting aspect of Eq.(19.3) is that, like (19.2), the energy level does not appear: it is not
specified, it appears, as in the classical HJ equation, as an integration constant. On the other hand,
this is precisely the same role played by α and ℓ. As in the SE (10.2) there is no information about
the initial conditions determining α and ℓ, in the SE (19.3) this lack of information is extended to
the energy level. This aspect is evident in Eq.(19.3) where in order to determine S we need to know
the initial conditions fixing the energy level E and the constant α and ℓ. Therefore, in the framework
of the Quantum HJ Equation associated to Eq.(19.3) and that will be considered later on, the lack
of information on the energy level is similar in nature to that associated to the integration constants
α and ℓ. As a consequence, while a given solution of the SE (10.2) is not sufficient to specify S0, in
the case of Eq.(19.3) the energy level E should be specified as one more integration constant. Fixing
the value of E would be equivalent to specify which is the non–vanishing pair (Ak, Bk) in (19.10).
Once this is done, one needs further conditions to completely fix S. This analogy has the following
natural consequence: as in the case of ψE , whose knowledge in general does not completely fix S0, the
knowledge of Φ in (19.10) is not sufficient to completely fix S.
Let us now consider the case of a system that at the time t < t1 is described by S0,k, corresponding
to the energy level Ek, associated to a given potential V (q). Subsequently a perturbation, described
by some time–dependent potential, is turned on in such a way that the system at the time t > t2 > t1
has a reduced action S0,n corresponding to the energy level En. Although Φk and Φn satisfy the SE
(19.7) with different energy level, they satisfy the same SE in the form of Eq.(19.3). In other words,
(19.3) is the equation which remains form invariant for t < t1 and t > t2, and of which both Φk and
Φn are solutions. As we have seen, this property is related to the linearity of Eq.(19.3). We now show
that linearity and consistency imply that in the case of time–dependent potentials we have
ih¯
∂ψ(q, t)
∂t
=
(
− h¯
2
2m
∂2
∂q2
+ V (q, t)
)
ψ(q, t). (19.11)
To show this we first observe that to find the generalization of Eq.(19.3) in the case of time–dependent
potentials the equation should have the following properties
a) Linearity.
b) In the time–independent case it should reduce to Eq.(19.3).
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c) In the h¯ −→ 0 limit it should reduce to the CHJE (2.12).
These three conditions imply that the generalization of Eq.(19.3) to the case in which the potential
depends on time has the form
∑
α,β,γ,δ
cαβγδm
αh¯β
∂γ+δψ
∂tγ∂qδ
=
(
− h¯
2
2m
∂2
∂q2
+ V (q, t)
)
ψ, (19.12)
with cαβγδ dimensionless constants. Even if the case of the time–dependent perturbation, considered
previously, already shows that the only non–vanishing coefficient in (19.12) is c0110 = i, we show how
(19.11) can be derived from (19.12) as a consequence of the points a and b above. The fact that in the
stationary case Eq.(19.12) should correspond to (10.2), which is equivalent to (19.3), implies
γ ≥ 1. (19.13)
Let us now perform the dimensional analysis. A comparison between the left– and right–hand sides of
Eq.(19.12) shows that the operator mαh¯β∂γt ∂
δ
q has the dimension of the energy, so that
β = 1− α, γ = 1 + α, δ = −2α. (19.14)
Eqs.(19.13) and (19.14) yield
γ ≥ 1 −→ α ≥ 0 −→
{
β ≤ 1,
δ ≤ 0. (19.15)
On the other hand, we have δ ≥ 0, so that by (19.14) and (19.15) one obtains
α = 0, β = 1, γ = 1, δ = 0. (19.16)
Therefore, the only surviving term in the left hand side of (19.12) is c0110. Comparing with the
stationary case we get c0110 = i, that is Eq.(19.12) reduces to (19.11). Making the identification
ψ(q, t) = R(q, t)e
i
h¯
S(q,t), (19.17)
and using (19.11) we obtain the Quantum HJ Equation
∂S
∂t
+
1
2m
(
∂S
∂q
)2
+ V (q, t)− h¯
2
2mR
∂2R
∂q2
= 0, (19.18)
∂R2
∂t
+
1
m
∂
∂q
(
R2
∂S
∂q
)
= 0. (19.19)
Note that in general the quantum potential −h¯2∂2qR/2mR, does not correspond to the one considered
in the literature (e.g. the Bohmian one). The reason is that in general ψ in (19.17), solution of the
SE, does not correspond to the wave–function. Thus, for example, in the stationary case, in which
S(q, t) = S0(q)− Et, we always have to satisfy the conditions (15.7), in particular S0 6= cnst.
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19.2 Higher dimension
Similarly to the case of the Heisenberg uncertainty relations
∆pk∆qk ≥ h¯/2, (19.20)
in spite of being intrinsically one–dimensional, also our formulation essentially implies QM in higher
dimension. In fact, it turns out that the EP implies the SE also in higher dimension. A detailed
analysis of this argument is the subject of the forthcoming paper [16]. Here, we first outline the basic
steps in [16] and then propose an alternative approach based on space compactification. Let us consider
the D–dimensional CSHJE
1
2m
D∑
k=1
(
∂Scl0 (q)
∂qk
)2
+W(q) = 0. (19.21)
Also in this case, given another system with reduced action Scl v0 , we set
Scl v0 (qv) = Scl0 (q). (19.22)
Since Scl v0 (qv) must satisfy the CSHJE
1
2m
D∑
k=1
(
∂Scl v0 (qv)
∂qvk
)2
+Wv(qv) = 0, (19.23)
it follows by (19.22) that
pk −→ pvk =
∂Scl v0 (qv)
∂qvk
=
D∑
i=1
∂qi
∂qvk
∂Scl0 (q)
∂qi
=
D∑
i=1
Jkipi, (19.24)
where Jki denotes the Jacobian matrix
Jki =
∂qi
∂qvk
. (19.25)
Let us set
(pv|p) =
∑
k p
v2
k∑
k p
2
k
=
ptJ tJp
ptp
. (19.26)
Note that in the one–dimensional case
(pv|p) =
(
pv
p
)2
=
(
∂Scl0
∂qv
∂q
∂Scl0
)2
=
(
∂qv
∂q
)−2
, (19.27)
so that the Jacobian of the coordinate transformation is the ratio of momenta. By (19.21) we have
W(q) −→ Wv(qv) = (pv|p)W(q), (19.28)
that for the state W0 gives
W0(q0) −→Wv(qv) = (pv|p0)W0(q0) = 0. (19.29)
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Thus we have that in any dimension the EP cannot be consistently implemented in CM. It is therefore
clear that also in the higher dimensional case the implementation of the EP requires the deformation
of the CSHJE. Therefore
1
2m
D∑
k=1
(
∂S0(q)
∂qk
)2
+W(q) +Q(q) = 0. (19.30)
The properties of W +Q under the VT (19.22) are determined by the transformed equation
1
2m
D∑
k=1
(
∂Scl v0 (qv)
∂qvk
)2
+Wv(qv) +Qv(qv) = 0, (19.31)
which by (19.22) and (19.30) yields
Wv(qv) +Qv(qv) = (pv|p) (W(q) +Q(q)) . (19.32)
The only possibility to reach any stateWv fromW0 is that it transforms with an inhomogeneous term.
Namely, as W0(q0) −→Wv(qv) 6= 0, it follows by (19.32) that for each pair of states we have
Wv(qv) = (pv|pa)Wa(qa) + (qa; qv), (19.33)
and
Qv(qv) = (pv|pa)Qa(qa)− (qa; qv). (19.34)
Setting Wa(qa) =W0(q0) in Eq.(19.33) yields
Wv(qv) = (q0; qv), (19.35)
so that, according to the EP, even in higher dimension all the states correspond to the inhomogeneous
part in the transformation of the state W0 induced by v–maps. Comparing
Wb(qb) = (pb|pa)Wa(qa) + (qa; qb) = (q0; qb), (19.36)
with the same formula with qa and qb interchanged, we have
(qb; qa) = −(pa|pb)(qa; qb), (19.37)
in particular
(q; q) = 0. (19.38)
More generally, comparing
Wb(qb) = (pb|pc)Wc(qc) + (qc; qb) = (pb|pa)Wa(qa) + (pb|pc)(qa; qc) + (qc; qb), (19.39)
with (19.36) we obtain the basic cocycle condition
(qa; qc) = (pc|pb)
[
(qa; qb)− (qc; qb)
]
, (19.40)
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which is a direct consequence of the EP. Eq.(19.40) is the higher dimensional generalization of Eq.(8.14).
Similarly to the one–dimensional case, also Eq.(19.40) univocally leads to the higher dimensional SE.
The details of the derivation will be given in [16]. Let us just mention that the higher dimensional
version of the identity (9.7) is [16]
α2(∇S0) · (∇S0) = ∆(Re
αS0)
ReαS0
− ∆R
R
− α
(
2
∇R · ∇S0
R
+∆S0
)
, (19.41)
for any constant α. Therefore, if R satisfies the continuity equation
∇R2 · ∇S0 +R2∆S0 = 0, (19.42)
we have
(∇S0) · (∇S0) = h¯2

∆R
R
− ∆(Re
± iS0
h¯ )
Re±
iS0
h¯

 , (19.43)
and the general form of the QHJE in D–dimensions is provided by (19.42) and
1
2m
(∇S0) · (∇S0) +W +Q = 0, (19.44)
where Q is the quantum potential
Q(q) = − h¯
2
2m
∆R
R
. (19.45)
We stress the important fact that in general, as in the case of the other Quantum HJ Equations we
derived, Q does not correspond to the usual quantum potential. The reason for this is always the same.
Namely, while in the standard approach Eqs.(19.44)(19.45) are derived from the Schro¨dinger equation
by identifying Re
i
h¯
S0 with the wave–function, here the identification is between Re
i
h¯
S0 and a solution
of the Schro¨dinger equation which in general does not correspond to the wave–function.
Here we show an alternative derivation with respect to [16] which is based on space compactification.
As we will see, the approach is reminiscent of that in string theory and sets in a natural way a
correspondence between potentials and space compactification. We will see that this approach poses a
mathematical problem and will lead to the suggestion that potentials (forces) present in Nature have
a geometrical origin, as they are connected with the properties of compactification. Let us start by
observing that for potentials of the form
V (q) =
D∑
k=1
Vk(qk), (19.46)
the EP implies the decoupled quantum HJ equations
1
2m
(
∂S0,k(qk)
∂qk
)2
+Wk(qk) + h¯
2
4m
{S0,k, qk} = 0, (19.47)
k = 1, . . . , D, where Wk(qk) ≡ Vk(qk)−Ek. Eq.(19.47) implies the Schro¨dinger equation(
− h¯
2
2m
∆D(q) +W(q)
)
ψ(q) = 0, (19.48)
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where
W(q) =
D∑
k=1
Wk(qk), (19.49)
and ∆D(q) denotes the D–dimensional Laplacian
∆D(q) =
D∑
k=1
∂2
∂q2k
. (19.50)
Observe that
ψ(q) =
D∏
k=1
ψk(qk), (19.51)
where each ψk is solution of the one–dimensional SE(
− h¯
2
2m
∂2
∂q2k
+Wk(qk)
)
ψk(qk) = 0. (19.52)
Also in higher dimension the state W0 corresponds to the non–trivial solution
S00 =
h¯
2i
D∑
k=1
ln
(
q0k + iℓ¯0,k
q0k − iℓ0,k
)
. (19.53)
This guarantees that the Legendre transformation
S0 =
D∑
k=1
pk
∂T0
∂pk
− T0, (19.54)
is defined for any physical system. As a consequence of the involutive nature of the Legendre trans-
formation, we have that S0–T0 duality extends to higher dimension.
A first remark for our construction is that Eq.(19.48), due to its structure, holds also for potentials
which are more general than (19.46). To see this observe that the Laplacian is invariant under roto-
translations of the coordinate (parity transformations can be included in the following construction)
∆D(q˜) =
D∑
k=1
∂2
∂q˜2k
= ∆D(q) (19.55)
where
q˜k =
D∑
j=1
Rkjqj +Bk, (19.56)
RtR = ID. (19.57)
It follows that Eq.(19.52) is equivalent to
(
− h¯
2
2m
∆D(q˜) + W˜(q˜)
)
ψ˜(q˜) = 0, (19.58)
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where W˜(q˜) = W(q(q˜)), and ψ˜(q˜) = ψ(q(q˜)). The observation is that in general both W˜(q˜) and ψ˜(q˜)
would not decompose as a sum and product respectively, namely
W˜(q˜) =
D∑
k=1
Wk(qk) 6=
D∑
k=1
W˜k(q˜k), (19.59)
ψ˜(q˜) =
D∏
k=1
ψk(qk) 6=
D∏
k=1
ψ˜k(q˜k). (19.60)
Hence, removing the tilde from (19.58), we have that the EP implies at least the D–dimensional SE
(
− h¯
2
2m
∆D(q) +W(q)
)
ψ(q) = 0, (19.61)
where now W(q) is more general than (19.49).
19.3 Schro¨dinger equation and space compactification
The previous construction can be generalized to get a wider class of potentials. The point is to first
consider the SE in D +N dimensions. Eq.(19.47) implies
(
− h¯
2
2m
∆D+N(q) +W(q)
)
ψ(q) = 0, (19.62)
where
W(q) =
D+N∑
k=1
Wk(qk). (19.63)
Performing a rototranslation we have
(
− h¯
2
2m
∆D+N(q˜) + W˜(q˜)
)
ψ˜(q˜) = 0, (19.64)
which is equivalent to
(
− h¯
2
2m
∆D(q˜) + W˜(q˜)− h¯
2
2m
∆N (q˜)ψ˜(q˜)
ψ˜(q˜)
)
ψ˜(q˜) = 0, (19.65)
where
∆D(q˜) =
D∑
k=1
∂2
∂q˜2k
, ∆N(q˜) =
D+N∑
k=D+1
∂2
∂q˜2k
. (19.66)
Eq.(19.65) implies the D–dimensional SE
(
− h¯
2
2m
∆D(q˜) +Weff (q˜)
)
ψ˜(q˜) = 0, (19.67)
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where
Weff (q˜) = W˜(q˜)− h¯
2
2m
∆N(q˜)ψ˜(q˜)
ψ˜(q˜)
, (19.68)
with q˜D+1, . . . , q˜D+N seen as parameters for the potential.
The above approach seems to be sufficiently powerful to produce a wide range of potentials from
compactification. It is then interesting to understand whether an arbitrary potential in D–dimensions
can be obtained by a rototranslation and then compactifying N–dimensions. One should inductively
define the compactification when N −→ ∞. There are many other questions concerning this approach.
For example, it would be interesting to find in the case of some relevant potentials the associated
minimal value of N such that it can be reproduced by compactification.
19.4 Time–dependent case
Let us consider a potential of the form
V (q, t) =
D∑
k=1
Vk(qk, t). (19.69)
Since
ih¯
∂ψk(qk, t)
∂t
=
(
− h¯
2
2m
∂2
∂q2k
+ Vk(qk, t)
)
ψk(qk, t), (19.70)
it follows that
ih¯
∂ψ(q, t)
∂t
=
(
− h¯
2
2m
∆D(q) + V (q, t)
)
ψ(q, t), (19.71)
where
ψ(q, t) =
D∏
k=1
ψk(qk, t). (19.72)
Since space compactification does not affect the time component, we have that Eq.(19.71) holds for all
the potentials obtained by the procedure described in the previous subsection.
19.5 Relativistic extension
A property of the EP is that it has a universal character. We already saw that it implies the cocycle
condition also in higher dimension. This cocycle condition holds also in the relativistic case since it
arises as consistency condition on the transformation properties of W and Q. Thus, in the relativistic
case one arrives to the same cocycle condition (8.14) and to its higher dimensional version (19.40). In
this sense the quantum correction has always the same structure. For example, in the one–dimensional
relativistic case it is still given by the Schwarzian derivative of the reduced action times h¯2/4m. Since
the classical stationary HJ equation has the form
1
2m
(
∂Scl0
∂q
)2
+Wrel = 0, (19.73)
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where
Wrel ≡ 1
2mc2
[m2c4 − (V − E)2], (19.74)
we immediately see that, according to the EP, its quantum version is
1
2m
(
∂S0
∂q
)2
+Wrel + h¯
2
4m
{S0, q} = 0, (19.75)
which has been considered also in [73]. Similarly to the non–relativistic case, we have
e
2i
h¯
S0 = eiα
wrel + iℓ¯
wrel − iℓ , (19.76)
where wrel = φ
D/φ, with φD and φ denoting two real linearly independent solutions of the Klein–
Gordon equation
− c2h¯2∂
2φ
∂q2
+ (m2c4 − E2 + 2EV − V 2)φ = 0. (19.77)
20 Conclusions
Let us make some concluding remarks concerning the main results of our investigation. We started
by discussing our recent formulation of an EP from which the QSHJE was derived [1][2][12][13]. We
focused on formulating the general theory by starting from basic concepts leading in a natural way to a
new formulation of QM. As a result we obtained basic characteristics of QM from a first principle such
as the postulated equivalence of states under spatial coordinate transformations. The initial sections
were devoted to a critical examination of the rest frame and time parameterization as considered in
CM. This analysis was done by a parallel investigation of a basic relationship between the Legendre
transformation and second–order linear differential equations first observed in [6] in the framework of
Seiberg–Witten theory [7]. We saw that the EP univocally leads to the QSHJE, which in turn implies
the SE, which has a natural interpretation in terms of trajectories depending on initial conditions
parameterized by the constant ℓ. These conditions are lost in the SE which we introduced as a
mathematical tool to solve the QSHJE. Thus Re ℓ and Im ℓ can be seen as a sort of hidden variables
depending on fundamental constants, notably on the Planck and Compton lengths. This suggests that
fundamental interactions may in fact arise in the framework of the EP.
An alternative formulation of QM should reproduce the basic experimental facts, such as tunnel
effect and energy quantization. In Bohm’s theory [4] and stochastic quantization [19], the L2(R) condi-
tion for the wave–function in the case (17.6), which in fact implies tunnelling and energy quantization,
still arises from a re–interpretation of the Copenhagen axioms. In our formulation we started with a
criticism of the distinguished role of time and were then led to formulate the Equivalence Postulate
in which spatial coordinate transformations are considered. We considered the transformations in the
framework of HJ theory in which dynamics is described in terms of the functional relation between p
and q, so that time parameterization does not appear. While in the Hamilton and Lagrange equations
of motion time derivatives appear also in the stationary case, in HJ theory the time parameterization
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is introduced only after one identifies p and mq˙. In this way one can consider possible relations among
different systems without introducing time parameterization, a concept that, as we saw, is related to
the privileged nature of the rest frame. As a matter of fact, this property of HJ theory is in fact at
the heart of our formulation of QM.
The above discussion illustrates in which sense our EP differs from that formulated by Einstein
[3]. Loosely speaking, one can say that formulating Einstein’s EP in a strong sense, that is for all
possible potentials, and before introducing time parameterization, leads to QM. The basic fact is that
implementation of the EP univocally leads to the QSHJE and therefore to the SE. Furthermore, it has
been shown that the basic L2(R) condition is derived from the QSHJE itself. Thus, tunnelling and
energy quantization directly follows from the EP and can be seen as basic tests of our formulation.
Our formulation has manifest p–q duality which traces back to the involutive nature of the Legendre
transformation. A fact clearly expressed in terms of the Legendre brackets. This feature reflects in
the appearance in the formalism of both ψD and ψ. In particular, while in the standard formulation
of QM one usually considers a particular solution of the SE as the relevant quantity, here the relevant
quantity is the ratio w = ψD/ψ whose role is particularly transparent in considering the geometrical
concept of trivializing map where, like in the case of S0, p and q˙, ψD and ψ appear simultaneously.
Obtaining QM from a principle which is reminiscent of Einstein’s EP [3], suggests that difficulties
underlying quantization of gravity concern the way in which one usually considers the principles un-
derlying the two theories. In particular, on general grounds, the fact that GR describes space–time
as intrinsically related to matter, and that this is done in the framework of well–defined trajectories,
indicates that the usual formulation of QM may have basic conceptual obstructions when gravitation
is taken into account. The fact that QM arises from a simple principle, may in fact open the way
to a reformulation of the problem of quantum gravity from a completely unexpected and somehow
surprising perspective. In this context we note that the appearance of the Mo¨bius symmetry and the
role of the quantum potential may suggest that interactions present in Nature are deeply related to it.
We saw that different initial conditions are related by a Mo¨bius transformation. Furthermore, these
conditions, seen as hidden variables, have an intrinsic dependence on fundamental constants such as
the Planck length. A concrete signal that our formulation of QM is deeply connected to Gravitation.
Another distinguished feature of the present formulation is the fact that the quantum potential is
never vanishing. This property is somehow reminiscent of the relativistic rest energy. This supports
the old suspicion that special relativity itself and QM are in fact related. In the usual formulation this
possible connection is suggested in considering the de Broglie wave–length. In this respect we note
that in sect.16 we introduced a similar quantity expressed in terms of the conjugate momentum.
The above observations indicate that the problems one meets in formulating a theory in which the
interactions appears to be unified, may in fact be connected to the usual scheme we have about basic
concepts. A peculiarity of this picture is that it somehow reproduces the historical development of
Theoretical Physics research. So, the standard picture is to think of QM as the basic framework in which
interactions should be described. In this way we have that from one side there is the QM framework
and on the other one there are the four distinguished fundamental interactions. The investigation we
performed in the present paper may be an alternative starting point towards an effective unification
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of fundamental interactions. However, in order to formulate it, we have to completely reconsider basic
concepts such as the meaning of time, the role of trajectories and their connection with the concept
of force at distance. In this context it is exciting to consider the possibility that the structure of
interactions is in fact intimately related to the quantum potential that, as we have seen, plays the
role of intrinsic energy. More precisely, it can be seen as a sort of self–energy of the particle whose
structure depends on the external potential. In particular, this self–energy should provide the key to
understand how particle interacts with external forces and can be considered as particle response to
external perturbations. These observations would lead to replace the above scheme by a single theory.
It is not a fortuitous event that the EP we formulated originated from a critical analysis of the
role of time in CM. This was done after noticing the peculiar nature of the rest frame. It is actually
unavoidable that the classical concept of time loses its nature in the present formulation. This is
somehow a parallel evolution of what happens in GR.
Another feature concerns the similarity of our formulation with the theory of uniformization of
Riemann surfaces. It is even more frequent that this fascinating theory enters, in different contexts,
in basic physical topics. We have seen that the concept of trivializing map is essentially the same as
the one in Riemann surfaces theory. We believe that many of the geometrical concepts underlying our
approach are related to the fact that the topic concerning complex structures of Riemann surfaces may
be intimately related to the appearance of complex numbers in QM.
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