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Summary 
 
It is expected that future power systems will require radical distributed control approaches to 
accommodate the significant expansion of renewable energy sources and other flexible grid 
devices. It is important to rapidly and efficiently respond to disturbances by, for example: 
utilising adaptive, wide-area protection schemes; proactive control of available grid resources 
(such as managing the fault level contribution from converter-interfaced generation) to 
optimise protection functionality; and taking post-fault action to ensure protection stability and 
optimal system operation. This paper analyses and highlights the protection functions which 
will be especially important to minimising the impact of disturbances in future power systems. 
These functions include: fast-acting wide-area protection methods using Phasor 
Measurement Units (PMUs); adaptive and “self-organising” protection under varying system 
conditions; protection with distributed Intelligent Electronic Devices (IEDs); enhanced fault 
ride-through; and pattern recognition based schemes. In particular, the paper illustrates how 
the increased availability of measurements and communications can enable improved 
protection functionality within distribution systems, which is especially important to 
accommodate the connection of highly-distributed generation at medium- and low-voltages. 
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1. Introduction 
 
The unprecedented large-scale integration of distributed, renewable energy sources presents 
significant challenges for the real-time control and protection of electrical power systems  [1]. 
In the coming decades, there will be a sharp rise in the number of available grid 
measurements and controllable resources [2], such as converter-interfaced generation, 
energy storage, and demand-side response. In particular, the stability of future grid operation 
will be enhanced by providing more and faster-acting frequency response services, and this 
will be delivered through a large number of diverse resources, rather than centralised 
generation. However, such services must be designed in a manner that is computationally 
feasible and efficient, and where real-time control and protection actions are not unduly 
delayed by communications systems or other factors. 
 
A radical new control architecture has been designed within the EU-funded ELECTRA IRP 
research project [3] to directly address the challenges associated with the real-time operation 
of grids with highly-distributed resources. This paper reports on the work within the 
ELECTRA IRP project to minimise the impact of disturbances in future highly-distributed 
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power systems. The most relevant and critical protection functions have been analysed, and 
a selection of simulation results are presented to highlight key protection strategies for future 
systems. 
 
2. Future Power System Control Architecture and Protection Requirements 
 
a. Architecture Overview 
 
The envisioned future power system architecture, 
named web of cells (WoC), decentralises critical 
system functions – such as the provision of inertia, 
frequency containment, and balancing – into zones or 
“cells” which are smaller than conventional Load 
Frequency Control (LFC) areas. This concept is 
illustrated in Figure 1. Each cell is responsible for the 
provision and activation of reserves, communicating 
with neighbouring cells where necessary; this process 
will be automated without requiring manual input. This 
“divide and conquer” approach allows the grid to 
efficiently scale to a very large number of measurable 
and controllable devices – without excessive computational requirements or communications 
delays. It is also assumed that communications systems will be widely available in such 
future systems. 
 
b. Protection Requirements for Future Power Systems 
 
Under the radical new WoC control paradigm, protection and automation strategies are 
required to detect emergent issues in real-time and instruct a fast-acting response utilising 
flexible grid resources. Figure 2 summarises the key technical requirements identified for 
minimising the impact of disturbances in future power systems. These requirements 
represent the three distinct areas of focus for the research work described in this paper. 
 
 
Figure 2: Summary of protection requirements 
c. Analysis Methodology 
 
An analysis of the impact of suitable protection schemes for future power systems has been 
conducted using the methodology summarised in Figure 3. This process leads to the 
identification of “high-impact” protection functions, which are investigated further through 
detailed simulation studies, using representative grid models. Quantitative factors, such as 
reduced trip times, have been used to evaluate the performance of the proposed functions. 
 
Figure 1: WoC concept 
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Figure 3: Overview of methodology 
 
3. Technical Results 
 
a. Key Identified Protection and Control Functions 
 
Table 1 summarises the results of stage 1 and stage 2 of the methodology given in Figure 3. 
The table highlights the key protection functions which will be especially important in future 
highly-distributed power systems. 
 
Protection and Control Function Description and Justification for Investigation 
Wide-area protection using Phasor 
Measurement Units (PMUs) 
The use of PMU voltage and/or current measurements to 
quickly detect and locate faults. Even considering 
communications delays, this has the potential to provide 
faster-acting protection than existing backup protection 
methods (e.g. within 150 ms). It is also important to be able to 
accurately characterise the latency of PMUs for real-time 
applications, and for informing simulation studies. 
Detection and location of large 
disturbances 
Identification of events such as a large loss of generation, or 
loss of an inter-cell tie-line. This is important in a WoC 
architecture, because the “responsible” cell may need to be 
identified to correctly respond. Furthermore, signals from 
neighbouring cells may need to be considered. 
Self-organising protection 
Automated configuration of protection for arbitrary, varying 
network topologies. 
Coordination of protection devices for detection and location of 
faults in case of a reconfigurable network such as the WoC. 
Protection with distributed Intelligent 
Electronic Devices (IEDs) 
Self-healing concept and fault distance computation in MV 
overhead networks (in context of overcurrent protection). 
Fault Ride Through (FRT) 
Impact of high penetration of wind energy on system 
behaviour during voltage disturbances. 
Pattern recognition based schemes 
The detection of abnormal events in the system by analysing 
characteristic patterns, and the identification of the most 
interesting pattern (and variable) for fault location and 
detection in a WoC architecture. 
Adaptive overcurrent protection 
Primary protection of distribution networks with very high 
levels of distributed generation, by optimisation of the 
overcurrent relay time and pickup current settings. 
Table 1: Key identified protection and control functions 
b. Modelling Overview 
 
To provide consistency of the simulation results, two reference models have been defined for 
testing the proposed protection and control functions, rather than using an arbitrary model for 
each function. These models are intended to provide representative examples of typical 
distribution system (based on a CIGRE MV model, Figure 4) and a larger Pan-European 
transmission system (Figure 5). Each model has been separated into defined cells. 
 
 4 
 
 
Figure 4: CIGRE MV model 
 
Figure 5: Pan-European model 
 
4. Analysis Highlights 
 
a. Wind Farm Low Voltage Ride Through 
 
Distributed wind generation resources will be 
important in the WoC architecture to 
maintain reactive power reserves and as an 
active power source, by means of Low 
Voltage Ride Through (LVRT) employed 
during restoration of the power system 
following severe disturbances. Taking into 
account unprecedented high penetration of 
wind generation equipped with LVRT option, 
this protection function may be regarded as 
high-impact. Hence, investigation of this 
protection function through detailed 
simulation studies using representative Pan-
European Model and CIGRE MV models 
have been performed. Figure 6 illustrates 
simulation results for wind turbine voltage behaviour following a disturbance at the point of 
common (indicated by the black line), for three initial grid voltage levels (0.9, 1.0, and 1.1 pu). 
 
b. Accurate PMU Latency Measurement Characterisation 
 
Fast-acting response to power system events is becoming critical to ensuring power system 
stability [4]. Wide-area phasor measurement unit (PMU) monitoring schemes are being 
utilised to enable new system functions, such as fast-acting frequency control [5] distributed 
control paradigms [6], and will therefore underpin the real-time operation of the WoC 
architecture. In these applications, it is essential that measurement and communications 
latency is minimised, and it is therefore important that latency can be correctly characterised. 
Figure 7 illustrates a method for accurately measuring PMU reporting latency. This can also 
be extended to measuring the total latency perceived when communicating PMU data over 
wide-area networks (WANs), with typical results given in Figure 8. This information is 
important for understanding dynamic system behaviour, and for realistically accommodating 
communications delays within complex power system simulations. 
 
Figure 6: Wind turbine voltage characteristics 
during fault for different grid voltage levels 
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Figure 7: Overview of PMU reporting latency 
measurement method 
 
Figure 8: PMU WAN latency results 
 
c. Adaptive Overcurrent Protection for Distribution Systems 
 
The WoC paradigm will include challenges relating to: changing, bi-directional power flows; 
differences in behaviour of converter-coupled sources in terms of short-circuit current feed to 
faults; and necessary reconfiguration capabilities, where islanded mode may be necessary 
for operational or economic reasons. These factor require the implementation of adaptive 
protection systems. Adaptive overcurrent protection systems update the set points – i.e. 
Pick-up Current (PC) and Time Multiplier Settings (TMS) – of overcurrent relays (OCRs) to 
fulfil the OCR coordination for any network topology change as well as to provide fast 
responses to varying distributed generation. An adaptive algorithm has been developed to be 
applied on the CIGRE MV reference network, and provides necessary network arrangements 
after a short circuit fault and calculates new OCR settings. The algorithm shown in Figure 9 
is triggered after a short circuit fault or a DER status change occurred in the protection area. 
 
The test network includes eight OCRs 
located in specific parts of the network. 
Thus, it represents eight possible fault 
zones, which requires to be simulated in 
separate scenarios using DIgSILENT 
PowerFactory. Considering general 
simulation outcomes, the adaptive 
algorithm increases the network reliability 
in case of a fault due to the topology re-
arrangement capability. Some fault zones 
can be isolated, thus supply to customers 
can be restored by reorganizing normally 
open points in the protected area. Relay 
coordination can fully be satisfied 
considering the back-up protection and 
grading margins. Figure 10 and Figure 11 present the standard inverse time-current curves 
of four series OCRs located in the test network. For three OCRs, changing OCR settings 
(adaptive) after a change DER power output provides a 0.1 s faster fault response compared 
to using static relay settings. 
 
 
Figure 10: Relay operating times (static 
settings) 
 
Figure 11: Relay operating times (adaptive 
settings) 
 
 
Trigger signals
DER status 
change
OCR fault 
detection
Check the fault 
area
Possible to 
re-energize?
Calculate new 
relay settings
Isolate the fault
Operate/change 
the NO points
Set OCR 
parameters
YES
NO
Figure 9: The adaptive algorithm 
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d. Protection with Distributed Intelligent Electronic Devices (IEDs) 
 
The automated measurement, monitoring, 
control and communications capabilities of 
Intelligent Electronic Devices (IED) provide the 
information needed to implement the self-
healing concept, providing automated fault 
identification and location, fault isolation, and 
power restoration. As a result, power outages 
can be shortened and system reliability 
improved significantly. Fault location in a WoC 
concept network is challenging because major 
distributed generation is connected at the MV 
and LV levels. To enable improved fault 
location, a fault distance calculation algorithm has been developed based on the current and 
voltage measurements from the substations and/or distributed IEDs. The main error source 
of the reactance relays in fault location is the reactive fault current superposed on the 
measured fault current. To mitigate this problem, the fault location algorithm estimates the 
load currents from the measured quantities before, during, and after the fault, and to 
compensate for the load current superposed on the fault current. After the load current 
compensation, the fault distance is computed as reactance. Figure 12 illustrates the 
improvement in fault distance calculation error, using simulations with the CIGRE MV model. 
 
5. Conclusions 
 
This paper has provided guidance for the key areas of protection research that will underpin 
the realisation of stable and efficient future power systems. In particular, it is shown how 
PMU measurements can be characterised and how distribution system protection can be 
adapted to take advantage of additional measurements and communications to counter the 
impact of highly-distributed generation connected at MV and LV. Future work will involve 
more detailed simulation results for each protection function identified in Section 3.a. This will 
be reported on in a future publicly-available report. 
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Figure 12: Fault distance algorithm error 
