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1 
This paper is concerned with existence of solutions of the boundary value 
problem 
xm =f(x, x’, t), (1.1) 
%44 - u2x’(a) = A, U.2) 
b,x(b) + b,x’(b) = B, U-3) 
where f is real valued and continuous on R2 x I, I = [u, b], and the ui , bi 
are real constants with uI2 + ua2 > 0, 4” + b22 > 0. Existence of solutions 
of (1 .l), (1.2), (1.3) is discussed by using lower and upper solutions and a 
Nagumo condition. 
DEFINITION. 01 E C2(1) is a lower solution of (1 .l), (1.2), (1.3) provided 
that 
a” a.&, a’, t), t EI, (1.4) 
up(u) - u2d(u) < A, (1.5) 
b,or(b) + b,cqb) < B. (1.6) 
B E C2(1) is an upper solution of (1. l), (1.2), (1.3) provided that 
8” <f(B, 8’9 t), t El, 
G(Q) - a28’(4 2 A 
&P(b) + W(b) > B. 
(l-7) 
(1.8) 
(1.9) 
DEFINITION (Schrader [lo]). f satisfies the generalized Nagumo condition 
with respect to 01, ‘3 if every solution x(t) of (1.1) satisfying LX(~) < x(t) < /l(t), 
on its maximal interval of existence (in I) exists on the whole interval I. 
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Remark. There are two other commonly used Nagumo conditions. The 
classical Nagumo condition is the existence of a (Nagumo) function 
$: [0, co) --f (0, WI) which satisfies 
If(%Y, 9 G9xIYI) 
on the set 
D = {(x, y, t): a < t 6 b and a(t) < x ,< p(t)) 
and also satisfies 
s 
mydy=co. 
b(Y) 
A generalization of the classical Nagumo condition is the condition that 
there be a number N > 0 such that for every solution x(t) satisfying 
a(t) < x(t) <p(t) on some interval JC1, it follows that 1 x’(t)/ < N on J. 
The generalized Nagumo condition is the weakest of the three conditions. 
On the other hand, each of them is weaker than a Lipschitz condition with 
respect to x’. See [5, p. 4281 or [6, p. 3531 and also [9, p. 5311. 
A very general existence criterion for solutions of (1. l), (1.2), (1.3) is given 
in the following theorem. 
THEOREM 1. Suppose that OL, ,6 E P(I) are lower and upper solutions oj 
(l.l), (14, (1.3), respectively, such that a(t) < /3(t), t E I. Suppose that 
a2 , b, > 0 and that f satisjes a generalized Nagumo condition with respect to 
LX, j3. Then (l.l), (1.2), (1.3) h as a solution x(t) such that al(t) < x(t <p(t), 
t EI. 
This theorem is essentially already known. Except for minor modifications, 
it is a special case of a result of Erbe [3, Theor. 3.61 who considers nonlinear 
boundary conditions. Likewise it is only a slight generalization of a result of 
Kaplan, Lasota and Yorke [7]. 
Schmitt [9] has proven the above theorem under the additional conditions 
that a 1 , b, > 0 and a, + b, > 0. He shows that the solution of (l.l), (1.2), 
(1.3) can be expressed as a fixed point of an associated integral operator 
(using the Green’s function). This allows the solution to be constructed by 
successive approximations if f is independent of x’ and is nonincreasing with 
respect to x for fixed t. 
One purpose of the present paper is to show that the method used by 
Schmitt can be extended to the most general allowable boundary conditions, 
i.e., a, , b, >, 0. Thus the solution of (l.l), (1.2), (1.3) will be expressed as the 
solution of an associated integral equation even though the Green’s function 
for the associated linear equation with homogeneous boundary conditions 
may not exist. This is achieved by means of a simple transformation. 
NONLINEAR BOUNDARY VALUE PROBLEM 495 
Using similar transformations, it is shown by example that the theorem is 
not true if either aa < 0 or b, < 0, regardless of the other values of ai ,6, . 
Although counterexamples can easily be constructed for special cases, no 
general example has yet been given. The statement of Kaplan, Lasota and 
Yorke [7, p. l] that the restriction a2 , b > 0 is no loss of generality disregards a , 
the fact that multiplying the boundary conditions by -1 has an adverse 
effect on the upper and lower solutions. 
Since the proof here follows the same general outlines as in Ip], only parts 
of the proof will be given in detail. In several places the reader is referred to 
[9] or [lo]. For an alternate proof of Schmitt’s theorem, in the spirit of 
Wazewski’s method, see [I] and [2]. 
2 
Proof of the Theorem. It is no loss of generality to assume that Q < 0 
and b > 0 since otherwise this can be achieved by the translation 
7 == t - (b + a)/2, which preserves the conditions of the hypothesis. Setting 
u(t) = x(t) e(L/2)tZ, (2-1) 
where L is any real number transforms (1.1) (1.2), (1.3) into 
u” = e(L.j2)t2f(x, x’, t) + 2Ltu’ + (L - L2t2) u 
= g(u, u’, 4, 
(a, + U&U) u(u) - u2u’(u) = A, = Ae(L/2)a2, 
(6, - 6,Lb) u(6) + b,u’(b) = B, = Be(r/2)b2. 
(2.2) 
(2.3) 
(2.4) 
If OL, p are transformed according to 
4(t) = a(t) e(L/2)t2, 
#(t) = /3(t) e(L/2)te, 
then $, # are lower and upper solutions of (2.2), (2.3), (2.4), respectively. 
Furthermore, if f satisfies the generalized Nagumo condition with respect to 
(Y, fl, then g satisfies the generalized Nagumo condition with respect to 4, I/. 
Now choose L < 0 so that a, = a, + u,Lu > 0 if u2 > 0, and 
b, = b, - b,Lb > 0 if b, > 0. Then (2.3), (2.4) become 
u3u(u) - u2u;(u) = A, , (2.5) 
6,24(b) + b,u’(b) = B, . V-6) 
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Under the condition us > 0 if us > 0 and b, > 0 if b, > 0, the Green’s 
function for the linear homogeneous boundary value problem 
d = 0, (2.7) 
%44 - up’(u) = 0, b&b) + b&(b) = 0, (2.8) 
can be constructed. Hence, if g(u, ul, t) is bounded for (u, u’, t) E Ra x I, 
then the existence of a solution u(t) of (2.2), (2.5), (2.6) follows from [9, 
Theor. 11. The general case when g is not assumed to be bounded will 
subsequently be deduced from this special case. 
Remark. It is an interesting digression to note that the boundary value 
problem (l.l), (1.2), (1.3) can now be written as the integral equation 
x(t) = 1” e-(Lj2)taG(t, s) g(u(s), u’(s), s) ds + e-cL/@y(t), 
a 
where u(t) = x(t) e(L/s)t’, G(t, s) is the Green’s function for (2.7), (2.8), and 
y(t) satisfies y” = 0 and (2.5), (2.6). 
Returning to the proof, it will now be shown that this solution satisfies 
d(t) < u(t) < $(t), t E I. To this end, define 
* - W) 
g(W)t u’, t) + -- 1 + *a ’ if * > VW), 
if 9(t) -G u G W, 
g@(t), u’, 4 + -__- > 
u-~(t) if 
1 + 11s u <d(t)- 
Then F is bounded since g is, and so uN = F(u, u’, t) and (2.5), (2.6) has a 
solution u(t). If it is shown that d(t) < u(t) < 4(t), t ~1, then u(t) is also a 
solution of (2.2) and the corresponding solution x(t) of (1.1), (1.2), (1.3) 
satisfies a(t) < x(t) < /3(t), t E I. 
To show that d(t) < u(t) < (Cl(t), first suppose that a2 > 0 and 6, > 0. Now 
if u(a) > t/(a) and u(b) > #(b), then u’(a) > #‘(a) and u’(b) < 4’(b). Thus 
u(t) - y%(t) attains a maximum at some t,, E (a, b). Since u’(tJ = #‘(to), 
which is a contradiction. 
If *(a) > $64, m) > Yw, and u(b) < $(b), u(t) - (b(t) still attains a 
maximum at some t, E (a, b) and a contradiction is obtained in the same 
manner. Likewise, the case u(u) < #(a), u(b) > glr(b) is eliminated. 
Finally, suppose that u(u) < #(a) and u(b) < 4(b). If it is not true that 
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g(t) < #(t) for t E 1, then there is a t, > a such that u(tl) > $(tl) and the 
above argument can easily be adapted to this case. In a similar manner it 
can be shown that u(t) > #(t), t E I. 
Now allow a2 (and/or b,) to be zero. If a, = 0, then 
Since also +(a) < #( a and a, # 0, it follows that +(a) < u(u) < #(u). ) 
Likewise, +(b) < u(b) < #(b) if b, = 0. Thus the above argument can be 
applied, even if ua or b, vanishes, to show that d(t) < u(t) < #(t), t ~1. 
The theorem has now been established for the case when g is bounded. 
This is the analog of [9, Theor. 21. The general case can now be considered 
by defining the modified functions 
1 
m4 NY 0, u’>N, 
FN(W u’, f> = mu, u’, q, I u’ I < N, 
Mu, -N, t)> u’ < -N, 
where 
/ 
&w~ U’> 9, u > VW> 
F&4 U’, t) = &, u’, q, 4(t) < u G M), 
&!w>, 21’7 4, u < d(t), 
and N is a positive integer greater than max(1, suptp, [ $‘(t)l , supbl 1 t)‘(t)/>. 
This is Schrader’s technique [ 10, Theor. 3.11. Since FN is bounded and (b(t), 
#(b) are lower and upper solutions, respectively, of 
U” =F& u’, t) (2.9) 
and (2.3), (2.4), then by the preceding discussion, (2.9), (2.3), (2.4) has a 
solution r+,,(t) which satisfies d(t) < z+(t) < #(t), t E 1. Now defining GM as 
in [lo], the proof proceeds exactly as in [lo] to find the desired solution u(t) 
of (2.2) (2.3), (2.4) satisfying $(t) < u(t) < d(t), t E I. Then 
x(t) = ff(t) e(-Llz)tz 
is the desired solution of (l), (1.2), (1.3). 
3 
In this section it is shown that the above theorem is not true if either 
ax < 0 or 6, < 0. It is convenient to break this up into several different cases 
even though the same basic example is used for each. Note that the differential 
equation in each case is linear so that the corresponding f actually satisfies a 
Lipschitz condition. 
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The examples are given only for homogeneous boundary conditions 
(A = B = Oin (1.2), (1.3)). H owever, they can easily be extended to arbitrary 
nonhomogeneous boundary conditions, that is, when A and B have arbitrarily 
preassigned values. 
EXAMPLE 3.1. Theorem 1 is not true if a, < 0 and b, > 0. Consider the 
boundary value problem 
UN = (k + 2L) 24’ - (kl+ Lz) u + W, (3.1) 
up(O) + u’(0) = 0, b+( 1) + u’( 1) = 0, (3.2) 
where 1 and k are nonzero constants. It will be shown that L and K can be 
chosen so that (3.1), (3.2) h as no solution. The transformation 
u(t) = x(t) eLt (3.3) 
takes (3.1), (3.2) into 
xv = kx’ + I, (3.4) 
(a, t-4 x(O) + x’(O) = 0, 
(b, + L) x(l) + x’(l) = 0. 
(3.5) 
Since the general solution of (3.4) is 
x(t) = (C/k) ekt - (Z/k) t + D, 
it follows that (3.5) is satisfied if and only if 
( ~+l)C+(o,+L)D=;, 
(3.6) 
( 
w+l)ekC+(bI+L)D=(bI+L+l)$. 
(3.6) will have no solution if 
rank 
(3.7) 
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If 
(b, + L + 1) (a1 + L) # b, + L, 
this is equivalent to 
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(3.8) 
i 
a, +L 
det 
( V+l)ek b,+L 
=O* 
(3.9) 
If a, = b, , choose L = -a, = --b, . Then (3.6) has no solution. 
If a, # b, , choose L > 0 so that ur + L and b, + L are positive and (3.8) 
holds. Setting aL = a, + L and bL = b, + L, (3.9) will be satisfied if 
uL + k bL ek = __ - - = h(k). 
bL + k UL - 
If uL > bL > 0, then there is a k, < 0 such that h(k,) = ekl. If 0 < uL < bL, 
note that 
h’(0) = G > 0. 
Now change L if necessary so that h’(O) # 1. Then k, # 0 can be found so 
that h(kl) = ekl. 
In each case there is a k, # 0 such that (3.9) holds. Setting k = kl in (3.4) 
it remains to show the existence of upper and lower solutions for (3.4), (3.5). 
If a, = b, , and I > 0 (recall we have chosen a, + L = b, + L = O), take 
a(t) = 2 eklt - ; t, 
1 1 
where C, is chosen so that C,k, > 1 and C,k, > Ze-“l. Also take /3(t) = D1 , 
iwhich is chosen so that a(t) < D, on [0, I]. Then 01 and p are Iower and upper 
solutions, respectively, for (3.4), (3.5) and a(t) < /3(t) on [0, 11. 
If a, # b, , take a(t) = D, - (Z/k,) t and p(t) = D, - (Z/k,) t. If D, is 
rufficiently small and D, is sufficiently large, then 01 is a lower solution and 
k(t) is an upper solution for (3.4), (3.5), and a(t) < /I(t). 
Finally, these lower and upper solutions can be transformed via (3.3) into 
lower and upper solutions of (3.1) and (3.2) which has no solution if k, and L 
are chosen as above. 
EXAMPLE 3.2. The theorem is not true if a2 < 0 and b, = 0. Proceeding 
as in Example 1 with (3.2) replaced by 
u,u(O) + u’(0) = 0, b&l) = 0, (3.10) 
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the transformation (3.3) leads to (3.4) and 
(4 + 4 4)) + qo> = 0, b,x(l) = 0. (3.11) 
Using the general solution x(t) = (C/k) ekt - (Z/k) t + D of (3.4), it follows 
that (3.11) is satisfied if and only if 
( al + L -++)C+(a,+L)D=;, k 
Hence there will be no solution if a, + L # 1 and 
det (f+’ ‘-:) =O. (3.12) 
Choosing L = L, so that 1 < a, + L, < 2, there is a k, < 0 such that 
ekl- al+&+& - 
al +L, ’ 
Hence (3.12) holds. Thus (3.4), (3.11) and hence (3.1), (3.10) have no solution 
forL =L, and k =k,. 
If 4 > 0, upper and lower solutions for (3.4), (3.11) (with L = L, and! 
K = Al) are easily constructed as in Example 1. 
Now suppose b, < 0. First choose I < 0. a(t) = 0 serves as a lower solutio 
i of (3.4), (3.11). It will now be shown that an upper solution /l(t) of the form
p(t) = g ekt - i t + D 
can be found. Such a p(t) is a solution of (3.4) and so it suffices to have 
,8(t) > 0 and 
@l + Ll) B(O) + B’(O) b 0, b&l) = 0. (3.13) 
Having specified 1 and k, above, choose 
c=$, /Y(t) = $ (ekxt - 1) GO. 
1 
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Hence b(t) 3 0 on [O, l] if /3(l) = 0. It is thus sufficient to have (3.13) satis- 
fied, which is equivalent to 
D-1(1-$), a,$L,<2. 
Choosing C and D in this way and noting that L, has already been chosen to 
satisfy a, + L, < 2, we have a(t) < /l(t) on I = [0, I]. 
Transforming u(t) and /3(t) into lower and upper solutions of (3.1), (3.10) 
via (3.3), the example is complete. 
EXAMPLE 3.3. The theorem is not true if a2 > 0 and b, < 0. Although an 
example could be constructed directly for this case as above, it is easier to 
make a transformation and apply Examples 3.1, 3.2. Thus, assuming first that 
a2 > 0, consider 
d’ = -ku’ + 1, 
b&-l) - U’(-1) = 0, u,u(O) - u’(0) = 0. 
Letting x(t) = a( -t) yields 
x” = kx’ + 1, 
a,x(O) + x’(0) = 0, b,x(l) + x’(1) = 0. 
Since the transformation x(t) = u(-t) preserves lower and upper solutions, 
the validity of this example follows from Example 3.1. Similar considerations 
with the use of Example 3.2 dispose of the case a2 = 0. 
EXAMPLE 3.4. The theorem is not true if ua < 0 and 6, < 0. Consider the 
boundary value problem 
u” = (k + 2Lt) u’ - (L2t2 + kl - L) u + Ze(L/@, (3.14) 
a+(-1) + u’(-1) = 0, 
b,u(l) - U’(1) = 0, 
(3.15) 
where 1 is any nonzero constant. It will be shown that L and k can be chosen 
so that (3.14), (3.15) has no solution. The transformation 
u(t) = x(t) e(L12)t2 (3.16) 
takes (3.14), (3.15) into 
x” = kx’ + 1, (3.4) 
(a, -L) x(-l) + x’(-1) = 0, 
(b, - L) X(1) - X’(1) = 0. 
(3.17) 
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Since the general solution of (3.4) is 
it follows that (3.17) is satisfied if and only if 
( ~+l)ew+(a,-L)D=(l-aa,+L)~, 
(3.18) 
( 
b, - L -_ 
k l)eW+(b,-L)D=-(1+6,-L);. 
Choosing L so that 2L - a, - b, # 0, then (3.18) has no solution if 
e2k _ aL + k bL 
- p-gj 2 SE w 
for some k # 0, where aL = a 1 -L and bL = b -L In addition, make L 1 - 
so small that 
0 < h’(0) = Qg < 2. 
Then K, # 0 can be chosen so that 
ezkl = h(k,). 
For these values of L and k, (3.4), (3.17) has no solution. Since L can be 
chosen smaller yet if necessary to insure that a, -L > 0 and b, -L > 0, 
upper and lower solutions for (3.4), (3.17) can be constructed for (3.4), (3.17) 
the same way as in Example 1. 
These upper and lower solutions are now transformed into upper and lower 
solutions for (3.14), (3.15) via the transformation (3.16). But (3.14), (3.15) 
has no solution for the chosen values of k and L. 
4 
As remarked in the introduction, Schmitt [9] has shown that under his 
more restrictive boundary conditions the solution x(t) of (1. I), (1.2), (1.3) can 
be constructed by successive approximations if f is independent of x’ and is 
nonincreasing in x for each tixed L Using the transformation (2.1) with 
L < 0, the following generalization of Schmitt’s result can be established. 
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THEOREM 2. Suppose f  is independent of x’ and is nonincreasing in x for 
jixed t; a2 , b, > 0; and th ere exist lower and upper solutions w(t), p(t) for (1. l), 
(1.2), (1.3) with a(t) G,!?(t), t ~1. Then (l.l), (1.2), (1.3) has a solution x(t) 
with a(t) < x(t) < /3(t), t E I, which can be computed by successive approxima- 
tions. 
The simple transformations (2.1) and (3.3) are useful in making a compari- 
son between existence criteria obtained from Theorem I and existence 
criteria obtained via the “uniqueness implies existence” approach [8]. This 
will be discussed elsewhere. 
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