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Abstract
Consider the heteroscedastic nonparametric regression model with random design
Yi = f(Xi) + V
1/2(Xi)εi, i = 1, 2, . . . , n,
with f(·) and V (·) α- and β-Ho¨lder smooth, respectively. We show that the minimax
rate of estimating V (·) under both local and global squared risks is of the order
n−
8αβ
4αβ+2α+β ∨ n− 2β2β+1 ,
where a ∨ b := max{a, b} for any two real numbers a, b. This result extends the fixed
design rate n−4α ∨ n−2β/(2β+1) derived in Wang et al. [2008] in a non-trivial manner,
as indicated by the appearances of both α and β in the first term. In the special case
of constant variance, we show that the minimax rate is n−8α/(4α+1) ∨ n−1 for variance
estimation, which further implies the same rate for quadratic functional estimation and
thus unifies the minimax rate under the nonparametric regression model with those under
the density model and the white noise model. To achieve the minimax rate, we develop a
U-statistic-based local polynomial estimator and a lower bound that is constructed over
a specified distribution family of randomness designed for both εi and Xi.
Keywords: variance estimation, nonparametric regression, random design, minimax
rate, U-statistics.
1 Introduction
Consider the model
Yi = f(Xi) + V
1/2(Xi)εi, i = 1, 2, . . . , n, (1)
where {Xi}ni=1 are independent and identically distributed (i.i.d.) univariate random design
points, and {εi}ni=1 are i.i.d. with zero mean, unit variance, and are independent of {Xi}ni=1.
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In this paper, we study the optimal estimation of V (·) under both local and global squared
risks. Variance estimation is a fundamental statistical problem [Von Neumann, 1941, 1942;
Rice, 1984; Hall et al., 1990] with wide applications. It is useful in, for example, construction
of confidence bands for the mean function, estimation of the signal-to-noise ratio [Verzelen
and Gassiat, 2018], and selection of the optimal kernel bandwidth [Fan, 1992].
When {Xi}ni=1 are fixed, estimation of V (·) in (1) has been studied extensively in the
literature via residual-based methods [Hall and Carroll, 1989; Ruppert et al., 1997; Ha¨rdle and
Tsybakov, 1997; Fan and Yao, 1998] and difference-based methods [Muller and Stadtmuller,
1987; Mu¨ller et al., 2003; Brown and Levine, 2007; Wang et al., 2008]. One important heuristic
from previous studies is that, compared to residual-based methods, difference-based methods
are able to achiever a smaller bias and subsequently a smaller mean squared error by avoiding
direct estimation of the mean function. More precisely, when Xi = i/n, i = 1, . . . , n and f(·)
and V (·) in (1) are α- and β-Ho¨lder smooth, respectively, Wang et al. [2008] proposed a
difference estimator which achieved the optimal rate of the order n−4α ∨ n− 2β2β+1 under both
local and global squared risks.
In contrast, our study focuses on the case where {Xi}ni=1 are i.i.d. random design points
on the real line. For this, we show that when f(·) and V (·) in (1) are α- and β-Ho¨lder smooth,
respectively, the minimax rate of estimating V (·) is of the order n− 8αβ4αβ+2α+β ∨ n− 2β2β+1 under
both local and global squared risks. This result has several noteworthy implications:
• The minimax rates in random and fixed design settings share a common component,
n
− 2β
2β+1 , as well as the same transition boundary α = β/(4β + 2).
• For α < β/(4β + 2), a faster rate is achievable with a random design.
• Unlike the fixed design setting, for α < β/(4β + 2), α and β are now both present in
the first term of the minimax rate in the random design case.
We now discuss in more detail this minimax rate. The upper bound of the minimax rate
is achieved by smoothing pairwise differences via local polynomial regression, the former of
which is formulated via U-statistics. Our analysis of this estimator hence relies on the four-
term Bernstein inequality in Gine´ et al. [2000], and unlike classic kernel methods, requires
no smoothness assumption on the design density.
For the lower bound, due to the appearances of both α and β in the non-trivial n
− 8αβ
4αβ+2α+β
part of the minimax rate and the additional randomness of {Xi}ni=1, the derivation is much
more involved than its counterpart in the fixed design setting. We tackle the first difficulty of
entangled α and β via a proper localization technique in the construction of the mean function
f(·), depicted in Figure 2 in Section 3.2. The second difficulty caused by the randomness of
{Xi}ni=1 is resolved with a new trapezoid-shaped construction of the mean f(·), aided by a
result due to Kolchin et al. [1978] on the sparse multinomial distribution. This result helps
characterize the asymptotic behavior of the locations of {Xi}ni=1 and plays a key role in our
proof, but to our knowledge has not been well used in the nonparametric statistics literature.
In the special case of constant variance, (1) is reduced to
Yi = f(Xi) + σεi, i = 1, 2, . . . , n, (2)
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and the goal becomes estimation of σ2. In this case, the problem is linked to estimation
of a quadratic functional, which has been studied in depth in the other two benchmark
nonparametric models, the density model [Bickel and Ritov, 1988; Laurent, 1996; Gine´ and
Nickl, 2008] and the white noise model [Donoho and Nussbaum, 1990; Fan, 1991; Laurent and
Massart, 2000]. In the density model, one observes an i.i.d. univariate sequence {Xi}ni=1 from
some unknown density f(·), and the goal is to estimate ∫ f2(x)dx. In the white noise model,
one observes a continuous-time process from dYt = f(t)dt + n
−1/2dWt for t ∈ [0, 1] with
Wt a standard Wiener process. The goal is to estimate
∫ 1
0 f
2(t)dt. Under an α-smoothness
condition on f(·), the minimax rate in both of the aforementioned two cases is n−8α/(4α+1) ∨
n−1 (cf. Theorem 1(ii) and 2(ii) in Bickel and Ritov [1988], Theorem 4 in Fan [1991]).
Following Doksum and Samarov [1995], a quadratic functional of interest under (2) with
random design is
Q :=
∫
f2(x)pX(x)w(x)dx, (3)
where pX(·) is the unknown design density and w(·) ≥ 0 is some known weight function.
Assuming in (2) that f is α-Ho¨lder smooth, we show that the minimax rate of estimating
σ2 and Q (when σ2 is unknown) is n−8α/(4α+1) ∨ n−1, thereby unifying the minimax rate of
quadratic functional estimation in all three benchmark nonparametric models.
In this paper, we also provide extensions of (2) to multivariate cases, with a focus on the
multivariate nonparametric regression model
Yi = f(Xi) + σεi, i = 1, 2, . . . , n, (4)
and the nonparametric additive model
Yi =
d∑
k=1
fk(Xi,k) + σεi, i = 1, 2, . . . , n, (5)
in both fixed and random designs. Here, Xi := (Xi,1, . . . , Xi,d)
>, i = 1, . . . , n, for some fixed
positive integer d. Regarding the fixed design, we consider two types, namely, the grid design
(GD) and the diagonal design (DD). With a total of n design points, the former places them
on a regular grid in the d-dimensional cube [0, 1]d while the latter only places design points
on the diagonal. Details are given in Sections 4.1 and 4.2.
We summarize the minimax rates in all of the aforementioned models in Table 1.
The rest of the paper is organized as follows. Section 2 presents the simple model (2) with
constant variance. Section 3 discusses its heteroscedastic extension (1). Section 4 discusses
the multivariate nonparametric regression model (4), the additive model (5), and several
other extensions of our main results. The essential lower bound proof of the minimax rate
n−8α/(4α+1) ∨n−1 under model (2) is presented in Section 5, with the rest of the proofs given
in a supplement.
The notation used throughout the paper is as follows. For any positive integer n, [n]
denotes the set {1, 2, . . . , n}. For any real number a, we use dae to denote the smallest
integer greater than or equal to a, and bac the largest integer strictly smaller than a. For
any positive integer d, 0d denotes the zero vector of dimension d and Id denotes the identity
matrix of dimension d. For a real vector x, ‖x‖ and ‖x‖∞ denote its Euclidean and infinity
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Table 1: Summary of minimax rates in (1), (2), (4) and (5). The two types of fixed design considered,
(GD) and (DD), are defined in (20) and (21), respectively. For a d-dimensional smoothness index
α = (α1, . . . , αd)
>, α := d/(
∑d
k=1 1/αk), αmin := min1≤k≤d αk, and αmax := max1≤k≤d αk. The
respective sections contain the definition of the distribution class of {(Xi, εi)}ni=1 in the random
design setting and distribution class of {εi}ni=1 in the fixed design setting. Our results include all
of the random design rates and fixed design rates in (4) and (5). Note results for (4) and (5) have
additional requirements; see Sections 4.1 and 4.2 for details.
stated in minimax rate boundary
(1), fixed Wang et al. [2008] n−4α ∨ n−2β/(2β+1)
α = β/(4β + 2)
(1), random Theorems 3, 4, 5 n
− 8αβ
4αβ+β+2α ∨ n− 2β2β+1
(2), fixed Wang et al. [2008] n−4α ∨ n−1
α = 1/4
(2), random Theorems 1, 2 n−8α/(4α+1) ∨ n−1
(4), fixed (GD) Proposition 3 n−4αmax/d ∨ n−1 αmax = d/4
(4), fixed (DD) Proposition 4 n−4αmin ∨ n−1 αmin = 1/4
(4), random Propositions 1, 2 n−8α/(4α+d) ∨ n−1 α = d/4
(5), fixed (GD) Proposition 5 n−1
(5), fixed (DD) Proposition 6 n−4αmin ∨ n−1
αmin = 1/4
(5), random Propositions 7, 8 n−8αmin/(4αmin+1) ∨ n−1
norms, respectively. For a real matrix A, we use ‖A‖, ‖A‖F , and |A| to denote its spectral
norm, Frobenius norm, and determinant, respectively. For an m-times differentiable function
f : R → R with some positive integer m, we use f (k) to denote its kth derivative for k =
1, 2, . . . ,m. For identically distributed random variables Xi and Xj , we use PXi(·) and pXi(·)
to denote the distribution and density of Xi, X˜ij to denote Xi −Xj , and pX˜ij (·) to denote
the density of Xi − Xj . Similar notation PXi(·), pXi(·), X˜ij , pX˜ij (·) applies to identically
distributed random vectors Xi and Xj . For a positive integer d and µ ∈ Rd,Σ ∈ Rd×d,
Nd(µ,Σ) stands for the d-dimensional normal distribution with mean µ and covariance Σ.
We will drop the subscript d for simplicity when d = 1. Φ(·) and ϕ(·) represent the standard
normal distribution and density. More generally, we will write ϕµ,σ2(·) as the density for
the normal distribution with mean µ and variance σ2. For two probability measures P,Q
defined on a common space (Ω,A), TV(P,Q) denotes their total variation distance, that
is, TV(P,Q) := supA∈A|P(A)−Q(A)|. For two real sequences {an} and {bn}, an . bn if
|an| ≤ C|bn| for some positive absolute constant C. We say an  bn if an . bn and bn . an.
2 Homoscedastic case
To illustrate some of the main ideas developed in this paper, we begin with a discussion of
the elementary univariate homoscedastic nonparametric regression model (2):
Yi = f(Xi) + σεi, i = 1, 2, . . . , n.
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Here, {Xi}ni=1 are i.i.d. copies of a univariate random variable X, f(·) belongs to an α-Ho¨lder
class that will be specified soon, and {εi}ni=1 are i.i.d. copies of a variable ε with zero mean
and unit variance and are independent of {Xi}ni=1. Both the mean function f(·) and the
distribution of {Xi}ni=1 are assumed unknown.
Model (2) has been extensively studied using residual-based and difference-based methods;
see, among many others, Von Neumann [1941], Von Neumann [1942], Rice [1984], Gasser
et al. [1986], Hall et al. [1990], Hall and Marron [1990], Thompson et al. [1991], Mu¨ller et al.
[2003], Wang et al. [2008]. A related functional estimation problem has also been studied in
semiparametric models [Robins et al., 2008, 2009]. Most of the previous studies focus on the
case of fixed design, especially the equidistant design with Xi = i/n, i ∈ [n], for which the
minimax rate of estimating σ2 under an α-Ho¨lder smoothness constraint on f(·) is known to
be n−4α ∨ n−1 (cf. Theorems 1 and 2 in Wang et al. [2008]).
In detail, let I be a fixed (possibly infinite) interval on the real line. Define the Ho¨lder
class Λα,I(CF ) on I as follows:
Λα,I(CF ) :=
{
f : for all x, y ∈ I and k = 0, . . . , bαc,∣∣∣f (k)(x)∣∣∣ ≤ CF and ∣∣∣f (bαc)(x)− f (bαc)(y)∣∣∣ ≤ CF |x− y|α′}, (6)
where α′ := α− bαc. Denote the support of X as supp(X).
Define the joint distribution class Pcv,(X,ε) (where “cv” stands for “constant variance”)
with the following conditions:
(a) X satisfies supp(X) ⊂ I.
(b) X has density pX(·) and there exists a fixed positive constant C0 such that
sup
x∈R
pX(x) ≤ C0.
(c) There exist two fixed constants δ0 > 0 and c0 > 0 such that for any 0 < δ < δ0, there
exists a set Uδ ⊂ [−1, 1] such that
λ(Uδ) ≥ c0 and inf
u∈Uδ
p
X˜ij
(uδ) ≥ c0,
where λ(·) represents the Lebesgue measure on the real line, and X˜ij = Xi −Xj .
(d) Eε4 ≤ Cε for some fixed positive constant Cε.
Note that no smoothness condition is placed on the density of X. Condition (c) essentially
requires the density p
X˜ij
to be “dense” around 0, and is strictly weaker than a uniform lower
bound of p
X˜ij
over a fixed neighborhood of 0. It also follows from the following sufficient
condition on the marginal density pX(·) (see Lemma 7 in the supplement for the justification):
(c′) X is compactly supported (taken to be [0, 1] without loss of generality). There exists
some positive constant c0 and subset S ⊂ [−1, 1] with Lebesgue measure λ(S) ≥ 3/4
such that pX(t) ≥ c0 uniformly over t ∈ S.
In particular, (c′) covers the uniform distribution on [0, 1] and the distribution of X in the
lower bound construction in the proof of Theorem 2.
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The rest of the section is devoted to proving, for any fixed positive constants CF and Cσ,
the following minimax rate:
inf
σ˜2
sup
f∈Λα,I(CF )
sup
σ2≤Cσ
sup
P(X,ε)∈Pcv,(X,ε)
E
(
σ˜2 − σ2)2  n−8α/(4α+1) ∨ n−1, (7)
where P(X,ε) denotes the joint distribution of (X, ε), and σ˜2 ranges over all estimators of σ2.
2.1 Upper bound
The upper bound is achieved by a difference estimator based on U-statistics (with convention
0/0 = 0):
σ̂2 :=
(
n
2
)−1∑
i<jKh(Xi −Xj)(Yi − Yj)2/2(
n
2
)−1∑
i<jKh(Xi −Xj)
. (8)
Here, Kh(·) := K(·/h)/h, where h = hn is a bandwidth parameter satisfying hn ↓ 0 as
n→∞, and K(·) is a symmetric density kernel supported on [−1, 1] that satisfies
MK ≤ inf|u|≤1K(u) ≤ sup|u|≤1
K(u) ≤MK (9)
for two fixed constants MK and MK ; one example is the box kernel K(u) = 1{|u| ≤ 1}/2
which satisfies (9) with MK = MK = 1/2.
The following error bound is derived via the exponential inequality for degenerate U-
statistics due to Gine´ et al. [2000].
Theorem 1. Suppose the kernel K(·) in σ̂2 is chosen such that (9) is satisfied with constants
MK and MK , and the bandwidth hn is chosen as
hn 
{
n−2/(4α+1), 0 < α < 1/4,
n−1, α ≥ 1/4. (10)
Then, under (2) with random design, it holds that
sup
f∈Λα,I(CF )
sup
σ2≤Cσ
sup
P(X,ε)∈Pcv,(X,ε)
E
(
σ̂2 − σ2)2 ≤ C(n−8α/(4α+1) ∨ n−1),
where C is some fixed positive constant that only depends on MK ,MK , α,CF , Cσ and
C0, c0, Cε in Pcv,(X,ε).
Remark 1. The error rate in Theorem 1 is achieved by choosing the optimal bandwidth hn
to balance the “bias-variance” decomposition:{
E
(
σ̂2 − σ2)2}1/2 . h2(α∧1)n + 1
nh
1/2
n
, (11)
where a ∧ b := min{a, b} for any two real numbers a, b. The bias term h2(α∧1)n reflects the
second-order effect of the unknown mean on variance estimation, which has been noted by
Hall and Carroll [1989] and Wang et al. [2008]. The variance part follows from the fact that
there is an average number of n2hn pairs of (i, j) such that |Xi−Xj | ≤ hn. We note that the
same “bias-variance” decomposition has appeared in quadratic functional estimation in the
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density model and Gaussian sequence model [Bickel and Ritov, 1988; Fan, 1991; Gine´ and
Nickl, 2008]. See Section 4.3 for a more detailed discussion.
Remark 2. While most of the previous works are in the context of fixed design, Mu¨ller et al.
[2003] considered constant variance estimation with random design, and their estimator (for-
mula (1.4) therein) is almost identical to our σ̂2. Under certain assumptions (Assumptions 1
and 2 and (2.4) - (2.7) therein), they show that their estimator is root-n consistent and asymp-
totically normal. However, as commented in the first paragraph on p. 184 of their paper, their
condition (2.7) is only satisfied when the mean function smoothness α is strictly larger than
1/4, and no analysis is provided below this threshold. Our minimax rate n−8α/(4α+1) ∨ n−1
therefore confirms that α ≥ 1/4 is indeed the minimal requirement for any variance estimator
to be root-n consistent and we also demonstrate the optimality of σ̂2 for 0 < α < 1/4.
Finally, in (2), we have assumed that the smoothness index α is known. If it is unknown,
then the variance can be estimated adaptively via Lepski-type methods [Lepski, 1991, 1992].
This is discussed in more detail in Section 4.5.
2.2 Lower bound
The derivation of the lower bound in (7) is much more involved. In particular, the construc-
tion in the fixed design setting (cf. Theorem 2 in Wang et al. [2008]) cannot be extended
to the random design case, since the spike-type construction of f(·) located at each deter-
ministic design point leads to a sub-optimal rate in the random design setting. To achieve a
sharp rate, we have to exploit the randomness of {Xi}ni=1; this requires us to handle a highly
convoluted alternative hypothesis that no longer leads to a product measure of {Yi}ni=1 given
each realization of {Xi}ni=1 in LeCam’s two-point method. This calls for a careful analysis of
the locations of {Xi}ni=1.
We now sketch a proof of the n−8α/(4α+1) component in (7) for 0 < α < 1/4, with a
particular emphasis on where the difference arises with the fixed design setting. The proof
can be roughly divided into two steps. In the first step, we construct a two-point testing
problem with the null being a Gaussian (H0) and the alternative a Gaussian location mixture
(H˜1). In the second step, we approximate the Gaussian location mixture (H˜1) by a location
mixture with compact support (H1), which, unlike the alternative in the first step, belongs
to the considered model class.
We start by introducing the construction of f(·), σ2, ε, and X under the null H0 and the
alternative H˜1 in the first step. For each n, let
hn  n−2/(4α+1), θ2n  h2αn , and N := 1/(6hn),
and divide the unit interval [0, 1] into N intervals of length 6hn, with n large enough and hn
chosen such that N is a positive integer.
Choice of f(·): Under H0, let f ≡ 0. Under H˜1, let f(·) be a piecewise trapezoidal
function on the N intervals. That is, for each i ∈ [N ], f takes on a value of hαn r˜i on the
intervals [(6i−5)hn, (6i−1)hn] and then linearly decreases to zero on the two endpoints
6(i− 1)hn and 6ihn, with {r˜i}Ni=1 i.i.d. standard normal variables.
7
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<latexit sha1_base64="hpaOv2G1q1F8JXdouZRL0hqoqcM=">AAAB6XicbVBNS8NAEJ3Ur 1q/qh69LBbBU0lE0GPRi8cq9gPaUDbbTbt0swm7E6GE/gMvHhTx6j/y5r9x0+agrQ8GHu/NMDMvSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29 zvPHFtRKwecZpwP6IjJULBKFrpwasMqjW37s5BVolXkBoUaA6qX/1hzNKIK2SSGtPz3AT9jGoUTPJZpZ8anlA2oSPes1TRiBs/m186I2dWGZIw1rYUkrn6eyKjkTHTKLCdEcWxWfZy8T+vl2J 47WdCJSlyxRaLwlQSjEn+NhkKzRnKqSWUaWFvJWxMNWVow8lD8JZfXiXti7rn1r37y1rjpoijDCdwCufgwRU04A6a0AIGITzDK7w5E+fFeXc+Fq0lp5g5hj9wPn8ArtqMyQ==</latexit><latexit sha1_base64="hpaOv2G1q1F8JXdouZRL0hqoqcM=">AAAB6XicbVBNS8NAEJ3Ur 1q/qh69LBbBU0lE0GPRi8cq9gPaUDbbTbt0swm7E6GE/gMvHhTx6j/y5r9x0+agrQ8GHu/NMDMvSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29 zvPHFtRKwecZpwP6IjJULBKFrpwasMqjW37s5BVolXkBoUaA6qX/1hzNKIK2SSGtPz3AT9jGoUTPJZpZ8anlA2oSPes1TRiBs/m186I2dWGZIw1rYUkrn6eyKjkTHTKLCdEcWxWfZy8T+vl2J 47WdCJSlyxRaLwlQSjEn+NhkKzRnKqSWUaWFvJWxMNWVow8lD8JZfXiXti7rn1r37y1rjpoijDCdwCufgwRU04A6a0AIGITzDK7w5E+fFeXc+Fq0lp5g5hj9wPn8ArtqMyQ==</latexit><latexit sha1_base64="hpaOv2G1q1F8JXdouZRL0hqoqcM=">AAAB6XicbVBNS8NAEJ3Ur 1q/qh69LBbBU0lE0GPRi8cq9gPaUDbbTbt0swm7E6GE/gMvHhTx6j/y5r9x0+agrQ8GHu/NMDMvSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29 zvPHFtRKwecZpwP6IjJULBKFrpwasMqjW37s5BVolXkBoUaA6qX/1hzNKIK2SSGtPz3AT9jGoUTPJZpZ8anlA2oSPes1TRiBs/m186I2dWGZIw1rYUkrn6eyKjkTHTKLCdEcWxWfZy8T+vl2J 47WdCJSlyxRaLwlQSjEn+NhkKzRnKqSWUaWFvJWxMNWVow8lD8JZfXiXti7rn1r37y1rjpoijDCdwCufgwRU04A6a0AIGITzDK7w5E+fFeXc+Fq0lp5g5hj9wPn8ArtqMyQ==</latexit><latexit sha1_base64="hpaOv2G1q1F8JXdouZRL0hqoqcM=">AAAB6XicbVBNS8NAEJ3Ur 1q/qh69LBbBU0lE0GPRi8cq9gPaUDbbTbt0swm7E6GE/gMvHhTx6j/y5r9x0+agrQ8GHu/NMDMvSKQw6LrfTmltfWNzq7xd2dnd2z+oHh61TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST29 zvPHFtRKwecZpwP6IjJULBKFrpwasMqjW37s5BVolXkBoUaA6qX/1hzNKIK2SSGtPz3AT9jGoUTPJZpZ8anlA2oSPes1TRiBs/m186I2dWGZIw1rYUkrn6eyKjkTHTKLCdEcWxWfZy8T+vl2J 47WdCJSlyxRaLwlQSjEn+NhkKzRnKqSWUaWFvJWxMNWVow8lD8JZfXiXti7rn1r37y1rjpoijDCdwCufgwRU04A6a0AIGITzDK7w5E+fFeXc+Fq0lp5g5hj9wPn8ArtqMyQ==</latexit>
6hn
<latexit sha1_base64="IG1eyPb6/fyO4UToUEnZGj++NF4=">AAAB7 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8cKpi20oWy2k3bpZhN2N0Ip/Q1ePCji1R/kzX/jps1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd 3b/+genjU0kmmGPosEYnqhFSj4BJ9w43ATqqQxqHAdji+y/32EyrNE/loJikGMR1KHnFGjZX8q1FfVvrVmlt35yCrxCtIDQo0+9Wv3iBhWYzSMEG17 npuaoIpVYYzgbNKL9OYUjamQ+xaKmmMOpjOj52RM6sMSJQoW9KQufp7YkpjrSdxaDtjakZ62cvF/7xuZqKbYMplmhmUbLEoygQxCck/JwOukBkxsY Qyxe2thI2ooszYfPIQvOWXV0nrou65de/hsta4LeIowwmcwjl4cA0NuIcm+MCAwzO8wpsjnRfn3flYtJacYuYY/sD5/AH8o44h</latexit><latexit sha1_base64="IG1eyPb6/fyO4UToUEnZGj++NF4=">AAAB7 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8cKpi20oWy2k3bpZhN2N0Ip/Q1ePCji1R/kzX/jps1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd 3b/+genjU0kmmGPosEYnqhFSj4BJ9w43ATqqQxqHAdji+y/32EyrNE/loJikGMR1KHnFGjZX8q1FfVvrVmlt35yCrxCtIDQo0+9Wv3iBhWYzSMEG17 npuaoIpVYYzgbNKL9OYUjamQ+xaKmmMOpjOj52RM6sMSJQoW9KQufp7YkpjrSdxaDtjakZ62cvF/7xuZqKbYMplmhmUbLEoygQxCck/JwOukBkxsY Qyxe2thI2ooszYfPIQvOWXV0nrou65de/hsta4LeIowwmcwjl4cA0NuIcm+MCAwzO8wpsjnRfn3flYtJacYuYY/sD5/AH8o44h</latexit><latexit sha1_base64="IG1eyPb6/fyO4UToUEnZGj++NF4=">AAAB7 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8cKpi20oWy2k3bpZhN2N0Ip/Q1ePCji1R/kzX/jps1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd 3b/+genjU0kmmGPosEYnqhFSj4BJ9w43ATqqQxqHAdji+y/32EyrNE/loJikGMR1KHnFGjZX8q1FfVvrVmlt35yCrxCtIDQo0+9Wv3iBhWYzSMEG17 npuaoIpVYYzgbNKL9OYUjamQ+xaKmmMOpjOj52RM6sMSJQoW9KQufp7YkpjrSdxaDtjakZ62cvF/7xuZqKbYMplmhmUbLEoygQxCck/JwOukBkxsY Qyxe2thI2ooszYfPIQvOWXV0nrou65de/hsta4LeIowwmcwjl4cA0NuIcm+MCAwzO8wpsjnRfn3flYtJacYuYY/sD5/AH8o44h</latexit><latexit sha1_base64="IG1eyPb6/fyO4UToUEnZGj++NF4=">AAAB7 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8cKpi20oWy2k3bpZhN2N0Ip/Q1ePCji1R/kzX/jps1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd 3b/+genjU0kmmGPosEYnqhFSj4BJ9w43ATqqQxqHAdji+y/32EyrNE/loJikGMR1KHnFGjZX8q1FfVvrVmlt35yCrxCtIDQo0+9Wv3iBhWYzSMEG17 npuaoIpVYYzgbNKL9OYUjamQ+xaKmmMOpjOj52RM6sMSJQoW9KQufp7YkpjrSdxaDtjakZ62cvF/7xuZqKbYMplmhmUbLEoygQxCck/JwOukBkxsY Qyxe2thI2ooszYfPIQvOWXV0nrou65de/hsta4LeIowwmcwjl4cA0NuIcm+MCAwzO8wpsjnRfn3flYtJacYuYY/sD5/AH8o44h</latexit>
12hn
<latexit sha1_base64="qwRLrrZkuOSzl8GTwEdBvyqEvfs=">AAAB7XicbVBNSwMxEJ31s9avqkcvwSJ4Kpsi6LHoxWMF+wHtUrJpto3NJkuSFcrS /+DFgyJe/T/e/Ddm2z1o64OBx3szzMwLE8GN9f1vb219Y3Nru7RT3t3bPzisHB23jUo1ZS2qhNLdkBgmuGQty61g3UQzEoeCdcLJbe53npg2XMkHO01YEJOR5BGnxDqpjevjgSwPKlW/5s+BVgkuSBUKNAeVr/5Q0TRm0lJBjOlhP7FBRrTlVLBZuZ8alhA6ISPWc1SSmJkgm187Q+dOGaJIaVfSorn6eyIjsTH TOHSdMbFjs+zl4n9eL7XRdZBxmaSWSbpYFKUCWYXy19GQa0atmDpCqObuVkTHRBNqXUB5CHj55VXSrtewX8P3l9XGTRFHCU7hDC4AwxU04A6a0AIKj/AMr/DmKe/Fe/c+Fq1rXjFzAn/gff4AZreOWA==</latexit><latexit sha1_base64="qwRLrrZkuOSzl8GTwEdBvyqEvfs=">AAAB7XicbVBNSwMxEJ31s9avqkcvwSJ4Kpsi6LHoxWMF+wHtUrJpto3NJkuSFcrS /+DFgyJe/T/e/Ddm2z1o64OBx3szzMwLE8GN9f1vb219Y3Nru7RT3t3bPzisHB23jUo1ZS2qhNLdkBgmuGQty61g3UQzEoeCdcLJbe53npg2XMkHO01YEJOR5BGnxDqpjevjgSwPKlW/5s+BVgkuSBUKNAeVr/5Q0TRm0lJBjOlhP7FBRrTlVLBZuZ8alhA6ISPWc1SSmJkgm187Q+dOGaJIaVfSorn6eyIjsTH TOHSdMbFjs+zl4n9eL7XRdZBxmaSWSbpYFKUCWYXy19GQa0atmDpCqObuVkTHRBNqXUB5CHj55VXSrtewX8P3l9XGTRFHCU7hDC4AwxU04A6a0AIKj/AMr/DmKe/Fe/c+Fq1rXjFzAn/gff4AZreOWA==</latexit><latexit sha1_base64="qwRLrrZkuOSzl8GTwEdBvyqEvfs=">AAAB7XicbVBNSwMxEJ31s9avqkcvwSJ4Kpsi6LHoxWMF+wHtUrJpto3NJkuSFcrS /+DFgyJe/T/e/Ddm2z1o64OBx3szzMwLE8GN9f1vb219Y3Nru7RT3t3bPzisHB23jUo1ZS2qhNLdkBgmuGQty61g3UQzEoeCdcLJbe53npg2XMkHO01YEJOR5BGnxDqpjevjgSwPKlW/5s+BVgkuSBUKNAeVr/5Q0TRm0lJBjOlhP7FBRrTlVLBZuZ8alhA6ISPWc1SSmJkgm187Q+dOGaJIaVfSorn6eyIjsTH TOHSdMbFjs+zl4n9eL7XRdZBxmaSWSbpYFKUCWYXy19GQa0atmDpCqObuVkTHRBNqXUB5CHj55VXSrtewX8P3l9XGTRFHCU7hDC4AwxU04A6a0AIKj/AMr/DmKe/Fe/c+Fq1rXjFzAn/gff4AZreOWA==</latexit><latexit sha1_base64="qwRLrrZkuOSzl8GTwEdBvyqEvfs=">AAAB7XicbVBNSwMxEJ31s9avqkcvwSJ4Kpsi6LHoxWMF+wHtUrJpto3NJkuSFcrS /+DFgyJe/T/e/Ddm2z1o64OBx3szzMwLE8GN9f1vb219Y3Nru7RT3t3bPzisHB23jUo1ZS2qhNLdkBgmuGQty61g3UQzEoeCdcLJbe53npg2XMkHO01YEJOR5BGnxDqpjevjgSwPKlW/5s+BVgkuSBUKNAeVr/5Q0TRm0lJBjOlhP7FBRrTlVLBZuZ8alhA6ISPWc1SSmJkgm187Q+dOGaJIaVfSorn6eyIjsTH TOHSdMbFjs+zl4n9eL7XRdZBxmaSWSbpYFKUCWYXy19GQa0atmDpCqObuVkTHRBNqXUB5CHj55VXSrtewX8P3l9XGTRFHCU7hDC4AwxU04A6a0AIKj/AMr/DmKe/Fe/c+Fq1rXjFzAn/gff4AZreOWA==</latexit>
(N   1)6hn
<latexit sha1_base64="hNz4AUZQXViOH7aN2JDacLzeT88=">AAAB8XicbVBNSwMxEJ31s9avqkcvwSLUg2VXRD0WvXiSCvYD26Vk02wbmmSXJCuUpf/CiwdF vPpvvPlvzLZ70NYHA4/3ZpiZF8ScaeO6387S8srq2npho7i5tb2zW9rbb+ooUYQ2SMQj1Q6wppxJ2jDMcNqOFcUi4LQVjG4yv/VElWaRfDDjmPoCDyQLGcHGSo+Vu1Pv5GLYk8VeqexW3SnQIvFyUoYc9V7pq9uPSCKoNIRjrTueGxs/xcowwumk2E00jTEZ4QHtWCqxoNpPpxdP0LFV+iiMlC1p0FT9PZFiofVYBLZTYDPU814m/ud 1EhNe+SmTcWKoJLNFYcKRiVD2PuozRYnhY0swUczeisgQK0yMDSkLwZt/eZE0z6qeW/Xuz8u16zyOAhzCEVTAg0uowS3UoQEEJDzDK7w52nlx3p2PWeuSk88cwB84nz87+o9Q</latexit><latexit sha1_base64="hNz4AUZQXViOH7aN2JDacLzeT88=">AAAB8XicbVBNSwMxEJ31s9avqkcvwSLUg2VXRD0WvXiSCvYD26Vk02wbmmSXJCuUpf/CiwdF vPpvvPlvzLZ70NYHA4/3ZpiZF8ScaeO6387S8srq2npho7i5tb2zW9rbb+ooUYQ2SMQj1Q6wppxJ2jDMcNqOFcUi4LQVjG4yv/VElWaRfDDjmPoCDyQLGcHGSo+Vu1Pv5GLYk8VeqexW3SnQIvFyUoYc9V7pq9uPSCKoNIRjrTueGxs/xcowwumk2E00jTEZ4QHtWCqxoNpPpxdP0LFV+iiMlC1p0FT9PZFiofVYBLZTYDPU814m/ud 1EhNe+SmTcWKoJLNFYcKRiVD2PuozRYnhY0swUczeisgQK0yMDSkLwZt/eZE0z6qeW/Xuz8u16zyOAhzCEVTAg0uowS3UoQEEJDzDK7w52nlx3p2PWeuSk88cwB84nz87+o9Q</latexit><latexit sha1_base64="hNz4AUZQXViOH7aN2JDacLzeT88=">AAAB8XicbVBNSwMxEJ31s9avqkcvwSLUg2VXRD0WvXiSCvYD26Vk02wbmmSXJCuUpf/CiwdF vPpvvPlvzLZ70NYHA4/3ZpiZF8ScaeO6387S8srq2npho7i5tb2zW9rbb+ooUYQ2SMQj1Q6wppxJ2jDMcNqOFcUi4LQVjG4yv/VElWaRfDDjmPoCDyQLGcHGSo+Vu1Pv5GLYk8VeqexW3SnQIvFyUoYc9V7pq9uPSCKoNIRjrTueGxs/xcowwumk2E00jTEZ4QHtWCqxoNpPpxdP0LFV+iiMlC1p0FT9PZFiofVYBLZTYDPU814m/ud 1EhNe+SmTcWKoJLNFYcKRiVD2PuozRYnhY0swUczeisgQK0yMDSkLwZt/eZE0z6qeW/Xuz8u16zyOAhzCEVTAg0uowS3UoQEEJDzDK7w52nlx3p2PWeuSk88cwB84nz87+o9Q</latexit><latexit sha1_base64="hNz4AUZQXViOH7aN2JDacLzeT88=">AAAB8XicbVBNSwMxEJ31s9avqkcvwSLUg2VXRD0WvXiSCvYD26Vk02wbmmSXJCuUpf/CiwdF vPpvvPlvzLZ70NYHA4/3ZpiZF8ScaeO6387S8srq2npho7i5tb2zW9rbb+ooUYQ2SMQj1Q6wppxJ2jDMcNqOFcUi4LQVjG4yv/VElWaRfDDjmPoCDyQLGcHGSo+Vu1Pv5GLYk8VeqexW3SnQIvFyUoYc9V7pq9uPSCKoNIRjrTueGxs/xcowwumk2E00jTEZ4QHtWCqxoNpPpxdP0LFV+iiMlC1p0FT9PZFiofVYBLZTYDPU814m/ud 1EhNe+SmTcWKoJLNFYcKRiVD2PuozRYnhY0swUczeisgQK0yMDSkLwZt/eZE0z6qeW/Xuz8u16zyOAhzCEVTAg0uowS3UoQEEJDzDK7w52nlx3p2PWeuSk88cwB84nz87+o9Q</latexit>
. . . . . .
<latexit sha1_base64="ZfBvQmB5QjfqRKcpVzbmvs9V6bs=">AAAB83icbVBNS8NAEJ3Ur1 q/qh69LBbBU0lE0GPRi8cKthaaUDabTbt0swm7E6GE/g0vHhTx6p/x5r9x2+agrQ9meLw3w86+MJPCoOt+O5W19Y3Nrep2bWd3b/+gfnjUNWmuGe+wVKa6F1LDpVC8gwIl72Wa0ySU/DEc3878x yeujUjVA04yHiR0qEQsGEUr+b6MUjSLPqg33KY7B1klXkkaUKI9qH/5UcryhCtkkhrT99wMg4JqFEzyac3PDc8oG9Mh71uqaMJNUMxvnpIzq0QkTrUthWSu/t4oaGLMJAntZEJxZJa9mfif188x vg4KobIcuWKLh+JcEkzJLAASCc0ZyokllGlhbyVsRDVlaGOq2RC85S+vku5F03Ob3v1lo3VTxlGFEziFc/DgClpwB23oAIMMnuEV3pzceXHenY/FaMUpd47hD5zPH3wqkfY=</latexit><latexit sha1_base64="ZfBvQmB5QjfqRKcpVzbmvs9V6bs=">AAAB83icbVBNS8NAEJ3Ur1 q/qh69LBbBU0lE0GPRi8cKthaaUDabTbt0swm7E6GE/g0vHhTx6p/x5r9x2+agrQ9meLw3w86+MJPCoOt+O5W19Y3Nrep2bWd3b/+gfnjUNWmuGe+wVKa6F1LDpVC8gwIl72Wa0ySU/DEc3878x yeujUjVA04yHiR0qEQsGEUr+b6MUjSLPqg33KY7B1klXkkaUKI9qH/5UcryhCtkkhrT99wMg4JqFEzyac3PDc8oG9Mh71uqaMJNUMxvnpIzq0QkTrUthWSu/t4oaGLMJAntZEJxZJa9mfif188x vg4KobIcuWKLh+JcEkzJLAASCc0ZyokllGlhbyVsRDVlaGOq2RC85S+vku5F03Ob3v1lo3VTxlGFEziFc/DgClpwB23oAIMMnuEV3pzceXHenY/FaMUpd47hD5zPH3wqkfY=</latexit><latexit sha1_base64="ZfBvQmB5QjfqRKcpVzbmvs9V6bs=">AAAB83icbVBNS8NAEJ3Ur1 q/qh69LBbBU0lE0GPRi8cKthaaUDabTbt0swm7E6GE/g0vHhTx6p/x5r9x2+agrQ9meLw3w86+MJPCoOt+O5W19Y3Nrep2bWd3b/+gfnjUNWmuGe+wVKa6F1LDpVC8gwIl72Wa0ySU/DEc3878x yeujUjVA04yHiR0qEQsGEUr+b6MUjSLPqg33KY7B1klXkkaUKI9qH/5UcryhCtkkhrT99wMg4JqFEzyac3PDc8oG9Mh71uqaMJNUMxvnpIzq0QkTrUthWSu/t4oaGLMJAntZEJxZJa9mfif188x vg4KobIcuWKLh+JcEkzJLAASCc0ZyokllGlhbyVsRDVlaGOq2RC85S+vku5F03Ob3v1lo3VTxlGFEziFc/DgClpwB23oAIMMnuEV3pzceXHenY/FaMUpd47hD5zPH3wqkfY=</latexit><latexit sha1_base64="ZfBvQmB5QjfqRKcpVzbmvs9V6bs=">AAAB83icbVBNS8NAEJ3Ur1 q/qh69LBbBU0lE0GPRi8cKthaaUDabTbt0swm7E6GE/g0vHhTx6p/x5r9x2+agrQ9meLw3w86+MJPCoOt+O5W19Y3Nrep2bWd3b/+gfnjUNWmuGe+wVKa6F1LDpVC8gwIl72Wa0ySU/DEc3878x yeujUjVA04yHiR0qEQsGEUr+b6MUjSLPqg33KY7B1klXkkaUKI9qH/5UcryhCtkkhrT99wMg4JqFEzyac3PDc8oG9Mh71uqaMJNUMxvnpIzq0QkTrUthWSu/t4oaGLMJAntZEJxZJa9mfif188x vg4KobIcuWKLh+JcEkzJLAASCc0ZyokllGlhbyVsRDVlaGOq2RC85S+vku5F03Ob3v1lo3VTxlGFEziFc/DgClpwB23oAIMMnuEV3pzceXHenY/FaMUpd47hD5zPH3wqkfY=</latexit> 
<latexit sha1_base64="TTGPhLskvxA7obg3CyikF/hi+ro=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOyS5idzCZj5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHfFKWfG+v63V1pb39jcKm9Xdnb39g+qh0dtozJNaIsornQ3xoZyJmnLMstpN9UUi5jTTjy+nfmdJ6oNU/LBTlIaCTyULGEEWye1w5gNw7xfrfl1fw60SoKC1KBAs1/9CgeKZIJKSzg2phf4qY1yrC0jnE4rYWZoiskYD2nPUYkFNVE+v3aKzpwyQInSrqRFc/X3RI6FMRMRu06B7cgsezPxP6+X2eQ6yplMM0slWSxKMo6sQrPX0YBpSiyfOIKJZu5WREZYY2JdQBUXQrD88ippX9QDvx7cX9YaN0UcZTiBUziHAK6gAXfQhBYQeIRneIU3T3kv3rv3sWgtecXMMfyB9/kDj+qPGw==</latexit><latexit sha1_base64="TTGPhLskvxA7obg3CyikF/hi+ro=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOyS5idzCZj5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHfFKWfG+v63V1pb39jcKm9Xdnb39g+qh0dtozJNaIsornQ3xoZyJmnLMstpN9UUi5jTTjy+nfmdJ6oNU/LBTlIaCTyULGEEWye1w5gNw7xfrfl1fw60SoKC1KBAs1/9CgeKZIJKSzg2phf4qY1yrC0jnE4rYWZoiskYD2nPUYkFNVE+v3aKzpwyQInSrqRFc/X3RI6FMRMRu06B7cgsezPxP6+X2eQ6yplMM0slWSxKMo6sQrPX0YBpSiyfOIKJZu5WREZYY2JdQBUXQrD88ippX9QDvx7cX9YaN0UcZTiBUziHAK6gAXfQhBYQeIRneIU3T3kv3rv3sWgtecXMMfyB9/kDj+qPGw==</latexit><latexit sha1_base64="TTGPhLskvxA7obg3CyikF/hi+ro=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOyS5idzCZj5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHfFKWfG+v63V1pb39jcKm9Xdnb39g+qh0dtozJNaIsornQ3xoZyJmnLMstpN9UUi5jTTjy+nfmdJ6oNU/LBTlIaCTyULGEEWye1w5gNw7xfrfl1fw60SoKC1KBAs1/9CgeKZIJKSzg2phf4qY1yrC0jnE4rYWZoiskYD2nPUYkFNVE+v3aKzpwyQInSrqRFc/X3RI6FMRMRu06B7cgsezPxP6+X2eQ6yplMM0slWSxKMo6sQrPX0YBpSiyfOIKJZu5WREZYY2JdQBUXQrD88ippX9QDvx7cX9YaN0UcZTiBUziHAK6gAXfQhBYQeIRneIU3T3kv3rv3sWgtecXMMfyB9/kDj+qPGw==</latexit><latexit sha1_base64="TTGPhLskvxA7obg3CyikF/hi+ro=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOyS5idzCZj5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHfFKWfG+v63V1pb39jcKm9Xdnb39g+qh0dtozJNaIsornQ3xoZyJmnLMstpN9UUi5jTTjy+nfmdJ6oNU/LBTlIaCTyULGEEWye1w5gNw7xfrfl1fw60SoKC1KBAs1/9CgeKZIJKSzg2phf4qY1yrC0jnE4rYWZoiskYD2nPUYkFNVE+v3aKzpwyQInSrqRFc/X3RI6FMRMRu06B7cgsezPxP6+X2eQ6yplMM0slWSxKMo6sQrPX0YBpSiyfOIKJZu5WREZYY2JdQBUXQrD88ippX9QDvx7cX9YaN0UcZTiBUziHAK6gAXfQhBYQeIRneIU3T3kv3rv3sWgtecXMMfyB9/kDj+qPGw==</latexit>
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Figure 1: The black solid line represents the construction of f(·) under the alternative hypothesis H˜1.
The thick red segments indicate the support of X under both H0 and H˜1, on which X is uniformly
distributed. Here, hn  n−2/(4α+1) and is chosen such that N := 1/(6hn) is a positive integer. {r˜i}Ni=1
are N i.i.d. standard normal variables.
Choice of σ2: Under H0, let σ
2 = 1 + θ2n. Under H˜1, let σ
2 = 1.
Choice of ε: Under both H0 and H˜1, let ε ∼ N (0, 1).
Choice of X: Under both H0 and H˜1, let {Xi}ni=1 be uniformly distributed over the
union of the upper bases of the trapezoids, that is, over
⋃N
i=1[(6i− 5)hn, (6i− 1)hn].
See Figure 1 for an illustration of the construction.
In contrast to the spike-type construction of f(·) in the fixed design setting, our construc-
tion is trapezoid-shaped, which guarantees a maximal variation in the mean to compensate
for the difference in the variance under the null and alternative. This is unnecessary in the
fixed design setting since the point of maximal variation in the mean (center of each spike)
can be directly placed at each fixed Xi = i/n, resulting in n evenly spaced spikes in f(·).
Denote the joint distribution of {(Xi, Yi)}ni=1 under H0 and H˜1 by P0 and P˜1 with respec-
tive density p0 and p˜1. Under the above construction, conditional on {Xi}ni=1, {Yi}ni=1 are
distributed as
H0 : p0({Yi}ni=1 | {Xi}ni=1) =
n∏
i=1
ϕ0,1+θ2n(Yi)
and
H˜1 : p˜1({Yi}ni=1 | {Xi}ni=1) =
N∏
j=1
∫  ∏
{i:bi=j}
ϕhαnv,1(Yi)
ϕ(v)dv,
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where {bi}ni=1 is the location index sequence of {Xi}ni=1 defined as
bi := j if Xi ∈ [(6j − 5)hn, (6j − 1)hn],
which characterizes which trapezoid each Xi falls into. Using Lemma 2 that will be stated
in Section 5, one can then upper bound
TV(P0, P˜1) = ETV(P0({Yi}ni=1 | {Xi}ni=1), P˜1({Yi}ni=1 | {Xi}ni=1)) . θ2nnh1/2n ,
which can be made smaller than a sufficiently small constant c by choosing hn sufficiently
small.
The second step of the proof aims to find a sequence of bounded random variables {ri}Ni=1
to replace the standard normal sequence {r˜i}Ni=1 in P˜1, so that for each realization of {ri}Ni=1,
the corresponding f(·) in the alternative is α-Ho¨lder smooth with a fixed constant. Then, de-
noting the distribution of {ri}Ni=1 as G, one wishes to approximate the conditional distribution
P˜1({Yi}ni=1 | {Xi}ni=1) in H˜1 by P1({Yi}ni=1 | {Xi}ni=1) with density
p1({Yi}ni=1 | {Xi}ni=1) =
N∏
j=1
∫  ∏
{i:bi=j}
ϕhαnv,1(Yi)
G(dv)
in H1. Even with the aid of moment matching techniques already established in the literature,
upper bounding TV(P1, P˜1) is still nontrivial. Specifically, unlike in the fixed design setting,
now with high probability the conditional distribution of {Yi}ni=1 given {Xi}ni=1 is no longer
a product measure. This is because multiple Xi’s could fall into the same trapezoid in the
construction of f(·). This can be handled relatively easily in the first step since there we
only have to analyze the pairwise correlation of Yi | Xi and Yj | Xj depending on whether Xi
and Xj fall into the same trapezoid, but it is much less tractable in the second step. More
specifically, in order to match moments, we now have to divide the Xi’s into groups based on
their memberships among the trapezoids, which naturally requires us to monitor the locations
of {Xi}ni=1, and in particular the number of Xi’s that fall into the same trapezoid. This is
possible by observing that the memberships of {Xi}ni=1 now follow a sparse multinomial
distribution (n2/(4α+1) bins, n balls) so that a result in Kolchin et al. [1978] can be applied.
This allows us to show that with high probability the maximum number of Xi’s in each
trapezoid is bounded by a fixed constant, which, along with Lemma 1 in Section 5, allows us
to calculate
TV(P1, P˜1) . nθ2pn
for p := 1 + d1/4αe. This indicates that TV(P1, P˜1) is smaller than some sufficiently small
constant c. Then, by the triangle inequality,
TV(P0,P1) ≤ TV(P0, P˜1) + TV(P1, P˜1) ≤ 2c.
Details of the above derivation will be given in Section 5. The resulting lower bound is
as follows.
Theorem 2. Under (2) with random design, it holds that
inf
σ˜2
sup
f∈Λα,I(CF )
sup
σ2≤Cσ
sup
P(X,ε)∈Pcv,(X,ε)
E
(
σ˜2 − σ2)2 ≥ c(n−8α/(4α+1) ∨ n−1),
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where c is some fixed positive constant that only depends on α,CF , Cσ and C0, c0, Cε in
Pcv,(X,ε), and σ˜2 ranges over all estimators of σ2.
Remark 3. It remains an open problem to prove a lower bound rate that is strictly slower
than n−1 over the sub-class of Pcv,(X,ε) with more regular designs, which includes in particular
the uniform design on [0, 1]. We conjecture that in this case, n−8α/(4α+1) ∨ n−1 is still the
minimax rate in view of analogous results in quadratic functional estimation [Bickel and
Ritov, 1988; Fan, 1991].
3 Heteroscedastic case
We now study the heteroscedastic model (1),
Yi = f(Xi) + V
1/2(Xi)εi, i = 1, 2, . . . , n,
where {Xi}ni=1 are i.i.d. copies of X on the real line, f(·) and V (·) are α- and β-Ho¨lder
smooth on the fixed (possibly infinite) interval I, respectively, and {εi}ni=1 are i.i.d. copies
of ε with zero mean and unit variance and are independent of {Xi}ni=1. As in Section 2,
smoothness indices α and β are assumed known, while f(·), V (·), and the distribution of X
are unknown. For any estimator V˜ (·), the estimation accuracy is measured both locally via
R1(V˜ , V ;x
∗) :=
(
V˜ (x∗)− V (x∗)
)2
(12)
at a point x∗ in the support of X, supp(X), and globally via
R2(V˜ , V ) :=
∫ (
V˜ (x)− V (x)
)2
PX(dx) (13)
with PX the distribution of X.
Model (1) has been studied in, for example, Muller and Stadtmuller [1987], Hall and
Carroll [1989], Ruppert et al. [1997], Ha¨rdle and Tsybakov [1997], Fan and Yao [1998], Munk
and Ruymgaart [2002], Brown and Levine [2007], Wang et al. [2008], with a focus mainly on
the fixed design case. An exception is Munk and Ruymgaart [2002], with which we draw a
detailed comparison in Remark 8 below. Theorems 1 and 2 in Wang et al. [2008] established
a minimax rate of the order n−4α ∨ n−2β/(2β+1) under equidistance design Xi = i/n, i ∈ [n]
when f(·) and V (·) are α- and β-Ho¨lder smooth on [0,1].
Define Pvf,(X,ε) (where “vf” stands for “variance function”) as follows:
(a) X satisfies supp(X) ⊂ I.
(b) X has density pX(·), and there exists a fixed positive constant C0 such that
sup
x∈R
pX(x) ≤ C0.
(c) There exist fixed positive constants c0 and δ0 such that
inf
x∗∈supp(X)
pX(x
∗) ≥ c0 and
inf
0<δ<δ0
inf
x∗∈supp(X)
λ({u ∈ [−1, 1] : x∗ + δu ∈ supp(X)}) ≥ c0,
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where λ(·) is the Lebesgue measure on the real line.
(d) Eε4 ≤ Cε for some fixed positive constant Cε.
One can readily verify that Pvf,(X,ε) ⊂ Pcv,(X,ε), with the latter defined in the beginning of
Section 2. Compared to Pcv,(X,ε), Condition (c) in Pvf,(X,ε) is posed on the marginal density
and support of X, since in the variance function case we require a sufficient number of close
pairs (Xi, Xj) around each target x
∗. We also note that, as in Pcv,(X,ε), no smoothness
assumption is posed on the design density in Pvf,(X,ε).
The rest of the section is devoted to proving, for any fixed positive constants CF and CV ,
the following minimax rates
inf
V˜
sup
f∈Λα,I(CF )
sup
V ∈Λβ,I(CV )
sup
P(X,ε)∈Pvf,(X,ε)
sup
x∗∈supp(X)
ER1(V˜ , V ;x∗)n−
8αβ
4αβ+2α+β ∨n− 2β2β+1 ,
inf
V˜
sup
f∈Λα,I(CF )
sup
V ∈Λβ,I(CV )
sup
P(X,ε)∈Pvf,(X,ε)
ER2(V˜ , V )n−
8αβ
4αβ+2α+β ∨n− 2β2β+1 ,
(14)
where P(X,ε) denotes the joint distribution of (X, ε), and V˜ (·) ranges over all estimators of
V (·).
3.1 Upper bound
We now propose an estimator of V (x∗) for some fixed x∗ ∈ supp(X) by combining pairwise
differences with local polynomial regression. We first introduce some notation. Let ` be the
largest integer strictly smaller than β and
q(u) := (1, u, u2/2!, . . . , u`/`!)>.
For any 1 ≤ i < j ≤ n, define
Dij := (Yi − Yj)2/2, Xij := (Xi +Xj)/2, and Kij := Kh1(Xi −Xj)Kh2(Xij − x∗),
where h1, h2 are two bandwidths. Define an (`+ 1)× (`+ 1) matrix
Bn :=
(
n
2
)−1∑
i<j
q
(
Xij − x∗
h2
)
q>
(
Xij − x∗
h2
)
Kij
and B∗n as its adjugate such that BnB∗n = B∗nBn = |Bn|I`+1. For example, when ` = 1, we
have
Bn =
[
s0 s1
s1 s2
]
, B∗n =
[
s2 −s1
−s1 s0
]
, and |Bn| = s0s2 − s21,
where
sk :=
(
n
2
)−1∑
i<j
(
Xij − x∗
h2
)k
Kij , k = 0, 1, 2.
Following Fan [1993], we propose a robust local polynomial estimator:
V̂LP(x
∗) :=
(
n
2
)−1∑
i<j
Dij(|Bn|+ τn)−1q>(0)B∗nq
(
Xij − x∗
h2
)
Kij , (15)
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where τn is some sufficiently small positive constant that decays to 0 polynomially with n.
Let
wij :=
(
n
2
)−1
q>(0)B∗nq
(
Xij − x∗
h2
)
Kij and w˜ij := wij/(|Bn|+ τn).
Then, it holds that V̂LP(x
∗) =
∑
i<j w˜ijDij ,
∑
i<j wij = |Bn|, and∑
i<j
wij(Xij − x∗)k =
∑
i<j
w˜ij(Xij − x∗)k = 0, k = 1, 2, . . . , `. (16)
The last property (16) is referred to as the reproducing property of local polynomial estimators
(cf. Proposition 1.12 in Tsybakov [2009]).
Theorem 3. Suppose the kernel K(·) in V̂LP is chosen such that (9) holds with constants
MK and MK , τn  n−κ for some fixed constant κ ≥ 1, and the bandwidths h1, h2 are chosen
as
(h1, h2) 

(
n
− 2β
4αβ+β+2α , n
− 4α
4αβ+β+2α
)
, 0 < α < β4β+2 ,(
n−1, n−
1
2β+1
)
, α ≥ β4β+2 .
(17)
Then, under (1) with random design, it holds that
sup
f∈Λα,I(CF )
sup
V ∈Λβ,I(CV )
sup
P(X,ε)∈Pvf,(X,ε)
sup
x∗∈supp(X)
ER1(V̂LP, V ;x∗)≤C
(
n
− 8αβ
4αβ+β+2α ∨n− 2β2β+1
)
and
sup
f∈Λα,I(CF )
sup
V ∈Λβ,I(CV )
sup
P(X,ε)∈Pvf,(X,ε)
ER2(V̂LP, V ) ≤ C
(
n
− 8αβ
4αβ+β+2α ∨ n− 2β2β+1
)
,
where C is some fixed positive constant that only depends on MK ,MK , α, β, CF , CV and
C0, c0, Cε in Pvf,(X,ε).
Remark 4. Variance function estimation in (1) with fixed design Xi = i/n, i ∈ [n], has been
studied in Wang et al. [2008]. There the minimax rate is
inf
V˜
sup
f∈Λα,[0,1](CF )
sup
V ∈Λβ,[0,1](CV )
sup
Eε4≤Cε
sup
x∗∈[0,1]
ER1(V˜ , V ;x∗)  n−4α ∨ n−2β/(2β+1),
inf
V˜
sup
f∈Λα,[0,1](CF )
sup
V ∈Λβ,[0,1](CV )
sup
Eε4≤Cε
ER2(V˜ , V )  n−4α ∨ n−2β/(2β+1),
with the integral in R2 under the Lebesgue measure on [0, 1]. Comparing the above result
with the error rate in Theorem 3, we see that the transition boundary in both the fixed and
random design settings is α = β/(4β + 2). When α ≥ β/(4β + 2), V (·) under both R1 and
R2 can be estimated at the classic nonparametric rate n
−2β/(2β+1) as if the mean function
f(·) were known. When α < β/(4β + 2), a faster rate can be achieved in the random design
case. This can be intuitively understood by the fact that, by constrast to the fixed design case,
a significant portion of pairs have distance smaller than 1/n in the random design setting.
Remark 5. As has been noted in Wang et al. [2008], in the fixed design setting, estimating
the variance (function) by smoothing the squared residuals obtained from pre-estimation of
the mean function f(·) is sub-optimal. The same conclusion also applies to the random design
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setting. Since the design being fixed or random has no first-order effect on the estimation of
the mean, the above method only achieves the rates n−4α/(2α+1) ∨ n−1 in variance estimation
and n−4α/(2α+1) ∨ n−2β/(2β+1) in variance function estimation, neither of which is minimax
optimal.
Remark 6. Unlike in the fixed design case, once below the threshold α = β/(4β + 2), α and
β are now both present in the minimax rate in the random design case, suggesting that the
smoothness of V (·) always has an effect on its estimation. This is because variance function
estimation in the random design setting is essentially a “two-dimensional” problem, where we
have to jointly choose two optimal neighborhood sizes to characterize the closeness between
(i) each Xi and Xj; and (ii) every pair (Xi, Xj) and each target point x
∗. By contrast, in
the fixed design setting, the distance between Xi and Xj is constrained to be no smaller than
1/n, and thus cannot be jointly optimized with the distance between (Xi, Xj) and x
∗.
Remark 7. One might wonder whether the following Nadaraya-Watson type estimator can
be used to establish the upper bound in Theorem 3:
V̂NW(x
∗) :=
∑
i<jKh1(Xi −Xj)Kh2(Xij − x∗)Dij∑
i<jKh1(Xi −Xj)Kh2(Xij − x∗)
, (18)
where K(·) is now chosen to be a higher-order kernel to further reduce bias when β > 1. It
turns out that the analysis of V̂NW requires an extra assumption on the smoothness of the
density pX(·) which can be completely avoided with V̂LP. Moreover, it is well-known that local
polynomial estimators have good finite sample properties and boundary performances when X
is compactly supported [Fan and Gijbels, 1995].
Remark 8. Munk and Ruymgaart [2002] considered minimax estimation of the variance
function (and more generally, its derivatives) in the context of nonparametric regression with
random design. We focus on the comparison of their results on variance function estimation
with ours. Their lower bound (Theorem 1 therein) is proved independent of the smoothness
level of the mean function and upper bound (Theorem 4 therein) is proved under sufficient
smoothness on the mean function. Therefore their minimax rate is only comparable to the
n−2β/(2β+1) component in ours. In this case, their lower bound of the order n−(2β−1)/(2β) is
proved over the following class of variance function:
Sβ :=
{
1 +
∞∑
k=1
δkek : |δk| . k−β
}
for any β > 1, where {ek}∞k=1 is an arbitrary basis on L2([−pi, pi]). Moreover, continuous dif-
ferentiability of the error density is required in their paper. In contrast, we pose no smoothness
conditions on the error density, and neither Sβ nor Sβ+1/2 can be embedded in the β-Ho¨lder
class Λβ considered in our setting (e.g., f(x) = |x| with domain [−pi, pi] belongs to S2 but
is not 1.5- or 2-Ho¨lder smooth since it is not differentiable at the origin). In summary, the
results in Munk and Ruymgaart [2002] neither imply nor contradict the n−2β/(2β+1) part in
our minimax rate, and our results are more refined since they characterize the exact elbow
α = β/(4β + 2) and also the minimax rate below this threshold.
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 
<latexit sha1_base64="TTGPhLskvxA7obg3CyikF/hi+ro=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOyS5idzCZj5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHfFKWfG+v63V1pb39jcKm9Xdnb39g+qh0dtozJNaIsornQ3xoZyJmnLMstpN9UUi5jTTjy+nfmdJ6oNU/LBTlIaCTyULGEEWye1w5gNw7xfrfl1fw60SoKC1KBAs1/9CgeKZIJKSzg2phf4qY1yrC0jnE4rYWZoiskYD2nPUYkFNVE+v3aKzpwyQInSrqRFc/X3RI6FMRMRu06B7cgsezPxP6+X2eQ6yplMM0slWSxKMo6sQrPX0YBpSiyfOIKJZu5WREZYY2JdQBUXQrD88ippX9QDvx7cX9YaN0UcZTiBUziHAK6gAXfQhBYQeIRneIU3T3kv3rv3sWgtecXMMfyB9/kDj+qPGw==</latexit><latexit sha1_base64="TTGPhLskvxA7obg3CyikF/hi+ro=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOyS5idzCZj5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHfFKWfG+v63V1pb39jcKm9Xdnb39g+qh0dtozJNaIsornQ3xoZyJmnLMstpN9UUi5jTTjy+nfmdJ6oNU/LBTlIaCTyULGEEWye1w5gNw7xfrfl1fw60SoKC1KBAs1/9CgeKZIJKSzg2phf4qY1yrC0jnE4rYWZoiskYD2nPUYkFNVE+v3aKzpwyQInSrqRFc/X3RI6FMRMRu06B7cgsezPxP6+X2eQ6yplMM0slWSxKMo6sQrPX0YBpSiyfOIKJZu5WREZYY2JdQBUXQrD88ippX9QDvx7cX9YaN0UcZTiBUziHAK6gAXfQhBYQeIRneIU3T3kv3rv3sWgtecXMMfyB9/kDj+qPGw==</latexit><latexit sha1_base64="TTGPhLskvxA7obg3CyikF/hi+ro=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOyS5idzCZj5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHfFKWfG+v63V1pb39jcKm9Xdnb39g+qh0dtozJNaIsornQ3xoZyJmnLMstpN9UUi5jTTjy+nfmdJ6oNU/LBTlIaCTyULGEEWye1w5gNw7xfrfl1fw60SoKC1KBAs1/9CgeKZIJKSzg2phf4qY1yrC0jnE4rYWZoiskYD2nPUYkFNVE+v3aKzpwyQInSrqRFc/X3RI6FMRMRu06B7cgsezPxP6+X2eQ6yplMM0slWSxKMo6sQrPX0YBpSiyfOIKJZu5WREZYY2JdQBUXQrD88ippX9QDvx7cX9YaN0UcZTiBUziHAK6gAXfQhBYQeIRneIU3T3kv3rv3sWgtecXMMfyB9/kDj+qPGw==</latexit><latexit sha1_base64="TTGPhLskvxA7obg3CyikF/hi+ro=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOyS5idzCZj5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHfFKWfG+v63V1pb39jcKm9Xdnb39g+qh0dtozJNaIsornQ3xoZyJmnLMstpN9UUi5jTTjy+nfmdJ6oNU/LBTlIaCTyULGEEWye1w5gNw7xfrfl1fw60SoKC1KBAs1/9CgeKZIJKSzg2phf4qY1yrC0jnE4rYWZoiskYD2nPUYkFNVE+v3aKzpwyQInSrqRFc/X3RI6FMRMRu06B7cgsezPxP6+X2eQ6yplMM0slWSxKMo6sQrPX0YBpSiyfOIKJZu5WREZYY2JdQBUXQrD88ippX9QDvx7cX9YaN0UcZTiBUziHAK6gAXfQhBYQeIRneIU3T3kv3rv3sWgtecXMMfyB9/kDj+qPGw==</latexit>
V (·)
<latexit sha1_base64="ESYMlDUFtX2Yccw6xjMz4FqBjdE=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBahXkoigh6LXjxWsB /QhrLZbNqlm03cnQil9E948aCIV/+ON/+N2zYHbX0w8Hhvhpl5QSqFQdf9dgpr6xubW8Xt0s7u3v5B+fCoZZJMM95kiUx0J6CGS6F4EwVK3kk1p3EgeTsY3c789hPXRiTqAccp92M6UCISjKKVOq1qj4UJnvfLFbfmzkFWiZeTCuRo9MtfvTBhWcwVMkmN6Xpu iv6EahRM8mmplxmeUjaiA961VNGYG38yv3dKzqwSkijRthSSufp7YkJjY8ZxYDtjikOz7M3E/7xuhtG1PxEqzZArtlgUZZJgQmbPk1BozlCOLaFMC3srYUOqKUMbUcmG4C2/vEpaFzXPrXn3l5X6TR5HEU7gFKrgwRXU4Q4a0AQGEp7hFd6cR+fFeXc+Fq0FJ58 5hj9wPn8ASl6Pdw==</latexit><latexit sha1_base64="ESYMlDUFtX2Yccw6xjMz4FqBjdE=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBahXkoigh6LXjxWsB /QhrLZbNqlm03cnQil9E948aCIV/+ON/+N2zYHbX0w8Hhvhpl5QSqFQdf9dgpr6xubW8Xt0s7u3v5B+fCoZZJMM95kiUx0J6CGS6F4EwVK3kk1p3EgeTsY3c789hPXRiTqAccp92M6UCISjKKVOq1qj4UJnvfLFbfmzkFWiZeTCuRo9MtfvTBhWcwVMkmN6Xpu iv6EahRM8mmplxmeUjaiA961VNGYG38yv3dKzqwSkijRthSSufp7YkJjY8ZxYDtjikOz7M3E/7xuhtG1PxEqzZArtlgUZZJgQmbPk1BozlCOLaFMC3srYUOqKUMbUcmG4C2/vEpaFzXPrXn3l5X6TR5HEU7gFKrgwRXU4Q4a0AQGEp7hFd6cR+fFeXc+Fq0FJ58 5hj9wPn8ASl6Pdw==</latexit><latexit sha1_base64="ESYMlDUFtX2Yccw6xjMz4FqBjdE=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBahXkoigh6LXjxWsB /QhrLZbNqlm03cnQil9E948aCIV/+ON/+N2zYHbX0w8Hhvhpl5QSqFQdf9dgpr6xubW8Xt0s7u3v5B+fCoZZJMM95kiUx0J6CGS6F4EwVK3kk1p3EgeTsY3c789hPXRiTqAccp92M6UCISjKKVOq1qj4UJnvfLFbfmzkFWiZeTCuRo9MtfvTBhWcwVMkmN6Xpu iv6EahRM8mmplxmeUjaiA961VNGYG38yv3dKzqwSkijRthSSufp7YkJjY8ZxYDtjikOz7M3E/7xuhtG1PxEqzZArtlgUZZJgQmbPk1BozlCOLaFMC3srYUOqKUMbUcmG4C2/vEpaFzXPrXn3l5X6TR5HEU7gFKrgwRXU4Q4a0AQGEp7hFd6cR+fFeXc+Fq0FJ58 5hj9wPn8ASl6Pdw==</latexit><latexit sha1_base64="ESYMlDUFtX2Yccw6xjMz4FqBjdE=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBahXkoigh6LXjxWsB /QhrLZbNqlm03cnQil9E948aCIV/+ON/+N2zYHbX0w8Hhvhpl5QSqFQdf9dgpr6xubW8Xt0s7u3v5B+fCoZZJMM95kiUx0J6CGS6F4EwVK3kk1p3EgeTsY3c789hPXRiTqAccp92M6UCISjKKVOq1qj4UJnvfLFbfmzkFWiZeTCuRo9MtfvTBhWcwVMkmN6Xpu iv6EahRM8mmplxmeUjaiA961VNGYG38yv3dKzqwSkijRthSSufp7YkJjY8ZxYDtjikOz7M3E/7xuhtG1PxEqzZArtlgUZZJgQmbPk1BozlCOLaFMC3srYUOqKUMbUcmG4C2/vEpaFzXPrXn3l5X6TR5HEU7gFKrgwRXU4Q4a0AQGEp7hFd6cR+fFeXc+Fq0FJ58 5hj9wPn8ASl6Pdw==</latexit>
 
<latexit sha1_base64="TTGPhLskvxA7obg3CyikF/hi+ro=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOyS5idzCZj5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHfFKWfG+v63V1pb39jcKm9Xdnb39g+qh0dtozJNaIsornQ3xoZyJmnLMstpN9UUi5jTTjy+nfmdJ6oNU/LBTlIaCTyULGEEWye1w5gNw7xfrfl1fw60SoKC1KBAs1/9CgeKZIJKSzg2phf4qY1yrC0jnE4rYWZoiskYD2nPUYkFNVE+v3aKzpwyQInSrqRFc/X3RI6FMRMRu06B7cgsezPxP6+X2eQ6yplMM0slWSxKMo6sQrPX0YBpSiyfOIKJZu5WREZYY2JdQBUXQrD88ippX9QDvx7cX9YaN0UcZTiBUziHAK6gAXfQhBYQeIRneIU3T3kv3rv3sWgtecXMMfyB9/kDj+qPGw==</latexit><latexit sha1_base64="TTGPhLskvxA7obg3CyikF/hi+ro=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOyS5idzCZj5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHfFKWfG+v63V1pb39jcKm9Xdnb39g+qh0dtozJNaIsornQ3xoZyJmnLMstpN9UUi5jTTjy+nfmdJ6oNU/LBTlIaCTyULGEEWye1w5gNw7xfrfl1fw60SoKC1KBAs1/9CgeKZIJKSzg2phf4qY1yrC0jnE4rYWZoiskYD2nPUYkFNVE+v3aKzpwyQInSrqRFc/X3RI6FMRMRu06B7cgsezPxP6+X2eQ6yplMM0slWSxKMo6sQrPX0YBpSiyfOIKJZu5WREZYY2JdQBUXQrD88ippX9QDvx7cX9YaN0UcZTiBUziHAK6gAXfQhBYQeIRneIU3T3kv3rv3sWgtecXMMfyB9/kDj+qPGw==</latexit><latexit sha1_base64="TTGPhLskvxA7obg3CyikF/hi+ro=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOyS5idzCZj5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHfFKWfG+v63V1pb39jcKm9Xdnb39g+qh0dtozJNaIsornQ3xoZyJmnLMstpN9UUi5jTTjy+nfmdJ6oNU/LBTlIaCTyULGEEWye1w5gNw7xfrfl1fw60SoKC1KBAs1/9CgeKZIJKSzg2phf4qY1yrC0jnE4rYWZoiskYD2nPUYkFNVE+v3aKzpwyQInSrqRFc/X3RI6FMRMRu06B7cgsezPxP6+X2eQ6yplMM0slWSxKMo6sQrPX0YBpSiyfOIKJZu5WREZYY2JdQBUXQrD88ippX9QDvx7cX9YaN0UcZTiBUziHAK6gAXfQhBYQeIRneIU3T3kv3rv3sWgtecXMMfyB9/kDj+qPGw==</latexit><latexit sha1_base64="TTGPhLskvxA7obg3CyikF/hi+ro=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOyS5idzCZj5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHfFKWfG+v63V1pb39jcKm9Xdnb39g+qh0dtozJNaIsornQ3xoZyJmnLMstpN9UUi5jTTjy+nfmdJ6oNU/LBTlIaCTyULGEEWye1w5gNw7xfrfl1fw60SoKC1KBAs1/9CgeKZIJKSzg2phf4qY1yrC0jnE4rYWZoiskYD2nPUYkFNVE+v3aKzpwyQInSrqRFc/X3RI6FMRMRu06B7cgsezPxP6+X2eQ6yplMM0slWSxKMo6sQrPX0YBpSiyfOIKJZu5WREZYY2JdQBUXQrD88ippX9QDvx7cX9YaN0UcZTiBUziHAK6gAXfQhBYQeIRneIU3T3kv3rv3sWgtecXMMfyB9/kDj+qPGw==</latexit>
 
<latexit sha1_base64="TTGPhLskvxA7obg3CyikF/hi+ro=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOyS5idzCZj5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHfFKWfG+v63V1pb39jcKm9Xdnb39g+qh0dtozJNaIsornQ3xoZyJmnLMstpN9UUi5jTTjy+nfmdJ6oNU/LBTlIaCTyULGEEWye1w5gNw7xfrfl1fw60SoKC1KBAs1/9CgeKZIJKSzg2phf4qY1yrC0jnE4rYWZoiskYD2nPUYkFNVE+v3aKzpwyQInSrqRFc/X3RI6FMRMRu06B7cgsezPxP6+X2eQ6yplMM0slWSxKMo6sQrPX0YBpSiyfOIKJZu5WREZYY2JdQBUXQrD88ippX9QDvx7cX9YaN0UcZTiBUziHAK6gAXfQhBYQeIRneIU3T3kv3rv3sWgtecXMMfyB9/kDj+qPGw==</latexit><latexit sha1_base64="TTGPhLskvxA7obg3CyikF/hi+ro=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOyS5idzCZj5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHfFKWfG+v63V1pb39jcKm9Xdnb39g+qh0dtozJNaIsornQ3xoZyJmnLMstpN9UUi5jTTjy+nfmdJ6oNU/LBTlIaCTyULGEEWye1w5gNw7xfrfl1fw60SoKC1KBAs1/9CgeKZIJKSzg2phf4qY1yrC0jnE4rYWZoiskYD2nPUYkFNVE+v3aKzpwyQInSrqRFc/X3RI6FMRMRu06B7cgsezPxP6+X2eQ6yplMM0slWSxKMo6sQrPX0YBpSiyfOIKJZu5WREZYY2JdQBUXQrD88ippX9QDvx7cX9YaN0UcZTiBUziHAK6gAXfQhBYQeIRneIU3T3kv3rv3sWgtecXMMfyB9/kDj+qPGw==</latexit><latexit sha1_base64="TTGPhLskvxA7obg3CyikF/hi+ro=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOyS5idzCZj5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHfFKWfG+v63V1pb39jcKm9Xdnb39g+qh0dtozJNaIsornQ3xoZyJmnLMstpN9UUi5jTTjy+nfmdJ6oNU/LBTlIaCTyULGEEWye1w5gNw7xfrfl1fw60SoKC1KBAs1/9CgeKZIJKSzg2phf4qY1yrC0jnE4rYWZoiskYD2nPUYkFNVE+v3aKzpwyQInSrqRFc/X3RI6FMRMRu06B7cgsezPxP6+X2eQ6yplMM0slWSxKMo6sQrPX0YBpSiyfOIKJZu5WREZYY2JdQBUXQrD88ippX9QDvx7cX9YaN0UcZTiBUziHAK6gAXfQhBYQeIRneIU3T3kv3rv3sWgtecXMMfyB9/kDj+qPGw==</latexit><latexit sha1_base64="TTGPhLskvxA7obg3CyikF/hi+ro=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOyS5idzCZj5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHfFKWfG+v63V1pb39jcKm9Xdnb39g+qh0dtozJNaIsornQ3xoZyJmnLMstpN9UUi5jTTjy+nfmdJ6oNU/LBTlIaCTyULGEEWye1w5gNw7xfrfl1fw60SoKC1KBAs1/9CgeKZIJKSzg2phf4qY1yrC0jnE4rYWZoiskYD2nPUYkFNVE+v3aKzpwyQInSrqRFc/X3RI6FMRMRu06B7cgsezPxP6+X2eQ6yplMM0slWSxKMo6sQrPX0YBpSiyfOIKJZu5WREZYY2JdQBUXQrD88ippX9QDvx7cX9YaN0UcZTiBUziHAK6gAXfQhBYQeIRneIU3T3kv3rv3sWgtecXMMfyB9/kDj+qPGw==</latexit>
 
<latexit sha1_base64="TTGPhLskvxA7obg3CyikF/hi+ro=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOyS5idzCZj5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHfFKWfG+v63V1pb39jcKm9Xdnb39g+qh0dtozJNaIsornQ3xoZyJmnLMstpN9UUi5jTTjy+nfmdJ6oNU/LBTlIaCTyULGEEWye1w5gNw7xfrfl1fw60SoKC1KBAs1/9CgeKZIJKSzg2phf4qY1yrC0jnE4rYWZoiskYD2nPUYkFNVE+v3aKzpwyQInSrqRFc/X3RI6FMRMRu06B7cgsezPxP6+X2eQ6yplMM0slWSxKMo6sQrPX0YBpSiyfOIKJZu5WREZYY2JdQBUXQrD88ippX9QDvx7cX9YaN0UcZTiBUziHAK6gAXfQhBYQeIRneIU3T3kv3rv3sWgtecXMMfyB9/kDj+qPGw==</latexit><latexit sha1_base64="TTGPhLskvxA7obg3CyikF/hi+ro=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOyS5idzCZj5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHfFKWfG+v63V1pb39jcKm9Xdnb39g+qh0dtozJNaIsornQ3xoZyJmnLMstpN9UUi5jTTjy+nfmdJ6oNU/LBTlIaCTyULGEEWye1w5gNw7xfrfl1fw60SoKC1KBAs1/9CgeKZIJKSzg2phf4qY1yrC0jnE4rYWZoiskYD2nPUYkFNVE+v3aKzpwyQInSrqRFc/X3RI6FMRMRu06B7cgsezPxP6+X2eQ6yplMM0slWSxKMo6sQrPX0YBpSiyfOIKJZu5WREZYY2JdQBUXQrD88ippX9QDvx7cX9YaN0UcZTiBUziHAK6gAXfQhBYQeIRneIU3T3kv3rv3sWgtecXMMfyB9/kDj+qPGw==</latexit><latexit sha1_base64="TTGPhLskvxA7obg3CyikF/hi+ro=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOyS5idzCZj5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHfFKWfG+v63V1pb39jcKm9Xdnb39g+qh0dtozJNaIsornQ3xoZyJmnLMstpN9UUi5jTTjy+nfmdJ6oNU/LBTlIaCTyULGEEWye1w5gNw7xfrfl1fw60SoKC1KBAs1/9CgeKZIJKSzg2phf4qY1yrC0jnE4rYWZoiskYD2nPUYkFNVE+v3aKzpwyQInSrqRFc/X3RI6FMRMRu06B7cgsezPxP6+X2eQ6yplMM0slWSxKMo6sQrPX0YBpSiyfOIKJZu5WREZYY2JdQBUXQrD88ippX9QDvx7cX9YaN0UcZTiBUziHAK6gAXfQhBYQeIRneIU3T3kv3rv3sWgtecXMMfyB9/kDj+qPGw==</latexit><latexit sha1_base64="TTGPhLskvxA7obg3CyikF/hi+ro=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKoMegF48RzAOyS5idzCZj5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHfFKWfG+v63V1pb39jcKm9Xdnb39g+qh0dtozJNaIsornQ3xoZyJmnLMstpN9UUi5jTTjy+nfmdJ6oNU/LBTlIaCTyULGEEWye1w5gNw7xfrfl1fw60SoKC1KBAs1/9CgeKZIJKSzg2phf4qY1yrC0jnE4rYWZoiskYD2nPUYkFNVE+v3aKzpwyQInSrqRFc/X3RI6FMRMRu06B7cgsezPxP6+X2eQ6yplMM0slWSxKMo6sQrPX0YBpSiyfOIKJZu5WREZYY2JdQBUXQrD88ippX9QDvx7cX9YaN0UcZTiBUziHAK6gAXfQhBYQeIRneIU3T3kv3rv3sWgtecXMMfyB9/kDj+qPGw==</latexit>
. . .
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Figure 2: The black solid line on the top represents the variance function V (·) in the alternative H˜1,
and the black solid line on the bottom represents the mean function f(·). The thick red segments
mark the support of X under both H0 and H˜1. Here, h1  n−
2β
4αβ+β+2α , h2  n− 4α4αβ+β+2α , and are
chosen such that both M := h2/(4h1) − 1/2 and N := 2M + 1 are positive integers. {r˜i}Ni=1 are N
i.i.d. standard normal variables.
3.2 Lower bound
The following are matching lower bounds to Theorem 3.
Theorem 4. Under (1) with random design, for any x∗ ∈ supp(X),
inf
V˜
sup
f∈Λα,I(CF )
sup
V ∈Λβ,I(CV )
sup
P(X,ε)∈Pvf,(X,ε)
ER1(V˜ , V ;x∗) ≥ c
(
n
− 8αβ
4αβ+β+2α ∨ n− 2β2β+1
)
,
where c is some fixed positive constant that only depends on α, β, CF , CV and C0, c0, Cε in
Pvf,(X,ε), and V˜ ranges over all estimators of V .
Theorem 5. Under (1) with random design,
inf
V˜
sup
f∈Λα,I(CF )
sup
V ∈Λβ,I(CV )
sup
P(X,ε)∈Pvf,(X,ε)
ER2(V˜ , V ) ≥ c
(
n
− 8αβ
4αβ+β+2α ∨ n− 2β2β+1
)
,
where c is some fixed positive constant that only depends on α, β, CF , CV and C0, c0, Cε in
Pvf,(X,ε), and V˜ ranges over all estimators of V .
Due to the appearances of both α and β in the nontrivial n
− 8αβ
4αβ+β+2α part of the minimax
rate, proving the above two results is more involved than proving Theorem 2. In particular,
it takes an extra step of localization in the construction of the mean function f(·) as well as
V (·). More precisely, for the lower bound at a target point x∗ in Theorem 4, our construction
of both f(·) and V (·) only has variation within a small neighborhood of x∗. Such local-
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ized construction is not necessary in the fixed design setting, since when proving the n−4α
component therein (see Remark 4), the variance function can simply be taken as a constant.
In what follows, we give a proof sketch of the nontrivial n−8αβ/(4αβ+β+2α) component of
the lower bound in Theorem 4 for α < β/(4β + 2); the proof of Theorem 5 can be seen as
an extension of Theorem 4 via a standard construction of multiple hypotheses. We assume
the support of X is contained in I = [0, 1], and for clarity of illustration, here we present
the construction for an interior point x∗ ∈ (0, 1)⋂ supp(X). The proof works for boundary
points as well.
We continue to adopt the two-step approach introduced in the proof sketch of Theorem
2 in Section 2.2. The second step is very similar with the help of Lemmas 1 and 3, so we will
focus on the construction under the null H0 and alternative H˜1 in the first step. Choose the
parameters
h1  n−
2β
4αβ+β+2α , h2  n−
4α
4αβ+β+2α , and θ2n = h
2α
1 = h
β
2
so that h2/h1 →∞ as n→∞.
Choice of V (·): Under H0 let V ≡ 1. Under H˜1, let V (·) be one minus a smooth bump
function around x∗ with width h2 and height h
β
2 so that V (x
∗) = 1− θ2n.
Choice of f(·): Under H0 let f ≡ 0. Under H˜1, let f(·) be a “local” version of the
design in Theorem 2. That is, f takes on a value of 0 outside of [x∗ − h2, x∗ + h2], and
inside that h2-neighborhood of x
∗, f is piecewise trapezoidal with upper base length
2h1, lower base length 4h1 and height {hα1 r˜i}Ni=1 for a standard normal sequence {r˜i}Ni=1
with N := h2/(2h1) a positive integer.
Choice of ε: Under both H0 and H˜1, let ε ∼ N (0, 1).
Choice of X: Under both H0 and H˜1, let X be uniformly distributed on the union of
[0, 1]\[x∗−h2, x∗+h2] and the upper bases of all the trapezoids inside [x∗−h2, x∗+h2].
See Figure 2 for an illustration of H˜1.
Under the above construction, the squared distance between the null and alternative
hypotheses (1− (1− θ2n))2 = θ4n  n−
8αβ
4αβ+β+2α is the desired minimax rate. Using Lemma 2,
we can show that
TV(P0, P˜1) . θ2nnh
1/2
1 h
1/2
2 ≤ c
for some sufficiently small c, where P0 and P˜1 represent the joint distribution of {(Xi, Yi)}ni=1
under H0 and H˜1, respectively. The detailed proof is presented in the supplement.
4 Discussion
The two univariate models (1) and (2) discussed in the previous two sections raise natural
questions about possible extensions to the multivariate setting. In what follows, we first
present some partial results in this direction in the sense of (4) and (5). We then establish
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some connections between our study and quadratic functional estimation and variance esti-
mation in the linear model. Lastly, we discuss two more extensions of (2) in the direction
of adaptive estimation and mean function with inhomogeneous smoothness. Throughout,
consider CF , Cσ, C0, c0, Cε to be fixed positive constants.
4.1 Multivariate nonparametric regression
Consider the following multivariate version of (2):
Yi = f(Xi) + σεi, i = 1, 2, . . . , n,
where {Xi}ni=1 = {(Xi,1, . . . , Xi,d)>}ni=1 are i.i.d. copies ofX = (X1, . . . , Xd)> in Rd for some
fixed positive integer d, {εi}ni=1 are i.i.d. copies of ε with zero mean and unit variance and
are independent of {Xi}ni=1, and f : Rd → R belongs to a d-dimensional anisotropic Ho¨lder
class with smoothness index α = (α1, . . . , αd)
> defined below. The goal is to estimate σ2
with f(·) and the distribution of X as nuisance parameters. This problem has been studied
in Spokoiny [2002], Munk et al. [2005], Cai et al. [2009], to name a few, again with a focus
on the fixed design setting.
Let I1, . . . , Id be d fixed (possibly infinite) intervals on R and let I be their Cartesian
product I1 × . . . × Id ⊂ Rd. Following Barron et al. [1999] and Bhattacharya et al. [2014],
we define an anisotropic Ho¨lder class Λα,I(CF ) on I as follows. For any x ∈ I and k ∈ [d],
let fk(· | x−k) denote the univariate function y 7→ f(x1, . . . , xk−1, y, xk+1, . . . , xd), with x−k
defined as x without the kth component. Then, Λα,I(CF ) is defined as all f : I 7→ R such
that
max
1≤k≤d
max
0≤j≤bαkc
sup
x∈I
∥∥∥f (j)k (· | x−k)∥∥∥∞ ≤ CF
and
max
1≤k≤d
sup
x∈I
sup
y1,y2∈Ik
∣∣∣f (bαkc)k (y1 | x−k)− f (bαkc)k (y2 | x−k)∣∣∣
|y1 − y2|α′k
≤ CF ,
where again bαkc is the largest integer strictly smaller than αk and α′k := αk − bαkc. Let
supp(X) be the support of X.
Define Pmcv,(X,ε) (where “mcv” stands for “multivariate constant variance”) as the mul-
tivariate counterpart of Pcv,(X,ε):
(a) X satisfies supp(X) ⊂ I.
(b) X has density pX(·) and there exists a fixed positive constant C0 such that
sup
u∈Rd
pX(u) ≤ C0.
(c) There exist two fixed constants δ0 > 0 and c0 > 0 such that for any δ ∈ Rd that satisfies
‖δ‖∞ < δ0, there exists a set U := Uδ ⊂ [−1, 1]d such that
λ(Uδ) ≥ c0 and inf
u∈Uδ
p
X˜ij
(u1δ1, . . . , udδd) ≥ c0,
where λ(·) represents the Lebesgue measure on Rd.
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(d) Eε4 ≤ Cε for some fixed positive constant Cε.
For an upper bound on the minimax risk, we propose the following multivariate extension
of (8) via a product kernel (again with convention 0/0 = 0):
σ̂2d :=
(
n
2
)−1∑
i<j
(∏d
k=1Khk(Xi,k −Xj,k)
)
(Yi − Yj)2/2(
n
2
)−1∑
i<j
(∏d
k=1Khk(Xi,k −Xj,k)
) , (19)
where K(·) is a kernel chosen to satisfy (9), and {hk}dk=1 is a kernel bandwidth sequence.
In the following results, we will use α to denote the harmonic mean of the d-dimensional
smoothness index α, i.e. α := d/(
∑d
k=1 1/αk). This quantity is known as the effective smooth-
ness in classical problems such as anisotropic density estimation [Ibragimov and Khasminski,
1981; Birge´, 1986] and anisotropic function estimation [Nussbaum, 1986; Hoffman and Lepski,
2002].
Proposition 1. Suppose 0 < αk ≤ 1, k ∈ [d]. Suppose the kernel K(·) in σ̂2d is chosen such
that (9) is satisfied with constants MK and MK , and the bandwidth sequence is chosen as
hk  n−2α/(αk(4α+d)) for all k ∈ [d]. Then, under (4) with random design, it holds that
sup
f∈Λα,I(CF )
sup
σ2≤Cσ
sup
P(X,ε)∈Pmcv,(X,ε)
E
(
σ̂2d − σ2
)2 ≤ C(n−8α/(4α+d) ∨ n−1),
where C is some fixed positive constant that only depends on MK ,MK ,α, CF , Cσ and C0, c0, Cε
in Pmcv,(X,ε).
Proposition 2. Under (4) with random design, it holds that
inf
σ˜2
sup
f∈Λα,I(CF )
sup
σ2≤Cσ
sup
P(X,ε)∈Pmcv,(X,ε)
E
(
σ˜2 − σ2)2 ≥ c(n−8α/(4α+d) ∨ n−1),
where c is some fixed positive constant that only depends on α, CF , Cσ and C0, c0, Cε in
Pmcv,(X,ε), and σ˜2 ranges over all estimators of σ2.
We note that Proposition 1 is only proved for αk ∈ (0, 1], k ∈ [d]. The general case when
αk is possibly larger than 1 is much more involved due to the difficulty in the random design
analysis. Propositions 1 and 2, combined, imply that the minimax rate is n−8α/(4α+d) ∨ n−1
for αk ∈ (0, 1], k ∈ [d]. In particular, when f is in an isotropic α-Ho¨lder class (0 < α ≤ 1),
this rate becomes n−8α/(4α+d)∨n−1. We also remark that a different estimator achieving the
rate n−8α/(4α+d) ∨ n−1 over an isotropic α-Ho¨lder class has been briefly sketched in Robins
et al. [2008].
For completeness, we also state without proof some results for model (4) in the fixed
design setting. In particular, we consider the following two types of fixed designs in the
d-dimensional unit cube [0, 1]d, namely, the grid design (GD):
(X(i1,...,id),1, . . . , X(i1,...,id),d) = (i1/n
1/d, . . . , id/n
1/d), (20)
(i1, . . . , id) ∈ [n1/d]× . . .× [n1/d]
assuming n1/d is an integer, and the diagonal design (DD):
(Xi,1, . . . , Xi,d) = (i/n, . . . , i/n), i ∈ [n]. (21)
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Here for any positive integer n, [n] denotes the set {1, 2, . . . , n}. Let αmax := maxk∈[d] αk and
αmin := mink∈[d] αk. The first result for (GD) is a simple modification of the isotropic result
in Cai et al. [2009] by taking differences along the smoothest direction with index αmax. The
second result can be readily deduced from the fact that Yi = f˜(i/n) + σεi, i ∈ [n], where
f˜(x) := f(x, . . . , x) is αmin-Ho¨lder smooth.
Proposition 3. Under (4) with fixed design (GD), it holds that
inf
σ˜2
sup
f∈Λ
α,[0,1]d
(CF )
sup
σ2≤Cσ
sup
Eε4≤Cε
E
(
σ˜2 − σ2)2  n−4αmax/d ∨ n−1
up to some fixed positive constant that only depends on α, CF , Cσ, Cε, where σ˜2 ranges over
all estimators of σ2.
Proposition 4. Under (4) with fixed design (DD), it holds that
inf
σ˜2
sup
f∈Λ
α,[0,1]d
(CF )
sup
σ2≤Cσ
sup
Eε4≤Cε
E
(
σ˜2 − σ2)2  n−4αmin ∨ n−1
up to some fixed positive constant that only depends on α, CF , Cσ, Cε, where σ˜2 ranges over
all estimators of σ2.
When f(·) belongs to an isotropic α-Ho¨lder class, Proposition 3 implies the minimax
rate n−4α/d ∨ n−1 derived in Cai et al. [2009]. Comparison with the random design rate
n−8α/(4α+d) ∨ n−1 thus shows that, for 0 < α ≤ 1, a faster rate is again achievable in the
random design setting for α < d/4.
4.2 Nonparametric additive model
Consider variance estimation in the additive model (5):
Yi =
d∑
k=1
fk(Xi,k) + σεi, i = 1, 2, . . . , n,
for some fixed integer d ≥ 2, where {εi}ni=1 are i.i.d. with zero mean and unit variance and
are independent from {Xi}ni=1 = {(Xi,1, . . . , Xi,d)>}ni=1 in the random design setting. Unlike
Section 4.1, we specify d ≥ 2, since the minimax rate in the fixed design (GD) has completely
different behavior for d = 1 and d ≥ 2 (see Proposition 5 below).
4.2.1 Fixed design
We first consider the two fixed designs (GD) and (DD) defined in (20) and (21). For both
designs, we consider an error distribution class with only a finite fourth moment condition.
We start with (GD), where by iteratively taking pairwise differences, one is able to estimate
the variance at the parametric rate n−1 without any smoothness assumption on the additive
components {fk}dk=1. For simplicity, we illustrate this idea with d = 2 with two additive
components f(·) and g(·), and assume that √n is an even number. In this case,
Yi,j = f
(
i√
n
)
+ g
(
j√
n
)
+ σεi,j , (i, j) ∈ [
√
n]× [√n],
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where {εi,j}i,j∈[√n] are i.i.d. with zero mean and unit variance. By taking the pairwise
difference in the first dimension, we have
Y(i1,i2),j := Yi1,j − Yi2,j = f
(
i1√
n
)
− f
(
i2√
n
)
+ σ(εi1,j − εi2,j)
for all j ∈ [√n] and (i1, i2) ∈ [
√
n] × [√n] such that i1 6= i2. Taking again the pairwise
difference in the second dimension, we have
Y(i1,i2),(j1,j2) := Y(i1,i2),j1 − Y(i1,i2),j2 = σ(εi1,j1 − εi2,j1 − εi1,j2 + εi2,j2)
for all (i1, i2, j1, j2) ∈ [
√
n] × [√n] × [√n] × [√n] such that i1 6= i2 and j1 6= j2. Clearly,
we have EY(i1,i2),(j1,j2) = 0 and Var(Y(i1,i2),(j1,j2)) = 4σ2. Let m :=
√
n/2 and define
I := {(1, 2), (3, 4), . . . , (2m − 1, 2m)} with cardinality m. Then, for the set of data points
{Y(i1,i2),(j1,j2)}(i1,i2),(j1,j2)∈I with cardinality m2 = n/4, it can be readily verified that they
are i.i.d. with mean 0 and variance 4σ2. Therefore, with Y defined as the sample average of
{Y(i1,i2),(j1,j2)}(i1,i2),(j1,j2)∈I , the sample variance estimator,
σ̂2add, GD :=
1
n
∑
(i1,i2),(j1,j2)∈I
(
Y(i1,i2),(j1,j2) − Y
)2
,
achieves the parametric rate n−1. A similar derivation holds for general d.
Proposition 5. Suppose d ≥ 2. Under (5) with fixed design (GD), it holds that
inf
σ˜2
sup
fk,k∈[d]
sup
σ2≤Cσ
sup
Eε4≤Cε
E
(
σ˜2 − σ2)2  n−1
up to some fixed positive constant that only depends on Cσ and Cε, where σ˜
2 ranges over all
estimators of σ2, and the first supremum is taken over all functions defined on [0, 1] for each
k ∈ [d].
Now we move on to the design (DD), where we assume each additive component fk in
(5) is αk-Ho¨lder smooth on [0, 1] with some fixed constant CF . In this case, the model can
equivalently be written as
Yi = f˜(i/n) + σεi, i = 1, 2, . . . , n,
where f˜ :=
∑d
k=1 fk is αmin-Ho¨lder smooth. Therefore, the univariate estimator and lower
bound in Wang et al. [2008] can be directly applied.
Proposition 6. Under (5) with fixed design (DD), it holds that
inf
σ˜2
sup
fk∈Λαk,[0,1](CF ),k∈[d]
sup
σ2≤Cσ
sup
Eε4≤Cε
E
(
σ˜2 − σ2)2  n−4αmin ∨ n−1
up to some fixed positive constant that only depends on CF , Cσ, Cε, where σ˜2 ranges over all
estimators of σ2.
Comparison of Propositions 6 and 4 shows that, in contrast to grid design (GD) and
random design below, there is no gain from an additive structure in the mean function for
the diagonal design (DD).
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4.2.2 Random design
We now discuss (5) with a random design for {Xi}ni=1 when fk is αk-Ho¨lder smooth on some
fixed set Ik for each k ∈ [d]. Since a shift in the mean does not affect the estimation of
variance, we assume Efk(X1,k) = 0 for each k ∈ [d] for simplicity. Recall the definition of
Pcv,(X,ε) in the beginning of Section 2. Define the joint distribution class Padd,(X,ε) (where
“add” stands for “additive”) as:
For each k ∈ [d], the joint distribution of (Xk, ε) belongs to Pcv,(X,ε) and the components
of X are mutually independent.
In view of Theorem 2, the following lower bound is immediate.
Proposition 7. Under (5) with random design, it holds that
inf
σ˜2
sup
fk∈Λαk,Ik (CF ),k∈[d]
sup
σ2≤Cσ
sup
P(X,ε)∈Padd,(X,ε)
E
(
σ˜2 − σ2)2 ≥ c(n− 8αmin4αmin+1 ∨ n−1),
where c is a fixed positive constant that only depends on α, CF , Cσ and C0, c0, Cε in Padd,(X,ε),
and σ˜2 ranges over all estimators of σ2.
We now describe a procedure that matches the lower bound in Proposition 7, but depends
crucially on mutual independence. For illustrative purposes, we again consider the case of
only two additive components f(·) and g(·), which are α- and β-Ho¨lder smooth, respectively.
Let X and W denote the two covariates. For each i ∈ [n], define
εXi := f(Xi) + σεi and ε
W
i := g(Wi) + σεi,
and their corresponding variances
σ2X := Ef2(X) + σ2 and σ2W := Eg2(W ) + σ2.
Clearly, we have EεXi = 0 and EεWi = 0, and εXi and εWi are independent of g(Wi) and
f(Xi), respectively. Now, notice that the additive model in (5) can be equivalently viewed
as Yi = f(Xi) + ε
W
i . Thus by applying the univariate kernel estimator defined in (8) to
{(Yi, Xi)}ni=1, which we denote as σ̂2W , one obtains
E
(
σ̂2W − σ2W
)2 ≤ C(n−8α/(4α+1) ∨ n−1)
for some fixed positive constant C. Similarly, defining σ̂2X as σ̂
2
W , one has
E
(
σ̂2X − σ2X
)2 ≤ C(n−8β/(4β+1) ∨ n−1).
Lastly, under a finite fourth moment assumption on ε, a sample variance estimator of {Yi}ni=1,
denoted as σ̂2Y , achieves the parametric rate n
−1 in estimating the total variance Var(Y ),
which can be decomposed as Ef2(X) +Eg2(W ) + σ2. Consequently, we have shown that the
method-of-moments estimator
σ̂2moment,2 := σ̂
2
X + σ̂
2
W − σ̂2Y (22)
achieves the optimal rate in Proposition 7. We summarize the above derivation for the natural
extension σ̂2
moment,d to general d.
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Proposition 8. Under (5) with random design, it holds that
sup
fk∈Λαk,Ik (CF ),k∈[d]
sup
σ2≤Cσ
sup
P(X,ε)∈Padd,(X,ε)
E
(
σ̂2moment,d − σ2
)2 ≤ C(n− 8αmin4αmin+1 ∨ n−1),
where C is some fixed positive constant that only depends on α, CF , Cσ and C0, c0, Cε in
Padd,(X,ε).
Propositions 7 and 8 together imply the minimax rate over Padd,(X,ε), which further
illustrates the fact that an additive structure in the mean function could possibly avoid the
“curse of dimensionality” in variance estimation. However, we note that our results crucially
rely on the mutual independence condition. It is still largely unclear if the same minimax rate
could apply to the general case without this condition, though a discussion of an interesting
connection to variance estimation under linear models shall be made in Section 4.4.
4.3 Connection to quadratic functional estimation
We now formally state the connection between quadratic functional estimation and variance
estimation in (2), the first of which has been studied in, for example, Doksum and Samarov
[1995], Ruppert et al. [1995], Huang and Fan [1999], and Robins et al. [2009].
Recall the definition of Q in (3) with some non-negative weight function w(·). Squaring
both sides of (2), multiplying by w(Xi), and then taking the expectation, one has
E
(
Y 2i w(Xi)
)
= E
(
f2(Xi)w(Xi)
)
+ σ2E(w(Xi)ε2i ) = Q+ σ2Ew(Xi).
Under a finite fourth moment assumption on ε, both E
(
Y 2i w(Xi)
)
and Ew(Xi) can be esti-
mated at the parametric rate via the sample mean estimator, and σ2 can be estimated via
σ̂2 in (8) with rate n−8α/(4α+1) ∨ n−1 under the quadratic risk. Therefore, the estimator
Q̂ :=
1
n
n∑
i=1
Y 2i w(Xi)−
(
1
n
n∑
i=1
w(Xi)
)
· σ̂2
achieves the same rate n−8α/(4α+1) ∨ n−1. In fact, it is not possible to improve upon this
rate since if there exists an estimator Q˜ with a faster convergence rate, then the “conjugate”
estimator of σ2 defined as
σ˜2 := max
{
1
n
∑n
i=1 Y
2
i w(Xi)− Q˜
1
n
∑n
i=1w(Xi)
, 0
}
· 1
{
1
n
n∑
i=1
w(Xi) > 0
}
will also converge to σ2 at a faster rate, violating the lower bound in Theorem 2.
The following result summarizes the derivation. Recall the definition of Pcv,(X,ε) in the
beginning of Section 2.
Proposition 9. Suppose the weight function w(·) in the definition of Q is uniformly bounded
on R. Then, it holds that
inf
Q˜
sup
f∈Λα,I(CF )
sup
σ2≤Cσ
sup
P(X,ε)∈Pcv,(X,ε)
E
(
Q˜−Q
)2  n−8α/(4α+1) ∨ n−1
up to some fixed positive constant that only depends on w(·), α,CF , Cσ and C0, c0, Cε in
Pcv,(X,ε), where Q˜ ranges over all estimators of Q.
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4.4 Connection to the linear model
Throughout this paper, we have treated the distribution of X as a nuisance parameter.
Interestingly, when we do know the distribution of X, variance estimation in nonparametric
regression with random design becomes substantially easier with the aid of parallel work
in the high-dimensional linear model [Verzelen and Villers, 2010; Dicker, 2014; Kong and
Valiant, 2018; Verzelen and Gassiat, 2018]. We first elaborate on this point using the simple
model (2), and then formulate corresponding results for (4) and (5).
By applying the inverse of the distribution function F of X, (2) can be equivalently
written as
Yi = f(Ui) + σεi, i = 1, 2, . . . , n,
where {Ui}ni=1 = {F (Xi)}ni=1 are i.i.d. uniform on [0, 1], and f(·) := f ◦ F−1(·) is still
α-Ho¨lder smooth under Lipschitz continuity on F−1. Then, using a wavelet expansion for
Ho¨lder classes (cf. Proposition 2.5 in Meyer [1990]), one has
Yi = f1(Ui) +
2J∑
j=1
ψj(Ui) + σεi, i = 1, 2, . . . , n, (23)
where {ψj}∞j=1 is an L2-orthonormal wavelet basis under the Lebesgue measure on [0, 1], and
f1(·) is the remainder term after truncation at resolution J = Jn which satisfies ‖f1‖∞ =
O(2−αJn). Let ψ := (ψ1, . . . , ψ2J ) and assume without loss of generality that Eψ = 02J , since
a mean shift does not affect the estimation of variance. Moreover, due to the orthonormality
of {ψj}∞j=1, we have Cov(ψ) = E(ψψ>) = I2J . Following Verzelen and Gassiat [2018] and
Kong and Valiant [2018], the estimator
σ̂2proj :=
1
n− 1
n∑
i=1
(Yi − Y )2 −
(
n
2
)−1∑
i<j
YiYjψ
>(Ui)ψ(Uj)
has a variance term of the order (2Jn +n)/n2 and a bias term of the order 2−2αJn . Therefore,
by choosing the optimal truncation level 2Jn  n2/(4α+1), σ̂2proj recovers the optimal rate
n−8α/(4α+1) ∨ n−1 in Theorem 1.
Define σ̂2
proj,d (with tensor wavelet basis) and σ̂
2
proj,add as the natural extensions of σ̂
2
proj
under (4) and (5), respectively (see the proofs of Propositions 10 and 11 in the supplement
for exact definitions). In the wavelet expansion, we will use Jk to denote the truncation level
for the kth component of f(·) in (4) and fk in (5), and we use Fk to denote the marginal
distribution of X1,k. Recall that α = d/(
∑d
k=1 1/αk) for α = (α1, . . . , αd)
>.
Proposition 10 (Multivariate nonparametric regression, design known). Suppose the distri-
bution of X is known with supp(X) ⊂ I for some fixed set I ⊂ Rd, and F−1k (·) is Lipschitz
continuous for all k ∈ [d] with some fixed positive constant. Then, when 2Jk is chosen to be
of the order n2α/(αk(4α+d)) for k ∈ [d] in σ̂2
proj,d, it holds that
sup
f∈Λα,I(CF )
sup
σ2≤Cσ
sup
Eε4≤Cε
E
(
σ̂2proj,d − σ2
)2 ≤ C(n−8α/(4α+d) ∨ n−1),
where C is some fixed positive constant that only depends on α, CF , Cσ, Cε, and the distribu-
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tion of X.
Proposition 11 (Nonparametric additive model, design known). Suppose the distribution of
X is known with supp(X) ⊂ I1 × . . .× Id for some fixed intervals I1, . . . , Id on the real line,
and F−1k (·) is Lipschitz continuous for all k ∈ [d] with some fixed positive constant. Then,
when 2Jk is chosen to be of the order n2αk/(4αk+1) for k ∈ [d] in σ̂2proj,add, it holds that
sup
fk∈Λαk,Ik (CF ),k∈[d]
sup
σ2≤Cσ
sup
Eε4≤Cε
E
(
σ̂2proj,add − σ2
)2 ≤ C(n− 8αmin4αmin+1 ∨ n−1),
where C is some fixed positive constant that only depends on α, CF , Cσ, Cε, and the distribu-
tion of X.
As in the classical setting of mean function estimation via orthogonal series, the difference
of the rates in Propositions 10 and 11 is clearly explained by the number of wavelet bases
used to approximate f in (4) and {fk}dk=1 in (5). We also note that, quite interestingly,
Proposition 10 gives results beyond the case 0 < α1, . . . , αd ≤ 1 considered in Proposition 1,
and Proposition 11 does not rely on the mutual independence of the components of X.
4.5 Adaptive estimation of constant variance
In this subsection, we consider adaptive estimation of the variance σ2 in model (2). This is
achieved by a Lepski-type procedure [Lepski, 1991, 1992]. Let σ̂2(h) be the estimator in (8)
with an explicit dependence on the bandwidth parameter h. For any given sample size n and
fixed positive constant δ, define two positive integers m1 and m2 such that 2
−m1 ≤ n−1 ≤
2−m1+1 and 2−m2−1 ≤ n−(2−δ) ≤ 2−m2 , and define the following dyadic grid
Hδ :=
{
2−j : m1 ≤ j ≤ m2, j ∈ Z
}
.
Then, define the estimator σ̂2adapt := σ̂
2
(
ĥδ
)
with
ĥδ := max
{
h ∈ Hδ :
∣∣σ̂2(h)− σ̂2(h′)∣∣ ≤ τ(log n)1/2n−1(h′)−1/2, ∀h′ ∈ Hδ, h′ < h}
for some sufficiently large positive constant τ . If the set being maximized is empty, we will
take ĥδ = n
−(2−δ).
To state the error bound of σ̂2adapt, we need the following variant Padaptcv,(X,ε) of the distribution
class Pcv,(X,ε) considered in Theorem 1, where we replace the finite fourth-moment assumption
(d) therein by the stronger sub-Gaussian tail condition:
(d′) There exist some fixed positive constants C1,ε and C2,ε such that Eexp(tε) ≤ C1,εexp(C2,εt2)
for any t ∈ R.
A similar exponential moment assumption has been made in the context of adaptive estima-
tion under fixed design (cf. Theorems 1 and 2 in Cai and Wang [2008]).
Proposition 12. For any given sufficiently small fixed α∗ > 0, fix some δ∗ ∈ (0, 8α∗/(4α∗+
1)). Suppose the kernel K(·) in σ̂2adapt = σ̂2
(
ĥδ∗
)
is chosen such that (9) is satisfied with
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constants MK and MK , and τ in ĥδ∗ is chosen to be sufficiently large (only depending on
δ∗, C1,ε, C2,ε). Then, under (2) with random design, it holds uniformly over all α ≥ α∗ that
sup
f∈Λα,I(CF )
sup
σ2≤Cσ
sup
P(X,ε)∈Padaptcv,(X,ε)
E
(
σ̂2adapt − σ2
)2 ≤ C{( log n
n2
)4α/(4α+1)
∨ n−1
}
,
where C is some fixed positive constant that only depends on δ∗,MK ,MK , CF , Cσ, and
C0, c0, C1,ε, C2,ε in Padaptcv,(X,ε).
The following proposition shows that the extra poly-logarithmic term cannot be removed.
Proposition 13. Let φn,α := (log n/n
2)2α/(4α+1) ∨ n−1/2 for any α > 0 and positive integer
n. Consider any fixed positive α∗ and α∗ ≤ α1 < α2 <∞. Then, for any sufficiently large n
and sufficiently small fixed positive constant c, any estimator σ˜2 will satisfy that, if
sup
f∈Λα2,I(CF )
sup
σ2≤Cσ
sup
P(X,ε)∈Padaptcv,(X,ε)
E
(
(σ˜2 − σ2)/φn,α2
)2 ≤ c,
then
sup
f∈Λα1,I(CF )
sup
σ2≤Cσ
sup
P(X,ε)∈Padaptcv,(X,ε)
E
(
(σ˜2 − σ2)/φn,α1
)2 ≥ c.
The above two results combined are in line with analogous adaptation results in quadratic
functional estimation [Efromovich and Low, 1996; Cai and Low, 2006].
5 Proof of Theorem 2
Proof. We will only prove the lower bound n−8α/(4α+1) in the regime 0 < α < 1/4 since
for α ≥ 1/4, the rate reduces to the parametric rate n−1 and the proof is straightforward.
Throughout the proof, C represents a generic sufficiently large positive constant and c repre-
sents a generic sufficiently small positive constant always taken to be smaller than 1/4. Both
C and c only depend on α,CF , Cσ, Cε, C0, c0 and might have different values for each occur-
rence. By appropriately rescaling the parameters in the lower bound construction, without
loss of generality, we assume that the sample size n and the constants CF , Cσ, Cε, C0 are
sufficiently large, c0 is sufficiently small, and [0, 1] ⊂ I.
We will make use of Le Cam’s two point method. Introduce the following constants:
θ2n := h
2α
n := cn
−4α/(4α+1) and N := Nn := 1/(6hn), (24)
where we tune the constant c in hn so that N is a positive integer. We now specify f(·),
distribution of X and distribution of ε in the null and alternative hypotheses, H0 and H1,
respectively.
Choice of σ2: Under H0, let σ
2 = 1 + θ2n. Under H1, let σ
2 = 1.
Choice of ε: Under both H0 and H1, let ε ∼ N (0, 1).
Choice of X: Under both H0 and H1, let X be uniformly distributed on the union of
the intervals [(6i− 5)hn, (6i− 1)hn] for i ∈ [N ].
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Choice of f(·): Under H0, let f ≡ 0. Under H1, let f take the value hαnri on [(6i −
5)hn, (6i− 1)hn], where {ri}Ni=1 are N i.i.d. symmetric and bounded random variables
with distribution G satisfying∫ ∞
−∞
xjG(dx) =
∫ ∞
−∞
xjϕ(x)dx, j = 1, . . . , q, (25)
where q is some fixed odd integer strictly larger than 1 + 1/(2α). Let f be 0 at points
6(i − 1)hn for i ∈ [N ], and then linearly interpolate f for the rest of the unspecified
points on [0, 1].
See Figure 1 for an illustration. In the definition of f(·) under H1, the existence of the
distribution G is guaranteed by Lemma 1, and the range of {ri}Ni=1, which we denote as B,
only depends on α.
Clearly, σ2 ≤ Cσ under both H0 and H1. Moreover, f(·) under both H0 and H1 belongs to
Λα,[0,1](CF ) due to the boundedness of {ri}Ni=1 inH1. Next, we show that the joint distribution
of (X, ε) belongs to Pcv,(X,ε). Condition (d) clearly holds and Condition (a) holds with I =
[0, 1]. Condition (b) holds as well by the fact that pX(u) = 3/2 for u ∈ [(6i−5)hn, (6i−1)hn]
for i ∈ [N ] and pX(u) = 0 otherwise. Lastly, for Condition (c), it holds by the convolution
formula that for any 0 < u < 1/2
p
X˜ij
(u) =
∫ 1
u
pX(t)pX(t− u)dt ≥
N∑
i=du/(6hn)e+1
∫ (6i−1)hn
(6i−5)hn
pX(t)pX(t− u)dt
≥
N∑
i=du/(6hn)e+1
3
2
· 3
2
· 2hn ≥ 3
8
− 9hn ≥ 1
4
for sufficiently large n. Here, the second inequality follows from the fact that for any fixed
t ∈ [(6i−5)hn, (6i−1)hn], pX(t) = 3/2 and pX(t−u) = 0 on a subset with Lebesgue measure
at most 2hn. By symmetry of X˜ij , Condition (c) also holds with δ0 = 1/2 and Uδ ≡ [−1, 1].
Denote by σ2i , fi,Pi,(X,ε), i = 0, 1, the choice of σ2, f , and P(X,ε) under H0 and H1,
respectively. Let pi be the distribution on Λα,I(CF ) such that f1 ∼ pi. Moreover, let Eσ2,f,P(X,ε)
represent the expectation with respect to the model (2) with parameters σ2, f,P(X,ε). Then,
we have
inf
σ˜2
sup
f∈Λα,I(CF )
sup
σ2≤Cσ
sup
P(X,ε)∈Pcv,(X,ε)
E
(
σ˜2 − σ2)2
≥ inf
σ˜2
{
1
2
Eσ20 ,f0,P0,(X,ε)
(
σ˜2 − σ2)2 + 1
2
∫
Eσ21 ,f,P1,(X,ε)
(
σ˜2 − σ2)2dpi(f)}
≥ inf
σ˜2
{
1
2
Eσ20 ,f0,P0,(X,ε)
(
σ˜2 − σ2)2 + 1
2
Eσ21 ,f1,P1,(X,ε)
(
σ˜2 − σ2)2},
where the first inequality follows by lower bounding the maximum risk with Bayes risk with
prior pi. In what follows, we will use P0 and P1 to denote the joint distribution of {Yi, Xi}ni=1
under H0 and H1, respectively. Note that the choice of θ
2
n in (24) leads to the desired lower
bound under the quadratic loss. Therefore, adopting the standard reduction scheme with
Le Cam’s two point method (cf. Theorem 2.2 in Tsybakov [2009]), it suffices to show that
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TV(P0,P1) ≤ c < 1. To show this, let {r˜i}Ni=1 be N i.i.d. standard normal random variables,
and P˜1 be the joint distributions of {Xi, Yi}ni=1 under H1 with {ri}Ni=1 replaced by {r˜i}Ni=1.
Then, by triangle inequality, we have
TV(P0,P1) ≤ TV(P0, P˜1) + TV(P1, P˜1).
We will show TV(P0, P˜1) ≤ c and TV(P1, P˜1) ≤ c seperately.
For the first inequality, define x := (x1, . . . , xn), dx := dx1 . . . dxn and similarly for y and
dy. Denote p0, p1, and p˜1 as the densities of P0, P1, and P˜1 with respect to the Lebesgue
measure. Then, we have
TV(P0, P˜1) =
1
2
∫ ∫
|p0(x,y)− p˜1(x,y)|dxdy
=
∫
p(x)dx
{
1
2
∫
|p0(y | x)− p˜1(y | x)|dy
}
=
∫
p(x)dxTV(P0(y | x), P˜1(y | x)),
(26)
where p(x) :=
∏n
i=1 pX(Xi) stands for the common density of {Xi}ni=1 under P0 and P˜1. Note
that under P0, y | x ∼ Nn(0,Σ0), with Σ0 = (1 + θ2n)In. Define {bi}ni=1 to be the location
index sequence of {Xi}ni=1 taking values in [N ], that is,
bi = j if Xi ∈ [(6j − 5)hn, (6j − 1)hn].
Then, due to the symmetry of {ri}Ni=1 and design of the nonparametric component f , it holds
that under P˜1, y | x ∼ Nn(0,Σ1), with (Σ1)ii = 1+h2αn = 1+θ2n and (Σ1)ij = h2αn 1{bi = bj}
for i 6= j. Define N0 :=
∑
i 6=j 1{bi = bj}. Since Σ1 is positive definite (see Lemma 8 in the
supplement), we have by Lemma 2 that
TV(P0(y | x), P˜1(y | x)) ≤ C θ
2
n
1 + θ2n
N
1/2
0 ≤ Cθ2nN1/20 .
Note that N0 is a random variable that depends on {Xi}ni=1, and by (26) and Jensen’s
inequality we have
TV(P0, P˜1) ≤ Cθ2nEN1/20 ≤ Cθ2n(EN0)1/2.
Some simple algebra shows that EN0 ≤ Cn2hn, thus by choosing a sufficiently small c in the
definition of hn in (24), we have
TV(P0, P˜1) ≤ Cθ2nnh1/2n ≤ c.
To complete the proof, we now show that TV(P1, P˜1) ≤ c. Consider an arbitrary realiza-
tion of {Xi}ni=1, and assume that based on their location indices {bi}ni=1, {Xi}ni=1 is partitioned
into L clusters with corresponding cardinality s` so that the Xi’s in the same cluster have
the same value bi. Apparently, we have the relations 1 ≤ L ≤ n and
∑L
`=1 s` = n. Let
mmax be the maximum cluster size, and define the “good event” Ωn := {mmax ≤ K}, where
K := b2/(1− 4α))c+ 2. Then, it holds that
TV(P1, P˜1) = E
(
1ΩnTV(P1(y | x), P˜1(y | x)
)
+ E
(
1ΩcnTV(P1(y | x), P˜1(y | x))
)
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≤ E
(
1ΩnTV(P1(y | x), P˜1(y | x)
)
+ P(Ωcn).
Under the choice of hn in (24), N is of the order n
2/(4α+1), and
λK := lim
n→∞
nK
K!NK−1
= 0.
Thus by Lemma 3 (and continuity), it holds that Ωn has asymptotic probability 1 under
both P1 and P˜1. As a result, it suffices to upper bound TV(P1(y | x), P˜1(y | x)) for each
realization x in Ωn, where the maximum cluster size mmax is bounded by a fixed constant.
Denoting p1,pi` and p˜1,pi` for each ` ∈ [L] as the joint density of those yi’s in the `th cluster
pi` conditioning on the given realization of {Xi}ni=1 under P1 and P˜1, we obtain that
p1(y | x)− p˜1(y | x) =
L∏
`=1
p1,pi` −
L∏
`=1
p˜1,pi` .
The above inequality further implies by telescoping that
|p1(y | x)− p˜1(y | x)| ≤
L∑
`=1
|p1,pi` − p˜1,pi` |.
For each ` ∈ [L], |p1,pi` − p˜1,pi` | only depends on the `th cluster through its cardinality, which
we now control for a general cluster size d ≥ 1. Without loss of generality, we assume that
` = 1 and the yi’s in this cluster are {y1, . . . , yd} with common location index bi = 1 for
i ∈ [d]. Then, under the choice of θ2n in (24), we clearly have Yi = θnr1 + εi under P1 and
Yi = θnr˜1 + εi under P˜1 for i ∈ [d], where the sequence {εi}di=1 follows the standard normal
distribution under both P1 and P˜1. Therefore it holds that
p1,pi1(y1, . . . , yd) =
∫ ∞
−∞
ϕ(y1 − θnv) . . . ϕ(yd − θnv)G(dv),
p˜1,pi1(y1, . . . , yd) =
∫ ∞
−∞
ϕ(y1 − θnv) . . . ϕ(yd − θnv)ϕ(v)dv,
where G is the distribution of {ri}Ni=1 specified in (25). Using the well-known equality ϕ(t−
θnv) = ϕ(t)(
∑∞
k=0 v
kθknHk(t)/k!) for any t, v, where Hk is the kth order Hermite polynomial,
it holds that
ϕ(y1 − θnv) . . . ϕ(yd − θnv)
= ϕ(y1) . . . ϕ(yd)
∞∑
k1,...,kd=0
v
∑d
i=1 kiθ
∑d
i=1 ki
n
Hk1(y1)
k1!
. . .
Hkd(yd)
kd!
= ϕ(y1) . . . ϕ(yd)
∞∑
k=0
vkθkn
∑
k1+...+kd=k
Hk1(y1)
k1!
. . .
Hkd(yd)
kd!
and therefore
p1,pi1(y1, . . . , yd)− p˜1,pi1(y1, . . . , yd)
= ϕ(y1) . . . ϕ(yd)
∞∑
k=0
θkn
∑
k1+...+kd=k
Hk1(y1)
k1!
. . .
Hkd(yd)
kd!
∫
vk(G− Φ)(dv)
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= ϕ(y1) . . . ϕ(yd)
∞∑
k=p
θ2kn
∑
k1+...+kd=2k
Hk1(y1)
k1!
. . .
Hkd(yd)
kd!
∫
v2k(G− Φ)(dv),
where the second equality follows by the symmetry and moment matching property of G in
(25) and p := (q + 1)/2 is a positive integer. This further yields
|p1,pi1(y1, . . . , yd)− p˜1,pi1(y1, . . . , yd)|
≤ ϕ(y1) . . . ϕ(yd)
∞∑
k=p
θ2kn
∑
k1+...+kd=2k
|Hk1(y1)|
k1!
. . .
|Hkd(yd)|
kd!
∫
v2kG(dv)+
ϕ(y1) . . . ϕ(yd)
∞∑
k=p
θ2kn
∑
k1+...+kd=2k
|Hk1(y1)|
k1!
. . .
|Hkd(yd)|
kd!
∫
v2kϕ(v)dv
:= I + II.
For term I, since G is compactly supported on [−B,B], one clearly has
I ≤ ϕ(y1) . . . ϕ(yd)
∞∑
k=p
θ2kn B
2k
∑
k1+...+kd=2k
|Hk1(y1)|
k1!
. . .
|Hkd(yd)|
kd!
.
For term II, using the equality
∫
ϕ(v)v2kdv = (2k−1)!!, with (2k−1)!! := (2k−1)(2k−3) . . . 1,
we obtain
II = ϕ(y1) . . . ϕ(yd)
∞∑
k=p
θ2kn (2k − 1)!!
∑
k1+...+kd=2k
|Hk1(y1)|
k1!
. . .
|Hkd(yd)|
kd!
.
We now upper bound
∫∞
−∞|Hk(t)|ϕ(t)dt for an arbitrary positive integer k. When k is even,
as has been calculated in Wang et al. [2008] (cf. chain of inequality after Equation (19) on
Page 662),
∫∞
−∞|Hk(t)|ϕ(t)dt ≤ 2k/2(k − 1)!!. When k is odd, set k = 2k˜ + 1, then we have∫ ∞
−∞
|Hk(t)|ϕ(t)dt =
∫ ∞
−∞
ϕ(t)
∣∣∣∣∣∣(2k˜ + 1)!
k˜∑
m=0
(−1)mt2k˜+1−2m
m!(2k˜ + 1− 2m)!2m
∣∣∣∣∣∣dt
≤
k˜∑
m=0
(2k˜ + 1)!
m!(2k˜ + 1− 2m)!2m
∫ ∞
−∞
|t|2k˜+1−2mϕ(t)dt
=
√
2
pi
k˜∑
m=0
(2k˜ + 1)!(2k˜ − 2m)!!
m!(2k˜ + 1− 2m)!2m
=
√
2
pi
k˜∑
m=0
(2k˜ + 1)!(2m)!!
(k˜ −m)!(2m+ 1)!2k˜−m
=
√
2
pi
(2k˜ + 1)!!
k˜∑
m=0
k˜!
m!(k˜ −m)!
(m!)222m
(2m+ 1)!
≤ (2k˜ + 1)!!
k˜∑
m=0
k˜!
m!(k˜ −m)!
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= (2k˜ + 1)!!2k˜,
where in the third line we use the fact that
∫∞
−∞ |t|2`+1ϕ(t)dt =
√
2/pi(2`)!! for any positive
integer `. Define for any positive integer k: [k]1 := k − 1 if k is even and k if k is odd,
and [k]2 := k/2 if k is even and (k − 1)/2 if k is odd. Then, the above calculation implies
that
∫∞
−∞|Hk(t)|ϕ(t)dt ≤ ([k]1)!!2[k]2 for any k, and moreover, it can be readily checked that
([k]1)!!/(k!) = 1/(2
[k]2([k]2)!). Therefore, for term I = I(y1, . . . , yd), we have∫
Rd
I(y1, . . . , yd)dy1 . . . dyd
≤
∞∑
k=p
θ2kn (B
2)k
∑
k1+...+kd=2k
1
(k1)! . . . (kd)!
([k1]1)!!2
[k1]2 . . . ([kd]1)!!2
[kd]2
=
∞∑
k=p
θ2kn (B
2)k
∑
k1+...+kd=2k
1
([k1]2)! . . . ([kd]2)!
.
Now note that the number of d-tuple (k1, . . . , kd) such that k1 + . . . + kd = 2k is upper
bounded by (Ck)d, which is further bounded by Ck for every k ≥ 0 with some sufficiently
large C that only depends on d, and for each such tuple, it holds that
k − d
2
=
d∑
i=1
ki − 1
2
≤
d∑
i=1
[ki]2 ≤
d∑
i=1
ki
2
= k,
thus we have∑
k1+...+kd=2k
{([k1]2)! . . . ([kd]2)!}−1 ≤ Ck
∑
k−d/2≤k1+...+kd≤k
{(k1)! . . . (kd)!}−1.
For the latter quantity, we have by the multinomial identity∑
x1+...+xd+1=k
k!/(x1! . . . xd+1!)(d+ 1)
−k = 1
that
(d+ 1)k
k!
=
∑
k1+...+kd+1=k
1
(k1)! . . . (kd+1)!
=
∑
k1+...+kd≤k
1
(k1)! . . . (kd)!(k − (k1 + . . .+ kd))!
≥
∑
k−d/2≤k1+...+kd≤k
1
(k1)! . . . (kd)!(k − (k1 + . . .+ kd))!
≥
((
d
2
)
!
)−1 ∑
k−d/2≤k1+...+kd≤k
1
(k1)! . . . (kd)!
.
This concludes that∫
Rd
I(y1, . . . , yd)dy1 . . . dyd ≤ θ2pn
∞∑
k=p
(CB2)k
k!
≤ θ2pn eCB
2
.
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Using a similar argument for II = II(y1, . . . , yd), we obtain∫
Rd
II(y1, . . . , yd)dy1 . . . dyd ≤
∞∑
k=p
(2k − 1)!!
k!
θ2kn C
k =
∞∑
k=p
(2k − 1)!!
(2k)!!
θ2kn (2C)
k ≤ θ2pn Cp (27)
since θ2n < 1/C for sufficiently large n.
Putting together the pieces, we have for every realization x in Ωn∫
Rn
|p1(y | x)− p˜1(y | x)|dy ≤
L∑
`=1
∫
R|pi`|
|p1,pi` − p˜1,pi` | ≤ L max
1≤d≤K
θ2pn (e
CB2 + Cp)
≤ nθ2pn (eCB
2
+ Cp) ≤ c.
Here, the second inequality follows since every |p1,pi` − p˜1,pi` | depends on the `th cluster only
through its cardinality, the third inequality follows since L ≤ n and K is a fixed absolute
constant that only depends on α, and the last inequality follows due to the choice θ2n = h
2α
n =
cn−4α/(4α+1) and the value of p. This completes the proof.
Lemma 1 (Lemma 1, Wang et al. [2008]). For any fixed positive integer q, there exist a
B < ∞ and a symmetric distribution G on [−B,B] such that G and the standard normal
distribution have the same first q moments, that is,∫ B
−B
xjG(dx) =
∫ ∞
−∞
xjϕ(x)dx, j = 1, . . . , q.
Lemma 2 (Theorem 1.1, Devroye et al. [2018]). If µ ∈ Rd and Σ1 and Σ2 are positive
definite d× d matrices, then
1
100
≤ TV(Nd(µ,Σ1),Nd(µ,Σ2))
min{1, ‖Σ−11 Σ2 − Id‖F }
≤ 3
2
.
For the following lemma, we first introduce some terminology regarding the multinomial
distribution. Let m,M be two positive integers, and the random vector (f1, . . . , fM ) be the
multinomial count with total count m and equal probability (1/M, 1/M, . . . , 1/M). Define
ρ := m/M . For any positive integer r ≥ 2, define λ := λr := limm→∞mr/(r!M r−1).
Following Kolchin et al. [1978] (Chapter 2, Equation (11)), we will call the domain of variation
m,M →∞, in which
ρ→ 0, 0 < λr <∞
the left-hand r-domain. The following lemma characterizes the asymptotic behavior of the
maximum frequency fmax defined as max1≤j≤M fj .
Lemma 3 (Theorem 1 of Section 2.6, Kolchin et al. [1978]). Suppose the multinomial distri-
bution with total count m and equal probability (1/M, . . . , 1/M) is in the left-hand r-domain
for some positive integer r ≥ 2 with limit λr, then it holds that
P(fmax = r − 1)→ e−λr and P(fmax = r)→ 1− e−λr ,
i.e., the maximum frequency converges asymptotically to a two-point distribution.
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Appendix
Throughout the supplement, we continue to use the notation introduced in the main paper.
We also use the following new notation. For any positive integer d ≥ 2, Sd−1 stands for
the unit Euclidean sphere in Rd. For a real vector x, define ‖x‖0 as the number of nonzero
coordinates of x. When writing the Ho¨lder class Λα,I(C), we will omit the domain I in the
subscript for simplicity. For two distributions P and Q on R, we will write P ∗ Q as their
convolution.
A Proofs of results in Section 2
A.1 Proof of Theorem 1
Proof. Throughout the proof, we will use C, c to denote two generic fixed positive constants
that only depend on MK ,MK , α, CF , Cσ, Cε, C0, c0. C and c might have different values at
each occurrence. We also use the notation W˜ij := Wi−Wj for a generic random variable W .
Denote the two U-statistics on the numerator and denominator of σ̂2 respectively as
U1, U2, with corresponding mean values θ1, θ2. That is, with i 6= j,
θ1 := E
{
Kh(Xi −Xj)(Yi − Yj)2/2
}
and θ2 := EKh(Xi −Xj).
Define the “good” event E := {U2 ≥ θ2/2} and Ec as its complement, then it holds that
E
(
σ̂2 − σ2)2 = E{(U1 − U2σ2
U2
)2
1{E}
}
+ E
{(
U1 − U2σ2
U2
)2
1{Ec}
}
. (28)
By definition of E , the first term satisfies that
E
{(
U1 − U2σ2
U2
)2
1{E}
}
≤ 4
θ22
E
(
U1 − U2σ2
)2
.
For θ2, we have
θ2 = EKh(Xi −Xj) =
∫
1
h
K
(v
h
)
p
X˜ij
(v)dv =
∫ 1
−1
K(u)p
X˜ij
(uh)du
≥
∫
Uh
K(u)p
X˜ij
(uh)du ≥ inf
u∈Uh
p
X˜ij
(uh) inf
u∈[−1,1]
K(u)λ(Uh) ≥MKc20.
Here, the third equality follows from the fact that K(·) is supported in [−1, 1], and Uh starting
from the first inequality is defined in Condition (c) in Pvf,(X,ε) (note that for any fixed δ0 > 0
given therein, h ≤ δ0 for sufficiently large n). Moreover, it holds that
E
(
U1 − U2σ2
)2 ≤ 3{E(U1 − θ1)2 + σ4E(U2 − θ2)2 + (θ1 − θ2σ2)2}.
By Lemmas 4 and 5 and the fact that σ4 ≤ C2σ, we have
E(U1 − θ1)2 + σ4E(U2 − θ2)2 ≤ C(n−1 + n−2h−1).
For the third term
(
θ1 − θ2σ2
)2
, we have
θ1 = E
{
Kh(Xi −Xj)(Yi − Yj)2/2
}
= E
{
Kh(Xi −Xj)(f(Xi)− f(Xj))2/2
}
+ θ2σ
2
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and
E
{
Kh(Xi −Xj)(f(Xi)− f(Xj))2/2
} ≤ CE{1
h
K
(
X˜ij
h
)∣∣∣X˜ij∣∣∣2(α∧1)}
= C
∫
1
h
K
(u
h
)
|u|2(α∧1)p
X˜ij
(u)du = C
∫
K(v)h2(α∧1)|v|2(α∧1)p
X˜ij
(vh)dv
≤ Ch2(α∧1) sup
u∈R
p
X˜ij
(u)
∫
K(v)|v|2(α∧1)dv ≤ Ch2(α∧1).
Here, the first inequality follows since f ∈ Λα(CF ), and the last inequality follows from
Condition (b) in Pvf,(X,ε) and the convolution formula. Putting together the pieces, the
choice of h in (10) in the main paper yields
E
{(
U1 − U2σ2
U2
)2
1{E}
}
≤ C(h4(α∧1) + n−1 + n−2h−1) ≤ C(n−8α/(4α+1) ∨ n−1).
For the second term in (28), we have
E
{(
U1 − U2σ2
U2
)2
1{Ec}
}
≤ 2σ4P(Ec) + 2E
{(
U1
U2
)2
1{Ec}
}
.
Direct calculation shows that(
U1
U2
)2
=
∑
i<j,i′<j′ Kh
(
X˜ij
)
Kh
(
X˜i′j′
)
(Yi − Yj)2(Yi′ − Yj′)2/4∑
i<j,i′<j′ Kh
(
X˜ij
)
Kh
(
X˜i′j′
)
≤
∑
i<j,i′<j′ Kh
(
X˜ij
)
Kh
(
X˜i′j′
){
(f(Xi)− f(Xj))2 + σ2ε˜2ij
}{
(f(Xi′)− f(Xj′))2 + σ2ε˜2i′j′
}
∑
i<j,i′<j′ Kh
(
X˜ij
)
Kh
(
X˜i′j′
)
≤ C
∑
i<j,i′<j′ Kh
(
X˜ij
)
Kh
(
X˜i′j′
){∣∣∣X˜ij∣∣∣2(α∧1) + σ2ε˜2ij}{∣∣∣X˜i′j′∣∣∣2(α∧1) + σ2ε˜2i′j′}∑
i<j,i′<j′ Kh
(
X˜ij
)
Kh
(
X˜i′j′
)
≤ C
(
h4(α∧1) + σ2h2(α∧1) max
i<j
ε˜2ij + σ
4 max
i<j,i′<j′
ε˜2ij ε˜
2
i′j′
)
,
where the last inequality follows by the support of K(·). By the condition σ2 ≤ Cσ and the
independence of {εi}ni=1 and 1{E}, this implies that
E
{(
U1 − U2σ2
U2
)2
1{Ec}
}
≤ CP(Ec)
{
1 + Emax
i<j
ε˜2ij + E max
i<j,i′<j′
ε˜2ij ε˜
2
i′j′
}
.
Applying the first part of Lemma 5 with v = nθ22/16, u = n
2hθ22/16 with the condition
h = Ω(n−(2−δ)) being satisfied with δ = 8α/(4α + 1) and δ = 1 for α ≤ 1/4 and α > 1/4
respectively, it holds that
P(Ec) = P(|U2 − θ2| ≥ θ2/2) ≤ C
{
exp(−θ22n/16) + exp(−θ22n2h/16)
}
.
Moreover, by Condition (d) in Pvf,(X,ε), there exists some fixed positive constant η such that
1 + Emax
i<j
ε˜2ij + E max
i<j,i′<j′
ε˜2ij ε˜
2
i′j′ ≤ Cnη.
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Putting together the pieces and using the fact that n2h→∞ as n→∞, it yields
E
{(
U1 − U2σ2
U2
)2
1{Ec}
}
= o(n−8α/(4α+1) ∨ n−1).
This completes the proof.
A.2 Supporting lemmas
Lemma 4. Suppose f ∈ Λα(CF ) and σ2 ≤ Cσ for some fixed constants CF , Cσ and the joint
distribution of (X, ε) satisfies Conditions (a), (b) and (d) in Pcv,(X,ε) with constants C0, Cε.
Then, the U-statistic U1 defined in the proof of Theorem 1 satisfies
E(U1 − θ1)2 ≤ C
(
n−1 ∨ n−2h−1),
where C is some fixed positive constant that only depends on MK ,MK , α, CF , Cσ, Cε, C0.
Proof. Denote g as the kernel of U1, that is,
g(Di,Dj) := Kh(Xi −Xj)(Yi − Yj)2/2, Di := (Xi, εi)>.
Recall that θ1 = Eg(Di,Dj) for i 6= j. Then, it holds that
E(U1 − θ1)2 =
(
n
2
)−2 ∑
i<j,i′<j′
E
{
(g(Di,Dj)− θ1)
(
g(Di′ ,Dj′)− θ1
)}
. (29)
When i, j, i′, j′ take four different values, the expectation is zero. When they take three
values, say, i = i′ < j < j′, by writing Eε as the conditional expectation given {Xi}ni=1, we
have
E
(
g(Di,Dj)g(Di,Dj′)
)
=
1
4
E
{
1
h2
K
(
Xi −Xj
h
)
K
(
Xi −Xj′
h
)
(Yi − Yj)2(Yi − Yj′)2
}
. E
{
1
h2
K
(
Xi −Xj
h
)
K
(
Xi −Xj′
h
)
((f(Xi)− f(Xj))2 + σ2ε˜2ij)((f(Xi)− f(Xj′))2 + σ2ε˜2ij′)
}
. E
{
1
h2
K
(
Xi −Xj
h
)
K
(
Xi −Xj′
h
)
Eε
{(∣∣∣X˜ij∣∣∣2(α∧1) + σ2ε˜2ij)(∣∣∣X˜ij′∣∣∣2(α∧1) + σ2ε˜2ij′)}}
. E
{
1
h2
K
(
Xi −Xj
h
)
K
(
Xi −Xj′
h
)(∣∣∣X˜ijX˜ij′∣∣∣2(α∧1) + 2σ2(∣∣∣X˜ij∣∣∣2(α∧1) + ∣∣∣X˜ij′∣∣∣2(α∧1))+ Eε4 · σ4)}
. E
{
1
h2
K
(
Xi −Xj
h
)
K
(
Xi −Xj′
h
)}
=
∫
K(v)K(w)pX(u)pX(u+ hv)pX(u+ hw)dudvdw . 1.
In the last line, we invoke Conditions (b) and (d) in Pcv,(X,ε). Moreover, it can be readily
calculated that θ1 = O(1). This concludes that the summand in (29) is bounded by a fixed
constant when i, j, i′, j′ take three different values. Lastly, performing a similar analysis, we
obtain that E
{
(g(Di,Dj)− θ1)
(
g(Di′ ,Dj′)− θ1
)}
= O(1/h) when i = i′ and j = j′. We
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therefore conclude that
Var(U1) .
n3 + n2h−1
n4
 n−1 + n−2h−1.
This completes the proof.
Lemma 5. Suppose hn & n−(2−δ) for some 0 < δ < 2. Then, assuming Condition (b) in
Pcv,(X,ε) with constant C0, the U-statistic U2 defined in the proof of Theorem 1 satisfies
P
(
|U2 − θ2| ≥ C(v1/2n−1/2 + u1/2n−1h−1/2)
)
≤ C(exp(−u) + exp(−v))
for any u, v > 0, and
E(U2 − θ2)2 ≤ C(n−1 ∨ n−2h−1),
where C is some fixed positive constant that only depends on MK ,MK , α, C0.
Proof. We first prove the concentration inequality by upper bounding the 5 quantities in
Lemma 9. Denote g as the kernel of U2 and g1 as its linear part, that is, for some i 6= j,
g1(Xi) := E(g(Xi, Xj) | Xi) := E(Kh(Xi −Xj) | Xi).
For B1, we have
g1(Xi) =
∫
1
h
K
(
u−Xi
h
)
pX(u)du =
∫
K(u)pX(uh+Xi)du . 1
due to Condition (b) in Pcv,(X,ε). Thus it also holds ν21 . 1. For B2, we have
B22 = n sup
Xi
E
{
g2(Xi, Xj) | Xi
}
= n sup
Xi
∫
1
h2
K2
(
u−Xi
h
)
pX(u)du
. n
h
sup
Xi
∫
K(u)pX(uh+Xi)du . nh−1,
where in the first inequality we use the condition that K(·) is bounded by MK . Moreover,
we clearly have B3 . h−1. Lastly, for ν22 , it holds that
ν22 =
∫
1
h2
K2
(u
h
)
p
X˜ij
(u)du . 1
h
∫
K(u)p
X˜ij
(uh)du . 1
h
,
where the last inequality follows by Condition (b) in Pcv,(X,ε) and the convolution formula
p
X˜ij
(u) =
∫
pX(t)pX(t− u)dt ≤ sup
u∈R
pX(u)
∫
pX(t)dt = sup
u∈R
pX(u).
Therefore, Lemma 9 yields that
P(|U2 − θ2| ≥ a1v1/2 + a2v + b1u1/2 + b2u+ b3u3/2 + b4u2) ≤ C(exp(−v) + exp(−u)),
where a1 . n−1/2, a2 . n−1, b1 . n−1h−1/2, b2 . n−1, b3 . n−3/2h−1/2, b4 . n−2h−1. Under
the condition that h & n−(2−δ) for some δ > 0 and n is sufficiently large, the dominant terms
in the above inequality are a1 and b1, that is,
n−1/2 ∨ n−1h−1/2.
This proves the first part of the theorem. The expectation version follows by Lemma 6.
38
Lemma 6. Suppose a random variable X satisfies the tail condition P(|X| ≥ a1t1/2 + a2t+
a3t
3/2 + a4t
2) ≤ C1exp(−C2t) for any t > 0 and some positive constants a1, a2, a3, a4, C1, C2.
Then, for any positive integer p, it holds that
E(|X|p)1/p ≤ C3p1/p(a1 + a2 + a3 + a4)
for some positive constant C3 that only depends on C1, C2.
Proof. We use C3 to denote a positive constant that only depends on C1 and C2, which might
have different values at each occurrence. The tail condition in the assumption is equivalent
to
P(|X| ≥ t) ≤ C3exp
{
−C3
(
t2
a21
∧ t
a2
∧ t
2/3
a
2/3
3
∧ t
1/2
a
1/2
4
)}
.
Let I1-I4 be a partition of (0,+∞) such that for t ∈ I1, t2/a21 = min
{
t2
a21
∧ ta2 ∧ t
2/3
a
2/3
3
∧ t1/2
a
1/2
4
}
,
and similarly for I2, I3, I4. Then, we have
E(|X|p)
=
∫ ∞
0
ptp−1P(|X| ≥ t)dt
≤ C3
{∫
I1
ptp−1exp
(
−C3 t
2
a21
)
dt+
∫
I2
ptp−1exp
(
−C3 t
a2
)
dt+
∫
I3
ptp−1exp
(
−C3 t
2/3
a
2/3
3
)
dt+
∫
I4
ptp−1exp
(
−C3 t
1/2
a
1/2
4
)
dt
}
≤ C3
{∫ ∞
0
ptp−1exp
(
−C3 t
2
a21
)
dt+
∫ ∞
0
ptp−1exp
(
−C3 t
a2
)
dt+
∫ ∞
0
ptp−1exp
(
−C3 t
2/3
a
2/3
3
)
dt+
∫ ∞
0
ptp−1exp
(
−C3 t
1/2
a
1/2
4
)
dt
}
= C3p
{
ap1
∫ ∞
0
tp−1exp
(−C3t2)dt+ ap2 ∫ ∞
0
tp−1exp(−C3t)dt+ ap3
∫ ∞
0
tp−1exp
(
−C3t2/3
)
dt+
ap4
∫ ∞
0
tp−1exp
(
−C3t1/2
)
dt
}
≤ C3p(ap1 + ap2 + ap3 + ap4).
This completes the proof.
Lemma 7. Recall the Condition (c) in the definition of Pcv,(X,ε) in the main paper, and
Condition (c′) in the subsequent paragraph. We have (c′)⇒ (c).
Proof. Choose some δ0 < 1/8 and fix any δ ≤ δ0 and u ∈ [−1, 1]. By the convolution formula,
we have
p
X˜ij
(uδ) =
∫
S
pX(s)pX(s− uδ)ds ≥ c0
∫
S
pX(s− uδ)ds.
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Therefore, it suffices to show that λ({S − uδ}⋂[0, 1]⋂S) is lower bounded by some fixed
constant, say, 1/8. Assume this does not hold, then we have
1 = λ([0, 1]) ≥ λ
(
{S − uδ}
⋂
[0, 1]
)
+ λ(S)− 1/8 ≥ λ(S)− δ + λ(S)− 1/8 ≥ 5/4,
which is a contradiction.
Lemma 8. The covariance Σ1 defined in the proof of Theorem 2 in the main paper is positive
definite.
Proof. We will prove that for any a ∈ Rn with ‖a‖ = 1, it holds that a>Σ1a > 0. For each
realization of {Xi}ni=1, partition the set [n] into L clusters for some positive integer 1 ≤ L ≤ n
such that the Yi’s in each cluster fall into the same trapezoid in the lower bound construction.
Denote these L clusters as M1, . . . ,ML. Then, it follows that
Var
(
n∑
i=1
aiYi | {Xi}ni=1
)
=
L∑
`=1
Var
∑
i∈M`
aiYi | {Xi}ni=1
.
Since ‖a‖ = 1, there exists some `0 ∈ [L] such that A :=
∑
i∈M`0 a
2
i > 0. Partition {i : i ∈
M`0} according to the sign:
A+ := {i ∈M`0 : ai ≥ 0}, A− := {i ∈M`0 : ai < 0}
and define S+ :=
∑
i∈A+ ai and A+ :=
∑
i∈A+ a
2
i , and S− and A− similarly. Then, A =
A+ +A−. Moreover, it holds that
Var
 ∑
i∈M`0
aiYi | {Xi}ni=1

= (1 + h2αn )
∑
i∈M`0
a2i + h
2α
n
 ∑
i,j∈A+;i 6=j
aiaj +
∑
i,j∈A−;i 6=j
aiaj + 2
∑
i∈A+,j∈A−
aiaj

= A(1 + h2αn ) + h
2α
n
(
S2+ −A+ + S2− −A− + 2S+S−
)
= A+ h2αn (S+ + S−)
2 ≥ A > 0.
This completes the proof.
Lemma 9 (Theorem 3.3, Gine´ et al. [2000]). Let Z1, . . . , Zn, Z ∈ Z be i.i.d., and g : Z2 → R
be a symmetric measurable function with E{g(Z1, Z2)} <∞. Write Un(g) :=
∑
i<j g(Zi, Zj)
and g1(z) := E{g(Z, z)}. Define
B1 := sup
Z2
E{|g(Z1, Z2)| | Z2}, B2 :=
(
n sup
Z2
E
{
g2(Z1, Z2) | Z2
})1/2
, B3 := ‖g‖∞
and
ν21 := E
{
g21(Z2)
}
, ν22 := E
{
g2(Z1, Z2)
}
.
Then, it holds that
P
(
|Un(g)− E{Un(g)}| ≥ t+ C1nν2u1/2 + C2nB1u+ C3B2u3/2 + C4B3u2
)
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≤ 2exp
( −t2/n2
8nν21 + 4B1 · t/n
)
+ C5e
−u,
where C1-C5 are absolute constants.
B Proofs of results in Section 3
B.1 Proof of Theorem 3
Proof. Throughout the proof, C and c will denote two generic positive constants that do not
depend on n and might have different values at each occurrence. We only prove the case
for the pointwise error and the result for the integrated error will follow. Consider a fixed
x∗ ∈ supp(X). We will continue to use the notation `, q(·),Bn, Xij ,Kij introduced in Section
3.1 in the main paper. We will drop the subscript in V̂LP(x
∗) for notational simplicity. Recall
the choice of (h1, h2) in (17) in the main paper.
Define B := EBn and the good event Ωn := {‖Bn −B‖ ≤ 1/(2‖B−1‖)}. Note that Ωn is
well-defined as we now prove B is indeed invertible. For any a ∈ S`, it holds that
a>Ba
=
∫ ∫ {
a>q
(
(u+ v)/2− x∗
h2
)}2 1
h1
K
(
u− v
h1
)
1
h2
K
(
(u+ v)/2− x∗
h2
)
pX(u)pX(v)dudv
=
∫ ∫ {
a>q(v)
}2
K(u)K(v)pX(x
∗ + h2v + h1u/2)pX(x∗ + h2v − h1u/2)dudv
=
∫ ∫ {
a>q(v − h1u/(2h2))
}2
K(u)K(v − h1u/(2h2))pX(x∗ + h2v)pX(x∗ + h2v − h1u)dudv
=
∫ 1
−1
∫ 1+h1u/(2h2)
−1+h1u/(2h2)
{
a>q
(
v − h1u
2h2
)}2
K(u)K
(
v − h1u
2h2
)
pX(x
∗ + h2v)pX(x∗ + h2v − h1u)dvdu
≥M2K
∫ 1
−1
∫ 1+h1u/(2h2)
−1+h1u/(2h2)
{
a>q
(
v − h1u
2h2
)}2
pX(x
∗ + h2v)pX(x∗ + h2v − h1u)dvdu,
where in the last inequality we use the lower bound MK on K(·). Note that the first term
of the integrand
{
a>q
(
v − h1u2h2
)}2
is a polynomial of variables u, v and thus only takes zero
value with Lebesgue measure at most 0. By the second part of Condition (c) in Pvf,(X,ε) with
δ = h2 (note that h2 ≤ δ0 for any fixed δ0 > 0 and sufficiently large n), for the given x∗,
there exists a set Ax∗ ⊂ [−1, 1] with Lebesgue measure at least c0 such that for all v ∈ Ax∗ ,
x∗ + h2v ∈ supp(X), and moreover, for each v ∈ Ax∗ , the second part of Condition (c) with
δ = h1 again implies the existence of a set Ax∗,v ⊂ [−1, 1] with Lebesgue measure at least c0
such that for all u ∈ Ax∗,v, it holds that x∗ + h2v − h1u ∈ supp(X). Therefore, by the first
part of Condition (c) and the fact that h1/h2 → 0, there exists a fixed positive constant c
such that
λmin := inf
a∈S`
a>Ba ≥ c > 0.
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This concludes that Ωn is well-defined. By triangle inequality, we have
E
(
V̂ (x∗)− V (x∗)
)2
. E
(
V̂ (x∗)1Ωn − V (x∗)
)2
+ E
(
V̂ (x∗)1Ωcn
)2
.
{
E
(
(V̂ (x∗)− V (x∗))1Ωn
)}2
+ E
(
V̂ (x∗)1Ωn − E
(
V̂ (x∗)1Ωn
))2
+
E
((
V 2(x∗) + V̂ 2(x∗)
)
1Ωcn
)
.
(30)
By Lemma 10, we have for the first term{
E
(
(V̂ (x∗)− V (x∗))1Ωn
)}2 ≤ C(h4(α∧1)1 + h2β2 + h2(β∧1)1 + τ2n).
By Lemma 11 with conditions nh2 → ∞ and n2h1h2 → ∞ satisfied with the choices of
(h1, h2) in (17), we have for the second term
E
(
V̂ (x∗)1Ωn − E
(
V̂ (x∗)1Ωn
))2 ≤ C(n−1h−12 + n−2(h1h2)−1 + τ2n).
Plugging in the values of (h1, h2) as in (17) and choosing τn  n−κ for some fixed κ ≥ 1, we
obtain that
E
(
V̂ (x∗)− V (x∗)
)2 ≤ C(n− 8αβ4αβ+2α+β + n− 2β2β+1 ) + E((V 2(x∗) + V̂ 2(x∗))1Ωcn).
Lastly, note that V̂ (x∗) =
∑
i<j Dijwij/(
∑
i<j wij+τn) is a linear estimator with weight wij =(
n
2
)−1
q>(0)B∗nq((Xij−x∗)/h2)Kij . By definition of B∗n, wij is thus a weighted polynomial of
Kij(Xij − x∗)/h2 up to some order that only depends on `. Therefore, in view of the choice
of τn (decaying to 0 polynomially with n), h1, h2, there exists some sufficiently large constant
η (only depending on α, β, κ) such that
E
(
E
(
V̂ 2(x∗) | {Xi}ni=1
))2
. nη,
and thus by Cauchy-Schwarz and the exponential inequality in Lemma 13, it holds that
E
((
V 2(x∗) + V̂ 2(x∗)
)
1Ωcn
)
= E
(
(EV̂ 2(x∗) | {Xi}ni=1 + V 2(x∗))1Ωcn
)
. (E(EV̂ 2(x∗) | {Xi}ni=1)2 + V 4(x∗))1/2P1/2(Ωcn)
= o
(
n
− 8αβ
4αβ+2α+β + n
− 2β
2β+1
)
.
This completes the proof.
B.2 Proof of Theorem 4
Proof. Note that the boundary of n−8αβ/(4αβ+β+2α) and n−2β/(2β+1) lies at α = β/(4β +
2). When α ≥ β/(4β + 2), the statement can be proved using a slight variation of the
proof of Theorem 4.2 in Brown and Levine [2007], and we omit the details here. Next,
we will focus on the case where α < β/(4β + 2). Consider a fixed point x∗ ∈ supp(X).
Throughout the proof, C and c represent two generic positive constants which only depend
on α, β, CF , CV , Cσ, C0, c0, Cε and might have different values at each occurrence, but like in
the proof of Theorem 2, let c be always smaller than 1/4. Also, without loss of generality,
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assume that the sample size n and CF , CV , Cσ, Cε, C0 are sufficiently large, c0 is sufficiently
small, and [0, 1] ⊂ I.
We will make use of Le Cam’s two point method. Introduce the constants
θ2n := h
2α
1 := h
β
2 := cn
− 4αβ
4αβ+β+2α , M := h2/(4h1)− 1/2, N := 2M + 1 = h2/(2h1), (31)
where we tune the constant c in θ2n so that M is a positive integer. Note that under the above
choice, h2/h1 →∞ as n→∞. We now specify f(·), V (·), distribution of X and distribution
of ε in the null and alternative hypotheses, H0 and H1, respectively.
Choice of ε: Under both H0 and H1, let ε ∼ N (0, 1).
Choice of V (·): Under H0, let V ≡ 1. Under H1, let V = 1− θ2nH((x− x∗)/h2), where
H(·) is β-Ho¨lder smooth, infinitely differentiable, compactly supported on [−2, 2], and
takes value 1 on [−1, 1].
Choice of f(·): Under H0, let f ≡ 0. Under H1, let f be zero outside [x∗−h2, x∗+h2],
and inside this interval, the linear interpolant of the function that takes value ri on
[x∗ − h2 + (4i − 3)h1, x∗ − h2 + (4i − 1)h1] and zero at x∗ − h2 + 4(i − 1)h1 for all
i ∈ [N ], where {ri}Ni=1 is an i.i.d. sequence of symmetric and compactly supported
random variables with distribution G satisfying∫ ∞
−∞
xjG(dx) =
∫ ∞
−∞
xjϕ(x)dx, j = 1, . . . , q,
where q is some fixed odd integer strictly larger than 1 + (β + 2α)/(2αβ).
Choice of X: Under both H0 and H1, let X be uniformly distributed on the union of
the intervals
[0, 1]
⋂(
[0, x∗ − 2h2]
⋃
[x∗ + 2h2, 1]
N⋃
i=1
[x∗ − h2 + (4i− 3)h1, x∗ − h2 + (4i− 1)h1]
)
.
See Figure 2 for an illustration. We now make a few remarks about the above construction.
For the design of V (·) underH1, one example of the smooth bump functionH(·) is (1[−3/2,3/2]∗
ϕ1/2)(·), where ϕε(x) := ϕ(x/ε)/ε with ϕ(x) := exp(−1/(1− x2))1{|x| ≤ 1} being a smooth
and compactly supported mollifier. The design of f(·) under H1 is a “localized” version of
f(·) in the proof of Theorem 2. The existence of {ri}Ni=1 is again guaranteed by Lemma 1,
and their range, which we denote as B, only depends on α and β and is thus fixed. Lastly, we
indeed have x∗ ∈ supp(X) since it is in the (M + 1)th interval in the N intervals specified in
the support of X. Moreover, under H1, conditioning on the event that Xi ∈ [x∗−h2, x∗+h2]
and any realization of {ri}Ni=1, f(Xi) is uniformly distributed over {hα1 r1, . . . , hα1 rN}.
Clearly, under both the null and the alternative hypotheses, V (·) is β-Ho¨lder smooth,
and under H1, f(·) is α-Ho¨lder smooth for each realization of {ri}Ni=1 due to their compact
support. Next, we show that the joint distribution of (X, ε) satisfies the three conditions in
Pvf,(X,ε). Condition (d) clearly holds and Condition (a) holds with I = [0, 1]. Condition (b)
holds as well since for any u in the support of X, pX(u) = 1/(1 − 3h2) for x∗ ∈ (0, 1) and
pX(u) = 2/(2 − 3h2) for x∗ ∈ {0, 1}, both of which are smaller than 2 for sufficiently large
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n. Lastly, for Condition (c), the first part clearly holds since infu∈supp(X) pX(u) ≥ 1. For the
second part, define Ax,δ := {u ∈ [−1, 1] : x + δu ∈ supp(X)}. Then, for any x∗ ∈ (0, 1) and
any 0 < δ ≤ 1/2, we have λ(Ax,δ) ≥ 1/2 if x ∈ (0, x∗− 2h2]
⋃
[x∗+ 2h2, 1) and λ(Ax,δ) ≥ 1/4
if x ∈ ⋃Ni=1[x∗−h2 +(4i−3)h1, x∗−h2 +(4i−1)h1]. A similar statement holds for x∗ ∈ {0, 1}.
We therefore conclude that Condition (c) also holds.
Denote P0 and P1 to be the joint distributions of {Xi, Yi}ni=1 under H0 and H1, then
the pointwise squared distance between P0 and P1 (V0(x∗)− V1(x∗))2  θ4n is the desired
minimax rate. Further define P˜1 as the corresponding joint distributions of {Xi, Yi}ni=1 under
H1 with {ri}Ni=1 replaced by an i.i.d. standard normal sequence {r˜i}Ni=1. Then, following the
same line of proof of Theorem 2, it suffices to show that TV(P0, P˜1) ≤ c and TV(P1, P˜1) ≤ c.
For the first inequality, in view of (26) in the proof of Theorem 2, it suffices to upper bound
TV(P0(y | x), P˜1(y | x)) for each realization {xi}ni=1. Note that under P0, y | x ∼ Nn(0,Σ0),
with Σ0 = In. Denote {bi}ni=1 as the location index sequence of {Xi}ni=1 taking values in
{0, 1, . . . , N}, that is, bi = 0 if Xi /∈ [x∗ − h2, x∗ + h2] and bi = j if Xi ∈ [x∗ − h2 + (4j −
3)h1, x
∗ − h2 + (4j − 1)h1] for j ∈ [N ]. Then, due to the symmetry of {ri}Ni=1, the design
of the nonparametric component f , and the fact that H(·) takes value 1 on [−1, 1], it holds
that under P˜1, y | x ∼ Nn(0,Σ1), with
(Σ1)ii = 1− θ2n1{|Xi − x∗| ≤ h2}+ h2α1 1{|Xi − x∗| ≤ h2} = 1
and (Σ1)ij = h
2α
1 1{bi = bj , bi ≥ 1, bj ≥ 1} for i 6= j. Define N0 :=
∑
i 6=j 1{bi = bj , bi ≥
1, bj ≥ 1}. Then, we have by Lemma 2 that
TV(P0(y | x), P˜1(y | x)) ≤ C
(
h4α1 N0
)1/2
= Cθ2nN
1/2
0 .
Note that N0 is a random variable that depends on {Xi}ni=1, and by (26) in the proof of
Theorem 2,
TV(P0, P˜1) ≤ Cθ2nE(N1/20 ) ≤ Cθ2n(EN0)1/2.
Since direct calculation implies that E(N0) ≤ Cn2Nh21 = Cn2h1h2, we have TV(P0, P˜1) . 1
under the given choice of h1, h2 and θn.
Using a conditioning argument, the second part of proving TV(P˜1,P1) . 1 follows similarly
from that of Theorem 2 by noting that n2h1 →∞ and nh1 → 0 as n→∞ under the constraint
α < β/(4β + 2) so that Lemma 3 can be similarly applied. The proof is complete.
B.3 Proof of Theorem 5
Proof. As in the proof of Theorem 4, we focus on the regime α < β/(4β+ 2). We will couple
the proof of Theorem 4 with a standard technique via multiple hypotheses in the classic
setting of mean function estimation.
Introduce the following notation:
θ2n := h
2α
1 := h
β
2 := cn
− 4αβ
4αβ+β+2α , N2 := 1/(4h2), N1 := h2/(2h1),
and x∗i := 2h2 + (i− 1)4h2, i ∈ [N2],
where we tune the constant c in θ2n so that N1 and N2 are both positive integers. Note
that under the above choice, h2/h1 → ∞ as n → ∞. By the renowned Varshamov-Gilbert
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bound (cf. Lemma 2.8 in Tsybakov [2009]), there exists a set of length-N2 binary sequences
{∆j}Mj=0 with M ≥ 2N2/8 such that ∆0 = 0N2 and for any 0 ≤ k < ` ≤ M , it holds that
ρ(∆k,∆`) ≥ N2/8, where ρ is the Hamming distance. We now choose a number of M + 1
hypotheses with {∆j}Mj=0 satisfying the above property, which we denote as P0,P1, . . . ,PM .
We now specify f(·), V (·), distribution of X and distribution of ε under each hypothesis.
Choice of ε: Under P0 and Pj for all j ∈ [M ], let ε ∼ N (0, 1).
Choice of V (·): Under P0, let V0 ≡ 1. Under Pj , let Vj(x) := 1−
∑N2
i=1 ∆j,iθ
2
nH((x− x∗i )/h2),
where H(·) is infinitely differentiable, compactly supported on [−2, 2] and takes value
1 on [−1, 1].
Choice of f(·): Under P0, let f0 ≡ 0. Under Pj , for all i ∈ [N2] such that ∆j,i = 1,
let f be the linear interpolation of the function that takes value r
(j)
i,k on the interval
[x∗i −h2 + (4k− 3)h1, x∗i −h2 + (4k− 1)h1] and value zero at x∗i −h2 + 4(k− 1)h1 for all
k ∈ [N1], where by denoting mj := ‖∆j‖0, {r(j)i,k}j∈[M ],i∈[mj ],k∈[N1] is an i.i.d. sequence
of symmetric and compactly supported random variables with distribution G satisfying∫ ∞
−∞
xjG(dx) =
∫ ∞
−∞
xjϕ(x)dx, j = 1, . . . , q,
where q is some fixed odd integer that only depends on α and β.
Choice of X: Under P0 and Pj for all j ∈ [M ], let X be uniformly distributed on the
union of the disjoint intervals
N2⋃
i=1
N1⋃
k=1
[x∗i − h2 + (4k − 3)h1, x∗i − h2 + (4k − 1)h1].
The existence of H(·) in the design of V (·) and variables {r(j)i,k}j∈[M ],i∈[mj ],k∈[N1] is as argued
in the proof of Theorem 4. Moreover, one can readily check that for each 0 ≤ k < ` ≤ M ,
the integrated squared distance between each Pk and P` satisfies
d(Pk,P`) :=
∫
(Vk(x)− V`(x))2pX(x)dx & h2β2  n−
8αβ
4αβ+β+2α ,
which is the desired lower bound.
Clearly, under each Pj , 0 ≤ j ≤ M and for each realization of {r(j)i,k}j∈[M ],i∈[mj ],k∈[N1],
fj(·) and Vj(·) are α- and β-Ho¨lder smooth, respectively, due to the compact support of
{r(j)i,k}j∈[M ],i∈[mj ],k∈[N1]. Moreover, the joint distribution of (X, ε) (same in all hypothese)
satisfies the conditions in Pvf,(X,ε) with a similar argument as in Theorem 4.
We now proceed with the proof. Note that under the above design, the support of X is
segmented into N3 := N1×N2 intervals, and we let {bi}ni=1 be the location index of {Xi}ni=1,
taking values in [N2]×[N1], that is, bi = (k, `) if Xi ∈ [x∗k−h2+(4`−3)h1, x∗k−h2+(4`−1)h1].
As in the proof of Theorem 2, define the event Ωn :=
{
max(k,`)∈P[N2]×[N1] #{bi = (k, `)} ≤
K
}
, where K is the smallest integer strictly larger than 2β/(β−4αβ−2α). Then, by Lemma
3, it holds that Ωn has asymptotic probability 1 under all of Pj and P˜j for 0 ≤ j ≤ M .
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Now, by a standard reduction scheme with multiple hypotheses (cf. Chapter 2.2 in Tsybakov
[2009]) and Lemma 15, it suffices to show that
1
M
M∑
j=1
K(Pj ,P0; Ωn) ≤ c log(M) (32)
for some 0 < c < 1/8, where K(P,Q; Ωn) is the “conditional” Kullback divergence between
probability measures P and Q defined as K(P,Q; E) := ∫E log(dP/dQ)dP for any measurable
set E . In order to show (32), it further suffices to show that K(Pj ,P0; Ωn) ≤ log(M) for
all j ∈ [M ]. We now focus on a particular j ∈ [M ]. For notational brevity, we will drop
the superscript (j) in the sequence of variables {r(j)i,k}i∈[mj ],k∈[N1] for this particular j. Note
that N2/8 ≤ mj ≤ N2 by the property that ρ(∆0,∆j) ≥ N2/8. Moreover, by the design of
f , there are a total of mjN1 trapezoids in the union of the intervals [x
∗
i − h2, x∗i + h2] for
those i such that ∆j,i = 1. Define P˜j as the joint distribution of {(Xi, Yi)}ni=1 under Pj but
with {ri,k}i∈[mj ],k∈[N1] replaced by a sequence of i.i.d. standard normal variables denoted as
{r˜i,k}i∈[mj ],k∈[N1]. By definition, it holds that
K(Pj ,P0; Ωn) =
∫
Ωn
pj log
pj
p0
=
∫
Ωn
pj log
pj
p˜j
+
∫
Ωn
p˜j log
p˜j
p0
+
∫
Ωn
(pj − p˜j) log p˜j
p0
= K(Pj , P˜j ; Ωn) +K(P˜j ,P0; Ωn) +
∫
Ωn
(pj − p˜j) log p˜j
p0
for density functions with respect to some common dominating measure. Next, we will show
respectively that, by matching the moments of {ri,k}i∈[mj ],k∈[N1] and the standard Gaussian
random variable up to some sufficiently high order, it holds that
K(Pj , P˜j ; Ωn) . 1, K(P˜j ,P0; Ωn) . log(M), and
∫
Ωn
(pj − p˜j) log(p˜j/p0) . 1.
First note that, by denoting x := (x1, . . . , xn), dx := dx1 . . . dxn and similarly for y and
dy, we have
K(Pj , P˜j ; Ωn) =
∫
1{Ωn}p(x)dx
∫
log
(
dPj(y | x)
dP˜j(y | x)
)
Pj(dy | x)
= E
{
1{Ωn}K
(
Pj(y | x), P˜j(y | x)
)}
≤ E
{
1{Ωn}χ2
(
Pj(y | x), P˜j(y | x)
)}
:= χ2
(
Pj , P˜j ; Ωn
)
,
where the inequality follows by Lemma 2.7 in Tsybakov [2009]. Therefore the first inequality
K(Pj , P˜j ; Ωn) . 1 holds by Lemma 14.
Next we prove K(P˜j ,P0; Ωn) . log(M). Again, it suffices to prove that for any realization
of {Xi}ni=1 in Ωn, it holds that K(P˜j(y | x),P0(y | x)) . log(M)  N2. Note that under
P0, y | x ∼ Nn(0,Σ0), with Σ0 = In. Recall that the location index sequence {bi}ni=1 =
{(ki, `i)}ni=1 takes the value (ki, `i) = (k, `) if Xi ∈ [x∗k−h2 + (4`− 3)h1, x∗k−h2 + (4`− 1)h1].
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Then, due to the symmetry of {ri,k}i∈[mj ],k∈[N1], the design of the nonparametric component
f , and the fact that K(·) takes value 1 on [−1, 1], it holds that under P˜j , y | x ∼ Nn(0,Σ1),
with
(Σ1)ii = 1− θ2n1{∆j,ki = 1}+ h2α1 1{∆j,ki = 1} = 1
and (Σ1)i1i2 = h
2α
1 1
{
∆j,ki1 = 1, (ki1 , `i1) = (ki2 , `i2)
}
for i1 6= i2. Define
N0 :=
∑
i1 6=i2
1
{
∆j,ki1 = 1, (ki1 , `i1) = (ki2 , `i2)
}
.
Then, by the proof of Lemma 3.6 in Gao and Zhou [2016], it holds that
K(P˜j(y | x),P0(y | x)) ≤ Ch4α1 N0 = Cθ4nN0.
Note that N0 is a random variable that depends on {Xi}ni=1, and by direct calculation we
have
E(N0) ≤ n2mjh2h1  n2N2h1h2.
Putting together the pieces, we have K(P˜j ,P0; Ωn) ≤ θ4nn2h1h2N2 . N2. This completes the
proof of the second inequality.
Lastly, we show that
∫
Ωn
(pj − p˜j) log(p˜j/p0) . 1. First note that∫
Ωn
(pj − p˜j) log(p˜j/p0)
≤
∫
Ωn
|pj − p˜j ||log(p˜j/p0)|
≤
(∫
Ωn
|pj − p˜j |
)1/2(∫
|pj − p˜j | log2(p˜j/p0)
)1/2
≤
(∫
Ωn
|pj − p˜j |
)1/2{(∫
pj log
2(p˜j/p0)
)1/2
+
(∫
p˜j log
2(p˜j/p0)
)1/2}
.
By Lemmas 17 and 14, by matching moments up to some sufficiently high order, the first
term above can be upper bounded (up to some constant) by n−η for any η > 0, therefore
it suffices to show that both
∫
pj log
2(p˜j/p0) and
∫
p˜j log
2(p˜j/p0) can be upper bounded by
some polynomial of n of fixed order. Consider any realization of {Xi}ni=1 in Ωn, and assume
that based on their location indices {bi}ni=1, the n data points are partitioned into L1 + L2
clusters with cardinality s` such that the Xi’s in the same cluster have the same value bi.
Moreover, for each data point in the first L1 clusters, the location index bi = (ki, `i) satisfies
that ∆j,ki = 1 while for the data points in the last L2 clusters, it holds that ∆j,ki = 0.
Apparently, we have the relations 1 ≤ L1 + L2 ≤ n,
∑L1+L2
`=1 s` = n and 1 ≤ s` ≤ K for
` ∈ [L1 +L2]. Moreover, denoting P˜j,pi` and P0,pi` (resp. p˜j,pi` and p0,pi`) for each ` ∈ [L1 +L2]
as the joint distribution (resp. density) of those Yi’s in the `th cluster conditioning on the
given realization {Xi}ni=1 under P˜j and P0, we have
p˜j =
L1+L2∏
`=1
p˜j,pi` and p0 =
L1+L2∏
`=1
p0,pi` .
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Moreover, for any L1 + 1 ≤ ` ≤ L1 + L2, it holds that p˜j,pi` = p0,pi` , therefore it holds that
log2
(
p˜j
p0
)
=
(
L1∑
`=1
log(p˜j,pi`)− log(p0,pi`)
)2
. n
L1∑
`=1
log2(p˜j,pi`/p0,pi`).
Now consider any ` ∈ [L1] and assume that s` = d for some positive integer d. Without
loss of generality, assume the yi’s in this cluster are {y1, . . . , yd}, and they take the form
Yi = h
α
1 r˜1,1 + (1 − hβ2 )1/2εi = θnr˜1,1 + (1 − hβ2 )1/2εi under P˜j and Yi = εi under P0. Define
σ2 := (1− hβ2 ) which is positive for large enough n. Then, the previous equalities imply that
p0,pi` = ϕ(y1) . . . ϕ(yd) = (2pi)
−d/2exp
(
−
∑d
i=1 y
2
i
2
)
and
p˜j,pi` =
∫
1
σ
ϕ
(
y1 − θnv
σ
)
. . .
1
σ
ϕ
(
yd − θnv
σ
)
ϕ(v)dv
= (2pi)−d/2
1
σd−1(dθ2n + σ2)1/2
exp
(
−
∑d
i=1 y
2
i
2σ2
+
(
∑d
i=1 yiθn)
2
2σ2(dθ2n + σ
2)2
)
.
Putting together the pieces, we obtain that
log2(p˜j,pi`/p0,pi`) . d2 log2(1/σ) +
(
d∑
i=1
y2i
)2
+
(
d∑
i=1
yiθn
)4
. 1 +
d∑
i=1
y4i .
Therefore we have∫
pj log
2(p˜j/p0) . n
L1∑
`=1
∫
pj(1 +
d∑
i=1
y4i ) . n
L1∑
`=1
d∑
i=1
∫
y4i Pj(dyi) . n2,
where we use the fact that L1 ≤ n. Similarly, we have
∫
p˜j log
2(p˜j/p0) . n2. The proof is
thus complete.
B.4 Supporting lemmas
Lemma 10. Suppose f ∈ Λα(CF ), V ∈ Λβ(CV), σ2 ≤ Cσ for some fixed constants CF , CV , Cσ,
and the joint distribution of (X, ε) belongs to Pvf,(X,ε). Then, with Ωn defined in the proof of
Theorem 3, it holds that∣∣∣E{(V̂ (x∗)− V (x∗))1Ωn}∣∣∣ ≤ C(h2(α∧1)1 + hβ2 + hβ∧11 + τn)
for some fixed positive constant C that only depends on α, β, CF , CV , Cσ, C0, Cε.
Proof. We adopt the notation `, q(·),Bn, Xij , and Kij from the proof of Theorem 3. Also
recall the definition of B∗n, Dij , wij , and w˜ij from the definition of V̂ (x∗). Writing Eε as the
conditional expectation given {Xi}ni=1, it holds that∣∣∣E{(V̂ (x∗)− V (x∗))1Ωn}∣∣∣ = ∣∣∣E{1ΩnEε(V̂ (x∗)− V (x∗))}∣∣∣.
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Then V̂ (x∗) =
∑
i<j w˜ijDij and∣∣∣E{1ΩnEε(V̂ (x∗)− V (x∗))}∣∣∣
≤
∣∣∣∣∣∣E
1Ωn∑
i<j
w˜ij(EεDij − V (x∗))
+ V (x∗)τn∣∣E{1Ωn(|Bn|+ τn)−1}∣∣
∣∣∣∣∣∣.
By definition, it holds on Ωn that ‖Bn − B‖ ≤ λmin(B)/2, where λmin(B) is the smallest
eigenvalue of B. Thus by Weyl’s inequality, it holds that λmin(Bn) ≥ λmin(B)/2 ≥ c for
some fixed positive constant c due to the invertibility of B as proved in Theorem 3 under
Condition (c) in Pvf,(X,ε). Then, using the fact that |Bn| ≥ λ`+1min(Bn) and the boundedness
of V (·), it holds that∣∣∣E{1ΩnEε(V̂ (x∗)− V (x∗))}∣∣∣ ≤
∣∣∣∣∣∣E
1Ωn∑
i<j
w˜ij(EεDij − V (x∗))

∣∣∣∣∣∣+ Cτn.
Direct calculation shows that EεDij − V (x∗) = (f(Xi) − f(Xj))2/2 + (V (Xi) − V (x∗))/2 +
(V (Xj) − V (x∗))/2. Due to symmetry, we only need to control the first two terms. For the
first term, using the fact B∗n = |Bn|B−1n on Ωn (Bn invertible on Ωn), we have
E
1Ωn∑
i<j
(|Bn|+ τn)−1wij(f(Xi)− f(Xj))2

= E
1Ωn
(
n
2
)−1∑
i<j
(|Bn|+ τn)−1q>(0)B∗nq
(
Xij − x∗
h2
)
Kij(f(Xi)− f(Xj))2

= E
{
(|Bn|+ τn)−1q>(0)B∗nq
(
Xij − x∗
h2
)
Kij(f(Xi)− f(Xj))21Ωn
}
. h2(α∧1)1 E
{
(|Bn|+ τn)−1‖B∗n‖Kij1Ωn
}
= h
2(α∧1)
1 E
{ |Bn|
|Bn|+ τn ‖B
−1
n ‖Kij1Ωn
}
. Ch2(α∧1)1 EKij . Ch
2(α∧1)
1 .
Here, the second inequality follows from the fact that ‖B−1n ‖ = λmin(Bn)−1 is bounded by
some fixed constant on Ωn, and in the last inequality we use the fact that EKij is bounded
Condition (b) in Pvf,(X,ε). For the second term, it holds that∣∣∣∣∣∣E(1Ωn
∑
i<j
w˜ij(V (Xi)− V (x∗)))
∣∣∣∣∣∣
≤
∣∣∣∣∣∣E(1Ωn
∑
i<j
w˜ij(V (Xij)− V (x∗)))
∣∣∣∣∣∣+
∣∣∣∣∣∣E(1Ωn
∑
i<j
w˜ij(V (Xi)− V (Xij)))
∣∣∣∣∣∣ := I + II.
For I, using the Ho¨lder property of V (·) and the reproducing property of local polynomial
estimators (see (16) in the main paper), that is,∑
i<j
wij(Xij − x∗)k =
∑
i<j
w˜ij(Xij − x∗)k = 0, k = 1, 2, . . . , `,
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it holds that∣∣∣∣∣∣E
1Ωn∑
i<j
w˜ij(V (Xij)− V (x∗))

∣∣∣∣∣∣
=
∣∣∣∣∣∣E
1Ωn∑
i<j
w˜ij
(
`−1∑
k=1
V (k)(x∗)
k!
(Xij − x∗)k + V
(`)(x∗ + τ(Xij − x∗))
`!
(Xij − x∗)`
)
∣∣∣∣∣∣
=
∣∣∣∣∣∣E
1Ωn∑
i<j
w˜ij
(Xij − x∗)`
`!
(
V (`)(x∗ + τ(Xij − x∗))− V (`)(x∗)
)
∣∣∣∣∣∣
=
∣∣∣∣E{1Ωn(|Bn|+ τn)−1q>(0)B∗nq(Xij − x∗h2
)
Kij
(Xij − x∗)`
`!
(
V (`)(x∗ + τ(Xij − x∗))− V (`)(x∗)
)}∣∣∣∣
. E
{
1Ωn |Xij − x∗|β(|Bn|+ τn)−1‖B∗n‖Kij
}
. hβ2E
(
1Ωn‖B−1n ‖Kij
)
. hβ2 ,
where in the second line we use the Taylor expansion of V (·) around x∗ with some τ ∈ [0, 1],
in the fifth line we use the fact that q((Xij−x∗)/h2) has bounded `2 norm due to the compact
support of K(·), and in the last inequality we use again the fact that ‖B−1n ‖ is bounded by
some fixed constant on Ωn. With a similar calculation and the fact that β-smooth functions
are Lipschitz for β ≥ 1, we have II . hβ∧11 . Therefore, putting together the pieces, we obtain∣∣∣E{(V̂ (x∗)− V (x∗))1Ωn}∣∣∣ ≤ C(h2(α∧1)1 + hβ2 + hβ∧11 + τn).
This completes the proof.
Lemma 11. Suppose f ∈ Λα(CF ), V ∈ Λβ(CV), σ2 ≤ Cσ for some fixed constants CF , CV , Cσ,
and the joint distribution of (X, ε) belongs to Pvf,(X,ε). Assume that nh2 →∞ and n2h1h2 →
∞ as n→∞. Then, with Ωn defined in the proof of Theorem 3, it holds that
Var
(
V̂ (x∗)1Ωn
)
≤ C(n−1h−12 + n−2(h1h2)−1 + τ2n)
for some fixed positive constant C that only depends on α, β, CF , CV , Cσ, C0, Cε.
Proof. We adopt the notation `, q(·),Bn, Xij , and Kij from the proof of Theorem 3. Also
recall the definition of B∗n and Dij from the definition of V̂ (x∗). Define the vector-valued
U-statistic
Un :=
(
n
2
)−1
g(Xi, Xj) :=
(
n
2
)−1∑
i<j
Dijq
(
Xij − x∗
h2
)
Kij
and let θ := Eg(Xi, Xj) ∈ R`+1. Then, for each j ∈ [` + 1], writing Eε as the conditional
expectation given {Xi}ni=1, we have
θj = E
(
Dij
((Xij − x∗)/h2)j
j!
Kij
)
= E
(
((Xij − x∗)/h2)j
j!
KijEεDij
)
= E
(
((Xij − x∗)/h2)j
2j!
Kij((f(Xi)− f(Xj))2 + V (Xi) + V (Xj))
)
. EKij . 1,
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where we have used Condition (b) in Pvf,(X,ε), boundedness of V (·) and compact support of
K(·). Therefore we have ‖θ‖ = O(1). With the above notation, and using the fact that Bn
is invertible and satisfies B∗n = |Bn|B−1n on Ωn, we have
V̂ (x∗)1Ωn =
|Bn|
|Bn|+ τnq
>(0)B−1n Un1Ωn = q
>(0)B−1n Un1Ωn −
τn
|Bn|+ τnq
>(0)B−1n Un1Ωn .
Thus in order to upper bound Var
(
V̂ (x∗)1Ωn
)
, it suffices to upper bound the variances of
the two terms in the above display. For the second term, using the fact that |Bn| is bounded
away from zero on Ωn under Condition (c) in Pvf,(X,ε), we have
Var
(
τn
|Bn|+ τn q
>(0)B−1n Un1Ωn
)
. τ2nE
(
q>(0)B−1n Un1Ωn
)2
. τ2nE
(‖B−1n 1Ωn‖2‖Un‖2) . τ2n,
where the last inequality follows since ‖θ‖ = O(1) and Un concentrates to θ by Lemma 12
since nh2 →∞ and n2h1h2 →∞. The first term can be decomposed as
q>(0)B−1n Un1Ωn = q
>(0)(B−1n −B−1)Un1Ωn + q>(0)B−1Un1Ωn := I + II.
For the first term, it holds on the event Ωn that
‖B−1n −B−1‖ = ‖B−1‖‖B−1n ‖‖Bn −B‖ ≤ ‖B−1‖(‖B−1n −B−1‖+ ‖B−1‖)‖Bn −B‖.
Thus on the event Ωn, it holds that ‖B−1n −B−1‖ ≤ ‖B−1‖2‖Bn−B‖/(1−‖B−1‖‖Bn−B‖) ≤
2‖B−1‖2‖Bn −B‖. This implies that
Var(I) ≤ E
(
q>(0)(B−1n −B−1)Un1Ωn
)2 ≤ E(‖(B−1n −B−1)1Ωn‖2‖Un‖2)
. E
(‖Bn −B‖2‖Un‖2) ≤ (E‖Bn −B‖4)1/2(E‖Un‖4)1/2.
Clearly, (E‖Un‖4)1/2 = O(1) since Un concentrates to θ and ‖θ‖ = O(1), and by Lemmas
13 and 6, it holds that (E‖Bn −B‖4)1/2 . n−1h−12 + n−2h−11 h−12 . This concludes that
Var(I) . n−1h−12 + n−2h−11 h−12 .
Lastly, for II, writing Z := q>(0)B−1
(
n
2
)−1∑
i<j g(Xi, Xj), we have
Var(II) = E(Z1Ωn − E(Z1Ωn))2 = E((Z − EZ) + E(Z1Ωcn)− Z1Ωcn)2 . Var(Z) + E(Z1Ωcn)2.
By Lemma 12, it holds that
Var(Z) . n−1h−12 + n−2h−11 h−12 .
Lastly, by Cauchy’s inequality and Lemma 13,
E(Z1Ωcn)
2 ≤ (EZ4)1/2P1/2(Ωcn) .
(‖B−1‖4E‖Un‖4)1/2P1/2(Ωcn) = o(n−1h−12 + n−2h−11 h−12 ).
Thus we conclude that
Var(II) . n−1h−12 + n−2h−11 h−12 .
Putting together the pieces, we have proved
E
(
V̂ (x∗)1Ωn − E
(
V̂ (x∗)1Ωn
))2
. n−1h−12 + n−2(h1h2)−1 + τ2n.
This completes the proof.
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Lemma 12. Consider the term Z defined in the proof of Lemma 11:
Z = q>(0)B−1
(
n
2
)−1∑
i<j
Dijq
(
Xij − x∗
h2
)
Kij .
Then, under the same conditions of Lemma 11, it holds that
Var(Z) ≤ C(n−1h−12 + n−2h−11 h−12 )
for some fixed positive constant C that only depends on α, β, C0.
Proof. Denote g(Xi, Xj) := Dijq
(
Xij−x∗
h2
)
Kij and θ := Eg(Xi, Xj). Then, it holds that
Var(Z) = E
q>(0)B−1(n
2
)−1∑
i<j
(g(Xi, Xj)− θ)
2
≤ ‖B−1‖2E
∥∥∥∥∥∥
(
n
2
)−1∑
i<j
(g(Xi, Xj)− θ)
∥∥∥∥∥∥
2
. n−4
∑
i<j,i′<j′
E
{
(g(Xi, Xj)− θ)>(g(Xi′ , Xj′)− θ)
}
,
where the last inequality follows since B−1 is invertible under Condition (c) in Pvf,(X,ε) as
proved in Theorem 3. Apparently, when i, j, i′, j′ are all different, the summand equals to
zero. When i, j, i′, j′ take three different values, say, i = i′ < j < j′, we have
E
{
(g(Xi, Xj)− θ)>(g(Xi, Xj′)− θ)
}
= E
{
DijDij′q
>
(
Xij − x∗
h2
)
q>
(
Xij′ − x∗
h2
)
KijKij′
}
− ‖θ‖2.
Let Z1 := g(Xi, Xj) and Z2 := g(Xi, Xj′). Then, for any k ∈ [` + 1], it holds that |Z1,k| .
DijKh1(Xi − Xj)Kh2(Xij − x∗) and similarly for Z2,k. Therefore, using the finite fourth
moment of ε in Condition (d) of Pvf,(X,ε) in the calculation of Eε(DijDij′) and the fact that
both f(·) and V (·) are bounded, we have
E(|Z1,kZ2,k|)
. E
{
DijKh1(Xi −Xj)Kh2(Xij − x∗)Dij′Kh1(Xi −Xj′)Kh2(Xij′ − x∗)
}
. E
{
Kh1(Xi −Xj)Kh2(Xij − x∗)Kh1(Xi −Xj′)Kh2(Xij′ − x∗)
}
=
∫
R3
1
h21h
2
2
K
(
v − u
h1
)
K
( u+v
2 − x∗
h2
)
K
(
w − u
h1
)
K
( u+w
2 − x∗
h2
)
pX(u)pX(v)pX(w)dudvdw
=
1
h2
∫
R3
K(u˜)K(v˜)K(w˜)K
(
u˜h2 + h1(w˜ − v˜)/2
h2
)
pX(s1)pX(s2)pX(s3)du˜dv˜dw˜
. 1/h2,
where we again invoke Condition (b) in Pvf,(X,ε) and the compact support of K(·), and
s1 = u˜h2 + x
∗ − h1v˜
2
, s2 = u˜h2 + x
∗ +
h1v˜
2
, s3 = u˜h2 + x
∗ + w˜h1 − v˜h1
2
.
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This, along with the fact that ‖θ‖ = O(1), concludes that
E
{
(g(Xi, Xj)− θ)>(g(Xi′ , Xj′)− θ)
}
. h−12
when i, j, i′, j′ take three different values. Similarly, one can prove that when i, j, i′, j′ take
two different values, that is i = i′ and j = j′,
E
{
(g(Xi, Xj)− θ)>(g(Xi′ , Xj′)− θ)
}
. (h1h2)−1.
Putting together the pieces, we obtain that
Var(Z) . n
3h−12 + n
2(h1h2)
−1
n4
= n−1h−12 + n
−2h−11 h
−1
2 .
This completes the proof.
Lemma 13. Suppose Condition (b) in Pvf,(X,ε) holds. Assume n2h1h2 →∞, nh2 →∞, and
h1/h2 → 0. Then, for any u, v > 0, the matrices Bn and B defined in the proof of Theorem
3 satisfy
P
(
‖Bn −B‖ ≥ C(v1/2n−1/2h−1/22 + u1/2n−1h−1/21 h−1/22 )
)
≤ C(exp(−u) + exp(−v))
for some fixed positive constant C.
Proof. Using a standard entropy argument (see, for example, Lemma 5.3 in Vershynin [2012]),
it holds that for any t > 0,
P(‖Bn −B‖ ≥ t) ≤ N max
1≤i≤N
P
(∣∣∣a>i (Bn −B)ai∣∣∣ ≥ t/2),
where N := 5`+1 and {ai}Ni=1 is a 1/2-net on the unit sphere S`. We now upper bound
P
(∣∣a>(Bn −B)a∣∣ ≥ t/2) for an arbitrary a ∈ S` with the help of Lemma 9. For this, we
upper bound the five quantities B1, B2, B3, ν
2
1 , ν
2
2 therein. Denote the kernel of a
>Bna as g
and its linear part as g1, that is,
g(Xi, Xj) :=
(
a>q
(
Xij − x∗
h2
))2
Kij and g1(Xi) = E(g(Xi, Xj) | Xi).
Then, we have
g1(Xi) =
∫ (
a>q
(
(u+Xi)/2− x∗
h2
))2 1
h1
K
(
u−Xi
h1
)
1
h2
K
(
(u+Xi)/2− x∗
h2
)
pX(u)du
. 1
h2
∫
K(u˜)K
(
Xi + h1u˜/2− x∗
h2
)
pX(Xi + u˜h1)du˜ . h−12 ,
where in the first inequality we use the fact that q
(
(u+Xi)/2−x∗
h2
)
has bounded `2 norm due
to the compact support of K(·), and in the last inequality we apply Condition (b) in Pvf,(X,ε).
Therefore B1 . h−12 and one can similarly show that ν21 . h−12 .
For B2, we have
B22 = n sup
Xi
E
{(
a>q
(
Xij − x∗
h2
))4 1
h21
K2
(
Xi −Xj
h1
)
1
h22
K2
(
Xij − x∗
h2
)
| Xi
}
. n
h1h22
sup
Xi
E
{
1
h1
K
(
Xi −Xj
h1
)
| Xi
}
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=
n
h1h22
sup
Xi
∫
K(u)pX(Xi + uh1)du . nh−11 h−22 .
This concludes that B2 . n1/2h−1/21 h−12 . Moreover, one can easily show that ν22 . (h1h2)−1
and B3 . (h1h2)−1. Putting together the pieces and applying Lemma 9, we obtain that for
any u, v > 0,
P
(∣∣∣a>(Bn −B)a∣∣∣ ≥ a1v1/2 + a2v + b1u1/2 + b2u+ b3u3/2 + b4u2) ≤ C(exp(−v) + exp(−u)),
where a1 . n−1/2h−1/22 , a2 . n−1h−12 and b1 . n−1h
−1/2
1 h
−1/2
2 , b2 . n−1h−12 , b3 . n−3/2h
−1/2
1 h
−1
2 , b4 .
n−2h−11 h
−1
2 . Under the conditions n
2h1h2 → ∞, nh2 → ∞ and h1/h2 → 0 as n → ∞, the
dominant terms are a1 and b1, that is,
n−1/2h−1/22 ∨ n−1h−1/21 h−1/22 .
This completes the proof.
Lemma 14. Under the setting and conditions of Theorem 5, for any positive η > 0, there
exists an i.i.d. sequence {ri,k}i∈[mj ],k∈[N1] (with mj , N1 defined in Theorem 5) with range
contained in [−B,B] for some B only depending on α, β, η, such that the probability measures
Pj and P˜j defined therein satisfy that
χ2
(
Pj , P˜j ; Ωn
)
. n−η,
where, for any measurable subset E and two probability measures P and Q, χ2(P,Q; E) is the
conditional χ2-distance defined as
χ2(P,Q; E) :=
∫
E
(p− q)2
q
with p, q being the densities of P and Q with respect to some common dominating measure.
Proof. Without loss of generality, let j = 1. First note that the conditional χ2-distance can
be written as
χ2
(
P1, P˜1; Ωn
)
=
∫
1{Ωn}(p1(x,y)− p˜1(x,y))
2
p˜1(x,y)
dxdy
=
∫
1{Ωn}p(x)dx
∫
(p1(y | x)− p˜1(y | x))2
p˜1(y | x) dy
= E
{
1{Ωn}χ2
(
P1(y | x), P˜1(y | x)
)}
,
where we have used p(·) to represent the density of {Xi}ni=1 under both P1 and P˜1.
Recall the definition of the location index sequence {bi}ni=1 in Theorem 5. Consider any
realization of {Xi}ni=1 in Ωn, and assume that based on their location indices {bi}ni=1, {Xi}ni=1
is partitioned into L1 +L2 clusters with cardinality s` such that the Xi’s in the same cluster
have the same value bi. Moreover, for those data points in the first L1 clusters, the location
index bi = (ki, `i) satisfies that ∆1,ki = 1 while for the data points in the last L2 clusters,
it holds that ∆1,ki = 0 (recall the definition of ∆1 = (∆1,1, . . . ,∆1,N2) in the lower bound
design of Theorem 5. Apparently, we have the relations 1 ≤ L1 +L2 ≤ n,
∑L1+L2
`=1 s` = n and
1 ≤ s` ≤ K for ` ∈ [L1 + L2] (recall the definition of K in Theorem 5). Moreover, denoting
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P1,pi` and P˜1,pi` (resp. p1,pi` and p˜1,pi`) for each ` ∈ [L1 + L2] as the joint distribution (resp.
density) of those Yi’s in the `th cluster conditioning on the given realization {Xi}ni=1 under
P1 and P˜1, we have
χ2
(
P1(y | x), P˜1(y | x)
)
=
L1+L2∏
`=1
(
1 + χ2
(
P1,pi` , P˜1,pi`
))
− 1
=
L1∏
`=1
(
1 + χ2
(
P1,pi` , P˜1,pi`
))
− 1
≤ exp
{
L1∑
`=1
χ2
(
P1,pi` , P˜1,pi`
)}
− 1
where the first equality follows by mutual independence of data points in each cluster, the
second inequality follows from the fact that for those data points Yi’s in the latter L2 clusters,
each Yi | Xi ∼ N (0, 1) under both P1 and P˜1. Since L1 ≤ n, it suffices to show that for any
realization of {Xi}ni=1 in Ωn, by matching enough moments, we have χ2
(
P1,pi` , P˜1,pi`
)
≤ n−η
for any η > 0.
For each ` ∈ [L1], |p1,pi` − p˜1,pi` | only depends on the `th cluster via its cardinality, which
we now control for a general cluster size 1 ≤ d ≤ K. Without loss of generality, we assume
that ` = 1 and the yi’s in this cluster are {y1, . . . , yd} with common location index bi =
(1, 1). In this case, under the choice of θ2n and h1 given in Theorem 5, we clearly have
Yi = θnr1,1 +(1−hβ2 )1/2εi under P1 and Yi = θnr˜1,1 +(1−hβ2 )1/2εi under P˜1 for i ∈ [d], where
the sequence {εi}di=1 follows the standard normal distribution under both P1 and P˜1. Define
σ2 := 1− hβ2 = 1− θ2n. Then, it holds that
p1,pi`(y1, . . . , yd) =
∫ ∞
−∞
1
σ
ϕ
(
y1 − θnv
σ
)
. . .
1
σ
ϕ
(
yd − θnv
σ
)
G(dv),
p˜1,pi`(y1, . . . , yd) =
∫ ∞
−∞
1
σ
ϕ
(
y1 − θnv
σ
)
. . .
1
σ
ϕ
(
yd − θnv
σ
)
ϕ(v)dv,
where G is the distribution of {ri,k}i∈[mj ],k∈[N1]. Using the well-known equality ϕ(t− θnv) =
ϕ(t)
(∑∞
k=0 v
kθknHk(t)/k!
)
for any t, v, where Hk is the kth order Hermite polynomial, it holds
that
ϕ
(
y1 − θnv
σ
)
. . . ϕ
(
yd − θnv
σ
)
= ϕ
(y1
σ
)
. . . ϕ
(yd
σ
) ∞∑
k1,...,kd=0
(
θnv
σ
)k1+...+kdHk1(y1/σ)
k1!
. . .
Hkd(yd/σ)
kd!
= ϕ
(y1
σ
)
. . . ϕ
(yd
σ
) ∞∑
k=0
(
θnv
σ
)k ∞∑
k1+...+kd=k
(
θnv
σ
)kHk1(y1/σ)
k1!
. . .
Hkd(yd/σ)
kd!
,
and therefore by the symmetry of G and by matching the moments of G and the standard
normal distribution up to order 2p for some positive integer p to be chosen later, we obtain
p1,pi`(y1, . . . , yd)− p˜1,pi`(y1, . . . , yd)
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= ϕ
(y1
σ
)
. . . ϕ
(yd
σ
) ∞∑
k=0
(
θn
σ
)k ∑
k1+...+kd=k
Hk1(y1/σ)
k1!
. . .
Hkd(yd/σ)
kd!
∫
vk(G− Φ)(dv)
= ϕ
(y1
σ
)
. . . ϕ
(yd
σ
) ∞∑
k=p
(
θn
σ
)2k ∑
k1+...+kd=2k
Hk1(y1/σ)
k1!
. . .
Hkd(yd/σ)
kd!
∫
v2k(G− Φ)(dv).
Define δ2k :=
∫
v2k(G− Φ)(dv). Then, the above inequality further implies that
(p1,pi`(y1, . . . , yd)− p˜1,pi`(y1, . . . , yd))2
= ϕ2
(y1
σ
)
. . . ϕ2
(yd
σ
) ∞∑
k,`=p
(
θn
σ
)2k+2` ∑
k1+...+kd=2k
`1+...+`d=2`
Hk1(y1/σ)
k1!
H`1(y1/σ)
`1!
. . .
Hkd(yd/σ)
kd!
H`d(yd/σ)
`d!
(33)
On the other hand, letting Z ∼ G, we have
p˜1,pi`(y1, . . . , yd) =
∫
1
σ
ϕ
(
y1 − θnv
σ
)
. . .
1
σ
ϕ
(
yd − θnv
σ
)
G(dv)
=
1
σd
ϕ
(y1
σ
)
. . . ϕ
(yd
σ
)∫
exp
{
− d
2σ2
(θnv)
2 +
∑d
i=1 yiθnv
σ2
}
G(dv)
=
1
σd
ϕ
(y1
σ
)
. . . ϕ
(yd
σ
)
E
{
exp
{
− d
2σ2
θ2nZ
2 +
∑d
i=1 yiθn
σ2
Z
}}
≥ 1
σd
ϕ
(y1
σ
)
. . . ϕ
(yd
σ
)
exp
(
−dθ
2
n
2σ2
)
, (34)
where the last inequality follows from Jensen’s inequality and the fact EZ = 0, EZ2 = 1 from
moment matching. Combining (33) and (34), we obtain that
χ2(P1,pi` , P˜1,pi`) =
∫
(p1,pi`(y1, . . . , yd)− p˜1,pi`(y1, . . . , yd))2
p˜1,pi`(y1, . . . , yd)
dy1 . . . dyd
≤ σd
∞∑
k,`=p
δ2kδ2`
∑
k1+...+kd=2k
`1+...+`d=2`
(
θn
σ
)2k+2` d∏
j=1
∫
ϕ
(yj
σ
)Hkj (yj/σ)
kj !
H`j (yj/σ)
`j !
dyj
= σ2d
∞∑
k,`=p
δ2kδ2`
∑
k1+...+kd=2k
`1+...+`d=2`
(
θn
σ
)2k+2` d∏
j=1
∫
ϕ(yj)
Hkj (yj)
kj !
H`j (yj)
`j !
dyj
≤
∞∑
k=p
(
θn
σ
)4k
δ22k
∑
k1+...+kd=2k
1
k1!
. . .
1
kd!
,
where the last inequality follows from the fact that σ ≤ 1 and ∫ ϕ(t)Hk(t)H`(t)dt = k!1(k = `).
Now, using the multinomial identity∑
k1+...+kd=2k
(2k)!
k1! . . . kd!
(
1
d
)2k
= 1,
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we obtain that
∑
k1+...+kd=2k
1/(k1! . . . kd!) = d
2k/(2k)!, therefore it holds that
χ2(P1,pi` , P˜1,pi`) ≤
∞∑
k=p
(
θn
√
d
σ
)4k
1
(2k)!
δ22k.
Now, by Lemma 1, for any positive integer p, we can find a symmetric distribution G that has
the same first p moments as the standard normal distribution and is compactly supported on
[−B,B] for some B that only depends on p. This combined with the fact that ∫ t2kϕ(t)dt =
(2k − 1)!! implies that δ22k . B4k + (2k)!. We therefore obtain
χ2(P1,pi` , P˜1,pi`) .
∞∑
k=p
(
θn
√
d
σ
)4k
. n−η
by choosing a sufficiently large p that only depends on α, β and η, where we also use the fact
that d is bounded by an absolute constant and for sufficiently large n, it holds that σ > 1/2.
This completes the proof.
Lemma 15. For some M ≥ 2, let P0,P1, . . . ,PM be M + 1 hypotheses on some measurable
space (X ,A) such that for each 0 ≤ i 6= j ≤M , Pi and Pj are mutually absolutely continuous.
Let Ω be a measurable subset of X such that Pj(Ω) is identical for all 0 ≤ j ≤M . Define the
“conditional” version of Kullback divergence as
K(P,Q; Ω) :=
∫
Ω
log
(
dP
dQ
)
dP. (35)
Then, if
1
M
M∑
j=1
K(Pj ,P0; Ω) ≤ c∗ log(M)
for some 0 < c∗ < 1/8, the following statement holds
inf
ψ
pe,M (ψ) ≥
√
M
1 +
√
M
(
P0(Ω)− 2c∗ −
√
2c∗
log(M)
)
,
where the infimum ranges over all tests taking values in {0, 1, . . . ,M} and pe,M (ψ) := max0≤j≤M Pj(ψ 6=
j).
Proof. This is exactly the conditional version of Theorem 2.5 in Tsybakov [2009]. We first
show that subject to the condition
1
M
M∑
j=1
K(Pj ,P0; Ω) ≤ c
for some c > 0, for all 0 < τ < 1, it holds that
1
M
M∑
j=1
Pj
(
dP0
dPj
≥ τ
)
≥ P0(Ω)− c′, (36)
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where c′ := −(c+√c/2)/ log(τ). For this, we have for each j ∈ [M ]
Pj
(
dP0
dPj
≥ τ
)
= Pj
(
dPj
dP0
≤ 1
τ
)
= 1−
{
Pj
({
dPj
dP0
≥ 1
τ
}⋂
Ω
)
+ Pj
({
dPj
dP0
≥ 1
τ
}⋂
Ωc
)}
≥ P0(Ω)− Pj
({
dPj
dP0
≥ 1
τ
}⋂
Ω
)
= P0(Ω)− Pj
({
log
(
dPj
dP0
)
≥ log
(
1
τ
)}⋂
Ω
)
≥ P0(Ω)− (log(1/τ))−1EPj
(
log
(
dPj
dP0
)
+
1{Ω}
)
,
where in the third line we use the fact that Pj(Ω) = P0(Ω), and for a real number a, a+ :=
max{0, a}. Let p0 and pj be the densities of P0 and Pj with respect to some common
dominating measure. Then, by definition of the conditional Kullback divergence, Lemma 16,
and Lemma 17, it holds that
EPj
(
log
(
dPj
dP0
)
+
1{Ω}
)
=
∫
Ω
pj
(
log
pj
p0
)
+
= K(Pj ,P0; Ω) +
∫
Ω
pj
(
log
pj
p0
)
−
≤ K(Pj ,P0; Ω) + TV(Pj ,P0; Ω)
≤ K(Pj ,P0; Ω) +
√
K(Pj ,P0; Ω)/2.
Now, by the condition
∑M
j=1K(Pj ,P0; Ω)/M ≤ c and Cauchy’s inequality, it holds that
1
M
M∑
j=1
√
K(Pj ,P0; Ω) ≤
 1M
M∑
j=1
K(Pj ,P0; Ω)

1/2
≤ √c.
We therefore conclude that (36) is true. Next, by Proposition 2.2 in Tsybakov [2009], we
obtain that
inf
ψ
pe,M (ψ) ≥ sup
0<τ<1
τM
τM + 1
 1M
M∑
j=1
Pj
(
dP0
dPj
≥ τ
) ≥ sup0<τ<1 τMτM + 1
(
P0(Ω) +
c+
√
c/2
log τ
)
.
Lastly, by choosing c = c∗ logM and τ = 1/
√
M , we obtain
inf
ψ
pe,M (ψ) ≥ sup
0<τ<1
τM
τM + 1
 1M
M∑
j=1
Pj
(
dP0
dPj
≥ τ
)
≥
√
M
1 +
√
M
(
P0(Ω)− 2c∗ −
√
2c∗
logM
)
.
This completes the proof.
Lemma 16. Let P and Q be two probability measures on a measurable space (X ,A) such
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that P  Q, and Ω be a measurable subset of X . Define the conditional version of the total
variation distance as follows
TV(P,Q; Ω) := sup
A∈A
∣∣∣P(A⋂Ω)−Q(A⋂Ω)∣∣∣. (37)
Then, it holds that ∫
Ω
(
log
(
dP
dQ
))
−
≤ TV(P,Q; Ω),
where a− := max{0,−a}.
Proof. Let p and q be the densities of P and Q with respect to some common dominating
measure, and define A := {q ≥ p > 0}. Then, it holds that∫
Ω
(
log
(
dP
dQ
))
−
dP =
∫
Ω
⋂{p,q>0} p
(
log
p
q
)
−
=
∫
A
⋂
Ω
p log
q
p
≤
∫
A
⋂
Ω
q − p ≤ TV(P,Q; Ω).
This completes the proof.
Lemma 17. Let P and Q be two probability measures on a measurable space (X ,A) such
that P Q, and Ω be a measurable subset of X such that P(Ω) = Q(Ω). For the conditional
version of the Kullback divergence (defined in (35)) and total variation distance (defined in
(37)), it holds that
TV(P,Q; Ω) ≤
√
K(P,Q; Ω)/2.
Proof. Firstly, using the condition P(Ω) = Q(Ω), it can be readily verified that the conditional
total variation distance can be equivalently written as
TV(P,Q; Ω) =
1
2
∫
Ω
|p− q|,
where p and q are the densities of P and Q with respect to some common dominating measure
(cf. Lemma 2.1 in Tsybakov [2009]). Then, following the proof of the first Pinsker’s inequality
in Lemma 2.5 in Tsybakov [2009], it holds that
TV(P,Q; Ω) =
1
2
∫
Ω
|p− q|
=
1
2
∫
Ω
⋂{q>0}
∣∣∣∣pq − 1
∣∣∣∣q
≤ 1
2
∫
Ω
⋂{q>0} q
√(
4
3
+
2p
3q
)
ψ(
p
q
)
≤ 1
2
{∫
Ω
(
4q
3
+
2p
3
)}1/2{∫
Ω
q
(
p
q
log
p
q
− p
q
+ 1
)}1/2
=
√
P(Ω)
2
K1/2(P,Q; Ω)
≤
√
K(P,Q; Ω)/2,
where ψ(x) := x log x− x+ 1. This completes the proof.
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C Proofs of results in Section 4
We only provide the proofs for Propositions 1, 2, 5, 8, 11-13. The proofs of Propositions 4, 6,
7, and 9 are straightforward, and the proof of Proposition 10 is similar to that of Proposition
11.
C.1 Proof of Proposition 1
Proof. Given the proof of Theorem 1 and its supporting lemmas, the proof here is relatively
straightforward. We only provide here a sketched version for completeness. For simplicity,
we only prove the case with d = 2, and we will show that the desired upper bound can be
achieved with the bandwidths choices
h1  n−2α2/(4α1α2+α1+α2) and h2  n−2α1/(4α1α2+α1+α2).
C and c still represent two generic fixed positive constants whose values may change at each
occurrence.
Define U1, U2, θ1, θ2 and the “good” event E the same way as in Theorem 1. Following its
proof, we now lower bound θ2 and upper bound the term
∣∣θ1 − θ2σ2∣∣. For θ2, we have
θ2 = E{Kh1(Xi,1 −Xj,1)Kh2(Xi,2 −Xj,2)}
=
∫
R2
1
h1h2
K
(
u
h1
)
K
(
v
h2
)
p
X˜ij
(u, v)dudv
=
∫
R2
K(u)K(v)p
X˜ij
(uh1, vh2)dudv
=
∫ 1
−1
∫ 1
−1
K(u)K(v)p
X˜ij
(uh1, vh2)dudv
≥
∫
U(h1,h2)
K(u)K(v)p
X˜ij
(uh1, vh2)dudv
≥ λ(U(h1,h2)) infu∈U(h1,h2)
p
X˜ij
(u1h1, u2h2)MK
≥ c20MK .
Here, the fourth equality follows from the kernel condition that K(·) is supported in [−1, 1],
and the set U(h1,h2) starting from the first inequality follows from Condition (b) in Pmcv,(X,ε)
since for any fixed δ0 > 0 chosen therein, ‖δ‖∞ := ‖(h1, h2)‖∞ ≤ δ0 for sufficiently large n.
For
∣∣θ1 − θ2σ2∣∣, using the condition αi ∈ (0, 1], i = 1, 2, it holds that∣∣θ1 − θ2σ2∣∣
= E
{
Kh1(X˜ij,1)Kh2(X˜ij,2)(f(Xi)− f(Xj))2/2
}
. E
{
1
h1h2
K
(
X˜ij,1
h1
)
K
(
X˜ij,2
h2
)(∣∣∣X˜ij,1∣∣∣2α1 + ∣∣∣X˜ij,2∣∣∣2α2)}
=
∫
1
h1h2
K
(
u
h1
)
K
(
v
h1
)(
|u|2α1 + |v|2α2
)
p
X˜ij
(u, v)dudv
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= h2α11
∫
K(u)K(v)|u|2α1p
X˜ij
(uh1, vh2)dudv+
h2α22
∫
K(u)K(v)|v|2α2p
X˜ij
(uh1, vh2)dudv
≤ C0
(
h2α11
∫
K(u)K(v)|u|2α1dudv + h2α22
∫
K(u)K(v)|v|2α2dudv
)
≤ C(h2α11 + h2α22 ),
where we have applied Condition (a) in Pmcv,(X,ε) and the compact support of K(·). There-
fore, Lemmas 18 and 19 and the above estimates imply that
E
{(
U1 − U2σ2
U2
)2
1{E}
}
. (h4α11 + h4α22 + n−1 + n−2(h1h2)−1)  (n−
8α1α2
4α1α2+α1+α2 + n−1).
Moreover, using the same argument as in the proof of Theorem 1, it holds that
E
{(
U1 − U2σ2
U2
)2
1{Ec}
}
= o(n
− 8α1α2
4α1α2+α1+α2 + n−1).
This completes the proof for d = 2. In the case of general dimension d with heterogeneous
smoothness index α = (α1, . . . , αd)
>, the upper bound takes the form
E
(
σ̂2d − σ2
)2 . n−1 + n−2( d∏
k=1
hk
)−1
+
d∑
k=1
h4αkk
and we choose hk  n−2α/(αk(4α+d)). This completes the proof.
C.2 Proof of Proposition 2
Proof. Given the proof of Theorem 2, the proof here is relatively straightforward. We will
thus only present the construction of the hardest sub-problem. For simplicity, we will only
prove the case for d = 2. We also only consider the regime of (α1, α2) in which the lower
bound is sub-parametric: 4α1α2 < α1 + α2. Throughout the proof, C represents some
generic positive constant and does not depend on n, and c represents a generic sufficiently
small positive constant which also does not depend on n. In particular, c is always taken to
be smaller than 1. Both C and c might have different values for each occurrence.
Introduce the following constants:
θ2n := h
2α1
1 := h
2α2
2 := cn
− 4α1α2
4α1α2+α1+α2 , N1 := 1/(6h1), N2 := 1/(6h2), (38)
where we tune the constant c in θ2n so that N1 and N2 are both positive integers. We now
specify f(·), distribution ofX, σ2 and distribution of ε in the null and alternative hypotheses,
H0 and H1, respectively.
Choice of σ2: Under H0, let σ
2 = 1 + θ2n. Under H1, let σ
2 = 1.
Choice of ε: Under both H0 and H1, let ε ∼ N (0, 1).
Choice of X: Under both H0 and H1, let X be uniformly distributed on the union
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of the rectangles [(6i1 − 5)h1, (6i1 − 1)h1]× [(6i2 − 5)h2, (6i2 − 1)h2] for i1 ∈ [N1] and
i2 ∈ [N2].
Choice of f(·): Under H0, let f ≡ 0. Under H1, let f be a smooth bump function that
takes value θnri1,i2 on the rectangle [(6i1−5)h1, (6i1−1)h1]×[(6i2−5)h2, (6i2−1)h2], and
then smoothly decays to 0 on the union of the segments {x1 = 6(i1− 1)h1, 0 ≤ x2 ≤ 1}
for i1 ∈ [N1] and {0 ≤ x1 ≤ 1, x2 = 6(i2− 1)h2} for i2 ∈ [N2]. Here, the double indexed
sequence {ri1,i2}i1∈[N1],i2∈[N2] are N1 × N2 i.i.d. symmetric and compactly supported
random variables with distribution G satisfying∫ ∞
−∞
xjG(dx) =
∫ ∞
−∞
xjϕ(x)dx, j = 1, . . . , q,
where q is some odd integer strictly larger than 1 + (α1 + α2)/(2α1α2).
In the definition of f(·) under H1, the existence of the distribution G is guaranteed by Lemma
1 and its range only depends on α1 and α2. The smoothness property of f(·) can be achieved
by mollifying an indicator function.
We only verify Condition (c) in Pmcv,(X,ε), which holds by the convolution formula that
for any 0 ≤ u ≤ 1/2 and 0 ≤ v ≤ 1/2
p
X˜ij
(u, v) =
∫ 1
u
∫ 1
v
pX(t1, t2)pX(t1 − u, t2 − v)dt1dt2
≥
N1∑
i1=du/(6h1)e+1
N2∑
i2=dv/(6h2)e+1
∫ (6i1−1)h1
(6i1−5)h1
∫ (6i2−1)h2
(6i2−5)h2
pX(t1, t2)pX(t1 − u, t2 − v)dt1dt2
≥
N1∑
i1=du/(6h1)e+1
N2∑
i2=dv/(6h2)e+1
(2h1)(2h2) · 9
4
· 9
4
≥ 9
256
for sufficiently large n. A similar calculation holds for all |u| ≤ 1/2 and |v| ≤ 1/2. Therefore,
Condition (c) holds with δ0 = 1/2 and Uδ ≡ [−1, 1]2.
C.3 Proof of Proposition 5
Proof. We employ an iterative usage of pairwise difference. Under the regular design, we
have Yi1,...,id =
∑d
k=1 fk(ik/n
1/d) + σεi1,...,id for (i1, . . . , id) ∈ [n1/d] × . . . × [n1/d], where we
assume without loss of generality that n1/d is an even integer. Let m := n1/d/2 and define
I := {(1, 2), . . . , (2m− 1, 2m)} with cardinality m. For all index pairs (i(1)k , i(2)k ) ∈ I, k ∈ [d],
we have
Y
(i
(1)
1 ,i
(2)
1 ),...,(i
(1)
d ,i
(2)
d )
:=
∑
jk∈{i(1)k ,i
(2)
k },k∈[d]
Yj1,...,jd(−1)
∑d
k=1 1{jk=i(1)k }
=
∑
jk∈{i(1)k ,i
(2)
k },k∈[d]
σεj1,...,jd(−1)
∑d
k=1 1{jk=i(1)k }.
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Clearly, we have E
(
Y
(i
(1)
1 ,i
(2)
1 ),...,(i
(1)
d ,i
(2)
d )
)
= 0 and Var
(
Y
(i
(1)
1 ,i
(2)
1 ),...,(i
(1)
d ,i
(2)
d )
)
= 2dσ2. More
importantly, the newly formed data sequence {Y
(i
(1)
1 ,i
(2)
1 ),...,(i
(1)
d ,i
(2)
d )
}
(i
(1)
k ,i
(2)
k )∈I,k∈[d]
with cardi-
nality md = n/2d is i.i.d. with mean 0 and variance 2dσ2. Therefore, by defining Y to be the
average of this newly formed data sequence and σ̂2 to be
σ̂2 :=
1
n
∑
(i
(1)
k ,i
(2)
k )∈I,k∈[d]
(
Y
(i
(1)
1 ,i
(2)
1 ),...,(i
(1)
d ,i
(2)
d )
− Y
)2
,
we clearly have E
(
σ̂2 − σ2)2 . n−1 for some absolute positive constant C under a finite
fourth moment assumption, which is clearly not improvable. Thus the proof is complete.
C.4 Proof of Proposition 8
Proof. Throughout the proof, C represents a positive constant that only depends α and C0.
Following the argument before the statement of Proposition 8, define
ε
(`)
i :=
∑
k∈[d],k 6=`
fk(Xi,k) + εi
and its variance
σ2(`) :=
∑
k∈[d],k 6=`
Ef2k (Xi,k) + σ2
for all ` ∈ [d]. Clearly, under the mutual independence of the components of (Xi,1, . . . , Xi,d),
it holds that Eε(`)i = 0 and ε
(`)
i is independent of f`(Xi,`). For each ` ∈ [d], by viewing the
model equivalently as Yi = f`(Xi,`) + ε
(`)
i for i ∈ [n] and then applying the univariate kernel
smoother defined in (8), which renders an estimator which we denote as σ̂2(`), we obtain by
Theorem 1
E
(
σ̂2(`) − σ2(`)
)2
= E
σ̂2(`) − ∑
k∈[d],k 6=`
Ef2k (Wi,k)− σ2
2 ≤ Cn− 8α`4α`+1 .
Moreover, letting Y be the average of {Yi}ni=1 and σ̂2Y be the sample variance estimator, that
is, σ̂2Y :=
∑n
i=1(Yi − Y )2/n, it holds that
E
(
σ̂2Y −Var(Y )
)2
= E
σ̂2Y −∑
k∈[d]
Ef2k (Xi,k)− σ2
2 ≤ Cn−1.
Since σ2 =
∑d
`=1 σ
2
(`)−(d−1)Var(Y ), thus by defining σ̂2 :=
∑d
`=1 σ̂
2
(`)−(d−1)σ̂2Y , we obtain
that
E
(
σ̂2 − σ2)2 = E{(σ̂2(1) − σ2(1))+ . . .+ (σ̂2(d) − σ2(d))+ (d− 1)(σ̂2Y −Var(Y ))}2
≤ C
(
n
− 8αmin
4αmin+1 + n−1
)
.
This completes the proof.
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C.5 Proof of Proposition 11
Proof. For simplicity, we only prove the case with two additive components f(X) and g(W )
which are α- and β-Ho¨lder smooth, respectively. Throughout the proof, C represents a generic
fixed positive constant that only depends on α, β, C0 and the joint distribution of (X,W ).
Denote the marginal distribution of X and W as FX and FW . Since the transition boundary
for both α and β is 1/4, we may assume without of loss of generality that 0 < α, β < 1. As
a result, since F−1X and F
−1
W are both Lipschitz with fixed positive constants, f := f ◦ F−1X
and g := g ◦ F−1W are still α- and β-Ho¨lder smooth. With a standard wavelet expansion (cf.
Proposition 2.5 in Meyer [1990]), we can write the model equivalently as
Yi = f1(U1,i) +
2J1∑
j=1
ψj(U1,i)γ1,j + g1(U2,i) +
2J2∑
j=1
ϕj(U2,i)γ2,j + σεi,
where {ψj}∞j=1 and {ϕj}∞j=1 are two sets of orthonormal wavelet basis (with respect to the
Lebesgue measure on [0, 1]), {U1,i}ni=1 = {FX(Xi)}ni=1 and {U2,i}ni−=1 = {FW (Wi)}ni=1 are
two uniform [0, 1] sequences, and ‖f1‖∞ ≤ C(2−αJ1) and ‖g1‖∞ ≤ C(2−βJ2). Define U i :=
(ψ1(U1,i), . . . , ψ2J1 (U1,i), ϕ1(U2,i), . . . , ϕ2J2 (U2,i)) as the new feature vector of length 2
J1 +
2J2 . Without loss of generality, we assume EU i = 0 (a mean shift does not affect the
estimation of variance) and let Σ := Cov(U i). Without loss of generality, we can assume Σ
is strictly positive definite (otherwise we can orthogonalize with respect to the linear span of
(ψ1(U1,i), . . . , ψ2J1 (U2,i), ϕ1(U1,i), . . . , ϕ2J2 (U2,i)) in (39) below), and thus it holds that
Yi = V
>
i γ + f1(U1,i) + g1(U2,i) + σεi, (39)
where γ := Σ1/2(γ1,1, . . . , γ1,2J1 , γ2,1, . . . , γ2,2J2 ), and V i := Σ
−1/2U i.
We now calculate the bias and variance of the estimator σ̂2proj,add defined as
σ̂2proj,add :=
1
n− 1
n∑
i=1
(Yi − Y )2 −
(
n
2
)−1∑
i<j
YiYjV
>
i V i.
Direct calculation shows that∣∣σ̂2proj,add − σ2∣∣ = ∣∣∣Ef21(U1) + Eg21(U2) + 2E(f1(U1)g1(U2))− ∥∥E((f1(U1)− g1(U2))V )∥∥22∣∣∣
. Ef21(U1) + Eg21(U2) +
∥∥E(f1(U1)V )∥∥22 + ‖E(g1(U2)V )‖22
. 2−2αJ1 + 2−2βJ2 +
∥∥E(f1(U1)V )∥∥22 + ‖E(g1(U2)V )‖22.
Moreover, we have∥∥E(f1(U1)V )∥∥22 = sup‖a‖≤1
(
E
(
f1(U1)V
>a
))2 ≤ Ef21(U1) · sup
‖a‖≤1
{
a>E(V V >)a
}
. 2−2αJ1 ,
where the last inequality again follows by the identity covariance of V . Similarly, it holds
that ‖E(g1(U2)V )‖22 . 2−2βJ2 . We therefore conclude that the bias of σ̂2proj,add is smaller than
the order 2−2αJ1 + 2−2βJ2 .
Next, we calculate the variance of σ̂2proj,add. For this, it suffices to upper bound the variance
of
∑n
i=1(Yi−Y )2/(n−1) and
(
n
2
)−1∑
i<j YiYjV
>
i V j . The first variance is clearly of the order
n−1 under the boundedness of f(·) and g(·) and the fact that Eε4i ≤ Cε, so we focus on the
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second variance. Direct calculation shows that
Var
∑
i<j
YiYjV
>
i V j

=
∑
i<j,i′<j′
(
E
(
YiYjYi′Yj′(V
>
i V j)(V
>
i′V j′)
)
− E
(
YiYjV
>
i V j
)
E
(
Yi′Yj′V
>
i′V j′
))
. (40)
When i, j, i′, j′ take four different values, the above summand is clearly 0. When they take 3
values (i = i′ < j < j′), denoting zi := f1(U1,i) + g1(U2,i), i ∈ [n], we have
E
(
Y 2i YjYj′(V
>
i V j)(V
>
i V j′)
)
= E
(
(zi + V
>
i γ + σεi)
2(zj + V
>
j γ + σεj)(zj′ + V
>
j′γ + σεj′)(V
>
i V j)(V
>
i V j′)
)
.
Next, we expand the above display and upper bound each term individually. For simplicity,
we only show the calculation for the following dominating term and the other terms follow
similarly.
E
(
(V >i γ)
2(V >j γ)(V
>
j′γ)(V
>
i V j)(V
>
i V j′)
)
= E
(
(V >j γ)V
>
j
(
(V >i γ)
2V iV
>
i
)
V j′(V
>
j′γ)
)
= E
(
γ>V jV >j
)
E
(
(V >i γ)
2V iV
>
i
)
E
(
V j′V
>
j′γ
)
= γ>E
(
(V >i γ)
2V iV
>
i
)
γ
= E(V >i γ)4,
where in the second equality we use the independence of V i,V j ,V j′ and in the third equality
we use the fact that E(V >i V i) = Cov(V i) = IL since EV i = Σ−1/2EU i = 0, where L :=
2J1 + 2J2 . Moreover, by definition, it holds that
∣∣V >i γ∣∣ = |f(Xi) + g(Wi)− zi| ≤ ‖f‖∞ +
‖g‖∞ + |zi| ≤ C due to the boundedness of f(·), g(·) and |zi|. This concludes that when
i, j, i′, j′ take three different values, the summand in (40) can be upper bounded by a fixed
constant. When they take two different values (i = i′, j = j′), we have
E
(
Y 2i Y
2
j (V
>
i V j)
2
)
= E
(
(zi + V
>
i γ + σεi)
2(zj + V
>
j γ + σεj)
2(V >i V j)
2
)
.
We again upper bound the dominating term in the expansion of the above display.
E
(
(V >i γ)
2(V >j γ)
2(V >i V j)
2
)
≤ CE(V >i V j)2 = CTr(IL) = CL,
where we again use the fact that (V >i γ) and (V
>
j γ) are bounded by a fixed constant. Putting
together the pieces, we obtain that
Var
(
σ̂2proj,add
) ≤ C(n−1 + n−4(n3 + n2L)) = Cn+ 2J1 + 2J2
n2
.
Optimal choice of 2J1  n2/(4α+1) and 2J2  n2/(4β+1) then gives the desired error bound.
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C.6 Proof of Proposition 12
Proof. We use H∗ as a shorthand for Hδ∗ . Fix any α ≥ α∗. Define the oracle bandwidth
h∗ :=
n−1, α > 1/4,max{h ∈ H∗ : h2α ≤ c√log n/(n2h)}, 0 < α ≤ 1/4,
for some positive constant c to be specified later. When 0 < α ≤ 1/4, h∗ is taken to
be n−2/(4α+1) if the set being maximized is empty. If not, then it holds that (2h∗)2α >
c
√
log n/(2n2h∗), and thus (h∗)2α √log n/(n2h∗), or h∗  (log n/n2)1/(4α+1).
We first prove that with high probability, we have ĥδ∗ ≥ h∗. For this, we have
P
(
ĥδ∗ < h
∗
)
≤ P
(
∃h ∈ H∗, h ≤ h∗,
∣∣σ̂2(h)− σ̂2(h∗)∣∣ ≥ τ√log n/(n2h))
≤
∑
h∈H∗,h≤h∗
P
(∣∣σ̂2(h)− σ̂2(h∗)∣∣ ≥ τ√log n/(n2h))
≤
∑
h∈H∗,h≤h∗
P
(∣∣σ̂2(h)− σ2∣∣ ≥ τ
2
√
log n/(n2h)
)
+ |H∗| · P
(∣∣σ̂2(h∗)− σ2∣∣ ≥ τ
2
√
log n/(n2h∗)
)
.
We now upper bound each probability in the above summation for any h ≤ h∗. As in the
proof of Theorem 1, denote the two U-statistics on the numerator and denominator of σ̂2(h)
as U1,U2, with corresponding mean values θ1, θ2. That is,
θ1 := E
{
Kh(Xi −Xj)(Yi − Yj)2/2
}
and θ2 := EKh(Xi −Xj).
Define the “good” event E := {U2 ≥ θ2/2} and Ec as its complement, then it holds that
P
(∣∣σ̂2(h)− σ2∣∣ ≥ τ
2
√
log n/(n2h)
⋂
E
)
≤ P
(∣∣U1 − U2σ2∣∣ ≥ τ
θ2
√
log n/(n2h)
)
= P
(∣∣(U1 − θ1) + (θ1 − θ2σ2) + (U2 − θ2)∣∣ ≥ τ
θ2
√
log n/(n2h)
)
≤ P
(
|(U1 − θ1)| ≥ τ
4θ2
√
log n/(n2h)
)
+ P
(
|(U2 − θ2)| ≥ τ
4θ2
√
log n/(n2h)
)
,
where the last inequality follows from the fact h ≤ h∗ and the bound ∣∣θ1 − θ2σ2∣∣ . h2(α∧1)
calculated in the proof Theorem 1. By choose u  log n and v  log n/(nh) in Lemma 5 and
τ to be sufficiently large, it holds that
P
(
|U2 − θ2| ≥ τ
4θ2
√
log n/(n2h)
)
. n−C
for arbitrarily large C. Furthermore, for sufficiently large τ and η in Lemma 20 below,
choosing the same u and v yields that
P
(
|U1 − θ1| ≥ τ
4θ2
√
log n/(n2h)
)
. n−C
for arbitrarily large C. This, combined with the calculation
P(Ec) . exp(−θ22n/16) + exp(−θ22n2h/16)
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in the proof of Theorem 1, concludes that P(E˜c) . n−C , where E˜ :=
{
ĥδ∗ < h
∗
}
. Therefore,
we have
E
(
σ̂2adapt − σ2
)2 . E{(σ̂2adapt − σ2)21{E˜c}}+ E{(σ̂2adapt − σ̂2(h∗))21{E˜}}+ E{(σ̂2(h∗)− σ2)2}
. n−C + log n
n2h∗
+
(
n−1 + (h∗)4(α∧1) + (n2h∗)−1
)
.
(
log n
n2
)4α/(4α+1)
+ n−1.
This completes the proof.
C.7 Proof of Proposition 13
Proof. Note that the desired result is equivalent to the following statement:
inf
σ˜2
max
 supf∈Λα1 (CF )
σ2≤Cσ ,P(X,ε)∈Padaptcv,(X,ε)
E
(
(σ˜2 − σ2)/φn,α1
)2
, sup
f∈Λα2 (CF )
σ2≤Cσ ,P(X,ε)∈Padaptcv,(X,ε)
E
(
(σ˜2 − σ2)/φn,α2
)2
 ≥ c
for sufficiently large n and sufficiently small c. By applying Lemma 21 with A = {α1, α2}
with α∗ ≤ α1 < α2, it suffices to lower bound the adaptive minimax rate under measure P˜
defined therein. More precisely, we will prove that for n ≥ n0 with some sufficiently large n0,
inf
σ˜2
max
 supf∈Λα1 (CF )
σ2≤Cσ ,P(X,ε)∈Padaptcv,(X,ε)
EP˜
(
(σ˜2 − σ2)/φn,α1
)2
, sup
f∈Λα2 (CF )
σ2≤Cσ ,P(X,ε)∈Padaptcv,(X,ε)
EP˜
(
(σ˜2 − σ2)/φn,α2
)2
 > c
for some sufficiently small positive c. In order to show this, we will prove that, for any n ≥ n0
and any estimator σ˜2, if
sup
σ2≤Cσ
sup
f∈Λα2 (CF )
sup
P(X,ε)∈Padaptcv,(X,ε)
EP˜
(
(σ˜2 − σ2)/φn,α2
)2 ≤ c, (41)
then it holds that
sup
σ2≤Cσ
sup
f∈Λα1 (CF )
sup
P(X,ε)∈Padaptcv,(X,ε)
EP˜
(
(σ˜2 − σ2)/φn,α1
)2
> c. (42)
If α2 > 1/4, then φn,α2  n−1/2, and we can choose a sufficiently small c such that (41)
never holds. Therefore, in what follows, we will assume α∗ ≤ α1 < α2 ≤ 1/4, in which case
φn,αi  (log n/n2)2αi/(4αi+1) for i = 1, 2.
We will now apply Lemma 22. To this end, we adopt a two-point method and introduce
the two probability measures P˜0 and P˜1 (conditioning on a fixed realization of m ∼ Poi(2n))
as follows. Introduce
hn = c
(
log n
n2
)1/(4α1+1)
and N := Nn := h
−1
n ,
where c is some sufficiently small constant tuned such that N is a positive integer. Let Q be
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a discrete distribution that takes value 0 with probability 1/2, −1 with probability 1/4 and
1 with probability 1/4. It then can be readily checked that m1(Q) = 0 and m2(Q) = 1/2.
Choice of ε: Under H0, let ε ∼ (1 + h2α1n /2)−1/2((hα1n Q) ∗ N (0, 1)). Under H1, let
ε ∼ N (0, 1).
Choice of σ2: Under H0, let σ
2 = 1 + h2α1n /2. Under H1, let σ
2 = 1.
Choice of X: Under both H0 and H1, let X be uniformly distributed on the union of
the intervals [(6i− 5)hn, (6i− 1)hn] for i ∈ [N ].
Choice of f(·): Under H0, let f ≡ 0. Under H1, let f take the value hα1n ri on [(6i −
5)hn, (6i− 1)hn], where {ri}Ni=1 are N i.i.d. variables with law Q.
Clearly, by the boundedness of Q, H0 belongs to the model class indexed by the smoothness
index α2, and H1 belongs to the model class indexed by α1. Moreover, the absolute difference
in σ2 under H0 and H1 is lower bounded by the order h
2α1
n  (log n/n2)2α1/(4α1+1).
Denote p˜0 and p˜1 as the densities of P˜0 and P˜1. Define fmax := d2/(1− 4α1)e+ 1 and let
di be the number of X’s that fall into [(6i− 5)hn, (6i− 1)hn] for each i ∈ [N ]. Consider the
following event
E :=
{
{m ≤ 3n}
⋂
{ max
1≤i≤N
di ≤ fmax}
}
.
Note that under both P˜0 and P˜1, the sequence {di}Ni=1 are i.i.d. Poisson variables with mean
2n/N . Thus, a standard Poisson tail estimate and Lemma 23 imply that the event E has
asymptotic probability 1 under both P˜0 and P˜1. Next, we calculate the χ2 distance between
P˜0 and P˜1 conditioning on the event E . First, we have∫
p˜21
p˜0
1{E} =
∫
p(m)p(x1, . . . , xm)1{E}
∫ N∏
j=1
p21,j
p0,j
=
∫
p(m)p(x1, . . . , xm)1{E}
∫ N∏
j=1
(
1 + χ2(p1,j , p0,j)
)
,
where p(m) and p(x1, . . . , xm) are the pmf and pdf of m and {Xi}mi=1 under both P˜0 and P˜1,
and p0,j is the conditional density of all those Yi’s with corresponding Xi ∈ [(6j− 5)hn, (6j−
1)hn] and similarly for p1,j .
We now upper bound each χ2(p0,j , p1,j), where we assume that there are dj Xi’s that
belong to [(6j − 5)hn, (6j − 1)hn]. Write d instead of dj for short. Here, d is a random
variable that only depends on m and {Xi}mi=1, and on the event E , we have d ≤ fmax.
Clearly, if d = 0 or 1, then χ2(p0,j , p1,j) = 0. Assume d ≥ 2. Assume for simplicity that the
d data points are y1, . . . , yd. Then, by definition of P˜0, we have
p˜0,j ≥ (1/2)fmaxϕ(y1) . . . ϕ(yd) ≥ cϕ(y1) . . . ϕ(yd).
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On the other hand, we have by direct calculation∫
p˜20,j/(ϕ(y1) . . . ϕ(yd)) = Es1,...,sd∼hα1Q
s˜1,...,s˜d∼hα1Q
exp
(
d∑
i=1
sis˜i
)
,∫
p˜21,j/(ϕ(y1) . . . ϕ(yd)) = Et,t˜∼hα1Qexp(dtt˜),∫
p˜0,j p˜1,j/(ϕ(y1) . . . ϕ(yd)) = Et,s1,...,sd∼hα1Qexp
(
d∑
i=1
tsi
)
.
We therefore conclude that
χ2(p0,j , p1,j) .
∞∑
k=1
1
k!
∑
1≤i1,...,ik≤d
(
Es1,...,sd∼hα1Q(si1 . . . sik)− Et∼hα1Qtk
)2
:=
∞∑
k=1
1
k!
∑
1≤i1,...,ik≤d
∆2i1,...,ik .
For any k ≥ 1, if (i1, . . . , ik) are all identical, then ∆i1,...,ik = 0. More generally, if (i1, . . . , ik)
take ` different values, where ` ≤ d ≤ fmax on the event E , there are
(
d
`
)
ways of choosing
` different values among [d], and there are a total of
(
k−1
`−1
)
ways to distribute ` values in
(i1, . . . , ik), thus we obtain the estimate
∞∑
k=1
1
k!
∑
1≤i1,...,ik≤d
∆2i1,...,ik ≤
∞∑
k=2
1
k!
k∑
`=2
h2α1k
(
d
`
)(
k − 1
`− 1
)
=
fmax∑
`=2
(
d
`
) ∞∑
k=`
1
k!
h2α1k
(
k − 1
`− 1
)
.
For each 2 ≤ ` ≤ fmax, by the Stirling’s formula, we have
∞∑
k=`
1
k!
h2α1k
(
k − 1
`− 1
)
.
∞∑
k=`
h2α1k
kk+1/2e−k
(
ek
`
)k .
∞∑
k=`
(e2h2α1)k
k1/2`k
. h2α1`.
Next, using the trivial bound
(
d
`
) ≤ d2f `−2max, we obtain that χ2(p˜0,j , p˜1,j) . d2h4α1 if d ≥ 2.
This implies that ∫
p˜21
p˜0
1{E} .
∫
p(m)p(x1, . . . , xm)
N∏
j=1
(
1 + χ2j
)
,
where χ2j = 0 for dj = 0, 1 and χ
2
j ≤ d2jh4α1 for dj ≥ 2. Next,
N∏
j=1
(
1 + χ2j
)
= 1 +
N∑
j=1
χ2j +
∑
1≤i<j≤N
χ2iχ
2
j + . . .+
∑
1≤i1<...<iN≤N
χ2i1 . . . χ
2
iN
.
Consider the kth term in the above display. Note that on the event E , we have ∑Nj=1 dj ≤ 3n,
thus there are at most (3n/2) j’s with dj ≥ 2. Then, using the estimate
(
n
k
) ≤ nk/k!, we have∑
1≤i1<...<ik≤N
χ2i1 . . . χ
2
ik
≤
(
(3n/2)
k
)
h4kα1d2i1 . . . d
2
ik
≤ C
knk
k!
h4kα1d2i1 . . . d
2
ik
.
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We therefore conclude that∫
p˜21
p˜0
1{E} ≤ Ed1,...,dN∼Poi(2n/N)
(
1 +
N∑
k=1
Cknkh4α1k
k!
d21 . . . d
2
k
)
≤ 1 +
∞∑
k=1
(c log n)k
k!
= nc
for some sufficiently small constant c. Then, by Lemma 22 and the calculation
ε
√
IE
∆
. n
c/2(log n/n2)4α2/(4α2+1)
(log n/n2)4α1/(4α1+1)
→ 0,
where ∆, I, ε are defined as in Lemma 22, we conclude that for sufficiently large n and any
considered estimator σ˜2, if (41) holds, then (42) will follow. This shows that, even over two
smooth classes α ∈ {α1, α2}, the adaptive minimax rate can be no faster than φn,α.
C.8 Supporting Lemmas
Lemma 18. Suppose f ∈ Λα(CF ) and σ2 ≤ Cσfor some fixed constants CF , Cσ, and the
joint distribution of (X, ε) satisfies the conditions in Pmcv,(X,ε). Then, the U-statistic U1
defined in the proof of Proposition 1 satisfies
E(U1 − θ1)2 ≤ C(n−1 ∨ n−2(h1h2)−1)
for some positive constant C that only depends on MK ,MK ,α, CF , Cσ, C0, Cε.
Proof. Denote g as the kernel of U1, that is,
g(Di,Dj) := Kh1(Xi,1 −Xj,1)Kh2(Xi,2 −Xj,2)(Yi − Yj)2/2, Di := (Xi, εi)>.
Then, it holds that
Var(U1) =
(
n
2
)−1 ∑
i<j,i′<j′
E
{
(g(Di,Dj)− θ1)
(
g(Di′ ,Dj′)− θ1
)}
.
When i, j, i′, j′ take four different values, the expectation is zero. Using a similar argument
as in the proof of Lemma 4, when i, j, i′, j′ take three different values, it holds that
E
{
(g(Di,Dj)− θ1)
(
g(Di′ ,Dj′)− θ1
)}
= O(1).
When they take two different values,
E
{
(g(Di,Dj)− θ1)
(
g(Di′ ,Dj′)− θ1
)}
= O((h1h2)
−1).
We therefore conclude that
Var(U1) .
n3 + n2(h1h2)
−1
n4
 n−1 + n−2(h1h2)−1.
This completes the proof.
Lemma 19. Suppose h1h2 & n−(2−δ) for some 0 < δ < 2, and the joint distribution of (X, ε)
satisfies the conditions in Pmcv,(X,ε) Then, for any u, v > 0, the U-statistic U2 defined in the
proof of Theorem 1 satisfies
P
(
|U2 − θ2| ≥ C(v1/2n−1/2 + u1/2n−1(h1h2)−1/2)
)
≤ C(exp(−u) + exp(−v))
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for sufficiently large n and
E(U2 − θ2)2 ≤ C(n−1 ∨ n−2(h1h2)−1),
where C is some positive constant that only depends on MK ,MK ,α, C0.
Proof. The proof is similar to that of Lemma 5. In the application of Lemma 9, the five
quantities are of the order B1 . 1, B2 . (h1h2)−1, B3 ≤ n1/2(h1h2)−1/2, ν21 . 1, ν22 .
(h1h2)
−1. Therefore, for any u, v > 0, it holds that
P(|U2 − θ2| ≥ a1v1/2 + a2v + b1u1/2 + b2u+ b3u3/2 + b4u2) ≤ C(exp(−v) + exp(−u)),
where a1 . n−1/2, a2 . n−1, b1 . n−1(h1h2)−1/2, b2 . n−1, b3 . n−3/2(h1h2)−1/2, b4 .
n−2(h1h2)−1. Under the condition that h1h2 = Ω(n−(2−δ)) for some δ > 0 and n is sufficiently
large, the dominant terms in the above inequality are a1 and b1, that is,
n−1/2 ∨ n−1(h1h2)−1/2.
This proves the first part of the theorem. The expectation version follows by Lemma 6.
Lemma 20. Suppose the conditions of Proposition 12 hold. For the U-statistic U1 defined
therein, suppose h & n−(2−δ) for some 0 ≤ δ ≤ 2. Then, for any η > 0, there exists some
positive constant C = C(MK ,MK , α, η) such that
P
(
|U1 − θ1| ≥ C(v1/2n−1/2 + u1/2n−1h−1/2)
)
≤ C(exp(−u) + exp(−v)) + n−η.
Proof. Denote g1 as the kernel of U1, and consider its truncated version of defined as
g1(Di, Dj) :=
1
2h
K
(
X˜ij
h
)
{(f(Xi)− f(Xj)) + ε˜ij}21{|εi| ≤ κn}1{|εj | ≤ κn},
where Di = (Xi, εi) and κn is some truncation parameter satisfying κn ↑ ∞ as n → ∞ to
be specified later. We first consider the concentration of g1 around its mean value θ1 :=
E{g(Di, Dj)}. For this, we will make use of Lemma 9 by upper bounding the 5 quantities
B1, B2, B3, ν
2
1 , ν
2
2 therein.
For B1, denoting g˜1(D) = E{g1(D,Dj) | D}, it holds that
g˜1(Di) = E
{
1
2h
K
(
X˜ij
h
)
((f(Xi)− f(Xj)) + ε˜ij)21{|εi| ≤ κn}1{|εj | ≤ κn} | Di
}
. E
{
1
h
K
(
X˜ij
h
)
(|Xi −Xj |2α + ε˜2ij)1{|εi| ≤ κn}1{|εj | ≤ κn} | Di
}
. E
{
1
h
K
(
X˜ij
h
)
|X˜ij |2α | Xi
}
+ E
{
1
h
K
(
X˜ij
h
)
ε˜2ij1{|εi| ≤ κn} | Xi, εi
}
.
For the first term, we have
E
{
1
h
K
(
X˜ij
h
)
|X˜ij |2α | Xi
}
=
∫
1
h
K
(
u−Xi
h
)
|u−Xi|2αpX(u)du
=
∫
K(v)|vh|2αpX(Xi + vh)dv ≤ sup
u∈R
pX(u)h
2α
∫
K(v)|v|2αdv . h2α.
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For the second term, we obtain similarly that
E
{
1
h
K
(
X˜ij
h
)
ε˜2ij1{|εi| ≤ κn} | Xi, εi
}
. (ε2i + σ2)1{|εi| ≤ κn} . κ2n + σ2.
Putting together the pieces and using the fact that κn ↑ ∞ as n→∞, we obtain that
B1 = ‖g˜1‖∞ . κ2n.
Moreover, with similar analysis, it can be readily checked that ν21 . 1.
For B2, it holds that
|g1(Di, Dj)| .
1
h
K
(
X˜ij
h
){
(f(Xi)− f(Xj))2 + ε˜2ij
}
1{|εi| ≤ κn}1{|εj | ≤ κn}
. 1
h
K
(
X˜ij
h
){
|X˜ij |2α + ε˜2ij
}
1{|εi| ≤ κn}1{|εj | ≤ κn}
. 1
h
K
(
X˜ij
h
)∣∣∣∣∣X˜ijh
∣∣∣∣∣
2α
h2α +
1
h
K
(
X˜ij
h
)
κ2n .
1
h
κ2n.
We therefore conclude that B2 = ‖g1‖∞ . h−1κ2n.
For B3, we have
B23 = n sup
Di
E
{
g21(Di, Dj) | Di
}
= n sup
Di
E
{
1
h2
K2
(
X˜ij
h
)
(f(Xi)− f(Xj) + ε˜ij)41{|εi| ≤ κn}1{|εj | ≤ κn} | Xi, εi
}
. nMK
h
E
{
1
h
K
(
X˜ij
h
){
(f(Xi)− f(Xj))4 + ε˜4ij
}
1{|εi| ≤ κn}1{|εj | ≤ κn} | Xi, εi
}
. nMK
h
E
{
1
h
K
(
X˜ij
h
)∣∣∣X˜ij∣∣∣4α | Xi, εi}+ nMK
h
E
{
1
h
K
(
X˜ij
h
)
ε˜4ij1{|εi| ≤ κn}1{|εj | ≤ κn} | Xi, εi
}
.
Now, using similar calculation in the analysis of B1, it holds that
E
{
1
h
K
(
X˜ij
h
)∣∣∣X˜ij∣∣∣4α | Xi, εi} . h4α,
E
{
1
h
K
(
X˜ij
h
)
ε˜4ij1{|εi| ≤ κn}1{|εj | ≤ κn} | Xi, εi
}
. κ4n.
Putting together the pieces, we conclude that B3 . κ4nnh−1.
Lastly, for ν22 , we have
ν22 = E
{
g21(Di, Dj)
}
. E
{
1
h2
K2
(
X˜ij
h
)
(f(Xi)− f(Xj) + ε˜ij)4
}
. h−1E
{
1
h
K
(
X˜ij
h
)
|f(Xi)− f(Xj)|4
}
+
MK
h
E
{
1
h
K
(
X˜ij
h
)
ε˜4ij
}
. h−1(h4α + E(ε4i )) . h−1.
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Define U1 to be the U-statistic generated by the kernel g1, that is, U1 :=
(
n
2
)−1∑
i<j g1(Di, Dj),
and define θ1 to be the mean value E{g1(Di, Dj)}. Define the event E := {|εi| ≤ κn for all i ∈ [n]}.
Then, we have for any t ≥ 0,
P(|U1 − θ1| ≥ t) = P
(∣∣U1 − θ1∣∣ ≥ t⋂ E)+ P(Ec)
≤ P(∣∣U1 − θ1∣∣ ≥ t− ∣∣θ1 − θ1∣∣)+ P(Ec).
For the first term, we have by Lemma 9 that, for any given u, v > 0, it holds that
P
(∣∣U1 − θ1∣∣ ≥ a1v1/2 + a2v + b1u1/2 + b2u+ b3u3/2 + b4u2) ≤ C(exp(−u) + exp(−v)),
where a1 . n−1/2, a2 . κ2n/n, b1 . n−1h−1/2, b2 . n−1κ2n, b3 . κ2nn−3/2h−1/2, b4 . n−2h−1κ2n.
Choosing κn = κ
√
log n for some sufficiently large constant κ, then as long as h = Ω(n−(2−δ))
for some δ > 0, then the dominant terms in the above inequality are a1 and b1, that is,
n−1/2 ∨ n−1h−1/2.
Therefore, Lemma 6 implies that
E
(∣∣U1 − θ1∣∣) ≤ C(n−1/2 ∨ n−1h−1/2).
Now we calculate the difference between θ1 and θ1. By definition, we have∣∣θ1 − θ1∣∣ =
∣∣∣∣∣E
{
1
h
K
(
X˜ij
h
)
(f(Xi)− f(Xj) + ε˜ij)21
{
|εi| ≥ κn
⋃
|εj | ≥ κn
}}∣∣∣∣∣
.
∣∣∣∣∣E
{
1
h
K
(
X˜ij
h
)
(f(Xi)− f(Xj) + ε˜ij)21{|εi| ≥ κn}
}∣∣∣∣∣
.
∣∣∣∣∣E
{
1
h
K
(
X˜ij
h
)
(f(Xi)− f(Xj))21{|εi| ≥ κn}
}∣∣∣∣∣+
∣∣∣∣∣E
{
1
h
K
(
X˜ij
h
)
ε˜2ij1{|εi| ≥ κn}
}∣∣∣∣∣
. h2αP(|εi| ≥ κn) + E
{
ε2i1(|εi| ≥ κn)
}
. h2αn−κ2/(2κ2ε) + κ2εn−κ
2/(4κ2ε),
where the second line is by symmetry, and in the last line we use the sub-Gaussianity of εi.
Therefore, as long as h = Ω(n−(2−δ)) for some δ > 0, by choosing κ large enough (depending
only on δ, κε, u, v), it holds that∣∣θ1 − θ1∣∣ = o(a1v1/2 + a2v + b1u1/2 + b2u+ b3u3/2 + b4u2).
Lastly, by the sub-Gaussanity of εi, it holds that
P(Ec) ≤ nP(|εi| ≥ κn) . n−η
for sufficiently large η by choosing κ correspondingly large enough. This completes the
proof.
The following Poissonization lemma reduces the original problem of Proposition 13 into
the case with a random sample size, which facilitates the calculation of χ2 distance. We
introduce some notation. Consider the following experiment: for any given positive integer
n, f(·), σ, distribution pX(·) of X, and distribution pε(·) of ε,
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• generate m ∼ Poi(2n);
• generate X1, . . . , Xm ∼ pX and ε1, . . . , εm ∼ pε;
• generate Yi = f(Xi) + σεi for each i ∈ [m].
Denote the original experiment and the above experiment as P and P˜, respectively, where we
omit the dependence on n, f(·), σ, distribution pX(·) of X, and distribution pε(·) of ε.
Lemma 21 (Poissonization). Let φn,α be defined as in Proposition 13. For any fixed α∗ > 0
and set A ⊂ [α∗,∞), the following inequality holds:
inf
σ˜2
sup
α∈A
sup
σ2≤Cσ
sup
f∈Λα(CF )
sup
P(X,ε)∈Pcv,(X,ε)
EP
(
(σ˜2 − σ2)/φn,α
)2
≥ inf
σ˜2
sup
α∈A
sup
σ2≤Cσ
sup
f∈Λα(CF )
sup
P(X,ε)∈Pcv,(X,ε)
EP˜
(
(σ˜2 − σ2)/φn,α
)2 − 4nC2σexp(−n/6).
Proof. Define the event E := {m ≥ n}, where m ∼ Poi(2n). Then, a standard tail estimate
has P(E) ≥ 1− e−n/6. For the adaptive minimax rate under P˜, we have
inf
σ˜2
sup
α∈A
sup
σ2≤Cσ
sup
f(·),P(X,ε)
EP˜
(
(σ˜2 − σ2)/φn,α
)2
= inf
σ˜2
sup
α∈A
sup
σ2≤Cσ
sup
f(·),P(X,ε)
EP˜
{(
(σ˜2 − σ2)/φn,α
)2
(1{E}+ 1{Ec})
}
= inf
σ˜2≤Cσ
sup
α∈A
sup
σ2≤Cσ
sup
f(·),P(X,ε)
EP˜
{(
(σ˜2 − σ2)/φn,α
)2
(1{E}+ 1{Ec})
}
≤ inf
σ˜2≤Cσ
sup
α∈A
sup
σ2≤Cσ
sup
f(·),P(X,ε)
EP˜
{(
(σ˜2 − σ2)/φn,α
)2
1{E}
}
+ 4nC2σ · sup
σ2≤Cσ
sup
f(·),P(X,ε)
P˜(Ec)
≤ inf
σ˜2
sup
α∈A
sup
σ2≤Cσ
sup
f(·),P(X,ε)
EP˜
{(
(σ˜2 − σ2)/φn,α
)2
1{E}
}
+ 4nC2σexp(−n/6)
≤ inf
σ˜2=σ˜2({(Xi,Yi)}ni=1)
sup
α∈A
sup
σ2≤Cσ
sup
f(·),P(X,ε)
EP˜
{(
(σ˜2 − σ2)/φn,α
)2
1{E}
}
+ 4nC2σexp(−n/6)
≤ inf
σ˜2
sup
α∈A
sup
σ2≤Cσ
sup
f(·),P(X,ε)
EP
{(
(σ˜2 − σ2)/φn,α
)2}
+ 4nC2σexp(−n/6).
This completes the proof.
The following lemma will also be used in the proof of Proposition 13, and is a slight
variation of the constrained risk inequality derived in Brown and Low [1996] (see Theorem 1
therein). We first introduce some notation. Consider some measurable space equipped with
a class of probability measures {Pθ}θ∈Θ, where (Θ, d) is a metric space. For each θ ∈ Θ, let
fθ be the density of Pθ with respect to some common dominating measure ν, and denote by
Eθ the expectation under the measure Pθ. For any estimator T of θ, define its risk as
Rθ := R(θ, T ) := Eθ(T − θ)2 =
∫
(T (x)− θ)2fθ(x)ν(dx).
Now, fix two measures Pθ1 and Pθ2 , and let E be a measurable set. Define
IE := I(θ1, θ2, E) = Eθ1(q2(X)1{X ∈ E}),
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where q(x) := fθ2(x)/fθ1(x).
Lemma 22. Let ∆ := d(θ1, θ2) and assume that, for certain estimator T , R(θ1, T ) ≤ ε2 and
0 < ε < ∆((Pθ2(E)/
√
IE) ∧ 1). Then,
R(θ2, T ) ≥ ∆2Pθ2(E)2
(
1− 2ε
√
IE
Pθ2(E)∆
)
.
Proof. We follow the proof of Theorem 1 in Brown and Low [1996] by considering the same
estimator T therein which minimizes R(θ2, T ) subject to the condition R(θ1, T ) ≤ ε2. Then,
with ρ defined therein, we have
T (x) =
ρ∆q(x)
1 + ρq(x)
and R(θ1, T ) = ε
2, so that (see Equation (2.6) in the proof of Theorem 1 in Brown and Low
[1996])
ε2 = ∆2
∫ (
ρq(x)
1 + ρq(x)
)2
fθ1(x)ν(dx)
under the condition ε < ∆. Then, by Cauchy-Schwarz,
ε
√
IE = ∆
(∫ (
ρq(x)
1 + ρq(x)
)2
fθ1(x)ν(dx)
)1/2(∫
q2(x)fθ1(x)1E(x)ν(dx)
)1/2
≥ ∆
∫
ρq(x)
1 + ρq(x)
fθ2(x)1E(x)ν(dx).
Then, under the condition ε
√
IE ≤ ∆Pθ2(E), we have(
∆Pθ2(E)− ε
√
IE
)2 ≤ ∆2(Pθ2(E)− ∫ ρq(x)1 + ρq(x)fθ2(x)1E(x)ν(dx)
)2
= ∆2
(∫
1
1 + ρq(x)
fθ2(x)1E(x)ν(dx)
)2
≤ ∆2
(∫
1
1 + ρq(x)
fθ2(x)ν(dx)
)2
≤ ∆2
∫ (
1
1 + ρq(x)
)2
fθ2(x)ν(dx)
= Rθ2 ,
where the last equality is true due to Equation (2.5) in the proof of Theorem 1 in Brown and
Low [1996]. The statement then follows from (a− b)2 ≥ a2(1− 2b/a) for a, b > 0.
Lemma 23. Suppose X1, . . . , XN are i.i.d. Poisson variables with mean value n/N , where
N = Nn ≥ Cn1+δ for some positive constant δ and absolute constant C. Then, there exists
some positive integer fmax that only depends on δ such that
P
(
max
1≤i≤N
Xi ≤ fmax
)
→ 1
as n→∞.
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Proof. Let λ := n/N . We will show that the above statement holds for fmax = d(1 + δ)/δe.
For each variable Xi and positive integer k, we have
P(Xi ≤ k) =
k∑
`=0
λ`
`!
e−λ = e−λ(1 +
k∑
`=1
(n/N)`/`!).
Therefore, it holds that
P
(
max
1≤i≤N
Xi ≤ k
)
= exp(−n)exp
(
N log
(
1 +
k∑
`=1
(n/N)`/`!
))
= exp(−n)exp
N ∞∑
m=1
1
m
(−1)m−1
k∑
`1,...,`m=1
1
`1! . . . `m!
(n/N)`1+...+`m
.
The exponent in the above display is a polynomial function of (n/N), and clearly the coeffi-
cient for (n/N)1 is 1. Next, we will show next that the coefficients corresponding to (n/N)`
for ` = 2, . . . , k are all zero. For simplicity, we will show this for ` = k. By Lemma 24, the
coefficient for (n/N)k is
1
k!
k∑
m=1
(−1)m−1 1
m
m∑
`=1
`k(−1)m−`
(
m
`
)
=
1
k!
k∑
`=1
(−1)``k−1
k∑
m=`
(
m− 1
`− 1
)
=
1
k!
k∑
`=1
(−1)``k−1
(
m
`
)
= 0,
where the first identity is by direct calculation, the second is the Hockey-Stick identity, and
the third is proved in Ruiz [1996].
Next, we consider the coefficient of (n/N)p for some general p ≥ k + 1, which takes the
form
∞∑
m=1
1
m
(−1)m−1
∑
1≤`1,...,`m≤k
`1+...+`m=p
1
`1! . . . `m!
=
p∑
m=1
1
m
(−1)m−1
∑
1≤`1,...,`m≤k
`1+...+`m=p
1
`1! . . . `m!
≤
p∑
m=1
1
m
mp
p!
. 1
p
pp
p!
. epp−3/2.
Thus, in view of the fact that N ≥ Cn1+δ, we have
∞∑
p=k+1
(n/N)p
∞∑
m=1
1
m
(−1)m−1
∑
1≤`1,...,`m≤k
`1+...+`m=p
1
`1! . . . `m!
.
∞∑
p=k+1
(en
N
)p
p−3/2 . (en/N)k+1.
By definition of fmax, we have (n/N)
fmax+1 → 0 as n→∞, thus P(max1≤i≤N Xi ≤ fmax)→ 1
as n→∞.
Lemma 24. Fix any positive integer k. Then, for any positive integer 1 ≤ m ≤ k, the
following identity holds: ∑
1≤`1,...,`m≤k
`1+...+`m=k
1
`1! . . . `m!
=
1
k!
m∑
`=1
(−1)m−``k
(
m
`
)
.
Proof. We will prove by induction. Denote the LHS by C(m). Suppose the statement holds
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up to m. Using the identity ∑
0≤`1,...,`m+1≤k
`1+...+`m+1=k
k!
`1! . . . `m+1!
(m+ 1)−k = 1,
we obtain the recursive equation
C(m+ 1) +
(
m+ 1
1
)
C(m) + . . .+
(
m+ 1
m
)
C(1) =
(m+ 1)k
k!
.
Therefore, plugging in the equation for C(`), ` = 1, . . . ,m, we obtain that
C(m+ 1) =
(m+ 1)k
k!
−
m∑
`=1
(
m+1
`
)
k!
`−1∑
j=0
(`− j)k(−1)j
(
`
j
)
=
1
k!
(m+ 1)k − m∑
`=1
(
m+ 1
`
)∑`
j=1
jk(−1)`−j
(
`
j
)
=
1
k!
(m+ 1)k − m∑
j=1
jk
m∑
`=j
(−1)`−j
(
`
j
)(
m+ 1
`
).
Thus it suffices to show that
m∑
`=j
(−1)`
(
`
j
)(
m+ 1
`
)
= (−1)m
(
m+ 1
j
)
.
This is indeed true since the LHS equals(
m+ 1
j
) m∑
`=j
(
m+ 1− j
`− j
)
(−1)` =
m−j∑
`=0
(
m+ 1
j
)(
m− j + 1
`
)
(−1)`+j
=
(
m+ 1
j
)
(−1)j
(
m−j+1∑
`=0
(
m− j + 1
`
)
(−1)` + (−1)m−j
)
=
(
m+ 1
j
)
(−1)m,
which completes the proof.
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