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Abstract
This paper exemplifies that saturation is an indispensable struc-
ture on measure spaces to obtain the existence and characterization of
solutions to nonconvex variational problems with integral constraints
in Banach spaces and their dual spaces. We provide a characterization
of optimality via the maximum principle for the Hamiltonian and an
existence result without the purification of relaxed controls, in which
the Lyapunov convexity theorem in infinite dimensions under the sat-
uration hypothesis on the underlying measure space plays a crucial
role. We also demonstrate that the existence of solutions for certain
class of primitives is necessary and sufficient for the measure space to
be saturated.
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1 Introduction
Optimal resource allocation problems in mathematical economics are formu-
lated as an isoperimetric problem of the following form:
inf
f∈L1(µ,Rn)
∫
T
ϕ(t, f(t))dµ
s.t.
∫
T
f(t)dµ = x ∈ Rn+ and f(t) ∈ R
n
+ a.e. t ∈ T
(P)
where (T,Σ, µ) is a measure space and ϕ : T × Rn+ → R is an integrand.
The existence of solutions and the characterization of optimality in terms of
the Euler–Lagrange inequality for variational problem (P) were established
in [6] without any convexity assumptions. One of the prominent features of
their result is the clarification of the role of the classical Lyapunov convexity
theorem, which guarantees the convexity of the integral of a multifunction
with values in finite-dimensional vector spaces, a significant property to de-
rive the necessary condition for optimality employing the separation theorem
and to apply the relaxation technique for the existence. Subsequent works
along this line are found in [2, 3, 4, 5, 7, 9, 12, 16, 18, 19, 20, 27, 28, 30].
Under the nonatomicity of measure spaces, the incorporation of integral
constraints in Banach spaces into the above nonconvex variational problem
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is quite difficult for the existence and characterization of solutions because
of the celebrated failure of the Lyapunov convexity theorem in infinite di-
mensions; see [10]. To overcome this difficulty, we strengthen the notion of
nonatomicity and propose using saturated measure spaces originated in [29]
and then elaborated by [11, 17, 22]. As shown in [15, 23, 25, 26, 33], the
saturation of measure spaces is not only sufficient but also necessary for the
Lyapunov convexity theorem to be true in separable Banach spaces and their
dual spaces. An inevitable consequence of this fact is that it is futile to at-
tempt to obtain a general existence result in infinite dimensions as long as
one sticks to nonatomic measure spaces.
The purpose of this paper is to exemplify that saturation is an indispens-
able structure on measure spaces to obtain the existence and characterization
of solutions to nonconvex variational problems with integral constraints in
separable Banach spaces and their dual spaces. The state constraints are for-
mulated in the Bochner and Gelfand integral settings with control systems
in separable metrizable spaces. The problem under consideration is a general
reduced form of the isometric problem studied in [24, 32, 33], which is an
infinite-dimensional analogue of [6] followed by the forementioned works. We
provide a characterization of optimality via the subgradient like inequality
for the integrand and the state constraint function, which describes the max-
imum principle for the Hamiltonian. Unlike [24, 33], we prove an existence
result without the purification of relaxed controls, in which the compactness
and convexity of the integral of a multifunction with values in infinite dimen-
sions under the saturation hypothesis on the underlying measure space along
the lines of [31, 35] play a crucial role. We also demonstrate that the exis-
tence of solutions for certain class of primitives is necessary and sufficient for
the measure space to be saturated, which provides another characterization
of saturation.
2 Preliminaries
2.1 Bochner Integrals of Multifunctions
Let (T,Σ, µ) be a complete finite measure space and (E, ‖ · ‖) be a Banach
space with its dual E∗ furnished with the dual system 〈·, ·〉 on E∗ × E.
A function f : T → E is strongly measurable if there exists a sequence
of simple (or finitely valued measurable) functions fn : T → E such that
‖f(t) − fn(t)‖ → 0 a.e. t ∈ T ; f is Bochner integrable if it is strongly
measurable and
∫
‖f(t)‖dµ < +∞, where the Bochner integral of f over
A ∈ Σ is defined by
∫
A
fdµ = limn
∫
A
fndµ. Denote by L
1(µ,E) the space
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of (µ-equivalence classes of) E-valued Bochner integrable functions on T ,
normed by ‖f‖1 =
∫
‖f(t)‖dµ, f ∈ L1(µ,E). By the Pettis measurability
theorem (see [10, Theorem II.1.2]), f is strongly measurable if and only if it is
measurable with respect to the norm topology of E whenever E is separable.
A set-valued mapping Γ from T to the family of nonempty subsets of
E is called a multifunction. Denote by co Γ the multifunction defined by
the closure of the convex hull of Γ(t). The multifunction Γ : T ։ E is
measurable if the set {t ∈ T | Γ(t) ∩ U 6= ∅} is in Σ for every open subset U
of E; it is graph measurable if the set gph Γ := {(t, x) ∈ T × E | x ∈ Γ(t)}
belongs to Σ⊗Borel(E, ‖ · ‖), where Borel(E, ‖ · ‖) is the Borel σ-algebra of
(E, ‖·‖) generated by the norm topology. If E is separable, then Borel(E, ‖·‖)
coincides with the Borel σ-algebra Borel(E,w) of E generated by the weak
topology; see [34, Part I, Chap. II, Corollary 2]. It is well-known that for
closed-valued multifunctions, measurability and graph measurability coincide
whenever E is separable; see [8, Theorem III.30]. A function f : T → E is
a selector of Γ if f(t) ∈ Γ(t) a.e. t ∈ T . If E is separable, then by the
Aumann measurable selection theorem, a multifunction Γ with measurable
graph admits a measurable selector (see [8, Theorem III.22]) and it is also
strongly measurable.
Let B be the open unit ball in E. A multifunction Γ : T ։ E is integrably
bounded if there exists ϕ ∈ L1(µ) such that Γ(t) ⊂ ϕ(t)B a.e. t ∈ T . If
Γ is graph measurable and integrably bounded, then it admits a Bochner
integrable selector whenever E is separable. Denote by S1Γ the set of Bochner
integrable selectors of Γ. The Bochner integral of Γ is conventionally defined
as
∫
Γdµ := {
∫
fdµ | f ∈ S1Γ}.
2.2 Gelfand Integrals of Multifunctions
A function f : T → E∗ is weakly∗ scalarly measurable if for every x ∈ E
the scalar function 〈f(·), x〉 : T → R defined by t 7→ 〈f(t), x〉 is measurable.
Denote by L∞(µ,E∗
w∗
) the space of (µ-equivalence classes of) weakly∗ mea-
surable, essentially bounded, E∗-valued functions on T , normed by ‖f‖∞ =
ess supt∈T ‖f(t)‖ <∞. Then the dual space of L
1(µ,E) is given by L∞(µ,E∗
w∗
)
whenever E is separable (see [13, Theorem 2.112]) and the dual system is
given by 〈f, g〉 =
∫
〈f(t), g(t)〉dµ with f ∈ L∞(µ,E∗
w∗
) and g ∈ L1(µ,E).
Denote by Borel(E∗,w ∗) the Borel σ-algebra of E∗ generated by the weak∗
topology. If E is a separable Banach space, then E∗ is separable with re-
spect to the weak∗ topology. Hence, under the separability of E, a func-
tion f : T → E∗ is weakly∗ scalarly measurable if and only if it is Borel
measurable with respect to Borel(E∗,w ∗); see [36, Theorem 1]. Weakly∗
scalarly measurable functions f1, f2 : T → E
∗ are weakly∗ scalarly equivalent
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if 〈f1(t), x〉 = 〈f2(t), x〉 for every x ∈ E a.e. t ∈ T (the exceptional µ-null set
depending on x).
A weakly∗ scalarly measurable function f is weakly∗ scalarly integrable
if the scalar function 〈f(·), x〉 is integrable for every x ∈ E. A weakly∗
scalarly measurable function f is Gelfand integrable over A ∈ Σ if there exists
x∗A ∈ E
∗ such that 〈x∗A, x〉 =
∫
A
〈f(t), x〉dµ for every x ∈ E. The element
x∗A is called the Gelfand integral (or weak
∗ integral) of f over A, denoted by
w ∗-
∫
A
fdµ. Every weakly∗ scalarly integrable function is Gelfand integrable;
see [1, Theorem 11.52]. Denote by G1(µ,E∗) the space of equivalence classes
of E∗-valued Gelfand integrable functions on T with respect to weak∗ scalar
equivalence, normed by ‖f‖G1 = supx∈B
∫
|〈f(t), x〉|dµ. This norm is called
the Gelfand norm and the normed space (G1(µ,E∗), ‖ · ‖G1), in general, is
not complete.
Let Γ : T ։ E∗ be a multifunction. Denote by cow
∗
Γ : T ։ E∗ the
multifunction defined by the weakly∗ closed convex hull of Γ(t). A multi-
function Γ is measurable if the set {t ∈ T | Γ(t) ∩ U 6= ∅} is in Σ for every
weakly∗ open subset U of E∗. If E is separable, then E∗ is a Suslin space, and
hence, a multifunction Γ with measurable graph in Σ⊗Borel(E∗,w ∗) admits
a Borel(E∗,w ∗)-measurable (or equivalently, weakly∗ measurable) selector;
see [8, Theorem III.22].
Let B∗ be the open unit ball of E∗. A multifunction Γ : T ։ E∗ is
integrably bounded if there exists ϕ ∈ L1(µ) such that Γ(t) ⊂ ϕ(t)B∗ for
every t ∈ T . If Γ is integrably bounded with measurable graph, then it
admits a Gelfand integrable selector whenever E is separable. Denote by
S1,w
∗
Γ the set of Gelfand integrable selections of Γ. The Gelfand integral of Γ
is conventionally defined as w ∗-
∫
Γdµ := {w ∗-
∫
fdµ | f ∈ S1,w
∗
Γ }.
2.3 Lyapunov Convexity Theorem in Banach Spaces
In what follows, we always assume the completeness of (T,Σ, µ). Let ΣS =
{A ∩ S | A ∈ Σ} be the σ-algebra restricted to S ∈ Σ. Denote by L1S(µ)
the space of µ-integrable functions on the measurable space (S,ΣS) whose
elements are restrictions of functions in L1(µ) to S. An equivalence relation
∼ on Σ is given by A ∼ B ⇔ µ(A△B) = 0, where A△B is the symmetric
difference of A and B in Σ. The collection of equivalence classes is denoted
by Σ(µ) = Σ/ ∼ and its generic element Â is the equivalence class of A ∈ Σ.
We define the metric ρ on Σ(µ) by ρ(Â, B̂) = µ(A△B). Then (Σ(µ), ρ) is a
complete metric space; see [1, Lemma 13.13]. When the equivalence relation
∼ is restricted to ΣS, we obtain a metric space (ΣS(µ), ρ) as a subspace of
(Σ(µ), ρ). Note that (Σ(µ), ρ) is separable if and only if L1(µ) is separable;
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see [1, Lemma 13.14]. The density densX of a topological space X is the
least cardinality of a dense subset of X . We denote by dens Σ(µ) the density
of the metric space (Σ(µ), ρ) induced by a finite measure space (T,Σ, µ).
Then L1(µ) is separable if and only if dens Σ(µ) ≤ ℵ0.
A finite measure space (T,Σ, µ) is said to be saturated if L1S(µ) is non-
separable for every S ∈ Σ with µ(S) > 0. Several equivalent definitions for
saturation are known; see [11, 14, 17, 22]. One of the simple characteriza-
tions of the saturation property is as follows: (T,Σ, µ) is saturated if and
only if dens ΣS(µ) ≥ ℵ1 for every S ∈ Σ with µ(S) > 0. Since (T,Σ, µ) is
nonatomic if and only if dens ΣS(µ) ≥ ℵ0 for every S ∈ Σ with µ(S) > 0,
saturation implies nonatomicity. An germinal notion of saturation in terms
of the uncountability of densΣ(µ) already appeared in [21, 29]; see also [14,
331Y(e)].
The following characterization of the saturation property will be useful
for many applications.
Proposition 2.1. Let (T,Σ, µ) be a finite measure space and let E be an
infinite-dimensional separable Banach space. Then the following conditions
are equivalent.
(i) (T,Σ, µ) is saturated.
(ii) For every µ-continuous vector measure m : Σ → E, its range m(Σ) is
weakly compact and convex in E.
(iii) For every µ-continuous vector measure m : Σ→ E∗, its range m(Σ) is
weakly∗ compact and convex in E∗.
(iv) For every multifunction Γ : T ։ E, its Bochner integral
∫
Γdµ is
convex.
(v) For every integrably bounded, weakly compact-valued multifunction Γ :
T ։ E with the measurable graph,
∫
Γdµ =
∫
co Γdµ.
(vi) For every multifunction Γ : T ։ E∗, its Gelfand integral w ∗-
∫
Γdµ is
convex.
(vii) For every integrably bounded, weakly∗ compact-valued multifunction Γ :
T ։ E∗ with the measurable graph, w ∗-
∫
Γdµ = w ∗-
∫
cow
∗
Γdµ.
In particular, the implications (i) ⇒ (ii), (iii), (iv), (v) are true for every
separable Banach space.
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Remark 2.1. The equivalence (i) ⇔ (ii) is proven by [23], (i) ⇔ (iii) is
established by [15], and (i)⇔ (iv)⇔ (v)⇔ (vi)⇔ (vii) is due to [31, 35]. For
the Lyapunov convexity theorem in non-separable locally convex Hausdorff
spaces to be valid, dens ΣS(µ) needs to be greater than densE for every
S ∈ Σ with µ(S) > 0; see for the detail [15, 25, 26, 37].
3 Nonconvex Variational Problems with In-
tegral Constraints
3.1 The Case for Bochner Integrals
Let R = R ∪ {±∞} be the extended real line. The domain of an extended
real-valued function V : E → R is the set given by domV = {x ∈ E | V (x) <
+∞}. A function V is said to be proper if domV is nonempty and V (x) >
−∞ for every x ∈ E. The subdifferential of V at x ∈ E with V (x) ∈ R is
the set given by ∂V (x) = {x∗ ∈ E∗ | 〈x∗, y − x〉 ≤ V (y) − V (x) ∀y ∈ E},
where we set ∂V (x) = ∅ whenever V (x) 6∈ R. An element in ∂V (x) is called
a subgradient of V at x. For a convex subset C of E, the normal cone of C
at x ∈ C is the set NC(x) = {x
∗ ∈ E∗ | 〈x∗, y − x〉 ≤ 0 ∀y ∈ C}.
Let X be a topological space endowed with its Borel σ-algebra Borel (X).
A function Φ : T ×X → E is called a Carathe´odory function if t 7→ Φ(t, a)
is measurable for every a ∈ X and a 7→ Φ(t, a) is continuous for every t ∈ T .
If X is a separable metrizable space, then the Carathe´odory function Φ is
Σ⊗Borel (X)-measurable; see [1, Lemma 4.51]. A real-valued Carathe´odory
function ϕ : T ×X → R is called a Carathe´odory integrand.
Denote byM(T,X) the space of measurable functions u : T → X and let
U : T ։ X be a multifunction. The variational problem under consideration
is of the form:
inf
u∈M(T,X)
∫
T
ϕ(t, u(t))dµ
s.t.
∫
T
Φ(t, u(t))dµ ∈ C and u(t) ∈ U(t) a.e. t ∈ T
(P0)
where the hypotheses on the primitive (ϕ,Φ, U, C) are given in order below.
The set of feasible controls is defined by
U :=
{
u ∈M(T,X) |
∫
T
Φ(t, u(t))dµ ∈ C, u(t) ∈ U(t) a.e. t ∈ T
}
.
Then uˆ ∈ U is called a solution to problem (P0) whenever
∫
ϕ(t, uˆ(t))dµ =
infu∈U
∫
ϕ(t, u(t))dµ ∈ R. Define the Hamiltonian H : T ×E∗ → R ∪ {+∞}
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by
H(t, x∗) := sup
a∈U(t)
{〈x∗,Φ(t, a)〉 − ϕ(t, a)} .
We say that u ∈ U satisfies the maximum principle for an adjoint variable
x∗ ∈ E∗ if
H(t, x∗) = 〈x∗,Φ(t, u(t))〉 − ϕ(t, u(t)) a.e. t ∈ T . (MP)
For a given x ∈ E, consider the perturbed problem for (P0):
inf
u∈M(T,X)
∫
T
ϕ(t, u(t))dµ
s.t.
∫
T
Φ(t, u(t))dµ ∈ C + x and u(t) ∈ U(t) a.e. t ∈ T .
(Px)
It is obvious that problem (P0) coincides with perturbed problem (Px) with
x = 0. The set of perturbed feasible controls is given by
Ux :=
{
u ∈M(T,X) |
∫
T
Φ(t, u(t))dµ ∈ C + x, u(t) ∈ U(t) a.e. t ∈ T
}
.
Denote the infimum value of (Px) by
V (x) :=

 infu∈Ux
∫
T
ϕ(t, u(t))dµ if Ux 6= ∅,
+∞ otherwise.
Then x 7→ V (x) defines the value function V : E → R with V (0) =
infu∈U
∫
ϕ(t, u(t))dµ whenever U is nonempty.
Throughout the rest of the paper we always assume that E is a sepa-
rable Banach space and X is a separable metrizable space. The standing
hypotheses on the primitive are given as follows.
(H1) ϕ : T ×X → R is a Carathe´odory integrand;
(H2) Φ : T ×X → E is a Carathe´odory function;
(H3) U : T ։ X is a multifunction with gphU ∈ Σ⊗ Borel(X).
The relation between the adjoint inclusion and the maximum principle is
formulated as follows.
Theorem 3.1. Let C be a nonempty convex subset of E. Under hypotheses
(H1)–(H3), the following conditions are equivalent.
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(i) x∗ ∈ ∂V (0) and u is a solution to (P0).
(ii) −x∗ ∈ NC
(∫
T
Φ(t, u(t))dµ
)
and u satisfies (MP).
Proof. (i) ⇒ (ii): The subgradient inequality for V yields
〈x∗, x〉 ≤ V (x)− V (0) for every x ∈ E. (1)
Take any y ∈ C and set x =
∫
Φ(t, u(t))dµ − y. Since u is a solution to
(P0) and
∫
Φ(t, u(t))dµ ∈ C+x, we have V (x) ≤
∫
ϕ(t, u(t))dµ = V (0). The
inclusion −x∗ ∈ NC(
∫
Φ(t, u(t))dµ) follows from inequality (1) for this choice
of x. To prove (MP), choose any v ∈ M(T,X) with v(t) ∈ U(t) a.e. t ∈ T
and set x =
∫
Φ(t, v(t))dµ−
∫
Φ(t, u(t))dµ. Since
∫
Φ(t, v(t))dµ ∈ C + x, we
have V (x) ≤
∫
ϕ(t, v(t))dµ. It thus follows from (1) that〈
x∗,
∫
T
Φ(t, v(t))dµ−
∫
T
Φ(t, u(t))dµ
〉
≤
∫
T
ϕ(t, v(t))dµ−
∫
T
ϕ(t, u(t))dµ.
(2)
To derive (MP) from (2), assume that there exists A ∈ Σ of positive mea-
sure such that for every t ∈ A there exists a ∈ U(t) satisfying H(t, x∗) ≥
〈x∗,Φ(t, a)〉 − ϕ(t, a) > 〈x∗,Φ(t, u(t))〉 − ϕ(t, u(t)). Define the multifunction
Ψ : A։ R++ ×X by
Ψ(t) :=
{
(r, a) ∈ R++ × U(t)
∣∣∣∣ 〈x∗,Φ(t, u(t))〉 − ϕ(t, u(t)) + r= 〈x∗,Φ(t, a)〉 − ϕ(t, a)
}
.
Since gphΨ ∈ ΣA ⊗ Borel (R++) ⊗ Borel (X) (see [1, Corollary 18.8]), Ψ
admits a measurable selector. Let uA : A→ X be the X-component mapping
of a measurable selector from Ψ. Define v ∈ M(T,X) by v(t) = uA(t)
on A and v(t) = u(t) on T \ A. By construction, v(t) ∈ U(t) a.e. t ∈
T , and 〈x∗,Φ(t, u(t))〉 − ϕ(t, u(t)) < 〈x∗,Φ(t, v(t))〉 − ϕ(t, v(t)) on A and
〈x∗,Φ(t, u(t))〉 − ϕ(t, u(t)) = 〈x∗,Φ(t, a)〉 − ϕ(t, a) on T \A. Integrating the
inequality over A and the equality over T \ A and adding both sides of the
integrals, we derive a contradiction to (2).
(ii) ⇒ (i): Conversely, suppose that −x∗ ∈ NC(
∫
Φ(t, u(t))dµ) and u
satisfies (MP). Choose any v ∈ U . Integrating both sides of the inequality
ϕ(t, v(t)) − ϕ(t, u(t)) ≥ 〈x∗,Φ(t, v(t)) − Φ(t, u(t))〉 that stems from (MP)
yields inequality (1) with 〈x∗,
∫
Φ(t, v(t))dµ −
∫
Φ(t, u(t))dµ〉 ≥ 0, which
follows from the fact that
∫
Φ(t, v(t))dµ ∈ C and the definition of the normal
cone NC(
∫
Φ(t, u(t))dµ). Hence, u is a solution to (P0). To prove that x
∗ ∈
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∂V (0), take any x ∈ E such that Ux is nonempty. Since
∫
Φ(t, v(t))dµ−x ∈ C
for every v ∈ Ux, we have
〈
x∗,
∫
Φ(t, v(t))dµ− x−
∫
Φ(t, u(t))dµ
〉
≥ 0. It
follows from (2) that
∫
ϕ(t, v(t))dµ−
∫
ϕ(t, u(t))dµ ≥ 〈x∗, x〉 for every v ∈ Ux.
Therefore, we obtain V (x)−V (0) ≥ 〈x∗, x〉 for every x ∈ E with Ux 6= ∅.
Define the multifunction ΓUϕ,Φ : T ։ R×E by
ΓUϕ,Φ(t) :=
⋃
{(ϕ(t, a),Φ(t, a)) | a ∈ U(t)} .
Namely, ΓUϕ,Φ is obtained as the image of the set U(t) under the vector-
valued function (ϕ(t, ·),Φ(t, ·, )) : X → R × E for every t ∈ T . To employ
the separation theorem in Banach spaces, we impose the following hypotheses
which is peculiar to infinite dimensions.
(H4) Either
(
int
∫
T
ΓUϕ,Φ(t)dµ
)
∩ (R×C) or
∫
T
Φ(t, U(t))dµ ∩ intC is non-
empty.
There is a trade-off between the choice of the nonempty interior conditions.
Although the nonemptiness of int
∫
ΓUϕ,Φdµ seems stringent, we can deal with
the situation in which C is a singleton as in the resource allocation problem
(P). At the cost of the nonsingleton of C, the alternative hypothesis that
intC is nonempty might be an innocuous condition in many applications.
Note that, however, whenever C is a positive cone of an ordered Banach
space, the class of such spaces with nonempty intC is very limited. For
instance, the positive cone of Lp spaces has an empty interior for 1 ≤ p <∞.
Typical separable Banach lattices such that the positive cone has a nonempty
interior is the space of continuous functions on a compact metrizable space
endowed with the sup norm topology.
Theorem 3.2. Let (T,Σ, µ) be a saturated finite measure space and C be
a nonempty convex subset of E. Under hypotheses (H1)–(H4), u ∈ U is a
solution to (P0) if and only if there exists
−x∗ ∈ NC
(∫
T
Φ(t, u(t))dµ
)
such that (MP) holds.
Proof. Suppose that u ∈ U is a solution to (P0). In view of the proof of
Theorem 3.1, it suffices to show that there exists −x∗ ∈ NC(
∫
Φ(t, u(t))dµ)
such that inequality (2) holds for every v ∈ M(T,X) with v(t) ∈ U(t)
a.e. t ∈ T . Toward this end, define the convex subset D of R × E by
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D := {r ∈ R | r <
∫
ϕ(t, u(t))dµ}×C. Note that either int
∫
ΓUϕ,Φdµ or intD
is nonempty in view of (H4) and
∫
ΓUϕ,Φdµ is convex because of Proposition
2.1. Since u is a solution to (P0), we haveD∩
∫
ΓUϕ,Φdµ = ∅. By the separation
theorem (see [1, Theorem 5.67]), there exists (α, y∗) ∈ (R × E∗) \ {0} that
separates the closure D of D and
∫
ΓUϕ,Φdµ, that is,
αr + 〈y∗, x〉 ≤ αs+ 〈y∗, y〉 (3)
for every (r, x) ∈ D and (s, y) ∈
∫
ΓUϕ,Φdµ. It follows from the inclusion∫
T
(ϕ(t, u(t)),Φ(t, u(t)))dµ ∈ D ∩
∫
T
ΓUϕ,Φ(t)dµ
that 〈y∗, x〉 ≤ 〈y∗,
∫
Φ(t, u(t))dµ〉 for every x ∈ C. This means that y∗ ∈
NC(
∫
Φ(t, u(t))dµ). It follows from (3) that α ≥ 0. Assume that α = 0.
We then have 〈y∗, x〉 ≤ 〈y∗, y〉 for every x ∈ C and y ∈
∫
Φ(t, U(t))dµ. If
(int
∫
ΓUϕ,Φdµ)∩(R×C) is nonempty, then there is y0 ∈ (int
∫
Φ(t, U(t))dµ)∩
C such that for every h ∈ E we have y0 ± εh ∈ int
∫
Φ(t, U(t))dµ for all
sufficiently small ε > 0, and hence, 〈y∗, x〉 ≤ 〈y∗, y0 ± εh〉 for every x ∈ C.
Letting x = y0 inevitably yields y
∗ = 0, a contradiction. If
∫
Φ(t, U(t))dµ ∩
intC is nonempty, then there exists x0 ∈
∫
Φ(t, U(t))dµ∩ intC such that for
every h ∈ E we have x0±εh ∈ intC for all sufficiently small ε > 0, and hence,
〈y∗, x0±εh〉 ≤ 〈y
∗, y〉 for every y ∈
∫
Φ(t, U(t))dµ. Letting y = x0 inevitably
yields y∗ = 0, a contradiction again. Henceforth, α > 0. The normalization
x∗ = −y∗/α in (3) implies inequality (2) with −x∗ ∈ NC(
∫
Φ(t, u(t))dµ).
The converse implication is evident from Theorem 3.1.
(H′
4
)
∫
T
Φ(t, U(t))dµ ∩ C is nonempty.
(H5) Γ
U
ϕ,Φ : T ։ R× E is integrably bounded with weakly compact values.
The next result characterizes the saturation of measure spaces in terms
of the existence of solutions to (P0).
Theorem 3.3. Let (T,Σ, µ) be a nonatomic finite measure space and C be a
nonempty weakly closed subset of E. If (T,Σ, µ) is saturated, then for every
quartet (ϕ,Φ, U, C) satisfying hypotheses (H1)–(H3), (H
′
4), and (H5), a solu-
tion to (P0) exists. Conversely, if a solution to (P0) exists for every quartet
(ϕ,Φ, U, C) satisfying (H1)–(H3), (H
′
4), and (H5), then (T,Σ, µ) is saturated
whenever E is infinite dimensional and X is an uncountable compact Polish
space.
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Proof. Let {un}n∈N ⊂M(T,X) be a minimizing sequence of (P0) satisfying∫
ϕ(t, un(t))dµ→ infu∈U
∫
ϕ(t, u(t))dµ with
∫
Φ(t, un(t))dµ ∈ C and un(t) ∈
U(t) a.e. t ∈ T for each n ∈ N. Since it follows from Proposition 2.1 that the
Bochner integral
∫
ΓUϕ,Φdµ is a weakly compact set containing the sequence
{
∫
(ϕ(t, un(t)),Φ(t, un(t)))dµ}n∈N, there exists a subsequence of it (which we
do not relabel) such that (r, x) := w - limn
∫
(ϕ(t, un(t)),Φ(t, un(t)))dµ ∈∫
ΓUϕ,Φdµ by the Eberlein–Sˇmulian theorem (the coincidence of weak com-
pactness and sequential weak compactness); see [1, Theorem 6.34]. By
virtue of the Filippov implicit function theorem (see [1, Theorem 18.17]),
there exists uˆ ∈ M(T,X) with uˆ(t) ∈ U(t) a.e. t ∈ T such that (r, x) =∫
(ϕ(t, uˆ(t)),Φ(t, uˆ(t)))dµ. We thus obtain∫
T
ϕ(t, uˆ(t))dµ = lim
n→∞
∫
T
ϕ(t, un(t))dµ = inf
u∈U
∫
T
ϕ(t, u(t))dµ
and ∫
T
Φ(t, uˆ(t))dµ = w - lim
n→∞
∫
T
Φ(t, un(t))dµ ∈ C.
Therefore, uˆ is a solution to (P0).
The converse implication is demonstrated in [33, Theorem 4.4] for the
dual space setting with Gelfand integrals, but the proof per se is valid for
the Bochner integral case.
The nonemptiness of ∂V (x) at every point x in the interior of domV is
guaranteed in the following result.
Theorem 3.4. Let (T,Σ, µ) be a saturated finite measure space and C be a
nonempty, closed, convex subset of E. Under hypotheses (H1)–(H3), (H
′
4),
and (H5), V is a proper convex function that is continuous on int(domV ).
Furthermore, V is weakly lower semicontinuous on E.
Proof. Since the Bochner integral
∫
ΓUϕ,Φdµ is weakly compact and convex
by Proposition 2.1, the convexity of V follows from the equality
V (x) = min
{
r ∈ R | (r, y) ∈
∫
T
ΓUϕ,Φ(t)dµ ∩ (R× (C + x))
}
.
The properness of V follows from the fact that ΓUϕ,Φ is integrably bounded
and 0 ∈ domV . Since V is bounded from above on domV , it is continuous
on int(domV ); see [20, Theorem 3.2.1].
To demonstrate the weak lower semicontinuity of V , it suffices to show
that epi V = {(r, x) ∈ R×E | V (x) ≤ r} is weakly closed. Toward this end,
let {(rα, xα)}α∈Λ be a net in epiV that converges weakly to (r, x) ∈ R× E.
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Assume, by way of contradiction, that (r, x) does not belong to epiV . We
then have limα rα = r < V (x). Since V (xα) ≤ rα, extracting a subnet from
{xα}α∈Λ (which we do not relabel) yields Uxα 6= ∅ for each α ∈ Λ. Replacing
C by C + xα in Theorem 3.3 guarantees that there exists a net {uα}α∈Λ
in M(T,X) such that V (xα) =
∫
ϕ(t, uα(t))dµ,
∫
Φ(t, uα(t))dµ ∈ C + xα,
and uα(t) ∈ U(t) for each α ∈ Λ a.e. t ∈ T . Since the weakly compact set∫
ΓUϕ,Φdµ contains the net {
∫
(ϕ(t, uα(t)),Φ(t, uα(t)))dµ}α∈Λ, there exists a
subnet of it (which we do not relabel) such that
(s, y) := w - lim
α
∫
T
(ϕ(t, uα(t)),Φ(t, uα(t)))dµ ∈
∫
T
ΓUϕ,Φ(t)dµ.
By virtue of the Filippov implicit function theorem, there exists u ∈M(T,X)
with u(t) ∈ U(t) a.e. t ∈ T such that (s, y) =
∫
(ϕ(t, u(t)),Φ(t, u(t)))dµ.
Since limα
∫
ϕ(t, uα(t))dµ =
∫
ϕ(t, u(t))dµ and
w - lim
α
∫
T
Φ(t, uα(t))dµ =
∫
T
Φ(t, u(t))dµ ∈ C + x,
we obtain r < V (x) ≤
∫
ϕ(t, u(t))dµ = limα V (xα) ≤ limα rα = r, a contra-
diction. This means that epiV is weakly closed.
3.2 The Case for Gelfand Integrals
Replacing the Bochner integral constraint in (P0) by the Gelfand integral
one in the dual space setting enables us to treat dual spaces of a separable
Banach space. Typical dual spaces encompassed in this framework are L∞
spaces with a countably generated σ-algebra (the dual spaces of a separable
L1 space) and the space of Radon measures on a compact metrizable space
(the dual space of the space of continuous functions on a compact metrizable
space).
The subdifferential of the extended real-valued function V : E∗ → R
at x∗ ∈ E∗ is the set given by ∂V (x∗) = {x ∈ E | 〈y∗ − x∗, x〉 ≤ V (y∗) −
V (x∗) ∀y∗ ∈ E∗}, where we set ∂V (x∗) = ∅ whenever V (x∗) 6∈ R. An element
in ∂V (x∗) is called a subgradient of V at x∗. For a convex subset C of E∗,
the normal cone of C at x∗ ∈ C is the set NC(x
∗) = {x ∈ E | 〈y∗ − x∗, x〉 ≤
0 ∀y∗ ∈ C}.
Let Φ : T × X → E∗ be a measurable function (here the measurability
is with respect to Borel (E∗, ‖ · ‖) and C be a subset of E∗. The variational
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problem under investigation is
inf
u∈M(T,X)
∫
T
ϕ(t, u(t))dµ
s.t. w ∗-
∫
T
Φ(t, u(t))dµ ∈ C and u(t) ∈ U(t) a.e. t ∈ T .
(P∗0)
The set of feasible controls is defined by
U :=
{
u ∈M(T,X) | w ∗-
∫
T
Φ(t, u(t))dµ ∈ C, u(t) ∈ U(t) a.e. t ∈ T
}
.
Define the Hamiltonian H : T × E → R ∪ {+∞} by
H(t, x) := sup
a∈U(t)
{〈Φ(t, a), x〉 − ϕ(t, a)} .
We say that u ∈ U satisfies the maximum principle for an adjoint variable
x ∈ E if
H(t, x) = 〈Φ(t, u(t)), x〉 − ϕ(t, u(t)) a.e. t ∈ T . (MP∗)
For a given x∗ ∈ E∗, consider the perturbed problem for (P∗0):
inf
u∈M(T,X)
∫
T
ϕ(t, u(t))dµ
s.t. w ∗-
∫
T
Φ(t, u(t))dµ ∈ C + x∗ and u(t) ∈ U(t) a.e. t ∈ T .
(P∗x∗)
It is obvious that problem (P∗0) coincides with perturbed problem (P
∗
x∗) with
x∗ = 0. The set of perturbed feasible controls is given by
Ux∗ :=
{
u ∈M(T,X) | w ∗-
∫
T
Φ(t, u(t))dµ ∈ C + x∗, u(t) ∈ U(t) a.e. t ∈ T
}
.
Denote the optimum value of the perturbed problem of (P∗0) by
V (x∗) :=

 infu∈Ux∗
∫
T
ϕ(t, u(t))dµ if Ux∗ 6= ∅,
+∞ otherwise.
Then x∗ 7→ V (x∗) defines the value function V : E∗ → R with V (0) =
infu∈U
∫
ϕ(t, u(t))dµ whenever U is nonempty.
For the dual space setting, hypothesis (H2) is replaced by:
(H∗
2
) Φ : T ×X → E∗ is a Carathe´odory function.
13
Theorem 3.5. Let C be a nonempty convex subset of E∗. Under hypotheses
(H1), (H
∗
2), and (H3), the following conditions are equivalent.
(i) x ∈ ∂V (0) and u is a solution to (P∗0).
(ii) −x ∈ NC
(
w ∗-
∫
T
Φ(t, u(t))dµ
)
and u satisfies (MP∗).
Proof. (i) ⇒ (ii): The subgradient inequality for v yields
〈x∗, x〉 ≤ V (x∗)− V (0) for every x∗ ∈ E∗. (4)
Take any y∗ ∈ C and set x∗ = w ∗-
∫
Φ(t, u(t))dµ− y∗. Since u is a solution
to (P∗0) and w
∗-
∫
Φ(t, u(t))dµ ∈ C + x∗, we have V (x∗) ≤
∫
ϕ(t, u(t))dµ =
V (0). The inclusion −x ∈ NC(w
∗-
∫
Φ(t, u(t))dµ) follows from inequality
(4) for this choice of x∗. To prove (MP∗), choose any v ∈ M(T,X) with
v(t) ∈ U(t) a.e. t ∈ T and set x∗ = w ∗-
∫
Φ(t, v(t))dµ − w ∗-
∫
Φ(t, u(t))dµ.
Since w ∗-
∫
Φ(t, v(t))dµ ∈ C + x∗, we have V (x∗) ≤
∫
ϕ(t, v(t))dµ. It thus
follows from (4) that〈
w ∗-
∫
T
Φ(t, v(t))dµ− w ∗-
∫
T
Φ(t, u(t))dµ, x
〉
≤
∫
T
ϕ(t, v(t))dµ−
∫
T
ϕ(t, u(t))dµ.
(5)
To derive (MP∗) from (5), assume that there exists A ∈ Σ of positive mea-
sure such that for every t ∈ A there exists a ∈ U(t) satisfying H(t, x) ≥
〈Φ(t, a), x〉 − ϕ(t, a) > 〈Φ(t, u(t)), x〉 − ϕ(t, u(t)). Define the multifunction
Ψ : A։ R++ ×X by
Ψ(t) :=
{
(r, a) ∈ R++ × U(t)
∣∣∣∣ 〈Φ(t, u(t)), x〉 − ϕ(t, u(t)) + r= 〈Φ(t, a), x〉 − ϕ(t, a)
}
.
Since gphΨ ∈ ΣA ⊗ Borel (R++) ⊗ Borel (X) (see [1, Corollary 18.18]), Ψ
admits a measurable selector. Let uA : A → X be the X-component map-
ping of a measurable selector from Ψ. Define v ∈ M(T,X) by v(t) =
uA(t) on A and v(t) = u(t) on T \ A. By construction, v(t) ∈ U(t) a.e.
t ∈ T , and 〈Φ(t, u(t)), x〉 − ϕ(t, u(t)) < 〈Φ(t, v(t)), x〉 − ϕ(t, v(t)) on A and
〈Φ(t, u(t)), x〉 − ϕ(t, u(t)) = 〈Φ(t, a), x〉 − ϕ(t, a) on T \ A. Integrating the
inequality over A and the equality over T \ A and adding both sides of the
integrals, we derive a contradiction to (5).
(ii) ⇒ (i): Conversely, suppose that −x ∈ NC(w
∗-
∫
Φ(t, u(t))dµ) and u
satisfies (MP∗). Choose any v ∈ U . Integrating both sides of the inequality
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ϕ(t, v(t)) − ϕ(t, u(t)) ≥ 〈Φ(t, v(t)) − Φ(t, u(t)), x〉 that stems from (MP∗)
yields inequality (5) with 〈w ∗-
∫
Φ(t, v(t))dµ − w ∗-
∫
Φ(t, u(t))dµ, x〉 ≥ 0,
which follows from the fact that w ∗-
∫
Φ(t, v(t))dµ ∈ C and the definition of
the normal cone NC(w
∗-
∫
Φ(t, u(t))dµ). Hence, u is a solution to (P∗0). To
prove that x ∈ ∂V (0), take any x∗ ∈ E∗ such that Ux∗ is nonempty. Since
w ∗-
∫
Φ(t, v(t))dµ− x∗ ∈ C for every v ∈ Ux∗ , we have〈
w ∗-
∫
T
Φ(t, v(t))dµ− x∗ − w ∗-
∫
T
Φ(t, u(t))dµ, x
〉
≥ 0.
It follows from (4) that
∫
ϕ(t, v(t))dµ −
∫
ϕ(t, u(t))dµ ≥ 〈x∗, x〉 for every
v ∈ Ux∗ . Therefore, we obtain V (x
∗)−V (0) ≥ 〈x∗, x〉 for every x∗ ∈ E∗ with
Ux∗ 6= ∅.
The multifunction ΓUϕ,Φ : T ։ R×E
∗ is defined similarly in the previous
subsection and the same hypothesis with (H4) is imposed in the dual space
setting, where w ∗-int means the interior with respect to the weak∗ topology
of E∗.
(H∗
4
) Either
(
w ∗-int
(
w ∗-
∫
T
ΓUϕ,Φ(t)dµ
))
∩(R×C) or w ∗-
∫
T
Φ(t, U(t))dµ∩
w ∗-intC is nonempty.
Theorem 3.6. Let (T,Σ, µ) be a saturated finite measure space and C be
a nonempty convex subset of E∗. Under hypotheses (H1), (H
∗
2), (H3), and
(H∗4), u ∈ U is a solution to (P
∗
0) if and only if there exists
−x ∈ NC
(
w ∗-
∫
T
Φ(t, u(t))dµ
)
such that (MP∗) holds.
Proof. Suppose that u ∈ U is a solution to (P∗0). In view of the proof of
Theorem 3.5, it suffices to show that there exists−x ∈ NC(w
∗-
∫
Φ(t, u(t))dµ)
such that inequality (5) holds for every v ∈M(T,X) with v(t) ∈ U(t) a.e. t ∈
T . Toward this end, define the convex subset D of R×E∗ by D := {r ∈ R |
r <
∫
ϕ(t, u(t))dµ}×C. Note that either w ∗-intD or w ∗-int(w ∗-
∫
ΓUϕ,Φdµ) is
nonempty in view of (H∗4) and w
∗-
∫
ΓUϕ,Φdµ is convex because of Proposition
2.1. Since u is a solution to (P∗0), we have D ∩ w
∗-
∫
ΓUϕ,Φdµ = ∅. By the
separation theorem, there exists (α, y) ∈ (R × E) \ {0} that separates the
weak∗ closure D
w∗
of D and w ∗-
∫
ΓUϕ,Φdµ, that is,
αr + 〈x∗, y〉 ≤ αs+ 〈y∗, y〉 (6)
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for every (r, x∗) ∈ D
w∗
and (s, y∗) ∈ w ∗-
∫
ΓUϕ,Φdµ. Since(
w ∗-
∫
T
(ϕ(t, u(t)),Φ(t, u(t)))dµ
)
∈ D
w∗
∩ w ∗-
∫
T
ΓUϕ,Φ(t)dµ,
we have 〈x∗, y〉 ≤ 〈
∫
Φ(t, u(t))dµ, y〉 for every x∗ ∈ C. This means that
y ∈ NC(w
∗-
∫
Φ(t, u(t))dµ). It follows from (6) that α ≥ 0. Assume
that α = 0. We then have 〈x∗, y〉 ≤ 〈y∗, y〉 for every x∗ ∈ C and y∗ ∈
w ∗-
∫
Φ(t, U(t))dµ. If (w ∗-int(w ∗-
∫
ΓUϕ,Φdµ)) ∩ (R × C) is nonempty, then
there exists y∗0 ∈ (int(w
∗-
∫
Φ(t, U(t))dµ)) ∩ C such that for every h∗ ∈ E∗
we have y∗0 ± εh
∗ ∈ int(w ∗-
∫
Φ(t, U(t))dµ for all sufficiently small ε > 0,
and hence, 〈x∗, y〉 ≤ 〈y∗0 ± εh
∗, y〉 for every x∗ ∈ C. Letting x∗ = y∗0 in-
evitably yields y = 0, a contradiction. If w ∗-
∫
Φ(t, U(t))dµ ∩ w ∗-intC is
nonempty, then there exists x∗0 ∈ w
∗-
∫
Φ(t, U(t))dµ ∩ intC such that for
every h∗ ∈ E∗ we have x∗0 ± εh
∗ ∈ intC for all sufficiently small ε > 0,
and hence, 〈x∗0 ± εh
∗, y〉 ≤ 〈y∗, y〉 for every y∗ ∈ w ∗-
∫
Φ(t, U(t))dµ. Let-
ting y∗ = x∗0 inevitably yields y = 0, a contradiction again. Henceforth,
α > 0. The normalization x = −y/α in (6) implies inequality (5) with
−x ∈ NC(w
∗-
∫
Φ(t, u(t))dµ).
The converse implication is evident from Theorem 3.5.
(H′∗
4
) w ∗-
∫
T
Φ(t, U(t))dµ ∩ C is nonempty.
(H∗
5
) ΓUϕ,Φ : T ։ R×E
∗ is integrably bounded with weakly∗ compact values.
Theorem 3.7. Let (T,Σ, µ) be a nonatomic finite measure space and C
be a nonempty weakly∗ closed subset of E∗. If (T,Σ, µ) is saturated, then
for every quartet (ϕ,Φ, U, C) satisfying hypotheses (H1), (H
∗
2), (H3), (H
′∗
4 ),
and (H∗5), a solution to (P
∗
0) exists. Conversely, if a solution to (P
∗
0) exists
for every quartet (ϕ,Φ, U, C) satisfying (H1), (H
∗
2), (H3), (H
′∗
4 ), and (H
∗
5),
then (T,Σ, µ) is saturated whenever E is infinite dimensional and X is an
uncountable compact Polish space.
Proof. Let {un}n∈N ⊂ M(T,X) be a minimizing sequence of (P
∗
0) satisfy-
ing
∫
ϕ(t, un(t))dµ→ infu∈U
∫
ϕ(t, u(t))dµ with w ∗-
∫
Φ(t, un(t))dµ ∈ C and
un(t) ∈ U(t) a.e. t ∈ T for each n ∈ N. Since it follows from Proposition
2.1 that the Gelfand integral w ∗-
∫
ΓUϕ,Φdµ is a weakly
∗ compact set contain-
ing the sequence {w ∗-
∫
(ϕ(t, un(t)),Φ(t, un(t)))dµ}n∈N and weakly
∗ compact
subsets of the dual space of a separable Banach space are metrizable with
respect to the weak∗ topology (see [1, Theorem 6.30]), the weakly∗ compact
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set w ∗-
∫
ΓUϕ,Φdµ is also sequentially weakly
∗ compact. Hence, there exists a
subsequence of it (which we do not relabel) such that
(r, x∗) := w ∗- lim
n→∞
w ∗-
∫
T
(ϕ(t, un(t)),Φ(t, un(t)))dµ ∈ w
∗-
∫
T
ΓUϕ,Φ(t)dµ.
By virtue of the Filippov implicit function theorem (see [8, Theorem III.38]),
there exists uˆ ∈ M(T,X) with uˆ(t) ∈ U(t) a.e. t ∈ T such that (r, x∗) =
w ∗-
∫
(ϕ(t, uˆ(t)),Φ(t, uˆ(t)))dµ. We thus obtain∫
T
ϕ(t, uˆ(t))dµ = lim
n→∞
∫
T
ϕ(t, un(t))dµ = inf
u∈U
∫
T
ϕ(t, u(t))dµ
and
w ∗-
∫
T
Φ(t, uˆ(t))dµ = w ∗- lim
n→∞
∫
T
Φ(t, un(t))dµ ∈ C.
Therefore, uˆ is a solution to (P∗0).
The converse implication follows from [33, Theorem 4.4].
Theorem 3.8. Let (T,Σ, µ) be a saturated finite measure space and C be a
nonempty, weakly∗ closed, convex subset of E∗. Then under hypotheses (H1),
(H∗2), (H3), (H
′∗
4 ), and (H
∗
5), V is a proper convex function that is continuous
on int(domV ). Moreover, V is weakly∗ lower semicontinuous on E∗.
Proof. Since the Gelfand integral w ∗-
∫
ΓUϕ,Φdµ is weakly
∗compact and convex
by Proposition 2.1, the convexity of V follows from the equality
V (x∗) = min
{
r ∈ R | (r, y∗) ∈ w ∗-
∫
T
ΓUϕ,Φ(t)dµ ∩ (R× (C + x
∗))
}
.
The properness of V follows from the fact that ΓUϕ,Φ is integrably bounded
and 0 ∈ domV . Since V is bounded from above on domV , it is continuous
on int(domV ).
To demonstrate the weak∗ lower semicontinuity of V , it suffices to show
that epiV = {(r, x∗) ∈ R × E∗ | V (x∗) ≤ r} is weakly∗ closed. Toward this
end, let {(rα, x
∗
α)}α∈Λ be a net in epiV converging weakly
∗ to (r, x∗) ∈ R×E∗.
Assume, by way of contradiction, that (r, x∗) does not belong to epi V . We
then have limα rα = r < V (x
∗). Since V (x∗α) ≤ rα, extracting a subnet from
{x∗α}α∈Λ (which we do not relabel) yields Ux∗α 6= ∅ for each α ∈ Λ. Replacing
C by C + x∗α in Theorem 3.7 implies that there exists a net {uα}α∈Λ in
M(T,X) such that V (x∗α) =
∫
ϕ(t, uα(t))dµ, w
∗-
∫
Φ(t, uα(t))dµ ∈ C + x
∗
α,
and uα(t) ∈ U(t) a.e. t ∈ T for each α ∈ Λ. Since the weakly
∗ compact
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set w ∗-
∫
ΓUϕ,Φdµ contains the net {w
∗-
∫
(ϕ(t, uα(t)),Φ(t, uα(t)))dµ}α∈Λ, there
exists a subnet of it (which we do not relabel) such that
(s, y∗) := w ∗- lim
α
w ∗-
∫
T
(ϕ(t, uα(t)),Φ(t, uα(t)))dµ ∈ w
∗-
∫
T
ΓUϕ,Φ(t)dµ.
By the Filippov implicit function theorem, there is u ∈M(T,X) with u(t) ∈
U(t) a.e. t ∈ T such that (s, y∗) = w ∗-
∫
(ϕ(t, u(t)),Φ(t, u(t)))dµ. Since
limα
∫
ϕ(t, uα(t))dµ =
∫
ϕ(t, u(t))dµ and
w ∗- lim
α
w ∗-
∫
T
Φ(t, uα(t))dµ = w
∗-
∫
T
Φ(t, u(t))dµ ∈ C + x∗,
we obtain r < V (x∗) ≤
∫
ϕ(t, u(t))dµ = limα V (x
∗
α) ≤ limα rα = r, a contra-
diction. This means that epiV is weakly∗ closed.
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