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Computational models of brain motor learning provide useful 
tools for validating the hypothesis and showing how 
simulations of learning could work. Previous works dealt with 
the neural structures involved in learning a new motor skill 
and reaching movements. Aim of this PhD thesis is to add a 
further piece to this complex framework. 
 Learning to perform a movement is a complex action that 
involves different areas of central nervous system. 
According to behaviorism, learning a new movement, 
voluntary or not, is the ability to change the probability of a 
specific motor response, given one or more sensory stimuli. 
 Differently from reflexes, which are innate, involuntary 
motor responses, learning a voluntary movement is driven by 
performance evaluation, which helps to produce increasingly 
accurate movements.  
In this thesis, we address the following main questions: 
• Where does this evaluation mechanism originate? 
• How does this value system work? 
• Which are the main brain areas involved? 
• How quickly does a human learn a skill trough? 
 2                                                                          Introduction 
As concerns the first question, we will show that the 
performance evaluation, which could be for better or worse, 
helps narrowing down the field of all possible movements so 
that only specific ones will be able to fulfill the assigned task. 
We call this evaluating stimulus reward in the former 
case, punishment in the latter. Some types of 
rewards/punishments always reinforce/weaken learning. They 
arise from innate drives, such as hunger, thirst, physical pain, 
sexual arousal, etc., originate from specific sites and come 
somehow hardwired in our brain. We call them primary 
values. Yet, reinforcing/punishing stimuli could also originate 
from concepts that are more sophisticated, like money, fame 
and overall approval. These concepts at first have a neutral 
meaning, but they can acquire the power to drive actions 
trough learning. For this reason, we can call them learned 
values. How this learning of new values could happen? We 
believe that an initial neutral stimulus could become a learned 
value after repetitive pairings with a primary value in a 
classical conditioning paradigm. 
 Regarding the second question, we could assume that 
mechanism of learning occurs in a trial and error fashion: in 
the first stages when the movement has still to be learned, all 
the possible actions/movements have the same probability, 
but as the learning process goes on, the 
reinforcement/punishment alters the probability of some 
actions in favors of others. A reinforcement /punishment 
could be delivered as a direct consequence of the action 
performed (operant or instrumental conditioning), but could 
also be completely uncorrelated with its semantics, in an 
associative paradigm (classical conditioning): for example, an 
infant could wave his hands or cry in order to get attentions 
from the parents. 
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As for third question, a common belief is that there are two 
main architectures in the brain responsible for the role of 
reinforcement learning: 
• a system assigned for storing and selecting actions, 
made up of  Cerebral Cortex, mapping all possible 
combinations of sensory inputs with all possible motor 
actions, and Basal Ganglia which acts as a gating 
device to  enable/block specific actions; 
• a system assigned to produce evaluations, which 
occurs in form of dopamine firing to the Basal 
Ganglia, and is able to modulate the gating action of 
the previous system.  
 Primary values originates from special sensory input (e.g. 
lateral hypothalamus for reward and lateral habenula for 
punishment) and always produce a dopamine emission, while 
learned values could originate from sensory inputs or from 
Cortex, and  learn to produce dopamine after repetitive pairing 
with primary values, in a Pavlovian conditioning paradigm.  
The neural structures of dopaminergic system are 
supposed to be the Amygdala for the learning of values and 
Ventral Tegmental Area (VTA) for the production of 
dopamine.  
The learning rule requires establishing the amount of 
changes in the synaptic weights. This consists often of a 
parameter, learning rate, chosen in such a way to obtain a 
good performance of the model.  
 As regards the last question, we performed several 
experiments in order to evaluate the speed of human learning, 
providing realistic values for the learning rate coefficient.   
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 In the thesis, we will investigate all those aspects and 
propose two main contributions:  
• a model of the brain areas involved in learning by 
reward; 
• a computational model to validate the model. 
 
Accordingly, the thesis unfolds as follows: 
• Chapter 1 explores the body of knowledge and the 
state of the art concerning learning by reward and 
provides the foundations and basic assumptions for 
our work. 
• Chapter 2 illustrates the modeling of learning by 
rewards and provides physiological and anatomical 
descriptions of the main neural structures involved. 
• Chapter 3 introduces the computational model 
developed for validating the working hypothesis the 
model of the previous chapter is based upon.  
• Chapter 4 shows the experiments performed in order 
to evaluate realistic human learning rates, and the 
achieved results. 
• Eventually, the Conclusions summarize the main 
findings and outline possible future development to 
incorporate into the model other brain areas 
 
  




Functional aspects and 
neurobiology of reward based 
behavior and learning 
 
 
Behavior is in general an intuitive concept; still it is difficult 
to find an exact and universal definition of behavior. It is 
generally acknowledged that an (animal) behavior consists of 
a sequence of movements that is influenced by an ensemble 
of sensory inputs [1]. In applied behavioral analysis (ABA), 
the ensemble of sensory inputs is called stimulus and the 
sequence of movements, which in turn are sequences of motor 
activations, are called responses [2]. 
Therefore, a movement in its most elementary form is a 
stimulus- response association.  
We will review some aspects of learning supporting the 
claim  that hierarchical loops exists in the brain and  the most 
generic high level paradigm is a four term contingency[2]. 
Within this paradigm, learning could occur at different stages. 











1.1. Learning of movements in 
human brain: from reflexes to 
voluntary actions 
 
In the brain, movements are organized in a hierarchical 
fashion starting with innate reflexes automatically triggered in 
order to fulfill concrete needs, i.e. nutrients required to 
maintain the body, to the abstract goals directed behaviors 
like having dinner in a specific restaurant or learning a new 
language. 
At the  lowest level , there are movements which 
immediately follow a particular sensory input (within 0.1 sec) 
and generally consist of simple, non-voluntary actions 
(stimulus-response pairing); this kind of movements are 
called reflexes and their neural substrate is well known [3]. 
These stimuli could come from the environment or from 
internal state of body, defining needs. 
According to ABA terms, these somewhat fast, non-
voluntary, stimuli-evoked movements are called respondent 
behavior [2]. It can be acknowledged that there are many 
innate (primitive) reflexes, which are structurally present at 
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birth, such as, for instance, the myotatic reflex, the righting 
reflex, the withdrawal reflex or the palmar grasp reflex [4].  
It can also be acknowledged that some new reflexes can 
be learned. For example, an acoustic tone can produce an eye-
blink reflex, if previously paired many times with an eye puff, 
which produces a primitive eye-blink reflex (Christian and 
Thompson, 2003). This kind of new generated reflexes, which 
is a form of learning, are generally called conditioned reflexes, 
and the learning process is called classic conditioning [6]. 
According to ABA terms, this kind of learning is called 
respondent conditioning [2]. 
Further ascending the hierarchy, movements consist of a 
more sophisticated sequence of actions which do not 
immediately follow a particular sensory input and can neither 
be predicted for sure by a particular ensemble of sensory 
inputs (stimulus); this kind of movements are commonly 
called voluntary movements. Despite an exact prediction 
cannot be made, it can be admitted that, given a particular 
stimulus, the frequency of some voluntary movements are 
greater than others and that such possibility can also change 
over time. According to ABA terminology, this type of 
movements are called operant behaviors. 
Observing the learning process of voluntary movements, 
we can be recognize particular types of stimuli that cause the 
change in the frequency of the movements being executed; 
these particular types of stimuli are generally called 
reinforcers (usually in behavioral analyses) or rewards 
(usually from a psychological point of view) and 
punishments. A reinforcer is a particular stimulus that will 
increase the frequency of an ongoing operant behavior, i.e. a 
particular voluntary response associated to a particular 
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stimulus; conversely, a punishment will decrease the 
probability of a particular operant behavior [2]. 
A reinforcer selects not just certain forms of behavior; it 
also selects the environmental conditions that in the future will 
evoke instances of the response class. A behavior which 
occurs more frequently under some antecedent conditions 
than it does under others is called discriminant operant. The 
specific stimulus that triggers the discriminant operant 
behavior is called discriminative stimulus (). Therefore, the 
three-term-contingency (antecedent, behavior and 
consequence) is the basic unit of operant behavior, as shown 




Figure1.1 In a 3 term contingency paradigm, reinforcer stimuli  strengthens the association between a response R and a 
specific discriminant stimulus   S. 
 
The way a reinforcer/punisher is delivered could be the 
consequence of that specific action (i.e. pressing a lever in 
order to obtain food) or it could be uncorrelated from the 
behavior performed, (i.e. a child could receive a prize if he 
fulfilled a task assigned by parents, like keeping his room 
clean or doing all his homework). The former case is still a 
classical conditioning scenario; the latter is another type of 
learning, called operant (instrumental) conditioning [2, 7]. 
As there is a hierarchy of movements, so there is a 
hierarchy of stimuli. The term unconditioned stimulus refers 
to a stimulus that always elicits a reflex or in the case of 
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voluntary movements always acts like a reinforcer, reward or 
punishment. The term conditioned stimulus usually refers to 
an initially neutral stimulus that did not produce a reflex until 
it has been paired several times with an unconditioned 
stimulus. In learning voluntary movements, a conditioned 
stimulus could acquire the ability to reinforce/punish a 
behavior after being paired with an unconditioned 
rewarding/punishing stimulus. Eventually, a conditioned 
stimulus in turn can act as an unconditioned stimulus to a new 
stimulus in what is called second order conditioning. Figure 1 
2 depicts the relations between the chance in the stimulus and 
the effect of the behavior performed in defining the role of a 





Figure 1.2. Positive and negative reinforcers and punishers are 
defined by the type of stimulus change operation that 
immediately follows a behavior and the effect that operation 
has on the future frequency of that type of behavior 
 
 




1.2 Learning of reinforcers and 




As mentioned in the previous section we could make a 
distinction among rewards/punishers. In other words, there 
are some innate rewards and punishment arising from primary 
needs of the body (e.g. feeding and pain), but other stimuli, 
that have no reinforce/punishment effect at first (e.g. money, 
or scolding), can acquire this kind of effect after being paired 
with an innate reinforcer/punishment.  
We can refer to the first group as to primary values, while 
to the second group as learned values (or conditioned 
reinforcement/punishment). Usually conditioned reinforcers 
occur naturally in the learning of a new movement, in a second 
order conditioning fashion: a voluntary movement could be 
seen as a sequence of motor responses (actions) each 
occurring under certain stimuli conditions states. Innate 
reward (e.g. food) is provided at the end of the sequence, so 
after repetitive training, intermediate sensory states 
(discriminative stimuli, see previous section) become 
reinforcers for the actions which lead in those states. 
For example, the sight of the ice cream truck or of the 
indication to a restaurant becomes a conditioned reinforcer for 
food (innate reward); similarly in a punishment scenario, the 
sight of an advertisement ‘Do Not Touch, High Voltage’ or 
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hearing the noise of a wild animal could incentivize the act of 





1.3     The role of context and motivating 
operations 
 
The existing level of motivation can influence the efficacy of 
reinforcers/punishers and the likelihood of a conditioned 
response. Motivating operations (MOs) are environmental 
variables that have two effects on behavior [8]: 
• altering the operant reinforcing effectiveness of some 
specific stimuli (value-altering effect); 
• altering the momentary frequency of all behaviors that 
have been reinforced by those stimuli (behavior-
altering effect) 
Motivating operations can take two forms: establishing 
operation (EO), when the MO increases the effectiveness of a 
reinforce (e.g. food deprivation makes food more effective as 
a reinforcer), or abolishing operation (AO) when the MO 
decreases the effectiveness of a reinforce is an (e.g. food 
ingestion reduces the effectiveness of food as a reinforcer). 
Adding the MO and namely its EO form to the three-stage 
contingency of paragraph 1.1 results in the four-term 
contingency shown in figure 1.3. 
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Figure1.3. A motivating operation (MO) can increase/decrease the 
effectiveness of a stimulus as reward.  
 
Prior to discussing MOs in detail, it is important to draw a 
clear distinction between MOs and another class of 
antecedents, discriminative stimuli. Discriminative stimuli are 
events that have been associated with the availability or non-
availability of reinforcement in the past. The presence of a 
green light on a drinks dispenser, for example, signals the 
availability of a can of soda, whereas the presence of a red 
light signals its unavailability.  
Going back to MOs, there are some innate unconditioned 
motivating operations (UMO).Cooper [2] finds out there are 
nine UMOs: deprivation of food, water, sleep, activity, sex or 
oxygen, becoming too warm or too cold, and increase of a 
painful stimulation. 
There are also conditioned motivating operations (CMO) 
that result from the learning history of the organism. Three 
kinds of conditioned operations [2] have been identified: 
surrogate, reflexive, and transitive.  
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A surrogate CMO (CMO-S) accomplishes the same value 
altering and behavior altering effects as the MO it was paired 
with when it was learned. Consider, for example, a person 
who always has lunch at midday. The time on the clock in 
addition to having discriminative properties (such as signaling 
the opening of the canteen) may also exert a motivating 
influence. Following the repeated pairing of food deprivation 
and the time of 12:00 p.m. on a clock, the time on the clock 
may eventually acquire motivating properties of its own. That 
is, through repeated association with an UMO (food 
deprivation acting as a EUO), the previously neutral stimulus 
(time on the clock) may itself establish the reinforcing value 
of food and evoke food-related behavior independent of actual 
levels of food deprivation. The time on the clock may also 
establish the punishing value of food unavailability and 
reduce behaviors that have been associated with such delays 
in the past, such as answering the telephone, independently of 
current levels of food deprivation. 
A reflexive CMO (CMO-R) acts as a reinforcement when 
it is removed. The onset of a CMO-R is associated with either 
the improvement or worsening of the person's condition. 
Therefore, its onset alters the value of its own removal (or 
continued presence) as a type of reinforcement (or 
punishment) and alters the probability of behaviors occurring 
that have previously been associated with these consequences. 
The CMO-R therefore acts on its own reinforcing value and 
not on that of another stimulus (as is the case with the CMO-
S). Take a young infant for whom the onset of certain social 
stimuli (such as seeing his or her mother frown) is correlated 
with the subsequent onset of an aversive stimulus, such as 
being scolded and thus the ‘worsening’ of his or her condition. 
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The onset of the mother's frown may establish its own offset 
as an effective form of reinforcement and evoke behaviors that 
have been associated with its removal in the past, such as the 
infant beginning to cry or ceasing the activity in which he or 
she was engaged, thereby acting as a reflexive conditioned 
establishing operation (CEO-R). 
A transitive CMO (CMO-T) makes something else 
effective as reinforcement. An example of a transitive 
conditioned establishing operation (CEO-T), typically seen in 
approaches such as incidental teaching [10], involves 
contriving a situation in which one stimulus increases the 
value of a second stimulus as a type of reinforcement. The 
second stimulus cannot be obtained until a given behavior has 
occurred [9]. A CMO-T relation may be present when an 
ongoing response or behavior chain (such as purchasing a soft 
drink) is blocked or interrupted (perhaps by having the 
incorrect change). In such circumstances, the initial stimulus 
change, which would normally function as a discriminative 
stimulus for the now blocked response (such as the sight of 
the drink dispenser), instead functions as a CMO-T. It 
establishes the reinforcing value of a second stimulus change 
(such as getting correct change for the machine). This CMO-
T evokes a second response that has been effective in 
achieving this second stimulus change in the past (such as 
asking the shop assistant for some change). The initial 
stimulus change (sight of the drinks machine) acts as a CEO-
T for the second stimulus change (getting the correct change) 
and alters behavior accordingly. The CMO-T is conditional 
and would only be expected to exert any influence when an 
EO is in effect for the terminal response (such as when the 
person is ‘thirsty’). 
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1.4 Putting the things all together: 
goal directed behaviors and the 
H4W problem 
 
Up to this point, we explored how a voluntary movement 
occurs and which are the learning paradigms. Now we want 
to move to the top of hierarchy . It must be assessed voluntary 
actions can be either habitual or goal-directed. In order to be 
considered goal-directed, a behavior must satisfy two 
requirements:  
• the individual should display knowledge of the causal 
efficacy of its own actions and their outcomes 
(reinforcement/punishments) given the current state 
(discriminant stimuli) or context (motivating 
operation); 
• the individual should select and regulate its behavior 
using goal representations, e.g. internally generated 
representations of desired action outcomes. 
 
Goal directed behavior is distinct from other kind of control, 
such innate reflexes and habits, in the sense that it does not 
describe a specific operation or procedure but rather the end 
state an operation should achieve. A goal directed behavior 
depends on tightly coupled processes that involve perception, 
motivation, emotion, cognition and action. It cannot be 
localized to a ‘central goal nucleus’ in the brain, but rather 
depends on the interplay of a number of mechanisms realized 
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in several brain areas. According to [11], in order to act in the 
external world the brain needs to set of objectives that are 
captured in answering the questions: 
• Why do I need to act? 
• What do I need? 
• Where and When can this be obtained? 
• How do I get it? 
 
These five questions can be defined as the H4W problem 
[11]. In short, animal (human) needs to determine a behavioral 
procedure to achieve a goal state (How), which in turns 
requires defining the motivation in terms of needs, drives, and 
goals (Why). It also requires information on the objects and 
their affordances in the world (What), on the location of the 
objects and self in the world, i.i the spatial configuration of 
the task domain (Where); eventually the sequencing and 
timing of action relative to the dynamics of the world and self 
(When). 
In the next chapter, we will find out how these questions 
are answered in our brains. 
 
1.5 Final behavior considerations 
 
Most of the times, experiments with classic conditioning are 
aimed to observe new generated reflexes, while operant 
conditioning is aimed to explore changes in voluntary 
movements. Nevertheless, it should be remembered that the 
three kind of learning (new reflexes, voluntary movements, 
rewards ) are not mutually exclusive and it is very difficult to 
imagine a situation in which only one of these three processes 
takes place, unless the neural circuit responsible for one of 
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them is damaged. This is exactly how the observation of the 
consequence of local lesions can give important information 
about the role played by each part of the nervous system in the 
aspects of movement control and learning depicted above. 
The information obtained in this way will be revised in the 
next chapter. 
The last behavioral consideration regards the global effect 
that emerges from the parallel development the three kind of 
learning above postulated Looking at the movements of a 
child at birth, it can be recognized that there are lot of reflexes 
already working; these can be called primary reflexes [4].  
Beside these reflexes, the voluntary movements appear to 
consist mainly of random movements. For example, the 
suction reflex is already present, but pointing the head toward 
the nipple is mainly a random event; the child would never be 
able to reach the nipple in the first day of his life, if the mother 
does not put her nipple near the child’s mouth. When the 
nipple touches the child’s cheek on one side, the first times 
voluntary movements will consist of randomly turning the 
head toward one side or the other. Whenever the right 
movement occurs and the nipple enters the child’s mouth, the 
suction reflex starts; the milk will enter the mouth, the 
swelling reflex also occurs. At this time a reward signal, due 
to feeding, will increase the chance of voluntarily activating 
that head movement when a touch sensation is present on that 
cheek side and when a hungry sensation is present. Repeating 
this situation, the chance of that voluntary movement will 
increase more and more. Thus, it will happen that that touch 
sensation will be associated many times with that particular 
head movement; this repeated association will produce a new 
automatic, non-voluntary reflex response, so, at a certain 
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point, the cheek touch on one side will produce a fast, non-
voluntary turning of the head to that side. In summary, 
rewards will guide voluntary choices of movements in each 
situation (i.e. given a particular stimulus); such voluntary 
responses have a certain amount of delay due to the intense 
elaboration of incoming stimuli. At the same time, whenever 
a particular couple of stimulus-movement is repeated many 
times, such association is retained and executed faster by a 
non-voluntary reflex mechanism; by this way, many non-
voluntary conditioned reflexes will be acquired and will result 
in “accurate” movements because they follow the stimulus 
with a very small delay.
 
1.6     Reinforcement learning rules 
In the following sections, a review of the main algorithms for 
reinforcement learning from literature will be provided. We 
will show how reinforcement-learning algorithms lie in the 
framework of learning methods. 
In Reinforcement Learning (RL) an agent learns from the 
consequences of its actions, rather than from being taught 
(supervised learning), and selects its action on basis of its 
experience. The reinforcement signal the agent receives is a 
numerical reward, so the agent will learn to increase that 
action, which led to reward, or maximize reward in the case 
reward is cumulative. According to Marr's approach (Marr et 
al 1976 later re-introduced by Gurney [13]), there are three 
main different levels: an algorithmic more abstract approach 
used in machine learning field, a mechanistic more directed 
toward neural networks, and an implementation level, which 
is biologically grounded .Figure 1.4, depicts the framework. 
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Figure 1.4. A diagram of the framework of reinforcement learning 
depicting the links between the different fields. Red blocks refers 
to the most important theoretical models, green boxes to the 
biologically inspired ones. 
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1.6.1 The algorithmic level :the Machine  
Learning perspective  
 
Reinforcement Learning can be formulated as class of Markov 
Decision Problems (MDP). The agent can visit a finite 
number of states and in visiting a state, a numerical reward 
will be collected, where negative numbers may represent 
punishments. Each state has a changeable value attached to it. 
From every state, there are subsequent states that can be 
reached by means of actions. The value of a given state is 
defined by the averaged future reward, which can be 
accumulated by selecting actions from this particular state. 
Actions are selected according to a policy, which can also 
change. The goal of an RL algorithm is to select actions that 
maximize the expected cumulative reward (the return) of the 
agent.  
RL methods are employed to address two related 
problems: the Prediction Problem and the Control Problem.  
• Prediction only: RL is used to learn the value function 
for the policy followed. At the end of learning this 
value function describes for every visited state how 
much future reward we can expect when performing 
actions starting at this state. 
• Control: By interacting with the environment, we wish 
to find a policy, which maximizes the reward when 
traveling through state space. At the end, we have 
obtained an optimal policy, which allows for action 
planning and optimal control. Since this is really a 
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predictive type of control, solving the control problem 
would seem to require a solution to the prediction 
problem as well.  
In general there exist several ways for determining the 
optimal value function and/or the optimal policy.  
If we know the state transition function T(s, a, s'), which 
describes the transition probability in going from states to s' 
when performing action a, and if we know the reward function 
r(s, a), which determines how much reward is obtained at a 
state, then algorithms are called model based algorithms. 
They can be used to acquire the optimal value function and/or 
the optimal policy. Most notably Value-Iteration and Policy-
Iteration are being used, both of which have their origins in 
the field of dynamic programming [14] and are, strictly-
speaking, therefore not RL algorithms [21].  
If the model of the process is not known in advance, i.e. 
both the transition and the reward functions are unknown, and 
then we are truly in the domain of RL, where by an adaptive 
process the optimal value function and/or the optimal policy 
will have to be learned. Machine Learning and instrumental 
conditioning deal with closed-loop control problems. 
However, Classical Conditioning deals with a prediction-
only problem because the response of the animal does not 
influence the experiment or, in more general terms, does not 
influence the environment. A good short summary relating 
algorithmic approaches to real classical conditioning 
experiments is given in [15].  
Arising from the interdisciplinary study of these two 
fields, there appeared a very influential computational 
method, called the method of Temporal Difference Learning 
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(TD) [24, 31]. TD learning was originally mainly associated 
to animal learning (Classical Conditioning). It was essentially 
the work of Klopf [16, 17, 18, 19] that began to bring TD-
methods together with animal learning theories 
 
1.6.2 The mechanistic level :the Neuronal 
perspective  
 
The state-action space formalism used in reinforcement 
learning can be translated into an equivalent neuronal network 
formalism, as will be discussed below. 
Preliminarily, let us note that the neuronal perspective of 
RL is indeed meant to address biological questions. Its goals 
are usually not related to those of other artificial neural 
network (ANN) approaches, which are addressed within the 





1.6.2.1 Rescorla Wagner rule 
 
One of the simplest learning paradigm comes from the 
application of delta rule [22] to reinforcement learning and is 
known as the Rescorla Wagner model (R-W). It is a model of 
classical conditioning: no knowledge of the actions is 
necessary, and learning is conceptualized in terms of 
associations between conditioned (CS) and unconditioned 
(US) stimuli. A strong CS-US association means, essentially, 
that the CS anticipates the US. Thus, the delta rules becomes 
proportional to the difference between the reward and the 
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expected value of reward, which is calculated on the bases of 
stimuli activations and their synaptic weights. 
 
 
Figure 1.5. According to RL, the weight of synapse between an 
input stimulus S and a reinforcement stimulus r is strengthened as 
the learning process progresses. Rescorla Wagner learning rule 
defines that the rate of this growth is proportional to the difference 
between reward and a prediction made by the stimulus (or a sum of 
stimuli in the case of multiple inputs). 
The learning rule for updating the synaptic weights is:  
    =  + ∈ δ ;  
where ∈ is the learning rate and δ = r - ∑  .  
One of the biggest issues with the R-W model is that it 
does not model   learned reward; in such scenarios, a second 
order conditioning occurs between a new stimulus and the CS, 
which should act as a reward. This problem, which goes under 
the name of temporal credit assignment, needs a 
representation of time, which will be resolved by the 
algorithm described in the next section. 
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1.6.2.2 Temporal Difference learning rule 
 
The Temporal Difference model (Sutton) incorporates a 
prediction of future rewards. It does so by adding to the 
Rescorla-Wagner model one additional term to the delta 
equation, representing the future reward values that might 
come later in time:  
δ = r - ∑  +   
where f represents the future rewards. Reward expectation, 
now, has to try to anticipate both the current reward r and the 
future reward f. In a simple conditioning task, where the CS 
reliably predicts a subsequent reward, the onset of the CS 
results in an increase in this f value, because once the CS 
arrives, there is a high probability of reward in the near future. 
Furthermore, this f itself is not predictable, because the 
onset of the CS is not predicted by any earlier cue (and if it 
were, then that earlier cue would be the real CS, and drives 
the dopamine burst). Therefore, the reward expectation cannot 
cancel out the f value, and a dopamine burst ensues.  
Although this f value explains CS-onset dopamine firing, 
it raises the question of how can the system know what kind 
of rewards are coming in the future? Like anything having to 
do with the future, it fundamentally is just a guess, using the 
past as a guide as best as possible. TD does this by trying to 
enforce consistency in reward estimates over time. In effect, 
the estimate at time t is used to train the estimate at time t-1, 
and so on, to keep everything as consistent as possible across 
time, and consistent with the actual rewards that are received 
over time.  
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This can all be derived in a very satisfying way by 
specifying something known as a value function V (t), which 
assigns values to states and then calculates the change of those 
values by means of a temporal derivative. As a consequence, 
these methods are related to correlation-based, differential 
Hebbian learning methods, where a synaptic weight changes 
by the correlation between its input signals with the derivative 
of its output. 
V (t) is the sum of all present and future rewards, with the 
future rewards discounted by a "gamma" factor, which 
captures the intuitive notion that rewards further in the future 
are worth less than those do that will occur sooner:  
()=r (t) +r (t+1) + r (t+2) 
We can get rewrite the equation in a recursive way: 
()=r (t) +γ V (t+1) 
So we can consider  
f= γ V (t+1) 
Figure 1 6 shows how the prediction of rewards occurs in 
TD learning; the production of V (t) needs time as a 
representation of input that is time should be coded as a 
sequential activity of the set input neurons. 
Sutton has also proposed an updated version of TD 
learning named TD Lambda, denoted with TD (λ). Here the 
presence of eligibility traces is taken in account. Eligibility 
traces model how a CS input stimulus does not abruptly go to 
baseline, but instead slowly decays, so for a period CS and US 
(reward) occur simultaneously. Eligibility traces are usually 
implemented by an exponentially decaying memory trace, 
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with decay parameter λ. This generates a family of TD 
algorithms TD (λ), 0≤λ≤1, with TD (0) corresponding to 
updating only the immediately preceding prediction as 
described above, and TD (1) corresponding to equally 
updating all the preceding predictions. 
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Figure 1.6. In Temporal Difference Learning, a prediction of 
reward r occurs over time in form of a value function V (t), which 
is updated on each trial and this pulls the delta signal back in time. 
The input to V (t) is a representation of time.  
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1.6.2.3 Actor Critic Architecture 
The algorithms explored thus far cover a prediction problem, 
now we want to close the loop by exploring how prediction 
can drive the choice of an action.  
Neuronal approaches, which address the control problem 
and can generate behavior, mostly follow a control-loop 
architecture. Figure 1.7 shows a conventional feedback 
control system. In neuronal terms, this is a reflex-loop. A 
controller provides control signals to the system, which is 
influenced by disturbances. Feedback allows the controller to 
adjust it signals. 
 
Figure 1.7. A controlled feedback loop (reflex). The input sets the 
position and the controller learns, through information provided by 
feedback, to bring the controlled system to the desired position. 
 
This could be extended into an Actor-Critic architecture 
[24, 25] The Critic produces evaluative, reinforcement 
feedback for the Actor by observing the consequences of its 
actions. The Critic takes the form of a TD-error δ, which gives 
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an indication if things have gone better or worse than expected 
with the preceding action. If the TD-error is positive the 
tendency to select this action should be strengthened, 
otherwise weakened. Thus, Actor and Critic are adaptive 
through reinforcement learning.  
On the machine learning side, Actor-Critic is related to 
interleaved value/policy-iteration methods [21]. On the side 
of control, they are related to advanced feed-forward control 
and feed-forward compensation techniques. Assumptions 
were made that the input states can produce both the 
prediction, instead of time, and at the actions so they are inputs 
to the Critic and the Actor blocks. Figure 1.8 depicts the actor-
critic model from both the Machine Learning and the 
Neuronal perspective 
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Figure 1.8. The Actor- Critic model makes use of the δ-TD 
reinforcement signal coming from the Critic in order to  optimize a 
policy of actions in the Actor 
 
The Actor Critic architecture solves the structural credit 
assignment problem, which consists in trying to maximize the 
expected return by choosing the best actions. The Actor uses 
in general a set of predefined actions. Actions are not easily 
generated de novo. The Critic cannot generate actions on its 
own but must work together with the Actor. Convergence is 
slow if these methods are not augmented by additional 










Q learning [26] is a machine learning algorithm that can 
be used to find an optimal action-selection policy for any 
given (finite) Markov decision process (MDP). It works by 
learning an action-value function that ultimately gives the 
expected utility of taking a given action in a given state and 
following the optimal policy thereafter. A policy is a rule that 
the agent follows in selecting actions, given the state in which 
it is located. When such an action-value function is learned, 
the optimal policy can be constructed by simply selecting the 
action with the highest value in each state. One of the 
strengths of Q-learning is that it is able to compare the 
expected utility of the available actions without requiring a 
model of the environment. 
Additionally, Q-learning can handle problems with 
stochastic transitions and rewards, without requiring any 
adaptations. It has been proven that for any finite MDP, Q-
learning eventually finds an optimal policy, in the sense that 
the expected value of the total reward returned over all the 
successive steps, starting from the current state, is the 
maximum achievable. 
The algorithm takes in account an agent, states S and a set 
of actions A per state. By performing an action a ∈ A, the agent 
can move from state to state. Executing an action in a specific 
state provides the agent with a reward (a numerical score). The 
goal of the agent is to maximize its total reward. 
It does this by learning which action is optimal for each 
state. The action that is optimal for each state is the action that 
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has the highest long-term reward. This reward is a weighted 
sum of the expected values of the rewards of all future steps 
starting from the current state, where the weight for a step 
from a state Δ t steps t into the future is calculated as  γ Δ t. 
Here again γ is a discount factor (0<γ<1) and trades off the 
importance of sooner versus later rewards. γ may also be 
interpreted as the likelihood to succeed (or survive) at every 
step Δ t . 
The algorithm therefore has a function that calculates the 
Quantity of a state-action combination. Before learning has 
started, Q returns an (arbitrary) fixed value, chosen by the 
designer. Then, each time the agent selects an action, and 
observes a reward and a new state that may depend on both 
the previous state and the selected action, Qis updated: 
 
Q(  ,  )= Q(  ,  )+α ( + (  , ) −(  ,  )) 
 
where α is the learning rate and  is the reward observed 
after perfoming   in   . Q-learning looks similar to TD 
formalism, the difference is that we are visiting state s from 
where we take the specific action a, whereas in TD the action 
was left unspecified.  
For the Q- learning algorithm no neuronal architecture has 









1.6.3 The implementation level :the Neuroscience 
perspective  
 
In this section, it will be established the link between the 
mechanistic level and the neuroscience, hence establishing a 
link between the abstracts ANNs presented in the previous 
sections with neurophysiological findings. 
 
In general the Dopaminergic system of the brain is held 
responsible for RL. Responses from dopaminergic neurons 
have been recorded in the Substantia Nigra pars compacta 
(SNc) and the Ventral Tegmental Area (VTA) where some 
reflect the prediction error δ of TD-learning [27]. These 
neurons have been discovered mostly in conjunction with 
appetitive (food-related) rewards. Figure 1.9 shows some 
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Figure 1.9. Examples of a Prediction Error (pe, A-C) and some 
Reward Expectation (re, D, E) neurons [27]  
 
 
However, only few dopaminergic neurons produce error 
signals that comply with the demands of reinforcement 
learning. Most dopaminergic cells seem to be tuned to arousal, 
novelty, attention or even intention and possibly other driving 
forces for animal behavior. Furthermore, the TD-rule reflects 
a well-defined mathematical formalism that demands precise 
timing and duration of the δ error, which cannot be find in 
neural structures. Consequently, it might be difficult to 
calculate predictions of future rewards. For that reason 
alternative mechanisms have been proposed which either do 
not rely on explicit predictions (derivatives) but rather on a 
Hebbian association between reward and CS [28], or which 
use the DA signal as a switching signal which establishes 
learning after salient stimuli [29, 30].  
 
 1.6. Reinforcement learning rules                                       35 
Differential Hebbian learning seem to be, to some extent, 
compatible with novel findings on spike-timing dependent 
synaptic plasticity (STDP) [32]. In this type of plasticity, 
synapses potentiate (become stronger) when the presynaptic 
input is followed by post-synaptic spiking activity, while else 
they are depressed (become weaker). We will envision now a 
more biologically plausible model for the Critic, including the 
learning of values.
 
1.6.3.1  PVLV model 
 
Given that there are distinct brain areas involved in these 
different aspects of the dopamine firing, it raises the question 
as to how the seemingly unified TD learning algorithm could 
be implemented across such different brain areas. In response 
to this basic question, the PVLV model of dopamine firing 
was developed[28]. PVLV stands for Primary Value Learned 
Value, and the key idea is that different brain structures are 
involved at the time when primary values are being 
experienced, versus when conditioned stimuli (learned 
values) are being experienced. This then requires a different 
mathematical formulation, as compared to TD.  
More generally, the unitary nature of the TD framework 
does not seem compatible with the relatively large and diverse 
cast of brain areas involved in driving dopamine firing. In 
contrast to TD, PVLV predicts that it should be possible to 
doubly-dissociate the CS and US associated DA firing 
behavior empirically.  
More precisely the PVLV model separates the acts for the 
CS stimulus of producing the dopamine spike (learned 
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reward) from that of shunting the US-onset (reward) 
dopamine dip (innate reward prediction). Therefore, the 
model is made up of two systems: 
• a system for learning of rewards , called LV (Learned 
Values) 
• a system which learns to predict innate rewards called 
PV (Primary values) 
Both systems have an excitatory (, ) and inhibitory 
component (, ) and learn according to the simple 
Pavlovian conditioning paradigm. 
The model explored, derives from a more recent 





Figure 1.10. The PVLV framework learning occurs in parallel in 
two systems in a Pavlovian paradigm 
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The model takes in account primary rewards (US+) and 
punishments (US-).  Both these constitute the Primary Value 
excitatory (). The Leaned Value block learns to produce 
Dopamine firing on the onset of incoming CS stimuli. We also 
notice that dopamine self-reinforce the system. Primary Value 
inhibitory system instead learns to predict innate rewards by 
using a representation of time (timing block) as input together 
with the CS.  block act also like  for prediction of 
learned rewards in second order conditioning paradigms. The 
context block provides information about the environment in 
which CS is effective as a reinforcer (motivating operations).  
The main hypothesis on which the model lies are: 
•  always produce  dopamine burst (or dip for 
punishment); 
• Learning in the  system occurs only on the onset of 
US stimulus; 
• CS onset dopamine burst cannot self-reinforce. 
 
 
According to this hypothesis, learning in the two systems 






If  > 0.8 or  > 0.8) or ( < 0.2 or  < 0.2) 
    ∆=∈( − )&   
∆ =∈ ( − )&   
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Else  
   ∆=0 
 
While the delta rule is: 
 
If (>0.8 or  > 0.8) or ( < 0.2 or  < 0.2)  
 
δ = ()*+ =  − ),+ =  −   
 
Figure 1.11 depicts the output of the DA block in different 





Figure 1.11. The PVLV learning process in various phases of 
learning: a) early stage of learning: only US can elicit DA firing b) 
late stage of learning: CS is able to elicit DA firing in place of US; 
c) in a trained system, in case of wrong prevision (US occurring late 
or not) a dopamine dip happens when CS activity goes to baseline 
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d) in a trained system, in case of right prevision (US occurring 
early) another Dopamine spike occurs on US onset 
 
 We can make further considerations and comparisons 
between TD and PVLV. TD can be thought of as a delta-rule 
learning mechanism that straddles two adjacent points in time, 
with the present serving as a training signal for the immediate 
past. In contrast, the Rescorla– Wagner version of the delta 
rule operates within a single time during which both an 
expectation and US outcome are encoded (active) and 
compared. Thus, at a mathematical level, TD and PVLV 
(which can be thought of as an elaborated version of 
Rescorla–Wagner) share the basic delta-rule dynamic, but 
they differ principally in how they use time for computing the 
DA delta. 
This difference can be captured to some extent within the 
TD framework itself, with a time-smearing mechanism 
(‘‘eligibility traces’’) in the TD (λ) formulation [31]. The λ 
parameter, as already mentioned, controls the exponential rate 
of decay of prior stimulus representations which are available 
to the learning mechanism, with (λ=0) having no such trace at 
all, and (λ=1) having an infinite trace. Even with the addition 
of eligibility traces to the TD (λ) framework, however, other 
significant issues for TD as a biological model remain. First, 
TD (λ) does not make a very clear distinction between CSs 
that persist through to the time of reward (delay conditioning), 
and those that do not (trace conditioning): the exponential 
trace enables similar learning to take place in either case. 
The standard account of this dissociation is that additional 
brain systems are necessary for actively maintaining a 
neuronal representation of the stimulus through to the point of 
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reward, bridging the gap so that an association can be 
established. It is unclear why these separate memory systems 
would be required within the unitary TD (λ) framework, 
especially because a large λ is generally required to account 
for even the delay conditioning data. 
In contrast, PVLV makes a clear distinction between trace 
and delay paradigms, because it can only learn about a CS at 
the time of the US. If the CS is no longer present, some other 
internal representation of it must be preserved to bridge the 
associative gap.  
For TD (0), i.e., no temporal smearing, each moment in 
time is completely distinct, every individual time step is 
indispensable, and temporal chaining is essential for bridging 
over delays. On the other hand, as one approaches the other 
extreme of TD (1), chaining becomes much less important, 
and the system converges in some ways back to the simpler 
Rescorla–Wagner temporal behavior. 
A longstanding empirical issue for TD (0) has been that 
phasic dopamine firing ought to be seen chaining backward in 
a ‘bucket brigade-like’ manner during the CS–US inter 
stimulus interval (ISI) early in training. This is because the 
way that TD works is to pass the prediction error signal 
backward one time step at a time with each training trial, 
implying that phasic DA firing ought to be seen between the 
CS-onset and the US. This behavior has generally not been 
observed empirically, but it has been suggested that evidence 
for chaining may be buried in the noisy ISI period.Instead, 
firing is generally interpreted as jumping directly to the time 
of CS-onset by most authors. Specifically addressing this 
issue, there have been presented new dopamine firing data that 
largely replicated earlier patterns of firing, and then showed 
that only the TD (l) model, but not the TD (0), was able to 
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reasonably simulate the empirical data. In particular, large 
values (close to 1) were required, such that learning from one 
time step almost completely generalizes to all previous time 
steps, thereby almost reducing TD to just the standard 
Rescorla–Wagner rule. 
Finally, the restriction that the LV system cannot reinforce 
itself, which has clear computational motivations as described 
above, gives rise to another important difference between TD 
and PVLV in the context of second and higher order 
conditioning. Because a CS elicited DA burst would not be 
expected to train further CS-CS associations within the PVLV 
system, this mechanism should not support higher order 
conditioning. In contrast, the unitary nature of TD causes it to 
automatically and easily support arbitrarily high orders of 
conditioning. As pointed out in the original paper [28], there 
is a dearth of evidence for higher order conditioning beyond 
second order conditioning. While the absence of direct 
evidence is clearly not evidence for absence, we suggest that 
even second order conditioning displays characteristics quite 
distinct from first order, in a pattern suggesting it may not be 
primarily dependent on phasic DA firing . 
In summary, both PVLV and TD (λ) models (with λ closer 
to 1than to 0) make many of the same predictions that are 
consistent with known empirical phenomena, because both 
use a similar treatment of time, and both are fundamentally 
delta-rule/Rescorla–Wagner based mechanisms. However, 
PVLV also makes other predictions that TD does not make, 
which also seem consistent with available data. Some 
researchers will likely prefer the theoretical elegance of the 
TD framework, particularly as a normative model in the 
context of traditional artificial intelligence 
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 In the following chapter, we will explore the neural correlates 













In the previous chapter, mechanisms of learning were 
explored, showing how from the innate reflex to the most 
sophisticated form of voluntary behavior learning occurs. We 
provided the basics of reward learning and reward based 
learning rules. We also explored how a system of innate and 
learned rewards exists. Now we will use this concept to build 
and explain a plausible model of reward based motor learning, 
exploring in depth the neural correlates structures of this 
model. We will discuss how the system can be seen as made 
up of layers structured in a hierarchical fashion, as in the 
previous chapter we found out how high level behaviors 
originate from five main questions (H4W problem).  
 
2.1 A hierarchical model  
 
To build this hierarchical model, we consider three main 
factors: exteroception (world), interoception (self), and action.  
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At first, the brain must assets the motivational states 
derived from homeostatic self-essential variables, the needs. 
These motivational states in turn need to be prioritized so that 
goals can be set: this is the Why problem, requiring 
modulation of underlying behavior system. 
Next, a layer of control is called for to classify, categorize 
and evaluate states of the world, to identify the spatial layout 
of the task, including the agent itself, and the dynamic of the 
task and its affordances :’ What , Where, When’. 
Lastly, these labeled multi-modal states are grouped in 
sequences around prioritized goals. Using the accumulated 
spatiotemporal knowledge of the task and the self in which the 
goal pursuit is framed, a procedural motor strategy can be 
composed and its elements selected from the set of available 
options to achieve a goal state: How. 
Starting from the lowest level the system can be seen as 
made up of hierarchical levels: 
 
• A first level which designates the body itself and 
defines three fundamental processes: exosensing of 
states of the environment (sensors), end sensing of 
states of the body or essential homeostatic variables of 
survival defining needs (special sensors) and actuation 
through control of the skeletal-muscle system (motor 
outputs). Behavior is defined as a change in the 
confirmation and/or position of the somatic level, and 
consists of limited and stereotyped hardwired 
stimulus-response associations, reflexes.  
• A second level comprises dedicated behavior systems 
that combine predefined sensorimotor mappings 
(reflexes) in order to reduce needs of the body. A need 
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arises from the discrepancy between a read-out of a 
homeostatic parameter (e.g. blood sugar level) and an 
optimal set point. This system so learns new reflexes 
trough classical conditioning paradigm. Further, this 
level modulates the engagement of higher control 
layer and their epistemic (cognitive) functions (for 
example, making a movement smoother). 
• A third level extends the predefined need-reducing 
sensorimotor loops of second level with value-
dependent acquired sensor and action states. Given 
the definition of goal-directedness and the limitations 
of primary needs systems in this respect owing to their 
reliance on fixed action patterns, there is a need for 
‘higher’ systems to be informed about drives 
expressed by ‘lower’ levels. The acquired sensor and 
motor states are in turn associated through the values 
states triggered by the second level, following the 
paradigm of classical conditioning where initially 
neutral or conditioned stimuli (CS) obtain the ability 
to trigger actions, or conditioned responses (CR), by 
virtue of their contingent presentation with 
intrinsically motivational stimuli or unconditioned 
stimuli (US), (innate rewards). Voluntary movements 
are selected according to a policy, which get 
strengthened/weakened by reward/punishers. A 
context (motivating operations), as seen in the 
previous chapter, is fundamental for giving a 
reinforcer/punisher a salience, so context deeply 
shapes the form of a voluntary movement. 
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Figure 2.1. A hierarchical structure emerging for learning of 
voluntary movements, appears to be composed of three levels: 
spinal reflexes (green), conditioned reflex (orange), voluntary 
movements (brown) 
 
Regarding neural correlates of the system, we can start 
making some statements: 
• The first level involves Motor Output and Sensory 
input,  
• The second level  includes Motor Output, Sensory 
input and Cerebellum  
• The third level includes the sub-systems of action 
selection, trough the Basal Ganglia (How) and a Value 
System (Why). 
• The Cortex fulfils the role of collecting high level 
representations of perception of the world coming 
from the sensory (thus answering the Where, What and 
When) and motor plans/action to pursue, going to 
motor actions, as well providing a context and goals of 
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the task. The presence of Prefrontal Cortex and 
aminergic systems (DRN) provides motivation to the 
system, creating the context, realizing so the four term 
contingency. 
 We will go more in detail with point 3 as the first 2 points are 




2.2. Learning First level: spinal reflexes 
 
 
At the lowest level, the movements as mentioned before 
essentially consist in myotatic reflexes [35, 36]: they make 
possible to keep a group of muscles in tension in order to 
maintain body at a given resting position. The neural correlate 
of this layer is the spinal cord, whose H-shaped section 
involves a direct association of sensory inputs with motor 
outputs. Modulation of such reflexes involves gamma circuits 
[37]. 
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Figure 2.2 A reflex is a stimulus response association, occurring 
trough gamma circuits in the spinal cord 
 
Gamma motor-neurons in the ventral part of the spinal 
cord regulate the level of activity of the intra-fusal fibers thus 
setting the resting position; the myotatic reflex will regulate 
the alpha-motor neurons activity, activating  extra-fusal fibers 
in such a way that the force applied by the whole muscle keeps 
the position set by gamma motor-neurons. Information about 
mechanical action performed is coded by the muscle spindles 
carrying information about position/velocity 
(proprioception). 
The information coded by the muscle spindles are also 
sent to the cerebellum as mossy fibers and to the cerebral 
cortex via the thalamus. The activation of a myotatic reflex, 
namely a strong/abrupt change in alpha motor neurons, is also 





 2.2. First level: spinal reflexes                                            49 
 
 
2.2.1 Learning of movements in human 
brain: from reflexes to voluntary actions 
 
Primary reflexes are still present in a “spinal animal”, that is 
when there is a lesion that cuts the contiguity between the 
brain and the spinal cord, meaning that the cerebral cortex, the 
basal ganglia and the cerebellum can no more take place in 
movement control [38]. This demonstrates that primary 
reflexes are due to spinal circuits and to the equivalent 
medulla circuits. The difference between spinal cord and 
medulla is just in the parts of the body that they control: trunk, 
limbs and viscera for the spinal cord; head, neck and viscera 
for the medulla. In a spinal animal, there are no voluntary 
movements and no conditioning; this demonstrates those 
voluntary movements (operant behavior) and learning 
(operant conditioning) involve other nervous centers. 
Actually, some forms of rudimental learning are still present 
in a spinal animal. The most studied is called “conditioning of 
the H-reflex”; this mechanism can be responsible for some 
kind low-level modulation of the spinal reflexes [39]. 
 
 
2.3       Second level: conditioned reflexes 
 
 
The neural substrate for this level seems to be Cerebellum. 
The role of the Cerebellum and its associated circuitry in the 
acquisition and retention of anticipatory responses (sensory 
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predictions) with Pavlovian delay conditioning has been well 
established [40, 41]. Although most of the classical 
conditioning studies are primarily based on eye-blink 
conditioning [42], recent experimental studies have 
established the essential role of the cerebellum in learning and 
memory of goal-directed behavioral responses [43] 
Learning in classical conditioning regards sensory prediction. 
As the Rescorla–Wagner model formalized in the previous 
chapter, animals learn in classical conditioning only when 
events violate their expectations [44]. 
 
 
Figure 2.3. The cerebellum, through the association of its two 
inputs, is able to create conditioned reflexes from lower level, yet, 
trough thalamic projections, contributes to modulate voluntary 
movements from higher level 
 
The CS and the US in Cerebellum comes respectively from its 
two inputs, the mossy fibers and the climbing fibers, and the 
motor response output CR comes from deep cerebellar nuclei. 
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The US signal relayed by the Inferior Olive (IO) reaches the 
cerebellar cortex through the climbing fibers where it induces 
plasticity at the synapses of the parallel fibers that transmit the 
CS information. After repeated coincidence of these two 
signals, the Purkinje cells – the sole output of the cerebellar 
cortex – acquire a response to the CS, namely, a drop in their 
firing activity that drives the behavioral CR. 
At first, mossy fibers are unable to activate deep nuclei 
neurons, due to the inhibitory action opposed by Purkinje 
cells, which are also activated by the same mossy fibers 
through the granule cells. 
Whenever an association occurs, i.e. a concomitance of a (non 
effective) stimulus and the activation of a reflex, it happens 
that the synapse between the granule cells activated by that 
stimulus and the relative Purkinje Cell is “cut off”, a 
phenomena called long term depression (LTD) [43]; from 
now on, that stimulus will activate some deep nuclei cells, 
because the same stimulus does not activate the inhibitory 
branch (Purkinje cells). At the same time, the synapse between 
the parallel fiber and the Purkinje cell is potentiated trough 
long-term potentiation (LTP) [44]. 
Given that Granule cells code combination of stimuli and 
Deep Cerebellar nuclei code combinations of motor action, 
Cerebellum is able to match sensory inputs with motor actions 
creating new conditioned reflexes [45]. This can be a way to 
react to environment (like avoiding a danger) and in this case 
the CS input comes from low level sensory input (spindles), 
while the response goes to motor neurons (alpha motor 
neurons) [46]. Through Hebbian mechanism, synapses 
strengthen among the cerebellar nuclei neurons that activate 
and the motor neurons that are active at the same time, so in 
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the end a new reflex arc is created between new sensitive 
stimuli and the motor neurons activated simultaneously with 
these sensitive stimuli 
According to [47], cerebellum only learns when the IO 
activity is perturbed from baseline. In this context, the 
inhibitory connections from the cerebellar deep nuclear cells 
to the Inferior Olive, the Nucleo Olivary Inhibition (NOI) 
[48], are key to interpret cerebellar learning as the acquisition 
of sensory predictions. The NOI subtracts the cerebellar 
output relayed by the deep nuclei from the US signal reaching 
the IO, such that if both the signals match, they cancel each 
other leaving IO activity at baseline [49]. IO olive so acts by 
giving a sort of teaching signal. 
In order to make IO signal comparable with the inhibiting 
signal from Deep Nuclei, which codes an action, we assume 
that it also codes an action, not a sensory state, precisely an 
abrupt change in the position maintained by the myotatic 
reflex [49]. In case of voluntary movements, the teaching 
signal of the IO is a high-level cognitive cue coming from the 
cortex trough Red Nucleus [50]. 
Cerebellum also contributes to make a movement smooth 
[51], like, for example, the act of writing a letter without the 
need to correct through voluntary movements all the strokes 
that made for it. In this case, the input CS comes from the 
cortex trough pontine nuclei  while the output goes upstairs 
through thalamus to the Cortex , summing up to the output of 
Basal Ganglia, so modulating the action of the voluntary 
movement. At the beginning of learning, voluntary circuits 
recognize “errors” and apply corrections [52]; by repeating 
these voluntary corrections many times under the same 
circumstances (i.e. the same incoming stimuli), the 
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cerebellum recognizes the simultaneous occurrence of these 
stimuli and movements and is solicited to link them in a new, 
conditioned reflexes. The cerebellum is solicited to do this 
because the activation of movements means also the 
activation of the inferior olive.
 
2.3.1 Neurophysiological considerations 
 
 
The ability to acquire conditioned reflexes is preserved if 
there is a lesion of the brain cortex and the basal ganglia that 
spares the cerebellum; under such conditions, the animal stays 
still and voluntary movements are absent. This demonstrates 
that the cerebellum is responsible for the acquisition of 
conditioned reflexes but not to the initiation of voluntary 
movements. One of the most used model to study the 
functioning of the cerebellar circuits is the eye-blink 
conditioning. The acquisition of a new, conditioned reflex 
happens when there is a stimulation of the inferior olive [39]: 
this lead to the formation of a sort of link between those 
stimulus and movement that were contingent with the 
stimulation of the inferior olive. Signals to the inferior olive 
may originate from the spinal cord or from the pontine nuclei. 
Pontine nuclei may be activated, in turn, by the cerebral 
cortex. 
 In this thesis, as mentioned in the previous section, it is 
postulated that the signal from the spinal cord to the inferior 
olive originates from the activation of a reflex; this hypothesis 
is supported by the experimental finding that the olivary 
neurons integrate information pertaining to individual spinal 
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withdrawal reflex modules, and to muscles of functionally 
related modules [49]. Thus, it has been postulated that 
whenever an effective stimulus A evokes a reflex, the 
cerebellum is prepared to link to the same motor response any 
other stimulus B that is contingent to that stimulus A.  
By this way, a new stimulus B becomes able to evoke that 
particular reflex that was activated (the first times) by the 




2.4   Third Level: voluntary movements 
 
 
The third level makes use of the lower levels in order to 
achieve adaptability in learning voluntary movements. As 
exposed in the previous chapter, the probability of a voluntary 
movement occurs according a 3-terms contingency (4 
considering motivating operations). The Actor-Critic is one of 
the most accredited architecture of operant conditioning and 
is made up of two subsystems working in parallel.  In the 
previous chapter, we introduced the Actor –Critic architecture 
and its function, now we will focus on the neural correlates.  
From a computational perspective, the key idea is the 
distinction between an actor and a critic where it is assumed 
that rewards result at least in part from correct performance 









Figure 2.4. The higher level for generation of voluntary movements 
relies highly on an Actor- Critic structure, where the Critic system 
(green dotted line) is able to modulate the Actor (orange dotted line) 
actions through dopamine signalling, which could be triggered by 
innate and learned rewards/punishers.  
 
 
The dopamine signal is the output of the Critic, which then 
serves as a training signal for the Actor (and the Critic too, as 
we saw in the previous chapter). The reward prediction error 
signal produced by the dopamine system is a good training 
signal because it drives stronger learning early in a skill 
acquisition process, when rewards are more unpredictable, 
and reduces learning as the skill is perfected, and rewards are 
thus more predictable. If the system instead learned directly 
on the basis of external rewards, it would continue to learn 
about skills that have long been mastered, and this would 
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likely lead to a number of bad consequences (synaptic weights 
growing ever stronger, interference with other newer learning, 
etc.). In the following sections, we will go in detail with this 
model, which comprises: 
• the Critic, made up of the DA  system, which 
modulates  the action selecting mechanism in the 
Actor system: 
• the Actor, made up of Cortex and Basal Ganglia  
 
 
2.4.1 The Critic 
 
 
We will start reviewing the neural structures, which made up 
for the Critic system. As already discussed, the role of this 
system is to produce a teaching signal for the Actor. This 
signal consists in a dopamine firing which codes some sort of 
reward prediction error between a reward (punishment) and 
an expectation of a reward. This dopamine firing occurs in the 
Ventral Tegmental Area (VTA) and Substantia Nigra part 
Compacta (SnC), nuclei located in the midbrain, which appear 
to have the biggest concentration of dopaminergic neurons.  
We also found out that rewards and punishment can 
originate from innate values (external reward) or an initially 
neutral stimulus, which acquires rewarding abilities after a 
Pavlovian conditioning. External rewards are signalled mostly 
by Later Hypothalamus, while punishment by Lateral 
Habenula. It will be shown that the neural substrate for this 
conditioning occurs in the amygdala and Striatum (part of the 
Basal Ganglia) for the prevision of rewards. Figure 2.5 depicts 
the architecture of the Critic system 
 






Figure 2.5. The Critic system consists in many structures 
contributing to produce dopamine, encoding a reward predicition 
error. Rewards and punishment could be innate or learned.   
 
 
2.4.1.1 Lateral Hypothalamus 
 
Perhaps the most well-known brain region for controlling 
motivational drives is the hypothalamus, a phylogenetically 
ancient diencephalic structure well connected to sensor and 
actuator systems in lower CNS centers such as the brain stem, 
spinal cord and autonomic ganglia. Hypothalamic cell groups 
are thought to monitor nutrient’s levels and guard the body’s 
energy balance, while others regulate sexual, maternal and 
aggressive behavior as well as sleep. This list of hypothalamic 
sensor –actuator functions is by no means exhaustive and can 
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be supplemented with numerous brain stem-medulla nuclei 
that are often positioned even closer to internal sensors and 
effectors (e.g. the monitoring and regulation of food intake, 
respiratory and cardiovascular reflexes by the nucleus tractus 
solitarius, vagal nuclei and connected cell groups). In 
addition, these functions address not only homeostatic 
regulation, but also allostasis, referring especially to 
responses to challenges that require system-wide, dynamic 
adaptation and predictive regulation in anticipation of 
upcoming homeostatic disturbances [53, 54]. 
The Lateral Hypothalamic Area (LHA) is responsible for 
reactive representation of US value for rewarding stimuli such 
as food, water, etc. and this provides the main excitatory 
signal driving phasic dopamine bursting after primary reward 
onset. This is a widely accepted hypothesis, as cells of LHA 
receive direct projections from primitive sensory areas 
associated with primary reward [55,56] and respond to the 
occurrence of a reward with sustained firing [57,58,59,60]. 
The LHA sends excitatory glutammaergic projections 
directly to the midbrain dopaminergic nuclei (VTA and SNC, 
[61]) and even more densely to the pedunculopontine 
tegmental nucleus [62], which in turn sends both 
glutammaergic and cholinergic projection to midbrain DA 
nuclei [63]. Further, it has been shown that the strength of DA 
synapses is relatively fixed, hardwired during ontogeny or 
VTA has little plasticity [64, 65, 66]. This is in accordance 
with the assumption made in the former chapter that the 
Primary Values system (PVe) does not learn so that an US will 
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2.4.1.2 Lateral Habenula 
 
The habenular nuclei are involved in pain processing, 
reproductive behavior, nutrition, sleep-wake cycles, stress 
responses, and learning [66]. Recent demonstrations using 
fMRI [67] and single unit electrophysiology have closely 
linked the function of the lateral habenula with reward 
processing, in particular with regard to encoding negative 
feedback or negative rewards. The authors of [67] suggested 
that this reward and reward-negative information in the brain 
might "be elaborated through the interplay among the lateral 
habenula, the basal ganglia, and monoaminergic 
(dopaminergic and serotonergic) systems" and that the lateral 
habenula may play a pivotal role in this "integrative function". 
The rostromedial tegmental nucleus (RMTg), also known 
as the tail of the ventral tegmental area (VTA), is a 
GABAergic nucleus, which functions as a "master brake" for 
the midbrain dopamine system [68, 69]. It is poorly 
differentiated from the rest of the ventral tegmental area 
(VTA) and possesses robust functional and structural links to 
the dopamine pathways. Recent findings that the lateral 
habenular nucleus can produce pauses in DA cell firing [71, 
72, 73] suggest that it may be important for generating the dip 






The amygdala proves to be the main brain structure 
responsible for making associations of different predictive 
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cues with primary affective outcomes [74]. It is generally 
considered one of the most important regions of the limbic 
system, or brain emotional centers. At a rough functional 
level, the amygdala can be divided into a cortex-like 
basolateral set of nuclei (BLA; basal, lateral, accessory basal 
nuclei), and a more striatum-like central set of nuclei (CNA; 
medial segment, lateral segment) [75, 76]. Both BLA and 
CNA receive broad projections from all over the cortex, with 
the CNA receiving such projections both directly, and via a 
kind of funneling pattern from the BLA. Multimodal cells of 
medial segment of the CNA (mCNA) sends some excitatory 
projections directly to the midbrain DA nuclei [77, 78], and to 
the LHA [79]. In contrast, the BLA does not project 
independently to the DA midbrain areas, only indirectly doing 
so via its projections to the mCNA. Finally, 
electrophysiological studies have provided strong 
corroboratory evidence that stimulation of CNA neurons can 
cause dopamine cell firing in the VTA and SNc and/or DA 
release in target areas [80, 77]. 
While the amygdala has long been associated with fear 
conditioning (see, [81] for a review), it is now well established 
that both the BLA and CNA also code for positively valence 
stimuli [82, 83, 84, 74]. mCNA are initially responsive only 
to US, but subsequently these cells respond also to a CS paired 
to the US [74]. As a result, CS-onset also acquires the ability 
to drive DA bursting via excitatory projections from the 
mCNA to the midbrain DA system (figure 2.6). This crucial 
link serves to ensure that population of DA cells driven by 
LVe system (CC-onset) will be approximately the same 
population driven a priori by PVe system (US-onset).  
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Figure 2.6. The neural substrate for the acquisition of learned 
rewards appears to be central nucleus of Amygdala (CNA), which 
exhibits a sustained firing pattern during the duration 
 
Furthermore, consistent with the idea that L-LTP (late, or 
permanent, long term potentiation) is occurring for these 
events, immediate early gene expression has been observed in 
CNA cells, particularly those that project to SNc, in response 
to a visual stimulus predictive of reward [85]. 
The final evidence for the CNA playing the critical role in 
driving phasic DA bursting at CS-onset comes from studies 
showing that CNA lesions interfere with a set of Pavlovian 
conditioned responses that are likely to depend on CS-driven 
phasic DA. 
According to a more elaborated representation of the 
amygdala circuitry [86] Basal Amygdala comprises different 
portions able to create learned positive values, and learned 
negative values (Basal Amygdala for Acquisition of positive/ 
negative values). It also comprise portions that learn on the 
omission of expected rewards/punishments (Basal Amygdala 
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for extinction of positive/negative values). In the case of 
extinction of a reward, an important role is that of context, 
which stands for motivating operations and is provided from 
Orbitofrontal Cortes, as it will be showed in the following 
sections.  
 
2.4.1.4 Ventral Striatum 
 
Separately and in parallel with the learning of new values, a 
system comes to expect the US by learning about the system’s 
internal state, including temporal representations, 
immediately prior to the US onset. This acquired 
representation then acts via GABAergic projections (and 
shunting inhibition) to ‘cancel’ the DA spike at the time of 
reward. In the PVLV paradigm explored in the previous 
chapter, we called this system PV/. 
The neural substrate for such representations appears to be 
Ventral Striatum (Nucleus Accumbens, NAc). It is part of the 
basal ganglia, which includes the dorsal (specialized for 
actions) and ventral striatum (specialized for reward 
information).  
Ventral Striatum encodes a ‘value’ signal incorporating 
different costs like effort, possibility of pain and risk into an 
estimate of how good something is. Additionally, by 
projecting to the dorsal striatum, it can use these value signals 
to help take actions that lead to possible rewards. The ventral 
striatum also has two distinct sub-populations of medium 
spiny neurons, which have been described as patch-like and 
matrix-like because of the histological staining characteristics 
they share with their dorsal counterparts [87]. 
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However, the Ventral Striatum (especially NAc) does not 
exhibit the histological compartmentalization of these cell 
types seen in the dorsal striatum, which has made it difficult 
to establish connectivity differences between these cell types 
similar to those established for the dorsal striatum. 
Nonetheless, two different subpopulations of MSNs(medium 
spiny neurons) have been described in the NAc based on 
connectivity, one projecting onto DA cells of both the VTA 
and SNc and the other synapsing onto GABAergic neurons of 
the SNr [89,90,87]. 
Patch-like GABAergic neurons in the ventral striatum 
(striosomes) are the main substrate for the learned 
representation of a US expectation (PVi in the PVLV system 
or value function in the TD algorithm) 
 In response to a predictive CS, striatal cells are known to 
acquire ramping activation that peaks at the time US is 
expected [91]. By virtue of inhibitory projections onto DA 
cells, these acquired representations can then shunt the 
excitatory signal when the US occurs, eliminating the DA 
burst previously seen when the US was unexpected. 
Inhibitory projections therefrom to midbrain DA cells 
shunt excitatory inputs thereby eliminating the phasic burst 
for the US. The VS also projects via to the lateral habenular 
nucleus of the epithalamus, helping that substrate to compute 
when an expected reward has been omitted. During 
conditioning, midbrain dopamine neurons eventually stop 
firing a phasic burst at the time of a reward, and if an expected 
reward is then omitted (or delayed), there is a phasic pause or 
dip in tonic firing at the expected time(figure 2.7). These 
effects are thought to be global across the majority of DA 
neurons in the VTA and SnC [92].  
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Figure 2.7.  Patch-like neurons in the Ventral Striatum exhibit a 
ramping activity such that they are able to cancel the excitatory 
signal to DA cells. In response to a predictive CS, a subpopulation 
of ventral striatal, the ramping cells in the Ventral striatum seem to 
be integrating timing information in order to peak at the time of 
anticipated US. 
 
As regards the ability to predict CS-onset DA firing, in 
second order conditioning (a learned reward is associated with 
another neutral stimulus) the mechanism occurs with a slower 
rate (called LV/ in the PVLV system). Schultz et al. [92] found 
cells in the VS that fit this exact pattern: subpopulations of VS 
neurons exhibit peaking at the CS-onset [92, 93], triggered by 
the occurrence of a still prior stimulus. In the study, the prior 
CS 2(second conditioned stimulus) was explicit, but it is easy 
to imagine, that animals could develop LVi representations 
from implicit/contextual signals as well such predictions 
would be less exact and, therefore, the mitigation of dopamine 
firing only partial, which is what is seen empirically with 
overtraining and no explicit CS2 [94]. 
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The source of timing representation in striatum remains 
an empirical question. One obvious candidate is the 
cerebellum, widely thought to be important for representing 
time [95]. This would require cerebellar input to influence VS 
neurons, which does not happen through direct projections, 
but there are indirect pathways via cerebellothalamic and 
thalamostriatal projections [96], and via the frontal cortex 
[97]. Another candidate could be Orbitofrontal Cortex, part of 
the Prefrontal Cortex [98]. Another proposal is that striosomes 
can actually exhibit timing dynamics themselves [99]. 
 
2.4.2 The Actor 
 
The roles of the Cortex and of Basal Ganglia seem to fit well 
with the architectural hypothesis of an Actor, a system which 
is able to increase the frequency of an action (policy), given 
an ensemble of stimuli inputs. In this scenario, the Cortex is 
responsible for storing all possible actions and sensory 
combination (posterior), as well as to initiate motor actions 
(motor, prefrontal). 
The basal ganglia acting like a “switch” enable or prevent 
a possible behaviour from being executed, according to its 
probability. Motor activations coming from the cortex 
translate, at “low level”, in modulations of reflex arcs, i.e. 
modulations of the activity of gamma motor neurons.  
Whenever a dopamine firing occurs (reward or punishment), 
at the cortical level there will be an increase (or decrease) in 
the probability associated with the stimulus-action pairing.  
Figure 2.8 shows the model for Actor-Critic. 




Figure 2.8 The Actor can select an action by selecting Go or NoGo 
pathways for that behavior according to DA firing signaled by SnC 




The cerebral cortex can be viewed as a collection of 
information that can be extracted from the incoming stimuli 
(sensory cortex, posterior), and repertoire of possible 
movements that can be initiated (motor cortex, anterior). 
Within the cerebral cortex there is a large amount of links 
between the sensory and the motor cortex, so that given a 
stimulus there are several different possible movements that 
can be initiated, but with different probabilities. 
Structures such as posterior parietal cortex and primary 
sensory cortex (A1, V1) are deeply affected by associative 
stimulus–reward and action–reward learning [100-105]. 
Despite this ubiquity, there are good arguments to highlight 
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the role of prefrontal systems in forming state representations 
that can be used by action selection systems executing goal-
directed behavior [106]. Put succinctly, when the needs of an 
agent (‘Why’) have been set at the level of the hypothalamus 
and brain stem, representations of the state of the world 
(including the agent’s own state) are required to determine 
Where and When this need may be satisfied, and through 
which particular object (‘What’) within a feasible spatio-
temporal goals (e.g. an apple to satisfy the need for particular 
nutrients) and goal sites themselves. 
Posterior Cortex codes representations of the state of the 
world, required to fulfil a goal. Therefore, a collection of 
combinations of sensory inputs could be associated to a 
repertoire of possible actions. The Prefrontal cortex is more 
concerned with task- and action- space representations. 
Importantly orbitofrontal and medial prefrontal-anterior 
cingulate neurons are sensitive to motivational value of cues 
[107,108,109] and actions associated with goal pursuit [110]. 
It is made up of stripes. Thus whereas Posterior Cortex 
represents high level of perception (What, When and Where), 
the prefrontal cortex appears better equipped to represent a 
task space, i.e. the set of rules, constraints, goals and goal-
predictive values of cues and actions available as options to 
pursue goals (How) [111]. 
 
2.4.2.2 Basal Ganglia 
 
The anatomical architecture, internal wiring and information 
resources in afferent structures place the basal ganglia in an 
eminently suitable position to, first, code state–outcome 
relationships, ‘state’ can be stimulus, place or action, and, 
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then, to use this associatively learned information to force an 
expected outcome-dependent decision among response 
options represented in task space. 
The dorsomedial striatum has been implied in action-
outcome learning [112] and as it has been implied in habit 
formation and sensorimotor learning with minor or no 
dependence on motivational outcome. Its role can in fact be 
very well accommodated if the ‘outcome’ is viewed more 
broadly: outcome can also be constituted by actions, so that 
cue-action (or stimulus–response) learning is subsumed under 
an overall basal ganglia architecture for ‘input –outcome’ 
learning. An essential organizational feature of the basal 
ganglia is the grouping of topographical projections in parallel 
‘loops’, starting in a particular cortical area and, from there, 
projecting to specific striatal sectors (dorsal striatum), 
external segment of the globus pallidus and output structures, 
such as the substantia nigra reticulata [113]. By themselves, 
these loops do not illuminate a specific mechanism for 
selecting among available response options. 
However, striatal principal cells are connected via 
GABAergic recurrent collaterals, providing a potential 
mechanism for competitive selection [114,115]. Furthermore, 
the basal ganglia possess a funnel-like structure in the sense 
that the downstream flow of processing in cortico-basal 
ganglia loops is compressed into lesser and lesser neurons. 
This structure may provide further competition 
mechanisms operating at, or in interaction with, the output 
levels such as substantia nigra reticulata and the internal 
segment of the globus pallidus [116]. By itself, the presence 
of GABAergic, inhibitory interactions would suggest an 
inflexible, learning-insensitive competition mechanism in the 
striatum. By contrast, recording and pharmacological studies 
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indicate an active role of the basal ganglia in learning goal-
directed behaviors. 
The sign of the reward prediction error is appropriate for 
the effects of dopamine on the Go and NoGo pathways in the 
striatum. Positive reward prediction errors, when unexpected 
rewards are received, indicate that the selected action was 
better than expected, and thus Go firing for that action should 
be increased in the future. The increased activation produced 
by dopamine on these Go neurons will have this effect, 
assuming learning is driven by these activation levels. 
Conversely, negative reward prediction errors will facilitate 
NoGo firing, causing the system to avoid that action in the 
future. 
 
2.4.3 Neurophysiological considerations 
 
In case the cerebellum gets lesioned, but the spinal cord, the 
cerebral cortex and the basal ganglia are spared, the animal 
does not stay still, voluntary movements are present, primary 
reflexes are present, learning by reward is present but the 
acquisition of new reflexes is not present. Thus, there is a lack 
in the ability to learn fast responses and accurate movements. 
All movements have a typical tremor that is the consequence 
of a long delay between the stimulus (e.g. recognition of a 
trajectory) and the response (e.g. correction of the trajectory) 
 This demonstrates that cerebral cortex and basal ganglia 
are involved in producing voluntary movements and learning 
by reward. The tremor in such voluntary movements is due to 
the lack of acquisition of fast responses to stimuli (new 
conditioned reflexes), which normally take place through the 
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cerebellum. The cortical responses to stimuli require longer 
time due to an intense elaboration of the incoming stimuli. 
 
2.5 Neural correlates for motivating 
operation 
 
In the search for the neural correlates for motivating 
operations, Balleine et al. [117] argue that there are two 
different kinds of connections between rewarding/punishing 
stimuli and the appetitive and aversive affective structures that 
control performance of CRs: one direct and one indirect via a 
connection between the CS and sensory properties of the US. 
According to the review [118], innate unconditioned 
motivational operations, like food and water deprivation, have 
been argued to threshold or gate connections between the 
sensory US representation and the appetitive system and, 
therefore, to modulate the indirect link from CSs to the 
appetitive system. The gate is US specific. It also appears that 
in other structures involved in ascribing affective significance 
to CSs, such as the amygdala, neural responsiveness is not 
gated by motivational state, suggesting that these areas may 
be involved in the direct pathway associating CSs to the 
appetitive system. As shown in the previous section, it seems 
that a context is responsible for the effectiveness of 
conditioned reward, through a specific connection with 
Basolateral Amygdala. Correlates for motivating operations 
seems to be Dorsal Raphè Nucleus for the gating mechanism 
and the Orbitofrontal Cortex (Part of Prefrontal Cortex) for 
context (conditioned motivating operations). The function of 
cortical/subcortical structures thus regards action selection 
based on an ensemble of sensory data; this function may have 
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different degrees of activation, varying from shut down 
(‘sleeping’), to hyperactive (‘awake’, ’nervous’) according to 





Figure 2.9. Aminerging system (DRN) and Prefrontal cortex 
provide motivating operations for innate and learned rewards. 
2.5.1 Dorsal Raphe Nucleus 
 
The Dorsal Raphe Nucleus (DRN) is part of the Raphe 
nucleus, which is located in the brainstem. It is the largest 
serotonergic nucleus and provides a substantial proportion of 
the serotonin (5-HT) innervation to the forebrain. 5-HT has 
been implicated in a variety of brain functions, such as the 
sleep-wake cycle, appetite, locomotion, emotion, hormonal 
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regulation, and as a trophic factor. In addition to the “basic” 
brain functions described above, the role of 5-HT in cognitive 
functions, including attention, control of impulsivity, coping 
with stress, social behavior, value-based decision making, and 
learning and memory, has also captured a great deal of 
attention [119]. The breakdown of the 5-HT system is often 
associated with neuropsychiatric diseases including 
depression, schizophrenia, drug abuse, autism, and 
Parkinson’s disease.  
A growing body of research has revealed that the activity 
of DRN neurons is related to reward processing. Recordings 
from primates and rodents have shown that some DRN 
neurons are sensitive to the expectations, sizes, and deliveries 
of rewards. 
The DRN receives projections from many brain areas that 
have been associated with reward and punishment. Almost 
Frontal cortical areas project to the DRN, part of these 
projections are via GABA interneurons. Subcortical areas 
projecting to the DRN include the amygdala, hypothalamus, 
and, most prominently, the lateral habenula nucleus. The 
dopamine neurons in the ventral tegmental area (VTA) and 
substantia nigra pars compacta (SNc) also project to the DRN 
Efferent projections from the Raphé nuclei are 
widespread. Many projection sites include areas that are 
associated with reward processing, such as the neocortex, 
nuclei in the basal ganglia, amygdala, hippocampus, and 
hypothalamus [120]. The positive reward effects of 5-HT 
have been described mainly in relation to brain self-
stimulation experiments where animals perform operant 
responses such as pressing a bar to receive electrical 
stimulation of the brain.  
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The tonic activity of DRN neurons may be ideal to signal 
a continuous level of motivation and hedonic experience 
throughout the performance of a task. Such a signal may 
provide a “reward context” signal to the targets of DRN 
projections, where the signal may be used differently, 
depending on the type of 5-HT receptor present. 
First, the sustained reward signals in the DRN could be 
used to track the value of the current behavioral state. Such 
estimated values have an important role in theories of 
reinforcement learning, which suggest that the prediction 
error signal of dopamine neurons is calculated as the 
difference between the actual and expected reward values. 
Thus, DRN activity could contribute to the computation of 
prediction errors by providing the current state of the expected 
reward value. 
Second, DRN activity may report the long-term averaged 
reward, rather than immediate, phasic reward information 
[121]. In real life, one needs to integrate flows of information, 
including both appetitive and aversive events and situations, 
to achieve better decision making to adapt to external changes. 
The tonic activation patterns of DRN neurons may be useful 
in integrating appetitive and aversive information coming 
from different sources over a substantial temporal span. In the 
model we built from literature, we simplified the connection 
by considering the hypothesis of DRN acting as a 
motivational gate between primary values structures (Later 
Hypothalamus, Habenula) and dopamine production centres 
(VTA, Amygdala ). 
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2.5.2 Orbitofrontal Cortex 
 
The Orbitofrontal cortex (OFC) is a prefrontal cortex region 
in the frontal lobes in the brain which is involved in the 
cognitive processing of decision-making [123]. Previous 
recordings have revealed that OFC neurons encode 
predictions of reward outcomes. Electrophysiological 
recordings from monkeys and rats have shown that OFC 
neurons encode the motivational significance of the expected 
reward [124, 125]. Moreover, subpopulations of OFC neurons 
are exquisitely tuned to specific reward features such as 
temporal delays, spatial directions and reward identities [122] 
The DRN densely innervates the OFC and modulates its 
behavioral functions [126,127]. OFC neurons seem to react to 
specific reward features, such as DRN stimulations of specific 
frequencies and durations. Furthermore, the addition of DRN 
stimulation modulates the neuronal responses to natural 
rewards. These results support the concept that DRN 
activation produces reward signals that can effectively 
organize and modulate reward processing in the OFC. Several 
experiments suggest that OFC neurons distinguished the 
identities of the different reward signals. The responses of 
some OFC neurons were tuned to the outcomes of DRN 
stimulations at different intensities. Moreover, some of the 
neurons respond selectively to the outcomes of either the 
artificial reward of DRN stimulation or natural rewards. 
Recordings provide evidence that DRN activation 
produces reinforcement signals that condition, modulate 
prospective responses to reward outcomes in the OFC, and are 
suggestive of the importance of DRN neurons in reward 
processing. In addition to the OFC, the DRN also sends 
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extensive axonal terminals to many brain areas associated 
with reward processing, such as the ventral tegmental area 
(VTA), the nucleus accumbens, and the lateral hypothalamus 
[128]. Reward signals from the DRN might shape the 
prospective responses of OFC neurons through the direct 
projection of the DRN to the OFC or through indirect 
connections via relays such as the VTA and other brain areas 
that projected to the OFC. 
 
Up to this point, we explored the body of literature 
available for neural substrates of reward-based learning. The 
main issues that arises from the analysis are the following: 
• Learning occurs according to hierarchical levels going 
from reflexes satisfying primary needs, to more 
complex voluntary movements, which could be goal 
oriented. 
• On the top-most level of voluntary actions learning 
involves the presence of an Actor Critic architecture, 
which learns on the base of dopamine to link 
combinations of stimuli with possible motor 
behaviors. Neural substrates appears to be  
Cortex/Basal Ganglia for the Actor and Dopaminergic 
system for the Critic; 
• The evaluation occurring trough dopamine response 
from Dopaminergic system could be triggered from 
innate rewards or punishments located in dedicated 
structures (Later Hypothalamus for rewards and 
Lateral Habenula for punishments), yet it could come 
from initial neutral stimuli which acquire the ability to 
trigger  dopamine after Pavlovian conditioning with 
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innate rewards. Amygdala and Ventral Striatum 
collaborate to learning of rewards. 
• The neural substrate for motivating operations, 
variables which alter the effectiveness of rewards and 
punishments seems to be Dorsal Raphè Nucleus for 
innate and Orbitofrontal Cortex mostly for learned 
values. 
Now that we investigated these structures we want to build 
a neuro-computational model which could validate these 
issues Since the architecture derived from literature appears 
deep and complex we are going to adopt some working 
hypothesis leading us to a much simpler model. These 
hypothesis are not going to denaturalize the core structure of 
the model. In fact, in the last section which is the original 
contribution of this work we are going to show a methodology 
of experiments in order to evaluate the learning of humans. 
We will find out that the results obtained with humans 
under such methodology could be comparable with those 
provided by with the computational model Hence the working 
hypothesis we adopted for simplifying the neuro-

















Computational model  
 
 
In this chapter, it will be proposed a computational model of 
the neural architecture we have presented in the previous 
chapter. Some crucial assumptions will be developed. In 
performing validation of the model, we will consider two 
scenarios: the first will show how a system could learn actions 
from an innate reward system; the second one how neutral 
stimuli can acquire a value, thus driving the learning of 
following actions. 
 
3.1. Working hypothesis of the 
computational model 
In the previous chapter, we discussed how an architectural 
model for reinforcement learning could be layered according 
to hierarchical levels: now we will make some simplifying 
assumptions we made in order to obtain the computational 
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Hypothesis n.1: 
 Since we are evaluating the behavior of reward based simple 
voluntary movements, for which any kind of smooth 
correction provided by cerebellum is not strictly necessary, 




The learning task we are accounting for the validation of the 
model is independent of the context in which it is performed. 
Therefore, we will not take into account motivating operation 
phenomena linked to the Orbitofrontal and Prefrontal Cortices 
We will concentrate on The Posterior and Motor Cortices. 
 
 
Figure 3.1. A simplified version of the model including level 1 and 




 3.1. Working hypothesis of the computational model        79 
Hypothesis n.3: 
Since we want to concentrate more on the aspect of 
reinforcement learning between a set of stimuli and a set of 
possible voluntary actions, we are not dealing with 
representing how stimuli from the sensory input level become 
hierarchically higher perception representations, nor how 
motor outputs contribute to create complex motor plans. In 
these conditions we directly have high level representations of 
sensory inputs (perceptions) and of motor outputs (voluntary 




The last hypothesis is that Basal Ganglia could be included in 
the cortex layer, through a gating rule that selects a voluntary 
movement for each trial. Therefore, after a reward or a 
punishment occurs, it will be strengthened only that specific 
synapse. 
 








Figure 3.2 (previous page) In our final representation of the model, 
learning associates voluntary movements in the motor cortex with 
stimuli combinations in the posterior cortex, after dopamine firing 




Now we will proceed with the validations of the model. We 
will consider two cases:  
 
• Reinforcement learning with innate external 
rewards/punishments; 
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3.2  Simulation with innate rewards 
 
 
In the first validation, we wanted to prove how external 
rewards and punishments could shape the learning of 
voluntary movements. The task is quite simple: the system has 
to learn an action given a sensory stimuli combination in 
input. By taking in consideration the assumptions made in the 
previous section, the DA system is made up of VTA/SNc 
block for producing the delta rule and primary rewards and 
punishment blocks (Later Hypothalamus and Lateral 
Habenula). Learning occurs at Input-Output (Cortex) 
synapses on the base of delta produced by the VTA. The 
weights are initially set to random values.  
In each trial a random stimuli input is selected out of a 
permutation among the number of possible input stimuli 
combinations. The output neurons activate according to inputs 
and initial weighs values. Here the basal ganglia rule occurs; 
given the output activation values: 
 
1. Normalize these values over the sum of output 
activities so they sum up to 1; 
2. Rearrange these values creating a cumulative 
distribution; 
3. Choose the first value of the distribution, which is 
greater of a number randomly generated between 0 
and 1. 
 
Rewards and punishments are arranged in a matrix (the 
reward function mentioned in chapter 1) which describes for 
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a certain stimulus/action pairing if a reward (represented as 1) 








Figure 3.3. Architecture of the model for learning by external 
rewards and punishments.  
 
 
3.3 Simulation with learned rewards 
 
In a different simulation scenario, we proved how a set of 
learned rewards could lead to learn a task. As described in the 
previous chapters, a way to evaluate how a neutral state could 
acquire the ability to elicit a response is by learning a sequence 
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of actions. In this new scenario, the pattern of states presents 
two steps: 
 
• On odd trials, the system starts from a state (states 1 or 
2). No reward nor punishment  is provided after the 
motor output is chosen; the action performed instead 
leads to  a subset of states (states 3 or 4), depending 
from the action ; 
• On even trials the system  is in the states (3 or 4) and 
an action performed could lead to reward or a 
punishment; 
 
In this case, we added two blocks in the DA systems: 
• The Amygdala, which learns in presence of an input 
state to produce a dopamine burst in the VTA, thus 
leading to the learning of input output associations. 
• The Striatum, which learns to produce in presence of 
an external reward (punishment) an expectation , in 
order to cancel out VTA dopamine firing triggered by 
external reward (punishment) 
 
Therefore, the learning of the system involves synaptic 
weights between input- output, input- amygdala and input- 
striatum.  
As we reviewed in chapters 1 and 2, in order to learn the 
CS should have a sustained firing, while also US occurs. In 
the simulation, since each sequence lasts only two time steps 
(trials) some simplifications should be made: 
• On even trials (at the end of the sequence) the input 
stimuli (3 and 4) occurs simultaneously with the 
84                                                         Computational model 
 
external reward (punishment), if present. A dopamine 
burst occurs in the VTA, but in later stages as the 
striatum learns to produce an expectation, the 
dopamine burst tends to stay at baseline. Meanwhile 
amygdala weights tend to increase. 
• On odd trials (at the start of the sequence) the input 
stimuli (1 or 2) is presented simultaneously with the 
next state stimuli (3 or 4, according to the action), 
which, if on even trials acquired the ability to activate 
the Amygdala, it will be able to produce a dopamine 
burst. The phenomenon of reward prediction (CS 
producing dopamine burst before US) takes place in 
real continuous time, but in our simulation time is 
discrete and a sequence is made up of only two time 
steps. We need a way to take in account this 
simultaneous occurrence. Therefore, we are posing 
that the dopamine burst is shifted back in time from 
time step 2 to time step 1. 
• In chapter 2, we mentioned how Striatal prediction 
activity seems to occur primarily due to a 
representation of timing coming from prefrontal 
Cortex. This representation maps the time elapse 
between the CS and the US, going to zero when US 
occurs. Here will make the assumption that striatum is 
connected  to input  and that learning in striatum 
occurs  only if reward/punishment is present (on even 
trials, so keeping the paradigm that Striatum activation 
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Figure 3.4. Model architecture for conditioned rewards learning 
paradigm (sequences of actions). The inclusion of amygdala makes 
possible for sensory inputs to become conditioned rewards, while 
striatum makes possible for a stimulus to predict the occurrence of 
an external reward. 
 
 
3.4       Implementation of the Model and 
results 
 
The implemented architecture makes use of formalism 
derived from Emergent software [128], which is able to model 
neural structures and connections according to 
physiologically plausible parameters and equations. Using 
structures and parameters inherited from Emergent the model 
was implemented in Matlab, so allowing a more versatile yet 
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limited programming and the possibility to build over the 
model to interface it with other applications. 
The model is structured according to an object-oriented 
paradigm, in which the neural structures take shape as layers, 
made up by one or more units, all layers creating a network. 
 
Each simulation consists in a group of epochs, each epoch 
corresponding to the presentation of a sequence, so that there 
are two trials for epoch. According to Emergent formalism, 
each trial is structured in a minus and a plus phase. In minus 
phase the net evolves according to the inputs, while in minus 
the net is clamped to eventual rewards. 
For each simulation, we evaluated the goodness of 
learning according to the learning curve built as the 
cumulative scoring of rewards (minus punishments) and the 
dynamics of the weights of input-output synapses and of 
input-amygdala synapses.  
 
3.4.1 Task with external rewards 
 
 
In the first task, we evaluated the learning of a set of two 
possible actions trough innate reinforcement .We evaluated 
the task varying the cardinality of the set of stimuli: 2 stimuli, 








Figure 3.6. Model of learning for innate rewards/punishments. 
Delta rule produced each trial strengthens/weakens connections 
between input and output 
 
 
The innate rewards and punishments are provided by Lateral 
Hypothalamus and Lateral Habenula blocks, during plus 
phase, while the VTA block produces the delta rule according 





where the learning rule is: 
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 dIj= IN_OUT*delta*net.layers{inIdx}.units(pat).act;        (1) 
 
 
net.layers {inIdx}.units (pat).act are the input activations with 
pat=1: n 
 





Figure 3.7: input-output weights for external rewards/punishments 
learning tasks. Results for innate reward simulation: 2 stimuli, 4 
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The rewards are arranged in an nx2 matrix, in which 1 and -1 
are randomly generated each execution and equally 
distributed each row and n is the number of stimuli to learn. 
Results were averaged over ten different executions, 





Figure 3.8. Averaged score (on 10 executions) for learning a task 
with innate reward/punishments. Number of stimuli to learn =2  
 
 




Figure 3.9. Averaged score (on 10 executions) for learning a task 




Figure 3.10. Averaged score (on 10 executions) for learning a task 
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3.4.2 Task with learned rewards 
 
 
In the simulation of learning by learned rewards, we evaluated 
a sequence of two states. Once again, the possible actions are 
two, but this time the external rewards/punishments are fixed 
as well as the states reachable performing an action. The 
possible states are four (A, B, C, D) and while two of these 
states are directly reachable (A, B) the other two are reachable 
only by performing one of the two actions. This info are stored 
in two matrices:  
• a 2x4 matrix for rewards, containing 1 and -1 for 
innate rewards/ punishments as well as 0 for 
intermediate rewards;  
• a 4x4 matrix for states, which has starting states on 
rows as well as arriving states on columns and 
containing as element the index of the action 
performed (1 or 2 ) in order to reach such state. 
 




Figure 3.11. Model for learning of learned rewards. Each two trials 
an innate reward (punishment) is delivered according to the action 
selected. In odd trials, Amygdala activations drive the delta rule. 




The learning rules this time involve input-output, input-
amygdala and input-striatum. Delta is calculated each trial and 
has a different origin depending on the trial: during even trials 




 delta=deltar-deltas;    if reward = =1;                          (2) 
  
else   
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deltar=net.layers{lhaIdx}.units.act              hypothalamus 
activation 
deltar=net.layers{lhbrmtgIdx}.units.act;      habenula 
activation  





For odd trials, during plus phases the state, which is reached 
with the action (C or D), is presented as reward. According to 
amygdalar weights, the delta now depends on amygdala 
activations. One important issue is that once a stimulus 
acquired the ability to elicit a dopamine spike trough 
amygdala, we have no clue on whether this firing is a 
punishment or a reward. The strategy implemented is to 
memorize next state and check the maximum among next 
state’s weights with output units; if the maximum weight 
leads to a punishment the current stimulus is a learned 
punishment, otherwise a learned reward:  
 
deltaa =net.layers{amIdx}.units.act;                   amygdala 
activation  
                  if rewards (ind, nextstate) ==1 
                      delta=deltaa;                                           (4) 
                else 
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                    delta=-deltaa;                                                    (5)  
                end 
where ind is the action index and nextstate the following state 
 
The learning rules are the following: 
 
Learning rule for input-output 
dIj= IN_OUT*delta*net.layers{inIdx}.units(pat).act;    (6) 
 




                  if reward== 1 
deltastria=IN_STRIA*0.2*net.layers{inIdx}.units(pat).act;       
(7)  
deltaam=IN_AM*0.2*net.layers{inIdx}.units(pat).act;                 
(8) 
                 else 
deltastria=-IN_STRIA*0.2*net.layers{inIdx}.units(pat).act ()           
(9) 
deltaam=-IN_AM*0.2*net.layers{inIdx}.units(pat).act;   (10)  
                   end 
 
where IN_STRIA, IN_AM and IN_OUT are the learning rates 
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.   
 
Figure 3.12. Weight changes for learning a sequence of 2 stimuli: 
input-output weights, input-amygdala weights and input-striatum 
weights.  
Amygdala has other two weights connected with 
hypothalamus (reward conditioning) and habenula 
(punishment conditioning) which are always set to 1. 
 
The results averaged over 10 executions are shown in the 
figures below. Especially in the task evaluated, the state and 
reward matrices are set such that only state D leads to a reward 
through action 1. State D could be reached by state A trough 
action 2 and by state B trough action 1. So Amygdala weight 
for D is the only one increasing, so input output weights A-2, 
B-1 and D-1. 
 




Figure 3.13. Averaged score (on 10 executions) for learning a 
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Figure 3.14. Weights between input-output (stimuli A B C D, 






The results of the simulations prove that under the hypothesis 
laid in section 3.2 the proposed neuro-computational: 
• - learns the expected behavior from both innate 
reward/punishment; 
• - learns new values by pairing initially neutral stimuli 
with innate rewards/punishments; 
• .learns the expected behavior from the learned 
rewards/punishments. 
..  
In the following chapter we will describe the experiments we 
have designed and performed for validate the model and to 
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prove that the model learning dynamics is similar to the one 







Experiments on learning rate 
 
 
In the previous chapter, we proved that learning occurs thanks 
to a system of innate and acquired values endowed with 
rewarding or punishing properties.  
Now we want to go further and prove that this learning 
paradigm applies to humans as well. 
In order to achieve this result experiments were performed 
on human subjects, evaluating human learning. The aim of 
these experiments was to evaluate learning curves on human 
subjects and to compare their learning rates with those 
exhibited by the model. 
Making the comparison between humans and 
computational model consistent was a pivotal aspect. In 
chapter 3, while building our computational model (figure 
3.2), some assumptions were made on the architectural model 
of chapter 2 (figure 2.1), especially for the Cortex. Since 
modeling Cortex would require a considerable amount of 
complexity, due to its deep hierarchical layered structure both 
for input sensory perception that for output behaviors, we 
opted for a simple one-layered neural network with stimuli 
100                                          Experiments on learning rate 
 
combinations in input and only possible actions on output. 
The network was fully connected, and in the first stages of 
learning all the weights had the same probability; as 
reward/punishment occurred, the weights changed as well. 
Now the point is, does this simplified input-output scheme 
could apply also for modeling human subjects during the 
experiment? The answer is ‘yes’, but we need to carefully 
design the experiment, satisfying the following requirements: 
• Making the subject choose among a limited set of 
possible actions; 
• Reducing the set of stimuli provided to  the subject ; 
• Unbundling the task from every possible type of  
semantic context which could recall any  previous skill 
or knowledge of the subject; 
 
Under these requirements, the experiment involved a 
learning task in which groups of visual stimuli were presented 
to the subjects, which had to press a button on a device. The 
goal of the task was to learn to associate those stimuli with the 
right button: being limited in the set of stimuli and having the 
same output motors, the subjects were so in the same 
conditions as the computer. The choice of visual stimuli was 
performed in a way to make their semantic as simple as 
possible. In this way the perception, which in human brain is 
made up by a quite complex hierarchy of neural layers, should 
collapse to a single layer making the results comparable. The 
human brain easily recognizes edges, so an effort was put 
toward shaping the visual stimuli as geometrically simple as 
possible, experiment after experiment. Figure 4.1 shows the 























Figure 4.1 The experimental setting model:  the subject has to press 
a button (in the figure, one out of 3) after being presented with a 
visual stimulus, which is an easily semantic understandable 
perception (combination of sensors). The task consists in learning 
to match each stimuli with the right button 
 
 
We will further go in detail in the following sections and later 






left center right 
i 
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4.1 Experimental settings 
 
In the following sections, information will be provided about 
the different experimental tasks and settings.
 
4.1.1 First experiment: Robotic Head 
 
The first group of experiments involved the use of a robotic 
head placed in a box. The head was equipped with three light 
sensors and could rotate around a vertical axis via a 
servomotor. Two light sensors were placed like two “eyes” on 
both sides of the head, while the third sensor was placed on 
the midline like a “mouth”. Three lights were placed in front 
and on both sides of the head respectively. The participants, 
being unaware of the presence of the head in the box, only had 
a visual cue, in form of three vertical bars on the monitor, 
representing respectively the light intensity of 2 “eyes” photo-
sensors and the head position respectively. In total, there were 
14 combinations of stimuli to learn. On each trial, the 
computer randomly turned on one of the three lights. The user 
had to press one out of 3 keyboard keys (A, S, D), turning the 
robotic head in one of the  3 possible positions : left, center 
and right. Whenever the head turned in the direction of the 
light, the user got a positive feedback, in the form of a visual 













Figure 4.2. The first experiment involved turning a robotic head  
toward lights; the  scene was hidden in a box to the user, which had 
only visual cues on monitors appearing as histograms (stimuli to 
learn) and  buttons (action to select). 
 
The visual feedback occurred in form of a red (negative) or 
green (positive) frame, while the auditory feedback as a buzz 
sound. 
Each session lasted 20 minutes, and a total of 40 
participants was tested. Software interface was implemented 
with LabVIEW[139] . 
 
4.1.2 Second experiment: two buttons task 
 
The second group of experiments was software only (robot 
head not involved) and this time users had to choose among a 
pair of two buttons (A, D).  
 













Figure 4.3 In the second experiment a software only scenario was 
implemented, involving the pressure of one out of 2 buttons, for 2, 




The software used was the same of the previous experiment, 
as well as the interface. The task consisted into learning to 
associate sequences of stimuli to with the two buttons, in three 
increasing difficulty scenarios: first 2, than 4 and finally 8 
stimuli. Each task lasted 10 minutes for each set of stimuli. So 
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4.1.3 Third experiment: cloche with geometric 
figures 
 
Finally, a third group of experiments included using a cloche 
with two buttons and responding to three block of visual 
stimuli, once again according to three cases: 2, 4 and 8 stimuli. 
This time the experiment was not time limited but ended after 
the users had given a fixed number of responses .These 
number varied according to the number of stimuli of the task. 
Each presentation of a stimulus was a trial, and a group of 
presentations of all the set of stimuli (2, 4 or 8 stimuli) was 
called epoch. So each epoch was a permutation over the set of 
stimuli(trials), for a total of 20 epochs each execution; so 40 
stimuli presentations, trials, occurred for the 2 stimuli learning 
task case, 80 for the 4 stimuli learning task  and 160 for the 8 
stimuli learning task the. Two scenarios were evaluated: in the 
first one, the associations between buttons and stimuli were 
the same for all the executions (fixed), while in the second 
they changed each time (random).   
 




Figure 4.4 Computer interface for last experiment: a geometric 
figure is shown on monitor each trial and the user has to press a 
button out of two on a cloche. Feedback is provided through a circle 
at the side of the pressed button on the GUI (green for reward, red 
for punishment.) 
 
Figures were chosen in order to have a semantic as simple as 
possible, yet to not have any kind of orientation (for example 
pointing left or right) such to associate them to a certain 
button. Different sets of figures were used for the 2, 4 and 8 
stimuli tasks.  
For the three tasks reward consisted once again in a sound 
(‘yeah’ for reward or a noise for punishment), and a visual 
feedback, (a circle appearing on the side of the pressed button, 
green for reward and red for punishment). 
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Data from the experiments was then fitted in order to 
obtain learning curves of the task, learning to associate stimuli 
with actions. We will now discuss these results. 
 
4.2 Fitting of data 
A fitting on data was performed in order to obtain the learning 
curves. According to [129] and [130], we adopted as fitting 
function the exponential one, mostly due to its nonlinear form 
that can describe at best a great range of tasks. 
 
 
4.2.1 Base model: fitting for 2 stimuli 
 








t     (1) 
where: 
 
m is the maximum value for the weight (set to 1); 
w
0    
 is the initial weight; 
t is the trial ; 
(1 – k) is the learning rate to estimate 
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Figure 4.5. Fitting with an exponential function for the 2 stimuli 
task. As the increase of an input-output weight is proportional to the 
sum of rewards, it could represent somehow the goodness of the 
learning. 
As the equations shows, we took in consideration the input-
output weight equation (1) of Chapter 3, transforming the 
iterative form in an explicit function.We considered the 
weight of a synapse responsible for correct answers as the 
probability of giving the correct answer.  
 
 
4.2.2 Model with n stimuli to learn 
 
The learning of a specific stimulus follows the previous trend 
but updating occurs every n presentations because there are n 
interwoven stimuli. The assumption is that if there are 
multiple stimuli to learn, we can expect that the weight of an 
input output synapse will be strengthened averagely after n 
rewards  
 




 = m+ (w
0
 –m) k
t/n      (2) 
  
where the meaning of the symbols is the same as in eq (1), n 
is the number of different stimuli and (1 - k
1/n
) is the learning 






















Figure 4.6 The weight increase in the case of 3 stimuli to learn. The 
dotted curve is the average of the 3 curves. 
 






4.2.3  Hyperbolic Fitting 
 
A second approach was to consider that the probability of 
giving the correct answer was the ratio between the weight of 
the synapse responsible for the correct answer and the sum of 
the weights of all the synapses activated by a stimulus. This 




 w (t+1) =
1(2(3)41) (45)6




w (0) = initial, minimum value for w (t); 
m = maximum possible value for w (t) (set to 1); 
n = number of possible actions 
t = number of correct responses; 







For each experimental condition (2-stimuli learning, 4-stimuli 
learning, 8-stimuli learning, 14-stimuli/robotic head), we 
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obtained an array of data, containing the averages among all 
participants of the first responses following each reward; this 
array represented an estimate of the probability of giving the 
correct answer updated after each reward. Such solution was 
adopted in order to put data for all participants in the same 
conditions: since in the first experiments time was fixed, the 
number of responses given (and reward obtained) could vary 
according to how ‘trigger happy’ some participant could be. 
After normalization, only responses following rewards are 
taken into account, so the problem is no more, since subjects 
are evaluated only on the number of rewards purchased.  




4.3.1 Results for robotic and software only 
experiments 
 
For the first experiment, robotic head turning task, a group 
of 41 subject was evaluated.  
For the second experiment, software only, a group of 49 
subjects was evaluated. 
The results provided with curves fitted with exponential 





















Figure 4.7. Results for the fitting in the first experiment (14 stimuli) 
and in the 4 and 8 cases for second experiment. Dots represents 
averaged probabilities of giving a correct answer. The dashed 
figures represent the exponential (green) and hyperbolic (red) 
fittings.  
The results show that for 4 and 8 stimuli both the fitting 
proved good, while in the case of 14 stimuli (robot head 
turning task) both curves were not able to approximate 
correctly data. This is also because, while in the first two cases 
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to a maximum (after nearly 2 rewards in the 4-stimuli case and 
4 rewards in the 8-stimuli case), in the last case it never 
stabilizes, and oscillates around an average value of 
approximately 0.6. 
 
4.3.2 Results for experiments with cloche 
In the experiment with cloche, we evaluated results for both 
the random and the fixed presentations of stimuli. To avoid 
attention shift due to the perceived (by the subject) complexity 
of the task which we have observed during the experiment, we 
considered that the task was learned by a subject if the 
participant is able to consistently give the correct answer for 
a certain number of epochs, which depends on the task 
complexity. In the experiments reported below, we have 
assumed for such a period the following: 
• 5 consecutive epochs, in the 2-stimuli learning task ; 
• 4 consecutive epochs, in the 4-stimuli learning task ; 
• 3 consecutive epochs, in the 8-stimuli learning task; 
 
In the figures are showed the curves for the three tasks in the 
fixed and random scenarios, for one execution. 
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Figure 4.8. Learning curves with exponential fitting for one 
execution: left column shows results for 2, 4, and 8-stimuli learning 
tasks (fixed), right column shows results for fixed scenario  
 
 





Figures 4.8 and 4.9 show the estimation for learning rates. 
Here, we confronted averaged data with theoretical value 
coming from the equation: 
 
         (1 - k1/n)      (3) 
 





Figure 4.9. Estimated learning rates for the task of robotic head 
turning and software (2, 4, 8 stimuli).  





Figure 4.10. Estimated learning rates for the cloche task  
The results show an important finding: learning rate is not 
fixed, but varies with the difficulty of the task, precisely with 
the increasing number of stimuli to learn. The experimental  
values of learning rate in the software and robotic head turning 
scenarios are set above the theoretical value for both the 2 and 
4 stimuli tasks, but they  drop under that values   for the 8 and 
14 stimuli tasks. 
 
The same applies for the cloche scenario, for which in 2 
and 4 stimuli tasks the experimental values are once again 
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There appears to be no particular difference between the fixed 
and random presentations as we obtained: 
• for random presentations the average learning rates 
appear to be 0.66 for 2 stimuli, 0.34 for 4 stimuli and 
0.22 for 8 stimuli 
• for fixed presentations, the average learning rates 
appear to be 0.7 for 2 stimuli, 0.41 for 4 stimuli and 
0.32 for 8 stimuli. 
 
The results found are not so surprising, in fact in literature 
a body of work [132-134] shows how human learning abilities 
strictly depends on how much information we are able to 
process simultaneously and on  how much information we 
already have memorized. 
Especially it looks like that a transmission containing 
more than 7 elements cannot be entirely learned (Probability 
of correct answer<0.05). This is compatible with the fact that 
learning curves decrease when the number of stimuli to learn 
is higher than 7 (8 and 14 stimuli in our experiments). These 
finding seems to suggest that the role of working memory, a 
neural function that seems to be implemented mostly by 
prefrontal cortex [135-138], may be fundamental for keeping 







In this thesis, we raised several questions regarding where and 
how value information can drive human learning. 
We found out that learning could occur through the 
positive or negative feedback effect of specific stimuli, called 
rewards and punishments, and that they could be delivered as 
the consequence of a specific action or independently of the 
meaning of any action, in an associative mechanism.  
From the analysis of literature, we discovered that these 
stimuli could come from innate needs, yet they could be 
initially neutral stimuli that acquired the ability to produce a 
reward or a punishment after a Pavlovian conditioning. 
Usually these acquired reward/punishments occur as the 
intermediate rewards in a sequence of actions, at the end of 
which the innate reward is delivered. In case the innate reward 
becomes less and less available, the acquired reward begins to 
lose its reinforcing abilities (the same applies for acquired 
punishments). This phenomenon is called extinction and is 
strictly linked to the context in which the action takes place, 
called motivating operation. We also found out that 
motivating operations could be innate or acquired. 
We then explored the neural substrates of reinforcement 
learning and found out that dopamine acts as the rewarding 
(burst) or punishing (dip) signal. A specific system is involved 
in the firing of dopamine and involves the VTA and the 
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Substantia Nigra Pars Compacta, while the Amygdala is 
responsible for the learning of rewards. 
Dopamine then stimulates the connection between 
combinations of stimuli in the Posterior Cortex and possible 
motor actions in the Motor Cortex. At beginning of learning, 
all the matchings have the same probabilities, then some 
become more frequent as reward and punishments are 
delivered. The Basal Ganglia are responsible for the selection 
of some actions in favor of others. We also hypothesized that 
voluntary movements are part of a hierarchical system that 
comprises from elementary reflexes to goal directed 
behaviors, and we gave a glimpse of the neural structures 
involved in the other levels. 
We tested our hypothesis about the neural regions 
implementing these systems by simulations. We built a simple 
task, where certain stimuli states could be reached performing 
actions. The first task was on innate rewards, while the second 
simulation proved that learned reward could stimulate to learn 
a sequence.  
These simulations were performed by means of a neural 
computational model that was built starting from literature 
findings and applying some simplifications that did not alter 
the overall meaning of a reward learning system.  
Finally, we wanted to evaluate the extent to which the 
performance of the model compared with that of human 
subjects. For this purpose, we performed a set of experiments 
with human subjects. The experiments were carefully 
designed to bring humans and computer simulations in the 
same conditions, collapsing the complex hierarchy of layers 
for both perception and motor planning.  
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The results of our experiments showed that the human 
learning rate is not constant, as hypothesized in the computer 
simulations. In particular, it appears that by increasing the 
number of stimuli to learn simultaneously, humans need a 
greater number of presentations of each stimulus to reach the 
maximum learning. This finding provides further support 
about the working memory, a short time type of memory 
specific for the learning of movements, located in the 
prefrontal cortex. Previous researches found out that when 
humans have to learn to memorize simultaneous stimuli, the 
limit is around number 7, after which the performance falls 
down. Our findings confirm that findings in a different 
experimental setting.  
As we did not take into account the working memory and 
its correlates, a further step in this direction could be to 
implement a model including some kind of memory 
properties.  
 
In the current model we made the simplifying assumptions 
that perception is a combinations of stimuli: it could be 
interesting to explore these bottom up phenomenon of how 
simple stimuli could be recognized in higher order categories. 
Actually in the primate brain, visual information in the cortex 
flows through a cortical hierarchy[140]. These areas include 
V2, V3, V4 and area V5/MT (the exact connectivity depends 
on the species of the animal). These secondary visual areas 
(collectively termed the extrastriate visual cortex) process a 
wide variety of visual primitives. Neurons in V1 and V2 
respond selectively to bars of specific orientations, or 
combinations of bars. These are believed to support edge and 
corner detection. Similarly, basic information about color and 
motion is processed here. As visual information passes 
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forward through the visual hierarchy, the complexity of the 
neural representations increases. Whereas a V1 neuron may 
respond selectively to a line segment of a particular 
orientation in a particular retinotopic location, neurons in the 
lateral occipital complex respond selectively to complete 
object (e.g., a figure drawing), and neurons in visual 
association cortex may respond selectively to human faces, or 
to a particular object .  
DNN(Deep Neural Networks) [141],are computer vision 
models in which model neuron tuning properties are set by 
supervised learning without manual intervention. DNNs are 
the best performing models on computer vision object 
recognition benchmarks and yield human performance levels 
on object categorization Therefore a visual computational 
model based on DNNs would be a good option for a proper 
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