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ABSTRACT
The theory of Gaussian radial based function neural 
networks is developed along with a stable adaptive weight 
training law founded upon Lyapunov stability theory. This 
is applied to the control of a nonlinear multi-linked 
robotic manipulator for the general case of N links. 
Simulations of a two link system are performed and 
demonstrate the derived principles.
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CHAPTER 1
INTRODUCTION
This chapter presents a brief introduction into the 
inherent problems of nonlinear system control and recommends 
the application of neural networks as a workable solution. 
The remainder of this thesis will emphasize the use of a 
Gaussian radial based function (RBF) neural networks as part 
of a system for controlling the movements of a nonlinear 
robotic arm manipulator.
NONLINEAR SYSTEMS
Nonlinear systems often tend to be more complex when 
compared to linear systems. Many systematic tools exist for 
the analysis and control of linear systems and it is only of 
recent time that comparable tools are being developed for 
nonlinear systems. In spite of the extra complexity of 
nonlinear systems, it is often desirable to investigate such 
matters because nature is generally nonlinear in behavior 
and many artificial systems also tend to follow this 
description. The motivation for addressing the nonlinear 
aspects of systems is that a more accurate physical 
representation of a system can be assembled which can 
provide better avenues for control.
1
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NONLINEAR SYSTEM CONTROL
Some of the available tools for nonlinear systems 
analysis and control include:
1. Phase Plane Analysis is a graphical technique for 
studying the stability characteristics of second order 
systems.
2. Describing Function Analysis is an approximation 
technique which is related to the frequency response 
method used in linear systems.
3. Lyapunov Analysis predicts stability by examining 
the time response of a scalar energy-like function 
which represents the system in question.
4. Feedback Linearization represents a state 
transformation of a nonlinear system into a linear 
system which does not make use of approximations. Once 
a new state representation is obtained, traditional 
linear system control techniques may be applied.
5. Sliding Control is a form of robust control for 
handling problems with modeling uncertainties. This 
methodology allows an n-th order tracking problem to be 
transformed into a first order stability problem.
6. Adaptive Control allows adjustment of variable 
control system parameters based upon stable update laws 
provided by Lyapunov analysis.
NEURAL NETWORKS APPLIED TO NONLINEAR SYSTEM CONTROL
The nonlinear system analysis and control techniques 
listed above can work well for systems that are accurately 
modeled and well behaved but may become unyielding for 
systems which do not have a complete analytical description. 
Problems can occur when a system is only partially 
understood or when non-modeled effects such as friction come 
into play. Other concerns may be system parameters which are 
partially unknown or time varying. A system may also be so 
complex that deriving an analytical solution is just too 
expensive in terms of time and effort.
For systems that suffer from these conditions, neural 
networks which perform an approximation of nonlinear 
functions, can be applied to alleviate some of these 
difficulties [1], [17], [6] and [19]. These networks can be 
tailored to a particular system by adjusting weights which 
are gain factors associated with the network. Neural 
networks can serve as an observer to model a system for 
indirect control or be used as part of a direct control 
system.
Most investigations of applying neural networks for 
control have used multilayered structures. Examples of 
investigations in this area are covered in [9], [32], [31],
[7], [15], [14], [8], and [11].
There has been some recent interest in using Gaussian 
radial based neural networks. Examples of investigations in
4
this area are covered in [21], [20], [18], [26], [4], [25],
[21] and [23].
BRIEF HISTORY OF NEURAL NETWORKS
Included in the early research in the area of neural 
networks were the investigations of Widrow and Hoff [28] and 
the development of the Adaline or adaptive linear combiner. 
The Adaline was basically a device which summed weighted 
inputs and produced a comparator like ±1 output based upon 
exceeding a threshold value. In support of this device, a 
gradient descent weight updating algorithm known as the 
least-mean-square learning rule was developed.
Applications based upon these devices were mostly in 
the area of pattern recognition and initial enthusiasm for 
future efforts was tremendous. However Minsky [5]
demonstrated a fundamental limitation to this architecture 
in that a simple exclusive-or (XOR) operation could not be 
performed. Minsky's prestige and influence had almost 
eliminated all research in the area of neural networks until 
a revival began in the 80's, largely with the PDP group 
which included Rumelhart and McClelland [10].
The early Adaline architectures were extended to 
Multilayered networks which did indeed solve the XOR 
problem. Along with the Multilayered networks, came the 
significant development of the backpropagation algorithm 
which was independently developed by Rumelhart, Hilton, and 
Williams in 1986, by Parker in 1982 and by Werbos in 1974.
These two developments placed neural networks on a much more 
solid foundation and currently the area is very active in 
continued research.
Presently most applications center around employing the 
pattern recognition capabilities of neural networks. 
Examples include waveform recognition for electroencephalo­
gram analysis which is used to predict the onset of 
epileptic seizures. Others are radar signal processing and 
optical character recognition as discussed in [3].
CHAPTER 2
NEURAL NETWORK ARCHITECTURES
This chapter presents a basic introduction to the 
architecture of multilayered and Gaussian radial based 
function neural networks. Algorithms for determining the 
weighting coefficients for these networks are also outlined.
MULTILAYER NEURAL NETWORKS
Multilayered Neural Networks (MNN) have enjoyed a 
considerable amount of research and publication. Its 
success and popularity is due to the development of the 
backpropagation algorithm which is used for adjusting 
weighting factors.
Figure 1 shows an example of an MNN that consists of an 
input layer with N nodes, a hidden or intermediate layer 
with L nodes, and an output layer with M nodes. The input 
layer serves as an interface which provides a weighted copy 
of the input value X. to each of the hidden layer nodes.
Each hidden layer node receives weighted inputs from all of 
the input nodes and also from a weighted bias input. The 
hidden layer node sums these inputs and uses it as an input 
into a sigmoidal, meaning S-shaped, function. The outputs 
of the hidden layer nodes are weighted and serve as inputs
6
for the output layer nodes which are again summed along with 
a weighted bias value. This summed value is again operated 
upon by a sigmoidal function. Figure 1 shows only one hidden 
layer but in general, multiple layers may be employed. The 
MNN provides a mapping of an N-dimensional input space into 
an M-dimensional output space.
The sigmoidal function shown in Figure 2 tends to 
squash or compress input values so that the output has the 
range of 0 to 1. This function serves a similar operation 
as does the nonlinear output of the earlier Adalines but the 
sigmodal function is continuous and thus possesses a 
derivative. A typical sigmodal functions are given by
/(*)= 1 , (2.1)1 +e z
where the derivative is given by
fix) = /(*)[1 - /(*)] (2 .2)
which has a desirable simple form for calculations. The 
existence of a simple derivative is important because an 
algorithm for adjusting the weight coefficients makes use of 
a negative gradient operation.
Adjusting the MNN weighting coefficients is performed 
by using a set of training vectors that consist of a 
collection of sample inputs with a matched collection of 
desired outputs. The backpropagation algorithm, which will 
be outlined in detail later, sequences through the training 
set and compares the MNN outputs with the training set 
outputs and generates a corresponding error. This error is
used to update the weighting coefficients and the training 
set is continuously reprocessed until an overall desired 
level of error is achieved.
Once the MNN has been sufficiently trained, if an input 
vector is processed, and if it is similar to one of the 
several different classes of training vectors, the class of 
the unknown input vector may be identified. Basically a 
type of pattern recognition process is performed.
Referring back to Figure 1, the input for node i is 
given by X .. The summed signal net!1 for the hidden node j is
given by
where h indicates the hidden layer, tv* is the weight from 
input node i to hidden node j and ^  is a bias input for
hidden node j. This bias value can also be treated as an 
additional common input with a constant value of 1 which is 
provided to all of the hidden nodes but with individual 
weight coefficients. The output ij for hidden node j
is given by
where *̂(netj) is the sigmoidal function defined earlier. The 
summed signal net£ for the output node k is given by
j‘ i
where o indicates the output layer, w“ is the weight from 
hidden node j to output node k and ffk is a bias input for
N
(2.3)
(2.4)
(2.5)
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output node k. This bias value can also be treated as an 
additional common hidden layer node with a constant value of 
1 which is provided to all of the output nodes but with 
individual weight coefficients. The output ok for output
node k is given by
where °̂(net") is again the sigmoidal function.
The sigmoidal function defined earlier may be modified 
to provide optimal performance as is described by Yamada and 
Yabuta in [30].
The Backpropagation algorithm steps are described in
detail in [3] and are outlined as follows:
1. Apply input vector x =(i,,x2̂ "■>xpN)1 to input units.
2. Calculate net-input values to hidden layer units as
4. Move to output layer and calculate net-input values 
to each unit as
ok=fi{ net°k) (2 .6 )
BACKPROPAGATION ALGORITHM
N
(2.7)
3. Calculate outputs from hidden layer as
(2 .8 )
I.
(2.9)
5. Calculate outputs as
(2 .10)
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6. Calculate error terms for output units as
= (yPu ~ °pk ) / ; ’(n e t ; ) ( 2 . 1 1 )
7. Calculate error terms for hidden units as
(2.12)
k
The error terms on hidden units are calculated before
the connection weights to output-layer have been
updated.
8. Update weights on output layer as
w° (/ + !) = w° ( t)  + 7iS°pJ p] (2.13)
9. Update weights on hidden layer as
w *(/ + 1) = w ‘( / ) + ^ jc< (2.14)
10. Calculate error term as
i M
EP = ? H % k  (2.15)
* A-l
An example of the backpropagation algorithm written in 'C' 
is provided in [3].
MNN LIMITATIONS
In spite of the apparent ease of working with MNNs, 
there are some pit falls. Selection of the number of hidden 
layers along with the number of hidden layer nodes is still
somewhat of an artwork. When training the networks, one
attempts to reach the bottom of an error surface to select a 
collection of optimal weight coefficients. This error 
surface can contain local minima to which the training may 
converge, however the erroneously selected local minimum 
would not provide the optimal combination of weights.
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Techniques based upon analogies to momentum and statistical 
mechanics exist for alleviating these difficulties are 
discussed in [26], but these techniques are not guaranteed. 
Another technique for avoiding false local minima is 
described by Wessels and Barnard which makes use of proper 
initiation of weights in [27]. A dead-zone approach for 
helping minimum convergence is described by Chen and Khalil 
in [2]. There is also a problem associated with parameter 
saturation where the weighting coefficients tend off towards 
infinity.
GAUSSIAN RADIAL BASED FUNCTION (RBF) NEURAL NETWORKS
The area of Gaussian RBF neural networks has only 
enjoyed a small level of investigation in comparison to the 
number of publications on the topic of multilayered neural 
networks. Some of the main investigations have been 
performed by [20], [18], and [16].
Gaussian RBF neural networks shown in Figure 3 
represent a form of function approximation where a function 
of several variables may be written as
p
A x i.x2.-.xn) = Y tN,w, ( 2 . 16 )
(= 1
where N, is the output of the i-th neural network node 
(provided by a Gaussian operation), wt is a weighting 
factor, n is the number of input variables and p is the 
number of nodes.
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Nj is given by
(2.17)
where and av are the Gaussian centers (means) and spreads
(deviations) respectively.
Detailed discussions on the foundations of Guassian 
radian based functions and their relationship to 
approximation theory are provided in [17], [6] and [19],
In order to clarify the process of specifying nodes, an 
example will be carried out in detail. Suppose that it is 
desired to approximate the following function:
Assume that each input domain will be spanned by four
combination of the available Gaussian center/spread pairs 
for each of the three inputs. A simple table can be 
constructed which lists all of the possible combinations of 
Gaussian centers.
NODE SELECTION
n
y  = g (x l , x 2,x 3) * ' £ N 'W> (2.18)
Gaussian centers Each node needs to be a different
13
Table 1 Node Assignment
X, -CENTER x2 -CENTER X3-CENTER
NODE 1 1 1 1  
NODE 2 1 1 2
NODE 3 1 1 3
NODE 4 1 1 4
NODE 5 1 2  1
NODE 6 1 2  2
•
NODE n 4 4 4
Table 1 demonstrates that for n inputs and m centers, there 
are m n combinations which for our example gives 64 nodes. 
If the input domains are given as
x, t[a,b] 
x2 elc,d]
*3 £[e,f]
the four centers for each input can be selected to be 
equally spaced and also coincide with the end points in each 
domain as in the following:
xl:
(b -
a, a + ---
3
a)
9
2(b - a) 
a+ 3 ’
b => {̂11 7̂12 »̂13
x2: (d-c, c + ^ c)9
2 (d-c)
3 ’
d => {̂21 > ̂22 ’ ̂23 > *"24 }
x i : «, ,+ (/- 3
e)
9 e+ 2if~ e)3 ’ f  => {c3| ,c32 ,c33 ,c34}
where the above notation ctJ refers to the j-th center of the 
/-th input. Assume also that each input shares a common 
Gaussian spread for each center as given by
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jc, : 2 of 
x 2: 2 ° 2
r3: 2o^
Then NODE 1 can be constructed as
, (x-cn)2 (r,-c,,)2 (*2-c31 )2,
expL~ 2S>' ~ 2 ^  2l f  J (2.19)
NODE 2 can be constructed as
r ( x . - c . . ) 2 (x, - c , . ) 2 (*2 - c 32 )2 i 
6XP[~ 2ff ~ ~ 2<% 1 (2.20)
and so on until finally NODE 64 can be constructed as
r y n t (*1 ~  CU ) C*2 ~  C24 ) (X2 ~  C34 ) l / „ V
Pl 2<5? 2^ 2 ̂  J (2'21)
In an application, any a priori information on the
function to be approximated should be used to select the
node Gaussian centers and spreads. Slotine [20] has
described how to determine the number of centers required to 
obtain a given level of approximation based upon a procedure 
which is similar to the relationship between sampling theory 
and a required level of bandwidth.
FUNCTION APPROXIMATION EXAMPLE
As a simple example of approximating a function with a 
single input variable, consider a cosine function over the 
range of -2 to +2 radians. In this case, five nodes will 
be used with Gaussian centers at -2, -1, 0, +1 and +2
radians and a common Gaussian spread of a = yfl/3 • The five
associated weighting coefficients will be determined by a
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gradient descent algorithm which is a slight modification of 
the general Delta-rule algorithm. Figure 4 shows the cosine 
function, the neural network approximation and the 
corresponding error. If additional nodes are used, the 
resulting error can be reduced to any desired level.
In this example, two centers coincided with the end 
points of the desired range, i.e. centers at 2 and -2 
radians. Another approach would be to still maintain five 
centers equally spaced but not have centers coincide with 
the end points. These centers would be -1.6, -0.8, 0, 0.8 
and 1.6 radians.
MODIFIED GRADIENT DESCENT ALGORITHM 
The Gradient Descent Algorithm was developed by Widrow
and Hoff to support the operation of the Adeline and is
presented in detail in [5]. The algorithm steps are
outlined as follows:
1. Apply an input vector xp = (xpl,x2,...,xN)T to the input
nodes.
2. Determine the error squared, £%(t), using the current 
value of the weight vector w.
4(0 = (dk - wT {t)xkf (2.22)
where dk is the desired output with an associated xk
input vector.
3. Calculate an approximation to V £(f) by using ^(0 as 
an approximation for which is based on the
16
assumption that the expectation values vary slowly with 
time.
where n is a training rate constant.
5. Repeat steps 1. through 4. with the next input 
vector until the error has been reduced to an 
acceptable level.
The above algorithm was modified to calculate the 
weighting coefficients for the cosine function 
approximation. In its original form, the training vectors 
are applied to the inputs of the Adaline, however in the 
modified form, the input values are actually the outputs of 
the Gaussian nodes prior to being multiplied by the 
weighting coefficients. With the Adaline, the training 
vectors take on values that are application dependent, where 
as now they are parameter values of the function that is 
being approximated. For the cosine approximation the 
following steps are used.
1. Assign random values (from -1.0 to 1.0) to weight 
coefficients.
2. Select Gaussian center and spread values. In the 
cosine approximation, the centers were chosen as 
-2,-1, 0, 1, 2 and a was chosen to be -yjl/3 .
(2.23)
V«J(0 = -2 ek(t)xk (2.24)
4. Update the weight vector as 
w(t + 1) = w(t) + 2 juekxk (2.25)
17
3. Calculate total error between the desired function 
and the Gaussian neural network approximation. In the 
cosine example,
e (x) = cos(jc) - f(x) (2 .26)
where f(x) is the Gaussian neural network 
approximation.
4. Update the weight coefficients according to
w(t +1) = w(?) + 2ixe(x) f(x) (2.27)
where |it is a learning rate.
5. Test if the change in weight values is less than a 
desired amount.
6. Repeat steps 3. through 5. until the weights have 
converge to a desired level.
A software listing for the cosine function 
approximation is include in the appendix.
CHAPTER 3
INTRODUCTION TO LYAPUNOV THEORY AND ADAPTIVE CONTROL
In this chapter we will introduce the concept of 
Lyapunov functions and list the requirements for predicting 
the stability of a system under investigation. We will also 
demonstrate how Lyapunov functions can be used to select 
stable adaptive control laws for adjusting unknown 
parameters of a simple linear system. This process will be 
expanded later for adjusting the weights of a neural network 
in conjunction with controlling a nonlinear system.
LYAPUNOV FUNCTIONS AND STABILITY
Lyapunov functions and stability theory are described 
in detail in [24] and [13]. Listed below are some of the 
definitions associated with Lyapunov stability.
If in a ball Br a function V (x) is positive definite 
and has continuous first partial derivatives, and its time 
derivative along the state trajectory of the system x - f  (x) 
is negative semi-definite, then V (x) is a Lyapunov 
function.
For local stability, if in a ball BI<o, there exists a 
scalar function V (x) with continuous first partial 
derivatives such that:
V(x) is positive definite locally in BI<o and,
18
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F (x) is negative semi-definite locally in BRo,
then the equilibrium point 0 is stable. If the derivative 
V(x) is locally negative definite in BRo, then the stability
is asymptotic.
For global stability, assume there exists a scalar 
function V(x) with continuous first partial derivatives
such that:
F(x) is positive definite.
F(x) is negative definite.
F(x) -4 oo as ||r|| — > oo.
then the equilibrium point at the origin is globally 
asymptotically stable.
STABLE ADAPTIVE CONTROL 
A simple example of an adaptive control problem is 
provided in [13] and is shown in Figure 5. Consider the
first order linear system described by
£ p = a n x P + k P U ( 3 •1)
where the parameters ap and kp are assumed to be unknown.
It is desired to control this system by adjusting two
control gains, K(t) and 4>(0 / in order to match a reference
model described by
x„, - a x ni + km r (3.2)m m m m  ' 7
The control law is taken to be of the form
u = 0* xp + k* r (3.3)
where 0* and k* are defined by
20
Q* _ _J]]_ P_ ancJ J* _ Kn_ (3.4)
k p  k p
The output error and parameter errors are defined as
e = xp - xm ; <j) = 0 - 0* ; v|/ = k - k* (3.5)
and e can be shown to be
e = a m e + kp<b xp + kp \\j r (3.6)
The adaptive laws are chosen to be
0(0 = <K0 = -sg"(kp)e(t)xp(t) (3.7)
and
k(t) = v|[/(/) = -sgn{kp ) e ( t ) r ( t )  (3.8)
A possible Lyapunov function for use with this system is 
given by
V(e^,y) = ±[e2 + |*,|(<|>2 +VK2 ) ]  (3.9)
For stability, it is sufficient to show that F(e,(j),v|/) < 0.
Taking the derivative gives
V(e,Q, v)/) = ee + |A„|[# + w ]  (3.10)
= V 2 + k p <f) e x P + kp \\i e r  - \kp\[sgn{kp)§ e xp + sgn{k p)\\t e r ] (3.11)
= a me1 < 0  (3.12)
From bounded-input bounded-output stability theory, if
/ * \Y
f (/) is locally integrable and (J \f(t)\pdt) P < co, then /(/) is
said to belong to Lf as in [13]. If a linear system is
described by
x(()=Ax(l) + bu(t) (3.13)
y(t) = hrx{t) (3.14)
21
where A is asymptotically stable and if u belongs to I}, 
then y belongs to 1} n  IT, y e 1}, y is continuous , and 
lim y(t) = 0. Since e bounded and e e 1}, it can be shown that
(->oo
lim e(t) = 0.
f— >oo
For a specific example of this general case, consider 
the case described by
xp = xp + 2u (3.15)
It is desired to use direct control by adaptively adjusting 
two parameters to follow a reference model described by
x„,=-xm +r (3.16)
The adaptive laws are chosen to be
0 = -exp (3.17)
and
1 = -er (3.18) 
where r is given by
r = 2 cos t + 3 cos 21 (3.19)
This example was modeled as a 4-th order system and the 
results are plotted in Figure 6. As can be seen, the error 
oscillates and tends towards 0 after about 20 seconds.
CHAPTER 4
ROBOTIC ARM SYSTEM
This chapter presents in detail the development an 
adaptive control law based upon Lyapunov stability for 
generating the weighting factors for a Gaussian RBF neural 
network that is used as part of a control system for a 
multilinked robotic arm manipulator.
PROBLEM DESCRIPTION
A multilink robotic arm represents a mechanical system 
which is rich in nonlinear terms. Figure 7 shows an example 
of a two link system which will later be simulated. We 
shall consider a rigid robotic arm with N resolute joints. 
For this system, the N-vectors 0,0 ,0,0r,0r and 0r represent, 
respectively, the angular positions, angular velocities, 
angular accelerations, target angular positions, target 
angular velocities, and target angular acceleration of N 
links. The general system with N links is described by
//(0)0 + C(0,0)0 + C7(0) = u (4.1)
where H  is a N by N positive definite symmetric inertia 
matrix, C is a N by N matrix of centripetal and Coriolis 
torques, and G  is a N by 1 vector of gravitational torques.
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CONTROL LAW DERIVATION
A Lyapunov f u n c t io n  may be c h o sen  su ch  t h a t
V  = - s THs + Va ( 4 . 2 )
2
w here s  (n o t  t o  b e  c o n fu se d  w ith  th e  L a p la c ia n  o p e r a to r )  i s  
an N by 1 v e c t o r  and a l i n e a r  f u n c t io n  o f  th e  t r a c k in g  e r r o r
1 T
and i t s  d e r i v a t i v e  and Va  i s  y e t  t o  b e  d e s c r ib e d .  The —s Hs
1term  h a s  t h e  ap p ea ra n ce  o f  an e n e r g y  e x p r e s s io n  su ch  a s
w ith  s  a n a lo g o u s  t o  co and H  a n a lo g o u s  t o  /  . The
e x p r e s s io n s  f o r  s  and i t s  d e r i v a t i v e  a r e  g iv e n  by
s = 0 + a§ ( 4 . 3 )
s = 0 + a0 ( 4 . 4 )
w here 0 = 0 - 0 r, 0 = 0 - 0 r and 0 = 0 - 0 r and a  i s  a g a in  c o n s t a n t .
The a n a l y s i s  n eed s  t o  lump e x p r e s s io n s  t o g e t h e r ,  c h o o se
an a d a p t iv e  la w , and show t h a t  r e s u l t i n g  d e r i v a t i v e  o f  th e
Lyapunov f u n c t io n  i s  a t  l e a s t  n e g a t iv e  s e m i - d e f i n i t e .  V i s  
g iv e n  by
V = - s THs + sTHs + Va ( 4 . 5 )
2
S u b s t i t u t in g  f o r  s g iv e s
V = + s T//[0  -  0r + a 0 ]+  Va ( 4 . 6 )
S u b s t i t u t in g  in  f o r  HQ from  E q u a tio n  ( 3 . 1 )  and r e a r r a n g in g  
g iv e s
V = ^ s T Hs + s T[-CQ -  G + u] -  s T HQr + sT HaQ + Va ( 4 . 7 )  
Lumping t h e  H , H , C , and G term s t o g e t h e r  g iv e s
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V = s T\\f + s Tu + Va ( 4 . 8 )
where \|/ represents a lumping of nonlinear terms and is 
given by
We assume that in the region of interest of z  , the function 
iff can be represented as
where N  (z) is an N by p matrix, w e R p is a constant vector, 
and e is the error in approximation. We note that e can be 
reduced to any small value by a choice of sufficiently large 
number of neurons. A neural network approximation N{z)w of 
if/ can be given by y/ where
v|/ = N(z)w + e(z) ( 4 . 1 0 )
\j/ = N(z)w ( 4 . 1 1 )
and
\|/ - vj/ = Nw + e ( 4 . 1 2 )
where w is given by
w = w - w ( 4 . 1 3 )
and w be given by
w = -w ( 4 . 1 4 )
where w = 0 .
We can now choose the error term Va to be given by
( 4 . 1 5 )
V = sTNw + s Tu + -  wTw + s Te 2 (4.16)
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A control law u is chosen in order to cancel out the Nw 
term and to provide a proportional-derivative type of 
control with u given by
u = - N w - K s  ( 4 . 1 7 )
with K  being a gain constant resulting in
V = sTNw + sT(-Nw- Ks) + ^ w Tw + sTe ( 4 . 1 8 )
After rearranging the ~ and A terms, the expression is 
simplified to
V = s t N w - s t Ks + w t w + sTe ( 4 . 1 9 )  
Choosing an adaptive law given by
$> = - N Ts  ( 4 . 2 0 )
results in
V = —sTKs + sTe ( 4 . 2 1 )
Suppose that in the region of interest in the z-space 
||e(z)|| < e0, then one has
V < - 4 s||2 +HHj|| ( 4 . 2 2 )
< ( 4 . 2 3 )  
= -|H|[*||j||-«’o] ( 4 . 2 4 )
In  v ie w  o f  and th e  5 - t r a j e c t o r y  u l t im a t e ly
e n t e r s  a b a l l  Br a f t e r  a f i n i t e  tim e  w here
Br ={'s:W </‘, r >e0k x] (4.25)
Thus an a d a p t iv e  law  i s  o b ta in e d  w hich  w i l l  make V n e g a t iv e  
s e m i - d e f i n i t e  and th u s  in s u r e  sy ste m  s t a b i l i t y .
Now c o n s id e r
0 + a§ = s (4.26)
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Thus
0(0 = e-a{,-'0)Q(t.) + f  ~ai, T)s(T)dT (4.27)
J'o
< ) + [' “('-T) ||j||<fc (4.28)
0(0 < e“a('~'l)6(f1) + rfVa(,“T)rfT (4.29)
J'o
> a('-n)0a,) + -  (1 -~a("T)) (4.30)a
As l -» qo ,
0(00) < —  (4.31)
a
In view of (4.31), we observe that the tracking error is
r
u l t im a t e ly  bounded by y = — . N o te  y can be red u ced  bya
choosing larger a and r can be made smaller by the choice 
of a large number of neurons. When e = 0, that is when 
y = Nw , then 0(/) —» 0 as/-»oo.
A block diagram of the resulting control system is 
given in Figure 8.
PARAMETER DRIFT 
In the presence of disturbances, the estimating weights 
may grow without bound and this phenomena is referred to as 
parameter drift. Sanner and Slotine in [20] have outlined 
steps for addressing this problem based upon sliding control 
techniques. Polycarpou and Ioannou discuss the use of a 
Projection algorithm for this problem in [18]. Mukhopadhyay 
and Narendra outline steps for disturbance reduction in 
[12].
CHAPTER 5
TWO LINK ROBOTIC ARM MANIPULATOR SIMULATIONS
A model for a two link robotic manipulator is developed 
and simulated for a varying number of neural network nodes. 
Simulation results are presented in graphical and tabular 
format.
SIMULATION RESTRICTIONS
A two link robotic manipulator which makes use of the 
results of Chapter Four was simulated and in order to make 
the simulation manageable, implementation limitations were 
placed into effect. The following restrictions were 
observed:
1. neural network only a function of .
2. 0r is a constant - derivatives equal to zero.
These limitations were placed into effect in order to limit 
the number of computer calculations which depends 
exponentially on the number of input variables.
MODEL DESCRIPTION
The simulated system is described by Equations (4.1),
(4.17), and (4.20). Solving for 0 gives
Q = H  '[-CQ-G - N w -  Ks\ (5.1)
The H  elements are given by
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'nu H n
v H 2\ H n j
(mtL j  +/, + /w2[L2 + L c22 +2L,Lc2 cos02] + /2) (w2L,Lc2 cos02 + /w2Lc22 + / 2)
cos02 + w 2Lc22 + /2) (/w2Lc22 +/2)
H  1 is given by
f H.
{HuH n - H nH 22)
22 / / 21 ^ (a b
ii c d
The C elements are given by
( c '■'11 C,i) = h " - 0 2 - 0 , - 0 2"cV 21 C2J , 6 .  0  ,
where h is given by 
h - sin02
The G elements are given by
v<?2.
=  8
m xLcX cos0, + m 2[Lcl cos(0, + 02) +L, cos0, H  
m^Lc 2 cos(0,+02) J
where g is the gravitational acceleration. 
Equation (5.1) can be expanded to
(5.2)
(5.3)
(5.4)
(5.5)
(5.6)
(5.7)
which can be re-written as
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a b 
c d
(C'-1Cn)r?-v(Gicy 2iQjl®2 j ( NX NU^iN
V (=1
- K
V̂ 2 ,
( 5 . 8 )
where
l N
/=i
Z ^ A a
V <■=!
r e p r e s e n t s  t h e  tw o n e u r a l n e tw o rk s ,
( N
S u b s t i t u t in g  [ I for
\r2 J
I X ”>.
i+ A/Vi-1
gives
CH0, + C1202 + G\ + Yi + 
^21®1 ^22® 2 G1 Y 2 KS.}
w hich  can  be r e - w r i t t e n  a s  
ra bN fr
V®2y ,c d
w hich  f i n a l l y  y i e l d s
V.̂2,
(azx
v«.
( 5 . 9 )
( 5 . 1 0 )
( 5 . 1 1 )
E q u a tio n  ( 5 . 1 1 )  i s  a sy s te m  o f  tw o se c o n d  o r d e r
d i f f e r e n t i a l  e q u a t io n s  w hich  may be r e - w r i t t e n  a s  fo u r  f i r s t
o r d e r  e q u a t io n s  w ith  th e  f o l lo w in g  s u b s t i t u t i o n s
r , = 0 ,  ( 5 . 1 2 )
x2 = 0, ( 5 . 1 3 )
X3 = 02 ( 5 . 1 4 )
which leads to
x, = x.2 (5.16)
x2 = -azx - bz2 (5.17)
(5.18)
x4 = -czx - dz. (5.19)
Equations (5.17) and (5.19) contain terms that are 
dependent upon w which are determined by the adaptive 
weight update law given by Equation (4.20) which in terms of 
w gives
For a system with n nodes, there will be 2n weights 
which gives the system a total order of 4 + 2n.
The details of the matrix elements of Equation (5.2) 
along with the system parameters must be specified in order 
to determine the right hand expressions of Equations (5.17) 
and (5.19). After this has occurred, system simulation will 
be performed by use of a fourth order Runge-Kutta algorithm.
Four simulations (Cases 1-4) were performed which 
varied the number of Gaussian nodes being employed. An 
attempt was made to demonstrate that a larger amount of 
nodes would produce a better function approximation and in 
doing so provide better response.
In each variation, the system was first trained with 
both reference angles set to zero degrees. This was followed
w = N ts (5.20)
SIMULATIONS
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by commanding the first robotic link to 45 degrees and the 
second link to -30 degrees. After settling had occurred at 
the second reference angles, a variation in load was 
simulated by changing the parameters of the second link.
The number of Gaussian nodes employed depends on the 
number of Gaussian centers provided for each input. To 
maintain simplicity, each input used an equal number of 
centers. This is not required and in some cases would not 
be observed if an optimal solution was desired. If a 
general system existed in which one dimension had a larger 
domain than another or required greater precision, differing 
number of Gaussian centers would be selected for each 
dimension of the system inputs. The total number of nodes 
is the product of the number of centers for each input. For 
the case of equal centers for each input, the total number 
of nodes is given by pn where p is the number of centers 
per input and n is the number of inputs. In the cases that 
follow, the number of Gaussian centers per input are 3, 4, 
5, and 6 which corresponds to a total of 81, 256, 625, and 
1296 Gaussian nodes respectively. For each case, the range 
for the input centers are kept constant with:
-90° < C  < 90'
-90° < C2 < 90'
180'
/ sec < C. < 180' / sec
n 71
180'
/ sec < C4 <
180‘
— / sec
K n
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The end points of each range served as centers with the 
remaining centers being equally spaced between them. The 
Gaussian spread o was chosen to be 5 times the center 
spacing in order to maintain consistent Gaussian function 
shapes. The various Gaussian center and spread values for 
each case are provided in Table 2.
TABLE 2 GAUSSIAN CENTER AND SPREAD VALUES
GAUSSIAN CENTERS & SPREADS FOR 0,&02
NUMBER SPACING c CENTERSOF
CENTERS/
INPUT
DEGREES RADIANS
3 90 5 k / 2 (-90, 0, 90)
4 60 5 k  / 3 (-90, -30, 30, 90)
5 45 5 k  / 4 (-90, -45, 0, 45, 90)
6 36 5 k  / 5 (-90, -54, -18, 18, 54,
GAUSSIAN CENTERS & SPREADS FOR 0,&02
NUMBER SPACING CT CENTERSOF
CENTERS/
INPUT
DEGREES/
SEC RADIANS/SEC
3 57 5 (-57, 0, 57)
4 38 3.33 (-57, -19, 19, 57)
5 29 2.5 (-57, -29, 0, 29, 57)
6 23 2 (-57, -34, -11, 11, 34,
The parameter initial values in MKS units are:
/, = 1 m 
/cl = 0.5 m 
mx = 2 Kg 
/, = 0.1 Kg m2 
/2 = 1 m 
lc2 = 0.5 m
m2 = 2 Kg 
/2 = 0.1 Kg m2 
g = 9.8 m/sec2 
K = 5 
a = 5
The load variation simulation changed the following 
parameters:
= °-7 m 
m2 = 4 Kg 
/2 = 0.15 Kg m2 
The results of Cases 1-4 are shown in Figures 9 - 2 4  
and reviewed in Table 3. Figures 9 - 2 4  show the time 
response for B^B^B, and 02 and Table 5.2 lists the responses 
for each of these parameters in terms of maximum amplitude 
of overshoot and settling time.
The data indicates that increasing the number of 
Gaussian nodes reduces the initial training maximum errors 
and settling time. Also after initial training has 
occurred, retraining for changed references and loads is 
eased.
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TABLE 3 PERFORMANCE REVIEW FOR VARYING NUMBERS OF 
GAUSSIAN NODES.
RESPONSE FOR 0,
INITIAL TRAINING NEW ANGLE LOAD CHANGE
CENTERS/ NODES MAX SETTLING MAX SETTLING MAX SETTLING
INPUT AMP TIME AMP TIME AMP TIME
degrees sec degrees sec degrees sec
3 81 207 50 23 40 243 150
4 256 164 18 17 5 165 45
5 625 125 10 14 3 2 7
6 1296 91 8 13 3 1 3
RESPONSE FOR 02
INITIAL TRAINING NEW ANGLE LOAD CHANGE
CENTERS/ NODES MAX SETTLING MAX SETTLING MAX SETTLING
INPUT AMP TIME AMP TIME AMP TIME
degrees sec degrees sec degrees sec
3 81 59 50 6 40 112 150
4 256 49 18 4 5 83 45
5 625 37 10 5 3 0.75 7
6 1296 27 8 6 3 0.5 3
RESPONSE FOR 0,
INITIAL TRAINING NEW ANGLE LOAD CHANGE
CENTERS/ NODES MAX SETTLING MAX SETTLING MAX SETTLING
INPUT AMP TIME AMP TIME AMP TIME
degrees/ sec degrees/ sec degrees/ sec
sec sec sec
3 81 545 50 111 40 608 150
4 256 516 18 114 5 397 45
5 625 411 10 114 3 12 7
6 1296 325 8 115 3 9 3
RESPONSE FOR 02
INITIAL TRAINING NEW ANGLE LOAD CHANGE
CENTERS/ NODES MAX SETTLING MAX :SETTLING MAX SETTLING
INPUT AMP TIME AMP TIME AMP TIME
degrees/ sec degrees/ sec degrees/ sec
sec sec sec
3 81 314 50 30 40 805 150
4 256 294 18 198 5 708 45
5 625 179 10 203 3 8 7
6 1296 120 8 199 3 5 3
CHAPTER 6
IMPLEMENTATION SUGGESTIONS
A physical control system as shown in Figure 8 can be 
implemented by a dedicated parallel hardware processor, by a 
software algorithm, or by a combination of these techniques. 
The main functions required are the neural network and 
adaptive weight updating generators with the exponential 
operation required for the Gaussian function being the most 
complex operation. The neural network operation consists of 
calculating all of the Gaussian operations, multiplying by 
the weights, and performing a sum. The adaptive weight 
updating requires solving a first order differential 
equation which can be approximated by solving a simple 
difference equation.
SOFTWARE IMPLEMENTATION
The following software analysis is based upon using a 
1000 nodes for each of two networks and operating at a 1 
KHz. update rate. The calculation estimations will be 
stated in terms of floating point operations per second. 
The main operation of the neural network is the Gaussian 
function given by
35
Gn{ x)  = exp o _2 , „ j 2 CTV ' 1 J
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(6 .1)
Assume t h a t  — -  i s  a c o n s ta n t  Z , th e n  th e  f o l lo w in g  s t e p s  2a
a re  r e q u ir e d  t o  c a l c u l a t e  Gn(x)1Vn:
1 . tem p_a = 0 ; r e s e t  sum.
2 . tem p_b = x, -
3 . tem p_b = tem p_b * tem p_b ; p erform  sq u are  
o p e r a t io n .
1
4 . tem p_b = tem p_b * Z ; m u lt ip ly  by 2a2
5. temp_a = temp_a - temp_b ; add to negative sum.
Repeat steps 2. through 5. four times.
6 . Y = exp(temp_a) ; perform exponentiation.
7 . Nn = Yn * Wn ; product of node &
weight.
Each step above except 6. represents a single floating 
point operation. Step 6. may be performed as a sequence of 
operations, a table look-up, or as a single operation 
provided by custom hardware.
Assume the exponential operation is performed in 
software as an 8-th order polynomial of the form 
s
exp(x) « ( 6 . 2 )
1 = 0
Then exp(x) may be calculated as following:
1.  temp = a 8 * x
2 . temp = temp + a 7
37
3 . temp = temp * x
4 . temp = temp + a 6
5 . temp = temp * x
14. temp -  temp + a,
15. temp = temp * x
16. temp = temp + a0
The above is performed in straight line code rather 
than using an indexed loop in order to save execution time.
The total number of floating point operations including 
the software exponential operation are listed below.
Step 1. 1
Steps 2. - 5. 16
Step 6 . 16
Step 7. 1
Total/node 34
With a 1000 nodes, 34000 operations per update time 
plus an additional 1000 operations for summing G„(x)Wn are 
required giving a total of 35000 operations per update. 
With a 1 KHz. update rate, approximately 35 million floating 
point operations per second are needed for each neural 
network giving a grand total of 70 million operations per 
second. This number can be reduced by nearly a half if a 
single step exponential operation is available.
To support the neural network calculations, new weight 
values must be calculated for each update sampling time. A
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first order difference equation can be used to approximate a 
solution to
w = G ts (6.3)
by using
< , +i * M\, + Gn i Sjj h (6.4)
where h is the sampling update time. This can be 
calculated as follows:
1. temp = Gni * s . (
2. temp -  temp * h
3 . temp = temp + wn,
This represents 3 operations per weight which is 3000 
operations per neural network or 3 million operations per 
second with a total of 6 million operations for both neural 
networks.
In addition to the neural network and adaptive weight
calculations, there is additional overhead of calculating
s , K s , and u each update sampling time, however these
calculations are small compared to the previous ones.
Combining the major calculations results in a total of 
76 million floating points per second. In light of the 
latest generation of RISC and DSP processors available, this 
may be easy to achieve with several processors working in 
parallel. A single VME style PC board could provide a 
viable commercial controller.
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HARDWARE IMPLEMENTATION
In order to achieve truly high speeds and a high amount 
of neurons, hardware solutions will be necessary. This may 
start out as a hybrid system which uses dedicated hardware 
for providing single step exponential operations in 
conjunction with software, but fully parallel operations are 
desirable.
A fully parallel hardware system will need to implement 
to neuron operation given by
=  e x p  £
/ = ]
and also perform the weighted summation given by
p
f(x],x2,-.xn) = J^Nlwl (2.16)
/=!
Two classes of devices as suggested by (2.17) and 
(2.16), neuron and weighted summation respectively can be 
implemented in either analog or digital circuitry, however 
the analog approach may prove to be simpler. The most 
complex portion of the circuitry will be the exponential 
function which can be obtained by a piecewise linear 
approximation. To simplify these devices, they can have a 
restricted number of inputs corresponding to the number of 
variables of the function that is being approximated, for 
example four.
The neuron class of device will have inputs for:
1 . variable inputs - four
U - £, )2 (2.17)
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2. Gaussian center selection
3. Gaussian spread selection
4. weight control
and only the weighted output. The weighted summation class 
of device will simply need inputs for each of the Gaussian 
nodes and will provide only one output which is the 
summation of all the inputs. These devices would be 
clustered together with N of the node devices and one of the 
summation devices.
There is still the open issue of adjusting the 
weighting factors which may require a custom design to 
implement a particular control law. If the weights need to 
be continuously adjusted due to time varying parameters, a 
dedicated analog circuit may be necessary. If the weights 
do not need to change, a software simulation may provide the 
final trained values which can then be input as fixed 
values.
CHAPTER 7
CONCLUSIONS
Gaussian RBF neural networks represent a powerful 
technique for controlling nonlinear systems especially where 
system parameters are unknown or changing. The performance 
of the controller discussed increased with the number 
neurons provided. This technique seem to show promise for 
controlling systems with a small number of dimensions.
Areas where this approach may not be appropriate for 
are systems that have a large number of dimensions because 
the number of neurons grows exponentially with the 
dimensional order. For systems with a large number of 
dimensions, multilayered neural networks may prove to be 
more appropriate.
One of the main advantages demonstrated was the 
adaptive tuning of the weighting factors based upon Lyapunov 
stability theory. This approach avoided some of the 
possible pitfalls that are associated with the back- 
propagation algorithm which is commonly used with 
multilayered neural networks.
To make Gaussian RBF neural networks more desirable, 
additional work can be done to develop techniques for 
reducing the number of neurons needed. Perhaps using non­
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uniform spacing of neuron centers may help i.e. concentrate 
neurons where the function to be approximated varies quickly 
and using a lower concentration where the function varies 
more slowly. Other areas of further research may include an 
alternative to the backpropagation algorithm used with 
multilayered neural networks based upon Lyapunov stability 
theory. Finally, a physical system should be implemented 
which can demonstrate the principles of Gaussian RBF neural 
network control. If the system is reasonably simple, the 
software implemented approach discussed earlier should be 
sufficient for controlling the system.
APPENDIX
SIMULATION MODEL SOFTWARE DESCRIPTION
The simulation software (listing provided in Appendix) 
was written in 'C' and developed with a Borland compiler. 
Simulations were performed upon a PC with an Intel 486 
processor. There was no special reason for selecting 'C' as 
a language and few of its rich features were used which 
should allow easy translation of this listing into other 
languages. The only caution for translation is to be aware 
that 'C' arrays begin with an index value of 0 rather than
1. One possible major improvement in the program for 
speeding up calculations would be the application of
pointers instead of the present high dependence on the use
of arrays.
The program starts off with a collection of fldefine
statements which is used to select system parameters and
other miscellaneous constants. Other approaches could have 
been used here, but this allowed quick changes to the 
program to be achieved without having to make a lot of 
internal modifications.
There are a number of pre-calculations which are 
performed only once which are used to reduce the amount of 
calculations performed in the actual simulation loop. These
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pre-calculations include obtaining the Gaussian centers and 
spread values, and determining coefficients for future 
matrix operations.
The simulation loop performs the following:
1. Specifies the total time of the simulation.
2. Determines if it is necessary to use parameters to 
cause a change in load.
3. Determines if it is time to change angle references.
4. Prints out results.
5. Calculates exponential sub-products.
6 . Generates all the Gaussian nodes by forming products 
of all the sub-product variations.
7. Sums all of the Gaussian nodes and weight products.
8 . Calculates the S matrix elements.
9. Calculates the G  matrix elements.
10. Calculates the C  matrix elements.
11. Calculates the H elements.
12. Enters a Runge-Kutta routine which is used to solve 
the system of differential equations.
13. Returns to the beginning of the loop.
The Runge-Kutta algorithm [29] for a second order 
system described by f, = /(/,*,,*,) and x2 = g(i,xl,x2) may be 
solved iteratively as follows:
/(/ + /?, x,, xn ) = /(/, x,, x2) + — (kt + 2 k2 + 2 k2 + k4) (A-l)6
g(( + h,xt, *,) = £(/,*,,*,) + ̂ (/, + 2/, + 2/3 + /4) (A-2)6
where h is an iteration step size and k and / are 
coefficients which are calculated as follows:
The algorithm used in the simulation extends the above 
example for the general case of order N which would use 
functions /, /w . In order to save program execution time,
rather than using explicit functions, an array is used as a 
collection of pseudo functions. Using functions requires 
the overhead of calling and returning from the function as 
well as passing parameters. Because of the high system 
order, avoiding function calls can result in a fair savings 
in execution time.
(A-5)
(A—3)
(A-4)
K  = h f(t + h,xx + k3,x2 + /3)
/, = h g(t, xx, x2)
12 = hg(( + | A, *, + ̂ kx,x2 + ̂  /,)
h = hg(l + \ h,x, + ^ k 2,x2 + ̂ l2) 
/4 = hg(t + h,xx + k2,x2 + l2) (A-10)
(A-9)
(A-8)
(A-7)
(A-6 )
ROBOTIC ARM SIMULATION LISTING
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/*robotic.c
Program to demonstrate point-to-point control of a 2 link 
robotic manipulator that uses Gaussian RBF neural networks 
to approximate nonlinear functions. The Guassian RBF nn has 
4 inputs corresponding to 2 angles & 2 speeds.
This program basically performs some pre-calculations on 
system parameters and then enters a long simulation loop. 
Inside the simulation loop, the Gaussian nodes and model 
matrix elements are calculated and used by a Runge-Kutta 
numerical technique to solve differential equations. To 
speed calculations, the code flows in a straight line with 
no function calls.
System default parameters are listed below as #define
statments which may be modified to other desired values.
parameter values in MKS units
*/
^include <stdio.h>
^include <math.h>
// list of system parametrs with default values
#define IN 4 // number of inputs
#define NODES IN*IN*IN*IN // INA4
#define N 4+2*NODES // overall simulation
// system order
#define PI M_PI // compilers constant for
// PI
#define K 5.0 // control constant
#define ALPHA 10.0 // control constant
#define LENGTH 100000 // length of test run
#define SIZE 0.001
#define PAR_CH 55000
#define AN_CH 35000
#define R1_E 0.0
#define R2_E 0.0
#define R1_L 0.0
#define R2_L 0.0
#define MASS1_E 2.0
#define MASS1_L 2.0
#define L1_E 1.0
#define L1_L 1.0
// the actual time lenght 
// is LENGTH * SIZE
// sample size for Runge- 
// Kutta routine 
// time to change 
// parameter values 
// time to change 
// reference angles 
// init ref angle for theta 1 
// init ref angle for theta 2 
// final ref angle for theta 1 
// final ref angle for theta 2 
// mass_l 1st value 
// mass_l 2nd value 
// arm_l length 1st value 
// arm_l length 2nd value
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#define LC1_E 0.5 // arm_l cen of mass 1st value
#define LC1_L 0.5 // arm_l cen of mass 2nd value#define I1_E 0.1 // arm_l mom of inert 1st val
#define I1_L 0.1 // arm_l mom of inert 2nd val
#define MASS2_E 2.0 // mass_2 1st value
#define MASS2_L 4.0 // mass_2 2nd value
#define LC2_E 0.5 // arm_2 cen of mass 1st value
#define LC2_L 0.7 // arm_2 cen of mass 2nd value#define I2_E 0.1 // arm_2 mom of inert 1st val
#define I2_L 0.15 // arm_2 mom of inert 2nd val
#define SAMP 100 // prints 1 out of SAMP
// iterations
double x[N+l]; // array for system states & weight vals
double y[N+l]; // temp copy of x[N+l]
double z[N][4]; 
double G[NODES];
// intermediate RK coeff's 
// Gaussian nodes
extern unsigned _stklen = 32000; // allow large stack
main() 
{
long i;
int j, k , 1 , m , n ;
// misc indicies
// parameters passed to functions
double h;
double xlr, x3r, temp, r_d; 
// Gaussian sub products
// step size 
// misc variables
double p[IN], q[IN], u[IN], v[IN];
// centers for xl 
// centers for x2 
// centers for x3 
// centers for x4
double cl[IN] 
double dl[IN] 
double c2[IN] 
double d2[IN]
double gl, g2 ; 
double gammal, gamma2 ; 
double ell, cl2 , c21;
double aa, bb, cc, dd; 
double si, s2 ;
// gravity matrix elements 
// sum of G[]*weights 
// C matrix elements
// used for inverting H matrix 
// S matrix elements
double zl, z2 ; // used for intermediate calculations
double gl_l[2], g2_l[2], a_l[2 ], b_l[2 ]; 
double d_l[2], d_2[2], d_3[2], h_l[2];
double ml[] = {MASS1_E,MASS1_L},
Ll[] = {L1_E,L1_L},
Lcl[] = {LC1_E,LC1_L}, 
Il[] = {H _ E ,I1_L) ,
// assign system 
// parameters
48
m2[] = {MASS2_E,MASS2_L},
Lc2[] = {LC2_E,LC2_L},
12[] = {I2_E,I2_L};
double f[N]; // psuedo functions
double ssl, ss2; // spacing between Gaussian centers
double spl, sp2; // Gaussian spreads
// end of declarations
// perforin pre-calculations to be used during 
// simulation loop
// calculate Gaussian centers and spreads
ssl = PI/(IN-1); 
ss2 = 2.0/(IN-1); 
spl = 0.02 / ssl / ssl; 
sp2 = 0.02 / ss2 / ss2 ;
cl[0] = -PI/2.0; // cl & c2 and dl & d2 may not
// always be equal
dl[0 ] = -1 .0 ; 
c2[0] = -PI/2.0; 
d2 [0 ] = -1 .0 ;
for(i=l;i<IN;i++)
{
cl[i] = cl[i-l] + ssl; 
dl[i] = dl[i-l] + ss2 ; 
c2 [i] = c2 [i-l] + ssl; 
d2 [i] = d2 [i-l] + ss2 ;
}
x[0] = x[l] = x [2] = x [3] = x[4] = 0.0; // initial
// state values
for(i=5;i<N+l;i++) 
x[i] = 0 .1 ;
h = SIZE;
xlr = R1_E;
x3r = R2_E;
xlr = xlr * PI / 180.0;
x3r = x3r * PI / 180.0;
r_d = 180.0 / PI; // convert radians to degrees 
// calculate coeff's for matrix operations
for(i=0 ;i<2 ;i++)
{
h_l[i] = m2[i] * LI[i] * Lc2[i];
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gl_l[i] = 9.8*(ml[i]*Lcl[i] + m2[i]*Ll[i]); 
g2_l[i ] = 9.8*m2[i]*Lc2[i ]; 
a_l[i] = m2[i]*Lc2[i]*Lc2[i] + 12[i]; 
b_l[i] = m2[i]*L1[i]*Lc2[i];
d_l[i] = ml[i]*Lcl[i ]*Lcl[i] + Il[i] + 12[i]; 
d_2[i] = LI[i]*L1[i ] + Lc2[i]*Lc2[i]; 
d_3[i] = 2.0*L1[i]*Lc2[i ];
// begin large loop for simulation
for(i=0;i <LENGTH;i++)
{
if(i<=PAR_CH) 
n = 0 ;
else
n = 1 ; 
if(i>=AN_CH)
{
xlr = R1_L * PI / 180.0; 
x3r = R2_L * PI / 180.0;
if(!(i%SAMP)) // only print 1 out of SAMP
// itterations
printf("%lf %lf %lf %lf %lf\n",
x[0 ],x [1]*r_d,x [3]*r_d,x [2 ]*r_d,x [4]*r_d);
// calculate sub products for nn's
for(j=0;j<IN;j++)
{
p[j] = exp(-(x[1 ]-cl[j])*(x[1 ]-cl(j])*spl); 
q[j] = exp(-(x[2 ]-dl[j])*(x[2 ]-dl[j])*sp2 ); 
u [j] = exp(-(x[3]-c2[j])*(x[3]-c2[j])*spl); 
v[j] = exp(-(x[4 ]-d2[j])*(x[4]-d2 [j])*sp2 );
}
// calculate nn's from sub products 
// G's are a function of xl, x2, x3, x4 
for(j=0;j<IN;j++)
for(k=0;k<IN;k++)
for(1=0;1<IN;1++)
for(m=0;m<IN;m++)
G[j*IN*IN*IN+k*IN*IN+l*IN+m] = 
P[j]*q[k]*u[l]*v[m];
// calculate nn - weight products
gammal = gamma2 = 0 .0 ;
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for(j=0;j<N0DES;j++)
{
gammal = gammal + G[j]*x[j+5]; 
gamma2 = gamma2 + G[j]*x[j+5+N0DES];
}
// calculate S matrix elements 
si = x[2] + ALPHA*(x[l] - xlr); 
s2 = x [4] + ALPHA*(x [3] - x3r);
// calculate G matrix elements
g2 = g2_l[n] * cos(x[1 ]+x[3]); 
gl = g2 + gl_l[n] * cos(x[l]);
// calculate C matrix elements
temp = h_l[n]*sin(x[3]);
ell = -x[4]*temp;
cl2 = — (x [2 ]+x[4])*temp;
c21 = x[2 ]*temp;
zl = cll*x[2] + cl2*x[4] + gl + gammal + K*sl; 
z2 = c21*x[2] + g2 + gamma2 + K*s2;
// calculate H matrix inverse elements
aa = a_l[n ];
bb = -(b_l[n ] * cos(x [3]) + a_l[n ]); 
cc = bb;
dd = d_l[n ] + m2 [n ] * (d_2 [n ] + d_3[n ] * 
cos(x [3])) ;
temp = aa * dd - bb * cc;
temp = 1 .0 / temp;
aa = aa * temp;
bb = bb * temp;
cc = bb;
dd = dd * temp;
// assign psuedo functions used with Runge-Kutta 
// routine
f[0 ] = x [2 ];
f[l] = -aa*zl - bb*z2 ;
f [ 2 ] = x [ 4 ] ;
f [3] = —cc*zl - dd*z2 ;
for(j=0;j<N0DES;j++){ 
f[j+4] = G[j]*sl; 
f[j+4+N0DES] = G[j]*s2;
)
// begin 4th order Runge-Kutta routine for n-th 
// order system
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// temp copy of parameters 
for(j=0;j<N+l;j++)
y[j] = x[j];
// 1st pass 
for(j=0;j<N;j++)
z[j][0 ] = h*f[j];
// update parameters
x[0 ] = y [0 ] + 0 .5*h; 
for(j=l;j<N+l;j++)
xtj] = y[j] + 0 .5*z[j-1 ][0 ];
// 2nd pass
// update psuedo functions - only ones dept on x[]
f[0 ] = x[2 ]; 
f [ 2 ] = x [ 4 ] ;
for(j=0;j<N;j++)
z[j] [1 ] = h * f [j];
// update parameters
x[0 ] = y [0 ] + 0 .5*h; 
for(j=l;j<N+l;j++)
x[j] = y[j] + 0 .5*z[j-1 ][1 ];
// 3rd pass
// update psuedo functions - only ones dept on x[] 
f[0 ] = x[2 ]; 
f [ 2 ] = x [ 4 ] ;
for(j=0;j<N;j++)
z [ j ] [ 2 ] = h * f [ j];
// update parameters
x[0 ] = y [0 ] + h; 
for(j=l;j<N+l;j++)
x[j] = y[j] + z [j-1 ][2 ];
/ 4th pass
// update psuedo functions - only ones dept on x[]
f[0 ] = x[2 ]; 
f[2 ] = x[4];
for(j=0;j<N;j++)
z[j][3] = h * f [j];
// update state values
for(j=0;j<N;j++)
x[j+l] = y[j+l] + (z[j][0 ] + 2 .0*z[j][1 ]
2.0*Z[j ] [2 ] + Z[j][3])/6.0; 
x[0] = y[0] + h; // update time
}
// end of simulation loop
FUNCTION APPROXIMATION LISTING
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// weights.c
// This is a quick & dirty program to calculate the weights 
// for a single input Gaussian neural network with N nodes. 
// The user selects the number of nodes, the Gaussian 
// centers, and a common Gaussian spread given by N, c[N], 
// and S respectively. The weights are calculated by a 
// gradient descent adaptive process. The function to be 
// approximated is specified in the for_i loop,
// e.g. cos(x). The final itteration gives the
// weight values.
^include <stdio.h>
#include <math.h>
^include <stdlib.h>
^define U 0.1 // learning rate
#define N 5
^define S 1.5 // 1 over 2_sigma_squared
^define W_delta 0.000001 // change in weight updates
double w[N], w_o[N], c[N];
main()
{
int i, j, n , pass = 0 ; 
double e, e_t = 1 .0 , temp, x; 
double f(double x);
// assign random values from -1 to +1 to weights 
for(i=0;i<N;i++)
w[i] = w_o[i] = (double) (random(200)*0.01 - 1 .0 );
// define Gaussian centers for neural nodes
c[0 ] = -2 .0 ;
c[l] = -1 .0 ;
c[2 ] = 0 .0 ;
c [3] = 1.0;
c[4] = 2.0;
printf C'\n\n");
n = 0 ;
while(!pass)
{
n++;
e_t = 0 .0 ;
// preserve weights
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for(i=0;i<N;i++)
w_o[i] = w [ i ] ;
// calculate total error for 1 sweep across x = -2 to +2
for(i=-200;i<201;i++)
{
x = (double) (i*0 .01); 
e = cos(x ) - f(x ); 
e_t = e_t + e; 
for(j=0;j<N;j++)
{
temp = x - c [j];
temp = - temp*temp*S;
w[j] = w[j] + U*e*exp(temp);
}
}
// get error squared 
e_t = e_t*e_t;
// test if weight change is less than desired amount
pass = 1 ;
for(i=0;i<N;i++)
{
if((w[i] - w_o[i]) > W_delta )
{
pass = 0 ; 
break;
}
}
}
// final results
for(i=-200;i<201;i++){
x = (double) (i*0 .01);
printf("%d %lf %lf %lf\n",i,x,cos(x),f(x));
}
}
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double f(double x)
{
double z = 0 .0 , temp; 
int i;
for(i=0;i<N;i++){
temp = x - c [i]; 
temp = - temp*temp*S; 
z = z + w[i]*exp(temp);
}
return(z ) ;
}
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