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Wiener-Hopf plus Hankel operators on the real line
with unitary and sectorial symbols
G. Bogveradze and L.P. Castro
Abstract. Wiener-Hopf plus Hankel operators acting between Lebesgue spa-
ces on the real line are studied in view of their invertibility, one sided-inverti-
bility, Fredholm, and semi-Fredholm properties. This is done in two different
cases: (i) when the Fourier symbols of the operators are unitary functions, and
(ii) when the Fourier symbols are related with sectorial elements appearing in
factorizations of functions originated by the Fourier symbols of the operators.
The obtained result for the case (i) may be viewed as a Douglas-Sarason type
theorem for Wiener-Hopf plus Hankel operators.
1. Introduction
Algebraic sums of Wiener-Hopf and Hankel operators have been receiving in-
creasing attention in the last years (cf. [1], [5], [6], [10], [12]–[19], [22], [23]). A
great part of the interest is directly originated by concrete mathematical-physics
applications where this kind of operators appear. This is the case of problems in
wave diffraction phenomena which are modelled by boundary-transmission value
problems that can be equivalently translated into systems of integral equations
characterized by such kind of operators (see, e.g., [7]–[9]).
It is therefore easy to understand that a fundamental goal in those studies
consists in obtaining conditions that lead to the regularity properties of the operators
(i.e., their invertibility, Fredholm property, and other properties that are directly
dependent on the kernel and image of the operators). For some classes of the
so-called Fourier symbols of the operators their regularity properties are already
known. This is the case of the continuous or, even, piecewise continuous functions
on the compactificated real line (cf. the above references). Despite those advances,
for some other classes of Fourier symbols a complete description of the regularity
properties is still missing.
In the present paper, starting simply with essential bounded Fourier symbols,
we look for conditions that may ensure the above pointed properties for Wiener-
Hopf plus Hankel operators having that Fourier symbols. All the detailed definitions
are given in the next section.
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2. The Wiener-Hopf plus Hankel operators in study
We will consider Wiener-Hopf plus Hankel operators of the form
WHϕ =Wϕ +Hϕ : L
2
+(R)→ L
2(R+) ,(2.1)
with Wϕ and Hϕ being Wiener-Hopf and Hankel operators defined by
Wϕ = r+F
−1ϕ · F : L2+(R)→ L
2(R+)(2.2)
Hϕ = r+F
−1ϕ · FJ : L2+(R)→ L
2(R+) ,(2.3)
respectively. As usual, L2(R) and L2(R+) denote the Hilbert spaces of complex-
valued Lebesgue measurable functions ϕ, for which |ϕ|
2
is integrable on R and R+,
respectively. In (2.1)–(2.3), L2+(R) denotes the subspace of L
2(R) formed by all
functions supported in the closure of R+ = (0,+∞), the operator r+ performs
the restriction from L2(R) into L2(R+), F denotes the Fourier transformation, J
is the reflection operator given by the rule Jϕ(x) = ϕ˜(x) = ϕ(−x), x ∈ R, and
ϕ ∈ L∞(R) is the so-called Fourier symbol.
Let C− = {z ∈ C : ℑmz < 0} and C+ = {z ∈ C : ℑmz > 0}. As usual,
let us denote by H∞(C±) the set of all bounded and analytic functions in C±.
Fatou’s Theorem ensures that functions in H∞(C±) have non-tangential limits on
R almost everywhere. Thus, let H∞± (R) be the set of all functions in L
∞(R) that
are non-tangential limits of elements in H∞(C±). Moreover, it is well known that
H∞± (R) are closed subalgebras of L
∞(R).
We will concentrate on obtaining regularity properties of this kind of Wiener-
Hopf plus Hankel operators (2.1) in the case where the Fourier symbol ϕ is an
unitary-valued function or a function somehow associated to a sectorial element
through a certain factorization (and in these two cases we will make use of the just
presented H∞± := H
∞
± (R) spaces). We recall that φ ∈ L
∞(R) is called unitary if
|φ| = 1, and is called sectorial if the essential range of φ is contained in an open
half-plane whose boundary passes through the origin.
As mentioned, within the context of the present paper we are using the name
of regularity properties of a linear operator acting between Hilbert spaces for those
proprieties that arise from a direct influence of the kernel and the image of those
operators. In more detail, let T : X → Y be a bounded linear operator acting
between Hilbert spaces and, if ImT is closed (i.e. T is normally solvable), let us
consider the cokernel of T to be defined by the quotient CokerT = Y/ImT . Then,
a normally solvable operator T is said to be right-Fredholm if dimCoker T is finite,
left-Fredholm if dimKerT is finite, and Fredholm if both dimKerT and dimCokerT
are finite. Additionally, we say that T is left-invertible or right-invertible if there
exist T−l : Y → X or T
−
r : Y → X such that T
−
l T = IX or TT
−
r = IY , respectively.
As usual, in the case when both T−l and T
−
r exist and additionally T
−
l = T
−
r , the
operator T is said to be invertible (or both sided-invertible). Alternatively, it can
be shown that T is left-invertible if and only if T is injective and normally solvable.
In the same way, T is right-invertible if and only if T is normally solvable and
surjective.
3. A Douglas–Sarason type theorem
For a Banach algebraB, we are going to denote by GB the group of all invertible
elements in B.
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We point out that if φ ∈ GL∞(R), then there is a function h ∈ GH∞+ (R)
such that |φ| = |h| almost everywhere in R. This is only a particular case of the
Pousson–Rabindranathan Theorem [20, 21] (cf. Theorem 4.3 below) but give a hint
to the strategy behind the next results where distances between certain classes and
the Fourier symbols of the operators are considered.
In the Wiener-Hopf operators case there is a well known theorem – due to
Douglas and Sarason – about the Fredholm theory of this kind of operators and
the distances between the Fourier symbol to certain spaces. More precisely, the
theorem may be written in the following form.
Theorem 3.1 (Douglas and Sarason [11]). If ϕ ∈ L∞(R) is unitary, then:
(a) Wϕ is invertible if and only if dist(ϕ,GH
∞
+ ) < 1 or if and only if
dist(ϕ,GH∞− ) < 1 ;
(b) Wϕ is left-invertible if and only if dist(ϕ,H
∞
+ ) < 1 ;
(b′) Wϕ is right-invertible if and only if dist(ϕ,H
∞
− ) < 1 ;
(c) Wϕ is Fredholm if and only if dist(ϕ,G[C(R˙) +H
∞
+ ]) < 1 or if and only
if dist(ϕ,G[C(R˙) +H∞− ]) < 1 ;
(d) Wϕ is left-Fredholm if and only if dist(ϕ,C(R˙) +H
∞
+ ) < 1 ;
(d′) Wϕ is right-Fredholm if and only if dist(ϕ,C(R˙) +H
∞
− ) < 1.
As usual, C(R˙) denotes the space of all bounded continuous (complex-valued)
functions on R for which both limits at ±∞ exist and coincide.
The last theorem was the starting motivation for obtaining such kind of result
for our Wiener-Hopf plus Hankel operators. It is clear that adding an Hankel
operator to the above Wiener-Hopf operator will influence several changes in the
regularity properties of the resulting operator.
To consider such situation, we will use the notion of ∆-relation after extension
introduced in [4] for bounded linear operators acting between Hilbert spaces, e.g.
T : X1 → X2 and S : Y1 → Y2. We say that T is ∆-related after extension to S
(and use the abbreviation T
∗
∆ S) if there is an auxiliary bounded linear operator
acting between Hilbert spaces T∆ : X1∆ → X2∆, and bounded invertible operators
E and F such that
(3.1)
[
T 0
0 T∆
]
= E
[
S 0
0 IZ
]
F ,
where Z is an additional Hilbert space and IZ represents the identity operator in
Z. In the particular case where T∆ = IX1∆ : X1∆ → X2∆ = X1∆ is the identity
operator, we say the T and S are equivalent after extension operators. In the
simplest case of T = E S F (for some boundedly invertible operators E and F ) we
say that T and S are equivalent operators.
Theorem 3.2. Let ϕ be unitary in L∞(R).
(a) WHϕ and Wϕ −Hϕ are invertible if and only if
dist(ϕϕ˜−1,GH∞+ ) < 1
or if and only if dist(ϕϕ˜−1,GH∞− ) < 1 .
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(b) WHϕ and Wϕ −Hϕ are left-invertible if and only if
dist(ϕϕ˜−1, H∞+ ) < 1 .
(b′) WHϕ and Wϕ −Hϕ are right-invertible if and only if
dist(ϕϕ˜−1, H∞− ) < 1 .
(c) WHϕ and Wϕ −Hϕ are Fredholm if and only if
dist(ϕϕ˜−1,G[C(R˙) +H∞+ ]) < 1 ,
or if and only if dist(ϕϕ˜−1,G[C(R˙) +H∞− ]) < 1 .
(d) WHϕ and Wϕ −Hϕ are left-Fredholm if and only if
dist(ϕϕ˜−1, C(R˙) +H∞+ ) < 1 .
(d′) WHϕ and Wϕ −Hϕ are right-Fredholm if and only if
dist(ϕϕ˜−1, C(R˙) +H∞− ) < 1 .
Proof. Our proof is based on the notion of ∆-relation after extension, which
was recalled above for bounded linear operators acting between Hilbert spaces.
From [4, Example 1.7] we can derive that T =WHϕ is ∆-related after extension to
the Wiener-Hopf operator S = W
ϕϕ˜−1
, cf. also [18, Lemma 2.1] or [19, Lemma 1]
where this relation is given in an explicit way for T∆ = Wϕ −Hϕ in (3.1) (or for
an operator T∆ equivalent to Wϕ − Hϕ). Thus, we are now going to analyze the
Fourier symbol ϕϕ˜−1.
Let ϕ∗ stands for the complex conjugate of ϕ. Since ϕ is unitary, then ϕϕ∗ =
ϕ∗ϕ = 1, and whence ϕ−1 = ϕ∗. From here we also obtain ϕ˜−1 = ϕ˜∗. Observing
that
[˜ϕϕ∗] = [˜ϕ∗ϕ] = 1 ,
we reach to ϕ˜ϕ˜∗ = ϕ˜∗ϕ˜ = 1. This means that ϕ˜ is unitary and so it is ϕϕ˜−1. We
can now apply Theorem 3.1 to the operator W
ϕϕ˜−1
and obtain all the above stated
conditions in terms of distances. Now, the result follows if we interpret (3.1) as an
equivalence after extension relation between diag[T, T∆] = diag[WHϕ,Wϕ − Hϕ]
and S =W
ϕϕ˜−1
. 
Remark 3.3. We would like to point out that in the above reasoning (of the
∆-relation after extension) it is not possible to exclude the factor ϕ˜−1 for obtaining
a “pure” (direct) result depending only on ϕ (without extra factors). Consider for
instance the case (b). From the condition dist(ϕϕ˜−1, H∞+ ) < 1 it follows that
inf
h∈H∞
+
‖ϕϕ˜−1 − h‖L∞(R) < 1 ,
which is equivalent to
inf
h∈H∞
+
‖ϕ− hϕ˜‖L∞(R) < 1 ,
but this is the distance from ϕ to the space {hϕ˜ : h ∈ H∞+ and ϕ is unitary}. Note
that this space is obviously different from H∞+ . In fact, if we take ϕ ∈ H
∞
+ , with
ϕ(x) = eiλx and λ > 0 (x ∈ R), then choosing h(x) = eiµx with 0 < µ < λ we have
hϕ˜ ∈ H∞− . This also means that the space is directly dependent on the structure of
ϕ˜ (and therefore on ϕ˜−1).
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4. Sectorial Symbols
In the present section we will work with the so-called sectorial Fourier symbols.
Definition 4.1. A function f ∈ L∞(R) is said to be sectorial if there exist a
real number ε > 0 and a c ∈ C of modulus 1 such that
ℜe(cf(x)) ≥ ε ,
almost everywhere on R.
We will denote by S the set of all sectorial functions (in L∞(R)). Once again,
for Wiener-Hopf operators with such kind of Fourier symbols a description of the
possible regularity properties is known. Additionally, more detailed information
(upon some factorizations of the original Fourier symbols) is also known in the
following form.
Theorem 4.2. [2, Theorem 6.17] If ϕ ∈ GL∞(R), then:
(a) Wϕ is invertible if and only if ϕ = sh, s ∈ S, h ∈ GH
∞
± ;
(b) Wϕ is left-invertible if and only if ϕ = sh, s ∈ S, h ∈ H
∞
+ ;
(b′) Wϕ is right-invertible if and only if ϕ = sh, s ∈ S, h ∈ H
∞
− ;
(c) Wϕ is Fredholm if and only if ϕ = sh, s ∈ S, h ∈ G[C(R˙) +H
∞
± ] ;
(d) Wϕ is left-Fredholm if and only if ϕ = sh, s ∈ S, h ∈ C(R˙) +H
∞
+ ;
(d′) Wϕ is right-Fredholm if and only if ϕ = sh, s ∈ S, h ∈ C(R˙) +H
∞
− .
Such type of theorem is also valid for Wiener-Hopf plus Hankel operators,
involving naturally some modifications over the symbol conditions. To prove the
next theorem in this direction, we first need to recall some auxiliary results.
Theorem 4.3 (Pousson and Rabindranathan [20, 21]). If a ∈ GL∞(R), then
there exist a unitary-valued u and h ∈ GH∞+ such that a = uh, almost everywhere
on R.
Lemma 4.4. [3, Lemma 2.21] If E is a subset of L∞(R), ϕ ∈ L∞(R) is unitary-
valued, and dist(ϕ,E) < 1, then there exist a function f ∈ E and a sectorial
function s ∈ GL∞(R) such that ϕ = sf .
Now we introduce and prove a Wiener-Hopf plus/minus Hankel version of the
Theorem 4.2.
Theorem 4.5. Let ϕ ∈ GL∞(R).
(a) WHϕ and Wϕ −Hϕ are both invertible if and only if
ϕϕ˜−1 = sh, s ∈ S, h ∈ GH∞± .
(b) WHϕ and Wϕ −Hϕ are both left-invertible if and only if
ϕϕ˜−1 = sh, s ∈ S, h ∈ H∞+ .
(c) WHϕ and Wϕ −Hϕ are both right-invertible if and only if
ϕϕ˜−1 = sh, s ∈ S, h ∈ H∞− .
(d) WHϕ and Wϕ −Hϕ are both Fredholm if and only if
ϕϕ˜−1 = sh1h2, s ∈ S, h1 ∈ G[C(R˙) +H
∞
± ], h2 ∈ GH
∞
± .
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(e) WHϕ and Wϕ −Hϕ are both left-Fredholm if and only if
ϕϕ˜−1 = sh1h2, s ∈ S, h1 ∈ C(R˙) +H
∞
+ , h2 ∈ GH
∞
+ .
(f) WHϕ and Wϕ −Hϕ are both right-Fredholm if and only if
ϕϕ˜−1 = sh1h2, s ∈ S, h1 ∈ C(R˙) +H
∞
− , h2 ∈ GH
∞
− .
Proof. First we will prove the “+”-version (cf. the indices). As a global
property, from the ∆-relation after extension we know that WHϕ
∗
∆ Wϕϕ˜−1 . Ad-
ditionally, from the Theorem 4.3 (of Pousson and Rabindranathan), we have
ϕϕ˜−1 = uϕhϕ ,(4.1)
where uϕ is unitary-valued, and hϕ ∈ GH
∞
+ (the notation of ϕ in index is only to
reinforce that those factors depend on ϕ). Therefore, (4.1) yields that W
ϕϕ˜−1
is
equivalent to Wuϕ . Using now the Douglas–Sarason Theorem (cf. Theorem 3.1),
we have:
(i) Wuϕ is invertible if and only if dist(uϕ,GH
∞
+ ) < 1 ;
(ii) Wuϕ is left-invertible if and only if dist(uϕ, H
∞
+ ) < 1 ;
(iii) Wuϕ is Fredholm if and only if dist(uϕ,G[C(R˙) +H
∞
+ ]) < 1 ;
(iv) Wuϕ is left-Fredholm if and only if dist(uϕ, C(R˙) +H
∞
+ ) < 1 .
This combined with the above Lemma 4.4 yields that:
(i′) If Wuϕ is invertible, then uϕ = sh for some s ∈ S and h ∈ GH
∞
+ ;
(ii′) If Wuϕ is left-invertible, then uϕ = sh for some s ∈ S and h ∈ H
∞
+ ;
(iii′) If Wuϕ is Fredholm, then uϕ = sh for some s ∈ S and h ∈ G[C(R˙)+H
∞
+ ] ;
(iv′) IfWuϕ is left-Fredholm, then uϕ = sh for some s ∈ S and h ∈ C(R˙)+H
∞
+ .
Using the multiplication by hϕ in the last four identities (and recalling the identity
ϕϕ˜−1 = uϕhϕ), we conclude that:
(i′′) If Wuϕ is invertible, then
ϕϕ˜−1 = sh, s ∈ S, h ∈ GH∞+ ;
(ii′′) If Wuϕ is left-invertible, then
ϕϕ˜−1 = sh, s ∈ S, h ∈ H∞+ ;
(iii′′) If Wuϕ is Fredholm, then
ϕϕ˜−1 = sh1h2, s ∈ S, h1 ∈ G[C(R˙) +H
∞
+ ], h2 ∈ GH
∞
+ ;
(iv′′) If Wuϕ is left-Fredholm, then
ϕϕ˜−1 = sh1h2, s ∈ S, h1 ∈ C(R˙) +H
∞
+ , h2 ∈ GH
∞
+
where h1 and h2 represent h and hϕ, respectively.
Now we will proceed with the reverse implications. Let us then assume the
following four situations:
(j) ϕϕ˜−1 = sh, for some s ∈ S and h ∈ GH∞+ ;
(jj) ϕϕ˜−1 = sh, for some s ∈ S and h ∈ H∞+ ;
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(jjj) ϕϕ˜−1 = sh1h2, for some s ∈ S, h1 ∈ G[C(R˙) +H
∞
+ ] and h2 ∈ GH
∞
+ ;
(jv) ϕϕ˜−1 = sh1h2, for some s ∈ S, h1 ∈ C(R˙) +H
∞
+ and h2 ∈ GH
∞
+ .
In the first two cases (j) and (jj) we directly obtain from Theorem 4.2 that W
ϕϕ˜−1
is invertible or left-invertible, respectively. Therefore, the above mentioned ∆-
relation after extension yields the same properties for the diagonal matrix operator
diag[WHϕ,Wϕ −Hϕ], and the result follows (for these two cases).
In the cases (jjj) and (jv), formula (4.1) yields that
Wuϕ =WsWh1 Wh2h−1ϕ .
Note that Ws is an invertible operator because s is sectorial, and Wh2h−1ϕ is also
invertible due to h2h
−1
ϕ ∈ GH
∞
+ (having by inverse operator the corresponding
Wiener-Hopf operator with Fourier symbol h−12 hϕ). Therefore, Wuϕ is equivalent
to Wh1 . Thus, to conclude the desired result by the use of the ∆-relation after
extension, we only need to describe the analysis of Wh1 in those corresponding
cases:
(k) If h1 ∈ G[C(R˙) +H
∞
+ ], then Wh1 is Fredholm;
(kk) If h1 ∈ C(R˙) +H
∞
+ , then Wh1 is left-Fredholm.
In fact, propositions (k) and (kk) arise from the Douglas Theorem (cf., e.g., [2,
Theorem 5.7]), and by observing that h1 ∈ GL
∞(R) (because ϕϕ˜−1 ∈ GL∞(R),
h2 ∈ GH
∞
+ and s ∈ GL
∞(R)).
We have therefore proved the “+”–version of the theorem. Now, by passage to
adjoints, the remaining “-”–versions are obtained. 
The “only if” part of Theorem 4.5, directly yields the main conclusion of the
present work:
Corollary 4.6. Let ϕ ∈ GL∞(R).
(a) If ϕϕ˜−1 = sh, with s ∈ S and h ∈ GH∞± , then WHϕ is invertible.
(b) If ϕϕ˜−1 = sh, with s ∈ S and h ∈ H∞+ , then WHϕ is left-invertible.
(c) If ϕϕ˜−1 = sh, with s ∈ S and h ∈ H∞− , then WHϕ is right-invertible.
(d) If ϕϕ˜−1 = sh1h2, with s ∈ S, h1 ∈ G[C(R˙) +H
∞
± ], and h2 ∈ GH
∞
± , then
WHϕ is Fredholm.
(e) If ϕϕ˜−1 = sh1h2, with s ∈ S, h1 ∈ C(R˙) + H
∞
+ and h2 ∈ GH
∞
+ , then
WHϕ is left-Fredholm.
(f) If ϕϕ˜−1 = sh1h2, with s ∈ S, h1 ∈ C(R˙) + H
∞
− and h2 ∈ GH
∞
− , then
WHϕ is right-Fredholm.
We end with an example showing the applicability of the last result. Let us
consider the Wiener-Hopf plus Hankel operator
WHϕp : L
2
+(R)→ L
2(R+) ,
with the particular Fourier symbol
ϕp(x) = (2 + sinx) e
iαx , x ∈ R ,
where α ∈ R is a given parameter. Direct computations show that
ϕp(x) ϕ˜
−1
p (x) =
2 + sinx
2− sinx
e2iαx .
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So, if we choose sp(x) = (2 + sinx)/(2− sinx) and hp(x) = e
2iαx, we see that
sp ∈ S. This occurs because 1/3 ≤ sp ≤ 3, and therefore the range of sp is contained
in the right half-plane (which boundary passes through the origin). Moreover,
depending whether α ≥ 0 or α ≤ 0, we have hp ∈ H
∞
+ or hp ∈ H
∞
− , respectively.
Therefore, applying Corollary 4.6 to
ϕp ϕ˜
−1
p = sp hp ,
we conclude that:
(a) if α = 0, then WHϕp is invertible;
(b) if α > 0, then WHϕp is left-invertible;
(c) if α < 0, then WHϕp is right-invertible.
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