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Abstract
The point source of this work is Seleznev’s theorem which asserts the existence of a power series which satisfies universal
approximation properties in C∗. The paper deals with a strengthened version of this result. We establish a double approximation
theorem on formal power series using a weighted backward shift operator. Moreover we give strong conditions that guarantee
the existence of common universal series of an uncountable family of weighted backward shift with respect to the simultaneous
approximation. Finally we obtain results on admissible growth of universal formal power series. We especially prove that you
cannot control the defect of analyticity of such a series even if there exist universal series in the well-known intersection of formal
Gevrey classes.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we use the classical notations: N = {0;1;2; . . .} and C∗ = C\ {0}. Denote by C[[z]] the ring of formal
power series with coefficients in C. For f (z) =∑k0 akzk ∈ C[[z]], Sn(f ) =∑nk=0 akzk is the nth partial sum of f.
The algebra C[[z]] is endowed with the family of seminorms
cm
(∑
n0
anz
n
)
=
m∑
n=0
|an|, m ∈ N.
It is readily checked that (cm)m∈N is an increasing sequence of submultiplicative seminorms on C[[z]] defining
a Fréchet topology associated to the distance
d(f,g) =
+∞∑
n=0
1
2n
cn(f − g)
1 + cn(f − g) , where f and g are in C[[z]].
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Fréchet-algebra topology on C[[z]].
This work has its origin in a result of Seleznev [17], which asserts the existence of a power series which satisfies
universal approximation properties in C∗. The radius of convergence of such a power series is necessarily 0. This
result has been strengthened in [6].
Theorem 1.1. (See [17,6].) Let K ⊂ C∗ be a compact set with connected complement. There exists a formal power
series
∑
n0 anz
n such that the partial sums Sn(z) =∑nj=0 aj zj satisfy: for every function ϕ continuous on K and
holomorphic in the interior ˚K of K, there exists a sequence of positive integers (λn)n∈N such that Sλn → ϕ uniformly
on K as n → +∞. The set of such series is Gδ and dense in C[[z]] and it contains, except 0, a dense linear subspace
of C[[z]].
A notion of universal Taylor series in the complex plane with respect to overconvergence was defined in the early
1970s independently by Luh [14] and Chui and Parnes [7]. Later on, Nestoridis [16] introduced a stronger notion of
universality of Taylor series:
(N) there exists a universal Taylor series ∑+∞n=0 anzn with radius of convergence exactly equal to 1 such that: for
every compact set K ⊂ {z ∈ C: |z| 1} with connected complement and for every function h : K → C which is
continuous on K and holomorphic in the interior of K, there exists a subsequence Sλm(z) =
∑λm
n=0 anzn of the
partial sums of the series
∑+∞
n=0 anzn converging to h uniformly on K.
The first purpose of this work is to obtain in C[[z]] a simultaneous approximation theorem analogous with the one
proved by Costakis and Vlachou for universal holomorphic functions (see [10,11]). Similar results for Dirichlet series
have recently been obtained in [12]. We recall the main result of [10].
Theorem 1.2. (See [10].) Let D = {z ∈ C; |z| < 1}. Denote by W the set of holomorphic functions f on D such
that the following holds: for every choice of compact sets K and L, with L ⊂ D and K ⊂ C \ D, with connected
complement and for all functions φ and ψ, continuous in K and L, respectively, analytic in the interiors ˚K and ˚L,
there exists a sequence (λn)n∈N of nonnegative integers such that
sup
z∈K
∣∣∣∣∣
λn∑
j=0
f (j)(0)
j ! z
j − φ(z)
∣∣∣∣∣−−−−−→n→+∞ 0 and supz∈L∣∣f (λn)(z) −ψ(z)∣∣−−−−−→n→+∞ 0.
The intersection B of W with the set of univalent functions and constant ones is Gδ and dense set in B.
This universal approximation theorem is proved using Baire’s categorical argument and applying Mergelyan’s
famous approximation theorem for analytic functions. This is now a classical method of obtaining results of this kind.
The main idea is the following. If we have some approximation properties (realized by sequence of natural numbers)
which hold on Gδ and dense subsets of a complete metric space, then by Baire’s theorem the intersection of these
sets is also Gδ and dense. Therefore, there is an object realizing all those approximations but each with a different
sequence of indices. Now if we repeat simultaneously the proofs of these generic approximation properties in some
cases a miracle happens. We realize all of them generically with the same choice of indices (see for instance [16,8,11]
and [12] for similar proofs).
Definition 1.3. Let ω = (ωn)n∈N be a sequence of strictly positive real numbers. We denote by Bω the weighted
backward shift defined by
Bω(1) = 0 and Bω
(
zn
)= 1
ωn−1
zn−1, ∀n ∈ N∗.
Differentiation for analytic function can be viewed as the study of a weighted backward shift. In the following, we
only consider weights ω = (ωn)n∈N∗ satisfying
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Note that differentiation on C[[z]] satisfies the condition (H1).
Definition 1.4. We denote by HC(ω) the set of all formal power series h ∈ C[[z]] satisfying the following: for every
compact set K ⊂ C∗ with connected complement, for every f ∈ C[[z]] and for every function g : K → C continuous
on K and holomorphic in ˚K, there exists a sequence of positive integers (λn)n∈N such that the following hold:
sup
z∈K
∣∣Sλn(h)(z) − g(z)∣∣−−−−−→n→+∞ 0 and Bλnω (h) −−−−−→n→+∞ f in C[[z]],
where Bλnω is the λnth iteration of the weighted backward shift.
In Section 2 we give a formal version of Theorem 1.2.
Theorem 1.5. The set HC(ω) is Gδ and dense set included in C[[z]].
In Section 3.1, we prove that the property of the set of universal series “it contains, except 0, a dense vector subspace
of C[[z]]” in Theorem 1.1 extends to HC(ω). The proof of this assertion is obtained by using similar ideas from [6].
Moreover we know that the set HC(ω) is residual, i.e., Gδ-dense. This fact together with Baire Category Theorem
immediately implies if {Bω(λ); λ ∈ Λ} is a family of weighted backward shifts, then ⋂λ∈Λ HC(ω(λ)) is residual
whenever Λ is countable. For uncountable families of operators the standard Baire’s categorical argument fails. Since
2001 we know several nontrivial examples of uncountable families of continuous linear operators T : X → X acting
on a topological vector space X with common hypercyclic vectors. Let us recall the definition: a vector x is said to be a
hypercyclic vector for T provided its orbit {T n(x); n ∈ N} is dense in X. We refer the reader to [1,9] or [4] for precise
statements. Hence the existence of a universal series in HC(ω) implies the hypercyclicity of Bω. In Section 3.2 we
obtain uncountable families of operators Bω(λ) such that there exists a common vector f which generically realizes
double approximation properties (with the same choice of indices). Indeed we prove that ⋂λ∈Λ HC(ω(λ)) contains a
residual set.
In Section 4, we furnish information on the asymptotic behavior of coefficients of universal formal power series.
For universal Taylor series
∑+∞
n=0 anzn in the sense of (N) the growth of the coefficients an is studied in [15] (see [13]
for the case of ordinary Dirichlet series). In particular the sequence an cannot have polynomial growth. In the present
paper, we prove that the set {f (z) =∑+∞n=0 anzn ∈ HC(ω); ∀α ∈ R∗+∑+∞n=0 |an|n!α < +∞} is not void. In other words,
HC(ω) contains formal power series in the intersection of formal Gevrey classes. It means that there exists a series in
HC(ω) which satisfies regularity conditions near to convergence.
Moreover given an unbounded increasing sequence (mn)n∈N of positive numbers, we also construct f (z) =∑+∞
n=0 anzn in HC(ω) such that lim sup
|an|
mn
= +∞. It remains that you cannot control the defect of analyticity of
all elements in HC(ω) (see Theorem 4.8).
2. Formal generic approximation properties
This section is devoted to the proof of Theorem 1.5 using similar ideas with those used in the proof of the main
theorem in [10] or [12]. We begin by giving relations between the set HC(ω) and subsets of C[[z]] realizing analogous
estimates with polynomials. Then, we prove that these subsets are open and that their union is dense in the Fréchet
space. We conclude using category type arguments (see also [16] and [8]). To proceed further we need a version of
Mergelyan’s theorem for formal power series endowed with Fréchet topology. Even if methods are now classical, we
repeat the arguments for the purpose of completeness. We refer to [10,11] and [12] for precise statements.
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Lemma 2.1. Let K ⊂ C∗ be a compact set with connected complement, let h be a formal power series and let ϕ be
a continuous function on K which is analytic in ˚K . For every fixed positive real number ε and every integer m, there
exists a polynomial p such that
sup
z∈K
∣∣p(z) − ϕ(z)∣∣< ε and cm(p − h) < ε.
Proof. Let us fix a positive real number ε, an integer m and h(z) =∑n0 hnzn. Let r0 be a positive real number
such that 0 < r0 < min(1,dist(0,K)), where dist(0,K) is the distance from 0 to the compact set K. Let Cr0 be the
closed set of complex numbers z satisfying |z|  r0. Then K and Cr0 are two disjoint compact sets with connected
complement. We can apply Mergelyan’s Theorem to analytic functions ϕ and z →∑mn=0 hnzn. For every δ > 0, there
exists a polynomial p such that
sup
z∈K
∣∣p(z) − ϕ(z)∣∣< δ and sup
z∈Cr0
∣∣∣∣∣p(z) −
m∑
n=0
hnz
n
∣∣∣∣∣< δ. (1)
Moreover Cauchy’s estimates give
cm(p − h) = cm
(
p − Sm(h)
)
 sup
z∈Cr0
∣∣p(z) − Sm(h)(z)∣∣ 1 − rm+10
rm0 (1 − r0)
. (2)
Choose δ such that δ min(ε, ε r
m
0 (1−r0)
1−rm+10
). It now suffices to combine the previous inequalities (1) and (2). 
We can compare this lemma with assertion (3) of Theorem 1 from [6] (see part B1).
2.2. The sets Oω(m,ρ, j, s, n)
Definition 2.2. There exists a sequence of compact sets with connected complement (Kρ)ρ0 such that, for each com-
pact set with connected complement K ⊂ C∗, there exists a nonnegative integer ρ0 such that we have the following
inclusion K ⊂ Kρ0 .
The proof is a straightforward consequence of Lemma 2.1 from [16]. We just have to replace {z ∈ C: 1 |z| n}
by {z ∈ C: 1
n
 |z| n}. In the following, we denote by the sequence (fj )j∈N the enumeration of polynomials with
coefficients in Q+ iQ. This family of polynomials (fj )j∈N is a dense set for the topology of the Fréchet space C[[z]]
and for the topology of the uniform convergence on every compact set.
Definition 2.3. Let m ∈ N. According to the preceding definitions, for all positive integers ρ, j,n, s we define the set
Oω(m,ρ, j, s, n) ⊂ C[[z]] by
Oω(m,ρ, j, s, n) =
{
g ∈ C[[z]] such that sup
z∈Kρ
∣∣Sn(g)(z) − fj (z)∣∣< 1
s
and cm
(
Bnω(g) − fj
)
<
1
s
}
.
Hence we have a complete representation of the set HC(ω).
Lemma 2.4. We have the following equality:
HC(ω) =
+∞⋂
ρ=0
+∞⋂
m=0
+∞⋂
j=0
+∞⋂
s=1
+∞⋃
n=1
Oω(m,ρ, j, s, n).
Proposition 2.5. For all j, s, n, m and ρ positive integers, the following subsets are open in the Fréchet space C[[z]]:
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{
g ∈ C[[z]] such that sup
z∈Kρ
∣∣Sn(g)(z) − fj (z)∣∣< 1
s
}
,
Vm(ω)(j, s, n) =
{
g ∈ C[[z]] such that cm
(
Bnω(g)− fj
)
<
1
s
}
.
This implies that the sets Oω(m,ρ, j, s, n) are open in the Fréchet space C[[z]] for all positive integers j, s, n, ρ
and m.
Proposition 2.6. Let g be a polynomial. There exists a sequence of polynomials (pn)n∈N such that cm(pn) → 0, as
n → +∞ for all m ∈ N and Bnω(pn)(z) = g(z) for all n ∈ N.
Proof. We write g(z) =∑Ak=0 gkzk. Let us consider pn(z) =∑A+nk=n gk−nωk−n . . .ωk−2ωk−1zk. An easy calculation
gives the equalities. Moreover we have for all m ∈ N, cm(pn) → 0, as n → +∞ thanks to cm(pn) = 0, ∀n > m. 
By Proposition 2.6 and condition (H1), we obtain
Theorem 2.7. The sets
⋃∞
n=0Oω(m,ρ, j, s, n) are dense subsets of the Fréchet space C[[z]].
Proof. Set d(z) =∑j0 aj zj ∈ C[[z]]. Let us fix ε ∈ ]0; 12s [ and β ∈ N. We denote dr = Sr(d) and choose r such
that cβ(d − dr) = 0. According to Lemma 2.1, for all m ∈ N∗, there exists a polynomial pm satisfying
sup
z∈Kρ
∣∣pm(z) − fj (z)∣∣< 1
m
and cβ(pm − dr) < 1
m
. (3)
By Proposition 2.6, there exists a sequence of polynomials (qm)m∈N such that cl(qm) → 0, as m → +∞, for all l ∈ N
and Bmω (qm)(z) = fj (z). Using the notation fj (z) =
∑Nj
l=0 αl,j zl, we obtain Sm(qm)(z) = α0,jω0 . . .ωm−2ωm−1zm.
From (1), there exists an integer m0 such that we have supz∈Kρ |pm0(z) − fj (z)| < 1s . We denote pm0(z) =∑Nm0
l=0 bl,m0zl and take m1 > max(m0;Nm0;β) such that cβ(qm1) = 0. Taking into account m1 > Nm0, we deduce
that Sm1(pm0) = pm0 . Now P is defined by setting P = pm0 + qm1 . We have
cβ
(
Bm1ω (P )− fj
)= cβ(Bm1ω (pm0))= 0,
because m1 > Nm0 . Using Sm1(qm1) = α0,jω0 . . .ωm1−2ωm1−1zm1 , we deduce
sup
z∈Kρ
∣∣Sm1(P )(z) − fj (z)∣∣ sup
z∈Kρ
∣∣pm0(z) − fj (z)∣∣+ sup
z∈Kρ
∣∣α0,jω0 . . .ωm1−1zm1 ∣∣.
By property (H1), |α0,j |ω0 . . .ωm1−1(supz∈Kρ |z|)m1 → 0, as m1 → +∞. Therefore, by taking a sufficiently large
number m1, we can assume supz∈Kρ |Sm1(P )(z) − fj (z)| < 1s . By equality (3) we also obtain cβ(pm − dr) < ε. By
choosing a larger integer m0, we may assume that cβ(pm0 − dr) < ε. Since we have
cβ(P − dr) cβ(pm0 − dr)+ cβ(qm1) < ε,
we conclude that, for a fixed strictly positive integer β , for all ε < 1/(2s), there exists a polynomial P ∈⋃
nOω(m,ρ, j, s, n) such that cβ(P − dr) < ε, which implies the inequality cβ(P − d) < 2ε. 
The following result is a straightforward consequence of Baire’s theorem.
Theorem 2.8. The set HC(ω) is Gδ and dense set included in C[[z]].
Remark 2.9. By classical arguments (see for instance [16, Proposition 3.2]), we have the following decomposition:
Let f be a formal series in C[[z]]. Then, there exist g1 and g2 in HC(ω) such that f = g1 + g2.
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3.1. Algebraic genericity
In this subsection, we prove that the property “it contains, except 0, a dense vector subspace of C[[z]]” for universal
sets (in Theorem 1.1) extends to HC(ω). In the language of Banach space geometry, this means that the set of universal
series is densely lineable. The proof of this assertion is obtained by using similar ideas of [6] (see also [4], for
conditions on existence of subspaces of hypercyclic vectors).
Definition 3.1. Let μ = (μn)n∈N be an increasing sequence of positive integers. A series f ∈ HC(ω) belongs to
HCμ(ω) if we replace “there exists a sequence of positive integers (λn)n∈N” in Definition 1.4 by: there exists a
subsequence of positive integers (λn)n∈N from μ.
Lemma 3.2. The set HCμ(ω) is Gδ and dense in C[[z]].
Proof. The proof follows that of Theorem 2.7. For all j, s, n, m and ρ positive integers, we define
O(μ)ω (m,ρ, j, s, n) = U(ρ, j, s,μn)∩ Vm(ω)(j, s,μn).
Then the sets
⋃∞
n=0O(μ)ω (m,ρ, j, s, n) are dense subsets of the Fréchet space C[[z]] as in Theorem 2.7. The proof is
similar: the only change is near the end, where we choose m1 to belong to the sequence μ. 
We get a dense subspace (excepted 0) in HCμ(ω). The proof follows very closely the proof of Theorem 1 from [6],
except for simultaneous approximations.
Proposition 3.3. Let μ = (μn)n∈N be an increasing sequence of positive integers. The set HCμ(ω) ∪ {0} contains an
infinite dense subspace of C[[z]].
Proof. Let be μ = μ(0) = (μ(0)n )n∈N. We inductively construct the sequence (Fd)d0 as follows: by Lemma 3.2,
there exists an element Fd+1 in HCμ
(d+1)
(ω) and a subsequence μ(d+2) = (μ(d+2)n )n∈N from μ(d+1) such that
d(Fd+1, fd+1) < 1d+2 and
S
μ
(d+2)
n
(Fd+1) −−−−−→n→+∞ 0 uniformly on each compact set, Bμ
(d+2)
n
ω (Fd+1) −−−−−→n→+∞ 0 in C[[z]].
We can define now F as the linear space generated by (Fd)d0. This linear space is dense in C[[z]] thanks to the
inequality d(Fd+1, fd+1) < 1d+2 . To complete the proof, it remains to prove that every nonzero vector from F belongs
to HCμ(ω). Let F = ∑0jr αjFj with αr 
= 0 in F . Let K be a compact set included in C∗ with connected
complement, let f in C[[z]] and g : K → C be continuous function on K and holomorphic in ˚K. Taking into account
that Fr belongs to HCμ
(r)
(ω), there exists a subsequence (λn)n∈N from μ(r) such that
sup
z∈K
∣∣∣∣Sλn(Fr)(z) − g(z)αr
∣∣∣∣−−−−−→n→+∞ 0 and Bλnω (Fr) −−−−−→n→+∞ fαr in C[[z]].
The sequence (λn)n∈N remains a subsequence from μ(j) for j < r. Therefore, for all j < r, the following holds:
sup
z∈K
∣∣Sλn(Fj )(z)∣∣−−−−−→n→+∞ 0 and Bλnω (Fj ) −−−−−→n→+∞ 0.
Firstly we get
sup
z∈K
∣∣Sλn(F ) − g∣∣ r−1∑
j=0
|αj | sup
z∈K
∣∣Sλn(Fj )(z)∣∣+ |αr | sup
z∈K
∣∣∣∣Sλn(Fr)(z) − g(z)αr
∣∣∣∣−−−−−→n→+∞ 0.
Secondly the following holds:
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(
Bλnω (F ),f
)

(|αr | + 1)d(Bλnω (Fr), fαr
)
+
r−1∑
j=0
(|αj | + 1)d(Bλnω (Fj ),0)−−−−−→n→+∞ 0.
This implies that F belongs to HCμ(ω), which completes the proof. 
3.2. Common universality
Let I be an interval and (Bω(λ))λ∈I be a family of weighted backward shifts on C[[z]]. Assume that, for each
λ ∈ I, the set HC(ω(λ)) is residual. It is natural to study the structure of ⋂λ∈I HC(ω(λ)). For a family of operators
(Tn,λ)n1,λ∈I on a separable normed space X answers were given by the existence of common hypercyclic vectors.
Let us recall the definition: a vector x is said to be a hypercyclic (or universal) vector for Tn,λ provided its orbit
{Tn,λ(x); n ∈ N} is dense in X, and denote by HC(T.,λ) the set of its hypercyclic vectors. The first study was given
by Abakumov and Gordon [1] who proved that ⋂λ>1 HC(λB) 
= ∅, where B is the backward shift on 2. We refer
the reader to the paper [5] for similar ideas. Costakis and Sambarino [9] have formulated a common hypercyclicity
criterion under which there exists a common hypercyclic vector and this common hypercyclicity is topologically
generic. Bayart proves algebraic genericity under a slightly stronger assumption [3,4]. Here we give strong conditions
that guarantee the existence of common universal series with respect to the simultaneous approximation for some
families (Bω(λ))λ∈I , where I is an open interval of the positive real line. This can be done in a similar way as the
proof of Theorem 12 of [9] by making some modifications.
Theorem 3.4. Let (ω(λ))λ∈I be a family of sequences of strictly positive real numbers, such that for fixed n the map
I  λ → ωn(λ) is continuous, I ⊂ R+ being an interval of the real line. Assume that
(1) Given ε > 0, a compact set R ⊂ I and A > 0, there exists N such that for λ ∈ R, nN the following holds:
ω1(λ) . . .ωn(λ)A
n  ε.
(2) Given ε > 0 and a compact set R ⊂ I, there exists C(ε), with 0 < C(ε) < 1, such that, for λ,α ∈ R the following
holds:
∀j,n ∈ N, C(ε)1/n  λ
α
 1 ⇒
∣∣∣∣∣
j+n−1∏
l=j
ωl(α)
ωl(λ)
− 1
∣∣∣∣∣< ε.
Then
⋂
λ∈I HC(ω(λ)) contains a residual set.
Proof. Let (fj )j∈N be an enumeration of polynomials with coefficients in Q + iQ. Let R = [λ1, λ2] ⊂ I. Let us
consider the set
ER(m,ρ, j, s, u) =
{
f ∈ C[[z]]: ∀λ ∈ R, ∃n = n(λ)m so that
cu
(
Bnω(λ)(f )− fj
)
<
1
s
and sup
z∈Kρ
∣∣Sn(f )(z) − fj (z)∣∣< 1
s
}
.
The proof of Theorem 3.4 will be based on the following two lemmas:
Lemma 3.5. The set ER(m,ρ, j, s, u) is open in C[[z]] for every m,ρ, j, s, u.
Lemma 3.6. The set
⋃
m1 ER(m,ρ, j, s, u) is dense in C[[z]] for every ρ, j, s, u.
Before proving these two lemmas, let us explain how to conclude Theorem 3.4. Fix an increasing se-
quence of compact sets Rl ⊂ I such that I = ⋃l1 Rl. It follows, by Baire’s category theorem, that the set⋂
l
⋂
u
⋂
s
⋂
j
⋂
ρ
⋃
m1 ERl (m,ρ, j, s, u) is Gδ-dense in C[[z]].
Let us proceed with the proof of the lemmas.
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2−(m+u)) such that h belongs to the set ER(m,ρ, j, s, u). For 1 l m, define the functions Ψ (h)l on R by
Ψ
(h)
l (λ) = max
(
sup
z∈Kρ
∣∣Sl(h)(z) − fj (z)∣∣; cu(Blω(λ)(h)− fj )).
Since g ∈ ER(m,ρ, j, s, u), for each λ ∈ R there exists n = n(λ) such that Ψ (g)n (λ) < 1s . Notice that the function
inf1lm Ψ (g)l is continuous on R. Let M be the supremum of this function on R. Clearly we have M <
1
s
. Let us
define
Aρ = sup
z∈Kρ
l=0,...,m
|z|l and WR = max
1lm
(
sup
λ∈R
k=0,...,u
1
ωk(λ) . . .ωk+l−1(λ)
)
.
Notice that WR is well defined because the map I  λ → ωn(λ) is continuous. An easy calculation gives
Ψ
(h)
l (λ) Ψ
(g)
l (λ)+ max
(
Aρ
2mε
1 − 2mε ,WR
2u+mε
1 − 2u+mε
)
.
Hence we get inf1lm Ψ (h)l (λ)M + max(Aρ 2
mε
1−2mε ,WR
2u+mε
1−2u+mε ). We just have to choose ε such that
max
(
Aρ
2mε
1 − 2mε ,WR
2u+mε
1 − 2u+mε
)
<
1
s
−M.
As a straightforward consequence, we have for every λ ∈ R, inf1lm Ψ (h)l (λ) < 1s . This means that there exists
n(λ)m such that
cu
(
B
n(λ)
ω(λ)(h) − fj
)
<
1
s
and sup
z∈Kρ
∣∣Sn(λ)(h)(z) − fj (z)∣∣< 1
s
.
In other words, h ∈ ER(m,ρ, j, s, u) and the proof of Lemma 3.5 is finished. 
Proof of Lemma 3.6. Let p be an integer and δ > 0. By Lemma 2.1 there exists pv ∈ C[z] such that supz∈Kρ |pv(z)−
fj (z)| < 1v and cu(pv − fp) < 1v . Let us consider v0 > max( 2δ ,2s), a partition λ1 = α0 < α1 < · · · < αl = λ2 of the
interval [λ1, λ2] and define the series
g = pv0 + T kω(α0)(fj )+ T 2kω(α1)(fj )+ · · · + T
(l+1)k
ω(αl)
(fj ),
where Tω is the weighted shift operator defined by the equality Tω(zn) = ωnzn+1. We set fj =∑djn=0 a(j)n zn. Let us
first estimate cu(g − fj ):
cu(g − fj ) cu(g − pv0)+
l∑
i=0
cu
(
T
(i+1)k
ω(αi)
(fj )
)
.
We can assume k > u. Then we have
l∑
i=0
cu
(
T
(i+1)k
ω(αi)
(fj )
)= 0
and therefore cu(g − fj ) cu(g − pv0) < δ2 .
In the following, we will choose l and the partition λ1 = α0 < α1 < · · · < αl = λ2 so that g ∈⋃m ER(m,ρ, j, s, u).
Let λ, αi−1 < λ αi. Then,
cu
(
B
(i+1)k
ω(λ) (g) − fj
)
 cu
(
B
(i+1)k
ω(λ) (pv0)
)+ i−1∑
h=0
cu
(
B
(i+1)k
ω(λ) ◦ T (h+1)kω(αh) (fj )
)+ cu(B(i+1)kω(λ) ◦ T (i+1)kω(αi ) (fj )− fj )
+
l∑
cu
(
B
(i+1)k
ω(λ) ◦ T (h+1)kω(αh) (fj )
)
.h=i+1
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∑i−1
h=0 cu(B
(i+1)k
ω(λ) ◦T (h+1)kω(αh) (fj )) = 0 provided k > max(deg(pv0), dj ). Moreover with
the same condition k > u, we also have
l∑
h=i+1
cu
(
B
(i+1)k
ω(λ) ◦ T (h+1)kω(αh) (fj )
)= 0.
It remains to find l such that
cu
(
B
(i+1)k
ω(λ) ◦ T (i+1)kω(αi ) (fj )− fj
)
<
1
s
and sup
z∈Kρ
∣∣S(i+1)k(g)(z) − fj (z)∣∣< 1
s
.
First we have
cu
(
B
(i+1)k
ω(λ)
◦ T (i+1)k
ω(αi )
(fj )− fj
)

dj∑
n=0
∣∣a(j)n ∣∣
∣∣∣∣∣
n+(i+1)k−1∏
h=n
ωh(α)
ωh(λ)
− 1
∣∣∣∣∣.
Set ε = 12Mj s with Mj =
∑dj
n=0 |a(j)n | and let C(ε) be as in item (2) of the theorem. Follow the construction of [9,
p. 290] to find l. Then the following holds:
cu
(
B
(i+1)k
ω(λ) ◦ T (i+1)kω(αi ) (fj )− fj
)
<
1
s
.
Let be B = max(2, supz∈Kρ |z|). Secondly, we estimate A = supz∈Kρ |S(i+1)k(g)(z) − fj (z)|,
A sup
z∈Kρ
∣∣pv0(z) − fj (z)∣∣+ l∑
h=0
sup
z∈Kρ
∣∣S(i+1)k(T (h+1)kω(αh) (fj ))(z)∣∣
<
1
2s
+
l∑
h=0
sup
z∈Kρ
∣∣S(l+1)k(T (h+1)kω(αh) (fj ))(z)∣∣
<
1
2s
+Mj
(
l∑
h=0
ω0(αh) . . .ω(h+1)k−1(αh)Bdj+(h+1)k
)
.
By item (1) there exists C2 > 0 such that ω0(αh) . . .ω(h+1)k−1(αh)  C2( 12B )(h+1)k. Fix k large enough such that
Bdj MjC22−k−1 < 12s and therefore A <
1
s
. Thus, if m = (l + 1)k we get that g ∈⋃m ER(m,ρ, j, s, u). The proof of
Lemma 3.6 is finished. This completes the proof of Theorem 3.4. 
Remark 3.7. The family of weights ωn(λ) = λ/n and ω0 = 1 satisfies conditions of Theorem 3.4 with I = ]0,+∞[.
4. Growth of coefficients of universal formal power series
4.1. Universality in the intersection of Gevrey classes
In the present section, define
Gα =
{
f (z) =
∑
n∈N
anz
n; ‖f ‖α =
+∞∑
n=0
|an|
n!α < +∞
}
and Ĝ =
⋂
α>0
Gα.
The space Ĝ is the well-known intersection of the Gevrey classes. This set Ĝ, endowed with the topology given by
the family of norms ‖.‖α is a Fréchet space.
Lemma 4.1. Let u ∈ Ĝ and (un)n∈N be a sequence with element in Ĝ. The assertion un → u as n → +∞ in Ĝ is
equivalent to un → u as n → +∞ in C[[z]].
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consequence of Lemma 4.1.
The purpose of this subsection is to prove that there exist series from Ĝ in HC(ω). This property gives information
on admissible growth of coefficients of universal formal power series. To prove it, we introduce the following set.
Definition 4.2. We denote by HCG(ω) the set of all formal power series h ∈ Ĝ satisfying the following: for every
compact set K ⊂ C∗ with connected complement, for every f ∈ Ĝ and for every function g : K → C continuous
on K and holomorphic in ˚K, there exists a sequence of positive integers (λn)n∈N such that the following hold:
sup
z∈K
∣∣Sλn(h)(z) − g(z)∣∣−−−−−→n→+∞ 0 and Bλnω (h) −−−−−→n→+∞ f in Ĝ.
We need a natural condition on the weights ω in order that Bω(f ) belongs to Ĝ for f ∈ Ĝ:
(H2) ∀δ ∈ R∗+, k!−δω−1k −−−−−→k→+∞ 0.
Clearly differentiation satisfies (H2).
In the following, we prove that the set HCG(ω) is Gδ and dense subset included in Ĝ. In particular HCG(ω) is not
void; moreover Lemma 4.1 guarantees HCG(ω) ⊂ HC(ω).
We follow the framework of proof used in Section 2. First, we need a version of Mergelyan’s theorem for formal
power series endowed with Gevrey topology.
Lemma 4.3. Let K ⊂ C∗ be a compact set with connected complement, let h ∈ Ĝ and let ϕ be a continuous function
on K which is analytic in ˚K . For all ε > 0 and α > 0, there exists a polynomial p such that
sup
z∈K
∣∣p(z) − ϕ(z)∣∣< ε and ‖p − h‖α < ε.
Proof. We again use the notations of Lemma 2.1. Let m be an integer such that
∑
nm+1 |hn|n!−α < ε/2. We can
apply Mergelyan’s Theorem to analytic functions ϕ(z) and Sm(h)(z) =∑mn=0 hnzn. So for every chosen δ > 0, there
exists a polynomial p such that
sup
z∈K
∣∣p(z) − ϕ(z)∣∣< δ and sup
z∈Cr0
∣∣p(z) − Sm(h)(z)∣∣< δ.
Let d denote the degree of p. If p(z)− Sm(h)(z) =∑max(m,d)n=0 anzn, Cauchy’s estimates give |an| δ/rn0 . We deduce∑max(m,d)
n=0
|an|
n!α  δ
∑+∞
n=0
1
n!αrn0 . Clearly Ar0,α =
∑+∞
n=0
1
n!αrn0 < +∞. It now suffices to choose δ min(ε,
ε
2Ar0,m
). 
For all j, s, n, m and ρ positive integers, we define
Û(ρ, j, s, n) =
{
g ∈ Ĝ such that sup
z∈Kρ
∣∣Sn(g)(z) − fj (z)∣∣< 1
s
}
,
V̂m(ω)(j, s, n) =
{
g ∈ Ĝ such that ∥∥Bnω(g)− fj∥∥αm < 1s
}
.
Following the ideas of Section 2 we give Theorem 4.4. Notice that we need Lemma 4.3. The proof on open sets
needs the hypothesis (H2) along the same lines as in the proof of Proposition 3.2 in [12].
Theorem 4.4. The set HCG(ω) is Gδ and dense set included in Ĝ.
By the density of the (fj )j∈N and Lemma 4.1, we obtain
Proposition 4.5. We have the equality HCG(ω) = HC(ω)∩ Ĝ.
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HC(ω) ∩ Ĝ 
= ∅.
4.2. Constructive proof
In this final section we prove that you cannot control the defect of analyticity of all the elements for HC(ω). This
result is not surprising. Let (mn)n∈N be an unbounded increasing sequence of positive real numbers. We construct step
by step an element f (z) =∑+∞n=0 anzn in HC(ω) such that lim sup |an|mn = +∞. The main tool is the following version
of approximation Lemma 2.1.
Lemma 4.7. Let K ⊂ C∗ be a compact set with connected complement, let h be a formal power series and let ψ be a
continuous function on K which is analytic in ˚K . For all fixed positive real number δ, integers m and n, there exists
a polynomial p such that
sup
z∈K
∣∣znp(z) −ψ(z)∣∣< δ and cm(p − h) < δ.
Proof. The function ϕ(z) = ψ(z)/zn is a continuous function on K ⊂ C∗ and analytic in ˚K . Apply Lemma 2.1 with
ε = δ/ sup{|z|n; z ∈ K}. 
Notice that in the following we do not use condition (H2).
Theorem 4.8. Let (mn)n∈N be an unbounded increasing sequence of positive real numbers. There exists a series
f (z) =∑+∞n=0 anzn in HC(ω) such that lim sup |an|mn = +∞.
Proof. The method is constructive. We proceed by successive steps. The following operations are carried out at the
j th step on the compact Kj :
Let u(j−1)(z) be a polynomial of degree mj−1. By Lemma 4.7 there exists a polynomial R(j)1,1(z) such that
sup
z∈Kj
∣∣u(j−1)(z) + zmj−1+1R(j)1,1(z) − f1(z)∣∣< 12j+1 .
Let d(j)1,1 be the degree of v
(j)
1,1(z) = u(j−1)(z) + zmj−1+1R(j)1,1(z). By (H1), define d ′ (j)1,1 ∈ N such that
d
′ (j)
1,1 > d
(j)
1,1 and sup
z∈Kj
∣∣zd ′ (j)1,1 ∣∣× ∣∣f1(0)∣∣×( d
′ (j)
1,1 −1∏
i=1
ωi
)
<
1
2j+1
.
Let d(j)1 = max(j + 1,deg(f1)) and define the polynomial R(j)1,2(z) =
∑d(j)1
k=0 bkzk such that
bk = f
(k)
1 (0)
k!
( k+d ′ (j)1,1 −1∏
i=k
ωi
)
,
v
(j)
1,2(z) = v(j)1,1(z) + zd
′ (j)
1,1 R
(j)
1,2(z).
By construction, the following estimates hold:
sup
z∈Kj
∣∣S
d
′ (j)
1,1
(
v
(j)
1,2(z)
)− f1(z)∣∣ sup
z∈Kj
∣∣S
d
′ (j)
1,1
(
v
(j)
1,1(z)
)− f1(z)∣∣+ sup
z∈Kj
∣∣b0zd ′ (j)1,1 ∣∣
<
1
2j+1
+ 1
2j+1
= 1
2j
.
Obviously the following equality holds:
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(
B
d
′ (j)
1,1
ω
(
v
(j)
1,2(z)
)− f1(z))= 0.
By induction the same construction works for f2, . . . , fj : we have obtained, from u(j−1), v(j)1,2 with an approximation
of f1; we obtain, from v(j)1,2, v(j)2,2 with an approximation of f2, and by induction we obtain, from v(j)j−1,2, v(j)j,2 with an
approximation of fj . Therefore, on the step j, we have the estimates for all l = 1, . . . , j,
sup
z∈Kj
∣∣S
d
′ (j)
l,1
(
v
(j)
l,2 (z)
)− fl(z)∣∣< 12j and cj (Bd ′ (j)l,1ω (v(j)l,2 (z))− fl(z))= 0. (4)
At the end of step j, we set tj = deg(v(j)j,2(z)) + 1 = d(j)j + d ′ (j)j,1 and
u(j)(z) = v(j)j,2(z) + emtj ztj .
Iterate the process and define the formal power series f (z) = limj→+∞ u(j)(z). Let K ⊂ C∗ be a compact set with
connected complement, let h ∈ C[[z]] and let ϕ be a continuous function on K which is analytic in ˚K . Let us fix a
positive real number ε. There exists a sequence of integers (φ(j))j∈N such that φ(j) → +∞ and K ⊂ Kφ(j). By
Lemma 2.1, there exists l0 ∈ N such that
sup
z∈K
∣∣fl0(z) − ϕ(z)∣∣< ε and d(fl0, h) < ε.
We can choose φ(j0) such that l0  φ(j0) and 2−φ(j0) < ε. Therefore, by (4) the following holds:
sup
z∈K
∣∣S
d
′ (φ(j0))
l0,1
(f )(z) − fl0(z)
∣∣ sup
z∈Kφ(j0)
∣∣S
d
′ (φ(j0))
l0,1
(f )(z) − fl0(z)
∣∣
 sup
z∈Kφ(j0)
∣∣S
d
′ (φ(j0))
l0,1
(
v
φ(j0)
l0,2
)
(z) − fl0(z)
∣∣
<
1
2φ(j0)
< ε.
Observe that the above inequality implies supz∈K |Sd ′ (φ(j0))l0,1
(f )(z) − ϕ(z)| < 2ε.
By (4) we also have
cφ(j0)
(
B
d
′ (φ(j0))
l0,1
ω (f )− fl0
)= cφ(j0)(Bd ′ (φ(j0))l0,1ω (v(j)1,2)− fl0)= 0.
Therefore, one easily deduces
d
(
B
d
′ (φ(j0))
l0,1
ω (f ), fl0
)

+∞∑
k=φ(j0)+1
1
2k
< ε.
By triangle inequality d(B
d
′ (φ(j0))
l0,1
ω (f ),h) < 2ε holds. We can conclude that f ∈ HC(ω). 
Corollary 4.9. The following relations hold:
HC(ω)∩ HCG(ω)c 
= ∅ and HC(ω)∩
(⋃
α>0
Gα
)c

= ∅.
Proof. Apply Theorem 4.8 first with mn = n! and with mn = en!. 
If μ is a strictly increasing sequence of integer, we can define HCGμ(ω) as we have yet define HCμ(ω). Then we
obtain
∅ 
= HCGμ(ω) = HCμ(ω)∩ Ĝ.
A similar construction to that in Theorem 4.8 gives the following
674 O. Demanze, A. Mouze / J. Math. Anal. Appl. 338 (2008) 662–674Theorem 4.10. Let (mn)n∈N be an unbounded increasing sequence of positive real numbers. There exists a series
f (z) =∑+∞n=0 anzn in HCμ(ω) such that lim sup |an|mn = +∞.
In particular, we have
HCμ(ω)∩
(⋃
α>0
Gα
)c

= ∅.
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