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ABSOLUTE CONTINUITY OF COMPLEX BERNOULLI
CONVOLUTIONS
PABLO SHMERKIN AND BORIS SOLOMYAK
Abstract. We prove that complex Bernoulli convolutions are absolutely con-
tinuous in the supercritical parameter region, outside of an exceptional set of
parameters of zero Hausdorff dimension. Similar results are also obtained in the
biased case, and for other parametrized families of self-similar sets and measures
in the complex plane, extending earlier results.
1. Introduction and statement of results
Recall that, given λ P p1{2, 1q, the Bernoulli convolution νλ is the distribution
of the random sum
ř8
n“1˘λn, where the signs are chosen with equal probability.
The study of this family has a long history, dating back to Erdo˝s’ seminal papers
[8, 9]. The most important problem around Bernoulli convolutions is to determine
for which values of λ it is absolutely continuous (and when it is, find out what
can be said about its density). The only known values for which νλ is singular
are reciprocals of Pisot numbers in p1, 2q. In the opposite direction, recently we
have shown that, outside of a set of λ of zero Hausdorff dimension, νλ is absolutely
continuous, and has a density in Lq for some q “ qpλq ą 1. See [21, 22] for the
proofs, and further background and references on Bernoulli convolutions.
Bernoulli convolutions have an immediate generalization to the complex plane:
if λ is now a non-zero complex number in the open unit disk D, then we can still
define a measure νλ as the distribution of the random sum ˘λn, with the signs
chosen independently with equal probability. Denote the support of νλ by Aλ; this
is a compact set satisfying the self-similarity relation Aλ “ pλAλ ´ 1q Y pλAλ ` 1q.
When |λ| ă 1{?2, one has dimHpAλq ď log 2| log λ| ă 2, and hence νλ is necessarily
singular. We remark that it is far from clear how to determine the measure and
topology of Aλ when |λ| ą 1{
?
2. This is in contrast to real Bernoulli convolutions:
for λ P p1{2, 1q, it is an easy fact that the support of νλ is an interval.
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Most of the previous work on this family concerns the structure of its connect-
edness locus (sometimes also called the Mandelbrot set for pairs of linear maps)
M “ tλ P D : Aλ is connectedu. The study of this set (and of the family Aλ) was
pioneered by Barnsley and Harrington [3]. Bandt [1] conjectured that, away from
the real axis, M is the closure of its interior; this was recently proved by Calegari,
Koch and Walker [6]. See [6] and references there for more on the properties ofM.
In this article, motivated by the study of real Bernoulli convolutions, we in-
vestigate a different problem: what can we say about the set tλ P D : |λ| P
p2´1{2, 1q, νλ is singularu? Away from this set, what can we say about the den-
sity of νλ? Note that answers to these questions have immediate consequences for
Aλ. This problem was first addressed in [24] (although similar problems for the sets
Aλ were investigated earlier in [18]), where the following is proved:
Theorem 1.1 ([24, Theorem 2.10]). Let
U1 “ tλ P CzR : 2´1{2 ă |λ| ă 2 ¨ 5´5{8u,
U2 “ tλ P CzR : λk P U1 for some k ě 2u.
Then νλ is absolutely continuous with an L
2 density for almost all λ P U1, and νλ
is absolutely continuous with a continuous density for almost all λ P U2.
In particular, Aλ has positive Lebesgue measure for almost all λ P U1 and has
nonempty interior for almost all λ P U2.
Based on the work of Peres and Schlag [18], the paper [24] also gave bounds on the
Hausdorff dimension on the sets tλ P U 11 : νλ R L2u for compact sub-regions U 11 Ă U1;
these bounds are much larger than zero. (Here, and below, by µ P F , where F is
a function space, we mean that µ is absolutely continuous, and its Radon-Nikodym
derivative is in F .) We emphasize that the region U1 Y U2 is far from covering all
of the supercritical parameter region
U :“ tλ P CzR : |λ| P p2´1{2, 1qu,
so even almost sure type of results were lacking here (by contrast, it has been known
since [23] that real Bernoulli convolutions are absolutely continuous for almost all
λ P p1{2, 1q). The following is our first main result.
Theorem A. There exists a set E Ă U with dimH E “ 0, such that νλ is absolutely
continuous and has a density in Lq for some q “ qpλq ą 1. In particular, Aλ has
positive Lebesgue measure for all λ P UzE.
Remarks 1.2. (1) We do not know if the density is in L2 (or even in Lq for some
fixed q ą 1) outside of a zero dimensional set of exceptions. We do get
some new information for |λ| very close to 1 and away from the real axis;
see Theorem D(iii) below.
ABSOLUTE CONTINUITY OF COMPLEX BERNOULLI CONVOLUTIONS 3
(2) Certainly one cannot hope to get absolute continuity for all λ P DzR such
that spλ, pq ą 2: it is shown in [24, Theorem 2.3] that νλ is singular whenever
λ´1 is a so-called complex Pisot number, that is, λ´1 is algebraic and all of
its algebraic conjugates, other than its complex conjugate, lie in D. There
are infinitely many complex Pisot numbers λ with λ´1 P U .
(3) Recently Hare and Sidorov [11] proved that Aλ has nonempty interior for all
nonreal λ with |λ| P p2´1{4, 1q. However, their results do not say anything
about νλ.
In fact, we obtain a more general result than Theorem A. Firstly, our results
also hold in the biased case, that is, when the signs ˘ are chosen with different
probabilities p, 1´p; moreover, the exceptional set is independent of the bias, modulo
the fact that the supercritical parameter region changes. Secondly, we obtain an
analogous result for an arbitrary choice of translation vectors.
In order to state the result, we introduce some notation. For a finite index set
Λ, let PΛ be the open simplex of probability vectors p “ ppiqiPΛ with pi ą 0.
Given p P PΛ, a “ paiqiPΛ P CΛ, and λ P D, let νpλ,a be the self-similar measure
corresponding to the IFS pfi : z ÞÑ λz` aiqiPΛ with weights ppiqiPΛ, that is, the only
Borel probability measure satisfying the relation
ν
p
λ,a “
ÿ
iPΛ
pi fiν
p
λ,a.
Here and below, if µ is a measure on X and g : X Ñ Y is a map, then gµpAq “
µpg´1Aq is the push-forward measure. Further, let spλ, pq be the similarity dimen-
sion of this measure; explicitly
spλ, pq “ hppq´ logpλq ,
where hppq “ ´řiPΛ pi logppiq is the entropy of p. Recall that the (lower) Hausdorff
dimension of a measure µ is
dimµ “ inftdimH A : µpAq ą 0u.
It is well known that dim νpλ,a ď spλ, pq, and in particular νpλ,a is singular whenever
spλ, pq ă 2 (note that the translations do not come up in spλ, pq). Further, let Aλ,a
be the attractor of pz ÞÑ λz`aiqiPΛ or, alternatively, the topological support of νpλ,a.
Theorem B. Fix a “ paiqiPΛ, where m “ #Λ ě 2 and all the ai different. Then
there is a set E Ă DzR of zero Hausdorff dimension, such that for any λ P DzpEYRq
and any p P PΛ such that spλ, a, pq ą 2, the measure νpλ,a is absolutely continuous,
and has a density in Lq for some q “ qpλq ą 1.
In particular, if λ P DzpE Y Rq and λ2m ą 2, then Aλ,a has positive Lebesgue
measure.
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We make some remarks on this statement.
Remarks 1.3. (1) Note that νλ “ νp1{2,1{2qλ,p´1,1q , and spλ, p12 , 12qq “ log 2{| log λ|. Hence
Theorem A is immediate from Theorem B.
(2) This is a direct analog of the results on real self-similar measures from [21,
22], and we use the same scheme of proof. We note however that in the
complex case the family tνpλ,auλPD is two-dimensional, and we still get a zero-
dimensional set of exceptions (by contrast, the bound on the dimension of
the exceptional set in e.g. [22, Theorem A] or [12, Theorem 1.10] is equal to
the dimension of the parameter space minus one).
(3) When |Λ| “ 2, the case λ P R reduces back to the family of real Bernoulli
convolutions. However, if |Λ| ě 3 and the vectors ai are not collinear, then
the exclusion of λ P R may appear artificial. The main reason behind this is
that, because we are interested in the regime where we expect the measure to
be absolutely continuous, we cannot hope to rule out the third alternative
(saturation along lines) in [12, Theorem 1.5], and this causes our current
proof to break down (however, see Section 4.1 for a special case where we
do get information for real λ).
Our method applies equally well to other parametrized families of self-similar mea-
sures on the complex plane. For concreteness, we focus on one example, concerning
arithmetic sums of similar copies of Cλ. Recall that given two sets A,B Ă Rd, their
arithmetic sum is A ` B “ tx ` y : x P A, y P Bu. The problem of estimating the
dimension, measure and topology of arithmetic sums of Cantor sets has received a
great deal attention in the last decades, motivated in part by conjectures of Fursten-
berg about sums of Cantor sets with certain arithmetic structure (see [20, 13]) and
of Palis regarding sums of Cantor sets arising in smooth dynamics, see [7]. The vast
majority of results, however, are about sums of subsets of R.
The analog of arithmetic sums for measures is convolution. Recall that the con-
volution of two finite measures µ, ν on Rd is the push-down of the product µ ˆ ν
under the map px, yq ÞÑ x` y. The Lebesgue measure in Rd is denoted L. We have
the following result:
Theorem C. Suppose that a “ paiqiPΛ and λ P DzR are such that pλz ` aiqiPΛ
satisfies the open set condition. There is a set E Ă C of zero Hausdorff dimension
such that the following holds: for every p P PΛ such that spλ, pq ą 1 and every
u P CzE,
ν
p
λ,a ˚ Suνpλ,a ! L,
where Supzq “ uz, and moreover the density is in Lq for some q “ qpuq ą 1. In
particular, if λ ą 1{#Λ, then LpAλ,a ` uAλ,aq ą 0 for all u P CzE.
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Remarks 1.4. (1) It will emerge from the proof that the open set condition can
be weakened substantially, to no super-exponential concentration of cylin-
ders (see Section 3.1). It is clear that some assumption is needed, though,
as if there was a dimension drop already for νpλ,a, it would carry over to the
convolution.
(2) In general, the claim does not hold for all u, and not even for u “ 1, since
Aλ ` Aλ is the attractor of pλz, λz ` 1, λz ` 2q which has only three maps
(there is an exact overlap), so dimH Aλ ą 1 but dimHpAλ ` Aλq ă 2 for
|λ| P p1{2, 1{?3q.
Following the ideas from [21, 22], the strategy to prove Theorems B and C is to
decompose the measures in question as a convolution of two measures, the first of
which has full dimension outside of a zero dimensional set of exceptional parameters
(this relies on deep recent results of Hochman), while the second measure has power
Fourier decay (again outside of a small parameter set). This power decay is achieved
by adapting what has come to be known as the Erdo˝s-Kahane argument. As a
direct consequence, we obtain that for λ close enough to 1 in modulus, νpλ,a has a
Ck density outside of a set of arbitrarily small dimension – this is what Erdo˝s and
Kahane proved in the real case.
Theorem D. (i) There is a set E Ă DzR of zero Hausdorff dimension, such
that if a “ paiqiPΛ with not all of the ai equal, p P PΛ, and λ P DzpE Y Rq,
then there are C, γ ą 0 (depending on λ, a, p), such that
|yνpλ,apξq| ď C |ξ|´γ for all ξ P Czt0u. (1.1)
More precisely, fix ε ą 0 and a region H “ Hb1,b2,η :“ tz P C : b1 ď |z| ď
b2,ℑpzq ą ηu with 1 ă b1 ă b2 and η ą 0. Then there exist γ, C ą 0 and
a set E Ă H with dimHpEq ă ε, such that (1.1) holds for all λ such that
λ´1 P HzE .
(ii) Given λ P CzR, there is a set E Ă C of zero Hausdorff dimension, such that
whenever #Λ ě 3, p P PΛ and a “ paiqiPΛ satisfies pak ´ aiq{paj ´ aiq R E
for some distinct i, j, k P Λ, there are C, γ ą 0 (depending on λ, a, p), such
that
|yνpλ,apξq| ď C |ξ|´γ for all ξ P Czt0u.
(iii) For any k P N, η ą 0, p P PΛ, and a “ paiqiPΛ with all ai different,
lim
δÑ0
dimHptλ P CzR : |λ| P p1´ δ, 1q, |ℑpλq| ą η and νpλ,a R Ckuq “ 0.
Some applications and variants of our main results will be briefly discussed in
Section 4.
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2. Power Fourier decay: Proof of Theorem D
We start by proving the first part of Theorem D, yielding power Fourier decay of
ν
p
λ,a for non-real λ outside of a zero dimensional set.
Proof of Theorem D(i). Let λ be a complex number of modulus less than 1, non-
real. Suppose for simplicity that Λ “ t1, . . . , mu with a1 ‰ a2. Since replacing
ai by pai ´ a1q{pa2 ´ a1q has the effect of applying a linear map to the measures
in question, we may assume that a1 “ 0 and a2 “ 1. The definition of νpλ,a as a
self-similar measure easily yields
yνpλ,apξq “ ż
C
e2πiℜpzξq dν
p
λ,apzq “
8ź
n“0
mÿ
j“1
pj expr2πiℜpλnajξqs. (2.1)
Then
|yνpλ,apξq| ď 8ź
n“0
´ˇˇ
p1 ` p2e2πiℜpλnξq
ˇˇ` p1´ p1 ´ p2q¯
ď
8ź
n“0
`
1´ c1}ℜpλnξq}2
˘
,
for some c1 ą 0 depending only on p. Here and below }x} denotes the distance from
x to the nearest integer. Let ξ “ tλ´N with |t| P r1, |λ|´1s. Then we have, denoting
θ “ λ´1:
|yνpλ,apξq| ď Nź
n“1
p1´ c1}ℜpθntq}2q. (2.2)
Therefore, the desired power decay of the Fourier transform will follow if }ℜpθntq}
is bounded away from zero for n in a subset of positive lower density, uniformly in
t, satisfying |t| P r1, |θ|s.
Given 1 ă b1 ă b2 ă 8 and η ą 0, recall that
Hb1,b2,η “ tz P C : b1 ď |z| ď b2, ℑpzq ą ηu. (2.3)
Clearly, it is enough to prove the claim concerning tλ : λ´1 P Hb1,b2,ηu for all b1, b2, η
(by symmetry, we can assume that λ is in the upper half-plane). Thus, we will fix
b1, b2, η below.
Proposition 2.1. There is a constant ρ “ ρpb1, b2, ηq ą 0 such that the set
EN,δ :“
"
θ P Hb1,b2,η :
1
N
min
|t|Pr1,|θ|s
#tn P t1, . . . , Nu : }ℜpθntq} ď ρu ą 1´ δ
*
can be covered by exppC2δ logp1{δqNq balls of radius b´N1 , where C2 “ C2pb1, b2, ηq
is independent of N .
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Let us derive Theorem D(i) first. Consider the set
Eδ “ lim sup
N
EN,δ “
8č
k“1
8ď
N“k
EN,δ.
By Proposition 2.1, dimHpEδq ď C2δ logp1{δqlog b1 . On the other hand, for λ´1 “ θ P
Hb1,b2,ηz Eδ we have for all N ě N0:
|yνpλ,apξq| ď p1´ c1ρ2qδN for |ξ| P r|θ|N , |θ|N`1s,
hence
|yνpλ,apξq| ď pb2|ξ|qδ logp1´c1ρ2q{ log b2 for all |ξ| ě bN01 .
Since dimHpEδq Ñ 0 as δ Ñ 0, this yields the desired power Fourier decay outside
of a set of small dimension. 
Proof of Proposition 2.1. Following the scheme of the Erdo˝s-Kahane’s argument, let
ℜpθntq “ Kn ` εn, where Kn P Z, |εn| ď 1{2. (2.4)
In the next technical lemma we show how to recover θ and z0 (under appropriate
conditions), given xj “ ℜpθjz0q, j “ 0, 1, 2, 3. Recall that b1, b2, η are fixed and for
R0 ą 0 let
VR0 “
 
x “ px0, x1, x2, x3q : xj “ ℜpθjz0q, 0 ď j ď 3, |z0| ě R0, θ P Hb1,b2,η
(
.
Denote by NεpV q the ε-neighborhood of V in the ℓ8 metric.
Lemma 2.2. There exist R0 ą 0 and C3 ą 0 depending only on b1, b2, η such that
there are continuously differentiable functions
F : N1pVR0q Ñ tθ : |θ| ą 1, ℑpθq ą 0u and G : N1pVR0q Ñ R,
such that θ “ F pxq and y3 “ Gpxq satisfy
xj “ ℜpθj´3px3 ` iy3qq, 0 ď j ď 2. (2.5)
Moreover, ˇˇˇˇ BG
Bxj
ˇˇˇˇ
ď C3, 0 ď j ď 3, on N1pVR0q.
Proof. Writing z0 “ x0 ` iy0 and θ “ α ` iβ we obtain from (2.5) the system of
equations:
αx0 ´ βy0 “ x1
pα2 ´ β2qx0 ´ 2αβy0 “ x2
pα3 ´ 3αβ2qx0 ´ p3α2β ´ β3qy0 “ x3
(2.6)
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Eliminating y0 from the first equation results in a 2 ˆ 2 linear system for |θ|2 and
α, yielding
|θ|2 “ |θ|2pxq “ x
2
2 ´ x1x3
x21 ´ x0x2
and α “ αpxq “ x1x2 ´ x0x3
2px21 ´ x0x2q
. (2.7)
We then have
β “ βpxq “
a
|θ|2pxq ´ α2pxq and y0 “ y0pxq “ αpxqx0 ´ x1
βpxq . (2.8)
Finally, F pxq “ αpxq ` iβpxq and
Gpxq “ y3 “ ℑpθ3px0 ` y0qq
“ p3α2pxqβpxq ´ β3pxqqx0 ` pα3pxq ´ 3αpxqβ2pxqqy0pxq. (2.9)
Writing θ and z0 in polar coordinates, we obtain
x21 ´ x0x2 “ |z0|2β2 ě |z0|2η2, (2.10)
showing that the denominators in (2.7) are bounded away from zero in VR0 . On the
other hand,
}x}8 ď |z0|b32, for x P VR0 .
Assuming that |∆xi| ď 1, we have
|px1 `∆x1q2 ´ px0 `∆x0qpx2 `∆x2q ´ px21 ´ x0x2q| ď 4}x}8 ` 2 “ Ob2p|z0|q.
Together with (2.10), this shows that the denominators in (2.7) are bounded away
from zero in N1pVR0q, and so F pxq “ θpxq is well-defined in the neighborhood
N1pVR0q, for R0 sufficiently large. We then have
px21 ´ x0x2q´1 “ Oηp|z0|´2q and }x}8 “ Ob2p|z0|q
in the whole neighborhood N1pVR0q. Therefore, (2.7) impliesˇˇˇˇB|θ|2
Bxj
ˇˇˇˇ
“ Ob2,ηp|z0|´1q “ Ob2,ηpR´10 q and
ˇˇˇˇ Bα
Bxj
ˇˇˇˇ
“ Ob2,ηpR´10 q.
Finally, (2.8) and (2.9) yieldˇˇˇˇ Bβ
Bxj
ˇˇˇˇ
“ Ob2,ηpR´10 q,
ˇˇˇˇBy0
Bxj
ˇˇˇˇ
“ Ob2,ηp1q, and
ˇˇˇˇBy3
Bxj
ˇˇˇˇ
“ Ob2,ηp1q,
all in the entire neighborhood N1pVR0q. The lemma is proved. 
Now denote
Yn “ ℑpθntq, n P N.
Then we have from (2.4) and Lemma 2.2 for n ě N0 “ N0pb1, b2, ηq:
Yn`3 “ GpKn ` εn, . . . , Kn`3 ` εn`3q.
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Let rYn`3 “ GpKn, . . . , Kn`3q, n ě N0, (2.11)
which is well-defined, since |εk| ď 1{2. From Lemma 2.2 it also follows that
|Yn ´ rYn| ď 4C3maxt|εn´3|, . . . , |εn|u, n ě N0 ` 3 “: N1 (2.12)
(the factor 4 comes from the estimate }x}1 ď 4}x}8).
Lemma 2.3. There exist C4 ą 0 and N2 P N, which depend only on b1, b2, η, such
that ˇˇˇˇ
ˇθ ´ Kn`1 ` irYn`1Kn ` irYn
ˇˇˇˇ
ˇ ď C4|θ|´nmaxt|εn´3|, . . . , |εn`1|u for n ě N2.
Proof. First we writeˇˇˇˇ
θ ´ Kn`1 ` iYn`1
Kn ` iYn
ˇˇˇˇ
“
ˇˇˇˇ
Kn`1 ` εn`1 ` iYn`1
Kn ` εn ` iYn ´
Kn`1 ` iYn`1
Kn ` iYn
ˇˇˇˇ
ď |εn`1||Kn ` εn ` iYn| `
|εn|
|Kn ` εn ` iYn| ¨
|Kn`1 ` iYn`1|
|Kn ` iYn|
“ Ob1,b2,ηp|θ|´nq ¨maxt|εn|, |εn`1|u,
using that
|Kn ` εn ` iYn| “ |θ|n|t| P r|θ|n, |θ|n`1s
and |Kn ` iYn| P r12 |θ|n, 2|θ|n`1s in the last step. Then we estimateˇˇˇˇ
ˇKn`1 ` iYn`1Kn ` iYn ´ Kn`1 ` irYn`1Kn ` irYn
ˇˇˇˇ
ˇ ď |rYn`1 ´ Yn`1||Kn ` irYn| ` |
rYn ´ Yn| ¨ |Kn`1 ` iYn`1|
|Kn ` Yn| ¨ |Kn ` rYn|
“ Ob1,b2,ηp|θ|´nq ¨maxt|εn´3|, . . . , |εn`1|u,
for n sufficiently large, using (2.12). The claim of the lemma follows. 
Now we continue the proof of Proposition 2.1, following the general scheme of the
“Erdo˝s-Kahane argument”, see e.g. [19, 22]. By Lemma 2.3,
θ P B`ΨpKN´3, . . . , KN`1q, C4b´N1 ˘, N ě N2, (2.13)
where
ΨpKN´3, . . . , KN`1q “ KN`1 ` iGpKN´2, . . . , KN`1q
KN ` iGpKN´3, . . . , KNq .
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Thus we need to estimate the number of possible integer sequences pKnqnďN . By
Lemma 2.3,ˇˇˇˇ
ˇKn`2 ` irYn`2Kn`1 ` irYn`1 ´ Kn`1 ` i
rYn`1
Kn ` irYn
ˇˇˇˇ
ˇ ď 2C4|θ|´nmaxt|εn´3|, . . . , |εn`2|u for n ě N2.
It follows that for some C5 “ C5pb1, b2, ηq,ˇˇˇˇ
ˇKn`2 ´ ℜ
˜
pKn`1 ` irYn`1q2
Kn ` irYn
¸ˇˇˇˇ
ˇ ď C5maxt|εn´3|, . . . , |εn`2|u for n ě N2. (2.14)
Let
ρ :“ p2C5q´1 and M :“ 2C5 ` 1.
The estimate (2.14), together with (2.11), immediately implies the following
Lemma 2.4. Consider an arbitrary θ P Hb1,b2,η and t P C, with |t| P r1, |θ|s, and
define the corresponding sequences Kn, εn by (2.4). Then the following holds:
(i) If maxt|εn´3|, . . . , |εn`2|u ď ρ for n ě N2, then Kn`2 is uniquely determined
by pKjqn`1j“n´3;
(ii) for all n ě N2, there are at most M choices for Kn`2, given pKjqn`1j“n´3.
Now we can finish the proof of Proposition 2.1. Assume thatN ą N2. Fix θ P EN,δ
and t, with |t| P r1, |θ|s. Since |θ| P rb1, b2s, there are Ob1,b2,ηp1q choices for the initial
part of the sequence K1, . . . , KN2 (recall that Kn is the nearest integer to ℜpθntq).
The set J :“ tn P r1, Ns : |εn| ą ρu has cardinality at most tδNu, by the definition
of EN,δ. In view of Lemma 2.4, given J , there are at most Ob1,b2,ηpM5δN q choices
for the sequence K1, . . . , KN . Thus the total number of sequences corresponding to
points in EN,δ, hence also the number of balls of radius Ob1,b2,ηpb´n1 q needed to cover
EN,δ, is at most
Ob1,b2,ηpM5δN q
ˆ
N
tδNu
˙
“ exppOb1,b2,ηpδ logp1{δqNqq,
as desired. 
The proof of the second part of Theorem D is similar, but simpler. We will
therefore omit some details.
Proof of Theorem D(ii). Again, let Λ “ t1, . . . , mu with m ě 3. Since replacing ak
by pak ´ aiq{paj ´ aiq (for fixed i, j) has the effect of applying a homothety to νpλ,a,
it is enough to prove that there is a set E Ă C with dimHpEq “ 0, such that if
a1 “ 0, a2 “ 1 and a3 “ u P CzE, then yνpλ,a has a power Fourier decay. Hence, fix
λ P DzR and a4, . . . , am P C, and write ηu,p “ νpλ,a, where a “ p0, 1, u, a4, . . . , amq.
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By the expression (2.1) of yηu,p as an infinite product, we get
|yηu,ppξq| ď 8ź
n“0
´ˇˇ
p1 ` p2e2πiℜpλnξq ` p3e2πiℜpλnuξq
ˇˇ` p1´ p1 ´ p2 ´ p3q¯
ď
8ź
n“0
`
1´ c1maxp}ℜpλnξq}, }ℜpλnuξq}q2
˘
,
for some constant c1 depending on p. As in the proof of the first part, write θ “ λ´1,
and let ξ “ tλ´N with |t| P r1, θs. Then we have
|yηu,ppξq| ď Nź
n“1
`
1´ c1maxp}ℜpθntq}, }ℜpθnutq}q2
˘
. (2.15)
Therefore, the task is to show that maxp}ℜpθntq}, }ℜpθnutq}q is bounded away from
zero for n in a subset of positive lower density, uniformly in t, such that |t| P r1, |θ|s.
It is enough to prove the claim in the region Hr “ tu P C : r´1 ď |u| ď ru
for each r ą 1. As in the proof of part (i) of the theorem, this is a consequence
of a combinatorial proposition (that we state and prove next); as the deduction is
essentially identical, we omit it. 
Proposition 2.5. There is a constant ρ “ ρpr, λq ą 0 such that"
u P Hr : 1
N
min
|t|Pr1,|θ|s
#tn P t1, . . . , Nu : maxp}ℜpθntq}, }ℜpθnutq}q ď ρu ą 1´ δ
*
can be covered by exppC2δ logp1{δqNq balls of radius |λ|N , where C2 “ C2prq is
independent of N .
Proof. Write
ℜpθntq “ Kn ` εn “ xn,
ℜpθnutq “ Ln ` δn “ x1n,
with |εn|, |δn| ă 1{2. Recall that (unlike part (i)) λ “ θ´1 “ α ` iβ is fixed. Write
θnt “ xn ` iyn, θnut “ x1n ` iy1n. A straightforward calculation shows that
yn`1 “ β´1pαxn`1 ´ xnq,
y1n`1 “ β´1pαx1n`1 ´ x1nq,
whence
u “ x
1
n`1 ` iy1n`1
xn`1 ` iyn`1 “
x1n`1 ` iβ´1pαx1n`1 ´ x1nq
xn`1 ` iβ´1pαxn`1 ´ xnq .
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From here another calculation similar to, but easier than, the one in Lemma 2.3
yields that ˇˇˇˇ
u´ Ln`1 ` iβ
´1pαLn`1 ´ Lnq
Kn`1 ` iβ´1pαKn`1 ´Knq
ˇˇˇˇ
ď C2|θ|´n (2.16)
where C2 ą 0 depends on θ and r only. Hence we are left to count the number
of possible sequences pKi, Liqn`2i“1 for which u is in the set in the statement of the
lemma.
Also, we have
xn`2 “ ℜpλ´1pxn`1 ` iyn`1qq “ |θ|2pαxn`1 ` βyn`1q “ |θ|2p2αxn`1 ´ xnq,
and likewise for x1n`2, which imply that
|Kn`2 ´ |θ|2p2αKn`1 ´Knq| ď C3maxp|εn|, |εn`1|q,
|Ln`2 ´ |θ|2p2αLn`1 ´ Lnq| ď C3maxp|δn|, |δn`1|q.
Let ρ :“ p2C3q´1, M :“ p2C3 ` 1q2. Similarly to Lemma 2.4, we see that, fixing
u P Hr and t P C with |t| P r1, θs,
(a) If maxp|εn|, |εn`1|, |δn|, |δn`1|q ă ρ, then pKn`2, Ln`2q is uniquely determined
by Kn, Ln, Kn`1, Ln`1.
(b) Given Kn, Ln, Kn`1, Ln`1, there are at mostM possibilities for pKn`2, Ln`2q.
From here, we can count the number of possible sequences pKi, Liqn`2i“1 (correspond-
ing to points u in the set in question), using an argument nearly identical to that
used to finish the proof of Proposition 2.1. Together with (2.16), this concludes the
proof. 
Finally, we give the short proof of the last claim of Theorem D, using the original
argument of Erdo˝s [9] and Kahane [16].
Proof of Theorem D(iii). Fix k P N and ε, η ą 0. Let H :“ H2,4,η{5 (the choice of 2
and 4 is arbitrary; 5 is a sufficiently large constant). By the first part of Theorem
D there are C, γ ą 0 such that |yνpλ,apξq| ď C |ξ|´γ whenever λ´1 P HzE , where
dimHpEq ă ε. For any ℓ P N, we have a decomposition
ν
p
λ,a “ νpλℓ,a ˚ Sλνpλℓ,a ˚ ¨ ¨ ¨ ˚ Sλℓ´1νpλℓ,a,
where we recall that Supzq “ uz. This well-known fact can be seen e.g. from
expressing νpλ,a as an infinite convolution. Hence, if λ
´ℓ P HzE , then
|yνpλ,apξq| ď Cpλ, ℓq |ξ|´ℓγ.
In particular, if ℓγ ą k ` 2, then νpλ,a has a density in Ck (see e.g. [10, Proposition
3.2.12]). Pick ℓ0 P N such that ℓ0γ ą k` 2 and
Ť8
ℓ“ℓ0`1
p4´1{ℓ, 3´1{ℓq “: p1´ δ, 1q for
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some δ P p0, 1{3q. Finally, set
E “
ď
ℓěℓ0
tλ : λ´ℓ P Eu.
Suppose |λ| P p1 ´ δ, 1q and |ℑpλq| ą η. Then λ´ℓ P r2, 4s for two consecutive
values of ℓ. A short calculation shows that, for one of these two values, we also have
ℑpλ´ℓq ą η, so λ´ℓ P H . The claim is now clear. 
3. Absolute continuity: Proofs of Theorems B and C
3.1. Hochman’s results on super-exponential concentration. Here we recall
a recent result of Hochman that will play a central role in the proof of our main
theorems. We state only the special case we will require. It is well known that
dim νpλ,a ď minpspλ, pq, 2q and equality is expected to “typically” hold. Hochman’s
results provide some very weak conditions under which equality indeed does hold.
Given an IFS pz ÞÑ λz ` aiqiPΛ with λ P D, ai P C, let
∆npλ, aq “ min
i‰jPΛn
ˇˇˇˇ
ˇn´1ÿ
k“0
λkaik`1 ´
n´1ÿ
k“0
λkajk`1
ˇˇˇˇ
ˇ .
This represents the closest distance between n-level cylinders coming from different
words. It is easy to see that ∆npλ, aq is decreasing, tends to 0 at least exponentially
fast, and ∆npλ, aq “ 0 for some n if and only if there is an exact overlap. Hochman’s
Theorem asserts that, provided λ is non-real, there is no dimension drop unless the
convergence of ∆npλ, aq to zero is super-exponential:
Theorem 3.1. Let pz ÞÑ λz ` aiqiPΛ be an IFS as above, and let ppiqiPΛ be a
probability vector. Then one of the following three alternatives hold:
(i) dim νpλ,a “ mint2, spλ, pqu,
(ii) ∆npλ, aq Ñ 0 super-exponentially (i.e. log∆npλ, aq{nÑ ´8).
(iii) λ P R.
When (ii) holds, we say that there is super-exponential concentration of cylinders.
This theorem is a special case of [12, Theorem 1.5]. Using this result, Hochman
proved that in very general parametrized families of self-similar measures, Hausdorff
and similarity dimensions coincide outside of a set of packing dimension ℓ´1, where
ℓ is the dimension of the parameter space, see [12, Theorem 1.10]. This is not enough
for our purposes, so we appeal to arguments specific to our situation.
Proposition 3.2. Let a “ paiqiPΛ Ă CΛ, #Λ ě 2 with all ai different. Then
dimP ptλ P D : log∆npλ, aq{nÑ ´8uq “ 0, (3.1)
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where dimP denotes packing dimension. Thus,
dimP
` 
λ P DzR : D p P PΛ, dimpνpλ,aq ă mint2, spλ, pqu
(˘ “ 0. (3.2)
Proof. The second statement follows from the first and Theorem 3.1; here we use
that λ R R. It suffices to show (3.1) with D replaced by
Aρ,r :“ tλ : ρ ă |λ| ă ru
for any fixed 0 ă ρ ă r ă 1.
Write A “ tai : i P Λu. For u, v P An, let
∆u,vpλq :“
n´1ÿ
j“0
puj ´ vjqλj.
We consider ∆u,v as functions Ar,ρ Ñ C. Note that ∆npλ, aq “ mini‰jPAn |∆u,vpλq|.
Hence, it suffices to show that dimP pEq “ 0, where
E “
č
εą0
8ď
N“1
č
nąN
ď
u‰vPAn
∆´1u,vpBεnp0qq.
Let D “ A ´ A. Clearly, ∆u,vpλq is a polynomial of degree ď n ´ 1 in λ, with
coefficients in D.
Lemma 3.3. Let D be a finite subset of C, with 0 P D, and d˚ “ minp|a| : a P
Dzt0uq. Then for every r ă 1 there exists kr ě 1 such that for any polynomial p
with coefficients in D of degree ď n, any ρ ą 0, and any ε ą 0, the set tλ P Aρ,r :
|ppλq| ă εnu may be covered by kr disks of radius d´1{kr˚ p 2ερp1´rqqn{kr .
We deduce the proposition first. It follows from the lemma that the set
Eε,n :“
ď
u‰vPAn
∆´1u,vpBεnp0qq
may be covered by krp#Aq2n disks of diameter Cp 2ερp1´rqqn{kr , hence
dimP
˜č
nąN
Eε,n
¸
ď dimB
˜č
nąN
Eε,n
¸
ď 2kr logp#Aq´ logp 2ε
ρp1´rq
q
for all N , where dimB denotes upper box-counting (or Minkowski) dimension.
Therefore,
dimP
˜
8ď
N“1
č
nąN
ď
u‰vPAn
∆´1u,vpBεnp0qq
¸
ď 2kr logp#Aq´ logp 2ε
ρp1´rq
q ,
and since the latter tends to zero as εÑ 0, the desired claim follows. 
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Proof of Lemma 3.3. Let
BD :“
! 8ÿ
j“0
ajz
j : aj P D, a0 ‰ 0
)
be the set of power series with coefficients in D, non-vanishing at zero. Fix r ă 1.
Observe that BD is a normal family in the open unit disk D, hence it is compact
on any compact subset of D. Therefore, there exists kr ě 1 such that the num-
ber of zeros of any function from BD in the closed disk Bpr`1q{2p0q, counting with
multiplicities, is at most kr:
@f P BD, #tz : |z| ď pr ` 1q{2, fpzq “ 0u ď kr. (3.3)
Indeed, otherwise a subsequential limit in BD (which is not constant zero by the
definition of BD) would have infinitely many zeros in Bpr`1q{2p0q. (In fact, an explicit
estimate for kr in terms of coefficient bounds is given in [4, Theorem 2], but for us
this is unimportant.)
Let p be a polynomial of degree ď n with coefficients in D. Then we have
ppzq “ zsqpzq, where q P BD does not vanish at 0. We can write
qpzq “ apz ´ z1q ¨ ¨ ¨ pz ´ zℓq,
where a P D and z1, . . . , zℓ ‰ 0 are all the zeros of q, counted with multiplicities.
Thus,
|ppzq| ě d˚ ¨ |z|s ¨
ź
|zj |ď
1`r
2
|z ´ zj | ¨
ź
|zj |ą
1`r
2
|z ´ zj |.
Therefore,
λ P Aρ,r, |ppλq| ď εn ùñ
ź
|zj |ď
1`r
2
|λ´ zj | ď d´1˚ |λ|´s
ź
|zj |ą
1`r
2
|λ´ zj |´1 ¨ εn
ď d´1˚ ρ´n
ˆ
1´ r
2
˙´n
εn.
In view of (3.3), λ P Aρ,r, |ppλq| ď εn, implies
mint|λ ´ zj| : |zj | ď p1` rq{2u ď d´1{kr˚
ˆ
2ε
ρp1´ rq
˙n{kr
,
and the claim of the lemma follows. 
We have a similar, but easier, result in the setting of Theorem C.
Proposition 3.4. Fix λ P DzR and a “ paiqiPΛ Ă CΛ, #Λ ě 2, such that pz ÞÑ
λz ` aiqiPΛ has no super-exponential concentration of cylinders. Then
dimP
` 
u P C : D p P PΛ, dim
`
ν
p
λ,a ˚ Suνpλ,a
˘ ă mint2, 2spλ, pqu(˘ “ 0. (3.4)
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Proof. The measure νpλ,a ˚ Suνpλ,a is the attractor of the IFS pλz ` bijpuqqijPΛ2 with
weight q P PΛ2, where bijpuq “ ai ` uaj and qij “ pipj . Write A “ tai : i P Λu.
Notice that
∆npλ,bq “ min
v,v1,w,w1PAn:pv,wq‰pv1 ,w1q
ˇˇˇˇ
ˇn´1ÿ
i“0
pvi ´ v1iqλi ` upwi ´ w1iqλi
ˇˇˇˇ
ˇ .
Denote D “ A´A. We can rewrite the above as
∆npλ,bq “ min
p,qPQn:p‰0 or q‰0
|ppλq ` uqpλq|,
where Qn is the family of polynomials with coefficients in D of degree at most n´1.
Hence, in light of Theorem 3.1, it suffices to show that dimP pEq “ 0, where
E “
č
εą0
8ď
N“1
˜č
nąN
ď
p,qPQn,p‰0 or q‰0
tu : |ppλq ` uqpλq| ă εnu
¸
“:
č
εą0
8ď
N“1
Eε,N .
Note that
∆npλ, aq “ min
pPQn,p‰0
|ppλq|.
Since, by assumption, ∆npλ, aq does not have super-exponential decay, there exists
c ą 0 such that |ppλq| ě cn for each nonzero p P Qn, n P N. If ε ă c, then
tu : |ppλq ` uqpλq| ă εnu is empty unless q ‰ 0 and so, for any n ą N ,
Eε,N Ă
ď
p,qPQn,q‰0
tu : |ppλq ` uqpλq| ă εnu “
ď
p,qPQn,q‰0
B εn
|qpλq|
p´ppλq
qpλq
q.
This shows that Eε,N can be covered by p#Qnq2 ď p#Aq4n balls of radius pε{cqn.
Since n ą N is arbitrary, this shows that
dimP pEε,Nq ď dimBpEε,Nq ď 4 log |A|´ logpε{cq Ñ 0 as εÑ 0.
This implies that dimP pEq “ 0, as desired. 
In particular, the proposition holds under the OSC, since this is well known to
imply no super-exponential concentration of cylinders, see e.g. [2, Proposition 1].
3.2. Proofs of main results. We can now complete the proofs of Theorems B and
C, following closely the arguments of [21] and [22].
Proof of Theorem B. Let us decompose the supercritical parameter space
P “ tpλ, pq P DzR ˆ PΛ, hppq ą 2| log λ|u
into countably many pieces Pk, k ě 3, such that
hppq
| log λ| ą 2` 4{k for all pλ, pq P Pk.
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It is enough to show that for each k there is an exceptional set Ek of Hausdorff
dimension 0 such that if pλ, pq P PkzEk, then νpλ,a is absolutely continuous with a
density in Lq for some q ą 1. The theorem will then follow with E “ Ť8k“1Ek.
Hence, we fix k for the rest of the proof.
Recall that νpλ,a can be characterized as the distribution of the random sumř8
n“0 λ
nXn, where the Xn are i.i.d. with PpXn “ aiq “ pi. It follows from this
characterization that
ν
p
λ,a “ µpλ,a ˚ ηpλ,a, (3.5)
where ηpλ,a is the distribution of
ř
n:k|n λ
nXn, while the measure µ
p
λ,a is the distribu-
tion of
ř
n:k∤n λ
nXn. These measures are again self-similar; in fact, η
p
λ,a “ νpλk,a, and
µ
p
λ,a “ νqλk ,bpλq, where b “ pbiqiPΛk´1 , q P PΛk´1 are given by
bi1...ik´1 “
k´2ÿ
j“0
λjaij`1 ,
qi1...ik´1 “ pi1 ¨ ¨ ¨ pik´1.
Note that b depends on λ. In particular, if pλ, pq P Pk, then
spλk, qq “ hpqq| log λk| “
pk ´ 1qhppq
k| log λ| “
ˆ
1´ 1
k
˙
spλ, pq ą 2.
Let
E 1 “ tλ P D : ∆npλ, aq ą cn for some c ą 0u
be the set of parameters for which there is no super-exponential concentration of
cylinders. We know from Proposition 3.2 that dimHpE 1q “ dimP pE 1q “ 0. We
claim that ∆npλk,bq ě ∆knpλ, aq for all n. This is because the IFS pλkz ` biqiPΛk´1
is obtained by iterating pλz ` aiqiPΛ k times and then deleting some maps. More
precisely, for any pair i, j P pΛk´1qn we have
n´1ÿ
ℓ“0
λkℓbiℓ`1 ´
n´1ÿ
ℓ“0
λkℓbjℓ`1 “
kn´1ÿ
ℓ“0
λℓai1
ℓ`1
´
kn´1ÿ
ℓ“0
λℓaj1
ℓ`1
,
where i1 “ pi10i20 ¨ ¨ ¨ in0q and likewise for j1, which gives the claim. It now follows
that ∆npλk,bq ě pckqn for all n and λ P DzE 1, and we deduce from Theorem 3.1
that if λ P DzpE 1 Y Rq, then dimµpλ,a “ 2.
We also know from Theorem D(i) that there is another set E2 of zero Hausdorff
dimension, such that |yηpλ,apξq| ď C |ξ|´γ for λ P DzE2 and some C, γ ą 0 depending
on λ. We can now conclude from (3.5) and [22, Corollary 5.5] that if λ P PkzpE 1 Y
E2q, then νpλ,a is absolutely continuous with a density in Lq for some q ą 1. This
completes the proof. 
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Proof of Theorem C. Once again, it is enough to prove that there is a set E of zero
Hausdorff dimension, such that the claim holds for all u P C and p P P , where
P “ tp P PΛ, spλ, pq ą 1` 1{ku.
Recall the decomposition (3.5). Since convolution is linear and commutative, we
obtain
ν
p
λ,a ˚ Suνpλ,a “ pµpλ,a ˚ Suµpλ,aq ˚ pηpλ,a ˚ Suηpλ,aq. (3.6)
Recall also from the proof of Theorem B that µpλ,a “ νqλk,b, where spλk, qq “ p1 ´
1{kqspλ, pq, and that this IFS has no super-exponential concentration of cylinders
(since we assume this for pλz`aiqiPΛq. We can then apply Proposition 3.4 to obtain
a set E 1 Ă C with dimHpE 1q “ 0, such that
dimpµpλ,a ˚ Suµpλ,aq “ 2 for all u P CzE 1, p P P.
On the other hand, since ηλ,a “ νλk,a, we have
η
p
λ,a ˚ Suηpλ,a “ νqλ,b,
where b “ pbij :“ ai`uajqijPΛ2 and q “ pqij :“ pipjqijPΛ2. Since #Λ ě 2 and all the
ai are different, there are i, j P Λ such that
´u “ bii ´ bij
bjj ´ bij .
We can then apply Theorem D(ii) to obtain a set E2 Ă C with dimHpE2q “ 0,
such that the Fourier transform of ηpλ,a ˚Suηpλ,a has power decay at infinity for every
u P CzE2.
Taking E “ E 1 Y E2, the proof is finished by virtue of (3.6) and [22, Corollary
5.5].

4. Further results
4.1. Fat Sierpin´ski gaskets. Given λ P p0, 1), the generalized Sierpin´ski gasket
Aλ Ă C is defined by the self-similarity relation
Aλ “ λpAλ ` a1q Y λpAλ ` a2q Y λpAλ ` a3q,
where ai are the vertices of an equilateral triangle centered at the origin (if ai are
arbitrary non-collinear points, one gets the same set up to an affine bijection). When
λ ď 1{2 the open set condition is satisfied (λ “ 1{2 corresponds to the classical
gasket), and several authors [5, 14, 15, 12] have studied the dimension, measure,
and topology of Aλ for λ P p1{2, 1q (the “fat” regime). In particular, Hochman [12,
Theorem 1.16] showed that
dimH Aλ “ minplog 3{| log λ|, 2q
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for λ outside of a set of zero Hausdorff and packing dimension. Jordan and Pollicott
[15, Theorem 2 and Example 1] proved that for a.e. λ in a certain interval of the
supercritical region, Aλ has positive Lebesgue measure. This interval is different
from the interval p0.647..., 1q, for which Broomhead, Montaldi and Sidorov showed
that Aλ has nonenmpty interior.
As a corollary of Theorem B, we obtain:
Corollary 4.1. Let νλ “ νpλ,a with p “ p1{3, 1{3, 1{3q be the natural self-similar
measure on Aλ. Then there is a set E Ă p1{
?
3, 1q of zero Hausdorff dimension,
such that νλ is absolutely continuous and has a density in L
q for some q “ qpλq ą 1,
for all λ P p1{?3, 1qzE.
In particular, LpAλq ą 0 for all λ P p1{
?
3, 1qzE.
Proof. We cannot apply Theorem B directly, since λ is real. However, νλ and Aλ
are invariant under a π{3 rotation around the origin, so we also have νλ “ νpωλ,a
where ω “ eiπ{3, and the claim is now immediate from Theorem B 
We make some further remarks.
Remarks 4.2. (1) The trick of realizing Aλ as the attractor of an IFS with ro-
tations was already used in [12]. Because of the need to have this rotation,
the proof only applies to the natural self-similar measure (other self-similar
measures on Aλ are not invariant under any rotations).
(2) It is crucial that the exceptional set in Theorem B has dimension zero - this
allows us to obtain the same conclusion if we restrict λ to a one-dimensional
family, as in this case.
(3) It follows immediately from Theorem D(iii) (using the rotated IFS) that for
any k ě 1,
lim
δÑ0
dimHtλ P p1´ δ, 1q : νλ R Cku “ 0.
Recall that for sets much more is true: Aλ has nonempty interior for all λ
near (and not so near) 1.
4.2. More general parametrized families. Theorems B and C both assert that
in the parametrized family in question, absolute continuity holds (in the supercritical
region where the similarity dimension exceeds 2) outside of a zero-dimensional set
of possible exceptions. Although the part of the argument that establishes zero
dimension of exceptions for the dimension statement (i.e. Propositions 3.2 and 3.4)
appear to be specific to these families, it is possible to obtain weaker versions valid
for more general parametrized families. As an example, we have:
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Proposition 4.3. Let Ω Ă C be an open domain, and suppose ψ “ pλ, aq : Ω Ñ
pDzRq ˆ CΛ is a non-constant analytic map such that, for every pair of different
infinite sequences i, j P ΛN, the map
u ÞÑ
8ÿ
n“0
λnpuq pain`1puq ´ ajn`1puqq
is non-constant. Then there exists a set E Ă Ω with dimHpEq ď 1 such that for
all pu, pq P pΩzEq ˆ PΛ such that spλpuq, pq ą 2, the measure νpλpuq,apuq is absolutely
continuous with an Lq density for some q “ qpuq ą 1.
Proof. Suppose first λpuq is not constant. Then, after removing critical points of λ
from Ω, splitting into appropriate domains and changing variable, we can assume
that λpuq “ u. We are then in a situation nearly identical to Theorem B, except that
Proposition 3.2 does not apply, but we can instead appeal to Hochman’s general
result on dimension of exceptions, [12, Theorem 1.10].
If, instead, λ is constant, then necessarily |Λ| ě 3, for otherwise the non-degeneracy
condition would fail. Indeed, if |Λ| “ 2 and spλ, pq ą 2, then there are different words
i, j P t0, 1uN such that ř8n“1 λnpain`1 ´ ajn`1q “ 0 (otherwise, the IFS pλx, λx` 1q
would satisfy the open set condition, and so spλ, pq ď 2). After changing variable
in the usual way, we can then assume that a0 ” 0, a1 ” 1 and a2 ” u, and continue
arguing as in the proof of Theorem C, but again using [12, Theorem 1.10]. 
4.3. Further results for self-similar sets. So far, we had to assume that the it-
erated function systems we work with are homogeneous (all maps have the same lin-
ear parts); this ensures that the self-similar measures have a convolution structure,
which is central to our method. However, for self-similar sets, one can use a stan-
dard approximation argument to obtain similar results also in the non-homogeneous
situation. For example, we have the following consequence of Theorem C.
Corollary 4.4. Let A Ă C be any self-similar set (that is, A “ ŤiPΛ fipΛq for some
contracting similarities fi). If dimH A ą 1, then
dimHptu P C : LpA` uAq “ 0uq “ 0.
Proof. There exists a self-similar set A1 Ă A which is generated by a homogeneous
IFS, satisfies the open set condition, and has dimension ą 1: this follows e.g. from
[17, Lemma 3.6] and [20, Proposition 6]. Hence the claim follows by applying
Theorem C to A1. 
In the same vein, it is possible to obtain a version of Proposition 4.3 for parametrized
families of self-similar sets (where the generating IFSs are not necessarily homoge-
neous). We leave the precise formulation to the interested reader.
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4.4. Higher dimensions? In this paper, we have adapted the method from [21, 22]
to self-similar sets and measures in the plane. Unfortunately, the approach we use
breaks down in higher dimensions. Indeed, we need to work with IFSs in which
the linear parts of the maps are equal, in order to be able to split the measures
of interest as the convolution of a measure of full dimension, and another measure
with power Fourier decay. The main issue is in establishing full dimension of the
corresponding measures in dimensions 3 and higher: because the linear parts are
all equal, they act reducibly and hence the results of Hochman [12] are no longer
applicable.
References
[1] Christoph Bandt. On the Mandelbrot set for pairs of linear maps. Nonlinearity, 15(4):1127–
1147, 2002.
[2] Christoph Bandt and Siegfried Graf. Self-similar sets. VII. A characterization of self-similar
fractals with positive Hausdorff measure. Proc. Amer. Math. Soc., 114(4):995–1001, 1992.
[3] M. F. Barnsley and A. N. Harrington. A Mandelbrot set for pairs of linear maps. Phys. D,
15(3):421–432, 1985.
[4] F. Beaucoup, F. Borwein, D. W. Boyd, and C. Pinner. Multiple roots of r´1, 1s power series.
J. Lond. Math. Soc., 57:135–147, 1998.
[5] Dave Broomhead, James Montaldi, and Nikita Sidorov. Golden gaskets: variations on the
Sierpin´ski sieve. Nonlinearity, 17(4):1455–1480, 2004.
[6] Danny Calegary, Sarah Koch, and Alden Walker. Roots, Schottky semigroups, and a proof of
Bandt’s conjecture. Preprint, arXiv:1410.8542.
[7] Carlos Gustavo T. de A. Moreira and Jean-Christophe Yoccoz. Stable intersections of regular
Cantor sets with large Hausdorff dimensions. Ann. of Math. (2), 154(1):45–96, 2001.
[8] Paul Erdo˝s. On a family of symmetric Bernoulli convolutions. Amer. J. Math., 61:974–976,
1939.
[9] Paul Erdo˝s. On the smoothness properties of a family of Bernoulli convolutions. Amer. J.
Math., 62:180–186, 1940.
[10] Loukas Grafakos. Modern Fourier analysis, volume 250 of Graduate Texts in Mathematics.
Springer, New York, second edition, 2009.
[11] Kevin Hare and Nikita Sidorov. Two-dimensional self-affine sets with interior points, and the
set of uniqueness. Preprint, arXiv:1502.07330.
[12] Michael Hochman. On self-similar sets with overlaps and sumset phenomena for entropy in
Rd. Preprint, arXiv:1503.09043.
[13] Michael Hochman and Pablo Shmerkin. Local entropy averages and projections of fractal
measures. Ann. of Math. (2), 175(3):1001–1059, 2012.
[14] Thomas Jordan. Dimension of fat Sierpin´ski gaskets. Real Anal. Exchange, 31(1):97–110,
2005/06.
[15] Thomas Jordan and Mark Pollicott. Properties of measures supported on fat Sierpinski car-
pets. Ergodic Theory Dynam. Systems, 26(3):739–754, 2006.
[16] J.-P. Kahane. Sur la distribution de certaines se´ries ale´atoires. In Colloque de The´orie des
Nombres (Univ. Bordeaux, Bordeaux, 1969), pages 119–122. Bull. Soc. Math. France, Me´m.
No. 25, Soc. Math. France Paris, 1971.
22 PABLO SHMERKIN AND BORIS SOLOMYAK
[17] Tuomas Orponen. On the distance sets of self-similar sets. Nonlinearity, 25(6):1919–1929,
2012.
[18] Yuval Peres and Wilhelm Schlag. Smoothness of projections, Bernoulli convolutions, and the
dimension of exceptions. Duke Math. J., 102(2):193–251, 2000.
[19] Yuval Peres, Wilhelm Schlag, and Boris Solomyak. Sixty years of Bernoulli convolutions. In
Fractal geometry and stochastics, II (Greifswald/Koserow, 1998), volume 46 of Progr. Probab.,
pages 39–65. Birkha¨user, Basel, 2000.
[20] Yuval Peres and Pablo Shmerkin. Resonance between Cantor sets. Ergodic Theory Dynam.
Systems, 29(1):201–221, 2009.
[21] Pablo Shmerkin. On the exceptional set for absolute continuity of Bernoulli convolutions.
Geom. Funct. Anal., 24(3):946–958, 2014.
[22] Pablo Shmerkin and Boris Solomyak. Absolute continuity of self-similar measures, their pro-
jections and convolutions. Trans. Amer. Math. Soc., to appear. arXiv:1406.0204.
[23] Boris Solomyak. On the random series
ř
˘λn (an Erdo˝s problem). Ann. of Math. (2),
142(3):611–625, 1995.
[24] Boris Solomyak and Hui Xu. On the ‘Mandelbrot set’ for a pair of linear maps and complex
Bernoulli convolutions. Nonlinearity, 16(5):1733–1749, 2003.
Department of Mathematics and Statistics, Torcuato Di Tella University, and
CONICET, Buenos Aires, Argentina
E-mail address : pshmerkin@utdt.edu
URL: http://www.utdt.edu/profesores/pshmerkin
University of Washington and Bar-Ilan Univeristy
E-mail address : solomyak@math.washington.edu
URL: http://www.math.washington.edu/~solomyak/personal.html
