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ABSTRACT
Computational quantum chemistry is a branch of chemistry that is based on quantum
mechanics. In this field, chemical phenomena is represented in mathematical form and com-
puters are used to provide numerical solutions to rigorous mathematical equations. Through
this medium, the properties of atoms and molecules are calculated with high accuracy.
Chapter 1 opens with a general discussion of science, the development of atomic the-
ory and computational chemistry. Electronic structure theory is more extensively reviewed
in Chapter 2. Hydrogen bonding and dispersion forces are defined in Chapter 3, and the
procedures used to computationally study these type interactions are considered. Chapter
4 discusses the effects of pi-stacking interactions between aromatic amino acid side chains
and adenine bearing ligands in crystalline protein structures. The 26 toluene/(N9-methyl-)
adenine model configurations constructed from protein/ligand crystal structures are inves-
tigated with explicitly correlated methods. In Chapter 5, electronic structure computations
are used to systematically examine nine small hydrocarbon molecules interacting with wa-
ter. The structures, energetics and nature of hydrocarbon/water interactions in 30 hydro-
carbon/water dimer configurations are examined.
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Chapter 1
Introduction
“Science is always more unsolved questions, and its great advantage is that you can prove
something is true or something is false... In science, you know you know.”
−Hans Bethe
1.1 The Science of Chemistry
Our deep obsession with understanding the world around us has shaped the realm of science.
Whether driven by our innate desire for knowledge or our survivalist instincts to control
and manipulate nature, since antiquity scientists have been probing and prodding their
surroundings for truth and discovery. We do not simply want to know the outcome of a
particular process, but also how a process occurs; down to its principle properties and its
very nature of being. Our insight upon considering a particular case is phenomenal. We
look past the seemingly obvious, and reach for the unknown, the dimensionless truth that
lies just beyond the surface. As early as 400 B.C., without performing a single experiment,
Democritus and Leucippus theorized atoms at work at the microscopic level, describing
properties such as their size and shape, and how they possibly fit together and interacted.
They, as well as many early natural philosophers, used deductive reasoning to elucidate the
order of the universe. Other scientific revolutionaries, among whom were Galileo and Newton,
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were instrumental in laying the laws of nature through their use of inductive methods of
science which were based on empirical observations. Today a scientific methodology, which
is a merger between the two, deductive and inductive methods, is generally accepted as the
primary mode of research.
Just as the theory of the atom (whose original alias has survived since the 5th century
B.C.) was postulated long before its components were experimentally defined (during the 19th
and 20th centuries), the reciprocity between theory and experiment have become a unique
feature of scientific research. In fact, models of atomic structure was developed (and fiercely
debated) by a number of leading scientists (which include the work of greats such as New-
ton, Bernoulli, Dalton, Avogadro, Faraday, Joule, Clausius, Angstrom, Mendeleev, Maxwell,
Boltzmann, Crookes, Goldstein, Stoney, Becquerel, Thomson, Curie, Soddy, Planck, Ein-
stein, Geiger, Perrin, Millikan, Rutherford, Laue, Moseley, Bohr, de Broglie, Heisenberg,
Schrodinger, Dirac, Chadwick, Meitner, Hahn, Strassman and Fermi).
Atomic structure models continued to be expanded well into the 21th century through
multiple scientific mediums. This is one of the many hallmarks of science; the ability for
experiments to be driven by theory, and vice versa. For instance, using an abstract mathe-
matical model of quantum theory, Dirac predicted the existence of positrons (the positively
charged antiparticle analogue/equivalent of electrons) in 1929. However, they weren’t ex-
perimentally discovered until 1932. In another case, Kolos and Wolniewicz predicted disso-
ciation energy values for the hydrogen molecule that did not coincide with earlier reports
of Herzberg, who was highly respected in the field. Subsequent experiments (conducted by
Herzberg), verified the theoretical findings. To this end, however, all fields of science remain
largely empirical disciplines, because it is often left up to physical experiments for validation.
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Nevertheless, the interplay between theory and experiment has provided a firm foundation
for research and scientific breakthroughs.
Through theoretical constructs, mathematical models and scientific intuition, classical
mechanics was able to predict many aspects of physical systems. Although it proved to be
very promising in describing many properties of nature and had wide applicability, it was
not until the ultraviolet catastrophe (the dramatically incorrect prediction of the spectrum
of light emitted by a blackbody emitter) that Planck proposed that energy was emitted
and/or absorbed in discrete units (quanta). Explaining the photoelectric effect, Einstein
also described energy as being transported in distinct packets (photons). According to elec-
tromagnetic theory, Rutherford’s description of the atom which included orbiting electrons,
would result in electrons collapsing into the nucleus. Bohr resolved this conflict by postulat-
ing that angular momentum of electrons were only available in quantized energy levels. By
suggesting that electrons behave like waves with specific wavelength, energy and frequency,
de Broglie was instrumental in connecting previous quantum mechanical concepts. Later
Schro¨dinger introduced his famous equation describing the wave function. Born, Jordan and
Heisenberg also provided a matrix formulation of the equation. Giving the wave function
more physical meaning, Born interpreted it in terms of probability. When experimentally
measuring the position of an electron, its probability depends on the magnitude of the wave
function. Wave functions, however, described a combination of different states, or super-
positions. The transition from classical mechanics to quantum mechanics in describing the
nature and behavior of matter occurred in the early 1900s. However, the quantum model of
the atom was already proving to be very strange indeed.
Meanwhile, scientists were also working to observe atoms directly. With the discovery of
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X-rays by Ro¨ntgen and their diffraction by von Laue and Ewald, Friedrich and Knipping were
able to observe the atomic patterns of crystals placed in the path of a continuous spectrum of
X-rays. X-ray diffraction was further progressed by the work of Debye. Mu¨ller, using a field
ion microscope (FIM), was able to observe atoms on the surface of a sharp needle. Knoll and
Ruska introduced the transmission electron microscope (TEM). Binning and Rohrer, with
the scanning tunneling microscope (STM), were able to visualize the atomic arrangement of
silicon. Today, these technologies continue to be developed and refined as scientists routinely
achieve vivid atomic resolution.
In chemistry, the contributions to atomic theory have originated from a wide range of
sources. In our description of the atom (and molecular structure), we pick from theoreti-
cal as well as experimental definitions. For instance, an atomic orbital is a mathematical
function, a wave function, that describes a state of an electron in an atom. In quantum
theory, we do not consider an electron to be in a particular stationary state, but the wave
function describes a combination of different states. Considering electron correlation and
many different electronic configurations alters our view of the quantization of the angular
momentum and energy, and also of the nature of chemical bonds. However, orbital models
present very useful information about the properties of atoms and molecules that can not be
readily represented by multi-configuration models. For example, orbital diagrams allow for
similarities between atoms and molecules to be exploited, such as those of a particular group
of elements on the periodic table. Although we assign electrons to particular orbitals (quan-
tum states), the complete wave function does not designate individual electrons. Models
of atomic orbitals have, however, had great success in predicting atomic spectra and other
experimental data. This wave/particle behavior of matter demonstrates the weird nature of
4
quantum chemical phenomena.
A branch of chemistry based on quantum mechanics emerged, computational quantum
chemistry. In this field, computers are used to provide numerical solutions to chemical phe-
nomena represented in mathematical form. Through the simplification of very complicated
equations, tractable approximations are constructed to describe chemical processes using a
rigorous mathematical theory that is solvable on a computer. Implementing a set of as-
sumptions, computations of the properties of atoms and molecules are performed with high
accuracy. The predictive power of computational chemistry has solidified its existence as a
significant branch of science. One may argue how it is possible to accurately describe real
world problems by taking mathematical constructs. Additionally, the common conjecture of
computational chemistry is that its goal is to merely reproduce known experimental results
using obscure methods. Conversely, computational chemistry has aided in the prediction of
several unknown/undiscovered chemistries, as well as in the modification of some experimen-
tal conclusions. Given this applicability, after taking some measurement in the laboratory, a
chemist is able to be confident that their data is consist with predictions made by quantum
mechanics.
5
Chapter 2
Electronic Structure Theory
“The underlying physical laws necessary for the mathematical theory of a large part of physics
and the whole of chemistry are thus completely known, and the difficulty is only that the exact
application of these laws leads to equations much too complicated to be soluble.”
−Paul Dirac
2.1 Introduction
Solving the Schro¨dinger equation1 is essentially the goal of computational quantum chem-
istry.2,3 Save a few cases (e.g the particle in a box, the harmonic oscillator and the hydrogen
atom), analytic solutions for the equation are not known. In an attempt to achieve ‘chemical
accuracy’ (e.g. errors of less than about 1 kcal mol−1 for relative energetics), approximate
solutions to the equation have been developed. Computational chemists, therefore, should
have an understanding of the nature of the approximations being made and the degree of
accuracy that can be expected with each case.
First in constructing an approximate Schro¨dinger equation, we take a non-relativistic
form, denoted as the time independent Schro¨dinger equation, which describes stationary
states (or standing waves).
HˆΨ = EΨ (2.1)
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In the above equation, the Hamiltonian (energy) operator, Hˆ , acts on the stationary state
wave function, Ψ, resulting in Ψ and the proportionality constant, E, which is the energy of
the stationary state. The equation is an eigenvalue equation; Ψ is the eigenfunction and E is
the corresponding eigenvalue. Hˆ is an appropriate operator for the system that produces the
observable property, E, when it operates on the wave function, Ψ. Ψ must not only satisfy
Equation 2.1, but must also be single valued, finite and continuous. Ψ is a function of the
coordinates of the n electrons that make up a system, and the mathematical expression of
Ψ can be either real or imaginary. The integration of |Ψ|2 = Ψ∗Ψ gives the probability of
finding a given electron in a particular configurational state (or the density of the particle
at that point). The full Hamiltonian operator is:
Hˆ = −1
2
n∑
i=1
∇2i −
1
2
N∑
A=1
1
MA
∇2A −
n∑
i=1
N∑
A=1
ZA
riA
+
N−1∑
A=1
N∑
B>A
ZAZB
rAB
+
n−1∑
i=1
n∑
j>i
1
rij
(2.2)
The lowercase indices designate electrons and capital indices designate nuclei. MA is the
mass of the nucleus A, and ZA is the charge of nucleus A. The terms rij, riA and rAB are the
distances between nuclei A and B, between electron i and nucleus A, and between electrons
i and j, respectively. The first two terms in Equation 2.2 represent the kinetic energy of
the electrons and the kinetic energy of the nuclei. The last three terms are the attractive
potential energy between the nuclei and the electrons, the repulsive potential energy between
the nuclei, and the repulsive potential energy between the electrons.
Hˆ = Tˆelec + Tˆnuc + Vˆelec,nuc + Vˆnuc,nuc + Vˆelec,elec (2.3)
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The Born-Oppenheimer approximation4 is invoked to simplify the Hamiltonian operator.
The nuclei are assumed to be fixed due to the difference between the mass of the electrons
and the mass of the nuclei. The mass of the electrons is about two thousand times smaller
than the mass of the nuclei. The approximation is based on the assumption that the wave
function, Ψ(r,R) which depends on the electronic (r) and nuclear (R) coordinates, can be
represented by the product of the nuclear wave function Ψnuc(R) and the electronic wave
function Ψelec(r) which depend parametrically on the nuclear coordinates, Ψelec(r;R). The
time-independent Schro¨dinger equation for the nuclei and the Schro¨dinger equation for the
electrons can be solved separately. Fixing the nuclei to solve the electronic Schro¨dinger
equation is termed the ‘clamped nuclei approximation’. The wave function is assumed to
have an instantaneous response (i.e. no finite relaxation time) to the position of the nuclear
coordinates. This is termed the ‘adiabatic approximation’. Fixing the nuclei at a particular
location, R, the electronic wave function Ψelec(r;R) does not depend on the motion of the
nucleus. The kinetic energy of the nuclei (Tˆnucl.) is zero and the potential energy between
nuclei (Vˆnuc,nuc) is a constant. The simplified electronic Hamiltonian (Hˆelec) operates on the
electronic wave function (Ψelec).
HˆelecΨelec(r;R) = EelecΨelec(r;R) (2.4)
Hˆelec = −1
2
n∑
i=1
∇2i −
n∑
i=1
N∑
A=1
ZA
riA
+
n−1∑
i=1
n∑
j>i
1
rij
(2.5)
= Tˆelec + Vˆelec,nuc + Vˆelec,elec
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The nuclear coordinate, R, is a parameter for the wave function and the potential between
the electrons and the nuclei (Vˆelec,nuc). The eigenvalue equation produces electronic energies.
Solving the wave function equation for a particular set of nuclear coordinates gives an infinite
set of energy values. A potential energy surface (PES) for an electronic state is generated by
solving the wave function equation at the values of R. For any point on a particular PES,
the force acting on the nuclei at a set of nuclear coordinates is the energy gradient.
F = −δE
δR
(2.6)
The PES allows for the calculation of many properties such as equilibrium geometries,
transition states, vibrational frequencies and reaction rates. There is wide applicability
in solving the electronic Schro¨dinger equation. However, the reliable calculation of each
electronic energy eigenvalue equation (the electronic structure problem) is difficult.
2.2 Wave functions: Molecular Orbital Approximation
Constructing the appropriate wave function and operator to solve the necessary equations
for a chemical system is key to yielding the correct observable property. Calculations are
said to be ab initio (or from first principles) if no other input is used than the Schro¨dinger
equation, values of fundamental constants and the atomic numbers of the atoms present.
No simplifications are made to the electronic Hamiltonian in Equation 2.6 in ab initio cal-
culations. Only masses and charges of the electrons and nuclei are obtained from empirical
sources.
The interaction between the electrons,
∑
j>i
1
rij
, is problematic because it explicitly depends
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on the inter-electronic distance, rij. The exact solution to the Schro¨dinger equation is a
many-body problem. Molecular orbitals (single electron functions) are used as an initial
approximation to the many electron wave function. The one-electron spin orbitals, ψa,
for the spin and spatial coordinates of that electron, xi, are used to specify each electron.
Spatial components depend on the position of the electron, ri. Spin components depend
on the position and the spin of the electron. The n one-electron wave functions (orbitals)
combine to produce a n-body wave function.
Ψ(x1,x2, . . . ,xn) = ψ1(x1)ψ2(x2) · · ·ψn(xn) (2.7)
Due to the Pauli exclusion principle, the wave function is required to be anti-symmetric.
The sign of the wave function should change with the exchange of two electrons. The
exchange of two rows in a Slater determinate5,6 changes the sign of the determinant. Rows
in the determinant describe spatial coordinates of an electron, xi, and columns describe spin
orbitals, ψi.
Ψ(x1,x2, . . . ,xn) =
1√
n!
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ψ1(x1) ψ2(x1) · · · ψn(x1)
ψ1(x2) ψ2(x2) · · · ψn(x2)
...
...
...
ψ1(xn) ψ2(xn) · · · ψn(xn)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= Φ (2.8)
For Equations 2.7 and 2.8, the wave function is parameterized by the nuclear coordinates.
The 1√
n!
term is required for normalization of the wave function. This formalism, termed the
molecular orbital approximation, is the most common starting point for ab initio calculations.
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2.3 Molecular Orbitals: Linear Combination of Atomic Orbitals
Spin orbitals are a function of both position, ri, and spin of the electron. For the non-
relativistic Schro¨dinger equation, electron spin values (ms) are either 1/2 or −1/2. Two spin
functions, α and β, are used to denote spin in spin orbitals.
ψi(xi) = φi(ri)α or φi(ri)β (2.9)
The set of molecular orbitals, ψi, are determined by a linear combination of atomic orbitals,
χ, which is defined by a set of coefficients, cij.
φi(ri) =
nbasis∑
j
cjiχj(ri) (2.10)
The set of atomic orbitals used in the linear combination of atomic orbitals to form molecular
orbitals (LCAO-MO approximation)7 is referred to as the basis set, while a particular atomic
orbital is called a basis function. Atomic orbitals (centered at the atomic nuclei) usually take
the form of hydrogen-like orbitals (solutions for one-electron atoms).
ψnlm(r, φ, θ) = Rnl(r)Yml(θ, φ) (2.11)
The wave function is composed of a radial part, Rnl(r), and an angular part, Ylm(θ, φ),
which are spherical harmonics. The shape of the wave function is determined by the angular
part which depends on the angles of an electron away from the nucleus and is characterized
by the azimuthal (l) and magnetic (m) quantum numbers. The radial part is related to the
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probability of finding an electron at a given distance from the nucleus and depends on the
principal (n) and azimuthal (l) quantum numbers.
Slater-type orbitals (STO)8 and Gaussian-type orbitals (GTO)9 are used to describe the
Rnl(r) polynomial.
ψSTO(r, φ, θ;n,m, l, ζ) = Nr
n−1e−ζrY lm(θ, φ) (2.12)
ψGTO(r, φ, θ;n,m, l, α) = Nr
(n−1)e−αr
2
Y lm(θ, φ) (2.13)
N is the normalization constant, (θ,φ) defines the azimuthal and polar angles, r is the distance
from the nucleus, and ζ/α are orbital exponents. The orbital exponent is a parameter related
to the distribution of electrons around the nucleus. Small exponents yield large (diffuse)
radial orbitals while large values yield small (tight) radial orbitals. Slater-type orbitals
provide a better description of the wave function. The simpler Gaussian-type orbital and
the Slater-type orbital differ by the exponential factor, respectively e−αr
2
and e−ζr. The
behavior at the tail (large r) and the cusp (small r) is the key difference between the two
functions.10,11 At large r distances, GTOs decay too rapidly. At r = 0, GTOs have a
slope of zero. STOs are approximated by the linear combination of GTOs. By increasing
the number of Gaussian functions included in the approximation, the proper STO is more
closely modeled.12
2.4 Model Chemistries
The molecular orbital approximation is one of the simplest wave function approximations,
and the most common starting point for ab initio calculations. This method (or a more
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rigorous method) coupled with a basis set is used to construct an approximate n-electron
wave function. Basis sets, which are mathematical descriptions of atomic orbitals, combine
in a mathematical formalism (a method such as the molecular orbital approximation) to
approximate the electronic wave function. Model chemistries are the combined method and
basis set that defines the level of theory for a theoretical calculation.
Like the simple molecular orbital approximation, a minimal basis set is the simplest
atomic orbital basis set. One basis function is used to describe each atomic orbital in the
ground state of the atom. Shells with multiple angular components would have one function
for each component. For example, a minimal basis set for a carbon atom, which has an
electronic ground state configuration of 1s22s22p2, would consist of one 1s basis function,
one 2s basis functions and one set of 2p basis functions.
The combination of more sophisticated methods and larger basis sets generally leads to
better approximate solutions to the Schro¨dinger equation. Additional combinations of Slater
determinants (each of which describe one electronic configuration) can be considered for the
method. Supplemental basis functions (atomic orbitals) can be included in the basis set.
2.5 Quantum Chemistry Basis Sets
To incorporate more flexibility in a basis set and provide a better approximation to the real
atomic orbitals, a linear combination of multiple Gaussian basis functions is used. As more
basis function are incorporated, the description of the cusp and tail improves. A double-ζ
basis set usually has two GTOs for each valence atomic orbital. A triple-ζ basis set has
three GTOs. This trend is followed as the number of Gaussian used to describe each atomic
orbital is increased. Often the core electrons do not have tremendous effects on the energy
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of the system. In this case, split-valence basis sets are useful. A minimal (single-ζ basis set)
is used to describe the core orbitals, while the valence electrons are treated with more than
one basis function. The situation can also be improved be introducing polarization functions
(functions of higher angular momentum than the valence shell). For examples, polarization
functions are important in any system that can be polarized and angular dependencies of
chemical bonding. Exponents are also optimized and coefficients are fit to better describe the
spatial orbitals of the electrons. Diffuse functions, functions with small orbital exponents,
can be included to describe weakly bound systems and system with long-range interactions.
2.6 Quantum Chemistry Methods
2.6.1 Hartree Fock Theory
The molecular orbital approximation is often synonymous with Hartree Fock theory.13,14
Hartree Fock invokes the molecular orbital approximation. The wave function is an anti-
symmetrized product of one-electron wave functions.
ΨHF (x1,x2, . . . ,xn) = |ψ1(x1)ψ2(x2) · · ·ψn(xn)〉 (2.14)
One Slater determinant is used to approximate the wave function. The ψi(j) terms are
unknown. The interactions between electrons are approximated using a mean field solution.
Each electron in the system experiences an average potential from the other n-1 electrons. In
the true n-electron system, however, the motion of each electron is correlated with that o the
other n-1 electrons (dynamical electron correlation). To solve this mean field problem, an
initial trial wave function is selected (a guess of the orbitals). For each electron, the average
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potential of the other n − 1 electrons is determined by changing the form of the orbitals.
The two-electron Hamiltonian term, however, depends on all the solutions. This process is
then done iteratively until an average potential is reach and the values of the set of orbitals
converge (each iteration produces a nearly identical set of orbitals). This procedure is called
self-consistent field (SCF) method. This is a variational method. The variational principle
states that the energy produced by the trial (guess) wave function is an upper bound to the
actual ground state energy. The minimization of the energy through the iterative process
(until self-consistency is reached) will give the closest HF energy to the true ground state
energy for a given basis set.
EHF = 〈ΨHF |Hˆ|ΨHF 〉. (2.15)
For a n-electron system, the Hartree-Fock (HF) self-consistent-field (SCF) procedure
approximates an average electronic potential field for a nuclear configuration. Single de-
terminant wave functions introduces exchange correlation effects. According to Koopmans’
theorem, the α (spin up) and β (spin down) spin functions of spin orbitals can have dif-
ferent energies. The exchange of two α (or two β) spin orbitals is allowed within Slater
determinants. The electrons with parallel spin are correlated (interdependence of electron
motion is accounted for). The exchange of an alpha spin orbital with a beta spin orbital will
result in the determinant equaling zero (due to orthogonality). This type of correlation is
referred to as Fermi correlation. About each electron, a Fermi hole is modeled, a depletion
of electron density for electrons of equal spin. The exchange of electrons with opposite spin
is not included in the wave function.
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2.6.2 Configuration Interaction Theory
The dynamical electron correlation effects missing from HF theory can be accounted for by
configuration interaction (CI) theory.3,9, 15 Generally speaking, the correlation energy is the
difference between the Hartree Fock energy and that from a full configuration interaction
(FCI) calculation with the same basis set.
Ecorr = EFCI − EHF . (2.16)
The full CI wave function is a variationally optimized linear combination of many Slater
determinants.
ΨCI = c0Φ0 + c1Φ1 + c2Φ2 + · · ·+ cnΦn (2.17)
Just as Hartree Fock, CI begins with the ground state wave function, ψ0 (a reference state).
All possible configurations, excitations from the reference state, are considered. A FCI
calculation correlates the motion of all electrons. All single excitations (or substitutions)
would exchange an occupied orbital with an virtual orbital. The excited electron now residues
in an higher energy orbital. Double excitations substitute two electrons in occupied orbitals
with virtual orbitals in the Slater determinant. Triple, quadruple and higher increment
excitations are considered until all possible substitutions are made.
|Ψ〉 = c0|Φ0〉+
∑
ra
cra|Φra〉+
∑
a<b
r<s
crsab|Φrsab〉+ . . . (2.18)
16
In Equation 2.18, for the singly excited determinant (|Φra〉), one electron is promoted from
an occupied orbital (Φa) to a virtual orbital (Φr). The doubly excited determinant, |Φrsab〉,
two electrons are promoted from occupied orbitals (Φa and Φb) to virtual orbitals (Φr and
Φs). The FCI wave function has contributions from every possible excited determinants,
each weighted by a coefficient, c, that is optimized (minimized) for the lowest energy. CI is
a variational method. FCI theory is frequently approximated by truncating the number of
excitations considered. For example, CISD is a configuration interaction theory that consid-
ers all single and double excitations (but not triple, quadruple or any higher substitutions),
and is a popular formalism of CI theory.
2.6.3 Coupled Cluster Theory
Instead of a linear combination of terms (sum of terms) as seen in CI theory, coupled cluster
theory16–18 includes excitation terms exponentially (product of terms).
ΨCC = e
TˆΨHF (2.19)
From the Hartree Fock reference, all possible excited state configurations (Slater determi-
nants) are considered. Like configuration interaction (CI) theory, if expanded to included
all excitations (Tˆn), coupled cluster wave function will equal that of the FCI wave function.
Tˆ = Tˆ1 + Tˆ2 + · · ·+ Tˆn (2.20)
Coupled cluster theory can also be truncated. For example, if only single and double
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excitations (Tˆ ≡ Tˆ1 + Tˆ2) are considered in the wave function, the method will be notated
CCSD. The popular and robust CCSD(T) method19–23 includes singles, doubles and some
triple excitations. As a result of the exponential expansion, excitations of higher orders are
included in truncated coupled cluster wave functions. For example, the product of two 2nd
order excitations effectively produces 4th order excitations.
2.6.4 Møller-Plesset Perturbation Theory
Møller-Plesset perturbation theory24 also improves upon Hartree Fock theory to include
some higher order correlation between electrons. For a given solution to the wave function,
an known unperturbed Hamiltonian is perturbed to produce a Hamiltonian that is slightly
different from the reference Hamiltonian.
EΨ = (H0 + V)Ψ. (2.21)
The Hamiltonian operator is approximated as a simpler, soluble Hamiltonian, H0, and a
perturbation, V, to that system. MP2 (second-order corrections) is the most popular form
of Møller-Plesset perturbation theory. (The MP1 energy, with first order corrections, is the
same as the Hartree Fock energy.) Higher order perturbation theory includes more Slater
determinants to better approximate the wave function.
2.6.5 Explicitly Correlated Methods
The description of the wave function is characterized by the combination of a method and a
basis set. Wave function expansions using Slater determinants (anti-symmetrized orbitals)
18
have difficulty in describing dynamical electron correlation. Although the overall shape of
the wave function is accurately described, the cusp condition, where the distance between
electrons (r12) is zero, is not satisfied in many electronic structure approximations. The cusp
condition requires a Coulomb hole, a depletion of electron density near r12 = 0. Instead
of a sharp peak (nonzero slope at r12 = 0), orbital expansions have a smooth cusp with
a zero slope. High angular momentum functions are commonly added to the basis set
to improve the description. This leads to very slow convergence. In explicitly correlated
methods,25–28 geminal functions (two-electron basis functions) are added to the orbital basis.
The Gaussian geminal electron pair functions depend on the inter-electronic distance, r12.
The resolution of the identity (RI) is invoked to factor the difficult many-electron integrals,
which can not be analytically evaluated, into two-electron integrals. The orbitals added in
the RI that complement the orbital basis set are termed the auxiliary basis set (ABS). The
R12 approximation has been routinely applied to coupled cluster theory and second-order
perturbation theory.
2.6.6 Density Functional Theory
Density functional theory (DFT)29 is similar to Hartree Fock theory. Density functional
exchange and correlation functionals are used instead of the Hartree Fock exchange poten-
tial. The electronic potential experienced by electrons is a function of spatially dependent
electron density. The exact mathematical functions for describing the electron density are
not known, however, very promising approximations have been developed. The energy of the
system is determined by effective one-electron probability densities (the electron density).
Exchange-correlation holes are regions where there is low electron density. Relying on elec-
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tron density instead of molecular wave functions, DFT dramatically cut computational costs
by reducing the dimensionality of the system. Only three spatial coordinates are needed.
In contrast to other electronic structure methods, density functional theory (DFT) does not
improve accuracy systematically. Historically, DFT fails to accurately describe dispersion
interactions. The development of methods that correct for this deficiency continue to be
developed.
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Chapter 3
Non-covalent Interactions
“If you want to understand the function, study the structure.”
−Francis Crick
3.1 Weak Intermolecular Forces
Electronic structure calculations can be used to effectively study non-covalent interactions.
The nature of weak intermolecular forces is quite unique and care must be taken in com-
putationally/mathematically describing the interactions. Intermolecular forces involved in
non-covalent interactions have been under extreme scrutiny for centuries. Scientists profusely
argue for or against competing interactions and are slow to agree on universal definitions for
any particular intermolecular force. For example, hydrogen bonding is one type of widely
studied intermolecular interaction. The interaction is commonly described as a hydrogen
atom (H), covalently bonded to a more electronegative atom (X), interacting with an ad-
jacent electron-rich atom or group (A), i.e. X− H · · ·A. Typically, both X and A are
substantially more electronegative than H (e.g. N, O, F and Cl). However, hydrogen bonds
are argued to occur between molecules where X is only slightly more electronegative than
H. IUPAC30 (International Union of Pure and Applied Chemistry) states that a hydrogen
bond is:
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a form of association between an electronegative atom and a hydrogen atom
attached to a second, relatively electronegative atom. It is best considered as an
electrostatic interaction, heightened by the small size of hydrogen, which permits
proximity of the interacting dipoles or charges. Both electronegative atoms are
usually (but not necessarily) from the first row of the Periodic Table, i.e. N,
O or F. Hydrogen bonds may be inter-molecular or intramolecular. With a few
exceptions, usually involving fluorine, the associated energies are less than 20 −
25 kJ mol−1 (5 − 6 kcal mol−1).
IUPAC is very cautious and the definition is (intentionally) full of ambiguities.
The definition of dispersion forces is somewhat more less straightforward. In 1873, van
der Waals, in his theoretical derivation of the equation of state, described the repulsive
and attractive forces between atoms/molecules. The liquefaction of helium by Onnes and
coworkers in 1908, confirmed the van der Waals theory. The helium atoms were attracted to
each other. Quantum mechanics provided an explanation for this phenomenon. An attractive
1/R6 potential for hydrogen atoms was found by Wang in 1927 using perturbative theory.
In 1930, London demonstrated that oscillator strengths were present in equations describing
intermolecular interactions. London described the attractive force between noble gases as
dispersion forces. Dispersion is the only attractive force present between noble gas atoms
and is solely responsible for the existence of the condensed phase of these elements (He(l),
He(s), Ne(l), Ne(s), Ar(l), Ar(s), etc). This attractive long-range interaction is present between
(and within) all molecules. Although dispersion is a quantum mechanical property (long-
range dynamical electron correlation), classical interpretations describe it as instantaneous
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fluctuations in the electron density of one molecule (or atom) that induces a dipole in the
neighboring molecule (or atom).
3.2 Prototypes of Non-Covalent Interactions
The study of non-covalent interactions, such as those of hydrogen bonded and dispersion-
bound systems, has proved to be a very challenging task.31,32 In nature, these interactions
occur within large, complex systems that involve intricate interactions, such as those arising
from solvent effects and various other intermolecular forces. Computationally, unfavorable
scaling with respect to the size of the system, make high level computations difficult and in
certain situations, impossible. Ideally, researchers would like to accomplish a quantitatively
exhaustive description of a PES that is fully commensurate of its real structural and energetic
nature. However, due to empirical and theoretical limitations, researchers are forced to rely
upon models and approximations that result in minor failures and slight deviations from
accuracy. Results achieved from accurate high level computations are necessary. Although
size restraints for molecular systems limit researchers to the study of small complexes, these
prototypes can provide useful insight into the nature of isolated, non-covalent interactions in
larger molecules. Both computational and experimental studies of small gas-phase molecules
still present some difficulty, however, due to small binding energies and flat potential energy
surfaces. These factors make exploring the potential energy surface problematic considering
the sporadic conformational behavior of monomers.
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3.2.1 Hydrogen Bonding: Water Dimer
Among the small prototypes being studied, the water dimer has aided in identifying many
aspects of molecular function and the behavior of interacting systems that involve hydrogen
bonding. The interaction energy of the water dimer is −4.98 kcal mol−1 at CCSD(T) CBS
(complete basis set) limit.33
Figure 3.1: Water dimer configuration for modeling hydrogen bonding interactions.
3.2.2 pi-Type Interactions: Benzene Dimer
The interactions in the benzene dimer (and similar pi-type interactions) are dominated by
dispersion forces. The study of the benzene dimer has provided much insight into the nature
of delocalized pi-interactions.34–63 At the CCSD(T) CBS limit, the interaction energies of
the sandwich, parallel displaced and T-shaped benzene dimer structures are −1.81, −2.78
and −2.74 kcal mol−1, respectively.44
3.3 Quantum Chemistry Computations
3.3.1 Computational Costs and Scaling
The use of computers to solve complicated equations requires an ample amount of resources.
Memory, disk space and CPU speed all factor into the cost of performing a computational
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Figure 3.2: Typical configurations of the benzene dimer for modeling pi-type interactions.
calculation. High level ab initio calculations for non-covalent interactions are among the most
demanding computations. For accurate results, large basis sets with diffuse functions and
sophisticated methods that recover most of the dynamical electron correlation must be used.
(It should be noted that the less computationally demanding DFT methods, which have
shown promise, continue to be developed to accurately describe non-covalent interactions.)
The time it takes to run a calculation also scales with the size of the system considered.
For example, the Hartree Fock method, one of the least expensive of ab initio methods,
scales O(N4), the size of the system raised to the fourth power. DFT scales by the same
magnitude. MP2 scales to the fifth power with respect to the size of the system. CISD and
CCSD methods both scale O(N6). Including higher order excitations increases the scaling.
CCSD(T) scales O(N7).
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3.3.2 Basis Set Superposition Error
When computationally studying non-covalent interactions, basis set superposition errors
(BSSE)64 can also effect the quality of results. The use of small, finite basis sets introduce
an inconsistency when one does a calculation on a complex and on separated fragments. For
example, when computing the interaction energy of a dimer complex, the interaction energy
is calculated by comparing the energy of the complex to the energy of the isolated fragments.
Eint = E(Complex AB)− E(Fragment A)− E(Fragment B) (3.1)
Because more atoms are present, two interacting fragments (Complex AB) have a larger
basis set than the individual non-interacting fragments (Fragment A and Fragment B). The
size of the basis set of a monomer in the complex and a non-interacting monomer differs. The
monomer in the complex has a larger effective basis set. It can sample the orbital space of the
other interacting monomer. Boys and Bernardi counterpoise (CP) corrections65,66 attempt
to address the inconsistency in the accessible basis functions of a particular monomer.
The interaction energy definition in Equation 3.1 can be rewritten using the notation
EBasisGeometry(Fragment).
Eint = E
AB
AB (AB)− EAA(A)− EBB (B) (3.2)
A CP correction would consider the energy difference between monomer in the monomer
basis set and the same monomer in the complex basis set as well as the geometry changes
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that occur as a monomer is allowed to experience additional basis functions.
ECPint = E
AB
AB (AB)− EABAB (A)− EABAB (B) (3.3)
+ [EAAB(A)− EAA(A)]
+ [EBAB(B)− EBB (B)]
The geometry of a monomer in the complex differs from the geometry of an isolated, relaxed
monomer. The terms in the square brackets (the relaxation energy) account for the energy
difference associated with the relaxation of the monomers from their complex geometry to
the geometry of isolated, non-interacting monomers. In a rigid monomer approximation, this
quantity would be zero, because the geometry of the monomer in the complex is the same
as the geometry of an isolated monomer.
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Chapter 4
Probing Phenylalanine/Adenine pi-Stacking Interactions in Protein
Complexes with Explicitly Correlated and CCSD(T) Computations∗
4.1 Abstract
To examine the effects of pi-stacking interactions between aromatic amino acid side chains and
adenine bearing ligands in crystalline protein structures, 26 toluene/(N9-methyl-)adenine
model configurations have been constructed from protein/ligand crystal structures. Full ge-
ometry optimizations with the MP2 method cause the 26 crystal structures to collapse to 6
unique structures. The complete basis set (CBS) limit of the CCSD(T) interaction energies
have been determined for all 32 structures by combining explicitly correlated MP2-R12 com-
putations with a correction for higher-order correlation effects from CCSD(T) calculations.
The CCSD(T) CBS limit interaction energies of the 26 crystal structures range from −3.19
to −6.77 kcal mol−1 and average −5.01 kcal mol−1. The CCSD(T) CBS limit interaction
energies of the optimized complexes increase by roughly 1.5 kcal mol−1 on average to −6.54
kcal mol−1 (ranging from −5.93 to −7.05 kcal mol−1). Corrections for higher-order correla-
tion effects are extremely important for both sets of structures and are responsible for the
modest increase in the interaction energy after optimization. The MP2 method overbinds
the crystal structures by 2.31 kcal mol−1 on average compared to 4.50 kcal mol−1 for the
∗ This work has been published in a peer reviewed journal67 and presented at regional and national profes-
sional meetings.
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optimized structures.
4.2 Introduction
Non-covalent interactions substantially influence nearly every type of biological processes.
Among these are an important class of dispersion interactions known as pi-stacking interac-
tions. Proteins and nucleic acids strongly rely upon pi-type interactions as determinants of
their basic structure and function.68–70 For example, pi-stacking interactions such as those of
nucleic acid bases and aromatic hydrocarbons play crucial roles in DNA base pair assembly
and protein folding.71 In addition to their immense importance to biochemistry, these inter-
actions contribute to many areas of medicinal chemistry such as in the reactivity of drugs72
and to areas of nanotechnology such as in the production of electronic devices.73
Given their preeminence in the areas of chemistry and biology, pi interactions have been
the focus of many experimental and theoretical investigations.37,42, 49, 50, 55, 56, 74–86 One of
the most interesting cases is the propensity for pi interactions to influence the alignment of
aromatic groups in the crystalline state of proteins.87 To examine the effects of pi interactions
in proteins with electronic structure computations, researchers use small prototypes to model
the energetics of large biological systems. The benzene dimer has been the most widely
studied model for aromatic pi-stacking interactions37,42, 44, 49, 50, 55, 56 and has provided much
insight on the nature of delocalized pi interactions.
Nature, however, is replete with N-substituted aromatic systems (e.g., nucleic acid bases)
as is the field of supramolecular chemistry (e.g., 1,3,5-triazine88). Adenine-bearing lig-
ands contribute to a vast majority of these complexes such as in adenosine 5’-triphosphate
(ATP),89,90 nicotinamide adenine dinucleotide phosphate (NADP+) and flavin adenine dinu-
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cleotide (FAD) interactions.91 While the role of pi-stacking interactions between nucleic acid
base dimers has been widely studied,71,75–77, 81, 84, 92–95 the stacking interactions between these
nucleic acid bases and aromatic amino acid residues in proteins have not been characterized
as thoroughly.
Models of these interactions range from simple prototypes such as pyridine/toluene79 and
triazine/benzene86 to mixed dimers composed of adenine and aromatic amino acid residues
such as phenylalanine (Phe). A few notable examples of the latter include the work of
Mao et al. in which adenosine 5’-triphosphate (ATP) recognition in 68 adenylate-binding
protein complexes was studied by pairing the adenine base with multiple residues including
lysine, arginine, phenylalanine, tryptophan and tyrosine.90 This work, which was done at
the MP2/6-311+G* level of theory, identified and analyzed three classes of binding inter-
actions (hydrogen bonding, pi-stacking interactions and cation-pi interactions) as significant
contributors to the overall binding of ATP in proteins. The effects of geometry and protona-
tion state were investigated in histidine-aromatic complexes (i.e. histidine interacting with
phenylalanine, tyrosine, tryptophan or adenine in gas phase, water and protein-like environ-
ments) by Caue¨t et al.96 MP2 computations with a specialized 6-31G(2d(0.8,0.2),p) basis
set and the polarized continuum model (PCM) revealed that stacked conformations became
more stable as the polarity of the solvent increases. Rutledge and coworkers have examined
the effects of orientation (vertical displacement, angle of rotation, horizontal displacement,
and tilt angle) on the interaction between four aromatic residues (histidine, phenylalanine,
tyrosine and tryptophan) with adenine or 3-methyl-adenine.80 Their MP2/aug-cc-pVXZ
(X=D,T) calculations show that the relative orientation of stacking interactions within ac-
tive sites account for 65-75% of the maximum stacking energy. In another study, Rutledge,
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Campbell-Verduyn and Wetmore have computed energies of dimers of four amino acids (his-
tidine, phenylalanine, tyrosine and tryptophan) and DNA or RNA nucleobases (adenine,
cytosine, guanine, thymine and uracil).82 From the MP2/6-31G*(0.25) potential energy sur-
faces examined, large stacking interactions (to a little over −10 kcal mol−1) were found as a
function of vertical separation, angle of rotation and horizontal displacement.
Because the presence of nitrogen atoms in pi-stacking interactions has substantial effects
on the binding energy,86,97 it is imperative that the high-accuracy computational procedures
applied to the (C6H6)2 prototype be extended to more biologically relevant models. Al-
though (C6H6)2 and other heterocyclic model systems have been well studied, they are not
appropriate in a rigorous investigation of the energetic aspects of pi-stacking interactions be-
tween the adenine ring and aromatic amino acid side-chains such as Phe. The adenine/Phe
interaction has been identified in protein complexes vital to many cellular processes. There-
fore, specific adenine/Phe model systems have been derived from these protein complexes in
order to study the energetic contributions these stacking interactions make to protein-ligand
complex formation, and ultimately protein action and function.
In the present study, 26 toluene/adenine and toluene/N9-methyl-adenine (9MeA) dimer
models have been generated from crystal structures of adenylate-binding protein complexes
that exhibit a pi-stacking interaction between a Phe residue and the adenine bearing ligand.
Although previous studies of this nature have acknowledged the importance of basis set
incompleteness and higher-order correlation effects,80,82, 88, 90 this work is, to our knowledge,
the first to directly address both issues and provide reliable estimates of the CCSD(T)
complete basis set (CBS) limit, pi-stacking interaction energies for this important class of
protein/adenine interactions.
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4.3 Theoretical Methods
To identify pi-stacking interactions between the side chain of Phe and the adenine ring, the
Protein Data Bank (PDB), housed at The Research Collaboratory for Structural Bioinfor-
matics,98,99 was searched using ReliBase,100 a program designed to identify protein-ligand
complexes using specific keywords and criterion.101 In order to obtain target Phe/adenine
stacking interactions, protein complexes containing an adenine ring ligand were first identi-
fied. Search terms included words such as adenine, adenosine and adenosine triphosphate. A
total of 281 protein complexes fit this initial criterion. Further analysis was done using Pro-
tein Explorer.102,103 A protein complex was then selected for the present study if it contained
a Phe residue in the vicinity of the adenine ring. The final criteria required the phenyl ring
of Phe and the adenine ring be to roughly parallel to each other (cf. lst paragraph of Results
and Discussion) and have a intermolecular distance of 4 A˚ or less. Ultimately, 26 protein
complexes that met the defined parameters were chosen for further study. Their PDB codes
are as follows: 1A8P, 1ADY, 1ASZ, 1B76, 1B7Y, 1C0A, 1DGK, 1DQA, 1E22, 1EQ2, 1EVL,
1F2U, 1F52, 1FVI, 1FW6, 1GGM, 1H7X, 1IVH, 1KMN, 1NDP, 1QHA, 1SES, 1ZID, 2PUB,
3KAR and 8GPB.
Toluene/9MeA and toluene/adenine models of these 26 protein/adenine-bearing ligand
complexes were generated by removing all extraneous atoms from the PDB coordinate file
(i.e. retaining only the atoms of the interacting rings). Hydrogen atoms were then added to
fill the resulting open valences, producing toluene from the Phe side chains and 9MeA from
the ligands (or just adenine in the case of 2PUB where adenine is the ligand).
Restricting all other atoms, the hydrogen atoms were optimized with molecular mechan-
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Figure 4.1: Overlay of the 26 crystal structures for the toluene/9MeA(adenine) model com-
plexes. The β-carbon of Phe is orange and H atoms are not shown.
ics calculations utilizing the Merck Molecular Force Field (MMFF)104 in the Spartan’04
software package.105 The convergence criterion for the RMS gradient was 4.5× 10−4 hartree
bohr−1 which gave an energy change of 8.0× 10−5 hartree. The resulting structures have all
non-hydrogen atoms in the exact geometry as found in the crystal structure of its original
protein complex and are, hereafter, referred to as the “crystal structures.” These 26 model
systems were then superimposed at the adenine ring to depict the distribution of Phe side
chains around this point of reference. The overlay of the 26 crystal structures is shown in
Figure 4.1.
Full geometry optimizations of the 26 crystal structures were initially carried out with
the MMFF as described in the previous paragraph. The resulting crystal structures were
further refined with second-order Møller-Plesset perturbation theory (MP2) optimizations
employing an STO-3G basis set augmented with even-tempered diffuse functions77,106 on all
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Figure 4.2: Overlay of the six unique MP2/DZP++ optimized toluene/9MeA(adenine) struc-
tures. The β-carbon of Phe is orange and H atoms are not shown.
atoms (αs(H) = 0.038228041, αsp(C) = 0.061975480, αsp(N) = 0.079658541). This custom
basis set is denoted STO-3G++.
After the MMFF and MP2/STO-3G++ optimizations, the 26 toluene/9MeA(adenine)
pairs (shown in Figure 4.1) collapsed to just 8 unique structures. These 8 structures were
then reoptimized at the MP2 level with a double-ζ basis set including diffuse and polarization
functions on all atoms (DZP++)106–108 and only 6 unique structures remained after optimiza-
tion at the MP2/DZP++ level. They are shown in Figure 4.2 and will be referred to as the
“optimized structures” in the remainder of this manuscript. To validate this MP2/STO-3G
→ MP2/DZP++ optimization procedure, full MP2/DZP++ optimizations were performed
on 6 different structures (1ADY, 1F52, 1FVI, 2PUB, 3KAR and 8GPB). In each case, both
procedures yielded the same optimized structure as long as the same internal coordinates
were used.
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CCSD(T) complete basis set (CBS) limits of the interaction energy (Eint) were esti-
mated for the 26 crystal structures and 6 optimized toluene/9MeA(adenine) dimers using
the popular prescription that combines MP2 CBS limit interaction energies with a cor-
rection for higher-order correlation effects.49,81, 109–111 MP2 CBS limit values for Eint were
obtained using the complementary auxiliary basis set explicitly correlated MP2 method
(CABS+MP2-R12)112 implemented in the MPQC software package.113 The CABS+MP2-R12
calculations employed the A
′
resolution of the identity approximations.112 A correlation con-
sistent double-ζ basis set, denoted haDZ (cc-pVDZ for H and aug-cc-pVDZ for C and N),
was used for the valence basis set while the large K2−− basis set112,114 was used for the aux-
iliary basis set. The K2−− basis set is obtained from the K2 basis set114 by removing basis
functions of the two highest orbital angular quantum numbers from each atom.112 Explicitly
correlated R12 methods “bypass the slow convergence of conventional methods, by augment-
ing the traditional orbital expansions with a small number of terms that depend explicitly
on the inter-electronic distance r12”28 and, thereby, effectively provide CBS limit correlation
energies from a single calculation rather than relying on extrapolation techniques for correla-
tion consistent basis sets. To account for basis set superposition error (BSSE),64 a standard
Boys and Bernardi counterpoise (CP) correction65,66 was applied to all CABS+MP2-R12
interaction energies. To determine the contribution from higher-order correlation effects,
CCSD(T) calculations were performed with the 6-31G*(0.25) basis set.92 A correction for
higher-order correlation effects (δE
CCSD(T)
MP2 ) was obtained by taking the difference between
the MP2 and CCSD(T) interaction energies without applying CP corrections because it has
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been shown that they are not needed to obtain reliable δE
CCSD(T)
MP2 values.
86
E
CCSD(T)/CBS
int = E
MP2/CBS
int + δE
CCSD(T)
MP2 (4.1)
The frozen-core approximation was adopted for all computations. Calculations were
performed with the MPQC,113 Molpro115 and PSI3116 quantum chemistry software packages.
4.4 Results and Discussion
Twenty six toluene/9MeA(adenine) models of the pi-stacking interaction between phenylala-
nine and adenine-bearing ligands have been generated from PDB crystal structures (Figure
4.1). After full geometry optimization, these 26 crystal structures collapsed to 6 distinct
geometrical arrangements (Figure 4.2). The distance (R in A˚) between the toluene center-
of-mass and the 9MeA (or adenine) center-of-mass is reported for each structure in Tables
4.1 and 4.2. The angles (in degrees) between the adenine and toluene rings are also reported
in Tables 4.1 and 4.2. The N-1, C-2 and N-3 atoms define the plane of the adenine ring while
C-1, C-2 and C-6 define the toluene plane. When other sets of atoms are used to define the
planes, the resulting angles differ only slightly (<1◦) from those reported here.
The MP2 and CCSD(T) CBS limit interaction energies of the 26 crystal structures are
reported in Table 4.1. The MP2 Eint values are quite large, ranging from −4.78 kcal mol−1
for 1FW6 to −9.86 kcal mol−1 for 1C0A with an average of −7.32 kcal mol−1. Of course, the
MP2 method overestimates Eint for pi-stacking. The δE
CCSD(T)
MP2 term in Table 4.1 corrects for
this by accounting for higher-order correlation effects. Despite the fact that the magnitude
of this term decreases rapidly as the fragments are separated
(≈ 1
R6
)
,42 the δE
CCSD(T)
MP2 values
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for the 26 crystal structures are as large as +3.68 kcal mol−1 and average +2.31 kcal mol−1.
Combining the two terms yields CCSD(T) CBS limit interaction energies that range from
−3.19 to −6.77 kcal mol−1 with an average of −5.01 kcal mol−1. The importance of the
higher-order correlation effects are evident when computing Eint for 1C0A and 1E22. At
the MP2 CBS limit, 1C0A is the most stable dimer. At the CCSD(T) CBS limit, however,
1E22 is 0.59 kcal mol−1 more stable than 1C0A. In contrast, 1FW6 is the least stable
toluene/9MeA(adenine) pair at both the MP2 and CCSD(T) CBS limits. An overlay of the
1C0A, 1E22 and 1FW6 crystal structures is shown in (Figure 4.3).
Interaction energies for the 6 unique optimized toluene/9MeA(adenine) structures are
reported in Table 4.2. Upon optimization, 17 of the 25 toluene/9MeA models collapse to the
same conformation, which is denoted opt17 because 17 of the crystal structures optimized to
that geometry. This set of 17 complexes includes the most and least stable crystal structures
(1C0A, 1E22 and 1FW6 in Table 4.1). Similar nomenclature was adopted for the other op-
timized structures.117 PDB codes were appended to the opt1 labels to avoid ambiguity. The
most stable optimized toluene/9MeA structure (opt1-8GPB in Table 4.2) has an interaction
energy of −7.05 kcal mol−1 at the CCSD(T) CBS limit and was obtained by applying the
geometry optimization procedures described in Section 4.3 to the 8GPB crystal structure.
No other complex converged to this structure.
As expected, the MP2 CBS limit interaction energies of the optimized complexes in Table
4.2 are larger than those reported for the crystal structures in Table 4.1 (by 3.72 kcal mol−1 on
average). With only 6 unique optimized structures, the MP2 Eint values span a fairly narrow
range of 1.36 kcal mol−1 (from −10.20 to −11.56 kcal mol−1) compared to a range of more
than 5 kcal mol−1 for the crystal structures. In contrast, the CCSD(T) CBS limit interaction
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Table 4.1: Intermolecular distances (in A˚), angles (in degrees) and CBS limit interaction
energies (in kcal mol−1) of the 26 crystal toluene/9MeA(adenine) structures
Structure Ra θb E
MP2/CBS
int δE
CCSD(T)
MP2 E
CCSD(T)/CBS
int
1A8P 3.68 8.3 −7.34 +2.23 −5.12
1ADY 3.88 3.2 −7.50 +2.08 −5.43
1ASZ 3.75 4.6 −8.58 +2.84 −5.75
1B76 3.90 27.4 −6.65 +2.47 −4.18
1B7Y 3.88 5.5 −7.87 +2.72 −5.15
1C0A 3.45 6.2 −9.86 +3.68 −6.18
1DGK 3.92 26.4 −6.38 +1.66 −4.71
1DQA 3.97 12.8 −7.09 +2.31 −4.78
1E22 3.53 0.9 −9.75 +2.98 −6.77
1EQ2 3.88 3.6 −7.71 +2.38 −5.33
1EVL 3.87 10.4 −7.72 +2.35 −5.36
1F2U 4.31 16.1 −6.46 +2.01 −4.45
1F52 4.15 34.8 −4.99 +1.28 −3.70
1FVI 4.72 7.40 −5.41 +1.58 −3.83
1FW6 5.02 11.4 −4.78 +1.58 −3.19
1GGM 3.82 8.2 −8.37 +2.92 −5.45
1H7X 3.66 7.9 −8.53 +2.58 −5.95
1IVH 4.63 20.8 −4.86 +1.27 −3.59
1KMN 3.52 13.3 −7.65 +2.86 −4.79
1NDP 3.76 6.9 −6.97 +2.07 −4.91
1QHA 3.92 23.0 −6.40 +1.62 −4.79
1SES 3.80 13.4 −8.27 +2.41 −5.86
1ZID 4.04 29.2 −6.22 +1.63 −4.58
3KAR 3.56 16.2 −8.09 +2.76 −5.33
8GPB 3.58 2.3 −8.87 +2.78 −6.09
2PUB 3.40 11.4 −7.91 +2.95 −4.96
Max 5.02 34.8 −9.86 +3.68 −6.77
Min 3.40 0.9 −4.78 +1.27 −3.19
Avg 3.91 12.8 −7.32 +2.31 −5.01
a Distance between toluene and 9MeA (or adenine in the case of 2PUB) centers of mass
b Angle between toluene and 9MeA (or adenine in the case of 2PUB) ring planes
38
Table 4.2: Intermolecular distances (in A˚), angles (in degrees) and CBS limit interaction
energies (in kcal mol−1) of the 6 optimized toluene/9MeA(adenine) structures
Structure Ra θb E
MP2/CBS
int δE
CCSD(T)
MP2 E
CCSD(T)/CBS
int
opt4c 3.25 3.0 −11.10 +4.52 −6.57
opt2d 3.37 0.7 −11.38 +4.60 −6.78
opt17e 3.29 2.2 −11.28 +4.59 −6.70
opt1-1F52 3.26 2.3 −10.73 +4.50 −6.24
opt1-8GPB 3.22 3.8 −11.56 +4.51 −7.05
opt1-2PUB 3.28 1.2 −10.20 +4.27 −5.93
Max 3.37 3.8 −11.56 +4.60 −7.05
Min 3.22 0.7 −10.20 +4.27 −5.93
Avg 3.28 2.2 −11.04 +4.50 −6.54
a Distance between toluene and 9MeA (or adenine in the case of 2PUB) centers of mass
b Angle between toluene and 9MeA (or adenine in the case of 2PUB) ring planes
c 1A8P, 1F2U, 1H7X and 3KAR optimized to this structure
d 1EQ2 and 1FVI optimized to this structure
e 1ADY, 1ASZ, 1B76, 1B7Y, 1C0A, 1DGK, 1DQA, 1E22, 1EVL, 1FW6, 1GGM, 1IVH
1KMN, 1NDP, 1SES, 1QHA and 1ZID optimized to this structure
energies increase by only 1.53 kcal mol−1 on average when the toluene/9MeA(adenine) dimers
are optimized. The average Eint at the CCSD(T) CBS limit in Table 4.2 is −6.54 kcal mol−1.
Higher-order correlation effects are responsible for this relatively modest increase from an
average of −5.01 kcal mol−1 in Table 4.1. The repulsive δECCSD(T)MP2 term increases by more
than 2 kcal mol−1 on average (to +4.50 kcal mol−1) when the structures are optimized,
which attenuates the large increases in the interaction energy at the MP2 CBS limit. The
δE
CCSD(T)
MP2 quantities reported here are appreciably larger than those reported for stacked
DNA base pairs in the JSCH-2005 benchmark database81,118 where δE
CCSD(T)
MP2 ranged from
1.82 kcal mol−1 to 3.57 kcal mol−1 for methylated and nonmethylated adenine/thymine,
guanine/cytosine dimers when computed with modified cc-pVDZ basis sets.
The CCSD(T) CBS limit interaction energies reported here for these toluene/9MeA(adenine)
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Figure 4.3: Overlay of the most and least stable crystal structures: 1C0A most stable at
MP2 CBS limit, 1E22 most stable at CCSD(T) CBS limit, 1FW6 least stable at MP2 and
CCSD(T) CBS limits. The β-carbon of Phe is orange and H atoms are not shown.
systems are reasonably consistent with MP2 interaction energies already reported for similar
systems. Using benzene/adenine to model the Phe/ligand interactions in six complexes, Mao
et al. computed MP2/6-311+G* Eint values that ranged from −0.54 kcal mol−1 to −6.37 kcal
mol−1.90 Two other investigations have probed benzene/adenine interactions with the MP2
method. They report optimal benzene/adenine interaction energies of −5.81 kcal mol−1 with
the 6-31G*(0.25) basis set82 and −8.05 kcal mol−1 with the aug-cc-pVTZ basis set.80 Despite
similarities between these MP2 results and the CCSD(T) interaction energies reported here,
MP2 computations were not able to correctly reproduce the CCSD(T) relative energies of
the non-optimized crystal structures examined in this work.
It is interesting to note that the optimized toluene/adenine complex (opt1-2PUB in Table
4.2) has a smaller interaction energy than the 5 optimized toluene/9MeA structures while
the Eint of the 2PUB crystal structure in Table 4.1 is very close to the average value for the
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25 toluene/9MeA crystal structures. At the CCSD(T) CBS limit, Eint of the toluene/adenine
complex increases by no more than 1.12 kcal mol−1 (from −5.93 to −7.05 kcal mol−1) upon
methylation at the N9 position of adenine. In contrast, MP2/aug-cc-pVTZ computations on
benzene/adenine complexes indicate that methylation at the N3 position of adenine increases
Eint by 5.33 kcal mol
−1 (from −8.05 to −13.38 kcal mol−1), presumably due to the cationic
nature of N3-methyl-adenine.80
4.5 Conclusions
To probe the pi-stacking interactions between Phe residues and adenine-bearing ligands,
26 toluene/ 9MeA(adenine) models have been generated from PDB crystal structures. Full
geometry optimizations cause the 26 crystal structures to collapse to 6 unique MP2/DZP++
optimized structures. Explicitly correlated CABS+MP2-R12 and CCSD(T) computations
have been combined to estimate the CBS limit of the CCSD(T) interaction energies for these
32 structures. The CCSD(T) CBS limit interaction energies of the 6 optimized structures
are quite large, ranging from −5.93 kcal mol−1 to −7.05 kcal mol−1 with an average of −6.54
kcal mol−1. These interactions proved to be quite strong in the 26 crystal structures as well
where the CCSD(T) CBS limit interaction energy was at least −3.19 kcal mol−1 and as large
as −6.77 kcal mol−1 at the CCSD(T) CBS limit. These values represent ≈ 45% – 96% (71%
on average) of the maximum interaction energy which indicates that pi-stacking interactions
in complexes involving Phe and an adenine ring are not optimal in terms of geometry/energy.
This investigation of protein/adenylate-ligand interactions also demonstrates that higher-
order correlation effects are quite important when describing pi-stacking interactions in crys-
tal structures. As expected, the difference between MP2 and CCSD(T) interaction energies
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(δE
CCSD(T)
MP2 ) is quite large for the six optimized structures (up to +4.60 kcal mol
−1 and
+4.50 kcal mol−1 on average). However, these higher-order correlation effects are still quite
significant for the 26 crystal structures (as large as 3.68 kcal mol−1 and 2.31 kcal mol−1 on
average). As such, a great deal of care must be exercised when examining these interactions
with computational schemes that simply rely on the cancellation of higher-order correla-
tion effects and basis set incompleteness errors. These results highlights the need for the
continued development of less demanding methods that can accurately describe pi-type inter-
actions (e.g., density functional theory with dispersion,119 spin scaled MP2 methods,120,121
spin component scaled CCSD,122 etc.)
4.6 Acknowledgments
The authors thank the Mississippi Center for Supercomputing Research for access to their
resources. The authors also thank former group members, Dr. Brian W. Hopkins and Adel
ElSohly, for their valuable suggestions and helpful discussions. Financial support for this
work was provided, in part, to GST from the National Science Foundation (EPS-0132618,
CHE-0517067) and to JRC from the American Chemical Society-Petroleum Research Fund
(39739-B).
4.7 Supporting Information Available
Cartesian coordinates of the six unique MP2/DZP++ optimized toluene/9MeA(adenine)
complexes. MP2 and CCSD(T) interaction energies obtained with the 6-31G*(0.25) basis set.
This material is available via the Internet at http://pubs.acs.org (DOI:10.1021/jp805528v).
42
Chapter 5
Hydrocarbon/Water Interactions: Encouraging Energetics and
Structures from DFT but Disconcerting Discrepancies for Hessian Indices∗
5.1 Abstract
In this work, ab initio electronic structure computations have been used to systematically
examine the structures and energetics of nine small hydrocarbon molecules interacting with
water. Full geometry optimizations and harmonic vibrational frequency calculations were
performed on 30 unique dimer configurations with the MP2 method and a triple-ζ correlation
consistent basis set (cc-pVTZ for H and aug-cc-pVTZ for C and O, denoted haTZ). Three
different estimates of the CCSD(T) complete basis set (CBS) limit interaction energies were
determined for all 30 MP2 optimized hydrocarbon/water structures, and they never deviate
from their mean by more than 0.07 kcal mol−1. MP2 and CCSD(T) interaction energies are
virtually identical (within 0.05 kcal mol−1) for dimer configurations primarily exhibiting CH
· · · O and OH · · · C type interactions, but MP2 overbinds appreciably in some dimers that
exhibited OH · · ·pi type interactions, by as much as 0.3 to 0.4 kcal mol−1 (or ≈ 10%) for
the unsaturated cyclic hydrocarbons examined (1,3-cyclobutadiene, 1,3-cyclopentadiene and
benzene). Four density functional theory (DFT) methods (B3LYP, B97-D, ωB97X-D and
M06-2X) were also applied to all 30 systems with the haTZ basis set to compare optimized
∗ This work has been published in a peer reviewed journal123 and presented at regional and national pro-
fessional meetings.
43
structures, energetics and numbers of imaginary vibrational frequencies (ni). The B97-D,
ωB97X-D and M06-2X functionals provide quite reasonable structures and energetics, which
is consistent with other studies. This work, however, finds that all 4 DFT methods examined
struggle to reliably characterize these potential energy surfaces (PESs). For example, the
values of ni from the DFT frequency calculations differed from the corresponding MP2 results
for approximately one third of the stationary points located.
5.2 Introduction
Weak non-covalent interactions have significant roles in many biological systems. Specifically,
hydrogen bonding is one of the most important weak intermolecular forces. For example,
it contributes to the crystal packing of organic molecules and to the structure of DNA and
proteins.68–71 The classical hydrogen bond is described as a hydrogen atom (H), covalently
bonded to a more electronegative atom (X), interacting with an adjacent electron-rich atom
or group (A), i.e. X− H · · ·A. Often both X and A are substantially more electronegative
than H (e.g. N, O, F and Cl), and this situation is often referred to as a moderately strong
hydrogen bond. Hydrogen bonds can still form, however, when X is only slightly more
electronegative than H. The C−H · · ·A weak hydrogen bond was introduced in 1937,124
and it is now generally accepted that the C−H group is capable of donating a hydrogen
bond.125–130 It has also been shown that pi electron systems can act as effective hydrogen bond
acceptors, i.e. X− H · · ·pi.131–133 Consequently, hydrocarbons can form effective hydrogen
bonds,134–147 even though not generally considered in this context.
C−H · · ·O and O−H · · ·pi interactions between water and simple hydrocarbons have
been widely studied with methane,136,145, 148–156 ethane,157 ethene,135,136, 155 acetylene,134,136, 138, 155, 157–162
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diacetylene,163 cyclobutadiene140 and benzene.133,144, 164–181 These experimental and theoret-
ical studies have been instrumental in demonstrating the ability of the C−H group to act
as a hydrogen bond donor.
Computational studies have helped characterize the strength of these non-covalent in-
teractions as well as their nature. For example, MP2/6-31++G(2d, 2p) computations on
the methane/water, ethene/water and acetylene/water dimers revealed that the magnitude
of the C− H · · ·O interaction depended strongly on the hybridization of the C atom (sp ¿
sp2 ¿ sp3).136 Using FnH3−nCH as a proton donor and H2O, CH3OH and H2CO as accep-
tors, Scheiner et. al. reported that C− H · · ·O and O−H · · ·O interactions differ only in
the direction of change of C−H/O− H bond lengths upon formation of hydrogen bonded
complexes.182 O−H bonds lengthen, which are accompanied by commensurate decreases in
the vibrational frequency of the corresponding stretching mode (a red shift); whereas C− H
bonds contract, and a commensurate increase in the vibrational frequency (a blue shift) is
observed. Both interactions having the same set of forces, authors attribute this difference
to a balance between electrostatic, polarization, charge transfer and dispersion forces push-
ing the donor hydrogen away and exchange forces pulling the donor hydrogen closer. After
analyzing MP2/6-31+G* scans of CF3H · · ·OH2 and CF3H · · ·Cl− complexes, Alabugin and
coworkers, alternatively, concluded that if there are weak hyperconjugation interactions, sig-
nificant changes in hybridization and polarization will cause the C− H bonds involved in
proton donation to contract upon formation of the complex, which are accompanied by a
blue shift of the vibrational frequency.183 Using MP2 computations on the structures of
HCCH, FCCH, ClCCH and NCH interacting with H2O, Scheiner and coworkers also show
that in sp hybridized alkynes, complexation causes the C−H bond to length and vibrational
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frequency experience a red shift.139 However, for sp3 hybridized alkanes, the C− H bond
contracts and a blue shift is seen, while there is little change in C− H bond distances of sp2
hybridized alkenes.
There is also significant interest in identifying efficient density functional methods that
can reliably describe these and other non-covalent interactions. Recent studies include the
work of Ma and coworkers in which DFT and CCSD(T) benzene/water binding energy
curves were compared.178 Results showed that BLYP, B3LYP, PBE and PBE0 methods
underestimate the interaction while dispersion corrected versions of the density functionals,
BLYP-D, DCACP-BLYP, PBE-D and DCACP-PBE, more closely reproduced CCSD(T)
binding energy curves. Mackie and DiLabio implemented dispersion corrections by using
carbon atom-centered effective potentials.184 For the benzene/water complex, results show
that the density functionals, B971, PBE, PBE1 and B3LYP, differ from CCSD(T) binding
energies by 0.58, 0.60, 0.57 and 0.03 kcal mol−1, respectively. For all functionals, however,
deviations of the center-of-mass separation between monomers never exceed 0.1 A˚. Careful
calibration against benchmark databases of interaction energies and potential energy curves
for a broad range of non-covalent dimers has shown that the dispersion corrected B97-D
generalized gradient approximation (GGA) density functional, its locally corrected ωB97X-
D hybrid variant and the M06-2X hybrid meta-GGA functional provide a good compromise
between accuracy and efficiency for a broad range of non-covalent interactions.185–187
This work probes the interactions of water with a variety of hydrocarbons ranging in
size from methane to benzene with sophisticated quantum mechanical methods. A vari-
ety of electronic structure techniques, including some promising density functional theory
(DFT) methods for non-covalent interactions, have been used to characterize the structures
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and energetics of CH4 (methane), C2H2 (acetylene), C2H4 (ethene), C2H6 (ethane), C4H2
(diacetylene), C4H4 (cyclobutadiene), C4H6 (butadiene), C5H6 (cyclopentadiene) and C6H6
(benzene) interacting with H2O (water). For each hydrocarbon/water dimer at least two
stationary points were identified (one involving a C− H · · ·O interaction and the other an
O−H · · ·pi interaction). Although a variety of studies have been performed on hydrocar-
bon/water interactions, in the present study the CCSD(T) complete basis set (CBS) limit
of the hydrocarbon/water interaction energies was determined for each structure. Two inde-
pendent means were used to calculate the CCSD(T) complete basis set (CBS) limit. Firstly,
it was estimated by combining explicitly correlated MP2-R12 interaction energies with a
correction for higher-order correlation effects. Secondly, the CCSD(T) CBS limit was de-
termined directly with CCSD(T)-F12 single point energy computations. Results for this set
of hydrocarbon/water dimers are compared to each other in order to gain insight into the
nature of the hydrocarbon/water interactions at the CCSD(T) CBS limit. Furthermore,
DFT results have also been compared to those from high level ab initio electronic struc-
ture computations to gauge their ability to reliably characterize not only the energetics of
both C− H · · ·O and O− H · · ·pi interactions between water and hydrocarbons but also the
structure and nature (Hessian index) of each stationary point.
5.3 Computational Methods
The molecular geometry of each stationary point was optimized with second order Møller-
Plesset perturbation theory (MP2). Harmonic vibrational frequency calculations at the same
level of theory were used to characterize the nature of each stationary point as a minimum
or saddlepoint on the potential energy surface (PES). For comparison, geometries were also
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optimized and vibrational frequencies computed with the B3LYP,188,189 B97-D,190 ωB97X-
D191 and M06-2X192 density functional theory methods. Residual Cartesian gradients were
less than 1.5 × 10−5 Eh a0−1 for all optimized structures. DFT calculations used a pruned
numerical integration grid, having 99 radial shells and 590 angular points per shell. A
correlation consistent triple-ζ basis set that augments the heavy (i.e. non-hydrogen) atoms
with diffuse functions was used for all optimizations and harmonic vibrational frequency
calculations, denoted haTZ (i.e. cc-pVTZ for H and aug-cc-pVTZ for C and O).
Interaction energies (Eint) were computed for all optimized structures by comparing the
electronic energy of the complex to those of the isolated, fully optimized fragments.
Eint = E(CxHy/H2O)− E(CxHy)− E(H2O) (5.1)
Electronic energies of the stationary points obtained were also computed with high level
computational methods and techniques. The MP2 complete basis set (CBS) electronic in-
teraction energy, E
MP2/CBS
int , for each stationary point was obtained with explicitly correlated
MP2-R12 computations.25–28 The MP2-R12 computation, which employed the A
′
resolution
of the identity approximation, were performed with the K2−− basis set.193 The K2−− basis
set is generated from the massive K2 basis set by removing basis functions of the two highest
angular momentum quantum numbers,194,195 and they have been shown to provide nearly
identical interaction energies for the benzene dimer195 and the water dimer.196 An additive
correction for higher-order correlation effects, δ
CCSD(T)
MP2 , was calculated by comparing the
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CCSD(T)/haTZ interaction energies to those from MP2/haTZ computations.
δ
CCSD(T)
MP2 = E
CCSD(T)/haTZ
int − EMP2/haTZint (5.2)
The CCSD(T) complete basis set (CBS) electronic interaction energy, E
CCSD(T)/CBS
int , was
estimated for all structures by combining explicitly correlated MP2-R12 interaction energies,
E
MP2/CBS
int , with the correction term for higher-order correlation, δ
CCSD(T)
MP2 .
49,81, 109, 110, 197
E
CCSD(T)/CBS
int = E
MP2/CBS
int + δ
CCSD(T)
MP2 (5.3)
A second means was used to estimate the CCSD(T) Eint at the CBS limit. Explicitly
correlated CCSD(T)-F12b single point energy computations were performed on each MP2
optimized structure198 using the specialized cc-pVTZ-F12 basis set (denoted VTZ-F12)199,200
and the corresponding default density fitting and resolution of the identity basis sets in
Molpro 2009.1.201 The perturbative triples contribution to the CCSD(T)-F12b energy was
not scaled.
All optimizations and harmonic vibrational frequency computations were performed with
the Gaussian 03202 and the Gaussian 09203 software packages. MP2-R12 computations
were performed using the MPQC software package.204,205 The Molpro 2006.1115 program
was used for CCSD(T) computations and the Molpro 2009.1201 program was used for
CCSD(T)-F12b computations. The frozen core approximation was employed for all MP2
and CCSD(T) computations. Although explicitly correlated methods provide interaction
energies close to the CBS limit, where basis set superposition error (BSSE)206,207 vanishes,
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counterpoise (CP) corrected208,209 CCSD(T)-F12b interaction energies have also been com-
puted to provide another means of assessing the quality of the estimated CBS limits. The
standard Boys-Bernardi procedure for flexible monomers was employed as detailed in several
reviews.197,210, 211
5.4 Results and Discussion
5.4.1 Structures
For each of the nine hydrocarbon/water systems (where CxHy = CH4, C2H2, C2H4, C2H6,
C4H2, C4H4, C4H6, C5H6 and C6H6) at least two, but as many as five, different structures
have been examined. These 30 structures are shown in Figures 1-4, along with a key inter-
molecular distance, depicted by the dashed lines. This intermolecular geometrical parameter
(R) is typically the distance from the H atom participating in the hydrogen bond to either (a)
the nearest C or O atom on the other fragment (denoted CH · · · O or OH · · · C) or (b) the
mid-point of the C− C bond depicted in the figures (denoted OH · · ·pi or OH2 · · ·pi). Excep-
tions to these definitions include the acetylene/water OH2 · · ·pi structure, the benzene/water
OH · · ·pi structure and the benzene/water OH2 · · ·pi structure, where R denotes the distance
between an H atom in the water to the C atom shown in the corresponding figure. Note that
the H atoms of the water are symmetry equivalent in the acetylene/water and benzene/water
OH2 · · ·pi structures. The Cartesian coordinates of the MP2/haTZ optimized structures can
be found in the Supporting Information.
It should be noted that alternative benzene/water OH · · ·pi and OH2 · · ·pi structures
have been reported where the plane of the water molecule bisects carbon-carbon bonds
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on opposite sides of the benzene ring.167,170, 173, 176, 177, 180 The two types of structures were
found to be isoenergetic. Consequently, the present study focused on the benzene/water
configurations shown in Figure 4, but a more detailed comparison can be found in the
Supporting Information.
5.4.2 CBS Limit Interaction Energies
Estimates of the MP2 and CCSD(T) complete basis set (CBS) limits of Eint are reported
in 5.1. Any inconsistencies in 5.1 are merely rounding errors because each entry has been
computed directly from the electronic energies and rounded to two decimal places. With
the exceptions of the acetylene and diacetylene structures, OH · · ·pi conformations provided
more strongly bound complexes for each set of hydrocarbon/water interactions than CH · · ·
O arrangements. The OH· · ·pi configuration of the cyclopentadiene/water dimer has the
largest Eint at the MP2 and CCSD(T) CBS limits (−4.16 and −3.79 ± 0.05 kcal mol−1,
respectively), while the OH2 · · ·pi configuration is virtually isoenergetic. These interaction
energies are only about 1 kcal mol−1 smaller than the corresponding values for the water
dimer (approximately −5 kcal mol−1 at both the MP2 CBS and CCSD(T) CBS limits).33,212
Relative to CCSD(T), MP2 tends to overbind by ≈0.3 kcal mol−1 (or roughly 10% of
Eint) for OH · · ·pi type interactions with the cyclic hydrocarbons examined. The largest
difference was observed for the cyclobutadiene/water dimer where the MP2/haTZ Eint was
0.40 kcal mol−1(or 14%) larger than the corresponding CCSD(T)/haTZ value. In contrast,
the correction term for higher order correlation effects, δ
CCSD(T)
MP2 , is very small for CH · · · O
interactions and actually negative (indicating that MP2 slightly underestimates these types
of interactions). These higher order correlation corrections are large enough to induce some
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qualitative changes in the energetics of hydrocarbon/water interactions. For example, the
MP2 CBS Eint values in 5.1 indicate that the OH · · ·pi type interactions in the benzene/water
dimer are slightly stronger than the CH · · · O interactions in the diacetylene/water dimer.
At the CCSD(T) CBS limit, the situation is reversed.
It can be seen from 4th and 5th columns of 5.1 that there is almost no difference between
the two estimates of the CCSD(T) CBS limit interaction energies. In most cases, the values
differed by no more than 0.02 kcal mol−1. The differences only exceeded 0.1 kcal mol−1
for the OH · · ·pi structures of acetylene/water and diacetylene/water. Counterpoise (CP)
corrected estimates of the CCSD(T) CBS limit for CCSD(T)-F12 computations are reported
in the last column of 5.1. CP corrections are larger for OH · · ·pi type interactions than those
for CH · · · O interactions. The average magnitude of the 30 CP corrections was 0.07 kcal
mol−1 (or roughly 3% of Eint). The largest CP correction was 0.13 kcal mol−1 (or roughly
4% of Eint) for the OH · · ·pi structure of the benzene/water dimer. The averages of these
three estimates of the CCSD(T) CBS Eint are reported in the first column of 5.2.
The CCSD(T) CBS Eint values computed here for water interacting with cyclobutadiene
are very similar to those reported by Jing and coworkers.140 They reported a slight preference
for the OH2 · · ·pi over the OH· · ·pi configuration by ≈ 0.4 kcal mol−1, which is essentially
identical to our value of ≈ 0.5 kcal mol−1. Our CCSD(T) CBS results for the unsaturated
cyclic hydrocarbons examined (1,3-cyclobutadiene, 1,3-cyclopentadiene and benzene) are
also consistent with an analysis of crystal structures, where estimates of CCSD(T) CBS
limit interaction energies indicated that OH· · ·pi type interactions (ranging from −3.18 to
−3.24 kcal mol−1) are significantly stronger than CH· · ·O type interactions (ranging from
−1.29 to −1.49 kcal mol−1).141 The interaction energies reported in 5.1 are somewhat larger
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because they were computed with fully optimized structures.
5.4.3 Comparison of Optimized Structures
The intermolecular distance, R, associated with each MP2/haTZ optimized structure is re-
ported in 5.3, while the DFT values are reported as deviations (∆R) from these reference
geometrical parameters. The trends associated with these deviations are similar to those
for the center-of-mass separations reported in the Supporting Information. Some stationary
points could not be located with certain density functional methods. In these situations,
the structures collapsed to another stationary point on the PES when re-optimized with
a particular DFT method. This behavior was observed twice for the B3LYP, B97-D and
ωB97X-D density functionals, whereas it occurred four times for M06-2X. In the B3LYP
case, the ethane/water CH · · · O structure collapsed to the OH · · · C structure and the
diacetylene/water OH2 · · ·pi structure collapsed to the CH · · · O structure. With the B97-D
density functional, the cyclopentadiene/water OH · · ·pi structure collapsed to the OH2 · · ·pi
structure and the benzene/water CH · · · O structure collapsed to the OH2 · · ·pi structure
reported in Supporting Information. With the ωB97X-D density functional, the cyclopen-
tadiene/water OH · · ·pi structure collapsed to the OH2 · · ·pi structure and the CH · · · O
benzene/water structure collapsed to the OH2 · · ·pi structure reported in Supporting In-
formation. Finally, when optimizing with the M06-2X functional, both the OH · · ·pi and
the OH2 · · ·pi diacetylene structures collapsed to the CH · · · O structure, and the cyclobu-
tadiene/water and cyclopentadiene/water OH · · ·pi structures collapsed to their respective
OH2 · · ·pi structure.
Some additional details regarding these optimizations are worth highlighting. Whenever a
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DFT optimization of an MP2/haTZ structure collapsed to different stationary point, we also
attempted to locate the stationary point by using every available DFT optimized structure as
a starting point for the optimization procedure (along with the corresponding force constants
from frequency calculations). If we were still not able to find the stationary point, then
we also performed CP corrected geometry optimizations. Unfortunately, the CP corrected
optimizations only helped us identify one stationary point with the ωB97X-D functional (the
OH · · ·pi structure of the benzene/water dimer).
The minimum root mean square (RMS) deviations between DFT and MP2 unweighted
Cartesian coordinates were also determined with the superpose program in TINKER,213 and
the results are reported in 5.3. The RMS deviation between B3LYP Cartesian coordinates
and MP2 Cartesian coordinates differ by as much as 0.47 A˚ (butadiene/water OH · · ·pi
structure). The B3LYP method significantly overestimates the R distance for hydrocar-
bon/water structures with discrepancies (∆R) growing as large as +0.34 A˚ for the ben-
zene/water OH2 · · ·pi structure and differing on average by 0.14 A˚. The dispersion corrected
B97-D and ωB97X-D functionals significantly improve results as compared to the B3LYP
functional. On average, their RMS deviations from the MP2 Cartesian coordinates are 0.09
A˚ and 0.08 A˚, respectively. Similarly, the ∆R average absolute deviation decreases to 0.11 A˚
for B97-D and 0.06 A˚ for ωB97X-D. With only one deviation value larger than 0.11 A˚ (0.24
A˚ for the cyclobutadiene/water OH2 · · ·pi structure), the M06-2X functional has an average
R distance deviation of 0.05 A˚. RMS deviations range 0.01 A˚ to 0.20 A˚, deviating by 0.05
A˚ on average.
Energetic criteria can also be used to gauge the quality of the DFT optimized struc-
tures. The data in 5.4 show how the CCSD(T) CBS limit Eint values change when various
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DFT optimized structures are used instead of the MP2 ones. The largest discrepancy be-
tween CCSD(T) CBS Eint determined using MP2 and DFT optimized structures is 0.41 kcal
mol−1 for the B3LYP optimized cyclopentadiene/water OH · · ·pi structure. Nevertheless,
CCSD(T) CBS interaction energies computed with B3LYP optimized structures only have
an average absolute deviation of 0.10 kcal mol−1 from those generated with MP2 optimized
structures. The differences are significantly smaller for the other three DFT methods, and
CCSD(T)/CBS results obtained with the B97-D, ωB97X-D and M06-2X structures are vir-
tually identical to those computed with the MP2/haTZ optimized geometries. The average
absolute deviations are 0.04, 0.02 and 0.02 kcal mol−1, respectively, with corresponding
maximum absolute deviations of 0.14, 0.06 and 0.07 kcal mol−1.
5.4.4 Comparison of Interaction Energies
Although estimates of the interaction energies at the CCSD(T) CBS limit have been gener-
ated for each DFT optimized structure, the DFT interaction energies are also of interest. For
the stationary points that we were able to locate, 5.2 lists the deviations of the MP2, B97-D,
ωB97X-D and M06-2X interaction energies computed with the haTZ basis set from the aver-
age of the CCSD(T) CBS limits in last 3 columns of 5.1). The results are entirely consistent
with previous efforts to calibrate these methods against CCSD(T) CBS limit interaction
energies.185–187 Therefore, we will only briefly summarize the results here.
Statistically, the MP2, B97-D, ωB97X-D and M06-2X methods exhibit very similar per-
formance with average absolute deviations of 0.24, 0.35, 0.26 and 0.29 kcal mol−1, respec-
tively, whereas the corresponding deviation for the B3LYP interaction energies is signifi-
cantly larger (0.83 kcal mol−1). The data in 5.2 indicate that the OH· · ·pi and OH2 · · ·pi
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configurations of water interacting with the face of cyclic hydrocarbons (cyclobutadiene, cy-
clopentadiene and benzene) are particularly challenging. This class of structures produces
the maximum absolute deviation for each method (0.72, 1.91, 0.93, 0.70 and 1.06 kcal mol−1
for MP2, B3LYP, B97-D, ωB97X-D and M06-2X, respectively).
The interaction energies corresponding to the deviations reported in 5.2 are provided
in 5.5 for the stationary points that were located. In this format, some additional trends
are more apparent. The B3LYP density functional yields significantly smaller interaction
energies for hydrocarbon/water structures than the MP2 method but still maintains the same
energetic ordering (i.e. smallest to largest Eint for a particular dimer). The B97-D functional
produces interaction energies that more closely match the MP2 values (particularly for OH
· · ·pi type structures and the ethane/water structures), but it does not maintain the energetic
ordering in some cases (e.g., in the acetylene/water complexes and the cyclobutadiene/water
complexes). The ωB97X-D and M06-2X functionals match the MP2 energetic ordering of
the hydrocarbon/water interactions, and despite some variation, their Eint values closely
resemble the energetics of those at the MP2 level of theory.
5.4.5 Comparison of Hessian Indices
The number of imaginary vibrational frequencies, ni, associated with each MP2 and DFT
optimized structure is also presented in 5.5. Recall that we were not able to locate two
stationary points with the B3LYP, B97-D and ωB97X-D functionals, while four could not
be located with M06-2X. Of the 28 structures optimized with B3LYP and B97-D, nine had
a different Hessian index (or number of imaginary frequencies) than obtained from MP2
calculations. The number of discrepancies increases to eleven for ωB97X-D. For the 26
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stationary points optimized with the M06-2X density functional, ni differed in nine cases.
The magnitudes of the offending frequencies (real or imaginary) were generally rather sizable,
making it unlikely that the discrepancies could be attributed to numerical issues, especially
given the tight convergence criteria and dense numerical integration grids employed in this
work. Only in the case of one discrepancy were the magnitudes of both the MP2 reference
frequency and the DFT frequency less than 10 cm−1. All vibrational frequencies are reported
in the Supporting Information so that interested readers can directly compare the MP2 and
DFT vibrational frequencies.
Our research group has previously observed a similar phenomenon when we noted that
many popular density functionals had problems reproducing CCSD(T) Hessian indices for
some rather challenging saddle points on the water dimer PES.214 For (H2O)2, discrepancies
were encountered for 2nd- and 3rd-order saddle points. In the present situation, however,
there is often disagreement over whether or not a particular structure is a minimum on the
PES.
5.5 Conclusion
To investigate the structures, energetics and nature of hydrocarbon/water interactions, 30
hydrocarbon/water dimer configurations were examined. Full geometry optimizations were
performed at the MP2 level of theory, as well with the B3LYP, B97-D, ωB97X-D and M06-2X
density functional methods. The corresponding vibrational frequencies were also computed
for each stationary point identified. Explicitly correlated MP2-R12 computations were com-
bined with a higher order correlation correction to estimate CCSD(T) CBS limit interaction
energies. For MP2 optimized structures, CCSD(T) CBS limit interaction energies were also
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estimated using the CCSD(T)-F12 method both with and without CP corrections for BSSE.
The three estimates of Eint at the CCSD(T) CBS limit consistently gave very similar values,
never deviating by more than ±0.07 kcal mol−1 from their mean. In some cases these inter-
action energies were quite substantial (as large as −3.79± 0.05 kcal mol−1 for the OH · · ·pi
structure of the cyclobutadiene/water dimer).
For OH· · ·pi structures, MP2 tends to slightly overestimate the magnitude of Eint relative
to CCSD(T) values obtained with the haTZ basis set. The differences can exceed 0.3 kcal
mol−1 (or roughly 10%), and grow as large as 0.40 kcal mol−1 for the cyclobutadiene/water
dimer. In contrast, the MP2 and CCSD(T) interaction energies never deviated by more than
0.04 kcal mol−1 for the CH· · ·O structures.
All four density functionals examined, including B3LYP, produced reasonable optimized
structures for high-level single energy point energy calculations to estimate the CCSD(T)
CBS limit interaction energies. Using B3LYP optimized structures instead of MP2 ones to
determine Eint at the CCSD(T) CBS limit only introduces an absolute deviation of 0.10 kcal
mol−1 on average, while the average absolute deviation introduced with B97-D, ωB97X-D
and M06-2X structures is 0.04 kcal mol−1 or less. Although B3LYP provided reasonable
optimized geometries, it did not give reliable Eint values. The other functionals performed
much better for Eint, similar to MP2 on average. The average absolute deviations from the
CCSD(T) CBS limit interaction energies ranged from 0.24–0.35 kcal mol−1 for the MP2,
B97-D, ωB97X-D and M06-2X methods.
Of the 30 stationary points identified via MP2 optimizations, we were not able to located
2 stationary points on the B3LYP, B97-D and ωB97X-D PESs using common optimization
procedures. With M06-2X, 4 structures were not located. These results are perhaps not
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unexpected given the flat nature of the PESs being explored. However, even when the same
structure was optimized with the MP2 and DFT methods, the corresponding frequency
calculations yielded different Hessian indices (or number of imaginary vibrational frequencies)
in a third of the cases. For the 28 structures identified, the value of ni from B3LYP, B97-D
and ωB97X-D frequency calculations differed from the MP2 Hessian index in 9, 9 and 11
cases, respectively. For the M06-2X functional, 9 of the 26 frequency calculations gave a
Hessian index that differed from the MP2 values. One interpretation of these results is that
the MP2 results are incorrect. Given the general agreement between MP2 and CCSD(T)
results, this possibility seems unlikely, particularly in cases where there is no consensus
among the DFT methods regarding the Hessian index. Instead, it seems more plausible
that these results should raise some concerns about the use of popular density functional
methods to locate and characterize (i.e., minimum or n-th order saddle point) stationary
points on the PESs of non-covalent complexes. The data also suggests that the development
and validation of DFT methods for the reliable description of non-covalent interactions may
require more than calibration against carefully curated benchmark databases of interaction
energies.
5.6 Supporting Information Available
Cartesian coordinates of MP2 optimized hydrocarbon/water geometries. CCSD(T) CBS
limit interaction energy calculations for DFT optimized structures. Vibrational frequencies.
This material is available free of charge via the Internet at http://pubs.acs.org (DOI:10.1021/ct300132e).
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Table 5.1: CBS limit interaction energies (Eint in kcal mol
−1) and higher-order correlation
effects (δ
CCSD(T)
MP2 in kcal mol
−1) for MP2 optimized stationary points of hydrocarbon/water
dimers.
Structure E
MP2/CBSa
int δ
CCSD(T)b
MP2 E
CCSD(T)/CBSc
int E
CCSD(T)/CBSd
int E
CCSD(T)/CBSd,e
int
CH4/H2O
OH · · · C −0.96 −0.04 −0.99 −1.01 −0.97
CH · · · O −0.63 −0.04 −0.66 −0.66 −0.64
C2H6/H2O
CH · · · O −1.32 −0.03 −1.35 −1.37 −1.31
OH · · · C −1.05 −0.05 −1.11 −1.12 −1.08
C2H2/H2O
CH · · · O −2.86 −0.03 −2.89 −2.89 −2.84
CH · · · O(p) −2.87 −0.02 −2.89 −2.89 −2.84
OH · · · pi −2.66 +0.15 −2.51 −2.62 −2.51
OH2 · · · pi −1.97 +0.04 −1.93 −1.98 −1.88
C4H2/H2O
CH · · · O −3.37 −0.03 −3.40 −3.40 −3.35
CH · · · O(p) −3.37 −0.03 −3.40 −3.40 −3.35
OH · · · pi −2.40 +0.16 −2.24 −2.35 −2.24
OH2 · · · pi −1.86 +0.05 −1.81 −1.85 −1.75
C2H4/H2O
OH · · · pi −2.75 +0.20 −2.54 −2.56 −2.48
CH2 · · · O −0.83 −0.03 −0.86 −0.85 −0.82
CH2 · · · O(pi) −1.33 −0.02 −1.35 −1.33 −1.28
C4H6/H2O
CH · · · O −1.13 −0.03 −1.16 −1.16 −1.13
CH2 · · · O −1.51 −0.03 −1.53 −1.54 −1.48
OH · · · pi −3.22 +0.23 −2.99 −3.01 −2.91
C4H4/H2O
CH · · · O(p) −1.39 −0.02 −1.41 −1.41 −1.37
CH · · · O −1.51 −0.02 −1.53 −1.54 −1.49
OH · · · pi −3.15 +0.40 −2.75 −2.79 −2.67
OH2 · · · pi −3.63 +0.38 −3.25 −3.28 −3.16
C5H6/H2O
CH · · · O −1.26 −0.04 −1.31 −1.31 −1.27
OH · · · pi −4.16 +0.35 −3.81 −3.84 −3.72
OH2 · · · pi −4.10 +0.30 −3.80 −3.82 −3.70
C6H6/H2O
CH · · · O −1.28 −0.03 −1.30 −1.29 −1.25
CH · · · O(np) −1.48 −0.02 −1.50 −1.49 −1.44
CH · · · O(p) −1.28 −0.02 −1.31 −1.29 −1.25
OH · · · pi −3.56 +0.32 −3.24 −3.27 −3.13
OH2 · · · pi −3.46 +0.28 −3.18 −3.17 −3.06
a MP2-R12/K2−− d CCSD(T)-F12/VTZ-F12
b
δ
CCSD(T)
MP2 = E
CCSD(T)/haTZ
int −EMP2/haTZint e Counterpoise Corrected
c E
CCSD(T)/CBS
int = E
MP2/CBS
int + δ
CCSD(T)
MP2
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Table 5.2: Deviations of MP2/haTZ and DFT/haTZ interaction energies (∆Eint in kcal
mol−1) from the average of the CCSD(T)/CBS interaction energies (Eavgint in kcal mol
−1).
CCSD(T)/CBS MP2 B3LYP B97-D ωB97X-D M06-2X
Structure Eavgint ∆Eint ∆Eint ∆Eint ∆Eint ∆Eint
CH4/H2O
OH · · · C −0.99 ± 0.02 −0.00 +0.68 −0.35 −0.04 −0.08
CH · · · O −0.65 ± 0.01 −0.01 +0.42 +0.11 +0.17 +0.16
C2H6/H2O
CH · · · O −1.34 ± 0.02 −0.02 a −0.37 +0.02 −0.14
OH · · · C −1.10 ± 0.02 −0.07 +0.74 −0.40 −0.04 −0.07
C2H2/H2O
CH · · · O −2.87 ± 0.02 −0.09 +0.47 +0.34 +0.11 +0.04
CH · · · O(p) −2.87 ± 0.01 −0.09 +0.48 +0.40 +0.16 +0.04
OH · · · pi −2.55 ± 0.07 −0.27 +0.64 −0.30 −0.16 −0.26
OH2 · · · pi −1.93 ± 0.05 −0.10 +0.77 −0.23 −0.31 −0.44
C4H2/H2O
CH · · · O −3.38 ± 0.02 −0.12 +0.55 +0.49 +0.16 +0.05
CH · · · O(p) −3.38 ± 0.02 −0.12 +0.55 +0.53 +0.20 +0.05
OH · · · pi −2.28 ± 0.07 −0.30 +0.82 −0.23 −0.06 a
OH2 · · · pi −1.81 ± 0.05 −0.17 a −0.19 −0.28 a
C2H4/H2O
OH · · · pi −2.53 ± 0.03 −0.33 +0.72 −0.47 −0.27 −0.30
CH2 · · · O −0.84 ± 0.02 −0.09 +0.54 +0.16 +0.19 +0.07
CH2 · · · O(pi) −1.32 ± 0.03 −0.08 +0.80 +0.27 +0.25 +0.04
C4H6/H2O
CH · · · O −1.15 ± 0.01 −0.06 +0.54 +0.17 +0.21 +0.21
CH2 · · · O −1.52 ± 0.02 −0.14 +0.86 +0.28 +0.25 +0.07
OH · · · pi −2.97 ± 0.04 −0.47 +1.18 −0.53 −0.53 −0.68
C4H4/H2O
CH · · · O(p) −1.40 ± 0.01 −0.11 +0.54 +0.20 +0.20 +0.19
CH · · · O −1.52 ± 0.02 −0.14 +0.53 +0.17 +0.12 +0.17
OH · · · pi −2.74 ± 0.05 −0.72 +0.88 −0.64 −0.38 a
OH2 · · · pi −3.23 ± 0.05 −0.70 +1.06 −0.93 −0.65 −0.92
C5H6/H2O
CH · · · O −1.30 ± 0.02 −0.12 +0.60 +0.20 +0.18 +0.27
OH · · · pi −3.79 ± 0.05 −0.67 +1.63 a a a
OH2 · · · pi −3.77 ± 0.05 −0.58 +1.91 −0.70 −0.70 −1.06
C6H6/H2O
CH · · · O −1.28 ± 0.02 −0.11 +0.62 a a +0.27
CH · · · O(np) −1.48 ± 0.02 −0.14 +0.63 +0.23 +0.23 +0.27
CH · · · O(p) −1.28 ± 0.02 −0.11 +0.62 +0.20 +0.23 +0.27
OH · · · pi −3.21 ± 0.05 −0.63 +1.68 −0.32 −0.49 −0.71
OH2 · · · pi −3.14 ± 0.04 −0.57 +1.89 −0.34 −0.58 −0.77
Max. Absolute Deviation 0.72 1.91 0.93 0.70 1.06
Min. Absolute Deviation 0.00 0.42 0.11 0.02 0.04
Avg. Absolute Deviation 0.24 0.83 0.35 0.26 0.29
a Collapses to different stationary point. (See text for details.)
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Table 5.3: The intermolecular distance (R in A˚) for the MP2 optimized structures, and the
deviations (∆R and RMSD in A˚) of the DFT optimized structures from the MP2 reference
geometries.
MP2 B3LYP B97-D ωB97X-D M06-2X
Structure R ∆R RMSD ∆R RMSD ∆R RMSD ∆R RMSD
CH4/H2O
OH · · · C 2.54 +0.19 0.10 +0.01 0.10 +0.00 0.06 −0.11 0.05
CH · · · O 2.64 +0.17 0.08 +0.11 0.06 +0.08 0.04 +0.10 0.05
C2H6/H2O
CH · · · O 2.74 a a +0.18 0.09 +0.18 0.07 −0.09 0.05
OH · · · C 2.52 +0.23 0.18 +0.04 0.21 +0.02 0.06 −0.09 0.04
C2H2/H2O
CH · · · O 2.20 +0.03 0.02 +0.15 0.11 −0.01 0.11 −0.01 0.02
CH · · · O(p) 2.19 +0.04 0.01 +0.17 0.08 −0.01 0.02 −0.00 0.01
OH · · ·pi 2.35 +0.10 0.05 +0.12 0.06 +0.04 0.04 +0.00 0.03
OH2 · · ·pi 2.95 +0.17 0.09 −0.06 0.03 −0.01 0.01 −0.10 0.05
C4H2/H2O
CH · · · O 2.15 +0.04 0.03 +0.16 0.14 +0.00 0.13 −0.00 0.02
CH · · · O(p) 2.15 +0.03 0.01 +0.17 0.08 +0.00 0.02 −0.00 0.02
OH · · ·pi 2.40 +0.18 0.22 +0.11 0.07 +0.07 0.12 a a
OH2 · · ·pi 3.41 a a −0.05 0.06 +0.04 0.36 a a
C2H4/H2O
OH · · ·pi 2.37 +0.12 0.08 +0.08 0.04 +0.03 0.03 +0.01 0.20
CH2 · · · O 2.96 +0.27 0.13 +0.20 0.10 +0.10 0.05 −0.01 0.01
CH2 · · · O(pi) 2.73 +0.21 0.10 +0.15 0.08 +0.06 0.03 −0.07 0.04
C4H6/H2O
CH · · · O 2.48 +0.13 0.11 +0.12 0.06 +0.05 0.02 +0.03 0.01
CH2 · · · O 2.65 +0.24 0.10 +0.04 0.12 +0.08 0.03 −0.03 0.03
OH · · ·pi 2.47 +0.04 0.47 +0.19 0.16 +0.25 0.15 +0.10 0.12
C4H4/H2O
CH · · · O(p) 2.42 +0.11 0.04 +0.13 0.06 +0.03 0.03 +0.02 0.02
CH · · · O 2.40 +0.10 0.05 +0.13 0.14 +0.04 0.21 +0.03 0.06
OH · · ·pi 2.30 +0.15 0.28 +0.10 0.14 +0.06 0.14 a a
OH2 · · ·pi 2.32 +0.11 0.44 +0.23 0.19 +0.25 0.15 +0.24 0.19
C5H6/H2O
CH · · · O 2.45 +0.13 0.13 +0.12 0.24 +0.04 0.25 +0.04 0.02
OH · · ·pi 2.35 +0.11 0.31 a a a a a a
OH2 · · ·pi 2.61 +0.24 0.11 −0.03 0.02 +0.05 0.02 −0.02 0.03
C6H6/H2O
CH · · · O 2.46 +0.15 0.06 a a a a +0.05 0.02
CH · · · O(np) 2.42 +0.14 0.05 +0.14 0.06 +0.05 0.02 +0.04 0.01
CH · · · O(p) 2.46 +0.15 0.06 +0.13 0.06 +0.06 0.02 +0.04 0.01
OH · · ·pi 2.51 +0.09 0.36 +0.05 0.02 +0.13 0.11 +0.09 0.13
OH2 · · ·pi 2.75 +0.34 0.14 −0.03 0.01 +0.03 0.02 −0.06 0.02
Max. Absolute Deviation 0.34 0.47 0.23 0.24 0.25 0.36 0.24 0.20
Min. Absolute Deviation 0.03 0.01 0.01 0.01 0.00 0.01 0.00 0.01
Avg. Absolute Deviation 0.14 0.14 0.11 0.09 0.06 0.08 0.05 0.05
a Collapses to different stationary point. (See text for details.)
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Table 5.4: The CCSD(T) CBS limit interaction energya (Eint in kcal mol
−1) obtained with
MP2 optimized structures and deviations (∆Eint in kcal mol
−1) when using DFT optimized
structures.
Structure MP2 B3LYP B97-D ωB97X-D M06-2X
CH4/H2O Eint ∆Eint ∆Eint ∆Eint ∆Eint
OH · · · C −0.99 +0.07 +0.02 +0.01 +0.04
CH · · · O −0.66 +0.04 +0.01 +0.01 +0.02
C2H6/H2O
CH · · · O −1.35 b +0.03 +0.03 +0.06
OH · · · C −1.11 +0.09 +0.04 +0.01 +0.04
C2H2/H2O
CH · · · O −2.88 +0.00 +0.12 +0.04 +0.00
CH · · · O(p) −2.89 +0.00 +0.08 +0.01 +0.00
OH · · · pi −2.51 −0.01 +0.00 −0.02 −0.01
OH2 · · · pi −1.93 +0.06 +0.02 −0.01 +0.05
C4H2/H2O
CH · · · O −3.40 +0.00 +0.14 +0.04 −0.00
CH · · · O(p) −3.40 +0.00 +0.13 +0.01 +0.00
OH · · · pi −2.24 −0.00 +0.00 −0.02 b
OH2 · · · pi −1.81 b +0.02 −0.06 b
C2H4/H2O
OH · · · pi −2.54 +0.02 −0.01 −0.01 +0.03
CH2 · · · O −0.86 +0.10 +0.06 +0.02 −0.00
CH2 · · · O(pi) −1.35 +0.13 +0.07 +0.03 +0.03
C4H6/H2O
CH · · · O −1.16 +0.03 +0.02 +0.01 −0.00
CH2 · · · O −1.53 +0.11 +0.07 +0.01 +0.01
OH · · · pi −2.99 +0.27 −0.02 −0.04 +0.04
C4H4/H2O
CH · · · O(p) −1.41 +0.09 −0.03 −0.03 −0.00
CH · · · O −1.53 +0.27 +0.01 −0.05 −0.00
OH · · · pi −2.75 +0.02 +0.03 −0.00 b
OH2 · · · pi −3.25 +0.01 +0.04 +0.03 −0.00
C5H6/H2O
CH · · · O −1.31 +0.03 +0.04 +0.05 +0.00
OH · · · pi −3.81 +0.41 b b b
OH2 · · · pi −3.80 +0.22 +0.01 −0.03 +0.03
C6H6/H2O
CH · · · O −1.30 +0.04 b b −0.02
CH · · · O(np) −1.50 +0.03 +0.03 −0.02 −0.02
CH · · · O(p) −1.31 +0.03 +0.02 −0.02 −0.02
OH · · · pi −3.24 +0.39 −0.04 −0.01 +0.07
OH2 · · · pi −3.18 +0.29 +0.01 −0.04 +0.03
Max. Absolute Deviation 0.41 0.14 0.06 0.07
Min. Absolute Deviation 0.00 0.00 0.00 0.00
Avg. Absolute Deviation 0.10 0.04 0.02 0.02
a E
CCSD(T)/CBS
int = E
MP2/CBS
int + δ
CCSD(T)
MP2
b Collapses to different stationary point. (See text for details.)
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Table 5.5: Number of imaginary vibrational frequencies (ni) and interaction energies (Eint
in kcal mol−1) for MP2 and DFT optimized hydrocarbon/water structures.
MP2 B3LYP B97-D ωB97X-D M06-2X
Structure ni Eint ni Eint ni Eint ni Eint ni Eint
CH4/H2O
OH · · · C 0 −0.99 0 −0.31 0 −1.34 1 −1.03 0 −1.07
CH · · · O 0 −0.66 1 −0.24 2 −0.55 0 −0.49 0 −0.49
C2H6/H2O
CH · · · O 0 −1.36 a 0 −1.71 0 −1.32 0 −1.49
OH · · · C 0 −1.17 0 −0.36 0 −1.50 0 −1.15 0 −1.18
C2H2/H2O
CH · · · O 0 −2.97 0 −2.40 0 −2.53 0 −2.77 0 −2.84
CH · · · O(p) 1 −2.96 1 −2.40 1 −2.47 1 −2.71 0 −2.83
OH · · · pi 0 −2.82 0 −1.91 0 −2.84 0 −2.71 0 −2.80
OH2 · · · pi 1 −2.03 1 −1.16 1 −2.16 1 −2.24 1 −2.37
C4H2/H2O
CH · · · O 0 −3.51 0 −2.83 0 −2.90 0 −3.22 0 −3.34
CH · · · O(p) 1 −3.51 1 −2.83 1 −2.85 1 −3.19 0 −3.34
OH · · · pi 0 −2.58 0 −1.46 0 −2.51 0 −2.34 a
OH2 · · · pi 1 −1.97 a 1 −1.99 2 −2.09 a
C2H4/H2O
OH · · · pi 0 −2.86 0 −1.80 0 −2.99 0 −2.79 0 −2.82
CH2 · · · O 2 −0.93 2 −0.31 2 −0.68 0 −0.65 0 −0.77
CH2 · · · O(pi) 1 −1.41 2 −0.52 1 −1.05 1 −1.07 1 −1.28
C4H6/H2O
CH · · · O 1 −1.21 2 −0.62 2 −0.98 2 −0.94 1 −0.95
CH2 · · · O 1 −1.66 2 −0.65 1 −1.23 1 −1.26 1 −1.45
OH · · · pi 0 −3.44 2 −1.80 0 −3.50 1 −3.51 0 −3.65
C4H4/H2O
CH · · · O(p) 1 −1.50 2 −0.86 2 −1.20 2 −1.20 1 −1.21
CH · · · O 0 −1.65 0 −0.99 0 −1.35 1 −1.40 0 −1.35
OH · · · pi 0 −3.46 0 −1.86 0 −3.38 0 −3.12 a
OH2 · · · pi 0 −3.93 0 −2.17 0 −4.16 0 −3.87 0 −4.14
C5H6/H2O
CH · · · O 1 −1.42 0 −0.70 2 −1.09 1 −1.12 2 −1.03
OH · · · pi 0 −4.46 0 −2.16 a a a
OH2 · · · pi 1 −4.36 1 −1.86 0 −4.47 0 −4.48 0 −4.84
C6H6/H2O
CH · · · O 1 −1.39 1 −0.67 a a 0 −1.01
CH · · · O(np) 1 −1.62 0 −0.84 2 −1.25 1 −1.25 0 −1.21
CH · · · O(p) 1 −1.40 1 −0.67 2 −1.08 2 −1.05 0 −1.01
OH · · · pi 0 −3.85 1 −1.54 1 −3.54 1 −3.70 0 −3.92
OH2 · · · pi 1 −3.71 1 −1.25 2 −3.48 0 −3.71 0 −3.91
a Collapses to different stationary point. (See text for details.)
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Figure 5.1: Configurations of water interacting with 2 simple alkanes (methane and ethane)
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Figure 5.2: Configurations of water interacting with 2 linear alkynes (acetylene and diacetylene)
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Figure 5.3: Configurations of water interacting with 2 acyclic alkynes (ethene and 1,3-
butadiene)
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Figure 5.4: Configurations of water interacting with 3 unsaturated cyclic hydrocarbons (1,3-
cyclobutadiene, 1,3-cyclopentadiene and benzene)
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Chapter 6
Concluding Remarks
The research reported here demonstrates that higher-order correlation effects are quite im-
portant when describing hydrogen bonded and pi-stacking interactions. In chapter 4, the
difference between MP2 and CCSD(T) interaction energies (δE
CCSD(T)
MP2 ) is large for the six
optimized toluene/9MeA(adenine) model structures (up to +4.60 kcal mol−1 and +4.50 kcal
mol−1 on average). In the 26 crystal structures, these higher-order correlation effects are as
large as 3.68 kcal mol−1 and 2.31 kcal mol−1 on average. In Chapter 5, MP2 tends to slightly
overestimate the magnitude of Eint relative to CCSD(T) values obtained with the haTZ ba-
sis set in OH· · ·pi hydrocarbon/water structures. In the cyclobutadiene/water dimer, the
difference is as large as 0.40 kcal mol−1. For the CH· · · O structures, however, the MP2 and
CCSD(T) interaction energies never deviated by more than 0.04 kcal mol−1.
The CCSD(T) CBS limit interaction energies proved to be rather strong in both the pi-
stacking interactions in Chapter 4, as well as the hydrogen bonding interactions in Chapter
5. In the 26 toluene/9MeA(adenine) crystal structures reported in Chapter 4, the interaction
energy was at least −3.19 kcal mol−1 and as large as −6.77 kcal mol−1 at the CCSD(T) CBS
limit. The six optimized structures had interaction energies ranging from −5.93 kcal mol−1
to −7.05 kcal mol−1 with an average of −6.54 kcal mol−1. In Chapter 5, the OH · · ·pi con-
formations of the hydrocarbon/water structures provided more strongly bound complexes
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for each set of hydrocarbon/water interactions than CH · · · O arrangements (with the ex-
ceptions of the acetylene and diacetylene structures). The OH· · ·pi configuration of the
cyclopentadiene/water dimer has the largest Eint at the MP2 and CCSD(T) CBS limits
(−4.16 and −3.79± 0.05 kcal mol−1, respectively), while the OH2 · · ·pi configuration is vir-
tually isoenergetic. These interaction energies are only about 1 kcal mol−1 smaller than the
corresponding values for the water dimer (approximately −5 kcal mol−1 at both the MP2
CBS and CCSD(T) CBS limits).
DFT methods in Chapter 5 struggle to reliably characterize both the energetics of CH · · ·
O and OH· · ·pi interactions between water and hydrocarbons and the structure and nature
(Hessian index) of each stationary point. Dispersion corrected functionals, B97-D, ωB97X-D
and M06-2X, provided reasonable results for Eint (similar to MP2 on average). The B3LYP
functional did not give reliable Eint values. Of the 30 stationary points identified via MP2
optimizations, two stationary points on the B3LYP, B97-D and ωB97X-D PESs were not
able to be located using common optimization procedures. Four structures were not located
on the M06-2X PES. Of the 28 structures identified, the value of ni from B3LYP, B97-D and
ωB97X-D frequency calculations differed from the MP2 Hessian index in 9, 9 and 11 cases,
respectively. For the M06-2X functional, 9 of the 26 frequency calculations gave a Hessian
index that differed from the MP2 values.
This work highlights the need for the continued development of less demanding meth-
ods that can accurately describe non-covalent interactions. The data also suggests that the
development and validation of DFT methods for the reliable description of non-covalent in-
teractions may require more than calibration against carefully curated benchmark databases
of interaction energies. Care should be taken when using popular density functional methods
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to locate and characterize (i.e., minimum or n-th order saddle point) stationary points on
the PESs of non-covalent complexes.
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Table A1: CCSD(T) CBS limit interaction energies (Eint in kcal mol
−1) for B3LYP stationary
points of hydrocarbon/water structures.
Structure E
MP2/CBSa
int δ
CCSD(T)b
MP2 E
CCSD(T)/CBSc
int
CH4/H2O
OH · · · C −0.89 −0.03 −0.92
CH · · · O −0.60 −0.03 −0.63
C2H6/H2O
CH · · · O d d d
OH · · · C −0.97 −0.05 −1.02
C2H2/H2O
CH · · · O −2.85 −0.03 −2.88
CH · · · O(p) −2.86 −0.03 −2.89
OH · · · pi −2.63 +0.11 −2.52
OH2 · · · pi −1.89 +0.02 −1.87
C4H2/H2O
CH · · · O −3.36 −0.04 −3.40
CH · · · O(p) −3.37 −0.04 −3.40
OH · · · pi −2.34 +0.09 −2.25
OH2 · · · pi d d d
C2H4/H2O
OH · · · pi −2.69 +0.16 −2.52
CH2 · · · O −0.74 −0.02 −0.76
CH2 · · · O(pi) −1.21 −0.01 −1.22
C4H6/H2O
CH · · · O −1.10 −0.03 −1.13
CH2 · · · O −1.40 −0.02 −1.42
OH· · · pi −2.91 +0.18 −2.73
C4H4/H2O
CH · · · O(p) −1.37 −0.02 −1.39
CH · · · O −1.49 −0.02 −1.51
OH · · · pi −2.91 +0.25 −2.66
OH2 · · · pi −3.23 +0.25 −2.98
C5H6/H2O
CH · · · O −1.23 −0.04 −1.28
OH · · · pi −3.65 +0.25 −3.40
OH2 · · · pi −3.77 +0.19 −3.58
C6H6/H2O
CH · · · O −1.24 −0.03 −1.27
CH · · · O(np) −1.45 −0.02 −1.47
CH · · · O(p) −1.26 −0.02 −1.28
OH · · · pi −3.05 +0.19 −2.85
OH2 · · · pi −3.04 +0.15 −2.89
a MP2-R12/K2−−
b
δ
CCSD(T)
MP2 = E
CCSD(T)/haTZ
int − EMP2/haTZint
c E
CCSD(T)/CBS
int = E
MP2/CBS
int + δ
CCSD(T)
MP2
d Collapses to different stationary point. (See text for details.)
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Table A2: CCSD(T) CBS limit interaction energies (Eint in kcal mol
−1) for B97-D stationary
points of hydrocarbon/water structures.
Structure E
MP2/CBSa
int δ
CCSD(T)b
MP2 E
CCSD(T)/CBSc
int
CH4/H2O
OH · · · C −0.94 −0.04 −0.97
CH · · · O −0.62 −0.03 −0.65
C2H6/H2O
CH · · · O −1.30 −0.03 −1.32
OH · · · C −1.01 −0.05 −1.07
C2H2/H2O
CH · · · O −2.73 −0.04 −2.77
CH · · · O(p) −2.79 −0.02 −2.81
OH · · · pi −2.62 +0.11 −2.51
OH2 · · · pi −1.96 +0.05 −1.91
C4H2/H2O
CH · · · O −3.21 −0.05 −3.26
CH · · · O(p) −3.23 −0.04 −3.27
OH · · · pi −2.36 +0.11 −2.24
OH2 · · · pi −1.85 +0.06 −1.79
C2H4/H2O
OH · · · pi −2.73 +0.18 −2.55
CH2 · · · O −0.78 −0.02 −0.80
CH2 · · · O(pi) −1.27 −0.01 −1.28
C4H6/H2O
CH · · · O −1.12 −0.02 −1.14
CH2 · · · O −1.45 −0.02 −1.47
OH· · · pi −3.25 +0.24 −3.01
C4H4/H2O
CH · · · O(p) −1.36 −0.02 −1.38
CH · · · O −1.45 −0.04 −1.49
OH · · · pi −3.09 +0.31 −2.78
OH2 · · · pi −3.63 +0.39 −3.24
C5H6/H2O
CH · · · O −1.20 −0.06 −1.27
OH · · · pi d d d
OH2 · · · pi −4.12 +0.33 −3.79
C6H6/H2O
CH · · · O d d d
CH · · · O(np) −1.45 −0.02 −1.47
CH · · · O(p) −1.26 −0.02 −1.28
OH · · · pi −3.58 +0.30 −3.28
OH2 · · · pi −3.48 +0.32 −3.17
a MP2-R12/K2−−
b
δ
CCSD(T)
MP2 = E
CCSD(T)/haTZ
int − EMP2/haTZint
c E
CCSD(T)/CBS
int = E
MP2/CBS
int + δ
CCSD(T)
MP2
d Collapses to different stationary point. (See text for details.)
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Table A3: CCSD(T) CBS limit interaction energies (Eint in kcal mol
−1) for ωB97X-D sta-
tionary points of hydrocarbon/water structures.
Structure E
MP2/CBSa
int δ
CCSD(T)b
MP2 E
CCSD(T)/CBSc
int
CH4/H2O
OH · · · C −0.94 −0.04 −0.98
CH · · · O −0.62 −0.03 −0.65
C2H6/H2O
CH · · · O −1.29 −0.03 −1.32
OH · · · C −1.03 −0.06 −1.09
C2H2/H2O
CH · · · O −2.80 −0.05 −2.85
CH · · · O(p) −2.86 −0.03 −2.89
OH · · · pi −2.65 +0.12 −2.53
OH2 · · · pi −1.97 +0.03 −1.94
C4H2/H2O
CH · · · O −3.31 −0.05 −3.36
CH · · · O(p) −3.36 −0.04 −3.40
OH · · · pi −2.37 +0.11 −2.26
OH2 · · · pi −1.86 −0.01 −1.87
C2H4/H2O
OH · · · pi −2.74 +0.18 −2.56
CH2 · · · O −0.81 −0.03 −0.84
CH2 · · · O(pi) −1.30 −0.02 −1.32
C4H6/H2O
CH · · · O −1.13 −0.03 −1.16
CH2 · · · O −1.49 −0.03 −1.52
OH· · · pi −3.22 +0.19 −3.03
C4H4/H2O
CH · · · O(p) −1.38 −0.03 −1.41
CH · · · O −1.44 −0.05 −1.50
OH · · · pi −3.09 +0.31 −2.78
OH2 · · · pi −3.60 +0.31 −3.30
C5H6/H2O
CH · · · O −1.18 −0.08 −1.25
OH · · · pi d d d
OH2 · · · pi −4.09 +0.26 −3.82
C6H6/H2O
CH · · · O d d d
CH · · · O(np) −1.50 −0.02 −1.52
CH · · · O(p) −1.30 −0.03 −1.32
OH · · · pi −3.51 +0.26 −3.25
OH2 · · · pi −3.47 +0.26 −3.22
a MP2-R12/K2−−
b
δ
CCSD(T)
MP2 = E
CCSD(T)/haTZ
int − EMP2/haTZint
c E
CCSD(T)/CBS
int = E
MP2/CBS
int + δ
CCSD(T)
MP2
d Collapses to different stationary point. (See text for details.)
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Table A4: CCSD(T) CBS limit interaction energies (Eint in kcal mol
−1) for M06-2X station-
ary points of hydrocarbon/water structures.
Structure E
MP2/CBSa
int δ
CCSD(T)b
MP2 E
CCSD(T)/CBSc
int
CH4/H2O
OH · · · C −0.92 −0.04 −0.95
CH · · · O −0.61 −0.03 −0.65
C2H6/H2O
CH · · · O −1.26 −0.03 −1.29
OH · · · C −1.01 −0.06 −1.20
C2H2/H2O
CH · · · O −2.86 −0.03 −2.89
CH · · · O(p) −2.87 −0.02 −2.89
OH · · · pi −2.65 +0.14 −2.52
OH2 · · · pi −1.93 +0.05 −1.88
C4H2/H2O
CH · · · O −3.37 −0.03 −3.40
CH · · · O(p) −3.37 −0.04 −3.40
OH · · · pi d d d
OH2 · · · pi d d d
C2H4/H2O
OH · · · pi −2.68 +0.17 −2.51
CH2 · · · O −0.83 −0.03 −0.86
CH2 · · · O(pi) −1.29 −0.03 −1.32
C4H6/H2O
CH · · · O −1.13 −0.03 −1.16
CH2 · · · O −1.49 −0.03 −1.52
OH· · · pi −3.16 +0.20 −2.96
C4H4/H2O
CH · · · O(p) −1.39 −0.03 −1.41
CH · · · O −1.50 −0.03 −1.53
OH · · · pi d d d
OH2 · · · pi −3.60 +0.35 −3.25
C5H6/H2O
CH · · · O −1.26 −0.05 −1.31
OH · · · pi d d d
OH2 · · · pi −4.06 +0.30 −3.76
C6H6/H2O
CH · · · O −1.29 −0.03 −1.32
CH · · · O(np) −1.50 −0.02 −1.52
CH · · · O(p) −1.30 −0.03 −1.32
OH · · · pi −3.47 +0.31 −3.17
OH2 · · · pi −3.45 +0.30 −3.15
a MP2-R12/K2−−
b
δ
CCSD(T)
MP2 = E
CCSD(T)/haTZ
int − EMP2/haTZint
c E
CCSD(T)/CBS
int = E
MP2/CBS
int + δ
CCSD(T)
MP2
d Collapses to different stationary point. (See text for details.)
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Table A5: Interaction energies (Eint in kcal mol
−1) for the MP2/haTZ optimized structures,
and deviations (∆Eint in kcal mol
−1) of DFT/haTZ optimized structure from MP2 reference
energies.
MP2 B3LYP B97-D ωB97X-D M06-2X
Structure Eint ∆Eint ∆Eint ∆Eint ∆Eint
CH4/H2O
OH · · · C −0.99 +0.68 −0.35 −0.04 −0.08
CH · · · O −0.66 +0.42 +0.11 +0.17 +0.17
C2H6/H2O
CH · · · O −1.36 a −0.35 +0.04 −0.13
OH · · · C −1.17 +0.81 −0.33 +0.02 −0.00
C2H2/H2O
CH · · · O −2.97 +0.57 +0.43 +0.20 +0.13
CH · · · O(p) −2.96 +0.57 +0.49 +0.25 +0.13
OH · · · pi −2.82 +0.91 −0.02 +0.11 +0.02
OH2 · · · pi −2.03 +0.87 −0.13 −0.21 −0.34
C4H2/H2O
CH · · · O −3.51 +0.67 +0.61 +0.28 +0.17
CH · · · O(p) −3.51 +0.67 +0.65 +0.32 +0.17
OH · · · pi −2.58 +1.12 +0.07 +0.24 a
OH2 · · · pi −1.97 a −0.02 −0.11 a
C2H4/H2O
OH · · · pi −2.86 +1.05 −0.13 +0.07 +0.03
CH2 · · · O −0.93 +0.63 +0.25 +0.28 +0.16
CH2 · · · O(pi) −1.41 +0.88 +0.35 +0.34 +0.12
C4H6/H2O
CH · · · O −1.21 +0.60 +0.24 +0.27 +0.27
CH2 · · · O −1.66 +1.01 +0.43 +0.40 +0.21
OH · · · pi −3.44 +1.65 −0.05 −0.06 −0.20
C4H4/H2O
CH · · · O(p) −1.50 +0.65 +0.31 +0.31 +0.30
CH · · · O −1.65 +0.67 +0.31 +0.26 +0.31
OH · · · pi −3.46 +1.60 +0.08 +0.34 a
OH2 · · · pi −3.93 +1.76 −0.24 +0.05 −0.22
C5H6/H2O
CH · · · O −1.42 +0.72 +0.33 +0.30 +0.39
OH · · · pi −4.46 +2.30 a a a
OH2 · · · pi −4.36 +2.50 −0.11 −0.12 −0.48
C6H6/H2O
CH · · · O −1.39 +0.73 a a +0.38
CH · · · O(np) −1.62 +0.78 +0.37 +0.38 +0.41
CH · · · O(p) −1.40 +0.73 +0.31 +0.34 +0.39
OH · · · pi −3.85 +2.31 +0.31 +0.14 −0.08
OH2 · · · pi −3.71 +2.46 +0.23 −0.01 −0.20
Maximum Absolute Error 2.50 0.65 0.40 0.48
Minimum Absolute Error 0.42 0.02 0.01 0.00
Average Absolute Error 1.08 0.27 0.20 0.21
a Collapses to different stationary point. (See text for details.)
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Table A6: The center-of-mass distance (Rcom in A˚) for the MP2 optimized structures, and the
deviations (∆Rcom in A˚) of the DFT optimized strutures from the MP2 reference geometries.
Structure MP2 B3LYP B97-D ωB97X-D M06-2X
CH4/H2O Rcom ∆Rcom ∆Rcom ∆Rcom ∆Rcom
OH · · · C 3.31 0.18 0.01 0.03 0.10
CH · · · O 4.12 0.16 0.11 0.07 0.09
C2H6/H2O
CH · · · O 3.40 a 0.02 0.05 0.11
OH · · · C 4.05 0.20 0.00 0.02 0.09
C2H2/H2O
CH · · · O 4.25 0.01 0.06 0.10 0.03
CH · · · O(p) 4.26 0.02 0.17 0.03 0.02
OH · · · pi 3.10 0.10 0.10 0.02 0.02
OH2 · · · pi 2.99 0.17 0.07 0.01 0.11
C4H2/H2O
CH · · · O 5.52 0.00 0.06 0.09 0.03
CH · · · O(p) 5.52 0.01 0.16 0.03 0.03
OH · · · pi 3.54 0.33 0.05 0.11 a
OH2 · · · pi 3.46 a 0.01 0.44 a
C2H4/H2O
OH · · · pi 3.15 0.11 0.08 0.02 0.01
CH2 · · · O 4.44 0.28 0.21 0.10 0.01
CH2 · · · O(pi) 3.77 0.22 0.16 0.06 0.09
C4H6/H2O
CH · · · O 5.48 0.18 0.09 0.04 0.02
CH2 · · · O 4.47 0.23 0.09 0.06 0.06
OH · · · pi 2.91 0.64 0.09 0.03 0.10
C4H4/H2O
CH · · · O(p) 4.92 0.09 0.13 0.02 0.01
CH · · · O 4.89 0.08 0.04 0.12 0.00
OH · · · pi 3.17 0.35 0.20 0.15 a
OH2 · · · pi 2.89 0.57 0.14 0.05 0.13
C5H6/H2O
CH · · · O 5.10 0.14 0.05 0.08 0.03
OH · · · pi 2.89 0.47 a a a
OH2 · · · pi 2.79 0.25 0.02 0.04 0.03
C6H6/H2O
CH · · · O 5.33 0.14 a a 0.02
CH · · · O(np) 5.29 0.13 0.15 0.03 0.03
CH · · · O(p) 5.33 0.14 0.14 0.05 0.03
OH · · · pi 2.99 0.56 0.05 0.05 0.14
OH2 · · · pi 2.87 0.35 0.03 0.03 0.05
Max. Absolute Deviation 0.64 0.21 0.44 0.14
Min. Absolute Deviation 0.00 0.00 0.01 0.00
Avg. Absolute Deviation 0.22 0.09 0.07 0.05
a Collapses to different stationary point. (See text for details.)
100
Table A7: CBS limit interaction energies (Eint in kcal mol
−1) and higher-order correlation
effects (δ
CCSD(T)
MP2 in kcal mol
−1) for MP2/haTZ optimized alternative benzene/water struc-
tures.
Structure ni E
MP2
int E
MP2/CBSa
int δ
CCSD(T)b
MP2 E
CCSD(T)/CBSc
int E
CCSD(T)/CBSd
int E
CCSD(T)/CBSd,e
int
C6H6/H2O
OH · · · pi 1 −3.84 −3.56 +0.32 −3.24 −3.27 −3.14
OH2 · · · pi 2 −3.70 −3.45 +0.28 −3.17 −3.18 −3.06
a MP2-R12/K2−−
b
δ
CCSD(T)
MP2 = E
CCSD(T)/haTZ
int −EMP2/haTZint
c E
CCSD(T)/CBS
int = E
MP2/CBS
int +δ
CCSD(T)
MP2
d CCSD(T)-F12/VTZ-F12
e Counterpoise Corrected
Figure 6.1: Alternative configurations of water interacting with benzene
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Table A8: Vibrational frequencies (in cm−1) of the CH4/H2O OH · · · C structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A’ Symmetry
1 78.8 48.4 48.4 73.1 78.9
2 87.4 59.6 100.1 96.1 109.5
3 119.6 92.8 125.3 115.3 144.4
4 1358.8 1341.3 1304.7 1346.1 1344.2
5 1360.3 1343.6 1308.6 1348.5 1346.5
6 1588.1 1559.3 1517.3 1565.0 1564.1
7 1634.9 1630.5 1614.8 1640.1 1621.8
8 3064.8 3024.3 2929.9 3037.7 3054.6
9 3198.1 3125.5 3053.8 3153.9 3163.5
10 3206.6 3130.4 3060.8 3164.0 3177.0
11 3819.1 3796.1 3720.5 3873.9 3866.5
12 3944.7 3898.3 3830.5 3979.7 3968.6
A” Symmetry
13 26.3 29.0 41.5 −10.9 68.6
14 96.2 67.2 105.1 100.7 90.5
15 183.2 155.9 203.7 186.3 182.0
16 1357.2 1343.5 1308.4 1345.1 1341.0
17 1592.9 1561.4 1519.1 1569.1 1569.1
18 3200.2 3124.9 3050.6 3155.5 3167.4
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Table A9: Vibrational frequencies (in cm−1) of the CH4/H2O CH · · · O structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A’ Symmetry
1 39.1 −12.3 −35.2 14.1 34.2
2 65.2 43.0 50.5 41.6 81.4
3 86.3 80.6 74.7 79.0 121.2
4 1350.4 1336.0 1299.0 1336.8 1334.3
5 1362.1 1346.1 1309.6 1348.1 1346.2
6 1592.1 1561.0 1517.8 1566.3 1567.6
7 1629.2 1628.2 1611.6 1637.1 1620.2
8 3066.2 3024.3 2929.9 3038.6 3059.0
9 3200.2 3123.0 3049.6 3155.6 3170.7
10 3208.2 3134.6 3065.9 3164.0 3177.5
11 3821.3 3800.7 3724.4 3882.7 3871.2
A” Symmetry
12 11.9 15.7 −18.9 42.0 53.1
13 19.7 36.9 11.7 52.8 94.8
14 112.4 103.5 97.3 107.3 107.0
15 1363.8 1347.4 1311.1 1349.9 1347.7
16 1593.3 1561.8 1518.8 1566.9 1568.5
17 3199.7 3122.6 3049.1 3155.5 3170.0
18 3948.7 3903.6 3836.3 3990.6 3975.4
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Table A10: Vibrational frequencies (in cm−1) of the C2H6/H2O CH · · · O structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A’ Symmetry
1 66.4 a 46.0 58.9 74.7
2 97.1 a 97.9 104.8 119.8
3 122.9 a 157.8 123.8 153.3
4 833.2 a 794.8 838.4 830.2
5 1024.9 a 948.8 1013.2 1017.8
6 1230.9 a 1191.3 1229.0 1224.5
7 1412.1 a 1366.1 1411.5 1404.4
8 1434.0 a 1379.3 1435.4 1427.5
9 1526.2 a 1460.6 1512.3 1510.6
10 1535.0 a 1473.6 1521.1 1520.4
11 1628.9 a 1612.4 1637.6 1617.1
12 3062.4 a 2930.9 3036.6 3049.1
13 3078.1 a 2948.4 3053.6 3068.8
14 3147.1 a 3007.5 3108.1 3120.7
15 3172.2 a 3034.4 3132.9 3145.7
16 3814.6 a 3722.0 3871.2 3862.2
17 3940.6 a 3831.4 3977.8 3964.1
A” Symmetry
18 64.2 a 44.7 31.0 99.0
19 102.9 a 103.3 100.3 119.3
20 168.9 a 191.4 163.3 184.0
21 335.6 a 320.4 334.1 344.0
22 828.7 a 791.8 832.8 824.5
23 1231.0 a 1190.5 1227.4 1223.1
24 1528.2 a 1461.0 1511.3 1511.0
25 1530.0 a 1469.7 1518.3 1517.1
26 3136.5 a 2994.1 3094.6 3104.3
27 3167.1 a 3027.8 3129.3 3140.4
a Collapses to different stationary point. (See text for details.)
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Table A11: Vibrational frequencies (in cm−1) of the C2H6/H2O OH · · · C structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A’ Symmetry
1 44.2 15.3 13.1 40.5 51.2
2 75.3 51.8 106.4 80.4 81.8
3 113.7 93.6 119.4 88.6 111.1
4 839.6 831.7 796.6 843.4 838.8
5 1027.9 995.5 952.5 1016.9 1022.8
6 1235.9 1225.4 1191.5 1232.0 1229.5
7 1420.0 1415.1 1372.6 1417.3 1412.6
8 1436.2 1422.7 1378.3 1435.9 1429.8
9 1525.4 1504.1 1459.5 1510.1 1510.1
10 1529.7 1508.4 1470.5 1513.4 1513.2
11 1632.3 1630.1 1614.8 1638.4 1618.2
12 3062.6 3017.1 2931.7 3037.1 3049.9
13 3078.5 3030.1 2947.0 3054.1 3070.2
14 3142.3 3069.0 3005.1 3102.4 3112.0
15 3170.0 3096.0 3031.2 3131.8 3144.3
16 3817.0 3794.9 3720.2 3873.5 3865.1
17 3942.4 3897.0 3829.4 3979.1 3967.1
A” Symmetry
18 19.4 34.6 38.6 28.0 40.9
19 51.0 37.3 70.8 49.1 62.4
20 185.6 154.2 208.8 165.8 178.3
21 315.3 303.2 296.1 306.6 309.0
22 841.1 836.8 811.4 845.9 840.5
23 1236.5 1229.6 1201.5 1233.7 1229.5
24 1525.5 1504.1 1458.8 1510.7 1509.8
25 1530.3 1506.9 1464.0 1513.9 1513.1
26 3144.9 3065.9 2999.3 3102.4 3115.1
27 3170.1 3094.4 3028.8 3130.7 3143.2
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Table A12: Vibrational frequencies (in cm−1) of the C2H2/H2O CH · · · O structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A’ Symmetry
1 49.0 58.5 65.2 77.2 89.5
2 101.9 108.6 102.6 130.3 121.5
3 116.9 109.6 142.8 157.9 141.9
4 628.3 680.3 627.3 707.4 719.5
5 796.7 815.5 783.5 833.3 833.8
6 1630.6 1629.4 1612.5 1637.1 1621.0
7 1958.8 2056.8 1999.4 2076.3 2091.6
8 3391.1 3364.4 3320.4 3360.6 3378.1
9 3505.1 3491.1 3435.6 3500.1 3511.0
10 3821.2 3801.3 3725.2 3879.6 3869.8
A” Symmetry
11 61.0 66.2 56.4 68.8 70.9
12 187.1 193.9 187.1 213.1 198.2
13 633.6 683.8 631.3 709.7 724.9
14 814.4 832.6 795.2 851.1 853.4
15 3946.9 3903.0 3835.6 3985.9 3973.0
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Table A13: Vibrational frequencies (in cm−1) of the C2H2/H2O CH · · · O(p) structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A1 Symmetry
1 117.3 108.8 105.4 124.0 121.7
2 1630.4 1629.3 1611.5 1637.3 1620.8
3 1959.0 2057.1 2001.0 2077.9 2091.4
4 3392.3 3366.6 3331.4 3367.9 3378.4
5 3505.4 3491.7 3439.5 3502.7 3510.7
6 3821.7 3802.6 3729.1 3885.2 3870.5
B1 Symmetry
7 −37.9 −44.7 −88.2 −75.4 89.8
8 95.7 98.8 82.0 101.0 118.3
9 627.7 679.7 624.4 706.5 720.4
10 795.3 813.5 776.7 827.3 833.9
B2 Symmetry
11 59.7 65.4 49.8 69.0 62.6
12 183.0 188.1 163.1 194.8 191.5
13 633.2 683.4 628.8 709.7 723.3
14 813.3 831.1 788.9 846.7 851.8
15 3947.7 3904.6 3840.4 3992.8 3974.0
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Table A14: Vibrational frequencies (in cm−1) of the C2H2/H2O OH · · ·pi structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A’ Symmetry
1 114.0 96.9 132.0 109.4 124.3
2 189.1 184.2 162.5 167.2 159.2
3 756.2 769.7 748.6 781.2 791.6
4 766.2 779.3 756.6 789.1 798.6
5 1635.8 1633.2 1616.0 1642.2 1623.9
6 1964.4 2064.4 2004.9 2085.5 2097.9
7 3517.0 3506.8 3450.1 3520.2 3524.3
8 3782.9 3757.1 3689.6 3834.3 3838.8
9 3923.7 3879.3 3812.4 3960.8 3952.4
A” Symmetry
10 46.0 45.2 52.8 48.6 26.0
11 119.1 110.4 109.3 121.4 102.1
12 382.5 370.7 360.1 381.0 392.6
13 611.6 666.8 611.2 695.6 709.9
14 625.1 679.3 624.1 706.5 720.5
15 3428.9 3406.9 3353.5 3415.9 3417.9
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Table A15: Vibrational frequencies (in cm−1) of the C2H2/H2O OH2 · · ·pi structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A1 Symmetry
1 87.3 67.6 87.1 109.8 112.0
2 759.6 773.0 751.7 783.8 793.3
3 1631.1 1631.9 1614.5 1646.7 1628.2
4 1964.6 2065.1 2005.8 2085.9 2098.1
5 3517.4 3507.6 3450.2 3520.4 3524.3
6 3823.5 3802.4 3724.5 3880.6 3871.2
A2 Symmetry
7 156.5 140.0 162.3 175.6 206.8
8 613.4 668.3 614.6 697.8 712.4
B1 Symmetry
9 −157.0 −155.0 −225.7 47.6 −59.1
10 758.0 771.0 751.7 783.1 793.9
11 3935.5 3892.5 3815.4 3973.3 3958.7
B2 Symmetry
12 23.3 23.3 32.6 38.7 16.2
13 297.2 274.9 324.4 314.9 342.9
14 616.5 671.6 616.6 700.6 714.2
15 3429.3 3407.8 3353.5 3416.2 3417.9
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Table A16: Vibrational frequencies (in cm−1) of the C4H2/H2O CH · · · O structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A’ Symmetry
1 12.2 34.4 76.1 46.8 47.2
2 50.5 58.7 88.1 109.0 115.7
3 111.8 103.9 281.2 143.1 123.1
4 230.1 249.0 311.6 249.4 244.9
5 472.4 534.5 551.0 539.3 543.0
6 610.5 652.2 676.5 687.4 703.4
7 704.9 752.9 761.5 788.5 792.2
8 898.2 915.3 909.7 909.8 911.9
9 1631.1 1630.0 1643.3 1638.7 1621.7
10 1996.0 2104.2 2041.6 2137.6 2150.7
11 2181.6 2272.3 2215.9 2324.1 2330.8
12 3398.8 3383.7 3345.6 3376.5 3400.7
13 3478.7 3469.0 3418.0 3480.9 3486.0
14 3820.8 3802.1 3761.0 3880.8 3870.0
A” Symmetry
15 36.6 39.1 101.1 46.3 37.8
16 161.9 170.0 258.9 188.0 171.2
17 242.2 260.4 317.9 264.7 258.1
18 473.2 535.2 551.6 540.5 544.0
19 610.8 653.0 677.1 689.3 703.9
20 733.8 776.6 778.3 813.2 814.9
21 3946.2 3903.4 3856.8 3987.0 3972.9
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Table A17: Vibrational frequencies (in cm−1) of the C4H2/H2O CH · · · O(p) structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A1 Symmetry
1 111.8 103.8 88.9 113.9 115.7
2 898.2 915.3 901.8 910.1 911.9
3 1631.1 1630.0 1611.9 1638.3 1621.7
4 1996.0 2104.2 2037.6 2138.2 2150.7
5 2181.6 2272.4 2200.7 2324.5 2330.8
6 3398.9 3384.6 3355.9 3386.5 3400.7
7 3478.7 3469.0 3413.8 3481.0 3486.0
8 3820.9 3802.6 3729.6 3885.2 3870.0
B1 Symmetry
9 −9.2 −17.2 −85.5 −64.1 47.2
10 50.0 51.5 41.2 50.1 123.1
11 230.1 248.8 238.5 246.4 244.9
12 472.4 534.6 507.8 539.5 543.0
13 610.5 652.1 602.2 687.7 703.4
14 704.8 752.1 683.7 782.7 792.2
B2 Symmetry
15 36.6 39.1 30.6 41.0 37.8
16 161.7 168.6 149.3 172.9 171.2
17 242.2 260.1 246.1 260.0 258.1
18 473.2 535.3 508.0 540.4 544.0
19 610.8 652.9 602.9 688.3 703.9
20 733.7 775.9 702.8 807.0 814.9
21 3946.3 3904.0 3840.5 3992.2 3972.9
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Table A18: Vibrational frequencies (in cm−1) of the C4H2/H2O OH · · ·pi structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A Symmetry
1 17.3 16.7 22.5 19.8 a
2 58.8 63.4 62.2 78.7 a
3 100.7 80.6 119.1 103.2 a
4 176.2 163.4 153.4 160.1 a
5 217.7 230.2 229.0 230.2 a
6 221.3 238.8 230.9 237.0 a
7 297.5 277.6 298.8 307.3 a
8 464.3 531.0 504.2 536.3 a
9 467.4 532.6 507.6 538.5 a
10 622.4 665.3 617.3 700.5 a
11 629.2 670.1 617.7 704.3 a
12 629.9 672.7 622.7 707.2 a
13 636.2 676.7 624.0 710.3 a
14 897.6 914.9 902.0 909.8 a
15 1632.7 1631.0 1616.4 1642.9 a
16 2000.3 2109.6 2041.6 2144.5 a
17 2186.3 2278.0 2205.3 2331.5 a
18 3468.0 3459.1 3406.7 3472.2 a
19 3474.7 3465.7 3410.8 3477.7 a
20 3790.5 3772.9 3699.2 3848.6 a
21 3926.2 3884.7 3816.4 3965.8 a
a Collapses to different stationary point. (See text for details.)
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Table A19: Vibrational frequencies (in cm−1) of the C4H2/H2O OH2 · · ·pi structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A’ Symmetry
1 5.9 a 15.5 −8.1 a
2 83.1 a 89.1 101.7 a
3 206.4 a 224.6 218.3 a
4 246.9 a 273.4 271.2 a
5 465.3 a 504.7 536.1 a
6 625.4 a 618.3 696.4 a
7 629.6 a 619.3 702.6 a
8 897.6 a 902.1 909.4 a
9 1630.7 a 1616.5 1643.5 a
10 2000.4 a 2041.3 2143.1 a
11 2186.1 a 2204.6 2329.8 a
12 3469.8 a 3407.5 3470.1 a
13 3474.6 a 3411.0 3477.7 a
14 3820.0 a 3724.0 3875.0 a
A” Symmetry
15 −123.4 a −137.7 −42.2 a
16 127.3 a 136.0 176.1 a
17 221.3 a 233.0 242.2 a
18 465.7 a 505.2 537.7 a
19 623.8 a 619.8 701.0 a
20 630.8 a 620.7 718.5 a
21 3935.9 a 3820.9 3973.5 a
a Collapses to different stationary point. (See text for details.)
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Table A20: Vibrational frequencies (in cm−1) of the C2H4/H2O OH · · ·pi structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A’ Symmetry
1 72.3 81.8 67.3 84.6 69.6
2 111.7 94.7 130.1 109.5 129.2
3 245.8 232.6 227.5 239.1 256.5
4 826.8 835.5 801.4 841.3 834.7
5 992.1 992.6 962.8 1014.0 1008.3
6 1379.9 1380.3 1336.8 1390.6 1388.1
7 1637.0 1634.8 1617.2 1644.8 1620.5
8 1672.6 1684.3 1636.1 1707.6 1709.1
9 3189.3 3139.4 3069.0 3163.6 3167.5
10 3290.1 3225.8 3163.5 3253.2 3256.5
11 3773.9 3752.1 3676.1 3826.2 3837.1
12 3922.0 3879.4 3809.9 3961.3 3954.1
A” Symmetry
13 47.0 45.5 53.9 64.2 79.5
14 80.5 67.9 72.4 90.7 138.8
15 353.1 335.2 338.2 350.3 336.0
16 965.5 995.0 955.9 1003.8 1018.0
17 1075.3 1068.5 1042.9 1077.5 1078.6
18 1248.7 1246.9 1215.2 1250.7 1247.3
19 1482.8 1480.4 1439.7 1480.4 1476.8
20 3172.4 3126.9 3057.2 3146.3 3153.1
21 3263.3 3198.0 3136.5 3227.1 3230.8
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Table A21: Vibrational frequencies (in cm−1) of the C2H4/H2O CH2 · · · O structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A1 Symmetry
1 64.3 34.2 32.9 62.6 67.4
2 1375.1 1376.4 1331.0 1387.8 1381.3
3 1478.3 1476.7 1434.2 1478.6 1470.7
4 1629.4 1628.6 1612.6 1637.7 1620.1
5 1675.5 1687.4 1638.8 1711.3 1712.5
6 3173.5 3125.5 3053.7 3145.6 3158.8
7 3195.1 3143.3 3072.3 3167.7 3177.7
8 3819.5 3800.2 3723.7 3881.8 3869.7
A2 Symmetry
9 81.3 69.2 68.4 92.8 119.0
10 1073.6 1066.4 1042.8 1075.5 1072.3
B1 Symmetry
11 −34.4 −9.3 −35.8 7.6 12.9
12 68.2 69.9 57.1 73.6 81.5
13 955.3 975.2 940.3 988.1 988.1
14 991.9 998.2 965.3 1016.1 1017.3
15 3946.6 3902.8 3835.1 3989.3 3973.8
B2 Symmetry
16 −26.6 −38.8 −54.0 28.7 29.3
17 96.1 70.3 72.2 84.2 144.7
18 815.8 825.8 787.1 835.9 820.9
19 1239.8 1239.3 1205.0 1244.9 1236.0
20 3262.1 3194.6 3131.2 3223.8 3234.1
21 3292.2 3225.6 3162.4 3253.3 3263.0
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Table A22: Vibrational frequencies (in cm−1) of the C2H4/H2O CH2 · · · O(pi) structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A1 Symmetry
1 79.0 50.4 61.4 67.3 76.8
2 827.3 836.5 802.9 841.5 827.1
3 1377.3 1378.0 1334.6 1386.6 1380.5
4 1628.0 1627.9 1611.0 1635.8 1617.6
5 1673.0 1685.3 1637.4 1708.6 1709.2
6 3188.3 3136.8 3066.1 3160.7 3170.7
7 3290.9 3224.9 3162.2 3252.2 3262.3
8 3818.1 3800.0 3724.0 3881.9 3868.4
A2 Symmetry
9 105.6 92.5 91.1 117.3 149.8
10 961.4 988.9 950.1 1007.5 1007.7
11 1077.6 1069.9 1046.6 1079.0 1076.6
B1 Symmetry
12 −60.0 −32.6 −62.5 −46.9 −65.3
13 173.3 154.6 152.5 166.6 170.7
14 983.3 982.6 953.6 993.3 994.0
15 3945.5 3902.7 3835.8 3990.0 3973.2
B2 Symmetry
16 57.1 −24.9 39.9 54.8 62.3
17 108.4 84.3 75.4 79.8 144.7
18 1250.6 1249.0 1217.9 1252.6 1245.4
19 1471.1 1470.7 1430.3 1469.1 1459.6
20 3170.8 3123.7 3053.6 3143.0 3156.1
21 3265.2 3197.7 3136.2 3227.0 3237.9
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Table A23: Vibrational frequencies (in cm−1) of the C4H6/H2O CH · · · O structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A’ Symmetry
1 16.2 20.4 14.1 16.2 19.6
2 72.8 54.4 67.0 56.0 67.1
3 88.4 91.3 75.2 89.9 98.8
4 294.0 302.0 294.4 307.4 304.2
5 512.6 520.6 507.5 526.1 521.6
6 910.8 904.5 881.2 909.8 910.3
7 999.3 1010.1 981.8 1015.2 1005.7
8 1230.3 1229.1 1194.4 1235.6 1231.1
9 1311.4 1316.8 1280.7 1325.4 1317.7
10 1312.5 1322.7 1281.4 1328.5 1318.8
11 1419.9 1423.0 1382.2 1430.1 1425.5
12 1484.9 1483.3 1441.2 1486.6 1481.4
13 1629.9 1629.1 1600.1 1637.5 1620.5
14 1636.7 1650.4 1612.4 1679.5 1682.8
15 1699.3 1700.7 1647.4 1743.5 1743.6
16 3165.7 3121.0 3057.3 3144.2 3154.7
17 3169.5 3128.3 3061.0 3149.2 3159.6
18 3176.7 3132.5 3065.3 3156.6 3166.0
19 3181.8 3134.8 3069.9 3161.8 3170.9
20 3275.4 3219.3 3157.8 3243.5 3251.9
21 3275.6 3221.7 3165.9 3244.7 3253.9
22 3820.4 3800.6 3725.3 3882.0 3871.4
23 3947.1 3902.8 3836.8 3989.5 3975.5
A” Symmetry
24 −63.7 −56.8 −56.8 −58.8 −72.3
25 26.6 −27.1 −49.3 −26.6 48.3
26 51.9 44.3 42.1 49.7 62.0
27 167.9 176.2 177.4 166.2 170.6
28 548.1 549.1 534.5 552.6 554.9
29 784.5 789.0 766.5 798.2 799.1
30 926.6 937.4 898.0 956.7 961.2
31 954.4 963.6 925.3 981.8 985.7
32 993.8 1006.8 973.0 1023.0 1023.7
33 1053.0 1058.7 1030.7 1067.5 1067.9
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Table A24: Vibrational frequencies (in cm−1) of the C4H6/H2O CH2 · · · O structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A’ Symmetry
1 32.6 −11.1 17.7 40.1 38.1
2 78.8 51.1 62.8 69.2 79.6
3 114.0 89.5 76.6 88.4 108.4
4 290.1 295.7 289.8 307.3 300.8
5 510.2 518.5 505.5 525.6 518.7
6 907.4 902.3 878.5 909.5 906.1
7 995.0 1007.8 978.9 1014.9 1000.9
8 1227.3 1226.9 1192.5 1234.2 1227.0
9 1312.1 1317.4 1281.3 1326.7 1316.2
10 1313.2 1323.6 1286.0 1330.6 1318.4
11 1411.2 1416.0 1375.6 1424.8 1414.6
12 1474.3 1474.9 1433.6 1480.1 1469.2
13 1628.0 1628.0 1598.8 1635.6 1618.0
14 1634.5 1648.6 1611.4 1679.1 1679.9
15 1697.6 1699.7 1646.4 1743.6 1741.1
16 3168.7 3123.2 3058.8 3148.4 3157.4
17 3170.6 3131.3 3061.9 3150.1 3160.2
18 3178.8 3134.9 3066.4 3159.2 3166.4
19 3192.5 3142.6 3087.4 3171.7 3178.5
20 3274.9 3219.1 3157.4 3244.2 3252.8
21 3279.4 3224.5 3162.5 3248.1 3258.6
22 3816.9 3799.6 3724.1 3880.9 3867.8
A” Symmetry
23 −45.3 −16.0 −48.1 −29.4 −43.8
24 105.5 92.8 84.3 104.5 106.1
25 116.1 108.1 104.6 117.9 129.9
26 170.1 177.4 178.3 169.1 172.1
27 553.7 552.6 537.5 557.7 559.0
28 784.1 787.7 764.9 798.3 797.7
29 927.5 938.9 899.7 959.0 960.6
30 939.7 950.6 909.3 970.5 973.1
31 999.3 1010.8 979.5 1027.6 1025.6
32 1060.5 1064.7 1039.7 1075.1 1073.8
33 3944.2 3902.1 3835.8 3989.0 3972.6
118
Table A25: Vibrational frequencies (in cm−1) of the C4H6/H2O OH · · ·pi structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A Symmetry
1 23.1 −91.5 26.1 −113.0 27.3
2 52.3 −13.6 73.4 46.3 72.7
3 105.3 67.7 120.3 89.4 118.8
4 150.7 79.2 170.3 103.8 163.3
5 175.5 147.5 183.6 166.5 175.6
6 191.7 212.3 227.1 206.2 216.0
7 289.3 275.5 290.7 302.7 299.9
8 345.9 348.9 344.0 316.9 320.3
9 510.3 508.1 505.5 524.5 519.4
10 547.8 543.6 534.7 552.2 553.8
11 783.4 783.7 766.8 798.4 798.0
12 905.7 906.3 876.8 905.7 905.2
13 941.5 948.1 915.5 972.6 974.9
14 942.7 949.2 916.5 975.3 978.3
15 995.4 996.0 977.2 1012.8 1002.9
16 997.8 1002.3 979.2 1025.1 1024.6
17 1056.7 1061.1 1034.2 1070.0 1069.8
18 1230.0 1232.2 1194.3 1235.3 1230.3
19 1313.0 1319.3 1283.3 1327.5 1319.6
20 1314.5 1319.5 1284.6 1330.9 1321.1
21 1415.7 1425.0 1379.6 1426.7 1421.7
22 1479.7 1485.1 1437.7 1482.6 1476.5
23 1633.1 1627.1 1599.1 1647.3 1632.6
24 1638.3 1658.4 1630.3 1677.9 1679.5
25 1696.4 1723.0 1646.9 1741.7 1740.2
26 3171.0 3167.4 3064.1 3151.7 3160.1
27 3173.1 3171.3 3066.8 3154.2 3163.2
28 3180.5 3177.6 3071.6 3162.0 3168.7
29 3186.0 3182.0 3078.8 3167.7 3174.4
30 3277.7 3270.8 3163.0 3248.4 3255.1
31 3278.0 3271.0 3163.2 3248.5 3255.5
32 3789.8 3771.8 3702.5 3859.9 3853.8
33 3911.0 3922.2 3788.2 3944.9 3938.4
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Table A26: Vibrational frequencies (in cm−1) of the C4H4/H2O CH · · · O(p) structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A’ Symmetry
1 23.4 27.6 24.2 36.1 30.1
2 75.0 60.0 72.0 74.8 71.5
3 105.2 106.7 90.3 104.5 112.3
4 722.7 700.3 680.8 738.8 746.7
5 847.0 851.8 822.5 857.1 838.4
6 969.5 953.8 937.6 973.2 973.1
7 1061.0 1066.7 1039.8 1072.0 1069.2
8 1124.8 1115.4 1079.9 1132.1 1132.1
9 1195.7 1201.9 1169.9 1210.5 1200.9
10 1267.7 1271.3 1233.4 1284.2 1279.2
11 1566.0 1621.2 1576.1 1636.9 1620.2
12 1574.7 1628.7 1585.5 1654.2 1661.2
13 1630.0 1629.3 1612.1 1662.1 1667.9
14 3230.1 3190.2 3127.6 3215.9 3219.3
15 3244.5 3205.7 3143.5 3230.4 3235.2
16 3264.8 3226.4 3165.0 3252.0 3256.9
17 3274.0 3235.3 3176.1 3262.5 3265.7
18 3820.1 3800.6 3725.3 3881.9 3871.2
19 3946.7 3902.9 3836.8 3989.6 3975.3
A” Symmetry
20 −57.1 −52.5 −61.7 −73.7 −67.4
21 14.2 −25.1 −49.1 −41.8 51.4
22 57.6 55.0 47.3 54.0 61.3
23 500.8 540.5 519.2 543.8 538.4
24 574.7 594.9 570.0 609.8 617.9
25 600.8 625.1 595.3 639.3 648.6
26 853.1 901.7 861.1 921.1 928.6
27 880.9 918.6 876.7 937.7 945.3
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Table A27: Vibrational frequencies (in cm−1) of the C4H4/H2O CH · · · O structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A’ Symmetry
1 27.8 29.3 23.9 33.5 28.0
2 70.6 63.5 76.8 77.1 74.8
3 78.4 74.4 94.4 111.4 78.6
4 722.4 700.2 680.8 738.5 746.7
5 847.0 851.8 822.5 856.7 838.3
6 968.6 953.3 937.5 972.9 972.3
7 1059.3 1065.6 1039.3 1071.7 1067.1
8 1124.0 1114.8 1079.8 1131.9 1131.4
9 1194.0 1200.8 1169.5 1210.3 1198.8
10 1265.9 1270.2 1233.1 1284.0 1277.5
11 1565.5 1620.6 1575.4 1636.6 1618.1
12 1574.3 1628.3 1585.0 1653.9 1659.8
13 1629.2 1628.8 1612.2 1662.0 1666.8
14 3230.2 3190.1 3127.4 3213.9 3219.2
15 3244.6 3205.5 3142.3 3229.3 3235.2
16 3264.8 3226.2 3164.8 3250.2 3256.8
17 3274.0 3235.0 3173.3 3262.2 3265.7
18 3819.5 3800.1 3724.1 3879.0 3870.2
A” Symmetry
19 22.1 29.9 8.5 −28.1 3.7
20 54.9 51.2 48.3 46.5 47.8
21 117.4 121.7 119.4 135.7 120.1
22 504.3 542.1 520.6 545.7 540.0
23 575.9 596.8 571.9 612.0 619.6
24 608.1 631.0 602.0 646.0 654.4
25 855.6 902.4 861.9 922.2 929.0
26 887.0 924.1 883.1 944.3 950.8
27 3946.4 3902.5 3835.6 3986.1 3974.4
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Table A28: Vibrational frequencies (in cm−1) of the C4H4/H2O OH · · ·pi structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A’ Symmetry
1 53.1 35.1 34.5 39.2 a
2 112.6 97.6 130.3 112.4 a
3 216.9 232.6 207.5 216.0 a
4 585.5 601.9 577.2 611.0 a
5 599.5 628.0 598.4 637.5 a
6 967.3 953.5 937.0 971.3 a
7 1054.7 1062.1 1035.2 1066.4 a
8 1121.6 1113.3 1077.2 1129.1 a
9 1560.9 1617.0 1571.3 1642.8 a
10 1573.3 1629.4 1585.4 1650.6 a
11 1633.9 1635.6 1615.6 1662.2 a
12 3268.0 3230.0 3168.3 3258.3 a
13 3282.6 3243.2 3181.2 3272.7 a
14 3755.3 3728.7 3653.7 3808.3 a
15 3913.0 3874.0 3804.1 3956.1 a
A” Symmetry
16 42.7 39.9 49.7 43.9 a
17 125.2 66.6 93.2 79.3 a
18 368.2 353.8 355.3 367.6 a
19 513.7 540.7 520.4 545.0 a
20 723.7 703.3 682.3 735.2 a
21 849.0 854.0 825.2 859.7 a
22 853.1 905.8 864.5 922.6 a
23 876.5 911.5 870.8 927.7 a
24 1189.5 1197.0 1165.0 1204.2 a
25 1261.0 1266.3 1228.3 1278.1 a
26 3234.4 3194.9 3132.9 3222.9 a
27 3252.5 3212.8 3150.2 3240.3 a
a Collapses to different stationary point. (See text for details.)
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Table A29: Vibrational frequencies (in cm−1) of the C4H4/H2O OH2 · · ·pi structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A’ Symmetry
1 54.0 24.0 112.0 95.3 70.4
2 124.3 97.6 149.6 130.6 118.9
3 195.2 242.2 187.8 210.8 132.9
4 589.3 603.1 583.3 614.0 613.6
5 601.4 629.6 602.1 639.4 643.1
6 967.4 953.0 937.5 971.2 970.4
7 1054.7 1062.6 1035.1 1066.2 1059.9
8 1121.6 1113.3 1077.6 1128.8 1127.7
9 1561.2 1617.6 1570.2 1647.4 1631.1
10 1571.1 1627.9 1581.8 1657.6 1656.4
11 1637.8 1637.0 1635.0 1659.5 1662.7
12 3269.6 3231.6 3170.4 3259.6 3264.6
13 3279.5 3241.4 3179.3 3270.3 3273.4
14 3765.8 3725.8 3692.8 3856.2 3853.4
15 3910.2 3873.8 3771.7 3943.0 3930.7
A” Symmetry
16 46.3 45.7 57.0 46.0 42.1
17 181.1 94.1 245.2 212.1 246.9
18 366.5 356.7 383.9 345.6 366.0
19 514.2 541.5 522.6 545.8 540.3
20 725.0 702.5 685.6 736.5 749.1
21 849.7 854.7 827.6 860.3 842.7
22 854.8 906.8 867.7 925.6 927.8
23 877.0 913.4 869.7 927.0 930.1
24 1189.7 1197.4 1165.4 1204.2 1191.4
25 1261.2 1267.1 1228.5 1277.9 1270.7
26 3235.7 3196.2 3134.8 3224.0 3227.7
27 3250.0 3211.6 3149.0 3238.3 3243.3
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Table A30: Vibrational frequencies (in cm−1) of the C5H6/H2O CH · · · O structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A’ Symmetry
1 9.2 19.8 −16.8 −18.1 −18.1
2 69.7 54.2 61.6 52.3 68.4
3 71.9 57.6 75.7 106.7 80.5
4 808.9 818.1 794.8 820.0 815.0
5 811.1 819.5 796.3 822.2 817.1
6 941.7 924.3 892.7 938.0 938.5
7 986.2 968.7 934.2 979.9 978.3
8 1034.0 1014.0 986.8 1024.1 1023.2
9 1106.5 1115.0 1076.8 1121.1 1113.7
10 1127.1 1134.7 1096.4 1141.9 1133.8
11 1261.0 1266.5 1224.2 1280.5 1270.9
12 1319.9 1323.8 1282.9 1335.8 1326.5
13 1403.9 1401.5 1357.8 1410.8 1403.6
14 1417.2 1415.3 1371.3 1425.8 1419.2
15 1526.7 1545.9 1496.0 1584.0 1586.3
16 1605.1 1628.1 1584.5 1637.1 1617.3
17 1628.6 1634.1 1611.7 1667.3 1668.7
18 3056.1 3008.2 2932.4 3043.0 3051.2
19 3228.2 3189.7 3124.6 3210.4 3223.1
20 3236.9 3198.9 3135.1 3221.2 3232.0
21 3253.0 3215.1 3151.4 3238.1 3248.9
22 3259.8 3221.3 3157.4 3246.2 3254.8
23 3819.0 3800.2 3723.9 3880.1 3870.1
A” Symmetry
24 −7.6 18.5 −18.7 14.8 −38.1
25 60.3 53.8 45.4 66.9 71.8
26 99.1 101.0 100.4 130.1 95.5
27 335.0 353.6 336.6 350.2 344.1
28 517.9 530.5 512.8 535.3 531.8
29 686.8 689.1 666.4 693.8 690.4
30 708.9 719.2 687.0 733.3 735.0
31 910.3 923.5 889.4 930.5 926.5
32 951.1 967.0 930.4 984.9 987.8
33 978.3 991.8 958.0 1010.3 1006.3
34 1124.6 1125.0 1082.2 1136.1 1131.6
35 3099.3 3027.4 2962.4 3074.8 3080.2
36 3946.3 3902.9 3835.7 3987.6 3974.6
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Table A31: Vibrational frequencies (in cm−1) of the C5H6/H2O OH · · ·pi structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A Symmetry
1 55.4 23.8 a a a
2 71.2 36.1 a a a
3 122.1 96.3 a a a
4 148.3 101.8 a a a
5 180.2 199.9 a a a
6 331.2 349.2 a a a
7 395.2 374.9 a a a
8 519.8 530.9 a a a
9 688.0 689.9 a a a
10 717.6 727.8 a a a
11 808.3 818.6 a a a
12 814.0 821.4 a a a
13 910.5 921.8 a a a
14 941.1 924.2 a a a
15 951.2 968.5 a a a
16 956.9 969.3 a a a
17 988.3 973.5 a a a
18 1030.9 1011.4 a a a
19 1104.3 1113.4 a a a
20 1124.2 1128.8 a a a
21 1131.3 1132.0 a a a
22 1265.5 1270.6 a a a
23 1317.8 1321.2 a a a
24 1400.4 1399.1 a a a
25 1412.8 1412.8 a a a
26 1522.1 1543.9 a a a
27 1599.1 1629.7 a a a
28 1633.2 1633.9 a a a
29 3059.9 3014.0 a a a
30 3105.3 3035.0 a a a
31 3228.9 3190.7 a a a
32 3237.9 3200.9 a a a
33 3254.8 3218.8 a a a
34 3261.5 3224.7 a a a
35 3761.4 3738.6 a a a
36 3908.9 3875.2 a a a
a Collapses to different stationary point. (See text for details.)
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Table A32: Vibrational frequencies (in cm−1) of the C5H6/H2O OH2 · · ·pi structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A Symmetry
1 −106.3 −94.9 69.6 69.1 86.2
2 74.8 46.1 95.8 88.8 94.7
3 99.6 78.8 145.7 107.6 98.5
4 116.3 90.3 153.2 125.5 139.8
5 223.7 189.6 227.4 230.6 260.6
6 325.9 305.0 331.2 349.4 339.5
7 356.9 355.3 374.4 375.5 385.2
8 519.2 530.3 514.6 536.1 533.9
9 688.3 689.7 668.3 695.7 691.2
10 717.6 726.4 698.2 741.7 744.9
11 807.9 818.6 795.9 821.7 816.3
12 813.7 821.1 798.6 822.9 818.3
13 910.4 921.5 889.6 930.8 922.9
14 940.9 924.0 893.7 937.3 937.4
15 951.7 968.4 933.4 982.1 981.0
16 956.3 971.1 935.4 986.7 986.3
17 988.5 971.4 938.2 990.0 991.9
18 1031.1 1011.5 984.9 1020.8 1020.6
19 1104.1 1112.9 1075.1 1118.4 1110.3
20 1124.0 1130.3 1090.4 1138.1 1130.9
21 1132.1 1131.4 1093.1 1143.5 1139.4
22 1265.9 1271.1 1231.1 1284.9 1274.1
23 1317.8 1321.0 1280.1 1333.6 1325.4
24 1400.6 1398.8 1351.7 1410.4 1397.3
25 1413.3 1412.5 1369.2 1426.6 1415.0
26 1521.8 1543.5 1493.7 1579.8 1581.3
27 1599.2 1629.8 1580.8 1649.4 1633.8
28 1635.4 1638.0 1634.2 1662.1 1663.3
29 3060.0 3014.2 2941.6 3048.8 3054.0
30 3105.4 3035.8 2976.2 3083.4 3086.0
31 3228.2 3190.6 3126.8 3216.5 3225.4
32 3237.0 3200.3 3136.8 3225.7 3234.3
33 3253.4 3217.7 3155.3 3243.0 3251.0
34 3260.4 3223.8 3161.1 3250.1 3257.4
35 3792.0 3786.2 3696.8 3857.3 3847.6
36 3894.7 3870.2 3776.2 3940.9 3925.7
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Table A33: Vibrational frequencies (in cm−1) of the C6H6/H2O CH · · · O structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A’ Symmetry
1 21.9 19.2 a a 31.8
2 53.7 49.3 a a 60.8
3 68.4 50.2 a a 106.1
4 400.3 416.0 a a 413.1
5 605.4 621.9 a a 617.4
6 654.6 697.6 a a 700.7
7 692.7 722.9 a a 713.5
8 869.5 878.3 a a 891.6
9 979.4 998.9 a a 1019.6
10 995.6 1013.4 a a 1023.2
11 1010.4 1029.0 a a 1031.7
12 1017.3 1031.7 a a 1050.3
13 1190.7 1197.0 a a 1071.3
14 1502.8 1515.6 a a 1197.0
15 1630.1 1629.5 a a 1522.4
16 1632.6 1633.1 a a 1621.4
17 3190.8 3155.1 a a 1665.1
18 3205.6 3167.8 a a 3192.0
19 3222.3 3183.2 a a 3203.3
20 3229.7 3191.0 a a 3217.4
21 3819.2 3800.4 a a 3225.4
22 3945.7 3902.4 a a 3869.6
A” Symmetry
23 −68.0 −57.5 a a 25.3
24 10.5 19.2 a a 52.4
25 92.5 95.8 a a 105.1
26 398.3 414.1 a a 410.9
27 607.8 624.3 a a 620.1
28 860.6 870.2 a a 880.7
29 981.2 1006.1 a a 1013.6
30 1058.2 1060.3 a a 1075.2
31 1061.3 1062.8 a a 1165.6
32 1167.3 1175.2 a a 1206.9
33 1200.7 1204.6 a a 1326.1
34 1373.0 1334.9 a a 1384.2
35 1460.5 1391.2 a a 1527.4
36 1507.6 1519.5 a a 1665.4
37 1633.3 1633.7 a a 3200.6
38 3201.4 3163.7 a a 3216.0
39 3218.6 3179.8 a a 3973.2
a Collapses to different stationary point. (See text for details.)
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Table A34: Vibrational frequencies (in cm−1) of the C6H6/H2O CH · · · O(np) structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A1 Symmetry
1 73.2 55.2 69.1 52.2 67.4
2 605.5 622.0 604.4 624.6 617.5
3 1010.3 1013.3 979.6 1028.1 1019.7
4 1017.4 1029.0 999.8 1032.1 1031.6
5 1058.0 1060.1 1024.3 1072.3 1071.2
6 1190.4 1196.8 1151.6 1206.6 1196.7
7 1502.6 1515.3 1469.9 1527.4 1522.1
8 1628.6 1628.2 1583.2 1636.7 1619.7
9 1632.5 1632.9 1611.1 1666.7 1664.9
10 3190.9 3155.2 3092.9 3181.7 3192.2
11 3206.1 3168.3 3106.7 3193.3 3204.0
12 3222.9 3183.6 3122.2 3208.3 3218.2
13 3230.4 3191.6 3134.9 3217.9 3225.7
14 3818.5 3800.2 3724.8 3882.5 3869.7
A2 Symmetry
15 69.2 62.7 60.3 87.6 126.7
16 399.2 414.6 402.5 416.7 411.4
17 861.7 871.1 842.4 883.8 881.6
18 982.3 999.7 964.7 1015.3 1014.3
B1 Symmetry
19 5.1 17.3 −13.7 20.5 21.6
20 101.0 101.1 84.7 107.8 111.4
21 402.5 417.4 405.0 419.7 414.6
22 660.8 699.7 675.6 707.0 702.8
23 695.3 724.7 705.2 729.7 715.9
24 872.6 880.9 851.5 894.3 894.2
25 980.4 1007.4 972.5 1023.4 1024.4
26 1003.7 1036.2 1001.5 1052.6 1054.0
27 3945.6 3902.7 3836.6 3990.4 3973.8
B2 Symmetry
28 −10.5 14.3 −16.0 −16.0 18.1
29 75.6 58.6 14.0 37.8 132.9
30 607.7 624.2 605.8 627.3 620.0
31 1060.2 1062.0 1026.1 1074.5 1074.2
32 1166.7 1174.8 1128.7 1178.3 1165.0
33 1198.5 1203.1 1158.1 1213.2 1205.2
34 1371.9 1334.8 1320.6 1339.1 1326.0
35 1460.4 1390.5 1346.4 1392.6 1383.2
36 1506.4 1518.8 1473.3 1530.8 1526.5
37 1632.9 1633.3 1583.5 1667.5 1665.1
38 3201.6 3163.9 3100.8 3191.0 3200.7
39 3218.7 3180.0 3116.1 3207.9 3216.0
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Table A35: Vibrational frequencies (in cm−1) of the C6H6/H2O CH · · · O(p) structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A1 Symmetry
1 68.4 49.7 62.6 50.4 60.8
2 605.4 621.9 604.2 624.7 617.4
3 1010.4 1013.4 979.7 1028.3 1019.7
4 1017.4 1029.0 999.8 1032.1 1031.7
5 1058.2 1060.3 1024.5 1072.5 1071.3
6 1190.7 1197.0 1151.9 1206.9 1197.0
7 1502.8 1515.5 1470.1 1527.6 1522.4
8 1630.1 1629.5 1583.4 1638.1 1621.4
9 1632.6 1633.1 1612.3 1667.0 1665.1
10 3190.8 3155.1 3092.7 3181.7 3192.0
11 3205.7 3167.9 3106.2 3193.3 3203.4
12 3222.3 3183.3 3122.0 3208.5 3217.5
13 3229.8 3191.2 3133.1 3218.1 3225.5
14 3819.2 3800.5 3724.9 3882.9 3870.1
A2 Symmetry
15 −68.2 −58.0 −58.4 −13.2 88.6
16 398.2 414.0 402.0 416.2 410.8
17 860.6 870.2 841.5 882.9 880.7
18 981.2 998.8 963.9 1014.5 1013.6
B1 Symmetry
19 21.1 5.3 −47.2 −29.3 32.7
20 51.9 41.5 30.6 36.3 122.7
21 400.2 416.0 403.7 418.1 413.1
22 654.3 697.6 673.6 704.6 700.7
23 692.7 722.8 703.7 727.8 713.3
24 869.5 878.2 849.1 891.3 891.6
25 979.3 1006.0 971.2 1022.0 1023.1
26 995.7 1031.6 997.4 1048.3 1050.3
B2 Symmetry
27 10.5 19.2 11.9 11.0 25.7
28 92.0 94.6 76.1 101.4 107.7
29 607.8 624.3 605.9 627.4 620.1
30 1061.3 1062.8 1027.0 1075.5 1075.2
31 1167.3 1175.2 1129.2 1178.9 1165.6
32 1200.7 1204.6 1159.9 1214.9 1206.9
33 1373.0 1334.9 1320.7 1339.2 1326.1
34 1460.5 1391.2 1347.2 1393.4 1384.2
35 1507.6 1519.5 1474.2 1531.6 1527.4
36 1633.3 1633.7 1583.9 1667.9 1665.4
37 3201.4 3163.7 3100.5 3190.9 3200.6
38 3218.6 3179.8 3115.8 3207.8 3216.0
39 3945.7 3902.6 3836.2 3990.1 3973.6
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Table A36: Vibrational frequencies (in cm−1) of the C6H6/H2O OH · · ·pi structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A’ Symmetry
1 44.9 18.0 36.5 −54.3 69.9
2 101.5 71.9 109.1 78.0 111.0
3 134.1 161.3 133.4 141.7 158.2
4 402.3 415.5 403.4 418.1 414.1
5 605.8 622.9 605.1 626.1 618.2
6 687.9 699.1 675.4 705.7 701.8
7 693.4 724.7 705.2 733.4 727.1
8 867.8 876.8 848.2 889.9 890.8
9 983.9 1003.5 968.8 1019.6 1020.1
10 987.9 1013.0 979.5 1028.1 1020.5
11 1009.7 1028.2 995.1 1032.6 1030.6
12 1016.9 1031.5 1001.1 1046.7 1046.2
13 1057.7 1060.0 1024.6 1072.3 1070.8
14 1192.8 1198.7 1154.5 1209.3 1199.2
15 1502.0 1515.5 1470.3 1527.7 1521.6
16 1630.3 1632.1 1583.4 1650.0 1630.0
17 1632.9 1634.9 1618.5 1666.5 1663.7
18 3195.2 3160.0 3099.7 3187.6 3196.8
19 3207.3 3169.5 3108.9 3196.0 3205.4
20 3223.5 3184.6 3122.8 3212.3 3220.1
21 3233.7 3194.7 3133.0 3223.9 3230.1
22 3786.3 3773.0 3701.9 3862.2 3852.3
23 3919.0 3884.3 3815.8 3959.0 3945.4
A” Symmetry
24 19.0 −12.9 −11.5 54.4 62.8
25 53.5 40.7 40.9 85.9 93.1
26 224.2 233.6 236.8 268.7 270.4
27 399.5 413.8 401.2 416.0 411.0
28 605.5 622.8 604.6 625.8 618.1
29 866.1 874.6 846.3 887.7 885.6
30 981.6 1003.9 968.1 1019.0 1016.6
31 1058.5 1060.5 1025.2 1073.2 1072.6
32 1166.5 1174.6 1129.1 1178.5 1164.8
33 1192.2 1198.4 1153.9 1208.1 1199.9
34 1369.1 1333.9 1319.7 1338.4 1324.7
35 1461.0 1388.8 1345.0 1390.9 1381.1
36 1502.5 1515.9 1470.7 1528.0 1523.2
37 1629.8 1631.7 1582.0 1665.3 1661.8
38 3209.0 3170.6 3110.3 3199.4 3208.2
39 3225.3 3186.0 3124.6 3215.3 3222.5
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Table A37: Vibrational frequencies (in cm−1) of the C6H6/H2O OH2 · · ·pi structure.
Mode MP2 B3LYP B97-D ωB97X-D M06-2X
A1 Symmetry
1 100.9 57.4 109.3 109.2 125.9
2 403.6 415.1 403.3 418.5 414.6
3 605.8 623.0 605.0 626.0 618.1
4 692.2 698.4 674.5 705.4 701.4
5 981.7 1003.2 968.5 1019.6 1020.5
6 1009.5 1012.9 979.3 1028.0 1030.5
7 1192.9 1198.9 1154.7 1209.4 1199.3
8 1631.0 1632.8 1583.8 1650.1 1632.7
9 1635.6 1637.1 1629.9 1666.6 1663.8
10 3205.3 3168.2 3107.3 3195.4 3204.6
11 3232.7 3194.1 3132.5 3223.6 3229.7
12 3803.6 3796.7 3713.3 3869.8 3858.5
A2 Symmetry
13 18.7 16.3 −25.0 63.1 118.6
14 399.3 413.5 400.2 415.9 410.9
15 605.2 622.7 604.3 625.7 617.8
16 979.8 1003.3 967.8 1019.1 1016.5
17 1191.8 1198.0 1153.6 1208.0 1199.8
18 1369.2 1388.8 1345.1 1390.9 1381.1
19 1629.6 1631.7 1581.8 1665.3 1661.8
20 3208.4 3170.5 3110.6 3199.3 3208.0
B1 Symmetry
21 51.6 23.8 39.4 56.1 63.4
22 263.5 227.3 285.8 272.5 293.4
23 864.2 874.4 845.5 887.5 885.2
24 1058.4 1060.5 1025.4 1073.2 1072.6
25 1166.3 1174.5 1129.2 1178.5 1164.8
26 1461.9 1333.9 1320.1 1338.5 1324.9
27 1502.5 1515.8 1470.9 1528.0 1523.3
28 3224.8 3185.8 3124.8 3215.2 3222.3
B2 Symmetry
29 −114.5 −95.3 −24.9 59.1 67.0
30 68.1 48.7 69.5 121.7 109.5
31 686.9 723.9 705.0 733.5 727.0
32 866.6 875.9 848.5 890.1 890.9
33 979.1 1028.0 994.8 1032.4 1019.9
34 1016.5 1031.6 1001.4 1047.2 1045.7
35 1057.4 1059.8 1024.3 1072.2 1070.7
36 1502.0 1515.6 1470.4 1527.7 1521.6
37 3193.9 3159.3 3099.4 3187.3 3196.4
38 3221.9 3183.7 3121.9 3211.9 3219.6
39 3909.3 3885.5 3798.9 3956.7 3940.3
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