Abstract-For a network of interconnected nonlinear dynamical systems an adaptive leader-follower output feedback synchronization problem is considered. The structure of decentralized controller and adaptation algorithm is proposed based on speed-gradient and passivity. Sufficient conditions of synchronization for nonidentical nodes are established. An example of synchronization of the network of nonidentical Chua systems is analyzed. The main contribution of the paper is adaptive controller design and analysis under conditions of incomplete measurements, incomplete control and uncertainty. 
I. INTRODUCTION
An enormous interest is observed recently in control of networks. The area is both relatively new and practically important since many physical systems can be considered as interconnected systems, arrays or networks. The list of such systems includes telecommunication networks, molecular ensembles, biological systems, trophic chains, embedded systems, vehicle or robots formations etc. Development of such systems is inspired by onrush of information and communication technologies, including wireless communications and wireless sensors. An interest is growing in modeling and control of biological, biochemical and social networks. However, coordinating controller design is getting more and more difficult due to complexity of spatially distributed networks. One of the most hard obstacles are restrictions caused by limited information exchange between subsystems. Though decentralized control problems are well studied [1] , [2] , [3] , new settings arise creating more and more complex problems, e.g. decentralized control via communication channels of limited capacity. New problems require simultaneous consideration of control, communication and computing issues as well as application of physics (statistical mechanics) approaches.
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[4], [5] . In nonlinear case only passive or passifiable systems are studied and control is organized accordingly to information graph, i.e. not decentralized. In decentralized stability and synchronization problems availability of the whole state vector for measurement as well as appearance of control in all equations for all nodes is assumed [6] , [7] , [8] , [9] .
In this paper we consider a network of nonidentical systems in Lurie form i.e. system models can be split into linear and nonlinear parts. Case of identical nodes is studied in [10] . Linearity of interconnections is not assumed; links between subsystems can also be nonlinear. In the contrary to known works on adaptive synchronization of networks, see [8] , [9] , only some output function is available and control appears only in a part of the system equations. It is also assumed that some plant parameters are unknown.The leading subsystem is assumed to be isolated and the control objective is to approach the trajectory of the leading subsystems by all other ones under conditions of uncertainty. Interconnection functions are assumed to be Lipschitz continuous.
To solve the posed problem the results of [2] , [11] are employed. Adaptation algorithm is designed by the speed-gradient method. It is shown that the control goal is achieved under leader passivity condition, if the interconnection strengths satisfy some inequalities.
The results are illustrated by example of synchronization in network of nonidentical Chua curcuits.
II. AUXILIARY RESULTS

A. Yakubovich-Kalman lemma
We need Yakubovich-Kalman lemma in following form, see [11] .
Lemma 1: Let A, B, C be n×n, n×m, n×l real matrices and u ∈ R m , χ(s) = C T (sI n − A) −1 B, rank B = m. Then the following statements are equivalent: 1) there exists matrix H = H T > 0 such that
2) polinomial det(sI n − A) is Hurwitz and following frequency domain conditions hold
B. Speed gradient algorithm in decentralized control
In order to present main syncronization result of this paper we need to formulate problem statement and theorem of decentralized control, see [1] , [2] . This theorem is slight modification of Theorem 2.18 from [2] , or of Theorem 2 from [11] . Consider 2 system S consisting of d interconnected subsystems S i , dynamics of each described by following equation:
where
-aggregate state and input vectors of system S, n = n i , m = m i . Vector-function F i (·) describes local dynamics of subsystem S i , and vectors h i (·) describe interconnection between subsystems.
Let Q i (x i , t), i = 1, . . . , d be local goal functions and control goal be:
For all i = 1, . . . , d we assuming existence of smooth vector functions x * i (t) such that Q i (x * i (t), t) ≡ 0, and
Suppose the following assumptions hold for the system S: 1) Functions F i (·) are continious in x i , t, continuously differentiable in τ i and locally bounded in t > 0; functions Q i (x i , t) are uniformly continious in second argument for all x i in bounded set, functions ω i (x i , τ i , t) are convex in τ i ; there exist constatnt vectors τ * i ∈ R mi and scalar monotonically increasing
are continious and satisfy following inequalities
where matrix M − I is Hurwitz, M = {µ ij }, µ ij ≥ 0, I -identity matrix. Then system (2),(4) globally asymptotically stable in variables x i − x * i (t), all trajectories satisfy (3) and bounded on t ∈ [0, +∞).
III. MAIN RESULT
A. Problem statement. Adaptive controller structure
Consider problem of master-slave synchronization in network of nonidentical nonlinear objects in Lurie form. Let leading subsystem be described by equatioṅ
where x ∈ R n -state, y ∈ R l -measurment, u(t) ∈ R 1 is control that specified in advance, ψ 0 : R l → R 1 -internal nonlinearity. Assume A L , B L , C and ψ 0 (·) be known and not depend on vector of unknown parameters ξ ∈ Ξ, where Ξ is known set.
Consider a network S of d interconnected subsystems
Let subsystem S i be described by the following equatioṅ
Network (8) can describe, for example, interconnected electrical generators [12] .
Let the control goal be specified as convergence of all trajectories of subsystems and the leader:
The adaptive synchronization problem is to find a decentralized controller u i = U i (y i , t) ensuring the goal (9) for all values of unknown plant parameters.
Denote σ i (t) = col(y i (t), u(t)). Let the main loop of the adaptive system be specified as set of linear tunable local control laws:
where τ i (t) ∈ R l+1 , i = 1, . . . , d are tunable parameters. By applying speed-gradient method [11] we can derive following adaptation law:
B. Synchronization conditions
Introduce the following definition.
Consider real matrices H = H
T > 0, g of size n × n, l × 1 correspondingly and a number ρ > 0 such that:
Denote λ * = λ max (H)/λ min (H) condition number of matrix H, where λ max (H), λ min (H) are maximum and minimum eigenvalues of matrix H. For analysis of the system dynamics the following assumptions are made.
A1) The functions ϕ ij (·),i = 1, . . . , d, j = 1, . . . , d are globally Lipschitz:
A2)(matching conditions, [13] ) For each ξ ∈ Ξ, i = 1, . . . , d there exist vectors ν i = ν i (ξ) ∈ R l and numbers
Theorem 2: Let B = 0, matrix A L is Hurwitz and for some g ∈ R l following frequency domain conditions hold:
for all ω ∈ R 1 . Then there exist H = H T > 0, ρ > 0 such that (12) hold. Let for all ξ ∈ Ξ assumptions A1, A2 hold, function ψ 0 (·) be g-monotonically decreasing, and following inequalities hold
where γ = ρ * /(2λ * ), λ * is condition number of matrix H. Then for all ξ ∈ Ξ, i = 1, . . . , d adaptive controller (10),(11) ensures achievement of the goal (9) and boundedness of functions θ i (t) on [0, ∞) for all solutions of the closed-loop system (7), (8) , (10), (11) .
Proof: Let's apply lemma 1. Note that in our case m = 1, i. e. u is scalar, and let's take Cg instead of C in (1). Then statement of the lemma 1 and conditions of theorem ensure existence of matrix H = H T > 0 such that 0
Now we can conclude that there exists number ρ > 0 such that for matrix H following is true:
Without loss of generality we can consider that ρ in (12) arbitrarily near to ρ * . From (15) follows that there exists
Let's take ρ = γ ′ · 2λ * . Then 0 < ρ < ρ * , and (16) holds.
Denoting z i = x i −x introduce auxiliary error subsystems:
here we choose u i (t) same as in (10) .
Let us choose following goal functions Q i (z i ) = 1 2 z T i Hz i , and apply Theorem 1. We need to evaluate the derivative trajectories of Q i (z i ) along trajectories of isolated (i.e. without interconnections) auxiliary subsystems (18):
Denote
Last inequality is hold because ψ 0 (·) is g-monotonically decreasing. So
Taking in account (16) we conclude
By taking ρ i (Q) = ρ · Q we sure that (5) holds for i = 1, . . . , d. Other conditions from first part of theorem 1 hold, since for any i = 1, . . . , d the right hand side of the system (18) and function Q i (z i ) are smooth functions not depending in t. Convexity condition is valid since the right hand side of (19) is linear in τ i . The interconnection condition (6) in our case reads:
where i = 1, . . . , d, and matrix M − I should be Hurwitz (M = {µ ij }, µ ij ≥ 0). For i = 1, . . . , d rewrite it as follows:
Evaluate the left-hand side of (21):
. Then for i = 1, . . . , d evaluate lower bound of the right-hand side of (21):
It is seen that for i = 1, . . . , d to ensure (6) it is sufficient to impose an inequality
i , η i of size n × n. Let
where nonzero elements Further, introduce
Given introduced notations, to ensure (21) it is sufficient to verify
for all i = 1, . . . , d. This means nonnegative definiteness of the matrix η i − ν
Such choise of µ ii provides Hurwitz property of matrix M −I, because by (17):
To ensure nonnegativity of the matrix η i − ν
This condition holds for i = 1, . . . , d by choice of µ ii . Thus, statement of the Theorem follows from Theorem 1.
Remark. The value of γ can be evaluated by solving LMI (16) by means of one of existing software package.
Monotonicity condition can be extended if an off-integral term is introduced into the control law (10), corresponding to an off-integral term in adaptation algorithm, [14] , [15] :
Then evaluation of Lyapunov function's derivative gives instead of (19) folowing expression:
.
where L Ri are known. Let us choose u pi as follows
where R i = max {|y i |, |y|} , then ω i (. . .) ≤ 0. Therefore the control law (22), (24) ensures synchronization under conditions of Theorem 2 where g-monotonicity is replaced with local boundedness condition (23). 
IV. EXAMPLE. NETWORK OF CHUA CIRCUITS
A. System description and theoretical study Chua circuit is a well known example of simple nonlinear system possessing complex chaotic behavior [16] . Its trajectories are unstable and it is represented in the Lurie form. Let us apply our results to synchronization with leading subsystem in the network of five interconnected nonidentical Chua systems.
Let m 0 = −8/7, m 1 = −5/7, p = 15.6, q = 30, b = 1 and g = 1.
Let the leading subsystem be described by the equatioṅ
where x ∈ R 3 is state vector of the system, y ∈ R 1 is output available for measurement, u is scalar control variable,
. It is seen from the Nyquist plot of χ(iω), ∀ω ∈ R 1 , presented on Fig. 1 , that first frequency domain inequality of (14) holds. The second frequency domain inequality of (14) also holds since relative degree of χ(s) is equal to one and highest coefficient of its numerator is positive.
Obviously ψ 0 (·) is g-monotonically decreasing. Let subsystem S i for i = 1, . . . , 5 be described by (8) with u i , α ij ∈ R 1 . By choosing (ν 1 , ν 2 , ν 3 , ν 4 , ν 5 ) = 
V. CONCLUSIONS
In contrast to a large number of previous results, we obtained synchronization conditions for networks consisting of nonidentical nonlinear systems with incomplete measurement, incomplete control, incomplete information about system parameters and coupling. The design of the control algorithm providing synchronization property is based upon speed-gradient method [11] , while derivation of synchronizability conditions is based on Yakubovich-Kalman lemma and result presented in [2] .
