Abstract-Reliability is an important feature in the design and maintenance of a large-scale system. Usually, for a two-terminal network reliability is a measure for the connectivity between the source and sink nodes. Various approaches have been presented to evaluate the system reliability, however they become cumbersome or prohibitive due to the large computational complexity, especially when multiple states are considered for the nodes. In this paper, a stochastic approach is presented for estimating the reliability of a two-terminal multi-state network. Randomly permuted sequences with fixed numbers of multiple values are generalized from non-Bernoulli binary sequences (so with fixed numbers of 0s and 1s) to model the multi-state property. The state probabilities are represented by randomly permuted sequences to improve both computational efficiency and accuracy. Stochastic models are then constructed for arcs and nodes with different capacities. The proposed stochastic analysis is capable of predicting a system's reliability at high accuracy and without a need for constructing the commonly-used but complex multi-state minimal cut vectors (MMCVs). Non-exponential probability distributions and correlated signals are readily handled by the stochastic approach for a generalized multi-state two-terminal network. Results obtained through the stochastic analysis are compared with exact values and those found by Monte Carlo (MC) simulation. The accuracy, efficiency and scalability of the stochastic approach are assessed by evaluating several case studies.
two-terminal network often connects its two end terminals, referred to as the source and the sink respectively. This type of network is widely utilized in many systems such as computer and communication systems [1] , [2] , power delivery [3] and oil/gas production systems [4] . If failures occur in these systems, substantial losses are likely incurred. Since the goal is to provide reliable and better services, the analysis of network reliability is necessary for evaluating the performance of different topological designs [5] . The reliability evaluation of such networks usually deals with the connection probability between the source and sink nodes [6] .
Numerous approaches are presented in the literature for predicting the reliabilities of two-terminal binary-state networks. In these networks, the components are assumed to be either fully working or fully failed. However, this Boolean assumption is not applicable to a system with a multi-state property [7] [8] [9] [10] [11] . A component in a multi-state network often degrades gradually due to factors such as leakage. A binary state analysis is likely to result in a faulty outcome during decision making, so further incurring penalties such as large economic losses and security risks. Hence, the investigation of the reliability of a multi-state two-terminal network is highly important to avoid the inaccuracy incurred by the Boolean assumption.
Multi-state two-terminal networks are usually considered as flow-networks consisting of arcs with independent, discrete, multi-valued capacities. For a given problem, the capacity is indicated by a non-negative integer as a flow requirement; the capacity distribution can be determined through continuous observation and forecasting. The maximum number of information units through an arc or node is referred to as the max-capacity; usually, the capacity is described by a discrete random variable taking values from 0 to the maximum capacity. For multi-state two-terminal networks, the reliability is usually referred to as the probability that the maximal flow from the source to the sink is not smaller than the so-called demand value denoted by d, i.e., Pr ( ( )) ≥ , where is the component state vector, and (•) is the system structure function that determines the system state, given the state vector.
Various probabilistic methods have been proposed to analyze two-terminal networks using exact and approximate algorithms. In [13] , an exact and direct algorithm is presented for analyzing a multi-state two-terminal network. An enumeration method is capable of predicting the reliability of a multi-state two-terminal network in an exact and straightforward manner through enumerating all possible combinations of arc states [12] ; however, it is computationally expensive, i.e., the reliability analysis of a multi-state system is NP-hard.
Some exact but indirect approaches have also been proposed; they are based on binary-state minimal paths/cuts. A network can be decomposed into disjoint paths for deriving an accurate result. These algorithms are mostly minimal cut based [14] [15] [16] [17] [18] [19] [20] ; however, a large computational complexity is still incurred. For minimal cut based approaches, all lower/upper boundary points (LBPs/UBPs), also known as multi-state minimal path/cut, must be determined in advance. For multi-state networks, multi-state minimal cut vectors (MMCVs) must be determined. Then, the network reliability is computed by state space decomposition [21] , inclusion-exclusion (IE) [15] , or sum-of-disjoint-product methods [19] , provided that all LBPs/UBPs are derived. Unfortunately, the processes of searching for binary-state minimal paths/cuts, LBPs/UBPs, the decomposition/IE/SDP methods are all NP-hard. Similarly, the MMCV deriving process becomes cumbersome or even impossible to solve with an increase in network size. In [22] , all LBPs can be searched without knowing all binary-state minimal paths in advance; however, the network is still solved in terms of two NP-hard problems. Similarly, although a reduction in complexity has been widely investigated, the reliability analysis of a multi-state system is still NP-hard [23] , thus the application of probabilistic approaches is largely limited and specifically for large systems.
For a simulation-based approach such as Monte Carlo (MC), the accuracy cannot be easily established even though the results from a large sample size are often considered stable. Due to its slow convergence, a large sample size is required for achieving a high accuracy. Furthermore, for the MC simulation in [24] , MMCVs need to be determined in advance. For practical applications, capacity distributions of arcs or nodes are not limited to fixed values, but varying with time (either exponentially or non-exponentially). The provision to consider such scenarios tremendously increases the complexity of the analysis.
Recently, stochastic computational approaches were proposed for reliability analysis of logic circuits [25] , [26] and dynamic fault trees (DFTs) [27] using random binary bit streams. Furthermore, a stochastic analysis has been used for predicting the reliability of a binary-state two-terminal network [28] . Stochastic models are presented for imperfect arcs and nodes; non-Bernoulli sequences of random permutations of fixed numbers of 1's and 0's are utilized to encode the signal probabilities. The use of non-Bernoulli sequences leads to an efficient evaluation; the accuracy is shown to be high if a reasonable sequence length is used.
In this paper, a stochastic analysis of a multi-state two-terminal network is proposed. A randomly permuted sequence of fixed numbers of multiple values [29] is utilized for modeling the multi-state property. Stochastic models are constructed for the information transition process through multi-state arcs; for an anticipated transition, the number of information units received by the sink should be no smaller than the pre-specified demand value . Then, a stochastic analysis is performed to efficiently find the probability for the connection between the source and sink. Lastly, the node capacity can also be easily investigated through the proposed stochastic analysis.
The remainder of the paper is organized as follows. Section II reviews the preliminaries for multi-state two-terminal networks and the fundamentals for stochastic computation. Sections III presents the stochastic models for multi-state arcs. Section IV deals with the analysis of general multi-state two-terminal networks using the proposed approach. Various case studies are presented in Section V to validate the proposed approach. Finally, Section VI concludes the paper.
II. PRELIMINARIES AND REVIEW
Let a multi-state two-terminal network be denoted as ( , , ) consisting of a node set and an arc set . In this paper, a pre-specified demand value is required for reliable communication between the source and the sink . An example of a multi-state two-terminal network is illustrated in Fig. 1 .  The node set consists of nodes such as the source ( in Fig.  1 ), the sink ( in Fig. 1 ) and intermediate nodes ( in Fig. 1 ). The node set is denoted as = { |1 ≤ ≤ }, where indicates the total number of nodes in the considered network, thus = + 2, where indicates the number of intermediate nodes in the investigated network.  The arc set consists of arcs between the nodes in the network (either unidirectional or bidirectional); = { |1 ≤ ≤ }, where denotes the total number of arcs.  Let ( ) and ( ) represent the max-capacity of arc , i.e., for 1 ≤ ≤ and the max-capacity of node , i.e., for 1 ≤ ≤ , respectively. Hence, for the network in Fig.  1 , the capacity vectors for nodes and arcs are denoted as = ( ( 1 ), ( 2 ), ⋯ , ( )) and = ( ( 1 ), ( 2 ), ⋯ , ( )), respectively. If the max-capacity of a node is not specified, then the number of information units through this node is assumed to be infinity; otherwise, the capability of information transition is limited by the max-capacity of a node.
A two-terminal network fails when the anticipated delivery service with a demand of units cannot be supplied from the source to the sink through multi-state arcs [24] . Hence, for a provided capacity, once the available capacity received by the sink is no less than , it is regarded as a successful communication. Thus, the reliability of a multi-state two-terminal network is defined as the probability of a successful communication between the source and the sink of the network. In this work, the arc or node capacities are assumed to be distributed with known probabilities; they are either fixed, or time-dependent (either exponentially or non-exponentially distributed). Some assumptions are presented as follows: 1) The network configuration is a priori known; 2) If the capacity distribution is time-dependent, the mission time is specified; 3) The max-capacity of an arc or a node is provided; 4) The demand value of is pre-specified; 5) All possible states of the arcs are provided.
Stochastic computation has been proposed in 1960s for reliable circuit design [30] . In a stochastic sequence, a number of bits are proportionally assigned to have a specific value; for instance, a fixed number of 1's is utilized in a non-Bernoulli sequence to indicate a probability. Stochastic computation can be efficiently implemented by logic gates, while the stochastic sequence at the output encodes the (output) probability. In stochastic computation, the number of 1's in the output sequence is not deterministic, but probabilistic due to the inevitable stochastic fluctuations. However, the fluctuations can be greatly reduced by using the non-Bernoulli sequences [26] .
In this paper, a multi-state two-terminal network is analyzed by stochastic computation. The non-Bernoulli sequence is generalized to a multi-state scenario, referred to as a randomly permuted sequence. As analyzed in [29] , the inaccuracy can also be significantly reduced by the utilization of randomly permuted sequences; the effect of fluctuation is considerably reduced by utilizing a reasonable sequence length. For a component with states, the probability distribution of the states is given by a vector = [ , −1 , ⋯ , 1 ] , with ∑ =1 = 1. This probability vector can be encoded into a randomly permuted sequence of fixed numbers of multiple values [29] . Fig. 2(a) illustrates an encoding example of a ternary signal for stochastic computation by utilizing a sequence length of 10 values. . Fig. 2 (b-e) shows the logic gates for stochastic computation used in this paper. A sequence length of 10 values is shown in Fig. 2 (b)-(d) for the encoding and computing processes. A longer sequence length is usually required for achieving a higher accuracy, as shown in Fig. 2(e) . A multiple-valued comparator is depicted in Fig. 2(c) , by which the input sequence ( ) is compared with a sequence of 1s. For the th bit, if ( ) ≥ 1, then ( ) = 1; otherwise, ( ) is 0. The multiplexer in Fig. 2 (e) computes the weighted sum with the output determined by the inputs and the distributions of 0s and 1s in the control sequence. 
III. PROPOSED STOCHASTIC MODELS FOR MULTI-STATE ARCS
In a two-terminal network, the anticipated information, e.g., the telecommunication data in a wireless network or gas for a supply network, is delivered from the source to the sink. Usually, a demand value of is specified a priori. For each transition, if the number of information units received by the sink is equal or larger than , then this delivery is regarded as a reliable transition; hence, the reliability of a multi-state two-terminal network is considered as the probability of reliable transitions.
As presented in Fig. 1 , a general two-terminal multi-state network consists of two types of nodes, i.e., (1) a source or sink that only has outer or inner arcs, as in Fig. 3(a) ; and (2) intermediate nodes that usually have outer and inner arcs, as in Fig. 3(b Fig. 3(a) illustrates a node with two unidirectional multi-state inner-arcs (where can be either the sink or intermediate nodes with unidirectional arcs). For the multi-state arc (or ), the capacity distribution is assumed to be given by a probability vector ( ) (or ( )). The elements in the probability vector can be either fixed or varying with time. If the capacity of node is not specified, then the stochastic model for the node with unidirectional multi-state arcs in Fig.  3(a) is shown in Fig. 3(b) .
Let ( ) and ( ) represent the output stochastic sequences for nodes and respectively. Let ( ( )) and ( ( )) denote the randomly permuted sequences encoding the capacity for the state probability distributions ( ) and ( ) for arcs and , respectively. Then, for the th trial, the states (i.e., the numbers of information units) of nodes and are represented as ( ) and ( ) respectively; ( ( )) and ( ( )) denotes the real capacities of arcs and for the th trial. Then, the numbers of information units that can be transformed through arcs and are given as ′ ( ( )) = MIN( ( ( )) , ( ) ) and ′ ( ( )) = MIN( ( ( )) , ( ) ), respectively. Thus, the anticipated number of information units that can be transformed through a specific arc is limited by the arc capacity. The units of information received by node is equal to the sum of information units from the inner-arcs connected with it; for example, for the th trial, ( ) = ( ′ ( ( )) , ′ ( ( )) ), as depicted in Fig. 3(b) . This can be efficiently implemented by a sum module (or adder) with randomly permuted sequences. As aforementioned, if the max-capacity of node is not specified, then the capability of the information transmission through node is assumed to be infinity. Thus, for the th trial, the th bit of ( ) can be obtained according to the previous analysis; then, a stochastic sequence ( ) can be derived if the simulation is performed for a number of times. ( ) encodes the signal probability distribution of node , so the signal probabilities for can be obtained by analyzing ( ).
If the max-capacity of , i.e., ( ), is specified, the number of information units (greater than this specified max-capacity) cannot be processed through . Hence, the information units at are limited by the provided max-capacity value. For the th trial, the number of information units received by is calculated as ′ ( ) = ( ′ ( ( )) , ′ ( ( )) ) . Let ′ ( ) denote the th bit of ′ ( ) . Thus, if ′ ( ) ≥ ( ( )) , then ( ( )) is selected as the output of , i.e., ( ) = ( ( )) , because the information units being sent from are limited by its max-capacity. Otherwise, ( ) = ′ ( ) . This can be efficiently implemented by the MIN module in Fig. 3(c) .
The stochastic model in Fig. 3(b) accurately implements the information transmission process for a node with unidirectional arc. If the max-capacity property of a node is specified, then this can be dealt with by using the stochastic model in Fig. 3(c) . The stochastic model for node with two unidirectional inner-arcs can then be generalized to a general scenario, i.e., a node with multiple unidirectional inner-arcs.
B. Stochastic analysis of nodes with bidirectional arcs
A bidirectional arc usually exists between two intermediate nodes, e.g., and , as shown in Fig. 4(a) . The bidirectional arc between nodes and is represented by ; the bidirectional arc can equivalently be represented as in Fig. 4(b) . Arc indicates the connection from to , while represents the opposite direction. Due to limitations in actual capacity [31] , only a single-directional flow is adopted for network realization, because the direction is determined by comparing the actual inner information units for nodes and . Let _ ( ) and _ ( ) denote the actual inner information units received by and respectively. For the th trial, if _ ( ) ≥ _ ( ) , then the information flow is transformed from to ; otherwise, the flow is in the opposite direction. The stochastic model for the transition process between and in Fig. 4(a) is further implemented by the stochastic models in Fig. 4(c) and Fig. 4(d) for different flow directions. 
Let ( ( )) denote the stochastic sequence generated for the state probability distribution of the multi-state arc (denoted as for simplicity). For the th trial, the state of the multi-state arc is denoted by ( ( )) . As analyzed previously, the transition process can only be performed in one direction, i.e. either from to or vice versa. If the direction is from to , i.e., ( ) > ( ) , then the information through is represented as ( ) = MIN( ( ( )) , ( ) ) because the information units to be transformed are limited by the capacity of arc . Otherwise, ( ) = MIN( ( ( )) , ( ) ). This is efficiently implemented by utilizing the 2-to-1 multiplexer in Fig. 4(c) with the output sequence of a comparator as the control sequence, i.e., ( ) . ( ) is obtained by comparing the sequences for nodes and .
The state of node is derived as ′ ( ) = ( ) + ( ) , while the remaining information units for node are equal to ′ ( ) = ( ) − ( ) with the information sent from to excluded. Otherwise, the information transmission process is performed in the opposite direction; hence, ′ ( ) = ( ) + ( ) , while the information units for node are equal to ′ ( ) = ( ) − ( ) . Therefore, ( ) can be derived as per the previous analysis.
In general, if the state probability distribution of the multi-state arc is provided, then the corresponding stochastic sequence ( ( )) can be obtained through stochastic encoding. Thus, the stochastic model in Fig. 4(d) accurately derives the sequences for nodes connected by a bi-directional arc.
C. Requirements for the flow of nodes
For arcs connected with the sink in Fig. 5 (a) , let ( ) denote the stochastic sequence received by the sink through , where ∈ {1, 2, ⋯ , }. Hence, the sequence received by the sink is given by ( ) = ∑ ( )
=1
. ) and bidirectional arcs ( 1 ⋯ ). As per the previous analysis, only one direction is possible at a time for the bidirectional arc. Once its direction is established, the inner and outer arcs are determined for the stochastic analysis. Let ( ) and ( ) denote the information sequences for the intermediate node through the inner-arc and the outer-arc respectively. For the th trial, the input and output units can be represented as ( ) and ( ) . For any intermediate node, the total number of information units received should be equal to the number of units sent from this node; hence, the restrictive condition of ( ) = ( ) must also be met.
Furthermore, for any arc in the investigated network, let ( ) denote the th bit processed through arc , then 0 ≤ ( ) ≤ ( ), where ( ) indicates the max-capacity of arc .
D. A stochastic model to process the sequence for the sink node
For reliable transmission, the available capacity from the source to the sink should be no less than the pre-specified demand , thus a comparator is necessary to process the information units received by the sink . This process can be efficiently implemented by the adoption of a comparator.
For the comparator, the two input sequences are referred to as ( ) and ( ); here, ( ) indicates the stochastic sequence received at the sink , while ( ) is a sequence with each bit equals to . The output sequence of the comparator is ( ) . For the th trial (or bit), ( ) represents the available information units received by the sink ; if ( ) ≥ ( ) , then ( ) = 1 indicates a successful transmission; otherwise, it is set to be 0. Hence, the system reliability is given by
(1) where is the sequence length of stochastic computation.
IV. ANALYSIS PROCEDURE FOR A GENERAL MULTI-STATE TWO TERMINAL NETWORK
A procedure for evaluating the reliability of a general multi-state two-terminal network is as follows:
(1) Construct a stochastic model for the investigated two-terminal network. The stochastic models in Fig. 4(b) and Fig. 4(c) are applied for the established unidirectional or bidirectional arcs.
(2) The state distribution probabilities (i.e., the capacity distribution) for the arcs at a specified mission time are determined by the provided parameters.
(3) Encode the obtained probability distribution into randomly permuted sequences for different arcs; if the capacity properties of nodes are specified, then the encoding process can be performed. A fixed number of each value is assigned in the sequence to indicate the probability distribution, as shown in Fig. 2(a) .
(4) Propagate the obtained randomly permuted sequences in step (3) through the constructed stochastic model for the investigated multi-state two-terminal network.
(5) Derive the stochastic sequence at the sink node. (6) The stochastic model for the comparator is utilized to process the sequence obtained at the sink node to find the reliability; (6) The reliability of the multi-state two-terminal network with a demand can be derived as per Equation (1).
The aforementioned procedures is given as the flow chart in Fig. 8 .
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Construct a stochastic architecture for the investigated multi-state two terminal network. For instance for the bridge network, the constructed architecture is as illustrated in Fig. 7(c) Encode the probability distributions into randomly permuted sequences
Obtaining output sequences at the sink node by propagating obtained sequences in step (3) 
V. CASE STUDIES
In this section, several cases are considered to assess the efficiency of the proposed stochastic approach. The accuracy of the stochastic approach is compared with Monte Carlo simulation. Different scenarios are investigated; all simulations are run on a computer with a 3.50 GHz E5-1620 microprocessor and a 16 GB memory.
Example 1: A bridge network [24] is shown in Fig. 7(a) . This network consists of four nodes (2 intermediate nodes, and , a source , and a sink ) and five arcs (4 unidirectional arcs and 1 bidirectional one). This is the simplest example of a multi-state two-terminal network.
An equivalent representation of the bridge network in Fig. 7 (a) is illustrated in Fig. 7(b) . It is analyzed to validate the proposed methodology. The max-capacity of each node is assumed to be infinity for this network and the demand is set to 3. So, the objective is to find the probability that the number of message units received by the sink is greater than or equal to 3 units. Table 1 shows the different probabilities assigned to the corresponding arc states [24] . Following the general procedure in Fig. 6 , Example 1 is analyzed by:
(1) constructing the stochastic model in Fig. 7(c) by using the models in Fig. 4 and Fig. 5 for the unidirectional arcs, SA, SB, AT and BT, or the bidirectional arch, AB (2) encoding the state distribution probabilities (i.e., the capacity distribution) in Table 1 for the arcs into randomly permuted sequences; (3) propagating the obtained stochastic sequences through the stochastic model in Fig. 7(c) ; (4) Obtaining the stochastic sequence at the sink node, T; (5) using the stochastic model for the comparator to process the sequence obtained at the sink node for deriving the reliability.
(6) The reliability of the multi-state two-terminal network with a demand is derived as per Equation (1). Let Table 2 ; and denote the simulated sequence length for the stochastic approach and the simulation runs for MC. In this case, the exact reliability is 0.8310 as obtained by the inclusion/exclusion method in [16] . For a large number of simulation runs or a large sequence length, the results by MC simulation or the stochastic approach follow approximately a Gaussian distribution. At each point, simulation is performed 30 times to derive the mean and variance. Table 2 compares the mean and variance for the reliabilities found using the stochastic analysis and MC simulation. It can be seen that the obtained reliability is close to the accurate value, which shows that the stochastic approach can evaluate a network with a high accuracy.
For a confidence level of 95%, the error is calculated as = √ , where μ and denote the accurate mean and the 0.1381 variance of the distribution of the results respectively, denotes the number of simulation runs or sequence length, and the parameter is equal to 1.96. It indicates that the error decreases by increasing . For = 10,000, the standard deviations for the stochastic analysis and the MC simulation are found to be 2.507 × 10 −6 and 9.528 × 10 −5 , respectively. Therefore, the obtained error for the stochastic analysis is smaller than MC simulation at a confidence level of 95%. Thus, the stochastic analysis is more accurate than MC simulation. If an error is specified, then the sequence length to meet the error requirement can be determined.
For assessing the computing efficiency, the average run time (Avg.) is also shown in Table 2 . For the algorithm in [16] , all MMCVs are identified as a prior, however the required time for determining the MMCV is not included. As can be seen, the stochastic analysis is more efficient than MC simulation for the same sequence length or number of simulation runs. Compared with the algorithm in [16] , the efficiency of stochastic analysis is also comparable with an acceptable accuracy (for = 10,000 with a relative error 0.09%). As shown in Table 2 , the accuracy of the stochastic approach is affected by the sequence length; a more accurate result can be obtained by increasing the sequence length (as indicated by the decreasing variance). This is also validated by Fig. 8(a) in which the simulation results converge with the increase of sequence length. The stochastic sequence length is determined by a tradeoff between accuracy and efficiency. However, the stochastic approach provides a relatively accurate estimate of the reliability of a two-terminal network with a reasonable sequence length. The relationship between reliability and demand value is further presented in Fig. 8(b) ; so the system reliability is reduced if a larger demand value is specified.
Example 2: As shown in Fig. 9 , this network consists of 12 nodes (a source, , a sink, and 10 intermediate nodes) and 21 unidirectional arcs. The arcs could be in one of three states (i.e., 0, 3, 5). The state distribution is reported in Table 3 . According to [32] , 669 MMCVs need to be determined in advance. Thus, it is difficult to use an exact approach to analyze a network of such size. Therefore, the reliability can be estimated by using the proposed stochastic analysis and MC simulation. The results are shown in Table 4 , in which denotes the simulated sequence length for the stochastic analysis and the average run time (Avg.) indicates the efficiency of the stochastic analysis. Fig. 9 The two-terminal network of [24] .
In Table 4 , the efficiency and the accuracy are indicated by the average run time and variance in reliability, respectively. The stochastic analysis can predict the reliability more accurately than MC simulation, as indicted by the smaller variance. The stochastic analysis is also more efficient than MC simulation, as indicated by the shorter simulation time. For a different threshold as shown in Table 4 , the average run time varies slightly with the demand value. This is incurred by the different simulation runs; however, the threshold has almost no effect on the run time.
The approximate reliability obtained by the stochastic analysis is further compared with the bounds obtained by MESP [32] and MLQ [33] . The respective absolute relative errors are reported in Table 5 for different cases. For the relative error, the stochastic analysis finds the reliability at an acceptable inaccuracy. For the three cases in Table 3 , the relative error for Case 2 is generally smaller than the other two Table 3 Arc state distribution for different cases for the network in Fig. 9 [24] . cases. This validates the claim in [24] that if the components' state probabilities are high for a perfect performance, the proposed simulation-based approach predicts more accurate results with a smaller relative error. The average run time (Avg.) of the stochastic analysis is also shown in Table 5 . The simulation time is mainly affected by the sequence length, but it is not significantly affected by a change in the arc state distribution.
Arc

VI. CONCLUSION
In this paper, a stochastic computational approach is proposed to evaluate the reliability of a general multi-state two-terminal network. The reliability denotes the probability of connectivity between the source and sink nodes. Both arcs and nodes at different capacity distributions have been considered. Random permutations have been used to improve the computational efficiency and accuracy of the stochastic approach. Due to the stochastic encoding, a capacity distribution, either fixed or varying with time, and the arcs, either unidirectional or bidirectional, can be stochastically modeled for the information transmission process. A stochastic model is then constructed through combinations of logic gates. Validated by two case studies, the proposed stochastic approach can efficiently and accurately predict the reliability of a general two-terminal network under a capacity distribution.
