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ABSTRACT 
Relations of the eigenvalues and the eigenvectors of some preconditioned iterative 
matrices such as BPSD, BPJ, BMPSD, and BMPJ with those of the Jacobi iterative 
matrix are established under the condition that the coefficient matrix A of the system of 
algebraic equations considered is a T(q, r) matrix. The convergence of these iterative 
methods is analysed when A is a T(l, l), T(1,2), or H matrix. 
1. INTRODUCTION 
In [l], the relations of the eigenvalues and eigenvectors of some iterative 
matrices such as SOR, AOR, and SSOR with those of the Jacobi iterative 
matrix are established, when the coefficient matrix A of the system of 
algebraic equations considered is a T(q, r) matrix. In [S], Professor Evans said: 
“Unfortunately unlike the SOR method with its consistent ordering property 
we are unable to find a suitable ordering of the points on our network in which 
the eigenvalues of the error operator of PJ are related in a simple way to the 
eigenvalues of the Jacobi matrix, except for the simple case of the 6, ordering.” 
In this paper the relations of eigenvalues and eigenvectors of some precondi- 
tioned iterative matrices such as BPSD, BPJ, BMPSD, BMPJ with those of the 
Jacobi iterative matrix are given, when A is a T(q, r) matrix. The convergence 
of these iterative methods is also considered when A is a T(1, l), T(l, 2), or H 
matrix. 
LlNEAR ALGEBRA AND ITS APPLICATIONS 146:93-110 (1991) 93 
0 Elsevier Science Publishing Co., Inc., 1991 
655 Avenue of the Americas, New York, NY 10010 0024-3795/91/$3.50 
94 
2. 
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EIGENVALUES AND EIGENVECTORS OF BPSD AND BMPSD 
ITERATIVE MATRICES 
Throughout this paper we assume that the coefficient matrix A considered 
is a T(q, r) matrix [2]: 
A 1,1 A 1, r+l 
A q+l.l 
A= 
A,-,,, 
A m,m-q A m,m 
(2.1) 
where (4, r) = 1. Let D = diag( A,, I, A,,,, * * * A,, ,), C = D - A, C, and 
C, be the strictly block lower and strictly block upper triangular parts of C 
respectively, L = D-‘C,, U = D-‘C,, and B = L + U; thus A = D - C = 
D - Ct - Cu. In addition, we assume 
l<q<m-1, lfr<m-1, p=9+?-. (2.2) 
THEOREM 1. Let 
S 7, UJ = Z - 7fZ - oU)-~(Z - oL)-‘D-‘A (2.3) 
be the BPSD iterative matrix [3], the m&-ix A be a T(9, r) matrix of the fm 
(2.1), h # 1 - 7, 9 > r, 29 > m, and suppose that the inequulities in (2.2) 
ho2d. 
(1) Zf p is an eigenvalue of the block Jacobi iterative matrix B and if X 
satisfies the equation 
[T - (1 - X)]” = [T” - ~(2 - w)(l - h)lr[~ - ~(1 - A)]‘-‘pp, (2.4) 
then X is an eigenvalue of the BPSD iterative matrix (2.3). 
(2) Zf X is an eigenvalue of BPSD iterative matrix (2.3), then there is an 
eigenvalue p of B which satisfws the equation (2.4). 
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Proof. If X is an eigenvalue of the BPSD matrix S,, w and if x = 
(x1, x,,. * . . r,) is the corresponding eigenvector, then 
From (2.1) we have 
[~-(l-h)lxj=[7-_(1--)]Bj,~+jx,+j, j=l,2,***,9> (2.6) 
[ 7 - (1 - “)] rq+j = (T - O(l - x))( Bq+j, jxj + Bq+j,'q+r+jxq+r+j) 
+ a2(l - h)Bq+j,jBj,r+jxr+j> j=1,2;**,m - q, 
(2.7) 
where we assume 
Bq+j, q+r+j = O when jam+l-q-r. 
With the help of (2.6), (2.7) becomes 
(2.8) 
[~- (1 - h)]X,+j= ~2-:"'"o(l"':,- ')B,+j,jr, 
+ ( 7 - O( l - h)) Bq+j, q+r+jXq+r+jT 
j = 1,2;**,m - q. (2.9) 
For the matrix B = L + U we can construct a vector 
such that if Bi, j # 0 we have 
i 
r, 
vj - vi = 
j > i, 
-q> j < i. 
(2.10) 
(2.11) 
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Putting 
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xj = {[T” - 742 - w)(l - A)]“[7 - a(1 - A)]yYj, 
j = 1,2;**, m, (2.12) 
we obtain 
[ 7 - (l - x)] Yj 
= [ 7 - a(1 - A)] ([ 72 - W(2 - a)(1 - A)]” 
’ [’ - w(l - X)]n]r'PBj,r+jY~+jT j = 1,2;**,9, 
(2.13) 
[T- (9 - x)] Yq+j 
= 
r2 - 7w(2 - w)(l - 1) 
7 - o(1 - A) 
.{[A 70(2 - w)(l - x)y[T - w(1 - h)ju)-a’PBq+j,jyj 
+[~-U(l-X)]([+7U(2-~)(l-qfi[~-O(l-X)]a]r’P 
XBq+j,y+r+jYq+r+j> j=1,2;**,m - 9. (2.14) 
Now, if 
9Q! --_ l=l+T(y and ,_!!=?, 
P P P P 
(2.15) 
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i.e. (Y = -2, /3 = 1, (2.13) and (2.14) become 
[r - (l - x)] Yj 
= [A TW(2 - w)(l - h)pp- w(1 - h)(4-r)‘p]Bj,r+jy~+j, 
j = 1,2,*-e, 9, (2.16) 
[ 7 - (l - ‘)] Yq+j 
= 
0 
T2 - 7w(2 - a)(1 - x)p[ 7 - o(1 - X)](q-r)‘P) 
’ ( Bq+j,jYj + **’ +Bq+j,q+r+jYq+r+j)p 
j = 1,2;**, m - 9, (2.17) 
i.e. 
7+x-1 
By = [g - Tw(2 - g(l - q’p[ 7 - + - q(9-+Y. (2.18) 
Therefore 
7+h-1 
p = [r” - ro(2 - (q(l - q]““[r _ + _ y](9-+” C2*19) 
is an eigenvalue of B, and (2.4) follows. 
Conversely, if p is an eigenvalue of B and X satisfies (2.4), then (2.18) 
holds and hence (2.17) and (2.16) hold. By putting 
xj = I[ T2 - W(2 - w)(l - A)] [ 7 - w(1 - A)] -2ppyi, 
j = 1,2;**, m, (2.20) 
we can easily prove that h is an eigenvalue of the BPSD iterative matrix. This 
completes the proof of Theorem 1. n 
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For the iterative matrix 
s 
T>Y. w = I - T( I - yU)-‘( I - oL)-‘D-‘A, (2.21) 
which we call the BMPSD iterative matrix, we have 
(7+x- l)“= [7”- 7(y+w--ryo)(l - )1)]r[7--(l - x)]q-‘,p, 
(2.22) 
j = 1,2;*+,m, (2.23) 
where X is the eigenvalue of the matrix (2.21) and ~1 is that of the block Jacobi 
matrix; r and y are the eigenvectors corresponding to X and p respectively. 
REMARK 1. The results in [l] are special cases of Theorem 1. 
THEOREM 2. Let the matrix A be a T(9, r) matrix of the form (2.1), 
X + 1 - r, 9 f r, m < 2r, and suppose that the inequalities in (2.2) hold. 
(A)(l) If p is an eigenvalue of the block Jacibo iterative matrix B and if X 
satisfies the equation 
[r - (1 - x)]” = [r” - ro(2 - w)(l - x)l”[r - w(1 - x)]=r/&p, 
(2.24) 
then X is an eigenvahie of the BPSD iterative matrix (2.3). 
(2) If h is an eigenvalue of the BPSD iterative matrix (2.3), then there is an 
eigenvalue p of B which satisfies the equation (2.24). 
(B)(l) If I_L is an eigenvalue of the block Jacobi iterative matrix B and if X 
satisfies the equation 
(7+h-1)P=[7a-r(~+W--yYW)(1-~)]9[r-y(1-X)]r--qpp, 
(2.25) 
then X is an eigenvalue of the BMPSD iterative matrix (2.21). 
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(2) If X is an eigenvalue of the BMPSD iterative matrix (2.21), then there is 
an eigenvalue p of B which satisfies the equation (2.25). 
Proof. We proceed as in the proof of Theorem 1, but now the relations of 
the eigenvectors x = (xi, xa; * *, r,) of the BMPSD matrix and BPSD matrix 
to the eigenvectors y = ( yl, ya; * *, y,) of the Jacobi matrix are 
xf= ([ra--7(0+y-OY)(l-X)][r-y(l-h)]-Z)”J’pyi, 
j = 1,2;* m, (2.26) 
and 
xj = ([ 9 - 742 - w)(l - A)] [ 7 - w(1 - A)] -2) “j’Py,, 
respectively. 
j = 1,2;* 
3. CONVERGENCE ANALYSIS 
3.1. T(1, 1) and T(l, 2) Matrices 
In this section we shall use the following two lemmas in [5]. 
m, (2.27) 
LEMMA 1. If e and f are real, then both roots of the quudratk equutkm 
2+ex+f=0 
are less than one in modulus zy and only if 
(1) l+e+f>O, 
(2) 1 -e+f>O, 
(3) 1 -f>O. 
LEMMA 2. If e, f, and g are real, then the three roots of the cubic equutkm 
x3+e2+fx+g=0 
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are less than one in modulus if and only if 
(1) 1 + g > 0, 1 - g > 0, 
(2) 1-e+f-g>O,l+e+f+g>O, 
(3) 1 - f + eg - g2 > 0. 
We now prove 
THEOREM 3. Let the matrix A be a T(q, r) matrix of the form (2.1). lf 
q = r = 1, the inequalities (2.2) hold, and the eigenvalues of the matrix B2 are 
nonnegative, then the BPSD iterative method is convergent if and only if 
CL< 1, (3.1.la) 
o < 7 < 2 - w(2 - w)jP - J4@(1 - C&t), + Cd72 - Cq2$ 
1 - ii2 
, (3.1.lb) 
where ji is the largest modulus among all the eigenvalues p of the matrix B. 
Proof. First, it can easily be proved that the RHS of (3.1.Ib) is less than 
2. Now, since q = r = 1, (2.4) becomes 
[T - (1 - A)]‘= [T” - 70(2 - a)(1 - x)14, (3.1.2) 
i.e. 
x2 = [2(’ - 1) - 742 - +2]x + (T - 1)2 + 7w(2 - ClJ)p - (7jq2 = 0. 
In order to apply Lemma 1, we take 
e = 2(7 - 1) - 7w(2 - w)d, f = (7 - 1)2 + TW(2 - Cd)/? - (7LL)2. 
From (3.1.1) we have 
1 + e + f = 1 + 2(7 - 1) - 7w(2 - a)/.~~ 
+ (7 - 1)2 + TW(2 - CA+&2 - ( qq2 
= T2(1 - P2) > 0. (3.1.3) 
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To prove 1 - e + f > 0, we note that 
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1 - e + f = 1 - 2(7 - 1) + 7w(2 - a)$ 
+(7 - 1)2 + W(2 - W)$ - (T/q2 
= q1 - cc”) - [4 - 2w(2 - w)$]7 + 4 
= (+i7- %)(I -cl”), (3.1.4) 
where 
f”= 2 - w(2 - CA+?, g”’ J4q1 - 0J)” + q2 - g2/L4. 
Obviously, if p = 0, then 1 - e + f = (7 - 2)2 > 0. So we consider the case 
p # 0. Since 
&a 4 
1_9= 
2 - C0(2 - CL+? + j/4$(1 - Cq2 + w2(2 - ClJ)2jL4 
= RHS of (3.1.1) 
and 
2 - w(2 - u)$ - J4$(1 - CIJ), + q2 - w)“c;” 
1 - /.L2 
5 
2 - w(2 - u)$ + J4c12(1 - g2 + q2 - g2/L4 
1 - jL2 
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it follows from (3.1.1) that 1 - e + f > 0. Finally, from 
1 -f= 1 - (7 - l)e - TW(2 - w)$ + 72p2 
= 7- 
[ 
2 - “I’” ;24p2]+2 - 1) 
and 
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(3.1.5) 
2 - w(2 - o)$ - J49(1 - q2 + 072 - ,)2p4 < 2 - o(2 - w)p2 
1 - /l2 l-r/2 ’ 
weobtainl-f>O. 
Therefore, by Lemma 1, if (3.1.1) holds, then the BPSD method is 
convergent. 
Conversely, if (3.1.1) does not hold, from the above analysis and Lemma 1 
we have at least one X such that ( Xl > 1, i.e., the BPSD iterative method is 
not convergent. w 
Under the condition F < 1, the RHS of (3.1.lb) is larger than 1 if and only 
if 
(3.1.6) 
hence we have 
COROLLARY 1. Let the matrix A be a T(q, r) matrix of tkform (2.1). If 
q = r = 1, the inqdities in (2.2) hold, and the eigenvalues of matrix B2 are 
nonnegative, then the BP] iterative method is convergent if and only if jIi < 1 
and (3.1.6) holds. 
THEOREM 4. Let the matrix A be a T(q, r) matrix of thef&-m (2.1). If 
q = 2, r = 1, the inequalities in (2.2) hold, and the eigenvalues of the matrix B3 
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are all real, then the BP] iterative method is convergent if 
F;c 1, O<WSl, (3.1.7) 
where ji is the largest modulus among all the eigenvalues p of the matrix B. 
Proof. The proof is similar to that of Theorem 3 and thus omitted. n 
REMARK 3. The convergence analyses of the BMPSD and BMPJ methods can 
be given in the same way. 
3.2. H Matrix 
Let 
p= 7 
42 - w) . 
The PSD iterative matrix S,,, and SSOR iterative matrix S, satisfy 
S T,&! = (1 - qz+ PS,; (3.2.1) 
hence the eigenvalue X of S, w and y of S, satisfy 
A= (1 - p) + PT. 
We now prove 
THEOREM 5. Zf 0 < 7 $ 42 - w), then ,a( S,) < 1 implies p(S,, w) < 1; 
on the other hand, if 0 < ~(2 - w) s r, then P(S~,~) < 1 implies p(S,) < 1, 
where p( *) denotes the spectral radius of a matrix. 
Proof. It follows from 0 < T 5 42 - w), p( S,) C 1, and [12] that P(S~,~) 
< 1. Now let y = qe”, q z 0, and 0 a; 0 < 2’~. From (3.2.1), we have 
1 xl2 = [~~cosO + (1 - a)]” + [B9sine12 
= 2(1 - qp9cose + (1 - P)" + (P9)2 
= 2(1 - p)p9(cose - 1) + [1 + P(9 - l)]" < 1. 
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Since 0 < 42 - o) 5 7 and fl = 71~42 - w), we can easily obtain 1 - 0 5 0; 
therefore q < 1, i.e. p(S,) < 1. This completes the proof of the theorem. n 
THEOREMS. Zf A is a nonsingular H matrix [6] with nonvanishing diagonal 
elements, then the P] iterative method is convergent if 
l+P(w) 
OCwC 24lB)) ’ 
(3.2.2) 
where B is the Jacobi iterative matrix of A. 
Proof. For simplicity, we assume D = I. 
Let M=(Z-uU)(Z-oL) and N=(l-w)B+w2UL. From [3] we 
have 
S l,w = M-IN. 
Now 
I(z - wq-‘1 = 1 z + OL + w2L2 + **- +cdN_LN 1 
and similarly, 
I(z- wq-‘I 5 (z- copI)-‘. 
Thusif M1=(Z-ulUJ)(Z-wJLI),then 
I(z- cd)-'(Z- wL)-~~ = 1 M-II s M;? 
Now, we consider the following cases: 
(A) 0 < w < 1. Let NI = (1 - w) I B I + CO’ ) V I I L I. Then I N I 5 N,; 
hence 
p( M-IN) s p( M;‘N,). (3.2.3) 
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Now p( ML ‘N,) < 1 if and only if the matrix 
= (I- IBI) 
is a monotonic matrix, and this is true, since A is an H matrix. Thus from 
(3.2.3) if 0 < w 5 1, then the PJ iterative method converges. 
(B) 1 < w. LetN,=(w-l)IBI + w’[UJ JLI.Obviously, (N( sNN,. 
We have 
IM-'N[ 5 M;‘N,. (3.2.4) 
Therefore 
p(M-IN) =‘p(M;‘Nz). (3.2.5) 
On the other hand, p( M; ‘Nz) < 1 if and only if 
is a monotonic matrix, and this is true if 
(20 - l)P( I B I) < 1, 
(3.2.6) 
(3.2.7) 
I.e., 
1 +P(Pl) 
w< 5’4lBl) . 
This completes the proof of Theorem 6. n 
Since the PSD iterative matrix S,, and PJ iterative matrix S,,, satisfy 
we have 
s 7.0 = (1 - ++ 7sl+, (3.2.8) 
THEOREM 7. Under the conditions of Theorem 6, the PSD iterative method 
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is convergent if 
2 2 
0C7< 1++?()’ o-<~l+p((BI)7 
(3.2.9) 
where B is the Jacobi iterative matrix of A. 
Proof. We proceed as in the proof of Theorem 6. H 
4. NUMERICAL RESULTS 
EXAMPLE 1. Consider the system of linear algebraic equations 
Ax = b. 
where A is the T(1, 1) matrix 
[ 1.001 0 1 1.001 0 1 1.001 0 1 1 .OOl 0 1 1 
or a T(l, 2) matrix 
-1.001 0 0 0 
0 
1 
0 1.001 0 0 1 0 
0 1 1.001 0 0 0 
1 0 P 1.001 0 0 * 
0 0 0 1 1.001 0 
  1  0 1 .OOl 1 
(4.1) 
The computational results are shown in Tables 1 and 2. 
TABLE 1 
Pj METHOD 
Model w s w s w S 
T(L1) 0.48 8737 0.77 743s 0.96 7249 
0.97 7250 0.99 7255 1.06 7312 
1.23 7754 2.00 21831 2.01 - 
T(l, 2) 0.47 8043 0.77 5979 0.88 5328 
0.998 4750 1.00 6913 1.01 - 
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TABLE 2 
PSD METHOD 
Model w r s w 7 s 
T(l, 1) 0.7708 1.894 3979 0.4797 1.571 5565 
0.9494 1.989 3647 0.8810 1.966 3719 
0.9918 1.994 3637 0.9756 1.993 3639 
0.9957 1.994 3637 1.239 1.886 4045 
1.060 1.987 3665 1.018 1.993 3641 
1.002 1.994 3637 2.000 1.000 21831 
2.000 1.001 - 2.010 1.000 - 
1.000 2.01 - 
TABLE 3 
PSD METHOD 
Five-point Seven point Nine point 
w 7 s w 7 s 0 7 S 
0.100 0.200 2447 
1.723 0.812 52 
1.617 1.029 48 
1.592 1.087 47 
1.586 1.103 47 
1.582 1.097 48 
1.576 1.119 47 
1.551 1.165 48 
1.446 1.367 51 
1.274 1.635 63 
0.826 1.837 127 
0.100 0.200 
1.829 1.018 
1.788 1.018 
1.773 0.770 
1.763 0.796 
1.748 0.839 
1.723 0.907 
1.657 1.087 
1.551 1.351 
1.274 1.804 
0.826 1.915 
C, = C, = 1, C, = 1, D, = 2, C, = 3, D, = 5, E = -0.1, h-’ = 11 
0.100 0.200 4222 
1.551 1.351 57 
1.274 1.504 48 
1.209 1.530 48 
1.168 1.556 47 
1.159 1.556 48 
1.153 1.556 48 
1.143 1.566 47 
1.103 1.583 48 
0.826 1.710 52 
0.100 0.200 3001 
1.551 1.282 46 
1.274 1.472 38 
1.209 1.514 38 
1.193 1.514 38 
1.184 1.520 38 
1.168 1.530 38 
1.103 1.556 38 
0.826 1.710 44 
C, = C, = 1, D, = 2, C, = 3, D, = 5, E = -0.1, h-’ = 31 
18774 
- 
- 
184 
185 
186 
190 
206 
247 
421 
954 
0.100 0.200 32077 
1.274 1.583 223 
0.997 1.693 194 
0.891 1.726 191 
0.851 1.736 192 
0.835 1.752 184 
0.826 1.752 186 
0.810 1.752 189 
0.785 1.762 188 
0.720 1.778 193 
0.549 1.831 212 
0.100 0.200 22481 
1.274 1.573 183 
1.103 1.641 170 
0.997 1.683 165 
0.932 1.710 164 
0.916 1.710 167 
0.907 1.710 169 
0.891 1.726 164 
0.826 1.752 170 
0.549 1.831 212 
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EXAMPLE 2. Consider the standard five-point, seven-point, and nine-point 
difference schemes for the partial differential equation 
2 2 
Cx$ + Cys + (Cl sin2ax + C2)g 
y 
+(D,sin27ry+DZ)~+E,=0, 
ay 
O<r,y<l 
TABLE 4 
PSD METHOD 
Five-point Seven-point Nine-point 
w 7 s w 7 s w 7 s 
C, = C, = 1, C, = 1, D, = 2, C, = 0, D, = 0, E = -0.1, h-’ = 11 
0.100 0.200 2977 
1.829 1.018 - 
1.723 0.822 50 
1.682 0.907 49 
1.673 0.933 49 
1.667 0.940 49 
1.667 0.940 49 
1.657 0.966 49 
1.617 1.040 50 
1.551 1.197 51 
1.274 1.657 75 
0.826 1.837 157 
1.829 1.018 
1.788 1.018 
1.773 0.754 
1.763 0.796 
1.748 0.839 
1.723 0.907 
1.657 1.087 
1.551 1.351 
1.274 1.811 
0.826 1.915 
0.100 0.200 5102 
1.274 1.514 53 
1.103 1.589 51 
1.037 1.625 49 
1.022 1.625 50 
1.012 1.625 50 
1.012 1.625 51 
0.997 1.641 49 
0.932 1.667 50 
0.826 1.710 51 
0.549 1.831 65 
0.100 0.200 3589 
1.274 1.472 41 
1.103 1.573 37 
1.037 1.599 36 
0.997 1.625 35 
0.997 1.625 35 
0.987 1.641 34 
0.982 1.641 35 
0.972 1.641 35 
0.932 1.651 36 
0.826 1.700 37 
0.549 1.814 51 
c, = c, = 1, c, = 1, D, = 2, C, = 0, D, = 0, E = -0.1, h-’ = 31 
- 
168 
167 
173 
182 
210 
265 
469 
1071 
1.274 1.583 248 
0.826 1.752 171 
0.720 1.778 171 
0.654 1.804 163 
0.614 1.821 160 
0.599 1.821 164 
0.589 1.831 159 
0.574 1.831 162 
0.549 1.831 170 
0.377 1.889 189 
0.100 0.200 24025 
1.274 1.573 182 
0.997 1.683 147 
0.826 1.742 137 
0.720 1.778 134 
0.679 1.794 133 
0.670 1.794 135 
0.664 1.804 131 
0.654 1.804 133 
0.614 1.821 135 
0.549 1.831 145 
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with boundary conditions 
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&I au 
G y=o = TX, ay y=l = -=ry ulx=g=O, UI x=r = 1 + sin 7ry, 
where C,, C,, C,, C,, D,, D,, and E are constants. We list the results in 
Tables 3 and 4. 
REMARK. A dash indicates that the algorithm is not convergent in that 
case. w and r are parameters; h is the mesh size of the difference scheme. 
The stopping criteria for Example 1 and Example 2 are ]I( r(‘+‘) - 
x(~))/~(~+~))I~ < lo-’ and [J(u(‘+‘) - u(~))/u(“+~)II m < 10-7, respectively. 
From these tables, we can see that the computational results and the 
theoretical results obtained in this paper agree very well with each other. 
1 wish to thank Professor Hu Jiu-gan for his valuable comments and for 
reading the manuscript. 
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