We describe preliminary investigations of using Docker for the deployment and testing of astronomy software. Docker is a relatively new containerisation technology that is developing rapidly and being adopted across a range of domains. It is based upon virtualization at operating system level, which presents many advantages in comparison to the more traditional hardware virtualization that underpins most cloud computing infrastructure today. A particular strength of Docker is its simple format for describing and managing software containers, which has benefits for software developers, system administrators and end users.
Introduction
In common with many sciences, survey astronomy has entered the era of "Big Data", which changes the way that sky survey data centres must operate. For more than a decade, they have been following the mantra of 'ship the results, not the data' (e.g. Quinn et al., 2004 , and other contri-$ https://www.docker.com Email address: dmr,stv,nch,rgm@roe.ac.uk (D. Morris, S. Voutsinas, N.C. Hambly and R.G. Mann) butions within the same volume) and deploying "science archives" (e.g. Hambly et al., 2008, and references therein), which provide users with functionality for filtering sky survey data sets on the server side, to reduce the volume of data to be Language (SQL) interfaces.
However, as sky survey catalogue databases have grown in size -the UKIDSS (Hambly et al., 2008 ) databases were 1-10 terabytes, VISTA (Cross et al., 2012) catalogue data releases are several 10s of terabytes, as is the final data release from the Sloan Digital Sky Survey (DR12; Alam et al. 2015) , Pan-STARRS1 is producing a ∼100 terabyte database (Flewelling, 2015) and LSST (Jurić et al. 2015 ; catalogue data volumes of up to 1 terabyte per night) will produce databases several petabytes in size -the minimally useful subset of data for users is growing to the point where simple filtering with an SQL query is not sufficient to generate a result set of modest enough size for a user to want to download to their workstation.
This means that the data centre must provide the server-side computational infrastructure to allow users to conduct (at least the first steps in) their analysis in the data centre before downloading a small result set. The same requirement arises for data centres that wish to support survey teams in processing their imaging data (with data volumes typically 10 to 20 times larger than those quoted above for catalogue data sets). In both cases data centre staff face practical issues when supporting different sets of users running different sets of software on the same physical infrastructure (e.g. Gaudet et al. 2009 ).
These requirements are not, of course, peculiar to astronomy, and similar considerations have motivated the development of Grid and Cloud
Computing over the past two decades. A pioneering example of the deployment of cloud computing techniques for astronomy has been the CANFAR project (Gaudet et al., 2009 (Gaudet et al., , 2011 Gaudet, 2015) undertaken by the Canadian Astronomy Data Centre and collaborators in the Canadian research computing community. The current CANFAR system is based on hardware virtualization, where the data processing software and web services are run in virtual machines, isolated from the details of the underlying physical hardware.
Following on from the development of systems based on hardware virtualization, the past few years have seen an explosion of interest within both the research computing and commercial IT sectors in operating system level virtualization, which provides an alternative method of creating and managing the virtualized systems.
A lot of the most recent activity in this field has centred on Docker and this paper presents lessons learned from two projects we have conducted involving Docker: a simple test of its capabilities as a deployment system and as part of more complicated project connecting a range of Virtual Observatory (VO; Arviset et al. 2010 ) services running in separate Docker containers.
Even by the standards of large open source projects, the rise of Docker has been rapid and its development continues apace. A journal paper cannot hope, therefore, to present an up-to-date summary of Docker, nor an authoritative tutorial in its use, so we attempt neither here. Rather, we aim to describe the basic principles underlying Docker and to contrast its capabilities with the virtual machine technologies with which astronomers may be more familiar, highlighting where operating system level virtualization provides benefit for astronomy. We illustrate these benefits through describing our two projects and the lessons we have learned from undertaking them. Many of the issues we encountered have since been solved as the Docker engine and toolset continue to evolve, but we believe there remains virtue in recounting them, both because they illustrate basic properties of Docker containers and because they show how the Docker community operates.
For the sake of definiteness, we note the development of the systems described in this paper were based on Docker version 1.6 and that we discuss solutions to the issues we encountered that have appeared up to version 1.12.
The plan of this paper is as follows. Section 2 describes hardware and operating system level virtualization, summarising the differences between the two approaches. Section 3 introduces Docker as a specific implementation of operating system level virtualization. Section 4 describes our first Docker project, in which it was used to create a deployment system for the IVOAT E X Document Preparation System (Demleitner et al., 2016) . Section 5 describes the use of Docker in the development and deployment of the Firethorn VO data access service (Morris, 2013) . Section 6 describes a specific problem we encountered and how it was solved through interaction with the Docker development community. Section 7 summarises some of the lessons we learned from these experiments and presents our conclusions as to the place that Docker (or similar technologies) may develop in astronomical data management.
Virtual machines and containers
The 
Docker
Docker is emerging as the technology of choice for VM containers (Yu and Huang, 2015; Wang et al., 2015) . Docker is an operating system level virtualization environment that uses software containers to provide isolation between applications. • At the end user level, Docker enables users to describe, share and manage applications and services using a common interface by wrapping them in standardized containers.
• From a developer's perspective, Docker makes it easy to create standard containers for their software applications or services.
• From a system administrator's perspective, Docker makes it easy to automate the deployment and management of business level services as a collection of standard containers.
Docker, DevOps and MicroServices
In a 'DevOps' (development and operations) environment, software developers and system administrators work together to develop, deploy and manage enterprise level services. Describing the deployment environment using Docker containers enables the development team to treat system infrastructure as code, applying the same tools they use for managing the software source code, e.g. source control, automated testing, etc. to the infrastructure configuration.
Reproducible science
In the science and research community, Docker's ability to describe a software deployment environment has the potential to improve the reproducibility and the sharing of data analysis methods and techniques:
• Boettiger (2014) describes how the ability to publish a detailed description of a software environment alongside a research paper enables other researchers to reproduce and build on the original work.
• Nagler et al. (2015) describes work to develop containerized versions of software tools used 6 to analyse data from particle accelerators 8 .
• The Nucletid project 9 provides reproducible evaluation of genome assemblers using docker containers.
• The BioDocker 10 project provides a curated set of bioinformatics software using Docker containers. 
Compute resource services

Reproducible deployment
It is often the case that a development team does not have direct control over the software environment where their service will be deployed.
For example, the deployment platform may be configured with versions of operating system, Java runtime and Tomcat webserver which are determined by the requirements of other applications already running on the machine and by the system administrators running the system. This can present problems when attempting to update the version of these infrastructure components. Unless it is possible to isolate the different components from each other then a system component cannot be updated unless all of the other components that 7 interact with it can be updated at the same time.
With an operating system level virtualization technology like Docker, each application can be wrapped in a container configured with a specific version of operating system, language runtime or webserver. The common interface with the system is set at the container level, not at the operating system, language or application server level. In theory it is possible to do something similar using hardware virtualization. However, in practice the size and complexity of the virtual machine image makes this difficult.
In a container based approach to service deployment, the development process includes a con- 
IVOAT E X in Docker
As an early experiment in using containers to deploy applications, we used Docker to wrap the IVOAT E X 11 document build system to make it 11 http://www.ivoa.net/documents/Notes/IVOATex easier to use. The IVOAT E X system uses a combination of L A T E X tools and libraries, a compiled C program to handle L A T E X to HTML conversion, and a makefile to manage the build process.
IVOAT E X includes a fairly clear set of install instructions. However, the instructions are specific to the Debian Linux distribution and porting them to a different Linux distribution is not straightforward. In addition, it was found that, in some instances, configuring a system with the libraries required by the IVOAT E X system conflicted with those required by other document styles.
Installing the full IVOAT E X software makes sense for someone who would be using it regularly.
However, installing and configuring all of the required components is a complicated process for someone who just wants to make a small edit to an existing IVOA document. In order to address this we created a simple Docker container that incorporates all of the components needed to run the IVOAT E X system configured and ready to run.
The source code for our IVOAT E X container is available on GitHub 12 and a binary image is available from the Docker registry 13 . In our example, the notroot-debian image is a container developed by one of our colleagues that includes tools for changing the user account when the container is started. This enables our L A T E X tools to run using our normal user account rather than root.
The Docker Hub
The next section of the Dockerfile uses the ENV command to set an environment variable that prevents the apt-get install commands from requesting interactive user input:
ENV DEBIAN_FRONTEND noninteractive A Dockerfile may contain multiple ENV commands to set environment variables which will be available both during the build process and in the runtime environment for a container.
The next section uses RUN commands to call the Debian package manager, apt-get, to install the C compiler and build tools: to mount a directory from the host system as the /texdata directory inside the container:
and once inside the container we can use the make commands to build our IVOAT E X document:
cd /texdata make clean make biblio make
The initial idea for this project was based on the work by Jessie Frazelle on wrapping desktop applications in containers 16 .
16 https://blog.jessfraz.com/post/dockercontainers-on-the-desktop/ While exploring this technique we encountered a security issue that potentially allows priviledged access to the host file system. When run from the command line, the Docker run command does not run the container directly, instead it uses a socket connection to send the command to the Docker service, which runs the container on your behalf. A side effect of the way that the Docker service works is that the root user inside the container also has root privileges when accessing the file system outside the container.
This normally is not a problem, unless you use a --volume option to make a directory on the host platform accessible from inside the container,
which is exactly what we need to do to enable the IVOAT E X tools to access the source for our L A T E X document.
In our case, this does not prevent our program from working, but it does mean that the resulting PDF and HTML documents end up being owned by root, which make it difficult for the normal user to manage them. This is where the user management tools provided by the notroot-debian base image can help. The script itself checks to see if the target user account and group are already defined, and if not it will create a new user account or group. It then uses sudo to change from the root user to the target user before executing the original command for the container.
If a new ivoatex container is run using the following command:
The --env option sets the useruid environment variable to the same uid as the current user.
The ENTRYPOINT script from the notroot-debian image will use this to create a new user account inside the container with the same uid as the user outside the container.
The --volume option mounts the current working directory, returned by the pwd command, as /texdata inside the container.
The result is that the IVOAT E X tools are run inside the container using the same uid as the external user, and can see the L A T E X document source in the /texdata directory inside the container.
This workaround highlights a potentially serious problem with the way the Docker system operates.
If we create a standard Debian container and mount the /etc directory from the host system as /albert inside the container:
Then, inside the container we run the vi text editor and edit the passwd file in the /albert directory:
vi /albert/passwd
The --volume mount means that vi running inside the container is able to edit the passwd file outside the container, using root privileges from inside the container.
It is important to note that this issue is not caused by a security weakness in the container or in the Docker service. The problem occurs because the user that runs a container has direct control over what resources on the host system the container is allowed to access. Without the --volume mount, the container would not be able to access any files on the host system and there would be no problem. This is not normally an issue, because users would not normally have sufficient privileges to run Docker containers from the command line.
Users on a production system would normally be given access to a container management pro- 
Virtual machine allocation and Containerization
During the development of the Firethorn project we went through a number of stages in our use of virtualization and containerization. From the initial development where the services were manually deployed to an automated system using shell scripts to manage multiple deployments on the same platform:
• Manually configured virtual machines.
• Shell scripts to manage the virtual machines.
• Containerization for the core Tomcat web services.
• Ambassador pattern for database connections.
27 https://www.microsoft.com/en-us/sqlserver/sql-server-2016 28 http://webpy.org/
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Figure 2: Firethorn architecture illustrating the key components and web services.
• Containerizing the Python GUI webapp and the Python test tools.
• Orchestration scripts to manage multiple deployments on the same platform.
At the beginning of the project we assigned a full KVM 29 virtual machine to each of our Java web services, connected to a Python webapp running on the physical host which provided the user interface web pages (see Figure 3 ; each virtual machine was manually configured). However, in practice it was not until we moved from using manually configured virtual machines to using a set of shell scripts based on the ischnurakvm 30 project to automate the provisioning of new virtual machines that we were able to run multiple sets of services in parallel. Replacing the manually configured instances with template based instances gave us the reliable and consistent set of platforms we needed to develop our automated integration tests (see Figure 4 ). The ischnura-kvm templates handle the basic 30 https://github.com/Zarquan/ischnura-kvm virtual machine configuration such as cpu and memory allocation, network configuration, disk space and operating system.
Once the virtual machines were created, we used a set of shell scripts to automate the installation of the software packages needed to run each of our services. For our Java web services, this included installing and configuring specific versions of the Java runtime 31 and Apache Tomcat 32 .
The final step in the process was to deploy our web service and configure them with the user accounts and passwords needed to access the local databases.
The first stage of containerization was to create 
Using pre-packaged or in-house base images
We ended up creating our own containers as the base images for our Tomcat web services, rather than using the official Java In our case, the two socat proxies in Docker containers makes the relational database appear to be running in another container on the same Docker host, rather than on a separate physical machine. This enables our service orchestration scripts to connect our web services to our database server using Docker container links. The arrangement is shown schematically in Figure 6 . At first glance, adding proxies like this may seem to be adding unnecessary complication and 43 http://www.dest-unreach.org/socat/ 18 increasing network latency for little obvious gain.
The benefit comes when we want to modify the system to support developers working remotely on platforms outside the Institute network firewall, who need to be able to run the set of services on their local system but still be able to connect to the relational database located inside the firewall.
In this scenario (illustrated schematically in Figure 7 ) the sql-proxy containers are replaced by sql-tunnel containers that use a tunneled ssh connection to link to the remote database located inside the Institute network firewall. The shell script for using the simple socat sql-proxy containers creates a named instance of the sql-proxy container for each of the database connections. In the following example, we create two database proxy containers, one for the metadata database and one for the userdata database.
Each sql-proxy container runs an instance of socat that listens on port 1433 on the container and connects to port 1433 on the target database host: To re-configure the system to use remote tunneled connections to access the databases, the deployment script can be modified to use instances of the sql-tunnel container, passing in environment variables for the ssh user name and host name used to create the ssh tunnel, and a volume mount of the SSH AUTH SOCK Unix socket to allow the ssh client to use agent forwarding 44 for authentication:
/tmp/ssh_auth_sock \ firethorn/sql-tunnel Each sql-tunnel container runs an instance of the ssh client that listens on port 1433 on the container and creates an encrypted tunneled connection via the ssh gateway host to port 1433 on the target database host.
Because the sql-tunnel containers function as drop-in replacements for the sql-proxy containers, as far as the rest of the system is concerned, nothing has changed. The configuration files use the same URLs for the JDBC database 44 http://www.unixwiz.net/techtips/ssh-agentforwarding.html#fwd connections, and as far as the Java web services are concerned, they are still making JDBC connections to two machines on the local network called metadata and userdata.
Obviously, using tunneled ssh connections for database access adds significant latency to the system, and would not be appropriate for a production system. However, based on our experience, using tunneled ssh connections for database access works well for development and testing.
Python GUI and Python testing
The final stage in the migration to Docker containers was to wrap the web.py user interface service in a container and add that to our set of images. Another example of a top level container used in our system was the testing suite that we used to test our system for performance and accuracy, also written in Python. This consisted of a number of possible tests, which would each launch an instance of the core web service containers, as well as a number of other containers required for the tests, for databases to log results, or for loading and running the test suite code. By the end of the project we employed a set of bash scripts that allowed us to run a one line command to start the required test, which we would run on any virtual machine.
These were long running tests, which helped us gauge how a system using Docker containers would behave and scale with large data volumes and long term up-time and whether Docker as a technology was production-ready or not. The full test deployment also included a local MySQL database deployed in a container alongside the Python test application for storing test results. docker-compose run <service>
Where <service> refers to one of the container instances defined in the YAML configuration file.
Compose simplifies the process of configuring, initialising and linking containers, and overall the process of building development, testing, and staging environments as well as continuous integration workflows.
However, at the time of writing we have only just started experimenting with Compose and we do not have enough experience with it to provide a more thorough description of its use.
Cross platform deployment
One of the key reasons for choosing Docker to deploy our systems was to be able to deploy the software reliably and repeatably on a range of different platforms.
In our project the software has to be able to run Another key point to note is how we benefited from Dockers support team as well as the number of early adopters. We decided to take up Docker at an early stage, which can be considered its 'bleeding-edge' phase (version 1.6), at which point it was more likely to discover issues. However, with the large team and strong technological support of its developers, as well as the significant number of early adopters, new releases to solve bugs or enhance usability and performance were issued frequently. Consequently, after some research, we realized that many of the issues we found, whether they could be considered bugs or usability improvements needed, were often fixed in subsequent releases, meaning that by updating our Docker version they would be solved.
Active participation in the community by the project developers and the fostering of an 'inclusive' atmosphere where users feel confident to submit bugs, request changes and post comments all contributes to the success of the project. This is true for many, but by no means all, open source projects, Linux itself being a prime example. Just making the source code accessible does not in itself guarantee the successful adoption of a project. In our experience, the more active and responsive the core project developers are to input from users, the more likely it is that a project will be successful and be widely adopted. This has certainly been the case so far with the Docker project.
Learning curve
Getting started with creating basic containers was relatively easy, starting with the simple images available from Docker Hub, along with the extensive documentation and user guides, as well as the community forums.
In the process of creating our containers we started with base images for the applications we wanted to create, for example using the official Tomcat image, looking at the source code for the Dockerfile, figuring out how they were put together and then developing our own version once we understood how they worked.
Understanding concepts like the isolation of each process of an application, how to link containers and expose ports, as well as how best to handle logging and resource usage, develop later as a result of using Docker containers for different applications and exloring the comments and advice available on the Docker community sites and third party blogs.
Conclusion
As mentioned throughout this paper, some of the main takeaways we noted from the use of Docker in development and production are the ease it provides in bundling components together, promoting re-usability, maintainability and faster continuous integration environments. We also noted how Docker improved collaboration between developers, specifically by providing a standard testing and deployment environment. Sharing code which is then compiled and executed on different environments has the potential to behave differently, while even the setup of such an environment can be cumbersome. By using Docker containers, developers need only share a Docker image or Dockerfile, which guarantees the environment will be the same.
In addition, based on our own experience of working with Docker and from talking about Docker with colleagues on other projects the openness of Docker and its community has contributed to its popularity in both science and business systems.
Based on our experience in development and production for the Firethorn and IVOAT E X projects, we anticipate a rapid growth of interest and usage of Docker and container-based solutions in general.
We expect that this will be the case for both devel- When deciding on whether to adopt a container technology such as Docker our experience would suggest that the benefits in terms of re-usability, maintainability and portability represent a significant benefit to the project as a whole and in most cases we would expect the benefits to outweigh the costs in terms of learning and adopting a new technology.
