Abstract. Operator decomposable probabilities on vector spaces -generalizing (semi-)stable and self-decomposable laws -are well known. More specific concepts, multiple operator decomposable laws, generalizing the nested Urbanik classes in the case of selfdecomposability, were investigated in fundamental papers by Maejima et al. [16], [17] resp. by Maejima and R. Shah [18] for real resp. p-adic vector spaces. For locally compact groups, decomposability properties were studied by R. Shah [27] , Raja [23], see also [6] . Here we are concerned with multiple decomposability on locally compact groups and generalize -as far as possible -the results in [16] , [18] . In fact, as it turned out that contraction properties play an essential role, hence throughout we concentrate on contractible locally compact groups.
Introduction
On vector spaces, operator-decomposability of probabilities -a common setup for operator-semi-stable, stable and self-decomposable laws -were the subject of various investigations. In analogy to the Urbanik classes in the case of self-decomposability, nested classes of multiple operator decomposable laws and their properties were investigated. For the background the reader is referred e.g., to [12] , [31] , [32] for finite and infinite dimensional real vector spaces, and [16] and the references therein for multiple decomposability. In case of locally compact groups we mention R. Shah [27] , Raja [23] , see also [6] , and for multiple decomposability on p-adic groups and vector spaces, [18] and the literature mentioned there. (For some aspects of multiple self-decomposability, i.e., decomposability w.r.t. a continuous one-parameter group of automorphisms, on groups see e.g., [4] .)
Let G be a locally compact group and τ ∈ Aut(G). A probability µ ∈ M 1 (G) is called τ -decomposable -in symbols: µ ∈ L 0 (τ ) -if there exists a cofactor ν ∈ M 1 (G) such that µ = ν τ (µ). Put L −1 (τ ) := M 1 (G). µ is called n−times τ -decomposable, n ≥ 0, -in symbols: µ ∈ L n (τ ) -if µ is τ -decomposable with a cofactor ν ∈ L n−1 (τ ). (For details cf. Definition 4.1 below.)
A continuous convolution semigroup (µ t ) t≥0 , of probabilities is τ -decomposable if for all t > 0, µ t is τ -decomposable with cofactor ν t , where the cofactors (ν t ) t≥0 form a continuous convolution semigroup. Analogously, (µ t ) t≥0 is n-times τ -decomposable if it is τ -decomposable and the cofactor semigroup is (n − 1)-times τ -decomposable. This motivates the following definition: Let A denote the generating functional of (µ t ) t≥0 , A = d + dt | t=0 µ t , f , evaluated for f ∈ D(G), the Bruhat-Schwartz test function space. Let GF(G) denote the cone of generating functionals. A is τ -decomposable -in symbols: A ∈ Λ 0 (τ ) -if for some generating functional A (1) we have A = A (1) + τ (A). Put Λ −1 (τ ) := GF(G). Analogously, A is n−times τ -decomposable (n ∈ Z + ) -in symbols: A ∈ Λ n (τ ) -if A ∈ Λ 0 (τ ), A = A (n) + τ (A), with A (n) ∈ Λ n−1 (τ ). Hence there exist generating functionals A Recall that for non-Abelian groups, generating functionals of continuous convolution semigroups play the role of logarithms of Fourier transforms, the second characteristic functions. For details the reader is referred to, e.g., [10] , Ch IV, § 2.0, [7] , [29] , [3] .
Throughout we have to suppose that G is contractible and τ ∈ Aut(G) is contracting, a natural condition. In complete analogy to the vector space case, we prove that n-times τ -decomposable laws are representable as infinite convolution products, µ = 
4.2). Under commutativity assumptions -and if a technical condition is satisfied (trivially satisfied e.g. in the case of homogeneous groups)
-we obtain, re-arranging the iterated convolution products: µ is n-
, and this is the case iff ν possesses logarithmic moments of order n + 1. In case of continuously embeddable probabilities we obtain, again in analogy to the vector space situation -at least for connected resp. totally disconnected contractible groups -a characterization of multiple τ -decomposable generating functionals of continuous convolution semigroups which corresponds to the characterization of the Lévy-Khinchin form in the case of real resp. p-adic vector spaces obtained in [16] resp. [18] .
Most of the results are part of the second named author's thesis [13] . The paper is organized as follows: First, in Section 1 we state the main results, Theorems 1.1 and 1.2. For their proofs we need several tools which are of independent interest. These tools, group norms and automorphism norms, resp. convergence of infinite convolution products, are collected in the following Sections 2 resp. 3. The proofs of the main results, and some slightly more general results follow in Sections 4 and 5 in a sequence of propositions. In an appendix, we discuss briefly the possibility of analogous investigations for certain classes of hypergroups.
Main results
Throughout let G denote a contractible locally compact group with contracting automorphism τ ∈ Aut(G). µ has a finite logarithmic moment of order n (in symbols, µ ∈ P log n ) if for a random variable X with distribution µ, E((log + (|X|)) n ) = G (log + |x|) n dµ(x) < ∞, where | · | denotes a group norm on G. (Cf. Definition 2.1). As afore mentioned, µ is n-times τ -decomposable iff µ has a representation as (n+1)-times iterated convolution product. To be allowed to re-arrange convolution products (in case n > 0) we define S ⊆ M 1 (G) to be a commutative sub-semigroup with τ (S) ⊆ S and ν ∈ S.
And if the right invariance group is trivial, H r (µ) := {x : µ ε x = µ} = {e}, then
, the convolution products (1.1), (1.2) and all rest
b2) Conversely, assume that the products (1.1) or (1.2) are converging, and again H r (µ) = {e}, then ν ∈ P log n+1 +
.
If G is a homogeneous group, hence aperiodic, all invariance groups are trivial, and in case n ≥ 0, the condition H r (µ) = {e} is trivially satisfied. And also for general locally compact contractible groups, for n = 0, the condition H r (µ) = {e} is superfluous. (Cf. Proposition 3.9).
Let µ be embedded into a continuous convolution semigroup (µ t ), and let A denote the generating functional. Let (multiple) τ -decomposability of continuous convolution semigroups resp. of generating functionals be defined as afore. In this case we obtain Theorem 1.2. a) Let G be a connected contractible group, hence a homogeneous group, and let G ∼ = R d denote the Lie algebra. Let τ ∈ Aut(G) and let
Hence exp
A denote the image of A under exp −1 . Then we have:
A is n−times τ -decomposable (on the vector space G). Equivalently, if the continuous convolution
This is the case iff the Lévy-Khinchin representation of
• A has the form given in [16] , Theorem 3.1.
b) Let G be a contractible totally disconnected locally compact group. Then there exist p ∈ N, p > 1 (not necessarily a prime power), a homeomorphism ψ : G → G := Q p , the additive group of p−adic numbers, and
Let again for a generating functional A,
• A := ψ(A) denote the image under ψ. Then we have:
• A on Q p has the form given in [18] , Theorems 4.3, 5.2.
Group norms and automorphism norms on contractible groups
Let G denote a locally compact group, Aut(G) the group of topological automorphisms endowed with the topology of uniform convergence on compact subsets.
y| defines a right-invariant metric generating the topology of G.
Remark 2.2. In the case of contractible locally compact groups we shall show that always group norms exist (see Proposition 2.10). Note that for homogeneous groups (homogeneous) norms are usually defined by a weaker condition |xy| ≤ C(|x|+|y|) for some C ≥ 1. However it is known that sub-additive homogeneous norms, i.e., norms with C = 1, exist (cf. [8] ). Hence here we restrict to sub-additive functionals.
Note furthermore, that group norms are frequently called pseudonorms (generating the topology of G), cf. e.g., [33] .
Obviously we have: Let | · | i , i = 1, 2, and | · | be group norms. Then the following functionals are also group norms:
In the sequel we make use of the following examples:
Example 2.3. Let G be a connected contractible group, therefore a homogeneous group. In particular, G is a simply connected nilpotent Lie group admitting a continuous one-parameter group of dilations (δ t ) t>0 ⊆ Aut(G), such that δ t δ s = δ t·s and δ t (x) → e, t → 0, for all x ∈ G. Then there exists a group norm satisfying |δ t (x)| = t · |x| for t > 0, x ∈ G. Thus G\{e} ∼ = R × + ⊗ {x : |x| = 1}. Such a norm -a subadditive homogeneous norm -will be called adapted to the dilations.
Any two homogeneous norms adapted to (δ t ) are equivalent. For details see, e.g., [7] , 2.9., and the literature mentioned there.
Example 2.4. Let G be totally disconnected and assume that there exist compact open subgroups U n , n ∈ Z such that U n+1 U n , n ∈ Z,
and |e| := 0. Then | · | is a group norm, adapted to (U n ). In fact, let e.g., k ≤ , x ∈ U k , y ∈ U . Then xy ∈ U k U ⊆ U k . Hence |xy| ≤ α k . I.e., |xy| ≤ max{|x|, |y|} ≤ |x| + |y|. The rest assertions are immediately verified.
Finite dimensional vector spaces are (commutative) homogeneous groups, with homothetical transformations H t : x → t · x as dilations. And vector space norms are homogeneous norms. As on vector spaces, homogeneous norms on a homogeneous group (w.r.t. fixed dilations) are equivalent. In contrast, this is not the case for group norms (adapted to τ ) as the following example shows: Example 2.5. Let as in Examples 2.4 resp. 2.8, (U n ) n∈Z be a filtration of G with compact neighbourhoods of e, i.e., U n ⊇ U n+1 , U n = G, U n = {e}. Let | · | be a group norm, and assume for some α ∈ (0, 1) that α n+1 ≤ |x| ≤ α n for x ∈ U n \U (n+1) . Consider the group norm |x| 1 := log(|x| + 1). For x n ∈ U −(n+1) \U −n , n ∈ N, we have
Hence the norms are not equivalent.
As easily verified, such filtrations exist for the groups considered in Examples 2.3 and 2.4. Definition 2.6. An automorphism norm corresponding to a group norm | · | is a sub-multiplicative functional || · || :
|σ(x)|/|x| is obviously an automorphism norm. It will be called canonical automorphism norm (w.r.t | · |). If not otherwise defined, || · || will always denote a canonical automorphism norm.
n→∞ → e for all x. As well known, if τ is contracting then it is compactly contracting, i.e., for all compact K ⊆ G we have τ n (K) → {e}. (Cf. [30] , Lemma 1.4 (iv), [35] ).
We continue the previous Examples 2.3, 2.4:
Example 2.7. Let G be a contractible connected group as in example 2.3 with contracting τ ∈ Aut(G). Then there exist a group of dilations (δ t ) with τ δ t = δ t τ for all t. (Cf. e.g., [7] , Remark 2.1.13 a)). Let | · | denote a (sub-additive homogeneous) norm adapted to the dilations. For short, adapted to τ . Then, as easily verified, for all automorphisms σ ∈ Cent((δ t )), in particular for σ = τ , we have for the canonical norm:
2) τ is (compactly) contracting, hence τ n {x : |x| = 1} → {e}.
3) Therefore ||τ m || → 0, hence there exists m 0 ∈ N with ||τ m || < 1 for all m ≥ m 0 . 4) and ||τ −1 || > 1.
Example 2.8. Let, as in example 2.4, G be totally disconnected and contractible with contracting τ ∈ Aut(G). There exists a filtration (U n ) by open compact subgroups such that in addition τ U n = U n+1 , n ∈ Z. We define for 0 < α < 1 the norm as in example 2.4. Then by construction, |τ n (x)| = α n · |x|, x ∈ G. . Therefore, for the canonical automorphism norm, we obtain ||τ n || = α n . In particular, ||τ || = α < 1 and ||τ
Lemma 2.9. Let G be a contractible locally compact group with contracting τ ∈ Aut(G). Let | · | be a group norm and assume for some
Thus the right side of (2.1 ) holds for 1 > R ≥ R 1 . The left side, as immediately seen, is valid for 0 < r ≤ r 1 := ||τ
Again the right hand side of (2.2) follows immediately for all r −1 ≥ r −1 1 := ||τ −1 || > 1 and and all N ∈ Z + . And almost verbatim as in the proof of (2.1), the left hand follows for 1 < R −1 ≤ R −1
1 . Whence the assertion follows.
According to Examples 2.7 and 2.8 the assumptions of Lemma 2.9 are satisfied for connected resp. totally disconnected contractible groups. In that cases the growth conditions (2.1) and (2.2) hold. Now let G be a contractible locally compact group with contracting τ ∈ Aut(G). Proof. As mentioned above, G splits as a direct product G = N ⊗D and also τ = ρ ⊗ σ. ρ and σ are both contracting on N and D respectively and satisfy the growth conditions (2.1) and (2.2) for 1 > R ≥ R i and 0 < r ≤ r i ≤ R i , i = 1, 2. In case of N , (2.1) and (2.2) hold for R ≥ R 1 and N ≥ m 1 ≥ 0. (Cf. Examples 2.7 and 2.8.)
With the group norm on G defined afore, as immediately verified, τ satisfies (2.1) and (2.2), with 1 > R ≥ max{R 1 , R 2 }, 0 < r ≤ min{r 1 , r 2 } and N ≥ m 1 .
For later use (in Section 5) we note: Proposition 2.11. a) Let G be a connected contractible group with contracting τ ∈ Aut(G), therefore a (homogeneous, hence nilpotent and simply connected) Lie group of dimension d. Let G ∼ = R d denote the Lie algebra and let
b) Let G be a totally disconnected contractible group with contracting τ ∈ Aut(G). Then there exists p ∈ N\{1},
• τ ∈ Aut(G) and a homeomorphism ψ :
Here G = Q p denotes the additive group of p−adic numbers. (p is not assumed to be a prime power here.)
Proof. a) The assertion is obvious since G is a simply connected nilpotent Lie group, hence homeomorphic to G. 
. Every subset Λ k := { x : x(j) = 0 ∀j ≤ k} is compact w.r.t. the product topology. And endowed with the topology that makes all cosets y·Λ k := {y(k)x(k) : x ∈ Λ k } compact open, P is a totally disconnected space. If we define the group operation coordinate-wise, P becomes a locally compact group, which will be called Λ. This group is contractible, since the shift σ, defined by (σ( x)) (k) := x(k + 1), is a contracting automorphism with the property σ(Λ n ) = Λ n+1 . Furthermore, there exists a homeomorphism
Let Q p denote the additive group of the ring of p-adic numbers, let
(Note that Q p may be represented as the space P defined above, with a different algebraic structure. See e.g., [9] , 10.2 -10.10. H p operates as shift on this product space.) Hence there exists a homeomorphism φ 2 :
Hence with the composition ψ :
→ Q p and • τ := H p the assertion follows. In fact, in [30] , 3.7, [7] , 3.2.8, it is supposed that p is a prime power, hence Q p a field. But the construction does not depend on this assumption.
Convergence of convolution products on contractible groups
Recall that for locally compact groups some versions of P. Lévy's equivalence theorem are available. For our purposes we need the following versions: Proposition 3.1. Let G be a locally compact group. (W.l.o.g., G is assumed to be second countable, as random variables are involved). a) Let G be aperiodic, i.e., without non-trivial compact subgroups. Then the classical version of the equivalence theorem holds:
If ν i , i ≥ 0, ν, are probabilities and
Then the following assertions are equivalent:
Note that as G is not supposed to be Abelian we have to define products in a fixed order:
Proof. For any second countable locally compact group G, the impli- We have for N, M > 0: µ N +M = µ N λ N,N +M . According to the shift compactness theorem [22] , III, theorem 2.1, 2.2, [10] , theorem 1.2.21, the set {λ N,N +M } is relatively compact. Let L denote the set of accumulation points (for N → ∞). Let λ ∈ L and assume, for
Whence λ K = λ K λ follows. I.e., suppλ ⊆ H r (λ K ). Again by assumption (iii ), λ K → ε e , hence ε e = ε e λ. I.e., λ = ε e , and L = {ε e }. According to [10] , 2.2.16, (i) follows. Assume (iii), and assume further that G is aperiodic. As afore mentioned, {λ k,n } is relatively compact. Thus, according to [10] , 2.2.19, (i) follows.
Assume (iii), and in addition, H r (µ) = {e}. As before, for λ ∈ L we obtain µ = µ λ. Again supp(λ) ⊆ H r (µ) and thus, by assumption, λ = ε e . Again, according to [10] , 2.2.16, (i) follows.
Note that H r (µ) = {e} ⇒ H r (λ k ) = {e} and, if the measures ν i belong to a commutative sub-semigroup
For special products considered in the sequel, µ = i≥0 τ i (ν), the condition H r (µ) = {e} is superfluous:
Corollary 3.2. Let G be a contractible locally compact group with contracting τ ∈ Aut(G). Let X i , i ≥ 0, Y be independent random variables with distribution ν = X i (P ), i ≥ 0, µ := Y (P ). Then, with the notations above, L = {ε e } and hence
Proof. It suffices to show that condition (i) of Proposition 3.1 is satis- converges strongly if it converges strongly in lexicographical order. a) As shown in Proposition 3.1 ('(i) ⇔ (iii )'), strong convergence implies that the the equivalence theorem holds.
b) Moreover, we define ad hoc for a fixed group norm | · |: If (X j ) are independent G-valued random variables, with distributions X i (P ) = ν i then X j is a.s. absolutely convergent if |X i | < ∞ a.s. Analogously we define for independent arrays (X i,j ) with distributions X i,j (P ) = ν j that the iterated products j≥0
A.s. absolute convergence implies strong convergence. In fact, a.s. absolute convergence implies a.s. convergence of all partial products and re-arranged products of the above products, and hence weak convergence of the convolution products j≥0 ν j resp. As well known, on vector spaces and also on homogeneous groups, convolution products ∞ k+1 τ j (ν) converge iff logarithmic moments exist.
As in the case of homogeneous groups (cf. [6] , [7] ) we define logarithmic moments in terms of group norms. (For vector spaces see e.g., [11] .) Definition 3.4. Let G be a locally compact group with a group norm | · |. Let (Ω, Σ, P ) be a probability space. Let X be a G−valued random variable with distribution X(P ) = ν. X resp. ν possesses finite logarithmic moments of order n, symbolically ν ∈ P log
Obviously, we have: Let f : Ω → R + be measurable, ψ ∈ C 1 (R) strictly increasing with integrable ψ . Then
Applying this observation to the functions t → log + (t) resp. t → log(1 + t) we obtain Lemma 3.5. ν ∈ P log n+1 + < ∞ iff one of the following equivalent conditions is satified:
Easy calculations show
Lemma 3.6. Let X be a G-valued random variable and | · | a group norm. Then,
for all β > 0. And if for some β > 0
Proposition 3.7. Let G be a contractible locally compact group with contracting τ ∈ Aut(G) and group norm | · | satisfying the growth condition (2.1). Let, for fixed n ∈ N, k(j), j ≥ 1, be a sequence in N such that k(j)/j n is bounded. (E.g., k(j) := n+j n , as throughout in the sequel). Then we have:
is weakly convergent
In particular, j≥0
s. convergent and re-arranged products and partial products are convergent.
(For real vector spaces see e.g., [11] , Lemma 3.6.5, for n = 0, or [16] , for n ≥ 1.)
Proof. 1). Assume first the growth condition (2.1) holds true with m 1 = 1.
Let X, X i , X i,j be iid random variables with distribution ν. Assume ν ∈ P log n+1 + for some (fixed) n ≥ 0. As afore mentioned, in Lemma 3.5, we have ∞ 0 P (log + |X| > y)y n dy < ∞. And, according to Lemma 3.6, for any α > 0 this is equivalent with
The growth condition (2.1) yields r n · |x| ≤ |τ n x| ≤ R n · |x| ∀x, and hence for all δ > 0
and thus
Then, by the Lemma of Borel-Cantelli, P (A * ) = 0, where A * := LimsupA k. (in lexicographical order). I.e., considering A * , we obtain: For P -almost all ω there exists j(ω) such that for all i ≤ j n , j ≥ j(ω) we have: ω ∈ A i,j , i.e., |τ j (X i,j (ω)) | < δ j α . Hence, for small α, such that δ α = Re α < 1,
with some constant c 1 (ω). Analogously,
2) In the case m 1 > 1 the proof runs analogously, the above estimates hold true only for j ≥ m 1 . Hence in the estimates for the sums
additional additive constants (depending on ω)
occur.
A.s. absolute convergence yields that In particular, weak convergence of
follows.
Converse results: For homogeneous groups we obtain as in the case of vector spaces (in analogy to e.g., [16] , [17] ): Proposition 3.8. Let G be a homogeneous group with contracting τ ∈ Aut(G) and corresponding group norm | · |. Let again k(j) ≈ j n , e.g.,
converges weakly ⇒ ν ∈ P log n+1 + Proof. G is a homogeneous group, hence aperiodic. According to the equivalence theorem Proposition 3.1, weak convergence of the products
variables with distribution X i,j (P ) = ν. Hence we obtain:
According to the Lemma of Borel-Cantelli it follows for all δ > 0:
since the variables X i,j are identically distributed and k(j) ≈ j n . The growth condition (2.1) yields (for all i)
We have r −1 > 1. Choose δ > 1 and put γ := r −1 δ,
and hence (with β = log γ ≥ 0):
Thus, by Lemma 3.6,
The proof of Proposition 3.8 shows that the following more general result holds true: Proposition 3.9. Let G be a contractible locally compact group with contracting τ ∈ Aut(G), let | · | be a group norm adapted to τ and satisfying (2.1). Let k(j) ≈ n+j n . Let (X i,j ) i,j≥0 be independent random variables with distribution ν. Assume that convergence of the convo-
Then we have µ ∈ P log n+1 + .
The condition is satisfied in the case n = 0 (Corollary 3.2), or if the product converges strongly (in the sense of Remark 3.3) or if H r (µ) = {e}, (or if G is a homogeneous group, as in Proposition 3.8).
Proof. Analogous to the proof of Proposition 3.8: There G was supposed to be a homogeneous group just in order to apply the equivalence theorem, Proposition 3.1 '(iii) ⇒ (i)'. Note that for n = 0, weak and a.e. convergence are equivalent by Corollary 3.2. Analogously, if strong convergence or H r (µ) = {e} or, more generally, L = {ε e }, is assumed, a.s. convergence follows by Remark 3.3 (resp. Proposition 3.1).
Remarks 3.10. a) We have shown by the preceding Propositions 3.7-3.8 that for homogeneous groups, ∀n ∈ Z + , for any group norm -not only homogeneous norm -satisfying a growth condition (2.1) the existence of logarithmic moments ν ∈ P log n+1 + characterizes weak convergence j≥0 τ j ν ( n+j n ) . This generalizes e.g., [6] , Proposition 3.4, Theorem 3.5, resp. [7] , Proposition 2.14.24, for the case n ≥ 0. In particular this proves that P log n+1 + does not depend on the particular chosen group norm.
Analogously, for n = 0, Proposition 3.9, generalizes the above mentioned results in [6] , [7] , to general contractible locally compact groups. Again this implies that P log + does not depend on the particular chosen group norm. b) A.s. absolute convergence,
weak convergence of re-arranged products and of partial products of j τ j ν ( n+j n ) . (Cf. Propositions 3.7, (3.1 )) We obtain therefore: b1) Let G be contractible with contracting τ ∈ Aut(G). Assume
be corresponding random variables with distributions Z (k) j (P ) = ν (k) . Then we have by Corollary 3.2, resp. Proposition 3.8:
, . . . be sequences of independent random variables with distributions ν (n) , ν (n−1) , . . . . Then:
, G is a homogeneous group or if one of the conditions in Proposition 3.9 is satisfied, then ν ∈ P log n+1 + and (Proposition 3.7) a.s.
convergence of the random variables jn,...,j 0 |τ j i (X jn,...,j 0 ) | follows.
Multiple τ -decomposability of probabilities
Let in this section, G be a contractible locally compact group with contracting τ ∈ Aut(G). Let furthermore, |·| be a group norm adapted to τ satisfying the growth condition (2.1).
In terms of random variables: A random variable X with distribution µ is τ -decomposable if there exists a random variable Y , such that (X, Y ) are independent and
If the contraction condition is not supposed, µ is usually called strongly τ -decomposable if in addition τ k (ν) → ε e . Here, as we always restrict to contracting τ , 'strongly' is superfluous.
Proof. a) ⇒ Obvious, since for all N we have
µ and, since τ is contracting, thus τ N +1 (µ) → ε e . The assertion follows by the shift compactness theorem, [22] , [10] .
(For homogeneous groups see e.g., [6] , [7] .) b) follows inserting in a) successively
Hence according to Propositions 3.7, 3.8, 3.9 we obtain immediately:
is the cofactor of a τ -decomposable law iff ν ∈ P log + .
We mention two results concerning the structure of τ -decomposable laws. The proofs are left to the reader. The following Lemma will be essential in the sequel. Since compact subgroups are not excluded, a careful discussion of convergence and re-arranging of iterated convolution products seems to be necessary. Lemma 4.5. Let, as before, G be contractible with contracting τ ∈ Aut(G), let S ⊆ M 1 (G) be a commutative sub-semigroup with τ S ⊆ S. Let µ, ν ∈ S. Let n ∈ N. If n > 1 we assume in addition H r (µ) = {e}. Then the following assertions are equivalent:
Proof. (4.1) ⇒ (4.2) . We proceed by induction on n. Let n = 1.
both τ -decomposable and ν, ν (1) ∈ P log + (Propositions 3.7, 3.9). For all L, M ∈ N we have:
Hence for all L ∈ N, inserting successively (4.4) in (4.3) with M = L− we obtain (in view of ν ∈ S):
and τ L+1 (µ) → ε e . We have to show that λ
→ ε e . Hence µ = ∞ 0 τ i (ν i+1 ), i.e., ( 4.2) for n = 1.
Since ν (1) ∈ P log + , for a iid sequence (Y j ) of random variables with distribution ν (1) we obtain |τ j (Y j ) | < ∞ a.s. (Proposition 3.7 (3.1)). τ satisfies the growth condition (2.1),
Then we obtain:
In fact, we have |τ
Let the assertion be proved for k ≤ n. We assumed H r (e) = {e}, hence Proposition 3.9 is applicable. Let
. Hence µ ∈ P log + and ν (n) ∈ P log + n+1 . Hence for all arrays (X i,j ) of iid random variables with distribution ν we have a.s. absolute convergence, j≥0
and (since all measures belong to S)
As in the case n = 1 we observe
Let Z L be distributed according to β L . Since ν ∈ S, we may assume
, hence Z L → e a.s., and thus β L → ε e . The assertion '(4.1) ⇒ (4.2)' is proved. Note furthermore that (4.2) implies ν ∈ P log n+2 + (Proposition 3.9). '(4.2) ⇒ (4.1)' Assume µ = j≥0 τ j ν kn(j) . As before, ν ∈ P log n+1 + follows, and for all iid arrays (X i,j ) with distribution ν we have a.s. absolute convergence, j≥0
Let (Y j 0 ,...,jn ) be iid random variables with distribution ν. Let, for fixed j, {X i,j : 1 ≤ i ≤ k n (j)} denote the re-arranged random variables {Y j 0 ,...,jn :
we have
..,Mn is a.s. convergent, to some random variable U say, for any sequence (M 0 , . . . , M n ) → ∞. Hence λ M 0 ,...,Mn → µ . The Cauchy property yields that µ , the distribution of U , does not depend on the par-
follows. I.e., (4.2) holds. But then by the step '(4.1) ⇒ (4.2)', µ = µ follows.
The proof is complete.
Putting things together we obtain the following result which contains Theorem 1.1: Proposition 4.6. Let G be contractible with contracting τ ∈ Aut(G). Let S ⊆ M 1 (G) be a commutative sub-semigroup with τ S ⊆ S and assume in the sequel that ν and all cofactors belong to S. Consider the following conditions:
c) For an iid sequence X i,j with distribution X i,j (P ) = ν the products
Then it follows: b1) ⇒ b2), b3), and c) (with cofactors ν (k) as in b3)), moreover, b1) ⇒ a). And if in addition H r (µ) = {e} then a) ⇒ b2) and b2) ⇒ b1).
The condition H r (µ) = {e} can be replaced by any other condition of Proposition 3.9 providing a.s. convergence.
Proof. For 'b1) ⇒ b2), b3), c)' see Proposition 3.7 and Remarks 3.3 and 3.10. For 'c) ⇒ b1)' see Remark 3.10 b). 'b1) ⇒ a)' will be proved by induction on n: n = 1: Let ν ∈ P log and
, we obtain (observing that according to c) and Remark 3.3, re-arrangement of convolution products is allowed):
By Proposition 4.2, µ is τ -decomposable with -per induction hypothesis n-times decomposable -cofactor ν (n) . Hence a) holds. If H r (µ) = {e}, the converse 'a) ⇒ b2)' follows by Lemma 4.5, and 'b2) ⇒ b1)' follows by Propositions 3.8 resp. 3.9.
Multiple τ -decomposability of continuous convolution semigroups and of generating functionals
It is well known that τ -decomposable laws are closely related to limit laws of triangular arrays of random variables of the form τ k (X j ). However, as already mentioned in the pioneer work [14] , even on the real line these arrays are in general not infinitesimal, hence the limits need not be infinitely divisible. Infinitely divisible τ -decomposable lawscalled τ -semi-self-decomposable -on vector spaces have a considerable rich structure. See e.g., the investigations [16] , [17] , [15] , [18] , and the literature mentioned there. Here we discuss briefly the possibility to carry over this concept to the group case.
Throughout we assume again G to be contractible and τ ∈ Aut(G) to be contracting. If µ is τ -decomposable and if we assume in addition embeddability of µ into a continuous convolution semigroup, more generally, into a continuous hemigroup, then there exist infinitesimal triangular arrays converging to µ. We note a slight generalization of [23] , 3, Proposition 2:
Proposition 5.1. Let τ be contracting and µ be τ -decomposable, µ = ν τ (µ). Assume furthermore that ν is embeddable into a continuous hemigroup (ν(s, t)) s≤t of probabilities with ν = ν(0, 1). Then there exists an uniformly infinitesimal triangular array of the form
are probabilities, embeddable into hemigroups for all n, i.
By the hemigroup property
To prove infinitesimality, put Γ := {ν(s, t) : 0 ≤ s ≤ t ≤ 1}. Γ is uniformly tight, hence for any neighbourhood U of e and any ε > 0 we have τ n (γ)(G\U ) < ε for sufficiently large n, for n ≥ N ε say, and all γ ∈ Γ. 1. For n ≥ 2N ε and j ≤ n 2
2. By continuity of the hemigroup there exists a δ > 0 such that for 0 ≤ t−s < δ we have ν(s, t)(G\U ) < ε. By assumption, k n −k n−1 ∞, hence for sufficiently large n, n ≥ L δ say, we have k j − k j−1 > 1/δ. For n ≥ 2L δ and for j ≥ n 2 we obtain ν
for any neighbourhood V of the unit such that V ⊆ k≥0 τ −k (U ). (Cf. e.g., [30] , Lemma 1.4, [7] , 3. 1.3 d) ).
Hence for all n ≥ 2L δ , for all j ≥ n 2
Whence the assertion follows by 1) and 2).
, n ∈ N, and b n ∈ Aut(G) such that for k n → ∞ we have We obviously have:
Proof. '⇒' By assumption, b
The terms on the left and the second terms on the right hand converge both to τ (µ) by assumption, hence the first terms on the right are relatively compact according to the shift compactness theorem, with accumulation point ν.
'⇐' We have, for any n:
The assertion follows with b n := τ −n and
Obviously the array (τ n (ν j )) is in general not uniformly infinitesimal.
On vector spaces, limits of uniformly infinitesimal triangular arrays are infinitely divisible, hence embeddable and vice versa. On (nonAbelian) groups embeddability of limits of commutative infinitesimal triangular arrays is only known for particular classes of groups under restrictive conditions. See e.g., [28] , [25] , [26] , [2] , [19] , [20] , [21] and the references mentioned there. In the following we assume again S ⊆ M 1 (G) to be a commutative sub-semigroup with τ (S) ⊆ S. If we assume in addition the arrays λ n,j = (b −1 n (ν j )) 1≤j≤kn, n≥1 to be infinitesimal, under suitable conditions and under the assumption that all measures belong to S, we obtain that τ -semi-self-decomposable laws are embeddable into continuous convolution semigroups.
To motivate the next definitions we consider first the example of real vector spaces:
Let µ be infinitely divisible, hence embeddable into a uniquely determined continuous convolution semigroup (µ t ) t≥0 with µ = µ 1 .
1.) If µ t is τ -decomposable for all t ≥ 0, µ t = ν(t) τ (µ t ), then it is easily seen that the cofactors {ν(t) : t ≥ 0} form a continuous convolution semigroup. Hence we write ν(t) = ν t . Note that the cofactors are uniquely determined then.
In fact, this follows by uniqueness of embedding and by P. Lévy's uniqueness-and continuity theorem for Fourier transforms on R d .
2.) Assume that µ = µ 1 is embeddable and τ -decomposable, and moreover, that the cofactor is embeddable. I.e., there exist continuous convolution semigroups (µ t ) t≥0 , (ν t ) t≥0 , such that µ 1 = ν 1 τ (µ 1 ). Again, it follows by uniqueness of embedding that µ t = ν t τ (µ t ) for all t ≥ 0.
3.) Furthermore, if µ = ν τ (µ) and if the cofactor ν is embeddable into a continuous convolution semigroup (ν t ) then µ is embeddable. In
Here we used the following notations: For A ∈ GF(G) and
More generally, let G i be locally compact groups, let ψ : G 1 → G 2 be a homeomorphism which respects the differentiable structure, i.e.
immediately by E. Siebert's characterization of generating functionals, [29] , Satz 5 , [10] , Theorem 4.5.8. Remark 5.6. As afore mentioned, if (µ t ) is a continuous convolution semigroup with generating functional A, then n−times decomposability of (µ t ) implies n−times decomposability of A. The converse is true if the involved measures µ t , ν n−times decomposable continuous convolution semigroups and generating functionals (in Lévy Khinchin representation of the second characteristic functions) were investigated for real and p−adic vector spaces and characterized in various ways. (Cf. [16] , [18] .) We use these results to obtain characterizations at least for the main examples, connected resp. totally disconnected contractible groups. First we mention the obvious result:
Lemma 5.7. We assume that as above a homeomorphism ψ : G 1 → G 2 exists respecting the differentiable structures, and in addition there exist τ ∈ Aut(G 1 ), ρ ∈ Aut(G 2 ) such that ψ • τ = ρ • ψ. Then we have: a) If τ is contracting (on G 1 ) then so is ρ (on G 2 ). b) If A ∈ GF(G 1 ) is (n−times) τ -decomposable then also ψ(A) ∈ GF(G 2 ) is (n−times) ρ-decomposable, n ≥ 0.
The above mentioned results imply Proposition 5.8 below, from which Theorem 1.2 follows. We use the notations introduced in Proposition 2.11. Let G be a contractible group, A ∈ GF(G) a generating functional.
Proposition 5.8. a) Let G be a connected contractible locally compact group, i.e., a (homogeneous) Lie group, of dimension d, say. Let G ∼ = R d denote the Lie algebra, exp the exponential mapping and for τ ∈ Aut(G) let (i) A is n−times τ -decomposable (in GF(G))
(ii)
• A is n−times b) Let G be a totally disconnected contractible locally compact group, with contracting τ ∈ Aut(G). (Cf. Examples 2.4, 2.8.) Let G ∼ = Q p denote the tangent object described in Example 2.8, Proposition 2.11 b), with corresponding homeomorphism ψ : G → Q p , and let (i) A is n−times τ -decomposable (in GF(G))
• A is n−times In fact, in [18] the result is proved for vector spaces over the field of p−adic numbers, hence for prime powers p. But, at least for dimension 1, the proof also works for the additive group of the ring of p−adic numbers, p not necessarily a prime power.
Appendix: Multiple decomposability on matrix-cone hypergroups
The investigations before are not limited to the case of groups. If we stay in the locally compact set-up, hypergroups are natural candidates. For the background the reader is referred to the monograph of W. Bloom and H. Heyer [1] . Recently M. Voit [34] and M. Rösler [24] investigated new classes of hypergroup structures on matrix cones with 'group like' properties. In [5] some basic probabilistic aspects of these hypergroups were investigated. It turned out that most of the tools needed for the investigations above in Sections 3-5 are also available for these hypergroups: There exist norms and automorphisms, in particular, contractible automorphisms. Furthermore, shift compactness theorems ( [5] , 0.12, 1.10), and a version of the equivalence theorem ( [5] , 2.20) are proved. Moreover, the convolution is commutative and Hermitean, hence by Lévy's continuity theorem for hypergroups convergence of infinite convolution products and triangular arrays are easier to handle. τ -decomposable laws (the case n = 0) and their co-factors are characterized ( [5] , 2.21-2.23). Altogether, most of the results for multiple decomposable laws obtained before have a counterpart (at least on) on matrix cone hypergroups. We do not go into details here. The investigations will be continued and published else where.
