Abstract-Cloud computing is advancing rapidly. With such advancement, it has become possible to develop and host large scale distributed applications on the Internet more economically and more flexibly. However, the geographical distribution of user bases, the available Internet infrastructure within those geographical areas, and the dynamic nature of usage patterns of the user bases are critical factors that affect the performance of these applications. Therefore, it is necessary to compromise between datacenters, service broker policies, and load balancing algorithms to optimize the performance of the application and the cost to the owners. This paper aims at studying the effect of service broker policies and load balancing algorithms on the performance of large-scale Internet applications under different configurations of datacenters. To achieve this goal, we modeled the behavior of the popular Facebook application with the most recent worldwide users' statistics. Then, we evaluated the performance of this application under different configurations of datacenters using: 1) two different service broker policies, namely, closest datacenter and optimum response time; and 2) three loadbalancing algorithms, namely, round robin, equally spread current execution, and throttled load balancer. The overall average response time of the application and the overall average time spent for processing a user request by a datacenter are measured and the results are discussed. This study would help service providers generate valuable insights on coordination between datacenters, service policies, and load balancing algorithms when designing Cloud infrastructure services in geographically distributed areas. In addition, application designers would benefit greatly from this study in identifying the optimal arrangement for their applications.
I. INTRODUCTION
Cloud computing (CC) has become a prevalent technology in recent years. It provides a flexible and straightforward approach for maintaining and recovering information. Furthermore, it facilitates the collection of extensive information and the dissemination of records to various clients around the globe. Dealing with these vast information collections requires several strategies to enhance and streamline operations and provide attractive levels of execution to clients. CC incorporates computational and capacity benefits through a pay-per-use business model. Thus, it is exceptionally desirable to business holders as it eliminates the provisioning overhead and enables organizations to begin very small and extend their assets only when needed [1] , [2] . It is likely the main innovation that totally supplements the web, "cloud computing alludes to registering on the Internet, instead of processing on a desktop" [3] .
With the advancement of the Cloud, it is now possible to build and host large scale applications such as social networking sites and e-commerce on the Internet more economically and more flexibly. Cloud Service Providers (CSP) are willing to provide large scaled computing infrastructure at a cheaper price (i.e., on pay per use basis) and in a very flexible manner (i.e., the users can scale up or down at will). However, several issues must be addressed to optimize the performance of applications such as the geographic distribution of the user bases, the available Internet infrastructure within those geographic areas, the dynamic nature of the usage patterns of the user base and how well the cloud services can adapt itself [21] .
In practice, cloud computing clients request specific services and require that their demands be fulfilled ahead of schedule at limited costs. As shown in Fig. 1 , the traffic routing between user bases (UB) and datacenters is controlled by a service broker that decides which datacenter should provide the service to the requests coming from each user base. Thus, the service broker controls traffic routing between user bases and datacenters. The load balancing algorithm determines which VM should be assigned to the next client request for processing according to different policies. For example, the round robin algorithm processes in a circular order by handling the process without priority, but equally spread current execution algorithm processes using priority. With the throttled algorithm, the client first requests the load balancer to find a suitable VM to perform the required operation. VMs should be assigned in a way that guarantees low response time and minimum transfer delay. Accordingly, service broker polices, load balance algorithms, and datacenters configuration are critical factors that influence the performance of applications.
This paper aims at studying the effect of service broker policies and load balancing algorithms on the performance of distributed large scale applications in cloud computing environments. Science and Applications, Vol. 9, No. 5, 2018 220 | P a g e www.ijacsa.thesai.org To achieve this goal, we simulated the behavior of the popular Facebook application with the most recent worldwide users' statistics using CloudAnalyst tool. We examined the performance of this application in different scenarios (i.e., with different configurations of datacenters) and using: 1) two different service broker policies; namely, closest datacenter and optimum response time; and 2) three load balancing algorithms, namely, round robin, equally spread current execution, and throttled load balancer. The overall average response time of the application and the overall average time spent for processing a user request by a datacenter are recorded and the results are discussed.
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This study helps CSP generate valuable insights on coordination between datacenters, service broker policies, and load balancing algorithms when designing Cloud infrastructure services in geographically distributed areas to optimize the application performance and the cost to the owners. In addition, application designers may use this study in identifying the optimal arrangement for their applications.
The rest of this paper is organized as follows: Section 2 provides background information on cloud computing and the most popular service broker policies and load balance algorithms; Section 3 describes the CloudAnalyst simulation tool; Section 4 shows and discusses our experimental results; Section 5 lists some related work; and finally, in Section 6, we give our conclusion and future work.
II. ESSENTIAL CONCEPTS
In this section, we review cloud computing and the most popular service broker policies and load balancing algorithms.
A. Cloud Computing
A cloud is a collection of IT resources, including hardware and software, deployed in a datacenter. The data center is built, operated, and managed by a Cloud Service Provider (CSP) which is an organization that provides cloud services. The provider may be an external (i.e., off-premise) provider to the consumer organization such as Amazon and Microsoft, or internal to the consumer organization (i.e., on premise), for example, the IT department. Cloud computing service models enable consumers to conveniently provision IT assets from a CSP in a way similar to a utility service such as electricity, wherein a consumer simply plugs in an electrical appliance to a socket, turns it on, and only pays for the amount of electricity used. The services provided by the cloud ranged from networkaccessible data storage and processing, software development and deployment tools, to fully-featured software applications. CC paradigm brings uncountable benefits to users such as high scalability, rapid elasticity, and excellent availability of computing resources.
The National Institute of Standards and Technology (NIST) [23] defines different cloud service models. The first type of cloud service model is called Infrastructure-as-a-Service (IaaS) where the capability provided by CSP to the consumer is to provision processing, storage and networks. The underlying infrastructure (hardware) is managed solely by CSP. However, www.ijacsa.thesai.org the consumer has control over operating systems and is able to run and deploy software applications. The second type of service model is called Platform-as-a-Service (PaaS) where the consumer is able to develop and deploy onto the cloud infrastructure applications using programming languages, libraries, services, and tools provided by CSP. The consumer does not manage or control the underlying cloud infrastructure (i.e., network, storage, compute system) or operating systems, but has control over the deployed applications. The last cloud service model is called Software-as-a-Service (SaaS) where the capability provided to the consumer is to use the CSP's applications running on a cloud infrastructure. The applications are accessible from various client devices through either a thin client interface, such as a web browser (for example, webbased email), or a program interface. The consumer does not manage or control the underlying cloud infrastructure, operating systems, or even individual application capabilities.
B. Service Broker Policies
Service brokers handle traffic routing between user bases and datacenters by employing different policies such as:
Closest datacenter: The default routing policy routes traffic to the closest datacenter in terms of network latency from the source user base. This policy utilizes the concept of region proximity in selecting the datacenter to which the user request has to be directed. A region proximity list is maintained using the "lowest network latency first" criterion to set the order of occurrence of datacenters in the list. The datacenter that occurs first in the list, i.e., the closest data center, is selected to fulfill the request using this policy. In cases where more than one datacenter with the same latency are available, a random selection of the datacenters is made. This policy is, therefore, beneficial in cases where the request can be satisfied by a datacenter that is quite close or within the same region.
Optimal response time policy:
This policy calls for the service broker to first identify the closest datacenter by making use of the network latency parameter, as in the previous policy. Then, the current response time is estimated for each datacenter. If the estimated response time is the one for the closest datacenter, then the closest datacenter is selected. Otherwise, the closest datacenter or the datacenter with the lowest response time is selected with a 50:50 chance.
C. Load Balancing Algorithms
Load balancing algorithms distribute the workload among server hubs within a datacenter as shown in Fig. 2 . The primary difference between load balancing algorithms lies in the manner in which they choose the server hubs and direct new demands to those particular hubs. In fact, load balancing consists of distributing the workload to individual centers that may have fewer loads than others. Load balancing is applied to enable successful utilization of assets, to improve the reaction time of the assignment, and to eliminate situations in which some VMs are heavily loaded while others are only marginally loaded [5] , [6] . Load balancing strategies are utilized by different server farms to adjust the workload among available VMs. Currently, existing load balancing algorithms include the Round Robin (RR) algorithm, equally spread current execution algorithm and the throttled algorithm. Round Robin (RR) Algorithm: The RR algorithm, shown in Fig. 3 , is one of the conventionally utilized algorithms that arbitrarily selects VMs. In the RR approach, time cuts are allocated to each assignment in a roundabout manner. Each undertaking is apportioned to available VMs in a roundabout request. However, there may be instances in which a few hubs are significantly loaded while others are only somewhat loaded. Thus, there are instances where the framework stack becomes irregular [7] . The RR algorithm is also a clear and static planning system that uses the guideline of time cuts, in which time is divided into various interims, and each VM is given a particular time cut or time interim [8] , [9] .
Equally spread current execution algorithm: The name of this algorithm suggests that it operates by equally spreading the execution load across different VMs [10] . It distributes the load randomly by first checking the size of the process and transferring the load to VMs that are only lightly loaded or which can handle the task easily in a small amount of time while maximizing throughput. This algorithm is a dynamic load balancing algorithm that determines the priority by checking the size of the process. It requires a load balancer that monitors the jobs to be executed. 222 | P a g e www.ijacsa.thesai.org
The task of the load balancer is to queue the jobs and hand them to different VMs. The load balancer analyzes the queue frequently for new jobs and then allots them to the list of free virtual servers. The load balancer also maintains a list of tasks allotted to the virtual servers, which helps them to identify which VMs are free and need to be allotted new jobs.
Throttled Algorithm: The throttled algorithm, shown in Fig. 4 , begins by allocating suitable VMs when the client sends a request to the load balancer. The load balancer maintains a file table of all the VMs together with their states, occupied or open mode. At the beginning, every VM is set to accessible mode. Then, the server controller guides the balancer for the next VM allotment, before it gets another demand. The balancer checks the table altogether until an important match of the VM was found. On the off chance that the ideal VM is discovered, then the balancer returns the ID of that particular VM to the server controller. Immediately, the server controller sends a demand to the VM with the specified ID. From that point onwards, the server controller sends a warning to balance the new distribution with the goal of refreshing the table. On the off chance there exists a case, when the VM is present, the balancer returns with that server information. When the VM is finished handling the doled out demand, the server controller gets a reaction cloudlet and it sends a message to the load balancer for VM de-assignment [11] , [12] .
III. CLOUDANALYST SIMULATOR
CloudAnalyst [12] , [21] is a GUI-simulator developed to study the behavior of large scaled Internet applications in CC environment. Using CloudAnalyst, application developers or designers can determine the best strategies for selecting datacenters to serve specific requests, allocating resources among available datacenters, and the costs related to such operations. It is an open source simulation tool [19] that enables the recreation and assessment of the execution of different cloud administrations. The CloudAnalyst is built on top of CloudSim tool kit [20] , as shown in Fig. 5 , by extending CloudSim functionality with the introduction of concepts that model Internet and Internet Application behaviors. It separates the simulation experimentations from programming tasks to enable users to quickly set up simulations and summarize results in useful formats. Different measures can be produced as an output of CloudAnalyst, such as, response time of the simulated application, usage patterns of the application, time taken by datacenters to service a user request, and the cost of operation.
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IV. EXPERIMENTS
The purpose of our experiments.is to show how different service broker policies, load balancing algorithms, and datacenter settings affect the performance of Internet large scale applications hosted on cloud datacenters. Social network services are one of the most popular Internet applications that vary with geographic location, sources of service requests, and time of day. They are large scaled applications that can benefit from cloud technology because they typically present nonuniform usage patterns [12] . One popular social network application today is Facebook, which has over 1.67 billion registered users around the world [22] . Table I 
A. Experiments Setup
We characterized six user bases representing the six primary areas of the world with the parameters depicted in Table II . For our simulation, we utilized a comparable speculative application with size equals 1/10 the size of Facebook. For simplicity, every client base was contained inside a solitary time zone and it was assumed that most clients utilized the application at night after working for approximately 2 hours. It was also assumed that 1% of the enrolled clients are web-based during peak hours at the same time and only a single tenth of that number of clients is online during off-peak hours. Moreover, every client makes another demand every 5 minutes when he or she is on the web. 
B. Simulation Senarios
We used the CloudAnalyst simulation tool to evaluate the performance of Facebook application described above in six different scenarios using: 1) two different service brokers policies; namely, closest datacenter (CDC) and optimum response time (ORT) and 2) three load balancing algorithms; namely; round robin, equally spread current execution, and throttled load balancer. Each scenario represents a different configuration for the datacenters. These scenarios are shown in Table IV . In the first scenario, a single datacenter containing 50 VMs was employed to process all user requests from around the world. In scenario2, we added a second datacenter and reduced the number of VMs to 25 for each datacenter. In the third scenario, three datacenters with different numbers of VMs (50, 75, and 100) were used. In all these scenarios, the geographical location of the datacenter was location 0 (i.e., North America). The fourth scenario was the same as third one except that the datacenters were distributed over three locations, North America, South America, and Europe. In the 5th and 6th scenarios, we used six datacenters distributed over the six locations described in Table II . All datacenters in scenario5 have the same size (50 VM), while in scenario6, datacenters have sizes 25,25,50,50,75,100VM respectively.
C. Results and Discussion
During simulation of each scenario, readings during the 24 hours of the day for the response time of the application and the time spent for processing a user request by each datacenter are measured and the Min, Max, and overall average values are recorded as shown in Table V . A quick inspection to the results www.ijacsa.thesai.org revealed that, in general, the throttled load balancing algorithm outperforms the other two algorithms since its recorded overall average response time (ART) and overall average processing time (APT) are the shortest in all scenarios, this is also shown in Fig. 6 and 7. Table VI shows ART and APT of the throttled load balancing algorithm in all scenarios. Table VI and Fig. 8 clearly show that the best values for ART and APT are obtained in scenario3 with the CDC service broker policy and in scenario6 with the ORT service broker policy. However, the cost of scenario3 is much less than scenario6 as can be noticed from Table IV . Finally, Fig. 9 shows a snapshot of the simulation results.
V. RELATED WORK
Various studies have been conducted on load balancing in the cloud computing environment. Randles et. al. [13] investigated the operation of three load balancing algorithms and discussed their disadvantages. They proposed arrangements for load adjusting. Khiyaita et. al. [14] reviewed cloud computing in depth and grouped load balancers in terms of their execution in a commonly circulated framework. They also discussed virtualization and examined the different interfaces in detail. Smith and Nayar [15] addressed the reasons for cloud appropriation and discussed how cloud computing helps different endeavors. Nandgaonkar and Raut [16] focused on the critical documentation required in distributed computing, administration from cloud suppliers, and operations in the cloud.
Padhy [11] assessed several outstanding current load adjusting algorithms that can be utilized. Jadeja and Modi [17] explored the building outline of distributed computing, its advantages, and a few drawbacks, for example, security, protection, and genuineness. Wickremasinghe et. al. [12] discussed the operation of a GUI-based apparatus called CloudAnalyst that can be utilized for concentrating and executing gigantic scaled web applications. Finally, Mohialdeen [18] discussed various booking strategies, reviewed various scheduling algorithms in distributed computing, and discussed their application in cloud computing.
VI. CONCLUSIONS AND FUTURE WORK
This paper has studied the effect of service broker policies and load balancing algorithms on the performance of large scale applications in cloud computing environments. In order to accomplish this study, we have created different operation scenarios under different settings of datacenters and using two services broker policies; namely, closest datacenter and optimum response time and three load balancing algorithms; namely; round robin, equally spread current execution, and throttled load balancer. In our experiments, we modeled and analyzed the behavior of the popular Facebook application and evaluated its performance in each scenario using the CloudAnalyst simulation tools. The overall average response time of the application (ART) and the overall average time spent for processing a user request by a datacenter (APT) are measured. The results showed that the throttled load balancing algorithm outperforms the other two algorithms since its recorded readings (i.e., ART and APT) are the shortest.
This study would benefit CSP generate valuable insights on coordination between datacenters, service brokers policies, and load balancing algorithms when designing Cloud infrastructure services in geographically distributed areas to optimize the application performance and the cost to the owners. In addition, application designers may use this study to identify the optimal configurations for their applications. In the future, we plan to extent this work to include more parameters that may impact applications' performance and to examine other types of large scale applications. 
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