Abstract-In this paper, we present a novel routing protocol for mobile delay tolerant networks, called Community-based Adaptive Spray (CAS). How to maximize routing performance (delivery ratio) and minimize resource consumption (number of message copies) is a common goal in these networks. Our protocol considers the following two aspects toward this goal: 1) selecting the intermediate nodes that are closest to the destination, based on their mobility patterns; 2) dynamically controlling the number of message copies according to the time-to-live of a message. Experiment results demonstrate that our protocol can improve routing performance and resource consumption compared to the state-of-the-art Spray-and-Wait and BUBBLE protocols.
I. INTRODUCTION
Mobile Delay Tolerant Networks (Mobile DTNs) are composed of a finite set of mobile devices, such as cell phones and personal digital assistants, which can communicate with each other via short range wireless protocols (e.g., Bluetooth). These mobile devices construct a digital ecosystem for the carriers to interact with each other in their living environment [1] . The characteristics of DTNs include frequent and long-term partitions which make message delivery one of the major challenges in these networks. Hence, message dissemination is often performed in a "store-carry-and-forward" manner [2] , where a message is stored by intermediary nodes and forwarded to nodes closer and closer to the destination node until the latter is eventually reached or the message expires.
In the literature, a number of routing protocols have been proposed in DTNs. Nevertheless, most of them only achieve either good performance in terms of delivery ratio or delivery cost. For instance, flooding-based routing protocols achieve the good performance of delivery ratio at the cost of huge resource consumption. Whereas forwarding-based routing protocols consume the smallest resources, however, they sacrifice the delivery ratio. Hence, how to balance the routing performance of deliver ratio and the resource consumption in terms of the number of message copies is a common goal in DTNs [3] .
In order to reasonably allocate resources, considerable research works [4] [5] utilize the mobility pattern of nodes, which has been theoretically and experimentally proved to influence the routing performance of routing protocols [6] [4] . On the other hand, the message dissemination is performed within the Time-To-Live (TTL) of a message. Consequently, an ideal resource allocation should involve two aspects: 1) selecting the intermediate nodes that close to the destinations, according to the mobility pattern of nodes; 2) dynamically controlling the number of message copies, based on the TTL of a message.
In this paper, we present a novel routing protocol in mobile DTNs, called Community-based Adaptive Spray (CAS) routing protocol. The goal of our protocol is to achieve a good trade-off between the routing performance and the resource consumption. To this end, our protocol considers both of the above two aspects of resource allocation. The protocol is based on communities, since the mobile device carriers generally do not act alone in real life, but tend to belong to communities [4] . Furthermore, the utilization of community is proved to improve the routing performance [4] . Moreover, compared to the number of nodes in a network, the number of communities is so small that the maintenance of information about communities is inexpensive. Hence, it is reasonable to organize the nodes in the network in terms of community [5] .
The main idea of our proposal is depicted as follows. The contact information (i.e., inter-contact time, contact times) between nodes and the information about encountered nodes (i.e., the identifier of encountered nodes, the community identifier of the encountered nodes) are exchanged and aggregated, when nodes encounter. The inter-contact time between two nodes is the time interval between two successive contacts. Hence, after a sufficient period of time, each node can establish a graph which reflects the topology of communities in the network.
In our proposal, the routing process is divided into multiple sub-processes. In each sub-process, a message is routed to an intermediate target node, which could be a gateway node between communities or the destination node of the message. At the beginning of each sub-process, our proposal utilizes the local knowledge of nodes to dynamically select the intermediate target node and calculate the minimum number of message copies, which are all based on the mobility pattern of nodes and the TTL of the message. The sub-process is repeated until the message either is delivered or expires. Therefore, the trade-off between the routing performance and the resource consumption can be achieved by minimizing the number of message copies utilized in each sub-process.
The contributions of this paper are twofold:
• We propose an approach to select the gateway node.
• We dynamically calculate the needed number of message copies, according to the TTL of a message. The remainder of the paper is organized as follows. Section II discusses related works on routing in DTNs. In Section III, we introduce the system model and the information maintained by each node. In Section IV, we describe our proposal in detail. The simulation and results are presented in Section V. Finally, we conclude the paper in Section VI.
II. RELATED WORK
In the literature, a variety of routing protocols have been proposed in DTNs. The existing routing protocols can be classified from different aspects [7] . From the aspect of the number of message copies utilized in the routing process, the existing protocols can be classified into two categories: forwarding-based and replication-based. In forwarding-based routing protocols, such as Direct Delivery [8] and First Contact [9] , only one copy for each message exists in the routing process. Therefore, these routing protocols achieve the minimum transmission overhead in terms of the number of message copies. However, due to the inherent characteristic of long-term network partitions in DTNs, these protocols often suffer from low delivery ratio and long delivery latency, even if a message is eventually delivered to the destination. Hence, the forwarding-based protocols are generally considered to be inefficient when the TTL of a message is limited [10] .
In order to improve the routing performance of delivery ratio and delivery latency, replication-based protocols distribute multiple copies of a message to the network. Based on whether the number of message copies is limited or not, the replicationbased routing protocols can be further divided into floodingbased and quota-based [11] . Epidemic [12] is the delegation of flooding-based protocols. It maximizes the routing performance of delivery ratio and delivery latency at the cost of huge resource consumption. However, the resources (e.g., battery and bandwidth) in mobile devices are traditionally limited and scarce. Therefore, flooding-based routing protocols are generally considered to be not applicable in reality [10] .
The quota-based routing protocols [11] [13] restrict the number of message copies for each message. These routing protocols are proved to achieve a good trade-off between the routing performance and the resource consumption [11] [13] . Moreover, these protocols potentially assume that all nodes have the same capability of visiting every location in the network. However, recent studies [4] [14] on the characteristics of human mobility from real world traces demonstrate that people usually roam in some relative small regions rather than the whole network space. Hence, the copies of a message are mainly sprayed in the same region as the source node by this kind of routing protocols. In other words, the existing quotabased protocols cannot efficiently deliver the message whose source node and destination node are in different regions.
In order to accommodate the characteristics of human mobility, social-based routing protocols, which can belong to the class of either forwarding-based or replication-based, are proposed in recent years. The utilization of social information (i.e., community, centrality) is proved to improve the routing performance [4] . In the existing social-based protocols, the decision of message forwarding relies on node's centrality, which indicates the relative importance of a node in the network. Nevertheless, the centrality of node cannot accurately steer a message to its destination node. To address this issue, Dang and Wu [5] utilize gateway nodes to deliver the messages whose source node and destination node belong to different communities. The gateway nodes are the nodes which have the highest probability of encountering the nodes in other communities. However, in [5] , messages are routed under Direct Delivery protocol, which is generally considered to be inefficient when the TTL of a message is limited.
III. SYSTEM MODEL
In this section, we first present the network model. We then introduce the information maintained by each node. Finally, we explain how the information is maintained by each node.
A. Delay Tolerant Network
Node. We define a node as a mobile device. We assume that each node is equipped with a radio interface (e.g., Bluetooth) for short-range communication, and that the transmission range of all nodes is the same. Two nodes are considered to encounter, if they are in the transmission range of each other. Two encountering nodes can exchange messages with each other. We also assume that each node has a unique identifier.
Community. A community is defined as a set of nodes which frequently co-exist in a common location. The encounter frequency of nodes in the same community is considered to be much higher than that of nodes in different communities. We also assume that each community has a unique identifier. Let the set of nodes in a community be = { |1 ≤ ≤ }, where = | |. Inter-contact time between two nodes. An inter-contact time between two nodes is the time interval between any two successive contacts.
Inter-contact time between a node and a community. An inter-contact time between a node and a community is the time interval between any two successive contacts between node and any node in community .
Gateway. A node in a community is defined as the gateway to another community , if node 's average intercontact time with community is the shortest with respect to the other nodes in its community .
Network. Let the set of all nodes in the environment be given as the set . Let the set of all communities in the environment be
}. Edges , and , exist between two communities and (where 1 ≤ ≤ , 1 ≤ ≤ , and ∕ = ), if the nodes in them have encountered at least once. The weight of edge , denoted as , is the average inter-contact time between the gateway in community with the community . Let be the set of all edges in the network. Therefore, a DTN can be represented as the directed weighted graph ( , ).
Message. A message can be considered as a tuple ⟨ , , , , , ⟩, where is the source node, is the destination node, is the intermediate target node, which is a gateway node connecting the current community to another community (or the destination node). is the identifier of the community connected by the gateway node (or null). is the Fig. 1 : Community Graph number of message copies permitted in the current community, is the TTL.
B. Information Maintained by a Node
Each node, e.g., node , in the network maintains six types of information: its node ID , its community ID , a community Gateway table. The gateway table of node contains the following fields for each known community : community ID , node ID of a gateway node (e.g. ) in community , the ID (e.g. ) of the community connected by the gateway node , and the average inter-contact time between gateway and community given as , . Node also maintains a timestamp which records the last updated time of this table.
Contact table. The contact table of node maintains the following fields for each encountered node : the node ID , the total contact duration , , the number of encounters , , the start time of the ongoing encounter , (if there is one).
Community graph. In the community graph of node , each vertex denotes a known community e.g., community . Each vertex is labeled by the number of its member nodes. The weight of the directed edge denoted by , is the average inter-contact time between the gateway in community and the community . The community graph of node locally reflects the topology of its known communities in the network, which is illustrated in Fig. 1 .
C. Maintenance of Information
The maintenance of the above information is driven by events. There are three kinds of events in the protocol: (1) connect event, (2) disconnect event, and (3) update event. We assume that nodes in the network honestly synchronize the maintained information.
Connect Event. It happens at the moment when two nodes enter the transmission range of each other. When connect event happens, two encountered nodes honestly exchange and update their corresponding values in each field of community table, community graph, and gateway table, according to the value of timestamp. They also set the timestamp to the current time. 
IV. PROTOCOL DESIGN
In this section, we first briefly describe the mechanism of CAS. We then present the design of CAS in detail.
A. Overview of CAS
In this section, we give an overview of our routing protocol. A routing example is depicted in Fig. 2 . The figure shows when a node (e.g., node ) generates a message (or receives a message from another node in a different community), node first finds the shortest path from its community to the community of the destination, according to the community graph. After that, node extracts the community (e.g. community ) which is next to the community of node on the path. It then checks up the gateway table to find the gateway (e.g., node ) connecting to community . Following that, node utilizes CAS to calculate the optimal number of message copies needed to route the message to gateway node . It afterwards sets gateway node (or the destination node of the message, if the destination node is in the same community as node ) as the intermediate target node, and routes the message with the specified number of message copies to the intermediate target node. When the intermediate target node receives the message, if it is the destination node, the routing process terminates; otherwise, it waits to forward the message to the nodes in community (or the community of the destination). The previous process is repeated until the message is delivered or expires.
B. Design of CAS
In our proposal, the routing process is divided into multiple sub-processes. Each sub-process is consisted of the following two components: 1) optimization of message copies and 2) message routing.
1) Optimization of message copies:
In Spray and Wait routing protocol [13] , if copies of a message are distributed in the network and the TTL of the message is , the expected delivery probability of the message can then be calculated as
, where is the inverse of the average intercontact time between nodes [15] . Hence, in order to meet the expected delivery probability , the relationship between the number of message copies and the TTL can be expressed as (2) . Moreover, in order to spend the minimum time to spray − 1 copies of a message [10] , our proposal utilizes Binary Spray and Wait to route a message inside a community.
From the previous section (Section III part A) we can see that a DTN can be denoted as ( , ). We utilize a vector of communities to denote a path ℎ in ( , ). Consider node carries a message denoted by ⟨ , , , , , ⟩. Let ℎ * be the shortest path from the community of node to the community of the destination node. Let denote the number of message copies distributed in a community . Let be the gateway node connecting community to community +1 . Let be an expected delivery probability of the message. With notations given above, the optimization of delivery cost can be formulated as (3)-(5).
. . ∑
The objective function (3) is to minimize the number of message copies utilized to route a message. Constraint (4) represents that the sum of the time spent to route the message in communities and the total average inter-contact time between communities should be less than the TTL of the message. Constraint (5) expresses that the number of message copies permitted in a community should be less than the number of nodes in the community.
Since all are positive integers, we can enumerate all possible values for to solve (3) . The pseudo code of the solution is illustrated in Fig. 3 .
Algorithm: OptimizeCost Participants: Node . Input: (1) , a message carried by node . (2) , the destination node of message . (3) , the TTL of message . (4) , the expected delivery probability of message . Output: A tuple of * and * . Notations: (1) , the minimum number of message copies. (2) 
5: for ← 1 to |ℎ * | do 6: for ← 1 to |ℎ[ ]| do
7:
′ ← 8: 
end if 7: end for with > 1 copies carried by a node (e.g., node ). When node encounters another node (e.g., node ), it checks whether node is inside its community. If nodes and are in the same community, it checks whether node is the intermediate target node. If so, node forwards message to node ; otherwise, it hands over ⌊ /2⌋ copies of message to node and keeps Protocol: RouteMessage Participants: Two encountering nodes and . Input: (1) , a message carried by node . (2) , the destination node of message . (3) , the intermediate target node of message . (4) , the number of copies of message carried by node . (5) . (6) , the TTL of message . (7) , the expected delivery probability of message . Output: Message is forwarded to node , if nodes and are in the same community or node is the destination node or in the community of the destination node. Notations: (1) * , the ID of the community next to the community of node on the shortest path from the community of node to the community of node . (2) * , the number of message copies permitted to route the message to the intermediate target node in the community of node . Events and Associated Actions: node initiates the protocol 1: if = then 2: if = then 3: node forwards message to node .
4:
else if > 1 then
5:
← ⌊ /2⌋
6:
node forwards copies of message to node . is the destination node or in the same community as the destination node. If so, node forwards message to node . When node receives a copy of message from node , it checks whether node is in its community. If so, node keeps the copy of message . Otherwise, it utilizes Algorithm OptimizeCost to reset the field of intermediate target node and the number of message copies in the replica of message . The protocol of RouteMessage is illustrated in Fig. 4 .
V. PERFORMANCE EVALUATION
In this section, we first present the simulation setup and the performance metrics. After that, we briefly describe the compared routing protocols. At last, we compare the performance of our proposal with the compared routing protocols. 
A. Simulation Setup
The experiment is conducted by the Opportunistic Network Environment (ONE) simulator [9] . The simulation scenario is a 3000 × 1500 2 area. This area is equally divided into 4 × 3 regions. Each region is initially deployed twenty nodes. Each node moves under the community-based mobility model presented in [16] . In the adopted mobility model, if a node is in its community, for the next movement, it has a probability of to stay in its community or 1 − to roam outside its community. If it is outside its community, it has a probability of to stay outside its community; while 1 − to go back to community. According to [16] and the simulation settings, the inter-contact time between nodes in the same community is 1405 s. In the experiment, each simulation is repeated 5 times with different random seeds for statistical confidence. The detailed settings are listed in TABLE I.
B. Metrics
For all the simulations we have conducted for this work, we have measured the following metrics:
Delivery ratio: The proportion of messages that have been delivered out of the total unique messages created.
Delivery cost: The total number of message transmissions in the simulation. To normalize this, we divide it by the total number of unique messages created.
C. Routing Protocols
Based on the above settings, we conducted our experiment with the following routing protocols.
Epidemic: Each node forwards a copy of each unexpired message in its buffer to the encountered node that does not have a copy of the message.
Direct: The source node of a message can only forward the message to the destination node.
Binary Spray and Wait (SaW): Each messages has copies. A message carrier forwards half of the message copies to an encountered node, if its > 1 and the latter does not have the message. The message, which has only one message copy left, can only be forwarded to the destination. In the experiment, is set to 10.
Bubble: It utilizes social information about nodes, such as their centrality and the community to which they belong. In this protocol, a message is forwarded based on the global rankings of two encountering nodes, until it reaches a node in the community of the destination node. After that, the message is forwarded based on the local rankings of two encountering nodes, until it either reaches the destination node or expires. In the experiment, the length of time window is set to 1 hour.
D. Simulation Results
In Fig. 5(a) , the performance of delivery ratio of the compared routing protocols is illustrated. Epidemic and Direct always achieve the upper and lower bounds of the performance of delivery ratio, respectively. It can be seen that the delivery ratios of these algorithms increase, as TTL becomes longer. The delivery ratio of our algorithm is always better than those of other algorithms. When TTL is less than 3 hours, the delivery ratio of our proposal is much higher than that of Spray and Wait, since the allocation of message copies is based on the TTL of messages. Moreover, the delivery ratio of our proposal is much higher than that of Bubble, since our proposal can reasonably select the node which connects two given communities, when the source and destination are in different communities.
In Fig. 5(b) , the performance of delivery cost of the compared routing protocols is demonstrated. Epidemic and Direct always achieve the lower and upper bounds of the performance of delivery ratio, respectively. As it may be seen, when TTL is less than 2 hours, the delivery cost of our proposal is much higher than that of Binary Spray and Wait, since our proposal replicates more message copies for the messages with a short TTL. When TTL is longer than 2 hours, the delivery cost of our proposal is less than that of Binary Spray and Wait, since our proposal reduces the needed number of message for the messages with a longer TTL.
VI. CONCLUSION
In this paper, we present a novel routing protocol in mobile DTNs. Our protocol considers both of the mobility pattern of nodes and the TTL of a message to allocate the number of message copies utilized in the routing process. The conducted experiment demonstrates that our protocol can adjust the number of message copies based on the TTL. Moreover, the experiment results show that our protocol can improve the routing performance compared to quota-based Spray and Wait protocol and social-based BUBBLE protocol.
Our future work spans two directions. First, we would like to conduct more experiments to evaluate the performance of our protocol. Second, we would like to prove that our protocol can express a class of routing protocols by varying the number of message copies. It can prove that our protocol is suitable to a variety of environments
