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Аннотация. Статья посвящена проблеме решения научных задач в области материаловедения в среде 
высокопроизводительных вычислительных комплексов. Подходом к решению определенного рода задач 
в материаловедения является применение технологий математического моделирования, реализуемых 
специализированными системами моделирования. Наибольшую эффективность системы моделирования 
проявляют при развертывании в гибридных высокопроизводительных вычислительных комплексах (ГВВК), 
обладающих высокой производительностью и позволяющих решать задачи за приемлемое время с достаточ-
ной точностью. Однако существует ряд ограничений, влияющих на работу научного коллектива с системами 
моделирования в вычислительной среде ГВВК: необходимость доступа к графическим ускорителям на этапе 
разработки и отладки алгоритмов в системе моделирования, необходимость применения нескольких систем 
моделирования с целью получения наиболее оптимального варианта решения, необходимость динамического 
изменения настроек системы моделирования при решении задач. Решение проблемы вышеуказанных огра-
ничений возлагается на индивидуальную среду моделирования, функционирующую в вычислительной среде 
ГВВК. Оптимальным решением для создания индивидуальной среды моделирования является технология 
виртуальной контейнеризации. Предлагается алгоритм формирования индивидуальной среды моделиро-
вания в гибридном высокопроизводительном вычислительном комплексе на основе системы виртуальной 
контейнерезации docker. Индивидуальная среда моделирования создается путем установки в базовый 
контейнер необходимого программного обеспечения, настройки переменных среды, установки пользова-
тельского ПО и лицензий. Особенностью алгоритма является возможность формирования библиотечного 
образа из базового контейнера с настроенной индивидуальной средой моделирования. В заключении обо-
значены направление для проведения дальнейшей исследовательской работы. Представленный в статье 
алгоритм является независимым от реализации системы управления заданиями и может применяться для 
любого высокопроизводительного вычислительного комплекса.
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Введение
Общепризнанным подходом к решению целого 
ряда задач в материаловедения является приме-
нение технологий математического моделирования 
[1, 2]. На сегодняшний день существуют ряд про-
граммных систем моделирования (Materials Studio, 
VASP), в том числе и с открытым кодом (GROMACS, 
Quantum ESPRESSO). Эти системы моделирования 
представляют собой среду разработки, которая пре-
доставляет научному коллективу широкий спектр 
инструментов для эффективного решения актуаль-
ных задач в области материаловедения. 
Эффективность применения систем модели-
рования при решении задач в области материало-
ведения требует использование высокопроизводи-
тельных вычислительных систем [3—5]. В последнее 
время для решения задач моделирования применя-
ют высокопроизводительные вычислительные ком-
плексы с гибридной архитектурой в составе которых 
имеются специальные компоненты — ускорители 
(сопроцессоры) GPU [6—8].
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В тоже время существует ряд ограничений, 
влияющих на работу научного коллектива с си-
стемами моделирования в вычислительной среде 
гибридных высокопроизводительных вычислитель-
ных комплексов (ГВВК) [9, 10].
Во-первых, для создания эффективной модели 
необходимо, чтобы на этапе ее разработки и тести-
рования система моделирования имела доступ к 
графическим ускорителям ГВВК. Создание среды 
разработки вне вычислительной системы ГВВК 
является трудной задачей. На практике среда ин-
терактивной разработки системы моделирования 
интегрируется в вычислительную среду ГВВК.
Во-вторых, научный коллектив в процессе ис-
следований может решать одни и те же задачи на 
разных системах моделирования с целью получения 
наиболее оптимального варианта решения. Одно-
временное наличие нескольких систем моделиро-
вания в одной вычислительной среде ГВВК требует 
разрешение конфликтов, возникающих при их ин-
теграции с операционной системой, управляющей 
вычислительными ресурсами ГВВК.
В-третьих, работа с системами моделирова-
ния при решении задач предполагает динамиче-
ское изменение настроек системы моделирования, 
включая выполнение операций, требующих прав 
администратора ГВВК, например, установка допол-
нительного системного программного обеспечения и 
программных библиотек.
Выполнение такого рода операций, требующих 
внесения изменений в вычислительную среду ГВВК, 
возможно только администратором ГВВК по предва-
рительному согласованию (в соответствии с приня-
той политикой информационной безопасности). Это 
создает дискретность в исследовательской работе 
научного коллектива.
Поэтому задача создания для научного коллек-
тива индивидуальной среды моделирования явля-
ется актуальной. Индивидуальная среда моделиро-
вания должна функционировать в вычислительной 
среде ГВВК и решать проблему ограничений для 
научного коллектива.
Оптимальным решением для создания полно-
функциональных индивидуальных сред модели-
рования является технология виртуальной кон-
тейнеризации [11, 12]. Существует несколько систем 
контейнеризации. В ГВВК система контейнеризации 
используется для создания индивидуальных сред 
небольшого числа пользователей. Для этих целей 
подходит широко известная система docker [13].
Создание	индивидуальной	среды	
моделирования
Основными программными компонентами ин-
дивидуальной среды моделирования являются: 
- базовая операционная система;
- специализированное программное обеспече-
ние, включая драйверы и библиотеки для работы с 
устройствами вычислительных узлов ГВВК, вклю-
чая GPU (например, Nvidia CUDA Toolkit) [14];
- интерфейсные библиотеки программных 
компонентов для обмена данными между процес-
сами при выполнении параллельных вычислений 
(например, OpenMPI) [15];
- среда разработки и исполнения программ, 
включая компиляторы;
- система моделирования, включая специали-
зированные программные пакеты для научных ис-
следований [16].
Предлагается следующий алгоритм создания 
индивидуальной среды моделирования.
На первом шаге определяется необходимый ба-
зовый образа контейнера для загрузки его из репо-
зитория. Репозиторий может быть расположен как 
в самом ГВВК, так и в сети Интернет. 
На втором шаге принимается решения о способе 
формировании контейнера с индивидуальной сре-
дой моделирования: пакетном или интерактивном.
Пакетное исполнение является предпочтитель-
ным, поскольку это основной режим выполнения 
заданий, обеспечивающий эффективную загрузку 
вычислительных ресурсов ГВВК [17]. 
В случае пакетного исполнения индивидуаль-
ная среда моделирования создается путем форми-
рования и запуска на выполнения в вычислитель-
ной среде ГВВК пользовательского задания (под 
пользователем будем понимать, как индивида, так и 
научный коллектив). Входными данными для зада-
ния является базовый контейнер и файл-сценарий, 
создаваемый пользователем. В файле-сценарии 
содержится программный код, выполнение кото-
рого приводит к загрузке, установке и настройке 
в базовом контейнере всех программных средств, 
необходимых пользователю для решения задачи 
моделирования.  
В случае интерактивного исполнения базовый 
контейнер загружается в вычислительную среду 
ГВВК и остается активным неопределенно долгое 
время. При этом пользователь получает интерак-
тивный доступ к базовому контейнеру по протоколу 
SSH. Внутри контейнера пользователь имеет воз-
можность последовательно производить действия 
по установке/компиляции, отладки любых про-
граммных средств, необходимых пользователю для 
решения задачи моделирования.
В зависимости от сложности действий поль-
зователя и поведения вычислительной среды кон-
тейнера в интерактивном режиме возможно либо 
зафиксировать последовательность действий поль-
зователя в виде файла-сценария, либо нет. 
Если есть возможность зафиксировать по-
следовательность действий пользователя в виде 
файла-сценария, то далее его можно применять в 
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пакетном режиме при формировании контейнера с 
индивидуальной средой моделирования.
Возможен вариант, при котором нельзя за-
фиксировать последовательность действий поль-
зователя в виде файла-сценария. Это может быть 
связано со сложностью или невозможностью де-
тально описать действия пользователя, установкой 
и активацией лицензии на программное средство, 
не предусматривающей множественную установку 
и другими причинами. 
На третьем шаге принимается решение о соз-
дании из контейнера с индивидуальной средой мо-
делирования библиотечного образа и загрузки его 
в репозиторий ГВВК. Библиотечный образ, не тре-
бующий дополнительной настройки, в дальнейшем 
по примеру базового образа может использоваться 
пользователем для формирования индивидуальной 
среды моделирования.
Отметим, что решение о создании библиотеч-
ного образа принимается на основе таких факторов 
как объем устанавливаемых программных средств 
и время, необходимое для подготовки контейнера с 
индивидуальной средой моделирования. 
Для принятия решения необходимо сопостав-
лять время подготовки индивидуальной среды 
моделирования и время выполнения расчетной за-
дачи моделирования. В случае, если время выпол-
нения расчетной задачи значительно превышает 
время формирования контейнера с индивидуаль-
ной средой моделирования и объем данных, пере-
даваемый из репозитория невелик, имеет смысл 
принять решение каждый раз формировать инди-
видуальную среду исполнения заново на основании 
файла-сценария. Если объем передаваемых данных 
велик или время формирования контейнера с ин-
дивидуальной средой моделирования сопоставимо 
со временем выполнения расчетной задачи, имеет 
смысл принять решение о сохранении контейнера 
с индивидуальной средой моделирования как би-
блиотечного образа. 
Также предлагаемый алгоритм позволяет 
вносить в базовый и библиотечный образы допол-
нительные изменения, путем добавления в файл-
сценарий соответствующих блоков программного 
кода. Таким образом можно создать целую серию 
динамически формируемых контейнеров с инди-
видуальной средой моделирования на базе одного 
образа, незначительно отличающихся составом про-
граммного обеспечения для решения похожих задач 
одной предметной области, но требующих дополни-
тельной настройки среды моделирования.
Необходимо отметить, что проблема передачи 
большого объема данных из сети Интернет при уста-
новке программного обеспечения может быть реше-
на перенесением необходимых данных в локальный 
репозиторий. В этом случае решение о сохранении 
или динамическом формировании контейнера будет 
приниматься только на основании соотношения вре-
мени формирования контейнера с индивидуальной 
средой моделирования и выполнения расчетной 
задачи. 
Заключение
Представленные в статье решения по созданию 
индивидуальной среды моделирования апробирова-
ны на ГВВК, функционирующим в составе центра 
коллективного пользования «Высокопроизводитель-
ные вычисления и большие данные» ФИЦ ИУ РАН 
(ЦКП «Информатика») [18, 19].
В состав ГВВК входит:
- IBM Power System AC922: 2 CPU Power 9 2.87 
GHz, 20 ядер, 1 Tb ОЗУ, 4 GPU NVidia Tesla V-100 16 
Gb RAM — 2 узла
- Huawei G560 V5: 2 CPU Intel Xeon Platinum 
2.1 GHz, 24 ядра и 1.5 Tb ОЗУ, 4 и 8 GPU NVidia Tesla 
V-100 SXM2 32 Gb RAM — 2 узла;
ГВВК использует вычислительные сети 
InfiniBand EDR 100G, Ethernet 10G и интернет циф-
ровой платформы ФИЦ ИУ РАН, а также корпора-
тивную систему хранения данных, объемом 1 Pb.
На начальном этапе формирования индивиду-
альной среды моделирования задачи принятия ре-
шений не автоматизированы. Решение принимается 
администратором по согласованию с пользователем. 
Очевидно, что данные задачи является автоматизи-
руемыми. Дальнейшая исследовательская работа 
будет направлена на поиск возможных путей и раз-
работку сценариев по автоматизации задач приня-
тия решений.
Также отметим, что интеграция пакетного спо-
соба формирования контейнера с индивидуальной 
средой моделирования с последующим его запуском 
на исполнение системой управления заданиями 
является отдельной прикладной задачей и зависит 
от конкретной модели системы управления. В ЦКП 
«Информатика» данная интеграция проведена с 
использованием системы управления заданиями 
IBM Spectrum LSF [20]. При этом LSF осуществляет 
управление ресурсами вычислительной системы, 
выделяемые для виртуальной среды (графическими 
ускорителями, оперативной памятью, каталогами 
разделяемой файловой системы). 
В созданный контейнер производится установка 
необходимого программного обеспечения, настройка 
переменных среды, установка пользовательского ПО 
и лицензий, после чего осуществляется запуск при-
ложения, осуществляющего вычисления.  
LSF настроена таким образом, чтобы созданный 
и настроенный контейнер по завершении работы 
пользовательского приложения был удален. Ре-
зультаты расчета при этом сохраняются в разде-
ляемой файловой системе и остаются доступными 
после завершения работы контейнера. Таким об-
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разом решается проблема «сборки мусора» и обе-
спечивается экономия дискового пространства. Это 
особенно важно с учетом того, что временные дан-
ные контейнеров хранятся на локальных дисковых 
системах вычислительных узлов (из соображений 
производительности), а их объем является весьма 
ограниченным ресурсом по сравнению с системой 
хранения данных.
В случае, когда создание и компоновка контей-
нера при каждом запуске пользовательского прило-
жения неприемлема, система управления позволяет 
создать образ настроенного контейнера и поместить 
его в библиотеку образов. Также средствами систе-
мы управления обеспечивается доступность этих 
образов на всех вычислительных узлах выбранной 
архитектуры. 
Другие системы управления заданиями исполь-
зуют иные подходы, однако в любом случае имеется 
возможность сформировать задание, подразуме-
вающее создание контейнера из базового образа и 
передачу в него файла-сценария для настройки с 
последующим запуском.
Таким образом, представленный алгоритм 
является независимым от реализации системы 
управления заданиями и может применяться для 
любого высокопроизводительного вычислительного 
комплекса.
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Creating of an individual modeling environment  
in a hybrid high-performance computing system
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Abstract. The article is devoted to the problem of solving scientific problems in the field of high-performance computing 
systems. An approach to solving a certain kind of problems in materials science is the use of mathematical modeling technolo-
gies implemented by specialized modeling systems. The greatest efficiency of the modeling system is shown when deployed 
in hybrid high-performance computing systems (HHPC), which have high performance and allow solving problems in an ac-
ceptable time with sufficient accuracy. However, there are a number of limitations that affect the work of the research team with 
modeling systems in the HHPC computing environment: the need to access graphics accelerators at the stage of development 
and debugging of algorithms in the modeling system, the need to use several modeling systems in order to obtain the most 
optimal solution, the need to dynamically change settings modeling systems for solving problems. The solution to the problem 
of the above limitations is assigned to an individual modeling environment functioning in the HHPC computing environment. The 
optimal solution for creating an individual modeling environment is the technology of virtual containerization. An algorithm for 
the formation of an individual modeling environment in a hybrid high-performance computing complex based on the «docker» 
virtual containerization system is proposed. An individual modeling environment is created by installing the necessary software 
in the base container, setting environment variables, installing custom software and licenses. A feature of the algorithm is the 
ability to form a library image from a base container with a customized individual modeling environment. In conclusion, the 
direction for further research work is indicated. The algorithm presented in the article is independent of the implementation of 
the job management system and can be used for any high-performance computing system.
Keywords: algorithm, basic image, high-performance computing system, hybrid architecture, graphics accelerator, individual 
modeling environment, container
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