In this two-paper series the basic dynamics concerning the equilibration of a baroclinic jet are described, using as a reference the simple Charney-Boussinesq model. Though this problem has been studied in the past in more realistic configurations than considered here, this approach is novel. By describing the equilibration in terms of the eddy redistribution of momentum some insight is gained on the role of the momentum balance for thermal homogenization at the surface and, more generally, on why three-dimensionality is important for the equilibration of the baroclinic jet.
Introduction
An important unresolved question in the general circulation of the atmosphere is what determines the equator-to-pole temperature gradient. Though current numerical models reproduce reasonably well the present climate, models of this complexity can only provide a limited understanding, and a simple answer to this basic question has yet to be established. An idealization that can be useful for understanding the thermal structure is baroclinic adjustment (Stone 1978) . The basic idea is that the observed equilibrium should be nearly neutral because the diabatic processes are slow. However, this does not constrain the basic state as much as it would seem at first. The baroclinic problem is very complex, and no instability condition is known that is both necessary and sufficient. Moreover, as the eddies transport both heat and momentum, both horizontally and vertically, the basic state can be adjusted in many different ways. When quasigeostrophic theory is used, we can encapsulate the problem in terms of the potential vorticity (PV) fluxes alone, but even then the situation is far from trivial. Stone (1978) proposed as a paradigm of a neutral equilibrated state the two-layer model at critical shear. However, this critical shear is an artifact of the coarse vertical discretization and continuous models do not have a critical shear (Lindzen 1990 ). Lindzen et al. (1980) proposed that the inviscid continuous problem could equilibrate by eliminating the surface temperature gradient, though they recognized that this is not observed in the real atmosphere (see also Lindzen and Farrell 1980) . In the 2D case, Schoeberl and Lindzen (1984) and Nielsen and Schoeberl (1984) tested this hypothesis for the barotropic point jet, a problem that is homomorphic with the Charney problem in the linear regime. They found that this problem equilibrates in the inviscid case by smoothing out the negative delta function PV gradient at the jet vertex, which would be equivalent to eliminating the surface temperature gradient in the baroclinic problem. The 3D adiabatic life cycles of Simmons and Hoskins (1978) also suggest that, in the absence of friction, the baroclinic waves eliminate the surface temperature gradient over the main baroclinic zone as they equilibrate, with enhanced gradients appearing to the sides. The question then is, what prevents the eddies from eliminating the surface temperature gradient in the actual troposphere? Several different arguments have been given in the literature to explain this fact. First of all, it is debatable that enough scale separation exists between the dynamical and diabatic forcing time scales VOLUME 
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for baroclinic adjustment to apply (Barry et al. 2000) . This is particularly the case over the boundary layer, where thermal anomalies are damped in very short time scales (Swanson and Pierrehumbert 1997) . On the other hand, Cehelsky and Tung (1991) and Welch and Tung (1998) have argued that while baroclinic adjustment is a linear concept, short waves may saturate nonlinearly in a supercritical environment. Finally, Lindzen (1993) proposed that the eddies could equilibrate by mixing the interior PV, while still keeping a nonzero surface temperature gradient. He proposed the Eady problem as a paradigm of the equilibrated state, with the meridional confinement by the jet preventing in practice modes deeper than the short-wave cutoff.
However, more recently Zurita and Lindzen (2001, hereafter ZL) have shown the following: (a) in an integral sense, the interior PV gradient is as poorly mixed as the surface temperature gradient, and (b) short waves only need to mix PV in a neighborhood of the steering level alone, rather than throughout the tropospheric depth, to equilibrate. They also performed some numerical simulations in a 3D Charney-like basic state and found that an equilibration through partial PV homogenization required strong enough surface friction. The reason was that, without friction, the barotropic acceleration of the jet made the steering level drop. Zurita and Lindzen argued that to the extent that surface friction prevents the drop of the steering level and the expansion of the critical region, it also prevents the homogenization of surface temperature.
The question of whether boundary or interior PV mixing is more important for the baroclinic equilibration is explored further in this two-paper series. Like ZL, we choose for that purpose the simplest continuous model of baroclinic instability with nonzero interior PV gradients: the Charney-Boussinesq problem. In this first part of the series we examine the 2D limit, in which the basic state is only adjusted in the vertical direction. We show that short waves can equilibrate in that problem by bringing the PV gradient to zero at the steering level alone, unlike in the 3D runs of ZL described above. Whether the waves are more efficient in eliminating the boundary or interior PV gradients will be shown to depend on the relative magnitude of these gradients. This idea is rationalized in terms of an integral argument, which we call the mixing depth constraint.
Things are more complicated in the 3D problem. Baroclinic adjustment is essentially a two-dimensional concept, and it is only within this 2D framework that it really makes sense to distinguish between interior and boundary PV mixing. In the real 3D case, however, the adjustment of the basic state also involves the meridional direction. This is not a technicality, as the vertical and horizontal adjustments in shear cannot be regarded as independent. This will be shown in Zurita-Gotor and Lindzen (2004, hereafter Part II) , where we discuss the 3D equilibration in terms of the two-dimensional redistribution of momentum, 1 emphasizing the differences with the 2D framework. Our results suggest that the baroclinic equilibration cannot be understood without considering how momentum is redistributed in the meridional direction.
The structure of this paper is as follows. Section 2 introduces the basic 2D framework: we review the concept of a short Charney wave and discuss an important geometrical constraint resulting from this scaling. These ideas are tested in section 3, where we present the equilibration of the inviscid barotropic point jet. Section 4 is devoted to the maintenance of the momentum balance in the forced-dissipative 2D problem. Finally, we conclude with a summary of our results in section 5.
Preliminaries

a. The mixing depth constraint
Consider the equilibration of an unstable mode in the 2D Charney-Boussinesq problem, as sketched in the left panel of Fig. 1 , and let H 0 be the mixing depth of that mode. What we mean by that is that the scale of the mode is such that its fluxes only extend up to the height H 0 , so that the basic state remains unmodified at and above that height throughout the equilibration. As the wave equilibrates (Fig. 1, right panel) , there is a vertical redistribution of the mean flow momentum, associated to the eddy heat flux. The zonal wind develops some vertical curvature, and the interior PV gradient is reduced. At the same time, the surface shear is reduced.
For the profile shown the reduction in the surface shear is insufficient and there is a remnant temperature gradient at the surface. In order to fully eliminate the surface shear, the flow would need to develop a larger vertical curvature, as indicated by the dashed-dotted line to the far right. However, there is a limit to how much curvature the flow can develop, a limit that depends on ␤. The reason is that when the curvature is too large compared to ␤, the interior PV gradient becomes negative, which we presume to be unstable. Hence, the interior PV gradient and mixing depth set up a limit to the maximum reduction in the surface shear.
Another way to see this is to consider the vertically integrated PV gradient between the surface and the height H 0 . For the simple 1D Charney-Boussinesq problem (i.e., neglecting the horizontal curvature of the jet) the interior PV gradient is simply
y ‫ץ‬z where h ϭ ⌳⑀/␤, ⌳ ϭ ‫ץ‬ /‫ץ‬z is the vertical shear, and U ⑀ ϭ /N 2 is the inertial ratio. Note that this expression also applies to the surface PV gradient, which is modeled as a jump in h from zero to its interior value h 0 (Bretherton 1966) . This gives an integrated PV gradient at the surface:
The vertically integrated PV gradient across the mixing depth is then given by where the integral also includes the delta function at the surface, this being the reason why we took h(0) ϭ 0. We also took into account above that, by definition, h must remain unchanged at the mixing depth H 0 . Hence, h(H 0 ) ϭ h 0 ϭ ⌳ 0 ⑀/␤, where ⌳ 0 is the constant vertical shear of the initial profile. Note that the final result in Eq. (2) only depends on the initial configuration of the flow. In other words, all the eddies can do is to redistribute vertically the interior PV gradient, but its integrated value over the mixing depth remains unchanged. In particular, when H 0 Ͻ h 0 , the integrated PV gradient must be negative. Short waves are thus unable to eliminate the negative delta function PV gradient at the surface, even in the inviscid limit.
This argument can also be easily generalized to the non-Boussinesq limit, provided that the meridional structure of the basic state is again neglected. In that case, the interior PV gradient is given by (Stone and Nemet 1996) 
where H S is the density height scale. The mass-weighted PV gradient then integrates to
As before, the sign of Eq. (4) is a function of H 0 . For small mixing depths the integrated PV gradient between 0 and H 0 is always negative, whereas it is positive for large H 0 . Hence, the scale of the waves essentially constrains the sign of this integrated PV gradient. Consequently, full homogenization of both the surface and interior PV gradients, as assumed by theories of baroclinic adjustment, is only possible for the appropriate value of H 0 . A similar constraint has been pointed out by Harnik and Lindzen (1998) , who constructed for their linear stability analysis idealized basic states by imposing the interior PV gradient. They noted that the value of the interior PV gradient constrains the wind at the tropopause. This is illustrated in Fig. 2 , which shows the regions in which the integrated PV gradient is positive or negative as a function of h 0 /H S and H 0 /H S . For reference, we also show in that figure the parameter regime in which the most unstable mode lies. As discussed by Held (1978) , when h 0 K H S , the mixing depth of the most unstable mode scales as H 0 ϳ h 0 . In that case, the scale of the most unstable mode would be just adequate to produce full homogenization, as shown in the figure. However, when h 0 k H S , the most unstable mode scales as H 0 ϳ H S K h 0 instead and lacks enough depth to eliminate the negative PV gradient. The same would be true if some other mechanism, such as the meridional confinement by the shear of the jet (Lindzen 1993) , constrained the baroclinic spectrum to waves shorter than the most unstable mode.
In the seminfinite problem this is not a real constraint because the eddies can choose their own scale, so that they effectively see an infinite positive PV gradient in the interior. In other words, in the unbounded Charney VOLUME 61 
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Neutrality requires homogenization over a depth H* of that order. In the non-Boussinesq case, the density scale H S would also modulate the mode vertically. problem the most unstable mode should dominate and, presumably, eliminate the surface temperature gradient. However, this is not necessarily the case when the scale of the waves is constrained externally, for instance, by the width of the jet as in Lindzen's (1993) equilibration scenario.
b. Short Charney waves
The geometrical constraint presented above suggests that short Charney waves lack enough scale to eliminate the surface temperature gradient. It also provides a natural scaling for the Charney problem in terms of the ratio between the interior and boundary PV gradients. This is the same scaling introduced by Zurita and Lindzen (2001) for the Charney-Boussinesq problem. These authors use the half Rossby depth H ϭ (1/2)⑀ 1/2 as an estimate for the mixing depth H 0 ( ϭ 2/k is the wavelength of the perturbation) and define the Held scale h:
where ␤ is the mean value of the interior PV gradient.
Note that while H is a property of the mode, the Held scale is a property of the basic state; h can be interpreted as the height over which the vertically integrated PV gradient in the interior balances the negative contribution by the delta function at the ground. Hence, for waves with H Ͻ h, the vertically integrated potential vorticity gradient in the interior is smaller than the delta function at the ground, while the reverse is true for H Ͼ h. Figure 3 illustrates the meaning of these vertical scales, which are also summarized in Table 1 . Zurita and Lindzen (2001) define short Charney modes as modes with H/h Ͻ 3.9, which is the ratio corresponding to the most unstable mode. Figure 4 shows the dispersion relation for the Charney-Boussinesq problem as a function of H/h, emphasizing the shortwave region of the baroclinic spectrum. Because of the mixing depth argument, we expect that a mode with small H/h would lack the scale to eliminate the surface shear. In fact, ZL show that such modes can be neutralized by mixing the PV gradient at the steering level alone.
This can be justified as follows. When the momentum flux is neglected, the eddy PV flux must integrate ver-
Diagram illustrating the definition of a short Charney wave as a wave with H/h Ͻ 3.9, or shorter than the MUM. Adapted from ZL.
tically to zero (including the surface delta function contribution). If H/h is small, the available PV gradient is smaller in the interior than at the surface, which implies that this condition can only be satisfied through a large diffusivity in the interior. Zurita and Lindzen show that the linear diffusivity can be arbitrarily large at the steering level, but is bounded away from that level. Hence, short Charney waves have a very shallow interior PV flux peaking at the steering level, as sketched in Fig. 3 . Lindzen et al. (1980) show that the depth H* of the region with large eddy PV fluxes scales as c i /⌳, and hence as H/h (Branscome 1983) . Note that even for the most unstable mode the interior PV flux has some vertical structure (cf. Fig. 1 of ZL) . In fact, it is because of the weighting of the interior PV gradient by this modal structure that the most unstable mode must have H/h Ͼ 1.
For typical midlatitude values, such as an interior PV gradient ␤ ϭ 1.65 ϫ 10 Ϫ11 m Ϫ1 s Ϫ1 , a jet with linear shear and maximum wind speed U ϭ 30 m s Ϫ1 at a height of 10 km, and an inertial ratio ⑀ ϭ 10 Ϫ4 , Eq. (5) gives a Held scale h ϭ 18 km. The Eady short-wave cutoff has H/h ϭ 0.63 for this choice of parameters and therefore a wave short enough to equilibrate according to Lindzen's (1993) mechanism would also be a short Charney wave. Moreover, for this parameter setting, the most unstable Charney mode has H ϭ 3.9 ϫ h ϭ 70 km, or L ϭ 14 ϫ 10 3 km. This scale is much larger than that allowed when the meridional confinement by the jet is also taken into account (Lindzen 1993) : For instance, if we consider a typical meridional wavenumber l ϭ /4000 km, we get an H/h ratio of 1.1, which is also comparable to the observational estimate of ZL.
This suggests that, due to the meridional confinement by the jet, modes of tropospheric extent are short Charney modes. However, both this scaling analysis and the mixing depth constraint rely on the assumption that the contribution of the horizontal curvature of the jet to the interior PV gradient is negligible. The validity of this hypothesis will be scrutinized in Part II of this series, where we discuss the equilibration of the 3D problem. For the rest of this paper, however, we will concentrate on the 2D limit, which has no meridional structure and a purely vertical redistribution of momentum. It is only in that limit that the mixing depth constraint introduced above strictly applies.
The equilibration of the inviscid 2D problem a. The barotropic point jet
It is impossible to construct a nonlinear model of the Charney problem that is truly two-dimensional. Since the eddy fluxes would be horizontally homogeneous in that problem, it could never equilibrate. Hence, we have chosen to look instead at the equilibration of the barotropic point jet. This problem consists of a triangular easterly jet on the beta plane. The resulting PV gradient is constant and positive in the interior, except for a negative delta function at the jet vertex associated to the shear discontinuity. Lindzen et al. (1983) have shown that the barotropic point jet is homomorphic with the Charney problem in the linear regime, provided that the y coordinate in that model is interpreted as the vertical direction of the original Charney problem. However, both problems differ in many fundamental ways in the nonlinear regime. For instance, while the horizontal adjustment in shear of the barotropic point jet is due to the eddy momentum flux, the vertical shear adjustment of the Charney problem is a result of the mean meridional circulation. There is no reason to expect that both problems will saturate in the same manner. Notwithstanding these differences, the study of the barotropic point jet is still useful, as it provides a benchmark to test the two-dimensional ideas of the previous section.
The equilibration of the barotropic point jet has been studied before by Schoeberl and Lindzen (1984) , Nielsen and Schoeberl (1984) , and Schoeberl and Nielsen (1986) . More recently, Solomon and Lindzen (2000) have discussed the sensitivity of the numerical solutions to the model resolution. All these studies agree that in the absence of damping the barotropic point jet equilibrates by smoothing out the delta function negative PV gradient at the vertex of the jet. This is true both for the wave-mean flow system and the fully nonlinear system, and would be equivalent to the equilibration mechanism proposed by Lindzen et al. (1980) for the baroclinic case, which requires the elimination of the surface temperature gradient.
However, the scaling analysis of the previous section suggests that this may not always be the case, particularly when the scale of the waves or the interior PV gradient are small. Clearly, that was not an issue in the aforementioned studies, in which the unstable modes VOLUME 61 were not limited by the channel length.
2 To see whether the inviscid equilibration of the short waves also produces full potential vorticity homogenization, we have performed some numerical experiments in a truncated channel. By constraining the length of the channel, we prevent the most unstable mode of the unbounded problem from emerging.
The scaling of the previous section extends naturally to the barotropic point jet, for which we can define the following meridional length scales (see also Solomon and Lindzen 2000) :
where is the wavelength of the perturbation and ⌳ the meridional shear. As before, l can be interpreted as the depth over which the integrated positive PV gradient in the interior balances the integrated negative delta function at the vertex. Note that L and l have identical
roles as H and h in the Charney problem, so that the results of the Charney-Boussinesq problem for a given H/h are comparable to those of the barotropic point jet for the same value of L/l. Because a short Charney wave is always more unstable than any of its harmonics, the most unstable mode in the truncated channel is always the longest wave fitting into the channel. This allows us to study how a wave of a certain scale equilibrates, as we can essentially choose the scale of the dominant wave by changing the channel length. Though this makes the dynamics of the equilibration quasi linear, in the sense that it is this wave that primarily modifies the basic state, the model is still fully nonlinear in that the harmonics of the primary wave are also included. A similar device was used by Cehelsky and Tung (1991) in the context of the twolayer model.
In practice, we keep a constant channel length (6000 km) and vary only the planetary vorticity gradient ␤. By changing ␤ we can change the Held scale l ϭ ⌳/␤ and, hence, the dimensionless length of the mode L/l. Short Charney waves are associated with low values of ␤, or large Held scales. The meridional wind shear is also kept fixed: ⌳ ϭ 0.012 m s Ϫ1 km Ϫ1 , giving a maximum easterly velocity of 60 m s Ϫ1 at the jet vertex. We solve the barotropic vorticity equation on the beta plane using the spectral transform method and third-order explicit time stepping. There are 26 waves in the zonal direction and 66 in the meridional, giving a resolution of about 110 km ϫ 95 km. There is no explicit diffusion in the model, but the smallest scales are still eliminated via the 2/3 truncation of the spectral method. Additional details about the numerics are given in Zurita-Gotor (2002) . It can be readily seen that for waves of this scale there is not a full homogenization of the PV gradients. In particular, the positive PV gradient in the interior is brought to zero at the steering level alone, where it changes sign. At first sight, the maximum negative PV gradient appears to be largely reduced. However, this is mainly a result of the stretching of the vorticity jump by the eddy motion, which smooths down the delta function over a finite length. When the net vorticity jump across the region with negative PV gradient is considered, the reduction is much smaller, and comparable to that in the positive PV gradient (not shown). This is as required by the mixing depth constraint, which demands that the integrated PV gradient across the mixing length remain constant. Figure 6 shows the results for a case with ␤ ϭ 1.6 ϫ 10 Ϫ11 m Ϫ1 s Ϫ1 , or L/l ϭ 3.9, which corresponds to the most unstable mode. Consistent with previous studies (Schoeberl and Lindzen 1984) , the negative PV gradient is completely eliminated in this case. Note that the elimination of the negative PV gradient at the vertex of the jet is accompanied by the expansion of the critical layer to the center of the channel so that even in this case there is a good correspondence between the homogenized region and the position of the steering level.
b. The evolution of the steering level
The previous results, as well as those from other runs not shown, suggest that there is a robust relation between the position of the steering level and the region with small PV gradients for short Charney waves. We next discuss what controls the evolution of the steering level.
Based on the asymptotic expansions of Branscome (1983) , ZL argue that the phase speed of a short wave should be more sensitive to the boundary than to the interior PV gradient. They conclude that the steering level should drop as the wave mixes PV. However, Figs. 5 and 6 show that in reality there appears to be a compensation and the steering level changes little. Moreover, as shown in Fig. 7 , the changes in the steering level result for the most part from adjustments to the zonal wind, rather than from changes in the phase speed. For instance, the broadening of the critical layer toward the center of the channel in Fig. 6 results from the deceleration of the zonal wind over the central region down to values on the order of the original phase speed, which changes relatively little in comparison. Zurita and Lindzen's (2001) argument of whether the phase speed should be more sensitive to the interior or the boundary PV gradient is misleading because the mixing depth constraint implies that these gradients do not change independently. To understand the evolution of the phase speed, it is useful to consider the following expression based on the semicircle theorem: Fig. 5 but for the case of the most unstable mode (␤ ϭ 1.6 ϫ 10
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where ١ is the 2D gradient operator and ϭ /( Ϫ c) U is the linear Lagrangian displacement.
As in the barotropic Rossby wave dispersion relation, there is a component proportional to the zonal flow U and a component proportional to ␤, the latter always being westward. However, both components are now weighted with a function of the eigenmode structure. Note that only ␤, rather than the full PV gradient including the curvature contributions, appears in the second term. This is the case even though the derivation is completely general (see Pedlosky 1987 for details) and does not require us to assume constant shear. The effect of the wind curvature is already included, though in an integral sense, in the momentum integral. To be sure, the local Rossby propagation correction to the zonal wind is a function of the full PV gradient, including the local wind curvature. However, the Rossby propagation component resulting from the curvature PV gradient disappears when integrated over the depth of the mode, so that only the mean PV gradient ␤ remains in Eq. (7).
Hence, from Eq. (7), changes in the phase speed must arise through changes in the zonal momentum and/or the structure of the modes. It is because the net momentum is conserved in this problem and because the structure of the mode does not change much that the phase speed remains nearly constant. Indeed, the small changes in the phase speed are for the most part due to changes in the first term; unlike the mean value of , U its weighted integral is not exactly conserved. Note, however, that even when the phase speed is constant, the steering level does move as the eddies redistribute the zonal momentum (y). In particular, the steering U level moves inward (outward) from its original location y c when the net acceleration at y c is westerly (easterly).
Because the phase speed is so robust, the evolution of the critical surface in this problem is best understood in terms of the redistribution of zonal momentum. The primary effect of the eddies is to transfer (easterly) momentum from the jet vertex to the interior, thereby reducing the westerly shear at equilibration. This is illustrated in Fig. 8 , which shows the corrections to the zonal flow for four different cases (L/l ϭ 1.25, 2.5, 3.25, 3.9). Strikingly, the mean flow correction is very similar for all four cases, despite their very different growth rate and time evolution.
The situation is summarized in Fig. 9 . This figure shows the mean flow correction Ϫ (thick, solid), U U 0 as well as Ϫ c at equilibration for different values U of L/l (the dashed-dotted curves). To a good approximation, the solid line is universal for all values of L/l, whereas the dashed-dotted lines are just shifted vertically depending on the value of c(L/l). Also to a good approximation, the value of c at equilibration is very close to that predicted by the dispersion relation because c is found to vary little. Under these conditions, the intersections of the dashed-dotted curves with the solid line (points A, B, C, and D) give the original location of the steering level, whereas the intersections with the x axis (points AЈ, BЈ, CЈ, and DЈ) give the equilibrium location. For the shorter waves (points A and B), there is a net easterly acceleration at the original steering level, which then moves outward from the vertex (points AЈ and BЈ). For point C (L/l ϭ 3.25), there is no net acceleration at the initial steering level, which then stays fixed (C ϭ CЈ). Finally, when the acceleration is westerly, the steering level expands inward and, if this acceleration is sufficiently large, altogether disappears. Figure 9 shows that this is the case for the most unstable mode (point D, L/l ϭ 3.9).
In conclusion, the equilibration of this problem involves a transfer of easterly momentum from the central region into the interior, which is found to affect both the steering level and the structure of the PV gradient. Only when the waves are long enough (i.e., when ␤ is VOLUME 61 large enough) that the acceleration at the steering level is westerly does the steering level disappear. This disappearance is also intimately related to the elimination of the negative PV gradient. The mixing depth constraint is satisfied in all cases: the net integrated PV gradient, essentially a function of ␤, remains unchanged during the equilibration.
4 This is illustrated in Fig. 10 , which shows that, consistent with the robustness of the zonal flow, the zonal mean relative vorticity is also very similar for all cases (essentially, the initial vorticity jump has been smoothed out across the common mixing length). It is only the ␤ contribution that makes the PV structure different, and only when ␤ is large enough can the equilibrium PV gradient become one signed. The elimination of the PV gradient at the jet vertex found by Schoeberl and Lindzen (1984) is a property of the most unstable mode alone: for short modes this PV gradient is still negative, while for longer waves it is positive.
The maintenance of the momentum balance in the forced-dissipative problem
Next we discuss the maintenance of the momentum balance in the forced-dissipative problem. We model a flow that is linearly forced to some equilibrium vorticity distribution with time scale , which is the same type of forcing considered by Schoeberl and Lindzen (1984) .
The evolution of the zonal mean potential vorticity , zonal mean flow , and zonal mean eddy enstrophy q U /2 are described by the following equations: Note that the eddy PV flux gives the eddy forcing ЈqЈ of the zonal mean flow, so that in steady state (or long time average 5 ),
A positive (negative) PV flux produces a westerly (easterly) drag on the mean flow, which must be balanced at equilibrium by a dissipative tendency of the 4 Though the vertex shear is eliminated for all cases, as required by symmetry, this occurs at the expense of negative PV gradients in the interior (cf. Fig. 5) .
5 For simplicity, we will not use any special notation for time averaging. Whether we refer to an instantaneous or time average term should be clear from the context. opposite sign. Thus, for this simple form of forcing there must be a net westerly (easterly) acceleration of the basic state at equilibrium over regions with positive (negative) PV flux. Note that integrates to zero, ЈqЈ implying that the eddies can only redistribute the zonal mean momentum. In fact, as long as the forcing is linear, the net momentum is conserved in the forced-dissipative problem because Eq. (11) integrates to zero. However, while in the unforced problem the long time average PV flux vanishes, in the forced case there must be a mean circulation from the momentum source to the momentum sink. Schoeberl and Lindzen (1984) found that in the forced-dissipative problem there is a negative PV gradient at the jet vertex at equilibration. The same results are obtained here, as illustrated in Fig. 11 . This figure
shows the net PV jump 6 at equilibration across the (finite) region with negative PV gradient as a function of the forcing time scale for four different values of L/l. As can be seen, there is in all cases a remnant negative PV gradient, even for the most unstable mode and longer waves.
To understand these results, it is useful to look at the eddy enstrophy, Eq. (10). Because eddy enstrophy dissipation is negative definite, there must be a generation of eddy enstrophy at the expense of the zonal mean PV gradient, or a downgradient eddy PV flux. This can be made explicit by integrating the long time average of Eq. (10):
͵ y
For small wave amplitude, the eddy enstrophy advection term [second term in Eq. (10)] is negligible. In that case, the PV flux is everywhere downgradient, and not just in an integral sense. Then, because changes ЈqЈ sign, so must y , which is consistent with the results q shown above. To be precise, y must be negative (posq itive) over regions of westerly (easterly) acceleration, so that the associated downgradient PV fluxes can maintain the mean flow imbalance against friction.
However, the small-amplitude assumption is not a priori justified because the equilibrated state consists of a finite-amplitude wave. When the eddy enstrophy advection is nonnegligible, the PV flux need not be everywhere downgradient. Even then, the PV gradient should still change sign (as required by the instability condition) because the eddies must on average grow at the expense of the mean when eddy enstrophy dissipation is negative definite. However, it is not possible anymore to associate a negative PV gradient with a westerly acceleration, as there is no longer a local balance between the forcing of the mean flow and eddy enstrophy dissipation.
We show some results in Fig. 12 for a long wave with ␤ ϭ 2.0 ϫ 10 Ϫ11 m Ϫ1 s Ϫ1 (L/l ϭ 5). The top panel of Fig. 12 shows the equilibrium PV gradient (normalized by ␤) for the unforced problem (dashed) and for the forced problems with ϭ 250 days (solid) and ϭ 30 days (dashed-dotted). In the unforced problem there is a positive PV gradient at the jet vertex, as would be expected from the mixing depth arguments presented in section 2. However, in the forced cases the PV gradient at the vertex is always negative, but only marginally for ϭ 250 days. We dissect in the bottom panels of Fig. 12 the different terms contributing to the eddy enstrophy balance. The left panel corresponds to the weakly forced case ( ϭ 250 days), and the right panel to the case with 6 This is a more robust indicator of the magnitude of the negative PV gradients than the gradient at the center, which is smoothed down in the zonal average when the PV contours are stretched meridionally. ϭ 30 days. The first thing we note is that the wavemean flow term is not positive definite and the PV fluxes are locally upgradient in some regions. The maintenance of upgradient fluxes requires the eddy advection term to redistribute the eddy enstrophy, so that the generation of eddy enstrophy through the wave-mean flow interaction is not locally balanced by dissipation. We can see indeed that, though the eddy advection term tends to be smaller than the other two, it is not completely negligible, at least not everywhere. The eddy advection is much smaller than the linear and diabatic terms on the sides of the jet, but appears comparable to them over the central region. This inhomogeneity is due to the different magnitudes of the zonal mean PV gradient in both regions. At the edges of the mixing domain, the mean PV gradient is fairly large. As a result, the dynamics in that region are quasi linear: the basic-state PV gradient is mostly stretched meridionally and dissipated frictionally. However, things are very different over the critical regions because the time-mean PV gradient is not as large there. There, the PV contours overturn and the eddy advection and wave-mean flow terms are comparable.
Note that the fact that the eddy enstrophy advection is important in some region does not necessarily imply that the PV fluxes are also upgradient in that region. In fact, it is apparent from Fig. 12 that, in our runs, positive eddy enstrophy advection tendencies are more often balanced by dissipation than they support upgradient wavemean flow fluxes. Thus, although the eddy enstrophy advection term is not strictly negligible, the downgradient character of the PV fluxes still seems a fairly robust feature in our runs.
To conclude, we point out that another important difference with respect to the unforced case is that the flow always keeps an interior steering level, as would be expected from the fact that y changes sign. Though no q longer a requirement in the presence of damping, we also found that the PV gradient is still very efficiently smoothed down at the steering level.
Summary
Based on the Charney and Stern (1962) condition for instability, many baroclinic adjustment theories envision a neutralized state with homogenized PV gradients in the interior and/or at the surface. However, as shown by Zurita and Lindzen (2001) , this is neither necessary for neutrality nor observed in the extratropical troposphere.
Moreover, in general the negative and positive PV gradients cannot be simultaneously homogenized. This is a consequence of the geometric argument put forward in section 2, which we called the mixing depth constraint. According to this argument, the column-integrated PV gradient across the mixing depth remains unchanged. In other words, the depth of the modes constrains the sign of the integrated PV gradient, so that VOLUME 61 full homogenization can only occur for modes of the appropriate depth. On the other hand, when only short waves (in the sense defined by ZL) are allowed, the net integrated PV gradient must be negative.
This result was confirmed for the barotropic point jet through numerical simulations. We found that in a truncated channel that only allows short waves the net integrated PV gradient is negative at equilibration, and the eddies cannot eliminate the gradient at the jet vertex as in Schoeberl and Lindzen (1984) . The equilibrium PV gradient still changes sign and vanishes at the steering level alone. This is in agreement with the quasi- This problem is best understood in terms of the redistribution of momentum by the eddies. As the wave equilibrates, there is a transfer of (easterly) momentum from the jet vertex into the interior. This results in a reduction of the mean shear, with the net momentum of the column being conserved. The redistribution of momentum affects both the PV structure and the steering level, but the condition of small gradients at the steering level is fairly robust. Because the phase speed remains roughly constant as the wave equilibrates, whether the steering level moves inward or outward ultimately depends on whether the acceleration at that level is westerly or easterly. The former is the case for large ␤ or long waves. Then, the negative PV gradient is eliminated as the steering level moves inward and disappears.
For the forced-dissipative problem the time-mean eddy PV fluxes are on average downgradient because there must be eddy enstrophy generation at the expense of the mean flow to balance the diabatic dissipation. This implies that the PV gradient must change sign regardless of the scale of the waves. The assumption that the PV fluxes are locally downgradient works reasonably well, at least over the regions where there is a welldefined basic-state PV gradient. The maintenance of the mean flow imbalance against forcing requires a positive PV flux (and hence a negative PV gradient for downgradient PV fluxes) over latitudes of westerly mean flow acceleration, as well as the reverse.
The main implication of these results is that when the scale of the waves is constrained externally, the eddies may not have enough scale to eliminate the surface temperature gradient. It was argued in section 2b that (i) the depth of the eddies scales as the width of the jet and (ii) eddies with that scale are short in a Charney sense. This might explain why the eddies fail to homogenize the extratropical PV gradient, though our model is too idealized to draw any serious conclusions.
A limitation of our analysis is the fact that the mixing depth argument is one-dimensional and assumes that momentum is only redistributed along the column. In reality, however, there is also a convergence of momentum into the column associated to the eddy momentum flux. This suggests that the full 2D redistribution of momentum should be considered, and the horizontal curvature PV gradient may after all not be negligible. In fact, it is somewhat inconsistent to neglect this term and yet assume that the depth of the eddies scales as the width of the jet. To see this, assume a linear wind profile with maximum wind speed ⌳H. We can then estimate the vertically integrated curvature contribution to the PV gradient as 1/2 ⌳H 2 /L 2 , where L is some characteristic jet width. But if the jet width constrains the depth of the modes, then L should scale as the Rossby deformation radius, that is, H ϳ ⑀ 1/2 L. This implies that the integrated curvature contribution to the zonal mean PV gradient is of order O(1/2⌳⑀) ϭ O(1/ 2h),which is also of the order of the integrated delta function at the surface.
We address this issue in more detail in Part II, where we describe the baroclinic equilibration of the full 3D problem focusing on the two-dimensional redistribution of momentum.
