for instance). Here we try to give a systematic treatment of this idea, going a step further than in [21] for what concerns differentiability of the approximations.
Nevertheless we do not try to use the most general framework which would be Banach manifolds, as we are not convinced that (for the time being) the potential applications would justify the amount of work required for dealing with the geometrical problems. Still we hope that our study will make clearer what conditions are required for regularization, in particular in the case of an open subset X of a reflexive Banach space when some kind of local convexity can bc invoked on J Here, as in [21] we stress the favorable class of lower-C* mappings (or its extension to infinite dimensional Hilbert spaces [20, 24] ).
Some results were obtained in [21] when ,f is allowed to take the value +x. Here we reject this extension, realizing that it leads to non-trivial problems. For instance, when f is the indicator function of some subset A of X (i.c., f is zero on A and +x elsewhere) then I; is nothing but $l:-'dZ, where ci, = d( ., A) is the distance to A; thus one is led to problems such as the existence of proximal points and the like (see [ 12, 193 and their references) . For a study in the important case of a subset A defined by equalities and inequalities as in mathematical programming see [3] .
After a short comparison of the merits of the approximation process by inlimal convolution with those of the approximation by mollifiers in Section 1, we reveal the utmost importance of growth conditions and describe the clcmentary properties of the infimal convolution approximation (Section 2). Section 3 is devoted to differentiability properties of the approximations;
it contains a study of the limit behavior of the derivatives (flh:>" as c-+0+ which seems to be new, at least in the nonconvex case.
We conclude with an extension of the classical use of regularization in cpiconvergence (see [ 1, 2, 8, 131) .
Throughout, the open ball with center x and radius r in a metric space is denoted by B(x, r) and the set of positive real numbers is denoted by P, while W+=Pu{O), lR'=Wu{+co}, W=Ru{-m}. For a subset A of a metric space (E,d) and XEE we set d(x, A)=inf{d(x,a):a~A}.
REGLJLARIZATION VIA CONVOLUTION VERSUS

REGULARIZATION
VIA INFIMAL CONVOLUTION
The most usual way of regularizing a locally integrable function f on some open subset X of an euclidean space E of dimension d consists of taking a mollifier M on E (i.e., a C" function with compact support such that SE M(x) dx = 1) and in setting This regularization process is no more valid in infinite dimensional spaces (unless some more sophisticated tools such as Wiener measures are used).
On the other hand R,f'is easily seen to be of class c',' and can be de5ncd even when J'takcs its values in a Banach space. These properties do not carry over to the regularization process (1) by infimal convolution. On the other hand it can be used when E is an infmitc dimensional Hilbcrt space (and in even more general situations, as shown below), provided f satisfies a mild growth condition. When X and f arc convex .fl is convex over E (for R,f this is true only on a subset X, of X strongly contained in X in a sense made precise below). Moreover one has the following properties.
I .l. PROPOSITIOS.
Let .I': X + 72 and ,for c E P ier j: hc deji'ned b-i, ( 1 !. Then inf.f; = infj:
Moreover any minimizer for f is a minimizer for J;, und if',f is lo\r.er setnicontinuous (1.s.c.) anJ minimizer for L: is a minimizer .for j:
These assertions carry over to the more general process considered in the next section. Morcovcr one can show that critical points, when properly defined, are preserved [21] .
Pro@: The first assertion is a consequence of the equality
If XE X is such that f(x) <,f'(\~) for each 11' E X then obviously S,:(x) = f(x) d inf,.. Xf,Z( )v) and x is a minimizer off;. Finally let x be ;I minimizer off, and let (u.,) be a sequence such that
Then we have E 'd( \t' ,,,.x)2<j;(x)+~-inf,/.=i n SO that (IV,,) + x. Therefore, if.f is 1,s.~. at x we get ROLGEARD> PENOT, AUD POMMEI.I.ET
In the following proposition for a subset A of X and r E P we set A,= (xEE:d(x,A)<a} while for a mapping h: W + R and r E W we denote the strict r-level set of h by S(h,r)= {wEX:h(w)<r).
PROPOSITION.
For each ,f: X + R' and euch E E P the srricl kwl sets qf f and .f, : E + w ure related cia the form&u XL, r) = iJ XL r -t),5z. I>0
The proof of this assertion is easy. Let us note that it might prove to be useful for giving a proof of Theorem 4.1 or Corollary 4.2 below in the spirit of [27] or for duality results in the spirit of [26] .
As a further motivation for considering more general regularizing terms than the quadratic term $d(lv, x)' in (1) let us note that the regularization given by
for XE X, j.E P, has been used in [6, 141 for extending lipschitzian functions and approaching lower semicontinuous (1.s.c.) functions by lipschitzian ones; here we use it to rephrase a famous result.
P~o~osrrros (Ekeland's Variational Principle [lo]).
Lef (X, d) be u complete metric space and let .f: X + R' be a 1.s.c. function bounded ,from below. Let m = inff Then jar any positice numbers r, ). and any a-approximate minimizer x0 off (i.e., x0 E f -'( ] -CC, m + r])) there exists X E B(x,, CC) with I;.(X) =.f(X).
THE PROMINENT Ror.r OF GROWTH CONDITIONS
Whereas the regularization process by mollifiers applies to any continuous function on a finite dimensional space, the use of the Moreau-Yosida approximation scheme is limited to functions satisfying a growth condition. This fact already noted in [ 1, 4, 211 becomes still more important when one deals with a function f defined on an open subset X of a Hilbcrt space E The extension of f by +co on E\,X is 1.s.c. only if j'(.u) + +x as x +X, XE X for each .?E cl(X)'?,X. A way of circumventing this difficulty consists in replacing the usual quadratic term $ 1)~' -.Y!' in (! ) be a more general term K(,v, X) so that for .K E X, I: E P = 10, +x [. Thus, even if f(it,) does not converges to + 3~ as 11; converges to a boundary point, one may ensure that the inlimum is attained by requiring that K(H+, x) + +x as M' converges to a boundary point of X, along with some compactness assumption or growth condition.
Given a (regularization) kernel K on a topological space X. i.e., a continuous function K: Xx X + R , such that K(.u, X) = 0 for each x E X. one defines the coefficient of K-minorization (or K-decrease) of ,fi X -+ R' as the infimum d,(f) (or d(S) if no confusion can arise) of the set of L' E R + such that j'+ cK( ., X) is bounded below for each x E A'. If K is coherent in the sense that fcr any X, y in X and each p > 1 there exists r E R with
When X is a subset of a topological vector space (t.v.s.) E a general way of obtaining a kernel consists in setting
where k: E-+ R, is continuous such that k(0) = 0. When X is a subset of a metric space one can use an arbitrary continuous mapping h: R _ -+ W . with h(0) = 0 for setting
In particular, for CY E P the kernel associated in this way to h,: r + (1;'~) r' is denoted by K,. When r=2 (the usual case) and d,(J)< +x8 j'is said to be quadratically minorized.
When X is an open subset of a metric space (E, d), it may be advantageous to take into account the geometry of X by modifying the distance function on X. For instance one can set
where X'= E\X is supposed to be nonempty; when E is complete X is complete for d, and d, induces the usual topology on X. Moreover functions f on X which are not coercive on X (where j'is said to be coercive if j'(x,,) --f +x as (x,) converges to some boundary point of X or (d(x,,, .x0)) -+ +a) can be taken into account. We may even allowf'(x) to converge to -z as x converges to some boundary point of X as in the example E = W, X = P, f'= In. Another way of defining a new distance on X which can be used in a kernel consists in taking the geodesic distance on X associated to a suitable Finsler (or Ricmannian structure) [ 16, 17, 211, cf(x,y) 
where g: X + P is a continuous function such as d(x, Xc)-' for instance. Another example of interest is the case of a kernel on a n.v.s. E given by K(w,x)=$ (A(w--x), w-x) where A: E + E' is a positive linear operator from E into its topological dual space E'. For such a kernel the firmness condition introduced below is not satisfied unless A is definite positive (for some r E P one has (Ax, x) 2 SI 1x1' for each XE E). However, when A is strictly positive ((Ax, x) > 0 for x E E\{O}) the norm 1 I A given by 1X1.4 = ((Ax. x))'12 may be used instead of the norm of E, along with some alterations of what follows.
Finally, let us note that when E is some &-space, p 2 1, a kernel of the form K(w, x) = (l/p) Iw -xIP seems to lit more to the structure of the space than the usual quadratic kernel. A similar remark is valid for Orlicz spaces.
In this respect let us note (see also [ 133) the following fact which is a direct consequence of [23: Theorem 3.A] to which we refer for the notions used below. Let (S, Y, a) be a o-finite measured space and let f: S x E + R' be a normal integrand, where E is some separable Banach space. Let k: E + [w + be a convex continuous function with k(O) = 0 and let K be the associated kernel on E given by K(w, x) = k(w -x). Let X be. a decomposable linear space of measurable mappings from S into E such that for each XE X Isk(x(s)) drr < +a, (for instance X= L,, k(e) = (L/p) lel"). Then we get a kernel K" on X setting
If we denote by fs the integral functional delincd on X by f"(~) = i f'($ X(S)) ds -s and by fs the similar integral associated with the E-approximate integrand fc(s, .) we have (P); (x) =.mx)
for each x E X such that the s-approximate (f)f offS (with respect to K") is finite at x, since
~10. -,y ,'FE Therefore the knowledge of the regularization of the integrand yields the regularized integral functional. Proof: Given I: E 10, dK(f) -' [ and x E X we choose c E Id, (f ): c ' [I and h E [w such that f >, h -cK( ., x). Then we have f,(x) 2 h. If f takes a finitc value at i E X then for each x E X we have f;(x) <l(z) + E 'K(z, x) < +c.
The last inequalities are obvious as K is nonnegative and fr(,(x) <.f(x) + c 'K(x,x)=f(x). 1
In the sequel K is said to be (locally) jirm if for each .YE X and each sequence (w,,) in X with lim, K( M',, x) = 0 one has (IV,,) -+ x: K is said to be locally strictly firm if for each x E X and any sequences (w,,), (x,) in X with (x,,) --f x, ( K(w,~, x,,)) + 0 one has (IV,,) + x. When X is an open subset of a n.v.s. E and K( u', x) = k( vv -x) for k: E + [w _ ? K is locally strictly firm iff K is firm and this is the case if k is firm in this sense that a sequence (c,,) of E has limit 0 iff (k(e,)) + 0; the converse is true when X= E.
PKOPOSITION.
Suppose K is u firm kernel. Let f: X -+ R' be such rhut d(f)< +x. Then (fi)l:,,, converges pointwise as c + 0 f to the iower .remicontinuous huflJ(x) = lim inf, _ J(C).
Proof: We may suppose f is proper since the result is trivial when fE +r*:.
For each E E P and each net (x,),, , with limit x in X we have j;. 
hence f,(x) 2s as K takes nonnegative values on Vx {x}. u
Obviously for each I: E P, 1, is upper semicontinuous (u.s.c.) as an infimum of continuous functions; in particular when X is an open convex subset of a t.v.s. and whenSand K arc convex WC get that f,: is continuous. More general assumptions will be given later on guaranteeing the continuity off,.
Let us now suppose X is an open subset of a metric space (E, d). Then, under some conditions on K, a lipschitzian property of the mappings K(w, ), w E X can be transferred to the approximates f, off: The result we present below is an easy variant of [21, Proposition 3.51. It uses the family 99(X) of bounded subsets of X which are strongly contained in X, where B is said to be strongly contained in X if there exists TE P such that B, := {xEE:~~EB, d(x,y)<r) is contained in X.
PROPOSITION.
Let K he a coherent kernel satisjjCnx the following conditions for some x0 E X, p, q, r in [P:
(a) fur euch (w,x)~X~ K(w,x,)dpK(w,x)+qK(x,x,)+r; (b) if K( ., x0) is bounded on a subset B of X then BE .%9(X); (c) for euch B E g(X) there exists 1 E W + such that
Then for any proper f: X -+ W' = R u { +3c } with dK( f) < +a and any E E 10, dK( f) ' [ wirh Eqd, (f) < 1, j;: is lipschitzian on any member C$ a( X).
Using the quadratic kernel K= Kz yields several important properties (see, for instance, [15, Propositions 3.6 and 3.73 and [21] ). Let us note in particular the following two useful results.
LEMMA.
Suppose X is u subset of u Hilhert space E and f: X -+ R is quadratically minorized. Then, for I. E 10, d(f )-' [, fj. -(l/2;.) 1 I* is concace and U.S.C. on E.
Proof: This follows from the fact that 1;. -. (l/2;.) 1 ' is the inhmum of the family of continuous affinc functions (g, ), c X given by 2.5. LEMMA. Stippose X is u concex subset qf' 12 Hilbcrl space E and J': X + R' is yuadruticall~ minorized und such rhnt J + ( 1,:'2i) 1 I2 is conw';. Then. ji)r each p E IO, I.[, j, + ( 1:'2(L -p)) 1 j ' is conwx on E.
Pror!/:
It is well known that if g: Xx E + [w' is convex then m: E 4 R given by m(s) = inf{ K( by, X) : \c' E X) is convex. Thus, as the result follows from Proof Let b, c E R _ be such that 1 f I < 4c I1 I2 + 6. Then, for i, E 10, c-I[, -fi >, -f > -$c 1 I'-b so that, using Lemma 2.4, we get that f f., + (1/2~) I .I2 = -(( -.f;),, -(1/2~) 1. I 2, is convex on E. Therefore, for each XE E, the directional subderivative off ;i,, at x given by f f:.,(X~ Y) = (r pyy, t 1 (f f.,(x + (2) -f t.,w for GEE is a 1.s.c. sublinear mapping in y. On the other hand, as -f, 3 -fc ) .I2 -b and -fj, + ( 1,/2i) 1. I * is convex on E by Lemma 2.4 we can conclude from Lemma 2.5 that for p E 10, i.[, f j., -(1/2(i -p)) 1.1' = -[(-f;.), + (l/2(2 -p)) 1. 12] is concave on E. Therefore f ;,P has a continuous linear directional derivative at each point of E.
It remains to apply the following result to h = f i,,.
2.7. LEMMA.
Let h: E + W be a continuous mapping such that for some VEIF'=]O, +x [,h+ivI.I'and -h+~vI.12ureconvex . Thenhisofcfas C' and its derivative is lipschitzian with rate v.
Proof: What precedes shows that h is directionally differentiable; thus it sufftces to show that Vh has Lipschitz rate v (this will ensure Frechet differentiability). Now, by a classical result of Alexandroff, for each finite dimensional subspacc F of E the restriction hp of h to F is twice differentiable on the complement of a null set N of It follows that II>.. has Lipschitz rate v. Therefore, for each r, X. J in E taking any finite dimensional subspace F containing I:, X, ~4 we get
As c is arbitrary we get that /I' has Lipschitz rate r. i
The fact that the preceding result applies to uniformly continuous functions follows from the following simple observation. 2% LEMMA. Let .fi X -+ W be a un[formi,y continuous jirnction on u con--cex subset X of a n.c.s. E. Then there e.Csts h. CE W t such that Ij'(x)l < (' ;x1 + b. 
EXACTNESS AND DIFFERENTIABILITY
Let us call the c-approximate./) off'e.uact at .Y (resp. .strictly exuct at X) if the infimum
is attained (resp. attained at a unique point). This property is intimateiy linked with differentiability properties off, when X is an open subset of a n.v.s. E and K is differentiable. Given a kernel K on an open subset X of a n.v.s. E let us define the index o/'K-nonconcexity of/: X + R' at X as the infimum cK(f, X) (or c(f, ,U) if no confusion can arise) of the set of CE R , such that there exists r E P for which the mapping w t*.f(n:) + cK( M', x) is convex and proper (i.e., f +-x) on B(x, r) for each XEB(~, r). Some properties of this index HOUGEARD, PENOT, AND POMMELLET are described in [21] when K = Kz (but there the properness condition was not required).
In the sequel WC suppose X is an open subset of a reflexive Banach space E and K is locally convex in the following sense: for each X E X there exists a E P such that B(,& X) c X and for each x E B(& x), K( .7 x) is convex on B (,& x) . When in the preceding condition K( ., x) is strictly convex on B(X, z), K is said to be locally strictly convex.
Let us introduce some conditions on the kernel K. The first one is rather mild; in particular it is a weakening of the metric-like condition of [21]:
(m) for each X E X there exist p, q, r7 s in P = 10, +m [ such that K( w, X) ,< pK( w, x) + qK(x, X) + r for each (w, x) E Xx B(x, s).
When K(w, x) = h(lw -xl) where h: [w _ + W, is a convex continuous function with h(O)=0 this condition is satisfied with p = q= ic, r=d, .s arbitrary whenever h satisfies the following classical condition:
there exists c E P, do [w + such that h(2t) d ch(t) + d for each IEW,.
In particular this condition is satisfied for h(r) = (1,'~) t', r 3 1. Our second condition is a strengthening of the firmness condition, so that K will be said to be strongly firm if it satisfies it. It reads as follows (here B(x, x) denotes the closed ball with center x and radius 2):
(J') for each XE X, each x E P with B(X, CI) c X, each ZE B(%, c() there exist 0, y, b in P such that K( w: x) 3 /? + 7, B > K(z, x) for any w E X\B(Z, CY.), ,K E B(i, 6).
When K(w, x) = k(~, -x) for some k: E + R! _ with k(0) = 0 this condition is satisfied whenever k enjoys the property:
(fo) for each p, rr in P, with p > 0, inf(k(u):
In particular (f) and (fo) arc satisfied when k(v) = h( Iv1 ) where h: lR + + R ;. is continuous, strictly increasing with h(0) = 0. This is the case for h(t)= (l/r) t' with r> 1.
On the other hand, when the following variant (m') of condition (m) holds condition (1') can be simplified into .for each (x, c) E 2 the E-approximate oj'f is exact (resp. strictI.); c.wct) at x.
Proof: Let d > d, (.f ). For each ,f E X we can find b = b(X) E R such that f'>b-dK(.,.f) and r=r(.?)~lP'such that for some c=c(x)~W+. B(.&xj is contained in X and for each XE B(Z, a), J-t cK( ., s) and K( ., x) are convex on B(x, r), ,f being proper on B(.?: r). Let ZE B(.Z: z) be such that S(z) is finite. Using condition (f) we can find /?, ;', 6 in P such that Let p, q, r. s be as in condition (m), the dependence on .i! of these numbers being omitted for the moment for the sake of simplicity: (m) K( ~13, X) < pK(w, x) + qK(x, .U) + r for any IV E A', .Y E B(.U, s) WC may take d E 10, s[ so small that qK(x, Zc) < r for each x E B(X, 6 j. Let c=c(x)=min(c-',d-'p-', ; I.f(z)+2dr+dp(P+y)-hi ').
Then for E E 10, F[, NJ E X\B(?r, a), x E B(.F, 6) we have (E ' -dp)K(w,x)-6 'K(~,x)~E-';,-dp (Bf~) so that
This shows that for each E E 10, E[ and each x E B(2,6) F,( ., x) :=.f+ C'K( ., x) cannot attain its minimum on X but on B(X, x). As the closure B(X, ax) of B(x, x) is weakly compact and as for x E B(Z, CX)
is convex and weakly I.s.c. on B(x, CY), this function does attain its minimum on B(.?, sl), hence on X. When K is locally strictly convex this minimizer is unique. Let
Y= u B(X, b(X)) x 10, E(X)[, .r E x
where now the dependence of r,6, E on X is taken into account. Then .%? is open, Bu (Xx (0)) is a neighborhood of Xx { 0) in Xx R + , and for each --(x, C) E 2 we can find XE X with XE B(2,6(X)), c E 10, E(x)[ so that ,fE is exact at x. 1 When f is supposed to be finite everywhere the proof of the preceding result becomes simpler and its conclusion can be made more complete. More generally, when the domain off is dense in X, in the preceding result one can replace assumption (f) by the condition that K is (locally) strictly firm.
THEOREM.
LA f: X-, R be 1.s.c. such that dK(f)< +CC, cK(f, x) < +30 for each x E A', where K is a strictly firm and locally strictly convex kernel on X satisfying condition (m). Then there exists an open subset 2 of Xx P containing the trace on Xx P of a neighborhood of Xx { 0} in Xx R such that for each (x, c) E X there exists a unique J,x E X verfying f,(x)=f(J,x)+r:-'K(J,;x,x).
Moreover .for each x E X, ( JCx), , O converges to x as E -+ 0 + .
ISFIMAI.
CONVOI.UTION REGIJLARI7.ATION 3.59
ProoJ Let us first observe that. by a well-known argument about 1s.~. convex functions on Ranach spaces, .f is continuous on X.
Let .\-E X, let d> dK(,f). and let hi R. L'E W , . x E F be such that f'>h -dK( ., x), ,/+ cK( .9 x) and K( . . x) arc convex on &x, Z) c x' for each x E B(.C, I). Let p, 9, r, s be as in condition (m); we may suppose x < s. Let q E 10, r]. As K is locally strictly firm we can find 0 E P and 6 E 10, k;] such that K(I~,, X) B (r for any \VE X',B(i, q) and any XE B(.t. 6). We take 6 so small that yK(x, i) cr. j'(x) <.f(.f) + r for each s E B(.i'. d). Let
Then for r, E 10, C], M' E X:,,,B(,C q). x E B(.f. (5) WC have
3b-t (E-' -dp)K(~~..u)-dqK(s,.~)-dr 3 b + (c-' -dp) ~7 -2dr
Therefore the minimum of FF( ., x) :=.f+ E-'K{ ., x) on X is attained on B(,f. q) and not elsewhere. As q < x the minimizer .I,x is unique and as q E 10, X] is arbitrary we get that (J,:x) -+x as c + 0. Finally we take ,$ as in the preceding proof with t'(S) as above. j(F) being the 6~ 10, 111 corresponding to q = r = X(-Y). Let us now consider the question of continuity ior J;; we give two results in this direction.
Let us recall that a mapping J: D + E with ,?I c E is said to be mikN/~. continuous if it is continuous when D is endowed with the strong topology and E is endowed with the weak topology. We shall require on K the following equicontinuity condition on the members of the family 9(X) of bounded subsets which are strongly contained in X: (e) for each BE:~(X) the family {K(Ic. .):!cE Bi is equicontinuous on B.
In other terms, for each sequence (w,,) in B and each sequence (x,) in H with limit x one has lim,, (K(H,,,, x,)-K(M.,,, x)) =O. This condition is satisfied if the Lipschitz condition (c) of Proposition 2.3 holds true.
Ordinary continuity of .I, will be obtained either under a strong convexity assumption or under the following condition on K:
(II) if (IS,,) has weak limit )V in X and (K(M',, x)) converges to K(Lv? x) for some x E X then (1~~) converges to ~1.
When K( IL', X) = k( 1~ -xl) where k: 2 _ + W , is a continuous strictly increasing convex function satisfying k(O)=O, and when the norm of E satisfies condition (H) below then condition (h) is satisfied:
(H) if (e,,) has weak limit e and if (le,l) has limit lel then lim Ien -el = 0.
3.3. PROPOSITION.
(a) Suppose the assumptions of the preceding theorem are in force and condition (e) hold7 true. Then for some choice of i? the mappings J,: are mildly continuous from X, = {x E X:(x, E) E T} into E.
(b) If moreover condition (h) holds true then J,: is continuous.
Proof (a) Let us keep the notations of the preceding proof; for each x E X we shrink x(X) if necessary so that B(Z, x(X)) is strongly contained in X. Let (x,) be a sequence with limit x in X,. Without loss of generality we may suppose that x and the whole sequence (x,) are contained in some ball B(,?, 6(X)). As JEx,, E B(.?, a(X)) for each n, a subsequence (Jcx,) ,G ,v (with N an infinite subset of N ) has a weak limit w E B(X, r(X)). Then, setting w, = Jcx, and using assumption (e) and the fact that F,( ., x) is weakly 1.s. Proof: For each X E X we choose the associated r E P of the proof of Theorem 3.2 so that r <p. Suppose J, is not continuous at some XE B(Z, IY): there exists CJE P and a sequence (.u,,) of B(Y, r) with limit .y such that IJ, x,, -J,,xl > CT for each n E h. Then, with the notations of the proof of Theorem 3.2 we observe that for E., I: E P with E <i. -CC I;;:(.,.Y)=I;,(.,
is strongly convex on B(.f, 2) for each XE R(.f, 2). In particular Some differentiability assumption must be made on K in order thatf, be differentiable. The following assumption (d) is in particular satisfied when K( M', x) = k( u' -x) with k strictly differentiable. ProoJ: For each (x, y) E Xz we have so that with lim, _ +, + Iy -XI -' R(J,y, x, y) = 0 by our assumption on K and the fact that J, is continuous at x. 1 3.7. Remark. When the assumptions of Theorem 3.2 are satisfied, J, is continuous, K(w, x) = k(w -x) where k: E -+ W + is convex and Gateaux differentiable, the preceding estimates show that f, is Gateaux differentiable on X, and in fact is Hadamard differentiable on X, with
Let us now tackle the important question of the behavior of the family NFIl4AI.
(.f'i,) as E -, O+ . In order to do so we have to recall that the (lower) subdifferential off at x (where f(x) is finite) is given as in [ 191 by
where E' is the topological dual of E and f'fx, .) is given by Here this can be written ,x -x) . As the graph of
is closed in the product topology of the strong topology on X and the a( E', E)-topology on E' since this is the case for ZF;.( ., X) and k' is continuous, we get that any cluster point x' of ( -t:Y'k'(J,.x -I)),,~ belongs to y'(x). c-oTherefore (XL), , 0 has weak* cluster points as 6 + 0,. As the norm is weakly* 1.~. on E', each of these cluster points X' satisfies IX'] d lim inf, ,0+ lx'1 for each x' E 2f(x).
As /V is Gateaux differentiable on E\(O), the dual norm is strictly convex, hence the closed convex set 2f(x) has at most one point with smallest norm. This uniqueness of cluster points ensures that (,u~,)~,~ converges weakly.
Now if x,:=x for E in a subset Q of P with 0 in its closure, we have
for each EE Q, hence o~(?S(x,)=Z!(x) while the limit of (xi:) as c -+ 0, c E lR\Q is 0 by what precedes, so that (XL) + 0 as c + 0 in P. 1 3.9. Remmk. Let us observe that for X= E, SLI~.~~~ cK(A x) < c, we have X,= E for E E 10, L' '[. Proof We have seen that for X, E X,:
where J,x,, is characterized by & '(x, -J'X,) E 2f(J, x,,).
As (Vfc(xn))n>o + 0 we get (ZJ (JLx,,) ),.,, +O and by our assumption (*Jcx,,)nzo has a converging subsequence (J,x,), E K. Since ( Ix~ -J,,xk I )k + K converges to 0, (x~)~ E K has the same limit. 1 Some higher differentiability results will be found in [21] . Let us here just note an observation showing that even in a simple case some extra assumptions are needed.
It is easy to see that if f is a polyhedral convex function on some open interval X of R then for each x E X there exists E > 0 and a neighborhood U of x on which J, is of class C" . This is no more true in higher dimensions, as shown by the following example. 
EPICOWERGENCE ANI) APPROXIMATION BY INFIMAL CONVOLUTIOK
It is well known that the Moreau-Yosida's approximation scheme enables one to reduce the epiconvergence of a family of functions to ordinary pointwise convergence of the families of approximate functions (see [l, 133, for instance) . Here we show that this fact remains true when the approximation is given by a general firm kernel. Our proof is a simple direct consequence of the definitions.
Let X be a topological space and let (fP),,Ep be a family of extended real-valued functions on X indexed by a parameter p belonging to a subset P of a topological space P'. Given a particular point (r, of the closure cl P of P in P' we denote by 2 the trace on P of the family J2' of neighborhoods of6 in P': 2= {Q=pn P:Q'EJ!'}. G iven h: P -+ R we write lim inf, h(p) for supQE9 inf,,, h(p), omitting the inclusion p E P and the convergence p -+ 5. Convergence with respect to a filter .?F in P can be set into this familiar framework by adding a "point at infinity" Co to P and putting on P = P u {0} a topology T inducing on P the discrete topology and such that 9' = {F' = Fu { ti} : FE 9 1 is the family of neighborhoods of 0 in P'. Let us recall that the epilimit inferior and the epi-limit superior of the family (fP)ps p are given by Here the family (,fP)pCp is said to be K-eyuiminorized if for each x E X there exists h and c in W-such that .f"( it.) 2 h -cK ( M', x) for each w E X, each p E P.
!n fact we could assume that this inequality holds true for each M'E X and each p belonging to some member Q of 3. When Up),, p is K-equiminorized, for each XE .I' we can find h and c such that .f"( w) 3 h -cK ( II', x) for each ( W. p) E X x P ROUGEARD, PENOT, AND POMWZLLET so that for each Q E 9 (or each Q E 9 contained in some Q, E 9) fQ( w ) 2 b -cK ( w, x) for each u' E X.
Then, if K is firm, Proposition 2.2 asserts that P(x) = supf'F(x) I: > 0 so that equality holds everywhere above.
(b) In order to prove the announced inequality it suffices to show that for any I: > 0 and any r E [w such that r > e ls,f+'(x) one has r > lim supff(x) P since we may suppose e 1 s,,fp(x) < +,x. Let Q> 0 be such that r -IX > e 1 s,fP(x) and let UE X(x) be such that K(u, x) Now let us prove the opposite inequality when K is firm and (fp) is K-equiminorized. We may suppose e 1 s f"(x) # -co. Let r E R' be such that r < e 1 s,f"(x). By definition of the epi-limit superior we can find U E M'(x) such that r < lim sup t;i,fP( u). P Let b and c in R + be such thatfP B b -cK( ., x) for each p E P. As K is firm we can find EWE 10, c '[ such that (E-' -c) K(w, x) > r -b for each w E X\U, c E 10, cU [. As r-c inf sup inf f"(u) 863 peQ ucL'
for each Q E 3 we can find q E Q such that r < inf f"(u). ueL'
As for WE X';C!, EE 10: e(,.
[ we have we get
Therefore. for c E 10, cI; [ lim supff(x) 3 r. [ P Let ,f'O E R" and let (.f p)pc-,, c RX; we define a family (1'") of extended real-valued functions on X parametrized by Pu i(l)} by settingf'" =f' and following [25] declare that this extended family is epi-1.s.c. (resp. epi-u.s.r.) at (0 and) x if eli,fP(x) >,f'(x) (resp. els,,f"(x) <,f"(.u)). Then the main assertion of Theorem 4.1 can be rephrased as follows.
COROLLARY.
Suppose K is firm and that the .family (.f p)pc P is K-equiminorized, For any f" E RX the extended fumily (.f q)y E I,L; !,,,; is epi-1.s.c. (resp. epi-24.s.c.) at x iff sup lim inf/;(x) 3 ,f "(x) E>O p (rev sup,.,:, lim s~p,~.f'~(x) <.f'"(x)).
In particular (fp) pF p epi-comerges at x !fJf sup lim infff(x) = sup lim supf f(x). c>o y &Z-O I' Therefore the family (f'") pc P epi-converges at x whenever for each c > 0, (f':(x)),, , 
