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Let Ji and Ji be subalgebras of a factor s4. We call .Ji and Jf equivalent (in sá) if Ji is the image of Ji by some automorphism of s/. Let N(Ji) = N1 (Ji) be the subalgebra of sá generated by all those unitary operators in sS which induce automorphisms of Ji, and for each integeryä2, let N'(Ji) = A(N'-1(Ji\). Following Dixmier [4] and Anastasio [1] , we call a MA subalgebra Ji of sJ singular if N(Ji)=Ji, regular if N(Ji)=sJ, semiregular if N(Ji) is a factor distinct from sJ, and m-semiregular (m^2) if N(Jt),..., Nm-\Ji) are not factors but Nm(Jt) is a factor. Generalizing the length of Tauer [11] , we say that a MA subalgebra Ji of si has proper [improper] length n if n is the smallest positive integer such that ;;n(JK) = Nn + 1(J?) and if Nn (Ji) =s¿ [Nn (Ji) ¿s/]. As these properties are all equivalence-invariant, they can be used to establish the inequivalence of subalgebras. In 1954 Dixmier [4] initiated the study of MA subalgebras of factors. He showed that the hyperfinite \\y factor s/ contains a regular, a semiregular, and a singular MA subalgebra. It is now known that sJ contains sequences of mutually inequivalent singular (Pukánszky [9] ), semiregular (Tauer [11] , [12] ), and 2-and 3-semiregular (Anastasio [1] ) MA subalgebras; moreover, sJ contains an n-semiregular MA subalgebra for each nä4 (Tauer [13] ). Both Tauer and Anastasio used the invariant of proper length to establish the mutual inequivalence of their sequences.
Maximal abelian subalgebras of type III factors have previously been considered by Pukánszky [8] . He obtained a general method for constructing MA subalgebras in a class of type III factors. However, there is an error in his calculation of the normalizer of these subalgebras, and so their types are not known.
Let sJ be one of the hyperfinite type III factors of Powers [7] . That s¿ contains a regular MA subalgebra is trivial. Our main results are as follows:
The group operator algebra over G, which we denote by ¿¿(G), is the von Neumann algebra on G generated by {V(g) : g e G}; it consists of all those operators A on G with (Ag, h) = (Aë, (hg'1)') for all g,heG. A more complete discussion of the group operator algebra can be found in Murray and von Neumann [6, §5.3] or Dixmier [5, . For a subgroup G0 of G, let A'(Go) be the normalizer of G0 in G and let J/(G, G0) be the subalgebra of si/(G) generated by {V(g) : g e G0}; s/(G, G0) consists of all those operators A in s/(G) with (Aë, g)=0 for all g i G0 (cf. [4, p. 280] ).
Lemma 2.1. If G0 is a subgroup of the group G, then s/(G0)^¿ft(G, G0).
Proof. We consider G0 to be a subspace of G in the obvious manner; then G0 is invariant under J((G, G0) and the restriction map is the required isomorphism.
For our purposes the most important class of von Neumann algebras are the constructible algebras (for a full account, consult Dixmier [5, pp. 127-137] ; see also Bures [3, §1] ). We call [JÍ, 3t,G,g-+ U(g)] a C-system if JÍ is a maximal abelian von Neumann algebra on the Hubert space Jf, if G is a group, and if g->-U(g) is a unitary representation of G on JF such that U(g)JtU(g)*=J( for all g eG. Let [Jf, JF,G,g-^-U(g)] be a C-system. Finite linear combinations of the MU(g) 0 V(g), MeJi and geG (and V(g) as in (2.1)), form a *-algebra on JF ® G; let sé[JÍ, Jf,G,g-+ U(g)] denote the von Neumann algebra generated by this *-algebra. Bures calls $¿=s¿ [Ji, 3f ,G,g-> U(g)] a constructible algebra if Jl n U(g)Jt = {0) whenever g e G-{e} [3] . In what follows we shall frequently make use of the fact that si consists of all those operators A on Jf ® G such that for some (necessarily unique) Ji-\alued map g -> A(g) on G, (Ax ®g,y®h~) = (A^g-^UQtg-^x, y)
for all x,yeJlf and all g, h eG. Dixmier [5, p. 129] has shown that every A es/ satisfies this condition. Conversely, suppose that an operator A on Jif ® G has this property. Let W be the operator on áf (g> G defined by Wx <g g= U(g)*x <g> (g-1)~, x e Jf and g eG. Then by [5, p. 136, Exercise 1] , it suffices to show that A commutes with W [MU(g) ¡g) V(g)] W for all M eJi and g eG. But this is an easy calculation. Moreover, for fixed g e G, the map A -*■ A(g) from sí into Ji is linear and weakly continuous. Lemma 2.2. Let A, B e sí (sí as in the previous paragraph), g, he G and MeJi be given. Then :
the sum converging in the weak topology. Let Ji0 be a subalgebra ofJi, let G0 be a subgroup of G, and suppose that U(g)^oU(g)* = Jio for all g e G0. Then the von Neumann algebra generated by the MU(g) ® V(g), M e J/0 and g e G0, consists of all those operators Aestf such that (i) A(g) e Ji0 whenever g e G0,
(ii) A(g) = 0 whenever g e G -G0.
Proof. Let s/0 = @(MU(g) ® V(g) : M eJi0,geG0) and let s¿x = {AesJ : A satisfies (i) and (ii)}. From the weak continuity of A -*■ A(g) and the hypothesis, it follows that s#x is a von Neumann algebra containing j/0. To show that j/jCj^, let ale^o'
and an A esáx be given. Then, for all x,yeJF and g, he G,
Therefore ^c^, and so stf0=s#x. The next result, which is of a technical nature, will be used only in the proof of Lemma 3.11. which in turn implies that ||2isf MMtxl2úZi,r Il^i^ll2-As F is a finite but otherwise arbitrary subset of I, and as M=%ieF MM strongly, we are done.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 3. The main construction. Throughout this section p will denote a fixed point in (0, \) and G will denote a fixed countably infinite group with identity e. In order to simplify the notation, dependence on p and G will often not be indicated.
Let A denote the abelian group (under pointwise addition modulo 2) of all those a: G->{0, 1} such that a(g)=0 for all but finitely many g eG. For geG and a e A let ga and ag be those elements of A defined by
and let S denote the pointwise partial ordering in A Let Jf denote the Hubert space with orthonormal basis (</>a)aSA. For each geG define operators U(g), F(g) and W(g) on 2? by the relations
Lemma 3.1. g-> U(g) is a unitary representation of G on ¿f, {F(g) : g e G} and {W(g) : g e G} are commuting families of projections and self adjoint unitaries, resp., and for all g, heG,
Proof. Compute. Let />"= W(0) = I, and for each geG and ae A-{0}, let
p. = n p°> in«) = n w(s) does not depend on the choice of the group G). There are several ways of seeing that sip, 0<p<\, is the one-parameter family of mutually nonisomorphic hyperfinite type III factors of Powers [7] . Perhaps the simplest way is the following (cf. [7, §4] ): Consider the C*-algebra sîl" on Jf ® Ä generated by {MW(a) ® V(a) : MeJi,ae A} and for each g e G, the subalgebra Ji, generated by F(g)W(g) ® V(0g). Each Ji, is a factor of type I2 and {Ji, : g e G} is a factorization of 2i". The state on 2I" induced by <f>0 ® Ö has all the properties of the state cu" of [7, Definition 4.2] . As <f>0 ® Ö is cyclic for 9lp, the representation of 9i" induced by this state is spatially isomorphic to 9I" [5, p. 51] . A second proof (cf. 
Proof. It is clear that the set FF of all finite linear combinations of the Pa (a e A) is a linear space, that FF-FF*, and that FF contains the identity as well as each F(g).
A simple calculation shows that Pie FF for all a e A. As PaPe-Pa+BPae, a> ß e A, (where a/3 denotes the pointwise product of a and ß) and as (a+ß)(g)= 1 implies («A(g)=0, FF is closed under multiplication. An application of the double commutant theorem now completes the proof. Proof. Suppose that U(g)M e Ji for some geG-{e) and some nonzero MeJi.
Choose an e with 0 < 2c2 <p-p2 and a nonzero S e SF with
\\(M-sy/>0\\ <«iw0||/(i+«)
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use (y as in Lemma 3.3) . Write SS* = J.asr caPa for some finite Tez A and complex numbers ca. Choosing an heG-{e} such that a(h) = a(g-1h)=0 for all a e T,
\\[F(h)U(g)S-U(g)SF(h)]<p0\\2 = MFig-WS-
on the other hand,
s 2e\\sM-Therefore 2s2'tp-p2, a contradiction. As U(g)JiU(g)*=Ji for each geG (Lemma 3.1), we can make the Definition 3.6. Let 3(G)=si [Ji, Jf,G,g^ U(g) ], and for each subgroup G0 of G, let Jf(G, G0)=3(U(g) ® V(g) : g e G0). Proposition 3.7. 3(G) is a factor of type II, and is hyperfinite whenever G is the union of an increasing sequence of finite subgroups.
Proof. The trace on Ji+ induced by ¡f>0 ® ë, Lemmas 3.4 and 3.5 and [5, imply that 3(G) is a finite factor. From [5, p. 136, Exercise 2] , and the fact that sip is of type III, there can be no minimal projections in 3(G). Therefore 3(G) is not of type I, and must therefore be of type II,.
If C=U"=i G"> where Gy, G2,... is an increasing sequence of finite subgroups of G, then the 3n=3(F(h)U(g) ® V(g) : g, he Gn) form an increasing sequence of finite-dimensional *-algebras which generate 3(G), and therefore 3(G) is hyperfinite [5] , [6] .
From now on we will frequently be replacing an operator A in a constructible algebra by its associated operator-valued function g -> A(g) (cf. §2). Lemma 3.8 . Let G0 be an abelian subgroup of G such that {ghg'1 : ge G0} is infinite whenever heG -GQ. Then J/~(G, G0) is MA in 3(G).
Proof. Clearly J/"(G, G0) is abelian ; to show that it is MA in 3(G), let a B e 3(G) n (JS(G, G0))' be given. By Lemma 2.3, it suffices to show that B(h) e C* for all he Go and that B(h)=0 for all heG-G0. First of all, (3-D ((BB*)(e)<p0,h) = 2 !¡5(S>¿o¡2 < oo; tea moreover, for all geG0 and heG, the expressions
are equal. Now if h e G0, B(h)=U(g)B(h)U(g)* for all g e G0, and so B(h) e C* by Lemma 3.4. And if /; e G-G0, \\B(h)<f>0\\ = ¡¡¿(g^Ag^oH for all g e G0; by the hypothesis of the Lemma and (3.1), B(h)</>0 = 0, and consequently B(h) = 0.
Remark. The converse of Lemma 3.8 is also true, but as we will not need it, we omit the proof. Lemma 3.9. There is a ^-isomorphism <t> of s/(G) onto JF(G, G) such that ®(V(g))= U(g) ® V(g)for all g eG.
Proof. Let t¡ be the unitary operator on JF ® G defined by the relations v(<f>a ® £)=&« ® g, «e A and gsG, and for each Tes/(G), let <D (7)=i7(7® 7)t?"1; then 4> is a normal *-isomorphism [5, p. 56, Definition 2] ofs/(G) into áC(Jf ® G).
That 0( V(g)) = U(g) ® K(g), geG, is a simple computation. By [5, p . 57], we would be done if we could show that ^>(sé(G))<^A/'(G, G). But this follows from the easily-verified identity WTHa ® g, <¿fl ® Ä) = ((Të, (hg-^-Mhg-^a, </>,), valid for all a, ß e A, all g,heG, and all Tes#(G).
Let ^ = A x G (the group-theoretic direct product), and for a = (a, g) 6 'S, let U(a)= W(a) ® U(g). In order to simplify the notation, we will write 7(a) instead of Then
for all M,NeJi and a=(a, g)e^, and consequently A-^-ipAip-1 is a ♦-isomorphism of ¿/p ® á?(G) onto j/ (use [5, p. 57] ). Definition 3.10. For each subgroup G0 of G, set ^(G0) = >l>Ar ® JF(G, Go)0_1 (^ as in Lemma 3.2) and set y(G0)=</r^/p ® JF(G, G^'1.
Remark. As AF(G, G) is a proper subalgebra of á?(G), y(G) is a proper subalgebra of sé. Lemma 3.11 (cf. [8, Lemma 15] ). Let a unitary A ese and an e>0 be given. An obvious application of the triangle inequality now completes the proof.
Lemma 3.12 (cf. [8, Lemma 17] ). Suppose that G0 is a subgroup of G such that: given a finite subset F of G and a geG, there are infinitely many g0 e G0 such that (i) h, k e F and hg0k ~1 =g0 imply h = k, (ii) if g i N(G0), then ggog'1 i G0. 7Ae/i N(#>(G0)) = N(.r(G0)) = £F(N(G0)).
Proof. That SF(N(G0))c N(»(G0)) and £F(N(G0))^N(SF(G0)) are clear. To show that the opposite inclusions also hold, suppose that we are given a unitary operator A e sé satisfying either together with Lemma 2.3 imply that A e £F(N(G0)), it is sufficient to establish (3.7) and (3.8) .
Fix an (a, ß) e Ax A, an a=(y, g) e 'S, and an £>0. and g, we obtain a g0 e G0 such that (i) and (ii) hold and in addition keG, 8eT and 8(k)= 1 imply (ggog~1v)(^)=0 for all t¡ e T.
In order to simplify the notation, set h^ggog'1, c=(0, h), d=(0,g0), and set 8=ß+hß. Let Re si be as in Lemma 3.11, let &'=& n c^d'1 (notice that ae&"), and let S=(RT(d)R*)(c). By our choice of g0, be&' implies c-1bd=b, and therefore (cf. To show that (3.8) holds, suppose that ß=0 and that a=(y,g)$ AxN(G0). As A satisfies (3. As before, this implies that 9(a; a, |S)=0.
4. Examples in type III factors. We continue with the notation of §3.
Proposition 4.1. sip ® 3(G)%sip whenever G is the union of an increasing sequence of finite subgroups.
