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Over the last decade, compressive imaging has emerged as a new imaging
paradigm by adoption of compressive sensing theory and algorithm in
computational imaging systems. A well–behaved compressive imaging
system requires careful system design with optimal forward operator
and proper regularization in image reconstruction with prior information
about the object under observation.
In many compressive imaging systems, free–space propagation is widely
used as a forward operator to mix information of the object field. In this
thesis, we first defined and compared two free–space propagation based
compressive imaging systems with different subsampling mechanisms:
random subsampling and deterministic subsampling. The importance of
randomization in subsampling was highlighted. As a natural compressive
imaging system, compressive holography was applied for spherical particle
imaging and demonstrated superior performance in removing twin images
and artifacts from defocused particles. More importantly, an empirical
concentration bound of particles for accurate compressive reconstruction
was provided based on numerical simulation with a physically rigorous
Mie scattering model. Based on above theories and simulations, in–
line digital holography was used to experimentally study the dynamics
of bubbles within a high-intensity-focused-ultrasound beam. Digital
vii
holography was demonstrated as a powerful tool in bubble dynamics
study by successful observation of a few important phenomena. Lastly,
a new hybrid imaging method was proposed for imaging through turbid
media and was validated numerically. The method incorporates two
complementary holograms filtered by a Bragg grating in the compressive
reconstruction.
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New discoveries in science are usually triggered by the invention of new mea-
surement techniques and the fundamental progress in mathematical theory.
We have witnessed numerical significant progresses of optical imaging–one
of the most important measurement techniques.
In the past decade, one important progress in optical imaging is compu-
tational imaging. It has emerged as a new paradigm by integrating the
design of hardware and software of an optical imaging system to maximize
the acquisition of information and go beyond the physical limitation of the
optical elements [3, 4]. As a novel sampling theory, compressive sensing
was proposed in 2004 and quickly became a popular topic in signal pro-
cessing community [5, 6, 7]. As the adoption of compressive sensing in
computational imaging, a new area called compressive imaging has become
a hot topic in both optics and signal processing community. This thesis
investigates the properties and applications of the free–space propagation
based compressive imaging systems with the focus on the digital holography.
1
1. Introduction
1.1 Introduction to compressive sensing
Sampling is the bridge between physical world and digital world. Con-
ventional Nyquist/Shannon sampling theory states that a signal can be
perfectly recovered if only the sampling rate is at least twice its highest
frequency [8, 9]. This theory has guild the design of measurement systems
for 100 years and the sampling rate is known as the Nyquist or Shannon
rate.
For many signals such as high resolution images and videos, Nyquist rate is
very high. After sampling, signal compression based on transform coding is
usually used to reduce the size of data by only keeping the most significant
parameters of a representation of signal under a known basis or dictionary.
The conventional sampling process is illustrated in Fig. 1.1. Here, we work
with a vector x in the N-dimensional real space RN . For signals from images
or higher dimensional data, they can always be reformatted as a vector.
First, the signal is sampled through a linear system A in the Nyquist rate,
which results in a measurement y = Ax with the same length of N . In order
to reduce the size of data, y is transformed to its approximation yˆ = Cy
where the C is the compression dictionary. After compression, yˆ is a vector
with only K nonzero elements which is called the K-sparse approximation
of y. In the figure RNK represents a vector of dimension N with only K
nonzero elements. During the storage or transmission, only the position
and amplitude of this K nonzero elements are kept. When the data is to
be received and displayed, xˆ is recovered as an estimation of the original




Figure 1.1: Conventional Nyquist strategy
In contrast, compressive sensing is based on a totally different philosophy [5,
10]. It measures the signal at the information rate instead of the bit rate,
since many bits of the conventional measurement are discarded due to the
redundancy of information. Compressive sensing theory asserts that one
can recover certain signals at far lower sampling rate than the Nyquist rate
by smartly designing the measurement matrix and enforcing the sparsity
prior information in the reconstruction.
A typical compressive sensing system is illustrated as Fig. 1.2. A signal x
with length of N is sampled at the information rate which results in a vector
y = Φx ∈ RM with the number of sampleM much smaller than N . When y
is to be received and displayed, xˆ as an estimation of the original signal can
be can be recovered with the knowledge of the measurement system Φ and
the sparsity prior of x by a nonlinear reconstruction algorithm. Compared
with the conventional system as in Fig. 1.1, the number of samples M in
the measurement system is far less than samples N required by Nyqvist
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theory, and there is no intermediate compression step after sampling.
Figure 1.2: Compressive sampling strategy
The successful implementation of compressive sensing depends on three
aspects: sparsity of signals x, design of measurement systems Φ, and
reconstruction algorithms, as explained as follows.
1.1.1 Sparsity of signals
Sparsity is a general property of signals which means a signal has a concise
representation in certain domain/basis. The sparsity property applies to
most nature signal as long as the signal is not random noise. A straightfor-
ward method is to represent a signal in an orthogonal basis. For example, a
spike signal can be sparsely represented in time domain or spatial domain,
and a piece-wise constant signal can be sparsely represented in the gradient
domain.
Mathematically, if there exists an orthogonal sparsity basis Ψ ∈ RN×N with








where α ∈ RN is a vector of coefficients. Signal x is said to be S-sparse if
only S elements of α is nonzero.
Sparse representation has been applied in data compression for long time
to reduce the data size. For example, discrete cosine transform or wavelet
transform are widely used in image and video compression. Compressive
sensing utilizes the sparsity of signals in a total different way. In signal com-
pression, a full signal is acquired first and transformed into a pre-determined
domain. The compression chooses the most significant coefficients from
the transformed representation and discards the insignificant ones. In com-
pressive sensing, the coefficients are unknown and it is the objective of
reconstruction. The knowledge about the sparsity basis can guild the design
of the measurement system.
One of the latest trends in sparse representation is to use an over-complete
dictionary that combines multiple basis together to better represent the
signal [11]. Another trend is to go beyond the sparsity and use more general
structure feature of signal in compressive sensing [12].
1.1.2 Design of measurement systems
Compressive sensing is more a sampling strategy than a signal processing
technique. In order to keep all the information of the signal in far less
5
1. Introduction
samples, the measurement system needs to be carefully designed to mix
the information uniformly in each measurement. In other words, not all
sub-sampled data can be put into a compressive sensing solver to recover
the original signal.
The sampling process of a general compressive linear measurement can be
modeled as
y = Φx = ΦΨα (1.2)
where Φ ∈ RM×N is the sensing matrix representing the physical process of
measurement, Ψ ∈ RN×N is the sparsity basis.
Restricted Isometry Property (RIP) [13] was proposed as a criterion for
checking whether a specific measurement system allows the recovery of a
sparse signal from a subsample set. However, it is not always feasible to
check the RIP property because it is an NP-hard problem. Coherence was
proposed as an alternative criterion [14]. Here, the meaning of coherence
is different from the coherence in statistical optics. The mutual coherence
µ measures the similarity between the orthonormal sparsity basis Ψ =
[Ψ1, ...,Ψi, ...ΨN ] ∈ RN×N and sensing matrix Φ = [Φ1, ...Φj, ...,ΦN ] ∈
RN×N can be expressed as
µ(Ψ,Φ, ) = max
i,j
|〈Ψi,Φj〉| (1.3)
where 1 < µ < N . In compressive sensing, a low coherence between the
sparse basis and sensing matrix (small µ) is desired so that each measurement
can keep some information of the original signal. For example, a delta
6
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function has low coherence with Fourier transform, so a spike in space or
time can be uniformly encoded in its Fourier transform.
To guarantee stable recovery of a S–sparse signal f ∈ RN from a compressive
sensing system, it requires the number of measurements M satisfying [7]:
M ≥ Cµ2Slog(N), (1.4)
where C is some positive constant, µ is the defined in Eq. 1.3. Eq. 1.4 gives
a theoretical bound of the minimal number of measurement required for a
given measurement system and sparsity basis.
1.1.3 Reconstruction algorithms
Reconstruction of a signal from a compressive measurement results in an
under–determined problem. To get a stable solution from such a problem,
various regularizations are usually used. One of the most widely used






L2 norm minimization gives the minimal energy solution, however, minimal
energy solution is often not the optimal solution.
A better reconstruction method is to find a solution with minimal L0 norm
from all the solutions satisfying the measurement. Here, the L0 norm
represents the sparsity of a signal and is defined as the total number of
7
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nonzero elements in the signal. Unfortunately, L0 norm minimization is
a NP-hard problem which means it cannot be apply to any large scale
problem. Another important contribution of compressive sensing is that
it rigorously proves that the L0 norm minimization is equivalent to the
corresponding L1 norm minimization given certain condition. The L1 norm





The L1 norm regularization problem can be efficiently solved by many
existing convex optimization algorithm. An example is shown in Fig. 1.3 to
compare the difference of L2 norm and L1 norm regularization. A signal of
interest is a two dimensional signal x∗ with only one nonzero element in
the first dimension. A linear sensing matrix Φ is used and the measured
data y = Φx. All possible solutions must be on the red line in the Figure.
Fig. 1.3-(a) illustrates the solution of L2 norm regularization. The L2
norm regularization solution is the intersection of the red line and the
smallest L2-ball B2(r) = x ∈ R2 : ‖x‖2< r which is represented as a circle
in Fig. refl2_norm-(a). Clearly, this point xˆ does not match the initial
signal x∗.
Fig. 1.3-(b) illustrates the solution of L1 norm regularization which gives
us the exact solution with only one nonzero element. The diamond shape




Figure 1.3: L2 norm vs. L1 norm optimization
1.2 Compressive imaging architectures
Traditional optical imaging systems are designed to collect directly inter-
pretable images by one to one mapping. For example, a digital single-lens
reflex camera directly measures the intensity of a scene by complicated lens
design. However, in many other applications, high quality images are not
the ultimate objective or are not directly achievable due to the limitation of
physical sensors. Computational imaging has emerged as a new paradigm
by considering optics and signal processing in an integrated system [4, 3].
Two of the nice examples are wavefront coding for extending the depth of
field [3] and light field camera [15]. The indirect measurements combined
with sophisticated reconstruction algorithms give substantial performance
gains over conventional methods. The advances of compressive sensing
theory further promote the development of computational imaging and lead
to a new research area called compressive imaging.
Compressive imaging can refer to any imaging system where the number of
9
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measurements is far less than the number of unknowns in the reconstructed
images [16, 17]. Compared with conventional imaging, compressive imaging
offers cost reduction by reducing number of sensors and improved signal–to–
noise ratio in each detector.
Compressive imaging has been applied in broad imaging areas. Compressive
spectrum imaging based on coded aperture has been extensively studied
in [18, 19, 20, 21, 22, 23, 24]. The single pixel camera principle has
been applied in the fluorescence imaging and hyperspectrum imaging [20].
Compressive holography is a typical application without modification of
existing system [25, 26]. Ashok et al. have proposed the task-specified
compressive imaging [27]. Rivenson et al. have achieved super-resolution by
double random phase coding [28]. Llull et al. have used compressive sensing
for high temporal resolution imaging [29]. Compressive ghost imaging has
also become a hot research topic recently [30, 31].
1.3 Compressive holography
1.3.1 Digital holography
Holography was first proposed by Dennis Gabor as a lensless imaging
method in 1948 [32]. The complete amplitude and phase information
of the field diffracted or scattered by an object can be preserved in the
intensity measurement by introducing a known mutual coherent reference
wave. The recorded intensity pattern is called a hologram and can be used
to reconstruct an image of the object by physically illuminating another
10
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reference wave on the hologram.
Off–axis holography is an important development of the original proposed
in–line configuration [33]. By adding a separate reference wave with a
certain spatial frequency (angle) shift, the real image is spatially isolated
from the virtual image and autocorrelation term in the captured hologram.
Compared with the in–line configuration, the spatial resolution is reduced
in the off-axis configuration.
As low cost and high pixel count digital camera sensors are widely available,
digitally recorded holograms make the signal storage, transfer and display
much easier than before without tedious chemical and physical process-
ing [34]. More importantly, it enables us to extract the information of
interest more efficiently by using many advanced reconstruction algorithms
equipped with the powerful computing hardwares [35]. The adoption of
digital sensors results in the development of digital holography. Digital
holography has been applied in many areas such as biological imaging [36]
and particle visualization [37].
1.3.2 Compressive holography
Recently, inverse problem based reconstruction methods have become more
and more popular in digital holography. As discussed in section 1.1, compres-
sive sensing requires the measurement system to uniformly mix the signal
in all the measured data. Digital holography naturally satisfies this require-
ment as the name "holo" implies that each piece of the hologram contains
part of the whole information. The combination of compressive sensing and
11
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digital holography results in the invention of compressive holography [25].
Different names have been used in literatures for the same principle, such
as inverse problem based holography, compressive holography, optimization
based holography. Rivenson et al. have proposed the compressive Fresnel
holography [26] and applied it for imaging through partially occluded ob-
ject [2]. Zhang et al. have applied different linear and nonlinear inverse
methods in optical scanning holography for edge-preserving sectional imag-
ing [38, 39]. Marim et al. have extended compressive holography to the
low-light condition by using the off–axis geometry [40] and with combination
of frequency–shift steps [41]. Xu et al. have demonstrated compressive
in–line holographic coherent anti-Stokes Raman microscopy [42]. Choi et al.
and [43] and Xu et al. [44] have used compressive holography in THz domain
and demonstrated its advantage in the area where large format detectors
are not available. Other extensions of compressive holography include its
application in high pixel count holography [45], video-rate holographic mi-
croscopy [46], diffuse object reconstruction [47], incoherent holography [48],
image encryption [49], 4f-amplified holography [50] and super accurate
object localization [51, 52]. Recently, the single–pixel camera idea was
also applied in compressive single–pixel holography [53]. At the theory side,
Rivenson et al. have proposed the variable density sampling strategy [26]
and the theoretical reconstruction guarantees for compressive holography
base on the analysis of the coherence parameter [54]. Fouriner et al. have
investigated the single point resolution limit of compressive holography [55].
12
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1.4 Outline of this thesis
This thesis investigates theories and experiments on compressive imaging
with the focus on digital holography.
In chapter 2, the property of free space propagation as part of the signal
mixing mechanism is investigated from the compressive sensing point of view.
Two dimensional and three dimensional problems are quantitatively com-
pared by analyzing the effects of sparsity level and number of measurement
on the reconstruction accuracy.
In chapter 3, compressive holography is applied to the measurement of finite
size spherical particles. Special attention is given to the effects of particle
concentration on reconstruction performance.
In chapter 4, an experimental work of digital holography is presented. Digital
holography is used to characterize the dynamics of air bubbles induced by
a high-intensity-focused-ultrasound (HIFU) wave in water.
In chapter 5, a hybrid reconstruction method in a volume holographic
imaging system is proposed for imaging through turbid media and validated
by numerical simulations.





Compressive inversion of diffracted
field
2.1 Introduction
Since compressive sensing was first proposed a decade ago [5, 7], it has gained
much attention in optical imaging community with the early demonstration
on single-pixel camera [56]. Different from the single-pixel camera which
is based on the geometrical optics approximation model, more and more
developments and applications have been exploring the wave property of
light in compressive imaging.
In wave optics, discrete Fourier transform (DFT) is one of the most widely
used forward operators for 1) its mathematical simplicity and 2) presen-
tation of real measurement systems. Fourier transform can be realized
by a lens or large propagation distance in an optical system. However,
in many other applications, there is no Fourier transform lens available
in certain wavelength or not enough space for large propagation distance.
Consequently, it is preferable to use free space propagation in the Fresnel
15
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regime as the forward operator. In this thesis, we simply use free space
propagation to represent the Fresnel propagation.
Fresnel propagation has been used in many compressive imaging modalities,
such as compressive in-line holography [25], compressive Fresnel hologra-
phy [26], compressive wavefront sensing [57] and compressive phase re-
trieval [58]. Thus, it is of practical and theoretical importance to study
the performance of free–space propagation as being a compressive forward
operator, which is the major focus of this chapter. The analysis presented
here is applicable to any system regardless of its configuration as long as
free–space propagation was used as the sensing operator. Here, let us start
with the mathematical formulation of free–space propagation.
2.2 Free–space propagation operator
A typical geometry of the Fresnel diffraction is illustrated in Fig. 2.2, where
the input in the (ξ, η) plane is illuminated by a plane wave in the z direction.
d is the distance between two planes. Because of diffraction, the propagation
of light can no longer be mathematically described by an identity matrix as
a one-to-one mapping process.
Under the scalar approximation, the propagation of a complex field can be
described by the Rayleigh-Sommerfeld diffraction formula [59]. The field of
any point at the output plane U2(x, y) is related to the field of all points at
the input plane U1(ξ, η) by an area integration as following:
16
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where λ is the wavelength in ambient medium, k is the wave number, r21 is
the distance between two points given by:
r21 =
√
d2 + (x− ξ) + (y − η)2 (2.2)
This form can also be represented in term of angular spectrum. The field
in the second plane can be regarded as a convolution of the field in the first
plane and a propagation kernel. By using the convolution theorem, the field













2. Compressive inversion of diffracted field
where exp−jz
√
k2−k2ξ+k2η is the transfer function of the free–space propagation
which is the Fourier transform of the point spread function. The angular
spectrum method is theoretically more accurate than the Fresnel approxi-
mation. The discrete form of the free–space propagation can be written as
following:
U2 = F
−1Q ◦ FU1 (2.4)
where F and F−1 is the discrete two-dimensional Fourier transform and
discrete two-dimensional inverse Fourier transform, Q is a matrix with
elements of various quadratic phase factors, ◦ is a point-wise multiplication
operator.
Therefore, the forward propagator described in the discretized form can be
written as:
A = F−1Q ◦ F (2.5)
In the compressive inverse of diffraction, there are two classes of problems
and both of them use the free–space propagation as the forward operator.
The first problem is to reconstruct a 2D field from a 2D propagated and
subsampled field, and the second problem is to reconstruct a 3D object field
from a fully sampled 2D propagated field. The difference between these
two problems is not only at the dimensionality but more importantly at
the sub-sampling mechanisms. Here, we will explicitly define and compare
these two problems. In the problem discussed in this chapter, the measured
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data is complex field. The phase of the field could be acquired by phase
shift holography, off-axis holography, or iterative phase retrieval in different
applications.
2.3 Two–dimensional inverse diffraction prob-
lem
2.3.1 Forward model
The setup of a 2D inverse diffraction problem is shown in Fig. 2.2. In this
problem, the object field f1 ∈ CN is the diffracted field right after a 2D thin
transparency with complex modulation illuminated by a plane wave along
the axial (z) direction. A detector is placed at a distance d from the object.
Figure 2.2: Set up of the two-dimensional compressive imaging problem.
f1: object field, f2: measurement.
The free–space propagation operator A ∈ CN×N is the same as Eq. 2.5.
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Due to the existence of a random mask P ∈ CM×N in front of the detector,
the measurement f2 ∈ CM is a subset of complex field at the second plane
which is highlighted as the gray pixels. If we assume the random mask is
right in front of the detector, the measured field f2 is linearly related to the
object field f1 as following:
f2 = PAf1. (2.6)
If there is no random mask, i.e. P = I where I ∈ CN×N is an identity
matrix, the problem is well-conditional and the reconstruction of f1 can be
easilly reconstructed from f2 with diffraction limit resolution. However, the
reconstruction becomes an ill–determined problem due to the subsampling
induced by the random mask.
The random subsampling can be attributed to different reasons at different
applications, such as the lack of large pixel count detectors [45], active
coded aperture [1, 60], passive occlusion [2], or the existence of dead pixels
and saturated pixels on the detector.
Figure 2.3 demonstrated two cases of subsampling. Fig. 2.3-(a) illustrates a
coded aperture single–shot wavefield imager proposed in [1, 60]. A coded
aperture was actively added between the object field and the final detected
intensity. The image reconstruction process can be divided into two steps.
First, the complex field at the aperture plane is recovered by a Gerchberg–
Saxton like iterative phase retrieval algorithm [61] with known support
of the coded aperture. Due to the existence of occlusion, the field at the
aperture plane is subsampled. Subsequently, the object field is recovered
from the subsampled complex field on the aperture plane, which is the same
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as the problem presented here. Another subsampling shown in Fig. 2.3-(b)
is due to partially occluded object in light path [2]. After reconstruction of
the complex field on the occlusion plane by a simple back propagation, the
rest is the same as the problem presented here.
(a)
(b)
Figure 2.3: Sub-sampling due to (a) active coded aperture [1] and (b)
passive partial occlusion, p(x) is the random mask [2]
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In both cases, the subsampling are due to the random occlusion of a mask and
the occlusion rate can have important effects on the image reconstruction.
For example, in the coded aperture single–shot field imager, if the occlusion
rate is too high, too much light will be blocked which results in insufficient
information for faithfully reconstructing the original wavefront. On the
other hand, if the occlusion rate is too low, it can not provide enough
constraints on the signal support for the iterative phase retrieval to get
the field at the aperture plane. Because the first step of the active coded
aperture field reconstruction in Fig. 1.3(a) is a phase retrieval problem
which requires oversampling in the measurement [62]. The oversampling
ratio is determined by the ratio of the total mask area and occlusion area.
Low oversampling ratio makes the phase retrieval problem difficult and
unstable.
2.3.2 Reconstruction of two–dimensional field
As we have discussed in last chapter, the reconstruction accuracy of com-
pressive sensing depends on the sparsity of signal and the subsampling
ratio. In order to analyze the two dimensional field reconstruction problem,
simulations of numerical reconstruction of object with different sparsity
level from measurement with different subsampling rate were carried out
based on the configuration shown in Fig 2.2.
Here, we assume the original object f1 ∈ R+N is a 2D image with N
positive real value pixels which can be satisfied in many applications. The
mask is considered as a random amplitude mask located right in front of
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the detector. The object are composed of K point sources with different
intensity randomly distributed in the 2D plane. All of rest part are empty
in the 2D plane. The sparsity level of x is measured by δ where δ = K/N .
The original 2D field f1 is propagated by a distance d and captured by the
detector as f2 ∈ CM after the mask. The sub-sampling rate ρ is defined as
ρ = M/N , where M is the number of sampled pixels and N is the total
number of pixels on the detector which is the same as the number of pixels
on the original object.
After recording f2, the estimate of the original object fˆ1 can be reconstructed
by solving a constrained optimization as follows:
fˆ1 = arg min ‖f1‖1
subject to: PAf1 = f2
f1 ∈ R+.
(2.7)
This optimization is a linear programming problem which can be easily
solved by using an open-source convex optimization toolbox CVX [63]. CVX
is a Matlab-based toolbox for convex optimization. The reason to choose
this generic convex optimization method is that it doesn’t need to tune any
parameters during the reconstruction although it is not as fast as many
state-of-the-art algorithms.
As a qualitative comparison, Figure 2.4 demonstrated two examples of the
2D field reconstruction from measurement at two different subsampling
ratios. A 2D object as Fig. 2.4-(a) was simulated as the ground truth.
Here, N = 32 × 32, and the pixel pitch is 1 um. Different colors in the
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image represent different intensity of the point sources. In the first case, the
amplitude mask is as shown in Fig. 2.4-(b) where light can only pass through
the red pixels. In this case, 90% of the mask were blocked corresponding to a
10% subsampling ratio. The reconstruction in this case shown in Fig. 2.4-(d)
demonstrated a perfect agreement with the ground truth. However, in
the second case, when the number of measurement is further reduced with
a subsampling ratio of 5% with a amplitude mask shown in Fig. 2.4-(c),
the reconstruction in this condition shown in Fig. 2.4-(e) demonstrated a
significant deviation from the original signal.
2.3.3 Trade-off between sampling rate and sparsity
level
According to compressive sensing theory, phase transition diagram is a good
way to evaluate the performance of different reconstruction algorithms and
sampling systems. The phase transition diagram plots success rate with
respect to different subsampling rates ρ and sparsity levels δ. The phase
transition means the transition between success and fail in reconstruction.
One of the nice properties of random sampling based compressive sensing is
that the phase transition is usually a very sharp curve. It means that for
a given measurement system and reconstruction algorithm, there exists a
critical sparsity level δ0 such that if the sampling rate ρ is larger than a
critical value ρ0, then the reconstruction is expected to be successful with
high probability, while if ρ < ρ0, the reconstruction is expected to fail also
with high probability [64].
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Figure 2.4: 2D sparse scatterer reconstruction (a) ground truth, (b)
random mask with 90% and (c) random mask with 10% occlusion rate (blue
area is blocked and red is transparent), (d)reconstructed signal from 10%
subsampled field, (e) reconstructed signal from 5% subsampled field. Color
bar in (a), (d) and (e) represent the intensity of point sources.
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The phase transition diagram of the 2D compressive reconstruction of light
diffraction problem is shown in Fig. 2.5. Here, the mean square error is
used as the error metric to evaluate the performance of reconstruction.
A successful reconstruction is claimed when the mean square error of
reconstruction is smaller than 10−6. Otherwise, it is claimed as a failure in
reconstruction. Each data point in the diagram corresponds to a unique
combination of δ and ρ with 100 independent trials. It means the positions
and intensity of scatterers are randomly generated in the 100 trials from an
independent and identically Gaussian distribution. A test of convergence
was carried out before the simulation and it was found that 100 trials were
large enough to get reliable statistical result. Meanwhile, 100 trails are
commonly used for the phase transition diagram in different compressive
sensing literature such as [7].
Figure 2.5: Trade-off between subsampling rate and level of sparsity in
2D.
The color bar in the figure represents the success rate of reconstruction
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where the dark red means 100% success rate and dark blue means 0% success
rate. As we can see, there is a very sharp boundary between 100% success
and 0% success regions, which indicates that this system is a well-behaved
compressive sensing system. This diagram can provide a guideline for the
optimal design of the coded aperture wavefront imaging system with proper
occlusion rate.
2.4 Three–dimensional inverse diffraction prob-
lem
2.4.1 Forward model
A illustration of the 3D inverse diffraction problem is shown in Fig. 2.6. The
multi-slice approximation is used to divide the object into multiple slices
by ignoring the interaction between slices. Here, the object field is from
different depths modulated by different thin complex transparencies. The
measurement is a fully sampled field at the detector plane as a superposition
of the propagated field from each slice.
If we assume the 3D object is discretized to Nz planes with Nxy pixels in
the transverse directions of each plane, the forward model is a combination
of multiple depth–dependent free–space propagation operators rather than
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Figure 2.6: Set up of the three-dimensional compressive imaging problem
where f i1 ∈ CNxy is the object field at the ith axial plane and Ai ∈ CNxy×Nxy
is the depth–dependent free–space propagation operator.
Equation 2.8 can be written in a simpler form:
f2 = Bf1, (2.9)
where B = [A1,A2, ...,Ai, ...,ANz ] ∈ CNxy×NxyNz , and f1 = [f11 , f21 , ..., f i1, ..., fNz1 ]T ∈
CNxyNz where T is the transpose.
Although mathematically Eq. 2.9 looks similar to the Eq. 2.6 of the 2D
problem, they are significantly different in the subsampling mechanism. The
subsampling in the 2D imaging problem is random. But the subsampling
in the 3D imaging problem is inherent and deterministic even though the
final field is fully sampled. This deterministic subsampling makes the
reconstruction much more challenging. Numerical simulation results were
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presented in the next section to illustrate the differences.
2.4.2 Reconstruction of a multi-slice object
Since the point spread function of the free–space propagation is symmetrical
in the transverse plane (i.e. x-y plane), we only consider a x-z slice of a
3D object to simplify the problem and reduce the computation load. The
imaged volume is 64 um in x direction discretized into 64 pixels and 80
um in z direction discretized into 16 slices. The object distributed in the
volume are small scatterers with infinite extension in the y direction, which
corresponds to small line-like objects. The detector is a line detector with
64 pixels located 10 um after the the right most slice.
The multi–slice field f1 can be reconstructed from f2 via solving the following
optimization:
fˆ1 = arg min ‖f1‖1
subject to: Bf1 = f2
f1 ∈ R+.
(2.10)
Fig. 2.7 demonstrated an example of successful reconstruction with 8
scatterers and a failed reconstruction with 16 scatterers in a 16 um by 16
um area. As we can see, when the number of scatterers is small (e.g. 8
scatterers in the example), the reconstruction is accurate. But when there
are too many scatterers (e.g. 16 in the example), it cannot be faithfully
reconstructed.
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(a) (b)
(c) (d)
Figure 2.7: (a) Original signal with 8 scatterers with (b) successful re-
construction, and (c) original signal with 16 scatterers with (d) failed
reconstruction. Color represent the intensity of point sources.
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2.4.3 Trade-off between sampling rate and sparsity
level
In order to get a phase transition diagram for the 3D inverse diffraction
problem, the number of nonzeros S is changed from 1 to 16 and the number
of the pixel on detector M = Nx is fixed as 64. N is the total number of
pixels in the image area which equals NxNz. In the 2D simulation as shown
in Fig. 2.5, the total length of unknown signal N is fixed, while the number
of measurement M and the number of nonzero elements K are variable.
However in the 3D case, M is fixed, while N and S = K are variables. By
changing S = K and Nz, the sparsity level and the subsampling ratio are
effectively changed. A quasi phase transition curve is illustrated in Fig. 2.8.
We call it "quasi" phase transition because the number of measurement is























Figure 2.8: “Phase transition" in 3D: success rate with various number of
scatters S and number of image planes Nz
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Figure 2.9: (a) Effect of number of scatters S on reconstruction success
rate, and (b) effect of number of image planes Nz on reconstruction success
rate.
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Compared with the phase transition diagram of 2D imaging as shown in
Fig. 2.5, we can find that the transition between success and failure in this
3D problem is blurred. In order to have a closer look at the phase transition
diagram, we take out a few horizontal and vertical lines from Fig. 2.8.
Fig. 2.9 (a) shows four horizontal lines taken from Fig. 2.8. Each curve
corresponds to a specific subsampling ratio defined by M/Nbut different
sparsity level S/N . As we can see from the figure, when S increases,
the success rate decreases progressively compared with the catastrophic
failure in Fig. 2.5. The four curves with different number of planes Nz
corresponds to 4 different N . Fig. 2.9 (b) shows four vertical lines from
Fig. 2.8. For each curve, the increase of Nz corresponds to a sparser signal
and large subsampling ratio. Obviously, the increase of the subsampling
ratio dominants the effects of reconstruction. So when Nz increases, the
success rate decreases. However when the signal is very sparse such as 4 or
8 scatterers, the success rate is nearly 100% regardless of the increase of
subsampling ratio.
This blurred feature found in this quasi phase transition diagram actually
indicates that the 3D sampling system presented here is not an ideal
compressive measurement system. Because the subsampling in the 3D case
is deterministic when a 3D volume is projected into a 2D plane compared
with the 2D random occlusion due to a random mask. For a deterministic
subsampling system, due to the correlation between columns of sampling
matrix, signals with the same sparsity level may not always be projected
to different value in the measurement basis. It can also be understood
from the correlation of PSFs in optics. In 3D imaging, two points with the
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same transverse positions but slightly different axial positions will result
in two PSFs with high correlation. So when we captured a image in a 2D
plane, it is difficult to re-assign the energy back to the correct original
planes. Therefore, the success possibility of reconstruction in 3D not only
depends on the sparsity level and subsampling ratio but also on the relative
positions of nonzero elements in the signal. With the same sparsity level
and subsampling ratio, reconstruction of scatterers with overlap in the
z direction could be much harder. On the contrary, the reconstruction
performance of 2D imaging is only determined by the subsampling ratio
and sparsity level. Therefore, for a given subsampling ratio and sparsity
level (corresponding to a point in Fig. 2.5), it is either 100% success or 0%
success.
2.5 Discussion and summary
In this chapter, we analyzed and compared the performance of two–dimensional
and three–dimensional compressive imaging problems based on free–space
propagation. By comparing the phase transition diagram, the limitation
of a single–shot three–dimensional imaging system and the importance of
randomization in a compressive sampling are highlighted.
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Chapter 3
Empirical concentration bounds of
compressive holographic particle
imaging
In chapter 2, we have discussed the properties of free space propagation
as a forward operator in a general compressive imaging system. In this
chapter, we will apply compressive sensing in in-line holography specifically
for finite size particle/bubble imaging and investigate the effects of particle
concentration on reconstruction. This part of work has been published
in [65].
3.1 Introduction
In the application of particle imaging of in–line digital holography, the
object of interest usually consists of many point–like scatterers sparsely
distributed in volume of another uniform phase, such as solid particles in
air, biological cells in buffer solution, and air bubbles in water. An in–line
hologram records the interference between the scattered field from the object
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and the reference wave. After recording the holograms, the remaining task
is to recover the scattering field at the source plane and extract the objects’
properties from the scattering field e.g. locations of each plane that intersect
the center of each particle, and the size and shape of each particle.
The task of hologram reconstruction is to recover the in–focus information,
A traditional algorithm often consists of two steps. First, a focal stack
is generated by applying the back propagation, in which the hologram is
convolved at each plane with a depth–dependent free–space propagation
point spread function (PSF). Each reconstructed slice contains both in–
focus features and diffraction fringes from out–of–focus objects. The goal
in the second step is to isolate in–focus objects by image segmentation
techniques. A common method is to apply an experimentally determined
threshold to a certain focus metric, such as edge sharpness [66], variance
and Laplacian of the intensity [67], correlation coefficient [68], relative
intensity [69] and relative amplitude [70]. This method is usually called
back propagation method (BPM). The advantage of BPM is that the
algorithm can be implemented very efficiently. In practice, however, focus
metrics are sensitive to noise and cross–talk between scatterers, and thus
the segmentation results often contain spurious objects. Furthermore,
localization accuracy is limited by the Nyquist sampling rate induced by
the finite pixel size of the detector.
In the particle imaging, the source field can be approximated as the field
generated by a plane wave passing through a clear or opaque circular
aperture. Upon such approximation, the scattered field at the in-focus plane
should be smoother than its propagated field at other out-of-focus planes.
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If we discretize the whole volume, piece wise constant field will be present
at all the source planes. In the gradient domain, the source field should be
sparse. Recent progress on compressed sensing provided us a elegant way
to leverage sparsity in a more systematic way than the focus metrics, which
was termed as compressive holography or inverse-problem based hologram
reconstruction in different contexts [71, 25, 26]. Effectively, compressive
holography method (CHM) converts the hologram reconstruction problem
to a regularized nonlinear optimization. It has been shown that compressive
holography is robust to noise and ghost terms [25, 26]. In addition, a recent
study of compressive holography application to object localization showed
orders of magnitude improvement on lateral localization accuracy as long
as the solution is sparse in its derivative [51, 52]. Improvements in axial
localization compared to BPM were reported [43, 72, 73].
For imaging particle flows by digital holography, an important question is
how reconstruction quality is affected by particle concentration. In [74], the
influence of the shadow density on particle field extraction was studied for
the wavelet transform based back propagation method. They pointed out
the reliability of the particle extraction depended on the signal-to-noise-ratio
(SNR) determined by the shadow density of particles and the depth of the
sample volume. Dominguez-Caballero and colleagues [75] investigated the
stability of inversion of holographic particle imaging based on a probabilistic
model in a two dimensional setup and provided preliminary experiment
validation to estimate the optimum concentration that can maximizes the
information capacity transferred from objects to holograms. For spherical
illumination in-line holography, Restrepo et. al. [76] provided a numerical
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evaluation of the limit of concentration of colloidal samples based on a
point-source model and disk-diffraction model. All the above analysis are
based on the back propagation method for particle hologram reconstruction
under a simple point-source or disk-diffraction model. To the best of our
knowledge, there is no numerical or experimental evaluation of the effects
of particle concentration on the compressive particle holography. This is
the major problem we try to solve in this chapter.
Here, the particles were modeled as perfect spheres with finite size and
rigorous Mie scattering theory is used to generate the holograms. Due
to the complexity of the forward model, there is no simple analytical
bounds on particle concentration that could be derived from the classical
compressed sensing theory. Therefore, we established an empirical bound
on concentration for accurate reconstruction via numerical simulations
and showed that CHM enabled more accurate reconstruction at bubble
concentrations higher than BPM. While empirical, this bound provided
guidelines for practical application of CHM to imaging particle flow. It
worths noting that in most of the reconstruction methods including the
one presented here, we would not directly reconstruct the refractive index
contrast or the size and positions of particles. The reason for not doing that
is it requires fitting the hologram to a highly nonlinear model and usually
results in a local minimal solution.
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Figure 3.1: Experimental geometry for in–line holography
3.2 Theory and method
3.2.1 Forward model
The in–line hologram is a record of the interference between reference light
Er and the scattered light E. A schematic diagram of the experimental
geometry for in–line holography is shown in Fig. 3.1. Without loss of
generality, here we assume the wavefront of the illuminating plane wave
Er(x
′, y′, z′) = exp(i2piz′/λ) has unit amplitude and uniform phase deter-
mined by the axial position. Since the illumination is not significantly
disturbed by the particles, the intensity g recorded by the camera located
at the z = 0 plane is the interference of the uniform reference beam and
the signal beam, which can be expressed as:
39
3. Empirical concentration bounds of compressive
holographic particle imaging
g(x, y, 0) = |R(x, y, 0)|2+|E(x, y, 0)|2+R(x, y, 0)E∗(x, y, 0) +R(x, y, 0)E(x, y, 0)
= 1 + |E(x, y, 0)|2+E∗(x, y, 0) + E(x, y, 0),
(3.1)
where E(x, y, 0) is the complex field of the scattered light at the detector
plane and R(x, y, 0) = 1.
Here, the object of interest consists of micron–size air bubbles sparsely
distributed in water. If we further assume that the multiple scattering
among bubbles is negligible, the total scattered field at the detector plane
is:





′, y′, z′)f(x′, y′, z′)h(x−x′, y− y′, 0− z′)dx′dy′dz′
(3.2)
where f is the object function describing the scattered source field, and h
is the depth–dependent PSF of free–space propagation. Under the paraxial
approximation,












where dx = x− x′, dy = y − y′, and dz = z − z′.
By substituting the expression of h and Er into Eq. 3.2, we can get the
total scattered field as:
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E(x, y, 0) =
ipi
λ
∫ [ ∫∫ ∫∫
f(x′, y′, z′) exp{−i2pi(ux′ + vy′)}dx′dy′




In equation 3.4, the integration with respect to du and dv denotes the
object field from a fixed depth z′, and the integration with respect to dz′
corresponds to the superposition of fields from all slices.
The object space can be discretized into N × N × Nz voxels, with the
same number of samples in both x and y with lateral spacing of ∆, and
axial spacing of ∆z. Each element in the object matrix f is fm1m2l =
f(m1∆,m2∆, l∆z).
We define a 2D matrix f (l) denoting the lth 2D axial slice from f , whose
element is f (l)m1m2 = fm1m2l. The term enclosed by the square bracket in
Eq. 3.4 can be written as
E(l) = H(l)f (l), (3.5)
where E(l) is a vector with length of N2 denoting the field contributed





m1m2 with length of N2, and
H(l) = F−12DQ
(l)F2D (3.6)
is the free–space propagation operator for the lth object slice with dimen-
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sions of N2 ×N2, which takes 2D Fourier transform F2D of f (l), multiplies
a depth dependent quadratic phase function Q(l) = exp{ipiλl∆z(p2 +q2)∆2u}
in the frequency domain, and then inverse Fourier transform back to the
spatial domain. The pixel size along the lateral direction is ∆u = 1/(N∆),
p and q denote the pixel indices. The total scattered field is a superposition
















where E is the rastered form of E with length ofN2, defined as E(N−1)m1+m2 =
Em1m2 , and H denotes the scattering operator for all object slices with
dimensions of N2 × (NzN2). The discretization model for the hologram
recording equation in Eq. (3.1) is
g = 1 + |Hf |2+H∗f∗ +Hf , (3.8)
where g is the rastered form of the matrix g for hologram with elements
determined according to g(N−1)n1+n2 = gn1n2 .
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Similarly to most prior works in digital holography and compressive holog-
raphy, we linearize Eq. (3.8) by dropping the halo term e = |Hf |2. In
section 3, however, we will treat this term as background noise so as to
account for its effect on our reconstruction results. The unknown complex
vector f ∈ CNz N2 can be rewritten as the combination of x = [fr, fi] and
x ∈ R2NzN2 with fr as the real part and fi of as the imaginary parts of f .
The complex transform matrix can be rewritten as the real part Hr and








= Ax + n, (3.9)
where y = g − 1 ∈ RN2 and A ∈ RN2×2NzN2and n ∈ RN2 denotes additive
noise in measurement and the halo background e = |Hf |2.
3.2.2 Compressive reconstruction
Equation (3.9) is under–determined because the number of unknowns in
x is 2Nz times of the number of measurements in y. As a result, this is
an under-determined problem and the solution is not unique unless prior
information is utilized to constrain the solution space. Compressed sensing
can find a unique solution by enforcing sparsity constraints on the signal
represented in a proper set of basis function.
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As explained in the chapter 1, successful implementation of compressed
sensing relies on two important properties: incoherence of measurements
system and sparsity of original signals [14]. Free–space propagation can mix
the information of the unknown signal to a certain extent although it is not
optimal. Here we choose a very general regularization term–total variation
(TV)–as our sparsity basis as used in [25], although optimal sparsity basis
may further improve the reconstruction [77].
Total variation regularization has been widely used in image processing
especially image denoising since it was first proposed by Rudin [78] in 1992.
It is based on the principle that high total variation usually corresponds
to excessive and possibly spurious detail in the signal, which means the
summation of the absolute gradient of the signal is a big value. Therefore,
matching a signal to the measurement while reducing the total variation of
the signal would remove the unwanted detail and noise and keep important
features such as sharp edges. TV regularization prefers solutions with sharp
boundaries since it minimizes the derivatives of images; this is consistent
with our expectation of the object being small particles with sharp edges in
an otherwise empty space.
The sparse solution under the TV basis is obtained by solving the following
minimization,
xˆ = arg min
x
‖y − Ax‖22+α‖x‖TV, (3.10)
where α is the regularization parameter to balance the fidelity term and
the regularization term, and ‖x‖TV is defined as a function of the gradient
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The optimization is solved by the two–step iterative shrinkage/thresholding
algorithm (TwIST) [79]. TwIST is a proximal gradient based method. It
split the objective function in Eq. 3.10 into the smooth, differentiable part
‖y−Ax‖22 and the non-smooth, non-differentiable part ‖x‖TV. The first step
of TwIST is to find a solution from the first part only by gradient descent,
and the second step is to find a nearby solution with the smallest value
for the non-smooth part by solving a TV de-noise problem. Even though
there is no straight forward way to choose the regularization parameter α
in Eq. 3.10, a value within 0.1 1 usually gives a good reconstruction based
on the experiments. Some latest algorithms do not require the choose of
the regularization parameter such as the one presented in [80].
3.3 Particle reconstruction from BPM vs. CHM
3.3.1 Simulation: single bubble reconstruction
We first consider the case where only a single air bubble is immersed in water.
The bubble is modeled as a perfect sphere with 10µm diameter located
at 2.5 mm away from the camera plane consisting of 256 × 256 pixels of
2 µm pixel pitch. Under plane wave illumination of 632 nm wavelength, the
scattered field at the camera plane is calculated based on the Lorentz–Mie
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theory [81]. The hologram is then calculated as the interference between
the scattered field and the plane wave. Fig. 3.2 shows the reconstructed
intensity distribution by BPM and CHM.
First, from the reconstructed focal plane intensity distribution and line
profile across the bubble centre by BPM and CHM, we can find the BPM
reconstruction xy-BPM contains small fluctuation around the bubble due
to the interference effects from the ghost terms, as shown in Fig. 3.2 (a,c).
However, the fluctuation is completely eliminated in the CHM result xy-
CHM as shown in Fig. 3.2 (b,d).
Next, we compared the reconstructed intensity in the axial (z) direction.
In in-line DH, localization accuracy in the axial direction is much worse
than in the lateral direction because the depth of focus (DoF) is inversely
proportional to the square of the numerical aperture (NA) of the imaging
system. In this simulation, the bubble diameter determines the effective
aperture size [25] and the corresponding DoF is 632 µm, which agrees
well with the full width at half maximum (FWHM) measured in the BPM
reconstructed intensity cross section though the center of the bubble along
z in Fig. 3.3 (a,c). The CHM improves the localization accuracy by 3 times
in this case, as shown by the narrower FWHM in Fig. 3.3 (b,d).
3.3.2 Simulation: multiple bubbles reconstruction
To compare the performance of BPM and CHM in the multi–bubble system,
holograms containing various numbers and sizes of bubbles were simulated
and reconstructed. In this simulation, the diameters of bubbles were chosen
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Figure 3.2: The intensity at the focal plane reconstructed by BPM (a)
and CHM (b), and the corresponding line profiles (c-d) across the center of
the bubble.
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Figure 3.3: The intensity of the xz section crossing the center of bubble
along the optical axis reconstructed by BPM (a) and CHM (b), and the
corresponding line profiles (c-d) across the center of the bubble.
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randomly from a uniform distribution ranging from 10 µm to 20 µm. They
were located at random positions within a volume of 512× 512× 6000 µm3.
The center of the volume was 6 mm away from the hologram plane. As-
suming that the effect of multiple scattering between bubbles is negligible,
the total scattered field is the linear superposition of the scattered fields
from each bubbles. The hologram was then calculated as the interference
between the total scattered field and the plane reference wave.
Holograms containing 8, 16, 32, 64, 128, 256, 512, 1024 bubbles were
considered. For each data set containing the same number of bubbles Np,
20 holograms with different sizes and position distributions of bubbles were
simulated. In the reconstruction, the estimated object function is expressed
as a 256 × 256 × 25 matrix corresponding to discretization of the actual
volume with lateral spacing ∆ = 2 µm and axial spacing ∆z = 250 µm.
Since the diameter of a bubble is much smaller than ∆z, each bubble is
represented as a single disk located at some depth slice.
As a qualitative comparison, reconstructions and localizations from sample
holograms with Np = 16, Np = 128, and Np = 512 are visualised in Fig. 3.4.
The corresponding ground truth of the bubble positions and sizes are shown
in the left column. In each image, bubbles at different axial positions
were represented as circles with different colors. The BPM reconstruction
shown in the middle column is obtained by minimum intensity projection
along the axial direction after applying an optimal threshold to the back-
propagated intensity focal stack matrix [69]. As can be seen, even in the
low concentration case (Np = 16), the BPM result contains some artifacts
due to the cross–talk between bubbles which are close to each other. As
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Figure 3.4: Left: Ground truth of bubble distribution; middle: BPM
reconstruction; right: CHM reconstruction. First row: Np = 16; second
row: Np = 128; third row: Np = 512. Bubbles are represented as circles
with colors representing their corresponding axial positions.
the concentration increases (Np = 128), it is practically impossible to find a
single optimal threshold for BPM to isolate any bubble as the SBR was too
low. The CHM reconstruction shown in the right column were obtained
by first solving the optimization in Eq. (3.10) followed by a thresholding
and minimum intensity projection along the axial direction. This method
successfully localized most of the in-focus bubbles and removed most of
the unwanted artifacts in the low (Np = 16) concentration and moderate
(Np = 128) concentration cases. At high concentration (Np = 512), neither
BPM nor CHM can reconstruct the bubbles accurately, since the cross–
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talk dominated the signal and object was no longer sparse. Next, we
will quantitatively analyse the concentration bound which allows accurate
bubble reconstruction.
3.4 Effects of particle concentration
3.4.1 Signal-to-background-ratio analysis
In the single bubble detection case, it is relatively easy to localize the bubble
using either BPM or CHM based on the symmetry of the reconstructed
amplitude. However, the localization is more difficult in the multi–bubble
case, where the cross–talk between bubbles greatly affects the reconstruction
quality. First, let us briefly analyze the difference between the BPM and
CHM in terms of the sources of signal and background. In BPM, at any
reconstructed focal plane, the total field consists of all the propagated
fields from all the bubbles in the entire volume and the propagated twin-
image and halo terms. If one tries to isolate a particular particle, only the
scattered field from this particle is the useful signal, whereas all the rest
terms contribute to the background. As a result, the signal-to-background
ratio (SBR) (ignoring other source of random noise) for the BPM model
can be defined as
SBRBPM =
power in the field from a single particle
power in the field from all the other terms
, (3.12)
and SBRBPM degrades quickly as the concentration increases. However, this
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is not the case in the CHM model. In CHM, the entire 3D distribution
of particles are taken as an unknown to solve for in the linear model in
Eq. (3.9). In other words, the optimization in Eq. (3.10) tries to find all
the particle locations that best fit the hologram simultaneously, rather than
isolating a single particle locally. As a result, all the scattered fields from the
entire volume contribute to the signal term. Furthermore, the twin-image
terms also contribute to the signal based on the construction in Eq. (3.9).
The background in the CHM model entirely comes from the halo term and
the SBR can be defined as
SBRCHM =
power in total field from the real and twin–image terms
power in the halo term
.
(3.13)
The SBRCHM decreases almost linearly as the concentration increases (both
in log–scale), as shown in Fig. 3.5. Here, the concentration is measured by
a dimensionless variable termed the two–dimensional geometrical occlusion
factor Rg, defined as
Rg =
total cross–section areas of all bubbles





where Np is the number of bubbles, r¯ is the mean radius, and the hologram
contains N pixels on each side with pixel size ∆. Rg can be interpreted as
the maximum fractional area covered by all the bubbles projected on the
hologram plane.
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Figure 3.5: The SBR in the CHM model decreases as the concentration
Rg increases. Insets: sample holograms at the corresponding concentration.
3.4.2 Reconstruction accuracy v.s. particle concen-
tration
To identify and localize bubbles in the volume, a thresholding step must
be used to process the reconstructed intensity distribution from BPM or
CHM and classify the pixels into air bubbles or water. From this point
of view, the BPM and CHM can be both regarded as binary classifiers.
Receiver operating characteristic (ROC) curve can be used to measure the
performance of a binary classifier as its threshold is varied. The curve is
created by plotting the true positive rate (TPR) against the false positive
rate (FPR) at various threshold settings. In our application, the detection
is true positive when a pixel classified as an object by the algorithm is
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occupied by the air bubble, and the detection is false positive when a pixel
classified as a bubble by the algorithm is actually water.
Fig. 3.6 demonstrates the ROC curve for BPM and CHM at different bubble
concentrations. At low concentration (Np = 8, 16), both methods show very
good detection performance which means it has a high true positive rate and
low false positive rate since there is not too much cross-talk between bubbles.
At moderate concentration (Np = 32, 64, 128), CHM outperforms the BPM
significantly. As can be seen from Fig. 3.6(c-e), while BPM degrades quickly
due to the cross-talk between bubbles CHM still shows good detection ability.
As expected, at high concentration (Np = 256, 512, 1024), both methods
fail to detect the bubbles accurately, since the object no longer meets
the sparsity criterion for CHM. As can be seen in Fig. 3.6-(h), when the
concentration is too high, the ROC curve approaches the no-discrimination
line which is equivalent to a random classifier.
3.5 Effects of detection noise
To further investigate the robustness of CHM to noise, holograms with added
Gaussian noise of different variance were reconstructed by BPM and CHM.
The area under the ROC curve measures the accuracy of discrimination
that is the ability of a classifier to correctly classify those pixels with and
without the bubbles. The larger the area, the higher discrimination accuracy
a classifier has. Fig. 3.7 illustrates the accuracy of discrimination for BPM
and CHM at different concentration and noise levels with SNR = 0 dB,
10 dB and infinite. Here, SNR is defined as the ratio of power in signal
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(a) Np = 8 (b) Np = 16
(c) Np = 32 (d) Np = 64
(e) Np = 128 (f) Np = 256
(g) Np = 512 (h) Np = 1024
Figure 3.6: ROC curve of BPM (red curves)and CHM (blue curves)
reconstruction of holograms without noise with number of bubbles Np = 8,
16, 32, 64, 128, 256, 512, 1024 as shown in (a)–(h).55
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and power in noise. SNR = 0 means the power in signal and noise is
equal and SNR = infinite means there is no noise added. As can be seen,
at the same noise level, the accuracy of discrimination of both CHM and
BPM degrades with the increase of bubble concentration but the CHM can
tolerate higher bubble concentrations. We can also find that with the same
bubble concentration, the CHM is more robust to the Gaussian noise. From
simulation results, we can conclude that with noise level of SNR > 10,
the maximum number of bubbles is about 128 corresponding to Rg of 10%
which can be regarded as an empirical concentration bound for CHM to give
good detection ability with accuracy of discrimination higher than 0.95.
Figure 3.7: Accuracy of discrimination of BPM and CHM reconstruction
of holograms with noise level of SNR = 0, 10, and infinity at various
concentration.
56
3. Empirical concentration bounds of compressive
holographic particle imaging
3.6 Discussion and summary
It is worth comparing our work with one related work by Rivenson and
colleagues [54]. In [54], exact guarantees for accurate 3D object recon-
struction from its 2D diffracted field by compressed sensing are formulated
theoretically, and a loose lower bound is provided for the required sparsity
level of the object. The theoretical result is based on a simplified point
source model and phase shift holography configuration. The authors provide
a bound on the sparsity level, although they concede it is pessimistic and
hence lower than the actual bound because the coherence parameter can
only characterize the performance in the worst case.
Our work here is different from their work in three aspects. First, in the
two-phase flow applications, the point source model is not applicable since
particles are often much larger than the wavelength. Second, the analysis in
[54] is based on the phase shift holography configuration instead of in–line
configuration here. In our case, the rapid movement of particles precludes
the use of multiple exposure methods. In–line holography does not provide
the complex field measurement so the existence of twin-image and auto-
correlation term makes our problem much more challenging. Third, what
we characterize here is the average performance based on the probability
estimation from many independent numerical experiments which is more
useful for the practical application.
Our simulation results show that in the particle flow application, compres-
sive holography can recover bubble locations and sizes more accurately as
compared to the back-propagation method, even at modestly increased con-
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centration, and the maximum projected concentration allowed for accurate
reconstruction is around 10%. Compressive holography is also found to be
more robust to the additive Gaussian noise. Moreover, since our simulation
is based on a physically rigorous forward model, this empirical bound should
provide guidelines for practical application of compressive holography to
imaging particle flows. An improved reconstruction algorithm using the
sizes and positions of particles as the optimization variables instead of
intensity of voxels as in [82], combined with a rigorous forward model




Holographic study of HIFU induced
bubble dynamics
4.1 Introduction
High-intensity-focused-ultrasound (HIFU) combined with injected air bub-
bles or cavitation bubbles has been used in various applications, such as
noninvasive therapy [83], drug delivery [84], sonochemistry [85], and acoustic
cleaning [86]. Bubble dynamics in the HIFU field plays important roles in
the these applications. For example, in tumor ablation, the bubbles can help
efficiently deliver the ultrasound energy to remove the tumor at a particular
site; however, the bubbles may also offset the direction of the ultrasound
wave [87]. In bubble enhanced HIFU therapy, a certain amount of bubbles
can significantly enhance the heating efficiency; but again there’s the same
caveat: too many bubbles may disturb the propagation of ultrasound [88].
In sonochemistry, the population of bubbles within the acoustic field is an
important parameter for the prediction of the performance of ultrasonic
reactors [89].
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The study of bubble dynamics is a complicated topic and the addition of
HIFU field makes the problem even more challenging. No simple theory or
model can accurately predict the bubbles’ behavior. Therefore, experimental
observations of the bubble dynamics in the HIFU field is of great importance
for understanding the physical mechanism and facilitating the applications
of HIFU.
Several acoustics and optics based methods have been used to characterize
bubbles [90]. Among these, two optics based methods are widely applied:
high-speed photography [91] and laser diffraction technique [92]. 1) High-
speed photography directly records the images of bubbles with little post
processing needed, which is particularly suitable for studying the single
bubble dynamics at high speed. However, the typical bubble size within the
HIFU beam is ranging from several micrometers to hundreds of micrometers.
In this case, high–speed photography requires high numerical-aperture
(NA) optics and results in a small field of view and limited depth of field.
Consequently, this method is not suitable for the observation of a large
number of bubbles in a large volume, as the case studied here. 2) Laser
diffraction technique is widely used measure particle size, and is believed to
be accurate. However, it requires each bubble to sequentially flow through
a narrow laser beam. This requirement makes the laser diffraction method
unsuitable for in-situ measurement of bubbles in their undisturbed status.
Moreover, no spatial information or interaction between bubbles can be
observed by this method.
Digital holography is an alternative technique that combines optics and
computation to simultaneously image, localize and determine the size of
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the particles in large volumes in a single shot. Depending on the spatial
sampling at the camera plane and the bubble density, bubbles of diameters
ranging from tens to hundreds of micrometers can be detected and localized.
Thanks to the single shot property, the temporal resolution is limited only
by the frame rate of camera.
In this study, digital in-line holography is applied to characterize the dynam-
ics of bubbles within the focused zone of a HIFU beam. The experimental
system will be introduced in the following section followed by a brief de-
scription of the data processing procedure. Experimental observation of the
evolution of bubble numbers, size population, spatial distribution and the
interaction of bubbles will be presented in section 4.3.
4.2 Computational imaging system
4.2.1 Experimental arrangement
As illustrated in Fig. 4.1, all the experiments described in here were per-
formed on an active vibration isolated optical table. The bubbles were
generated in a water contained in a rectangular glass tank with dimensions
of 200 × 200 × 200 mm3 . The water tank was open to the air at the
top, and the water inside was deionized (DI) and initially quiescent. The
ultrasound transducer (Sonic Concepts, H-102) was placed at the center of
the bottom of the water tank and submerged in the water. It operated at a
fixed frequency of 250 kHz with power 10-200 W. The sound speed is 1500
m/s in water at 20◦C, and the corresponding ultrasound wavelength λ is 6
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mm. With a concave radiating surface of 64 mm diameter, the transducer
can focus the ultrasonic beam to a zone located 64 mm away from its
surface. The focal zone was approximately 6 mm in diameter and 24 mm
in length as enlarged in Fig. 4.1. The sinusoidal signal was generated by a
sweep function generator (EZ Digital, FG-7002C) and amplified by a power
amplifier (T&C Power Conversion) before being sent to the transducer.
Figure 4.1: Schematic of experimental setup
The bubbles at the focal zone were visualized by an in–line digital holography
system. As shown in Fig. 4.1, a continuous wave He-Ne laser with wavelength
of 683.2 nm was filtered by a spatial filter and collimated by a collimating
lens. The collimated laser beam with a diameter of about 12 mm passed
through the focal zone of the ultrasound beam and scattered by the bubbles.
The hologram formed on the sCMOS camera (Hamamastu Corp., model
ORCA Flash 4.1 ) by the interference of the undisturbed reference plane
wave and the scattered wave from the bubbles. The camera was placed 150
mm away from the focal zone of ultrasound beam and close to the glass of
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the water tank in order to make the numerical aperture as large as possible.
The camera has 2048×2048 pixels with pixel size of 6.5 µm and runs at 30
fps–100 fps in the experiment. Before each experiment, the bubbles within
water and on the glass wall were removed to reduce the background. Once
a sequence of holograms were recorded and transferred into the computer,
the next task was to numerically reconstruct the scattered field and retrieve
the sizes and positions of the bubbles. The data processing procedure is
described in the next section.
4.2.2 Data processing
The interference pattern recorded by the camera is composed of a series of
concentric rings centered at the axially projected center of each bubble. The
position, density and intensity of these concentric rings encode the physical
properties of the bubbles that are of interest in our analysis: position, size.
The relation between the physical properties of bubbles and the hologram is
highly nonlinear. Instead of directly estimating these properties by fitting
Mie scattering solution to the hologram [93, 94], we took a simpler two–step
approach: reconstruction & quantification.
The first step was named as visualization or reconstruction. In this step
the detected intensity is inverse–propagated to obtain a form of “scattering
field”, which is related to the index of refraction of the bubbles and is usually
referred to as the “reconstructed field". Upon reconstructing the scattering
field, a qualitative visualization of the object can be obtained by rending
the z-stack of the field.
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In order to quantify the visualized result, we still need to retrieve the
physical properties of bubbles (i.e. position and size) from the scattering field.
Although no simple relationship between the scattered field and the physical
properties of bubbles exists, different empirical methods based on image
segmentation have been proposed, such as maximal edge sharpness [66],
minimal amplitude [70] and minimal intensity [69]. We opted for the minimal
intensity based method for the bubble segmentation [69].
Field reconstruction from the hologram is itself a nonlinear inverse prob-
lem because we try to recover a 3D field from a 2D measurement. The
conventional method is based on back propagation which is equivalent to
playing back the light field numerically to different object planes; it can
be thought of as “digital refocusing.” However, this method suffers the
so–called “twin image” and “ghost” terms in the detected intensity. Recently,
[95, 25] proposed linearizing the forward problem and then solving the under–
determined inverse problem via a convex optimization with appropriate
regularizing terms, typically expressing sparsity priors. The inverse problem
based methods outperform pure back propagation in terms of removing the
twin image, ghosts, and other artifacts. However, the major drawback of
compressive sensing in general is the requirement of very high computation
power, which is not practical for processing the large experimental data set.
In this study, we applied different strategies for different data sets. 1). For
visualization of local phenomenon, a small region of interest was cropped
out and processed with the inverse problem based method as detailed
in [65]. In this method, the scattered field was reconstructed by solving
an inverse problem with total variation regularization on the estimated
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intensity. 2). For large volume with large field of view reconstruction, a
back propagation–nonlinear diffusion hybrid method inspired by [96] was
applied.
In the hybrid method, a z-stack of scattering field was first reconstructed by
back propagation, and the nonlinear diffusion denoising [97] was followed to
remove the twin–image and ghost term at each z plane while kept the sharp
edge of bubbles with the assumption that the in–focused bubbles should have
sharp edges. This hybrid method is effective in removing artifacts while the
selection of denoising parameters relies on the visual inspection.Meanwhile,
it is much faster than the inverse problem based method and can be easily
parallelized to further improve the speed of processing.
Fig. 4.2 demonstrates the detailed data processing procedure. The work
flow is shown in Fig. 4.2-(a). A sample hologram as Fig. 4.2-(b) is inverse
propagated into different distances from the camera plane by either back
propagation with nonlinear diffusion denoising or inverse problem based
reconstruction. Thus, a z-stack of scattered field is achieved as shown in
Fig. 4.2-(c). Subsequently, a 2D intensity pattern shown as Fig. 4.2-(d)
and corresponding distance maps are obtained from the intensity stack by
projecting the minimum intensity of the voxels along the axial direction to
a single plane. After choosing a proper threshold, the minimum intensity
projection is converted into a binary image as Fig. 4.2-(e). In the last step,
pixels are grouped as bubbles with different diameters and positions as
shown in Fig. 4.2-(f). Once the threshold in the binarization step is chosen
after several trials, the whole data processing procedure is fully automated.
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Figure 4.2: Data processing procedure: (a) flow chart, (b) a sample
hologram, (c) intensity z-stack, (d) minimum intensity projection, (e) binary
image , (f) extracted positions and sizes of bubbles
4.3 Results
4.3.1 Change of bubble numbers during cavitation in-
ception
Vapour cavity and bubble formation in response to an alternating pressure
field (such as acoustic field) is called acoustic cavitation [98]. Cavitation
inception occurs when the local pressure falls far below the saturated vapor
pressure. Meanwhile, in order to form cavitation bubbles, a surface is
needed for the bubbles to nucleate and the object providing the nucleation
surface is called nuclei. In our experiments, the impurities of the water and
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the undissolved air bubbles within the water can serve as the nuclei for
cavitation.
When the ultrasound is applied to the water, the bubbles will form from
small nuclei, continually grow up to a stable radius, and then oscillate with
the ultrasound frequency. Here, we captured a sequence of holograms after
the HIFU transducer was turned on. A few typical holograms in Fig. 4.3
shows the cavitation inception process. As we can see that new bubbles
were continuously generated at different sites and the number of bubbles
increases gradually.
Figure 4.3: Sample holograms after startup of HIFU transducer (time
interval = 0.5 s
To quantitatively measure the changes of bubble numbers, we reconstructed
each hologram and count the number of bubbles. As shown in Fig. 4.4, the
number of bubbles increases rapidly after the introduction of HIFU during
the first 2 seconds, after that the number of bubbles saturates due to the
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dynamic balancing between new generated bubbles and dissolved bubbles.
The saturation of number of bubbles is probably because of the limited
concentration of nuclei in the water.
Figure 4.4: Bubble number change
4.3.2 Size population of bubbles
The size distribution of bubbles is an important parameters for the theoreti-
cal modeling of bubble dynamics. By reconstructing the holograms, we can
get the size population of the bubbles as shown in Fig. 4.5. Fig. 4.5 (a) is a
3D visualization of bubbles reconstructed from a single frame. Fig. 4.5 (b)
is the histogram of sizes of bubbles from 30 frames.
As can be seen from the size histogram, the size of bubbles are in hetero-
geneity rather than at a unique size, and it can be fitted by a lognormal
68




Figure 4.5: (a) 3D visualization of bubbles (bubble size is not to scale)
with the color bar corresponding to the diameter; (b) size histogram of the
bubbles from 30 frames
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distribution or gamma distribution. The peak diameter of bubbles is around
26 µm. One point to be noticed is that the minimal detected bubble size
is limited by the pixel size of the detector which is 6.5 µm in our experi-
ment. Because any object with diameter no more than 2 pixels, i.e. 13 µm,
were ignored in order to eliminate the cross–talk artifacts. Therefore, all
the detected bubbles by our digital holography system is at least 3 pixels
corresponding to 19.5 µm in diameter.
When the acoustic driving frequency equals the natural frequency of a
bubble, acoustic energy will be added into the bubble and increase its
oscillation amplitude. The resonance bubble radius for a given ultrasound








where γ = 1.4 as the specific heat ratio of air, P0 = 101 kPa as the
steady state pressure of air f0 = 250 kHz as the ultrasound frequency, and
ρ = 1000 kg/m3 as the density of the water. Substituting all experimental
parameters into above equation, resonance radius of bubbles is calculated as
13 µm corresponding to the diameter of 26 µm. From Fig. 4.5-(b), we can
find that 90% of the detected bubbles are larger than the resonance size.
4.3.3 Spatial distribution of bubbles
In sonochemistry, the cavitation bubbles have been recognized as being
essential to enhance chemical reaction. The locations of cavitation bubbles
induced by HIFU are rather specific. Photography with 2D laser sheet
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illumination has been used to characterize the spatial distribution of bub-
bles [100]. However, the bubble distribution inferred from the brightness
of pixels in photography is only a qualitative measurement in a 2D cross-
section. With digital holography, we can localize all the bubbles in a large
volume.
In the experiment, the upward propagating ultrasound wave would be
reflected by the water-air interface and the reflected ultrasound wave would
interfere with the incoming ultrasound wave. A standing wave would form in
the water along the ultrasound propagation direction. Due to the existence
of pressure gradient in the standing wave, the generated cavitation bubbles
would move towards certain positions. According to [101], the cavitation
bubbles smaller than resonance bubble size of ultrasound will tend to move to
the pressure antinodes of standing wave, and bubbles larger than resonance
size will tend to move to the pressure nodes of standing wave. As shown
in Fig. 4.5-(b), the diameter of most bubbles detected were mostly larger
than resonance diameter, so these bubbles would tend to move and resident
at the pressure nodes. Therefore, we expect to observe that bubbles are
spatially located at different layers, and the separation between adjacent
layers should be one half of the ultrasound wavelength corresponding to 3
mm for the ultrasound frequency used in the experiment.
First, the layered distribution was visually observed from an image captured
by a normal camera. As shown in Fig. 4.6, the bubbles generated in the focal
zone of HIFU visually showed the tendency of forming layered structure. It
can be better observed from the side wall of the water tank(highlighted by
the red oval), where the bubbles accumulated on with a periodic structure
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were from the focal zone of HIFU pushed away by the the acoustic wave.
Figure 4.6: A sample photographic image of bubbles distribution captured
with ambient light illumination
The layered structure is quantified by digital holography. Here, 10 continuous
captured holograms were reconstructed and the vertical coordinates of all
detected bubbles were plotted in Fig. 4.7-(a), and clear separation of bubbles
was observed at the vertical direction. Three horizontal lines corresponding
to three vertical planes were used to fit the vertical positions and the distance
between adjacent planes was measured as around 3 mm which matched well
with the theoretical prediction. The histogram of the vertical coordinates
shown in Fig. 4.7-(b) further demonstrated the vertical separation of bubbles.
From Fig. 4.7, we can also find that the bubbles were located around three
planes instead of strictly being located at three planes. This is because the
standing wave formed in water was a partial standing wave instead of a
stable standing wave due to the reflection of the wave side walls.
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Figure 4.7: (a) vertical positions of all reconstructed bubbles from 10
holograms fitted by three horizontal lines and (b) the histogram of vertical
positions of all the bubbles
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4.3.4 Visualization of bubble coalescence
Due to the attracting forces between adjacent bubbles, they tend to move
toward each other and merge into bigger bubbles, and this process is called
bubble coalescence.
Traditional high-speed photography was used to focus and visualize the
coalescence of bubbles confined within a small field of view and at a fixed
depth [102]. However, within the HIFU field, coalescence of bubbles can
happen at different positions and these bubbles can easily move out of the
field of view or beyond the depth of field in high-speed photography. On
the contrary, digital holography is capable of capturing a large field of view
with large depth of field, so we can easily locate the bubble coalescence phe-
nomenon by zooming into the region of interest and numerically refocusing
the bubbles at the depth where the coalescence happens.
Fig. 4.8 shows five typical holograms taken from a sequence of measure-
ments and the corresponding reconstruction, which illustrate process of
the coalescence of two bubbles. The top row are the captured holograms.
The middle row are the reconstruction from the back propagation result
and the bottom row are reconstruction results by inverse problem based
reconstruction with total variation regularization. It can clearly see that
the inverse problem based reconstruction eliminated the artifacts effectively.
From the sequences of reconstructed holograms, we can find different stages
of bubble coalescence. First, a small bubble at the right top site was
generated and oscillated with the ultrasound. Then, it was attracted by
a bigger bubble located at the bottom left and moved towards the latter.
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When the two bubbles touched with each other, a calabash shape was
formed before they merged into a single bubble in the end. During the
whole coalescence process, new bubbles were continuously generated near
the original position of the small bubble, moved towards and merged with
the big bubble. This periodic process suggested a stable force coupling
between the two positions.
Because the temporal resolution is limited to 10 ms by the highest frame
rate of camera, we did not observe the detailed process of the coalescence
after two bubbles touched each other. However, the temporal resolution
can be easily improved by using a higher speed camera without much
modification of experimental system and data processing method.
Figure 4.8: Top row: selected frames of hologram captured during the co-
alescence of two bubbles, middle row: reconstructed bubbles from the above
holograms by back propagation method, and bottom row: reconstructed
bubbles from the above holograms by inverse problem based method
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4.4 Discussion and summary
In this study, digital holography with proposed reconstruction algorithms
has been successfully applied to characterize dynamics of bubbles generated
at the focal zone of high-intensity-focused-ultrasound beam, and it proves
to be a versatile and powerful tool for bubble dynamics study.
Inverse problem method was used to reconstruct a relative small volume
and the back propagation–nonlinear diffusion hybrid method was proposed
to reconstruct a large volume. After reconstruction, we obtained the change
of bubble number during the cavitation inception process and observed a
saturation of bubble number. The size and spatial position distributions of
bubbles were also observed. The layered distribution of bubbles observed in
experiments matched very well with the theoretical prediction. By choosing
the region of interest on hologram and refocusing it to a specific depth,
different stages of bubble coalescence were visualized and the periodic




Diverse imaging through turbid
media
5.1 Introduction
In the previous chapters, the major problem we are dealing with is the
characterization of the scattering particles. Scattering by particles is source
of the signals used for the detecting the particles. In other applications,
however, scattering by particles will greatly affect the image quality and
limits the penetration depth of many imaging systems. For example, the
scattering in biological tissues is the major problem limiting the imaging
depth of many biomedical imaging techniques. Imaging through turbid
media with scattering object has been a very active research topic in the
optical community because of its great importance in basic optic theory
and applications.
Basically, there are two major strategies for imaging through turbid me-
dia. The first strategy is to reject the scattered light by certain gating
methods. By rejecting the scattered light, diffraction limited resolution can
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be achieved with penetration depth up to a few millimeters for moderate
scattering media [103]. A comprehensive review of various gating based
methods can be found in [103]. Typical gating methods include spatial
gating [104], time gating [105, 106], polarization gating [107], correlation
gating [108] and coherence gating [109]. For example, laser scanning con-
focal microscope, one of the most widely used imaging methods, achieves
sub-micrometer resolution and hundred of micrometers penetration depth
using point scanning and pinhole as a spatial gating mechanism [104]. Time
gating uses the fact that the multiple scattered photons take longer time
to arrive at the detector than the photons without multiple scattering to
reject scattered light [105, 106]. Polarization gating utilizes the fact that
highly scattered light could lose part of its original polarization to reject
the scattered light [107].
Instead of discarding the scattered light, the second strategy uses the
scattered light to reconstruct an image. Diffuse optical tomography (DOT)
falls into this category with a lot of applications in brain imaging [110].
However, the spatial resolution in DOT is severely limited to the millimeter
regime. Another recently proposed method to utilize the scattered light
is the so called wavefront control based method as reviewed in [111] and
its references. The penetration by this method can be as deep as a few
centimeters for even visually opaque object. The scattering media can
be used an opaque lens to achieve super-resolution beyond the resolution
limited by the objective lens’s numerical aperture [112]. For the wavefront
control related method, it limitation requires to calibrate the system by
measuring the transmission matrix of the turbid media, and this process
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requires high stability and time consuming. Meanwhile, it is not always
possible to do this pre-calibration in many applications.
Volume holographic imaging (VHI) can partially overcome the scattering
problems and has been used to image objects through turbid media by
rejecting part of the scattering light. For example, it has been shown
to possess relatively high tolerance to scatterers in the optical path[113].
VHI has also been used in the detection of artificial satellites in the day
light condition wherein the hologram is used as a filter to improve the
signal–to–background ratio[114].
However, conventional VHI systems only use the first diffraction order
for image formation and discard the zeroth diffraction order completely.
However, the diffraction efficiency of the first order in the volume hologram is
quite low in practise(can be as low as 20%), the first diffraction order yields a
very weak signal. Therefore, a long exposure time is usually required, which
prevents the use of VHI in low light and dynamic conditions. Although
the signal in zero order lack the sectioning ability, it still contains a lot of
information about the object and it contains most of the photons.
In this chapter, we propose to utilize the signal from the zeroth order in
addition to the first order by formulating the image reconstruction proce-
dure as an inverse problem. The feasibility is demonstrated via numerical
simulations.
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5.2 Theory and method
5.2.1 Imaging system
A volume hologram is a thick grating recorded by the interference of two
waves – namely a signal wave and a reference wave with a small illumination
angle. When a probe beam that matches the signal wave hits the hologram,
part of the light will be diffracted to first diffraction order due to the Bragg-
match property with maximum efficiency. The light propagates at a certain
angle will form a image on the camera. However, when the probe beam
doesn’t match (e.g. is a point source from a different depth compared to
the signal wave), Bragg mismatch occurs, yielding low diffraction efficiency.
We can use this property to reduce the collection of light scattered from
unwanted depths [115] of the sample of interest.
Another advantage of volume hologram is the ability of multiplexing. If
several gratings are recorded in the same thick grating by multiplexing,
and each grating is matched to different depths, multiple depths can be
selectively and simultaneously imaged on a single camera in a single short
fashion. More details about the theory of volume holography can be found
in [116, 117].
In this chapter, we only consider the volume hologram as a thick grating
with single grating without multiplexing. Our proposed VHI system is
shown in Fig.5.1. Light from a highly coherent source illuminates the
sample and is collected by an objective lens. The light then passes through
a 4–f relay system and is diffracted by the volume hologram located at a
80
5. Diverse imaging through turbid media
plane conjugate to the back focal plane of the objective lens. Typical VHI
systems image the first diffraction order onto a camera sensor through a
tube lens. With our approach, we added an additional lens-camera assembly
to capture the zeroth order as well. If the sample is a weak scatterer, then
the high coherent illumination causes an in–line hologram to be captured
by the zeroth order camera.
Figure 5.1: System configuration. OL: objective lens, RL: 4–f relay lenses,
VH: volume hologram, TL: tube lens, BF: band–pass filter.
5.2.2 Diverse reconstruction
Once we capture both the zeroth order and first order images, the remaining
task is to extract information about the object of interest. Because the
three–dimensional object information is encoded in two two–dimensional
holograms: zero order and first order, the reconstruction is an under–
determined problem which can be solved by compressive sensing.
Compressive sensing has also been proposed for imaging through turbid
media in other modalities. For example, in [118], sparse images free
of background noise due to scattering can be achieved by utilizing the
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correlation between a set of Hadamard illumination patterns generated
by a digital mirror device (DMD) and the intensity fluctuations detected
by a single point detector integrating the intensity. In [119], the multiple
measurement vector (MMV) sparse recovery algorithm has been used to
recover the image behind a highly scattering media.
We extend the single measurement approach by considering two different
holograms of the same object – the zeroth order and first order terms that
are filtered differently by the volume hologram. Hence, we can formulate
objection reconstruction as the following optimization problem:








+ λ ‖x‖TV , (5.1)
where:
• y0 and y1 are vectors representing the zeroth and first order images,
• H0 and H1 are linear operators modeling the forward propagation of
light for the zeroth and first order images,
• ‖·‖TV is the total variation norm as defined in [78], and
• λ is a parameter to adjust the strength of the regularizer.
• G0 and G1 are two diagonal matrices with its diagonal the depth-
dependent diffraction efficiency profile of the volume hologram.
For an object composed of Nz planes, the definition of G0 is as following:
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G0 = diag(g01,g02, ...g0i....g0Nz) (5.2)
where g0i is a N-dimensional vector with N identical elements corresponding
to the diffraction efficiency of the i-th plane in the zeroth order of the
grating. G1 = 1−G0.
The two–step iterative shrinkage/thresholding algorithm is used to solve
this optimization problem [79].
5.3 Simulation results
In order to test the feasibility of the proposed hybrid imaging method, we
simulated imaging an object embeded in turbid media. The diffraction
efficiency on the first order and zeroth order is shown in Fig. 5.2. The
maximal efficieny in the first order is 20%. Here, we assume that the limited
lateral field of view of the Bragg filter is made up by scanning the object
across the field of view.
An object consisting of three bars is surrounded by many scatterers in a
volume discretized axially into nine transverse planes, and each transverse
plane is an array of 64 by 64 pixels as shown in Fig. 5.3 (a). The field of
view is 2 mm by 2 mm. The wavelength is 632.8 nm. A plane wave passing
through the multi-slice transparency modulated by the volume grating forms
two holograms at the zeroth order and first order as shown in Fig. 5.3 (b-c).
The SNR is 30dB in the zeroth order and 5dB in the first order.
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Figure 5.2: Diffraction efficiency of volume holography for first order and
zero order
5.3.1 Reconstruction comparison
Using the recorded holograms, we are able to reconstruct the object by
enforing the sparsity prior on the gradient of the object field. The comparison
of reconstruction by using zeroth order only, first order only and combination
of them, has been shown in Fig. 5.4. As we can see, the reconstruction in
the hybrid method demonstrates the best contrast of the object field. Three
bars are clearly reconstructed in Fig. 5.4-(c), and the unwanted signals due
to scatterers are reduced by the smoothing effect of the algorithm.
The numerical simulation results demonstrate that the objects surrounded
by strong scattering media can be reconstructed with reasonably good
background rejection.
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Figure 5.3: (a) Object in turbid background media (b) Hologram recorded
at the zeroth order with SNR=30dB (c)Hologram recorded at the first order
with SNR=5dB 85




Figure 5.4: (a) Reconstruction from zero order only, (b)Reconstruction
from first order only, and (c) Reconstruction by the hybrid method.
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5.3.2 Error analysis
The selectivity of the VHIS system is determined by the diffraction efficiency
of the grating, here we adjust the diffraction efficiency and test its effects
on the reconstruction error of the proposed hybrid method. The peak
efficiency of the first diffraction order varies from 10% to 90%. We define
the reconstruction error by the root mean error of the reconstructed field
at the focal plane. The result is shown in Fig. 5.5. The error bar in each
point is the standard diviation achieved by 100 independent simulations.
As expected, the reconstruction error decreases with the increase of the
peak diffraction efficiency.
Figure 5.5: RMS Error vs diffraction effiency at the first order
Besides, we also investigated the effects of average scattering strength and
concentration of scatterers on the reconstruction errors. As shown in Fig. 5.6,
the reconstruction error increases with the increase of scattering strength
and concentration of scatterers.
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(a)
(b)
Figure 5.6: RMS Error vs (a) average strength of scattering and (b)
concentration of scatterers
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5.4 Discussion and summary
In this chapter, we have proposed a hybrid method to imaging through
turbid media by combination of the zeroth order and first order of holograms
filtered by a volume hologram grating. The numerical experiments show
that for a two–dimensional object embeded in a three–dimensional volume
of scattering particles, the reconstruction with hybrid measurement gives
best contrast and lowest scattering background. Similar diverse imaging
methodology has been successfully used in optical scanning holography
to improve the resolution or sectioning ability, in which the diversity can





Conclusion and future work
6.1 Summary of contributions
The major contributions of the work presented in this thesis are summarized
in the following list:
1. In chapter 2, the two–dimensional and three–dimensional compressive
field reconstruction problems were explicitly defined and compared
based on free–space propagation. The results revealed the importance
of randomization in measurement and regularization in reconstruction.
2. In chapter 3, compressive holography was used for finite size sphere
imaging. The Mie scattering model was used to emulate the measure-
ment system. The sparsity of the scattering field near the particle
focal plane was applied to regularize the reconstruction. The effects
of projected particle concentration on the reconstruction error was
investigated and empirical concentration bounds were calculated un-
der different signal-to-noise conditions. These results should provide
imporant guildlines for compressive particle holographic imaging.
3. In chapter 4, digital holography was applied to experimentally charac-
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terize the dynamics of bubbles induced by a high-intensity-focused-
ultrasound beam. Some important phenomenons, difficult to be
observed by conventional methods, were visualized by employing this
method, which showed us the power of it.
4. In chapter 5, a diverse imaging system was proposed for imaging
through turbid media by the combination of two Bragg grating filtered
holograms. Numerical experiments demonstrated its ability to reduce
the effect of scattering background.
6.2 Recommendation for future work
Beyond the work presented in this thesis, there are many unexplored
problems and possible directions for future research including:
1. As demonstrated in chapter 2, the three–dimensional compressive
imaging problem by single shot is very difficult due to the high
correlation between forward operators at adjacent depths. Potential
methods to reduce the correlation and increase diversity to different
depths is depth-dependent structure illumination or coded aperture
in the detection.
2. In compressive holography, the nonlinear term, i.e. autocorrelation
of scattered light, is treated as background noise, which may not
be optimal. Recent developments of nonlinear compressive sensing
theory [123] give us a new possibility to incorporate this term in the
reconstruction.
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3. The sparsity basis or dictionary used in compressive holography and
most other compressive imaging methods are discretized, which limits
the achievable resolution. Many nature signal can be easily approx-
imated by a small number of continuous function but not by a dis-
cretized basis. For example the discretization of a spherical object
in the digital hologram results in a dense expression and limits the
accuracy of localization and size. Latest theory about compressive
sensing off the grid may provide some insights to this problem [124].
4. Experimental validations for the empirical concentration bound of
compressive particle holography derived in chapter 2, and the diverse
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