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Abstract
The dynamics of dilute electrons and plasma can be modeled by Vlasov–Poisson–Boltzmann equation,
for which the equilibrium state can be a global Maxwellian. In this paper, we show that the rate of conver-
gence to equilibrium is O(t−∞), by using a method developed for the Boltzmann equation without external
force in [L. Desvillettes, C. Villani, On the trend to global equilibrium for spatially inhomogeneous kinetic
systems: The Boltzmann equation, Invent. Math. 159 (2005) 245–316]. In particular, the idea of this method
is to show that the solution f cannot stay near any local Maxwellians for long. The improvement in this
paper is to handle the effect from the external force governed by the Poisson equation. Moreover, by using
the macro–micro decomposition, we simplify the estimation on the time derivatives of the deviation of the
solution from the local Maxwellian with same macroscopic components.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
This paper is motivated by the work of L. Desvillettes and C. Villani [3], which gives an
almost exponential convergence rate to equilibrium for the Boltzmann equation without external
force. The aim here is to prove the same result for the Vlasov–Poisson–Boltzmann system.
Consider the Cauchy problem for the VPB system in a torus,




f dv − ρ0, (1.2)







f ′f ′∗ − ff∗
)
q(v − v∗, σ ) dσ dv∗,
where ρ0 =
∫
T N×RN f0 dx dv is a fixed constant which represents the background charge,
f = f (t, x, v), t ∈ R+, v ∈ RN , x ∈ T N , φ = φ(t, x). The parameter λ in (1.2) is a physi-
cal constant, which is relevant to the property of materials as well as the background charge.
Q(f,f ) is the quadratic collision operator and q(v − v∗, σ ) is the corresponding cross section.
Without loss of generality, we assume |T N | = 1, ρ0 = 1. Define ρ,u,T , which are functions




f dv, ρu =
∫
RN
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2
2 , the internal energy ρ
NT
2 , and the
electric potential energy λ2 |∇φ|2. Without loss of generality, ρ,u,T can be normalized as∫
T N×RN
f dv dx =
∫
T N
ρ dx = ρ0 = 1, (1.4)
∫
T N×RN
f v dv dx =
∫
T N



























If the initial datum f0 satisfies the conservation laws (1.4)–(1.6), then the stationary solution
is a global Maxwellian M , in the form of









The study of trend to equilibrium is important in kinetic theory both from physical and math-
ematical viewpoints. The traditional method of the asymptotic theory for small perturbations
is applying linearization around global Maxwellian. For the Boltzmann equation without exter-
nal force, Ukai [9] obtained exponentially decay rate for the cutoff hard potential in a torus.
Caflisch [1] got a convergence rate like O(e−tβ ) for the cutoff soft potential with γ  −1 in
a torus, where β = 22−γ ∈ [0,1]. As for the very soft potential case, a convergence rate like
O(e−tP ) (0 < P < 1) was obtained by Strain and Guo [8]. While, from a complete differ-
ent approach, by using some estimates about systems of second-order differential inequalities,
Desvillettes and Villani [3] obtained an almost exponentially decay rate O(t−∞). The result is
weaker than using linearization, but it does not need the small perturbation assumption, and it
holds for cutoff as well as non-cutoff collision kernels.
As for the Vlasov–Poisson–Boltzmann system, the global existence of solutions to (1.1)–
(1.3) was proved in [4] in a torus, and [7,12,13] in the whole space for small perturbations. The
existence result in [7] also holds for a more general case, like the Vlasov–Maxwell–Boltzmann
equation. As for the time asymptotic behavior, exponential decay to Maxwellian was obtained
in [5] for the Vlasov–Poisson–Boltzmann equation in the near Maxwellian case, where solutions
are known to exist. In this paper, without the smallness assumption on f0 −M , we show that an
almost exponential convergence rate holds true, provided the solutions exist. Precisely, the main
theorem in this paper can be stated as follows.
Theorem 1.1. Let q(v − v∗, σ ) satisfies
q KB min
(|v − v∗|γ− , |v − v∗|−β−), (1.7)
and the collision operator satisfies
∥∥Q(g,h)∥∥
L2(RN )  CB‖g‖Hk0 (RN )‖h‖Hk0 (RN ), (1.8)v s0 v s0 v
1470 L. Li / J. Differential Equations 244 (2008) 1467–1501for some k0, s0  0, where KB and CB are positive constants. Let (f )t0 be a smooth solution
of the problem (1.1)–(1.3), such that for all k, s > 0,
sup
t0
‖f ‖Hks (T N×RN) Ck,s < +∞ (1.9)
and
∀t > 0, x ∈ T N, v ∈ RN, f (x, v)K0e−A0|v|q0 (A0,K0 > 0; q0  2).
Then ∃λ0, if λ > λ0, we have
‖f −M‖ = O(1)t−∞,
where O(1) depends on KB , γ−, β−, CB , k0, s0, Ck,s , K0, A0 and q0.










)2(1 + v2)s dx dv.
The assumptions in Theorem 1.1 imply that ρ,T are bounded above and bounded below from
zero, while |u| is bounded above. The constant λ0 can be determined by (2.10), which is only
relevant to the bound of ρ and T , and volume of T N .
Remark 1.2. Although the constrains in the theorem seem to be stringent, they are much weaker
than those in weighted Sobolev space. It is because that the weight function M−1 grows expo-
nentially with respect to v, cf. [3].
Remark 1.3. Recall that the collision kernel q = q(v − v∗, σ ) only depends on |v − v∗| and
cos θ , the cosine of the deviation angle. More precisely, for the three-dimensional hard sphere
model,
q(v − v∗, σ ) = K|v − v∗|, K > 0,
while for the inverse s-power laws, the kernel q has the increase power like
q(v − v∗, σ ) = b(cos θ)|v − v∗|γ ,
where γ = (s − 5)/(s − 1), s ∈ (2,+∞) in dimension three.
When one is interested in topics like trend to equilibrium, some positive restrictions on the
kernel should be introduced because this means more collisions. Condition (1.7) is satisfied by
the hard sphere models (0  γ−  1, β− can be any positive number) and the inverse s-power
laws (γ− and β− may vary according to s). One can see [10] for the detailed taxonomy of the
collision kernel.
The rest of the paper is organized as follows. In Section 2, we derive a system which is used
to prove Theorem 1.1 and the proof of the main theorem will be given in Section 3.
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2.1. Overview
The starting point of the proof is a quantitative version of the celebrated H-theorem, which
was introduced by C. Villani [11]. From this quantitative H-theorem, we can see that the conver-
gence rate to the equilibrium is controlled by the relative information between f and the local
Maxwellian M[ρ,u,T ] (which has the same mass ρ, bulk velocity u and temperature T as f ). More
precisely, the closer f is to M[ρ,u,T ], the worse convergence rate we can get. To get rid of this
difficulty, we need to prove that f cannot stay near M[ρ,u,T ] for too long. And this phenomenon
is called the instability of hydrodynamic description.
As we will show in Sections 2.3 and 3, the gradient of temperature prevents f from being
close to M[ρ,u,T ] for too long; the symmetric gradient of velocity prevents f from being close to
M[ρ,u,〈T 〉] for long, i.e., the local Maxwellians with constant temperature; and finally, the gradient
of ρ prevents f from being close to M[ρ,0,〈T 〉] and M[ρ,0,1] for long. Here, M[ρ,u,T ], M[ρ,u,〈T 〉],
M[ρ,0,〈T 〉], M[ρ,0,1] are given in forms of ρ,u,T :


































where 〈T 〉 = ∫ ρT dx stands for the mean temperature. The conservation laws (1.4)–(1.6) play
essential roles in the proof.
Firstly, we introduce a proposition of the relative information (or relative entropy), which is
the main measure of the distance between f and the local Maxwellians in this paper.

















Then the well-known Csiszár–Kullback inequality asserts
H(f |g) 1‖f − g‖2
L1(x,v). (2.1)4
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f logf − f logg − f + g
=
∫
f logf − g logg − (logg + 1)(f − g)
=
∫










The last equality is obtained by using second-order Taylor expansion. From Hölder’s inequality,
we have
∫










, for ∀h > 0.
Since h lies between f and g, and f , g are nonnegative, h f + g. Thus we have
∫ 1
h
|f − g|2  (
∫ |f − g|)2∫







and (2.1) is obtained. (2.2) follows directly from (1.4)–(1.6). 
Following the same line as in [3], we need to set up a system of arguments, so that we can
combine the quantitative H-theorem and the hydrodynamic instability. Now let us build them up
piece by piece.
We now state the quantitative version of H-theorem. See [11] for the proof.
Theorem 2.1 (Quantitative H-theorem). If (f )t0 is a smooth solution of the VPB equation (1.1),
(1.2), then the H functional H(f ) is non-increasing as a function of t , and the decreasing rate
d
dt
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B dσ dv dv∗
is a positive definite functional.












H(f )KHH(f |M[ρ,u,T ])1+ .
The only set that can make D vanish is the local Maxwellian states.
For the fluency of description, we state some notations here. For matrices A and B , the oper-




the symmetric part is











and the traceless part of ∇symx u is symbolized by {∇xu},
{∇xu} = ∇symx u− ∇x · u
N
IN .
2.2. Decomposition of the entropy
From our definition of the Kullback relative information and the conservation laws, a direct
computation will show that the relative information between f and M can be decomposed into
a purely hydrodynamic part and a purely kinetic part:



























ρ logρ − ρ + 1
are nonnegative since ρ logρ − ρ + 1 is convex with the minimum zero at ρ = 1.
Moreover, denote Ψ (X) = (N/2)(X − lnX − 1), we can further decompose H(T |1) into
H(T |1) =H(T |〈T 〉)+H(〈T 〉|1),
where ⎧⎨
⎩
H(T |〈T 〉)= ∫ ρΨ (T )−Ψ (〈T 〉),
H(〈T 〉|1)= Ψ (〈T 〉).
It is easy to check that each of the above terms is nonnegative by using Jensen’s inequality and
convexity of functions Ψ (X).




T |〈T 〉)= H(f |M[ρ,u,〈T 〉]),
H(f |M[ρ,u,〈T 〉])+ 1〈T 〉H(u|0) = H(f |M[ρ,0,〈T 〉]),
H(f |M[ρ,0,〈T 〉])+H
(〈T 〉|1)+(1 − 1〈T 〉
)
H(u|0) = H(f |M[ρ,0,1]),
H(f |M[ρ,0,1])+H(ρ|1) = H(f |M).
Finally, (2.23) in Section 2.6 follows from Csiszár–Kullback inequality and the interpolation
from L2 into L1.
2.3. Hydrodynamic instability
In this section, we will obtain a series of second-order differential inequalities on the L2 norm
of (f − g), where g = M[ρ,u,T ], M[ρ,u,〈T 〉], M[ρ,0,〈T 〉], M[ρ,0,1], respectively. These inequalities,











dv dx + 2
∫
(f − g) ∂
2
∂t2
(f − g)dv dx, (2.3)
to estimate the above second-order derivative, we firstly consider the moment when f = g.
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2.3.1.1. The case g = M[ρ,u,T ]. In this case, we will use the method of macro–micro decom-
position. Now, recall some basic facts on the macro–micro decomposition of the Boltzmann
equation. It was introduced in [6], and developed in [14].
Suppose f is a solution of (1.1)–(1.3). Then f can be decomposed into two parts, one is the
hydrodynamic (macroscopic) part M[ρ,u,T ], the other is the kinetic (microscopic) part G, where
M[ρ,u,T ] is defined as before and G = f −M[ρ,u,T ].





























P1h = h− P0h.
From f = M[ρ,u,T ] +G, the VPB system becomes
(M[ρ,u,T ] +G)t + v · ∇x(M[ρ,u,T ] +G)+ ∇xφ · ∇v(M[ρ,u,T ] +G) = LG+Q(G,G).
Notice that the null space P1 is spanned by M[ρ,u,T ], viM[ρ,u,T ], |v|2M[ρ,u,T ]. It is obvious that
P0f = M[ρ,u,T ], P1f = G. Based on this, applying the microscopic projection P1 on the VPB
equation, we have





∣∣∣∣ = Gt |G=0 = −P1(v · ∇xM[ρ,u,T ]).
f=M[ρ,u,T ]
1476 L. Li / J. Differential Equations 244 (2008) 1467–1501From the explicit expression of M[ρ,u,T ], direct computation shows that



















From the definition of P1, macroscopic quantities, which are spanned by M[ρ,u,T ], viM[ρ,u,T ]
and |v|2M[ρ,u,T ], give no contribution to P1. Thus
































Txi (vi − ui)|v − u|2M[ρ,u,T ]
)
.
Note that (vi − ui)2, (vi − ui)(vj − uj )MρuT (i > j), (vi − ui)|v − u|2M[ρ,u,T ] are linearly
independent in the weighted function space L2( 1
MρuT
dv). P1 is a projection acting on v. Its
null space spanned by χα (α = 0, . . . ,N + 1). Thus, after the projection, they are also linearly
independent in L2( 1
M[ρ,u,T ] dv), and they can be denoted by ωk(v)M[ρ,u,T ], where ωk(v) are some
polynomials of v.
Suppose ωk(v)M[ρ,u,T ] are linear independent in L2, then there exists a numerical constant


























































































2.3.1.2. The case g = M[ρ,u,〈T 〉], M[ρ,0,〈T 〉], and M[ρ,0,1]. Since the background state is not
local Maxwellian now, using macro–micro decomposition is not efficient to obtain the desired
estimates. Therefore, we still use the same method as in [3].
At the moment f = g,
∂
∂t







+ v · ∇x + ∇xφ · ∇v
)
g.
From (1.1) we have⎧⎨
⎩
ρt + ∇x · (ρu) = 0,





ρ|u|2u+ (N + 2)ρuT + 2Du+ 2R)− 2ρu · ∇xφ = 0.





















(∂t + u · ∇)ρ + ρ∇ · u = 0,




− ∇xφ = 0,
(∂t + u · ∇)T + 2T
N
∇ · u+ 2
ρN
(∇u : D + ∇ ·R)− 2
N
u · ∇xφ = 0.
(2.4)
Also, we get










∇ · (ρu)T −
∫
ρu · ∇T − 2
N
∫
















ρT∇ · u− 2
∫




. (2.5)N N N
1478 L. Li / J. Differential Equations 244 (2008) 1467–1501Then the equations of M[ρ,u,〈T 〉], M[ρ,0,〈T 〉], M[ρ,0,1], can be stated as follows:
(∂t + v · ∇x + ∇xφ · ∇v)M[ρ,u,〈T 〉] = M[ρ,u,〈T 〉]
{[





+ v − u√〈T 〉 ·
[√〈T 〉∇ρ
ρ











v − u√〈T 〉
)
j












































From (2.4) and (2.5), we have
∂
∂t
(f −M[ρ,u,〈T 〉]) = −M[ρ,u,〈T 〉]
{[
−∇ · u+









+ v − u√〈T 〉 ·
[

















v − u√〈T 〉
)
j
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vi−ui√〈T 〉 )
2 ·
M[ρ,u,〈T 〉] and ( vi−ui√〈T 〉 )(
























































[∇ · u]2 dx,
1
N

















































φ(φ − φ¯) dx = 1
λ
∫
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Thus, it is sufficient to choose
λ0 = max
(2KP supt,x ρ
inft 〈T 〉 ,2KP supt,x ρ
)
, (2.10)
where KP is the constant in the Poincaré inequality, which is only relevant to the domain T N .
2.3.2. General case
For the general case, i.e. when f does not coincide with g (g = M[ρ,u,T ], M[ρ,u,〈T 〉],
M[ρ,0,〈T 〉], M[ρ,0,1], respectively), we need to estimate two terms of (2.3) separately.











[−v · ∇xf − ∇xφ · ∇vf +Q(f,f )− ∂tg]2 dv dx
=
∫ [−v · ∇x(f − g)− ∇xφ · ∇v(f − g)
+Q(f,f )−Q(g,g)− (∂t + v · ∇x + ∇xφ · ∇v)g
]2
dv dx
L. Li / J. Differential Equations 244 (2008) 1467–1501 1481 1
3
∫ [





Q(f,f )−Q(g,g)]2 dv dx
−
∫ [−v · ∇x(f − g)− ∇xφ · ∇v(f − g)]2 dv dx. (2.11)
The first term in the r.h.s. of (2.11) has been estimated in the previous context, and we shall show
∫ [−v · ∇x(f − g)− ∇xφ · ∇v(f − g)]2 dv dx  C‖f − g‖2(1−)L2 , (2.12)∫ [
Q(f,f )−Q(g,g)]2 dv dx  C‖f − g‖2(1−)
L2
. (2.13)
We first prove (2.12). Notice that the L∞ norm of ∇xφ is bounded above from the Poisson
equation and the boundedness and smoothness of ρ. Then, this inequality follows immediately
from the boundedness of Sobolev norms of f and g, and the following interpolation lemma, by
choosing h = f − g. See [3] for detailed proof.





























Then, by interpolation, we have




This concludes the proof. 
To prove (2.13), using our continuity assumption of Q, we have
∫ [
Q(f,f )−Q(g,g)]2 dv dx
= ∥∥Qsym(f + g,f − g)∥∥2
L2(T N×RN)












 CB‖f + g‖2
L∞(T N ;Hk0s0 (RN ))
‖f − g‖2
L2(T N ;Hk0s0 (RN ))
. (2.14)
The first term is bounded by using the interpolation from L∞ into some Sobolev spaces. The
second term can be bounded by C‖f − g‖2(1−)
L2
from Lemma 2.1.




(f − g) ∂
2
∂t2
(f − g)dv dx
∣∣∣∣ Cδ1− ‖f − g‖2(1−)L2 + δH(f |M), (2.15)
so that we can conclude the statement in part (d) in Section 2.6, if we choose δ small.









Cη‖f −M‖1−ηL1 , (2.16)




(f − g) ∂
2
∂t2
(f − g)dv dx









 Cη‖f − g‖L2‖f −M‖1−ηL1







1+η + (1 − η)δ
2
H(f |M).
Therefore, it is sufficient to prove (2.16). We first establish the estimate of ∂2f/∂t2. From the





[−v · ∇xf − ∇xφ · ∇vf +Q(f,f )]
















− ∇xφt · ∇vf
= v ⊗ v : ∇2xf + (v ⊗ ∇xφ) : (∇x∇vf )+ (v ⊗ ∇vf ) :
(∇2xφ)− v · ∇xQsym(f,f )







− (∇xφ ⊗ ∇xφ) : ∇2vf − ∇xφ · ∇vQ(f,f )
− 2Qsym(f, v · ∇xf )− 2Qsym(f,∇xφ · ∇vf )+ 2Qsym
(
f,Q(f,f )
)− ∇xφt · ∇vf
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(∇x∇v(f −M))
+ (v ⊗ ∇v(f −M)) : (∇2xφ)− v · ∇x(Q(f,f )−Q(M,M))







− (∇xφ ⊗ ∇xφ) : ∇2v (f −M)− ∇xφ · ∇v
(
Q(f,f )−Q(M,M))
− 2Qsym(f, v · ∇x(f −M))− 2Qsym(f,∇xφ · ∇v(f −M))
+ 2Qsym(f, (Q(f,f )−Q(M,M)))− ∇xφt · ∇vf. (2.17)
Let us first see the estimate of the last term ∇xφt · ∇vf . It is obvious that
‖∇xφt · ∇vf ‖L2  2
∥∥∇xφt · ∇v(f −M)∥∥L2 + 2‖∇xφt · ∇vM‖L2
 C







The first term is bounded by C‖f −M‖1−α
L2
from Lemma 2.1. As for the second term, since
∫
|∇xφt |2 dx =
∫
φt · φt dx = 1
λ
∫
ρtφt dx = −1
λ
∫













|∇xφt |2 dx  C
∫
ρ2u2 dx  CH(u|0) CH(f |M) C‖f −M‖2
L2 . (2.18)
Hence, ‖∇xφt · ∇vf ‖L2  C‖f −M‖1−αL2 .
On the other hand, using our continuity assumption (1.8) on Q(g,h) and the interpolation












To estimate the second part of (2.16), i.e. ∂2g/∂t2, we compute
∂2
∂t2






t t u · (v − u)
T
+


















( |v − u|2
2T
− N + 4
2
)
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Now write ∂tρ, ∂tu, ∂tT , ∂ttρ, ∂ttu and ∂ttT , into the forms of f − M , Q(f,f ) − Q(M,M)
and φ:










(f −M)v dv − ∇x ·
∫
RN
(f −M)v ⊗ v dv
]
+ ∇xφ,
∂2t t ρ = ∇x∇x :
∫
RN
(f −M)v ⊗ v dv − ρφ − ∇ρ · ∇φ,




























































(f −M)v ⊗ v dv





(f −M)v dv − u
ρ
∇xρ · ∇xφ + ∇xφt .










Q(f,f )−Q(M,M))B(v) dv), ∇xφ, or ∇xφt ,R R
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|ρ − 1|2  CH(ρ|1) CH(f |M) C‖f −M‖2
L2 .
Therefore, ∂2M[ρ,u,T ]/∂t2, as a combination of the above terms, is bounded by Cα‖f −
M‖1−α
L2
. In the same way, we can obtain estimates of ∂2M[ρ,u,〈T 〉]/∂t2, ∂2M[ρ,0,〈T 〉]/∂t2 and
∂2M[ρ,0,1]/∂t2. Thus (2.16) holds true by using the interpolation of norms with a loss of expo-
nent.
2.4. Geometrical inequalities







Now, we need to set up the Poincaré-type inequalities (2.29) in Section 2.6.
First look at the inequality of T . Notice that |T N | = 1, we have
∫
T N
|∇T |2 dx K
∫
T N
(T − T¯ )2 dx = K
2
∫ ∫ [





















The last line follows from the following inequality
H(T |〈T 〉)= 〈Ψ (T )〉
ρ




(〈T 〉ρ) · (T − 〈T 〉ρ)+
1∫
0





T − 〈T 〉ρ
)2〉
.ρ
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∫
T N
|∇ρ|2 dx K ′ρ
∫
T N
(ρ − 1)2 dx KρH(ρ|1).
As for the one of u, notice that
∫
ρu has been normalized to 0, the same argument as for T will
lead to our conclusion: ∫
T N
|∇u|2 dx KuH(u|0).
2.5. Damping of hydrodynamic oscillations






















Using interpolation inequalities in Sobolev spaces, Lemma 2.1, and the Csiszár–Kullback in-

















|ρ − 1|dx  C
( ∫
T N






|ρ lnρ − ρ + 1|dx
) 1
2 = CH(ρ|1) 12
 CH(f |M) 12 .
Thus, we have ∣∣∣∣ d H(ρ|ρ)
∣∣∣∣ CH(f |M)1− .dt
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∂t (ρu) = −∇x ·
(∫
f v ⊗ v
)
+ ρ∇xφ = −∇x ·
(∫
























































(f −M)v ⊗ v dv
∥∥∥∥
L2(T N )
+ ‖∇xφ‖L2(T N )
)
 CH(f |M)1− .



































 C‖f −M‖1−L1  CH(f |M)1/2−,∫
T N




































 CH(f |M)1/2− . (2.19)
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∣∣∣∣ ddtH
(〈T |1)∣∣∣∣ CH(f |M)1− .
Finally, we only need to estimate H(T |1),
d
dt
H(T |1) = d
dt
∫
ρ(T − lnT − 1)
=
∫




(T − 1)Tt . (2.20)
Here,




|T − lnT − 1|C(T − 1)2,
ρTt = (ρT )t − ρtT .
Together with (2.19), these identities ensure that all the integrands in (2.20) are at least of order 2
in (f −M). By using the same argument as before, we can obtain d
dt
H(T |1) CH(f |M)1− .
2.6. The whole system
So far, we have obtained the following system of arguments. In Section 3, we will use these
statements to prove Theorem 1.1.
(a) Some conservation laws and boundary conditions: (1.4)–(1.6).
(b) A quantitative version of the Boltzmann’s H-theorem:
− d
dt
H(f )KHH(f |M[ρ,u,T ])1+ . (2.21)





T |〈T 〉)= H(f |M[ρ,u,〈T 〉]),
H(f |M[ρ,u,〈T 〉])+ 1〈T 〉H(u|0) = H(f |M[ρ,0,〈T 〉]),
H(f |M[ρ,0,〈T 〉])+H
(〈T 〉|1)+(1 − 1〈T 〉
)
H(u|0) = H(f |M[ρ,0,1]),
H(f |M )+H(ρ|1) = H(f |M)
(2.22)[ρ,0,1]
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⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
H(f |M[ρ,u,T ])KI‖f −M[ρ,u,T ]‖2(1+)L2 ,
H(f |M[ρ,u,〈T 〉])KI‖f −M[ρ,u,〈T 〉]‖2(1+)L2 ,
H(f |M[ρ,0,〈T 〉])KI‖f −M[ρ,0,〈T 〉]‖2(1+)L2 ,
H(f |M[ρ,0,1])KI‖f −M[ρ,0,1]‖2(1+)L2 .
(2.23)
HereH(ρ|ρ),H(u|0),H(T |〈T 〉),H(〈T 〉|1) are parts of the relative entropy, the expressions
of them will be given in Section 2.2.
(d) Four differential inequalities of second order, describing the instability of the hydrodynamic
description for f :
d2
dt2
‖f −M[ρ,u,T ]‖2L2(x,v) K1
[ ∫
T N





(‖f −M[ρ,u,T ]‖2L2)1− − δ1H(f |M), (2.24)
d2
dt2






(‖f −M[ρ,u,〈T 〉]‖2L2)1− − δ2H(f |M), (2.25)
d2
dt2















(‖f −M[ρ,0,1]‖2L2)1− − δ4H(f |M). (2.27)
Here δ1, δ2, δ3, δ4 are small enough constants.






















(f) Damping of hydrodynamic oscillations,
∣∣∣∣ ddtH(ρ|1), ddtH(u|0), ddtH
(〈T 〉|1), d
dt
H(T |〈T 〉)∣∣∣∣ CSH(f |M)1− . (2.30)
3. Proof of Theorem 1.1
3.1. Preparation
Because there are many local Maxwellians exist, which make our entropy production func-
tional D(f ) vanish, it is impossible to get a uniform lower bound on the entropy production.
Then it is natural to estimate the average value of entropy production. Let t0 > 0 be arbitrary, and
let
α0 = H(f )−H(M)|t=t0 .
We wish to find an upper bound on a duration T0 such that
H(f )−H(M)|t=t0+T0 = σα0,
where σ ∈ (0,1) is fixed, say σ = 4/5. Therefore, because of the monotonicity of H(f )−H(M)
with respect to t , we have
4
5
α0 H(f )−H(M) α0. (3.1)
We shall show that if  > 0 is small enough, such as  < 0.01, then
T0  C0α−6990 , (3.2)
where C0 depends on  and the various constants appearing in the system (a)–(f). Once (3.2) is
established, using the argument as in [2], we can obtain
H(f )−H(M) = O(t− 1700 ).




















Recall the additivity of entropy
H(f |M) =H(ρ|1)+H(u|0)+H(T |〈T 〉)+H(〈T 〉|1)+H (f |M[ρ,u,T ]). (3.5)
Hence












+H(〈T 〉|1)+H (f |M[ρ,u,T ]). (3.6)
As we have already said, H(f |M[ρ,u,T ]) is not always large, but we hope that it is large in
average. Thus, we separate the time interval [t0, t0 + T0] into some subintervals according to the
values of H(f |M[ρ,u,T ]), H(ρ|1), H(u|0), H(T |〈T 〉), H(〈T 〉|1).
1. We firstly split the time interval [t0, t0 +T0] into subintervals I1, I2, . . . , being of two types,
denoted by IG or IB . An interval IB is defined as a maximal interval satisfying
∀t ∈ IB, H(f |M[ρ,u,T ]) α02 ; ∃t ∈ I
B, H(f |M[ρ,u,T ]) < α010 . (3.7)
The intervals IG are in the middle of two consecutive intervals IB , obviously,
∀t ∈ IG, H(f |M[ρ,u,T ]) α010 . (3.8)
2. Further subdivide each interval IB = Ij again into subintervals Ij1, Ij2, . . . , being of
type BB or BG. Define the intervals IBB to be maximal subintervals of IB such that












where CS is defined by (2.30) and η1 is a small parameter, depending on α0, that will be chosen
later. The subintervals IBG are those which separate two consecutive subintervals IBB.
From the definition of IBB, we obviously have
∀t ∈ IBB, H(T |〈T 〉)< η1 × 3α0 .10
1492 L. Li / J. Differential Equations 244 (2008) 1467–1501Moreover, from (2.30) and (3.5) we know that




= η1 × α05 . (3.10)
Finally, it follows from (3.9) that, for all intervals IBG, with at most two exceptions (the ones
near the boundary of IB ),







3. Then we subdivide each interval IBB = Ijk once again into subintervals Ijk1, Ijk2, . . . , of
type BBG or BBB. The intervals IBBB are defined to be the maximal intervals satisfying












where η2 depends on α0, and will be chosen later. The subintervals IBBG are in the middle of two
consecutive intervals of type BBB. As shown before, we have
∀t ∈ IBBB, H(u|0) < η2 × 3α010 ,
∀t ∈ IBBG, H(u|0) η2 × α05 , (3.13)




4. Finally, subdivide each interval IBBB = Ijkl into subintervals Ijkl1, Ijkl2, . . . , of type BBBB
or BBBG. The intervals IBBBB are defined to be the maximal intervals satisfying












where CS is defined by (2.30), small parameter η3 depends on α0 and will be chosen later. The
subintervals IBBBG are those in the middle of two consecutive intervals of type BBBB. Similarly,
we have
∀t ∈ IBBBB, H(〈T 〉|1)< η3 × 3α010 ,
∀t ∈ IBBBG, H(〈T 〉|1) η3 × α05 , (3.16)
and, for all IBBBG with at most two exceptions,
∣∣IBBBG∣∣ η3 × α0 . (3.17)5CS
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entropy production. This lemma plays the role as the Gronwall’s lemma plays in the first-order
differential inequalities. The proof of it can be found in [2].
Lemma 3.1. Let h = h(t) 0 be a C2 function of t ∈ [t1, t2] such that
∀t ∈ (t1, t2), h′′(t)+Ah(t)1−  α,
where A, α are positive constants and  ∈ (0,1/10). Then,
– either t2 − t1 is small,



























3.2. Estimate of average entropy production
We will consider the average entropy production according to the type of intervals. Then, sum
up all the estimates to achieve the average value of the interval [t0, t0 + T0].
(a) Type G: Suppose I = IG be some interval of type G. From (2.21) and (3.8), we know that

















(b) Type BG: Suppose I = IBG be some interval of type BG. From (2.24), the first inequality
of (2.29) and (3.10), we have
∀t ∈ I, d
2
dt2
‖f −M[ρ,u,T ]‖2L2 +
C1
δ1−1









where we used (3.1), (3.4) and set K ′ = K1 ·KT .1
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∀t ∈ I, d
2
dt2
‖f −M[ρ,u,T ]‖2L2 +
C′1
η1−1





where C′1 = C1(10/K ′1)1− .
Applying Lemma 3.1 with h(t) = ‖f − M[ρ,u,T ]‖2L2 , α = K ′1η1α0/10 and A = A1C′1/η1−1 ,
where A1 max (1, η1−1 /C′1) will be chosen later, we get



































We now assume that I satisfies (3.11), and choose A1 large enough to make sure that the





















≡ C(3)1 η−(1−2)1 α−(1−2)0 .
Plugging this back into (3.19), we obtain
〈‖f −M[ρ,u,T ]‖2L2 〉I K(3)1 η4.11 α1+2.550 .











〈‖f −M[ρ,u,T ]‖2(1+)2L2 〉I
KH ·KI






Note that we still have not chosen η1 yet.
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equality of (2.29), (3.1) and (3.13), we have
d2
dt2
‖f −M[ρ,u,〈T 〉]‖2L2 +
C2
δ1−2
(‖f −M[ρ,u,〈T 〉]‖2L2)1− K ′2η2 α05 − δ2 × α0, (3.20)






so that (3.20) becomes
d2
dt2
‖f −M[ρ,u,〈T 〉]‖2L2 +
C′2
η1−2
(‖f −M[ρ,u,〈T 〉]‖2L2)1− K ′2η2 α010 .
Reasoning exactly similar to the one in (b), we find that, if I satisfies (3.14), then
〈‖f −M[ρ,u,〈T 〉]‖2L2 〉I K(3)2 η4.082 α1+2.550 .






〈‖f −M[ρ,u,〈T 〉]‖2(1+)L2 〉I
KI






But from (2.22), we know that
H(f |M[ρ,u,T ]) = H(f |M[ρ,u,〈T 〉])−H
(
T |〈T 〉)H(f |M[ρ,u,〈T 〉])− 3α0η110 .









































(d) Type BBBG: Let I = IBBBG be some interval of type BBBG. From the conservation of
energy, we have










Because of the Lipschitz continuity of H(〈T 〉|1) = Ψ (〈T 〉),
H(〈T 〉|1)L∣∣〈T 〉 − 1∣∣.














Therefore, (3.24) turns to be
1
2




∣∣〈T 〉 − 1∣∣ 1
2QL
H(〈T 〉|1).
From (2.26), the third inequality of (2.29), (3.1), (3.16) and the above inequality, we have
d2
dt2
‖f −M[ρ,0,〈T 〉]‖2L2 +
C3
δ1−3







so that (3.26) becomes
d2
dt2
‖f −M[ρ,0,〈T 〉]‖2L2 +
C′3
η1−
(‖f −M[ρ,0,〈T 〉]‖2L2)1− K ′3η3 α010 .3
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〈‖f −M[ρ,0,〈T 〉]‖2L2 〉I K(3)3 η4.083 α1+2.550 .






〈‖f −M[ρ,0,〈T 〉]‖2(1+)L2 〉I
KI






But from (2.22), we know that
H(f |M[ρ,u,T ]) = H(f |M[ρ,0,〈T 〉])−H
(
T |〈T 〉)− 1〈T 〉H(u|0)
H(f |M[ρ,0,〈T 〉])− 3α0η110 −
3α0η2
10〈T 〉 .
















































(e) Type BBBB: Let I = IBBBB be some interval of type BBBB. From (3.7), (3.9), (3.12) and
(3.15), we have




H(T |〈T 〉) 3η1α0 , H(u|0) 3η2α0 , H(〈T 〉|1) 3η3α0 .
10 10 10




























where K ′4 = K4·Kρ1+KPC/λ2 . Now set δ4 = K
′




(‖f −M[ρ,0,1]‖2L2)1− K ′′4 α0.








〈‖f −M[ρ,0,1]‖2L2 〉I K ′′4 A−( 32 +3)4 α 11−0 . (3.32)
Since we have to lower bound on |I |, we cannot a prior exclude (3.32). However, we will










And, after a little computation, we conclude that either |I | α20 , or
〈‖f −M[ρ,0,1]‖2L2 〉I K(3)4 α1+60 . (3.33)







〈‖f −M[ρ,0,1]‖2(1+)L2 〉I KI 〈‖f −M[ρ,0,1]‖2L2 〉1+I K(4)4 α1+80 .
Hence
H(f |M[ρ,u,T ]) = H(f |M[ρ,0,1])−H
(
T |〈T 〉)−H(〈T 〉|1)−H(u|0)








0 − (η1 + η2 + η3)
3α0
.10
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We can now choose the values of η1, η2 and η3 according to (3.23), (3.25), (3.30), (3.31) and
(3.34): we can ensure that these constraints are satisfied, and meanwhile, take η1, η2 and η3 to




0 , respectively. This determines our lower bounds for case (a)–(e).
Let us pause here to recapitulate: we have shown that whenever I is
– of type G, then 〈−H˙ (f )〉I K(6)0 α1+0 ,
– of type BG, then 〈−H˙ (f )〉I K(6)1 α1+6990 if |I | satisfies (3.11),
– of type BBG, then 〈−H˙ (f )〉I K(6)2 α1+1690 if |I | satisfies (3.14),
– of type BBBG, then 〈−H˙ (f )〉I K(6)3 α1+420 if |I | satisfies (3.17),
– of type BBBB, then 〈−H˙ (f )〉I K(6)4 α1+100 or |I | α20 .
We now resume our initial plan.
(f) Type BBB: Let I = IBBB be some interval of type BBB. It is made of intervals IBBBG and
IBBBB. If we discard at most three of these intervals (the ones near the boundary), then we can
pair each IBBBB with some IBBBG satisfying (3.17). Let us consider a pair (IBBBB, IBBBG), we
have




































0 . But the extreme intervals I
′ discarded all satisfy: either |I ′|C(7)α90 , or |I ′| α20 ,
or
〈−H˙ (f )〉















We conclude in the end that
– either |I | C(9)α20 ,
– or 〈−H˙ (f )〉K(9)α1+490 .
(g) Type BB: Let I = IBB be some interval of type BB. We repeat the same reasoning as above
(slightly simpler): on the complement of at most three intervals, we have
〈−H˙ (f )〉 inf(K(6)2 ,K(9)) inf(α1+490 , α1+1690 ),
while the discarded intervals I ′ satisfy either similar estimate or
|I ′| C(10)α20 .
Thus, again we obtain
– either |I | C(10)α20 ,
– or 〈−H˙ (f )〉K(10)α1+1690 .
(h) Type B: Let I = IB be some interval of type B . Repeat the argument again: on the com-
plement of at most three intervals, we have
〈−H˙ (f )〉 inf(K(6)1 ,K(10)) inf(α1+1690 , α1+6990 ),
while the discarded intervals I ′ satisfy either similar estimate, or
|I ′| C(11)α20 .
Thus, again we obtain:
– either |I | C(11)α20 ,
– or 〈−H˙ (f )〉K(11)α1+6990 .
(i) Conclusion: Reasoning similar as before, we can conclude that, to the whole interval
[t0, t0 + T0],
– either T0  C(12)α20 ,
– or 〈−H˙ (f )〉[t0,t0+T0] K(12)α1+699 .0
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〈−H˙ (f )〉[t0,t0+T0] = α0/5T0 ,





Therefore, H(f |M) = O(H(f ) − H(M)) = O(1)t− 1700 . This completes the whole argument,
and the proof of Theorem 1.1.
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