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Abstract. Nowadays, incalculable volumes of data are generated due to the technological development achieved by the
current society of information. The exponential growth of information significantly supports people's decision making in
their daily activities. In Ecuador, there are many institutions that store the data of their processes. The tourism sector
represents an example of this assertion. However, the data generated exceeds the power of analysis and processing of
human beings, sometimes relevant information is presented it is not visible for persons. The present investigation proposes
a solution to the described problem starting from the development of a method for the treatment of unlabeled data. The
proposed method is based on the unsupervised k-means algorithm. We used rough neutrosophic sets to reduce the number
of attributes. The proposal has been implemented from the stored dataset of the tourism sector in the City of Riobamba.
Keywords: Machine learning; data mining; rough neutrosophic sets; entropy

1. Introduction
Tourism represents an important source of income in Ecuador's internal economy. Each region of the country
has attractions that make it unique as a tourist destination. The city of Riobamba in Ecuador is characterized by
representing a very attractive tourist area, it is a city with great cultural heritage that attracts even the most exquisite
vacationers [1].
Tourism management itself generates high demands for products and services that include a wide range of
different activities such as: transportation, accommodation, supply, shopping, travel agency services, inbound and
outbound tourism operators, among others [2, 3]. Without doubt, tourism represents a fundamental source of
income and it generates a large amount of data [4].
From the different operations that are carried out in the City of Riobamba, there are stored historical data of
the different operations in tourism management. However, the existing data is not properly labeled, which makes
it impossible to obtain objective information that contributes to decision-making for the tourism sector [5].
Problems of this nature have been addressed in the scientific literature from data mining techniques for the
cleaning, transformation and treatment of unlabeled data [6-8]. This investigation has the objective to develop a
method based on k-means for the treatment of unlabeled data.
We use three main tools for solving this problem. One is the combination of rough sets with single-valued
neutrosophic sets, to deal with the so-called rough neutrosophic sets, which extends the existing rough fuzzy sets,
but including the indeterminacy. The other two techniques are k-means and entropy. The hybridization of these
methods creates a more accurate result.
This paper is divided into the following sections: Section 2 contains the preliminary concepts; section 3 exposes
the materials and methods that will be used in this paper. Section 4 summarizes the results applied to an actual
case study related with a database of touristic industry in the city of Riobamba in Ecuador. The paper ends with
the conclusions.
2. Preliminaries
This section introduces an approximation of the main theoretical references that support the research proposal.
It begins with a characterization of machine learning. The fundamental elements on the rough sets and some criteria
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for comparing k-means algorithms are presented. The section continues with the significant elements associated
with entropy and information. Finally, the used k-means algorithm is described.
2.1 Machine learning
Machine learning introduces a new paradigm that refers to the study of computational algorithms that
automatically incorporate experiences to improve its operation [9, 10]. Machine learning systems simulate the
processes that humans perform when they are executing a task.
A machine learning process needs to train a model by applying learning techniques. For the training process,
the data that the machine will use to learn this procedure are provided [11-13]. This type of learning has been used
in data mining applications with the aim of discovering rules and patterns in large data sets and filtering information
[14, 15].
The classification of machine learning techniques can be divided into:
 Supervised or predictive learning: where the objective is to learn to map from X inputs to Y outputs,
given a labeled set of N input-output pairs; this set is called Training set.
 Unsupervised or descriptive learning: aims to find interesting patterns in the N entries.
 Reinforcement of learning: it is used to know how it acts or behaves when certain occasional signs
of reward or punishment are given.
2.2 Rough sets
Rough sets (RS) are based on the assumption that each object x in the universe of discourse U has associated
certain information that represents data and knowledge [16]. It is expressed through attributes that describe the
object. Among the advantages of RS for data analysis are [17-19]:
 It is based on the original data and does not require external information, so there is no need to
make any assumptions about the data.
 It allows the analysis of qualitative and quantitative traits.
Then a rough set is formalized as follows:
Definition 1. Let U be a finite universe. Let R be an equivalence relation defined in U, which partitions U. (U,
R) is a collection of all equivalence classes, called the approximation space. Let w1 , w2 w3 , ⋯ , wn elements of the
approximation space (U, R). This connection is known as the knowledge base [20]. Then, for any subset B of U,
̅ and the lower approximation B are defined as [21, 22]:
the upper approximation B
The ordered pair (B, B) is called an approximate set and its elements are defined as follows:
The lower approximation of the set X with respect to R is defined in Equation 1:
(1)
B(X) = ⋃x∈U {R(X): R(X) ⊆ X}
The upper approximation of the set X with respect to R is defined in the following form:
(2)
B(X) = ⋃x∈U {R(X): R(X) ∩ X ≠ ∅}
And it also has:
POS(B) = B: It is certainly a member of X.
NEG(B) = U ∖ B: It is certainly not a member of X.
BR(B) = B ∖ B: It is possibly a member of X.
Where:
POS(B) refers to the positive region of B,
NEG(B) refers to the negative region of B,
BR(B) refers to the border region of B.
An approximate set can be defined by neutrosophic numbers. Neutrosophic logic is a general framework
for unifying many existing logics. Generalize fuzzy logic (especially fuzzy intuitionist logic). In 1995, Florentin
Smarandache extended Paradoxism (based on opposites) to a new branch of philosophy called Neutrosophy
(based on opposites and their neutral), that gave birth to many areas of application [23, 24]. The important idea
of NL is to characterize each logical statement in a neutrosophic 3 dimensional [0, 1]3 -space, where each
dimension of the space represents the truth (T) respectively, the falsehood (F), and indeterminacy (I) of the
proposition, where T, I , F are standard or not standard real subset of ]-0, 1+[ [25].
The classic interval unit [0,1] can be used. T, I, F are independent components leaving room for incomplete
information (when they sum up <1), for consequent and contradictory information (when they sum up > 1) or
complete information (sum of components = 1)[25-27].
Definition 2. Neutrosophic sets are a fuzzy set generalization (spatially fuzzy intuitive set). Let U, be a
universe of discourse, and M a set included in U. An element x of U is denoted with respect to the set M as x(T,
I, F) and it belongs to M in the following way: It is t% true, it is i% indeterminate, and it is f% false, where t
varies in T, i varies in I, and f varies in F[28, 29].
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Statistically T, I, F are subsets of [0, 1], but dynamically T, I, F are functions or operations dependent on
many unknown or known parameters [26].
In order to facilitate practical application to decision-making and engineering problems, the proposal was
made for single-value valued neutrosophic sets [16, 30, 31], which allow us to use linguistic variables [32, 33]
increasing the interpretability in the recommendation models and the use of indeterminacy.
Definition 3. Let X be a universe of discourse. A Single-valued neutrosophic set (SVNS) A over X is an
object of the form.
(3)
𝐴 = {〈𝑥, 𝑢𝐴 (𝑥), 𝑟𝐴 (𝑥), 𝑣𝐴 (𝑥)〉: 𝑥 ∈ 𝑋}
Where 𝑢𝐴 (𝑥): 𝑋 → [0,1] , 𝑟𝐴 (𝑥), ∶ 𝑋 → [0,1] and 𝑣𝐴 (𝑥): 𝑋 → [0,1] with0 ≤ 𝑢𝐴 (𝑥 ) + 𝑟𝐴 (𝑥 ) +
𝑣𝐴 (𝑥):≤ 3 for all 𝑥∈𝑋. The intervals 𝑢𝐴 (𝑥 ), 𝑟𝐴 (𝑥 )and 𝑣𝐴 (𝑥) denote the memberships to true, indeterminate, and
false of x in A, respectively. For reasons of convenience, a single-valued neutrosophic number will be expressed
as 𝐴 = (𝑎, 𝑏, 𝑐), where𝑎, 𝑏, 𝑐∈ [0,1], and 0 ≤ 𝑎 + 𝑏 + 𝑐 ≤ 3.
Definition 4. [34] Let U be a non-null set and R be an equivalence relation on U. Let F be neutrosophic set
in U with the membership function µ𝐹 , indeterminacy function 𝜈𝐹 and non-membership function 𝜔𝐹 . The
lower and the upper approximations of F in the approximation (U, R) denoted by 𝑁(𝐹) and 𝑁(𝐹) are
respectively deﬁned as follows: 𝑁(𝐹 ) = {< 𝑥, µ𝑁(𝐹) (𝑥), 𝜈𝑁(𝐹) (𝑥), 𝜔𝑁(𝐹) (𝑥) >|𝑦 ∈ [𝑥]𝑅 , 𝑥 ∈ 𝑈},
𝑁(𝐹) = {< 𝑥, µ𝑁(𝐹) (𝑥), 𝜈𝑁(𝐹) (𝑥 ), 𝜔𝑁(𝐹) (𝑥 ) >|𝑦 ∈ [𝑥]𝑅 , 𝑥 ∈ 𝑈}.
Where:
µ𝑁(𝐹) (𝑥 ) = ∧𝑦∈[𝑥]𝑅 µ𝐹 (𝑦), 𝜈𝑁(𝐹) (𝑥) = ∧𝑦∈[𝑥]𝑅 𝜈𝐹 (𝑦), 𝜔𝑁(𝐹) (𝑥 ) = ∧𝑦∈[𝑥]𝑅 𝜔𝐹 (𝑦),
µ𝑁(𝐹) (𝑥 ) = ∨𝑦∈[[𝑥]𝑅 µ𝐹 (𝑦), 𝜈𝑁(𝐹) (𝑥) = ∨𝑦∈[𝑥]𝑅 𝜈𝐹 (𝑦), 𝜔𝑁(𝐹) (𝑥) = ∨𝑦∈[𝑥]𝑅 𝜔𝐹 (𝑦).
Then,
0 ≤ µ𝑁(𝐹) (𝑥) + 𝜈𝑁(𝐹) (𝑥) + 𝜔𝑁(𝐹) (𝑥) ≤ 3
and
µ𝑁(𝐹) (𝑥) + 𝜈𝑁(𝐹) (𝑥) +
𝜔𝑁(𝐹) (𝐹)(𝑥) ≤ 3, where “∨” and “∧” mean “max” and “min” operators respectively, µ𝐹 (𝑦), 𝜈𝐹 (𝑦), and
𝜔𝐹 (𝑦) are the membership, indeterminacy and non-membership of y with respect to F.
Especially for decision-making, we define R as the similarity relation, such that there is a similar or equal
labels between two elements, see [35].
The membership, indeterminate-membership, and non-membership are defined from the rough set as
follows:
𝑇 (𝑥 ) =

𝑐𝑎𝑟𝑑(SB(x)∩B(x))

𝑐𝑎𝑟𝑑(SB(x)∩(B(x)∖B(x)))

𝑐𝑎𝑟𝑑(SB(x)∩B(x))

𝑐𝑎𝑟𝑑(SB(x))

𝑐𝑎𝑟𝑑(SB(x))

𝑐𝑎𝑟𝑑(SB(x))

, 𝐼 (𝑥 ) =

, and 𝐹 (𝑥 ) =

, respectively.

2.3 Entropy and information gain
The entropy in a data source represents the magnitude that measures the information provided about the data
source. Entropy provides information about a specific data source or fact [36-38].
Definition 5. Given two classes P and N in a sample space S, where:
(4)
S = P∪N
Where the cardinality is given by:
|P| = p and |N| = n
(5)
Entropy refers to the amount of information necessary to decide whether a sample of S belongs to P or to N
and it is defined as Equation 6, see [39, 40]:
p
p
n
n
(6)
E(S) =
log 2 (
)−
log2 (
)
p+n
p+n
p+n
p+n
When selecting an attribute b the sample space is divided into child subsets of b, the way to determine how
much information an attribute b contributes in a total set of attributes A, is given by [41, 42]:
(7)
Input(b) = E(A) − ∑(∀ the child sets of B)
Finally, if we have k classes, N instances in the data set, the entropy of the entire set is E, the entropy of each
of the subsets is E1 and E2, the number of instances in one class is k1 and in the other k2, then the minimum
contribution of information is defined as in Equation 8, see [43, 44]:
(8)
log 2 N − 1 log 2 3k − 2 − K E + k ∗ E1 ∗ E2
+
N
N
2.4 K-means algorithm
K-means is one of the most widespread algorithms for grouping. Clustering represents a technique
implemented in Data Mining. The idea of k-means is to place all objects in a certain space and given their
characteristics to form groups of objects with similar but different features to those that make up other groups. Kmeans is an unsupervised learning algorithm that has the following characteristics [45, 46]:
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The data set is randomly partitioned into K groups (clusters).
K center points are selected at random, one from each group (centroids).
For each data, the distance from the point to each central point of the groups is calculated and
the data becomes part of the group whose distance is less than its center.

If the data is closer to its own group, it stays in its group, otherwise it becomes part of the group
of the closest center.

The previous process is repeated until no point passes the group.
However, the algorithm has some drawbacks:

The final grouping depends on the initial centroids.

Convergence in the global optimum is not guaranteed, and for problems with many specimens,
it requires a large number of iterations to converge.
3. Materials and methods
This section describes the implementation scenario based on the stored dataset of the tourism sector in the City
of Riobamba.
Data set

Type of data

Instances

Attributes

Destination evaluation

Multivariate

1382

4

Historical Tours

Multivariate

720

6

Hotel accommodation

Univariate

1080

5

Transportation

Multivariate

2801

4

Table 1. Data stored from the tourist sector in the City of Riobamba.

A data set with decision attributes was used to execute the algorithms excluding this attribute and then compare
the results obtained with those originally indicated by these attributes.
Having data sets for which the decision attribute is known, allows determining the number of groups of the kmeans algorithm.
Figure 1 shows a diagram of the flow of the k-means method for the case under study.

Figure 1. Diagram of the operation of the k-means method.

As in most data mining processes, each repository had to go through the stages of: clean, integrate, select,
transform, mine, interpret and present [47]. Figure 1 shows the flow of the k-means method for the case under
study. The following is a description of the different steps that describe the method:
Step 1. Initialization: Definition of a set of objects to which the clustering process is applied, which consists of
separating the data into groups and a centroid (geometric center of the clusters) for each one. Initial centroids can
be determined randomly, while in other cases they process the data and centroids are determined by calculations.
Step 2. Classification: For each data, the square Euclidean distance from the centroids is calculated, the closest
centroid to each of the data is determined, and the object is appended to the cluster of the centroid that was selected.
Step 3. Calculation of centroids: The centroids are recalculated for each of the clusters.
Step 4. Verification of convergence: If one of the algorithm's conditions has been met and it must stop, this is
called the convergence or stop condition. A set of conditions are defined for processing:
a) The number of iterations.
b) When the centroids obtained in two successive iterations do not change their value.
c) When the difference between the centroids of two successive iterations does not exceed a certain threshold.
d) When there is no transfer of objects between groups in two successive iterations.
If any of the convergence conditions is not met, steps two, three and four of the algorithm are repeated.
For computational processing the algorithms were coded in Python 3.8.12 and it was run on the following
platform:
 Intel(r) core(tm) i3-2100 CPU @ 3.10ghzprocessor.
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 Operating system: Ubuntu/Linux.
From the k-means algorithm comparison criteria, the one was chosen to maximize the number of success cases,
since the last interest is to determine how well the grouping did.
In order to compare the results, three processes were run with the same data sets under the following conditions:
 90 iterations were made with random processes in order to determine the average effect of the
algorithm.
 When ranges were used, there was no point in repeating it more than once as the algorithm is
deterministic for a given data set.
3.1 Classic k-means with random centroids
K-means was used as a grouping algorithm so that the resulting groups were then used to label the objects in
their decision attribute (D); using the group number in which the object was grouped as the value of the decision
attribute (D).
K-means using only the attributes with a contribution of information superior to a border. The entropy of each
of the attributes and its information gain were calculated. The method used was as follows:
 Let E (C) be the entropy of the entire set of attributes.
 How much information is provided by the entropy of each of the c condition attributes (C) is
calculated.
 Let E(ci) be the entropy of the condition attribute ci.
 Since the selection of the criterion in which value, of the Vc values, to divide the attribute c to
calculate the entropy can be very different for each attribute, it is decided to order the Vc values
from least to greatest and take the mean as the division criterion.
 The information input of attribute c is equal to: C − ∑(∀ the child sets of C)
 The condition attributes that provide the greatest amount of information such as those selected are
used to choose the initial centers for the k-means algorithm from them.
Once the attributes to be considered have been chosen, if it is desired that the decision attribute (D) take
different values from it, then k-means is run to form groups, using as distances only the attributes selected for their
greatest contribution of information. The centers can either be initialized randomly or divide the total range of the
values of attribute c into k uniform pieces and take these values as initial centers of the k-means algorithm.
Given that they are the attributes that provide the most information, it was decided to initialize the centers with
uniform ranges.
3.2 k-means using only attributes selected by rough neutrosophic sets
We used the theory of rough neutrosophic sets to determine which condition attributes are indispensable and
which are dispensable and therefore, proceed to the reduction of attributes, calculating the relation of
indispensableness of each one of them.
Being P the set of attributes, a P, the attribute a is dispensable in P if:
(9)
IND(P) = IND(p{a})
Similarly, once the attributes to be considered have been chosen, if it is desired that the decision attribute (D)
take Vd different values, then k-means is run to form Vd groups using only the indispensable attributes for the
calculation of distances. The centers can be initialized randomly or the total range can be divided into k uniform
pieces. In order to compare the results, the centers with uniform ranges were initialized.
4. Results
From the data recovered from the tourist sector in the City of Riobamba are processed. After applying the
previously proposed experiments, we obtained the results that are pr in Table 2.
Characteristic/Data sets
Total records
Total attributes including

Valuation

Historical

Hotel

Transport job

of fate

Tours

accommodation

1382

720

1080

2001

4

6

5

4

53.20

54.50

decision
k-means classic
Classic k-means success rate

63.40

35.20

mean
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Standard deviation of the

3.80

7.38

3.01

8.45

0.08

0.43

0.07

0.15

classic k-means success rate
Variation coefficient of the
classic k-means success rate
k-means using information gain
Number of attributes removed

1

1

1

1

due to information gain
Average success rate using the

56.80

30.40

56.20

48.30

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

remaining attributes
Standard deviation of success
rate using only the remaining
attributes
Variation coefficient of success
rate using only the remaining
attributes
Rough neutrosophic sets
Number of attributes removed

2

1

0.00

0.00

57.6

32.32

54.20

42.40

0.00

0.00

0.00

0.00

0.00

0.00

0.00

0.00

by rough sets
Average success rate using the
remaining attributes
Standard deviation of success
rate using only the remaining
attributes
Variation coefficient of success
rate using only the remaining
attributes
Table 2. Results obtained for the different data sets.

From the analysis of the results presented in Table 2, the following discussions are presented:
1.
The classical k-means algorithm is highly dependent on the selection of the initial centers.
Random center initialization tends to have high standard deviations, therefore high coefficients of
variation.
2.
Using entropy and information gain, only the attributes that provide more information are used,
uniform ranges are used for centroids instead of random centers. The process becomes deterministic for
the same data set; therefore, the standard deviation and coefficient of variation are displayed at zero.
3.
Once the data has been labeled, or if already labeled data sets are available, and although the
determination of the indispensable and dispensable attributes using rough sets is an expensive process in
computational time, once determined, the reduction of attributes benefits likewise the future classification
process.
4.
The classic k-means with random centers showed that in some cases it obtained a higher success
rate than the others. The problem being that its standard deviation is high and, therefore, as the average
case will not always occur, it can perfectly yield the worst case, or cases close to it, and in these scenarios
its performance is lower than when using information gain or rough sets.
Conclusions
This investigation proposed a machine learning method for dealing with unlabeled data sets which bases its
operation on:
To use entropy and information gain to select from which attributes calculate the k-means centers.
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Use k-means only with the attributes selected from the previous step to label the data in your decision
attribute.
Once the objects have been labeled with the previous steps, approximate sets can be used to determine which
attributes are dispensable and which are indispensable and, therefore, proceed to the reduction of attributes.
The calculation of entropy, the information gain and the neutrosophic approximate sets requires a
computational effort before calculating the k-means.
By implementing the k-means algorithm on the stored data set of the tourism sector in the City of Riobamba,
a classification of the information is obtained from relevant data. The proposal provides a tool for decisionmaking based on achieving better opportunities for the sector.
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