We study the arbitrarily varying relay channel, and establish the cutset bound, decode-forward bound and partial decode-forward bound on the random code capacity. We further determine the random code capacity for special cases. Then, we consider deterministic coding schemes, and derive the deterministic code capacity, under certain conditions.
I. INTRODUCTION
The relay channel was first introduced by van der Meulen [10] to describe point to point communication with the help of a relay, which receives a noisy version of the transmitter signal and transmits a signal of its own to the destination receiver, in a strictly causal manner. The capacity of the relay channel is not known in general, however, Cover and El Gamal established the cutset upper bound, the decode-forward lower bound, and the partial decode-forward lower bound [4] . It was also shown in [4] that for the reversely degraded relay channel, direct transmission is capacity achieving. For the degraded relay channel, the decode-forward bound and the cutset bound coincide, thus characterizing the capacity for this model [4] . In general, the partial decode-forward lower bound is tighter than both direct transmission and decode-forward lower bounds. El Gamal and Zahedi [8] determined the capacity of the relay channel with orthogonal sender components, by showing that the partial decode-forward bound and cutset bound coincide.
In practice, the channel statistics are not necessarily known in exact, and they may even change over time. The arbitrarily varying channel (AVC) is an appropriate model to describe such a situation [3] . Considering the AVC without a relay, Blackwell et al. determined the random code capacity [3] , i.e. the capacity achieved by stochastic-encoder stochasticdecoder coding schemes with common randomness. It was also demonstrated in [3] that the random code capacity is not necessarily achievable using deterministic codes. A wellknown result by Ahlswede [1] is the dichotomy property presented by the AVC. Specifically, the deterministic code capacity either equals the random code capacity or else, it is zero. Subsequently, Ericson [7] and Csiszár and Narayan [6] established a simple single-letter condition, namely nonsymmetrizability, which is both necessary and sufficient for the capacity to be positive. In this work, we study the arbitrarily varying relay channel (AVRC), which combines the previous models, i.e. the relay channel and the AVC. In the analysis, we incorporate the block Markov coding schemes of [4] in Ahlswede's Robustification and Elimination Techniques [1, 2] .
We establish the cutset upper bound and the full/partial decode-forward lower bound on the random code capacity of the AVRC. We determine the random code capacity for special cases of the degraded AVRC, the reversely degraded AVRC, and the AVRC with orthogonal sender components. Furthermore, we give generalized symmetrizability conditions under which the deterministic code capacity coincides with the random code capacity, and conditions under which it is zero. A full manuscript with proofs can be found in [11] .
II. DEFINITIONS
A state-dependent discrete memoryless relay channel (X , X 1 , S, W Y,Y1|X,X1,S , Y, Y 1 ) consists of the sets X , X 1 , S, Y and Y 1 , and a collection of conditional probability mass functions (pmfs) W Y,Y1|X,X1,S . The sets stand for the input alphabet, the relay transmission alphabet, the state alphabet, the output alphabet, and the relay input alphabet, respectively. The alphabets are assumed to be finite, unless explicitly said otherwise. The channel is memoryless without feedback, hence W Y n ,Y n 1 |X n ,X n 1 ,S n (y n , y n 1 |x n , x n 1 , s n ) = n i=1 W Y,Y1|X,X1,S (y i , y 1,i |x i , x 1,i , s i ). Following [12] , a relay channel W Y,Y1|X,X1,S is called degraded if W Y,Y1|X,X1,S (y, y 1 |x, x 1 , s) = W Y1|X,X1 (y 1 |x, x 1 , s) · p(y|y 1 , x 1 , s) , (1) and it is called reversely degraded if
The arbitrarily varying relay channel (AVRC) is a discrete memoryless relay channel where the state sequence S n has an unknown joint distribution, not necessarily independent nor stationary. That is, S n ∼ q(s n ) with an unknown joint pmf q(s n ) over S n . In particular, q(s n ) can give mass 1 to some state sequence s n . We denote the AVRC by L = {W Y,Y1|X,X1,S }.
To analyze the AVRC, we consider the compound relay channel. Different models have been considered in the literature, as e.g. in [13] . Here, we define the compound relay channel as a discrete memoryless relay channel with a discrete memoryless state, where the state distribution q(s) is not known in exact, but rather belongs to a family Q ⊆ P(S), where P(S) denotes the family of all pmfs over S. That is, S n ∼ n i=1 q(s i ), with an unknown pmf q ∈ Q over S. We denote the compound relay channel by L Q .
A. Coding
The definitions of deterministic and random codes are given below, where the term 'code' refers to a deterministic code. Definition 1. A (2 nR , n) code for the AVRC L consists of the following; a message set [1 : 2 nR ], where 2 nR is assumed to be an integer, an encoder f : [1 : 2 nR ] → X n , a sequence of n relaying functions f 1,i :
n], and a decoding function g : Y n → [1 : 2 nR ]. Given a message m ∈ [1 : 2 nR ], the encoder transmits x n = f (m). At time i ∈ [1 : n], the relay transmits x 1,i = f 1,i (y i−1 1 ) and receives y 1,i . The decoder receives the output sequence y n and finds an estimatem = g(y n ). We denote the code by C . Define the conditional probability of error given s n ∈ S n ,
Define the average probability of error P
e|s n (C ), for some distribution q(s n ) ∈ P(S n ). We say that C is a (2 nR , n, ε) code for the AVRC L if it further satisfies P (n) e (q, C ) ≤ ε, for all q(s n ) ∈ P(S n ). A rate R is called achievable if for every ε > 0 and sufficiently large n, there exists a (2 nR , n, ε) code. The capacity is defined as the supremum of achievable rates and it is denoted by C(L).
Next, we define a random code for which the encodersdecoder triplet is drawn at random and revealed to the encoder, the relay and the decoder. Definition 2. A (2 nR , n) random code consists of a collection of (2 nR , n) codes {C γ } γ∈Γ , along with a probability distribution µ(γ) over the code collection Γ. We denote such a code by C Γ . For a (2 nR , n, ε) random code, P
The capacity achieved by random codes is denoted by C (L), and it is referred to as the random code capacity.
III. MAIN RESULTS
Our results are given below.
A. The Compound Relay Channel
Consider a compound relay channel L Q , and let
where the subscripts 'CS' and 'DF ' stand for 'cutset' and 'decode-forward', respectively.
Lemma 1. The capacity of the compound relay channel L Q is bounded by
Specifically, if R < R DF (L Q ), then there exists a (2 nR , n, e −an ) block Markov code over L Q for sufficiently large n and some a > 0.
A partial proof of Lemma 1 is given in Section V. The full proof can be found in [11] . Taking U = ∅ in (5) yields the direct transmission lower bound,
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Part 1 follows by direct transmission, and part 2 by the full decode-forward bound.
B. The AVRC
We give bounds on the random code capacity and the deterministic code capacity of the AVRC L.
1) Random Code Lower and Upper Bounds:
Theorem 3. The random code capacity of an AVRC L is bounded by
A partial proof of Theorem 3 is given in Section VI. The full proof is available in [11] . Together with Corollary 2, this yields another corollary.
2) Deterministic Code Lower and Upper Bounds: Next, we characterize the deterministic code capacity of the AVRC L. We consider conditions under which the deterministic code capacity coincides with the random code capacity, and conditions under which it is lower. For every x 1 ∈ X 1 , denote the marginal AVCs from the sender to the relay and from the sender to the destination receiver by W 1 (x 1 ) = {W Y1|X,X1,S (·|·, x 1 , ·)} and W(x 1 ) = {W Y |X,X1,S (·|·, x 1 , ·)}, respectively.
Lemma 5. If W 1 (x 1,1 ) and W(x 1,2 ) have positive capacities for some x 1,1 , x 1,2 ∈ X 1 , then the capacity of the AVRC L coincides with the random code capacity, i.e. C(L) = C (L).
The proof of Lemma 5 is given in [11] , using the technique of [3, 7] . Next, we give a computable sufficient condition, under which the deterministic code capacity coincides with the random code capacity. For the AVC without a relay, this occurs if and only if the channel is non-symmetrizable [7, 6] . Our condition here is given in terms of an extended definition of symmetrizability, akin to [9, Definition 9]. for all x,x ∈ X ,
A similar definition applies to W Y |X,X1,S and W Y1|X,X1,S . Corollary 6. If W Y |X,X1,S and W Y1|X,X1,S are nonsymmetrizable-X |X 1 , then C(L) = C (L). In this case,
The proof of Corollary 6 is given in [11] , using Ahlswede's Elimination Technique [1] . Corollaries 4 and 6 imply the capacities of the degraded and reversely degraded channels when they are non-symmetrizable. Note that there are 4 symmetrizability cases for W Y1|X,X1,S and W Y |X,X1,S , one of which is in the lemma above. In other cases, one may expect the capacity to be lower than the random code capacity. For instance, if W Y |X,X1,S is non-symmetrizable-X |X 1 , while W Y1|X,X1,S is symmetrizable-X |X 1 , then the capacity is positive by direct transmission, but it remains in question whether the capacity coincides with the random code capacity.
Next, we consider conditions under which the capacity is zero. Intuitively, if W Y,Y1|X,X1,S is symmetrizable-X |X 1 , then the AVRC is a poor channel. For example, say Y 1 = X + X 1 + S and Y = X · X 1 · S, then the jammer can confuse the decoder by taking the state sequence to be some codeword. The following lemma validates this intuition. Lemma 7. If the AVRC L is symmetrizable-X |X 1 , then it has zero capacity, i.e. C(L) = 0. Lemma 8. If the AVRC L is degraded such that W Y,Y1|X,X1,S = W Y1|X,X1 W Y |Y1,X1,S , and W Y |X1,S is symmetrizable, whereX 1 = (Y 1 , X 1 ), then C(L) = 0.
Lemma 7 and Lemma 8 are proved in [11] . Next, we consider the special case of a relay channel with orthogonal sender components [8] , where X = (X , X ) and
Lemma 9. The random code capacity of an AVRC with orthogonal sender components, such that W Y,Y1|X ,X ,X1,S = W Y |X ,X1 · W Y1|X ,X1,S , is given by
Lemma 9 is proved in [11] .
IV. EXAMPLE
To illustrate our results, we give the following example. Consider a relay channel specified by
where
Observe that W Y,Y1|X,X1,S is degraded and symmetrizable in the sense of Lemma 8, hence the capacity is C(L) = 0. We further use Corollary 4 to show that the random code capacity is given by C (L) = min 1 2 , 1 − h(θ) . The derivation is given in [11] . V. PROOF OF LEMMA 1
To prove the decode-forward bound, we construct a block Markov code where joint typicality is with respect to a state type which is "close" to some q ∈ Q. Let δ > 0. Basic method of types concepts such as a typeP x n and δ-typical set A δ (P X ) are defined as in [5] . Also, define a set of state types, Q n = P s n : s n ∈ A δ1 (q) , for some q ∈ Q , (17) i.e. the set of types that are δ 1 -close to some q(s) in Q, with δ 1 δ 2·|S| . The encoders use B blocks of length n to convey x, x 1 , s). Set m 0 = m B ≡ 1 and m 0 = m B ≡ 1.
As in [4] , generate B independent codebooks
Relay Encoding: 
Then, by the union of events bound,
Consider the second term on the RHS of (19). We now claim that
). Assume to the contrary that E 1,1 (b) holds, but (U n b (1|1), X n 1,b (1), Y n 1,b ) ∈ A δ /2 (P U,X1 P q Y1|U,X1 ). Then, for large n, there exists a type q (s) such that |q (s) − q(s)| ≤ δ 1 . Hence, q ∈Q n (see (17)), and |P q Y1|U,X1 (y 1 |u,
, which contradicts the first assumption. It follows that Pr (E 1,1 (b) | E 1 (b − 1) c ) tends to zero as n → ∞ by the law of large numbers. Moving to the last term in (19), since the number of type classes in S n is bounded by (n + 1) |S| ,
≤(n + 1) |S| · 2 nR · sup q ∈Qn u n ,x n 1 P U n ,X n 1 (u n , x n 1 ) × y n 1 : (u n ,x n 1 ,y n 1 )∈A δ (P U,X 1 P q
This holds since U n b (m b |1) is conditionally independent of Y n 1,b given X n 1,b (1), for m b = 1. If (u n , x n 1 , y n 1 ) ∈ A δ (P U,X1 P q Y1|U,X1 ), then, (x n 1 , y n 1 ) ∈ A |U |·δ (P q X1,Y1 ). By Lemmas 2.6 and 2.7 in [5] , P q
Therefore, by (20)−(21), along with [5, Lemma 2.13] ,
. Using induction, we have by (19) that Pr (E 1 (b)) tends to zero exponentially as n → ∞,
As for the other error events, we have by Lemmas 2.6 and 2.7 in [5] and similar consideration to those used in [4] and the above, that the probability of error tends to zero exponentially
The proof of the cutset upper bound follows straightforwardly from [4] , and it is thus omitted.
VI. PROOF OF THEOREM 3
We modify Ahlswede's Robustification Technique (RT) [2] to the relay channel. Namely, we use codes for the compound relay channel to construct a random code for the AVRC using randomized permutations. However, the strictly causal nature of the relay imposes a difficulty, and the application of the RT is not straightforward. In [2] , there is noncausal state information and a random code is defined via permutations of the codeword symbols and the received sequence. Here, the relay cannot apply permutations to its transmission x n 1 , which depends on the received sequence y n 1 in a strictly causal manner. We resolve this difficulty using block Markov codes for the block-compound relay channel to construct a random code for the AVRC, applying B in-block permutations to the relay transmission, which depends only on the sequence received in the previous block.
Let R < R DF (L P(S) ). We prove the decode-forward lower bound using Ahlswede's Robustification Technique [2] , stated below. Let h : S n → [0, 1] be a given function. If, for some α n ∈ (0, 1), and for all q(s n ) = n i=1 q(s i ), with q ∈ P(S),
then, 1 n! π∈Πn h(πs n ) ≤ (n + 1) |S| · α n , for all s n ∈ S n , where Π n is the set of all n-tuple permutations π : S n → S n .
By Lemma 1, there exists a (2 nR(B−1) , nB, e −2θn ) block Markov code for the compound relay channel L P(S) , for some θ > 0 and large n, where B > 0 is arbitrary. In the coding scheme in Section V, the encoder sends
, and the relay transmits x n 1,b = f 1,b (y n 1,b−1 ). Upon receiving (y n b ) B b=1 , the decoder estimatesm b = g b (y n b+1 ,m b+1 ) backwards, and thenm b = g b (y n b ,m 1 , . . . ,m B−1 ). The overall blocklength is then n · B and the average rate is B−1 B (R + R ). Given such a block Markov code C BM for the compound relay channel L P(S) , we have the following bounds on error events probabilities,
Generalizing the compound channel as in [11, Coro. 3] , we have that (22) holds with α n = e −2θn , for all q(s n 1 , . . . , s n b+1 ) =
averaged over the messages and Y n 1,b+1 given (s n t ) b+1 t=1 , where W n ≡ W Y n |X n ,X n 1 ,S n . By Ahlswede's RT, 1 (n!) b+1 π1,...,π b+1 ∈Πn h(π 1 s n 1 , . . . , π b+1 s n b+1 ) ≤ e −θn , (26) for all s n t ∈ S n and large n. Then, using short notation, h(π 1 s n 1 , . . . , πs n ≡ π b+1 s n b+1 ) =E 
where (a) is obtained by changing the order of summation over (y n , y n 1 ); and (b) holds since the channel is memoryless. Then, consider the (2 nR(B−1) , nB) random Markov block code C Π BM , specified by
g b,π (y n b+1 ,m b+1 ) = g b (π b+1 y n b+1 ,m b+1 ) , (28c) g b,π (y n b ,m 1 , . . . ,m B−1 ) = g b (π b y n b ,m 1 , . . . ,m B−1 ) (28d) for π b ∈ Π n , with µ(π B ) = 1 (n!) B . Since f 1,b depends only on symbols of the previous block, those in-block permutations do not violate the causality requirement. By (27), for such random code, Pr C Π BM E b | (E b+1 ) c , (s n t ) b+1 t=1 = π B ∈Π B n µ(π B )h((π t s n t ) b+1 t=1 ), for all s n t ∈ S n . Together with (26), (24), we have P (n) e (q, C Π BM ) ≤ 2e −θn , for all q(s nB ) ∈ P(S nB ) . (29) This completes the proof of the partial decode-forward bound.
The proof of the cutset upper bound immediately follows from Lemma 1, since the random code capacity of the AVRC is bounded by the random code capacity of the compound relay channel, i.e. C (L) ≤ C (L P(S) ).
