Psychophysical and fMRI studies have indicated that visual processing of global symmetry has distinctive scaling properties, and proceeds more slowly than analysis of contrast, spatial frequency, and texture. We therefore undertook a visual evoked potential (VEP) study to directly compare the dynamics of symmetry and texture processing, and to determine the extent to which they interact.
Introduction
Texture and symmetry are two important aspects of images and objects that are readily analyzed by the visual system (Barlow & Reeves, 1979; Julesz, 1962; Marr & Hildreth, 1980; Tyler, 1995) . However, the computational requirements for the extraction of these attributes differ substantially. Much of texture analysis can be accounted for by computations based on analysis of the statistics of the outputs of simple local filters repeated across the visual field (Landy & Bergen, 1991; Malik & Perona, 1990; Simoncelli & Olshausen, 2001) . Though direct experimental evidence is lacking, this computational architecture maps readily onto a hardwired, feedforward neural circuitry. In contrast, identification of symmetry can be based on comparison of regions that are quite remote (Tyler, 1999 symmetry can be detected even if the location and orientation of the symmetry axis is not known in advance (Olivers & van der Helm, 1998) , the number of possible comparisons that need to be made is very large-in principle, any pair of points in visual space are candidates for being related by a symmetry axis. Thus, the number and lengths of the required connections make a hardwired circuit an unattractive architecture to carry out the requisite computations.
Experimental analysis of visual processing of symmetry and texture supports the notion that the underlying computations are qualitatively different. Psychophysical studies have showed that visual processing of global symmetry has distinctive spatio-temporal characteristics compared with analysis of contrast or spatial frequency (see Tyler, 1996) . Functional imaging studies have revealed neural activation specific to symmetry processing in extrastriate visual areas with limited or no topographic mapping of the visual field (Tyler et al., 2005) . In contrast, processing of contrast and texture activates primary visual cortex, topographically mapped regions in the occipitotemporal stream, and fusiform areas (Beason-Held et al., 2000; Beason-Held et al., 1998) .
However, psychophysical and functional imaging methods have limited temporal resolution, and cannot provide direct indications of the extent to which processing of symmetry and texture interact. Motivated by these considerations, we undertook a visual evoked potential analysis of symmetry and texture processing.
To do this, we designed stimuli to facilitate separation of neural mechanisms involved specifically in the analysis of texture or symmetry from those driven merely by local contrast or luminance changes. The differential visual evoked potential (VEP) elicited by stimuli that are matched in these low-level characteristics, but differ in texture and/or symmetry, can then be used as an index of the size and time course of the neural computations specifically sensitive to those image characteristics. This provides for a direct comparison of the neural processing of image statistics underlying texture and symmetry, and how they can affect each other (Norcia, Candy, Pettet, Vildavski, & Tyler, 2002) . As described below, we found several differences between these processes, as well as evidence of an interaction between them.
Methods

Subjects
Five subjects (age 19-50) with normal or corrected-to-normal visual acuity participated in the present experiment. Two of them were authors and the others were naïve to the purpose of the present study with normal or corrected-to-normal visual acuity. The experiment was undertaken with the informed consent of each subject and appropriate Institutional Review Board protocols.
Stimulus
Stimuli were presented on a visual display unit (SONY GDM-17SE2) driven by a VSG 2/3 stimulus generator (Cambridge Research Systems) with a resolution of 1024 · 768 pixels at a frame rate of 100 Hz. The display subtended 14.4°· 10.8°at a viewing distance of 114 cm. The luminance nonlinearity of the monitor was corrected using a look-up table. The stimuli were 9.4°in width and height and centered on a mean luminance background (40 cd/m 2 ). Check sizes ranged from 1.7 0 to 35 0 . Contrast was 1.0.
Stimuli consisted of interchange between structured and random black-and-white checkerboard stimuli of the same check size. Fig. 1 shows examples of typical structured stimuli. Symmetry stimuli were colored with 2-fold symmetry (horizontal or vertical mirror), 4-fold symmetry (both mirror axes), and 8-fold symmetry (oblique mirror axes, see Fig. 1(c) and (d) ). To create a symmetry stimulus, a maximal region of the array was colored randomly with black-and-white checks, and then this region was replicated according to the symmetry axes. Texture stimuli ( Fig. 1(a) and (b)) were colored by choosing a random first row and first column, and then completing the texture according to the rule for the even isodipole texture (Julesz, Gilbert, & Victor, 1978) .
All examples of texture, symmetry, and random stimuli were generated independently, with half of the checks colored black and half white. At each transition, approximately half of the checks changed in contrast, and successive transitions were uncorrelated.
All stimuli had the same contrast and check size, similar power spectra, but different correlation structure. Interchange between structured and random stimuli occurred abruptly, at a range of temporal frequencies described below.
Procedure
Subjects were seated in a darkened room and instructed to look at the stimuli binocularly and minimize eye movements by looking at a fixation point. Each 36-s trial consisted of interchange between two kinds of stimuli-e.g., symmetry and random, or texture and random, in an abrupt square-wave fashion at a single temporal frequency.
For each set of stimulus parameters, five to eight replicate trials were obtained in randomized blocks in a recording single session lasting up to 60 min. Different examples of each kind of image (random, even isodipole, and symmetry) were presented on successive interchanges, both within and across trials. The same stimulus sequence was used in each subject. Trials with movement artifacts were discarded and repeated.
Each trial yielded 30 s of data. Thus, at the typical stimulus frequency of 2 Hz, the VEP was extracted by averaging a total of 300-480 stimulus cycles, each consisting of an interchange between a different pair of stimulus examples.
VEP Recording and data analysis
Scalp signals were recorded from four electrodes placed at O 1 , O 2 , O z , and P z (international 10/20 convention) with a C z reference and a right ear ground. Electrode impedance was kept below 10 kX. Following amplification (10,000·), filtering (0.1-100 Hz) and A/D conversion (at 400 Hz, synchronized to the 100 Hz frame rate), data were stored on the VSG 2/3 computer for further analysis.
The initial 6 s of each artifact-free trial was discarded to avoid initial transients, e.g., related to eye movements and contrast adaptation. The scalp signal from the remaining 30 s was Fourier analyzed in 6-s segments, yielding five nearly independent Fourier estimates from each trial (Victor & Mast, 1991) at each frequency of interest. These Fourier estimates were vector-averaged to determine an estimated steady-state response, and confidence limits were determined by T 2 circ statistics (Victor & Mast, 1991) . The even-harmonic components contain the responses common to the two kinds of stimuli presented on a trial and contain local luminance and local contrast (i.e. the pattern-reversal components), and, in principle, could contain responses driven by the statistical structure of the stimuli. However, the processes that can contribute to the odd-harmonic components are only those that are differentially stimulated by the two kinds of stimuli-a strategy that has previously been used for functional isolation of VEP components in several contexts (Bach & Meigen, 1992 Manny, 1999; Victor, 1985) . In the present experiments, odd harmonics do not contain responses to local luminance or contrast, because changes in local luminance or contrast were equated at each of the two interchanges within each stimulus cycle. Moreover, isodipole texture stimuli contained, on average, no correlations across the symmetry axes; symmetry stimuli, on average, contained no local higher-order correlations except for checks precisely on the symmetry axes. Thus, for random M texture interchange, the odd harmonics isolate a response driven by mechanisms sensitive to local correlations, while for random M symmetry interchange, the odd harmonics isolate a response driven by mechanisms sensitive to symmetry.
Since data were analyzed in the steady-state regime, and the Fourier components of interest had periods that were exact multiples of the frame period, simple computational procedures (a discrete Fourier transform) sufficed to obtain unbiased estimates of the Fourier components.
In this study we focus on the amplitudes and phases of the 1st odd-harmonic component because the power in the higher odd-harmonic components was negligible. Confidence limits (95%) were calculated by the T 2 circ statistic applied to the set of 6-s segments of replicate trials.
The confidence limits calculated by T 2 circ are applicable to response vectors in the complex plane, in which amplitude corresponds to distance from the origin and phase corresponds to direction. In plots of amplitude data, the 95% error bars show the largest and smallest distance from this confidence circle to the origin, determined separately at each condition. Significant differences (at p < .05) between two quantities of similar variance and phase occurs when these error bars, reduced by a factor of ffiffi ffi 2 p , do not overlap. A corresponding rule of thumb applies for differences in phase, if response amplitudes are similar. Unless otherwise noted, all statements about ''significant differences'' between responses refer to significance at p < .05, based on the T 2 circ confidence circles.
Results
Expt. 1: symmetry type
First, we investigated whether there are differences among the VEPs elicited by different degrees and configurations of symmetry: 2-fold symmetry (horizontal or vertical mirror), 4-fold symmetry (both mirror axes), and 8-fold symmetry (oblique axes added) as shown in Fig. 2 . Responses were measured for eight trials of each type of symmetry, with a modulation of 2 Hz. Check size was determined individually for each subject, based on the largest response to the 8-fold symmetry stimulus in pilot runs (see Experiment 2). Fig. 2 shows results for subject LL. For all channels, the amplitudes (left column) of the responses to symmetry are largest for the 8-fold patterns, and progressively smaller for 4-fold, vertical, and horizontal symmetry patterns. There is no significant difference between vertical and horizontal symmetry patterns. Amplitudes are similar at O z , O 1 , and O 2 , and the same dependence on number of symmetry axes is apparent. At P z , responses are smaller, but consistent with the above findings. In particular, the responses to 2-fold symmetry cannot be distinguished from each other (Julesz et al., 1978) . (c and d) Stimuli with 8-fold symmetry (horizontal, vertical, and oblique mirror planes). When scaled to the 9.4°stimulus size used, check sizes are 6 min (a and c) and 24 min (b and d).
at p < .05 (and the horizontal-mirror response cannot be distinguished from noise). The responses to 4-fold and 8-fold symmetry, though also not distinguishable from each other, are significantly (p < .05) larger than the 2-fold symmetry responses.
For all responses that are above noise, phase is independent of the number of symmetry axes and recording channel. Fig. 3 shows the results for the other subjects at O z -C z . (The dependence of the responses on scalp topography in these subjects, not shown, was similar to that of subject LL in Fig. 2) . For all subjects, responses to the 8-fold symmetry stimulus were significantly (p < .05) larger than responses to the 2-fold symmetry stimuli. Responses to the 4-fold symmetry stimulus were always intermediate in amplitude between the 2-fold symmetry responses and the 8-fold symmetry responses, although these differences were only significant in subjects LL, SO, and RM. Only subject SD had a difference in amplitude between horizontal and vertical mirror symmetry. There are no consistent trends in the phase data, although subject JV shows a slightly more lagged phase for a vertical symmetry axis.
In sum, as the number of axes increases, first-harmonic amplitude increases. Response phase and scalp topography (as assayed by the four-channel montage) do not appreciably change, but, given the small size of the responses, subtle changes might have escaped detection.
Since the amplitude of the first harmonic for the 8-fold symmetry is largest, but otherwise similar to the other types (Fig. 4) : 12 min for subjects LL, SO, and JV; 6 min for subjects RM and SD. Other details as in Fig. 2. of symmetry, 8-fold symmetry was used in the remainder of the study.
In this experiment, and in the experiments described below, the second-harmonic response did not depend on the presence or absence of symmetry, nor (as previously reported, Victor & Conte, 1996) on the presence or absence of texture-consistent with it reflecting local luminance and contrast mechanisms.
Expt. 2: spatial tuning characteristics
Next we investigated how VEPs elicited by symmetry and texture depend on check size. We used stimuli with seven check sizes, ranging from 1.7 to 35 min, as in Fig. 1 , and five repeats of each condition, at a temporal frequency of 2 Hz. Fig. 4 shows the results for all five subjects. For subject LL, the response to texture is largest at 1.7 min and rapidly decreases for check sizes larger than 3.4 min, while the response to symmetry is small at 1.7 min, and is maximal at 12 min. The maximum amplitude for texture responses is much larger than that for symmetry. The response phase for texture responses is more advanced than for symmetry, except at a check size 35 min. Moreover, the phase of the response to texture has an increasing lag as check size increases. Phase for the symmetry response is independent of check size.
The above trends (texture response tuned to a smaller check size than symmetry responses, and a relative phase advance) are present in various degrees in all subjects. At the smallest check sizes, the texture response is 2-5-fold higher than the symmetry response, while at the largest check sizes, the texture response is the same as the symmetry response (LL, SD), or smaller (SO, RM, and JV). In two of the latter subjects, the texture response is not significantly different from 0 at the largest check sizes (RM, JV), but the symmetry response persists. This shift is present both for subjects that have a clear peak in the tuning curve for symmetry (LL, SO, and RM), and for subjects for whom the tuning curve for symmetry is nearly flat (JV, SD).
The temporal phase of the symmetry response is lagged with respect to that of the texture response for all subjects for checks 6 min and smaller. For subjects, RM, JV, and SD, this phase relationship is independent of check size. For the other two, there is a reduction (LL) or reversal (SO) of the phase relationship for large checks.
Expt. 3: temporal tuning characteristics
Next we investigated how VEPs for symmetry and texture stimuli are influenced by temporal frequency. Responses were measured at seven modulation rates, ranging from 0.83 to 4 Hz.
Results are shown in Fig. 5 . For subject LL, the symmetry responses show a smooth peak from 1 to 2 Hz and decrease after 2 Hz. The texture response increases to a maximal response at 2.5 Hz. There is no significant difference in response phase below 1 Hz, but at higher frequencies, phase lag increases more rapidly for symmetry than for texture stimuli. For subject SO, the amplitude for symmetry gradually rises to a peak around 2 Hz but for texture, the amplitude increases sharply from 1 Hz and peaks at 3.3 Hz. RM shows a similar pattern. Subject JV does not show a clear temporal peak for the symmetry response, but has a texture response that peaks at 3 Hz. Subject SD has intermediate behavior: a hint of a peak in the symmetry response at 1-1.5 Hz, and a texture response that peaks at 3-3.3 Hz. For all observers, the texture response is shifted towards a higher temporal frequency than the symmetry response: it is approximately double the symmetry response at 1 Hz, but 4-fold higher at 4 Hz. Moreover, for each subject, the temporal tuning of the symmetry response is broader than the temporal tuning of the texture response.
In three of the five subjects, (LL, SO, and RM), the phase for symmetry decreases more rapidly than for texture; this phase difference corresponds to a latency difference of up to 80 ms (SO). The other two subjects (JV, SD) showed a trend in the same direction that did not reach statistical significance. Thus, while there is some intersubject variability, phase differences between texture and symmetry responses suggest that the latter process has a greater latency.
Expt. 4: temporal interaction of texture and symmetry
We have demonstrated differences between the spatial and temporal aspects of stimuli that drive mechanisms sensitive to symmetry and texture (even isodipole), but the these differences need not imply independence. The next experiment investigates interactions between symmetry and texture in the temporal domain. We use the three pairwise interchanges shown in Fig. 6 : between random and symmetry (denoted R M S), between random and even isodipole (denoted R M E), and between symmetry and even isodipole (denoted S M E). If there are no temporal interactions between mechanisms that drive the response to symmetry and those that drive the even isodipole response, then the response to the S M E interchange should be the difference between the response to symmetry (namely, R M S) and the response to the even isodipole stimulus (namely, R M E). That is, we can test for temporal independence by determining whether vector subtraction of R M S and R M E yields the response to S M E. Conversely, if the relation S M E = R M S À R M E does not hold, it will mean that there are temporal interactions between mechanisms sensitive to symmetry and to even isodipole structure. Temporal frequency was fixed at 2 Hz. Fig. 7 shows the results for the smallest check size used in each subject. First-harmonic responses are represented as vectors in the plane, and the radius of each circle represents the 95% confidence limit (Victor & Mast, 1991) . For subject LL, the vector R M E is longer and more advanced in phase compared with the vector R M S, corresponding with the previous experiments. The third quadrant contains the measured vector S M E (marked by ''+'') and the vector subtraction S M E (marked by '' * '') which is predicted by vector subtraction of R M S and R M E. The extensive overlap of confidence circles means that there is no significant difference between the measured response and the linear prediction. At this check size, one other subject (SD) shows agreement between the measured response and linear prediction. However, for the other three subjects (SO, JV, and RM), the measured S M E and the vector subtraction S M E are discrepant (p < .01 for each), implying a temporal interaction.
For each of five subjects, we chose three check sizes that covered the range that elicited both symmetry and texture responses, based on the data of Fig. 4 . Subject SO showed significant interactions at all three check sizes (6, 12, and 18 min); JV showed interactions for 3.4 min checks; RM showed interactions at 3.4 and 12 min, SD at 6 min, and LL at 12 min. In all subjects except SD, these interactions (Fig. 4) : 12 min for subjects LL, SO, and RM; 6 min for subjects JV and SD. Other details as in Fig. 2. were significant at p < .01 or less on O z , O 1 , and O 2 ; for SD, interactions were present on O z , O 1 , and P z , but at p < .05. Thus, while the check sizes that elicited the interactions varied across subjects, all subjects showed clear evidence of a temporal interaction of the processes that generate the texture response and the symmetry response.
Expt. 5: dependence on element density
Our last experiment uses sparse stimuli to dissociate check size and check density (Tyler & Hardage, 1996; Rainville & Kingdom, 2000 . Fig. 8(a) shows an 8-fold symmetry stimulus, with a check density of 25%: a standard (''first-order'') symmetry stimulus. In Fig. 8(b) , a similar image has been modified by randomly flipping the contrasts of the checks. The positions of the checks are still arranged symmetrically, so symmetry can be perceived despite the random contrasts-a reduced-density ''second-order'' symmetry stimulus.
We measured VEPs elicited by first-and second-order symmetry stimuli with check density ranging from 1.6% to 100%, interchanged with arrays of identical check density and intensity distribution but random positions. Check size was 12 min; interchange rate was 2 Hz, and five trials per stimulus type were obtained. Fig. 9 shows the results for three subjects. In the top left are the amplitude data for subject SO. Responses to both kinds of symmetry are very similar up to a density of 12.5%. At higher densities, the response to second-order symmetry decreases while the response for first-order symmetry does not change. (At 100% density, the ''second-order'' stimulus is identical to a completely random pattern, so no consistent differential response can be present.) There is no difference in response phase for first-and second-order symmetry responses, and no clear dependence on density. Subjects RM and JV show similar trends, with perhaps a lower density at which second-order response amplitudes diverge from first-order responses.
In sum, for all subjects, the response to first-and second-order symmetry is quite robust even at a density of 1.6%. At low densities, responses to second-order symmetry are indistinguishable from those for first-order symmetry, and second-order symmetry responses are reduced in comparison to first-order responses beginning at a density of approximately 12.5%.
Discussion
The differences between the VEP elicited by symmetry and by texture may be summarized as follows. Temporally, Fig. 6 . Examples of stimuli used in the interaction experiments. R, a random stimulus; E, an even texture; S, a symmetric stimulus.
the symmetry response peaks at 1-2 Hz, while the texture response peaks at 2-4 Hz (Fig. 5) . The temporal phase of the symmetry response is lagged with respect to that of the texture response in three of five subjects, corresponding to an effective latency that is greater by approximately 30-80 ms. Spatially, the symmetry response is much more broadly tuned to check size than is the texture response (Fig. 4) . However, these responses are not independent: all subjects studied showed temporal interactions (Experiment 4 and Fig. 7) . Finally, sparse symmetry stimuli as low as 1.6% density elicit a response that is comparable to the responses elicited by densities of 6.25-12.5%, and, for sparse stimuli, the response to first-and second-order symmetry is nearly identical (Fig. 9) .
Differences in correlation structures
Symmetry axes imply second-order correlations that are equally strong at short and long ranges (for conventional ''first-order'' symmetry stimuli), but the texture stimuli we used had no second-order correlations. Conversely, higher-order correlations in the symmetry stimuli are restricted to those required by the second-order correlations, while the short-range higher-order correlations in the texture stimuli are the simplest way that they can be distinguished from random patterns, and are not implied by correlations of lower order. In the following section, we consider what aspects of the difference in correlation structure may account for the characteristics of the observed VEPs. S<->E (vector subtraction) Fig. 7 . Analysis of temporal interaction for five subjects. Fundamental Fourier components of responses to R M E, R M S, and S M E are shown as vectors, whose length represents response amplitude and whose direction represents response phase. The radius of the circle at the tip of each vector indicates 95% confidence limit. The vector subtraction of prediction the S M E response, (R M E) À (S M E), is shown with a confidence limit derived from the confidence limits of the two components that are combined. Data presented from the smallest of three check sizes used for each subject: 3.4 min for JV, RM, and SD; 6 min for SO and LL. Temporal frequency: 2 Hz. Fig. 8 . Examples of stimuli used in Expt. 5: check density. (a) and (b) are first-order and second-order symmetry patterns, respectively, at a density of 25%. When scaled to the 9.4°stimulus size used, check size is 12 min.
4.1.1. Power spectral differences While texture and symmetry are exactly matched to the random stimuli in local luminance and contrast, only the texture stimuli are exactly matched in power spectrum (i.e., second-order correlations). Conventional (''firstorder'') symmetry unavoidably implies pairwise correlation. However, local contrast mechanisms driven by these correlations are not likely to contribute substantially to our results. First, at each spatial scale, these second-order correlations are very dilute. For example, in a 64 · 64 array, only 1/32 of the pixels are correlated with their nearest neighbor (those on the symmetry axis). Second, the VEP elicited by simple spatial contrast mechanisms (the results of such second-order correlations) has a phase shift corresponding to a latency that is approximately 40 ms shorter than that of the isodipole response (Victor & Zemon, 1985) , while the phase of the symmetry response is lagged with respect to the isodipole response (Fig. 5) . Finally, a simple spatial contrast mechanism would not account for the similarity of the responses to first-and second-order symmetry at low density (Fig. 9) , since, in a second-order symmetry stimulus, second-order correlations are absent. Thus, power spectral differences (and mechanisms sensitive to spatial contrast) do not account for the response to symmetry, or for the differences between responses to symmetry and responses to texture.
Short-range and long-range correlations
Symmetry is often characterized as ''global'' structure, but the long-range correlations and the short-range correlations are equally strong. Texture is often characterized as ''local'' structure, but local structure typically implies longer-range correlations (as it does here). In this sense, both symmetry and texture have short-range and longrange correlations. Accordingly, we also consider our results in terms of short-range and long-range higher-order correlations.
Several studies show that the short-range correlations within the even/odd textures primarily drive the VEP response (Victor & Conte, 1989; Victor & Conte, 1991) and influence performance on discrimination (Joseph, Victor, & Optican, 1997) or visual working memory tasks (Victor & Conte, 2004) , even though long-range correlations are present. Thus, it is likely that the local structure (short-range correlations), rather than the long-range correlations it implies, drives our VEP results.
The distinguishing aspect of second-and higher-order correlations in the symmetry stimuli is that the distance over which checks are correlated varies according to the position from the axis (from short to long correlations). Psychophysical studies of symmetry have indicated a large contribution of near-fixation short-range correlations to detection and discrimination performance (Dakin & Herbert, 1998; Gurnsey, Herbert, & Kenemy, 1998; Rainville & Kingdom, 2000 . These observations suggest that short-range correlations near the fixation point contribute to most of the symmetry response for a dense stimulus, but this view does not account for the responses to lowdensity symmetry stimuli (Fig. 9 ). For first-order symmetry stimuli, response strength is nearly independent of density, from 1.6% to 100%. Thus, long-range correlations in symmetry must be able to produce large VEP responses for low-density stimuli. Rainville and Kingdom (2002) suggest that the summation area used for symmetry analysis varies depending on stimulus density (see also Tyler & Hardage, 1996; Wenderoth, 1996) , and that long-range correlations come into play for low-density patterns Other than the number of symmetry axes, the stimuli used in that study were very similar to ours, and the same mechanisms are likely relevant. Additional insights may be gained by the use of textures such as those of Tyler (2001) , in which only long-range correlations are present.
Relation to other studies of symmetry
The work of Norcia et al. (2002) , which used random dot stimuli of a fixed density, appears to be the only VEP study of symmetry relevant for comparison. Their main finding, that a VEP response to symmetry is present and has a latency approximately 130 ms greater than the P100 (contrast) response, is consistent with our studies: we found that the VEP symmetry response had a latency of up to 80 ms longer than the isodipole texture response, which in turn is approximately 40 ms longer than the P100 (Victor, 1985) . We also examined how the VEP response to symmetry depends on element size and density, for comparison with psychophysical studies. The very weak dependence on density is consistent with the psychophysical findings of Tyler and Hardage (1996) .
Relation to studies of Glass patterns; neural correlates
In Glass (1969) patterns, local pairwise correlations (among pairs of dots) are combined to generate the percept of global structure. The nature of the global structure interacts with the local correlation structure-detection is better for concentric and radial patterns than parallel ones (Wilson & Wilkinson, 1998; Wilson, Wilkinson, & Asaad, 1997) . We speculate that this difference is related to the interaction between texture (viewed as a local process) and symmetry (viewed as a global one). One suggestion of an interaction between symmetry and texture comes from the results of Expt. 2, the check size experiment. For check sizes smaller than about 6 min, symmetry responses are attenuated compared to texture responses (Fig. 4) . This may indicate interference between analysis of symmetry and local texture processing (Dakin & Watt, 1994) . Also all subjects show evidence of a temporal interaction between texture and symmetry signals (Expt. 4 and Fig. 7) .
Thus, the global processes involved in symmetry detection and the (presumably local) processes involved in texture extraction and the determination of local orientation in Glass patterns are not fully independent. Correspondingly, evidence from physiological and imaging studies suggests that they take place in distinct (but interconnected) cortical areas. V1 neurons are known to be sensitive to the higher-order correlations that distinguish among isodipole texture stimuli (Purpura, Victor, & Katz, 1994) . For Glass patterns, local analysis of orientation is required as a prerequisite for extraction of global structure. This probably accounts for the difference in perceptual responses to Glass patterns with like and unlike-polarity dots (Badcock, Clifford, & Khuu, 2005; Burr & Ross, 2006; Glass & Switkes, 1976; Prazdny, 1986) , and for the responses of V1 neurons to Glass patterns (Smith, Bair, & Movshon, 2002) .
Physiologically, the size of the classical receptive field grows significantly from lower to higher areas, with a 2-3-fold increase in area from V1 to V2, and again from V2 to V4 (Desimone & Schein, 1987; DeValois & DeValois, 1990) . Smith et al. (2002) showed that V1 neurons' responses to Glass patterns can be explained by local pairwise correlations while responses to global structures are attributed to neurons of V2 and V4 which preserve topographical mapping.
However, local analysis of orientation or texture is not required for the extraction of global structure in the symmetry stimuli used here and by others (Tyler & Hardage, 1996; Rainville & Kingdom, 2000 , and it is unclear whether symmetry, per se, is a prerequisite for the appreciation of global structure in Glass patterns. Thus, the above physiological results concerning the topographically mapped visual areas are not directly applicable to understanding the neural mechanisms underlying responses to symmetry.
On the other hand, functional imaging studies (Tyler et al., 2005) have revealed neural activation specific to symmetry processing in extrastriate visual areas with limited or no topographic mapping of the visual field. This is distinguished from processing of contrast and texture, which activates primary visual cortex, topographically mapped regions in the occipitotemporal stream, and fusiform areas (Beason-Held et al., 2000) . These differences in the neural sites at which symmetry and texture are analyzed are likely to correspond to the differences in the spatial and temporal properties of the VEPs that these stimuli elicit.
