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1. INTRODUCTION 
Let Q be a bounded symmetric domain in C=” with normalized volume 
measure dk’. Let K(z, W) be the Bergman kernel of Q associated with dK 
The Bergman distance /I( ., .) of Q is, by definition, the “integrated form” 
of the infinitesimal metric 
1 a2 
Gi,(Z) = j a~ log K(z, z). 
* I 
For a in Q and I > 0, let E(a, r) = {z E Q : /I(a, z) < r} be the open ball in 
the Bergman metric with center a and radius r. Given a function f in 
L2(Q, dl/), the mean oscillation offin the Bergman metric is the function 
MO,f (z) defined on Sz by 
Mo,f(z) = [&i,,,,,, I f(w) -ml2 dV(n.)lli2, 
where ) E(z, r)) is the U-volume of E(z, r) and 
A 1 
___ fr(z) = ( E(z, r) ( s E(;, p Ww) 
is the mean (or average) of .f over E(z, r). MO,,f was first introduced and 
studied in [l-3]. It is clear that MO,f(z) is continuous in Q and 
MO,f(z) = CGZ (z) - I .fAzY 1 ’ ‘I2 Various function spaces on Q can be * 
defined by imposing growth conditions on MO, f (z) near the boundary 
X2 of 52 (we use the topological boundary in this paper instead of the 
distinguished boundary or Shilov boundary). In particular, we define 
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BMO,(SZ) to be the space of allfsuch that ~V0,(f’) is bounded on Q. We 
equip &440,(O) with the semi-norm 
IIfII,=suP{~~rf(z): zEB)=sUP(I~(z)-I~~(Z)I2]‘,2:,En). 
By Theorem 18 of [3], BMO,(Q) is independent of r. Moreover, all the 
semi-norms )( 11,. are mutually equivalent. Thus we’ll drop the subscript Y 
and simply write BMO(Q) for BMO,(Q). Note that our BMO here is 
different from the classical BMO even in the case of the unit disc. The 
classical BMO requires that the mean oscillation be bounded for balls of all 
sizes, while the definition of our BMO here requires this only for balls of 
a fixed hyperbolic size. 
The importance of BMO in the Bergman metric was first exhibited in 
[2, 31, where it was used to characterize the boundedness of Hankel 
operators on the Bergman spaces. Several other descriptions of BMO 
were also given in [2, 33. We need the invariant description of BMO. 
Suppose f is in L’(s2, dV), the Berezin transform of f is defined by 
f(z) = (l/K(z, z)) Jo 1 K(z, w)I~,~(w) U(w). It was proved in [3] that for f 
in L2(Q, dV), we havefE BMO if and only if the function I?(z) - ( f(z)/’ 
is bounded in R. Since the Berezin transform is invariant under the 
automorphism group Aut(O)(biholomorphic maps of s;Z), that is, 
f<(z) =7M4) f or all cp E Aut(Q) and z E Q, so BMO is invariant under 
the action of Aut(L2). Moreover, (1 j” II BMO = sup ( [IT(z) - ( f(z)1 ‘1 ‘I2 : 
z E Q} is a complete and invariant semi-norm on BMO. 
This paper is devoted to the study of the multipliers of BMO in the 
Bergman metric on bounded symmetric domains. We assume that L2 is in 
its standard representation so that OEQ and Q is circular. We state our 
main results as Theorems A, B, and C. 
THEOREM A. For any bounded symmetric domain 52 and f E L”(Q, dV), 
the folIowing conditions are all equivalent: 
(1) f multiples BMO, i,e., fBM0 c BMO; 
(2) /l(O, z)[ z(z) - I7(z)l”]“’ is bounded in Sz; 
(3) m, z,cG? (z)- l.m121”2 . IS bounded in R for all r > 0; 
(4) ace ,Z ,rGh HPw211’z . r z rb 1s bounded in Q for some r > 0. 
Note that when Q is the open unit ball in C”, then 
m z) - 1% j+ - 1% & (lzl--+ 1-J 
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for any fixed r > 0 (see Lemma 7). In this case, Theorem A says that for 
f E L”(0), we have fBM0 c BMO iff 
(log i+) n7k)- If(z)1211’2 
is bounded, iff 
is bounded. Thus we can say that multipliers of BMO are bounded 
functions with logarithmic mean oscillations in the Bergman metric. The 
corresponding result for the classical BMO on the unit circle was 
established in [S]. General types of mean oscillation conditions in the 
classical case were also studied in [5, 61. 
Let VMO(Q) be the closed subspace of BMO(l2) consisting of functions 
f such that s(z) - 1 f(z),’ --f 0 as z + &2. It was shown in [3] that for 
f in BMO(Q), we have fE V&40(Q) if and only if G(z)- 1 fr(z)12 + 
O(z --) X2) for all (or some) r > 0. VMO(sZ) is also invariant under Aut(Q), 
and it was used in [l-3] to characterize the compactness of Hankel 
operators on the Bergman spaces. Several other descriptions of VMO(0) 
can also be fouhd in [l-3]. Our next result concerns multipliers of the 
space VMO(Q). 
THEOREM B. For any bounded symmetric domain Q andf in L”(Q, dV), 
we have f VMO c VA40 if and only if fBM0 c BMO. 
Let $4(Q) be the Bloch space of Sz. See [9] for definition. If 
Q = B,, the open unit ball, then a holomorphic function f on B, is in 
93(B,) if and only if (1 - 1z12)1 Vf(z)l is bounded in B,, where Vf(z)= 
((af/az,)(z), . . . . (af/dz,)(z)) is the holomorphic gradient of f: We denote 
by !JSo(B,) the little Bloch space of B, consisting of functions f in S?(B,) 
with the property that (1 - 1 z 1 2)1 Vf (z)\ + O(z -+ as,). g(B,) is invariant 
and Ilf IlB=~~P~EBn(l-l~12)IVf(~)I is a complete semi-norm on a(B,). 
aO(B,) is a closed invariant subspace of S?(B,). Let H(Q) be the space 
of all holomorphic functions in Q, then it was shown in [3] that 
BMO(Q) n H(Q) = g(Q). Moreover, the Bloch norm is equivalent to the 
BMO-norm. 
Let L,P(B) be the Bergman space of holomorphic functions in Lp(Q, dV). 
Let P be the Bergman projection defined by Pf(z) = Jn K(z, w) f (w) dV(w). 
L:(Q) is a Banach space for all 1 dp < + co. Given a function f on 0, the 
Toeplitz operator T, is defined by T,g = P(fg). We let H”(Q) denote the 
space of bounded holomorphic functions in Q. 
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THEOREM C. Suppose f E H( B,), then the ji)llowing conditions are 
equivalent :
( 1) jBM0 c BMO; 
(2) j-vMOc VMO; 
(3) f??#cB; 
(4) f~oc%; 
(5) Tf: Lz + LL is bounded; 
(6) fE H” and (1 - Iz/‘)lV’(z)/ log(l/(l - 1~1’)) is bounded in B,. 
As a result of Theorem C, we have a complete characterization for the 
multipliers of the Bloch space g(B,) and the little Bloch space aO(B,) of 
the open unit ball in @“. For higher rank domains 52, VMO(Q) n H(Q) 
consists of just the constant functions [2,3], and we don’t know a natural 
way to define the little Bloch space (the closure of the polynomials in g(Q) 
doesn’t behave well in this context). 
The extremal problems in Section 2 are of some independent interest. We 
also give some sufficient conditions for the boundedness of T,on LL(B,) in 
Section 6. 
The author thanks Lew Coburn and Charles Berger for useful conversa- 
tions. The author also thanks the referee for some very insightful comments 
and correcting a few minor errors in the original manuscript. This work 
was done while the author was at the University of Washington. 
2. AN EXTREMAL PROBLEM 
Recall that a function f in L2(Q, dV) is in BMO if and only if 
II f II BMO=SUP [p (z)-~~(z)t21”2< +a, 
ZER 
where 
m=‘J m z) I K(z, w)l’f (WI Ww) R 
is the Berezin transform of f: The normalization of dV implies that 
K(z, 0) = K(0, w) = 1 for all z and w in Q. Thus 
?(O) = jJ-(N dV(w). 
The following extermal problem is essential to our analysis. We use the 
notation F(z) N G(z)(z + XI) to mean that the quotient 1 P(z)l/l G(z)1 stays 
between two positive constants as z + XI. 
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THEOREM 1. For all r > 0, we have 
(1) ~uPMI4l: Ilfll BMO G 1,“m = 0) - P(0, z) (z --) 8Q); 
(2) suP~lfr,(41: llfll BMO G LJ(O) = o> -m z) (z + dQ)- 
ProoJ Given f in BMO and z in 52, we have 
Appling Lemma 8 of [ 11, we can find a constant C, > 0 (depending only 
on r) such that 
[ 1 
jECz r) 
I 
112 
I L(z) -m G c, I f(w) -ml2 I kb4* dUw) 
D 1 
112 
< c, I f(w) -ml2 lk(w)12 Ww) 1 R 
where k,(w) = K(w, z)/,/m is the normalized reproducing kernel of Q. 
Note that the Berezin transform 7 can also be written as 
7(z) = jQ/(W)I kbw dUw), 
thus we have 
i Ifb+f(z)12 Ik(wN’~~(w)= lTFcz,- l.ml’. R 
Hence 
I L(z) -m G w-7Tw - I m121”2 < c, II f /IBM0 
for all f~ BMO and z in Q. This implies that (1) and (2) are equivalent 
since fi(O, z) --f + co as z 4 dQ. Next we prove (1). 
BY Theorem F of CL 31, I .%I -T(w)1 < 2,,h II f II BMO B(z, w) for all f 
in BMO and z, w in Q. In particular, if f(0) = 0 and )I f 1) BMO < 1, then 
I f(z)\ < 24’5 /?(O, z) for all z in Q. It follows that 
sup {I .ml : II f II BMO~l,J(O)=O}d2JZB(O,z) 
for all z in Sz. 
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To prove the other direction, let iV=in /I(O, z) dV(z), and fb(z) = 
/?(O, z)-1. By Theorem E of [2, 31, AE (0, + co). Clearly~Q(0) =0 and by 
results of [2, 33, f0 E: BMU. By the invariance of the Bergman metric and 
the triangle inequality, we have 
= 
s 
Jqz, W)dV(W)-1 
3 I (Bk 0) - P(O, WI) W/(w) - 1 R 
= P(O, z) - 2/2 
for all z in Q, where q2 is the unique element in Aut(B) with the properties 
that rp, 0 cpz = Id, q,(O) = z, and cpz has an isolated fixed point. The real 
Jacobian determinant of qz is 1 k, ( 2, see [ 1, 31 for more information on cpz. 
It follows from the above estimate that 
sup {I f(z)1 : II f II BMO 6 L.m) = 0) 2 ,I f ; I &T,cz)I 
0 BMO 
1 
3 II fo II BMO 
UN4 z) - 211, 
Since /?(O, z) ---f + cc as z -+ aQ and 211 is just a constant, we can find a 
compact set Kin 52 such that /?(O, z) - 212 i/3(0, z) for all z in Sz - K. Thus 
sup { I fwr : II f II BMO G L7(0) = o> 3 
m z 1 
2 II Al II BMO 
for all z in 52 - K. This completes the proof of Theorem 1. 4 
Recall that VMO is the closed subspace of BMO consisting of functions 
fsuch that 3 (z) - I f (z)12 -+ 0 as z -+ 8L2. We look at the corresponding 
extremal problem for VMO. 
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THEOREM 2. For all r > 0, we have 
(1) suPo7(4l: llfll BMO~1,7(0)=0,f~VMO}~P(O,Z) (z+aQ); 
(2) suP{lJ-(4: Il./-II B.&f0 d 1,7(O) = 0, fE VMO} - P(O, z) (z + asz). 
Proof: By the proof of Theorem 1, (1) and (2) are equivalent for all 
r > 0. Moreover, since VA40 c BMO, we have sup { I f(z)1 : 1) f IIBMO < 1, 
f(o)=o,fE VMO} <2&?(0, ) f z or all z in Q. So it remains to prove that 
there exists a constant 0 > 0 and a compact set K of D such that 
sup{ I ml : II f II BMOd1,7(0)=0,fEVMO}~~~(O,Z) 
for all z in Sz - K. 
Fix any positive integer n, let S, = {z E Sz : fi(O, z) = n}. For any z. E Szn, 
let a(t): [0, l] + Q be the geodesic (in the Bergman metric) from 0 to zo. 
Define 
Do this for each and every z. E Szn, then f, is a well-defined function on 
E(0, 2n) with the property that f,(z) = 0 for all z in Szn. Geometrically, 
f”(z) is /3(0, z) in E(0, n) and fn is geodesically symmetric with respect o S, 
in E(O,2n). Let f,,(z) =0 for all z~I2 - E(O,2n), then fn E VMO and 
II fn II BMO < 2 II B(O, .)(lBMO for all n = 1, 2, . . . . Let g, =fn -TJO), then 
g, E I/MO, B,(O) = 0, and II g, II BMO d 2 )I fl(O, .)\I BMO for all n = 1,2, . . . . 
Moreover, 
‘i?,(z) = 5, gn(w)I kAW)12 Ww) 
= s , E(O ,",fnbo M412 Ww) -7m 
ZT f?l(w)l k(w)12 Ww) -xm 
JE(o, n) 
= 
s P(O> w)l k(w)12 ww E(O. n) 
ZZ s E(r, n) P(z, w)Ww) -XI(O) 
2 J,& n) UVZ? 0) - B(OY WI) Ww) -no) 
= P(O, z)l m n)l - jE(- “) NO, WI Ww) -Lw. 
I, 
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d I E(O, )I) m z) Wz) + jE(o 2n)~ E(O )1) ndV(z) 
d I n D(O, z) dV(z) = 1 
for all M = 1, 2, . . , Therefore, 
g,(z) 3m, z)l E(z, n)l - 21 
for all z in Q and n = 1,2, . . . . This implies that 
sup 1 I .%)I : II f II BMO 6 Lm) = wc VMOj 
3~~P{I~,~~~IIlIg~IlBMO:~=~,~,...} 
1 
> 
2 II Pux . Ill BMO 
sup{~(O,z)lE(z,n)l-2k:n= 1,2, . ..} 
km z) - 21 
=2 Ilm .)IIBMO’ 
Since p(O, z) -+ + co(z + 852) and 1 is just a constant, we can find a compact 
set K in Q such that p(O, z) - 22 > $(O, Z) for all z in Q-K. Hence 
sup { I ml : II f II B,&fO < 1,7(O) = OJE VMO} > P(O? z) 
4 II m . III EM0 
for all z in D-K. This completes the proof of Theorem 2. 1 
3. MULTIPLIERS OF BMO IN THE BERGMAN METRIC 
A function f on D is a multiplier of BMO if fg E BMO for all g in BMO. 
In this case, we write fBM0 c BMO. In this section, we characterize all the 
bounded multipliers of BMO. 
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LEMMA 3. IffBMO c BMO, then there exists a constant C > 0 such that 
II fs II BMO~C II gllm40 for all g in BMO with g(O) = 0. 
Proof: Let (1 fl\, = (1 f (jBMO + 1 T(O)\, then BMO becomes a Banach 
space with the norm )I I( *. Note that 
II f II f,qn, dY) G II f-f(W LqfAdV)+ IJ(O)l Q Ilfll.. 
Thus convergence in (BMO, 1) I/ .J implies L’(sZ, dV)-convergence which in 
turn implies pointwise (a.e.) convergence of a subsequence. In this case, the 
closed graph theorem applies and we can find a constant C > 0 such that 
II f.2 II * G c II g II * 
for all g in BMO. If g(O) = 0, then 
II fg II BMO~Ilf~II*~~/I~II*=~/I~lIBMO~ 
completing the proof of Lemma 3. 1 
Remark. It is easy to see from the proof of Lemma 3 that multipliers of 
BMO have to be bounded functions. In fact, fBMOc BMO implies 
I( fg I\ * < C /I g I( * for some constant C> 0 and all g E BMO. Since 
I/ 1 II * = 1, it follows that I( f” /I * < c”, but I( f II Lo 6 /I f (I .+, so 
D 1 
1/2n 
I f(Z)12” dV(z) < c 
R 
for all n = 1, 2, . . . . Letting n -+ + co leads to I\ f (loo < C. (The author 
thanks the referee for this remark.) 
THEOREM 4. For any bounded symmetric domain Q and fe L”(sZ, dV), 
the following conditions are equivalent: 
(1) fBM0 c BMO; 
(2) fi(O, z)[p (z)- If(z)I’]““is bounded in 0; 
(3) j?(O,z)[s(z)-lfr(z)I*]“* is bounded in Qfor all r>O; 
(4) b(OY 4cG (2) - I 7r:(41211’2 . 1s bounded in Q for some r > 0. 
ProojI By Lemma 8 of [ 11, there exists a constant M, > 0 (depending 
only on r) such that 
6h,- IhN’Gf, Cs b)- 1~(4121 
for all f in BMO and z in R. Thus (2) immediately implies (3). That (3) 
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implies (4) is obvious. So it remains to show that (4) implies (l), and (1) 
implies (2). 
We first prove the implication (l)* (2). Suppose fBM0 c BMO, then 
by Lemma 3, there is a constant C>O (depending on f) such that 
II fg II BMO~C II gllmfo for all g in BMO with g(O) = 0. Write 
f(z)g(z)-~a)=f(z)(g(z)-g(a))+g(a)(f(z)-7(a))+~(a)g(a)-fg(a). 
It follows that 
Im)lIf(4-f(4l6 If(4&-Z4l+ llfllm I&)-s(a)l 
+ I f(a) s(a) -m . 
But 
I f(a) l?(a) -zi4l = / jQf(4Mz) -i!(u))1 WN2 dV(I)~ 
d Ilf llm [ J 
112 
I &)-~wl* Ik&)~12Mz) R 1 
= Ilf llm CL? @)-I .ml*l”*6 Ilf IICC II gll,,,> 
I s(a)1 If(z) 44 d II f II m II g IIBMO + I f(z) g(z) -ziia)l 
+ Ilf Ilcc I &)-2(a)l. 
This implies that 
I aaN 
L 
5, If (2) -fGw w] 
UP 
G Ilf II30 II glI.m+ Ilf /I’m 
[ 
i, I &)-au)lP44z) 1 
VP 
[s 1 
IlP 
+ I f(4d4-zi41P&(4 R 
for all 1 <p < + co and any probability measure p on 52. Let p = 2 and 
&(z) = ) k,(z)l’ N(z), then we get 
I aaIl CTs-i; (a) - I f@)121”2 
5s II f II 00 II g II BMO + II f II 00 II g II EMU + II fs II BMO 
G(2 Ilf II’m+C)ll gll.m 
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for all g in BMO with g(0) = 0 and a in s2. Taking the supremum of the 
above inequality over g with 11 g(I BMO d 1 and g(0) = 0, and applying 
Theorem 1, we conclude that fl(O, a)[3 (a)- I7(u)1’]“” is bounded in 
Q. This proves (1) =S (2). 
Next we prove that (4) * (1). Let 
M=sup~(o,~)~~(z)-~(j,(z)12]1’zi +co. 
zso 
We wish to prove that fBM0 c BMO. Given g in BMO with g(0) = 0, we 
can write 
f(z) g(z) - (Z), (a) =f (z)(&) -i,(a)) +&(a)(f (z) -L(4) 
+srwf24 - &L (a). 
It follows that 
I f(z) g(z) - &Jr (UN G II f II m I g(z) -ir(a)l + I i,(a)ll f(a) -.Lw 
+ I mmd - ch (UN. 
Note that 
1 ~&).LW - CAL (UN = 
1 
I j 
, E(u, r), E(a, ,) f (z)(g(z) -8,(u)) C(z) 
d II f II cc b& L.. I) I g(z) -&?r(a)12 dJ,Tz) r2 
= Ilf IL CGh- I &(4121’/2~ lif IUrn IIgll,, 
where 
II gllr=suP Cl 81; b)-I itr(41211’2. zsR 
Thus 
I f(z) g(z) - (Z), (a)1 G II f II m II g llr + II f II 00 I g(z) -$r(a)l 
+ I &%(a)l I f(z) 44. 
This implies that 
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I?:’ I f(=)g(z) - c.zihr (u)l I’ 4(z) 1 
IP 
R
G ll.flL II g/l,+ ll.f’II / L i‘ 1 
I/’ 
I g(z)-R,(a)lP44z) I> 
L I 
I//J 
+ I d,(a)1 j I f(Z) -frba p 44z) R 
for all 1 <p < + cc and any probability measure p on Q. Let p = 2 
and 44~) = (xEca, r) (z)/l E(a, r)l) dV(z)(here x denotes the characteristic 
function), then 
Cls? (a)- ICk W121”’ 
d2 Ilfll, II gll,+ I br(a)lr$(a)- If&)121”2. 
By Theorem 1, there exists a constant C > 0 and a compact set K of 52 such 
that 
I .&(a)l d c II g IIBMO P(OT a) 
for all a E Q - K. Therefore, 
for all a in Q-K. This implies that 11 fg IjT < + co. By the Corollary to 
Theorem 18 of [3], we have fgE BMO. This completes the proof of 
Theorem 4. 1 
COROLLARY. Suppose X is a closed subspuce of BMO with the property 
that 
SUP f I .&,I : II f II BhfO d LJ(O) = @SE x> -m z) (z -+ aa), 
then we have 
gBM0 c BMO o gX c BMO 
ifg is in L”(Q, dV). 
Proof = if obvious. Suppose gXc BMO, then the closed graph 
theorem (similar to the proof of Lemma 3) shows that AI,: X-r BMO is a 
bounded operator. Now the proof of (1) * (2) in the theorem implies that 
m m-i7 (z)- I &%)l’1”’ is bounded in 8, thus gBM0 c BMO by the 
theorem. 1 
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4. MuL-rrPLrERs OF VMO IN THE BERGMAN METRrc 
We determine in this section the bounded multipliers of VA40 in 
bounded symmetric domains. The main result is 
THEOREM 5. For any bounded symmetric domain $2 and f E L”(!2, dV), 
we have fvM0 c VMO if and only if fBM0 c BMO. 
Proof. Suppose fVM0 c VMO, then in particular, fVM0 c BMO. By 
Theorem 2 and Corollary 2 to Theorem 4, we have fBM0 c BMO. To 
prove the other half of the theorem, we need the following 
LEMMA 6. If f E VMO, then 
7(z) 
ZlirnQ p(0, z) = O. 
Proof. By Theorem 14 and Corollary 2 to Theorem F in [3], f E VMO 
implies that lim, _ an sup { ( T(z) -T(a)\ : z E E(a, r)} = 0 for all r > 0. Given 
E > 0, choose R > 0 such that 
sup 1 I .7(z) -f(a)1 : z E E(a, r)} < 6 
for all j(O, a)> R (note that a + dQ iff &O, a) -+ + co). Fix a with 
fi(O, a) > R, let a(t) (0 <t < 1) be the geodesic (in the Bergman metric) 
from 0 to a. Let t, be the unique number between 0 and 1 such that 
fl(O, a([,)) = R. Let M= sup (1 y(z)1 : /3(0, z) = R} and N= [j?(a(t,), a)] + 1 
(here [x] denotes the largest integer <x), then M-c + co because 
{z$(O,z)=R} is compact. Divide [to, l] into N equal subintervals, 
t*<t, < ‘.. < t, = 1, then we have 
N-l 
17(a)l d Ijx(dto))l + c I~(~((fk+,))-~(~((fk))l <MM&EN 
k=O 
for all p(O, a) > R. Note that 
N< B(a(t,), a) + 1 d P(0, a) + 1, 
thus 
for all /?(O, a) > R. Let a + 852, we get 
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Since E is arbitrary, we must have 
774 
.t-% B(o, = O. 
This finishes the proof of Lemma 6. 1 
We can now prove the remaining part of Theorem 5. Suppose 
fBM0 c BMO, then by Theorem 3, B(O, z)[ 3 (z) - 1 f(~)*]“~ is 
bounded in Q. Let C = sup { p(O, z)[ E (z) - I y(z)/ ‘1 ‘I2 : z E 52). Then the 
equality 
f(z) g(z) -a4 =f(zN&) -i(a)) +aa)(f(z) 44, 
+ mm4 -a4 
and the proof of Theorem 3 imply that 
Cl%? (a)- l(ZN~)l 1 
c I s’(a)1 2 “*G-2 Ilfllm Gi%H m)121”2+ B(o,u) 
for all g in BMO and a in Q. If g is in VMO, then p (a) - ) g(u)l* -+ 0, 
and by Lemma 6, ( g(u)j/&O, a) -rO as a + &Q. Thus 1z (a)- 
iG5(a)l 2 + 0 as a + dQ. This implies that fg E VA40 if g E VMO. We have 
completed the proof of Theorem 5. 1 
5. THE RANK 1 CASE 
In this section we specialize to the case where Q = B,, the open unit ball 
in C:“. In this case, 
1 
~(z~w)=(*-(z,w))“+l 
and 
l+lzl log - 
l-Jz(’ 
It follows that fi(O, z) - log K(z, z) - log( l/( 1 - (z I’)) as z + aB,. By 1.4.10 
of [7], we have 
s I wz, WI dV(w) - log & (z -+ as,). & 
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By Lemma 8 of [l] with a = z, we have ( E(z, r)l - l/K(z, z) for all r > 0. 
Thus we also have log( l/j E(z, r)l ) - log( l/( 1 - I z I’)). We state these 
results as 
LEMMA 7. For Q = B, and r > 0, the following are equivalent as z + as,, : 
(1) {B, IO, w)l Ww); 
(2) P(O, z); 
(3) log K(z, 2); 
(4) log( l/l E(z, r)l ); 
(5) Wl/(l- b12)). 
Recall that the Bloch space 9(B,) consists of holomorphic functions f on 
B,, with 
The little Bloch space &,(B,) is the subspace of C#(B,) generated by poly- 
nomials. f E &&,(B,) if and only if 
lim (1- ~2~‘)~ Vf(z)l =O. 
z+aL?, 
Let H(B,) be the space of all holomorhic functions in B, and H”(B,) 
be the space of bounded holomorphic functions. We have 
99(B,) = BMO(B,) n H( B,) and 9&,(B,J = VMO( B,) n H(B,), see [2,3]. 
The Bloch norm (I f II9 is equivalent to the BMO-norm 11 f I)BMO for 
holomorphic functions [2,3]. Since a and 9&, are complete in the Bloch 
norm, they are closed subspaces of BMO. 
LEMMA 8. Zf C? = B,, then we have 
(1) suP{lf(z)l: Ilf II a< Lf(O)=O} -lm z) (z+aB,); 
(2) suP{lf(z)l: Ilf II !&?G Lf(o)=o,f~:o} -P(O, z) (Z--taB"). 
Proof. Note that f(z) -f(z) for f holomorphic and in L’(Q, dL’), and 
that .4$ c 9J c BMO. By Theorem 1, it suffkes to show that there exists a 
constant 0 > 0 and a compact set K in B, such that 
SUP {I f (z)l : II f II ~1,f(O)=O,fE~~}~aB(O,z) 
for all z in B, - K. 
Fix z in B,, let g,(w) = log K(w, z) (the principal branch with log 1 = 0), 
then g,E 9&, since g, is continuous on B,. We also have g,(O) = 0 since 
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K(0, Z) = I by the normalization of dV. It is easy to compute that 
/) gZ I/,/B < 2(n + 1) for all in B,,. It follows that 
Now the desired result follows from Lemma 7. 1 
THEOREM 9. Suppose ,fe L”(B,, dV), then the follong conditions are all 
equivalent: 
(1) fBM0 c BMO; 
(2) .fB C BMO; 
(3) fBo c BMO; 
(4) fB"C VMO. 
Proof The implications (l)* (2) and (2)* (3) are obvious. (3)* (1) 
follows from Lemma 8 and the corollary to Theorem 4. Thus (l), (2), and 
(3) are equivalent. It is clear that (4) implies (3). Since B0 c VMO, thus (1) 
implies (4) by Theorem 5. This completes the proof of Theorem 9. 1 
Next we further specialize to the case where the function f is 
holomorphic in B,. In this case, it is not necessary to assume that f is 
bounded as shown by the following lemma. 
LEMMA 10. Suppose f is holomorphic in B, andfZ.8 c 28 or fgo c 2&, then 
f~H"(&). 
Proof: By the closed graph theorem, there exists a constant C > 0 such 
that 
lIf8Il.a~~Cl gll, 
for all g E g (or $&,) with g(0) = 0. This implies that 
I f(z) dz)l= I m a.9 z)>l 
GM Ilfgll, IIa.Tz)ll, 
<MCI1 Al, lIm.,~)ll,, 
where the first inequality and the constant M> 0 follow from the L~-ZZl 
duality (this is only true for rank 1 domains, see [lo]). Taking the 
supremum of the above inequality we get 
If(z)I SUP{1 &)I: II glI,d1,g(O)=OJdMClIK(.,z)ll,. 
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If fBO c &$, we get 
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I f(z)1 sup{1 giz)l : II g II ~~1,g(O)=O,g~~~}d~~II~(~,~~ll~. 
Now the desired result follows from Lemmas 7 and 8. 1 
THEOREM 11. Suppose f E H(B,), then the following conditions are 
equivalent :
(1) fBM0 c BMO; 
(2) fBc% 
(3) f~oc~o; 
(4) fE H” and (1 - \z\‘)\ Vf(z)J log(l/(l - 1~1’)) is bounded in B,. 
Proof: The implication (l)* (2) follows from the fact that 
BMO(B,) n H(B,)=&I(B,) (see [2,3]). If fBc.!49( c BMO), then by 
Lemma 10, f E L”(B,), thus by Theorem 9 ((2) * (4)) fgo c VMO. Since f 
is holomorphic and VMO( B,) n H(B,) = $?&,(B,), we must have f9Zlo c !G&,. 
This proves (2) * (3). If fao t &$, then fe L”(B,) and fao c VMO, thus 
by Theorem 9, we have fBM0 c BMO. Therefore, (1 ), (2), and (3) are all 
equivalent. Next we prove that (2) and (4) are equivalent. 
Suppose f3 c B, then f~ H”(B,) by Lemma 10 and there exists a 
constant C > 0 (by the closed graph theorem) such that )I fg )I D < C /I g 1) D 
for all g E B with g(0) = 0. Observe that 
V(fg)(z) =f (2) Vg(z) +g(z) Vf (z). 
It follows that 
I s(z)1 IVf(z)l(l- lz12)G Ilfll, II gIla+ c II gll, 
for all ge .%? with g(0) = 0 and z in B,. Taking the supremum of the 
above inequality over (1 g(l io d 1 and g(0) f 0 and using Lemmas 7 and 8, 
we conclude that lVf(z)j(l - Izl*)log(l/(l - 1~1’)) is bounded in B,. 
On the other hand, if (4) holds, then for all g E g with g(0) = 0, we have 
IVfg)(z)l = If(z)Vg(z)+g(z)Vf(z)l 
G Ilf llm IV&)l+ I &)I IVf(z)l 
Q Ilf /ICC IVg(z)l+ II gll.am,z)l Vf(z)l. 
See (3.13) of [9] for the last inequality. This implies that (1 - ) z I*) 
IV(fgNz)l G Ilf IIm (1 - l~l’)l V&N + II glI9 (1 - lzl*)l Vf(z)l /WA z) is 
bounded in B, since j?(O, z) - log( l/( 1 - ( z (‘))(z -+ LIB,). We have 
completed the proof of Theorem 11. 1 
580.'87.1-4 
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6. TOEPLITZ OPERATORS ON THE BERGMAN SPACE LL(B,) 
We investigate the boundedness of Toeplitz operators on the Bergman 
space Lj, of B,,. Recall that the Toeplitz operator T,- with symbol f’ is 
defined by Tfg = P(fg), where P is the Bergman projection. It is interesting 
to know when Ty is bounded for fin L”(Q). We give some sufficient condi- 
tions for the boundedness of T,- on Lt. If f is anti-holomorphic, then we 
also obtain necessary and sufficient conditions. 
Let ,u be a positive Bore1 measure on Q. We say that p is a Carleson 
measure on Bergman spaces if 
i 
JR I f(z)l p 44z) sup In ,f(z),P&qz):f~L: < +co. 1 
It turns out that Carleson measures on Bergman spaces are independent of 
p. In fact, p is a Carelson measure on Bergman spaces if and only if 
for all (or some) r > 0. See [3]. 
Iffis a positive function in L2(Q, dV), then T, is a bounded operator on 
L:(O) if and only if f(z) dV(z) is a Carleson measure on Bergman spaces 
[3]. Our first result is a sufficient condition for the boundedness of 
Toeplitz operators on LL(B,) in terms of Carleson measures. 
PROPOSITION 12. Suppose a function g on B, satisfies the condition 
sup log(l/(l - IZI’)) 
f Ig(w)l dV(w) < + ~0 
ZCB” I -% r)l E(r, r) 
for some r > 0, then T, and Tg are bounded on LL. 
Proof: Suppose g satisfies the above conditions, then by Lemmas 6 and 
8 of [l], we have 
1 
s 
1 
f;:” ) E(z, r)l ,qz, r) ’ g(w)’ log 1 - , w ,2 dV(w) < + co. 
So I g(w)llog(Ml - I WI”)) dV(w) is a Carleson measure on Bergman 
spaces. This implies that there exists a constant C > 0 such that 
J 1 B. If( I &)I 1% 1 _ ,z,2 _ _ dW) G c JBn I f(z)~ df’(z) 
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for all fin LA(B,). Applying Lemma 7, we get another constant C, > 0 such 
that 
SR, I f(z)1 Ig(z)1 dl/(z) lBn I J4 z, w)l dV(w) dc, j I f(z)1 Wz) &I 
for all fin LL( B,). Fubini’s theorem gives 
lB” dV(w) lB” I f(z)1 I &)I m, WI dV(z) G Cl lB” I f(z)1 Wz). 
This implies that 
II T,flll = 1," /I, f(z)&) a% z)Wz) Ww) 
4Bndv(w)Se, If @)I I &)I V-0, w)l dVz) 
< c, s If @)I dJ’(z) = Cl II f II 1 B” 
for all f in Li(B,). Hence Tg is bounded on Li(B,). Similarly, Tg is 
bounded on LL(B,). 1 
Remark. The condition in Proposition 12 is not necessary even for 
positive functions g on B,. For example, if g E 1, then T, is bounded on 
Li, but g doesn’t satisfy the condition in the proposition. 
LEMMA 13. The Bergman operator P is a bounded projection from 
BMO(B,) onto S?(B,). 
Proof. See Theorems 8 and 13 of [lo]. 1 
Remark. Lemma 13 only holds for rank 1 domains. It even fails for the 
polydiscs. See [lo]. 
THEOREM 14. Suppose gBMO(B,) c BMO(B,), then T, and Tg are 
bounded on La(Bn). 
ProoJ If g multiplies BMO(B,), then the closed graph theorem implies 
that the multiplication operator Mg: BMO + BMO is bounded. In par- 
ticular, II gf II BMO 6 C 1) f )la for all f E B with f (0) = 0. It follows that 
II Pkf )llca G CI II d II BMO < C, C 11 f 11  by Lemma 13. Thus T, is bounded 
on the Bloch space. Similarly, Tg is bounded on the Bloch space .%. Since 
Li(B,)* z C!#(B,) [lo] and Tg* = Tg under this duality, Tg and Tg must be 
bounded on LL(B,). This completes the proof of Theorem 14. 1 
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COROLLARY. Z~"~EL"(B,,) and log(l/(l-/z12))[~~(z)-~g(z))2]'" 
is bounded in B,, then T, and T, are bounded on LL(B,). 
If the symbol function g is holomorphic, then we can show that the 
converse of the above theorem is also true. 
THEOREM 15. Suppose g is holomorphic in B,, then Tg is bounded on 
Li(B,) ifand onfy ifg and (1 - /zl’)l Vg(z)l log(l/(l- lzj’)) are bounded 
in B,. 
Proof If g and (1 - Iz/‘)lVg(z)l log(l/(l - lzj*)) are bounded in B,, 
then gBM0 c BMO by Theorem 11, so TC is bounded on Lt(B,) by 
Theorem 14. On the other hand, if Tg is bounded on LL(B,), then duality 
implies that T, = T$ is bounded on 39. In particular, gB c LA?. So by 
Theorem 11, g and (l- /zl*)[ Vg(z)J log(l/(l- [z[*)) are bounded. u 
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