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ÚVOD
Cílem diplomové práce je navrhnout a sestavit hardwarový interface databázového
serveru. Bude se jednat o zaøízení, které bude sbírat data a ukládat je do vzdálené
databáze. S databázovým serverem bude zaøízení komunikovat v lokální síti nebo
internetu pomocí rozhraní Ethernet. Interface bude mo¾né pou¾ít jako souèást da-
taloggerù, napøíklad pøi sledování a záznamu meteorologických podmínek, hladiny
øek nebo tøeba poètu projetých automobilù pøes komunikaci.
Ukládání dat do vzdálené databáze, s sebou nese výhodu v tom, ¾e data budou
pøístupná témìø okam¾itì po jejich sbìru z libovolného místa s pøipojením k síti.
Prezentace ulo¾ených dat pak mù¾e být realizována napøíklad webovou aplikací.
Vìt¹ina podobných zaøízení pracující v síti vy¾adují speciální servery a software
pro zpracování dat. V tomto pøípadì je vyu¾ita volnì dostupná databáze MySQL,
kterou mù¾e provozovat kdokoliv i na bì¾ném PC, tak¾e jsou vy¾adovány minimální
náklady.
Data se budou pøijímána po sériové lince RS-232 nebo dvouvodièové prùmys-
lové sériové lince RS-485 jako ji¾ sestavené MySQL dotazy, které se provedou na
serveru. To, jaká data budou vkládána do MySQL tabulek, tedy zále¾í pouze na
systému zaøazeným pøed interface. V pøípadì po¾adavkù v¹ak pùjde systém pøi-
zpùsobit konkrétní aplikaci a upravit øídící program tak, aby pøijímal pouze data
a dotazy formuloval sám. Interface bude také vybaven servisním portem a konzolí,
kde bude mo¾né pomocí pøipojeného poèítaèe pøes rozhraní RS-232 sledovat aktuální
dìní, mìnit nastavení a provádìt diagnostické úkony.
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1 MO®NOSTI ØE©ENÍ INTERFACE
1.1 Po¾adované funkce a vlastnosti
Typ zaøízení a cena
Zaøízení by mìlo být vlastní konstrukce, s cenou v øádu stovek korun, které bude
mo¾né pøizpùsobit konkrétní aplikaci jak hardwarovì, tak softwarovì. Z hlediska
pracovního prostøedí, napájení èi rozmìrù nejsou kladeny ¾ádné zvlá¹tní po¾adavky.
Pøíjem dat
Pro pøíjem dat bude slou¾it jedno rozhraní RS-232 pøenosu a prùmyslové dvouvodi-
èové rozhraní RS-485. Obì rozhraní budou mít kongurovatelnou rychlost, pøenos
bude 8 bitù data + 1 stop bit, bez øízení toku a paritních bitù. Vzhledem k tomu, ¾e
bude mo¾né vyu¾ívat jen jedno rozhraní souèasnì, mohou tato rozhraní sdílet jeden
obvod UART.
Pøipojení do sítì
Pøipojení do sítì bude provedeno pomocí rozhraní Ethernet 10Base-T nebo 100Base-
TX. IP adresa interface se bude získávat automaticky pomocí protokolu DHCP,
zároveò ale bude mo¾nost vypnout dynamické pøidìlování adresy a pou¾ití statické
kongurace. Interface bude podporovat pouze IPv4.
Servisní konzole
Servisní konzole bude dostupná pomocí druhého rozhraní RS-232. Pomocí bì¾ného
PC a nìjaké terminálové aplikace bude mo¾né sledovat aktuální dìní, mìnit na-
stavení, provádìt základní diagnostické úkony apod. Jednotlivá nastavení se budou
týkat pøevá¾nì pøipojení do sítì, tak MySQL spojení.
Komunikace s MySQL serverem
Interface bude podporovat protokol MySQL 4.1 a vy¹¹í. Vzhledem k zamý¹lené
funkci interface nebude potøebná úplná podpora komunikace se serverem. Proto
budou implementovány pouze nìkteré mechanismy komunikace. Spojení se serverem
bude nastavitelné { standardní, kdy je s ka¾dým dotazem navazováno nové spojení
nebo perzistentní, kdy není spojení uzavíráno a je udr¾ováno aktivní.
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Re¾im nízké spotøeby
Interface nebude podporovat funkci vypnutí, ale pouze funkcí pøechodu do re¾imu
nízké spotøeby. Pøi pøechodu do tohoto re¾imu bude nutné ukonèit v¹echna spojení.
Do re¾imu nízké spotøeby bude mo¾né uvést systém jak pomocí servisní konzole, tak
pomocí tlaèítka (nebo externího signálu namísto tlaèítka). Návrat do provozního
re¾imu bude mo¾né provést tlaèítkem (signálem).
1.2 Hardwarové øe¹ení
Pøi hledání vhodného HW øe¹ení je mo¾no narazit na mnoho mo¾ností realizace
interface. Na trhu se pohybuje nepøeberné mno¾ství rùzných zaøízení nebo modulù,
které by po naprogramování mohly plnit funkci interface. Tato øe¹ení mají v¹ak
jednu spoleènou nevýhodu ve své slo¾itosti a mno¾ství komponent, za které je tøeba
zbyteènì platit. Z toho dùvodu bude interface sestaven dle po¾adavkù na bázi jed-
noèipového mikrokontroléru a podpùrných obvodù.
V nabídce mikrokontroléru vládne velká konkurence a na trhu je velké mno¾-
ství rùzných MCU. Z hlediska výkonu by pro splnìní základních funkcí interface
staèil nìjaký výkonnìj¹í 8-bitový MCU. Typickým zástupcem této skupiny je ro-
dina kontrolérù ATmega, popøípadì 8/16-bitová ATxmega. Ty jsou také základem
mnoha projektù zabývající se sí»ovými aplikacemi (napøíklad Ethernut, PWLAN,
Etherape). Na trhu si lze vybrat výkonné 8-bitové MCU spoleèností napøíklad At-
mel, Microchip, STM, Analog Devices, Silicon Laboratiories nebo Freescale. Vìt¹ina
8-bitových MCU v¹ak nedisponuje integrovaným ethernetovým driverem. Proto je
nutné pou¾ít nìjaký externí ethernetový driver (napøíklad Microchip ENC28J60).
Tím se se nejen navy¹uje cena, ale i komplikuje zapojení a øídíc aplikace. Podobná
situace je i u 16-bitových a 24-bitových MCU.
Jak z hlediska výkonu, tak podpory jsou pro nároènìj¹í sí»ové aplikace vhod-
nìj¹í 32-bitové MCU, kterým bude v práci vìnována pozornost. Mnoho výrobcù se
také sna¾í sní¾it cenu prùmìrných 32-bitových MCU na cenu výkonných 8-bitových
MCU a to jak z hlediska ceny mikrokontrolérù samotných, tak i ceny vývojových
prostøedkù. Tato skuteènost a to, ¾e existují øady MCU pøímo urèené pro sí»ové
aplikace (s integrovaným ethernetovým driverem) velmi zvýhodòuje 32-bitové plat-
formy.
V závislosti na pøipojení do sítì existují 3 mo¾né zpùsoby realizace hardwarové
èásti interface:
1. MCU s integrovaným ethernetovým driverem MAC a PHY.
2. MCU s integrovaným driverem MAC + externí PHY rozhraní.
3. MCU + externí ethernetový driver pøipojený pomocí nìjaké sbìrnice.
12
MCU bez ethernetového driveru jsou sice na první pohled levnìj¹í, ale je tøeba
brát v úvahu fakt, ¾e celé zapojení a øídící aplikace se tím komplikuje. Také cena
MCU a driveru zvlá¹» je vìt¹í. Z tìchto dùvodù jsou pøi výbìru MCU preferovány
ty, které obsahují minimálnì MAC sí»ový driver.
Blokové schéma interface je naznaèeno na obr. 1.1. PHY rozhraní mù¾e být
v závislosti na pou¾itém MCU vynecháno a oddìlovací transformátor a stavové led
budou napojeny pøímo na MCU. Oddìlovací transformátor, konektor RJ-45 a sta-






MCU PHY  řadič oddělovací transformátor
konektor RJ-45









Obr. 1.1: Blokové schéma interface
1.2.1 Pøehled vybraných 32-bitových MCU
V pøehledu jsou uvedeny vybrané øady 32-bitových MCU se základními vlastnostmi,
které disponují ethernetovým driverem a jejich pomìr cena/výkon je vhodná pro
interface.
Atmel AT32UC3A
 128 - 512 kB Flash
 64 - 128 kB RAM
 nìkteré modely integrovaný ethernetový driver - MAC 10/100
 91 DMIPS na max. kmitoètu 66 MHz
 orientaèní cena e14.43 (farnell.com, AT32UC3A3256-ALUT { 256 kB Flash,
128 kB RAM, MAC)
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Microchip PIC32MX
 32 - 512 kB Flash
 8 - 128 kB RAM
 nìkteré modely integrovaný ethernetový driver - MAC 10/100
 125 DMIPS na max. kmitoètu 80 MHz
 orientaèní cena e6.94 (farnell.com, PIC32MX575F256H-80I/MR { 256 kB
Flash, 64 kB RAM, MAC)
Freescale MCF52 (ColdFire V2)
 256 - 512 kB Flash
 32 - 64 kB RAM
 nìkteré modely integrovaný integrovaný ethernetový driver - MAC 10/100
 56 - 76 MIPS na max. kmitoètech 60 - 80 MHz
 orientaèní cena $8.75 (digikey.com, MCF52252AF80 { 256 kB Flash, 32 kB
RAM, MAC)
Atmel AT91SAM7X (ARM7TDMI)
 128 - 512 kB Flash
 32 - 128 kB RAM
 integrovaný ethernetový driver - MAC 10/100
 max. kmitoèet 55 MHz
 orientaèní cena e8.43 (farnell.com, AT91SAM7X256B-AU { 256 kB Flash,
64 kB RAM, MAC)
STMicroelectronics STM32F107 (ARM7TDMI)
 128 - 256 kB Flash
 48 - 64 kB RAM
 integrovaný ethernetový driver - MAC 10/100
 max. kmitoèet 72 MHz
 orientaèní cena e15.45 (farnell.com, STM32F107RCT6 { 256 kB Flash, 64 kB
RAM, MAC)
NXP LPC24 (ARM7TDMI)
 128 - 512 kB Flash
 32 - 98 kB RAM
 nìkteré modely integrovaný ethernetový driver - MAC 10/100
 max. kmitoèet 72 MHz
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 orientaèní cena e15.62 (farnell.com, LPC2468FBD208 { 512 kB Flash, 98 kB
RAM, MAC)
NXP LPC17 (Cortex-M3)
 128 - 512 kB Flash
 32 - 64 kB RAM
 nìkteré modely integrovaný ethernetový driver - MAC 10/100
 max. kmitoèet 120 MHz
 orientaèní cena e7.14 (farnell.com, LPC1765FBD100 { 256 kB Flash, 64 kB
RAM, MAC)
Luminary Micro LM3S69 (Cortex-M3)
 64 - 256 kB Flash
 16 - 64 kB RAM
 integrovaný ethernetový driver - MAC+PHY 10/100
 max. kmitoèet 50 MHz
 orientaèní cena e9.83 (farnell.com, LM3S6918-IQC50 { 256 kB Flash, 64 kB
RAM, MAC, PHY)
1.2.2 PHY rozhraní doplòující MAC vrstvu
Nìkteré MCU v pøehledu obsahují pouze integrované MAC rozhraní Ethernetu,
tedy pouze podporu øízení pøístupu k médiu. Je tedy nutné k nim pøipojit PHY
rozhraní, který bude zabezpeèovat nejni¾¹í fyzickou vrstvu. MCU komunikuje s PHY
èipem pomocí standardizovaného rozhraní MII nebo RMII. Výhodou tohoto øe¹ení
mù¾e být nezávislost na pou¾itém fyzickém rozhraní. Data tak mohou být vedena
na pøíklad po optickém kabelu v závislosti na tom, jaký typ PHY rozhraní bude
pou¾itý. Pro bì¾né aplikace, kde je vyu¾it bì¾ný Ethernet pøes UTP je v¹ak tato
mo¾nost zbyteèná. Ní¾e je uveden krátký pøehled vybraných PHY èipù, a zjejich










 orientaèní cena 106 Kè (kramara.com, DM9161AEP)
1.2.3 MagJack
Jak u¾ bylo nastínìno v blokovém schématu na obr. 1.1, zapojení vy¾aduje galva-
nické oddìlení konektoru RJ-45 a PHY rozhraní. Oddìlení se provádí oddìlovacími
transformátory (magnetics) urèenými pøímo pro Ethernet. Alternativnì je mo¾né
pou¾ít integrovanou souèástku, tzv. þMagJackÿ, která integruje oddìlovací trans-
formátor, LED a zásuvku RJ-45 do jedné souèástky. Jeho orientaèní zapojení je
uvedeno na obrázku 1.2. Krátký pøehled pou¾itelných konektorù a jejich základních
vlastností je uveden ní¾e.




 orientaèní cena e5.21 (farnell.com, SI-52008-F)
Bell Stewart SI-61007
 1000Base-T




 orientaèní cena 66 Kè (kramara.com, RJLBC-060TC1)
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1.2.4 Jádra ARM
V pøehledu MCU byly uvedeny nìkteré mikrokontroléry postavené na RISCových
jádrech ARM7TDMI a ARM Cortex-M3. V¹echna ARM jádra vyvinula spoleènost
ARM, která se zabývá výhradnì návrhem jader a poskytuje licence na výrobu tìchto
jader výrobcùm polovodièových souèástek. Lze tak sehnat mnoho variant MCU se
stejným jádrem, ale jinými periferiemi { kongurace zále¾í na výrobci. Obì jmeno-
vaná jádra jsou pomìrnì levná a výkonná, proto jsou pomìrnì oblíbená.
ARM7TDMI
Jsou zalo¾eny na star¹í architektuøe ARMv4T. Vychází z Von Neumannovy koncepce
{ data a program tedy nesdílí spoleèný pamì»ový prostor. Vyu¾ívají instrukèní sou-
bor Thumb, který èasto pou¾ívané instrukce zkracuje z 32 na 16 bitù. Tím je ¹etøeno
místo v programové pamìti. Jádro pracuje s 3-úrovòovou pipeline.
Cortex-M3
Jsou zalo¾eny na architektuøe ARMv7-M. Vychází z Hardvardské koncepce, tak¾e
program a data sdílí jeden pamì»ový prostor a existuje nebezpeèí pøepsání pro-
gramu. Jádro pracuje takté¾ s 3-stupòouvou pipeline, ale vylep¹enou instrukèní sa-
dou Thumb-2. Nová sada Thumb-2 pøedstavuje v dùsledku pomìrnì vysoký nárùst
výkonu oproti star¹ímu jádru ARM7TDMI.
1.3 Softwarové øe¹ení
Vzhledem k tomu, ¾e bude interface pracovat s omezenou pamìtí, bude potøeba, aby
obslu¾ná aplikace mìla co nejmen¹í pamì»ové nároky. Vlastní øe¹ení bude spoèívat
ve vyu¾ití nìjakého volnì dostupného TCP/IP stacku a pøípadnì systému RTOS.
Na základì tìchto 2 komponent bude stavìna øídící aplikace a knihovna slou¾ící ke
komunikaci s MySQL serverem. Aplikace budou napsané v jazyku C a pokud mo¾no
za pomoci volnì dostupných nástrojù.
1.3.1 Pamì»ové nároky
Z podobných projektù je patrné, ¾e pro základní práci mikrokontroléru v síti je
nutných minimálnì 32 kB programové a 4 kB operaèní pamìti. Vhodnìj¹í v¹ak je
vyhradit alespoò 64 kB programové a 8 kB operaèní pamìti. Tato èísla jsou ov¹em
získána na základì zkoumání sítových aplikací v rámci projektù pracující s 8-mi
bitovými kontroléry. Z dùvodu mnoha funkcí interface a zachování jeho roz¹iøitelnosti
je nutné ponechat velkou rezervu, tak¾e bude vhodné sáhnout po MCU s cca 256 kB
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programové a 64 kB operaèní pamìti. V pøehledu 32-bitových MCU v kapitole 1.2.1
jsou ji¾ vybrány øady mikrokontrolérù, které tyto pamì»ové nároky splòují.
V pøípadì roz¹iøování interface o dal¹í funkce jako tøeba webserver bude zøejmì
nutné vyu¾ít pøídavné pamìti. V takovém pøípadì pùjde vyu¾ít nìjaká rychlá sériová
externí Flash pamì». Ceny 1-2 Mbit sériových pamìtí se pohybují okolo e1. Pøístup
k datùm v pamìti sice nebude otázka jedné instrukce, ale vzhledem k tomu, ¾e
pamì» bude vyu¾ita pouze pro doplòkové funkce, to nebude vadit. Alternativním
zpùsobem roz¹íøení pamìti mù¾e být také vyu¾ití SD Flash karty.
1.3.2 RTOS
RTOS neboli Real Time Operation System je operaèní systém pracující v reálném
èase, tak¾e se systém jeví, jako by zpracovával úlohy paralelnì. RTOS pracuje s nìko-
lika úlohami (tasky), mezi kterými, na základì nìjakých pravidel, pøepíná plánovaè
(scheduler). Bì¾ný RTOS má pamì»ové nároky okolo o cca 10 kB programové a 1 kB
operaèní pamìti.
Task
Task neboli úkol je základní jednotka systému RTOS. Ka¾dý task je tvoøen jako
nekoneèná smyèka. RTOS pracuje s nìkolika tasky, které mohou být vzájemnì závislé
(více taskù pou¾ívá stejné zdroje), nebo nezávislé. Task se v¾dy nachází v jednom
ze stavù: Ready (èeká na zpracování), Execute (jako jediný bì¾í), Blocked (èeká na
zprávu, událost nebo zpo¾dìní), Suspended (nezpracovává se).
Scheduler
Scheduler neboli plánovaè má za úkol správu taskù. Správou se rozumí správu systé-
mových zdrojù, pøíprava pamìti pøi pøepínání taskù, spou¹tìní a zastavování taskù
a øízení pøenosu dat mezi tasky. Pøepínání mù¾e probíhat v závislosti na délce bìhu
tasku, stavu tasku, prioritì tasku apod. { zále¾í na konkrétním RTOS, jeho nastavení
a pou¾ití. Ka¾dý RTOS vy¾aduje èasované pøeru¹ení. Nejjednodu¹¹í RTOS je øízen
pouze pøeru¹ením z èítaèe/èasovaèe a provádí úkoly v cyklech: ulo¾ení dat tasku
do pamìti, uspání tasku, vyvolání dat následujícího tasku, probuzení následujícího
tasku.
Open source RTOS








Základní pøenosové protokoly jsou v prostøedí dne¹ních operaèních systémù imple-
mentovány vìt¹inou spoleènì, jako jediný ovladaè, rezidentní program, systémový
proces èi jako taková programová entita, s jakou daný operaèní systém pracuje.
Podstatné je zde pøitom to, ¾e spoleènì implementované protokoly pokrývají nìko-
lik hierarchicky uspoøádaných vrstev, a tak samy o sobì také vytváøí hierarchicky
uspoøádanou strukturu, které se ne nadarmo øíká þprotocol stackÿ (doslova þpro-
tokolový zásobníkÿ). V na¹em konkrétním pøípadì musí jít o protokolový zásobník
implementující protokoly TCP/IP, neboli o tzv. þTCP/IP protocol stackÿ (citace
[8]).
TCP/IP stack tedy pøedstavuje èást aplikace, která pracuje na nìkolika vrstvách
modelu TCP/IP. Vìt¹ina výrobcù MCU nebo embedded modulù poskytuje zdarma
i TCP/IP stack. K dispozici jsou tak stacky spoleèností jako Freescale, Microchip
nebo Rabbit. Existuje i nìkolik open-source stackù, napøíklad známé stacky Adama
Dunkelse lwIP a uIP.
lwIP
Odlehèený stack, vy¾adující minimální pamì»ové nároky. Autor udává, ¾e vy¾aduje
nároky cca 40 kB programové pamìti a 10 kB operaèní pamìti. Podporuje protokoly
IP, ICMP, UDP, TCP, DHCP, PPP, ARP. Dostupné jsou porty pro vìt¹inu bì¾ných
mikrokontrolérù. lwIP se pou¾ívá pro nároènìj¹í aplikace, kdy je vy¾adována vìt¹í
spolehlivost a datová propustnost.
uIP
Jednoduchý stack, s je¹tì men¹ími pamì»ovými nároky ne¾ uIP (cca 10 kB progra-
mové pamìti a 2 kB operaèní pamìti). Podporuje protokoly ARP, SLIP, IP, UDP,
ICMP, TCP. Podobnì jako lwIP je portován pro mnoho MCU. uIP se pou¾ívá
v ménì nároèných aplikacích, kde jsou prioritní pamì»ové nároky. V praxi napøíklad
bývá pro hlavní aplikaci pou¾it výkonnìj¹í lwIP a v bootloaderu (pro pøeprogramo-
vání Flash pamìti po síti) se pou¾ívá uIP.
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1.3.4 Komunikace s MySQL serverem
Ke komunikaci s MySQL serverem se bì¾nì pou¾ívá open source knihovna pøímo od
spoleènosti Sun { mysql connector. Zdrojové kódy jsou dostupné v mnoha progra-
movacích jazycích, samozøejmì vèetnì C. Samotná knihovna je v¹ak, vzhledem k její
multifunkènosti, pomìrnì tì¾kopádná a systémovì nároèná tak¾e její vyu¾ití v MCU
s malými pamì»mi je nereálné. Na internetových fórech nejsou zmínky o existenci
nìjaké odlehèené verze pro MCU s men¹í pamìtí (kromì projektu Ethersex, kde au-
tor s MySQL pouze experimentuje). Proto bude nutné sestavit vlastní knihovnu pro
práci s MySQL. Bude se v podstatì jednat knihovnu, která bude schopná formovat a
dekódovat pakety na základì specikace, provádìt handshake a obsluhovat odezvy.
1.3.5 Øídící program
Øídicí program, bude pøi standardním spojení pracovat v krocích:
1. Vytvoøení TCP spojení (TCP handshake)
2. Pøihlá¹ení k MySQL serveru (MySQL handshake)
3. Výbìr databáze.
4. Provedení dotazu na serveru.
5. Odpojení od MySQL serveru.
6. Ukonèení TCP spojení.
V pøípadì pou¾ití persistentního spojení s databází nebude program provádìt
odpojení a ukonèení spojení, ale spojení se bude udr¾ovat pravidelnými udr¾ovacími
dotazy na server.
1.4 Vývojový software
Na trhu vývojových softwarù existuje nepøeberné mno¾ství rùzných IDE. Nìkteré
IDE jsou poskytovány pøímo výrobci mikrokontrolérù, jiné jsou zase univerzální a
nevá¾ou se na konkrétní hardware. Pro 32-bitové aplikace se jedná napøíklad o:
 IAR Embedded Workbench
 Keil Embedded Development Tools




 Atmel AVR Studio32
 Eclipse IDE for ARM (+ dal¹í nutné nástroje).
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2 VÝBÌR VHODNÉHO ØE©ENÍ
2.1 Mikrokontrolér
Vzhledem k cenám MCU a k pøítomnosti jak MAC vrstvy, tak PHY rozhraní se
jako nejperspektivnìj¹í jeví pou¾ít mikrokontrolér Luminary Micro z øady Stellaris
6000 { LM3S6965. Dùvodem pro jeho výbìr je pøedev¹ím integrované PHY rozhraní,
dostateèný výkon a mno¾ství pamìti operaèní a ash pamìti. Dùle¾itým faktorem
pro rozhodnutí je také fakt, ¾e spoleènost Luminary Micro nabízí k tomuto mik-
rokontroléru cenovì výhodný vývojový kit EKC-LM3S6965. Øada mikrokontrolérù
Stellaris 6000 (i nìkteré jiné z rodiny Stellaris) také obsahuje modely s mírnì od-
li¹nou výbavou, které disponují sí»ovým rozhraním. Program bude tedy s drobnými
úpravami mo¾né pøenést na levnìj¹í nebo vhodnìj¹í platformu, pokud bude vyhovo-
vat z hlediska pamì»ových nárokù a výbavy.
2.2 Øídící aplikace
Z uvedených SW mo¾ností realizace interface bude pozornost zamìøena na stack
lwIP, jejich¾ porty jsou dostupné pro vybranou rodinu MCU. Systém RTOS nebude
pou¾it, místo nìj bude implementován jednoduchý systém spou¹tìní úkolù zalo¾ený
na èasovaèi SysTick, integrovaném v mikrokontroléru.
2.3 Vývojové prostøedky
Pro programování a ladìní programu v mikrokontroléru bude pou¾it vývojový kit
EKC-LM3S6965. Kit má integrované rozhraní JTAG, které lze pou¾ít i na externí
zaøízení, tak¾e odpadne nutnost poøizovat JTAG adaptér.
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3 SÍ«OVÉ PROTOKOLY A PRINCIPY KOMU-
NIKACE
V kapitole je uveden pøehled principù komunikace a vybraných sí»ových protokolù
se struèným popisem, které bude interface ke své funkci vyu¾ívat.
3.1 Sí»ový model TCP/IP
Sí»ový model TCP/IP pracuje pouze ze 4 vrstvami narozdíl od známého modelu OSI
ISO, který pracuje se 7 vrstvami. Vztah obou modelù je zobrazen na obrázku 3.1.
Vrstvy modelu TCP/IP jsou: vrstva sí»ového rozhraní (Network Interface Layer),
















Obr. 3.1: Sí»ové modely TCP/IP a OSI ISO
3.1.1 Vrstva sí»ového rozhraní
Nejni¾¹í vrstva tvoøená ovladaèem (device driver). Vrstva je tedy závislá na pøeno-
sové technologii. Vzhledem k oblibì sítí Ethernet se èasto nazývá jako Ethernetová
vrstva.
3.1.2 Sí»ová vrstva
Je ji¾ nezávislá na pou¾ité pøenosové technologii. Zabezpeèuje pøenos paketù od




Je realizována nejèastìji protokolem TCP. Hlavním úkolem protokolu TCP je zajistit
spojení mezi komunikujícími stranami a spolehlivost tohoto spojení. Pøi realizaci této
vrstvy protokolem UDP není zaruèena spolehlivost a nevytváøí se spojení. Pou¾ití
protokolu TCP nebo UDP závisí na po¾adavcích na dané spojení.
3.1.4 Aplikaèní vrstva
Nejvy¹¹í vrstva tvoøená samotnou aplikací, která komunikuje pøímo s transportní
vrstvou.
3.1.5 Protokolový stack
Protokolový stack je souhrn programových prostøedkù urèených pro komunikaci skrz
více sí»ových vrstev. V souvislosti s modelem TCP/IP se hovoøí o TCP/IP stacku.










Obr. 3.2: TCP/IP stack v modelu TCP/IP
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3.2 Protokol IP
Protokol IP (InterNet Protocol) slou¾í k pøenosu IP datagramù. Datagramy jsou
pøená¹eny od odesílatele k pøíjemci rùznými cestami v síti pøes smìrovaèe (routery).
Jedná se o slu¾by nespojovanou a nespolehlivou. Doruèení datagramu tedy není
zaruèeno. Ka¾dé zaøízení v síti je identikováno alespoò jednou IP adresou. IP adresa
mù¾e mít 4B nebo 6B dle pou¾itého protokolu (IPv4 a IPv6).
Protokol IP je tvoøen i dílèími protokoly jako ICMP (signalizace mimoøádných
stavù), IGMP (adresné obì¾níky), ARP a RARP (pøeklad adres zaøízení).
Podrobný popis protokolu je uveden v [2].
3.3 Protokol TCP
Protokol TCP (Transmission Control Protocol) je protokolem vy¹¹í vrstvy. Zatímco
protokol IP zaji¹»uje pøenos dat mezi zaøízeními, protokol TCP zaji¹»uje pøenos
dat mezi aplikacemi bì¾ícími na zaøízeních. Rozli¹ení jednotlivých aplikací jednoho
zaøízení je provedeno èíslem portu. Èíslo portu je 2B informace, tak¾e jedno zaøízení
mù¾e pracovat s 65536 porty. Pøená¹eny jsou TCP segmenty, které jsou na ni¾¹í
vrstvì baleny do IP datagramù.
Protokol TCP je spojovanou a spolehlivou slu¾bou. Navazuje se tedy spojení
a v pøípadì chybného pøenosu jsou data vy¾ádána znovu. TCP segment obsahuje
údaje jako zdrojový port, cílový port, a po zabalení do IP datagramu i zdrojová IP
adresa a cílová IP adresa, èím¾ je jednoznaènì identikováno spojení.
TCP segment mù¾e mít nastavené následující pøíznaky: URG (segment nese na-
léhavá data), ACK (potvrzení pøíjmu), PSH (segment nese aplikaèní data), RST
(odmítnutí spojení), SYN (odesílatel zaèíná novou sekvenci èíslování segmentù),
FIN (odesílatel ukonèil odesílání).
Podrobný popis protokolu je uveden v [2].
3.3.1 Sestavení a ukonèení TCP spojení
Protokol TCP umo¾òuje navazovat, ukonèovat a odmítat spojení. Server je strana,
která spojení oèekává, klient je strana, která spojení sestavuje. Proces sestavení spo-
jení se nazývá handshake. Server obvykle naslouchá na denovaném portu, na který
se obrací klient. Servery bì¾nì pou¾ívají urèitá èísla portù denované organizací
IANA. Port na stranì klienta není obvykle denovaný, ale je vybírán automaticky.
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Sestavení TCP spojení
Handshake zaèíná prvním TCP paketem, který ode¹le klient serveru. V paketu jsou
denována èísla portù klienta i serveru. Tento paket je zabalen do IP datagramu,
který nese také IP adresy obou komunikujících stran. První paket má také nastaven
pøíznak SYN. Na tento paket odpovídá server paketem s pøíznaky SYN a ACK.
Klient potvrdí pøíjem tohoto paketu dal¹ím s nastaveným pøíznakem ACK. Tím je
handshake dokonèen a je otevøeno spojení.
Praktická ukázka handshaku je uvedena v pøíloze F (první 3 pakety).
Ukonèení TCP spojení
Narozdíl od sestavení spojení, mù¾e být konec spojení iniciován jak serverem, tak
klientem. Strana, která chce spojení ukonèit po¹le segment s pøíznakem FIN. Druhá
strana odpoví segmenty s pøíznaky FIN a ACK. Iniciátor ukonèení spojení poté vrátí
druhé stranì segment s pøíznakem ACK.
Praktická ukázka ukonèení spojení je opìt uvedena v pøíloze F (poslední 3 pa-
kety).
Bì¾ný pøenos dat
V pøípadì otevøeného spojení, kdy probíhá mezi obìma stranami pøenos dat, jsou
ve¹kerá data potvrzována segmenty s pøíznaky ACK. V pøípadì, ¾e jedna strana
vysílá velké mno¾ství malých segmentù, mù¾ou odpovìdi s ACK ze strany pøíjemce
zbyteènì pøetì¾ovat linku. Pro takové pøípady obsahuje protokol TCP nìkolik me-
chanismù, které redukují mno¾ství pøená¹ených dat pøi potvrzování pøíjmu. Jedná
se napøíklad o techniku zpo¾dìní odpovìdi, Naggle algoritmus a techniku okna.
3.4 Protokol ICMP
Protokol ICMP (Internet Control Message Protocol) je servisní protokol urèený pro
signalizaci mimoøádných událostí, který je souèástí protokolu IP. Protokol obsa-
huje nástroje jako napøíklad Echo (pro zji¹tìní dostupnosti uzlu v síti), signalizaci
o nedoruèitelném IP datagramu, signalizaci pro sní¾ení rychlosti odesílání (v pøí-
padì zahlcení uzlu), ¾ádost smìrování a zmìnu smìrování, signalizaci vypr¹ení èasu
(oznámení odesílateli, pokud parametr TTL klesl na nulu a datagram byl zahozen),
po¾ádání o masku nebo nástroje pro èasovou synchronizaci.
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3.5 Protokoly ARP a RARP
Protokoly ARP (Address Resolution Protocol) a RARP (Reverse ARP)jsou proto-
koly pro pøeklad IP adres na MAC adresy a naopak. IP datagramy jsou doruèovány
na základì IP adresy, ale napøíklad Ethernetové pakety potøebují k doruèení znát fy-
zickou adresu pøíjemce. Úkolem protokolu ARP je tedy zjistit MAC adresu. Protokol
ARP je zcela nezávislý na protokolu IP.
Princip funkce je takový, ¾e odesílatel pøi hledání adresy po¹le linkový obì¾ník
(na MAC adresu -----) s prosbou o odpovìï stanice, která má danou IP
adresu. Ta stanice, která ji má, po¹le odesílateli odpovìï se svojí MAC adresou.
3.6 Protokol DHCP
Protokol DHCP (Dynamic Host Conguration Protocol) slou¾í k automatické pøi-
dìlování IP adres jednotlivým zaøízením v síti. Kromì IP adresy umo¾òuje také
výmìnu informací o masce sítì, bránì (default gateway), DNS serverech apod.
Typycká komunikace je taková, ¾e klient ¾ádá DHCP server o zapùjèení IP adresy
(lease). Doba, po kterou je IP adresa zapùjèena se nazývá lease time. Po vypr¹ení
této doby musí klient po¾ádat o novou adresu. Celý proces odstartuje klient odeslání
paketu DHCPDISCOVER broadcastem (je tedy poslána na v¹echny adresy s víti).
DHCP server na tento paket odpovídá paketem DHCPOFFER s nabídkou IP adresy.
Klient provede výbìr adresy paketem DHCPREQUEST. Server potvrdí pøidìlení
adresy paketem DHCPACK.
Existují 3 zpùsoby pøidìlení adresy. Pøi ruèním pøidìlení nejsou vyu¾ity slu¾by
DHCP. Pøi statickém pøidìlení pøidìluje DHCP server IP adresu zaøízení na zá-
kladì jeho MAC adresy tak, aby dané zaøízení mìlo v¾dy stejnou IP adresu. Pøi
dynamickém pøidìlování je zaøízení pøidìlena libovolná adresa z rozsahu mo¾ných
adres.
3.7 Komunikace klient-server v systému MySQL
Server naslouchá spojením na TCP/IP portu nebo lokálním socketu. Kdy¾ se kli-
ent pøipojí, je proveden inicializaèní handshake a autentikace. Pokud v¹e probìhne
správnì, zaèíná sezení. Klient po¹le pøíkaz a server odpoví odesláním dat nebo zprá-
vou na základì odeslaného dotazu. Na konci sezení po¹le klient serveru speciální
ukonèovací pøíkaz a tím je sezení na stranì serveru ukonèeno. Základní jednotka ko-
munikace je MySQL paket aplikaèní vrstvy. Pøíkazy jsou tvoøeny jedním paketem.
Odezvy mohou mít rùzné tvary.
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3.7.1 Typické prùbìhy komunikace
Poèáteèní handshake:
1. Server ! klient: Handshake Initialization Packet1
2. Klient ! server: Client Authentication Packet
3. Server ! klient: OK Packet, nebo Error Packet
Odesílání pøíkazù:
1. Klient ! server: Command Packet
2. Server ! klient: OK Packet, Error Packet nebo Result Set Packet
Konkrétní ukázka interakce klienta a serveru je znázornìna na ow diagramu
v pøíloze F.
3.7.2 Formát paketù
Pakety mohou být komprimované a nekomprimované. Rozhodnutí který bude pøi
sezení pou¾itý, je provedeno bìhem handshaku a závisí na mo¾nostech serveru i
klienta. Bez ohledu na mo¾nosti komprese jsou pakety dìleny na pøíkazy odeslané
klientem a odezvy vrácené serverem. Odpovìdi serveru jsou dìleny na datové pakety,
EOD pakety, potvrzovací (OK) pakety a pakety chybových zpráv (error packets).
V¹echny pakety mají spoleèné 4-bytové záhlaví (viz tabulka 3.1).
Tab. 3.1: Spoleèné 4-bytové záhlaví nekomprimovaného paketu
Oset Délka Popis
0 3 Délka tìla paketu { ni¾¹í byte je první.
3 1 Poøadí paketu zaèínající od 0. S ka¾dým pøíka-
zem se èítá znovu od 0.
Komprese paketù je provádìna pomocí algoritmu ZLIB. U komprimovaného pa-
ketu následuje za záhlavím 3-bytové pole, udávající délku komprimovaného tìla
paketu. Díky tomu je ka¾dý paket o 3 bajty del¹í, a tudí¾ je komprese neefektivní
pøi pøenosu malých paketù.
Délka paketu, udávaná pomocí 3 bytù omezuje velikost paketu na 16 MB. V pøí-
padì, ¾e je nutné pøená¹et vìt¹í data, jsou rozdìlena do nìkolika paketù. Pokud
je velikost dat násobkem 16 MB, má poslední paket série nulovou délku. Tím je
zabezpeèena identikace posledního paketu série.
1Server odesílá handshake paket klientovi pomocí protokolu MySQL. To ¾e klient ¾ádá o komu-
nikaci, poznal server z døíve provedeného TCP handshaku.
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3.7.3 Autentikaèní handshake
Sezení mezi klientem a serverem zaèíná po autentikaèním handshaku. Pøedtím ne¾
je proveden, kontroluje server, zda-li host na kterém bì¾í klient, se má povoleno
pøipojovat (rozli¹ení dle IP adresy). V pøípadì, ¾e ne, po¹le server chybový paket.
Pokud má host povoleno pøipojení, server po¹le uvítací paket, kterým zaèíná sezení.
Handshake Initialization Packet
Uvítací paket je také nazýván jako þGreeting packetÿ (napøíklad v aplikacích Wire-
shark/Ethereal). Jeho struktura je uvedena v pøíloze A, odesílaná data lze shrnout
do 2 skupin { nastavení sezení a náhodný øetìzec (tzv sùl) o délce 20 znakù, která
slou¾í pro výpoèet pøihla¹ovacího øetìzce. Pole s nastavením sezení má za úkol sdì-
lit po¾adavky a mo¾nosti klienta serveru. Jedná se o 4 byty (verze 4.1 a vy¹¹í),
jednotlivá nastavení jsou popsána v [7] a [6].
Pro systém MySQL verze 4.1 a vy¹¹í, v tomto paketu posílá následující údaje:
1. Nastavení sezení (bitová maska)
2. Maximální délka paketu, která bude pøi sezení pou¾ita.
3. Výchozí kódování na stranì klienta.
4. Øetìzec s pøihla¹ovacími údaji.
V pøípadì, ¾e server v nastavení nalezne pøíznak, ¾e komunikace má probíhat
zabezpeèenì, pøepne se automaticky na protokol SSL a dále komunikuje s klientem
pouze pøes nìj.
Jakmile server pøijme pøihla¹ovací paket, odpovídá na základì výsledkù ovìøení:
 V pøípadì úspì¹ného ovìøení odesílá OK paket.
 V pøípadì neúspì¹ného ovìøení odesílá error paket.
 V posledním pøípadì si server mù¾e pøi nekompatibilitì vy¾ádat odeslání pøi-
hla¹ovacího paketu ve formátu verze 4, která se od novìj¹ích li¹í.
Client Authentication Packet
Je odpovìdí na Handshake Initialization Packet. V paketu se opìt odesílá nasta-
vení sezení a pøihla¹ovací údaje tvoøené u¾ivatelským jménem a otiskem hesla. Ve
specikaci protokolu MySQL a vy¹¹ího ([6]) je také uvedeno, ¾e lze v paketu také vo-
litelnì posílat název databáze s kterou se bude pøi sezení pracovat. Pøi praktických
pokusech v¹ak server tuto databázi odmítal zvolit a analyzátor sí»ového provozu
identikoval èást paketu s názvem databáze jako chybnou. Proto byl výbìr data-
báze vyøe¹en dodateèným dotazem k tomu urèeným (viz kapitola ??).
Zabezpeèení pøihla¹ovacích údajù spoèívá ve vytvoøení otisku (hashe) hesla po-
mocí algoritmu SHA1 (od verze 4.1 a vy¹¹í). Výpoèet øetìzce probíhá podle vztahù
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Obr. 3.3: Ukázka uvítacího paketu zachyceného apikací Wireshark
3.1 a 3.2, kde password je øetìzec s heslem, scramble je náhodný øetìzec (tvz. sùl),
kterou poslal MySQL server v uvítacím paketu a token je výsledný øetìzec o délce 20
znakù. Díky tomuto mechanismu se nepøená¹í skuteèné heslo, co¾ brání pøípadnému
útoèníkovi odhalit heslo u¾ivatele.
stage1 hash = SHA1(password) (3.1)
token = SHA1(scramble+ SHA1(stage1 hash)) XOR stage1 hash (3.2)
Obr. 3.4: Ukázka autentikaèního paketu zachyceného apikací Wireshark
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3.7.4 Odesílání dotazu
K odesílání dotazù slou¾í pøíkazové pakety. Jejich formát je pomìrnì jednoduchý {
jsou tvoøeny 1 bytem, nesoucím kód pøíkazu a následují argumenty pøíkazu. Kódy
pøíkazu jsou popsány v pøíloze A, [7] a [6].
Obr. 3.5: Ukázka pøíkazového paketu zachyceného apikací Wireshark
3.7.5 Odpovìdi serveru
Odpovìdi serveru mohou být tvoøeny datovými poli, OK pakety, error pakety, EOD
pakety a pakety odpovìdí na pøíkaz (result set). OK pakety slou¾í jako kladná od-
povìï na nìjaký pøíkazový paket, který nevrací data, nebo autentikaèní paket.
Error pakety se odesílají jako záporná odezva na pøíkazový nebo autentikaèní pa-
ket. EOD paket má nìkolik významù (popsáno v [7] a [6]), ale spoleèným rysem je
ukonèení èinnosti nebo zakonèení dat. Pakety odpovìdí jsou odesílány jako odpovìï
na pøíkazy typu þSELECTÿ.
3.7.6 Persistentní spojení se serverem
Pøi persistentním spojení je v systému MySQL spojení udr¾ováno periodickým ode-
síláním pøíkazu COM PING, pokud neprobíhá ¾ádná komunikace. Doba vypr¹ení
komunikace závisí na nastavení serveru. Po dobu otevøeného spojení je na serveru
zabráno jedno mo¾né spojení. Pokud se na server pøipojuje více klientù a server má
nastavený malý poèet max. spojení, mù¾e poèet ¾ádaných spojení pøekroèit max.
poèet spojení a nìkterému z klientù se nepodaøí pøipojit. Pro vìt¹í poèet klientù,
komunikujících pouze obèas, je permanentní spojení nevhodné. Permanentní spo-
jení je vhodné v pøípadì, ¾e probíhá èasto komunikace. V takovém pøípadì nemusí
probíhat sestavování spojení, autentikace u¾ivatele a odhlá¹ení s ka¾dým dotazem.
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4 ØE©ENÍ INTERFACE
4.1 Hardware a konstrukce
Hardwarová èást interface je øe¹ena jako 2 samostatné desky plo¹ných spojù. Mikro-
kontrolérová deska nese pouze obvody nutné pro chod mikrokontroléru. Vìt¹ina IO
pinù mikrokontroléru byla vyvedena na konektory, které zabezpeèují spojení s pe-
riferiemi. Mikrokontrolérová deska je zalo¾ena na technologii SMT. Schéma desky
je uvedeno v pøíloze B.1. Periferní deska nese systém napájení, pøevodníky linek,
konektory, tlaèítka a LED. Pro výrobu periferní desky byla pou¾ita klasická techno-
logie. Schéma periferní desky je uvedeno v pøíloze B.2.
Koncept 2 oddìlených desek byl zvolen z dùvodu pøípadných roz¹íøení interface,
kdy nebude nutné zasahovat do zapojení, ale bude staèit pøidat roz¹iøující modul a
propojit ho plochým kabelem s mikrokontrolérovou deskou. Propojení mikrokontro-
lérové a periferní desky zaji¹»ují konektory { obì desky jsou na sebe pøímo pøipojené
bez pou¾ití plochého kabelu.
4.1.1 Mechanická konstrukce
Pro interface byla vybrána 4-dílná krabièka KG B11 s vnitøními rozmìry 40 x 120 x
44 mm. Krabièka má na ka¾dém víku 7 otvorù pro uchycení. Pro uchycení desky ke
krabièce bylo pou¾ito 5 distanèních ¹roubù, které zvedají periferní desku tak, aby
tlaèítka a LED pøipájené na desce byly v polovinì vý¹ky krabièky. Spojení obou
desek k sobì zaji¹»ují 3 distanèní ¹rouby.
Panely krabièky byly opatøeny potiskem v podobì barevného papíru s potiskem
v laminovací fólii. V panelech byly vytvoøeny otvory na konektory, LED a tlaèítka.
Vzhledem k tomu, ¾e krabièka je pomìrnì úzká, bylo potøebné ulo¾it konektory
CANNON-9 pro sériové linky na stojato. K tomu byly vyu¾ity samoøezné konektory
pro ploché kabely. Konektory jsou uchyceny do zadního panelu pomocí jednoduché
hliníkové konstrukce. Vzhled konstrukce je mo¾né vidìt na obrázku 4.1.1.
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Obr. 4.1: Konstrukce interface
4.1.2 Popis mikrokontroléru LM3S6965
Základní vlastnosti
 Architektura 32-bit ARM R CortexTM-M3 v7M.
 Systémový 24b èasovaè (SysTick) s jednoduchým nastavením pro øízení sys-
tému (napøíklad pro RTOS).
 Thumb R-kompatibilní (pouze Thumb-2) instrukèní sada.
 Max pracovní kmitoèet 50MHz, výkon 1.25 DMIPS/MHz.
 Hardwarová dìlièka a jednocyklové násobení.
 256 KB ash a 64 KB SRAM s jednocyklovým pøístupem.
 3 plnì programovatelné UART typu 16C550 s 16x8 FIFO pro ka¾dý smìr.
 10BASE-T/100BASE-TX rozhraní dle IEEE-802.3.










































































Obr. 4.2: Blokové schéma mikrokontroléru LM3S6965 [12]
Systém napájení
Mikrokontrolér je standardnì napájen napìtím 3,3 V. Ke své funkci ale potøe-
buje také napìtí okolo 2,5 V. Toto napìtí je zaji¹tìno integrovaným regulátorem
LDO. Výstupní napìtí regulátoru lze v pøípadì potøeby programovì øídit v rozmezí









































Obr. 4.3: Systém napájení mikrokontroléru LM3S6965 [12]
Systém hodin
Mikrokontrolér obsahuje slo¾itý systém generování hodinového signálu, který je zná-
zornìn na obrázku 4.1.2. Hodinový signál mù¾e být odvozen z následujících zdrojù:
 Interní oscilátor (Internal Oscillator - IOSC) zaji¹»uje generování signálu
o frekvenci 12 MHz  30%. Vzhledem k malé pøesnosti je vhodný pro aplikace,
kde není vy¾adováno pøesné èasování.
 Hlavní oscilátor (Main Oscillator - MOSC) umo¾òuje pøesné generování sig-
nálu dvìma zpùsoby { na pin OSC0 je pøiveden externí hodinový signál, nebo
je na piny OSC0 a OSC1 pøipojen krystal v rozmezí hodnot 3,579545 MHz
a¾ 8,192 MHz a v pøípadì pou¾ití interní PLL 1 MHz a¾ 8,192 MHz (pøesné
hodnoty viz [12]).
 Interní 30 kHz oscilátor (Internal 30-kHz Oscillator) generuje signál 30 kHz
 50%, který je vyu¾íván pouze v re¾imu hlubokého spánku (deep-sleep).
V tomto re¾imu je mo¾né zpomalit bìh mikrokontroléru, vypnout hlavní osci-
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látor a periferie, èím¾ je ¹etøena spotøebovávaná energie.
 Externí Real-Time oscilátor (External Real-Time Oscillator) umo¾òuje
pøivést signál z externího oscilátoru v re¾imu hibernace. Signál o frekvenci
32,768 kHz lze také generovat integrovaným oscilátorem s vlastním krysta-
































÷ 50 CAN Clock
Obr. 4.4: Systém hodin mikrokontroléru LM3S6965 [12]
Provozní re¾imy
Mikrokontrolér je mo¾né provozovat v následujících re¾imech:
 provozní re¾im (Run Mode),
 re¾im spánku (Sleep Mode),
 re¾im hlubokého spánku (Deep-sleep Mode),
 re¾im hibernace (Hibernate Mode).
Spotøeba udávaná výrobcem v závislosti na re¾imu provozu je uvedena v tabulce
4.1. Pøechod do nìkterého z re¾imù s nízkou spotøebou je provádìn softwarovì.
Návrat se provádí pøeru¹ením, nebo v pøípadì hibernace signálem na speciálním
pinu mikrokontroléru.
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Tab. 4.1: Orientaèní spotøeba a doba obnovení v závislosti na re¾imu provozu
Re¾im nízké Typická Doba obnovení Zdroj hodin
spotøeby spotøeba maximálnì
Run mode 156 mA  - Hlavní nebo interní oscilátor
Sleep mode 21 mA 140 ps  Hlavní nebo interní oscilátor
Deep-sleep mode 5 mA 230 s Interní oscilátor 30 kHz
Hibernate mode 16 A 250 s  Externí oscilátor 32,768 kHz
nebo 4,194304 MHz krysta-
lem øízený Real-time interní
oscilátor
 Pøibli¾ná maximální spotøeba,která je mimo jiné závislá na aktivních periferiích.
 Pøi hodinovém signálu 50 MHz.
 Zále¾í na zpùsobu probuzení.
V re¾imu spánku (Sleep mode) je pou¾itý hlavní zdroj hodin. Hodinový signál
se tedy od provozního re¾imu neli¹í a je pøiveden na periferie (to, jaké periferie budou
aktivní lze nastavit), ale ne na procesor a pamì»ový subsystém, tak¾e se neprovádìjí
instrukce. Pøechod z re¾imu spánku je mo¾né provést libovolným pøeru¹ením.
V re¾imu hlubokého spánku (Deep-sleep mode) je hodinový signál odvozen
od interního 30 kHz oscilátoru, kterým je také øízeno èasování periferií (i zde lze
nastavit, které periferie budou aktivní). Procesor a pamìti jsou opìt odpojené od
hodinového signálu. Pøechod z re¾imu spánku je mo¾né provést pøeru¹ením. Návrat je
stejnì jako z re¾imu spánku dlouhý 7 cyklù, ale vzhledem k jinému zdroji hodinového
signálu je podstatnì pomalej¹í.
Hibernaèní modul modul mikrokontroléru umo¾òuje uvést mikrokontrolér do
stavu hibernace. Signál HIB øídí odpojení spínacího prvku na vstupu napájení mik-
rokontroléru. Pokud je na pinuHIB nastavena nízká úroveò, je odpojeno standardní
napájecí napìtí a mikrokontrolér pøechází na sekundární napájecí zdroj v podobì
baterie pøipojené na pin VBAT.
Návrat z hibernace do pohotovostního re¾imu je mo¾né provést následovnì:
 Signálem na vstupu WAKE.
 Pøi detekci nízkého napìtí na pinu VBAT (ménì ne¾ 2.35 V).
























Obr. 4.5: Schéma zapojení hibernaèního modulu pøi pou¾ití krystalu [12]
Systémový èasovaè SysTick
Je 24-bitový programovatelný systémový èasovaè, který lze vyu¾ít pro èasování
úkolù. Èasovaè je dekrementující a pøi nule mù¾e vyvolat pøeru¹ení. Typicky je
tento èasovaè pou¾íván ve spojení s RTOS systémy.
GPIO
Mikrokontrolér má 5 V tolerantních 42 GPIO pinù. Ka¾dý pin je samostatnì pro-
gramovatelný { integrovaný pull up / pull down rezistor, proud pinem (2, 4, 8 mA),
stav vysoké impedance apod. Z ka¾dého pinu je mo¾né vyvolat pøeru¹ení (hrana
nebo úroveò).
Obvody UART
Mikrokontrolér je vybaven tøemi plnì programovatelnými obvody typu 16C550 s pod-
porou IrDA. Ka¾dý kanál má 2 FIFO zásobníky o velikost 16x8 bitù. Pøeru¹ení je
mo¾né generovat pøi 1/8, 1/4, 1/2, 3/4, a 7/8 zaplnìní FIFO. Obvody jsou sa-
mozøejmì plnì nastavitelné z hlediska pøenosových rychlostí, poètu data, stop a
paritních bitù.
Sí»ové rozhraní
Mikrokontrolér je vybaven jak MAC (vrstva øízení pøístupu k médiu), tak PHY
(fyzická vrstva) sí»ovým rozhraním viz obrázek 4.1.2. Díky tomu je mo¾né pøipojit
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k mikrokontroléru pøes oddìlovací transformátory (magnetics) pøímo konektor RJ-
45 a není tøeba ¾ádného externího øadièe, jako je tomu u vìt¹iny jiných þsí»ovýchÿ
mikrokontrolérù. Sí»ové rozhraní podporuje dle specikace IEEE 802.3 standardy
10Base-T a 100Base-TX. Rozhraní dále podporuje automatické nastavení, progra-
movatelnou MAC adresu, CRC souèty, u¾ivatelské pøeru¹ení, automatickou detekci
MDI/MDI-X, øízení spotøeby atd.
Nastavení MAC adresy rozhraní je zabezpeèeno programovì { sí»ové rozhraní se
musí pøi startu programu inicializovat s ji¾ známou MAC adresou. Pro uchování a
snadnou zmìnu MAC adresy je mikrokontrolér vybaven speciálními u¾ivatelskými












Obr. 4.6: Blokové schéma sí»ového rozhraní [12]
Ladící a programovací rozhraní JTAG
Mikrokontrolér je vybaven ladícím rozhraním Stellaris JTAG, postaveným nad roz-
hraním ARM JTAG, integrovaným pøímo v jádøe Cortex-M3. Stellaris JTAG pod-
poruje:
 IEEE 1149.1-1990 kompatibilní Test Access Port (TAP) øadiè
 4-bitový zøetìzený instrukèní registr pro uchování JTAG instrukcí
 IEEE standardní instrukce: BYPASS, IDCODE, SAMPLE/PRELOAD, EX-
TEST and INTEST
 ARM instrukce: APACC, DPACC and ABORT
 Integrovaný ARM Serial Wire Debug (SWD)
4.1.3 Pøipojení k Ethernetu
Pøipojení mikrokontroléru s síti Ethernet je vyu¾it konektor RJ-45 s integrovaným
oddìlovacím transformátorem Taimag RJLBC-060TC1. Zapojení konektoru muselo
být oproti doporuèenému zapojení (viz obrázek 4.1.3) upraveno. Výsledné zapojení





























































































Obr. 4.7: Doporuèené zapojení Ethernetové èásti [12]
Kromì zmínìného konektoru byl testován také originální MagJack konektor Bell
Stewart SI-60002-F, který má, aè to tak na první pohled nevypadá, úplnì jiné za-
pojení jednotlivých pinù. Jednotlivé konektory jsou tedy nezamìnitelné.
Sí»ové rozhraní pro svou èinnost vy¾aduje hodinový signál o frekvenci 25 MHz.
Proto je rozhraní vybaveno integrovaným oscilátorem, na který (piny XTALNPHY) je
nutné pøipojit krystal 25 MHz tak, jak je uvedeno na schématu v pøíloze B.
4.1.4 Linky RS-232 a RS-485 a pou¾ité pøevodníky
Pro komunikaci s okolím byly vybrány sériové linky RS-232 a prùmyslovì orientovaná
dvouvodièová RS-485.
RS-232
Je sériové asynchronní komunikaèní rozhraní urèené k propojování 2 komunikujících
zaøízení na krátkou vzdálenost (v øádu desítek metrù). Data jsou pøená¹ena pomocí
bipolárních signálù  3-25V s velkou amplitudou pro zvý¹ení odolnosti proti ru¹ení.
Data jsou pøená¹ena asynchronnì, na zaèátku a konci pøenosu je tedy nutné pøe-
ná¹et start a stop bit. Pøenosová rychlost se bìhem komunikace nemìní a dosahuje
rychlosti a¾ 115200 Bd/s.
Rozhraní komunikuje pomocí signálù DCD pro detekci nosné, RXD a TXD pro
pøenos dat, DTR a DSR pro signalizaci komunikace, RTS a DTS pro signalizaci
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pøenosu a RI pro signalizaci vyzvánìní. Pro základní komunikaci 2 zaøízení, kdy
není hardwarovì øízen tok dat v¹ak staèí pouze signály RXD a TXD.
Pøevodník TTL { RS-232
Mikrokontrolér pracuje se vstupy (5 V tolerantní vstupy) a výstupy obvodu UART
s úrovnìmi TTL. Pro komunikaci po RS-232 je tedy nutný pøevodník úrovní napìtí.
Nejznámìj¹ím pøevodníkem jsou obvody zalo¾ené na obvodu Maxim MAX232. Tento
obvod pou¾ívá i interface. MAX232 obsahuje 2 Rx a 2 Tx pøevodníky linek, má inte-
grované násobièky a invertor napìtí. Pro úèely interface byl vybrán obvod v pouzdru

























































Obr. 4.8: Doporuèené zapojení obvodu MAX232 [5]
RS-485
Rozhraní RS-485 je sériové asynchronní rozhraní, které je narozdíl od RS-232 uzpù-
sobeno pro komunikaci více zaøízení (bì¾nì a¾ 32) pøipojených na jednu sbìrnici zá-
roveò. Signály jsou pøená¹eny jako rozdílové (s úrovnìmi 0 a 5 V) krouceným párem
vodièù (signálový vodiè A a B) v ka¾dém smìru komunikace. Díky principu rozdílové
úrovnì není potøeba spoleèná zem, která mù¾e komplikovat spojení na del¹í vzdále-
nosti nebo propojení více zaøízení dohromady. Vzhledem k pomìrnì velké odolnosti
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proti ru¹ení a mo¾nosti vést signál na velké vzdálenosti (stovky metrù) je pou¾í-
váno spí¹e v prùmyslovém prostøedí. Pøenosové rychlosti mohou dosahovat hodnot
i 2,5 MB/s. Rozhraní se èasto pou¾ívá pro roz¹íøení dosahu rozhraní RS-232.
RS-485 je mo¾né pou¾ívat ve 2-vodièovém zapojení, kdy mù¾e v jedné chvíli
ka¾dé zaøízení pouze vysílat nebo pøijímat { siplex (viz obrázek 4.1.4). Zároveò je
nutné, aby v jedné chvíli vysílalo pouze jedno zaøízení, jinak by mohlo dojít ke kolizi.
Jednotlivé zaøízení je tedy nutné nìjak synchronizovat, nebo stanovit pravidla, za








Obr. 4.9: Znázornìní více komunikujících zaøízení po dvouvodièové RS-485 [17]
Pøi ètyøvodièovém zapojení je pro ka¾dý smìr komunikace vyhrazen jeden krou-
cený pár. Jedná se tedy o duplexní pøenos. Opìt je zde ale nutné, aby v ka¾dém
smìry vysílalo pouze jedno zaøízení.
Na obrázku 4.1.4 jsou znázornìny terminátory vedení { rezistory RT . Tyto ter-
minátory slou¾í proti odrazùm na vedení a by mìly tak být na zaèátku a na konci
vedení. Hodnota terminátoru se udává okolo 100 
.
Pøevodník TTL { RS-485
Podobnì jako pro pøevod TTL { RS232 je na trhu pomìrnì hodnì pøevodníkù.
Pro úèely interface byl vybrán SN65176B od Texas Instruments v pouzdru DIP-8.
Pøevodník je jednokanálový a to jestli bude pøijímat nebo vysílat je øízeno signály
na vstupech RE (Receiver Enable) pro povolení pøíjmu a DE (Driver Enable) pro
povolení vysílání. Vzhledem k tomu, ¾e signál RE je invertovaný, lze oba øídící
piny propojit a jednoduchým pøepínáním H a L úrovnì pøepínat mezi pøíjmem a
vysíláním. Logické schéma obvodu je uvedeno na obrázku 4.1.4. Zapojení tohoto
obvodu se obejde bez jakýchkoliv podpùrných souèástek.
Vzhledem k tomu, ¾e interface bude po tomto rozhraní pouze pøijímat data, jsou















Obr. 4.10: Logické schéma pøevodníku TTL { RS-485 SN65176B [17]
4.1.5 Systém napájení
Z praktických dùvodù bylo zvoleno napájecí napìtí 5 V, mikrokontrolér v¹ak vy-
¾aduje napájecí napìtí 3,3V. Proto byl v interface pou¾it LDO regulátor napìtí
s nízkým úbytkem a maximálním proudem 5 A Taiwan Semiconductor TS1084O33
v pouzdru TO-220. Tento konkrétní regulátor byl zvole s ohledem na cenu a dostup-
nost 3,3 V regulátorù s proudem nad 200 mA. Není jej v¹ak problém vymìnit za
libovolný jiný regulátor. Regulátor je zapojen podle doporuèení výrobce (viz 4.1.5).




Obr. 4.11: Doporuèené zapojení regulátoru TS1084 [11]
4.2 Vývoj a ladìní øídícího programu
Pro tvorbu øídícího programu byl zvolen bì¾nì vyu¾ívaný jazyk C (ANSI C99). Jako
vývojové prostøedí bylo vybráno Rowley CrossWorks for ARM 2, které vyu¾ívá pøe-
kladaèe GNU GCC. Prostøedí kromì vývoje aplikací umo¾òuje také ladìní aplikace
pøímo v mikrokontroléru pomocí rozhraní JTAG.
Jako programátor a debugger byl pou¾it vývojový kit EKC-LM3S6965. Kit je za-
lo¾en na mikrokontroléru LM3S6965 a je na nìm umístìn napøíklad displej, tlaèítka,
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sí»ový konektor apod. Ve¹keré piny mikrokontroléru jsou vyvedeny na konektory.
Kromì bì¾né výbavý vývojových kitù je vybaven i plnohodnotným programovacím
a ladícím rozhraním JTAG, které umí pracovat jak s integrovaným mikrokontro-
lérem, tak s externím zaøízením. K pøipojení externího zaøízení slou¾í 20-pinový
plochý kabel.
Vývojové pracovi¹tì je zobrazeno na obrázku 4.2. Vlevo je prototyp interface,
vpravo vývojový kit. K interface jsou pøipojeny 2 pøevodníky USB{RS-232 a sí»ový
kabel. Pøi programování a ladìní je interface napájen z vývojového kitu.
Obr. 4.12: Pracovi¹tì pro vývoj a ladìní interface
Pro testování a ladìní interface bylo pou¾it PC s virtuálním systémem Windows.
Na virtuálním systému byl nainstalován server MySQL 5.5 v rámci balíku programù
XAMPP. Dále aplikace Wireshark (viz obrázek 4.2) pro analýzu sí»ového provozu.
A nakonec balík programù MySQL Admin Tools, pro sledování stavu MySQL ser-
veru a práci se serverem samotným. Virtuální systém byl zvolen z dùvodù snaz¹ího
zachytávání pøená¹ených dat, ale hlavnì kvùli mo¾nosti analýzy pøená¹ených dat
mezi hlavním a virtuálním systémem (není mo¾né analyzovat data na rozhraní loo-
pback).
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Obr. 4.13: Aplikace Wireshark
Oba systémy byly pøipojeny do sítì s interface byl pou¾itý bì¾ný sí»ový router.
Virtuální systém byl nastaven na pøipojení na vnìj¹í sí», aby mìl vlastní IP adresu
a nebyl ukrytý za systémem NAT mateøského operaèního systému. Na virtuálním
systému byl také nastaven rewall { otevøen port 3306.
Pøipojení k servisní konzoli byl provádìno prostøednictvím aplikace PuTTY. Pro
odesílání dotazù a sí»ovou komunikaci s interface na nízké úrovni byla pou¾ita apli-
kace Hercules SETUP Utility. Hercules umo¾òuje jak práci se sériovým rozhraním,
tak vytvoøení TCP serveru, kdy jsou data pøijatá serverem, zobrazována v neformá-
tované podobì u¾ivateli. Podobnì lze TCP data pomocí Hercules i odesílat.
Pou¾ité IDE Rowley CrossWorks for ARM 2 umí programovat mikrokontrolér
pouze pro úèely ladìní. Pro programování mikrokontroléru stálým obsahem byla po-
u¾ita aplikace LM Flash Programmer, která je k dispozici v rámci balíku nástrojù
a knihoven StellarisWare. Aplikace umí programovat (data ve formátu BIN), staho-
vat, mazat a porovnávat obsah Flash. Dále aplikace umí odblokovat ladící rozhraní.
Rozhraní JTAG mikrokontroléru je toti¾ pøivedeno na GPIO piny a pokud jsou tyto
piny vyu¾ity programem, nelze je pou¾ívat pro pøipojení programátoru a debug-
geru. Aplikace umí také nastavovat obsah u¾ivatelských registrù, které se pou¾ívají
napøíklad pro ulo¾ení MAC adresy sí»ového rozhraní.
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4.3 Pou¾ité knihovny a programové komponenty
Pro sestavení øídícího programu bylo vhodné vyu¾ít prostøedkù, které nabízí jiné
projekty nebo sám výrobce mikrokontroléru. V øídícím programu byly tedy vyu¾ity
knihovny a balíky jako lwIP protocol stack, MartixSSL, Stellaris Peripheral Driver
Library, Stellaris Firmware Development Package a origináního MySQL konektoru
Connector/C.
4.3.1 Stellaris Peripheral Driver Library
Jedná se o knihovnu pro práci se periferiemi rodiny mikrokontrolérù Stellaris po-
skytovanou pøímo výrobcem mikrokontrolérù. Knihovna poskytuje základní funkce
pro pøístup k jednotlivým periferiím mikrokontroléru. Ke knihovnì výrobce dodává
také podrobnou dokumentaci s ukázkovými pøíklady (viz [15]).
4.3.2 Stellaris Firmware Development Package
Je balík knihoven obsahující ukázkové pøíklady k rodinì mikrokontrolérù Stellaris.
Moduly knihoven jsou postaveny na Peripheral Driver Library a posouvají práci
s periferiemi na vy¹¹í úroveò. Mimo to knihovna obsahuje souèásti jako modul pro
práci se souborovým systémem, s pøíkazovou øádkou (napø. terminálový server),
tFTP, bootloadery apod. V neposlední øadì je potøeba zmínit modul lwIP Wrapper
Module, který je pou¾itý pro implementaci lwIP stacku. K balíku je opìt dodávána
dokumentace (viz [14]). Spolu se Stellaris Peripheral Driver Library je tento balík
distribuován v sadì nástrojù a knihoven pod názvem StellarisWare.
4.3.3 lwIP
lwIP neboli Lightweight IP Stack je TCP/IP stack pracující s protokoly IP, ICMP,
UDP, TCP, DHCP, PPP, ARP. Tento stack je navr¾en tak, aby vy¾adoval mini-
mum pamìti a nárokù na výkon platformy. Autor udává, ¾e bì¾ná aplikace vy¾aduje
nároky cca 40 kB programové pamìti a 10 kB operaèní pamìti. Zdrojový kód po-
skytován pod licencí BSD. Stack poskytuje jednodu¹e pou¾itelné API pro vyu¾ití ve
vlastních aplikacích. Podporuje také více souèasných spojení. Stack je portován pro
mnoho platforem.
4.3.4 MartixSSL
MatrixSSL je ¹ifrovací knihovna rmy PeerSec Networks. Knihovna obsahuje pro-
støedky pro rùzné druhy ¹ifrování a zabezpeèení pøenosu dat jako napøíklad SSL,
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TLS, RSA, 3DES, AES, ARC4, SHA1, MD5. Knihovna je napsána tak, aby vy¾a-
dovala minimum systémových prostøedkù. Zdrojový kód je poskytován pod licencí
GNU Public License. Pøi implementaci funkcí knihovny do øídící aplikace byla vyu-
¾ita star¹í verze knihovny podle aplikaèní noty [16].
4.3.5 MySQL Connector/C.
Jedná se o projekt ociálního konektoru vyvíjeného programátory MySQL. Zdro-
jový kód je poskytován pod licencí GPL. Projekt je ov¹em urèen pro výkonnìj¹í
platformy, tak¾e pou¾ití kompletní poskytované knihovny nepøichází v pøípadì in-
terface v úvahu, pøesto¾e by to bylo výhodnìj¹í jak z hlediska vynalo¾ené práce, tak
z hlediska spolehlivosti. Vysvìtlením funkce konektoru se zabývá [7].
4.4 Øídící aplikace
Øídící aplikace ve svém základy vychází z ukázkového pøíkladu práce s protokolovým
stackem lwIP. Tato ukázka byla postupnì roz¹iøována a¾ do souèasné podoby s 9
moduly a 5 podpùrnými knihovnami.
Základní funkce øídícího programu je taková, ¾e po zapnutí program aktivuje a
nastaví v¹echny periferie, provedou se nastavení pøeru¹ení a jejich priorit. Pøi aktivaci
sí»ového rozhraní je do nìj naprogramována MAC adresa z u¾ivatelských registrù. Pøi
startu programu je také inicializován modul nastavení, aby bylo mo¾né inicializovat
sí»ové rozhraní, sériové porty apod. s ohledem na nastavené hodnoty. Poté program
vstupuje do èekací smyèky, v které je uvádìn do re¾imu spánku (re¾im sleep) pro
sní¾ení spotøeby. Probuzení ze spánku je provádìno libovolným pøeru¹ením, tak¾e
funkce není spánkem nijak naru¹ena.
Mikrokontrolér byl kvùli dosa¾ení vy¹¹í datové propustnosti a k vùli pomìrnì
velkému mno¾ství zpracovávaných úkolù taktován na svou maximální pracovní frek-
venci 50 MHz, program by byl ov¹em pou¾itelný i pøi ni¾¹ím výkonu. Nastavení
taktu je provedeno nastavením zdroje na hlavní oscilátor s PLL, systémové dìlièky
na hodnotu 4 pøi pou¾ití krystalu 8 MHz. Pøi tomto nastavení generuje hlavní osci-
látor spolu s PLL signál o frekvenci 400 MHz, ten je dále dìlen dvìma na 200 MHz a
dále prochází systémovou dìlièkou, kde je podìlen ètyømi. Na výstupu systému ge-
nerace hodin je tedy 50 MHz. Funkce systému generování hodin je patrná z obrázku
4.1.2.
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4.4.1 Øízení a èasování
Program je øízen a èasován výhradnì pomocí pøeru¹ení z periferií a systémového èa-
sovaèe. Základem je systémový èasovaè SysTick, který vyvolává pøeru¹ení ka¾dých
10 ms. V rámci obsluhy tohoto pøeru¹ení se volají dílèí úkoly, kterým je pøedáván
systémový èas. Úkoly samotné pak rozhodují, jestli se mají aktivovat nebo ne. Pøe-
dávání dat mezi úkoly se dìje prostøednictvím globálních promìnných. Ka¾dý úkol
pracuje pouze s vlastní periferií, tak¾e není tøeba pou¾ívat mechanismy na zpùsob
mutexu známého ze systémù RTOS.
Dále jsou nadenována pøeru¹ení, která spou¹tí okam¾ité zpracování dat. Hlavní
prioritu mají obsluhy sériových portù, proto¾e mohou být vzhledem k absenci hard-
warového øízení toku náchylné na pøeteèení. Ni¾¹í prioritu má pøeru¹ení sí»ového roz-
hraní, které je voláno pøi jakémkoliv pøíjmu dat. Ni¾¹í prioritu má èasovaè SysTick
a nejni¾¹í má pøeru¹ení GPIO.
4.4.2 Modul pøíjmu dat po sériové lince - serial.c
Data (MySQL dotazy) jsou pøijímána po datovém sériovém rozhraní. S pøíjmem
pomocí sériového rozhraní je nutné nìjakým zpùsobem detekovat konec pøenosu.
Zpravidla se provádí detekce znakù CR (Carriage Return) a LF (Line Feed). Interface
má v¹ak pøijímat MySQL dotazy, kde je ka¾dý dotaz ukonèen znakem þ;ÿ. Z toho
dùvodu byl sestaven mechanismus detekce terminálního znaku s ohledem na kontext
{ MySQL dotaz mù¾e obsahovat textový øetìzec se znakem þ;ÿ, který nesmí být
pova¾ovaný za terminální znak.
V následujících pøíkladech jsou znaky þ;ÿ ignorovány:
1. INSERT INTO test VALUES (NULL, 'strednik ; zde.')
2. INSERT INTO test VALUES (NULL, "strednik ';' zde")
3. INSERT INTO test VALUES (NULL, "strednik n";n" zde")
Zatímco v následujících sekvencích je znak þ;ÿ pova¾ován za terminální:
1. INSERT INTO test VALUES(NULL, 'bez stredniku');
2. INSERT INTO test VALUES(NULL; 'bez stredniku')
3. INSERT INTO test; VALUES (NULL, 'bez stredniku')
Pøi detekci terminálního znaku je obsah vstupního bueru vlo¾en do fronty do-
tazù a mù¾e být zapoèat pøíjem dal¹ího dotazu. Vstupní buer je alokován dyna-
micky po násobcích 128 znakù. Pokud je tedy pøi pøíjmu pøekroèena velikost bueru,
je alokováno dal¹ích 128 znakù a pøíjem mù¾e pokraèovat. Po pøedání dotazu do
fronty je iniciováno provedení dotazu a je uvolnìna pamì» právì pøijatého dotazu.
Pro pøípad, ¾e by bylo potøebné pomocí datového portu pracovat i v servisní kon-
zoli, obsahuje modul i mechanismus pøepnutí funkce. Pøepnutí se provede odesláním
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pøíkazu service;. Po pøepnutí jsou pøesmìrovány vstupy a výstupy datového portu
na servisní konzoli a pøíjem dotazù je potlaèený.
4.4.3 Modul fronty dotazù - mysql queue.c
Obsahuje funkce pro vlo¾ení dotazu (textového øetìzce) na konec fronty dotazù,
funkci pro zji¹tìní prvního dotazu a funkci pro smazání prvního dotazu ve frontì.
Funguje na principu tedy FIFO tím zpùsobem, ¾e globální promìnná nese ukazatel
na poèátek fronty, tedy první prvek fronty. Ka¾dý prvek fronty je tvoøen strukturou




ukazatel na další prvek
ukazatel na řetězec




Obr. 4.14: Znázornìní fronty dotazù
Pøi vkládání dotazu do fronty se nalezne poslední prvek fronty. Dynamicky se
alokuje v pamìti prostor pro dal¹í prvek a ukazatel na tento prvek se ulo¾í do
souèasnì posledního prvku fronty. Dále se pro øetìzec samotný alokuje po¾adovaný
prostor v pamìti a do ukazatel se ulo¾í adresa tohoto nového prvku. Proces provázání
prvkù je znázornìn na obrázku 4.4.3.
Pøi získávání prvního prvku ve frontì se jednodu¹e získá ten prvek, na který
ukazuje promìnná nesoucí poèátek fronty.
Poté, co je dotaz odeslán v rámci modulu mysql, mù¾e být první prvek smazán.
Prvek v¹ak z podstaty funkce odesílání po síti nesmí být smazán pøed potvrzením
pøíjmu MySQL serverem. Pøi mazání prvku se uvolòuje pamì», v které byl ulo¾en
øetìzec i pamì» v které byla ulo¾ena polo¾ka samotná.
Proces odkazování jednoho prvku na druhý znázornìný na obrázku 4.4.3 s odka-
zováním se i na vlastní øetìzce je velice exibilní a výhodný z hlediska spotøebované
pamìti v pøípadì. Je toti¾ alokováno tolik pamìti, které je nutné na uchování daného
øetìzce. Samozøejmì je také nìjaká pamì» spotøebována pro polo¾ky samotné, poèá-
tek fronty a pøi dynamické alokaci si sytém ukládá do pamìti také urèité informace.
V pøípadì, ¾e jsou samotné dotazy dlouhé, jsou tato pøídavná data zanedbatelná.
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4.4.4 Modul provádìní dotazù - mysql.c
Je jádrem celého interface. V pravidelných intervalech kontroluje frontu dotazù, jestli
se v ní nìco nachází. Pokud ano, spustí se proces provedení dotazu.
Na obrázku 4.4.4 je znázornìn zjednodu¹ený princip provádìní dotazù. Pøi ini-
ciaci provedení dotazu se nejdøíve kontroluje, zda-li neprobíhá pøedchozí odeslání.
Pokud ano, je odeslání dal¹ího dotazu odlo¾eno na dal¹í kontrolu. Zároveò je v¹ak
provádìna kontrola, zda-li pøedchozí odesílání netrvá pøíli¹ dlouho. V takovém pøí-
padì se pravdìpodobnì nìjaká data ztratila nebo nìkde nastala chyba a je nutné
ukonèit odesílání a také zavøít spojení. Po takovém kolapsu je ve frontì stále dotaz,
který se nepodaøilo provést, tak¾e data nejsou zahozena. Dále se kontroluje zda-li
je povoleno perzistentní spojení s databází. Pokud ne, spustí se proces pøipojení,
odeslání a odpojení. Pokud je perzistentní pøipojení povoleno, je nejprve potøeba
zkontrolovat, zda-li je pøedchozí spojení stále otevøené. Pokud je, provede se pouze





















Obr. 4.15: Zjednodu¹ený princip provádìní dotazù
Proces pøipojení je spu¹tìn po úspì¹ném otevøení TCP spojení a na úrovni pro-
49
tokolu MySQL je v ideálním tvoøen následujícími kroky:
1. Server posílá uvítací paket MySQL.
2. Interface odesílá pøihla¹ovací informace.
3. Server potvrzuje pøihlá¹ení.
Proces odeslání dotazu probíhá následovnì:
1. Interface odesílá dotaz.
2. Server vrací výsledek.
Proces odpojení probíhá tak, ¾e interface po¹le serveru informaci o ukonèení
MySQL spojení (pøíkaz QUIT) a server na to na úrovni MySQL nereaguje, pouze
iniciuje ukonèení TCP spojení.
Z popsaných principù funkce je patrné, ¾e celá komunikace se serverem má asyn-
chronní charakter. Pokud ode¹leme nìjaká data a èekáme na odpovìï, nesmí být
mikroprocesor blokován èekací smyèkou (by» je to nejjednodu¹¹í zpùsob jak na nìco
èekat) aby mohl pracovat na jiných úkolech. LwIP stack tento problém øe¹í tím, ¾e
se do systému registrují takzvané callback funkce. Tyto funkce jsou pak systémem
volané, kdy¾ nastane nìjaká událost. Pro implementaci protokolu MySQL bylo po-
u¾ito RAW TCP API lwIP stacku, pomocí nìho¾ se pracuje se základními sí»ovými






// Vytvorˇenı´ nove´ho id spojenı´
pcb = tcp_new();
// Sestavenı´ IP adresy
IP4_ADDR(&addr, 192, 168, 1, 1);
// Sestavenı´ spojenı´ na IP adresu a port 3306
// Registrace callback funkce clientConnected
tcp_connect(pcb, &addr, 3306, clientConnected);




err_t clientConnected(void *arg, struct tcp_pcb *pcb, err_t err)
{
// Klient se prˇipojil na server, nynı´ mu˚zˇeme serveru poslat data
// Za´pis dat paketu do fronty
tcp_write(pcb, ”ABCD”, 4, 0);
// Pokyn pro odesla´nı´ fronty
tcp_output(pcb);
}
err_t clientReceive(void *arg, struct tcp_pcb *pcb, struct pbuf *p, err_t err)
{
// Klient prˇijal data
// Na prˇijaty´ paket o˜de´lce p->len ukazuje p->payload
// Potvrzenı´ prˇijmu dat aplikacı´
tcp_recved(pcb, p->len);
// Po zpracova´nı´ dat je nutne´ vypra´zdnit buffer
pbuf_free(p);
// Po prˇı´jmu FIN,ACK je mozˇne´ ukoncˇit spojenı´
// tcp_close(pcb);
}
V tomto jednoduchém programu je registrována callback funkce clientConnected.
Kdy¾ se otevøe TCP spojení, je tato funkce volána a je iniciováno odeslání dat. Po
odeslání dat, potvrzuje protistrana pøíjem paketem s pøíznakem ACK. Vlivem pøíjmu
tohoto paketu je volána druhá registrovaná callback funkce clientReceive. V rámci
této funkce je potøeba kontrolovat co pøi¹lo za odpovìï a je mo¾né odtud buïto
iniciovat dal¹í odesílání nebo spojení ukonèit. Struktura tcp pcb nese informace
o pøipojení a je nutné, aby byla pøístupná po dobu otevøeného spojení (mo¾ný
problém pokud bude jako lokální promìnná).
Díky principu funkce RAW TCP API bylo nutné v rámci modulu mysql sestavit
program, který bude øídit celý proces komunikace se serverem. Celý tento proces je
øízen stavovým automatem znázornìným na obrázku 4.16. Na základì aktuálního
stavu jsou pak v callback funkci pro pøíjem dat provádìny patøièné úkony a je
zároveò urèen dal¹í stav. Pokud nastane nìjaká neoèekávaná událost (v nìjakém
stavu èekám na urèitá data, ale pøijmu jiná), je spojení ukonèeno, automat se vrací
do výchozího stavu a je povoleno spu¹tìní dal¹ího cyklu odesílání.
Modul je dále vybaven sadou funkcí pro detekci typu paketù (OK paket, ERROR
paket), extrakci informací z paketù (napøíklad sùl v autentikaèním paketu) a for-
mulaci paketù (sestavení autentikaèního paketu). Pøi sestavování autentikaèních
paketù jsou vyu¾ity funkce z ociálního MySQL Connectoru/C (viz 4.3.5) a také ha-








Obr. 4.16: Stavový automat modulu provádìní dotazù
Podpora MySQL
Vzhledem k funkci interface jsou podporovány pouze nìkteré typy paketù, které
MySQL pou¾ívá. Konkrétnì se jedná o pakety (kurzívou jsou pakety odesílané ve
smìru server ! klient):
1. Handshake Initialization Packet
2. Client Authentication Packet
3. Command Packet






Popis struktury paketù viz pøíloha A, [7] a [6].
4.4.5 Systémový modul - system.c
Poskytuje prostøedky pro práci se systémem jako napøíklad pøíprava na pøechod do a
z re¾imu spánku. Pøed pøechodem do re¾imu spánku je nutné uzavøít v¹echna spojení
a vypnout sí»ové rozhraní. Po probuzení je potøeba zase sí»ové rozhraní inicializovat
se správným nastavením.
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4.4.6 Sí»ový modul - net.c
Zabezpeèuje kontrolu stavu pøipojení k síti. V závislosti na nastavení modul pravi-
delnì kontroluje pøipojení k síti pravidelným zasílání zprávy Echo na bránu. Pokud
nìkolikrát po sobì nedojde od brány odpovìï, je pøipojení k síti pova¾ováno za
neaktivní a provede se reinicializace pøipojení. V rámci reinicializace se pokou¹í sys-
tém získat novou IP adresu (pokud je zaplá podpora DHCP). Reinicializace se také
provádí v pøípadì zmìn sí»ových nastavení.
Pravidlená kontrola pøipojení je vhodná hned z nìkolika dùvodù. Pokud je toti¾
zapnutá podpora DHCP, mù¾e být po pøidìlení IP adresy ze strany DHCP serveru
sí» odpojena. Vzhledem k tomu, ¾e je známá IP adresa, je lwIP stack pøesvìdèen, ¾e
existuje i funkèní spojení. Díky tomu, ¾e lwIP neví o stavu sítì, mù¾e nastat v pøípadì
jejího odpojení a snaze sestavit spojení s MySQL serverem pøeteèení interní pamìti
lwIP stacku, co¾ mù¾e mít za následek zablokování jeho funkce. Proto je práce
s MySQL pøi odpojené síti zakázána.
Pro kontrolu dostupnosti brány bylo vyu¾ito protokolu ICPM se zasíláním po¾a-
davkù Echo. K práci s protokolem ICMP bylo vyu¾ito RAW ICMP API lwIP stacku.
Práce s ním je podobná práci s RAW TCP API. Stack je také nastaven tak, aby
odpovídal na dotazy Echo z vnìj¹í sítì, aby ¹lo vzdálenì zjistit, jestli je interface
pøipojen do sítì a je funkèní.
4.4.7 Modul servisní konzole - console.c
Umo¾òuje komunikaci interface s terminálovou aplikací spu¹tìnou na poèítaèi pøipo-
jeném pomocí sériového rozhraní na servisní port. Modul zaji¹»uje v rámci obsluhy
pøeru¹ení pøebírání pøíkazù po sériové lince, kdy terminálním znakem je znak LF
(Line Feed). Pokud tedy obsluha v terminálu zmáèkne klávesu Enter, je pøíkaz po-
tvrzen. Vzhledem k tomu, ¾e pøeru¹ení je voláno s ka¾dým do terminálu zadaným
znakem (vìt¹ina terminálù odesílá ka¾dý zadaný znak ihned), bylo potøeba imple-
mentovat i funkci klávesy Backspace. Pokud je pøijat znak Backspace (v ASCII
0x08) je v zásobníku aktuálního dotazu odebrán poslední znak a celý zásobník je
spolu znovu vypsán. Aby bylo zaruèeno pøepsání pùvodního textu v terminálu, je
pou¾íváno znaku CR (Carriage Return), který zpùsobí nastavení kurzoru na zaèátek
øádku.
V servisní konzoli je implementováno celkem 11 pøíkazù. Výpis dostupných pøí-
kazù je mo¾ný provést pøíkazem help nebo zadáním nesmyslného pøíkazu (seznam
pøíkazù jako nápovìda). Seznam pøíkazù s popisem funkce je uveden ní¾e na vzoro-










- help : Display list of commands.
- set : Change setting - Usage: set <setting> value (type set for details).
- settings : List current settings.
- defaults : Reset settings to defaults values.
- sysinfo : Show system informations.
- network : Show network connection details.
- reboot : Reboot interface.
- sleep : Go to sleep.
- ping : Ping device - Usage: ping <ip address>.
- query : Send query to MySQL server - Usage: query <mysql query>.
- dataport : Togle DATA port function - Usage: dataport [data,service].
>> |
Pøi implementaci pøíkazù bylo také potøeba vyøe¹it situaci, kdy by mohla být
obsluha pøi zadávání pøíkazù v konzoli ru¹ena ladícími výpisy. Z toho dùvodu je
po vypsání jakéhokoliv ladícího textu opìt zopakován zásobník pøíkazu na novém
øádku. To má za následek vjem, jakoby byly ladící informace vypisovány nad øádek




- Available heap memory: 20205 Bytes
- Average CPU load: 76%
- Core temperature: 39.2 C
- Uptime: 55 s
[3][network] IP address 192.168.1.163 obtained using DHCP.
>> |
Ladící informace jsou do konzole vypisovány ka¾dým modulem zvlá¹». Ladící
informace jsou vypisovány ve formátu [èas][modul] Ladící informace.
Pro implementaci servisní konzole byl pou¾it modul Command Line Processing
Module z balíku Firmware Development Package (viz 4.3.2 a [14]). Nastavení modulu
se provádí tabulkou pøíkazù v které se specikuje název pøíkazu, callback funkce,
která se zavolá v pøípadì zadání pøíkazu a popis pøíkazu. Po pøijetí pøíkazu se v ob-
sluze pøeru¹ení sériové linky se iniciuje Command Line Processing Module. Call-
back funkcím jsou pøedávány argumenty zadané za rozpoznaným pøíkazem, tak¾e je
mo¾né s nimi dále v tìchto funkcích pracovat.
4.4.8 Modul správy nastavení - settings.c
Interface vy¾aduje, aby nìkteré parametry byly u¾ivatelsky mìnitelné. Proto bylo
nutné vytvoøit modul, pomocí kterého bude tato data mo¾né èíst, mìnit a ukládat.
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Data musí být ulo¾ena tak, aby zùstala zachována i po odpojení napájení. Pro práci
s Flash pamìtí je vyu¾itý modul Flash balíku Stellaris Peripheral Driver Library
(viz 4.3.1 a [15]), který poskytuje funkce pro mazání a programování Flash pamìti
(ètení se provádí standardnì pomocí ukazetele na adresu).
K ulo¾ení dat byl vybrán blok Flash pamìti u jejího samotného konce, tak aby
nedo¹lo ke kolizi s programem samotným. S Flash pamìtí lze pracovat pouze v 1 kB
blocích. Vybraná oblast tedy zaèíná na adrese 0x3F000 a konèí na adrese 0x3F400,
kdy 0x3FFFF je konec Flash pamìti. Je tedy vyu¾itý pouze jeden 1 kB blok pamìti,
co¾ poskytuje dostatek prostoru pro ulo¾ení v¹ech nastavení. Práce po 1 kB blocích
znamená, ¾e se mù¾e naprogramovat nebo smazat pouze celý blok. Pøed samotným
programováním je navíc tøeba smazat blok.
Nastavení mù¾e obsahovat rùzné datové typy. Jako základ pou¾it 4-Bytový rámec
dat, který je schopný ulo¾it datový typ long int nebo tøeba IP adresu. Pro textové
øetìzce bylo vyhrazeno 8 takových rámcù, tedy 32 Bajtù (vèetnì zakonèovacího
znaku 0). V¹echna nastavení se zapisují do jedné tabulky. V tabulce se vyskytují
parametry název, datový typ, výchozí hodnota, aktuální hodnota. Ka¾dé nastavení
má navíc specikovanou svou délku a oset v bloku dat. Tabulka s nastaveními je
udr¾ována v pamìti RAM, tak¾e je k ní rychlý a snadný pøístup. Pøi zmìnì nìjakého
nastavení jsou data zapsána do Flash a opìt naètena (je aktualizována i tabulka).
Zmìna hodnoty urèitého nastavení se provádí tak, ¾e se v tabulce nastavení zmìní
aktuální hodnota. Poté se sma¾e blok pamìti Flash a novì naprogramuje { hodnoty
celé tabulky se zapí¹ou na danou pozici s danou délkou do novì smazaného bloku.
Aby bylo mo¾né identikovat, zda-li jsou v pamìti Flash na dané adrese náhodná
data nebo ¾ádaná nastavení, je na zaèátku bloku s nastaveními ulo¾en kontrolní 4-
Bytový kód. Pøi inicializaci nastavení se tento kód kontroluje a pokud není platný,
provede se funkce nastavení hodnot do výchozích, èím¾ je pamì» naplnìna správnými
daty.
Modul umo¾òuje nastavení hodnot na výchozí pro pøípad, ¾e obsluha provede
nìjaké nastavení ¹patnì a neví si rady. Zatímco aktuální nastavení jsou mìnit pouze
pøes servisní konzoli, nastavení výchozích hodnot je mo¾né provést i pomocí tlaèítka
RESTORE.
4.4.9 Modul èasovaèù - timeouts.c
Pro nìkteré funkce interface je nutné pou¾ívat èasovaèe, které po vypr¹ení urèitého
èasu zavolají callback funkci. Pøíkladem mù¾e být tøeba funkce Ping, kdy se na
zadanou adresu po¹le ¾ádost o odpovìï. Pokud se do urèité doby nevrátí odpovìï,
je nutné prohlásit druhou stranu za nedostupnou. Pro podobné úèely byl vytvoøen
modul, který umo¾òuje registraci callback funkce. Periodicky pak kontroluje, jestli
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je nìjaký callback registrován. Pokud na nìjaký callback narazí, dekrementuje jeho
vlastní èítaè o èas ubìhlý od poslední kontroly. Pokud èas klesne pod nulu, je callback
zavolán a vyøazen z fronty.
Zpùsob funkce fronty callbackù je podobný jako v pøípadì fronty MySQL dotazù,
popsaných vý¹e { jedna polo¾ka ve frontì ukazuje na druhou, pokud nìjaká existuje.
Tato fronta ov¹em není zalo¾ena na principu FIFO, proto je ka¾dá polo¾ka opatøena
i poøadovým èíslem, aby bylo mo¾né po smazání jedné nekrajní polo¾ky spojit zpìt
obì èásti fronty.
4.4.10 Modul vstupù a výstupù - io.c
Zabezpeèuje funkce LED a tlaèítek. Tlaèítka jsou obsluhována zpùsobem, kdy se
jednou za 20 ms kontroluje jejich stav a pokud se stav nezmìnil po nìkolik cyklù,
je tlaèítko pova¾ováno za stisklé. Standardnì je stisk pova¾ován za platný po 2
cyklech, tedy 40 ms. Tato hodnota se ukázala jako dostaèující pro ochranu pøed
vícenásobným stiskem (debounce). Tohoto princip detekce se také hodí pro tlaèítko
pro obnovení nastavení na výchozí hodnoty, kdy je doba stisku nastavena na 250
cyklù, tedy 5 s, aby nemohlo dojít ke zmìnì nastavení omylem.
Tlaèítko pro probuzení z re¾imu hlubokého spánku je narozdíl od ostatních za-
lo¾eno na pøeru¹ení, proto¾e je to pro probuzení nutné. Port, na kterém je tlaèítko
je tedy povolen a napájen i v re¾imu hlubokého spánku, zatímco ostatní periferie
jsou vypnuty. Je také zaregistrováno pøeru¹ení na konkrétní pin tohoto portu. Pøi




Interface byl sestaven, o¾iven, umístìn do krabièky a naprogramován. Výsledná po-
doba prototypu je na obrázku 5. Interface byl dále podroben nìkolika zkou¹kám.
Obr. 5.1: Prototyp interface
5.1 Reakce na neoèekávané události
V rámci testování funkce interface byly zkou¹eny i reakce na odpojení od sítì, chy-
bové stavy pøi komunikaci s MySQL serverem a chyby programu. Chyby programu
nebyly pøi testování zji¹tìny. Pro jistotu je v¹ak aktivní obvod watchdog, který
v pøípadì zacyklení programu provede restart.
Odpojení od sítì je detekováno pomocí pravidelného posílání ¾ádosti Echo bránì
pomocí protokolu ICMP. Pokud nedojde nìkolikrát po sobì k odpovìdi v èase 1 s,
øídící program pova¾uje sí» za odpojenou. Pokud je zapnutá podpora DHCP, uvolní
se stávající lease z pamìti a je po¾adován nový. Pokud je podpora DHCP vypnutá, je
sí» pova¾ována za pøipojenou po získání odpovìdi od brány. Obsluha je o odpojení
a pøipojení informována pomocí servisní konzole, pomocí které lze také vypnout
mechanismus kontroly stavu sítì.
V pøípadì, ¾e øídící program pova¾uje sí» za pøipojenou, je povoleno také spojení
s MySQL serverem, jinak jsou pøijaté dotazy ukládány do fronty zpráv. Pokud je pa-
mì» zaplnìna, dal¹í dotazy nejsou pøijímány. Chyby v MySQL komunikaci (ztracená
data, neplatné pøihlá¹ení apod.) jsou øe¹eny tak, ¾e je ukonèeno spojení a iniciováno
nové. Dotaz, který nebyl døíve odeslán, je stále dr¾en ve frontì, tak¾e nedochází
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ke ztrátì dat. Pokud jsou data úspì¹nì pøenesena, ale MySQL server je vyhodno-
til jako chybná (napøíklad chybná syntaxe dotazu), jsou data zahozena. Obsluha je
opìt o v¹ech chybových stavech informována pomocí servisní konzole.
5.2 Pamì»ové nároky
Celá øídící aplikace zabírá v souèasné podobì cca 105 kB z 256 Kb dostupné pamìti
Flash. Vzhledem k tomu, ¾e pamì» RAM byla vyu¾itá pùvodnì z cca 60%, byla
dodateènì zvolena pomìrnì objemná sekce heap, aby byla vyu¾ita volná kapacita.
Heap je nyní nastaven na 24 kB a poskytuje tak velký prostor napøíklad pro pøe-
klenutí výpadku spojení, kdy mù¾e být fronta dotazù naplnìna nìkolika desítkami
dotazù. Celkem je tedy zabraných 63,6 kB z 64 kB dostupných pamìti RAM.
V pøípadì roz¹iøování o dal¹í funkce je mo¾né zmen¹it heap a¾ na velikost pøi-
bli¾nì 4 kB, která je nutná pro správnou funkci v¹ech souèástí programu. Velikost
zabrané pamìti a její jednotlivé sekce jsou znázornìny na obrázku 5.2.
Obr. 5.2: Velikost zabrané pamìti a její jednotlivé sekce
Pou¾itý lwIP stack zabírá v souèasné konguraci cca 25 kB pamìti RAM a 45 kB
Flash. Co se týèe pamìti RAM, je mo¾né provést optimalizace kongurace a zmen¹it
tak po¾adavky stacku.
Pou¾ití øídícího programu v ménì vybavených mikrokontrolérech je tedy mo¾né.
Z øady Stellaris 6000 by bylo mo¾né pou¾ít bez problémù modely s 128 KB Flash a
64 KB RAM, po vìt¹ích optimalizacích programu a nastavení stacku také mikrokon-
troléry s 128 KB Flash a 32 KB RAM. Poslední uvedená pamì»ová kongurace lze
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pova¾ovat za absolutní minimum pro spu¹tìní øídícího programu a správnou funkci
v¹ech souèástí.
5.3 Rychlost provádìní dotazù
Na prototypu interface byla mìøena rychlost s jakou se dotazy provádìly. Test byl
proveden drobnou úpravou programu, kdy z fronty nebyl mazán poslední odeslaný
záznam. Po pøedání dotazu se tedy interface v nekoneèné smyèce odesílal jeden a ten
samý dotaz. Po odeslání cca 200 dotazù bylo odeslání zastaveno. Pomocí nìkolika
MySQL dotazù na pou¾itou tabulku byl omezen poèet záznamù v tabulce na prvních
200 a zji¹tìn maximální a minimální èas vlo¾ení, z kterých pak byl vypoèítán prùmìr.
Výsledky testu jsou uvedeny v tabulce 5.1.
Tab. 5.1: Prùmìrná rychlost provádìní dotazù na serveru
Re¾im MySQL Krátký dotaz [dotazù/s] Dlouhý dotaz [dotazù/s]
standardní 4,3 3,9
perzistentní 5,0 4,4
Pøi pøíjmu dotazu pøes sériovou linku potøebuje interface nìjaký èas na zpraco-
vání dotazu. Pomocí krokování programu bylo zji¹tìno, ¾e ke zpracování (zaøazení do
fronty atd.) pøijatého dotazu je potøeba minimálnì cca 5000 cyklù mikrokontroléru,
co¾ pøi frekvenci 50 MHz odpovídá èasu 100 ms. Mezi posílanými dotazy je tedy
nutné, v závislosti na jejich délce, dodr¾ovat ochranné intervaly. Pro del¹í dotazy by
byly vhodnìj¹í ochranné intervaly okolo 200 ms, co¾ by je¹tì nemìlo vliv na rychlost
provádìní dotazù.
Poznámka: Test byl provádìn v rámci lokální sítì, kde byl server i interface pøi-
pojen do jednoho uzlu. Krátký dotaz má délku 38 B, dlouhý dotaz 256 B.
5.4 Objem pøená¹ených dat
U interface bylo dále zkoumáno, jaký generuje tok dat po síti opìt v závislosti
na re¾imu provozu. Analýzou paketù na úrovni Ethernetových rámcù byly zji¹tìny
souèty pøenoseného objemu dat pøi procesu pøipojování, odesílání dotazu a odpo-
jování. Zji¹tìné údaje jsou uvedeny v tabulce 5.2. Z tabulky je patrné, ¾e dotaz
samotný tvoøí pøibli¾nì 17% objemu pøenesených dat. V pøípadì, ¾e by interface
odesílal dotaz jednou za minutu, by pøi pou¾ití standardního spojení, za den pøenesl
1,39 MB dat. V pøípadì, ¾e by bylo pou¾ito perzistentní spojení a samotné odesílání
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by plnilo funkci prodlou¾ení spojení, by interface pøenesl pouze pøibli¾nì 230 kB dat
za den. Proto je pou¾ití perzistentního spojení podstatnì výhodnìj¹í.
Tab. 5.2: Objem pøená¹ených dat v závislosti pøi jednotlivých procesech
Downlink [B] Uplink [B] Celkem [B]
Otevøení spojení a pøihlá¹ení 318 315 633
Dotaz perzistentní 65 96 161
Ukonèení spojení 54 120 174
Celkem 437 531 968
Pomìr dotazu k celku 14,9 % 18,1 % 16,6 %
Poznámka: Test a výpoèty byly provádìny s krátkým dotazem o délce 38 B a
v ideálních podmínkách, kdy nenastávaly chyby v komunikaci a tedy nutná opakování
nìkterých krokù nebo pøenosù.
5.5 Spotøeba interface
Na prototypu interface byla mìøena spotøeba proudu pøi napájení 5 V. Namìøené
spotøeby v závislosti na re¾imu provozu jsou uvedeny v tabulce 5.3.
Tab. 5.3: Spotøeba interface
Provozní re¾im 155 mA
Re¾im nízké spotøeby 43 mA
V re¾imu nízké spotøeby, je mikrokontrolér uveden do stavu hlubokého spánku
(re¾im deep-sleep, viz 4.1.2). V ideálním pøípadì, kdy¾ jsou v¹echny periferie vy-
pnuté, je výrobcem udávaná spotøeba mikrokontroléru 5 mA. V re¾imu nízké spo-
tøeby jsou ov¹em stále pøipojené pøevodníky linek, je napájena LED dioda a je
pøipojen, regulátor napìtí. Proto je spotøeba interface v re¾imu nízké spotøeby po-
mìrnì velká.
Pro efektivnìj¹í spoøení energie (napøíklad v pøípadì napájení bateriemi) by bylo
vhodnìj¹í implementovat podporu hibernace mikrokontroléru (viz 4.1.2). V takovém
pøípadì by v¹ak muselo být upraveno i zapojení { pøidání spínací prvek napájení,
pøidání malé baterie napájející mikrokontrolér v hibernaci a úprava zapojení tlaèítka
pro probuzení z úsporného re¾imu.
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5.6 Obsluha pomocí servisní konzole
Servisní konzole se ukázala jako velice vhodný zpùsob jak spravovat a sledovat in-
terface. V pøípadì, ¾e by nebyla pou¾ita konzole, nebo podobný princip, by musel
být interface vybaven displejem s pomìrnì velkým rozli¹ením a alfanumerickou klá-
vesnicí. Díky displeji a klávesnici by narostla cena zaøízení o pøibli¾nì 80% souèasné
ceny. Dal¹í výhodnou vlastností konzole je to, ¾e mù¾e zobrazovat velké mno¾ství
dat. Pokud má interface zapnutý ladící re¾im, je do konzole vypisováno aktuální
dìní. V pøípadì, ¾e právì probíhá nìjaké odesílání, je vypisováno hodnì hlá¹ení,
které by bylo obtí¾né zobrazovat na displeji srozumitelnì.
Obr. 5.3: Ukázka výstupu servisní konzole
Servisní konzole lze vyu¾ít i pøes sériový port DATA, který je urèený pro pøedá-
vání dotazù. Pøepnutí funkce servisní konzole na datový port lze provést buï pøes
konzoli samotnou, nebo odeslání pøíkazu service; pomocí datového portu. Pøe-
pnutí funkce zpìt se provádí restartováním interface nebo opìt pøes servisní konzoli.
Díky podpoøe pouze 2-vodièové linky RS-485 nelze toto rozhraní pou¾ít pro pøístup
k servisní konzoli, proto¾e je podporován pouze pøíjem dat. Pøi pou¾ití 4-vodièové
linky by byla konzole pøístupná i pomocí tohoto rozhraní. Díky tomu by ¹lo spravo-
vat interface i z pomìrnì velké vzdálenosti. Bylo by v¹ak potøeba pøidat je¹tì jeden
pøevodník TTL{RS-485 a konektor do zapojení.
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6 ZÁVÌR
V rámci diplomové práce byla provedena analýza po¾adavkù a výbìr vhodného øe¹ení
s ohledem na cenu a slo¾itost realizace. Dále byly obstarány a pøipraveny vývojové
a zku¹ební prostøedky pro realizaci zaøízení.
Byla vyvinuta øídící aplikace, kterou lze spravovat pomocí servisní konzole s vy-
u¾ití sériové linky RS-232. V konzoli lze jak sledovat aktuální èinnost interface, tak
upravovat nastavení nebo provádìt základní diagnostické úkony jako zji¹tìní vlast-
ností sí»ového spojení, pou¾ívat nástroj ping, ruènì zadávat dotazy apod. Práce
v konzoli neblokuje samotnou funkci interface.
Na základì doporuèených zapojení pou¾itých obvodù bylo sestaveno obvodové
schéma a navr¾eny desky plo¹ných spojù. Na periferní desce je mo¾né dìlat úpravy a
roz¹íøení bez nutnosti zasahovat do zapojení mikrokontroléru. Vìt¹ina nevyu¾itých
periferií je vyvedena na konektory mikrokontrolérové desky, aby bylo mo¾né interface
v pøípadì potøeby doplnit o roz¹iøující modul. Obì desky byly osazeny a umístìny
do krabièky.
Interface by po sestavení o¾iven a úspì¹nì otestován. Pøi testování byla zji¹tìna
datová propustnost, která èiní pøibli¾nì 5 dotazù za sekundu. Dále byla mìøena
spotøeba v závislosti na provozním re¾imu, kontrolována stabilita a reakce na ne-
oèekávané situace. Øídící aplikace je vytvoøena tak, ¾e v pøípadì výskytu chyby
v komunikaci je restartováno spojení a pøenos opakován beze ztráty dat. Interface je
pak v závislosti na dostupné pamìti schopný pøeklenout výpadek spojení. V pøípadì
výskytu fatální chyby v podobì kolapsu programu se uplatní obvod watchdog, který
zaøízení restartuje.
Øídící program vyu¾ívá cca 40% dostupné pamìti Flash a cca 95% pamìti RAM.
Pamì» RAM lze ale v pøípadì potøeby uvolnit tak¾e program je mo¾né dále roz¹i-
øovat. Napøíklad lze pomìrnì jednoduchým zpùsobem upravit program tak, aby
pøijímal v urèitém formátu pouze data a nikoliv dotazy. Dotazy pak mohou být
formulovány pøímo pomocí interface.
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SEZNAM SYMBOLÙ, VELIÈIN A ZKRATEK
bootloader Program, pracující nad u¾ivatelskou aplikaci. Typicky se jedná a
Program, který je schopný pøeprogramovat programovou pamì» zaøízení,
popøípadì pøipravuje zaøízení pro zavedení u¾ivatelské aplikace.
DHCP Dynamic Host Conguration Protocol { protokol pro automatické
zji¹»ování IP adresy zaøízení v síti.
EOD End of Datastream { znaèka konce datového toku.
IDE Integrated Development Enviroment { integrované vývojové prostøedí. Jedná
se o kompletní vývojové prostøedí pro vývoj aplikací. Zpravidla integruje
nástroje jako linker, kompilátor, debugger, programátor apod. do jedné
aplikace.
LDO Low-drouout regulator { regulátor napìtí s nízkým úbytkem.
MAC Media Access Control { podvrstva 2. vrstvy modelu OSI/ISO, která má za
úkol øízení pøístupu k médiu.
MCU MicroController Unit { systém na jednom èipu, který obsahuje
mikroprocesor, periferie apod.
MII Media Independent Interface { standardizované rozhraní urèené pro
propojení MAC a PHY vrstvy.
PHY Media Access Control { 1. vrstva modelu OSI/ISO zabezpeèující fyzickou
komunikaci.
RMII Reduced Media Independent Interface { standardizované rozhraní urèené
pro propojení MAC a PHY vrstvy.
RTOS Real Time Operating System { systém pracující v reálném èase.
TCP/IP stack { soubor programových prostøedkù pro komunikaci s vyu¾itím
protokolù TCP a IP, pracující skrz více sí»ových vrstev.
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n (Null-Terminated String) server_version
4 thread_id
8 scramble_buff




13 (filler) always 0x00 ...
13 rest of scramble_buff (4.1)
protocol_version: The server takes this from PROTOCOL_VERSION
in /include/mysql_version.h. Example value = 10.
server_version: The server takes this from MYSQL_SERVER_VERSION
in /include/mysql_version.h. Example value = ”4.1.1-alpha”.
thread_number: ID of the server thread for this connection.
scramble_buff: The password mechanism uses this. The second part are the
last 13 bytes.
(See ”Password functions” section elsewhere in this document.)
server_capabilities: CLIENT_XXX options. The possible flag values at time of
writing (taken from include/mysql_com.h):
CLIENT_LONG_PASSWORD 1 /* new more secure passwords */
CLIENT_FOUND_ROWS 2 /* Found instead of affected rows */
CLIENT_LONG_FLAG 4 /* Get all column flags */
CLIENT_CONNECT_WITH_DB 8 /* One can specify db on connect */
CLIENT_NO_SCHEMA 16 /* Don’t allow database.table.column */
CLIENT_COMPRESS 32 /* Can use compression protocol */
CLIENT_ODBC 64 /* Odbc client */
CLIENT_LOCAL_FILES 128 /* Can use LOAD DATA LOCAL */
CLIENT_IGNORE_SPACE 256 /* Ignore spaces before ’(’ */
CLIENT_PROTOCOL_41 512 /* New 4.1 protocol */
CLIENT_INTERACTIVE 1024 /* This is an interactive client */
CLIENT_SSL 2048 /* Switch to SSL after handshake */
CLIENT_IGNORE_SIGPIPE 4096 /* IGNORE sigpipes */
CLIENT_TRANSACTIONS 8192 /* Client knows about transactions */
CLIENT_RESERVED 16384 /* Old flag for 4.1 protocol */
CLIENT_SECURE_CONNECTION 32768 /* New 4.1 authentication */
CLIENT_MULTI_STATEMENTS 65536 /* Enable/disable multi-stmt support */
CLIENT_MULTI_RESULTS 131072 /* Enable/disable multi-results */
server_language: current server character set number
server_status: SERVER_STATUS_xxx flags: e.g. SERVER_STATUS_AUTOCOMMIT
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Pøíklad:




server_version 34 2e 31 2e 31 2d 71 6c 4.1.1-al
70 68 61 2d 64 65 62 75 pha-debu
67 00 g.
thread_number 01 00 00 00 ....
scramble_buff 3a 23 3d 4b 43 4a 2e 43 ........
(filler) 00 .
server_capabilities 2c 82 ..
server_language 08 .
server_status 02 00 ..
(filler) 00 00 00 00 00 00 00 00 ........







n (Null-Terminated String) user
8 scramble_buff







23 (filler) always 0x00...
n (Null-Terminated String) user
n (Length Coded Binary) scramble_buff (1 + x bytes)
n (Null-Terminated String) databasename (optional)
client_flags: CLIENT_xxx options. The list of possible flag
values is in the description of the Handshake
Initialisation Packet, for server_capabilities.
For some of the bits, the server passed ”what
it’s capable of”. The client leaves some of the
bits on, adds others, and passes back to the server.
One important flag is: whether compression is desired.
Another interesting one is CLIENT_CONNECT_WITH_DB,
which shows the presence of the optional databasename.
max_packet_size: the maximum number of bytes in a packet for the client
charset_number: in the same domain as the server_language field that
the server passes in the Handshake Initialization packet.
user: identification
scramble_buff: the password, after encrypting using the scramble_buff
contents passed by the server (see ”Password functions”
section elsewhere in this document)
if length is zero, no password was given
databasename: name of schema to use initially
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Pøíklad:
Example Client Authentication Packet
Hexadecimal ASCII
----------- -----
client_flags 85 a6 03 00 ....
max_packet_size 00 00 00 01 ....
charset_number 08 .
(filler) 00 00 00 00 00 00 00 00 ........
00 00 00 00 00 00 00 00 ........
00 00 00 00 00 00 00 .......







command: The most common value is 03 COM_QUERY, because
INSERT UPDATE DELETE SELECT etc. have this code.
The possible values at time of writing (taken
from /include/mysql_com.h for enum_server_command) are:
# Name Associated client function
- ---- --------------------------





0x05 COM_CREATE_DB mysql_create_db (deprecated)









0x0f COM_TIME (none, this is an internal thread state)
0x10 COM_DELAYED_INSERT (none, this is an internal thread state)
0x11 COM_CHANGE_USER mysql_change_user
0x12 COM_BINLOG_DUMP sent by the slave IO thread to request
a binlog
0x13 COM_TABLE_DUMP LOAD TABLE ... FROM MASTER (deprecated)
0x14 COM_CONNECT_OUT (none, this is an internal thread state)









arg: The text of the command is just the way the user typed it, there is
no processing by the client (except removal of the final ’;’).
This field is not a null-terminated string; however,
the size can be calculated from the packet size,

















(up to end of packet, no termination character)
COM PING









1 field_count, always = 0xff





1 field_count, always = 0xff
2 errno
1 (sqlstate marker), always ’#’
5 sqlstate (5 characters)
n message
field_count: Always 0xff (255 decimal).
errno: The possible values are listed in the manual, and in
the MySQL source code file /include/mysqld_error.h.
sqlstate marker: This is always ’#’. It is necessary for distinguishing
version-4.1 messages.
sqlstate: The server translates errno values to sqlstate values
with a function named mysql_errno_to_sqlstate(). The
possible values are listed in the manual, and in the
MySQL source code file /include/sql_state.h.
message: The error message is a string which ends at the end of
the packet, that is, its length can be determined from
the packet header. The MySQL client (in the my_net_read()
function) always adds ’\0’ to a packet, so the message
may appear to be a Null-Terminated String.
Expect the message to be between 0 and 512 bytes long.
Pøíklad:




errno 1b 04 ..
(sqlstate marker) 23 #
sqlstate 34 32 53 30 32 42S02
message 55 63 6b 6e 6f 77 6e 20 Unknown







1 (Length Coded Binary) field_count, always = 0
1-9 (Length Coded Binary) affected_rows
1-9 (Length Coded Binary) insert_id
2 server_status




1 (Length Coded Binary) field_count, always = 0
1-9 (Length Coded Binary) affected_rows
1-9 (Length Coded Binary) insert_id
2 server_status
2 warning_count
n (until end of packet) message
field_count: always = 0
affected_rows: = number of rows affected by INSERT/UPDATE/DELETE
insert_id: If the statement generated any AUTO_INCREMENT number,
it is returned here. Otherwise this field contains 0.
Note: when using for example a multiple row INSERT the
insert_id will be from the first row inserted, not from
last.
server_status: = The client can use this to check if the
command was inside a transaction.
warning_count: number of warnings
message: For example, after a multi-line INSERT, message might be








server_status 02 00 ..







C PODKLADY PRO VÝROBU DPS
C.1 Mikrokontrolérová deska TOP vrstva






C1-C4 18p, keram., 1206
C5, C6 4u7/6.3V, elektrolyt.
C7, C8, C11, C13 100n, keram., 1206












C1 - C4 1u/16V, elektrolyt.
C5 - C9 10p, keram.
C10 100n, keram.






LED1 LED 5mm, zˇluta´
LED2 LED 5mm, cˇervena´
R1 10k
R2 100R
R3 - R6 50R
R7 - R10 330R
S1 - S4 P-TACTN68
SV1, SV2 PSH02-03WG
X1 SCD-016
X4 STLZ 950/2-G-5.08-H
X5 RJLBC-060TC1
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E OSAZOVACÍ PLÁNY
E.1 Mikrokontrolérová deska
E.2 Periferní deska
78
F
F
L
O
W
D
IA
G
R
A
M
J
E
D
N
O
H
O
C
Y
K
L
U
IN
T
E
R
F
A
C
E
N
a
uk
áz
ce
je
zn
áz
or
nì
n
pr
oc
es
pø
ip
oj
en
í,
od
es
lá
ní
2
do
ta
zù
a
od
p
oj
en
í.
U
ká
zk
a
by
la
za
ch
yc
en
a
an
al
yz
át
or
em
sí
»o
vé
ho
pr
ov
oz
u
W
ir
es
ha
rk
na
pr
ot
ot
yp
u
in
te
rf
ac
e
pø
i
p
ou
¾i
tí
st
an
da
rd
ní
ho
zp
ùs
ob
u
pø
ip
oj
en
í
k
M
yS
Q
L
.
|
T
i
m
e
|
1
9
2
.
1
6
8
.
1
.
1
6
3
|
|
|
|
1
9
2
.
1
6
8
.
1
.
1
0
4
|
|
1
,
4
8
8
|
d
r
m
s
f
s
d
>
m
y
s
q
l
[
S
Y
|
T
C
P
:
d
r
m
s
f
s
d
>
m
y
s
q
l
[
S
Y
N
]
S
e
q
=
0
W
i
n
=
4
0
9
6
L
e
n
=
0
M
S
S
=
1
5
0
0
|
|
(
4
0
9
8
)
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
>
(
3
3
0
6
)
|
|
1
,
4
8
9
|
m
y
s
q
l
>
d
r
m
s
f
s
d
[
S
Y
|
T
C
P
:
m
y
s
q
l
>
d
r
m
s
f
s
d
[
S
Y
N
,
A
C
K
]
S
e
q
=
0
A
c
k
=
1
W
i
n
=
6
5
5
3
5
L
e
n
=
0
M
S
S
=
1
4
6
0
|
|
(
4
0
9
8
)
<
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
(
3
3
0
6
)
|
|
1
,
5
0
9
|
d
r
m
s
f
s
d
>
m
y
s
q
l
[
A
C
|
T
C
P
:
d
r
m
s
f
s
d
>
m
y
s
q
l
[
A
C
K
]
S
e
q
=
1
A
c
k
=
1
W
i
n
=
4
0
9
6
L
e
n
=
0
|
|
(
4
0
9
8
)
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
>
(
3
3
0
6
)
|
|
6
,
0
2
4
|
S
e
r
v
e
r
G
r
e
e
t
i
n
g
p
r
o
|
M
y
S
Q
L
:
S
e
r
v
e
r
G
r
e
e
t
i
n
g
p
r
o
t
o
=
1
0
v
e
r
s
i
o
n
=
5
.
1
.
4
1
|
|
(
4
0
9
8
)
<
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
(
3
3
0
6
)
|
|
6
,
1
2
0
|
L
o
g
i
n
R
e
q
u
e
s
t
u
s
e
r
=
|
M
y
S
Q
L
:
L
o
g
i
n
R
e
q
u
e
s
t
u
s
e
r
=
i
n
t
e
r
f
a
c
e
|
|
(
4
0
9
8
)
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
>
(
3
3
0
6
)
|
|
6
,
1
2
1
|
R
e
s
p
o
n
s
e
O
K
|
M
y
S
Q
L
:
R
e
s
p
o
n
s
e
O
K
|
|
(
4
0
9
8
)
<
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
(
3
3
0
6
)
|
|
6
,
2
4
4
|
R
e
q
u
e
s
t
Q
u
e
r
y
|
M
y
S
Q
L
:
R
e
q
u
e
s
t
Q
u
e
r
y
|
|
(
4
0
9
8
)
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
>
(
3
3
0
6
)
|
|
6
,
2
4
5
|
R
e
s
p
o
n
s
e
O
K
|
M
y
S
Q
L
:
R
e
s
p
o
n
s
e
O
K
|
|
(
4
0
9
8
)
<
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
(
3
3
0
6
)
|
|
6
,
3
9
4
|
R
e
q
u
e
s
t
Q
u
e
r
y
|
M
y
S
Q
L
:
R
e
q
u
e
s
t
Q
u
e
r
y
|
|
(
4
0
9
8
)
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
>
(
3
3
0
6
)
|
|
6
,
4
1
7
|
R
e
s
p
o
n
s
e
O
K
|
M
y
S
Q
L
:
R
e
s
p
o
n
s
e
O
K
|
|
(
4
0
9
8
)
<
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
(
3
3
0
6
)
|
|
6
,
4
7
3
|
R
e
q
u
e
s
t
Q
u
i
t
|
M
y
S
Q
L
:
R
e
q
u
e
s
t
Q
u
i
t
|
|
(
4
0
9
8
)
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
>
(
3
3
0
6
)
|
|
6
,
4
7
3
|
m
y
s
q
l
>
d
r
m
s
f
s
d
[
F
I
|
T
C
P
:
m
y
s
q
l
>
d
r
m
s
f
s
d
[
F
I
N
,
A
C
K
]
S
e
q
=
9
0
A
c
k
=
1
3
4
W
i
n
=
6
5
4
0
2
L
e
n
=
0
|
|
(
4
0
9
8
)
<
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
(
3
3
0
6
)
|
|
6
,
5
4
3
|
d
r
m
s
f
s
d
>
m
y
s
q
l
[
F
I
|
T
C
P
:
d
r
m
s
f
s
d
>
m
y
s
q
l
[
F
I
N
,
A
C
K
]
S
e
q
=
1
3
4
A
c
k
=
9
1
W
i
n
=
4
0
0
6
L
e
n
=
0
|
|
(
4
0
9
8
)
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
>
(
3
3
0
6
)
|
|
6
,
5
4
3
|
m
y
s
q
l
>
d
r
m
s
f
s
d
[
A
C
|
T
C
P
:
m
y
s
q
l
>
d
r
m
s
f
s
d
[
A
C
K
]
S
e
q
=
9
1
A
c
k
=
1
3
5
W
i
n
=
6
5
4
0
2
L
e
n
=
0
|
|
(
4
0
9
8
)
<
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
(
3
3
0
6
)
|
79
