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Abstract. In [13] we define a Curtis-Tits group as a certain generalization of a Kac-
Moody group. We distinguish between orientable and non-orientable Curtis-Tits groups
and identify all orientable Curtis-Tits groups as Kac-Moody groups associated to twin-
buildings.
In the present paper we construct all orientable as well as non-orientable Curtis-Tits
groups with diagram A˜n−1 (n ≥ 4) over a field k of size at least 4. The resulting groups
are quite interesting in their own right. The orientable ones are related to Drinfeld’s
construction of vector bundles over a non-commutative projective line and to the classical
groups over cyclic algebras. The non-orientable ones are related to expander graphs [14]
and have symplectic, orthogonal and unitary groups as quotients.
Keywords: Curtis-Tits groups, Kac-Moody groups, Moufang, twin-building, amalgam,
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1. Introduction
The theory of the infinite dimensional Lie algebras called Kac-Moody algebras was ini-
tially developed by Victor Kac and Robert Moody. The development of a theory of Kac-
Moody groups as analogues of Chevalley groups was made possible by the work of Kac
and Peterson. In [44] J. Tits gives an alternative definition of a group of Kac-Moody type
as being a group with a twin-root datum, which implies that they are symmetry groups of
Moufang twin-buildings.
In [2] P. Abramenko and B. Mühlherr generalize a celebrated theorem of Curtis and
Tits on groups with finite BN-pair [18, 42] to groups of Kac-Moody type. This theorem
states that a Kac-Moody group G is the universal completion of an amalgam of rank
two (Levi) subgroups, as they are arranged inside G itself. This result was later refined
by Caprace [16]. Similar results on Curtis-Tits-Phan type amalgams have been obtained
in [7, 6, 8, 11, 12, 23, 27, 29, 24]. For an overview of that subject see Köhl [26].
In order to describe the main result from [13] we introduce some notation. Let k be a
(commutative) field of order at least 4. Let Γ be a connected simply-laced Dynkin diagram
over an index set I without triangles. For any J ⊆ I, let ΓJ be the subdiagram supported
by the node set J . In [13] we take the Curtis-Tits type results as a starting point and
define a Curtis-Tits amalgam with diagram Γ over k to be an amalgam of groups such that
the sub-amalgam corresponding to a two-element subset J ⊆ I is the amalgam of derived
groups of standard Levi subgroups of some rank-2 group of Lie type ΓJ over k. There is
no a priori reference to an ambient group, nor to the existence of an associated (twin-)
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building. Indeed, there is no a priori guarantee that the amalgam will not collapse. Also,
this definition clearly generalizes to other Dynkin diagrams.
We then classify all Curtis-Tits amalgams with diagram Γ over k using the following
data (for similar results in special cases see [22, 25]). Viewing Γ as a graph, for i0 ∈ I,
let pi(Γ, i0) denote the (first) fundamental group of Γ with base point i0. Also we let the
group Aut(k) × 〈τ〉 (with τ of order 2) act as a subgroup of the stabilizer in Aut(SL2(k))
of a fixed torus in SL2(k); τ denotes the transpose-inverse map with respect to that torus.
The main result of [13] is the following.
Classification Theorem There is a natural bijection between isomorphism classes of
Curtis-Tits amalgams with diagram Γ over the field k and group homomorphisms Θ: pi(Γ, i0)→
〈τ〉 × Aut(k).
We call amalgams corresponding to homomorphisms Θ whose image lies inside Aut(k)
“orientable”; others are called “non-orientable”. It is not at all immediate that all non-
orientable amalgams arising from the Classification Theorem are non-collapsing, i.e. that
their universal completion is non-trivial. We shall call a non-trivial group a Curtis-Tits
group if it is the universal completion of a Curtis-Tits amalgam. It is shown that orientable
Curtis-Tits amalgams are precisely those arising from the Curtis-Tits theorem applied to
a group of Kac-Moody type. Thus, groups of Kac-Moody type are orientable Curtis-Tits
groups.
1.1. Main results. We now specify Γ to be the Dynkin diagram of type A˜n−1 labeled
cyclically with index set I = {1, 2, . . . , n}, where n ≥ 4. The purpose of the present paper
is to construct all orientable and non-orientable Curtis-Tits groups over k with diagram Γ
and to study their properties.
The paper is structured as follows. In Section 2 we introduce the relevant notions about
amalgams and describe all possible Curtis-Tits amalgams of type Γ over k. For each
δ ∈ Aut(k) × 〈τ〉 we introduce a Curtis-Tits amalgam G δ corresponding to δ via Θ as in
the Classification Theorem and denote its universal completion (G˜δ, φ˜δ). In Section 3 we
exhibit a non-trivial completion for orientable Curtis-Tits groups using a description of the
corresponding twin-building. In order to state the main result of this section we introduce
the following notation. For α ∈ Aut(k), let Rα = k{t, t−1} be the ring of skew Laurent
polynomials with coefficients in the field k such that for x ∈ k we have txt−1 = xα. Let kα
be the fixed field of α in k. We use the Dieudonné determinant to identify SLn(Rα). As
usual, the center of a group X, is denoted Z(X). We obtain the following.
Theorem 1. For α ∈ Aut(k), the universal completion G˜α of G α is an extension of SLn(R)
by a subgroup H of the center Z(G˜α), which is isomorphic to a subgroup of k∗α.
In Section 4 we consider the case δ = ατ for some α ∈ Aut(k) and exhibit a non-trivial
completion of G δ. Via Proposition 4.7 we obtain the first two parts of Theorem 2 below.
Demonstrating the universality and identification of the completion is more involved this
time and takes up Subsections 4.3, 4.4, 4.5 and 4.7.
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In order to state the main result of Section 4, we introduce the following notation. Let
σ be the automorphism of Rα2 inducing α−1 on k and interchanging t and t−1 and let
β be the asymmetric σ-sesquilinear form on the free Rα2-module M with ordered basis
(e1, . . . , en, f1, . . . , fn) having β-Gram matrix
B =
(
0n In
tIn 0n
)
∈ GL2n(Rα2).(1)
Theorem 2. The group SU2n(Rα2) of symmetries in SL2n(Rα2) of the σ-sesquilinear form
β contains a completion of G δ.
Now suppose, in addition, that |k| ≥ 7, that ατ has finite order s, that k/kα is a cyclic
Galois extension and that the norm Nkα2/kα is surjective. Then, the universal completion
G˜δ of G δ is an extension of SU2n(Rα2) by a subgroup H of the center Z(G˜δ), which is
isomorphic to a subgroup of the kernel of Nkα2/kα.
Finally, we note that some of these groups have been studied in a different context,
namely that of abstract involutions of Kac-Moody groups [28]. There, connectedness, but
not simple-connectedness, of geometries such as those defined in Section 4 is proved.
1.2. Applications: the orientable Curtis-Tits groups SLn(Rα). Let ∆ = ((∆+, δ+), (∆−, δ−), δ∗)
be the twin-building associated to the Kac-Moody group SLn(Rα). Then, the pairs of
maximal residues from ∆+ and ∆− that are opposite for the twinning correspond to vector
bundles over the non-commutative projective line P1(α) in the sense of Drinfel’d. More
precisely, let k{t}, k{t−1} ≤ Rα be the corresponding skew polynomial rings and fix M a
free Rα module of rank n. Following [31] and [37] one can define a rank n vector bundle
over the non-commutative projective line P1(α) as a collection (M+,M−, φ+, φ−) where
Mε is a free n-dimensional module over k{tε1} and φε : Mε ⊗ Rα → M is an isomorphism
of Rα-modules. By analogy to the commutative case (see [34, 35] for example) one could
describe the building structure in terms of these vector bundles. We intend to explore
these relations to number theory in a future paper.
To give a different perspective on these groups we note that the skew Laurent polynomials
are closely related to cyclic algebras as defined by Dickson. More precisely let k′ ≤ k be a
cyclic field extension, of degree n, and let α be the generator of its Galois group. Given
any b ∈ k′, define the k′-algebra (k/k′, α, b) to be generated by the elements of k, viewed as
an extension of k′, together with some element u subject to the following relations:
un = b, xu = uxα for x ∈ k.
These algebras are central simple algebras. A theorem due to Albert, Brauer, Hasse and
Noether [5, 15] says that every central division algebra over a number field k′ is isomorphic
to (k/k′, α, b) for some k, b, α. One constructs the map b : Rα → (k/k′, α, b) via t−1 7→ u.
This induces a map b : SLn(Rα)→ SLn((k/k′, α, b)), realizing the linear groups over cyclic
algebras as completions of the Curtis-Tits amalgams.
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1.3. Applications: the purely non-orientable groups Gτ . We consider the situation
described in Theorem 2, where we set δ = τ (that is, α = idk). Then, R = Rid = k[t, t−1] is
the ring of Laurent polynomials in the commuting variable t over the field k.
It turns out that the groupGτ = SU2n(R, β) has some very interesting natural quotients.
Let k¯ denote the algebraic closure of k. For any b ∈ k¯∗ consider the specialization map
b : k[t, t
−1]→ k¯ given by b(f) = f(b). The map induces a homomorphism b : SL2n(R)→
SL2n(k(b)). In some instances the map b ↔ b−1 defines an automorphism of k(b) and so
one can define a map b : Gτ → SL2n(k¯)
The most important specialization maps are those given by evaluating t at b = ±1 or
b = ζ, a (qm + 1)-st root of 1 where q is a power of the characteristic.
Consider first b = −1. In this case the automorphism σ is trivial. Note that for g ∈ Gτ
we have −1(g) ∈ Sp2n(k). In this case, the image of the group Gτ is the group generated
by the Curtis-Tits amalgam L τ inside Sp2n(k).
Similarly, if b = 1, the automorphism σ is trivial and the map 1 takes Gτ into Ω+2n(k).
Finally assume that k = Fq and b ∈ F¯q is a primitive (q + 1)-st root of 1. The Fq-linear
map Fq(b) → Fq(b) induced by σ sends b to b−1. Thus, σ coincides with the Frobenius
automorphism of the field Fq(b) = Fq2 . It is easy to verify that a change of coordinates
e′i = ei and f ′i = bfi where c2 = b standardizes the Gram matrix of β ◦ (b × b) to
a hermitian one, thus identifying the image of b with a subgroup of a conjugate of the
unitary group SU2n(q). In [14] it is shown that the image of this map is isomorphic to
SU2n(q). This easily generalizes to the case where b is a (qm + 1)-st root of unity and
indeed to other cases where a is Galois-conjugate to b−1. Also in [14] we have shown that
Cayley graphs of these groups form families of expander graphs.
Acknowledgement. This project was started during a visit to the Banff International
Research Station and an earlier version was finished during a visit to the Mathematisches
Forschungsinstitut Oberwolfach in the Research in Pairs program from October 25 until
November 7, 2009. We thank both institutes for providing such a pleasant and stimulating
research environment. We would also like to thank the anonymous referee for his/her care-
ful reading of the manuscript and numerous suggestions for improvements. In particular,
the proofs of Lemmas 4.24 and 4.27 were significantly shortened as a result.
2. Curtis-Tits groups
In this section we briefly recall the notion of a Curtis-Tits amalgam with diagram Γ
over k from [13]. Recall that Γ is the Dynkin diagram of type A˜n−1 with nodes labeled
cyclically by the elements of the index set I = {1, 2, . . . , n} and that k is a commutative
field of order at least 4.
Definition 2.1. An amalgam over a poset (P,≺) is a collection G = {Gx | x ∈ P}
of groups, together with a collection ϕ = {ϕyx | x ≺ y, x, y ∈ P} of monomorphisms
ϕyx : Gx ↪→ Gy, called inclusion maps such that whenever x ≺ y ≺ z, we have ϕzx =
ϕzy ◦ ϕyx. A completion of G is a group G together with a collection φ = {φx | x ∈ P}
of homomorphisms φx : Gx → G, whose images generate G, such that for any x, y ∈ P
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with x ≺ y we have φy ◦ ϕyx = φx. The amalgam G is non-collapsing if it has a non-trivial
completion. A completion (G˜, φ˜) is called universal if for any completion (G, φ) there is a
unique surjective group homomorphism pi : G˜→ G such that φ = pi ◦ φ˜.
Before we define the Curtis-Tits amalgam G δ we specify an action of the group Aut(k)×
〈τ〉 (with τ of order 2) on SL2(k). We let α ∈ Aut(k) act entry-wise on A ∈ SL2(k) and
let τ act by sending each A ∈ SL2(k) to its transpose inverse tA−1 with respect to the
standard basis. Note that τ acts as an inner automorphism.
Indexing convention. Throughout the paper we shall adopt the following indexing conven-
tions. Indices from I shall be taken modulo n. For any i ∈ I, we set (i) = I − {i}. Also
subsets of I of cardinality 1 or 2 appearing in subscripts are written without set-brackets.
Definition 2.2. Let P = {J | ∅ 6= J ⊆ I with |J | ≤ 2} and ≺ denoting inclusion. Given
an element δ ∈ Aut(k)× 〈τ〉 the standard universal Curtis-Tits amalgam with diagram Γ
over k corresponding to δ is the amalgam G δ = {Gi,Gi,j, ψi,j | i, j ∈ I} over P, where,
for every i, j ∈ I, we write ψi,j = ψ{i,j}{i} . Note that, due to our subscript conventions, we
write Gi = G{i} and Gi,j = G{i,j}, where
(SCT1) for any vertex i, we set Gi = SL2(k) and for each pair i, j ∈ I,
Gi,j ∼=
{
SL3(k) if {i, j} = {i, i+ 1}
Gi×Gj if {i, j} 6= {i, i+ 1}
,
(SCT2) for i = 1, 2, . . . , n− 1 we have
ψi,i+1 : Gi → Gi,i+1
A 7→
(
A 0
0 1
) ψi+1,i : Gi+1 → Gi,i+1
A 7→
(
1 0
0 A
)
,
and we have
ψn,1 : Gn → Gn,1
A 7→
(
A 0
0 1
) ψ1,n : G1 → G1,n
A 7→
(
1 0
0 Aδ
)
,
whereas for all other pairs (i, j), ψi,j is the natural inclusion of Gi in Gi×Gj.
We shall adopt the following shorthand: G+i = ψi,i+1(Gi), G
−
i = ψi,i−1(Gi), where indices
are taken modulo n.
By [13], every universal Curtis-Tits amalgam with Dynkin diagram A˜n−1 over k is iso-
morphic to G δ for a unique δ ∈ Aut(k) × 〈τ〉. We have chosen our setup such that G id
is the amalgam resulting from applying the Curtis-Tits theorem to the split Kac-Moody
group SLn(k[T, T−1]) of type A˜n−1 with respect to its standard twin BN -pair.
Note that the CT-amalgam G δ has property (D) as in [13], that is, for any i there exists
a torus Di ∈ Gi so that
ψi,i+1(Di) = NG+i (G
−
i+1), and
ψi,i−1(Di) = NG−i (G
+
i−1).
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Definition 2.3. Note that since |k| ≥ 4, a maximal split torus in SL2(k) uniquely de-
termines a pair of opposite root groups X+ and X−. We now choose one root group Xi
normalized by the torus Di of Gi for each i. An orientable Curtis-Tits (OCT) amalgam
(respectively orientable Curtis-Tits (OCT) group) is a non-collapsing Curtis-Tits amalgam
that admits a system {Xi | i ∈ I} of root groups as above such that for any i, j ∈ I, the
groups ψi,j(Xi) and ψj,i(Xj) are contained in a common Borel subgroup of Gi,j. By the
classification result in [13] the amalgam G δ is orientable if and only if δ ∈ Aut(k).
In the remainder of this section we fix δ and we drop the superscript δ, if no confusion
arises.
Our methods are building theoretic and, for that reason we will need a thick version of
a CT amalgam. To that end we need some notations. For any non-empty J ⊆ I define the
amalgam
GJ = {Gk,Gk,l, ψk,l|k, l ∈ J, k 6= l}
and let (GJ , φJ) be its universal completion. Note that for |J | ≤ 2, GJ is the group from
G itself.
Lemma 2.4. Let J ( I and let J = ∪iJi be a decomposition of J corresponding to con-
nected components of the diagram ΓJ induced on the node set J . Then GJ ∼= ⊕i SLni+1(k)
where |Ji| = ni.
Proof For each i, we see that GJi is exactly the unique Curtis-Tits amalgam of SLni+1(k).
The result now follows from the Curtis-Tits theorem [38, Theorem 1] (see also [18, 42, 41,
39, 40]) recalling that SLni+1(k) is the universal Chevalley group of type Ani over k. For
any m < n, define an amalgam
G|m| = {GJ , ψKJ | ∅ 6= J ⊆ K ( I, |K| ≤ m},
where ψKJ is given by universality. We have G = G|2| ⊆ G|n−1|.
Recall that (G˜, φ˜) is the universal completion of G . Let (G˜|n−1|, φ˜|n−1|) be the universal
completion of G|n−1|. By construction of G˜|n−1|, we have a non-trivial map G → G˜|n−1|, so
G˜|n−1| is a completion of G and we get a surjective map f : G˜  G˜|n−1|. Conversely, let
∅ 6= J ( I. Then, the group G˜J = 〈Gi|i ∈ J〉G˜ is a completion of the amalgam GJ in G˜
and so there is a map GJ 7→ G˜J . This means that G˜ is a completion of the amalgam G|n−1|
and so there is a surjective map g : G˜|n−1| → G˜. One now verifies that g ◦ f ◦ φ˜i = φ˜i for
all i ∈ I. By universality g ◦ f is the identity map on G˜. We have proved that
Lemma 2.5. G and G|n−1| have the same universal completions.
We need to enlarge the amalgam even more. ConsiderGδ a completion of G|n−1|. Denote
by LJ , respectively Di the image of GJ respectively Di in Gδ. For all i, j, the groups Di
and Dj commute, and so the group D =
∏
i∈I Di is a quotient of the direct product of the
Di. For a ∈ k∗ and i ∈ I, let
di(a) =
(
a 0
0 a−1
)
∈ Di ⊆ SL2(k)
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and let dˆi(a) be its image in Di.
8 RIEUWERT J. BLOK AND CORNELIU G. HOFFMAN
Construct the amalgam of subgroups of Gδ
B = {BJ = LJD | J ( I}.(2)
Because the group Di either centralizes or normalizes Lj = L{j} for all j we obtain that
LJ is normal in BJ . Moreover the action of D on LJ is induced by the action of D on
the Li so it is determined by the amalgam G . Since the groups LJ are perfect, they are
contained in [BJ , BJ ] and since BJ/LJ = D/(D ∩ LJ) is abelian, [BJ , BJ ] = LJ .
We need to investigate the structure of these groups. Recall our indexing convention
(i) = I−{i} for all i ∈ I. In particular, the maximal groups B(i) = 〈L(i),Di〉 are described
by the following lemma.
Lemma 2.6. For any i, we have B(i)/H(Gδ) ∼= (L(i) oDi)/Hi where
H(Gδ) = {dˆ1(a)dˆ2(a) · · · dˆn(a) | a = aδ} ≤ Z(Gδ),
Hi(G
δ) = {(dˆ1(a)dˆ2(a) · · · dˆn(a)dˆi(a)−1, dˆi(a)) | a = aδ}.
Proof Since the diagram Γ is symmetric and D is commutative, we may assume that
i = 1.
Let us consider d1(a) ∈ D1 such that dˆ1(a) belongs to L(1) ∩ D1. Note that dˆ1(a)
commutes with Lj unless j = 1, 2 or n. Therefore we need to look at the conjugacy action
of dˆ1(a) on L2 and Ln. Using the definition of G we note that dˆ1(a) acts as
(
a−1 0
0 1
)
on
L2 and as
(
1 0
0 aδ
)
on Ln (here we shall write aδ = aα if δ = (α, 1) and aδ = (a−1)α if
δ = (α, τ)). In other words, dˆ1(a) acts on L(1) the same way as the element
d′(a) =
a−1 In−2
aδ

and so, since d′(a) ∈ L(1), which is a quotient of SLn(k), we have aδ = a and d′(a) =
(dˆn(a))
−1 · · · (dˆ2(a))−1.
More generally, assume a ∈ k is any element satisfying aδ = a. This means that the
product dˆ(a) = dˆ1(a)(d′(a))−1 = dˆ1(a)dˆ2(a) · · · dˆn(a) acts trivially on L(1). Moreover note
that the dˆi(a) commute and so if g ∈ L1, the element gdˆ(a) = (dˆ(a))−1gdˆ(a) = gdˆ1(a)dˆ2(a)dˆn(a)
because the other dˆ(a)’s commute with g. Moreover dˆ1(a), dˆ2(a), dˆn(a), and g are all in
L{1,2,n} and an immediate computation inside this group shows that in fact gdˆ(a) = g. This
shows that H(Gδ) ≤ Z(Gδ).
Now consider the natural homomorphism pi : L(1)oD1 → B(1)/H(Gδ). ClearlyH1(Gδ) ≤
kerpi. Now suppose that (x, y) ∈ kerpi. Then y = dˆ1(b) for some b ∈ k and xy =
dˆ1(a)dˆ2(a) · · · dˆn(a) for some a with a = aδ. It follows that x = dˆ1(ab−1)dˆ2(a) · · · dˆn(a)
and so dˆ1(ab−1) ∈ L(1). From the preceding argument it follows that (ab−1)δ = ab−1 and
therefore
xdˆ2(b
−1)dˆ3(b−1) · · · dˆn(b−1) ∈ L(1) ∩H(Gδ) = {1}
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so that x = dˆ2(b)dˆ3(b) · · · dˆn(b). Thus xy ∈ H1(Gδ). 
From now on, we will let H(Gδ) be the group constructed in Lemma 2.6, for any com-
pletion Gδ of G|n−1|.
Proposition 2.7. Let G δ be the Curtis-Tits amalgam of type A˜n−1 of Definition 2.2.
Suppose Gδ is a group such that
(a) Gδ contains groups Li,Li,j so that the amalgam L = {Li,Li,j | i, j ∈ I} is isomor-
phic to G δ
(b) H(Gδ) is trivial,
(c) Gδ is the universal completion of the amalgam B obtained from L as above.
then the universal completion G˜ of G δ is an extension of Gδ by H(G˜) ≤ Z(G˜).
Proof Let G˜ the universal completion of G|n−1|. Note that since Li ∼= SL2(k), the same is
true of the image of Gi in G˜, so that in particular Hi(Gδ) = Hi(G˜) for all i ∈ I.
Consider the group Gˆ = G˜/H(G˜) which is also a completion of G|n−1|. By Lemma 2.6
and the observation just made, Gˆ is a completion of B and so there is a unique surjective
map Gδ  Gˆ. Conversely, note that LJ is isomorphic to the derived subgroup of BJ
and so the group Gδ contains a copy of the amalgam G|n−1|. This gives a map G˜ 
Gδ. By construction, the map factors through H(G˜). The two maps are inverses to one
another since their compositions are the identity on the corresponding amalgams B and
G|n−1|. In the rest of the paper we will construct a group Gδ for any δ ∈ Aut(k)× 〈τ〉.
3. Orientable Curtis-Tits groups
3.1. Twisted Laurent polynomial ring Rα, division ring of fractions Qα, and linear
groups. Recall that k is a commutative field of order at least 4 and that α ∈ Aut(k). If α
has finite order s, let T = ts and let A = k[T, T−1] ≤ Rα be the ring of Laurent polynomials
in the commuting variable T with coefficients in the commutative field k. Moreover, let
F = k(T ).
As k{t} = k[t, α−1], in the notation of [30], is a (non-commutative) principal ideal
domain, it is in particular a left and right Ore ring, and so possesses a division ring of
fractions, which we shall denote Qα (see also [17]). Naturally, Rα ≤ Qα. Also, for finite s,
identify F with the subfield of Qα generated by k and T . Let V be a left Qα-vector space
of dimension n and M ≤ V a free Rα-submodule of rank n, so that QαM = V . The group
of all Qα- (resp. Rα-) linear invertible transformations of V (resp. M) is denoted GLQα(V )
(resp. GLRα(M)).
We fix an ordered reference Qα-basis E = {e1, e2, . . . , en} of V that is also an Rα-basis
for M . We will represent an element x =
∑n
i=1 xiei ∈ V as a row vector (x1, . . . , xn).
Representation of Qα-linear endomorphisms of V as matrices w.r.t. the basis E by matrix
multiplication on the right yields the usual identification: EndQα(V ) → Mn(Qα). The
images of GLQα(V ) and GLRα(M) under this identification will be denoted GLn(Qα) and
GLn(Rα) respectively. The inclusion E ⊆ M ⊆ V induces the inclusions GLRα(M) ≤
GLQα(V ) and GLn(Rα) ≤ GLn(Qα).
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The Dieudonné determinant (see [20]) is the unique non-trivial group homomorphism
Det: GLn(Qα)→ Q∗α/[Q∗α,Q∗α](3)
which is trivial on transvections, and induces the canonical homomorphism Q∗α → Q∗α/[Q∗α,Q∗α]
on diagonal matrices having exactly one non-identity entry. Here [Q∗α,Q∗α] denotes the com-
mutator subgroup of the multiplicative group Q∗α. If Qα is commutative Det is just the
ordinary determinant.
We let SLn(Qα) (resp. SLn(Rα), SLRα(M), SLQα(V )) be the kernel of Det restricted to
GLn(Qα) (resp. GLn(Rα), GLRα(M), GLQα(V )).
Definition 3.1. Recall that kα is the fixed field of α in k. Assume that α has finite
order s. We denote the image of the norm map Nk/kα : b 7→
∏s−1
i=0 b
αi by nα ≤ k∗α. This
extends to a norm map NR∗α/A∗ : bt
k 7→ Nk/kα(b)((−1)s−1T )k, where T = ts. Note that this
is the restriction of the standard reduced norm for the cyclic algebra Rα over k(T ). More
precisely, (−1)s−1T is the determinant of the image of t under the splitting morphism from
Rα to Ms(k(T )).
Lemma 3.2. We have
(a) R∗α = {btl | b ∈ k, l ∈ Z},
(b) [R∗α,R∗α] = 〈bαlb−1 | b ∈ k, l ∈ Z〉 = {bαb−1 | b ∈ k}
(c) NR∗α/A∗ induces a surjective homomorphism
R∗α/[R
∗
α,R
∗
α]→ {n((−1)s−1T )l | n ∈ nα, l ∈ Z},
which is an isomorphism provided k/kα is a separable (hence cyclic Galois) exten-
sion.
Proof (a) “⊇” is clear. For the converse note that if f ∈ Rα has at least two terms, then
so does any multiple of f and so f cannot be a unit. (b) The first equality follows from
(a) by direct computation. For the second equality, note that since k is commutative, for
l ≥ 1,
bα
l
b−1 =
l−1∏
i=0
(bα
i
)α(bα
i
)−1 = (
l−1∏
i=0
bα
i
)α(
l−1∏
i=0
bα
i
)−1.
(c) Since conjugate elements have the same norm, this map is a homomorphism. Surjec-
tivity is obvious. Injectivity follows from Hilbert’s 90th theorem. 
Let Zn(Rα) = Z(GLn(Rα)). Define PGLn(Rα) = GLn(Rα)/Zn(Rα) and PSLn(Rα) =
SLn(Rα)/(Zn(Rα)∩SLn(Rα)). We shall interpret PSLn(Rα) as a subgroup of PGLn(Rα) via
PSLn(Rα) ∼= SLn(Rα) · Zn(Rα)/Zn(Rα).
Proposition 3.3. Let k/kα be a cyclic Galois extension. Then, we have
|PGLn(Rα) : PSLn(Rα)| = sn|nα : (k∗α)sn|.
Proof We shall make use of the fact that
|PGLn(Rα) : PSLn(Rα)| = |GLn(Rα) : SLn(Rα) Zn(Rα)|.
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Consider the composition χ of surjective homomorphisms (compare Lemma 3.2):
GLn(Rα)
Det→ R∗α/[R∗α,R∗α]
NR∗α/A∗→ {n((−1)s−1T )k | n ∈ nα, k ∈ Z} ∼= nα × Z.
We claim that
Zn(Rα) = {btslIn | b ∈ kα, l ∈ Z},
where In denote the n × n identity matrix. The inclusion ⊇ is clear since btsl ∈ Z(R∗α).
Conversely, by considering commutators with permutation matrices, it follows that a cen-
tral element in GLn(Rα) must be scalar. It then follows that the scalar must belong to
the center Z(R∗α). Now χ(btslIn) = NR∗α/A∗(b
ntsnl[R∗α,R
∗
α]) = b
sn((−1)s−1T )snl and since
{n((−1)s−1T )k | n ∈ nα, k ∈ Z} ∼= nα × Z we see that
GLn(Rα)/ SLn(Rα) · Zn(Rα) ∼= nα/(k∗α)sn × Z/snZ.

3.2. A realization of G α inside SLn(Rα). At the very end of [44] it is claimed that a
Kac-Moody group Gα that is a completion of G α can be obtained as a subgroup inside
PGLn(Rα). We shall now proceed to give an explicit description of the amalgam inside
SLn(Rα). Since the amalgam does not intersect the center, this gives rise to a realization
inside PSLn(Rα), which, in turn, via Proposition 3.3 can be viewed as a subgroup of index
sn|nα : (k∗α)sn| inside PGLn(Rα).
In order exhibit this amalgam, we first define the following injective homomorphisms
φi : SL2(k) ↪→ GLn(Rα). For i = 1, . . . , n− 1 we take
φi : A 7→
Ii−1 A
In−i−1
 .
Moreover, we define
φn :
(
a b
c d
)
7→
dα−1 t−1cIn−2
bt a
 .
Now, for every i ∈ I, let Li = imφi and Li,j = 〈Li,Lj〉 ≤ GLn(Rα). Consider the amalgam
L α(Rα) = L α = {Li,Li,j | i, j ∈ I} of subgroups of GLn(Rα). Here the connecting maps
ϕi,j of L α are the natural inclusion maps of subgroups of GLn(Rα).
Proposition 3.4. We have an isomorphism of amalgams L α ∼= G α. Hence, Gα = 〈L α〉
is a non-trivial completion of G α inside SLn(Rα).
Proof Consider the following matrix:
C = CRα,n =
(
0 In−1
t 0
)
.(4)
We now define the automorphism Φ = ΦRα of GLn(Rα) given by X 7→ C−1XC. One
verifies that, for i = 1, . . . , n we have φi = Φi−1 ◦ φ1. In particular φn is an isomorphism.
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We now turn to the rank 2 groups. For distinct i, j ∈ {1, 2, . . . , n}, let φi,j be the canonical
isomorphism between Gi,j = 〈Gi,Gj〉 and Li,j = 〈Li,Lj〉 induced by φi and φj. Note that
this implies that φi,i+1 = Φi−1 ◦ φ1,2.
We claim that the collection φ = {φi, φi,j | i, j ∈ I} is the required isomorphism between
G α and L α. This is completely straightforward except for the maps φ1, φn,1. Note that
φn,1 :
a b cd e f
g h i
 7→

t−1et t−1ft t−1d
t−1ht t−1it t−1g
In−3
bt ct a

=

eα
−1
fα
−1
t−1d
hα
−1
iα
−1
t−1g
In−3
bt ct a
 .
Thus we have
φi,j ◦ ψi,j = ϕi,j ◦ φi,
for all i, j ∈ I.
Since all Li are conjugates of L1, which clearly lies in SLn(Rα) and the Dieudonné
determinant is a homomorphism to the abelian group R∗α/[R∗α,R∗α], the second claim follows.

3.3. The twin-building of type A˜n−1 over Rα. We take the excellent and succinct de-
scription from [4] and adapt it to the non-commutative setting we need. Let v+, v− : Qα →
Z be the non-commutative discrete valuations determined by v+(k∗) = v−(k∗) = 0 and
v+(t) = v−(t−1) = 1, and let Oε = {λ ∈ Qα | vε(λ) ≥ 0} (ε = +,−) be the corresponding
valuation ring.
An Oε-lattice is a free left Oε module Y ≤ V with QαY = V . Such lattices are of the
form
Y =
n⊕
i=1
Oεai,
where {a1, a2, . . . , an} is a Qα-basis for V . We call {a1, a2, . . . , an} a lattice basis for Y .
A chain · · · ( Yi ( Yi+1 ( · · · of Oε-lattices is called admissible if it is invariant under
multiplication by integral powers of t. The admissible chain generated by the lattice Y
will be denoted [Y ].
For ε = +,−, we now describe an incidence geometry Iε. The objects of Iε are the
minimal admissible chains of Oε-lattices; these are of the form Υ = [Y ] for some lattice Y .
Call two objects Υ and Υ′ incident if Υ ∪ Υ′ is admissible. Naturally, a flag is given by
a set {Υ1, . . . ,Υr} of objects such that Υ1 ∪ · · · ∪ Υr is admissible. The chambers of Iε
are maximal flags. Following loc. cit. we associate the following to any ordered Qα-basis
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(a1, . . . , an) of V and j ∈ {0, 1, . . . , n− 1}:
Y jε (a1, . . . , an) := 〈ta1, . . . , taj, aj+1, . . . , an〉Oε ,
Υjε(a1, . . . , an) := [Y
j
ε ],
cε(a1, . . . , an) := {Υ0ε, . . . ,Υn−1ε }.
The latter is called the chamber with ordered chain basis (a1, . . . , an).
The geometryIε has type set {0, 1, . . . , n−1}. The type function is given by typε([Y 0ε (g(e1), . . . , g(en))]) =
ενε(Det(g)) mod n for all g ∈ GLQα(V ), where Det denotes the Dieudonné determinant.
In particular, typε(Υjε(e1, . . . , en)) = j, for j = 0, 1, . . . , n− 1.
Let ∆ε be the chamber system of Iε in which two chambers cε and dε are i-adjacent,
written cε ∼i dε, if their objects of type j 6= i are equal.
Given a Qα-basis {a1, . . . , an} for V , we define the subsystem
Σε(a1, . . . , an) := {cε(tm1a1, . . . , tmnan) | m1, . . . ,mn ∈ Z}.
It can be proved (see e.g. [33, §9.2]) that ∆ with given adjacency relations forms a
building of affine type A˜n−1(k) and that the collection
Aε = {Σε(a1, . . . , an) | (a1, . . . , an) is a Qα-basis for V }
is a system of apartments for ∆ε.
We now define a symmetric opposition relation opp ⊆ ∆+×∆− ∪∆−×∆+ by declaring
c+ opp c− if and only if cε = cε(a1, . . . , an) (ε = +,−) for some Rα-basis {a1, . . . , an} for
M . Moreover, two objects are declared opposite if they belong to opposite chambers and
have the same type.
The proof given in [4, §4], which is given in the context where Qα is commutative, can
be applied almost verbatim to prove the following.
Proposition 3.5. (∆+,∆−, opp) is a twin-building of type A˜n−1(k) with system of twin-
apartments
Aopp = {(Σε(a1, . . . , an) : ε = ±) | (a1, . . . , an) is an Rα-basis for M}.
Remark 3.6. The group GLRα(M) is a group of sign-preserving automorphisms of (∆+,∆−, opp),
which does not preserve types.
Lemma 3.7. The group SLRα(M) of type preserving automorphisms of the twin-building
(∆+,∆−, opp) acts transitively on pairs of opposite chambers.
Proof For ε = ±, SLRα(M) is a group of permutations of the collection of Oε-lattices
that preserve containment and types. Suppose (c+, c−) and (d+, d−) are pairs of opposite
chambers. Without loss of generality assume that cε = cε(e1, . . . , en) and dε = cε(b1, . . . , bn)
for a suitable ordered Rα-basis (b1, . . . , bn) forM and ε = +,−. Then there is g ∈ GLRα(M)
with g(ei) = bi for i = 1, 2, . . . , n. Let Det(g) be represented by atm in R∗α/[R∗α,R∗α] for
some a ∈ k and m ∈ Z. Since Υ0ε(e1, . . . , en) and Υ0ε(b1, . . . , bn) have type 0 apparently
εvε(Det(g)) = 0 mod n so that m = nl for some l ∈ Z. This means that g′ ∈ GLRα(M)
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given by g′(e1) = a−1t−lb1, g′(ei) = t−lbi (i = 2, 3, . . . , n) also satisfies g′(c+, c−) = (d+, d−).
Also, Det(g′) = Det(g) · a−1t−m ∈ [R∗α,R∗α], so that g′ ∈ SLRα(M). 
Let GD (resp. D) be the maximal split torus in GLn(Rα) (resp. SLn(Rα)) stabilizing the
pair of opposite chambers (c+, c−), where cε = cε(e1, . . . , en). The group D is generated
by the images Di (i ∈ I) of Di and so it appear in the definition of B as in (2) when we
apply Proposition 2.7.
Lemma 3.8. Let cε = cε(e1, . . . , en) for ε = ±.
(a) The stabilizer D of (c+, c−) in SLn(Rα) is the subgroup of diagonal matrices of
Dieudonné determinant 1 and coefficients in k.
(b) The stabilizer GD of (c+, c−) in GLn(Rα) is the subgroup generated by diagonal
matrices in k∗ and scalar matrices with coefficients in R∗α.
Proof
(a) Let g ∈ SLRα(M) preserve c+ and c−. Then, g stabilizes the objects Υ0ε(e1, . . . , en),
for ε = ±1. Since Det(g) = 1, g preserves the intersection Y 0+(e1, . . . , en) ∩ Y 0−(e1, . . . , en)
and so g ∈ GLn(k). Now, g preserves two opposite chambers in the 0-residue on c+, which
is the spherical building Y 0+/tY 0+ of type An−1(k). This shows that D is contained in the
group of diagonal matrices in GLn(k) with Dieudonné determinant 1. Conversely, note that
the images Di of the Di (i = 1, 2, . . . , n) generate D. Now the description of Dn together
with Lemma 3.2 shows that Det(D) = [R∗α,R∗α].
(b) Let g′ ∈ GLRα(M) preserve c+ and c− Then, Det(g) = atln/[R∗α,R∗α] for some a ∈ k∗
and l ∈ Z since g′ preserves the type of the 0-object on c+. Define d ∈ GLRα(M) by
d(e1) = a
−1t−le1, and d(ei) = t−lei. Then, Det(g) = Det(d) Det(g′) = 1/[R∗α,R∗α] so
g ∈ SLRα(M) and the result follows from (a). 
Proof (of Theorem 1) By Proposition 3.5 ∆ is a twin-building with diagram A˜n−1, where
n ≥ 4. In particular, ∆ satisfies condition (co) of [32]. By Lemma 3.7, SLRα(M) is an
automorphism group of ∆ that is transitive on pairs of opposite chambers. Define the
amalgam B2 = {Bi, Bij | i, j ∈ I} of Levi-components of rank 1 and 2 and the amalgam
B = {BJ = 〈Bi | i ∈ J〉 | J ( I}. Then, by the twin-building version of the Curtis-Tits
theorem [2] the automorphism group SLRα(M) of ∆ is the universal completion of B2
and, a forteriori SLRα(M) is the universal completion of the amalgam B. Now consider
the amalgam L α. One verifies easily that, for each i, j ∈ I, SL2(k) ∼= Li ≤ Bi and
SL3(k) ∼= Lij ≤ Bij, when {i, j} is an edge of the diagram. In fact for any J ( I, we have
BJ = LJD; this follows for instance by considering the transitive action of both groups
on the pair of opposite residues of type J on (c+, c−). This means that B is defined as
in (2) and so, in view of Proposition 2.7, it suffices to show that H(L) = 1. This follows
by noting that if a = aα, then taking the product over all φi images of the matrix(
a 0
0 a−1
)
we obtain the identity of SLn(Rα). 
Remark 3.9. Note that this construction is in particular valid if α = id and the classical
definition of the building over commuting Laurent polynomials follows. Thus, in the above,
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we can replace the skew Laurent polynomial ring Rα and its division ring of fractions Qα
by the Laurent polynomial ring A and its field of fractions F (see the definitions at the
beginning of Subsection 3.1). Note that in that case, where α = id, a slightly weaker
statement in the vein of Theorem 1 can be deduced from [16].
4. The non-orientable Curtis-Tits group Gδ
We adopt the notation of Section 2 and 3. We assume that δ = ατ has finite order s.
As in Section 3, Rα2 = k{t, t−1} denotes the ring of not necessarily commuting Laurent
polynomials with coefficients in the field k. Here, for b ∈ k, we have tbt−1 = bα2 .
Let I = {1, 2, . . . , n} and let I˜ = {1, 2, . . . , 2n}. As before let V be a left Qα2-vector space
of dimension 2n, where n ≥ 4, with (ordered) basis E = {e1, . . . , en, f1 = en+1, . . . , fn =
e2n}. The vector x =
∑2n
i=1 xiei will be represented as the row vector (x1, . . . , x2n). Let M
be the free Rα2-module spanned by this basis. As in Section 3 we identify EndRα2 (M) with
Mn(Rα2) via the right action on V . Furthermore we let G = SLRα2 (M).
In this subsection we introduce a sesquilinear form β on V and an involution θ of G such
that the fixed group Gθ is precisely the group of symmetries of β in G. In Subsection 4.3
we will prove that Gθ is flag-transitive on a geometry ∆θ. In Subsection 4.4 we prove that
the geometry ∆θ is connected and simply connected which by Tits’ Lemma implies that
the group Gθ is the universal completion of the amalgam of maximal parabolics. We then
apply Proposition 2.7
4.1. σ-sesquilinear forms on V . Let σ be an anti-automorphism of Qα2 that interchanges
t and t−1. Thus σ2 fixes t, but may act as a non-trivial automorphism of k.
We wish to define a σ-sesquilinear form β on V . This is a function β : V × V → Qα2
satisfying
β(λu, µv) = λβ(u, v)µσ,
β(u1 + u2, v) = β(u1, v) + β(u2, v),
β(u, v1 + v2) = β(u, v1) + β(u, v2),
for all u, , u1, v, v1, v2, v ∈ V and λ, µ ∈ Qα2
Note that β is uniquely determined by the Gram matrix B = (β(ei, ej))2ni,j=1 of E with
respect to β. We shall assume that β is non-degenerate, that is, B is invertible.
More concretely,
β(x, y) = (x1, . . . , x2n)B
t(y1, . . . , y2n)
σ =
2n∑
i,j=1
xibi,jy
σ
j .(5)
Definition 4.1. The right adjoint of a transformation g ∈ GL(V ), is the transformation
g ∈ GL(V ) such that
β(g(u), v) = β(u, g(v)) for all u, v ∈ V.(6)
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The inverse adjoint of a transformation g ∈ GL(V ), is the transformation g∗ ∈ GL(V )
such that β(g(u), g∗(v)) = β(u, v) for all u, v ∈ V . Clearly, g∗ = (g−1).
Lemma 4.2. (a) For any two matrices of compatible dimension X and Y , we have
t(XY )σ = tY σ · tXσ and
t(tXσ)σ = Xσ
2
.
(b) The map GL(V ) → GL(V ), x 7→ x is an anti-isomorphism, which via the right
action on V corresponds to the anti-isomorphism M2n(Qα2)→M2n(Qα2) given by
X 7→ X = tBσ−1 tXσ−1 t(B−1)σ−1 .
(c) The map GL(V )→ GL(V ) given by x 7→ x∗ is an automorphism, corresponding via
the right action on V to the automorphism of M2n(Qα2) given by
X 7→ X∗ = tBσ−1 t(X−1)σ−1 t(B−1)σ−1 .(7)
Proof (a) SupposeX = (xi,j) and Y = (yj,k). Then the ki-entry on both sides is
∑
j y
σ
jkx
σ
ij.
The second equality is clear.
(b) Since β is non-degenerate, x uniquely determines x via the equality (6) and the
property (xy) = y ·x follows easily. As for the matrix identity, let u = (u1, . . . , u2n), v =
(v1, . . . , v2n) ∈ V . Suppose x is represented by the matrix Y . Then, apparently
uXB tvσ = β(x(u), v) = β(u, x(v)) = uB t(vY )σ.
Since u and v are arbitrary, using (a) we find that
XB = B tY σ
and so we find that
Y = t(B−1XB)σ
−1
= tBσ
−1 tXσ
−1 t(B−1)σ
−1
.
Claim (c) follows from (b) noting that x∗ = (x−1). 
Definition 4.3. For B ∈ GL2n(A), we define an automorphism θ : G 7→ G by x 7→ x∗. If
x corresponds to X under the identification G = SL2n(Rα2) ≤ GL2n(Qα2), then, θ is given
by
(8) X 7→ tBσ−1 tX−σ−1 tB−σ−1 .
Note that with this choice of B, Xθ does belong to SL2n(Rα2). Occasionally we shall write
θ = θRα2 ∈ Aut(SLRα2 (M)) to distinguish it from θδ ∈ Aut(SLA(M)).
Definition 4.4.
GURα2 (M,β) := {g ∈ GLRα2 (M)|∀x, y ∈M,β(gx, gy) = β(x, y)}.(9)
SURα2 (M,β) := GURα2 (M,β) ∩ SLRα2 (M).
We let GUn(Rα2) and SUn(Rα2) denote the subgroups of GLn(Rα2) corresponding to GURα2 (M,β)
and SURα2 (M,β) respectively via its right action on V .
Corollary 4.5. The unitary group SURα2 (M,β) is the fixed group G
θ = {x ∈ G | xθ = x}.
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4.2. The amalgam L δ. We shall continue the terminology from Subsection 4.1 with the
following choices for σ and B. As in the Introduction, let σ be the anti-automorphism of
Qα2 that interchanges t and t−1 and acts as α−1 on k, and let
B = (β(ei, ej)) =
(
0n In
tIn 0n
)
∈ GL2n(Rα2).(10)
We first note that
tB−σ
−1
= B,(11)
Xθ = B−1 tX−σ
−1
B for any X ∈ GL2n(Rα2),(12)
trσ
2
t−1 = trα
−2
t−1 = r for any r ∈ Rα2 .(13)
It then follows that we have θ2 = id. Namely, for any X ∈ GL2n(Rα2),
Xθ
2
= B−1 t
(
B−1 tX−σ
−1
B
)−σ−1
B(14)
= B−1 tBσ
−1
Xσ
−2 tB−σ
−1
B
= B−2Xσ
−2
B2
= t−1I2nXα
2
tI2n
= X.
We also have
Det(Xθ) = Det(X)−σ
−1
.(15)
Namely, it is clear from (7) and the fact that Det is a homomorphism, that for matricesX, Y
we have Det((XY )θ) = Det(XθY θ) = Det(Xθ) Det(Y θ). Moreover, if X is a transvection
matrix, then so isXθ. Therefore we only have to check that (15) holds for diagonal matrices
with n− 1 trivial entries. However, this is clear.
We will now construct an amalgam L δ inside SL2n(Rα2) that is isomorphic to the amal-
gam G δ. Consider the following matrix:
C = CRα2 ,2n =
(
0 I2n−1
t 0
)
.(16)
We now define the automorphism ΦRα2 ,2n of SL2n(Rα2) given by X 7→ C−1XC. Also define
the map i : SL2(k)→ SL2n(Rα2) by
A 7→
(
A
I2n−2
)
.
Next, for m = 1, . . . , n+ 1, let φm : SL2(k)→ SL2n(Rα2) by
φm(A) = Φ
m−1(i(A)) · θ(Φm−1(i(A)))
18 RIEUWERT J. BLOK AND CORNELIU G. HOFFMAN
and let Lm be the image of φm. Note that
φn+1(A) =

tA−α
−1
In−2
A
In−2
 .
Note that for each m = 1, . . . n− 1 we have
Lm =


Im−1
A
In−m−1
Im−1
tA−α
In−m−1
 |A ∈ SL2(k)

and
Ln =


aα
−1 −t−1bα
In−2
a b
c d
In−2
−cαt dα
 |
(
a b
c d
)
∈ SL2(k)

.
The latter can be verified more easily by observing that
t
(
aα
−1 −t−1bα
−cαt dα
)−σ−1
=
(
a −t−1cα2
−bα2t dα2
)−1
=
(
d t−1cα
2
bα
2
t aα
2
)
.
One verifies that since Cθ = C, we have θ ◦ Φ = Φ ◦ θ, and so for m = 1, 2, . . . , n, it
follows that
φm = Φ
m−1
Rα2 ,2n
◦ φ1.(17)
Let I = {1, 2, . . . , n}. We shall denote the diagonal torus in the group Li by Di for each
i ∈ I. For (i, j) 6= (1, n) with 1 ≤ i < j ≤ n, let φi,j be the canonical isomorphism between
Gi,j = 〈Gi,Gj〉 and Li,j = 〈Li,Lj〉G induced by φi and φj. Moreover, let φn,1 be induced
by φn and φn+1. It follows that Lij ∼= SL3(k) if i − j ≡ ±1 mod n and Gij ∼= Li × Lj
otherwise.
Definition 4.6. For each i, j ∈ {1, 2, . . . , n}, let ϕi,j : Li ↪→ Li,j be the natural inclusion
map. Then we define the following amalgam:
L δ = {Li,Li,j, ϕi,j | i, j ∈ I}.
Proposition 4.7. The amalgam L δ is contained in Gθ and is isomorphic to G δ.
Proof That L δ is contained in Gθ follows by definition of φk and the fact that θ has
order 2 by (14). We claim that the collection φ = {φi, φi,j | i, j ∈ I} is the required
isomorphism between G δ and L δ. This is completely straightforward for all pairs (i, j)
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except possibly for (n, 1). Here we have φn,1 ◦ ψ1,n(A) = φn+1(Aδ) = ϕ1,n ◦ φ1(A) since
Aδ = t(Aδ)−α
−1
= A. 
We make some observations on the form β and the action of G on V .
Lemma 4.8. The form β is non-degenerate trace-valued and (σ, t)-sesquilinear. That is for
all u, v ∈ V we have β(v, u) = tβ(u, v)σ and there exists x ∈ Qα2 such that β(u, u) = x+txσ.
Proof That β is non-degenerate follows since B is invertible. To prove the second claim,
let u =
∑n
i=1 λiei + µifi and let u
′ =
∑n
i=1 λ
′
iei + µ
′
ifi. Using (13), we find that
tβ(u, u′)σ = t
(
n∑
i=1
λiµ
′σ
i + µitλ
′σ
i
)σ
=
n∑
i=1
tµ′σ
2
i λ
σ
i + tλ
′σ2
i t
−1µσi
=
n∑
i=1
µ′itλ
σ
i + λ
′
iµ
σ
i = β(u
′, u).
Setting u = u′ and x =
∑n
i=1 λiµ
σ
i , and noting that µitλσi = tµσ
2
i λ
σ
i = t(λiµ
σ
i )
σ, we get
β(u, u) =
n∑
i=1
λiµ
σ
i + µitλ
σ
i = x+ tx
σ.

Definition 4.9. Given a Qα2-basis {a1, . . . , a2n} for V , the right dual basis for V with
respect to β is the unique basis {a∗1, . . . , a∗2n} such that β(ai, a∗j) = δij (note the order
within β).
Lemma 4.10. If {a1, . . . , an, an+1, . . . , a2n} is a basis for V with Gram matrix B, then its
right-dual basis is {an+1, . . . , a2n, ta1, . . . , tan}.
Lemma 4.11. If g ∈ GL(V ) is represented with respect to {a1, . . . , a2n} as right mul-
tiplication by a matrix (gij), then g∗ is represented with respect to {a∗1, . . . , a∗2n} as right
multiplication by matrix t(gσ−1ij )−1.
Proof Let g∗ be represented by (g∗m,j). Then,
δi,m = β(ai, a
∗
m) = β(g(ai), g
∗(a∗m))
= β
(∑
j
gi,jaj,
∑
j
g∗m,ja
∗
j
)
=
∑
j
gi,j(g
∗
m,j)
σ
and so (gi,j) · t(gj,m)σ = I2n. 
Corollary 4.12. The right dual of an Rα2-basis for M is an Rα2-basis for M .
Proof This follows from Lemmas 4.10 and 4.11 by noting that GL(M) is transitive on
such bases and invariant under (gij) 7→ t(gσ−1ij )−1. 
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4.3. The geometry ∆θ for Gθ. We now describe a geometry ∆θ. We shall subsequently
prove that ∆θ is simply-connected, that Gθ acts flag-transitively on ∆θ, and that the
amalgam of parabolic subgroups with respect to this action is the amalgam B related to
L δ as in Proposition 2.7.
Let ∆ be the twin-building for the group G = SL2n(Rα2) with twinning determined by
M (for a construction see Subsection 3.3). Let (W,S) be the Coxeter system with diagram
Γ˜ of type A˜2n−1. Call S = {si | i ∈ I˜}.
Definition 4.13. For each Oε-lattice Yε we let
Y θε = {v ∈ V | β(u, v) ∈ Oε for all u ∈ Yε}.
Lemma 4.14.
(a) If {a1, . . . , a2n} is a basis for V with right dual {a∗1, . . . , a∗2n} with respect to β, then
Y θε (a1, . . . , a2n) = Y−ε(a
∗
1, . . . , a
∗
2n).
(b) For all i, j we have (tjai)∗ = tja∗i so
Y θε (t
j1a1, . . . , t
j2na2n) = Y−ε(tj1a∗1, . . . , t
j2na∗2n).
(c) θ reverses inclusion of lattices.
(d) Y θ2ε (a1, . . . , a2n) = Yε(ta1, . . . , ta2n).
(e) Υθ2ε (a1, . . . , a2n) = Υε(a1, . . . , a2n).
Proof Parts (a) and (b) are straightforward consequences of the fact that β is σ-sesquilinear.
Part (c) follows from Definition 4.13. Part (d) and (e): By Lemma 4.8, we have β(u, v) =
tβ(v, u)σ ∈ Oε, so the right dual basis of {a∗1, . . . , a∗2n} is {ta1, . . . , ta2n} and the claim
follows from (a). 
The standard chamber in ∆ε is cε(e1, . . . , en, f1, . . . , fn).
Proposition 4.15. The map θ is an involution on ∆ that induces isomorphisms θ : ∆ε →
∆−ε where typ(θ) : I˜ → I˜ is the graph isomorphism defined by i → i − n mod (2n).
Moreover, θ interchanges the standard chambers c+ and c−.
Proof By Lemma 4.14 (a) and (c) θ sends admissible chains of Oε-lattices to admissible
chains of O−ε-lattices. In particular, it interchanges ∆ε-objects with ∆−ε-objects while
preserving incidence. Thus θ induces the required isomorphisms. By Lemma 4.14 (d) θ is
an involution. We now analyze how types are permuted by θ.
Let Ci,ε be the object of type i on cε. We show that Cθi,ε = Cn+i,−ε. This follows
immediately from Lemmas 4.14 and 4.10. In particular c+ and c− are interchanged.
Let dε ∈ ∆ε be any other chamber. Then, since SL2n(Rα2) is transitive on chambers
of ∆ε, it contains an element g such that g(cε) = dε. By Corollary 4.12, t(gσ
−1
)−1 takes
c−ε to a chamber d−ε that is opposite to dε and such that (gdε)θ = d−ε. As vε(Det(g)) =
vε Det((
t(gσ
−1
)−1)), (where Det denotes the Dieudonné determinant), θ permutes the types
on dε as it does on cε. 
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Definition 4.16. We shall abuse notation and write θ(i) = typ(θ)(i) = i − n for i ∈ I˜.
Thus θ is a graph automorphism of Γ˜ inducing an automorphism of the Coxeter system
(W,S), which we shall also denote θ.
Definition 4.17. We define a relaxed incidence relation on ∆ε as follows. We say that dε
and eε are (i, θ(i))-adjacent if and only if dε and eε are in a common {i, θ(i)}-residue. In
this case we write
dε ≈i eε,
where we let i ∈ I = {1, . . . , n}. Note that the residues in this chamber system are J-
residues of ∆ε where Jθ = J . In Subsection 4.4 we shall see that the resulting chamber
system (∆ε,≈) is simply connected. Let
∆θ = {(d+, dθ+) | d+ opp dθ+}.
Adjacency is given by ≈. It is easy to see that residues of ∆θ are the intersections of
residues of (∆,≈) with the set ∆θ.
Lemma 4.18. (d+, d−) ∈ ∆θ if and only if there exists {a1, . . . , an, b1, . . . , bn}, an Rα2-basis
for M whose Gram matrix is B and dε = cε(a1, . . . , an, b1, . . . , bn) for ε = +,−.
Proof As in the proof of Proposition 4.15, one verifies that any such basis gives rise to
a pair of chambers in ∆θ. Conversely, let (d+, d−) ∈ ∆θ. That means that d− = dθ+.
Let Σ = Σ(d+, d−) be the twin-apartment containing d+ and d−. Then Σθ = Σ. Let
{a1, . . . , an, b1, . . . , bn} be an Rα2-basis for M such that Σ = Σ{a1, . . . , an, b1, . . . , bn} and
dε = cε(a1, . . . , an, b1, . . . , bn), where 〈a1, . . . , an, b1, . . . , bn〉Oε has type 0. Let {a∗1, . . . , a∗n, b∗1, . . . , b∗n}
be the right dual basis with respect to β. Then, since {dθ+, dθ−} = {d+, d−} uniquely deter-
mines Σ, it follows from Lemma 4.14, that, for ε = ±,
Σ = Σ{a∗1, . . . , a∗n, b∗1, . . . , b∗n},
dε = cε(a
∗
1, . . . , a
∗
n, b
∗
1, . . . , b
∗
n).
By Corollary 4.12 both bases are Rα2-bases for M . Note that the type of the lattice
〈a∗1, . . . , a∗n, b∗1, . . . , b∗n〉Oε = 〈a1, . . . , an, b1, . . . , bn〉θO−ε is n. Now consider the Rα2-linear
map
φ : M →M
bi 7→ a∗i
tai 7→ b∗i
for all i = 1, 2, . . . , n. It is easy to check that φ is a type-preserving automorphism of ∆ε
such that dφε = dε since it is an Rα2-linear map that sends the object of type i on dε to the
object of type i on dε. It follows from Lemma 3.8 that
bi = λit
ka∗i ,
tai = µit
kb∗i ,
where λi, µi ∈ k∗ and k ∈ Z. Computing β(bi, b∗i ) and using that β(a∗i , tai) = 1, we find
k = 0 and µi = λσ
−1
i . Without modifying the chambers dε, we may replace ai by λ
−σ
i ai
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and keep bi so that
bi = a
∗
i ,
tai = b
∗
i ,
and so the Gram matrix of {a1, . . . , an, b1, . . . , bn} is B. 
Let GUD = GD ∩GUn(Rα2) and SUD = GD ∩ SUn(Rα2).
Lemma 4.19.
(a) GUD = {diag(λ1, . . . , λn, λ−σ−11 , . . . , λ−σ−1n ) | λ1, . . . , λn ∈ R∗α2},
(b) If k/kα is a cyclic Galois extension, then Det is onto and NR∗
α2
/A∗ is an isomorphism:
GUD
Det−→ {atm[R∗α2 ,R∗α2 ] | a ∈ kerNk/kα ,m ∈ Z}
NR∗
α2
/A∗
−→ {b((−1)s/2−1T )m | b ∈ nα2 ∩ kerNkα2/kα ,m ∈ Z}.
(c) If Nkα2/kα is surjective, then, SUD = D = 〈φi(Di) | i ∈ I〉.
Moreover,
D = {diag(λ1, . . . , λn, λ−σ−11 , . . . , λ−σ
−1
n ) |λ1, . . . , λn ∈ k∗,
n∏
i=1
λiλ
−α
i ∈ kerNk/kα2}.
Proof (a) Let ψ ∈ GD. By Lemma 3.8 this means that
ψ : M →M
ei 7→ λitmei
fi 7→ µitmfi
with λi, µi ∈ k for all i = 1, 2, . . . , n and some m ∈ Z.
The conditions β(λiei, µjfj) = δij (and, equivalently β(µjfj, λiei) = tδji) yield µi = λ−αi ,
but no restriction on k. Any such element lies in GUD.
(b) From (a) we find that Det(ψ) = b = cαc−1, where c =
∏n
i=1 λ
−1
i . Clearly any b of
this form appears as Det(ψ) of some ψ. By Hilbert’s 90th theorem, therefore Det is onto.
Note that by Lemma 3.2, the map NR∗
α2
/A∗ is injective. It suffices therefore to check
that this restriction is onto. First note that it sends t 7→ (−1)s/2−1T . To check that its
restriction Nk/kα2 is onto, consider the following diagram:
k∗
Nk/k
α2
// //
Nk/kα
&& &&
nα2 Nk
α2
/kα
// // nα.
Note that all maps are surjective since Nk/kα = Nkα2/kα ◦ Nk/kα2 . It follows that Nk/kα2
takes kerNk/kα to nα2 ∩ kerNkα2/kα .
(c) It is clear from the definition of the Li that D ≤ SUD. With ψ as in (a) we find that
m = 0 and Det(ψ) ∈ [R∗α2 ,R∗α2 ] = kerNk/kα2 by Lemma 3.2 and Hilbert’s 90th theorem.
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To see SUD ≤ D, let ψ = diag(λ1, . . . , λn, λ−σ−11 , . . . , λ−σ−1n ) ∈ SUD, that is, λ1, . . . , λn ∈
k∗ and
∏n
i=1 λiλ
−α
i = d
−1dα
2 ∈ kerNk/kα2 . Let
η = φn
((
d−α 0
0 dα
))
.
Then, η−1ψ is a diagonal matrix of determinant 1. Now suppose that η−1ψ = diag(µ1, . . . , µn, µ−α1 , . . . , µ−αn )
such that
∏n
i=1 µiµ
−α
i = 1. Let a =
∏n
i=1 µi. Then, a = a
α, so a ∈ kα. By assumption
there exists some c ∈ kα2 with ccα = a. Let
γ = φn
((
c−α 0
0 cα
))
.
Then, γη−1ψ ∈ 〈φi(Di) | i ∈ {1, 2, . . . , n− 1}〉. This shows that ψ ∈ D. 
Theorem 4.20. Assume that k/kα is cyclic and Galois. The groupGθ acts flag-transitively
on ∆θ.
Proof Let (d+, d−) ∈ ∆θ. By Lemma 4.18 there exists {a1, . . . , an, b1, . . . , bn}, an Rα2-basis
for M with Gram matrix B. The Rα2-linear map
x : M →M
ei 7→ ai
fi 7→ bi
for all i = 1, 2, . . . , n belongs to GURα2 (M,β) and sends (c+, c−) to (d+, d−). Now suppose
x is represented by X ∈ GL2n(Rα2) and let a represent Det(G) in R∗α2/[R∗α2 ,R∗α2 ]. As X
preserves types, vε(Det(G)) = 2nm for some m ∈ Z and since (t−mX)θ = t−mXθ we may
assume vε(Det(X)) = 0, so that a ∈ k. Then, by (15) we have
aaσ
−1
= aaα ∈ [R∗α2 ,R∗α2 ].
By Lemma 3.2, aaα = cα2c−1 for some c ∈ k. Hence
Nk/kα(a) = Nk/kα2 (aa
α) = Nk/kα2 (c
α2c−1) = 1.
By Lemma 4.19 there is y ∈ GUD such that y ◦ x ∈ SURα2 (M,β). Clearly also y ◦ x
takes (c+, c−) to (d+, d−), as desired. 
4.4. Simple connectedness. In this subsection we will prove that the chamber system
(∆θ,≈) is connected and simply-connected. In order to do so we shall in fact prove a
stronger result, namely that (∆θ,∼) is connected and simply connected. Namely,
Lemma 4.21. Suppose that X is a subset of ∆+ such that (X,∼) is connected and simply
connected. Then (X,≈) is also connected and simply connected.
Proof Note that each rank r < n residue of (∆+,∼) is included in a residue of rank
≤ r of (∆+,≈). Since connectedness is a statement about rank 1 residues and simple
connectedness is a statement about rank 2 residues, we are done. 
We will use the techniques developed in [19] to show that (∆θ,∼) is simply connected.
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Definition 4.22. In the terminology of loc. cit. a collection {Cm}m∈N of subsets of a
chamber system D over I is a filtration if the following are satisfied:
F1 For any m ∈ N Cm ⊆ Cm+1,
F2
⋃
m∈N Cm = D,
F3 For any m ∈ N>0, if Cm−1 6= ∅, there exists an i ∈ I such that for any c ∈ Cm, there
is a d ∈ Cm−1 that is i-adjacent to c.
It is called a residual filtration if the intersections of C with any given residue is a filtration
of that residue.
For any c ∈ D, let |c| = min{λ | c ∈ Cλ}. For a subset X ⊆ D we accordingly define
|X| = min{|c| | c ∈ X} and
aff(X) = {c ∈ X | |c| = |X|}.
We shall make use of the following result from [19].
Theorem 4.23. [19, Theorem 3.14] Suppose C is a residual filtration on D such that for
any rank 2 residue R, aff(R) is connected and for any rank 3 residue R, aff(R) is simply
2-connected, then the following are equivalent.
(a) D is simply 2-connected.
(b) Cn is simply 2-connected for all n ∈ N.
We now let D be the chamber system ∆+, with adjacency relations ≈i (i ∈ I). We then
define a residual filtration C on ∆+ with the property that C0 ∼= ∆θ. We shall use that ∆+
is simply connected. In order to obtain simple connectedness of ∆θ it will suffice to show
that C satisfies the conditions of the theorem.
4.5. The filtration C. Recall that (W,S) is a Coxeter system with diagram Γ˜ of type
A˜2n−1, where S = {si | i ∈ I˜}. For any w ∈ W , let l(w) denote its length with respect to
S. Recall from Definition 4.16 that θ acts on I˜ and (W,S). In order to define the filtration
C we first let
δθ(W ) = {w ∈ W | ∃dε ∈ ∆ε : w = δ∗(dε, dθε)}.
We also fix an injective map | · | : δθ(W ) → N such that whenever l(w) > l(w′), we have
|w| > |w′| and |1| = 0. For any m ∈ N, we then define a filtration on ∆+ using | · | as
follows: Let
Cm = {c+ ∈ ∆+ | |δ∗(c+, cθ+)| ≤ m}.
In particular we have
C0 = {c+ ∈ ∆+ | (c+, cθ+) ∈ ∆θ}.(18)
In fact the map (∆θ,∼) → (C0,∼) sending (d+, dθ+) 7→ d+ is an isomorphism of chamber
systems.
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In the remainder of this section we prove that C is a residual filtration. First however,
we will need some technical lemmas about δθ(W ). Let
Invθ(W ) = {u ∈ W | uθ = u−1},
W (θ) = {w(w−1)θ | w ∈ W}.
These elements are called twisted involutions in [36] and [28]. Some of the results below
have somewhat weaker forms in the most general case of a quasi-twist. See [28] for details
on both twisted involutions and of the corresponding geometries.
We now have the following:
Lemma 4.24.
Invθ(W ) = W (θ).
More precisely, given any u ∈ Invθ(W ) there exists a word w ∈ W such that w(w−1)θ is a
reduced expression for u.
Proof Clearly we have W (θ) ⊆ Invθ(W ). Let w ∈ Invθ(W ). Then, by [28, Proposition
4.3] or [36, Proposition 3.3(a)] there exists a spherical subset J ⊆ I˜ and s1, . . . , sh ∈ S
such that w = s1 · · · shwJsθh · · · sθ1, where wJ denotes the longest word in WJ . Note since
J is spherical and simply-laced, Γ˜J has a θ-fixed vertex or edge or Γ˜J = Γ˜J1 unionmulti Γ˜Jθ1 , for
some J1 ( J . Since θ has no fixed points or edges on Γ˜, we are in the latter case. Hence
wJ = wJ1 · wJθ1 = wJ1 · wJθ1 ∈ W (θ) and so w ∈ W (θ). 
Remark 4.25. Note that the proof of Lemma 4.24 only uses that the diagram is simply-
laced and the involution θ has no fixed nodes or edges.
Lemma 4.26. θ does not commute with any reflection.
Proof Let r be any reflection such that rθ = r. Then in fact r ∈ Invθ(W ) = W (θ).
However, all elements of W (θ) have even length and r being a conjugate of a fundamental
reflection does not. 
Lemma 4.27. For u ∈ Invθ(W ) and i ∈ I˜, we have l(siusθ(i)) = l(u)± 2.
Proof Suppose that l(siusθ(i)) = l(u), then by Lemma 4.2 of [28] siusθ(i) = u, contradict-
ing Lemma 4.26. 
The following lemma characterizes δθ(W ).
Lemma 4.28. δθ(W ) = Invθ(W ).
Proof Let cε ∈ ∆ε. Then u = δ∗(cε, cθε) satisfies uθ = u−1. Therefore the inclusion ⊆
follows by definition. Conversely, consider a chamber cε such that cε opp cθε. Then the
apartment Σ(cε, cθε) is preserved by θ and identifying it with the Coxeter group we see
that θ acts on Σ as it acts on W . Let u ∈ Invθ(W ). Then, by Lemma 4.24 it is of the
form w(w−1)θ for some w ∈ W . Let dε be the chamber such that δε(cε, dε) = w, then
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by induction on the length l(w) and Lemma 4.27 we have δ∗(dε, dθε) = w(w−1)θ = u as
desired. 
In the sequel we shall use the following notation for projections. Given a residue R of ∆ε,
we denote projection from ∆ε onto R by projR and denote (co-) projection from ∆−ε onto
R by proj∗R.
Lemma 4.29. Suppose that cε ∈ ∆ε satisfies δ∗(cε, cθε) = w, let i ∈ I˜ and suppose that pi
is the ∼i-panel on cε. Then,
(a) If l(siw) > l(w), then all chambers dε ∈ pi − {cε} except one satisfy δ∗(dε, dθε) = w.
The last chamber cˇε satisfies δ∗(cˇε, (cˇε)θ) = siwsθ(i).
(b) If l(siw) < l(w), then all chambers dε ∈ pi − {cε} have the propery δ∗(dε, dθε) =
siwsθ(i).
In particular, if w = 1, then all chambers dε ∈ pi − {cε} except one satisfy δ∗(dε, dθε) = 1.
Proof This follows from Lemma 4.6 [28] and Lemma 4.27. 
We define the following subset of a given J-residue R:
Aθ(R) = {c ∈ R | l(δ∗(c, cθ)) is minimal among all such distances}.(19)
In particular, if R opp∆ Rθ, then
Aθ(R) = {c ∈ R | (c, cθ) ∈ ∆θ}.(20)
Lemma 4.30. Let R be a J-residue of ∆ε. Let c ∈ Aθ(R), w = δ∗(c, cθ) and let d ∈ R.
Then, d ∈ Aθ(R) if and only if w = δ∗(d, dθ). Moreover, w is determined by the fact that
for any j ∈ J we have l(sjw) = l(w) + 1.
Proof First note that by Lemma 4.29, {δ∗(x, xθ) | x ∈ R} = {uwuθ | u ∈ WJ}. More-
over, the coset WJwWθ(J) has a minimal element m that is characterized by the fact that
l(sjm) = l(m)+1 and l(msθ(j)) = l(m)+1 for all j ∈ J . We claim that w has that property
as well. Namely, let j ∈ J have the property that l(wsθ(j)) = l(sjw) < l(w). Then, by
Lemma 4.29 (b) any element d in the j-panel on c has the property that δ∗(d, dθ) = sjwsθ(j)
and by Lemma 4.27 this must have length l(w) − 2, a contradiction to the fact that
c ∈ Aθ(R). Thus, w satisfies the conditions on m and it follows that w = m. 
Proposition 4.31. Let c ∈ R and let w = δ∗(c, cθ). The following are equivalent:
(a) c ∈ Aθ(R).
(b) w = wR, the unique element of minimal length in WJwWθ(J).
(c) c ∈ Ck, where k = min{l | Cl ∩R 6= ∅}.
In particular, we have Aθ(R) = aff(R).
Proof By Lemma 4.30 (a) and (b) are equivalent. Since | · | is strictly increasing, also (b)
and (c) are equivalent. 
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Proposition 4.32. C is a residual filtration.
Proof We check the conditions in Definition 4.22. Part (F1) and (F2) are immediate.
Now let R be a J-residue and suppose that R ∩ Cn−1 6= ∅. If R ∩ Cn = R ∩ Cn−1 there is
nothing to check, so assume otherwise and let w ∈ δθ(W ) be unique with |w| = n. Also
pick any c ∈ R ∩ Cn − Cn−1 so that w = δ∗(c, cθ). By Proposition 4.31, c 6∈ Aθ(R) and so,
by Lemma 4.30, there exists a j ∈ J with l(sjw) < l(w). Therefore by Lemma 4.27, any
j-neighbor d of of c has l(δ(d, dθ)) = l(w)− 2 and therefore belongs to Cn−1. 
4.6. Simple connectedness of ∆θ. Proposition 4.32 allows us to apply Theorem 4.23
and, by Proposition 4.31, in order to show simple connectedness of ∆θ, it suffices to show
that aff(R) = Aθ(R) is connected when R has rank 2 and is simply connected when R
has rank 3. We shall first obtain some general properties of Aθ(R) and then verify the
connectedness properties using concrete models of Aθ(R).
Proposition 4.33. (See Corollary 7.4 of [12]) For ε = ±, let Sε ( Rε be residues of
∆ε such that Sε = proj∗Rε(R−ε) and let xε ∈ Rε be an arbitrary chamber and assume in
addition that R−ε = Rθε and x−ε = xθε, for ε = ±. Then, xε ∈ Aθ(Rε) if and only if
(a) xε belongs to a residue opposite to Sε in Rε whose type is also opposite to the type
of Sε in Rε and
(b) projSε(xε) ∈ Aθ(Sε).
Proof This is exactly the same as the proof in [12] noting that it suffices for θ to be an
isomorphism between ∆+ and ∆− that preserves lengths of codistances. 
Recall that for a spherical residue Xε ⊆ ∆ε and xε, zε ∈ ∆ε, the chamber yε = proj∗Xε(x−ε)
is the unique chamber in Xε having maximal length codistance to x−ε. For all zε ∈ Xε it
satisfies
δ∗(zε, x−ε) = δε(zε, yε)δ∗(yε, x−ε).(21)
Lemma 4.34. With the notation of Proposition 4.33, proj∗Sε, proj
∗
S−ε define adjacency pre-
serving bijections between S−ε and Sε such that (proj∗Sε)
−1 = proj∗S−ε. Let l = max{l(δ∗(cε, d−ε)) |
cε ∈ Sε, d−ε ∈ S−ε}. Then, d−ε = proj∗S−ε(cε) if and only if l(δ∗(cε, d−ε)) = l.
Proof This is the twin-building version of the main result of [21]. 
In view of Proposition 4.33, in order to study Aθ(R) entirely inside R we need to know what
Aθ(S) looks like if proj∗S ◦ θ is a bijection on S. From now on we shall write θS = proj∗S ◦ θ.
Corollary 4.35. In the notation of Proposition 4.33, θSε has order 2.
Proof Let c ∈ Sε. Then l(δ∗(cθ, (proj∗S−ε(c))θ)) = l(δ∗(c, (proj∗S−ε(c)))). Therefore, by
Lemma 4.34, proj∗Sε(c
θ) = (proj∗S−ε(c))
θ. The claim of the lemma follows. 
The next proposition describes the structure of the residues of ∆θ.
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Proposition 4.36. Let J ( I˜ be θ-invariant and suppose R is a J-residue of ∆+ such
that (R,Rθ) meets ∆θ in a residue of ∆θ. Then,
(a) J = J1 unionmulti Jθ1 and Γ˜J = Γ˜J1 unionmulti Γ˜Jθ1 ,
(b) R = P ×Qθ and Rθ = P θ×Q, where P ⊆ R and Q ⊆ Rθ are arbitrary J1-residues,
(c) we can pick P and Q so that proj∗R : P θ → Qθ and proj∗R : Q→ P are (possibly type
changing) isomorphisms,
(d) R ∼= P × P θR, where P is a residue of type J1,
(e) we have Aθ(R) = {(p, q) ∈ P×P θR | p oppP qθR}. In particular, Aθ(R) is isomorphic
to the geometry of pairs of opposite chambers in P .
Proof (a) Since J 6= I˜, there is i ∈ I˜ with J ⊆ I˜ − {i}, hence in fact J ⊆ I˜ − {i, θ(i)}.
Now Γ˜I˜−{i,θ(i)} has two connected components interchanged by θ.
(b) General building theory shows that a building is the direct product of the residues on
any given chamber corresponding to the connected components of its diagram (e.g. [33]).
The result follows since any J1 residue P and any Jθ1 residue Qθ in R intersect in some
chamber.
(c) Set R+ = R and R− = Rθ. Let ε ∈ {+,−}. First we show that Rε = proj∗Rε(R−ε).
Namely, since R+ and R− are of opposite type and contain opposite chambers, for any
chamber xε ∈ Rε there is a chamber x−ε ∈ R−ε opposite to xε. Then, the twin-apartment
Σ(x+, x−) = (Σ+,Σ−) is characterized by yε ∈ Σε if and only if δ∗(yε, x−ε) = δ(yε, xε) [44].
It is coconvex [3] and so it contains zε = proj∗Rε(x−ε), which is characterized by the fact
that
δ∗(zε, x−ε) = δ(zε, xε) = wJ ,(22)
of maximal length. Here, for any H ( I˜, wH denotes the longest word in WH . It follows
that δ∗(z+, z−) = 1 so that Σ(x+, x−) = Σ(z+, z−). Hence xε = proj∗Rε(z−ε) as well. From
Lemma 4.34 we get proj∗R+ : R
θ → R is a (possibly type changing) isomorphism with inverse
proj∗R− .
To see how proj∗R+ changes types, note that if x
′
+ ∈ Σ is j-adjacent to x+, for some j ∈ J
then x′− = oppΣ(x′+) is also j-adjacent to x− and z′ε = proj
∗
Rε(x
′
−ε) is oppJ(j)-adjacent to
zε. Now oppJ is given by
roppJ (j) = wJrjw
−1
J .
We have wJ = wJ1wJθ1 and since WJ1 and WJθ1 commute, we have
oppJ(j) =
{
oppJ1(j) if j ∈ J1
oppJθ1 (j) if j ∈ Jθ1
.(23)
Thus, proj∗R+ induces an isomorphism between the J
θ
1 -residue P θ and a Jθ1 -residue in R.
By (b), we may choose this residue to be Qθ.
(d) This follows since by (c) θR = proj∗R ◦ θ : P → Qθ is a (possibly type-changing)
isomorphism.
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(e) Let x = (p, q) with p ∈ P and q ∈ Qθ. Now (x, xθ) ∈ R × Rθ belongs to ∆θ if and
only if (p, q) = x opp∆ xθ = (pθ, qθ). By (22) and Lemma 4.34, this happens if and only if
x oppR x
θR . Using that WJ1 and WJθ1 commute again we see that
(p, q) oppR(q
θR , pθR) iff p oppP q
θR and q oppQθ p
θR .
By applying the isomorphism θR, which interchanges P and Qθ, we see that the latter
condition is superfluous. 
Lemma 4.37. Let R be a residue of type Γ˜J ∼= Am for some m and assume that proj∗Rθ
defines a bijection between R and Rθ. Then, θR is a type preserving automorphism of R.
Proof Note first that both θ and proj∗Rθ define a bijection between the type set of R and
the type set of θ(R). Both maps can either be equal or differ by opposition. We now prove
that they cannot differ by opposition.
Let x ∈ Aθ(R) and consider an arbitrary twin-apartment Σ on x and xθ. Note that
proj∗Rθ(x) ∈ Σ and proj∗R(xθ) ∈ Σ. Moreover, since x ∈ Aθ(R), the chambers proj∗Rθ(x)
and xθ are opposite in Rθ ∩ Σ.
Let y = proj∗pi(xθ), where pi is the j-panel on x in R. Then y ∈ Σ ∩R and l(δ∗(y, yθ)) =
l(δ∗(x, xθ)) + 2 by Lemma 4.29. More precisely, that lemma says that yθ = proj∗piθ(y). In
particular yθ ∈ Σ.
In the notation of Lemma 4.34 R = S and so
l(δ∗(x, proj∗Rθ(x))) = l(δ∗(y, proj
∗
Rθ y)), and l(δ∗(x, x
θ)) 6= l(δ∗(y, yθ)).
Therefore, by definition of projection δ−ε(proj∗Rθ(y), y
θ) 6= δ−ε(proj∗Rθ(x), xθ) = wθ(J).
Therefore if proj∗Rθ(y) and proj
∗
Rθ(x) are j
′ adjacent, then j′ and θ(j) are not opposite. 
Proposition 4.38. Assume the terminology of Proposition 4.33. Then, we have the fol-
lowing.
(a) θSε cannot preserve a panel,
(b) Sε cannot be of type A1,
(c) Sε cannot be of type A2,
(d) if Sε has type A1 × A1, then either Aθ(Sε) = Sε or θSε interchanges the types.
Proof Suppose pi is an i-panel that is preserved by θSε . Thus the bijection proj
∗
Sε : S
θ
ε → Sε
restricts to a bijection between piθ and pi. Note that this bijection is proj∗pi.
However, by Lemma 4.29 we see that there is a chamber cε ∈ pi and a w ∈ δθ(W )
with the property that δ∗(cε, cθε) = siwsθ(i) and δ∗(dε, dθε) = w, for all dε ∈ pi − {cε} and
l(siwsθ(i)) = l(w)+2. From the twin-building axioms it now follows that cε = proj∗pi(dθε) for
all dε ∈ pi. Thus, proj∗pi is not bijective on piθ, hence neither is proj∗Sε on Sθε , a contradiction.
Part (b) follows immediately from (a). To see (c) note that in this case Sε is a projective
plane and any automorphism of order 2 necessarily has a fixed point or line, hence a panel,
contradicting (a).
(d) Suppose Sε has type A1 × A1. Then, by (a) θSε cannot preserve a panel. Therefore
if it fixes type, then, θSε has no fixed points so that Aθ(Sε) = Sε. 
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Lemma 4.39. Assume the terminology of Proposition 4.33 and set R = Rε and S = Sε
for some ε = ±. Suppose that R 6= S and S = Aθ(S). If R has rank 2, then Aθ(R) is
connected and if R has rank 3, then Aθ(R) is connected and simply connected.
Proof By Proposition 4.33, Aθ(R) is the geometry opposite S. Connectedness is proved
in [10, Theorem 2.1], [9, Theorem 3.12] [1, Proposition 7]. Now let R have rank 3. If the
diagram of R is disconnected, Aθ(R) is the product of connected residues of rank ≤ 2,
hence it is simply connected. Finally suppose R has type A3. If S is a chamber then we
are done by [1]. In view of Proposition 4.38 this leaves the case where S has type A1×A1.
Now Aθ(R) is the geometry of all points, lines and planes of a projective 3-space that are
opposite a fixed line l. That is the points and planes are those not incident to l and the
lines are those not intersecting l. Consider any closed gallery γ in Aθ(R). It corresponds to
a path of points and lines that all belong to Aθ(R). One easily verifies the following: Any
two points are on some plane. Hence the collinearity graph Ξ on the point set of Aθ(R)
has diameter 2. Any triangle in Ξ lies on a plane. Given any line m and two points p1 and
p2 off that line, there is a point q on m that is collinear to p1 and p2 since lines have at
least three points. It follows that quadrangles and pentagons in Ξ can be decomposed into
triangles. Since triangles are geometric, that is, there is some object incident to all points
and lines of that triangle, γ is null-homotopic. 
Proposition 4.40. If R has rank 2, then Aθ(R) is connected.
Proof There are two cases: R has type A2 or A1 × A1. If R has type A2, then by
Proposition 4.38, S is a chamber and so by Lemma 4.39 we are done. Now let R have
type A1 × A1, then S is a chamber, in which case we are done again, or it is R. By
Proposition 4.38, either Aθ(R) = R, which is connected, or θR switches types and Aθ(R)
is a complete bipartite graph with a perfect matching removed. This is connected since
panels have at least three elements. 
Lemma 4.41. Assume the notation of Proposition 4.33. Suppose that R ∼= R1 × R2 and
S ∼= S1 × S2, where typ(Si) ⊆ typ(Ri) for i = 1, 2. Suppose moreover, that θS preserves
the type sets Ii of the residue Si (not necessarily point-wise). Then,
(a) θR = θR1 × θR2,
(b) Aθ(R) ∼= Aθ(R1)× Aθ(R2).
Proof For i = 1, 2, let Ji = typ(Ri) and let Ii = typ(Si). (a) Note that if, for i = 1, 2, R′i
is a residue of type Ji in R then R′1 ∩ R′2 = {c} for some chamber c and, for any x ∈ R′1,
projR′2(x) = c. By assumption on S the same is true for residues S
′
i of type Ii. Note
further that the same applies to the residues Rθ and Sθ. Recall now that the isomorphism
R ∼= R1 ×R2 is given by x 7→ (x1, x2), where xi = projRi(x) (see e.g. [33, Ch. 3]). Thus in
order to prove (a) it suffices to show that
projRi ◦ θR = θRi ◦ projRi .(24)
However, note that in fact
θR = proj
∗
R ◦ θ = proj∗S ◦ θ.
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By Lemma 7.3 of [12] we have proj∗S = proj
∗
S ◦ projSθ so that
θR = proj
∗
S ◦ θ = proj∗S ◦ projSθ ◦ θ.
The same holds for Ri and Si, since from (21) we get proj∗Ri = projRi ◦ proj∗R and proj∗Si =
projSi ◦ proj∗S. Since θ is an isomorphism we also have projSθ ◦ θ = θ ◦ projS, so that
θR = proj
∗
S ◦ projSθ ◦ θ = proj∗S ◦ θ ◦ projS,(25)
θRi = proj
∗
Si
◦ projSiθ ◦ θ = proj∗Si ◦ θ ◦ projSi , for i = 1, 2.
Substite (25) into (24). For x ∈ R, projSi ◦ projS(x) = projSi ◦ projRi(x), and projRi ◦ proj∗S =
projSi ◦ proj∗S, so we see that, in order to prove (a) it suffices to show that
projSi ◦ proj∗S ◦ θ ◦ projS = proj∗Si ◦ θ ◦ projSi ◦ projS, for i = 1, 2.
This is equivalent to showing that on S we have
projSi ◦ proj∗S ◦ θ = proj∗Si ◦ θ ◦ projSi , for i = 1, 2.
To see this, first pick some x ∈ S and note that if x lies on the I2-residue S ′2, then
x, projS1(x) ∈ S ′2, thus θ(x), θ ◦ projS1(x) ∈ S ′θ2 . But since θS is type-preserving, we have
proj∗S ◦ θ(x), proj∗S ◦ θ ◦ projS1(x) ∈ proj∗S(S ′2) = S ′′2 , and S ′′2 is again of type I2. Therefore,
the projection on S1 of these two chambers is the same, namely S1 ∩ S ′′2 . That is,
projS1 ◦ proj∗S ◦ θ(x) = projS1 ◦ proj∗S ◦ θ ◦ projS1(x) = S1 ∩ S ′′2 .
It is a basic property of the coprojection that projS1 ◦ proj∗S(y) = proj∗S1(y) for any y ∈ Sθ.
Thus, we have
projS1 ◦ proj∗S ◦ θ(x) = (projS1 ◦ proj∗S) ◦ θ ◦ projS1(x)
= proj∗S1 ◦ θ ◦ projS1(x),
that is, projS1 ◦ θS = θS1 ◦ projS1 , which proves the claim.
(b) Let x = (x1, x2) ∈ R1 ×R2, and suppose R ⊆ ∆ε. Then, by (a),
δε(x, x
θ) =δ((x1, x2), θR(x1, x2))
=δ((x1, x2), (θR1(x1), θR2(x2)))
=δ1(x1, θR1(x1)) · δ2(x2, θR2(x2)).
Since Aθ(R1) × Aθ(R2) ⊆ R1 × R2, we see that δ(x, θR(x)) is maximal if and only if
δ(xi, θRi(xi)) is maximal for i = 1, 2. Thus Aθ(R) ∼= Aθ(R1)× Aθ(R2). 
Lemma 4.42. If R has rank 3, then Aθ(R) is connected and simply 2-connected, except
possibly if one of the following holds:
(a) R = S, or
(b) S < R, S has type A1 × A1 and θS switches types.
Proof The residue R has one of three possible types: A3, A2 × A1, or A1 × A1 × A1. By
Lemma 4.39 either S = R or S is a proper residue of R satisfying S 6= Aθ(S). Suppose
the latter. If S is a chamber, then S = Aθ(S), which is impossible. Moreover, by Propo-
sition 4.38 (b) and (c), S is also not a panel, or a residue of type A2. This means that S
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has type A1 ×A1 and so by Proposition 4.38 part (d), since S 6= Aθ(S), θS switches types
on S. Thus, either S = R, or S has type A1 × A1 and θS switches types. 
Lemma 4.43. Let |k| ≥ 3. If R has disconnected diagram of rank 3, then Aθ(R) is
connected and simply connected.
Proof First suppose that R = S. Then, by Corollary 4.35, θR = θS has order 2. Whether
R has type A2 × A1 or A1 × A1 × A1, the type set of R can be partitioned into two
non-empty sets of θR orbits; call them J1 and J2, so that R ∼= R1 × R2 with Ri of type
Ji. Taking Si = Ri for i = 1, 2, we see that Lemma 4.41 applies. By Lemma 4.41,
Aθ(R) ∼= Aθ(R1) × Aθ(R2). By Proposition 4.40, Aθ(Ri) is connected, hence Aθ(R) is
connected and simply connected.
Next suppose that S is a proper residue of R of type A1×A1 such that θS switches types.
As in the proof of Proposition 4.40 we see that Aθ(S) ∼= S1× SθS1 −{(x, xθS) | x ∈ S1}, for
some panel S1 in S.
If R has type A1 × A1 × A1, take the panel T meeting S in the chamber x = S1 ∩ SθS1 .
Then, Proposition 4.33 tells us that
Aθ(R) ∼={(t, s1, s2) ∈ T × S1 × SθS1 | t 6∈ T ∩ S, s2 6= sθ1}
=(T − {x})× Aθ(S).
Since both Aθ(S) and T −{x} are connected Aθ(R) is connected and simply connected.
We now turn to the case, where R has type A2 × A1. Let Ri ⊆ R be of type Ai so
that R ∼= R2 × R1. Realize R2 as the building associated to a projective plane Π over the
residue field k, representing chambers as incident point-line pairs (p, l). Identify S2 with
the residue in R2 of a line l∞. From Proposition 4.33 we see that ((p, l), y) ∈ R2 × R1
belongs to Aθ(R) iff l 6= l∞, p 6∈ l∞ and yθS 6= (l ∩ l∞, l∞). Call a point p (line l) of Π
good if p 6∈ l∞ (if l 6= l∞). Then, since |R1| > 1, for each chamber (p, l) ∈ Π with both
p and l good, there is a chamber (p, l, y) ∈ Aθ(R). If |k| ≥ 3, then to any triangle of
good points and lines in Π, there is a y ∈ S2 such that (x, y) ∈ Aθ(R) for any chamber x
on that triangle. One verifies easily that all rank-2 residues meeting Aθ(R) in a chamber
are connected. Using that all good point-line circuits Π can be decomposed into triangles,
which are all geometric, and that all rank-2 residues are connected we find that Aθ(R) is
connected and simply connected. 
Lemma 4.44. If R is of type A3 and |k| ≥ 7 then the geometry Aθ(R) is connected and
simply connected.
Proof
Case 1: S = R. By Lemma 4.35 and 4.37, θR is an involution given by a semilinear map
φ on a 4-dimensional vector space U over the residue field k. Since S = R, we also know
that φ has no fixed points. Namely, the orbits of points, lines and planes have size 1 or 2;
thus non-fixed points (planes) determine a fixed line and so if there is a fixed point, then
either there is a fixed point-line pair or a fixed point-plane pair. However, this contradicts
Proposition 4.38 (a).
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Let u, v ∈ U be such that φ(u) = v and φ(v) = αu and assume φ is σ-semilinear for
some σ ∈ Aut(k). Then, for any β ∈ k, we must have
φ2(u+ βv) = αu+ ασβσ
2
v ∈ 〈u+ βv〉
and it follows that α = ασ and σ2 = 1. Now assume that α−1 = γγσ for some γ ∈ k, then
〈u+ γv〉 is a fixed point of θR, contradicting the previous remark. In particular, this rules
out the case where k is finite.
We now define the objects of the geometry Aθ(R). All points and all planes of PG(U)
belong to Aθ(R). The only lines in the geometry are those 2-dimensional spaces of U that
are not fixed by φ. These will be called good lines. Points will be denoted by lowercase
letters, good lines will be denoted by uppercase letters and planes will be denoted by greek
letters.
We now describe incidence. We shall use containment relations only for containment in
PG(U), not to be confused with incidence in Aθ(R). Any point contained in a good line
will be incident to it and any plane containing a good line will be incident to it. A point p
will be incident to a plane pi if and only if p ⊆ pi and p 6⊆ piφ ∩ pi (equivalently pi 6⊇ 〈p, pφ〉).
We now gather some basic properties of Aθ(R). Any two points incident to a plane will
be collinear and any point p is incident to all planes pi so that p ⊆ pi but pi does not contain
the only bad line 〈p, pφ〉 containing p. If a line L is incident to a plane pi, then all but one
point incident to L is incident to pi.
Connectivity is quite immediate since any two points p1, p2 that are not collinear will be
collinear to any other point not in the unique bad line 〈p1, p2〉 on p1 (and p2).
In order to prove simple connectivity we first reduce any path to a path in the collinearity
graph. Indeed any path p1pip2 will be homotopically equivalent to the path p1Lp2 where
L = 〈p1, p2〉. Any path ppiL will be homotopically equivalent to the path pL′p′L where p′ is
a point on L that is also incident to pi and L′ = 〈p, p′〉. Note that since p′ is incident to pi,
L′ is a good line. Finally a path L1piL2 is homotopically equivalent to the path L1p1L′p2L2
where pi are points on Li that are incident to pi and L′ = 〈p1, p2〉.
Therefore, to show simple connectedness we can restrict to paths in the collinearity
graph. Note also the fact that if p is a point and L is a good line not incident to p then p
will be collinear to all but at most one point on L (namely the intersection of the unique
bad line on p and L if this intersection exists). This enables the decomposition of any
path in the collinearity graph to triangles. Indeed, the diameter of the collinearity graph
is two and so any path can be decomposed into triangles, quadrangles and pentagons.
Moreover, if p1, p2, p3, p4 is a quadrangle then, since |k| ≥ 4, the line 〈p2, p3〉 will admit a
point collinear to both p1 and p4 decomposing the quadrangle into triangles. Similarly, if
p1, p2, p3, p4, p5 is a pentagon, then there will be a point on the good line 〈p3, p4〉 that is
collinear to p1. Thus, the pentagon decomposes into quadrangles. Therefore it suffices to
decompose triangles into geometric triangles.
Assume that p1, p2, p3 is a triangle. The plane pi = 〈p1, p2, p3〉 is incident to all three
(good) lines in the triangle and so, either the triangle is geometric and then we are done,
or one of the points is not incident to pi, that is, it lies on the bad line pi ∩ piφ. Since
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the triangle lines are good, there is at most one such point. Let us assume that p1 is not
incident to pi.
Consider a plane pi′ that contains the line 〈p2, p3〉 and so that p2 and p3 are incident to
pi′. This is certainly possible since |k| ≥ 4 and one only need to stay clear of the planes
〈p2, p3, pφ3〉 and 〈p2, p3, pφ2〉.
Note that by choice of pi′, any line L with pi ⊆ L ⊆ pi′ (i = 2, 3) is good. Let now for
each i = 2, 3
Li = {L is a good line in pi′ | pi ⊆ L, p1, pi are incident to 〈p1, pi, L〉}.
The only lines of pi′ on pi not in Li are 〈p2, p3〉 and 〈p1, pi, pφi 〉 ∩ pi′ so Li = |k| − 1. Note
that if L ∈ Li then the only point incident to L not incident to pi′ is L ∩ pi′ ∩ pi′φ. Pick
distinct lines Li,j ∈ Li with j = 1, 2, 3, 4. Of the 16 intersection points pj,k = L2,j ∩L3,k at
most 8 are not incident to one of the three planes that they define. For instance, each of
the four planes 〈p1, L2,j〉 contains exactly one bad line. This bad line can be on at most
one of the four intersection points pj,k k = 1, 2, 3, 4. Thus, there must be at least 16−8 = 8
points pj,k that are not incident to the bad lines in 〈p1, L2,j〉 or 〈p1, L3,k〉. Out of these 8
points, at most four are on the bad line pi′ ∩ pi′φ. Using any of the remaining 4 points p,
the triangle p1p2p3 can be decomposed into the geometric triangles consisting of p and two
points from {p1, p2, p3}.
Case 2: S of type A1 × A1 and θS switches types. The geometry is rather similar
to the previous one. There is a line L so that S is the residue corresponding to L and the
map θS induces a pairing between points of L and planes on L. The geometry Aθ(R) is
described as follows. The points of the geometry are all the points of U not in L, the lines
of the geometry are all the lines of U not intersecting L and the planes are all planes of U
not containing L.
We now describe incidence. Any line included in a plane is incident to it and any point
included in a line is incident to it. A point p is incident to a plane pi if and only if the
plane pi′ = 〈p,L〉 is not paired to the point p′ = L ∩ pi; that is pi′φ 6= p′.
We now gather a few useful properties of this geometry. Note a number of similarities
with the previous geometry. Any plane pi is incident to all the points p ⊆ pi that are not
contained in the unique bad line λ(pi) = pi′ ∩ pi on pi; here pi′ is the plane paired to the
point pi ∩L. Dually any point p is incident to all the planes pi ⊇ p that do not contain the
unique bad line λ(p) := 〈p, p′〉 on p; here p′ is the point paired to the plane 〈p,L〉. If p is a
point and L is a good line not incident to p then p will be collinear to all but one point on
L; namely the non-collinear point on L is the intersection of L with the bad plane 〈p,L〉.
Any two points p1, p2 that are not collinear have the property that 〈p1, p2〉 intersects L
and so any point not in 〈p1, p2,L〉 will be collinear to both p1 and p2. In particular, the
geometry Aθ(R) is connected and the diameter of the collinearity graph is 2.
The reduction to the collinearity graph is a little more involved because not every two
points on a good plane will be collinear. However any two non-collinear points incident to
a good plane pi are collinear to any other point p3 incident to pi but not in the line p1p2
since L intersects pi in exactly one point.
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The previous remark immediately shows that a path of type p1pip2 can be replaced by a
path p1, L1, p′, L2, p2, where all elements are incident to pi. Suppose we have a path of type
ppiL. Since pi is incident to all but one point on the line L and p is collinear to all but one
point on the line L, we can replace this path by one of type pL1p2L, where all objects are
incident to pi. Suppose we have a path of type L1piL2. This reduces to the previous case
since all but one point of L1 are incident to pi.
As before, given any line L and two points p1 and p2 not on L, there are only two points
on L that are not collinear to at least one of p1 and p2. The proof that all paths in the
collinearity graph decompose into triangles is identical. Therefore it suffices to show that
any triangle decomposes into geometric triangles.
We now modify the argument above to decompose triangles. Again our aim is to select
a point p0 not on pi collinear to pk (k = 1, 2, 3), and such that p0, pi, and pj are incident
to pii,j = 〈p0, pi, pj〉 (1 ≤ i < j ≤ 3). The only difference is once more the fact that two
points incident to a good plane are collinear if and only if the line joining them does not
pass through L.
To ensure that p2 and p3 are incident to pi′ = pi2,3, let pi′ be a plane on p2p3 that does
not contain λ(p2) or λ(p3). Let now for each i = 2, 3
Li = {L is a good line in pi′ | pi ⊆ L, p1, pi are incident to 〈p1, L〉}.
Since each L ∈ Li is good, any p0 ⊆ L is collinear to pi. Moreover pi1,i = 〈p1, L〉.
In order to ensure that p1 is incident to 〈p1, L〉, 〈p1, L〉 must not contain λ(p1), that is
we must exclude p2p3 from Li. In order to ensure that pi is incident to 〈p1, L〉 we must
exclude the line 〈p1, λ(pi)〉 ∩ pi′ from Li (i = 2, 3). Let p′ = L ∩ pi′. To ensure that p0 and
pi are collinear we must exclude the line pip′ from Li. As a consequence the sets Li have
|k| − 2 lines.
Now assume that |k| ≥ 7. Then, pick lines Li,j ∈ Li (i = 2, 3, j = 1, 2, 3, 4, 5) and define
the set P = {L2,i∩L3,j | i, j = 1, 2, 3, 4, 5} of size 25. Note that if p0 ∈ P then p0 is collinear
to p2 and p3, p1, pi are incident to pi1,j. We still need to insure that p0 is collinear to p1
and p0 is incident to pii,j.
In order to ensure that p0 is collinear to p1, we must choose p0 so that p0p1 does not
intersect L.This means that p0 does not lie on the line 〈p1,L〉 ∩ pi′ = 〈p′, (λ(p1) ∩ p2p3)〉.
This eliminates at most the 5 points L2,j ∩ 〈p1,L〉 ∩ pi′ from P.
To ensure that p0 is incident to pi2,3 = pi′ we must choose p0 off λ′ := λ(pi′) ⊇ p′. This
eliminates at most the 5 points L2,j ∩ λ′ from P.
Finally in order to ensure that p0 is incident to pi1,i, we notice that each of the 10 planes
pi1,i = 〈p1, Li,j〉 has a unique bad line and so at most one of the points of Li,j fails to be
incident to this plane. This eliminates at most 10 more points from P. If p0 ∈ P is any of
the remaining points, of which there are at least 5, then p0, pi, pj are all geometric triangles.
This decomposes the initial triangle p1, p2, p3 into geometric triangles. 
Theorem 4.45. Suppose that |k| ≥ 7. If R has rank 3, then Aθ(R) is connected and simply
2-connected.
Proof The theorem follows from Lemmas 4.42, 4.43 and 4.44. 
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4.7. Proof of Theorem 2. In order to prove Theorem 2, we first note that G δ ∼= L δ.
This follows from Proposition 4.7.
We shall now prove the theorem using Proposition 2.7.
For J˜ ( I˜ and ε = +,−, let RJ˜ ,ε be the J˜-residue of ∆ε on cε. Also, let KJ˜ be the Levi
component of the standard parabolic subgroup in G stabilizing the pair (RJ˜ ,+, RJ˜ ,−). Now
let J ( I and by abuse of notation view I ⊆ I˜, and let J˜ = J ∪ Jθ. Write RJ˜ = RJ˜ ,+,
then, by Proposition 4.15, RJ˜ ,− = R
θ
J˜
, and (RJ˜ , R
θ
J˜
) intersects (∆θ,≈) in a residue of ∆θ.
Let BJ be the stabilizer in Gθ of the residue (RJ˜ , R
θ
J˜
) ∩∆θ. Then,
B = {BJ | J ( I}
with connecting maps given by inclusion of subgroups in Gθ, is the amalgam of maximal
parabolic subgroups of Gθ for the action on ∆θ. Recall from Proposition 4.15 that θ(m) =
m− n mod 2n, for m ∈ I = {1, 2, . . . , n}. For m ∈ {1, . . . , n} write B(m) = BI−{m}.
Lemma 4.46. The universal completion of the amalgam B equals Gθ.
Proof Under the assumptions of Theorem 2, n ≥ 4, and |k| ≥ 7, so that by Proposi-
tion 4.40 and Theorem 4.45 the residual filtration C satisfies the conditions of Theorem 4.23,
noting that by Proposition 4.31, aff(R) = Aθ(R). It follows that (C0,∼) ∼= (∆θ,∼) is con-
nected and simply connected and hence by Lemma 4.21, so is (∆θ,≈). As mentioned
above, since k/kα is cyclic and Galois, Theorem 4.20 tells us that Gθ is a flag-transitive au-
tomorphism group of ∆θ. Therefore, by Tits’ Lemma [43, Corollaire 1], Gθ is the universal
completion of the amalgam B. 
Recall that L δ = {Li,Lij | i, j ∈ {1, 2, . . . , n}}, with Li and Lij as defined in Subsec-
tion 4.2. For ∅ ( J ( I, let
LJ = 〈Li,Li,j | i, j ∈ J〉Gθ .
Recall from Definition 2.2 that, for each m ∈ {1, 2, . . . , n}, Dm denotes the diagonal torus
of Gm ∈ G δ. As G δ has property (D), we may identify Dm unambiguously with its image
Lm ∩D in Gθ. Let KθJ˜ = KJ˜ ∩Gθ.
Proposition 4.47. In the notation from this subsection, we have
(a) BJ = KθJ˜ ,
(b) BJ = 〈LJ ,D〉Gθ .
Proof (a) Clearly, KJ˜ ∩ Gθ ≤ BJ . Conversely, for g ∈ BJ , in view of (20), we have
Aθ(RJ˜) ⊆ g(RJ˜) ∩ RJ˜ , but since RJ˜ and g(RJ˜) have the same type, they must be equal
and the same holds for Rθ
J˜
. Hence, in fact BJ = KJ˜ ∩Gθ.
(b) Let J ⊆ I and let J = ∪iJi be a decomposition of J corresponding to connected
components of the diagram ΓJ induced on the node set J . If necessary using ΦRα2 ,2n, we
may assume that n 6∈ J .
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Now LJ ≤ Gθ stabilizes the J˜-residue of ∆ε on cε, so that LJ ≤ KθJ˜ . Also, by
Lemma 4.19, D = SUD ≤ Kθ
J˜
. Thus, by (a) BJ ≥ LJD.
To see the reverse inclusion, first note that since Gθ is flag-transitive on ∆θ, BJ is
transitive on the chambers of (RJ˜ , R
θ
J˜
) ∩∆θ. By definition, BJ contains B∅ = SUD = D,
which is the stabilizer of (c+, c−) in Gθ.
We now show that 〈LJ ,D〉 has these same properties. Since this group is a subgroup
of BJ it acts on Aθ(RJ˜). By Proposition 4.36, Aθ(RJ˜) consists of the pairs of chambers
(p, qθR) in P × P θR , where (p, q) is a pair of opposite chambers in the building P whose
diagram is the subdiagram of A˜2n−1 induced on J . Then, LJ acts as ⊕i SLni+1(k) (where
|Ji| = ni) on P . Therefore, it is certainly transitive on pairs of opposite chambers in P .
Thus, 〈LJ ,D〉 is transitive on the chambers of (RJ˜ , RθJ˜)∩∆θ. Moreover, this group contains
D, which coincides with SUD by Lemma 4.19. We are done. 
In the notation of Proposition 2.7, Proposition 4.47 demonstrates that the amalgam B is
indeed the amalgam B as constructed in (2), Lemma 4.46 proves that B and Gδ satisfy
condition (c), and Proposition 4.7 shows that L δ satisfies condition (a).
Therefore it remains to show that condition (b) of Proposition 2.7 is satisfied.
Lemma 4.48. The group H(Gδ), as defined in Lemma 2.6 is trivial.
Proof This follows by noting that if a = aδ = a−α (δ = ατ), then taking the product over
all φi images of the matrix
d(a) =
(
a 0
0 a−1
)
we obtain the identity of SL2n(k). Indeed
n−1∏
i=1
φi(d(a)) =

a
In−2
a−1
a−α
In−2
aα
 and
φn(d(a)) =

aα
−1
In−2
a
a−1
In−2
a−α
 .

Theorem 2 now follows from Proposition 2.7.
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The conditions n ≥ 4 and |k| ≥ 4 come from the classification result in [13]. The condi-
tion |k| ≥ 7 is used to show connectedness and simple connectedness of ∆θ (Theorem 4.45),
the condition that k/kα be cyclic and Galois ensures that Gθ is flag-transitive on ∆θ (The-
orem 4.20), and the condition that Nkα2/kα is surjective is used to show that D is the full
stabilizer in Gθ of a pair of opposite chambers in ∆θ (Lemma 4.19).
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