ABSTRACT: The easily identifiable, high-amplitude echolocation signals produced by sperm whales Physeter macrocephalus make the species ideal for long-term passive acoustic monitoring. Sperm whale signals were manually identified in the recordings from high-frequency acoustic recording packages monitoring 13 deep-water locations across the central and western North Pacific Ocean from 2005 to 2013, constituting the longest passive acoustic study of sperm whales to date. The species was detected at all of the sites, with the highest detection rate at Ladd Seamount (>18% of analyzed periods) and the lowest rates at equatorial sites (<1% of analyzed periods). Generalized additive models and generalized estimating equations were used to produce explanatory models to assess temporal and geographic patterns. The model variables included diel phase, lunar day, day of the year, year, and site. The site-specific variability in detection rates was high across the North Pacific, but there were also common patterns, including a seasonal trend, with decreased detections during the summer or fall, and a diel trend, with increased detections at night. There appeared to be a seasonal movement pattern, with minimum detection rates occurring later in the year at more northerly sites. The nocturnal pattern was seen across all data sets but was not strong at equatorial locations. Although lunar cycles were important at many sites, there was no consistent trend at any spatial scale. Overall, this analysis confirms the broad distribution of sperm whales across the North Pacific and highlights the subtle temporal patterns in their acoustic activity, which may be related to shifts in animal behavior or movement.
INTRODUCTION
Sperm whales Physeter macrocephalus are the largest odontocetes, and individuals of this cosmopolitan species can be found in all the world's oceans between the equator and the polar ice edges. Despite their global presence and a long history of being hunted by humans, the current distribution of sperm whales remains unknown in many regions because of their deep-diving behavior and preference for offshore, deep-water habitat (Baumgartner et al. 2001 , Becker et al. 2010 . Additionally, because of the challenges in observing them, little is known about their activity patterns over the course of hours, days, and seasons, particularly for animals living in the vast central and western North Pacific Ocean. Sperm whales have been listed as endangered throughout their range under the US Endangered Species Act since 1970 and are considered Vulnerable by the International Union for the Conservation of Nature Red List (Taylor et al. 2008) .
Past North Pacific sperm whale distribution has been inferred from analyses of historical whaling records (Kasuya & Miyashita 1988 , Smith et al. 2012 , Mizroch & Rice 2013 , reviewed by Jaquet 1996 . In this region, sperm whales have been sighted or hunted at all latitudes, although catches were concentrated along equatorial, subtropical, and subarctic frontal zones during 19th century Yankee whaling (1761− 1924) , while during modern 20th century whaling (1925− present) , catches were made primarily in productive coastal areas such as the Aleutian archipelago and coasts of North America and Japan (Jaquet 1996 , Smith et al. 2012 , Mizroch & Rice 2013 , Ivashchenko et al. 2014 . Given these records from the past, we would expect to find higher concentrations of sperm whales along frontal zones and at the equator, following Mizroch & Rice (2013, their Fig. 1) .
Modern efforts to assess distribution have been limited to smaller regions within the basin (e.g. Barlow & Taylor 2005 , Fulling et al. 2011 , Forney et al. 2012 , Bradford et al. 2017 . These studies used methods such as visual and passive acoustic linetransect surveys, and they highlight an offshore distribution, with sperm whales being detected most frequently in deep water near the continental slope and in the vicinity of oceanic islands. This information, combined with the data from the Yankee whaling era, provides a rough picture of sperm whale distribution in the North Pacific.
While there is some understanding of sperm whale distribution in the North Pacific, there are significant gaps in what is known about their basic biological cycles over varying time scales. For example, despite a large number of studies investigating sperm whale diel behavior, there is no clear consensus. Sperm whales at some times in some locations have clear diel patterns in activity or acoustic behavior, but at other times and/or other locations there is an opposite pattern or no pattern at all, even within the Pacific basin (e.g. Papastavrou et al. 1989 , Amano & Yoshioka 2003 , Aoki et al. 2007 , Irvine et al. 2017 . Activity over longer time scales is even less well understood, with month-long lunar cycles having never been investigated for the species and most analyses of seasonal trends being limited by the duration or seasonal coverage of the data set, once again producing conflicting site-specific results (e.g. Oshumi 1966 , Kasuya & Miyashita 1988 , Whitehead 2003 , Mellinger et al. 2004 , Smith et al. 2012 , Giorli et al. 2016 .
Data from large networks of autonomous passive acoustic monitoring (PAM) sensors may provide greater insight into the temporal and/or spatial patterns in species such as sperm whales than currently provided by traditional visual survey or tagging methods (Zimmer 2011) . Sperm whales are ideal candidates for PAM because they generate highamplitude signals for navigation, echolocation, and communication (Goold & Jones 1995 , Goold 1999 , Madsen et al. 2002 , Møhl et al. 2003 . The sperm whale acoustic repertoire comprises a variety of signals that are easily identifiable to the species level and are predominantly collections of clicks arranged into distinctive patterns that serve unique functions (Worth ington & Schevill 1957 , Watkins & Schevill 1977 , Gordon 1987 , Weilgart & Whitehead 1988 , Goold 1999 , Møhl et al. 2000 , 2003 , Madsen et al. 2002 . Echolocation clicks were selected for this study because they are generated by sperm whales for navigation and foraging, behaviors which comprise 75 to 80% of their daily activity budget year-round in tropical and temperate latitudes (Whitehead & Weilgart 1990 , 1991 , Whitehead 2003 . These clicks are typically high amplitude, with apparent source levels up to 236 dB re 1 µPa RMS (Møhl et al. 2000 (Møhl et al. , 2003 , and broadband, with a −10 dB bandwidth ranging between 10 and 15 kHz. The center frequency is around 10 to 15 kHz (Madsen et al. 2002 , Thode et al. 2002 , and the average inter-click interval is 0.5 to 1 s (Goold & Jones 1995 , Madsen et al. 2002 . Previous research has shown that sperm whale echolocation clicks can be detected at distances of 5 to 15 km or more, depending on the click characteristics and the propagation conditions at a given location (e.g. Madsen et al. 2002 , Barlow & Taylor 2005 .
In this study, we identified echolocation clicks in the longest passive acoustic investigation of sperm whales to date, spanning more than 8 yr from 13 locations in the central and western North Pacific Ocean. The instruments were located in places where we expected to detect sperm whales or other deep-diving cetaceans based on historic and modern understanding of the species' distribution. The importance of the location and timing of our detections, as re vealed through statistical models, helps define the spatial and temporal presence of sperm whales across the region and allows inference about sperm whale activity patterns and relative abundance across the broader tropical and subtropical North Pacific.
MATERIALS AND METHODS

Acoustic data collection
The Pacific Islands Passive Acoustic Network is maintained by the NOAA Pacific Islands Fisheries Science Center and consists of 13 monitoring sites at 11 islands and seamounts located across the central and western North Pacific Ocean (Figs. 1 & 2, Table 1 ). Each site was selected for monitoring a variety of species (particularly deep-diving ceta ceans) based on local bathymetry and the ability to service sites at regular intervals and because each site was known or suspected cetacean habitat. Typical deployment depths for this study (> 550 m) were suitable for monitoring deep-diving cetaceans, which commonly dive to depths below 200 m and echolocate during the deepest parts of their dives (Watwood et al. 2006 , Davis et al. 2007 , Irvine et al. 2017 . At each location, a high-frequency acoustic recording package (HARP; Wiggins & Hildebrand 2007) was deployed, recording at a 200 kHz sampling rate with 16 bit quantization. All HARPs used an omnidirectional ITC-1042 transducer (International Transducer Corporation) suspended at 10 to 30 m above the seafloor. The frequency response of the hydrophone was flat (± 2 dB) with sensitivity −200 dB re V µPa −1 from 10 Hz to 100 kHz. Custom-built preamplifiers designed to whiten ambient noise and bandpass filters to reduce high-frequency aliasing were included and were compensated for during analysis.
The data were collected between April 2005 and May 2013 (Fig. 2) , although no site was active for the entire duration, resulting in nearly 15 cumulative years of recordings (~119 TB). The shortest monitoring effort was at the Equator site (122 d), and the longest was at Hawai'i Island (> 7 yr). Gaps in data collection sometimes occurred at each site between the end of one instrument deployment and the start of the next, potentially complicating assessment of longer-term temporal patterns from sites with more than 1 deployment. These data gaps ranged from a few hours to many months depending on the battery life, data storage capacity, and HARP servicing schedule.
Passive acoustic data were processed and analyzed using manual click detection methods. Trained analysts (K.P.M., A.E.S.) identified and marked sperm whale echolocation clicks visualized in long-term spectrograms. Analysts viewed 1 h windows of longterm spectral averages (LTSA; Wiggins & Hildebrand 2007) (5 s time average, 100 Hz frequency bins), and 10 s spectrograms were used to confirm species identification (Fast Fourier transform length 2000 points, 75% overlap, bandwidth 0−40 kHz). An encounter was defined as a series of clicks separated by no more than 25 min from other clicks. This time frame was chosen to match potential gaps due to duty cycles, described in the next subsection. The start and end times of all encounters were noted, and these start and end times were used for further analysis. Custom MATLAB (MathWorks) subroutines were developed to assist logging of encounters, and R (R Core Team version 3.2.2) was used for further statistical analysis.
We assumed no false positives (other signals mistaken for sperm whales) because all LTSA detections were visually verified by the analysts, and the variability between the 2 analysts was determined to be minimal by comparing their detections in data sets that both had examined independently. We also assumed negligible missed detections because the characteristics of sperm whale signals make them easy to distinguish from other species, and their frequency content and high amplitude are rarely masked (Worthington & Schevill 1957 , Watkins & Schevill 1977 , Gordon 1987 , Goold 1999 , Møhl et al. 2000 , 2003 , Madsen et al. 2002 .
Data analysis
Given the broad geographic and temporal distribution of our passive acoustic data set ( Figs. 1 & 2) , we selected a modeling framework for data analysis which allows testing of multiple spatial and temporal variables together, thereby providing a robust description of the patterns of sperm whale click detection across our data set. Statistical models are a common tool used to assess the relationships be tween cetacean presence and environmental forces (e.g. Becker et al. 2014 , Forney et al. 2015 , Stanistreet et al. 2018 , reviewed by Redfern et al. 2006 ). We did not seek one 'best' model but instead created several models using a variety of . Wake Atoll was not included in a subregion because it is remote from all other sites. At the smallest scale, all 13 sites were modeled individually.
Before models could be built, we had to account for varying duty cycles throughout the data set. With the goal of long-term monitoring of many species, some of the HARPs were set to record continuously, but because of the difficulty of reaching many of the remote sites, most of the instruments recorded using a duty cycle to extend battery life and data storage capacity. For consistency across the data set, all duty-cycled instruments recorded continuously for 5 min and then paused for 1 to 25 min until the next recording cycle. The most frequent sampling scheme that was common to all sites was 5 min of recording every 30 min. Thus, the response variable used in our models was presence of sperm whale echolocation clicks in a randomly selected 5 min sample out of every 30 min. Some data sets had only one 5 min sample per 30 min, while others had up to 6 from which the sample to be used for modeling was randomly chosen. It is possible that there are false negatives (missed detections) because the duty cycling causes gaps in recording during which sperm whales could potentially pass through the detection area without being recorded. The effect of duty cycling was assessed by subsampling continuous data from 6 sites and comparing the detections between the continuous data and the subsampled data, as has been done with similar data sets (e.g. Stanistreet et al. 2018) . Results from this assessment are presented in Section 3.3.
Once the standardized data sampling scheme of 5 min every 30 min was identified, we moved forward with our modeling using generalized additive models (GAMs) to assess patterns of sperm whale detection because these allow for the use of smoothing functions for relationships that cannot necessarily be described with linear terms. GAMs have frequently been utilized for investigating the relationship between the environment and marine mammal presence (e.g. Forney 2000 , Redfern et al. 2006 , Becker et al. 2014 , Forney et al. 2015 . A typical GAM uses a simple identity covariance matrix, assuming all samples are independent. Preliminary exploration of our data revealed that sperm whale clicks were generally present for many hours or days at a time, followed by periods of hours or days with no detections. Such a pattern suggests temporal autocorrelation, with the detection of sperm whales in one 5 min sample increasing the likelihood of detection in subsequent 5 min samples. To reduce the impact of such temporal autocorrelation on the model output, the GAM smoothing functions were combined with generalized estimating equations (GEEs). GEEs utilize matrices other than the simple identity matrix to describe the covariance structure. Given the temporal autocorrelation in our data, the model error is best described using an autoregressive order 1 (AR-1) co variance structure, where the variance is homogeneous and the covariance between observations decreases exponentially as lag increases. To confirm this choice of covariance structure, the complete data set was modeled using multiple covariance structures, and the best model, selected by Akaike's information criterion (AIC), used the AR-1 covariance structure. GEE-GAM methods have previously been used successfully to examine a variety of marine mammal occurrence and response data (e.g. Panigada et al. 2008 , Pirotta et al. 2011 , Bailey et al. 2013 , Booth et al. 2013 , Stimpert et al. 2015 . R packages MRSea (Scott-Hayward et al. 2013 ) and geepack (Højsgaard et al. 2006) were used.
In addition to examining the covariance structure before we began model selection, we also identified the best blocking structure to use in the GEE models. The size of the blocks, or panels, specifies which samples are likely to be autocorrelated, with samples outside of the block assumed to be independent from samples inside. The covariance matrices are then generated for individual blocks. We determined the ideal block size by consolidating the 5 min presence/absence data into bins of increasing size, from 1 to 15 d, with sperm whale presence or absence reported for each bin. We then generated autocorrelation plots for each of the 15 binned data sets. A bin size of 12 d was found to be sufficient to account for the autocorrelation. To confirm the appropriateness of this bin size and to determine whether a standard GAM, without GEE, could account for the autocorrelation, we tested GAMs using detection data that had previously been consolidated into different sized bins (1 to 15 d) and then checked the autocorrelation in the model residuals. The results confirmed that a 12 d bin size was appropriate to remove autocorrelation. However, by using simple GAMs with data binned by 12 d, which results in only a single value of presence or absence in each 12 d period, we lost the resolution necessary to test for diel or lunar patterns. Therefore, we used GEE-GAMs, which allowed us to maintain the high temporal resolution of the 5 min samples while accounting for the strong temporal autocorrelation with 12 d panels, where each panel has its own covariance matrix and is assumed to be independent from all other panels.
To develop a best-fit model for each of the data sets, we used the MRSea library in R, described in detail in Scott-Hayward et al. (2013) . We considered 6 predictor variables, including 3 continuous (date, day of the year, and lunar phase) and 3 categorical variables (geographic subregion, site, and diel phase), which are further explained in the next subsection. Because of multiple collinearities among the predictor variables, an automated step-wise approach for model selection could not be used; instead, all possible candidate models were created and considered, including a null model, and the model with the best fit was selected based on the quasi-likelihood information criterion with log(n) penalty (QICb). QICb was selected because GEEs are not based on full likelihood estimates; therefore, AIC could not be used, but QICb is appropriate (Pan 2001) . For each data set, there were between 2 and 6 candidate models, based on which parameters were allowed for each spatial scale and which combinations of parameters could be used together while still avoiding collinearities. Each candidate base model was run through the spatially adaptive local smoothing algorithm (SALSA, Walker et al. 2011 ) using QICb to determine the best-fit smooth for the continuous predictors (lunar day, day of the year, and date). Within SALSA, maximum values for the splines of each continuous variable were set by the analyst to constrain the shape of the smooth and ensure that the results would be biologically interpretable. A maximum of 5 knots and a 1st degree polynomial fit was allowed for day of the year and lunar day, and a maximum of 3 knots and a 2nd degree polynomial fit was allowed for date.
The smooths obtained from SALSA for the continuous parameters were then used in combination with categorical parameters to generate GEEs with a binomial distribution for the response variable. The final model for each data set was selected based on QICb from all possible candidate models for that data set, each with different combinations of optimally smoothed, non-collinear parameters. The final GEE-GAM model for each data set was validated by examining plots of cumulative residuals, which assess systematic over-or under-prediction; plots of COVRATIO statistics, which indicate the precision of the parameter estimates when individual blocks are omitted from the model; and PRESS (predicted residual error sum of squares) statistics, which indicate the sensitivity of the model predictions when individual blocks are removed. Marginal p-values from ANOVA were calculated for each parameter in the final GEE-GAM model using MRSea's built-in functions to provide a measure of the relative importance of each variable to the whole model. These marginal p-values were not used as the method for model selection; therefore, some parameters were retained in the best-fit model despite a non-significant marginal p-value.
The modeling process included 2 rounds of model generation. In round 1, we used model selection based on QICb, as described earlier in this subsection, to identify the most important parameters for each data set. In round 2, we ran descriptive models that included all the parameters that had been identified in round 1 as important, regardless of QICb value or statistical significance of each parameter for each individual data set. In other words, we ran all models in round 2 with the exact same set of parameters, regardless of whether that parameter was significant for that data set, and excluded the parameters that were not important in round 1. These descriptive models helped us to further explore the relationship of sperm whale acoustic presence to those key parameters, regardless of any statistical significance.
Covariate data
Parameters representing a variety of spatial and temporal covariates were included as model predictor variables. The model based on the All-sites data included 2 categorical variables to assess spatial patchiness at different scales: geographic subregion and deployment site. Because these parameters were collinear, with individual sites belonging to just 1 subregion, the candidate models for the All-sites data were allowed to include only one or the other of these parameters. The site parameter was also included in the models of data from the subregions.
Within each model at all spatial scales, temporal trends were explored at 4 different scales: daily, lunar, seasonal, and multi-year. Daily changes in sperm whale detection rates were examined using a categorical diel parameter with 4 phases: night, dawn, day, and dusk. Although the low latitude of most of our monitoring locations tempers the effects of the changing seasons on daylight patterns, the exact timing of dawn, dusk, sunrise, and sunset does vary throughout the year at all of the sites. Therefore, we used a dynamic method for calculating the diel phase of each 5 min sample. Following the methods of Todd et al. (2009) , the separation between the phases was calculated relative to sunrise, sunset, and the start and end of nautical twilight. Nautical twilight and sunrise/sunset information was collected from the US Naval Observatory (USNO) website (www. usno.navy.mil/USNO/) for the latitude and longitude of each deployment location. Diel phase was included in all of the base models in round 1 and in all of the explanatory models in round 2.
The impact of lunar cycles was tested by including a lunar day parameter. This was calculated based on the number of days from the previous new moon from USNO and was determined based on the latitude and longitude of each site. Lunar day was a continuous predictor with a cyclic cubic smooth that connected lunar day 1, the full moon, with lunar day 29 or 30, just before the full moon. This parameter was included in all of the base models for All-sites, the subregions, and the individual sites that had recordings spanning more than 4 mo to ensure sufficient monitoring throughout the lunar cycle. These sites included Cross Seamount, Hawai'i Island, Kauai, Pal myra Atoll-North, Palmyra Atoll-West, Pearl and Hermes Reef, Saipan, Tinian, and Wake Atoll. Additionally, a separate set of models was run for those same data sets using only the detections collected during nighttime to test for lunar trends that only impacted nighttime behavior. These nighttime-only models included all of the same parameters as the models with data from throughout the day, except the diel phase.
Seasonal patterns were explored by including a day of the year parameter as a candidate predictor variable. This continuous predictor was smoothed with a cyclic cubic smooth to reduce the impact of short-term (days to a few weeks) changes in detection rates and to allow the end of the year to be continuous with the start of the year. This parameter was not collinear with any other and was therefore tested for inclusion in the All-sites model and 3 of the subregions. This parameter was not included in models for the Equatorial subregion because highly uneven coverage at the different sites throughout the year could potentially mask or distort any real seasonal pattern. Seasonal patterns were also assessed at individual sites where data had been collected for at least 270 d of the year (all years combined). These sites included Cross Seamount, Hawai'i Island, Kauai, Pal myra Atoll-West, Pearl and Hermes Reef, Saipan, and Tinian.
Long-term, multi-year trends were examined only at the Hawai'i Island site, where recordings spanned more than 7 yr. We included a continuous date parameter in the initial models and in the subsequent explanatory modeling. The date parameter was not included in subregion or All-sites models, despite longer-term monitoring at these larger spatial scales, because the composition of monitored sites changed over time, complicating the differentiation between long-term changes in detection rates and changes in site composition. The date parameter was fit with a quadratic b-spline, which reduced the potential for anomalous detection rates at the scale of weeks or months to mask the long-term trend.
RESULTS
Duty cycle effects
The effect of imposing a duty cycle on continuously sampled data varied by site, causing 8 to 23% of hours with sperm whale detections to be missed in subsampled data, and 0 to 21% of days with sperm whale detections to be missed in subsampled data. The average percentage of missed hours with detections within the subsampled data was 15%, while the average percentage of missed days with detections was 9%. Overall, the relatively low rate of missed hours and days with detections indicates that the likelihood of false negatives due to missed detections in duty cycled data is minimal but should not be considered insignificant.
Overall detection rate
We examined sperm whale detection rates at 3 spatial scales. Across the entire study region, sperm whales were detected at all of the sites (Fig. 1,  Table 1 ), including the relatively shallow locations (< 400 m) at Ladd and Cross seamounts. A total of 5061 full days were monitored across all of the sites, with sperm whales detected on 841 d, for a total presence on 16.6% of days across the region. The highest total sperm whale detection rate was 18% of 5 min samples (Ladd Seamount-Deep), while the majority of the other sites had detections in fewer than 2% of 5 min samples (Fig. 1, Table 1 ). Subregions showed different rates of sperm whale presence, with the average detection rates ranging from 9.6% in the Northwestern Hawaiian Islands and 6.5% in the Northern Mariana Is lands to 2% in the Main Hawaiian Islands and <1% in the Equatorial subregion. At the smallest spatial scale, sites with higher detection rates were occasionally located near sites with low detection rates (e.g. 10− 50 km apart), suggesting that sperm whale detection at any location may be less related to the larger geographic patterns identified in whaling data and more heavily influenced by local acoustic propagation and habitat variability. For example, sperm whales were de tected in 1% of samples at Tinian compared to 12% at Saipan and in 2% of samples at Ladd Seamount-Shallow vs. 18% at Ladd Seamount-Deep. Despite the relatively short distance between some sites, no echolocation clicks were de tected on more than 1 instrument, either be cause instruments were not deployed at both locations at the same time or the distance was too great for these signals to propagate.
Model results
Round 1 of modeling, where final models were selected from a suite of candidate models using QICb, revealed the importance of 4 parameters: site, diel phase, lunar phase, and day of the year. These initial models also uncovered consistent trends in the relationships with the site, diel phase, and day of the year parameters. The parameters that were selected for each final model and the marginal p-values are shown in Table 2 . The final All-sites model included 3 parameters, all with low p-values, indicating relatively high importance for all 3. These included site (p < 0.001), diel phase (p = 0.011), and day of the year (p < 0.001) in the final model (Fig. 3) .
The results from the final All-sites model, and the other final models identified in round 1 of modeling, informed round 2 of explanatory, descriptive modeling, where all models were run using the same sets of predictor variables, regardless of p-value or QICb score. Diel phase was included in all of the descriptive models in round 2, while lunar phase, day of the year, and site were included in the descriptive models for data sets with sufficient coverage throughout the lunar month, throughout the year, or at multiple sites, respectively. The trends observed for each parameter for each data set in round 1 of modeling Fig. 3 . Partial-fit plots for all data (All-sites combined) with parameters selected based on QICb. Parameters include (A) site, with high variability across all sites (abbreviations as in Fig. 1) ; (B) diel phase, with a nocturnal trend; and (C) month of the year, with a maximum in spring (April) and minimum in summer (July−August); months rather than days of the year are plotted here for ease of recognition; rug plot denotes effort. All plots include 95% confidence intervals. Error bars for categorical variables (site, diel) are calculated relative to the first level, so there are no error bars for the first level were consistent with those seen in round 2, even if the models included slightly different predictor variables. Given this consistency, partial-fit plots are only shown for the explanatory models, where all parameters were included, to facilitate comparison of each parameter across all data sets (Figs. 3−6) . The subregion parameter was not selected for a final model and is not discussed further.
Site-by-site trends
Consistent trends in sperm whale detection rates were observed across many of the models, even when comparing within and between different spatial scales. The importance of variability in site-bysite detection rates, which was noteworthy in the raw detection data, was also reflected in the model output. The site parameter was selected in 4 of 5 possible final models and was relatively important, as identified by low marginal p-values, in 3 of those 4 (p < 0.001, Table 2 ; All-sites, Northwestern Hawaiian Islands, and Northern Mariana Islands). The relative detection rates observed in the raw acoustic data were mirrored in the model output, with the highest detection rate seen at Ladd Seamount-Deep and the lowest rates in the Equatorial subregion, including Equator, Kingman Reef, and Palmyra Atoll-West (Figs. 1 & 3) .
Diel trends
In round 1 of model selection, the diel parameter was selected in 5 of 18 models, indicating minor importance across the region (Table 2, Figs. 3 & 4) . However, in those 5 models, there was a consistent nocturnal trend, with the nighttime phase always having the highest detection rate and the daytime phase usually having the lowest (e.g. Fig. 3 ). In round 2, the trends were less consistent, with a nocturnal trend present in 12 models but either no trend (Equatorial subregion, Equator site) or a diurnal pattern (Pal myra Atoll-West, Palmyra Atoll-North, Ladd Seamount-Shallow, Wake Atoll) in the other 6 models.
Lunar trends
The lunar parameter was revealed to be moderately important in the variability of sperm whale de tections across the region. This parameter was re tained in 8 of 14 possible models in round 1 of model selection when the data from throughout the day was used and in 7 of the 14 possible models when looking only at data from the nighttime. However, the actual trends observed in the partial-fit plots were so disparate that there is no consistent pattern at any spatial scale (Fig. 5). 
Seasonal trends
A consistent seasonal pattern was evident in 9 of 11 possible models (Figs. 3 & 6 ; All-sites, Northern Mariana Islands subregion, Main Hawaiian Islands subregion, Northwestern Hawaiian Islands subregion, Saipan, Cross Seamount, Hawai'i Island, Kauai, and Pearl and Hermes Reef). All of these models included a minimum detection rate in the summer (July−September) in most models. Seven models also included a maximum detection rate in mid-spring (March− May): all of those listed above except Cross Seamount, which had a maximum in winter (January). The 2 exceptions to the summertime minimum were both data sets where the day of the year parameter was not included in the final model from round 1 of modeling and for which the best-fit model was actually the null model: Tinian and Palmyra Atoll-West. At Tinian, there was a maximum in late spring (May) and a minimum in the fall (October−November), while at Palmyra Atoll-West, the seasonal trend was roughly opposite of the majority of the other data sets, with a maximum in mid-summer (June−July) and minima in both the early spring (March) and early fall (September).
Long-term trends
The date parameter was not retained in the round 1 final model for Hawai'i Island, indicating relatively weak importance of long-term trends in explaining the variability in sperm whale detections at this site for this data set. Exploratory modeling revealed an overall decline throughout the time series, with a possible secondary peak in 2012 (Fig. 7) .
DISCUSSION
This expansive data set has allowed us to undertake the longest passive acoustic study of sperm whales yet. This study has generated insights into the temporal and geographic patterns in sperm whale occurrence in the central and western North Pacific, highlighting subtle patterns of temporal variability across multiple time scales and high spatial variability. Sperm whales were detected at all of the sites, with a dominant seasonal trend revealing lower detections during the summer and early fall as well as a less pronounced nocturnal pattern. At smaller spatial scales, the patterns are more nuanced, varying by subregion and site. Using the explanatory models developed here, we can begin to explore in detail the relationships between the predictor variables and sperm whale acoustic activity.
The acoustic activity of sperm whales was generally low across the region, in contrast to our expectations 124 Fig. 4 . Diel patterns for 17 data sets, including subregions (top panels, above line) and all individual sites (below line). Individual plots below the line are in columns indicating the subregion to which they belong (e.g. SAI and TIN are in the column below the NMI subregion). WAK is not included in a subregion and therefore the plot has been separated from the other sites. The same layout is used in Figs. 4, 5 and 6 to facilitate comparison. Site abbreviations as in Fig. 1 . The y-axis is the modeled partial fit for each diel phase as a factor level. All plots include 95% confidence intervals. Error bars for categorical variables are calculated relative to the first level, so there are no error bars for the first level. Asterisk (*) indicates parameter was selected for final model of round 1 of modeling. Gray fill indicates nocturnal trend of relatively high abundance based on historical whaling catch data (Smith et al. 2012 , Mizroch & Rice 2013 ) and more recent line-transect surveys (Barlow & Taylor 2005 , Fulling et al. 2011 , Hill et al. 2013 , Bradford et al. 2017 ). All monitoring sites were considered as potentially good sperm whale habitat (e.g. deep water, close to islands and seamounts, Fulling et al. 2011 , Forney et al. 2012 ; however, sperm whales were detected in fewer than 3% of 5 min samples in two-thirds of our sites. Low acoustic activity overall is unlikely to be due to migrations or dynamics in acoustic behavior, as the females and young animals that dominate the tropical and subtropical waters are not known to undergo regular migrations (Whitehead 2003) , and they spend ap proxi mately 75 to 80% of their time engaging in foraging (using echolocation clicks) throughout the year (Whitehead & Weilgart 1990 , 1991 , Whitehead 2003 . Additionally, groups of sperm whales, which tend to coordinate movements over the scale of days to months (Best 1979 in Whitehead 2003 , move at relatively slow speeds (approximately 1−5 knots) and often spread out over 1 km or more when foraging (White head 2003) . Given this slow travel speed and spread, each group could spend several hours or days within the detection range of a HARP, depending on sound prop- Weilgart 1991 , Whitehead 2003 , which provides ample opportunity for being re corded and detected. Perhaps the best explanation for the low detection rates at many of our sites is that the distribution of sperm whales across the North Pacific Ocean is quite patchy, which is not reflected in the large-scale, long-term assessments from whaling data or rapid, snapshot-like ship-based line-transect surveys conducted in modern times. Our data allow for a more nuanced picture of how sperm whale behavior may vary between subregions and individual sites. The large variability in detection rates across all of our sites, and particularly at some pairs of closely located sites (e.g. presence in 12% of 5 min bins at Saipan vs. 1% at Tinian, separated by approximately 44 km), likely reflects patchiness in sperm whale distribution, even within areas where we expected high abundance based on historic whaling data and modern surveys. Similar patchiness has been documented in other regions using passive acoustics, including in the Gulf of Alaska and the western North Atlantic (Mellinger et al. 2004 , Stanistreet et al. 2018 , areas of a comparable spatial scale to our subregions, with some sites having notably higher detection rates than others in the same general area. One possible explanation is that sperm whale prey, including deep-water squids and fishes, are likely to be distributed patchily across the region (e.g. Clark et al. 2010 , McClain & Hardy 2010 , and their patchiness is then reflected in the distribution of the sperm whales. Another possibility is that sperm whales are responding to small and mesoscale oceanographic features that are not uniformly distributed across the region. In the Gulf of Mexico, for example, sperm whales are known to concentrate in or around mesoscale eddies that form regularly and move across the basin (Griffin 1999 , Baumgartner et al. 2001 . Similar oceanographic features are also common in the North Pacific, particularly around the Hawaiian Islands, where mesoscale eddies form regularly and have a measurable impact on the local food chain, from phytoplankton (Seki et al. 2001 , Vaillancourt et al. 2003 up to top predators (Seki et al. 2002) . These features tend to increase primary productivity and/or shift phytoplankton community composition in or around the eddy by increasing nutrient flux into the photic zone, with an end result of more abundant prey for top predators (Seki et al. 2002) . Such predators, including sperm whales, may follow the transient features as they move across the ocean (e.g. Griffin 1999 , Baumgartner et al. 2001 , Seki et al. 2001 , and because the eddies are relatively small in scale (~100 km diameter, Rhines 2001), their presence in a subregion could lead to a patchy distribution of top predators.
At the shallowest sites, the low detection rates may reflect sperm whale preference for deeper habitats. Most recording sites were deep on the slopes of islands or seamounts; however, the HARPs at Cross Seamount and Ladd Seamount-Shallow were placed at shallower depths (397 and 117 m, respectively). Since sperm whales are deep divers that forage in deep water (Watwood et al. 2006) , it is less likely that they would be close to these shallower sites, and it is also less likely that their echolocation clicks would propagate from more distant deep waters up to the shallower hydrophones (Richardson et al. 1995) .
Turning from overall spatial patterns to more detailed analyses, the models developed here allow us to further explore the environmental forces impacting sperm whale presence in the region by helping to answer the question 'What is the relationship between each of our models' parameters and the detection of sperm whales' acoustic signals?' While our first round of modeling guided us to identify the parameters with the greatest importance for the majority of data sets, round 2 allowed further exploration of those parameters for all data sets. This process differs from many predictive modeling efforts, which seek only to identify the best-fit model for a given data set. By instead using a descriptive process, we can examine the patterns of each parameter in all of our data sets, even when those parameters were not selected for a final best model. Through this process, we identified parameters that were important (diel phase, lunar phase, day of the year, site) 127 Fig. 7 . Partial-fit plot for date parameter at Hawai'i Island, suggesting a possible long-term decline in detections. The yaxis is the partial-fit smooth function of the date; rug plot denotes effort. Gray region indicates 95% confidence intervals and those that were not (subregion and date) and then further explored the relationship with the important parameters.
For many animal species, daily activity levels and be haviors, including sound production, fluctuate over a 24 h period, with most species falling into categories of being nocturnal, diurnal, or crepuscular. Previous studies of sperm whales have found no consistent diel pattern in diving behavior or acoustic behavior and no clear explanation for the trends that were observed (e.g. Papastavrou et al. 1989 , Watkins et al. 1999 , Amano & Yoshioka 2003 , Aoki et al. 2007 , Davis et al. 2007 , Hodge et al. 2013 , Stanistreet et al. 2018 ). Our models indicate that the influence of diel phase on sperm whale acoustic detection in the North Pacific is minor, with this parameter being included in only one-quarter of the final models from round 1 of modeling. However, there was a strong nocturnal trend, with increased nighttime detections in two-thirds of the data sets in round 2 of explanatory modeling. Additionally, a geographic pattern was suggested, with the diel phase parameter not being included in any of the final models from round 1 for the Equatorial subregion and the nocturnal trend only being observed in 1 of 5 data sets from that area in round 2 of modeling (Kingman Reef).
The increase in nighttime detections of sperm whale acoustic signals at many locations indicates a change in sperm whale behavior and/or proximity to the HARPs on a daily cycle. The simplest explanation is that because echolocation clicks are used primarily for foraging (Jaquet et al. 2001 , Watwood et al. 2006 , an increase in detections of those clicks at night is due to an increase in foraging behavior at night. Such an increase has been shown in other locations in previous studies based on gut content analysis and dive patterns (Matsushita 1955 , Watkins et al. 1999 , Aoki et al. 2007 ). The question of why sperm whales might be feeding more at night is not as easily answered. One explanation is that many squids, sperm whales' primary prey, undergo diel vertical migration, where the squid are nearer to the surface at night and at depth during the day (e.g. Gilly et al. 2006 , Watanabe et al. 2006 . This may lead to changes in the availability of the squid to sperm whales or changes in the foraging technique used by sperm whales at different times of the day. For example, sperm whales have been shown to track the vertical movements of jumbo squid in the Gulf of California (Davis et al. 2007) , spending more time in shallower depths at night. Similarly, in habitats near seamounts and islands, this daily migration of prey species may also include a horizontal component (e.g. Benoit-Bird & Au 2003 , Gilly et al. 2006 , which could draw sperm whales beyond the detection range of the HARPs during the day. The increase in nocturnal acoustic detections of sperm whales described here may indicate that in some locations, perhaps for particular prey, it is more energetically efficient for sperm whales to forage at night.
Despite the dominant nocturnal trend in the models from round 2, there were still 5 data sets (of 17) that showed an opposite diurnal pattern and 1 that had constant detection rates across all diel phases (Equator). Further, the first round of modeling did not select for the diel parameter in 6 of 11 of the data sets. This inconsistency indicates that there is some plasticity or variability in the diel activity of sperm whales across the region that we cannot yet explain. Similar variability in acoustic activity in different diel phases across sites has been observed for sperm whales in other regions globally (e.g. Amano & Yoshioka 2003 , Aoki et al. 2007 , Merkens 2013 , Stanistreet et al. 2018 . Some possible explanations include differences in diel behavior based on social group or population, age, sex, season, or simply high levels of individual variability. This has been observed in other odontocete species. For example, different click types predominated during day and night for Pacific white-sided dolphins Lagenorhynchus obliquidens at different sites in the Southern California Bight, which may indicate the presence of different populations and perhaps different prey species (Soldevilla et al. 2010) . The diel patterns in acoustic presence of harbor porpoises Phocoena phocoena in the Baltic Sea varied seasonally and across different sites (Brandt et al. 2014 , Schaffeld et al. 2016 and have been shown to vary strongly between individuals (Linnen schmidt et al. 2013 ). Thus, a full explanation of the variability in sperm whale diel behavior depends on an enhanced understanding of the demographics, prey preferences, and movements of sperm whales.
In contrast to the consistent nocturnal trends, the relationship between sperm whale detections and lunar cycles was highly variable. The lunar day parameter was included in more than half of the final models; however, the patterns in those data sets, and in the subsequent explanatory models, were different across all models, with no clear trends discernable at any spatial scale. Additionally, the marginal p-values from round 1 of modeling were much higher for the lunar parameter than all other parameters in the final models except for Cross Seamount (p = 0.006, Table 2 ). Within each model, the patterns were consistent whether we modeled the data from all times of day or just the detections from the nighttime, suggesting that lunar cycling could impact sperm whale behavior at all times of the day. There has been no previous research on the relationship be tween lunar cycles and sperm whale activity, and research on effects of lunar cycle on other cetaceans is sparse. Previous researchers found increased abundance of 2 dolphin species on feeding grounds during the full moon, although they did not monitor echolocation signals, so it is unknown whether echolocation rates changed with animal abundance (Benoit-Bird et al. 2009 ). Others found decreased echolocation in common dolphins Delphinus delphis when there was increased lunar light at the sea surface (Simonis et al. 2017) . Researchers have shown that the vertical migration of dolphin prey is reduced during the full moon (Roper & Young 1975 , Schaefer & Fuller 2002 , Benoit-Bird et al. 2009 , and there are multiple hypotheses that may explain the relationship between reduced prey availability and odontocete activity, which will not be expanded on here. In contrast to surface-feeding dolphins, sperm whales are deep diving and feed on deep-living organisms, and our results suggest that sperm whale detection rates are generally not related to lunar illumination. It is unclear how changes in light at the surface could affect the foraging behavior of deep-diving predators (Watwood et al. 2006) , although it has been shown that even the subtle changes in light due to lunar cycles are detectable in the vertical migration behavior of animals at depths below 1000 m (Ochoa et al. 2013) . The ultimate cause for the relationship (or lack of relationship) between lunar cycles and sperm whale detection rates cannot be determined using the available data.
A common seasonal trend was revealed, including an increase in detections in the spring and a decrease in the summer or fall, and this was observed throughout the entire central and western North Pacific (Figs. 3 & 6) . Further, the seasonal trend had a predictable geographic trend in the central North Pacific, with minimum detection rates occurring later in the year at more northerly sites. This suggests that animals may be moving north along the Hawaiian archipelago or out of the study area as the summer progresses. This consistent seasonal pattern contrasts with the varying trends in seasonality observed in previous passive acoustic monitoring efforts (Mellinger et al. 2004 , Laran & Drouot-Dulau 2007 , Hodge 2011 , Merkens 2013 , Wong & Whitehead 2014 , Giorli et al. 2015 , 2016 , André et al. 2017 , Stanistreet et al. 2018 . The lack of consistent patterns in previous studies may be due to relatively short monitoring times, which generally ranged from a few months to at most a few years. We observed strong year-to-year variability in seasonality of detections, such that long-term seasonal trends may be obscured in data sets that span no more than 2 or 3 yr. Two other sources of sperm whale data, historic whaling records and modern visual observations, do sometimes span many years and have revealed multiple locations where sperm whales are found yearround (e.g. Clarke 1957 , Oshumi 1966 , Kasuya & Miyashita 1988 , White head 2003 , Jochens et al. 2008 , Smith et al. 2012 , Johnson et al. 2016 ; however, despite the longer duration, these data sets also lack the power to detect seasonal trends due to the difficulty of sampling in rough, winter weather. The seasonality re ported in the current study may be associated with geographic shifts in the population or changes in the composition of the population that have previously gone undetected due to sampling designs that would have had little power to detect a seasonal signal.
The seasonal patterns we observed in sperm whale acoustic activity may be connected to the demographic composition of sperm whale populations in the region. Males are believed to move between lower and higher latitudes throughout adulthood (Whitehead 2003) , and movements of males and females in the North Pacific have been shown with Discovery and satellite tags to be on the scale of hundreds to thousands of kilometers (Jochens et al. 2008 , Mizroch & Rice 2013 , Straley et al. 2014 , Baird 2016 . The seasonal pattern of sperm whale detections shown here suggests seasonal movement of sperm whales on this same temporal and spatial scale. To track the composition of a sperm whale population over time, the presence of male sperm whales in a passive acoustic record could be assessed by looking for slow clicks (clangs) in the data, which are signals that are only produced by adult males (Weilgart & Whitehead 1988) , or by measuring the inter-click interval, which is shorter for females (closer to 0.5 s) than for males (closer to 1 s) (Goold & Jones 1995 , Solsona Berga 2019 ). It may also be possible to estimate the general size class of individual animals, and hence their sex, from the inter-pulse intervals of the recorded clicks (Gordon 1991 , Solsona Berga 2019 , although recent research has suggested that using this information to repeatedly identify specific individuals has limited reliability (Bøttcher et al. 2018) . Applying these methods to the current data set is beyond the scope of this project but would help determine whether the seasonal trend is related to a demographic segment of the population leaving the region.
Sperm whales are listed as Endangered globally, but the populations in the central and western North Pacific are not as closely monitored as in some other locations (e.g. Notarbartolo di Sciara et al. 2012 . The current population size for the whole North Pacific is unknown, but the best estimates for sperm whale population sizes in subregions are 4559 (CV = 0.33) for the Hawaiian Islands exclusive economic zone based on visual sightings (Bradford et al. 2017 ) and 26 300 (CV = 0.81) or 32 100 (CV = 0.36) for a portion of the eastern temperate North Pacific based on visual sightings or acoustic detections, respectively (Barlow & Taylor 2005) . However, the most recent of these estimates was based on data collected more than 8 yr ago (in 2010, Bradford et al. 2017) . Therefore, it is important to consider possible changes in detections over a longer time scale at the site with the longest data set. Other assessments of sperm whale population trends in the Pacific using visual survey data have found little or no long-term trend (Taylor et al. 2008 . The date parameter was not selected for inclusion in the final model at Hawai'i Island, which indicates that this parameter does not help to account for much of the variability in sperm whale detections at that site. Explanatory modeling revealed a negative trend in detection rate over time (Fig. 7) . Inclusion of additional years of data in future analyses focused on long-term patterns at this site may inform whether there is truly a decline in sperm whale acoustic activity in this area and if the downward trend in detection rates is related to other factors, such as the major oceanographic cycles that might impact abundance and distribution of marine mammals in this region (e.g. El Niño-Southern Oscillation, Pacific Decadal Oscillation) (Francis et al. 1998 , Jaquet et al. 2003 , Calambokidis et al. 2009 , Salvadeo et al. 2015 , Fleming et al. 2016 .
As important as it is to identify predictor variables that can reveal information about our target species, it is also essential to recognize when a set of predictor variables does not help to explain the observed trends. In round 1 of model selection, there were 2 sites where the final model selected was the null model: Palmyra Atoll-West and Tinian. This lack of statistical relationship indicates that the variables we provided simply do not explain the trends in sperm whale acoustic activity for these data sets. Based on the subsequent explanatory modeling, we can determine that the patterns seen in the relationships with those predictor variables are similar to what is observed at other sites across the North Pacific, but those parameters simply do not provide enough explanatory power to offset the cost of including them in the model. Further data collection or introducing other predictor variables will be necessary to gain a full understanding of the sperm whale acoustic activity at these sites.
Some limitations are present in this study. Most importantly, the data represent sperm whale detection rates at 13 discrete monitoring locations scattered across the vast central and western North Pacific Ocean. Each of these locations was chosen to be similar to the other sites, including being suitable habitat for deep-diving cetaceans, being close to an island or atoll, and enabling deployment of acoustic recorders at comparable depths (550−1300 m, except 2 sites, discussed below). This similarity across sites should result in similar detection ranges throughout the data set, but it does not give information about sperm whale presence in deep water over the abyssal plane where many sperm whales likely spend most of their lives (Whitehead 2003) . The large differences in detection rates between instruments placed at slightly different sites in 1 area (e.g. Ladd Seamount-Shallow at 117 m vs. Ladd Seamount-Deep at 1092 m) emphasize the importance of instrument placement, confirming that despite their cosmopolitan distribution, sperm whales cannot be detected in all marine environments, particularly when considering depths less than 1 km. Additionally, we cannot distinguish between periods of silence when animals are present but not vocalizing and periods of silence when animals have moved beyond the range of the instrument. The inability to distinguish these behaviors (or to know the proportion of time spent vocalizing) is a critical component that prevents us from applying these data to density or abundance estimates at this time. And, finally, although this data set as a whole spans a remarkable 8.5 yr, the majority of sites were monitored for less than 2 yr, which is short relative to the life span of the sperm whale, which is likely underestimated at 60 to 70 yr (Whitehead 2003) . A few years is also short relative to the temporal scale of environmental changes that may impact the distribution of sperm whales across such a broad area. This limited duration makes it difficult to assess long-term changes in local populations, particularly given the dynamic nature of the local ocean environment and the possible impact of large-scale phenomena such as the El Niño-Southern Oscillation and Pacific Decadal Oscillation.
