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1. This paper is concerned with the existence and uniqueness of generalized 
solutions to the Cauchy problem 
in one time-like variable s and 1z space-like variables x = (x1 ,..., x,), where 
&j/ax denotes the gradient in the space-like variables, with the terminal data 
4(T, 2) = @(4. (1.2) 
We call $ a generalized solution of (I. 1) if 4 ’ IS b ounded, Lipschitz, and satisfies 
(1.1) almost everywhere in the strip [Ts , T] x Rn. We obtain a generalized 
solution as the limit when E + Of of the solution of the corresponding Cauchy 
problem 
~+fd&+F(s,+) =O, To d s < T, (1.13 
F(T, 4 = @(x), (1.2) 
where @ tends to Q, as E + 0+ (0’s 4, 5) and A, denotes the Laplace operator 
in the space-like variables. 
When n = 1, problem (l.l)-( 1.2) is equivalent to 
2 + ; F(s, x, u) = 0, To d s 9 T, (1.3) 
+T, x> = W9, (1.4) 
if we take TI = &~5/&, V = @/ax. Problem (1.3)-(1.4) has a long history. 
* This work was supported by a grant from the National Science Foundation. 
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[In the literature usually an initial rather than terminal value Cauchy problem 
is considered. The substitution t -~~ T - s turns the one problem into the 
other.] For n = 1 our main theorem (Section 5) states that if oic ?$~/‘a~ is 
the solution of the Cauchy problem for the corresponding parabolic equation, 
then v”(s, X) tends to U(S, X) at every regular point (Section 3) and hence 
except on a “small set.” Results of this type have been proved by Hopf [IO], 
Oleinik [17], Donsker [3], Varadhan [18], and others. However, our assump- 
tions on F are in some respects weaker and when n =m I our main theorem 
does not seem to be contained in the previous ones. For n __’ I, (1.3) is 
replaced by a system of n equations for r+ ,..., z’,, , where V~ = &$/8x, ; set 
Kuznetzov and &skin [15], Kruzhkov [/3]. 
Our method is to write (1. I) as the Hamilton- Jacobi equation of a calculus 
of variations problem, and (1 .l’) as the Hamilton-Jacobi equation of a 
corresponding problem in stochastic calculus of variations. By using a 
probabilistic method, our approach is in principle similar to that of [3] and 
[18] but differs from it greatly in detail. The idea of associating a variational 
problem with (1.1) occurs in Hopf’s original paper [II], and was exploited 
systematically by Hopf and Conway [2]. 
Among the assumptions on F(s, X, p) is a strict concavity condition in p, 
which corresponds to what Lax [16] called genuine nonlinearity of (1 .l). 
Without some such assumption (1.1) is not the Hamilton-Jacobi equation of 
a variational problem. However, we showed in [7] that (1.1) can always be 
regarded as the Hamilton-Jacobi equation of a certain kind of differential 
game, provided F(s, x, p) grows no faster than / p 1 as j p / + co. By game 
theoretic reasoning uniform convergence of +’ to #J was proved. 
It is known from examples, and from general results of Hopf [f2], that 
(l.l)-(1.2) does not have a unique generalized solution. However, there is 
uniqueness in a subclass of generalized solutions which satisfy an additional 
condition of Oleinik [17] for n -= 1 and Kruzhkov [/3] for n > I. In Section 6 
we verify that the generalized solution 4 which we obtain satisfies this 
condition. 
2. The variationalproblem. We assume that F(s, X, p) is of class C3’ and: 
for all h E Rn, where y(v), C(v) are positive functions, respectively non- 
increasing and nondecreasing in v. 
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Given Y > 0 there exists k, such that / FD 1 < Y implies j p j < k, . 
(3) F(s, x, p) < C for some C. 
(4) 1 F, / < c,(F - p *F,) + c2 for some positive c1 , c2 . Here F, (or 
i3F/&) denotes gradient in the variables Y, F, gradient in the variables p, etc. 
Example. Let F(x,p) = -a(~)(1 + / p i2)b/2 where ZJ > I, 0 < a, < 
a(z) < a, , a’(~) is bounded. Then (l)-(4) are satisfied. In place of (4) 
Oleinik ([17], Section 3, page 112) imposed a condition on F, which is 
satisfied in this example only if T - T, is not too large. 
Let us assume that the function @ in (1.2) is of class C’(l) and that 
for some MO, N, . For some of our results one could assume @ Lipschitz 
rather than C(l). However, without some smoothness of @ as well as F one 
cannot show the interesting connection of (1.1) with classical calculus of 
variations. 
The variational integrand will be the function L(s, X, y) strictly convex in y  
which is dual to the function F(s, x, p), which by (1) is strictly concave in p: 
Lb, x, Y) = mp”” [F(s, x, P) -Y * PI. (2-l) 
The function L is C’c2) and the dual formula 
F(s, x, P) = m;ln [L(s, x, Y) + Y *PI (2.1’) 
holds. The points p and y  where the max and min occur are related by the 
classical Legendre transformation 
Y =F,, P = --L,, 
which for each (s, X) is globally one-one from Rn onto itself. The matrices L,, 
and F,, of second partial derivatives are related by L,, = --(F&l. Moreover, 
Lz = F, , Ls =F,, 
-&, = --F&w, -L, = --F&m . 
From assumptions (l)-(4) on F we see that 
(4 I Lx I + I L, I + I LZiYj I + I Lq I < a y I). (2.2) 
C(k,)-ll X I2 < f  Lyig$,Xj < y(k,)-ll h I2 if IrIGr. 
i.j=l 
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(b) -~~<L<C+tk,. if 
Cl 
iyl < Y. 
(4 1 L, / < c,L + c.2 . 
Given (s, X) with s < T we consider the problem of minimizing 
J(f) = ?^h S(t), &t)l dt + @kV)l 
s 
(2.3) 
among all curves 6 of class C’(l) such that s(s) =: x. [We could admit less 
smooth curves 5, but this is unnecessary since any minimizing curve must be 
smooth]. From (2.1’) the Hamilton- Jacobi equation of this minimum problem 
is (1.1). We consider the minimum value as a function of the initial point (s, x), 
THEOREM 1. Let $(s, x) = min, J(e). For any T,, < T, 4 is bounded and 
Lipschitz on [TO , T] x R”. At each point (s, x) where 4 is (tota&) differentiable, 
4 satisjies (1.1) and there is a unique minimizing curve to with initial point (s, x). 
Proof. Let us first consider the same minimum problem with the 
constraint ) &t)l < r, where 0 < r <: co. Since L is convex in y, J is lower 
semicontinuous under uniform convergence. Therefore by standard reasoning 
using Ascoli’s theorem there is a minimizing curve to, which is of class C’(l) 
since the matrix L,, is everywhere positive definite. Moreover, if 
P”(t) = /:,,,T, to(~), s!O(4 d7 + @mK-oU’)1 (2.4) 
thenL[t, [O(t), y] + y  . p”(t) is minimum on j y  1 < r if (and only if)y = e(t). 
This is a special case of Pontryagin’s maximum principle for constrained 
variational problems [IO]. In this simple problem an easy direct proof can be 
given. 
Let us show that for large enough r the minimum does not actually depend 
on T. Let 
+‘(s, 4 = ,gey J(O. 
Now J(EO) < J(L) where L(t) = x for s .< t < T. From this and (2.2), 
if To < s < T, then 
From (2.2~) and (2.4) 
I P”(t)1 < s; (4 + 4 dT + No = 4+‘(4 I”(t)) - W”V’Nl 
+ cz(T - t) + No, 
I P”(t)1 < (c& + Q(T - To) + 24$, + No, 
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which bounds p”(t) independent of Y. Choose rl such that 
Now y”(t) = F,(t, [O(t), p”(t)) is the pointy where L(t, p(t), y) + y *p”(t) is 
minimum on R”. Hence y”(t) = p(t) if r 3 rl . Thus 1 @’ 1 < Y, and to 
gives a minimum without the constraint / &’ 1 < Y. We set #J = $” for Y  > y1 . 
To show that $ is Lipschitz let us show that 
(*) I4(s, 4 - 4(s, %)I < Nl I x’ - x I 
(**I I $(s’, 4 - $(s, 4 < N:! I s’ - s I 
where Nr is a bound for / L, 1 when / y / < ri and LV, = B + N,r, , where B 
isaboundforjL/whenIyI <rr. 
To prove (*) let to b e as above and consider the translated curve 5” + x’ - x 
with initial point (s, x’). Then 
By interchanging the roles of x and x’ we get the opposite inequality, and 
hence (*). 
To prove (**) we may suppose that s’ > s. Then 
M, 4 = j-h, to, 6’) dt + KS’, to(O), 
s 
I $(s’, 4 - $(s, 4 < B(s’ - 4 + 4 I P(s’) - x I. 
Since I @ I < rr we get (* *). 
If $ is differentiable at (s, x), then for any 4 of class C(l) with l(s) = x, 
0 < $s(s, x) + 6-l j8+8[L(s, x, i(t)) + 4&t 4 . &)I dt + O(l) as 6 + Of 
8 
with equality when 8 = to. This implies that if y = g(s) 
0 < MS, 4 + 4, x5 Y) + 5%, 4 .Y 
with equality when y = p(s). By (2.1’), equation (1.1) holds at (s, x). 
Since L is strictly convex in y, @o(s) is the only y at which 
L(s, 3, Y> + SW, x> * Y 
is minimum. Hence the minimizing curve to through a point (s, X) where (b 
is differentiable is unique. 
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Remarks. The proof that (1.1) holds is nothing but a careful derivation 
of Bellman’s principle of optimality in dynamic programming [I]. It is not 
essential to this derivation that we admit only smooth curves [, nor that I, 
is convex in y  ([8], bottom page 270). 
The function 4 in the theorem clearly satisfies (1.2), and is therefore a 
generalized solution to the Cauchy problem. 
In the course of the proof we have shown that 
P”(s) = QL(s, ‘4 (2.5) 
if 4 is differentiable at (s, X) and p” as in (2.4). 
Any minimizing curve to is of class Cc3) and satisfies Euler’s equations 
together with the transversality condition 
h,[T E”(T), &WI = -&.[~“‘O(~)l. 
3. Regular points. By Rademacher’s theorem, the Lipschitz function 4 
in Theorem 1 is differentiable almost everywhere. However, considerably 
sharper information about 4 is available. Following [15] let us call (s, X) a 
regular point for the minimum problem (2.3) if there is a unique minimizing 
curve with initial point (s, x). 
THEOREM (Kuxnetxo&‘iSkin [Is]). The generalized solution 4 in 
Theorem I is dzzeerentiable at (s, x) if and only if (s, x) is a regular point. 
“Only if” is the last statement of Theorem 1. For completeness let us 
repeat the proof ([15], page 200) of “if.” Define G(s, x,p) as J(E) for the 
extremal E with initial point (s, X) and initial slope i(s) = FJs, X, p). Let 
s, X) be regular, to the unique minimizing curve through (s, x), and p” := PO(S) 
as in (2.4). The function G is defined and I (r) in some neighborhood of 
(s, x, p”). Let p”’ = pO’(s’) be defined similarly for a minimizing curve to’ 
through (s’, x’) with 1 @ 1 ~1 r1 , &’ / ,< r1 , where rr is as in Section 2. As 
(s’, x’) tends to (s, x), @(sf) tends to p(s) since (s, X) is regular. Hence p”’ 
tends to p”. Now 
G(s’, x’, p”‘) - G(s, x, p”‘) < +(s’, x’) - c$(s, x) 
:< G(s’, x’, p”) - G(s, x, p”). 
The left side is G$(s’ - s) + G,* * (x’ - 2) and the right side 
Gf*(s’ ~ s) + G,“* . (x’ - Y), 
where * means evaluated at (s*, ~*,p”‘) and ** at (s**, x**,pO) using the 
mean value theorem. Therefore 4 is differentiable at (s, X) and 
MS, 4 = G,(s, x, P”), h& 4 = G&, x, P”). 
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Only the initial endpoint of a minimizing extremal to can be irregular. 
For if (s’, fO(s’)) is irregular for s < s’ < T, let 
t!(t) = to(t), s < t < s’. 
5(t) = F(t), s’ < t < T, 
where t1 is another minimizing extremal with initial point (s’, (O(Y)). Then 5‘ 
is minimizing and has a corner at (s’, [(s’)), which is impossible since (LUIUj) 
is an everywhere positive definite matrix. 
By classical methods in calculus of variations we get further information, 
provided F and @ are smooth enough. For simplicity let us for the present, 
a.nd in Theorem 2, assume that F, @ are of class 0”). For each CT E Rn let 
f(., a) be the extremal curve such that 
S(T, 4 = a, &,(T, 01, &T, 4) = -@,(4 (3.1) 
the second equation being the transversality condition. The extremal Q*, a!) 
is defined and C(@ for so(~) < t < T, where -co < so(~) < T. [For the 
present we ignore To in the previous section.] For each 01 there is a least 
number si(~i) > so(~) such that [(*, a) minimizes J(s) among all [ with 
t(s) = [(s, a) provided s 3 So. If  sr(a) = so(~) = --GO this is true for 
any s < T. Every minimizing curve coincides with a final portion of [(., a) 
for some 01. 
Let us call (s, X) a conjugate point for the extremal [(*, a) if 
x = E(s, 4, at a, (s, 4 = 0, 
where &$/a, is the Jacobian. By a classical result, only the initial endpoint of 
a minimizing curve can be a conjugate point ([lo], Chapter 3). Let 
E, = 
I 
(So, x) : x = &(cx), 01), 2 (sl(ol), a) = 01, 
E, = {all irregular points not in E,}, 
Ei, = {x : (s, zc) E Et}, i- 1,2. 
The function+ in Section 2 is defined in the half-space H = (--co, T) x Rn. 
THEOREM 2. (a) E1 u Ez is a closed set. 
(b) 4 is of class C@) on H - (E1 u E,). 
(c) For each s and 0 > 0, mn-l+e(EI,) = 0, where ma is Hausdorff q-dimen- 
sional measure. 
(d) For each s and x E E,, there is a neighborhood U of x such that E,, n U 
is contained in a finite union of (n - I)-manifolds of class CT). 
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Proof. By the classical method of characteristics for the Hamilton- Jacobi 
equation, Er u E, can have no limit point (s, X) with s =: T. I f  (s, X) $ E, u E, , 
s <.z. T, then there exists 01~ such that 
and t(*, (~a) is the unique minimizing curve with initial point (s, x). For oc in 
some neighborhood of 01~ , the curves t(., a) form a field ([IO], Chapter 3) 
covering simply a neighborhood of this minimizing curve. For (s’, x’) near 
(s, x) any minimizing curve to’ with initial point (s’, x’) must have @‘(s’) 
near P(S). Hence ,$a’ must coincide with some [(a, a) of the field for s’ ,( t < T. 
Hence (s’, x’) $ E, u E, , which shows that El u E, is closed. Moreover, the 
method of characteristics shows that # is Cm) in a neighborhood of (s, x). 
This proves (a) and (b). 
Part (c) follows from known results (see [.5] and references cited there), 
applied to the mapping 01 ---f [(s, a). To prove (d), let 
J(s, 4 = JrW, &, 4, &, 41 dt + Q’(4. 
9 
(3.2) 
Consider the mapping r : R” x Rn + R”+l such that (for given s) 
q% 01’) = (&, a) - & 4, J(s, a> - J(s, 4). 
By differentiating (3.2) with respect to CQ and using (3.1) we find that 
a1 - = --L&, E(s, 4, &, 4) .g * aa, (3.3) 
Let (s, X) E E, . Then for distinct 01~ , CX~ , 
E(s, ao) = E(s, 4) = x 
J(s, a”) = I(& 4) = d(& 4, 
and a[/& f  0 at (s, 01~) (s, a$). I f  the differential dF has rank less than 
n + 1 at (01~) a;), then using (3.3) we find that 
which is impossible since the Legendre transformation is one-one. Thus dr 
has maximum rank n $- 1 at (01~ , CX~), which implies that near (cx,, , &) the set 
of (N, cy’) where r(~l, a’) = 0 is an (n - I)-manifold of class C(m). For each 
(s, X) E E, there are only finitely many such pairs (a0 , ai), since all minimizing 
extremals have uniformly bounded slopes on [s, T]. This proves (d). 
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Note. If F is of class C(k+2) and @ of class P+l), then 5 is Uk) and [5] 
n~~-~+~f~(E~~) = 0. If F and @ are real analytic, then any bounded subset of 
E,, has finite mn-l measure. 
The following lemma is useful in proving the main theorem in Section 5. 
Let us use the notation 
LEMMA. Let (s, x) be regular, and to the unique minimizing curve with initial 
point (s, x). Then given Y > 0 and 0 > 0 there exists 6 > 0 with the following 
pyop~ty: if II E II < y and J(E) < I(t”) + 6 then II E - to II < 0 ad 
f  / ( - j, j2 dt < 0. 
Proof. If for K = 1, 2,... 
tk(S) = x, 11 ‘ik 11 d y> 
;z J(tk) = J(d?, 
then I/ tk - 60 II+ 0 as k -+ 00. Otherwise there would exist a subsequence 
for which tk tends to a different minimizing extremal, contrary to the assump- 
tion that (s, X) is regular. This proves all but the last assertion. 
Let 1 L, I < N when / y I < Y. Then 
I L(t, 4, i, - L(t, to, s’,l < N II 5‘ - E” II, 
qt, P, i, - qt, to, @:o, 3 Lu(t, P”, P’o> * (6 - & + c II i -- P r, 
where c = &Z(k,)-l according to (2.2a). Moreover, since to is an extremal 
jTL, . (i - p) dt = L, * (t - to) IT - j”‘Lz . ([ - 6”) dt 
s s s 
from which 
for some Ki . From these inequalities we get 
J(5) - J($) > c jT I i - @ I2 dt - Gil 5 - P II s 
for some positive K, , from which the lemma follows. 
4. The Cauchy problem (1. lt)-( 1.29. Let us choose DE for E >> 0 such that 
tP is of class Par), / @ / ,( MO, I Qo6 / < No, the higher order partial 
505/5l3-8 
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derivatives are bounded by constants possibly depending on E, and G, Qr’ 
tend uniformly to @, D1: as E - O+. For instance, we can take Q6 1 @*he, 
where hc is a Ctco) approximate identity. 
The Cauchy problem (1.13-( 1.29 h as a solution@ which can be represented 
in terms of a stochastic variational problem corresponding to the one in 
Section 2, as follows. We consider n-dimensional stochastic processes 5 on 
the time interval [s, T] of the form 
where 7 is a process with sample paths of class C(i), v(s) = X, and w is an 
n-dimensional Brownian motion. Actually, we should write ((t, w), ~(t, w), 
w(t, w), where w belongs to some probability space Q; following custom 
we do not exhibit the dependence of processes on w. We require that [ be 
nonanticipative; this means that the random variables t(r) for r .< t are 
independent of Brownian increments for times > t. Instead of (2.3) we now 
seek to minimize 
(4-2) 
where E{ } denotes expected value. In fact, we shall restrict [ to be an 
n-dimensional Markov process on [s, T], starting at (s, X) such that 
q(t) = Y[t, &)I. (4.3) 
We require that YE V, where 0%’ is the class of P-valued functions on the 
strip [T,, , T] x R” which are bounded and satisfy for some positive M( = izlr) 
and a(= 01~~): 
/ Y(s, x’) - Y(s, x)1 < M 1 x’ - x j 
1 Y(s’, x) - Y(s, x)1 < M / s’ - s p 
for all s, s’ E [T, , T] and X, x’ E Rn. The minimum value of J(t) is the same 
in the wider class of nonanticipative 5 described above ([8], Theorem 3.1), 
but we do not use this fact here. 
Formulas (4.1) (4.3) are equivalent to the vector stochastic differential 
equation 
G(t) = Y(t, t(t)) dt + Ed+), s<t<T (4.4) 
with initial data t(s) = x. We seek to minimize J’(t) by suitable choice of the 
drift coefficient Y in (4.4). 
Let .9 denote the class of real-valued functions Ifi such that D# is bounded 
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and Holder continuous in the strip [7’s , T] x R”, where D# denotes $ or 
any of its partial derivatives J,!J~ , #,. , #,+, . Let 
and p, 7~ given by (4.3), (4.4) with Y = YE. We will show that the minimum 
is attained in the course of proving: 
THEOREM. (a) 4’ is the unique solution in F of the Cuuchy problem (1 .lE)- 
(1.2’). 
(b) YE minimizes (4.2), simultaneously for all (s, x) in the strip [T,, , T] x Rn. 
Proof. The proof of (a), (b) is similar to reasoning in ([6]; [S], Section 7). 
We first impose the constraint 1 Y(s, x)1 < Y and let 
ThenP is bounded and Lipschitz on [TO , T] x R” x (/ p 1 < C) for any C, 
and for suitable K, 
IF*‘1 <KY lF3cV I G KU + I P I)- 
Therefore, the Cauchy problem 
has a unique solution in s ([14], Th eorem 14). Let us show that 4,“’ and (br 
satisfy the same bounds (independent of E and I+) as in the proof of Theorem 1. 
By the reasoning there 
- (Mo +z (T - pb)) d Pls, -4 < W” - T,) + J4, . 
Let Y*(s, x) be the unique point in I y  I < T at which L(s, x, y) + y  . +F(s, x) 
is minimum. From (2.2a) and the fact that p E F, L, + +z satisfies a uniform 
Lipschitz condition in x and uniform Holder condition in s for / y  / < Y. 
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Then Y* E ?V ([a], Lemma 2.1). For any YE Oy, J’(t) = #(s, x) where # is 
the unique solution in 3 of the linear parabolic equation 
T,<s<T (4.6) 
with #(T, x) = G(X). From the maximum principle for parabolic equations 
it then follows at once that J’(t) > Qler(~, X) for all Y E % such that 1 Y 1 < r, 
with equality when Y = Y*. 
To estimate +Lr, consider X, x’ and let 
Y(s, -) = Y*(s, - + x - x’). 
I f  [* and 5’ are the solutions of (4.4) corresponding to Y* and Y with 
respective initial data 
t-*(s) = x, F(s) = x’, 
then 7j’ = j* and 
(‘(t) = t*(t) + x’ - x, s < t < ‘T, 
P(s, 4 = E ] j;W, E*, 7j*l dt + @[f*(T)1 1, 
+‘(s, 4 < E 1 j), 5’, $1 dt + @[5’(T)] 1. 
I f  we subtract and let x’ + X, then ([8], page 274) 
lim sup “r(” “) - P(s’ ‘) < E 
d-m Id--XI s 
’ j L,(t, [*, 7j*)I dt + No , 
d 
independent of Y and E. Just as in Section 2 there exists rr such that for, 
Y  > rr , #@ = 6 is a solution of (l.l#). Moreover, Y* = YG for Y  > r, . 
To prove (c), we note that p is of class C c3) since F is Cc3) and @ is Ctm). 
Take a/&vi in (1.13. Then 
The left side is the backward operator applied to $zi of the Markov process 5’ 
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determined through (4.4) by Ye and the initial data (s, x) [in the notation 
above, .$ * = p]. Hence 
where p(t) = &‘(t, e(t)). But p’(t) and q’(t) are dually related through the 
Legendre transformation. Hence 
L[t, P(t), q(t)1 = E,[4 5’(t), Pm 
for s < t < T, which proves (c). 
Note. P is the unique function in 3’ minimizing (4.2) simultaneously 
for all (s, x) in the strip. For if YE ??J is any such function, then 
$qs, 4 = 4’(s, 4 f or all (s, x). This implies that L(s, x, y) + .y + &s(s, x) is 
minimum at both Y(s, x) and Y<(s, x). Thus Y = YE. 
5. Main Theorem. Using the representation of $(s, x) as the minimum 
value of J(f) and of +(s, x) as that of J’(t), ‘t . I IS now rather easy to obtain the 
following result. 
THEOREM 4. AsE--+~+: 
(a) @(s, x) tends uniformly to +(s, x). 
(b) +z+, 4 tends to (b ( z s, x a every regular point (s, x). ) t 
Proof. We use the following observations. Given (s, x), let to minimize 
J(f), and e the Markov process at the end of Section 4 minimizing y(E). 
Consider the process [ given by 
s(t) = to”(t) + 4qt> - +)I, 
where in (4.4) we take Y(t) = p(t). Then 
$75 4 = JE(F) < JG). 
On the other hand, 
L?(t) = v(t) + 4+> - +>I, 
where with probability 1,~’ is a C(l) curve through (s, x) and hence 
w, 4 = J(P) e Jh’)* 
From (5.1) and (5.2), 
IV) - EJ(rl’) G 4% 4 - +(s,d 
G I%? - J(P). 
(5.1) 
(5.2) 
(5.3) 
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Now 
J’(E’> - EJW = E f [I@, 5’, ?j”) --. I@, ??‘, 7jc)] dt 
8 
+ @w(T)1 - @[Y(T)1 (Y 
I J’G?) - EJ(V)l d [NT - s) + NOI 4 w !I, 
where/1w/I=max{/w(t)l:s~t~~}and1L,I~N,whenever/yI~r,. 
Since E 11 w 11 < co, ]E(e) - EJ(q’) tends uniformly to 0 as E + Of. By 
similar reasoning the right side of (5.3) tends uniformly to 0 as E + Of. This 
proves (a). 
To prove (b), let (s, X) be regular. By (2.4), (2.5) and Theorem (3c), 
4zf(s, 4 - A&, 4 = E 1 j’ [L(t, E’, ?i’) - Lit> to, &I dt 
(5.4) 
Since J(qf) > J([O) and EJ(y’) tends to /(to), J(vf) tends to I([“) in prob- 
ability as E - O+. By the lemma in Section 3, 
II rl’ - to ,I + j’ I 7jc - t” I2 dt s 
tends to 0 in probability as E -+ O+. Moreover, 
II F - 7’11 = E il w  /I 
tends to 0 with probability 1. Therefore 
A,(t) = qt, E’, 7jf) - L(t, 5O, Bo, 
tends to 0 in probability for each t; and / A,(t)1 < 2iVr since j q’ 1 and 1 @ j 
are bounded by y1 (Sections 2,4). Since D2c tends to CD% uniformly, @,‘[p( T)] 
tends to Qz[f’(T)] in probability as E - O+. From (5.4) part (b) then follows. 
6. Uniqueness. Let us say that a generalized solution + of (l.l)-(1.2) 
has property 9 if there is a constant K such that 
f+ = 5% x + 0 - 29% 2) + d(S, x - 4 < K 
I 1 j2 T-s 
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for TO < s < T and every X, E E R”. Besides properties (l)-(4) of F in 
Section 2 let us also assume that, for i,j = l,..., n, 
IKizj I G C(IP 1). (5.5) 
Then one has the following uniqueness theorem. 
THEOREM (Kruzhkov [13]). The Cauchy problem (l.l)-(1.2) has at most 
one generalized solution with property 9. 
To show that there is such a generalized solution we prove: 
THEOREM 5. The function 4 in Theorem 1 has property 9. 
Proof. Following Kruzhkov [13], who considered F = F(p), it suffices 
to show that W = (T - s) +iizi is bounded above by some positive constant K. 
Now 
0= WS+$A,W+F;Wz+ -& + K 
For suitable a, b > 0, 
Y < (T - s) [a - b c (2)) < (T - ~)[a - b(4&1)21, j 3 
0 < WS+;A,W+F; Wz+(T-s)a+F+. 
Choose K such that, for T, < s < T, 
(T-s)2a+ W-bW2<0 if W>K. 
Then W < K. This follows from the maximum principle for parabolic 
equations, or from the following probabilistic argument. Suppose that 
W(s, x) > K. Now 
aW= W&A,W+F; W,, 
where a is the backward operator of the (strong) Markov process p with 
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drift coefficient YE = F, , starting at (s, x). Let T be the (random) time when 
first W(t, e(t)) = K. Then ([4], Chapter 13) 
O>EWIT=E [‘aWdt>O, 
a contradiction. 
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