Abstract. This paper studies the estimating parameter of a nonparametric regression model that consists of the function of independent variables and observation of dependent variables. The smoothing spline, penalized spline, and B-spline methods in a class of smoothing techniques are considered for estimating the unknown parameter on nonparametric regression model. These methods use a smoothing parameter to control the smoothing performance on data set by using a cross-validation method. We also compare these methods by fitting a nonparametric regression model on simulation data and real data. The nonlinear model is a simulation data which is generated in two different models in terms of mathematical function based on statistical distribution. According to the results, the smoothing spline, the penalized spline, and the B-spline methods have a good performance to fit nonlinear data by considering the hypothesis testing of biased estimator. However the penalized spline method shows the minimum mean square errors on two models. As real data, we use the data from a light detection and ranging (LIDAR) experiment that contained the range distance travelled before the light as an independent variable and the logarithm of the ratio of received light from two laser sources as a dependent variable. From the mean square errors of fitting data, the penalized spline again shows the minimum values.
Introduction
In statistical modelling, regression analysis is a statistical process for estimating parameters of the relationships between dependent and independent variables in terms of a regression function. However, regression analysis requires an assumption of the underlying regression function to be met. If an inappropriate assumption is used, it is possible to produce misleading results. To overcome this problem, the nonparametric regression is a choice to analyze data when the data are not meeting the assumption of regression analysis. The nonparametric regression is an alternative way for looking at scatter diagram smoothing to depict the relationship between dependent and independent variables. The single independent variable is called scatterplot smoothing it can be used to enhance the visual appearance to help our eyes pick out the trend in the plot.
The smoothing technique is a part of a method to estimate unknown parameters (trend or smoothing estimators) of nonparametric regression models. There are many popular smoothing techniques such as the smoothing spline [1, 2] , the penalized spline [3] , and the B-spline [4] . The estimating parameters of these methods depend on the smoothing parameter which is controlled the trade-off between fidelity to the data and roughness of function. Smoothing Spline (SS) is a technique that estimates the natural polynomial spline by minimizing the penalized sum of squares based on a smoothing parameter. The penalized Spline (PS) smoother is approximated by minimizing the truncated power function on a low rank thin-plate spline depended on the smoothing parameter. The concept of the B-spline is similar to the smoothing spline and penalized spline. This requires the piecewise constant Bspline that can be obtained from truncated counterparts by differencing the B-spline function.
In this paper, we consider the nonparametric regression model in Section 2, and use the smoothing spline, penalized spline, and B-spline methods to estimate the unknown parameter of nonparametric regression model in Section 3. In Sections 4 and 5, we show the estimation of these methods for simulation data and real data. The conclusion is presented in Section 6.
The nonparametric regression model
The nonparametric regression model consists of the cubic spline of piecewise polynomials function based on a function of independent variables (S(x t )), error process (ε t ), and dependent variables (y t ) following
The error process is assumed to follow the normal distribution with mean zero and variance one.
Method of smoothing techniques
The following smoothing techniques show the process to estimate parameters based on nonparametric regression model.
Smoothing spline method
Wahba [1] defined the natural polynomial spline 
where S (m) (x t ) is the mth derivative of S(x) with respect to x.
Consider the simple nonparametric regression model, to estimateŜ(·) minimizes S (m)
where λ > 0 denotes a smoothing parameter. In this study, we emphasize m = 2 so-called the natural cubic spline which is commonly considered in the statistical literature [2] . The natural cubic spline is given the value and second derivatives at each knots y t as
Let S be the vector (S 1 , . . . , S n+3 )
T and let γ be the vector (γ 1 , . . . , γ n+3 )
T . The condition of natural cubic spline depends on two matrices Q and R below
where h t = x t+1 − x t , for t = 1, 2, . . . , n, then Q is a n × (n − 2) matrix. Matrix R is a symmetric (n − 2) × (n − 2) matrix with elements below
The matrix K can be decomposed by
The roughness penalty will satisfy
To illustrate, it can be written in matrix form introduced by [2] as residual sum of squares (RSS)
where ỹ = (y 1 , . . . , y n ) T and S = (S(x 1 ), . . . , S(x n )) T . Letting N be a matrix with N (i, j) = S j (x i ) and S = N β.
The roughness penalty term S 2 as Ω N in Eq. (5) to obtain
It therefore follows that Eq. (7) has a unique minimum, other smoothing spline estimator is obtained bŷ
In this paper, we also select the smoothing parameter using the method of generalized cross-validation (GCV) suggested by Wahba [5] and Craven and Wahba [6] . In practice, this step can be implemented by using the function of smooth.spline in the software R.
Penalized spline method
Eubank [7, 8] introduced the regression spline that the local neighbourhoods are specified by a group of locations:
in the range of interval [a, b] , where a = τ 0 < τ 1 < ... < τ K < τ K+1 < b. These locations are known as knots, and τ r , r = 1, 2, ..., K are called interior knots.
A regression spline can be constructed using the kth degree truncated power basis or called the B-spline basis with K knots τ 1 , τ 2 , ..., τ K :
where w k + denotes k-th power of the positive part of w where w + = max(0, w). The first (k + 1) basis functions of the truncated power basis Eq. (12) are polynomials of degree up to k, and the others are all the truncated power functions of degree k. A regression spline can be expressed as
where β 0 , β 1 , ..., β k+K are the unknown coefficients to be estimated by a suitable loss minimization.
The penalized spline is a method to estimate a unknown smooth function using the truncated power function [9] , and the penalized spline can be expressed as
where
and the (l, k) th entry of Ω is |τ 1 − τ k | 2m−1 and only the coefficient of |x t − τ k | 2m−1 are penalized so that a reasonably large order K can be used.
In this case, we focus m = 2, as the natural cubic spline, or called low-rank thin-plate spline which present of S(·) as
where θ = (α 0 , α 1 , β 1 , ..., β K ) T is the vector of regression coefficients, and τ 1 < τ 2 < ... < τ K are fixed knots. The number of knots, K can be selected using a cross-validation method or information theoretic methods (e.g., BIC or AIC).
This class of penalized spline smoothers (Ŝ(·)) may also be expressed aŝ
ε is a smoothing parameter. The penalized spline smoothers are estimated by using the SemiPar package in the software R.
B-spline method
B-splines are very interesting as a basic function for univariate independent variable of nonparametric regression function. De Boor [10] gave an algorithm to compute B-spline of lower degree on piece wise polynomials function.
The m th degree of B-spline function are evaluated from (m − 1) th degree as . . .
The B-splines estimators are approximated by least square problems aŝ
. . . The B-spline and penalties are studied by Eilers and Marx [4] that advocate the use of the equally spaced knots, instead of the order statistics of the independent variable. The B-spline coefficients can be estimated aŝ
where D is a banded matric which correspond to the difference penalty and denote by 
Simulation study
The nonlinear data of this study is simulated in two models for estimating the performance of smoothing techniques based on independent variables which are considered in the class of uniform distribution. These models in the process of construction a curve on mathematical function, that show the best fit to a series of data points. Figures 1 and 2 show the scatter plot of x t and y t on models 1 and 2 with 50, 100, 200, 300 sample sizes. 
The next step, the estimates of S(x t ) or calledŜ(x t ) are approximated from smoothing spline (SS), penalized spline (PS), and B-spline (BS) that used to compute the bias and MSE of S(x t ) following
The data are generated and repeated for fitting the model 500 times. A t-statistic is adopted to test that the mean of bias is equal the zero or called unbiased estimator. Tables 1 and 2 From Tables 1 and 2 , by observing the p-values, the SS, PS, and BS provide asymptotically unbiased estimates for estimating parameter of S(x t ) nearly for all sample sizes of two models. From the p-values for the two tables it is seen that are seen that the SS, PS, and BS of smoothing method have a good performance to fit data in a class of nonlinear data. From the histogram it is apparent that a standard deviation of relative biases increase with increasing sample sizes, so it makes the leptokurtic distribution. The average of MSE can answer the final question which smoothing method is the best estimator. Table 3 shows the average MSE for fitting 500 times on two models, and it can be seen that the PS method shows the minimum of average MSE for all sample sizes and models.
Application of real data
In this section, we consider the application of smoothing method based on SS, PS, and BS methods that we developed in the previous section. As the real data, we use the data frame which consists of 221 observations from a light detection and ranging (LIDAR) experiment. This data frame contains the range dis- tance travelled before the light is reflected back to its source and logarithm of the ratio of received light from two laser sources as shown in the plot in Fig. 9 .
After fitting the model, the estimating values play on a plot of light detection of ranging. It can be seen that the SS and PS interpolate in mass data more than the BS method that followed the MSE values such as SS = 0.006016, PS = 0.006010, and BS = 0.009288. The minimum of MSE is the PS which is closed the SS as the result on Table 3 .
Conclusion
In this section, we used the smoothing techniques of SS, PS, and BS methods based on nonparametric regression models. Through a Monte Carlo simulation study, we evaluated the smoothing estimator of SS, PS, and BS methods. For hypothesis testing based on the p-value, the fitting values supported the null value, and showed that the smoothing estimators work reasonably well for all methods, but the PS shows the minimum of average MSE.
