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Abstract In remote control systems, efficient representation of control signals is one of the crucial issues because of
bandwidth-limitedness of the communication channel, such as a wireless communication link, between the controller
and the controlled object. Recently, a new method based on compressed sensing has been proposed, in which control
signals are sparsely representation based on 1-2 optimization. There exist however so many methods other than
1-2 optimization for compressed sensing. In this study, we perform a comparative study of sparsity-promoting
methods in compressed sensing, and reveal their advantages and disadvantages by simulation in view of remote
control over rate-limited networks.
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の数（しばしば “0 ノルム” と呼ばれる）の最小化問題（これは
組み合わせ最適化であり，問題のサイズに対し，計算量が指数
的に増大する）を，欲張り法 [4], [7], [8] や凸緩和 [1], [2], [11] な
どの手法によって効率よく解くことにある．文献 [5], [6] では，
問題を 1-2 最適化問題として定式化し，その高速解法の一つ
である繰り返し縮小法 (Fast Iterative Shrinkage-Thresholding
Algorithm; FISTA) により，遠隔制御系における制御信号の効
率的なスパース表現の手法を提案している．本稿では，遠隔制
御の問題に対し，OMP (Orthogonal Matching Pursuit) [4], [8]
や CoSaMP (Compressive Sampling Matching Pursuit) [7]な






















supp(v) := {j : vj |= 0}








で表す．ここで σmax(Φ) は行列 Φ の最大特異値である．実数





−1, if x < 0,
(x)+ := max{x, 0}
と定義する．区間 [0, T ] (T > 0) 上の 実数値 Lebesgue 2乗可






で表し，ノルムを ‖f‖2 := 〈f, f〉1/2 で定義する．





x˙(t) = Ax(t) + bu(t),
y(t) = cx(t), x(0) = x0 ∈ Rν , t ∈ [0, T ],
(1)
ここで A ∈ Rν×ν , b, c ∈ Rν×1 とする．また，この系は漸近安
定，すなわち行列 A のすべての固有値の実部は負であると仮定
する．この制御対象に対し，次の追従問題を考える．すなわち，
時刻 t = 0 から t = T (T > 0) までの参照信号 {r(t)}t∈[0,T ]
が与えられたとき，
E(u) := ‖y − r‖22 = ‖Pu− r‖22 (2)
を小さくするような u ∈ L2[0, T ] を設計したい．
さらに，この制御系は，図 1 に示すような遠隔制御系である
と仮定する．すなわち，コントローラ K と制御対象 P とは，
通信路を介して情報がやり取りされる．ここで，制御信号 u は
次で定義される L2[0, T ] の部分空間 VM の元とする：
VM := span{ψm : m = −M, . . . ,M}.








図 1 において，Ψ は Fourier 展開係数ベクトル θ ∈ R2M+1 か




θmψm(t), t ∈ [0, T ]. (3)
さらに，参照信号 r も部分空間 VM の元，すなわち r ∈ VM と
仮定する．
次に (2) で定義される評価関数 E(u) を離散化するために，
まず，周波数 2ωM で信号 y と r をサンプリングする．すなわ
























〈φ1, ψ−M 〉 . . . 〈φ1, ψM 〉














































⎥⎥⎥⎥⎥⎦ ∈ {0, 1}
K×N ,
ここで i(1) < i(2) < · · · < i(K) は {1, 2, . . . , N} 上の一様分
布から生成される確率変数であり，
ei := [0, . . . , 0,
i
∨
1, 0, . . . , 0], i = 1, 2, . . . , N
である．このランダム行列 U を用いて，次の最適化によりス
Algorithm 1 OMP for sparse control vector θ
Require: α ∈ RK {observed vector}
Ensure: θ {sparse control vector}
θ[0] := 0, r[0] := α− Φθ[0], S[0] := supp{θ[0]} = ∅.
k := 0.
while ‖r[k]‖2 >  do







ej := ‖φjzj − r[k]‖22.
end for
Find a minimizer j0 ∈ S[k] such that ej0 <= ej , for all j ∈ S[k].
S[k + 1] := S[k] ∪ {j0}
θ[k + 1] := argmin
supp{θ}=S[k+1]
‖Gθ −α‖22.
r[k + 1] := α− Φθ[k + 1].
k := k + 1.
end while




‖θ‖0 subject to ‖Φθ −α‖2 <= 	.

















して知られている．(P0) を解くための OMP のアルゴリズム
をAlgorithm1に示す．また，最適ベクトル θ のスパースさ，
すなわち，‖θ‖0 が既知の場合は，圧縮センシングにおける制
限等長性 (Restricted Isometry Property, RIP) を巧みに使っ
て OMP を高速化させた CoSaMP (Compressive Sampling
Matching Pursuit) [7] と呼ばれるものも存在する．そのアルゴ
リズムは，参考文献 [7] を参照していただきたい．
3. 2 凸 緩 和 法
(P0) の最適化を解く別の方法として凸緩和法がある．凸緩
和法とは，(P0) の 0 ノルムの項を 1 ノルムで置き換える方
法である．すなわち，問題 (P0) は次の凸最適化 (P1) で近似
Algorithm 2 NESTA for sparse control vector θ
Require: α ∈ RK {observed vector}
Ensure: θ {sparse control vector}











‖α− Φq[k]‖2 − 1δ
}
.
Solve the following linear equation for η[k]:
(I + δλkΦ
Φ)η[k] = δλkΦα+ q[k].
Solve the following linear equation for ζ[k]:
(I + δλkΦ
Φ)ζ[k] = δλkΦα+ θ[0] + q[k].





w[k + 1] := satδ(θ[k + 1]).
v[k + 1] := 1
2k+4
w[k + 1] + v[k].
k := k + 1.
until |fδ(θ[k − 1])− fδ(θ[k − 2])| <= EPS or k >= MAXITER.




‖θ‖1 subject to ‖Φθ −α‖2 <= 	.
この最適化問題は，内点法など標準的な解法を用いても解くこ
とができるが，より高速な解法が知られており，特に Nesterov
の方法を用いたアルゴリズムである NESTA (Nesterov’s Algo-
rithm) [2] はよく知られた方法である．NESTA の特徴は，ま










θ2i , if |θi| < μ,




fδ(θ) subject to ‖Φθ −α‖2 <= 	.
なお，任意の θ ∈ RN に対して，δ → 0 のとき fδ(θ) → ‖θ‖1
となる．この近似問題 (P1)δ に対して，Nesterov の方法を用







θi, if |θi| < μ,
sgn(θi), otherwise.
ただし，[·]i はベクトルの第 i 要素を示す．なお，satδ(θ) は
fδ(θ) の勾配，すなわち satδ(θ) = ∇fδ(θ) である．NESTAの
アルゴリズムは，任意の初期値に対して，O(1/k2) の速さで
(P1)δ の最適解に収束することが知られている．




F (θ) = min
θ
‖Φθ −α‖22 + μ‖θ‖1.
Algorithm 3 FISTA for sparse control vector θ
Require: α ∈ RK {observed vector}
Ensure: θ {sparse control vector}







Φ(α− Φθ˜[k]) + θ˜[k]).











θ[k]− θ[k − 1]).
k := k + 1.
until |F (θ[k − 1])− F (θ[k − 2])| <= EPS or k >= MAXITER.
return θ = θ[k − 1].
この問題に対しても，高速繰り返し縮小法 (Fast Iterative
Shrinkage-Thresholding Algorithm, FISTA) [1]と呼ばれる高
速手法が提案され，これにより高速な数値計算が可能とな
る．FISTA のアルゴリズムを Algorithm3 に示す．ここで，
shrinkμ は
[shrinkμ(θ)]i := sgn(ηi)(|ηi| − λ/c)+
で定義される非線形関数である．条件 c >= ‖Φ‖2 が成り立つよ
うな c > 0 を選べば，上のアルゴリズムは任意の Φ と α に対
して収束し，limk→∞ θ[k] は (Q1) を最小化する最適解に一致















とする．周期 T は 2π とする．Fourier 基底 {ψm} の数は
N = 2M + 1 = 51 (M = 25) とし，参照信号を
r(t) = sin(5t) + cos(12.5t)
とする．
以上のもと，初期値 x0と行列 U をランダムに発生させ，100
回のシミュレーションを行なった．最適化問題 (P0) の解法と




ルが得られるのは FISTA, 計算時間が最も短いのが FISTA, 繰
り返しの回数の一番少ないのが OMP という結果が得られた．
表 1 最適化法の比較
method ‖Φθ −α‖2 ‖θ‖0 CPU time (sec) # of iteration
OMP 0.33068 6.66 0.026208 9.81
CoSaMP 1.454 5 0.056219 345.58
NESTA 0.62325 51 1.183 1000
FISTA 1.1084 3.79 0.0016118 17.59
なお，NESTA によって得られるベクトル θ がスパースでない
のは，1 ノルムを fδ で近似したからであり，0 に非常に近い
値は多い．しかし，それを得るには，打ち切りの操作が必要に
なる．また，FISTA は非常に早く，スパースな解も得られる
が，問題は，(Q1) の μ の値をどう決めるかである．もし，μ
の値が適切に定まるのなら，FISTA が遠隔制御系では最も良
い選択であるが，もし μ の値が不明ならば，OMP が一番良い
選択となる．
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