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Vorticity, Defects and Correlations in Active Turbulence
Sumesh P. Thampi, Ramin Golestanian, and Julia M. Yeomans
The Rudolf Peierls Centre for Theoretical Physics, 1 Keble Road, Oxford, OX1 3NP, UK
We describe a numerical investigation of a continuum model of an active nematic, concentrating
on the regime of active turbulence. Results are presented for the effect of three parameters, activity,
elastic constant and rotational diffusion constant, on the order parameter and flow fields. Defects and
distortions in the director field act as sources of vorticity, and thus vorticity is strongly correlated to
the director field. In particular the characteristic length of decay of vorticity and order parameter
correlations is controlled by the defect density. By contrast the decay of velocity correlations is
determined by a balance between activity and dissipation. We highlight the role of microscopic
flow generation mechanisms in determining the flow patterns and characteristic scales of active
turbulence and contrast the behaviour of extensile and contractile active nematics.
INTRODUCTION
Active systems produce their own energy and thus
operate out of thermodynamic equilibrium. Examples
include suspensions of microtubules and molecular mo-
tors, cellular and bacterial suspensions, vibrating granu-
lar rods, flocks of birds, and schools of fish [1–6]. In all
these systems, the motion is generated at the level of in-
dividual constituents but energetic, hydrodynamic or in-
telligent interactions then result in a collective dynamical
behaviour. In particular the spontaneous motion gener-
ated by a wide variety of dense active systems is highly
chaotic, consisting of fluid jets and swirls (see fig. 1). The
flow pattern visually resembles that of high Re number
turbulence and hence this state is often termed ‘active
turbulence’ [7]. It is not clear whether the similarities in
the turbulent states observed in active systems across a
wide range of length scales are superficial, or represent
underlying universal properties.
Many active systems have nematic symmetry and ex-
hibit orientational order, and concepts from liquid crys-
tal physics have been used to describe them. The equa-
tions of nematohydrodynamics have proved useful in pre-
dicting the occurrence of hydrodynamic instabilities [8–
12] and in simulating the turbulent flow behaviour [13–
15]. There is also increasing evidence that topological
defects and their dynamics play a role in active turbu-
lence [13, 14, 16]. Recent experiments using microtubule
bundles and kinesin molecular motors have demonstrated
the presence of topological defects in active systems [1].
Similar defects have also been observed in experiments
on living liquid crystals [17] and vibrating granular rods
[18] and in the simulations of self-propelling ellipsoidal
particles [19].
In this paper we report extensive simulations of active
nematics to investigate and characterise the flow field
and the order parameter field, and the coupling between
them. We find that two length scales are relevant. For ex-
tensile systems scaling arguments suggest that the length
describing the decay of velocity correlations results from
a balance between activity and dissipation. Correlation
functions of the director and vorticity fields have very
similar forms which correspond to a different length scale,
the defect spacing. We report different behviour for ex-
tensile and contractile systems, showing the sensitivity
of the active state to details of the coupling between the
director and flow fields.
In section 2 we summarise the theory of nematohy-
drodynamics and show that it can be extended to the ac-
tive case by including a simple, additional, dipolar source
term in the stress. Section 3 gives details of the numer-
ical approaches used to solve the equations of motion.
In Section 4 we give a qualitative account of the char-
acteristic features of active turbulence in extensile and
contractile systems explaining, in particular, how defects
are continually created, and subsequently annihilated, to
give a steady state with a finite defect density. Section 5
presents extensive quantitative results showing how the
magnitude and correlations of velocity, vorticity and the
order parameter field depend on model parameters. We
also measure the number of defects and their rate of cre-
ation and annihilation. In section 6 we show that an
analysis of the defect density and dynamics can be used
to relate the different scalings found in the numerics. We
also list open questions that warrant attention in the fu-
ture.
EQUATIONS OF MOTION
We first describe the hydrodynamic equations of mo-
tion of an active nematic system. This may be a dense
suspension of microtubule bundles and molecular motors
[1], or a dense suspension of bacteria [7], or a mixture
of bacteria and liquid crystal molecules [17]. Active sys-
tems with nematic symmetry, and density and momen-
tum as conserved variables, can be modelled using the
standard equations of nematohydrodynamics, modified
to incorporate an active term which produces flows in
response to gradients in orientational order [3, 8]. The
magnitude and direction of the orientational order is de-
scribed by a second rank tensor Q which is symmetric
(Qij = Qji) and traceless (Qii = 0). For uniaxial nemat-
ics Q = q
2
(3nn − I) where q is the largest eigenvalue of
2Q and is a measure of nematic degree of order, n is the
director field and I is the Identity tensor.
The nematohydrodynamic equations can be derived
using a Poisson bracket formalism or from linear irre-
versible thermodynamics with phenomenological models
assumed for the relation between fields and currents. The
resulting equations governing the evolution of the order
parameter Q and momentum ρu are [20, 21],
(∂t + uk∂k)Qij − Sij = ΓHij , (1)
ρ(∂t + uk∂k)ui = ∂jΠij ; ∂iui = 0. (2)
The generalised nonlinear advection term in eq. (1) is
Sij =(λEik +Ωik)(Qkj + δkj/3) + (Qik + δik/3)
(λEkj − Ωkj)− 2λ(Qij + δij/3)(Qkl∂kul)
where Eij = (∂iuj + ∂jui)/2 is the strain rate tensor
and Ωij = (∂jui − ∂iuj)/2 is the vorticity tensor. These
characterise the deformational and the rotational com-
ponents of the flow field respectively. We also define the
vorticity, ω = ∇× u which measures the rotation of the
fluid elements. It is related to the vorticity tensor by
ǫijkωk = −2Ωij where ǫ is the Levi-Civita symbol. We
will use vorticity extensively to characterise the flow field
in this paper.
The alignment parameter λ controls the degree of cou-
pling between the orientation field and velocity gradi-
ents [12, 21]. Mathematically λ determines the charac-
ter of the objective time derivative of Q. The values
λ = 1 and λ = −1 correspond to an upper and lower
convected derivative and λ = 0 corresponds to the coro-
tational derivative which is obtained as an average of the
lower and upper convected derivatives. On mapping to
the Leslie Erickson equation which describes the liquid
crystal dynamics in terms of the director field n only,
(3q + 4)λ/9q is the flow alignment parameter [11] which
determines whether the liquid crystal molecules (or here,
the active constituents) align or tumble in a shear flow.
In linear approximation, the relaxation of Q is driven
by the molecular field
Hij = − δF
δQij
+
δij
3
Tr
δF
δQkl
, (3)
defined as the variational derivative of a free energy func-
tional. H is also symmetric and traceless. The phe-
nomenological constant of proportionality, which corre-
sponds physically to the rotational diffusion coefficient,
is Γ. The Helmholtz free energy,
F = A
2
QijQji +
B
3
QijQjkQki +
C
4
(QijQji)
2
+
K
2
(∂kQij)
2, (4)
has a bulk contribution which is a truncated polynomial
expansion in invariants of Q [20, 21] and a term arising
from the gradients in Q. This free energy expression is
general in that it depends on gradients of the scalar order
parameter in addition to the gradients in the director ori-
entation. A,B and C are phenomenological coefficients
which are functions of concentration and temperature.
Here we use a single elastic constant (K) approximation.
In eq. (2) the total stress generating the hydrodynam-
ics includes:
1. The viscous stress,
Πviscousij = 2µEij , (5)
where µ is the Newtonian viscosity of the suspen-
sion.
2. The orientational elastic stresses of a passive liquid
crystal,
Πpassiveij = −Pδij + 2λ(Qij + δij/3)(QklHlk)
− λHik(Qkj + δkj/3)− λ(Qik + δik/3)Hkj
− ∂iQkl δF
δ∂jQlk
+QikHkj −HikQkj . (6)
As a result of this term the orientational order can
affect the flow field, an effect often referred to as the
’back-flow’. The back-flow can modify the director
dynamics, for example accelerating the defect an-
nihilation process [22] and affecting the motion of
active defects [16]. The term P = ρT − K
2
(∂kQij)
2
in eq. (6) is the modified bulk pressure.
3. The active stress,
Πactiveij = −ζQij , (7)
is introduced in [8]. This corresponds to a force
dipole, which is the leading order contribution of
activity to the stress. The strength of this term
is prescribed by the activity coefficient ζ, which is
+ve for extensile and -ve for contractile systems.
Gradients in Q thus produce a flow field, in addi-
tion that due to the passive stress terms, which is
the source of the hydrodynamic instability in active
nematics.
More details about this model and its application to
passive and active systems can be found in [11, 20, 21, 23–
29]. The nematic state has been shown to be unstable to
flow induced by the activity [8] and the perturbations of
the order parameter field that drive the instability have
been studied [10, 12]. The onset of activity driven flow
in a 1-D channel was analysed in [9] and the flow pat-
terns generated by the activity were studied numerically
[11, 29, 30]. The rheology of active materials has also
been addressed [28, 31]. The role of topological defects
in active systems has also attracted much attention re-
cently [13, 14, 16].
3FIG. 1. Fully developed active turbulent flow and director patterns from simulations of active nematics comparing an extensile
and contractile system for high and low values of activity coefficient, ζ. Streamlines and vorticity field, with red and blue
colouring corresponding to high +ve and −ve vorticity respectively are shown for (a) an extensile system with large activity
(ζ = 0.0125), (c) an extensile system with small activity (ζ = 0.001), (e) a contractile system with small activity (ζ = −0.001)
and (g) a contractile system with large activity (ζ = −0.0125). Vorticity is scaled with its absolute maximum value in each
panel. The corresponding director field and topological defects (+1/2, red; −1/2, blue), if present, are shown in panels (b),
(d), (f), (h). Panels (b) and (h) show the left bottom quarter of the domain of (a) and (g) respectively.
SIMULATIONS
The governing equations (1) and (2) form a coupled
system, and we use a hybrid numerical method to solve
them [11, 28, 29]. Instead of directly solving the mo-
mentum equation a lattice Boltzmann method is used to
determine the hydrodynamics. For the order parameter
evolution equation, we employ a method of lines where
all spatial derivatives are calculated using a finite differ-
ence approach. The resulting system of ordinary differen-
tial equations in time is solved using Euler’s integration
method [27, 31]. At every time step the order parame-
ter field obtained from the method of lines is an input
to the lattice Boltzmann simulations and then the veloc-
ity field obtained from the lattice Boltzmann is used in
the next time step of the method of lines for updating
Q. The computations are performed until a statistical
steady state is reached.
For the lattice Boltzmann simulations, we use aD3Q15
model where the space and time discretizations are cho-
sen as unity. Simulations are performed on a two dimen-
sional domain of size 400 × 400 with periodic boundary
conditions in all directions. The parameters used are
Γ = 0.34, A = 0.0, B = −0.3, C = 0.3, K = 0.02,
µ = 2/3 unless mentioned otherwise. We choose λ = 0.7
corresponding to aligning flows [12, 21]. All quantities are
reported in lattice Boltzmann units and depending upon
the system of interest, eg microtubule or bacterial sus-
pensions, appropriate conversion to physical units may
be performed [14, 25, 27].
ACTIVE TURBULENCE IN EXTENSILE AND
CONTRACTILE SYSTEMS
Here we give a qualitative description of active turbu-
lence, before presenting and discussing quantitative data
for the turbulent state.
Fig. 1 shows typical snapshots of fully developed tur-
bulent patterns for a two dimensional active nematic
comparing extensile and contractile stresses and high and
low values of the activity. For each set of parameters, the
flow field is represented by firstly the stream lines which
reveal the circulating patterns and secondly the colour-
shaded vorticity field which reveals the direction of rota-
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FIG. 2. Snap shots of defect dynamics in (a) an extensile system and (b) a contractile system. Some walls are indicated and
+ 1
2
and − 1
2
defects are highlighted as red and blue respectively. The past and future trajectories of the defects are shown
with continuous (yellow) and dashed (magenta) lines respectively. An example of (i) defect creation is labelled ‘A’, (ii) defects
moving along the walls is labelled ‘B’ and (iii) defect annihilation is labelled ‘C’.
tion. The flow fields are highly disordered in both the ex-
tensile and contractile cases, with characteristic swirling
patterns. The corresponding director fields are shown
in the second row. These also exhibit a high degree of
disorder although, for the parameters we use, the corre-
sponding passive liquid crystal is nematic (not shown).
Due to active stress, flow is generated in response to
distortions in the order parameter field. The flow further
disturbs the director field thus resulting in active tur-
bulence. Since the dominant instability and hence the
mechanism for flow generation is bend distortions of the
director field for extensile systems and splay distortions
for contractile systems [10, 12], both the flow and director
fields show qualitative differences in their structures.
In the transition to active turbulence, active nematic
regions develop walls, which are elongated distortions in
the director field. Correspondingly, the flow field also
exhibits elongated structures of vorticity (fig:1(c), 1(e)).
We shall call this active turbulence at ‘low activity’. In
low activity regime, the walls persist but are continuously
advected and deformed due to flow and flow gradients.
In contrast, at ‘high activity’ the walls are strongly
deformed by the flow generated by the activity. They
are unstable and give rise to the formation of pairs of
oppositely charged ± 1
2
defects. The defect formation is
driven by both elasticity and flow [15]. These topological
defects of charge ± 1
2
are distinguished by red and blue
colouring in the director field in fig. 1 (second row). As
a result of the stronger velocity fields and the defect for-
mation the vorticity structures in the flow field are also
more isotropic (fig:1(a), 1(g)) compared to those in the
low activity regime. Topological defects in active systems
have been observed in a variety of experimental systems
and simulation studies [1, 17, 19].
Details of defect dynamics for an extensile and a con-
tractile system are shown in fig. 2. Consider the extensile
system first (fig. 2(a)). Some of the walls are indicated
in the figure. The + 1
2
and − 1
2
defects are highlighted
with red and blue colour and their trajectories are also
shown. Yellow continuous lines are their past, and ma-
genta dashed lines their future paths. It is apparent that
the defects are formed in walls. They preferentially move
along the wall releasing the associated bend free energy.
During this motion, defects encounter oppositely charged
defects and annihilate, thus reinstating nematic regions.
All these events are illustrated in fig. 2(a) e.g.: a creation
event is labelled as ‘A’, defects moving along the walls as
‘B’ and a defect annihilation event as ‘C’. A similar snap-
shot of defect dynamics for a contractile system is shown
in fig. 2(b). Since the dominant mode of instability for a
contractile nematic is splay deformations in the director
field, the walls appear different in this case. As can be
seen in fig. 2(b) they form the borders of nematic regions
of different mean orientations. Again defects are formed
in the wall, and preferentially move along the wall. As in
the extensile case, they then encounter defects of opposite
charge and annihilate re-establishing nematic regions.
Since walls tend to be very long, more than one pair of
defects may be produced from a single wall, at the same
or different times. Defects tend to move along walls and
therefore are more likely to encounter defects of opposite
charge formed in the same wall and quickly annihilate
each other. Some of the defects escape from the walls.
The search for a defect of opposite sign is then two dimen-
sional and the defects’ lifetimes are considerably longer.
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FIG. 3. Correlation functions of velocity, v, order parameter, Q, and vorticity ω fields are shown for both extensile (continuous
line) and contractile (dashed line) systems. Panel (a) shows spatial and panel (b) shows time correlation functions. All
functions < · > are normalised. Also< Q : Q > is scaled in y to lie between 0 to 1. The x-axis is not scaled. Γ = 1 is used
in these simulations. The vorticity and order parameter correlations have a close association with similar decays and the same
characteristic length and time scales of decay for both extensile and contractile systems. The velocity correlation functions
correspond to different length and time scales.
RESULTS
Correlation functions
Vorticity quantifies the local rotation of the fluid
elements in a flow field. Many different active sys-
tems exhibit continually changing patterns of vorticity
[4, 7, 29, 32, 33] and it was suggested in [4, 7] that vortic-
ity might be helpful in characterising active turbulence.
Indeed vorticity is a fundamental concept in inertial tur-
bulence because regions of high vorticity are characteris-
tic features of turbulent flows. Here we argue that it is
also a key quantity in active turbulence, but for a differ-
ent reason.
In order to investigate and quantify the structure of
the flow and ordering, we plot spatial correlation func-
tions of the velocity, the vorticity and the order param-
eter field in fig. 3(a) and temporal correlations functions
of the same quantities in fig. 3(b). To allow an eas-
ier comparison the correlation functions are normalised
to unity (i.e, Cvv(R) = 〈v(R, t) · v(0, t)〉/〈v(0, t)2〉,
Cωω(R) = 〈ω(R, t) · ω(0, t)〉/〈ω(0, t)2〉) and the order
parameter correlation functions are further scaled to lie
between 0 and 1 (i.e, CQQ(R) =
(
〈Q(R, t) : Q(0, t)〉 −
〈Q(∞, t) : Q(0, t)〉
)
/
(〈Q(0, t)2〉 − 〈Q(∞, t) : Q(0, t)〉),
etc.). There is no scaling of the x-axis in any plot.
For each correlation function extensile and contractile
systems are compared. (Here, and throughout the pa-
per, we use continuous (dashed) lines to depict results
for extensile (contractile) systems.) The only difference
between the parameters for the extensile and contractile
simulations is the sign of the activity coefficient ζ. As
is clear from the figure, extensile and contractile systems
exhibit different characteristic length and time scales of
decay for all the quantities measured. This is not surpris-
ing considering that the dominant mechanisms for flow
generation vary between the two cases.
Note, however, that the director field and vorticity field
have a very similar dependence on R and t, whereas the
behaviour of the velocity correlations is quite different.
This close association between the order parameter and
the vorticity is seen for both the extensile and the con-
tractile simulations. This suggests that vorticity is a fun-
damental quantity in active turbulence, which is closely
related to the microstructure of the system. We shall
present more evidence for this assertion in section when
we find that the characteristic lengths associated with
the vorticity field and the order parameter field scale in
the same fashion with several system parameters.
The connection between vorticity and local order also
follows from the governing equations of motion. Gener-
ally active systems such as suspensions of microtubules
and molecular motors or bacteria operate at small, of-
ten negligible, Reynolds number indicating that these are
inertia-less systems and that diffusion of momentum is in-
stantaneous. In this limit, the Navier - Stokes equations
considerably simplify to obtain ∂jΠij = 0. Taking the
curl of this equation and substituting the expressions (5-
7) for the viscous, passive and active stresses, gives
µ∇2ω + ζ∇×∇ ·Q+∇×∇ ·ΠPassive(Q) = 0. (8)
This indicates that gradients inQ act as sources of vortic-
ity which diffuse in the system generating vorticity pat-
terns and thus it is reasonable to expect that vorticity
and order parameter fields may show a close association
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FIG. 4. Spatial correlations of I velocity, II vorticity, and III director fields for different values of activity coefficients of (a) an
extensile and (b) a contractile system; elastic constants for (c) an extensile and (d) a contractile system; rotational diffusion
constant for (e) an extensile and (f) contractile system. ζ = 0.01 is used in the simulations for rows (e) and (f). In each case
the correlation functions are normalised and the length R is scaled to give an optimum data collapse. The inset figures show
the unscaled functions.
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FIG. 5. (a) RMS velocity and (b) RMS vorticity of the active turbulent flow field as a function of the activity coefficient and
the elastic constant for both extensile and contractile systems.
in their behaviours.
Dependence on parameters
In the last section we showed that the decay of the
normalised correlation functions of the director field and
the vorticity are governed by the same length scale, but
that the velocity correlation function decays over a longer
length scale. We now show how the correlation functions
depend on three of the most important parameters of the
system, the activity coefficient ζ, the elastic constant K
and the rotational diffusion constant Γ . The results are
collected in fig. 4. The three columns of the figure show
Cvv(R), Cωω(R) and Cnn(R). (Note that we plot the
director correlation function, Cnn(R) = 〈n(R, t) ·n(0, t)〉
instead of that of the order parameter CQQ(R). Both
behave in the same fashion.)
The first two rows of the figure show how the corre-
lation functions depend on activity ζ for extensile and
contractile nematics respectively. Rows (c) & (d) show
results for the dependence on the elastic constant K and
the final rows on the diffusion constant Γ. In each case
the horizontal distance axis is scaled with the relevant
parameter to achieve optimal data collapse. The inset
in each figure shows the unscaled data. Since the dom-
inant hydrodynamic instability in contractile systems is
to splay configurations which yield lower velocities than
the bend configurations which occur more frequently in
extensile nematics[12] we have been able to cover a larger
range of activity and elastic coefficients in the contractile
systems.
The optimum scalings with respect to different param-
eters are based on visual observation of the best collapse
and the accuracy of the scaling exponent ∼ ±0.05. A
nearest rational number is always chosen for brevity of
discussion.
The resemblance between the second and third
columns of fig. 4 is immediately apparent, confirming the
similar behaviour of the vorticity and the order param-
eter correlations. As the latter two quantities scale in
the same way we shall just compare the scaling of the
velocity and director correlations (columns I and III) in
the following. The characteristic length for the director
field is ℓn ∼
√
K/ζ1/4 for both extensile and contractile
systems. The length scale ℓvel governing decay of ve-
locity correlations is independent of ζ for both extensile
and contractile nematics [4, 14, 34]. It scales as ∼ K
for extensile systems but we have not found any obvious
scaling behaviour for the contractile ones. None of the
correlation functions depend on Γ for either extensile or
contractile systems.
Note that in both extensile and contractile systems, ac-
tivity coefficients . 0.001 correspond to the low activity
regime. In this regime, no topological defects form yield-
ing elongational flow patterns that are visually different
to the high activity patterns (fig: 1). Thus the scalings
are expected to be different in the low activity regime as
is indeed seen in fig. 4. Similarly at sufficiently large val-
ues of Γ, the order parameter field relaxes fast and very
few defects have time to form in the walls. This again
results in elongated structures of both director and flow
fields similar to those formed in the low activity regime.
Due to this, only a small range of Γ could be scanned in
contractile systems.
We also plot the root mean square (RMS) value of the
velocity and vorticity as a function of ζ and K in fig. 5,
for both extensile and contractile systems. The RMS
velocity increases with ζ and K, with extensile systems
showing a stronger dependence than contractile systems.
The RMS vorticity increases with ζ but is insensitive to
changes in K for both extensile and contractile systems.
Since we saw in section that topological defects ap-
pear to be important in controlling active turbulence we
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defects n ∼ √ζ and (b) n ∼ 1/K for both extensile and contractile systems. This agrees with
the scalings observed for director correlation function. (c) Rate of creation and annihilation of defect pairs r ∼ |ζ|2 and (d)
r ∼ 1/K in both extensile and contractile systems.
next present numerical results for the number of defects
and their rate of formation and destruction. Since we
find only a weak dependence on Γ in these and previous
measurements, we exclude this parameter from further
discussion. In fig. 6(a)-(b) we plot the number of defects
as a function of activity and elasticity for extensile and
contractile systems finding
n ∼
√
ζ/K (9)
in both cases. At steady state the rate of creation and
the rate of annihilation of defects are equal. We report
this rate in fig. 6(c)-(d) giving a scaling with activity
and elasticity as r ∼ ζ2/K.
DISCUSSION
We now discuss the scaling behaviour of the different
dynamical variables and suggest a framework in which
they can be connected by considering the motion of de-
fects. We will first consider extensile nematics, and ar-
gue that ℓvel, the length scale of the velocity field, is
controlled by a balance between activity and dissipation,
whereas ℓn, the length scale of the order and the vorticity,
is set by the defect spacing.
Generalising an argument given in [14], we consider
the rate of energy input into the system by the active
stress and assume that this balances the viscous dissipa-
tion over a domain of size ℓvel. Using eqn. (2), we find a
scaling for the magnitude of the velocity
v ∼ ζℓvelq/µ. (10)
The results presented in fig. 6 show that the rate of cre-
ation of defects in active turbulence is ∼ ζ2/K. We esti-
mate the rate of annihilation of defect pairs of opposite
charge using simple kinetic theory arguments. If σ is the
scattering cross section for collisional events leading to
annihilation and n is the number density of defects, then
1/nσ is the mean free path and the rate of annihilation
∼ σvn2 where we have made the implicit assumption
that the defect and the fluid velocities scale in the same
way. At steady state the rate of generation and the rate
of annihilation of defects are equal and thus we obtain
ζ2
K
∼ σζℓvelqn
2
µ
⇒ ℓvel ∼ ζ
Kn2
, (11)
assuming that σ, µ and q are independent of K and
ζ. The data in fig. 6(a)-(b) indicates that n ∼ √ζ/K.
Therefore we expect
ℓvel ∼ K (12)
in agreement with the numerical results in figs. 4(a) and
4(c). Substituting the expression (12) back into eqn. (10),
gives v ∼ ζK, in agreement with the results for the RMS
velocity reported in fig. 5(a).
A second characteristic length in the system is that
which controls the decay of both the order parameter
field and the vorticity ℓn ∼
√
K/ζ1/4. Our results show
that the number of defects ∼ ζ1/2/K ∼ ℓ−2
n
, suggesting
that the decay of both the director field and the vorticity
is controlled by the distance between defects, and hence
that the defects are acting as sources of vorticity. The
magnitude of the vorticity, however, would be expected
to scale as a derivative of the velocity, ∼ v/ℓvel ∼ ζ, as
confirmed by the data in fig. 5(b). It is interesting to
9note that the length scale governing the hydrodynamic
instability ∼
√
K/ζ appears to be unrelated to the scales
ℓvel and ℓn measured in the fully developed turbulent
state [15].
Thus a simple scaling picture agrees well with the
numerical results for extensile nematics. This is not
the case for contractile systems where, for example, the
velocity-velocity correlation function does not show any
simple scaling with K. This may be because flow in con-
tractile systems is generated by both topological defects
which comprise predominantly bend distortions and by
the splay deformations which arise from hydrodynamic
instabilities. It may also be due to the shear thickening
known to occur in contractile systems which will intro-
duce a dependence of µ on activity.
Our numerical results suggest many avenues for fur-
ther research. For example, we lack a theory of why
defects are created at a rate ζ2/K or for the cross sec-
tion for defect annihilation. Moreover the mechanisms
whereby defects and distortions create vorticity in active
systems remain to be better understood. It will also be
interesting to obtain similar numerical results for other
systems which show active turbulence, for examples those
with polar symmetry or damped hydrodynamics, to iden-
tify which properties of the turbulent state are universal.
The extent to which the equations (1-7) are appropriate
to describe experiments on microtubules [1], which are
long elastic filaments, remains an open question.
In conclusion, we have performed numerical simula-
tions of active turbulence in extensile and contractile ne-
matics. We find that the same length scale is associated
with correlations of the order parameter field and of the
vorticity field. This suggests that defects and distortions
are acting as sources of vorticity, in agreement with vi-
sual inspection of the simulation results, and provides
evidence that vorticity is an important quantity in de-
scribing active turbulence [7].
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