Abstract. During the last years, cloud computing has been quickly adopted worldwide, and several solutions have emerged. Cloud computing is used to providing storage service, computing power and flexibility to end-users, in order to access data from anywhere at any time. Although, all benefits introduced by cloud computing, this technology still faces several challenges related to privacy, security, robustness, scalability and throughput. Many of these problems are due to the fact that traditional cloud computing is based on centralized servers, who are responsible for the management and storage all data. This paper proposes a P2P infrastructure as alternative platform for deploying cloud storage services. In particular, we are interested in exploring cloud computing for personal storage services.
Introduction
Cloud computing has become more and more popular every day, and many users and companies use these services to store their data or to get more computing power. According to M. Armbrust et al [1] , cloud computing refers to the applications delivery and services over the Internet, as well as the hardware and systems software in the datacenters that provide these services. From this definition we can deduce that cloud computing is a model that allows access to files, applications or services in a ubiquitous and pervasive way through network in order to share a set of configurable computing resources. These resources can be servers, storage, applications and services, which can be rapidly provisioned and released with a minimal effort in service management or interacting with the provider. Therefore, cloud computing provides the illusion of unlimited and on-demand scalability. Authors in [2] identify the following essential characteristics of a Cloud: on-demand self-service, network access, resource pooling, elasticity and measured service. Cloud computing refers to two very basic concepts: abstraction and virtualization [5] . Abstraction means that the implementation details of the system users and developers are abstracted. Thus, applications run on physical systems that are not specified, the files are stored in places where users do not know their actual location, the system can be managed via outsourcing, and clients can access to the system in a ubiquitous manner. On the other hand, resources of the systems are pooled and shared in a virtualized way. Regarding virtualization, Sosinsky, B. states in [5] that systems and storage can be provisioned as needed from a centralized, costs are assessed on a metered basis, multi-tenancy is enabled, and resources are scalable with agility.
Although cloud computing introduce several benefits such as massive computing power, storage capacity and great flexibility, cloud computing is facing challenges. Most traditional cloud computing systems are centralized and based on the client-server paradigm. A centralized structure introduces several drawbacks in cloud computing as storage dependence, privacy, scalability, privacy locally or connectivity. In this scenario, peer-to-peer (P2P) networks have emerged as a promising distributed information management platform. A P2P network is a distributed network formed by a group of nodes, which build a network abstraction on top of the physical network, known as an overlay network. In a P2P system each peer can take the role of both, a server and of a client at the same time. An important advantage of P2P networks is that all available resources such as processing, memory and bandwidth are provided by the peers. Therefore, when a new peer arrives to the P2P system the demand is increased, but the overall capacity too. This is not possible in a client server model with a fixed number of servers. P2P paradigm allows that a distributed platform distributes its load and duties on the participating peers. In this paper, we propose a general architecture for cloud computing services based on P2P networks. Main characteristic of this project is its qualified storage method based on reliability indices, which are totally transparent to the user as it is in the centralized cloud computing.
The rest of this paper is organized as follows. In Section 2, we introduce the main concepts related to cloud computing and peer-to-peer networks. We introduce our proposed in Section 3. Then, in section 4, we explain the implementation of our model and its evaluation. This paper concludes in Section 5.
Background
A distributed storage system is an infrastructure that allows to store files in nodes, which are connected through a computer network. These systems are characterized by their wide range of applications, that among most important are backup files, sharing of files in network and edition of documents from different locations. On the other hand, P2P paradigm has also been used to build distributed storage systems. The basic idea of distributed file system by P2P is that we can replicate our personal files and save these replicas in the shared spaces of other network users, as well as sharing of resources such as hard disk, processing via a P2P network and users' interconnection. Users must accept the pieces of files on their part of the network shared disk, file redundancy to have multiple backups and user registration. In this type of system, user can know where the files are stored. In contrast, a P2P storage system only supports flat namespaces, distributed file systems typically support hierarchical namespaces [3] . Cloud computing typically has been used as a storage system. Many specialists separate the cloud computing into two different models: service and development. A service model defines the level of abstraction at which a customer interfaces a cloud computing environment [4] , while a development model refers to the location and management of the cloud infrastructure. There are three types of service accepted and defined, which are the "Software as a Service" (SaaS) model, the "Platform as a Service" (PaaS) model, and the "Infrastructure as a Service" (IaaS) model. SaaS is an entire operating environment with applications, management and user interfaces. In this model, the application is given by the client through a small user interface, which could be a web browser, and the clients has an absolute responsibility to manage their files only. The entire application is the responsibility of the supplier [5] and the Cloud customer has no control over this infrastructure. A PaaS Cloud provides virtual machines, operating systems, application services, development frameworks, transactions and control structures for applications developed by the Cloud customer. In this model, the users or customers can develop their applications within the cloud infrastructure or use their applications scheduled. The service provider manages the cloud infrastructure, operating system, software or enabling [5] . However, the customers are responsible for the installation and maintenance of the applications they are developing. Finally, an IaaS Cloud provides fundamental computing capabilities such as virtual machines, virtual storage, virtual infrastructure and other hardware analogy as a provision for customers. IaaS provider manages all infrastructure while the customer is responsible for the development aspects [4] , [5] . Respect to the development model we have the following types [5] : private, public, community and hybrid. Recently has emerged the P2P cloud concept, which combines cloud and P2P networks. This type of Cloud computing is based on a fully distributed Cloud architecture and can be useful for some usage scenarios. Authors in [4] state that a P2P Cloud allows organizations or even individual to build a computing infrastructure out of existing resources, which can be easily allocated among different tasks. Potential benefits of P2P Cloud computing have recognized during the last year and several related work have been proposed. Cloud@Home is presented in [6] , which is a hybrid system that combines characteristics from volunteer computer and cloud computing paradigms. Xu et al [8] propose another distributed P2P Cloud system which is designed to provide storage service only. An architecture and its prototype to provide an infrastructure and service through a P2P cloud are presented in [4] . Authors in [7] combine P2P and cloud computing to obtain a hybrid and distributed architecture for multimedia streaming service. This work is focused mainly to reach QoS requirements.
Proposed Model
This section introduces our model. We propose a distributed storage service that takes advantage of P2P networks in order to create a cloud based on this type of infrastructure, that is to say, stores files are decentralized and its location is completely transparent to the user. This proposal differs from traditional distributed file systems which are equally used to share resources, but they have a lower level of transparency, and users know about the file system. A P2P Cloud system consists of peers which contain the client application. Peers come together to share their available hard disk capacity in order to create a total storage space together. The contents are split and each of these fragments are distributed within the peers. If a content is not split, then it only is sent by the tracker to any of the nodes that is part of the cloud. Thus, a user can realize a replication of files within the cloud.
Reputation levels play an important role, because they allow the system to define the way how files are stored within the peers. When a tracker is created, it must contain the table of confidence (trust) levels which consists of an average of the levels of trust, dynamism and availability of each peer in the system. The tracker decides where to store the files according to the level of reputation of each peer. We exemplify this case as follows: if the peer P1 is level 5, then it can store its content on peers with same reputation level. In contrast, if P1 has a low reputation level its content is sent to peers with the same level of reputation. We use this strategy for the benefit of the cloud, and thus any type of contingency in the cloud as file access failure by peers with greater reliability. Figure 1 illustrates the tracker operation in the cloud. The tracker or server routes data and establishes communication between peers. These communications are based on the confidence level of each peer and contain the information required for each. Figure 2 shows how the peer P5 uploads a file to the cloud. We can see how the tracker is responsible for routing the file to a peer with the same level of reliability as P5. In this case tracker selects peers P3 to store the file of peer P5, because both peers have same level of reliability.
Fig. 1. Proposed P2P cloud model

Fig. 2. Operation example for storing a file
Implementation
We implement our model using different entities and addressing methods. These entities are peers, tracker and database, which are involved in the cloud storage system and interaction between them.
Peer. This application is hosted on each node in the P2P network, and is executed in each computer involved in the P2P cloud. Since a peer is an entity that receive and send files at the same time, we need to implement an application to perform these two tasks simultaneously. These tasks are realized through the peer application. Peer application also is responsible for monitoring each peer and reports its shared resources to tracker. Parameters to be monitored in each peer are its store capacity (trust), the number of disconnections during a day (availability), and its availability (number of storage requests that are rejected by a peer). These three metrics are averaged in order to obtain the reliability level in each peer. After all, reliability is the metric used by a tracker to route content between peers. Peer application is formed by two parts: a server and a client. Server part (server.c) always is listening in order to attend to other peers. In this case, to store files in the host computer. Our server application is composed by the following functions receive_file, exceed_client, send_file, reloj and create_directory. A flow diagram for our peer application (server side) is depicted in Figure 3 . On the other hand, client part realizes different functions such as uploading files, display files and exit. Additionally, client program is who communicates with tracker in order to report all information about this computer in the cloud system. Client application (client.c) is composed by the following functions: send_direction, send_file, notify_output, tie_file_location, download_file. Figure 4 shows how these functions work in the client application.
Fig. 3. Flow diagram for Peer application
Fig. 4. Flow diagram for Client application
Tracker is responsible for system initialization. This application establishes the communications among peers. Tracker application also manipulates the database, in which the reports generated by each peer and its contents are registered. It is important to note that the tracker is not a storage server, so the tracker never manage files. Tracker only redirects the contents received from a peer to another depending on levels of reliability of each peers. However, tracker offers localization transparency to all users in the systems. In this way, a peer sends its content to tracker, whom decides in which peer will be placed this content. This location is transparent for the requesting peer. When a requesting peer whishes recovery its content, it is requested via the tracker. Then, content is be addressed from the host peer to the requested peer. To allocate contents, the tracker queries the levels of dynamism, reliability and availability of each peer in the database and calculates an average integer value. The addressing is realized as follows. If a peer P1 wishes to store a file in the cloud, it must submit a request to tracker, which selects the host peer. Peer P1 can receive an IP address to upload its file to the host peer by itself, or the file can be addressed by the tracker directly. Different host peers can have the same availability level. In this case, tracker selects peer with the largest storage space. Tracker application is composed by the following functions: receive, exceed_client, reply_peer, reloj, tie_file_location, peer_space, dynamicity, file_list. Flow diagram for tracker application (tracker.c) is shown in figure 5 .
Fig. 5. Flow diagram for Tracker application
Database, is designed to register and control all information received by the tracker from the peers. The database in this cloud system is based on a relational model. In its design we consider three entities: reputation metrics, peers and files. Data recorded and monitored for each peer are: physic address, IP address, date and time of the last connection, available space in disk, number of rejections, availability, dynamicity, true and reliability. Data recorded for each file are its name, size and location. Files are localized using the peer's physical address. Relational model is useful to maintain a right relationship between file, proprietary and storage place.
Conclusions
During the last years the centralized cloud computing have evolved to a federated approach. In this scenario, P2P networks emerged as an ideal infrastructure to deploy cloud computing in the future. This paper proposes and implements a P2P cloud model considering different approaches such as reputation and collaborative storage. Compared with other storage models such as cloud storage based on client-server, distributed storage or P2P distributed storage, our proposed model offers different benefits such as scalability, confidentiality, file sharing, data replication, data management, quality of service, decentralization, and transparency. However, unlike the P2P distributed storage, our proposed model does not offer file fragmentation. We plan to integrate fragmentation and a distributed tracker in our model as future work.
