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Einleitung 
Es ist wohl bekannt, daß man sehr starke Bedingungen über die struk-
turellen Eigenschaften der interpolierten Funktion fordern muß, um die Kon-
vergenz der Folge der aeqtridistanten Lagrangesehen Interpolation (in den 
Folgenden mit a. L. 1. gekürzt) zu sichern. Das berühmte Bernsteinsehe 
Gegenbeispiel [1] zeigt, daß im .AJlgemeinen auch kein Lokalisationssatz (im 
Riemannsehen Sinne) bei aequidistanter Grundpunktfolge (in den Folgen-
den: a. G. p. f.) gelten kann. 
Die aequidistante Interpolationsfolge ist aber ein in der numerischen Praxis 
sehr oft gebrauchtes Näherungsverfahren und eben deswegen ist es 'wichtig, 
daß wir untersuchen: 'welche Eigenschaften der Bernsteinschen Funktion die 
Divergenzenscheinungen beim obenerwähuten Beispiel zustande kommen lassen. 
Die Antwort werden wir (huch einen positiven Satz ergeben. Wir werden 
nämlich beweisen, daß ein Lokalisationssatz (im verallgemeinerten Sinne) 
doch auch bei a. L. 1. gültig ist, welcher sich aber nicht auf Punkte, sondern 
auf Intervalle bezieht, und zwar auf solche Intervalle - und das ist das Wesen 
der obenerwähntenAntwort -,die das Zentrum des Grundintervalles als Halbie-
l'lll1gspunkt besitzen. 
In dieser Arbeit betrachten wir die a. G. p. f. des Intervalles [-1, 1J : 
') 
x~:n) = - 1 + -~k; k = 0, 1,2, ... ,n; n = 1,2, . . . (0.1) 
n 
da der allgemeine Fall (huch eine lineare Transformation in den obigen speziel-
len Fall leicht überführbar ist. Die Grundfunktionen werden wir mit z't)(x) 
bezeic~nen : 
W n (x) 11 
W ll (x) = II (x - Xkn») • (0.2) 
k=O 
Neben der Lebesgueschen Funktion /l 11(x) des Verfahrens ist es zweckmäßig. 
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auch die äußere und innere Lebesguesche Funktion "1~\:r; 15) A~)(x; 15) 
- (s. [2]) - in einer Form adaptiert zum Verfahren - einzuführen: 
n 
.!111 (x) = 2' l~~) (x) ; 
k=O 
l~') (x) 
1. §. Einige Hilfssätze über die Lebesgueschen Funktionen. 
Die unten folgenden Hilfssätze geben das Wesentliehe. 
Hilfssatz LI. Es gilt bei a. G. p. f. folgende Abschätzung: 




Beweis: Es sei der (obere) Index n fixiert und bezeichnen wir den (unteren) 
Index des ersten, bzw. letzten Grundpunktes, welcher noch in den Intervall 
(-lxl_15;:x +0) fällt, mit 
1* + 1 = 1* (n) -1- 1 bzw. 1** - 1 =-= 1** (n) - 1 ; (1.2) 
es sei weiter ob ne Beschränkung der Allgemeinheit, da alles symmetrisch 
um das Zentrum liegt -
(1.3) 
So 
/l~f) (x; 15) = . O)n (x) (1.4) 
11 
Für die Funktion: O)n (x) ! = I1 ! X - xI,X); kann man z. B. durch Auf-
k=l 
spaltung der Faktoren in zwei :NIengen eine Abschätzung geben. Der ersten 
)lenge gehören die Grundpunkte an, für welche I X~I1) I < I X;~l ! . Zu die-
sen Plmkten angehörige Faktoren werden vergrößert, falls x durch X~I1) ersetzt 
wird, da nach (1.3) x < 0 ist. Bei der Rest-Menge werden wir die Faktoren 
(es gibt aus solchen eine gerade Zahl) paaren, und zwar den zum Grund-
punktindex 1*-p gehörigen mit dem zum Index 1**+ p gehörigen. Die Fak-
torenpaare werden durch die Verkleinerung des ! x i vergrößert, da die Summe 
der Faktoren jedes Paares unverändert bleibt, ihre Differenz aber kleiner 
wird, weswegen ihr Produkt größer wird. Bei dieser Menge wird also x mit 





2tl+l. (n - 2 s -1) . (s + I)! (1~-=~ 1) ! 
nn+l 
(1.5) 
Die Summe in (1.4) wird so abgeschätzt: es güt für alle in Frage kommenden k: 
1 
1 1 
-- ----<- . 
• x -. xj,n): - Ö 
---- ist leicht angebbar, und so 
(J) I (x<ri) , 
: n k ' 
Es ist aber 
und 






1* <- es 
= 2 
1 ')Tl -'-1 ( ') I 1) ( .L 1) I ( 1)' tl 11 (äl (x' ö) < _. ~' n - ... s ., S I : n - s - _ .. ~_ = 
tl' /) nll+12tl-1 . (1* - 1) ! (n - 1*) ! 
4 n-2s-1 
Ö n 
(s + 1) ! (n - s - 1) ! 
(l* - 1) ! (n - 1*) ! (loH) 
Wir müssen jetzt bedenken, daß s> [* und so n - s - 1 < n - 1* 
ist, also 
4 (n - 2 s - 1) (s + 1) .!l~) (x ; ö) < - . ..o..-. ___ -'--'--c-......!..... 
Ö n 
1* (1* + 1)(1* + 2) ... [1* + (s - 1* - 1)] . s 
(n - s) (n - s + 1) (Tl - S + 2) ... (n - 1*) 
5 Pcriodica Polytt!'('hnicu )1 I .~. 
(1.12) 
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Wir führen die Bezeichnung s -1* + 1 = a. ein. Es gilt also 
auch, da - 2 s +~L<~_+ 1)_ < s denn 
n 
l* 1* + 1 
n-s n-s+I 
n 
s < 2 und die Folge 
s 
n -1* 











1 + 1- -l* 
n 
1- 'x < ----,-"---
1+'xi+ Ö 
n 2 n5>. 2 n n , 
a=-2-'-n-(s-I*+I» u s= ·s·_< (I-x), 2' n 2 - 2 
und deshalb 
'L z. b. w·. 
Wir brauchen eine Abschätzung yon ~1(~) auch im Falle 6 = O. 
Hilfssatz 1.2. Es gilt bei a. G. p. f. die Abschätzung: 







Beweis: Wir behalten die Bezeichnungen und die Voraussetzung x < 0 
des yorigen Hilfssatzes ; ,~ir können daneben voraussetzen, daß 
(1.19 ) 
ist, da beim Fall x = X;~l die Gleichung (1.18) bzw. ~t(~) (x, 0) = 1 selbst-
verständlich ist. Die Abschätzungen folgen denselben Weg, wie früher, doch 
- da wir für : cun(x) I eine schärfere brauchen - werden wir erstens das Inter-
vall [xs ; X s 1] auf n gleiche Teile schneiden: 
2 2 
X _L W ./ x<' X ..L (1O..L 1) 0< W = 10 (n) < n, ~ 5 I n2 ' ,~ ~. 'S I 1 n2 (1.20) 
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und die Faktoren iX-xs!; ix-xs-i-l - und darum auch Ix-xn- s 1-
extra schätzen; zweitens müssen wir auch ! l(~) (x) I extra abschätzen. Bei 
diesem letzten benützen wir die Ungleichung 
d l~n) (x) < 0, 
dx 
falls (1.21 ) 
welche - zusammen mit der trivialen Identität: l(~\xs) = 1 - die Schätzung 
(1.22) 
mitzieht. (1.21) folgt leicht aus den Ungleichungen 
(1.23) 
da d z<~) (x) im Intervall [XS-l; xS-i-d nur eine Wurzel haben kann, was 
dx 
wir schnell bei diesem Polynom (n -l)-ten Grades nachzählen können. Die 
zweite Ungleichung in (1.23) ist trivial, die erste aber läßt sich folgenderweise 
einsehen: 
- 4 
(J)n (xs -li) • > w" (xs +1]) .' falls Xs < 0 und 0 < r7 < - , 
n 
(1,24) 
was man nach geeigneter Gruppierung der Faktoren - ebenso wie in (1.5) -
verifizieren kann. Dann aher 
(1.25 ) 
also 
d . /(n) (x 17) - [(ni (x - 17) -~-lin) (X) 0:=0:, = lim __ s _o_s ___ . s s_."" < 0, w. z. b. w. 
d x - Ti~O 2 'fJ 
(1.26) 
i Ü)n (x) i seIhst läßt sich wie folgt abschätzen: 
11 ---)'+(n-H')~' Tl ~.u-+(tC Tl -2s--~ [ 2 ') 1 S I [ ') 7~1 n n~ ."=1 I n 1)- . -(n-2s-1+,u)+ 2 J [2 . n 2 n 
(n - 1(' 1)...:::'... (n ') 1 \ J ,- 2 
n
2 f \" n 
5* 
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2 2rl+1 rl-2s-2 [ n - W J 5" w...L 1 '} 
. -2 (n - W) :::;;: rl+1 II V + '--- . II .u + --'- . 




, n - w I 2'1+1 W + 1 5 [l' W j' ( W +, 1)] Ä),--,:::;;:, II v-- v+·_,' . 
n , nrl -r1 n v=1 n, n .. 
rl-S ( W') 2rl+l S I' 1) II-S 211+1 II ,Il - - < rl.,.1 II l' l ' + -, II .u < e rlH S ! (n - S) ! , 
,"=5+1 n n ,'=1 n /<=5+1 n 
daiIl/l1 - ~,') (V 
v=11 n, und II 11 ---
W + 11'] I!-S (' W I mit allen ihren Faktoren 
n /1=5.,.1 n 
wachsen, falls n yerkleinert, und daneben 
Bei der Abschätzung yon 
I s~...L .z, I 1 
\ ~o : k:-S I 'O)~ (xd: ,x - x" ! (1.29) 
gebrauchen wir die - auch schon yorher benützte - Tatsache, daß dier zweite 
Summand sicher kleiner als dt'r erste ist. Man berücksichtigt auch die Un-
gleichungen 
1 1 <~~: ... ; __ 1 <~.~; ... 
2 2 x - .\'s-q q 2 
n 
< 
x - Xs-1 2 x - XS-2 
(1.30) 
sonst aber ebenso yerrichtend, WIe früher, folgt die Ungleichung: 
1 n nl! < .ln(s+l) , '-'--
2 21l - 1 (s-1)!(n-s-l-1)! :X-XI,: 
(1.31) 
V/ir brauchen aber eine schärfere Abschätzung und dazu muß man beach-
ten, daß 
s-1 (' 11 ) I-ix 
-,----< 1 , 
n-s 2 s-11+ix 
(1.32) 
\ 
n\ = \' n ') (s - 1) (s - 2) < \' n ) 1 - : x ' )2 
S - 3/ s - 1 (n - s + 2) (11 - S + 3) s -1 1 + : x (1.33) 
u. s. f. 
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(. n) (" n ") \1 1 - ! x l ",q-l . ß-q <s-1 1+!x, , ... (1.34) 
also, falls I x i o ist: 
s-1 1 n n" S 1 ("_I __ i_X-,--)k-l < 
",' < ~ 
C:o ! w' (Xk)!! x - Xl; I "2 2"-1 ~~ I)! (n - s + I)! k=l k 1 . x 
n"+
1
. 1 ! X I ") x 
< ___ - I X _' _. -ln _1--,--,-_-,"" 
2" (s - I)! (n - S + I)! 2' x i (1.35) 
und danach 
4 e ( 1 + 1 x ~) In 1 . I X 
I_Ix 2i x 
:. I 
(1.36) 
Im Falle x = 0 ist die Abschätzung (1.31) in Größenordnung nicht ver-
schärfbar. 
Wenn man die Schätzung der ersten bzw. zweiten Summanden von (1.29) 
zerlegt, kann der Hilfssatz folgende Form bekommen: 
Hilfssatz 1.3. Es gelten die folgenden _;\hschätzungen : . 
a) Im Falle 
x< 0 : -:5,' i l~l) (x) 
k;4f>:s;;x 
b) Im Falle 
1 X Cl (x) In ---'--'---'-
2x i ; i~l) (x); = Oixi l: ) 
(1.37) 
x> 0: .::z ! [k") (x) : = 0 x (.:); ",' : 19l) (x) . = O!x (1). (1.38) 
!~; x~~) ~-lx! . k; xk")?;X 
Wir beachten, daß - und es ist leicht einzusehen mit Hilfe des soge-
nannten Integralkriteriums - die Abschätztmgen des Hilfssatzes 1.2 bzw. 1.3 
in Größenordnung nicht verschärfbar sind, diejenige des Hilfssatzes 1.1 kann 
.11
man doch mit einem Faktor ,falls x = 0, bzw. , falls x -:::/= 0 verbessern, 
Tl n 2 
1 
wenn man die bessere Abschätzung von : OJ n : bzw. r ---,- in (1.11) berück-
i (On 1 
sichtigt: 
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HilJssatz 1.4. Es gilt 
(1.39) 
2. §. Die Lokalisationssätze bei a. L. I. 
Dem Lokalisatiomsatz werden wir zwei verschiedene Formen geben: 
eine schwächere, die aber gut brauchbar und leicht überblickbar ist, und eine 
schärfere. Es sei also J(x) eine in [-1, 1] definierte und beschränkte Funktion 
und g(x)EC [-1, 1] eine andere, zu welcher geordnete a. L. I.-Folge in [a, ß] c 
[-1,1] gleichmäßig nach g(x) konvergiert, gemmer: 
() L (ö>'. u) , ( ) . g x - n tx, 10 <c" x =>-0, a (2.1) 
und daneben 
f(x) =g(x), falls -a<x<a, (2.2) 
wo wir die zur g(x) geordnete a. L. I.-Folge mit V~) (x ; g) bezeichnet haben: 
(2.3) 
(2.4/a) Es,bezeichne weiter F bzw. G die Supremum von !f(x)i bzw. jg(x)j 
in [-1, 1J. 
Satz 2.1. Wir benützen die obigen Bezeichnungen (unten (2.1)-(2,4/a) 
und - falls [a, ß] c (-a, a) ist - auch die folgende: 
, 1 ' , ' 6 0 
o=min{(a+a); (a-ß)}; q=q(O;x)=' "--;-, ';.-) - (2.4) 
\,l+:x:+O 
Wir beweisen die folgenden positiven Tatsachen über die zur J(x) geordnete 
a. L. I.-Folge : 
a) falls [a, ß] c (-a, a) ist, dann gilt in a:S;:: x:::;, ß : 
if(x) - L~ä) (x ; f) i < cn (x) + CG + F) . 0 [: . qn j ; (2.5) 
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b) falls a < -a, bzw. ß > a und die Differenz [f(x) -g(x)] in x =-a 
bzw. x = a stetig ist, dann gilt noch 
if(-a) -V~) (-a; f)! = 0(1) bzw. lf(a) -V~)(a; f)i = 0(1); (2.6) 
c) fallsendlich - ohne Rücksicht auf g(x) - f(x) im Punkte x = 0 
(2.7Ja) eine Dini-Lipschitzsche Bedingung erfüllt, dann gilt 
f(O) - V~j(O ; f) = 0(1). (2.7) 
Beweis: Die Langrangesehe Interpolationsoperation ist linear, also 
: f(x) - L(~) (x ; f)! < I f(x) - g(x) i + ! g(x) - L(~) (x ; g) i + (2.8) 
+ I V n ) (x; f-g)i· 
Hier ist nur die Abschätzung des dritten Summand nicht trivial; nach (2.2) 
gilt aber: 
, L~ ) (x ; f - g) (2.9) 
also im Falle a) 
. L~) (x;f - g) . < (F + G) A~a) (x; b) , (2.10) 
da jetzl: xE [-a + b; a - b], und nach (2.4Ja) 
lf(x<;» -g(x(;»! < F + G; k = 0, 1,2, ... , n; n = 1,2,... (2.11) 
ist. In den anderen zwei Fällen müssen wir nur die Grenzpunkte berücksichtigen, 
denn - falls x ein innerer Punkt des in Frage kommenden Intervalles ist -
man das Intervall [- I x I; I x I] wie Intervall [a, ß] ansehen kann. Die Fälle 
a < -a, bzw. ß > a sind ja in Hinsicht des Beweises cquivalent, also berück-
sichtigen wir den Fall, wenn a < -a und f - g im Punkte x = -a stetig ist. 
Aus dieser letzten Bedingung folgt, daß es für jedes c >0 ein fl = fl(c) gibt, 
so daß 
f(x) - g (x); < c, Lts - a - fl x:S;: - a, (a > 0) (2.12) 
da liach (2.2): f(-a) - g(-a) = 0 ist. Wir benützen daneben Hilfssatz 1.3 
und 1.4 
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iJ(-a) - L,//)(-a;j)i:::;: { I" (~ 
k 
i k -a, _ e + e --- n --- -t-, lm) ( ) , < [1 4 1 + all + a'l ' 
l- a 2a 
+ (F + G) rO! : q1) + 0 (:)J < 12 e, w. z. b. w. (2.13) 
Beim Beweis von (2.7) können ",ir das Resultat des Hilfssatzes 1.2 nur 
teilweise benützen, teilweise müssen wir aber einige Abschätzungen aus ihm 
weiterbauen. Wir bemerken vorerst, dass ,,,ir nur eine gerade Anzahl der Grund-
punkte zu bemerken müssen, da übrigens x = 0 ein Gnmdpunkt ist. Es sei 
also n = 2m - 1. Jetzt gilt: 
: xm- s : 
(1)/1 (0) : 
2s+ 1 
2m-l 
und nach Bedingung (2.7ja) 
1 [(2m I)!!]2 
2m -1 -(2-;;;-_I)2m-l ; (2.14) 
. = 1 + 2 (~-=----.!) : s > 0 bzw. 1. 
I X m+s 2 m _ 1 . - . (2.15) 
falls 1 e < Xm±s < E .c:~ - (2.16) 
2 
ist. Sodann 





I x),/l)! >, 
k="o 
(2.17) 
Bei der Abschätzung des zweiten Summanden letzter Ungleichung kann man 
(1.39) vom Hilfssatz 1.4 leicht benützen. Der erste Summand soll aber nach 
(1.34) und (2.14) so abgeschätzt werden: 
I [m/2] (2 I)2m-l [(2 1) 11 ]2 :::;: 0 (1) . 2 Y e~+-n _ m_=-__ . - ~-=- _._. - . 
\ ~o 22m- 1 (2 m - 1) ! (2 m - I)2m-l 
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__ 1 __ . 2m-l ln_1 2m-l +1 1.=0(1)+0(1)_q[(2m-l)!l)2 
2m-12s 1 2s+1 I 2-m- 1 .(2m-l)! 
[mj2] 1 2m 1 
. "')' (2m_-=-I) ____ • In-1 - -
~ m,s 2s 1 2s+1 (2,18) 
Bei der letzten Summe soll man einerseits von 0 bis r m
l
;''] - M" (wo 0 <1' < 1 
beliebig ist) andererseits von rml~"J bis [; 1 J1I zu addieren. Im ersten 
Teil braucht man folgende Ungleichungen: 
2m-l In- 1 --_._ .. 
2s + 1 
_12m - 1 /" Cl (v) . In --. --;--- -- <........ -- , 2Im~~ I + 1 --- In m 






"Y--.- < C~ (IJ) . In m 
~2s+1-- (2.21) 
wo C1('II); C2(IJ) u. s. f. VOll m unabhängige Größen bedeutell. Im zweiten 
Teil der Summe benützt man, daß 
und 
In-l 2m - 1 
2s + 1 
1 1 1 In 2 ; -------. <---- < _=_ 
? '1 -- u 1(, 
_ S ,- in " I m 
(2.22) 
~ (2m;-1)<j2m-l)!... ~~ ____ ._1 __ <':: (2m-I)! (~I-m"(2.23) 
s=M,. m. m . s=M,. I-L- m. m- . -..;;;. m.l - , ( _ 1)' ..:... ( s ) S , ( 1) , ? 
. I m. 
(~i) = (2:;;-1). (m - 1) (m - 2) = (2n;;:;-l) . __ -c:-I __ -=- = (2m,;l) . 
(m + 1) (m + 2) m + 
m-2 m-I 
______ } _______ ._. < (2m-I) ___ 1_. 
(1 + 3 ) II + 3) m (1 + ~J' 2 ; ••• m-2 m-I . m 
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m-q m - (q-1) 
q -q (' 1 ')-m~~ = I [-{,,1 ..L __ 1 ')-m1;rJmr \~l (~'l'-::.m" (1 + ---I < 1 + --f':-v', l I m1 "'.;", " <,2 
'. m m2 ~ 
falls q > M,,] . 
Also es gilt: 
:1(0) - L~i1) (O;f),::::,~ 0 (1) + 0 (1) [(2 m - 1)!!)2 . ~ - 1)~ f Cdv) . 
22m - 1 (2m-1)! m!(m-1)!tlnm 
In ') (' e )-m"\ Cdv)ln m + vi ,2 J = 0 (1) , (2.24) 
'und damit ist alles bewiesen, was behauptet war. 
Um jetzt diesem Satze eine andere Form zu geben, brauchen wir einen 
weiteren Hilfssatz. Es sei wieder f(x) eine in [-1, 1] definierte und beschränkte 
Funktion, .( P Tl (x)} eine sie geeignet approximierende Polynomfolge, wo der 
Index den Grad bezeichnet, und ATl(x) eine gerade monoton wachsende Funk-
tion von I x I bei fixierten n; eine monoton fallende Funktion von n bei fixier-
ten x, so daß 
(2.25) 
für jedes n und -1 < x < 1 gelte. 
Hilfssatz 2.2. Die obigen Bezeichnungen benützend, konvergiert nach 
J(z) die zur f(x) gehörige a. L. I.-Folge im Punkte x = ±z, falls 
f 
1 r 1 - x2 (1 - : Z ' )' z' l' 1 + • x, xi ]~ 
A x < 0 (1) . 'n 1-= z2 " 1 + z., . 1- i~'l) 2 
Tl () -1, 1 - x 2 I 1 - : z : )' Z (1 + i, x',:, ') x, l~ 0(1) , xTl --'- :: J2 . 
1 - Z2 \ l·L Z 1 - : X : I _ I. 
(2.26) 
Beweis: Wir werden wieder - ohne Beschränkung der Allgemeinheit -
_annehmen, daß z < 0 ist. Es sei also 
X s < z < X s+l; 1 s + 1 < l-n ; 1 1. (2.27) 
Wir brauchen einige Abschätzungen über die Größen (l<Z)(z) I. Für Il<~)(z) I 
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hatten wir schon eine Abschätzung unter (1.22); wir geben auch für Il~'21 (z) I 
eine: um das zu erreichen, werden wir Il~'2.1 (z)! mit 11~'2.1 (2 X s ..;-l - z) 
vergleichen, wo die letzte Größe nach (1.22) kleiner als 1 ist. Da z und i;, = 
= 2 Xs -1 - Z zu XS.,. 1 symmetrisch liegen, sollen wir nur I CUn(z) I und I CUn (~) ! 
miteinander vergleichen. Diese Produkte haben aber 2(s + 1) gleiche Faktor,~n. 
Es gilt also : 
_,('ln (z) " 
(l)n(') , 
n n n~ 
II z-x,.' Ilxs X,. 11 l' 
~~±: _~ __ ~ ____ < __ 1'~~:~~ ___________ ~ == ~~:=-~_ 
Tl :(-X,_. II Xs '-2- X," II }' 
1'=2S+'2 ,,'=2s-:-2 1'=S 
(n - s) (n - s-l) I 2) [2 '\ ,2 - n s. 2 - n (s - 1) 1 z 
----2--- 2---' < 4 (-I------ .. z·-·- 1 ' 
s (s 1) s·--(;+I) . 
n Tl 
(2.28) 
falls EchoD n (und damit auch s; z *- ...:... 1) genug groß ist, und danach: 
i':\(z) <4IJ+_,--~~)2: n>No( z); z <1. 11- 'z (2.29) 
Wir seben jetzt die Abschätzung von I [<~)(z):, falls k < s bzw. k > s + 2 
ist. Nach (1.27) bzw. nach (1.7) folgt, daß 
s 
1 s! (n-s)! 1 
2 k i <ek! (n--=k)! s-k' 
nn 2n -c1 
~ i(~) (z) <------·e ·s! (n-s)! 
, k , 2n k! (n _ k)! nn.,-l 2 
n n 
(230) 
ist. Da hier kund s Funktionen von n sind, werden wir diese Formel mit Hilfe 
2 
der Größen z und X = -1 + k ausdrücken. Dazu benützen wir die wohI-
n 
hekannte asymptotische Formel: 
F( m-'-! -(rn.,..l) lf'j-- e e - m + 1) = m ! = (m + 1) . 2 • e t 2 n el2 (m-'-l); 0< - < 1. (2.31) 
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( l)s-!.~( S I l)n-s++ 1 s..L~ ll~n) (z) I < 2 e s + . · n - T - = 2 e (~) . 2 • 
(k + l)k+t(n _ k + 1t-k+t .k T 1 . 
. ( 1 + [ z I ) lz I . ( 1 - i x I): X,]}: . 
l-!zl l+ i xl,._ 
(2.32) 
Wir benützen jetzt wieder die Linearität und die Polynomrekonstruk-
tionseigenschaft (ganz zum noten Grade) der Operation L(~) : 
If(z) - L(~) (z; f) I < If(z) - Pn(z)! + iV~) (z; f - Pn) I; (2.33) 
• 2. - = 0 (1) 
f 
1 - Z2 (1 + I Z I ) I Z i ( 1 - I x I ) I x I J!!. 2 
1-x2 1-[zl l+!xl n (2.34) 
bZ\v. 
1 
. dx::=;;: 0 (1) + 0 (1) n S xn dx = 0 (1) (2.35) 
o 
w.z.b.w. 
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Satz 2.3. Es sei f (x) eine in [ -1,1] definierte und beschränkte Funktion, 
zu welcher man eine Polynomfolge -) P n (x) } finden kann (P n (x) ein Polynom 
höchstens noten Grades ist), die wie folgt approximiert ({ sn} -+ 0): 
a i X - n X ,< Sn ---' , 2 ; ) 'f() P ()' 1 [1-X2 {1-i z i,);Z!1 1+,,!x,i)!Xi]!:! 
, , - n 1 - Z2 1 + i z ! 1 - ! xl _ (2.36) 
(2.37) 
Neben diesen Bedinglmgen konvergiert V~) (x; f) zu f (x) in [- ! z ;! z il : 
) 'f() L(ü) ( 'f) ./ C sn. a I Xo - n Xo , :'::::" s' , , _ n (2.38) 
I C . S [~- x~ P - i z l) Ix: • (1 + :, Xo 1 ) lXo!l~ 10 n 1 _ Z2 \ 1 + z 1 ' 1 - ! X o ! I 
+ 1bzw. 
C S , ~ 'n r 11 - ; Xo i )C: 11' n "" • " 
1 +; z 
(2.39) 
falls I Xo : < : z 
Dieser Satz ist eine leicht ... Folge des Hilfssatzes 2.2 bzw. 1.4. 
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Zusammenfassung 
In dieser _'hbeitet wird bewiesen, daß auch für aequidistante Lagrangesche Interpolations-
folgen ein Lokalisationssatz gültig ist, welcher aber nicht auf Punkte (d. h. nicht im Riemann-
sehen Sinne) sondern auf Intervalle sich bezieht, und zwar auf solche Intervalle, die das Zentrum 
des Illterpolationsintervalles als Halbierungspunkt besitzen. 
T. FREY, Budapest, Budafoki-ut 4-6. Ungarn. 
