The paper addresses the Multiplayer Multi-Armed Bandit (MMAB) problem, where M decision makers or players collaborate to maximize their cumulative reward. When several players select the same arm, a collision occurs and no reward is collected on this arm. Players involved in a collision are informed about this collision. We present DPE (Decentralized Parsimonious Exploration), a decentralized algorithm that achieves the same regret as that obtained by an optimal centralized algorithm. Our algorithm has better regret guarantees than the state-of-the-art algorithm SIC-MMAB [2] . As in SIC-MMAB, players communicate through collisions only. An additional important advantage of DPE is that it requires very little communication. Specifically, the expected number of rounds where players use collisions to communicate is finite.
The Multiplayer MAB problem
In MMAB problems, there are M independent decision makers. In each round, each decision maker selects an arm among the set K = {1, . . . , K}. K is known to the decision makers, but they do not necessarily know M . In round t, when arm k is selected, the potential collected reward is a random variable (independent of the rewards of the other arms) X k (t) with Bernoulli distribution with mean µ k . This reward is only collected by the decision maker if no other decision maker has selected k in round t. Assume without loss of generality that µ 1 > µ 2 > . . . > µ K , and that K > M (if K ≤ M , the problem just boils down to making sure that each is played -i.e., their expected rewards do not need to be learnt). We denote µ = (µ 1 , . . . , µ K ). When in round t, the decision maker i selects k, she observes (1) whether her decision collides with those of other decision makers, and (2) X k (t) in the absence of collision. This feedback scenario is referred to as collision sensing in [2] .
A policy π determines in each round which arm every decision maker will select. We are interested in distributed policies where each decision maker de-cides which arm to select independently. This choice depends on the available information to the decision maker: the past observed collisions and rewards. We denote by k π i (t) the arm selected by the decision maker i in round t. The optimal expected reward that can be collected in each round is M k=1 µ k (when the M best arms are played). Hence the regret up to round T of a policy π is defined as:
As in the classical bandit literature [7] , we say that a policy π is uniformly good if it regret satisfies R π (T ) = o(T α ) for all α > 0 for any possible µ. We know from [1] that any uniformly good policy π, centralized or not, satisfies:
where kl(a, b) denotes the KL divergence between two Bernoulli distributions of respective means a and b. This result is a simple extension of the classical result derived by Lai and Robbins in [7] . [1] also presents a centralized policy achieving the above asymptotic regret lower bound. In this paper, we present a decentralized policy also achieving this fundamental regret limit.
Decentralized Parsimonious Exploration
We present DPE (Decentralized Parsimonious Exploration), a simple policy that achieves the asymptotic fundamental regret limit (1) . The policy relies on the observation that in a MAB problem where the decision maker selects M arms in each round (a model referred to as MAB with multiple plays [1] ), an optimal algorithm consists in playing the (M − 1) best empirical arms and exploring using the remaining arm according to an optimal index policy, such as KL-UCB [6, 5] . This observation that such parsimonious exploration suffices was already made and exploited in [4] for the design of learning-to-rank algorithms. It is powerful in the design of decentralized MMAB algorithm: Indeed, it implies that the exploration can be only performed by a single player, the so-called leader; the other players, referred to as the followers, just need to play the best empirical arms greedily. To this aim, the leader just needs to inform the followers when the set of the M empirical arms changes -and it can be done using collisions as proposed in [2, 3] . Note however that the communication protocol used in [2] is complicated because players need to communicate their statistics of the arms. With the parsimonious exploration principle, the leader just needs to communicate the indexes of the best empirical arms.
Next we present DPE in detail, and explain its advantages over the SIC-MMAB algorithm.
Initialization phase
The first phase consists in coordinating the players. After this phase, a single player becomes the leader; this player is ranked first and is aware of this rank. The other players are followers and get to know their respective ranks 2, . . . , M . All players learn in passing the number of players M . After this phase they can coordinate and avoid collisions except if they need collisions to communicate. SIC-MMAB also starts with such an initialization phase; this phase has by design a fixed duration T 0 = ⌈K log(T )⌉, which implies in particular that its cost in terms of expected regret is KM log(T ). In contrast, the initialization phase in DPE has a random duration: it lasts until all the objectives of the phase have been reached. The expected duration of DPE initialization phase is finite, and hence just generates a constant expected regret.
DPE initialization phase consists of two sub-phases:
Orthogonalization. This first sub-phase aims at assigning in a distributed manner M different arms within {1, . . . , K − 1} to the various players. In this sub-phase, the players maintain an internal state with values in {0, 1 . . . , K − 1}: when the state is '0', it means that the player is not satisfied, and still needs to find a free arm. When the state is 'k', it means that the player manages to select arm k without collision, and she will keep this state until the end of the sub-phase. The sub-phase consists in a sequence of blocks of K + 1 rounds: in the first round of a block, players with state different than '0' select the arm corresponding to their state, and players with '0' state randomly select an arm in {0, 1 . . . , K − 1}. The K remaining rounds of the block are used to communicate the outcomes of the first round. This communication is done by selecting arm K and by observing collisions. More precisely, if a player is in state k = 0, then she selects arm k except in the k-th round where she selects K. If a player is in state '0', she selects arm K in the K rounds. Note that as long as there is a player in state '0', collisions are experienced by all players in the K last round of the block. Hence, all the players know that all players are satisfied when no collision is experienced in a block. When such a block occurs for the first time, the sub-phase terminates, and all players are aware of this termination. Further observe that the expected duration of this sub-phase is finite because it is obviously stochastically bounded by a geometric random variable (with mean that depends on K and M only).
Rank assignment. After the orthogonalization sub-phase, all the players have different states in {1, . . . , K − 1}. The rank assignment sub-phase consists of K − 1 blocks of K − 1 rounds. In the k-th block, should a player be in state k, she sequentially selects arms 1, 2, . . . , K − 1; a player with state j = k selects j in the K − 1 rounds. Note that for example, if no player has state 1, the first block will have no collision. When on the contrary, there is a player in state 1, all other players experience a single collision in the first block, and hence know that such a player exists. Thus after the K − 1 blocks, all players get to know (i) the number M of players, and (ii) the rank of their state (a player gets the rank 1 if no other player has a state smaller than hers).
The initialization phase has overall a finite expected duration, and we can hence ignore the regret it induces. Without loss of generality in the remaining of the paper, we assume that at the first round, all players have a known unique rank in {1, . . . , M }. The rank-1 player is the leader and the other players are followers.
Exploration-exploitation phase
In DPE, the leader is responsible for exploring and maintaining the set of the M empirical best arms. The latter set in round t is denoted by M(t). The leader explores using KL-UCB indexes and periodically plays all arms in M(t). The leader is also responsible for communicating to the followers when the set M(t) changes. To this aim, she leverages collisions in the same manner as in SIC-MMAB. Each time M(t) changes, a communication phase is initiated by the leader, and this phase lasts a finite number of rounds. The algorithm is designed so that the expected number of times M(t) changes is finite, see Lemma 3. Hence we can ignore the communication cost, as it is sub-logarithmic. The followers just play different arms from M(t). Note that the followers do not need to communicate anything to the leader; in particular, the rewards they collect is not taken into account by the leader. Each communication phase has a fixed and finite duration, and is known to all players -see Subsection 2.3 for detail. Hence without loss of generality, we ignore these periods of communication and we can assume that the leader communicates the new M(t) instantaneously whenever required. Communication phases do not impact the asymptotic regret of the algorithm.
The set of rounds is divided into blocks of M rounds. At the end of a block, the leader updates the empirical meansμ(t) = (μ 1 (t), . . . ,μ K (t)), the KL-UCB indexes b(t) = (b 1 (t), . . . , b K (t)) of the arms, and the set M(t). These variables are not updated within a block. Each block is designed so as (i) the leader gathers one sample of each of the (M − 1) best empirical arms, (ii) each follower selects each arm in M(t) once, and (iii) the leader explores only when the followers play the (M − 1) best empirical arms. Let us describe in more detail the DPE algorithm.
Leader. At the beginning of round t, if t = 0(mod M ), the leader updates the empirical meansμ(t) and the KL-UCB indexes b(t) of the arms. The KL-UCB index of arm k is defined for t ≥ 1 as:
where f (t) = log(t) + 4 log log(t) and where N k (t) denotes the number of times the leader has played arm k. The leader also updates M(t) the set of the M best empirical arms. This set is ordered: M(t) = {ℓ 1 (t), . . . , ℓ M (t)}. This order is arbitrary, but independent of the empirical means of the arms. In particular, the order is kept fixed even if the relative empirical means of the arms in M(t) evolve, so that the leader only needs to communicate to the followers when M(t) changes. Ordering M(t) is important to avoid collisions. In the following, we denote byM (t) the arm in M(t) with the smallest empirical mean.
If M(t) = M(t − 1), the leader communicates to the followers the identity of the arm leaving the set and that of the new arm that replaces it in M(t) (the rank of the new arm inherits that of the arm that left).
The sequential arm selections made by the leader are as follows. In round t, define m = [t(mod M )]+1. If ℓ m (t) =M (t), then the leader selects ρ(t) = ℓ m (t).
If ℓ m (t) =M (t), then with probability 1/2, the leader selects armM (t), and with probability 1/2, the leader plays an arm k /
should such an arm exists, and playsM (t) otherwise.
Followers. The followers just exploit the knowledge of the leader: they play greedily different arms of M(t). More precisely, the follower with rank i ∈ {2, . . . , M } plays in round t the arm ℓ mi (t) where m i = [(t + i)(mod M )] + 1.
The pseudo-code of the exploration-exploitation phase of the DPE algorithm is presented in Algorithm 1.
Algorithm 1: The DPE algorithm: Exploration-exploitation phase
Initialization: Set of best empirical arms M(0) = {1, 2, . . . , M } Leader.
Communication phases
When M(t) = M(t − 1) has changed, the leader communicates the new ordered set M(t) as follows. She uses M − 1 blocks of M + K + 1 rounds. The i-th block is designed to communicate with the follower with rank i + 1. For each block, the leader proceeds as follows. (i) In the first round, the leader selects the same arm as the follower to signal the beginning of the communication. (ii) the next M rounds are used to communicate the rank k in M(t) of the arm leaving M(t); this is done by only selecting the same arm as the follower in the k-th round. (iii) finally in a similar way, the leader uses the K remaining rounds to communicate the index of the arm entering M(t). The new arm added to M(t) enters at the rank of the arm that leaves the set. Importantly, the followers continue to play according to the explorationexploitation phase during the entire communication phase (until the leader has communicated to all followers). They change their selections only at the end of the communication phase. Note that since the followers know their rank, they know when the communication phase started and when it ends.
Regret Analysis
This section is devoted to the regret analysis of the DPE algorithm. We have: Theorem 1. For any µ, the regret of π =DPE satisfies:
.
To establish the result, we prove that the expected number of communication phases is finite. This is a consequence of Lemma 3. We also prove that the exploration-exploitation phase yields similar regret as the centralized KL-UCB algorithm, and hence minimizes the exploration of sub-optimal arms. The proof exploits the arguments used in [4] to establish a regret upper bound of a centralized algorithm for some MAB problems with multiple plays.
Preliminaries
In the proof of Theorem 1, we repeatedly use the following lemma. 
As a consequence,
In addition, we need some known results about the KL-UCB indexes. The following lemma is a direct consequence of Theorem 10 in [5] .
Lemma 2. Under the DPE algorithm, we have:
⌈(log(sM )+ 4 log(log(sM ))) log(sM )⌉e − log(sM)−4 log(log(sM)) ≤ 15.
Proof of Theorem 1
Let M * = {1, . . . , M } be the set of the M best arms. Further define δ 0 = min 1≤k≤K−1
as half of the minimum gap between the expected rewards of the arms. In what follows we choose 0 < δ < δ 0 .
We define the following sets of rounds: Proof. Let n ∈ A\(D ∪ E). We show that n ∈ G. Since n / ∈ D, ∀k ∈ M(n), we have |μ k (n) − µ k | < δ.
Moreover, n ∈ A. Hence there exists j ∈ M * \M(n) such that
Combining (2) and (3) 
The last two inequalities are due to our assumption that j ≥ M > k and δ < δ 0 . It implies |μ j (n) − µ j | ≥ δ and thus, n ∈ G. Therefore, A ∪ D ⊆ D ∪ E ∪ G.
Lemma 4. We have:
Proof. We upper bound each term.
Let us fix k ∈ {1, 2, . . . , K} and split D k into two sets,
To upper bound the expected cardinality of D k,1 , we apply Lemma 1 with H = D k,1 , c = 1/2 and for all s ≥ 1,
To upper bound the expected cardinality of D k,2 , observe that since the DPE algorithm operates by blocks of M rounds (i.e.,μ(t), b(t), and M(t) do not change over M consecutive rounds), when n ∈ D k,2 , there exists a round p such that |n − p| < M (p belongs to the same block as n) and such that p ∈ D k,1 .
(b) We show that E [|E|] < 15M . We apply Lemma 2 for each arm k ∈ {1, 2, . . . , M }, so n≥0 P [b k (n) < µ k ] ≤ 15. We simply deduce that:
Fix k ∈ M * , and let n ∈ G k . Since n / ∈ D, we have for all j ∈ M(n), |μ j (n) − µ j | < δ. Now let j * = max{j : j ∈ M(n)}. We have j * > M (since n ∈ A), which implies that:μ
The last inequality follows from the definition of δ < µM+1−µM
Combining (4) and (5), we get
where the last inequality stems from the fact that j * ∈ M(n). Observe then that such a round n, by the design of algorithm, arm k will be selected with probability at least 1/2K when ℓ m (n) =M (n) (exploration rounds). Next we split G k into the following two sets:
For the set G k,1 , we apply Lemma 1 with H = G k,1 , c = 1/2K and for all s ≥ 1,
Note that we have:
For the set G k,2 , again since the algorithm works in blocks, when n ∈ G k,2 , there exists a round p such that |n − p| < M (p belongs to same block as n) and such that p ∈ G Proof. Define the counter c(n) = n t=1 ½ {t∈C k } , which is the number of rounds in C k before round n and t 0 = (log T + 4 log(log T )) /kl (µ k + δ, µ M − δ). Define two subsets of C k as
We first show that C k ⊆ C k,1 ∪ C k,2 . Let n ∈ C k \(C k,1 ∪ C k,2 ). Since n / ∈ C k,2 ,
Then n / ∈ A implies that M * = M(n). Hence ρ(n) = k can only happen when b k (n) ≥μM (n) (n) =μ M (n).
Moreover, n / ∈ D implies thatμ
Finally n / ∈ C k,1 and δ < min 1≤k≤K−1
Combining the above arguments, we get:
The first inequality follows from (6); the second inequality stems from (7)-(8)-(9) and the fact that y → kl (x, y) is an increasing function when 0 < x < y < 1; the last inequality is obtained by definition of b k (n). Replacing t 0 by its value in the above inequality, we finally obtain:
Now observe that x → kl (x, y) is a decreasing function when 0 < x < y < 1. We conclude thatμ k (n) ≥ µ k + δ which contradicts the assumption that n / ∈ C k,1 . Hence, C k = C k,1 ∪ C k,2 .
To complete the proof of the lemma, we upper bound E [|C For E [|C k,2 |]: if n ∈ C k,2 , c(n) ≤ t 0 and c(n) is incremented by +1. Therefore, E [|C k,2 |] ≤ t 0 = log T + 4 log(log T ) kl (µ k + δ, µ M − δ) .
We have proved that:
Proof of Theorem 1. The regret can be bounded as follows:
The first term corresponds to an upper bound of the regret induced by communication rounds. Indeed, the number of rounds per communication phase is (M − 1)(M + K + 1) ≤ 2KM . In addition, note that the number of communication phases can be bounded as |{t ≥ 2 : M(t) = M(t − 1)}| ≤ 2 |A| .
Applying Lemmas 3 and 4, we get:
Hence, Lemma 5 yields: Thus:
The theorem is obtained by letting δ tend to 0.
