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Abstract
In this paper, we aim to improve the performance of semantic image segmen-
tation in a semi-supervised setting where training is performed with a reduced
set of annotated images and additional non-annotated images. We present a
method based on an ensemble of deep segmentation models. Models are trained
on subsets of the annotated data and use non-annotated images to exchange
information with each other, similar to co-training. Diversity across models is
enforced with the use of adversarial samples. We demonstrate the potential of
our method on two challenging image segmentation problems, and illustrate its
ability to share information between simultaneously trained models, while pre-
serving their diversity. Results indicate clear advantages in terms of performance
compared to recently proposed semi-supervised methods for segmentation.
Keywords: Deep learning, semi-supervised learning, ensemble learning,
co-training, image segmentation
1. Introduction
Semantic segmentation [1] is a fundamental problem in computer vision,
which requires assigning the proper category label to each pixel of a given image.
It plays a key role in applications of various domains, including image retrieval,
autonomous driving, video surveillance, remote sensing, robotics and biomedical
imaging. This task is particularly important for medical image analysis, where
it serves as a necessary pre-processing step for the assessment and treatment
planning of various medical conditions [2].
In recent years, supervised approaches, in particular those based on deep
learning, have shown tremendous potential for automated image segmentation.
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In such approaches, parametric models like fully-convolutional neural networks
(F-CNNs) [3] are trained with a large set of annotated images by minimizing
some loss function like cross-entropy or Dice loss [4]. In many cases, however, ob-
taining sufficient data for training can be challenging, and manually annotating
images can be a time consuming task [5]. This problem is even more significant
in medical imaging applications, where images are typically 3D volumes (e.g.,
MRI or CT scans), the regions to delineate have low contrast, and annotations
must be made by highly-trained experts. For challenging problems like infant
brain segmentation, obtaining reliable annotations for a single subject may take
a radiologist up to a week1 [6].
To alleviate the need for fully-annotated data, numerous works have focused
on developing weakly-supervised methods for segmentation. In such methods,
easier to obtain annotations like image-level tags [7, 8, 9, 10], bounding boxes
[11, 12] or scribbles [13] are used for training segmentation models, instead of
whole-image pixel labels. Multiple instance learning (MIL) [14] is a popular
technique for dealing with image tags, where images are considered as bags of
pixels / superpixels (i.e., instances) and positive examples for a given object of
interest (i.e., tag) are images for which at least one pixel / superpixel corresponds
to that object. MIL methods for segmentation typically rely on objectness
[15, 16, 17, 18, 19, 20], class-specific saliency and activation maps [21, 22, 23, 24],
or image-level constraints [9, 10] to obtain a prior on the presence or location
of objects in the image.
In various scenarios, weakly-supervised learning methods for segmentation
may not be suitable. For instance, adding bounding boxes or point annotations
can still be time-costly for 3D scans, which may contain over 100 separate images
(i.e., 2D slices). Likewise, image-level tags may not be useful in segmentation
tasks where one must separate a single region of interest (i.e., foreground) from
the background. In contrast, semi-supervised learning methods [25, 26, 27, 28,
29] seek to improve the training of segmentation models by leveraging unlabeled
images, in addition to labeled ones. Unlike weakly-supervised approaches, these
methods rely on intrinsic properties of the data distribution (or priors) which
are not specific to individual images. Semi-supervised methods for segmentation
include techniques based on self-training [25], model-based [30] or data-based
[31, 28] distillation , attention learning [27], adversarial learning [32, 33, 34, 35],
and manifold embedding [26].
Co-training is one of the most popular general-purpose techniques for semi-
supervised learning. This technique originally proposed by Blum and Mitchell
[36] is based on the idea that training examples can be described by two comple-
mentary (conditionally independent given the corresponding class labels) sets
of features, called views. Multi-view learning [37] extends this idea to multi-
ple complementary views. The general principle of this type of method is to
simultaneously train classifiers for each view, using the labeled data, such that
their predictions agree for unlabeled examples. Enforcing this agreement be-
1See http://iseg2017.web.unc.edu/reference/
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tween classifiers reduces the search space and thus helps find a model which will
generalize well to unseen data. While co-training and learning methods have
been used with great success in natural language processing [38, 39, 40], their
application to visual tasks has so far been limited [41]. One of the main rea-
sons for this is that such methods require complementary models to learn from
independent features. Although such independent features may be available in
specific scenarios (e.g., multiplanar images [28]), there is no effective way to con-
struct these sets from individual images. Recently, Qiao et al. proposed a deep
co-training method for semi-supervised image recognition [42]. The main inno-
vation of this work is to use adversarial examples, built from both labeled and
unlabeled images, for imposing diversity among the different classifiers. Specifi-
cally, during training, a classifier is encouraged to output predictions similar to
those of the other classifier for adversarial examples, hence classifiers will tend
to disagree for those examples.
Until now, deep co-training has been applied only to classification. In con-
trast, semantic segmentation is a more complex problem with a larger and struc-
tured output space. In this work we extend and adapt the co-training approach
for this task. The contributions of our work are as follows:
• We present a deep adversarial co-training method for semantic segmenta-
tion, extending the work of Qiao et al. to this more challenging problem.
To our knowledge, this is the first co-training method proposed for single-
image semantic segmentation.
• We show key differences between the application of deep co-training for
classification and segmentation, and explore the effect of adversarial train-
ing on the prediction diversity of segmentation models.
• We conduct a comprehensive set of experiments which demonstrate the
potential of co-training for segmenting different types of images. Our
experiments also analyze the impact of various elements of the method,
including the number of classifiers, the trade-off between model agreement
and diversity, and the generation of adversarial examples. We believe
these experiments can be of benefit to future investigations on co-training
methods for segmentation.
The rest of this paper is as follows. In the next section, we give a brief
summary of related literature, focusing on recently proposed methods for semi-
supervised segmentation. In Section 3, we present our deep adversarial co-
training approach for segmentation. We then evaluate our method on the tasks
of segmenting cardiac and spine structures in section 4. Finally, we conclude
with a summary of our contribution and results.
2. Related work
Semi-supervised learning has a long history in machine learning. The first
methods were proposed around 50 years ago for estimating mixture models [43,
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44]. Since then, many different approaches have been proposed. Here, we will
focus mostly on the most recent and promising methods for visual recognition
and, more specifically, semantic segmentation. For a complete review of semi-
supervised methods, see [45].
A quite simple, yet powerful approach for semi-supervised learning is to se-
lect the most likely label of the current model as ground truth for unsupervised
data. This is often referred to as pseudo-label [46] or entropy regularization
[47]. More sophisticated approaches make use of unlabeled samples, leveraging
the unsupervised representation of an autoencoder [48] or a variational autoen-
coder [49]. Another line of research for semi-supervised learning is based on
the idea that the pseudo-labeling can be improved and made more robust if
multiple models are used for generating the pseudo-labels [50, 51]. Regularizing
the learning with adversarial examples is also a promising technique. It consists
in generating samples that are adversarial to the model [52], i.e. samples that
the model cannot classify correctly, and adding them to the training data to
improve robustness. Recently, the generation of adversarial samples has been
applied to unlabeled samples, therefore extending their use to semi-supervised
learning with very promising results [53]. This technique has also been used
for co-training multiple classification models [42]. Our proposed method is
based on the last approach, but adapted to the more challenging task of semi-
supervised image segmentation. For an updated evaluation of state-of-the art
semi-supervised methods for image classification, see [54].
Semi-supervised learning has also been used for image segmentation [25, 26,
27, 28]. As for classification, the main idea of semi-supervised segmentation
methods is to propagate the labels of training samples to unlabeled images.
However, in the case of segmentation, the output is structured and therefore
methods based on local vicinity of the sample representation would not work.
A common approach is to use an iterative two steps procedure in which: i)
the unlabeled images are annotated considering the output of the segmentation
network as ground truth; ii) the network parameters are updated based on the
segmented (annotated) images [25]. A common problem of such approach is
that initial small errors might be propagated and amplified to unlabeled im-
ages, producing catastrophic results. Various approaches are used to avoid this
problem. For instance, model-based [30] and data-based [31, 28] distillation can
reduce the error propagation by aggregating the prediction of multiple teacher
models to train a student model [27]. Another approach proposed by Baur et al.
[26] embeds the network representation in a manifold, such that images having
similar characteristics are near to each other.
Methods based on generative adversarial networks (GANs) [55] have recently
shown promising results for semi-supervised segmentation [32, 33, 34, 35]. The
first approach using GANs for semantic segmentation was proposed by Luc
et al. [35] and extended to the semi-supervised case in [34]. In this work, a
discriminator network should distinguish between the segmentation of labeled
and unlabeled images. This forces the segmentation model to perform as well
on unlabeled images, in order to fool the discriminator. An improved strategy
is proposed by Hung et al. [33], where the discriminator is used to predict
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Figure 1: Overview of the deep co-training approach proposed for image segmentation (dual-
view setting). Two deep CNN models are trained simultaneously with different sets of labeled
images and a common set of unlabeled images. The loss function is composed of three terms:
Lsup, Lcot and Ldiv. Term Lsup ensures that network predictions for labeled examples are
consistent with ground truth segmentation masks; Lcot forces networks to agree with each
other for unlabeled examples; Ldiv imposes a network to agree with the predictions of the
other network’s adversarial examples.
areas of high confidence on unlabeled images. These areas are then used to
update the segmentation network. It is important to distinguish GAN models
from the use of adversarial examples [52]. While GAN models are based on the
simultaneous learning of two adversarial networks (the discriminator and the
generator), adversarial training proposes the generation of samples with subtle
modifications that can fool a learned model. Although GANs have already been
employed for improving semi-supervised approaches, adversarial samples have
not yet been applied to segmentation. In this paper, we show how to leverage
adversarial samples in semi-supervised segmentation by exploiting a co-training
procedure [42].
3. Methodology
3.1. Problem formulation
As a dense prediction problem with complex output space, semantic segmen-
tation is extremely challenging in a semi-supervised setting. In real-life appli-
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cations, particularly those related to medical imaging, such a setting is however
common since manual annotation is often an expensive and time-consuming
process. Consequently, only a small fraction of images in the dataset can have
full pixel-wise labels. The proposed method aims to exploit both labeled and
unlabeled images by using the general, yet powerful principle of multi-view co-
training.
We formalize the problem of image segmentation as follows. Given a set of
labeled data S = {(x1, y1), . . . , (xm, ym)}, each example comprised of an image
xi : Ω → F and corresponding ground truth segmentation mask y : Ω → C,
where Ω is the set of image pixels (or voxels in the 3D case), F the set of
pixel features (e.g., F = R for grey-scale images), and C the set of possible
labels. In a semi-supervised setting, we also have a set of n unlabeled images
U = {x1, . . . , xn}, with n  m, without ground truth labels. The goal is to
learn from D = S ∪ U a segmentation model f parametrized by θ, which maps
each pixel of an input image to its correct label.
3.2. Proposed approach
As in standard multi-view learning approaches, we train multiple models in
a collaborative manner and, once trained, combine their outputs to predict the
labels of new images. Motivated by the outstanding performance of deep con-
volutional network networks (CNNs) for various segmentation tasks [56, 57, 58],
we employ this type of model in the proposed approach. Specifically, we train
an ensemble of k segmentation networks f i(· ; θi), i = 1, . . . , k. We assume the
network uses a softmax function at each image pixel to compute label probabili-
ties, and denote as f ijc the probability of label c for pixel j, predicted by model i.
Without loss of generality, in what follows, we will consider a dual view setting
(i.e., k = 2) and describe how this setting can be naturally extended to multiple
views.
Following co-training methods for classification, we employ a loss function
composed of a weighted sum of three separate terms to train the ensemble’s
segmentation models (see Fig. 1):
L(θ; D) = Lsup(θ; S) + λcot Lcot(θ; U) + λdiv Ldiv(θ; D). (1)
The three loss terms are explained in following subsections.
3.2.1. Supervised loss
The first term, Lsup, is the supervised loss obtained from labeled examples.
It aggregates the loss computed separately for each model:
Lsup(θ; S) = L1sup(θ1; S1) + L2sup(θ2; S2). (2)
Here, labeled data subsets Si ⊂ S, i ∈ {1, 2} can differ across models to ensure
their diversity. While any segmentation loss can be considered, in this work, we
employed the well-known pixel-wise cross-entropy loss, defined as
Lisup(θi; Si) = E(x,y)∈Si
∑
j∈Ω
∑
c∈C
yjc log f
i
jc(x; θ
i)
 , (3)
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Figure 2: Illustration of the ensemble diversity strategy based on adversarial training. Ad-
versarial examples are generated from training images (black dots), for both models (red and
blue arrows). Each model is then forced to agree with the prediction of the other model for
its own adversarial examples (right-side image).
where yjc = 1 if the true label of pixel j is c, else yjc = 0 (i.e., one-hot la-
bel encoding). Supervised loss Lsup encourages models to output consistent
predictions with respect to their ground truth labels.
3.2.2. Ensemble agreement loss
In addition to exploiting labeled information, unlabeled image dataset U is
also used to guide the learning process. Based on the consensus principle [37],
we want the segmentation networks to output similar predictions for the same
unlabeled images. We argue that enforcing this agreement helps improve the
generalization of individual models by restricting their parameter search space
to cross-view consistent solutions. Toward this goal, we minimize the distance
between the class distributions predicted by different models. To make our
approach compatible with more than two views, we define the agreement loss
Lcot as the Jensen-Shannon divergence (JSD), which is the average Kullack-
Liebler divergence DKL between the prediction of each model f
i and their mean
prediction f :
Lcot(θ; U) = Ex∈U
[
DKL
(
f1(x; θ1) || f(x; θ)
)
+ DKL
(
f2(x; θ2) || f(x; θ)
)]
= Ex∈U
[
H
(
1
2 (f
1(x; θ1) + f2(x; θ2))
)
− 1
2
(
H(f1(x; θ1)) + H(f2(x; θ2))
)]
.
(4)
In this equation, H(·) corresponds to the Shannon entropy. Unlike KL diver-
gence, the JSD between different distributions is symmetric, and thus loss Lcot
considers the prediction of all models equally important when minimizing their
disagreement.
3.2.3. Diversity loss
A key principle of ensemble learning is having diversity between models in
the ensemble. If all models learn the same class distribution, then combining
their output will not be superior to individual model predictions. In co-training,
diversity is essential so that models can learn from one another during train-
ing. The standard approach for obtaining diversity is to have independent sets
of features (i.e., views), or generating them by splitting available features into
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complementary subsets. In deep CNN classification, however, the internal rep-
resentation of images is learned by the network during training, therefore such
standard approach cannot be applied. Instead, we define diversity based on
network output, and consider two models as different if they predict sufficiently
different segmentations for some given images.
Since models in the ensemble must agree for unlabeled images, and their pre-
diction on labeled images is constrained by ground-truth segmentation masks,
training images cannot be used directly to impose diversity. Instead, we use the
approach proposed by Qiao et al. for image classification [42], and augment the
dataset with adversarial examples generated from both labeled and unlabeled
data. Adversarial examples for a model are used to teach other models in the
ensemble. In the case of dual-view co-training, we define our diversity loss as
Ldiv(θ;D) = Ex∈D
[
H
(
f1(x; θ1), f2(g1(x); θ2)
)
+ H
(
f2(x; θ2), f1(g2(x); θ1)
)]
,
(5)
where H(·, ·) refers to cross-entropy and gi(x) is an adversarial example targeted
on model f i(·; θi), given input image x. As illustrated in Fig. 2, this loss function
encourages a model to be robust to the adversarial examples generated for the
other one, thereby avoiding the collapse of their decision boundary on each other
(i.e., the adversarial loss reaches its maximum value when the two networks are
identical).
The diversity imposed by the loss can also be motivated as follows. If exam-
ple g1(x) is adversarial for model 1, then we have that f1(x; θ1) 6= f1(g1(x); θ1).
Moreover, minimizing the first term of Eq. (5) will impose that f1(x; θ1) =
f2(g1(x); θ2). Last, combining both relations yields f1(g1(x); θ1) 6= f2(g1(x); θ2).
Applying the same idea for model 2, we conclude that models will disagree on
adversarial examples of each model. One should note, however, that the above
relations are not guaranteed to hold in practice (e.g., predictions can be very
similar but not equal). In our experiments, we show that differences mostly
occur on the boundary between different regions, which is where most segmen-
tation mistakes are made (see Fig. 9).
Adversarial examples are generated by adding small perturbations to in-
put images, so as to change the network’s prediction as much as possible. In
this work, we generate these examples using distinct schemes depending on the
source of the image x. If x is drawn from the unlabeled dataset U , we apply
the Virtual Adversarial Training (VAT) [59] method because no ground truth
is available. VAT optimizes local distribution smoothness (LDS) which mea-
sures the robustness of the model against virtual adversarial direction. Fol-
lowing VAT, we generate an adversarial example from training image x as
xadv = x+ radv, where
radv = arg max
r; ‖r‖2≤
DKL(f(x; θ) || f(x+ r; θ)). (6)
On the other hand, when x is drawn from the labeled set S, we instead apply
the Fast Gradient Sign Method (FGSM) since it can produce noise targeted
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to the ground truth, thus providing more valuable information. In this case,
adversarial examples xadv are generated with FGSM as
xadv = x +  · sign
(
∇xH(f(x; θ), y)
)
, (7)
where H is the cross-entropy loss used as in full supervision, and y is the true
label of x. This approach also constrains the magnitude of adversarial pertur-
bations using a predefined  parameter.
Algorithm 1: Deep Co-Training Segmentation (training)
Input: Labeled images S = {(x1, y1), . . . , (xm, ym)};
Input: Unlabeled images U = {x1, . . . , xn};
Input: Number of views k;
Output: Network parameters {θi}ki=1;
Initialize network parameters θi, i = 1, . . . , k;
for epoch = 1, . . . , Emax do
for iter = 1, . . . , Tmax do
Randomly choose two different networks θi1 and θi2 ;
Draw two batches Si1 , Si2 ⊂ S of b labeled images (x, y) (with
replacement);
Draw a single batch Ub ⊂ U of b unlabeled images x;
Compute adversarial examples gi1(x) for all x ∈ Si1 ∪ Ub, and
gi2(x) for all x ∈ Si2 ∪ Ub, using Eq. (6) or (7);
Let L = Lsup + λcot Lcot + λdiv Ldiv, as defined in Eq. (2)-(5),
using Sij for the supervised loss of model ij ;
Compute gradients w.r.t. L and update parameters θij , j = 1, 2,
using back-propagation;
Update learning rate and parameters λcot, λdiv as in Eq. (8);
return {θi}ki=1 ;
3.2.4. Training and testing process
The whole training process is summarized in Algorithm 1. The algorithm
takes as input labeled images S, unlabeled images U , and the number k of
segmentation models to train (views). It outputs the parameters of the k trained
models, i.e. {θi}ki=1. At every training epoch, the algorithm performs Tmax
mini-batch iterations to update the network parameters. In each iteration, we
randomly select a pair of networks to generate adversarial examples and compute
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the supervised, co-training and diversity loss functions. In practice, network
pairs are sampled such that all networks are updated at each dk/2e iterations.
At the end of each epoch, we modify the learning rate using standard decay,
and update the co-training and diversity loss parameters λcot and λdiv with a
dynamic strategy. This strategy follows a Gaussian ramp-up curve defined by
parameters λmax, tini and tend:
λ(t) =

0 , if t < tini
λmax · exp
(
− 5 ·
(
1− t− tinitend− tini
)2 )
, if tini ≤ t < tend
λmax , if t ≥ tend
, (8)
An example of the ramp-up function is shown in Fig. 3. The ramp-up only starts
after tini epochs to avoid hampering training in its early stage, and reaches and
its maximum value λmax after tend epochs.
0 20 40 60 80 100
0
0.2
0.4
0.6
0.8
1
Figure 3: Example of ramp-up function λ(t) for λmax = 1, tini = 20 and tini = 80.
In testing, we feed an unlabeled image to the trained models and combine
their outputs to obtain the final segmentation. This can be done in different
ways, for instance, using hard- or soft-voting. In hard-voting, the label of a pixel
is the one predicted by the majority of models (with random tie-breaking). On
the other hand, soft-voting consists in averaging the pixel-wise class probabil-
ities across models, and using this average as ensemble prediction. The latter
technique is commonly used in homogeneous ensemble techniques like bootstrap
aggregating (bagging).
4. Experiments and results
4.1. Evaluation datasets and metrics
Our experiments are conducted on three clinically-relevant benchmark datasets
for medical image segmentation: Automated Cardiac Diagnosis Challenge (ACDC)
[60], Spinal Cord Gray Matter Challenge (SCGM) [61], and Spleen sub-task
dataset of the Medical Segmentation Decathlon Challenge [62].
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Figure 4: Examples of images and ground truth segmentation masks in the ACDC dataset.
Images are segmented in four separate classes: endocardium of the left ventricle (LV, yellow),
myocardium of the left ventricle (Myo, green), endocardium of the right ventricle (RV, blue),
background (purple).
• ACDC dataset: The publicly available ACDC dataset consists of 200
short-axis cine-MRI scans from 100 patients, evenly distributed in 5 sub-
groups: normal, myocardial infarction, dilated cardiomyopathy, hyper-
trophic cardiomyopathy, and abnormal right ventricles. Scans correspond
to end-diastolic (ED) and end-systolic (ES) phases, and were acquired on
1.5T and 3T systems with resolutions ranging from 0.70× 0.70 mm to
1.92× 1.92 mm in-plane and 5 mm to 10 mm through-plane. Segmen-
tation masks delineate 4 regions of interest: left ventricle endocardium
(LV), left ventricle myocardium (Myo), right ventricle endocardium (RV),
and background (see Fig. 4). For our experiments, we used a split of
75 subjects (150 scans) for training and 25 subjects (50 scans) for test-
ing. Short-axis slices within 3D-MRI scans were considered as 2D images,
which were re-sized to 256× 256.
• SCGM dataset: The SPGM dataset is a publicly-available collection of
multi-center, multi-vendor MRI. It comprises a total of 80 healthy sub-
jects (age range of 28.3 to 44.3 years) obtained by four different cen-
ters, with 20 subjects from each center. Scans were acquired using dif-
ferent MRI systems and distinct acquisition parameters, leading to high-
variability of image characteristics: resolution range of 0.25× 0.25× 2.5
mm to 0.5× 0.5× 5.0 mm, number of axial slices range of 3 to 28. The
training set contains 40 labeled scans, each annotated slice-wise by 4 inde-
pendent experts and the ground truth mask obtained by majority voting.
Ground truth labels for the remaining 40 test images are not available.
For additional details on the dataset, see [61].
In [29], this dataset is used to train and test a semi-supervised segmenta-
tion method based on the mean teacher algorithm. Experiments of this
work, which focused on domain adaptation, used images from centers 1
and 2 as the training set, images from center 3 as the validation set, and
images from center 4 as the test set. In our work, we seek to evaluate
methods in a more traditional semi-supervised setting, where very few la-
beled images are seen in training. Hence, we consider a different training
set where labeled images only come from center 1 (total of 30 images),
and unlabeled images from all centers are used (total of 465 images). The
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test set contains labeled images from centers 3 and 4 (total of 264 images).
Following [29], slices in each scan are first resampled to a uniform reso-
lution of 0.25× 0.25 mm, and then center-cropped to a size of 200× 200
pixels.
• Spleen datset: As one of the ten sub-tasks of the Medical Segmentation
Decathlon Challenge [62], the publicly-available Spleen dataset2 consists
of patients undergoing chemotherapy treatment for liver metastases. A
total of 61 portal venous phase CT scans (only 41 were given with ground
truth) were included in the dataset with acquisition and reconstruction
parameters described in [62]. The ground truth segmentation was gener-
ated by a semi-automatic segmentation software and then refined by an
expert abdominal radiologist.
For our experiments, 2D images are obtained by slicing the high-resolution
CT volumes along the axial plane, followed by a max-min normalization
with a range between 0 and 1. Each slice is then resized to a resolution of
256×256 or 512×512 to test the robustness of the different algorithms to
various input image resolutions. In order to evaluate these algorithms in
a semi-supervised setting, we split the dataset into labeled, unlabeled and
validation image subsets, comprising CT scans of 4, 32, and 5 patients
respectively.
As in similar studies, we use the Dice similarity coefficient (DSC) and the
Hausdorff distance (HD) to evaluate the performance of segmentation models.
DSC measures the overlap between the predicted segmentation S and ground
truth segmentation G:
DSC(S,G) =
2|S ∩G|
|S|+|G| . (9)
On the other hand, HD is a boundary distance metric which measures the largest
distance (in mm) between a point in S and its nearest point in G (or vice-versa):
HD(S,G) = max {d(S,G), d(G,S)}. (10)
Unlike for DSC, where a perfect segmentation has a value of 1 and the worse
possible segmentation a value of 0, a smaller HD value indicates a better seg-
mentation.
4.2. Experimental details
As segmentation network, we employed the well-known U-Net [63] archi-
tecture, with 15 layers, Dropout and ReLU activations. This architecture is
one of the most popular models for segmentation, especially for tasks related
to medical imaging. The same data augmentation strategy was considered for
2http://medicaldecathlon.com/
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all datasets, which applies random rotation, flip, and random crop of 85-95%
surface on the original image.
Networks were trained using stochastic gradient descent (SGD) with the
Adam optimizer. Learning parameters were set separately for different datasets.
For the ACDC and Spleen datasets, we used a maximum number of epochs of
300, an initial learning rate of 0.001 and a weight decay of 0.0001. The learning
rate was decreased by a factor of 10 every 90 epochs. Batch size was set to 4
for both labeled and unlabeled data. FSGM with  = 0.03 or VAT with  = 10
was used to create adversarial examples. For SCGM, the maximum number of
epochs was set to 300, and learning rate decreased by a factor of 10 each 100
epochs. All other parameters remained the same for this dataset. For all running
experiments, we used the ramp-up strategy of Eq. (8) to set hyper-parameters
λcot and λdiv. We set tini to 1 for λcot and 20 for λdiv, since adversarial noise is
meaningless if networks are not training enough. Moreover, we used tend = 50
for both λcot and λdiv. Last, we set the maximum hyper-parameter value λmax
to 0.5 for λcot and 0.05 for λdiv. Note that all hyper-parameters of our method,
as well as comparison baselines described below, were selected using grid search
on the validation set.
We report the average performance of individual models, as well as the per-
formance of combining the prediction of all models using a voting strategy.
In preliminary experiments, we observed that soft-voting usually outperformed
hard-voting and thus only considered this strategy. Our deep co-training method
is compared against three popular approaches for semi-supervised learning: the
Pseudo Label algorithm [46], VAT [59] and Mean Teacher [29]. To our knowl-
edge, Mean Teacher is the only other approach using multiple deep CNNs for
semi-supervised segmentation. For these three baselines, we follow the same
optimization, learning rate decay, weight scheduler, and data augmentation set-
ting as for our method. For the Pseudo Label algorithm, we consider the α%
most confident pixels of a prediction as ground truth, and increase α from 50%
to 99% over training epochs. For VAT, we apply the same adversarial attack
setting as in our method. For Mean Teacher, as in [29], data augmentation is ap-
plied to input images of a student model and Non-augmented images are fed to
a teacher model, whose parameters θ′ are computed by running an exponential
moving average on the student’s parameters θ:
θ′t = αθ
′
t−1 + (1− α)θt. (11)
In our experiments, we set α to 0.99. Finally, the student’s output for augmented
images is forced to be consistent with the teacher’s prediction, augmented using
the same strategy, via an L2 loss. We then report the performance of the teacher
network.
4.3. Experimental results
4.3.1. ACDC dataset
We first evaluate our deep co-training method on the ACDC dataset using
a dual view setting, i.e., training two segmentation models using the proposed
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loss. Performance is measured for individual models (we report their mean
accuracy), as well as for the combined prediction using soft-voting. To simulate
different levels of supervision, we vary the ratio la of labeled images in the
training set, 0 ≤ la ≤ 1. Images and ground-truth segmentation masks from
the first 75× la training subjects are used as labeled data, while the images of
remaining subjects serve as unlabeled data.
As additional baseline for an ablation study, we trained the two models
independently, without considering the ensemble agreement (i.e., Lcot) or ad-
versarial diversity (i.e., Ldiv) loss terms. In the presentation of results, this
baseline is referred to as Independent. Note that the soft-voting score of this
baseline corresponds to the well-known bagging technique in ensemble learning.
As fully-supervised baseline, we also report the performance obtained by train-
ing a single model with all available training examples. This baseline is denoted
as full supervision (Full) in results. Moreover, to measure the relative contri-
bution of the adversarial loss terms on performance, we also give the average
and soft-voting score of the ensemble trained without this term, and denote this
approach as JSD in the results. The proposed method, which combines all three
loss terms, is referred to as Deep Co-Training Segmentation (DCT-Seg).
Table 1 gives the class-wise mean DSC and HD of tested methods for a
labeled data ratio of la = 0.2. To evaluate robustness against parameter ini-
tialization, we ran the experiment three times with different random seeds, and
computed the average and standard deviation of performance values over the
three runs. We report both the ensemble average score (avg in the table) and
the score obtained by ensemble soft-voting (voting in the table).
For both DSC and HD, ensemble soft-voting leads to a higher accuracy than
the prediction of individual models, in all cases. This confirms the benefit of
aggregating predictions from different models. It can also be observed that con-
sidering ensemble agreement without diversity (JSD) leads to a higher accuracy
than the supervised loss alone (Independent). For DSC, combining all three
losses in DCT-Seg gives the best performance, with overall mean improvements
of 5.63% compared to Independent and 3.16% over Mean Teacher. With only
20% of training images labeled, DCT-Seg provides a mean DSC only 2.55% less
than full supervision. With respect to HD, our DCT-Seg method outperformed
all three baselines by a significant margin. However, enforcing model diversity
did not lead to noticeable improvements in this case, with DCT-Seg achieving
a performance similar to JSD. This can potentially be explained by the fact
that HD is more sensitive to outliers that can result from adversarial training.
Examples of segmentation results for tested methods are shown in Fig. 5. We
see that deep co-training gives contours closer to the ground-truth, with very
few artifacts on the boundaries between different regions.
Next, we assess whether having more models in the ensemble (i.e., more
than two views) can further boost performance of methods. Toward this goal,
we repeated the experiment with 2, 3 and 4 views, once more using a labeled
image ratio of la = 0.2. The overall mean DSC of tested methods, computed
over the all classes, is reported in Table 2. We see that increasing the number
of views does not significantly improve the performance for individually-trained
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Table 1: DSC and HD performance of tested methods for validation images of the ACDC
dataset. Except for full supervision (Full), all methods were trained with 20% of labeled data.
Independent (Lsup only), JSD (Lsup+Lcot) and DCT-Seg (Lsup+Lcot+Ldiv) were trained
in a dual-view setting. For these methods, we report the average ensemble performance (avg)
and the performance obtained by combining ensemble predictions with soft-voting (voting).
Note: reported values are the average (standard deviation in parenthesis) obtained over three
separate runs, each one with a different random seed.
Method
DSC (%)
RV Myo LV Mean
Full 81.96 (0.15) 85.39 (0.20) 91.82 (0.15) 86.39 (0.10)
PseudoLabel [46] 74.60 (0.32) 78.91 (0.21) 85.79 (0.17) 79.77 (0.14)
VAT [59] 72.78 (0.39) 80.81 (0.21) 87.60 (0.18) 80.39 (0.15)
MeanTeacher [29] 74.62 (1.10) 80.66 (0.61) 86.75 (0.27) 80.68 (0.41)
Independent
avg 68.82 (1.90) 78.30 (1.55) 85.92 (0.62) 77.68 (1.48)
voting 68.28 (1.61) 79.94 (1.00) 86.41 (0.29) 78.21 (0.89)
JSD
avg 74.75 (1.69) 81.85 (0.42) 89.73 (0.58) 82.11 (0.44)
voting 75.06 (1.87) 82.64 (0.57) 90.31 (0.47) 82.67 (0.67)
DCT-Seg (ours)
avg 77.51 (0.69) 82.43 (0.27) 89.85 (0.26) 83.26 (0.16)
voting 78.20 (0.70) 83.11 (0.20) 90.22 (0.24) 83.84 (0.10)
Method
HD (mm)
RV Myo LV Mean
Full 11.42 (1.15) 5.80 (0.98) 4.58 (0.65) 7.27 (0.50)
PseudoLabel [46] 18.82 (4.58) 11.95 (2.81) 10.71 (1.27) 13.83 (1.06)
VAT [59] 17.43 (3.37) 8.60 (1.20) 8.79 (0.52) 11.61 (0.40)
MeanTeacher [29] 16.12 (1.12) 7.86 (0.78) 7.41 (0.57) 10.46 (0.36)
Independent
avg 21.26 (3.04) 13.31 (2.17) 9.21 (1.95) 14.59 (1.87)
voting 8.77 (2.18) 6.65 (1.83) 5.00 (1.13) 6.81 (0.72)
JSD
avg 15.84 (1.59) 7.18 (0.47) 5.63 (0.88) 9.55 (0.30)
voting 7.39 (0.77) 4.21 (0.33) 3.33 (0.12) 4.97 (0.04)
DCT-Seg (ours)
avg 16.05 (2.19) 7.89 (1.67) 4.98 (0.59) 9.64 (0.30)
voting 7.43 (0.62) 4.19 (0.29) 3.33 (0.09) 4.98 (0.10)
models (Independent). On the other hand, for deep co-training, a small increase
in DSC is observed when going from 2 to 3 views. However, adding a fourth
view does not further improve performance, suggesting that co-training can
effectively capture variability with a very limited number of views.
As third experiment, we evaluate how the proportion of labeled data impacts
results in a dual-view setting. Table 3 gives the performance of individually-
trained models (Independent) and co-training for three labeled data ratio: 10%,
20% and 50%. A clear trend is observed in these results, where mean DSC values
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Figure 5: Examples of segmentation results for the ACDC dataset with 20% of labeled
training examples. From left to right: Ground-truth (GT), Independent (Lsup only), JSD
(Lsup+Lcot), Mean Teacher [29], and our DCT-Seg method (Lsup+Lcot+Ldiv).
Table 2: DSC performance on the ACDC validation set when training different numbers of seg-
mentation models (i.e., views) separately (Independent) or with the proposed deep co-training
method (DCT-Seg). In this experiment, 20% of training images are labeled. Note: reported
values are the average (standard deviation in parenthesis) obtained over three separate runs,
each one with a different random seed.
Method 2 views 3 views 4 views
Independent
avg 77.68 (1.48) 77.80 (1.27) 77.82 (0.92)
voting 78.21 (0.89) 78.57 (0.71) 79.08 (1.21)
DCT-Seg (ours)
avg 83.26 (0.16) 83.80 (0.38) 83.43 (0.24)
voting 83.84 (0.10) 84.71 (0.53) 84.61 (0.28)
increase sharply with the ratio of labeled images in training. In all cases, deep
co-training leads to a higher DSC than training models separately, the most
significant improvements obtained for the smallest ratios of la = 0.05 (7.00%)
and la = 0.1 (7.06%).
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Table 3: DSC performance on the ACDC validation set when training two segmentation
models separately (Independent) or with the proposed deep co-training method (DCT-Seg), for
three different ratios la of labeled examples. Note: reported values are the average (standard
deviation in parenthesis) obtained over three separate runs, each one with a different random
seed.
Method la = 5% la = 10% la = 20% la = 50%
Independent
avg 69.72 (0.10) 74.68 (0.58) 77.68 (1.48) 84.96 (0.13)
voting 71.17 (0.19) 75.84 (0.49) 78.21 (0.89) 85.12 (0.08)
DCT-Seg (ours)
avg 77.81 (0.10) 82.36 (0.33) 83.26 (0.16) 86.02 (0.14)
voting 78.17 (0.12) 82.90 (0.22) 83.84 (0.10) 86.15 (0.09)
4.3.2. SCGM dataset
To further validate the effectiveness of our proposed deep co-training method,
we evaluated it on the task of segmenting spinal chord grey matter in images
from the SCGM dataset. As mentioned previously, this experiment aims at test-
ing our method in a challenging setting where very few labeled images are used
in training (i.e., only 30 images), and test images are generated using different
acquisition parameters.
Table 4: DSC performance of tested methods for validation images of the SCGM dataset.
Independent (Lsup only), JSD (Lsup+Lcot) and DCT-Seg (Lsup+Lcot+Ldiv) were trained in
a dual-view setting. For these methods, we report the average ensemble performance and the
DSC obtained by combining ensemble predictions with soft-voting. Note: reported values are
the average from two separate runs, each one with a different random seed.
Method DSC
PseudoLabel [46] 60.03
VAT [59] 59.40
MeanTeacher [29] 50.55
Independent
avg 43.31
voting 43.22
JSD
avg 45.59
voting 44.96
DCT-Seg (ours)
avg 71.09
voting 72.76
Results of this experiment are summarized in Table 4. Important differ-
ences can be observed between the DSC of tested methods. In this case, JSD
improves the results of Independent only slightly, while deep co-training in-
creases DSC scores of both these methods by nearly 25%. This suggests that
adversarial learning is highly useful when supervised training is limited (i.e.,
few labeled training examples, different from test examples). Compared to
other tested semi-supervised approaches, our DCT-Seg method gives a mean
DSC 12% higher than the best baseline (Pseudo Label). The accuracy of deep
17
co-training can be appreciated in Fig. 6, which shows examples of segmentation
results for tested methods.
Figure 6: Examples of segmentation results for the SCGM dataset using Center 1 as training
data. From left to right: Ground-truth (GT), Independent (Lsup only), JSD (Lsup+Lcot),
Mean Teacher [29], and our DCT-Seg method (Lsup+Lcot+Ldiv).
4.4. Spleen dataset
We then investigate the robustness of our proposed algorithm to different
data modalities and input resolutions. Toward this goal, we repeated our ex-
periments on the Spleen dataset consisting of 2D slices of CT scans resized to a
resolution of 256×256 or 512×512. Table 5 summarizes the experimental results.
We see that, regardless the input image size, our proposed method achieves a
consistent improvement over other semi-supervised approaches. Specifically, the
soft-voting version of DCT-Seg obtains a mean DSC boost of 3-4% compared to
the best performing baseline (Mean Teacher), showing its advantage for different
image modalities and resolutions. Examples of segmentation results obtained by
tested methods on images of size 256×256 are given in Fig. 7. Visually, DCT-
Seg and Mean Teacher provide similar results, with most pronounced differences
observed for small foreground regions (e.g., last row of the figure).
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Table 5: DSC performance of tested methods for validation images of the Spleen dataset with
resolutions of 256×256 and 512×512. Independent (Lsup only), JSD (Lsup+Lcot) and DCT-
Seg (Lsup+Lcot+Ldiv) were trained in a dual-view setting. For these methods, we report the
average ensemble performance and the DSC obtained by combining ensemble predictions with
soft-voting. Note: reported values are the average from two separate runs, each one with a
different random seed.
Method
DSC (%)
256×256 512×512
PseudoLabel [46] 85.71 84.83
VAT [59] 86.82 87.16
MeanTeacher [29] 86.87 87.55
Independent
avg 84.71 86.63
voting 86.21 89.35
JSD
avg 87.92 90.04
voting 88.96 90.73
DCT-Seg (ours)
avg 89.30 91.06
voting 90.19 91.81
Figure 7: Examples of segmentation results of tested methods on the Spleen dataset with
resolution of 256×256. Note: our DCT-Seg method combines the predictions of two CNNs
trained with the same subset of labeled examples as other approaches.
4.5. Impact of diversity loss
We investigate the role of the ensemble diversity loss (i.e., Ldiv) in our deep
co-training method and experimentally show that it also acts as a coarse measure
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of model agreement, merging the prediction of models while avoiding them to
collapse on each other. We perform our investigation on the ACDC dataset
using two models. The first one is pre-trained by full supervision as a fixed
reference, and the second one trained from scratch using a labeled data ratio of
la = 0.5. Note that the trained model is only linked to the fixed reference by
Ldiv, and no supervised loss is considered while training this model. Moreover,
to measure the impact of adversarial noise  in Ldiv, we repeat training with
different values for .
Epoch Epoch Epoch
D
SC
Figure 8: DSC score for models trained from scratch using only Ldiv with different . It can
be seen that Ldiv acts as a similarity loss, especially when  is small.
Fig. 8 gives the DSC obtained on the validation set by the reference model
(dashed line) and model trained from scratch (solid line), for increasing amounts
of adversarial noise . It can be observed that the trained model rapidly con-
verges to the reference, without the need for a supervised signal or specific
agreement loss. However, upon convergence, we see that the trained model
does not fully reach the accuracy of the reference model, and that the gap be-
tween the two models is proportional to the value of . For example, a gap of
1.43%, 1.38% and 0.02% is obtained for the Myo class, when using an  of 0.01,
0.001, and 0.0001, respectively. This can be explained by the fact that, when 
is small, adversarial examples are very similar to original images, and Ldiv then
acts as a symmetric KL loss between the two models.
We then tested the behavior of Ldiv when models are trained simultaneously.
Toward this goal, we initialized the two models using the same fully-supervised
checkpoint and linked them only using Ldiv. Thus, the models give the same
predictions at the beginning of training. As training progresses, Ldiv is mini-
mized and the models should become different from one another. We show this
tendency by imposing a small  = 0.001 during training. With the decrease
of Ldiv, differences start appearing along region boundaries, leading to slightly
worse DSC scores. Examples of prediction disagreement, measured by the L1
norm, are shown in Fig. 9. It can be observed that most prediction differences
occur at the boundary and within regions which are hardest to segment (i.e.,
left ventricle myocardium and right ventricle endocardium).
Last, we illustrate in Fig. 10 the effect of adversarial examples on model
prediction diversity. For an input image, the two models can offer similar pre-
dictions. However, if this image is modified using adversarial noise, the predic-
tions of the two models can differ significantly from one another. This confirms
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Figure 9: Examples of prediction disagreement between two models linked with the ensemble
diversity loss (Ldiv), measured using L1 norm.
the usefulness of adversarial training for generating diversity between models.
Figure 10: Impact of adversarial noise on prediction diversity. From left to right: original
image (with GT contours), predictions of models 1 and 2 for the original image, adversarial
image for model 2 (with GT contour), and predictions of model 1 and 2 for the adversarial
image.
5. Discussion and conclusion
We proposed the first application of deep co-training to single image segmen-
tation and demonstrated its usefulness on two public benchmark datasets. Our
experiments showed that both ensemble agreement and diversity loss terms help
boost performance compared to standard techniques such as bagging, and that
combining both in a deep co-training algorithm outperforms recent approaches
like Pseudo Label, VAT and Mean Teacher.
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A limitation of the proposed method is the need to train multiple segmenta-
tion networks at the same time, which increases the computational requirements
and restricts the number of views possible. During testing, computing and com-
bining multiple segmentation predictions also entails greater computational re-
sources, although these predictions can be obtained in parallel (e.g., on separate
GPUs). Nevertheless, our experiments on the ACDC dataset suggest that in-
creasing the number of segmentation models beyond two offers limited benefits,
showing the ability of our diversity-inducing strategy to capture variability in
the data.
Another possible drawback of our method is the need to balance three differ-
ent loss terms (i.e., Lsup, Lcot and Ldiv) that can compete against one another
during training. To alleviate this problem, we proposed a ramp-up strategy
where a greater importance is given to the supervised loss in initial training
epochs. However, this strategy still requires some tuning which can affect per-
formance. A useful extension of this work could be to investigate self-tuning
mechanisms which can adapt more efficiently to new datasets.
In this work, an adversarial learning technique was employed to enforce
diversity in the ensemble models. As shown in our results, this technique can
also push the predictions of models toward each other, and generates differences
mostly at the boundary or within hard-to-segment regions. As future work, it
would be interesting to explore a broader range of strategies to create diversity,
for example using fake images from generative adversarial networks. Moreover,
our experiments revolved around three different medical image segmentation
problems and included images from both MRI and CT modalities. As motivated
in the introduction, semi-supervised learning is most important for medical
applications, where annotating images is complex and expensive. Nonetheless,
evaluating the proposed method on additional types of images and segmentation
tasks would help to further validate its usefulness.
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