Several versions of a moving mesh method are developed based on a mesh spatial smoothing technique and on the moving mesh PDEs derived in a previous paper. These versions are quite simple and easy to program. They are applied to three bench-mark one-dimensional problems which show di erent solution behaviour. The numerical results clearly demonstrate that the present methods are capable of accurately tracking rapid spatial and temporal transitions.
Introduction
Adaptive mesh methods have been widely used in the last decade for solving di erential equations which involve large solution variations, such as shock waves, boundary layers and contact surfaces (e.g., see HGH91] ). It has been amply demonstrated that signi cant improvements in accuracy and e ciency can be gained by adapting mesh points so that they are concentrated about areas of large solution variation.
For the numerical solution of time-dependent di erential equations, adaptive mesh methods can be roughly divided into two categories, static and dynamic. For static methods the redistribution of the nodes, the possible addition of new nodes and the interpolation of dependent variables from the old mesh to the new mesh are all done at a xed time. For dynamic methods, or moving mesh methods, a mesh equation which involves node speeds is employed to move a mesh having a xed number of nodes in such a way that the nodes remain concentrated in regions of rapid variation of the solution. The mesh equation and the original di erential equation are generally solved simultaneously for the physical solution and the mesh. Interpolation of dependent variables from the old mesh to the new mesh is unnecessary.
Among moving mesh methods, the moving nite element method (MFE) of K. Miller MM81] and Mil81] and the moving nite di erence method of Dor and Drury DD87] have aroused considerable interest. The MFE uses a very natural and elegant formulation to control mesh movement. The solution and mesh are both obtained by a process closely associated with equidistribution of one error measure: the residual of the original equation written in nite element form. While the MFE has been subject to some criticism because of its complexity and sensitivity with respect to certain user de ned input parameters FVZ90], proper choice of these parameters unquestionably leads to an e cient method. The method in DD87] is based upon a moving mesh equation obtained directly from an equidistribution principle. It is recommended in FVZ90] for actual applications because of its simplicity and relative insensitivity with respect to selected parameters.
The key in developing moving mesh methods lies in formulating a satisfactory mesh equation. It has proven to be surprisingly di cult to derive consistently reliable moving mesh equations. In addition to the capability of concentrating a su cient number of points in regions of rapid variation of the solution, a satisfactory mesh equation should be simple, easy to program and reasonably insensitive to the choice of its adjustable parameters. As compared with the problem of discretizing the underlying physical equation, this task is somewhat arti cial. That is, the construction of a moving mesh equation cannot be guided completely by physical arguments and must rely on some numerical principles.
In HRR92], several moving mesh partial di erential equations (MMPDEs) based on the equidistribution principle are derived and studied both theoretically and numerically. Some of these MMPDEs are new, and several are related to methods developed in And83a Ren92] . The rst and second of these MMPDEs have some computational di culty due to the basic term @M @t , where M denotes the underlying monitor function. The other 5 basic MMPDEs are both simple and easy to implement. Moreover, it is found in HRR92] that under very general conditions for these (MMPDEs 3-7) not only are mesh crossings guaranteed not to occur, but the meshes retain equidistribution of the monitor function.
The objective of this paper is to develop and test moving mesh methods based on MMPDEs 3-7 and on a spatial mesh smoothing technique. Here, we emphasize that although some of these methods are related to several existing moving mesh methods, there are key di erences. In particular, the discrete approximations to the MMPDEs do di er from related discrete moving mesh equations used previously, and the mesh spatial smoothing technique is di erent.
An outline of the paper is as follows: In Section 2 moving mesh methods based on the MMPDEs are developed. In Section 3, these methods are applied to three bench-mark problems, a reaction-di usion equation, the well-known convection-di usion equation of Burgers and a system of two quasi-nonlinear hyperbolic equations. Section 4 contains conclusions and further discussion.
Moving Mesh Methods
In this section, we shall develop moving mesh methods based on MMPDEs 3-7 derived in HRR92]. We start with a review of the equidistribution principle and then describe the discrete approximations to the MMPDEs in Subsection 2.1. In Subsection 2.2, a spatial mesh smoothing technique is presented. A summary description of the moving mesh methods is given in Subsection 2.3.
MMPDEs
Let x and denote the physical and computational coordinates, respectively, assumed without loss of generality to be over the unit interval 0, 1]. A one-to-one coordinate transformation between these domains is denoted by x = x( ; t); 2 0; 1] with x(0; t) = 0; x(1; t) = 1; 
for an arbitrary function f = f(x; t) = f(x( ; t); t). For a given uniform mesh on the computational domain i = i n ; i = 0; 1; :::; n (3) the corresponding mesh in x is fx 0 ; x 1 ; :::; x n g:
(4) For an arbitrary function f on this computational mesh, denote f i = f( i ; t).
For a monitor function M (x; t) (> 0) which provides some measure of the computational error in the solution of the underlying physical PDE, the one-dimensional equidistribution principle (EP) can be expressed in its integral form Whi79] as
These MMPDEs not only force the mesh (x( ; t)) toward equidistribution but also prevent the mesh from crossing. More speci cally, the term ?
1 @ @ (M @M @ ) plays the fundamental role of a correction term to make the mesh equidistribute the monitor function and as a source for the mesh movement as a stablizing term for the mesh trajectories. The parameter represents a timescale for forcing the mesh toward equidistribution (see HRR92]).
Here, we discretize MMPDEs 3-7 in space with centred nite di erences on the uniform mesh (3) and use the method of lines. Their discrete approximations are given, respectively, by 1 (
? _ 
Here, E i is the discrete approximation of @ @ M @x @ at = i given by
Notice that using a value for in (11) (MMPDE5) has roughly the same e ect as using that value divided by n 2 in the other MMPDEs. This can be useful in the selection of for MMPDE5 (see Section 3). Approximations related to these MMPDEs have been considered by various authors (see Table 1 ). Scheme (9) can be derived from a familiar MMPDE (MMPDE1 in HRR92]) with a special discretization technique, and it has been studied in RR92] and Ren92] for the case where M is not smoothed in the way described in the next subsection. Blom and Verwer BV89] use scheme (10) and suggested a certain spatial smoothing of the node distances, but they unfortunately nd that it is di cult to get the scheme to converge with a Newton process. It is important to reiterate, more generally, that the discrete approximations of these MMPDEs may be qualitatively very di erent from related but distinct discrete moving mesh equations. For example, the scheme (13) is quite di erent from the (discrete) moving mesh equation in the method of Dor and Drury DD87] although MMPDE7 can be derived from it. Equally importantly, a di erent spatial mesh smoothing technique than has been used previously will be combined with the approximations of the MMPDEs, as we see next.
Spatial smoothing
It is well-known that for moving nite di erence methods, some sort of smoothing of the mesh is often useful in order to obtain reasonable accuracy in the computed solution (e.g., see DD87] and FVZ90]). In DD87], Dor and Drury use a technique which smooths the node concentration de ned by 1 xi+1?xi . In VBFZ89], Verwer et al. prove that smoothing the node concentration is basically equivalent to smoothing the monitor function over all points (that is, (15) below with p = n). Since smoothing the monitor function is more straightforward to apply than smoothing the mesh concentration in higher dimensions, that technique is employed here. Speci cally, the values of the smoothed monitor functionM at nodes are de ned bỹ
where is a positive constant called the smoothing parameter and p is a non-negative integer which we refer to as the smoothing index. The summations in (15) are understood to contain only elements with indices in the range between 0 and n. The nal discrete moving mesh equations are obtained by replacing M i byM i in (9)-(13). For simplicity, these moving mesh equations withM will be called the smoothed moving mesh equations. Notice that the replacement of M i byM i is basically equivalent to using a smoother monitor function.
The smoothing parameter has been used by many authors and has a natural physical meaning (e.g., see DD87]). However, the smoothing index p seems to be new in this context and warrants some remarks. Note that p determines the range of smoothing (averaging). The nonsmooth and three-point average cases correspond to p = 0 and p = 1, respectively. The three-point average, which is commonly used in adaptive methods, results in a ve-block-diagonal algebraic system (where the dimensions of the blocks depend on the number of underlying physical PDEs). For general p, the algebraic system is (3 + 2p)-block-diagonal. Therefore, more cost to solve the nonlinear system is generally associated with higher values of p. On the other hand, the higher the value of p, the smoother the resulting mesh. Determining an optimal value for p is not normally an easy task. In our experience, the moving mesh methods with p = 1 or 2 or 3 usually give good results.
Moving mesh methods
We now give a more complete description of the moving mesh methods. Consider a time-dependent problem of the form where f i denotes the discrete approximation to the di erential operator f at = i using a conservative centred nite di erence scheme. For a given monitor function M (x; t), the system to solve numerically consists of (19), one of smoothed discrete moving mesh systems (9)-(13) and the corresponding boundary and initial conditions for the mesh x and solution u. Hereafter, we refer to the methods associated with MMPDEs 3-7 as simply Methods 3-7.
Values of the three parameters , (smoothing) and p (smoothing index) need be selected for these moving mesh methods. In our experience, the choice of is fairly insensitive, and generally can be xed. In this paper, we choose = 2:
(20)
The value for p is taken as 1, 2, 3 or 4. The selection of the value for is discussed in Section 3.
Numerical Experiments
In this section, numerical results are presented for the moving mesh methods applied to three problems, a reaction-di usion equation which models a problem from combustion theory, the well-known convectiondi usion equation of Burgers, and a system of two quasi-nonlinear hyperbolic equations which may be considered as a prototype of an opposite travelling waves problem. We choose these problems as our test examples because they show qualitatively di erent solution behaviour and because they have been used extensively in the moving mesh literature. It is worth emphasizing that these problems are also the ones used in FVZ90] to compare the reliability, robustness and e ciency of three representative moving mesh methods. Throughout, we shall use the arclength monitor function
and discretize with centred three-point nite di erences at interior nodes and with one-sided two-point differences at boundary nodes. The ODE systems for the moving mesh methods are solved using the double precision version of the sti ODE solver DASSL Pet82]. The time integration method is chosen as the backward di erentiation formulas (BDF), wherein an approximate Jacobian is computed by DASSL internally using nite di erences. Other required input data are the initial solution, the initial mesh, and relative and absolute local time stepping error tolerances rtol and atol (in a root-mean-square norm). In all cases, a uniform initial mesh is used. The term E(t) = max i=1;:::;n?1
is used to measure the level of mesh equidistribution and H(t) = min i=0;:::n?1
is used to denote the minimal spacing at time t. We also use NTS, JAC, ETF and CFN to denote the total number of time steps taken, Jacobian evaluations, error test failures and convergence test failures in Newton iteration. All computations are performed on a SPARC 1+ in double precision.
Problem 1: A Scalar Reaction-Di usion Problem from Combustion Theory
This problem is described in AF86a] as a model of a single-step reaction di usion and reads u t = u xx + Re a (1 + a ? u)e ? u ; 0 < x < 1; t > 0 u x (0; t) = 0; u(1; t) = 1; t > 0 u(x; 0) = 1; 0 x 1
where R, and a are constants. The solution represents the temperature of a reactant in a chemical system. For small times the temperature gradually increases from unity with a \ hot spot " forming at x = 0. At a nite time, ignition occurs, causing the temperature at x = 0 to increase rapidly to 1 + a. A ame front then forms and propagates towards x = 1 at a high speed. The degree of di culty of the problem is determined by the value of . Following AF86a], VBS89] and FVZ90], we rst choose the problem parameters a = 1, R = 5 and = 20. For the current choice of parameters, the steady state is reached slightly before time t = 0:29, which we take as the end point of the time integration. We use times t = 0:26; 0:27; 0:28; 0:29 for output.
As pointed out in FVZ90], a numerical di culty is that the start of the ignition must be detected accurately without overshooting by the local error control mechanism of the sti ODE solver. Small errors at this time can result in signi cantly larger global errors later on. Deviations may be caused by inaccuracy in both the time integration and the discrete approximation to the problem, especially the approximation to the Neumann boundary condition at x = 0. To show this, we test two discrete approximations to the Neumann boundary condition, 
Then, eliminating u ?1 from (27) and (28) we obtain (26), which is known to be more accurate than (25) (e.g., see Fle88]).
In Table 2 , we list results for u(0; 0:26) obtained with Method 4 and with = 10 ?3 ; p = 2. It can be seen from this table that when large tolerances (such as atol = rtol = 10 ?3 ) are used, both approximations give large deviations. For small tolerances, the deviations can be reduced, but only with the approximation (26) can accurate results be obtained for small n.
In the plots for this case, the reference solution (solid lines) is the one obtained with Method 4 and with n = 200, = 10 ?3 , p = 2 and atol = rtol = 10 ?8 . The other computations are performed using the approximation (26) and atol = rtol = 10 ?6 . An important parameter in the present methods is . Typical results are obtained for Method 4 (MMPDE 4) with four decreasing values of , xed n = 20 and p = 2. For = 1, the start of the ignition is detected quite accurately, but a nearly non-moving mesh results and the numerical ame front is too slow in the propagation phase. As decreases, the mesh follows the ame much better and the number of time steps (NTS) is reduced signi cantly (see Table 3 ). Functions E(t) and H(t) for the four values of are shown in Figure 1 . It can seen in this gure that during the formation of the ame front the nodes concentrate around the sharp gradient region and the minimal mesh spacing decreases quickly. Meanwhile, E(t) rapidly increases by a factor of about 100. However, smaller values of E(t) are obtained using smaller values of .
The results obtained with Methods 3 and 5-7 are similar to those with Method 4 and are summarized in Table 3 We conclude this problem with a comment about the choice for p. For the easier case = 20 the spatial smoothing is not too critical since the ame layer is not very thin and p = 0 gives satisfactory results. However, some spatial smoothing is important for the case = 30. Still, the computations with p = 1; 2; 3 and 4 all give resonably accurate results.
Problem 2 : Burgers' Equation
The second test problem is the well-known Burgers' equation, rst with a smooth initial solution, Following Mil81] and FVZ90], we consider the time interval 0,2] and use t = 0.2, 0.6, 1.0, 1.4 and 2.0 for solution output points. This is a quite challenging problem for methods which employ centred di erence approximations. The location of the ne mesh region is very critical, and these moving mesh methods tend to generate spurious oscillations as soon as the mesh becomes slightly too coarse in the layer region, just as with standard centred di erences with a non-moving mesh. We use atol = 10 ?4 and rtol = 10 ?5 in all computations for this problem. We rst compute the solution using Method 4 (MMPDE4) with n = 200, = 10 ?3 and p = 2. The result is used as the reference solution which appears as a solid line in the plots. (Computing an accurate reference solution with a uniform mesh is prohibitively expensive.) Table 4 summarizes some computations done using Methods 3-7. Five values of are used with Method 4 but the numerical integration fails for = 10 ?1 . The ODE solver indicates repeated error test failures and small time stepsizes. Upon examination, we nd that the failure results from oscillations in the solution due to the mesh being too coarse in the steep gradient region. For = 10 ?2 , although Method 4 works, the mesh points are still somewhat slow in moving into the steep region, and slight oscillations appear in the solution when this steepening occurs (about t = 0.26). This slow response of the mesh can be seen clearly from the graph of H(t) in Figure 4(b) . For smaller values of , Method 4 works well. The mesh follows the wave properly, and not only do the oscillations disappear, but the solutions are fairly accurate. In Table 4 , we also see that NTS, JAC and ETF are signi cantly reduced. Typical results are shown in Figure 5 . It is interesting to note that the mesh adjusts rapidly when the wave reaches the boundary x = 1. Figure 4(a) shows that the mesh continues to equidistribute the monitor function. The oscillations in E(t) for small values of illustrate that the mesh may deviate from the equidistribution mesh but can still recover quickly. The e ciency of Method 4 in adapting the mesh can be seen from Figure 4 (b). It shows that after the steep gradient forms, the minimal mesh spacing is reduced below 2 10 ?4 . Comparable results with a non-moving, uniform mesh would be prohibitively expensive.
Results obtained with Methods 3 and 7 are found similar to those with Method 4, except that the performance with = 10 ?3 is slightly inferior (see Table 4 ).
Method 5 with = 100 also fails due to oscillations in the solution. It appears to adapt the mesh faster and to give a slightly more accurate solution than Method 4 with comparative values of 10 ?2 , 10 ?3 and 10 ?5 .
While the computation with Method 6 also fails for = 10 due to oscillations in the solution, with = 1:0; 0:1 and 10 ?2 it is successful whereas Method 4 fails. Also, Method 6 produces smoother mesh trajectories and more accurate solutions (see Figure 6) .
To illustrate the importance of the spatial mesh smoothing for this problem, several computations are performed with Method 4. Figure 7 shows how the mesh trajectories and solutions obtained with p = 0 are very erratic, with visible oscillations occurring in the solution. Upon increasing p, the mesh trajectories become smoother and non-oscillatory solutions are obtained (see Figures 7 and 5 ). Information about these runs is listed in Table 4 .
The gures show clearly that the computed solution with these MMPDEs is generally quite accurate with n = 20 mesh points, except perhaps near the corners of the layers. These results compare very favourable with those elsewhere (e.g., see FVZ90]). For reference purposes, we compute the solution with Method 4 and n = 40. Summary information is included in Table 4 and Figure 8 .
It has been pointed out to us by Keith Miller that these methods with the arclength monitor function will perform poorly for problems with \ sharp-but-not-steep " corner structures. To see this, consider Burgers' equation (29) with an initial solution u(x; 0) given as the piecewise linear function whose graph goes through the points (0,0), (0.3,1), (0.6,1), (0.61,0) and (1,0). The initial corners at (0.6,1) and (0.61,0) will quickly become the corners of a steep shock moving with speed +0.5. These two \ sharp-and-steep " corners will be adequately tracked and resolved with small local mesh spacing by the present methods with the arclength monitor function. The initial corner at (0.3,1) however will remain a \ sharp-but-not-steep " corner moving ahead with speed +1. Thus there is nothing in the methods to produce small x's near this corner, nor is there anything in the methods to cause the nodes near this corner to track with the desired speed +1. Hence, oscillations occur near this moving corner. These are seen in Figures 9(a) and 9(b) which show solutions obtained with MMPDE4 and = 10 ?3 ; p = 4. The gures also show that the oscillations can be signi cantly weakened by increasing the number of nodes. (We note here that the solution obtained with 2001 uniform nodes still involves very rapid oscillations.) For such problems the solution might be better resolved by using the curvature monitor function, as discussed in BV89].
Problem 3 : Waves Travelling in Opposite Directions
Our nal example is a two-component, quasi-nonlinear hyperbolic system, the solution of which is composed of two waves travelling in opposite directions and located initially at x = -0.2 and x = 0.2. The system is given by It is interesting to note that, unlike in FVZ90], Methods 3-7 use a uniform initial mesh. With the \forcing term" on the right hand side for these MMPDEs, no initial mesh redistribution stage is necessary, and at the beginning of the computation the mesh quickly adjusts to equidistribute the arclength and follow the waves. From Figure 10 , the solutions are seen to be fairly accurate. Higher resolution is obtained with the use of more mesh points. Finally, note that the accurate re nement in the vicinity of the travelling waves is maintained during and after the wave interaction.
Conclusions and Comments
Several versions of a moving mesh method have been developed in previous sections based on the moving mesh PDEs derived in HRR92] and on a spatial mesh smoothing technique. These versions are found to be quite simple and straightforward to implement. They are applied to three benchmark one-dimensional problems displaying di erent types of solution behaviour. The numerical results are very encouraging and clearly show that the methods are capable of accurately tracking rapid spatial and temporal transitions.
The moving mesh methods involve three parameters. However, the parameter values are generally easy to select, and the performance of the methods are relatively insensitive to their choice. This is in contrast to experience with previous methods (e.g., see FVZ90]). One important parameter is the mesh parameter
. The numerical experiments demonstrate that good results can be obtained for a wide range of value of . For the most di cult problem of the three (Burgers' equation), the mesh smoothing parameter p must be chosen to be greater than 1. Method 6 (MMPDE6) then works best, followed by Methods 4 (MMPDE4) and 5 (MMPDE5). (Note that MMPDE6 can be obtained by letting the monitor function M equal 1 on the left-hand side of MMPDE4.) In general, the results for MMPDEs 3-7 appear to be comparable to or superior to those for previous moving mesh methods. Furthermore, unlike for many methods, extension of MMPDEs 3 and 4 to multidimensions is possible by using quasi-static multidimensional formulas, such as in BS82], Dvi91] and HS92]. Such an extension is currently under investigation. +  +  2  2  2  2  2  2  2  22 2 2 2  2  2  2  2 2 2 +  +  2  2  2  2  2  2  2  22 2 2 2  2  2  2  2 2 2 3  3  3  3  3  3   3  3 3  3  3  3  3  3  3  3  3  3  3  3 3  3  3 3 3   3  3  3  3  3  3  3  3  3 3 3 3  3  3  3  3  3  3  3  3  3  3 3 3 3 3 3 3 3 3 
