In the literature there can be found a wide collection of correlation and association coefficients used for different structures of data. Generally, some of the correlation coefficients are conventionally used for continuous data and others for categorical or ordinal observations. The aim of this paper is to verify the performance of various approaches to correlation coefficient estimation for several types of observations. Both simulated and real data were analysed. For continuous variables, Pearson's r 2 and MIC were determined, whereas for categorized data three approaches were compared: Cramér's V, Joe's estimator, and the regression-based estimator. Two method of discretization for continuous data were used. The following conclusions were drawn: the regression-based approach yielded the best results for data with the highest assumed r 2 coefficient, whereas Joe's estimator was the better approximation of true correlation when the assumed r 2 was small; and the MIC estimator detected the maximal level of dependency for data having a quadratic relation. Moreover, the discretization method applied to data with a non-linear dependency can cause loss of dependency information. The calculations were supported by the R packages arules and minerva.
Introduction
The measure of correlation is usually one of the starting points in a multivariate data analysis. In the literature there can be found a wide collection of correlation and association coefficients used for different structures of data. Kurt et al. (2016) give a comprehensive review of correlation coefficients, including their comparison. They compared the correlation coefficients used in the inference of gene networks. The described coefficients are well known and are also commonly applied in other fields. Generally, some of the correlation coefficients are conventionally used for continuous data, and others for categorical or ordinal observations. Pearson's r 2 is the basic measure of linear correlation for normally distributed data, whereas the Spearman coefficient is appropriate for ranks. When for some reason the collected observations have been discretized, forming a contingency table, the estimation of relations between the original variables becomes more difficult.
Some association measures based on chi-squared statistics are available for contingency tables, i.e. Cramér's V, phi, or Cohen's h for proportions (Cramér, 1946; Sheskin, 2004) . Another approach to the estimation of correlation has developed out of information theory. The maximal information coefficient (MIC) proposed by Reshef et al. (2011) is presented as a very useful tool in the detection of linear and non-linear relationships between continuous variables.
To answer the question how close is the correlation of categorical data to the correlation of continuous data, Joe (1989) described the relation between Pearson's correlation and a relative entropy measure of multivariate dependence. Skotarczak et al. (2018) developed a regression-based approach to the assessment of correlation coefficients using normalized mutual information. Simulated studies conducted for two-row contingency tables demonstrated some advantages of the regression approach over Joe's estimator.
The aim of the present paper is to test the performance of various approaches to correlation coefficient estimation for several types of observations. Both simulated and real data were analysed. For the continuous variables, Pearson's r 2 and MIC were calculated, whereas for categorized data three approaches were compared: Cramér's V, Joe's estimator, and the regression-based estimator.
Material and methods
The formula for calculating Pearson's r 2 is well known. We give below a short presentation of the other correlation measures used in this paper. Cramér's V is a measure based on chi-squared statistics of dependency, calculated according to the formula
where N is the total number of observations classified in the contingency table, r is the number of rows and c is the number of columns of the table. Cramér's V lies in a range from 0 to 1. It takes the value zero if and only if 0 2   , hence V = 0 is interpreted as independence, whereas V = 1 indicates perfect association (Cramér, 1946) .
To introduce the other correlation measures used in this paper, based on the concepts of entropy and mutual information, let us recall the entropy formula (Shannon, 1948) . For a categorical random variable A taking values { 1 , 2 ,…, } with probabilities p( ) (i = 1,2,…,k), the entropy is defined as
For two variables A and B this formula can be expressed as
where ai (i = 1,2,…,k) and bj (j = 1,2,…,l) are the values of A and B, and p is the corresponding probability (Jakulin, 2005) . Furthermore, the conditional entropy describing the uncertainty about variable A in the presence of B can be calculated according to the following rule:
The mutual information between variables A and B is then defined as
The mutual information is the basic value used to construct Joe's correlation estimator, the regression-based correlation estimator and the MIC estimator. In Joe, 1989) . The regression approach was developed for simulated data by regressing the linear dependency between -ln(r) and -ln(J), where ln denotes the natural logarithm. The best approximation of the assumed correlation was achieved taking
, where b1 and b0 are regression coefficients whose values depend on the size of the contingency table for the analysed data.
The values of b1 and b0 for two-row tables with two, three, four and five columns are given in a paper by Skotarczak et al. (2018) .
The MIC coefficient is another correlation measure based on the mutual information; however, it is defined for continuous data. The estimation of mutual information for continuous variables is based on the idea that for variables A and B a grid can be drawn on a scatterplot of A and B, where the values of variables are assigned to the appropriate row and column of the grid (Reshef et al., 2011) .
The mutual information values are then calculated by exploring all possible grids up to a maximal grid resolution. The definition and properties of MIC were described by Reshef et al. (2011) and discussed by Kinney et al. (2013) and Kurt et al. (2016) . MIC takes values from 0 to 1; the closer it is to 1, the stronger relationship between the variables is expected. To calculate MIC we used the functions available in the minerva package in R (Albanese et al., 2012) .
In the present work the presented correlation measures were applied to simulated as well as real examples. To begin with, two vectors of variables X and Y each of size n = 300 were generated from a two-dimensional normal distribution with zero expectations and a given value of linear correlation (r 2 ).
Two levels of correlation were used: 0.1 and 0.9. In the next step, the continuous variables were discretized and classified into two-row contingency tables. The discretization was performed with the discretize function from the R package arules (Hahsler et al., 2011) , using two methods: "interval" (equal interval width) or "frequency" (equal frequency). Six sets of simulated data are displayed in Table 1 . In the sets denoted data1 and data2, the assumed correlation between X and Y was 0.9, while for data3 and data4 this correlation was 0.1. In data1 and data3
the discretization was performed using the equal interval method, and in data2 and data4 it used the equal frequency method. The tables denoted data5 and data6
were collected following discretization of the continuous variables X and X 2 , where X 2 was calculated simply by squaring each value of X. In data5 the equal frequency method was used in the discretization process, and in data6 the equal interval method was used.
Some contingency tables from real experiments available in the literature were also analysed; these are listed in Table 2 . The table denoted data7 is taken from a paper by Hraba and Grant (1970) investigating racial preference among Nebraska school children in the year 1969, and data8 is the contingency table describing second year nesting success for successful and unsuccessful nests in the first year (Savard, 1988) . The last table, denoted data9, is taken from a paper by Savard and Robert (2007) , and contains data on the nesting success of goldeneyes in nest boxes installed in fall 1998 and 1999 in the boreal forest of Quebec, Canada.
For the generated continuous variables, the maximal information coefficient MIC was calculated and compared with the known r 2 . Moreover, the ability of MIC to detect a quadratic relationship between variables was also investigated;
i.e. MIC was calculated between the variables X and X 2 . For observations collected in a contingency table, the chi-squared independence test was performed and the above-mentioned correlation measures were calculated:
Cramér's V, Joe's entropy-based estimator, and the regression-based estimator.
The calculations were performed using the R package (R Core Team, 2013).
Results
The values of estimated correlation measures for the nine data sets are presented in Table 3 . For data with the high assumed linear correlation coefficient, i.e. data1 and data2, the estimators closest to the true correlation value were those based on the regression approach. Other calculated measures had smaller values than the assumed r 2 . Cramér's V and Joe's estimator were slightly closer to the true value of the correlation when discretization was performed with the equal frequency method. Also, MIC underestimated the assumed value of correlation in this case.
For the sets data3 and data4, for which the assumed correlation coefficient was small (r 2 assumed = 0.1), the calculated measures showed a reverse tendency: the regression-based estimator overestimated the assumed value, whereas Cramér's V and Joe's measure were close to the true correlation. It seems that the discretization method did not influence the obtained estimators for weakly correlated data. MIC overestimated the assumed r 2 for these variables.
The sets data5 and data6 contained data with the quadratic relationship discretized using two methods. It is notable that in this case, the calculated MIC value was the maximum 1.0, detecting the strong functional dependency between the variables. However, after discretization, particularly with the use of the equal interval method (data6), all information about the dependency between the generated variables was lost.
For the data from real experiments, denoted data7, data8 and data9, all of the calculated coefficients proved to have the potential to show the dependency between the observations. When the dependency was proved with a small p-value in the chi-squared test, the values of Cramér's V, Joe's estimator and the regression-based estimator were highest. They became smaller with higher pvalues (results for data7 compared with data8 and data9). MIC was not calculated for these cases because the data were available only as contingency tables.
Conclusions
Observations collected into a contingency table can be determined by unobservable variables of a continuous nature. This assumption is made, for example, for threshold traits and especially for binary traits, when only two stages of the traitsuccess or failureare recorded, although each stage is conditioned by an unobserved liability with continuous distribution (Harville and Mee, 1984) .
For two threshold traits observed on an experimental unit, it would be valuable to know the correlation of the underlying continuous variability. Measures of this correlation have recently been developed. One class of these measures is based on information theory. In this paper we used three information-based measures of correlation: MIC for continuous variables, and Joe's estimator and a regression-based estimator for two-row contingency tables.
Characteristics of Joe's estimator and the regression-based estimator for simulated data sets were investigated in our earlier paper (Skotarczak et al., 2018) . Under many generated data scenarios it was proven that the regression approach yields more accurate results than Joe's proposal, especially for highly correlated data. The current analysis confirmed these conclusions. The regression-based approach yielded the best results for data with the highest assumed r 2 coefficient, whereas Joe's estimator was the better approximation of the true correlation when the assumed r 2 was small. The MIC estimator detected the maximal level of dependency for data having a quadratic relation. However, the regression-based measure was also larger than zero (in the case with the equal frequency discretization method) and was higher than Cramér's V and Joe's estimator. The discretization method applied to data with a non-linear dependency can cause loss of dependency information. Compared with classical dependency measures based on chi-squared statistics, such as Cramér's V coefficient, the information-based correlation measures are worthy of consideration as means to estimate correlation between continuous as well as categorized variables.
