The Fermi surface ͑FS͒ of URu 2 Si 2 in the paramagnetic phase has been reinvestigated via the measurement of the two-dimensional angular correlation of the positron annihilation radiation. Unlike previous measurements our experiment provides evidence that density-functional theory gives a fair qualitative description of the FS, showing a large contribution from the 5f electrons, although the Fermi volume of electron and hole pockets determined experimentally is smaller than the theoretical description. Furthermore, we propose a method to investigate the nature of the hidden order responsible for the 17.5 K transition.
I. INTRODUCTION
The recently observed coexistence of magnetic ordering, superconductivity, and heavy-fermion behavior in some rareearth and actinide intermetallic compounds has emerged as a central topic of solid-state physics.
1,2 Although these three phenomena had been considered as antagonist one can find a large class of heavy ͑or moderately heavy͒ fermions where the strongly correlated state coexists with the magnetic ordering. A notable example is the archetype dense Kondo lattice system CeB 6 ; other compounds are CeAl 3 , CePd 2 Si 2 , CeRh 2 Si 2 , UGe 2 , URhGe, U͑Ni, Pd͒ 2 Al 3 , ZrZn 2 , CeIn 3 , and URu 2 Si 2 .
3 Among these systems, several have also displayed the fascinating interaction between superconductivity and ͑anti͒ferromagnetism. URu 2 Si 2 , the first moderately heavyfermion system showing this variety of phenomena, has been the center of attention of condensed-matter theorists and experimentalists for almost two decades. Extrapolation to 0 K of the paramagnetic regime Sommerfeld coefficient ͑␥ constant͒ yields ␥ = 180 mJ/ ͑K 2 mol͒. 4 Unlike its equally famous 4f electron counterpart CeRu 2 Si 2 , which shows neither magnetic ordering nor superconductivity down to temperatures of a few millikelvin, URu 2 Si 2 undergoes a second-order transition at T 1 = 17.5 K ͑Ref. 4͒ ͓where the zero-temperature extrapolation of ␥ decreases to Ӎ60 mJ/ ͑K 2 mol͔͒ and a superconducting transition at T = 1.4 K at ambient pressure. Initially T 1 was ascribed to an antiferromagnetic ͑AF͒ transition. However the minuscule moment detected by neutron experiments, Ӎ 0.03 B , 5 contrasts with the magnitude of the jump in the specific heat across T 1 , which would imply an ͑hypothetical͒ ordered magnetic moment of about 0.5 B , and with the value of moment obtained from inverse susceptibility curves on the paramagnetic phase ͓ para Х 1.2 B ͑Ref. 6͔͒. This large discrepancy aroused several theories [7] [8] [9] [10] [11] [12] suggesting a variety of hidden order parameters ͑HOPs͒ mainly responsible for the transition. Furthermore, the application of pressure leads to an increase in the value of magnetic moment detected by neutron-scattering experiments, and unlike other examples of magnetically ordered rare-earth compounds ͑UGa 3 and CeIn 3 ͒, it leads to an increase in T 1 . 6, 13 This has suggested that the application of pressure stabilizes a mixed state where the HOP phase may coexist with the AF ordering. 14 As the volume fraction of the AF phase increases as a function of pressure, superconductivity is suppressed, suggesting a link between HOP and superconductivity. 14 Finally, other authors have suggested the appearance of newer phases generated by the application of large magnetic fields ͑B Ͼ 32 T͒, leading to a major reconstruction of the Fermi surface ͑FS͒, in a manner similar to the action of the metamagnetic transition on CeRu 2 Si 2 and UPt 3 . 15, 16 The Fermi surface ͑FS͒ has been studied extensively below the ordered phase and under application of pressure via the de Haas-van Alphen ͑dHvA͒ and Shubnikov-de Haas experiments. [16] [17] [18] [19] [20] It is worth mentioning that dHvA experiments hardly detected any change in the extremal orbital sections of the FS as a function of pressure. 19 Low-statistics two-dimensional ͑2D͒ angular correlation of the positron annihilation radiation ͑2D-ACAR͒ experiments 21 and angle-resolved photoemission spectroscopy ͑ARPES͒ experiments 22 have been performed as well. The measurements have been compared to electronic structure calculations based on density-functional theory ͑DFT͒ within the usual local-density approximation ͑LDA͒ recipe. 18, 23 The agreement between 2D-ACAR and ARPES experiments and theory has been rather unsatisfactory.
The purpose of this work has been twofold: ͑i͒ to perform high-statistics 2D-ACAR experiments, positioning the sample with the optimal crystal orientation to investigate the theoretical prediction of the FS in the paramagnetic phase.
The measurements have been compared to the electronic structure calculated via density-functional theory. The theory has included the calculation of the positron-electron matrix elements; and ͑ii͒ to perform an accurate investigation of possible changes in the electronic structure of URu 2 Si 2 across the transition, comparing them to those ascribable to the ordering of the hidden parameter based on the theory by Varma and Zhu. 12 It is worth pointing out that in a 2D-ACAR experiment, where the measurements are performed in the presence of a weak magnetic field ͑B Ͻ 1.5 T͒, one avoids the disturbances of the ground state caused by considerable Zeeman effect and possible magnetic breakdown due to the strong B fields which need to be applied when the dHvA experiment is performed on heavy fermions. We also note that in materials endowed by a full three-dimensional ͑3D͒ k dispersion ͑such as URu 2 Si 2 ͒, unlike the case of the 2D-ACAR technique, which determines unambiguously 2D projections of the 3D positron-electron momentum density, ARPES measurements are of difficult interpretation, in particular if they are not aided by a proper calculation of the radiation-electron matrix elements.
In detail, by measuring the distribution N͑ x , y ͒ of the deviation angles from anticollinearity of the annihilation ␥ rays, a 2D-ACAR experiment determines a 2D projection ͓ 2D
ep ͑p x , p y ͔͒ of the 3D electron-positron ͑ep͒ momentum density, ep ͑p͒, 24 which can be expressed in the singleparticle approximation as
͑1͒
Here k n and denote the electron and positron wave function, respectively, and the summation extends over all occupied k electron states from bands of index n. 24 The enhancement factor 25 g͑r͒, a function of the total electronic density n͑r͒ ͕g͑r͒ϵg͓n͑r͔͖͒, describes the enhancement of the electronic density at the positron location due to the Coulomb force.
The contribution to ep ͑p͒ from the conduction bands l is discontinuous at points p F l = ͑k F l + G͒, where G is a reciprocal-lattice vector and k F l are the reduced Fermi wave vectors in the first Brillouin zone ͑BZ͒. The standard LockCrisp-West ͑LCW͒ transformation, 26 extensively used in the data analysis of 2D-ACAR spectra, reinforces these discontinuities by folding the momentum distribution ep ͑p͒ back onto the first BZ by translation over the appropriate vectors G. If the summation is performed over a sufficient portion of momentum space, the result is
Here denotes the positron wave function and ⑀ k,n is the energy eigenvalue of the electron from band n with Bloch wave vector k and wave function k n . The factor g k n ͑r͒ accounts for the ep correlations. 28 In general, although the mapping of the FS is facilitated when the overlap integral in Eq. ͑2͒ is a weakly varying function of k, the FS discontinuities ͓marked by the step function of Eq. ͑2͔͒ are not shifted by this k dependence. 29 If, as in the present case, the LCW transformation is applied to a projection of ep ͑p͒, the result of Eq. ͑2͒ yields a projection of the electron-positron k-space density in the BZ, and consequently, information on the Fermi volume.
In Refs. 30 and 31 we have presented an algorithm, based on the full-potential linearized augmented plane-wave ͑FP-LAPW͒ method implemented in the WIEN2K package, 32 to calculate directly the LCW density via Eq. ͑2͒. The method includes electron-positron correlation effects 25 and can treat spin polarized systems. 33, 34 In this work, we present the results of 2D-ACAR measurements over one single crystal of URu 2 Si 2 and compare them to our calculations which treat the 5f electrons under different starting assumptions. We discuss our results in light of previous dHvA experiments and calculations. Furthermore we discuss the effect of one candidate model of the HOP ͑Ref. 12͒ on the outcome of the experiment across T 1 and set the conditions for its observability.
II. EXPERIMENTAL PROCEDURES AND DETAILS OF THE CALCULATIONS
The crystal structures of URu 2 Si 2 is body-centered tetragonal ͑bct͒, containing one molecule per primitive cell. The space group is I4 / mmm.
The single crystal was grown by Menovsky from the University of Leiden. It was from the same batch as the one used in Ref. 35 . The lattice constants were a = 4.125 Å and c = 9.575 Å.
An x-ray diffraction experiment, using the von Laue technique in back reflection, confirmed the final singlecrystalline state. The good quality of our single crystal was also confirmed by showing the expected large anisotropy in the magnetization ͓as measured by a superconducting quantum interference device ͑SQUID͒ magnetometer͔. The plot of the molar susceptibility for magnetic field parallel to the a and c axes, fully consistent with previous measurements, 4 is shown in Fig. 1 . The measurements were carried out with a recently implemented setup based on a pair of Anger cameras. Each detector comprised a 52 cm diameter and 1.25-cm-thick Na͑I͒ crystal scintillator, optically coupled to a close-packed honeycomb array of 91 photomultipliers. A 10.9 m sampledetector distance provided a coincidence angular view of 52.5ϫ 52.5 mrad 2 ͑1 mrad is equivalent to 0.137 momentum a.u.͒ in a 272ϫ 272 matrix. At this distance the optical angular resolution was 0.6 mrad. The resolving coincidence time for the photon pair selection was 60 ns. A 1.3 T watercooled electromagnet was employed to focus the positrons, emitted by 0.74 GBq of 22 Na, onto the sample. The smearing due to the thermal motion of the positron ͑Ӎ0.09 mrad at 9 K and Ӎ0.16 mrad at 25 K͒ was negligible compared to the optical resolution. Therefore, the overall experimental resolution, determined by combining the optical resolution with the intrinsic sizes of the positron source spot at the sample, was 0.082 and 0.126 a.u. for the p x and p y directions, respectively.
The sample holder consisted of a thick tungsten-based collimator connected directly to the cold finger of the continuous flow He cryostat. The collimator, surrounding entirely the source-sample system, had the double purpose of shielding the detectors from any radiation not emitted directly from the samples and ensuring that the sample temperature was within Ӎ1 K of the two temperature sensors positioned in the collimator at either sides from the sample position. Several spectra were acquired at T =9 K, T = 25 K, and T = 45 K. At each temperature Ϸ8 ϫ 10 8 raw coincidence counts were collected. The spectra were subjected to the usual correction procedures. 24 We performed electronic structure calculations regarding the 5f electrons either as ordinary band electrons ͑f band͒ or as core states ͑f core͒. The f-core calculation was accomplished by forcing a U 5f 3 core configuration. The energy parameter for the LAPW linearization of the 5f orbitals was set at very a high value ͑ϳ2 Ry͒, thus excluding the U f component from the valence states. The LDA exchangecorrelation functional was employed. The self-consistent calculation was performed including spin-orbit coupling at each variational step. The structure parameters mentioned above were employed. The R MT K max parameter controlling the basis size was 7.5, which gives above 90 basis functions per atoms.
The evaluation of LCW density was done on equally spaced 726 mesh points in the irreducible wedge of the first BZ. This corresponds to 5133 k points in the full first BZ. The first BZ of URu 2 Si 2 ͑bct structure͒ in a repeated zone scheme is shown if Fig. 2 . The integral in Eq. ͑2͒ was evaluated on a regular mesh in the real-space cell of size up to 80ϫ 80ϫ 180 ͑the real number of mesh points was reduced by taking advantage of the crystal symmetry͒. We have carefully checked that with these calculational parameters all presented results are well converged.
III. RESULTS AND DISCUSSION

A. Paramagnetic phase
The LDA calculation of the band structure and FS in the paramagnetic phase ͑f-band model͒ is in reasonable agreement with previous literature 18, 23 and in good correspondence with a recent calculation. 36 Figure 3 shows the band structure along high-symmetry directions of the BZ. Furthermore, in Fig. 3 the width of the lines representative of the energy values is set to be proportional to the f orbital character of the k state inside the U sphere. As usual for systems with incompletely occupied f shells, LDA yields a considerable f weight for states near the Fermi level.
The FS, shown in Fig. 4 in a nonprimitive cell of size Like its 4f electron heavy-fermion counterpart CeRu 2 Si 2 , URu 2 Si 2 is a compensated metal with equal volumes enclosed by electronlike and holelike FSs. Table I shows the Fermi volume fractions relating to each FS manifold. The Fermi volumes fulfill the compensation requirements within Ӎ2%. In the right column of Table I we also show the calculated dHvA frequencies of the extremal cross-sectional areas of the four FS sheets perpendicular to the ͓001͔ direction for a hypothetical experiment performed in the paramagnetic phase. The values are consistent with the calculation reported in Ref. 18 but not with the dHvA experiments which have been performed below T 1 .
The topology of the FS dictated a projection direction along the ͓110͔-like axis, which preserves most of the signal coming from electronlike and holelike pockets, avoiding the deleterious superposition and consequent signal cancellation of the FS sheets for integration along ͓100͔ or ͓001͔. The estimated overall asymmetric experimental resolution corresponded to 22% and 11% of the corresponding linear sizes of the projected BZ ͑parallel to the ͓110͔ and ͓001͔ directions, respectively͒.
In the 2D-ACAR studies it is common practice to perform a preliminary analysis of the anisotropy A͑p x , p y ͒ of the angular-correlation spectra. This is defined as
where 2D ep ͑p x , p y ͒ is the experimental spectrum and
ep ͓p r cos͑͒,p r sin͔͑͒d represents its angular average. Beyond checking the integrity and proper symmetry of the data, A͑p x , p y ͒ gives information on the FS topology whenever the anisotropy of the projected electron-positron momentum density, 2D ep ͑p x , p y ͒, is mostly caused by the discontinuities of the electron momentum density of the conduction band at the k F + G points. These discontinuities occur along directions which have the BZ rather than the radial symmetry. In this case it is interesting to compare the radial anisotropy of URu 2 Si 2 with that of the isostructural and 4f electron heavy-fermion system CeRu 2 Si 2 and that of the isostructural non-f-electron system LaRu 2 Si 2 , which is measured by one of us ͑M.B.͒ with an equivalent 2D-ACAR setup. 37 The lattice constants of the three compounds differ by less than 3%. Figure 5 shows the anisotropy part of the ͑110͒ projection for the aforementioned compounds ͑data for URu 2 Si 2 are not symmetrized͒. The amplitude variation in the radial anisotropy of URu 2 Si 2 corresponds to Ӎ3% of the maximum, which is equivalent to ϳ21 times the statistical uncertainty of the maximum. The anisotropy of URu 2 Si 2 , in particular the maxima at ͑3,5͒ mrad, is in good agreement with that of the low-intensity spectrum shown in Fig. 2c mostly concentrated in the low-momentum region and rich with details, contrasts greatly with those of CeRu 2 Si 2 and LaRu 2 Si 2 , which are rather similar and show coarse structures extending up to large momenta. We also note that unlike the sparse features of CeRu 2 Si 2 and LaRu 2 Si 2 the distance between the two symmetric maxima at Ӎ͑3,5͒ mrad and their positions is commensurate with the projected reciprocal-lattice vectors, suggesting a link with direct features of the conduction-valence electrons. It is tempting to ascribe the differences among the three spectra as due to the different roles played by the 5f electrons in URu 2 Si 2 , more delocalized and extended in configuration space and consequently more bounded to low values in momentum space, compared to that of the 4f electrons of CeRu 2 Si 2 , which are notoriously at the border between localization and itinerancy and are hardly discernible as proven by the similarity between the anisotropy of CeRu 2 Si 2 and LaRu 2 Si 2 . Furthermore, the large difference between the anisotropies of CeRu 2 Si 2 and URu 2 Si 2 and the close similarity of those of CeRu 2 Si 2 and LaRu 2 Si 2 ͑which has no f electrons͒ reinforce our doubts, proposed in Ref. 37 , on the itinerancy of the 4f electrons of CeRu 2 Si 2 . Indeed, although the 4f electron itinerancy has often been invoked as a typical manifestation of the archetype heavy-fermion behavior, 1,38 several experiments have been inconsistent with this assumption ͓see, for example, our works on CeB 6 ͑Ref. 39͒ and CeIn 3 ͑Ref. 40͔͒.
In summary, the comparison of the radial anisotropy of URu 2 Si 2 with those of CeRu 2 Si 2 and LaRu 2 Si 2 is in favor of a considerable itinerant character of the 5f electrons in URu 2 Si 2 . If an f orbital character is present in the conduction ͑or valence͒ electron wave functions, a k dependence in the overlap integral of Eq. ͑2͒, caused by the different degrees of hybridization along the band, may be expected. Indeed a strong positron distortion, which obscured dramatically the FS signals, was observed in two 5f electron itinerant systems of simpler ͓UGa 3 ͑Ref. 30͔͒ and more complex ͓UGe 2 ͑Ref. 33͔͒ crystal structure. It is therefore essential to compare the ͑projected͒ experimental LCW density with the corresponding calculated LCW ep calc ͑k͒ which includes the positron-electron matrix elements. Figures 6͑a͒ and 6͑c͒ show the calculated ͑f band͒ and experimental projected LCW density, respectively. The total amplitude variation in the unsymmetrized experimental LCW density was ϳ1.8%, which is equivalent to ϳ40 times the statistical error of the maximum. Moreover, Fig. 6͑b͒ shows the calculated projected band occupancy, which is uniquely depending on the FS topology. Differences between panels a and b are then ascribed to the effect of the positron wave function and the electron-positron correlations. To make the comparison between theory ͓Fig. 6͑a͔͒ and experiment ͓Fig. 6͑c͔͒ more effective, we perturbed the theory with the same level of noise as the experimental results.
Interestingly, the similarity between the two upper quadrants highlights a very moderate positron wave-function distortion of the FS in this material. This is somehow surprising if compared to the other 2D-ACAR studies of 5f electron systems mentioned above. On the whole, there is a fair qualitative agreement between experiment and f-band theory. In fact, the f-band model fares much better than the f-core model, which appears in Fig. 6͑d͒ ͑only the calculated LCW density is shown͒. The FS yielded by the f-core model for URu 2 Si 2 is rather similar to that predicted for the isostructural non-f-electron system LaRu 2 Si 2 which, unlike URu 2 Si 2 , is an uncompensated metal. 37, 41 It consists of three small Z-centered holelike pockets surrounded by a much larger holelike manifold ͑the last FS volume accounting to 45.8% of the BZ volume͒ and a small roughly cylindrical electronlike FS ͑cylinder axis along ͓001͔͒. The overall Fermi volume is equivalent to 53.45% and 3.45% of the BZ volume for the holelike part and electronlike part, respectively 42 ͑very similar results are obtained for LaRu 2 Si 2 ͒. Even if the hole pockets of the f-core model, similar to the f-band case, generate a minimum at the RZ point projected ͓see Fig. 6͑d͔͒ , the shape of that minimum is inconsistent with the experimental results. In general, the overall shape of the contour lines of the f-core model deviates significantly from the experimental result ͓compare the large fraction of contour lines of the f-core model, almost parallel to the ⌫X-⌫X direction, to the large fraction of contour lines of the experiment- Fig.  6͑c͔͒ , almost perpendicular to that direction. This finding, combined with the striking differences in the radial anisotropy shown in Fig. 5 , reinforces the idea of the itinerant character of the 5f electrons in URu 2 Si 2 .
On the other hand, it is worth noting some clear differences between the prediction of LDA ͑f band͒ and the experiment. In particular, the maximum at the center of the projected BZ of the experimental data ͓Fig. 6͑c͔͒ is narrower than that of the calculated LCW density ͓Fig. 6͑a͔͒, in particular along the ͓110͔ direction. Since the calculated maximum originates from the projection of the ⌫-centered electron FS pockets ͑labeled by letters a and b in Fig. 4͒ , the reduced extent of the experimental maximum suggests a reduction in the Fermi volume compared to the LDA predictions. Note that we cannot compare the experimental LCW density to the projected occupancy ͓Fig. 6͑b͔͒ since the comparison would be strongly affected by positron wavefunction effects. A rough estimate of the reduction in the Fermi volume can be attained by these steps. ͑i͒ The evaluation of the full width at half maximum ͑FWHM͒ of the central peak of LCW ep ͑k͒ in Fig. 6͑a͒ , mostly due to the b electron pocket of Fig. 4 and the corresponding evaluation of the peak in Fig. 6͑c͒ , yields FWHM calc = ͑0.52, 0.37͒ a.u. for the ͓110͔ and ͓001͔ directions and FWHM expt = ͑0.43Ϯ 0.04, 0.40Ϯ 0.04͒ a.u., respectively. ͑ii͒ If one approximates the FS pockets to prolate ellipsoids, integrated along one of the two equivalent directions ͓͑110͔-like͒, the ratio of the corresponding FWHM ͑experimental over predicted by LDA͒ is directly proportional to the ratio of the corresponding ellipsoid sizes ͑this was confirmed by a simple simulation͒. Therefore one can estimate the ratio of the experimental electron Fermi volume to the one predicted by LDA as R = 0.45 2 ϫ0.40 0.52 2 ϫ0.37 Ӎ͑74Ϯ 10͒%. ͑iii͒ Using the theoretical results from Table I , the experimental Fermi volume turns out to be FV expt = ͑0.17Ϯ 0.02͒ electron.
One should note that an adjustment of the theory to yield such Fermi volume reduction cannot simply be attained by shifting the Fermi level upward since this action would not preserve the equality of electron-hole Fermi volume. In fact, the operation of shifting the Fermi level ͑which is linked to the correct number of electrons per cell͒ should actually be replaced by shifts of the bands relative to each other, in such a way as to simulate the ͑unknown͒ self-energy corrections of the different electron states. In this regard, one should recall that there is no guarantee that LDA eigenvalues reproduce correctly the quasiparticle excitations of the system. Indeed, states with different orbital characters may need different self-energy corrections, leading to modifications of the LDA band structure ͑see Ref. 43 for the limiting case of oxides͒. This is certainly the case of d-derived bands nearby E F such as those produced by the Ru ͑but also U͒ d states.
Consequently, due to the compensation requirements, the same Fermi volume should be inferred for the holelike part of the FS. The dHvA frequency for the extremal crosssectional area of the reduced electron pocket size is F r = ͑6.0Ϯ 0.7͒ ϫ 10 7 G. This value is much larger than any dHvA frequency observed ͑all dHvA experiments have been performed below T 1 ͒. Therefore, the modest reduction in the Fermi volume of the paramagnetic phase suggested by 2D-ACAR is still incompatible with a paramagneticlike Fermi surface below T 1 .
B. Low-temperature phase
The last part of this work pertains to the efforts to monitor eventual changes in the electronic structure across T 1 . Although most of the experimental evidence is inconsistent with a pure AF state at ambient pressure, we thought that it is appropriate to start this discussion considering the effect of the onset of the AF state on the electronic structure.
We recall that due to the AF order the number of atoms in the unit cell is doubled since the U atoms at position ͑0,0,0͒ and ͑a / 2,a / 2,c / 2͒ are no longer equivalent. Therefore, in the AF phase, the BZ shrinks to a simple tetragonal cell 44 of sizes . The projected BZ is also reduced to half size as the paramagnetic one. In this case, due to the lower symmetry of the irreducible wedge of the first BZ, the selfconsistent calculation was performed on a larger number of mesh points, ͑2079͒, corresponding to 28577 k points in the full first BZ.
The extension of our scheme to spin polarized calculations is relatively straightforward and described in Refs. 33 and 34. The same steps used in the paramagnetic calculations are done for spin-up and spin-down projections of Bloch states separately.
The AF folding inevitably leads to a considerable decrease in the Fermi volume due to the disappearance of Fermi breaks as a result of the new, more finely spaced, BZ boundaries. As is well known, this happens because some conduction bands ͑of the paramagnetic phase͒ develop energy gaps in correspondence of the new BZ boundaries, thus minimizing the total energy. The reduction in the Fermi volume is particularly strong for compensated metals where often holelike FS pockets are folded onto electronlike FS pockets. The Fermi volume calculated from our calculation corresponds to 1.8% of the BZ volume for the electron and hole parts, equivalent to 0.036 electrons and holes per conventional cell, holding 2 f.u. ͑compare with the paramagnetic values reported in Table I , which refer to the bct cell, holding 1 f.u.͒. This value is in good agreement with what was reported in Refs. 16 and 45. The dHvA frequencies are considerably reduced as well. They are shown in Table II There is also a good agreement with the dHvA experiments. Although this positive result is quoted in Ref. 44 we feel that there is an inexplicably insufficient stress in the copious literature to this success of LDA. These results are incompatible with the several experimental works which claim a negligible fraction of the AF phase at ambient pressure. Two possible ways to reconcile the inconsistency are as follows: ͑i͒ the FS does not undergo major changes between the AF and the HOP phases and ͑ii͒ dHvA detects the FS relating to the AF fraction of the sample ͑yielding low amplitude of the dHvA oscillations but unchanged frequencies͒ but does not detect the signal relating to the HOP fraction of the sample. This situation is not uncommon in heavy fermions where the cyclotron mass pertaining to some manifold is very large. Otherwise, more simply, the HOP is not related to any appreciable static change in the FS and is invisible to dHvA.
To study the effect of the AF ordering on 2D-ACAR experiments it is common practice to fold calculated paramagnetic spectra and experimental ones onto the smaller AF BZ to compare the results with the calculated AF LCW density and experimental low-temperature spectra. Figures 7͑a͒ and  7͑b͒ show calculated paramagnetic and AF spectra, respectively. The theory has been perturbed by statistical noise assuming a large data collection ͑2 ϫ 10 9 counts͒. Clearly, the AF folding makes it extremely difficult to appraise the differences in the electronic structure. The difference between the calculated spectra consists uniquely of a slightly different shape of the broad central maximum, more elongated along the ͓001͔ direction and showing a shallow depression at ͑0,0.1͒ a.u. for the AF case. The experimental spectra shown in panels ͑c͒ and ͑d͒ do not confirm this small difference. The contour lines for k x Ͻ 0.1 a.u. are almost parallel to the ͓001͔ direction and inconsistent with the changes shown between panels ͑a͒ and ͑b͒. It is however rather clear that the precision of our data is insufficient to rule out the AF ordering. Clearly, the discrepancy with the LDA calculation, which was already detected in the paramagnetic phase, is more visible here. However, it is worth recalling that whereas the AF folding causes a large reduction in the amplitude variation in the LCW density ͑from 1.8% for the paramagnetic case to 0.6% for the antiferromagnetic case͒, the statistical errors decrease only by a factor of ͱ 2 ͑due to the additional folding͒, and therefore the noise affects the data more strongly.
Several models have been proposed for HOP responsible for the T 1 transition-incommensurate antiferromagnetism, 9 crystalline-electric-field induced multipolar ordering, 8, 10 onset of spin-density waves, 46 and FS nesting. 47 The model from Varma and Zhu 12 proposed a transition to an helicityordered state, characterized by the splitting of the FS of the paramagnetic phase in two FS manifolds, each having its spin-quantization axis fixed in relation to the Fermi surface ͑see Fig. 8͒ with the two FS manifolds becoming asymmetric along the ͓001͔ ͑z͒ direction. The model predicts that k F + differs from k F − by Х5%, corresponding to a deviation of 0.014 a.u which is within the reach of our spectrometer. We have attempted to foresee the effect of the broken symmetry of the FS proposed in Fig. 8 on a 2D-ACAR experiment which is well suited to test this effect. This happens because positrons emitted in the ␤ + decay of various radioactive sources are produced with a partial polarization, p, along the direction of their motion. For a 22 Na ␤ + source when positrons emitted from one side of the source are collected by the sample, the predicted average polarization of the positrons entering the sample is about p Х 36%.
Experiments of the two ␥ annihilation rates of positronium in ␣ quartz in the presence of a magnetic field parallel or antiparallel to the direction of the positron polarization ͑set by the source-sample direction͒ have confirmed an average polarization of p Х 31%. Polarized positrons will then undergo two ␥ annihilations in the sample only with electrons of one of the two FS manifolds ͑up or down͒ sketched in Fig. 8 . Consequently it is possible to detect the predicted asymmetry in the radius of the FS along the c axis.
The response of a 2D-ACAR experiment is strongly dependent to whether the predicted splitting will be realized as single or a multiple domain. In principle, the experiment is able to detect both possibilities, although the latter case requires much larger statistical accuracy to be visible. In the single-domain case, at the onset of the broken-symmetry state, there would be an imbalance in the annihilation rate along the k z direction ͑with z along the ͓001͔ direction͒ since k FS z + is larger than k FS z − . The effect would essentially result in a shift of the centroid of the LCW density on going across T 1 . In the absence of ab initio band-structure calculation of the phase with HOP, we have modeled the effect by shifting the calculated LCW density of AF calculation along the ͓001͔ direction by an amount of the order of the asymmetry in the k FS z radii predicted by Varma and Zhu 12 ͑we used ⌬k FS z ϯ Х 0.02 a.u.͒. A realistic positron polarization, p =30%, has been assumed. Figure 9 shows the difference between paramagnetic state and ordered state prepared as described above for a data collection of 5 ϫ 10 8 counts. At this statistical level, the difference between the projected LCW densities relating to the two phases is strongly affected by noise. Therefore, we integrated the difference along the ͓110͔ direction. The hypothetical asymmetry is clearly above the noise level.
A second possibility of this unknown state of matter is that the new phase does not constitute a single domain. In this case, the suitably polarized positrons should sample both the spin-up and spin-down manifolds symmetrically displaced with respect to the origin. After the realization of the broken-symmetry state the envelope occupied by the two singly-occupied manifolds would be larger and the doublyintegrated LCW density difference with the paramagnetic phase will be depressed at the center. Figure 10 shows the difference between paramagnetic and multidomain ordered states for two levels of data collection. For the changes in k F consistent with the model 12 Fig. 10 shows that the asymmetry is practically below the threshold of visibility for a realistic data acquisition of 5 ϫ 10 8 counts and barely visible for a statistic four times larger. At the moment, the investigation across the transition of the twice-integrated LCW density detected a very small difference, which was not entirely reproducible. The smallness of the predicted effect requires an extremely high statistical accuracy and stability which go beyond the previous state of the art. Whereas we cannot exclude that the novel state is realized in multiple domains, since the level of statistical accuracy of the experimental data above and below T 1 is below the 2 ϫ 10 9 count visibility threshold proposed by the simulation, we can conjecture confidently that in our experiment there is no evidence of the ordered Varma-Zhu state in one single domain.
IV. CONCLUSIONS
We have performed high-statistics 2D-ACAR experiments on a single crystal of URu 2 Si 2 in the paramagnetic phase for the ͓110͔-like integration direction. The anisotropy of the data is consistent with previous low statistic data acquisitions 21 and surprisingly different from that of the isostructural 4f counterpart CeRu 2 Si 2 and non-f-electron lanthanide LaRu 2 Si 2 . The anisotropy and the comparison with the LDA-based calculated LCW density suggest that a 5f electron itinerant description of the system is adequate.
On the other hand, although LDA provides a fair qualitative agreement with the experiment, we infer a reduction in the Fermi volume predicted by LDA to about ͑74Ϯ 10͒% of the theoretical one. We have investigated the effect of a pure antiferromagnetic transition below T 1 . The experimental data ͑at ambient pressure͒ do not support the predictions of the calculated AF LCW density. However the strong reduction in the amplitude variation in the projected LCW density due to the vanishing of a large part of the calculated FS ͑compared to the paramagnetic phase͒ would require an extremely high statistical accuracy ͑obtained by more than 200 days of counting with the current setup͒ to rule out unambiguously that a large fraction of the sample undergoes AF ordering ͑at ambient pressure͒.
Finally, we have simulated the effect of the change in the FS due to helicity-ordered state proposed in Ref. 12 , which is suited to be studied with polarized positrons. The comparison between paramagnetic and low-temperature data excludes that this state forms as a single domain. The possibility of a multidomain state, resulting in much weaker difference with respect to the paramagnetic LCW density, would require, as for the AF case, a much larger data collec- FIG. 9 . ͑Color online͒ Simulation of the difference between paramagnetic LCW density ͑DFT calculation͒ and the lowtemperature phase predicted in Ref. 12 . The low-temperature LCW density has been obtained by manipulating the paramagnetic LCW density as described in text. The 2D projected LCW density has been further integrated along the ͓110͔-like direction. One domain and 5 ϫ 10 8 data collection have been assumed. The calculated spectra are subjected to statistical noise. Fig. 9 apart from releasing the assumption that one single domain is formed in the ordered phase ͑at T Ͻ T 1 ͒. The two calculated LCW densities have been subjected to statistical noise assuming the two levels of data collections listed in the figure. tion and cannot be ruled out on the base of our experiment.
FIG. 10. ͑Color online͒ Same as
An improvement of the current investigation of the order parameter of URu 2 Si 2 will be possible with the predicted upgrade of the apparatus. In fact, a micropositron beam of 25 m lateral size will make feasible the investigation of hypothetical single domains of the new ordered phase and test much more severely the predicted splitting of the FS. 12 In this case, due to the polarization of the positrons annihilating only with one of the two ͑up or down͒ manifolds, it should be possible to observe the asymmetry of the singly-occupied FS along the predicted ͓001͔ direction.
