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Entanglement negativity and entropy in non-equilibrium
conformal field theory
Marianne Hoogeveen♠ and Benjamin Doyon♠
♠ Department of Mathematics, King’s College London, London, United Kingdom.
We study the dynamics of the entanglement in one dimensional critical quantum systems after
a local quench in which two independently thermalized semi-infinite halves are joined to form a
homogeneous infinite system and left to evolve unitarily. We show that under certain conditions
a nonequilibrium steady state (NESS) is reached instantaneously as soon as the entanglement
interval is within the light-cone emanating from the contact point. In this steady state, the
exact expressions for the entanglement entropy and the logarithmic negativity are in agreement
with the steady state density matrix being a boosted thermal state, as expected. We derive
various general identities: relating the negativity after the quench with unequal left and right
initial temperatures, with that with equal left and right temperatures; and relating these with
the negativity in equilibrium thermal states. In certain regimes the resulting expressions can be
analytically evaluated. Immediately after the interval interesects the lightcone, we find logarithmic
growth. For a very long interval, we find that the negativity approaches a plateau after sufficiently
long times, different from its NESS value. This provides a theoretical framework explaining
recently obtained numerical results.
August 22, 2018
1 Introduction
Finding ways to quantify the entanglement of quantum many body systems is an interesting
problem with various applications, for instance as a tool for detecting quantum critical behaviour,
and topolocial phases [1, 2]. A measure of the quantum entanglement for bipartite systems in a
pure state is the Entanglement Entropy (EE),
SA = −TrρA ln ρA, (1)
which is calculated using the reduced density matrix ρA = TrBρ, where ρ is the density matrix of
the whole system, and A and B are complementary parts of the system. Together with the Re´nyi
entropies,
S
(n)
A =
1
1− n lnTrρ
n
A, lim
n→1
S
(n)
A = SA, (2)
this encodes a lot of information about the entanglement [3, 4, 5]. A striking feature of the EE is
the universal behaviour it displays near a Quantum Phase Transition. This allows one to compute
it using methods from Quantum Field Theory, or, exactly at criticality, Conformal Field Theory.
In [6, 7], a field theory method was introduced to compute the entanglement entropy using the
replica trick, whereby TrρnA is interpreted as a partition function on an n-sheeted Riemann surface.
When a system is in a mixed state, the EE is not a good measure of entanglement, as it contains
a classical contribution from the entropy of the mixed state. A measure of entanglement that does
not have this problem for mixed states is the logarithmic negativity [8]. The logarithmic negativity
between two parts A1 and A2 (such that A = A1 ∪ A2, and the total system is A1 ∪ A2 ∪ B) is
given by
EA1,A2 ≡ ln ||ρT2A ||1 = lnTr|ρT2A |, (3)
where the trace norm ||ρT2A ||1 is the sum of the absolute values of the eigenvalues λi of ρT2A , and ρT2A
is the partial transpose of ρA with respect to the tensor factor corresponding to A2. Note that A1
1
and A2 need not be complementary parts of the system (which is the case only when B = ∅). In
[9, 10], a systematic way was developed to compute the logarithmic negativity using field theory
methods.
Recently, the dynamics of entanglement out of equilibrium has seen a surge in interest, and this
has been studied in a variety of cases. A system can be brought out of equilibrium by applying a
quantum quench, which is a sudden change of a parameter in the Hamiltonian, such that the new
Hamiltonian does not commute with the original one. This can be a global quench, such as a sudden
change of a mass parameter, external magnetic field or interaction strength, or a local quench,
such as a sudden change in interaction strength between two sites on a chain. Such situations offer
insight into quantum physics out of equilibrium. A particular type of local quench is the so-called
“cut and glue” quench, in which a system is cut into two pieces and glued together, possibly after
the separate halves have been thermalized at different temperatures. This type of quench has been
studied since a long time, especially from the viewpoint of constructing non-equilibrium steady
states (where the setup is referred to as the “partitioning approach”) [11, 12, 13]. Numerical results
for the EE after this type of quench, in which two infinite chains of free fermions in their respective
ground states are connected at a point, were found in [14]. Analytical results for the more general
case where the theories could be described by a CFT were found in [15] (with a correction in [16]).
These results were generalized for systems of finite length [17], and re-obtained by developing the
holographic dual of the local quench between two CFTs in their ground state [18]. In the same
setup, the mutual information and EE after a local quench at zero temperature were calculated in
[19], and in a nonequilibrium steady state in the presence of an energy current (in an infinite chain
of free fermions) [20]. An analytical formula for the negativity after the quench was conjectured
for the case in which the system reaches a nonequilibrium steady state with finite energy current
[21], and numerical results were found for any time after the quench, confirming the relation for
the NESS.
In this paper we consider the entanglement arising after the “cut and glue” quench in CFT
with independently thermalized halves, where an energy current is generated and a nonequilibrium
steady state is reached at late times [22]. We confirm and generalize to a certain class of CFTs the
results of [20, 21]. We find that in certain CFTs, at any time, the negativity after the quench at
different temperatures can be written in terms of negativities in systems where the temperatures
are equal. We also find equations for various time regimes relating the negativity after the quench
with equilibrium expressions, in which the effect of the time evolution is only present in a change
of the intervals. For certain time regimes, we find analytical results for the finite time behaviour
before the NESS is reached.
We present new techniques using holomorphic (chiral) twist fields for computing measures of
entanglement after a local quench, expanding previous results [7, 23] (see also the various reviews
in [16]). We consider both Re´nyi entropies and the logarithmic negativity, but we concentrate on
the latter, as the former is not a good measure of entanglement when considering mixed states.
The organisation of the paper is as follows: in section 2, we describe the type of “cut and glue”
quench we are interested in, and give an overview of important results in the literature, as well
as the main results obtained in this paper. In section 3, we review the properties of branch-point
twist fields, and discuss holomorphic twist fields. We use these fields to find a relation between the
EE after the quench in terms of equilibrium quantities. In section 4 we finally describe the time
evolution of the logartihmic negativity after a local quench using these holomorphic twist fields,
and identify cases in which a universal result can be obtained. In particular, we find results for the
nonequilibrium steady state (NESS), and the time evolution leading up to that. In Appendix A we
confirm that the NESS, on (holomorphic) twist fields, can still be described [22, 24] as a boosted
thermal state. In Appendix B we find relations between structure constants that appear in OPEs
of twist fields, in Appendix C we relate some of the nonuniversal constants in our results to the
boundary entropy, and in Appendix D we relate the time evolution of the mutual information to
quantities that can be computed in equilibrium.
2
2 Local quench between independently thermalized systems
Consider two copies of a semi-infinite one-dimensional quantum system (say, a spin chain), sep-
arately prepared in generically different thermal states with inverse temperatures βl and βr. As
the two copies are separately prepared, they are completely unentangled. At time t = 0, the two
copies are connected at their boundary point, forming the left and right halves of a single infinite,
homogeneous total system. The total system is then left to evolve unitarily. The process we are
describing is a local quench: at time t = 0, the dynamics is suddenly changed from that of two
disconnected semi-infinite systems to that of a single homogeneous total system, by adding a local
connection (one or a few links in the spin chain). Because of the interaction thus created between
the left and right subsystems, one expects the subsystems to become entangled as time goes on.
In the total system, energy can flow between the left and right subsystems, and because of the
initial temperature imbalance an energy current develops. In certain situations, including those
we will be considering here, after an infinitely long time a steady state emerges where energy flows
constantly from one side to the other [25, 26, 27, 28, 29, 22, 30, 31, 32, 33, 34]. This quench process
is sometimes referred to as the “partitioning approach” for constructing non-equilibrium steady
states (NESS) [11, 12, 13]. We are interested in the dynamics of the entanglement between the
left and right subsystems in the presence of a developing energy current, and in the entanglement
present in the steady state emerging at late times.
βl βr
∝ t
βl steady state βr
Figure 1: We consider two semi-infinite critical systems, initially thermalized at different temper-
atures. At time t = 0, the systems are connected at a point so that energy can flow between
them. After time t, there is a sharply defined region of size R ∝ t in which there is a steady state
description. We want to consider the behaviour of the entanglement between the left- and right
baths as time evolves.
Let us denote by H l and Hr the Hamiltonians of the left and right subsystems, respectively.
The density matrix describing the initial state, with independently thermalized subsystems, is
ρ0 = e
−βlH
l−βrH
r
. (4)
The expectation value taken in the initial state is denoted as
〈· · · 〉0 = Tr(ρ0 · · · )
Tr(ρ0)
, (5)
Note that since [H l, Hr] = 0, the expectation values factorise into the left and right systems: if
O1(x) and O2(y) are local observables at positions x < 0 and y > 0, respectively, then
〈O1(x)O2(y)〉0 = 〈O1(x)〉l〈O2(y)〉r (x < 0, y > 0), (6)
where the expectation values 〈· · · 〉l/r are taken with respect to e−βlHl and e−βrHr , respectively.
After the quench, a connection is added between the left and right subsystems, and the full
Hamiltonian is
H = H l +Hr + δH. (7)
The term describing the connection δH does not commute with either H l or Hr. Although it
may have a vanishingly small effect on the value of the total energy, it affects the dynamics
in an important way. The density matrix evolves with time according to the full Hamiltonian,
ρ0(t) = e
−iHtρ0e
iHt, and for any time t > 0 it does not factorise into left and right subsystems
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anymore. Expectation values of observables in the state at time t after the quench can naturally
be written in terms of expectation values with respect to ρ0 of time-evolved observables,
Tr(ρ0(t)O)
Tr(ρ0(t))
= 〈O(t)〉0, (8)
with O(t) = eiHtOe−iHt.
At all times t > 0, and in particular in the non-equilibrium steady state occurring at infinite
times, the density matrix corresponds to non-trivial, generically non-thermal mixed states. Hence
in order to study the dynamics of the entanglement after the quench and in the steady state in the
presence of an energy current, we need to use a measure of entanglement that is appropriate for
any mixed states. One such measure is the logarithmic negativity [8]. This provides real numbers
characterizing the quantity of entanglement between any two subsystems in mixed states. That
is, for any decomposition of the Hilbert space as H = HA1⊗HA2⊗HB (where HB may be trivial)
and for any density matrix ρ on H, the logarithmic negativity EA1,A2(ρ) gives the quantity of
entanglement present in ρ between subsystems HA1 and HA2 . The results of [9, 10] provide, in
field theory, the logarithmic negativity as a certain nontrivial limit on averages with respect to
ρ of observables determined by A1 and A2. The observables involve the branch-point twist fields,
which are local observables of the replicated (multi-copy) field theory model [35, 7, 23]. Hence we
may use (8) in order to evaluate the entanglement negativity in field theory.
Below we will study the cases where A1 = [u1, v1] and A2 = [u2, v2] represent disjoint, con-
tiguous sets of local degrees of freedom (sites in the quantum chain).
Let us now assume that the quantum system is critical, and that the dynamical exponent is
unity (for instance a quantum chain at a critical point, such as the Heisenberg model). If we assume
that the initial temperatures, β−1l and β
−1
r , of the left and right halves are small as compared
to microscopic energy scales (for instance, the typical energy of a link in the quantum chain),
we may describe the physics by using Conformal Field Theory (CFT). The quench process that
we described above has been studied within CFT in [22, 36], and as explained there, a current-
carrying non-equilibrium steady state develops at large times. From standard CFT arguments,
the fields that are in the same conformal family as the energy and momentum density separate
into right and left movers. On each semi-infinite initial, separate subsystems, right and left movers
are related to each other via conformal boundary conditions at the endpoints, see Figure 2. The
effect of the local quench is to modify the dynamics in such a way that at times t > 0, right and
left movers flow continuously through the total system, at the speed of light (the Lieb-Robinson
velocity of the quantum chain). This has the effect of producing a light cone, outside which the
initial independentaly thermalized states are observed, and inside which a non-equilibrium steady
state occurs. The steady state is completely described by independently thermalizing right and
left movers at inverse temperatures βl and βr, respectively, or equivalently by boosting a thermal
state of rest-frame inverse termperature
√
βlβr and boost velocity (βr − βl)/(βr + βl). See Figure
1.
Below we will combine the CFT description of the quench problem and the emerging steady
state with the twist-field expressions for logarithmic negativity in order to study the universal
dynamics of entanglement in the presence of energy flows in critical systems.
0−∞ ∞
(a) Before the quench: t < 0.
0−∞ ∞
(b) After the quench: t > 0.
Figure 2: Before the time of connection, the systems (at low temperatures) are described by two
copies of the same CFT, each on the half-line, with different temperatures. After the connection,
the total system is described by a CFT on the line, but one can not associate a temperature to
the state.
4
HH
Figure 3: Expectation values at time t after the quench are computed using time evolved observ-
ables on the disconnected state. The observables are evolved with the full Hamiltonian H , which
includes the connection between the left and right systems.
Remark. The quantum-chain precursor to branch-point twist fields are cyclic replica permutation
operators, studied in [37]. Generalizing the field-theory arguments of [9, 10] and using these
quantum-chain operators, one obtains the logarithmic negativity via averages of local observables
in quantum chains. Hence, one may also use (8) in quantum chains in order to study the dynamics
of the negativity dynamics, by replacing the observable O with products of cyclic replica permutation
operators instead of branch-point twist fields.
2.1 Main results of this paper
B
0
B B
−v
A1
−u u
A2
v
Figure 4: The negativity between two parts A1 = [−v,−u] and A2 = [u, v] of finite length, and
equal distance from the point of connection. The negativity is a measure for the entanglement
between two (not necessarily complementary) regions A1 and A2 of a system A1 ∪ A2 ∪B.
We denote by EA1,A2(t;βl, βr) the logarithmic negativity between degrees of freedom lying on
subsets A1 and A2, a time t after the connection, with initial left and right inverse temperatures
βl and βr respectively (see Figure 2). In the following, we will denote the logarithmic negativity
in equilibrium (i.e. in a system where no quench has taken place) at inverse temperature β by
EeqA1,A2(β). We find the following.
For technical reasons, calculations will mainly be restricted to CFT models with trivially
factorized pairing between holomorphic and antiholomorphic modules of the CFT (which we will
refer to as trivial pairing data). However, certain results generalize to arbitrary pairing, as we will
indicate.
For CFT models with trivial pairing data, the logarithmic negativity between two intervals of
equal length, A1 = [−v,−u] and A2 = [u, v] is given by the average of two expressions that each
depend only on one of the temperatures,
E[−v,−u],[u,v](t;βl, βr) = 1
2
(E[−v,−u],[u,v](t;βl) + E[−v,−u],[u,v](t;βr)) , (9)
where E[−v,−u],[u,v](t;β) is the negativity obtained from intially thermalizing both halves at the
same temperature. We find different behaviour for the latter function depending on the length
v − u of the intervals we are measuring, and the time t after connection.
Entanglement starts building after t > u. For intermediate times u < t < v, the following
relation between the logarithmic negativity after the quench in terms of the equilibrium negativity
between different intervals holds for CFT models with trivial pairing data:
E[−v,−u],[u,v](t;β) = Eeq[−v,−u]∪[t,v],[u,t](β) + lnC
T 2
TT − ln c1/2 + 3 ln g, u < t < v. (10)
Recall that the equilibrium negativities Eeq
A˜1,A˜2
are calculated in an infinite system where no quench
has taken place; the effect of the quench is encoded in the now changed intervals A˜1 = [−v,−u]∪
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[t, v] and A˜2 = [u, t]. The constant C
T 2
TT is the limit n → 1 from even n of a universal 3-point
coupling characteristic of the CFT model, whereas c1/2 is a non-universal constant that depends
on the microscopic details of the quantum chain. Finally, we have a term which is a multiple of
ln g, the boundary entropy [38]. For late times, t > v, the observables measuring the negativity are
in the NESS. The logarithmic negativity in the NESS does not depend on time, and the relation
between the negativity after the quench and equilibrium expressions simplifies:
E[−v,−u],[u,v](t;β) = Eeq[−v,−u],[u,v](β), t > v. (11)
Note that in this regime the above relation (11) and the relation (9) are consistent with the
state being a boosted thermal state with boost velocity (βr − βl)/(βr + βl) and rest-frame inverse
temperature
√
βlβr. This latter descrition is expected to hold for CFTs with nontrivial pairing
data as well.
B B
−ℓ
A1
0
A2
ℓ
Figure 5: Negativity between two parts A1 and A2 of finite length ℓ.
The equilibrium expressions for the negativity in the above relations generally depend on the
CFT model in question, and therefore an explicit solution cannot be found from CFT methods.
However, specializing to the case A1 = [−ℓ, 0] and A2 = [0, ℓ], we may find approximate solutions
for certain limits of ℓ and t.
For instance, just after the quench, the logarithmic negativity calculated using (10), with u = 0
and v = ℓ, becomes
E[−ℓ,0],[0,ℓ](t;β) = c
2
ln
t
δ
+ lnC
T 2
TT + ln c1/2 + 3 ln g, t≪ any other scale, (12)
where δ is a non-universal factor related to the lattice spacing of the underlying quantum chain
and c is the central charge of the CFT model. Note that the behaviour just after the quench does
not depend on the temperatures of the systems before the quench.
Another limit we can take is ℓ ≫ t → ∞. In this limit, the equilibrium terms in (10), again
specializing to u = 0 and v = ℓ, can be found to be of the form
lim
s→∞
E[−∞,0],[0,∞](s;β) = c
2
ln
β
2πδ
+ 3 lnC
T 2
TT + ln c1/2 + 3 ln g. (13)
This indicates a plateau, which is different from the plateau reached in the NESS. One can interpret
the second term as arising from the fact that the entanglement builds up around the two boundary
points, which in this limit are far away from each other.
We expect the asymptotic result for small t (12) with (9) to hold for more general module
pairing in the CFT, but in the “prethermal” regime, the result (13) may have corrections for
CFTs with nontrivial pairing data. The difference between the logarithmic negativity just after
the quench and in the limit ℓ > t→∞ is a universal function of t/β:
E[−∞,0],[0,∞](t;β)− lim
s→∞
E[−∞,0],[0,∞](s;β) = c
2
ln
2πt
β
− 2 lnCT 2TT t≪ any other scale. (14)
The logarithmic negativity in the NESS (i.e. for t > ℓ) does not depend on time, and is given
by
ENESS[−ℓ,0],[0,ℓ](β) = E[−ℓ,0],[0,ℓ](t > ℓ;β) =
c
4
ln
(
β
2πδ
tanh
πℓ
β
)
+ lnC
T 2
TT + ln c1/2. (15)
In this regime it is expected that this result does not depend on pairing data.
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2.2 Comparison to results in the literature
The CFT corresponding to the harmonic chain numerically studied in [21] has trivially factor-
ized module pairing. Therefore, all above results should apply to this case. Using general CFT
arguments and their numerical results, the authors of [21] conjectured an expression for the log-
arithmic negativity in the nonequilibrium steady state (NESS). Our result (15) at c = 1 confirms
that this conjecture is correct. Further, other numerical results found in [21] for the regime be-
fore the system reaches the steady state suggest that the logarithmic negativity builds up quickly
(logarithmically), and then saturates to a finite value, before hitting the NESS regime in which it
saturates at a lower value. These general features are in agreement with the above results.
3 Branch-point twist fields and a real-time CFT approach
to entanglement dynamics
Some measures of entanglement, such as the von Neumann and Re´nyi entropies, and the (log-
arithmic) negativity, can be expressed using the replica trick in terms of correlation functions
of so-called branch-point twist fields [35, 7, 23], associated to the permutation symmetry of the
copies. Branch-point twist fields exist in any replica, n-copy QFT model, and are associated with
the symmetry under permutation of the copies. The main property of the twist field of interest,
associated with a cyclic permutation, is the exchange property
ϕi(y, t) T(x, t) =
{ T(x, t)ϕi(y, t) (y < x)
T(x, t)ϕi+1(y, t) (x < y). (16a)
Similarly, the “anti-twist” field, associated with the inverse cyclic permutation, satisfies
ϕi(y, t) T˜(x, t) =
{ T˜(x, t)ϕi(y, t) (y < x)
T˜(x, t)ϕi−1(y, t) (x < y). (16b)
The twist fields are local, primary fields, and their scaling dimension was found in [35, 7] to be
dn =
c
12
(n− n−1). (17)
We will use the CFT normalization
T(x)T˜(y) ∼ (x− y)−2dn . (18)
In general, the trace of the product of reduced density matrices appearing in the expression for
the Re´nyi entropy S
(n)
A for a region A consisting of N cuts A = [u1, v1] ∪ · · · ∪ [uN , vN ], is given,
for an initial state represented by 〈· · · 〉, by the following 2N -point function
TrρnA = c
N
n δ
2Ndn〈T(u1)T˜(v1) · · · T(uN )T˜(vN )〉, (19)
where
√
cn is a nonuniversal constant encoding the conical singularity at the positions of the twist
fields (this depends on the number of sheets) 1, and δ is a short-distance regulator such as a lattice
spacing. Note that the expression on the right-hand side of (19) is dimensionless, as the twist
fields have dimension dn.
For the negativity, different configurations of twist fields are required. For instance, dividing a
system into three subsystems A1, A2 and B, consider the negativity measuring of the entanglement
between A1 and A2, disregarding the entanglement with the third subsystem B.
1Note the different way in which our constant cn appears in the formulae compared to [7] and papers after
that: in our case, the constant appears as a pair of twist fields is inserted, whereas in other works it appears in the
computation of the correlation function of twist fields.
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B B B
u1
A1
v1 u2
A2
v2
Figure 6: A picture representing the negativity between part A1 = [u1, v1] (dashed line) and
A2 = [u2, v2] (dotted line).
In a state represented by 〈· · · 〉, the logarithmic negativity between the systems A1 = [u1, v1]
and A2 = [u2, v2] (with A = A1 ∪ A2 and T2 denotes partial transposition with respect to A2) is
given by [9, 10]
EA1,A2 = lim
n→1
logTr|ρT2A |n = limn→1
n even
logTr(ρT2A )
n = lim
n→1
n even
log c2nδ
4dn〈T(u1)T˜(v1)T˜(u2)T(v2)〉, (20)
where we note that the last two equalities hold only when taking the limit n → 1 analytically
continuing from an even number of copies.
Note that in the expressions for the Re´nyi entropies (19) and the logarithmic negativity (20)
we have not specified the state the system is in. In the following, we will consider the local quench
as described in section 2. Our density matrices will therefore have the following dependencies
ρA = ρA(t;βl, βr). (21)
In some cases we will find relations between the negativity after the quench and negativities in
equilibrium, where a system is thermalized at a certain inverse temperature β. We will denote the
equilibrium expressions with
ρeqA = ρ
eq
A (β). (22)
3.1 Chiral twist fields
In CFT, local fields decompose into local holomorphic (or chiral) and anti-holomorphic (or anti-
chiral) components. Seen as generating Virasoro modules, local fields may be written as ϕ(x) =
ϕ+(x)ϕ−(x) (more precisely, there is a basis such that this holds). Under homogeneous time
evolution, a local field ϕ(x, t) evolves as ϕ(x, t) = ϕ+(x − t)ϕ−(x + t), again in the sense of
generators for Virasoro modules, and thus time evolution separates the components. The field-
theory meaning of this decomposition as modules is that the stress-tensor has independent integer-
power “holomorphic” (i.e. as function of x − t) and “anti-holomorphic” (i.e. as function of
x + t) expansions with finite-order singularities. This implies that each component ϕ+(x) and
ϕ−(x) commutes with energy and momentum densities at space-like distances – thus fulfilling
the requirement of locality. Using this decoupling, we can formally define chiral branch point
twist fields, which are defined in such a way that they cyclically permute only chiral or anti-chiral
components. For example, the equal-time exchange relations for the right-moving branch-point
twist field with a right-moving field ϕ+ is
ϕ+i (y)T +(x) =
{ T +(x)ϕ+i (y) (y < x)
T +(x)ϕ+i+1(y) (x < y)
(23a)
while the equal-time exchange relation with a left-moving field ϕ− is simply
ϕ−i (y)T +(x) = T +(x)ϕ−i (y). (23b)
Similar relations hold for left-moving twist fields and for the anti-twist fields. By considering
exchange relations with the stress-energy tensor, it can immediately be seen that these chiral
twist fields commute with the full energy and momentum densities of the replica (n-copy) theory.
Hence, they are local fields.
In fact, one can infer from the above that these chiral twist fields must be related to the
usual twist fields via its own holomorphic factorization, T(x) = T +(x)T −(x). In particular, their
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conformal dimension is given by
∆n =
c
24
(
n− 1
n
)
. (24)
Note that the chiral twist fields carry spin, since for a chiral twist field the difference between its
holomorphic dimension and its anti-holomorphic dimension is ∆ 6= 0 in general.
When chiral twist fields are brought close to each other, they may or may not have a divergence,
depending on the chirality of the fields. Two fields of different chirality do not produce a divergence.
For instance,
T +(x)T −(y) x→y∼ T +(y)T −(y) = T(y). (25)
However, fields of the same chirality do produce a divergence, for instance in the following OPE,
T +(x)T +(y) x→y∼ (x − y)∆(2)n −2∆n(T +)2(y)C(T +)2
T +T +
, (26)
where the structure constant C
(T +)2
T +T +
is a property of the CFT model under consideration, and
the conformal dimension of the field (T +)2, which is equal to the conformal dimension of (T −)2,
(T˜ +)2 and (T˜ −)2, is given by
∆(2)n :=
{
∆n n odd
2∆n/2 n even
(27)
Similarly, we have the OPE
T +(x)T˜ +(y) x→y∼ (x− y)−2∆n , (28)
where the normalization in (18) was used.
3.2 Pairings of holomorphic and anti-holomorphic fields
It is well known that, although holomorphic factorization in CFT is true at the level of Virasoro
representations – that is, the factors are local fields – it does not hold, generically, at the level
of the operator algebra. That is, the OPE between fields ϕi(x) and ϕj(y) is generically not the
product of the OPEs between their individual holomorphic, ϕ+i (x)ϕ
+
j (y), and anti-holomorphic,
ϕ−i (x)ϕ
−
j (y), components. For instance, one may have the diagonal structure (here for spinless
fields)
ϕi(x)ϕj(y) =
∑
k
CkijC¯
k
ij(x − y)dk−di−djϕk(y) (29)
instead of the factorized structure
ϕi(x)ϕj(y) =
∑
k,k′
CkijC¯
k′
ij (x− y)∆
+
k
+∆−
k′
−di−djϕ+k (y)ϕ
−
k′ (y). (30)
One may say that although holomorphic and anti-holomorphic components are local, they gener-
ically have semi-local properties with respect to the operator algebra. This generically affects, in
particular, the chiral twist fields that we introduced above.
It is known that the particular structure of the OPEs constitute additional data of the CFT
model under consideration, which, along with the central charge, the set of modules involved
and the chiral OPE coefficients, fully characterize the CFT model. This additional data may
be referred to as the pairing data of the model. Because of the separation between the chiral
and anti-chiral components of the stress-tensor (and of other symmetry currents), highest-weight
modules always appear, in any OPE, in a factorized fashion, hence the only pairing data necessary
is that identifying the pairing between modules.
The pairing of holomorphic and anti-holomorphic components is a manifestation, at the CFT
level, of the fact that, at the quantum-chain level, time-evolved fields are not in general locally
supported on end-points of the light-cone, but rather are supported on the full interval lying inside
the light-cone. Formally, we may represent this pairing as a connection between holomorphic and
9
anti-holomorphic components, and this connection constrains the OPEs involving the separate
components.
Models in which the pairing is trivially factorized are those that are completely built out of
symmetry currents: those where all representations involved are the representations associated to
the symmetry algebra itself. Free-boson (harmonic chains) and free-fermion models display this
property. By construction, in a model with trivially factorized pairing, the OPEs of twist fields in
the replica model also trivially factorizes.
It is beyond the scope of this paper to go into any detail of the effect of the pairing data on
the dynamics of entanglement. Below we make general comments on this, but mostly consider the
spacial case of factorized pairing. However, many of our results, we expect, do not depend on the
pairing data.
Remark. The pairing data of a CFT model affects n-point function calculations for n ≥ 4;
these can be calculated generically by inserting OPEs, and pairing data is necessary within this
procedure. Pairing data leads to expressions of 4-point functions as particular linear combinations
of products of conformal blocks. One can see, on the other hand, that 2- and 3-point functions do
not depend on the pairing data.
3.3 Dynamics after a local quench
The definition of the chiral twist fields is invariant under conjugation by any unitary operator.
Considering the time-evolution operator, this allows us to deduce the behaviour of branch-point
twist fields under time evolution. For example, evolving with the Hamiltonian H after connection,
we get the following relation for right-moving fields:
ϕ+i (y˜) e
−iHtT +(x)eiHt =
{
e−iHtT +(x)eiHt ϕ+i (y˜) (y˜ < x− t)
e−iHtT +(x)eiHt ϕ+i+1(y˜) (x− t < y˜)
(31)
where y˜ := y − t. From this relation one can see that under time evolution with the Hamiltonian
after connection, the right-moving twist field indeed evolves as e−iHtT +(x)eiHt = T +(x− t), and
the left-moving fields as e−iHtT −(x)eiHt = T −(x+ t). The same relations hold for the other twist
fields defined in (16).
After time evolution, chiral twist fields are evaluated in the disconnected state 〈· · · 〉0 defined
by (6). It may be convenient to define a so-called unfolding map, in which left- and right moving
fields of the half line are mapped to holomorphic fields on the full line, as follows:
T +(x) 7→ τ(x), T −(x) 7→ τ˜(−x), T˜ +(x) 7→ τ˜(x), T˜ −(x) 7→ τ(−x), (32a)
The holomorphic twist fields τ and τ˜ are defined on the unfolded line, and will be evaluated in
thermal states as per
〈· · · 〉l/r 7→ 〈· · · 〉chβlr , (32b)
where 〈· · · 〉chβ denotes the thermal expectation value taken in the holomorphic sector. The confor-
mal dimension of these holomorphic twist fields τ and τ˜ are again given by (24). Similar relations
hold for the anti-twist fields.
Because of the generically nontrivial pairing data of the CFT, after time evolution, where some
chiral components have evolved through the origin x = 0 and changed side, the expectation value
in the state 〈· · · 〉0 does not generically factorize into a product of expectation values in 〈· · · 〉l/r.
Indeed, pairing may imply connections between components that are positioned in different halves
of the system. Hence, the holomorphic expectation values 〈. . . 〉chβlr occurring after unfolding should
be understood as thermal conformal blocks, and the time-evolve correlation function is a sum of
products of such blocks.
However, with factorized pairing, even after time evolution, the expectation value of chiral
components in 〈· · · 〉0 does factorize into a product expectation values in 〈· · · 〉l/r. Further, in
this case, any thermal expectation value of full (holomorphic times anti-holormophic) fields also
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factorizes into its chiral component, so that we have a convenient relation between the holomorphic
twist fields in the unfolded system and the twist fields on the line:
〈τ(x) . . . τ˜(y)〉ch =
(
〈T(x) . . . T˜(y)〉
)1/2
. (33)
Using (8), (19) and (20), one can use these chiral twist fields to describe the dynamics of
entanglement after the quench by evolving the fields under the full Hamiltonian H and then
considering the time evolved fields in the disconnected system. This means all twist fields that
after time evolution are to the left of the defect should be evaluated on the half-line at temperature
βl, and all twist fields that are to the right of the defect, should be evaluated on the half-line at
temperature βr. These expressions can be simplified by unfolding the left- and right systems, and
one is left with products of two holomorphic expressions (conformal blocks) on the line, evaluated
at different temperatures. However, additional subtleties arise when the branch cuts emanating
from the twist fields cross the point x = 0 separating the left and right subsystems.
3.4 Evolution of the entanglement entropy
As a simple example, take the entanglement entropy between a finite region A = [u, v] and the
rest. For reasons of simplicity, we will assume that both u and v are positive. Naively, we have
TrρnA(t) = cnδ
2dn〈T(u, t)T˜(v, t)〉0, (34)
where 〈. . . 〉0 is the expectation value taken in the disconnected system and the time-evolved fields
are as above. However, this formula might involve non-universal singularities, as becomes clear
when the correlation function is expressed in terms of the chiral twist fields: 〈T +(u− t, 0)T −(u+
t, 0)T˜ +(v − t, 0)T˜ −(v + t)〉0. Here we have two different cuts for the left-moving fields and the
right-moving fields: A− = [u + t, v + t] and A+ = [u − t, v − t], and a subtlety arises when one
of the points of these regions crosses the defect. The fact that at the time t = 0 the boundary
conditions at the point of the defect are changed, means that each cut extending across the defect
is divided into two shorter cuts, one on each side of the defect. In our calculation of the EE, this
is expressed by the insertion of an extra pair of twist fields, giving rise to divergencies that must
be regularized.
To make this precise, we consider the EE at the time of the quench as the following limit,
TrρnA(0) = cnδ
2dn〈T(u, 0)T˜(v, 0)〉0 = cnδ2dn lim
ε→0
(2ε)2dn〈T(u, 0)T˜(t− ε, 0)T(t+ ε, 0)T˜(v, 0)〉0, (35)
where u < t < v. Evolving this over a time s with the connected Hamiltonian H , this becomes
TrρnA(s) = cnδ
2dn lim
ε→0
(2ε)2dn〈T(u, s)T˜(t− ε, s)T(t+ ε, s)T˜(v, s)〉0
= cnδ
4∆n lim
ε→0
(2ε)4∆n〈T +(u− s, 0)T −(u + s, 0)T˜ +(t− s− ε, 0)T˜ −(t+ s− ε, 0)
T +(t− s+ ε, 0)T −(t+ s+ ε, 0)T˜ +(v − s, 0)T˜ −(v + s, 0)〉0.
(36)
The expression after time evolution over a time s = t with u < t < v can be written as a product
of expectation values for the left and the right system, with the division at 0, as in (6). We can
use (6) and the OPE T −(2t− ε)T˜ −(2t+ ε) ε→0∼ (2ε)−2∆n to obtain the expression
TrρnA(u < t < v)
= cnδ
4∆n lim
ε→0
(2ε)2∆n〈T +(u − t)T˜ +(−ε)〉l〈T −(u+ t)T +(ε)T˜ +(v − t)T˜ −(v + t)〉r. (37)
As will become clear below, the expectation values in (37) are regular as ε → 0. Hence we
must set the remaining factor 2ε proportional to the short-distance cutoff δ. This is equivalent to
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Figure 7: EE between a part A = [u, v] (with u > 0 and v > 0) and the rest, a time t after
connection, with t < u < v (top left), u < t < v (top right) and u < v < t (bottom).
reversing the limits of ε → 0 and the scaling limit δ → 0. The constant of proportionality will
generally depend on the number of sheets n,
bn :=
2ε
δ
. (38)
The first expectation value in (37), corresponding to the left subsystem, can be evaluated by
mapping to a chiral theory on the line via the unfolding map (32). We obtain
〈T +(u− t)T˜ +(0)〉l = 〈τ(u)τ˜(t)〉chβl , (39)
where the expectation value is taken on the line at inverse temperature βl, and we have used
translation invariance to shift the rhs expression over t. Using the relation (33) between the
holomorphic twist fields and the full twist fields, we can relate this holomorphic expressions to a
Re´nyi entropy of a different interval, in a system in equilibrium at a different temperature.
On the other hand, the second expectation value in (37), corresponding to the right subsystem,
can be re-written as
〈T −(u+ t)T +(0)T˜ +(v − t)T˜ −(v + t)〉r = 〈T
(
u+ t
2
,
u+ t
2
)
T˜(v, t)〉r . (40)
A physical interpretation as a Re´nyi entropy may be obtained by going to a Lorentz boosted frame
such that both twist fields, in this frame, are evaluated on the same time slice. In this frame, the
state represents a steady state with a thermal flow and with a moving boundary (intersecting the
origin of space time), and the Re´nyi entropy is evaluated instantaneously. The boost velocity is
(t−u)/(u+ t− 2v), the resulting interval length is D =√ut− (u + t− 2v)v/2, and the left-hand
side of the interval is at space-time position given by x0 = t0 = (u+ t)(v− t)/(2D). Note that the
boost velocity is zero at t = u and is the speed of light at t = v.
Hence, we find that the Re´nyi entropy of an interval A = [u, v] an intermediate time u < t < v
after a quench can be written in terms of equilibrium and boosted-equilibrium quantities as
S
(n)
[u,v](u < t < v;βl, βr) =
1
2
S
(n),eq
[u,t] (βl) +
1
2
S(n),boost(βr)− c
′
n
2
+
dn
1− n ln bn, (41)
where we defined c′n := ln cn/(1 − n), where S(n),eqC (β) denotes the Re´nyi entropy between a
subsystem C and the rest in the system consisting of the full line, in equilibrium at inverse
temperature β, and where S(n),boost(βr) denotes the Re´nyi entropy in the boosted state described
above (which depends on u, v and t).
A simplification occurs in models with factorized pairing. The unfolding map gives
〈T −(u+ t)T +(ε)T˜ +(v − t)T˜ −(v + t)〉r = 〈τ(−v)τ˜(−u)τ(t+ ε)τ˜(v)〉chβr , (42)
where again we used translation invariance to shift with t. In factorized pairing models, the 4-
point function of holomorphic twist fields has a direct interpretation as a Re´nyi entropy, using the
relation (33). From this we find S(n),boost(βr) = S
(n),eq
[−v,−u]∪[t,v](βr), giving
S
(n)
[u,v](u < t < v;βl, βr) =
1
2
S
(n),eq
[u,t] (βl) +
1
2
S
(n),eq
[−v,−u]∪[t,v](βr)−
c′n
2
+
dn
1− n ln bn. (43)
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The time dependence is now fully encoded in the intervals Aj in S
(n),eq
Aj
(β), with A1 = [u, t] and
A2 = [−v,−u] ∪ [t, v] for β = βl,r respectively.
The EE is obtained by taking the limit n→ 1, resulting in the expression
S[u,v](u < t < v;βl, βr) =
1
2
Seq[u,t](βl) +
1
2
Sboost(βr)− c
′
1
2
− c
12
ln b1, (44)
and, with factorized pairing,
S[u,v](u < t < v;βl, βr) =
1
2
Seq[u,t](βl) +
1
2
Seq[−v,−u]∪[t,v](βr)−
c′1
2
− c
12
ln b1, (45)
where we denote with b1 the limit limn→1 bn
2. The last term is equal to the boundary entropy
[38]; see Appendix C.
Finally, from Figure 7, it is clear that for late times t > v, the cuts do not extend across the
defect, and we may simply write
TrρnA(t > v) = cnδ
4∆n〈T +(u− t, 0)T˜ +(v − t, 0)〉l〈T −(u + t, 0)T˜ −(v + t, 0)〉r
= cnδ
4∆n〈τ(u − t)τ˜(v − t)〉chβl 〈τ(−v − t)τ˜(u− t)〉chβr ,
(46)
which results in the following time-independent expression,
S
(n)
[u,v](t > v;βl, βr) =
1
2
S
(n),eq
[u,v] (βl) +
1
2
S
(n),eq
[u,v] (βr). (47)
We may now use similar principles in order to study the negativity.
Remark. In (37), (39) and (46), we expect factorization to occur independently of the pairing
data of the CFT model, because only the identity module is involved in the two-point functions
evaluated. Further, we expect the re-writing (40) to be in agreement with the original pairing
between holomorphic and anti-holomorphic components imposed by the full twist fields in the orig-
inal expression. This is because of the simplifications arising from taking identity modules when
evaluating the limit ε→ 0, and when evaluating the two-point function on the left subsystem.
4 Evolution of the entanglement negativity after a local
quench in the presence of an energy current
In the following, we will calculate the logarithmic negativity between two parts of equal length:
A1 = [−ℓ, 0] and A2 = [0, ℓ]. We will be considering three important time regimes: first, the time
just after the quench (regime I in Figure 8), in which the numerical results in [21] suggest the
logarithmic negativity grows with time logarithmically. Next we consider the system in the limit
ℓ ≫ t → ∞, which would correspond to regime II in Figure 8. From the numerical results in
[21] we expect the logarithmic negativity to saturate to a constant value in this limit. Finally,
when considering ℓ finite, one can study the NESS regime (regime III in Figure 8), which actually
already exists for all times t > ℓ. From the numerics in [21], we expect that the value of the
logarithmic negativity in this regime will again be constant in time, and lower than the value in
regime II.
Using the replica trick (20), the logarithmic negativity at the time of the quench can be found
by calculating the following expression:
Trρn[−ℓ,0],[0,ℓ](t = 0) ∝ 〈T(−ℓ, 0)T˜ 2(0, 0)T(ℓ, 0)〉0, (48)
where we have used the notation ρA1,A2 := ρ
T2
A .
2Note that we need to specify the value of b1 as a limit, as for n = 1 the twist operators are just the identity
operator, and do not depend on position, wherefore the exchange of limits δ → 0 and ε → 0 works for any b1.
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Figure 8: We will compute the logarithmic negativity in three regimes. I: just after the quench
t ≪ 1, II: a long time after the quench, but before the steady regime 1 ≪ t < ℓ and III: in the
steady state t > ℓ.
ℓ−ℓ
H
H
Figure 9: The negativity between two finite parts of equal length ℓ in an infinite system at the
time of the quench t = 0. The dashed(dotted) lines indicate that for that chiral sector, each sheet
is connected with the sheet above(below). After evolution with the connected Hamiltonian H
the twist fields are moved into the other system, and we must regularize the expression for the
negativity.
Since the expectation value 〈. . .〉0 is taken at the time of connection, we have to take into
account that as the boundary condition changes at the connection point, we must regularize the
expression. This will introduce various nonuniversal terms. Therefore, we will first calculate the
following expression:
TrρnA1,A2(t = 0) = c
2
nδ
4dn〈T(−v, 0)T˜(−u, 0)T˜(u, 0)T(v, 0)〉0, (49)
where here we have defined A1 = [−v,−u] and A2 = [u, v].
v + t
u− t v − t−v − t −u− t
−u+ t−v + t
0
(a) Negativity after a time t < u.
v + t
v − t−v − t
−v + t
0−u− t u− t
−u+ t u+ t
(b) Negativity after a time u < t < v.
v + t−v + t
−v − t v − t 0−u− t u− t
−u+ t u+ t
(c) Negativity after a time t > v.
Figure 10: The negativity at time t between two finite parts of length |u− v| evolved back to the
time of the quench. On the top left (Figure 10a), we have the regime t < u, in which there is still
no entanglement. The top right picture (Figure 10b) represents the case in which two cuts cross
the defect. In the bottom picture (Figure 10c), the cuts have moved into the different systems,
and we are in the steady regime (note that for t > v, the negativity does not depend on t).
As for the case of the EE discussed in section 3, the regularization may change if the expression
(48) is evolved over time. First, in the trivial case of t < u, and for the moment assuming trivial
pairing data, we have:
TrρnA1,A2(t < u;βl, βr) = c
2
nδ
4dn〈T +(−v − t, 0)T˜ +(−u− t, 0)T˜ −(−u+ t, 0)T −(−v + t, 0)〉l
〈T −(v + t, 0)T˜ −(u+ t, 0)T˜ +(u− t, 0)T +(v − t, 0)〉r. (50)
This can be mapped to holomorphic twist fields using (32), to give
TrρnA1,A2(t < u;βl, βr) = c
2
nδ
4dn〈τ(−v − t)τ˜(−u− t)τ(u − t)τ˜(v − t)〉chβl
〈τ˜(−v − t)τ(−u − t)τ˜(u− t)τ(v − t)〉chβr . (51)
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Using translation invariance of the holomorphic correlators, it is clear that this expression is
independent of time. What’s more, the correlators on the right-hand side can be rewritten as
follows
cnδ
2dn〈τ(−v)τ˜(−u)τ(u)τ˜(v)〉chβ =:
(
Tr(ρeqA1∪A2,∅)
n(β)
)1/2
, (52)
resulting in the following relation for the logarithmic negativity
EA1,A2(t < u;βl, βr) =
1
2
(
EeqA1∪A2,∅(βl) + E
eq
A1∪A2,∅
(βr)
)
= 0. (53)
This just tells us what we already know: if you consider two intervals a distance u away from the
point of connection, at a time t < u after connection, the intervals have not yet had time to build
up entanglement. The terms Eeq
A˜1,A˜2
(β) denote the logarithmic negativity between subsystems A˜1
and A˜2 for a system in equilibrium at inverse temperature β. These are calculated in an infinite
system where no quench has taken place. The upshot is that we can obtain time dependent results
using equilibrium (finite temperature) expressions. However, as the intervals A˜1 and A˜2 change
during the time evolution, the correlation functions may become more complicated.
If the expression (48) is evolved over a time u < t < v, extra fields must be inserted at positions
(−t− ε, t), (−t+ ε, t), (t− ε, t) and (t+ ε, t). For that, we use the following identity:
〈T(−v, t)T˜(−u, t)T˜(u, t)T(v, t)〉0
= lim
ε→0
(2ε)4dn〈T(−v, t)T˜(−t− ε, t)T(−t+ ε, t)T˜(−u, t)T˜(u, t)T(t− ε, t)T˜(t+ ε, t)T(v, t)〉0. (54)
With this, we can express the trace using the chiral twist fields of section 3.1, again assuming the
CFT model in question has trivial pairing data:
TrρnA1,A2(u < t < v;βl, βr) = c
2
nδ
8∆n lim
ε→0
(2ε)8∆n
〈T +(−v−t, 0)T −(−v+t, 0)T˜ +(−2t−ε, 0)T˜ −(−ε, 0)T +(−2t+ε, 0)T˜ +(−u−t, 0)T˜ +(u−t, 0)T +(−ε, 0)〉l
〈T −(ε, 0)T˜ −(−u+ t, 0)T˜ −(u+ t, 0)T −(2t− ε, 0)T˜ −(2t+ ε, 0)T˜ +(ε, 0)T −(v+ t, 0)T +(v− t, 0)〉r.
(55)
Using the OPEs (28), we can simplify this expression:
TrρnA1,A2(u < t < v;βl, βr) = c
2
nδ
8∆n lim
ε→0
(2ε)4∆n
〈T +(−v − t, 0)T −(−v + t, 0)T˜ −(−ε, 0)T˜ +(−u− t, 0)T˜ +(u− t, 0)T +(−ε, 0)〉l
〈T −(ε, 0)T˜ −(−u+ t, 0)T˜ −(u+ t, 0)T˜ +(ε, 0)T −(v + t, 0)T +(v − t, 0)〉r. (56)
After mapping this expression to an expression containing holomorphic twist fields and using
translation invariance to shift by t, we get
TrρnA1,A2(u < t < v;βl, βr) = c
2
nδ
8∆n lim
ε→0
(2ε)4∆n〈τ(−v)τ˜(−u)τ˜(u)τ(t − ε)τ(t+ ε)τ˜(v)〉chβl
〈τ˜(−v)τ(−u)τ(u)τ˜(t− ε)τ˜(t+ ε)τ(v)〉chβr . (57)
Using the OPE τ(x)τ(y) ∼ Cτ2ττ (x− y)∆
(2)
n −2∆nτ2(y), we can write this as
TrρnA1,A2(u < t < v;βl, βr) = c
2
nδ
8∆n lim
ε→0
(2ε)2∆
(2)
n (Cτ
2
ττ )
2〈τ(−v)τ˜(−u)τ˜(u)τ2(t)τ˜(v)〉chβl
〈τ˜(−v)τ(−u)τ(u)τ˜2(t)τ(v)〉chβr . (58)
Setting 2ε proportional to the cutoff parameter δ introduces an n-dependent constant bn, defined
in (38). This gives:
TrρnA1,A2(u < t < v;βl, βr) = b
2∆(2)n
n c
2
nδ
8∆n+2∆
(2)
n (Cτ
2
ττ )
2〈τ(−v)τ˜(−u)τ˜(u)τ2(t)τ˜(v)〉chβl
〈τ˜(−v)τ(−u)τ(u)τ˜2(t)τ(v)〉chβr . (59)
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We observe that
cn(c
(2)
n )
1/4δ4∆n+∆
(2)
n 〈τ(−v)τ˜(−u)τ˜(u)τ2(t)τ˜(v)〉chβ =:
(
Trρn,eq
A˜1,A˜2
)1/2
, (60)
where A˜1 = [−v,−u] ∪ [t, v], and A˜2 = [u, t].
Taking the log of this expression, and sending n→ 1 from n even in (27),
lim
n→1
n even
∆(2)n = −
c
8
, (61)
we can express the logarithmic negativity a time u < t < v after the quench for CFTs with trivial
pairing in terms of the logarithmic negativity of systems in equilibrium at temperatures βl and
βr, respectively:
EA1,A2(u < t < v;βl, βr) =
1
2
Eeq
A˜1,A˜2
(βl) +
1
2
Eeq
A˜1,A˜2
(βr) + lnC
T 2
TT − ln c1/2 −
c
4
ln b1, (62)
where we have used C
T 2
TT = (C
τ2
ττ )
2. Note that the structure constants C
T 2
TT defined in the OPE
depend on n, and that in (62) the limit n → 1 from even n has been taken. We will not use
separate notation to indicate this. Also note that in (62) we used c
(2)
n = c2n/2 for n even. The
last term, − c4 ln b1 = 3 ln g, which is just three times the boundary entropy (see Appendix C).
Again, the terms Eeq
A˜1,A˜2
(β) denote the logarithmic negativity between subsystems A˜1 and A˜2 for
a system in equilibrium at inverse temperature β. As before, the effect of the quench is encoded
in the now changed intervals A˜1 = [−v,−u] ∪ [t, v] and A˜2 = [u, t].
The expression for TrρnA1,A2(t) at late times t > v does not need a regulator, as in that case
the cuts do not extend over the connection point. We have
TrρnA1,A2(t > v;βl, βr) = c
2
nδ
4dn〈T +(−v − t, 0)T˜ +(−u− t, 0)T˜ +(u− t, 0)T +(v − t, 0)〉l
〈T −(−v + t, 0)T˜ −(−u+ t, 0)T˜ −(u + t, 0)T −(v + t, 0)〉r, (63)
which, after mapping to holomorphic twist fields and using translation invariance, becomes
TrρnA1,A2(t > v;βl, βr) = c
2
nδ
4dn〈τ(−v)τ˜(−u)τ˜(u)τ(v)〉chβl 〈τ˜(−v)τ(−u)τ(u)τ˜(v)〉chβr . (64)
This results in the following expression
EA1,A2(t > v;βl, βr) =
1
2
EeqA1,A2(βl) +
1
2
EeqA1,A2(βr). (65)
From the form of (53), (62) and (65), we can counclude that for intervals A1 = [−v,−u] and
A2 = [u, v] that are equidistant from the connection point and have equal length, we can always
write the logarithmic negativity after the quench as the average of the logarithmic negativity for a
system that is thermalized at inverse temperature βl and one that is thermalized at temperature
βr:
E[−v,−u],[u,v](t;βl, βr) = 1
2
(E[−v,−u],[u,v](t;βl) + E[−v,−u],[u,v](t;βr)) . (66)
Note that for models with trivial pairing data, this expression is valid at any time t after the
quench. However, for more general CFTs we expect this to hold only for t > v. In the following,
we will always calculate the negativity for the case βl = βr = β. It must therefore be noted that
all our results for t < v may have corrections.
Let us now specialize to the case A1 = [−ℓ, 0] and A2 = [0, ℓ]. In this case there are two
situations: t < ℓ and t > ℓ. We must substitute v = ℓ and take the limit u→ 0 in the expressions
(62) and (65).
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ℓ+ tt
ℓ− t−ℓ− t −t
−ℓ+ t
0
(a) Negativity after a time t < ℓ.
ℓ+ tt−ℓ+ t
−ℓ− t −t ℓ− t 0
(b) Negativity after a time t > ℓ.
Figure 11: The negativity at time t between two finite parts of length ℓ evolved back to the time of
the quench. On the left (Figure 11a), we have the case t < ℓ, in which two cuts cross the defect and
when expressing the negativity in the disconnected system, the 3-point functions become 4-point
functions. On the right (Figure 11b), the cuts have moved into the different systems, and we are
in the steady regime (note that for t > ℓ, the negativity does not depend on t).
In order to find the relation between the logarithmic negativity a time t after the quench and
the negativity in equilibrium systems, we take the appropriate limits from the physical quantities
we have computed. For instance, the equilibrium expressions are defined as
Eeq[−ℓ,0],[0,ℓ](β) := limu→0
v→ℓ
Eeq[−v,−u],[u,v](β). (67)
Using (67), (62) and (65), we deduce that
E[−ℓ,0],[0,ℓ](t;β) = lim
u→0
v→ℓ
E[−v,−u],[u,v](t;β). (68)
As a check, we may compute the relation between the two choices of intervals explicitly, and we
find that irrespective of the state of the system, we get the following expression:
lim
u→0
v→ℓ
Tr(ρ[−v,−u],[u,v])
n = lim
u→0
v→ℓ
c2nδ
4dn〈T(−v)T˜(−u)T˜(u)T(v)〉
= c2nC
T˜ 2
T˜T˜
a
−2dn+d
(2)
n
n δ
2dn+d
(2)
n 〈T(−ℓ)T˜ 2(0)T(ℓ)〉,
(69)
where in the second step we used the OPE T˜(x)T˜(y) ∼ C T˜ 2
T˜T˜
(x−y)−2dn+d(2)n T˜ 2(y), and the constant
a1 appears when we set (x − y) ∼ anδ in this OPE. This constant is different from bn, since the
OPE is different (it gives a different change in geometry). We note that for both equilibrium and
nonequilibrium states of the system we encounter the same combination of constants, which on
physical grounds we require to add up to zero:
c
4
ln a1 + ln c1/2 − lnC T˜
2
T˜T˜
= 0. (70)
4.1 Early times: regimes I and II (t < ℓ)
The expressions Eeq[−ℓ,0]∪[t,ℓ],[0,t](β) contain four-point functions:
Tr(ρeq[−ℓ,0]∪[t,ℓ],[0,t])
n(β) = cnc
(2)
n δ
2dn+2d
(2)
n 〈T(−ℓ)T˜ 2(0)T 2(t)T˜(ℓ)〉β . (71)
In this case the general result is strongly model dependent, as the expression for a four-point
function contains a model-dependent function of the cross-ratio of the four coordinates. We first
map this correlation function to the plane
〈T(−ℓ)T˜ 2(0)T 2(t)T˜(ℓ)〉β =
(
2π
β
)2dn+2d(2)n
(e2πt/β)d
(2)
n 〈T(e−2πℓ/β)T˜ 2(1)T 2(e2πt/β)T˜(e2πℓ/β)〉C.
(72)
Using global conformal invariance, the four-point function on the plane can be brought in the
following form:
〈T(z1)T˜ 2(z2)T 2(z3)T˜(z4)〉C = |z14|−2dn |z23|−2d(2)n Fn(η), (73)
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with the four-point ratio
η =
z12z34
z13z24
. (74)
Mapping this result back to the cylinder using wi =
β
2π ln zi, and using
lim
n→1
n even
dn = 0, and lim
n→1
n even
d(2)n = −c/4, (75)
we can express the finite-temperature negativity between A˜1 = [−ℓ, 0] ∪ [t, ℓ] and A˜2 = [0, t], for
t < ℓ as follows
Eeq[−ℓ,0]∪[t,ℓ],[0,t](β) =
c
2
ln
(
β
πδ
sinh
πt
β
)
+ f
(
sinh(π(ℓ − t)/β)
sinh(π(ℓ + t)/β)
)
+ 2 ln c1/2, t < ℓ. (76)
The function f(η) := lim n→1
n even
Fn(η) is model dependent (it depends on the universality class of
the CFT model). However, we may find its value for general CFT in certain limits, where the
four-point function reduces to a two- or three-point function.
4.1.1 Regime I
The behaviour right after the quench can be studied directly by taking the limit t → 0, which
corresponds to z3 → z2 in (73), and considering the OPE
T˜ 2(x)T 2(y) x→y∼ |x− y|−2d(2)n . (77)
With this, the four-point function (73) becomes
〈T(z1)T˜ 2(z2)T 2(z3)T˜(z4)〉 z2→z3∼ |z23|−2d(2)n 〈T(z1)T˜(z4)〉. (78)
Again mapping back to the cylinder using zj := exp(2πwj/β), with w1 = −ℓ, w2 = 0, w3 = t and
w4 = ℓ, and considering the scaling dimensions (75) in the limit n→ 1 from even values of n, we
find that, for very early times, the behaviour of the logarithmic negativity is characterised by the
function
Eeq[−ℓ,0]∪[t,ℓ],[0,t](β) ∼
c
2
ln
t
δ
+ 2 ln c1/2, t≪ any other scale. (79)
Note that this equation only holds for t very small, but the constants in the expression are all
accounted for. Using (62) to compute the logarithmic negativity after the quench, we obtain the
dynamics for the negativity a very short time after the quench.
E[−ℓ,0],[0,ℓ](t;β) ∼ c
2
ln
t
δ
+ lnC
T 2
TT + ln c1/2 + 3 ln g, t≪ any other scale, (80)
where again we note that − c4 ln b1 = 3 ln g (see Appendix C), where ln g is the boundary entropy
[38]. Note that although this result has been derived using the assumption of trivial pairing data,
we expect this result to hold for any CFT.
4.1.2 Regime II
Another regime in which we may find a general expression is the limit ℓ≫ t→∞. Note that the
cross ratio in (76) depends on ℓ and t. After taking the limit ℓ → ∞, the cross ratio reduces to
exp(−2πt/β), and the four-point function simplifies to
lim
n→1
n even
lim
ℓ→∞
〈T(−ℓ)T˜ 2(0)T 2(t)T˜(ℓ)〉β =
(
β
π
sinh
πt
β
)c/2
F1
(
e−2πt/β
)
. (81)
This gives model dependent behaviour of the logarithmic negativity as a function of time, since
there is a time-dependent part in f that is dependent on the CFT model (or specifically, its
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universality class), and must be computed for different models, but we may study the limiting
behaviour of f(e−2πt/β) for very early or very late times. Note that we do not expect to reach the
NESS regime at late times, since we consider t < ℓ.
To characterise the behaviour of f(η) for η → 0, we can compare the general expression for
the four-point function, and take the limit z1 → z2, so that the cross ratio η → 0. On the other
hand, we may evaluate the lhs explicitly by using the OPE
T(z1)T˜ 2(z2) z1→z2∼ C T˜TT˜ 2 |z12|
−d(2)n T˜(z2). (82)
By inserting an extra twist field, and comparing the expectation value of the lhs as z1 → z2 to the
expectation value of the rhs, we obtain the following relation for the structure constant C T˜
TT˜ 2
:
C T˜
TT˜ 2
= lim
z1→z2
CTT˜ 2T |z13|−d
(2)
n |z23|d(2)n = CTT˜ 2T . (83)
Using this OPE, we can calculate the four-point function in the limit z1 → z2.
〈T(z1)T˜ 2(z2)T 2(z3)T˜(z4)〉 z1→z2∼ C T˜TT˜ 2 |z12|
−d(2)n 〈T˜(z2)T 2(z3)T˜(z4)〉
= (C T˜
TT˜ 2
)2 |η|−d(2)n |z23|−2d
(2)
n |z24|−2dn ,
(84)
where we used (83) to obtain CT˜T 2T˜ = CTT˜ 2T = C
T˜
TT˜ 2
. Comparing this with (73), we see that the
function Fn behaves in the limit η → 0 as
Fn(η) η→0∼ (C T˜TT˜ 2)
2 |η|−d(2)n . (85)
The result for the negativity in the limit ℓ≫ t→∞ is
lim
n→1
n even
lim
ℓ≫t→∞
〈T(−ℓ)T˜ 2(0)T 2(t)T˜(ℓ)〉β = (C T˜TT˜ 2)
2
(
β
2π
)c/2
, (86)
resulting in the following expression for the equilibrium negativity for the changed interval3:
Eeq[−∞,0]∪[t,∞],[0,t](β) =
c
2
ln
β
2πδ
+ 2 lnC T˜
TT˜ 2
+ 2 ln c1/2, t→∞. (87)
Finally, we substitute the above expression into (62) to find the logarithmic negativity in this
limit, valid for CFT models with trivial pairing data:
lim
s→∞
E[−∞,0],[0,∞](s;β) = c
2
ln
β
2πδ
+ 2 lnC T˜
TT˜ 2
+ lnC
T 2
TT + ln c1/2 + 3 ln g. (88)
This is simplified by using the relation
C T˜
TT˜ 2
= C
T 2
TT (89)
proved in Appendix B. The first thing we notice is that expression (87) does not depend on t,
thus confirming that the limit in (88) exists, and in regime II the logarithmic negativity reaches a
plateau. Unsurprisingly, the height of these plateaus decreases at higher temperatures. Another
thing we may do is look at the difference of the logarithmic negativity in regime I and regime II,
given by equations (80) and (88), the result is a universal function of t and the inverse temperature
β:
E[−∞,0],[0,∞](t;β)− lim
s→∞
E[−∞,0],[0,∞](s;β) = c
2
ln
2πt
β
− 2 lnC T˜
TT˜ 2
t≪ any other scale. (90)
3The expressions for the negativity in equilibrium (87) for ℓ → ∞, correspond to the negativity of a bipartite
system at finite temperature, which was calculated in [39]. Our results agree, but we have made a different choice
of function Fn(x)
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4.2 Late times: regime III (t > ℓ)
We compute the equilibrium expression for the trace:
Tr(ρeq[−ℓ,0],[0,ℓ])
n(β) = cn(c
(2)
n )
1/2δ2dn+d
(2)
n 〈T(−ℓ)T˜ 2(0)T(ℓ)〉β . (91)
Using the exponential map, we get the expression in terms of a correlation function on the Riemann
sphere:
〈T(−ℓ)T˜ 2(0)T(ℓ)〉β =
(
β
2π
)−2dn−d(2)n
〈T(e−2πℓ/β)T˜ 2(1)T(e2πℓ/β)〉C (92)
Using (83), we have
〈T(e−2πℓ/β)T˜ 2(1)T(e2πℓ/β)〉C = C T˜TT˜ 2
(
2 sinh
2πℓ
β
)−2dn (
tanh
πℓ
β
)−d(2)n
, (93)
from which we compute the equilibrium negativity:
Eeq[−ℓ,0],[0,ℓ](β) =
c
4
ln
(
β
2πδ
tanh
πℓ
β
)
+ lnC T˜
TT˜ 2
+ ln c1/2. (94)
Using (65) we find that this is equal to the NESS logarithmic negativity for t > ℓ:
ENESS[−ℓ,0],[0,ℓ](β) = E[−ℓ,0],[0,ℓ](t > ℓ;β) =
c
4
ln
(
β
2πδ
tanh
πℓ
β
)
+ lnC T˜
TT˜ 2
+ ln c1/2. (95)
Note that this expression is independent of pairing data of the CFT, and therefore should hold
for general CFT.
We can compare the values of this plateau (regime III) with the plateau in regime II by taking
the limit ℓ→∞ in (95). The result is
lim
s→∞
E[−∞,0],[0,∞](s;β)− ENESS[−∞,0],[0,∞](β) =
c
4
ln
β
2πδ
+ lnC T˜
TT˜ 2
+ lnC
T 2
TT + 3 ln g, (96)
which is again simplified using (89).
Remark. We expect the general relations (53), (62) and (65) to depend on the pairing data
of the CFT model. However, the results of section 4.1.1 are expected to hold in general, due
simplifications arising when taking the limit t→ 0.
5 Discussion / Conclusion
We have found analytical expressions for the EE and the logarithmic negativity after a local, “cut
and glue”-type, quench that are valid for CFT models with trivial pairing data, as well as a few
that are valid for any CFT, in certain time regimes. These expressions are in agreement with
the behaviour found in [21], in which the time evolution of the logarithmic negativity was studied
numerically for the case of the harmonic chain. In particular, our initial logarithmic growth with
t appears to agree with the behaviour found in [21], as does the initial saturation in regime II,
which is reached when t is large enough, but still smaller than ℓ. The results in [21] also suggest
the existence of a NESS shortly after the point t > ℓ is reached (in our exact results this is
instantaneous), whose conjectured form is confirmed by our results.
We find that for the case t < ℓ the universal dependence on t and ℓ of the logarithmic negativity
has the same form as the logarithmic negativity in a thermal state between a region [0, t] and its
direct environment [−ℓ, 0] ∪ [t, ℓ], which has been considered in [39].
The appearance of the term 2 lnC T˜
TT˜ 2
in the universal difference (90), in particular of the
factor 2, seems to indicate the appearance, at large times t (in the limit ℓ → ∞), of two points
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around which the independent contributions to the entanglement arise. Looking at the form
of the equilibrium expressions in (62) in this limit, given by (87), it is clear from the intervals
A˜1 = [−∞, 0]∪ [t,∞], A˜2 = [0, t] that in the large t limit the same result can be obtained by using
a product of two three-point functions 〈TT˜ 2T〉〈T˜T 2T˜〉, giving rise to the 2 lnCTT˜ 2T term (note
that CT˜T 2T˜ = CTT˜ 2T). This observation on the equilibrium expression represents the fact that the
negativity of an interval of length t with respect to the rest of the system at finite temperatures
has, at large t, two independent contributions coming from the boundary points of an interval,
due to the finite effective correlation length generated by the nonzero temperature.
We may also give a physical explanation for the relation (62) between the negativity after the
quench and the equilibrium negativity. This physical explanation accounts for the equality of the
universal parts: the dependence on the time, temperatures and interval lengths, up to additional
non-universal constants. We take the case u = 0 and v = ℓ→∞ for simplicity. See Figure 12 for a
pictorial representation. In this picture, one considers the creation of entangled pairs at any time
before or after the quench. In the disconnected state, any particle from an entangled pair reflects
at the defect. However, after connection, one of the entangled particles can move into the other
subsystem. Whether this happens, depends on the time of creation, and the distance from the
connection point. Using such rules, one can “count” the number of entangled pairs contributing
to the entanglement between the left and right after a time t. On the other hand, one can also
count the number of entangled pairs contributing to the entanglement of an interval of length t at
equilibrium (without defect). A moment’s thought shows that these two numbers are equal.
In our calculations we have assumed that the pairing between holomorphic and antiholomorphic
modules of the CFT is trivially factorized. This is not the case in general, and therefore the
relations we have found between the logarithmic negativity after a quench and the logarithmic
negativity in equilibrium do not hold in general. However, as explained, in certain time regimes
the results are expected to become independent of pairing data. Further, it is possible that the
above physically compelling particle-pair-creation picture could have more general validity.
A next step would be to learn more about the way in which pairing affects our computations.
In particular, we would like to find limits in which the results are independent of pairing, and
determine the corrections that our general relations would get for CFT models with nontrivial
pairing data. Other interesting directions are generalizing these results to integrable QFTs, and
to cases with nontrivial impurities after the connection (that situation has been studied in the
recent work [40]). Another avenue would be to apply the ideas developed in this and related work
to other observables.
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A The steady-state density matrix and scattering map
Consider again the quench problem as depicted in Fig. 1, where two independently thermalized
halves of the system are connected to each other and let to evolve unitarily. The steady state is
reached in the region around the connection point after an infinite time evolution. More precisely,
the steady-state (stationary) limit is
〈O〉ness = lim
t→∞
lim
L→∞
〈eiHtOe−iHt〉0 (97)
where L is the total length of the system. This limit is expected to exist for O being any local
observable or product thereof.
In [22, 36], the family of observables formed by the stress-energy tensor and its descendants
(the “energy sector”) was considered. In CFT, this family can of course be factorized into right-
movers and left-movers. It was shown that, on this family, the result of the steady-state limit can
be described by a state where right-movers and left-movers are independently thermalized. That
is, if ϕ+1 ϕ
−
2 is a product of right-moving and left-moving observables in the energy sector, then it
was shown that
〈ϕ+1 ϕ−2 〉ness = 〈ϕ1〉βl〈ϕ2〉βr (98)
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Figure 12: A time t after the quench, we start to see an effect of two lightcones (whose size depends
on the length ℓ of the intervals, so they can be infinite), one starting somewhere in the left system
and one in the right, where in each lightcone there is an interval of length t in the other half of
the system, which can entangle with the rest of the interval within the lightcone. If we take these
two lightcones together, we end up with something looking like an interval of length t in a larger
system, which accounts for the appearance of two factors of CTT˜ 2T at late times.
where ϕ1,2 are the chiral fields corresponding to ϕ
±
1,2. This, in turn, can be interpreted as emerging
from a simple density matrix:
〈O〉ness =
Tr
(
e−WO)
Tr (e−W )
(99)
where
W = βlH+ + βrH− (100)
and H± represent the total right/left-moving energies. Owing to the the fact that the total energy
is H = H++H− and that the total momentum is P = H+−H−, one can further re-interpret this
density matrix as the boost of a thermal state [24]:
W = βrest(cosh θ H − sinh θ P ) (101)
where the rest-frame inverse temperature is βrest =
√
βlβr and the boost velocity is tanh θ =
(βr − βl)/(βr + βl).
It is interesting to extend this family of observable and determine the form of the steady state on
the extended family. One of course expects the steady state to be described, on extended families,
in a similar manner as above, although the sharp light cone effect describing the instantaneous
reach of the steady state in the energy sector [22, 36] is not expected to hold in general.
In this section we show that the above description of the steady state stays valid on the
branch-point twist fields, where the right- and left-moving factors are the right- and left-moving
branch-point twist fields discussed in Section 3.
The clearest way to show this is to directly evaluate the scattering map S on branch-point
twist fields. The scattering map is a map acting on observables, O 7→ S(O), which represents the
large-time forward evolution with H and backward evolution with H0 of local observables:
S(O) = lim
t→∞
e−iH0teiHtOe−iHteiH0t. (102)
It is a simple matter to see that it allows to write the steady state using the original state:
〈O〉ness = 〈S(O)〉0. (103)
The observables resulting from the application of the scattering map are to be evaluated
in the state 〈·〉0. In this state, the left and right regions of the system are separated. The
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boundary conditions for both left and right regions, at the point x = 0, are invariant under
permutation of the replica copies. Hence, the unitary symmetry operator Z for cyclic permutation,
ϕi(x)Z = Zϕi+1(x), can be separated into two unitary operators generating the independent
symmetries on the left and the right subsystems: Z = Zl Zr with
ϕi(x)Zl =
{
Zl ϕi(x) (x > 0)
Zl ϕi+1(x) (x < 0)
, ϕi(x)Zr =
{
Zr ϕi+1(x) (x > 0)
Zr ϕi(x) (x < 0)
, Z†l Zl = Z
†
rZr = 1.
For later convenience, we define the reversed twist field,
ϕi(y, t)U(x, t) =
{ U(x, t)ϕi(y, t) (x < y)
U(x, t)ϕi+1(y, t) (y < x) (104a)
with the corresponding reversed anti-twist field
ϕi(y, t) U˜(x, t) =
{ U˜(x, t)ϕi(y, t) (x < y)
U˜(x, t)ϕi−1(y, t) (y < x) (104b)
By definition, these are related to the normal twist fields via relations such as U(x) = ZT˜(x),
U˜(x) = Z˜T(x), etc. where Z and Z˜ are the operators that permute the sheets one way or the
other (i.e. they insert a branch cut over the entire length of the system).
From these relations, it is clear that
T(x1)T˜(x2) = U˜(x1)U(x2) (105)
T˜(x1)T(x2) = U(x1)U˜(x2). (106)
Naturally, it is possible to identify Zl and Zr with appropriate regularizations of U(0−) and
T (0+), respectively, with respect to the state 〈·〉0. For instance, Zr = limx→0+ x∆nT (x).
We will obtain the following:
S(T +(x)) =
{ U−(−x) (x > 0)
Zl U˜+(x) (x < 0) (107)
S(T −(x)) =
{ T −(x) (x ≥ 0)
ZrT˜ +(−x) (x < 0) (108)
S(U+(x)) =
{
Zl U˜−(−x) (x > 0)
U+(x) (x ≤ 0) (109)
S(U−(x)) =
{
ZrT˜ −(x) (x > 0)
T +(−x) (x ≤ 0) (110)
as well as similar equations with the exchange T ±,U±, Zl,r ↔ T˜ ±, U˜±, Z†l,r.
One can interpret this map by analyzing its action on the cuts emanating from the positions of
the twist fields. These cuts are to be divided into segments that fall into one of four regions: (A)
left-moving fields in the left system, (B) left-moving fields in the right system, (C) right-moving
fields in the left system, and (D) right-moving fields in the right system. From the above equations,
we note that, essentially, the map S takes (B) and (C) into themselves, and (A) and (D) into each
other.
(B)
0 (D)(C)
(A)
S→
(B)
(A)(C)
(D)
0
The map S above immediately implies chiral factorization in the steady state: right- and
left-movers are mapped onto left- and right-subsystems, respectively, which are independently
thermalized in 〈·〉0. We may now map each independent subsystem onto a chiral theory, with
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in particular Zl,r mapping to the chiral replica permutation operator Z. One can see that the
composition with S is the identity operator, showing (98).
It is then a simple matter to observe that the steady-state values of the entanglement entropy
and negativity do reproduce the large-time limits evaluated by direct time evolution in the previous
section.
A.1 Calculation of the scattering map
We deduce the form of S(T) and S(T˜ ) by comparing the equal-time exchange relations before and
after the process of forward- and backward time evolution. Consider the right- and left-moving
energy densities h±(y). On these fields, the scattering map is given by []
S(h+(y)) =
{
h−(−y) (y > 0)
h+(y) (y < 0)
(111)
and
S(h−(y)) =
{
h−(y) (y > 0)
h+(−x) (y < 0) (112)
See Fig. 13 for a depiction of these results.
h+(y)
0h−(−y)
H
H0
(y > 0)
h+(y)
0
HH0
(y < 0)
0
h−(x)HH0
(y > 0)
h+(−x)
0h−(x) H
H0
(y < 0)
Figure 13: The forward time evolution with H and subsequent backward time evolution with H0
of h+(y) in equation (111) and h-(x) in equation (112) is shown.
Consider the equal-time exchange relations
h+i (y)T+(0) =
{ T+(0)h+i (y) (y < x)
T+(0)h+i+1(y). (y > x)
(113)
Since the scattering (102) is a conjugation, the exchange relations are preserved. Therefore, we
also have:
S(h+i (y))S(T+(x)) =
{
S(T+(x))S(h+i (y)) (y < x)
S(T+(x))S(h+i+1(y)) (y > x)
(114)
which, using (111), gives the following equations:
h+i (y)S(T+(x)) = S(T+(x))h+i (y) (y < x & y < 0) (115)
h+i (y)S(T+(x)) = S(T+(x))h+i+1(y) (y > x & y < 0) (116)
h−i (−y)S(T+(x)) = S(T+(x))h−i (−y) (y < x & y > 0) (117)
h−i (−y)S(T+(x)) = S(T+(x))h−i+1(−y) (y > x & y > 0) (118)
We can find more information on S(T+) by doing the same with the exchange relations with h−.
Since T+ only acts as boundary-changing field on right-moving fields, these exchange relations are
trivial:
h−i (y)T+(x) = T+(x)h−i (y). (119)
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After scattering, these are
h−i (y)S(T+(x)) = S(T+(x))h−i (y) (y > 0) (120)
h+i (−y)S(T+(x)) = S(T+(x))h+i (−y) (y < 0) (121)
Collecting these equations, we have the following exchange relations for S(T+):
h+i (y)S(T+(x)) =
{
S(T+(x))h+i (y) (y < x & y < 0, y > 0)
S(T+(0))h+i+1(y) (x < y < 0)
(122)
h−i (y)S(T+(x)) =
{
S(T+(0))h−i (y) (−x < y < 0, y > 0)
S(T+(0))h−i+1(y) (y < −x & y < 0)
(123)
When x ≥ 0, this just simplifies to:
h+i (y)S(T+(x)) = S(T+(x))h+i (y) (124)
h−i (y)S(T+(x)) =
{
S(T+(x))h−i (y) (−x < y)
S(T+(x))h−i+1(y) (y < −x)
(125)
which means that:
S(T+(x)) = U−(−x) x ≥ 0 (126)
However, for x < 0, we have
h+i (y)S(T+(x)) =


S(T+(x))h+i (y) (y < x)
S(T+(x))h+i+1(y) (x < y < 0)
S(T+(x))h+i (y) (y > 0)
(127)
h−i (y)S(T+(x)) =
{
S(T+(x))h−i+1(y) (y < 0)
S(T+(x))h−i (y) (y > 0)
(128)
so for x < 0 the result of S(T+) is a product between U−(0) and a branch cut between x < y < 0
for the right-moving fields:
S(T+(x)) ∝ U−(0)T+(x)T˜+(0) (x < 0) (129)
This can be re-written as
S(T+(x)) ∝ U−(0)U˜+(x)U+(0) ∝ Zl U˜+(x) (x < 0) (130)
Taking into account the normalization of the field, we obtain (107).
The other relations can be obtained similarly.
B Relations between structure constants
In this appendix we will establish general relations amongst structure constants associated with
cyclic permutation twist fields (powers of the branch-point twist fields). One of these relations will
be (89), needed in the main text. We will use the following notation for the fields that permute
the n sheets cyclically by an amount of i ∈ {0, 1, . . . , n− 1}:
σi := T i. (131)
For convenience, we extend the notation to i ∈ N by periodicity σi+n = σi.
By the fundamental properties of twist fields, the OPE σi(x)σj(y) must be in the twist sector
associated to i+ j, hence
σi(x)σj(y)
x→y∼ C
σi+j
σi,σj σi+j(y)
|x− y|di+dj−di+j (132)
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where di is the scaling dimension of σi. We wish to establish constraints on the structure constants
Ci,j := C
σi+j
σi,σj .
The CFT normalization is the condition
Ci,−i = 1 (133)
which amounts to normalizing the two-point function as
〈σi(x1)σj(x2)〉 = δi+j,0 1
x2di12
. (134)
Further, since the subgroup of cyclic permutation is abelian, we have
Ci,j = Cj,i. (135)
By acting with the permutation element that inverts all sheets (this elements generates, along
with cyclic permutation elements, the maximal subgroup that preserves the cyclic permutation
subgroup), we also find
C−i,−j = Ci,j . (136)
With the identity element, the OPE is trivial, whence
C0,i = 1. (137)
In order to obtain additional information, we consider three-point functions, which are fixed
by conformal invariance up to multiplicative constants:
〈σi(x1)σj(x2)σk(x3)〉 = δi+j+k,0
Cσi,σj ,σ−i−j
x
di+dj−dk
12 x
di+dk−dj
13 x
dj+dk−di
23
(138)
From the OPE (132), we find
〈σi(x1)σj(x2)σk(x3)〉 x1→x2∼ Ci,j〈σi+j(x2)σk(x3)〉
x
di+dj−di+j
12
= δi+j+k,0
Ci,j
x
dj+dj−di+j
12 x
di+j+dk
23
. (139)
and comparing with the limit x1 → x2 in (138), it is clear that Cσi,σj ,σ−i−j = Ci,j . Similarly,
〈σi(x1)σj(x2)σk(x3)〉 x2→x3∼ Cj,k〈σi(x1)σj+k(x3)〉
x
dj+dk−dj+k
23
= δi+j+k,0
Cj,k
x
dj+dk−dj+k
23 x
di+dj+k
13
, (140)
wherefore Cσi,σj ,σ−i−j = Cj,−i−j . From these we obtain an extra constraint on the structure
constants:
Ci,j = Cj,−i−j . (141)
Putting i = j = 1 in this equation, we find (89).
Finally, by factorization of the multi-sheeted theory, we also have
Ci/k,j/k;n/k = Ci,j;n (142)
where we have explicitly written the number n of copies via Ci,j = Ci,j;n, and where k divides i,
j and n.
Using these relations, one can reduce the number of unkonwn structure constants. For instance,
for n = 2 we have Ci,j = 1 for all i, j. For n = 3, we find a single unknown structure constant,
C1,1 = C2,2 (the others are unity). For n = 4, there is also a single unknown structure constant,
C1,1 = C1,2 = C2,1 = C2,3 = C3,2 = C3,3 (the others are unity). The non-unity structure
constants for n = 5 are C1,1 = C1,3 = C2,4 = C4,4 and C1,2 = C2,2 = C3,3 = C3,4 (up to
equality under exchanging indices). For n = 6, the unknown are C1,1 = C1,4 = C2,5 = C5,5
and C1,2 = C1,3 = C2,3 = C3,4 = C3,5 = C4,5 (again up to equality under exchanging indices),
C2,2 = C4,4 are related to structure constants for n = 3, and the others are unity. The unknown
structure constants must in general be determined by evaluating 4-point functions, and depend
on the particular CFT model under consideration.
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C Boundary entropy
In order to find an expression for the boundary entropy introduced in [38] in terms of the nonuni-
versal constants appearing in our expressions for the EE and the logarithmic negativity, we must
relate the EE for an interval of length ℓ on the half line to the EE for an interval of length 2ℓ on
the line, both in equilibrium. Not specifying the state of the system, we first find an expression
for the trace of the system with a boundary:
Trρbdry[0,ℓ] = cnδ
2dn lim
ε→0
〈T(ε)T˜(ℓ)〉R+ . (143)
We can compute this by unfolding (32) and using the OPE τ˜(−ε)τ(ε) ∼ (2ε)−2∆n ,
lim
ε→0
〈T(ε)T˜(ℓ)〉R+ = lim
ε→0
〈τ(−ℓ)τ˜(−ε)τ(ε)τ˜(ℓ)〉chR = lim
ε→0
(2ε)−2∆n〈τ(−ℓ)τ˜(ℓ)〉chR . (144)
As discussed in section 3, in taking the limit ε→ 0 we are in effect exchanging this limit with the
scaling limit. In order to account for this, we define a constant bn := 2ε/δ, in terms of which the
trace can be written as
Trρbdry[0,ℓ] = cnb
−2∆n
n δ
2∆n〈τ(−ℓ)τ˜(ℓ)〉ch = c1/2n b−dnn
(
Trρbulk[−ℓ,ℓ]
)1/2
. (145)
This leads to the relation
Sbdry[0,ℓ] =
1
2
Sbulk[−ℓ,ℓ] +
c′1
2
− c
12
ln b1, (146)
from which we conclude that the boundary entropy is equal to [7, 41, 42],
ln g = − c
12
ln b1. (147)
Here we note that whenever we encounter b1, we take this to be the limit limn→1 bn. Recall that
bn, defined in (38), appears when taking a limit where a bulk field goes to the boundary, which
amounts to exchanging limits δ → 0 and ε → 0. For n = 1 this works for any b1, since the
branch-point twist fields are just the identity, and do not depend on position.
D Mutual information
The mutual information between two regions A1 and A2 is defined as
IA1,A2 := SA1 + SA2 − SA1∪A2 , (148)
with SA the EE between a region A and the rest of the system, and similaryl the Re´nyi mutual
information is defined by
I
(n)
A1,A2
:= S
(n)
A1
+ S
(n)
A2
− S(n)A1∪A2 . (149)
In order to find relations for the mutual information after a local quench, we first must compute
relations similar to (41) and (47) but in the case of an interval [−v,−u] in the left system, and the
case of an interval [−v,−u] ∪ [u, v] in both systems. We take u > 0 and v > 0, as we did before.
The relation for S
(n)
[−v,−u] can be obtained by simply replacing βl ↔ βr in (41) and (47). In order
to find similar relations for S
(n)
[−v,−u]∪[u,v], we follow the method outlined in section 3. First, we
note that t > v the cuts do not extend across the defects, wherefore the NESS result should be
time independent. For times u < t < v, the cuts do extend across the defects, and we have to
regularize the expression for the trace by inserting extra pairs of twist fields as follows:
Trρn[−v,−u]∪[u,v](u < t < v)
= c2nδ
4dn lim
ε→0
(2ε)4dn〈T(−v, t)T˜(−t− ε, t)T(−t+ ε, t)T˜(−u, t)T(u, t)T˜(t− ε, t)T(t+ ε, t)T˜(v, t)〉0.
(150)
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Performing the time evolution on the chiral twist fields defined in section 3 and using the necessary
OPEs, we obtain
Trρn[−v,−u]∪[u,v](u < t < v) = c
2
nδ
8∆n lim
ε→0
(2ε)4∆n
〈T +(−v − t, 0)T −(−v + t, 0)T˜ +(−u− t, 0)T +(u − t, 0)T˜ −(−ε, 0)T˜ +(−ε, 0)〉l
〈T −(ε, 0)T˜ −(−u+ t, 0)T −(u+ t, 0)T +(ε, 0)T˜ +(v − t, 0)T˜ −(v + t, 0)〉r. (151)
After the unfolding map, this becomes
Trρn[−v,−u]∪[u,v](u < t < v) = c
2
nδ
8∆n lim
ε→0
(2ε)4∆n〈τ(−v− t)τ˜(−u− t)τ(u− t)τ˜(−ε)τ(ε)τ˜(v− t)〉chβl
〈τ(−v − t)τ˜(−u− t)τ(u − t)τ˜(−ε)τ(ε)τ˜(v − t)〉chβr . (152)
We can use the OPEs again to simplify this equation further:
Trρn[−v,−u]∪[u,v](u < t < v) = c
2
nδ
8∆n〈τ(−v − t)τ˜(−u− t)τ(u − t)τ˜(v − t)〉chβl
〈τ(−v − t)τ˜(−u− t)τ(u − t)τ˜(v − t)〉chβr , (153)
leading to the relation
Trρn[−v,−u]∪[u,v](u < t < v) =
(
Tr(ρeq[−v,−u]∪[u,v])
n(βl)
)1/2 (
Tr(ρeq[−v,−u]∪[u,v])
n(βr)
)1/2
. (154)
Note that this relation does not depend on time. Since we also know that for times t < u and
t > u the relation is time independent, we find that the relation between the Re´nyi entropy after
the local quench and equilibrium quantities for two intervals of equal length, at equal distances
from the point of connection, is given by
S
(n)
[−v,−u]∪[u,v](t;βl, βr) =
1
2
(
S
(n),eq
[−v,−u]∪[u,v](βl) + S
(n),eq
[−v,−u]∪[u,v](βr)
)
, (155)
where, as before, we explicitly label equilibrium expressions. So the EE after a local quench
between [−v,−u] ∪ [u, v] and its complement, does not depend on time. Using (155) and (41)
(both as is and with βl ↔ βr), we have for u < t < v the following relation for the Re´nyi mutual
information:
I
(n)
[−v,−u],[u,v](u < t < v;βl, βr) =
1
2
(
I
(n),eq
[u,t],[−v,−u]∪[t,v](βl) + I
(n),eq
[u,t],[−v,−u]∪[t,v](βr)
)
−c′n+
2dn
1− n ln bn,
(156)
with c′n := ln cn/(1− n). The mutual information for this time regime simplifies to
I[−v,−u],[u,v](u < t < v;βl, βr) =
1
2
(
Ieq[u,t],[−v,−u]∪[t,v](βl) + I
eq
[u,t],[−v,−u]∪[t,v](βr)
)
+ c′1 + 2 ln g,
(157)
with ln g the boundary entropy first discussed in [38], see Appendix C In the NESS, we can use
(155) together with (47) (again, for both choices of βl, βr) to find the simpler relation:
I
(n)
[−v,−u],[u,v](t > v;βl, βr) =
1
2
(
I
(n),eq
[−v,−u],[u,v](βl) + I
(n),eq
[−v,−u],[u,v](βr)
)
, (158)
with the mutual information given by
I[−v,−u],[u,v](t > v;βl, βr) =
1
2
(
Ieq[−v,−u],[u,v](βl) + I
eq
[−v,−u],[u,v](βr)
)
, (159)
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