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Abstract
We present a general methodology for using unlabeled data to design semi su-
pervised learning (SSL) variants of the Empirical Risk Minimization (ERM) learning
process. Focusing on generalized linear regression, we provide a careful treatment of
the effectiveness of the SSL to improve prediction performance. The key ideas are
carefully considering the null model as a competitor, and utilizing the unlabeled data
to determine signal-noise combinations where the SSL outperforms both the ERM
learning and the null model. In the special case of linear regression with Gaussian
covariates, we show that the previously suggested semi-supervised estimator is in
fact not capable of improving on both the supervised estimator and the null model
simultaneously. However, the new estimator presented in this work, can achieve an
improvement of O(1/n) term over both competitors simultaneously.
On the other hand, we show that in other scenarios, such as non-Gaussian covari-
ates, misspecified linear regression, or generalized linear regression with non-linear
link functions, having unlabeled data can derive substantial improvement in predic-
tion by applying our suggested SSL approach. Moreover, it is possible to identify the
usefulness of the SSL, by using the dedicated formulas we establish throughout this
work. This is shown empirically through extensive simulations.
Keywords: Predictive modeling; Semi-supervised regression; Generalized linear model.
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1 Introduction
In many applications, labeled data used for learning processes can be much more expensive
than unlabeled data. In the situation where a large amount of unlabeled is available but
only a small amount of labeled data, we are motivated to use the unlabeled data to improve
the prediction performance of a given supervised learning algorithm by applying semi-
supervised learning (SSL) approaches. The question of whether unlabeled data are helpful
and if so, how they can be effectively used, has been studied extensively. Some SSL methods
and their effectiveness are described by Zhou and Belkin (2014), by Singh et al. (2009) and
Zhu (2005), mainly in the context of classification problems. More recent works (Kingma
et al., 2014; Salimans et al., 2016; Da, 2019; Sun and Ge, 2020), present new techniques
to improve state-of-the-art deep generative models using unlabeled data. These methods
involve complex architectures and require extensive computation. Moreover, theoretical
analysis regarding their performance is hard to obtain.
On the other hand, only a few works have studied the usefulness of unlabeled data
to improve the classical ordinary least squares (OLS) regression. Tarpey et al. (2014)
presented a semi-supervised estimator β˜ that uses the known distribution of the covariates
and compared its variance to that of the supervised standard OLS estimator βˆ. The
conclusion was that β˜ outperforms βˆ only if the data is noisy enough, or if the dimension
of the problem is high enough. Chakrabortty and Cai (2018) presented an algorithm for
improving linear regression using an imputation step and a follow-up refitting step. This
approach requires some assumptions on the effectiveness of the imputation step, such as
asymptotic normality of the OLS estimator βˆ. In their recent work, Zhang et al. (2019)
proposed an estimator of the population mean that uses unlabeled data combined with the
least squares method. The new estimator provides a shorter confidence interval compared
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to the traditional sample mean. In subsequent work, Azriel et al. (2018) aim to improve
the least squares estimator by transforming the regression problem into a mean estimation
problem. As in Chakrabortty and Cai (2018), they show that the semi-supervised estimator
can improves upon the standard OLS estimator only when the linear model is biased.
In this paper, we present a general approach for using unlabeled data in SSL process for
regression task. This approach also yields a procedure that utilizes the unlabeled data to
determine whether or not it is helpful to improve prediction performance. We demonstrate
the suggested methodology on generalized linear regression by deriving dedicated formulas
according to the model setting, and showing by simulations that these formulas are indeed
accurate and practical. We also provide theoretical result stating that in some cases (such
as in linear regression with Gaussian covariates), the suggested SSL can improve either on
the standard supervised estimator or the null model, that ignores the covariates, but not
on both at once.
1.1 Notations, assumptions, and main idea
A statistical learning process seeks to fit a predictor fˆT : Rp → R that maps from a covariate
vector x ∈ Rp to a predicted response yˆ ∈ R, based on a training data set T . In the
supervised setting: T = (X, Y ), where X ∈ Rn×p and Y ∈ Rn such that (x1, y1), ..., (xn, yn)
are i.i.d. according to some joint distribution Pxy. In the semi-supervised setting: T =
(X, Y, Z), where Z ∈ Rm×p is the set of unlabeled data with z1, ..., zm i.i.d. observations
from distribution Px. For simplicity, we assume that the distribution Px is centered around
zero, i.e., E[x] = 0p. We also assume constant conditional variance, meaning that:
y = f(x) +  = E[y|x] +  ; Var() = Var(y|x) = σ2.
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For the sake of our theoretical analysis, we assume a total information scenario which
means that m→∞ and therefore we are able to estimate precisely E [ϕ(x)] for any function
ϕ, by using the set Z:
Ex [ϕ(x)] ≈ 1
m
m∑
i=1
ϕ(zi),
and we assume the approximation is arbitrarily good. Thus, we study the question of
whether or not the knowledge of Ex [ϕ(x)] for some well-defined functions ϕ, can be used
effectively to improve prediction. In the empirical simulations, however, we estimate the
expected values by averaging ϕ over a considerably large but finite set of unlabeled data.
Denoting by (x0, y0) an independent draw from Pxy, the learning process aims to min-
imize the out-of-sample prediction error, RT = Ex0y0
[
L
(
fˆT ;x0, y0
)]
, according to some
loss function L that depends on fˆT . A common supervised learning process is the Empirical
Risk Minimization (ERM) which suggests to minimize the loss over the training data:
fˆT = argmin
f∈F
{
1
n
n∑
i=1
L (f ;xi, yi)
}
,
where F is a fixed class of functions. The prediction performance of the learning process
is measured by the mean of RT over all possible training samples T , which denoted by R.
The main idea we suggest here under the name semi-supervised ERM, is to break the
loss function into sum of elements that can be estimated separately. Then, we use the
unlabeled data to better estimate any element in the loss function that depends only on
the covariate vector x. For example, if the loss function can be written as: L
(
fˆT ;x, y
)
=
L1
(
fˆT ;x
)
+ L2
(
fˆT ;x, y
)
, the out-of-sample prediction error which is the objective for
minimization can be viewed as: RT = Ex0
[
L1
(
fˆT ;x0
)]
+Ex0y0
[
L2
(
fˆT ;x0, y0
)]
. The first
term can be estimated separately and precisely by using the unlabeled data, and this leads
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us to suggest the following fitting as a semi-supervised ERM procedure:
f˜T = argmin
f∈F
{
Ex [L1 (f ;x)] +
1
n
n∑
i=1
L2 (f ;xi, yi)
}
. (1)
Assuming that the loss function can be decomposed even more, such as: L
(
fˆT ;x, y
)
=
L1
(
fˆT ;x
)
+ L2,1
(
fˆT ;x
)
L2,2 (y), then we can use the same logic to define a more sophis-
ticated optimization problem for the semi-supervised ERM procedure:
f˘T = argmin
f∈F
{
Ex [L1 (f ;x)] + Ex [L2,1 (f ;x)]L2,2 (Y ) + Ĉov (L2,1 (f ;X) , L2,2 (Y ))
}
. (2)
This approach can be used to transform any supervised ERM process into a semi-
supervised one. However, in this work we demonstrate this idea on a common class of
ERM models, which is the generalized-linear models (GLM), where we are looking for the
best linear predictor β∗ that satisfies:
β∗ = argmin
β∈Rp
{Ex0y0 [L (β;x0, y0)]} ,
where the loss function L can be written as L (β;x0, y0) = G(x
T
0 β) − xT0 βy0, with G′ = g,
for some known monotone increasing link function g : R → R. This learning procedure is
usually applied under the assumption that E[y|x] = g(xTβ), for some β ∈ Rp. In the GLM
setting, the supervised ERM suggests to solve the following optimization problem:
βˆ = argmin
β∈Rp
{
Lˆ(β,X, Y )
}
= argmin
β∈Rp
{
1
n
n∑
i=1
G(xTi β)− xTi βyi
}
. (3)
This setting covers linear and logistic regression, among many others. We plug-in the loss
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function L (β;x0, y0) into (1) and (2), to define our semi-supervised estimators of β:
β˜ = argmin
β∈Rp
{
L˜(β,X, Y )
}
= argmin
β∈Rp
{
Ex
[
G(xTβ)
]− 1
n
n∑
i=1
xTi βyi
}
, (4)
β˘ = argmin
β∈Rp
{
L˘(β,X, Y )
}
= argmin
β∈Rp
{
Ex
[
G(xTβ)
]− Ex [xTβ]Y − Ĉov(Xβ, Y )} , (5)
where Ĉov(Xβ, Y ) =
∑n
i=1
(
xTi β −Xβ
) (
yi − Y
)
/n.
Throughout this work we study and compare between the prediction performance of
the three estimators, βˆ, β˜, and β˘, as well as the null model, which we set to be the model
that uses the known population mean, µ0 = Ex
[
g(xTβ)
]
, for prediction over any new point
x0. In accordance to previous works, we observed that in high-variance or high-dimension
situations, the semi-supervised models are superior to the standard supervised model. How-
ever, in these situations both approaches may deliver inferior prediction performance. We
choose to capture this effect by comparing them to the null model and challenging the semi-
supervised approach to do better than the supervised, in situations where the predictions
are actually useful. We consider our suggested semi-supervised estimator to be effective if
it performs better than both the standard estimator βˆ and the null model.
In Section 2, we focus on the special case of OLS model where the link function is the
identity function. For a true linear model, we establish the ”Sandwich” phenomenon for
Gaussian covariates which states that the previously suggested semi-supervised estimator
β˜ can not improve both on the standard OLS estimator and the null model simultane-
ously. However, our new-suggested estimator β˘ is capable of slightly improving on both
competitors simultaneously, for an explicit range of signal-noise combinations. This result
is further generalized to wide class of distributions under asymptotic setting. In Sections
2.2 we extend the discussion to general distribution for the covariates and present the main
methodology for identifying the usefulness of the unlabeled data according to the learning
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model and some prior assumptions. By simulations, we provide evidence that this method-
ology is indeed practical and accurate. Moreover, we find that for Uniform covariates, the
semi-supervised estimators are effective for wide range of signal-noise combinations. The
scenario of misspecified linear regression is discussed in Section 2.4, concluding that the
SSL may achieve a substantial improvement in some settings of mis-specification.
In Section 3, we analyze the semi-supervised GLM-ERM procedure for general link
function. We first show that the suggested optimization problems can be solved by gradient
descent algorithm in a semi-supervised fashion. In Section 3.1, we show that by using a
quadratic approximation we can implement the same methodology and achieve approximate
insights about the the usefulness of the unlabeled data. We then present in Section 3.2,
results of extensive simulations that support the theoretical analysis. Further possible
applications of the semi-supervised ERM approach are discussed in Section 4.
2 Semi-Supervised OLS
The OLS model is a special case of GLM-ERM where the link function is the identity
function, and the loss function L can be written as: L (β;x, y) = (xTβ)2/2− xTβy. Under
the innocuous assumption of exchangeability between expected value and derivative, the
linear predictors from (3), (4), and (5) can be explicitly written:
βˆ = (XTX)−1XTY ; β˜ = H−1XTY ; β˘ = H−1n
(
E[X] · Y + Ĉov(X, Y )
)
,
where H = E[XTX], Ĉov(X, Y ) ∈ Rp, and
[
Ĉov(X, Y )
]
j
= Ĉov ([X]j, Y ).
The estimator β˜ was presented by Tarpey et al. (2014) and discussed by Cook et al.
(2015), and Christensen (2015) (denoted there also by β˜). In these works, they compare
between V ar(βˆ) and V ar(β˜), and present a condition for V ar(βˆ)− V ar(β˜) to be positive
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definite and therefore β˜ to be the better estimator under Gaussian covariates assumption.
As far as we know, the explicit expression for β˘ is a novel one even when considering the
special case of OLS.
The prediction performance of any linear predictor β˙ generated based on a random
training sample T , can be summarized into a bias-variance decomposition adopted by
Rosset and Tibshirani (2018):
R(β˙) =
1
2
{
EX,x0
(
E
[
xT0 β˙|X, x0
]
− f(x0)
)2
+ EX,x0
[
Var
(
xT0 β˙|X, x0
)]
− Ex0
[
(f(x0))
2
]}
=
1
2
{
B(β˙) + V (β˙)− C
}
.
Here B is the squared bias and V is the variance term associated with the model building
procedure. The term C is a constant that does not depend on the learning procedure. In
this section, we use the decomposition above in order to compare between different models.
2.1 True linear model
In this scenario we assume that the linear model is correct, meaning that f(x) = xTβ for
some β ∈ Rp. Under this assumption, we can see that E[βˆ|X] = β, which means that
βˆ is an unbiased estimator of β for any covariate matrix X. On the other hand, for the
estimators β˜ and β˘, only the unconditional expected value is equal to β:
ET [β˜] = EX
[
E[β˜|X]
]
= EX
[
H−1
(
XTE[Y |X])] = H−1EX [XTX]β = β,
and in the same manner we can show that ET [β˘] = β. We note that E[β˜|X] and E[β˘|X]
may be different from β as H−1XTX may be different from Ip.
The variance term V for the regular supervised estimator can be written as follows:
V (βˆ) =
1
n
tr
(
EX
[
(XTX)−1XT Inσ2X(XTX)−1
]
H
)
=
σ2
n
tr (QH) ,
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where Q = EX
[
(XTX)−1
]
. On the other hand, the variance term for the semi-supervised
estimators can be written as follows:
V (β˜) =
1
n
tr
(
EX
[
Var
(
β˜|X
)]
H
)
=
σ2
n
tr
(
H−1EX
[
XTX
])
=
σ2p
n
. (6)
V (β˘) =
1
n
tr
(
H−1EX
[
Var
(
XTY − nX · Y |X)]) = (1− 1
n
)
σ2p
n
. (7)
The result by Groves and Rothenberg (1969) implies that E
[
(XTX)−1
]− (E[XTX])−1
is positive semi-definite. Thus we have: tr (QH) ≥ tr (H−1H) = p, and we conclude that
the variance term is guaranteed to decrease with the use of unlabeled data. Further more,
as σ2 increases, the benefit of using unlabeled data increases as well.
Focusing on the squared bias term, we can see that B(β˙) = 0 for every estimator β˙ that
satisfies E[β˙|X] = β, since E[xT0 β˙|X, x0] = xT0 β = f(x0). However, if ET [β˙] = β then:
B(β˙) =
1
n
tr
(
EX
[
(E[β˙|X]− β)(E[β˙|X]− β)T
]
H
)
=
1
n
tr
(
V arX
(
E[β˙|X]
)
H
)
We can place β˜ and β˘ instead of β˙ to get the bias terms as follows:
B(β˜) =
1
n
tr
(
H−1VarX(XTXβ)
)
, (8)
B(β˘) =
1
n
tr
(
H−1VarX
(
nE[X]Xβ + nĈov(X,Xβ)
))
,
where: Xβ =
∑n
i=1 x
T
i β/n, [E[X]]j = E[xj], and
[
Ĉov(X,Xβ)
]
j
= Ĉov ([X]j, Xβ).
We conclude that using the unlabeled data in this scenario induces some bias to the
prediction error. We get a bias-variance trade-off between the supervised and the semi-
supervised approaches. The increase in the bias term of the semi-supervised estimators
does not depend on σ2. Therefore, for any distribution of X and real vector β, there is a
threshold F˜ (β), where higher values of σ2 will make the semi-supervised model superior to
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the regular OLS model. In particular, we can write:
R(β˜) < R(βˆ) ⇐⇒ σ2 > tr
(
H−1VarX(XTXβ)
)
tr (QH)− p := F˜ (β). (9)
In the same manner we can write the threshold F˘ (β), where the estimator β˘ becomes better
than the OLS estimator βˆ:
R(β˘) < R(βˆ) ⇐⇒ σ2 >
tr
(
H−1VarX
(
E[X]Xβ + Ĉov(X,Xβ)
))
tr (QH)− pn−1
n
:= F˘ (β). (10)
The general conclusion that the semi-supervised process is guaranteed to be better for
sufficiently noisy data, coincides with that of Tarpey et al. (2014). Under the assumption
of Gaussian covariates and by the properties of Wishart distribution, an explicit inequality
is presented by Christensen (2015) in terms of n, p, and the signal-noise combination.
However, as discussed in the introduction, for high enough value of σ2, the null model
may be better than both models, and the learning process is actually not useful. In this
particular case, the null model predicts the value 0 for every point x0. It is clear that
the variance term of the null model is zero, and the squared bias term can be written as
B(0) = Ex0
(
xT0 β
)2
= βTHβ/n. We can see that the error associated with the null model
does not depend on σ2, and therefore there is a threshold U˜(β), where lower values of σ2
make the semi-supervised model superior to the null model. In particular, we can write:
R(β˜) < R(0) ⇐⇒ σ2 < 1
p
(
βTHβ − tr (VarX(XTXβ)H−1)) := U˜(β), (11)
R(β˘) < R(0) ⇐⇒ σ2 < n
p(n− 1)
(
βTHβ − nB(β˘)
)
:= U˘(β). (12)
We conclude that β˜ is effective when F˜ (β) < σ2 < U˜(β), and β˘ is effective when
F˘ (β) < σ2 < U˘(β). As we show next, when the covariates are Gaussian, F˜ (β) = U˜(β)
for every vector β, which means that there is no value of σ2 for which the estimator β˜ is
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effective. We call it the Sandwich phenomenon because of the fact that R(β˜) is always
between R(βˆ) and R(0). On the other hand, we find that R(β˘) is smaller than R(β˜) with
O(1/n) difference, and in accordance F˘ (β) < U˘(β). We conclude that β˘ can achieve an
improvement both on the standard OLS model and the null model when σ2 is within the
interval [F˘ (β), U˘(β)].
Theorem 1. Assuming true linear model and Gaussian distribution for the covariates,
the semi-supervised estimator β˜ can not improve both on the standard OLS model and
the null model simultaneously. The semi-supervised estimator β˘ uniformly satisfies that
V (β˘)/V (β˜) = 1 − 1/n, and B(β˘)/B(β˜) ∈ [1− 2/n, 1− 1/n]. Consequently, F˘ (β) < U˘(β)
and there is a guaranteed range of σ2 where β˘ improves both on the standard OLS model
and the null with an O(1/n) term.
Proof. Assuming that x ∼ MN(0,Σ), and therefore XTX ∼ Wp(n,Σ), it was shown by
Christensen (2015) that VarX(XTXβ) = n
[
βTΣβΣ + ΣββTΣ
]
. Moreover, we can write:
H = nΣ and Q = Σ−1/(n− p− 1). Putting it back in (9), we can explicitly write the lower
threshold value F˜ (β) as follows:
F˜ (β) =
tr
(
1
n
Σ−1 · n [βTΣβΣ + ΣββTΣ])
tr
(
nΣΣ−1 1
n−p−1
)
− p
= βTΣβ
n− p− 1
p
:= t˜(β)
On the other hand, the upper threshold U˜(β) is also equal to t˜(β):
U˜(β) =
1
p
[
n · βTΣβ − tr
(
1
n
Σ−1 · n [βTΣβΣ + ΣββTΣ])] = βTΣβn− p− 1
p
As for β˘, it follows immediately from (6) and (7) that V (β˘) = (1 − 1/n)V (β˜), and we
are showing similar relationship between B(β˘) and B(β˜). Denote J = 1n1
T
n − In, we can
write XT1n1
T
nXβ = X
TXβ+XTJXβ, where these two terms are uncorrelated. Moreover,
we can show that VarX(XTJXβ) = n(n− 1)βTΣβΣ.
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Using the properties above, and the fact that E[X] = 0, we can write B(β˘) as follows:
B(β˘) =
1
n
tr
(
H−1VarX
(
XTXβ − 1
n
XT1n1
T
nXβ
))
(13)
=
n−1
n
(
p+ n−1
n
)
n
βTΣβ =
(
1− 1
n
)(
1− 1
n(p+ 1)
)
B(β˜).
We conclude that (1 − 2/n)B(β˜) < B(β˘) < (1 − 1/n)B(β˜) for every value of σ2, and we
can use the derivations in (10) and (12) to show that:
F˘ (β) <
(
1− 1
n
)(
1− 1
n(p+ 1)
)
t˜(β) ; U˘(β) >
(
1 +
1
n− 1
)
t˜(β).
When σ2 ∈
[
F˘ (β), U˘(β)
]
, β˘ outperforms both the null model and the standard OLS
estimator. The maximum difference between β˘ and the second best estimator occurs when
σ2 = t˜(β), where R(β˜) = R(0) = R(βˆ), and is an O(1/n) term.
Theorem 1 provides a theoretical analysis for the case of Gaussian covariates, resulting
in explicit expressions for the out-sample loss of the three estimators under discussion and
the null model. This result can be generalized to an asymptotic setting over a wide class
of distributions. Consider an asymptotic setup where p/n→ γ ∈ (0, 1) and βTΣβ → τ 2 as
n→∞. Then for the OLS model with Gaussian covariates, we can simply write:
V (βˆ)→ γσ
2
1− γ ; V (β˜) = γσ
2 ; B(β˜)→ γτ 2 ; B(0)→ τ 2.
Using standard results in random matrix theory (see Rosset and Tibshirani (2018),
Theorem 3) it is easy to show that V (βˆ) is asymptotically equal to the above expression
also in the following mechanism for generating x: We draw x˜ ∈ Rp , having iid components
x˜i ∼ F , i = 1, · · · , p, where F is any distribution with zero mean and unit variance, and
then set x = Σ1/2x˜, where Σ ∈ Rp×p is symmetric positive definite and Σ1/2 is its symmetric
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square root. We now show that all other terms are asymptotically equal to the Gaussian
case, with this general mechanism. It is clear that V (β˜) is unchanged since it independent
of the distribution of the covariates. Moreover, the bias term B(0) can be written as follows.
B(0) =
1
n
βTHβ =
1
n
βTE
[
Σ1/2X˜T X˜Σ1/2
]
β =
1
n
βTΣ1/2nIpΣ
1/2β = βTΣβ → τ 2.
The next proposition deals with the asymptotic calculation of B(β˜).
Proposition 1. Assume that x is generated as above, and also that the distribution F has
finite fourth moment q, then for the OLS model: B(β˜)→ γτ 2.
Proof. Using the derivation of B(β˜) from (8) and the properties of the distribution F , we
can show that:
B(β˜) =
1
n
tr
(
H−1VarX(XTXβ)
)
=
1
n
tr
(
1
n
Σ−1VarX(XTXβ)
)
=
1
n2
tr
([
(n(p+ q − 1) + n(n− 1)) Ip − n2Ip
]
Σ1/2ββTΣ1/2
)
=
p+ q − 2
n
βTΣβ.
We use the fact that (p+ q − 2)/n→ γ, as n, p→∞, to find that B(β˜)→ γτ 2.
Form Proposition 1 we conclude that the Sandwich phenomenon holds over wide class
of distributions under the asymptotic setting with small violation in favor of β˜ when q < 3,
and against β˜ when q > 3. However, the requirement that the covariate vector x be
expressible as Σ1/2x˜ does limit the set of covariate joint distributions for which this result
applies (see Rosset and Tibshirani (2018) for discussion). As we show next, in other
scenarios such as distributions that violate this generating mechanism, the estimators β˜ may
deliver a substantial improvement or deterioration compared to both non-SSL competitors
simultaneously.
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2.2 Unsupervised thresholds estimation
We now extend the discussion to general distribution of the covariates. We point to the
fact that for any given vector β, the threshold values can be estimated using the set of
unlabeled data Z. For example, we can (precisely, for large enough m) estimate H by
(n/m)
∑m
i=1 ziz
T
i , and EX [X] by (1/m)
∑m
i=1 zi. Estimating Q and VarX(XTXβ) can be
done by sampling large amount of covariate matrices X from the set Z and computing the
statistics from that sample. We can then derive the threshold values for β˜ and β˘ by the
formulas presented earlier, and determine the usefulness of the semi-supervised learning,
free from assumptions over Px. In general, the suggested methodology can be described as
follows:
1. Derive the formulas for the threshold values according to the learning model and the
assumptions on the true model.
2. Approximately calculate the threshold values by using the unlabeled data on hand.
3. Identify the usefulness of the semi-supervised learning according to the threshold
values and some prior knowledge or estimation of the signal-noise combination.
We confirm below by simulation, that this methodology is indeed practical and accurate
in many scenarios. We find that unlike the Gaussian covariates case, when the covariates
are from Uniform distribution, β˜ can be the effective for some (σ2, β) combinations and a
substantial improvement may be achieved by applying our SSL approach.
We now demonstrate the unsupervised estimation methodology in more general sce-
nario, where the vector β is also random. Let us assume that β is drawn from prior
distribution Pβ such that E [β] = 0 and E
[
ββT
]
= τ 2Ip. In this case, the mean out-sample
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prediction error is taken over all possible β’s. Therefore, the bias terms B(β˜) and B(0) can
be written as follows:
B(β˜) =
1
n
Eβ
[
tr
(
H−1VarX(XTXβ)
)]
=
τ 2
n
tr
(
H−1EX
[
(XTX)2
]−H) ,
B(0) =
1
n
Eβ
[
βTHβ
]
=
τ 2
n
tr (H) .
Using the above results, we define the threshold values for the noise-to-signal ratio,
σ2/τ 2, where the semi-supervised estimator is effective, as follows:
R(β˜) < R(βˆ) ⇐⇒ σ
2
τ 2
>
tr
(
H−1EX
[
(XTX)2
]−H)
tr (QH)− p := F˜ ,
R(β˜) < R(0) ⇐⇒ σ
2
τ 2
<
1
p
tr
(
2H −H−1EX
[
(XTX)2
])
:= U˜ .
The threshold values F˜ , and U˜ depend only on the distribution Px and can be evaluated
using the unlabeled data set. We can then use these estimates to determine limits on
the usefulness of the semi-supervised estimator β˜. In any case that σ2/τ 2 ∈ [F˜ , U˜ ], the
estimator β˜ is effective. If U˜ ≤ F˜ , then there is no range of σ2/τ 2 for which the estimator
β˜ is effective. In the Gaussian covariates case, with E
[
(XTX)2
]
= n(n+ 1)Σ2 + nΣtr(Σ),
we find that the Sandwich phenomenon holds in this scenario as well:
F˜ = U˜ = tr(Σ)(n− p− 1)/p := t˜, (14)
As for β˘, using the derivation in (13), we can show that:
B(β˘) =
τ 2
n
tr
(
(n− 1)2
n2
[
H−1EX
[
(XTX)2
]−H])
+
τ 2
n3
tr
(
H−1
[
EX
[
(XTJX)2
]− (EX [XTJX])2]) ,
and formulas for the threshold values F˘ and U˘ follow in the same manner as for F˜ and U˜ .
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2.3 Simulations for true linear model
We empirically study the predictive performance of the three OLS estimators under dis-
cussion, in different problem settings, by two-step simulations:
1. Unsupervised estimation. Evaluating the threshold values according to the data
generating mechanism, using a large fixed data-set Z of M = 5 · 104 unlabeled
observations of p = 25 dimension.
2. Supervised simulation. Generating K = 5000 random training sets of n = 50
labeled observations (X, Y ) and m = 5000 unlabeled observations (Z), for various
values of σ2. We fit the three estimators for each one of the training sets and calculate
the mean prediction error over the data-set Z. The outcome is three curves describing
the Random-X prediction error (average over the K samples) changing with σ2 for
each one of the estimators. For simplicity we denote by R, the reducible error B+V
(ignoring the fixed component C), throughout this subsection.
We perform experiments in a total of four data generating mechanisms, based on three
different distributions for the covariate vector x, and two different generating mechanisms
for the mean function f(x). The three generating models for x are as follows:
• Gaussian. We choose x ∼ MN(0p,Σ), where Σ is block-diagonal, containing five
blocks such that all variables in a block have pairwise correlation ρ = 0.9.
• Uniform. We define x by taking Gaussian random vector as above, then applying the
inverse Gaussian distribution function componentwise. In other words, this can be
seen as a Gaussian copula with Uniform marginals.
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• t(8). We define x by taking Gaussian random vector as above, then adjust the
marginal distributions appropriately to achieve Gaussian copula with t(8) marginals.
The three distributions above are scaled to have zero mean and unit marginal variance.
The marginal fourth moments are 3, 1.8, and 4.5 respectively. The two generating models
for the mean function f(x) = E[y|x] are as follows:
• Constant-β. f(x) = β∑pj=1 xj , β ∈ {0.25, 0.5, · · · , 1.5}.
• Random-β. f(x) = xTβ , β ∼MN(0, Ip).
In the constant-β scenario (Figure 1), the unsupervised estimation of the threshold-
values is calculated for any value of β according to the formulas in Section 2.1. We also
present the value of t˜(β = 1.5) according to Theorem 1 by horizontal dashed black line.
The supervised simulation is carried out for β = 1.5 and a range of σ2 that covers both
F˘ (β = 1.5) and U˘(β = 1.5). On the supervised simulation plots, we mark the constant
value of the null error by horizontal dashed black line. The estimated threshold-values
F˘ (β = 1.5) and U˘(β = 1.5) are marked by vertical dashed blue lines.
In the random-β scenario (Figure 2), the unsupervised estimation of the threshold-
values is calculated according to the formulas in Section 2.2, referring to the ratio σ2/τ 2.
The supervised simulation is carried out for a range of σ2 that covers both F˘ and U˘ , while
τ 2 is fixed at 1. We mark the estimated threshold-values U˘ and F˘ by vertical blue dashed
lines, as well as the value of t˜ according to (14) by vertical black dashed line.
We can see a good agreement between the unsupervised simulations and the prediction
error curves in the supervised-simulations. As expected, R(β˘) is lower than R(β˜) in all six
scenarios. Moreover, we can see that the Gaussian covariates comply with the Sandwich
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phenomenon while the Uniform (t(8)) covariates have some range of σ2 for which β˜ sub-
stantially outperforms (underperforms) both βˆ and the null model. This demonstrate the
role of the fourth moment regarding the effectiveness of the SSL.
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Figure 1: Results of simulations for true linear model with constant-β link, for Gaussian
(middle), Uniform (left), and t(8) covariates (right). The unsupervised estimates are pre-
sented at the top, and supervised simulations at the bottom.
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Figure 2: Results of simulations for true linear model with with random-β link, for Gaussian
(middle), Uniform (left), and t(8) covariates (right).
2.4 Misspecified linear model
We now consider the case where E[y|x] = f(x) for some function f , and the fitted model
assumes that E[y|x] = xTβ. In this case, the bias term of each estimator, after subtracting
the constant term (E [f(x0)])2, can be written as follows:
Bf (βˆ) =
1
n
tr
(
HVarX
(
(XTX)−1AX
))
+ Varx0
(
xT0EX [(XTX)−1AX ]− f(x0)
)
,
Bf (β˜) =
1
n
tr
(
H−1VarX(AX)
)
+ Varx0
(
xT0H
−1EX [AX ]− f(x0)
)
,
Bf (β˘) =
1
n
tr
(
H−1VarX(CX)
)
+ Varx0
(
xT0H
−1EX [CX ]− f(x0)
)
,
Bf (0) =Varx0 (f(x0)) ,
where AX = X
Tf(X), and CX = Ĉov (X, f(X)).
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We can use the above expressions to derive the formulas for the threshold values:
Rf (β˜) < Rf (βˆ) ⇐⇒ σ2 > n
tr (QH)− p
[
Bf (β˜)−Bf (βˆ)
]
:= F˜f (β),
Rf (β˘) < Rf (βˆ) ⇐⇒ σ2 > n
tr (QH)− n−1
n
p
[
Bf (β˘)−Bf (βˆ)
]
:= F˘f (β).
We can see that in this scenario, F˘f (β) can get negative values when Bf (β˘) < Bf (βˆ),
meaning that Rf (β˘) < Rf (βˆ) for every value of σ
2. On the other hand:
Rf (β˜) < Rf (0) ⇐⇒ σ2 < n
p
[
Bf (0)−Bf (β˜)
]
:= U˜f (β),
Rf (β˘) < Rf (0) ⇐⇒ σ2 < n
n− 1
n
p
[
Bf (0)−Bf (β˘)
]
:= U˘f (β),
meaning that the value of U˘f (β), can be negative when the model is highly biased.
2.5 Simulations for misspecified linear model
We perform the same experiments as in Section 2.3, but with Gaussian and Uniform co-
variates only, and different mechanisms for the mean function f(x). The two generating
models for the mean function f(x) = E[y|x] are as follows.
• Low bias. f(x) = β∑pj=1 xj + δ|xj| , β ∈ {0.25, 0.5, · · · , 1.5} , δ = 0.2.
• High bias. f(x) = β∑pj=1 xj + δ|xj| , β ∈ {0.25, 0.5, · · · , 1.5} , δ = 0.4.
For every one of the four data-generating mechanisms, we present the unsupervised
estimation of the threshold-values as calculated for any value of β according to the formulas
in Section 2.4. We mark the estimated threshold-values U˘(β = 1.5) and F˘ (β = 1.5) (only
when positive) by vertical dashed lines on the supervised simulations plots. For simplicity,
we denote by R the reducible error B + V , throughout this subsection.
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In the results (Figure 3), we can see a good agreement between the unsupervised sim-
ulations and the prediction error curves in the supervised-simulations. In practice, we can
identify the usefulness of the semi-supervised estimator β˘ for any combination (β, δ, σ2) of
interest. We can see that R(β˘) is substantially lower than R(β˜) in all four scenarios. More-
over, we can see that the Gaussian covariates setting does not comply with the Sandwich
phenomenon of Theorem 1 in this case. In fact, U˜ < F˜ making β˜ the worst estimator in
the interval [U˜ , F˜ ]. On the other hand, U˜ > F˜ for Uniform covariates in both cases of low
and high bias. Importantly, the threshold value F˘ is negative in the high bias scenario,
and the estimator β˘ is better than βˆ for any value of σ2.
3 Semi-supervised GLM-ERM
In this section we analyze GLM-ERM for general monotone increasing link-function g.
For this case, we already defined the estimators βˆ, β˜ and β˘ in Equations (3), (4) and (5)
respectively. In order to analyze the solutions of these optimization problems, we shall now
define the gradients for each one of the objective functions. For the supervised procedure,
the gradient Sˆ(β), for some vector β ∈ Rp, can be written as Sˆ(β) = 1
n
XT (µ− Y ), where
µ ∈ Rn, with µi = g(xTi β). Under the innocuous assumption of exchangeability between
expected value and derivative, we can write the semi-supervised gradients :
S˜(β) = Ex
[
g(xTβ)x
]− 1
n
XTY =
1
n
(
EX
[
XTµ
]−XTY ) ,
S˘(β) =
1
n
EX
[
XTµ
]− (EX [X] · Y + Ĉov(X, Y )) ,
where EX
[
XTµ
]
= nEx
[
g(xTβ)x
]
.
The notation EX [· · · ] stands for the expected value over all possible random covariate
matrices X ∈ Rn×p and it is used in order to simplify further discussion. In practice,
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Figure 3: Results of simulations for misspecified linear model. The two left plots present the
low bias scenario, and the two right high bias. The unsupervised estimates are presented
at the top, and supervised simulations at the bottom.
if we use some sort of gradient descent algorithm to find β˜ or β˘, the learning procedure
utilizes the unlabeled data in every iteration to calculate the semi-supervised gradient at
the current point. For example, we will (accurately) estimate EX
[
XTµ
]
at the current
point β by the statistic (n/m)
∑m
i=1 g(z
T
i β)zi.
We can see that the objective functions Lˆ, L˜, and L˘ are all convex w.r.t. β by looking
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at the Hessian of each one of them:
Lˆ′′(β) =
1
n
XTDX ; L˜′′(β) = L˘′′(β) =
1
n
EX
[
XTDX
]
,
where D is n × n diagonal matrix with the terms Dii = g′(xiβ). The matrices above are
S.P.D since g is a monotone increasing function. Moreover, the unique solution for each
one of the loss functions satisfies: Sˆ(βˆ) = S˜(β˜) = S˘(β˘) = 0.
We will use the above properties combined with more assumptions in order to analyze
and compare the predictive performance of the three estimators. However, any sort of
gradient descent algorithm can be applied in a semi-supervised fashion, without any as-
sumptions over the true model or the distribution of the data, as long as the unlabeled
data is taken into account in the calculation of the gradients.
3.1 Predictive performance: approximate analysis
In the context of GLM theory, the log-likelihood is usually approximated by a quadratic
function for optimization and inference. Some works like Lawless and Singhal (1978),
Minkin (1983), and Kredler (1986), discussed the bounds of the approximation error in
terms of the model parametrization. In the latter, Kredler (1986) showed that in general,
the nonquadratic tail is of the same order as the quadratic one, for an arbitrary sample size
n. Nevertheless, quadratic approximation is considered common practice both for theoret-
ical analysis and practical uses like optimization and derivation of confidence intervals.
The supervised optimization objective we presented here, Lˆ(β), is equivalent to the
negative log-likelihood in a canonical GLM model, and therefore it is natural to approximate
the loss function L by a quadratic function, in order to extend the result from the linear
model. However, in this work we ask to view the function g more as an activation function
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associated with modern machine learning models, rather than probabilistic function driven
from classical statistical theory.
Recall that L(β;x, y) = G(xTβ) + xTβy, the magnitude of the approximation error
depends on the magnitude of g′′ = G′′′ which is zero in the linear model. If the link function
satisfies that g′′ is bounded by small value, then L should be reasonably well approximated
by a quadratic function over a fair sized region around some point β. Taking for example
the ReLU and Leaky ReLU functions, which are popular in deep learning models (Sharma,
2017), we can see that g′′ = 0 at every point except 0, where it is not defined. It means that
if sign(xTβ1) = sign(x
Tβ2), then the quadratic approximation of L(β2;x, y) around β1 is
exact. On the other hand, if sign(xTβ1) 6= sign(xTβ2), then a polynomial approximation
of any order will fail to converge.
Another modern activation function is the ELU function, introduced by Clevert et al.
(2015), and can be written as follows: g(z; a) = min
{
a
(
ez/a − 1) ,max (0, z)}. We can see
that g′′(z) = 0 when z > 0, and g′′(z) = ez/a/a ∈ (0, 1/a) when z < 0, meaning that the
error of the quadratic approximation depends on the parameter a. We will use the ELU
function to demonstrate the feasibility of deriving the same threshold values as for the OLS
model, at an accuracy that changes with the value of the parameter a.
In order to achieve theoretical insights and compare between βˆ, β˜, and β˘, we assume
first that the true model satisfies: E[y|x] = g(xTβ) for some β ∈ Rp. Secondly, we assume
that the quadratic approximation of the loss function L is arbitrarily good for the link
function under discussion. The quadratic approximation of Lˆ(βˆ) around the real β, can be
written as follows:
Lˆ(βˆ) ≈ L(β) + (βˆ − β)TL′(β) + 1
2
(βˆ − β)TL′′(β)(βˆ − β).
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Differentiating both sides according to βˆ, since Lˆ′(βˆ) = Sˆ(βˆ) = 0, we get:
0 ≈ Lˆ′(β)− Lˆ′′(β)β + Lˆ′′(β)βˆ =⇒
βˆ ≈ β −
(
Lˆ′′(β)
)−1 [
Lˆ′(β)
]
= β − (XTDX)−1XT (µ− Y ) := β − aˆ.
In the same manner we can show that:
β˜ ≈ β −H−1 (EX [XTµ]−XTY ) := β − a˜
β˘ ≈ β −H−1
(
EX [XTµ]− n
(
EX [X] · Y + Ĉov(X, Y )
))
:= β − a˘,
where H = EX [XTDX]. We can see that E[aˆ|X] = 0, which means that βˆ is (approxi-
mately) unbiased estimator of β for any covariate matrix X. On the other hand, for a˜ and
a˘, only the unconditional expected value is equal to zero:
ET [a˜] = EX
[
H−1
(
EX [XTµ]−XTE[Y |X]
)]
= H−1
(
EX [XTµ]− EX [XTµ]
)
= 0.
We note that E[a˜|X] can be nonzero as EX [XTµ] − XTµ may be nonzero. In the same
manner we can show that ET [a˘] = 0. We will use these results to explicitly write the
prediction error of each one of the estimators.
Assume we have some estimator β˙ of β, of the form: β˙ = β−a˙, where a˙ is a random vec-
tor generated by the training set T = (X, Y ), and ET [a˙] = 0. The quadratic approximation
for the mean out-sample loss of β˙ can be written as follows:
R(β˙) ≈ R(β) + 1
2
ET,x0
[
(β˙ − β)TL′′(β, x0)(β˙ − β)
]
= R(β) +
1
2n
ET
[
a˙THa˙
]
,
where R(β) = Ex0,y0 [L(β, x0, y0)] = Ex0
[
G(xT0 β)− xT0 βg(xT0 β)
]
.
Focusing on the term ET
[
a˙THa˙
]
, we use the fact that E[Y |X] = µ, and E[Y Y T |X] =
µµT + Inσ
2 (constant conditional variance), to show that:
ET
[
a˜THa˜
]
= tr
(
H−1VarX(XTµ)
)
+ σ2tr
(
H−1E[XTX]
)
.
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The left term in the expression above does not depend on σ2 and can viewed as the bias
term B(β˜), and the right term can viewed as the variance term V (β˜), multiplied by 2n. In
the same manner we can show that:
ET
[
a˘THa˘
]
= tr
(
H−1VarX
(
nE[X]µ+ nĈov(X,µ)
))
+
n− 1
n
σ2tr
(
H−1E[XTX]
)
:= 2n
[
B(β˘) + V (β˘)
]
.
On the other hand, for the supervised estimator we find that:
ET
[
aˆTHaˆ
]
= σ2tr
(
E
[
(XTDX)−1XTX(XTDX)−1
]
H
)
:= σ2tr (QH) := 2nV (βˆ),
Assuming that the approximation error is negligible in the context of comparing between
R(β˘), R(β˜), and R(βˆ), then the comparison between the three estimators depends only
on the magnitude of ET
[
a˙THa˙
]
. We conclude that as long as tr (QH) is greater than
tr
(
H−1E[XTX]
)
, we have a bias-variance trade-off between the supervised learning and
the SSL methods. We can use the unlabeled data to ensure that this condition holds, and
if so, we can write the lower threshold values as follows:
R(β˜) < R(βˆ) ⇐⇒ σ2 > tr
(
H−1VarX(XTµ)
)
tr (QH)− tr (H−1E[XTX]) := F˜ (β),
R(β˘) < R(βˆ) ⇐⇒ σ2 >
tr
(
H−1VarX
(
nE[X]µ+ nĈov(X,µ)
))
tr (QH)− n−1
n
tr (H−1E[XTX])
:= F˘ (β).
This result generalizes the previous result for the OLS model. Note that taking D = In
and µ = Xβ, we get the same expressions as in the OLS model.
The out-sample loss of the null model can be written as follows:
R(0) = E [L(µ0, x0, y0)] = Ex0
[
G(g−1(µ0))− g−1(µ0)E[y0|x0]
]
= G(g−1(µ0))− g−1(µ0)µ.
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We can now use R(0) to write the upper threshold values as follows:
R(β˜) < R(0) ⇐⇒ σ2 < 2n [R(0)−R(β)]− tr
(
H−1VarX(XTµ)
)
tr (H−1E[XTX])
:= U˜(β),
R(β˘) < R(0) ⇐⇒ σ2 <
2n
[
R(0)−R(β)−B(β˘)
]
n−1
n
tr (H−1E[XTX])
:= U˘(β).
The above formulas for the threshold values can be used to identify combinations (σ2, β)
where the SSL is useful for improving performance of GLM-ERM models. In the next sub-
section we demonstrate the above insight in empirical study, concluding that the method-
ology of unsupervised thresholds estimation is indeed practical in the context of GLM.
3.2 Simulations for GLM-ERM
We perform the same experiments as in Section 2.3, but with Gaussian covariates only, and
different mechanisms for the mean function f(x). The two generating models for the mean
function f(x) = E(y|x) are ELU(β∑pj=1 xj; 1), and ELU(β∑pj=1 xj; 4). Moreover, we set
p = 10, m = 3000, and denote by R the reducible error, as in Secs. 2.3, 2.5 ,subtracting
the fixed component R(β).
For every random training set (X,Z, Y ), we implement the classical Newton-Raphson
method for fitting βˆ, and a semi-supervised version of it for fitting β˜ and β˘. The method
for fitting β˘ is summarized by the following updating step:
β˘(t+1) = β˘(t) −
(
1
m
Hm,t
)−1(
1
m
ZTDm,tg(Zβ˘
(t))−Dm,tZ · Y − Ĉov(Dn,tX, Y )
)
,
where Dm,t is m×m diagonal matrix, [Dm,t]ii = g′(zTi β˘(t)), and Hm,t = ZTDm,tZ.
In the results (Figure 4), we can see a good agreement between the unsupervised es-
timations (F˘ and U˘), and the supervised results, especially in the case where a = 4. We
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can see that when a = 1, the threshold value F˘ is lower than it should be. We attribute
this to the error of the quadratic approximation. We can also see that R(β˘) is uniformly
lower than R(β˜), and that R(β˘) is substantially lower than the non-SSL competitors at the
center of the designated interval.
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Figure 4: Results of simulations for ELU link model with Gaussian covariates.
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4 Discussion
In this work, we presented a general methodology for using unlabeled data to design semi-
supervised variants of the ERM learning process. We focused on generalized linear models,
and showed that it is possible to identify from the data the usefulness of the SSL in reducing
the prediction error. We provided evidence that in some cases, having unlabeled data can
lead to substantial improvement in prediction by applying the suggested methodology.
In the classical linear regression model with Gaussian covariates or asymptotic setting,
we provided a theoretical result, stating that the suggested SSL methods fail to achieve
substantial improvement over the supervised model, except where the null model is superior
to both supervised and SSL approaches.
The generalized linear models discussed in this work can be viewed as a single-layer
neural network, and the optimization algorithm presented here can easily be extended to
networks with more than one layer. Although theoretical analysis of the usefulness of semi-
supervised deep models is beyond the scope of this work, we find it a very interesting topic
for future study. Other possible extensions to the scenarios studied in this work, that can
be relevant for improving real-life predictive models, are discussed below in brief and can
be relevant for future study.
4.1 Non-constant conditional variance
Throughout this work we assumed a constant conditional variance, Var(y|x) = σ2, and
the derivation of out-sample loss was according to this assumption. The given results can
be generalized to other models for the conditional variance as long as they are taken into
account in the derivation of ET
[
a˙THa˙
]
. For example, a common assumption in GLM
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theory is that Var(y|x) = g′(xTβ)σ2, where σ2 is the dispersion parameter. In this case,
we use E[Y Y T |X] = µµT +Dσ2, to show that:
ET
[
a˜THa˜
]
= tr
(
H−1VarX(XTµ)
)
+ σ2p,
ET
[
aˆTHaˆ
]
= tr
(
E
[
(XTDX)−1H(XTDX)−1XTDX
]
σ2
)
= σ2tr (QH) ,
where Q = E
[
(XTDX)−1
]
. Since tr (QH) ≥ p, we have a bias-variance trade-off between
the supervised and the semi-supervised estimators and the expressions of the threshold val-
ues can be found. This example demonstrates the flexibility of the suggested methodology
regrading the assumptions on the true model. Different assumptions will result in different
expressions for the threshold values. Then, the estimation of these values using the set of
unlabeled data is straightforward.
4.2 Different criterion for model comparison
Throughout this work we used the out-sample loss as a criterion for models comparison. In
general, a model can be fitted using the loss function L for the purpose of convexity, and
be judged according to another criterion. For example, assume that we fit a GLM-ERM
model to find an estimator β˙, but we are interested in the out-sample squared error. In
this case, regardless of the link function g, we can write the out-sample loss as follows:
R(β˙) =σ2 + EX,x0
(
E
[
g(xT0 β˙)|X, x0
]
− g(xT0 β)
)2
+ EX,x0
[
Var
(
g(xT0 β˙)|X, x0
)]
=σ2 +B(β˙) + V (β˙).
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We can derive the relevant approximated expressions for R(βˆ) and R(β˜) according to the
assumed conditional variance. In the case of constant conditional variance, we can write:
B(βˆ) ≈ 0 ; V (βˆ) ≈ σ
2
n
tr (H2Q) ,
B(β˜) ≈ 1
n
tr
(
H−1H2H−1VarX(XTµ)
)
; V (β˜) ≈ σ
2
n
tr
(
H−1H2H−1E[XTX]
)
,
where Q = E
[
(XTDX)−1XTX(XTDX)−1
]
, and H2 = E
[
XTD2X
]
.
The relevant threshold values can be calculated according to the above expressions, and
the effectiveness of the unlabeled data can be identified for this particular case. This is
another flexibility of the suggested methodology that can be further investigated.
4.3 Adding regularization
Adding regularization terms (like ridge or lasso) can be done in a straightforward way in
the semi-supervised optimization argument. In turn, the semi-supervised gradient can be
modified and calculated according to the regularization method and parameters, resulting
in diffident fitted estimator. Initial experiments showed that the prediction error can be
improved by adding ridge regularization to semi-supervised GLM-ERM model. However, a
dedicated theoretical analysis is required in order to derive the threshold values and identify
the usefulness of the unlabeled data in regularized modeling.
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