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Общая характеристика работы 
Актуальность темы. Системы компьютерного проектирования (САЕ -
Computer Aided Engineering), ориентированные на разработку сложных тех­
нологических процессов, конструкций, и материалов , являются сегодня од­
ним из кточевых факторов обеспечения конкурентоспособности тобого вы­
сокотехнологического производства. Использование таких систем дает воз­
можность проводить виртуальные эксперименты, которые в реальности вы­
полнить затруднительно или невозможно . Это позволяет значительно повы­
сить точность анализа вариантов проектных решений и в десятки раз сокра­
тить путь от генерации идеи до ее воплощения в реальном промышленном 
производстве. 
Точность результатов компьютерного моделирования во многом зави­
сит от степени детализации сеток, используемых для проведения вычисли­
тельных экспериментов. На сегодняшний день, постоянно возрастает вычис­
лительная сложность задач инженерного проектирования , и требуются зна­
чительные вычислительные ресурсы для выполнения инженерного модели­
рования. Решение этой проблемы заключается в использовании многопро­
цессорных систем . 
Процесс решения задач инженерного проектирования с использовани­
ем суперкомпьютерных ресурсов для рядового пользователя сопряжен с оп­
ределенными трудностями . С одной стороны, от него требуется наличие 
специфических знаний, умений и навыков в области высокопроизводитель­
ных вычислений. С другой стороны, для решения задач инженерного проек­
тирования пользователю требуется изучить интерфейс и особенности работы 
всех программных компонентов, входящих в технологический 1щкл решения 
задачи . Все эти факторы затрудняют широкое внедрение систем компьютер­
ного инженерного проектирования в практику НИОКР . 
Рациональной альтернативой созданию собственного суперкомпыо­
терного центра является аренда вычислительных и программных ресурсов в 
режиме удаленного доступа у центров коллективного пользования, функ­
ционирующих при крупных университетах, академических институтах и 
других организациях . Однако при этом возникает целый комплекс проблем, 
связанных с обеспечением безопасности вычислительных систем и данных . 
Указанный комплекс проблем можно решить посредством применения кон­
цепции грид вычислений (Grid Computing) и родственной ей концепции об­
лачных вычислений (Cloud Computing) в соответстние с которыми, пользова­
телю предоставляется конечный проблемно-ориентированный сервис, обес­
печивающий решение задач на базе ресурсов распределенных вычислитель­
ных систем. В соответствии с этим актуальной является задача разработки 
сервисно ориентированных методов использования систем инженерного 
проектирования и анализа в распределенных вычислительных средах. В на­
стоящее время эффективные комплексные решения в этой области отсутст­
вуют. 
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Цель и задачи исследования. Цель данной работы : на основе концеп­
ции облачных вычислений разработать методы и алгоритмы, обеспечиваю­
щие автоматизированную генерацию проблемно-ориентированных грид­
сервисов, позволяющих использовать программные системы для инженерно­
го проектирования и анализа в распределенных вычислительных средах . Для 
достижения этой цели необходИмо было решить следующие задачи: 
1) разработать модель проблемно-ориентированного сервиса для решения 
задач инженерного проектирования и анализа в грид в виде РаВИС 
(Распределенного Вирrуального Испытательного Стенда); 
2) разработать архитекrуру и принципы струкrурной организации 
РаВИС; 
3) разработать методы и алгоритмы автоматизированного построения 
РаВИС и реализовать их в виде программной системы CAEBeans, 
обеспечивающей создание и использование РаВИС; 
4) провести испытания системы CAEBeans путем создания и внедрения 
РаВИС на промышленном предприятии. 
Методы исследования. В исследованиях, проводимых в диссертаци­
онной работе, используются методы объектно-ориентированного програм­
мирования . Для проектирования систем и алгоритмов применяется аппарат 
UМL. 
Научная новизна работы заключается в следующем : 
1) предложен комплексный подход к интеграции ресурсов современных 
систем инженерного проектирования и анализа в распределенные вы­
числительные среды, обеспечивающий высокую степень автоматиза­
ции разработки и исполнения распределенных вирrуальных испыта­
тельных стендов на базе концепции облачных вычислений; 
2) разработана модель проблемно-ориентированного сервиса для реше­
ния задач инженерного проектирования и анализа; 
3) предложена концепция распределенного вирrуального испытательного 
стенда, обеспечивающая прозрачностъ предоставления конечному 
пользователю ресурсов инженерных систем на базе распределенных 
вычислительных сред ; 
4) разработана программная система CAEBeans для автоматизированного 
создания и исполнения распределенных вирrуальных испытательных 
стендов . 
Теоретическая ценность работы состоит в том , что в ней предложена 
концепrуальная модель распределенного вирrуального испытательного 
стенда, и на ее основе предложен комплекс методов и алгоритмов для пред­
ставления ресурсов систем инженерного проектирования и анализа в виде 
грид-сервисов . Практическая ценность работы заключается в том, что про­
граммный комплекс CAEBeans, представленный в данной работе, может 
быть использован для автоматизированного создания и исполнения распре­
деленных вирrуальных испытательных стендов, обеспечивающих решение 
различных классов задач инженерного модел ов осредством вычис­
лительных ресурсов, предостав ~~ Ч'1'18JШf~~Мй ид-сетями. 
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Апробация работы. Основные положения диссертационной работы, 
разработанные модели, методы, алгоритмы и результаты вычислительных 
экспериментов докладывались автором на следующих международных и 
всероссийских научных конференциях: 
на VI Всероссийской межвузовской конференции молодых ученых 
(14 - 17 апреля 2009г. , Санкт-Петербург); 
на V Всероссийской межвузовской конференции молодых ученых 
(l 5 - 18 апреля 2008 г., Санкт-Петербург); 
на Международной научной конференции «Параллельные вычисли­
тельные технологии» (30 марта - 3 апреля 2009 г., Нижний Новгород); 
на Международной научной конференции «Параллельные вычисли­
тельные технологии» (29 января - 2 февраля 2007 г., Челябинск); 
на Всероссийской научной конференции «Научный сервис в сети Ин­
тернет: технологии параллельного программирования» (24-29 сентября 
2007 г., Новороссийск). 
Публикации. Основные научные результаты диссертации опублико­
ваны в 1 О печатных работах, приведенных в конце автореферата. Рабо­
ты [ 1, 2] опубликованы в журналах, включенных ВАК в перечень журналов, 
в которых должны быть опубликованы основные результаты диссертаций на 
соискание ученой степени доктора наук . В работах [2 , 7] Л .Б . Соколинскому 
принадлежит постановка задачи; Г.И. Радченко принадлежат все полученные 
результаты . В работе [4] Г.И . Радченко принадлежат разделы 1-3 (стр . 194-
197). В работе [6] Г.И. Радченко принадлежат разделы 2 и 3 (стр. 439-441). 
Структура и объем работы. Диссертация состоит из введения, четы­
рех глав , заключения и библиографии. Объем диссертации составляет 
124 Сlраницы, объем библиографии - 125 наименований. 
Содержание работы 
Во введении приводится обоснование актуальности темы, формули­
руются цели работы, ее новизна и практическая значимость; кратко излага­
ется содержание диссертации. 
Первая глава, «Инженерное проектирование в распределс1111ых 
вычислительных средаХ>), посвящена исследованюо технологий создания 
распределенных вычислительных сред и выполняется анализ их применимо­
сти к задачам инженерного проектирования в качестве базовой технологии. 
В первой части дается обзор современных технологий распределенных 
вычислений . До середины 70-х годов прошлого века по причине высокой 
стоимости телекоммуникационного оборудования и относительно слабой 
мощности вычислительных систем доминировала централизованная модель 
вычислений . В конце 70-х годов появление систем разделения времени и 
удаленных терминалов, явилось предпосылкой возникновения клиент­
серверной архитектуры, обеспечивающей предоставление ресурсов мейн­
фреймов конечным пользователям посредством удаленного соединения . 
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Развитие клиент-серверной архитектуры в начале 1990-х годов приве­
ло к формированию объектно-ориентированной концепции распределенных 
систем , ориентированной на инкапсуляцию механизма распределенных 
взаимодействий и уменьшение сложности разработки распределенных при­
ложений посредством методов объектно-ориентированной разработки и уда­
ленных вызовов методов объектов . 
Разработанная в конце 1990-х концепция грид ориентирована на стан­
дартизованное совместное использование автономных географически­
расnределенных компьютерных ресурсов в зависимости от их доступности , 
производительности, цены и иных характеристик, важных для конечного 
пользователя. Грид-системы ориентированы на формирование виртуального 
пространства для прозрачного совместного использования распределенных 
ресурсов в рамках виртуальных организаций . Виртуальная организация - это 
ряд людей и/или организаций, объединенных общими правилами коллектив­
ного доступа к определенным вычислительным ресурсам . 
В 2000-2005 гг. произошло смещение тренда разработки распределен­
ных приложений на сервисно ориентированную парадигму. Сервисами назы­
ваются открытые, самоопределяющиеся программные компоненты, обеспе­
чивающие прозрачную сетевую адресацию и поддерживающие быстрое по­
строение распределенных приложений . В последствие сервисно ориентиро­
ванный подход был принят разработчиками грид-систем и реализован в виде 
архитектуры OGSA (Open Grid Service Architecture). 
В начале 2000 г., с появлением систем Napster и gnutella, получила раз­
витие концепция Р2Р-сетей (от англ. peer-to-peer - равный-к-равному), 
обеспечивающая формирование сетей на базе принципов децентрализации. 
В результате анализа выявлено, что одноранговые сети не ориентированы на 
безопасное , стандартизованное предоставление вычислительных ресурсов 
крупных организаций и сообществ . 
В 2008 г . сформировалась новая концепция предоставления вычисли­
тельных ресурсов , названная «облачными вычислениями» . Облаком называ­
ется пул виртуальных ресурсов (таких как аппаратное обеспечение, плат­
формы разработки или сервисы), для которых обеспечены легкий доступ и 
простота использования . 
Во второй части первой главы дается описание современного состоя­
ния и тенденций в разработке распределенных систем совместного проекти­
рования. Интеграция систем инженерного проектирования в распределенные 
вычислительные среды посредством сервисно ориентированной концепции, 
в настоящее время является одним из основных направления развития отрас­
ли инженерного анализа. В мировом научном сообществе считается пер­
спективным направление, связанное с применением грид-технологий для 
решения ресурсоемких задач инженерного анализа. В тоже время набmода­
ется тенденция перехода от разработки специализированных грид­
ориентированных систем инженерного проектирования к интеграции суще­
ствующих классических САЕ-систем в сервисно ориентированные rрид-
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среды . Дается описание грид-сервисов, обеспечивающих проведение чис­
ленной оптимизации параметров инженерных систем на базе ресурсов, пре­
доставляемых гетерогенными распределенными вычислительными сетями . 
Приводится обзор методов внедрения систем инженерного проектирования 
на базе потоков задач. Далее производится обзор методов внедрения инже­
нерных систем в распределенные вычислительные среды. Приводятся сис­
темы, реализованные на базе технологий СОRВА, Java RМI, Р2Р, Грид. 
В заключении делается вывод, что на сегодняшний день отсутствуют 
универсальные системы, обеспечивающие прозрачное внедрение ресурсов 
систем инженерного проектирования в распределенные вычислительные 
среды . 
Во второй главе, «Технология CAEBeans» производится описание 
технологии CAEBea11s, представляющей собой комплекс моделей, методов и 
алгоритмов, направленных на автоматизированное создание иерархий рас­
пределеннъrх проблемно-ориентированных оболочек (Beans) над инженер­
ными (САЕ) пакетами на основе сервисно ориентированного подхода и кон­
цепции облачньrх вычислений . 
Задача инженерного моделирования включает в себя: 
геометрическую модель объекта исследования и (или) вычислитель­
ную сетку, разбивающую моделируемую область на дискретные по­
добласти; 
граничные условия, физические характеристики и параметры взаимо­
действия отдельных компонентов исследуемой области; 
описание неизвестных величин, значения которых требуется получить 
в результате решения задачи; 
требования к аппаратным и программным ресурсам, обеспечивающим 
процесс моделирования. 
Полным дескриптором задачи назовем множество параметров, одно­
значно описывающих задачу инженерного моделирования . 
Логическим планом решения задачи инженерного моделирования на­
зовем ориентированный граф, в вершинах которого могут находиться узлы 
двух типов : 
действия, выполняемые отдельными инженерными пакетами; 
узлы управления потоком решения задачи. 
Определим класс задач инженерного моделирования как множество 
задач, у которых совпадает структура полного дескриптора задачи и для ко­
торьrх можно описать единый Логический план, приводящий к решению. 
Внедрение ресурсов САЕ-пакетов в распределенные вычислительные 
среды основывается на концепции распределенного виртуального испыта­
тельного стенда. Распределенный виртуальный испытательный стенд 
(РаВИС) - это программно-аппаратный комплекс, обеспечивающий прове­
дение работ инженерного моделирования в распределенной вычислительной 
среде в рамках определенного класса задач. 
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РаВИС включает в себя: 
интерфейс, обеспечивающий постановку определенного класса задач 
инженерного моделирования; 
драйвер: набор программных средств, обеспечивающих использование 
сервисов распределенной вычислительной среды для проведения вир­
туального эксперимента; 
сервисы распределенной вычислительной среды: множество вычисли­
тельных систем, входящих в распределенную вычислительную среду, в 
совокупности с установленными на них программными компонентами, 
обеспечивающими решение задач инженерного моделирования и под­
держивающими безопасные стандартизованные методы удаленного 
взаимодействия. 
Процессы разработки и функционирования РаВИС определяются тех­
нологией CAEBeans. Технология CAEBeans - это совокупность теории и 
практической техники, на которые опирается процесс создания и использо­
вания распределенных виртуальных испытательных стендов. Технология 
CAEBeans включает в себя: 
1) концептуальные средства, которые определяют методы разработки и 
структуру РаВИС ; 
2) организационные средства, которые определяют форму труда и распре­
деление обязанностей в команде разработчиков и пользователей РаВИС; 
3) программные средства разработки и среду исполнения РаВИС. 
Оболочка CAEBean - это основная структурная единица, формирую­
щая РаВИС. В соответствии с технологией CAEBeans выделяются четыре 
слоя структуры РаВИС, каждый из которых представляется своим типом 
оболочек CAEBeans (см. рис . 1): 
1) концептуальный слой (проблемный CAEBean); 
2) логический слой (потоковый CAEBean); 
3) физический слой (компонентный CAEBean); 
4) системный слой (системный CAEBean). 
Концептуальный слой РаВИС формируется на основе оболочек 
CAEBeans, которые мы будем называть проблемными. Пользовательский ин­
терфейс, предоставляемый проблемным CAEBean, является основным сред­
ством взаимодействия пользователя с системой CAEBeans. Посредством 
проблемного CAEBean, ориентированного на решение конкретного класса 
задач инженерного моделирования, пользователь может произвести поста­
новку задачи; проследить за ходом решения поставленной задачи; получить 
результаты решения. Технология CAEBeans предусматривает возможность 
формирования дерева проблемных CAEBeans. Она позволяет адаптировать 
проблемно-ориентированный интерфейс конкретного класса задач инженер­
ного моделирования под нужды определенной категории пользователей. До­
черние проблемные оболочки могут конкретизировать класс задач, решае­
мых родительской оболочкой, путем выделения и инкапсуляции групп про­
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Рис. 1. Обобщенная схема слоев РаВИС. 
Геометрия 
SolidWorks 
Рис. 2. Пример ло1•1ческого плана решенИJ1 задачи 
инженерного моделирования . 
Логический слой РаВИС представлен потоковым САЕВеап, реали­
зующим логический план решения определенного класса задач компьютер­
ного моделирования (см рис . 2). Д:Ля формирования логического плана ис­
пользуются элементы нотации диаграммы деятелыюсти стандарта 
UML 2.0. Узел действия логического плана реализует определенное действие 
инженерного моделирования. При исполнении узла действия, потоковый 
CAEBean обеспечивает взаимодействие с дескриптором задачи: получение 
значений входных параметров для инициации работы действия и запись зна­
чений выходных параметров, вычисленных в результате исполнения дейст­
вия. Действие реализуется соответствующим компонентным CAEBean, на­
ходящимся на физическом слое РаВИС. 
Компонентные CAEBeans, представляющие физический слой РаВИС, 
отвечают за процесс постановки и решения отдельных действий инженерно­
го моделирования средствами конкретных инженерных пакетов . Основная 
функция компонентного CAEBean преобразование проблемно­
ориентированного описания действия инженерного моделирования в компо­
нентно-ориентированную форму. По окончании процесса решения, компо-
нентный CAEBean обеспечивает преобразование компонентно-
ориентированных результатов решения задачи в проблемно-
ориентированные. Компонентный CAEBean задает абстрактное действие, 
которое не может быть реализовано само по себе, так как не обеспечено ре­
альными програ."1мными, аппаратными и лицензионными ресурсами. В про­
цессе исполнения, каждому компонентному CAEBean должен быть найден и 
предоставлен физический ресурс, отвечающий всем требованиям, необходи­
:'vtЫМ для реализации специфицированной в нем деятельности. В рамках сие-
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темы CAEBeans, физические ресурсы реализуются посредством системных 
CAEBeans. 
Системным САЕВеап называется оболочка системного слоя РаВИС, 
предоставляющая функциональные возможности физического ресурса в рас­
пределенной вычислительной среде и обеспечивающая сервисно ориентиро­
ванный подход к постановке задач и получению результатов. Системный 
CAEBean обеспечивает изолированное рабочее пространство для исполне­
ния каждого действия инженерного моделирования; предоставляет про­
граммный интерфейс для загрузки исходных данных, удаленного запуска 
действия инженерного моделирования и передачи результатов решения. 
Далее приводится краткое описание основных программных средств, 
обеспечивающих поддержку разработки и исполнения РаВИС. Программные 
средства CAEBeans можно разбить на два типа: средства исполнения и сред­
ства разработки РаВИС. Разработка проблемно-ориентированной части рас­
пределенного виртуального испытательного стенда ведется в системе Конст­
руктор. Посредством Конструктора прикладной программист формирует 
оболочки концеmуального, логического и физического слоя РаВИС, отве­
чающие за решение конкретного класса задач инженерного моделирования. 
В соответствии с технологией CAEBeans работа РаВИС осуществляет­
ся с помощью следующих четырех программных систем: 
1) клиент; 
2) сервер; 
3) брокер ресурсов; 
4) набор целевых систем . 
Клиент предоставляет унифицированный интерфейс конкретного 
РаВИС. Сервер отвечает за хранение и исполнение РаВИС. Брокер ресурсов 
- это автоматизированная система регистрации, анализа и предоставления 
ресурсов распределенной вычислительной среды . Целевая система - это со­
вокупность грид-сервисов, которые имеют доступ к пространству программ­
ных, аппаратных и лицензионных ресурсов некоторого узла грид, и поддер­
живает аутентификацию и авторизацию пользователей . 
Далее, приводится описание основных ролей в разработке и использо­
вании РаВИС : 
1) инженер - это пользователь системы CAEBeans, решающий задачу 
инженерного моделирования на основе созданного для этой цели рас­
пределенного виртуального испытательного стенда; 
2) прикладной программист - это специалист в области разработки 
РаВИС посредством технологии CAEBeans; 
3) системный программист - это специалист в области информационных 
технологий, отвечающий за формирование распределенной вычисли­
тельной среды для исполнения РаВИС; 
Далее, приводится анализ параметрических моделей производительно­
сти Грид. Принцип работы и функциональность грид приложений значи­
тельно отличаются от обычных последовательных и параллельных систем. 
Основное отличие - это возможность агрегирования и совместного исполь-
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зования больших наборов гетерогенных ресурсов, распределенных между 
географически-разделенными областями . 
Предположим, что в грид-среде существует система распределения за­
даний т, обеспечивающая распределение поставленных задач j Е т на дос­
тупные ресурсы. В рамках данной системы, каждое задание может быть раз­
бито на действия k Е j. Количество заданий в системе \т\ ; количество дейст­
вий в задаче \j\. 
Предположим, что в результате финального распределения S, каждое 
действие k Е j будет исполнено за время Ck(S). Таким образом, задача j мо­
жет быть решена не раньше, чем за время 
C1·(S) = max Ck(S). kEj 
В качестве наиболее важной метрики, применительно к особенностям 
задач, решаемых посредством системы CAEBeans, была выбрана метрика 





При использовании моделей производительности в грид для базовых 
вычислительных приложений применительно к проектируемой системе 
CAEBeans необходимо учитывать нюансы функционирования грид-сервисов 
данной системы. Потоковый CAEBean, в соответствии с логическим планом 
решения поставленной задачи, производит последовательную реализацюо 
действий посредством соответствующих компонентных оболочек CAEBeans. 
Следовательно, обращение к потоковой оболочке инициирует формирование 
задачи инженерного моделирования, которая разбивается на атомарные дей­
ствия, соответствующие компонентным CAEBean, участвующим в решении 
задачи. 
Предположив, что последовательные участки логического плана явля­
ются доминирующими при решении задачи инженерного моделирования, 
показатель ART можно расписать следующим образом : 
ART = I: I L (EndTime1 - SubmitTime1) = I ~ I L (I SolveТimek) , 
}Ет / ЕТ kEj 
где SolveTime" - это, суммарные временные затраты на реализацию дейст­
вия k . 
Для оценки приемлемых величин параметра ART был произведен ана­
лиз текущих задач, решаемых суперкомпьютерным центром 
ЮУрГУ. В результате, исходя из статистики использования вычислительных 
ресурсов суперкомпьютерного центра за последние 6 месяцев, были получе­
нъ1 значения, по которым можно вычислить составляющие SolveTime и по­
лучить следующую оценку параметра ART: 
- (- - tреш) (- - - ) ART = 4. tэan + 2 . tnередачи + 100 + 1. tзап + 2. tnередачи + tреш = 
4 · (2 + 2 · 2 + 15) + 1 · (2 + 2 · 2 + 150) = 84 + 156 = 240 (мин). 
11 
!") 








Рис. 3. Общая схема взаимодействия компонентов системы CAEBeans 
Полученная оценка позволяет определить потенциальные возможности 
повышения эффективности использования разрабатываемой системы по­
средством кэширования результатов предыдущих этапов вычислений для их 
возможного повторного использования на последующих этапах моделирова­
ния определенных классов задач и повышения степени параллельности реа­
лизуемых действий . 
В третьей главе, «Система CAEBeans», рассматривается архитектура 
программного комплекса обеспечивающего разработку и исполнение рас­
пределенных виртуальных испытательных стендов . Рассматривается струк­
тура системы CAEBeans, дается описание базовых сущностей, на основе ко­
торых производится взаимодействие программных компонентов системы 
CAEBeans. Раскрываются сущности САЕ-проекта, САЕ-параметра, Про­
блемного САЕВеап, Потокового САЕВеап, Компонентного САЕВеап, САЕ­
задания. 
Далее, рассматриваются программные компоненты, составляющие 
систему CAEBeans (см. рис. 2): 
1. CAEBeans Constructor - интегрированная среда разработки проблемно­






CAEBeans Portal - это веб-приложение, обеспечивающее выбор, за­
грузку, запуск и получение результатов моделирования САЕ-задач; 
CAEBeans Server - хранилище и интерпретатор САЕ-проектов ; 
CAEBeans Broker - автоматизированная система регистрации, анализа 
и предоставления САЕ-ресурсов; 
САЕ-ресурсы - грид-сервисы, обеспечивающие удаленную постановку 
и решение задач средствами некоторого инженерного пакета на базе 
конкретной целевой системы . 
CAEBeans Constructor - это интегрированная среда разработки РаВИС 
на основе САЕ-проектов . CAEBeans Constructor предоставляет прикладному 
программисту пользовательский интерфейс для разработки оболочек 
CAEBeans концептуального, логического и физического слоев. В соответст­
вии с этим, пользовательский интерфейс, обеспечивающий разработку 
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САЕ-проектов в среде CAEBeans Constructor, разделен на 3 секц-ии, обеспе­
чивающих разработку проблемных, логических и физических оболочек 
CAEBean соответственно . 
CAEBeans Portal - это веб-приложение, доступное через интернет, 
обеспечивающее пользовательский интерфейс для постановки и решения за­
дач инженерного моделирования средствами системы CAEBeans. Встроен­
ный генератор веб-форм обеспечивает автоматическую генерацию пользова­
тельского интерфейса для постановки задач инженерного моделирования, на 
основе описания параметров соответствующего проблемного CAEBean. 
CAEBeans Server - это rрид-сервис, обеспечивающий хранение и ин­
терпретацию САЕ-проектов. Процесс исполнения логического плана под­
держивается посредством монитора логического плана. Он постоянно про­
изводит проверку состояния всех узлов логического плана. Готовность узла 
к исполнению зависит от наличия маркеров управления в потоках управле­
ния, входящих в узел. В зависимости от типа узлов, может требоваться нали­
чие одного или нескольких маркеров управления на входных потоках управ­
ления. Алгоритм работы монитора логического rшана приведен на рисунке 4. 
11 пока происходит исполнение логического плана 
while (running) { 
11 цикл по всем узлам логического плана 
foreach (AЬstractWorkflowNode n ode i.n workf l ow) 
if node . ready() ( //Если узел готов к исполнению 
node. reset () ; //Сброс информации о поступивших 
//маркерах управления 
new Thread(node) . start(); //Исполнение узла 
} //if //в отдельном потоке 
)//foreach 
}//while 
Рис. 4. Алгоритм работы монитора потокового САЕВеал. 
САЕ-ресурсом является экземпляр системного CAEBean, предостав­
ляющий ресурсы некоторого инженерного пакета на базе конкретной целе­
вой системы . САЕ-ресурс обеспечивает: 
получение данных для решения задачи средствами базового инженер­
ного пакета из CAEBeans Server или внешнего источника данных; 
запуск и автоматизированное решение задачи инженерного моделиро­
вания; 
передачу результатов решения CAEBeans Server или во внешнее хра­
нилище данных. 
CAEBeans Broker обеспечивает автоматизированную регистрацию, по­
иск и выделение САЕ-ресурсов для реализации действий инженерного про­
ектирования . CAEBeans Broker обеспечивает распределение действий инже­
нерного моделирования по виртуальным САЕ-ресурсам . Структура очередей 
брокера ресурсов представлена на рис . 5. 
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Рис. S. Струкrура очередей CAEBeans Broker. 
В заключение третьей главы подробно описаны алгоритмы и методы 
взаимодействия компонентов системы CAEBeans в процессе постановки и 
решения задач инженерного моделирования . 
В четвертой главе, «Испытания системы CAEBeans», приводится 
описание испытательных задач, на основе которых производились исследо­
вания возможности применения системы CAEBeans для решения реальных 
задач инженерного моделирования на базе различных инженерных пакетов. 
Для проверки возможностей, предоставляемых системой CAEBeans в облас­
ти создания и исполнения виртуальных испытательных стендов, был разра­
ботан набор РаВИС, обеспечивающих решение различных задач инженерно­
го моделирования средствами различных САЕ-пакетов. Были произведены 
исследования методов взаимодействия с современными инженерными паке­
тами, и проанализированы API, предоставляющие методы автоматизирован­
ного решения задач инженерного моделирования . Для испытания системы 
CAEBeans были разработаны оболочки для решения задач средствами наи­
более распространенных пакетов инженерного моделирования : ANSYS CFX, 
ANSYS Mechanical, ABAQUS, DEFORМ. 
В качестве основной испытательной задачи выбрана задача моделиро­
вания процесса закалки и охлаждения труб и анализа влияния различных ас­
пектов процесса закалки на качество производимой продукции («Распреде­
ленный виртуальный испытательный стенд «Термообработка»), решаемая по 
заказу ОАО «Челябинский трубопрокатный завод». 
В заключении суммируются основные результаты диссертационной 
работы, выносимые на защиту, приводятся данные о публикациях и апроба­
циях автора по теме диссертации, и рассматриваются направления дальней­
ших исследований в данной области. 
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Основные результаты диссертационной работы 
На защиту выносятся следующие новые научные результаты. 
1 . Разработана модель проблемно-ориентированного сервиса для реше­
ния задач инженерного проектирования и анализа в распределенных 
вычислительных средах. 
2. Разработаны архитектура и принципы структурной организации 
распределенного виртуального испытательного стенда (РаВИС), пре­
доставляющего сервис для решения задач инженерного анализа на ос­
нове грид-технологий . 
3. Разработан комплекс методов и алгоритмов, позволяющих автомати­
зировать процесс построения специализированных РаВИС для реше­
ния прикладных задач с использованием различных САЕ-пакетов . 
4. Разработан прототип программной системы CAEBeans, включающий в 
себя средства автоматического создания и исполнения РаВИС. Произ­
ведены испытания системы CAEBeans путем создания РаВИС на базе 
инженерных пакетов ANSYS CFX, ANSYS Mcchanical, ABAQUS, 
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