ON SOME TRIGONOMETRIC TRANSFORMS OTTO SZASZ l Introduction. To a given series Σ^= ι u n we consider the transform A sin vt n A n = 2* u v > where t n Φ 0 as n -* °°I t was shown in a previous paper [5, Section 4, Theorem 3] that the transform (1.1) is regular if and only if (1.2) nt n =0(1), as n
• oo
We shall now consider the transform (1.1) in relation to Cesaro means. In a forthcoming paper Cornelius Lanczos has found independently that the transform (1.1) is very useful in summing Fourier series and derived series, and gave some very interesting examples; he takes t n -ττ/n. Of our results we quote here the follow- We also discuss other triangular transforms which may be generated by "trun- where φ(P) is a function of the π-dimensional point P(xι, # 2 > * ' *> x n)> P n -> 0. This transform and many special cases of it were discussed by W. Rogosinski [4] in particular, the special case a n = 0 of our Theorem 4 is included in his result on page 96. The general approach is essentially the same as in the present paper.
2 Proof of Theorem l If we write The first condition of (2.3) [in view of (1.2) ] is equivalent to sin nt n = 0(t n ) = 0(l/n) ; hence nt n = pπ + a n , nd n = θ(l) .
The second condition of (2.3) now reduces to cos nt n sin ί n = θ(ί n ) , or cos α n sin ί n =θ(n" We can show by an example that the transform A n may be more powerful than (C,l). In (1.3) let p = 1, na n = -π/2; the series Σ* =ι (-l) n~ι n (that is, u n - (-l) n n) is not summable (C, 1), but summable (C, 2) to 1/4. Now
where nt n = π-7T/2n. Hence, as τι
An even more striking example is u n
3. Summation by harmonic polynomials. We get a more powerful method if we introduce the harmonic polynomial and the corresponding transform In order that lim T n exist, whenever the sequence {s n } is \C 9 k)summable to s, it is necessary and sufficient that:
We then have lim T n -βs + Σ^=o CX v (σv ~"-s) Since then the transform Γ Λ 
Assume first that k = 0 then our conditions become: ON SOME TRIGONOMETRIC TRANSFORMS
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We now prove the lemma:
then Rn is a regular transform.
Clearly (3.9) holds, and we need only to show that (3.10) also holds.
If p n > 1, then p% < p%, v -0, 1, , n -1 if on the other hand p n < 1, then p% < 1. Hence, in either case,
as n
00
We have
the second term is O(t), and
Thus (3.10) is satisfied and Lemma 2 holds.
Note that the condition p% = 0(1) is equivalent to n(p n ~ 1) < c, a positive constant (see [5>p. 73]); furthermore, if nt n = 0(1), then clearly the secondcondition of (3.11) holds.
Next let k -1 we shall prove the theorem: An interesting special case is t n = 7τ/n; the conditions now reduce to the single condition If, in particular, n k p% -0(1) for all k 9 then B n includes all (C, k). Observe that by Lemma 1 of [6] the condition n p% -0(1) is equivalent to lim sup \n(p n -l) + fe log n] < +«> .
Note also that (4.1) and (4.2) converges in some interval 0 < t < t 0 , and if
Rk(t)->s, as t •0.
For A; = 1 it is sometimes called Lebesgue summability. The method (/?, k) is regular for k > 2 and, in fact, it is more powerful than (C 9 k -2) for k = 2, it was employed by Riemann in the theory of trigonometric series. We generate from it by truncation the triangular series to sequence transform {u 0 -0):
nt r k is a positive integer. We assume k > 2; it is then easy to show that D n is a regular transformation. From Lemma 1 we find for (C 9 k) to be included in D n the conditions:
t;* (sin ίΓ^TtJ* =0 (1),
It follows from (5.2) (see Section 2) that we must have (5.4) nt n -pπ + 0L n , n a n = θ(l) , p a positive integer now (5.2) reduces to
and this is satisfied in view of (5.4) .
To show that now (5.3) also holds, we employ a lemma, due to Obreschkoff An analogous theorem holds for higher derivatives (cf. [7, p. 257] ).
