Abstract. Computational intelligence techniques were applied to human brain cancer magnetic resonance spectral data. In particular, two approaches, Rough Sets and a Genetic Programming-based Neural Network were investigated and then confirmed via a systematic Individual Dichotomization algorithm. Good preliminary results were obtained with 100% training and 100% testing accuracy that differentiate normal versus malignant samples.
Introduction
Magnetic resonance spectroscopy (MRS) and magnetic resonance imaging (MRI) are two non-invasive and harmless clinical techniques that can provide useful biochemical information about a region of interest in the body. They can be particularly helpful when the organ under investigation is difficult or dangerous to reach (e.g. the brain) where direct inspection and surgery should be avoided as much as possible.
Both techniques are based on magnetic resonance (MR), which is related to the physical property called quantum spin. The MRI technique reveals water concentration levels and is used in routine examinations by clinicians; whereas the MRS technique is not used as frequently as MRI (despite its great potential). MRS information consists of a signal, possibly noisy, composed of peaks whose location and height correspond to different metabolites and their relative concentrations. Reading the most frequent chemical in an MR spectrum is relatively straightforward, but the complete interpretation of a spectrum or the comparison between two spectra usually requires an expert [14] . This reliance on specialized expertise may be one of the reasons why it has been more difficult to introduce MRS into routine medical practice.
An international project, INTERPRET http://azizu.uab.es/INTERPRET, gathered the efforts of 5 centers across Europe with the long term goal of generalizing the use of MRS. During this project, a large database of 1HMR spectra was built in order to develop an automatic MRS-based system to aid clinicians to diagnose brain tumors. Each spectrum in the database was acquired according to a pre-defined protocol and formally validated by clinicians and pathologists [9] . This paper has a preliminary character and will focus on the study of the tumor vs normal differentiation (i.e. {G1, G2, G3}vs{normal}), with 204 and 15 cases respectively. Future studies will cover the distinction between the different types of tumors.
Rough Sets
The Rough Set Theory [17] , [16] bears on the assumption that in order to define a set, some knowledge about the elements is needed. This is in contrast to the classical approach where a set is uniquely defined by its elements. In the Rough Set Theory, some elements may be indiscernible from the point of view of the available information and it turns out that vagueness and uncertainty are strongly related to indiscernibility.
Reducts and Minimum Reducts
Minimal reducts are those for which no proper subset is a reduct and are extremely important, as decision rules can be constructed from them [3] . However, the problem of reduct computation is NP-hard, and several heuristics have been proposed [21] .
Reduct Computation Genetic algorithms are the most popular representative of the evolutionary computation family of algorithms [5] , [1] .They have been used as an approach to reduct computation by [20] , which proposed several methods based on the notion of a distinction table; which is a (m 2 − m)/2 × (N + 1) matrix B where columns i are attributes (the last one is the decision attribute d) and the rows are pairs of objects k, n. For every row i ∈ [1, N ] and every k, n ∈ [1, m] the values of B are constructed as follows:
and 0 otherwise. In terms of B, a reduct is a subset of columns R with the property [20] 
. In its simplest representation, a GA with binary chromosomes of length N encodes subsets of attributes (the indices of the chromosomes for which the value is 1). The evolution is guided by a fitness function given by: F (r) = ((N − L r )/N ) + C r /K, where r is a chromosome, L r is the cardinality of the set of attributes (given by the number of 1s in the chromosome, C r is the number of object pairs (with different values of the decision attribute) which are discerned by the attributes in R. K = (m(m − 1))/2 is the number of object pairs.
Genetic Programming
Analytic functions are among the most important building blocks for modeling, and are a classical way of expressing knowledge and have a long history of usage in science. From a data mining perspective, direct discovery of general analytic functions poses enormous challenges because of the (in principle) infinite size of the search space. Within computational intelligence, genetic programming techniques aim at evolving computer programs, which ultimately are functions. Genetic Programming (GP) introduced in [10] and further elaborated in [11] , [12] and [13] , is an extension of the Genetic Algorithm. The algorithm starts with a set of randomly created computer programs and this initial population goes through a domain-independent breeding process over a series of generations. It employs the Darwinian principle of survival of the fittest with operations similar to those occurring naturally, like sexual recombination of entities (crossover), occasional mutation, duplication and gene deletion.
Gene Expression Programming
There are many approaches to GP leading to a plethora of variants (and implementations). A discussion about their relative merits, drawbacks and properties is beyond the scope of this paper. One of these GP techniques is the so-called Gene Expression Programming (GEP) [7] , [8] . GEP individuals are nonlinear entities of different sizes and shapes (expression trees) encoded as strings of fixed length. For the interplay of the GEP chromosomes and the expression trees (ET), GEP uses an unambiguous translation system to transfer the language of chromosomes into the language of expression trees and vise versa. The structural organization of GEP chromosomes allows a functional genotype/phenotype relationship, as any modification made in the genome always results in a syntactically correct ET or program. The set of genetic operators applied to GEP chromosomes always produces valid ETs.
Neural Networks Constructed via Genetic Programming (NN-GP)
A general extension to GEP for vector valued functions was previously introduced [19] , whereby GEP individuals consist of multiple chromosomes. Such an extension was the starting point for the construction of a technique to evolve explicit neural networks. Figure 1 shows an example of an explicit neural network consisting of (n + m + c) neurons and (3) layers (other topologies are also possible), where each neuron is a chromosome in an individual. For this example, n neurons in the input layer are determined by the number of variables in the input data set; m neurons in the hidden layer determine the dimension of the non-linear space to be constructed (in this paper, m = 1); and c determines the number of classes that need to be discriminated. In general, c neurons in the output layer may be used, but other approaches exist. For example, this paper uses c = 2 and uses 1 output neuron in order to construct explicit classifiers. Future studies will investigate these issues more deeply, for example, when determining class discrimination between c > 2 classes. 
Individual Dichotomization
This is a simple screening algorithm used with the purpose of finding individual attributes that are relevant from the point of view of their ability to differentiate the classes (in a binary problem), when their values are dichotomized. The inputs for the algorithm are: i) the values of a given attribute A for all the objects , ii) the classes C 1 , C 2 associated with each sample (Cancer vs Normal in this case), and iii) a probability threshold p T . The algorithm proceeds as follows: (1) construction of the set of distinct values of A (call it ∆). If O is the set of objects and A(o) is the value of the attribute for any
) with the following properties: 
if p max ≥ p T select the attribute as relevant, and discard it otherwise. The process is repeated for all attributes and the resulting set of selected attributes gives an indication on how many of them contain a differentiation power equal or better than the pre-set probability threshold p T . Specifically, if p T = 1 the algorithm will give a set of attributes such that each of them (individually) will perfectly differentiate the classes {C 1 , C 2 }.
Experimental settings
The height and shape of each resonance in the MR spectrum is determined by several parameters related to the way in which signal produced by the exited proton spin decays by a relaxation process. One of them, called the echo time (TE) is very important. The longer the TE, the more the signal has attenuated before acquisition. Hence, a short echo time spectrum (TE ≤ 50ms) has larger peaks than a long echo time spectrum (TE ≥ 130ms). A short echo time spectrum also contains more peaks, as resonances with a small relaxation value or complex coupling pattern, like mI (myo-Inositol), Glu (glutamate) and Gln (glutamine) are less pronounced at longer echo times. At short echo time signals, macromolecules are prominent; originating from proteins and membrane components. They have very broad peaks with a large contribution to an underlying and partially unknown baseline [14] , [6] . The data used in this study consist of 219 longecho MR spectra (echo time TE ≥ 130ms). The data acquisition protocol and the signal processing procedure is described in [18] . Each spectrum covers a range between [4.23 .. 0.45] parts per million (ppm) along the x-axis, where 200 equally spaced samples were taken. The available validated set represents different types of tumors and normal cases grouped into 4 main classes: G1: astrocytome, oligoastrocytome and oligodendrogliome, G2: glioblastome and metastasis and G3: meningiomes. This paper has a preliminary character and so will focus on the study of the tumor vs normal differentiation (i.e. {G1, G2, G3}vs{normal}), with 204 and 15 cases respectively. In order .118256) , the re-scaling operation is essentially a shifting. The re-scaled data was divided into a training and a test set using random stratified sampling so that class proportions were preserved. The training set contained 80% of the data (175 objects) and the test set the remaining 20% (44 objects). The NN-GP approach was investigated within a series of two experiments (See Table nn -gep-experimental-settings). The first series of 240 attempted to broadly sweep the parameter space; with the second series of 2250 being used to more closely investigate the parameter space around the good solution obtained within the first series.
Results
Results from Rough Sets and NN-GP are reported, along with validation via the individual dichotomization approach.
Rough sets Results
Rough sets analysis was conducted as follows: i) the training set was discretized according to the global method described in [2] , [4] , ii) reducts (see Section 2) were computed using exhaustive and genetic algorithms [2] , [20] , iii) classification rules were generated from the reducts, iv) the test set was discretized using the same cuts produced by the discretization of the training set, and finally, v) the set was classified using the rules obtained for the training set. Remarkably, both reduct computation algorithms found a single reduct on the training set. Moreover, it was a simple reduct composed of a singleton attribute ({V 270}). Accordingly, both sets of classification rules consist of the common single rule:
which classifies the training set with 100% accuracy. When applied to the test set, it turned out that it also classifies with 100% accuracy. This is very interesting, as it shows that a single attribute (V 270 ) (out of the original 200) is capable of discriminating the spectra from normal cases from those of the malignant class. It corresponds to a concentration of approx. 1.969 ppm.
NN-GP Results
Two series of experiments, one of size 240, and the other size 2250 led to 26 explicit neural networks that, when interpreted as classifiers, had 100% training and 100% testing error; a very interesting preliminary result. In order to study the properties of these high performing solutions, the space constructed from the mapping function associated with each of the 26 networks is summarized in Fig.2 . It can be seen that all 26 spaces (horizontal lines in Fig.2 In addition, it is observed that V 271 was more frequently used than V 270 within good solution networks and that it was not discovered by the Rough Sets approaches that were investigated, which only discovered attribute V 270 . Of the 26 good solution results (100% training and 100% testing accuracy), 3 are now highlighted that show use of the 2 most frequent variables (as both independent and joint usage) in the 
Individual Dichotomization Results A systematic exploration of each single attribute in the training set was made with the individual dichotomization algorithm (see Section 4). The probability threshold was set to 1 (p T = 1) in order to find the highest conditional probabilities of the classes given the attribute dichotomization. It was found that P (class = normal/(V 270 ≥ 69.375)) = 1 and that P (class = normal/(V 271 ≥ 68.257)) = 1. When these probabilities are computed on the test set using the same conditionals, the result was the same, showing that both V 270 and V 271 (spectral peaks at 1.969 and 1.95 ppm respectively), can individually discriminate the normal from the malignant cases, thus confirming the results found with rough sets and especially with the NN-GP network. Rough sets found V 270 but not V 271 , whereas NN-GP detected V 270 and V 271 as the two most important attributes, confirmed by individual dichotomization.
Conclusions
Computational intelligence techniques were applied to brain cancer data. Good preliminary results were obtained with 100% training and testing accuracy that differentiate normal versus malignant samples. Two out of 200 attributes were found to be most important. Rough Sets found one; whereas the NN-GP experiments found both. The results were confirmed via a systematic algorithm, which disregards attribute interactions; something that cannot (in general) be assumed a priori. The NN-GP approach, which, although more complex, did not miss a relevant attribute as did the Rough Sets approach. Future studies will focus on differentiation of the different cancers.
