Abstract-We consider the problem of survivable virtual network mapping in a multi-domain optical network with the objective of minimizing total network link cost for a given virtual traffic demand. The survivability constraint guarantees the connectivity of virtual nodes after any single optical link failure. We propose a hierarchical softwaredefined networking-based control plane to exchange information between domains, and we propose heuristic approaches for mapping virtual links onto multi-domain optical links using partition and contraction mechanisms on the virtual topology. We provide an integer linear programming formulation to compare with our heuristic approaches. Numerical results show that our heuristic approach is effective in reducing total network cost and increasing the successful mapping rate.
single link failure in the optical layer. Most virtual topology mapping studies are focused on a single domain. However, we consider virtual topology mapping in a multiple domain network because Internet service providers and application providers may need a virtual topology that spans multiple domains. In this paper, we propose an effective virtual link mapping algorithm in a multi-domain environment with survivable conditions [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] .
The architecture of a multi-domain optical network is shown in Fig. 1 . Virtual nodes are located in fixed positions in different domains, and virtual links can be mapped onto intra-domain physical links, inter-domain physical links, or both inter-and intra-domain links. The strategy of virtual link mapping may affect network mapping costs and successful mapping rates. We consider a multi-domain architecture that is centralized for large-scale networks and propose a hierarchical software-defined networking (H-SDN) based control plane to facilitate the exchange of information and to calculate the set of resources for a given virtual topology. A local controller is located in each domain, and a centralized global controller orchestrates local controllers to gather and distribute resource state information. The local controller determines intra-domain link mapping, and the provisioning and configuration of resources within a domain are managed through standard protocols such as OpenFlow or GMPLS. The details of control procedures or protocols are beyond the scope of this study. In this paper, the main focus is on techniques with this architecture for ensuring logical connectivity when designing and mapping virtual topologies with the objective of minimizing total link cost and reducing the time complexity of the mapping procedure. Therefore, the details of control procedures or protocols are beyond the scope of this study [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] .
We show simple examples of survivable virtual topology mapping and nonsurvivable virtual topology mapping. 
The only difference in mapping between Figs. 2(c) and 2(d) is the mapping of (v 1 − v 4 ). The route with the fewest hops is (v a − v c − v d − v g ); however, this path does not satisfy the survivability condition that every virtual node must be reachable after any single physical link failure. In Fig. 2(d) , if the inter-domain link (v c − v d ) is disconnected, then nodes v 1 and v 2 in domain d 1 will be isolated from nodes v 3 and v 4 in domain d 2 . Therefore, we need to find an alternative minimum hop path, such as (v a − v j − v i − v h − v g ) to guarantee connectivity in Fig. 2(c) . If an alternative path is not found, the virtual topology mapping fails; otherwise, the mapping is successful.
Some authors have suggested using a cut set matrix to verify the survivable condition. The cut set matrix is a useful approach; however, as the number of virtual nodes increases, the number of cuts grows exponentially. Thus, the cut set matrix might be difficult to apply for a largescale network. We suggest heuristic approaches using the cut set concept. Our heuristic approaches consist of three steps. The first step is to partition and contract the virtual topology and physical topology to reduce the complexity. The second step is the ordering of virtual links in descending order of traffic demands. The last step is the heuristic mapping procedure for each virtual link [1, 27] . This paper extends the preliminary work on survivable virtual topology design in IP over WDM multi-domain networks in [29] by including an integer linear programming (ILP) model to compare with our proposed heuristic approaches. The output of the ILP provides the optimal solution to the minimum-cost survivable virtual network mapping problem. We show the result of time complexity between our heuristic approaches and the ILP model. The rest of this paper is organized as follows. Section II presents a summary of previous related work on the survivable virtual topology mapping problem and the multi-domain optical network problem. In Section III, the problem is defined, and we introduce the application of cut sets and show that the problem is NP-complete. In Section IV, we propose an ILP formulation of the problem. In Section IV, we show partition and contraction mechanisms (PCMs). We suggest heuristic approaches and explain the detailed procedure of virtual link mapping in Section V. In Section VI, numerical results are presented. We conclude the paper in Section VII.
II. PREVIOUS WORK
We provide a summary of the previous work that is related to our problem. Several researchers have studied the survivable virtual topology design problem. Most studies propose ILPs, and others suggest heuristic approaches. The survivable virtual topology mapping problem is a well-known NP-complete problem [1] [2] [3] 5, 11] .
The first ILP model of the survivable logical virtual topology design problem is developed by Modiano and NarulaTam with the objective of minimizing total wavelength-link usage and total number of physical links used. The authors suggest heuristic approaches with the shortest path routing and prove conditions of survivable routing with cut set graph theory [1] .
Liu and Ruan propose survivable logical topology with augmentation. The objective is to minimize cost for the survivable mapping of a logical topology with single physical link failures. The authors suggest minimum-cost survivable mapping with additional logical links and prove that survivable logical topology mapping with augmentation is NP hard [3] .
Survivable routing of mesh topologies in IP-over-WDM networks is introduced by Kurant and Thiran, and a survivable mapping algorithm by ring trimming (SMART) is presented [27] . The authors prove the existence or nonexistence of a survivable mapping by considering contraction of the logical topology. Thulasiramna, Javad, and Xue study circuits/cut sets duality and present a unified algorithmic framework for survivable logical topology design in IP-over-WDM optical networks with CIRCUIT-SMART and CUTSET-SMART algorithms [7] . Most previous papers focus on survivable virtual topology mapping in a single domain network, whereas we focus on multi-domain networks. Our problem involves additional constraints. Domain abstraction information should be exchanged between domains to map the virtual topology to the physical topology.
III. PROBLEM STATEMENT

A. Problem Formulation
The problem formulation is as follows. We are given a physical substrate network G p D p ; E p ; C p , where G p is a physical multi-domain optical network, D p is a set of domains, E p is a set of bi-directional inter-domain links, C p : E p → R is a set of inter-domain link costs, and R denotes the set of positive real numbers. The set D p consists of a set of domains D i V pi ; E pi ; C pi , where D i is the domain i, V pi is a set of intra-domain nodes for domain D i , E pi is a set of bi-directional intra-domain links for domain D i , and C pi : E pi → R is a set of intra-domain link costs. We are also given a virtual network G v V v ; E v ; T v , where V v is a set of virtual nodes, E v is a set of virtual links, and T v is a set of traffic demands (Gb/s) on each virtual link. The set of nodes in V v is mapped to fixed positions in the physical network.
We need to find a path for each virtual link (E v ) between fixed virtual nodes (V v ) with the objectives of minimizing total network cost for a given virtual traffic demand and providing a survivable virtual topology embedding onto the physical topology that guarantees the connectivity for every virtual node after any single physical link failure. Link capacity and node resource capacity are not considered in this problem, and the physical optical network is assumed to utilize a single line rate (100 Gb/s). We also assume that regenerators are available along the paths in order to satisfy the reachability requirements of the optical signals. The mapping algorithm is applied within every domain. A fundamental necessary network condition for survivable virtual network design is that each node must have a degree of at least two, and each domain must have at least two inter-domain links.
B. Cut Set
Cut sets can be used to verify whether or not a mapping is survivable. Given a virtual network G v V v ; E v , where V v is a set of virtual nodes and E v is a set of virtual links, a cut can be denoted as C V s ; V v − V s , where C is a cut, V s and V v − V s are disjoint subsets of V v , and the cut set corresponding to cut Cx; y is fx; y ∈ E v jx ∈ V s ; y ∈ V v − V s g. Let us assume there are two virtual nodes: x ∈ V v as a source virtual node and y ∈ V v as a destination node. Ps; d is a set of physical links used by virtual link x; y. For a mapping to be survivable, the condition of Eq. (1) is required [1] :
For example, for virtual link (v 1 − v 4 ) in Fig. 2 (a), every cut set of the graph that includes virtual link (v 1 − v 4 ) should be checked for the survivable condition. Considering a cut: On the other hand, the mapping in Fig. 2 (c) satisfies the survivable condition because there is no physical link that contains every virtual link in the cut set. The total number of cuts in a graph with n vertices is 2 n − 2. However, we only consider half of these cuts for survivability because our virtual links are bi-directional. The time complexity of a cut set approach to verifying survivability is known to be O2 n , where n is the number of vertices in the graph. We suggest a PCM to reduce the time complexity in Section V.
C. NP-Completeness
To prove NP-completeness, we first need to transform the optimization problem into a deterministic version of the problem. The problem is to determine if there exists a feasible solution for the survivable mapping of virtual links to physical routes with a cost bound of k. The solution can be verified in polynomial time, which is O P jD p j i1 jE pi j jE p j. Therefore, the problem belongs to the NP class.
The survivable logical network design problem in singledomain networks has been proven to be NP-hard [5, 6] . The single domain survivable mapping problem is polynomial reducible to the multi-domain mapping problem because the single-domain mapping problem is a part of the multi-domain mapping problem. If all virtual nodes are fixed in a single domain, this problem becomes the singledomain mapping problem. Thus, this problem is NPcomplete.
IV. ILP FORMULATION
We suggest an ILP approach to verify the optimal solution for the survivable virtual topology mapping problem. We assume that the entire topology is known, which means that we know intra-domain and inter-domain information, such as connectivity and link cost. Therefore, the physical topology does not need to specify domain information and can be modelled as a single physical topology.
The notations used in our ILP are listed below:
• V p is a set of physical nodes • E p is a set of physical links • L v is a set of virtual links
• C v is a cut set of virtual topology • LC m;n is a physical link cost of m; n; m ∈ V p , and n ∈ V p • P m;n is a physical link connection of m, n, m ∈ V p , n ∈ V p , and m, n ∈ f0; 1g • LP k is a set of required number of paths of virtual
• CL c is a set of number of virtual links that are included in cut set c, c ∈ C v
Variables:
• R m;n k ∈ f0; 1g equals 1 if virtual link k is mapped into physical link fm; ng; otherwise 0,
The objective is to minimize the following function:
which is subject to the flow constraint ∀ k ∈ L v and ∀ m; n ∈ E p . The set of constraints are flow conservation constraints for routing one unit of traffic from node m to node n:
Cut set constraint ∀ c ∈ C v , ∀ m; n ∈ E p . Equation (4) checks a survivable condition for the virtual topology. We find the cut set C v and set of number of virtual links that include certain cut sets based on the given virtual topology:
We also find a set of a required number of light paths of virtual links LP k from a given virtual network. The output of this ILP formulation shows the optimal solution to minimize total network link cost and guarantee the connectivity of virtual nodes.
V. DESIGN OF PARTITION AND CONTRACTION MECHANISM
In this section, we explain the details of the PCM. The purpose of partition and contraction is to reduce the number of cuts because the total time complexity is affected by the number of cuts.
A. Partition and Contraction Mechanism
We partition a virtual topology into intra-domain virtual topologies and an inter-domain virtual topology; we also partition the physical topology into intra-domain topologies and an inter-domain topology. The contraction operation for an intra-domain partition merges new nodes that are created by the partition operation as a single auxiliary node while the contraction operation for an inter-domain topology represents each domain as a single auxiliary node. We assume that the virtual nodes are mapped to fixed physical nodes; thus, we know whether each virtual link is mapped to an intra-domain link or to an inter-domain link. If a virtual link is mapped to an intra-domain link, it means that the two virtual nodes are located in the same domain, and the virtual link must be mapped within the domain. If two different virtual links are each mapped to different domains, we do not need to check the survivable condition because there is no shared physical link between the two virtual links. After applying partitioning, interdomain and intra-domain connectivity and cost information are abstracted and used in the mapping procedure. If the mapping solution within each domain satisfies the survivability condition, and if the inter-domain mapping solution satisfies the survivability condition, then survivability of the entire network is guaranteed. In Figs. 3  and 4 , examples of a virtual network and a multi-domain optical network are given.
The virtual topology in Fig. 3 consists of six virtual nodes (v 1 , v 2 , v 3 , v 4 , v 5 , and v 6 ) and eight virtual links. The virtual links consist of four inter-domain virtual links (l t1 , l t2 , l t3 , and l t4 ) and four intra-domain virtual links (l r1 , l r2 , l r3 , and l r4 ). The partition procedure for domains works as follows. The partition mechanism can reduce the time complexity of verifying the survivable condition compared with a cut set approach. If the cut set approach is used to check the survivable condition, the number of cuts of the original virtual network is 2 n−1 − 1 2 5 − 1 31. On the other hand, the number of cuts of the virtual network after the partition procedure is 15 because d 1 has three cuts, d 2 has one cut, d 3 has eight cuts, and the interdomain topology has three cuts. If the number of virtual nodes is increased, the time complexity of a cut set approach with PCM is more effective because the time complexity of the original cut set approach grows exponentially. After the virtual network has been partitioned, the mapping procedure is independent for each domain and for the inter-domain topology. Therefore, the partition mechanism is a reasonable approach for large-scale networks. The partition and contraction procedure is also applied to the physical multi-domain topology for the purpose of scalability and topology aggregation. Figure 6 shows an example of partition and contraction for the multi-domain physical optical network. In Fig. 4 , there are five domains For domain d 1 , we first create one auxiliary node to reach nodes outside of this domain. Every border node within the domain is connected to this auxiliary node with a zero-cost auxiliary link, and every inter-domain link is connected to the auxiliary node. The auxiliary node should have abstract information for virtual nodes, which are v 3 0 , v 6 0 , and v 6 00 . The auxiliary node also has additional abstraction information for bypass links. The bypass link costs are set to the smallest cost between a pair of border nodes. For example, in Fig. 6 , if there are two border nodes, one bypass link is created with the smallest cost x. If there are three or more border nodes, the bypass links create an abstracted full mesh topology.
B. Analysis of PCM
In this subsection, we show that PCM is a reasonable concept for the survivable virtual network mapping problem. The number of cuts in the virtual network topology affects the time complexity of the virtual network mapping algorithm. We compare the number of cuts in the virtual network without the PCM procedure (non-PCM) and the number of cuts in the virtual network with the PCM procedure (PCM). Let us assume there are five domains and five virtual nodes. Each virtual node is mapped evenly to each domain. The number of cuts of non-PCM is 2 n−1 − 1 2 4 − 1 15, where n is the number of virtual nodes. In the case of PCM, each domain should create an auxiliary node. Each domain has two nodes-one is a virtual node and the other is an auxiliary node-which means that each domain has one cut. The total number of cuts for all five domains is five, and the inter-domain topology has five nodes, which results in 2 n−1 − 1 2 4 − 1 15 additional cuts. Therefore, the total number of cuts with PCM is 5 15 20. In this example, the non-PCM case results in fewer cuts than the PCM case. However, if there are more than six virtual nodes, PCM results in fewer cuts than non-PCM. In the case of six virtual nodes, the number of cuts of non-PCM is 2 n−1 − 1 2 5 − 1 31, and the number of cuts of PCM is 22. In this case, the virtual nodes are also mapped evenly to domains. Two virtual nodes are mapped into one of the domains, and each of the other domains has one virtual node. The domain with two virtual nodes will have three nodes, for this domain virtual nodes and one auxiliary node. The number of cuts for this domain is 2 n−1 − 1 2 2 − 1 3. The number of cuts in each of the other domains is one, as before. Therefore, the total number of cuts is 3 4 × 1 15 22. In Fig. 7 , we show the number of cuts versus the number of virtual nodes for non-PCM and PCM. In the case of non-PCM, the number of cuts increases exponentially, whereas for PCM, the number of cut increases linearly. Once the number of virtual nodes is 11, the non-PCM case has 1023 cuts, and the PCM case has 34 cuts. In general, the number of cuts for non-PCM is on the order of O2 n , while the number of cuts for PCM is on the order of O2 n d , where d is the number of domains. Although this comparison has some assumptions and constraints, PCM is a reasonable approach for largescale multi-domain network design.
VI. HEURISTIC MAPPING APPROACHES
We present two heuristic mapping approaches: simple greedy with PCM (SG-PCM) and cut set with PCM (CS-PCM), both of which are run after PCM has been applied. We also calculate a lower bound (LB) on the total link cost for comparison; however, the lower bound does not necessarily provide a survivable mapping and may not be achievable.
In this paper, we consider an H-SDN-based control plane. A virtual network request from a client arrives at a global controller. The global controller performs PCM for the virtual topology and requests the mapping of partitioned virtual topologies from local controllers. Each local controller maps the partitioned virtual topology to the partitioned physical topology and sends the result of the mapping to the global controller. If the global controller receives successful mappings for all of the partitioned virtual topologies, the inter-domain virtual links are mapped on the contracted physical multi-domain topology. If there is a failure in the mapping, the procedure is stopped immediately.
A. Simple Greedy With PCM Approach
After PCM has been applied and the links have been ordered, the SG-PCM approach takes each virtual link, one at a time, and attempts to map the virtual link to a physical path. The mapping is done by applying Dijkstra's algorithm on the graph resulting from the PCM procedure. After mapping each virtual link, the SG-PCM approach removes from the graph the physical links along the route of the mapped virtual link. This approach ensures that each virtual link is mapped to a disjoint physical path. The total link cost is calculated according to the equation:
where TC is the total network link cost, jV v j is the number of virtual links, C i is the minimum link cost of the ith virtual link, T i is the traffic demand of the ith virtual link, and LR is the line rate (100 Gb/s). ⌈
T i
LR ⌉ is the required number of paths. For example, if a traffic demand of a virtual link is 240 Gb/s, three paths are required because each path can support 100 Gb/s.
B. Cut Set With PCM Approach
Similar to the SG-PCM approach, the CS-PCM approach maps virtual links one-by-one on the aggregated graph with PCM. The main difference is that the SG-PCM approach maintains complete disjoint routing for all virtual links, while the CS-PCM approach allows different virtual links to be mapped to the same physical links as long as the survivability condition is met. The survivability condition is verified by using a cut set approach. Virtual links are selected and mapped according to the order determined by the virtual link ordering scheme. Once a virtual link is selected, the cut sets of the selected virtual link are found. For example, in Fig. 5(b) , d 1 has three virtual nodes and four virtual links. If l r1 is selected based on virtual link ordering, two cuts C 1 (l r1 , l t1 ) and C 2 (l r1 , l t2 , l t3 ) are found. Then, a minimum cost path is found in the physical topology using the Dijkstra algorithm. The algorithm then evaluates the cut sets and the physical path for the survivable condition, as shown in Subsection III.B. If the path does not satisfy the cut set survivable condition, then temporarily remove the one or more physical links that violate the cut set condition to find an alternative path. If the minimum path is found, the procedure is terminated successfully. If no path satisfies the cut set condition, then the procedure is also stopped, and this becomes a failed mapping case. Once all of the virtual links are mapped successfully, the total network link cost is calculated by Eq. (5).
C. Lower Bound
To find an LB on the cost of a mapping solution, we utilize shortest-path routing for the mapping of each virtual link without consideration for survivability or disjointedness. Because the resulting mapping does not ensure survivability, it is not a feasible solution to the survivable mapping problem. The cost of this mapping approach can be used as a lower bound to evaluate the cost of the proposed approaches.
Our approach and methodologies for survivable virtual network mapping can be generally applied to a range of optical network technologies such as OTN, flexible-grid optical networks, and WDM. For example, in [30] , we address the problem of virtual optical network mapping over flexible-grid multi-domain optical networks with a three-step heuristic algorithm that explains the issues of domain selection, topology aggregation, and routing, modulation format, and spectrum assignment (RMSA). We assume that each virtual optical node has multiple candidate locations in different domains in the physical network. We can apply the PCM for the routing in multi-domain optical networks after the domain and node of virtual nodes are selected [30] .
VII. NUMERICAL RESULTS
We simulate the heuristic approaches on a three-node network, a six-node network, and the NSF 14-node mesh network. Each node represents a domain, and each domain consists of a six-node network or the NSF 14-node mesh network. The three-domain network with six-node intradomain networks is used as a small-scale network for evaluating ILP formulation. The ILP model is simulated using IBM ILOG CPLEX STUDIO version 12.2. The 14 domain network with 14-node intra-domain NSF networks (14 × 14 196 nodes) is used as a large-scale network. Each domain has at least two inter-domain links, and each node within a domain has a degree of at least two. All border nodes are selected randomly; intra-domain link costs are set to be between 1 and 10; inter-domain link costs are set to be between 20 and 30; and the traffic demand of a virtual link ranges between 120 Gb/s and 240 Gb/s. Virtual links are randomly generated with each virtual node having a degree ranging from 2 to jV v j − 1. The number of virtual links ranges between jV v j − 1 and
. Each virtual node selects a domain randomly [15, [23] [24] [25] 29] .
In the first experiment, we compare the successful mapping rate of the simple greedy with a PCM (SG-PCM) approach and the cut set with PCM (CS-PCM) approach and ILP approach in the three-domain network with sixnode intra-domain networks. Figure 8 shows that the success rate for the SG-PCM approach decreases rapidly as the number of virtual nodes and links increases. Once seven virtual nodes are mapped, the mapping rate drops to almost 0% for the SG-PCM approach. The reason is that physical links are removed after the mapping of each virtual link, eventually leading to disconnection of the physical topology. On the other hand, the CS-PCM approach allows virtual links to overlap on the same physical links as long as the paths satisfy the survivability conditions. We can verify that the ILP results are close to the CS-PCM approach. This approach is more efficient for increasing the successful mapping rate. The LB shows a 100% mapping rate obviously because it does not consider the survivable condition. Figure 9 shows the results of the second experiment, in which we evaluate the total network link cost for the two approaches in comparison with the LB. The LB shows the smallest total cost compared with other approaches, and the cost increases linearly as the number of virtual nodes increases. The cost of the SG-PCM approach increases rapidly as the number of virtual nodes increases. This high cost is due to the inefficient routing caused by forcing all virtual links to be mapped in a disjoint manner. When six virtual nodes are mapped, the cost of the CS-PCM approach is two times that of the ILP solution; however, the cost of the SG-PCM approach is eight times the cost of the ILP solution. Therefore, the CS-PCM approach is a reasonable solution.
In the third experiment, we show the successful mapping rate with the 14-domain NSF network as the interdomain network and the 14-domain NSF network as each intra-domain network. Figure 10 shows that a successful mapping rate for the CS-PCM approach is higher than in the first experiment because the larger network size results in a greater number of possible solutions. The SG-PCM approach shows a similar success rate as in the first experiment. In the fourth experiment, we compare the total network link cost in the 14-domain network with 14-node intra-domain topologies. The results in Fig. 11 show that the CS-PCM approach has performance similar to the lower bound. However, the cost of the SG-PCM approach increases rapidly, similar to the second experiment. Therefore, the CS-PCM approach is a reasonable solution.
In Fig. 12 , we show the running time comparison between the suggested approaches on the three-domain network with six-node intra-domain networks. The running time of the ILP approach increases rapidly as the number of virtual nodes increases because this approach considers all possible survivable mapping cases. Therefore, it shows exponentially time complexity. On the other hand, the running time of the CS-PCM and SG-PCM approaches also increases slightly with the number of virtual nodes; however, the rate of increase is much lower than that of the ILP. Therefore, we can verify that the CS-PCM approach is suitable for large-scale multi-domain optical networks.
VIII. CONCLUSION
In this paper, we consider the design of survivable virtual network mapping in multi-domain optical networks, and we propose a heuristic algorithm for survivable virtual network mapping using a partition and contraction mechanism (PCM) and based on cut set graph theory with the objective of minimizing the total network link cost. We show that PCM is a reasonable approach. Numerical results show that the heuristic approach yields results close to the lower bound. Furthermore, the successful mapping rate of our heuristic approach is shown to outperform a simple greedy with the PCM (SG-PCM) approach. Our proposed approach can support efficient survivable virtual network mapping in multi-domain optical networks and assist in planning for Internet service providers and infrastructure providers.
