Abstract. This paper proposed a higher rate adaptive coding method, LDPC-RCM, which is based on the rate variable modulation RCM. The encoding matrix is different from the structure of the encoding matrix in RCM, but rather similar to the construction of the binary LDPC code parity check matrix. It replaces the non-zero elements in the parity check matrix with the weight set elements of the arithmetic field. This approach can effectively reduce the number of short loop in the corresponding bipartite graph, accelerate the process of BP decoding, and increase the transmission rate. In LDPC-RCM, the weight set of the arithmetic domain ensures the rate adaptive transmission characteristics of RCM, the positions of non-zero elements retain the high rate characteristic of LDPC.
Introduction
Rate adaptive coding and modulation technique can automatically select the appropriate coding and modulation scheme according to channel conditions. It gets close to the real-time channel capacity by the overall cooperation. This technique can not only ensure reliable transmission of data, but also has an efficient communication. Cui proposed variable rate modulation method RCM, which is a receiver-controlled adaptive technique. By using it, the sender can achieve smooth and continuous transmission rate without modifying the encoding or modulation mode [3, 4] . On the basis of RCM, [5] proposed an encoding method which uses encoding matrix with variable weights to reduce the complexity of decoding. The deconvolution is also given to reduce the complexity of RCM decoding [6] . This paper proposes a new coding matrix construction method based on LDPC matrix [7] , called LDPC-RCM, which can improve the transmission rate. According to the study on matrix weight in the [5] [8], we simulate LDPC-RCM with variable weight coding matrix. The experimental results show that the proposed method can reduce the computational complexity while guaranteeing higher transmission rate.
The second part of this paper introduces the encoding and decoding process of RCM. The third part introduces the encoding algorithm based on LDPC matrix. The fourth part introduces the simulation result and analyzes the result. The fifth part summarizes the article.
Overview of RCM
The process of RCM is encoding, modulation, adding noise and decoding. First the bits from last layer are encoded by a random matrix and modulated by 23 * 23QAM in the sender, and then the modulator generates a dense and fixed constellation image. After a AWGN channel the receiver collects modulation symbols with different energy distributions until the bits are all correctly decoded, this decoding process is rateless [4] .
The encoding process is that
(1) The RCM encoding matrix is generated by sorting the nonzero elements (the weight set) of each row randomly, which can cause short loops, and affect the performance of RCM. The meanning of loop is a closed path in the bipartite graph, which is starting from a node, after a number of hops between variable nodes and constrain nodes, and returning to the node. The encoding matrix of LDPC-RCM proposed in this paper is similar to the parity check matrix of LDPC, which has less short loops. During the matrix generation process, short loops in the matrix are detected and eliminated as much as possible.
Since the weight set of RCM is{±1, ±2, ±4, ±4}, the value range of the symbol y is [-11,11] , we use 23 * 23QAM modulation:
(2) The modulated symbols are transmitted to the receiver via the AWGN channel. The decoding process is to recover the original bits in the case of known receiver symbols, which is to calculate the maximum a posteriori probability (MAP) by using the belief propagation (BP) algorithm:
‫.ݏ‬ ‫.ݐ‬ ‫'ݕ‬ = ‫ݔܩ‬ + ݊ where ‫'ݕ‬ is the symbol added Gaussian noise, ݊ is noise obeys zero mean Gaussian probability distribution.
Improved Encoding Algorithm

Improved Encoding Matrix Construction Method
The structure of the encoding matrix has a crucial effect on the performance of the code. In the encoding matrix such as LDPC or RCM, it is inevitable to produce loops. Belief Propagation (BP) algorithm can achieve optimal decoding, that is, convergence to optimal solution in the absence of a loop [11] . It is proved that the BP can also have good decoding performance with a few loops. But for short loops, especially when the length of the loop is 4, will significantly reduce the decoding efficiency [12, 13] .
In this paper, we use the sparse LDPC matrix in the encoding process of RCM, wherein the non-zero elements are the previously mentioned weight set {±1, ±2, ±4, ±4}. The locations of the nonzero elements are the positions of the nonzero elements in the LDPC parity check matrix with row weight of 8. The simulation results show that this scheme can improve the transmission rate of the code. The specific process is shown in Figure 1 . (1) Generate a sparse parity check matrix H with M*N, and the row weight of the matrix is 8.
(2) The nonzero elements in the parity check matrix H are randomly replaced by the elements in the weight set {±1, ±2, ±4, ±4}, then we can obtain the LDPC matrix G.
(3) The source bit ‫ݔ‬ is encoded with the LDPC matrix G, ‫ݕ‬ = ‫.ݔܩ‬ (4) The encoded symbol ‫ݕ‬ is mapped to the 23 * 23QAM constellation. After an AWGN channel, the receiver gets ‫'ݕ‬ = ‫ݔܩ‬ + ݊, where n is the zero mean Gaussian white noise.
(5) The receiver decodes the received symbol ‫'ݕ‬ with BP.
The Effect of Matrix Weight on Performance
It has been proved that the weight of the encoding matrix can directly affect code performance, the greater the weight value, the better the performance of the code [5] .
In this paper, we use two kinds of weight sets to compare the performance of RCM and LDPC-RCM:
(1) The encoding matrix with fixed weight set {±1, ±2, ±4, ±4}.
(2) The encoding matrix with variable weight set, that is to say, according to the channel state, the encoding matrix with different weight sets [5] . When the SNR <8dB, select the weight set W1 {±1, ±1}; When 8dB <SNR <12dB, select the weight set W2 {±1, ±1, ±1, ±1}; when the SNR> 12dB, select the weight set W3 {±1, ±2, ±4, ±4}.
Simulation Results and Performance Analysis
This chapter mainly introduces the simulation parameters and the experimental results, and analyzes the results. The experiment is based on Matlab for simulation testing.
In the simulation, the upper layer data stream is divided into a packet of length 400, that is, N = 400. The value of M varies according to the channel condition. When each decoding is unsuccessful, M increases by 10 steps, that is, M=M+10. In order to simulate high dynamic changes in the channel, we select the signal to noise ratio range is 5dB-30dB. Each integer SNR transmits 1000 packets to calculate the statistical average to reduce the error. In addition, in order to prevent the receiver can't successfully decode in the case of poor channel conditions, which may lead to infinitely small rate, we set ‫ܯ‬ ୫ୟ୶ = 1200.
Transmission rate refers to the ratio of the number of bits successful decoded by the receiver to the number of symbols sent by the sender. Since the two encoding symbols adjacent to each other at the sender are mapped into a modulation symbol, the transmission rate of the RCM successfully decodes N bits is ܴ = 2 * ‫ܯ/ܰ‬ (4) Figure 2 shows the transmission rates at different SNR corresponding to different encoding method. It can be seen that the transmission rates under different SNR are smoothly varying, without changing the modulation and encoding mode, thus the code is adaptive. Compared with RCM (Red), the LDPC-RCM (black) proposed in this paper can significantly improve the transmission rate. Similarly, LDPC-RCM-weight (green) transmission rate is higher than RCM-weight (blue). This is because the LDPC matrix has less short loop corresponding to the bipartite graph, which can speed up the receiver successfully decode with the BP algorithm, and then can increase the rate. When SNR <12dB, the transmission rate of variable weight encoding matrix (green and blue) is higher than the fixed weight (red and black). This is because in this SNR, red and black weight set values are greater than the green and blue, the more the values in the weight set, the larger the values, the greater of their corresponding symbol entropy, and the communication efficiency can be improved [3] .
The receiver in the decoding process needs to receive a certain number of symbols to start decoding [3] , known as the decoding threshold. A small threshold will increase the complexity of decoding process, but a large one may not be able to reflect the actual transmission rate. After 1000 simulations, we obtain the values of M under different SNR, which correspond to cumulative probability 10%, 50% and 100% of successful decoding. As shown in Figure 3 .
As can be seen from the results in the figure 3, with the SNR increases, the number of M required for successfully decoding is reduced. Taking into account the limit of the value of threshold, we choose the M correspond to cumulative probability 10% as the threshold, which is the value of M that receiver began to decode [4] . When cumulative probability is 100%, the sender can only send 1200 symbols at most, for RCM and RCM-weight two encoding methods, if the channel conditions are poor, the bits can't be successfully decoded. Therefore we choose the value of M correspond to cumulative probability 50% to calculate the transmission rate. It has been proved that the RCM has linear computation complexity, which is O (R * M). Where the R is the row weight of the encoding matrix G and the L is the column weight of G. The complexity of the modulation is O (M). The decode process uses convolution based BP decoding algorithm, whose complexity is O (W*R*M) in each iteration. Where W is the sum of the absolute values of the elements in the weight set. The four encoding methods meet the above complexity analysis, however, since the weight values and the matrix row weight are different, the corresponding calculation times are also very different. As shown in table 1.
Summary
In this paper, a new encoding method, adaptive coding method based on LDPC matrix, is introduced on the basis of variable rate adaptive modulation RCM, which is called LDPC-RCM. The experimental results show that LDPC-RCM can significantly improve the transmission rate, at the same time can reduce the computational complexity to a certain extent. In addition, according to [5] , we also emulate the transmission rate, and analyze the computational complexity of LDPC-RCM with fixed weight matrix and variable weight matrix. Variable weight encode matrix may lose the transmission rate, but can significantly reduce the amount of decoding calculation. In summary, the LDPC-RCM proposed in this paper can significantly improve the transmission rate, while the simulation LDPC-RCM-weight can reduce the complexity of decoding and ensure the transmission performance at the same time.
