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ABSTRACT 
 
This dissertation is based on two major projects, cognitive diagnostic model comparison 
and implementing cognitive diagnostic assessment (CDA) in an institutional test. In the first 
project, five cognitive diagnostic models are empirically compared for language test data under a 
unified general modeling framework. The models are applied to three sets of data, TOEFL 
Reading, TOEFL Listening and ECPE Grammar and examined in terms of their model fit to the 
data and functioning. The item-association root mean squared error values and multiple 
information criteria all indicate that the general model (Log-linear cognitive diagnosis model) 
and the compensatory RUM (C-RUM) model are the best fit to all three test data sets used. The 
functioning of the models examined through multiple indices also unanimously confirms these fit 
indices. Based on these results, a discussion follows where the general modeling framework is 
regarded as optimal for the particular language data analyzed in the research due to its greater 
flexibility. The behaviors of the compensatory RUM and non-compensatory RUM (NC-RUM or 
Fusion) models are also compared and based on the comparison, C-RUM is considered to be the 
better of the two in representing language test data. 
The second research study in this dissertation was an effort to go beyond the limited 
research context of previous studies of CDA in language testing. Since CDA gained attention in 
language testing, a few cognitive diagnosis models have been applied to the response data of 
different language tests, but most of the empirical studies used large-scale, standardized tests and 
retrofitted to the existing tests.  
Using a new psychometric cognitive diagnostic model (Log-linear cognitive diagnostic 
model) and task type (elicited imitation task) as well as constructing the EIT test with a CDA 
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implementation planned from the outset (thus not retrofitting), the project examines the 
feasibility of implementing a CDA in a university French placement test. In doing so, the study 
employs a statistical method (resampling technique) as a way to resolve the small sample size 
issue. It also attempts to successfully analyze polytomously scored response data.  
The study achieved a success at estimating with polytomous response data that were 
scored with a three-point scale (i.e., zero to two points). Though it was a limited success (in the 
sense that more complex rating scale could not be analyzed), it was the first success in estimating 
with polytomous response data in the context of CDA research in language testing.  
The analysis results of the study also provide useful implications for Q-matrix 
construction, grain size of attributes, appropriate task types and item types for cognitive 
diagnostic assessment as well as appropriate cognitive diagnostic models for differing contexts 
of CDA implementation. The study also illustrates the usefulness of bootstrap resampling method 
as an approach that is gaining popularity even in areas where only traditional quantitative 
methods are usually employed.  
Also, the networking explored in the project between students in different specializations 
could be seen as a new networking model in language testing. Considering such collaboration is 
much required and warranted for implementing a relatively new measurement method in a 
specific knowledge domain, the co-work documented in this project could serve as a 
collaboration model for implementing CDA in language testing. A reflective look at the project 
with the focus on the issues in the collaboration and consultancy follows in the last chapter of the 
dissertation.  
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CHAPTER 1: Introduction 
1.1. Background 
1.1.1 Limitations of the Past CDA Research in Language Testing 
Cognitive Diagnostic Assessment (CDA) is an evolutionary outcome based on user 
demands in psychometrics. In the measurement field, item response theory (IRT) has overcome 
some limitations of classical test theory and has been successfully applied for the unidimensional, 
continuous scaling of examinees in major subject or cognitive areas. Though such psychometric 
modeling is very useful and psychometrically reliable for summative assessment, it could not 
solve an essential problem in educational assessment. In fact, for more than three decades, 
researchers have suggested that measurement theories be more informative for instructional 
purpose and tests be designed for formative assessment where the results of the assessment are 
directly used to guide teaching and learning (Bejar, 1984; DiBello & Stout, 2007). In other words, 
the single score-based testing paradigm has been challenged for more in-depth descriptions of 
student achievement which could provide much needed diagnostic information. To address such 
challenges, measurement researchers have tried to integrate cognitive psychology and 
psychometric test theory. The goal of such integration is to develop a test procedure that provides 
students with fine-grained diagnostic feedback about their mastery levels on cognitive attributes 
in order to help them remedy the deficiencies in the skills that they have not mastered 
sufficiently (Rupp & Templin, 2008). 
In language testing CDA has gained attention since the late 90’s. These studies yielded 
encouraging results in general but all empirical studies used large-scale, standardized tests. They 
also retrofitted CDA to existing data of language tests which were not originally intended for 
CDA use. (Buck & Tatsuoka, 1998; Buck, Tatsuoka, & Kostin, 1997; Jang, 2005; Kasai, 1997; 
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Li, 2011; von Davier, 2005). On the other hand, few efforts have been made to create new 
diagnostic tests with CDA application in mind and thus there are few guidelines available for 
developing cognitive diagnostic language assessments (Lee & Sawaki, 2009b).  
 The type of skills assessed in these tests was also limited to comprehension skills, i.e., 
reading and listening (See Kim, 2011 for a CDA application to a writing test.). In terms of the 
cognitive diagnostic models (CDMs) that were used to apply the CDA method in order to better 
understand learner performance on second language comprehension, two models are dominant: 
rule space methodology (RSM) (Buck & Tatsuoka, 1998; Buck, et al., 1997; Buck, Tatsuoka, 
Kostin, & Phelps, 1998; Kasai & Saito, 1996; Scott, 1998) and more recently the reduced NC-
RUM (Fusion) model (Jang, 2005; Li, 2011).1  
 This dissertation attempts to expand this previous context of CDA by applying it to a 
college French placement test (FPT), which will be the first application of CDA to institutional 
level language test development. It also tries to create a new test, instead of retrofitting to an 
existing test, with a CDA application in mind from the very beginning of the test development, 
using elicited imitation tasks (EIT). Since the tasks assess oral production based on listening 
comprehension, the CDA method is applied to actual language production in this case, unlike 
most previous CDA applications in language testing.   
One other important project in this dissertation is a comparison study of CDMs. As is 
very aptly pointed out in Lee and Sawaki (2009a), similarities and differences in the functioning 
of multiple CDMs when applied to the same language assessment data are not currently well 
known, as most previous studies have used a single CDM in evaluating a Q-matrix and analyzing 
language assessment data for cognitive diagnosis, without any comparative explanations about 
                                            
1
 A full version of the Fusion model also exists, which Jang (2005) first applied to her data only to find that she had 
to drop too many r* parameters from the Q-matrix which would impact the interpretability of the Q-matrix. 
Consequently, she adopted the reduced version of the Fusion model. 
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why the model was chosen over the other CDMs of which the sheer number currently exceeds 
several dozen.  
For this undertaking, Chapter 3 of this dissertation compares the estimation results of 
five core models using the TOEFL Reading and Listening data sets that Lee and Sawaki used 
(2009a) and the ECPE (The Examination for the Certificate of Proficiency in English) Grammar 
test data (2003-2004). Based on the current general trend to express many simpler CDMs as 
special cases within more flexible CDM frameworks, a general modeling framework of the Log-
linear cognitive diagnostic model (LCDM) is employed in estimating the general model as well 
as the specific models being compared in the research. In order to see if the general modeling 
framework (LCDM) is indeed the best fit to the data due to the modeling flexibility, the study 
will compare the functioning of the models with the LCDM and attempt to examine the model 
evaluation using the absolute as well as relative fit indices under the unified modeling framework, 
which will facilitate an easy comparison of multiple models in terms of their fit to the given 
language test data sets. Lastly, it will also investigate the question of interest for language testing 
whether compensatory CDMs are indeed better than non-compensatory CDMs.  
Getting beyond an application of a CDM that is well-researched and thus sophisticated, 
this comparison study will delve into an issue that has been realized and commented on 
repeatedly (Jang, 2009: Lee & Sawaki, 2009a; Li, 2011; Yi, 2010) but has not been sufficiently 
examined with solid evidence both empirical and psychometrical. Finding an optimal CDM(s) 
for language test data, in specific, will certainly guarantee more precision in classifying 
examinees of second language assessment according to their skill mastery profiles, which is the 
ultimate outcome in a CDA analysis in language testing.  
The research results of this model comparison study are expected to provide basic 
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guidance in selecting a CDM when the core stake-holders in language education programs at an 
institution, such as coordinators or instructors of the programs, want to benefit from the CDA 
method in assessing their students’ performance as well as in aiding instruction, as they would 
need to know which CDM(s) will provide the most precise and accurate analysis of the students’ 
language performance.  
The CDA application to the French placement test in this dissertation will be also based 
on the results of the above comparison study in that it will use the CDM(s) that will turn out to 
be the optimal one(s) for language test data, without going through another model comparison by 
applying all the core CDMs to the placement test data.  
 
1.1.2. Needs to Strengthen the Current French Placement Test  
Another essential source of motivation of this dissertation comes from the need to 
supplement the French placement test (FPT) currently in use at the UIUC. In the FPT, the same 
format of multiple choice questions and item pool have been used for the last 20 years (and some 
of the test documents are even older than 25 years), which seems very likely to affect the validity 
and reliability of the test. 
 Acting on the realization of the need for assessing global oral proficiency, a specific task 
of elicited imitation task (EIT) has been chosen for the sake of efficiency and convenience in 
administering the task and in terms of the budget. The EIT combined with the CDA 
implementation will be incorporated into the current FPT as a new component to improve the 
currently used French placement test at the university. 
 
1.2. Significance of the Study  
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1.2.1. Networking Model between Experts from Different Disciplines 
It is true that CDA is a measurement method that can overcome the criticisms of 
traditional assessment procedures including classical test theory, item response theory, norm-
referenced tests and even criterion-referenced assessments. However, in the CDA research both 
in the general education and language testing, the majority of work has been the psychometric 
modeling of CDA rather than the actual application of the method for substantive analysis in 
specific subject domains. As Lee and Sawaki (2009b) suggest, one major solution to this 
imbalance between psychometric development of CDMs and the empirical application and 
validation research would be “open communication and close collaboration between language 
testers and measurement specialists” (Lee & Sawaki, 2009b, p. 183). 
Davidson’s comments (Davidson, 2010) go further beyond the necessity of collaboration 
between language testing and psychometrics and touch upon the issue of how this technical and 
complex testing procedure can even be utilized by classroom teachers.  
At the same time, my read is that CDA would be absolutely opaque to classroom 
teachers, to coordinators of language education programs, and to other in-the-trenches 
educators. My main worry is that the very strength of CDA—its procedural 
complexity—will further exacerbate the gulf between high-stakes and classroom testing 
at a time in history when that is precisely what we should not do (p. 106). 
 
 The collaboration in the French placement test project comes exactly from this 
motivation: A possible solution to a problem in utilizing CDA, i.e., to bridge the gap between 
“in-the-trenches” language test developers and measurement specialists through collaboration 
and consulting, so that CDA knowledge can be more actively applied to diverse language testing 
settings. In order to do so, a unique collaboration is made between researchers: A graduate 
student specializing in measurement/language testing brings theoretical and empirical knowledge 
of CDA to the project, while another student majoring in French/language testing provides 
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linguistic expertise from the initial phase of developing a test, identifying attributes through the 
iterative process of refining the Q-matrix and final score reporting.  
Moreover, the greater significance of this project is that it will also involve teachers as 
active and interested users of the new test method. Teachers (Graduate teaching assistants) will 
collaborate with test developers in identifying language attributes and constructing a Q-matrix. 
They will also participate to understand the output which will be used to assign students to 
appropriate levels of language class. It is also expected that the fine-grained feedback about 
students’ performance will be utilized in the classroom teaching. 
Hoping that the positive result of this research will establish very important empirical 
evidence that institutional level, lower-stakes language tests can also benefit from the strength of 
this new testing approach by providing fine-grained and detailed information about students’ 
performance which can be useful for learning and teaching, it is the expectation of the 
researchers that this collaboration model will also help make the CDA method more accessible to 
a wider public of language teachers and testers, a method that has been deemed as a technically 
challenging multi-step procedure used only by a limited number of interested groups. 
 
1.2.2. Type and Scale of the Test 
The test used in this project is not a large-scale or a standardized (or IRT-calibrated) test. 
It is an institutional level placement test targeting only a few hundred examinees. It is also a 
criterion-referenced assessment that measures listening as well as oral production using elicited 
imitation tasks.  
 In terms of applying CDA to a smaller sample size of examinees, the major issue at stake 
is the statistical estimability. Considering the intrinsic statistical nature of CDMs that work 
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ideally with large sample test data, a resampling method called bootstrap will be adopted to 
provide a way to simulate repeated observations based on the obtained sample. Another 
condition for achieving reliable estimability is the composition of the examinee data, which 
should reflect the all levels of French-taking students even in a reduced size. With these 
procedure and condition, the Log-linear cognitive diagnostic model (LCDM) employed in this 
research is expected to fully function to yield valid skill mastery probability on each attribute for 
each individual examinee taking the FPT. 
 
1.2.3. Aspects of Test Construction 
In the empirical research of applying CDA to second language assessment, there can be 
two opposite types of approaches: a retrofitted (or reverse-engineered) approach to extracting 
cognitive processes and skills from existing tests and an inductive approach of creating a set of 
diagnostic items or tasks for the purpose of obtaining richer information than what 
unidimensional scaling can offer (Jang, 2005). Until now, most of the CDA analyses in language 
assessment have primarily retrofitted CDA to existing tests that were not initially developed for 
the purposes of cognitive diagnosis (Buck & Tatsuoka, 1998; Buck et al., 1997; Jang, 2005; 
Kasai, 1997; Li, 2011). However, there has not been a significant attempt to create new 
diagnostic tests with cognitive diagnostic analysis planned from the outset. 
Unlike these previous research contexts, the test in this project is constructed with the 
CDA application in mind in the first place. It would be needless to say that the essential 
difference in the two approaches of retrofitting to an existing test and constructing a test based on 
the CDA principles is whether the test of interest is constructed with pre-defined attributes that 
are the basis of fine-grained feedback and whether the test goes through a phase of being 
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modified and refined to align with the pre-specified attributes from the learning goals and/or with 
item difficulty indices.   
 In this particular project of developing a French placement test, the first and second 
phase of the test development fulfilled this purpose: In the first phase, initial sentences were 
created with pre-identified grammatical attributes in mind and in the second, a pilot study was 
conducted with native speakers and non-native speakers of French to check the item difficulty 
and whether they appropriately represent the essential attributes in the French language.  
One other important procedure employed in this phase was the use of verbal reports of 
the test-takers that would reveal their mental processes in doing the EIT tasks, and thereby 
uncover the underlying attributes that are required to conduct the tasks. This procedure was 
carried out by asking several self-reflective questions about performing the language task (EIT). 
Based on the results of this pilot study in terms of the quality of the test-takers’ performance and 
their self-reflective responses in completing the EIT tasks, some changes were made to the initial 
50 sentences in their length and the register to make them more reasonable in length and more 
casual and natural in style. 
A workshop in Phase 3 is another significant difference from CDA retrofitting that 
previous CDA studies did with existing tests. The fact that actual classroom teachers identified 
the attributes is very meaningful in that the process could validate the constructs of the items (i.e., 
sentences) and thus approve of the validity of the test items that would be used to place the 
students that they would teach in the upcoming semester.  
It also means that through the interaction between these teachers and the test developer, 
there was room for modifying test items to align the constructs of the test with the contents of the 
classroom instruction in order to enable the test to double as a formative assessment, while 
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serving the initial purpose of placement.  
 
1.2.4. Type of the Task 
The majority of previous applications of CDA in language testing was made for reading 
or listening comprehension data. Unlike these previous studies, the current research is using the 
EIT, which adds another uniqueness to the project. The significance is that it is not only a 
different type of task but can also be labeled in part as a speaking test, as the EIT has been 
known to be more reliable in measuring one’s language production rather than comprehension, 
though it tests both speech comprehension and speech production. Thus this study is the very 
first application of CDA to a speech production test, though the tasks are not those based on a 
communicative competence model, which targets to elicit free speech that is appropriate in a 
given context.  
 
1.2.5. Employment of a More Flexible, General CDM 
As stated earlier, recent advances in cognitive diagnostic modeling have witnessed a 
greater progress in the development of psychometric models than in empirical application 
research. Recent developments have also produced very general diagnostic models such as 
General Diagnostic Model (GDM; von Davier, 2005) and the Log-linear Cognitive Diagnosis 
Model (LCDM; Henson, Templin, & Willse, 2009). These general CDMs can subsume most 
latent variable CDMs and provide great flexibility, which allows for both additive and non-
additive relationships between attributes and items (Templin, 2009). 
Also, it was only a couple of dominant models (such as the Rule Space Model and the 
Fusion Model) out of several dozen variations of CDMs that have been applied to various 
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datasets both in general education and in the field of language testing. This favoritism of model 
use seems to present more concern in language testing than in general education because of the 
theories suggesting the compensatory nature of language competency, in which different 
dimensions of language knowledge continuously interact with one another for ongoing 
processing of meaning in given context (Lee & Sawaki, 2009a). Comments on this issue were 
even made by the researchers who used the Fusion model for language test data (Jang, 2009; Li, 
2011). 
It is this previous research context along with the recent theoretical advances in the 
psychometric modeling of CDM that prompted the use of a completely new model called Log-
linear Cognitive Diagnostic Model (LCDM) in this dissertation, which is one of the general 
CDMs that allow for different assumptions about the attribute interaction for individual items 
even in the same test dataset.  
The flexibility, however, comes at a cost of complexity of the model which has a 
potential to make statistical convergence harder than simpler sub-models. For this reason, 
psychometric constraints will be imposed, if needed, to accomplish estimability and a simpler 
model (which is a variation under the general modeling framework) will also be employed to 
reach convergence of estimations.  
 
1.3. Research Questions for the FPT project 
 Reflecting the diverse facets of the project elaborated in the above sections, the 
following research questions are posed in order to be addressed throughout the dissertation. 
1. Is a CDM (specifically the LCDM) technically implementable in an institutional level 
test (not a large-scale, standardized test)?  
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2. Will a polytomous scale work in the implementation of CDA? 
3. Can CDA (a technically and procedurally complex test method) be implemented 
through consultancy and collaboration between psychometrics and linguistics?  
4. What are the most challenging issues in the collaboration? 
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CHAPTER 2: Literature Review 
2.1. Test Development Based on CDA Principles 
Due to the deficiency of the relevant literature, the language testing literature reviewed 
in this section is not much from the test development based on IRT-based cognitive diagnosis per 
se, but more from general test development in language testing. In contrast, there are some 
existing studies in psychometrics for test construction based on CDA approach, which will be 
briefly reviewed in this section. 
In language testing, there has been a call for more detailed test results and score 
reporting that are useful for guiding instruction and learning (Alderson, 2005; Shohamy, 1992). 
However, unlike the area of achievement or proficiency testing that has received much research 
interest, substantial work is yet to be done for the issue of developing diagnostic assessments 
with appropriate cognitive tasks to diagnose learners’ strengths and weaknesses (Alderson, 2005).  
As was stated earlier in this dissertation, two different types of CDA applications can be 
made in the empirical research: A retrofitted (or reverse-engineered) approach to extracting 
cognitive processes and skills from existing tests and an inductive approach of creating a set of 
diagnostic items or tasks for the purpose of obtaining richer information than what 
unidimensional scaling can offer (Jang, 2005). 
In developing language assessments, systematic design frameworks that involve multiple 
steps are proposed in literature (Davidson & Lynch, 2002; Mislevy, Steinberg, & Almond, 2003), 
which should also be followed to pursue the approach of developing diagnostic testing instead of 
retrofitting to existing tests. Some of the core phases in the framework of cognitive test 
development can be (1) defining the curriculum goals and learning objectives that serve as 
criteria for the content of diagnosis; (2) specifying, in the test specification, particular tasks that 
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are diagnostically informative based on the learning goals; (3) item writing and calibration in 
alignment with the selected skills (attributes); (4) developing a scoring system or rubric that 
would be the basis for fine-grained diagnostic feedback; and (5) optimizing diagnostic reporting 
to maximize its use for each level of stakeholders (Jang, 2005; Gaillard & Yi, 2011). 
In the area of psychometrics, there have been research studies on developing tests based 
on the theoretical principles of CDA (Henson, 2004; Ye, 2005). The basic concepts of the models, 
their estimation, and final fit evaluation can be considered for how this information can be used 
to construct an optimal test. More specifically item parameters can be used to construct or revise 
a test that has only “good” items, which mean the items with high “discrimination.”  
The first method to quantify a good item can be a descriptive approach which is related 
to item discrimination from Classical Test Theory (CTT). In CTT, point biserial correlation is 
one method of measuring an item discrimination where high positive values are good indices. 
However, as an alternative we may consider a basic comparison of probabilities between those 
who have performed well on the test (e.g., top 25%) and those who have performed poorly on the 
test (e.g., lowest 25%). If the probability of answering the item right is very different for the two 
groups, then the item discriminates well. 
This idea of comparing two probabilities can be also used in CDMs as a general (global) 
CDM item discrimination index. A general definition of item discrimination (di) can be the 
difference between Pαh and Pαl, where Pαh is the probability of a correct response for masters of 
all measured attributes and Pαl is the probability of a correct response for non-masters of all 
measured attributes.  
Although this global measure of discrimination can be useful, it assumes that all 
attributes are being equally measured. Thus, as an alternative we may be interested in 
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quantifying the discrimination of an item for a particular attribute, which becomes attribute-
specific item discrimination index. 
These discrimination indices provide a quick and simple measure of the diagnostic value 
of an item regarding either all attributes taken together, in the case of the global discrimination 
index, or each attribute taken separately, in the case of the attribute-specific discrimination index. 
These indices can be used as a “rough” guide to determining those items that could be removed 
or revised on the basis that they are not statistically behaving as expected by design. Once again, 
these item discrimination indices are descriptive statistics similar to those frequently used in CTT.  
There are alternative measures of item discrimination which are grounded in IRT. These 
information-based item discrimination indices for CDMs are global item discrimination indices 
and attribute-specific item discrimination indices based on the Kullback-Leibler Information. 
The goal in defining these indices is that they should relate to correct classification rates and 
have a meaningful interpretation. 
All these basic methods measure the discriminatory power of an item, which is the 
ability of an item to differentiate between respondents with different attribute profiles. In terms 
of global item discrimination indices, the particular attribute complexity of an item was ignored. 
On the other hand, in the case of attribute-specific item discrimination indices, the discriminatory 
power with respect to each attribute was summarized. One thing to note regarding both types of 
discrimination indices under both types of approaches (two different approaches based on 
descriptive measures from CTT and based on information measures from IRT) is that each index 
has its own strengths and weaknesses.  
Rupp et al. (2010) warn that a blind application of such indices is never advisable as in 
other assessment contexts, and additional information based on item content, format, or attribute 
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complexity need to be considered in order to make sound decisions in designing diagnostic 
assessments.  
In this project, these quantitative indices were not examined during test development. As 
elaborated in section 1.2.3, qualitative information garnered from language experts and learners 
was mainly utilized to create and refine the EIT items (i.e., sentences) during the development 
phase. The reason for only considering qualitative information during the test development was 
that the EIT test was considered a criterion-referenced test that used an open-ended, oral question 
type rather than a multiple choice item type (which was the dominant question type that was 
applied to CDA modeling). Opposite to the concept of norm-referenced testing, criterion-
referenced testing mainly relies on the content knowledge in the particular domain area, in 
developing a test and scoring (or rating) test-takers’ responses. This was why numerical, 
psychometric indices were not actively sought for test construction in this particular project.  
However, descriptive item discrimination values were us also deserve mention here. ed 
in the later step of data analysis, in detecting discrimination of each item or sentence, (which 
turned out to be within the desirable range of discriminatory power), as well as item difficulty in 
order to check the diagnostic capacity of each item. As a result, items that were very difficult or 
easy were excluded from the analysis as they might lack diagnostic capacity.  
 
2.2. Methods of Attribute Identification in CDA 
In the steps of CDA implementation, the most essential part that could make or break the 
CDA approach would be the steps of attribute identification and Q-matrix construction. It is the 
most important phase of using the CDA method as the estimability of data is also said to depend 
on definitions of skills, related Q-matrix and its structural properties, and how well the items 
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actually measure the designated required skills (DiBello, personal communication). 
The importance of this step also lies in the fact that it is the most germane to the 
knowledge domain of the test and thus requires the involvement of the experts in the subject area, 
such as mathematics, language, various fields of science, etc. The FPT project in this dissertation 
also relies on the knowledge of domain experts (graduate teaching assistants of French who 
major in applied linguistics in French) in identifying item attributes, though with one major 
distinction from the case of retrofitting. That is, the FPT project is going through a step where the 
attributes are defined, validated and approved by the users of the placement test and the teachers 
themselves who will teach the test-takers after they take the test and are placed in the appropriate 
levels of the language class. Considering the prior research studies all retrofitted the CDA 
method to the existing test data and the domain specialists that were involved in the attribute 
defining phase of the CDA implementation were not the direct users of the test, the significance 
of the FPT project can be said that it invites the first-hand test users to be actively involved in the 
CDA implementation, in a form of workshop. Second language learners of French also 
participated in specifying attributes of the test items through verbal reports.  
I will examine how these methods of utilizing human expertise and resources in 
identifying attributes and constructing a Q-matrix are supported by the previous studies in CDA 
both in arena of general education and language testing.  
 
2.2.1. Source of Evidence 
In order to use CDMs to correctly represent and properly validate cognitive processing, 
one first needs to develop a plausible cognitive processing model from domain theory and 
empirical investigations (Rupp, et al., 2010). As sources for such theory, Rupp et al. propose 
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three main approaches to uncover cognitive processes that will ultimately be represented as 
attributes in corresponding Q-matrices: expert panels; verbal reports and protocols; and eye-
tracking research.  
Seeking expertise of specialists in relevant domains will probably be the first method that 
one can think of when attempting to find examinees’ cognitive response processes. One possible 
drawback of using such expert panels would be getting attributes at various conflicting levels of 
grain size. However, as long as the panel composition is well balanced in terms of their 
knowledge of response processes, developmental pathways of attributes, and the contexts where 
these attributes are utilized, this approach can prove very informative in detecting cognitive skills. 
On the other hand, Leighton and Gierl (2007) argue that verbal reports and protocol 
studies are the most important empirical sources for confirming or disconfirming theoretical 
assumptions about cognitive processes. This method of probing examinees’ reasoning processes 
and information management strategies can employ either concurrent interviews that take place 
while they are responding to the items or retroactive interviews that are held after they have 
responded to the items (Leighton & Gierl, 2007, p.151-3). Regarding this, Li (2011) reports the 
superiority of using both concurrent and retrospective verbal reports rather than using one type of 
interview exclusively. The questions in this technique can take different forms to suit the needs 
of the research, from a series of pre-specified, open-ended questions, to flexibly formulated 
questions adapted to individual respondents. 
There are some drawbacks to this technique and “pitfalls” that should be avoided (Green, 
1998, p.20). It can be very time-consuming and easily alter respondents’ behavior in an 
unintended way, with the researcher’s prompts. Another disadvantage pointed out more often is 
individual differences in the quality and quantity of their verbal reports. An example in point is 
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found in Li’s study (2011): Highly advanced ESL students produced minimal verbal reports, as 
the reading task was not challenging enough and thus many processes were automatic, which 
made Li recruit participants currently taking ESL classes. However Green (1998) assures that 
these pitfalls can be avoided with special attention to the instructions. 
Eye-tracking research can be used “as an additional data source to triangulate the 
qualitative information collected via verbal report or protocol studies and the quantitative 
information collected” via actual item responses (Rupp, et al., 2010, p.72). Gorin (2006 as cited 
in Rupp et al., 2010) investigated response patterns for SAT reading comprehension items and 
showed that different respondents read through different parts of the passages when answering 
the same question, as their gaze trails proved that they processed only partially identical and 
partially different pieces of information in the text to answer the question. This method can 
provide only indirect evidence about cognitive processes, like verbal reports or protocol studies. 
Another drawback is that it requires proper equipment individually calibrated, which makes 
implementing on a large scale practically impossible. 
 
2.2.2. CDA in General Education: How Human Resources are Utilized 
In the field of educational measurement, the majority of CDA application used Rule 
Space Model (RSM) in the subject domain of mathematics. Thus the studies that used RSM were 
very similar in terms of their methods of attribute identification, validation and Q-matrix coding. 
As the proponent of RSM was Tatsuoka (1983), her recommendations of hiring an expert panel 
to identify a column vector of attributes (Gierl, Leighton, & Hunka, 2000, as cited in Johnson, 
2006) are well reflected in these studies. Written examinee protocols were also fully utilized for 
a detailed look at the solving processes of the math items. A consensus was also reached among 
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Q-matrix coders through discussion and negotiation in deciding the initial Q-matrix, with the 
exception of Dogan (2006) who checked inter-rater reliability using a few indices of agreement 
statistics. Johnson’s study (2006) which used the Fusion model for NAEP math test data also 
employed these qualitative methods for skill definition and Q-matrix construction. All these 
studies resorted to statistical methods in validating and refining the attributes and the Q-matrix, 
for an iterative process of modifying the Q-matrix to finalize it. In all these undertakings, 
qualitative methods were dominant, which relied on expert judgment and examinees’ written 
descriptions of item-solving processes. Table 1 summarizes the methods used in each step of Q-
matrix building in these research studies.  
One could say these RSM applications set the framework for the entire procedure of Q-
matrix construction, including the proposed steps of Buck et al. (1998, examined in the previous 
section). It motivated more CDA applications in the same or different knowledge domains, even 
using different types of CDMs such as the Fusion model. All throughout the steps, human 
judgment was efficiently utilized which yielded desirable outcomes in terms of the examinee 
classification rates. The use of human resources was also well-balanced, employing both experts 
and potential testees. However, one important point noticeable in their initial skill definition is 
that they did not substantively consult literature about mathematical abilities nor any part of the 
test specifications. One speculation of the reason for this might be related to the narrow scope of 
the task which allows fewer alternative response strategies than usually more complicated tasks 
in the language domain. In other words, the cognitive processes must be more transparent and 
obvious to elicit than more complex verbal abilities or skills. Indeed, despite this slight 
deficiency of methods, the results of cognitive diagnosis were successful. 
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Table 1  
Attribute Identification and Q-matrix Coding Methods 
 
 CDM Test, items & Examinees Skill Identification Methods 
Coding and Inter-rater 
Reliability Check 
Skills and Q-matrix 
Validation/Refinement Methods 
▪ Tatsuoka 
& 
Tatsuoka 
(1997) 
▪ Guerrero 
(2001) 
Rule Space 
Model 
(RSM) 
 
SAT I-Math,  
Prueba de 
Aptitud 
Academica 
(PAA-Math)  
(for Guerrero) 
Task analysis / Analyses of 
examinees’ protocols by a team of 
RSM expert, two researchers and 
a test developer at ETS & team of 
Ph.D. student and math teacher 
 
Comparison of attribute 
assignments by two teams for 
60 items. Through discussion 
and reconciliation, the final 
attribute list was decided. 
 
Regressions on item difficulty, 
theta values, and total score 
were performed to validate the 
attribute list. 
Dogan 
(2006) RSM 
▪ Math test of 
2004 
University 
Entrance 
Exam of 
Turkey 
▪ 15,000 
examinees 
▪ Literature on problem solving 
▪ Task Analysis for 
1. Solutions of expert team 
(Two grad students) 
2. Written protocols of 20 
students for detailed solving 
processes of 44 items 
▪ Two raters for 15 skills 
▪ Percentage agreement 
▪ Cohen’s Kappa 
▪ Phi coefficient 
 
Two regression analyses 
1. item difficulty 
parameters & attribute vectors 
2. Total scores/ IRT 
ability estimates & 
attribute mastery 
probabilities 
▪ Corter & Tatsuoka 
(2002) 
▪ Tatsuoka, Corter, & 
Tatuoka (2004) 
▪ Birenbaum, Tatsuoka, & 
Yamada (2004) 
▪ Birenbaum, Tatsuoka, & 
Xin (2005) 
▪ Chen(2006)▪ 
Dean(2006) 
RSM  
using 1995 
(Dean) or 
1999 TIMSS-
R Math  
Task analysis 
Team of domain experts 
Written student protocol 
 27 attributes (2002, Dean) 
 23 attributes for the other 
studies  
Each of the three raters coded 
items independently and then 
discussed any discrepancies 
until a consensus was 
reached. 
Multiple regression b/w item 
difficulties & coded attributes. A 
preliminary RSM analysis for 
attribute mastery probabilities to 
eliminate statistically weak 
attributes. Some attributes 
highly correlated were merged 
into single attributes. 
Johnson 
(2006) 
Fusion 
Model 
197 items of 
2003 8th grade 
NAEP Math  
Five content experts at ETS 
Independent coding and 
subsequent discussion to 
reach a consensus 
Investigation of Fusion Model 
parameter estimates 
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A comment as to not using quantitative measures in the process is that it would have been 
better to have some agreement indices in checking inter-coder reliability at the skill level, while 
using qualitative Delphi method (a systematic and interactive communication technique which 
relies on a panel of experts) in drawing a consensus among raters. That way, they could have 
more explicitly pinpointed a problematic attribute(s) that needed to be reconsidered.  
 
2.2.3. CDA in Language Testing 
In order to answer the question posed about human expertise and judgment in creating 
Q-matrices, I will focus on the roles of the researcher as well as of other experts or human 
subjects involved in defining and coding skills in a Q-matrix. Discussion of statistical or 
psychometric measures will be kept to a minimum, as it is not the focus of this section of the 
literature review, though they are also an essential part of the CDA in validating attributes 
defined and a Q-matrix constructed.  
Rupp et al. (2010) aptly point out that decomposing cognitive processes like fraction 
subtraction is easier than such task as reading comprehension, because the scope of the former 
task is narrower and thus it uses fewer alternative response strategies. It is this reason that 
attribute identification is more challenging and complicated in verbal domain than in other 
domains such as mathematics, where problem-solving relies much less on alternative 
combinations of required attributes.  
However, the CDA research in the language testing has relied upon the same sources of 
information, as other knowledge domains, for the purpose of attribute identification, Q-matrix 
construction and validation. This multi-layered approach to uncovering attributes and Q-matrix 
building can be deemed as a synergistic merger between both qualitative and quantitative 
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methods and another significance of CDA methodology in language testing, which previous 
methods could not accomplish in defining multiple dimensions or skills of language ability. 
Quantitative methods here mean the entire validation process of a proposed Q-matrix through the 
examination of the parameter estimates of a given CDM when the model is run with the Q-
matrix and the examinee response data as input. One important thing to note here is that in the 
dual steps of using both qualitative and quantitative methods for creating attributes and a Q-
matrix, the process is always iterative until the researcher feels that the set of attributes 
sufficiently explains examinee performance (Buck & Tatsuoka, 1998). 
I will examine these methods more closely, according to the human resources used in the 
processes, i.e., whether the study mainly relied on learner input for their cognitive 
processes/strategies, judgment of expert panels for problem-solving processes or both of these 
sources. My review of nine CDA studies in language testing will proceed in the subsection below, 
in terms of the methods they relied on for skill extraction. Then I will go on to examine the 
actual process of assigning attributes to each item, focusing on how multiple coders reached one 
single final set of Q-matrix and how the researcher(s) checked the inter-rater reliability. 
One important fact to keep in mind in this review is that all the nine CDA studies 
examined in this section retrofitted CDA to existing tests that were not initially developed for the 
purposes of cognitive diagnosis, as was discussed in the previous chapter of this dissertation. As 
was also noted, the essential difference in the two approaches of retrofitting to an existing test 
and constructing a test based on the CDA principles (as in the current FPT project) is whether the 
test is constructed with pre-defined attributes and whether the test goes through modifications 
and refinements to align with these attributes that come from the learning goals and/or with 
certain psychometric item indices. Both types of CDA use, however, inevitably share common 
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sources of evidence to identify the attributes the items measure, as the difference in both kinds of 
CDA application is only in the procedure of utilizing the human resources: Test construction 
according to CDA principles (instead of retrofitting) would require more frequent interaction 
between the test items that are in the process of being written and the minds of the human 
resources that would continuously try to align the pre-specified attributes and what the items 
actually measure. Thus even with this primary difference in consulting human minds, a review of 
the previous studies of retrofitting will provide theoretical and empirical foundations of what 
human resources to resort to and how to utilize them for the most important step of CDA 
application which is the attribute identification and Q-matrix construction. 
  
2.2.3.1. Qualitative Methods of Attribute Identification 
Basing on literature review and expert judgment: Pioneering work of Buck et al.  
Buck et al. (1997; 1998) started with literature review and expert judgment to identify 
attributes in both of their studies of applying rule space methodology (RSM) to a reading and 
listening comprehension test, respectively. In their 1997 study, an initial list of attributes was 
drafted based on the research literature, linguistic theory, teaching experience, test development 
practice, and self-observations of task-completion strategies. In their 1998 study, they also began 
with an initial list of attribute candidates that came from two main sources of literature: the work 
of Freedle and Kostin (1996), and of Buck (1990) who examined the second-language listening 
construct by means of a number of quantitative and qualitative studies.  
As to the reason they did not choose to use verbal reports in both of their research (1997; 
1998) in order to confirm that test-takers are really using these knowledge, skills and abilities, 
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they state that verbal reports based on test-taker introspections are not very useful with automatic 
language processes, which inevitably made them seek alternative procedures for validation. 
In validating the attributes, they resorted to mixed methods as other RSM applications in 
mathematics domain did. In other words, while using the criteria of classification rates and 
multiple regression, they also exerted human judgment, which kept attributes that had theoretical 
interest or diagnostic value and tried to keep a balance of abilities in the whole set. The 
validating process was also iterative, utilizing both expert decisions and statistical measures 
repeatedly. 
One important issue that came up for repeated consideration in these studies was the 
question of ‘at what grain level the skills should be defined.’ When defining the initial attribute 
list, Buck et al. (1997; 1998) pointed out that it is important to consider the interpretability of the 
attributes in terms of cognitive abilities. They highlighted two general types of attributes that 
could be defined 1) abstract or higher level skills or 2) more “nuts and bolts” item characteristics. 
Though they opted for more detailed item characteristics, trying to maximize predictive power 
for student performance, they accepted that less detailed and more theoretical attributes would be 
easier to interpret.  
Though the researchers did not embark on another verbal protocol procedure only for 
these two particular studies, intensive collaboration/discussion among researchers (1997) and 
previous verbal protocols (Buck, 1990; 1991; 1994) that were available for the current study 
(1998) could make up the deficiency. However, considering other studies that used verbal reports 
for reading skills, their explanation for not employing it for 1997 study sounds rather 
unconvincing.  
Utilizing learner perspective and expert judgment: Kasai and Scott. 
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In order to define and select attributes for the reading comprehension of the TOEFL in 
the application of RSM, Kasai (1997) and Scott (1998) hypothesized a global sequence of 
processes of answering each reading comprehension item, based on their previous analysis of 
verbal protocols obtained from five university students solving practice TOEFL questions and 
Kirsch and Mosenthal’s model (Kirsch & Mosenthal, 1990, as cited in Kasai, 1997). Based on 
this test-taking model, they selected attributes, considering the characteristics of correct options 
and distractors as well as of passages. Kasai himself also answered all the questions in the test 
and created a tentative set of attributes. Once an initial set of attributes was determined, it was 
reviewed by some doctoral students who had strong knowledge of second language reading and 
experience of teaching reading comprehension. They assessed the feasibility of each attribute 
and refined the definition, which led to the final set of attributes that would be used in further 
analysis. Though their attribute definition was not directly based on a systematic review of 
previous studies on reading in a second/foreign language, Kasai gives a general speculation that 
more objective and theoretically more defensible attributes will be obtained if the creation of 
attributes is based on both the review of pertinent studies and the analysis of actual test-taking 
behavior (Kasai, 1997). Their self-reflection about the deficiency of their method was right on 
point, considering language abilities are much wider in scope, allowing for more room for 
alternative strategies for responding to items, which warrants more extensive literature search to 
base their methods on. The number of students involved in the protocol study also seems 
controversial, considering later studies (Jang, 2005; Li, 2011) which hired more than 10 students 
for the same procedure. Otherwise, they seemed to use human resources wisely, consulting 
experts’ opinions and students’ verbal reports. 
Employing comprehensive sources: Jang and Li. 
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In her dissertation, Jang (2005) used the NC-RUM (Fusion) model to obtain skill level 
information on the LanguEdge TOEFL reading test. One of the strengths of her study was the 
elaborate process of attribute identification which used multiple sources of information. She 
drew from literature related to both first and second/foreign language acquisition in order to 
better understand the nature of the process of reading. She did an extensive task analysis 
examining the content and characteristics of each item. She also used the test developer contents 
codes provided by the ETS and working frameworks in the TOEFL 2000 monograph series for a 
better understanding of the skills that were intended to be measured by the test developers. She 
further explored the skills required by the test by asking examinees to think aloud while taking 
the test. Besides adopting these varied qualitative methods, she performed dimensionality 
analyses and collected information about item clustering using DETECT (Zhang and Stout, 
1999), DIMTEST (Stout, 1987) and HCA/CCPROX (Roussos, Stout, & Marden, 1998). Based 
on the data collected, Jang defined nine primary reading skills measured by the 37 items on the 
test.  
In sum, Jang resorted to multiple sources of evidence that involved diverse human 
knowledge and activities to provide sound basis for skill definition and validation. As a language 
tester, she did literature search for the process of reading, examined test specifications and 
textual variables in conjunction with test items affiliated with the text. Her research also 
employed think-aloud verbal protocol method to better understand the cognitive processes and 
skills used by the learners. Five raters were also hired to find out the extent to which they agree 
upon the skills associated with the test items.  
As with all empirical studies we have examined so far, human judgment was also utilized 
in the validation. In the phase of refining the Q-matrix, she not only referred to the Fusion model 
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parameters but also exerted substantive judgment as an expert, revisiting various sources. Like 
she states, there is no single best way of determining the Q-matrix. Refining it requires an in-
depth understanding of cognitive skills and items and it should not be done solely based upon the 
statistical indices, as multiple sources of evidence complement with each other (Jang, 2009). 
In Li’s research (2011) which used the Fusion model with the MELAB test data, an initial 
cognitive framework was proposed based on second-language reading theories and related 
literature. In particular, she used Gao’s model of cognitive processes that were based on verbal 
reports from Chinese ESL students and content experts, as Gao’s study is said to inform the 
construct validation of the MELAB reading and laid “a foundation for the MELAB reading as a 
diagnostic measure” (Gao, 2006, p. 1, as cited in Li, 2011). Since both the MELAB and the 
TOEFL have very similar content areas and cognitive structures, she also referred to the 
taxonomies for TOEFL reading used in cognitive diagnostic analyses. Based on the literature and 
a brief content analysis of the MELAB reading passages, Li hypothesized that the initial 
framework for MELAB reading consisted of five categories. She additionally revised and 
validated this initial framework with evidence from 13 ESL students’ verbal reports, expert 
ratings, and more pertinent literature.  
Li’s research also benefited from multiple, qualitative methods for attribute definition. 
Though she did not examine the MELAB test specifications to learn test developers’ 
perspectives, her study is one of the CDA applications that consulted more sources of evidence 
than any other CDA application in language testing.  
The potential issue that can be raised regarding these two studies seems to be more 
concerned with practicality rather than justifiability of the outcomes, i.e., whether test providers 
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can or are willing to afford the time and cost this comprehensive set of methods will incur in the 
process of Q-matrix construction.  
Depending mainly on one source of information. 
We find a couple of exceptions in the CDA application, which depended mostly on one 
source of evidence for attribute identification. The sole sources of information that have been 
used in language testing are statistical analysis, test specs or panel of experts. As a case in point, 
Xu and von Davier (2008) analyzed the grade-12 data from the 2002 NAEP Reading Assessment 
using the General Diagnostic Model. A simple Q-matrix was constructed with three subscales—
reading for literary experience, reading for information, and reading to perform—taken as three 
subskills. Though using test specifications can be very efficient as it saves time and cost, the skill 
categories indicated in the test specifications are usually too broad or general, which can 
compromise the interpretability of the attributes, as illustrated in Xu and von Davier (2008). 
According to Leighton and Gierl (2007), relying entirely on test specifications to uncover 
cognitive processes is untenable for this reason. 
Sawaki, Kim, and Gentile (2009) consulted a team of content experts, including three 
IBT TOEFL assessment development specialists and three language assessment researchers to 
build the Q-matrix for the TOEFL reading test. Though relying on expert panels is likely to work 
better than depending on test specifications, one major concern with this approach is that the 
experts’ ability in the domain is typically substantially higher than that of the students, and there 
is no empirical evidence showing that the identified skills and processes are truly used by the 
students (von Schrader, 2006; Leighton & Gierl, 2007). 
In addition to approaches discussed thus far, a statistical analysis was also used to 
construct a Q-matrix. Based on prior literature suggesting that the three dimensions of morpho-
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syntactic form, cohesive form, and lexical form are measured by the grammar section of the 
ECPE (The Examination for the Certificate of Proficiency in English) (Liao, 2007), Henson and 
Templin (2007) used a three-factor exploratory model to identify basic clusters of items that 
might measure similar abilities. However, the appropriacy of using factor analysis is debatable 
for the following reasons: first, Henson & Templin themselves admit in their paper that it is not 
the best tool to elicit attributes; second, the use of factor analysis has been under constant debate; 
and lastly, according to Li (2011), factor analysis not a very effective tool for Q-matrix 
construction, especially when retrofitting the CDMs with existing tests, because most current 
large-scale tests are unidimensional. 
 
2.2.3.2. Q-matrix Coding and Reliability Check 
In this section, I address the actual process of creating a table called Q-matrix, using the 
attributes defined in the ways examined thus far. The work of developing a Q-matrix does not 
only entail numeric weighting procedure but also validating it using both qualitative and 
quantitative measures in order to arrive at a finalized Q-matrix. Here, I will examine how 
multiple raters reached one single final set of Q-matrix and how the researcher(s) checked the 
inter-rater reliability. 
The study of Buck et al. (1997) followed the usual paths of reaching a consensus that are 
shown in other RSM applications. After refining the initial attributes, using classification rates 
and multiple regression, two raters created a Q-matrix independently. The inter-rater reliability 
between the two coders was checked using the Pearson correlation coefficient in the case of the 6 
continuous attributes, and the percentage agreement between coders in the case of the remaining 
20 dichotomous attributes. Throughout the remaining process until the end of the RSM 
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application, they resolved their discrepancies by discussion, repeatedly running the model and 
checking the parameter estimates at the same time.   
Kasai’s study (1997) examined a little more advanced indices of statistics and 
measurement theories. In order to determine how reliable the attributes were, three raters, who 
had a degree in ESL and had extensive experience in teaching reading comprehension, rated each 
test item using the attributes that the researcher created. After a training/practice session, each 
rater rated the actual test items individually at his or her convenience. To determine how 
consistent each rater’s rating was, Kasai computed the Rater Agreement Proportion (RAP) 
statistic (Bachman, Davidson, & Milanovic, 1991, as cited in Kasai, 1997) for each item, which 
is obtained by counting the frequency of raters who agreed on the rating on any given attribute 
for any given item and dividing the frequency by the total number of raters. Generalizability 
theory was also employed to analyze the ratings. The generalizability coefficient for the relative 
decision was computed to determine the extent to which raters agreed with their ratings. In 
addition to determining how consistently the three raters rated the items, the frequency of rates 
who disagreed on the researcher’s rating on any given attribute for any given item was also 
counted to know how their ratings differed from that of the researcher and used for further 
analysis. In this statistic which varies from zero to three, zero means a complete agreement of the 
rater’s rating with the researcher’s and three represents that no rater agreed with the researcher's 
rating. Based on these multiple numerical indices, they kept on narrowing their discrepancies in 
the Q-matrix coding through discussion until they could reach an agreement with the matrix. In 
evaluating the final incidence matrix they created, Kasai also ran multiple regression in order to 
determine how well the matrix accounted for the item difficulty. Compared to Buck et al.’s study 
(1997), Kasai relied more on statistical and psychometrical indices but both studies basically 
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went through the same steps for validating and refining the Q-matrix until no further 
modification was needed.   
In Jang’s research (2005), five raters reviewed the LanguEdge test items and selected 
skills from the list of skills provided with brief descriptions. Inter-rater reliability was assessed 
using Fleiss’ Kappa statistic for categorical ratings from more than two raters. An individual 
Kappa value was calculated for each skill, and all the values were averaged into an overall 
coefficient. Considering that Kappa values are sensitive to the number of rating categories and 
items, they were used to examine relative agreement rates among the nine skill categories rather 
than absolute agreement rates (Jang, 2009). As was discussed in the previous section, in refining 
the Q-matrix, she used expert judgment, not just referring to the Fusion model parameter 
estimates because otherwise she had to delete the majority of the skills from the analysis. Based 
on in-depth understanding of cognitive skills and items, she modified the Q-matrix until she 
could have justifiable interpretation of the estimation results (Jang, 2009). As with other CDA 
applications, she continuously consulted her own expertise and quantitative indices to get to the 
best possible set of the Q-matrix.  
In building a Q-matrix, Li (2011) invited four experts (doctoral students with experience 
of teaching ESL reading) to identify the reading skills required by each item. After a half-hour 
training session, experts read the passages and conducted the coding independently, defining the 
skills for each item and also making annotations about the evidence for their decision. When they 
completed rating each passage, they compared their ratings. Spearman’s rho was calculated to 
indicate the agreement between the ratings given by each expert, confirming the correlations 
between the four experts were all statistically significant at the 0.01 level. The values of 
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spearman’s rho were all higher than 0.30, indicating moderate agreement. A final matrix was 
constructed based on evidence from the think-aloud verbal reports and the expert ratings.  
One thing to note in Li’s study is that whenever the discrepancy arose between learners’ 
verbal reports and the expert ratings, she regarded think-aloud verbal reports as the primary 
evidence, because she thought the verbal reports captured the real-time reading process and thus 
were considered more reliable and authentic.  
 
2.3. Elicited Imitation Tasks (EIT) 
In this section of literature review, an examination of the Elicited Imitation Tasks (EIT) 
is provided, as a second language research method as well as testing tool used for the past few 
decades. Questions of what EITs measure and how they are designed and scored will be 
addressed, reviewing studies that used this method. The pros and cons of using EITs for research 
purposes and for testing purposes will be also discussed. Issues of validity, reliability in using 
this method will be considered throughout the review. 
 
2.3.1. What Does the EIT Measure?  
The EIT is the psycholinguistic technique, which requires the subjects to hear and then 
repeat a sentence (usually grammatical) that includes a target grammatical feature. It is believed 
that participants reconstruct a stimulus sentence with their own interlanguage grammar. Then, 
assessing the accuracy of the subject’s repetition, the researcher makes inferences about the state 
of the learner's knowledge of the language. The technique has been used in many subfields of 
applied linguistics but the precise parameters of performance and valid interpretation of learner 
competence have not yet been fully determined (Bley-Vroman, 1994; Jessop et al., 2007).  
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 According to Bley-Vroman and Chaudron (1994), EIT involves the following 
components, supposedly measuring the capacity of each component (p. 247):  
1) The Speech comprehension system: The subject hears the input and processes it, forming a 
representation.  
2) Representation: The resulting representation includes information at various levels.  
3) Memory: The representation must be kept in short-term memory.  
4) The Speech production system: The subject formulates a sentence based on the accessed 
representation. (There may also be monitoring of the phonetic plan, comparing it to the model.) 
What the EIT measures can also be discussed from many different angles looking at 
many different aspects of the task. Most of all, the most controversial issue regarding EIT has 
been whether EIT measures a mere rote repetition of the stimuli or a product of comprehension. 
Currently, most researchers seem to agree in considering imitation as a process of decoding, 
interpretation and subsequent (re)production of the stimulus sentence. The evidence is that 
subjects who do not repeat the exact same sentence as the stimulus can still produce a sentence 
that is nearly identical in meaning though different in form and vocabulary. This seems to be a 
proof that the stimulus goes through their comprehension before uttered through the subject’s 
speech production system.   
This question of rote repetition vs. comprehension is closely related to the issue of short-
term memory span and length of the cue sentence, because when sentences are not understood, 
they can only be imitated accurately if they are short enough to be retained in the short-term 
memory span as a sound image (Munnich, Flynn & Martohardjono, 1994). 
Furthermore, it is not clear whether EI measures participants’ comprehension or 
production (Bley-Vroman & Chaudron, 1994). EIT is a technique that involves listening 
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(decoding), recalling, and reproducing the same linguistic components but it is not certain which 
of these skills is predominant in the task. Moreover, subjects have to first understand the stimuli 
before they can reproduce what they heard; however, their production alone receives credit in the 
test. It is also true that it is difficult to decide whether a failure in repeating a sentence is due to 
insufficient comprehension or productive ability. Researchers’ opinions varied on this issue of 
dominant skills in the EIT (Naiman, 1974; Swain et al., 1974; Lust et al., 1987, as cited in 
Vinther, 2002).  
However, one thing is clear that poor productive ability may result in low test scores even 
if the subject can understand the cue sentences. But the opposite situation is highly unlikely 
where subjects can produce well-formed imitations when their comprehension of the sentence is 
not complete. This seems to suggest that the EIT can be more reliable in measuring one’s 
language production rather than comprehension. This matter seems also inherently related to the 
test design, which should be carefully devised if the researcher has more dominant skills in mind 
that she wishes to measure.  
The debate over whether the EIT measures imitative capacity or spontaneous ability is 
also decades old. Some researchers (Prutting et al., 1975; Connell and Myles-Zitzer, 1982) found 
that EIT was not a valid predictor of spontaneous speech. However, more researchers found a 
positive relationship between repetition and spontaneous language abilities, based on the 
existence of the structures their subjects could imitate but did not produce spontaneously (Smith, 
1970; Naiman, 1974, as cited in Vinther, 2002). The results of Gallimore and Tharp’s study 
(1981) also suggest that the repetition test they used and Plurality Test scores are related to 
language behavior in natural settings.   
More recently Ellis (2005) and Erlam (2006) applied yet another criterion of looking at 
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language: implicit vs. explicit knowledge to the EI tests and have attempted to develop EIT as a 
measure of L2 implicit knowledge.  
 
2.3.2. How are they Designed and Scored?  
Tomita et al. (2009) provide several important considerations that would make the EIT 
as valid a test as possible. Some of their criteria that need to be remembered in designing an EIT 
are as follows:  
1) Keeping in mind that regardless of a stimulus sentence length, the first and last items 
are recalled better than the middle items (i.e., serial order effect ), the target structures should be 
embedded in the middle of the stimulus sentences (Bley-Vroman, 1994). 
2) Remember that the performance of EIT will be greatly influenced by linguistic 
complexity, because some grammatical structures are easy to repeat, whereas others may be 
difficult. 
3) Make sure that the performance of EIT is not greatly influenced by the task’s ease or 
difficulty (i.e., floor and ceiling effects). Therefore, stimuli should be neither too easy nor too 
difficult. 
4) The performance of EIT should not be greatly influenced by instructions about how to 
do EI tasks. Therefore, clear instructions for the participants must be provided. For example, 
“Repeat the sentences exactly as you hear them” and “repeat the sentences in correct English” 
may provide different results when the stimuli include ungrammatical structures (Erlam, 2006; 
Jessop et al., 2007). 
5) Obtaining comparable results from multiple measures ensures that EIT actually taps 
into implicit knowledge. When EI measures implicit knowledge, a positive correlation between 
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the participants’ performance in the EI task and their performance on other L2 implicit measures 
(e.g., oral narrative tasks, timed-grammaticality judgment tests) should be found (p.346-7). 
Mackey & Gass (2005) also provide a list of recommendations in administering an EIT, 
which can be remembered as essential design features of the EIT. To quote them in the following, 
1) Ensure an appropriate length in terms of words and syllables for all sentences. For 
example, a length between 12 - 17 syllables might be appropriate, depending on proficiency level.  
2) Prerecord sentences for uniformity.  
3) Randomize all sentences for more reliable results. Not randomizing test items may 
result in order effects. 
4) Include enough tokens of each grammatical structure so that you can make reasonable 
conclusions. This will depend on how many structures which you are dealing with. As with other 
methodologies, one has to balance the need to have an appropriate number of tokens with the 
necessity of not tiring the participants to the point that their responses are not reliable.  
5) Ensure that there is enough time between the end of the prompt and the time that a 
learner begins to speak. (Sometimes researchers ask participants to count to 3 before beginning 
to speak to ensure that “echoic" memory is not being used.)  
6) Pilot-test everything (p.56).  
This list touches on some of the very central issues of the EIT that have been debated 
throughout the history of EIT. Particularly, the optimal length of the prompt, randomization of 
the stimuli, types of structures included in the task and immediate vs. delayed response are those 
that still need more systematic investigation for researchers to be able to use the EIT in more 
valid and reliable ways. (These issues will be discussed more in detail later in this section of the 
literature review.) 
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Erlam (2006) exerts a very thorough insight into the EIT test design with a purpose of 
making the EIT a reconstructive test rather than one eliciting rote repetition. For the design 
features that can make the EIT reconstructive, she summarizes as the following:  
To summarize, an elicited imitation test that is reconstructive in nature would have 
certain features that distinguish it from a test that might allow learners to rely on simple 
rote repetition of target stimuli. It would be designed to require a primary 1) focus on 
meaning rather than on form and it would include some 2) delay between the presentation 
of the stimulus and repetition of the same. It would also produce results that would 
differentiate it from a test where participants engaged in rote repetition of stimuli: there 
would be some 3) spontaneous correction of ungrammatical sentences and there would be 
a 4) non-significant relationship between length of stimuli and success at repetition. 
Similarly, an elicited imitation test that was a likely measure of implicit language 
knowledge would be different in design and in results from a test that was a likely 
measure of explicit language knowledge. It would be completed 5) under time pressure 
and there would be some relationship between performance on the EI test and other 
‘time-pressured’ measures of language use (p.471). 
 
Lastly, Jessop et el. (2007) recommend that EIT be combined with a variety of other 
tasks (e.g., comprehension tasks, naturalistic production tasks, grammaticality judgment tasks, 
and general proficiency tests) in order to ensure that EIT is in fact accessing L2 proficiency. As 
an example in point, Munnich et al. (1994) evaluated two production tasks-both an oral and a 
taped elicited imitation test-and two judgment tasks-a read and a taped grammaticality judgment 
test, employing twelve speakers of Japanese at an advanced level of ESL as subjects in the 
research. Their results indicate a certain convergence and comparability between the elicited 
imitation and the grammaticality judgment tasks with respect to the linguistic phenomena they 
investigated. Their finding suggested that both of these tasks evaluate developing language 
abilities in a similar manner while reflecting task-specific differences. 
As to the issue of how EIT is scored, Vinther (2002) provides detailed descriptions of the 
scales that previous researchers used. Existing scales of categories usually range from a score 
given for exact imitation to one that represents the complete failure of the imitation. Between 
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these extremes there may be several steps that register different aspects of the repetition that the 
study aims to measure. As relevant examples, she presents the scoring procedure of Markman et 
al. (1975) and Hamayan et al. (1977) who worked with the following four categories: (a) 
accurate repetitions, (b) errors of deviation (which contained syntax errors but did not distort the 
meaning), and (c) inadequate responses (which contained distorted sentence meaning). 
Ungrammatical sentences, if converted into correct ones, were categorized as (d) normalizations. 
An interesting scoring scheme can be also found in Henning’s study (1983), where he had cue 
sentences of one-syllable words to facilitate scoring so that he did not have to distinguish 
between words and syllables when scoring. Lastly but most importantly, Vinther (2002) argues 
that the perennial issue of arbitrariness in scoring warrants careful inter-rater control to guarantee 
reliability of the task.  
 
2.3.3. Pros and Cons of Using EIT for Research and Testing Purposes 
2.3.3.1. Advantages of EIT 
Gallimore and Tharp (1981) conducted five different studies of EIT and systematically 
examined the technique. They found that EIT in a standardized context yields highly stable test–
retest correlations over a period of six years. They also found that it is significantly co-related 
with natural environment language behavior and that the accuracy of imitation improves with 
age. The influence of culture and social class on language performance was also found (i.e., 
superior performance by middle class students). Finally, they found significant correlations 
between EIT and tests of general verbal ability, and between EIT and IQ scores. They further 
conclude that EIT in a standardized context is a reliable tool that has a variety of uses in 
developmental and social research and encourage its use. Indeed, all the evidence found in their 
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data seems to support their assertion about the simplicity, flexibility, and validity of EIT as a 
measure of language ability.  
 Indeed, simplicity and flexibility may be the greatest merits of EIT. Particularly, they 
seem work in the second language acquisition (SLA) research. First, EIT can elicit a wide variety 
of second language structures relatively easily. EIT can also be used with different age groups 
(e.g., children and adults), with different second/foreign languages (e.g., English, French, and 
Dutch) with populations from different first language backgrounds (e.g., Chinese, Japanese, 
Hawaiians, and Canadians).  
With regard to the issue of validity of EIT as a tool in language testing, the study of 
Henning (1983) shows that EIT ranked first in terms of composite validity indexes, when 
comparing three oral testing methods of imitation, completion, and interview across five 
different components (raw score, fluency, pronunciation, grammar, and combined fluency-
pronunciation-grammar ratings). EIT was also shown to have high fit validity to the Rasch one 
parameter latent trait model, which implied that imitated repetition tests which were scored 
according to pronunciation accuracy of utterance units might have higher overall validity and 
reliability than interview techniques. His finding is quite counter-intuitive and against the face 
validity but makes us think about the usefulness of this time-old technique once again, which 
could be more efficient in terms of time and cost, compared to other more “authentic” types of 
language test.  
 
2.3.3.2. Factors to Consider in Using EIT 
As much as the merits of EIT can be supported by existing research studies, there seem 
to be some caveats to consider in using this research and testing instrument. These considerations 
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seem to apply both in the fields of SLA research and in language testing.  
Some major issues that are crucially related to the validity and reliability of EIT as a 
legitimate measure of language ability are the length of stimulus sentence, structure of the 
sentence, scoring, immediate vs. delayed imitation and contextual support. As these issues need 
to be carefully considered in designing research studies involving EIT, these issues will now be 
discussed in more detail.  
1) Length of the Stimulus 
As Perkins, Brutten and Angelis (1986) say, sentence length is the most robust 
discriminators in item difficulty in a sentence repetition test. It is also closely related to the issue 
of short-term memory span, because sentence length should exceed the working memory span so 
that subjects need to go through syntactic and semantic processing before they repeat the 
sentence, rather than meaninglessly imitate it. Since Naiman (1974, as cited in Vinther, 2002) 
provided a guideline of 15 syllables, which “appeared to be longer than immediate memory span 
and yet not so long that they were too difficult for the [first- and second-grade] children to 
process” (p. 25), many findings are reported with different age groups for the optimal length of 
sentences with syllables, morphemes or words as a counting index (Miller & Chapman, 1975; 
Fujiki & Brinton, 1983; Eisenstein et al., 1982; Jensen & Vinther (in preparation), as cited in 
Vinther, 2002). Some scholars think this limitation of sentence length in EIT can also be 
considered a strength of the task, because within the range of lower and upper limits of length 
that sentence should have, the effect of length is actually good, as it makes it possible to 
discriminate among L2 learners, partly because working-memory capacity is correlated with 
proficiency (Tremblay, personal communication).  
Sentence length needs to be long enough that it won't be memorized by rote repetition 
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only, and it needs not to be so long that even native speakers would have trouble repeating it.  
More recent studies that use EIT all pay close attention to this problem to ensure the 
maximum validity of their tests (Hamayan, Saegert, and Larudee, 1977; Bley-Vroman and 
Chaudron, 1994; Munnich et al., 1994; Erlam, 2006) but criterion should still be established to 
distinguish between a rote repetition of sounds and success to repeat the stimulus by rearranging 
the string in chunks through proper comprehension of the sentence. This important issue is now 
usually discussed as a factor that needs to be considered in relation to other variables such as a 
specific population and test design rather than as a specified absolute (Erlam, 2006). 
2) Structure of the Sentence  
Though there are more issues concerning the structure of the cue sentence, we find two 
major issues regarding grammatical features of the stimulus: 1) difficulty or complexity of the 
grammar and 2) including odd or ungrammatical sentences in the stimuli to study subjects’ 
reactions to them.  
Different degrees of difficulty in the grammar structure of the cue sentences can affect 
the degree of success in the task even for the same examinees or subjects in an experiment. As 
Hamayan et al. (1977) confirm the finding of Smith’s study (1973), some grammatical structures 
may be easier to repeat (labeled Type A structures: conjunctions, complements, and number 
constructions), while others may be more difficult (Type B structures: relative clauses, verb 
auxiliaries, and negative wh-questions), especially for young L2 English learners, though they 
found no significant difference in the adult subjects (in an early stage of L2 learning), suggesting 
the presence of some unexplained developmental variable in sentence repetition ability and some 
difference in underlying linguistic ability. Thus, it is something to remember in conducting SLA 
research, particularly with young learners, as different EI tasks using difference types of 
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structures may yield different results even for the same subjects, negatively affecting reliability 
of the experiments. 
 Regarding this matter, one could also say that the EI task may be more suitable for adult 
learners than for younger learners. The flexibility or variability in the complexity of sentence 
structure is actually a good thing, because it allows researchers to manipulate the difficulty of the 
task for populations of learners at different levels (Tremblay, personal communication).  
Additionally, researchers must be careful to avoid floor and ceiling effects of EI tasks 
because the stimuli for EI may be difficult or easy. If accuracy of performance during EI is too 
high or too low, researchers are not certain about what they are actually measuring. This requires 
the researchers to take extra caution as they must identify their population of interest and design 
the test and the sentences accordingly so that they do not have floor or ceiling results with that 
population (Tremblay, personal communication). 
As most EIT experiments aim to see whether the subjects know the target grammar 
points, many studies have used uncommon or semantically unusual sentences (though 
grammatical). However, Slobin (1973) objected to using these sentences that are rather odd or 
artificial, which can be understood only if the subjects actually know the targeted grammatical 
problem. One of the examples can be found in Munnich et al. (1994). Intending to see the 
reactions to relative subject and object reference, they had sentences like, The actor greeted the 
architect who the lawyer answered (object + Object) and The doctor reminded the lawyer who 
answered the worker (Object + Subject, p. 240–1). The ground for the criticism to this type of 
sentences is that these odd sentences would demand more of our thinking ability than correct 
sentences, which could potentially compromise the construct validity of the EIT used, especially 
when the EIT is used as a global proficiency measure, if not necessarily as a measure of L2 
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processing. With regard to the use of ungrammatical sentences, it seems that different types of 
ungrammatical cues induce different reactions, but a discussion is still needed about what types 
of error elicit what kinds of reactions to them. Also, a general debate is still necessary about the 
advantages or disadvantages of using grammatically incorrect sentences in EI tests (Vinther, 
2002). For example, there is an opinion that EIT as a global proficiency measure should not use 
such sentences, but that it may not be the case for EIT as other kinds of measures (Tremblay, 
personal communication). 
3) Scoring  
Tomita et al. (2009) provides detailed guidelines of scoring. According to them, the 
scoring must accurately reflect the participants’ implicit knowledge about the target, because 
scoring strongly influences analyses and results. They suggest that detailed scoring procedures 
must be provided, including the types of mistakes that will or will not be scored, along with the 
rationale. They also argue that construct validity must also be present in scoring, bearing in mind 
that grammar is being assessed, not pronunciation or knowledge about the topics used in the EI 
task. As it is true of any tasks that involve language production, they also show concern about the 
inter-rater and intra-rater reliability, recommending two or more trained researchers should score 
the data with at least 80% inter-rater reliability. Also, if only one researcher can score, the 
scoring should be done at least twice, with a relatively long time interval between, ensuring 
scoring agreement with high intra-rater reliability. 
4) Immediate vs. Delayed Imitation 
There seem to be contradictory opinions about the function of delay. On the one hand, it 
may bring about better results, as it gives the subject the opportunity to rehearse (the meaning, 
especially when the delay is long enough), while on the other, it strains STM and can lead to the 
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cue (in its exact form, if not the meaning) fading away before the subject has time to process it. 
McDade et al. (1982) used delayed imitation, who asked the subjects to wait for three to 
five seconds before repeating the stimulus, finding that subjects could retain and repeat after the 
delay only the stimuli that they understood meaningfully. Though a systematic investigation on 
this issue is still warranted, Erlam (2006) supports delayed imitation as an important design 
component of EITs that are reconstructive (versus EITs for rote repetition) and a likely 
measure of implicit language knowledge. 
5) Contextual Support 
EIT has been criticized as an artificial and no real-life communicative task compared to 
other speaking assessments (Bachman, 1990). Some researchers who have used this technique 
have also paid attention to this problem. Attempting to complement lack of communicative 
intention in the EIT, they recommend a more natural-like language setting where the subject can 
interact with a partner (Connell & Myles-Zitzer 1982). Providing contexts for the sentences to be 
repeated and the function they have in the communicative circumstance might be of help to the 
subject. It could also give communicative intention to the subjects and make them feel like they 
play the game of “someone saying something to somebody” (Vinther, 2002, p.67). Though these 
efforts will not make the EIT a real-life communicative task, some problems such as having odd 
sentences in the task may be resolved in the context of proper contextual support.   
Although many aspects of EIT are now more actively researched and discussed, more 
systematic research is still required to theoretically and empirically ensure that EIT is a 
legitimate measure of L2 proficiency. It seems that when the challenges of EIT are appropriately 
considered, EIT can be a powerful research as well as testing tool that can assess L2 performance 
with sufficient validity and reliability. 
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CHAPTER 3: Investigation of CDMs to Find the Optimal Ones for Language Test Data 
3.1. Introduction: CDA in Language Testing 
In its short history of cognitive diagnostic modeling in language testing, the applications 
of cognitive diagnostic models (CDMs) to language test data have yielded relatively encouraging 
outcomes. Since the first applications of the Rule Space Model (RSM) to language test data 
(Buck & Tatsuoka, 1998; Buck et al., 1997; Buck et al., 1998; Kasai, 1997; Scott, 1998), large-
scale reading test data have been continuously analyzed using a more recently developed CDM 
(Jang, 2005; Li, 2011). Despite a few issues of concern, such as the difficulty of identifying 
attributes, determining the appropriate grain size of skills and the problem of retrofitting to the 
existing tests, these previous applications were generally successful in demonstrating the new 
measurement method can be beneficial in teaching and learning by providing fine-grained and 
more tailored feedback to the stake-holders. 
 All these previous studies on cognitive diagnosis in language testing, however, have 
used one single CDM for their analyses, without any substantive comparative explanations about 
why the model was chosen over the other CDMs of which the sheer number currently exceeds 
several dozen (Fu & Li, 2007). This is one of the major limitations in the research studies on 
cognitive diagnosis in language testing, where no research has been done to compare potentially 
different behaviors of different CDMs. This lack of model comparison research seems to be 
partly due to inaccessibility to software programs or estimation codes as well as to the fact that 
the evaluation of model fit in cognitive diagnostic modeling is still an evolving field. 
Lee and Sawaki (2009a) pointed out this deficiency in cognitive diagnostic research and 
took on a pioneering study that compared the functioning of three models in terms of the 
reliability of attribute-level skill mastery probabilities, examinee mastery classification and 
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across-form examinee classification consistency. More discussions are also found regarding the 
suitability of a particular CDM (Fusion model) to reading test data (Jang, 2009: Li, 2011) or a 
research attempt to find a better CDM for grammar test data (Yi, 2010). 
These interests only seem natural, considering the context of many new cognitive 
diagnosis models that have been recently proposed along with available software for respective 
models, which much surpass empirical research studies that evaluate practical usability and 
applicability of the models. Indeed, it appears not only a matter of curiosity but also of necessity 
to look into at least some of the core models that have been most researched and used and 
compare their functioning as well as evaluate their fit to language test performance data. 
This chapter of the dissertation compares the estimation results of five core models in 
three major areas of second language skills, reading, listening comprehension and grammar, 
using the TOEFL Reading and Listening data that Lee and Sawaki used (2009a) and the ECPE 
(The Examination for the Certificate of Proficiency in English) Grammar test data (2003-2004). 
A general modeling framework of the Log-linear cognitive diagnostic model (LCDM) is used in 
estimating the general model as well as the specific models being compared in the research. This 
phase of the dissertation will also attempt to examine the model evaluation using the absolute as 
well as relative fit indices produced under the unified modeling framework of LCDM, which will 
facilitate an easy comparison of multiple models in terms of their fit to the given language test 
data. 
Another important reason for adopting the general modeling framework is to see 
whether its assumption can be supported by empirical evidence. Based on the assumption that 
the general modeling framework (LCDM) will be the best fit to the data due to its modeling 
flexibility, this research will compare the functioning of the models with the LCDM. The chapter 
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will also examine whether the LCDM is indeed the best fit out of all the models. Lastly, it will 
investigate the question of interest for language testers whether compensatory CDMs are indeed 
better than non-compensatory counterparts, considering the language theories suggesting the 
compensatory nature of language ability (Lee & Sawaki, 2009a). 
 Considering the assessment of model fit in cognitive diagnosis models is an evolving 
field with new methods published only in recent journals, the current research is expected to 
provide a guideline as to selecting a cognitive diagnosis model(s) that is parsimonious and fits 
the language testing data well. It is also expected that the potential differences in the fit indices 
of each model will explain the possible discrepancies in the skill mastery profiles of examinees 
estimated by each different model. As the present chapter examines the three major language 
skills (reading, listening and grammar), it is also expected to provide important insights into the 
language performance data in general.  
Before an examination of the specific models and the criteria applied in selecting them, a 
brief discussion for a comprehensive and overall look over the evolution of the CDMs will 
follow in the next section, in order for us to see them in a larger picture of the development of 
CDMs. The theoretical foundations in sections from 3.2 to 3.4 are mainly based on the relevant 
chapters in Rupp et al. (2010). 
 
3.2. CDMs and the General Modeling Framework 
Over the past several years, numerous latent variable CDMs have been developed. Each 
of these CDMs makes assumptions about how mastered attributes combine/interact to produce an 
item response, which results in different types of models of compensatory, disjunctive, additive 
models vs. non-compensatory, conjunctive, non-additive models. With many of these different 
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models, analysts have been unsure of which model would best fit their purpose, for which the 
main reason was that it was difficult to imagine all items in a given test dataset following the 
same assumptions about the attribute interaction or combination to form an item response. It is 
this theoretical background that recent developments have produced general diagnostic models 
such as General Diagnostic Model (von Davier, 2005), Loglinear Cognitive Diagnosis Model 
(Henson, et al., 2008) and G-DINA (de la Torre, 2009). These general CDMs can subsume most 
CDMs and provide great flexibility, which allows for both additive and non-additive 
relationships between attributes and items even in the same test data (Templin, 2009). 
Modern CDMs can be classified based on three criteria: (1) the scale type of the 
observed (response) variables, (2) the scale type of the latent (attribute) variables, and (3) the 
compensatory or non-compensatory combination of the latent attribute variables. This leads to 
the taxonomy of core CDMs as in Table 2 (Rupp & Templin, 2008), which classifies these 
models according to the three criteria. 
In the table, the models that appear in the multiple cells are general modeling framework, 
which is a more flexible and less restrictive modeling framework than specific models such as 
the DINA, NIDA, DINO, or NIDO models. While these specific models are structurally simpler 
and easier to achieve convergence of estimation and interpret its output, the relative simplicity 
causes their own weakness that they are less likely to fit a real test data set. This is another way 
of explaining the current general trend to express many simpler core CDMs as special cases 
within more flexible CDM frameworks, such as the GDM, the G-DINA model, and the LCDM.  
However, the flexibility of these general models also accompanies a few drawbacks. 
First, because there are no constraints on the parameters, they have more item as well as 
respondent parameters estimated. Second, the estimation process of a more complex model, in 
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general, takes more time. Third, its output may be more difficult to interpret. Fourth, 
convergence of estimation routines may be more difficult to reach than simpler models. Lastly, if 
the model is too complex for the given data, it may result in overfitting, in which case the model 
does not sufficiently reduce the complexity of the data structure and thus cannot function as a 
meaningful explanatory mechanism. 
Table 2  
A Taxonomy of CDMs2 
Compensatory 
MCLCM, C-RUM, 
GDM, G-DINA,
LCDM
MCLCM, C-RUM, GDM, 
G-DINA, LCDM
Non
-compensatory
MCLCM, 
Full NC-RUM, 
Reduced NC-RUM
RSM, AHM, MCLCM, 
Full NC-RUM, 
Reduced NC-RUM
Polytomous
Compensatory 
MCLCM, C-RUM, 
GDM, G-DINA,
LCDM
DINO, NIDO, MCLCM, 
C-RUM, GDM, G-DINA,
LCDM
Non
-compensatory
MCLCM, 
Full NC-RUM, 
Reduced NC-RUM
RSM, AHM, DINA, 
HO-DINA,
MS-DINA, NIDA, RERUM,
MCLCM, Full NC-RUM, 
Reduced NC-RUMDichotomous
M
A
N
I
F
E
S
T
R
E
S
P
O
N
S
E
V
A
R
S
Model typePolytomousDichotomous
LATENT PREDICTOR VARIABLES
 
Note. RSM, rule-space method; AHM, attribute hierarchy method; DINA, deterministic input noisy and gate; HO-
DINA, higher-order DINA; MS-DINA, multistrategy DINA; G-DINA, generalized DINA; DINO, deterministic 
input noisy or gate; NIDA, noisy input deterministic and gate; NIDO, noisy input deterministic or gate; GDM, 
general diagnostic model; MCLCM, multiple classification latent class models; RUM, reparameterized unified 
model; C-RUM, compensatory RUM; NC-RUM, non-compensatory RUM; full NC-RUM, NC-RUM with 
continuous latent interaction term; reduced NC-RUM, NC-RUM without latent interaction term; RERUM, random 
effects RUM; LCDM, log-linear cognitive diagnosis model. 
 
Generalized modeling frameworks can also be viewed from the evolutionary perspective 
of CDMs. In Figure 1, we can see the general models are the product of evolutionary paths of 
many different CDMs, which have ancestral lineages that link them to at least three fields, 
                                            
2
 Rupp and Templin classify RSM (rule-space method) and AHM (attribute hierarchy method) aside from the other 
models as they are statistical pattern classification algorithms, not unified statistical models that are fully embedded 
in a complete probabilistic model structure (Rupp & Templin, 2008). 
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including clustering (classification) theory and Item Response Theory.   
The models in Table 2 can be further differentiated by examining at which level the two 
different types of atypical responses are modeled, a slip and guess. A slip is a case when a 
respondent provides an incorrect or low response, despite the respondent’s mastery of all relevant 
attributes for an item. On the contrary, the second type of atypical response called a guess 
indicates when an examinee provides a correct or high response even though he or she has not 
mastered a sufficient number of required attributes. The parameters that represent these two types 
of atypical response are slipping and guessing respectively and CDMs estimate the probabilities 
of slip and guess through these two kinds of parameters. Therefore, the CDMs are further divided 
by inspecting where these slipping and guessing parameters are included in the model and what 
kinds of restrictions are imposed on them, which essentially boils down to the following three 
combinations:  
First, at the level of the item with equality restrictions across attributes.  
Second, at the level of the attribute with equality restrictions across items.  
Third, at the level of each combination of item and attribute without any equality restrictions.  
 
Figure 1. Evolutionary Lineages of CDMs (adapted from Templin, 2009). 
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As the scales of the response data and the Q-matrices for the present study are both 
dichotomous, the major differentiation of the selected models in this study is based on the 
remaining two features of common CDMs: First, whether they are compensatory or non-
compensatory and second, where in the model structure the slipping and guessing parameters are 
modeled. The next section explains the selected models in detail in terms of these criteria for 
selection. 
 
3.3. Selected Models 
According to the two criteria explained in the previous section, one general model and 
four specific models are selected and estimated in this comparison study, using the software 
package, Mplus. The next section explains these models in detail, of which the first is the Log-
linear Cognitive Diagnostic Model (LCDM) as an overarching modeling framework under which 
a wide variety of CDMs can be subsumed. In particular, the four specific CDMs under 
comparison in this study are also nested within the LCDM, which means that they can be viewed 
as sub-models and constrained versions of the LCDM. 
 
1) LCDM (Log-linear Cognitive Diagnosis Model, Henson, Templin, & Willse, 2008)  
 The general model, LCDM takes the same modeling approach as ANOVA, which 
means that it uses a set of main effects and interactions and can be reduced by removing 
insignificant interactions and/or main effects.  
 The LCDM is basically a latent class model with the item response function defined as 
follows: .)exp(1
)exp()|1(
ic
ic
iceei CXP τ
τ
pi
+
===  
An inverse logit function links the threshold icτ  to the probability icpi , as is common in other 
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item response models. Here, P is the probability, Xei is the response of examinee e to item i, 
which can take two possible values, a correct response (Xei = 1) or an incorrect response (Xei = 
0); icpi  is a class-specific item difficulty parameter, the probability that an examinee who is a 
member of class c answers item i correctly, exp(·) is the exponential function (a constant equal to 
approximately 2.718 raised to the power of the terms in the parentheses), and icτ  is an item 
threshold parameter, a class-specific threshold for item i and class c. The parameter icτ  
connects the latent class model to CDMs within Mplus. A general latent class model also has 
structural parameters, vc to describe the likelihood that an examinee is a member of each latent 
class, which give the proportion of examinees that are members of each class c. The parameters 
icτ and vc are used to classify examinees and give an estimate of ecαˆ , the probability that 
examinee e is a member of each latent class c. Examinees are then classified as members of the 
class that has the largest probability. 
 In the following function, a latent class model is linked to diagnostic classification 
model using icτ , where icτ  is expressed as log-linear modeling for an intercept, main effects and 
interactions between skills. Suppose there are three skills defined for the test, the following 
function is conditional on examinee’s mastery profile ],,[ 321 eeee αααα =  on each item.  
,)exp(1
)exp()|1(
ic
ic
iceeiXP τ
τ
piα
+
===  
where .
int
32)3,2(,2,31)3,1(,2,21)2,1(,2,
.
3)3(,1,2)2(,1,1)1(,1,0, 44444444 344444444 2144444 344444 21
skillsbetweeneractions
eeieeieei
effectsmain
eieieiiic
⋅⋅
++++++= ααλααλααλαλαλαλλτ  
Here, 0,iλ  is an intercept for the item representing the log-odds of a correct response for an 
examinee who has not mastered any skill. The parameters )1(,1,iλ , )2(,1,iλ and )3(,1,iλ  denote main 
effects that increase the log-odds of a correct response given mastery of each skill. Lastly, 
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)2,1(,2,iλ , )3,1(,2,iλ , and )3,2(,2,iλ  indicate a two-way interaction between each pair of two skills that 
would further increase the log-odds of a correct response given mastery of both skills at the same 
time. The term within the exponent is the item threshold for the item response function and the 
actual value of the threshold is governed by the parameters of the LCDM and the mastery status 
of the examinee (Templin & Hoffman, 2009).  
As a flexible general CDM, LCDM can be either compensatory or non-compensatory 
and it allows the data to choose it for each of the items so that the model can define the inter-
attribute relationship at the item level. That is, the interaction terms in each item are the ones to 
interpret for the distinction, i.e., items with non-significant interactions are non-compensatory. 
Using a general model will fit the best of all the others as items on a test will not all function 
according to one model. The strength of the LCDM as a general framework is that it will allow 
items to "pick" the best model for them (Templin, personal communication).                  
 
2) DINA (Junker and Sijtsma, 2001) 
The second model, DINA, which stands for “Deterministic-Input, Noisy-And” is a 
relatively simple skill assessment model with fewer parameters that provides a stable estimate if 
the model fits the test data. The acronym highlights important features of the model: 
‘Deterministic’ means that α vector deterministically decides which item examinees get correct 
or wrong; ‘Noisy’ indicates the item response is still stochastic or probabilistic; ‘And’ is to mean 
an examinee is required to master all the required skills to get an item correct. Thus lack of a 
single required attribute is the same as missing all required attributes in terms of the probability 
of correctly answering an item. This feature makes DINA a non-compensatory or a conjunctive 
CDM.  
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In modeling the probability that the respondents in latent class c correctly answer item i, 
DINA defines a deterministic latent response vector: .
1
∏
=
=
A
a
q
caic
iaαη  Here, let αc = {αca} be the 
examinee’s binary skills vector (a=1, . . . , A), where a 1 on the ath element denotes presence or 
mastery of skill a and 0, absence or non-mastery of the skill. Qia is the element on the ith row 
(=item) and ath column of a Q-matrix and indicates whether attribute a is required to correctly 
answer item i. This latent response vector assumes a value of 1 if examinees in latent class c 
possess all the skills required for item i and a value of 0 if the examinee lacks at least one of the 
required skills. 
Noise is also introduced in the process by slip and guessing parameters; that is, 
examinees who possess all the required skills can still slip and miss the item, and examinees who 
lack at least one of the required skills can also guess and still answer the item correctly. These 
two item level parameters are denoted as follows: 



guessing : g
slipping : s
i
i
        ),0|1(g
)1|0(s
i
i
===
===
icic
icic
XP
XP
η
η
 where Xic is the response of an 
examinee in latent class c to item i. Therefore, the probability of a respondent in latent class c 
with the skill vector αc = {αca} correctly answering an item i can be represented as, 
icic
iiicicic sgXP
ηηηpi )1()|1( 1 −=== − , where P is the probability, πic is the probability of correct 
response for item i in latent class c, Xic is the observed response for item i in latent class c, icη  
is the latent response variable for latent class c on item i, (1 - si) is the probability of not slipping 
for item i, and gi is probability of guessing for item i. The equation means that the probability of 
a positive response is (1- si)1 gi 1-1 = (1 - si) if all required attributes are present in respondents in 
latent class c or (1 – si)0 gi 1-0 = gi, if all measured attributes are absent.  
Because the guessing parameters of the DINA model are defined at the item level, DINA 
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applies naturally to multiple-choice test data, where the probability of correctly answering an 
item by guessing is expected to be greater than zero. Again, this is conjunctive process in 
determining a latent response, in that a correct response to an item requires the presence all the 
prescribed skills for the item. 
The DINA model is often considered overly restrictive in the sense that all respondents 
who lack at least one of the measured attributes are expected to perform identically.  
 
3) DINO (Templin and Henson, 2006) 
The deterministic input, noisy-or-gate (DINO) model is the compensatory analog to the 
DINA model and thus it also has slipping and guessing parameters for each item. However, the 
DINO is different in that any respondent mastering at least one of the measured skills for an item 
is expected to perform well on that item. Hence, the DINO model provides a probability of 
guessing for those examinees that provide a correct answer, even though they do not possess any 
attributes and a probability of not slipping for those respondents who possess at least one 
attribute.  
The DINO model consists of three components. The first component is the deterministic 
input, which is a latent response variable, ωic that indicates whether a respondent from latent 
class c has mastered one or more of the attributes measured by item i. In the equation 
,)1(1
1
∏
=
−−=
A
a
q
caic
iaαω  if an attribute is not measured by an item, then qia = 0, which implies 
that (l - αca)qia = (l - αca)0 =1. If an attribute is measured, then qia = 1, which implies that it then 
matters whether αca = 0 or αca=1 (i.e., whether or not respondents in latent class c possess the 
measured attribute). If an attribute is present or mastered, (l - αca)qia = (l - 1)1 =0, and if it is not 
present or mastered (l - αca)qia = (l - 0)1 = 1. Note the clear contrast in this condensation kernel 
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between the DINA and DINO, i.e., iaqca
A
a
α
1=
∏  for DINA vs. iaqca
A
a
)1(1
1
α−∏−
=
 for DINO. A kernel is 
an “unbounded continuous-valued entity that functions as the core element” that is built into the 
final model equation (Rupp et al., 2010, p. 135). 
Because the product is defined over all items, ωic = 1 only occurs when the product term 
is 0. This requires that αca=1 for at least one attribute, meaning that at least one attribute has to be 
mastered by respondents in latent class c. The DINO is the most extreme case of compensation 
for all the CDMs, in that any one attribute can completely compensate for the lack of all others. 
Besides the latent response variable, ωic, the other two measured components are the 
slipping and guessing parameters, which are the stochastic element that leads to the noise. They 
are expressed respectively, )1|0( === icici XPs ω and ).0|1( === icici XPg ω  Just like the 
DINA model, the DINO model estimates one slipping and one guessing parameter per item with 
equality restrictions across attributes. However, the difference is in interpretation of these two 
parameters compared to their analogs in the DINA model. In the DINO model, the guessing 
parameter (gi) represents the probability of providing a score of 1 when all measured attributes 
are absent or non-mastered, while the slipping parameter (si) represents the probability of 
obtaining a score of 0 when at least one measured attribute is present or mastered.   
The DINO model for a positive response to an item combines the latent response vari-
able and the slipping and guessing parameters as follows: icic iiicicic gsXP
ωωωpi −−=== 1)1()|1(  
where P is the probability, πic is the probability of correct response for item i in latent class c, Xic 
is the observed response for item i in latent class c, ωic is the latent response variable for latent 
class c on item i, (1 - si) is the probability of not slipping for item i, and gi is probability of 
guessing for item i. This formula states that the probability of a positive response is (1- si)1 gi1-1 = 
(1 - si) if at least one measured attribute is present in respondents for latent class c or (1 – si)0 gi1-0 
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= gi, if all measured attributes are absent.  
The DINO is useful when items only require one out of several attributes to be mastered 
to endorse an item. Like the DINA model, however, the DINO has the limitation that no finer 
discrimination is found between respondents who have mastered different sets of attributes for a 
task that requires multiple attributes. Thus the next model, the NIDO can provide a finer 
distinction than the DINO in this respect. 
 
4) NIDO (Templin, 2006) 
The noisy input, deterministic-or-gate (NIDO) model is the compensatory analog to the 
NIDA model. Both in the NIDO and NIDA models, response behavior is modeled at the attribute 
level but with equality restrictions across items.  
There are two components in the NIDO model. The first component is an intercept 
parameter λ
.,0,(a), and the second component is a slope parameter λ.,1,(a), and as their a subscripts 
indicate, both parameters are defined at the attribute level, which translates into the fact that, in 
the NIDO, one intercept and one slope parameter are estimated for each attribute with equality 
constraints throughout items.  
These intercept and slope parameters are integrated into a kernel of the NIDO model as 
follows: Kerneli = ∑
=
+
a
a
iacaaa q
1
)(,1.,)(,0., .)( αλλ  The final formula for the NIDO model including 
this kernel can look like the basic formula of a multidimensional IRT model as shown in the 
following equation: 
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αpi  where P is the 
probability, πic is the probability of correct response to item i in latent class c, Xic is the observed 
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response for item i in latent class c, qia indicates whether attribute a is measured by item i in the 
Q-matrix, αca is the attribute mastery indicator for attribute a in latent class c, λ.,0,(a) is the 
intercept parameter for attribute a, and λ
.,1,(a) is the slope parameter for attribute a.  
Because there is no interaction term in the model, there is no additional reward or 
penalty for mastering all the attributes versus possessing only one of them. Also, one cannot 
directly evaluate the diagnostic quality of individual items with the NIDO model because all 
parameters are specified for attributes and restricted to equality across items.  
 
5) C-RUM (Hartz, 2002) 
As seen above, different contributions of each attribute are reflected in the NIDO model 
in a compensatory way and these attribute parameters are constrained to be equal across items. 
Consequently, all items with the same Q-matrix entries are equivalently parameterized. This 
property of having equal parameter estimations across items that have the same attributes defined 
can be unrealistic for actual test items. On the contrary, the compensatory reparameterized 
unified model (C-RUM) can overcome this limitation, because it allows for a higher degree of 
modeling flexibility than the DINO and the NIDO models. Like the reduced NC-RUM (Fusion) 
which is the non-compensatory analog to it, response behavior is modeled at the item×attribute 
level without any equality constraints across either items or attributes. However, unlike the full 
NC-RUM, the C-RUM model is not specified to include a latent residual parameter that can 
absorb any incompleteness of the Q-matrix.  
Two components are needed to build the C-RUM. The first component is an intercept 
parameter, λi,0, which is now defined at the item level but not at the attribute level, just like the 
*
ipi  parameter in the full and reduced NC-RUM. The second component is a slope parameter, 
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λi,1,(a), which is defined at the attribute level separately for each item. These intercept and slope 
parameters are combined to form the kernel for the C-RUM as follows:  
Kerneli = ∑
=
+
A
a
iacaaii q
1
)(,1,0, .αλλ   
As in the NIDO model, the kernel is the core element of the following C-RUM equation: 
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αpi  where P is the probability, πic is the 
probability of correct response to item i in latent class c, Xic is the observed response for item i in 
latent class c, qia is the indicator from the Q-matrix indicating whether attribute a is measured by 
item i, αca is the attribute mastery indicator for attribute a in latent class c, λ1,0 is the intercept 
parameter for item i, and λi,1,(a) is the slope parameter for item i and attribute a.  
The difference between the NIDO and the C-RUM is that the NIDO provides an 
intercept and a slope parameter for each attribute with equality restrictions across items, while 
the C-RUM lifts this equality constraint, so that they differ across items that have the same 
attribute requirements. The value of the interaction is 0 and because there is no interaction term 
in the model, there is no additional reward or penalty for mastering all the attributes compared to 
mastering only one of them. 
To summarize in terms of modeling atypical response parameters (slipping and guessing), 
in the case of DINA and DINO, which are non-compensatory and compensatory analogs of each 
other, these processes are modeled at the item level with equality restrictions across attributes. 
Thus, each item has one associated slipping and guessing parameter and no attribute-specific 
slipping and guessing parameters. In the case of the NIDA and the NIDO model, which are also 
non-compensatory and compensatory analogs of one another, these processes are modeled at the 
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attribute level with equality restrictions across items. Thus, each attribute has one associated 
slipping and guessing parameter, and no item-specific slipping and guessing parameters. In the 
full- and reduced NC-RUM and their compensatory analog, the compensatory RUM (C-RUM), 
this process is modeled separately for each combination of item and attribute. These two models 
formally provide parameters that are combinations of slipping and guessing parameters. 
Moreover, for each attribute-item combination (i.e., for each entry of 1 in the Q-matrix), a 
parameter is estimated that captures the relationship between slipping and guessing for that 
particular intersection of an attribute and an item. The following table provides a comprehensive 
summary of these properties of the CDMs. 
Table 3  
Comparison of Five CDMs for Constraints and Penalty for Lacking Attributes 
 LCDM C-RUM DINA DINO NIDO 
Penalty for 
lacking a given 
attribute 
Flexible 
across items No Yes No No 
Equality 
constraints for 
parameters 
N/A 
No such 
constraints or 
restrictions * 
Across 
attributes 
(Item-specific 
parameters) ** 
Across 
attributes 
(Item-specific 
parameters) ** 
Across items 
(Attribute-
specific 
parameters) *** 
Note. * An analysis of a 30-item test would produce 30 item-level parameters and additional attribute-item 
parameters for each of the 1’s assigned in the Q-matrix. For example, with an average number of 1.5 attributes per 
item, an additional 45 additional parameters are created, totaling 75 parameters for the assessment.             
** An analysis with 30 items would produce 30 slipping and 30 guessing parameter estimates independent of the 
number of attributes.                                                                          
*** An analysis with five attributes would produce five slipping and five guessing parameter estimates independent 
of the number of items. 
A further model selection issue is whether the basic modeling approach should be 
conjunctive (which assumes mastery of all skills required by the item is necessary for solving the 
item correctly), or fully compensatory (which assumes a low level of mastery on one required 
skill can be compensated for by sufficiently high mastery on one or more other skills required by 
the item). The research questions for this chapter reflect this important perspective in selecting 
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CDMs. 
 
3.4. Representing and Estimating the CDMs under the LCDM in Mplus 
One of the strengths of the LCDM framework for estimating CDMs is that it can be used 
to identify a suitable CDM by placing parameter restrictions within a very flexible general model. 
Thus, it allows for a relatively simple comparison of the relative and absolute fit of each of the 
CDMs under consideration in a particular study. Based on these LCDM parameter constraints, 
the syntax for estimating the specific CDMs in the software package, Mplus, has been 
determined (Rupp, et al., 2010). A brief description of how these models were coded with Mplus 
syntax follows next.  
 First of all, the C-RUM is coded by removing all interaction terms from all the items 
because the C-RUM is the LCDM without any interaction parameters. Therefore, the 
modifications to the syntax are the most straightforward. The modeling structure of the DINA is 
incorporated into the LCDM syntax by specifying only two model parameters which are an 
intercept parameter and a common effect parameter. For the DINA, the common effect parameter 
means the increase for mastering all required attributes as it is a non-compensatory model. As for 
the DINO which is the compensatory counterpart of the DINA, the implementation in Mplus is 
exactly the same with only one difference that for the DINO, the common effect parameter is the 
common increase for mastering one or more attributes instead of all the attributes. Lastly, to 
estimate the NIDO in Mplus, the syntax features a unique intercept parameter for each item and 
the main effect parameters that are constrained to be equal across all the items, which makes it 
necessary to remove the item labels from the main effect parameters. There are also no 
interaction terms like the C-RUM (Rupp, et al., 2010). 
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3.5. Research Questions 
As examined earlier in the previous sections, the LCDM can be the default model 
because of its flexibility that allows the data to pick the best model for them when items on a test 
will not all function according to one model. This adaptive process of choosing the best model 
for each item works both in terms of properly locating atypical response parameters (at the item 
level or attribute level) and finding the appropriate types of models (compensatory or non-
compensatory). Because of this property of the LCDM, it will likely fit the best of all CDMs. 
Based on this theoretical background, the following research questions are addressed 
according to the estimation results of each model and the fit indices obtained in the original 
output and in the Monte Carlo simulation study. In particular, Question 3 addresses special 
considerations for language test data, as language is regarded as “a highly cohesive trait, and the 
various subskills interact with one another” (Davidson, personal comments).  
1. Is the theoretical prediction that general modeling framework (LCDM) will provide 
the best fit of all supported by the model fit indices as well as the empirical functioning? 
2. How different is the model fit of each CDM according to different modeling structure 
of locating atypical response parameters (at the item level or attribute level) and types of models 
(compensatory or non-compensatory)? And how is it manifested in the functioning of each CDM 
in comparison to the LCDM? 
3. As was suspected and suggested in previous studies (Jang, 2009; Lee & Sawaki, 
2009a; Li, 2011)3 is a compensatory CDM better suited than a non-compensatory CDM for 
                                            
3
 “The study results suggest that a cognitive diagnosis model flexible enough to allow users to specify both 
compensatory and conjunctive interskill relationships is more feasible for assessing complex constructs, such as 
reading comprehension” (Jang, 2009, p. 234). “… one major decision is to make the choice between compensatory 
and non-compensatory models for diagnostic analysis of reading tests… However, the question of whether we 
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language test data for all three language skill domains of reading, listening and grammar? 
 
3.6. Empirical Study 
3.6.1. Data  
The present chapter used the data set Lee and Sawaki used in their 2009 paper for the 
application of three CDMs. The data were the 2720 examinee responses for the Listening and 
Reading sections of TOEFL iBT that were administered in 2003 and 2004 as part of a large-scale 
field test. (Only Form A was used in this research and not Form B with 419 examinees.) The 
Form A data set were of participants from 92 countries and five largest groups were from China 
(13.6%), India (13.1%), South Korea (8.8%), Japan (5.8%), and Taiwan (4.6%) (Lee & Sawaki, 
2009). 
 The Reading and the Listening sections consisted of 39 and 34 items, respectively. One 
item in each section was not scored and thus ignored in the entire analysis, which made the total 
number of items 38 and 33 in the Reading and Listening section, respectively. The items were 
multiple-choice questions scored dichotomously except for a few polytomously scored ones in 
the Reading (R12 worth 4pts, R26 worth 2 pts and R39 worth 3 pts) and in the Listening sections 
of the test (L4 and L20 worth 2 pts each). As in the Fusion Model and Latent Class Analysis 
(LCA) analyses in Lee and Sawaki’s study (2009), the polytomous items were recoded as 
dichotomous for this study, with only full points converted to 1 (correct) and to 0 (incorrect) 
otherwise. This was done for the ease of comparison with the previous study, particularly with 
the Fusion Model analysis.  
                                                                                                                                             
should use non-compensatory or compensatory models with reading tests does not have a clear-cut answer” (Li, 
2011, p. 147-148). “… some of these models differ in terms of the assumptions about interattribute relationships, ... 
These differences can actually have significant impact on the estimation of examinee skill mastery status and their 
interpretation in language assessment, but such potential impacts on cognitive diagnosis analysis results have not 
been sufficiently researched or understood yet (Lee & Sawaki, 2009a, p. 241). 
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One other point to note in this chapter which followed the common practice in handling 
response data is that when responses are missing (denoted as M) in the response matrix, they 
were also converted to 0 as well as “not-reached” responses (denoted as N), which were also 
converted to score 0.4 
The third data set used in this chapter was the one used by Henson and Templin for their 
NCME presentation (Henson & Templin, 2007). In their analysis of a total of 2922 examinees’ 
responses to 30 items of the 2003-2004 ECPE (Examination for the Certificate of Proficiency in 
English) Grammar section, they showed that the reduced RUM model fitted the same data 
adequately. The ECPE is a test developed by the English Language Institute of the University of 
Michigan (ELI-UM) with a purpose of measuring advanced English of those whose native 
language is not English. It is administered in Africa, Asia, Europe and Latin America, once a year 
between November and April according to different locations. Before taking the test a short 
pretest is administered to determine those students who qualify for the ECPE. The ECPE has 
four major areas of Speaking, Writing, Listening, and a final section that tests Grammar, Cloze, 
Vocabulary, and Reading (GCVR). The grammar section consists of multiple-choice questions 
that have one to two sentences, where a set of words is missing. The examinee is required to 
correctly find the appropriate words for the missing part of the statement out of four different 
options. In the present analysis, two void items (G2, G7) that list none of the three skills were 
deleted from the analysis, leading to 28 items. 
 
3.6.2. Lists of Attributes and Q-Matrices 
                                            
4
 The number of these responses (denoted as M or N) was 1,484 out of all 103,360 responses in the Reading, which 
accounted for 1.44% of the entire response, while 278 out of 89,760 responses in the Listening, which was only 
0.3%. We can suspect the difference in these proportions come from the fact that the test-takers are forced to follow 
the listening passages and mark their answers regardless of their comprehension, which results in a far fewer number 
of “not-reached” responses compared to the Reading. 
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Three Q-matrices, one each for TOEFL Reading, TOEFL Listening, and the ECPE 
Grammar were used in this chapter of the dissertation. The two Q-matrices for the TOEFL were 
from a research study by Sawaki, Kim, and Gentile (2009), where they report a detailed content 
analysis of individual test items conducted by content experts for identifying the attributes and 
thereby developing the Q-matrices. 
The four attributes identified for each of the TOEFL are as follows: For the Listening 
section, (a) Understanding General Information, (b) Understanding Specific Information, (c) 
Understanding Text Structure and Speaker Intention, and (d) Connecting Ideas. The Reading 
skills are (a) Understanding Word Meaning, (b) Understanding Specific Information, (c) 
Connecting Information, and (d) Synthesizing and Organizing Information.  
As an indication of complexity of the Q-matrix, nine items were coded for two attributes 
and the remaining 24 items were coded only for one skill, averaging 1.273 attributes coded per 
item for the Listening section. For the Reading, 11 items were coded for two attributes and the 
other 27 items, for one, averaging 1.289 attributes measured per item.   
The Q-matrix Henson and Templin constructed for the ECPE grammar test data is based 
on Liao’s (2007) work on basic factor structure and underlying traits needed to perform well on 
the grammar section of the ECCE (a similar test to ECPE, also developed by ELI-UM and aimed 
at learners with at least an intermediate level, while ECPE is aimed at learners with an advanced 
level of English). Through conducting exploratory factor analysis and structural equation 
modeling analysis pertaining to the latent structures of the GV (Grammar and Vocabulary) and 
the listening section of the ECCE, Liao could provide empirical evidence for Purpura’s (2004) 
theoretical model of grammatical knowledge. In Purpura’s model, language knowledge 
comprises grammatical and pragmatic knowledge and grammatical knowledge embodies two 
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closely related dimensions: grammatical form and literal meaning. Through her analyses, Liao 
found out that most grammar items in the ECCE loaded on the form factor, particularly lexical, 
morpho-syntactic, and cohesive form. According to Purpura’s definitions, lexical form items 
measure knowledge of word features that encode grammar (not those that reveal meaning), such 
as parts of speech, word formation, co-occurrence restrictions. Examples of these items have 
options that typically differ only in the word ending or tense (e.g., eat, eating, ate). Another 
tested component, morpho-syntactic form refers to knowledge of morphological and syntactic 
forms of language, such as word order, sentence structure, mood, voice and modality. These 
items typically have words that are similar but with different meanings (e.g., either versus 
neither) or the ordering of the words vary across the four options. The last component of 
cohesive form describes knowledge of the grammatical and lexical relationship within a text or 
sentence. An understanding of clauses and their basic form would be required to solve these 
items (Liao, 2007). 
 Using these three constructs, Henson and Templin (2007) used a two-step approach in 
developing the Q-matrix. First, an exploratory factor analysis was employed with an oblique 
rotation. Given the loadings from the factor analysis, the three constructs were identified (lexical, 
morpho-syntactic, and cohesive form). Then by re-evaluating the items, minor changes were 
made resulting in the final Q-matrix, where lexical and morpho-syntactic forms were the 
dominant skills required by 13 and 18 items, respectively, while cohesive form was only required 
by six items. The average number of attributes required per item was 1.32. 
 
3.6.3. Comparison of the Model Fit Indices  
3.6.3.1. Theory  
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After selecting and estimating given CDMs, an evaluation of how well the CDMs fit the 
response data or the goodness-of-fit of the model to the response data should follow. This 
process is fundamental because the results of statistical models are meaningless when model fit 
is poor (Rupp et al., 2010, p.265).  
Because cognitive diagnostic models are constrained latent class models, measures used 
to evaluate the fit of general latent class models are employed for cognitive diagnosis, using 
statistical hypothesis tests comparing observed and expected response patterns under the latent 
class model. For each possible response pattern, the expected number of occurrences is then 
compared with the actual number of occurrences (Templin & Henson, 2006).  
Though a few new methods of model fit procedures have been recently developed, 
“practical methods for model fit evaluation in DCMs remain elusive, as many research questions 
about their optimum performance are just now being explored in depth.” (Rupp et al., 2010, p. 
272). These new methods include resampling techniques, posterior predictive model checking, 
and using limited information fit. A brief introduction of these methods follows below. 
According to Rupp et al. (2010), resampling techniques are not a practical approach but 
serve as a conceptual foundation for posterior predictive model checking and using limited 
information fit. In cases of sparse tables where there is not a sufficient number of observations in 
each cell of the table, that is, the sample size is not large enough compared to possible response 
patterns and many cells in the contingency table have few respondents, X2 and G fit statistics can 
still be used through use of Monte Carlo resampling techniques that produce empirical sampling 
distributions and, thus, empirical p-values (Templin & Henson, 2006). Despite its solid 
theoretical foundation, the disadvantage of Monte Carlo methods is that the fit evaluation takes 
longer than the original estimation process, possibly longer than is practically feasible. This is 
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why Monte Carlo methods are not practically recommended for most data sets. 
Posterior predictive model checking (PPMC) is another method used to evaluate the 
goodness-of-fit of a CDM (Sinharay & Almond, 2007). As the PPMC method comes from 
Bayesian estimation, it is appropriate primarily for CDMs that are estimated within a fully 
Bayesian framework. For the purpose of predicting what the observed data should look like 
following the analysis, PPMC uses the posterior distribution of model parameters. If it is used in 
combination with MCMC estimation, PPMC becomes very similar to the Monte Carlo 
resampling techniques explained above, which do not involve a Bayesian framework. 
Limited-information goodness-of-fit statistics only use summary statistics of the 
response pattern distribution or only subsets of the response pattern distribution, unlike full-
information goodness-of-fit statistics such as the X2 statistic and the G statistic that are based on 
the entire response pattern.  
Examples of limited-information fit statistics are a fit statistic based on univariate 
information methods and bivariate information methods. They are fit statistics based only on the 
observed and expected responses to a single item and to pairs of items, respectively. Fit statistics 
based on univariate information are useful in models that do not reproduce the observed response 
pattern so that the composite values across items can produce an overall model fit. Fit statistics 
based on bivariate information methods are based on the contingency table of possible responses 
to a pair of items and they are much more efficient in detecting problems with model fit.  
Limited-information fit statistics are recommended due to their strength that they are 
easier to compute than full-information statistics and provide an “elegant conceptual bridge 
toward full-information fit statistics” (Rupp et al., 2010, p. 275). 
Limited-information goodness-of-fit statistics have been increasingly used recently, 
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within the context of CDMs. For example, de la Torre and Douglas (2004) report model fit 
evaluations using bivariate information in the form of item-pair association measures. Templin 
and Henson (2006) expand upon this idea by using resampling methods to provide a p-value for 
their test statistic, which was the root mean squared error (RMSE) for the model between 
predicted tetrachoric correlation matrix and the observed tetrachoric correlation matrix between 
all pairs of items. This method is a combination of the methods of de la Torre and Douglas 
(2004) and the Monte Carlo goodness-of-fit procedures, using the RMSE for the discrepancy 
between model-predicted and observed item association for each item pair and an associated 
bootstrap p-value, using the methods of the resampling procedure. The average RMSE that 
summarizes the overall discrepancy between observed and model-predicted item association 
should be small if the CDM adequately fits the data.  
In this chapter of the dissertation, Monte Carlo simulation was conducted for all the 
three test data sets to generate 100 simulated data sets for each of the 14 model applications (300 
replications for the LCDM for three test data sets, which resulted in 2000 simulated data sets 
total). These 100 data sets were re-estimated by each of the CDMs, from which tetrachoric 
correlations were obtained as a measure of item association for the observed and model-
predicted probabilities to evaluate the fit of the models. The RMSE was computed subsequently 
by calculating the squared differences of these correlations between observed and model-
predicted probabilities (i.e., Reading has 38 items, hence 703 differences; Listening, 33 items, so 
528 differences; and ECPE Grammar, 28 items, thus 378 differences) and obtaining the squared 
root of the average of these differences for each Mplus output. 
These fit statistics are considered absolute indices that serve as initial screening tools for 
the analysts. Subsequently, the relative fit of multiple CDMs can play a more critical role when a 
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set of CDMs have been determined based on the absolute fit, as the relative fit indices can further 
narrow down the scope of candidate CDMs and more precisely pinpoint the best CDM(s) 
ultimately. 
The most commonly used fit statistics for this purpose are information criteria, AIC 
(Akaike’s information criteria) and BIC (Bayesian information criteria), the two most commonly 
used information criteria. They are called information criteria because their theoretical derivation 
is from the definition of statistical information in models. Both AIC and BIC represent statistical 
compromises between model fit and model parsimony, which means that overly complex models 
that produce only a small improvement in fit compared to much simpler models will be 
penalized. For both of these statistics, lower values are desirable (Rupp, et al., 2010).5 
 
3.6.3.2. Results  
3.6.3.2.1. Indices Based on the Original Output 
After estimating each CDM for all three language assessment data, the original RMSE’s 
were first computed as a reference point to be compared to the multitude of RMSE’s that will be 
obtained from a Monte Carlo simulation study. The following table provides the RMSE values 
for the original data analyses of the 14 model applications, which were computed from the 
squared root of the average of the squared differences between the tetrachoric correlations (as a 
measure of item association) for the observed and model-predicted probabilities. 
One salient point to note about all these values is that they are very small (0.004-0.03), 
which seems to be significant in examining the model fit. Considering a typical cut point used 
                                            
5
 Both criteria can be represented by the equation, information criterion = -2 ln(L) + kp, where L is the log-
likelihood value found in the CDM analysis and p is the total number of item and structural parameters in the CDM. 
The definition of AIC and BlC differs only in terms of the term k. For the AIC, k is always equal to 2. For the BlC, k 
is equal to the log of the sample size (i.e., k = ln(n)).  
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for assessing model fit using the RMSE is 0.05, all the original RMSE values are much smaller 
(0.004-0.03), suggesting that all the models are reasonable for the given test data sets (Henson & 
Templin, 2007), except the NIDO for the TOEFL Reading, which did not achieve estimability for 
the original data. Furthermore, out of these small values, we find that the RMSE’s for the LDCM 
and C-RUM are the smallest, implying their better fit to all these language test data.  
Table 4  
RMSE Values in the Original Data Analyses 
 TOEFL Reading TOEFL Listening ECPE Grammar 
LCDM 0.0124323665 0.0105772004 0.0040076259 
C-RUM 0.0125697416 0.0105682663 0.0040022545 
DINA 0.0129625093 0.0112334305 0.0044869180 
DINO 0.0140571642 0.0111417450 0.0046988615 
NIDO Not estimable 0.0297925175 0.0098984630 
 
Relative fit indices are also generated in the Mplus output during the data estimation 
process, so there is no need to compute them separately. Considering the functioning of each 
CDM which will be examined in detail in the next section, these information criteria (AIC, BIC, 
and sample-size adjusted BIC) seem to provide very crucial and decisive evidence for choosing 
the most appropriate CDM(s) for the given test data sets in this study. As seen in the following 
table, it is clear that LCDM and C-RUM are the best fit among all the CDMs for all three test 
data sets, as their values of the indices (AIC/BIC) are consistently the smallest across all the data. 
Overall, interesting common patterns exist in all the different language test data: First, the 
indices of LCDM and C-RUM are the smallest; Second, the values for DINA and DINO are 
close to each other and larger than LCDM and C-RUM regardless of the test data; Lastly, it is 
NIDO that yields the largest values indicating the worst fit of all, except for the ECPE Grammar 
for which neither DINO nor NIDO is clearly better than the other. Most of all, the commonality 
is striking in supporting the optimality of LCDM and C-RUM for all these data, which explains 
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the nearly identical behaviors of the two CDMs which will be examined next. 
Aside from these indices for the fit of the model to the data, the entropy of a model, 
another absolute fit statistic, provides a measure of classification uncertainty. Though Mplus 
reports relative entropy, a value of 1.00 means all examinees have been classified with complete 
certainty (good fit), whereas value of 0.00 means all examinees are classified with equal 
probabilities for all classes (poor fit) (Rupp et al., 2010). The reported values in this study range 
from 0.652 to 0.869, indicating a fairly good classification certainty. One notable point that 
deserves attention in the table is that the entropy for NIDO on TOEFL Reading is 0, which is 
consistent with the fact that the CDM did not work for these data and could not estimate the 
structural part of the model.  
Table 5  
Information Criteria (Relative Fit Indices) for the Three Test Data 
* TOEFL Reading (missing data treated as 0) 
 LCDM C-RUM DINA DINO NIDO 
No. of free parameters 113 102 91 91 53 
Akaike (AIC) 107771.259 107780.679 108136.626 108145.893 120991.370 
Bayesian (BIC) 108438.906 108383.334 108674.289 108683.556 121304.515 
Adjusted BIC 108079.869 108059.248 108385.153 108394.420 121136.117 
Entropy 0.740 0.731 0.755 0.742 0.000 
 
* TOEFL Listening (missing data treated as 0) 
 LCDM C-RUM DINA DINO NIDO 
No. of free parameters 99 90 81 81 52 
Akaike (AIC) 90412.852 90409.146 90754.779 90871.571 91568.016 
Bayesian (BIC) 90997.783 90940.901 91233.358 91350.150 91875.252 
Adjusted BIC 90683.228 90654.942 90975.996 91092.787 91710.032 
Entropy 0.840 0.843 0.869 0.865 0.824 
 
* ECPE Grammar 
 LCDM C-RUM DINA DINO NIDO 
No. of free parameters 81 72 63 63 38 
Akaike (AIC) 85641.425 85633.515 85808.982 85966.745 86002.080 
Bayesian (BIC) 86125.807 86064.076 86185.723 86343.487 86229.321 
Adjusted BIC 85868.440 85835.306 85985.549 86143.313 86108.581 
Entropy 0.672 0.676 0.711 0.700 0.652 
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3.6.3.2.2. Indices Based on the Simulation Study 
After examining the model fit indices that are readily presented in the Mplus output of 
the original data analyses, a combination of the methods was adopted to find a measure of 
absolute fit of the CDMs. For this task, a simulation study was launched as explained in detail in 
the above.  
Item-pair tetrachoric correlations and their RMSE’s were obtained from the estimated 
output of the simulated data sets that were generated through the Monte Carlo simulation. For 
each of the 14 model applications in this study, 100 simulated data sets were generated and each 
of these 100 datasets was re-estimated by the corresponding model, totaling all 1400 datasets to 
re-estimate. For the LCDM, additional 200 replications had to be simulated again for each of all 
three test data, TOEFL Reading, Listening and ECPE Grammar, because the LCDM did not yield 
full 100 out files, when estimating the simulated data. That is, many of the LCDM out files did 
not have full information including Bivariate Fit section. Other models yielded 100% normal out 
files. Thus, for the LCDM, 300 data sets were simulated for each of the three test batteries, as the 
only solution for the above situation is to run more simulations (or increase the number of 
iterations for the EM algorithm, Templin, personal communication). 
In order to do the Monte Carlo simulation, it took from about 15 hours (in the case of 
DINA or DINO for ECPE) to about 16 days (LCDM for TOEFL reading), depending on the 
complexity of the model and the type of the data set (TOEFL Reading, Listening, or ECPE 
Grammar) with most models taking a few days on a desktop computer with 2.13 GHz processor 
and 2 GB of memory. However, as for the LCDM, 300 samples instead of 100 were simulated so 
the time needed was tripled to complete the Monte Carlo simulation, taking more than a month 
for the TOEFL Reading and Listening test data. Subsequently, about the same amount of time 
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was required to re-estimate these 100 data sets generated by the Monte Carlo simulation, taking 
from 10 hours up to as long as 35 days (LCDM for TOEFL reading). Thus, the caveat of this 
method of evaluating model fit turns out that it takes much longer to assess the fit of a CDM than 
to estimate the model itself. In this case, the original data analyses took from 12 minutes to as 
long as 2 hours and 49 minutes (in case of the LCDM for the TOEFL Reading, as it was the most 
complex CDM with the largest number of items).  
Based on the theory for combining a goodness-of-fit statistic (the RMSE for the 
discrepancy between model-predicted and observed item association) and an associated bootstrap 
p-value indicating the probability that such a result is extreme when compared with data 
generated from a similar model, tetrachoric correlations using Pearson's approximation (Divgi, 
1979) were first computed, using bivariate fit information for each item pair found in the Mplus 
output.6 
I subsequently calculated the squared differences of these correlations between H1 
(=observed probabilities) and H0 (=model-predicted probabilities) and obtained the average of 
these differences (i.e., Reading has 38 items, hence 703 differences; Listening, 33 items, so 528 
differences, and ECPE Grammar, 28 items thus 378 differences) to get the final RMSE for each 
Mplus output. The result was that, for both TOEFL Reading and Listening, all tetrachoric 
RMSE’s for all the models were smaller than the corresponding original RMSE provided in 
Table 4, resulting in very small p-values which indicates that what is observed in the original 
analyses is not very typical for data simulated from the estimates. That is, the small p-values 
indicate that the original RMSE values in Table 4 are located at the tail end of the distribution of 
RMSE values observed through Monte Carlo simulation. 
                                            
6
 r(tet) = cos (pi/(1 + sqrt(BC/AD)), where C = Category 1 & Category 1 (for each item pair); A = Category 1 & 
Category 2; D = Category 2 & Category 1; B = Category 2 & Category 2. (Category 1 is 0 for an incorrect answer; 
Category 2 is 1 for the correct answer.) 
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These results, however, do not quite match the theoretical logic that was posed by 
Templin and Henson (2006), as the p-values imply the RMSE’s in the original analyses are 
extreme compared to the values obtained from the data generated through simulation, while the 
ideal scenario is that the original RMSE values are located not far from the center of the 
distribution of RMSE values obtained from the simulated data.  
On the contrary, for the ECPE data, the p-values on the RMSE values were not as 
extreme as those for both of the TOEFL data sets, ranging from 0.2 to 0.6713 for the LCDM, C-
RUM, DINA and DINO models. However, it is the opposite in case of the NIDO: the RMSE 
values for 100 datasets were larger than the original one, which is supposed to mean that the p-
value is 1.0, indicating that the RMSE of the original data analysis is at the very left end of the 
distribution of RMSE values observed through Monte Carlo simulation. Considering the NIDO 
proved to be the worse fit for all three data sets in terms of the functioning and the information 
criteria (AIC, BIC, and sample-size adjusted BIC) examined previously, this result is not 
trustworthy at all, if the p-value indicates a complete acceptance of H0 (the model-predicted 
probabilities).  
Though the p-values do not exactly match the ideal level of values for both of the 
TOEFL data and the ECPE, one possible reason for this less than expected result in the overall p-
values might be that the number of simulation is too small (300 for LCDM and 100 for the 
specific four models). This suspicion seems to be supported by Templin and Henson’s study 
(2006) where they simulated 800 samples. This means that p-values that can serve as an 
indication of the model fit can only be obtained if more samples are generated and analyzed. 
However, if looking at this from the opposite perspective, the RMSE values for the 
simulated samples tend to get larger than the original RMSE as the model fit gets worse as in the 
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case of ECPE. Considering the smaller the RMSE is, the better the fit of the model, the 
increasing RMSE values seem to imply the unsuitability of the NIDO for the ECPE data. This 
also makes sense for both of the TOEFL data because all the p-values computed from the 
simulated samples are much smaller than the original RMSE, implying proper fit of the CDMs. 
Regardless of these empirical p-values on the RMSE’s for comparing the observed and 
predicted correlation matrices, it should be noted once again that the absolute values of the 
original RMSE’s are extremely small (0.004-0.03), far short of the usual cut point of 0.05. The 
RMSE’s for the simulated samples are even smaller, suggesting that the simulated data sets 
generated from the estimated parameters of the original data also support the fit of the CDMs.   
 
3.6.3.2.3. Investigation of Guessing Parameter Estimates 
To evaluate the model fit to the data, a simple inspection of the guessing parameters of 
the DINA was also conducted. As we see in Table 6, exactly half of the items (19) have guessing 
parameters greater than 0.5 in the TOEFL Reading, 13 out of 33 items in the TOEFL Listening 
and 19 out of 28 estimates are higher than 0.5 and several are even more than 0.7 in the ECPE 
Grammar. Though no exact cutoff criteria can be applied to judge the proportion of items with 
high guessing parameters, we can suspect that the DINA model does not fit the test data very 
well, particularly, the TOEFL Reading and ECPE Grammar, as (more than) half of the items 
have a high guessing parameter (Liu, Douglas & Henson, 2009).  
 
3.6.4. Comparison of the Functioning  
 In the previous section, we found that both the LCDM and the C-RUM are the best 
models for all three sets of language data, according to the RMSE’s of the original data analyses 
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Table 6  
Guessing Parameters Estimated by the DINA7  
Items Guessing (TOEFL Reading) Guessing (TOEFL Listening) Guessing (ECPE Grammar) 
1 0.30429 0.71347 0.706012 
2 0.47998 0.20677 0.735084 
3 0.54214 0.60176 0.437991 
4 0.57355 0.030587 0.479080 
5 0.36784 0.53150 0.762358 
6 0.57454 0.18085 0.716267 
7 0.42916 0.75891 0.544066 
8 0.51396 0.41536 0.813521 
9 0.68077 0.40306 0.533753 
10 0.28044 0.50608 0.484923 
11 0.03528 0.45891 0.556033 
12 0.61298 0.15998 0.194443 
13 0.86144 0.32853 0.634276 
14 0.58620 0.049298 0.518024 
15 0.31820 0.39677 0.747777 
16 0.20606 0.44022 0.549008 
17 0.20512 0.38132 0.818115 
18 0.20506 0.33359 0.728384 
19 0.82536 0.49792 0.471200 
20 0.81533 0.011671 0.238672 
21 0.55352 0.39329 0.621572 
22 0.61064 0.64630 0.319173 
23 0.50812 0.56078 0.656881 
24 0.50480 0.56589 0.334337 
25 0.12865 0.55413 0.512874 
26 0.28619 0.66706 0.554066 
27 0.35715 0.54788 0.267143 
28 0.53541 0.66454 0.657630 
29 0.51787 0.39469 N/A 
30 0.52061 0.13921 N/A 
31 0.24338 0.36198 N/A 
32 0.30221 0.22813 N/A 
33 0.48151 0.39848 N/A 
34 0.53023 N/A N/A 
35 0.30200 N/A N/A 
36 0.62859 N/A N/A 
37 0.24274 N/A N/A 
38 0.007032 N/A N/A 
 
and the simulation study as well as the different indices of information criteria, AIC, BIC and 
sample-size adjusted BIC. Based on this information, the empirical functioning of each model 
                                            
7
 These values are from running the software, Ox, a package for the DINA model. The Mplus output necessitates 
additional computation to get the guessing and slipping parameters. 
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will be examined to see how compatible it is with these fit indices. The focus will be scrutinizing 
the behaviors of the LCDM and C-RUM to see if they are congruent with the multiple fit indices 
previously examined. Furthermore, in order to answer research questions 2 and 3, the behavior of 
each model will be compared to the functioning of the LCDM in this section.  
 
3.6.4.1. Comparison of Proportions of Mastery Patterns 
Based on the multiple indices of model evaluation, proportions of skill mastery profiles 
classified by different CDMs are first examined in this section. Table 7 and 8 and Figure 2-4 
show the proportions of examinees classified into the possible skill mastery profiles in the 
analyses of the five CDMs for the three test data sets. For both of the TOEFL data sets, there 
exist observable similarities across the classification results of all the CDMs. That is, all the 
models classified a major portion of the examinees into the three skill mastery profiles: class 1 
(non-master of all skills, 0000), class 16 (master of all skills, 1111), and class 15 (master of all 
but Skill 4, 1110), with an exception of DINA on profile 15 in the Reading and the DINA and 
DINO on class 15 in the Listening. Besides the two profiles at both ends, i.e., profiles 1 and 16, 
the prevalence of class 15 seems to mean that Skill 4 is the most difficult attribute to many 
examinees in both TOEFL tests (i.e., Synthesizing and Organizing Information for Reading and 
Connecting Ideas for Listening).  
For the TOEFL Reading, DINA behaves aberrantly, while the other three CDMs respond 
similarly in terms of the three dominant skill mastery profiles (1, 15 and 16). This might be 
because the DINA is the only non-compensatory CDM out of the four in the analysis of the 
TOEFL Reading. Regarding the Listening data, another interesting pattern is that the two pairs of 
the LCDM/C-RUM and DINA/DINO seem to act in a very similar way within each pair. This 
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pattern appears conspicuous in the three major mastery profiles of 1, 15 and 16, where each pair 
of LCDM/C-RUM and DINA/DINO classifies similar portion of examinees into each category, 
while it is the NIDO this time that behaves the most deviantly. 
 Another classification difference between both data is that, unlike the Listening test data, 
where each of the remaining 13 mastery profiles accounts for less than 5% of the examinees, the 
Reading data have around 5% of the test-takers classified into each of the four classes: 2 (0001), 
6 (0101), 7 (0110), and 14 (1101).   
 The classification for the ECPE Grammar data is more varied. While the majority of the 
examinees are also classified into the two extreme profiles of class 1 (non-master of all three 
attributes) and class 8 (master of all three attributes), a considerable portion of examinees are 
also rated into class 2 (001; about 13%) and class 4 (011; about 18%). This also seems to indicate 
that Attribute 1 (Knowledge for Morpho-syntactic form) is the most difficult to master to many 
ECPE test-takers. Looking at the classification pattern for the ECPE more in detail, while the 
identical behavior between the LCDM and C-RUM is constant, the DINA/DINO seem to act 
together on the classes 1, 2 and 8 but differently on the mastery profile of 4. In this test data set, 
the NIDO appears to respond very similarly to the LCDM/C-RUM on the classes 1, 3, 4, and 5 
but very differently on the mastery profiles of 2 and 8. 
 Comparing the proportion of examinees classified into all the skill mastery profiles 
across the five different models within each test data, we see an interesting pattern emerging 
across all three test data sets. The striking commonality across the different test data sets is that 
the LCDM and C-RUM behave nearly the same way, classifying almost identical proportion of 
test-takers into each mastery profile or class. This is an exact match with the fit indices 
represented with the RMSE’s and information criteria we saw in the above section.  
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Table 7 
Proportions of Skill Mastery Profiles for TOEFL Reading and Listening  
 TOEFL Reading TOEFL Listening 
Skill 
Mastery 
Profiles 
LCDM C-RUM DINA DINO LCDM C-RUM DINA DINO NIDO 
1 0.28177 0.27831 0.17515 0.37774 0.31856 0.3233 0.34951 0.37384 0.29645 
2 0.06357 0.06935 0.18307 0 0.00621 0.00229 0 0.00144 0.01348 
3 0.00662 0.00673 0.00263 0.00182 0.02391 0.02426 0.01648 0.02147 0.0239 
4 0 0 0.00434 0.01229 0 0 0.00607 0.00239 0 
5 0 0 0 0.0269 0 0 0 0.00302 0 
6 0.05326 0.05312 0.02951 0.01693 0 0.00053 0 0.00116 0.00025 
7 0.05696 0.05735 0.00553 0.01956 0.01462 0.01499 0.0191 0.02908 0.00591 
8 0 0 0.02968 0.01959 0.00036 0 0.01032 0 0 
9 0.01584 0.01516 0.02864 0.03117 0.00514 0.00333 0 0.00845 0.01474 
10 0.02874 0.0283 0.01947 0.00256 0 0 0.00118 0 0 
11 0.01003 0.01032 0.0089 0.00292 0.0418 0.04103 0.0263 0.00699 0.02984 
12 0 0 0.00475 0.00066 0 0.0002 0.00084 0 0 
13 0.00147 0.00338 0 0.03857 0.00465 0.0045 0.00477 0.00765 0.00114 
14 0.04625 0.04507 0.04517 0.00179 0 0 0.00379 0 0 
15 0.24785 0.22723 0.00803 0.22426 0.18397 0.18588 0.03438 0.03459 0.33306 
16 0.18765 0.20569 0.45515 0.22325 0.40079 0.3997 0.52727 0.50993 0.28123 
. Note.* TOEFL Profile (Class) [1] = 0000; [2] = 0001; [3] = 0010; [4] = 0011; [5] = 0100; [6] = 0101; [7] = 0110;  
[8] = 0111; [9] = 1000; [10] = 1001; [11] = 1010; [12] = 1011; [13] = 1100; [14] = 1101; [15] = 1110; [16] = 1111  
* Reading Skill (Attribute) 1 = Understanding Word Meaning; 2 = Understanding Specific Information; 3 = 
Connecting Information; and 4 = Synthesizing and Organizing Information. 
* Listening Skill (Attribute) 1 = Understanding General Information; 2 = Understanding Specific Information; 3 = 
Understanding Text Structure and Speaker Intention; and 4 = Connecting Ideas.  
 
Table 8 
Proportions of Skill Mastery Profiles for ECPE Grammar 
Skill Mastery Profiles LCDM C-RUM DINA DINO NIDO 
1 0.30074 0.29848 0.34258 0.38442 0.29746 
2 0.12898 0.13407 0.06302 0.05143 0.19624 
3 0.01192 0.01687 0.00988 0.06323 0.01538 
4 0.17508 0.17676 0.09345 0.05205 0.1835 
5 0.00874 0.0132 0.00037 0.0139 0.01905 
6 0.01815 0.0101 0.04121 0.01394 0.00556 
7 0.01079 0.00299 0.01356 0 0.00399 
8 0.34561 0.34753 0.43594 0.42102 0.27883 
Note.  
* ECPE Profile [1] = 000; [2] = 001; [3] = 010; [4] = 011; [5] = 100; [6] = 101; [7] = 110; [8] = 111 
* Skill 1 = Knowledge for Morpho-syntactic form; 2 = Know. for Cohesive form; 3 = Knowledge for Lexical form  
 
 Following the investigation of proportions of examinee classification where identical 
results between the LCDM and C-RUM have been found, agreement statistics are examined in 
the next section, by matching the LCDM and each of the remaining four CDMs.   
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Figure 2. Proportions of 16 Skill Mastery Profiles for TOEFL Reading.  
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Figure 3. Proportions of 16 Skill Mastery Profiles for TOEFL Listening.  
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Figure 4. Proportions of Skill Mastery Profiles for ECPE Grammar. 
 
3.6.4.2. Agreement for Individual Skill Profiling: Kappa Statistics 
In order to see how much the skill mastery profiles of examinees agree with each other 
between the LCDM and each of the remaining models, Cohen’s Kappa was computed, by 
juxtaposing the classification profiles of all the examinees (2720 for the TOEFL and 2922 for the 
ECPE). Fleiss’s Kappa was also calculated for the overall agreement across all the models 
estimated for each data set. Looking over the values of Kappa, the agreement between the 
LCDM and the C-RUM across all three test data is very salient, resulting in 98-99% agreement 
between these two models. This outcome was quite expected based on the results of the 
comparison of proportions of mastery patterns in the above section. 
The agreement, however, goes down to as low as 78% in the case of the LCDM and the 
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DINO for the ECPE Grammar, which means that about 22% of the examinees are classified 
differently between these two CDMs. If we think one fifth of the examinees is a considerable 
percentage for a possible misclassification of the test-takers in identifying their skill mastery 
profiles, the selection of an optimal CDM(s) seems a very important task before adopting one 
CDM. 
Table 98  
Kappa Statistics for Classification Agreement among CDMs 
 
 TOEFL Reading TOEFL Listening ECPE Grammar 
Overall Kappa (Fleiss) 0.3302 (SE=0.0036) 0.6837 (SE=0.0042) 0.7027 (SE=0.0037) 
LCDM & C-RUM 0.9795 (SE=0.0160) 0.9915 (SE=0.0178) 0.9753 (SE=0.0154) 
LCDM & DINA 0.8142 (SE=0.0154) 0.8960 (SE=0.0180) 0.8077 (SE=0.0158) 
LCDM & DINO 0.8555 (SE=0.0164) 0.8560 (SE=0.0180) 0.7764 (SE=0.0160) 
LCDM & NIDO N/A 0.9062 (SE=0.0177) 0.8380 (SE=0.0150) 
 
3.6.4.3. Univariate Analyses of Mastery Probabilities at Attribute Level 
There are three major findings from the univariate probability distributions of individual 
skills of the entire examinees. First, the distributions of mastery probabilities of all the three or 
four skills bear a striking resemblance between the LCDM and the C-RUM in all the three data 
sets, which is consistent with the highest Kappa values and proportions of mastery patterns we 
saw in the previous sections.  
Second, as Lee and Sawaki explain in their paper (2009), the shapes of the distributions 
provide an indication of the separability (or discriminability) of masters and non-masters on each 
skill. When the two categories of master versus non-master are determined at a cutoff skill 
mastery probability of 0.5, we would want very few examinees to be associated with skill 
mastery probabilities around 0.5 in order to have as clear as possible examinee classification into 
                                            
8
 Landis and Koch (1977) characterized values 0–.20 as indicating slight agreement, .21–.40 as fair, .41–.60 as 
moderate, .61–.80 as substantial, and .81–1 as almost perfect agreement. Fleiss's guidelines (1981) characterize 
Kappas over .75 as excellent, .40 to .75 as fair to good, and below .40 as poor. 
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the two categories. In this situation, the univariate distributions become U-shaped, where the 
majority of the examinees have skill mastery probabilities close to 1 (master) or 0 (non-master).  
From this perspective, Attribute 4 (Synthesizing & Organizing) considerably deviates 
from this U-shaped pattern in all the four model applications in the TOEFL reading, indicating 
that Skill 4 is not estimated as well as the other three skills in all these models. Moreover, the 
distributions of Skill 4 in the four models look completely different from one another, unlike the 
other three attributes, except the aforementioned similarity (close to identicalness) between the 
LCDM and the C-RUM. However, among these deviations from the U-shape, the LCDM and the 
C-RUM have more affinity to the U-shape, having the most examinees around both ends of the 
X-axis, whereas the DINA and DINO overestimates and underestimates the mastery probability 
of Reading Skill 4, respectively.  
Third, all four skills in the Listening and all three skills in the ECPE Grammar seem 
pretty well estimated by all five CDMs, based on their U-shaped distributions. However, the 
NIDO model seems to give the least reliable estimation especially for the Listening Skill 4 
(Connecting Ideas) whose distribution disagrees with the U-shape the most, while in the ECPE, it 
is Skill 1 (Morpho-syntactic knowledge) that departs the most from the U-shaped pattern. This 
casts a doubt on the fit of the NIDO for the TOEFL Listening and the ECPE Grammar.  
In all these patterns, it seems we can come to a general conclusion about univariate 
distributions of a CDM. That is, the better the model fit to the data, the closer to the ideal U-
shape the probability distribution of each attribute looks. Another important point is that the 
better the model fit is, the better the univariate distribution reflects skill difficulties, meaning if 
the attribute is difficult to master (e.g., the average mastery probability is lower than 0.5), more 
test-takers should cluster around the probability 0, instead of 1, as is seen in the case of Reading 
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Skill 4 on the LCDM and the C-RUM, while the DINA and DINO fail to do so. (For the mastery 
probability of each attribute, see Table 10 below.)  
Table 10  
Average Mastery Probabilities of Each Attribute Estimated by Different CDMs 
 CDM Attribute 1 Attribute 2 Attribute 3 Attribute 4 
LCDM 0.54 0.59 0.51 0.38 
C-RUM 0.54 0.59 0.51 0.40 
DINA 0.57 0.57 0.52 0.77 
DINO 0.53 0.57 0.50 0.28 
TOEFL 
Reading 
Average 0.545 0.58 0.51 0.458 
LCDM 0.64 0.60 0.67 0.41 
C-RUM 0.63 0.61 0.67 0.40 
DINA 0.60 0.60 0.64 0.55 
DINO 0.57 0.59 0.60 0.51 
NIDO 0.66 0.62 0.67 0.29 
TOEFL 
Listening 
Average 0.62 0.604 0.65 0.432 
LCDM 0.39 0.54 0.67 
C-RUM 0.37 0.54 0.67 
DINA 0.49 0.55 0.63 
DINO 0.45 0.54 0.54 
NIDO 0.31 0.48  0.66 
ECPE 
Grammar 
Average 0.402 0.53 0.634 
N/A 
 
One very interesting point to note for the current test data, in particular, is that Skill 4 in 
TOEFL Reading (Synthesizing & Organizing) and Listening (Connecting Ideas) and Skill 1 in 
ECPE grammar (Morpho-syntactic knowledge) are harder to estimate than the rest of the skills, 
and it coincides with the fact that they are also the most difficult or comprehensive attributes to 
master based on the values in Table 10.  
 
3.6.4.4. Bivariate Analyses of Mastery Probabilities between CDMs 
The bivariate plots were created for a one-on-one comparison between the LCDM and 
each of the other specific models, for the purpose of answering research question 2. 
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Figure 8. Bivariate Plots of Mastery 
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The bivariate plots overall confirm the near-identical estimation results between the 
LCDM and the C-RUM as shown in the univariate distributions of individual attributes. In terms 
of individual skills, Skill 4 seems to show the most discrepancy in both TOEFL Reading and 
Listening between the LCDM and the other models. In TOEFL Reading, Skill 4 is considerably 
overestimated and underestimated by the DINA and DINO respectively and in TOEFL Listening, 
both the DINA and DINO substantially overestimate Skill 4 and NIDO underestimates it. In the 
ECPE data, it seems Skill 1 that shows the least correlation between the LCDM and all the other 
model estimations. In terms of the differences between the CDMs, it seems the DINO and NIDO 
disagree the most with the LDCM particularly in estimating Skill 1 and 3 (Morpho-syntactic and 
Lexical knowledge).  
 
3.6.4.5. NC-RUM (Fusion) vs. C-RUM 
An important question of curiosity for language test data, in particular, is whether there 
would be much difference in the analyses of compensatory and non-compensatory CDMs and  
if so, whether compensatory CDMs would be a better tool in analyzing and explaining language 
skills.  
As we have concluded so far that the LCDM/C-RUM are the best fit according to the 
model evaluation and the behavioral patterns of the models, the differences in how the NC-RUM 
(Fusion) model functions in comparison to the C-RUM as a reference point will indirectly inform 
us about the model fit of the NC-RUM to all these test data.  
Because the NC-RUM (as well as NIDA) model is difficult to reproduce in Mplus under 
the LCDM framework due to the fact that the NC-RUM interactions are very specific (Mplus 
uses logits, not probabilities and for that reason, there has to be an exponent and log 
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transformation to make it work), the fit indices we have previously examined such as the values 
of RMSE's and information criteria could not be readily produced unlike the other specific 
CDMs being compared. Thus, only the behavior of the NC-RUM (obtained from Lee and Sawaki, 
2009) and the C-RUM is compared in this section, for the purpose of identifying the differences 
in their fit to the data. 
Looking over the proportions of 16 skill mastery profiles, the most noticeable difference 
is found in the TOEFL Reading rather than in the Listening data, particularly on the skill profiles 
of 15 (1110: master of all but Skill 4) and 16 (1111). Specifically, the C-RUM assigned much 
more examinees to class 15 than the NC-RUM (23% vs. 4.5%), identifying nearly 20% more 
test-takers as belonging to class 15. In attempting to interpret this phenomenon, we can find a 
clue in the Q-matrix. Very interestingly, in the TOEFL Reading test, out of all eight questions (5, 
9 11, 22, 23, 25, 33, 38) that require Skill 4 (Synthesizing and Organizing Information), seven 
questions (all but 22: 5, 9 11, 23, 25, 33, 38) also require Skill 3 (Connecting Information) to 
solve the items successfully. The clue seems to be in the similarity of the two skills. The reason 
that the C-RUM defined far more examinees as profile 15 (1110: lacking Skill 4) is that the two 
skills, Skill 3 and 4, are very compensatory. By definition, in a compensatory model, a high 
enough level of competence on one skill can compensate for a low level of competence on 
another skill for a successful performance of a task (DiBello, Roussos, & Stout, 2007; Henson, et 
al., 2009; Roussos, Templin, & Henson, 2007). Therefore almost 20% more test-takers could 
solve these items by making up for what is lacked in Skill 4 by having mastered Skill 3, which 
the C-RUM precisely captured, while the NC-RUM could not. The NC-RUM, instead, classified 
these examinees as profile 16, a master of all four skills (1111), as in an non-compensatory 
model, getting an item right means mastering all the required skills. (The proportions of profile 
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16 for the C-RUM and NC-RUM are 21% and 41%, respectively.) 
Overall, the NC-RUM classifies more examinees to both ends of the skill profiles, i.e., 
profile 1 and 16, due to its non-compensatory modeling structure, which is also ascertained in the 
Listening test data, though to a lesser degree. 
Table 11 
Proportions of Skill Mastery Profiles of C-RUM vs. NC-RUM for TOEFL.  
 
 TOEFL Reading TOEFL Listening 
Skill Mastery 
Profiles C-RUM NC-RUM C-RUM NC-RUM 
1 0.27831 0.35 0.3233 0.32 
2 0.06935 0 0.00229 0 
3 0.00673 0.015 0.02426 0.04 
4 0 0 0 0 
5 0 0.035 0 0 
6 0.05312 0.01 0.00053 0 
7 0.05735 0.03 0.01499 0.02 
8 0 0.02 0 0.01 
9 0.01516 0.035 0.00333 0.02 
10 0.0283 0.01 0 0.01 
11 0.01032 0 0.04103 0.03 
12 0 0.01 0.0002 0.01 
13 0.00338 0.03 0.0045 0.02 
14 0.04507 0.035 0 0 
15 0.22723 0.045 0.18588 0.12 
16 0.20569 0.41 0.3997 0.445 
Note. The proportions of the NC-RUM were obtained from Figure 6 in Lee and Sawaki (2009a). 
The profiles and attributes are identical to Table 7 in this chapter. 
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Figure 11. Proportions of Skill Mastery Profiles of NC-RUM vs. C-RUM for TOEFL Reading. 
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Figure 12. Proportions of Skill Mastery Profiles of NC-RUM vs. C-RUM for TOEFL Listening. 
 
One important point to note here regarding the estimation result is that the Q-matrices 
used in this study were all optimized for the NC-RUM (Fusion model) analysis results (Sawaki, 
et al., 2009; Henson & Templin, 2007), which might lead to an expectation that the C-RUM will 
turn out very similar classification results as it is the compensatory counterpart of the NC-RUM. 
However, the results of the analyses do not support this presumption, as indicated in Figure 11 
and 12, which graphically show the contrasted results between the C-RUM and NC-RUM. 
 
3.7. Discussion 
This phase of the dissertation has examined the different behaviors of the five CDMs 
with the given language test data as well as their model fit indices, in order to find the optimal 
CDM(s) for language performance data that assess three major language skill domains of reading, 
listening and grammar. As the LCDM is a general model that will fit the best out of all the CDMs, 
owing to the flexibility of the model that allows the data to choose the best model for each item, 
the model comparison in this study was based on this psychometric modeling foundation.  
In answering the first research question posed earlier in the chapter, the model evaluation 
based on the indices from the original analyses of the data, i.e., the item-association RMSE’s and 
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the information criteria (AIC, BIC and sample-size adjusted BIC) consistently supports the 
hypothesis that the LCDM, the most flexible general model, would provide the best fit of all the 
CDMs under comparison. More specifically, the RMSE's from the observed and model-predicted 
values of the item-pair association for all the models were well below the conventional cutoff 
criteria, while the values for the LCDM were the smallest, meaning that the discrepancy was 
minimum for the general model between the model-predicted and observed correlations.  
Furthermore, all the RMSE values from the simulated data were much smaller than the 
conventional cut criteria of 0.5, while they also showed an increase as the model fit based on the 
original RMSE’s became worse. Based on these absolute fit indices, relative indices of 
information criteria more narrowly pinpointed the best fit of the LCDM that yielded the smallest 
values across the entire test data.  
 A more detailed look at the values of the information criteria answers the second 
research question about which modeling structure in terms of placing atypical response 
parameters (at the item level or attribute level) is better for the given test data. As the sizes of the 
values invariably denote that the degree of the fit of the models follows the order, LCDM=C-
RUM>DINA>DINO>NIDO, the NIDO proves to be the least good fit of all, which seems to 
indicate that attribute-specific parameters that are equal in all the items do not at all capture the 
inherent patterns of the response data used in this study. Because all parameters of the NIDO 
model are specified for attributes and restricted to equality across items, it seems this modeling 
feature of the NIDO is not compatible with the differing diagnostic quality of each individual 
item of the language tests examined in the study.   
Furthermore, as both the DINA and DINO fit the data better than the NIDO, it appears to 
say that the modeling structure of the DINA/DINO fit the entire data better than the NIDO. That 
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is, the atypical response parameter estimates vary more across items rather than attributes. 
Indeed, the idea of different items having unique guessing and slipping parameters, regardless of 
the attributes assigned to each item (even with the same combination of skills for the items) 
appeals more to our intuition than the idea of items having equal guessing and slipping 
parameters if the attribute combinations on the items are the same, as the NIDO represents. 
However, better yet, the C-RUM presented the best fit of all along with the LCDM. This 
seems to be attributable to the two different features of the model. First, the model is 
compensatory and second, the response behavior is modeled separately for each combination of 
item and attribute, without imposing any equality constraints across either items or attributes. 
These modeling features seem especially important for language test data, compared to other 
knowledge domains such as mathematics where non-compensatory CDMs such as DINA are 
considered more appropriate (Roussos, et al., 2007). This disparity in the optimal CDMs in 
different knowledge domains comes from the different scope of the task, as the scope of a 
language task is much wider and thus relies much more on alternative combinations of required 
attributes.   
The functioning of the C-RUM evidences this very consistently by showing surprisingly 
identical behaviors with the LCDM in every way, which is an eye-opening finding to language 
testers. Details of the identical responses of the LCDM and C-RUM to each of all three data sets 
were examined with the Kappa statistics, the proportions of skill mastery profiles, the univariate 
analyses of skill mastery probabilities at each skill level and the bivariate analyses between each 
pair of the models. They unanimously indicate that both of the models are the best fit for all three 
sets of language test data, TOEFL Reading and Listening and ECPE Grammar.  
As explained earlier, the LCDM can function both as a compensatory and non-
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compensatory model even for one single test data, as it flexibly adapts to each item based on the 
significance of the interaction term between attributes on an item. The C-RUM is, however, a 
completely compensatory model and the fact that it behaved exactly the same way as the LCDM 
strongly suggests that language ability is very compensatory. In fact, there is a body of research 
dedicated to uncover the compensatory nature of language ability (Durgunoglu, 1988; Field, 
1998; Kim & Goetz, 1994; Lahuerta, 2011; Stanovich, 1980; Vandergrift, 2007; Yamashita, 
2002).  
However, it is worth noting that the other selected models did not fit as well as the C-
RUM even though they were also compensatory. In fact, another compensatory CDM, the NIDO 
was even the worst fit, worse than the non-compensatory CDM, the DINA. This seems like 
evidence that other essential modeling schemes (at what level atypical parameters are modeled 
and whether or not equality constraints are imposed) also considerably impact the fit of the 
models to the language test data besides the compensatory feature of a CDM, which renders an 
answer to the final research question. 
Lastly, the C-RUM classified examinees differently from the NC-RUM (Fusion) model, 
in terms of their skill mastery profiles, which deserves our attention, because recent empirical 
studies conducted in language assessment all used the (reduced) NC-RUM (Fusion) model. 
Considering that in the case of the TOEFL Reading, the difference in the proportions of the test-
takers classified into their profiles went up to about 20%, the discrepancy between the two 
CDMs does not seem negligible, especially when the number of examinees exceeds a few 
thousand, where a 10% difference could mean a few hundreds respondents misplaced or 
misclassified into wrong profiles. After all, psychological measurement or assessment (including 
language testing) is one of the fields where even micro level of precision matters and as such, 
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labeling as many as a few hundreds test-takers amiss is definitely a consequence less than 
desirable. In this sense, paying a closer attention to the functional differences between these two 
CDMs, which are the compensatory and non-compensatory counterparts, seems well worth the 
time. Even though existing statistical indices say that the NC-RUM (Fusion) fits language test 
data adequately, it is obvious that there are CDMs that are more ‘adequate’ for language test data.  
 
3.8. Conclusion 
Among so many CDMs recently developed and proposed, it is only natural to get to 
wonder which CDM(s) is the most appropriate especially for language testers to use. The present 
study tries to answer this inquiry as well as some concerns about using only one or two particular 
CDMs for language test data. In sum, it has found that the most flexible general model (LCDM) 
presents the best fit to the data along with the C-RUM model for all the language test data used 
in the study. This finding seems more significant if we consider these data represent the major 
language abilities, i.e., reading, listening and grammar, which are most commonly assessed 
whether in the context of large-scale assessments or institutional tests.  
Based on the outcome of the research, a strong argument is put forth that, in the recent 
trend of model development in cognitive diagnosis, it will be more valid and reliable to use a 
type of general CDM which has more accommodating modeling properties, rather than apply a 
specific model that can be subsumed under an overarching modeling framework. The general 
model, LCDM, works better both in accuracy and more importantly in flexibility and thus has 
replaced the sub-models because, within its general modeling structure, each specific sub-model 
is fitted for each item that appears on the same test. In other words, the LCDM can be used as a 
method to identify reasonable models for each of the items (Henson, et al., 2009). The findings 
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in this study provide solid empirical evidence that empowers this psychometric underpinning. 
What seems to remain for future research is a comprehensive investigation across 
different general CDMs such as the GDM, LCDM, and G-DINA. It would be interesting to see 
whether or not these general CDM frameworks will respond similarly or how differently they 
classify the examinees according to their skill mastery profiles. What would be challenging in 
this case will be obtaining common model fit indices that can be readily compared among these 
frameworks and thus render an immediate judgment on the fit of the models. Even without any 
statistical model evaluation, however, a functional comparison would be enough to provide 
interesting insights into the interactions between these models and language assessment data.  
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CHAPTER 4: Implementation of CDA in the French Placement Test 
As elaborated in the first chapter, the significance of the FPT project is manifold. In this 
chapter, each step of implementing CDA in the French Placement Test will be thoroughly 
recorded and examined. In doing so, the multiple aspects of the significance of the study will be 
revisited as they constitute the essential components of the entire test development and CDA 
implementation endeavors. Moreover, the larger picture of the nature of collaboration or 
networking between the test developer (Stephanie Gaillard) and me as a CDA implementer will 
emerge throughout the steps of the entire chapter. Problems and issues and how they were 
addressed will also be discussed in each stage of the test creation and CDA application.  
 
4.1. Step 1: Test Development and Attribute Identification 
4.1.1. Phase 1: Sentence Construction and Refining the EIT Corpus (Pilot Study) 
In developing the EIT sentences, thirty sentences in Ortega (2002) were initially 
translated into French and checked by the French TAs for their appropriateness. Then these thirty 
sentences were codified according to a list of French attributes. On top of this, additional twenty 
sentences were created by Stephanie in order to represent major grammatical attributes in French. 
In developing the new sentences, the French textbooks that are currently in use at the UIUC were 
consulted, in order to align the constructs of the test with the contents of the classroom 
instruction. The 50 sentences are in the APPENDIX D. 
Stephanie conducted a pilot study in France as well as at the UIUC (Summer 2011) with 
native speakers and non-native speakers of French to check the item difficulty and whether they 
appropriately represent the essential attributes in the French language. 
One important procedure that was employed in this phase was the use of verbal reports 
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of the test-takers that would reveal their mental processes in performing the EIT, and thereby 
uncover the underlying attributes that are required to conduct the tasks. This procedure was 
carried out by asking several self-reflective questions such as: 
1. What did you think about the length of the sentence when you were taking the task? 
2. When taking the test, which type of sentence you thought this sentence was? Explain. 
3. When listening to this sentence, if you got the meaning right, what was the most challenging 
for you in repeating this sentence? 
4. Were there any phonological aspects (such as elision [e.g., l'ordinateur], liaison, phonological 
reduction [e.g., j’ai], gender agreement, etc) that affected your comprehension and repetition of 
this sentence? 
5. When taking this task, how did you react to the speed of the sentence? 
6. Were there any grammatical aspects (such as gender agreement, number agreement, tense, 
mood [e.g., ], etc) that affected your comprehension and repetition of this sentence? 
7. What was the most difficult in understanding the meaning of this sentence (comprehension 
aspect of the sentence)? 
8. What was the most difficult in orally repeating this sentence? 
9. Pick some sentences (at least 3) which were the most challenging for you and explain why? 
Based on the results of this pilot study in terms of the quality of the test-takers’ 
performance and their self-reflective responses in completing the EIT tasks, some changes were 
made to the initial 50 sentences in their length and the register to make them more reasonable in 
length and more casual in style. 
 In terms of the temporal space in which these verbal reports were collected, they were 
retrospective (versus concurrent) reports, in that the participants answered these questions after 
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they performed the EIT. The reports were also metalinguistic, in that the researcher asked them 
to provide additional information such as explanations (e.g., questions 2, 9). The validity of 
retrospective reports can be questioned, as they are gathered some time after the participants 
perform the task and thus they may not be accurate in their recollection of the thought processes. 
However, if the delay in time between the task performance and verbalization is short enough not 
to challenge their memory, the concern about validity can be minimized (Bowles, 2010), which 
was a case in this project when conducting interviews with the test-takers, as these interviews 
were conducted individually with each test taker immediately after the test. 
 
4.1.2. Phase 2: Workshop to Define Attributes and Grading Scale 
As examined in the earlier chapters of this dissertation, consulting the experts in 
identifying the attributes of the test items is the most essential part of attribute definition. In this 
project, this important procedure was fulfilled in a form of attribute workshop where the domain 
experts (French TAs) brainstormed to extract and validate the attributes for each item. Six French 
TA’s currently teaching at the UIUC participated in the workshop, which was conducted for 
seven hours and 20 minutes spanning two days total. During the workshop, the attributes defined 
for the 50 EIT corpus of sentences were re-adjusted, which resulted in fewer number of attributes 
that subsumed smaller grain-sized attributes initially defined. It was a very important process, 
because the TA’s were aware that the EIT sentences would be used for a CDA implementation 
and thus tried to reduce the number of attributes for better statistical estimability in the future 
data analysis. Their expertise and collaboration were crucial in that restructuring the attributes 
into larger grain-sized and smaller number of attributes could be accomplished with a consensus 
of as many as seven experts, which would certainly lead to a greater chance of psychometrical 
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estimability of data in the later phase of data analysis, as the estimability depends on the quality 
of skill definition/Q-matrix and how well the items actually measure the designated required 
skills, as mentioned previously in this dissertation. The organization of the workshop is included 
in the APPENDIX E. The definitions of the attributes are in the following table. 
Table 12  
Definitions of the Attributes (provided by Stephanie Gaillard)  
 
Attribute Definition 
Pronoun 
 
French has different kinds of pronoun: subject pronouns such as je, tu, il, elle, etc.; direct object 
pronouns such as me, te, le; adverbial pronouns such as y, en; demonstrative pronouns such as 
celui, celle, indefinite pronouns as ce, ceci, cela, stressed pronouns such as moi, toi, lui, indirect 
pronouns such as me, telui, etc. French learners need to know when to use each of them. Their use 
is linked to the grammatical function of the words in the sentence. 
Tense/Mood Like in English, French can express verb in different tenses to refer to a certain time period. The 
mood is the form of the verb that shows the mode or manner in which a thought is expressed.  
Preposition Like in English, French has prepositions which are words or groups of words that are used with a 
noun, pronoun, or noun phrase to show direction, location, time, or to introduce an object. E.g., Le 
livre est sur la table. (The book is on the table.) 
Morphology It refers to the linguistics branch which studies the word structures and their internal structures 
especially in terms of morphemes and their meanings. (It is linked with semantics as well). In this 
study, the morphology is important since French has many different morphology variations in 
relation to the different subject (masculine, feminine, singular, plural, for instance). 
Vocabulary In this study, we use vocabulary to refer to the words used in every sentence that test-takers have 
to repeat. Then the words can be of different grammatical functions such as article, noun, 
adjective, verb, proposition, adverb, etc. 
SYNTAX Syntax refers to the order of the words in a sentence. It also designates the word function in the 
sentence such as noun, verb, adverb etc.  
General The most commonly used sentence type in French is a declarative statement which follows the 
order of subject-verb-object (SVO). It is in that sense that I refer to ‘general’ for the syntax order.
  
Subordinate As its name indicates, the sentence comprises a subordinate clause which should be introduced by 
a relative pronoun such as qui, que, dont, où, lequel, etc.  
Adjective 
placement 
Contrary to the English language, French has the adjective placed (most of the time) after the verb, 
so this is a very good element on which to assess students to see if they mastered this grammatical 
rule.  
Comparative When making a comparison in French, certain words such as plus (more) and moins (less) are 
mandatory. This is a fixed grammatical construction that students need to master when they 
consider similar or different subjects or persons, for instance.  
Question There are basically three ways of asking a question in French and two of them require a different 
syntax from the declarative statement. One of them requires particular syntax using specific 
interrogative words such as ‘Est-ce que …?’ (Do …?), and the other requires the subject verb 
inversion like in English.   
Adverb 
placement 
The adverb in French does not necessarily correspond with the adverb placement in French. So it 
is this grammatical point which is assessed with this attribute sub-category. 
Negation In writing, the French negation is always composed of two parts ne + [verb]+pas. However, this 
negation can vary depending on the meaning we want to convey. For instance, Pierre ne mange 
pas de chocolat. (Peter does not eat chocolate.)/ Pierre ne mange plus de chocolat. (Peter does not 
eat chocolate any more.)/Pierre ne mange jamais de chocloat. (Peter never eats chocolate.), etc. 
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Table 12 (cont.) 
 
PRONUN-
CIATION 
French has a sound system different from English (such as nasal vowels, liaison) which must be 
respected when speaking French. Not respecting those rules can compromise comprehension of the 
message and thus create miscommunication.  
Liaison Liaison is one of the most famous phonological components in the French language. It is defined as 
“the forward syllabification of a word-final consonant to the first vowel of the following word.” 
Liaison is a very specific phenomenon in French in the sense that it appears only in some syntactic 
contexts and in those contexts liaison can be of different kind (mandatory, optional and forbidden). 
The realization of liaison always takes the sentence structure into account. “It is the results of the 
interaction of several components of the grammar, and it is also motivated by non-linguistics 
factors” (Fagyal et. al, 2006, p. 58). 
Elision Elision in French refers to the suppression of a final unstressed vowel (usually schwa [ə]) 
immediately before the following word beginning with a vowel. The term also refers to the 
orthographic convention by which the deletion of a vowel is reflected in writing, and indicated with 
an apostrophe. E.g., le + ordinateur → l’ordinateur (computer) 
La+ échelle → l’ échelle (ladder, scale)  
Fluidity When a second language learner of French speaks and s/he demonstrates a smooth and easy style, 
this aspect of fluency is defined as fluidity. This style at the highest level can be characterized by no 
undue breaks in the sentence rhythm, which could be pauses, hesitations, onomatopoeias, or 
insertions of English words.  
Intelligibility It refers to the degree to which how clear a French language learner’s speech is and how easily it 
can be understood.  
Intonation It refers to the variation of pitch (sound intensity) while speaking. It is particularly important while 
formulating a question in French because the voice must rise at the end. 
Note. SYNTAX and PRONUNCIATION are larger categories that are not specified in the Q-matrix themselves. 
The workshop was also dedicated to sharing initial ideas about a grading scale or a 
scoring system for the EIT sentences, which would be the basis for fine-grained diagnostic 
feedback. The grading scale was further developed by Stephanie, which will be discussed in 
detail in a later section.    
 
4.2. Step 2: Initial Q-matrix Construction 
The finalized seven attributes were coded for each sentence in the EIT corpus to build a 
Q-matrix which will be one of the fundamental inputs in the CDA analysis. The seven attributes 
are Syntax, Pronunciation, Pronoun, Morpho-phonology, Tense/Mood, Preposition, and 
Vocabulary.  
An alternative Q-matrix was also devised at the same time, using only four attributes 
(Syntax, Pronunciation, Morphology and Vocabulary) that are larger grain-sized. This reduced 
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set of categories of attributes was created to secure a better possibility of statistical estimability, 
considering a relatively large number of items, i.e., 50 sentences, which will likely impact the 
complexity of the model. It was this Q-matrix which was initially tried with the data (which were 
bootstrap-simulated based on the original 100 speech data). It will be explained in detail later 
how this initial Q-matrix responded to the estimation of the LCDM and how the problems that 
arose were resolved in the subsequent CDA analyses. 
 
4.3. Step 3: Data Preparation 
4.3.1. Phase 1: Original Data Collection and Grading  
Using the software, E-prime, the speech production data for the EIT were collected from 
Fall 2011 to early Spring 2012. Before data collection, all 50 sentences were pre-recorded and E-
prime was programmed to have ten different randomizations of the 50 sentences to avoid the 
order effect so that participants will be prompted to repeat the 50 sentences in ten different orders. 
To ensure that there is enough time between the end of the prompt and the time that a participant 
begins to speak (to make sure echoic memory is not employed), there was a three-second pause 
before a beep sound, which functioned as a signal that they can start a repetition (Mackey & 
Gass, 2005). Subjects listened to the one-time audio stimuli and were given only one chance to 
repeat each sentence.  
Currently the only target students of the FPT are new incoming students to the university 
who learned French before. However, the EIT data were collected from all proficiency levels to 
see if the EI task can be a valid tool of language testing for all levels of French learners. Lastly, 
some extra credit was given for participating in the study to the students taking the beginning 
level of French classes.  
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Six grading criteria independent of the attributes have been determined: Syntax, 
Pronunciation, Meaning, Morphology, Fluency, and Vocabulary. The grading scale was decided 
as a seven-point scale (from zero to six points) by the collaborator for this project in the French 
department (Stephanie) after much discussion about alternative scales with her advisor (Dr. 
Tremblay). Initially Stephanie wanted to work with a four-point grading scale but after a 
discussion with Dr. Tremblay, more diversity was considered in the grading range. Thus, based 
on the EBB scale, the scale was changed to seven-point (from zero to six points), which had an 
equal distance between adjacent scores and more clear definitions of the scores with more 
descriptors and examples to illustrate and help the raters with their job. Stephanie also benefited 
from the existing literature (Bachman & Savignon, 1986; Upshur & Turner, 1995; 1999) as well 
as feedback of her colleagues at the university and in France in creating the grading scale and 
rubric.  
Also, with the help of the computer programmer, Liam, Stephanie could have the 
existing tool, Perceive (which was originally written to do a perception experiment and collect 
precise reaction time as the subjects performed the experiment), modified to suit her needs to 
allow raters in remote locations to perform the task under conditions as controlled as possible. 
However, since all 100 speech data were graded by a sole grader, the tool was not particularly 
useful for this project as it turned out.   
 
4.3.2. Phase 2: Resampling Procedure  
The statistical estimation method of maximum likelihood estimation of CDMs works 
ideally with large sample test data. The alternative method to make the small sample size work 
can be imposing statistical constraints on specific parameters. However, in that case, the model 
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may become very restrictive., e.g., by equalizing certain parameters. To bypass this sample size 
problem in implementing CDA in a non-large scale testing context, a statistical technique of 
resampling is employed in this project of implementing CDA in an institutional test, for which 
the number of examinees usually does not reach the level of sample size that will work optimally 
with CDMs. Resampling is a revolutionary methodology that has been recently gaining attention. 
As it departs from theoretical distributions, the inference is based on repeated sampling within 
the same sample. Resampling can also be regarded as a way of simulation that must be based on 
some amount of real data. There are a few different methods of resampling such as 
randomization exact test (permutation test), cross-validation, and Jackknife. More specifically in 
this chapter, bootstrap technique is used to create multiple sets of simulated data based on the 
small-sized original sample, which, in this case, is 100 EIT French speech data. The principles of 
cross-validation, Jackknife, and bootstrap are very similar, but bootstrap is known as a more 
thorough procedure because it draws many more subsamples than the other methods (Yu, 2003). 
Because of this process of bootstrap resampling, the entire FPT project can be viewed as a 
simulation study rather than a study based on real data. This further implies that the specific 
results of the analysis in this chapter can be interpreted as one possibility among many possible 
scenarios. Furthermore, all these subsamples are ultimately pooled to create one set of large 
sample data and analyzed with the chosen CDM which is the LCDM in this project. 
Resampling techniques have been supported and justified for a number of reasons (Yu, 
2003): First, empirical-based resampling is a good alternative if theoretical distributions are 
skeptical, which require strong assumptions of both the sample and the population. Second, 
resampling is conceptually simple, which does not require sophisticated mathematical 
background to understand. Third, resampling can be recommended as a remedy for the problems 
 111 
caused by a small sample size. Specifically, small sample size may not meet the parametric, 
distributional assumptions and/or provide enough statistical power. However, bootstrapping 
could treat a small sample as the virtual population to generate more observations. Fourth, 
conversely, when the sample size is too large and virtually any null hypothesis can be rejected 
(problem of overpowering), the sample can be divided into subsets and a simple or double cross-
validation method can be applied to guarantee proper power level in research. Fifth, as it is 
important for researchers to cross-validate the result with other samples, repeated procedure in 
resampling such as cross-validation and bootstrap can be used as internal replications (Thompson 
& Snyder, 1997, as cited in Yu, 2003). Nevertheless, Yu (2003) warns that internal replication 
(simulated data) cannot be replaced with external replication (empirical data), when collecting 
more samples from the population is allowed. Lastly, classical statistical methods require random 
sampling to validate the inference from a sample to a population but some scholars (e.g., 
Edgington, 1995) argue that resampling is valid for any kind of data, including random and non-
random data. Others (e.g., Lunneborg, 2000) suggest that subsampling of non-random samples 
can at least inform us about the local description of the data and the stability of the result, even 
though use of non-random samples in resampling may not lead to an inferential conclusion.  
 Despite these arguments endorsing resampling, concerns are also found as to the validity 
of the conclusion derived from resampling procedures. One major issue is regarding bias and bad 
data. Some critics (Rodgers, 1999, as cited in Yu, 2003) challenge that when the collected data 
are biased, resampling would just repeat and magnify the unusual features of the sample and that 
confidence intervals obtained by simple bootstrapping are always biased. However, increased 
sample size and more complex bootstrap procedures can reduce the bias and, furthermore, it is 
difficult to judge whether the data are bad or biased because the underlying population 
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distribution is not usually known. Contrary to these criticisms, Yu (2003) argues that if the 
sample data are biased, classical methods face the same problem and while replications in 
resampling could partially mitigate the problem, existing procedures do not provide any remedy. 
It is certain that cautions are required to use these resampling techniques. Considering 
the facts, however, that resampling features are easily accessible nowadays in mainstream 
statistical software applications and that resampling does not completely depart from 
conventional methods, these justifications of resampling seem to deserve more attention. Still, in 
terms of the current project, the results obtained from the bootstrap procedure need to be seen as 
a possible conclusion among many possible scenarios, though the differences among many 
possibilities might only be subtle. 
 
4.3.2.1. Bootstrap Method 
Statistical inference is based on the sampling distributions of sample statistics. In most 
cases we do not know the underlying distribution from which the sample is drawn. At best we 
may suspect that the true distribution is in some family of distributions, but we generally do not 
know the parameters of the distribution. This is why we can only infer population parameters 
using a sampling distribution which is based on many random samples from the population. 
The bootstrap is a way of finding the sampling distribution from just one sample. 
Although resampling methods have been used for over 50 years, the theory of the bootstrap was 
proposed about three decades ago (Efron, 1979). According to Efron and Tibshirani (1994), “The 
bootstrap is a computer-based method for assigning measures of accuracy to sample estimates.” 
The idea is to create many resamples by repeatedly sampling with replacement from this one 
random sample (in place of many samples from the population) and compute an estimate of the 
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sampling distribution of a statistic using this one sample. Each resample is the same size as the 
original random sample. A specific statistic from all these resamples form a bootstrap distribution, 
just like the sampling distribution of a statistic collects the values of the statistic from many 
samples of the population.  
The remarkable thing about the bootstrap is that even though we only have a single 
sample, it can often be used to give quite a good estimate of the sampling distribution as if we 
were able to draw fresh samples from the population. This is the underlying reason we can use a 
bootstrap distribution instead of a sampling distribution. In most cases, the bootstrap distribution 
has approximately the same shape and spread as the sampling distribution. It is centered at the 
statistic (from the original sample) when the sampling distribution is centered at the parameter 
(of the population).  
According to Moore, McGabe and Craig (2009), this new method set us free from the 
need for large samples and its effectiveness and range of use are so great that it is rapidly 
becoming the preferred way to do statistical inference even in high-stakes situations such as legal 
cases and clinical trials. It has also gained attention in unfamiliar territories where such advanced 
statistical technique was quite foreign (Hinneburg, Mannila, Kaislaniemi, Nevalainen, & 
Raumolin-Brunberg, 2007).  
There are a few important things to remember in using this resampling method. First, for 
most statistics, almost all the variation among bootstrap distributions for a statistic comes from 
the selection of the original sample from the population. This variation can be reduced by using a 
larger original sample. However, it is known that resampling introduces little additional variation. 
For example, the bootstrap resampling process using 1000 or more resamples introduces very 
little additional variation.  
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Secondly, the most important requirement for trustworthy conclusions about a 
population is whether the original data can be regarded as random samples from the population. 
Third, increasing the number of samples cannot increase the amount of information in the 
original data but it can reduce the effects of random sampling errors which can arise from a 
bootstrap procedure itself. In sum, in conducting the bootstrap procedure, the original sample 
needs to be random and as large as possible. Also as many resamples as reasonable given 
available computing power and time should be used. 
In this project, bootstrap method was not used for a typical purpose of hypothesis testing 
or obtaining a confidence interval from a bootstrap distribution in order to infer parameter values. 
The purpose of conducting bootstrap in this chapter of the dissertation was to simulate more data 
based on the original sample in order to bypass the sample size issue. For this purpose, the 
resampled data were ultimately aggregated or accumulated to form one single large data set, 
which was then analyzed with the LCDM. This procedure of pooling multiple resampled data 
sets (to be analyzed as a whole) can be seen as an innovative method of simulation.  
 
4.3.2.2. Bootstrap Design and Data Generation 
 I initially divided all examinees into 21 ability groups based on the difference of the raw 
total score. Total scores were cut where there was a relatively large discrepancy between them so 
that the scores within each group could cluster most tightly. The within-group difference of the 
raw total score and percent score ranged from three-ten and 1% - 3.37%, respectively, based on 
the total score of 300 (See APPENDIX F). Bootstrap resampling was done within each of these 
groups on the scores of each item. That is, in order to minimize the variation of bootstrap-
simulated scores, resampling was conducted on the column of the matrix where the rows are the 
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examinees, as the variance across items (on the same row) was much greater than the variation 
within a column (or item) due to the widely differing item difficulty of all 50 items. The original 
data of 100 EIT scores of all 50 items were bootstrapped until a sufficient sample size was 
created. Considering the required sample size depends on a few factors such as the total number 
of attributes that are measured, the average number of attributes measured per item, 5000 data 
were bootstrapped, in order to identify each of the attribute-level interactions, as the initial Q-
matrix was very complex in terms of the number of attributes measured per item (mostly three to 
four attributes).  
As will be explained in the following section, this initial Q-matrix did not work to 
estimate the model with the data bootstrapped in the way explained above. As a result, multiple 
Q-matrix approach was explored, where three sub Q-matrices that were much sparser than the 
initial one were devised. In order to match the data with each of these Q-matrices, another 
bootstrap data simulation was conducted, based on the sub-scores for each of the three attribute 
categories, namely, Five Attributes (Pronoun, Morpho-phonology, Tense/Mood, Preposition, and 
Vocabulary), Syntax and Pronunciation. The raw total scores were also divided into 21 ability 
groups (See APPENDIX G-I) in each category of attributes and bootstrap data generation was 
carried out in the same way, producing three separate sets of bootstrapped data for Five Attibutes, 
Syntax and Pronunciation. At this time, 5000 data were also generated in each data set, in order 
to create as many resamples as reasonable. This principle of the more, the better (i.e., larger 
number of resamples works better than smaller number of resamples) was actually verified in a 
test later, where the statistical estimability was compared based on 3000 versus 5000 data. It was 
the data for Five Attributes and the 5000 simulated data for Five Attributes reached a statistical 
convergence, whereas 3000 data did not, which indicates that more resamples (and thus more 
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data when these resamples are aggregated) provide a better chance of yielding a statistical 
convergence, even with the identical Q-matrix and the original sample, particularly in a CDA 
study.   
 
4.4. Step 4: Data Analysis  
Before discussing in detail the steps of the data analysis and its ultimate outcome in this 
section, it is clearly noted here that this section is only an illustration of how to conduct a CDA 
analysis with a sample not large enough for a cognitive diagnostic estimation. It is needless to 
say that the placement of the examinees based on the EIT test can take place only when all the 
FPT candidate students take the test as a mandatory FPT component. As the EIT test section in 
the FPT will become operational in the fall of 2012 but still not being mandatory for all the target 
students, it is very uncertain how many students will take the test. Therefore, the sections from 
this point on (up to diagnostic score reporting) will be a well-reasoned scenario for a possible 
CDA implementation in an institutional foreign language placement test. 
 
4.4.1. Phase 1: Initial Estimations with a Cognitive Diagnostic Model (LCDM) 
Numerous initial estimations with the initial version of the compact Q-matrix were tried, 
yielding only unsuccessful results. As a general model, the LCDM responded very sensitively to 
the complexity of the model in terms of 1) total number of attributes measured, 2) maximum 
number of attributes measured per item, 3) average number of attributes measured per item and 
4) total number of items (The initial Q-matrix had four attributes defined with 50 items and the 
average number of attributes per item was 2.86, with many items measuring three-four attributes). 
As the entire number of attributes defined in the Q-matrix was only four (Vocabulary, 
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Pronunciation, Syntax, and Morphology) with a comparatively very high average number of 
attributes per item, the Q-matrix turned out to be very full (versus sparse), which was thought to 
be the most likely reason for failed estimations, as confirmed in numerous trials with reduced 
numbers of items and smaller sized response data. The initial Q-matrix is in the APPENDIX J. 
 
4.4.2. Phase 2: Q-matrix Modification 
A series of failed outcomes necessitated a drastic modification of the initial, single Q-
matrix. The fact that the Q-matrix was too full meant that more finer-sized attributes should be 
designated in the Q-matrix so that they can create a sparser matrix. At this point, I paid attention 
to the attributes that were defined in the workshop. The French TA’s identified seven attributes in 
the workshop but more detailed sub-skills under some of the attributes were also defined at the 
same time. As using these seven attributes in one single Q-matrix would still make a very full or 
packed matrix, I came up with an idea that a few sub-matrices could be used in a multiple Q-
matrix approach. Specifically, seven sub-skills under Syntax, five sub-skills under Pronunciation 
have been identified and the remaining five attributes had no sub-skills defined under them. Thus 
a total of three Q-matrices were created, one each for Syntax, Pronunciation and five other 
attributes (Pronoun, Morpho-phonology, Tense/Mood, Preposition, and Vocabulary). This idea 
could be put into actual practice, because the sub-score was also available for each category of 
Syntax and Pronunciation and the sub-scores for the remaining four grading criteria (Meaning, 
Morphology, Fluency, Vocabulary) were averaged to be linked to the third Q-matrix, i.e., Q-
matrix for the other five attributes (Pronoun, Morpho-phonology, Tense/Mood, Preposition, and 
Vocabulary). 
With these newly devised sparser Q-matrices, the estimations still had trouble reaching a 
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statistical convergence. Thus it was deemed inevitable to refine the Q-matrices further. Five 
important criteria were taken into consideration in simplifying the structure of the Q-matrix: item 
statistics, maximum and average number of attributes per item, all-item attributes, and the 
number (percentage) of items that measure each attribute.  
First, classical item statistics, i.e., item difficulty was considered. As Jang (2005) 
mentions in her dissertation, items that are very difficult or easy might lack diagnostic capacity. 
The 50 sentences in this project, in particular, were all scored polytomously using a seven-point 
scale (from zero up to six points). For a polytomously-scored item, the correlation between the 
item score and the total score can be used as an item discrimination index and the average item 
score can be viewed as the item difficulty (Alagoz, 2005). Thus I calculated both statistics and 
item discrimination (point-biserial values) for all items turned out to be desirable (values of 0.20 
and above are considered to be desirable as a general rule) but the major difference was found in 
item difficulty. Specifically, the average item scores for the response data for Five Attributes 
(Pronoun, Morpho-phonology, Tense/Mood, Preposition, and Vocabulary), Syntax and 
Pronunciation were 3.6274, 3.622 and 3.3972, respectively, and the standard deviations were 
0.667, 0.6715 and 0.5976, respectively. Based on these statistics, I removed items with item 
difficulty that is outside the range of one standard deviation away from the mean in each of the 
three Q-matrices. 
Secondly, maximum and average number of attributes designated for each item were 
examined. Looking at Table 13 below that analyzes the maximum and average number of 
attributes measured per item, we can see that the three Q-matrices for the present study have 
much higher values than those in all the recent CDA studies in language testing. As a 
consequence, the Q-matrices that have been used in prior studies can be said to be much sparser 
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with a lower average number of per-item attributes. More distinct difference is detected in the 
maximum number of attributes per item: All previous research studies have a maximum of three 
attributes measured in only a few items out of all items (i.e., 5.7% ~ 11%), whereas in the present 
study, maximum three or more attributes were measured in 28%, 74% and 37.5% of the items in 
the Q-matrix for Syntax, Pronunciation and Five attributes, respectively. All these relatively 
complex properties of the Q-matrices urged simplifying them for a better chance of estimability. 
Accordingly, I removed the items that measure three or more attributes, which resulted in 22 
items in the case of Five attributes, for instance. 
Table 13 
Q-matrices of Previous CDA Studies in Language Testing (Final) vs. Present Study (Initial) 
CDA studies/ 
Language skill 
No. of items No. of 
attributes 
identified 
Maximum no. of 
attributes per item & 
item proportion 
Average no. of 
attributes measured 
per item 
CDM 
used 
Form1   36 9 3 (4 items/36= 11%) 1.89 (= 68/36) NC-
RUM 
Jang (2005)/ Reading 
Form2   39 9 3 (3/39 = 7.7%) 1.72 (= 67/39) NC-
RUM 
Henson & Templin 
(2007)/ Grammar  
28 3 2  1.32 (= 37/28) NC-
RUM 
Reading 38 4 2 1.29 (= 49/38) Lee & Sawaki (2009) 
(only Form A) Listening 33 4 2 1.27 (= 42/33) 
GDM, 
FM, 
LCA 
Li (2011)/ Reading 18 4 3 (2 items/18= 11%) 1.67 (= 30/18) NC-
RUM 
Kim (2011)/ Writing 35descriptors 5 3 (2/35 = 5.7%) 1.43 (= 50/35) NC-
RUM 
Five Att. 48 5 3 (18/48 = 37.5%) 2.125 (=102/48) 
Syntax  50 7 3 - 4 (14/50 = 28%) 2.00 (= 100/50) 
FPT (Present study) 
Pronun-
ciation  50 
5 3 - 5 (37/50 = 74%)  3.04 (= 152/50) 
LCDM 
Note. FM(Fusion Model) is the same as NC-RUM. 
 
Thirdly, in the case of Syntax and Pronunciation in particular, another round of revision 
of the Q-matrix seemed warranted to reduce the maximum and average number of attributes 
designated for each item. In the Syntax Q-matrix, one attribute (General), was specified for 90% 
of the items (45 out of 50) and in the Pronunciation Q-matrix, two of the attributes, Fluidity and 
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Intelligibility, were also assigned to all the 50 items, which became a major factor in increasing 
the maximum and average number of attributes defined per item. Here, it was imperative that 
another important consideration be made as to how to deal with the attributes that are measured 
by (almost) all the items in the test. In order to determine whether these attributes can be simply 
deleted, it seems necessary to take a few factors into account.  
Taking the Pronunciation Q-matrix for example, first, we need to consider how much the 
sub-score for Pronunciation is impacted by these attributes, or whether we would get the same 
sub-score for Pronunciation without these two attributes being considered. In other words, 
whether we can still link the response score matrix (for Pronunciation) to the curtailed Q-matrix 
where the two attributes, Fluidity and Intelligibility, have been eliminated. Second, it should be 
considered how important it would be to provide detailed evaluation on these two attributes to 
assess the global attribute, Pronunciation, or how valid it would be to define only the remaining 
three attributes (Liaison, Elision, and Intonation) to assess Pronunciation. These questions will 
not be easy to answer. I suggest, however, the first question be answered with quantitative 
indices and the second with qualitative evidence or human expertise. In order to decide whether 
the same response score matrix (for Pronunciation) can be used for the reduced Q-matrix, the 
statistical indices for the LCDM (i.e., information criteria, bivariate fit information, and 
hypothesis test results for parameters) can be used. If these indices indicate that the model with 
the reduced Q-matrix (without Fluidity and Intelligibility) fits the response data adequately, then 
removing these two all-item attributes can be justified at least statistically and the estimation 
results for Pronunciation using only the three attributes can be put into use to place students as 
well as aid in teaching and learning. 
In deciding how valid it would be to assess Pronunciation with only these three attributes 
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(Liaison, Elision, and Intonation), experts’ opinion could vary. If the experts strongly disagree 
with the idea of assessing Pronunciation only with Liaison, Elision, and Intonation, however, the 
estimation outcome based on Pronunciation data can be minimally utilized in assigning students. 
That is, more weight can be put on the estimation results based on the Five Attributes and Syntax 
data. 
Table 14 
Number (Percentage) of Items that Measure Each Attribute (Full vs. Reduced Set of Items)  
 No. of 
Items 
Pronoun Tense/mood Preposition Morpho-
phonology 
Vocabulary  
48 19(39.6%) 38 (79.2%) 11 (22.9%) 26 (54.2%) 8 (16.7%)  Five 
Attributes 22 7 (31.8%) 16 (72.7%) 5 (22.7%) 7 (31.8%) 3 (13.6%)  
  Adjective 
placement 
Question Adverb 
placement 
Comparative Subordinate Negation 
 
50 6 (12%) 11 (22%) 8 (16%) 4 (8%) 15 (30%) 11(22%) Syntax 
20 4 (20%) 5 (25%) 4 (20%) 3 (15%) 9 (45%) 7 (35%) 
  Liaison Elision Intonation    
50 17 (34%) 20 (40%) 15 (30%)    Pronun- 
Citation 25 11(44%) 15 (60%) 9 (36%)    
Note. This is based on Q-matrices for a dichotomous analysis.  
Table 15 
 
Final Three Q-matrices for the Present Study  
Q-matrix No. of items No. of attributes 
used 
Average no. of attributes measured per 
item 
Five Attributes 22 5 1.727 (= 38/22) 
Syntax   20 6 1.6 (= 32/20) 
Pronunciation   25 3 1.4 (= 35/25) 
Note. Since items that measure three or more attributes were removed, maximum number of attributes measured 
per item is two. 
 
Lastly, the number of items that measure each attribute was counted and examined to see 
if it is a similar proportion to when the number of items was not reduced. As examined in Table 
14, when the numbers of items were reduced, the proportion of items that measure each attribute 
increased in the cases of Syntax and Pronunciation and slightly decreased in the Q-matrix for 
Five Attributes, indicating the differences in the proportions between the full set and reduced set 
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of items are not significant. Consequently, 22 items for the Five Attributes, 20 items for Syntax 
and 25 items for Pronunciation were designated in each Q-matrix, respectively, as shown in 
Table 15. 
 
4.4.3. Phase 3: Dichotomous vs. Polytomous Estimation 
With these refined Q-matrices, CDA analyses resumed. As was posed in the Research 
Questions for the FPT Project early in this dissertation, one of the questions that have to be 
answered through this project is whether a polytomous scale will work in the implementation of 
CDA. As the original FPT data were graded in a seven-point scale (zero up to six points), the 
ultimate goal of CDA estimation in the current project should be a seven-point scale polytomous 
estimation. In the context that there is no precedent empirical research study that estimated 
polytomously scored response data, it did not seem clear that the seven-point scale would work 
with any given CDM. Thus, I decided to start from a simple scale to work up the scale stepwise, 
i.e., one more level in the scale at a time. To do so, scale conversion was conducted first before 
any actual estimation process.  
The conversion of the scale and thereby the scores of the response data, in this case, was 
not a typical data transformation in statistics, which is usually more sophisticated and makes 
necessary changes to the shape of the distribution and variance. In other words, the most 
important use of data transformations is to reduce the effects of violations of statistical 
assumptions as a remedy for outliers and for failures of normality, linearity, and homoscedasticity.  
However, the data conversion in this case was not as drastic as these techniques. It was a 
relatively simple conversion based on the equal percentiles across different scales, which was 
conducted to enable the analysis possible at all, as the original data graded in a seven-point scale 
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could not be estimated with the psychometric model. It may not improve the data but it was an 
action taken to facilitate statistical analysis and efficiency. 
To explain the conversion process more in detail, in converting the seven-point scale to a 
scale with fewer points, scales were compressed into one. That is, the end points and midpoints 
were rolled into single scale points. In reducing the scales, the scales were aligned or equivalized 
based on the proportion (percentage) of a scale each scale point covers. For example, on the 
original seven-point scale, each scale point accounts for about 17% of the total scale (as zero 
point does not cover any proportion). When this scale is equivalized with a newly reduced scale 
of only three points (zero to two), scores were converted based on the identical percentile scores. 
For example, scale point one and two cover 50% of the scale each so in a cumulative sense, scale 
point one covers up to 50% and two covers up to 100% of the entire scale. Therefore, scores on 
the seven-point scale were transformed into those on a three-point scale, by replacing 
one/two/three with one and four/five/six with two (version 1). The following table presents the 
conversion scheme of the data based on the percentile of each score point on each scale.  
Table 16 
Scale Reduction Scheme based on Percentile Scores 
7-point 0 1 2 3 4 5 6 
Percentile  0% 17% 33% 50% 67% 83% 100% 
3-point (v.1) 0 1 2 
Percentile 0% 50% 100% 
3-point (v.2) 0 1 2 
Percentile 0% 50% 100% 
Binary (v.1) 0 1 
Percentile 0% 100% 
Binary (v.2) 0 1 
Percentile 0% 100% 
 
As you see in the table, converting to and from scales that do not differ by integer multipliers 
(i.e., seven-point to three-point or two-point, in this case) seems to be a more difficult task than 
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converting scales that can be transformed with multiplication by integers.  
The reduced Q-matrices that are analyzed in Tables 14-15 worked well with a binary 
scale. However, they did not function the same way with a polytomous scale, and thus attempts 
at a polytomous estimation seemed to need more adjustment of the model, i.e., more refinement 
of the Q-matrix and/or use of more constrained or simpler sub-model of the LCDM such as the 
C-RUM.  
Specifically, in the case of estimating for Five Attributes, the LCDM (general model) 
worked for the dichotomous estimation of the response data with 22 items. However, the three-
point scale (zero-two points) polytomous estimation only worked with the reduced model, C-
RUM with 20 items (22 minus two items with the highest item difficulty). In order to see how 
they classify students differently, I compared the proportions of skill mastery profiles in the 
following table. 
Table 17 
Dichotomous vs. Polytomous Proportions of Skill Mastery Profiles for Five Attributes 
Profiles 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
Dicho .474 0 0 .04 .012 0 0 0 0 .0018 0 .04 .13 0 .007 0 
Poly .554 0 .001 .002 0 0 0 0 .045 .005 .011 .004 .0005 0 0 0 
 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 
Dicho 0 0 .0002 .004 0 0 0 0 0 .0003 .00011 .002 .019 0 .025 .243 
Poly 0 .009 .0006 .0008 0 0 0 0 .002 .005 0 .088 .103 0 .00001 .17 
 
As there are quite many latent classes (32 classes) and also many void classes that do not 
have any examinees classified, the comparison does not seem quite meaningful. An agreement 
statistics will make more sense in this case. The Cohen’s (weighted) Kappa is 0.8416 (SE = 
0.0124), indicating more than substantial agreement (Landis & Koch, 1977) but 15% of 
discrepancy in classifying respondents’ mastery profiles does not seem like a negligible 
difference. 
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Figure 13. Proportions of 32 Skill Mastery Profiles for Five Attributes.  
 
In the case of Pronunciation, the LCDM worked for the dichotomous estimation with the 
25 items described in Table 14. However, the three-point scale (zero-two points) polytomous 
estimation required more adjustment of the model: The items had to be reduced to 20, the model, 
restricted to C-RUM and a constraint was imposed on the class means, as their values were 
inflated without the constraint (e.g., Mean of class 3, 5 and 7 were -30.537, -31.016 and -31.226, 
respectively.), which impeded a polytomous estimation. Looking into the difference of the 
estimation results, we see the difference between the two estimations became smaller (than the 
case of Five Attributes above) with Kappa value at 0.9670 (SE = 0.0139). The following table 
and figure display the classification results of the two methods of estimation. 
Table 18 
Dichotomous vs. Polytomous Proportions of Skill Mastery Profiles for Pronunciation 
Profile 1 2 3 4 5 6 7 8 
Dichotomous 0.57124 0.04429 0.02386 0.0002 0.00036 0.01234 0 0.34772 
Polytomous 0.57603 0.07142 0 0.00464 0 0.00225 0 0.34565 
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Figure 14. Proportions of Eight Skill Mastery Profiles for Pronunciation.  
 
As for Syntax, a polytomous estimation was not possible. One of the main reasons for 
the inestimability might be the high number of the total attributes. To help decide which one is a 
better fit between the dichotomous and polytomous estimation, the next section will discuss the 
model fit to the data including relative fit between these two estimations. 
Table 19 
Dichotomously Estimated Proportions of Skill Mastery Profiles for Syntax 
Profiles 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
Proportion .531 0 0 .005 .04 0 .001 0 .009 0 0 0 .003 0 .0002 0 
Profiles 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 
Proportion 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
Profiles 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 
Proportion .006 .004 0 .007 .001 0 .001 0 .01 0 .001 .026 .001 0 0 .008 
Profiles 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 
Proportion 0 .006 0 0 .01 0 0 0 .008 0 0 .02 .008 .075 0 .22 
 
4.4.4. Phase 4: Model Fit 
In evaluating the fit of the model to the data, three different indices were examined. First 
I looked into the item-association bivariate Chi-square values for each item pair in the bivariate 
model fit information section of the Mplus output. If the value for a pair of items is smaller than 
3.84 (critical Chi-square value when df=1), it denotes a good model fit for that particular item 
pair. The pattern found in the estimation output of all three Q-matrices was that more pairs of 
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items had a value greater than 3.84 than in any other prior estimation of language test data that 
was conducted in this dissertation, i.e., with TOEFL and ECPE data in the previous chapter. This 
is interpreted as a worse fit than the previous estimations which ranged from a good to moderate 
model fit, as examined in the model comparison chapter. This issue will be further addressed in 
the discussion section of this chapter.  
 The results of the hypothesis testing in the new and additional parameters section of the 
output, however, were to the contrary. That is, almost all main effect and interaction parameter 
values turned out significant, indicating they deserve to stay in the model, which did not make it 
necessary to delete insignificant parameters and rerun the models in that aspect. (See 
APPENDIX P-T).  
 Lastly, different kinds of information criteria were considered to determine the relative 
fit between the dichotomous and polytomous estimation of the same set of data and the 
associated Q-matrix. Table 20 shows the relative fit indices for the Five Attributes and 
Pronunciation, where we find the dichotomous estimation is a better fit than the polytomous 
estimation. Based on the fact that both AIC and BIC represent statistical compromises between 
model fit and model parsimony, higher values of the information criteria for the polytomous 
estimation means that the polytomous model was penalized for a smaller improvement in model 
fit compared to the complexity of the model. In other words, for the polytomous model, the 
increase in model complexity was greater than the increase in fit compared to the dichotomous 
model which is a simpler model. The original response data were graded polytomously but the 
gain in fit for the polytomous estimation was not as large as we would expect. Regardless of 
these indices, however, the analysis results of the polytomous estimation should be examined 
more closely, because, for the dichotomous estimation, the response data become too much 
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simplified when they are converted to the binary scale from the original seven-point scale (zero 
to six points). 
Table 20 
Relative Fit Indices for Dichotomous vs. Polytomous Estimation of Five Att. & Pronunciation 
Five Attributes Akaike (AIC) Bayesian (BIC) Adjusted BIC 
Dichotomous 78859.361 79537.035 79203.384  
Polytomous 101753.714 102431.410 102097.759 
Pronunciation Akaike (AIC) Bayesian (BIC) Adjusted BIC 
Dichotomous 85850.896 86322.041 86090.074 
Polytomous 103546.268 104023.883 103788.739 
 
4.5. Step 5: Diagnostic Score Reporting and Decision Making 
This section discusses how to report the results of the CDA analysis to FPT 
administrators, teachers and students and how to utilize the results for placing students. As was 
noted at the beginning of the last section, score reporting will be carried out only when the EIT 
test becomes a required FPT component for all target students that are registered for next 
semester. In this chapter of the dissertation, the bootstrap method is used for the estimation 
purpose as the original sample is only a part of the entire FPT candidate students (as well as 
some upper level students who participated to show how validly the EI task works across all 
levels of French learning students). Currently the only target students of the FPT are new 
incoming students to the university who learned French before and thus the students enrolled in 
the five classes listed in Table 21. Based on the numbers of the students in the table, it is still 
very likely that CDA estimation has to resort to the resampling technique even when the EIT 
becomes mandatory and is taken by all the incoming students, as the total number of the target 
students are only a few hundreds and short of the enough size for a typical CDA analysis.  
Regardless of the use of the resampling procedure to boost the size of the response data, 
score reporting is only possible when the EIT component becomes fully operational as a 
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mandatory section of the FPT. Moreover, since the placement test is not a summative or 
achievement test, scores including the CDA analysis results may not be reported to the students. 
Table 21  
Enrollment of FPT Target Classes in Fall 2011 
Class FR 102 FR 103 FR104 FR 133 FR 134 Total 
Enrolled No. 76 97 56 23 18 270 
Note. FR 101 is offered in Spring. 
FR101/102 Elementary French I/II; FR 103/104 Intermediate French I/II; FR 133/134 Accel Intermediate French I/II 
 
Three indices can be used when teachers and administrators make a decision in 
assigning students into appropriate classes: total score, attribute mastery probability and skill 
mastery profile of each student. In making use of these values, it is possible to use them in a few 
different ways. First, an absolute cut-off score can be applied in deciding whether an individual 
belongs to a class in 101, 103, 104, 133 or 134 levels. In that case, the number of classes at each 
level would need to be adjusted depending on the number of students classified into each level 
and class. Alternatively, a relative cut score can be calculated, based on the maximum number of 
students that each class or level can accommodate.  
In applying these indices of total score, attribute mastery probability and skill mastery 
profile, different combinations of them can be used. For instance, only the total score and 
attribute mastery probability can be utilized or only the attribute mastery probability and skill 
mastery profile of each student may be adopted for use. All three scores or values can be 
considered as well. It is suggested, however, the skill mastery profile be used only as a 
supplementary index for indicating the student’s class, because the profile comes from the 
specific mastery probability for each attribute in the first place. A more important reason for this 
recommendation is that there are many void classes with no respondent assigned in them in the 
analyses of Five Attributes and Syntax because of the large number of attributes. (Since the 
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number of classes is decided by 2no. of attributes the number of classes becomes 32(=25) and 64(=26) 
for Five Attributes and Syntax, respectively.)  
Table 22 illustrates what the score report can look like for each of three Q-matrices and 
Table 23 shows the average mastery probability based on all three Q-matrices. Since the analysis 
employed a multiple Q-matrix approach instead of the usual method of using one global Q-
matrix, score reporting and using the scores to place the students can benefit from multiple 
indices. For example, the test-takers can be divided based on the global average mastery 
probability (the rightmost column in Table 23). Another option could be putting different weights 
on the average mastery probability for each category of the three major attributes, i.e., Five 
Attributes, Syntax and Pronunciation. The underlying reason comes from the validity issue of 
assessing Pronunciation only with the three attributes (Liaison, Elision, and Intonation) after 
removing the other two all-item attributes, Fluidity and Intelligibility and assessing Syntax using 
only six attributes (Subordinate, Adjective placement, Comparative, Question, Adverb placement, 
and Negation) excluding General. As noted earlier, if experts’ opinion is opposed to the idea of 
assessing Pronunciation and Syntax only with these non all-item attributes, the estimation results 
of Pronunciation and Syntax can be minimally utilized in classifying students. Then, more 
weight will be placed on the estimation results based on the Five Attributes. 
One of the merits of CDA method is made clear in Table 22. Among the five attributes, it 
was found that Tense/Mood had the lowest average mastery probability from all the respondents, 
which strongly suggests that the attribute require more attention in teaching than any other 
attribute. The same kind of useful information will be obtained from the sub-skills under the 
categories of Syntax and Pronunciation. Likewise, the mastery probabilities for all the 14 
attributes can be very informative in guiding teaching and learning at the individual level. 
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Table 22 
 
Example Score Reporting (for Five Attributes)  
 
Examin
ee ID 
Mastery 
profile 
Mastery 
probability 
of Pronoun 
Mastery 
probability 
of Morpho-
phonology 
Mastery 
probability 
of 
Tense/Mood 
Mastery 
probability 
of 
Preposition 
Mastery 
probability 
of 
Vocabulary 
Average 
mastery 
probability 
1 1[00000] 0.1246 0.00389 0 0.00021 0.12414 0.05057 
2 28[11011] 0.99984 0.99995 0.23167 0.76642 0.76758 0.75309 
… … … … … … … … 
269 26[11001] 0.67892 0.58454 0 0.02644 0.51769 0.36152 
270 9 [01000] 0.32928 0.96042 0 0.41643 0.20184 0.38159 
Average 
of all 
N/A 0.38629 0.44302 0.27881 0.28355 0.2892 0.33617 
 
Table 23 
 
Average Mastery Probability for Five Attributes, Syntax, and Pronunciation 
 
Examinee ID Five Attributes Syntax Pronunciation Average  
1 0.05057 0 0.04749 0.03269 
2 0.75309 0.82753 0.68031 0.75364 
… … … … … 
269 0.36152 0.27407 0.30668 0.31409 
270 0.38159 0.43098 0.39517 0.40258 
 
4.6. Discussion 
As the title of the dissertation indicates, the entire FPT project was an interesting 
experiment with a new CDM and task type in the context of an institutional test. Regarding the 
significance of the work newly done even before the data were ready to be analyzed, the 
beginning chapter of the dissertation addressed it. Thus this section will focus on the issues that 
surfaced during the data analysis as well as the findings the analysis could come by. 
A series of novel methods have been attempted during the data analysis: First, because 
not all the students taking French classes could not take this test due to logistical reasons, 
bootstrap simulated (based on the original) data were used for the purpose of enabling statistical 
estimation. As Moore et al. (2009) note, the bootstrap method can be effectively used in place of 
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large samples even in high-stakes situations and that is why it is rapidly gaining popularity. 
Besides this method of coping with a small to medium sample, however, there is an alternative 
way to resolve the sample size problem in cognitive diagnostic modeling, which is utilizing pre-
calibrated item parameters that were estimated using large samples in future applications of the 
same CDM when the sample size is not sufficient. Jang (2005) used this method to run the data 
for only 27 students, based on the item parameters that were estimated using a large-scale sample. 
To apply this procedure in this setting, one can aggregate the FPT data for a few years, run them 
to obtain parameter estimates and apply the values in future applications of the CDM to a small 
sample. This will be more reliable than any resampling or simulation technique such as the 
bootstrap as it uses live data but the obvious downside is that it is logistically challenging and 
requires an extended amount of time. It will be certainly worth trying, however, if resources are 
available to carry out this method.  
Secondly, multiple Q-matrix approach was adopted because the initial global Q-matrix 
was too full, meaning the number of attributes required for each item was much higher than any 
comprehension task.  
Thirdly, to reduce the complexity of the model, each of these Q-matrices had to be 
revised: Items were removed based on the item difficulty value to select items with the most 
diagnostic capacity. Maximum and average numbers of attributes measured per item were also 
controlled to simplify the Q-matrix structure. These criteria applied in modifying the Q-matrix 
might also be used as general guidelines which are useful for future research, in refining the 
initial Q-matrix for the purpose of reducing its complexity.  
One chance finding was attained during these trials with the initial and recreated 
multiple Q-matrices. After consecutive failures in the estimations, I tried the DINA model using 
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the software, Ox, to see how differently it would respond to the same Q-matrix and the response 
data. As the DINA is a much simpler sub-model, it reached a statistical convergence easily and 
estimated the initial Q-matrix with all 50 items. Irrespective of its estimability, however, the 
model fit seemed quite bad and thus the skill mastery probabilities were not reliable at all, as 
indicated in the very high guessing parameters for most items. Thus it seemed like evidence that 
estimability itself is not an indication of how well the model fits the data. It also told us that the 
LCDM, as a general model, responds to the data very sensitively, not even achieving estimability 
when the model does not fit the data even remotely. All in all, the Q-matrix reduction was 
inevitable not only to accomplish estimability but to yield any meaningful analysis results. 
 Lastly, polytomous-scale estimation was attempted with a limited success in analyzing 
polytomously scored data.  
 In all these endeavors, limitations were found regarding implementing CDA, in general, 
and connecting the method to the elicited imitation task, in particular. A few different issues will 
be discussed here, including the matter of grain size or granularity (and reducing the number of 
test items based on it) and the issue of using the particular task type of EIT in this CDA project.   
 
4.6.1. Issues of Grain Size and Task Type 
In addition to 30 sentences originally from Ortega (2002), Stephanie created 20 more 
sentences to represent more essential grammar features of the French language. However, in 
extracting these grammatical features, the original motivation of having as many as 50 items 
could not be fulfilled, because different subcategories (e.g., past/present/future) ended up being 
converted into the same larger category (e.g., tense) which encompasses different subcategories. 
This was why the initial Q-matrix constructed with the four global attributes (vocabulary, 
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pronunciation, syntax, and morphology) was very full and looked like there were more than 
enough items that tested the same attributes, because the grain size of each attribute was too large 
and thus could not represent more detailed sub-skills under the identical attribute. 
Abandoning this initial Q-matrix, three new Q-matrices were developed in the next 
phase of the analysis, where more detailed attributes were defined under the larger initial 
attributes (e.g., adjective placement, comparative, subordinate, etc. under Syntax). Here again, 
however, the grain size of the attributes was not small enough to represent all the details of the 
French grammar features and, therefore, it still seemed there were many items that tested the 
same attributes. This turned out to be a limitation in employing the CDA method, as the grain 
size of the attribute it can represent cannot be overly atomistic or indivisible. Interestingly, 
however, it was this very reason at the same time that some EIT items could be removed from 
the Q-matrix to the level that enabled statistical convergence.  
Also, as it is a general rule of thumb that there should be at least three items that 
measure an attribute (Hartz, 2002), the more the entire attributes are, the more items are needed 
in the test. In other words, if the grain size becomes smaller, the total number of attributes and 
items will become larger. This will certainly add complexity to the model and thus might 
adversely affect the statistical estimability. This can be seen as another discrepancy between the 
ideal and what the current CDA method can do: Grain size of the attribute cannot always 
represent the smallest level of language ability. Therefore, the technical side of the method and 
the knowledge domain need to meet halfway on this point in order to determine the optimal grain 
size that is meaningful as language ability as well as statistically estimable.  
These empirical findings are supported by existing literature, not as a downside of the 
current CDA method, however, but rather as a way of compensating for realistic deficiencies of a 
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Q-matrix. Besides the three-item constraint (i.e., each attribute should be measured by at least 
three items, Hartz et al., 2002) when defining attributes, Hartz et al. also recommend that skill 
categories be broadly defined, particularly when the number of items is small and statistically 
homogeneous. DiBello et al. (1995) warn that breaking down attributes to very specific skills 
may create difficulties in estimating the mastery of all of them separately and may not help to 
make the Q-matrix more complete, indicating that the ideal level of granularity of an attribute 
depends on both the number of items (for more reliable classifications) and the purpose of the 
intended examinee classifications. For this reason, the defined attributes or skills will always be 
divisible, and thus any possible definition of mastery of a skill must always allow some lack of 
perfect positivity. The underlying belief is that for most tests which are administered in a limited 
amount of time, there will necessarily be a certain degree of low positivity and incompleteness in 
the Q-matrix (DiBello et al., 1995). Perfect positivity in the Q-matrix refers to the situation when 
an examinee who has mastered an attribute never fails to execute it correctly and, conversely, 
when an examinee who has not mastered a skill never executes it correctly. Incompleteness of 
the Q-matrix is found when an item may require skills in addition to those listed in the Q-matrix. 
If so, the Q-matrix is said to be not complete for that item (DiBello, Roussos, & Stout, 2007). To 
deal with low positivity CDMs use two different ways: Some models deal with it by representing 
skill mastery level with continuous variables and employing item response functions (IRFs) that 
are sensitive to the continuous scale of the skill mastery variables. Other models maintain the 
representation of skill mastery as dichotomous variables and deal with positivity by relaxing the 
probability of one, given mastery to allow a probability somewhat less than one and/or by 
relaxing the probability of zero, given non-mastery by allowing a probability somewhat greater 
than zero (DiBello, Roussos, & Stout, 2007). The LCDM being used for the current analysis 
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belongs to the latter.  
Another limitation in connecting the CDA method to the elicited imitation task could be 
found in the task itself and possibly its grading procedure. As briefly mentioned in the model fit 
section, the model fit indices such as the information criteria (AIC and BIC) and bivariate fit 
information indicate the fit of the model to the data is less than ideal. Considering the flexible 
model structure of the LCDM as a general CDM that finds a suitable model for each item, the 
model fit seems mainly due to a possible mismatch between the response data and the Q-matrix. 
That is, if the items well measure the required attributes designated in the Q-matrix and thus the 
response data reflect the properties of the Q-matrix, it would lead to a better model fit. We can 
make some well-grounded conjectures about the reasons for the misspecification of the Q-matrix.  
As discussed earlier in this chapter in the process of item reduction for the purpose of 
reducing the Q-matrix, items that were too difficult or easy were removed to avoid floor and 
ceiling effects of EI tasks. Eliminating these sentences based on the item difficulty statistics, the 
process also approximately complied with the 12-17 syllable recommendation made by EIT 
researchers. The underlying rationale for this guideline for the proper sentence length is that EIT 
sentences should be longer than immediate (or short-term) memory span and yet not so long that 
they are too difficult to process (Naiman, 1974). However, the working memory span could vary 
from a little to moderate or even to considerable extent depending on the individual and it may 
have affected the performance of each participant of the EI task. Overall, as many EIT 
researchers (e.g., Bley-Vroman & Chaudron, 1994) have pointed out, extra-grammatical factors 
such as memory influence the results of this task and it must be also true of the current EIT 
project. This may partly explain why even the same attributes were not actually performed with 
the same level of competence as well as the misfit of the Q-matrix to the test-takers’ response 
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data.  
Another possible reason for a mismatch between the Q-matrix and the scores of the 
respondents could be that when attributes were extracted in a larger grain size, the differing 
difficulty disappeared. It is common linguistic knowledge that even in the same attribute (e.g., 
morphological change), the difficulty of specific manifestation of the attribute is different. 
However, as each different occurrence of the attribute merges into the same global attribute, the 
differing level of difficulty disappears, thus not reflecting the differing scores of one respondent 
even for the same attributes.    
 
4.6.2. Other Factors and Considerations 
Besides these issues related to the task itself and linguistic features, subjectivity of the 
grader’s judgment may have also impacted the consistency of the scores and thus affected the 
quality of the response data. Even though one rater graded all 100 data, it is likely that intra-rater 
reliability is a factor in any degree of inconsistency of the scores that could be detected even in 
the same level of performance on the same item. In order to help resolve this issue of rater 
reliability, another one or two more raters can be hired to yield an average out of them.  
Regarding this issue of affecting the quality of the test-takers’ response data, score 
conversion can not be overlooked as another crucial factor. Irrespective of all the issues 
discussed up to this point, which may be responsible for the less than ideal model fit indices, it is 
likely that converting scores to a binary or three-point scale strongly altered the quality of data. 
In reducing the scale rather drastically from seven-point to binary or three-point, it is obvious 
that not only the complexity of the response data was reduced but also unintended alteration of 
the data was caused, which possibly contributed to the misfit of the model to the data. An 
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example in point is a case where point of three was converted to zero while point of four was 
replaced with one. While three and four points are adjacent scores on the seven-point scale, and 
therefore can be considered similar levels of performance, the converted scores of zero and one 
represent the opposite (i.e., an incorrect and correct) responses to an item. It is strongly 
suspicious that this process of score transformation changed the structure of response data, which 
then could have influenced the fit of the model to the data.   
 In this process of converting scores and estimating with the converted response matrices, 
an interesting pattern was found as a by-product. In experimenting with two different ways of 
converting scores, it was found that one method over the other accomplished more statistical 
convergence. Specifically, for a dichotomous conversion, converting four/five/six to one 
achieved convergence better than converting three/four/five/six to one. For a polytomous 
conversion, changing one to zero, two/three to one, four/five/six to two reached convergence 
better than converting one to one (and the same conversion for others). This seems due to the 
proportion of zero responses that impacted statistical estimability. 
In addition to these discussions about possible factors that may be responsible for the fit 
indices of the model estimations, an interesting initial idea that was brought up earlier in this 
project will be considered. In terms of scoring EIT responses, it was a known consensus from the 
start of the project that they would be scored polytomously. Moreover, it was suggested later that 
attributes could also be on a polytomous scale in the Q-matrix. That is, according to their 
importance in an item, attributes can be weighted differently in building a Q-matrix, instead of 
having identical weight which is represented as one. However, an opposite opinion was also 
encountered, which says each attribute takes on an equal importance when the subject 
understands and speaks each sentence. Also, even if each attribute represents a differing level of 
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significance in a sentence, it would be nearly impossible to precisely quantify their different 
importance (Gaillard, personal communication). As much as this novel idea was attractive, it did 
not seem realistic to actually carry it out for this reason, at least in this project. It would be very 
intriguing, however, if we could see a future application of CDA adopt this approach of weighing 
attributes differently in the Q-matrix at the same time their items are scored polytomously (i.e., 
double-poly CDA application, Davidson, personal communication). It would certainly be a much 
more advanced application of the measurement approach, which would open doors to more 
applications of such kind both in language testing and in general educational and psychological 
measurement. 
 
4.6.3. What Could be Done Differently Next Time? 
In the context that almost no established, widely accepted and practiced principles and 
methods are found for newly developing a test based on cognitive diagnostic modeling, 
developing a test for that purpose from the outset was not easy. It was the more difficult because 
the selected task tested productive (speaking) language ability based on the comprehension 
(listening), which required far more skills than any tasks that assess receptive language skills. 
Also, the particular EI task itself seems to make it more challenging to define required attributes, 
as extra-grammatical factors such as memory retention influence the results of the task, as 
discussed in section 4.6.1. 
 With these possible reasons in mind, it is suspected that employing a more proper task 
type would facilitate attribute identifying process, which would lead to a more accurate and 
correct set of skills. It could have then yielded a fewer number of flat profiles (master and non-
master of all attributes) in classifying examinees according to their attribute mastery profiles. 
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Thus selecting a language task and tailoring items to limit the scope of the knowledge required to 
solve them seem to be very important (e.g., testing reading or listening comprehension skills and 
adopting multiple-choice items instead of oral questions or short-answer items). With more 
transparent insights into the required knowledge, cognitive processes, and strategies that 
examinees should possess to answer an item correctly and finite response types induced by 
multiple-choice items, more sophisticated statistical indices such as Fisher or Kullback-Leibler 
information could be applied more easily to custom-make test items to suit the purpose of CDA 
analyses (As was briefly introduced earlier in the dissertation, these indices of item information 
concern item discrimination. Typically, less discriminating items provide less information.) 
Secondly, if the same CDA project is attempted with another language teaching/testing 
program, more time to analyze the data could be allotted as well as to consult the language 
experts to modify the attributes as needed. In the steps of cognitive diagnostic assessment 
procedure, the three stages of attribute identification, Q-matrix construction and data analysis are 
not rigidly sequential but iterative so that the analysis results can be reflected in revising the 
attributes and Q-matrix. In retrospect, these steps could have been more iterative in the FPT 
project so that a reduced number of attributes could be tried with all or more number of items, 
instead of the currently used approach. 
 Also, if more time had been allowed or the project had progressed in a more efficient 
and speedy manner, additional raters could have been involved and their grading could have 
altered the response data to a certain extent, as was discussed in the previous section of 4.6.2. It 
is needless to say that even slightly different response data could affect the analysis results. 
Though the change might not be drastic or significantly different enough to change the Q-
matrices, attribute mastery probabilities of individual test-takers will surely be subject to change 
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even slightly.  
Thirdly, through this project, it has been empirically found that the flexibility of LCDM 
is only realistic when the number of required attributes per item is small, perhaps less than three 
to four (as items which required more than two attributes could not be included in the current 
analyses), because the full LCDM is supposed to include all main effects and any and all 
interaction effects. In other words, ANOVA type model seems to have a limitation in being 
estimable with large numbers of attributes for a given item. For this reason, more CDMs could 
be applied and estimated if another CDA project is launched in a different language 
teaching/testing program. If non-compensatory type of models are thought to be not compatible 
with inherent traits of language ability, compensatory and non-ANOVA type of models could be 
tried in a case where more than a couple of attributes must be defined per item.  
Lastly, as suggested in the early stage of the project but not fulfilled in the actual 
execution of the project, polytomous Q-matrices could be used if a new CDA project is initiated. 
If a future application of CDA can place different weights on individual attributes in constructing 
Q-matrices, while the examinees' responses are also scored polytomously (i.e., double-poly CDA 
application, Davidson, personal communication), the empirical results will certainly be 
enlightening whether the attempt ends as a success or failure. 
 
4.7. Conclusion 
As addressed at the beginning of the dissertation, the significance of the FPT project is 
manifold. The entire project was rather a wild experiment with a new tool and approach in a 
context where cognitive diagnostic modeling was not thought to be feasible. In each and every 
step of the CDA implementation, a novel method or approach has been attempted, yielding 
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interesting findings. This section of conclusion will answer two of the research questions raised 
for this project.    
First, as to whether a CDM (specifically the LCDM) is technically implementable in an 
institutional level test (not a large-scale, standardized test), the answer should be that it is 
possible with a condition. That is, the possibility is dependent upon a technical maneuver to 
resolve the sample size issue. The other solution seems to require a long-term plan in order to 
aggregate each batch of small-sized sample until the sum reaches a sufficient level of size. The 
idea is to utilize pre-calibrated item parameter estimates based on a large sample in future 
implementations of CDA when the sample size is not enough. 
Secondly, regarding the question of whether a polytomous scale works in the 
implementation of CDA, the project also reached a positive answer, though, in a quite limited 
way. Due to added complexity of the model, a fully polytomous estimation based on a seven-
point scale did not work. In fact, any scale beyond three-point scale (zero to two points) did not 
work with any of the three Q-matrices. 
The next chapter will dwell on these limitations more as well as issues regarding the 
collaboration and networking in language testing. 
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CHAPTER 5: Issues in the Collaboration and Consultancy for CDA Implementation 
Language testing is the only field of study where the measurement of a specific 
knowledge domain has developed into a unique academic discipline (Davidson, 2004). There 
must be multiple reasons for this but one of them should be that many language testers also knew 
classical and modern test theories and how to apply them to language test data when it was 
necessary. Davidson further says: 
 
We [Language testers] seem to be dualists. We are a profession of the “how” – of method, 
and we are a profession of the “what” – of construct… there is third force at play 
[which] often decides for us the particular balance between the how and the what. This 
third force is educational and psychological measurement, and in particular, it is the 
embedded normative quality of large-scale tests. 
  
It is this third force that makes language testing interdisciplinary at times and in most cases, 
language testers have been successfully self-sufficient, providing themselves with the 
measurement knowledge that they need to conduct the research of their interest. However, there 
are times they need to reach out more.  
This entire project was rather a wild adventure to integrate this third force inside the 
realm of language testing in an unfamiliar context. The project is based on a close collaboration 
between two graduate students, one who does cognitive diagnostic modeling in language testing 
and the other who provides a specific language test and data based on her expertise in applied 
French linguistics. As CDA is a method developed in the field of psychometrics, it is indeed the 
third force to language testing. As the former, I have provided knowledge necessary for cognitive 
diagnostic modeling, a measurement approach relatively not well-known and technically 
challenging. However, throughout the project, my position was on the border. I have always 
stood right between language testing and psychometrics, looking both ways. My role in the 
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project has been a mediator between the two disciplines, applied linguistics (or language testing) 
and psychometrics. Working on this project has been a very intensive experience as a mediator 
and thus, this is a reflective chapter on working on the project as such, that is, a knowledge 
broker between these two fields. 
 
5.1. Inherent Barriers from Both Sides 
CDA method is not widely known yet outside of psychometrics, in general. There are 
not many language testers who appreciate the merits of this seemingly complex statistical 
modeling approach. Likewise, in the field of psychometrics, it seems that research has been so 
far more theoretically oriented than empirically directed, which explains why more 
collaborations are called for to implement more empirical applications of the method.  
The most essential prerequisite for this collaboration to work is that language testers and 
second language researchers see the usefulness of CDA. The most typical and fundamental 
questions that you would expect from applied linguists at the very beginning of CDA 
implementation are those such as, “Why cognitive diagnostic modeling when teachers can 
provide the same kinds of fine-grained feedback about their students’ strengths and weaknesses 
in their second/foreign language performance?”, “What can it do that humans cannot if content 
analysis should be done by human experts anyway?”, “Simply what are the unique strengths of 
this method?” 
The first issue that needs to be addressed in discussing collaborating or consulting for 
implementing CDA in language testing comes from this unique situation found in the arena. That 
is, the needs for implementing CDA, in most cases, do not arise spontaneously within the area of 
language testing. Considering this general lack of knowledge about CDA, in retrospect, it would 
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have been more effective to have (more than) one full information session or workshop that 
introduces CDA with instructional lessons or tutorials that consist of relevant learning modules 
to answer such questions as: What is CDA?; What are its steps?; How does the analysis work?; 
What are the factors that affect the analysis and how do they impact it?; What does the analysis 
provide? and; How can the results be utilized in score reporting and teaching/learning?  
I believe that once the availability of this new assessment procedure is more widely 
known in the field of language testing or second language acquisition, demands for this 
measurement technique will occur from within the disciplines over time. 
Barriers exist on the other side as well. It seems psychometricians have been mainly 
concerned about or even content with developing psychometric models and not interested 
enough in the empirical applications to actual test data to see how well their models actually 
work to produce valid classifications of examinees based on their skill profiles. It is this current 
status quo that makes the role of a mediator between the two fields very important. 
 
5.2. Even Numerous Beads are not a Jewel before They Are Threaded (A Korean Proverb). 
This experimental project gave me a valuable and novel experience and it made me 
realize that the role of a mediator is indispensable in implementing CDA in a specific subject 
domain, especially in the language domain. My role as the mediator here was neither as a 
psychometrician in the sense of one who develops and validates new CDMs nor as an applied 
linguist. My primary responsibility was applying knowledge of a CDM (LCDM) to estimate the 
French EIT data. This might sound rather simple and one could simply think that if there are 
viable psychometric models, the application can follow naturally, not accompanying serious 
amount of work and commitment. It can be true depending on the nature of the data but it was 
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not this time. Overall, it was an experience learning from numerous failures. 
The mediator’s role in this project became more active and important after the two main 
raw materials became ready for use, i.e., the initial Q-matrix and the EIT data that were collected 
from French-taking students at the university. The real work of mine began after initial 
estimations with this original set of attributes. During the initial period of numerous trials and 
errors, the above Korean proverb came to my mind very vividly. That is, even with the best raw 
materials (an appropriate CDM and the input (Q-matrix and response data)), they are not worth 
anything unless they are made into final goods. As was elaborated in the previous chapter, many 
factors in the raw input still had to be repeatedly refined and adjusted, such as the number of 
items, number of attributes, and the overall structure of the Q-matrix. Eventually, a few new Q-
matrices had to be created, in which smaller grain-sized attributes had to be identified and the 
iterative process of estimation had to be redone from scratch.  
 To think of the reason, the unexpected amount of additional work can be ascribed to the 
different properties of the Q-matrix. A few CDA applications in language testing have been 
attempted and ended as successful trials. However, the Q-matrix used for each of these studies 
had a very different structure than the initial Q-matrix constructed for this project. That is, they 
were far sparser with fewer attributes defined. However, the first Q-matrix in this project was 
very full which caused a major problem in the statistical estimation process and for this reason, 
multiple Q-matrices that specified sub-attributes under each category of the original attributes, 
i.e., syntax and pronunciation, etc. had to be built again. 
These differences between the Q-matrix and the Q-matrices that were employed in 
previous CDA studies can be traced to the different types of tasks. In other words, the items of 
the EIT required much more numbers of attributes, which translates into the fact that a successful 
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performance on speaking (in any context) needs far more attributes than any skill of 
comprehension or a receptive skill. However, all this is only a hindsight which could not be 
foreseen before the actual data analysis started. Moreover, there was nearly no guidance 
available in previous literature or empirical studies about the interplay of all these factors that 
crucially impact the statistical estimation process. The bottom line here is that unanticipated 
problems will most likely arise in the course of analyzing actual (not theoretically simulated) 
data and it is when the collaboration between the two fields by way of the mediator becomes 
critical to make the CDA modeling successful. 
 
5.3. Readiness to Accommodate the Gap between the Ideal and Reality 
If the most suitable CDM for your response data and its algorithm can accommodate just 
about everything that language testers want to do, it would be ideal without having any problems 
or conflicts between a psychometrics-driven assessment method and those who want to use it. 
But in reality, there exist limitations in what any given CDMs can do as of yet. 
Understanding about the technical side of the CDA and its procedures should also entail 
an understanding and willingness to accommodate what the method cannot do (yet). In the 
context of a small-scale test (e.g., classroom test) it is true that an experienced teacher or human 
expert can do a better job (than the CDA method) at assessing the students and diagnosing their 
strengths and deficiencies in their performances with a reasonable amount of cost and time. The 
beauty of the CDA method can be realized in a larger scale assessment, because it is capable of 
taking the place of experienced teachers who can tell the weaknesses and strengths of many 
students at the same time. In that sense, its benefit in terms of time and cost may be greater than 
expected. 
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However, limitations do exist in what can be done using current theoretical and technical 
development of CDA. A specific example in point will better explain this: (Stephanie) Gaillard 
worked hard to determine the grading scale, especially what level of scale it should be from four 
to seven point scale, as elaborated in the previous chapter. Despite her efforts and time, the CDM 
employed to carry out the analysis could not estimate the scale in its entirety and thus I had to 
convert it to a simpler scale in order to estimate the data polytomously. It seems the scoring scale 
(0 up to 6 points) was simply too complicated for the CDM to handle or any other CDMs that are 
currently available for empirical use.  
The detailed process of the Q-matrix refinement illustrates another example. Therefore, 
it should be one of the responsibilities of the person in charge of the CDA modeling to forewarn 
the collaborator about the potential uncertainties of the estimation and that the results could be 
short of human expectations. It is also this reason that the two fields need to find a middle 
ground to meet halfway to yield a meaningful and useful outcome for the stake-holders of a 
given test.  
 What is the message of all this for language testers? It appears obvious that language is 
not a trait that can be contained in a ‘strait jacket’ and the beast is pretty difficult to ‘tame.’ It 
further implies that a mechanical assembly of a complex tool and the ingredients will not provide 
a justifiable answer especially in language testing. More human work and judgment is required 
and more caution is advised for modeling in cognitive diagnosis with language test data probably 
than with any other data in any other knowledge domain.  
 
5.4. Needs to be Realistic in Logistical Difficulties 
One of the fundamental challenges, which has also been captured as a central research 
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question for this project is whether CDA can be implemented with a small to medium sample 
size. The significance of this question could have been attenuated only if data could have been 
collected from all students taking French class at the university, of which the number is several 
hundreds. The reality surrounding data collection, however, did not make it a possibility.  
The EIT data collection started in the fall of 2011 with the primary purpose of using 
them for a second language acquisition study, which typically does not require as large a sample 
as the CDA analysis. Each imitated speech data set was collected from one person at a time (by 
Gaillard) in a soundproof phonetic lab and each session took up to an hour. Alternatively, 
simultaneous data collection could have been conducted from multiple participants in a language 
laboratory where disturbance in listening and speech production for the EIT performance was at 
a minimum so that each participant’s performance would not hamper other participants’ listening 
and speaking. However, such labs were not available at the moment and thus data collection 
from 100 students plus grading the collected data extended to over two consecutive semesters. It 
was this circumstance that necessitated using a resampling technique to generate a sample that 
would be large enough to be estimable by a CDM.  
Based on the analysis results in the previous chapter, bootstrap resampling seems to be a 
method that can help circumvent the central logistical problem of securing a large sample for a 
CDA application. Nonetheless, as examined about the bootstrap procedure in the last chapter, it 
is needless to say that the larger the original sample, the better it is, as the estimation becomes 
closer to the properties of the original, i.e., population parameters. Therefore it is imperative to 
come up with a more efficient way of collecting EIT data in order to lessen the time and work 
involved in the process. Appropriate technical assistance for mass collection of valid speech data 
is strongly needed for this purpose.  
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On the other hand, it might be necessary to adjust or relax the currently very rigorous 
standards of data collection procedure so that it can improve the data collection rate as well as 
secure the quality of speech data at the same time. A proper compromise between quality and 
quantity in data collection seems to be warranted in this context. 
 
5.5. Can CDA be Implemented through Networking across Disciplines? 
This chapter tried to answer the last two research questions posed for the FPT project: 
First, whether CDA, which is a technically and procedurally complex test method, can be 
implemented through consultancy and collaboration between psychometrics and linguistics and 
secondly, what are the most challenging issues in the collaboration. I think the previous sections 
in this chapter answered the second one. Let me wrap up this chapter by answering the first 
question. 
The answer is yes. Someone from either side of the border should be there to connect the 
two fields, being committed to a successful CDA implementation in language testing. S/he 
should be willing to go back and forth between the two arenas, being the one who is consulted by 
linguists as well as consults experts in both disciplines for the ultimate goal of a successful CDA 
implementation. S/he should be the one who orchestrates (and coordinates) necessary pieces of 
knowledge and expertise to enable them to play in harmony. The most important finding through 
conducting the current project is the dynamics I found in an application of a CDM to language 
test data. No mechanical application of a given model will do the job. A few key quantitative 
factors needed to be adjusted in an iterative manner and even the Q-matrix itself needed to be 
recreated or restructured within the range of not affecting the validity of the test. The person in 
charge of this undertaking should take the whole responsibility, tending what both 
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psychometricians and linguists have to say in each step of the modification and refinement.    
 Behind all this work, of course, wise common sense that makes the collaboration work 
needs to be accompanied: Keep in mind that collaboration takes more time so always allow more 
than ample time for data collection and estimation to meet the planned timeline. Adequate 
flexibility in deciding on minor and major issues in each step of the project is also required to 
accommodate the needs of each other’s side in order to move forward more efficiently. As found 
in any other collaboration, there are typical elements required that make the networking usual but 
more unusual components inside as well as outside of the premises of language testing make this 
networking project a unique and unprecedented example in cognitive diagnostic modeling.  
 
5.6. The Journey Has Not Ended 
Picking up the discussion particularly about the gap between the ideal and the reality, 
there could be a few hypothetical what-if questions surrounding the negotiation between the two 
sides, the side that does the CDA modeling and that of a specific subject area such as language. 
What if the CDA client is not willing to accept the current technical limitations of CDA? What if 
they would rather deem this method as something that could not yet embrace the complex nature 
of linguistic ability, something that does not work for language testing at least for the time being?  
This certainly can be another aspect of the current CDA that could put other knowledge 
domains off, along with the complex procedure and inner workings of the CDA approach. In 
such context, it would not be possible to convince the domain experts otherwise if the CDA 
procedure cannot fulfill their needs. It is also true that we should not let the tail wag the dog, 
when it is the dog that should wag the tail (Davidson, personal communication). In other words, 
we certainly should not let the procedure (method) itself determine or dictate what to measure 
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(construct), when the method cannot satisfiably suit the complexity of the constructs. Converting 
the 7-point scale to 3-point scale to estimate the data polytomously in this project was a minor 
case of such kind, which tried to shrink the complexity of the response data.    
 Standing on the border between psychometrics and language testing, I feel this is when I 
must look toward psychometrics and voice the demand from the other side. I call for more 
engaged collaborations between the fields so that the developers of CDMs can catch up with the 
problems that arise from empirical applications of their methods. If necessary, models need to be 
extended and modified to be able to accommodate different test tasks and the constructs that they 
measure. It is also urged at the same time that language testers understand that the merits of CDA 
that goes beyond the norm-referenced measurement theories and have a more optimistic 
perspective in looking at the method. Trust from language testing in the amelioration of 
psychometric theories/ models (of which CDA is one manifestation) and more interests from 
psychometrics in the issues that are engendered from actual implementation of CDA, these are 
the two elements that feed each other and will eventually make the CDA a more commonly 
accepted mode of measurement just as the IRT had to go through the same path over a few 
decades ago.  
 The journey has not ended and we might still have a long way to go but as long as we 
know the path will lead us to a better place, it is clearly worth the time and efforts that journey 
will take us. 
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APPENDIX A: Q-MATRIX FOR TOEFL READING  
 
 Item  Attribute1 Attribute2 Attribute3 Attribute4  Total 
1 1 0 0 0 1 
2 0 0 1 0 1 
3 1 0 0 0 1 
4 0 1 0 0 1 
5 0 0 1 1 2 
6 1 0 0 0 1 
7 0 1 0 0 1 
8 0 0 1 0 1 
9 0 0 1 1 2 
10 0 0 1 0 1 
11 0 0 1 1 2 
12 0 1 0 0 1 
13 0 1 0 0 1 
14 0 1 1 0 2 
15 1 0 0 0 1 
16 0 0 1 0 1 
17 1 0 0 0 1 
18 0 0 1 0 1 
19 1 0 0 0 1 
20 0 0 1 0 1 
21 0 0 1 0 1 
22 0 1 0 1 2 
23 0 0 1 1 2 
24 0 0 1 0 1 
25 0 0 1 1 2 
26 0 1 0 0 1 
27 1 1 0 0 2 
28 1 0 0 0 1 
29 0 1 0 0 1 
30 0 0 1 0 1 
31 1 0 0 0 1 
32 0 1 0 0 1 
33 0 0 1 1 2 
34 0 1 0 0 1 
35 0 1 1 0 2 
36 1 0 0 0 1 
37 0 0 1 0 1 
38 0 0 1 1 2 
 Total 10 12 19 8 1.289474 
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APPENDIX B: Q-MATRIX FOR TOEFL LISTENING 
 
 Item  Attribute1 Attribute2 Attribute3 Attribute4  Total  
1 1 0 0 0 1 
2 0 1 0 0 1 
3 0 1 0 0 1 
4 0 1 0 0 1 
5 0 0 1 0 1 
6 1 0 0 0 1 
7 0 1 0 0 1 
8 0 1 0 0 1 
9 0 0 1 0 1 
10 0 0 1 1 2 
11 1 0 0 1 2 
12 0 0 1 1 2 
13 0 0 0 1 1 
14 0 1 0 0 1 
15 0 0 1 1 2 
16 0 0 1 0 1 
17 1 0 0 1 2 
18 0 1 0 0 1 
19 0 1 0 0 1 
20 0 1 0 1 2 
21 0 1 0 0 1 
22 0 0 1 0 1 
23 0 1 0 0 1 
24 0 0 1 1 2 
25 0 1 0 0 1 
26 0 1 0 0 1 
27 0 1 0 0 1 
28 0 0 1 0 1 
29 1 0 0 1 2 
30 0 0 0 1 1 
31 0 1 0 0 1 
32 0 1 0 1 2 
33 0 0 1 0 1 
 Total  5 16 10 11 1.272727 
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APPENDIX C: Q-MATRIX FOR ECPE GRAMMAR 
 
 Item  Morpho-
syntactic Cohesive Lexical  Total 
1 1 1 0 2 
2 0 1 0 1 
3 1 0 1 2 
4 0 0 1 1 
5 0 0 1 1 
6 0 0 1 1 
7 1 0 1 2 
8 0 1 0 1 
9 0 0 1 1 
10 1 0 0 1 
11 1 0 1 2 
12 1 0 1 2 
13 1 0 0 1 
14 1 0 0 1 
15 0 0 1 1 
16 1 0 1 2 
17 0 1 1 2 
18 0 0 1 1 
19 0 0 1 1 
20 1 0 1 2 
21 1 0 1 2 
22 0 0 1 1 
23 0 1 0 1 
24 0 1 0 1 
25 1 0 0 1 
26 0 0 1 1 
27 1 0 0 1 
28 0 0 1 1 
Total 13 6 18 1.321429 
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APPENDIX D: 50 EIT SENTENCES WITH ENGLISH TRANSLATION 
1 Est-ce que tu penses que je dois me faire couper les cheveux? 
2 Le livre rouge n'était pas sur la table. 
3 Dans cette grande ville les rues sont larges. 
4 Il prend une douche tous les matins à 7h00. 
5 Qu'est-ce que tu as dit que tu faisais? 
6 Je doute qu'il sache si bien conduire. 
7 Après le déjeuner, as-tu fait une bonne sieste? 
8 Il est possible qu’il pleuve des cordes. 
9 Je n’aime pas les films qui sont à l'eau de rose. 
10 Les maisons sont très belles mais trop chères. 
11 Le petit garçon dont le chaton est mort hier est triste. 
12 Ce restaurant est censé avoir de la très bonne nourriture.  
13 Je veux une belle et grande maison dans laquelle mes enfants puissent vivre. 
14 Tu aimes écouter la musique techno, n’est-ce pas ? 
15 Est-ce qu'elle vient de finir de peindre l’intérieur de son appartement? 
16 Traverse la rue au feu puis continue tout droit! 
17 La personne avec qui je sortais n'avait pas un grand sens de l’humour. 
18 Elle commande uniquement des plats de viande et ne mange jamais de légumes. 
19 Vous pensez que le prix des maisons en ville va redevenir abordable? 
20 J’espère que le temps se réchauffera plus tôt cette année. 
21 Une bonne amie à moi s’occupe toujours des trois enfants de mon voisin. 
22 La chatte que tu as nourrie hier était celle de ma voisine. 
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23 Avant de pouvoir aller dehors, il doit finir de ranger sa chambre. 
24 Je ne me suis jamais autant amusé que lorsque je suis allé à la patinoire. 
25 La police a arrêté le terrible voleur qui était grand et mince. 
26 Auriez-vous la gentillesse de me passer le livre qui est sur la table ? 
27 Le nombre de fumeuses en France ne cesse d'augmenter chaque année. 
28 Excusez-moi, savez-vous si le train de 11h30 a déjà quitté la gare? 
29 L'examen n'était pas aussi difficile que celui de Monsieur Durand en cours de littérature. 
30 Y-a-t-il beaucoup de gens qui ne mangent rien le matin? 
31 Marie, prenez votre courage à deux mains et vous verrez que cet entretien passera 
comme une lettre à la poste! 
32 Les étudiants sortant de l'université avec un Master en poche ont plus de chance de 
trouver un travail que les autres. 
33 Quand Sophie reçut sa collègue elle lui proposa du thé. 
34 N'êtes-vous pas fatigués après ce voyage en voiture de trois jours? 
35 Ce sont eux qui l'ont organisé l'an dernier à l'université de l'Illinois 
36 Ni lui ni moi ne les avions comprises!  
37 Plus elle se dépêchait dans son travail, moins elle réalisait un travail de qualité 
38 Elle a décidé de suivre des études d'arts plastiques à l'école des Beaux-Arts 
39 On en avait une petite noire qui s'appelait minouche. 
40 Dès que la présidente eut signé le document, son secrétaire l'emporta. 
41 Dès que l'on aura dîné, on regardera attentivement le documentaire sur France 3 
42 Laura et Julie, ce sont elles qui viennent de finir de décorer élégamment la chambre 
d'amis. 
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43 On vient juste de rentrer du supermarché où les promotions étaient particulièrement 
intéressantes. 
44 Il est possible que ses parents soient arrivés en France avant le début de la guerre 
d'Algérie. 
45 Gabriel, en épousant sa patronne a fait d'une pierre deux coups. 
46 Ne penses-tu pas que les réalisatrices du film souhaiteraient lire les scénarios le plus tôt 
possible? 
47 Nous aurions dû faire des réservations avant d'aller au théâtre. 
48 Prenons deux semaines pour visiter New York pendant les vacances d'été! 
49 Qu'allez-vous faire demain soir après lui avoir dit la vérité?  
50 Les étudiantes Laure et Stéphanie vont continuer à l'étudier à l'université de Montréal. 
 
ENGLISH TRANSLATION 
1 Do you think I need a haircut? 
2 The red book was not on the table. 
3 In this big city the streets are large. 
4 He takes a shower every morning at 7:00 
5 What did you say you were doing today?  
6 I doubt that he knows how to drive that well.  
7 After lunch I had a ling, peaceful nap.  
8 It is possible that it will rain cats and dogs. 
9 I do not enjoy movies which have a happy ending.  
10 The houses are very nice but too expensive.  
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11 The little boy whose kitten died yesterday is sad.  
12 That restaurant is supposed to have very good food.  
13 I want a nice, big house in which my children can live.  
14 You really enjoy listening to techno music, don't you?  
15 Did she just finish painting the inside of her apartment? 
16 Cross the street at the light and then just continue straight ahead.  
17 The person I was dating did not have a wonderful sense of humor.  
18 She only orders meat dishes and never eats vegetables. 
19 Do you think that the price of town houses would become affordable? 
20 I hope it will get warmer sooner this year than it did last year.  
21 A good friend of mine always takes care of my neighbor’s three children.  
22 The cat that you fed yesterday was the one of my neighbor. 
23 Before he can go outside, he has to finish cleaning his room.  
24 The most fun I've ever had was when we went to the ice skating. 
25 The terrible thief whom the police caught was very tall and thin.  
26 Would you be so kind as to hand me the book which is on the table?  
27 The number of women who smoke in France is increasing every year.  
28 Excuse me, do you know if the 11:30 train has left the station yet? 
29 The exam wasn't nearly as difficult as the one from M. Durand in literature class.   
30 Are there a lot of people who don’t eat anything at all in the morning? 
31 Marie, be brave and you will see that this interview will go very well. 
32  The students with a Master's degree in hand have more chances to get a job than others. 
33 When Sophie invited her colleague she offered her some tea. 
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34 Aren't you tired after this long 3 day car trip? 
35 It is they who organized it last year at the University of Illinois? 
36 Neither he nor I understood them! 
37 The faster she was, the less effective she was in her work. 
38 She decided to study Plastic Arts at the "École des Beaux Arts." 
39 We used to have a little black one which was named Minouche. 
40 As soon as the female president signed the document, her secretary took it. 
41 After we finish dinner, we will watch carefully the documentary on Channel France3. 
42 Laura and Julie, it is they who just finished decorating the guest room elegantly. 
43 We just came back from the supermarket where sales were especially interesting. 
44 It is possible that his parents arrived in France before the beginning of the Algeria war. 
45 Gabriel, in marrying his boss killed two birds with one stone. 
46 Don't you think the directors would like to read the scripts as soon as possible? 
47 We should have reserved seats before going to the theater. 
48 Let's take 2 weeks to visit New York during the summer break! 
49 What will you do tomorrow after you tell him the truth? 
50 The students Laure and Stéphanie will continue to study at the University of Montréal. 
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APPENDIX E: ATTRIBUTE WORKSHOP 
 
PhD Thesis Workshop 
 Stéphanie Gaillard, Yeonsook Yi, Thesis Workshop EIT & CDA 
 
Date: Thursday August 18th and Saturday August 20th 2011  
 
Place: FLB G 30 (for both dates) 
 
Who: TA’s at the University of Illinois at Urbana-Champaign 
 
Name First Name Email address UIN Number Department 
XXXXXX XXXXXX XXXXXX @illinois.edu XXXXXX  FRENCH 
XXXXXX XXXXXX XXXXXX @illinois.edu XXXXXX FRENCH 
XXXXXX XXXXXX XXXXXX @illinois.edu XXXXXX FRENCH 
XXXXXX XXXXXX XXXXXX @illinois.edu XXXXXX FRENCH 
XXXXXX XXXXXX XXXXXX @illinois.edu XXXXXX LINGUISTICS 
XXXXXX XXXXXX XXXXXX @illinois.edu XXXXXX FRENCH 
 
Schedule of the workshop 
Room Thursday August 18th Saturday August 20th  
FLB G30 2 :00- 4 :50 pm 10:00 - 12:00 pm 
FLB G30 N/A 1:00 - 3:30 pm 
 
Workshop organisation 
Date & Time Tasks Time 
allowed 
Presentation of the workshop organization & goals 
PWP presentation (Attribute Session) ±10 mn* 
Attributes definition (brainstorming) in group first and then 
checking with all the TAs ± 15 mn 
Attributes categorization (reduction to 5 to 7 categories 
maximum to run the Q matrix) 
Work with EIT corpus sentences to know which attributes each 
sentence test (make copy of it for them) 
± 50 mn 
Attributes assignment to sentences (checking process with the 
restricted attributes categories decided) ± 1h 30 
Thursday August 
18th 2:00-4:50pm 
(Total : 2h50) 
 
Introduction to the task of the next workshop session to allow 
them to think about it during the day off (Friday August 19th) ± 5 mn 
 
Date & Time Tasks Time 
allowed 
Saturday August 
20th 
First Part 
10-12:00pm 
Outline presentation of the workshop session 
PWP presentation (Building a Scoring Rubric to fit the Q 
Matrix System) Re-explain the goal of the Attributes scoring 
rubric construction. 
±10 mn* 
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Guided brainstorming* on Scoring scale in group first and then 
gathering all the TAs suggestions THEN show them the 
scoring rubrics from the ones used in the previous EIT Task 
and summarize this work. 
Ask them to see if it is appropriate to use these ones, could we 
get inspired by them and modifying them to fit our purpose? 
± 20 mn  
 
 
 
 
± 40 mn 
(Total: 2h00) 
 
Creating the rubric score and checking the scoring rubric to 
sentences with the EIT sentences corpus annotated* (bring 
another set of copy in case they lose it) 
± 50 mn 
 
LUNCH BREAK 
Date & Time Tasks Time 
allowed 
Checking if the scoring rubric works with the online Pierceive 
tool 
Group Grading first (± 40 mn) then individual grading (each TA 
alone ± 20 mn) to see if the results match 
± 1 hour 
Saturday August 
20th 
First Part 
1:00-3:30pm 
(Total: 2h30) Adjustment with the scoring rubric and Attributes if necessary ± 40 mn 
 Extra time for modification and adjustment 50 mn 
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APPENDIX F: DIVISION OF 100 SCORES INTO ABILITY GROUPS FOR BOOTSTRAP  
(TO ANALYZE WITH INITIAL EIT Q-MATRIX) 
Total 
score 
Percent 
score 
In-group 
difference 
90 30.00%   
98 32.70%   
102 34.00%   
105 35.00%   
105 35.00%   
105 35.00% 7 (2.3%) 
114 38.00%   
115 38.30%   
115 38.30%   
115 38.30%   
118 39.30%   
119 39.70%   
120 40.00% 6 (2%) 
122 40.70%   
122 40.70%   
123 41.00%   
128 42.70%   
129 43.00% 7 (2.3%) 
131 43.70%   
131 43.70%   
135 45.00%   
136 45.30% 5 (1.6%) 
138 46.00%   
139 46.30%   
140 46.70%   
140 46.70%   
140 46.70%   
141 47.00%   
142 47.30%   
143 47.70%   
143 47.70%   
143 47.70% 5 (1.7%) 
144 48.00%   
145 48.30%   
146 48.70%   
146 48.70%   
147 49.00%   
148 49.30%   
150 50.00% 6 (2%) 
153 51.00%   
156 52.00%   
157 52.30%   
157 52.30%   
159 53.00% 6 (2%) 
160 53.30%   
164 54.70%   
164 54.70%   
166 55.30%   
166 55.30%   
166 55.30% 6 (2%) 
170 56.70%   
175 58.30%   
175 58.30%   
175 58.30%   
176 58.70%   
177 59.00% 7 (2.3%) 
179 59.70%   
182 60.70%   
184 61.30%   
185 61.70% 6 (2%) 
189 63.00%   
192 64.00%   
192 64.00%   
193 64.30%   
194 64.70% 5 (1.7%) 
202 67.30%   
203 67.70%   
203 67.70%   
205 68.30% 3 (1%) 
209 69.70%   
211 70.30%   
212 70.70%   
213 71.00%   
214 71.30%   
215 71.70% 6 (2%) 
223 74.30%   
224 74.70%   
227 75.70%   
227 75.70%   
229 76.30% 6 (2%) 
234 78.00%   
238 79.30%   
241 80.30%   
244 81.30% 10 (3.3%) 
254 84.70%   
255 85.00%   
258 86.00%   
261 87.00% 7 (2.3%) 
262 87.30%   
264 88.00%   
265 88.30%   
268 89.30% 6 (2%) 
275 91.70%   
275 91.70%   
275 91.70%   
281 93.70% 6 (2%) 
286 95.30%   
291 97.00%   
291 97.00% 5 (1.7%) 
299 99.70%   
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APPENDIX G: DIVISION OF 100 SCORES (AVERAGE OF MEANING/ MORPHOLOGY/ 
VOCABULARY/ FLUENCY) FOR BOOTSTRAP  
Total 
score 
Percen
t score 
In-group 
difference 
90 30.0%   
98 32.7%   
104 34.7%   
106 35.3%   
108 36.0%   
109 36.3% 11 (3.67%) 
113 37.7%   
115 38.3%   
117 39.0%   
118 39.3%   
120 40.0%   
120 40.0%   
122 40.7% 9 (3%) 
122 40.7%   
123 41.0%   
124 41.3%   
130 43.3%   
130 43.3% 8 (2.67%) 
131 43.7%   
132 44.0%   
135 45.0%   
136 45.3% 5 (1.67%) 
139 46.3%   
140 46.7%   
140 46.7%   
141 47.0%   
141 47.0%   
142 47.3%   
143 47.7%   
143 47.7%   
144 48.0%   
144 48.0% 5 (1.67%) 
146 48.7%   
146 48.7%   
146 48.7%   
147 49.0%   
148 49.3%   
149 49.7%   
151 50.3% 5 (1.67%) 
153 51.0%   
156 52.0%   
159 53.0%   
160 53.3%   
160 53.3% 7 (2.3%) 
163 54.3%   
166 55.3%   
166 55.3%   
167 55.7%   
167 55.7%   
167 55.7% 4 (1.3%) 
170 56.7%   
175 58.3%   
175 58.3%   
176 58.7%   
177 59.0%   
179 59.7% 9 (3%) 
179 59.7%   
183 61.0%   
185 61.7%   
186 62.0% 7 (2.3%) 
191 63.7%   
192 64.0%   
194 64.7%   
194 64.7%   
195 65.0% 4 (1.3%) 
202 67.3%   
204 68.0%   
204 68.0%   
206 68.7% 4 (1.3%) 
211 70.3%   
211 70.3%   
212 70.7%   
213 71.0%   
215 71.7%   
216 72.0% 5 (1.67%) 
224 74.7%   
226 75.3%   
228 76.0%   
228 76.0%   
230 76.7% 6 (2%) 
235 78.3%   
238 79.3%   
241 80.3%   
244 81.3% 9 (3%) 
254 84.7%   
255 85.0%   
258 86.0%   
261 87.0% 7 (2.3%) 
262 87.3%   
264 88.0%   
265 88.3%   
268 89.3% 6 (2%) 
275 91.7%   
275 91.7%   
276 92.0%   
281 93.7% 6 (2%) 
286 95.3%   
291 97.0%   
291 97.0% 5 (1.67%) 
299 99.7%   
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APPENDIX H: DIVISION OF 100 SCORES (SYNTAX) FOR BOOTSTRAP  
Total 
score 
Percent 
score 
In-group 
difference 
91 30.3%   
98 32.7%   
102 34.0%   
105 35.0%   
106 35.3%   
106 35.3% 8 (2.67%) 
114 38.0%   
115 38.3%   
116 38.7%   
117 39.0%   
117 39.0%   
120 40.0%   
122 40.7% 8 (2.67%) 
122 40.7%   
122 40.7%   
123 41.0%   
126 42.0%   
130 43.3% 8 (2.67%) 
130 43.3%   
131 43.7%   
136 45.3%   
137 45.7% 7 (2.3%) 
138 46.0%   
139 46.3%   
140 46.7%   
140 46.7%   
140 46.7%   
141 47.0%   
142 47.3%   
143 47.7%   
143 47.7%   
145 48.3% 7 (2.3%) 
145 48.3%   
145 48.3%   
146 48.7%   
147 49.0%   
149 49.7%   
151 50.3%   
153 51.0% 8 (2.67%) 
154 51.3%   
157 52.3%   
158 52.7%   
158 52.7%   
160 53.3% 6 (2%) 
162 54.0%   
165 55.0%   
166 55.3%   
166 55.3%   
167 55.7%   
168 56.0% 6 (2%) 
169 56.3%   
175 58.3%   
176 58.7%   
177 59.0%   
178 59.3%   
178 59.3% 9 (3%) 
179 59.7%   
183 61.0%   
185 61.7%   
185 61.7% 6 (2%) 
191 63.7%   
193 64.3%   
194 64.7%   
194 64.7%   
194 64.7% 3 (1%) 
202 67.3%   
204 68.0%   
204 68.0%   
208 69.3% 6 (2%) 
211 70.3%   
211 70.3%   
212 70.7%   
214 71.3%   
214 71.3%   
218 72.7% 7 (2.3%) 
222 74.0%   
226 75.3%   
228 76.0%   
230 76.7%   
230 76.7% 8 (2.67%) 
237 79.0%   
237 79.0%   
240 80.0%   
244 81.3% 7 (2.3%) 
254 84.7%   
254 84.7%   
258 86.0%   
260 86.7% 6 (2%) 
263 87.7%   
264 88.0%   
265 88.3%   
268 89.3% 5 (1.67%) 
272 90.7%   
275 91.7%   
275 91.7%   
281 93.7% 9 (3%) 
286 95.3%   
291 97.0%   
291 97.0% 5 (1.67%) 
299 99.7%   
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APPENDIX I: DIVISION OF 100 SCORES (PRONUNCIATION) FOR BOOTSTRAP  
Total 
score 
Percent 
score 
In-group 
difference 
79 26.3%   
86 28.7%   
92 30.7%   
93 31.0%   
96 32.0%   
97 32.3% 11 (3.67%) 
103 34.3%   
108 36.0%   
110 36.7%   
110 36.7%   
110 36.7%   
111 37.0%   
111 37.0% 8 (2.67%) 
112 37.3%   
112 37.3%   
116 38.7%   
116 38.7%   
116 38.7% 4 (1.3%) 
116 38.7%   
123 41.0%   
126 42.0%   
127 42.3% 11 (3.67%) 
128 42.7%   
128 42.7%   
129 43.0%   
129 43.0%   
130 43.3%   
130 43.3%   
130 43.3%   
131 43.7%   
131 43.7%   
133 44.3% 5 (1.67%) 
133 44.3%   
134 44.7%   
137 45.7%   
138 46.0%   
138 46.0%   
138 46.0%   
139 46.3% 6 (2%) 
143 47.7%   
144 48.0%   
145 48.3%   
145 48.3%   
147 49.0% 4 (1.3%) 
147 49.0%   
151 50.3%   
152 50.7%   
152 50.7%   
155 51.7%   
156 52.0% 9 (3%) 
159 53.0%   
160 53.3%   
166 55.3%   
167 55.7%   
169 56.3%   
170 56.7% 11 (3.67%) 
171 57.0%   
171 57.0%   
172 57.3%   
174 58.0% 3 (1%) 
176 58.7%   
181 60.3%   
181 60.3%   
182 60.7%   
183 61.0% 7 (2.3%) 
193 64.3%   
193 64.3%   
195 65.0%   
196 65.3% 3 (1%) 
198 66.0%   
198 66.0%   
199 66.3%   
200 66.7%   
203 67.7%   
203 67.7% 5 (1.67%) 
204 68.0%   
207 69.0%   
212 70.7%   
215 71.7%   
217 72.3% 13 (4.3%) 
217 72.3%   
220 73.3%   
229 76.3%   
240 80.0% 23 (7.67%) 
243 81.0%   
245 81.7%   
247 82.3%   
247 82.3% 4 (1.3%) 
248 82.7%   
250 83.3%   
252 84.0%   
258 86.0% 10 (3.3%) 
261 87.0%   
263 87.7%   
265 88.3%   
268 89.3% 7 (2.3%) 
278 92.7%   
288 96.0%   
291 97.0% 13 (4.3%) 
298 99.3%   
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APPENDIX J: FRENCH EIT INITIAL Q-MATRIX 
Item Vocabulary Pronunciation Syntax Morphology   Total  
1 0 1 1 1 3 
2 0 0 1 1 2 
3 0 1 1 1 3 
4 0 1 1 1 3 
5 0 1 1 1 3 
6 0 0 1 1 2 
7 0 1 1 1 3 
8 1 0 1 1 3 
9 1 1 1 1 4 
10 0 0 1 1 2 
11 0 1 1 1 3 
12 0 0 1 1 2 
13 0 1 1 1 3 
14 0 1 1 0 2 
15 0 1 1 1 3 
16 0 1 1 1 3 
17 0 1 1 1 3 
18 0 0 1 1 2 
19 0 1 1 1 3 
20 0 0 1 1 2 
21 0 1 1 1 3 
22 0 1 1 1 3 
23 0 1 1 1 3 
24 0 1 1 1 3 
25 0 0 1 1 2 
26 0 1 1 1 3 
27 1 0 1 1 3 
28 0 1 1 1 3 
29 0 1 1 1 3 
30 0 1 1 1 3 
31 1 1 0 1 3 
32 1 1 1 1 4 
33 0 1 1 1 3 
34 0 1 1 1 3 
35 0 1 1 1 3 
36 0 1 1 1 3 
37 0 1 1 1 3 
38 1 1 1 1 4 
39 0 1 1 1 3 
40 0 1 1 1 3 
41 1 1 0 1 3 
42 0 1 1 1 3 
43 0 0 1 1 2 
44 0 1 0 1 2 
45 1 1 1 1 4 
46 0 1 1 1 3 
47 0 1 1 1 3 
48 0 0 1 1 2 
49 0 1 1 1 3 
50 0 1 1 1 3 
Total  8 39 47 49 2.86 
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APPENDIX K: FRENCH EIT Q-MATRIX FOR FIVE ATTRIBUTES (INITIAL) 
Original item 
number  Item Pronoun Tense/Mood Preposition 
Morpho-
phonology Vocabulary  Total 
1 1 1 0 0 0 0 1 
2 2 0 0 0 1 0 1 
3 3 0 0 0 1 0 1 
4 4 0 1 1 1 0 3 
5 5 0 1 0 0 0 1 
6 6 0 1 0 0 0 1 
7 7 0 1 0 1 0 2 
8 8 0 1 0 1 1 3 
9 9 0 1 0 1 1 3 
11 10 1 0 0 1 0 2 
12 11 0 0 0 1 1 2 
13 12 1 1 0 1 0 3 
15 13 0 1 1 0 0 2 
16 14 0 1 0 1 0 2 
17 15 1 1 0 0 0 2 
18 16 0 0 0 1 0 1 
19 17 1 1 0 0 0 2 
20 18 1 1 0 1 0 3 
21 19 0 1 1 1 0 3 
22 20 1 1 0 1 0 3 
23 21 0 1 1 0 0 2 
24 22 1 0 0 0 0 1 
25 23 0 1 0 0 0 1 
26 24 1 1 0 0 0 2 
27 25 0 0 1 1 1 3 
28 26 0 1 0 1 0 2 
29 27 1 0 0 0 0 1 
30 28 0 0 0 1 0 1 
31 29 0 1 0 0 1 2 
32 30 0 1 0 0 1 2 
33 31 1 1 0 1 0 3 
34 32 0 1 1 1 0 3 
35 33 1 1 0 0 0 2 
36 34 1 1 0 1 0 3 
37 35 0 1 0 0 0 1 
38 36 0 1 0 1 1 3 
39 37 1 1 0 1 0 3 
40 38 1 1 0 0 0 2 
41 39 1 1 0 1 0 3 
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42 40 1 1 1 0 0 3 
43 41 0 1 0 1 0 2 
44 42 0 1 1 0 0 2 
45 43 0 1 0 1 1 3 
46 44 0 1 0 0 0 1 
47 45 0 1 1 0 0 2 
48 46 0 1 1 0 0 2 
49 47 1 1 1 0 0 3 
50 48 1 1 0 1 0 3 
 Total    19 38 11 26 8  2.125 
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APPENDIX L: FRENCH EIT Q-MATRIX FOR SYNTAX (INITIAL) 
 It
em 
General Adjective 
placement 
Comparative Question Adverb 
placement 
Subordinate Negation Total  
1 1 0 0 0 0 1 0 2 
2 0 0 0 0 0 0 1 1 
3 1 1 0 0 0 0 0 2 
4 1 0 0 0 0 0 0 1 
5 0 0 0 1 0 1 0 2 
6 0 0 0 0 1 1 0 2 
7 1 0 0 1 0 0 0 2 
8 0 0 0 0 0 1 0 1 
9 1 0 0 0 0 1 1 3 
10 1 1 0 0 0 0 0 2 
11 1 1 0 0 0 0 0 2 
12 1 0 0 0 0 0 0 1 
13 1 1 0 0 0 1 0 3 
14 1 0 0 1 0 0 0 2 
15 1 0 0 1 0 0 0 2 
16 1 0 0 0 0 0 0 1 
17 1 0 0 0 0 1 1 3 
18 1 0 0 0 1 0 1 3 
19 1 0 0 1 0 0 0 2 
20 1 0 0 0 0 0 0 1 
21 1 1 0 0 1 0 0 3 
22 1 0 0 0 0 1 0 2 
23 1 0 0 0 0 0 0 1 
24 1 0 0 0 1 1 1 4 
25 1 1 0 0 0 0 0 2 
26 1 0 0 1 0 1 0 3 
27 1 0 0 0 0 0 1 2 
28 1 0 0 1 1 0 0 3 
29 1 0 1 0 0 0 1 3 
30 1 0 0 1 0 0 1 3 
31 0 0 1 0 0 1 0 2 
32 1 0 1 0 0 1 0 3 
33 1 0 0 0 0 0 0 1 
34 1 0 0 1 0 0 1 3 
35 1 0 0 0 0 1 0 2 
36 1 0 0 0 0 0 1 2 
37 1 0 0 0 0 0 0 1 
38 1 0 0 0 0 0 0 1 
39 1 0 0 0 0 1 0 2 
40 1 0 0 0 0 0 0 1 
41 1 0 0 0 1 0 0 2 
42 1 0 0 0 1 1 0 3 
43 1 0 0 0 1 0 0 2 
44 1 0 0 0 0 0 0 1 
45 1 0 0 0 0 0 0 1 
46 1 0 1 1 0 0 1 4 
47 1 0 0 0 0 0 0 1 
48 1 0 0 0 0 0 0 1 
49 1 0 0 1 0 0 0 2 
50 1 0 0 0 0 0 0 1 
To
tal  
45 6 4 11 8 15 11 2.00 
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APPENDIX M: FRENCH EIT Q-MATRIX FOR PRONUNCIATION (INITIAL) 
 Item Liaison Elision Fluidity Intelligibility Intonation  Total 
1 0 0 1 1 1 3 
2 0 0 1 1 0 2 
3 0 0 1 1 0 2 
4 0 0 1 1 0 2 
5 0 1 1 1 1 4 
6 0 1 1 1 0 3 
7 0 0 1 1 1 3 
8 0 1 1 1 0 3 
9 1 1 1 1 0 4 
10 0 0 1 1 0 2 
11 0 0 1 1 0 2 
12 0 0 1 1 0 2 
13 1 0 1 1 0 3 
14 0 0 1 1 1 3 
15 0 1 1 1 1 4 
16 0 0 1 1 1 3 
17 0 1 1 1 0 3 
18 0 0 1 1 0 2 
19 0 0 1 1 1 3 
20 0 1 1 1 0 3 
21 1 0 1 1 0 3 
22 0 0 1 1 0 2 
23 0 0 1 1 0 2 
24 1 0 1 1 0 3 
25 0 0 1 1 0 2 
26 0 0 1 1 1 3 
27 0 1 1 1 0 3 
28 0 0 1 1 1 3 
29 1 1 1 1 0 4 
30 0 0 1 1 1 3 
31 1 1 1 1 1 5 
32 0 0 1 1 0 2 
33 0 0 1 1 0 2 
34 0 1 1 1 1 4 
35 1 1 1 1 0 4 
36 1 0 1 1 0 3 
37 1 0 1 1 0 3 
38 1 1 1 1 0 4 
39 1 1 1 1 0 4 
40 0 1 1 1 0 3 
41 1 1 1 1 0 4 
42 1 0 1 1 0 3 
43 0 0 1 1 0 2 
44 1 0 1 1 0 3 
45 1 1 1 1 0 4 
46 0 0 1 1 1 3 
47 1 1 1 1 0 4 
48 0 0 1 1 1 3 
49 0 1 1 1 1 4 
50 1 1 1 1 0 4 
 Total  17 20 50 50 15 3.04 
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APPENDIX N: FRENCH EIT Q-MATRIX FOR FIVE ATTRIBUTES (FINAL) 
 
 
Original 
item 
number 
 Item Pronoun Tense/Mood Preposition Morpho-phonology Vocabulary  Total 
1 1 1 0 0 0 0 1 
6 2 0 1 0 0 0 1 
11 3 1 0 0 1 0 2 
12 4 0 0 0 1 1 2 
15 5 0 1 1 0 0 2 
16 6 0 1 0 1 0 2 
17 7 1 1 0 0 0 2 
18 8 0 0 0 1 0 1 
23 9 0 1 1 0 0 2 
25 10 0 1 0 0 0 1 
26 11 1 1 0 0 0 2 
28 12 0 1 0 1 0 2 
29 13 1 0 0 0 0 1 
30 14 0 0 0 1 0 1 
31 15 0 1 0 0 1 2 
32 16 0 1 0 0 1 2 
35 17 1 1 0 0 0 2 
40 18 1 1 0 0 0 2 
43 19 0 1 0 1 0 2 
44 20 0 1 1 0 0 2 
47 21 0 1 1 0 0 2 
48 22 0 1 1 0 0 2 
 Total   7 16 5 7 3 1.72727273 
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APPENDIX O: FRENCH EIT Q-MATRIX FOR SYNTAX (FINAL) 
 
Original 
item 
number 
 Item Adjective placement Comparative Question 
Adverb 
placement Subordinate Negation  Total  
1 1 0 0 0 0 1 0 1 
6 2 0 0 0 1 1 0 2 
11 3 1 0 0 0 0 0 1 
13 4 1 0 0 0 1 0 2 
15 5 0 0 1 0 0 0 1 
17 6 0 0 0 0 1 1 2 
18 7 0 0 0 1 0 1 2 
21 8 1 0 0 1 0 0 2 
22 9 0 0 0 0 1 0 1 
25 10 1 0 0 0 0 0 1 
26 11 0 0 1 0 1 0 2 
27 12 0 0 0 0 0 1 1 
28 13 0 0 1 1 0 0 2 
29 14 0 1 0 0 0 1 2 
30 15 0 0 1 0 0 1 2 
31 16 0 1 0 0 1 0 2 
32 17 0 1 0 0 1 0 2 
34 18 0 0 1 0 0 1 2 
35 19 0 0 0 0 1 0 1 
36 20 0 0 0 0 0 1 1 
 Total   4 3 5 4 9 7 1.6 
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APPENDIX P: FRENCH EIT Q-MATRIX FOR PRONUNCIATION (FINAL) 
 
 Original item number Item Liaison Elision Intonation  Total 
1 1 0 0 1 1 
6 2 0 1 0 1 
9 3 1 1 0 2 
13 4 1 0 0 1 
15 5 0 1 1 2 
16 6 0 0 1 1 
17 7 0 1 0 1 
20 8 0 1 0 1 
21 9 1 0 0 1 
26 10 0 0 1 1 
27 11 0 1 0 1 
28 12 0 0 1 1 
29 13 1 1 0 2 
30 14 0 0 1 1 
34 15 0 1 1 2 
35 16 1 1 0 2 
36 17 1 0 0 1 
38 18 1 1 0 2 
39 19 1 1 0 2 
40 20 0 1 0 1 
44 21 1 0 0 1 
47 22 1 1 0 2 
48 23 0 0 1 1 
49 24 0 1 1 2 
50 25  1 1 0 2 
 Total  11 15 9 1.4 
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APPENDIX Q: FRENCH EIT Q-MATRIX FOR FIVE ATTRIBUTES (POLYTOMOUS) 
Original 
item 
number 
 Item  Pronoun   Morpho-phonology  
Tense/ 
Mood   Preposition  Vocabulary  Total  
1 1 1 0 0 0 0 1 
6 2 0 0 1 0 0 1 
11 3 1 1 0 0 0 2 
12 4 0 1 0 0 1 2 
15 5 0 0 1 1 0 2 
16 6 0 1 1 0 0 2 
17 7 1 0 1 0 0 2 
18 8 0 1 0 0 0 1 
23 9 0 0 1 1 0 2 
25 10 0 0 1 0 0 1 
26 11 1 0 1 0 0 2 
28 12 0 1 1 0 0 2 
29 13 1 0 0 0 0 1 
30 14 0 1 0 0 0 1 
31 15 0 0 1 0 1 2 
32 16 0 0 1 0 1 2 
35 17 1 0 1 0 0 2 
40 18 1 0 1 0 0 2 
44 19 0 0 1 1 0 2 
47 20 0 0 1 1 0 2 
Total 7 6 14 4 3  1.7 
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APPENDIX R: FRENCH EIT Q-MATRIX FOR PRONUNCIATION (POLYTOMOUS) 
 Original item number  Item  Liaison Elision Intonation  Total  
1 1 0 0 1 1 
6 2 0 1 0 1 
9 3 1 1 0 2 
13 4 1 0 0 1 
15 5 0 1 1 2 
16 6 0 0 1 1 
17 7 0 1 0 1 
20 8 0 1 0 1 
21 9 1 0 0 1 
26 10 0 0 1 1 
27 11 0 1 0 1 
28 12 0 0 1 1 
29 13 1 1 0 2 
30 14 0 0 1 1 
34 15 0 1 1 2 
36 16 1 0 0 1 
38 17 1 1 0 2 
44 18 1 0 0 1 
47 19 1 1 0 2 
50 20 1 1 0 2 
 Total  9 11 7 1.35 
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APPENDIX S: NEW/ADDITIONAL PARAMETERS IN FIVE ATTRIBUTES OUTPUT 
(DICHOTOMOUS) 
   Estimate  S.E. Est./S.E.  P-Value  
  L1_0      -0.076 0.046 -1.668 0.095 
  L1_11     32.836 1.001 32.802 0 
  L2_0      -0.677 0.047 -14.319 0 
  L2_12     2.216 0.077 28.714 0 
  L3_0      -1.193 0.058 -20.685 0 
  L3_13     4.514 0.415 10.888 0 
  L4_0      -0.374 0.044 -8.396 0 
  L4_11     1.396 0.596 2.343 0.019 
  L4_12     2.447 0.182 13.413 0 
  L4_212    33.989 1.178 28.851 0 
  L5_0      -0.905 0.083 -10.835 0 
  L5_12     1.181 0.112 10.59 0 
  L5_15     2.916 0.122 23.992 0 
  L5_225    -1.181 0.112 -10.589 0 
  L6_0      -2.969 0.108 -27.473 0 
  L6_13     3.974 0.203 19.546 0 
  L6_14     1.481 0.298 4.971 0 
  L6_234    35.864 1.081 33.18 0 
  L7_0      -1.699 0.096 -17.634 0 
  L7_12     3.005 0.301 9.972 0 
  L7_13     2.825 0.669 4.223 0 
  L7_223    -2.071 0.759 -2.729 0.006 
  L8_0      -2.407 0.215 -11.194 0 
  L8_11     3.642 0.67 5.438 0 
  L8_13     2.551 0.302 8.445 0 
  L8_213    0.289 1.145 0.252 0.801 
  L9_0      -2.377 0.082 -28.89 0 
  L9_12     3.145 0.093 33.896 0 
  L10_0     -15.648 1 -15.653 0 
  L10_13    15.368 1.003 15.323 0 
  L10_14    14.626 1.028 14.224 0 
  L10_234  -11.831 1.033 -11.453 0 
  L11_0     -1.269 0.094 -13.515 0 
  L11_13    6.313 0.883 7.148 0 
  L12_0     -2.831 0.23 -12.307 0 
  L12_11    4.973 1.404 3.542 0 
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  L12_13    2.613 0.286 9.148 0 
  L12_213  -0.816 1.463 -0.558 0.577 
  L13_0     -1.751 0.063 -27.925 0 
  L13_12    1.276 0.226 5.637 0 
  L13_13    0.961 0.639 1.503 0.133 
  L13_223  1.337 0.73 1.832 0.067 
  L14_0     -1.211 0.072 -16.86 0 
  L14_11    28.468 1.003 28.395 0 
  L15_0     -1.463 0.074 -19.7 0 
  L15_12    5.807 0.302 19.2 0 
  L16_0     -16.902 0.707 -23.904 0 
  L16_13    15.93 0.721 22.102 0 
  L16_15    0 0 100 0 
  L16_235  2.236 0.158 14.122 0 
  L17_0     -23.039 0.577 -39.904 0 
  L17_13    0.001 0 0 1 
  L17_15    0 0 100 0 
  L17_235  27.282 0.938 29.085 0 
  L18_0     -3.972 0.228 -17.429 0 
  L18_11    2.509 0.628 3.992 0 
  L18_13    2.322 0.259 8.981 0 
  L18_213  0.458 0.64 0.716 0.474 
  L19_0     -3.063 0.097 -31.515 0 
  L19_11    0 0 100 0 
  L19_13    2.496 0.275 9.067 0 
  L19_213  6.494 1.09 5.96 0 
  L20_0     -3.165 0.138 -22.915 0 
  L20_13    2.614 0.219 11.96 0 
  L20_14    1.499 0.251 5.979 0 
  L20_234  36.775 1.044 35.24 0 
  L21_0     -17.464 0.707 -24.699 0 
  L21_13    16.684 0.735 22.691 0 
  L21_14    0 0 100 0 
  L21_234  37.518 1.02 36.777 0 
  L22_0     -0.316 0.06 -5.31 0 
  L22_13    3.967 0.535 7.418 0 
  L22_14    2.395 0.294 8.134 0 
  L22_234  32.236 1.127 28.604 0 
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APPENDIX T: NEW/ADDITIONAL PARAMETERS IN FIVE ATTRIBUTES OUTPUT 
(POLYTOMOUS) 
   Estimate S.E.  Est./S.E.  P-Value  
L1_01A      3.25 0.098 33.329 0 
L1_01B      -0.36 0.038 -9.499 0 
L1_11       38.468 0.709 54.237 0 
L2_01A      2.509 0.065 38.35 0 
L2_01B      -0.468 0.04 -11.741 0 
L2_13       38.128 0.708 53.824 0 
L3_01A      7.902 0.708 11.158 0 
L3_01B      -0.268 0.045 -6.006 0 
L3_11       36.874 0.617 59.745 0 
L3_12       1.232 0.167 7.382 0 
L4_01A      8.005 1.001 7.997 0 
L4_01B      -0.59 0.05 -11.855 0 
L4_15       0 0 100 0 
L4_12       1.8 0.074 24.226 0 
L5_01A      1.997 0.057 34.783 0 
L5_01B      -2.332 0.081 -28.717 0 
L5_13       39.574 0.643 61.568 0 
L5_14       6.13 0.789 7.772 0 
L6_01A      1.621 0.054 29.843 0 
L6_01B      -1.289 0.063 -20.558 0 
L6_13       0 0 100 0 
L6_12       3.555 0.118 30.008 0 
L7_01A      1.811 0.053 34.184 0 
L7_01B      -1.799 0.054 -33.479 0 
L7_13       6.01 1.425 4.217 0 
L7_11       1.792 0.103 17.313 0 
L8_01A      3.191 0.1 31.751 0 
L8_01B      -2.35 0.078 -30.148 0 
L8_12       3.335 0.096 34.902 0 
L9_01A      0.96 0.043 22.403 0 
L9_01B      -2.993 0.105 -28.391 0 
L9_13       4.285 0.218 19.645 0 
L9_14       3.521 0.144 24.415 0 
L10_01A     3.412 0.098 34.991 0 
L10_01B     -0.44 0.04 -11.106 0 
L10_13      80.726 0.709 113.812 0 
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L11_01A     1.567 0.049 32.021 0 
L11_01B     -2.145 0.061 -35.167 0 
L11_13      5.36 0.799 6.713 0 
L11_11      1.967 0.103 19.044 0 
L12_01A     4.041 0.149 27.195 0 
L12_01B     -1.704 0.062 -27.451 0 
L12_13      0.929 0.204 4.564 0 
L12_12      3.068 0.173 17.685 0 
L13_01A     4.011 0.139 28.782 0 
L13_01B     -1.94 0.057 -34.082 0 
L13_11      74.246 0.711 104.384 0 
L14_01A     2.023 0.064 31.457 0 
L14_01B     -1.2 0.075 -15.99 0 
L14_12      6.56 0.673 9.749 0 
L15_01A     1.842 0.055 33.72 0 
L15_01B     -4.927 0.545 -9.037 0 
L15_15      4.177 0.631 6.616 0 
L15_13      4.349 0.69 6.299 0 
L16_01A     2.738 0.079 34.88 0 
L16_01B     -35.545 0.523 -68.012 0 
L16_15      16.786 0.523 32.118 0 
L16_13      36.31 0.523 69.39 0 
L17_01A     2.341 0.065 35.946 0 
L17_01B     -3.444 0.105 -32.803 0 
L17_13      2.953 0.134 21.962 0 
L17_11      1.988 0.145 13.671 0 
L18_01A     1.682 0.051 32.997 0 
L18_01B     -2.888 0.083 -34.807 0 
L18_13      5.959 1.134 5.255 0 
L18_11      3.175 0.13 24.461 0 
L19_01A     3.314 0.101 32.745 0 
L19_01B     -2.738 0.082 -33.213 0 
L19_14      2.903 0.148 19.653 0 
L19_13      7.041 0.8 8.798 0 
L20_01A     2.638 0.075 34.995 0 
L20_01B     -3.831 0.15 -25.495 0 
L20_14      3.455 0.175 19.801 0 
L20_13      7.132 0.473 15.083 0 
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APPENDIX U: NEW/ADDITIONAL PARAMETERS IN SYNTAX OUTPUT 
(DICHOTOMOUS) 
   Estimate  S.E.  Est./S.E.  P-Value 
   L1_0        -0.06 0.041 -1.457 0.145 
   L1_15       38.021 1.001 37.989 0 
   L2_0        -1.262 0.081 -15.542 0 
   L2_15       37.199 1.003 37.077 0 
   L2_14       38.05 1.003 37.925 0 
   L2_245      -25.444 1.734 -14.674 0 
   L3_0        -0.264 0.042 -6.278 0 
   L3_11       38.333 1.001 38.299 0 
   L4_0        -2.747 0.084 -32.699 0 
   L4_11       3.035 0.143 21.173 0 
   L4_15       0 0 100 0 
   L4_215      5.924 1.66 3.569 0 
   L5_0        -2.552 0.095 -26.774 0 
   L5_13       40.91 1.005 40.726 0 
   L6_0        -1.769 0.056 -31.776 0 
   L6_16       1.672 0.124 13.459 0 
   L6_15       3.747 1.802 2.08 0.038 
   L6_256      0.251 1.922 0.131 0.896 
   L7_0        -2.198 0.075 -29.357 0 
   L7_16       0 0 100 0 
   L7_14       1.305 0.243 5.364 0 
   L7_246      3.579 0.257 13.936 0 
   L8_0        -1.163 0.052 -22.524 0 
   L8_11       0 0 100 0 
   L8_14       1.809 0.331 5.471 0 
   L8_214      0.625 0.329 1.9 0.057 
   L9_0        -2.379 0.098 -24.189 0 
   L9_15       7.142 0.639 11.177 0 
   L10_0       -1.102 0.053 -20.783 0 
   L10_11      39.657 1.001 39.601 0 
   L11_0       -2.301 0.071 -32.341 0 
   L11_15      2.335 0.327 7.15 0 
   L11_13      2.141 0.118 18.203 0 
   L11_235     2.343 0.65 3.606 0 
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   L12_0       -2.485 0.076 -32.693 0 
   L12_16      7.5 0.598 12.534 0 
   L13_0       -1.539 0.058 -26.317 0 
   L13_13      1.3 0.161 8.096 0 
   L13_14      0.813 0.247 3.291 0.001 
   L13_234     37.819 1.038 36.44 0 
   L14_0       -1.848 0.061 -30.054 0 
   L14_12      1.623 0.444 3.658 0 
   L14_16      3.574 0.287 12.474 0 
   L14_226     34.387 1.115 30.838 0 
   L15_0       -0.993 0.046 -21.615 0 
   L15_13      2.616 0.297 8.796 0 
   L15_16      36.144 1.001 36.106 0 
   L15_236     0.647 1.445 0.447 0.655 
   L16_0       -36.836 1 -36.836 0 
   L16_15      36.721 1.013 36.267 0 
   L16_12      36.041 1.007 35.796 0 
   L16_225     -34.667 1.02 -33.992 0 
   L17_0       -55.804 1 -55.804 0 
   L17_15      26.148 1.414 18.49 0 
   L17_12      0.089 1.414 0.063 0.95 
   L17_225     61.403 2 30.701 0 
   L18_0       -3.342 0.1 -33.5 0 
   L18_13      0 0 100 0 
   L18_16      0 0 100 0 
   L18_236     8.888 0.674 13.193 0 
   L19_0       -2.866 0.096 -29.889 0 
   L19_15      4.11 0.109 37.713 0 
   L20_0       -2.183 0.073 -29.916 0 
   L20_16      4.01 0.104 38.729 0 
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APPENDIX V: NEW/ADDITIONAL PARAMETERS IN PRONUNCIATION OUTPUT 
(DICHOTOMOUS) 
   Estimate  S.E.    Est./S.E. P-Value 
L1_0     -0.428 0.044 -9.748 0 
L1_13    4.626 0.306 15.119 0 
L2_0     -0.904 0.043 -21.078 0 
L2_12    39.471 1.001 39.434 0 
L3_0     -0.204 0.038 -5.418 0 
L3_11    0.003 0.311 0.01 0.992 
L3_12    0.448 0.221 2.023 0.043 
L3_212   27.439 1.063 25.805 0 
L4_0     -2.36 0.073 -32.542 0 
L4_11    4.971 0.122 40.607 0 
L5_0     -2.406 0.081 -29.689 0 
L5_12    2.618 0.226 11.603 0 
L5_13    2.136 0.168 12.72 0 
L5_223   35.89 1.034 34.709 0 
L6_0     -1.298 0.06 -21.468 0 
L6_13    3.775 0.106 35.578 0 
L7_0     -1.763 0.055 -32.229 0 
L7_12    3.63 0.089 40.954 0 
L8_0     -1.902 0.061 -30.94 0 
L8_12    3.607 0.093 38.798 0 
L9_0     -0.895 0.041 -22.05 0 
L9_11    1.671 0.067 24.953 0 
L10_0    -2.502 0.106 -23.698 0 
L10_13   4.173 0.113 36.899 0 
L11_0    -2.476 0.073 -33.686 0 
L11_12   6.841 0.308 22.216 0 
L12_0    -1.577 0.059 -26.815 0 
L12_13   3.697 0.099 37.368 0 
L13_0    -1.8 0.054 -33.263 0 
L13_11   2.293 0.343 6.686 0 
L13_12   2 0.223 8.969 0 
L13_212  59.599 1.073 55.52 0 
L14_0    -0.998 0.055 -18.057 0 
L14_13   6.165 0.515 11.967 0 
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L15_0    -3.345 0.1 -33.531 0 
L15_12   0 0 100 0 
L15_13   0 0 100 0 
L15_223  10.464 2.141 4.888 0 
L16_0    -3.338 0.099 -33.614 0 
L16_11   0 0 100 0 
L16_12   0 0 100 0 
L16_212  4.137 0.113 36.492 0 
L17_0    -2.049 0.067 -30.795 0 
L17_11   3.852 0.099 39.046 0 
L18_0    -1.835 0.057 -32.447 0 
L18_11   2.048 0.313 6.55 0 
L18_12   2.106 0.23 9.168 0 
L18_212  37.763 1.065 35.463 0 
L19_0    -2.691 0.075 -36.107 0 
L19_11   0 0 100 0 
L19_12   0 0 100 0 
L19_212  4.584 0.106 43.444 0 
L20_0    -2.899 0.087 -33.302 0 
L20_12   5.048 0.118 42.702 0 
L21_0    -2.655 0.075 -35.537 0 
L21_11   4.887 0.131 37.201 0 
L22_0    -6.042 0.575 -10.501 0 
L22_11   7 0.725 9.662 0 
L22_12   6.236 0.617 10.104 0 
L22_212  -5.298 0.756 -7.005 0 
L23_0    0.063 0.043 1.459 0.145 
L23_13   5.986 0.791 7.572 0 
L24_0    -0.3 0.037 -8.198 0 
L24_11   0 0 100 0 
L24_12   0 0 100 0 
L24_212  2.227 0.085 26.147 0 
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APPENDIX W: NEW/ADDITIONAL PARAMETERS IN PRONUNCIATION OUTPUT 
(POLYTOMOUS) 
   Estimate S.E.  Est./S.E.  P-Value  
 L1_01A      3.18 0.099 32.125 0 
 L1_01B      -0.493 0.045 -11.031 0 
 L1_13       4.312 0.237 18.193 0 
 L2_01A      2.386 0.065 36.585 0 
 L2_01B      -0.793 0.04 -20.023 0 
 L2_12       38.8 0.708 54.778 0 
 L3_01A      2.871 0.08 35.76 0 
 L3_01B      -0.205 0.037 -5.564 0 
 L3_11       33.506 0.578 57.945 0 
 L3_12       41.149 0.578 71.165 0 
 L4_01A      2.111 0.058 36.215 0 
 L4_01B      -2.245 0.064 -35.324 0 
 L4_11       5.056 0.131 38.68 0 
 L5_01A      1.954 0.058 33.76 0 
 L5_01B      -2.2 0.077 -28.416 0 
 L5_13       1.642 0.232 7.09 0 
 L5_12       39.95 0.51 78.286 0 
 L6_01A      1.639 0.052 31.411 0 
 L6_01B      -1.242 0.057 -21.656 0 
 L6_13       3.56 0.116 30.731 0 
 L7_01A      1.845 0.053 35.097 0 
 L7_01B      -1.663 0.05 -33.172 0 
 L7_12       3.684 0.09 40.84 0 
 L8_01A      4.094 0.141 28.978 0 
 L8_01B      -1.674 0.051 -32.832 0 
 L8_12       3.316 0.084 39.435 0 
 L9_01A      3.453 0.101 34.245 0 
 L9_01B      -0.888 0.04 -22.238 0 
 L9_11       1.705 0.067 25.603 0 
 L10_01A     1.455 0.053 27.686 0 
 L10_01B     -2.845 0.129 -22.033 0 
 L10_13      4.449 0.129 34.515 0 
 L11_01A     3.02 0.086 35.177 0 
 L11_01B     -2.189 0.062 -35.415 0 
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 L11_12      21.232 0.709 29.936 0 
 L12_01A     4.054 0.148 27.371 0 
 L12_01B     -1.69 0.06 -28.309 0 
 L12_13      3.685 0.099 37.052 0 
 L13_01A     4.051 0.139 29.213 0 
 L13_01B     -1.65 0.05 -32.768 0 
 L13_11      36.666 0.594 61.777 0 
 L13_12      3.121 0.619 5.043 0 
 L14_01A     2.044 0.063 32.619 0 
 L14_01B     -1.111 0.058 -19.277 0 
 L14_13      5.695 0.352 16.197 0 
 L15_01A     1.616 0.054 30.042 0 
 L15_01B     -3.521 0.119 -29.521 0 
 L15_13      0.976 0.074 13.234 0 
 L15_12      7.402 0.458 16.171 0 
 L16_01A     2.252 0.061 36.636 0 
 L16_01B     -1.937 0.057 -34.157 0 
 L16_11      3.76 0.091 41.349 0 
 L17_01A     2.024 0.057 35.69 0 
 L17_01B     -1.676 0.051 -32.821 0 
 L17_11      1.51 0.861 1.753 0.08 
 L17_12      7.031 1.785 3.94 0 
 L18_01A     3.361 0.1 33.47 0 
 L18_01B     -2.636 0.074 -35.471 0 
 L18_11      5.232 0.133 39.305 0 
 L19_01A     2.686 0.074 36.146 0 
 L19_01B     -3.389 0.106 -31.934 0 
 L19_11      4.267 0.679 6.283 0 
 L19_12      1.078 0.675 1.598 0.11 
 L20_01A     8.085 1 8.083 0 
 L20_01B     -0.293 0.037 -7.989 0 
 L20_11      2.187 0.087 25.02 0 
 L20_12      0 0 100 0 
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APPENDIX X: EIT SCORING RUBRIC  
Elicited Imitation Task Scoring Rubric 
Stéphanie Gaillard 
 
Important thingsto keep in mind while grading: 
 
 We are evaluating ORAL PRODUCTION by University students who are learners of French as a second/foreign language. 
 The goal is to determine and specify their overall proficiency in French for language placement. 
 Participants have only one attempt to repeat the utterance. 
 They should do their best, BUT should neither rephrase nor repeat the sentence more than once. 
 If a participant starts repeating before the beep, even without being conscious of this (in other words, without stopping after 
articulating two words and then starting the sentence again), the oral production must get a score of 0for each of the criteria. 
There must be no exceptions to this. All oral productions which start before the beep and do not conform to this description 
must be given a score of 0.  
 This is a placement test: be fair; do not be generous. Be as consistent as possible, in the interest of the reliability of the research.  
 If the test-taker has not said anything (or has articulated one/some word(s),but only in English), the utterance will be given a 
score of 0 for each criterion. 0 = missing data OR violation of the directions.  
 If the oral production contains extra words not present in the initial sentence, but if all other words are repeated correctly, the 
maximum score will be 5 for each criterion, depending on the quality of the oral production.   
 
NB: Initial sentence = sentence provided for the Elicited Imitation Task  
A brief explanation of each criterion is provided below.  
 
MEANING (the content of the message) 
The content of the message can sometimes be complex. For each sentence, the rater should consider the overall content of the message. 
(E.g., if two ideas are expressed in the sentence, but the test-taker fails to repeat one or both of them, then the he/she did not succeed 
in demonstrating complete control of this criterion for the content of this message.  
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SYNTAX (word order and grammatical category of the words in the sentence) 
The sentence is built with a particular syntax. For each item the rater must consider the syntax globally. (E.g., Is the syntax of the 
question respected? Is the negation completely realized (e.g. ne+pas/point/jamais/personne/rien)?In French, articles are important, as 
is adjective placement.)  
 
VOCABULARY(words that reflect the initial sentence) 
A specific vocabulary is used in the elicited imitation task sentence corpus, and therefore must be used in the test-takers’ oral 
production.  
 
MORPHOLOGY(agreements) 
This criterion is based on agreement in the French language.(E.g., gender[masculine, feminine], number [singular, plural], conjugation 
[tense, mood, pronouns]) 
 
PRONUNCIATION(French sounds system) 
The articulation of vowels (oral and nasal) should be taken into consideration, as well as liaison, elision and schwas (mute e). The 
articulation of the final consonant should be penalized where applicable, since it does not reflect correct French pronunciation. 
The intonation (a part of prosody) is also important in the rating, particularly for questions. Segmentation is also a criterion to be kept 
in mind.  Having taken into consideration all these (non-exhaustive) criteria for grading, the rater should also ask him/herself about 
his/her comprehension of the sentence produced by the test-taker, with reference to pronunciation. Does the pronunciation 
hinder comprehension? If it does, then the grading should reflect this. 
 
FLUENCY(pause(s), self-correction(s), hesitation (s)) 
This criterion helps evaluate the ease of production of the test-taker, and his/her eloquence. To what extent did the learner repeat the 
sentence well? Were there many hesitations?  
 
Below, you will find the grading criteria to use. They will guide and help you in your assessment work for the elicited imitation task. 
 
Legend for the given examples:  
The crossed words in grey(E.g.,:crossed words in grey) correspond to the words of the original sentence, which the test-taker failed to repeat.  
The words in bold (E.g.:words in bold) correspond to the words produced by the test-taker, but which do not correspond to the ones in the original sentence. 
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SCORE 6 5 4 3 2 1 0 
MEANING 
(the message 
content) 
 
This oral 
production 
expresses 
exactly the same 
meaning as the 
one in the initial 
sentence.  
 
Ex : Le livre 
rouge n’était pas 
sur la table 
 
We accept 
perfect synonyms 
as long as we 
have the 
meaning of the 
original 
sentence. 
 
 
 
 
This oral 
production 
expresses a 
meaning very 
similar to the 
one in the 
original 
sentence.   
One element is 
missing, but the 
general meaning 
of the sentence is 
present.  
 
Ex : Le livre 
rouge 
n’étaitestpas sur 
la table 
 
Ex2 : Tu 
aimesaimaisécou
terla musique 
technotechnique 
n’est-ce pas ? 
 
We accept 
synonyms as 
long as we have 
the general 
meaning of the 
original 
sentence. 
 
This oral 
production 
expresses a 
meaning that is 
close to but 
somewhat 
different from the 
one in the initial 
sentence.   
 
Ex : Le livre rouge 
n’étaitestpassur la 
table 
 
Ex2 : Le livre 
rouge n’étaitétait 
sur la table 
 
Ex3 : Prenons 
deux semaines 
pour visiter New 
nouvaYorkpendan
t les vacances 
d’été. 
 
There can be 
one/some 
misinterpretation(
s), one/some 
incoherence, or 
one part of the 
sentence could be 
missing. 
 
 
 
 
 
This oral 
production 
expresses a 
meaning that is 
vague and/or 
globally different 
from the one in 
the initial 
sentence.   
 
Ex : Le livre 
rouge n’était pas 
sur la table 
 
There can be 
some 
misinterpretations
, some 
incoherence, and/ 
or only the half of 
the sentence 
meaning is 
present. 
 
This oral 
production 
expresses the 
beginning of a 
meaning 
sometimes 
different from 
the one in the 
initial sentence.   
 
Ex :Le livre 
 
Ex2 : N'êtes-
vous pas 
fatigués après 
celevoyage 
[longue 
pause]en voiture 
de trois jours? 
 
There are some  
misinterpretatio
ns, some 
incoherence; 
only two 
elements*with 
meaning are 
present. 
 
 
 
This oral 
production does 
not express any 
meaning 
corresponding 
to the one in the 
initial sentence.   
 
Ex : liou nable 
 
 
The learner 
did not say 
anything 
OR started 
to repeat 
the 
sentence 
before the 
beep. 
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SCORE 6 5 4 3 2 1 0 
SYNTAX 
(word order and 
grammatical 
category of the 
words in the 
sentence) 
 
Density measure 
toward the sentence 
size 
 
 
This oral 
production 
contains exactly 
the same 
syntactic 
structure as the 
one in the initial 
sentence and has 
no syntactic 
mistakes.   
 
 
 
This oral 
production 
contains the 
syntactic 
structures 
copied the initial 
sentence with 
only one 
syntactic 
mistake.   
 
Ex :LeLa livre 
rouge n’était pas 
sursous la table. 
 
Ex2 : Le livre 
rouge n’était pas 
sur la table. 
 
Ex3 : Tu 
aimesaimaisécou
terla musique 
technotechnique 
n’est-ce pas ? 
 
Ex4 : N’êtes-
vous pas fatigués 
après ce long 
voyage en 
voiture de trois 
jours   de trois 
jours en voiture ? 
(inversion) 
 
This oral 
production 
contains some 
syntactic 
structures more 
or less copied 
from the ones in 
the initial 
sentence. There is 
more than one 
syntactic mistake.   
 
Ex : Le livre rouge 
n’était pas sur la 
table. 
 
Ex2: Le livre 
rouge n’étaitestpas 
sur la table. 
 
Ex3 : Prenons 
deux semaines 
pour visiter New 
nouvaYork 
pendant les 
vacances d’été. 
 
More than the 
half of the syntax 
is repeated. 
 
 
 
 
 
 
 
This oral 
production 
contains more 
than 
one/two*syntacti
c structure(s) 
more or less 
copied from the 
ones in the initial 
sentence.  
 
Ex :Lelivre rouge 
n’était passursous 
la table. 
[nom + prép + dét 
+ nom] 
 
Ex2 : Le livre 
rougen’était 
passursous la 
table. 
[dét+ nom + adj] 
 
Ex3 : je pense le 
faireJ’espère que 
le temps se 
réchauffera plus 
tôt cette année. 
 
In the best case, 
half of the syntax 
is present. 
 
 
 
 
 
This oral 
production 
contains 
one/two*simple
syntactic 
structure(s) 
more or less 
copied from the 
ones in the 
initial sentence.  
 
Ex : Le 
livren’était 
passurlaune 
table. 
[dét + nom] 
 
Ex2 :  
Le petit garçon 
dont le chaton 
est mort hier est 
triste 
[dét + nom] 
 
Too many things 
are missing.  
 
 
 
This oral 
production 
contains no 
syntactic 
structure. 
 
Ex :Le livre 
rouge n’était pas 
sur la table 
[nom] 
 
Ex2 :Le livre 
rouge n’était pas 
sur la[longue 
pause] table 
[nom + nom] 
 
 
 
The learner 
did not say 
anything 
OR started 
to repeat 
the 
sentence 
before the 
beep. 
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SCORE 6 5 4 3 2 1 0 
MORPHOLOGY 
(the agreements in 
gender, number, the 
tense and mood) 
 
Density measure 
toward the sentence 
size 
 
This oral 
production 
contains all the 
morphological 
agreements 
from the initial 
sentence and has 
no 
morphological 
mistake. 
 
Ex : Le livre 
rouge n’était pas 
sur la table. 
This oral 
production 
contains the 
morphological 
agreements 
copied from the 
initial sentence 
with only one 
morphological 
mistake. 
 
Ex : Le livre 
rouge n’était  pas 
sur lale table. 
 
 
This oral 
production 
contains some 
morphological 
agreements more 
or less copied 
from the initial 
sentence. There 
ismore thanone 
morphologicalmi
stake. 
 
Ex : Le livre rouge 
n’étaitestpas sur la 
table. 
 
Ex2 : 
Tuaimesaimaiséco
uterla musique 
technotechnique 
n’est-ce pas ? 
 
Ex3 : Prenons 
deux semaines 
pour visiter 
nouvaNew 
Yorkpendant les 
vacances d’été. 
 
More than the 
half of the 
morphological 
elements is 
repeated. 
 
This oral 
production 
contains more 
than 
one/two*morpho
logical 
agreement(s)mor
e or less copied 
from the initial 
sentence.  
 
Ex : Lelalivre 
rouge n’estn’était 
est passur la table. 
 
In the best case, 
the half of the 
morphological 
elements is 
realized. 
 
 
 
 
 
 
 
 
This oral 
production 
contains only 
one/two*morp
hological 
agreement(s)m
ore or less 
copied from the 
initial sentence.  
 
Ex :On vient juste 
de renter du 
supermarché où 
les promotions 
étaientparticulièr
ement 
Intéressante. 
 
Ex2 : LeUn 
livre 
rougen’était est 
passur la table. 
 
Ex3 : Le petit 
garçon dontle 
chaton 
châteauest mort 
hier est triste. 
 
Ex4 : Dès quela 
présidente le 
présidenteu 
signé le 
document son 
secrétaire 
l’emporta. 
This oral 
production 
contains no 
morphological 
agreement. 
 
Ex : Le livre 
rouge n’était est 
pas surlale table. 
 
Ex2 : Gabriel en 
épousant sa 
patronne a fait 
d’une pierre 
deux coups. 
The learner 
did not say 
anything 
OR started 
to repeat 
the 
sentence 
before the 
beep. 
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There is one 
morphological 
agreement.  
SCORE 6 5 4 3 2 1 0 
 
VOCABULARY 
(words used that 
correspond to the 
initial sentence) 
 
 
This oral 
production 
contains all the 
words of the 
initial sentence.  
 
 
This oral 
production 
contains the 
words of the 
initial sentence 
with only one 
vocabulary 
mistake. 
 
Ex : Les 
étudiants sortant 
de l’université 
avec un Master 
en poche ont 
plus de chance 
de trouver un 
travailemploi 
que les autres. 
 
Ex2 : 
La police a 
arrêté 
leterriblegrand 
voleur qui était 
grandterrible et 
mince.  
(The words are 
switched here) 
 
Ex3 : Ne penses-
tu pas que les 
réalisatrices du 
film 
This oral 
production 
contains some 
words of the 
initial sentence. 
 
Ex : Excusez-
moi, savez-vous 
vous savez si le 
train de 11h30a 
déjà quittéest 
déjà parti de la 
gare ?  
 
Ex2 : Le livre 
rouge n’était  
passur la table  
 
Ex3 : Prenons 
deux semaines 
pour visiter New 
nouvaYorkpend
ant les vacances 
d’été. 
 
More than the 
half of the 
original 
vocabulary is 
employed. 
 
 
 
This oral 
production 
contains more 
than two* 
words of the 
initial sentence. 
 
Ex : Le livre 
rougen’était  pas 
sur la table. 
 
Ex2 : Le petit 
garçon dont le 
chaton château 
est mort hier est 
triste. 
 
Ex3 : Le petit 
garçon dansdont 
le 
chatonchâteaue
st morthier est 
triste. 
 
In the best case, 
half of the 
original words 
are present. 
 
 
 
This oral 
production 
contains only 
one or two* 
word(s) of the 
initial sentence. 
 
Ex : Excusez-
moi, savez-vous 
si le train de 
11h30 à déjà 
quitté la gare ? 
 
Ex2 : Le livre 
rouge n’était  
pas surla table. 
 
 
 
This oral 
production 
contains none of 
the words of the 
initial sentence. 
 
Ex : Excusez-
moi, savez-vous 
si le train de 
11h30 à déjà 
quitté la 
gare ?guerre 
 
 
The learner did 
not say 
anything OR 
started to 
repeat the 
sentence before 
the beep. 
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souhaiteraient 
lire les scenarios 
le plus tôt 
possible. 
(article + noun in 
a big sentence) 
SCORE 6 5 4 3 2 1 0 
PRONONCIATIO
N 
(French sound 
system) 
 
Reminder : 
Take into 
consideration the 
articulation of 
vowels (oral and 
nasal),consonants, 
mandatory liaisons, 
and the degree of 
understanding 
linked to all of this.  
 
This oral 
production is 
perfectly 
intelligible and 
perfectly copied 
from the original 
sentence 
without any 
prosodic1or 
segmental2 
mistake. 
 
 
 
 
This oral 
production 
contains 
prosodic and/or 
segmental 
elements copied 
from the original 
sentence. There 
is only 
one/two*mistak
e(s). 
 
Clearly 
intelligible. does 
not hinder 
comprehension 
despite small 
articulatory errors 
or hesitation 
(E.g.,: final 
consonants 
articulated) 
 
Ex : La police a 
arrêté le terrible 
voleur qui était 
grandeet mince 
This oral 
production 
contains some 
of the prosodic 
and/orsegmen-
tal elements 
more or less 
copied from the 
original 
sentence.  
 
More than the 
half of the 
elements are 
employed. 
 
Ex : Avant de 
pouvoir d’aller 
dehors, il doit 
finir de  ranger 
sa chambre. 
 
Ex : Le 
petitpetite 
garçon dontdans 
le 
chatonchâteau 
This oral 
production 
contains more 
than two*pro-
sodic and/or 
segmental 
elements more 
or less copied 
from the original 
sentence.  
 
In the best case, 
half of the 
elements is 
present. 
 
Ex : Le 
petitpetite 
garçon dontdans 
le 
chatonchâteau 
est mort hier est 
triste.  
 
Ex : Traversez 
traverse la  
rue enau feu 
This oral 
production 
contains only 
one/ two*pro-
sodic and/or 
segmental 
elements more 
or less copied 
from the initial 
sentence.  
 
A lot of difficulty 
understanding the 
sentence. The 
repeated words 
are difficult to 
understand, due to 
poor phonemic 
articulation. 
 
Ex : Traverse 
larueroueau feu 
et puis 
continuetout 
droità droite 
roue [u] ≠ 
 la rue [y] 
This oral 
production is 
not 
understandable 
 
The articulated 
phonemes do 
not correspond 
to the French 
phonological 
system at all. 
 
Ex : Lorouche 
The learner did 
not say 
anything OR 
started to 
repeat the 
sentence before 
the beep. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                          
1Prosody: the variation of height, length, and intensity (linked to the vowels and consonants) which allows to convey information regarding the emphasis on 
meaning, but also the assertion, interrogation, injunction, exclamation, etc. 
2Segmentation: The cutting of an utterance (or a sequence)to make appear the units (or segments) which are constituted of it. (D. D. L. 
1976).Segmentation is the basis of the structural analysis (…) a sentence can be segmented into syntagm, a syntagm into morphemes, a morpheme into phonemes. 
Limitation: segmentation does not take into account the mixture. (‘au’ cannot be segmented) (D. D. L.1976). 
              
 
 
 
206 
 
Ex : Le petit 
garçon dont le 
chatonchâteau 
est mort hier est 
triste.  
est mort hier est 
triste.  
 
Ex2 : Prenons 
deux semaines 
pour visiter New 
nouvaYork 
pendant les 
vacances cet été. 
etpuis 
continuetout 
droit. 
 
Several difficulties 
concerning the 
sentence 
understanding. 
 
droite ≠ droit 
 
 
 
 
 
 
 
 
SCORE 6 5 4 3 2 1 0 
FLUENCY 
(speaker’s ease) 
 
This oral 
production 
copied from the 
initial sentence 
is expressed 
with ease and 
no one 
hesitation nor 
pause. 
 
Note :  
Slip of the 
tongue e.g., ‘ce’ 
→’cette’ will 
not be penalized 
(we stay global) 
This oral 
production 
copied from the 
initial sentence 
is expressed 
with ease and 
only one/two* 
hesitation(s) 
and/or pause(s) 
or a missing 
word. There is 
no break in the 
sentence 
continuity. 
 
The speech rhythm 
is slower, slightly 
more segmented 
than the one in the 
original sentence. 
The speed is not 
‘normal’ 
 
Ex : Tu aimesai-
maiséc-ou-terla 
musique  techno 
n’est-ce pas ? 
 
As soon as the 
oral production 
does not exactly 
This oral 
production more 
or less copied 
from the initial 
sentence is 
expressed with 
ease but also 
with breaks in 
continuity(pause
s and/or 
hesitations 
and/or onomato-
poeias and/or 
English words 
and/or missing 
words). 
 
Ex: Les 
étudiantes 
humLaureet 
Stéphanie vont 
continuerà 
l'étudierà 
l’université de 
Montréal. 
 
Ex2 : Tu 
aimesai-
maisécouterla 
musique  
This oral 
production, 
more or less 
copied from the 
initial sentence 
is expressed 
with some ease 
but with a lot of 
breaks in the 
sentence 
continuity(pause
s and/or 
hesitations 
and/or onomato-
poeias and/or 
English words 
insertion and/or 
missing words 
are present). 
 
Ex : Marie 
[longbreak] à la 
poste. 
 
Ex 2: Les 
étudiantes Laure 
et Stéphanie 
vont continuer à 
l'étudiersomethi
ngsomethingà 
This oral 
production more 
or less copied 
from the initial 
sentence is 
expressed with 
little ease and 
with a lot of 
breaks in the 
sentence 
continuity(pause
s and/or 
hesitations 
and/or onomato-
poeias and/or 
English words 
insertion and/or 
missing words 
are present). 
 
Ex :Maireprenez 
votre courage à 
deux mains et 
vous verrez que 
cet entretien 
passera comme 
une lettre àla 
poste.  
 
It is difficult to 
This oral 
production more 
or less copied 
from the initial 
sentence is 
expressed with 
a lot of 
difficulties and 
has several 
breaks in the 
sentence 
continuity(pause
s and/or 
hesitations 
and/or onomato-
poeias and/or 
English words 
insertion and/or 
missing words 
are present). 
 
Nothing is clearly 
perceptible.  
 
OR 
 
It is not possible 
to assess since 
there are not 
enough elements.  
 
The learner did 
not say 
anything OR 
started to 
repeat the 
sentence before 
the beep. 
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correspond to the 
initial sentence 
(missing or mis-
pronounced word) 
it is penalized. 
technotechniqu
e n’est-ce pas ? 
 
More than half of 
the sentence is 
realized 
appropriately. 
l’université de 
Montréal. 
 
At best, half of 
the sentence is 
realized 
appropriately.  
 
assess the fluency 
of the oral 
production when 
the test-taker says 
only few words 
interrupted by 
long silences 
and/or mumbles 
Ex : [long sigh] 
poste. 
 
