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On the universal central extension of superelliptic affine Lie
algebras of degree m
Felipe Albino dos Santos∗
Abstract
The goal of this paper is to explicitly describe in terms of generators and relations
the universal central extension of the infinite dimensional Lie algebra, g⊗C[t, t−1, u]
with finite dimensional simple Lie algebra g and um = p(t).
Introduction
Let g be a simple finite-dimensional complex Lie algebra and G = g⊗C[t, t−1] the loop
algebra of g with commutation relations [x⊗ f, y ⊗ g] = [x, y]⊗ fg, where x, y ∈ g and
f, g ∈ C[t, t−1]. We will denote by Gˆ the universal central extension of G, which is the
untwisted affine Kac-Moody Lie algebra of g. In the construction of the loop algebra,
we may replace the Laurent polynomial algebra C[t, t−1] by any other commutative
associative complex algebra, say R, and consider the universal central extension of g⊗R.
When R is the ring of meromorphic functions on Riemann surface with a fixed number
of poles, the algebra Gˆ is called a current Krichever-Novikov algebra. These algebras
have been studied extensively (see, for example, the book [1] and the references therein).
The Krichever-Novikov algebras where introduced by Krichever and Novikov in their
study of string theory in Minkowski space [2], [3].
The ring of rational functions on the Riemann sphere regular everywhere except at
a finite number of points appears in the study of the tensor module structures for affine
Lie algebras in Kazhdan and Luszig’s work (see [4] and [5]). These algebras are called
N -point algebras and generalize the untwisted affine Kac-Moody Lie algebras. They are
examples of Krichever-Novikov algebras for the genus zero. Bremner [6] presented the
generators and commutation relations of the universal central extension of the N -point
algebras.
Date, Jimbo, Kashiwara and Miwa considered the universal central extension of
g ⊗ C[t, t−1, u] with u2 = (t2 − b2)(t2 − c2) where b ∈ C \ {−c, c} in their study of
Landau-Lifshitz equation [7]. The algebra above is called the DJKM algebra. This is an
example of a Krichever-Novikov algebra with genus different from zero. A fair amount
of interesting and fundamental work has been done by Cox, Futorny and Martins on
the study of the DJKM algebras. The commutation relations in the universal central
extension of the DJKM algebras in terms of generators and families of polynomials
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were given in [8]. Realizations of the DJKM algebras in terms of partial differentials
operators were constructed in [9]. Free field realizations of the DJKM algebras in [18].
Study of the universal central extensions of the DJKM algebras led to the discovery of
new families of orthogonal polynomials in [10].
Another family of examples of Krichever-Novikov algebras is formed by the elliptic
affine Lie algebras, which are the universal central extension of the Lie algebras g⊗ R
with R = C[t, t−1, u] and u2 = k(t) ∈ C[t]. These algebras were studied by Bremner in
[11] and [12], where the explicit description in terms of generators, relations and families
of polynomials (ultraspherical and Pollaczek) of the commutation relations were given.
In the case of Lie algebras of the form g ⊗ R where R is the ring of regular functions
defined on an algebraic curve with any number of points removed, Bremner computed
the dimension of the associated universal central extension. These results allowed to
obtain the free field type realizations of the four point and elliptic affine algebras (see
[9], [8], [13]).
Hyperelliptic affine Lie algebras form a family of Krichever-Novikov Lie algebras
with the hyperelliptic algebra R = C[t, t−1, u] where u2 = k(t) ∈ C[t]. The hyperelliptic
curves are the simplest case of superelliptic curves um = k(t), with k(t) ∈ C[t] and
m ≥ 2. The superelliptic Lie algebra recently have been considered by Cox, Guo, Lu
and Zhao in [14]. A natural question that arises on the geometric context of algebraic
curves is whether the already developed theory and applications of the hyperelliptic
curves can be extended to the superelliptic curves (see [15]).
The purpose of this paper is to describe the universal central extension of the su-
perelliptic affine Lie algebra g ⊗ R with R = C[t, t−1, u], where um =
∑d
i=0 ait
i with
ad = 1 and with at least one of a0, a1 different from 0. Our main result determines a
finite spanning set for the universal central extension of such algebra. The proof uses
techniques of [11] and [8]. Furthermore, we give some sufficient conditions which ensure
that these generators compose a basis.
1 Universal Central Extensions.
Let L be a Lie algebra and an abelian Lie algebra K, a central extension Lˆ of L by K
is a short exact sequence of Lie algebras
0 −→ K
i
−→ Lˆ
pi
−→ L −→ 0 (1.1)
such that i(K) is central in Lˆ.
A central extension Lˆ of L is said to be universal central extension if for every
central extension Lˆ′ of L, there exists a unique pair of Lie algebra homomorphism
(φ, φ0) : (K, Lˆ) 7→ (K
′, Lˆ′) such that
0 K Lˆ L 0
0 K ′ Lˆ′ L 0
i
φ0 φ
pi
i′ pi′
commutes.
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2 A finite spanning set for ΩR/dR
We now consider rings R of the form C[t, t−1, u] where um ∈ C[t], with m ≥ 2; thus R
has a basis consisting of ti, tiu, tiu2 . . . , tium−1 for i ∈ Z. We will assume that um =
k(t) ∈ C[t] and that 0 has multiplicity ≤ 1 as a root of k(t). We write k(t) =
∑d
i=0 ait
i
where ad = 1 and a0, a1 are not both 0. The equation u
m = k(t) defines a superelliptic
curve. If we write Ri for C[t, t−1]ui, then we see that R = R0 ⊕ R1 ⊕ · · · ⊕ Rm−1 is a
Z/m-graded ring.
Let g be a simple finite-dimensional complex Lie algebra. The algebras G = g ⊗ R
are examples of superelliptic loop algebras. The Z/m-grading induces the structure of a
Z/m-graded Lie algebra on G by setting Gi = g⊗Ri (i = 0, 1, 2, . . . ,m− 1).
If we write Gˆ for the universal central extension of G, then as vector spaces we have
Gˆ = G ⊕C, where C is the kernel of the surjective homomorphism from Gˆ onto G. That
means C is the center of Gˆ. By Kassel’s theorem [17], the kernel C is linearly isomorphic
to Ω1R/dR, the space of Ka¨hler differentials of R modulo exact differentials. Our goal is
determine a finite spanning set for Ω1R/dR.
Let F = R⊗R be the left R-module with action f(g ⊗ h) = fg ⊗ h for f, g, h ∈ R.
Let K be the submodule generated by the elements 1 ⊗ fg − f ⊗ g − g ⊗ f . Then
Ω1R = F/K is the module of Ka¨hler differentials. We denote the element f ⊗ g +K of
Ω1R by fdg. We define a map d : R→ Ω
1
R by d(f) = df = 1⊗ f +K and we denote the
coset of fdg modulo dR by fdg. The commutation relations for Gˆ, the universal central
extension of G, are
[x⊗ f, y ⊗ g] = [xy] + (x, y)fdg, [x⊗ f, ω] = 0, [ω, ω′] = 0
where x, y ∈ g, f, g ∈ R and ω, ω′ ∈ Ω1R/dR; here (x, y) denotes the Killing form on g.
All of these objects have a Z/m-grading induced by that on R.
The elements tiuk ⊗ tjul, with i, j ∈ Z and k, l ∈ {0, 1, . . . ,m − 1} form a basis of
R⊗R.
Lemma 2.1 Ω1R is spanned by the differentials t
iukdt and tiuldu with i ∈ Z, k ∈
{0, 1, . . . ,m− 1}, and l ∈ {0, 1, . . . ,m− 2}.
Proof We have to show that any basis element of R ⊗R is congruent modulo K
to an element in the span of tiuk ⊗ t and tiul ⊗ u with i ∈ Z, k ∈ {0, 1, . . . ,m− 1}, and
l ∈ {0, 1, . . . ,m− 2}. We easily show by induction that
d(tjul) = jtj−1uldt+ ltjul−1du. (2.2)
Since K is a submodule of R⊗R, we can multiply (2.2) by tiuk:
tiukd(tjul) = jti+j−1uk+ldt+ lti+juk+l−1du.
Since um−1du = 1
m
d(um) ⇒ tium−1du = 1
m
dti+d−1dt + 1
m
(d − 1)ad−1t
i+d−2dt + · · · +
1
m
a1t
idt. This shows that any element in the basis of R ⊗ R is equal to an element in
the span of tiukdt, and tiuldu with k ∈ {0, 1, . . . ,m− 1}, and l ∈ {0, l, . . . ,m− 2}. ✷
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Lemma 2.3 Ω1R is spanned by the differentials t
idt, tiudt, . . . , tium−1dt, with i ∈ Z,
together with td−1uldu, . . . , tuldu, uldu (where we omit uldu if a0 = 0), with
l ∈ {0, 1, . . . ,m− 2}.
Proof We have 1
m
ud(um) = umdu. Since um =
∑d
k=0 akt
k we find that
d∑
k=1
1
m
kakt
k−1udt−
d∑
k=0
akt
kdu = 0. (2.4)
We multiply equation (2.4) by ti to get
d∑
k=1
1
m
kakt
i+k−1udt−
d∑
k=0
akt
i+kdu = 0. (2.5)
First assume that a0 6= 0. For i ≥ 0, formula (2.5) shows (since ad = 1) that t
i+ddu
is equal to a linear combination of ti+d−1du, · · · , tidu and elements of the form tjudt.
For i ≤ −1 it shows (since a0 6= 0) that t
idu is equal to a linear combination of
ti+1du, · · · , ti+ddu and elements of the form tjudt. From this we show by induction
that elements of the form tidu are equal to a linear combination of du, . . . , td−1du and
elements of the form tjudt.
If a0 = 0 then for i ≥ 0, t
i+ddu is equal to a linear combination of ti+d−1du, . . . ,
ti+1du and elements of the form tjudt, and for i ≤ −1, since a1 6= 0, t
i+1du is equal to
a linear combination of ti+2du, . . . , ti+ddu and elements of the form tjudt. The rest of
the argument is similar.
We can multiply formula (2.4) by tiul to get
d∑
k=1
1
m
kakt
i+k−1u1+ldt−
d∑
k=0
akt
i+kuldu = 0. (2.6)
Similarly, from this we show by induction that elements of the form tiuldu are equal
to a linear combination of ul−1du, . . . , td−1ul−1du (where we omit ul−1du if a0 = 0), and
elements of the form tjuldt. Now Lemma 2.1 completes the proof.
✷
Theorem 2.7 A finite spanning set for Ω1R/dR is given by t
−1dt, together with t−1uldt,. . . ,
t−duldt (where we omit t−duldt if a0 = 0), with l ∈ {1, 2, . . . ,m− 2}.
Proof The Z/m-grading of Ω1R and dR gives Ω
1
R/dR =
⊕m−1
i=0 (Ω
1
R)
i/d(Ri).
We first consider the space (Ω1R)
0/d(R0). We have d(ti) = iti−1dt for all i ∈ Z. From
this we see that ti−1dt ≡ 0 (mod dR) for i 6= 0. Therefore (Ω1R)
0/d(R0) is spanned by
t−1dt.
Next, we consider the space (Ω1R)
1/d(R1). This space is spanned by tiudt together
with td−1du, . . . , tdu (and du if a0 6= 0). We have d(t
iu) = iti−1udt+ tidu, and so
tidu ≡ −iti−1udt (mod dR). (2.8)
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Thus we only need to consider the elements tiudt. We will show that modulo dR each
of these elements is congruent to a linear combination of the finite set listed in the
statement of Theorem 2.7.
First suppose that a0 6= 0. We have t
i−1udt ≡ −(1/i)tidu (mod dR) for i 6= 0.
By formula (2.5), we know that tidu is a linear combination of ti+1du, . . . , ti+ddu and
tiudt, . . . , ti+d−1dt. Using (2.8), we see that tidu, and hence also ti−1udt, is congruent
modulo dR to an element in the span of tiudt, . . . , ti+d−1udt. Now using induction,
we see that for i ≤ −d − 1, the element ti−1udt is congruent modulo dR to a linear
combination of t−dudt, . . . , t−1udt.
We also have ti+d−1udt ≡ −(1/(i + d))ti+ddu (mod dR) for i 6= −d. By for-
mula (2.5) again we know that ti+ddu is a linear combination of ti+d−1du, . . . , tidu and
ti+d−1udt, . . . , tiudt. The coefficient of ti+d−1udt in this linear combination is (d/m);
hence we can solve for ti+d−1udt , showing that it is congruent modulo dR to a linear
combination of the same elements (excluding ti+d−1udt). By (2.8) we see that ti+d−1udt
is congruent modulo dR to a linear combination of ti+d−2udt, . . . , ti−1udt. Now setting
j = i+d−1 and using induction, we see that for j ≥ 0 (that is i ≥ −d+1), the element
tjudt is congruent modulo dR to a linear combination of t−1udt, . . . , t−dudt.
The proof in the case a0 = 0 (and a1 6= 0) is similar.
Then, we consider the spaces (Ω1R)
l/d(Rl) with l ∈ {2, 3, . . . ,m−1}. Each (Ω1R)
l/d(Rl)
is spanned by tiuldt together with td−1ul−1du, . . . , tul−1du (and ul−1du if a0 6= 0). We
have that d(ti+1ul) = (i+ 1)tiuldt+ lti+1ul−1du, then
tiuldt ≡
−l
i+ 1
ti+1ul−1du (mod dR). (2.9)
Thus we only need to consider elements tiuldu.
Suppose that a0 6= 0. We have t
iul−1du ≡ (−i/l)ti−1uldt (mod dR) for i 6= 0. By for-
mula (2.6), we know that tiul−1du is a linear combination of ti+1ul−1du, . . . , ti+dul−1du
and tiuldt, . . . , ti+d−1uldt. Using (2.9), we see that ti+1ul−1du, and hence also tiuldt,
is congruent modulo dR to an element in the span of tiuldt, . . . , ti+d−1uldt. Now using
induction, we see that for i ≤ −d− 1, the element ti−1uldt is congruent modulo dR to
a linear combination of t−duldt, . . . , t−1uldt.
We also have ti+d−1uldt ≡ −(l/(i+ d))ti+dul−1du (mod dR) for i 6= −d. By formula
(2.6) again we know that ti+dul−1du is a linear combination of ti+d−1ul−1du, . . . , tiul−1du
and ti+d−1uldt, . . . , tiuldt. The coefficient of ti+d−1uldt in this linear combination is
d/m; hence we can solve for ti+d−1ul−1dt, showing that it is congruent modulo dR to a
linear combination of the same elements (excluding ti+d−1ul−1dt). By (2.9) we see that
ti+d−1uldt is congruent modulo dR to a linear combination of ti+d−2uldt, . . . , ti−1uldt.
Now setting j = i + d − 1 and using induction, we see that for j ≥ 0 (that is
i ≥ −d + 1), the element tjuldt is congruent modulo dR to a linear combination of
t−1uldt, . . . , t−duldt.
The proof in the case a0 = 0 (and a1 6= 0) is similar.
Then (Ω1R)
l/d(Rl) is spanned by t−1uldt,. . . , t−duldt (where we omit t−duldt if a0 =
0).
✷
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Theorem 2.10 ([11], Theorem 2.1) The dimension of Ω1R/dR is 2g+n− 1 where g
is the genus and n is the number of punctures
As we know, the genus of R is g = 12 (m− 1)(d − 1) and the number of allowed poles is
n = gcd(m,d) + 1, if a0 6= 0 and n = gcd(m,d) +m if a0 = 0.
Corollary 2.11 When a0 = 0 and m ∤ d or a0 6= 0 and m | d, the set of Theorem 2.7
is a basis for Ω1R/dR.
Proof Given Theorem 2.10, the information about the genus g and the number of
allowed poles n in R, the result is proven. ✷
3 The commutation relations in Ω1R/dR
To make the commutation relations for Gˆ explicit we need to compute fdg for any basis
elements f, g ∈ R. Note that fdg is always the linear combination of the spanning
elements for Ω1R/dR which gives the congruence class of fdg modulo dR. By Theorem
2.7 we know that the elements t−1dt, together with t−1uldt,. . . , t−duldt (where we omit
t−duldt if a0 = 0), with l ∈ {1, 2, . . . ,m− 2} span Ω
1
R/dR.
Let
ω0 = t−1dt and ωi,j = t
−iujdt for j 6= 0. (3.1)
Proposition 3.2 ([11], Proposition 4.2) Set ω0 = t−1dt. For i, j ∈ Z one has
tid(tj) = jδi+j,0ω0.
Proposition 3.3 Set ωi,j = t
iujdt with j 6= 0. For i, j ∈ Z and l ∈ {1, 2, . . . ,m − 2}
we have
tiuld(tjul) =
(
(2l − 1)j − i
2l
)
ωi+j−1,2l. (3.4)
Proof The congruence follows from the relation
tiuld(tjul) = jti+j−1u2ldt+ lti+ju2l−1du
≡ jti+j−1u2ldt−
(
i+ j
2l
)
ti+j−1u2ldt
=
(
(2l − 1)j − i
2l
)
ti+j−1u2ldt.
✷
Lemma 3.5 ([8], Lemma 2.0.2) If R = C[t, t−1, u] with um = k(t) ∈ C[t] with degree
d, then Ω1R/dR, one has
((m+ 1)d +mj)td+j−1udt ≡ −
d−1∑
k=0
((m+ 1)k +mj)akt
k+j−1udt (mod dR). (3.6)
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Thus,
d∑
k=0
((m+ 1)k +mj)akt
k+j−1udt ≡ 0 (mod dR). (3.7)
We define the sequence of polynomials in d parameters Qk,l(ad, ad−1, . . . , a0) := tkuldt
for k ∈ Z, l ∈ N \ {0} and ad, ad−1, . . . , a0 ∈ C by
d∑
k=0
((m+ 1)k +mj)akQk,1(ad, ad−1, . . . , a0) ≡ 0 (mod dR). (3.8)
Proposition 3.9 Let Qk := Qk(ad, ad−1, . . . , a0). For i, j ∈ Z we have
tiuld(tj) ≡
(
−j
d+m(i+ j)
) d−1∑
k=0
akQk+i+j−2,n (mod dR). (3.10)
Proof Given the equation (3.7), we have that
((m+ 1)d+mj)akt
d+j−1udt ≡ −
d−1∑
k=0
((m+ 1)k +mj)akt
k+j−1udt (mod dR).
If j = d+ j − 1, then we have
tjudt ≡ −
(
1
d+m(1 + j)
) d−1∑
k=0
(k +m(k + j − d+ 1))akt
k+j−1udt (mod dR).
Since tiud(tj) = jti+j−1udt,
jti+j−1udt ≡ −
(
j
d+m(1 + (i+ j − 1))
) d−1∑
k=0
(k +m(k + (i+ j − 1)− d+ 1))ak ·
tk+(i+j−1)−1udt (mod dR)
tiud(tj) ≡
(
−j
d+m(i+ j)
) d−1∑
k=0
(k +m(k + i+ j − d))akt
k+i+j−2udt (mod dR).
✷
We can now give explicit commutation relations for Gˆ when we are in the conditions
of Corollary 2.11.
Corollary 3.11 Suppose that a0 = 0 and m ∤ d or a0 6= 0 and m | d. The affine Lie
algebra Gˆ has a Z/m-grading in which
Gˆ0 = g⊗ C[t, t−1]⊕ Cω0, Gˆ
l = g⊗ C[t, t−1]ul
⊕d
k=1Cωl,n.
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The subalgebra Gˆ0 is an untwisted affine Kac-Moody Lie algebra with commutation re-
lations
[x⊗ ti, y ⊗ tj] = [x, y]⊗ δi+j,0(x, y)jω0.
The commutation relations are
[x⊗ tiul, y ⊗ tjul] = [x, y]⊗ (ti+ju2) + (x, y)
(
(2l − 1)j − i
2l
)
ωi+j−1,2l,
if 2l ≤ m− 1. When 2l > m− 1,
[x⊗ tiul, y ⊗ tjul] = [x, y]⊗
(
d∑
k=0
akt
i+j+ku2l−m
)
+ (x, y)
(
(2l − 1)j − i
2l
)
ωi+j−1,2l.
The last commutation relation is
[x⊗ tiun, y ⊗ tju] = [x, y]⊗ (ti+jun+1) + (x, y)
(
−j
d+m(i+ j)
) d−1∑
k=0
akQk+i+j−2,n.
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