This study investigated the ability of students to assess the quality of applications they developed as part of their course work. Both students and independent expert assessors scored the applications on various dimensions of quality. Students rated all aspects of their applications more highly than did the experts. Although students and experts agreed in their relative assessments of user-friendliness, a negative correlation existed between student and expert assessments of the reliability dimension. Some implications of these results for teaching are discussed.
Introduction
Information technology (IT) graduates are increasingly expected by the IT industry to understand the need for software quality, and processes and practices for achieving it. Crockett, Hall and Jefferies (1993) conducted a survey of information systems managers and found that sensitivity to issues of quality was the issue they ranked most highly. Most academics would agree that we attempt to teach graduates to produce high quality systems--but do we achieve this goal? Ford (1992) claimed that academia is doing little to produce graduates who are prepared to meet the needs of the software industry. More specifically, Rout (1992) suggested that there is a tendency for academic courses to overlook the issue of product and process metrics for software, which is a major deficiency given that one of the key precepts of quality management is that you can't control what you can't measure.
Most information systems and computer science degree programs include a large project-based course in the final year of the degree. Increasingly, these courses are including the concept of a quality process as well as a quality product (e.g. Pierce, 1994) . By this stage of their degree, students are assumed to have acquired the necessary analysis, design and development techniques to build a quality system. But while we explicitly teach students systems development techniques, do we also ensure that they acquire skills that enable them to assess the quality of the system that is produced? These are essential skills for any new graduate as without an insight into the quality of the systems they develop, they are unlikely to capitalize on their experience in the workplace and progress as information technology professionals. Rout (1992) recommended that students should be shown ways of evaluating the quality of their products, and encouraged to do so.
More generally, assessing one's own work is an ability that is essential in most professions, but one that is often not addressed in a university education (Biggs & Moore, 1993) . Boud (1985) reported that a survey of a large number of graduates ranked evaluating one's own work as second only to solving problems in a list of skills important to their work. Boud (1985) went on to say that self-assessment "is an important skill which all graduates should possess and which universities do insufficient towards acquiring" (p.1).
This study aimed to investigate students' ability to assess the quality of their own software. A number of authors have proposed different models of software quality, but most agree that a hierarchical definition is needed (e.g. Boehm et al., 1978; Cavano & McCall, 1978) . Hierarchical models such as that proposed by Cavano and McCall (1978) view quality as consisting of a number of dimensions, which in turn, are composed of various criteria. For example, the quality dimension of user-friendliness may include the criteria of ease of use, help features and accessibility.
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Method Subjects
The subjects used in the study were 13 students enrolled in a second year databases course. The students created a database application (using Microsoft Access © ), that formed the major component of one of their assignments. The application was based on an ongoing case study that formed the basis for the practical classes in the course. For the assignment, students were required to incorporate additional functionality (involving new tables, reports and forms) into the application. The assignment formed 20% of the overall assessment in the course.
The survey instrument
Application quality can be assessed in a number of ways. The software engineering literature emphasizes direct measures of program quality, such as defects per 1000 lines of code (e.g. Chow, 1985) . However, to obtain the students' own perceptions of quality in this study, an instrument that facilitated self-assessment was developed.
The questionnaire used was based on the work of Rivard and her colleagues to assess the quality of user developed applications (Rivard, Poirier, Raymond, & Bergeron, 1994) . The instrument allows for self-assessment of applications as respondents answer a series of simple questions about the application. The instrument was used to gather student perceptions of the quality of their applications, as well as evaluations of the applications by independent expert assessors. In addition, the questions in Rivard et al.'s instrument are particularly relevant to applications developed in 4GLs or form-based environments and so could be used with only minor adaptations for applications developed in Microsoft Access. © Rivard et al.'s self-report instrument assesses 8 dimensions of quality: reliability, effectiveness, portability, economy, userfriendliness, understandability, verifiability, and maintainability (Rivard et al., 1994) . Each of these dimensions is further divided into criteria, and several questions address each criterion. Four of the dimensions, reliability, portability, userfriendliness and understandability were used in this study. Some dimensions (and some criteria of the dimensions that were used) were not appropriate to the applications under consideration as they related to aspects of quality that were not expected from the assignment. For example, the assignment did not require the students to consider security issues or the compatibility of the application with other systems. Other dimensions and criteria that were not included in the study related to usage of applications in an organizational environment, which would require insight into actual workplace outcomes resulting from use of the application.
The survey contained a total of 34 questions, each scored on a Likert scale of 1 to 7. The questions used are presented in Appendix 1. Minor changes were made to the wording of some of the questions from the originals in Rivard et al. (1994) to reflect the terminology used in the databases course.
Procedure
The purpose of the study was explained to the students and the survey instrument distributed just before the assignment was due to be handed in. Students were asked to assess their applications by completing the instrument after they had finished the assignment, and to return it when they submitted the assignment. Thus, students completed the instrument before they received any feedback on the assignment (either general in nature or specific to their own assignment) that could have influenced their perceptions. There was no incentive for students to overstate their perceptions of quality as they were told that their responses would not be reviewed until after the course grades had been assigned. In addition, it was stressed that the completion of the survey was voluntary and that it formed no part of their assessment in the course.
To provide the independent expert assessment of the applications, two assessors worked through each of the applications and completed the same instrument. The assessors were the course coordinator and a tutor familiar with application development in Microsoft Access © . Before assessing the study sample, the assessors completed four pilot evaluations (on applications for which no surveys had been returned) to ensure consistency between the assessors.
The ratings of the two independent assessors were generally very consistent. The sets of ratings for each application were compared, and were within 2 points of each other for nearly all questions. Where scores for a question differed by more than 2 points the assessors re-examined the application together and reassessed their rating if appropriate.
Results
Thirteen students returned completed surveys. These students' applications covered a range of assignment grades from fail to high distinction. For each of the applications, measures for each of the quality dimensions were obtained by averaging the values of the criterion variables (questions) relating to that dimension. An overall application quality measure was obtained by averaging the four quality dimension scores.
The first research question considered whether there were any quality dimensions on which students performed particularly well or poorly. This question was addressed by comparing the mean scores of the expert assessors for each quality dimension (Table 1 ) and criterion (Table 2 ), using analysis of variance. Significant differences existed among the four quality dimensions (F(3,48)=6.61, p=0.001). The experts assessed the applications as best at user-friendliness and understandability, and worst at reliability and portability, although post-hoc tests (Tukey's HSD) showed that the only significant differences were between portability and understandability (p=0.002) and portability and user-friendliness (p=0.002).
Significant differences also existed among the nine quality criteria (F(8,108)=8.51, p=0.000). It is interesting that the four criteria for the reliability dimension were widely separated, with coherence rating highly and error-free second worst. Post-hoc tests (Tukey's HSD) showed that coherence was rated significantly higher than integrity (p=0.024) and errorfree (p=0.002). A similar result was obtained for the three criteria for understandability. Informativeness was rated significantly lower than uniformity (p=0.001) and structuredness (p=0.000).
The second research question considered how aware students were of the quality of their work. To address this, two-group multivariate analysis of variance was used to compare expert and student ratings for each quality dimension (Table 3) and criterion (Table 4) . Students considered their applications to be of higher quality than did the expert assessors in all quality dimensions measured (F(4,20) , p=0.03). Student assessments of quality were significantly different from the expert assessment for all quality dimensions (understandability: F(1,23), p=0.003; user-friendliness: F(1,23), p=0.007; reliability: F(1,23), p=0.002; portability: F(1,23), p=0.005).
Students also considered their applications to be of higher quality than did the expert assessors in nearly all the quality criteria measured (F(9,15), p=0.001). Student assessments were significantly higher than expert assessments for coherence: F(1,23), p=0.014; uniformity: F(1,23), p=0.016; ease of use: F(1,23), p=0.007; integrity: F(1,23), p=0.028; informativeness: F(1,23), p=0.001; error-free: F(1,23), p=0.000; generalizability: F(1,23), p=0.005). Overall, students and experts ranked quality dimensions and criteria in approximately the same order.
Pearson product-moment correlations were calculated between student and expert assessments of the same application for all quality dimensions (Table 5 ). There was no significant correlation between student and expert assessment of overall quality. The only quality dimension for which student and expert assessments were significantly positively correlated was user-friendliness (r=0.777, p=0.002). Student and expert assessments of reliability were significantly negatively correlated (r=-0.557, p=0.048). The same pattern was seen when the criteria of each dimension were considered individually (Table 6 ).
Discussion

Quality of student applications
Experts' ratings of the student applications suggest that differences exist among quality dimensions and that the applications are more user friendly and understandable than they are reliable or portable. One reason for this may be that students perform better on quality dimensions for which more immediate feedback is available from the development environment. For example, in the Microsoft Access © development environment it is easy to create forms and reports that are consistent and easy to read, and to modify them once created.
The reliability criterion that scored highly, coherence, relates largely to setting up keys and relationships between tables, which Microsoft Access © facilitates through its Relationships window. For example, students see primary keys as highlighted in bold, and relationships as connections between tables. Microsoft Access © permits only valid primary keyforeign key relationships to be set, so that students trying to set an incorrect relationship would receive immediate feedback from the environment. Other reliability criteria, for example, error-free, required more thorough testing and a deeper understanding of the logic of the application processing. It may be that students come to rely on the help provided by the development environment and neglect to consider these less obvious issues. Freeman (1994) found that IT students did not routinely test all parts of their programs, although they understood clearly the importance and methodologies of testing.
Another explanation could be that students do better at what matters more to them. Many students have a limited real world perspective and may never have used an information system on an ongoing basis, or been involved in software support. They may thus be less likely to view reliability or portability as important and hence concentrate on the issues that they can understand more readily.
Are student assessments of quality consistent with experts?
Student assessments of quality were significantly higher than the expert assessments for all quality dimensions. This is perhaps not surprising as experts may be expected to be more critical of an application than students whose experience in looking at applications is more limited. Students are also less likely to be objective about software in which they have invested a great deal of time and effort (Melone, 1990) . However, the fact that students ranked quality dimensions and criteria in approximately the same order as the experts suggests that the students do have some awareness of the areas of quality in which they are achieving relatively good results.
When the assessments by students and experts for individual applications were compared, no significant correlation was found between student and expert assessment of overall quality. The only quality dimension for which student and expert assessments were significantly positively correlated was userfriendliness. In other words, where experts rated an application highly on user-friendliness, the student who created it was also likely to rate it highly.
However, the opposite was true for reliability: student and expert assessments of reliability were significantly negatively correlated. In other words, students who designed unreliable applications (from the experts' point of view) were less likely to be critical of the quality compared with those who designed more reliable applications. In the other dimensions of understandability and portability, there was no relationship between student and expert assessments.
The positive relationship found for user-friendliness may suggest that students have some intrinsic awareness of what a 'user friendly' interface is like from their exposure to a range of graphical user interfaces (GUIs) both in their course work Table 4 . Comparison of student and expert assessments for each quality criterion. The criteria are listed in order from most to least significant difference between expert and student assessment. To investigate what might influence students' ability to assess their applications, a series of post-hoc analyses were performed to compare quality dimension scores with independent measures of student ability such as their marks in the final exam and their university entrance scores. While the expert assessments of application quality were positively correlated with these ability measures, no relationships were found among these measures and the student assessments. It does not appear, therefore, that it was only the less able students who were unable to assess the quality of their applications realistically. The small sample size precluded investigating other factors, such as computing background, which may also be expected to have some effect. These issues should be addressed in future research.
Implications for teaching
The aim of the application development project in this course was to get students to implement some of the principles of database design and database application design in a relatively friendly development environment. Students were assumed to have learned the basics of program design and testing in earlier courses, and these were not reiterated in the database course, which instead concentrated on database design issues, basic GUI design principles and the Microsoft Access © environment. However, the results of this study suggest that many of the basic principles of software development (in particular error checking) were not being applied or considered.
Increasingly, it is acknowledged that the concepts, techniques and practices necessary to achieve quality need to be integrated throughout the undergraduate curriculum (Towhidnejad, 1996) . It also seems likely that this integration needs to be made explicit, rather than assuming that students will automatically apply concepts and skills learned in one course to another. Individual courses naturally focus on imparting the particular skills relevant to that course, but they must also ensure that the relevance of previously acquired skills is understood so that they are transferred and used in the current course.
The study suggested that students' assessment of their application quality is unrealistically high. This highlights the need to develop awareness in students of what good or bad applications look like. Students need to be exposed to more examples of existing applications, and to learn to evaluate them, from an early stage in the curriculum. The examples used should cover the range of quality dimensions. In this way students should become better equipped to judge the good and less adequate points of their own work.
The study also suggested that we should be aware of the support (or otherwise) afforded by the development environment and the possible effect of this on student attitude toward software development. Attention should be drawn especially to those quality dimensions on which students receive less immediate feedback from the development environment and which they thus may be tempted to neglect. On the reverse side, we should not be seduced into thinking that there is no need to make the message explicit just because a lot of help is already provided by the software.
In conclusion, the study has highlighted two main areas that should be addressed. It suggests that basic principles of software development should be reinforced explicitly throughout the curriculum. In individual courses, where specific skills are learned, students should be exposed to applications covering a wide range of quality so that they are better able to monitor and control the quality of their own work.
