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Abstract
Let V be a simple VOA of CFT-type satisfying V ′ ∼= V and G a finite auto-
morphism group of V . We prove that if all V -modules are completely reducible
and a fixed point subVOA V G is C2-cofinite, then all V
G-modules are completely
reducible and every simple V G-module appears in a g-twisted (or ordinary) module
of V as a V G-submodule for some g ∈ G. We also prove that V σL is C2-cofinite
for a lattice VOA VL and σ ∈ Aut(VL) lifted from a triality automorphism of L.
Using these results, we present two Z3-orbifold constructions as examples. One is
the moonshine VOA V ♮ and the other is a new CFT No.32 in Schellekens’ list [20].
1 Introduction
A concept of vertex operator algebras (shortly VOAs) V = (V, Y, 1, ω) was introduced
by Borcherds [1] with a purpose to explain the moonshine phenomenon [3] and then as
a stage for studying the phenomenon, Frenkel, Lepowsky and Meurman [12] constructed
the moonshine VOA V ♮ using a Z2-orbifold construction from the Leech lattice VOA VΛ.
A VOA is now understood as an algebraic version of a 2-dim. conformal field theory
(shortly CFT). Among CFTs, a rational CFT has an important meaning because one can
determine all representations precisely, where we interpret ”rational” as meaning that
all N-gradable modules are completely reducible. Therefore, it is important to find new
VOAs whose modules are all completely reducible. One way to construct such candidates
is an orbifold theory. It is a theory of the fixed point subVOA V G given by a finite
automorphism group G of V . For example, if all N-gradable V -modules are completely
reducible, then V G is expected to have the same property. Furthermore, V has a special
module called a g-twisted module for g ∈ G (see [7]), which is a direct sum of V g-modules
on which V acts as a permutation in a sense. So there is a natural question if every
simple V G-module appears as a submodule of a g-twisted (or ordinary) V -module for
some g ∈ G. These statement are ambiguously expected to be true [6]. One of the
main purposes in this paper is to show that this is true under some conditions called
C2-cofiniteness. Throughout this paper, we will only treat a simple VOA V = ⊕∞m=0Vm of
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CFT-type with a nonsingular invariant bilinear form, that is, V0 = C1 and V is isomorphic
to its restricted dual V ′ = ⊕mHom(Vm,C).
Except for the complete reducibility of modules, another important condition for VOAs
is C2-cofiniteness. This is defined by the condition that a subspace
C2(V ) :=< v−2u | v, u ∈ V >C
of V has a finite co-dimension in V , where v−2 denotes a coefficient of vertex operator
Y (v, z) =
∑
m∈Z
vmz
−1−m ∈ End(V )[[z, z−1]]
of v ∈ V at z. This assumption was introduced by Zhu [24] as a technical condition
to prove an SL2(Z)-invariance property of the space spanned by trace functions ΨW on
V -modules W under the assumption that all V -modules are completely reducible. How-
ever, as the author has shown in [16], this is a natural condition from a view point of
the representation theory (it is equivalent to the nonexistence of N-ungradable modules)
and is enough to prove some kind of SL2(Z)-invariance property, that is, the author has
introduced pseudo-trace functions and the space spanned by trace functions and pseudo-
trace functions is invariant under the action of SL2(Z). Frankly speaking, pseudo-trace
functions are not easy to treat. For example, the author has recently shown in [17] and
[18] that if a C2-cofinite VOA V satisfies V
′ ∼= V and an S-transformation S(ΨV ) of a
trace function ΨV on V is a linear combination of trace functions, then V satisfies some
generalized concept of rigidity for nonsemisimple modules. He called it semirigid, but
this is different from the classical means. For example, in the definition of rigidity, for a
surjection φ : W → V , we consider an injection V →W . However, if W is not completely
reducible, then the existence of surjection φ : W → V does not guarantee the existence
of injection V →W .
Definition 1 W ∈ mod(V ) is called to be semi-rigid if there are W˜ ∈ mod(V ),
eW ∈ HomV (W ⊠ W˜ , V ) and eW˜ ∈ HomV (W˜ ⊠W,V ) such that
(1) W, W˜ are C1-cofinite as V -modules and W ⊠ W˜ and W ⊠ (W˜ ⊠W ) are V -modules,
(2) there are Q ∈ mod(V ) and an embedding ǫ : Q→ W˜ ⊠W such that eW˜ ǫ : Q→ V is
a covering and
(3) in the diagram
W ⊠Q
idW⊠ǫ−−−→ W ⊠ (W˜ ⊠W ) idW⊠eW˜−−−−−→ W ⊠ V
↓ µ
(W ⊠ W˜ )⊠W
eW⊠idW−−−−−→ V ⊠W
(1.1)
(eW ⊠ idW )µ(idW ⊠ ǫ) is surjective, where µ : W ⊠ (W˜ ⊠W )→ (W ⊠W˜ )⊠W is a natural
isomorphism for the associativity of products of intertwining operators (see (5.3)).
Under his definition of semirigidity, the fusion products preserves the exactness of
sequences, (see Proposition 1 (vii)), where S-transformation is given by
(
0 −1
1 0
)
. Good
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examples without pseudo-trace functions are orbifold models. For example, the author
has also shown in [18] that S(ΨV g) has no pseudo-trace functions for each g ∈ Aut(V ) of
finite order. We will also prove this is true for S(ΨV G) for any finite automorphism group
G of V .
Theorem A Let V be a simple VOA of CFT-type. Assume V ′ ∼= V and all V -modules
are completely reducible. If G is a finite automorphism group of V and a fixed point sub-
VOA V G is C2-cofinite, then V
G is semirigid and every simple V G-module appears as a
V G-submodule of a g-twisted (or ordinary) V -module for some g ∈ G. In particular, if G
is solvable, then all V G-modules are completely reducible.
Let’s show examples of orbifold models. For every positive definite even lattice L,
there is a VOA VL associated with L called a lattice VOA. As well known, all VL-modules
are completely reducible [5]. If σ acts on L as −1, then all V σL -modules are classified in
[23]. This result relies heavily on a wonderful result done by Dong and Nagatomo [10]
about the fixed pointed subVOA of free bosonic Fock space. Unfortunately, there is no
such a result for other automorphisms at the present time.
The main object in this paper is an automorphism σ of L of order three. For a special
lattice and an automorphism, there is a classification of simple modules [21]. We will
treat a general case.
Theorem B Let L be a positive definite even lattice and VL a lattice VOA associated
with L. Let σ ∈ Aut(L) of order three. We use the same notation for an automorphism
of VL lifted from σ. Then a fixed point subVOA V
σ
L is C2-cofinite.
At the end of this paper, as applications of these results, we will give two Z3-orbifold
constructions as examples. One is a VOA which has the same character as V ♮ does and
the other is a new meromorphic c = 24 VOA which has the same character with No. 32
in Schellekens’ list [20].
Theorem C Let Λ be a positive definite even unimodular lattice of rank N with an
automorphism σ of order three. Let H = Λσ be a fixed point sublattice of Λ and assume
that N−rank(H) is divisible by 3. Then we are able to construct a VOA V˜ by a Z3-orbifold
construction from a lattice VOA VΛ.
2 Preliminary results
2.1 C2-cofiniteness
In this situation, we will assume C2-cofiniteness only. All modules in this paper are finitely
generated.
Proposition 2 Let V be a C2-cofinite VOA. Then we have the followings:
(i) Every module is Z+-gradable and weights of modules are in Q, [16].
(ii) The number of inequivalent simple modules is finite, [13],[7].
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(iii) Set V = B+C2(V ) for B spanned by homogeneous elements. Then for any moduleW
generated from one element w has a spanning set {v1n1....vknkw | vi ∈ B, n1 < · · · < nk}.
Hence every f.g. V -module is Cn-cofinite for any n = 1, 2, ..., [16],[2],[13].
(iv) Every V -module has a projective cover.
(v) For any V -modules W and U , a fusion product W ⊠U is well-defined as f.g. modules.
(vi) If V ∼= V ′, then V is projective if and only if all modules are completely reducible.
(vii) If V ∼= V ′, then for any exact sequence 0 → A → B → C → 0 and a module W ,
0→ W ⊠A→W ⊠ B → W ⊠ C → 0 is still exact. See [17], [18] for (iv)∼ (vii).
2.2 Intertwining operators
For V -modules A,B,C, let ICA,B be the set of (logarithmic) intertwining operators of A
from B to C. Since V is C2-cofinite, Y satisfies a differential equation of regular singular
points and so there is K ∈ N such that Y has a form
Y(a, z) =
K∑
i=0
∑
n∈C
a(n,i)z
−n−1 logi z ∈ Hom(B,C){z}[log z].
We note that the action of L(0) on a module may not be semisimple. Let wt denote the
semisimple part of L(0). Y (m)(a, z) =∑n∈C a(n,m)z−n−1 denotes the coefficient at logm z.
From the L(−1)-derivative property for Y , we have two important properties:
Y (m)(a, z) = 1
m!
(z
d
dz
− zL(−1))mY (0)(a, z), and
(i+ 1)a(n,i+1)b = −(L(0)−wt)a(n,i)b+ ((L(0)−wt)a)(n,i)b+ a(n,i)((L(0)−wt)b)
for b ∈ B. In particular, Y (K)(∗, z) is an ordinary intertwining operator (i.e. of formal
power series). One more important result is that (L(0) − wt)W is a proper submodule
for a V -module W 6= 0.
As Huang has shown in [14], for d′ ∈ D′, a ∈ A, b ∈ B, c ∈ C and intertwining
operators Y1 ∈ IDA,E , Y2 ∈ IEB,C , Y3 ∈ IDF,C and Y4 ∈ IFA,B, the formal power series (with
logarithmic terms)
〈d′,Y1(a, x)Y2(b, y)c〉 and 〈d′,Y3(Y4(a, x− y)b, y)c〉
are absolutely convergent when |x| > |y| > 0 and |y| > |x− y| > 0, respectively, and can
all be analytically extended to multi-valued analytic functions on
M2 = {(x, y) ∈ C2 | xy(x− y) 6= 0}.
As he did, we are able to lift them to single-valued analytic functions
E(〈d,Y1(a, x)Y2(b, y)c〉) and E(〈d,Y3(Y4(a, x− y)b, y)c〉)
on the universal covering M˜2 ofM2. As he remarked, single-valued liftings are not unique,
but the existence of such functions is enough for our arguments. The important fact is
that if we fix A,B,C,D, then these functions are given as solutions of the same differential
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equations. Therefore, for Y1 ∈ IDA,E ,Y2 ∈ IEB,C there are Y5 ∈ IDA⊠B,C and Y6 ∈ IDB,A⊠C
such that
E(〈d′,Y1(a, x)Y2(b, y)c〉) = E(〈d′,Y5(Y⊠A,B(a, x− y)b, y)c〉) and
E(〈d′,Y1(a, x)Y2(b, y)c〉) = E(〈d′,Y6(b, y)Y⊠A,C(a, x)c〉),
where Y⊠A,B denotes an intertwining operator to define a fusion product A⊠ B.
2.3 VOA whose modules are all completely reducible
In this subsection, we will explain very important known properties of a simple C2-cofinite
VOA V whose modules are all completely reducible and V ∼= V ′. Let N be the central
charge of V and {V ∼= W 0, · · · ,W s} the set of all simple V -modules.
2.3.1 Zhu’s modular invariance property
For v ∈ Vm with L(1)v = 0, we consider a trace function
TW i(v; τ) = TrW io(v)q
L(0)−N/24,
where q = e2π
√−1τ and o(v) = vwt(v)−1 is a grade-preserving operator of v on W i. In
particular, a trace function of the vacuum 1 ∈ V
TW i(1; τ) = q
−N/24∑
m
dim(W im)q
m
is called a character of W i = ⊕mW im and we denote it by ch(W i). As Zhu has shown in
[24], these functions are well-defined in the upper half plane H = {τ ∈ C | Im(τ) > 0}.
A wonderful property of these VOAs is an SL2(Z)-invariance property. Namely, there are
sij ∈ C which does not depend on v such that
(1/τ)wt(v)TW i(v;−1/τ) =
s∑
j=0
sijTW j (v; τ).
We will call the transformation in the left side an S-transformation of TW i and then the
matrix S = (sij)i,j=0,...,s an S-matrix of V .
2.3.2 Dong, Li and Mason’s modular invariance property
Dong, Li and Mason [7] extended the above result to the case where they also consider
an automorphism σ of order n. For g, h ∈< σ >, they introduced a concept of g-twisted
h-stable modules W . Let’s explain a σ-twisted module briefly. See [7] for the detail.
Decompose
V = ⊕n−1i=0 V (i), where V (i) = {v ∈ V | σ(v) = e2π
√−1i/nv}.
Clearly, V (0) is a subVOA. A simple σ-twisted moduleW has a gradingW = ⊕∞m=0Wr+m/n
such that every W (i) = ⊕∞k=0Wr+i/n+k is a simple V -module, where Wt denotes the space
consisting of elements of weight t. Furthermore, there is r ∈ Z such that
vt(W
(i)) ⊆W (i+rp)
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for v ∈ V (p) and t ∈ Q, where we consider W (k) = W (h) if k ≡ h (mod n). We will
call W (i) a V (0)-sector of W . On the other hand, the definition of h-stable modules W
is h ◦W ∼= W as V -modules, where vn(h ◦ w) = h ◦ (h(v))nw for w ∈ W . This implies
the existence of an endomorphism φ(h) of W such that φ(h)−1vnφ(h) = (h(v))n for n ∈ Z
and v ∈ V . For such a module, they consider a trace function
TW (h, v; τ) = TrWφ(h)o(v)e
2π
√−1(τ−c/24)
of φ(h)o(v) on a g-twisted h-stable module W for v ∈ Vm with L(1)v = 0. Then they
have shown that for A =
(
a b
e f
)
∈ SL2(Z), A-transformation
(eτ + f)−mTW (h, v;
aτ + b
eτ + f
)
of TW (h, v; τ) is a linear sum of trace functions of φ(g
ahe)o(v) on gahe-stable gbhf -twisted
modules under the assumption that all twisted modules are completely reducible. In
particular, ( 1
τ
)mTV (σ, v;−1/τ) is a linear sum of trace functions of o(v) on σ-twisted
modules.
An interesting case is that V has exactly one simple module V . In this case, V has
only one simple σi-twisted module V (σi) for each i and so they are all σj-stable. If
the weights of elements in V (σi) are in Z/n, then a homomorphism φ(σ) for a σ-stable
module is given by φ(σ) = e2πr
√−1L(0) since vt(W (i)) ⊆ W (i+rp) for v ∈ V (p) for some r ∈ Z.
2.3.3 Moose-Seiberg and Huang’s Verlinde formula
By the assumption, W i ⊠W j decomposes into the direct sum of simple modules:
W i ⊠W j ∼= ⊕k(W k ⊕ · · · ⊕W k︸ ︷︷ ︸
Nki,j
).
We call Nkij a fusion rule. A mysterious property of C2-cofinite VOA whose modules are all
completely reducible is a relation between the fusion rules and the entries of the S-matrix
of V , which was mentioned by Verlinde [22] and proved by Moose-Seiberg [19] and Huang
[15]. For example, the following is Corollary 5.4 in [15].
Theorem Let V be a C2-cofinite VOA of CFT-type and assume that V ∼= V ′ and all
modules are completely reducible. Then S is symmetric and the square S2 is a permutation
matrix which shifts i to i′, where W 0 = V and W k
′
= (W k)′. Moreover, we have:
Nki,j =
s∑
h=0
SihSjhShk′
S0h
(Verlinde Formula).
3 Proof of Theorem A
We will first show that V G is semi-rigid. From the Main theorem in [18], it is enough to
show that S(ΨV G) is a linear combination of trace functions on V
G-modules. For a finite
6
cyclic automorphism group < g >, we have already proved it by Theorem 4 in [18]. Let
Irr(G) be the set of irreducible G-characters and Mχ denotes an irreducible G-module
affording to χ ∈ Irr(G). Viewing V as a G-module,
V = ⊕χ∈Irr(G)Mχ ⊗ V χ
for some space V χ. Clearly, V χ is a V G-module. Let us consider trace function ΨV (gv)
of gv on V for g ∈ G and v ∈ V G.
ΨV (gv) =
∑
χ
TrMχ⊗V χgo(v)q
L(0)−c/24 =
∑
χ
χ(g)ΨV χ(v).
Hence we have
S(ΨV (vg)) =
∑
χ
χ(g)S(ΨV χ(v))
The left side is a linear combination of trace functions on V g-modules, which is clearly
a linear combination of trace functions on V G-modules. The sum of the left side for all
g ∈ G is equal to |G|S(ΨVG(v)). Therefore, S(ΨV G(v) is a linear combination of trace
functions on V G-modules.
We next show that V G-modules are completely reducible for a solvable group G. For
a cyclic group < g >, V g is rational by Proposition 5 in [18]. Since CG(g) acts on V
g, we
are able to obtain that V A is rational for an abelian normal subgroup A of G. Repeating
these steps, we have that V G is rational.
This completes the proof of Theorem A.
4 Proof of Theorem B
We will show that V σL is C2-cofinite for any triality automorphism σ of L. Abusing the
notation, we use the same notation to denote an automorphism of VL lifted from σ.
4.1 Preliminary results
Let’s explain the definition of lattice VOA VL, but we will give only necessary properties
for the proof of Theorem B. See [12] for the precise definition. We first reduce the case.
One advantage of proving C2-cofiniteness is unexacting. For example, it is enough to show
that V σH is C2-cofinite for some σ-invariant full-sublattice H of L, since V
σ
L is a V
σ
H -module
with a composition series of finite length, see Proposition 2.
Since every lattice VOA is C2-cofinite and V
1 ⊗ V 2 is C2-cofinite when the both
V i are C2-cofinite, it is enough to prove the C2-cofiniteness of V
σ
L for L = Zx + Zy
with y = σ(x) and −x − y = σ2(x). By taking a sublattice, we may assume that
〈x, x〉 = −2〈x, y〉 = 18M > 72 and M is even.
Let’s show a construction of a lattice VOA VL for L = Zx+Zy. Using a 2-dimensional
vector space CL = C⊗Z L with a nonsingular bilinear form 〈·, ·〉, we first define a VOA
M2(1) := S(CL ⊗ C[t−1]t−1) of free bosonic Fock space as follows: Consider CL as a
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commutative Lie algebra with a non-degenerated symmetric bilinear form, we construct
the corresponding affine Lie algebra CL[t, t−1]⊕ C with a product
[v ⊗ tn, u⊗ tm] = δn+m,0n〈v, u〉,
for v, u ∈ CL. Hereafter we use v(n) to denote v ⊗ tn. We then consider its universal
enveloping algebra U(CL[t, t−1]). It has a commutative subalgebra U(CL[t]). Using a one
dimensional U(CL[t])-module Ceγ with
µ(0)eγ = 〈µ, γ〉eγ, and µ(n)eγ = 0 for n > 0
for µ ∈ CL, we define a U(CL[t, t−1])-module:
M2(1)e
γ := U(CL[t, t−1])⊗U(CL[t]) Ceγ.
As vector spaces, M2(1)e
γ ∼= S(CL[t−1]t−1) a symmetric tensor algebra. Since L =
Zx+ Zy, M2(1)e
γ is spanned by
{x(−i1) · · ·x(−ik)y(−j1) · · · y(−jh)eγ | i1 ≥ · · · ≥ ik > 0, j1 ≥ · · · ≥ jh > 0}
and we define its weight by
∑
is +
∑
jt +
〈γ,γ〉
2
.
Forgetting about the vertex operators, a lattice VOA associated with L is defined as
a vector space
VL = ⊕γ∈LM2(1)eγ.
We introduce an N-gradation on VL = ⊕m∈N(VL)m by weights and let (VL)m be the space
of elements with weight m. We next define a vertex operator Y (u, z) =
∑
umz
−m−1 ∈
End(VL)[[z, z
−1]] of u ∈ VL as follows:
First, a vertex operator of v(−1)e0 for v ∈ CL and that of eγ are defined by
Y (v(−1)e0, z) : =∑n∈Z v(n)z−n−1 and
Y (eγ , z) : = E−(−γ, z)E+(−γ, z)eγzγ ,
where
E±(γ, z) =
∑∞
n=0
1
n!
(
∑
n∈Z+
γ(±n)
±n z
∓n)n ∈ End(VL)[[z∓1]],
eγeµ = eγ+µ and zγeµ = z〈γ,µ〉eµ.
The vertex operators of other elements are inductively defined by using normal products
(v(−m)u)n =
∞∑
i=0
(−1)i
(−m
i
)
{v(−m− i)un+i−(−1)mu−m+n−iv(i)} (2)
for v ∈ CL and u ∈ Mn(1)eγ , where
(−m
i
)
= (−m)(−m−1)···(−m−i+1)
i!
, and then we extend
them linearly. We will frequently use this normal product development (2).
From now on, we use notation 1 to denote e0 and call it a Vacuum. Important
properties of the Vacuum 1 are vn1=0 and v−11 = v for any n ≥ 0 and v ∈ V . We also
denote Mn(1)e
0 by Mn(1). Let {x∗, y∗} be a dual basis of CL for {x, y}. Then we have
a Virasoro element ω = 1
2
{x(−1)x∗(−1)1 + y(−1)y∗(−1)1}. We denote the operator ωm
by L(m− 1). Important properties of a Virasoro element are
(L(−1)v)m = −mvm−1 and L(0)v = wt(v)v.
For a VOA V and its module W , we set:
Cm(V ) :=< v−mu | v, u ∈ ⊕m≥1Vm >C and
C2(V )W :=< v−2w | v ∈ V, w ∈ W >C .
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4.2 In the free bosonic Fock space
Viewing CL as a C[σ]-module, we have CL = Ca ⊕ Ca′ with σ(a) = e2π
√−1/3a and
σ(a′) = e−2π
√−1/3a′ and 〈a, a′〉 = 1. Then u = a(−i1) · · ·a(−ih)a′(−j1) · · · a′(−jk)1 is
σ-invariant if and only if h− k ≡ 0 (mod 3). We note that ω = a(−1)a′ = a′(−1)a is the
Virasoro element. Set
Pk = U(CL[t, t−1])CL[t]tk,
which are left ideals of U(CL[t, t−1]). Then P0e0 = 0 and P1eγ = 0 for γ ∈ L. From now
on, ≡ denotes a congruence relation modulo C2(M2(1)σ)M2(1). First of all, we will note
the following lemma which comes from the normal product (2).
Lemma 3 Let k = 1 or 2 and v ∈M2(1). For any n,m > 0, there are λs,t ∈ Q such that
a(−n)a′(−m)v −
∑
s,t>0
λs,t(a(−s)a′(−t)1)−kv ∈ P1−kv.
For any l, m, n ∈ Z with n ≥ k, there are λs,t,u ∈ Q such that
a(−l)a(−m)a(−n)v −
∑
λs,t,u(a(−s)a(−t)a(−u)1)−kv ∈ P1−k.
[Proof] We will prove only the second case. Since
(a(−i)γ)−kv =
∑∞
j=0
(−i
j
)
(−1)j{a(−i− j)γ−k+i − (−1)iγ−i−k−ja(j)}v
∈ ∑∞j=0 (−ij )(−1)ja(−i− j)γ−k+iv + P0v,
there are λi, λij ∈ Q such that
(a(−s)a(−t)a(−u)1)−k ∈
∑∞
i=0 λia(−s− i){a(−t)a(−u)1}−k+i + P0
=
∑∞
i=0 λi,ja(−s− i)
∑∞
j=0 a(−t− j){a(−u)1}−k+i+j + P0
=
∑∞
i=0 λi,ja(−s− i)
∑∞
j=0 a(−t− j)a(−u − k + 1 + i+ j) + P0.
We hence have a(−l)a(−m)a(−n)v − (a(−l)a(−m)a(−n + k − 1)1)−kv is equivalent to a
Q-linear combination of
{a(−s)a(−t)a(−u)v with 0 < u < n, s ≥ l, t ≥ m}
modulo P−k+1v. Iterating these steps, we can reduce them to the case where u < k.
We next explain an expression, which we will use. As a spanning set of V σL , we usually
use elements of the form
µ =
2∑
t=0
σt(a(−i1) · · ·a(−ih)a′(−j1) · · ·a′(−jk)eγ) with is, jt > 0,
but we will permit to use a(0) and a′(0) so that
µ =
1
〈a, γ〉s〈b, γ〉ta(−i1) · · ·a(−ih)a
′(−j1) · · ·a′(−jk)a(0)sa′(0)t(
2∑
i=0
eσ
i(γ)), (3)
where a(−i1) · · ·a(−ih)a′(−j1) · · · a′(−jk)a(0)sa′(0)t is 〈σ〉-invariant and a′(m)n denotes
a′(m) · · ·a′(m)︸ ︷︷ ︸
n
. From now on, Eγ denotes
∑2
i=0 e
σi(γ) and we will call h and k the numbers
of a-terms and a′-terms, respectively.
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4.3 Modulo C2(M2(1)
σ)
For u = a(−i1) · · ·a(−ih)a′(−j1) · · ·a′(−jk)1, if at least one of {is, jt | s = 1, ..., h, t =
1, ..., k} is not 1, then we call u a weight loss element. Set
S2 = {a(−1)ia′(−1)j1, a(−i)a(−j)a, a′(−i)a′(−j)a′, a(−i)a′(−1)2a, a(−i)a′, 1 | i, j ∈ N}.
Proposition 4 Let u = a(−i1) · · ·a(−ih)a′(−j1) · · · a′(−jk)1 be a weight loss element.
If |h− k| ≥ 4, then u ∈ C2(M2(1)σ).
If h− k = 3, then u ∈< a(−i1)a(−i2)a | i1, i2 ∈ N >C +C2(M2(1)σ).
If h = k, then u ∈< a(−wt(u) + 3)a′(−1)2a, a(−wt(u) + 1)a′ >C +C2(M2(1)σ).
In particular, we have M2(1)
σ = C2(M2(1)
σ)+ < S2 >C.
[Proof] We will prove the last statement. The others come from the same arguments.
We first note that ω0β = β−21 ∈ C2(M2(1)σ) for β ∈ M2(1)σ and a(−h)a(−k)a(−m)1 is
congruent to a linear sum of elements of type a(−i)a(−j)a since ω0(a(−r1) · · · a(−rk)1) =∑k
i=1 ria(−r1) · · · a(−ri − 1) · · ·a(−rk)1. Suppose h − k ≥ 4 and u 6∈ C2(M2(1)σ)+ <
S2 >C. We take u such that the total number h + k is minimal. At least one of is, jt is
not 1. Since h ≥ 4, by using suitable triple terms of a, we may assume i1 = 1 by Lemma
3. Then by choosing other suitable triple a-terms, we may also assume i2 = 1 and then
i3 = 2. Then
2u− (a(−1)a(−1)a)−2a(−i4) · · ·a(−ih)a′(−i1) · · · a′(−ik)1
is congruent to a linear sum of elements with the total number of terms is less than h+k,
which contradicts the choice of u. We next treat the case h − k = 3. By applying the
same arguments to a(−n)a′(−m), we can reduce to the case h = 3 and k = 0 as we
desired. If h = k and h ≥ 3, then using the same argument as above, we can reduce
to u = a(−n)a′(−m)a(−1)a′(−1) and n ≥ 2. If m ≥ 2, then u is congruent to a linear
sum of a(−n −m + 1)a′(−1)2a and a(−n −m − 1)a′ by Lemma 3. Therefore we obtain
M2(1)
σ = C2(M2(1)
σ)+ < S2 >C.
4.4 A subring
We note that M2(1)
σ/C2(M2(1)
σ) is a commutative ring with the −1-normal product
since [α−1, β−1] =
∑∞
i=0(−1)i(αiβ)−2−i for any α, β ∈ VL. Let O be the subspace of
M2(1)
σ/C2(M2(1)
σ) spanned by elements with the same number of a-terms and b-terms
and Oeven the subspace of O spanned by elements with even weights. Clearly, O and
Oeven are subrings of M2(1)σ/C2(M2(1)σ) since wt(α−1β) = wt(α) + wt(β). Let’s study
an algebraic structure of Oeven.
Set γ(n) = a(−n + 1)a′. To simplify the notation, we sometimes omit subscript
−1 denoting −1-normal product, for example, γ(n)γ(m) denotes γ(n)−1γ(m). From
0 ≡ ω0(a(−n)a′(−m)1) = na(−n− 1)a′(−m)1 +ma(−n)a′(−m− 1)1, we have:
Lemma 5 a(−n)a′(−m− 1)1 ≡
(−n
m
)
γ(n+m+ 1) (mod ω0VL) (4)
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Proposition 6
a(−r)a(−m)a′(−n)a′ ≡ (−m
n−1
)
γ(r + 1)γ(m+ n)− (−1)n−1(r+m+n−1)!(m+n+r+1)
(r−1)!(m−1)!(n−1)!(m+1)(r+n) γ(t)
modulo ω0VL, where t = r +m+ n + 1. In particular, by replacing r with m, we have
γ(n+ 3) ≡ 6
(n− 1)(n− 2)(n+ 3){γ(3)−1γ(n)− (n− 1)γ(2)−1γ(n+ 1)}
for n ≥ 3 and so γ(n) ∈ C1(M2(1)σ) for n ≥ 6.
[Proof] The assertion comes from the direct calculation:(−m
n−1
)
γ(r + 1)γ(m+ n) ≡ (a(−r)a′)−1a(−m)a′(−n)1
≡∑i (−ri )(−1)i{a(−r − i)a′(−1 + i)− (−1)−ra′(−r − 1− i)a(i)}a(−m)a′(−n)1
≡ a(−r)a′(−1)a(−m)a′(−n)1 + (r+m
m+1
)
ma(−r −m− 1)a′(−n)1
− (−1)r(r+n−1
n
)
a′(−r − 1− n)na(−m)1
≡ a(−r)a(−m)a′(−n)a′ + {(r+m
m+1
)
m
(−r−m−1
n−1
)− (−1)n(r+n−1
n
)
n
(
m+r+n−1
r+n
)}γ(t)
≡ a(−r)a(−m)a′(−n)a′ + (−1)n−1(r+m+n−1)!(m+r+n+1)
(r−1)!(m−1)!(n−1)!(m+1)(r+n) γ(t).
For example, we will use the following:
2γ(6) ≡ γ(3)γ(3)− 2γ(2)γ(4), 7γ(7) ≡ γ(3)γ(4)− 3γ(2)γ(5),
16γ(8) ≡ γ(3)γ(5)− 4γ(2)γ(6), 30γ(8) ≡ γ(4)γ(4)− 6γ(2)γ(6).
Lemma 7 O =< γ(2)n, γ(n+ 1), γ(2)γ(m)1 | n,m = 2, . . . >C.
[Proof] By Proposition 4, O is spanned by {a(−1)na′(−1)n1, a(−n)a′(−1)2a, γ(m)}.
By Proposition 6, we get a(−n)a′(−1)2a− γ(2)γ(n+ 1) ∈ Qγ(n + 3). We also have that
a(−1)na′(−1)n1− γ(2)n is congruence to a linear sum of a(−2n + 3)a′(−1)2a and γ(2n)
modulo C2(M2(1)
σ), which proves the desired result.
Set S1 = {a(−i1)a(−i2)a, a′(−i1)a′(−i2)a′, a(−i3)a′, 1 | i1, i2 ≤ 5, i3 ≤ 4}.
Proposition 8 M2(1)
σ = C1(M2(1)
σ)+ < S1 >C. In particular, M2(1)σ is C1-cofinite.
[Proof] To simplify the notation, set C1 = C1(M2(1))
σ in this proof. Suppose that
the proposition is false and let
u = a(−i1) · · ·a(−ih)a′(−j1) · · · a′(−jk)1 6∈ C1+ < S1 >C .
We take u such that the number of terms is minimal. By Lemma 3 and 5, we may
assume u = a(−i1)a(−i2)a or u = a(−m)a′. By Lemma 5 and Proposition 6, we obtain
a(−m)a′ ∈ C1 for m ≥ 5. Since C1 is closed by the 0-th product, we have:
(1) C1 ∋ (a(−k + 1)a′)0(a(−1)a(−1)a) = 3(k − 1)a(−k)a(−1)21 and so
(2) C1 ∋ (a(−n)a′)0a(−1)2a(−k)1 = 2a(−n− 1)a(−k)a + ka(−n− k)a(−1)a
for k ≥ 6 and any n.
We next express O as a C[γ(2)]-module. We need the following lemma.
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Lemma 9 120γ(7)1 ≡ 8γ(2)γ(5)1+ γ(2)2γ(3)1
60γ(8)1 ≡ 6γ(2)γ(3)21− 13γ(2)2γ(4)1.
[Proof] Since 0 ≡ (a(−1)a(−1)a)−2a′(−1)a′(−1)a′
≡ 3a(−1)2a(−2)a′(−1)2a′ + 18a(−4)a(−1)a′(−1)a′ + 18a(−3)a(−2)a′(−1)a′ + 18γ(7),
we have:
a(−1)2a(−2)a′(−1)2a′ ≡ −6a(−4)a(−1)a′(−1)a′ − 6a(−3)a(−2)a′(−1)a′ − 6γ(7).
Using Proposition 6 and the above lemma, we obtain the first congruence expression:
γ(2)2γ(3) ≡ (a(−1)a′)−1{a(−1)a′(−1)a(−2)a′}+ γ(2){2a(−4)a′ + a′(−3)a(−2)1}
≡ (a(−1)a′(−1)a(−1)a′(−1)a(−2)a′ + a(−3)a′(−1)a(−2)a′
+2a(−4)a(−1)a′(−1)a′ + 2a′(−3)a(−1)a(−2)a′ + 5γ(2)γ(5)
≡ −6a(−4)a(−1)a′(−1)a′ − 6a(−3)a(−2)a′(−1)a′ − 6γ(7)
+a(−3)a′(−1)a(−2)a′ + 2a(−4)a′(−1)2a+ 2a′(−3)a(−1)a(−2)a′ + 5γ(2)γ(5)
≡ −4a(−4)a(−1)a′(−1)a′ − 5a(−3)a(−2)a′(−1)a′ − 6γ(7)
+2a′(−3)a(−1)a(−2)a′ + 5γ(2)γ(5)
≡ −4{(−4
0
)
γ(2)γ(5)− [4 + (−4
2
)
]γ(7)} − 5{3γ(2)γ(5)− 28γ(7)} − 6γ(7)
+2{(−2
2
)
γ(2)γ(5)− [2(−4
2
)
+ 3
(−2
4
)
]γ(7)}+ 5γ(2)γ(5)
≡ 120γ(7)− 8γ(2)γ(5).
By expanding 0 ≡ (a(−1)a(−1)a)−2a′(−2)a′(−1)a′, we have,
−(a(−2)a(−1)a(−1))a′(−2)a′(−1)a′
≡ 4a(−4)a(−1)a′(−2)a′ + 4a(−3)a(−2)a′(−2)a′ + 4a(−5)a(−1)a′(−1)a′
+4a(−4)a(−2)a′(−1)a′ + 2a(−3)a(−3)a′(−1)a′ + 8γ(8)
and then we obtain:
2γ(2)γ(2)γ(4) ≡ −(a(−1)a′)−1{a(−1)a(−2)a′(−2)a′ − 16γ(6))}
≡ −(a(−1)2a′(−1)2ba(−2)a′(−2)− a(−3)a(−2)a′(−2)a′ − 2a(−4)a(−1)a′(−1)a′(−2)
− a′(−3)a(−1)a(−2)a′(−2)− 2a′(−4)a(−1)a′(−1)a(−2) + 16γ(2)γ(6)
≡ 4a(−4)a(−1)a′(−2)a′ + 4a(−3)a(−2)a′(−2)a′ + 4a(−5)a(−1)a′(−1)a′
+ 4a(−4)a(−2)a′(−1)a′ + 2a(−3)a(−3)a′(−1)a′ + 8γ(8)
− a(−3)a′(−1)a(−2)a′(−2)− 2a(−4)a(−1)a′(−1)a′(−2)− a′(−3)a(−1)a(−2)a′(−2)
− 2a′(−4)a(−1)a′(−1)a(−2) + 16γ(2)γ(6)
≡ 2a(−3)a(−2)a′(−2)a′ + 4a(−5)a(−1)a′(−1)a′ + 4a(−4)a(−2)a′(−1)a′
+ 2a(−3)a(−3)a′(−1)a′ + 16γ(2)γ(6) + 8γ(8)
≡ 2(180γ(8)− 3γ(3)γ(5)) + 4(γ(2)γ(6)− 20γ(8))
+ 4(γ(3)γ(5)− 64γ(8)) + 2(−90γ(8) + γ(4)γ(4)) + 16γ(2)γ(6) + 8γ(8)
≡ −120γ(8) + 12γ(2)γ(3)2 − 24γ(2)2γ(4).
By the above lemma, the direct calculation shows:
2γ(4)γ(4) ≡ 12γ(2)γ(6) + 60γ(8) ≡ 12γ(2)γ(3)2 − 25γ(2)2γ(4),
15γ(3)γ(5) = 60γ(2)γ(6) + 240γ(8) ≡ 54γ(2)γ(3)2 − 112γ(2)2γ(4),
120γ(3)γ(4) ≡ 120(7γ(7) + 3γ(2)γ(5)) ≡ 7γ(2)2γ(3) + 416γ(2)γ(5).
Therefore, Oeven has a subring OevenQ = Q[γ(2)]γ(2) +Q[γ(2)]γ(3)γ(3) +Q[γ(2)]γ(4).
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4.5 Elements a(−1)a(−1)a
We denote a(−1)a(−1)a and a′(−1)a′(−1)a′ by α and β, respectively.
Lemma 10 γ(2)−1γ(2)−1γ(2) ≡ α−1β − 264γ(2)−1γ(4)1+ 117γ(3)−1γ(3)
[Proof] From the direct calculation, we have:
α−1β ≡ (a(−1)a(−1)a)−1a′(−1)a′(−1)a′
≡ a(−1)3a′(−1)31+ 18a(−3)a(−1)a′(−1)a′ + 9a(−2)a(−2)a′(−1)a′ + 18a(−5)a′.
Therefore, by Proposition 6, we obtain:
γ(2)3 ≡ (a(−1)a′)−1{a(−1)a′(−1)a(−1)a′ + 2γ(4)}
≡ (a(−1)3a′(−1)31 + 2a(−3)a(−1)a′(−1)a′ + 2a′(−3)a(−1)a′(−1)a+ 2γ(2)γ(4)
≡ α−1β − 14{γ(2)γ(4)− 9γ(6)} − 9{γ(3)2 − 16γ(6)} − 18γ(6) + 2γ(2)γ(4)
≡ α−1β − 264γ(2)γ(4) + 117γ(3)2.
4.6 The action of γ(4)
In this subsection, we will consider elements modulo C2(M2(1)
σ) and we abuse = to denote
≡. By §4.4, we have shown that OevenQ is closed by the −1-product and
AevenQ = Q[γ(2)]γ(4) +Q[γ(2)]γ(3)γ(3)
is an ideal modulo C2(M2(1)
σ. Let Q be an ideal generated by α−1β. We note α−1β ≡
γ(2)3 + 264γ(2)γ(4)− 117γ(3)2. We will see the action of γ(4) on AevenQ .
Lemma 11 Q = OevenQ .
[Proof] We already know γ(4)2 ≡ 6γ(2)γ(3)2 − 25
2
γ(2)2γ(4). Since γ(3)γ(5) ≡
54γ(2)γ(3)2 − 112γ(2)2γ(4), we have:
1800γ(4)γ(3)2 ≡ 15γ(3){7γ(2)2γ(3) + 416γ(2)γ(5)}
≡ 105γ(2)2γ(3)2 + 416γ(2){54γ(2)γ(3)2 − 112γ(2)2γ(4)}
≡ 22569γ(2)2γ(3)2 − 46592γ(2)3γ(4).
Therefore the action of γ(4) on AevenQ is expressed by γ(2)2

 225691800 −465921800
6 −25
2

. The eigen-
polynomial of 1800γ(4) is X2− 69X − 4608900 and its discriminant is 3√2048929, which
is not a rational number. Therefore, the action of γ(4)/γ(2)2 on Qγ(2)γ(4) + Qγ(3)2 is
irreducible over Q. Furthermore, since
(α−1β)−1γ(4) ≡ (γ(2)3 − 264γ(2)γ(4)− 117γ(3)2)γ(4)
≡ γ(2)3γ(4)− 264γ(2){6γ(2)γ(3)2 − 25
2
γ(2)2γ(4)}
− 117γ(3){ 7
120
γ(2)2γ(3) + 416
120
γ(2)γ(5)}
≡ 3301γ(2)3γ(4)− {1584 + 273
40
}γ(2)γ(3)2 − 39×52
5
γ(2){54
15
γ(2)γ(3)2 − 112
15
γ(2)2γ(4)}
≡ (3301 + 13×52×112
25
)γ(2)2γ(4)− {1584 + 273
40
,+39×52×18
25
}γ(2)2γ(3)2,
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we have QevenQ ∩ AevenQ 6= 0 and so
(< α−1β, γ(4)α−1β, γ(4)2α−1β >Q)n = (OevenQ )n for n ≥ 14.
4.7 Nilpotency of α modulo C2(V
σ
L )VL
From now on, ≡ denotes the congruence modulo C2(V σL )VL. We next show that
Lemma 12 (a(−i1)a(−i2)a)−1 and (a′(−j1)a′(−j2)a′)−1 are all nilpotent in
M2(1)
σ/(C2(V
σ
L ) ∩M2(1)) for any i1, i2, j1, j2.
[Proof] Except α and β, the square of the remainings are zero by Proposition 4. We
will prove that α−1 is nilpotent. Since wt(ex) = 9M , wt(ex−y) = 27M and wt(e2x+y) =
27M for y = σ(x), we have ey−1−ke
−x = e−x−y−1−ke
x = 0 for k < 9M and so
Ex−1−kE
−x =
2∑
i=0
σi(Ex−1−ke
−x) =
2∑
i=0
σi(ex−1−ke
−x) ∈M2(1)σ ∩C2(V σL ) for 1 < k < 9M,
where Ex denotes ex + ey + e−x−y. Multiplying (α−1)6M+9 to Ex−4e
−x, the number of a-
terms in (α−1)6M+9Ex−4e
−x is 6 more than that of a′-terms and so all elements with weight
loss vanished. Hence
(α−1)6M+9Ex−4e
−x ≡ 1
(18M + 3)!
(α−1)6M+9(x(−1))18M+31 ∈ C2(V σL ).
Set x = ra+sa′, then since we multiply many a(−1), (α−1)6M+9+k annihilates all elements
except for a(−1) and a′(−1) by Proposition 4 and so we have:
(α−1)6M+9(x(−1))18M+31 ≡ a(−1)18M+27(ra(−1) + sa′(−1))18M+31
≡∑18M+3i=0 (18M+3i )r18M+3−isia(−1)36M+30−iγ(2)i
≡∑6M+1i=0 (18M+33i )r18M+3−3is3i(α−1)12M+10−iγ(2)3i
+
∑6M
i=0
(
18M+3
3i+1
)
r18M+2−3is3i+1(α−1)12M+9−ia(−1)a(−1)γ(2)3i+1
+
∑6M
i=0
(
18M+3
3i+2
)
r18M+1−3is3i+2(α−1)12M+9−ia(−1)γ(2)3i+2.
Similarly, since we obtain
(α−1)6M+9Ex−4a(−1)e−x = α6M+9−1 (x(−1))18M+3a(−1)1+ α6M+9−1 〈a, x〉(x(−1))18M+41
= α6M+9−1 (x(−1))18M+3a(−1)1 + α6M+9−1 〈a, x〉Ex−5e−x
≡ α6M+9−1 (x(−1))18M+3a(−1)1
≡∑6M+1i=0 (18M+33i )r18M+3−3is3iα12M+10−i−1 a(−1)γ(2)3i
+
∑6M
i=0
(
18M+3
3i+1
)
r18M+2−3is3i+1α12M+9−i+1−1 γ(2)
3i+1
+
∑6M
i=0
(
18M+3
3i+2
)
r18M+1−3is3i+2α12M+9−i−1 a(−1)2γ(2)3i+2
and
α6M+9−1 E
x
−4a(−1)2e−x = α6M+9−1 (x(−1))18M+3a(−1)21+ 2〈a, x〉α6M+9−1 (x(−1))18M+4a
+ 2〈a, x〉2α6M+9−1 (x(−1))18M+51,
≡ α6M+9−1 (x(−1))18M+3a(−1)21
≡∑6M+1i=0 (18M+33i )r18M+3−3is3iα12M+10−i−1 a(−1)2γ(2)3i
+
∑6M
i=0
(
18M+3
3i+1
)
r18M+2−3is3i+1α12M+9−i+1−1 a(−1)γ(2)3i+1
+
∑6M
i=0
(
18M+3
3i+2
)
r18M+1−3is3i+2α12M+9−i+1−1 γ(2)
3i+2,
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we have
a(−1)α6M+9−1 (x(−1))18M+31 ∈ C2(V σL )VL,
a′(−1)α6M+9−1 (x(−1))18M+31 ∈ C2(V σL )VL and
a(−1)a(−1)α6M+9−1 (x(−1))18M+31 ∈ C2(V σL )VL.
Hence
α6M+9+k−1 a(−1)ea′(−1)k(x(−1))18M+31
is a linear sum of elements of the form
α6M+9+k−1 v−1(u · (x(−1))18M+31),
where v is a σ-invariant element and u ∈ {1−1, a(−1), a(−1)a(−1)} by Lemma 3. There-
fore we obtain
α6M+9+k−1 a(−1)ea′(−1)k(x(−1))18M+31 ∈ C2(V σL )VL
for any e, k ≥ 0. We also get a similar result for y = σ(x) as for x. Therefore we have:
α12M+18−1 (λx(−1) + µy(−1))36M+61 ∈ C2(V σL )VL
for any λ, µ ∈ C. By choosing suitable λ and µ so that λx(−1) + µy(−1) = a(−1), we
have
α12M+18−1 a(−1)36M+61 = α48M+24−1 1 ∈ C2(V σL ),
which implies that α−1 is nilpotent modulo C2(V σL ). Similarly, β−1 is nilpotent.
Since α, β are nilpotent and Oeven = Oevenα−1β, we have the following:
Proposition 13 dim (M2(1)
σ/(M2(1)
σ ∩ C2(V σL ))) <∞.
4.8 C2-cofiniteness of V
σ
L
By the previous proposition, there is an integer N0 such that v
1
−1 · · · vk−1γ ∈ C2(V σL ) for
any vi ∈ S1 and γ ∈ V σL if wt(v1−1 · · · vk−11) ≥ N0. Set N = N0 + 9M + 30.
Our final step is to prove that
V σL = C2(V
σ
L ) +⊕n≤N(M2(1))σn +⊕n≤N(M2(1)Ex)σn +⊕n≤N (M2(1)E−x)σn,
which implies the C2-cofiniteness of V
σ
L . For µ 6= 0, set
R =
{
dkik · · · d1i1bi0a(r)a′(0)Eµ |
(i) ik ≤, . . . ,≤ i1 ≤ −1, i0 ≤ 0, and
(ii) di ∈ S1, wt(bi0a(r)a′(0)Eµ)− wt(Eµ) ≤ 30
}
.
Proposition 14 (M2(1)E
µ)σ =< R >C +C2(V σL ). In particular, if v ∈ (M2(1)Eµ)σ has
a weight greater than wt(Eµ) +N0 + 30, then v ∈ C2(V σL ).
[Proof] Suppose false and we take u 6∈< R >C +C2(V σL ) such that wt(u) is minimal.
Since M2(1)E
µ is an irreducible M2(1)
σ-module, we may assume
u = ckik · · · c1i1Eµ
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with ci ∈ M2(1)σ. We take the above expression such that
∑k
i=1wt(c
i) is minimal and if∑k
i=1wt(c
i) is the same, then k is maximal. Since (e−1f)k =
∑∞
i=0(e−1−ifk+i + fk−1−iei)
and wt(e−1f) = wt(e) + wt(f), we may assume ci ∈ S1. Also, since esft − ftes =∑∞
i=0
(
s
i
)
(eif)s+t−i and wt(eif) < wt(e) + wt(f) for i ≥ 0, we may assume ik ≤ · · · ≤ i1.
By the minimality of wt(u), we have 0 ≤ ik and
k∑
i=1
wt(ci) = (wt(u)− wt(Eµ)) +
k∑
i=1
(1 + ij).
To simplify the notation, we will call
∑k
i=1(1+ ij) σ-loss weight. Since wt(E
µ) and wt(u)
are fixed, we have chosen u = ckik · · · c1i1Eµ such that the σ-loss weight is minimal. We
note that wt(ci) ≤ 11 for ci ∈ S1. On the other hand, by Lemma 3, u is also a linear sum
of elements of the form
er−1 · · · e1−1F,
where ei ∈M2(1)σ and F is one of
D = {a(−m− n)a′(0)Eµ, a(−m)a(−n)a(0)Eµ, a′(−m)a′(−n)a′(0)Eµ}.
By the minimality of wt(u), u is a linear sum of elements in D andm+n+wt(Eµ) = wt(u).
We assert that the σ-loss weight of u is less than or equal to three. For the elements
a(−m − n)a′(0)Eµ, we get a(−m − n)a′(0)Eµ = (a′(−m − n − 1)a)1Eµ, which has only
σ-loss weight two. Before we start the proof for the remaining case, we note
(a′(−m− 1)a)1(a′(−n− 1)a)1Eµ = (a′(−m− 1)a)1a(−n)a′(0)Eµ
=
∑(−m−1
i
)
(−1)i(−1)ma(−m− i)a′(i)a(−n)a′(0)Eµ
=
(−m−1
n
)
(−1)n+mna(−m− 1− n)a′(0)Eµ + (−1)ma(−m)a′(0)a(−n)a′(0)Eµ.
Suppose a(−m)a(−n)a(0)Eµ has a σ-loss weight greater than three. By ignoring elements
with σ-loss weight less than three, we have
〈b,µ〉2
〈a,µ〉 a(−m)a(−n)a(0)Eµ = a(−m)a′(0)a(−n)a′(0)Eµ
≡ (a′(−m−1)a)1(a′(−n−1)a)1Eµ
= (a′(−m− 1)a)1(a(−n− 1)a′)1Eµ + (a′(−m− 1)a)1(ω0γ(n+ 1) + · · · ))1Eµ
≡ (a′(−m− 1)a)1(a(−n− 1)a′)1Eµ + (ω0γ(n+ 1))1(a′(−m− 1)a)1Eµ
≡ (a′(−m− 1)a)1a′(−n)a(0)Eµ − γ(n + 1)0(a′(−m− 1)a)1Eµ
≡∑(−m−1
i
)
(−1)i{a′(−m− 1− i)a(1 + i)− (−1)m+1a(−m− i)a′(i)}a′(−n)a(0)Eµ
≡ (−m−1
n−1
)
(−1)n−1na′(−m− n)a(0)Eµ − (−1)m+1a(−m)a′(0)a′(−n)a(0)Eµ
≡ λ1a(−m− n)a′(0)Eµ + µ1a(−m)a′(−n)Eµ
≡ λ2a(−m− n)a′(0)Eµ + µ2a′(−m− n)a(0)Eµ ≡ 0
for some λi and µj , which is a contradiction. Therefore, the σ-loss weight of u is less than
or equal to three. In particular, k ≤ 3 and wt(u) − Eµ ≤ 30. Therefore, the elements
a(−m− n)a′(0)Eµ and γ(n+ 1)0(a′(−m− 1)a)1Eµ are all in < R >C +C2(V σL ). In order
to show a(−m)a(−n)a(0)Eµ ∈< R >C +C2(V σL ), we have exactly the same congruence
expressions as above modulo < R >C +C2(V σL ).
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Set K = M2(1)
σ + (M2(1)E
x)σ + (M2(1)E
−x)σ. Since we have already shown that if
v ∈ K and wt(v) > N , then v ∈ C2(V σL ). The remaining is to show
V σL = K + C2(V
σ
L ).
By Proposition 14, it is enough to show that
a(−n)a′(0)Eµ ∈ K + C2(V σL )
for 1 ≤ n ≤ 30 and µ 6∈ {0,±x,±y,±(x+ y)}. We first treat the following case:
Lemma 15 For any n+m ≡ 0 (mod 3), we have Emx+ny ∈ C2(V σL ) +K.
[Proof] We note that if n+m ≡ 0 (mod 3), then there is γ ∈ L such that Emx+ny =
E±(σ(γ)−γ). Set 2k = 〈γ, γ〉. Then since 〈γ − σ(γ), γ − σ(γ)〉 = 6k, we have
Eγ−1−kE
−γ ∈M2(1) + Eσ(γ)−γ + E−σ(γ)+γ ,
Eγ−ka(−1)e−γ ∈M2(1) + 〈σ(γ), a〉eσ(γ)−γ + 〈σ2(γ), a〉e−σ(γ)+γ , and
Eγ−k
∑2
i=0 σ
i(a(−1)e−γ) ∈M2(1) + 〈σ(γ), a〉Eσ(γ)−γ + 〈σ2(γ), a〉E−σ(γ)+γ .
Therefore, we obtain Eσ(γ)−γ , E−σ(γ)+γ ∈ C2(V σL ) +M2(1).
For Eµ with µ = mx+ ny and m+ n ≡ ±1 (mod 3), we need the following lemma.
Lemma 16 (1) For m,n with m+ n ≡ 1 (mod 3), there are γ ∈ L satisfying γ − σi(γ −
µ) = mx + ny for some i = 1, 2 and µ ∈ {x, y,−x − y} such that 〈γ,−σ1(γ − µ)〉 and
〈γ,−σ2(γ − µ)〉 are both positive.
(2) For m,n with m + n ≡ 2 (mod 3), there are γ ∈ L, i = 1, 2, µ ∈ {−x,−y,+x + y}
such that γ − σi(γ − µ) = mx+ ny, 〈γ,−σ1(γ − µ)〉 > 0 and 〈γ,−σ2(γ − µ)〉 > 0.
[Proof] We first note that for γ = px+ qy and −γ − x− y, we have
〈σ(γ),−γ − x− y〉 = p2 + q2 − pq + 2p− q = (q − p+1
2
)2 + 3
4
(p+ 1)2 − 1
〈σ2(γ),−γ − x− y〉 = p2 + q2 − pq + 2q − p = (p− q+1
2
)2 + 3
4
(q + 1)2 − 1,
and so the both are positive except −2 ≤ p, q ≤ 1. For µ = mx + ny with m + n ≡ 1
(mod 3), we may assume m,n ≤ 0 by taking a conjugate by < σ >. If µ = mx + ny 6∈
{x, y,−x − y,−2y}, then by setting γ = px + qy with q = −m−n+1
3
and p = n−2m+2
3
,
we obtain σ(γ) − γ − x − y = µ and 〈σ(γ),−γ − x − y〉 and 〈σ2(γ),−γ − x − y〉 are
positive. In the case µ = −2y, we choose q = −m−n+1
3
and p = −2n+m+2
3
, then we have
σ2(γ)− γ − x− y = µ and 〈σ1(γ),−γ − x− y〉 and 〈σ2(γ),−γ − x− y〉 are positive.
(2) comes from (1) by replacing x and y by −x and −y, respectively.
By the above lemmas, for any µ, there are γ, γ′ and k such that
Eγ−2−ke
−γ′ ∈ eµ + eµ′ +M2(1)e±x and so Eγ−2−kE−γ
′ ∈ Eµ + Eµ′ +M2(1)E±x.
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We also have
Eγ−2−k+1
2∑
i=0
σi(a(−1)e−γ′) ∈ 〈a, γ〉Eµ + 〈a, σ(γ)〉Eµ′ +M2(1)E±x,
which implies Eµ, Eµ
′ ∈ M2(1)E±x + C2(V σL ) for any µ. The remaining is to show
a(−n)a′(0)Eµ ∈M2(1)E±x + C2(V σL ) for n ≤ 30. Actually, we obtain
Eγ−2−k+1+na(−n)a(−n)e−γ
′
∈ 2n〈a, γ〉a(−n)eµ + 2n〈a, σ(γ)〉a(−n)eµ′ + Eγ−2−k+1e−γ
′
+M2(1)e
±x and
Eγ−2−k+1+2na(−n)a(−n)a(−n)e−γ
′
∈ 6n2〈a, γ〉a(−n)eµ + 6n2〈a, σ(γ)〉a(−n)eµ′ + Eγ−2−k+1e−γ
′
+M2(1)e
±x.
Therefore, we have
a(−n)eµ, a(−n)eµ′ ∈ C2(V σL )VL +M2(1)e±x and so
a(−n)a′(0)Eµ, a(−n)a′(0)Eµ′ ∈ C2(V σL ) +M2(1)E±x
for n ≤ 30. This completes the proof of Theorem B.
5 Z3-orbifold construction
Using the known results in §2 and Theorem A and B, we will show Z3-orbifold construc-
tions. Let Λ be a positive definite even unimodular lattice of rank N with a triality
automorphism σ. We note 8|N . In this section, ξ denotes e2π
√−1/3.
Since Λ is unimodular, a lattice VOA VΛ has exactly one simple module VΛ and all
modules are completely reducible ([5]). By [7], it has one σ-twisted module VΛ(σ) and
one σ2-twisted module VΛ(σ
2). Decompose them as direct sums of simple V σΛ -modules:
VΛ = W
0 ⊕W 1 ⊕W 2, VΛ(σ) = W 3 ⊕W 4 ⊕W 5, VΛ(σ2) =W 6 ⊕W 7 ⊕W 8.
We first show that the weights of elements in VΛ, V (σ) and V (σ
2) are in Z/3. Set
H = Λσ and H ′ = {u ∈ QH | 〈u, h〉 ∈ Z for h ∈ H} the dual of H . Set s = rank(H),
then from the assumption t = (N − s)/2 is divisible by three. As it is well known,
the character TVH (1; τ) of VH is
θH (τ)
η(τ)s
, where η(τ) = q1/24
∏∞
n=1(1 − qn) is the Dedekind
eta-function. Since Λ is unimodular, 3H ′ ⊆ H and the restriction of Λ into QH covers
H ′/H and so the weights of elements in VH-modules are in Z/3. Hence the powers of q
in the character of simple VH-modules are all in −s/24 + Z/3 and so are those of q in
TVH (1;−1/τ) by Zhu’s theory (§2.3.1). Since
TVΛ(σ, 1; τ) = q
−N/24 θH(τ)∏
n(1− qn)s
× 1∏
n(1− ξqn)t(1− ξ−1qn)t
= TVH (1, 1; τ)
η(τ)t
η(3τ)t
and TV (σ)(1, 1; τ) is a scalar times of
TVΛ(σ, 1;−1/τ) = TVH (1, 1;−1/τ)η(−1/τ)
t
η(−3/τ)t = TVH (1, 1;−1/τ)
( τ√−1 )
t/2η(τ)t
( τ
3
√−1 )
t/2η(τ/3)t
= 3t/2TVH (1, 1;−1/τ) η(τ)
t
η(τ/3)t
= 3t/2q−2t/24TVH (1, 1;−1/τ)qt/9
∏
n(1−qn)t∏
n(1−qn/3)t
,
(5)
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we have that the powers of q in TV (σ)(1, 1; τ) are in −N/24 + Z/3. Therefore, we may
assume that the weights of elements in W i are in i/3 + Z for i ≥ 3. In particular, all
elements in
V˜ =W 0 ⊕W 3 ⊕W 6
have integer weights. Our next aim is to show that V˜ has a structure of a vertex operator
algebra. By Theorem B, V σΛ is C2-cofinite and all modules are completely reducible and
V σΛ has exactly nine simple modules {W i | 0 ≤ i ≤ 8}.
Lemma 17 W i are all simple currents, that is, W i⊠W j are simple modules for any i, j.
Moreover, V˜ is closed by the fusion products.
[Proof] Let determine the entries of the S-matrix (sij) of V
σ
L . Decompose S into
S = (Aij)i,j=1,2,3 with 3 × 3-matrices Aij . Since S is symmetric, Aij = tAji. Simplify
the notation, we denote TW i(v; τ) by W
i(τ). As we explained in §2.3.2, there are λi ∈ C
(i = 0, 1, 2) such that the S-transformation shifts
W 0(τ) + ξiW 1(τ) + ξ2iW 2(τ)→ λi(W 3i(τ) +W 3i+1(τ) +W 3i+2(τ)).
Namely, the first three columns of S are
(A11A12A13) =
1
3

 λ0 λ0 λ0 λ1 λ1 λ1 λ2 λ2 λ2λ0 λ0 λ0 ξ2λ1 ξ2λ1 ξ2λ1 ξλ2 ξλ2 ξλ2
λ0 λ0 λ0 ξλ1 ξλ1 ξλ1 ξ
2λ2 ξ
2λ2 ξ
2λ2

 .
Since S2 is a permutation matrix which shifts W to its restricted dual W ′, we get
λ2i = 1. We next consider the characters ch(W ) = TW (1, 1; τ). In this case, since
ch(W ′) = ch(W ), we have ch(W 1) = ch(W 2), ch(W 3+i)=ch(W 6+i) for i = 0, 1, 2. Clearly,
{ch(W 0), ch(W 1), ch(W 3), ch(W 4), ch(W 5)} is a linearly independent set. Since (5) has
q1/3+Z-parts, A12 + A13 6= 0 and so λ1 = λ2. Similarly, since ch(W 3+i) = ch(W 6+i), we
have A22 + A23 = A32 + A33. Furthermore, since A33 = A22 + A23 − tA23 is symmetric,
A23 is symmetric and A22 = A33. As we explained in §2.3.2, there are µi ∈ C (i = 1, 2)
such that the S-transformation shifts
W 3(τ) + ξiW 4(τ) + ξ2iW 5(τ)→ µi(W 3i(τ) + ξ2W 3i+1(τ) + ξW 3i+2(τ)) for i = 1, 2.
From these information and §2.3.2, we know the entries of S:
(Sij) =
1
3


λ0 λ0 λ0 λ1 λ1 λ1 λ1 λ1 λ1
λ0 λ0 λ0 ξ
2λ1 ξ
2λ1 ξ
2λ1 ξλ1 ξλ1 ξλ1
λ0 λ0 λ0 ξλ1 ξλ1 ξλ1 ξ
2λ1 ξ
2λ1 ξ
2λ1
λ1 ξ
2λ1 ξλ1 µ1 ξµ1 ξ
2µ1 µ2 ξ
2µ2 ξµ2
λ1 ξ
2λ1 ξλ1 ξµ1 ξ
2µ1 µ1 ξ
2µ2 ξµ2 µ2
λ1 ξ
2λ1 ξλ1 ξ
2µ1 µ1 ξµ1 ξµ2 µ2 ξ
2µ2
λ1 ξλ1 ξ
2λ1 µ2 ξ
2µ2 ξµ2 µ1 ξµ1 ξ
2µ1
λ1 ξλ1 ξ
2λ1 ξ
2µ2 ξµ2 µ2 ξµ1 ξ
2µ1 µ1
λ1 ξλ1 ξ
2λ1 ξµ2 µ2 ξ
2µ2 ξ
2µ1 µ1 ξµ1,


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with λ2i = µ1µ2 = 1. This implies SihSi′h = 1 and so
Nki,i′ =
∑
h
SihSi′hShk′
S0h
=
∑
h
Shk′
S0h
.
Therefore, Nki,i′ 6= 0 if and only if k = 0 and N0i,i′ = 1. Namely, W i⊠ (W i)′ = V σΛ for every
i, If R⊠W i is not simple, then (R⊠W i)⊠ (W i)′ ∼= R⊠ (W i⊠ (W i)′) ∼= R is not simple.
Therefore, W i are all simple current.
By considering the characters, we have:
TVΛ(σ, 1; τ) = TVH (1, 1; τ)
η(τ)s
η(3τ)s
= ch(W 0) + ξch(W 1) + ξ2ch(W 2)
TVΛ(σ, 1,−1/τ) = λ1{ch(W 3) + ch(W 4) + ch(W 5)}
TVΛ(σ, 1,−1/(τ + 1)) = e2π
√−1N/24λ1{ch(W 3) + ξch(W 4) + ξ2ch(W 5)}
TVΛ(σ, 1,−1/((−1/τ) + 1)) = e2π
√−1N/24λ1µ1{ch(W 3) + ξ2ch(W 4) + ξch(W 5)}
from the above S-matrix. On the other hand, since
TVΛ(σ, 1,−1/((−1/τ) + 1)) = TVΛ(σ, 1,−1 − 1τ−1)
= e−2π
√−1N/24TVΛ(σ, 1,−1/(τ − 1))
= e−4π
√−1N/24λ1{ch(W 3) + ξ2ch(W 4) + ξch(W 5)}
we have µ1 = e
−6π√−1N/24 = 1 and µ1 = 1 since 8|N . Then the S-matrix implies λ1 = λ0
and W 3 ⊠W 3 = W 6 and W 3 ⊠W 6 =W 0.
Therefore,
V˜ =W 0 ⊕W 3 ⊕W 6
is a direct sum of simple current V -modules W 3i with integer weights and W 3i ⊠W 3j =
W 3k with i+j ≡ k (mod 3). In order to prove that V˜ has a VOA-structure, we will prove
a more general statement.
Proposition 18 Let V be a C2-cofinite VOA of CFT-type and all V -modules are com-
pletely reducible. Let W = ⊕ni=0W i be a direct sum of simple V -module W i with integer
weights and we assume W i ⊠W j = W k for i + j ≡ k (mod n), W 0 = V and n is odd.
Then W has a VOA structure.
[Proof] Simplify the notation, W s denotes W i for s ∈ Z with s ≡ i (mod n). Let
Y i,j be a nonzero intertwining operator of type ( W i+j
W i W j
)
. We choose Y2,i so that
E(〈d′,Y1,i+1(w, x)Y1,i(u, y)a〉) = E(〈d′,Y2,i(Y1,1(w, x− y)u, y)a〉)
for any a ∈ W i, w, u ∈ W 1 and d′ ∈ (W i+2)′. Set an intertwining operator Y of type(
W
W 1 W
)
by
Y(w, z) =


0 · · · 0 Y1,n−1(w, z)
Y1,0(w, z) 0 · · · 0 0
...
. . .
...
...
0 · · · 0 Y1,n−2(w, z) 0

 ,
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where w ∈ W 1. We note that a vertex operator Y W of V on W is given by
Y (v, z) =

Y
0,0(v, z) · · · 0
...
. . .
...
0 · · · Y 0,n−1(v, z)

 .
By the definition, it is easy to see that Y(w, z) satisfies Commutativity with Y W (v, z) for
any w ∈ W and v ∈ V . It is also easy to check Y(L(−1)w, z) = d
dz
Y(w, z).
Our next aim is to prove that Y(w, z) satisfies Commutativity with itself. We note
that Y i,j are all integer power series. Therefore, it is sufficient to show
E(〈d′,Y1,i+1(w, x)Y1,i(u, y)a〉) = E(〈d′,Y1,i+1(u, y)Y1,i(w, x)a〉)
for any i = 0, · · · , n− 1, d′ ∈ (W i+2)′, a ∈ W i, and w, u ∈ W 1.
Recall a skew-symmetric intertwining operator σ12(Y1,1)(w, z)u = eL(−1)zY1,1(u,−z)w.
Since dim IW 2W 1,W 1 = 1 and all W i have integer weights, we have σ212 = 1 on IW
2
W 1,W 1 and so
there is λ ∈ {±1} such that σ12(Y1,1) = λY1,1. Therefore we have:
E(〈d′,Y1,i+1(w, x)Y1,i(u, y)a〉) = E(〈d′,Y2,i(Y1,1(w, x− y)u, y)a〉)
= E(〈d′,Y2,i(eL(−1)(x−y)σ12(Y1,1)(u, y − x)w, y)a〉)
= E(〈d′,Y2,i(σ12(Y1,1)(u, y − x)w, x)a〉)
= E(〈d′, λY2,i(Y1,1(u, y − x)w, x)a〉)
= E(〈d′, λY1,i+1(u, y)Y1,i(w, x)a〉).
Irritating it n times, we obtain
E(〈e′,Y1,n−1(d1, x1) · · · Y1,0(dn, xn)Y1,n−1(a, z1) · · · Y1,0(c, zn−1)v〉)
= λn
2
E(〈e′,Y1,0(a, z1) · · · Y1,1(c, zn−1)Y1,n−1(d1, x1) · · · Y1,0(dn, xn)v〉)
for e′ ∈ (W 1)′, a, . . . , c, di ∈ W 1 and v ∈ V . On the other hand, from the associativity
n︷ ︸︸ ︷
W 1 ⊠ · · ·⊠W 1 = V , there is 0 6= µ ∈ C such that
E(〈e′,Y1,n−1(d1, x1) · · · Y1,0(dn, xn)Y1,n−1(a, z1) · · · Y1,0(c, zn−1)v〉)
= E(〈e′,Y1,n−1(d1, x1) · · · Y1,0(dn, xn)×
× µY V (Yn−1,1 · · · Y1,1(a, z1 − z2)b, · · · (zn−2 − zn−1)c, zn−1)v〉).
for any v ∈ V . Since Y i,j satisfies Commutativity with Y W , we have
E(〈e′,Y1,n−1(d1, x1) · · · Y1,0(dn, xn)Y1,n−1(a, z1) · · · Y1,0(c, zn−1)v〉)
= E(〈e′,Y1,n−1(d1, x1) · · · Y1,0(dn, xn)×
× µY V (Yn−1,1 · · · Y1,1(a, z1 − z2)b, · · · (zn−2 − zn−1)c, zn−1)v〉)
= E(〈e′, µY V (Yn−1,1 · · · Y1,1(a, z1 − z2)b, · · · (zn−2 − zn−1)c, zn−1)×
×Y1,n−1(d1, x1) · · · Y1,0(dn, xn)v〉)
= E(〈e′,Y1,0(a, z1) · · · Y1,1(c, zn−1)Y1,n−1(d1, x1) · · · Y1,0(dn, xn)v〉),
which implies λn
2
= 1. Since n is odd, we have λ = 1. Thus, Y satisfies Commutativity
with itself. By using the normal products, Y and Y W generate a local system O with a
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Virasoro element Y W (ω, z). Since V is a subVOA of O and its modules are completely
reducible, O is a direct sum O = ⊕T j of simple V -modules. Clearly, the action of O on
W induces intertwining operators of type
(
W
O W
)
. Since V ⊠ V = V , the multiplicity of
a V -module V in O is one and so we have O ∼= W as V -modules. Therefore, W has a
VOA structure.
5.1 The moonshine VOA
Let’s apply the above construction to the Leech lattice Λ and a fixed point free automor-
phism σ of Λ of order three. Then a trace function TVΛ(σ, 1; τ) of σ on VΛ is
q−1(
1∏∞
n=1(1− ξqn)
)12(
1∏∞
n=1(1− ξ2qn)
)12 = q−1(
1∏∞
n=1(1 + q
n + q2n)
)12 =
η(τ)12
η(3τ)12
.
Hence, a character function of the twisted module VΛ(σ) is
ch(VΛ(σ)) = ch(W
3) + ch(W 4) + ch(W 5) = TVΛ(σ, 1,−1/τ) = 36q−1q4/3
∏∞
n=1(1− qn)12∏∞
n=1(1− qn/3)12
,
which implies that W 3 (also W 6) has no elements of weight 1 and ch(V˜Λ) = J(τ).
By an easy calculation, dimW 32 = 3
6(12 + 12 +
(
12
2
)
) = 65610 and so a triality auto-
morphism of V˜ defined by e2π
√−1i/3 on W 3i for i = 0, 1, 2 is corresponding to 3B ∈ M if
V˜ ∼= V ♮.
5.2 A new VOA No.32 in Schellekens’ list
We next start from a Niemeier lattice N of type E46 and a triality automorphism σ which
acts on the first entry E6 as fixed point free and permutes the last three E6, where we
choose < (0, 1, 1, 1), (1, 1, 2, 0) > as a set of glue vectors of N for E46 . We note that since
E6 contains a full sublattice A
3
2, E6 has a fixed point free automorphism of order three.
Since t = 9, in order to determine the dimension of (V˜N)1, it is enough to see the constant
term of q6/24 ΘH (−1/τ)
η(−1/τ)6 . Since the fixed point sublattice H is isomorphic to
√
3E∗6 , we have
ΘH(τ) =
1
3
[φ0(τ)
3 +
1
4
{3φ0(3τ)− φ0(τ)}3],
where φ0(τ) = θ2(2τ)θ2(6τ) + θ3(2τ)θ3(6τ) and θ2(τ) =
∑
m∈Z q
(m+1/2)2 and θ3(τ) =∑
m∈Z q
m2 , see [4]. Applying φ0(−1/τ) = τi√3φ0(τ/3), we have
ΘH(−1/τ)
η(−1/τ)6 =
1
9
√
3
q−1/4 + · · ·
and so
dim(V˜N)1 = (6× 12)/3 + 6 + 6× 12 + 2× {39/23−5/2} = 120.
Clearly, from the construction we know that (V˜N)1 contains A
3
2E6,3 as a subring. There-
fore, V˜N is a new vertex operator algebra No 32 in the list of Schellekens [20].
Acknowledgement The author would like to thank K. Tanabe for his right questions.
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