This short note provides a minor correction to the sufficient conditions, and also a small extension of the structural results for Partially Observed Markov Decision Processes (POMDPs) given in [6, 9] . Sufficient conditions are provided so that the optimal policy can be upper and lower bounded by judiciously chosen myopic policies. These myopic policy bounds are constructed to maximize the volume of belief states where they coincide with the optimal policy. Numerical examples illustrate these myopic bounds for both continuous and discrete observation sets.
Introduction
POMDPs have received much attention due to their applications in diverse areas such as scheduling in sensor networks and wireless communications (see [5] and references therein) and artificial intelligence [2] . Even though, for finite observation alphabet sets, and finite horizon, the optimal policy of a POMDP can be computed via stochastic dynamic programming, such problems are P-SPACE hard [8] .
The seminal papers [6, 9, 10] give sufficient conditions such that the optimal policy of a POMDP can be lower bounded by a myopic policy. Unfortunately, despite the enormous usefulness of such a result, the sufficient conditions given in [6] and [9] for this result to hold are not useful -it is impossible to generate non-trivial examples that satisfy the conditions (c), (e), (f) of [6, Proposition 2] and condition (i) of [9, Theorem 5.6] . In this short paper, we provide a minor fix to these sufficient conditions so that the results of [6, 9] hold for constructing a myopic policy that lower bounds the optimal policy. Then, for infinite horizon discounted cost POMDPs, we show how this idea of constructing a lower bound myopic policy can be extended to constructing an upper bound myopic policy. More specifically, for belief state π, we present sufficient conditions under which the optimal policy, denoted by µ * (π), of a given POMDP can be upper and lower bounded by myopic policies denoted by µ(π) and µ(π), respectively, i.e. µ(π) ≤ µ * (π) ≤ µ(π) for all π ∈ Π. Here Π denotes the set of belief states of a POMDP. Interestingly, these judiciously chosen myopic policies are independent of the actual values of the observation probabilities (providing they satisfy a sufficient condition) which makes the structural results applicable to both discrete and continuous observations. Finally, we construct the myopic policies, µ(π) and µ(π), to maximize the volume of the belief space where they coincide with the optimal policy µ * (π). Numerical examples are presented to illustrate the performance of these myopic policies. To quantify how well the myopic policies perform we use two parameters: the volume of the belief space where the myopic policies coincide with the optimal policy, and an upper bound to the average percentage loss in optimality due to following this optimized myopic policy.
The Partially Observed Markov Decision Process
Consider a discrete time, infinite horizon discounted cost POMDP. A discrete time Markov chain evolves on the state space X = {1, 2, . . . , X}. Denote the action space as A = {1, 2, . . . , A} and observation space as Y. For discrete-valued observations Y = {1, 2, . . . , Y } and for continuous observations Y ⊂ R.
π(i) = 1 denote the belief space of X-dimensional probability vectors. For stationary policy µ : Π → A, initial belief π 0 ∈ Π, discount factor ρ ∈ [0, 1), define the discounted cost:
Here c a = [c(1, a), . . . , c(X, a)] ′ , a ∈ A is the cost vector for each action, and the belief state evolves as π k = T(π k−1 , y k , a k ) where
Here 1 X represents a X-dimensional vector of ones,
is the conditional probability density function when Y ⊂ R.
The aim is to compute the optimal stationary policy µ
Obtaining the optimal policy µ * is equivalent to solving Bellman's dynamic programming equation:
where
Since Π is continuum, Bellman's equation (3) does not translate into practical solution methodologies as V (π) needs to be evaluated at each π ∈ Π. This motivates the construction of judicious upper and lower bounds, denoted by µ(π) and µ(π) respectively, to the optimal policy µ * (π). For belief states π where µ(π) = µ(π), the optimal policy µ * (π) is completely determined.
Myopic Bounds to the Optimal Policy

Assumptions (A1)
There exists g such that C a ≡ c a + (I − ρP a ) g is strictly increasing in x ∈ X, ∀a ∈ A.
(A2) There exists f such that C a ≡ c a + (I − ρP a ) f is strictly decreasing in x ∈ X, ∀a ∈ A.
(A3) P a and B a , a ∈ A are totally positive of order 2 (TP2), that is, all second-order minors are nonnegative.
Discussion
If the elements of c a are strictly increasing then (A1) holds trivially. Similarly, if the elements of c a are decreasing then (A2) holds and coincides with Assumption (a) in [6] .
(A1) and (A2) are easily verified by checking the feasibility of the following linear programs:
where e i is the unit X-dimensional vector with 1 at the ith position. Numerous examples of TP2 matrices, satisfying (A3), can be found in [3] . Examples of TP2 observation kernels include Gaussian, Exponential, Binomial and Poisson distributions. Examples of discrete observation distribution include binary erasure channels and binary symmetric channel with error probability less than 0.5.
For POMDPs with B a = B ∀a ∈ A, (A4) trivially holds for TP2 transition matrices P a and P a ′ , a > a ′ if all rows of P a monotone likelihood ratio (MLR) dominate the last row of P a ′ . (MLR dominance is defined in the appendix).
(A4) and (A5) are a corrected version of Assumptions (c), (e), (f) of [6, Proposition 2] and Assumption (i) of [9, Theorem 5.6] . In particular, the assumptions (c), (e), (f) of [6] require that P a+1 ≥ tp P a and B a+1 ≥ tp B a , where ≥ tp (TP2 stochastic ordering) is defined in [7] , which is impossible for stochastic matrices, unless P a = P a+1 , B a = B a+1 or the matrices P a , B a are rank 1 for all a meaning that the observations are non-informative.
Assumptions (c), (e), (f) of [6, Proposition 2] are required to ensure that the posterior T(π, y, a) (2) is MLR increasing in a. A necessary and sufficient condition to ensure the monotonicity of T(π, y, a) is that the matrices Γ j,a,y , defined below, are copositive [1] on Π. That is,
In general, the problem of verifying the copositivity of a matrix is NP-complete. Assumption (A4) is a simpler but more restrictive sufficient condition to ensure that Γ j,a,y (7) is copositive.
Construction of Myopic Upper and Lower Bounds
We are interested in myopic policies of the form argmin a∈A C ′ a π where cost vectors C a are constructed so that when applied to Bellman's equation (3), they leave the optimal policy µ * (π) unchanged. This is for several reasons: First, similar to [6] , [9] it allows us to construct useful myopic policies that provide provable upper and lower bounds to the optimal policy, Second, these myopic policies can be straightforwardly extended to 2-stage or multi-stage myopic costs. Third, such a choice precludes choosing useless myopic bounds such as µ(π) = 1 for all π ∈ Π.
Accordingly, for any two vectors g and f ∈ R X , define the myopic policies associated with the transformed costs C a and C a as follows:
It is easily seen that Bellman's equation (3) applied to optimize the objective (1) with transformed costs C a and C a yields the same optimal strategy µ * (π) as the Bellman's equation with original costs c a . The corresponding value functions are
The following main result is proved in the Appendix.
Theorem 1 Consider a POMDP
(X, A, Y, P a , B a , c, ρ) and assume (A1)-(A5) holds. Then the myopic policies, µ(π) and µ(π), defined in (8), (9) satisfy: µ(π) ≤ µ * (π) ≤ µ(π) for all π ∈ Π.
Optimizing the Myopic Policy Bounds to Match the Optimal Policy
The aim of this section is to determine vectors g and f, in (5) and (6) , that maximize the volume of the simplex where the myopic upper and lower policy bounds, specified by (8) and (9), coincide with the optimal policy. That is, we wish to maximize the volume of the 'overlapping region'
Notice that the myopic policies µ and µ defined in (8) , (9) do not depend on the observation probabilities B a and so neither does vol (Π O ). So µ and µ can be chosen to maximize vol (Π O ) independent of B a and therefore work for discrete and continuous observation spaces. Of course, the proof of Theorem 1 requires conditions on B a .
Optimized Myopic Policy for Two Actions
For a two action POMDP, obviously for a belief π, if µ(π) = 1 then µ * (π) = 1. Similarly, if µ(π) = 2, then µ * (π) = 2. Denote the set of beliefs (convex polytopes) where µ(π) = µ * (π) = 1 and µ(π) = µ * (π) = 2 as
Clearly
Our goal is to find g * ∈ S g and f
Theorem 2 Assume that there exists two fixed X-dimensional vectors g
* and f * such that
where for X-dimensional vectors a and 
Optimizing Myopic Policies for more than 2 actions
Unlike Theorem 2, for the case A > 2, we are unable to show that a single fixed µ and µ minimizes vol(Π O ). Instead at each time k, µ and µ are optimized depending on the belief state π k . Suppose at time k, given observation y k , the belief state, π k , is computed by using (2). For this belief state π k , the aim is to compute g * ∈ S g (5) and f * ∈ S f (6) such that the difference between myopic policy bounds,
(13) can be decomposed into following two optimization problems,
If assumptions (A1) and (A2) hold, then the optimizations in (14) are feasible. Then µ(π k ) in (8) and g * , in (14) can be computed as follows: Starting with µ(π k ) = 1, successively solve a maximum of A feasibility LPs, where the ith LP searches for a feasible g ∈ S g in (5) so that the myopic upper bound yields action i, i.e. µ(π k ) = i. The ith feasibility LP can be written as
The smallest i, for which (15) is feasible, yields the solution (g * , µ(π k ) = i) of the optimization in (14). The above procedure is straightforwardly modified to obtain f * and the lower bound µ(π k ) (9).
Numerical Examples
Recall that on the set Π O (10), the upper and lower myopic bounds coincide with the optimal policy µ * (π). What is the performance loss outside the set Π O ? To quantify this, define the policỹ
Let Jμ(π 0 ) denote the discounted cost associated withμ(π 0 ). Also denotẽ
Clearly an upper bound for the percentage loss in optimality due to using policyμ instead of optimal policy µ * is
In the numerical examples below, to evaluate ǫ, 1000 Monte-Carlo simulations were run to estimate the discounted costs Jμ(π 0 ) andJ µ * (π 0 ) over a horizon of 100 time units. The parameters ǫ and vol (Π O ) are used to evaluate the performance of the optimized myopic policy bounds constructed according to Section IV. Note that ǫ depends on the choice of observation distribution B, unlike vol (Π O ), see discussion below (10) and also Example 2 below.
Example 1. Sampling and Measurement Control with Two Actions:
In this problem (see [4] and references therein), at every decision epoch, the decision maker has the option of either recording a noisy observation (of a Markov chain) instantly or waiting for one time unit and then recording an observation using a better sensor. Should one record observations more frequently and less accurately or more accurately but less frequently? For this example, X = 3, A = 2 and Y = 3. Both transition and observation probabilities are action dependent; the parameters are in the Appendix. To evaluate ǫ in (16), the prior π 0 was chosen as e 3 . Table 1 (a) displays vol (Π O ) and ǫ for different values of the discount factor ρ. Observe that vol (Π O ) is large and ǫ is small, which indicates the usefulness of the proposed myopic policies.
Example 2. 10-state POMDP: Consider a POMDP with X = 10, A = 2 and assume π 0 = e 10 . Consider two sub-examples: the first with discrete observations Y = 10 (parameters in Appendix), the second with continuous observations obtained using the additive Gaussian noise model, i.e. y k = x k +n k where n k ∼ N (0, 1). The percentage loss in optimality is evaluated by simulation for these two sub examples and denoted by ǫ d (discrete observations) and ǫ c (Gaussian observations) in Table 1 
Appendix
Let π 1 , π 2 ∈ Π, be any two belief states. Then, π 1 dominates π 2 with respect to MLR ordering, i.e.
The following lemma replaces Lemma 1.2(3) and Lemma 2.3(c) in [6] . The proof is straightforward and omitted. , y, a) ) is increasing in y. From Lemma 3, σ(π, a + 1) ≥ s σ(π, a). Therefore,
Inequality (b) holds since from Lemma 3 and [6, Proposition 1], V (T(π, y, a+1)) ≥ V (T(π, y, a) )∀y ∈ Y. The implication of (17) is that y∈Y V (T(π, y, a))σ(π, y, a) is increasing w.r.t a or equivalently,
where the implication in (18) follows from [6, Lemma 2.2]. The proof that µ * (π) ≥ µ(π) is similar and omitted.
Proof of Theorem 2:
The sufficient conditions in (12) ensure that Π 
Parameters of Example 2:
For discrete observations B a = Υ 0.7 ∀a ∈ A, where Υ ε is a tridiagonal matrix defined as 
