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ABSTRACT
Autonomous Driving (AD) is no longer a part of a science fiction film but is going
to be soon becoming a reality. The Society of Automotive Engineers (SAE) have defined
six levels of automation. There are six defined levels by the Society of Automotive
Engineers (SAE), ranging from no automation (SAE-0) to full automation (SAE-5).
Officially, Autonomous Vehicles (SAE-5) and vehicles with a high degree of automation
(SAE-3, SAE-4) are not fully available for purchase on the market yet, although it would
be technologically possible. Vehicles with automation level SAE-2 have already penetrated
the market and SAE-3 is not far away. For constantly growing technologies such as higher
automation levels of vehicles to successfully dominate the market, they must be accepted
by consumers. People's acceptance plays an essential role, usually even more than the
technological aspect. Regardless of how well a technology is developed, if it is not accepted
and used by the consumer, it is of very little use.
Based on the literature, SAE-4 has received the least investigation but is not far away
from being available on the market. Thus, study aims to investigate public acceptance of
vehicles with SAE-4 in the countries USA and Germany which are both well-prepared for
Autonomous Driving (AD).
In order to gather data from the public and make conclusions from it, an online survey
with Qualtrics was prepared and conducted in both countries. The survey consists of 35
questions and took a maximum of 15 minutes. To investigate the user’s acceptance, a
technology acceptance model (TAM) was extended by incorporating four additional
constructs, namely initial trust (INT), perceived benefit (PB), perceived safety risk (PSR),
and perceived financial risk (PFR). The acceptance of both countries was found to be very
ii

similar. A rather positive trend towards higher automation level can be clearly identified
in both countries. This study provides an important overview of the preferable automation
level of the people. By consideration that vehicles with SAE-3, SAE-4, and SAE-5 are not
fully available on the market yet, these findings show that a significantly high amount of
people would prefer to use higher automation levels. By consideration of the limitations in
this study, these empirical findings could provide an important evidence for car
manufacturers, governments, insurance agencies, and marketing agencies in order to adapt
technology on market to users’ acceptance.
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1.1

CHAPTER 1 – INTRODUCTION

BACKGROUND
Through the advanced development of automotive technology, Autonomous Driving

(AD) vehicles where the vehicle’s central processing unit has full responsibility for control,
will be a reality in the next years and is not a paradigm from a science fiction movie
anymore [1]. There are six defined levels by the Society of Automotive Engineers (SAE),
ranging from no automation (SAE-0) to full automation (SAE-5). In the coming years, fully
Automated Vehicles, also called Autonomous Vehicles (FAVs) (Autonomous Vehicles =
Fully Automated Vehicles = FAV = SAE-5), should be available on the market in full scale
[2]. The development of technology for AD is progressing rapidly, despite the remaining
obstacles still preventing its complete spread, and it has already affected the political,
economic, industrial, and social circle of influence [3]. FAVs are still not allowed to
operate in most locations, but some vehicles are already equipped with hardware that would
theoretically allow them to operate autonomously [4]. Automated Vehicles (AVs)
(Automated Vehicles = Partially Autonomous = AV = SAE-2 - 4) with partial and high
automation stages such as SAE-3 and SAE-4, and FAVs with SAE-5 automation where no
human operator is required, are not yet available for purchase except for trials in closed
environments with a trained driver behind the wheel [5]. The National Highway Traffic
Safety Administration (NHTSA) predicts that the years 2016 to 2025 and beyond will see
a progression through various levels of partially automated safety features that move the
technology towards FAVs [1]. Based on the SAE standard, vehicles with conditional
automation (SAE-3) and high automation (SAE-4) are equipped with technology capable
1

of monitoring the driving environment and therefore can theoretically work in automated
driving mode, however, only in certain conditions. FAVs with full automation (SAE-5) are
provided with systems and can theoretically operate in all conditions without any human
intervention [5], [6]. It is also estimated that by 2030 in Europe, FAVs with automation
level SAE-5 may represent more than 30% of the automotive fleet on the road. In the year
2022, in the European Union and the US, all new vehicles will be assisted by automated
features, such as Adaptive Cruise Control (ACC), Lane Keep Assistant (LKA), Automatic
Parking Assistant (APA) or Autonomous Emergency Braking (AEB) [7]. However, AVs
with Advanced Driver Assistance Systems (ADASs) e.g. ACC, LKA, or APA are already
available for consumers. AVs, as defined in the study from Zhang et al., 2019 [5] refer to
vehicles that are capable of sensing their environment and navigating without human input.
Several Original Equipment Manufacturers (OEMs) including Tesla, Audi, BMW, Kia,
Nissan, and Mercedes Benz already provide vehicles with SAE-2 for sale [8]. Vehicles
with SAE-3 are soon expected and not far from penetrating the market [5]. In fact, in the
current mass vehicle market, there are also AVs that can perform AD up to a certain level
in particular conditions [9]. The constant evolution of vehicle safety systems contributes to
significant decreases in accidents, deaths and, injuries on the road [3], [1], [10]. Different
studies have already agreed that FAVs will transform transportation. AD promises many
advantages and will be associated with several benefits that will be profitable for humans
worldwide. Potential benefits of AD consist of crash prevention, enhanced mobility for
people who cannot drive due to age or disabilities, emission reduction, and increased safety
for cyclists and pedestrians. Nowadays, ADASs technology in motor vehicles already helps
to save lives and prevent injuries on the road [3]. AVs will also offer sustainable profits to
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the community, including better transport dynamization. AVs increase the driver’s safety
and extensively decrease injuries and deaths caused by human-factor-related accidents [3],
[11].
At the current stage, the number of deaths due to road traffic is unacceptably high.
According to a report by the World Health Organization (WHO), in the year 2016, the
estimated number of worldwide road traffic deaths was 1.35 million people [12], [13].
Road traffic injuries are currently the leading cause of death for children and young adults
aged 5-29 years. The global rate of road traffic death is 198.2 per 100,000 population. 94%
of all serious crashes are due to human error. More than half of the global vehicular deaths
are represented by vulnerable road users – cyclists, pedestrians, and motorcyclists;
pedestrians and cyclists make up 26% of global deaths while users of two or three-wheeled
vehicles comprise another 28%. Car occupants make up 29% of all deaths and 17% are
undefined road users. Considering the human aspect, many road traffic injuries can be
prevented. A list from the WHO shows the biggest risks of road traffic. These are speeding,
driving under the influence of alcohol and other psychoactive substances, nonuse of
motorcycle helmets, seat-belts, child restraints, distracted driving, unsafe road
infrastructure, unsafe vehicles, inadequate post-crash care, and inadequate law
enforcement of traffic laws. In order to prevent the above-mentioned issues and avoid
accidents and road injuries, the road system must be created in a holistic manner. The “Safe
system approach” explained by the WHO aims for a safe transportation system for all road
users. The pillars of a safe system must be safe vehicles, safe roads, safe speed limits, and
informed users. To eliminate human error and avoid crashes and serious injuries it is
necessary that all of these issues must be addressed [12].
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FAVs have the potential to eliminate the factor of human error from the equation and
make the roads safer and prevent injuries for vehicle users, pedestrians, and cyclists. More
than 31,177 people died by motor vehicle-related crashes in the US in 2017. An NHTSA
study revealed that motor vehicle crashes cause billions of US dollars in economic activity,
including $594 billion due to loss of life and decreased quality of life due to injuries, and
$57.6 billion in lost workplace productivity. These costs could be significantly decreased
by eliminating the majority of vehicle crashes. A further benefit is that roads filled with
FAVs would ensure smoother traffic flow and can reduce traffic congestion [1]. In 2014
Americans spent 6.9 billion hours in traffic delays, which increases fuel costs and vehicle
emissions. A recent study from the McKinsey Group [14] shows that, through AVs, drivers
were able to save as much as 50 minutes each day that had previously been dedicated to
driving. FAVs could also provide new mobility options to millions more Americans and
other nations, especially for older people or people with disabilities. Today there are 49
million Americans over 65 years old and 53 million people who have some form of
disability. Furthermore, because employment and independent living often depend on the
ability to drive, FAVs could extend that kind of freedom for millions of people in many
different places across the country [1]. Moreover, FAVs can create new employment
opportunities for approximately 2 million people with disabilities [15].
AVs with a high stage of automation and FAVs with ADAS technology at high levels
that are not available yet will only become a success if the technology is accepted by the
users. It is important to examine preliminary automation stages before the technology
penetrates the market in full automation versions. Such acceptance can only be reached if
the users feel comfortable with the technology and have trust in it [5], [7]. Public
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acceptance can significantly affect the distribution of AVs [16]. Therefore, user acceptance
is an important determinant and will decide whether the technology will succeed or fail
[10].
It is necessary to study user acceptance at an early stage before the technology is
publicly available. Currently, people are already confronted with the technology of
partially Automated Vehicles with SAE-2, and SAE-3 is expected soon [5], [8]. Gauging
and understanding public opinion about FAVs and AVs can help prepare society for their
rollout in several ways, and can provide important information about mistrust to provide
benefits for industry (e.g. to help car manufacturers to design and tailor their products
according to customer needs), academia (e.g. for future research) and governments (e.g.
for future infrastructure/ traffic planning and decision making). Furthermore, all predicted
benefits related to FAVs and AVs as mentioned above will never be realized unless the
technology achieves societal and driver acceptance [6].
This study will focus on vehicles where high automation features are present, but
the system still relies on a driver who may need to take over in response to a critical event,
namely SAE-4. A vehicle with a high degree of automation (SAE-4) still has pedals and a
steering wheel for those situations when the driver needs to resume control. However, the
resumption of control can be problematic, as a driver in such a vehicle is likely to be
occupied with tasks that are not related to driving [17]. The goal of this project is to provide
a comprehensive approach to understand, assess, and evaluate public acceptance to the
previous stage of FAVs. Several studies (e.g. [7], [18], [17]), have shown that acceptance
of technology with different stages of automation varies between countries and cultures.
Different acceptance research approaches found many different factors in various
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combinations which impact the behavioral intention (BI) of users. The results show that
the factors which impact the BI and technology acceptance are very different and this area
needs more research. To fill this gap of acceptance research in terms of AD, this study will
survey public opinion from the US and Germany to gauge their acceptance for the
technology of partially AVs with a high stage of automation (SAE-4).

1.2

PROBLEM AND OBJECTIVE
Several studies have been conducted in terms of acceptance of AD technology,

however, gaps still exist in this field of research. Moreover, the efforts to understand public
acceptance of FAVs and AVs are still very limited and the explicit psychological
determinants remain largely unknown [5],[7],[19].
Despite the advantages of FAVs and AVs, the public acceptance or intention to use it
is generally low [5]. The fast development of technology for AD requires public acceptance
[20]. On the one hand, the technology is still in development in order to complete tasks
with 100% reliability. On the other hand, if an accident occurs with an AV on the road,
then there may be human skepticism and low trust in technology. There are several
examples e.g. in 2018 a Tesla Model S in “Autopilot” mode crashed into the back of a fire
truck; several months later in Arizona, a pedestrian was killed by an Uber car operating in
self-driving mode. Such accidents increased the public’s concern and reduced trust in AVs
[21]. Accessibility to transport, traffic flow, emissions, safety, fuel use, and comfort are
many sustainable benefits expected in the long term. All of these societal benefits can only
be achieved if the technology is accepted by a certain amount of people [2]. To understand
the public’s acceptance it is necessary to understand which factors influence the BI for such
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vehicles. Efforts to make the public acceptance of AVs understandable are still limited and
its psychological determinants remain largely unknown [5], [7], [19]. High-level AVs have
not been widely used yet, and this study is an effort to improve understanding the public
acceptance [20].
The specific objective of this study is to gauge public acceptance with a Technology
Acceptance Model (TAM) for partially Automated Vehicles with a high automation stage,
SAE-4.
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2

CHAPTER 2 – REVIEW OF LITERATURE

For the investigation of driver acceptance for AVs, a literature review using public
sources has been conducted. The most recent research based on psychological models were
ranked according to the number of citations. The articles with the most citations have been
taken as a reference. Based on this literature a TAM was created. The TAM consists of
four constructs from the original TAM [22] and was extended with additional four
constructs which should help to predict human acceptance in terms of partially Automated
Vehicles with a high automation stage. The constructs and reasons for selection will be
explained in more detail in chapter 3 under Hypotheses.

2.1

EVOLUTION OF AUTONOMOUS VEHICLES
The National Highway Traffic Safety Administration (NHTSA) defined an Automated

Vehicle as one which has the “ability to operate at least some mission-critical controls
without human intervention”. In order to differentiate the level of automation and the
presence of direct human control, the NHTSA categorized mobility automation in six levels
(level 0-5) [1]. The Society of Automotive Engineers (SAE) International Standard J3016
(2020) also categorized vehicle automation into six levels (0-5) where level zero indicates
no automation and requires full human intervention and level 5 indicates Autonomous
Vehicles (FAVs) with the highest stage of automation without any human intervention. By
comparing both sets of definitions for each stage, both categorization systems match each
other and could be considered to have the same meaning [1], [23].
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Figure 1 and Figure 2 show the automation levels according to SAE.

Figure 1: SAE-0 -2 automation level/ Source: [24]

Figure 2: SAE-3 -5 automation level/ Source: [24]
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The term “Autonomous Vehicle” is a common misunderstanding among people
because it only refers to the highest level of automation (SEA-5), or a vehicle that can
operate fully in self-driving mode independent from any human intervention [9].
There is also a lack of clarity in terms of using the abbreviation AV for Automated
and Autonomous Vehicles. Several studies use the abbreviation AV for either Automated
Vehicles or Autonomous Vehicles. For example, Zhang et al., 2019 [5] use the abbreviation
AV for Automated Vehicles, while Wu et al., 2019 [20] use the abbreviation AV for
Autonomous Vehicles.
The concepts of Autonomy and Automation differ from each other. Autonomous
Vehicles differ from a cooperative because a fully Automated Vehicles because they can
operate cooperatively. This means that a fully Automated Vehicle is working with local
information provided from sensors, but does not communicate with either vehicle-tovehicle (V2V) or vehicle-to-infrastructure (V2I) methods. In turn, Autonomous Vehicles
are able to communicate V2V or V2I and are only valuable for transport performance if
they are cooperative. Based on this statement, fully Automated Vehicles can only be
Autonomous if they are able to communicate V2V or V2I. The distinction between
Autonomy and Automation is made because it influences the conversation of societal and
individual benefits of the technology. In this study, it is assumed that fully Automated
Vehicles are cooperative and thus Autonomous Vehicles because this is the direction of
adopting the technology [9].
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To avoid confusion between the abbreviations FAV and AV, for this research, the
definitions will be created and used as follows:
Automated Vehicles = AV (referring only to automation level SAE-2 - 4)
Autonomous Vehicles = FAV (referring only to automation level SAE-5)

For this study, a definition has been made in order to clarify the terms and keep
Autonomous and Automated Vehicles apart. In that case, FAV stands for Fully Automated
Vehicle which is equal to an Autonomous Vehicle which only refers to the full automation
stage SAE-5. Also, the letter “F” in the abbreviation FAV can be seen as a mnemonic
device, where the “F” can be associated with the first letter of “Five” so that FAV is the
abbreviation for Autonomous or fully Automated Vehicles and stands for

2.2

SAE-5.

ACCEPTANCE RESEARCH
The term “acceptance” is associated with recognition, approval, or confirmation. The

term “accepting” is commonly understood to mean agreeing with something. The field of
acceptance research is diverse and can refer to many fields (material or immaterial), i.e.
from the acceptance of persons or groups to the acceptance of politics or policies, legal
regulations or court decisions or strategies of nature, environment or climate protection up
to technologies and technical artifacts. This field of acceptance research, which spans
numerous disciplines, is correspondingly broad.
For this work, technology acceptance is of great importance. The development of
technology acceptance began in the late 1960s and early 1970s and became over the years
more interested in understanding the factors influencing the adoption of new technologies
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in different settings. At this time much of the new technology that arose was responsible
for social change. For that reason, researchers investigated the causes of the usage or
avoidance of technologies. Technology acceptance can be defined as a users’ willingness
to employ technology for the tasks for which it is designed [25], [26]. Thus, According to
a citation from Bernhard et al., 2020 [27] user acceptance is defined as “the demonstrable
willingness within a user group to employ information technology for the tasks it is
designed to support [27]”. In this context, both terms are very close and can stand for the
same in this context.
To influence the design and implementation process in ways to avoid or minimize
resistance or rejection when users interact with technology, factors must be known which
influences the behavioral intention to use the technology. In most of the acceptance
research, researchers have sought to identify and understand the forces that form users’
acceptance. The goal of acceptance research for new technologies is the avoidance of
technological failures. Technological failures are considered technological developments
which despite a high level of technical maturity, ultimately encountered a lack of interest
or even user rejection and as a result have to withdraw from the market. In order to avoid
such technological failures, it is necessary to seek reasons that explain users’ acceptance
or rejection of the new technology. Acceptance research analyzes the interface between
human and machine, but the focus lies on the human or user side of technology [25], [26].

2.3

ACCEPTANCE MODEL
In the last years, many conceptually psychological models have been developed in

order to explain human behavior and their acceptance of new technologies. These include
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the Technology Acceptance Model (TAM, Davis, 1989 [22]), Theory of Planned Behavior
(TPB, Ajzen, 1991 [28]), Unified Theory of Acceptance and Use of Technology (UTAUT,
Venkatesh et al., 2003 [29]), and those expanded from the above models such as UTAUT2
(Venkatesh et al., 2012 [30]) and TAM2 (Venkatesh and Davis, 2000 [31]). These models
are based on a theoretical framework in which people's beliefs and perceptions of
technology can influence acceptance. BI to use a technology and the actual usage behavior
can be set as a measure for the acceptance [5], [32].

Technology Acceptance Model (TAM):
TAM (as seen in Figure 3) was first suggested by Davis 1989 [22], and based on the Theory
of Reasoned Action of Fischbein and Ajzen 1975 [28], [5], [33]. It proposes that perceived
ease of use (PEOU), perceived usefulness (PU), and attitude towards using technology
(ATT), are antecedents of BI [5], [34]. This model assumes that an individual’s BI is
determined by the individual’s ATT. In turn, ATT has two predicators, i.e., PU and PEOU.
In addition, PU is also influenced by PEOU. PU has a direct effect on BI [5]. The TAM is
beneficial because among various types of users and systems it has a high explanatory
power and is easy to understand [35]. TAM is a broad framework that can be applied to
various technologies [32]. Based on the cognitive mechanism underlying human behavior,
TAM provided a basic theoretical framework and explains user attitude and acceptance
[5],[34].

Figure 3: Original TAM presented in Davis,1989/ Source:[6]; [26]; [22]
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Theory of Planned Behavior (TPB):
The Theory of Planned Behavior (as seen in Figure 4) was presented by Ajzen 1991 [28]
as an explanation for human behavior in general. In comparison to TAM, it predicts that
behavior is influenced by BI and BI is influenced by three constructs: attitudes (ATT) (i.e.
favorable or unfavorable beliefs), subject norms (SBN) (i.e., perceptions others that
influence an individual) and perceived behavioral control (PBC) (i.e., ease or difficulty of
performing that behavior) [5], [36], [17]. According to Buckley et al., 2018 [13], the TPB
standard constructs of ATT, SBN, and PBC accounted for 46% of the variance in BI for
SAE-3 AVs [17].

Figure 4: TPB presented by Icek Ajzen,1991/ Source: [27]
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The Unified Theory of Acceptance and Use of Technology (UTAUT):
The Unified Theory of Acceptance and Use of Technology (as seen in Figure 5) was
designed to incorporate other theoretical models of acceptance. UTAUT was developed by
Venkatesh et al., 2003 [29]. UTAUT integrated 32 significant factors from research on the
use and intention to derive 4 core elements. The UTAUT proposes that performance
expectancy (PE) (i.e., the degree to which an individual perceives that using a system will
help), effort expectancy (EE) (i.e., ease of use), and social influence (SI) (perceptions of
others that would bring an individual to use) have a direct link to behavioral intention (BI)
which in turn influences the behavior. Furthermore, a fourth construct for facilitating
conditions (FC) (i.e., the availability of support for the system) suggests to be directly
linked with Use Behavior (UB) [17], [35]. UTAUT is very useful in many contexts of
technology acceptance and adoption of Automated Road Transport Systems [34].

Figure 5: UTAUT presented by Venkatesh, 2003/ Source: [28]
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2.4

REVIEW OF PREVIOUS STUDIES
A review and comparison of previous studies has been done to see the current state of

the art in terms of technology acceptance. Many experiments have been conducted to
investigate human acceptance regarding different automation levels as shown in Figure 6.
Although they have almost the same goal, to investigate human acceptance of technology,
they differ in many points, like country, applied model, automation level, sample size, etc.
The most cited [5], [20], [19], [2], [37] on 03/02/2020 will be used as a guide for this study.
Figure 6 is based on the most recent studies from Table 1 with psychological models. Most
studies investigated the user acceptance for vehicles with SAE-3 and SAE-5 or called them
fully Autonomous Vehicles by using abbreviation “AVs”, Autonomous Driving (AD), and
Autonomous Shuttle(AS). The research for SAE-4 has been done in one study in three
different countries: Sweden, France, and Australia. In the US, studies were conducted for
Autonomous Vehicles, BEVs, CSs, Driverless Car Technology (DCT), SAE-3, SelfDriving Cars (SDC), and SAE-1- 2. In Germany, only research for Autonomous Vehicles
has been conducted.

Previous studies referring to automation level
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Figure 6: Previous studies referring to automation level/ Source:[Or]
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Table 1: Previous research of technology acceptance/ Source:[Or]
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A study from KPMG (Figure 7) shows a ranking of the top ten countries which are
best prepared for AD. The countries are ranked by 26 variables within 4 pillars: policy and
legislation, technology and innovation, infrastructure, and consumer acceptance. To
achieve the full score it is necessary to get 30 points. The results show that the US, in third
place, is well prepared for AD. Europe is not attracting as much attention as the US.
Germany, which placed sixth, is also well prepared but has a lower score [38].

Figure 7 shows the countries best prepared for Autonomous Driving:

Figure 7: Countries best prepared for Autonomous Driving/ Source: [38]

Several studies have developed psychological models to explain human behavior and
their acceptance of technologies. Despite the different ways of creation for such TAM
models, their purpose is literally the same, to examine and explain human BI to use FAVs
or AVs. Because acceptance is broad research and depends on many factors, e.g. cultures,
countries, gender, etc., the models were created in slightly different ways but always using
the same principles. Perceived Usefulness (PU) and Perceived Ease of Use (PEOU) are
constructs that emerge from the original TAM and are used in each model. Although the
18

constructs play a significant role in many studies that investigate technology acceptance,
their influence was sometimes assumed differently (e.g. Xu et al., 2018 [19]). Zhang et al.,
2019 [5] extended the original TAM and found out that initial trust is the most critical
factor in order to promote a positive attitude towards technology (ATT) for vehicles with
SAE-3.
A research article from Lee et al., 2019 [34] says that these reports have been
inconsistent because different assumptions have been used for the effects of other factors.
For example, some studies reported that all of the relationships were significant (e.g., Wu
et al., 2019 [20]; Panagiotopoulos and Dimitrakopoulos, 2018 [2]) but other studies
reported that only some relationships were significant (e.g., Buckley et al., 2018 [37]; Choi
and Ji, 2015 [39]). Moreover, Wu et al., 2019 [20] show that environmental concern (EC)
is a significant factor. However, except Xu et al. 2018 [19], most studies related to TAM
followed the basic assumptions of the original TAM: PEOU positively affects PU, and both
factors positively affect the BI to use (Davis et al., 1989 [22]). This suggests that studies
of AVs based on TAM should start by examining TAM’s basic assumptions. Although
many of the available studies have integrated trust, the ways that the trust construct (e.g.
direct effect, indirect effect or mediation effect) influences acceptance has been modeled
differently (e.g. Kaur and Rampersad, 2018 [40]; Xu et al., 2018 [19]; Panagiotopoulos
and Dimitrakopoulos, 2018 [2]). The acceptable path for the trust construct is still
underdetermined. After all, perceived risk was repeatedly reported as one of the most
common concerns.
Osswald et al., 2012 [41], proposed a car technology acceptance model (CTAM) by
incorporating constructs from UTAUT for drivers’ acceptance of in-car technology. They
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suggest addressing the key moderators, gender, age, experience, and voluntariness of use
because they might influence the severity of technology acceptance.
May et al., 2017 [32] investigated user acceptance for SAE-1 - 2 in the US with 202
participants (participants were a combination of paid mechanical truck contractors and
volunteers found through snowball sampling) using the online survey software by
Qualtrics. They used the automation acceptance model (AAM) developed by Ghazizadeh,
Lee and Boyle (2012) [42]. Compatibility has the strongest impact on PU and were more
heavily loaded by SAE-2. BI to use was more loaded by SAE-2. Loadings were highest for
intention to use in urban environments. But they missed two important constructs in their
model, trust, and PEOU because they stated “there is not yet a widely accepted method for
measuring use-based trust”. They suggest adding this construct to the model would be
helpful for model fit. PEOU is difficult to measure without a driving simulator [32]. But in
the last years, there have been several research studies without driving simulators where
the constructs trust and PEOU were measured and found to be a significant factor that
influenced the BI to use Automated and Autonomous Vehicles (e.g. Zhang et al, 2019/
2020 [5], [43]).
Cho et al., 2017 [35] conducted an experiment on a driving simulator with 68
participants and designed a technology acceptance model (TAM) for four stages of
automation (NHTSA-1 - 4). They used the constructs performance expectancy (PE), Social
Influence (SI), Perceived Safety (PS), Anxiety (AX), Trust, and Affective Satisfaction (AS)
which influenced BI. They used User Experience (UX) and User Acceptance (UA) scores.
According to the automation steps of Autonomous Vehicles, the results shows that the
UX/UA score has a significant difference statistically. The score of UX/UA tends to move
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up until level 2. At level 3 it goes down to the lowest level and increases a little. At level 4
it increases a little or stays steady.
Other recent studies (i.e., Zhang et al., 2019/ 2020 [5], [43]; Buckley et al., 2018 [37];
Madigan et al., 2017 [44]) investigated the driver acceptance only focusing on SAE-3.
Zhang et al., 2019 [5] extended the original TAM with the constructs initial trust (IT),
which in turn was influenced by perceived safety risk (PSR) and perceived privacy risk
(PPR). They randomly surveyed 216 participants from parking lots in Shenzhen, China,
and found out that initial trust was the most critical factor for promoting a positive attitude
towards technology (ATT). A study by Zhang et al. (2020) [43] extended TAM
incorporating social and personal factors, i.e., social influence, initial trust, and the big five
personality and sensation-seeking traits. Their results revealed that social influence and
initial trust contributed the most to explain whether users would accept Automated
Vehicles or not. SI not only directly influences BI but also trust, PU, and PEOU. One reason
could be that vehicles with SAE-3 are not commercialized yet and through the lack of firsthand experience, the cognitive evaluation of such vehicles can be unstable or inaccurate or
could be influenced by media, friends, or other opinions. Moreover, the place where a
study is conducted also could affect results. China is a collectivistic culture. In such
cultures, the opinion is likely influenced by others. Regarding technology acceptance, SI
is expected to have a stronger influence in collectivistic cultures compared with western
cultures. The results showed that initial trust and social influence played the most important
role in determining users’ BI to use AVs.
Buckley et al., 2018 [37] did research for SAE-3 with a simulated experimental drive
in which 74 participants experienced automated drive and manual control. The theory of
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planned behavior (TPB) constructs of attitude towards behavior (ATB), subject norms
(SN), and perceived behavioral control (PBC) were found to be important predictors for
the intention to use an Automated Vehicle.
Madigan et al., 2016 [33] conducted a survey with 315 participants by using the
UTAUT located in two different places, La Rochelle France, and Lausanne Switzerland.
They focused on users’ expectancies which may influence BI regarding the use of an
Automated Road Transport System (ARTS). Their finding shows that social influence (SI),
Effort Expectancy (EE), and Performance Expectancy (PE) were useful determinants of BI
to use an ARTS. PE has the strongest impact on BI.
The most recent research for SAE-4 was conducted by Kaye et al., 2020 [17] in three
different countries, namely Australia, France, and Sweden with 1563 participants. They
applied the UTAUT in combination with constructs from TPB in order to investigate
individuals a priori acceptance of, and BI to use, highly automated vehicles across three
different countries. Their results show pre-existing knowledge is a significant factor. For
Sweden and France, people who had pre-existing knowledge of automated cars indicated
a higher BI to use automated cars when they will be available in the future than people
without pre-existing knowledge. Compared to Australia and Sweden, people residing in
France reported a higher BI to use highly automated vehicles when they will become
publicly available. The findings highlighted differences in prior acceptance and intention
to use when highly automated vehicles when they become publicly available across
different countries and cultures.
Based on Figure 6, most research has been done considering Autonomous Vehicles
(AVs) (SAE-5) or Self-Driving Cars (SDC) (i.e., Lee et al., 2019 [34]; Wu et al., 2018
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[20]; Hein et al., 2018 [45] ;Panagiotopoulos and Dimitrakopoulos, 2018 [2]; Kaur and
Rampersad, 2018 [40]; Adnan et al., 2018 [9]; Xu et al., 2018 [19]; Ward et al., 2017 [46];
Motak et al., 2017 [47]; Benleulmi and Blecker, 2017 [48]; Choi & Ji, 2015 [39]).
Lee et al., 2019 [34] restructured the TAM and investigated factors that can influence
the BI, especially the feeling of ownership. They suggest, by redesigning the TAM to a
new research model, that psychological ownership, in combination with other
psychological factors from previous studies, should be investigated from a technology
acceptance perspective. According to this study, the relationship between perceived safety
risk (PSR), PEOU, and BI remains unclear. To examine factors influencing the BI of AVs,
this study, by redesigning the relationships of factors in a new model, focuses on three
factors related to TAM (i.e., the PEOU, PU, and BI) and four factors related to the usage
of Autonomous Vehicles (i.e., psychological ownership (PO), relative advantage (RA),
self-efficacy (SE), and perceived safety risk (PSR)). This combination provides different
results related to the impacts of psychological factors. Their findings revealed that PU, SE,
and PO can be significant factors that affect BI. Especially PO was presented as not related
to PU but was related to BI. Another limitation of previous studies is that they were not
considering the concept of ownership from the perspective of technology acceptance.
Autonomous Vehicles are able to perform without any human intervention. That means the
passengers are able to spend their attention on their own things such as reading, watching
a movie, or using mobile phones while driving. Moreover, they can use the Autonomous
Transportation (AT) for carrying cargo. This suggests that people may be interested in the
use of Autonomous Vehicles without ownership but with a feeling of ownership. This can
be explained as psychological ownership [34].
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Wu et al., 2019 [20], considered the environmental benefits of Autonomous Electric
Vehicles (AEVs). The TAM was redesigned and PU changed to green perceived usefulness
(GPU). In their study GPU is defined as the extent to which users believe that using new
products will increase the environmental performance of their life. They found GPU and
PEOU are closely related to BI of AEVs. Furthermore, PEOU illustrates a significant
relationship with the GPU. Environmental Concern (EC) is related to public awareness of
environmental problems, which can be indicated by attitude, recognition, and response
towards environmental issues and can not only affect BI directly, it also affect BI indirectly
through GPU and PEOU. Considering of total effects, GPU plays a bigger role than PEOU.
EC is an important determinant to influence AEV adoption. By improving living
conditions, people expect higher environmental quality. Therefore they will pay more
attention to environmental-related topics.
Panagiotopoulos and Dimitrakopolous, 2018 [2] conducted a survey and researched
with an extended TAM. Their findings show that constructs of PU, PEOU, perceived trust
(PT), and social influence (SI) are useful determinants of BI to have or use an AV. PU has
the strongest impact on BI. This survey also found differences in genders. In comparison
to other studies, this study shows that females are more likely to have or use AVs than
males when they become available in the market. SI has a positive effect on BI. Individuals
would use AVs if they find that they can trust the technology in terms of safety, data
privacy, and security protection concerns.
Kaur and Ramspersad, 2018 [40] investigated the key factors influencing the adoption
of Self-Driving Vehicles (SDVs). Their research is based on a case study in a closed
environment, a university campus. They hypothesized that trust and performance
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expectancy (PE) were the two factors that directly impact AV adaption. They also
hypothesized reliability, security, and privacy were antecedents of trust. These three factors
could only indirectly influence adoption through trust. The model was tested with 101
participants. Data were collected from university staff and students. The fitness and the
explanatory power of this model was not reported [5].
Adnan et al., 2018 [9] did research based on literature using sources from Scopus and
Web of Science. Their results show that the level may vary based on the sociodemographic
profile of the users. Moreover, trust has been studied as one of the factors for user
acceptance. EE, PE, and SI were shown to have a positive influence on BI. PE has the
strongest impact and is the most significant.
Xu et al., 2018 [19] surveyed 300 students in China in a driving experience with a test
car SAE-3 to understand the influence of direct experience for Self-Driving Vehicles
(SDVs, SAE-5). Participant trust, PU, PEOU, and BI were recorded before they
experienced the test. The psychological model was recorded after the experiment. The
results showed that the AV experience was found to increase their trust, PU, and PEOU,
but not BI. Trust can also indirectly affect AV acceptance through other determinants.
Wardt et al., 2017 [49] conducted an online national survey in the US and investigated
the effect of the perceived benefits (PB) on BI. They found that perceived risk (PR) has a
significant effect on BI to use AVs. Their findings show that prior knowledge as well as
perceived benefit, risk, and trust play an important role in the acceptance of AVs. Among
these four factors, perceived benefit was presented as the primary factor.
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Motak et al., 2017 [47] investigated the effects of TAM by extending it with TPB and
other factors on the intention to use an Autonomous Shuttle (AS). The results revealed that
the majority of the variance in the BI was described by the factors in the TAM and TPB.
Benleulmi et al., 2018 [48] conducted an online survey with 313 participants in the
US and Germany in order to investigate factors that influence the usage of fully
Autonomous Vehicles across cultures. Their focus lies especially on the different risks that
might deter consumers from using highly Automated and/or Autonomous Vehicles. Their
research model is based on UTAUT. They proposed a research model comprised of
constructs from UTAUT2. Their findings have serious implications both on the academic
field as well as the industry, especially in regards to the roles that risks, culture, and gender
play in the acceptance of fully Autonomous Cars. Lack of control and risks were found as
the consumers’ key inhibitors to Autonomous Cars’ acceptance. The risk of the car being
unsafe and the risk of the car malfunction were reported to have a great influence on the
consumer trust of a car. Surprisingly, the PE of AVs as well as their convenience were
found not to be significant. This could be explained by consumers being more influenced
by the negative aspect i.e. the car malfunctioning as well as the unavailability of the car in
the market at the present time. Financial risk as well as the privacy risk were proven to not
be significant as many people do not find them to be `deal breakers`.
Choi and Ji, 2015 [39] surveyed 552 drivers and demonstrated that PU and trust were
necessary antecedents for using AVs, but also had a weak effect on BI to use an AV. They
found a significant moderate relationship between trust and intention to adopt AVs. They
support the proposition that trust is the major factor in influencing the acceptance for
Automated Vehicles and a major construct determining consumers’ willingness to adopt.
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Other studies surveyed the acceptance between different slightly technologies or for
Driverless Car Technology. Mueller, 2019 [50] compared technology acceptance between
Autonomous Vehicles and Battery Electric Vehicles as well as Car Sharing in three
different markets across the world, namely Europe, the US, and China. His research
contributes to comprehension of cross-cultural differences in technology adoption. He
found that the positive influence of PEOU on PU and ATT is stronger for AVs in North
America. In comparison with Europe and China, PEOU has a higher influence on ATT for
AVs and BEVs. Car sharing has a stronger positive relationship between PEOU and ATT
in Europe.
Koul and Eydgahi, 2018 [51] used a TAM to determine user acceptance for Driverless
Car Technology (DCT). As consumers’ years of driving experience increased, the intention
of potential consumers to use Driverless Car (DC) decreased slightly. Also, it was shown
that with an increase in users’ age, the intention of potential users to use DCs decreased
slightly. The acceptance of DCT is lower in users with more driving experience and with
older users.
The studies show that the field of acceptance research in terms of technology is not
finally clarified. Results differed based on different assumptions, models, times, countries
and cultures. Based on that literature review and the remaining existing gaps in acceptance
research for SAE-4, the next chapter 3 aims to present the methodology used for
investigating public acceptance of automation level SAE-4 in the US and Germany.
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3

CHAPTER 3 – METHODOLOGY

In this chapter, all necessary steps and procedures to investigate acceptance of partially
Automated Vehicles are explained. This begins with the creation of the model based on the
literature review, followed by the hypothesized relationships between the constructs and
the experimented design and concludes with the applied statistical methods for the
evaluation.

3.1

HYPOTHESES AND RESEARCH MODEL
This research investigates consumers’ acceptance referring to partially Automated

Vehicles with a high automation stage, namely SAE-4, in the US and Germany. For this
experiment, the Technology Acceptance Model (TAM) has been chosen. Over the years,
researchers have successfully applied TAM in the context of mobility, and it has been
shown to be a suitable method to examine acceptance (see Table 1). Therefore in this study,
it is argued that TAM is a suitable model to investigate technology acceptance for
Automated Vehicles. Furthermore, it was found that the proposed models TAM, TPB, and
UTAUT are fit to explain the acceptance of technology for Autonomous Vehicles in terms
of BI. In comparison to TAM and TPB, UTAUT is the model that generally shows the
lowest performance [9]. Moreover, in the study from Rahman et al., 2017 [52] where they
assessed TAM, TPB, and UTAUT for ADASs, TAM was found to be best in modelling
driver performance followed by TPB. Their findings not only confirm that these models
can be applied to ADAS technologies but also provide a basis for understanding driver
acceptance [52]. The TAM for this study is based on four constructs from the original TAM
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and further added constructs, namely initial Trust (INT), Perceived Safety Risk (PSR),
Perceived Financial Risk (PFR), and Perceived Benefit (PB).

3.1.1 HYPOTHESES AND CONSTRUCTS
The hypothesis testing will show whether the hypotheses meet the assumptions are
made regarding the relationships between the constructs. Hypothesis testing is a statistical
test based on two hypotheses. The assumption of the null hypothesis (𝐻" ) is that there is
no significant effect or difference within the specified sample size. The alternative
hypothesis (𝐻# ) is always the opposite assumption of 𝐻" . The goal is to test if 𝐻# is likely
true. The p-value which is provided from the hypothesis test is essential for the decisionmaking process and determines whether 𝐻" should be rejected or not. If 𝐻" is rejected, the
alternative hypothesis 𝐻# will be assumed [53]. The confidence level for the hypothesis
testing is provided automatically from the SEM analysis and is indicated by stars at the
levels of: 0.1% (***), 1% (**), 5% (*), and 10% (). A partial least squares structural
equation modeling (PLS-SEM) method will be applied to test the assumed hypotheses.
Criteria for p-value, 𝐻" , and 𝐻# [53]:
p-value ≤ a = Reject 𝐻"
p-value > a = Fail to reject 𝐻"

To comprehend how the assumptions with the respective constructs were made, the
following paragraphs about each construct contain a more detailed explanation of why
these constructs have been chosen or added, and the assumptions that have been made.
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Behavioral Intention (BI):

(construct from original TAM)

BI conveys the effect of other potential antecedents of actual usage behavior and is
associated with the degree to which an individual will use a technology. Therefore, when
technology acceptance is investigated early driving the development stages, BI is often
used as a dependent variable in place of actual usage [43].

Attitude Towards Technology (ATT): (construct from original TAM)
The determinant ATT explains an individual’s positive or negative feelings towards using
technology. Consumers tend to have a higher intention to use technology if they have a
positive attitude towards a technology. In the original TAM, the relationship between ATT
and BI has been confirmed as the most stable one [5]. Due to that confirmation in this
research, it will be assumed that:
H1.0 = 𝐻" : ATT has no positive effect on BI
H1 = 𝐻# : ATT has a positive effect on BI

Perceived Ease of Use (PEOU):

(construct from original TAM)

PEOU explains the extent to which an individual believes that using an Automated Vehicle
will be free of effort. Its relevance should not be undervalued in Automated Vehicle
adoption, considering that using Vehicles with automation technology is a new experience
and therefore requires some efforts of learning. Through previous studies, it was
recognized that PEOU has a direct impact on PU and ATT. BI can also be influenced by
PEOU, but indirectly through PU and ATT [5].
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Perceived Usefulness (PU):

(construct from original TAM)

According to the definition from Davis et al.,1989 [22] , Perceived Usefulness (PU) refers
to the extent to which an individual believes that using an Automated Vehicle will improve
his or her performance. Automated Vehicles promise to be beneficial for users to improve
road safety, reduce energy consumption, decrease congestion, and promote flexibility for
doing non-driving tasks. All of these benefits might promote a positive attitude towards
technology and increase the intention to use Automated Vehicles [5], [19], [39].
Hypotheses regarding PEOU and PU are assumed as follows:
H2.0 = 𝐻" : PU has no positive effect on ATT
H2 = 𝐻# : PU has a positive effect ATT
H3.0 = 𝐻" : PU has no positive effect on BI
H3 = 𝐻# : PU has a positive effect BI
H4.0 = 𝐻" : PEOU has no positive effect on PU
H4 = 𝐻# : PEOU has a positive effect PU
H5.0 = 𝐻" : PEOU has no positive effect on ATT
H5 = 𝐻# : PEOU has a positive effect ATT

Initial Trust (INT):

(added construct)

Trust is defined as “the attitude that an agent will help achieve an individual’s goals in a
situation characterized by uncertainty and vulnerability [5].” Over-trust can result in
misuse or abuse. Distrust towards an automated system could lead to disuse. Several studies
have reported that trust is a positive and significant predictor of drivers’ positive attitudes
towards AVs and has been identified as a key determinant that determines human-
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automation interaction [37], [39], [54]. This has received empirical support from the
driving automation field. It should be noted that because the majority of consumers have
no chance to interact with highly Automated Vehicles yet, trust is more precisely referred
to as initial trust (contrary to dynamic trust formulated during an interaction with a system
[5].
In order to increase the acceptance for such technology, efforts should be made to not only
broadcast its PU and PEOU but also to increase the users' initial trust towards the
technology [43], [55]. Especially in the early phase of marketing such technologies, it is
important that potential consumers create trust and overcome the risk threshold in order to
develop a positive attitude towards the product. Therefore, the initial trust is considered
particularly important to contribute to the success of a positive attitude, which ultimately
leads to behavioral intentions. Furthermore, the results from Zhang et al., 2019 [5] revealed
that initial trust was the most critical factor to promote a positive ATT in terms of AVs
with SAE-3. Based on these findings, in this study it is assumed that:
H6.0 = 𝐻" : INT has no positive effect on ATT
H6 = 𝐻# : INT has a positive effect ATT

Trust in automation always behaves relative to the task the operator wants to perform.
Thus, the operators must consider the automation first as useful in order for trust to be
established. Many commerce studies have confirmed the significant role of usefulness in
developing trust but little such research has been done in the context of driving. A study
from Dikmen and Burns, 2017 [56] found through an experiment that initial trust towards
the Tesla Autopilot system was positively related to PU. Another construct that has an
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impact on trust is PEOU. In the context of driving, PEOU has been investigated indirectly.
There has been, however, evidence that improving the saliency of feedback of AV
technology, visualizing the system’s interpretation of current situations, or providing the
rationale for the feedback, all of which a higher level of ease of use, helps users build higher
trust towards the technology [5]. Based on the above results, in this study it is hypothesized
that:
H7.0 = 𝐻" : PEOU has no positive effect on INT
H7 = 𝐻# : PEOU has a positive effect INT
H8.0 = 𝐻" : PU has no positive effect on INT
H8 = 𝐻# : PU has a positive effect INT

Perceived Safety Risk (PSR):

(added construct)

Many surveys have revealed that while perceiving the potential benefits of AVs
participants have also expressed great concerns about risks associated with the adoption of
AVs [42]. Recent evidence showed that trust and perceived risk also played important roles
in shaping the public’s acceptance in terms of AVs [5], [17], [28], [38]. Potential safety
risk was the top concern. The most frequent reason cited for being unlikely to ride an AV
was worrying about safety risk due to system or equipment failure. Moreover, another
concern that has raised the users' attention is the safety risk in terms of privacy. Privacy
risk originates from the possibility that behavioral data or travel data of passengers could
be transmitted to the government, vehicle developers, and insurance companies without
notice, or be used against the users or be hacked by others. Therefore, perceived risk in
terms of technical failure and privacy will put together as one construct. A fundamental
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safety risk is examined in this study to see whether people are concerned about the safety
of AVs. The construct PSR consists of questions about safety in terms of the technology
and privacy [5]. Therefore it is assumed that:
H9.0 = 𝐻" : PSR has no negative effect on ATT
H9 = 𝐻# : PSR has a negative effect on ATT

Perceived Financial Risk (PFR):

(added construct)

Financial burden was recognized as a significant issue of concern for individuals [57].
The financial burden can arise from purchasing a new vehicle or from higher costs for
insurance and taxes. According to a study about FAVs from Benleulmi et al., 2018 [48]
financial risk was proven to not be significant as many people do not find these issues to
be `deal breakers`. In that case, it can be assumed that people use such SAE-5 vehicles
without ownership, such as in shuttle and taxi services. Vehicles with SAE-4 might have
more personal ownership despite high cost technical systems. Another financial burden can
also appear if an accident has happened. Who is liable for the crash? In most cases, the
guilty person has to be liable for the crash and cover the expenses through their insurance
or personally. However, with AVs, it might also raise difficult problems. “For example, if
an autonomous vehicle which is fully operated by a system that could control its running
without intervention of a human being collides with a traditional vehicle which is being
driven by a person, and as a result, another person who was just walking nearby was killed,
who is to be liable for the tragic result [58]?” This question is particularly difficult to
answer when it is determined that the driver of the traditional vehicle (e.g. human) was not
neglectful in this scenario. Is the manufacturer of the AV not only liable under civil as well
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as criminal law without taking its low predictability for the result into account? Can the
AV (i.e. the machine or artificial intelligence (AI) be held responsible for the result? Such
a scenario, where no entity to which liability should be ascribed can be found, is an
important open issue which needs attention worldwide [58]. For that reason, because such
questions have not yet been exactly clarified, it is hypothesized that Perceived Financial
Risk consists of cost of technology along with, cost of maintenance, insurance and liability.
Thus, it is assumed that:
H10.0 = 𝐻" : PFR has no negative effect on INT
H10 = 𝐻# : PFR has a negative effect on INT

Perceived Benefit (PB):

(added construct)

Users consider AVs from a competitive perspective, relative to traditional vehicles [34].
Perceived trust and benefit play an important role in the acceptance of AVs. Among these
factors, PB was presented as the primary factor INT and ATT [46]. Many people perceived
lower risk values and higher comfort and innovation values for AVs than for conventional
vehicles [34]. Thus, it is hypothesized that PB of high AVs has a direct positive effect on
ATT and INT for indirectly promoting a positive Attitude Towards Technology:
H11.0 = 𝐻" : PB has no positive effect on INT
H11 = 𝐻# : PB has a positive effect on INT
H12.0 = 𝐻" : PB has no positive effect on ATT
H12 = 𝐻# : PB has a positive effect on ATT
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3.1.2 TECHNOLOGY ACCEPTANCE MODEL
Figure 8 represents the TAM for this research. Black Lines represent the original
TAM. Red Lines represent the added constructs. H1 – H12 are the assumed hypotheses.
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Figure 8: Technology Acceptance Model (TAM)/ Source:[Or]

3.2

ITEMS (SURVEY QUESTIONS)
The TAM, as seen in Figure 8, consists of eight constructs PEOU, PU, PSR, PFR,

INT, PB, ATT, and BI. Each construct consists of survey questions which are also called
items that measure the construct. The items were taken from previous studies and adapted
to this study accordingly. The items for the respective construct are as follows:
PEOU 1: Learning to use partially Automated Vehicles will be easy for me [5]
PEOU 2: I will find it easy to get partially Automated Vehicles to do what I want it to
do [5]
PEOU 3: It will be easy for me to become skillful at using partially Automated
Vehicles [5]
PEOU 4: I will find partially Automated Vehicles easy to use [5]
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PU 1:

Using partially Automated Vehicles will reduce my stress of driving [5]

PU 2:

Using partially Automated Vehicles will let me do other tasks, such as
eating, watching a movie, or making cell phone calls [5]

PU3:

Using partially Automated Vehicles will be useful in meeting my driving
needs [5]

PU4:

Using partially Automated Vehicles will decrease my accident risk [5]

PSR1:

I am concerned about the difficulty in responding appropriately when
avoidable or unexpected situations arise [57]

PSR2:

I am concerned about the difficulty in interacting with conventional vehicles
or bicycles on the road [57]

PSR3:

I am concerned that partially Automated Vehicles will collect too much
personal information about me [5]

PSR4:

I am concerned about occurrences about system failures, errors, or problems
from hacking [57]

PFR1:

I am concerned that purchasing a new partially Automated Vehicle will have
additional costs due to the installation of electronic equipment and
intelligent systems [57]

PFR2:

I am concerned about that increased costs of operating and maintaining a
partially Automated Vehicle, such as system upgrades, map upgrades,
network usage costs, higher insurance costs, etc. [57]

PFR3:

I am concerned about the uncertainty of legal responsibility due to an
unavoidable crash situation where decisions have been made by the vehicle
[57]
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PFR4:

I am concerned about the liability if an accident occurs when a partially
Automated Vehicle operates in self-driving mode [57]

PB1:

Partially Automated Vehicles prevent collisions between vehicles and
pedestrian, using environmental recognition, automatic control, etc. [57]

PB2:

Partially Automated Vehicles reduce fatigue and difficulties in driving due
to self-driving and finding the optimal path [57]

PB3:

Partially Automated Vehicles reducing traffic congestion during commute
times or in certain areas [57]

PB4:

Partially Automated Vehicles reduce parking stress through automatic
parking or parking assistance [57]

3.3

INT1:

High Automated Vehicles are reliable [5]

INT2:

Overall, I can trust high Automated Vehicles and its technology [5]

ATT1:

Using partially Automated Vehicles is a wise idea [5]

ATT2:

Using partially Automated Vehicles is pleasant [5]

BI1:

I predict I would use partially Automated Vehicles in the future [5]

BI2:

I will purchase a partially Automated Vehicle with my next car [5]

STUDY DESIGN
After the model was developed, an online survey with the software Qualtrics was

created to collect data from public to prove the assumed hypotheses with the method PLSSEM. The study design consists of seven main sections that are considered for the creation
of the experiment, such as target group, the definition of minimum criteria, recruitment &
distribution, durations, motivation, questionnaire design, and IRB approval.
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3.3.1 TARGET GROUP
People from 18 years old with a valid driver’s license in from the US and Germany,
were recruited to investigate public acceptance of AVs in both countries. This experiment
was designed to gauge public opinion referring to partially Automated Vehicles with a high
Automation Stage, namely SAE-4. To achieve a representative sample size, the sample size
was set to 100 responses per country.

3.3.2 DEFINITION MINIMUM CRITERIA
The minimum criteria is an essential characteristic that is relevant for a decision
making process in terms of whether the experiment has achieved the data expected and can
continue with analysis. If the minimum participation criteria are not achieved, more runs
will be continued until the minimum criteria are met. Table 2 shows a summary of the
defined minimum criteria with the following explanation. The minimum criteria apply to
each survey per country and refers to a sample size of 100 useable responses. The minimum
criteria were determined from the point of view that two countries, male & female, and
different age groups will be compared in terms of acceptance of the technology of
Autonomous Driving. Therefore, it is important that the minimum limits are reached. For
continuing the data analysis only the minimum limits will be considered. If the specified
limits are exceeded, the data that is actually available will continue to be used (see
Appendix D - IRB documents).
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Table 2 shows the minimum criteria for the surveys.
1. Useable responses per Country

≥ 100

2. Nationality per Country

≥ 90%

3. Useable responses per State

≥ 50%

4. Useable responses per Male/ Female per
Country

≥ 30%

Table 2: Survey minimum criteria/ Source:[Or]

Description of minimum criteria:
1. At least 100 useable responses per Country (100 from US/ 100 from Germany).
The minimum sample size was with the Qualtrics sample size calculator. Settings
were used based on the population of the US (329 million [59]) and Germany (82
million [60]) with a 95% confidence level and the highest margin of error at 10%.
According to the Qualtrics calculator, the ideal sample size is 97 [61]. A rounded
up value of 100 was chosen. Furthermore, based on previous studies, as shown in
Table 1, sample sizes (n) between 74 and 470 were given to conduct similar
experiments in the literature.
2. At least 90% of Nationality per country. According to the social situation in 2018
from Bundeszentrale für Politische Bildung (bpb), 12.1% of the German
population are foreigners [60]. The foreign-born size and share of the US
population was 13.7% in 2018 [62]. Because of the comparison of two countries,
the achieved responses per country must be nationals from that country
respectively to be able to map the results on the country.
3. At least 50% useable responses from Rhode Island (US sample size), and at least
50% useable responses from Lower Saxony (German sample size). The population
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of Rhode Island makes up around 0.6% of the whole US population [63] while
Lower Saxony makes up around 10% of the whole German Population [64]. Due
to the fact that only 100 responses are expected, a minimum amount of 50% is set
to represent both States. Because this research is conducted at the University of
Rhode Island (URI) in cooperation with the Technische Universität Braunschweig
(TUBS), the results will focus on the comparison between the US and Germany
within the states of Rhode Island and Lower Saxony where both Universities are
located. Furthermore, a country such as the US and Germany consists of many
regions with different economics, laws, rules, cultures, and subcultures, so in that
case, it can be assumed that people think and perceive technologies differently.
4. At least 30% each from males and females. In such a study, it is important to
compare males and females because the perception of gender is different. Based
on the population, the difference between males and females in the US is 0.4% and
in Germany 3%, and hence for this study is considered negligible [65], [66].
Therefore, the optimal case would be approximately 50 of each gender from a
sample size of 100. Previous studies show a significant higher amount of males
than females in the participation of such experiment (e.g. 70.8% male [2], 67.1%
male [5], 66.8%, 58.1%, 61.8% male [17], 57.1% male[43], 68.44% male [51]).
Therefore a minimum lower limit is formed in order to maintain a tolerance range.
It is expected to get at least 30% of responses from male and female.
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3.3.3 RECRUITMENT & DISTRIBUTION
The survey distribution is done digitally via a link with an associated recruitment text
through personal contacts, chat groups, and University Facebook accounts. The
recruitment script (see Appendix C – Recruitment) consists of the most important briefly
listed information such as project title, motivation text, purpose, anonymity, durations,
Institutional Review Board (IRB) Approval, and the link for participation.

3.3.4 MOTIVATION FOR PARTICIPATION
To convince people to participate in this experiment and then reward them for their
time, an opportunity for winning an Amazon Gift Card is given, and a raffle will be held
for all participants who complete the survey. The message about the gift card is listed on
the recruitment text (as shown in Appendix C – Recruitment). The amount of the gift card
is 20 Dollars for the US citizen and 20 Euros for the German citizen. In order to participate
in the gift card contest, the participants have to provide their E-Mail address with the
survey. The raffle winner will be selected by the researcher and the principal investigator
in a MS Excel file using a random number generator. In the field where the e-mail addresses
are entered, the participants are expressly reminded that the e-mail addresses will be
deleted and with not be associated with survey responses.

3.3.5 DURATIONS
The first run of the survey was set from 09th April 2020, 6:00 am – 25th April 2020,
11:59 pm (17 days). The survey was designed so that there is a buffer period to reopen in
case the first survey does not meet the minimum criteria for the number of participants.
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The duration for the survey itself was estimated be a maximum of 15 minutes in total,
including reading the consent form, reading the definitions, and answering the questions.
Basically, the shorter the survey, the easier it is to convince people to participate and spend
their time on it.

3.3.6 QUESTIONNAIRE DESIGN
The survey is created with the online software Qualtrics, to which the URI subscribes.
The Survey consists of 40 question fields in total. The first 2 question fields provide the
project title, URI logo, and the consent form. The survey is divided into 3 separate Blocks
in Qualtrics .
The first block starts with two questions fields for the project title and the URI logo,
and the consent form where participants have the choice to accept the consent form if they
agree to participate or to skip it. The next 3 question fields are for entering the E-Mail
address for participation in the gift card contest. After the consent form and gift card
message, 7 demographic questions follow with questions such as gender, age, length of
commute, time since first driver’s license, etc.
The second block consists of 26 items in a randomized order and refers only to
partially Automated Vehicles with a high automation stage. Before the participants get to
these items they will get a brief definition of an SAE-4 vehicle. The definition is as follows:

“A high automation vehicle is designed to perform all aspects of the driving task, even if the human
driver does not respond appropriately to request to intervene. The operator of the high automation car
can undertake non- driving activities (e.g., responding to emails, viewing scenery, reading a book) when
the vehicle is in control of all driving tasks. Automation mode may not be suitable in poor weather
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conditions (e.g., heavy storms, snow) and may only be supported in specific geographic areas. A high
automation car will still include a steering while and pedals to allow a human driver to take over when
required (e.g., in an emergency, or by choice) [17].”
German definition: (see Appendix B – Survey Germany)

These 26 questions are items which assess different constructs such as perceived ease
of use or perceived usefulness, etc. The items are provided with a five-point Likert-Scale
ranging from “Strongly agree” = 1 – “Strongly disagree” = 5. A Likert Scale has a range
and measures how people feel about something. An effective Likert-scale consists of a 57 response range where people can describe their feeling about the item. Providing an odd
number of response options ensures that a neutral point is given for those who are neither
for nor against. This is important for people who are neutral on the subject, or cannot or do
not want to decide immediately [67]. The items in that block were set in a randomized
order because of two main points. Using a randomized order can help to reduce bias and
improve the quality of the data. Moreover, by using randomized order it is possible to make
sure that the order does not affect the responses given. This is the reason why the questions
in Qualtrics were created in separate Blocks. Qualtrics can only randomize questions that
are within the same Block. Without creating a block, a randomization can only be done
manually. One point to consider by creating blocks is that the command “Add Page Break”
is not possible within the block. In other words, the participant can see the whole block
with all of questions in it and can make changes in responses. Depending on the survey
acceptance that is desired, this point is important to consider [68].
The third block consists of two final questions where the participants are asked about
what they think causes the most road accidents and which level of automation (SAE-0 –
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SAE-5) they would prefer for the future of vehicles they own or use. These questions
provide important information about whether people think that most accidents are due to
human error or due to technical failure. Furthermore, the result of the last question indicates
which automation stage people prefer in the future for vehicles that they will own or use.
The final question fields for the “Thank you for participation” message (see Appendix A –
Survey USA and Appendix B – Survey Germany).

3.3.7 IRB APPROVAL
Because human test subjects are involved in this experiment the study must be
approved by the University of Rhode Island Institutional Review Board (IRB) (see
Appendix D - IRB documents). After IRB approval of the experiment, every change in the
survey or recruitment materials, must be submitted the IRB again. Also if the amount of
participants increases then the IRB must approve the increase.

3.4

SURVEY TESTING
Survey testing is an important step in the survey development process before

launching the survey. Through testing, the adequacy of the questionnaire can be checked
and improved including alternative versions, adequacy of the survey instructions, and
organization of the survey. The survey testing consists of two main types: Qualitative
testing and Quantitative testing. Qualitative testing involves techniques such as
skirmishing, focus groups, presenting, and observational studies. Pilot testing and dress
rehearsals are quantitative tests. Each type of testing aims to test different aspects of the
survey and is used at different stages of the survey’s development [69].
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Considering the time frame and the fact that these questions were taken from the
literature, in this study only a quantitative test phase was conducted. After the questionnaire
was designed, 4 pilot tests were conducted with a total of 11 people. The focus of the test
runs was on the structure of the survey, understanding of the questions, grammatic errors,
execution time, confirming mobile & tablet friendliness, and formulation approaches.
According to the feedback of the test participants, the survey was adjusted several times.
The execution time was recorded 4 times, two times in each country, and the results (8
minutes, 11 minutes, 10 minutes, 11 minutes) corresponded to the suggested time of 12
minutes of Qualtrics. After the pilot tests, the recorded results from the test people were
deleted so that these test results were not included in the full study.

3.5

SURVEY LAUNCHING
After receiving IRB approval, the first run of the survey was launched 9th April valid

to 25th April in the US and Germany. The time frame until 25th April was chosen to have a
buffer zone for potential additional runs if the minimum criteria are not met. While the
survey is active the response rate is monitored daily in order to have an overview of
participation. The data check from the first run will provide information about whether
more runs are necessary. Any changes in the survey wording or recruitment materials due
to additional runs must be submitted and approved by the IRB again. The re-launching of
the survey will be continued until the minimum criteria (Table 2) is reached.
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3.6

SURVEY EVALUATION AND STATISTICAL ANALYSIS
Once the data is gathered, the analysis of the collected data will be done by applying

different statistical methods. This involves interpreting the data, breaking it down, and
manipulating it to answer the survey objectives. The data will be cleaned, summarized,
and sorted into categories to obtain information like descriptive statistics, frequencies,
percentages, correlations, and measures of both locations and spread. This information is
useful to make inferences and formulate hypotheses about the population data by testing
the hypotheses to determine significances and trends and estimating confidence intervals
in the data.
Statistical Analysis is the cornerstone for presenting the results of a survey. In this
experiment, the free software "R Studio" is used for interpretation of the data. The
programmed final codes can be knitted to a PDF or Word document for a presentable
version of the results and explanations. Further research could apply the codes, load the
program in an updated version, and reconstruct as needed.

3.6.1 DESCRIPTIVE STATISTICS
Descriptive statistics are summary measures that provide important information about
the gathered data set. It gives an overview of what the data set includes and is a necessary
internal step to understand the data before determining suitable analysis. Descriptive
statistics visualize simple although highly informative statistics such as sample size,
minimum, maximum, standard deviation, and arithmetic standardized means of conducted
observations [69].
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3.6.2 DATA DISTRIBUTION CHECK
A Sharipo-Wilks Normality Test will be applied to check if the data fit the normal
distribution. The test checks the null Hypothesis 𝐻" and rejects 𝐻" if the p-value ≤ 0.05.
Rejecting the 𝐻" , it can only be stated that with an confidence level of 95% the data does
not fit the normal distribution. Fail to reject 𝐻" , it can only be stated that no significant
departure from normality occurred [70], [71].
Criteria for Sharipo-Wilks Normality test:
𝐻" = The data do follow a normal distribution
𝐻# = The data do not follow a normal distribution

The Kolmogorov-Smirnov Goodness-of-Fit test is used to decide if the sample data
set follows a specific distribution. The test also checks the 𝐻" and rejects 𝐻" if the p-value
≤ 0.05. Rejecting the 𝐻" means that with a confidence level of 95% the data does not follow
the specified distribution. Failure to reject 𝐻" means that the data does not follow a
specified distribution [72], [73].
Criteria for Kolmogorov-Smirnov Goodness-of-Fit test::
𝐻" = The data follow a specified distribution
𝐻# = The data do not follow a specified distribution
3.6.3 RELIABILITY CHECK
The internal consistency of a psychological experiment such as a survey can be
measured with an indicator of consistency named Cronbach’s Alpha (CR). It is one of the
most widely used measures of reliability in the social and organizational sciences and is a
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tool for assessing the reliability scales. CR is a popular method to quantify the reliability
of a score to summarize the information of several items in questionnaires. The results of
alpha range from 0 - 1. The higher the coefficient of CR, the more the items have shared
covariance and probably measure the same underlying concept. The standards for what
makes a good CR coefficient are not always clearly defined. Many methodologists
recommend a CR between 0.65 and 0.8 or higher to estimate good to excellent. A CR
coefficient of less the 0.5 is usually unacceptable [74], [75], [76].

Table 3 shows the range of CR for internal consistency.
Cronbach’s Alpha (CR)

Internal Consistency

𝐶𝑅 ≥ 0.9

Excellent

0.8 ≥ 𝐶𝑅 ≥ 0.9

Good

0.7 ≥ 𝐶𝑅≥ 0.8

Acceptable

0.6 ≥ 𝐶𝑅 ≥ 0.7

Questionable

0.5 ≥ 𝐶𝑅 ≥ 0.6

Poor

𝐶𝑅 < 0.5

Unacceptable

Table 3: Range of Cronbach’s Alpha (CR)/ Source: [75], [76]

The calculation and programming of CR with “R Studio” is included in Appendix E - R
Studio Programs.
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3.6.4 FACTOR ANALYSIS
The Factor Analysis summarizes groups of internal-scaled items into meaningful and
mutually independent factors and is primarily used for data structuring and data reduction.
On the one hand, a single factor or a few factors can be used in further analyses instead of
a large number of items. On the other hand, combining variables into factors facilitates
interpretation. Factor Analysis can examine whether many observed variables can be
explained by a few latent variables behind them which are, thus called factors. Such
analysis makes sense if the observed variables are related to each other so that they include
more or less the same information. A distinction is made between Explanatory Factor
Analysis (EFA) which is a structure discovery procedure and the Confirmatory Factor
Analysis (CFA) which is a structure checking procedure. Due to the fact that this survey is
being conducted for the first time, a structure discovery procedure EFA will be applied.
Only the 26 items of the 8 constructs (PEOU, PU, PSR, PFR, PB, INT, ATT, BI) will be
considered for the EFA. Items such as demographics will be kept out for this analysis. For
the Explanatory study, the method principal component analysis (PCA) is used with the
rotation `promax`. The suitability of the selected items is usually checked by considering
the following aspects: the KMO value and Bartlett-Test.
Kaiser, Meyer, and Olkin have developed standard test procedures for the suitability
of the data for factor analysis (“Measurement of Sampling Adequacy” (MSA)). However,
the MSA values refer to individual variables. The KMO value is a measure of whether the
partial correlations between the variables are small. The smaller these are, the higher the
KMO. The KMO value ranges from 0 - 1. The rule of thumb is that the KMO value should
be at least 0.60 to continue with the EFA. The value of 0.50 is the lower acceptable limit,
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but a value above 0.80 is desirable [77], [78]. A KMO value will be given for each item. If
an item has a KMO value < 0.5, the item cannot be considered for further calculation and
needs to be removed [77], [79].

Table 4 shows the range of KMO value:
KMO value

Meaning Corresponding

≥ 0.9

marvelous

≥ 0.8

meritorious

≥ 0.7

middling

≥ 0.6

mediocre

≥ 0.5

miserable

< 0.5

unacceptable
Table 4: KMO value/ Source: [77], [79]

In addition, a further important criterion for whether the items do correlate with each
other is the Bartlett-Test which can be used to test the null hypothesis 𝐻" . The statistical
test, the analysis of variance assumes that the variance is equal across the sample. The
Bartlett test can be used to support and verify the assumption. The data check with the
Bartlett-test to show the homogeneity of the variances is given in Table 5 [77], [80]. The
criteria is as follows:
𝐻" = The variance is not equal across the sample
𝐻# = The variance is equal across the sample
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Table 5 shows the condition for the Bartlett-test:
Bartlett-test

Meaning Corresponding

p-value ≤ a

Reject 𝐻"

p-value > a

Fail to reject 𝐻"
Table 5: Bartlett-test/ Source: [77], [80]

Furthermore, a correlation matrix is a helpful tool that provides a first impression of
the suitability of items for a factor analysis. The initial position is ideal if there are separated
groups of highly correlating items. This would be interpreted as an indication of the
existence of factors. There are different ways to evaluate the power of correlation. The
correlation coefficient (r) lies between 0 (no effect) and 1 (maximum effect) and is very
suitable as a measure for the effective power [77], [79]. A correlation can be positive or
negative which is represented through the sign of the correlation. There are no hard and
fast rules for describing correlation power [81]. Cohan, 1992 [77] used a classification
scheme of the effect size which can be assessed as shown in Table 6:

Table 6 shows the effect of the correlation coefficient:
Correlation Coefficient [r]

Value

Meaning Corresponding

r=

0.10 – 0.30

Weak effect

r=

0.30 – 0.50

Medium effect

r=

> 0.50

Strong effect

Table 6: Factor Analysis Correlation Power/ Source: [77], [79]

52

However, on the basis of the correlation matrix alone, it cannot be decided whether
the relationships between the items can be explained by underlying factors. It only serves
as a first clue. In addition, a correlation structure is suitable for a factor analysis if the
inverse correlation matrix represents a diagonal matrix. A matrix is diagonal if the values
outside the diagonal are close to 0, while the values on the diagonal are significantly higher.
However, this is only an optical aid for assessing suitability [77].
If the data set proves to be suitable by the KMO value ≥ 0.6 for each item and the
Bartlett test turns out to be significant, the EFA can proceed. The factor loadings and the
commonalities will provide information on whether items have to be deleted in order to
create a suitable model.
There is a lot of existing literature about the power of factors and commonalities.
Based on Cohan, 1992 [77], factor loadings ± 0.2 should not be considered and factor
loading between ± 0.3 and ± 0.4 are minimally acceptable. Young and Pearce, 2013 [79]
says that with larger sample sizes, smaller loadings are allowed for a factor to be considered
significant. To consider a factor as statistically meaningful, a rotated factor loading by
using alpha = 0.01 for a sample size of at least 300 needs to be at least 0.32. Often times
items with low commonalities, factor loadings of less than 0.2 are eliminated from the
analysis. Based on these findings, for this factor analysis a minimum criteria were set as
shown in Table 7.

Factor Loading

≥ 0.36

Commonality (h^2)

≥ 0.2

Table 7: Minimum Criteria: Factor Loading & Commonality/ Source: [77], [79]
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The model fit indices will give an overview of how good the model fits. The suggested
model fit values are listed in Table 8. The model fit indices consist of the Root Mean Square
Residual (RMSR), Tucker-Lewis Index (TLI), Root Mean Square Error of Approximation
(RMSEA), and Cronbach’s Alpha (CR). The RMSR is an index of standardized residuals
between the observed and hypothesized covariance matrices. TLI is an incremental fit
index. RMSEA is an index and stands for the difference between the observed covariance
matrix per degree of freedom and the hypothesized covariance matrix which denotes the
model. CR is the index for the reliability and measures the internal consistency [82].

Table 8 shows the model fit indices for the EFA:
Indices

Model Fit Values

RMSR

< 0.10

TLI

≥ 0.9

RMSEA

≤ 0.8

𝐂𝐑 𝐅𝐚𝐜𝐭𝐨𝐫

≥ 0.7
Table 8: EFA Suggested MFV/ Source: RMSR [83]; TLI, RMSEA,CR [84]

3.6.5 STRUCTURAL EQUATION MODELING
Structural equation model (SEM) is a statistical model that is helpful to estimate and
test correlation relationships between dependent and independent items in a complex
model. By explaining the variance in the dependent items, the focus lies on the predictive
ability of the model. SEM is a second generation multivariate method which can be used
to develop a theory (explanatory) or to test the hypothesized assumptions of existing
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theories and concept (confirmatory). It can be proven whether the hypotheses assumed for
the model fit the given values. A distinction is made between two SEM approaches,
covariance-based (CB-SEM) and variance-based (VB-SEM/ “Partial Least Square” PLSSEM) methods. The goal of PLS-SEM is to predict the relationship and target constructs
[85]. Figure 9 shows the basic principle of structural equation modeling. The model
consists of latent variable scores called constructs, blue colored, and items yellow-colored.
A distinction is made between the `Formative model` and `Reflective model` and at the
first view, it can be seen that the direction of the arrows is different between both models.
The arrows from items to construct are called `weights` and from construct to item
`loadings`. This connection is called the outer model of the exogenous variable. The inner
model is also connected with arrows that represent the inner model weight and show path
coefficients (ß). In a linear structural equation model [86], path coefficients describe the
strength of the relationship between two variables. The decision of whether to measure a
construct reflectively of formatively is not clear-cut. For the formative measure, indicators
can have +,- or 0 correlation. For the reflective, indicators must be highly correlated [85],
[87], [88]. Due to the fact that different constructs included in this study relate to risks and
benefits, negative correlations are expected, and therefore the formative model will be
considered.
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Table 9 shows the effect of path coefficient:
Path Coefficient [ß]

Value

Meaning Corresponding

ß=

0.01 - 0.19

Weak effect

ß=

0.2 - 0.49

Medium effect

ß=

≥ 0.50

Strong effect

Table 9: Effect of path coefficient SEM/ Source:[86]

ß

Figure 9: Structural Equation Modelling/ Source: [85]

The goodness of fit between the theoretical and practical model can be proved with
the model fit indices.
Chi-square (Chisq)/degree of freedom (df) is an index found by dividing the test
statistics value by the degrees of freedom. The value of this ratio provides information on
the fit between the model and the data. The smaller the value of the ratio the better is the
consistency. The ratio indicates a good fit if the ratio produces a value smaller than 2.0
while an acceptable ratio is when the ratio produces a value of 3 [82].
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The SRMR can be interpreted as the indicator of a good fit when it produces a value
smaller than 0.05. It indicates an acceptable fit when it produces a value of less than 0.1
[82].
Since RMSEA reflects the degrees of freedom it takes model complexity into account.
Is the value is smaller than 0.05, it indicates a convergence fit to the analyzed data of the
model. It is close to good if it produces a value between 0.05 and 0.08. A value between
0.08 and 1.0 is stated to represent a fit that is neither good nor bad [82].
The bigger the TLI index the better the fit of the model. Although a value of 0.97 is
accepted as the cut-off value in many research studies, values larger than 0.95 are
interpreted as acceptable [82].
The Comparative Fit Index (CFI) is relatively independent of sample size and yields
better performance for studies with a small sample size. It produces values between 0 – 1
and high values are the indicators of a good fit. An acceptable fit is provided when the
value is greater than 0.95 [82]. Based on this research the model fit indices for the PLSSEM are set as seen in Table 10.

Index

Level of acceptance

Chisq/df

< 3.0

SRMR

< 0.1

RMSEA

< 0.1

TLI

> 0.95

CFI

> 0.95
Table 10: PLS-SEM Model Fit Indices/ Source [82]
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Table 11 shows the comparison and criteria between both approaches. PLS-SEM
minimizes the error terms and maximizes the coefficient of determination (𝑟 % ) values of
the endogenous constructs [85]. The coefficient of determination (𝑟 % ) is the square of the
coefficient of correlation and quantifies the proportion of the variance of one variable
“described” by the other [81]. In turn, CB-SEM reproduced the covariance matrix and does
not focus on explained variance. Because this experiment meets most of the criteria of
Variance-Based Modeling e.g. objective or distribution, a PLS-SEM is chosen for the study
[85].
Table 11 represents the distinction between VBM and CBM
Criteria

Variance-Based

Covariance-Based

Modeling (VBM)

Modeling (CBM)

Objective

Prediction oriented

Parameter oriented

Distribution

Non-parametric

Normal distribution

Assumptions

(parametric)

Required Sample Size

Small (min. 30 – 100)

High (min. 100 – 800)

Model complexity

Large models OK

Large models problematic
(50+ indicator variables)

Indicators per construct

One - two OK

Typically 3 – 4 minimum

Large number OK

to meet indification
requirements

Measurement Model

Formative and Reflective

Typically only Reflective

indicators OK

indicators

Table 11: CB-SEM vs. PLS-SEM Comparison/ Source:[85]
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4

CHAPTER 4 – RESULTS & DISCUSSION

In this chapter, the results will be presented according to the statistical methods described
in chapter 3. Conclusions are then derived from the resulting data.

4.1

RESULTS SURVEY
The survey was conducted 4 times in total. The first run was from April 09th until April

25th in the US and Germany. All minimum criteria (Table 2) for the surveys were met. Due
to the small sample size for the higher age groups (40 - 50; 50 - 60; > 60) in Germany, the
survey was prepared and conducted two more times in Germany by focusing on the higher
age groups to make the results more attractive. The second run was from April 27th until
May 5th, which yielded 14 more responses for the higher age groups. A third run was
conducted because one distribution source in Germany was found from May 7th until May
13th. The third run, however, was unsuccessful and yielded 0 responses

4.1.1 DEMOGRAPHICS
Demographics show the amount and characteristics of people who participated in this
experiment. In the US, 163 people participated in the survey. Only 126 participants (77.3%)
finished the survey. The total number of participants in Germany after three runs was 135
in total (first survey n=121, second survey n=14, third survey n=0). Only 117 (87%)
completed the survey. For the survey evaluation and further calculations, a total number of
useable responses n=126 for the US and n=117 for Germany will be considered. The
representation of the results and the percentages in the following charts refer to useable
responses from each country.
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Table 12 shows the demographics of the participants from the US and Germany. The
demographics include the useable responses of participants, gender, age groups,
nationality, residence, car ownership/ utilization, duration of driver’s license, and daily
commute. The difference is calculated as follows: 𝑛9:; − 𝑛=>?@ABC = 𝑛EFGG>?>BH>

Table 12: Demographics of the survey/ Source:[Or]
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Figure 10 and Figure 11 show the number of participants for each age group from the
surveys. The age groups in the US are better distributed than in Germany. Most participants
from Germany are between 20 and 40. The age group <20 yielded 0 responses for both.

Participants of the US Survey
[n_total=126, n_male=52, n_female=74]
45%

40%

40%

35%

35%
30%
23%

25%

23%

23%
17%

20%
15%

11%

10%
5%
0%

12%
8% 8%

0% 0%
< 20

20 - 30

30 - 40
Male USA

40 - 50

50 - 60

> 60

Female USA

Figure 10: Participants of the US Survey/ Source: [Or]

Participants of the German Survey
[n_total=117, n_male=80, n_female=37]
57%
54%

60%
50%
40%

30%
27%

30%
20%

8% 8%

10%
0%

6% 8%

0% 0%
< 20

20 - 30

30 - 40

Male Germany

40 - 50

3%

50 - 60

Female Germany

Figure 11: Participants of the German Survey/ Source: [Or]
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0%

> 60

The pie chart in Figure 12 shows the nationality of the participants. It was only taken
into account whether the participants have a US or German nationality or another one.

Nationality of Participants
from USA [n=126]

Nationality of Participants
from Germany [n=117]
4%

7%

93%

USA

96%

Other

German

Other

Figure 12: Nationality of participants/ Source:[Or]

The pie charts in Figure 13 represent the residency of the participants from both
countries. Most participants are from Rhode Island and Lower Saxony.

Residence of Participants
from USA [n=126]

42%

Rhode Island

Residence of Participants
from Germany [n=117]

30%

58%

70%

Other States

Lower Saxony

Figure 13: Residence of participants/ Source:[Or]

62

Other States

Figure 14 shows the vehicle utilization of the participants. The bar chart shows that
most people are using a vehicle. Most of them own their own car. In the US only 2% do
not use a car while in Germany 10% do not use a car. The higher percentage of non-use of
car could be related to the fact that in the US more older people participated compared to
Germany. Moreover, younger people in Germany maybe using bikes or the public transport
network which has a higher density in Lower Saxony than in Rhode Island, which could
especially be true for students who have a semester ticket for free utilization of public
transportation e.g. bus, train.

Car Ownership/ Utilization
[n_USA=126, n_GE=117]

90%

84%

80%
70%

62%

60%
50%
40%
30%
19%

20%
6%

10%

9%

10%

8%
2%

0%
Own car

Leasing
USA

Car utilization from
others
Germany

Figure 14: Car Ownership/ Utilization/ Source:[Or]
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No car utilization

Figure 15 shows the possession of the driver’s license of the participants. Based on
this chart it can be assumed that the participants in both countries have driving experience.

Possession of Driver's License
[n_USA=126, n_GE=117]

100%
80%

87%
73%

60%
40%
19%

20%

13%

8%

0%
>6 years

2-6 years
USA

1%

1%

0%

1-2 years

<1 year

Germany

Figure 15: Possession of driver's license/ Source:[Or]

Figure 16 shows the length of the daily commute. The numbers for both countries
remain the same, but the units, miles for the US and kilometers for Germany, have been
chosen for each country.

Length Daily Commute (Back and Forth)
[n_USA=126, n_GE=117]

45%
40%
35%
30%
25%
20%
15%
10%
5%
0%

42%
33%
25%

24%

23%

19%
13%

12%
6%

<5

5 -20

20-40

USA [Miles]

40-60

Germany [Km]

Figure 16: Length daily commute/ Source:[Or]
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2%
>60

Figure 17 shows what the participants think that the cause is for most road accidents.

Perceived Road Accidents Causes
[n_USA=126, n_GE=117]

72%
72%

Distracted driving
13%
13%

Speeding
3%
7%
8%
5%
3%
2%
0%
1%
0%
1%

Drowsy driving
Drugs/ Alcohol
Weather conditions
Road/ infrastructure conditions
Technical failure of vehicle

0%

10% 20% 30% 40% 50% 60% 70% 80%
USA

Germany

Figure 17: Perceived road accidents causes/ Source:[Or]

Figure 18 illustrates the preferred automation level according to SAE. A great
distinction between both countries cannot be seen. Both countries are very similar in terms
of the preferable automation level. SAE-2 is most preferable while SAE-0 is the lowest.

Preferable Automation Level according SAE
[n_USA=126, n_GE=117]
35%

32%

33%

30%
25%

21%

20%
15%
10%
5%

15%

13% 15%
7%

17% 16%

16%
10%

4%

0%
SAE0

SAE1

SAE2
USA

SAE3

SAE4

Germany

Figure 18: Preferable SAE automation level / Source:[Or]
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SAE5

4.1.2 DESCRIPTIVE STATISTICS
Table 13 and Table 15 show the descriptive statistics of each item. Table 14 and Table
16 show the descriptive statistics of the constructs.
USA:

Table 13: Descriptive Statistics of items; USA/ Source:[Or]

Table 14: Descriptive Statistics of constructs; USA/ Source:[Or]
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Germany:

Table 15: Descriptive Statistics of items; Germany/ Source:[Or]

Table 16: Descriptive Statistics of Constructs; Germany/ Source:[Or]

`Note in Table 13 - Table 16: vars = consecutive number, n = number of observations,
sd = standard deviation, trimmed = trimmed mean, mad = mean absolute deviation, min
= minimum, max = maximum, skew = skewness, se = standard error`
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4.1.3 CORRELATION & REGRESSION ANALYSIS
The correlation and regression analysis (Figure 19, Figure 20) provides a first
overview of the data distribution and their correlations. On the diagonal are the constructs,
the above triangle the correlations and the lower triangle is the linear regression of the data.
On the diagonal, it can be seen the data distribution from both countries is very left-skewed.
The highest correlation effect for the US survey was perceived usefulness with attitude
towards technology.

Figure 19: Correlation & regression of Constructs; USA/ Source:[Or]
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For the German survey, the strongest correlation effect is also between perceived
usefulness and attitude towards technology. What is striking is that the correlations
between the construct in the US survey are correlating stronger than the constructs from
the German survey. Except the correlation between PEOU and PSR is for both countries
the same.

Figure 20: Correlation & regression of constructs; Germany/ Source:[Or]
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4.1.4 RELIABILITY
Table 17 shows the internal consistency of the constructs of both surveys. The internal
consistency for the US survey is in overall acceptable, for Germany either questionable.
PEOU

PU

PSR

PFR

PB

INT

ATT

BI

𝐶𝑅9:;

0.81

0.78

0.62

0.60

0.78

0.82

0.73

0.70

𝐶𝑅=I

0.83

0.64

0.65

0.66

0.52

0.63

0.73

0.70

Table 17:Reliability of the survey/ Source:[Or]

4.1.5 CORRELATIONS
Significance Test of Correlation Coefficient (r):
The coefficient of correlation (r) describes the direction and the strength of the linear
relationship between x and y. The significance test of r (Table 19, Table 20) shows whether
the constructs have a significant correlation with each other. The test is performing to prove
and to decide whether the linear relationship in the sample data has a strong enough power
to use to model the relationship in the data set. If r is significantly different from zero then
it can be stated that r is `significant`. On the other hand, if r is not significantly different
from zero it can be said that r is `not significant` [89]. It assumes with a = 0.05 the
following hypotheses:
𝐻" = There is no significant relationship between x and y.
𝐻# = There is a significant relationship between x and y.
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Table 18 shows the condition for the Bartlett-test:
Significance of Correlation Coefficient (r)

Meaning Corresponding

p-value ≤ a

Reject 𝐻"

p-value > a

Fail to reject 𝐻"

Table 18: Bartlett-test/ Source: [77], [80]

USA

PEOU

PU

PSR

PFR

PB

INT

PEOU

0

PU

0

0

PSR

0

0.05

0

PFR

0

0

0

0

PB

0

0

0

0

0

INT

0

0

0

0

0

0

ATT

0

0

0

0

0

0

0

BI

0

0

0

0

0

0

0

Table 19: Significance test of correlations; Germany/ Source:[Or]
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ATT

BI

0

GE

PEOU

PU

PSR

PFR

PB

INT

ATT

PEOU

0

PU

0

0

PSR

0

0

0

PFR

0

0

0

0

PB

0

0

0

0

0

INT

0

0

0

0

0

0

ATT

0

0

0

0

0

0

0

BI

0

0

0

0

0

0

0

BI

0

Table 20: Significance test of correlations; US/ Source:[Or]

Inverse Correlation Matrix:
The Inverse matrix (Table 21, Table 22) serves as an optical aid for assessing the suitability
of performing an EFA. A correlation structure is suitable for factor analysis if the inverse
matrix represents a diagonal matrix. A matrix is diagonal if the values outside the diagonal
axis are close to 0, while the values on the diagonal are significantly higher [77].
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USA

PEOU

PU

PSR

PFR

PB

INT

ATT

BI

PEOU 2.30
PU

-0.25

4.38

PSR

0.51

-0.70

1.71

PFR

0.03

0.22

-0.80

1.61

PB

-0.37

-1.25

0.22

-0.17 3.37

INT

-0.04

-0.88

0.11

0.20

-0.86

3.16

ATT

-0.99

-1.37

0.08

-0.21 -0.59

-0.31

4.28

BI

0.06

-0.71

0.18

0.32

-0.67

-1.10

-0.06

3.04

Table 21: Inverse correlation matrix; USA/ Source:[Or]

GE

PEOU

PU

PSR

PFR

PB

INT

ATT

PEOU

1.58

PU

-0.29

2.23

PSR

0.23

-0.05

1.74

PFR

0.05

0.00

-0.65

1.38

PB

-0.03

-0.71

-0.03

0.09

1.74

INT

-0.55

-0.40

0.40

0.01

0.00

2.16

ATT

-0.09

-0.59

0.07

0.05

-0.62

-0.35

2.44

BI

0.06

-0.17

0.26

0.00

0.20

-0.41

-0.72

Table 22: Inverse correlation matrix; Germany/ Source:[Or]
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BI

1.75

Correlation Plot:
The color-coded correlation plots (Figure 21, Figure 22) provide an optical view and
indicate in which direction and how strongly the constructs correlate with each other.
Values closer to 1 or -1 show stronger correlations.

Figure 21: Correlation plot; USA/ Source:[Or]

Figure 22: Correlation Plot; Germany/ Source:[Or]
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Item by construct (scale) Correlation:
Table 23 and Table 24 show how strong the items correlate to each construct (scale). For
each item, the strongest correlations effect should lie on its construct, highlighted in yellow.

Table 23: Item by scale correlation; USA/ Source:[Or]
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Table 24: Item by scale correlation; Germany/ Source:[Or]
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4.1.6 EXPLANATORY FACTOR ANALAYSIS
Data distribution check:
A Sharipo-Wilks normality test and a Kolmogorov-Smirnov Goodness-of-Fit test were
conducted and revealed that the data is not normally distributed and does not follow a
special pattern (see Appendix E - R Studio Programs). According to the correlation and
regression analysis (as seen in Figure 19, Figure 20) the data distribution can be described
as left skewed and with outliers.

Table 25 shows the Bartlett-Test:
The p-value is less than a = 0.05. The Bartlett-Test is significant. That means 𝐻" (=The
variance is not equal across the sample) is rejected and 𝐻# (=The variance is equal across
the sample) is accepted.

p-value

𝑩𝒂𝒓𝒕𝒍𝒆𝒕𝒕 − 𝒕𝒆𝒔𝒕𝑼𝑺𝑨

𝑩𝒂𝒓𝒕𝒍𝒆𝒕𝒕 − 𝒕𝒆𝒔𝒕𝑮𝒆𝒓𝒎𝒂𝒏𝒚

0

0

Table 25: Bartlett-Test/ Source:[Or]

Table 26 shows the Kaiser-Meyer-Olkin Factor Adequacy:
The KMO values show the data quality of the items. The data quality of the US survey
results was better with an overall MSA of 0.90 which is marvelous. The overall MSA of
0.83 for Germany is slightly worse in comparison to the US but still meritorious. The KMO
values meet the minimum criteria (Table 4). Due to passing the Bartlett-Test and the KMO
values, an EFA can proceed.
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MSA_USA

MSA_Germany

Overall

0.90

0.83

PEOU1

0.79

0.69

PEOU2

0.93

0.84

PEOU3

0.83

0.89

PEOU4

0.92

0.82

PU1

0.90

0.86

PU2

0.88

0.76

PU3

0.94

0.93

PU4

0.92

0.87

PSR1

0.86

0.76

PSR2

0.71

0.75

PSR3

0.76

0.78

PSR4

0.86

0.86

PFR1

0.71

0.64

PFR2

0.66

0.74

PFR3

0.79

0.75

PFR4

0.71

0.70

PB1

0.93

0.82

PB2

0.92

0.87

PB3

0.93

0.69

PB4

0.94

0.69

INT1

0.96

0.89

INT2

0.96

0.90

ATT1

0.95

0.87

ATT2

0.94

0.90

BI1

0.95

0.88

BI2

0.87

0.83

Table 26: Kaiser-Meyer-Olkin (KMO) Adequacy/ Source:[Or]
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Number of Factors with Scree Plot and Eigenvalues:
A common issue in factor analysis is deciding how many factors should be used for
analysis. There are various ways to address the problem. The scree plot (as seen in Figure
23 & Figure 25) shows the maximum number of four factors for the US analysis and seven
factors for the German analysis. The scree plot is not a clear solution and only shows an
overview of the maximum number of factors that would be possible. Therefore, a parallel
analysis with eigenvalues (as seen in Figure 24 & Figure 26) is a helpful method to see
how many meaningful factors should exist in the analyses. The eigenvalues analyses
suggests three factors for both analyses. Furthermore, test runs from the maximum number
of factors until three factors have been done to see which model fits best. All models, except
the three factors models, had one factor with two items. According to the paper from the
Yong and Pearce, 2013 [79], for something to be labeled as a factor it should have at least
three variables. Rotated factors that consist of less than three items should be interpreted
with caution. Therefore, for both analyses, a three-factor model has been chosen.

Figure 23: Scree plot; USA/ Source:[Or]
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Figure 24:Eigenvalues; USA/ Source:[Or]

Figure 25: Scree plot; Germany/ Source:[Or]

Figure 26: Eigenvalues; Germany/ Source:[Or]
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The proposed model in Figure 27 shows the diagram of the model after removing the
item “PSR3 with h^2<0.2”. It illustrates which items follow which factor with which
loading power. Moreover, it can be seen how strong the factors correlate with each other.

Figure 27: Factor Diagram; USA/ Source:[Or]
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Figure 28 shows the three factors for the US model (PA1, PA2, PA3) with their related
items and loadings. The greyed out loadings are less than 0.36 and thus should not be
considered for the factors. The yellow-colored `h2` represent the commonalities. PEOU4
has a loading on factor PA1 and PA2. All other items are assigned to a factor with one load
respectively.
The factors can be interpreted as
follows:
Factor 1 (PA1) – Positive Attitude
-

The items for factor 1 include
topics

such

as

benefits,

attitudes, and trust.
Factor 2 (PA2) – Perceived Risk
-

The items in factor 2 consist of
perceived risks.

Factor 3 (PA3) – Ease of Use
-

The items for factor 3 are about
ease of use the technology.

Figure 28: Factor Loadings; USA/ Source:[Or]
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The proposed model in Figure 29 shows the diagram of the model after removing the
item “PSR3 with h^2<0.2”. To fit a suitable model according to the minimum criteria, six
questions, e.g. “PU2 with h^2<0.2”, “PB1 with h^2<0.2”, “PB3 with h^2<0.2”, “PB4 with
h^2<0.2”, “PSR1 with h^2<0.2”, “PSR2 with loading < 0.36” have been eliminated. It
illustrates which items follow which factor with the associated loading power. Moreover,
it can be seen how strong the factors correlate with each other.

Figure 29: Factor Diagram; Germany/ Source:[Or]
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Figure 30 shows the three factors for the German model (PA1, PA2, PA3) with their
related items and loadings. The greyed out loadings are less than 0.36 and thus should not
be considered for the factors. All items are assigned to one factor with one loading
respectively.

The factors can be interpreted as
follows:
Factor 1 (PA1) – Positive Attitude
-

The items for factor 1 include
topics

such

as

benefits,

attitudes, and trust
Factor 2 (PA2) – Perceived risk
-

The items in factor 2 consist of
perceived risks.

Factor 3 (PA3) – Ease of Use
-

The items for factor 3are about
ease of use the technology.

Figure 30: Factor Loadings; Germany/ Source:[Or]
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EFA Model Fit Indices:
After processing an EFA and removing items that are not meaningful, the model fit indices
show a suitable model (as seen in Table 27). According to Table 8, the model fit indices
meet the suggested criteria. The factors are labeled as suitable. Also, the internal
consistency measured with Cronbach’s Alpha improved by the factors. All factors have an
acceptable – excellent internal consistency.

Table 27 shows the model fit indices for the Explanatory Factor Analysis.
Suggested [83] [84]

USA

Germany

RMSR

< 0.10

0.05

0.05

TLI

≥ 0.9

0.903

0.94

RMSEA

≤ 0.8

0.062

0.043

𝐂𝐑 𝐅𝐚𝐜𝐭𝐨𝐫𝟏

≥ 0.7

0.94

0.87

𝐂𝐑 𝐅𝐚𝐜𝐭𝐨𝐫𝟐

≥ 0.7

0.75

0.83

𝐂𝐑 𝐅𝐚𝐜𝐭𝐨𝐫𝟑

≥ 0.7

0.86

0.74

Table 27: EFA model fit indices/ Source:[Or]
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4.1.7 TECHNOLOGY ACCEPTANCE MODEL
Figure 31 and Figure 32 show the results from structural equation modeling and
illustrates the TAMs for the US and Germany. The black lines represent the relationship
from the original TAM. The red lines represent newly suggested relationships. Dotted lines
indicate the non-significant (n.s.) pathways. The path coefficients show the power. The
significance level a is provided automatically from SEM analysis and is indicated by stars
at the levels of: 1% (***), 5% (**), 10% (*).

Figure 31: TAM USA/ Source:[Or]

Figure 32: TAM Germany/ Source:[Or]
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TAM model fit indices:
Table 28 shows the model fit indices for both TAMs. Based on the suggested model fit
indices from Table 10, the model fit indices do not perfectly fit the criteria. In comparison
to the US model, the German model has a better fit with the value of 4.38 (Chisq/df), 0.115
(SRMR), 0.170 (RMSEA), 0.734 (TLI), and 0.879 (CFI).
Indices

Suggested [82]

USA

Germany

Chisq/df

< 3.0

8.84

4.38

SRMR

< 0.1

0.118

0.115

RMSEA

< 0.1

0.249

0.170

TLI

> 0.95

0.691

0.734

CFI

> 0.95

0.859

0.879

Table 28: TAM fit indices/ Source:[Or]

Results from hypotheses testing:
Table 29 shows the hypotheses and the standardized path coefficients. The regressions of
SEM provide a p-value (as seen in Appendix E - R Studio Programs/ 7.5.11 & 7.5.12) that
shows whether a path regression between two constructs is significant or not. The
hypotheses which indicates as statistically significant got a `yes` for support. Hypotheses
indicated as non-significant path are provide with a bold `no` for support. The nonsignificant hypotheses between both countries differ slightly from each other.
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Table 29 shows the which Hypotheses are supported.
Hypothesis

Std. Path

Supported ?

Std. Path

Supported ?

Coeff.

USA

Coeff.

Germany

USA

Germany

H1: ATT -> BI

0.56***

yes

0.55***

yes

H2: PU -> ATT

0.39***

yes

0.45***

yes

H3: PU -> BI

0.40***

yes

0.24***

yes

H4: PEOU -> PU

0.73***

yes

0.45***

yes

H5: PEOU -> ATT

0.29***

yes

0.07

no

H6: INT -> ATT

0.14

no

0.23***

yes

H7: PEOU -> INT

0.08

no

0.31***

yes

H8: PU -> INT

0.42***

yes

0.31***

yes

H9: PSR -> INT

-0.05

no

-0.19**

yes

H10: PFR -> INT

-0.15

no

-0.03

no

H11: PB -> INT

0.43***

yes

0.04

no

H12: PB -> ATT

0.20*

yes

0.15***

yes

Table 29: Results from hypotheses testing/ Source:[Or]

4.2

DISCUSSION
Cronbach’s Alpha was applied to prove the internal consistency of the surveys. The

reliability of the US survey results were better than the German survey. All values of
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Cronbach’s Alpha are greater than the minimum value of 0.5. For the US survey, the
constructs PEOU and INT have good internal consistency. PU, PB, ATT, and BI have an
acceptable internal consistency. PSR and PFR have weaker results and lies in the
questionable area for internal consistency. The German survey results were worse than the
US survey. PEOU has a good internal consistency. ATT and BI are acceptable. PU, PSR,
PFR, and INT lie in the questionable area. PB has achieved a poor result with 0.52.
According to the definitions from Table 3, each construct exhibits a value above 0.5 and
therefore the overall reliability is assumed to be acceptable.
The correlation significance test (Table 19, Table 20) gave evidenced that all
correlations between constructs for both surveys are statistically significant. This means
that all constructs have a strong enough power with each other to model a relationship. The
correlation and regression analysis shows the strength between the constructs and provides
a view of the data distribution. For both countries, the data distribution is not normally
distributed and can be described rather as left-skewed with outliers. The correlation plots
serve as a good visualization for the power of correlations and show a higher correlation
power for the US survey.
An EFA simplified the data set and provided an overview of a few factors in which
the data is interpretable. Before an EFA was conducted, the data set of both surveys has
been tested for Bartlett-test and KMO (Table 25, Table 26). Both the Bartlett-test and the
Kaiser-Meyer-Olkin Measure of Sampling Adequacy indicate that the variables are
suitable for factor analysis and suggest that a factor analysis is applicable for the dataset.
Moreover, the inverse matrix (Table 21, Table 22) is presented as a diagonal matrix and
confirms the suitability for an EFA. Through the EFA not meaningful questions e.g. with

89

low commonalities or low factor loadings were removed to represent a good fit model. A
rotation `promax` was used to determine the factors. Although the scree plot (Figure 23,
Figure 25) indicates the presence of four factors for the US analysis and seven factors for
the Germany analysis, a three-factor solution was chosen based on the eigenvalues (Figure
24, Figure 26) and test runs. To meet the minimum criteria in terms of factor loadings and
commonalities (Table 7) of a suitable model, the item “PS3 with h^2<0.2” was eliminated
from the USA analysis. For the German survey more items, six in total must be dropped to
meet the minimum criteria for a suitable model. The eliminated items are “PU2 with
h^2<0.2”, “PB1 with h^2<0.2”, “PB3 with h^2<0.2”, “PB4 with h^2<0.2”, “PSR1 with
h^2<0.2”, “PSR2 with loading<0.39”. The higher amount of removed questions for the
Germany analysis could be related to the worse data quality (MSA= 0.83, Table 26) for
Germany when compared to the US (MAS=0.9, Table 26). Furthermore, another reason
could be related to the reliability of the German survey which is more poor. The improved
model is shown in a diagram (Figure 27, Figure 29) to see which items follow and load on
which factor. The table of loadings (Figure 28, Figure 30) provides an overview of the
factor loadings and their variances. The three factors could be interpreted as: `Positive
Attitude`, `Perceived Risks`, and `Ease of Use`.
Four ANOVA tests were conducted in order to prove whether there are significant
differences between age groups, gender, commute time, and preferred SAE-level on
behavioral intention to use vehicles with SAE-4. For the US, the ANOVA results revealed
a significant difference between age groups (F(4,126)= 5.002 ; p= 0.00914***) and
preferred SAE-level (F(5,126)= 13.54; p= 1.8e-10***) on behavioral intention. Boxplots
show (as seen in Appendix E - R Studio Programs/ 7.5.3 and 7.5.4) that the highest
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intention to use vehicles with SAE-4 is by age group 40-50 followed by 30-40, 20-30, and
> 60. Age group 50-60 has the lowest intention to use the technology. Another finding is,
the higher the preferred automation level, the higher the intention to use it. Except for
people who prefer SAE-3 & SAE-4, they have the same behavioral intention to use such
technology. A statistical difference between daily commute (F(4,126)= 1.422; p= 0.231)
and gender (F(1,126)= 3.11; p= 0.0803) on behavioral intention was found to be
statistically non-significant.
For Germany, gender (F(1,117)= 11.02 ; p= 0.00121**) and preferred SAE-level
(F(5,117)= 8.168; p= 1.35e-06***) was revealed to be statistically significant on
behavioral intention. In this case it needs to be considered that the gender distribution was
32% females and 68% males. Males have a higher intention to use such vehicles with SAE4 than females. The preferred SAE-level is similar to the US, the higher the preferred SAElevel, the higher the intention to use such vehicles. However, the highest intention to use
is for SAE-4 followed by SAE-5. Age groups (F(4,117)= 0.774 ; p= 0.544) and daily
commute (F(4,117)= 1.45 ; p= 0.222) was found to be statistically non-significant on
behavioral intention. In this case, the most participants from Germany were between 20
and 40 years old. The higher age groups are rather not comparable with each other in this
data set. The highest intention was for the age group 30-40 followed by 20-30, 50-60, 4050. The lowest intention was in the age group > 60.
A PLS-SEM (Appendix E - R Studio Programs/ 7.5.11 and 7.5.12) was conducted to prove
the assumed hypotheses and relationships between the constructs. The finding from TAM
(

91

Figure 31 and Figure 32) revealed that initial trust is not the most critical factor to shape a
positive attitude towards technology for both countries. Especially for the US, initial trust
turns out to be non-significant while in Germany initial trust is significant to a positive
attitude toward technology. The result differs from the research of Zhang et al, 2019 [5],
where initial trust has been found as the most critical factor to shape a positive attitude
towards technology. But it needs to be considered that this published research has been
done with the Chinese population in China and for vehicles with SAE-3. Moreover, there
are differences in perceived safety risk and perceived financial risk. The results show that
both risks are not significant on influencing positive initial trust, in turn in Germany,
perceived safety risk was revealed to be significant on initial trust. Another interesting
relationship is the perceived benefit. It shows a significant positive effect to shape a
positive attitude towards technology for both countries, but is only significant for the initial
trust for the US population. The construct perceived ease of use differs also between both
countries. It has a positive effect on attitude towards technology and is non-significant to
initial trust. In Germany, perceived ease of use has a positive effect on initial trust but is
non-significant for attitude towards technology. The strongest relationship for the US is
perceived ease of use on perceived usefulness followed by a positive attitude towards
technology. For Germany, on the other hand, a positive attitude towards technology has
the strongest effect on behavioral intention. Based on those findings, the assumed
hypotheses H6, H7, H9, H10 for the US, and H5, H10, H11 for the Germans will not be
supported (as seen in Table 29). It is also important to consider that these results are based
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on the fact that the description for SAE-4 was only given in words for the participants.
Pictures or videos of SAE-4 could have also been included.
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5

CHAPTER 5 – CONCLUSION

The aim of this study was to investigate the acceptance for partially Automated
Vehicles with SAE-4 in the US and Germany. For that purpose an online survey was
conducted in both countries and the collected data were analyzed using the method EFA
and PLS-SEM. The results of this study show the factors which are influencing the
behavioral intention to use AVs. It contributes to a better understanding of public
technology acceptance in terms of vehicles with a high automation stage. These findings
show also that acceptance research is a broad area that needs to be consistently researched
because the biggest roadblocks standing in the ways of mass adoption of AVs may be the
psychological aspect and not the technological. The acceptance of the people and
psychological aspects can change immediately in a positive or in a negative direction if an
event has occurred. Therefore understanding which factors and how they influence users’
acceptance and adoption of AVs is important. Acceptance is also dependent on many
different factors like time, country, culture and regions, technology development,
technology experience, trust in technology, marketing, etc.
By incorporating additional constructs e.g. initial trust, perceived safety risk,
perceived financial risk, and perceived benefit in the original TAM, this study shows an
empirically tested extended TAM to comprehend user’s attitude to behavioral intention to
use AVs with high automation in the countries USA and Germany which are both wellprepared for Autonomous Driving.
The findings show that many factors have a positive effect on user’s behavioral
intention to use AVs with SAE-4. A positive trend towards automated driving can be
clearly identified in both countries. This study provides an important overview of the
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preferable automation level of the people. When people asked which level of automation
they would prefer for their vehicle in the future, SAE-2 got the most votes in both countries,
followed by SAE-3 for the US and SAE-4 & SAE-5 for Germany. By adding up the votes
for SAE-3, SAE-4, and SAE-5 and comparing them to SAE-2, these three votes combined
reach a higher number than SAE-2. That shows that people want to use at least partial
automation in their vehicles and tend to prefer higher levels of automation. Considering
that vehicles with SAE-3, SAE-4, and SAE-5 are not penetrated completely in the market
yet, these findings show that approximately half of the people would prefer to use it. But a
slight difference between the USA and Germany is visible. In terms of the preferred higher
level of automation, a downward trend from SAE-3 to SAE-5 is visible in the US. The
trend in Germany from SAE-3 is more of an ease increase towards a higher automation
level. The TAM of both countries shows that the path coefficient from attitude towards
technology to behavioral intention is almost the same (US ß= 0.56***, Germany ß=
0.55***). The causal relationship between attitude towards technology and behavioral
intention can be interpreted as a strong effect. Therefore based on this research it can be
said that in the US as well as in Germany the intention to use vehicles with SAE-4 is
relatively high and the people would rather accept the vehicles than reject them. In both
countries, the daily commuting distance does not show a significant difference for
behavioral intention to use vehicles with high automation. The most intention to use AVs
with SAE-4 is for people between 30 and 50 in the US and for people between 20 and 40
in Germany. Males more want to to use the technology more than females in the US as
well as in Germany. Based on this result it can be stated that the people in the US and
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Germany have the same positive attitude towards technology which influences their
behavioral intention to use such vehicles.
Although the effect on behavioral intention is the same, the relationship between a few
constructs differ from each other. Under the same model conditions, there is a difference
between the constructs initial trust, perceived benefit, and attitude towards technology. The
assumption was that perceived benefit and initial trust have a positive effect on attitude
towards technology, and also perceived benefit has a positive effect on attitude towards
technology. These assumptions could not be confirmed by 100% in both countries. While
in the US, perceived benefit has a positive effect to initial trust and attitude towards
technology, initial trust has no positive effect on attitude towards technology. In contrast,
in Germany perceived benefit and initial trust influences positive attitude towards
technology, but the perceived benefit does not influence positive initial trust. From this, it
can be concluded that the US drivers needed to see an advantage in the technology to have
a positive attitude towards the technology and build up trust for it. Initial trust is found as
non-significant to shaping a positive attitude towards technology. In Germany, on the other
hand, initial trust has a positive effect to attitude towards technology and there must be
benefits perceived in technology to have a positive attitude towards technology. However,
benefits do not influence positive initial trust.
A further difference between both countries lies in the perceived risks. Perceived
safety risk and perceived financial risk were revealed as non-significant to build up initial
trust for the US, while in Germany perceived safety risk does have a negative effect on
initial trust. In terms of perceived financial risk, this finding and the finding from the study
of Benleulmi and Blecker, 2017 [48] where financial risk were found as non-significant for
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FAVs in the US and Germany show that financial risk has no negative effect on trust for
higher automation levels (SAE-4 and SAE-5). Perceived safety risk was found to be
significant in their study too, but only for Germany in this study. This finding also confirms
the findings from the study of Ward et at., 2017 [46] in the US, where they found that safety
risk has a non-significance, but it was for Automated Driving without any specific SAElevel. Furthermore, in comparison to the study from Zhang et al., 2019 [5], initial trust was
found to be not the most critical factor to shape a positive attitude towards technology, on
the contrary, in the US is was revealed as non-significant.
All in all, based on the results it can be stated that although the Germans tend to use
more higher automation levels, they care more about the safety risks which could be a
blockade for initial trust. Decreases in the perceived safety risk in Germany could help to
build up initial trust to shape a positive attitude towards technology. The US people rather
need to see the benefits in the technology to build up trust for it and shape a positive attitude
towards technology, but trust has no positive effect on shaping a positive attitude towards
technology. Financial risk does not negatively affect the trust of people in both countries.
Moreover, the three factors from the EFA could be interpreted to imply that there are
three kinds of people who participated in this survey regarding the adoption for vehicles
with SAE-4: people who find it easy to use such vehicles, people who see risks in the
technology, and people who have a positive attitude towards the technology.
By consideration of the limitations in this study, these empirical findings could
provide an important aid for car manufacturers, governments, insurance agencies, and
marketing agencies to successfully adapt the technology on market to users’ acceptance.
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6

LIMITATIONS AND FUTURE WORK

This study needs to be interpreted in consideration with some limitations. First of all,
the results are referring to 126 participants for the US and 117 for Germany. Future work
can aim to gather a higher sample size in order to achieve more representative results. The
higher the sample size of participants, the more precisely the results can be presented.
Moreover, special care should be taken to ensure that the age groups are optimally
distributed to represent population age groups and compare them with each other. Around
80% of the German participants were between 20 and 40 years old. The age group <20
could not reach any response for both countries. The percentage of the age groups from the
collected data set should map the percentage of the actual percentage of age groups living
in the respective country.
A further limitation is that about 50% of the participants were from Rhode Island and
Lower Saxony. Therefore, the results represent a certain state for each country. Further
studies can conduct more surveys in different states to see if there is a significant difference
between them in terms of acceptance. Moreover, a nationwide survey including all states
could be done to provide an overview of acceptance in the whole country. To represent the
results as accurately as possible from the collected data, the percentage of each state should
map the actual percentage of population in each state.
Another important point to shape a positive attitude towards technology is the driver
experience, car ownership & utilization. Most participants own their own car, lease one, or
use cars from others. Only 2% in the US and 10% in Germany do not use a vehicle. Also,
about 90% in both countries own a driver’s license for at least one year. 73% in the US and
87% in Germany reported that they have a driver’s license for more than 6 years. Based on
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these findings it can be stated that the participants in this experiment have driver’s
experience and own or use a vehicle. Future studies could focus more on people who use
more public transport systems or bicycles in order to investigate the importance of
psychological ownership and driver’s experience in terms of promoting a positive attitude
towards technology.
In the future, the level of trust and its influenced constructs would change because
users get more familiar with the systems and its technology. The development of the
technology is consistently growing and users get a deeper understanding of how the
systems work. Therefore, longitudinal studies are recommended to investigate how trust
and its role in user acceptance will evolve after users have gained more experience
interacting with AVs [5]. It should also be noted that this study was conducted on the basis
that SAE-2 vehicles have already conquered the market and SAE-3 is not far away. At a
time when higher SAE-levels than SAE-2 have penetrated the market, the acceptance for
such vehicles would probably be different.
This model provides a suitable theoretical framework to investigate and describe the
user’s acceptance in terms of FAVs and AVs. Further studies can take the survey and prove
and use a Confirmatory Factor Analysis (CFA) to confirm the model validity. In addition,
through the improvement of some questions, the model validity with the fit indices for the
PLS-SEM can be improved and confirmed.
Moreover, further studies can explore the relationships of more factors such as driving
pleasure after using such vehicles, perceived cyber-security risk, and perceived liability
concerns on acceptance. In conclusion, this study was built upon an automation level of
SAE-4 AVs with a dominant feature that human intervention is possible if needed. The
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relationships between the constructs of the proposed model might change in the context of
higher or lower levels.
It should be noted that the survey was carried out online. It can be assumed that the
results might be different if the survey were carried out in different locations such as
shopping centers, malls, DMVs, parking lots, or events, either in paper form or even by
computer. In a nationwide survey with a higher sample size, these types of public locations
should be included in order to reach a broad sample of participants. Due to the way the
survey was distributed it is possible that many responses came from people associated with
the university in those states. During the COVID-19 pandemic it was not possible to give
paper-based surveys in public locations in this research. In addition, the survey should be
designed in such a way that people from all age groups, from very young to very old can
take part in it. Also, more attention should be paid to older people who cannot drive
anymore or people with disabilities because the technology of Autonomous Driving
promises to provide a new mobility option for them.
Future work could also design an experiment with the driving simulator to investigate
the acceptance before and after driving an AV. For such an experiment the driving
simulator at the University of Rhode Island could be used. Therefore, it is necessary to find
out how far the driving simulator at the University of Rhode Island can be equipped with
ADASs. Currently, no ADASs on the driving simulator are possible or available. Therefore
exploring the associated hardware and software is necessary in order to find out which
possibilities exist in terms of modeling ADASs on the driving simulator and scenario
programming. After determining to what extent ADASs are possible to replicate in the driving
simulator, surveys with pilot tests could be conducted. The proposed approach is to examine
how quickly drivers of a partially or highly Automated Vehicle can intervene in operating a
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simulated vehicle, from the moment that they detect a critical event or takeover condition on
the road or its surroundings. The approach aims to determine whether the driver is ready to
intervene and whether the potential intervention increases the safety of driving. Scenarios and
instruments could be programmed to allow the driving simulator to mimic AVs. The
experimental design allows a complete analysis of each subject’s performance under different
conditions with different forms of stimuli. It is envisioned that the AV will cruise through a
virtual city with pedestrians and cars, where the test subject will be confronted with a dangerous
and unexpected situation, such as a car that suddenly crosses the road, or a sudden stop of the
preceding vehicle, etc. Such dangerous situations will require the test subject, who is in the
simulator, to quickly and actively intervene in the driving process and take control of the
driving until the situation is over. The results of this experiment will measure the readiness of
drivers to take control of an AV. Additional surveys can provide an overview of differences in
terms of acceptance before and after driving an AV. It will also help to identify the factors and
their interactions with the greatest influence on driving behavior. Because human test subjects

are involved in such an experiment the study must be approved by the URI IRB.

All in all, the results of this study investigating the user acceptance for the technology of
autonomous driving shows a positive trend in which users favor the technology. The
Technology Acceptance Model shows a strong correlation with the psychological aspect of
acceptance. The identified relationships between the constructs can be used in the future as a
basis for improvements to shape a positive attitude towards technology, as well as increase the
behavioral intention to use FAVs and AVs. Based on these findings, it can be stated that the
technology will succeed faster with a higher behavioral intention for a higher automation level
and concludes that roads can be made safer.
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APPENDIX C – RECRUITMENT
Recruitment for the first run.

Recruitment for the second run.

Recruitment for the third run is similar to second run, only the time and the date have
been changed.
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