Abstract-In this paper, we propose a system for Thai alphabet recognition from hand movement trajectory, as a human-computer interaction method. Thai characters drawing by hand movement are analyzed and recognized by our system, which can apply for controlling any specific tasks. The method is based on hand motion analysis combining with Haar-like with a cascade of boost classifiers, as hand detection method. Hand is tracked with skin color using CamShift and Kalman filter. Trajectory features of hand are extracted and used for recognizing 12 Thai alphabet letters though the Hidden Markov Model.
I. INTRODUCTION
In the field of computer vision, communication between human and computer becomes more important. Human-Computer Interaction (HCI) [1] , which allows humans communicate with computer have been a popular research field for many years. Some active research in this field are human face recognition, eye gaze tracking, lip reading, hand gesture recognition and body pose tracking. In this paper, we emphasize on hand movement, which can freely moves and gesticulates more than other parts of body therefore hand movement gesture recognition can be applied in many applications such as sign language recognition, computer-controlled game, teleconference, and so on. Many researches of hand gesture recognition have been proposed, covering a wide variety of methods and approaches. For example, Wei Du et. al. [1] describes a system with one camera that can recognize four gestures and tracking hand by extracting the feature points on hand contour. Mahmoud et. al. [2] has developed a system that could recognize gesture for alphabets from hand motion using Hidden Markov Model (HMM). Juan et. al. [3] introduced a vision-based system that can interpret a user's hand gesture in real time to manipulate objects within a medical data visualization environment. Dinh et. al. [4] proposes a hand gesture classification system that able to efficiently recognize 24 basic signs of American Sign Language with Haar-like feature and AdaBoost learning algorithm.
In this paper, we proposed a system that can recognize the 12 important Thai alphabet letters selecting from the specific group using hand movement trajectory features. The paper is organized in six sections by the following: proposed hand movement recognition system, hand detection and tracking, trajectory feature extraction, experimentation results, and conclusion respectively.
II. PROPOSED SYSTEM
In this section, we introduce the system for hand gesture recognition based on hand motion by analyzing the image sequences, obtained from the webcam attached over the computer screen. There are three main parts of our system: hand detection and tracking, hand feature extraction and gesture recognition. The overall of system is illustrated in the Fig. 2 . First part, a hand detector is implemented using a cascade of boost classifiers, which allows obtaining very robust object detector. Two types of hand pose with vertical position are considered such as open and close hand, which is necessary for executing a command as start and stop symbol respectively. However, hand pose can have many figure caused by translation and rotation in 3D, which needs to be found. The tracking method, CamShift and Kalman filter, is then applied in order to extract hand through image sequence. In the second part, the gesture trajectory features are extracted and enhanced by the Douglas-Peucker algorithm which gives us a smallest number of control points trajectory. The features are selected to give a discrete vector that use as input to discrete HMM for recognizing commands in the final part. Fig. 1 (right) show the feature extraction and recognition process. These three parts will be detailed in the section 3, 4 and 5 respectively. In section 6, the experimentation result is discussed for evaluating the performance of system. Fig. 2 shows a basic set of Haar-like features. The AdaBoost algorithm is introduced to improve the classification performance that designed to select rectangle feature which best separates the positive and negative example. In the first iteration, the algorithm trains a weak classifier h(x) using one Haar-like feature that achieves the best recognition performance for the training samples. The classifier consists of a feature f(x), a threshold θ t and parity p t indicating the direction of inequality sign.
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In the second iteration, the training samples that were misclassified by the first weak classifier receive higher weights. The iteration goes on and the final result is a cascade of linear combinations of the selected weak classifiers ) (x H , which achieves the required accuracy.
In the detection process by using the trained cascade, the sub-windows must be testing each stage of the cascade. A negative outcome at any point leads to the immediate rejection of the sub-window.
In our technique, a command begins with open hand posture and stop using close hand posture. Each frame, these two gestures must be detected. In the training processing, we have collected around 5,000 positive samples for each hand style from students in our university in various conditions such as indoor with neon light and outdoor with natural light. Systematically, around 10,000 negative samples are selected from landscape, building, and human faces or body images. Fig. 3 shows some of these samples. Each posture type was trained two rounds. The first round is for discriminating quickly the target posture from the outliers with small samples. By observing the false positive and false negative, we determine the additional positives and negative samples in order to overcome the better recognition rate while reducing noise as shown in Table I show the detection rate results from our experimentation of the two hand postures with respective configurations. We notice that a good detection rate is raised at least more than 91% with 16 training stage at minimum. 
B. Hand Tracking
CamShift [7] is a non-parametric technique using for color object tracking deriving from the Mean Shift algorithm. The main difference between CamShift and Mean Shift algorithm is that CamShift updates continuously its probability distributions; in generally the target object in image sequences changes significantly its shape size or color, while Mean Shift is based on static distributions. That why CamShift is suitable for tracking the rigid object. In the hand tracking, the process can be described as the following.
Step 1: the color probability distribution of detected hand image is determined from its histogram via hue component of HSV color space, related to skin color.
Step 2: this target distribution of detected hand is tracked on the searching window of next frame in image using mean shift algorithm. The mean shift vector, which is aimed for finding an optimized path that climbs the gradient of a probability distribution to the mode (peak) of nearest dominant peak, is necessary to be computed.
Step 3: the back-projection technique, which associates the pixel values in the image (tracking hand) with the value of the corresponding distribution, is applied.
Step 4: the center of mass and size of tracking hand (projected image) is computed and defined as hand features. This step will be detailed in the next section (hand features).
Step 5: on the next iterative, the current position of hand in image is used for defining the searching window on the next frame. The process is repeated at step 2 continuously.
Note that the step 1 will be re-executed systematically if the detected hand by Haar-like features with boost cascade of classifier found in the searching window. We found that Haar-like method provides very accurate results when hand is paralleled to the vertical axis, compared with CamShift, but missed mostly in other directions, so that CamShift is applied in order to solve the problem. 
C. Hand Movement Estimation
The Kalman filter [8] is a recursive linear filtering method. It addresses the general problem of trying to estimate the state of discrete time process that is described by the linear stochastic differential equation by the following.
The random variables w k and v k represent Gaussian noise of the process and measurement respectively. The algorithm of Kalman filter estimates a process by using feedback control technique: estimating the process state by an appropriate model and doing feedback by noisy measurements. As such, the equations of Kalman filter are formed into two groups: prediction and correction equations. In the post tracking of hand, the algorithm can be described as the following Experimentally, we found that hand detector by Haar-like features with boost cascade of classifier cannot provide total results and CamShift may wrongly track especially when there are other parts of body such as face or background, having color in skin color range, move close to tracking hand. Therefore, the Kalman filter is applied in order to predict hand position in the next frame based on previous frame, obtained by CamShift. To apply the Kalman algorithm, two principle equations needed to be declared: tracking process and measurement. The state of tracking process is measured from hand position and velocity in each image frame. So, we define the process of state x k by the following: 
where x, y, v x , v y are the position and the velocity of hand in the k th image frame respectively. Here, we assume that that the motion of hand between two successive frames can be uniformly approximated as straight line, the frame interval Δt is very short. For the measurement z k , we define directly by the position value obtained from CamShift algorithm.
IV. FEATURE EXTRACTION

A. Trajectory Parameter
In order to form the trajectory of hand position from the step 4 of hand tracking process by CamShift algorithm and Kalman filter. We choose to use the center point of hand and the trajectory can be obtained by joining this point in every frame in the sequence, in each frame, we obtained the center point of hand's region that can be easily computed from the moments of pixels in hand's region, which is defined as : 
B. Trajectory Approximation
Since during gesturing the hand does not move very fast, the position of hand does not change much from one frame to the next one. Therefore, for trajectory formation it may not be necessary to consider all the frames in a gesture sequence. Accordingly, we propose to select key trajectory point to be stored in the new sequence. This reduces the memory requirement as well as speeds up the trajectory matching during recognition process. The algorithm that we use to extract key trajectory point is the Douglas-Peucker algorithm [9] . The algorithm recursively divides the line. Initially it is given all the points between the first and last point (Fig 8. (a) ). It marks the first and last point. It then finds the point that is furthest from the line segment with the first and last points as end points (this point is obviously furthest on the curve from the approximating line segment between the end points). If the point is closer than threshold to the line segment then any points not currently marked to keep can be discarded without the smoothed curve being worse than threshold. If the point furthest from the line segment is greater than threshold from the approximation then that point must be kept. The algorithm recursively calls itself with the first point and the selected point and then with the selected point and the last point (which includes marking the selected point being marked as kept).When the recursion is completed a new output curve can be generated. 
A. Features
After getting the key trajectory points, we calculated the orientation between consecutive points to obtain a sequence of angle.
where T represents the length of gesture trajectory. The angle's domain is [0, 360] degrees. We divide this angle by 20 0 to quatize them to 18 directional codewords from 1 to 18. The codewords is used as input to HMM recognition model. Fig. 9 shows the result of gesture that was approximate by the Douglas-Peucker algorithm. Table 2 define a gesture in Fig. 9 as a sequence of directional codewords O = { 13, 5, 3, 10, 5, 3, 1, 16, 16, 14, 5} which is used as input data for recognition process.
V. RECOGNITION MODEL
A. Hidden Markov Model
In the recognition process, the probabilistic approach, such as the Hidden Markov model [10] , is applied for characterizing gestures representing the Thai alphabet letters. The HMM model can be defined by the following: 1). 2). An initial probability for each state π i , i = 1, 2, …, N such that π i = P( s i ) at the initial step.
3). An N-by-N transition probability matrix, A = {a ij }, where a ij is the transition probability of taking the transition from state i to state j. Learning problem: How do we adjust the model parameters λ = (A, B, π ) to maximize P(O|λ).
The solutions to these three problems are Forward-Backward algorithm, the Viterbi algorithm, and the Baum-Welch algorithm respectively. 
A. Thai Alphabet Recognition
In the evaluation, HMM topology is a fully connected with 3 types of states. About the number of state we take in our consideration the number of segment parts that are contained in possible gesture. The main direction part of all gesture in configuration consists of 8 directions (up, down, left, right, up-right, up-left, down-right and down-left). Intuitionally, we use 8 hidden states with 2 auxiliary states as initialization and output. However, the number of HMM cannot defined precisely by that consideration, it need to be tested with variation. Therefore, we also evaluate the HMM with 5 and 15 states for comparison with 10 states.
For each alphabet, we use 50 observation sequences for training and 100 observation sequences for testing. Table IV and Fig. 11 show the result, we can notice that the HMM with 10 states improvement significantly the result comparing to HMM with 5 state (9%). Although the HMM with 15 states give in global better result than HMM with 10 states but the improvement of correction rate is very insignificant (1%). In conclusion, the HMM with 10 states is good enough for our Thai alphabet recognition system. The demonstration of our system in real-time show in the video at http://www.youtube.com/watch?v=jEZi02EuweY 
