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Abst ract - - In terva l  oscillation criteria are given for the forced second-order linear differential 
equation Ly(t) = (p(t)y') I + q(t)y -- f(t), t E (0, c~), where p, q, f are locally integrable functions 
and p(t) > O, for t > 0. No restriction is imposed on f(t) to be the second derivative of an oscillatory 
function as assumed by Kartsatos [1]. Our results also allow both q and f to change sign in the 
neighborhood at infinity. In particular, we show that all solutions of y" + c(sint)y = t ~ cost with 
fl _> 0 are oscillatory, for c _> 1.3448. This improves an estimate given by Nasr [2] for the linear 
equation. (~) 2004 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
We are concerned here with the second-order linear differential equation of the form, 
Ly (t) = (p (t) y')' + q (t) y = f (t), t • (0, c~), (i) 
where p, q, f are continuous functions, p is positive and continuously differentiable on (0, co). 
It is well known that equation (1) has a unique solution for each set of initial conditions and 
such a solution is continuable throughout [0, ee). We are interested in establishing oscillation 
criteria for equation (1) when both q and f can assume different signs for all large values of t, or 
alternatively q and/or f can both be oscillatory. 
A solution y(t) of equation (1) is said to be oscillatory, if it has arbitrarily large zeros, i.e., for 
any T k 0 there exists t > T, such that y(t) = 0. Equation (1) is said to be oscillatory if every 
solution of (1) is oscillatory. 
In previous work concerning oscillation of forced second-order differential equations, it was 
generally assumed that q(t) k O, see [3-8]. In this case, we can employ a technique introduced 
by Kartsatos [1] where it is assumed additionally that f is the second derivative of an oscillatory 
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function h. This approach was explored in our earlier paper [9] and is applicable to nonlinear 
equations as well. 
When q(t) change signs at infinity, E1-Sayed [10] applied the concept of Sturm Comparison 
Theorem on intervals to settle a problem posed by the third author [9]. E1-Sayed's result was 
simplified in [11] and also extended to forced superlinear Emden-Fowler equation by Nasr [2]. By 
the method of E1-Sayed [10] and Nasr [2], it can be shown that the simple equation, 
yrl +c(s in t )y=cost ,  t >__O, (2) 
is oscillatory if Ic] _> 157r/8 = 5.89. In fact, using a result in [11], the lower bound can be improved 
to ,~0 = 5.7413, which is the smallest eigenvalue of the Stnrm-Liouville problem, 
This is not entirely satisfactory since the companion equation to (2) 
y" + c (sin t) y = sin t (3) 
has the general solution in the form when c ~; 0 
y (t) = c -1 + Ax l  (t) + Bx2 (t) , (4) 
where xl, x2 are linearly independent solutions of homogeneous differential equation 
x" + c (sint) y = 0, (5) 
and A and  B are arbitrary constants. Equat ion  (5) is a Hill's equation whose  solutions are 
known to be oscillatory. Oscillatory nature of the solution y(t) in (4) can be deduced f rom the 
boundedness  or unboundedness  of solutions of (5). If equation (5) has an unbounded oscillatory 
solution, then, (4) is oscillatory by a suitable choice of the constants A and  B. When all solutions 
of (5) are bounded and oscillatory, it is also known that not all the solutions can tend to zero. 
In this case, we  can also choose A and B appropriately so that (4) gives oscillatory solutions for 
fixed c ~ 0. In summary ,  we  can state that, for any c (including c = 0), equation (3) always has 
both nonoseillatory and  oscillatory solutions. We are, therefore, interested to reduce the lower 
bound on Icl so that equation (2) is oscillatory for all such values of c. 
In this paper, we  further improve the results in [2,10] by using new interval oscillation criteria 
for equation (I) and apply to equation (2) to conclude that it is oscillatory, for Icl >__ (25 /72)V /~ = 
1.3448. We speculate that equation (2) is in fact oscillatory when c ~ 0, a lthough we are unable 
to show this even in the case when c = I. 
The  concept of interval oscillation criteria is based upon the observation that Sturm's theorems, 
both for compar ison  and  separation, are results on a specific interval. If there exists a sequence 
of intervals [ai, b~] C [0, c~) with ai < bt _ ai+l < bi+l and limi-.c~ ai = cx~, such that a zero of 
equation (i) can be established on [ai, bi], for all i = I, 2,..., then, the behaviour of functions 
p(t), q(t), f(t) outside these intervals is irrelevant. This idea has been used to study equations 
with damping,  see, e.g., [12] and the references therein. In this paper, we  follow [2,10,11] and 
prove new interval oscillation criteria for the forced equation (I). 
2. MAIN  RESULTS 
In this section, we state and prove our main results. A twice differential function ~(t) is called 
a super-solution of Ly  : 0 on an interval [a, b] C_ (0, c~), if L~(t) >>_ O, for all t C [a, b]. Similarly, 
a twice differential function ¢(t) is called a sub-solution of Ly  = 0 on an interval [a, b ]c  (0, oo), 
if L¢(t) <_ 0, for all t C [a, b]. Our  ma in  results are the following. 
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THEOREM 1. For every T > O, there exist T <_ al < bl <_ a2 < b2 and a super-solution ~i(t) of 
Ly = 0 on [ai, b,] where i = 1,2, such that  L~/ ( t )  ~ 0 and ~[J)(a/) = ~) (b , )  = 0, ~or j = 0, 1 
and 
(--1) / Ti (t) f (t) dt > O. (6) 
i 
Then equation (1) is osciUatory. 
THEOREM 2. For every T > O, there exist T <_ al < bl <_ a2 < b2 and a sub-solution ¢i(t) of 
Ly = 0 on [ai,bi] where i = 1, 2, such that L¢i(t) ~ 0 and ¢}J)(ai) = ~#}J)(b~) = 0 for j = O, 1 
and 
If (-1) / %b/(t) f (t) dt <<_ O. (7) i 
Then equation (1) is oscillatory. 
THEOREM 3. For every T > 0, there exist T <_ al < bl <<_ a2 < b2 and qo(t), ¢(t), super- and 
sub-solutions of Ly = 0 on [al, bl] and [as,b2], respectively, such that L~(t) ~ 0, L¢(t)  ~ O, 
~(J)(~l) = ~(J)(bl) = 0, ¢(J)(a2) = ¢(;)(62) = 0, for j = 0, 1 and 
L b~ L b~ 
(t) f (t) dt <<_ O, ¢ (t) f (t) dt <<_ O. (S) 
1 2 
Then equation (I) is oscillatory. 
The proofs of the above theorems are similar and are based upon the Lagrange's identity 
b 
L [v (t) Lu (t) - u (t) Lv (t)] dt = v (t) (p (t) u (t))' - u (t) (p (t) v (t))'lb. 
We shall prove only Theorem 1. The proofs of Theorems 2 and 3 follow appropriate changes of 
the proof of Theorem 1 and are therefore omitted. 
PROOF OF THEOREM 1. Assume that y(t) is a nonoseillatory solution which is eventually positive 
say y(t) > 0 when t > to, for some to depending on the solution y(t). Multiplying equation (1) 
by the super-solution qol(t) on [al, bl] and integrating from al to bl, we find by the Lagrange 
identity that 
b r b / ,  
Ja 91 (t)Ly@) dt = Ja Y(t) L~l (t) dt ~> O, (9 )  
since by assumption that Lpl (t) ~ 0 and y(t) > O. On the other hand, condition (6) shows that 
the left-hand side of (9) is nonpositive. This is a contradiction. Likewise, if y(t) is eventually 
negative, we see that x(t) = -y ( t )  satisfies the equation Lx(t) = - f ( t ) .  Now repeat he above ar- 
gument using the super-solution ~2(t) on [as, b2] and the positive solution x(t) with condition (6) 
to obtain a desired contradiction. This completes the proof. 
By choosing suitable super- and sub-solutions over appropriate intervals, we can derive corol- 
laries to the above theorems. As an example, we give the following three results as corollaries to 
Theorems 1 and 2. 
COROLLARY 1. Suppose that for any T >__ O, there exist T <_ az < b <_ a2 < b2 and A,")' > 1, such 
that, for i = 1, 2, the function G(t) ~ 0 satisfies 
: + q (t) (b~ - t) ~' (t - ~)~ >_ o, ~ < t < b~, (10) 
and 
ff (-1) / (bi - t) ~ (t - Hi) ~ f (t) dt >_ O. (11) i 
Then, equation (1) is oscillatory. 
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COROLLARY 2. Suppose that for any T >_ O, there exist T <_ al < b < a2 < b2 and A, 7 > 1, such 
that, for i = 1, 2 the function H(t)  ~ 0 satisfies 
H (t) = (p (t) [sin x (bi - t) sin ~ (t - a i ) l ' ) '  + q (t) sin ~ (bi - t) sin ~ (t - ai) _< 0, (12) 
where ai <_ t <_ bi and 
f)' ( -1 )  ~ si~ x (b, - t) sin~ (t - ad f (t) dt <_ O. (13) i 
Then, equation (1) is oscilIatory. 
COROLLARY 3. Suppose that, for any T > O, there exist T <_ al < b <_ a2 < b2 and a > 1, such 
that, for i = 1, 2, She function K(t)  ~ 0 satisfies 
K ( t )= (p ( t ) [ s in~(Tr (b , - t ) ) l ' ) '  (Tr(bi__-_t_)~ \ "b~.:a: +q( t )s in~ \ b i -a i  / >_0, ai<_t<_bi, (14) 
and 
rb~ \( ~- (-b~- - t ) - a,
( -1)  i J , /  sin ~ f (t) dt >_ o. (15) 
Then equation (1) is oscillatory. 
3.  EXAMPLES 
In this section, we present hree examples given to show how our results in the preceding section 
can be applied in cases where all previous results are inconclusive. In the following examples, we 
denote k • {1, 2 , . . . ,  n, n + I , . . .  } the set of natural numbers. Example 1 shows how Corollary 3 
is more effective than earlier results of Nasr [2] with regard to equation (2). 
EXAMPLE 1. Consider the following more general case of equation (2): 
Let 
y" + e ( sin t ) y = tZ cos t, /3>_0. (16) 
{ ° 
~= s inTr \b l _a l  ] , a>l ,  
and al = 2kTr, a2 = bl = 2kTr + % b2 = 2klr + 27r. We can find that 
// (t) f (t) dt = (sin t)" t~ cos t dt 
30 
so that f~  ~(t)f ( t )  d t< 0. Now K(t)  in (14) for k = 0 satisfies on In1, bt], 
K (t) = [sin ~ t]" + c sin 1+~ t _ 0, t • [0, ~r], (17) 
from which a lower bound of c is to be determined. Carrying out the differentiation in (17), we 
obtain 
(a - 1) a cos 2 t - c~ sin 2 t + csin a t _> 0. (18) 
To find a lower bound for e, we reduce (18) to 
c> max { (~- l )  ac°s2t -as in2t}  
- -  o<t<~/2 sin 3 t 
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Denote 
It is easily computed 
F(t) = (a- l)scos2t-ssin2t 
sin 3 t 
1 COS t 
F '  (t) = ~s  ( -6  + 5s  + s cos 2t) 
sin a t" 
We solve F ' ( t )  = 0 to obtain t = 7r/2 or 
cos 2 t -- 3 - 2a (19) 
C~ 
At t = 7r/2, F(t)  attains the value s.  For the second case, when t satisfies (19), we observe that,  
for fixed s > 1, F ( t )  attains the maximal value (2s 2 -2s )aa /2 / (3s -3 )  3/2, which has a minimum 
value (25 /72)x /~ -- 1.3448 when a = 5/4. Thus, we obtain a lower bound for c with the value 
1.3448 which improves the result 157r/8 = 5.89 in Nasr's paper [2] in the linear case with ~ -- 0. 
The second example deals with the forced Mathieu's equation. We compare our findings with 
E1-Sayed [10] and Komkov [13] for the unforced equation. 
EXAMPLE 2. Consider the following equation: 
y" + (a + b sin t) y=kt  ~cost ,  /~>0 and k_>0. (20) 
Similarly as in Example 1, we choose ~(t) = (sint) ~, s > 1 and al  = 2kzr, a2 = bx = 2k~r + % 
b2 = 2krr + 2~r. For the oscillation of this equation, we require that a, b satisfy 
s sin 2 t - (a - 1) s cos 2 t 
a + bsint  > (21) 
- s in  2 t ' 
for t E (0, z@ In (21), we change variable by x = sint to obtain a equivalent inequality 
bx a + (a -a  2) x 2 + (s 2 - s )  20 .  
Denote f (x)  = bx a + (a - s2)x 2 + (s  2 - s) .  Then, f(0) = s 2 - s > 0, f ' (x)  = 3bx 2 + 2(a - s2)x,  
and f " (x )  = 6bx+2(a-s2) .  At the end point x = 1, in order to f(1) >_ 0, we need the condition 
on a, b so that 
a+b-  s > 0. (22) 
The critical points of f (x)  are x = 0 and 2 = 2(a 2 - a)/3b. To conclude oscillation of equa- 
tion (20) by Corollary 3, we need f (2)  > 0, namely 
27b 2 (a e - s )  - 4 (s  2 - a) a _> 0. (23) 
So, equation (20) is oscil latory if (22),(23) are satisfied. Equation (20) when k = 0 is known as 
the Mathieu's equation and it is oscillatory, for a > 0. When a < 0, we can take b _> s 2 - a so 
that (22) is satisfied since c~ > 1 and simplify (23) to obtain 
(23s - 27) > -4a .  (24) 
To satisfy (24), we can choose s _> a0 where s0 is given by 
ao = ~-~1 (27 ÷ ,/729 - 368a) , a _< 0. (25) 
when a = -1 ,  then, (25) yields a0 = 1.306978. So, if b >_ 2.7082 then, equation (20) is oscillatory. 
In the unforced case, E1-Sayed's result [10] gives b _> 2.5. We note that  there is a sharper estimate 
for oscillation in the unforced case by Komkov [13], which requires only a + (1/2)b 2 > 0. 
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Unfortunately, Komkov's proof has an error, and the best estimate available seems to be a + 
(2/5)b 2 ~ 0, which, in case a = -1 ,  gives b >_ ~ = 1.581, a better result for oscillation than 
E1-Sayed's b > 2.5. It may also be tempting to work with (23) directly by setting b = a + 1. 
This would require finding some a so that (24) holds, i.e., 27a(a - 1)(a + 1) 2 > 4(a 2 + 1) 3. In 
fact, This can happen only at a = (1/4)(3 ÷ v /~)  = 1.780775 with equality and for no other 
values of a > 1. So, if a = -1  and b > 2.780775, then equation (20) is oscillatory, but this lower 
bound for b is inferior to that obtained by using (24) and (25) with a = -1  yielding b> 2.7082 
given above. We speculate that the lower bound on b for the oscillation of forced equation can 
be further improved to b > x/-~----5. 
In the third example, we demonstrate the use of another super-solution and obtain oscillation 
of a special case of equation (1) with different frequencies. 
EXAMPLE 3. Consider the following equation: 
y" + c (sin 2 )y  = cost. (26) 
For any T ___ 0, we choose T __< al = 4krr < bl = 4k~r + ~r, a2 = (4k + 2)7r < b2 = (4k + 3)7r. 
Let ;~ = ~' > 1 in Corollary 1. Note that condition (11) is satisfied. Then, we need to choose 
suitable c, so that G(t) defined by (10) satisfies, for k = 0 
or 
c (Tr - t) 2 t 2 sin 2 + )' ((4/~ -- 2) t 2 -- (4A -- 2) 7rt + (/k -- 1) 7r 2) > O, 
which upon changing t = 7r/2 - 5 becomes 
where K~ = (2A - 1) -I. To find a lower bound of c, We reduce (27) to 
where maximum is taken over A > 1 and 0 <_ x = 32 < 7r2/4(2>, - 1). Put 
We readily obtain 
i 42 - x) Z F~ (x) = Tr21-)~2 + 3)~ ) - 2)~x (2)~ - l ) <_ O, 
if ~ _ 3/2 and 0 < x < ~r/2. So, using (29) and (30) in (28), we find that if c satisfies 
c > F (0) = 5.332, 
- s in  ( , - , /4  - 
then, equation (26) is oscillatory. 
(27) 
(2s )  
(29) 
(30) 
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