Abstract In this paper, a modeling approach for burst traffic using a MAP whose underlying process has a tree structure (T SMAP ) is proposed. Characteristics of a MAP/G/1 queue are analytically obtained. For large batch size, however, there are elaborate calculations. The spectral method is applied to overcome this problem. The rate matrix of a T SMAP is estimated by the EM algorithm. For a trace-driven simulation and our analytical model, probability density functions of the number of data units in the queueing system are quite similar. Using short-term dynamics of queueing system, the long-term dynamics is estimated. Let M be the number of phases of an underlying process for a MAP . For k = 0, 1, 2, . . ., let D k and A k be an M × M transition rate matrix with k batch arrivals and an M × M phase transition matrix with k arrivals during a service time, respectively. A(z) and D(z) are corresponding z−transforms. For a MAP/G/1 queue, the calculation of a stationary probability distribution of a queue length needs two steps: The computation for a boundary vector of phase probabilities of the idle state at a service completion epoch and the computation for a stationary probability. For both steps, the Bini and Meini methods ([4], [5] and [15]) are effective among currently available methods applicable to a general MAP . However, the Bini and Meini methods or other analytical methods which need A k are available only in limited batch size because large computation time is required. To overcome this difficulty, this paper proposes a spectral method based on eigenvalues and eigenvectors (see [8] [25] and [28]). For the first step, a boundary vector is obtained by calculating M zeros of det(zI − A(z)) in the unit disk (see [9] , [10] and [11]). In order to find all zeros, high computational complexity is required, and there are few implementations for it using the spectral method. For the second step, the stationary probability is calculated using the fast Fourier inversion transform. In these two spectral methods, the stationary probability is calculated without A k . For a birth-death modulated Markovian arrival process (BDMMAP ) introduced by Nishimura [23], it is demonstrated that eigenvalues of D(z) are real and distinct. All M zeros in unit disk are precisely obtained
Introduction
In communication networks, both arrival rates and sizes of actual traffic data fluctuate widely. Recent studies have suggested that measured traffic exhibits a complex behavior like self-similarity or bursty, e.g. [13] and [26] . A Markovian arrival process (MAP ) introduced by Neuts [19] is a versatile point process and its queueing model is highly tractable (see [19] and [14] ). There are many literatures on network traffic modeling using a MAP , e.g. [1] , [6] , [12] and [27] .
Let M be the number of phases of an underlying process for a MAP . For k = 0, 1, 2, . . ., let D k and A k be an M × M transition rate matrix with k batch arrivals and an M × M phase transition matrix with k arrivals during a service time, respectively. A(z) and D(z) are corresponding z−transforms. For a MAP/G/1 queue, the calculation of a stationary probability distribution of a queue length needs two steps: The computation for a boundary vector of phase probabilities of the idle state at a service completion epoch and the computation for a stationary probability. For both steps, the Bini and Meini methods ( [4] , [5] and [15] ) are effective among currently available methods applicable to a general MAP . However, the Bini and Meini methods or other analytical methods which need A k are available only in limited batch size because large computation time is required. To overcome this difficulty, this paper proposes a spectral method based on eigenvalues and eigenvectors (see [8] , [9] , [10] , [11] , [16] , [20] , [21] , [24] , [22] , [23] , [25] and [28] ). For the first step, a boundary vector is obtained by calculating M zeros of det(zI − A(z)) in the unit disk (see [9] , [10] and [11] ). In order to find all zeros, high computational complexity is required, and there are few implementations for it using the spectral method. For the second step, the stationary probability is calculated using the fast Fourier inversion transform. In these two spectral methods, the stationary probability is calculated without A k . For a birth-death modulated Markovian arrival process (BDMMAP ) introduced by Nishimura [23] , it is demonstrated that eigenvalues of D(z) are real and distinct. All M zeros in unit disk are precisely obtained by the bisection method and the stationary probability is calculated precisely. As a natural extension of a BDMMAP , a tree structure MAP (T SMAP ) is introduced in [22] . The effectiveness of the spectral methods for a T SMAP is also shown.
Bellcore Ethernet LAN trace (Available http://ita.ee.lbl.gov/) has bursty and shows a self-similar nature, e.g. [13] . For this trace, [27] discusses a fitting problem using their Markovian model that has an ON-OFF source whose sojourn time of OFF states are geometrically distributed. This model is also described as a T SMAP . And [1] proposes the fitting algorithm by considering the covariance structure of the input process and a superposition of heterogeneous two-state Markov modulated Poisson processes.
The main objective of this paper is to model Bellcore Ethernet trace by a T SMAP . From the frequency of the trace, data lengths are classified into four levels. Each level shows different characteristics. Using this classification, rate matrices D k are estimated by the EM algorithm. For Markovian model, Asmussen et al. ([3] and [2] ) proposed an estimation method for phase type distribution using the EM algorithm. Setting an assumption, we applied the EM algorithm to the estimation of D k with a tree structure. For the estimated matrices, the stationary probability of the queue length of a T SMAP/D/1 at an arbitrary time is calculated by the spectral methods. We focus on the probability density distribution of the queue length. For the trace-driven simulation and our analytical model, the probability density functions of the data units in the queueing system with a constant service time are derived. With this procedure, the short-term dynamics of queueing systems with different arrival rates are shown. From two discriminative short-term dynamics, the long-term dynamics is estimated using the concept of a "nearly completely decomposable" system. This system is originally introduced by Simon and Ando [29] for the area of economics and physics. And it is applied to queueing networks by Courtois [7] . Under this concept, systems of great size and complexity can be estimated using small subsystems. A nearly completely decomposable T SMAP over a long interval is constructed from two completely decomposable T SMAP s over the short-term intervals. From the second-order self-similarity, parameters for the long-term dynamics are determined.
In Section 2, our model is specified from data analysis. In Section 3, the rate matrix of a T SMAP is estimated by the EM algorithm. In Section 4, for a queueing analysis and a simulation, the distributions of the data units in the system are obtained. In Section 5, a nearly completely decomposable T SMAP is constructed by connecting two estimated T SMAP s. Numerical results are also given. The summary and concluding remarks are given in Section 6. In Appendix, the spectral methods for the computation of the queue length of a T SMAP/G/1 and for the EM algorithm to estimate D k are summarized. Note that terms "data length" and "packet" is used as "batch size" and "customer", respectively throughout this paper.
The Model Specification
In this section, our model is specified from the data analysis of Bellcore Ethernet LAN trace. The trace consists of the arrival time in seconds and the data length in bytes. Note that one byte (not one packet) is regarded as one arrival of the input process and consider various data length. The total number of packet arrivals is one million. The first 7 data are in Table  1 : the length of first arrival packet is 87. The whole one million packets is divided into ten parts, and the arrival rate of data units per second for each 100,000 packets is calculated as shown in Table 2 . In later discussions, we call the arrival rate of data units as the arrival rate λ simply. It is found that the arrival rate is unsteady, and traffic seems to be a non-stationary process. The lowest arrival rate 254919.0 is about half of the highest one 543780.4. Denote these time subintervals (0, 210.761734) and (1222.526978, 1354.025757) as Interval I and II, respectively. Next, the distribution of the Ethernet data length is illustrated in Figure 1 whose horizontal and vertical axes are the data length and the cumulative distribution function, respectively. The Ethernet LAN trace includes some large data lengths, e.g. lengths of 1518, 1330, and the arrival rate varies widely from high to low. The frequency of particular data lengths is high: the frequency of 1082 is about 40 % for this trace. From this result, the data length is classified into 4 levels as level 2 0 < x ≤ 160 level 3 160 < x ≤ 600 level 4 600 < x ≤ 1300 level 5 1300 < x. Table 2 shows the number of arriving packets among 1,000,000 whose starting and terminating levels are i and j (i, j = 2, . . ., 5), respectively. For example, the first transition is from level 2 (x = 87) to level 2 (x = 142), and the two successive visits to level 4 accounts for about 30 % of whole 999,999 transitions. Let q i (n) be the probability of the n times of successive visits to level i without visiting other levels. The distribution is illustrated in Figure 2 where horizontal and vertical axes are the number of successive times k and
Let F i,j (t) be the probability that the inter-arrival time is less than or equal to t, given that the starting and the terminating levels are i and j, respectively. When F i,j (t) is ex- ponential with the parameter λ, log(1 − F i,j (t)) is a straight line which goes through the origin with the slope −λ. Similarly, when F i,j (t) is a mixture of two exponential distributions, the curve log(1 − F i,j (t)) is piecewise linear approximately. In Figure 3 , we illustrate log(1 − F i,i (t)) with the horizontal axis t where the starting and the terminating levels are same. From shapes of these curves, F 2,2 (t) seems to be the mixture of exponential distributions with positive weights and F 3,3 (t), F 4,4 (t) and 
Define a terminating phase of the inter-arrival time as the phase of the underlying process just after an arrival occurs. For the construction of the EM algorithm, the following assumption is set.
Assumption 1 For each data length k, there exists the unique terminating phase i = i(k).
The intermediate phase of the underlying process is unobservable. However, setting the above assumption may enable us to observe starting and terminating phases of each inter- arrival time from the data length. As discussed in Appendix C, the EM algorithm for a MAP can be constructed and by using the spectral method the infinitesimal generator of a T SMAP can be estimated effectively. From (a), the terminating phase of arrivals in level i is phase i. From (b), we assume that all terminating phases (i = 2, . . ., 5) are connected with the phase 1 which is the root node of the graph with a tree structure. From (c), for each terminating phase i, the phase i is added in order to represent a hyper-exponential distribution. Assume that 1, 2, 2 , . . ., 5, 5 are arranged as a tree graph illustrated in Figure  4 , where a double circle with phase i represents a terminating phase i. For i = 2, . . ., 5, let f i (z) be the generating function of the data length when an arrival occurs at (
From the distribution of the data length in Figure 1 , we set
The EM Algorithm
In statistics, the EM algorithm has been widely used as parameter estimation from incomplete data. This algorithm consists of two steps: Expectation
Step (E-Step) and Maximization
Step (M-Step). In the E-step, given the observed data and the previously estimated parameters, the conditional expectations of the sufficient statistics are computed. And in the M-step, using the conditional expectations calculated in the E-step, the likelihood is maximized. These two steps are repeated alternately. For Markovian models, Asmussen et al. ([3] and [2] ) apply the EM algorithm to the estimation of an initial vector and a rate matrix for a phase-type distribution from the sequence of the inter-arrival time. From the trace, we can not observe intermediate phase transition epochs, so the initial vector and the infinitesimal generator are estimated from incomplete data. Now, return to our model. The term "level" in the previous section is regarded as "phase" of a MAP . For the first 7 packets of 1,000,000, the starting phase (S.P.) i, the terminating phase (T.P.) j and the inter-arrival time (I-A.T.) y of the underlying process are given in Table 4 . From the data set (i ν , j ν , y ν ) (ν = 1, . . ., N), the infinitesimal generator of the underlying process with the specified structure is estimated by the EM algorithm. For details, see Appendix C. 
Numerical Results of 100,000 Packets
In this section, we analyze the data over the intervals with the lowest and the highest arrival rates in Table 2 , i.e. Interval I and II. 4.1. Interval I For Interval I, let S (1) = {s (1) i,j } and T (1) = {t (1) i,j } be transition rate matrices with and without arrival, respectively. From data set (i ν , j ν , y ν ), ν = 1, . . . , 100, 000, using the EM algorithm in Appendix C, S (1) and T (1) are estimated as 
i ,i ) and for i = 4, 5 s
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are large, whereas t (1) i ,i is almost zero. This shows that additional phases 4 and 5 play an important role and the path of phase transition
occurs when large data length (i = 4, 5) appears within a short time. From Assumption 1 and equation (1),
Next, the fitting of z-transform D (1) (z) is evaluated. Real packet stream is transmitted through a queueing system. As a criterion of fitting evaluation, we consider the probability density function of the number of data units waiting in the system. Note that for an ordinal analysis of the queue length of a MAP/G/1, a service completion epoch is treated as an observing point, while an arbitrary time is considered here. For Bellcore LAN trace, we run a simulation for the single server queue with a constant service rate. And an analytical result for a T SMAP/D/1 queue is derived by spectral methods in Appendix B.
For λ = 254919.0 and ρ = 0.254919, the probability density functions p n (n = 0, 1, 2, . . .) for both the simulation and the analytical model are calculated. From Little's formula, idle probabilities at an arbitrary time for them are same p 0 = 0.7451 in our numerical results. Compared with this value, p n (n = 1, 2, . . .) is relatively small. So the probability density functions without the idle probability are illustrated in Figures 5 and 6 . From the same reason, the idle probability is omitted from the figures of this type in the following section. The mean, the standard deviation, the coefficient of variation, and the idle probability are given in Table 4 
Interval II
For Interval II, the same tree structure previously specified is used and the infinitesimal generator is estimated by the same procedure for Interval I. Let S (2) = {s (2) i,j } and T (2) = {t (2) i,j } be rate matrices with arrival and without arrival, respectively. Using the EM algorithm, from the data set (i ν , j ν , y ν ), ν = 600, 001, . . . , 700, 000, S (2) and T (2) are estimated as 
As defined before,
Similar to Interval I, for Interval II, the large data length (i = 4, 5) appears within a short time through the path ( * ). On the other hand, the arrival rate of 100,000 packets for Interval II is almost twice as high as that of the first one. For λ = 543780.4 and ρ = 0.5437804, the probability density functions are shown in Figures 7 and 8 . Those characteristics are shown in Table 4 .1 which differs from that of Interval I. For example, see t (1) 1,i and t
1,4 and t
1,5 This means that Interval I intends to visit phase 2 or 3 frequently, whereas Interval II intends to visit phase 4 or 5. These results are also predicted from Table 1.
A Nearly Completely Decomposable TSMAP
In the previous section, we estimate two T SMAP s from the short-term data: 100,000 packets. There are several differences between components of D (1) (z) and D (2) (z). In this section, we attempt at estimating whole data from the results of two discriminative intervals, i.e. intervals with the lowest and the highest arrival rates.
Simon and Ando [29] introduce the concept of a "nearly completely decomposable" system and apply it to economics, physics etc. The principal idea of this system is as follows: for each subsystem, the intragroup interaction may be defined as if the intergroup interaction did not exist, and the intergroup interaction may be defined independently of the intragroup interaction. This concept is used as a technique in order to evaluate the dynamics of systems of great size and complexity. And it is applied to queueing networks and computer systems by Courtois [7] .
Using the concept of a nearly completely decomposable system, a nearly completely decomposable T SMAP is constructed from the two heterogeneous T SMAP s in this section. As illustrated in Figure 9 , the phase 0 connects two T SMAP s and is the root node of the graph with new tree structure. Note that a tree structure is preserved under this construction. The rate matrix D(z) corresponding to this new T SMAP is composed of two matrices D (1) (z) and D (2) (z) on the diagonal. The explicit representation is
where s 1 and s 2 connecting two short-time T SMAP s have an influence on long-term dynamics.
The second-order self-similarity It is recognized that the measured network traffic shows the self-similar nature. In particular, the second-order self-similarity is widely studied, e.g. [13] . This property is shown by considering the aggregated processes of LAN trace. Here we use following expressions. Let X(0, T ) and Var[X(0, T )] be the number of arrivals during (0, T ) and its variance in the stationary version, respectively. If arrivals are formulated as an asymptotically second-order self-similar process with the Hurst parameter
So, log 10 (Var[X(0, T )]/T ) is approximated by a linear function of log 10 T with slope (1 − β).
To observe the second-order self-similarity of LAN trace, we consider an aggregated process X i (T ) of the number of data units during Figure 10 , whose horizontal axis is log 10 T . The length of the linear segment with a positive slope is considered as the time scale of the second-order self-similarity. The time scale of LAN trace seems to be greater than 4. For a MAP, the variance Var[X(0, T )] of the aggregated process is analytically derived in [17] and [28] . Here we consider the second-order self-similarity as the criterion for determining s 1 and s 2 . When s 1 = 100 and s 2 = 0.1, the solid line fits well with the dotted line in Figure 10 . In this case, the arrival rate of the nearly completely decomposable T SMAP is 384477.4. It also fits with that of all the 1,000,000 packets (362742.8 in Table 2 ). Numerical results of 1, 000, 000 packets Finally, we make an analysis of long-term dynamics for 1,000,000 packets for ρ = 0.36 and 0.5, i.e. same traffic intensity and higher one. For each distribution, the mean, the standard deviation, the coefficient of variation, and the idle probability at an arbitrary time are given in Table 8 . For ρ = 0.36, the probability density functions are illustrated in Figures 11,12 and the value of the density p n and the cumulative distribution function F (n) are given in Table 7 . Each value of analytical model fit well to that of simulation results. For ρ = 0.5, the probability density functions are illustrated in Figures 13,14 . This case may needs a modification of the model. 
Concluding Remarks
In this study, a modeling procedure of burst traffic using a MAP is proposed. Our model allows for relatively large batch arrivals. Bellcore Ethernet LAN trace is used as raw data. The maximum Ethernet data length is 1518. In order to deal with such large data length, enormous calculations are required, particularly the calculation of A k . Considering a T SMAP and using three spectral methods in Appendix B, this difficulty is overcome. First, by classifying the data length into levels and setting Assumption 1, the detailed structure of a T SMAP in Figure 4 is specified. Next, the infinitesimal generator of the underlying process is estimated by the EM algorithm. It should be noted that the tree structure is preserved through iterations. By applying the spectral method for the EM algorithm, the result is obtained after 26 iterations for 100,000 packet arrivals. The computing time required for each iteration is about 20 minutes on a 1.5GHz Pentium processor with 512 MB RAM, which is shorter than that of the Runge-Kutta method in [3] .
The spectral method is very useful although it needs the assumption of distinct eigenvalues. In our model, as a numerical results, the following three types of eigenvalues are distinct; eigenvalues of T , all zeros zI − A(z) on the unit disk and for each z on the unit circle and all eigenvalues D(z). That is to say, Assumption 2 is satisfied numerically. In our experiments, we have never encountered the multiple eigenvalues for the other T SMAP models, so the Assumption 2 seems not so strong in applications.
We focus on the density function of the queue length, not the cumulative distribution. For the trace-driven simulation and our analytical model, the probability density functions are quite similar. It is notable that our newly method can calculate the probability density function of the queue length precisely even though there are large batch arrivals which other methods can not deal with. However, the long-term dynamics of a queueing system is not predicted well in Section 5. That is, the influence of parameters s 1 and s 2 on the distribution remains unclear. With regard to this attempt, these points should be refined. 
A. A Markovian Arrival Process
is the probability generating matrix function of the number of arrivals during a service time. Assume that the traffic intensity ρ = λ µ < 1. Let p n = (p n,1 , . . ., p n,M ) (n ≥ 0) be the M -dimensional row vector whose ith entry is the stationary joint probability that an arrival phase is i and the number of customers in the system is n at an arbitrary time. Let G and g be the phase transition stochastic matrix of the first passage time from the level n + 1 to the level n and its invariant probability vector (gG = g, ge = 1), respectively. The probability generating function p(z) is given by
see [14] . Let α i (z) (i = 1, . . ., M) be the eigenvalues of D(z) and u i (z) and v i (z) be corresponding normalized left and right eigenvectors:
Particularly, α 1 (1) = 0, u 1 (1) = π and v 1 (1) = e. To simplify our discussion, the following regularity condition is set.
Assumption 2
All eigenvalues α i (z) (i = 1, . . ., M) discussed in this paper are simple.
B. The Spectral Methods for the Stationary Probability
For a BDMMAP and a T SMAP , spectral methods for the calculation of the probability of the queue length at a service completion epoch are in [22] and [23] . The probability of the queue length at an arbitrary time is derived by its easy modification. 
Calculation of the matrix G

Calculation of the stationary probability
Using the fast Fourier inversion transform of the probability generating function p(z), the spectral method for the calculation of a stationary vector p n is given.
Proposition 2 For a sufficiently large N 1 , let ω = e i2π/N 1 . Then
. . .
In this equation, for k = 0 and i = 1, we define as
The probability of the queue length n at an arbitrary time is given by p n = p n e.
C. The Spectral Method for the EM Algorithm
In [3] and [2] , Asmussen introduced the EM algorithm for the phase type distribution. The components of an initial vector and a phase transition matrix are estimated using an inter-arrival time as observed incomplete data. Based on this idea, the transition rate matrix of a MAP are estimated under Assumption 1. Denote S = (s k,l ) ≡
• E-step Under the condition of the estimated matrices (S, T ) are estimated as follows:
• M-step From Z , the maximum likelihood estimators of the elements of (S, T )
[τ +1] are given by
