A generalized Cohen-Grossberg neural network with both ordinary and neutral type discrete time varying delays is considered here. Behaved functions are not required to be differentiable. Sufficient conditions are presented for the uniqueness of periodic solution. By using Lyapunov stability theory and Linear Matrix Inequality (LMI) technique sufficient conditions are derived to ascertain the global exponential stability of periodic solution. Results are also verified by solving a suitable General Eigen Value Problem (GEVP). A numerical example is given to verify the obtained results.
Introduction
Cohen-Grossberg neural networks(CGNNs) [1] is quite general and includes several famous neural networks such as Hopfield neural networks, cellular neural networks as its special cases. These neural networks have received increasing attention due to wide and important applications in the field of associative memory , parallel computation and optimization problems. Since the transmission of information from one neuron to another is not instantaneous,hence time delay should be incorporated to the system. Studies on delayed neural dynamical system not only involve discussion of stability property, but also involve other dynamics behaviors such as oscillations, bifurcation and chaos. Among them studies on periodic solution have great importance for their wide application in brain dynamics, storage patterns or memory patterns. Several papers [2, 3, 4] are devoted to study the stability of periodic solutions of delayed neural network models. In study of periodic dynamics of neural networks for above mentioned applications, it is necessary to take into consideration that, how long systems take time to converge to the periodic solution. Practically, faster convergence makes a system more effective. Hence it is prime importance to study global exponential asymptotic stability of periodic solutions. Some papers [5, 6, 7] were devoted to investigate exponential stability of periodic solution for the system of Cohen-Grossberg neural networks with ordinary time delays. They studied existence of periodic solutions by means of coincidence degree theory.
It is natural and important that time delays are dependent on the past state. Some information about the derivative of the past state are contained to the system as differential equation of neutral type, such as partial element equivalent circuits, transmission lines in Electrical Engineering, controlled constrained manipulators in Mechanical Engineering and population dynamics.To explore more neutral type phenomena see [8] [9] [10] [11] [12] [13] .
Motivated by the above discussions, we have considered Cohen-Grossberg type neural network with neutral delays in the form of the following system of nonlinear ordinary delay differential equation:
where n(≥ 2) is the number of neurons in the networks. x(t) = (x 1 (t), ..., x n (t)) T ∈ R n , x i (t) corresponds to the potential of the i-th neuron at time t. a i (.) represents an amplification function, b i (.) is an appropriately behaved function such that the solutions of system (1) remain bounded and it is not required to be differentiable. C = (c ij ) n×n , c ij represent connection strength of the j-th neuron on the i-th neuron. D = (d ij ) n×n , d ij and E = (e ij ) n×n , e ij denote the delayed connection strengths with time varying delay τ ij (t) and neutral time varying delay σ ij (t). Ignoring the neuronal excitatory and inhibitory effects we take into account the entries of connection matrices are independent of sign. g j (.) is the activation function in the system (1) for both discrete time varying and neutral time varying delay. To make the model (1) more realistic,the input is considered as function of t.
Our objective is to study the uniqueness of periodic solution and to derive the sufficient conditions considering a suitable Lyapunov functional for the global exponential stability of the unique periodic solution of system (1) based on linear matrix inequality(LMI) approach [14] and to deduce the rate of convergence. These LMI based criteria are computationally efficient and flexible. To verify the sufficient conditions we formulate the General Eigen Value Problem(GEVP) in which sufficient conditions are more refined.We solved this GEVP and derived results by using MATLAB LMI Control Tool Box [15] . This result is justified with graphical representations taking appropriate example using MATLAB. Up to now, to the best of our knowledge, few research work has been done on the global exponential stability of the periodic solutions of Cohen-Grossberg type neural networks with both ordinary and neutral time varying delays based on LMI technique. Application of this technique to many earlier works will give improved results. Moreover, the result obtained is less restrictive and easy to apply in different applications.
Mathematical Preliminaries
Throughout this paper, for delayed CGNNs model(1) the following assumptions are made: A1: Each amplification function a i (u) is bounded, positive ie. there exists constantsā i and a i such that 
where, a i,j (.), b i,j (.) are con-tinuously periodic functions and I i (.) is continuously periodic function of t defined on t ∈ [0, +∞] with common period ω > 0. τ ij (t)andσ ij (t) are continuously differentiable functions such that
and [18] ) Let x=0 be an equilibrium point of a dynamical system and let V : R n → R be a continuously differential function such that 
T of same system, and for
−γt holds f or all t ≥ 0.
Existence and Uniqueness of Periodic Solution
An equilibrium point can be viewed as a special periodic solution of neural networks with arbitrary period. In our previous work [19] , we studied the existence of periodic solutions for same model (1) by the means of k-set contractive operator theory. Now, by using inequality matrix technique we are going to establish uniqueness of ω−periodic solution of (1). Let us assume system(1) has at least one ω−periodic solution
n and x(t) = (x 1 (t), x 2 (t), ..., x n (t)) T ∈ R n is an arbitrary solution. Dynamic behaviors of system (1) can be described by the following state equationẋ
where,
According to assumption A 1 , a(x * )is positive.So we have,
We consider the following transformation to shift the periodic solution x * to origin.
Theorem 3.1 Assume A 1 −A 3 hold, the origin is an unique ω-periodic solution of system (4) if there is a positive diagonal matrix
Proof: Let us take y * is another constant ω− periodic solution of (4). We have,b (y
We are going to prove this theorem by the method of contradiction. Let us consider y * = 0. Multiplying both side of (6) by 2y * H and considering the i-th component we have,
and 2y
Combining (7) and (8) we obtain 
Global Exponential Stability
In this section, we are going to establish sufficient conditions for global exponential stability of unique periodic solution of system (1) by using Lyapunov functional and LMI techniques and to verify our results by introducing a GEVP. where,
First we consider a Lyapunov functional V (y(t)) as follows
The time derivative of V (y(t)) along the trajectories of system (4) iṡ
It is clear that with the given condition (10),V (y(t)) ≤ 0. We assume
So V (y(t)) is radially unbounded since V (y(t)) → ∞ as y(t) → ∞. According to the Lyapunov stability theory the origin of system (4) is globally asymptotically stable. Moreover,
From above results we have
where
λm(S)
] So the origin of system (4) is globally exponentially stable with γ as the rate of convergence. Corollary 4.1 Suppose that time delays τ (t) and σ(t) satisfy (2) . The origin of system (4) is globally exponentially stable if there exist positive definite matrices P, Q, S, T, K1, K2 and a scalar α satisfying the following general eigen value problem(GEVP): Minimize α subject to
From the time derivative of V (y(t)) in (11) along the trajectories of system (4) we obtain the required result by similar method as above in the proof of theorem 4.1.
Numerical Example
Let us consider the following neutral type CGNNs for two neuronṡ
where we assume g(x(t))=tanh(x(t)) A = 4 0 0 4
Here we take b 1 (x(t)) = 0.3sin(x(t)) and b 2 (x(t)) = 0.3cos(x(t)) I 1 (t) = sin(t), I 2 (t) = cos(t), τ(t) = σ(t) = sin(t). Fig.1 depicts the time response of state variables x 1 (t) and x 2 (t) with the initial point [0.12, 0.12]. This time response presents stable periodic oscillations. Fig.2 depicts the phase response of the state variables x 1 (t) and x 2 (t) presenting same limit cycle for two initial points: one in inside [0.005, 0.005] and other [0.12, 0.12] from outside. This phase response exhibits stable limit cycle.
Comparison
Xiang and Cao [6] and Liu et al. [7] studied global exponential stability of periodic solution to Cohen-Grossberg BAM neural network with only ordinary discrete time delays, however the model (1) is more general and realistic due to incorporation of neutral time varying delays. Sufficient conditions are obtained using LMI approach, which is computationally efficient than analysis method and inequality technique used in [6, 7] . Approximately behaved function is not required to be differentiable or locally Lipschitz. Moreover rate of convergence can be deduced from the result obtained here.
Conclusions
Sufficient conditions are obtained here to ascertain the uniqueness and global exponential stability of periodic solution for generalized neutral delayed CGNNs model using LMI approach constructing easy and simple Lyapunov functional. A mathematical expression is deduced for calculation of rate of convergence explicitly. These results are verified by using MATLAB LMI Control Toolbox and presenting graphical representations for neutral system. The conditions are less restrictive and easy to calculate than earlier works [6, 7] .
