Describing the microscopic details of the interaction of magnets and spin-polarized currents is key to achieve control of such systems at the microscopic level. Here we discuss a description based on the Keldysh technique, casting the problem in the language of open quantum systems. We reveal the origin of noise in the presence of both field-like and damping like terms in the equation of motion arising from spin conductance.
I. INTRODUCTION
The spin transfer torque (STT) is one of the most studied spintronics effects [1] , in particular due to its applications in storage devices. Indeed, the magnetization direction of a ferromagnetic layer, acting as a bit, can be flipped by means of a spin-polarized current, inducing a torque [2, 3] .
The dynamics of the macroscopic magnetization in presence of a magnetic field is usually described by the Landau-Lifshitz-Gilbert (LLG) equation, which can be introduced by phenomenological arguments [4, 5] . In the LLG equation, two types of terms are usually considered. The first type includes the torque exerted by the total effective magnetic field (the torque is perpendicular to both the magnetization and the magnetic field), whereas the second type takes care of damping effects (the torque is perpendicular to both the magnetization and to its time derivative). In the context of the STT literature, polarized currents appear as additional terms, which may have both a field-like or a damping-like character, depending whether they act as the torques of the first or second type [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . In hybrid ferromagnetic-metal systems [16] [17] [18] , the coupling of the electrical current to the macroscopic degree of freedom of the magnetization is obtained by an exchange interaction. Furthermore, the interface between the ferromagnet and the metal is described by an effective spin-mixing conductance [7, 17, 19] . Within such approach, the dynamics of the magnetization remains purely quasiclassical and the focus is on the diffusive aspects of the charge and spin dynamics of the free carriers.
In recent years, the advances in fast time-resolved measurements have showed that the magnetization dynamics of a nanomagnet crossed by a polarized current presents a stochastic behaviour at a short time interval [20] [21] [22] [23] . In such regime, the arising noise should not be such to disturb the device operation, and it could even be engineered to help the magnet switching, reducing dissipative effects and heating of the material [24] . In this respect, it is fundamental to root the phenomenological quantities in the LLG equation in a microscopic description of the magnet as well as of the current, able to take into account noise and quantum effects in the dynamics.
The effort of deriving a microscopic description has been carried out by means of different approaches. In [25] , a model was constructed, based on a tunneling Hamiltonian between two normal metal layers separated by a magnet, adopting the Keldysh formalism [26] to account for the interaction between the magnet and the spin current. The form of the Hamiltonian contains coupling constants that remain to be determined based on phenomenological considerations. In [27] , instead, an explicit exchange interaction Hamiltonian between free propagating electrons and a localized magnetic impurity is considered. The dynamics is then described by means of the associated scattering matrix, while considering the idealised case of a current made of single electrons arriving at the impurity site separately at given times. This is a powerful model for a single magnet, but it presents some difficulties in extending it to more general instances, including coupling to multiple magnets or the presence of electron-electron interaction.
In this paper we combine the two approaches and adopt the Hamiltonian of Ref. [27] using the Keldysh technique (see e.g. the book by Rammer [28] for a pedagogical introduction), formulated in the context of functional integrals [29, 30] , to obtain a systematic perturbative expansion around the semiclassical limit represented by the LLG equation. Differently from previous investigations we highlight the presence of both field-like and damping-like noise contributions, and connect them directly to the spin-mixing conductance, which is expressed in terms of the transmission scattering amplitudes for electrons with opposite spin polarization. This is potentially important for extending our treatment to more complex scattering regions, whose behavior may, nevertheless, be described in terms of the spin-dependent transmission scattering amplitudes.
The layout of the paper is the following. In section II we introduce the Hamiltonian of the problem and discuss the application of the Keldysh method to derive an equation of motion for the magnet. In section III a numerical example is studied and compared with existing results obtained in complementary approaches. Finally, conclusions are discussed shortly.
FIG. 1.
Conceptual scheme of the device. Electrons move across a magnet with total angular momentum J under the action of a spin potential difference ∆µs. In the magnetic region, they experience a spin-dependent potential V+ := d · (λ0 + J λ/2) and V− := d · (λ0 − J λ/2), depending whether their spin is parallel or anti-parallel to the magnetization vector J, where d is the magnet length.
II. THE MODEL HAMILTONIAN
The system we model is depicted in Fig. 1 . Electrons flow along thex direction across a magnet with total angular momentum J of nanoscopic physical size, yet comprising a large number of constituents J ∼ 10
4 . The electronic current is polarized, due to a spin potential difference ∆µ s . The complete Hamiltonian reads [27] :
where the first term is the electron kinetic energy for a particle propagating along a one-dimensional quantum channel, B is a weak external magnetic field, s is the electron spin. We have taken the approximation that the magnetic region is much smaller than the length of the channel, hence the interaction takes only place at the positionx = 0 of the magnet; the actual magnetization is given by M = γ J, where γ |e|/m is the gyromagnetic ratio of the electron and we have chosen units such that = 1.
A generic observable will evolve in time with the propagatorÛ t,t0 from the initial time t 0 to an arbitrary time t:
whereρ(t 0 ) is the density matrix for the initial state of the system, andÛ † t,t0 =Û t0,t . The Keldysh method thus exploits this symmetry to introduce forward and backward paths in time; the expectation value (2) is obtained by means of an action S and a function O, integrated over bosonic and fermionic degrees of freedom:
where the complex variable b ± and its conjugateb ± refer to the bosonic field, and the Grassman numbers ψ ± ,ψ ± refer to the fermionic field. The integration is carried out over the paths t → b ± (t) and t → ψ ± (t) in both the forward (+) and backward (-) direction of the propagation in time. This formalism produces four propagators in time, two for each time branch and two connecting across them, only three of which are independent. For bosons, the number of propagators is reduced by the Keldysh rotation [26] :
going under the name of classical and quantum parts, respectively. In our case, the fermionic degrees of freedom are the variables of the electrons, and we can treat the magnet spin J as a bosonic field by means of a Holstein-Primakoff (HP) transformation [31] :
whereb † andb are bosonic creation and annihilation operators obeying canonical commutation rules.
The zero-boson state hence represents the classical limit in which the nano-magnet is perfectly aligned to a given axis, identified withẑ. The presence of boson excitations introduces quantum fluctuations of the magnet spin around this classical axis. In this representation, the interaction between the magnet and the electrons can be depicted by the Feynman vertices in Fig. 2a and b: the one-boson vertex is of the order 1/ √ J, while the two-boson vertex is of the order 1/J. For a typical nanomagnet [27] , we can consider only the terms up to the 1/J-order, that is the Feynman diagrams shown in Fig. 2c -e. This allows to consider the semiclassical limit of the HP transformation as: In order to derive the equation of motion for the magnetization, we have proceeded as follows [29, 30] . The Hamiltonian (1) has been rewritten taking into account explicitly the linearised HP transformation (6) , and three terms have been recognised:
, which contains the electronic part at fixed
that describes the coupling of J to the magnetic field, and, the interaction term H b , containing all the rest. The Hamiltonians H 0e and H m are used to obtain the initial states, then H b is used as a perturbative correction. The electronic degrees of freedom are traced out, originating the corrections represented by the Feynman diagrams in figures 2(c-e). We have thus found a functional integral expression for the magnet observables in the form:
where θ is the angle between the current polarization axis and the magnetization direction J; the function f is obtained from the sum of the contributions in the Feynman diagrams in figure 2 (c-e). The explicit calculations are reported in the Appendix. Here, I 1 , I 2 are two auxiliary time functions that allows us to linearize the Keldysh action with respect to b q andb q [32] . The semiclassical limit is taken by performing the integration of Eq. (7) with respect to b q ,b q :
where δ is the Dirac function. This implies that
are the equations of the motion. The generic function t → I i (t) in the functional integral is weighted by the factor e
dt , as in the Martin-Siggia-Rose action [33] : the weight is the multivariate Gaussian distribution probability, with zero mean value and unitary variance:
that is, I i must be considered as Langevin terms in the equation of motion. The presence of these stochastic terms is not surprising, since it is the typical situation of the open quantum systems: when some degrees of freedom are traced over, a stochastic behaviour appears. Finally, the equation of motion for the magnet can be cast in the LLG form, where the coefficients are expressed in terms of microscopic quantities: (11) whereẑ is the polarization axis of the incoming electrons: z × J and J × (ẑ × J) are a field-like and a dampinglike term (compare with LLG equation), that produce respectively a precession around the polarization current directionẑ and an alignment to it. The corresponding microscopic coefficients C F and C D are given by:
where the C i depend on the scattering matrix and increase with the spin potential difference ∆µ s . In particular, C 1 is the contribution of the tadpole diagram Fig. 2 (c), while C 2 corresponds to the boson self-energy diagrams which are higher order corrections in 1/ √ J Fig. 2(d-e) . This term disappears in the macroscopic limit J → +∞, while it gives contribution also at zero temperature (both quantum and thermal noise). Comparing our results with the simpler model in [25] , we obtained that the scattering of the electrons from the localized magnet results in both field-like and damping-like stochastic correlated terms, as well as a more complex expression for the noise. We may further notice that field-like and damping-like contributions originate from the real (see C 1 and C 2 ) and imaginary (see C 1 and C 2 ) parts of the coefficients C 1 and C 2 . The presence of the real and imaginary parts is physically due to the different phase shift, upon scattering from the magnet, experienced by electrons with opposite spin orientation. The microscopic coefficients C 1 and C 2 , whose explicit expression is given in the next Section (see Eqs (14a)-(14b)), are then the result of the interference between the transmission processes for electrons with opposite spin. This interference gives rise to the so-called spin-mixing conductance [19] , which appears whenever paramagnetic conductors are coupled with ferromagnetic metals.
III. NUMERICAL EXAMPLE
We now turn to solving the equation of motion (11) we have obtained in the previous section. It is convenient to tackle this by numerical methods. For a comparison to the results in Ref. [27] , we adopt in our solution the same parameters and initial conditions. In this example, an external magnetic field B is only applied at the beginning of the dynamics, and it is assumed that the timescale for the dynamics is much shorter than any thermalization time: for these reasons, the magnetic field and the temperature are relevant only for determining the initial state. This is the Gibbs ensemble associated to the unperturbed magnet Hamiltonian H m [27] , characterized by the probability distribution:
where E is the magnetic energy and C is a normalization constant C −1 = 4 π sinh(β B γ J)/(β B γ J). We considered a polarized current along theẑ axis coming from the left to the right: ∆µ R spin = 0 and ∆µ L spin =: ∆µ spin . Under these conditions, we have
where t ↑↓ (k k ) is the transmission coefficient for the electrons with spin parallel and anti-parallel with respect to J, respectively, evaluated at the Fermi wavelength (the calculations are reported in the Appendix). In [27] it is assumed that n e = 1.5 · 10 5 electrons with fixed spin up come from the left to right in a time t n , which is typically of the order of the nanosecond. Since the density current associated to a plane wave
m |k| |A| 2 , we must have ∆µ spin = 2 π n e /t n . The actual numerical values are reported in Table I .
With the adopted choice of the numerical values of the parameters C first approximation. We will see that this is inappropriate around the switching time t ∼ t n , and the quantum fluctuations become the main contribution to noise. Fixing C 2 = 0 and choosing the θ = 0 axis parallel to the current polarization, the solution of the equation of motion (11) is easily found:
where θ 0 and φ 0 are the angles for t = 0. Observe that θ(t) is a decreasing function that, for t → +∞, goes to 0; this represents the damping effect. The trajectory of the average (over all the possible pairs of initial values θ 0 and φ 0 chosen in the Gibbs ensemble of Eq. (13)) value of J is traced in Fig. 3 . We take into account the fluctuations of J in Fig. 4 , where we show the time-dependent probability distribution p(θ, φ; t), with the initial condition p 0 (θ, φ) = p(θ, φ; t = 0) = P (ẑ, t = 0) sin θ. The time evolution for p(θ, φ) is derived by considering the evolution of each trajectory:
(a) The initial probability distribution.
(b) The distribution for t = 0.3 · tn.
(c) The distribution for t = 0.5 · tn. where |∂(θ S , φ S )/∂(θ, φ)| is the absolute value of the Jacobian determinant; this expression has been used to obtain the contour plots in Fig. 4 . The mean value and the standard deviation of the three components of J are summarized in the plots of Fig. 5b , where they are represented as a function of time. As expected based on the values of C 1 and C 2 2 , these figures are similar to the analogous ones in Ref. [27] ; in particular, the behaviour of the fluctuations in Fig. 5b is mostly due to the propagation of the initial fluctuations. The only discrepancy in this comparison is the fact that the probability density in Fig. 4d shows smaller fluctuations. This is not surprising, since for large t damping suppresses all the fluctuations because all the trajectories converge to θ = 0: the quantum noise becomes relevant.
As anticipated, quantum fluctuations become important in the long-time limit, in which, due to damping, the angle θ(t) remains close to θ = 0, i.e. the magnet is almost aligned to the spin of the current. This allows to derive two equations for θ and φ from the Eq. (11) as
The first equation can be linearised with respect to θ by taking the small angle approximation:
Since the last term is a linear combination of two independent Gaussian stochastic processes, it can be cast as a single one with average I(t) = 0 and correlation
. Therefore, Eq. (18) reduces to an Ornstein-Uhlenbeck process, whose corresponding Fokker-Planck equation is:
whose stationary solution is a Gaussian distribution with zero mean value and variance |C 2 | 2 /(2 C 1 ). We refer to the Appendix for the details on the derivation. The variance is of the order 5 · 10 −5 in our numerical example, thus giving a standard deviation consistent with the difference between our figure 4d and the numerical solution in Ref. [27] .
The dynamic equation for φ (17b) has a similar structure:
governed by a stochastic process with Ĩ (t) = 0, and
. The variance at θ = 0 diverges, as one could expect since in this limit the angle φ is not defined anymore, thus ensuring that the trajectory t → (θ(t), φ(t)) of the stochastic process remains continuous. We also remark that in Refs. [27, 34] the diffusion constant for the nano-magnet has been estimated to be of the order of 10 5 s −1 , which is comparable with the thermal noise at T ∼ 3 K [34, 35]). This is also captured by out treatment: for a flipping time t n ∼ 1 ns, we find |C 2 | 2 ∼ 3 × 10 5 s −1 . In our derivation we have assumed that the full system consisting of the electrons and the nano-magnet is not isolated: such interaction with the environment (or with a continuously measuring device) enforces it not to remain in a superposition of different positions [36] [37] [38] . In principle, however, the Keldysh formalism can be exploited also when relaxing this assumption (refer to the Appendix).
IV. CONCLUSION
We have introduced a simple model for the description of noise in STT based on the Keldysh technique. This has allowed us to derive the equation of motion for a nanomagnet interacting with a spin-polarized current; for each term we are able to trace a microscopic origin, and we have made an explicit connection with the spin mixing conductance. We found a good agreement with the model in [34] , focusing on the scattering matrix approach in the relevant limit.
Thanks to this versatile method, one can extend the treatment to more involved examples, such as those addressing multiple magnets and their correlation that find application in the read/write process, and potential extension to quantum information processing in a solid state architecture.
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Appendix A: The many-body model As in Ref. [27] , we considered electrons only moving in thex direction. In principle, the model of Eq. (1) is easily generalizable: if the electric current flows in a device with nanometric transverse dimensions, one can quantize the electron state alongȳ andz and consider the eigenstates along these directions as current channels [39] . The only complication is that the magnetic scattering center in x = 0 would produces mixing between the channels.
The Keldysh formalism will allow us to treat that model directly in the many-body framework, provided that we translate the magnet degrees of freedom in terms of boson fields. As in Ref. [25] , we will consider the Holstein-Primakoff bosonization defined in Eq. (5) . By this we consider a semi-classical approximation for the magnet dynamics, in the limit of large J and slight deviation from a coherent state. We then confine to states that are thus combination of few bosons states to ensure that the condition Ĵ x,y J) holds. In turn, this implies that
The many-body HamiltonianĤ =Ĥ m +Ĥ 0e +Ĥ b is then rewritten in this limit. The starting point is to identify the scattering states associated to the electronic HamiltonianĤ 0e [39]:
Here N is a real normalization constant [40] and |s are spinors. This implies that the transmittivity and reflectivity coefficients are spinor operators in the form
with respect to theẑ-quantization axis and
for convenience we will use the notations s =↑↓ and s = ± with the same meaning. The states Ψ ks constitute a basis for electrons (respectively coming from left to right and from right to left):
Then the many-electron free Hamiltonian is written aŝ
whereĉ ks creates an electron in the state Ψ ks . We stress that the choice to consider an expansion based on the scattering eigenfunctions Ψ ks is a key technical point to be exploited later on in our discussion. The interaction termĤ b containing theb,b † operators can be considered as a perturbation. Indeed, whileĤ 0e contains the terms λ 0 and λ J (that can be even considered of the similar order -see Fig. 1 ), it is easy to check thatĤ b is given by the sum of terms that contain a single bosonic operator (b orb † ) which is of the order λ √ J (and then suppressed by a factor 1/ √ J with respect to λ J) and a term proportional tobb † which is of the order λ (and then suppressed by a factor 1/J with respect to λ J).
The incoming current is polarized with respect to an axis denotedẑ to distinguish it from the one of the magnetẑ. The spin states in these two reference frames are related by the rotation
whereÛ = e −iŝz φ e −iŝy θ , with polar and azimuthal angle θ and φ, respectively. The creation operatorĉ † ks is associated to an electron in the state |k, s , and similarly forĉ † ks :
Since the eigenvalues of H 0e do not depend on s, we may write the electronic Hamiltonian (A6) in the same form in the two reference frames. Then we assume that the incoming electrons density matrix is that of a thermal statê The operator that annihilates (creates) an electron in x with spin s is given bŷ
The interaction Hamiltonian can then be written aŝ
where σ 1 , σ 2 , σ 3 are the Pauli matrices, and
This contains a degeneration lifting of the two spin levels, as well as Jaynes-Cummings terms. These describe the situation in which the spin flip of an electron creates or annihilates a bosonic excitation, accounting for the conservation of the total angular momentum. Integration overx gives the expression
where we have also used the basis transformation (A8). The Hamiltonian can be separated into two contributions, depending on the relative orientation with respect to theẑ axis. The coefficient of the parallel contribution is given by
with
This term is associated to the vertex in Fig. 2(b) . The coefficient for the perpendicular contribution is
This term is associated to the vertex in Fig. 2(a) .
Appendix B: Keldysh action
In the Keldysh formalism [29] , the magnet-electron action for our system is given by
where b ± are numbers that correspond to the bosonic degrees of freedom and ψ ± are Grassmann numbers for fermions modes. The Keldysh rotation can be applied to reduce the number of propagators: we apply the rotation (4) for bosons, while for fermions we use the LarkinOvchinnikov notation [29] :
The action is the sum of four components: S m , S 0e , S b , S b⊥ . The first term of the Lagrangian L contains terms associated to the magnet only:
which yields the action:
where the first integral has been evaluated by parts.
The purely electronic contribution is written as
For both arms of the Keldysh contours, the Grassman numbers are indexed to take into account the spin, the direction of the electronic motion, and the momentum. We then introduce:
and
where ↑ ↓ refer to spin alongẑ , ± to the electron motion direction and each ψ is d is a block indexed by the momentum |k|:
With this notation, the electronic action is written as
withÎ 4 the 4×4-identity matrix and we use the standard notation:γ
where for simplicity we wrote δ 12 instead of δ |k1||k2| . We remark how the classical gamma matrix is diagonal in the Keldysh space, while the quantum gamma matrix flips the Keldysh components. Finally, we consider the interaction terms, distinguishing between the parallel and perpendicular contributions. From H b we obtain
wherê
From H b⊥ we obtain
with analogous meaning of the symbols. The total action is given by the sum of the four terms above, and can be cast in the form
The equation of motion for the magnet is obtained by tracing over the fermionic degrees of freedom:
where in the first identity the Gaussian integrals have been used and, in the second, the fact that det iǦ
In the semi-classical limit, we may expand the logarithm:
where we took into account only terms up to the second order in 1/ √ J. In particular, the first term is the lowest order term: we have a free electron propagator and a vertex with a single boson; the fermions degrees of freedom are traced over and then we can represent it with the Feynman diagram in Fig. 2(c) . The other two terms are corrections (both of the same order): in particular, in the second term we have a single fermionic line and a two-boson vertex (Fig. 2(d) ), while the third term is composed by two fermionic lines and two single-boson vertices (Fig. 2(e) ).
The Green functions matrix is given by:
where the four retarded Green functions are equal:
similarly for the advanced Green functions:Ĝ
while for s =↑ , ↓ and d = ±, the Keldysh Green functions are given by
The Green functionsĜ A,R 0 evaluated in the scattering states have the same simple form as the plane wave functions; the dependence on (θ, φ) is contained in the interaction matrices M .
It is useful to observe that we must have the causality condition [29] 
in particular we have no linear terms in b cl .
Appendix C: Linear terms in b
The non vanishing linear terms in theb, b-expansion are given by (see Eq. (B18)):
in the zero temperature and low differential potential limits [42]:
In particular the nanomagnet action up to the first order is given by S m + S 1 . Then, for this action, by using the relations (9) reads:
that is:
this equations are completed by the condition J · ∂ t J = 0 (indeedĴ z = J up to the 1/ √ J order), which gives rise to
Observe that, in the limit λ → 0, the potential seen by the electrons does not depend on their spins and
in particular the imaginary part of C 1 disappears and, for B = 0, the magnet classical motion is simply a precession around the current polarization axis. This is not surprising: in this case the magnet cannot mix the electrons channels (producing, for example, a spin flip on an electron coming from left to right taken from the larger spin population) and the "dissipative" damping-like term disappears.
Appendix D: Quadratic corrections in b
We consider the quadratic corrections inb, b. They are suppressed by a factor 1/ √ J with respect to the linear terms. We can consider corrections up to quadratic terms (see the expansion (6)).
At this order, we have Feynman diagrams with both one and two fermionic propagators. In particular, the one propagator term is (see Eq. (B18)):
and the two-fermionic propagator term have the form:
Before describing the calculations of these two terms (see section D 2, D 3 and D 4), we will show in the next section what kind of corrections they give rise to in the equation of motion (C5).
In particular we will see that they produce, among others, a term that is quadratic in b q . To include it in our dynamics equation we will show that it is mathematically indistinguishable from a linear action provided you include some stochastic terms. This is not surprising from a physical point of view, since, when we trace over some degrees of freedom, a pure state can be not distinguishable from a mixed state.
Corrections to the motion equation
As we will see in the next sections, the term with the single fermionic propagator is of the form
Comparing with the magnetic action (B4), we see that the contribution to the equation of motion of this term can be considered as a correction (which depends on the angle θ between the magnet and the polarizzazion of the current) to the z-component of the external magnetic field. Anyway the form of the Eq. (C3) remains unchanged. This equation is valid when we are in a (moving) frame of reference such that the number of bosons is negligeable with respect to J. If we assume that the system decoheres in a classical spin coherent state in a time that is much shorter with respect to the magnetdynamics typical times, we can consider also J z = J at any time and then J · ∂ t J = 0. This means that the contribution of the term (D3) to the dynamics equation is zero (since it is parallel to J at any time). The two-fermionic propagator action S 2−2 gives rise to two terms: one with both classical and quantum bosonic legs S cl-q (evaluated in the section D 3) and one with two quantum legs S q-q (see section D 4).
In particular it turns out:
where the D-functions depend on the electronic dynamics. From the fermions point of view, they are the spinspin response functions of the Kubo formula.
In the typical situations the magnet dynamics is much slower than the fermionic dynamics; for example, in the reference [27] the typical flipping times for the magnet are of the order of the nanosecond, while the typical electrons Fermi energy F is given by some electronvolts, that is the typical frequencies are of the order of F ∼ 10 16 s −1 . As we will see, this means that we can expand D in frequency:
the first order in ω gives rise to a Gilbert damping term (the calculation is similar to that proposed in [25] ) , but it quite suppressed in our assumption and we will not consider it in the following. The terms
give rise to an action of the form:
and we can repeat the same considerations for the action (D3). The terms
They produce two terms, D (C4) [43] . In particular, if J · ∂ t J = 0, we must have again that this terms are zero. Indeed in the moving reference frame we chose, it must be
Finally we consider the S q-q component of the action; for simplicity we assume the low temperature and differential potential limits, but the generalization is easy. For compactness, we write
and, as we will see in the appendix D 4, it turns out:
This term is not any longer linear in b q and then we cannot apply the considerations done in the section C directly. To linearize this term we will use the HubbardStratonovich transformation (you can compare the following calculations with the simpler case in [25] ).
We have:
where
and I t is the identity over times. Then, if we put
we obtain
where in the second equality we used the Hubbard and Stratonovich transformation, in the last equality we integrated over y i putting I i := y i and
By comparing with the dynamic equation for b (9), we get immediately the equation of motion for J (11).
One fermionic propagator
The non-vanishing one propagator term is given by:
where we have used the property
(D17) Then, comparing with the magnetic action (B4), we see that it can be considered a correction to the z-component of the external magnetic field. The low temperature and low differential potentials limit can be evaluated easily.
cl-q two fermionic propagator
The second order term with two fermionic propagators is:
The terms that do not contain at least a b q or ab q vanish (see e.g. the causality condition (B23)) and we have:
For the cl-q term, if we writě
where α = q,cl, we have
where e.g. 1 = (
In particular:
in the last approximation we used the fact that the fermionic dynamics is much faster than the bosonic one [44] and we have defined:
where we used relations (B20), (B21) and (B22). Since we have [L(⊥)] 2 = 0, the terms that multiplies b b andbb disappear and we may adjust the surviving terms to obtain the expression (D4). In particular the term that
i n
Instead the term that multiplies b clbq is:
We may now assume that ω, where are the typical electrons energies [45]:
and here S 1 is the term that contain the first order Dirac delta derivative.
We concentrate here on the term S 0 . By using the formula of SokhotskiPlemelj, it gives rise to:
The non vanishing terms are:
(it is easy to check that in the low temperature limit, we may integrate it analytically).
q-q two fermionic propagator
Reproducing the steps analogous to the previous case, we get
We may simplify the expression by observing that:
from which
in particular, S q-q is given by the sum of three terms:
, where:
It is interesting to observe that, if we consider the equilibrium limit, that is µ
, we have (see relations (D24) and (D25)) the fluctuation-dissipation theorem:
Now we consider again the limit ω → 0:
and then for D ab we have
• the term proportional to b q b q :
and in the low temperature and differential potentials limit
• the term proportional tob
• the term proportional tob q b q :
and in the low temperature and differential potentials limit, where n
Appendix E: Fokker-Planck equation
Here we briefly review the relation between Langevin and Fokker-Planck equations [46, 47] . If we have a stochastic differential equation of the form dX X X t = µ µ µ(X X X t , t) dt + σ σ σ(X X X t , t) dW W W t ,
where X X X t is an N -dimensional column vector of unknown 
where F is the Fermi energy, V d 0 is an electric potential, µB is the Bohr magneton, and B d 0 is a local field due to the presence of hard ferromagnets layers (see Fig. 1 ).
[42] In the continuous limit for k (that is the linear dimension of the system alongx is much greater with respect to the characteristic electron wavelength) and in the low temperature limit, it is possible to use the Sommerfeld expansion. In particular [44] A similar approximation is made in [27] 
