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ABSTRACT
By using a decomposition of the transfer matrix of the two dimensional q-state Potts
Model to V ′1 and V2 its determinant is calculated. Our result is a proof for a conjectured
formula by Chang and Shrock in [14].
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I. Introduction
The two dimensional q-state Potts models [1,2] for various q have been of interest as
examples of different universality classes for phase transitions and, for q = 3, 4 as models
for the adsorption of gases on certain substrates [3,4,5]. For q ≥3 the free energy has
never been calculated in closed form for arbitrary temperature. It is thus of continuing
value to obtain further information about the two dimensional Potts model. Some exact
results have been established for the model: from a duality relation, the critical point has
been identified [1]. The free energy and latent heat [6,7,8], and magnetization [9] have
been calculated exactly by Baxter at this critical point, establishing that the model has
a continuous, second order transition for q ≤ 4 and a first order transition for q ≥ 5 .
Baxter has also shown that although the q = 3 model has no phase with antiferromagnetic
long-range order at any finite temperature there is an antiferromagnetic critical point at
T = 0 [9]. The values of the critical exponents (for the range of q where the transition is
continuous) have been determined [10,11,12]. Further insight into the critical behaviour
was gained using the methods of conformal field theory [13]. In this paper a proof for a
conjectured formula by Chang and Shrock [14] for determinants of the transfer matrices of
the q-state Potts model is given. The paper is organized as follows: In section II, by using
the standard representation for the transfer matrices of the q-state Potts model [15] the
determinants of the transfer matrices for n× n lattices with periodic boundary conditions
are calculated.
II. Determinant of the Potts model transfer matrix
The q-state Potts model has served as a valuable model in the study of phase transition
and critical phenomena. On a lattice, or more generally on a graph G, at temperature T
this model is defined by the partition function:
Z(G, q, k) =
∑
{σn}
e−β H (1)
with the Hamiltonian
H = −J
∑
<i,j>
δ(si, sj) (2)
where δ(si, sj) is the kronecker delta and si = 1, . . . , q are the spin variables on each
vertex i ∈ G , β = (kBT )
−1, k = βJ ; and < i, j > denotes pairs of adjacent vertices.
Consider an n× n square lattice with periodic boundary conditions. For the Ising model,
partition function can be written as product of transfer matrices and the eigenvalues can
be calculated exactly [15,16,17,18,19,20]. There are also several representations for the
transfer matrix of the q-state Potts model [15,21]. Following the method which is used in
[15,16,17,21] for representation of the transfer matrices of the two dimensional Ising model
and the q-state Potts model, we use a decomposition of the transfer matrices which helps
us to obtain the determinant of the matrices.
Consider a square lattice of N = n2 spins consisting of n rows and n columns with a
toroidal boundary condition. Let γα ≡ {s1, s2, . . . , sn} denote the collection of all spin
2
coordinates of the αth row (α = 1, . . . , n) with a toroidal boundary condition γn+1 ≡ γ1.
A configuration of the entire lattice is then specified by {γ1, . . . , γn}. Let E(γα, γα+1) be
the interaction energy between the αth and the (α+1)th row and E(γα) be the interaction
energy of spins within αth row. We can write
E(γ, γ′) = −J
n∑
k=1
δ(sk, s
′
k) (3)
E(γ) = −J
n∑
k=1
δ(sk, sk+1) (4)
where γ ≡ {s1, . . . , sn} and γ
′ ≡ {s′1, . . . , s
′
n} respectively denote the collection of spin
coordinates in two neighboring rows and the partition function is
ZPF =
∑
γ1
. . .
∑
γn
exp {−β
n∑
α=1
[E(γα, γα+1) +E(γα)]} (5)
Let a qn × qn matrix P be so defined that its matrix elements are
< γ | P | γ′ >≡ e−β[E(γ,γ
′)+E(γ)] (6)
Then
ZPF =
∑
γ1
. . .
∑
γn
< γ1 | P | γ2 >< γ2 | P | γ3 > . . . < γn | P | γ1 >= TrP
n (7)
From (3),(4) and (6) we may obtain the matrix elements of P in the form
< s1, . . . , sn | P | s
′
1, . . . , s
′
n >=
n∏
k=1
ekδ(sk,sk+1) ekδ(sk,s
′
k) (8)
Let us define two qn × qn matrices V ′1 and V2 whose matrix elements are given by [15]
< s1, . . . , sn | V
′
1 | s
′
1, . . . , s
′
n >≡
n∏
k=1
ekδ(sk,s
′
k) (9)
< s1, . . . , sn | V2 | s
′
1, . . . , s
′
n >≡ δ(s1, s
′
1) . . . δ(sn, s
′
n)
n∏
k=1
ekδ(sk,sk+1) (10)
where V2 is a diagonal matrix in the present representation. It is easily verified that
P = V2V
′
1 , or it can be written as
< s1, . . . , sn | P | s
′
1, . . . , s
′
n >=∑
s′′
1
,...,s′′n
< s1, . . . , sn | V2 | s
′′
1 , . . . , s
′′
n >< s
′′
1 , . . . , s
′′
n | V
′
1 | s
′
1, . . . , s
′
n > (11)
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Let A1 and A2 be two m×m matrices whose elements are respectively < i | A1 | j > and
< i | A2 | j >, where i and j independently take on the values 1, 2, ..., m. Then the direct
product A1 ⊗ A2 is the m
2 ×m2 matrix whose matrix elements are
< i1i2 | A1 ⊗ A2 | j1j2 >=< i1 | A1 | j1 >< i2 | A1 | j2 > (12)
This definition can be immediately extended to define the direct product A1⊗A2⊗· · ·⊗An
of any number of m×m matrices A1, A2, . . . , An:
< i1i2 · · · in | A1 ⊗ A2 ⊗ · · · ⊗ An | j1j2 · · · jn >=
< i1 | A1 | j1 >< i2 | A2 | j2 > · · · < in | An | jn > (13)
By inspection of (9) it is clear that V ′1 is a product of n q × q identical matrices
V ′1 = A⊗A⊗ · · · ⊗ A (14)
where
< s | A | s′ >= ekδ(s,s
′) (15)
Therefore
A =


ek 1 . . . 1
1 ek
...
. . .
1 . . . ek

 = ekIq×q + σq×q (16)
where σ is a q×q matrix with zero diagonal elements and unit elements on all other entries
(note that σ2 = (q− 2) σ+ (q− 1) I ) and I is a q× q unit matrix. Let us represent A by
the following equation
A = f(k) e
k˜
2
X , X2 ≡ Iq×q (17)
where f is a function of k and a condition is imposed on X . k˜ is the dual of k which is
given by the duality relation
e−k˜ =
ek − 1
ek + (q − 1)
(18)
By considering a linear relation between X and σ (Xq×q = aσq×q+bIq×q) we can calculate
f(k) and X . After a straightforward calculation we arrive at
X =
2
q
σ + (
2
q
− 1)I (19)
f(k) = (ek − 1) e
k˜
2 (20)
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Hence
V ′1 =
[
(ek − 1) e
k˜
2 ]n exp (
k˜
2
n∑
α=1
Xα) (21)
=
[
(ek − 1) e
k˜
2 ]n V1 (22)
Xα = 1⊗ . . .⊗ 1⊗X ⊗ 1⊗ . . .⊗ 1 (23)
where X is the αth factor. In this part we will use the following representation for V2
which is a result of its definition in (10).
V2 =
n∏
α=1
e
( k
q
)
∑
q−1
r=0
ZrαZ
−r
α+1 (24)
Zα = 1⊗ . . .⊗ 1⊗ Z ⊗ 1⊗ . . .⊗ 1 (25)
where Z is a diagonal q × q matrix
Z =


1 0 . . . 0
0 w . . . 0
...
...
. . .
...
0 0 . . . wq−1

 , Zq = Iq×q , w = e 2piiq (26)
The determinant of the transfer matrix can then be calculated using (22) and (24) (note
that Tr(A⊗B) = (TrA)(TrB) and det(exp [A])=exp[Tr A])
detV1 = exp
[
Tr
( k˜
2
n∑
α=1
Xα
)]
(27)
= exp
[
n k˜
2
qn−1 (2− q)
]
(28)
and as Zrα is traceless for r 6= 0 (note that
∑q−1
r=0 w
(i−j)r = qδij)
detV2 = exp
[
Tr
(k
q
n∑
α=1
q−1∑
r=0
ZrαZ
r
α+1
)]
(29)
= exp
[
n k qn−1
]
(30)
and
det(V2V
′
1) = (e
k − 1)n q
n
(ek ek˜)nq
n−1
(31)
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which has already been conjectured in [14]. It may be interesting to extend these results to
lattices with different boundary conditions. It may also be useful to write a transfer matrix
for the three dimensional Potts model and calculate its determinant. This decomposition
of the transfer matrix may also be useful for obtaining other exact results for the two
dimensional Potts model and maybe for calculation of its partition function which is still
an unsolved problem.
V. Conclusion
In this work a conjectured formula by Chang and Shrock [14] for determinants of the
transfer matrices of the q-state Potts model is proved.
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