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QUANTITATIVE BOUNDS IN THE NON-LINEAR ROTH
THEOREM
SARAH PELUSE AND SEAN PRENDIVILLE
Abstract. We show that any subset of [N ] of density at least (log logN)−2
−157
contains a nontrivial progression of the form x, x+y, x+y2. This is the first quanti-
tatively effective version of the Bergelson–Leibman polynomial Szemere´di theorem
for a progression involving polynomials of differing degrees. In the course of the
proof, we also develop a quantitative version of a special case of a concatenation
theorem of Tao and Ziegler, with polynomial bounds.
1. Introduction
Gowers [7, Problem 11.4] has posed the problem of obtaining quantitative bounds
in the polynomial Szemere´di theorem of Bergelson and Leibman [3], which states that
if P1, . . . , Pm ∈ Z[y] all have zero constant term, then any subset A of [N ] := [1, N ]∩N
containing no nontrivial polynomial progression
(1.1) x, x+ P1(y), . . . , x+ Pm(y)
satisfies |A| = o(N). In this paper, we prove the first such bound over the integers
for the non-linear Roth configuration x, x+ y, x+ y2.
Theorem 1.1. If A ⊂ [N ] contains no nontrivial progression of the form
(1.2) x, x+ y, x+ y2,
then
|A| ≪
N
(log logN)2−157
.
Remark 1.2. We did not try to optimize the exponent of log logN in Theorem 1.1,
preferring instead to keep explicit quantities appearing in the proof as simple as pos-
sible.
Proving a quantitative version of the polynomial Szemere´di theorem is a difficult
generalization of the problem of proving bounds in Szemere´di’s theorem, and very
little is known outside of a few special cases. Indeed, Theorem 1.1 is the first effective
bound obtained in the integers for sets lacking a polynomial progression (1.1) involving
polynomials P1, . . . , Pm of differing degrees. Prior to our work, quantitative bounds
were only known for two-term progressions x, x+ P (y), due to Sa´rko¨zy [18, 19], Ba-
log, Pelika´n, Pintz, and Szemere´di [2], Slijepcˇevic´ [20], and Lucier [11], for arithmetic
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progressions x, x+y, . . . , x+(k−1)y, due to Gowers [6, 8], and for arithmetic progres-
sions with common difference equal to a perfect dth power x, x+yd, . . . , x+(k−1)yd,
due to the second author [16].
The finite field analogue of Gowers’s problem, where one seeks to bound the size
of subsets of finite fields lacking nontrivial polynomial progressions, has very recently
received much attention, and more is known than in the integer setting. Bourgain and
Chang [4] studied the non-linear Roth configuration in finite fields, proving a power-
saving bound for sets lacking x, x+y, x+y2. Following this, the first author [15] proved
power-saving bounds for sets lacking more general three-term progressions x, x +
P1(y), x + P2(y) whenever P1 and P2 are affine-linearly independent. Dong, Li, and
Sawin [5] shortly after obtained an improved power-saving exponent for these three-
term progressions. The first author [14] then proved power-saving bounds for sets
lacking arbitrarily long polynomial progressions x, x+P1(y), . . . , x+Pm(y) whenever
P1, . . . , Pm are affine-linearly independent.
We now briefly discuss on the proof of Theorem 1.1. Our strategy is to adapt the
argument of [14] in finite fields to the integer setting. There are multiple issues with
applying the arguments of [14] in the integers, however, so the proof of Theorem 1.1
requires several significant modifications and additions. The key idea of [14] is that if
one can control the count of certain polynomial progressions in a set by the Gowers Us-
norm, then one can use this and understanding of shorter progressions to prove control
of the count by the Us−1-norm. Thus, if one understands shorter progressions and
can show control by any Us-norm, then one can deduce control by the U1-seminorm.
As the U1-seminorm is simply the absolute value of the average (or sum, depending
on the choice of normalization) of a function over its domain, this is very powerful
information. In the proof of Theorem 1.1, we use it to prove that sets lacking the
non-linear Roth configuration have a density increment on a progression with very
small common difference.
A variety of perspectives, both ergodic and combinatorial, can be used to establish
that the count of non-linear Roth configurations is controlled by a U1-seminorm, in
a qualitative sense. The novelty of [14] and the proof of Theorem 1.1 is that they
demonstrate this in a quantitatively effective manner, with polynomial bounds, by
avoiding standard tools of higher order Fourier analysis that give either no quanti-
tative bounds or poor ones. Indeed, while Gowers norms of high degree such as the
U5-norm play a role in our argument, we completely avoid using the inverse theorems
for these norms, the equidistribution theory of nilsequences, or any version of the
arithmetic regularity lemma, requiring only Fourier analysis and numerous applica-
tions of the Cauchy–Schwarz inequality in their place.
Perhaps the biggest difficulty in adapting the argument of [14] to the integer setting
is in first showing that the count of non-linear Roth configurations is controlled by
some Us-norm. While this is not too difficult to accomplish in finite fields by using
Bergelson and Leibman’s PET induction scheme [3], such an argument instead yields
control in terms of an average of certain Gowers box norms in the integer setting. We
must then show, with quantitative bounds, that this average of Gowers box norms is
controlled by a Us-norm. We do this by proving an explicit, quantitative version of
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a special case of a concatenation theorem of Tao and Ziegler [21], with polynomial
bounds.
This paper is organized as follows. In Section 2, we set notation and recall some
basic facts about Gowers norms. In Section 3, we give a more detailed outline of the
proof of Theorem 1.1. In Section 4, we show that the non-linear Roth configuration
is controlled by an average of three-dimensional Gowers box norms. We show that
this average is controlled by an average of U5-norms localized to certain arithmetic
progressions in Section 5 by proving a quantitative concatenation result. In Section 6,
we prove that Us-control of the non-linear Roth configuration implies Us−1-control,
which we combine with the results of Section 5 in Section 7 to deduce a density
increment lemma and thus prove Theorem 1.1.
2. Notation and preliminaries
We say that a function f : Z → C is 1-bounded if ‖f‖L∞ ≤ 1, and for any finite
subset S ⊂ Z, we denote the average of f over S by Ex∈Sf(x) :=
1
|S|
∑
x∈S f(x).
When f is finitely supported, we define its Fourier transform fˆ : T→ C by
fˆ(γ) :=
∑
x
f(x)e(γx)
and the convolution of f with another finitely supported function g : Z→ C by
(f ∗ g)(x) :=
∑
y
f(y)g(x− y).
We normalize the ℓp-norms on the space of complex-valued functions on Z by setting
‖f‖pℓp :=
∑
x |f(x)|
p. If ‖ · ‖ is any norm on an inner product space, recall that its
dual norm ‖ · ‖∗ is defined by
‖f‖∗ := sup
‖g‖=1
|〈f, g〉|.
In the proof of Theorem 1.1, we will use the standard inner product on the space of
complex-valued functions supported on [N ], defined by
〈f, g〉 :=
∑
x∈[N ]
f(x)g(x).
For any δ,M > 0, we define the weight µδ,M : Z→ [0,∞) by
µδ,M(h) :=
#{(h1, h2) ∈ [δM ]
2 : h1 − h2 = h}
δ2M
.
Note that supp µδ,M ⊂ (−δM, δM), ‖µδ,M‖ℓ1 = M , and ‖µδ,M‖
2
ℓ2 ≤M/δ.
For any f : Z → C and h ∈ Z, define the function ∆hf : Z → C by ∆hf(x) :=
f(x + h)f(x). Also define, for every h1, . . . , hs ∈ Z, the function ∆h1,...,hsf : Z → C
by ∆h1,...,hsf(x) := (∆h1 · · ·∆hsf)(x). In Section 6, we will use the notation ∆hf
where h = (h1, . . . , hk) is a k-tuple of integers to denote the function ∆h1,...,hkf . We
similarly define, for (h1, h
′
1) ∈ Z
2, the function ∆′(h1,h′1)
f : Z → C by ∆′(h1,h′1)
f(x) :=
f(x+ h1)f(x+ h′1).
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We now recall the definitions of the Gowers uniformity and box norms.
Definition 2.1 (Us-norm). Let f : Z → C be a function with finite support. We
define the Us-norm of f by
‖f‖2
s
Us :=
∑
x,h1,...,hs
∆h1,...,hsf(x).
We also define the Us-norm of f localized to a subset T ⊂ Z by
‖f‖Us(T ) := ‖f1T‖Us.
Definition 2.2 (Gowers box norms). Let Q1, . . . , Qd ⊂ Z be finite subsets and f :
Z→ C be a function with finite support. We define
‖f‖2
d

d
Q1,...,Qd
:=
∑
x
∑
hi,h′i∈Qi
i=1,...,d
∆′(h1,h′1) · · ·∆
′
(hd,h
′
d)
f(x).
We will occasionally need the Gowers–Cauchy–Schwarz inequality. To state it, we
first define the Us-inner product.
Definition 2.3 (Us-inner product). Let s ∈ N and, for each ω ∈ {0, 1}s, let fω : Z→
C be a function with finite support. We define the Us-inner product of the fω’s by
[fω]Us :=
∑
x,h1,...,hs
∏
ω∈{0,1}s
C|ω|fω(x+ ω · (h1, . . . , hs)),
where C denotes the complex conjugation operator.
Lemma 2.4 (Gowers–Cauchy–Schwarz inequality). Let s ∈ N and, for each ω ∈
{0, 1}s, let fω : Z→ C be a function with finite support. We have
|[fω]Us| ≤
∏
ω∈{0,1}s
‖fω‖Us.
Finally, we will need the following result, which is an easy consequence of basic
Fourier analysis.
Lemma 2.5 (Inverse theorem for the U2-norm). Let f : Z → C be a 1-bounded
function supported on [N ] and δ > 0. If
‖f‖4U2 ≥ δN
3,
then there exists a β ∈ T such that∣∣∣∣∣∑
x
f(x)e(βx)
∣∣∣∣∣ ≥ δ1/2N.
Proof. Using the definition of the Fourier transform, together with the orthogonality
of additive characters and Parseval’s identity, we have
‖f‖4U2 =
∫
T
|fˆ(γ)|4dγ ≤ ‖fˆ‖2L∞
∫
T
|fˆ(γ)|2dγ ≤ ‖fˆ‖2L∞N,
so that ‖f̂‖L∞ ≥ δ
1/2N . 
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3. An outline of the argument
3.1. The density increment. Our proof proceeds via a density increment argument.
This is the same method of proof used by Roth [17] to bound the size of sets lacking
three-term arithmetic progressions and by Gowers [6, 8] to bound the size of sets
lacking longer arithmetic progressions. Roth and Gowers show that if a set A ⊂ [N ]
of density α := |A|/N contains no nontrivial k-term arithmetic progressions, then
there exists a progression P = a + q · [N ′] of length N ′ ≍ NΩk(1) on which A has
increased density |A ∩ P |/|P | ≫ α + αOk(1), provided N ≫ α−Ok(1). Consider the
rescaled version A′ ⊂ [N ′] of A ∩ P defined by
(3.1) A′ := {n ∈ [N ′] : a+ qn ∈ A ∩ P},
and note that if A has no k-term arithmetic progressions, then neither does A′. One
can then repeat this with A′ and N ′ in place of A and N , respectively.
The success of the above argument crucially relies on the fact that k-term arithmetic
progressions are preserved under translation and scaling, and similarly the argument
in [16] relies on the fact that k-term arithmetic progressions with common difference
equal to a perfect dth power are preserved under translation and scaling by a perfect
dth power. These are very special properties that the vast majority of polynomial
progressions, including the non-linear Roth configuration (1.2), lack.
Indeed, if A ⊂ [N ] has no nontrivial configurations of the form (1.2), then the
rescaled set A′ ⊂ [N ′] defined as in (3.1) has no nontrivial configurations of the form
x, x + y, x+ qy2. But if q > N ′, then every subset of [N ′] has this property because
x and x + qy2 cannot both lie in [N ] when y 6= 0, and thus there is no hope of
continuing the density increment argument in this case. In contrast, the inequality
q > N ′ can (and does) occur in the arguments of [17], [6, 8], and [16] because these
papers consider progressions that are preserved under scaling.
To deal with the poor behavior of the non-linear Roth configuration under scal-
ing, we prove a stronger density increment lemma that ensures that the arithmetic
progression on which we find a density increment has very small step size. We show
that if A ⊂ [N ] has density α := |A|/N and lacks nontrivial configurations of the
form (1.2), then there exists a progression P = a + q · [N ′] with common difference
q ≪ α−O(1) and length N ′ ≫ αO(1)N1/2 such that we have the density increment
(3.2) |A ∩ P |/|P | ≫ α + αO(1),
provided N ≫ α−O(1). Defining A′ ⊂ [N ′] to be the rescaled set as in (3.1), we thus
see that A′ has increased density α+αO(1) in [N ′] and lacks nontrivial configurations
of the form
(3.3) x, x+ y, x+ qy2.
The coefficient q is sufficiently small that the methods employed to treat our original
configuration (1.2) still apply to the new configuration (3.3), allowing us to prove
a similar density increment result for sets lacking (3.3). We can thus continue the
density increment iteration, which terminates in at most O(α−O(1)) steps and yields
6 SARAH PELUSE AND SEAN PRENDIVILLE
the density bound appearing in Theorem 1.1. This general density increment result
is Lemma 7.2.
For notational simplicity, we restrict to the case q = 1 for the remainder of this
section. We deduce our density increment result by proving that any weighted count
of the non-linear Roth configuration is controlled by a sum of local U1-seminorms of
one of the weights, in a sense to be made precise shortly in Lemma 3.1 below. For
any finitely supported functions f0, f1, f2 : Z→ C, define the counting operator
(3.4) Λ(f0, f1, f2) :=
∑
x
∑
y∈[N1/2]
f0(x)f1(x+ y)f2(x+ y
2).
The following is our key lemma used to deduce a density increment in the q = 1 case.
The more general version that is needed for the proof of Theorem 1.1 is Theorem 7.1.
Lemma 3.1. Let f0, f1, f2 : Z→ C be 1-bounded functions supported in the interval
[N ] and δ > 0. Suppose that
|Λ(f0, f1, f2)| ≥ δN
3/2.
Then there exist positive integers q ≪ δ−O(1) and δO(1)N1/2 ≪ N ′ ≤ N1/2 such that
(3.5)
∑
x
∣∣∣∣∣∣
∑
y∈[N ′]
f1(x+ qy)
∣∣∣∣∣∣≫ δO(1)NN ′,
provided N ≫ δ−O(1).
It is then a routine matter to use the large local average (3.5) to show that sets lack-
ing the non-linear Roth configuration (1.2) satisfy the density increment (3.2) when
N ≫ α−O(1). This is carried out, in greater generality, in the proof of Lemma 7.2.
3.2. van der Corput differencing and quantitative concatenation. To prove
Lemma 3.1, we first prove that our counting operator (3.4) is controlled by the U5-
norm of f2. The purpose of this subsection is to sketch how we do this with polynomial
bounds.
By applying the Cauchy–Schwarz and van der Corput inequalities many times, we
show in Section 4 that, when f0, f1, f2 : Z → C are 1-bounded functions supported
in the interval [N ], largeness of the counting operator (3.4) implies largeness of an
average of (weighted versions of) sums of the form
(3.6) Ea,b∈[N1/2]
∑
x
∑
h1,h2,h3∈[N1/2]
∆ah1,(a+b)h2,bh3f2(x).
Remark 3.2. The weighted version of the above that we actually encounter is an
average of normalized three-dimensional Gowers box norms of f2.
In Section 5, we show that largeness of (3.6) implies largeness of ‖f2‖U5.
If there were no dependence between the coefficients of the hi in (3.6), then it would
be easy to bound (3.6) in terms of ‖f2‖U3. We illustrate why this is the case for the
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following simpler average of sums:
(3.7) Ea∈[N1/2]
∑
h3∈[N1/2]
‖∆ah3f‖
4
U2 = Ea∈[N1/2]
∑
x,h1,h2
∑
h3∈[N1/2]
∆h1,h2,ah3f(x).
Swapping the order of summation in (3.7), we apply the Cauchy–Schwarz inequality
to double the a and h3 variables, yielding a bound for (3.7) in terms of
(3.8) Ea,c∈[N1/2]
∑
h3,h′3∈[N
1/2]
‖∆ah3−ch′3f‖
4
U2.
For a random choice of a, c ∈ [N1/2], the progression a · [N1/2] − c · [N1/2] covers a
large portion of the interval (−N,N) relatively smoothly. One can easily make this
intuition rigorous and thus deduce that largeness of (3.8) implies largeness of ‖f‖U3.
The problem remains of how to handle (3.6). If we did not care about getting
quantitative bounds, we could apply the following ‘concatenation’ theorem of Tao
and Ziegler [21].
Theorem 3.3 (Tao and Ziegler [21, rank 1 case of Theorem 1.24]). Let I be a finite
indexing set and d be a positive integer. For each j = 1, . . . , d, let (Qi,j)i∈I be a family
of finite-length arithmetic progressions in Z. There exists a function c : (0,∞) →
(0,∞) depending only on d and satisfying c(ε)→ 0 as ε→ 0 such that the following
holds.
Suppose that f : Z→ C is 1-bounded and that
Ei,i′∈I‖f‖d2
(εQi,j+εQi′,j′
)
1≤j,j′≤d
≤ ε
for some ε > 0. Then
Ei∈I‖f‖d
(Qi,j)1≤j≤d
≤ c(ε).
By three applications of the Cauchy–Schwarz inequality, one can bound (3.6) by a
sum of 8th powers of Gowers box norms of the form ‖f2‖3
a[N1/2],(a+b)[N1/2],b[N1/2]
, so that
if we were only seeking a qualitative result, we could apply the above theorem with
I = [N1/2]2, d = 3, and Q(a,b),1, Q(a,b),2, and Q(a,b),3 equaling a[N
1/2], (a + b)[N1/2],
and b[N1/2], respectively. However, because Tao and Ziegler’s argument does not
yield quantitative bounds, we cannot use Theorem 3.3 to prove our bound for the
non-linear Roth theorem. In its place, we instead prove a quantitative version of a
special case of Theorem 3.3 in Theorem 5.1, using a very different argument that
gives polynomial bounds. We spend the remainder of this subsection sketching this
argument.
Our argument begins by viewing (a weighted version of) the quantity (3.6) as a
(weighted) average and sum over b and h3 of the following average of Gowers box
norms
(3.9) ‖g‖4b := Ea∈[N1/2]‖g‖
4

2
a[N1/2],(a+b)[N1/2]
,
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so that it suffices to bound
(3.10)
∑
b,h3∈[N1/2]
‖∆bh3f2‖
4
b .
Note that if we could bound the quantity ‖∆bh3f2‖b in the sum (3.10) in terms of
the U4-norm of ∆bh3f2 for many pairs (b, h3), then by following the argument used
to treat (3.7) we can obtain a bound in terms of the U5-norm. We show that, on
average, one can control ‖ · ‖b in terms of ‖ · ‖U4 , with polynomial bounds. We prove
a more general (weighted) version of the following lemma as Corollary 5.6.
Lemma 3.4. For each b ∈ [N1/2] let fb : Z → C be a 1-bounded function supported
in the interval [N ] and δ > 0. Suppose that
Eb∈[N1/2]‖fb‖
4
b ≥ δN
3.
Then
Eb∈[N1/2]‖fb‖
16
U4 ≫ δ
O(1)N5.
To finish this subsection, we will briefly discuss the proof of this important lemma.
For most choices of b ∈ [N1/2], the ‘directions’ a and a + b of the box norm ‖ ·
‖2
a[N1/2],(a+b)[N1/2]
are usually close to ‘independent’ for most choices of a ∈ [N1/2],
in the sense that a and a + b have small greatest common divisor. The proof of
Lemma 3.4 thus begins by viewing such ‖ · ‖b as an average of box norms
‖f‖4
(X,Y ) :=
∑
x1,x2∈X,y1,y2∈Y
f(x1, y1)f(x1, y2)f(x2, y1)f(x2, y2).
It is easy to show that largeness of ‖f‖(X,Y ) implies that f correlates with a function
of the form (x, y) 7→ l(x)r(y). We show, analogously, that largeness of ‖g‖2
d1[N
1/2],d2[N
1/2]
when d1 and d2 have small greatest common divisor implies that g correlates with
a product of two functions l(x) and r(x) that are almost-invariant (in a sense to be
made precise in Section 5) under shifts by integer multiples of d2 and d1, respectively.
As a consequence of this, for most b ∈ [N1/2], largeness of ‖f‖b implies largeness of
(3.11) Ea∈[N1/2]
∣∣∣∣∣∑
x
f(x)la+b(x)ra(x)
∣∣∣∣∣ ,
where la+b and ra are almost-invariant under shifts by integer multiples of a + b and
a, respectively. We then show that largeness of (3.11) implies largeness of∑
x
la+b(x)lc+b(x)r
′
a(x)r
′
c(x)
for many pairs a, c ∈ [N1/2] such that gcd(a, c), gcd(a, a+ b), and gcd(a, c+ b) are all
small, where r′a(x) and r
′
c(x) are again almost-invariant under shifts by multiples of
a and c, respectively, and are of the form r′a(x) =
∑
w∈[N1/2] f(x + aw)la+b(x + aw).
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From this, we deduce largeness of (a weighted version of)∑
x
∑
w1,w2,w3,h1,...,h8∈[N1/2]
[(fla+b)(x+ ah1)(fla+b)(x+ cw3 + ah2)
(fla+b)(x+ (c+ b)w2 + ah3)(fla+b)(x+ (c+ b)w2 + cw3 + ah4)
(fla+b)(x+ (a+ b)w1 + ah5)(fla+b)(x+ (a + b)w1 + cw3 + ah6)
(fla+b)(x+ (a+ b)w1 + (c+ b)w2 + ah7)
(fla+b)(x+ (a+ b)w1 + (c+ b)w2 + cw3 + ah8)].
Leveraging the fact that gcd(a, c), gcd(a, a+b), and gcd(a, c+b) are all small, we then
bound the above in terms of the U3-norm of (fla+b)(x) using Fourier analysis and
the Gowers–Cauchy–Schwarz inequality. Taking advantage of the almost-invariance
of la+b under shifts by multiples of a + b, one can then apply the Cauchy–Schwarz
inequality and argue in the same manner used to handle (3.7) to deduce a bound in
terms of ‖f‖U4.
Putting everything together proves the following theorem, which we prove a more
general version of as Theorem 5.2.
Theorem 3.5. Let f0, f1, f2 : Z→ C be 1-bounded functions supported in the interval
[N ] and δ > 0. Suppose that
|Λ(f0, f1, f2)| ≥ δN
3/2
and N ≫ δ−O(1). Then
‖f2‖U5 ≫ δ
O(1)N6.
3.3. Degree lowering. After we have shown that Λ(f0, f1, f2) is controlled by the
U5-norm of f2, we carry out a ‘degree lowering’ argument. This technique originated
in the work [14] in finite fields. The basic idea is that, under certain conditions,
one can combine Us-control with understanding of two-term progressions to deduce
Us−1-control. Repeating this gives a sequence of implications
U5-control =⇒ U4-control =⇒ U3-control =⇒ U2-control =⇒ U1-control.
Despite the appearance of the U5-norm, U4-norm, and U3-norm, the degree lowering
argument, both in [14] and here, does not require the Us-inverse theorem for any
s ≥ 3. It instead uses Fourier analysis the place of these inverse theorems, as we will
illustrate at the end of this subsection.
As was mentioned in the Introduction, adapting the degree lowering argument
of [14] to the integer setting requires several significant modifications. The first mod-
ification is that the Us-control described above is control in terms of the Us-norm of
the dual function
F (x) := Ey∈[N1/2]f0(x− y
2)f1(x+ y − y
2).
Thus, to begin the degree lowering argument, we must show that largeness of
Λ(f0, f1, f2) implies largeness of ‖F‖U5. To do this, we begin by decomposing the
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function f2 into three parts using what is essentially Proposition 2.6 of [14], which is
based on Gowers’s Hahn–Banach decomposition method [9]. This yields
f2 = gstr + gsml + gunf ,
where gstr has U
5-dual norm not too large, gsml has small ℓ
1-norm, and gunf has
bounded L∞-norm and small U5-norm. Theorem 3.5 tells us that gunf makes negli-
gible contribution to our counting operator Λ(f0, f1, f2), and a simple application of
the triangle inequality shows that the same is true for gsml. Thus, we can disregard
the contributions of gunf and gsml and conclude that if |Λ(f0, f1, f2)| ≥ δN
3/2, then
|Λ(f0, f1, gstr)| ≫ δ
O(1)N3/2.
We can rewrite Λ(f0, f1, gstr) as N
1/2 times the inner product of F and gstr,
Λ(f0, f1, gstr) = N
1/2
∑
x
F (x)gstr(x),
and use the defining property of the U5-dual norm to conclude that ‖F‖2
5
U5 ≫ δ
O(1)N6.
To finish this section, We will sketch the degree lowering argument for the non-
linear Roth configuration in the U3-control =⇒ U2-control case, starting from the
assumption that
‖F‖8U3 ≥ δN
4.
Using the fact that ‖F‖8U3 =
∑
h ‖∆hF‖
4
U2 and applying the U
2-inverse theorem, we
deduce the existence of a function φ : Z→ T such that, for at least ≫ δN choices of
differencing parameter h, we have
(3.12)
∣∣∣∣∣∣
∑
x∈[N ]
∆hF (x)e(φ(h)x)
∣∣∣∣∣∣≫ δN,
so that by positivity, ∑
h
∣∣∣∣∣∑
x
∆hF (x)e(φ(h)x)
∣∣∣∣∣
2
≫ δ2N3.
Note that if we could replace the function φ(h) by a constant β ∈ T not depending
on h in the above inequality (possibly worsening the exponent of δ), then we could
easily deduce largeness of ‖F‖U2. Indeed, this would give∑
x
∑
h,h′
F (x)F (x+ h)F (x+ h′)F (x+ h+ h′)e(−βh′)≫ δO(1)N3,
so that, after applying the Cauchy–Schwarz inequality in the x and h′ variables, we
deduce that ‖F‖4U2 ≫ δ
O(1)N3. It thus remains to show that such a β exists.
By using the Cauchy–Schwarz inequality (as is done in greater generality in the
proof of Lemma 6.3), one can show that∣∣∣∣∣∣
∑
x
∑
y∈[N1/2]
∆h−h′f0(x)∆h−h′f1(x+ y)e([φ(h)− φ(h
′)][x+ y2])
∣∣∣∣∣∣≫ δO(1)N3/2
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for many pairs (h, h′) for which (3.12) holds for both h and h′. Using two applications
of the Cauchy–Schwarz inequality, we can remove the weights ∆h−h′f0 and ∆h−h′f1
from the above inequality and deduce that the exponential sum
∑
m∈[N1/2]
∣∣∣∣∣∣
∑
ℓ∈[N1/2]
e(2βmℓ)
∣∣∣∣∣∣
2
is large, from which we conclude that φ(h)− φ(h′) is major arc. There are very few
major arcs, so the pigeonhole principle shows that there exists a β0 ∈ T such that
φ(h) − φ(h′) is very close to β0 for many h, h
′ ∈ (−N,N) that also satisfy (3.12).
Now, applying the pigeonhole principle again to fix h′, we see that we can take
β = β0 + φ(h
′).
4. Control by an average of Gowers box norms
In this section, we show that the weighted count of configurations x, x+ y, x+ qy2
is controlled by an average of certain normalized Gowers box norms. To do this, we
first define, for q ∈ N and f0, f1, f2 : Z→ C, the following counting operator
(4.1) Λq(f0, f1, f2) :=
∑
x
∑
y∈[(N/q)1/2]
f0(x)f1(x+ y)f2(x+ qy
2).
We write Λq(f) for Λq(f0, f1, f2) when the fi are all equal to the same function f .
Lemma 4.1. There exists an absolute constant C > 0 such that the following holds.
Let f0, f1, f2 : Z → C be 1-bounded functions supported in the interval [N ], q be a
positive integer, and δ1, δ2, δ3 > 0. Set M := (N/q)
1/2, and suppose that
(4.2) |Λq(f0, f1, f2)| ≥ δ1NM.
Then, if 0 < δ2 < Cδ
4
1 and 0 < δ3 < Cδ
32
1 , we have
Ea,b∈[δ2M ]
∑
x,h1,h2,h3
µδ3,M(h1)µδ3,M(h2)µδ3,M(h3)∆2q(a+b)h1,2qbh2,2qah3f2(x)≫ δ
32
1 NM
3,
provided N ≥ 1
C
qδ−22 δ
−64
1 .
We prove Lemma 4.1 by using repeated applications of the Cauchy–Schwarz and
van der Corput inequalities to control Λq(f0, f1, f2) by an average of weighted counts
over varying linear progressions, and then bounding each of these weighted counts
by a normalized Gowers box norm using three more applications of the Cauchy–
Schwarz and van der Corput inequalities. Before beginning the proof, we recall van
der Corput’s inequality (see, for example, Section 2.1 of [13]).
Lemma 4.2 (van der Corput’s inequality). Let g : Z → C and 0 < H < M . Then
we have the estimate∣∣∣∣∣∣
∑
y∈[M ]
g(y)
∣∣∣∣∣∣
2
≤
M +H
H2
∑
h
r[H](h)
∑
y∈[M ]∩([M ]−h)
g(y + h)g(y),
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where r[H](h) denotes the number of pairs (h1, h2) ∈ [H ]
2 such that h1 − h2 = h.
Now we can prove Lemma 4.1.
Proof of Lemma 4.1. Applying the Cauchy–Schwarz inequality in the x variable to
the left-hand side of (4.2) yields the bound
∑
x
∣∣∣∣∣∣
∑
y∈[M ]
f1(x+ y)f2(x+ qy
2)
∣∣∣∣∣∣
2
≥ δ21NM
2,
and using van der Corput’s inequality with H = δ2M and g(y) = f1(x+y)f2(x+ qy
2)
bounds the left-hand side of the above by
≪
∣∣∣∣∣∣
∑
x,a
µδ2,M(a)
∑
y∈[M ]∩([M ]−a)
f1(x+ y)f2(x+ qy
2)f1(x+ y + a)f2(x+ q(y + a)2)
∣∣∣∣∣∣ ,
since M+H
H2
≪ 1
δ22M
. Note that µδ2,M is supported on (−δ2M, δ2M), so we may extend
the sum over y ∈ [M ]∩ ([M ]−a) to a sum over y ∈ [M ] at the cost of an error of size
≪ δ2M
∑
x,a
µδ2,M(a) = δ2NM
2.
Thus,∣∣∣∣∣∣
∑
x,a
µδ2,M(a)
∑
y∈[M ]
f1(x+ y)f2(x+ qy
2)f1(x+ y + a)f2(x+ q(y + a)2)
∣∣∣∣∣∣≫ δ21NM2
by the bound δ2 < Cδ
4
1 , taking the C in the statement of the lemma sufficiently small.
Making the change of variables x 7→ x− y, this means that∣∣∣∣∣∣
∑
x,a
µδ2,M(a)∆af1(x)
∑
y∈[M ]
f2(x+ qy
2 − y)f2(x+ q(y + a)2 − y)
∣∣∣∣∣∣≫ δ21NM2.
We next apply the Cauchy–Schwarz inequality in the x and a variables to the
left-hand side above to deduce that
‖µδ2,M‖
2
ℓ2
∑
x
∑
|a|<δ2M
∣∣∣∣∣∣
∑
y∈[M ]
f2(x+ qy
2 − y)f2(x+ q(y + a)2 − y)
∣∣∣∣∣∣
2≫ δ41NM4.
Note that ‖µδ2,M‖
2
ℓ2 ≤ H
3/(δ42M
2) = M/δ2, so that by dividing both sides of the
above inequality by M2 and using van der Corput’s inequality with H = δ2M again
and arguing in the same manner as before, we get
δ41NM
2 ≪
∣∣E|a|<δ2M∑
x,b
µδ2,M(b)f2(x)
∑
y∈[M ]
[f2(x+ q[2ay + a2])f2(x+ q[2by + b2]− b)
f2(x+ q[2(a+ b)y + (a + b)
2]− b)]
∣∣,
after making the change of variables x 7→ x− qy2 + y.
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Applying the Cauchy–Schwarz inequality again in the x, a, and b variables, using
van der Corput’s inequality with H = δ3M , and making the change of variables
x 7→ x− q[2ay + a2] + qa2 + b, we similarly deduce that
δ81NM
2 ≪
∣∣E|a|,|b|<δ2M∑
x,h1
µδ3,M(h1)
∑
y∈[M ]
[∆2qah1f2(x+ qa
2 + b)f2(x+ q[2(b− a)y + b2])
f2(x+ q[2by + (a + b)
2])
f2(x+ q[2(b− a)y + 2bh1 + b
2])
f2(x+ q[2by + 2(a+ b)h1 + (a+ b)2])]
∣∣.
Now, before applying the Cauchy–Schwarz inequality yet again in the x, a, b, and
h1 variables, we split µδ3,M(h1) by writing µδ3,M(h1) =
√
µδ3,M(h1)
2
and use the fact
that ‖µδ3,M(h1)‖ℓ1 =M to deduce that
δ161 NM
3 ≪
∣∣E|a|,|b|<δ2M ∑
x,h1,h2
µδ3,M(h1)µδ3,M(h2)
∑
y∈[M ]
[∆2qbh1,2q(b−a)h2f2(x+ q[b
2 − (a + b)2])
∆2q(a+b)h1,2qbh2f2(x+ 2qay)]
∣∣,
assuming C > 0 is small enough, by using van der Corput’s inequality with H = δ3M
and making the change of variables x 7→ x− q[2(b− a)y − (a+ b)2].
We apply the Cauchy–Schwarz inequality once more in the x, a, b, h1, and h2 vari-
ables and then van der Corput’s inequality with H = δ3M in the same manner as
above and make the change of variables x 7→ x− 2qay to deduce that
δ321 NM
3 ≪ E|a|,|b|<δ2M
∑
x,h1,h2,h3
µδ3,M(h1)µδ3,M(h2)µδ3,M(h3)∆2q(a+b)h1,2qbh2,2qah3f2(x),
assuming C > 0 is small enough.
Finally, observe that the expression inside the average above is symmetric under the
transformations a 7→ −a and b 7→ −b since µδ3,M(h) is symmetric under h 7→ −h. In
addition, the contribution when a = 0 or b = 0 is ≪ NM2/δ2. Thus, we can restrict
our sum to 1 ≤ a, b ≤ δ2M , at the cost of a factor of 8, provided that N ≥
1
C
qδ−22 δ
−64
1
for C sufficiently small. 
5. Quantitative concatenation
The goal of this section is to control the average of normalized Gowers box norms
appearing in the conclusion of Lemma 4.1 by an average of U5-norms localized to
progressions modulo q:
Theorem 5.1. There exists an absolute constant C > 0 such that the following holds.
Let f : Z → C be a 1-bounded function supported in the interval [N ], q be a positive
integer, and δ1, δ2, δ3 > 0. Set M := (N/q)
1/2, and suppose that
Ea,b∈[δ1M ]
∑
x,h1,h2,h3
µδ2,M(h1)µδ2,M(h2)µδ2,M(h3)∆2q(a+b)h1,2qbh2,2qah3f(x) ≥ δ3NM
3.
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Then, if 0 < δ2 < Cδ
3
1δ
4
3, we have
Eu∈[q]‖f‖
25
U5(u+qZ) ≫ (δ2δ3)
225(N/q)6.
Combining this with Lemma 4.1, we will be able to conclude that the count of
configurations x, x+ y, x+ qy2 in subsets of [N ] is controlled by an average of U5(u+
qZ)-norms. Precisely, these two results yield the following theorem.
Theorem 5.2 (U5-control). Let f0, f1, f2 : Z → C be 1-bounded functions supported
in the interval [N ], q be a positive integer, and δ > 0. Set M := (N/q)1/2, and suppose
that
|Λq(f0, f1, f2)| ≥ δNM.
Then we have
Eu∈[q]‖f2‖
25
U5(u+qZ) ≫ δ
233(N/q)6,
provided N ≫ qδ−72.
As mentioned in Section 3, the proof of Theorem 5.1 proceeds by studying, for
M := (N/q)1/2 and each fixed b ∈ [δ1M ], the quantity
(5.1) ‖f‖4b := Ea∈[δ1M ]
∑
x,h1,h2
µδ2,M(h1)µδ2,M(h2)∆2q(a+b)h1,2qah2f(x)
when f : Z → C is 1-bounded and supported on the interval [N ]. Most pairs a, b ∈
[δ1M ] have small greatest common divisor, and thus the Gowers box norm appearing
inside of the average over a ∈ [δ1M ] in (5.1) can be analyzed in a similar manner
to the two-dimensional box norm defined on functions on product sets. We carry
this out in Subsection 5.1 by proving an inverse theorem for such Gowers box norms.
Then, in Subsection 5.2, which is the heart of this section, we use this inverse theorem
to show that the norm ‖ · ‖b can be controlled by an average of U
4-norms localized
to progressions modulo q on average over b ∈ [δ1M ]. Finally, in Subsection 5.3, we
combine this fact with one more application of the Cauchy–Schwarz and van der
Corput inequalities to prove Theorem 5.1, and then deduce Theorem 5.2.
5.1. An inverse theorem for certain Gowers box norms. The majority of the
proof of the following lemma is concerned with controlling the Gowers box norm by
a genuine two-dimensional box norm inner product.
Lemma 5.3 (Arithmetic box norm inverse theorem). Let δ1, δ2, δ3 > 0 and suppose
that c, d ∈ N with gcd(c, d) = 1 and c > δ1M . Let f : Z→ C be a 1-bounded function
supported on the interval [N ] satisfying
(5.2)
∑
x,h1,h2
µδ2,M(h1)µδ2,M(h2)∆ch1,dh2f(x) ≥ δ3NM
2.
Then there exist 1-bounded functions l, r : Z→ C such that∣∣∣∣∣∑
x
f(x)l(x)r(x)
∣∣∣∣∣ ≥ (δ22δ3 −O(δ32/δ1))M2,
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r(x) = r(x+ cy) for all x, y ∈ Z, and
#{x ∈ [N ] : l(x) 6= l(x+ dz) for some z ∈ [εM ]} ≪
ε
δ1
N
for every ε > 0.
Proof. First note that, since gcd(c, d) = 1, every integer x can be uniquely represented
in the form
x = cy + dz (y ∈ Z, z ∈ [c]).
We therefore define F : Z× [c]→ C by F (y, z) := f(cy + dz).
Unraveling the definition of µδ2,M , we write the left-hand side of (5.2) as M
2 times
the quantity∑
x
Eh1,h′1,h2,h
′
2∈[δ2M ]
f(x)f(x+ c(h′1 − h1))f(x+ d(h
′
2 − h2))f(x+c(h
′
1−h1)+d(h
′
2−h2)),
which, making the change of variables x 7→ x+ ch1+ dh2 and then replacing the sum
over x ∈ Z with a sum over y ∈ Z and z ∈ [c], equals
Eh1,h′1,h2,h
′
2∈[δ2M ]
∑
z∈[c]
∑
y
[f(c(y + h1) + d(z + h2))f(c(y + h
′
1) + d(z + h2))
f(c(y + h1) + d(z + h′2))f(c(y + h
′
1) + d(z + h
′
2))].
Now, for each fixed pair of h2, h
′
2 ∈ [δ2M ], the contribution of all z ∈ [c] such that
at least one of z + h2 or z + h
′
2 is not in [c] to the interior sum in the above quantity
is
(5.3) ≪
∑
c−δ2M<z≤c
∑
y
1[N ](c(y + h1) + d(z + h2)),
since f is 1-bounded and supported on the interval [N ]. Making the change of vari-
ables y 7→ y − h1, we see that for each fixed z and h2, the inner sum in (5.3) counts
the number of n ∈ [N ] that are congruent to d(z + h2) modulo c. This quantity is
bounded above by ⌈N/c⌉. The number of congruence classes modulo c covered by
d(z + h2) is certainly bounded above by δ2M , since this is the number of possible
choices for z. Thus, (5.3) is ≪ δ2NM/c≪ δ2/δ1N , since c > δ1M by hypothesis.
By a similar argument, the contribution of z ∈ Z \ [c] such that z + h2 and z + h
′
2
lie in [c] for some h2, h
′
2 ∈ [δ2M ] to the quantity
Eh1,h′1,h2,h
′
2∈[δ2M ]
∑
y,z
z+h2,z+h′2∈[c]
[f(c(y + h1) + d(z + h2))f(c(y + h′1) + d(z + h2))
f(c(y + h1) + d(z + h′2))f(c(y + h
′
1) + d(z + h
′
2))]
is also ≪ δ2/δ1N . As a consequence, we get
(δ3−O(δ2/δ1))NM
2 ≤
∑
y,y′
z,z′∈[c]
F (y, z)F (y′, z)F (y, z′)F (y′, z′)µδ2,M(y
′−y)µδ2,M(z
′−z).
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By Fourier inversion, we have∑
y,y′
z,z′∈[c]
F (y, z)F (y′, z)F (y, z′)F (y′, z′)µδ2,M(y
′ − y)µδ2,M(z
′ − z)
=
∫
T2
∑
y,y′
z,z′∈[c]
F (y, z)F (y′, z)F (y, z′)F (y′, z′)µ̂δ2,M(γ)µ̂δ2,M(γ
′)e(γ(y′ − y) + γ′(z′ − z))dγdγ′
≤
(∫
T
|µ̂δ2,M(γ)|dγ
)2
sup
γ,γ′∈T
∣∣∣∣∣∣∣∣
∑
y,y′
z,z′∈[c]
F (y, z)F2(y
′, z)F3(y, z
′)F4(y
′, z′)
∣∣∣∣∣∣∣∣ ,
where F2(y
′, z) := F (y′, z)e(−γ′z), F3(y, z
′) := F (y, z′)e(−γy), and F4(y
′, z′) :=
F (y′, z′)e(γy′ + γ′z′).
We observe that µ̂δ2,M(γ) = |1̂[δ2M ](γ)|
2/(δ22M), which implies that
∫
T
|µ̂δ2,M(γ)|dγ =
1/δ2. Hence,
(5.4) (δ22δ3 − O(δ
3
2/δ1))NM
2 ≤
∣∣∣∣∣∣∣∣
∑
y,y′
z,z′∈[c]
F (y, z)F2(y
′, z)F3(y, z
′)F4(y
′, z′)
∣∣∣∣∣∣∣∣
for 1-bounded functions Fi : Z×[c] → C of the form Fi(y, z) = f(cy+dz)e(γ1,iy+γ2,iz).
Since f is supported on [N ], there are exactly N pairs (y′, z′) ∈ Z × [c] for which
F (y′, z′) 6= 0. Thus, by pigeonholing in y′ and z′ in (5.4) and setting L(y) := F3(y, z
′)
and R(z) := F2(y
′, z)F4(y
′, z′), we get that∣∣∣∣∣∣
∑
y
∑
z∈[c]
F (y, z)L(y)R(z)
∣∣∣∣∣∣ ≥ (δ22δ3 −O(δ32/δ1))M2.
Now, for each x ∈ Z, define g(x) ∈ Z and h(x) ∈ [c] by x = cg(x) + dh(x), and set
l(x) := L ◦ g and r(x) := R ◦ h. Then∣∣∣∣∣∑
x
f(x)l(x)r(x)
∣∣∣∣∣ ≥ (δ22δ3 −O(δ32/δ1))M2.
It remains to check the invariance properties of l and r. To see that r(x) = r(x+cy)
for all x, y ∈ Z, just note that h(x) = h(x + cy) for every x, y ∈ Z. To see that, for
most x ∈ [N ], we have l(x) = l(x + dz) for all z ∈ [εM ], note that g(x) = g(x+ dz)
whenever h(x) < c − εM . But for h(x) < c − εM to hold, x must lie in one of εM
congruence classes modulo c. This implies that
#{x ∈ [N ] : l(x) 6= l(x+ dz) for some z ∈ [εM ]} ≪
εMN
c
<
ε
δ1
N
for every ε > 0. 
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Lemma 5.3 yields a result in the gcd(c, d) > 1 situation, which we easily deduce by
passing to subprogressions modulo gcd(c, d) and applying the lemma.
Corollary 5.4. There exists an absolute constant C > 0 such that the following
holds. Let δ1, δ2, δ3 > 0 and m ∈ N and suppose that c, d ∈ N with m := gcd(c, d) and
c > δ1mM . Let f : Z→ C be a 1-bounded function supported on the interval [N ] and
satisfying ∑
x,h1,h2
µδ2,M(h1)µδ2,M(h2)∆ch1,dh2f(x) ≥ δ3NM
2.
Then, if 0 < δ2 < Cδ1δ3/m, there exist 1-bounded functions l, r : Z→ C such that∣∣∣∣∣∑
x
f(x)l(x)r(x)
∣∣∣∣∣≫ δ22δ3M2,
r(x) = r(x+ cy) for all x, y ∈ Z, and
#{x ∈ [N ] : l(x) 6= l(x+ dz) for some z ∈ [εM ]} ≪
ε
δ1
N
for every ε > 0.
Proof. Define, for each k = 0, . . . , m−1, a 1-bounded function fk : Z→ C by fk(x) :=
f(mx−k). Then each fk is supported on [⌈N/m⌉] and there exist δ3,0, . . . , δ3,m−1 ≥ 0
satisfying δ3,0 + · · ·+ δ3,m−1 = δ3 such that∑
x,h1,h2
µδ2,M(h1)µδ2,M(h2)∆ c
m
h1,
d
m
h2
fk(x) ≥ δ3,k
NM2
m
.
Note that gcd(c/m, d/m) = 1 and c/m > δ1M , so by Lemma 5.3, there exist lk, rk :
Z→ C such that ∑
x
fk(x)lk(x)rk(x) ≥ (δ
2
2δ3,k − O(δ
3
2/δ1))M
2,
rk(x) = rk(x+ cy/m) for all x, y ∈ Z, and
#{x ∈ [⌈N/m⌉] : lk(x) 6= lk(x+ dz/m) for some z ∈ [εM ]} ≪
ε
δ1
N
m
.
Defining r(mx− k) := rk(x) and l(mx− k) := lk(x) for k = 0, . . . , m− 1, we thus get
that ∑
x
f(x)l(x)r(x) ≥ (δ22δ3 − O(δ
3
2m/δ1))M
2,
r(x) = r(x+ cy) for all x, y ∈ Z, and
#{x ∈ [N ] : l(x) 6= l(x+ dz) for some z ∈ [εM ]} ≪
ε
δ1
N.
Assuming that C > 0 is small enough yields∑
x
f(x)l(x)r(x)≫ δ22δ3M
2.

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5.2. U4-control on average. In this subsection, we show that, on average over b, the
norm ‖·‖b is controlled by an average of U
4-norms localized to arithmetic progressions
modulo q. This will be an immediate consequence of the following lemma.
Lemma 5.5. There exists an absolute constant C > 0 such that the following holds.
Set M := N1/2 and let δ1, δ2, δ3, δ4 > 0. For all but O(δ1δ2M) of the b ∈ [δ2M ], if
f : Z→ C is a 1-bounded function supported in the interval [N ] satisfying
(5.5) Ea∈[δ2M ]
∑
x,h1,h2
µδ3,M(h1)µδ3,M(h2)∆2(a+b)h1,2ah2f(x) ≥ δ4NM
2,
then
‖f‖2
4
U4 ≫ (δ3δ4)
220N5,
provided 0 < δ1/δ2 < Cδ4 and 0 < δ3 < Cδ
3
1δ4.
Note that the only differences between (5.5) and the definition of ‖ · ‖4b in (5.1)
(besides the different indices for various δi’s) are the presence of q in the delta op-
erator ∆2q(a+b)h1,2qah2 applied to f in (5.1) and the lack of one in the delta operator
∆2(a+b)h1,2ah2 applied to f in (5.5) and that M = (N/q)
1/2 in (5.1) and M = N1/2
in (5.5). We thus deduce the following corollary from Lemma 5.5 by splitting the
domain of f up modulo q and choosing δ1 appropriately in Lemma 5.5.
Corollary 5.6. There exists an absolute constant C > 0 such that the following holds.
Set M := (N/q)1/2 and let δ2, δ3, δ4 > 0, fb : Z→ C be 1-bounded functions supported
in the interval [N ] for each b ∈ [δ2M ], and q be a positive integer. If
Eb∈[δ2M ]‖fb‖
4
b ≥ δ4NM
2
for 0 < δ3 < Cδ
3
2δ
4
4, then we have
Eu∈[q]Eb∈[δ2M ]‖fb‖
24
U4(u+qZ) ≫ (δ3δ4)
221(N/q)5.
In this Corollary, δ2 and δ3 play the role of δ1 and δ2, respectively, in the defini-
tion (5.1) of ‖ · ‖b.
Proof of Corollary 5.6 assuming Lemma 5.5. For any function g : Z→ C and h ∈ Z,
let Thg : Z→ C denote the function Thg(x) := g(x+h). We split Z up into arithmetic
progressions modulo q and note that, since∣∣∣∣∣Ea,b∈[δ2M ] ∑
x,h1,h2
µδ3,M(h1)µδ3,M(h2)∆2(a+b)h1,2ah2Tufb(qx)
∣∣∣∣∣ ≤ Nq M2
for all u ∈ [q], for at least a ≫ δ4-proportion of u ∈ [q] we must have
Ea,b∈[δ2M ]
∑
x,h1,h2
µδ3,M(h1)µδ3,M(h2)∆2(a+b)h1,2ah2Tufb(qx)≫ δ4
N
q
M2.
For the same reason, we also have that
Ea∈[δ2M ]
∑
x,h1,h2
µδ3,M(h1)µδ3,M(h2)∆2(a+b)h1 ,2ah2Tufb(qx)≫ δ4
N
q
M2
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holds for at least a≫ δ4-proportion of the b ∈ [δ2M ] for such u. Applying Lemma 5.5
with N/q in place of N , Tufb(q·) in place of f , and δ1 =
C′
2
δ2δ4 for C
′ > 0 sufficiently
small, we get that
‖fb‖
24
U4(u+qZ) ≫ (δ3δ4)
220(N/q)5
for at least a ≫ C ′δ24-proportion of b ∈ [δ2M ] and u ∈ [q]. We thus deduce by
positivity that
Eu∈[q]Eb∈[δ2M ]‖fb‖
24
U4(u+qZ) ≫ (δ3δ4)
221(N/q)5.

At the end of the above proof we used the very crude bound 220 + 2 ≤ 221. This is
the sort of estimate referred to in Remark 1.2, and there will be many more like it in
the remainder of the paper.
Before proving Lemma 5.5, we record two well-known lemmas for ease of exposition.
The first is the fact that most pairs of integers have small greatest common divisor.
Lemma 5.7. The proportion of integers 1 ≤ a, b ≤ X with gcd(a, b) > Y is ≪ Y −1.
Proof. Recall (see, for example, Chapter 3 of [1]) that the proportion of pairs (a, b)
of positive integers below X such that gcd(a, b) ≤ Y is asymptotically
∼
1
ζ(2)
Y∑
n=1
1
n2
.
Thus, the proportion of pairs with gcd(a, b) > Y is ≪ Y −1. 
The second is that a function of three variables that correlates with functions
depending on only two of these variables has large three-dimensional box norm. The
proof, which is standard, is just three applications of the Cauchy–Schwarz inequality.
Lemma 5.8. Let X1, X2, and X3, be finite sets and f, g1, g2, g3 : X1 ×X2 ×X3 → C
be 1-bounded functions such that the value of gi(x1, x2, x3) does not depend on xi. If∣∣∣∣∣E xi∈Xii=1,2,3f(x1, x2, x3)
3∏
i=1
gi(x1, x2, x3)
∣∣∣∣∣ ≥ δ,
then
‖f‖(X1,X2,X3) ≥ δ.
Proof. Apply the Cauchy–Schwarz inequality three times: once in all but the x1
variable, once in all but the x2 variable, and once in all but the x3 variable. 
Now we can prove Lemma 5.5. For an outline of this argument, see Subsection 3.2
starting after Lemma 3.4.
Proof of Lemma 5.5. Let S denote the set of integers b ∈ [δ2M ] such that gcd(a, b)≪
δ−11 for all but a proportion of δ1 of the integers a ∈ [δ2M ]. For fixed b ∈ S, let Ub
denote the set of all such a ∈ [δ2M ] satisfying gcd(a, b)≪ δ
−1
1 and also a > δ1M .
Let b ∈ S, and note that [δ2M ] \ S has size O(δ1δ2M) by Lemma 5.7. We restrict
the average over a ∈ [δ2M ] in (5.5) to an average over Ub so that we can apply
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Corollary 5.4. By Lemma 5.7 again, we have |Ub| ≥ (1 − O(δ1))δ2M − δ1M =
(δ2 −O(δ1))M , so that
Ea∈Ub
∣∣∣∣∣ ∑
x,h1,h2
µδ3,M(h1)µδ3,M(h2)∆(a+b)h1,ah2f(x)
∣∣∣∣∣≫ (δ4 −O(δ1δ−12 ))NM2
≫ δ4NM
2
by the bound δ1/δ2 < Cδ4, assuming that C > 0 is small enough.
Now, since
∣∣∣∑x,h1,h2 µδ3,M(h1)µδ3,M(h2)∆(a+b)h1,ah2f(x)∣∣∣ ≪ NM2 for all a ∈ Ub,
there are ≫ δ4|Ub| many a’s in Ub such that∣∣∣∣∣ ∑
x,h1,h2
µδ3,M(h1)µδ3,M(h2)∆(a+b)h1,ah2f(x)
∣∣∣∣∣≫ δ4NM2.
We have m := gcd(a, a + b) = gcd(a, b) ≤ δ−11 and a > δ1M = δ
2
1mM by definition
for these a’s, in addition to the inequality 0 < δ3 < Cδ
2
1δ4/δ
−1
1 ≤ Cδ
2
1δ4/m. Thus,
by taking C sufficiently small, it follows from Corollary 5.4 (using m, δ21, δ3, and δ4 in
the roles of m, δ1, δ2, and δ3 in the corollary, respectively) that there exist 1-bounded
functions la+b, ra : Z→ C satisfying∑
x
f(x)la+b(x)ra(x)≫ δ
2
3δ4M
2,
ra(x) = ra(x+ ay) for all x, y ∈ Z, and
#{x ∈ [N ] : la+b(x) 6= la+b(x+ (a + b)z) for some z ∈ [εM ]} ≪
ε
δ21
N
for every ε > 0. Note that, by replacing la+b by la+b1[N ], we may assume that la+b is
supported on [N ], since f is. Set ra, la+b : Z → C to be identically zero for all other
a’s in Ub, so that
Ea∈Ub
∑
x
f(x)la+b(x)ra(x)≫ δ
2
3δ
2
4M
2.
We now work on controlling the left-hand side of the above by ‖f‖U4. To do this, we
first insert extra averaging in x by shifting by multiples of a and using the invariance
of ra, so that
Ea∈Ub
∑
x
∑
w∈[δ1M ]
f(x+ aw)la+b(x+ aw)ra(x)≫ δ1δ
2
3δ
2
4M
3.
Applying the Cauchy–Schwarz inequality in the a and x variables, this implies that
Ea∈Ub
∑
x
f(x)la+b(x)
 ∑
w,w′∈[δ1M ]
f(x+ a(w − w′))la+b(x+ a(w − w
′))
≫ δ21δ43δ44M4
or, setting
r′a(x) :=
∑
w
µδ1,M(w)f(x+ aw)la+b(x+ aw),
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that
(5.6) Ea∈Ub
∑
x
f(x)la+b(x)r
′
a(x)≫ δ
4
3δ
4
4M
3.
For future reference, note that ‖r′a‖L∞ ≤ M and r
′
a is supported in [−N, 2N ], since
µδ1,M is bounded by δ
−1
1 and supported in [−δ1M, δ1M ], f is 1-bounded and supported
in [N ], and a ≤ δ2M ≤M .
We apply the Cauchy–Schwarz inequality again in the x variable to (5.6) to deduce
that
Ea,c∈Ub
∑
x
la+b(x)lc+b(x)r
′
a(x)r
′
c(x)≫ δ
8
3δ
8
4M
4.
Let 0 < δ5 < C
′δ83δ
8
4δ
2
1 for C
′ > 0 sufficiently small. Inserting extra averaging in x by
shifting by multiples of (a + b) gives
Ea,c∈Ug
∑
x
w1∈[δ5M ]
la+b(x+(a+b)w1)lc+b(x+(a+b)w1)r
′
a(x+(a+b)w1)r
′
c(x+(a+b)w1)≫ δ
8
3δ
8
4δ5M
5.
Recall that
#{x ∈ [N ] : la+b(x) 6= la+b(x+ (a + b)z) for some z ∈ [δ5M ]} ≪ δ5/δ
2
1N,
so ∑
x
∑
w1∈[δ5M ]
|la+b(x+ (a+ b)w1)− la+b(x)| ≪ δ
2
5/δ
2
1M
3 + δ2δ
2
5M
3 ≪ δ25/δ
2
1M
3,
because a, b ≤ δ2M and la+b is 1-bounded. Since ‖r
′
a‖L∞ , ‖r
′
c‖L∞ ≤ M and lc+b is
1-bounded, it thus follows that
Ea,c∈Ub
∑
x
w1∈[δ5M ]
la+b(x)lc+b(x+(a+b)w1)r
′
a(x+(a+b)w1)r
′
c(x+(a+b)w1)≫ δ
8
3δ
8
4δ5M
5.
By a similar argument using the almost-invariance of lc+b under shifts by (c+ b), we
have
Ea,c∈Ub
∑
x
w1,w2∈[δ5M ]
[la+b(x+ (c+ b)w2)r
′
a(x+ (a+ b)w1 + (c+ b)w2)
lc+b(x+ (a+ b)w1)r
′
c(x+ (a+ b)w1 + (c+ b)w2)]≫ δ
8
3δ
8
4δ
2
5M
6.
Now, we insert extra averaging yet again by shifting by multiples of c, so that
δ83δ
8
4δ
3
5M
7 ≪ Ea,c∈Ub
∑
x
w1,w2,w3∈[δ5M ]
[la+b(x+ (c+ b)w2 + cw3)r
′
a(x+ (a+ b)w1 + (c+ b)w2 + cw3)
lc+b(x+ (a+ b)w1 + cw3)r
′
c(x+ (a+ b)w1 + (c+ b)w2 + cw3)].
As a consequence,
δ83δ
8
4δ
3
5M
7 ≪ E + Ea,c∈Ub
∑
x
w1,w2,w3∈[δ5M ]
[la+b(x+ (c+ b)w2 + cw3)r
′
a(x+ (a+ b)w1 + (c+ b)w2 + cw3)
lc+b(x+ (a+ b)w1 + cw3)r
′
c(x+ (a+ b)w1 + (c+ b)w2)],
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where
E ≪ δ25M
3 max
a,c∈Ub
∑
x
∑
w3∈[δ5M ]
|r′c(x+ cw3)− r
′
c(x)| ,
since ‖r′a‖L∞ ≤M .
Recalling the definition of r′c and using the fact that f and lc+b are 1-bounded and
supported on intervals of length ≪ N , we see that for each choice of a and c the
double sum on the right-hand side of the above is
(5.7) ≪M2
∑
w3∈[δ5M ]
∑
w
|µδ1,M(w + w3)− µδ1,M(w)|.
Since
µδ1,M(w) =
#{z, z′ ∈ [δ1M ] : z − z
′ = w}
δ21M
=
⌊δ1M⌋ − |w|
δ21M
,
we can thus use the reverse triangle inequality to bound (5.7) by
≪M2δ1M
∑
w3∈[δ5M ]
|w3|
δ21M
≪M2δ1Mδ
2
5M
2 1
δ21M
≪ δ25/δ1M
4.
This shows that E ≪ δ45/δ1M
7, which by taking C ′ > 0 small enough implies that
δ83δ
8
4δ
3
5M
7 ≪ Ea,c∈Ub
∑
x
∑
w1,w2,w3∈[δ5M ]
[la+b(x+ (c+ b)w2 + cw3)r
′
a(x+ (a+ b)w1 + (c+ b)w2 + cw3)
lc+b(x+ (a+ b)w1 + cw3)r
′
c(x+ (a + b)w1 + (c + b)w2)],
by the bound δ5 < C
′δ83δ
8
4δ
2
1.
Note that, for each fixed x, the functions (w1, w2, w3) 7→ la+b(x+ (c+ b)w2 + cw3),
(w1, w2, w3) 7→ lc+b(x+(a+b)w1+cw3), and (w1, w2, w3) 7→ r
′
c(x+(a+b)w1+(c+b)w2)
do not depend on w1, w2, and w3, respectively. Thus, we can apply Lemma 5.8 to
deduce that
δ2
6
3 δ
26
4 δ
6
5M
16 ≪ Ea,c∈Ub
∑
x
∑
wi,w′i∈[δ5M ];i=1,2,3
[r′a(x+ (a+ b)w1 + (c+ b)w2 + cw3)
r′a(x+ (a+ b)w1 + (c+ b)w2 + cw
′
3)
r′a(x+ (a+ b)w1 + (c+ b)w
′
2 + cw3)
r′a(x+ (a+ b)w1 + (c+ b)w
′
2 + cw
′
3)
r′a(x+ (a+ b)w
′
1 + (c+ b)w2 + cw3)
r′a(x+ (a+ b)w
′
1 + (c+ b)w2 + cw
′
3)
r′a(x+ (a+ b)w
′
1 + (c+ b)w
′
2 + cw3)
r′a(x+ (a+ b)w
′
1 + (c+ b)w
′
2 + cw
′
3)]
since la+b, lc+b, r
′
a, r
′
c are all supported in intervals of length ≪ N and ‖r
′
c‖L∞ ≤ M .
Recalling the definition of r′a and making the change of variables x 7→ x− (a+ b)w1−
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(c+ b)w2 − cw3, the right-hand side above equals (δ
2
5M)
3 times
Ea,c∈Ub
∑
x,w1,w2,w3
h1,...,h8
3∏
i=1
µδ5,M(wi)
8∏
j=1
µδ1,M(hj)[(fla+b)(x+ ah1)
(fla+b)(x+ cw3 + ah2)
(fla+b)(x+ (c+ b)w2 + ah3)
(fla+b)(x+ (c+ b)w2 + cw3 + ah4)
(fla+b)(x+ (a+ b)w1 + ah5)
(fla+b)(x+ (a+ b)w1 + cw3 + ah6)
(fla+b)(x+ (a+ b)w1 + (c+ b)w2 + ah7)
(fla+b)(x+ (a+ b)w1 + (c+ b)w2 + cw3 + ah8)].
After making the change of variables h1 = h
′
1, h4 = h2 + h3 + h
′
4, h6 = h2 + h5 + h
′
6,
h7 = h3 + h5 + h
′
7, and h8 = h2 + h3 + h5 + h
′
8 and pigeonholing in h
′
1, h
′
4, h
′
6, h
′
7,
and h′8 using that suppµδ1,M ⊂ (−δ1M, δ1M), we thus deduce that there exist h
′
i ∈ Z
satisfying |hi| ≪ δ1M for i = 1, 4, 6, 7, 8 such that
δ2
6
3 δ
26
4
δ41
M8 ≪ Ea,c∈Ub
∑
x,w1,w2,w3
h2,h3,h5
[µδ5,M(w1)µδ5,M(w2)µδ5,M(w3)
µδ1,M(h2)µδ1,M(h3)µδ1,M(h5)
µδ1,M(h2 + h3 + h
′
4)
µδ1,M(h2 + h5 + h
′
6)
µδ1,M(h3 + h5 + h
′
7)
µδ1,M(h2 + h3 + h5 + h
′
8)
Tah′1(fla+b)(x)
(fla+b)(x+ cw3 + ah2)
(fla+b)(x+ (c+ b)w2 + ah3)
Tah′4(fla+b)(x+ (c+ b)w2 + cw3 + a[h2 + h3])
(fla+b)(x+ (a + b)w1 + ah5)
Tah′6(fla+b)(x+ (a + b)w1 + cw3 + a[h2 + h5])
Tah′7(fla+b)(x+ (a + b)w1 + (c+ b)w2 + a[h3 + h5])
Tah′8(fla+b)(x+ (a + b)w1 + (c+ b)w2 + cw3 + a[h2 + h3 + h5])].
Next, we argue using Fourier inversion, as in the proof of Lemma 5.3, to remove the
weights µδ1,M(h2 + h3 + h
′
4), µδ1,M(h2 + h5 + h
′
6), µδ1,M(h3 + h5 + h
′
7), and µδ1,M(h2 +
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h3 + h5 + h
′
8) in the above. Indeed, recalling that
∫
T
|µ̂δ1,M(γ)|dγ = 1/δ1, we get that
δ2
6
3 δ
26
4 M
8 ≪ Ea,c∈Ub sup
γ1,γ2,γ3∈T
∣∣ ∑
x,w1,w2,w3
h1,h2,h3
[µδ5,M(w1)µδ5,M(w2)µδ5,M(w3)
µδ1,γ1(h1)µδ1,γ2(h2)µδ1,γ3(h3)
Tah′1(fla+b)(x)
(fla+b)(x+ cw3 + ah1)
(fla+b)(x+ (c+ b)w2 + ah2)
Tah′4(fla+b)(x+ (c+ b)w2 + cw3 + a[h1 + h2])
(fla+b)(x+ (a+ b)w1 + ah3)
Tah′6(fla+b)(x+ (a+ b)w1 + cw3 + a[h1 + h3])
Tah′7(fla+b)(x+ (a+ b)w1 + (c+ b)w2 + a[h2 + h3])
Tah′8(fla+b)(x+ (a+ b)w1 + (c+ b)w2 + cw3 + a[h1 + h2 + h3])]
∣∣,
where µδ1,γi(x) := µδ1,M(x)e(γix). (Here we have renamed h2, h3, and h5 in the
previous displayed equation as h1, h2, and h3, respectively.)
Now, for each a, c ∈ Ub and γ1, γ2, γ3 ∈ T, define
ν(1)a,c,γ1(k) :=
∑
w3,h1
cw3+ah1=k
µδ5,M(w3)µδ1,γ1(h1) =
∑
w3,h1
cw3+ah1=k
µδ5,M(w3)µδ1,M(h1)e(γ1h1),
ν(2)a,c,γ2(k) :=
∑
w2,h2
(c+b)w2+ah2=k
µδ5,M(w2)µδ1,γ2(h2) =
∑
w2,h2
(c+b)w2+ah2=k
µδ5,M(w2)µδ1,M(h2)e(γ2h2),
and
ν(3)a,c,γ3(k) :=
∑
w1,h3
(a+b)w1+ah3=k
µδ5,M(w1)µδ1,γ3(h3) =
∑
w1,h3
(a+b)w1+ah3=k
µδ5,M(w1)µδ1,M(h3)e(γ3h3),
so
δ2
6
3 δ
26
4 M
8 ≪ Ea,c∈Ub sup
γ1,γ2,γ3∈T
∣∣ ∑
x,k1,k2,k3
[ν(1)a,c,γ1(k1)ν
(2)
a,c,γ2
(k2)ν
(3)
a,c,γ3
(k3)
Tah′1(fla+b)(x)(fla+b)(x+ k1)
(fla+b)(x+ k2)Tah′4(fla+b)(x+ k1 + k2)
(fla+b)(x+ k3)Tah′6(fla+b)(x+ k1 + k3)
Tah′7(fla+b)(x+ k2 + k3)Tah′8(fla+b)(x+ k1 + k2 + k3)]
∣∣.
By arguing as in the proof of Lemma 5.3 again using Fourier inversion, for each
a, c ∈ Ub we can bound the quantity inside of the average on the right-hand side
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above by
(5.8) sup
γi,γ
′
i∈T
i=1,2,3
(∫
T
|
̂
ν
(1)
a,c,γ1(γ
′
1)|dγ
′
1
)(∫
T
|
̂
ν
(2)
a,c,γ2(γ
′
2)|dγ
′
2
)(∫
T
|
̂
ν
(3)
a,c,γ3(γ
′
3)|dγ
′
3
)
times
sup
γ′1,γ
′
2,γ
′
3∈T
∣∣ ∑
x,k1,k2,k3
[Tah′1(fla+b)(x)e(−(γ
′
1 + γ
′
2 + γ
′
3)x)(fla+b)(x+ k1)e(γ
′
1(x+ k1))
(fla+b)(x+ k2)e(γ
′
2(x+ k2))Tah′4(fla+b)(x+ k1 + k2)
(fla+b)(x+ k3)e(γ
′
3(x+ k3))Tah′6(fla+b)(x+ k1 + k3)
Tah′7(fla+b)(x+ k2 + k3)Tah′8(fla+b)(x+ k1 + k2 + k3)]
∣∣.
For each γ′1, γ
′
2, and γ
′
3, this second quantity can be easily bounded above in terms of
‖fla+b‖U3 by the Gowers–Cauchy–Schwarz inequality. So, we bound (5.8).
Note that for any γ1 ∈ T, we have
ν(1)a,c,γ1(k) =
1
δ21δ
2
5M
2
(1c[δ5M ] ∗ 1−c[δ5M ] ∗ [1a[δ1M ]e(γ1 · /a)] ∗ [1−a[δ1M ]e(γ1 · /a)])(k),
so that
|
̂
ν
(1)
a,c,γ1(γ
′
1)| =
1
δ21δ
2
5M
2
∣∣(1c[δ5M ] ∗ [1a[δ1M ]e(γ1 · /a)])∧(γ′1)∣∣2
and, by Parseval’s identity and the triangle inequality, that∫
T
|
̂
ν
(1)
a,c,γ1(γ
′
1)|dγ
′
1 =
1
δ21δ
2
5M
2
‖1c[δ5M ] ∗1a[δ1M ]e(γ1 ·/a)‖
2
ℓ2 ≤
1
δ21δ
2
5M
2
‖1c[δ5M ] ∗1a[δ1M ]‖
2
ℓ2.
Similarly, for any γ2, γ3 ∈ T, we have∫
T
|
̂
ν
(2)
a,c,γ2(γ
′
2)|dγ
′
2 ≤
1
δ21δ
2
5M
2
‖1(c+b)[δ5M ] ∗ 1a[δ1M ]‖
2
ℓ2
and ∫
T
|
̂
ν
(3)
a,c,γ3(γ
′
3)|dγ
′
3 ≤
1
δ21δ
2
5M
2
‖1(a+b)[δ5M ] ∗ 1a[δ1M ]‖
2
ℓ2 .
For most a, c ∈ Ub, both gcd(a, c) and gcd(a, c + b) are small. Indeed, by two appli-
cations of Lemma 5.7, for all but a ≪ Cδ2
6
3 δ
26
4 fraction of the pairs (a, c) ∈ [δ2M ]
2,
we have that gcd(a, c), gcd(a, c+ b) ≤ 1
C
δ−2
6
3 δ
−26
4 . For such pairs (a, c), we have
‖1c[δ5M ] ∗ 1a[δ1M ]‖
2
ℓ2 = #{x1, x2 ∈ [δ5M ], y1, y2 ∈ [δ1M ] : c[x1 − x2] = a[y1 − y2]}
≪ δ5δ1M
2 ·
δ5M
δ1M/(δ
−26
3 δ
−26
4 /C)
δ1M
δ1M/(δ
−26
3 δ
−26
4 /C)
=
1
C2
δ25δ
−27
3 δ
−27
4 M
2,
since gcd(a, c) ≤ 1
C
δ−2
6
3 δ
−26
4 and a, c > δ1M . Similarly,
‖1(c+b)[δ5M ] ∗ 1a[δ1M ]‖
2
ℓ2 ≪
1
C2
δ25δ
−27
3 δ
−27
4 M
2
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and
‖1(a+b)[δ5M ] ∗ 1a[δ1M ]‖
2
ℓ2 ≪ δ
2
5δ
−2
1 M
2,
since gcd(a, b) ≤ δ−11 .
As a consequence, by taking C > 0 sufficiently small, we thus have
δ2
9
3 δ
29
4 M
8 ≪ Ea,c∈Ub sup
γ′1,γ
′
2,γ
′
3∈T
∣∣ ∑
x,k1,k2,k3
[Tah′1(fla+b)(x)e(−(γ
′
1 + γ
′
2 + γ
′
3)x)(fla+b)(x+ k1)e(γ
′
1(x+ k1))
(fla+b)(x+ k2)e(γ
′
2(x+ k2))Tah′4(fla+b)(x+ k1 + k2)
(fla+b)(x+ k3)e(γ
′
3(x+ k3))Tah′6(fla+b)(x+ k1 + k3)
Tah′7(fla+b)(x+ k2 + k3)Tah′8(fla+b)(x+ k1 + k2 + k3)]
∣∣,
by recalling the assumption δ1 < Cδ4δ2 ≤ Cδ4. The sum inside of the supremum is
the U3-inner product of eight 1-bounded functions that are supported on intervals of
length ≪ N . Thus, by the Gowers–Cauchy–Schwarz inequality, we have
δ2
12
3 δ
212
4 M
8 ≪ Ea∈Ub
∑
x,k1,k2,k3
∆k1,k2,k3(fla+b)(x).
Finally, inserting extra averaging in x by shifting by multiples of (a + b), for any
0 < δ6 < C
′δ2
12
3 δ
212
4 δ
2
1 when C
′ > 0 is sufficiently small, we have by the almost-
invariance of la+b that
δ2
12
3 δ
212
4 δ6M
9 ≪ Ea∈Ub
∑
x,k1,k2,k3
∑
m∈[δ6M ]
∆k1,k2,k3f(x+ (a + b)m)∆k1,k2,k3la+b(x).
Applying the Cauchy–Schwarz inequality once in the a, x, k1, k2, and k3 variables, we
get
δ2
13
3 δ
213
4 M
9 ≪ Ea∈Ub
∑
x,k1,k2,k3
∑
m
µδ6,M(m)∆k1,k2,k3f(x)∆k1,k2,k3f(x+ (a+ b)m),
and applying it in the x, k1, k2, and k3 variables and using Lemma 5.7 and the pigeon-
hole principle again, we get that there exist a, c ∈ Ub with gcd(a+b, c+b) ≪ δ
−214
3 δ
−214
4
such that
δ2
14
3 δ
214
4 M
10 ≪
∑
x,k1,k2,k3
m,m′
µδ6,M(m)µδ6,M(m
′)∆k1,k2,k3f(x)∆k1,k2,k3f(x+(a+b)m−(c+b)m
′).
Hence by Fourier inversion and the Gowers–Cauchy–Schwarz inequality, we conclude
in a similar manner as previously that
δ2
20
3 δ
220
4 M
10 ≪
∑
x,k1,k2,k3,k4
∆k1,k2,k3,k4f(x) = ‖f‖
24
U4.
Recalling that M = N1/2, this completes the proof of the lemma. 
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5.3. Proof of Theorem 5.2. We can now prove Theorem 5.1, which will then im-
mediately imply Theorem 5.2 when combined with the results of Section 4.
Proof of Theorem 5.1. Note that, for all h2, we have the bound∣∣∣∣∣Ea,b∈[δ1M ] ∑
x,h1,h3
µδ2,M(h1)µδ2,M(h3)∆2q(a+b)h1,2qah3(∆2qbh2f)(x)
∣∣∣∣∣≪ NM2.
As a consequence, for at least a ≫ δ3-proportion of the µδ2,M -mass of the h2’s, we
have that
Ea,b∈[δ1M ]
∑
x,h1,h3
µδ2,M(h1)µδ2,M(h3)∆2q(a+b)h1,2qah3(∆2qbh2f)(x)≫ δ3NM
2.
For each of these h2, we apply Corollary 5.6 with fb := ∆2qbh2f to deduce that
Eu∈[q]Eb∈[δ1M ]‖∆2qbh2f‖
24
U4(u+qZ) ≫ (δ2δ3)
221(N/q)5.
Thus, by positivity, we have
Eu∈[q]Eb∈[δ1M ]
∑
h2
µδ2,M(h2)‖∆2qbh2f‖
24
U4(u+qZ) ≫ δ3M(δ2δ3)
221(N/q)5.
Expanding the definition of ‖ · ‖U4(u+qZ), this means that
Eu∈[q]Eb∈[δ1M ]
∑
x,h2
k1,k2,k3,k4
µδ2,M(h2)∆k1,k2,k3,k4Tuf(qx)∆k1,k2,k3,k4Tuf(qx+2qbh2)≫ (δ2δ3)
221δ3(N/q)
5M.
Applying Cauchy–Schwarz in the u, x, k1, k2, k3, and k4 variables, we thus deduce that
Eu∈[q]Eb,d∈[δ1M ]
∑
x,h2,h′2
k1,k2,k3,k4
µδ2,M(h2)µδ2,M(h
′
2)∆k1,k2,k3,k4,2[bh2−dh′2]Tuf(qx)≫ (δ2δ3)
223(N/q)6,
recalling that M2 = N/q. By using Lemma 5.7, the pigeonhole principle, Fourier in-
version, and the Gowers–Cauchy–Schwarz inequality again as in the proof of Lemma 5.5,
we conclude that
Eu∈[q]‖f‖
25
U5(u+qZ) ≫ (δ2δ3)
225(N/q)6.

Now we can prove Theorem 5.2.
Proof of Theorem 5.2. We apply Lemma 4.1 with δ1 = δ, δ2 = Cδ
4, and δ3 = Cδ
140
for C sufficiently small to deduce that
Ea,b∈[δ2M ]
∑
x,h1,h2,h3
µδ3,M(h1)µδ3,M(h2)µδ3,M(h3)∆2q(a+b)h1,2qbh2,2qah3f2(x)≫ δ
32NM3,
provided N ≥ 1
C
qδ−72. Noting that δ3 < C
′δ12δ128 for C ′ > 0 going to zero with C,
we can thus apply Theorem 5.1 to deduce that
Eu∈[q]‖f2‖
25
U5(u+qZ) ≫ (δ
140+32)2
25
(N/q)6 ≫ δ2
33
(N/q)6
if C is small enough. 
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6. Degree lowering
So far, we have shown that Λq(f0, f1, f2) is controlled by Eu∈[q]‖f2‖
25
U5(u+qZ) whenever
f0, f1, and f2 are 1-bounded complex-valued functions supported on the interval [N ].
The next step of the argument is to bound Λq(f0, f1, f2) in terms of an average of
U5(u+ qZ)-norms of the dual function
(6.1) F (x) := Ey∈[M ]f0(x− qy
2)f1(x+ y − qy
2).
For future reference, note that F is 1-bounded and supported on [N + q, 2N ].
To do this, we will use the following consequence of the Hahn-Banach Theorem.
This lemma is essentially the same as Proposition 2.6 in [14], except that powers of
1/q have been replaced with appropriate powers of ε, Fq has been replaced by [N ],
and we phrase things in terms of ℓp-norms instead of Lp-norms. We give the proof of
Lemma 6.1 in Appendix A for completeness.
Lemma 6.1. Let f : Z → C be function supported on the interval [N ] satisfying
‖f‖2ℓ2 ≤ N , ‖ · ‖ be any norm on the space of complex-valued functions supported on
[N ], and ε1, ε2, ε3, ε4 > 0. There exists a decomposition f = gstr + gsml + gunf such
that
(1) ‖gstr‖
∗ ≤ ε−11 N ,
(2) ‖gsml‖ℓ1 ≤ ε2N ,
(3) ‖gunf‖L∞ ≤ ε
−1
3 , and ‖gunf‖ ≤ ε4,
provided ε−12 ε3 + ε1ε
−1
4 ≤ 1/2.
Note that, when f2 is 1-bounded and supported on the interval [N ], we have that
Eu∈[q]
1
(N/q)6
‖f2‖
25
U5(u+qZ) ≤ Eu∈[q]
1
(N/q)6/25
‖f2‖U5(u+qZ),
since for such f2 we have ‖f2‖
25
U5/(N/q)
6 ≤ 1. We thus apply Lemma 6.1 with the
norm ‖f‖ := Eu∈[q]
1
(N/q)6/2
5 ‖f‖U5(u+qZ) (which is a norm on the space of functions
supported on [2N ] because it is an average of such norms (see Appendix B of [10])),
ε1 = Cδ
235/100, ε2 = δ/2, ε3 = δ/100, and ε4 = Cδ
235 for C sufficiently small to get
a decomposition
f2 = gstr + gsml + gunf
satisfying ‖gstr‖
∗ ≤ ε−11 N , ‖gsml‖ℓ1 ≤ ε2N , ‖gunf‖L∞ ≤ ε
−1
3 , and ‖gunf‖ ≤ ε4. Sup-
pose that |Λq(f0, f1, f2)| ≥ δNM . Then by the trilinearity of Λq, we have
Λq(f0, f1, f2) = Λq(f0, f1, gstr) + Λq(f0, f1, gsml) + Λq(f0, f1, gunf).
By the triangle inequality, we have Λq(f0, f1, gsml) ≤ δNM/2 because f0 and f1 are
1-bounded. Thus,
|Λq(f0, f1, gstr)|+ |Λq(f0, f1, gunf)| ≥ δNM/2.
If |Λq(f0, f1, gunf)| had size at least δNM/4, then, since gunf/ε
−1
3 is 1-bounded and
supported on [N ], Theorem 5.2 tells us that
(δε3)
233(N/q)6 ≪ Eu∈[q]‖gunf/ε
−1
3 ‖
25
U5(u+qZ),
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so that, certainly,
(δε3)
233 ≪ Eu∈[q]
1
(N/q)6/25
‖gunf/ε
−1
3 ‖U5(u+qZ) = ‖gunf/ε3‖ ≤ ε4/ε3,
since gunf/ε
−1
3 is 1-bounded and supported on the interval [N ]. But this implies that
δ2
34+1 ≪ Cδ2
35
, which is false for every δ ≤ 1 when C is small enough. Thus,
|Λq(f0, f1, gstr)| ≥ δNM/4.
We can write Λq(f0, f1, gstr) as the inner product M
∑
x gstr(x)F (x), which combined
with the bound ‖gstr‖
∗ ≤ ε−11 N implies that δ/4 ≤ ε
−1
1 ‖F‖. Thus, by Ho¨lder’s
inequality, we have
δ2
5
ε2
5
1 ≪ (Eu∈[q]
1
(N/q)6/25
‖F‖U5(u+qZ))
25 ≪ Eu∈[q]
1
(N/q)6
‖F‖2
5
U5(u+qZ).
We conclude that
(6.2) δ2
41
(N/q)6 ≪ Eu∈[q]‖F‖
25
U5(u+qZ).
In this section, we will show that, for every s ≥ 3, the lower bound ‖F‖2
s
Us(u+qZ) ≥
γ(N/q)s+1 implies that ‖F‖2
s−1
Us−1(u+qZ) ≫ γ
29s(N/q)s, so that
‖F‖2
s−1
Us−1(u+qZ) ≫
(
‖F‖2
s
Us(u+qZ)
(N/q)s+1
)29s
(N/q)s.
We can thus deduce from (6.2) that Eu∈[q]‖F‖
4
U2(u+qZ) ≫ δ
2149(N/q)3 by applying the
above with s = 5, 4, and 3.
Before beginning the degree lowering argument, we prove the following lemma,
which is the “understanding of two-term progressions” input mentioned in Subsec-
tion 3.3. Note that if the y2 term in the hypothesis were replaced by a linear poly-
nomial in y (and the range [M ] were correspondingly extended to [N ]), then the
lemma would fail to hold. This is where it is crucial that the terms of the progression
x, x+ y, x+ qy2 satisfy no linear relations.
Lemma 6.2. Let α ∈ T, q ∈ N, and γ > 0, and set M := (N/q)1/2. If there exist
1-bounded functions g0, g1 : Z→ C supported on the interval [N ] such that∣∣∣∣∣∣
∑
x
∑
y∈[M ]
g0(qx− qy
2)g1(qx+ y − qy
2)e(αx)
∣∣∣∣∣∣ ≥ γNMq ,
then there exists a positive integer t≪ γ−4 such that ‖q2tα‖ ≪ γ−5/(N/q3).
Proof. We first split the sum over y ∈ [M ] up into arithmetic progressions modulo q
by writing y = qz − h for h ∈ [q], and use the pigeonhole principle to find an h ∈ [q]
for which∣∣∣∣∣∣
∑
x
∑
z∈[M/q]
g0(qx− q(qz − h)
2)g1(qx+ (qz − h)− q(qz − h)
2)e(αx)
∣∣∣∣∣∣ ≥ γNMq2 .
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Making the change of variables x 7→ x+ q(qz2 − 2hz), this means that∣∣∣∣∣∣
∑
x
g0(qx− qh
2)
∑
z∈[M/q]
g1(qx+ qz − h− qh
2)e(α[x+ q(qz2 − 2hz)])
∣∣∣∣∣∣ ≥ γNMq2 .
We apply the Cauchy–Schwarz inequality in the x variable to the above to get that
∑
x
∣∣∣∣∣∣
∑
z∈[M/q]
g1(qx+ qz − h− qh
2)e(α[x+ q(qz2 − 2hz)])
∣∣∣∣∣∣
2
≥ γ2
NM2
q3
,
so that, by applying van der Corput’s inequality with H = γ3M/q and making the
change of variables x 7→ x− z, we have∑
x,a
µγ3,M/q(a)∆qag1(qx− h− qh2)e(αq[−2ha+ qa
2])
∑
z∈[M/q]
e(2αq2az) ≥ γ2
NM2
q3
,
Applying the Cauchy–Schwarz inequality again in the x and a variables and using
the fact that ‖µγ3,M/q‖
2
ℓ2 ≤ γ
−3M/q and µγ3,M/q is supported on (−γ
3M/q, γ3M/q),
we get that ∑
0≤a≤γ3M/q
∣∣∣∣∣∣
∑
z∈[M/q]
e(2αq2az)
∣∣∣∣∣∣
2
≫ γ7
M3
q3
.
Suppose now that |2αq2 − b/d| ≤ d−2 for some relatively prime integers b and d.
Then
∑
0≤a≤γ3M/q
∣∣∣∣∣∣
∑
z∈[M/q]
e(2αq2az)
∣∣∣∣∣∣
2
≪
∑
0≤a≤γ3M/q
min((M/q)2, 1/‖2αq2a‖2)
≪
γ3M
dq
(
M2
q2
+ d2
)
.
Hence,
1
d
+
d
(M/q)2
≫ γ4.
Now, by the pigeonhole principle, there exists a d≪ γ5(M/q)2 such that ‖2αq2d‖ ≪
γ−5/(M/q)2. This means that there exists a b ∈ Z relatively prime to d for which
|2αq2 − b/d| ≤ d−2, and thus 1/d + d/(M/q)2 ≫ γ4. In this case, 1/d ≫ γ4 since
d/(M/q)2 ≪ γ5, which forces d≪ γ−4. We conclude by taking t := 2d and recalling
that M2 = N/q. 
The main argument of this section will be carried out in the proof of Proposi-
tion 6.6. For this, we will need three lemmas. The first, Lemma 6.3, says that if
many multiplicative derivatives ∆hTuF (x) of a dual function correlate with linear
phases depending on h, then many related dual functions correlate with linear phases
of a special form.
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Before stating the lemma, we introduce some useful notation. For any m ∈ N and
subset H ⊂ Zm, let m(H) denote the set of 2m-tuples of integers
k = (k10, . . . , km0, k11, . . . , km1) ∈ Z
2m
satisfying (k1i1, . . . , kmim) ∈ H for all (i1, . . . , im) ∈ {0, 1}
m. For example,
2(H) = {(k10, k20, k11, k21) ∈ Z
4 : (k10, k20), (k10, k21), (k11, k20), (k11, k21) ∈ H}.
Lemma 6.3. Let q ∈ N, γ > 0, H ⊂ [N/q]m with H ≥ γ(N/q)m, and f0, f1 : Z→ C
be 1-bounded functions supported in the interval [N ]. Suppose that the dual function
F is defined as in (6.1). If
(6.3)
∑
h∈H
∣∣∣∣∣∑
x
∆qhTuF (qx)e(φ(h)x)
∣∣∣∣∣
2
≥ γ|H|
N2
q2
for u ∈ [q] and some function φ : H → T, then
Ek∈m(H)
∣∣∣∣∣∑
x
Ey∈[M ]∆q(ki1−ki0)Tuf0(qx− qy
2)∆q(ki1−ki0)Tuf1(qx+ y − qy
2)e(ψ(k)x)
∣∣∣∣∣
2
≥ γm+2
mN2
q2
,
where
ψ(k) :=
∑
ω∈{0,1}m
(−1)|ω|φ(k1ω1, . . . , kmωm).
For example, when m = 2 we have
ψ(k10, k20, k11, k21) = φ(k10, k20)− φ(k10, k21)− φ(k11, k20) + φ(k11, k21).
Proof. By expanding the definition of the dual function F (6.1) and setting
Fy(x) := Tuf0(qx− qy
2)Tuf1(qx+ y − qy
2)
so that TuF (qx) = Ey∈[M ]Fy(x), we can write the left-hand side of (6.3) as
Eyω0,yω1∈[M ]
ω∈{0,1}m
∑
h∈[N/q]m
∑
x,z
1H(h)
∏
ω∈{0,1}m
Fyω0(x+ h · ω)Fyω1(z + h · ω)e(φ(h)[x− z]).
We will now apply the Cauchy–Schwarz inequality m times, first in all but the h1
variable to get that
γ2
|H|2(N/q)2
(N/q)m−1
≪Eyω0,yω1∈[M ]
ω∈{0,1}m
∑
h1,...,hm,h′1∈[N/q]
1H(h1, . . . , hm)1H(h
′
1, h2, . . . , hm)∑
x,z
∏
ω∈{0,1}m
ω1=0
∆h′1−h1Fyω0(x+ h · ω)∆h′1−h1Fyω1(z + h · ω)
e([φ(h1, . . . , hm)− φ(h
′
1, h2, . . . , hm)][x− z])
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after making the change of variables x 7→ x− h1 and z 7→ z − h1. We similarly apply
the Cauchy–Schwarz inequality in all but the hi variable for i = 2, . . . , m to get that
γ2
m |H|2
m
(N/q)2
(N/q)m2m−2m
≪ Ey0,y1∈[M ]
∑
h∈m(H)
∑
x,z
∆(h′i−hi)Fy0(x)∆(h′i−hi)Fy1(z)e(ψ(h)[x− z]).
Note that the right-hand side of the above can be written as∑
h∈m(H)
∣∣∣∣∣∑
x
Ey∈[M ]∆(h′i−hi)Fy(x)e(ψ(h)x)
∣∣∣∣∣
2
.
Now, by the lower bound |H| ≥ γ(N/q)m, we have
|H|2
m
(N/q)m2m−2m
≥ γm
(N/q)m2
m
(N/q)m2m−2m
= γm(N/q)2m,
and since |m(H)| ≤ (N/q)
2m trivially, we deduce that
γm+2
m
(N/q)2M2 ≤ Eh∈m(H)
∣∣∣∣∣∣
∑
x
∑
y∈[M ]
∆(h′i−hi)Fy(x)e(ψ(h)x)
∣∣∣∣∣∣
2
.
Since the quantity inside of the absolute value equals∑
x
Ey∈[M ]∆q(h′i−hi)Tuf0(qx− qy
2)∆q(h′i−hi)Tuf1(qx+ y − qy
2)e(ψ(h)x),
this completes the proof of the lemma. 
The next lemma, Lemma 6.4, is similar to Lemma 5.8 in that it essentially says
that a function of k variables that correlates with functions all depending on at most
k − 1 of those variables has large box norm. For the particular function considered
in Lemma 6.4, this box norm translates into a Us-norm.
Lemma 6.4. Let q,m ∈ N, γ > 0, and φi : [N/q]
m−1 → C for 1 ≤ i ≤ m. Then for
every 1-bounded function f : Z→ C supported on [N/q], we have∑
h∈Zm
∣∣∣∣∣∑
x
∆qhf(qx)e
(
m∑
i=1
φi(h1, . . . , ĥi, . . . , hm)x
)∣∣∣∣∣
2
≤ (N/q)m(1−2
−m)‖f‖2Um+1(qZ).
Proof. Expanding, the left-hand side of the above equals
(6.4)
∑
h∈Zm
∑
x,hm+1
∆qh1,...,qhm+1f(qx)e
(
m∑
i=1
φi(h1, . . . , ĥi, . . . , hm)hm+1
)
.
We now apply the Cauchy–Schwarz inequality m times, once in all but the hi variable
for each i = 1, . . . , m. Applying the Cauchy–Schwarz inequality in all but the h1
variable, for example, bounds the above by the square root of
(N/q)m+2
∑
h∈Zm
∑
x,hm+1
∆qh1,...,qhm+1f(qx)e
(
m∑
i=2
φi(h1, . . . , ĥi, . . . , hm)hm+1
)
.
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Similarly, applying the Cauchy–Schwarz inequality in all but the hi variable for i =
2, . . . , m, we get that (6.4) is bounded above by the 2m-th root of
(N/q)(m+2)(2
m−1)
∑
h∈Zm
∑
x,hm+1
∆qh1,...,qhm+1f(qx),
which equals (N/q)m(2
m−1)‖f‖2
m+1
Um+1(qZ). 
The final lemma records an easy fact about rational approximation for convenience
in the proof of Proposition 6.6.
Lemma 6.5. Let α ∈ T and suppose that a, b ∈ Z with∣∣∣α− a
b
∣∣∣ ≤ γ.
For any C ≥ 1, there exists an integer k with |k| ≤ C and θ ∈ [−1, 1] such that
α =
a
b
+ k
γ
C
+ θ
γ
C
.
Proof. Take k = ⌊β/γ⌋ and θ = (β − kγ)/γ. 
Now we can prove the main result of this section.
Proposition 6.6 (Us-control implies Us−1-control). Let s ≥ 3, q ∈ N, γ > 0, and
f0, f1 : Z → C be 1-bounded functions supported in the interval [N ]. Set M :=
(N/q)1/2. Suppose that the dual function F is defined as in (6.1). If
‖F‖2
s
Us(u+qZ) ≥ γ(N/q)
s+1,
then
‖F‖2
s−1
Us−1(u+qZ) ≥ γ
29s(N/q)s.
Proof. Since ‖F‖2
s
Us(u+qZ) =
∑
h1,...,hs−2
‖∆qh1,...,qhs−2F‖
4
U2(u+qZ), the inverse theorem
for the U2(u+ qZ)-norm tells us that∑
h1,...,hs−2∈Z
∣∣∣∣∣∑
x
∆qh1,...,qhs−2TuF (qx)e(φ(h1, . . . , hs−2)x)
∣∣∣∣∣
2
≫ γ2
s
(N/q)s
for some φ(h1, . . . , hs−2) ∈ T for each (h1, . . . , hs−2) ∈ [N/q]
s−2. By the pigeonhole
principle, there exists an H ⊂ [N/q]s−2 with |H| ≫ γ2
s
(N/q)s−2 such that∣∣∣∣∣∑
x
∆qh1,...,qhs−2TuF (qx)e(φ(h1, . . . , hs−2)x)
∣∣∣∣∣
2
≫ γ2
s
(N/q)2
for each (h1, . . . , hs−2) ∈ H .
Now we apply Lemma 6.3, which, since |H| ≫ γ2
s
(N/q)s−2, tells us that
Ek∈s−2(H)
∣∣∣∣∣∑
x
Ey∈[M ]∆q(ki1−ki0)Tuf0(qx− qy
2)∆q(ki1−ki0)Tuf1(qx+ y − qy
2)e(ψ(k)x)
∣∣∣∣∣
2
≥ γ2
2sN2
q2
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where
ψ(k) :=
∑
ω∈{0,1}s−2
(−1)|ω|φ(k1ω1 , . . . , k(s−2)ωs−2).
By the Cauchy–Schwarz inequality and the lower bound |H| ≫ γ2
s
(N/q)s−2, the num-
ber of elements in s−2(H) is at least γ
22s(N/q)2(s−2). Thus, by the pigeonhole prin-
ciple, there exists a set of 2(s− 2)-tuples H ′ ⊂ s−2(H) with |H
′| ≫ γ2
2s
(N/q)2(s−2)
such that∣∣∣∣∣∣
∑
x
∑
y∈[M ]
∆q(ki1−ki0)Tuf0(qx− qy
2)∆q(ki1−ki0)Tuf1(qx+ y − qy
2)e(ψ(k)x)
∣∣∣∣∣∣ ≥ γ22s−1NMq
for every k ∈ H ′.
By Lemma 6.2, for each k ∈ H ′ there exists a t ≪ γ−2
4s
such that ‖q2tψ(k)‖ ≤
γ−2
5s
/(N/q3). By applying Lemma 6.5 with C = γ−2
7s+25s+1 , it follows that for each
k ∈ H ′, there exist integers a(k), t(k) ≪ γ−2
4s
, |m(k)| ≤ γ−2
7s+25s+1 , and |θ(k)| ≤ 1
such that
q2ψ(k) =
a(k)
t(k)
+
m(k)γ−2
5s
γ−27s+25s+1N/q3
+
θ(k)γ−2
5s
γ−27s+25s+1N/q3
.
By the pigeonhole principle yet again, we can refine H ′ to a subset H ′′ of H ′ of size
|H ′′| ≫ γ2
7s
(N/q)2(s−2) for which there exist a, t ≪ γ−2
4s
and |m| ≤ γ−2
7s+25s+1 such
that for any k ∈ H ′′, we have
ψ(k) =
a
q2t
+
mγ−2
5s
γ−27s+25s+1N/q
+
θ(k)γ−2
5s
γ−27s+25s+1N/q
,
or, using the definition of ψ,
(−1)sφ(k11, . . . , k(s−2)1) :=
∑
ω∈{0,1}s−2\{0...0}
(−1)|ω|φ(k1ω1 , . . . , k(s−2)ωs−2)+
a
q2t
+
(m+ θ(k))γ−2
5s
γ−27s+25s+1N/q
.
Set
ψ1(k) := (−1)
s
∑
ω∈{0,1}s−2\{0...0}
ω1=0
(−1)|ω|φ(k1ω1 , . . . , k(s−2)ωs−2) +
a
q2t
+
mγ−2
5s
γ−27s+25s+1N/q
,
and, for i = 2, . . . , s− 2, set
ψi(k) := (−1)
s
∑
ω∈{0,1}s−2\{0...0}
ω1=···=ωs−3=1
ωm=0
(−1)|ω|φ(k1ω1, . . . , k(s−2)ωs−2).
These functions are defined so that ψi does not depend on ki1, and so that
φ(k11, . . . , k(s−2)1) =
s−2∑
i=1
ψi(k)±
θ(k)γ−2
5s
γ−27s+25s+1N/q
.
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For any k ∈ H ′′, we thus have∣∣∣∣∣φ(k11, . . . , k(s−2)1)−
s−2∑
i=1
ψi(k)
∣∣∣∣∣ ≤ γ2
−5s
γ−27s+25s+1N/q
.
By the pigeonhole principle again, there exist h1, . . . , hs−2 ∈ [N/q] such that the
fiber
H ′′′ := {(h′1, . . . , h
′
s−2) ∈ H : (h1, . . . , hs−2, h
′
1, . . . , h
′
s−2) ∈ s−2(H)}
has size ≫ γ2
7s
(N/q)s−2. Fix such h1, . . . , hs−2. Since
γ2
8s
< γ2
7s
·
(
γ−2
5s
γ−27s+25s+1
)2
= γ3·2
7s−3·25s+1
as s ≥ 3, it follows that∑
(h′1,...,h
′
s−2)∈H
′′′
∣∣∣∣∣∑
x
∆qh′1,...,qh′s−2TuF (qx)e
(
m∑
i=1
φi(h
′
1, . . . , h
′
s−2)x
)∣∣∣∣∣
2
≫ γ2
8s
(N/q)s,
where, for each i = 1, . . . , s− 2, we have
φi(h
′
1, . . . , h
′
s−2) := ψi(h1, . . . , hs−2, h
′
1, . . . , h
′
s−2),
which does not depend on h′i by our definition of ψi. By positivity, we can extend the
sum over H ′′′ to one over all of [N/q]s−2. This yields∑
h′1,...,h
′
s−2∈[N/q]
∣∣∣∣∣∑
x
∆qh′1,...,qh′s−2TuF (qx)e
(
s−2∑
i=1
φi(h
′
1, . . . , h
′
s−2)x
)∣∣∣∣∣
2
≫ γ2
8s
(N/q)s.
Using Lemma 6.4, we conclude that
‖F‖2
s−1
Us−1(u+qZ) ≫ γ
29s(N/q)s.

Note that the proof of Proposition 6.6 does not go through for s = 2 because of
the use of Lemma 6.4, which only works for positive m.
7. Local U1-control and the density increment
In this section, we deduce a density increment from our general U1-control result,
Theorem 7.1, which is the generalization of Lemma 3.1 needed to handle the pro-
gression x, x + y, x + qy2 for arbitrary q. We then carry out the density increment
argument, proving Theorem 1.1.
Theorem 7.1 (U1-control). Let f0, f1, f2 : Z → C be 1-bounded functions supported
in the interval [N ], q be a positive integer, and δ > 0. Set M := (N/q)1/2 and suppose
that
|Λq(f0, f1, f2)| ≥ δNM.
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Then there exist positive integers q′ ≪ δ−2
151
and δ2
153
M/q ≪ N ′ ≤ M such that
∑
x
∣∣∣∣∣∣
∑
y∈[N ′]
f1(x+ qq
′y)
∣∣∣∣∣∣≫ δ2155NN ′,
provided N ≫ qδ−72.
Proof. Assume that N ≫ qδ−72. Applying Theorem 5.2 and then Proposition 6.6
three times (for s = 5, 4, and 3), we deduce using the U2(u + qZ)-inverse theorem
that, for at least a ≫ δ2
149
-proportion of u ∈ [q], we have∣∣∣∣∣∣
∑
x
∑
y∈[M ]
Tuf0(qx)Tuf1(qx+ y)e(βu[x+ y
2])
∣∣∣∣∣∣≫ δ2149Nq M
for some βu ∈ T. Then by applying Lemma 6.2 with γ = δ
2149 for each such u ∈ [q], we
get that there exists a positive integer q′u ≪ δ
−2151 such that ‖q2q′uβ‖ ≪ δ
−2152/(N/q3),
and by applying Lemma 6.5 with C = δ−2
153
/C ′ and C ′ > 0 sufficiently small, we
have
βu =
au
q2q′u
+ ku
δ2
152
C ′
N/q
+ θu
δ2
152
C ′
N/q
for some integer |ku| ≤ δ
−2153/C ′ and |θu| ≤ 1. Pigeonholing in au, q
′
u, and ku, we
deduce that there exist a, q′ ≪ δ−2
151
and |k| ≪ δ−2
153
/C ′ such that for a ≫ C ′δ2
154
proportion of u ∈ [q], we have∣∣∣∣∣∣
∑
x
∑
y∈[M ]
Tuf0(qx)Tuf1(qx+ y)e(β[x+ y
2])
∣∣∣∣∣∣≫ δ2149Nq M
for some β ∈ T satisfying
∣∣∣β − aq2q′ − k δ2152C′N/q ∣∣∣ ≤ δ2152C′N/q . As a consequence, by taking
C ′ sufficiently small, we get for such u ∈ [q] that∣∣∣∣∣∣
∑
x
∑
y∈[M ]
Tuf0(qx)Tuf1(qx+ y)e(βx+ [a/q
2q′ + kδ2
152
/(N/q)]y2)
∣∣∣∣∣∣≫ δ2149Nq M.
By splitting the sum over y ∈ [M ] in the above up into progressions modulo qq′ of
length N ′ ≍ δ2
153
M/qq′ and pigeonholing, we get that there exists a bu ∈ Z such that∣∣∣∣∣∣
∑
x
∑
y∈[N ′]+bu
Tuf0(qx)e(βx)Tuf1(qx+ qq
′y)
∣∣∣∣∣∣≫ δ2153Nq N ′,
which, making the change of variables x 7→ x− q′bu and using the triangle inequality,
yields ∑
x
∣∣∣∣∣∣
∑
y∈[N ′]
Tuf1(qx+ qq
′y)
∣∣∣∣∣∣≫ δ2153Nq N ′
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for a ≫ C ′δ2
154
proportion of u ∈ [q]. We conclude by positivity that
∑
x
∣∣∣∣∣∣
∑
y∈[N ′]
f1(x+ qq
′y)
∣∣∣∣∣∣≫ δ2155NN ′.

Theorem 7.1 has the following consequence, which is the main ingredient in the
proof of Theorem 1.1.
Lemma 7.2 (Density increment). Let q be a positive integer and set M := (N/q)1/2.
Let A ⊂ [N ] have density α := |A|/N . If A ⊂ [N ] lacks nontrivial progressions
of the form x, x + y, x + qy2 and N ≫ q2α−2
158
, then there exists q′ ≪ α−2
153
and
α2
155
M/q ≪ N ′ ≤M such that
|A ∩ (a+ qq′ · [N ′])| ≥
(
α + Ω(α157)
)
N ′
for some a ∈ [N ].
Proof. Set fA := 1A − α1[N ]. Then Λq(1A) = 0, since the only progressions x, x +
y, x + qy2 in A are the trivial ones. On the other hand, using the trilinearity of Λq
and the decomposition 1A = fA + α1[N ], the quantity Λq(1A) is equal to
(7.1) α3Λq(1[N ]) + α
2Λq(fA, 1[N ], 1[N ]) + αΛq(1A, 1[N ], fA) + Λq(1A, fA, 1A).
Now assume that N ≫ q2α−2
158
. One can easily verify that Λq(1[N ]) ≥
1
8
NM when
the implied constant in the lower bound for N is large enough, so that, since (7.1)
equals zero, one of the following must hold:
(1) |Λq(fA, 1[N ], 1[N ])| ≫ αNM ,
(2) |Λq(1A, 1[N ], fA)| ≫ α
2NM , or
(3) |Λq(1A, fA, 1A)| ≫ α
3NM .
We claim that each of these possibilities leads to the conclusion of the lemma.
In the second case, when |Λq(1A, 1[N ], fA)| ≫ α
2NM , this follows from the Fourier-
analytic proof of Sa´rko¨zy’s theorem (with better bounds on q′ and N ′). See, for
instance, [12]. The first case, when |Λq(fA, 1[N ], 1[N ])| ≫ αNM , is even simpler.
In the third case, when |Λq(1A, fA, 1A)| ≫ α
3NM , we apply Theorem 7.1 to deduce
that there exist positive integers q′ ≪ α−2
153
and α2
155
M/q ≪ N ′ ≤M such that
∑
x
∣∣∣∣∣∣
∑
y∈[N ′]
fA(x+ qq
′y)
∣∣∣∣∣∣≫ α2157NN ′,
as 1A and fA are 1-bounded and supported on [N ]. Since fA has mean zero, we may
add 0 =
∑
x
∑
y∈[N ′] fA(x+ qq
′y) to both sides of the above inequality to get that∑
x
max
(
0,
∑
y∈[N ′]
fA(x+ qq
′y)
)
≫ α2
157
NN ′.
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Let X consist of those x for which x+ qq′[N ′] ⊂ [N ]. The number of x /∈ X for which
(x+ qq′[N ′]) ∩ [N ] 6= ∅ is at most 2qq′N ′. Hence,∑
x
max
(
0,
∑
y∈[N ′]
fA(x+ qq
′y)
)
≫ α2
157
NN ′ − O(qq′(N ′)2).
The right-hand side of the above is ≫ α2
157
NN ′ − O(q′N) by the upper bound
N ′ ≤ M , and thus by assuming that N ≫ q2α−2
158
we may ensure that α2
157
NN ′ −
O(q′N)≫ α2
157
NN ′. Hence, by the pigeonhole principle, there exists an a ∈ X ⊂ [N ]
such that ∑
y∈[N ′]
fA(a+ qq
′y)≫ α2
157
N ′.
Recalling that fA = 1A − α1[N ], this gives the conclusion of the lemma. 
We can now carry out the density increment argument.
Proof of Theorem 1.1. Note first that if B ⊂ [N ] lacks nontrivial progressions of the
form x, x + y, x + qy2, then the set {n ∈ [N ′] : a + qq′n ∈ B} lacks nontrivial
progressions of the form x, x+ y, x+ q2q′y2.
Now suppose that A ⊂ [N ] has density α and lacks nontrivial progressions of the
form (1.2). Setting A0 := A, N0 := N , α0 := α, and q0 := 1, if each Ni is large
enough then we can repeatedly apply Lemma 7.2 to obtain a sequence of four-tuples
(Ai, Ni, αi, qi) satisfying the following for some absolute constants c, C > 0:
(1) Ai ⊂ [Ni] with |Ai| ≥ (αi−1 + Ω(α
2157
i−1 ))Ni,
(2) Ni ≥ cα
2155(Ni−1/qi−1)
1/2/qi−1,
(3) qi ≤ Cα
−2153 ,
(4) and Ai lacks nontrivial configurations of the form
x, x+ y, x+ q2
i
0 q
2i−1
1 · · · q
2
i−1qiy
2.
This iteration must terminate at some i≪ α−2
157
, for otherwise we obtain a density
exceeding 1. Hence, at this point the largeness assumption on Ni in Lemma 7.2 must
fail, so that
Ni ≪ α
−2158(q2
i
0 q
2i−1
1 · · · q
2
i−1qi)
2 ≪ (Cα−2
158
)2
i+1
.
On the other hand, we also have the lower bound
Ni ≫ α
2155(Ni−1/qi−1)
1/2/qi−1
≫ (cα2
155
)1+1/2+···+1/2
i−1
q
−3/2
i−1 q
−1/2(3/2)
i−2 · · · q
−1/2i−1(3/2)
0 N
1/2i
≫ α2
157
N1/2
i
,
by the upper bound on the qi’s. Comparing our upper and lower bounds for Ni thus
gives N ≪ (Cα−2
158
)2
2i+2
for some i≪ α−2
157
. Taking a double logarithm then gives
the bound in Theorem 1.1. 
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Appendix A. Proof of Lemma 6.1
The argument in this section is basically identical to the argument in Subsection 2.3
of [14], with the minor changes detailed before the statement of the lemma. To prove
Lemma 6.1, we will need two results from [9].
Corollary A.1 (Corollary 3.2 of [9]). Let K1, . . . , Kr be closed convex subsets of R
n
that all contain 0, and let c1, . . . , cr > 0. Suppose that f ∈ R
n cannot be written as
f = f1 + · · ·+ fr
with fi ∈ ciKi for i = 1, . . . , r. Then there exists φ ∈ R
n such that 〈f, φ〉 > 1 and
〈gi, φ〉 ≤ c
−1
i for every gi ∈ Ki, i = 1, . . . , r.
Lemma A.2 (Special case of Lemma 3.4 of [9]). Let ‖ · ‖1 and ‖ · ‖2 be norms on R
n,
and define another norm on Rn by
‖f‖ := inf{‖f1‖1 + ‖f2‖2 : f1 + f2 = f}.
Then ‖g‖∗ = max(‖g‖∗1, ‖g‖
∗
2).
Now we can prove Lemma 6.1.
Proof of Lemma 6.1. It suffices to prove the result for real-valued functions, for we
can write f = g + ih where g and h are real-valued and ‖f‖2ℓ2 = ‖g‖
2
ℓ2 + ‖h‖
2
ℓ2 .
Suppose by way of contradiction that no such decomposition of f exists when f is
real-valued. Define a norm ‖ · ‖′ on the R-vector space of functions supported on the
interval [N ] by ‖f‖′ := max(ε3‖f‖L∞, ε
−1
4 ‖f‖). We apply Corollary A.1 with f and
K1 := {g : Z→ R : supp g ⊂ [N ], ‖g‖
∗ ≤ ε−11 N},
K2 := {g : Z→ R : supp g ⊂ [N ], ‖g‖ℓ1 ≤ ε2N},
and
K3 := {g : Z→ R : supp g ⊂ [N ], ‖g‖
′ ≤ 1},
which are all closed, convex, and contain 0 since they are each the scaled closed unit
ball of some norm. Thus, there exists φ : Z→ R supported on the interval [N ] such
that 〈f, φ〉 > 1 and 〈gi, φ〉 ≤ 1 for every gi ∈ Ki, i = 1, 2, 3, where 〈g, g
′〉 denotes the
inner product
∑
x∈[N ] g(x)g
′(x).
Since ‖·‖∗∗ = ‖·‖ and 〈g, φ〉 ≤ 1 whenever ‖g‖∗ ≤ ε−11 N , we have that ‖φ‖ ≤ ε1/N .
Similarly, since ‖ · ‖∗L∞ = ‖ · ‖ℓ1 and 〈g, φ〉 ≤ 1 whenever ‖g‖ℓ1 ≤ ε2N , we have
that ‖φ‖L∞ ≤ ε
−1
2 /N . For the same reason, we also have ‖φ‖
′∗ ≤ 1, which by
Lemma A.2 implies that inf{ε−13 ‖φ1‖ℓ1+ε4‖φ2‖
∗ : φ1+φ2 = φ} ≤ 1. Thus, there exist
φ1, φ2 : Z→ R supported on [N ] such that φ = φ1 + φ2 and ε
−1
3 ‖φ1‖ℓ1 + ε4‖φ2‖
∗ ≤ 2,
which implies that ‖φ1‖ℓ1 ≤ 2ε3 and ‖φ2‖
∗ ≤ 2ε−14 .
Now, ‖φ‖2ℓ2 = 〈φ, φ〉 = 〈φ, φ1〉+ 〈φ, φ2〉, and by the above, we have that
|〈φ, φ1〉| ≤ ‖φ‖L∞‖φ1‖ℓ1 ≤ 2ε
−1
2 ε3/N
and
|〈φ, φ2〉| ≤ ‖φ‖‖φ2‖
∗ ≤ 2ε1ε
−1
4 /N
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Thus, ‖φ‖2ℓ2 ≤ 2
ε−12 ε3+ε1ε
−1
4
N
. But we also have that 1 < 〈f, ψ〉 ≤ ‖f‖ℓ2‖φ‖ℓ2 by
the Cauchy–Schwarz inequality, so that ‖φ‖2ℓ2 > 1/N since ‖f‖ℓ2 ≤ N . This is a
contradiction whenever ε−12 ε3 + ε1ε
−1
4 ≤ 1/2. 
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