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Abstract I
n this paper, we study the existence of random periodic solutions for semilinear SPDEs on a bounded
domain with a smooth boundary. We identify them as the solutions of coupled forward-backward infi-
nite horizon stochastic integral equations on L2(D) in general cases. For this we use Mercer’s Theorem
and eigenvalues and eigenfunctions of the second order differential operators in the infinite horizon
integral equations. We then use the argument of the relative compactness of Wiener-Sobolev spaces in
C0([0, T ], L2(Ω×D)) and generalized Schauder’s fixed point theorem to prove the existence of a solu-
tion of the integral equations. This is the first paper in literature to study random periodic solutions
of SPDEs. Our result is also new in finding semi-stable stationary solution for non-dissipative SPDEs,
while in literature the classical method is to use the pull-back technique so researchers were only able
to find stable stationary solutions for dissipative systems.
Keywords: random periodic solution, semilinear stochastic partial differential equation, Wiener-
Sobolev compactness, Malliavin derivative, coupled forward-backward infinite horizon stochastic inte-
gral equations.
1 Introduction
Dynamics of nonlinear differential equations, both deterministic and stochastic, are complex. It is of
great importance to understand these complexities. Mathematicians have made enormous progress in
understanding these complexities for deterministic systems, both of finite dimensional and infinite di-
mensional. Understanding the complexities of stochastic systems are far from clear even for stationary
solutions. The concept of stationary solutions is the stochastic counter part of fixed points to deter-
ministic dynamical systems. A fixed point is the simplest equilibrium and large time limiting set of
a deterministic dynamical system. A periodic solution is a more complicated limiting set. The theory
of periodic solutions has played a central role in the study of the complex behaviour of a dynamical
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system. They are relatively simple trajectories themselves. However, their existence and construction
is a challenging problem in the study of dynamical systems. The study has occupied a central role
in the theory of dynamical system since the seminal work Henri Poincare´ [25]. Periodic solutions of
partial differential equations of parabolic type has been studied by a number of authors, Vejvoda [31],
Fife [13], Hess [15], Lieberman [17], [18], to name but a few. From periodic solutions, more complicated
solutions can be built in. Since the theory of the existence of the solution of the stochastic differential
equations (SDEs) and stochastic partial differential equations (SPDEs) become better understood (Da
Prato and Zabczyk [8], Pre´voˆt and Ro¨ckner [27]) we need to study more detailed question about the
behaviour of solutions of SDEs and SPDEs. Mathematicians have been very much interested in the
study of the existence of stationary solutions of SDEs and SPDEs, and invariant manifolds near sta-
tionary solutions. For results about SPDEs, see Sinai [28], [29], Mattingly [21], E, Khanin, Mazel and
Sinai [11], Caraballo, Kloeden and Schmalfuss [3], Liu and Zhao [20], Zhang and Zhao [32], [33], Duan,
Lu and Schmalfuss [9], [10], Mohammed, Zhang and Zhao [22], Lian and Lu [19], though there are still
many problems that need to be understood. In literature, there were only few works on periodicity of
stochastic systems. For linear stochastic differential equations with periodic coefficients in the sense of
distribution, see Chojnowska-Michalik [5], [6], and for one-dimensional random mappings, see Klu¨nger
[16]. We began to address the problem of pathwise random periodic solutions to SDEs in Zhao and
Zheng [34], Feng, Zhao and Zhou [12]. In this context, first we would like to motivate the reader with
the following question. Consider a deterministic evolution equation on a Hilbert space H ,
du
dt
= Au+ f(u). (1.1)
Assume it has a periodic solution of periodic τ , Z : (−∞,∞)→ H such that Z(t+ τ) = Z(t), for any
t ∈ (−∞,∞). Now we consider the following stochastic differential equation, which can be regarded
formally as the random perturbation of (1.1) with a white noise perturbation:
du = (Au + f(u))dt+ g(u)dW (t). (1.2)
Here W is a two-sided Brownian motion on a probability space (Ω,F , P ) valued in a Hilbert space K
and g : H → L2(K,H) taking values in the space of Hilbert-Schmidt operators. Assume the solution
of such an equation with a given initial condition exists and is unique. Such an equation has been
considered in literature for many SDEs and SPDEs. The question to ask is: does equation (1.2) still
possess a periodic solution? Of course the answer is definitely no in general if we think periodic solution
a close trajectory as in the deterministic sense. But a close trajectory is not the right notion of random
periodic solution to stochastic systems, just like the deterministic fixed point is not a right notion
for stochastic systems. One can not expect that, in general, equation (1.2) has a solution such that
u(t+ τ) = u(t) unless in a very special situation. There is an interaction between the periodic solution
and the noise. Intuitively, the periodic solution has tendency to make trajectories of the random
dynamical system following a periodic circle, at least in the dissipative case. The noise tends to make
trajectories spreading out. Understanding of this kind of phenomenon was attempted by considering
first linear approximation in physics literature, assuming the deterministic macroscopic equation has
a periodic solution (see e.g. [30]). Note the following observation: let
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u(t) = Z(t) + v(t).
Then v satisfies
dv(t) = (Av(t) + b(t, v(t)))dt + σ(t, v(t))dW (t), (1.3)
where
b(t, v) = f(Z(t) + v)− f(Z(t)),
σ(t, v) = g(Z(t) + v).
Note b, σ are periodic function in t, i.e. b(t+ τ, v) = b(t, v) and σ(t+ τ, v) = σ(t, v) for any t ∈ R and
v ∈ H . Now the question is reduced to the study of the random periodic solution of equation (1.3) with
periodic coefficients. In fact, this kind of stochastic differential equations with periodic coefficients arises
in modelling many physical problems. For example, it was considered in climate dynamics literature
that mid-latitude oceans can be modelled by time periodic wind forcing when one takes into account
the seasonal cycles in winds. But a more realistic model should include a stochastic effects ([4]). The
periodic solution is naturally extended to the notion of the random periodic solution to equation such
as equation (1.3) with periodic coefficients by [12]. If the periodic solution Z of Equation (1.1) is
exponentially stable and the noise is reasonably small in Equation (1.3) (g(u) is Lipschitz in u and the
Lipschitz constant is reasonably small), we can construct a stable random periodic solution to equation
(1.3) therefore obtain a random periodic solution of equation (1.2). But in the non-dissipative case that
equation (1.1) has a periodic solution Z of period τ , not stable but semi-stable, the situation is more
complicated. Pull-back and Poincare´ mapping approaches do not seem working easily in this situation.
In [12], we proved in the case that H = Rd and A is hyperbolic the existence of random periodic
solution of Equation (1.3) is equivalent to the existence of a solution of an infinite horizon (−∞,∞)
integral equation. In fact, the result holds in both finite and infinite dimensional spaces, though we
only gave the proof in the Rd case. Furthermore, we extended the Schauder fixed point theorem to
the case when the subspace of the Banach space is not closed and the Wiener-Sobolev compactness
theorem to the relative compactness on the space C([0, T ], L2(dP )). Then we proved the existence of
a solution of the infinite horizon integral equation.
In this paper, we continue to push this new idea to the following stochastic partial differential
equation of parabolic type on a bounded domain D ⊂ Rd with a smooth boundary:
du(t, x) = Lu(t, x) dt+ F (t, u(t, x)) dt +
∞∑
k=1
σk(t)φk(x)dW
k(t), t ≥ s, (1.4)
u(s) = ψ ∈ L2(D),
u(t)|∂D = 0.
Here L is the second order differential operator with Dirichlet boundary condition on D,
Lu =
1
2
d∑
i,j=1
∂
∂xj
(
aij(x)
∂u
∂xi
)
+ c(x)u. (1.5)
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Assume
Condition (L): the coefficients aij , c are smooth functions on D¯, aij = aji, and there exists γ > 0
such that
∑d
i,j=1 aijξiξj ≥ γ|ξ|
2 for any ξ = (ξ1, ξ2, · · · , ξd) ∈ R
d.
Under the above conditions, L is a self-adjoint uniformly elliptic operator and has discrete real-valued
eigenvalues µ1 ≥ µ2 ≥ · · · such that µk → −∞ when k →∞. Denote by {φk ∈ L
2(D), k ≥ 1} a com-
plete orthonormal system of eigenfunctions of L with corresponding eigenvalues µk, k ≥ 1. Here the
space L2(D) is a standard square integrable measurable function space vanishing on the boundary with
norm || · ||L2(D). A standard notation H
1
0 (D) denotes a standard Sobolev space of the square integrable
measurable functions having the first order weak derivative in L2(D) and vanishing at the boundary
∂D. This is a Hilbert space with inner product (u, v) =
∫
D
u(x)v(x)dx+
∫
D
(Du(x), Dv(x))dx, for any
u, v ∈ H10 (D). From the uniformly elliptic condition, it’s not difficult to know that φk ∈ H
1
0 (D) and
there exists a constant C such that
||∇φk||L2(D) ≤ C
√
|µk|. (1.6)
We will use it in the proof of our main theorem.
We assume the driving noise W k are mutually independent one-dimensional two-sided standard
Brownian motions on the probability space (Ω,F ,P) and
∑∞
k=1 σ
2
k(t) < ∞. Denote ∆ := {(t, s) ∈
R2, s ≤ t}. Equation (1.4) generates a semi-flow u : ∆×H×Ω → H when the solution exists uniquely
in the space H = L2(D). Define θ : (−∞,∞) × Ω → Ω by θtω
k(s) = W k(t + s) −W k(t). Therefore
(Ω,F , P, (θt)t∈R) is a metric dynamical system. Function F : R × R → R is a continuous function.
Without causing confusion of notation, we define Nemytskii operator F : R × L2(D) → L2(D) with
the same notation
F (t, u(t))(x) = F (t, u(t, x)), F i(t, u(t))(x) =
∫
D
F (t, u(t))(y)φi(y)dyφi(x), x ∈ D, u ∈ L
2(D).
Assume F and σk satisfy:
Condition (P) There exists a constant τ > 0 such that for any t ∈ R, u ∈ L2(D)
F (t, u) = F (t+ τ, u), σk(t) = σk(t+ τ).
First, we give the definition of the random periodic solution
Definition 1.1 A random periodic solution of period τ of a semi-flow u : ∆×L2(D)×Ω → L2(D) is
an F- measurable map ϕ : (−∞,∞)×Ω → L2(D) such that
u(t+ τ, t, ϕ(t, ω), ω) = ϕ(t+ τ, ω) = ϕ(t, θτω), (1.7)
for any t ∈ R and ω ∈ Ω.
Instead of following the traditional geometric method of establishing the Poincare´ mapping and
finding its fixed point, in this paper, we will push the new analysis method of coupled infinite hori-
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zon forward-backward integral equations to the stochastic partial differential equations. This is the
first paper dealing with the important question of periodic solution to stochastic partial differential
equations.
We apply our result to the perturbation problem (1.1) and (1.2) we posed in the case when H = Rd,
and the case when H = L2(D), A = L a second order differential operator (1.5) on a smooth bounded
domain D. Assume the deterministic system has a periodic solution Z which is hyperbolic. Denote by
G the graph of the periodic solution in H . Let N be large enough such that the open ball with center
0 and radius N covers G. One can then define a differentiable function (assuming f is differentiable)
such that
fN (u) = χ(
||u||2
N2
)f(u).
Here χ : R1 → R1 is a smooth function such that
χ(z) =
{
1, when |z| ≤ 1,
0, when |z| ≥ 4.
It is easy to see that the truncated system
du
dt
= Au+ fN(u) (1.8)
has the same periodic solution Z as Equation (1.1). Our results imply that the perturbed system to
Equation (1.8) by an additive noise considered in [12] and in this paper respectively has a random
periodic solution.
2 Forward-backward infinite horizon stochastic integral equations
We consider the semilinear stochastic partial differential equation (1.4). Denote the solution by
u(t, s, ω, x). Throughout this paper, we suppose that L is hyperbolic, i.e. none of the eigenvalues of L is
zero, and Tt = e
Lt is a hyperbolic linear flow induced by L. So L2(D) has a direct sum decomposition:
L2(D) = Es ⊕ Eu,
where
Es = span{v : v is a generalized eigenvector for an eigenvalue µ with µ < 0},
Eu = span{v : v is a generalized eigenvector for an eigenvalue µ with µ > 0}.
Denote µm is the smallest positive eigenvalue of L, and µm+1 is the largest negative one. We also define
the projections onto each subspace by
P+ : L2(D)→ Eu, P− : L2(D)→ Es.
Define F ts := σ(Wu −Wv, s ≤ v ≤ u ≤ t) and F
t := ∨s≤tF
t
s. The solution of the initial value problem
(1.4) is given by the following variation of constant formula:
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u(t, s, ψ, ω)(x) = Tt−sψ(x) +
∫ t
s
Tt−rF (r, u(r, s, ψ, ω))(x)dr +
∞∑
k=1
∫ t
s
σk(r)(Tt−rφk)(x)dW
k(r)
=
∫
D
K(t− s, x, y)ψ(y)dy +
∫ t
s
∫
D
K(t− r, x, y)F (s, u(r, s, ψ, ω))(y)dydr
+
∞∑
k=1
∫ t
s
∫
D
K(t− r, x, y)σk(r)φk(y)dydW
k(r), (2.1)
where K(t, x, y) is the heat kernel of the second order differential operator L,
(Ttφ)(x) =
∫
D
K(t, x, y)φ(y)dy,
defines a linear operator Tt : L
2(D) → L2(D) and
∫ t
s
σk(r)(Tt−rφk)(·)dW
k(r) is an L2(D)-valued
stochastic integral. Because L is a compact self-adjoint operator under the condition of this paper, so
by Mercer’s theorem (Chapter 3, Theorem 17, [14]), we have
K(t, x, y) =
∞∑
i=1
eµitφi(x)φi(y).
We consider a solution of the following coupled forward-backward infinite horizon stochastic integral
equation, which is a B(R)⊗ B(D)⊗F -measurable map Y : (−∞,∞)×Ω → L2(D) satisfying
Y (t, ω) =
∫ t
−∞
Tt−sP
−F (s, Y (s, ω))ds−
∫ ∞
t
Tt−sP
+F (s, Y (s, ω))ds
+(ω)
∞∑
k=1
∫ t
−∞
σk(s)Tt−sP
−φk dW
k(s)− (ω)
∞∑
k=1
∫ ∞
t
σk(s)Tt−sP
+φk dW
k(s) (2.2)
for all ω ∈ Ω, t ∈ (−∞,∞). The value of Y (t, ω) ∈ L2(D) at x is Y (t, ω)(x). Sometimes we write as
Y (t, ω, x) when there is no confusing. We will give the following general theorem which identifies the
solution of the equation (2.2) and a random periodic solution of stochastic differential equation (1.4).
First, we recall the definition of a tempered random variable (Definition 4.1.1 in [1]):
Definition 2.1 A random variable X : Ω → L2(D) is called tempered with respect to the dynamical
system θ if
lim
r→±∞
1
|r|
log ||X(θrω)||L2(D) = 0.
The random variable is called tempered from above (below) if in the above limit, the function log is
replaced by log+ (log−), the positive (negative) part of the function log.
Theorem 2.1 Assume Condition (P). If Cauchy problem (1.4) has a unique solution u(t, s, ω, x)
and the coupled forward-backward infinite horizon stochastic integral equation (2.2) has one solution
Y : (−∞,+∞)×Ω → L2(D) such that Y (t+ τ, ω) = Y (t, θτω) for any t ∈ R a.s., then Y is a random
periodic solution of equation (1.4) i.e.
u(t+ τ, t, Y (t, ω), ω) = Y (t+ τ, ω) = Y (t, θτω) for any t ∈ R a.s. (2.3)
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Conversely, if equation (1.4) has a random periodic solution Y : (−∞,+∞)×Ω → L2(D) of period τ
which is tempered from above for each t, then Y is a solution of the coupled forward-backward infinite
horizon stochastic integral equation (2.2).
Proof: Similar to the proof of Theorem 2.1 in [12]. ♯
We will need the following generalized Schauder’s fixed point theorem to prove our theorem. The
proof was refined from the proof of Schauder’s fixed point theorem and was given in [12].
Theorem 2.2 (Generalized Schauder’s fixed point theorem) Let H be a Banach space, S be a convex
subset of H. Assume a map T : H → H is continuous and T (S) ⊂ S is relatively compact in H. Then
T has a fixed point in H.
The generalized Schauder’s fixed point theorem requires us to check the relative compactness. Since
the equation can be transformed to an ω-wise equation, one could be tempted to treat ω as a parameter
and to try to define ω-parameterised Banach space and subspace, and then to use Rellich-Kondrachov
compactness embedding theorem to check the relative compactness. The problem with this approach
is that, we get one solution with a parameter ω1 and one solution with a parameter ω2, but no priori
relation between these solutions may be known. They may indeed belong to two different families of
random periodic solutions due to the non-uniqueness of the solutions of the infinite horizon integral
equation. Assume ω2 = θτω1. It is desirable to have Y (t + τ, ω1) = Y (t, ω2) for all t ≥ 0. But this
is beyond what the analytic method can offer to us immediately. To overcome this difficulty, we use
Malliavin calculus, Wiener-Sobolev compact embedding theorem to get the relatively compactness of a
sequence in C0([0, T ], L2(Ω×D)) with Sobolev norm being bounded in L2(Ω) and Malliavin derivative
being bounded and equicontinuous in L2(Ω ×D) uniformly in time.
We denote by C∞p (R
n) the set of infinitely differentiable functions f : Rn → R such that f and
all its partial derivatives have polynomial growth. Let S be the class of smooth random variables
F such that F = f(W (h1), · · · ,W (hn)) with n ∈ N , h1, · · · , hn ∈ L
2([0, T ]) and f ∈ C∞p (R
n),
W (hi) =
∫ T
0
hi(s)dW (s). The derivative operator of a smooth random variable F is the stochastic
process {DtF, t ∈ [0, T ]} defined by (c.f. [23])
DtF =
n∑
i=1
∂f
∂xi
(W (h1), · · · ,W (hn))hi(t).
We will denote D1,2 the domain of D in L2(Ω), i.e. D1,2 is the closure of S with respect to the norm
||F ||21,2 = E|F |
2 + E||DtF ||
2
L2([0,T ]).
Denote C0([0, T ], L2(Ω ×D)) the set of continuous functions f(·, ·, ω) with the norm
||f ||2 = sup
t∈[0,T ]
∫
D
E|f(t, x)|2dx <∞.
It’s easy to check the following refined version of relative compactness of Wiener-Sobolev space in
Bally-Saussereau [2] also holds. This kind of compactness as a purely random variable version with-
out including time and space variables was investigated by Da Prato, Malliavin and Nualart [7] and
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Peszat [24] first. Bally-Saussereau considered the convergence in L2([0, T ] × Ω × D). But the con-
vergence in L2([0, T ] × Ω × D) is not enough for us in this paper. We consider the convergence in
C0([0, T ], L2(Ω × D)). Feng, Zhao and Zhou [12] used the compactness of a sequence of stochas-
tic processes in C0([0, T ], L2(Ω)) to study periodic solution of stochastic differential equations. The
Wiener-Sobolev compact embedding provides a powerful method to study the convergence of a se-
quence of random fields. This is a new direction of Malliavin calculus. The traditional application of
Malliavin calculus was in regularity of densities and was studied intensively in literature.
Theorem 2.3 Let D be a bounded domain in Rd. Consider a sequence (vn)n∈N of C
0([0, T ], L2(Ω ×
D)). Suppose that:
(1) supn∈N supt∈[0,T ]E||vn(t, ·)||
2
H1(D) <∞.
(2) supn∈N supt∈[0,T ]
∫
D
||vn(t, x, ·)||
2
1,2dx <∞.
(3) There exists a constant C > 0 such that for any t1, t2 ∈ [0, T ]
supn
∫
D
E|vn(t1, x)− vn(t2, x)|
2dx < C|t1 − t2|.
(4) (4i) There exists a constant C such that for any 0 < α < β < T , and h ∈ R with |h| < min(α, T−β),
and any t1, t2 ∈ [0, T ],
supn
∫
D
∫ β
α
E|Dθ+hvn(t1, x)−Dθvn(t2, x)|
2dθdx < C(|h|+ |t1 − t2|).
(4ii) For any ǫ > 0, there exist 0 < α < β < T such that
supn supt∈[0,T ]
∫
D
∫
[0,T ]\(α,β)
E|Dθvn(t, x)|
2dθdx < ǫ.
Then {vn, n ∈ N} is relatively compact in C
0([0, T ], L2(Ω ×D)).
Proof: Recall the Wiener chaos expansion
vn(t, ω, x) =
∞∑
m=0
Im(f
m
n (·, t, x))(ω),
where fmn (·, t, x) are symmetric elements of L
2([0, T ]m ×D) for each m ≥ 0. When m = 0, f0n(t, x) =
Evn(t, x), and
sup
n
||f0n(t, ·)||
2
H1(D) ≤ sup
n
E||vn(t, ·)||
2
H1(D) <∞.
So f0n(t, x) is relatively compact in L
2(D) for fixed t ∈ [0, T ] by Rellich-Kondrachov compact embedding
theorem. But for any t1, t2 ∈ [0, T ],
sup
n
sup
t∈[0,T ]
||f0n(t, ·)||
2
L2(D) ≤ sup
n
sup
t∈[0,T ]
E||vn(t, ·)||
2
L2(D) <∞,
sup
n
||f0n(t1, ·)− f
0
n(t2, ·)||
2
L2(D) ≤ sup
n
E||vn(t1)− vn(t2)||
2
L2(D) ≤ C|t1 − t2|.
So by Arzela-Ascoli lemma, {f0n}
∞
n=1 is relatively compact in C
0([0, T ], L2(D)). For each m ≥ 1, using
the same argument as in Bally-Saussereau [2], we conclude for each fixed t, {fmn (·, t, x)}n∈N is relatively
compact in L2([0, T ]m ×D). Moreover, for each t1, t2 ∈ [0, T ], consider
sup
n
∫
D
||fmn (·, t1, x)− f
m
n (·, t2, x)||
2
L2([0,T ]m)dx
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≤ sup
n
∫
D
∫ T
0
E|Dθvn(t1, x)−Dθvn(t2, x)|
2dθdx
≤ C|t1 − t2|,
and
sup
n
sup
t∈[0,T ]
∫
D
||fmn (·, t, x)||
2
L2([0,T ]m)dx ≤ sup
n
sup
t∈[0,T ]
∫
D
∫ T
0
E|Dθvn(t, x)|
2dθdx <∞.
Then by Arzela-Ascoli lemma, we know that {fmn }
∞
n=1 is relatively compact in C
0([0, T ], L2([0, T ]m ×
D)). Thus we can conclude {vn}
∞
n=1 is relatively compact in C
0([0, T ], L2(Ω × D)) using the same
argument as in [2]. ♯
Now we are going to prove that equation (2.2) has a solution under some conditions. So according
to Theorem 2.1, this gives the existence of the random periodic solution for the stochastic evolution
equation (1.4).
Theorem 2.4 Assume the coefficients of the second order differential operator L satisfy condition (L)
and the operator L is hyperbolic. Let F : (−∞,∞) × R → R be a continuous map, globally bounded
and ∇F (t, ·) being globally bounded, and F and σk also satisfy Condition (P) and
∑∞
k=1 |σk(t)|
2 <∞,
and there exists a constant L1 > 0 such that
∑∞
k=1 |σk(s1)− σk(s2)|
2 ≤ L1|s1 − s2|. Then there exists
at least one B(R) ⊗ F-measurable map Y : (−∞,+∞) × Ω → L2(D) satisfying equation (2.2) and
Y (t+ τ, ω) = Y (t, θτω) for any t ∈ R, ω ∈ Ω.
The proof of the theorem is very complex and is based on the following observation and a series of
lemmas. Define the B(R)⊗F -measurable map Y1 : (−∞,+∞)×Ω → L
2(D) by
Y1(t, ω) = (ω)
∞∑
k=1
∫ t
−∞
σk(s)Tt−sP
−φk dW
k(s)− (ω)
∞∑
k=1
∫ ∞
t
σk(s)Tt−sP
+φk dW
k(s). (2.4)
Then by changing of variable and periodicity of σk, we have
Y1(t, θτω)
= (θτω)
∞∑
k=1
∫ t
−∞
σk(s)Tt−sP
−φk dW
k(s)− (θτω)
∞∑
k=1
∫ ∞
t
σk(s)Tt−sP
+φk dW
k(s)
= (ω)
∞∑
k=1
∫ t+τ
−∞
σk(s)Tt+τ−sP
−φk dW
k(s)− (ω)
∞∑
k=1
∫ ∞
t+τ
σk(s)Tt+τ−sP
+φk dW
k(s)
= Y1(t+ τ, ω). (2.5)
On the other hand,
Y1(t, ω, x) =
∞∑
k=1
∞∑
i=m+1
∫ t
−∞
eµi(t−s)σk(s)
∫
D
φi(y)φk(y) dyφi(x)dW
k(s)
−
∞∑
k=1
m∑
i=1
∫ ∞
t
eµi(t−s)σk(s)
∫
D
φi(y)φk(y) dyφi(x)dW
k(s)
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=
∞∑
i=m+1
∫ t
−∞
eµi(t−s)σi(s)dW
i(s)φi(x) −
m∑
i=1
∫ ∞
t
eµi(t−s)σi(s)dW
i(s)φi(x),
as {φi} is the basis of L
2(D), so
∫
D
φi(y)φj(y)dy = 0, when i 6= j and
∫
D
φ2i (y) = 1. Moreover, we can
calculate
||Y1||
2 = sup
t
E
∫
D
|Y1(t, y)|
2dy
≤ 2 sup
t
E
∫
D
∣∣∣ ∞∑
i=m+1
∫ t
−∞
eµi(t−s)σi(s)dW
i(s)φi(y)
∣∣∣2dy
+2 sup
t
E
∫
D
∣∣∣ m∑
i=1
∫ ∞
t
eµi(t−s)σi(s)dW
i(s)φi(y)
∣∣∣2dy
= 2 sup
t
E
∫
D
∞∑
i=m+1
∫ t
−∞
e2µi(t−s)|σi(s)|
2ds|φi(y)|
2dy
+2 sup
t
E
∫
D
m∑
i=1
∫ ∞
t
e2µi(t−s)|σi(s)|
2ds|φi(y)|
2dy
≤ 2 sup
t
E
∞∑
i=m+1
∫ t
−∞
e2µm+1(t−s)|σi(s)|
2ds
+2 sup
t
E
m∑
i=1
∫ ∞
t
e2µm(t−s)|σi(s)|
2ds
≤ (−
1
µm+1
+
1
µm
) sup
s∈(−∞,∞)
∞∑
i=1
σ2i (s)
<∞.
Secondly, we need to solve the equation
Z(t, ω) =
∫ t
−∞
Tt−sP
−F (s, Z(s, ω) + Y1(s, ω)))ds
−
∫ ∞
t
Tt−sP
+F (s, Z(s, ω) + Y1(s, ω)))ds. (2.6)
For this we define
C0τ ((−∞,+∞), L
2(Ω ×D))
:= {f ∈ C0((−∞,+∞), L2(Ω ×D)) : for any t ∈ (−∞,∞), f(τ + t, ω, x) = f(t, θτω, x)},
and for any z ∈ C0τ ((−∞,+∞), L
2(Ω ×D)), define
M(z)(t, ω, x)
:=
∫ t
−∞
Tt−sP
−F (s, z(s, ω) + Y1(s, ω))(x)ds −
∫ ∞
t
Tt−sP
+F (s, z(s, ω) + Y1(s, ω))(x)ds. (2.7)
The idea is to find a fixed point to M in C0τ ((−∞,+∞), L
2(Ω ×D)) using the generalized Schauder’s
fixed point Theorem 2.2.
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Lemma 2.1 Under the conditions of Theorem 2.4, the map
M : C0τ ((−∞,+∞), L
2(Ω ×D))→ C0τ ((−∞,+∞), L
2(Ω ×D))
is a continuous map. Moreover M maps C0τ ((−∞,+∞), L
2(Ω×D)) into C0τ ((−∞,+∞), L
2(Ω×D))∩
L∞((−∞,+∞), L2(Ω,H10 (D))).
Proof: Firstly, for any z ∈ C0τ ((−∞,+∞), L
2(Ω × D)), from {φi} is the basis of L
2(D), Cauchy-
Schwarz inequality and the linear growth of F with respect to the second variable, we have
E
∫
D
|M(z)(t, x)|2dx
≤ 2
∫
D
E
∣∣∣ ∫ t
−∞
∫
D
∞∑
i=m+1
eµi(t−s)φi(x)φi(y)F
i(s, z(s) + Y1(s))(y)dyds
∣∣∣2dx
+2
∫
D
E
∣∣∣ ∫ ∞
t
∫
D
m∑
i=1
eµi(t−s)φi(x)φi(y)F
i(s, z(s) + Y1(s))(y)dyds
∣∣∣2dx
= 2E
∞∑
i=m+1
∣∣∣ ∫ t
−∞
∫
D
eµi(t−s)φi(y)F
i(s, z(s) + Y1(s))(y)dyds
∣∣∣2
+2E
m∑
i=1
∣∣∣ ∫ ∞
t
∫
D
eµi(t−s)φi(y)F
i(s, z(s) + Y1(s))(y)dyds
∣∣∣2
≤ 2E
∞∑
i=m+1
[ ∫ t
−∞
∫
D
eµi(t−s)|φi(y)|
2dyds ·
∫ t
−∞
∫
D
eµi(t−s)|F i(s, z(s) + Y1(s))(y)|
2dyds
]
+2E
m∑
i=1
[ ∫ ∞
t
∫
D
eµi(t−s)|φi(y)|
2dyds ·
∫ ∞
t
∫
D
eµi(t−s)|F i(s, z(s) + Y1(s))(y)|
2dyds
]
≤ (−
2
µm+1
)
∞∑
i=m+1
E
∫ t
−∞
∫
D
eµm+1(t−s)|F i(s, z(s) + Y1(s))(y)|
2dyds
+
2
µm
m∑
i=1
E
∫ ∞
t
∫
D
eµm(t−s)|F i(s, z(s) + Y1(s))(y)|
2dyds
≤ 2||F ||2∞(
1
µ2m+1
+
1
µ2m
)vol(D)
<∞.
We prove thatM(z)(·, ω, x) is continuous in L2(Ω×D), for z ∈ C0τ ((−∞,+∞), L
2(Ω ×D)). For this,
taking any t1, t2 ∈ (−∞,+∞) with t1 ≤ t2, we have
E
∫
D
|M(z)(t1, x)−M(z)(t2, x)|
2dx
≤ 2
∫
D
E
[∣∣ ∫ t1
−∞
Tt1−sP
−F (s, z(s) + Y1(s))(x)ds −
∫ t2
−∞
Tt2−sP
−F (s, z(s) + Y1(s))(x)ds
∣∣2
+
∣∣ ∫ +∞
t2
Tt2−sP
+F (s, z(s) + Y1(s))(x)ds −
∫ +∞
t2
Tt2−sP
+F (s, z(s) + Y1(s))(x)ds
∣∣2]dx.
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For the first term, considering {φi} is the basis of L
2(D), and noting the following simple computation,
for i ≥ m+ 1,∫ t1
−∞
|eµi(t1−s) − eµi(t2−s)|ds =
∫ t1
−∞
eµi(t1−s)|1− eµi(t2−t1)|ds ≤ (t2 − t1)
∫ t1
−∞
eµi(t1−s)|µi|ds = t2 − t1,
we have the following estimate,∫
D
E
∣∣ ∫ t1
−∞
Tt1−sP
−F (s, z(s) + Y1(s))(x)ds −
∫ t2
−∞
Tt2−sP
−F (s, z(s) + Y1(s))(x)ds
∣∣2dx
≤ 2
∫
D
E
∣∣ ∫ t1
−∞
∫
D
∞∑
i=m+1
(eµi(t1−s) − eµi(t2−s))φi(x)φi(y)F
i(s, z(s) + Y1(s))(y)dyds
∣∣2dx
+2
∫
D
E
∣∣ ∫ t2
t1
∫
D
∞∑
i=m+1
eµi(t2−s)φi(x)φi(y)F
i(s, z(s) + Y1(s))(y)dyds
∣∣2dx
≤ 2E
∞∑
i=m+1
∣∣ ∫ t1
−∞
∫
D
(eµi(t1−s) − eµi(t2−s))φi(y)F
i(s, z(s) + Y1(s))(y)dyds
∣∣2
+2E
∞∑
i=m+1
∣∣ ∫ t2
t1
∫
D
eµi(t2−s)φi(y)F
i(s, z(s) + Y1(s))(y)dyds
∣∣2
≤ 2E
∞∑
i=m+1
[ ∫ t1
−∞
∫
D
(eµi(t1−s) − eµi(t2−s))|φi(y)|
2dyds
·
∫ t1
−∞
∫
D
(eµi(t1−s) − eµi(t2−s))|F i(s, z(s) + Y1(s))(y)|
2dyds
]
+2E
∞∑
i=m+1
∫ t2
t1
∫
D
|φi(y)|
2dyds ·
∫ t2
t1
∫
D
|F i(s, z(s) + Y1(s))(y)|
2dyds
≤ 2E
∞∑
i=m+1
(t2 − t1)
∫ t1
−∞
∫
D
eµm+1(t1−s)|F i(s, z(s) + Y1(s))(y)|
2dyds
+2(t2 − t1)
2||F ||2∞vol(D)
≤ (−
2
µm+1
)|t2 − t1|||F ||
2
∞vol(D) + 2(t2 − t1)
2||F ||2∞vol(D)
≤ C|t2 − t1|.
And by a similar argument to the second part, we have
E
∣∣ ∫ +∞
t1
Tt1−sP
+F (s, z(s) + Y1(s))ds −
∫ +∞
t2
Tt2−sP
+F (s, z(s) + Y1(s))ds
∣∣2 ≤ C|t2 − t1|.
Therefore, by combining two parts, we have
E
∫
D
|M(z)(t2, x)−M(z)(t1, x)|
2dx ≤ C|t2 − t1|.
Therefore we have M also maps C0τ ((−∞,+∞), L
2(Ω ×D)) into itself. To see the continuity, for any
z1, z2 ∈ C
0
τ ((−∞,+∞), L
2(Ω ×D)),
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D
E|M(z1)(t, x)−M(z2)(t, x)|
2dx
≤ 2E
∞∑
i=m+1
[ ∫ t
−∞
∫
D
eµi(t−s)φi(y)(F
i(s, z1(s) + Y1(s))(y)
−F i(s, z2(s) + Y1(s))(y))dyds
]2
+2E
m∑
i=1
[ ∫ t
−∞
∫
D
eµi(t−s)φi(y)(F
i(s, z1(s) + Y1(s))(y)
−F i(s, z2(s) + Y1(s))(y))dyds
]2
≤ 2E
∞∑
i=m+1
[ ∫ t
−∞
∫
D
eµi(t−s)|φi(y)|
2dyds
·
∫ t
−∞
∫
D
eµi(t−s)|F i(s, z1(s) + Y1(s))(y)− F
i(s, z2(s) + Y1(s))(y)|
2dyds
]
+2E
m∑
i=1
[ ∫ ∞
t
∫
D
eµi(t−s)|φi(y)|
2dyds
·
∫ ∞
t
∫
D
eµi(t−s)|F i(s, z1(s) + Y1(s))(y)− F
i(s, z2(s) + Y1(s))(y)|
2dyds
]
≤ 2(−
1
µm+1
)
∫ t
−∞
∫
D
eµm+1(t−s)|F (s, z1(s) + Y1(s))(y) − F (s, z2(s) + Y1(s))(y)|
2dyds
+2
1
µm
∫ ∞
t
∫
D
eµm(t−s)|F (s, z1(s) + Y1(s))(y)− F (s, z2(s) + Y1(s))(y)|
2dyds
≤ 2||∇F ||2∞(
1
µ2m+1
+
1
µ2m
) sup
t∈(−∞,+∞)
∫
D
E|z1(t, x) − z2(t, x)|
2dx,
where
||∇F ||2∞ := sup
t∈(−∞,∞),u∈R
|∇F (t, u)|2 = sup
t∈(−∞,∞),u∈R
∞∑
i=1
|∇F i(t, u)|2.
That is to say thatM : C0τ ((−∞,+∞), L
2(Ω×D))→ C0τ ((−∞,+∞), L
2(Ω×D)) is a continuous map.
Secondly, we need to proveM(z) ∈ L∞((−∞,∞), L2(Ω,H1(D))) for z ∈ C0τ ((−∞,+∞), L
2(Ω×D)).
Note
E
∫
D
|∇xM(z)(t, x)|
2dx
≤ 2E
∫
D
∣∣∣ ∫ t
−∞
∫
D
∞∑
i=m+1
eµi(t−s)∇xφi(x)φi(y)F
i(s, z(s) + Y1(s))(y)dyds
∣∣∣2dx
+2E
∫
D
∣∣∣ ∫ t
−∞
∫
D
m∑
i=1
eµi(t−s)∇xφi(x)φi(y)F
i(s, z(s) + Y1(s))(y)dyds
∣∣∣2dx
:= A1 +A2.
For A1, by Cauchy-Schwarz inequality and (1.6), we have
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A1 = 2E
∫
D
[ ∞∑
i,j=m+1
∫ t
−∞
∫
D
eµi(t−s)∇xφi(x)φi(y)F
i(s, z(s) + Y1(s))(y)dyds
·
∫ t
−∞
∫
D
eµj(t−s)∇xφj(x)φj(y)F
j(s, z(s) + Y1(s))(y)dyds
]
dx
≤ E
∞∑
i,j=m+1
(∫
D
|∇xφi(x)|
2dx
∫
D
|∇xφj(x)|
2dx
) 1
2
·
∫ t
−∞
∫
D
eµi(t−s)|φi(y)||F
i(s, z(s) + Y1(s))(y)|dyds
·
∫ t
−∞
∫
D
eµj(t−s)|φj(y)||F
j(s, z(s) + Y1(s))(y)|dyds
≤ 2CE
[
∞∑
i=m+1
(∫ t
−∞
∫
D
eµi(t−s)|µi|
1
2 |φi(y)||F
i(s, z(s) + Y1(s))(y)|dyds
)2
·
∞∑
j=m+1
(∫ t
−∞
∫
D
eµj(t−s)|µj |
1
2 |φj(y)||F
j(s, z(s) + Y1(s))(y)|dyds
)2 ] 12
≤ 2CE
[
∞∑
i=m+1
(∫ t
−∞
∫
D
eµi(t−s)|µi||φi(y)|
2dyds ·
∫ t
−∞
∫
D
eµi(t−s)|F i(s, z(s) + Y1(s))(y)|
2dyds
)
·
∞∑
j=m+1
(∫ t
−∞
∫
D
eµj(t−s)|µj ||φj(y)|
2dyds ·
∫ t
−∞
∫
D
eµj(t−s)|F j(s, z(s) + Y1(s))(y)|
2dyds
)] 12
≤ 2C
[
∞∑
i=m+1
∫ ∞
t
∫
D
eµm+1(t−s)|F i(s, z(s) + Y1(s))(y)|
2dyds
·
∞∑
j=m+1
∫ ∞
t
∫
D
eµm+1(t−s)|F i(s, z(s) + Y1(s))(y)|
2dyds
] 1
2
≤ 2C||F ||2∞(−
1
µm+1
)vol(D)
<∞.
Similarly,
A2 ≤ 2C||F ||
2
∞(
1
µm
)vol(D) <∞.
Therefore, we can see M maps C0τ ((−∞,+∞), L
2(Ω ×D)) into L∞((−∞,+∞), L2(Ω,H10 (D))). ♯
Now let us define a subset of C0τ ((−∞,+∞), L
2(Ω ×D)) as follows:
C0τ,α((−∞,+∞), L
2(D,D1,2))
:= {f ∈ C0τ ((−∞,+∞), L
2(Ω ×D)) : f |[0,τ) ∈ C
0([0, τ), L2(D,D1,2)),
i.e. ||f ||2 = sup
t∈[0,τ)
∫
D
||f(t, x)||21,2dx <∞, and for any t, r ∈ [0, τ), i = 0,±1,±2, · · ·
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D
E|Drf(t, θiτ ·, x)|
2dx ≤ αr(t), sup
s,r1,r2∈[0,τ)
∫
D
E|Dr1f(s, θiτ ·, x)−Dr2f(s, θiτ ·, x)|
2dx
|r1 − r2|
<∞}.
Here αr(t) is the solution of integral equation (see page 324 in [26])
αr(t) = A
∫ r+2τ
r−2τ
e−β|t−s|αr(s)ds+B, (2.8)
where
A = C||∇F ||2∞(−
1
µm+1
∞∑
i=0
eµm+1iτ +
1
µm
∞∑
i=0
e−µmiτ ),
B = C||∇F ||2∞ sup
s∈(−∞,∞)
∞∑
j=1
σ2j (s)(
1
µ2m+1
+
1
µ2m
), β = min{−µm+1, µm}.
This is a convex set.
Lemma 2.2 Under the conditions of Theorem 2.4, M maps C0τ,α((−∞,+∞), L
2(D,D1,2)) into itself.
Proof: The Malliavin derivatives of Y1(t, ω, x) and M(z)(t, ω, x) can be calculated as:
DrY1(t, ω, x) =


∞∑
i=m+1
eµi(t−r)φi(x)σi(r), if r ≤ t,
−
m∑
i=1
eµi(t−r)φi(x)σi(r), if r > t.
(2.9)
When r ≤ t, it is easy to see that
DrM(z)(t, ω, x) (2.10)
=
∞∑
i=m+1
(∫ t
−∞
∫
D
eµi(t−s)φi(y)∇F
i(s, z(s, ω) + Y1(s, ω))(y)Drz(s, ω, y)dyds
)
φi(x)
−
m∑
i=1
(∫ ∞
t
∫
D
eµi(t−s)φi(y)∇F
i(s, z(s, ω) + Y1(s, ω))(y)Drz(s, ω, y)dyds
)
φi(x)
+
∞∑
i=m+1

∫ r
−∞
∫
D
eµi(t−s)φi(y)∇F
i(s, z(s, ω) + Y1(s, ω))(y)
m∑
j=1
(
− eµj(s−r)φj(y)σj(r)
)
dyds

φi(x)
+
∞∑
i=m+1

∫ t
r
∫
D
eµi(t−s)φi(y)∇F
i(s, z(s, ω) + Y1(s, ω))(y)
∞∑
j=m+1
(
eµj(s−r)φj(y)σj(r)
)
dyds

φi(x)
−
m∑
i=1

∫ ∞
t
∫
D
eµi(t−s)φi(y)∇F
i(s, z(s, ω) + Y1(s, ω))(y)
∞∑
j=m+1
(
eµj(s−r)φj(y)σj(r)
)
dyds

φi(x).
Similarly, when r > t, we have
DrM(z)(t, ω) (2.11)
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=
∞∑
i=m+1
(∫ t
−∞
∫
D
eµi(t−s)φi(y)∇F
i(s, z(s, ω) + Y1(s, ω))(y)Drz
j(s, ω, y)dyds
)
φi(x)
−
m∑
i=1
(∫ ∞
t
∫
D
eµi(t−s)φi(y)∇F
i(s, z(s, ω) + Y1(s, ω))(y)Drz
j(s, ω, y)dyds
)
φi(x)
+
∞∑
i=m+1

∫ t
−∞
∫
D
eµi(t−s)φi(y)∇F
i(s, z(s, ω) + Y1(s, ω))(y)
m∑
j=1
(
− eµj(s−r)φj(y)σj(r)
)
dyds

φi(x)
−
m∑
i=1

∫ r
t
∫
D
eµi(t−s)φi(y)∇F
i(s, z(s, ω) + Y1(s, ω))(y)
m∑
j=1
(
− eµj(s−r)φj(y)σj(r)
)
dyds

φi(x)
−
m∑
i=1

∫ ∞
r
∫
D
eµi(t−s)φi(y)∇F
i(s, z(s, ω) + Y1(s, ω))(y)
∞∑
j=m+1
(
eµj(s−r)φj(y)σj(r)
)
dyds

φi(x).
So using Cauchy-Schwarz inequality, we have for any k = 0,±1,±2, · · ·, z ∈ C0τ,α((−∞,+∞), L
2(D,D1,2)),
when 0 ≤ r ≤ t < τ ,
E
∫
D
|DrM(z)(t, θkτ ·, x)|
2dx
≤ CE
∞∑
i=m+1
[ ∫ t
−∞
∫
D
eµi(t−s)φi(y)∇F
i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)Drz(s, θkτ ·, y)dyds
]2
+CE
m∑
i=1
[ ∫ ∞
t
∫
D
eµi(t−s)φi(y)∇F
i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)Drz(s, θkτ ·, y)dyds
]2
+CE
∞∑
i=m+1
[ ∫ t
−∞
∫
D
eµi(t−s)φi(y)∇F
i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)DrY1(s, θkτ ·, y)dyds
]2
+CE
m∑
i=1
[ ∫ ∞
t
∫
D
eµi(t−s)φi(y)∇F
i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)DrY1(s, θkτ ·, y)dyds
]2
≤ CE
∞∑
i=m+1
[ ∫ t
−∞
∫
D
eµi(t−s)|φi(y)|
2dyds ·
∫ t
−∞
∫
D
eµi(t−s)|∇F i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)|
2|Drz(s, θkτ ·, y)|
2dyds
]
+CE
m∑
i=1
[ ∫ ∞
t
∫
D
eµi(t−s)|φi(y)|
2dyds ·
∫ ∞
t
∫
D
e2µi(t−s)|∇F i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)|
2|Drz(s, θkτ ·, y)|
2dyds
]
+CE
∞∑
i=m+1
[ ∫ t
−∞
∫
D
e2µi(t−s)|φi(y)|
2dyds ·
∫ t
−∞
∫
D
|∇F i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)|
2|DrY1(s, θkτ ·, y)|
2dyds
]
+CE
m∑
i=1
[ ∫ ∞
t
∫
D
e2µi(t−s)|φi(y)|
2dyds ·
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t
∫
D
|∇F i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)|
2|DrY1(s, θkτ ·, y)|
2dyds
]
≤ C(−
1
µm+1
)||∇F ||2∞
∫ t
−∞
∫
D
eµm+1(t−s)E|Drz(s, θkτ ·, y)|
2dyds
+C
1
µm
||∇F ||2∞
∫ ∞
t
∫
D
eµm(t−s)E|Drz(s, θkτ ·, y)|
2dyds
+C(−
2
µm+1
)||∇F ||2∞
∫ t+kτ
−∞
∫
D
E|DrY1(s, ·, y)|
2dyds
+C
2
µm
||∇F ||2∞
∫ ∞
t+kτ
∫
D
E|DrY1(s, ·, y)|
2dyds.
Let us first deal with the third and the fourth terms. When k = 0, 1, 2, · · ·, we have t+ kτ ≥ r and
∫ t+kτ
−∞
∫
D
E|DrY1(s, ·, y)|
2|dyds
=
∫ r
−∞
∫
D
E|DrY1(s, ·, y)|
2|dyds+
∫ t+kτ
r
∫
D
E|DrY1(s, ·, y)|
2dyds
=
∫ r
−∞
∫
D
|
m∑
j=1
eµj(s−r)φj(y)σj(r)|
2dyds+
∫ t+kτ
r
∫
D
|
∞∑
j=m+1
eµj(s−r)φj(y)σj(r)|
2dyds
=
∫ r
−∞
∫
D
m∑
j=1
e2µj(s−r)|φj(y)|
2|σj(r)|
2dyds+
∫ t+kτ
r
∫
D
∞∑
j=m+1
e2µj(s−r)|φj(y)|
2|σj(r)|
2dyds
≤ (
1
2µm
−
1
2µm+1
) sup
s∈(−∞,∞)
∞∑
j=1
σ2j (s).
When k = −1,−2, · · ·, we have t+ kτ < r and
∫ t+kτ
−∞
∫
D
E|DrY1(s, ·, y)|
2|dyds =
∫ t+kτ
−∞
∫
D
|
m∑
j=1
eµj(s−r)φj(y)σj(r)|
2dyds
=
∫ t+kτ
−∞
∫
D
m∑
j=1
e2µj(s−r)|φj(y)|
2|σj(r)|
2dyds
≤
1
2µm
sup
s∈(−∞,∞)
∞∑
j=1
σ2j (s).
So,
∫ t+kτ
−∞
∫
D
E|DrY1(s, ·, y)|
2|dyds ≤ (
1
µm
−
1
2µm+1
) sup
s∈(−∞,∞)
∞∑
j=1
σ2j (s).
Similarly,
∫ ∞
t+kτ
∫
D
E|DrY1(s, ·, y)|
2|dyds ≤ (
1
2µm
−
1
µm+1
) sup
s∈(−∞,∞)
∞∑
j=1
σ2j (s).
Therefore, we have
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E
∫
D
|DrM(z)(t, θkτ ·, x)|
2dx
≤ C(−
1
µm+1
)||∇F ||2∞
∫ r
r−τ
∫
D
∞∑
i=0
eµm+1(t−s+iτ)E|Drz(s− iτ, θkτ ·, y)|
2dyds
+C(−
1
µm+1
)||∇F ||2∞
∫ t
r
∫
D
eµm+1(t−s)E|Drz(s, θkτ ·, y)|
2dyds
+C
1
µm
||∇F ||2∞
∫ r+τ
t
∫
D
eµm(t−s)E|Drz(s, θkτ ·, y)|
2dyds
+C
1
µm
||∇F ||2∞
∫ r+2τ
r+τ
∫
D
∞∑
i=0
eµm(t−s−iτ)E|Drz(s+ iτ, θkτ ·, y)|
2dyds
+C||∇F ||2∞ sup
s∈(−∞,∞)
∞∑
j=1
σ2j (s)(
1
µ2m+1
+
1
µ2m
)
≤ C(−
1
µm+1
)||∇F ||2∞
∞∑
i=0
eµm+1iτ
∫ r+2τ
r−2τ
e−β|t−s|
∫
D
E|Drz(s, θ−iτ+kτ ·, y)|
2dyds
+C(−
1
µm+1
+
1
µm
)||∇F ||2∞
∫ r+2τ
r−2τ
e−β|t−s|E|Drz(s, θkτ ·, y)|
2dyds
+C
1
µm
||∇F ||2∞
∞∑
i=0
e−µmiτ
∫ r+2τ
r−2τ
e−β|t−s|
∫
D
E|Drz(s, θiτ+kτ ·, y)|
2dyds
+C||∇F ||2∞ sup
s∈(−∞,∞)
∞∑
j=1
σ2j (s)(
1
µ2m+1
+
1
µ2m
)
≤ A
∫ r+2τ
r−2τ
e−β|t−s|αr(s)ds+B
= αr(t).
Similarly, when 0 ≤ t < r < τ ,
E
∫
D
|DrM(z)(t, θkτ ·, x)|
2dx
≤ −C
1
µm+1
||∇F ||2∞
∫ r−τ
r−2τ
∞∑
i=0
eµm+1(t−s+iτ)
∫
D
E|Drz(s, s− iτ, θkτ ·, y)|
2dyds
−C
1
µm+1
||∇F ||2∞
∫ t
r−τ
eµm+1(t−s)
∫
D
E|Drz(s, θkτ ·, y)|
2dyds
+C
1
µm
||∇F ||2∞
∫ r
t
eµm(t−s)E|Drz(s, θkτ ·, y)|
2dyds
+C
1
µm
||∇F ||2∞
∫ r+τ
r
∞∑
i=0
eµm(t−s−iτ)E|Drz(s, s+ iτ, θkτ ·, y)|
2dyds
+C||∇F ||2∞ sup
s∈(−∞,∞)
∞∑
j=1
σ2j (s)(
1
µ2m+1
+
1
µ2m
)
≤ A
∫ r+2τ
r−2τ
e−β|t−s|αr(s)ds+B
= αr(t).
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Therefore, for any k = 0,±1,±2, · · ·, we have
E
∫
D
|DrM(z)(t, θkτ ·, x)|
2dx ≤ αr(t).
Moreover, the solution αr(t) of equation (2.25) is continuous in t, so for z ∈ C
0
τ,α((−∞,+∞), L
2(D,D1,2)),
there exists a constant α1 such that for any t, r ∈ [0, τ), k = 0,±1,±2, · · ·,
E
∫
D
|Drz(t, θkτ ·, x)|
2dx ≤ α1, and E
∫
D
|DrM(z)(t, θkτ ·, x)|
2dx ≤ α1,
Now suppose there exists L2 ≥ 0 such that for any r1, r2, s ∈ [0, τ), k = 0,±1,±2, · · ·,
1
|r1 − r2|
∫
D
E|Dr1z(s, θkτ ·, x)−Dr2z(s, θkτ ·, x)|
2dx ≤ L2.
Then we have when 0 ≤ r1 < r2 ≤ t < τ , k = 0,±1,±2, · · ·
1
|r1 − r2|
∫
D
E|Dr1M(z)(t, θkτ ·, x)−Dr2M(z)(t, θkτ ·, x)|
2dx
≤
C
|r1 − r2|
∫
D
{
E
∣∣ ∫ t
−∞
∫
D
∞∑
i=m+1
eµi(t−s)φi(x)φi(y)∇F
i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)
·(Dr1z(s, θkτ ·, y)−Dr2z(s, θkτ ·, y))dyds
∣∣2
+E
∣∣ ∫ ∞
t
∫
D
m∑
i=1
eµi(t−s)φi(x)φi(y)∇F
i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)
·(Dr1z(s, θkτ ·, y)−Dr2z(s, θkτ ·, y))dyds
∣∣2
+E
∣∣ ∫ t
r1
∫
D
∞∑
i=m+1
eµi(t−s)φi(x)φi(y)∇F
i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)Dr1Y1(s, θkτ ·, y)dyds
−
∫ t
r2
∫
D
∞∑
i=m+1
eµi(t−s)φi(x)φi(y)∇F
i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)Dr2Y1(s, θkτ ·, y)dyds
∣∣2
+E
∣∣ ∫ r1
−∞
∫
D
∞∑
i=m+1
eµi(t−s)φi(x)φi(y)∇F
i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)Dr1Y1(s, θkτ ·, y)dyds
−
∫ r2
−∞
∫
D
∞∑
i=m+1
eµi(t−s)φi(x)φi(y)∇F
i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)Dr2Y1(s, θkτ ·, y))dyds
∣∣2
+E
∣∣ ∫ ∞
t
m∑
i=1
eµi(t−s)φi(x)φi(y)∇F
i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)
·(Dr1Y1(s, θkτ ·, y)−Dr2Y1(s, θkτ ·, y))dyds
∣∣2}dx
:= A1 +A2 +A3 +A4 +A5.
We will estimate them in the following. We first have that
A1 ≤
C
|r1 − r2|
∫
D
E
∣∣∣ ∫ t
−∞
∫
D
∞∑
i=m+1
eµi(t−s)φi(x)φi(y)∇F
i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)
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·(Dr1z(s, θkτ ·, y)−Dr2z(s, θkτ ·, y))dyds
∣∣∣2dx
≤
C
|r1 − r2|
E
∞∑
i=m+1
[ ∫ t
−∞
∫
D
eµi(t−s)|φi(y)|
2dyds
·
∫ t
−∞
∫
D
eµi(t−s)|∇F i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)|
2|Dr1z(s, θkτ ·, y)−Dr2z(s, θkτ ·, y)|
2dyds
]
≤
C
|r1 − r2|
||∇F ||2∞(−
1
µm+1
)
∫ t
−∞
∫
D
eµm+1(t−s)E|Dr1z(s, θkτ ·, y)−Dr2z(s, θkτ ·, y)|
2dyds
≤
C
|r1 − r2|
||∇F ||2∞(−
1
µm+1
)
[ ∫ t
0
∫
D
eµm+1(t−s)E|Dr1z(s, θ+kτ ·, y)−Dr2z(s, θkτ ·, y)|
2dyds
+
∫ τ
0
∫
D
∞∑
i=0
eµm+1(t−s+τ+iτ)E|Dr1z(s, θ−(i+1)τ+kτ ·, y)−Dr2z(s, θ−(i+1)τ+kτ ·, y)|
2dyds
]
≤
C
µ2m+1
||∇F ||2∞L2[1 +
∞∑
i=0
eµm+1iτ ].
Similarly,
A2 ≤
C
µ2m
||∇F ||2∞L2[1 +
∞∑
i=0
e−µmiτ ].
For A3, using Cauchy-Schwarz inequality again, we have
A3 =
C
|r1 − r2|
∫
D
E
∣∣∣ ∫ r2
r1
∫
D
∞∑
i=m+1
eµi(t−s)φi(x)φi(y)
·∇F i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)Dr1Y1(s, θkτ ·, y)dyds
∣∣∣2dx
+
C
|r1 − r2|
∫
D
E
∣∣∣ ∫ t
r2
∫
D
∞∑
i=m+1
eµi(t−s)φi(x)φi(y)∇F
i(s, z(s) + Y1(s))(y)
·(Dr1Y1(s, θkτ ·, y)−Dr2Y1(s, θkτ ·, y)dyds
∣∣∣2dx
≤
C
|r1 − r2|
∞∑
i=m+1
E
∫ r2
r1
∫
D
e2µi(t−s)|φi(y)|
2dyds
·
∫ r2
r1
∫
D
|∇F i(s, z(s) + Y1(s))(y)|
2
∣∣∣Dr1Y1(s, θkτ ·, y)∣∣∣2dyds
+
C
|r1 − r2|
∞∑
i=m+1
E
∫ t
r2
∫
D
eµi(t−s)|φi(y)|
2dyds
·
∫ t
r2
∫
D
eµi(t−s)|∇F i(s, z(s) + Y1(s))(y)|
2|Dr1Y1(s, θkτ ·, y)−Dr2Y1(s, θkτ ·, y)|
2dyds
≤
C
|r1 − r2|
(r2 − r1)||∇F ||
2
∞
∫ r2
r1
∫
D
E|Dr1Y1(s, θkτ ·, y)|
2dyds
+
C
|r1 − r2|
(t− r2)||∇F ||
2
∞ ·
∫ t
r2
∫
D
E|Dr1Y1(s, θkτ ·, y)−Dr2Y1(s, θkτ ·, y)|
2dyds
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Note that ∫ r2
r1
∫
D
E|Dr1Y1(s, θkτ ·, y)|
2dyds =
∫ r2+kτ
r1+kτ
∫
D
E|Dr1Y1(s, ·, y)|
2dyds,
so when k = 0, 1, 2, · · ·, we have
∫ r2+kτ
r1+kτ
∫
D
E|Dr1Y1(s, ·, y)|
2dyds =
∫ r2+kτ
r1+kτ
∫
D
|
∞∑
j=m+1
eµj(s−r1)φj(y)σj(r1)|
2dyds
=
∫ r2+kτ
r1+kτ
∫
D
∞∑
j=m+1
e2µj(s−r1)|φj(y)|
2|σj(r1)|
2dyds
≤ |r2 − r1| sup
s∈(−∞,∞)
∞∑
j=1
|σj(s)|
2.
When k = −1,−2, · · ·, we have r2 + kτ < r1 and∫ r2+kτ
r1+kτ
∫
D
E|Dr1Y1(s, ·, y)|
2dyds =
∫ r2+kτ
r1+kτ
∫
D
m∑
j=1
e2µj(s−r1)|φj(y)|
2|σj(r1)|
2dyds
≤ |r2 − r1| sup
s∈(−∞,∞)
∞∑
j=1
|σj(s)|
2.
Therefore ∫ r2
r1
∫
D
E|Dr1Y1(s, θkτ ·, y)|
2dyds ≤ |r2 − r1| sup
s∈(−∞,∞)
∞∑
j=1
|σj(s)|
2. (2.12)
Similarly, ∫ t
r2
∫
D
E|Dr1Y1(s, θkτ ·, y)−Dr2Y1(s, θkτ ·, y)|
2dyds
=
∫ t+kτ
r2+kτ
∫
D
E|Dr1Y1(s, ·, y)−Dr2Y1(s, ·, y)|
2dyds
When k = 0, 1, 2, · · ·, we have
∫ t+kτ
r2+kτ
∫
D
E|Dr1Y1(s, ·, y)−Dr2Y1(s, ·, y)|
2dyds
=
∫ t+kτ
r2+kτ
∫
D
∣∣∣ ∞∑
j=m+1
(
eµj(s−r1)σj(r1)− e
µj(s−r1)σj(r2) + e
µj(s−r1)σj(r2)− e
µj(s−r2)σj(r2)
)
φj(y)
∣∣∣2dyds
=
∫ t+kτ
r2+kτ
∫
D
∞∑
j=m+1
∣∣eµj(s−r1)(σj(r1)− σj(r2)) + (eµj(s−r1) − eµj(s−r2))σj(r2)∣∣2|φj(y)|2dyds
≤ 2
∫ t+kτ
r2+kτ
∫
D
∞∑
j=m+1
|σj(r1)− σj(r2)|
2|φj(y)|
2dyds
+2
∫ t+kτ
r2+kτ
∫
D
∞∑
j=m+1
|eµj(s−r1) − eµj(s−r2)|2|φj(y)|
2|σj(r2)|
2dyds
22 C. R. Feng and H. Z. Zhao
≤ 2L1|r2 − r1|(t− r2) + |r2 − r1|(t− r2) sup
s∈(−∞,∞)
∞∑
j=1
|σj(s)|
2.
When k = −1,−2, · · ·, we have r2 + kτ < t+ kτ < r1 < r2 ≤ t < τ and∫ t+kτ
r2+kτ
∫
D
E|Dr1Y1(s, ·, y)−Dr2Y1(s, ·, y)|
2dyds
=
∫ t+kτ
r2+kτ
∫
D
∣∣∣ m∑
j=1
(
eµj(s−r1)σj(r1)− e
µj(s−r1)σj(r2) + e
µj(s−r1)σj(r2)− e
µj(s−r2)σj(r2)
)
φj(y)
∣∣∣2dyds
=
∫ t+kτ
r2+kτ
∫
D
m∑
j=1
∣∣eµj(s−r1)(σj(r1)− σj(r2)) + (eµj(s−r1) − eµj(s−r2))σj(r2)∣∣2|φj(y)|2dyds
≤ 2
∫ t+kτ
r2+kτ
∫
D
m∑
j=1
|σj(r1)− σj(r2)|
2|φj(y)|
2dyds
+2
∫ t+kτ
r2+kτ
∫
D
m∑
j=1
|eµj(s−r1) − eµj(s−r2)|2|φj(y)|
2|σj(r2)|
2dyds
≤ 2L1|r2 − r1|(t− r2) + |r2 − r1| sup
s∈(−∞,∞)
∞∑
j=1
|σj(s)|
2.
Therefore,
,
∫ t
r2
∫
D
E|Dr1Y1(s, θkτ ·, y)−Dr2Y1(s, θkτ ·, y)|
2dyds
≤ 2L1|r2 − r1|(t− r2) + |r2 − r1| sup
s∈(−∞,∞)
∞∑
j=1
|σj(s)|
2 (2.13)
With the estimate (2.12) and (2.13), we have
A3 ≤
C
|r1 − r2|
||∇F ||2∞(r2 − r1)
2 sup
s∈(−∞,∞)
∞∑
j=1
|σj(s)|
2
+
C
|r1 − r2|
[
||∇F ||2∞(t− r2)
22L1|r2 − r1|+ ||∇F ||
2
∞|t− r2||r2 − r1| sup
s∈(−∞,∞)
∞∑
j=1
σ2j (s)
]
≤ C||∇F ||2∞τ sup
s∈(−∞,∞)
∞∑
j=1
|σj(s)|
2 + C||∇F ||2∞(2L1τ
2 + τ sup
s∈(−∞,∞)
∞∑
j=1
|σj(s)|
2)
< ∞.
About A4,
A4 =
C
|r1 − r2|
∫
D
E
∣∣∣ ∫ r1
−∞
∫
D
∞∑
i=m+1
eµi(t−s)φi(x)φi(y)∇F
i(s, z(s) + Y1(s))(y)
·(Dr1Y1(s, θkτ ·, y)−Dr2Y1(s, θkτ ·, y)dyds
∣∣∣2dx
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+
C
|r1 − r2|
∫
D
E
∣∣∣ ∫ r2
r1
∫
D
∞∑
i=m+1
eµi(t−s)φi(x)φi(y)
·∇F i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)Dr2Y1(s, θkτ ·, y)dyds
∣∣∣2dx
≤
C
|r1 − r2|
∞∑
i=m+1
E
∫ r1
−∞
∫
D
e2µi(t−s)|φi(y)|
2dyds
·
∫ r1
−∞
∫
D
|∇F i(s, z(s) + Y1(s))(y)|
2|Dr1Y1(s, θkτ ·, y)−Dr2Y1(s, θkτ ·, y)|
2dyds
+
C
|r1 − r2|
∞∑
i=m+1
E
∫ r2
r1
∫
D
e2µi(t−s)|φi(y)|
2dyds
·
∫ r2
r1
∫
D
|∇F i(s, z(s) + Y1(s))(y)|
2
∣∣∣Dr2Y1(s, θkτ ·, y)∣∣∣2dyds
≤
C
|r1 − r2|
(−
1
2µm+1
)||∇F ||2∞
∫ r1
−∞
∫
D
E|Dr1Y1(s, θkτ ·, y)−Dr2Y1(s, θkτ ·, y)|
2dyds
+
C
|r1 − r2|
(r2 − r1)||∇F ||
2
∞
∫ r2
r1
∫
D
E|Dr2Y1(s, θkτ ·, y)|
2dyds.
Similar to (2.12),
∫ r2
r1
∫
D
E|Dr2Y1(s, θkτ ·, y)|
2dyds ≤ |r2 − r1| sup
s∈(−∞,∞)
∞∑
j=1
|σj(s)|
2. (2.14)
Secondly, ∫ r1
−∞
∫
D
E|Dr1Y1(s, θkτ ·, y)−Dr2Y1(s, θkτ ·, y)|
2dyds
=
∫ r1+kτ
−∞
∫
D
E|Dr1Y1(s, ·, y)−Dr2Y1(s, ·, y)|
2dyds.
When k = 0,−1,−2, · · ·, we have
∫ r1+kτ
−∞
∫
D
E|Dr1Y1(s, ·, y)−Dr2Y1(s, ·, y)|
2dyds
=
∫ r1+kτ
−∞
∫
D
∣∣∣ m∑
j=1
(
eµj(s−r1)σj(r1)− e
µj(s−r1)σj(r2) + e
µj(s−r1)σj(r2)− e
µj(s−r2)σj(r2)
)
φj(y)
∣∣∣2dyds
=
∫ r1+kτ
−∞
∫
D
m∑
j=1
∣∣eµj(s−r1)(σj(r1)− σj(r2)) + (eµj(s−r1) − eµj(s−r2))σj(r2)∣∣2|φj(y)|2dyds
≤ 2
∫ r1+kτ
−∞
∫
D
m∑
j=1
eµm(s−r1)|σj(r1)− σj(r2)|
2|φj(y)|
2dyds
+2
∫ r1+kτ
−∞
∫
D
m∑
j=1
|eµj(s−r1) − eµj(s−r2)|2|φj(y)|
2|σj(r2)|
2dyds
≤ 2L1
1
µm
|r2 − r1|+ |r2 − r1| sup
s∈(−∞,∞)
∞∑
j=1
|σj(s)|
2.
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When k = 1, 2, · · ·, we have r1 + kτ > r2 and∫ r1+kτ
−∞
∫
D
E|Dr1Y1(s, ·, y)−Dr2Y1(s, ·, y)|
2dyds
=
∫ r1
−∞
∫
D
E|Dr1Y1(s, ·, y)−Dr2Y1(s, ·, y)|
2dyds+
∫ r2
r1
∫
D
E|Dr1Y1(s, ·, y)−Dr2Y1(s, ·, y)|
2dyds
+
∫ r1+kτ
r2
∫
D
E|Dr1Y1(s, ·, y)−Dr2Y1(s, ·, y)|
2dyds
Let us estimate them separately. About the first term,∫ r1
−∞
∫
D
E|Dr1Y1(s, ·, y)−Dr2Y1(s, ·, y)|
2dyds
=
∫ r1
−∞
∫
D
∣∣∣ m∑
j=1
(
eµj(s−r1)σj(r1)− e
µj(s−r1)σj(r2) + e
µj(s−r1)σj(r2)− e
µj(s−r2)σj(r2)
)
φj(y)
∣∣∣2dyds
=
∫ r1
−∞
∫
D
m∑
j=1
∣∣eµj(s−r1)(σj(r1)− σj(r2)) + (eµj(s−r1) − eµj(s−r2))σj(r2)∣∣2|φj(y)|2dyds
≤ 2
∫ r1
−∞
∫
D
m∑
j=1
eµm(s−r1)|σj(r1)− σj(r2)|
2|φj(y)|
2dyds
+2
∫ r1
−∞
∫
D
m∑
j=1
|eµj(s−r1) − eµj(s−r2)|2|φj(y)|
2|σj(r2)|
2dyds
≤ 2L1
1
µm
|r2 − r1|+ |r2 − r1| sup
s∈(−∞,∞)
∞∑
j=1
|σj(s)|
2.
About the second term,∫ r2
r1
∫
D
E|Dr1Y1(s, ·, y)−Dr2Y1(s, ·, y)|
2dyds
≤ 2
∫ r2
r1
∫
D
E|Dr1Y1(s, ·, y)|
2dyds+ 2
∫ r2
r1
∫
D
E|Dr2Y1(s, ·, y)|
2dyds
≤ 2|r2 − r1| sup
s∈(−∞,∞)
∞∑
j=1
|σj(s)|
2
About the third term,
∫ r1+kτ
r2
∫
D
E|Dr1Y1(s, ·, y)−Dr2Y1(s, ·, y)|
2dyds
=
∫ r1+kτ
−∞
∫
D
∣∣∣ ∞∑
j=m+1
(
eµj(s−r1)σj(r1)− e
µj(s−r1)σj(r2) + e
µj(s−r1)σj(r2)− e
µj(s−r2)σj(r2)
)
φj(y)
∣∣∣2dyds
=
∫ r1+kτ
−∞
∫
D
∞∑
j=m+1
∣∣eµj(s−r1)(σj(r1)− σj(r2)) + (eµj(s−r1) − eµj(s−r2))σj(r2)∣∣2|φj(y)|2dyds
≤ 2
∫ r1+kτ
−∞
∫
D
∞∑
j=m+1
eµm(s−r1)|σj(r1)− σj(r2)|
2|φj(y)|
2dyds
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+2
∫ r1+kτ
−∞
∫
D
∞∑
j=m+1
|eµj(s−r1) − eµj(s−r2)|2|φj(y)|
2|σj(r2)|
2dyds
≤ 2L1(−
1
µm+1
)|r2 − r1|+ |r2 − r1| sup
s∈(−∞,∞)
∞∑
j=1
|σj(s)|
2.
Therefore, ∫ r1
−∞
∫
D
E|Dr1Y1(s, θkτ ·, y)−Dr2Y1(s, θkτ ·, y)|
2dyds
≤ 2L1(
1
µm
−
1
µm+1
)|r2 − r1|+ |r2 − r1| sup
s∈(−∞,∞)
∞∑
j=1
|σj(s)|
2. (2.15)
With (2.14) and (2.15), we have
A4 ≤
C
|r1 − r2|
||∇F ||2∞
[
(−
1
2µm+1
)(2L1(
1
µm
−
1
µm+1
)|r2 − r1|+ |r2 − r1| sup
s∈(−∞,∞)
∞∑
j=1
|σj(s)|
2)
+|r2 − r1|
2 sup
s∈(−∞,∞)
∞∑
j=1
|σj(s)|
2
]
≤ C||∇F ||2∞
(
(
1
µ2m+1
−
1
µm+1µm
)L1 + (−
1
2µm+1
) sup
s∈(−∞,∞)
∞∑
j=1
|σj(s)|
2 + τ · sup
s∈(−∞,∞)
∞∑
j=1
|σj(s)|
2
)
< ∞.
As for A5, similarly to A4, we have
A5 ≤ C||∇F ||
2
∞
(
(
1
µ2m
−
1
µm+1µm
)L1 +
1
2µm
sup
s∈(−∞,∞)
∞∑
j=1
|σj(s)|
2
)
<∞.
So, when 0 ≤ r1 < r2 ≤ t < τ ,
1
|r1 − r2|
∫
D
E|Dr1M(z)(t, θkτ ·, x)−Dr2M(z)(t, θkτ ·, x)|
2dx ≤ Cˆ.
When 0 ≤ r1 < t < r2 < τ ,
1
|r1 − r2|
∫
D
E|Dr2M(z)(t, θkτ ·, x) −Dr1M(z)(t, θkτ ·, x)|
2dx
≤
C
|r1 − r2|
∫
D
{
E
∣∣ ∫ t
−∞
∫
D
∞∑
i=m+1
eµi(t−s)φi(x)φi(y) · ∇F
i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)
(Dr2z(s, θkτ ·, y)−Dr1z(s, θkτ ·, y))dyds
∣∣2
+E
∣∣ ∫ ∞
t
∫
D
m∑
i=1
eµi(t−s)φi(x)φi(y)∇F
i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)
·(Dr2z(s, θkτ ·, y)−Dr1z(s, θkτ ·, y))dyds
∣∣2
+E
∣∣− ∫ t
−∞
∫
D
∞∑
i=m+1
eµi(t−s)φi(x)φi(y)∇F
i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)Dr2Y1(s, θkτ ·, y)dyds
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+
∫ r1
−∞
∫
D
∞∑
i=m+1
eµi(t−s)φi(x)φi(y)∇F
i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)Dr1Y1(s, θkτ ·, y)dyds
∣∣2
+E
∣∣ ∫ r1
−∞
∫
D
∞∑
i=m+1
eµi(t−s)φi(x)φi(y)∇F
i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)Dr1Y1(s, θkτ ·, y)dyds
−
∫ r2
−∞
∫
D
∞∑
i=m+1
eµi(t−s)φi(x)φi(y)∇F
i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)Dr2Y1(s, θkτ ·, y)dyds
∣∣2
+E
∣∣ ∫ r2
t
∫
D
m∑
i=1
eµi(t−s)φi(x)φi(y)∇F
i(s, z(s, y) + Y1(s, θkτ ·, y))Dr2Y1(s, θkτ ·, y)dyds
∣∣2
+E
∣∣ ∫ t
r1
∫
D
∞∑
i=m+1
eµi(t−s)φi(x)φi(y)∇F
i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)Dr1Y1(s, θkτ ·, y)dyds
∣∣2
+E
∣∣− ∫ ∞
r2
∫
D
m∑
i=1
eµi(t−s)φi(x)φi(y)∇F
i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)Dr2Y1(s, θkτ ·, y)dyds
+
∫ ∞
t
∫
D
m∑
i=1
eµi(t−s)φi(x)φi(y)∇F
i(s, z(s, θkτ ·) + Y1(s, θkτ ·))(y)Dr1Y1(s, θkτ ·, y)dyds
∣∣2}dx
Thus using a similar method as before, we can see that
1
|r1 − r2|
∫
D
E|Dr2M(z)(t, θkτ ·, x) −Dr1M(z)(t, θkτ ·, x)|
2dx
≤ C||∇F ||2∞
{
(
1
µ2m+1
+
1
µ2m
)L2(1 +
∞∑
i=0
eµm+1iτ +
∞∑
i=0
e−µmiτ ) + (
1
µ2m+1
+
1
µ2m
−
1
µmµm+1
+ 2τ2)L1
+(−
1
2µm+1
+
1
2µm
+ 4τ) sup
s∈(−∞,∞)
∞∑
j=1
|σj(s)|
2)
}
:= C˜.
When 0 ≤ t ≤ r1 < r2 < τ , similar to the case when 0 ≤ r1 < r2 ≤ t < τ . Therefore, M maps
C0τ,α((−∞,+∞), L
2(D,D1,2)) to itself. ♯.
Define the set
S := C0τ ((−∞,∞), L
2(Ω ×D)) ∩ L∞((−∞,∞), L2(Ω,H10 (D))) ∩C
0
τ,α((−∞,∞), L
2(D,D1,2)).
Define
M(S)|[0,τ) := {f |[0,τ) : f ∈ M(S)}.
Lemma 2.3 The set M(S)|[0,τ) is relatively compact in C
0([0, τ), L2(Ω ×D)).
Proof: With what we have proved in Lemma 2.2, we also need to prove that DrM(z)(t) is equicon-
tinuous in t in the space L2(D,D1,2). We will consider several cases.
When 0 ≤ r ≤ t1 < t2 < τ , for z ∈ S,
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D
E|DrM(z)(t2, x)−DrM(z)(t1, x)|
2dx
≤ C
∫
D
{
E
∣∣ ∫ t1
−∞
∫
D
∞∑
i=m+1
(eµi(t2−s) − eµi(t1−s))φi(x)φi(y)∇F
i(s, z(s) + Y1(s))(y)Drz(s, y)dyds
∣∣2
+E
∣∣ ∫ t2
t1
∞∑
i=m+1
eµi(t2−s)φi(x)φi(y)∇F
i(s, z(s) + Y1(s))(y)Drz(s, y)dyds
∣∣2
+E
∣∣ ∫ ∞
t2
m∑
i=1
(eµi(t1−s) − eµi(t2−s))φi(x)φi(y)∇F
i(s, z(s) + Y1(s))(y)Drz(s, y)dyds
∣∣2
+E
∣∣ ∫ t2
t1
m∑
i=1
eµi(t1−s)φi(x)φi(y)∇F
i(s, z(s) + Y1(s))(y)Drz(s, y)dyds
∣∣2
+E
∣∣ ∫ t1
r
∞∑
i=m+1
(eµi(t1−s) − eµi(t2−s))φi(x)φi(y)∇F
i(s, z(s) + Y1(s))(y)DrY1(s, y)dyds
∣∣2
+E
∣∣ ∫ t2
t1
∞∑
i=m+1
eµi(t2−s)φi(x)φi(y)∇F
i(s, z(s) + Y1(s))(y)DrY1(s, y)dyds
∣∣2
+E
∣∣ ∫ r
−∞
∞∑
i=m+1
(eµi(t2−s) − eµi(t1−s))φi(x)φi(y)∇F
i(s, z(s) + Y1(s))(y)DrY1(s, y)dyds
∣∣2
+E
∣∣ ∫ ∞
t1
m∑
i=1
(eµi(t1−s) − eµi(t2−s))φi(x)φi(y)∇F
i(s, z(s) + Y1(s))(y)DrY1(s, y)dyds
∣∣2
+E
∣∣ ∫ t2
t1
m∑
i=1
eµi(t1−s)φi(x)φi(y)∇F
i(s, z(s) + Y1(s))(y)DrY1(s, y)dyds
∣∣2}dx
:= B1 +B2 +B3 +B4 +B5 +B6 +B7 +B8 +B9.
We will estimate them in the following steps. First, we have
B1
≤ C
∫
D
E
∣∣∣ ∫ t1
−∞
∫
D
∞∑
i=m+1
(eµi(t2−s) − eµi(t1−s))φi(x)φi(y)∇F
i(s, z(s) + Y1(s))(y)Drz(s, y)dyds
∣∣∣2dx
≤ C
∞∑
i=m+1
E
∫ t1
−∞
∫
D
|eµi(t2−s) − eµi(t1−s)| · |φi(y)|
2dyds
·
∫ t1
−∞
∫
D
|eµi(t2−s) − eµi(t1−s)||∇F i(s, z(s) + Y1(s))(y)|
2|Drz(s, y)|
2dyds
≤ C|t2 − t1| · ||∇F ||
2
∞
∫ t1
−∞
∫
D
eµm+1(t1−s)E|Drz(s, y)|
2dyds
≤ C|t2 − t1| · ||∇F ||
2
∞
[ ∫ τ
0
∫
D
∞∑
i=0
eµm+1(t1−s+τ+iτ)E|Drz(s, θ−(i+1)τ ·, y)|
2dyds
+
∫ t1
0
∫
D
eµm+1(t1−s)E|Drz(s, y)|
2dyds
]
≤ −
C
µm+1
|t2 − t1| · ||∇F ||
2
∞α1(
∞∑
i=0
eµm+1iτ + 1).
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About B2, we have
B2
≤ C
∫
D
E
∣∣∣ ∫ t2
t1
∫
D
∞∑
i=m+1
(eµi(t2−s) − eµi(t1−s))φi(x)φi(y)∇F
i(s, z(s) + Y1(s))(y)Drz(s, y)dyds
∣∣∣2dx
≤ C
∞∑
i=m+1
E
∫ t2
t1
∫
D
|φi(y)|
2dyds ·
∫ t2
t1
∫
D
|∇F i(s, z(s) + Y1(s))(y)|
2|Drz(s, y)|
2dyds
≤ C|t2 − t1| · ||∇F ||
2
∞τα1.
Similar to B1, we have
B3 ≤
C
µm
|t2 − t1| · ||∇F ||
2
∞α1(
∞∑
i=0
e−µmiτ + 1).
Similar to B2, we have
B4 ≤ C|t2 − t1| · ||∇F ||
2
∞τα1.
About B5,
B5 ≤ C
∫
D
E
∣∣∣ ∫ t1
r
∫
D
∞∑
i=m+1
(eµi(t2−s) − eµi(t1−s))φi(x)φi(y)∇F
i(s, z(s) + Y1(s))(y)
·
∞∑
j=m+1
φj(y)σj(r)dyds
∣∣∣2dx
≤ C
∞∑
i=m+1
E
∫ t1
r
∫
D
|eµi(t2−s) − eµi(t1−s)| · |φi(y)|
2dyds
·
∫ t1
r
∫
D
|eµi(t2−s) − eµi(t1−s)||∇F i(s, z(s) + Y1(s))(y)|
2
∣∣∣ ∞∑
j=m+1
φj(y)σj(r)
∣∣∣2dyds
≤ C|t2 − t1| · ||∇F ||
2
∞
∫ t1
r
∫
D
∞∑
j=m+1
|φj(y)|
2|σj(r)|
2dyds
≤ C|t2 − t1| · ||∇F ||
2
∞τ sup
s∈(−∞,∞)
∞∑
j=1
σ2j (s).
About B6,
B6 ≤ C
∫
D
E
∣∣∣ ∫ t2
t1
∫
D
∞∑
i=m+1
(eµi(t2−s) − eµi(t1−s))φi(x)φi(y)∇F
i(s, z(s) + Y1(s))(y)
·
∞∑
j=m+1
φj(y)σj(r)dyds
∣∣∣2dx
≤ C
∞∑
i=m+1
E
∫ t2
t1
∫
D
|φi(y)|
2dyds ·
∫ t2
t1
∫
D
|∇F i(s, z(s) + Y1(s))(y)|
2
∣∣∣ ∞∑
j=m+1
φj(y)σj(r)
∣∣∣2dyds
≤ C|t2 − t1| · ||∇F ||
2
∞
∫ t2
t1
∫
D
∞∑
j=m+1
|φj(y)|
2|σj(r)|
2dyds
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≤ C|t2 − t1| · ||∇F ||
2
∞τ sup
s∈(−∞,∞)
∞∑
j=1
|σj(s)|
2.
Similarly, we have
B7 ≤ C|t2 − t1| · ||∇F ||
2
∞(−
1
µm+1
) sup
s∈(−∞,∞)
∞∑
j=1
σ2j (s),
B8 ≤ C|t2 − t1| · ||∇F ||
2
∞
1
µm
sup
s∈(−∞,∞)
∞∑
j=1
σ2j (s),
B9 ≤ C|t2 − t1| · ||∇F ||
2
∞τ sup
s∈(−∞,∞)
∞∑
j=1
|σj(s)|
2.
Therefore, for any z ∈ S and 0 ≤ r ≤ t1 < t2 < τ ,∫
D
E|DrM(z)(t2, x)−DrM(z)(t1, x)|
2dx ≤ C˜|t2 − t1|.
When 0 ≤ t1 < r < t2 < τ , z ∈ S, similar as before, we can compute that∫
D
E|DrM(z)(t2, x)−DrM(z)(t1, x)|
2dx
≤ C
∫
D
{
E
∣∣ ∫ t2
−∞
∫
D
∞∑
i=m+1
eµi(t2−s)φi(x)φi(y)∇F
i(s, z(s) + Y1(s))(y)Drz(s, y)dyds
−
∫ t1
−∞
∫
D
∞∑
i=m+1
eµi(t1−s)φi(x)φi(y)∇F
i(s, z(s) + Y1(s))(y)Drz(s, y)dyds
∣∣2
+E
∣∣ ∫ ∞
t1
∫
D
m∑
i=1
eµi(t1−s)φi(x)φi(y)∇F
i(s, z(s) + Y1(s))(y)Drz(s, y)dyds
−
∫ ∞
t2
∫
D
m∑
i=1
eµi(t2−s)φi(x)φi(y)∇F
i(s, z(s) + Y1(s))(y)Drz(s, y)dyds
∣∣2
+E
∣∣ ∫ t2
r
∫
D
∞∑
i=m+1
eµi(t2−s)φi(x)φi(y)∇F
i(s, z(s) + Y1(s))(y)DrY1(s, y)dyds
∣∣2
+E
∣∣ ∫ r
t1
∫
D
m∑
i=1
eµi(t1−s)φi(x)φi(y)∇F
i(s, z(s) + Y1(s))(y)DrY1(s, y)dyds
∣∣2
+E
∣∣− ∫ r
−∞
∫
D
∞∑
i=m+1
eµi(t2−s)φi(x)φi(y)∇F
i(s, z(s) + Y1(s))(y)DrY1(s, y)dyds
+
∫ t1
−∞
∫
D
∞∑
i=m+1
eµi(t1−s)φi(x)φi(y)∇F
i(s, z(s) + Y1(s))(y)DrY1(s, y)dyds|
2
+E
∣∣− ∫ ∞
t2
∫
D
m∑
i=1
eµi(t2−s)φi(x)φi(y)∇F
i(s, z(s) + Y1(s))(y)DrY1(s, y)dyds
+
∫ ∞
r
∫
D
m∑
i=1
eµi(t1−s)φi(x)φi(y)∇F
i(s, z(s) + Y1(s))(y)DrY1(s, y)dyds
∣∣2}dx
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≤ C
{
(−
1
µm+1
)(1 +
∞∑
i=0
eµm+1iτ )||∇F ||2∞α1(t2 − t1) +
1
µm
(1 +
∞∑
i=0
e−µmiτ )||∇F ||2∞α1(t2 − t1)
+2|t2 − t1| · ||∇F ||
2
∞τ sup
s∈(−∞,∞)
∞∑
j=1
|σj(s)|
2
+(−
1
µm+1
+ τ)||∇F ||2∞
∞∑
j=1
sup
s∈(−∞,∞)
∞∑
j=1
|σj(s)|
2(t2 − t1)
+(
1
µm
+ τ)||∇F ||2∞
∞∑
j=1
sup
s∈(−∞,∞)
∞∑
j=1
|σj(s)|
2(t2 − t1)
}
≤ Cˆ|t2 − t1|.
The case when 0 ≤ t1 < t2 < r < τ is similar to the case when 0 ≤ r ≤ t1 < t2 < τ . Thus, from the
above arguments, by Theorem 2.3, M(S)|[0,τ) is relatively compact in C
0([0, τ), L2(Ω ×D)). ♯
From the periodicity of M(z)(t), we can prove
Lemma 2.4 The set M(S) is relatively compact in C0τ ((−∞,+∞), L
2(Ω ×D)).
Proof: From Lemma 2.3, we know for any sequence M(zn) ∈ S, there exists a subsequence, still
denoted by M(zn) and Z
∗ ∈ C0([0, τ), L2(Ω ×D)) such that
sup
t∈[0,τ)
∫
D
E|M(zn)(t, ·, x) − Z
∗(t, ·, x)|2dx→ 0 (2.16)
as n→∞. Set for τ ≤ t < 2τ ,
Z∗(t, ω, x) = Z∗(t− τ, θτω, x).
Noting
M(zn)(t, θτω, x) =M(zn)(t+ τ, ω, x),
from (2.16), and the probability preserving property of θ, we have
sup
t∈[τ,2τ)
∫
D
E|M(zn)(t, ·, x) − Z
∗(t, ·, x)|2dx = sup
t∈[0,τ)
∫
D
E|M(zn)(t+ τ, ·, x)− Z
∗(t+ τ, ·, x)|2dx
= sup
t∈[0,τ)
∫
D
E|M(zn)(t, θτ ·, x)− Z
∗(t, θτ ·, x)|
2dx
= sup
t∈[0,τ)
∫
D
E|M(zn)(t, ·, x)− Z
∗(t, ·, x)|2dx
→ 0.
Similarly one can prove that
sup
t∈[0,τ)
∫
D
E|M(zn)(t+mτ, ·, x)− Z
∗(t+mτ, ·, x)|2dx (2.17)
= sup
t∈[0,τ)
∫
D
E|M(zn)(t, ·, x) − Z
∗(t, ·, x)|2dx→ 0, (2.18)
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for any m ∈ {0,±1,±2, · · ·}. Therefore
sup
t∈(−∞,+∞)
∫
D
E|M(zn)(t, ·, x)− Z
∗(t, ·, x)|2dx→ 0,
as n→∞. Therefore M(S) is relatively compact in C0τ ((−∞,+∞), L
2(Ω ×D)). ♯
Proof of Theorem 2.4: From the above four lemmas, according to the generalized Schauder’s fixed
point theorem,M has a fixed point in C0τ ((−∞,+∞), L
2(Ω×D)). That is to say there exists a solution
Z ∈ C0τ ((−∞,+∞), L
2(Ω ×D)) of equation (2.6) such that for any t ∈ (−∞,+∞), Z(t + τ, ω, x) =
Z(t, θτω, x). Then Y = Z + Y1 is the desired solution of (2.2). Moreover, Y (t+ τ, ω, x) = Y (t, θτω, x).♯
Now we consider the semilinear stochastic differential equations with the additive noise of the form
du(t, x) = [Lu(t, x) + F (u(t, x))]dt+
∞∑
k=1
σkφk(x)W
k(t), (2.19)
u(0) = ψ ∈ L2(D),
u(t)|∂D = 0,
for t ≥ 0. Here F and σk do not depend on time t, that is to say, τ in Condition (P) can be chosen as an
arbitrary real number. We have a similar variation of constant representation to (2.2). The difference is
that for this equation, we have a cocycle. Similar to Theorem 2.1, we can prove the following theorem.
But we do not give the proof here.
Theorem 2.5 Assume Cauchy problem (2.19) has a unique solution u(t, ω, x) and the coupled forward-
backward infinite horizon stochastic integral equation
Y (ω) =
∫ 0
−∞
T−sP
−F (Y (θsω))ds−
∫ ∞
0
T−sP
+F (Y (θsω))ds
+(ω)
∞∑
k=1
∫ 0
−∞
σkT−sP
−φkW
k(s)− (ω)
∞∑
k=1
∫ ∞
0
σkT−sP
+φkW
k(s) (2.20)
has one solution Y : Ω → L2(D), then Y is a stationary solution of equation (2.19) i.e.
u(t, Y (ω), ω) = Y (θtω) for any t ≥ 0 a.s. (2.21)
Conversely, if equation (2.19) has a stationary solution Y : Ω → L2(D) which is tempered from above,
then Y is a solution of the coupled forward-backward infinite horizon stochastic integral equation (2.20).
Theorem 2.6 Assume the same onditions on L as in Theorem 2.4 and
∑∞
k=1 σ
2
k <∞. Let F : R→ R
be a continuous map, globally bounded and ∇F being globally bounded. Then there exists at least one
F-measurable map Y : Ω → L2(D) satisfying (2.20).
Proof: Set the F -measurable map Y1 : Ω → L
2(D)
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Y1(ω) = (ω)
∞∑
k=1
∫ 0
−∞
σkT−sP
−φkW
k(s)− (ω)
∞∑
k=1
∫ ∞
0
σkT−sP
+φkW
k(s). (2.22)
Then we have
Y1(θtω) = (θtω)
∞∑
k=1
∫ 0
−∞
σkT−sP
−φkW
k(s)− (θtω)
∞∑
k=1
∫ ∞
0
σkT−sP
+φkW
k(s)
= (ω)
∞∑
k=1
∫ t
−∞
σkT−sP
−φkW
k(s)− (ω)
∞∑
k=1
∫ ∞
t
σkT−sP
+φkW
k(s).
We need to solve the equation
Z(t, ω)
=
∫ t
−∞
Tt−sP
−F (Z(s, ω)) + Y1(θsω))ds−
∫ ∞
t
Tt−sP
+F (Z(s, ω) + Y1(θsω)))ds. (2.23)
For this, define
C0s ((−∞,+∞), L
2(Ω ×D))
:= {f ∈ C0((−∞,+∞), L2(Ω ×D)) : for any t ∈ (−∞,∞), f(t, ω, x) = f(0, θtω, x)},
We now define for any z ∈ C0s ((−∞,+∞), L
2(Ω ×D)),
M(z)(t, ω) =
∫ t
−∞
Tt−sP
−F (z(s, ω) + Y1(θsω))ds
−
∫ +∞
t
Tt−sP
+F (z(s, ω) + Y1(θsω))ds. (2.24)
It’s easy to see that
M(z)(0, θtω)
=
∫ 0
−∞
T−sP
−F (z(s, θtω) + Y1(θs+tω))ds−
∫ +∞
0
T−sP
+F (z(s, θtω) + Y1(θs+tω))ds
=
∫ 0
−∞
T−sP
−F (z(s+ t, ω) + Y1(θs+tω))ds−
∫ +∞
0
T−sP
+F (z(s+ t, ω) + Y1(θs+tω, x))ds
=
∫ t
−∞
Tt−sP
−F (z(s, ω) + Y1(θsω))ds−
∫ +∞
t
Tt−sP
+F (z(s, ω) + Y1(θsω))ds
=M(z)(t, ω).
By the similar method in the proof of Lemma 2.1, we can see that the M defined in (2.24) maps
C0s ((−∞,+∞), L
2(Ω × D)) → C0s ((−∞,+∞), L
2(Ω × D)) is a continuous map. Moreover M maps
C0s ((−∞,+∞), L
2(Ω ×D)) into C0s ((−∞,+∞), L
2(Ω ×D)) ∩ L∞((−∞,+∞), L2(Ω,H10 (D))). For a
fixed T > 0, define
C0T,α((−∞,+∞), L
2(D,D1,2))
:= {f ∈ C0T ((−∞,+∞), L
2(Ω ×D)) : f |[0,T ) ∈ C
0([0, T ), L2(D,D1,2)),
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i.e. ||f ||2 = sup
t∈[0,T )
∫
D
||f(t, x)||21,2dx <∞, and for any t, r ∈ [0, T ), i = 0,±1,±2, · · ·
∫
D
E|Drf(t, θiT ·, x)|
2dx ≤ αr(t), sup
s,r1,r2∈[0,T )
∫
D
E|Dr1f(s, θiT ·, x)−Dr2f(s, θiT ·, x)|
2dx
|r1 − r2|
<∞}.
Here αr(t) is the solution of integral equation (see page 324 in [26])
αr(t) = A
∫ r+2T
r−2T
e−β|t−s|αr(s)ds+B, (2.25)
where
A = C||∇F ||2∞(−
1
µm+1
∞∑
i=0
eµm+1iT +
1
µm
∞∑
i=0
e−µmiT ),
B = C||∇F ||2∞ sup
s∈(−∞,∞)
∞∑
j=1
σ2j (s)(
1
µ2m+1
+
1
µ2m
), β = min{−µm+1, µm}.
And similar to Lemma 2.2 we can get M maps C0T,α((−∞,+∞), L
2(D,D1,2)) into itself. Define the
set
S := C0T ((−∞,∞), L
2(Ω ×D)) ∩ L∞((−∞,∞), L2(Ω,H10 (D))) ∩ C
0
T,α((−∞,∞), L
2(D,D1,2)).
Similar to Lemma 2.3 we can prove the setM(S)|[0,T ) is relatively compact in C
0([0, T ), L2(Ω×D)). We
need to prove thatM(S) is relatively compact in C0s ((−∞,+∞), L
2(Ω×D)). Note also for any sequence
M(zn) ∈ M(S), there exists a subsequence, still denoted by M(zn) and Z
∗ ∈ C0([0, T ), L2(Ω ×D))
such that ∫
D
E|M(zn)(0, ·, x)− Z
∗(·, x)|2dx→ 0, as n→∞.
Define
Z∗(t, ω, x) = Z∗(0, θtω, x).
Noting
M(zn)(0, θtω, x) =M(zn)(t, ω, x),
and by the probability preserving property of θ, we have
sup
t∈(−∞,∞)
∫
D
E|M(zn)(t, ·, x)− Z
∗(θt·, x)|
2dx = sup
t∈(−∞,∞)
∫
D
E|M(zn)(0, θt·)− Z
∗(θt·)|
2dx
=
∫
D
E|M(zn)(0, ·, x)− Z
∗(·, x)|2dx
→ 0, as n→∞.
So M(S) is relatively compact in C0s ((−∞,+∞), L
2(Ω × D)). Therefore, according to generalized
Schauder’s fixed point theorem, M has a fixed point in C0s ((−∞,+∞), L
2(Ω × D)). That is to say
that there exists Z ∈ C0s ((−∞,+∞), L
2(Ω×D)) such that for any t ∈ (−∞,+∞), Z(t, ω) = Z(0, θtω)
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and
Z(0, θtω) =
∫ t
−∞
Tt−sP
−F (Z(0, θsω) + Y1(θsω))ds−
∫ +∞
t
Tt−sP
+F (Z(0, θsω) + Y1(θsω))ds.
Finally, we add Y1 defined by the integral equation (2.22) to the above equation and also assume
Y (ω) := Z(0, ω) + Y1(ω).
It’s easy to see that Y (ω, x) satisfies (2.20). ♯
Acknowledgements. We would like to thank the referee for very useful comments and pointing
out to us the references [5, 6], and [16].
References
1. L. Arnold, Random Dynamical Systems, Springer-Verlag Berlin Heidelberg New York (1998).
2. V. Bally and B. Saussereau, A relative compactness criterion in Wiener-Sobolev spaces and application to semi-
linear stochastic PDEs, Journal of Functional Analysis, 210 (2004), 465-515.
3. T. Caraballo, P. E. Kloeden, B. Schmalfuss, Exponentially stable stationary solutions for stochastic evolution
equations and their perturbation, Appl. Math. Optim., Vol.50 (2004), 183-207.
4. M. D. Chekroun, E. Simonnet and M. Ghil, Stochastic climate dynamics: random attractors and time-dependent
invariant measures, Physica D, Vol. 240 (2011), 1685-1700.
5. A. Chojnowska-Michalik, Periodic distributions for linear equations with general additive noise, Bull. Polish Acad.
Sci. Math. 38 (1990), no. 1-12, 2333.
6. A. Chojnowska-Michalik, Periodic linear equations with general additive noise in Hilbert spaces, Stochastic systems
and optimization (Warsaw, 1988), 169-183, Lecture Notes in Control and Inform. Sci., 136, Springer, Berlin, 1989.
7. G. Da Prato, P. Malliavin, D. Nualart, Compact families of Wiener functionals, C. R. Acad. Sci. Paris, Ser. I Math.
315 (1992) 1287-1291.
8. G. Da Prato, J. Zabczyk, Stochastic equations in infinite dimensions, Cambridge University Press (1992).
9. J. Duan, K. Lu, B. Schmalfuss, Invariant manifolds for stochastic partial differential equations, Ann. Probab.,
Vol.31 (2003), 2109-2135.
10. J. Duan, K. Lu, B. Schmalfuss, Smooth stable and unstable manifolds for stochastic evolutionary equations, J.
Dynam. Differential Equations, Vol.16 (2004), 949-972.
11. W. E, K. Khanin, A. Mazel, Ya. Sinai, Invariant measures for Burgers equation with stochastic forcing, Ann. of
Math., Vol.151 (2000), 877-960.
12. C. R. Feng, H. Z. Zhao and B. Zhou, Pathwise random periodic solutions of stochastic differential equations, Journal
of Differential Equations, Volume 251 (2011), 119-149.
13. P. C. Fife, Solutions of parabolic boundary problems existing for all time. Arch. Rational Mech. Anal. Vol. 16
(1964), 155-186.
14. H. Hochstadt, Integral Equations, Wiley, New York, 1973.
15. P. Hess, Periodic-Parabolic Boundary Value: Problems and Positivity, Pitman, 1991.
16. M. Klu¨nger, Periodicity and Sharkovsky’s theorem for random dynamical systems, Stochastics and Dynamics, Vol.
1 (2001), 299-338.
17. G. M. Lieberman, Time-periodic solutions of linear parabolic differential equations, Comm. Partial Differential
Equations, Vol. 24, (1999), 631-663.
18. G. M. Lieberman, Time-periodic solutions of quasilinear parabolic differential equations. I. Dirichlet boundary
conditions, Journal of Mathematical Analysis and Applications, Vol. 264, (2001), 617-638.
19. Z. Lian and K. Lu, Lyapunov Exponents and Invariant Manifolds for Infinite Dimensional Random Dynamical
Systems in a Banach Space, Memoirs of AMS, Vol. 206 (2010), no. 967, pp.106.
20. Y. Liu, H. Z. Zhao, Representation of pathwise stationary solutions of stochastic Burgers equations, Stochastics
and Dynamics, Vol. 9 (2009), No. 4, 613-634
21. J. Mattingly, Ergodicity of 2D Navier-Stokes equations with random forcing and large viscosity. Comm. Math.
Phys., vol. 206 (1999), no. 2, pp. 273–288.
Random Periodic Solutions 35
22. S.-E. A. Mohammed, T. Zhang, H. Z. Zhao, The stable manifold theorem for semilinear stochastic evolution
equations and stochastic partial differential equations, Mem. Amer. Math. Soc., Vol.196 (2008), No 917, 1-105.
23. D. Nualart, The Malliavin Calculus and Related Topics, Springer, Berlin, 1996.
24. S. Peszat, On a Sobolev space of functions of infinite number of variable, Bull. Polish Acad. Sci. Math. Vol. 41
(1993), 55-60.
25. H. Poincare´, Memoire sur les courbes definier par une equation differentiate. J. Math. Pures Appli. Vol. 3 (1881),
375-442; J. Math. Pures Appli. Vol. 3 (1882), 251-296; J. Math. Pures Appli. Vol. 4 (1885), 167-244; J. Math. Pures
Appli. Vol. 4 (1886), 151-217.
26. A. D. Polyanin and A. V. Manzhirov, Handbook of Integral Equations, Second Edition, Chapman and Hall/CRC
Press, Boca Raton, 2008.
27. C. Pre´voˆt. and M. Ro¨ckner, A Concise Course on Stochastic Partial Differential Equations, Lecture Notes in
Mathematics 1905, Springer, Berlin (2007).
28. Ya. Sinai, Two results concerning asymptotic behaviour of solutions of Burgers equation with force, J. Statist.
Phys., Vol. 64 (1991), 1-12.
29. Ya. Sinai, Burgers system driven by a periodic stochastic flows. In: Itoˆ’s stochastic calculus and probability theory,
Springer, Tokyo (1996), 347-353.
30. N.G. Van Kampen, Stochastic Processes in Physics and Chemistry, Elsevier, 2007.
31. O. Vejvoda, Partial Differential Equations: Time Periodic Solutions, Martinus Nijhoff, The Hague, 1982.
32. Q. Zhang, H. Z. Zhao, Stationary solutions of SPDEs and infinite horizon BDSDEs. Journal of Functional Analysis,
Vol. 252 (2007), 171-219.
33. Q. Zhang, H. Z. Zhao, Stationary solutions of SPDEs and infinite horizon BDSDEs with Non-Lipschitz coefficients,
Journal of Differential Equations, 248 (2010), 953-991.
34. H. Z. Zhao, Z. H. Zheng, Random periodic solutions of random dynamical systems. Journal of Differential Equations,
Vol. 246 (2009), 2020-2038.
