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Abstract
We consider the numerical solution of linear systems arising from the discretization of the electric field
integral equation (EFIE). For some geometries the associated matrix can be poorly conditioned making
the use of a preconditioner mandatory to obtain convergence. The electromagnetic scattering problem is
here solved by means of a preconditioned GMRES in the context of the multilevel fast multipole method
(MLFMM). The novelty of this work is the construction of an approximate hierarchically semiseparable
(HSS) representation of the near-field matrix, the part of the matrix capturing interactions among nearby
groups in the MLFMM, as preconditioner for the GMRES iterations. As experience shows, the efficiency of an
ILU preconditioning for such systems essentially depends on a sufficient fill-in, which apparently sacrifices
the sparsity of the near-field matrix. In the light of this experience we propose a multilevel near-field matrix
and its corresponding HSS representation as a hierarchical preconditioner in order to substantially reduce
the number of iterations in the solution of the resulting system of equations.
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1. Introduction
The numerical solution of the electromagnetic wave scattering problem of three-dimensional
arbitrarily shaped objects leads to the numerical solution of a singular integral equation of the
first kind on the surface of the object.
The discretization of this equation yields a linear system of equations
Ax = b, (1.1)
where the matrix A, the impedance matrix, is, at least for industrial relevant applications, a very
large, dense (non-Hermitian) complex symmetric matrix of dimension N.
Computational complexity is therefore an extremely important issue in the numerical solution
of this problem. Both the memory required to store the matrix and the computational complexity
required for a matrix–vector product are challenging features. Since our operators describe non-
local interactions they lead to very large dense matrices with complex coefficients, typical sizes
being 104–107. In order to solve the resulting linear system of equations there are in principle two
approaches. The first one is the direct solver which imposes a very strong limitation on the number
of unknowns due to memory space constraints. Even though the computational complexity is still
very high, in [4] a direct solver with a much better complexity than the usual O(N3) is proposed.
The good performance of this solver stems from the fact that the coefficient matrix A may be
considered as a hierarchically semiseparable matrix (HSS) and this fact allows in turn a fast matrix
vector product and the design of a solver, based on an implicit ULV decomposition that captures
the matrix components characteristic of the impedance matrix. The direct precursor to the afore-
mentioned solver was proposed in [3] in the context of sequentially semiseparable matrices (SSS).
The best elaborate alternative to direct methods are the Krylov subspace methods, which reduce
the computational complexity to O(N2), provided convergence is achieved in a small number of
iterations. In these methods only a matrix–vector multiplication with the matrix A is required in
each iteration. This operation accounts for the major computational cost in the context of Krylov
methods. The FMM algorithm [8] speeds-up the matrix–vector product from O(N2) to O(N1.5)
and the multilevel fast multipole method reduces further the complexity to O(N logN) [13,5,14].
Even for small examples, bad conditioning of the impedance matrices requires the application of
some kind of preconditioning in order to achieve convergence.
There are numerous approaches for preconditioning techniques, both from the algebraic and
the analytical approach. Our results stem from the former. An extended more or less success-
ful preconditioning technique is the SPAI (sparse approximate inverse) preconditioner [9] and
variations of it [2]. This preconditioner tries to find a sparse approximation to the inverse of
A imposing a certain sparsity pattern on the sparse inverse via a minimization problem in the
Frobenius norm. In this context [2] proposed SPAI-type preconditioners based on geometrical
or topological information of the underlying geometry to enrich the existing near-field sparsity
pattern. The solution of (1.1) in the MLFMM context was made feasible for electrically large
objects in [5], resulting in the storage of only the part of A corresponding to near interactions,
whereas the whole matrix A can be only accessed via matrix–vector product. As a result, the
matrix A is decomposed into a far-field and a near-field matrix
A = Anear + Afar. (1.2)
The unavailability of the matrix A as a whole impedes the computation of a sparsified impedance
matrix via a dropping strategy and therefore the application of ILU related preconditioners. As a
simple remedy to the lack of the matrix as a whole, Lee et al. [12] proposed an incomplete LU
preconditioner based on the matrix component available, namely the near-field matrix.
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In our paper we propose a preconditioner that shares this approach. Even though in the MLFMM
context the near-field matrix is computed on the finest level as usual in the Method of Moments,
we propose to enforce a multilevel structure on this matrix and compute an HSS representation.
This representation coupled with the aforementioned solver allows us to precondition a GMRES
iteration and reduce the number of iterations required to achieve a given tolerance substantially.
The structure of the paper is as follows. In the next section we introduce briefly the underlying
integral equation and the arising matrix structure. In Section 3 we briefly describe the matrix form
of the MLFMM in the HSS framework and the solver proposed in [4]. Section 4 shows graphically
the behavior in terms of spectrum plots of the SPAI in the light of two representative examples.
The next section is devoted to the new preconditioner and its properties. Some concluding remarks
lead to the last section of the paper.
2. Discretization of the EFIE and the MLFMM
A typical difficulty in the numerical solution of scattering problems is the presence of an
unbounded domain. The most widely used approach to overcome this problem consists in casting
the original problem into an integral equation on the surface of the scatterer.
The operator of the resulting integral equation is a non-local and pseudo-differential operator,
leading, after discretization, to a dense complex symmetric non-Hermitian system of equations.
Time-harmonic electromagnetic scattering from a perfect electric conductor (PEC) is consid-
ered. The integral equation we want to address in the sequel is the electric field integral equation
(EFIE) which reads in its weak form as follows:∫
x∈
∫
y∈
G(x, y)
(
J · J ′ − 1
κ2
∇ · J∇ · J ′
)
d(y) d(x) = 1
iκZ
∫
x∈
Ei · J ′ d(x),
(2.1)
where J = J (y) is the unknown electric surface current on , J ′ = J ′(x) is the test current, κ is
the wave number and Z is the free-space impedance. The functionG(x, y) is the Green function for
Helmholtz’s equation. The right-hand side depends on the incoming electric field Ei. We consider
the RWG (Rao–Wilton–Glisson) basis functions in order to discretize the integral equation via
the Galerkin method. This step leads to a dense, complex symmetric system of equations Ax = b.
The matrix A is called the impedance matrix, the unknown vector x is called the voltage vector
and the right-hand side represents the incoming fields.
The fast multipole method (FMM) was introduced by Greengard and Rokhlin [8] and provides
an algorithm for computing approximate matrix–vector products of matrices arising in the kind of
problems introduced above. Based on the fact that the fields radiated by a spatially bound source
can be well approximated in terms of a finite number of plane waves, it reduces the complexity
of each matrix–vector product to O(N logN) instead of the usual O(N2).
In the multilevel algorithm the three-dimensional scatterer is enclosed in a fictitious cubical
domain. An octtree is built from a recursive division of the domain in boxes such that the length
of the leaf nodes is small enough compared with the wavelength.
The aforementioned nearby interactions that build the near-field matrix take place on the leaves
level of the octtree between the basis functions located in the adjacent boxes to each box Bi and the
basis functions in the box Bi itself. These interactions are computed exactly within the method of
moments, whereas the contributions of the basis functions in far away located boxes are computed
approximately via the MLFMM.
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3. Matrix structure and the solver
In [4] we find an algebraic framework to understand the matrix structure arising from the
MLFMM algorithm. This matrix structure is considered as hierarchically semiseparable (HSS)
in the light of the formalism introduced in [7,6] in the linear time-varying systems theory. HSS
matrices are characterized by a hierarchical low-rank structure in the off-diagonal blocks. These
blocks are represented via a binary tree that describes how the rows and columns of the matrix
have been partitioned. To be more specific, let K be the maximum number of levels in the tree and
let the indices (i, j) denote the (i, j)th block of the partition, we have the following expression
for the leaves in the tree:
AK,i,j = UK;i
(
k−1∏
l=0
RK−l;f l(j)
)
BK−k;f k(i),f k(j)

 0∏
l=k−1
WH
K−l;f l(j)

VHK;j , (3.1)
where f is an integer function to find the ancestors of a certain node and k, the index for the levels
in the tree.
The authors in [4] call the sequences {Di}ni=1, {UK;i}2
K
i=1, {VK;i}2
K
i=1, {{Rk;i}2
k
i=1}Kk=0,
{{Wk;i}2ki=1}Kk=0, {{Bk;2i−1,2i}2
k−1
i=1 }Kk=0, {{Bk;2i,2i−1}2
k−1
i=1 }Kk=0 the HSS representation of a
matrix A.
As an example we show the form of a 3 × 3 leading principal submatrix of a 3-level HSS
matrix

D1 U3;1B3;1,2VH3;2 U3;1R3;1B2;1,2W
H
3;3V
H
3;3 · · ·
U3;2B3;2,1VH3;1 D2 U3;2R3;2B2;1,2W
H
3;3V
H
3;3 · · ·
U3;3R3;3B2;2,1WH3;1V
H
3;1 U3;3R3;3B2;2,1W
H
3;2V
H
3;2 D3 · · ·
...
...
...

 .
In the matrix above the diagonal blocks represent the near-field matrix, whereas the blocks in the
far-field are represented in terms of products of the matrices introduced above.
The same authors propose an algorithm to compute the HSS representation based on the singular
value decomposition with O(N2) complexity. In particular, on every level the SVD of the block-
rows of A arising from the partition of the indices mentioned above is computed. The relations pro-
vided in [4] allow us to construct the sequences of matrices that constitute the HSS representation.
Suited for the HSS structure we find also in [4] a fast and stable solver based on an implicit
ULVH decomposition, where U and V are unitary matrices and L is a lower triangular matrix.
Roughly speaking, the solver takes advantage of the rank structure in the off-diagonal blocks,
compressing, if possible, the off-diagonal portions of each block-row via QL factorization and
then lower triangularizing the diagonal blocks. After these steps, the resulting system with the
first diagonal block is solved and some rows and columns of the original matrix are discarded.
This step yields a new matrix and a new right-hand side. As the authors note, the reduced matrix
has again a HSS structure and the process can continue recursively.
The time for each matrix–vector in the MLFMM algorithm depends very strongly on the rank
structure of the matrix and the same situation applies for the solver described above. A fast matrix–
vector product for an HSS matrix is required to update the right-hand side in each recursion step.
Consequently, if we can control this rank structure, as we will mention in Section 5, the time
required for the solution process can be substantially reduced.
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4. Experiences with SPAI
Among the most popular and effective preconditioning technique for electromagnetic sim-
ulation is the sparse approximate inverse (SPAI). It was first described in [9,10,1] and further
developed for electromagnetic applications in [2]. The SPAI preconditioner M is computed as
the matrix who minimizes ||AM − I ||2F , satisfying a given sparsity pattern, in other words, we
construct a sparse matrix M that approximates A−1.
For a matrix A = (aij ) = [a1, . . . , aN ] and M = (mij ) = [m1, . . . , mN ] we have
min ‖AM − I‖2F = min
N∑
j=1
‖Amj − ej‖2F
=
N∑
j=1
min ‖Amj − ej‖2F . (4.1)
This minimization problem leads to N least-squares problems for a few columns of A each, due
to sparsity of M. Furthermore this method has the advantage of an inherent parallelism.
This kind of preconditioner has been treated extensively in [2] in the context of electromag-
netic scattering. It is interesting to point out that the design of the SPAI preconditioner and the
variations presented in [2] are based mainly on the entry-level and the underlying mesh, that is
without considering further features of the operator. The pictures below demonstrate the effect
of this preconditioning on two small dimensional test examples. They show the spectrum of the
impedance matrix (black) and the impedance matrix multiplied by the SPAI preconditioner (gray)
as A ∗ M , where the preconditioner M is constructed in the (near, near) fashion, that is taking the
near-field matrix as A and the sparsity pattern of the near-field for the sparse inverse M, and the
corresponding (full, near) fashion, where A in (4.1) is the full impedance matrix.
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These pictures are representative for the behavior of the SPAI preconditioner and show that
the (near, near)-preconditioning is not capable of clustering all eigenvalues to a region near
(1, 0) as desired. In fact, a significant part of the spectrum remains in the vicinity of (0, 0).
For the second picture the construction of M takes as A the full impedance matrix and although
the least squares problems to solve become dense we are faced again with a residuum of some
eigenvalues not willing to leave the (0, 0) region. This fact diminishes the performance of the
iterative methods.
These pictures are only feasible due to the size of both examples since, as we mentioned before,
for larger examples only part of the matrix is explicitly available. In practice one has to live with
the afore mentioned (near, near) variant to compute the SPAI preconditioner. In particular, for
the examples presented above, the solution of the linear system of equations preconditioned with
SPAI requires 15 and 74 iterations respectively to converge to a norm of the relative residual
equal or less than 1e−4.
5. The new preconditioner based on the near-field matrix
The solution to the resulting linear system of equations is typically obtained by means of an
iterative solver, in our case GMRES. In order to compute the matrix–vector product required
in each GMRES iteration we decompose the matrix into a near-field component and a far-field
component. As we mentioned before, the near-field represents the interactions between basis
functions that are close to each other. For the product of the far-field component the MLFMM is
used in each iteration.
In the next pictures an interesting structure within the near-field matrix becomes appar-
ent, namely the presence of a block-diagonal part together with a near-diagonal part on both
sides of the diagonal. This observation leads to the following decomposition of the impedance
matrix:
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A = Anear + Afar = Adiagonal + Anear_diagonal + VW︸ ︷︷ ︸
Afar
. (5.1)
The matrix–vector product may be written consequently as
Av = Anearv + Afarv = Adiagonalv + Anear_diagonalv︸ ︷︷ ︸
Sparse matrix−vector product
+ VWv︸ ︷︷ ︸
MLFMM product
. (5.2)
The next picture represents the near-field matrices after the group-related permutation, in other
words, after we place the MLFMM groups and not the basis functions in successive order.
Although the examples considered are of small dimension, they are not easy to solve. In
particular, the first one, an idealized satellite, can be considered as representative of real industrial
simulations. The presence of antennas and sharp edges in the satellite makes the solution of this
problem without preconditioning very expensive in terms of matrix–vector products. In particular,
the unpreconditioned GMRES requires as much as 180 iterations to converge to a relative residual
of 1e−4.
The difficulty in solving the second example, the hollow conductor, resides in the presence
of interior resonances that lead to poor conditioning of the impedance matrix. For this exam-
ple the unpreconditioned GMRES requires 909 iterations to converge to a relative residual of
1e−4.
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As we mentioned before the solver in [4] proposes an implicit ULV decomposition with the
unitary matrices U and V that allow a recursive deflation of the linear system of equations. As
the pictures above show, if we want the off-diagonal blocks to represent somehow the far field,
it seems reasonable to permute the matrix according to the MLFMM groups. The difficulty to
concentrate the near-field entries around the diagonal was the motivation behind considering the
near-field from a different point of view, namely imposing a multilevel low-rank structure on
the near diagonal part of the near-field matrix. Taking into account that the near-field matrix is
computed within the Method of Moments, this approach constructs a hierarchical approximation
to the impedance matrix from the only information available explicitly and without knowing the
approximation to the latter provided by the MLFMM. The problem is therefore considered from
the point of view of the underlying rank structure rather than at the entry level.
The fact that we should somehow approximate the rank structure of the impedance matrix is
supported by our experiments that reflect this rank sensitivity when preconditioning is applied to
the system, but it has not yet been shown theoretically.
5.1. GMRES with near-field HSS-based preconditioning
The basic idea behind preconditioning is to transform (1.1) into an equivalent system
AMy = b, (5.3)
where M is nonsingular of order N. If M is a good approximation to A−1 in some sense, then
AM will be a good approximation to the identity matrix, thus clustering the eigenvalues around
1 and leading to a faster convergence, as the speed of convergence depends very strongly on the
spectrum of AM and the ratio between the smallest and biggest eigenvalue or in other words, on
how widely the spread of them in the complex plane is.
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Fig. 1. Spectrum of A(Anear)−1 for the hollow conductor.
The strong limitation on the availability of the data in large scale electromagnetic simulation
has led to many attempts to exploit to the maximum the information contained in the near-field
matrix when it comes to designing a preconditioner.
Fig. 1 shows the spectrum of the impedance matrix multiplied by the inverse of the near-
field matrix for the hollow conductor example. Even though the spectrum of A(Anear)−1 appears
clustered around the (1, 0), many eigenvalues lie still close the origin, leading to slow convergence.
In [2] the author addresses a very important issue in the development of preconditioning
techniques in the electromagnetic simulation context, namely the density of the preconditioner.
Although the issue is addressed mostly in the sparse approximate inverse framework mentioned
before, its relevance for other contexts can be easily understood if we point out that as the
dimension of the problem grows, the number of entries in the near-field matrix decreases. As a
result, the amount of information for building our preconditioner becomes extremely sparse for
large dimensions. Further experiments with the near-field based ILU preconditioning show that
the amount of fill-in in the preconditioner is a crucial issue for the performance of the latter. So
far, people have tried to control the amount of fill-in on the entry level ignoring the underlying
structure of the operator. We propose a rank-fill-in that completes the near-field matrix not only
on the entry level but also on the rank level leading to a preconditioner that reconstructs in some
sense, still to be investigated, the rank map of the impedance matrix.
5.2. Construction of the preconditioner
Our preconditioner is based on an approximate HSS representation of the near-field matrix,
AnearHSS. The approximation stems from the fact that in the construction of the HSS representation
of the near-field we truncate the SVDs involved to a tolerance, imposing a multilevel low-rank
structure on the arising fill-in.
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The appearance of this fill-in is almost exclusively due to the near diagonal component of the
near-field we pointed out above. The fill-in takes place both at the entry level and more important
at the rank level, since even though the matrix becomes a full matrix, we still may store it cheaply,
due to the multilevel low-rank structure. In fact, for the examples we present below, the storage
cost necessary to obtain a good preconditioner is less than 20% more than the cost to store the
near-field matrix and thereby significantly cheaper than the cost for storing an ILU preconditioner
with a similar performance. In other words we have as preconditioner a full matrix in terms of
entries but rank sparse, fulfilling the storage constraints we already mentioned.
The corresponding algorithm we roughly described here is just a preconditioned GMRES in
which we solve exactly a linear system with AnearHSS and the right-hand side ql by means of the HSS
solver described in Section 3 before we compute the matrix–vector product with the impedance
matrix.
AnearHSS preconditioned GMRES:
w = r0
h10 = ‖ r0 ‖2
l = 0
while hl+1,l > 0
ql+1 = w/hl+1,l
l = l + 1
Solve AnearHSSvl = ql (with HSS solver)
w = Avl
for j = 1 : l
hjl = qHj w
w = w − hjlqj
end
hl+1,l =‖ w ‖2
Compute zl such that ‖ Hl+1,l , zl − h10e1 ‖2 minimal
xl = x0 + Qlzl
if ϕl =‖ b − Axl ‖2< tol then STOP
end
As far as the cost of the SVDs is concerned, we must point out that the matrices involved in
the singular value decompositions are sparse. This fact has important consequences in the time
required to compute the HSS representation of the near-field. In particular, the usage in Matlab
of libraries like the one presented in [11] makes the computation of AnearHSS feasible and relatively
fast. As we mentioned in Section 2 the underlying structure of the discretized operator suggests
that in the design of a preconditioner we should aim at capturing not only a good entry-wise
approximation of the matrix A but also its inherent rank structure. The rank structure is the most
tangible property of the operator in his algebraic representation. Moreover the inverse of a HSS
matrix is again a HSS matrix [6,3].
The following figures for the satellite (N = 1254) confirm our conjecture. For the sake of
comparison it is important to point out that the storage of the near-field matrix requires 8.14
Mbyte.
The tolerances in the first column of the tables below represent the truncation threshold for the
computation of the SVD for the HSS representation and at the same time the drop tolerance for
A. Bunse-Gerstner, I. Gutiérrez-Cañas / Linear Algebra and its Applications 416 (2006) 135–147 145
the ILU. In the results that follow the tolerance for the norm of the relative residual is set to 1e−4.
Moreover, in the tables below #mv stands for the number of matrix–vector products required for
convergence to the aforementioned tolerance.
Concerning the figures related to storage, it is essential to note that the complex symmetry of
the near-field matrix allows us to store for the ILU only U since L = UT. Likewise, for the HSS
representation only the U, B and R matrices need to be stored. Consequently, the third column
reflects the cost of storing this economic HSS representation and the fifth column gives the cost
of storing only the U in the ILU decomposition.
Satellite GMRES_HSS GMRES ILU
tolSVD/drop tol. #mv MByte HSS rep. #mv MByte
1e−2 13 4.8530 28 1.3568
1e−3 12 10.5112 15 6.7220
1e−4 >180 16.2517 12 9.2634
In order to compare our preconditioner to a well established one, we note that solving the idealized
satellite example with an inner–outer GMRES that performs as preconditioning 20 GMRES
iterations for Anearvl = ql requires 24 matrix–vector products to converge to a relative residual
with norm equal or less 1e−4. It is clear that as we increase the number of inner iterations the
number iterations necessary for the system to converge will also decrease. The drawback to this
approach is the fact that due to the relatively large amount of near-field entries the computation
time increases significantly.
It is interesting to note how the number of iterations evolves. Even though it seems to decrease
with decreasing tolerance, against expectations with 1e−4 the number of iterations grows again.
Clearly, AnearHSS approximates A
near with decreasing tolerance in the SVDs. The evolution of the
number of iterations reflects a very strong rank-sensibility of the impedance matrix toward the
preconditioner.
The preconditioner performs differently depending on the rank structure we impose on it.
We may reach similar conclusions in the second example with N = 3264 where the storage
of the near-field requires 28.98 MByte.
Hollow conductor GMRES_HSS GMRES ILU
tolSVD/drop tol. #mv MByte HSS rep. #mv MByte
1e−2 41 15.2827 47 9.9805
1e−3 34 36.3393 31 30.7549
1e−4 27 60.8966 27 53.6991
Solving the hollow conductor example with the inner–outer GMRES described above with 20
inner-iterations requires 206 matrix–vector products to converge to a relative residual with norm
less or equal 1e−4. A common feature of both examples is the fact that the storage saving is not
as significant as expected. The reason for this lies in the way we partitioned the matrix to compute
the HSS representation of the near-field matrix. The recursive bisection of the set of indices may
interfere with the multilevel rank structure of the matrix leading to the minimal storage saving
depicted above.
Fig. 2 justifies the good performance of the preconditioner as it succeeds in clustering the
eigenvalues around (1, 0). In particular, the picture shows the spectrum of the impedance matrix
in the hollow conductor example multiplied by the inverse of AnearHSS with tolerance in the SVDs
equal to 1e−2. The selection of this tolerance relies on the fact that we are interested in an cheap
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Fig. 2. Spectrum of A(AnearHSS)
−1 for the hollow conductor.
preconditioner in terms of storage and that this tolerance already leads to a substantial reduction
of the number of iterations in comparison to the inner–outer GMRES or the SPAI. Moreover, the
picture also shows that the clustering of eigenvalues is much stronger than in the SPAI case and in
the case when we multiplied the impedance matrix from the right with the inverse of the near-field
matrix. This fact accounts for the reduction in the number of iterations that the preconditioned
system with AnearHSS requires to converge.
6. Concluding remarks
In this paper a preconditioner for three-dimensional electromagnetic scattering problems based
on the hierarchical semiseparable representation of the near-field matrix has been presented.
Numerical experiments with small examples show its effectiveness and an interesting phenomena
that has to be investigated thoroughly. We are confident that for larger objects this preconditioner
will still outperform well established preconditioners with minimal extra cost. Concerning the
storage required by the new preconditioner, the numerical results have shown that the bisection
procedure for partitioning the matrix is too simple as to lead to a significant saving with respect to
the ILU preconditioner. Therefore, for larger examples more information about the rank structure
of the operator should be considered in the computation of the HSS representation for the near-field
to address this storage problem. This is the object of current research.
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