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Chapter 1: Introduction
The National Park System
During the 1800's, trappers and mountain men wandering the west came back
with stories of a fantastic place of unusual springs and spouting geysers. Such far
fetched stories were really hard to believe, but eventually, an expedition was sent
to check out the area. Its leader, General Henry Washburn, a surveyor from the
Montana Territory, was determined to verify these incredible stories. Much to his
delight he discovered that they were in fact true! In response, Judge Cornelius
Hedges, also from Montana, suggested that rather than using the 'Yellowstone'
area for mining or other activities, that it should be designated as a 'national
park' so that it could be preserved. There was strong support for this idea in
Montana, and efforts, by members of the expedition to the Yellowstone area,
finally convinced Congress of the idea.
In 1872, before the battle of the Little Big Horn, where Custer and many of the
7th U.S. Cavalry were killed by The Sioux, the Congress of the United States
designated Yellowstone National Park as the first National Park in the
world (Fig. 1.1.).

Fig. 1.1: Old Faithful in Yellowstone NP Note Old Faithful Inn in the
background.
Their intent was to preserve a geologically unusual area for future generations of
Americans. But this act brought Yellowstone into the public eye, and visitation
increased with corresponding park vandalism. To safeguard Yellowstone and
future parks, it was decided that the Army, already responsible for federal
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protection of frontier areas, would also police the parks. Because this was only a
minor responsibility for the Army, no effort went into improving the park
system, and protection was only minimal. There were real concerns by
conservationist-industrialists in the United States that the Army was not doing
its job in protecting the parks and they demanded that a new agency be set up
for park protection purposes. Therefore, in 1916, during the administration of
Pres. Woodrow Wilson, Congress established the National Park Service so
that the growing park system could be adequately protected and facilities built
and maintained.
The new service adopted a modified version of the U.S. Army uniform of the
time, and has kept similar attire ever since. Thus the "Smoky Bear Hat" (Fig.
1.2) worn by many park rangers today, is a leftover of the old army days.

Fig. 1.2: Grand Tetons NP Wyoming. Note the uniform and hat on the ranger,
Fred Pratt, for many years a volunteer park ranger.
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The National Park Service was officially designated as part of the Department
of the Interior, and the Secretary of the Interior is the cabinet officer responsible
for Park oversight (See Table 1.1 U.S. Department of Interior Chain of
Command). The first Director of the Park Service was Stephen Mather who set
the course for the service. Mr. Mather, from Chicago, was one of those unique
breed of industrialists who was an outspoken proponent of conservation. It is
interesting that he had made a fortune mining borax in Death Valley, but in the
process realized how fragile were our natural resources, and for most of his life
fought to protect them.

Today, each park has a staff consisting of a Superintendent, the park
director, Rangers, who generally run the park and include the police force
necessary to deal with the large numbers of people who annually visit the parks,
and Naturalists who are specialists on the unique characteristics of each park.
In 1916, when the Park Service was born, there were 16 national parks and 21
national monuments. At the time of this writing (Congress often makes changes)
there are 58 parks with the designation of National Parks (Table 1.2) within
the park system. These are listed in Table 1.2 in alphabetical order. In total there
are more than 391 areas that are supervised by the National Park Service,
including national memorials, historic and military parks and other natural and
special areas. Even the White House, where the president of the United States
resides, and the National Mall, is supervised by the National Park Service.
It is the job of the park service personnel to handle the problems, questions
and welfare of the large number of people from all over the world who visit park
areas each year. Traffic problems are severe, and the rangers are responsible for
regulating its flow. Visitor centers in all park areas are set up to handle literature
sales, education about the park, general services and to answer any questions
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that people might have. The following is a list of questions, published by Debra
Shore in the May 1995 issue of Outside magazine, asked of park rangers by
visitors to various parks:
Grand Canyon National Park in Arizona
Was this man made?
Do you light it up at night?
I bought tickets for the elevator to the bottom---where is the elevator?
Is the mule train air-conditioned?
So where are the faces of the presidents?
Everglades National Park in Florida
Are the alligators real?
Are the baby alligators for sale?
Where are all the rides?
Denali National Park in Alaska
What time do you feed the bears?
How often do you mow the tundra?
How much does Mt. McKinley weigh?
Carlsbad Caverns National Park in New Mexico
How much of the cave is underground?
So what's in the unexplored part of the cave?
Does it ever rain in here?
So what is this---just a hole in the ground?
Mesa Verde National Park in Colorado
Did people build this or did the Indians?
Why did they build the ruins so close to the road?
Do you know of any undiscovered ruins?
What did they worship in the kivas---their own made-up religion?
Yosemite National Park in California
What time of year do you turn on Yosemite falls?
What happened to the other half of Half Dome?
Where are the cages for the animals?
Yellowstone National Park in Wyoming, Montana and Idaho
Does Old Faithful erupt at night?
How do you turn it on?
We had no trouble finding the park entrance---but where are the exits?
Park rangers certainly have their work cut out for them, but humor has to be one
side of their existence.
Most of the National Parks are located within the contiguous continental
United States (lower 48), but 2 are located in U.S. Territories, 2 are in Hawaii, and
8 are in Alaska. For various reasons, Congress can change the status of a park.
For example, Platt National Park in Oklahoma, was removed from park status
and renamed. Apparently Congress decided that Platt National Park, named for
an ex-senator from Oklahoma, represented an unjustified political move that
created a park, which did not have the beauty and majesty characterizing most
parks. Therefore, when Senator Platt's influence in Congress waned, Platt
National Park was renamed and the designated park land included within what
is now Chickasaw National Recreation Area.
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Table 1.2: National Parks (source: The National Parks Index
2009-2011)
1. Acadia NP
41. Mt. Rainier NP
2. Arches NP
42. North Cascades NP
3. Badlands NP
43. Olympic NP
4. Big Bend NP
44. Petrified Forest NP
5. Biscayne NP
45. Redwood NP
6. Black Canyon of the Gunnison NP 46. Rocky Mountain NP
7. Bryce Canyon NP
47. Saguaro NP
8. Canyonlands NP
48. Sequoia NP
9. Capitol Reef NP
49. Shenandoah NP
10. Carlsbad Caverns NP
50. Theodore Roosevelt NP
11. Channel Islands NP
51. Voyageurs NP
12. Congaree NP
52. Wind Cave NP
13. Crater Lake NP
53. Wrangell-St. Elias NP and Preserve
14. Cuyahoga Valley NP
54. Yellowstone NP
15. Death Valley NP
55. Yosemite NP
16. Denali NP and Preserve
56. Zion NP
17. Dry Tortugas NP
18. Everglades NP
19. Gates of the Arctic NP and Preserve
20. Glacier NP
Parks Outside the United States
21. Glacier Bay NP and Preserve
22. Grand Canyon NP
57. Virgin Islands NP
23. Grand Teton NP
58. National Park of American Samoa
24. Great Basin NP
25. Great Sand Dunes NP and Preserve
26. Great Smokey Mountains NP
27. Guadalupe Mountains NP
28. Haleakala NP
29. Hawaii Volcanoes NP
30. Hot Springs NP
31. Isle Royale NP
32. Joshua Tree NP
33. Katmai NP and Preserve
34. Kenai Fjords NP
35. Kings Canyon NP
36. Kobuk Valley NP
37. Lake Clark NP and Preserve
38. Lassen Volcanic NP
39. Mammoth Cave NP
40. Mesa Verde NP
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It takes an act of Congress to establish a National Park. But another
important piece of legislation made it possible for presidents to preserve regions
of natural beauty or historical interest. In 1906, Congress passed the
Antiquities Act to stop destruction of southwestern prehistoric cultural sites.
Using the new antiquities law, President Theodore Roosevelt decided that there
were many other areas of natural beauty that should be protected. Therefore, in
1906, he established the precedent for setting aside and preserving such areas
through presidential proclamation. He did this by proclaiming Devils Tower
in Wyoming (Fig. 1.3), as a National Monument.

Fig. 1.3: Devils Tower N.M., columnar jointing in the 'throat' of an eroded
volcano.
As of this writing there are 75 national monuments (Table 1.3) that are now
usually designated by acts of Congress. These are listed based on the year when
each monument was designated. Congress may also upgrade the status of a
National Monument to Nation Park status. Interesting recent examples of this are
Great Sand Dunes NP, Black Canyon of the Gunnison NP, and Congaree NP.
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Table 1.3: National Monuments: (source: The National Parks Index 2009-2011)
1.
2.
3.
4.
5.
6.
7.
8.
9.

1906 Devils Tower NM, Wyoming
Montezuma Castle NM, Arizona
El Morro NM, New Mexico
1907 Tonto NM, Arizona
1908 Muir Woods NM, California
Pinnacles NM, California
Natural Bridges NM, Utah
1909 Najavo NM, Arizona
Salinas Pueblo Missions NM,
New Mexico
10. 1910 Rainbow Bridge NM, Utah
11. 1911 Devils Postpile NM, California
12.
Colorado NM, Colorado
13. 1913 Cabrillo NM, California
14. 1915 Walnut Canyon NM, Arizona
15.
Dinosaur NM, Colorado
16. 1916 Capulin Volcano NM, New
Mexico
17. 1918 Casa Grande Ruins NM, Arizona
18. 1919 Yucca House NM, Colorado
19.
Scotts Bluff NM, Nebraska
20. 1922 Timpanogos Cave NM, Utah
21. 1923 Pipe Spring NM, Arizona
22.
Hovenweep NM, Colorado and
Utah
23.
Aztec Ruins NM, New Mexico
24. 1924 Wupatki NM, Arizona
25.
Castillo de San Marcos NM, Florida
26.
Fort Matanzas NM, Florida
27.
Fort Pulaski NM, Georgia
28.
Craters of the Moon NM, Idaho
29.
Statue of Liberty NM, New York
and New Jersey
30. 1925 Lava Beds NM, California
31. 1930 Sunset Crater Volcano NM,
Arizona
32.
George Washington Birthplace NM,
Virginia
33. 1931 Canyon de Chelly NM, Arizona
34. 1932 Bandelier NM, New Mexico
35. 1933 Chiricahua NM, Arizona
36.
Fort McHenry NM and Hist.
Shrine,
Maryland
37.
Gila Cliff Dwellings NM, New
Mexico

38.
White Sands NM, New Mexico
39.
Oregon Caves NM, Oregon
40.
Jewel Cave NM, South Dakota
41.
Cedar Breaks NM, Utah
42. 1934 Ocmulgee NM, Georgia
43. 1935 Fort Stanwix NM, New York
44. 1936 Fort Frederica NM, Georgia
45.
Homestead NM of America,
Nebraska
46. 1937 Organ Pipe Cactus NM, Arizona
47.
Pipestone NM, Minnesota
48. 1939 Tuzigoot NM, Arizona
49. 1940 Little Bighorn Battlefield NM,
Montana
50. 1943 George Washington Carver NM,
Missouri
51. 1946 Castle Clinton NM, New York
52. 1948 Fort Sumter NM, South Carolina
53. 1949 Effigy Mounds NM, Iowa
54. 1951 Grand Portage NM, Minnesota
55. 1952 Coronado NM, Arizona
56. 1954 Fort Union NM, New Mexico
57. 1956 Booker T. Washington NM,
Virginia
58. 1961 Russel Cave NM, Alabama
59.
Buck Island Reef NM, Virgin
Islands
60. 1965 Agate Fossil Beds NM, Nebraska
61.
Alibates Flint Quarries NM, Texas
62. 1969 Florissant Fossil Beds NM,
Colorado
63. 1972 Hohokam Pima NM, Arizona
64.
Fossil Butte NM, Wyoming
65. 1974 John Day Fossil Beds NM, Oregon
66. 1978 Aniakchak NM and Pres., Alaska
67.
Cape Krusenstern NM, Alaska
68. 1987 El Malpais NM, New Mexico
69. 1988 Hagerman Fossil Beds NM, Idaho
70.
Poverty Point NM, Louisiana
71. 1990 Petroglyph NM, New Mexico
72. 2001 Governs Island NM, New York
73.
Virgin Islands Coral Reef NM
74. 2006 African Burial Ground NM,
New York
75. 2008 World War II Valor in the Pacific
NM, Hawaii
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In 1980, Congress created a new national park category, 'National Park
and Preserve', to allow special activities, such as hunting, not normally
acceptable in other national parks. With the exception of Great San Dunes NP,
all of these new 'park and preserve' areas are located in Alaska; for example,
'Wrangell-St. Elias NP and Preserve'. Within these national parks, hunting is
legal, although many environmentalists argue it is not acceptable. In the lower 48
states, a few 'preserves' have been established, including the recently created
Mojave National Preserve in southern California, Big Thicket National Preserve
in southern Texas, Big Cypress National Preserve in southern Florida, and
others. The National Park Service now supervises over 360 units within the park
system, from the smallest, Thaddeus Kosciuszko National Memorial in
Pennsylvania, with 0.02 acres, to the largest, Wrangell-St. Elias NP and Preserve
in Alaska with about 13,200,000 acres. Park area types include:
a. 1 International Historic Site - Saint Croix Island, Maine
b. National Battlefields - (e.g. Petersburg, Virginia)
c. National Battlefield Parks - (e.g. Richmond, Virginia; Manassas [Bull
Run], Virginia)
d. 1 National Battlefield Site - Brices Cross Roads, Mississippi, 1 acre
e. 1 National Capital Park - (Parks in Washington, D.C.)
f. National Historic Sites - (e.g. Fort Davis, Texas; Ford's Theater, Wash.,
D.C. - 0.29 acres)
g. National Historical Parks - (e.g. Appomattox Court House, Virginia;
Valley Forge, Pennsylvania)
h. National Lakeshores - (e.g. Indiana Dunes, Indiana)
i. 1 National Mall - Washington Monument - Capitol Building
j. National Memorials - (e.g. Lincoln, Washington, D.C.; Mount Rushmore,
South Dakota; Wright Brothers, North Carolina; U.S.S. Arizona, Hawaii)
k. National Military Parks - (e.g. Gettysburg, Pennsylvania)
l. National Parkways - (e.g. Blue Ridge Parkway, Appalachian Mountains)
m. National Preserves - (e.g. Big Thicket, Texas)
n. National Recreation Areas - (e.g. Lake Meredith, Texas)
o. 1 National Reserve - City of Rocks, Idaho
p. National Rivers - (e.g. New River Gorge, West Virginia)
q. National Scenic Trails - (e.g. Appalachian Trail)
r. National Seashores - (e.g. Padre Island, Texas)
s. National Wild and Scenic River and Rivers - (e.g. Rio Grande, Texas)
t. Parks (other) - (e.g. Catoctin Mountain Park, Maryland)
u. 1 White House - Washington, D.C.
The park service supervises a very diverse range of areas, including the Statue
of Liberty, the Capitol Mall, Ford's Theater, and many other famous areas. While
the national parks are generally impressive because of their scenic beauty, many
other areas are dedicated to special national preservation efforts often involving
historical sites. Military battlefields from the Revolutionary and Civil wars fall
into this category. Many of the historic sites are located in the eastern part of the
U.S. where dramatic events were occurring during our country's younger years.
Scenic beauty is often greater in the west because of the broad vistas, striking
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mountain ranges and unusual geologic forms. In the east, these forms and
mountains have been eroded away, rounded and covered by vegetation. As a
result, most of the national parks and monuments are located in the western half
of the United States (Fig. 1.4), while most of the historic sites are located to the
east of the Mississippi River (Fig. 1.5).

Fig. 1.4: Most natural sites in the park system are located in the west (Courtesy of
the National Park Service).

Fig. 1.5: Most historical sites in the park system are located in the east (Courtesy of
the National Park Service).
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Individual states were another factor in the distribution of federal lands. Many
historic sites (such as the Alamo in Texas) and scenic areas were set aside by state
legislatures as state parks. Where states were active in preservation efforts, like
in Texas, fewer federal lands came under Park Service control. In other states,
like Alaska, the federal government now controls a large portion of the state.
Also, extensive private and state owned land holdings across the country, but
especially in the east, block some areas from park designation.

National Park Regions Overview
Areas within the Park system have been divided into regions for the purpose
of park governance (Fig. 1.6).

Fig. 1.6: Lower 48 U.S. Park Regions
These regions were selected by the National Park Service, in part, due to their
unique geologic character, but mainly due to their geographic location. As a
result, national park regions often include distinctively different geologic
terrains. Discussed below is the geographic distribution of each park region. A
discussion of the coherent geological pattern in the continental United States is
reserved for Chapter 8, following the introduction of many relevant geologic
concepts that will make the chapter more comprehensible.
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Park Regions
Alaska Region
The Alaska Region (Fig. 1.7) includes only the state of Alaska. The Region
contains the largest national park, Wrangell-St. Elias National Park. The
Aleutian Range makes up the western extension of the Alaskan peninsula,
from mountains lying on the North American continent to an arc of islands
extending out into the northern-most Pacific Ocean, and separating the Pacific
from the Bering Sea. This island arc, the Aleutian archipelago, was produced
by the eruption of volcanoes forming the Aleutian island chain. This area is part
of the "Pacific Ring of Fire", the result of volcanoes forming a ring rimming
the Pacific Ocean Basin.

Fig. 1.7: The Alaska Region
Katmai National Park (discussed in Chapter 4) is an extension of the Aleutians
onto our continent. Volcanic eruptions in this ring are generally explosive,
forming large, steep sided volcanoes, and many regions bordering the Pacific are
still actively experiencing explosive volcanism. Mt. St. Helens, which is not
within the National Park System (see Chapter 5), is an example of such a volcano,
and there are many others in the National Park System. The Alaska Range is
part of what is called the Western Cordillera and it extends all the way from
Alaska through Canada and into Mexico and beyond. The Alaska Range runs to
the northeast from the Aleutians and then eastward across central Alaska and
bending southeastward into Canada's Yukon Territory. Glaciers are large and
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numerous in the range. The most striking park is Denali NP and Preserve
(Chapter 7) that contains Mt. McKinley, the highest mountain at 20,320 feet (6,194
m) on the North American Continent.

Pacific Region
The Pacific Region (Fig. 1.8) of the National Park System contains all of
the U.S. territories lying in the Pacific Ocean basin, including the state of Hawaii.

Fig. 1.8: The Pacific Region
Located here is The National Park of American Samoa (discussed in Chapter 15)
in the south Pacific, and territories like the islands of Guam, Rota Tinian and
Saipan in the north Pacific.

Pacific West Region
The Pacific West Region (Fig. 1.9) covers five states, Washington,
Oregon, Idaho, California and Nevada. The region includes a series of coastal
and inland mountain ranges that are tectonically unstable, a region of many
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earthquakes. Excellent examples of park areas within this region include
Olympic NP, in Washington (Chapter 15), and North Cascades NP located in the
Cascade Range to the east, the northern part of a 1,000 mile (1,600 km) long
mountain range that is mainly composed of volcanic rocks. The Cascade
Mountains are a dissected volcanic plateau with lofty volcanic cones extending to
very high elevations, including Mt. St. Helens that erupted explosively in 1980, in
Washington. Other well-known large volcanoes, like Mt. Hood and Mt. Baker,
exist but are not areas controlled by the National Park System. Also in the region
are two of the most spectacular national parks, Mt. Rainier NP in Washington
(Chapter 5), and Crater Lake NP in Oregon (also discussed further in Chapter 5).

Fig. 1.9: The Pacific West Region
In the eastern portion of the Pacific West Region lies the Columbia Plateau,
an area of extensive basaltic lava flows, erupted during the Cenozoic, that covers
much of eastern Washington, eastern Oregon and western Idaho (discussed in
greater detail in Chapter 8). Craters of the Moon NM in Idaho (see Chapter 5), is
an excellent example of the volcanic rocks that are extensive in the region, and at
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the far eastern margin of the region, Yellowstone NP extends just slightly into
Idaho. The extensive volcanism contributing to the beauty of the parks in this
region is relatively recent in geologic history and is known as the Cenozoic
Volcanic Province (Fig. 1.10).

Fig. 1.10: The Cenozoic Volcanic Province is outlined in white. Locations of
Craters of the Moon NM (C) and a small part of Yellowstone NP (1) are shown.
The flat areas are covered by flat-lying lava flows.
At the southern end of the Cascade Range, in the Pacific West Region, lies the
Lassen volcanic zone including Lassen Volcanic NP in California (Chapter 5),
where recent eruptions occurred between 1914 and 1921. Lassen Volcanic NP
divides the Cascades to the north from the Sierra Nevadas lying further to the
south. The Sierras are the exposed roots of ancient volcanic mountains, with
Yosemite NP (Fig. 1.11), and Kings Canyon and Sequoia NPs in California
(Chapter 5), being the best known parks in the region. The topography
throughout this area is controlled primarily by glacial erosion, discussed in detail
in Chapter 14. The Sierra Nevadas represent a large, 400 mile (650 km) long,
north-northwest trending, fault block mountain range, bounded on the eastern
edge by the Sierra Nevada fault system and tilted up to the west. At the
southern end, the block is cut off by the Garlock fault zone.
Also included in the Pacific West Region is part of the Basin and Range
geologic province (discussed in greater detail in Chapter 8). This is a region of
many mountain ranges separated by basins in between, that extends through
24

Nevada, southern California, Arizona, and beyond. It is a very arid region that
includes ~150 small mountain ranges where the higher mountains exhibit glacial
erosion features, like those

Fig. 1.11: El Capitan in Yosemite NP
seen in Great Basin NP (Fig. 1.12), and the basins are being filled by
accumulating sediments from erosion of the ranges. Large-scale tectonic activity
is actively pulling the basins apart. At one time, large lakes existed in the basins
as a result of glacial runoff during melting following the last glaciation in North
America. Since that time the lakes have disappeared as the result of high
25

evaporation rates in these desert regions, leaving behind thick deposits of salt
that precipitated from the dissolved salt ions present in the water. A prime
example of one of these basins, containing thick salt deposits, is Death Valley NP
(Fig. 1.13), lying mainly in California but including a small portion of Nevada.
Death Valley NP is discussed in greater detail in Chapter 14. To the south and
east of Death Valley NP, in California and Arizona, is a large area of desert that
includes Joshua Tree NP in California and Saguaro NP in Arizona (see Chapter
14 for more details).

Fig. 1.12: Glacially carved and eroded Wheeler Peak, in Great Basin NP.

Fig. 1.13: Death Valley NP playa (basin) with mountains (range) in
background.
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Intermountain Region
The Intermountain Region (Fig. 1.14) of the National Park Service
includes Arizona, Utah, Wyoming, Montana, Colorado, New Mexico, Texas, and
Oklahoma.

Fig. 1.14 Intermountain Region
The region includes the extension of the Basin and Range into the southwest,
where active ground water has produced several cave systems. This includes
caves within Carlsbad Caverns NP in southeastern New Mexico (see Chapter 13),
and in Texas within Guadalupe Mountains NP (Chapter 10) and Big Bend
National Park (Chapter 7). In the southeast of the Intermountain region is the
Colorado Plateau Area (Fig. 1.15), an important geologic province that lies
in southeastern Utah, southwestern Colorado, northeastern Arizona and
northwestern New Mexico (see Chapter 8 for a discussion). The Colorado Plateau
is an area of relatively high elevation that is dry and essentially treeless, except
within canyons and at higher elevations, and is drained by the Colorado River
27

and its tributaries. This area contains 9 national parks, including Grand Canyon
NP (16 in Fig. 1.15) (See Chapter 11), in Arizona, Zion NP (17 in Fig. 1.15;
Chapter 10) and Bryce Canyon NP (Fig. 1.16; 19 in Fig. 1.15; Chapter 9) in Utah,
and the Black Canyon of the Gunnison NP (55 in Fig. 1.15; see Chapter 6) in
Colorado. The Colorado Plateaus is an area that at one time was extensively
occupied by ancient peoples. Many of the national monuments in the region
were established to preserve the remains of their civilization. One of the best
examples of these is Chaco Culture National Historic Park (Chapter 18) where
extensive ruins are preserved. Another example is Mesa Verde National Park (8
in Fig. 1.15) in south-western Colorado (Chapter 17). While known mainly for its
Anasazi cultural ruins, it is also geologically quite beautiful.

Fig. 1.15: Colorado Plateau is circled in white. Numbers correspond to
numbers of the parks in Table 2. Example: 30 = Petrified Forest NP.
The Rocky Mountains make up the backbone of the Intermountain Region
and are still actively being uplifted. They include many mountains over 14,000
feet in elevation, which are quite jagged and craggy and are known as youthful
characteristics. They are very different from mountain ranges located in the
eastern part of North America, which are smoothed off by erosion and are not
28

actively being uplifted. The Rocky Mountains, including Rocky Mountain NP, in
Colorado (Chapter 7), are an extensive range of mountains running from Alaska
to New Mexico.

Fig. 1.16: Bryce Canyon N. P.'s Amphitheater.
In the northern part of Alaska, the Arctic Rockies begin the chain. In the
lower 48, the Northern and Middle Rocky Mountains extend
southeastward from western Montana, where Glacier NP is located (Chapter 16),
into Wyoming and Colorado. The Rockies are made up of several fault block
mountains similar to the Sierra Nevadas, including the Teton Mountains in
which lies Grand Teton NP in Wyoming (see Chapter 7). Two major plateaus are
located in this northern area of the Rockies, the Beartooth Plateau and
Yellowstone Volcanic Plateau, formed by recent volcanism on which
Yellowstone NP, located Idaho, Montana and Wyoming (discussed in Chapter
13), can be found. The Southern Rocky Mountains include the highest
peaks in all the Rockies with 52 mountains having summits over 14,000 feet
(4,000 m) in elevation. These include mountains in the Front Range (Pikes
Peak, just to the west of Colorado Springs, Colorado, at 14,110 feet [4,301 m]),
with its extension further to the south including the Sangre de Cristo
Mountains, and the Sawatch Range to the west containing Mt. Elbert, the
highest peak in the Rockies at 14,431 feet (4,399 m). Slightly to the west and
south of the Sangre de Cristo Mountains, the Southern Rockies also include the
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San Juan Mountains in southwestern Colorado, and the Jemez Mountains in
northern New Mexico.

Midwest Region
To the east of the Intermountain Region lies the Midwest Region (Fig.
1.17), including the states of North and South Dakota, Nebraska, Kansas,
Minnesota, Iowa, Missouri, Arkansas, Wisconsin, Illinois, Indiana, Michigan and
Ohio.

Fig. 1.17: The Midwest Region
Just to the east of the Rocky Mountains, the Great Plains begin, mainly flat-lying
extensive plains that gently sloping eastward. Stream erosion has left some
spectacular land forms that are well exposed in Theodore Roosevelt NP in North
Dakota, where there is also a very large buffalo herd (Fig. 1.18; Chapter 9), and
Badlands NP in South Dakota (also discussed in Chapter 9). Also in South
Dakota is Mount Rushmore National Memorial. Some remnants of
volcanoes exist in the region, for example Devils Tower NM, Wyoming (Fig. 1.3).
In the Black Hills of South Dakota are located some spectacular caves (including
Wind Cave NP, see Chapter 13). The Great Plains were an obstacle, which had to
be crossed by early Pioneers on their way westward in covered wagons, and
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their trails are now national historic sites in the region. These trails are composed
of local sites and trail remnants, but are not continuous.
The Midwest Region includes a small segment of the north-central continental
interior of the U.S., where the central, very old core of the North American
continent, called the Precambrian Shield, is exposed. Glaciation has
significantly altered the Region, leaving behind the Great Lakes, carved out by
continent-sized glaciers as dramatic proof of the giant ice sheets that once
covered the land.

Fig. 1.18: Buffalo migrating out of the river basin in Theodore Roosevelt NP.
In Lake Superior, Isle Royal NP, Michigan (Chapter 5), is a volcanic remnant that
was resistant to the grinding erosion of passing glaciers. Further to the west, the
core of the continent is exposed in Voyagers NP, Minnesota (see Chapter 6). Part
of the area is covered by glacial debris many feet thick that is excellent for plant
growth and provides the soil for the breadbasket of the U.S., important in states
like Nebraska, Iowa, Illinois, Kansas, Indiana, and Ohio. In Ohio, a relatively
new park, Cuyahoga Valley NP, was established and typifies the region. In the
southernmost area of the region are the Ouachita Mountains containing Hot
Springs NP (Chapter 13), Arkansas. Several important national monuments are
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present in the region, including Effigy Mounds NM, in Iowa, where ancient
peoples built earthen mounds in the shape of birds and animals. Indiana Dunes
National Lakeshore is an unusual category of park that preserves dunes along
the southern shore of Lake Michigan.

Southeast Region
The Southeast Region (Fig. 1.19) includes the states of Louisiana,
Mississippi, Tennessee, Kentucky, Alabama, Georgia, North and South Carolina,
Florida, and U.S. territories in the Caribbean, Puerto Rico and the Virgin Islands
(Fig. 1.20).

Fig. 1.19: The Southeast Region
The Region encompasses most of the Appalachian Plateau that borders on
the Appalachian Mountains lying further to the east. It is composed of flat
lying sedimentary rocks in which many caves are developed, including
Mammoth Cave NP, Kentucky (Chapter 13), the longest cave in the world with
over 300 miles of mapped, connected passage.
Paralleling the eastern seaboard of North America are the Appalachian
Mountains, a linear chain of mountains extending from Alabama to Canada.
Lying within the Southeast Region of the park system, and sitting along the
summit of the Appalachians bordering North Carolina and Tennessee, is Great
Smoky Mountains NP (see Chapter 7). Bordering the Atlantic coast and
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extending around Florida and along the Gulf coast to Texas is the Coastal
Plain, composed of seaward sloping lowlands. Sea-level fluctuations are very
important in the Region, and an extensive system of barrier islands have
developed in response to these fluctuations. Several national parks exemplify the
Coastal Plain, but the best known is Everglades NP, located at the southern tip of
Florida (discussed in Chapter 14) and included by the Park Service within the
Florida-Caribbean Region.

Florida-Caribbean Region (Fig. 1.20)
Connected to the Southeast Region, by provenance, are park service areas
lying in U.S. Territories, Puerto Rico and the Virgin Islands, in the Caribbean Sea,
the southern portion of Florida. Virgin Islands NP (Chapter 15), in the Virgin
Islands of the Western Antilles island chain, is one of two national parks in
Unites States Territories, the other being the National Park of American Samoa.

Fig. 1.20: South Florida-Caribbean area

Northeast Region
The Northeast Region of the park system (Fig. 1.21) extends from Canada
along the eastern seaboard of the U.S., and includes the states of Virginia, West
Virginia, Maryland, Delaware, New Jersey, Pennsylvania, New York, and all the
New England states, Connecticut, Rhode Island Massachusetts, Vermont, New
Hampshire, and Maine. To the south, Shenandoah NP (Chapter 7), located to the
west of Washington, D.C. in northern Virginia, is another example in the park
system of the ancient backbone of the Appalachian Mountains that run through
the center of the Region. Before leaving the United States, the Appalachians
Mountain granite exposures provide a beautiful coastal vista where Acadia NP
(Chapter 5) is located. It is the only national park where all the land was donated
to the government by private donation. While only containing two national
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parks, the Region does have a large number of park service supervised areas,
including Valley Forge National Historic Park (Chapter 18), Gettysburg
National Military Park (Chapter 18), probably the most important Civil War
battlefield, and the Statue of Liberty NM.

Fig. 1.21: The Northeast Region
REFERENCE:
Anonomous, 2012. The National Parks: Index 2009- 2011, Washington, D.C.:
Office of Public Affairs and Division of Publications National Park Service,
U.S. Department of the Interior, pp. 130.
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Chapter 2: Introduction to Geology
In the following chapters, some important geological processes and rock
types will be discussed. Examples from the National Park System will be used to
characterize individual geological concepts. It is the purpose of this book to
provide a general geological background to the parks. Many park units exhibit a
wide range of unusual and spectacular geological settings, but our discussion
will center on particular characteristics common to a number of national park
areas.

Concepts and Terms

First, some of the concepts and terms used by geologists must be defined.
Therefore, the initial few chapters of this book were designed to provide the
information necessary to understand the geological history of the parks. We start
by loosely defining science as a means and method for arriving at explanations
for natural phenomena. Geology has been considered a natural science since the
late 18th Century, when James Hutton in 1788 published a book titled "Theory
of the Earth." Until this time the sciences were chemistry, physics, astronomy and
biology. But in order to understand Earth processes, geologists had to first
understand all the "classic" sciences and apply this understanding to an
interpretation of how and why Earth formed, and how it changes. As a result of
these efforts, many subdisciplines have emerged under the broad topic area of
physical geology, including geochemistry and geophysics. A second broad
topic area, historical geology, deals with how the physical processes have
operated throughout time, in part by studying fossils, the remains or evidence
of ancient plants and animals, and hypothesizing what Earth was like when
these organisms were living. When our knowledge of both physical and
historical is put together, we can best interpret past geological events, such as the
assembly and fragmentation of supercontinents.
In geology, the main tools are observation and interpretation, an examination
of the interrelationships of rocks, minerals, and fossils. One of the most striking
results of geological interpretations is that Earth is very old, created
approximately 4.6 billion years ago, and has a very complex history. A primary
emphasis in geology is to understand the physical, chemical and biological
processes operating now, well enough to understand what happened in the past.
Hutton and others believed in a concept known as 'the present is the key to
the past' that potentially would allow us to predict, based on modern
processes, which processes may have been responsible for what we see in the
rock record. From this it was hoped that we could understand the past and
ultimately predict what will happen in the future. However, as you might expect,
things aren't so simple, because Earth and earth processes have changed through
time.
Geologists, as well as all other scientists, must employ care, try to avoid bias,
and maintain a strong ethical code in their pursuit of truth. Their observations
and methodology, when applied to any research problem, must follow a
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reasoned scientific approach, loosely termed the Scientific Method. Very
roughly this entails five elements or steps toward solving a problem.
The first step, formulation of the problem, probably the most
important and intellectually most challenging, is to identify those really
important problems whose solutions will help us better understand the processes
that govern how Earth formed. This is not a simple task. Geologists are basically
curious people, and the questions they ask are driven by their own curiosity.
Identifying the important problems and asking the right questions requires
understanding a great deal about geology, and then being able to recognize if the
problem can be solved. This takes into account the resources, knowledge,
equipment, and funding available. An example of a very simple but important
and interesting question that early geologists asked was "Were the African and
South American continents at one time connected?" They asked this question
because the outlines of these continents were observed to be very similar, as
represented in Fig 2.1.

Fig. 2.1: Fit of the Atlantic continents shown by Bullard (1955), when he used
an early computer, digitized the 1000 fathom contour mark around each
continental margin, and then had the computer make the fit between margins.
Scientists have long worked on solving this problem of Continental Drift,
and only just recently the question is finally being answered with a firm yes! For
over 100 years, geologists worked to answer that question, and much of the data
they collected argued for such a connection, but it took modern geophysics to

36

convince many skeptics. More about this will be presented later in Chapter 4
when we discuss Plate Tectonics.
The second step in applying the scientific method, observation and/or
experimentation, is an effort to acquire information or data relevant in solving
the problem. In their early efforts to answer the question concerning the
similarity between the continental margins of Africa and South America,
geologists collected data on both continents and tried to confirm similarities
between those observations. One of the biggest problems they faced was in
demonstrating that continents could possibly have drifted to their present
locations. Great skepticism remained in most geologists minds concerning the
possibility of Continental Drift until the early 1960's, primarily because of the
lack of a reasonable mechanism that could explain continental motion, as well as
data showing that the continents had actually physically moved. Geophysical
data, acquired in the late 1950's and through the 1960's provided the initial
evidence of this movement.
The third step, developing an hypothesis, involves forming concepts
from analyzing the available data. Accumulated geological data led to the
Continental Drift hypothesis in the early 1900's, but still took 50 years or so to
convince most geologists. It took the addition of large amounts of geophysical
data, from seismic, magnetic and heat flow studies to finally convince geologists
that continents were actually moving across the face of Earth. Even today there
are skeptics, but these become fewer with time and the accumulation of more
data.
During the last 40 years, the fourth step, hypothesis testing, involved
performing more experiments to test previously developed data sets. Those tests
resulted in the development of new methods, techniques and the acquisition of
vast amounts of new geophysical data, including paleomagnetic, marine
magnetic anomaly and high-resolution seismic data, which finally convinced
most skeptics. For example, marine magnetic anomaly data, acquired by towing
magnetometers behind ships, are interpreted as recordings of the tracks of
continents as they moved through the ocean basins. More about this later in
Chapter 4.
These new observations have brought us to the fifth step, hypothesis
validation, modification or rejection: Theory Formulation. In the
study of Continental Drift, we have now extensively tested, and continue to test,
the hypothesis of Continental Drift, with the result that the name of the theory
has changed to Plate Tectonics, and our understanding of the specifics of the
original model has been modified. But, as to the basic question, "Were the
African and South American continents at one time connected?", the answer still
stands as YES! Our understanding of the physical and biological worlds will
continue to change as the result of applying the scientific method. In geology we
are constantly modifying our understanding of Earth and its processes, but the
tests we perform are especially difficult, because we can't go back in time to
make our observations. Furthermore, we can't construct continent-sized
experimental models, and many important processes are so slow that it takes
more that a single lifetime to make the observations we would like to make. The
question of continental drift has taken over 100 years to solve, and we are still
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working on the problem! We must make our tests by inference and test our
models based on certain assumptions, which in turn must then be tested. We
assume, for example, that present physical processes are also operating in much
the same way as they did in the past. This concept, the present is the key to the
past, is an important assumption in geology which is constantly being tested. We
now know that in some areas this concept does not hold. For example, we know
the atmosphere, biological organisms and oceans have irreversibly changed
through time, and will continue to change.

Earth History
Due to the development over the last 50 years of radiogenic age dating
techniques, we now know that the age of Earth is 4.56 + 0.1 billion years.
However, before radiogenic dating, scientists thought Earth to be much younger.
Those early age estimates were based on geological observations and the
relationships between rocks and fossils. Called relative ages, those estimates
were based on observation and intuition, with no real knowledge of the time
involved in forming Earth. Today, radiogenic age dating produces absolute
ages for many geological materials. When combined with relative ages, absolute
ages are now leading to a much better understanding of geological processes.

Fig. 2.2: Grand Canyon from the North Rim in Grand Canyon NP
Earth and its history, as interpreted from rocks, has resulted in another
important conclusion, that Earth is dynamic. The evidence is all around us.
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Streams erode deep into Earth leaving spectacular examples of the power of
rivers, such as the Grand Canyon (Fig. 2.2). It is especially obvious when
geological events, such as earthquakes and volcanic eruptions, are constantly
being reported in the papers and on television. volcanic or molten rock
periodically pours forth from many places on Earth, often causing death and
destruction.
Major earthquakes destroy portions of cities, taking lives in the process, and
geologists predict that we can expect more of these destructive earthquakes to
occur. And great mountain ranges such as the Grand Teton Mountains
(Fig. 2.3) in Grand Tetons NP are actively being built and eroded away.

Fig. 2.3: Grand Teton mountains in Grand Tetons NP
Earth's dynamic processes are constantly creating new rocks and destroying
others. The Rock Cycle (Fig. 2.4) is often used to characterize the dynamic
aspect of rock stability on and within Earth. Rocks are made of minerals, the
building blocks of Earth. Minerals are stable when formed, but geological
processes cause changes in mineral stability, thus altering the rocks involved.
Rock burial results in elevated pressures and temperatures, restructuring the
rocks involved and producing a new, metamorphic rock. Further heating can
cause melting thus forming a liquid, magma. Later, when geological processes
bring these materials toward or onto the surface of Earth, the
pressure/temperature decreases, and the magma cools, forming an igneous
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rock. Physical and chemical processes at or near the surface of Earth will
decompose and disintegrate exposed rocks, thus weathering these materials.
The broken up constituents of these rocks can then be picked up and eroded
away. Later the particles will be deposited and then can be reformed into
sedimentary rock. If these rocks are in turn buried, the cycle continues.

Fig. 2.4: The Rock cycle, one of many important cycles active on Earth.

Minerals
Before it is possible to understand the processes active on Earth, it is necessary
to understand the building blocks of Earth. Minerals, composed of elemental
constituents (atoms) that are bonded together, are the building blocks that make
up all rocks. There are thousands of known minerals, but only about 20 of these
are very common and make up most rocks.
All minerals have the same four unique characteristics. They are all (1)
naturally occurring, (2) inorganic, (3) solid, as opposed to a gas or a liquid,
and (4) they are crystalline, that is they have a definite chemical formula and
internal structure. Water is not a mineral because it is a liquid. But if, perhaps on
a mountain-side in Wyoming, the temperature drops below freezing, ice
[H2O], a solid, forms naturally. Because it is inorganic and has a crystalline
structure, ice is a mineral. Clearly, changing temperature or pressure can result
in major changes in Earth's building blocks.
On occasion, there can be some controversy concerning mineral classification.
Minerals are defined as being inorganic, but what about those materials that are
identical in every way with minerals, but have an organic source. For example,
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there is a marine animal, a chitin, that abrades limestone rocks with its teeth that
are capped by the mineral magnetite [Fe3O4]. Even though this magnetite is
precipitated by an animal, as are calcite shells by other organisms, the magnetite
(and calcite - [CaCO3]) is still considered to be a mineral.
Geologists can often identify minerals based on their physical properties. For
example, some minerals are much more resistant to abrasion than others. This
resistance is called hardness, and it was quantified by Moh, a German who
lived from 1773-1839. Moh's hardness scale (Table 2.1) is a relative scale
that aids in mineral identification.
Another useful property in identifying minerals is cleavage or fracture. In
crystalline substances, there may be unique, parallel zones of weakness resulting
from its crystal structure. Calcite and halite (common table salt [NaCl]) are
examples of minerals with cleavage. When a mineral exhibits cleavage, it breaks
uniformly forming flat surfaces or cleavage planes. If the mineral does not
display cleavage, no easy direction of breakage, it will fracture unevenly,
somewhat like glass, exhibiting conchoidal or wavy fracture patterns. A
common example is the mineral quartz [SiO2].

Table 2.1: Moh's Hardness Scale
Hardness Scale
1
2
3
4
5
6
7
8
9
10

Mineral
talc
gypsum
calcite
fluorite
apatite
K-feldspar
quartz
topaz
corundum
diamond

scratched by
fingernail
fingernail
penny
knife blade
knife blade
steel file
steel file
corundum
diamond
nothing is harder

A third mineral property is crystal habit, the external expression (Fig. 2.5) of
an internal crystal structure. Crystal habit can be identified visually, while
crystal structure is determined by x-ray diffraction and is related to the
mineral's chemical composition and internal arrangement of atoms. When
crystals are grown in unrestricted environments (for example in a cavity or in a
fluid), they will develop a specific geometry which is a characteristic of the
mineral. But, if the growing crystals are constrained during growth, they may
take any shape, but this does not affect the orderly internal arrangement of the
crystal. For example, it is clear that in granites, crystals show growth distortion
because they grow from a melt and are forced to compete for available atoms
and space (Fig. 2.6).
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Fig. 2.5: Free formed halite crystals

Fig. 2.6: granite crystals

Twinning, an intergrowth of two or more single crystals, can also be
exhibited by some minerals (Fig. 2.7) and can be somewhat diagnostic. Some
crystal faces may exhibit parallel lines or bands called striations, that reflect
twinning from multiple crystal intergrowths. Different minerals are heavier than
are others, due to a physical property called specific gravity. Basically, specific
gravity depends on how much heavier a rock or mineral is than water, and is

Fig. 2.7: Twinned calcite crystals
given by the ratio, (weight of an amount of mineral)/(weight of equal amount of
water). Specific gravity is similar to density, defined as mass per unit volume,
with units usually given in grams/cm3. Density is difficult to measure precisely
because it is difficult to measure the volume of an irregularly shaped substance.
Consequently, specific gravity has been used by geologists for many years in
helping to identify minerals. For example, in the common sedimentary rock,
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sandstone, sand grains (usually quartz) may be cemented together by different
minerals, but often the cement is calcite, that is relatively light. There are many
instances where the cement is the much heavier iron carbonate mineral, siderite
[FeCO3]- note this formula is similar to calcite]. It is heavier because the iron
ion (Fe) contained within the siderite crystal lattice is heavier than the calcium
ion (Ca) contained within the calcite lattice. When the rock is lifted, its unusual
weight tells the geologist that something different than expected is contained
within the rock, often leading to a search for the explanation.
One property that isn't always very diagnostic in mineral identification is
color because many minerals have many different color varieties or they may
contain small elemental contaminants, like iron, that change the mineral's color.
For example, while emeralds and aquamarines are both gems of different color,
they are both crystalline varieties of the same mineral, beryl. Rubies and
sapphires are another example, where both gems are corundum, mineral 9 on
Moh's hardness scale (Table 2.1). (Note that the calcite crystals in Figs. 2.5 and 2.6
are different colors because of internal iron staining in the twinned crystal in Fig.
2.6.) However, streak, the color of a mineral in powdered form, is more
diagnostic than just using the color of a hand specimen, and can be useful in
mineral identification. Geologists have a small white porcelain plate, called a
'streak plate', that they use to scratch or powder minerals for identification.
Because most of the color is determined by trace impurities of only a few
elements in a mineral, the streak allows the human eye to better distinguish the
primary, more diagnostic color in the sample.
Other properties include luster, reflection of light from a mineral's surface,
magnetism, fluorescence, solubility and taste. Simple tests based on these
properties can be performed, even in the field, to help geologists in mineral
identification. The expression 'suck it and see' allows a geologist to determine if
the mineral is a salt. A magnet can be carried into the field and will pick up small
fragments or grains of the magnetic minerals, such as magnetite. Geologists
almost always carry a small squeeze bottle containing dilute hydrochloric acid
[HCl]. A drop of this acid when dripped on a rock may make it rapidly
effervesce. If this happens, the geologist knows that the rock is a limestone, a
sedimentary rock made primarily of calcite, which rapidly fizzes (dissolves)
when exposed to HCl. Taken together, all these physical properties make it
possible to identify many minerals in the field simply by careful observation.
An interesting characteristic of some minerals is that they have the same
chemical composition, but exhibit a different crystalline structure. This property
is called polymorphism and one of the best examples is that of diamond [C]
versus graphite [C]. Both minerals have the same chemical composition, only
carbon atoms are present, but clearly they have a very different crystalline
structure. It is this structural difference that makes diamonds valuable as a gem
mineral and graphite valuable as a lubricant.
In those instances where it is very difficult to identify minerals in the field,
samples must be brought into the laboratory for identification. The principal
mineral identification methods are based on optical properties, using
microscopes, or by x-ray diffraction, where x-ray diffractometers characterize the
unique crystallinity of minerals in powdered form.
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The Building Blocks of Minerals
The building blocks of minerals are elements that are composed atoms
with a nucleus at the center, containing protons (positively charged) and, in
all but the common variety of hydrogen, neutrons (no charge). Surrounding the
nucleus, like planets around the sun, are orbiting electrons (negatively
charged). We place elements in order on the Periodic Table of Elements
(Tables 2.2, 2.3) based on their atomic number, the number of protons
contained within the nucleus. The atomic weight of an element is based on the
number of protons and neutrons within the nucleus of the atom. Oxygen, for
example, is element number 8 on the Periodic Table because it has eight protons
in the nucleus. To denote the atomic number, we would write it as O8. Usually
oxygen also has eight neutrons in the nucleus giving it an atomic weight of 16,
formally yielding 16O8, but the 8 is generally dropped because we know that all
oxygen ions have eight protons. In some instances, oxygen has different numbers
of neutrons than 8 in its nucleus,

Table 2.2: Periodic Table of Elements

increasing or decreasing its atomic weight. These atoms of oxygen, with different
numbers of neutrons are called isotopes; two important ones in isotopic
studies are 16O and 18O. The addition of a neutron or two doesn't change the
atomic number of the element, and therefore its place on the periodic table
remains the same. But the atomic weight does increase. However, if a proton
were added, the element number (atomic number) as well as the mass (atomic
weight) would change, creating a new element. Isotopes can be very useful in
studying Earth processes. For example, 18O when contrasted with the normal
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isotope of oxygen, 16O, has become very important in a number of areas in
geology and geochemistry, including studies of ancient climates. Other isotopes
are important in isotopic dating, and some of these will be discussed in Chapter
3.
If the number of electrons orbiting an atomic nucleus is the same as the
number of protons in the nucleus, then the negative and positive charges
associated with these particles are balanced, yielding no net charge. However, if
the atom has an unbalanced number of electrons or protons, the atom will have a
charge and it is called an ion. The mass of the atom remains the same if electrons
are added to the electron cloud around the atom, because electrons are so small
that their effective mass, relative to the mass of the nucleus, is zero. Therefore,
just because an atom has a charge, it doesn't change the atomic weight or the
atomic number, and therefore it doesn't become a new element or even an
isotope, unless a proton or neutron is lost or gained by the nucleus, or changed
by the addition of an electron TO the nucleus. If the ion has a negative charge
(extra electrons) then it is called an anion. Conversely, positively charged ions
(fewer electrons than protons contained within the nucleus) are known as
cations.
Minerals are formed by combining anions and cations that balance each
other's charges. For example, the element sodium [Na] is a cation with one
missing electron. Chlorine [Cl] is a anion with an extra electron orbiting the
nucleus. These two ions can balance each other's charge and bond together to
form sodium chloride, the mineral halite (common table salt; Fig. 2.8) by
the chemical reaction (Eq. 2.1),
Na+ + Cl- = NaCl .

(2.1)

Fig. 2.8: The mineral halite, NaCl
This is the mineral shown in Fig. 2.5. It requires the proper concentrations of
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Table 2.3
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ions, and the mixing needs to occur within proper temperature and pressure
ranges for specific minerals to crystallize. For example, if the temperature is very
hot, the mineral ice will not crystallize. The size of the combining ions is also
important. For example, in the case of the mineral halite [NaCl], the small
sodium cation fits nicely between the much larger chlorine anions (Fig. 2.8).
Minerals can crystallize from a liquid after evaporation has concentrated the
ions in solution, which accounts for the development of cave formations and the
crystallization of the mineral calcite. They can also form from melts or magmas
as a result of cooling. Newly developing crystals within a liquid, growing at the
same time as other crystals, compete for available space, thus forcing growthshape modifications on individual crystals (the feldspar [white], quartz [light
gray] and biotite [black] minerals in the granite sample in Fig. 2.6).
Crystals are destroyed by removing atoms or ions from crystal faces. This can
result from dissolution by a solvent such as water (licking halite-salt will do it,
leaving Na and Cl ions in solution on your tongue), by melting at high
temperatures, or by changing the pressure/temperature stability in some other
way.

Rocks
Rocks are composed of constituent minerals and named based on mineral
composition/texture, or how the constituents were put together. For example,
a granite (Fig. 2.6), has as its main mineral constituents quartz and feldspars
with minor amounts of other minerals, such as mica (biotite or muscovite plates of muscovite are transparent, can be very large and are mined and cut into
sheets for candle lanterns) and hornblende. Such igneous rocks are the result of
crystallization from a hot liquid or magma, have intergrown crystals, and are
usually medium to coarse grained. Most rocks contain only a few of the 20 most
common minerals, and some are composed of just one mineral. For example,
limestones, very common all over the world, are composed mainly of the mineral
calcite.
All rocks may be divided into three groups, (1) igneous rocks that were
crystallized from a magma, (2) sedimentary rocks composed mainly of the
redeposited fragments of other rocks and cementing mineral constituents, and (3)
metamorphic rocks formed by alteration of other rocks at elevated
temperature and pressure. (These rocks are illustrated in the Rock Cycle shown
in Fig. 2.4.) The main constituent minerals in igneous rocks are quartz, feldspars,
micas, and ferromagnesians, minerals containing iron and/or magnesium. In
sedimentary rocks, the mineral constituents mainly include quartz, carbonates,
clays, halite, gypsum, and feldspars. And in metamorphic rocks quartz,
feldspars, micas, ferromagnesian minerals, garnet, and chlorites are the
characteristic minerals. Igneous, sedimentary and metamorphic rock types will
be discussed in detail in later chapters.

Silicate Minerals. The most abundant minerals are the silicate minerals which

form 95% of Earth's crust. All silicate minerals contain some form of the
[(SiO4)-4] complex ion (Fig. 2.9), called the silicon tetrahedron, as their
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anion. The silicon tetrahedron also explains the great abundance of silicon and
oxygen in Earth's crust. An interesting example of a silicate (ferromagnesian)
mineral is given in the following chemical equation, where magnesium [Mg} or
iron atoms as cations combine with the silicon

Fig. 2.9: The silicate tetrahedron
tetrahedron to produce the mineral olivine (Eq. 2.2). Ferromagnesian minerals
like
(Mg, Fe)2(+4) + SiO4(-4) ---> (Mg,Fe)2Si O4

(2.2)

olivine tend to darken the color of rocks in which they are constituents. Silicate
minerals are grouped based on how the tetrahedrons are arranged, and the
crystalline structure exhibited is due mainly to the efficient packing produced by
the small silicon atom being enclosed by four big oxygen atoms (Fig. 2.9). The
result is that some silicate mineral groups, such as the pyroxenes, form single
tetrahedron chains, others including the amphiboles form double chains,
and still others form sheets (Fig. 2.10). In micas and clays, the sheet silicate
structure explains why these minerals easily part or cleave into plates. On the
other hand, some of the silicate minerals form a 3-D tetrahedron
framework. Quartz, which falls into this category, does not exhibit cleavage.
However, some 3-D framework silicates, like feldspars, major constituents in
granites, do exhibit good cleavage.
Minerals are classified by their anions. Other important mineral groups
include the oxides, including magnetite [Fe3O4}, the sulfides, like pyrite
[FeS2], carbonates, with calcite being most abundant, and sulfates, including
minerals like gypsum [CaSO4 . 2H2O]. In addition to being a sulfate mineral,
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Fig. 2.10: Structure of the silicon tetrahedrons in various silicate mineral
families.
gypsum is also known as a hydrated mineral because it contains water as part
of its crystal structure. There are many known examples of hydrated minerals.
Gypsum is very important to the construction industry in the United States
because it is used in the manufacture of sheet rock or wall boards. If gypsum is
heated, it will lose its water and a new sulfate mineral, anhydrite [CaSO4]
results.

REFERENCE:
Deer, W.A., Howie, R.A., and Zussman, J. 1983. An introduction to the rock forming
minerals. Hong Kong: Commonwealth Printing Press Ltd.
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Chapter 3: Dating Earth
The science of geology deals with the interpretation of how and when Earth
formed, and how it changes. That means that geologists are concerned not only
with modern processes, but also with how those processes are recorded in the
geologic record, and ultimately the age of rocks on Earth. Today, and for the last
100 years, we have been able to directly date many types of rocks, deriving
absolute ages for Earth materials. But early geologists did not have these
modern techniques, and instead had to deal with how things were related to
each other. From these relationships, they were able to derive relative ages for
geologic materials.

The concept of time
There are many direct measures of time. For example, the human heart beats
at a relatively constant rate that can be measured. Swings of a pendulum are
used in some clocks. But a standard for time was needed to provide the extreme
accuracy required in today's highly technical world. In response to that need, the
second was redefined in 1967, and is now based on the atomic cyclic vibrations of
a cesium atom, one second equals 9,192,631,770 vibration cycles of cesium.
Other measures of time, like Earth's daily rotation, the day, are variable,
lengthening by 1 second/year. We now know that 1.5 billion years ago, the day
was only 11 hours long. And based on daily growth rings in ancient fossils, such
as corals, we have determined that 400 million years ago, the day was 20 hours
long. This change in Earth's rotation rate is due in part to the moon's
gravitational pull slowing Earth. Other familiar measures of time involve a single
rotation of the moon around Earth, a Lunar month and one orbit of Earth
around the Sun, a year. All of these measures of time show up indirectly in the
rock record.
Fig. 3.1: Bristlecone Pines
(white trunks with
surface root systems) in
Great Basin NP. These
trees can live to be over
5000 years old and live at
very high elevation
where there is relatively
poor weather. A different
variety, Rocky Mountain
Bristlecone Pines also live
at high elevation, but
their life spans only 23,000 thousand years.
Florissant Fossil Beds
NM has a very large one.
There are also much less precise measures of time. For example, because Earth
is inclined on its axis, yearly climatic cycles are seasonal, yielding yearly growth
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cycles. The seasons produce growth rings in trees, such as the bristle-cone
pines, found in Great Basin NP and elsewhere in the southwestern part of the
U.S. (Fig. 3.1). They are the oldest living organisms. Some have been alive for
more than 5,000 years, and they can be used to calibrate 14C dates (discussed
later in this chapter). Seasonal variations are also reflected in growth rings
produced by animals, including clam shells (Fig. 3.2) and fish scales.
Fig. 3.2: Growth bands on a
scallop used in a capture and
release experiment. This is one of
400 individuals captured,
painted for identification and
released to monitor how far it
would swim in a year and in
what direction. The dark band
represents the size of this
individual when it was captured
and painted. In the year during
the experiment, the animal grew
the half of the shell on the right.
Bands like this are seen in
human fingernails after periods
of extreme stress or illness. Stress
produced by cold temperatures
or drought can cause growth
lines in animal’s and in some
instances can be used to indicate
seasonal/yearly variations.
Seasonal changes can result in light and dark banded sedimentary sequences
called varves, that result from winter/summer, or high/low erosion cycles
often found in association with glacial lakes or sediments deposited from glacial
erosion. Varves have been shown to represent cyclic variations dating back to
~15,000 years. Growth cycles are also found in cave formations, like those
discovered in cores drilled from large standing cave formations in Carlsbad
Caverns NP (discussed in Chapter 13), some going back more than 100,000 years
(Figs. 3.3; 3.4). In Fig. 3.3, scientists stand by an electric drill during sampling of a
large standing column in Carlsbad Cavern. The results of some of his efforts are
illustrated in Fig. 3.4. In these cores, a few growth bands can be clearly seen
(white stripes in Fig. 3.4). One important result emerging from such studies of
many different types of materials, is that we now know that seasonal variations,
resulting in part from atmospheric changes, have been occurring for a very long
time, indicating the presence of an atmosphere in early Earth history.
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Relative Dating Techniques
Relative dating techniques were the only way that early geologists were able
to estimate the age of Earth and of geological materials. It was not possible, using
those techniques, to resolve the actual age of rocks, but rather to determine if one
set of materials was older or younger than another. While this doesn't seem like
much information, if enough observations are available, and if the processes
responsible

Top: Fig. 3.3. The 'Texas Toothpick', a
large column drilled in Carlsbad Caverns
N.P., in Lower Cave in Carlsbad Cavern at
the end of the Big Room Trail. Researchers
are monitoring the electric drill they have
built and set up to collect long cores
drilled through the cave formation. These
cores are shown in Fig. 3.4. The drill is
attached with wires to the column, and the
white in the photograph are cloth sheets
designed to protect the column. The
brown apron around the Texas Toothpick
is a calcite flowstone layer formed by
excessive water that formed the column
and overflowed to form the calcite drape
surrounding the column. The formation of
calcite in caves and other caves in the Park
System are discussed in Ch. 13.
Bottom: Fig. 3.4. Two cores drilled from
the Texas Toothpick (above) that illustrate
the white growth bands produced by
changes in climate. These cores were then
carefully sampled at very close intervals
and isotope geochemistry and U-Th dating
techniques applied. Results for some of
this work are reported by Brook et al.
(2006).
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for the formation of rocks are understood, then estimates of Earth history are
possible. If the rates of processes are known, then it is possible to make estimates
of the age of Earth or date rock sequences. There are many problems with these
assumptions, such as the problem of missing beds due to erosion or nondeposition.
Relative dating is based on several general relationships. The first, the
Principle of Superposition (established by Niels Stensen - Steno, in the
15th Century), states that in a layered sequence, younger sedimentary rocks,
called strata, are deposited over older rocks unless these rocks have been
deformed and/or overturned. It is also recognized that not all time may be
represented by sedimentary sequences or beds. In stratigraphy, the study of
successions of sedimentary materials, the Principle of Cross-cutting
Relationships (also from Steno), where an older rock layer is cut by one
younger, are important (Fig. 3.5. a,b).
Fig. 3.5. (a) and (b): Crosscutting
relationships in rocks illustrating
younger versus older relationships. The
oldest units are labeled 1, with higher
numbers progressively younger.
Fig. 3.5. (c): Sandstone (Ss) eroded and
fragments incorporated in the overlying
limestone (Ls), followed by tilting of the
units.
These interpretations follow from Steno's
principles in stratigraphy - the concepts
that are applied are:
1. Superposition;
2. Cross cutting relationships;
3. Original horizontality (where
sediments are originally lain down
horizontally);
4. Lateral continuity (where
sedimentary succession are laterally
continuous).
An example of cross-cutting occurs when igneous magmas, called dikes,
push their way into and intrude already existent beds. Buried surfaces of erosion
or non-deposition, called unconformities, complicate relative dating by
removing portions of the rock record. Many examples of this are evident in
national park areas, and some of these will be discussed in following chapters.
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Other important relationships include rock fragments that are older than
the rocks containing them (Fig. 3.5. c), order of growth (younger materials
growing on older rocks; observed in reefs and cave formations), and
landscapes, where cut and fill structures are younger than beds that have been
cut. Along faults (Fig. 3.6), breaks in Earth's crust, motion occurs in rocks that
are older than the fault. These cross-cutting relations are useful in reconstructing
past Earth motion by realigning offset beds that can be identified on both sides of
the fault. All relative dating techniques are based on careful observations and
interpretations.

Fig. 3.6: Normal fault
offsetting distinctive layers in
igneous ash-flow tuffs.
These materials are blown out
of volcanoes as fine particles,
essentially a hot gas cloud
filled with fine particles
moving at high speeds across
the ground and eventually
settling out and cooling.
Illustrated here are several
eruptions represented by the
layers of different colors.
These are offset across the
fault, and because they
represent a similar sequence
on both sides of the fault they
can be traced, often for long
distances. This similarity can
be used to estimate the
amount of offset along the
fault, by matching the beds.
An important aspect in developing an understanding of Earth history is being
able to demonstrate a relationship between two localities using some sort of
physical correlation method. This can be done using very local or small scale
indicators, such as key or marker beds, that exhibit unique characteristics in
what are generally thin sedimentary beds. Individual beds may exhibit physical
similarity, or a sequence of beds can exhibit systematic similarities that can be
traced over short distances ( as illustrated in the beds in Fig. 3.6). Such
correlations assume that the beds being correlated are laterally continuous, but
unlike the case presented in Fig. 3.6, for most sedimentary beds, these beds may
not necessarily be the same age. For example, in the past along coastal North
American, sea-level has fluctuated quite a bit. At ~18,000 years ago, the time of
the last major glaciation, sea-level was more than 100 m lower than it is today.
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This change occurred because vast amounts of water from the oceans were tiedup in ice on continents, thus the lower sea level. Like a tide running out, this
lowered sea-level exposed the continental shelves around the world, and
new beaches where formed where in the past, deep water was present. As the ice
melted, sea-level rose and the beach zone, with its accumulating sand, moved
inland, up along the continental shelves until it reached its present point. In the
deeper water in front of the beach, finer grained sediment was deposited. If we
were to drain the ocean, and dig a trench from a modern beach off shore to
encounter the beach that existed ~18,000 years ago, we could then trace a
continuous thin bed of beach sand, from today's present beach to the lower level
where the 18,000 year old sea-level stood. Clearly, this sand bed would not
represent material that was everywhere the same age, but everywhere along it, it
would look the same - like beach sand. This exposed layer would represent a
time-transgressive bed, a layer of similar material being deposited over a
long period of time in response to sea-level rise or fall.
Regional correlations are also possible, using techniques such as tracing
layers identified from seismic reflections. Here, small man-made explosions,
or other causes, produce vibrations that bounce off layers within Earth and the
vibrations are recorded like sound waves. Patterns of these reflectors are used to
delineate subsurface sedimentary layers. The method is extensively used in oil
and gas exploration (Fig. 3.7) and allows correlations over long distances.

Fig. 3.7: A seismic survey where reflections off subsurface beds allow
scientists to build a picture of subsurface layers.
Key beds with unique characteristics can often be traced for long distances
and in some cases can be useful in regional correlation, as can certain unique
fossils known as guide or index fossils. Guide fossils are common, easy to
identify, and generally represent an organism that lived only for a short period
of time. A group of fossil remains, called fossil assemblages, with
overlapping ranges can also serve for regional correlations. Some of the most
useful fossils are represented by successive evolutionary stages of organisms,
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such as horses in North America, where extensive fossil remains, representing
detailed evolutionary changes through time, have been recovered and
documented (Fig. 3.8).

Fig. 3.8: Examples of Cenozoic horse guide fossils, which can be used to
correlate beds from one locality to another. Because of the large numbers of
species and the short length of time each existed, horses are useful in
developing relative ages for the sediments containing these fossils.
Horse fossils found anywhere in North America, or elsewhere in the world,
can be compared to a standard or composite sequence, made from our
records of all such fossil discoveries, to estimate relative age, or the time when
these animals migrated from one continent to another, or when they disappeared
from a specific continent (Fig. 3.9). For example, Fig. 3.9 indicates that horses
were first identified on the North American continent, but went to extinction
here in the Pleistocene Epoch (Table 1). However, during the Pliocene
Epoch they found a pathway to Europe and Africa, where they survived. The
horse was then reintroduced into North America during the 16th Century
Spanish conquests.
On a global scale, there are a few excellent correlation methods. Some guide
fossils/assemblages, such as organisms that float in seawater, or airborne
pollen, can be used for global correlations. In rare cases, key beds are also
useful. An example is represented in a unique, thin clay layer, rich in the
element iridium found only in abundance in extraterrestrial materials. This
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iridium clay appears to have been deposited globally ~65 million years ago as
fallout from a bolide (comet, meteorite or asteroid) impact. That impact event is
thought by many geologists to have killed off the dinosaurs and other fossil
groups, but it is the source of one of today's controversies in geology. One such
bolide is believed to have struck in the northern portion of Canyonlands
National Park (Chapter 12) sometime during the Cretaceous.

Fig. 3.9: The global distribution of horces from the Paleocene Epoch through
recent times. Charts such as this allow paleontologists to characterize when
and where different organisms existed.
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An important, global, relative dating method is based on changes in Earth's
magnetic field. Today, the field is normally magnetized and a compass needle
will point toward the North magnetic pole of Earth. Such changes, or reversals,
are characterized by a 180 degree shift in magnetic field direction, declination,
and a shift in the inclination of Earth's magnetic field lines (Fig. 3.10) from
positive to negative or vice versa. For example, today, near Mammoth Cave
National Park, Kentucky, Earth's magnetic field has a declination of ~0 o and a
positive inclination. That is, a compass needle will point generally toward the
North geographic pole of Earth, and the needle tilts down a bit toward the pole.
However, in the southern hemisphere, inclination today is negative, and the
needle will tip up a bit. As it happens, this field has changed its polarity many
times in the past (Fig. 3.11). Before ~780,000 years ago, Earth's magnetic field
had a reversed polarity, with a declination, near Mammoth Cave, of ~180 o and
a negative inclination. That is, the compass needle would have pointed toward
the south geographic pole of Earth, and the tilt of the needle would have pointed
up a bit.

Fig. 3.10: Earth's magnetic field during times of normal and revered polarity.
Shifts in Earth's magnetic field have been going on for billions of years. When
the magnetic field changes, the effects are seen everywhere on Earth at the same
time, thus they are globally synchronous, and these magnetic polarity changes
have been recorded in rocks, producing ordered sequences that have been dated,
to which unknown magnetic data can be compared. Thus, magnetic polarity
sequences can be used for relative age estimates. Isotopic dating techniques
(discussed later in this chapter) have made it possible to assign absolute ages to
these sequences. The resulting polarity time scale (Fig. 3.11) can be used to
determine ages for rocks that can't be dated using other methods.

Inner and outer Van Allen Radiation Belts
Two important questions that have been asked concerning magnetic polarity
reversals are, "When Earth's magnetic field reverses, do the Van Allen
Radiation Belts (Fig. 3.12), that are supported by Earth's magnetic field,
collapse onto Earth?" and "If so, do mass extinctions of organisms occur as a
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result?" The reason these are important questions is because the Van Allen
Radiation Belts prevent very high-energy particles from the Sun from hitting the
surface of Earth directly.

Fig. 3.11: Polarity record (Polarity
Chrons) for Earth’s magnetic field
over the last 24 million years, from
the Holocene to the Late Oligocene.
The black bars represent normal
polarity while the white bars
illustrate reversed polarity.

Instead, these particles, called the Solar Wind, collect in the Van Allen
Radiation Belts and overflow along the magnetic field lines of Earth toward the
poles. The Northern and Southern Lights are the result. Without the Van
Allen Radiation Belts, the Solar Wind would strip the atmosphere from our
planet and the particles would impact the surface directly, killing most life on
Earth.
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Geophysicists argue that the answer to both of these important questions is
probably NO. When Earth's field goes through a reversal, other magnetic field
elements that are independent of Earth's main field support the radiation belts.
This may be a lower level of support, but it should be sufficient to protect life.
Other factors appear to have been more important causes of mass extinctions.

Fig. 3.12: Inner
and outer Van
Allen Radiation
Belts In the last
30 years a new
set of belts was
discovered. Also
given are Earth's
magnetic field
lines

Another recognizable globally synchronous effect is related to erosion caused
by sea-level changes. A great deal of water is tied up in ice on Antarctica and
on Greenland. Slight changes in global temperature can melt this ice or tie up
more water on the continents through evaporation and snow accumulation,
resulting in global sea-level changes. Changing shorelines, due to sea-level rising
and falling, produced by glaciation and/or continental uplift, causes
onshore/offshore migration of beaches, and continental shelf erosion that can be
recognized in the rock record. Systematic sequences representing these changes
have been globally correlated.

Absolute Dating
Most rocks were formed during discrete events in time, but they do not
represent continuous geological processes that are directly datable. However,
over the last 100 years, isotopic dating techniques have made it possible to
obtain ages in years for many kinds of rocks. After radioactivity was
discovered by Becquerel in 1896, geophysicists began to work on dating rocks.
This was first successfully done by Rutherford in 1904. The first good dates
were published by Arthur Holmes in 1911-13. Now, in conjunction with
relative techniques, much of the geologic record is datable. Many rock types
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contain radioactive isotopes that have spontaneously decayed to other isotopes
since their origin. This change results in a continuing conversion of a small
amount of the original radioactive isotope, the parent, to a stable daughter
isotope, by emission or capture of particles (protons, neutrons and electrons)
from/by the nucleus of the parent. Isotopic dating is based on measuring the
parent/daughter ratio of isotopes whose decay rates are known, and requires
very sophisticated instruments, primarily mass spectrometers, to make the
measurements. The concept of a half-life of a radioactive isotope is important
in dating and represents the time it takes for half of the parent isotope to decay to
an equivalent amount of a daughter isotope (Fig. 3.13).

Fig. 3.13: (a) decay of a radiogenic parent mineral, and (b) Buildup of a
daughter product.
The half-life is based on the rate of decay of the parent isotope, determined
from a physical constant called the decay constant, and is different for each
radioactive isotope. If the half-life of an isotope is very long, such as with the
isotopes of uranium [U], then it is possible to date rocks that are very old, rocks
that may have been formed when Earth was very young. However, if the half-life
14
is very short, such as in the case of C, then almost all of the parent isotope will
have disappeared within 40,000 years of the formation of the radioactive carbon.
Certain assumptions are also important in dating. The method usually requires a
closed system, that is, no parent material or daughter product can have left or
been added to the system. For that reason, the freshest possible rocks are chosen
for dating, and these are carefully analyzed to detect, if possible, whether the
parent/daughter isotopes have been added, lost or altered. Only certain
minerals, such as zircons, are analyzed because these minerals contain
radioactive isotopes [U] and usually provide a closed system for dating.
Isotopic dating techniques (Table 3.1) are used for a number of different
purposes. For example, minerals within very old, usually igneous rocks can be
reliably dated using uranium - lead [U-Pb], thorium-lead [Th-Pb],
samarium-neodymium [Sm-Nd], rubidium/strontium [Rb-Sr] or
potassium/argon [K-Ar; Ar-Ar] dating methods, and provide estimates of
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the age of Earth. This is possible because these transformations have long halflives and the parent isotopes decay very slowly, allowing dating of very old
rocks. However, 14C is good for dating (Fig. 3.14) only the very recent geologic
past because the decay rate of 14C, the parent, is very fast, with a half-life of less
than 6,000 years. 14C is produced in the upper atmosphere from 14N by cosmic
radiation from the Sun. During photosynthesis it is then taken into plants as CO2,

Fig. 3.14: 14C dating.
The method depends on
the production in the
upper atmosphere of
14C from 14N,
consumption by plants
and/or animals of the
14C, and then decay of
14C after death of the
organism back to 14N.
The rate of decay is fixed
by the half-life of 14C,
and the ratio in a sample
of 12C/ 14C yields the
age of the sample - up to
~40,000 years where too
little 14C remains to
measure properly.

and into animals when the plants are consumed. As long as the organism is alive,
14
14
this C is constantly being replaced, but after death, the C begins to decay to
14
14
N. The radioactive disintegration rate of C can be counted with a detector to
14
12
14
give an estimate of the C present, and the C/ C ratio can be used to give an
14
estimate of the length of time since death of the organism. In C dating, tree
14
rings from bristle cone pines (Fig. 3.1) have been used as a check on C ages.
14
There are a number of assumptions in the method, including that C production
has been more or less constant through time. In most cases, these assumptions
may not be valid. For example, it is assumed that the atmosphere has had the
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14

same C concentration in the past as now, but we know that slight variations in
14
the production of C have occurred. Thus, a number of corrections are necessary
to reduce the errors in this dating method.

Table 3-1: Age Dating Techniques

Useful Age Ranges for Earth Materials
A. Stratigraphic Chronology
Relative age where sediments exist
B. Rate Processes
1. radiogenic isotopes
a. 87Rb-86Sr
7 Ma - 4.6 Ga
b. 14C-12C
0 - 100 K using AMS dates
40
39
c. K- Ar
100 k - 4.6 Ga
d. 235/238U-207/206Pb
10 - 4.6 Ga
232
206
e.
Th- Pb
10 - 4.6 Ga
147
143
f.
Sm- Nd
10 - 4.6 Ga
2. Decay rate and other dating methods
a. Fission Track
70 K - 1.0 Ga
b. Thermoluminescence
3 K - 1.0 Ga
c. Electron spin resonance
3 K - 300 Ma
3. Geologic
a. Sedimentation
Relative age where sediments exist
4. Chemical
a. Pedogenic soils
0 - 2 Ma
b. Weathering
0 - 65 Ma
c. Obsidian hydration
50 - 250 K
5. Biological
a. Racemization of Amino Acids 500 - 10 Ma
b. Dendrochronology
0 - 10 K
C. Evolutionary Processes
1. Paleontology
10 K - 600 Ma
2. Palynology
0 - 500 K
D. Phenomenological Dating Techniques
1. Paleomagnetism
0 - 600; older in selected areas
2. Ash Layer Fingerprinting
0 - 70 Ma
Note: The abbreviation Ga = billions of years; Ma = millions of years; K = thousands of years

Table 3-1, represents the common age dating techniques employed in
geological studies. These techniques are continually being tested and compared,
and estimates of half-lives and decay constants are being reevaluated as better
instrumentation becomes available. Importantly, as a result of this work, we
now know that when the results of different dating techniques with very long
half-lives are compared, measurements on different rocks from different
continents measured in different laboratories using different isotopic dating
methods yield essentially the same age for Earth. This is true even though a wide
range of decay constants are used on rocks which were formed as the result of a
broad range of mechanisms. These results clearly indicate that isotopic dating
works! In addition, when these results are compared with the Geologic Column,
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they are consistent with age chronologies developed before absolute age dating
was possible.

The Geologic Column and the Geologic Time Scale
During the 15th, 16th and early part of the 17th centuries, as geologists began
to gather more and more relative age information about stratigraphic and fossil
sequences, a global pattern began to emerge. Extremely important to these
developments was the work by Steno that we have already discussed. Building
on this and other important research, William Smith, an English surveyor,
discovered that assemblages of fossils appeared to be stratigraphically unique,
and that these assemblages could be used to map rocks over large areas.
Therefore, using these Faunal Assemblages, he was able to map all of
England, Wales and part of Scotland. He did this all by himself, at a time when
there were only trains, boats and horses for transportation. His map, published
in 1815, was duplicated by the British Geological Survey. Using all their
resources and people, it took them 154 years to produce their map, so in 1969
they published a map of Britain that was essentially a duplicate of Smith's map.
Smith's work was possible because he recognized that layers (strata) contained
fossils that were changing with time, new ones were appearing and old ones
were going to extinction. He understood that these fossil assemblages were
unique and did not occur at any time before or after their unique assemblage.
Geologists were recognizing discrete, short, but distinctive rock sequences and
trends in geologic time and were trying to group these within longer time
sequences in Earth history. When others saw Smith's work, they realized almost
immediately that this was the basis for naming geologic time, and just 7 years
after the publication of Smith's map in 1815, the first two geologic periods were
named in 1822, the Carboniferous and the Cretaceous. Rapidly over the next
15 to 20 years, the geologic column was built, with most of the early work being
done in Europe, as an answer to the most difficult question confronting
geologists, "How do we subdivide geologic time?" The rocks in these new
'periods' are recognized on a global scale. The first diagram illustrating this
information was published by an American, James Dana, in 1862 (Fig. 3.15).
The Geologic Column was finished by 1879 with the definition of the
Ordovician Period. It represented the fossil record as the world's geologists
knew it, and it has been modified a bit throughout the last 200 years. But the
basics of the pattern have remained the same. As a result of thousands of
publications, the Geologic Column and the fossils at the genus level that were
used to establish it, no matter where they are from on Earth, we know where
those fossils fall in time. For example, we know that after the Permian Period,
there are no trilobites (Fig. 3.16) in the fossil record; they went to extinction at
the end of the Permian.
When we take the pattern represented by the Geologic Column, and add
absolute dates to it, dates that we have been accumulating for the last 100 years,
the result is what we call the Geologic Time Scale (Table 3-2). The beauty of
combining the dates that we now have from absolute dating, with the Geologic
Column that we developed exclusively from fossils, is that both were
independently built by different people at many different times and from many
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Fig. 3.15: Dana - Geologic Column - 1862 - US Geology Textbook

different universities and labs. The result is that both the Geologic Column and
the Geologic Time Scale agree with each other! However, there are still gaps in
the fossil/rock record, which geologists are working to fill. This work is directed
toward improving the time scale. For example, new information from rocks that
are from the Neo-Proterozoic Era has resulted in the definition of three new
time periods, the Ediacaran, Cryogenian and Tonian periods (Table 3-2).
The addition of these new geologic periods represents a major change in our
understanding of rock sequences over the last century. In contrast to the present,
in the middle 1800's, geologists believed that all time before the Silurian
Period (Fig. 3.15), known as the Azoic, was a time of no life (Fig. 3.15)!

Fig. 3.16:Trilobite - sometimes they are big, but 80% are microscopic.
Table 3-2 is designed to give a useful Time Scale for individuals reading this
book. However, working geologists use the much more complex Geologic Time
Scale that is given in Table 3.3. Here, the Stage is the most important geological
unit that is used to define geologic time. The term GSSP (Global Boundary
Stratotype Section and Point) and small 'golden spike ' in that column refer
to those times where geologic time has been formally redefined. The first of these
GSSPs was defined in 1972, and as you can see, there are still many more that
need to be defined (Table 3.3). Basically, the GSSP is a place somewhere in the
world, where that 'Stage' has been defined. A geologist can go to that location
and put a finger on the 'Point' where the new stage begins. There are three
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Permian GSSPs in Guadalupe Mountains NP, and in Fig. 3.17, Ranger
Gorden Bell, a paleontologist park specialist with a PhD in geology, is examining
one of these, the Middle Permian Roadian-Wordian GSSP (see Table 3.3; Ref:
Ellwood et al., 2013). When studying geology, it is very important to know the
Geologic Time Scale (Table 3-2), because an understanding of relative ages is
critical to understanding the sequence of geological processes responsible for
forming rocks. The Geologic Time Scale is the framework to which all geological
history is tied. As we go through this text, if you already know the 'Time Scale' it
will be much easier to understand the material in the rest of the book.
Fig. 3.17: The
Permian
RoadianWordian GSSP
in Guadalupe
Mts. N.P.,
Texas. Park
Ranger Bell, to
the right, is
pointing at the
'Point' where
the Roadian
ends and the
Wordian
begins; with
colleague.
See Table 3.3
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Table 3.3

Chapter 4: Earthquakes and Plate Tectonics
Earthquakes
Earthquakes are the sudden release of energy that occurs in response to
rupture of Earth along a fault. These Earth ruptures produce vibrations or elastic
disturbances called seismic waves that originate at the point of release of
energy within Earth, called the focus (Fig. 4.1), and propagate throughout
Earth. Most foci are shallow, usually less than 15 km, but earthquakes can occur
to depths of nearly 700 km (deep focus earthquakes). The point on the surface
above the focus is known as the epicenter. Recordings of seismic waves, called
seismograms (Fig. 4.2), are obtained using instruments called seismometers
(Fig. 4.3).

Fig. 4.1:
Earthquake
energy release
along a fault in
the subsurface.

Fig. 4.2: Seismograph showing P, S, and surface wave first arrivals.
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We can determine the focus and epicenter of an earthquake by triangulation
of seismographs situated at different locations around Earth (Fig. 4.4). Records
of wave arrival times at seismographs tell how far they have traveled from the
earthquake epicenter, but not the location of the epicenter. It could lie anywhere
along a circle with a radius from the seismometer determined by the
seismograph travel time. Three records are needed to locate the epicenter,
determined by the intersection of the three circles (Fig. 4.4).

Fig. 4.3: Seismometer
used in the detection
and recording of
seismic (earthquake)
energy (waves).

Fig. 4.4: Location diagram illustrating how epicenters can be identified.
Seismographs at three localities can identify how far the earthquake waves
have traveled, but not from which direction. By looking for intersecting circles,
the epicenter can be determined.
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Seismic waves can travel through the solid Earth (body waves) or along
surfaces of beds (surface waves) as well as the surface of Earth. There are two
types of body waves. The first, a P wave, travels as a push-pull wave as it moves
through Earth, where the 'P' stands for primus or primary (Fig. 4.5). These
waves move by alternating
Fig. 4.5: Three general types
of seismic (earthquake)
waves showing particle
motion of the various
waves.
(a) P wave (body wave)
(b) Surface wave
(c) S wave (body wave)

between compression and dilation, with a push-pull type motion. The second,
shear or S waves (secundus or secondary), travel by up and down, or back
and forth shearing motion through Earth. P waves travel the fastest, and S
waves, besides being slower, can't pass through liquids. Differences in
properties between these two types of body waves provide evidence of the
internal structure of Earth. Also useful is the fact that seismic waves are
refracted (bent) and reflected at boundaries within Earth due to density
differences across these boundaries. The reflected characteristics of seismic
waves, generated artificially, are very important in oil exploration (Fig. 3.5).
Other types of seismic waves only travel along surface interfaces, such as the
boundary between sedimentary beds, or along the surface of Earth. These
surface waves produce surface oscillations of Earth which can be quite
destructive. One type of surface wave is a Rayleigh wave (R wave), that
results from spherical ground-particle motion (b in Fig. 4.5), much like ocean
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wave oscillations that oscillate in the direction of motion of the wave. A second
type of surface wave is a Love wave (L wave), with ground motion at right
angles to the direction of wave travel. Surface waves cause most of the damage
produced during earthquakes, including cracking, breakage and resulting fires
when gas mains break. Because of the potential for severe damage and loss of
life, much of the funding in earthquake research today is directed towards
predicting earthquakes. Along these lines, maps of potential earthquake damage
have been constructed to provide estimates of seismic risk (Fig. 4.6).

Fig. 4.6: Very simplified seismic risk map. '0' = no risk; '3' = greatest danger of
a destructive earthquake.
On shore, ground motion often causes destructive mud- and landslides, while
at sea such vertical ground motion can produce tsunamis, seismic sea waves,
also incorrectly called tidal waves (they are not associated with tides). These very
dangerous waves can move at speeds up to 470 km/hour and have caused a
great deal of damage to shoreline communities, mainly around the Pacific and
Indian Oceans.
When earthquakes occur, there is movement along a fault that obviously
disturbs Earth, but this motion is poorly understood and difficult to study.
Ideally, because there can be so much damage and loss of life, we would like to
predict when and where an earthquake will occur. But to do this, it is necessary
to understand the mechanism within Earth that controls fault movement and
actually produces an earthquake. It has been argued that slip occurs along a fault
after stress builds up to high levels, forcing the rocks along the fault to move,
thus overcoming the frictional forces holding them in place. Once the stress is
large enough, movement occurs along the whole fault zone at the same time. If
this is true, then one can estimate when stresses are sufficiently high to predict an
earthquake. However, earthquakes may result from motion in small segments
along a fault, like a mole crawling very fast through Earth, the ground opening
before it and closing behind. This mechanism has been named seismic fling
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and the motion is technically being called a displacement pulse. With such a
mechanism, very large stresses are not necessary to cause earthquakes, but
rather, subtle changes, like increased moisture in the subsurface, might trigger a
displacement pulse. If this mechanism is actually responsible for many or all
earthquakes it may also produce greater damage to buildings than otherwise
expected. Furthermore, as recent earthquakes in southern California and Kobi,
Japan have now shown, we don't adequately understand earthquake
mechanisms. This makes earthquake prediction much harder.
Earthquake strength has been quantified using a number of methods. Before
1935, visual phenomena were used to estimate damage, and based on the
magnitude of destruction, these observations were assigned numbers that then
could be related to earthquake strength. For example, if things just shook a little
bit during an earthquake, then the magnitude on Mercalli Scale might be II or
III (Table 4.1; a modified version of the resulting Mercalli intensity scale is
presented here). If on the other hand, the motion was so great that people were
observed running from buildings, and the buildings were observed to be raining
down debris on these people, then the Mercalli Scale might be estimated as IX or
X. In 1935, all that changed. At that time, Prof. Carl F. Richter of Cal Tech
employed a more quantitative approach based on measurements taken from
seismograms. Known as the Richter magnitude scale, M is calculated from
the formula (Eq. 4.1),

M = log10 A,

4.1

where A is the maximum seismogram trace amplitude 100 km from the
epicenter. For each magnitude change, the trace amplitude is 10 times greater,
but the energy released is more than 30 times greater. The Japanese have their
own, slightly different version (see Table 4-1).

Table 4-1: Classification of Earthquake Magnitude
Modified Mercalli (MMI)
I

detected only by
instruments
II-III
felt indoors
IV
felt by most
V
slight damage
VI
people frightened
run outdoors
VII-VIII mod. damage
IX-X
major damage
XI-XII
severe damage
Scale type

intensity

M

Acceleration (gals)
(cm/sec2)
0-0.8

Japanese (JMA)
0

2

0.8-2.5
2.5-8
8.0-25
25-50

1
2
3
4

3
4
4.5
5

80-250
250-400
400-?

5
6
7

6
7
8+

magnitude

magnitude

magnitude
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Earth's interior
Early in our studies of Earth, scientists were able to determine that the
interior of Earth must be very different from surface materials. For example, they
knew from size and rotational characteristics of Earth that the average density
was ~ 5.5 gm/cm3, much heavier than expected from measurement of surface
rock densities. Now, due primarily to earthquake information, we have a good
understanding of the interior structure of Earth. It is divided into 4 major layers,
the Crust, Mantle, and Outer and Inner cores (Fig. 4.7). The Crust, surface and
near-surface rocks with a density from 2.6-3.1 gm/cm3, ranges in thickness and
composition from 5-10 km in basaltic ocean basins, and up to 70 km or so below
some granitic continental areas. At its base lies the Mohorovicic (Moho)
Discontinuity, a distinct boundary identified by an abrupt increase in seismic
wave velocity, that separates the oceanic and continental crust from the Mantle
below.

Fig. 4.7: Earth cross section and velocity of P and S waves through Earth. Note
that S waves do not pass through the Outer Core. Decrease in velocity below
~100 km represents a low velocity layer, the Asthenosphere.
Below the Crust, the Mantle, with densities ranging from 3.3 to 5.5 gm/cm3,
extends to a depth of ~2,900 km below the surface of Earth. The upper part of
Earth, from the surface to ~100 km depth, including continental and oceanic
crustal materials, as well as the upper part of the Mantle, makes up the brittle
exterior portion of Earth called the Lithosphere. It is broken into regions called
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plates whose margins are associated with areas of increased earthquake

activity. These plates will be discussed further below. A second layer, totally
within the Mantle, called the Asthenosphere, lies between the base of the
Lithosphere, at ~100 km depth up to ~650 km below the surface. The
Asthenosphere is believed to be a plastic zone on which the Lithospheric plates
move. Seismic speed slows through the Asthenosphere (Fig. 4.7), due in part to
high temperatures resulting from convective upwelling, and these data are
interpreted to indicate partial melting. The rest of the mantle, below 650 km
depth is called the Mesosphere.
Below the mantle is the Outer (liquid) Core, a convecting (circulating),
very hot iron-rich fluid with a density of 10 gm/cm3. The determination that the
Outer Core is a liquid was based on interpretation of seismic data indicating that
S waves do not pass through the Outer Core. Studies of Earth's magnetic field
indicates that it originates in the Outer Core, and the interaction between the
convecting, Outer Core fluid and the solid, 'lumpy' base of the Mantle is
responsible for small, slight, long-term magnetic field changes (not reversals)
that are seen at Earth's surface. These are responsible for the magnetic
declination compass corrections identified on most topographic maps.
In 1936, Inge Lehmann, a Danish seismologist, identified a very slight change
in P wave data that she argued, in a paper titled P', defined a second, Inner
(solid) Core at the center of Earth. Unlike the Outer Core, it is solid due to the
extremely high pressures at the center of Earth, and has a density of ~11
gm/cm3. Dr, Lehmann lived to be 105 years old. Because of her lifelong
excellence in geophysics, the American geophysical Union recent named a medal
for excellence the Lehmann Medal. It is the only such medal named after a
woman.

Plate Tectonics
A drifting continent hypothesis was first proposed in 1596 by the Dutch
cartographer Abraham Ortelius. He stated in his book, Thesaurus Geographicus,
that earthquakes and floods forced the early continents to separate. Many
geologists made contributions to this argument through the 1800s. Then, based
on geological evidence from rocks formed during the Late Paleozoic and Earlymid Mesozoic eras (Permo-Triassic; see Geologic Time Scale in Chapter 3), an
early 20th century worker, Alfred Wegener, argued that at one time all the
continents were part of a supercontinent, that he called Pangaea, meaning
all lands (Fig. 2.1). Pangaea, he suggested, could be reconstructed by fitting
continental outlines, especially South America and Africa. He argued that in the
Mesozoic (~200 Ma), this supercontinent broke into two smaller supercontinents,
Laurasia, named by the South African geologist Alexander Du Toit, to describe
a combination of mainly North America, Europe and Asia, and Gondwana, a
term first used by the Austrian geologist Edward Suess and later applied by Du
Toit, to describe the combination of mainly South America, Africa, India,
Australia and Antarctica.
A good deal of varied geological evidence in support of Wegener's hypothesis
was available at that time, and more data continues to be acquired. Extensive
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fossil evidence, including many similar animals and plants, indicates that these
very strikingly similar organisms were living on what are now separated
continental masses. Biologists recognize that such clear similarities do not exist
unless the overall population of plants and animals is continually intermixing
and interbreeding. For this to have been possible, the continents on which these
similar populations exist must have been connected in some way. In addition to
the fossil evidence, studies of the pre-mid Mesozoic geologic record across the
presumed supercontinental boundaries show many similarities, including
structural trends, such as folds, faults and even mountain ranges, sedimentary
deposits and regions of excessive volcanism. Climatic zones reflect the pre-mid
Mesozoic conditions expected when the continents are projected back together
(during Pangea). This evidence includes the distribution of coal deposits, glacial
deposits and erosion indicators, dunes, and deserts (Fig. 4.8).

Fig. 4.8. Similar climate indicators across continental boundaries, here
represented as a Permian (Pangea) continental fit. These were developed when
continents were together.
The theory of seafloor spreading, the unifying explanation of global
tectonic processes, was proposed in the late 1950's and early 1960's by pioneer
workers including Harry Hess and Robert Dietz. They proposed that new
seafloor is created at mid-ocean ridges and eventually destroyed at ocean
trenches. This process acts like a giant conveyor belt moved by convection, a
concept first suggested by Arthur Holmes in 1931, carrying oceanic islands
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and seamounts (submerged mountains) along with it as it moves the
continents. As new seafloor is created at mid-ocean ridges, it acquires a
magnetization in the direction of Earth's magnetic field at that time. Thus, the
seafloor could be characterized as a giant magnetic tape recorder that
preserves changes in Earth's magnetic field (Fig. 4.9). The magnetic properties
of this record can then be measured from ships towing magnetometers.
Even though good geological data existed in support of spreading, it was not
until modern geophysical evidence was available, that most geologists began to
accept the theory, today known generally as Plate Tectonics. The primary
evidence came from seismic and magnetic studies in conjunction with absolute

Fig. 4.9. Diagram representing a ship towing a magnetometer. The oceanic
crust is acting as a magnetic tape recorder. Because of the separation between
the surface of the ocean and the magnetized ocean crust, the magnetic bands,
called anomalies, are averaged out at the sea surface, making it easier to
interpret the signal.
age determinations, through which came the development of the Magnetic
Polarity Time Scale. Heat flow and gravity data also provided important
supporting information. Plate Tectonics differs from Continental Drift in that the
continents move as parts of larger Lithospheric plates rather than as discrete
continental elements. That is Continental Drift occurs as a consequence of Plate
Tectonics.

Seismic evidence
Earthquake data have provided very strong evidence, in addition to other
geological data, in support of the motion of continents on Earth's surface. During
the late 1950's and early 1960's, a new network of seismic stations was built to
monitor Soviet nuclear tests. Data from this World Wide Standardized
Seismograph Network (WWSSN) became available in the 1960's, and have
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provided striking support for seafloor spreading. The first important information
came from recognition of deep focus earthquakes occurring behind and
below ocean trenches. These earthquakes define subduction zones, where
ocean crust is being reabsorbed back into the Mantle (Fig. 4.10). These are also
known as Benioff zones, named after Hugo Benioff, the Cal Tech geophysicist
who first discovered the earthquake characteristics associated with subduction
zones. Destruction of ocean crust is occurring at about the same rate as it is
produced at mid-ocean ridges. This dynamic is necessary because Earth is not
growing rapidly in size. That Earth is approximately stable in size is supported
by independent paleomagnetic evidence indicating that Earth has remained
essentially the same size for at least the last few billion years.

Fig. 4.10: Subduction
into the Tonga
Trench in the Pacific
Ocean north of New
Zealand. Earthquakes
are shallow near the
trench, but deepen as
the oceanic slab
penetrates into the
Mantle.

In 1965, Prof. J. Tuzo Wilson proposed a new type of strike/slip fault, called
a transform fault, that allowed offset between mid-ocean ridge segments (Fig.
4.11). (Faults will be discussed further in Chapter 7.) Along mid-ocean ridges,
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Fig. 4.11: New transform fault motion
proposed by Wilson (1965). Years later
at an international meeting he showed
how the motion worked by grabbing a
piece of toilet paper with both hands
and pulling it apart. He then
commented, "You'll never guess where
I was when this idea came to me!"
White bands are Mid-Ocean Ridges.
where new ocean crust is being created, there are areas where magma is being
produced faster than at other areas. The result is that one ridge segment may be
spreading faster than another. Transform faults allow this differential spreading
to occur. Furthermore, ridge spreading and subduction at trenches cannot, by
themselves, allow movement of a rigid plate over the curved surface of Earth.
This special type of strike/slip fault is necessary to account for this differential
motion. Wilson argued that earthquakes would only occur along these limited
ocean floor fault segments, even though the fractures in Earth's crust (dashed
lines a-b and c-d in Fig. 4.11) appeared to extend much farther beyond the midocean ridges. In 1967, the WWSSN provided proof, confirming Wilson's
hypothesis (Fig. 4.12). Then, in 1969, Barazangi and Dorman published the

Fig. 4.12: Successful test of Wilson's transform fault hypothesis in 1967, using
WWSSN data. Arrows indicate motion direction. Note that earthquake
epicenters only occur along mid-ocean ridge segments.
first WWSSN global earthquake data set (Fig. 4.13). (Actually, the diagram was
published in 1968 by other workers, who borrowed the data with permission of
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Barazangi and Dorman, creating great excitement. When the 1969 paper was
finally published, it was old news!) The striking thing about the worldwide data
set was that earthquakes were found to occur mainly along very narrow zones
that represent breaks in Earth's Lithosphere. Regions outlined by these
tectonically active earthquake zones were termed plates (Fig. 4.14), by Jason
Morgan in 1972, thus the term Plate Tectonics came to characterize all the
related processes and effects. It is now clear that most earthquake activity occurs
at predictable locations, along transform faults, mid-ocean ridges and in
subduction zones on the opposite side of trenches, away from mid-ocean ridges.
Where plates collide, island arcs or mountain ranges are created. Continent-tocontinent collision can weld the two continents together along sutures
producing major mountain ranges through orogenesis, such as the
Appalachian Mountains. Ocean plate to continent collision can produce major
mountain ranges along the leading edge of the continent, such as the Andes in
South America, where the Nazca Plate is being overridden by the South
American Plate (Fig. 4.14).

Fig. 4.13: Global earthquake distribution from WWSSN data for a typical year
(1973). This distributions defines Plate boundaries (see Fig. 4.14).
One of the important results of ocean crust subduction is the production of
magmas. Changes in temperature and pressure associated with the slab
subducting into the Asthenosphere produce melting. Rising magmas from the
Mantle result in volcanic eruptions at Earth's surface. This produces large, active
volcanoes behind trenches (away from mid-ocean ridges). On land, these
volcanoes are scattered in linear trends aligned parallel to the subduction zone,
but at sea, these volcanic eruptions produce island arcs. The Aleutian
Islands (Fig. 1.7), an island arc chain, formed from Pacific Plate subduction
under Alaska (Fig. 4.15).
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Fig. 4.14. Plate boundaries identified from WWSSN data (Wikipedia).

Fig. 4.15: Andesitic volcanoes behind subduction zones, producing an island
arc. Stars represent earthquakes.
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Katmai NP (see Park Insert), is part of the continuation of the Aleutian island
arc chain onto continental crust. In turn, volcanic eruptions, like those occurring
throughout the Cascade Mountains, including at Mt. St. Helens in Washington,
are due to subduction of oceanic crust under the North American continent.
Besides those earthquakes occurring at plate boundaries, earthquakes also
occur within continental areas. In the North American continent, many of these
earthquakes can be attributed to Plate movements. Today, the North American
continent is moving westward, and it has overridden other oceanic plates, as
well as part of the Pacific Plate, and the seismic zones associated with these
plates. The large number of earthquakes that occur in the western part of the U.S.
are mainly associated with these overrun seismic zones. The result is a series of
earthquakes associated with the San Andreas transform fault-complex in
California, and with extension, in the Basin and Range and elsewhere in the
western U.S.

* Katmai National Park and Preserve
Katmai NP and Preserve in Alaska (map Figs. 1.7; P5.24 in Ch. 5) was
established in 1918 as a National Monument and upgraded to national park and
preserve status in 1980, to preserve more of the surrounding area. It is a U.S.
deep drilling site for geothermal testing. The park is only accessible by boat,
plane or helicopter.
Fig. P4.1:
Katmai
caldera. A
resurgent
dome in the
flooded
caldera, in
Katmai NP,
Alaska.
(Photo
courtesy of
the National
Park Service.

*

The symbol is the pinecone on the hatband of the 'Smokey Bear Hats' warn by park rangers. This
particular photo came from the hatband of Ranger Analita Austin, a Navajo park ranger at Mesa Verde
National Park.
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Geology: A striking feature of the park is Katmai caldera in Mt. Katmai
(Fig. P4.1), formed in 1912, as a result of magma drained from beneath the

volcano due to the eruption of nearby Novarupta volcano. It was later filled with
water to form a lake. Still later, andesitic magmas (see Chapter 5) formed a
resurgent dome that is now an island in the lake. Novarupta volcano
erupted explosively in 1912, producing a nuée ardente, a cloud of
incandescent ash that roared down the mountain slope and buried the valley
below to over 200 m depth (Fig. P4.2). Such eruptions result from partial
melting of the subducting Pacific Plate below the Aleutian trench. Currently,
there are 15 active volcanoes in the park that have produced 10 major eruptions
during the last 7,000 years.
The rocks exposed in the park are mainly Cenozoic andesitic volcanics (see
Chapter 5), with some Jurassic rocks also well exposed. Severe stream erosion
has cut deep canyons, developing a badlands-type topography (Fig. P4.2;
discussed in Chapter 9). Gravitational processes, including mass wasting
(discussed in Chapter 9) and glaciers (discussed in Chapter 16) have had a major
effect on the topographic relief and landscape in the park.

Fig. P4.2: Volcanic
ashes deposited
from an explosive
eruption of near-by
Novarupta volcano.
These ashes are now
being eroded to
produce what is
almost a Martian
landscape. (Photo
courtesy of the
National Park
Service.)
End Park Insert

Magnetic evidence
During World War II, portable magnetometers were developed to detect
German U-boats. While making measurements at sea, British scientists were
successful in finding submarines, but they also observed that the oceanic crust
exhibited distinctive magnetic patterns, called anomalies. At that time (1943), it
was not really clear what these seafloor magnetic anomaly patterns
meant. Following World War II and into the early 1960's, geophysicists like Cox,
Doell and Gromme', and geochemists like Dalrymple, Hay and
McDougal, were measuring the magnetic properties and dating rocks on land,
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particularly stacked volcanic piles like those that make up the Hawaiian Islands
in the Pacific Ocean and Iceland in the North Atlantic Ocean. Isotopic dating of
magnetic polarity events (see Fig. 3.10) led to the development of Earth's
magnetic field reversal sequence (Fig. 4.16). In 1963, Vine and Matthews
brought these earlier results together in a paper, stating that the seafloor
magnetic anomaly patterns represented Earth's magnetic field history, and these
data could be used to date the ocean floor. Basically, the argument was that
magmas were intruded along the axis of mid-ocean ridges (Fig. 4.17 shows the
Mid-Atlantic Ridge, where it is exposed in Iceland). With cooling, these magmas
acquire the magnetic direction of Earth's magnetic field at the time of
emplacement. Recent magmas reflect today's magnetic field but older intrusions
preserve reversals in polarity that existed when they were emplaced and cooled.
Fig. 4.18 illustrates the patterns developed as a result of this process. The
dashed lines in Fig. 4.18 illustrate the signal that would be picked up using a
towed magnetometer. Such signals identified along the Mid-Atlantic Ridge south
of Iceland (Fig. 4.19) were interpreted by Vine and Matthews to represent a
pattern of polarity reversals preserved in the oceanic crust (Fig. 4.20).
Furthermore, they observed that these anomalies were symmetrically centered
about mid-ocean ridges. When they first published this idea in the journal
Nature, they were not able to make a direct comparison to the polarity time scale
being developed on land, because in 1963, that time scale was only poorly
defined. However, a paper by Doell and Dalrymple in1966 provided an
additional normal polarity interval, the Jaramillo (3rd normal zone to the left at
>0.5 myr, in Fig. 4.16). This then made it possible for the first time to make

Fig. 4.16:
Development of
the polarity
time scale, from
1963 to 1966, for
the last ~2.6
myr. Black
zones are
normal (like
today) while
white are
reversed
polarity zones.
Shaded are
zones of
uncertainty.
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Fig. 4.17: Mid-Atlantic Ridge
where it crops out in Iceland.
One can picture liquid magmas
being injected into the open
fractures, aiding in pushing
Iceland apart. Seafloor is
spreading through the middle
of Iceland and as a result the
country is growing - its east and
west coasts moving further
apart each year.

Fig. 4.18: Diagram illustrating the
acquisition of polarity reversals by
intruding dikes at mid-ocen ridges.
Arrows represent Earth magnetic
field directions. Alternating light
and dark bands represent zones of
alternating normal and reversed
polarity. (a) A dike intrudes into
the crust and acquires a magnetic
direction in Earth's magnetic field
direction, producing a positive
response (magnetic anomaly)
identified with a magnetometer
(dashed line). (b) Earth's field
reverses and new dikes intrude
along the ridge axis acquiring the
new magnetic direction. This splits
the magnetic record seen in (a)
with a reversed response. (c)
Earth's field again reverses,
producing a new positive magnetic
response, and so forth. These
magnetic variations are
symmetrical about the mid-ocean
ridge axis.
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Fig. 4.19: Marine magnetic
anomaly data recovered
from south of Iceland along
the Reykjanes Ridge, part of
the Mid-Atlantic Ridge that
extends through Iceland.
Vine and Matthews first
published this pattern in
1963.

Fig. 4.20: Magnetic
anomaly stripes
drawn from the
data in Fig. 4.19,
representing
increasing ages of
oceanic crust away
from the ridge axis.
Dark bands are
normal polarity
with reversed lying
in between.
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direct comparisons between the seafloor magnetic anomaly patterns and the
polarity time scale. (Note that there have been major changes in the dates of this
time scale since 1966, making this diagram obsolete.)
We now know that the oceanic crust acts like a magnetic tape recorder with
records that can be traced back to the Jurassic Period (~180 Ma). All older
ocean seafloor has been destroyed by subduction, but presumably sea floor has
been produced in the world's oceans for billions of years. Tests of the seafloor
ages predicted by the spreading hypothesis have been performed by deep-sea
drilling, where ocean floor has been cored and magnetic lineations dated. The
results confirm the age assignments and prove that a record of the polarity time
scale is preserved by the oceans crust. The Integrated Ocean Drilling
Program (IODP) is continuing these tests. (In 2014 the name will be changed
to the International Ocean Discovery Program, still IODP).
Continental reconstructions and plate movements can be established when
segments of the same age seafloor are graphically removed from the ocean basins
and the continental positions are moved back to reflect the removed tracks.
Eventually, the continental configuration shown in Fig. 2.1 emerges, where the
continents of South America and Africa come together (Fig. 4.21).
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Fig. 4.21: Atlantic reconstruction by substracting ocean floor of equal age,
using magnetic anomaly patterns to date the ocean floor. Note that after
subtracting equal age segments of the ocean floor, the resulting reconstruction
is that of the fit by Bullard and others, 1965 (see fig. 2.1).
The magnetic anomaly pattern has now been extended to all the world's ocean
basins (Fig. 4.22), and a relatively simple pattern of spreading has emerged that
can be traced away from major ridge axes. Only a few areas of seafloor have
been found where the spreading pattern is very complex and still not fully
understood. Examination of Fig. 4.22 shows that the polarity bands are wider in
some oceans basins than in others; the wider bands indicating faster spreading.
For example, the East Pacific Rise, the main spreading center in the Pacific
basin, is producing more new ocean crust, and therefore the Pacific Ocean basin
is spreading faster than the Mid-Atlantic Ridge, where new ocean floor is
produced in the Atlantic. The rate of spreading can be calculated for any
spreading center by comparing the distance from each spreading center at which
polarity boundaries were encountered. This is illustrated in Fig. 4.23, and from
these data, actual rates of spreading can be calculated. For example, the East
Pacific Rise is spreading at a rate of almost 5 cm/year, while the Reyjkanes
Ridge, the part of the Mid-Atlantic Ridge just south of Iceland (Fig. 4.20), is only
spreading at a rate of approximately 1 cm/year.

Fig. 4.22: Global marine magnetic anomaly patters like this were first
published in 1981. Numbers increase away from mid-ocean ridges and
represent ages of ocean crust in millions of years. (from Müller et al., 1997)
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Even though all ocean crust greater than 180 Ma has been destroyed, it is still
possible to trace past continental tracks using the measurement of
paleomagnetism in rocks on land. These reconstructions are based on the
concept of apparent polar wander (APW), which assumes that Earth's
magnetic field is an axially centered dipole (magnetic field similar to that
produced if a very large bar magnet is aligned along the rotational axis of Earth)
that has remained essentially axially centered throughout time (these were
illustrated in Fig. 3.6). The magnetic properties of rocks, carefully collected
anywhere on Earth, can be measured and used to calculate where the magnetic
north pole was located when the rock was magnetized. The present latitude and
longitude of the sample are noted. If the continent has moved, the magnetic
north pole indicated from the sample, will be different from its current location.
The new direction of magnetic north will be recorded in most igneous rocks that
form during the history of continental movement. As we analyze old rocks, we
find that poles calculated from their magnetic directions show an 'apparent' shift
away from today's known magnetic pole position, and this shift represents
continental movement. Two tests are available to evaluate these data. First, past

Fig. 4.23: Diagram illustrating the spreading rates in different ocean basins. A
ship sailing from a mid-ocean ridge and identifying magnetic anomaly
boundaries will encounter those boundaries sooner if the spreading rates are
slower in that ocean basin. For example, at a distance of a bit over 40 km from
the East Pacific Rise, the ship will find 1 myr old ocean crust, while in the
Atlantic, the ship will travel less than 10 km to find crust of the same age. The
pattern at the bottom represents the magnetic polarity log.
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continental positions from APW data agree with continental positions predicted
by the seafloor magnetic anomaly record for rocks less than 180 Ma. And second,
rocks from continents that were connected in the past give the same location for
the magnetic poles of Earth (Fig. 4.24). For example, Fig. 4.24 shows how
paleomagnetic poles are used to indicate converging continental paths for
Gondwana and Euramerica (Europe and North America) during the lower
Paleozoic (S in Fig. 4.24), remaining coincident during the mid-upper Paleozoic
(P) while these land masses were together, and then diverging (M) as individual
continents moved away from each other during the Mesozoic. APW data can be
used to locate continental blocks even back into the Archean Eon.
Other supporting geophysical data for spreading includes gravity and heat
flow measurements. Gravity data yield information concerning densities of
rocks. Density contrasts determined at plate boundaries are consistent with plate
models. For example, low densities are observed at heated mid-ocean ridges,
where heating from rising magma should reduce rock densities. These patterns
are also consistent with heat flow models, where flow of heat out of Earth is

Fig. 4.24: Distribution of the Pangaea continents, and paleomagnetic data for
these continents. The magnetic data indicate that the continents were coming
together (S) during the middle Paleozoic, stayed together through the rest of
the Paleozoic (P), and then began to break up in the Mesozoic.
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measured (heat is generated by radioactive decay within Earth). Heat flow
models precisely predict ocean floor depth, based on spreading and crustal
cooling rates. Depth should increase as density increases. This, combined with
gravitational settling (sinking) as the ocean crust cools, results in depression of
cooling ocean crust as it moves away from mid-ocean ridges.

Summary of major plate features
Summarizing Plate Tectonics, we now know that ocean crust is created at
mid-ocean ridges known as divergent plate margins, and destroyed at ocean
trenches by subduction back into Earth (Fig. 4.25). These subduction zones are
known as convergent plate margins. Oceanic rocks are also lost to the ocean
basins when they are pushed up into mountains on continents by plate collisions,
creating major orogenic events. Such oceanic materials can be seen exposed in
many areas in the Olympic Mountains within Olympic National Park
(Chapter 15). Transform faults connect ridge and trench segments allowing
crustal adjustments in response to spreading and subduction on a spherical
Earth. Today, Plate motions are directly affecting the western part of North
America. For example, Tanya Atwater in 1989,

Fig. 4.25: Summary of ridge spreading, transform faulting, and
subduction processes on Earth. Earthquakes at subduction zones
are represented by stars.
showed that North America has overridden the Farallon Plate, now
completely subducted by the over-riding North American Plate. In addition, part
of the eastern Pacific Plate boundary has also been subducted. Adjustments to
these complexities under western North America have caused strike/slip motion
along the San Andreas Transform Fault within California. Pinnacles
National Monument (Park Insert) lies right on the fault.
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Pinnacles National Monument
Pinnacles National Monument (map Fig. 1.9) was designated by presidential
proclamation in 1908. Located in central California, it sits just to the west of the
San Andreas (transform) Fault, and is being progressively carried to the north as
the Pacific Plate moves northward along the fault (Fig. P4.3). The primary
features in the monument are volcanic rocks carved by erosion into 'pinnacles'
(Fig. P4.4).

Geology: Explosive volcanic eruptions early in the Miocene Epoch (Neogene
Period), produced a large stratovolcano, consisting of rhyolitic and andesitic
lavas and ash flow tuffs, like those erupted from the more recently formed Mt. St.
Helens. (These types of igneous rocks are further discussed in Chapter 5.)
Located just to the west of the San Andreas fault, and south of San Francisco, it is
part of the Pacific Plate. The monument is bounded by faults on the east and
west, both related to motion along the

Fig. P4.3: A view toward
the San Andres Fault
located in the valley just
to the east of Pinnacles
National Monument. The
rocks exposed here are
the core of a Miocene
stratovolcano.
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Fig. P4.4: Pinnacles National
Monument along the San Andres
fault zone in California. Volcanic
rocks here are faulted and
eroded along fractures to
produce the pinnacles for which
the Monument is named.

San Andreas fault zone. Motion along the fault has produced slickensides,
polished and striated surfaces that are apparent in many places within the
Monument (Fig. P4.5).

Fig. P4.5: Slickenside
features in Pinnacles
N.M. where faulting
has fractured the rock,
sliding, striating,
polishing, and abrading
the rock exposed here
along fault surfaces.

Identical sequences of rocks, that appear to be the other half of the volcano are
now offset over 300 km to the south toward Los Angeles. Erosion along fractures
in the rock has produced the pinnacles.
End Park Insert
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Fig. 4.26: 1985 color relief map of Earth's surface generated from elevation data
measured by satellite (NOAA). Reds = highest elevation; deep blues/purples =
lowest elevations. (a) Hawaiian Island Chain; (b) Emperor Seamount Chain; (c)
Ural Mountains, Russia; (d) Aleutian Island Arc; (e) Andes Mountains
A satellite view (Fig. 4.26) allows us to examine Earth in great detail and see
the complexity presented by Plate Tectonics. This compilation presents global
elevation data that illustrate how density contrasts in ocean basins are reflected
in sea-surface elevations. Because mid-ocean ridges are areas of magma
intrusion, they are hot and therefore their density is low. The result is that these
low-density ridges exert a lower gravitational attraction than do ocean basins
that have cold, dense oceanic crust. This means that sea-level is higher at midocean ridges (light blue along ridges in Fig. 4.26) than in ocean basins where
oceanic crust exhibits a higher density (dark blue in basins, Fig. 4.26). This
density difference, reflected in sea-level height, means that if a ship travels from
Brazil in South America to Cape Town in southern Africa, the ship will travel
'uphill' until reaching the Mid-Atlantic Ridge, and 'downhill' on the other side.
Many features are visible in this map that were unknown.

Spreading mechanisms
There is still some question about the physical process driving plate motion.
Two primary mechanisms have been proposed, (1) convection, in the Mantle (a
simple example is given in Fig. 4.27), drives plates by frictional drag on the
underside of the Lithosphere. This is aided by magma pulses, pushing by hot
magma emplacement. And/or, (2) subduction/gravitational, (Fig. 4.28),
where plates are pushed at one edge by the heated and elevated, newly forming
ridge axis, and pulled at the other edge as the heavy, cold plates sink under
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lighter, hotter plates. Convection may be very complex and could involve wholeMantle convection or a two cell convection system, an upper cell in the
Asthenosphere, a lower cell in the rest of the Mantle (Fig. 4.29).

Fig. 4.27 (left above): Simple convection in a
beaker is analogous to thermal convection in the
Mantle.
Fig. 4.28 (left below): Gravity plate-driving
mechanism, analogous to a block sliding down a
plate (insert).

In some plate interiors, excessive magma is generated at a fixed point deep in
the Mantle. These hot spots or Mantle plumes (Fig. 4.30), leave a magma
trace as the plate moves over it. This trace produces seamount or island chains on
the plate's surface, including the Hawaiian Islands ('a' in Fig. 4.26), containing
Hawaii Volcanoes NP and Haleakala NP (see Park Inserts), and the Emperor
Seamount Chain ('b' in Fig. 4.26). The change in direction between 'a' and 'b'
represents a change in motion by the Pacific Plate that was recorded by the hot
spot generating these island chains. Hot spots under continents, like at
Yellowstone NP (Chapter 13), cause upward crustal warping due to heating.
Cooling causes collapse, resulting in breaking and tilting, and locally, chains of
volcanoes develop. The Cenozoic Volcanic Province (Fig. 1.8) is represents a hot
spot trace, now currently underlying Yellowstone NP.
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Fig. 4.29: Three possible
models for convection
within Earth's Mantle.
(a) Whole Mantle
convection;
(b) Asthenosphere
convection only;
(c) A model for both
upper and lower Mantle
convection.
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Fig. 4.30: Global distribution of hot spots.

Hawaii Volcanoes National Park
Hawaii Volcanoes NP (Fig. 1.8) was established in 1916, over 40 years before
Hawaii became a state. It was originally called Hawaii National Park and
included Haleakala National Park on the island of Maui, but with the name
change in 1961, it was limited to the 'big' island, Hawaii (Fig. P4.6). Because of
its many unique characteristics and diverse and unique life forms, it has been
designated a World Heritage Site and a Biosphere Reserve. The park
includes two active volcanoes, Mauna Loa, with a caldera 3 x 1.5 miles (5 x 2.5
km) across and ~600 feet (200 m) deep, and Kilauea, 2.5 miles (4 km) across and
~450 feet (150 m) deep (Fig. P4.7). The Kau desert, located on the leeward
side of the island, results from high rainfall on the windward side as water-laden
air moves on land. As a result, most moisture has been lost on the windward side
before the air reaches the leeward side of the island, thus the formation of the
Kau desert to leeward.

Geology: Basaltic lavas (see Chapter 5) from hot spot volcanism, as the Pacific

Plate moved over the hot spot, have formed the Hawaiian island chain ('a' in Fig.
P4.6), as well as the Emperor Seamount chain further to the northwest ('b' in Fig.
4.26). The lavas, some erupting as more viscous spatter cones leaving mounds of
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Fig. P4.6: Hawaiian
Island chain on the
Pacific Plate showing
movement of the
islands over a Pacific
Plate hot spot. Note
increasing ages from
the islands away
from the big island of
Hawaii.

lava after they cool (Fig. P4.8), have accumulated into a series of shield
volcanoes (Chapter 5) that are the result of the eruption of large amounts of
usually low viscosity (runny) basaltic magmas that form low-angle slope shield
volcanoes. Lava tubes, volcanic caves, are abundant in the park and are
produced by lava draining beneath an already cooled lava exterior. While not all
lava tubes run to the sea, lava tubes can be important as a major way of getting
lavas to the ocean and building up an island (Fig.P4.9).
The park is tectonically active with earthquakes and eruptions common. Many
gases are given off during these eruptions, steam [H2O] being the most
abundant (~70%). CO2 makes up ~14% of the gases and some of the remaining

16%, include chlorine gas, sulfur dioxide [SO2], and hydrogen sulfide [HS],
that are very deadly. Such gases can be seen escaping from the Kilauea volcano
in Figs. P4.7 and P4.8.
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Fig. 4.7 (above): Kilauea
caldera illustrates a smaller
caldera nested inside a much
larger caldera, whose rim is
shown on the right side of the
photo (the drop off here is
~200 feet); in Hawaii
Volcanoes National Park.
Fig. 4.8 (left): Kilauea Iki
volcano in Hawaii Volcanoes
National Park, Hawaii. This
represents a spatter cone
eruption on the margin of
Kilauea caldera seen in the
background.
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Fig. 4.9: Lavas from
an eruption of
Kilauea that have
flowed to the sea illustrating how the
island of Hawaii is
still growing as a
result of continuing
volcanic activity.

End Park Insert

Haleakala National Park
Haleakala NP (Fig. 1.8), on the island of Maui in the Hawaiian Islands (Fig.
P4.6), was first designated as part of Hawaii National Park in 1916. It was given
unique standing as a national park in 1960. An unusual yucca-type plant, the
Silversword, is abundant here and found only on Maui and Hawaii. Due in
part to the Silversword, in 1980 the park was designated a Biosphere Reserve.

Geology: The island of Maui (Fig. P4.6) is older than the island of Hawaii. On

the SE end of the island is Haleakala, a 10,023 feet (3,055 m) eroded volcanic
caldera, 7 x 3 miles (11 x 5 km) in diameter and 1/2 mile (800 m) deep, on its
eastern end. Haleakala is no longer active and is dotted with volcanic cinder
cones, scattered around the interior of the caldera (Fig. P4.10). Weathering has
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altered the iron silicates in the lavas to soils containing secondary iron oxides
that yield a range of red and yellow colors (discussed in Chapter 9). No
volcanoes have erupted on the island since two lavas were erupted in 1790.
Since the last major eruption, erosion has significantly altered the landscape
within the caldera.

Fig. P4.10: Haleakala
caldera in Haleakala N.P.
on the island of Maui,
Hawaii. This photo shows
the interior of Haleakala
caldera. Illustrated are the
caldera wall (near and far
in the photo) and some of
the many cinder cones
located within the caldera.
End Park Insert
In continental plate interiors, a number of mountain ranges can be found
which are evidence of ancient zones of plate collision. The Appalachian
Mountains in the eastern U.S. are a prime example, representing the collision
between North America and Europe and Africa. Another example is the Ural
Mountains in Russia ('c' in Fig. 4.26), mountains produced during the Mesozoic
Era by continental plate -to-plate collision. Elsewhere, failed rifts, like the
Proterozoic Amargosa Aulacogen in Death Valley NP (see Chapter 14), show
where continents were almost torn apart.
Finally, we can now directly test if continents are drifting, by measuring the
motion of plates using lasers and satellites. Fig. 4.31 gives some of these
measurements in rates of motion in mm/year. The data are consistent with
spreading rates determined in the 1960's using seafloor magnetic anomaly data.
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Fig. 4.31: Salellite direct measurement of plate movement rates in mm/year.
This confirms rates identified from magnetic anomaly data in Fig. 4.23.
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