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A Cartesian cut cell method for shallow water
flows with moving boundaries.
D.M. Causon a,1 D.M. Ingram a C.G. Mingham a
aCentre for Mathematical Modelling and Flow Analysis, Manchester Metropolitan
University, Manchester, M1 5GD, United Kingdom.
Abstract
A new computational method for the calculation of shallow water flows with mov-
ing physical boundaries is presented. The procedure can cope with shallow water
problems having arbitrarily complex geometries and moving boundary elements.
Although the method provides a fully boundary-fitted capability, no mesh gener-
ation is required in the conventional sense. Solid regions are simply cut out of a
background Cartesian mesh with their boundaries represented by different types of
cut cell. Moving boundaries are accommodated by up-dating the local cut cell in-
formation on a stationary background mesh as the boundaries move. No large-scale
re-meshing is required. For the flow calculations, a multi-dimensional high resolution
upwind finite volume scheme is used in conjunction with an efficient approximate
Riemann solver at flow interfaces, and an exact Riemann solution for a moving pis-
ton at moving boundary elements. The method is validated for test problems that
include a ship’s hull moving at supercritical velocity and two hypothetical landslide
events where material plunges laterally into a quiescent shallow lake and a fiord.
Key words: Cartesian cut cell. Shallow water equations. Riemann based schemes.
Finite volume method. Moving boundaries.
1 Introduction
It is well-known that the shallow water equations provide a satisfactory model
of a variety of physical phenomena such as tidal flows, tsunami propagation,
dam-breaks, hydraulic jumps in open channels or the propagation of sharp
fronts in the atmosphere. Hence, solutions of the shallow water equations are
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of considerable practical importance. Like the Euler equations in gas dynam-
ics, the inviscid shallow water equations are a set of nonlinear hyperbolic
equations which admit discontinuities in addition to smooth or classical so-
lutions. Therefore, the use of modern upwind schemes is desirable to resolve
both discontinuous and smooth solutions without generating spurious oscil-
lations around discontinuities. Examples of such schemes can be found in [1]
which employed a Roe-type approximate Riemann solution of the 2-D shallow
water equations. Modern total variation diminishing (TVD) and essentially
non-oscillatory (ENO) methods have also been applied for the computation
of free surface flows [2,3]. In each case, the flow equations were transformed
from Cartesian to curvilinear coordinates, for applications on boundary-fitted
meshes, and discretised using finite differences.
However, advantage may be gained by recasting the differential equations in
integral form and employing a finite volume approach. Here, the solution vari-
ables are stored at cell centres and represent integral averages over each cell
volume. Finite volume methods [4–12] combine the simplicity of finite differ-
ence methods with the geometric flexibility of finite element methods. This is
because the dependent variables remain at all times referenced to the Cartesian
frame even when using a curvilinear coordinate boundary-fitted mesh. Cell vol-
umes and cell side vectors take the place of the transformation Jacobian and
metric elements. In contrast, finite difference methods applied on curvilinear
meshes inevitably lead to more complicated equation sets in the transformed
coordinates. A number of finite volume methods which use Riemann based
upwind schemes for the shallow water equations have been presented recently
[8,13,10–12]. Despite the advantages of finite volume methods, the generation
of a suitable boundary-fitted mesh remains, in general terms, non-trivial, par-
ticularly for complex multi-component flow geometries such as a channel, or
estuary, with islands or bridge piers. One alternative is to use a finite element
method which offers high geometric flexibility, particularly when implemented
on an adaptive unstructured mesh. However, if the flow problem involves mov-
ing physical boundaries where the domain geometry changes then inevitably,
local, and possibly global, re-meshing will be required several times during
the calculation for as long as the boundary continues in motion. This can be
time-consuming and the necessary interpolation of data between meshes may
reduce the formal accuracy of the solution method. Such a scenario might arise
in the case of a landslide [14]. Cases involving tidal storm surge in which parts
of the domain become subject to flooding and drying are simpler to handle
and do not require a moving boundary capability. These may be treated by
pre-defining cells that may be fully or partially flooded during the calculation.
In this paper, we describe a solution method that potentially addresses all of
the above mentioned difficulties. This is a high resolution finite volume scheme
implemented on a Cartesian cut cell mesh that is applicable to problems in-
volving complicated boundary contours with either static or moving bound-
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aries. Cartesian cut cell methods were first developed within the aerospace
community to provide a boundary-fitted mesh for multi-component flow ge-
ometries [15–19]. However, the basic principles are straightforward and have
much wider application. Boundary contours are cut out of a background Carte-
sian mesh and cells that are partially or completely cut are singled out for spe-
cial treatment. The remainder of the flow cells are treated in a straightforward
manner. The cut cell method fully retains the boundary-conforming properties
of a curvilinear mesh finite volume method or finite element method. How-
ever, there is no mesh generation in the conventional sense. This is replaced
by relatively straightforward calculations for the boundary segment intersec-
tions with a background Cartesian mesh. The majority of the flow domain
is overlaid with a regular Cartesian mesh so loss of solution accuracy due to
pathological cases involving excessively stretched or skewed cells are avoided.
In areas where the mesh resolution is too coarse to accurately resolve local ge-
ometric features, mesh adaptation is used. Moving flow boundaries are accom-
modated by recomputing local cell-boundary intersections as the boundaries
move across a stationary background mesh, rather than re-meshing the whole
flow domain, or large portions of it, as is necessary with other methods. This
is particularly advantageous in cases where the physical geometry changes due
to moving boundaries, as in the case of the landslide events considered later
in the paper. Furthermore, the amplitude of boundary motion is unrestricted.
An assessment of the accuracy of Cartesian cut cell approaches has been made
recently by Coirier and Powell [20]. This analysis showed that the handling of
complex irregular boundaries with cut cells did not reduce the global accuracy
of the solution algorithm.
In order to develop a practical computational tool, two major issues need
to be addressed. The first of these concerns the treatment of shallow water
flows with complicated bed topography and boundary configurations. The flow
features can be resolved accurately with a multi-dimensional high resolution
upwind scheme whilst complex bed topography and boundary configurations
can normally be represented accurately with the cut cell approach and mesh
adaptation. A detailed description of the cut cell method and adaptation al-
gorithms has been given previously by the authors for problems with static
boundaries [21]. Here, we focus on the second major issue, namely exten-
sions to the cut cell methodology for shallow water problems with moving
boundaries. There are many practical examples where such a solver is needed.
For example, following a landslide event, material may plunge into a lake or
reservoir producing large surface waves leading to flood water inundation, loss
of life and significant property damage [14]. These landslide-induced water
waves result from the sudden motion of a solid boundary. Other examples
are tsunami events [22]. Researchers have tackled tsunami generation by un-
derwater landslides with a variety of numerical methods incorporating many
different assumptions. Iwasaki [23] and Verriere and Lenoir [24] used linear
potential theory to simulate wave generation by moving the domain bound-
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ary. Non-linear shallow water models have been developed by Harbitz [25],
Imamura and Gica [26] and Jiang and Le Blond [27–29], in combination with
various landslide models. Fully nonlinear field equation models have also been
developed by Grilli and Watts [30]. To deal with moving boundaries in the cut
cell flow solver a special cell merging technique and boundary condition treat-
ment are needed. Details of the required modifications and validation of the
new method are reported here. The paper is organised as follows: in the next
section, the Cartesian cut cell technique is outlined. Further description of the
principles of the cut cell method for static geometries can be found in [21];
here, we concentrate on extensions of the methodology to flow geometries with
moving boundary elements. The two-dimensional shallow water equations are
given for a general moving reference frame in Section 3. In section 4, a suitable
finite volume integration scheme, based on a MUSCL approach [31] and HLL
approximate Riemann solver, is presented. The cut cell method is evaluated
by recourse to a variety of test problems in section 5. Finally, in section 6,
some conclusions are drawn.
2 The Cartesian Cut Cell Method
The cut cell method [18,19] employs a uniform stationary background Carte-
sian mesh and boundary contours are simply cut out of it. If the flow domain is
multiply-connected, i.e. there is more than one solid region, these regions are
specified with additional sets of data points. The background Cartesian mesh
is constructed first and then any solid regions are simply cut out of it. Bound-
ary intersections with the background grid define cut cells which have one of
their sides coincident with a boundary segment. Thus, the method produces
a boundary conforming mesh without the necessity to make the boundary
a coordinate surface. In fact, there is no grid generation in the conventional
sense; all that is necessary is to calculate the intersections of a series of line
segments with the background Cartesian mesh. A detailed description of the
principles of the cut cell method have been given previously by the authors
[21]. The method can be readily extended to three space dimensions, should
this be necessary for future developments [32].
3 The Flow Solver on a Cut Cell Mesh
3.1 The Shallow Water Equations
The shallow water equations are a reduced form of the depth averaged Navier-
Stokes equations which represent the conservation of mass and momentum.
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In differential conservative form the equations are
∂~U
∂t
+
∂ ~F
∂x
+
∂ ~G
∂y
= ~Qs +
∂ ~Fv
∂x
+
∂ ~Gv
∂y
(1)
where
~U =
 φφu
φv
 , ~F =
 φuφu2 + φ22
φuv
 , ~G =
 φvφuv
φv2 + φ
2
2

~Qs = ~A+ ~B + ~C + ~D
~A =
 0fvφ
−fuφ
 , ~B =
 0gρτxw
g
ρ
τyw
 , ~C =
 0−gρτxf−g
ρ
τyf
 , ~D =
 0φgbx
φgby
 ,
~F and ~G are the convective flux vectors, ~A is the Coriolis force term, ~B is
the wind shear stress term, ~C is the bed shear stress term, ~D is the bed slope
term and the viscous stress flux vectors ~Fv and ~Gv are
~Fv =
 0σxx φρ
τyx
φ
ρ
 ~Gv =
 0τxy φρ
σyy
φ
ρ
 .
In the above, f is the coriolis force, g is the acceleration due to gravity, ρ
is the water density, u, v are the velocities in the x and y directions respec-
tively, φ is the geopotential (= gh, h is the water depth), τxw, τyw are the
wind shear stresses and τxf , τyf the bed shear stresses in the x, y directions,
σxx, σyy, τxy, τyx are the normal and shear stress terms respectively and bx, by
are the bed slopes (measured downwards) in the x, y directions.
The integral form of the equations written in a general moving reference frame
is
∂
∂t
∫
At
~U dA+
∮
St
~H.~n dS =
∫
At
~Qs dA+
∮
St
~Hv.~n dS (2)
where ~H =< ~F , ~G >, ~Hv =< ~Fv, ~Gv > and n is the outward unit vector
normal to the boundary St, which encloses the time-dependent area At.
In the present work, the viscous transport and source terms, ~Qs, are ignored
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and we solve the convective flow equations
∂
∂t
∫
At
~U dA+
∮
St
~H · ~n dS = ~0 (3)
where
~H =

φ~V
φu~V + 1
2
φ2~i
φv~V + 1
2
φ2~j
 . (4)
~i and ~j are the Cartesian unit base vectors and the contravariant velocity
vector ~V is defined by
~V = ~v − ~vs (5)
where ~v and ~vs are flow velocity vector and the velocity of the boundary of
the control volume At, respectively. In our method, the background Cartesian
mesh always remains stationary, even in the case of a moving boundary prob-
lem, therefore, ~vs = 0 at each cell interface; but at a moving solid boundary,
~vs is the velocity of that boundary.
Although we have neglected the source terms in this paper, details of how
these are discretised in the present finite volume method may be found in
[33]. The required changes for a cut cell version of the method are relatively
straightforward and will be reported in a future publication.
3.2 Finite Volume Discretisation of the Flow Equations
Since the inviscid form of the shallow water equations (3) provide a genuinely
hyperbolic system, recent developments in numerical schemes for systems of
conservation laws can be applied to them. Here, we use a proven MUSCL-
Hancock finite volume scheme [11] with appropriate modifications for imple-
mentation on cut cell meshes with moving boundaries.
This is a high resolution, multi-dimensional Godunov-type scheme. Time inte-
gration is performed using a predictor-corrector scheme due to Hancock [34].
The MUSCL-Hancock scheme is second order accurate in both time and space
in smooth regions. The predictor step uses a non-conservative approach, which
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defines an intermediate value over a time interval ∆t/2,
(
A~U
)n+ 1
2
ij
=
(
A~U
)n
ij
− ∆t
2
m∑
k=1
~H
(
~Uk
)
· ~Snk (6)
where A is cell area, ~Sk is the side vector corresponding to cell face k defined
as the unit normal vector multiplied by the length of cell face k, and m is
maximum number of cell faces. For a flow (or uncut) cell, m = 4; for a cut
cell, m = 3 to 5.
The flux vector function ~H(~Uk) is evaluated at the midpoints of cell faces
following linear reconstruction of the flow solution within each cell using the
stored cell centre data, via,
~Uk = ~U
n
ij + ~rk · ∇~Unij (7)
where ~rk is the normal distance vector from the cell centroid to face k and∇~Unij
is a limited gradient vector in space (to be defined). The cell interface data is
slope limited to avoid the creation of nonphysical overshoots or undershoots,
using a MUSCL reconstruction procedure [35].
The gradients can be calculated trivially on flow cells away from the bound-
aries of the body. However, cells near solid boundaries, especially cut cells on
solid boundaries, require special attention. Since a cut cell may have several
fluid faces and a solid face, solid boundary conditions must be incorporated
into the gradient calculation. Details of the cut cell gradient calculation are
given in section 3.3.
The corrector step of the scheme is fully conservative. The intermediate solu-
tion from the predictor step is used to define a set of left and right-hand states
for a series of Riemann problems at each cell interface. The solution of these
Riemann problems provide a set of upwind interface fluxes which are used to
update the flow solution over the time interval ∆t, that is,
(
A~U
)n+1
ij
=
(
A~U
)n
ij
−∆t
m∑
k=1
~H
(
~ULk , ~U
R
k
)
· ~Sn+
1
2
k (8)
where the upwind flux ~F
(
~ULk ,
~URk
)
is obtained by solving a local Riemann
problem normal to the cell interface. The left and right-hand states at the
interface k may be calculated by
~ULk = ~U
n+ 1
2
ij + ~r
L
k · ∇~Unij,
~URk = ~U
n+ 1
2
lm + ~r
R
k · ∇~Unlm (9)
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where l and m relate to the right neighbouring cell.
To solve the Riemann problem, either an exact Riemann solver or various
approximate Riemann solvers can be used; however, approximate solutions
are much less computationally expensive. Here, the approximate Riemann
solver of Harten, Lax and van Leer (HLL) [36] is used for the fluxes at the
fluid interfaces of a cell because it is computationally efficient and robust
in practice. For a cut cell interface coincident with a static or moving solid
boundary, a different approach is used, based on an exact Riemann solution
for a moving piston.
The time step employed is:
∆t = νmin(∆tx,∆ty) (10)
where
∆tx=min
i
Aij∣∣∣∣~qij.~Si+1
2
j
∣∣∣∣+√φij ∣∣∣∣~Si+1
2
j
∣∣∣∣ (11)
with an analogous definition for ∆ty. The Courant number ν was taken in our
calculations to be 0.5 which is close to the stability bound based on a linear
von Neumann analysis.
3.2.1 The Riemann Solution at a Moving Boundary
The standard Riemann solver employed at cell interfaces (see [21]) must be
modified to deal with moving boundaries. Consider a cut cell with a face
coincident with a moving boundary, as shown in Figure 1, where ~vf is the
reconstructed flow velocity at the solid boundary and ~vs is the solid boundary
velocity. Projecting both ~vf and ~vs in directions normal to and tangential to
the solid boundary with unit normal and unit tangential vectors ~n, ~t, we have
ufn = ~vf · ~n, uft = ~vf · ~t; (12)
and
usn = ~vs · ~n, ust = ~vs · ~t. (13)
In the tangential direction, any difference between uft and ust is treated as
a shear wave superimposed on a contact surface. In the normal direction the
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Riemann solution for a moving piston is incorporated; hence, the solution for
u∗n can be found immediately, that is
u∗n = usn (14)
and φ∗n can be obtained by comparing the two velocities ufn and usn.
Thus, if ufn < usn, both left and right moving waves are rarefactions. Then
φ∗n can be obtained from the rarefaction relations [37],
φ∗n =
1
4
(
ufn − u∗n + 2
√
φf
)2
. (15)
If, on the other hand, ufn ≥ usn, both left and right moving waves are bores
and φ∗n is obtained from the Rankine-Hugoniot conditions,
(φ∗n − φf )
√√√√φ∗n + φf
2φ∗nφf
+ u∗n − ufn = 0. (16)
Although there is no closed form solution for (16), φ∗n can be obtained to the
required accuracy by iteration. However, an approximate solution to (16) can
be found as follows. First, we put
F (φ∗n) = (φ
∗
n − φf )
√√√√φ∗n + φf
2φ∗nφf
+ u∗n − ufn, (17)
and then expand (17) in a Taylor series about the point φf and retain first
order terms,
F (φ∗n) ≈ F (φf ) + F ′ (φf ) (φ∗n − φf ) = 0 (18)
where
F (φf ) = F (φ)|φ= φf = u∗n − ufn, (19)
F ′(φf ) =
dF
dφ
∣∣∣∣∣
φ= φf
=
1√
φf
. (20)
Hence, from (18) we have
φ∗n ≈ φf −
F (φf )
F ′ (φf )
. (21)
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Once φ∗n is known, the required flux function normal to the moving boundary
is
~F ∗n =

φ∗n (u
∗
n − usn)
φ∗nu
∗
n (u
∗
n − usn) + 12φ∗n2
φ∗nv
∗
n (u
∗
n − usn)
 =

0
1
2
φ∗n
2
0
 (22)
and the required flux side vector function at the moving cut cell face is
~H∗ · ~S =

0
1
2
φ∗n
2
∆y
−1
2
φ∗n
2
∆x
 (23)
where ~S (with components ∆x, ∆y) is the side vector corresponding to the
moving solid face.
3.3 Calculation of Gradients and Reconstruction Technique on Moving Bound-
aries
Second order accuracy in space can be achieved by reconstructing the flow
data within each cell based on the stored data at cell centres and appropriate
gradient information. The gradient calculation is straightforward on uncut flow
cells located away from a solid boundary (see, [11]). For cells cut by a solid
boundary, however, a different gradient calculation is needed. The relevant
boundary conditions in the gradient calculation must also accommodate both
static and moving boundaries.
Here, reflection boundary conditions are used at a solid boundary and the
required variables in fictional cell R are obtained as follows (see Figure 2)φR = φij~vR = ~vij − 2 (~vij · ~n)~n+ 2 (~vs · ~n)~n. (24)
The gradients on cut cell (i, j) may be of two types: fluid and solid. We cal-
culate the fluid gradients and solid gradients separately, that is,
~U fx = G
 ~Ui+1,j − ~Ui,j
∆xi+ 1
2
,j
,
~Ui,j − ~Ui−1,j
∆xi− 1
2
,j
 (25)
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~U fy = G
 ~Ui,j+1 − ~Ui,j
∆yi,j+ 1
2
,
~Ui,j − ~Ui,j−1
∆yi,j− 1
2
 (26)
where ∆xi+ 1
2
,j = xi+1,j − xi,j, ∆yi,j+ 1
2
= yi,j+1 − yi,j and
~U sx = G
 ~UR − ~Ui,j
∆xi,R
,
~Ui,j − ~Ui−1,j
∆xi− 1
2
,j
 (27)
~U sy = G
 ~Ui,j+1 − ~Ui,j
∆yi,j+ 1
2
,
~Ui,j − ~UR
∆yj,R
 (28)
where ∆xi,R = xR − xi,j, ∆yj,R = yi,j − yR and G is a slope limiter function
that is used to prevent over- or under-shoots. In the present calculations the
k limiter,
G(a, b) = s ·max[0,min(k|b|, s · a),min(|b|, ks · a)], (29)
where s = sign(b) and 1 ≤ k ≤ 2. Differences in the choice of k are marginal
with this scheme and do not affect its numerical stability. In practice, k = 1.5
has been found to give the best performance.
A length average technique is then used to obtain unique gradients in the cut
cell,
~Ux =
∆ys~U
s
x +∆yf ~U
f
x
∆y
(30)
~Uy =
∆xs~U
s
y +∆xf ~U
f
y
∆x
(31)
where ∆xf = |AB|,∆xs = |BC|,∆ys = |CD| and ∆yf = |DE|. ∆x and ∆y
are the uncut cell side lengths in the x and y directions, respectively.
Since ∆xf + ∆xs = ∆x and ∆yf + ∆ys = ∆y, we note that if ∆yf = ∆y,
∆ys = 0, so ~Ux = ~U
f
x ; otherwise, if ∆ys = ∆y, ∆yf = 0, so ~Ux = ~U
s
x. ~Ux and
~Uy are components of a gradient vector in the cut cell, that is
∇~Uij =
 ~Ux
~Uy
 . (32)
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Given the gradient vector ∇~Uij, a reconstructed solution vector ~U(x, y) can
be found anywhere within the cut cell from
~U(x, y) = ~Uij + ~r · ∇~Uij (33)
where ~r is the normal distance vector from the cell centroid to any specific
interface or solid boundary.
3.4 Cell Merging at Moving Boundaries
As described in section 2, a cut cell mesh is formed by cutting solid bound-
aries out of a background Cartesian mesh. Thus, in practice, arbitrarily small
cells may of course be created near solid boundaries. This gives rise to an
unrealistically small time step locally since the MUSCL-Hancock scheme is
conditionally stable. Similar problems may arise with moving boundaries as
they move across the stationary background mesh. When boundaries move
relative to the background mesh, cells near the moving boundaries undergo
changes. In general, these changes fall into three categories: (1) cut cell be-
comes solid cell; (2) cut cell remains unchanged; (3) flow cell becomes
Cut cell. Categories two and three cause no problems. However, category one,
where a cut cell becomes solid corresponds to a zero cell volume and this would
cause problems within the finite volume solver unless modifications are made.
Fortunately, these problems can be solved very simply by a cell merging tech-
nique. The basic idea is to combine several neighbouring cells together so that
any interfaces between merged cells are ignored and waves can travel in a
newly combined larger cell without reducing the global time step. This ap-
proach has been used previously by the present authors for static boundary
cases [21]. Here, we focus on adjustments to the flow solver needed at moving
boundaries.
See Figure 3, suppose the time step ∆t is based on flow cell B. This will cause
two problems at cut cell A: (1) one of numerical stability due to the smaller
cell size; (2) cut cell A becomes solid after the time interval ∆t. To implement
cell merging, we first consider the standard unmodified updates at cells A
and B and illustrate what must be done by reference to the predictor step
of the MUSCL-Hancock solver (6); changes to the corrector step (8) follow
analogously. Thus,
∆(A~U)A = −∆t
2
mA∑
k=1
~Hk · ~Sk, (34)
12
∆(A~U)B = −∆t
2
mB∑
k=1
~Hk · ~Sk (35)
Then, we ignore the interface between cell A and B, and update the merged
cell C simply by combining the volume updates of cells A and B,
∆(A~U)C = ∆(V ~U)A +∆(V ~U)B (36)
or
∆(A~U)C = −∆t
2
(
mA∑
k=1
~Hk · ~Sk +
mB∑
k=1
~Hk · ~Sk
)
(37)
It should be noted that the fluxes on the interface |cd| between cell A and
B cancel out automatically since the flux calculation is conservative. In the
modified scheme, the flux balance is now being carried out over each side of
the enlarged cell C; this cell will generally have more than four sides. The
conserved variable ~U for cell C at time tn+1 is
An+1C
~Un+1C = A
n
A
~UnA + A
n
B
~UnB −
∆t
2
[
mA∑
k=1
~Hnk · ~Snk +
mB∑
k=1
~Hnk · ~Snk
]
(38)
Although cut cell A finally disappears, its contribution to the conserved de-
pendent variables will be transfered into neighbouring cells so that strict con-
servation is maintained automatically. In principle, cell merging may reduce
integration accuracy at solid boundaries but in practice it has been shown not
to adversely affect the global accuracy of the calculation method [20].
4 Quad-tree Mesh Adaptation
The present cut cell method based on a uniform background grid will of course
not provide sufficient flexibility for practical applications. For example, to rep-
resent highly irregular coastline it would be necessary to employ a globally fine
mesh. Clearly, this would neither be computationally efficient nor practically
feasible. Cell sizes varying by orders of magnitude between the smallest and
largest are desirable in practice. In common with other techniques, such as a
finite element methods, this flexibility can be met by employing mesh adapta-
tion. Within the present cut cell method, the process can be largely automated
based on some simple rules [21].
The practical potential of the adaptive cut cell technique is illustrated by an
application to the upper reaches of the Manchester Ship Canal, UK (for other
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applications see [21]). Figure 4a shows the result of meshing the whole region
using square background cells with ∆x = ∆y = 20m and performing refine-
ment to boundaries; the smallest grid cells in the mesh are around 0.30m2.
Figure 4b-c show enhanced detail of the local mesh around the periphery of
the domain. It can be seen that the method copes well with a narrow mean-
dering flow domain providing fine mesh resolution compatible with the degree
of irregularity in the boundary contours and local bathymetry. The end result
is a high resolution boundary fitted mesh with a spatial resolution comparable
to that of an adaptive finite element method. A feature of the data structures
employed is that cells may be created and removed very easily. Consequently,
dynamic adaptation to moving boundaries and/or evolving flow features dur-
ing run time is also possible in principle although these issues are not discussed
further here. The purpose is to show that the cut cell method can provide ade-
quate resolution of complex flow domains and that the method is well founded
for applications to moving boundaries. Extensions to include dynamic mesh
adaptation will be the subject of a future publication.
5 Numerical Results and Discussion
In the following calculations, two types of boundary conditions are encoun-
tered: those corresponding to solid and transmissive boundaries. No flow is
permitted through a solid boundary and therefore, at a solid interface, ~q.S =
0 which means that the corresponding flux vector ~H.S depends only on the
geopotential. The required value for the geopotential is taken from the adja-
cent fluid cell. At a transmissive boundary, the data necessary to compute the
flux vector ~H at the interface is taken to be that at the adjacent interior cell
centre.
Examples that show the efficiency of the basic cut cell method for static bound-
aries can be found in [21].
5.1 Supercritical Flow Past a Ship’s Hull
To validate the present cut cell method for moving boundary problems the flow
field round a stylised ship’s hull travelling at a supercritical velocity (Fr = 3)
has been simulated using both a hull moving through quiescent water and a
static hull placed in moving water. In principle, an identical flow field should
be expected in each case. The numerical experiments have been conducted in
a flume 20m long and 6m wide using a hull 7m long and 2m across, having a
bow 4m long and a square stern. Since the computations have been undertaken
using the shallow water equations, the hull is considered to extend to the bed
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of the flume and to have sufficient freeboard to prevent it being over-topped.
Both cases were started impulsively and the evolved flow fields were compared
at t = 2s. The quiescent water depth in the flume was 0.4m which requires the
hull to be moving with a velocity of 5.9ms−1 to achieve the required Froude
number. In the case where the hull was moving it was started with the stern
in contact with the downstream end of the flume (i.e. at x = 0), whilst in the
case where the hull was held stationary in a stream flowing right to left, the
stern was located at x = 11.9m so as to ensure co-location at t = 2s.
In the numerical computations with the benefit of symmetry about the longi-
tudinal axis half the flow field has been calculated using a mesh with 400× 60
nodes and ∆x = ∆y = 0.05m. The upstream and downstream boundaries were
taken to be transmissive boundaries whilst the symmetry plane and the flume
wall were modelled using the solid (flow tangency) boundary condition. Table
1 shows the required number of time steps and CPU times for the two calcu-
lations which were performed on an Alpha-based workstation with a 600MHz
processor running Red-Hat Linux 6.0 and using the Digital Fortran compiler
with full optimisation.
Figure 5 shows the simulated water surface at t = 2.0s. The water surface
on the port side of the hull corresponds to the moving case whilst that on
the starboard side corresponds to the static case. The flow solutions in the
vicinity of and immediately downstream of the hull are indistinguishable. The
only differences in the flow fields are observable near the downstream (right
of figure) exit of the flume where a start-up vortex has formed in the moving
case while, of course, no vortex exists in the static case. These differences due
simply to transients caused by the impulsive startup should be ignored. The
letters on Figure 5 are the reference points for the water depth data given in
Table 2. Using oblique shock wave theory [38] analytical values for the water
depth at locations A, B, C, D and E can be calculated and these are also
given.
Figure 6 shows line contours of water depth at t = 2.0s for the two cases. The
upper half of Figure 6 shows the results for the moving hull and the lower half
for the static hull. The contour plots for the two cases are identical until just
downstream of the point where the bow wave, reflected from the side walls
of the flume, is reflected at the centreline. Downstream of this point slight
asymmetries are observed due to the start-up vortex in the moving hull case.
These results provide confirmation of the validity of the cut cell method for
problems with moving boundary elements.
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5.2 A Hypothetical Landslide
A hypothetical landslide problem has been calculated in order to demonstrate
the potential applicability of the method to such problems. The problem con-
sists of a rectangular lake 200m×150m which has a uniform depth of 10m. The
water in the lake is quiescent. The landslide, with a front 40m across, enters
the lake in the centre of the southern side travelling at a speed of 14.8ms−1.
This speed corresponds to a Froude number of around 1.5. The landslide has
been simulated using a solid obstruction with a slightly pointed, symmetrical,
front face (θ = 10◦).
In the numerical computations the full transient flow field has been calculated
using two grids: a fine mesh with 400 × 300 nodes and ∆x = ∆y = 0.5m,
and a coarse mesh with 200 × 150 nodes and ∆x = ∆y = 1.0m. In both
cases, the origin of co-ordinates is taken as the southwest corner of the lake.
The solution is allowed to evolve for five seconds by which time the landslide
has intruded a lateral distance of 74m into the lake. At the boundaries of the
lake, solid (flow tangency) boundary conditions are applied. The solid body
representing the landslide mass is taken as extending vertically upwards from
the bed and having sufficient freeboard to ensure it is not over-topped by the
bow wave created by its motion. Based on the calculations carried out on the
two grids grid convergence index (GCI) data [21] has been calculated in order
to estimate the local percentage errors in the calculation. Table 3 shows the
error estimates at a number of points in the lake lying within the disturbance
region. The data indicate that the calculations on the fine mesh have been
obtained to an accuracy of half of one per-cent or better. The two calculations
were performed using a Alpha based workstation with a 600MHz processor
running Red-Hat Linux 6.0 and using the Digital Fortran compiler with full
optimisation.
Figure 7 shows the simulated water surface for the fine grid calculation at
t = 5.0s. By this time the bow wave is well developed and the shock standoff
distance (between the leading edge of the landslide mass and the bow wave)
is constant (at approximately 28.5m). The bow wave is highly curved and
weakens significantly, losing amplitude with distance from the landslide. The
water rises about 11m from its quiescent level through the bow wave. Behind
the bow wave, the water level continues to rise slowly reaching its maximum
height on the front face of the landslide mass (approx 12.5m above the qui-
escent level). A strong centred depression forms at the front corners of the
landslide mass as the displaced water expands around the corner causing the
water level to drop rapidly. Because of the strength of the centred depression
the water level drops lower than its undisturbed equilibrium level and, further
round the side of the landslide mass, a hydraulic jump forms to recover the
equilibrium state.
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Figure 8 shows line contours of the water depth at t = 5.0s for the two grids (at
approximately 0.5m intervals). The results for both cases are almost identical
except for a slight thickening of the bore waves on the coarse grid. In both
cases the the density of the contour lines confirms the strength of the two
centred depressions at the front edges of the landslide mass. The data points
shown on the contours were used to calculate the GCI values presented in
Table 3 which represent the percentage error in the numerical solution at the
specified location.
5.3 Landslide in an Fjord
Rock-falls and landslides into lakes and fjords are known to generate extreme
waves which propagate at high speed and can cause significant damage [14].
Such a simulation is presented here. A hypothetical fjord 4 km long, 500m
wide and 30m deep (see Figure 9) has been discretised using a uniform mesh
with ∆x = ∆y = 25m. The coastline is modelled using Cartesian cut cells thus
making the assumption that the coastline is formed by semi-infinite vertical
cliffs. For simplicity, the effects of bed slope and varying bathymetry have been
neglected in the model. These simplifying assumptions are not unwarranted
as glaciated valleys and fjords are typified by a U shaped cross section, with
sheer sides and a flat bottom. At the landward end the fjord divides in two
forming northern and southern arms approximately 1 km long. A landslide
lasting six seconds has been generated along a 450m frontage in the southern
arm, and the following three minutes have been simulated.
Noda [39] suggests that landslides can be modelled using a moving vertical
wall, whose velocity, V , is related to the maximum height of the wave, ηmax
ηmax = 1.32
dV√
gd
. (39)
Thus, for a landslide travelling at 34ms−1 (Froude number, Fr = 2) the max-
imum wave height is 79.2m. Figure 10 shows the predicted wave height distri-
bution in front of a wall moving at the same speed in water 30m deep. The
simulations predict a wave 57m tall will be formed; this agrees closely with
the height predicted by the moving piston Riemann solver (section 3.2.1). A
wall velocity of 34ms−1 is about half of that reported for Lituya Bay, Disen-
chantment Bay and Lanfjord landslides ([14]).
In the present example, the landslide is simulated by moving the wall at
34ms−1 for 6s. The wall starts and stops instantaneously, generating a bore
wave followed by a depression. The landslide generates an initial wave 57m in
height. This height is dramatically increased as the wave interacts with the
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southern wall of the fjord causing it to reach 100m in height (see Figure 11).
One minute after the start of the landslide (Figure 12) the main wave has
travelled approximately 2km from the cliff and has been reduced in amplitude
(to 20m high). The reduction in height is caused by energy loss during the
diffraction of the wave into the northern arm. The diffracted wave has reflected
from the northeastern wall of the fjord at this time and is propagating back
towards the southern arm.
One minute later (Figure 13), the main wave has propagated 3.2km from the
cliff face and has weakened considerably, now being approximately 10m high.
The further loss in amplitude is caused by the combined effects of refraction
and reflection in the main channel of the fjord. At this time the secondary
wave generated by reflection is being focused in the southwestern corner of
the southern arm. This reverberation effect will continue for some time.
Three minutes after the landslide began (Figure 14) the main wave has begun
to diffract into the open sea. Finally, the distribution of water depth along
the main channel at various times is shown in Figure 15. This is shown at the
position indicated in Figure 9.
6 Conclusions
A new computational method has been presented for the calculation of shallow
water flow problems with moving boundaries. The method is based on a Carte-
sian cut cell approach and multi-dimensional high resolution upwind scheme.
By using cut cells on a background Cartesian mesh, solid regions are simply cut
out of a background grid; hence the present method offers a fully boundary-
fitted gridding capability which can cope with complex shallow water flows
around arbitrarily complicated topography. No grid generation is required in
the conventional sense. This is replaced by relatively simple calculations for
the coordinates of the points at which boundary segments intersect the back-
ground grid. In cases with moving boundary elements, all that is necessary is to
update the cut cell data locally for as long as a boundary element moves across
the stationary background mesh. No moving or overlaid meshes are required.
A high-order MUSCL-Hancock finite volume scheme used in conjunction with
slope limiting and an HLL approximate Riemann solver provides high resolu-
tion solutions to the shallow water equations. This enables the method to deal
with complex shallow water flows such as dam-breaks, bore waves and general
subcritical or supercritical flows involving strong discontinuities. When used in
conjunction with local mesh adaptation, the method provides high resolution
of local geometric features such as irregular coastline and variable bathymetry.
The method has been applied to the case of supercritical flow past a ship’s hull
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and to hypothetical landslide events. The results indicate the promise of the
new method for solving a wide range of shallow water flows involving arbitrar-
ily complicated configurations with static or moving boundaries. The method
can be extended to very large domains, such as ocean basins, where spherical
coordinates are employed. The grid and geometry would need to be specified
using latitude and longitude with appropriate modifications to the equation
set. In future work, the new cut cell method will be modified to incorporate
dynamic mesh adaptation at run time in order to provide improved spatial res-
olution of key transient flow phenomena and to incorporate the source terms
neglected in the present study.
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Fig. 1. A cut cell with a moving boundary
Table 1
Supercritical flow past a ship’s hull: CPU times (seconds) for the two cases
total time CPU per
case CPU steps time step
Moving 95.14 687 0.138
Static 104.0 771 0.135
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Fig. 3. Cell merging technique for a moving boundary.
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Fig. 4. Quadtree mesh for the upper reaches of the Manchester Ship Canal: a)
general layout, b), and c) enhanced detail of local features.
Table 2
Supercritical flow past a ship’s hull: Comparison of water depths (in metres) with
analytical solutions for the two cases at selected points.
Point Moving Static Analytical
A 0.40 0.40 0.40
B 0.75 0.75 0.75
C 0.38 0.38 0.38
D 0.00 0.00 0.00
E 1.21 1.21 1.21
F 0.23 0.23 —
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Fig. 5. Supercritical flow past a ship’s hull: Simulated water surface for the moving
(port side) and static (starboard side) cases.
Fig. 6. Supercritical flow past a ship’s hull: Depth contours for the moving (port
side) and static (starboard side) cases.
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Fig. 7. Hypothetical landslide case: Simulated water surface for the fine grid case.
Table 3
Hypothetical landslide problem: Grid convergence index
point h2 h1 GCI21
(100.0, 125.0) 10.0 10.0 0.0
(100.0, 82.0) 22.4 22.4 0.2
(100.0, 95.0) 21.7 21.8 0.4
(57.0, 12.0) 9.92 9.96 0.4
(150.0, 12.0) 10.2 10.2 0.0
(130.0, 55.0) 6.21 6.00 3.3
(45.0, 55.0) 13.0 12.9 0.6
∆x 1.00m 2.00m
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Fig. 8. Hypothetical landslide case: Water depth contours for the coarse (top) and
fine (bottom) grid cases showing the values used to compute the GCIs.
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Fig. 9. Landslide in a Fjord: Grid layout at the end of the landslide event (every
4th gridline is shown).
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Fig. 10. Landslide in a Fjord: Landslide generated wave (one dimensional test)
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Fig. 11. Landslide in a Fjord: Water surface in the southern branch of the fjord 10
seconds after the start of the landslide event.
Fig. 12. Landslide in a Fjord: Contours of water depth, looking seaward (east), 60s
after the start of the landslide.
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Fig. 13. Landslide in a Fjord: Contours of water depth, looking seaward (east), 120s
after the start of the landslide.
Fig. 14. Landslide in a Fjord: Contours of water depth, looking seaward (east), 180s
after the start of the landslide.
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Fig. 15. Landslide in a Fjord: water depth along the main channel (section XX, see
Fig. 9)
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