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Study on the mapping of dark matter clustering from real space to redshift space
Yi Zheng1, ∗ and Yong-Seon Song1, †
1Korea Astronomy and Space Science Institute, Daejeon 34055, Republic of Korea
The mapping of dark matter clustering from real space to redshift space introduces the anisotropic
property to the measured density power spectrum in redshift space, known as the redshift space
distortion effect. The mapping formula is intrinsically non-linear, which is complicated by the higher
order polynomials due to indefinite cross correlations between the density and velocity fields, and
the Finger–of–God effect due to the randomness of the peculiar velocity field. Whilst the full higher
order polynomials remain unknown, the other systematics can be controlled consistently within
the same order truncation in the expansion of the mapping formula, as shown in this paper. The
systematic due to the unknown non–linear density and velocity fields is removed by separately
measuring all terms in the expansion directly using simulations. The uncertainty caused by the
velocity randomness is controlled by splitting the FoG term into two pieces, 1) the “one–point”
FoG term being independent of the separation vector between two different points, and 2) the
“correlated” FoG term appearing as an indefinite polynomials which is expanded in the same order as
all other perturbative polynomials. Using 100 realizations of simulations, we find that the Gaussian
FoG function with only one scale–independent free parameter works quite well, and that our new
mapping formulation accurately reproduces the observed 2–dimensional density power spectrum in
redshift space at the smallest scales by far, up to k ∼ 0.2 hMpc−1, considering the resolution of
future experiments.
PACS numbers: 98.80.-k; 98.80.Es; 98.80.Bp; 95.36.+x
I. INTRODUCTION
The presence of the cosmic acceleration has been con-
firmed by multiple experiments since 1998 [1, 2], sup-
porting the standard model of the universe, which is
dominated by dark materials motivating new physics [3].
There has been significant theoretical and observational
studies exploring the true nature of the cosmic acceler-
ation. Some predict the unknown materials such as the
dark energy expelling the cosmic expansion against the
gravitational force [4–11], and others propose the modi-
fied gravity which is the consequence of our incomplete
knowledge of the gravitational theory [12–20]. Whichever
it might be true, the outcome will revolutionize our un-
derstanding of the fundamental physics.
The nature of the dark universe can be revealed by
observing the large scale structure of the universe. Com-
bined with the galaxy angular positions, the redshifts of
galaxies at a selected sky area are measured to reveal the
3D distribution of the galaxies. The large scale struc-
ture of the matter can be estimated from this observed
redshift map, which provides us an opportunity to probe
in precision the key observables demanded for explain-
ing the dark materials of the universe. First, the galaxy
clustering at large scales contains the fossil information
of the primordial baryonic plasma from the last scatter-
ing epoch, called the baryon acoustic oscillations (here-
after BAO). The characteristic BAO scale determined
by the cosmic microwave background (hereafter CMB)
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experiments offers us a standard ruler which allows us
to measure the distances to the selected galaxies with a
high accuracy [21–29]. Second, the observed clustering
pattern of galaxy power spectrum becomes anisotropic
with the presence of the apparent mismatch between the
underlying theoretical model and the true universe, as
the redshift and angular positions of galaxies need to be
converted to the co–moving radial and transverse dis-
tances using theoretical model. This is known as the
Alcock-Paczynski (A-P) effect [30]. Third, the observed
galaxy clustering provides us an unique window accessing
the evolution history of the cosmic structure formation.
The observed galaxy clustering seen by the spectroscopic
measurements is distorted along the line of sight by the
peculiar velocity of galaxies, known as the redshift space
distortions (hereafter RSD) effect [31–36]. The strength
of the anisotropic pattern imprinted on the power spec-
trum can be used to determine the linear growth rate of
the structure formation [20, 29, 37–49].
However, the full statistical analysis of the anisotropy
pattern of the RSD effect is contaminated by several
systematics [33, 49–79], which weakens our confidence
on RSD cosmological constraints in comparison with
other probes of large scale structure [64, 67, 72, 76, 80–
82]. First, the transformation between real and redshift
spaces is intrinsically non–linear, in that the density per-
turbation and velocity fields are non–linearly coupled
together in the mapping. The factorized formula has
been proposed to achieve the RSD theoretical model,
which turns out to be the combination of non–separable
linear squeezing effect and non–linear smearing effects
caused by those higher order polynomials. Next, the
non–linear corrections on density and velocity fields are
poorly understood and hard to be cleaned from the mea-
2sured anisotropic power spectrum. Several perturba-
tion theory with different truncation strategies, e.g., the
closure approximation [83], have been exploited to pre-
dict the non–linear density–density, density–velocity and
velocity–velocity power spectra, but all of them are not
trustable beyond the limit of approximation. Finally, the
small scale distortion along the line of sight is caused by
the randomness of the velocity field, called the Finger–
of–God (hereafter FoG) effect. This effect is intrinsically
non–perturbative, and there is little clue of its exact theo-
retical form neither in scale nor in time. All these system-
atics are mixed up in the full RSD analysis, which makes
us losing our confidence on cosmological constraints from
the RSD effect beyond the conservative limited scale at
quite linear regime.
In this paper, we study solutions to remove the above
systematics and to reproduce the observed power spec-
trum in accuracy. The mapping formula of cluster-
ing from real to redshift space is given in an unbiased
way. The full higher order polynomials are given by infi-
nite cross correlation terms between density and velocity
fields, which will not be provided in any closed form but
simply expanded and truncated at certain order. Mean-
while, other systematics can be removed at least in the
same expansion order of polynomials. In the expansion
of higher order polynomials, there are multi–point power
spectra whose non–linear corrections are unknown. The-
oretical non–linear approximation can be used, but it
is difficult to theoretically formulate higher order cor-
relation functions in accuracy such as bi–spectra and
tri–spectra. So we provide the direct measurements of
all perturbative terms using many realisations of simu-
lations, which removes the uncertainty due to the un-
known non–linear corrections. The systematic caused
by the randomness of the peculiar velocity field can be
controlled as well. The theoretical expression of the
FoG term contains two distinct parts; the “one–point”
FoG term which is independent of the separation vec-
tor between two different points, and the “correlated”
FoG term which is given by an infinite expansion of the
velocity auto correlation fields. The “correlated” FoG
term is coherently expanded in the same order as other
higher order polynomials, and the one–point FoG term
is provided in the closed formula with a single scale inde-
pendent parameter of velocity dispersion. We will prove
that, when the mapping formula is expanded up to sec-
ond order polynomials of kµ, the measured one–point
FoG term at different scales is consistently aligned on
the one single curve which is close to a Gaussian function.
When the directly measured non–linear corrections and
the pre–determined FoG functional form are exploited,
the estimated 2-dimensional (hereafter 2D) redshift space
power spectrum is well reproduced up to k <∼ 0.2 hMpc−1
within the statistical error of the future survey.
The paper is organized as follows. In Sec. II, we intro-
duce our theoretical model of redshift distortion. Sec. III
presents the simulation measurements of individual terms
of the formula. In Sec. IV, the residual FoG term is mea-
sured and the best fitting function is studied. Finally, we
conclude and discuss in Sec. V.
II. RSD FORMULA
Both inhomogeneous density and velocity fields at
large scales are small perturbations to the homogeneous
background of the universe. If the first order approx-
imation of fluctuations dominates, the observed red-
shift space power spectrum could be expanded in two–
dimensional space spanned by radial and transverse di-
rections.
The density field seen at the redshift space is distorted
by the peculiar motions of particles, halos or galaxies,
s = r +
v · zˆ
aH
, (1)
where r and s denote vector distances in real and red-
shift spaces respectively, and v, a and H are the physical
peculiar velocity, the scale factor and the Hubble param-
eter. We choose zˆ direction as the line-of-sight direction.
Following the derivation of [61], the observed 2D power
spectrum in redshift space is given by [61],
P (S)(k, µ) =
∫
d3x eik·x
〈
ej1A1A2A3
〉
, (2)
in which we define
j1 = −i kµ,
A1 = uz(r)− uz(r′),
A2 = δ(r) + ∇zuz(r),
A3 = δ(r
′) + ∇zuz(r′),
where x = r − r′, u ≡ −v/(aH), uz is the radial di-
rection component of u, and µ denotes the cosine of the
angle between k and the line of sight. Eq. (2) adopts
the plane parallel approximation and single-streaming
approximation, beside which it describes a rigorous map-
ping from real space density clustering to redshift space
density clustering.
The pairwise velocity field, A1, which appears in the
exponential function of the mapping in Eq. (2), will cause
an indefinite series of higher order polynomials, as shown
later. We rewrite the ensemble average 〈ej1A1A2A3〉 in
terms of the connected cumulants [57, 61] as
〈ej1A1A2A3〉 = exp
{〈ej1A1〉c}
× [〈ej1A1A2A3〉c + 〈ej1A1A2〉c〈ej1A1A3〉c] ,
then Eq. (2) reduces to
P (S)(k, µ) =
∫
d3x eik·x exp
{〈ej1A1〉c}
× [〈ej1A1A2A3〉c + 〈ej1A1A2〉c〈ej1A1A3〉c] . (3)
The “perturbative terms” after mapping, which will be
Taylor expanded later, are collected inside the bracket
3in the second line of the equation, which includes the
squeezing Kaiser terms, and other higher order perturba-
tive polynomials. These higher order polynomials have
either amplifying or damping effects to P (S)(k, µ). The
prefactor exp
{〈ej1A1〉c}mainly describes the uncertainty
due to the randomness of the velocity field. It is the
source of the FoG effect.
In the conventional assumption, the FoG prefactor
exp
{〈ej1A1〉c} is treated as a term which could be fac-
tored out of the spatial integration (e.g. [61]). That
means that exp
{〈ej1A1〉c} is independent of the separa-
tion vector x. Then the observed power spectrum could
be approximately described as,
P (S)(k, µ) = DFoG(kµσz)Pperturbed(k, µ), (4)
where DFoG(kµσz) is the FoG term, in which σ
2
z ≡
〈
u2z
〉
c
denotes the line-of-sight velocity dispersion, and the
Pperturbed represents the Fourier transformation of the
bracket terms in the integral of Eq. (3).
Rigorously, the above assumption of exp
{〈ej1A1〉c} is
questionable, as that it can be mathematically divided
into two parts [61, 73], one “one–point” part DFoG1pt con-
sisting of only one–point velocity cumulants, and the
other “correlated” part DFoGcorr which includes auto veloc-
ity field correlations. After Taylor expanding ej1A1 , the
decomposition is shown as,
exp
{〈ej1A1〉c} = exp
{
∞∑
n=1
jn1
〈An1 〉c
n!
}
= exp
{
∞∑
n=1
j2n1
〈(uz(r)− uz(r′))2n〉c
(2n)!
}
(5)
= exp
{
∞∑
n=1
j2n1
2〈uz(r)2n〉c
(2n)!
}
× exp
{
∞∑
n=1
j2n1
〈(uz(r)− uz(r′))2n〉c − 〈uz(r)2n〉c − 〈uz(r′)2n〉c
(2n)!
}
(6)
= DFoG1pt (kµ)×DFoGcorr (kµ,x). (7)
The odd power terms in Eq. (6) are nullified due to the symmetric characteristic of the velocity field,〈
uz(r)
αuz(r
′)β
〉
c
= 0 when α + β = 2n + 1. Two exponential terms in Eq. (6) are defined in Eq. (7) in order
by DFoG1pt and D
FoG
corr , which could be reformed as,
DFoG1pt (kµ) ≡ exp
{
∞∑
n=1
j2n1
2〈uz(r)2n〉c
(2n)!
}
= exp
{
j21σ
2
z +
∞∑
n=2
j2n1
2〈uz(r)2n〉c
(2n)!
}
, (8)
DFoGcorr (kµ,x) ≡ exp
{
∞∑
n=1
j2n1
〈(uz(r)− uz(r′))2n〉c − 〈uz(r)2n〉c − 〈uz(r′)2n〉c
(2n)!
}
= exp
{
−j21〈uz(r)uz(r′)〉c +
∞∑
n=2
j2n1
〈(uz(r)− uz(r′))2n〉c − 〈uz(r)2n〉c − 〈uz(r′)2n〉c
(2n)!
}
. (9)
This classification of FoG assists us to isolate the
FoG term originated from one–point velocity distribu-
tion function. The FoG part originated from the spa-
tial correlation x remains in the integration with other
perturbative terms. It will be expanded coherently in
the same order as higher order polynomials of density–
velocity cross correlations. And the DFoG1pt is safely fac-
tored out of the integration, and as shown later, it could
be parameterized with a single parameter of σz, which
by definition is a constant. Then the conventional ex-
pression of the observed spectrum in Eq. (4) is rewritten
as,
P (S)(k, µ) = DFoG1pt (kµ)
∫
d3x eik·xDFoGcorr (kµ,x)
× [〈ej1A1A2A3〉c + 〈ej1A1A2〉c〈ej1A1A3〉c] . (10)
Defining the reduced cumulants of the velocity field,
Ki ≡
〈
ui
〉
c
/σiz, the one–point FoG term D
FoG
1pt could be
written as [73],
DFoG1pt (kµ) = exp
{
j21σ
2
z + 2
∞∑
n=2
j2n1 σ
2n
z
K2n
(2n)!
}
, (11)
where the higher order reduced velocity cumulants K2n
(n ≥ 2) indicate the non-Gaussianity of the velocity field,
which is generated by non-linear structure formation. In
[74], authors measured σ2z and higher order K2n from
simulations, together with the exact one–point FoG term
by integrating the measured velocity Probability Distri-
bution Function. Here, σ2z is not only the dispersion of
small scale random velocity, but the dispersion of the
whole velocity field, which could be expressed as the in-
4tegral of the velocity power spectrum,
σ2z =
1
3
∫
dk
2pi2
PΘΘ . (12)
However, in this manuscript, σ2z is assumed to be theo-
retically unknown, and parameterised to be fitted with
all other cosmological parameters. The other FoG term
and other perturbative parts in Eq. (10) are indefinite to
be expressed by order expansion. In the regime of small
j1, e
j1A1 is expanded in terms of j1 as,
DFoGcorr (kµ,x)
[〈ej1A1A2A3〉c + 〈ej1A1A2〉c〈ej1A1A3〉c]
≃ j01〈A2A3〉c + j11 〈A1A2A3〉c
+j21
{
〈A1A2〉c〈A1A3〉c + 1
2
〈A21A2A3〉c − 〈uzu′z〉c〈A2A3〉c
}
+O(j31) , (13)
where we truncate the expansion at j21 order. Then the
zeroth order term, 〈A2A3〉c, representing the squeezing
effect, corresponds to Pδδ + 2µ
2PδΘ + µ
4PΘΘ [57] with
the velocity divergence Θ ≡ −∇ · v/(aH) = ∇ · u. The
higher order terms are defined as,
A(k, µ) = j1
∫
d3x eik·x 〈A1A2A3〉c,
B(k, µ) = j21
∫
d3x eik·x 〈A1A2〉c 〈A1A3〉c,
T (k, µ) =
1
2
j21
∫
d3x eik·x 〈A21A2A3〉c,
F (k, µ) = −j21
∫
d3x eik·x 〈uzu′z〉c〈A2A3〉c,
Here A, B and T terms are originated from higher or-
der density–velocity cross correlation polynomials, and
F terms comes from higher order velocity auto correla-
tions.
Finally we derive the RSD model in coherent order
expansion of kµ [61],
P (S)(k, µ) = DFoG(kµσz)Pperturbed(k, µ)
= DFoG(kµσz)[Pδδ + 2µ
2PδΘ + µ
4PΘΘ (14)
+A(k, µ) +B(k, µ) + T (k, µ) + F (k, µ)].
This model is first derived in TNS model paper [61], in
which they ignored T and F terms. So one goal of this
paper is to investigate the improvement of including T
and F terms in the model.
From now on, we drop the subscript of “1pt”, and use
DFoG(kµσz) to represent the one–point FoG effect. Al-
though DFoG(kµσz) function is expected to be Gaussian
[74], the exact functional form is assumed to be unknown
in this paper. The higher order truncation effect is ab-
sorbed into DFoG(kµσz). Consequently σz represents ef-
fects from the summation of velocity cumulants and the
truncated higher order polynomials, remaining unknown
but a constant. We test FoG function in the order ex-
pansion in terms of (kµσz)
2,
DFoG(kµσz) = e
−k2µ2σ2
z
/2+
∑
n=1
E2n(kµσz)
2n
(15)
parameter physical meaning value
Ωm present fractional matter density 0.3132
ΩΛ 1− Ωm 0.6868
Ωb present fractional baryon density 0.049
h H0/(100 km s
−1Mpc−1) 0.6731
ns primordial power spectral index 0.9655
σ8 r.m.s. linear density fluctuation 0.829
Lbox simulation box size 1890 h
−1Mpc
Np simulation particle number 1024
3
mp simulation particle mass 5.46× 10
11h−1M⊙
Nsnap number of output snapshots 13
zini redshift when simulation starts 49.0
zfinal redshift when simulation finishes 0.0
TABLE I: The parameters and technical specifications of the
N-body simulations for this work.
where σz is set to be a free parameter fitted by simulation
measurements, and E2n represents the free coefficient of
the higher order contribution which will be marginalised
over. In this manuscript, the perturbative terms are ex-
panded up to j21 order, and the only undetermined pa-
rameter becomes σz with the given FoG functional form.
If this order truncation approximation is valid, σz re-
mains a constant. When it becomes scale dependent, the
RSD model is considered to be contaminated by higher
order jn1 (n ≥ 3) terms.
III. MEASUREMENTS OF THE
PERTURBATIVE TERMS
In this section, we provide the individual measure-
ments for all perturbative terms in Eq. (14), using the N-
body simulations. In Sec. IV, the summation of them will
be divided from the measured 2D redshift space power
spectrum to obtain the one–point FoG term measure-
ments. This helps us remove the uncertainty due to the
non–linear evolution which can not be perfectly predicted
by perturbation theory. Though the non–linear spectra
at zeroth order of j1 are well known both by analytic
formulation and by simulation, higher order polynomials
have been calculated only theoretically, and have not yet
been confirmed directly for each term from simulations.
Our work is based on 100 realisations of N–body dark
matter simulations (Minji Oh et.al 2016, in preparation).
Each simulation is run by the cosmological simulation
code GADGET2 [84], with box-size Lbox = 1.89 h
−1Gpc
and Np = 1024
3 particles. The box-size is chosen to
mimic a similar survey volume as DESI will observe be-
tween z = 0.8 and z = 1.0 [85]. All realisations are
generated with the same cosmological model, so 100 sim-
ulations could help us identify the systematic contamina-
tion at 10% level of the targeted signal to noise for DESI
survey. We assume a LCDM cosmology with Gaussian
initial condition and flat space. The cosmological pa-
rameters are identical to PLANK15 results [86]. The
initial conditions are generated by the 2LPT code [87] at
z = 49. We mainly analyse 4 snapshots in this paper,
namely z = 0.5, 0.9, 1.5, and 3.0. The detailed simula-
tion parameters are listed in Table I.
5FIG. 1: We present the measured Pδδ, PδΘ, and PΘΘ ver-
sus the theoretical Pδδ, PδΘ, and PΘΘ at z = 0.5, 0.9, 1.5,
and 3.0., as solid and dash curves respectively. The top,
middle and bottom panels represent tests on Pδδ, PδΘ, and
PΘΘ respectively. The measured Pδδ, PδΘ, and PΘΘ are
mean values out of 100 simulations, and the small error bars
on the solid curves denote the standard errors of the mean,
σmean = σ/
√
N , with σ being the sample standard deviation,
N = 100 being the sample number. The dashed lines show
the predictions from RegPT [88].
In the following subsections, we describe the method-
ology to directly measure each term in Eq. (14), which
includes three j01 terms, one j
1
1 term and three j
2
1 terms.
We separately compute the averages of all those terms
from 100 realisations, which are assumed to be suffi-
ciently close to the true values. The averages from the
limited number of realisations leaves the small deviations,
but the difference is as small as 10% of the statistical
uncertainty of the given simulation volume. Although
some terms could be expressed as the integrations of
the higher order correlation functions larger than two
points, as shown in Sec. II, all perturbative terms are
essentially defined at only two distinct points of r and
r′, whose measurements turn out to be calculations of
only two point correlation functions. Mathematically, all
terms can be decomposed into three basic elements of
δ(r), uz(r) and ∇zuz(r). So first we use the Nearest
Grid Point (NGP) method to sample the density field
on regular 5123 girds and use the Nearest Particle (NP)
[74] method to sample the velocity fields on regular 5123
grids. Then the combination of three elements at each
point is computed, finally we construct two specific fields
by summing the basic elements and make the two point
correlation functions of these two fields to complete the
measurements.
Though we correct the window function effect in mea-
sured real space and redshift density power spectra and
real space density-velocity cross power spectrum, all mea-
surements still contain systematic errors due to finite par-
ticle number and grid size [89–91]. But since our simula-
tions have high enough particle number density and small
enough grid size, all these numerical effects are negligi-
ble at 1% level for the scientific goal of this work, at
least within our interested scales, e.g., k < 0.2h/Mpc
[92]. We also compare the simulation calculations with
perturbative predictions to show the break-down scales
of the perturbation theories in this section.
A. j01 order: power spectra
In this subsection, we calculate the zero’s order terms
in the j1 expansion, using both perturbation theory and
direct measurement from the simulations. There is no
other higher order polynomials but the simple Kaiser
terms of Pδδ, PδΘ, and PΘΘ in this lowest order.
First, these Kaiser terms are calculated using pertur-
bation theory. The odd UV behaviour appears in the
standard perturbation theory caused by the incomplete
expansion. It is improved by incorporating an appropri-
ate UV regularization, which removes all bad UV sectors,
dubbed as the regularized perturbation theory [88] (here-
after RegPT). The RegPT theory is based upon a multi-
point propagator expansion which applies to both density
and velocity field multiple propagators to encapsulate the
non-perturbative properties of gravitational effect. We
apply the RegPT for deriving theoretical prediction of j01
order terms, and present the results as dash curves in
Fig. 1. The predictions of Pδδ, PδΘ, and PΘΘ using RegPT
are shown in the top, middle and bottom panels respec-
tively at four different redshifts of z = 0.5, 0.9, 1.5, and
3.0.
Next, the Pδδ, PδΘ, and PΘΘ spectra are directly mea-
sured using simulations, which are represented by solid
curves in the top, middle and bottom of Fig. 1 respec-
tively. Theoretical prediction fails at the regime in which
UV behaviour becomes dominant. The difference be-
6FIG. 2: A(k, µ) term measured from 100 N-body simulations
at z = 0.5, 0.9, 1.5, and 3.0. Different colors represent differ-
ent k bins. The solid lines are the mean value averaged over
100 simulations, and the error bars are the standard errors of
the mean, σmean = σ/
√
N , with σ being the sample standard
deviation, N = 100 being the sample number. The dashed
lines show the predictions from standard perturbation theory
[61]. We caution that the y-axis ranges of up and bottom
panels are different.
tween solid and dash curves is explained by this reason.
The theoretical prediction for Pδδ agrees with the mea-
surement at k <∼ 0.2 hMpc−1 at low redshifts, but the
PΘΘ prediction breaks down at k >∼ 0.1 hMpc−1, which
causes the inaccurate prediction of the observed spec-
trum at µ → 1 limit. If we are interested in RSD model
at k >∼ 0.1 hMpc−1, more precise theoretical prediction
is demanded. In this manuscript, the measured j01 order
terms from simulations are used, and our results are free
from UV issues.
B. j11 order: A term
The A(k, µ) in Eq. (14) is a leading j11 order in poly-
nomial expansion generated by non–linear mapping of
density–velocity cross–correlation. There is no corre-
sponding j11 order term in the expansion of velocity auto–
correlation mapping. The A(k, µ) term is described as
[61],
A(k, µ) = j1
∫
d3x eik·x 〈A1A2A3〉c
= j1
∫
d3x eik·x 〈(uz − u′z) (16)
FIG. 3: Similar with Fig. 2, but for B(k, µ) term. We caution
that the y-axis ranges of up and bottom panels are different.
×(δ +∇zuz)(δ′ +∇zu′z)〉c
= (kµ)
∫
d3p
(2pi)3
pz
p2
{Bσ(p,k − p,−k)
−Bσ(p,k,−k − p)}, (17)
where the bispectrum Bσ is defined by〈
θ(k1)
{
δ(k2) +
k22z
k22
θ(k2)
}{
δ(k3) +
k23z
k23
θ(k3)
}〉
= (2pi)3δD(k1 + k2 + k3)Bσ(k1,k2,k3). (18)
The theoretical solution of A(k, µ) is calculated con-
sistently with theoretical j01 terms derived using RegPT
scheme which are presented as dash curves in Fig. 1. The
level in the A(k, µ) perturbation is corresponding to the
tree level, in which j01 order terms are selected to com-
pute this level by incorporating one loop level. Then the
perturbative expansion in Bσ is truncated at the leading
order, and other higher order levels are ignored (see the
Appendix of [61] for details). The theoretical solution is
presented by dash curves in four panels in Fig. 2. Each
panel represents the results at different redshifts z = 0.5,
0.9, 1.5 and 3.0.
While the theoretical solution of A(k, µ) is derived by
integrating bi–spectra in Fourier space using Eq. (17),
it is a time–consuming procedure when A(k, µ) is com-
puted numerically from simulations. Instead, we exploit
the expression given in Eq. (16), which is effectively de-
composed into two point functions in the configuration
space. All perturbative fields of δ(r), uz(r), ∇zuz(r),
δuz(r), and uz∇zuz(r) are separately measured to be
combined at two different points. The combined fields
7at both r and r′ are cross–correlated appropriately, and
the measured pairs in the configuration space are trans-
formed into the Fourier space. We collect all Fourier
components to provide the numeric A(k, µ), which is pre-
sented as solid curves in Fig. 2 at diverse redshifts.
We compare the theoretical and numerical results in
Fig. 2 using characteristic scales from linear to non–linear
regimes of k = (0.055, 0.115, 0.155, 0.215, 0.255)hMpc−1.
Both agree at small µ → 0 limit, but deviates to each
other at µ→ 1. It is difficult to explain the origin of the
differences, as higher order perturbative theory is not well
understood beyond two point functions. However, the
theoretical prediction even at the tree level is quite con-
sistent with the measurement, which explains most suc-
cessful applications of the improved theoretical model for
observations at low redshifts. Note that the effect of j11
order contributes differently to the observed power spec-
trum, in that the enhancement at small k modes and the
decrement at high k modes, which are numerically con-
firmed here. In this work, because the numerical j01 order
solutions are adopted, the numeric A(k, µ) is counted.
C. j21 order: B, T and F terms
Three terms of B(k, µ), T (k, µ) and F (k, µ) in Eq. (14)
represent the complete components in the expansion of
j21 order. The B(k, µ) and T (k, µ) are provided by non–
linear mapping of density–velocity cross–correlations,
and the F (k, µ) comes from the mapping of velocity auto–
correlation 〈uzu′z〉c pairs which are generated from the
FoG effect. In this subsection, we calculate these terms
numerically, and compare them with theoretical predic-
tions if available.
The expression of B(k, µ) is given by [61],
B(k, µ) = j21
∫
d3x eik·x 〈A1A2〉c 〈A1A3〉c
= j21
∫
d3x eik·x 〈(uz − u′z)(δ +∇zuz)〉c
×〈(uz − u′z)(δ′ +∇zu′z)〉c. (19)
Then the numeric solution for B(k, µ) is straightforward.
Again, we compute both two point correlation functions
of 〈A1A2〉c and 〈A1A3〉c to be combined into the in-
tegrand in terms of x. The Fourier transformation of
that integrand provides us the correct solution of B(k, µ).
Unlike the case of A(k, µ), the alternative expression of
B(k, µ) is not complicated to be used for numeric calcu-
lation. The B(k, µ) could also be expressed in the Fourier
space as,
B(k, µ) = (kµ f)2
∫
d3p
(2pi)3
F (p)F (k − p), (20)
F (p) =
pz
p2
{
PδΘ(p) + f
p2z
p2
PΘΘ(p)
}
.
If all power spectra of density and velocity fields are di-
rectly measured as in Sec. III A, the integrand in Fourier
FIG. 4: Similar with Fig. 2, but for T (k, µ) term. We caution
that the y-axis ranges of up and bottom panels are different.
space can be derived correctly. We compare both mea-
sured results from Eq. (19) and Eq. (20), and they are
consistent with each other. This indirectly confirms that
our method applied for calculating B(k, µ) in the con-
figuration space is correct. The measured B(k, µ) are
presented as solid curves in Fig. 3. We see that the am-
plitude of B(k, µ) term is 3 ∼ 4 times smaller than that
of A(k, µ) term.
The theoretical prediction of B(k, µ) is derived using
tree level perturbative theory, by substituting the linear
density power spectrum into Eq. (20), which is presented
as dash curves in Fig. 3. The agreement between the
theoretical and numerical B(k, µ) is impressive, although
there is slight difference observed at low redshifts. It is
predicted that it decays the observed spectrum at small
µ and enhances it at large µ, which is confirmed numer-
ically as well.
The expression of T (k, µ) in Eq. 14 is given by [61],
T (k, µ) =
1
2
j21
∫
d3x eik·x 〈A21A2A3〉c
=
1
2
j21
∫
d3x eik·x
{〈A21A2A3〉
−〈A21〉〈A2A3〉 − 2〈A1A2〉〈A1A3〉
}
=
1
2
j21
∫
d3x eik·x
{〈(uz − u′z)2
×(δ +∇zuz)(δ′ +∇zu′z)〉
−〈A21〉〈A2A3〉 − 2〈A1A2〉〈A1A3〉
}
. (21)
We apply the same numerical method as A(k, µ) calcula-
tion to derive T (k, µ) here. We construct the combined
8FIG. 5: Similar with Fig. 2, but for F term. We caution that
the y-axis ranges of up and bottom panels are different.
fields at r and r′ separately, and compute the correla-
tion functions in the configuration space. Those terms
are collected to be transformed into the Fourier space,
which are presented as solid curves in Fig. 4. The de-
tailed test is presented in Appendix A.
The numerical results are shown in Fig. 4, showing
that the T (k, µ) contributes to the suppression of the ob-
served spectrum at all scales and pair orientations. It is
remarkable that this contribution is comparable to terms
of A(k, µ) and B(k, µ) which are key elements in the im-
proved theoretical RSD model [61]. This numerical re-
sults are different from the perturbative calculations in
[62], which shows that T term is small compared to A or
B term. And we regard to difference to the non–linear
effect which may not be included in the perturbative cal-
cualtions. Since T terms effectively suppresses the ob-
served spectrum in redshift space, it can be considered to
be a part of FoG suppression. However, FoG suppression
to the observed spectrum is coherent in terms of scales,
which is a distinct feature from that of T (k, µ) suppres-
sion. If T (k, µ) is absorbed into the FoG effect, then the
residual FoG will not present the scale–independence in
terms of k.
The origin of F (k, µ) in Eq. (14) is different from other
j21 terms which are only parts of perturbative higher order
Kaiser terms. The local FoG effect contains the higher
order velocity correlations depending on the separation
of two points. This velocity auto–correlation polynomi-
als are indefinite as well, which needs to be expanded.
It is also chosen to be expanded it in terms of j1, then
both the perturbative terms and local FoG polynomials
are expanded coherently. The leading order of this ef-
fect appears as the multiplication between 〈uzu′z〉c and
〈A2A3〉c in j21 , which is given by [61],
F (k, µ) = −j21
∫
d3x eik·x 〈uzu′z〉c〈A2A3〉c
= −j21
∫
d3x eik·x 〈uzu′z〉c
×〈(δ +∇zuz)(δ′ +∇zu′z)〉c. (22)
This equation is numerically computed from simulations
using the similar methods described as B(k, µ) term cal-
culation. Again, the alternative tree level expression in
Fourier space is given by [61],
F (k, µ) = (kµ f)2
∫
d3pd3q
(2pi)3
δD(k − p− q)
µ2p
p2
PΘΘ(p)
× {Pδδ(q) + 2 f µ2q PδΘ(q) + f2 µ4q PΘΘ(q)}(23)
≃ (kµ f)2
∫
d3pd3q
(2pi)3
δD(k − p− q)
×µ
2
p
p2
(
1 + f µ2q
)2
Plin(p)Plin(q). (24)
We cross–check that the results from Eq. (22) and (23)
are consistent with each other, which confirms our nu-
merical calculation.
The structure of F (k, µ) is similar to B(k, µ) case in
which the simple tree level calculation agrees with the
direct measurement using simulations. The directly mea-
sured F (k, µ) is presented as solid curves in Fig. 5, and
the prediction using Eq. (24) is presented as dash curves.
Both are consistent. Note that the effect of F (k, µ) co-
herently enhances the observed spectrum which makes
similar size of but opposite contribution to the redshift
space power spectrum as T (k, µ). So the combined effect
of F (k, µ) and T (k, µ) on the observed spectrum can be
smaller. But for the completeness of the order expansion,
we include both contributions in our analysis.
IV. FINDING THE FOG FUNCTION
If the full indefinite higher order polynomials in
Eq. (14) are given, the residual one–point FoG, DFoG,
appears as a complete function of the single parameter σz
which is independent of scale [74]. But, in reality, the per-
turbative terms in Eq. (14) are incompletely known, the
assumed scale independence will not be available at the
specific scale. In this work, the higher order polynomials
contain the order contributions of density–velocity cross–
correlations and velocity–velocity auto–correlations up to
j21 order. The cutoff scale is placed at the regime in which
those low order polynomials are dominating. Within this
limit, DFoG is described by a scale independent coher-
ent curve which can be pre–determined in cosmological
model independent way.
9FIG. 6: (Top panel) The measured residual FoG’s are presented at z = 0.5, which is explained in the section IVA. The selected
scales are k = (0.065, 0.095, 0.135, 0.175, 0.205) h−1Mpc. The residual FoG is computed by taking ratio described in Eq. 25.
The P
(S)
perturbed(k) include; 1) Kaiser terms only, 2) Kaiser terms and A + B, 3) Kaiser terms and A + B + T , and 4) Kaiser
terms and A + B + T + F , from the first to the fourth columns. (Bottom panel) The best fit residual FoG DFOG is derived
using the correspondent model, with free σz and E2n = 0. We present the fractional ratio between the measured D
FOG and
DFOGfit .
A. The best fitted FoG function
The residual FoG term is, by definition, independent of
the separation vector x between two points, and factored
out of the integration in terms of x. Then the remain-
ing integrand contains all the correlation pairs, and the
external multiplicity factor DFoG depends on only one–
point random velocity dispersion and its cumulants. This
one–point FoG factor is described by a function of kµ in
Fourier space. If we fully divide the perturbative terms
Pperturbed(k, µ) from the observed spectra P
(S)
sim(k, µ) from
simulations, the residual multiplicity factor will be con-
sistent with the true DFoG,
DFoG =
P
(S)
sim(k, µ)
Pperturbed(k, µ)
, (25)
which should be described by a single function in terms of
kµ regardless of the individual k modes. We present the
measured residual FoG term after dividing out different
perturbative term combinations in Fig. 6.
To begin with, the residual FoG is presented after di-
viding out only j01 order terms at z = 0.5 in the first
column of Fig. 6. It is corresponding to Scoccimarro’s
model in which non–linear corrections are complete for all
zero’s order terms, but no higher polynomials are added
[57]. The residuals are computed using different scales
of k = (0.065, 0.095, 0.135, 0.175, 0.205)hMpc−1. Those
residuals at different k modes are not aligned coherently
along a single curve. It indicates that the measured resid-
uals are contaminated by other perturbative terms which
are not ignorable at those scales.
The improved RSD theoretical model, TNS model [61],
has been suggested to reproduce BAO features in preci-
sion . This standard perturbation RSD theory addition-
ally includes one j11 and one j
2
1 order terms, which are
A(k, µ) and B(k, µ) respectively. Other contributions in
j21 order were not included, as those are considered to be
irrelevant for BAO reconstruction. The measured residu-
als are presented in the second column of Fig. 6, which ex-
hibits more consistent DFoG at different scales, although
there is still slight inconsistency at high k modes and
large µ bins. Here the uncertainty due to non–linear cor-
rections is removed by directly measuring both A and B
terms, and the result can be improved by completing all
polynomials at the given order.
Next we present new result after dividing out j11 and
j21 order polynomials generated by all density–velocity
cross–correlations, i.e. including T (k, µ) as well. The
T (k, µ) based on the tri–point correlation function has
not been considered seriously yet, as it is assumed not to
be significant for BAO reconstruction, and the full non–
linear corrections are not known. In this manuscript we
are interested in full RSD clustering analysis more than
just focusing on distance measures, and we are able to
calculate non–linear corrections using simulations. The
residuals are presented in the third column of Fig. 6. The
measured FoG is aligned more consistently along a single
curve which is different from the previous case of A+B
division. It is interesting to note that the effect of T is
not negligible at all. If the information of full RSD clus-
tering is requested, then T should be counted. Finally,
we also include another j21 order term originated from
velocity–velocity auto correlation higher order polyno-
mials, F (k, µ). All measured residuals at different scales
are exhibited consistently up to k <∼ 0.2h/Mpc presented
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FIG. 7: Left panel: The measured FoG is presented at z = 0.5, 0.9, 1.5 and 3.0, with errors coming from the sample standard
deviation of P
(S)
sim(k, µ). The measured points are central values from 100 realisation simulations. The solid and dashed lines
are fitted FoG terms using data at k ∼ 0.035 − 0.205 hMpc−1. Right panel: The difference between the measured and best fit
Gaussian FoG terms.
in the fourth column of Fig. 6. From now on, the resid-
ual FoG is derived after dividing out all A, B, T and
F terms. The fractional differences are presented in the
bottom panel of Fig. 6. The measured residual FoG’s of
A+B and A+B+F+T divisions are ignorable for the low
resolution experiment targeting 5% observables, but can
be significant for the high resolution experiment target-
ing 1 or 2% observables. The consistency in terms of kµ
is slightly better with A+B+T than with A+B+F+T ,
but we are not able to justify this in terms of the full per-
turbation theory presented in the manuscript. It can be
accidental improvement, or there might be deeper physi-
cal implications, which is not yet known. We prove that
we need higher order contribution of T , but we need to
study further to fully understand the result.
The detailed test on the residual FoG is provided in
Fig. 7 to determine the best FoG functional form for the
resolution of (1.89Gpc/h)3 box which is close to the sur-
vey volume of most future experiments such as DESI.
First of all, errors on the residual FoG are estimated in
the following way. Averages of all perturbative terms at
j01 , j
1
1 and j
2
1 are computed using 100 realisation simu-
lations. The observed spectrum for each box is divided
by this averaged perturbative templates, which provides
the dispersion of the measured residuals as presented in
the left panel of Fig. 7. Then we fit the FoG model
in Eq. 15. The σz is assumed to be constantly vari-
able for all FoG models. The k space is binned from
kmin = 0.035 hMpc
−1 to kmax = 0.205 hMpc
−1 with k
spacing of ∆k = 0.01 hMpc−1. The solid curves in the
left panel of Fig. 7 represent the best fitted Gaussian FoG
term at the given kcut = 0.205 hMpc
−1. Even though
E2n is set to be zero, this simplest Gaussian FoG model
fit to the measured residual FoG up to k = 0.2 hMpc−1.
The dashed curves represent the result when both σz and
E2n are fitted. We practicably only consider E4 in our
test, but the results are representative of the general E2n
case. In the right panel of Fig. 7, we present the dif-
ference between the measured and estimated FoG using
Gaussian model. Considered the resolution of map with
(1.89Gpc/h)3 volume, the estimated FoG model up to
k ≃ 0.2 hMpc−1 is reasonably placed within errors.
B. The fitted σ2z − k relation
Note that we have to be assured that whether there is
any scale dependence on the measured σz . In Fig. 8, we
present the fitted σz in each k mode, which contains 10
equally distributed µ bins from µ = 0 to 1, at z = 0.5,
0.9, 1.5 and 3.0 using Gaussian FoG model. The ob-
served spectra are minimally contaminated by non–linear
physics at high redshift, e.g. z = 3.0. The observed σz
at z = 3.0 is indeed constant regardless of k scale up to
k <∼ 0.3 hMpc−1, when the full A + B + T + F terms
are used for the division. Here we do not present re-
sults at k <∼ 0.1 hMpc−1, because the measured residual
is nearly featureless to determined σz . There will be no
planned redshift survey at this high redshift, but we con-
firm our methodology at the region in which the mea-
11
FIG. 8: The FoG is assumed to be Gaussian, and we fit best
σv for the measured residuals at each k, to test whether the
observed σv is nearly scale dependent or not. The measured
residuals are presented as triangle points, and errors are ex-
plained in the text. The solid and dash lines separately rep-
resent the simulation measured and linear one dimensional
velocity dispersions.
sured spectrum remains nearly linear. We continue our
test at lower redshifts of z = 0.5, 0.9 and 1.5 in which the
observed spectra are highly contaminated by non–linear
physics. There is slight k dependence of σz developed
between 0.1 <∼ k <∼ 0.15, but the variation of σz is much
smaller than errors which are expected from the future
survey. If the full A+B + T + F terms are not used for
the division, the measured σz becomes scale–dependent
at k >∼ 0.15 hMpc−1. The assumption of coherent σz is
valid only if A+B + T + F division case.
In Fig. 8, it is interesting to note the difference between
the fitted σ2z and the directly measured σ
2
z from simula-
tions. As mentioned in [73, 74], the one–point FoG part
could be well approximated by a Gaussian function with
the measured σ2z as input. The accuracy is within 1%
level at k < 0.3 hMpc−1. The difference here is possi-
bly caused by the contamination due to the higher order
polynomials than j21 , or by the unknown non–linear dy-
namics of random velocity fields. We confirm that the
coherent σz treatment works fine to fit the measured
RSD spectrum, but the detailed theoretical mechanism
to compute σz remains to be unknown, which is our next
subject to be explored.
FIG. 9: The fitted kcut − Vsurvey relation for A + B + T +
F model. In general, Gaussian FoG function is better than
other fitting functions. This figure could be a guideline of the
maximum k mode we can use for a specific survey strategy in
the future.
V. DISCUSSIONS
We study the non–linear mapping of dark matter clus-
tering from real space to redshift space. The perturba-
tive description with one–point FoG prior is proved to
be a precise RSD theoretical model predicting the ob-
served spectrum in the redshift space at k <∼ 0.2 hMpc−1.
However, this perturbative theory is incomplete, and the
model contains an unknown sub–dominant contamina-
tion even at k <∼ 0.2 hMpc−1 due to higher order terms
which are not included in the finite expansion. In Fig.
9, we define kcut as the scale at which the systematic
uncertainty due to this contamination is smaller than
the cosmic variance of the survey volume. That is the
kmax at which the reduced χ
2 becomes greater than 1,
χ2reduced
>∼ 1. The conservative bound will be imposed,
if we are concerned with bigger survey volumes, or if
we wishes to control systematics much smaller than the
survey variance. In Fig. 9, we present bounds of kcut ac-
cording to the survey volumes represented by N× survey
volume (which we defined as our simulation volume, then
the survey variance ∝ 1/√N). When N = 10, the con-
tamination is controlled to be smaller approximately by a
factor of 3 than the cosmic variance of one survey volume.
Note that there is little change in kcut until N ∼ 10. If
it is requested under 10% uncertainty control, then kcut
is reduced by 0.1 hMpc−1 at all redshifts.
We estimate the RSD power spectrum using the mea-
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FIG. 10: The multipole components of spectrum is presented at z = 0.5, 0.9, 1.5 and 3.0 from the first to fourth columns.
Monopole, quadrupole and hexadecapole spectra are shown in the top, middle and bottom panels. The green solid curves
represent the theoretical estimation using A+B+T +F combination, the red dash curves represent the theoretical estimation
using A+B combination, and the cross points represent the directly observed multipoles. The σz is the best fit value for the
correspondent model. The error bars are the sample standard deviation from 100 simulation realizations.
FIG. 11: The 2D anisotropy spectra are presented at z = 0.5,
0.9, 1.5 and 3.0. The points with errors represent the direct
measurements from the simulations, and the solid curves rep-
resent the theoretical estimation using our method. The error
bars are the sample standard deviation from 100 simulation
realizations.
sured perturbative templates of A(k, µ), B(k, µ), T (k, µ),
F (k, µ), and the predetermined Gaussian FoG function
with a variable constant σz , from simulations. The tem-
plates are computed using averages of 100 realisations of
which variation is as small as 10% of statistical uncer-
tainty of each simulation. We ignore this small variation
in predicting the RSD power spectrum using these tem-
plates. Higher order polynomials of jn1 with n ≥ 3 are
not included in our RSD model, as we remove modes
at k >∼ 0.2 hMpc−1 in which those higher order terms
begin to be dominant. In our treatment, the system-
atic due to unknown non–linear corrections is resolved
as those are exact measurements from the simulations.
Also, the systematic due to the randomness of peculiar
velocities of particles is controlled by the predetermined
Gaussian FoG function, which is tested to be the best op-
tion not only theoretically but also observationally. The
σz remains undetermined, but proved to be constant at
k <∼ 0.3 hMpc−1. When the best fitting σz is known, the
theoretical RSD spectrum is provided. However, non–
Gaussianity FoG effect with non–zero E2n develops non–
negligibly at k >∼ 0.2 hMpc−1.
We present the multipole components of the estimated
RSD spectrum in Fig. 10. Monopole moments are pre-
sented in the top panels at z = 0.5, 0.9, 1.5 and 3.0 from
the first to the fourth column. The cross points repre-
sent the direct monopole measurement from the simula-
tions, and the solid green curves represent the estimated
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RSD spectrum described in the previous paragraph. The
measured and estimated spectra are consistent to each
other. Quadrupole moments are more contaminated by
all systematics caused by non–linear clustering mapping
from real to redshift spaces, which are presented in the
middle panels. The measured ones agree with the es-
timation (green lines) in precision within 2% by k =
0.185 hMpc−1 at z = 0.5, k = 0.225 hMpc−1 at z = 0.9,
k = 0.265 hMpc−1 at z = 1.5, and k = 0.395 hMpc−1 at
z = 3.0. It is a remarkable improvement in our model. In
the bottom panels, we compare hexadecapole moments
as well. Although there are discrepancies observed at low
redshifts, the measured errors are big there as well. The
measured and estimated hexadecapole moments are still
consistent under the error budget. The red dash curves
represent the theoretical estimation using A+ B combi-
nation. The difference is ignorable with low resolution
experiments, but significant with high resolution future
experiments.
Alternatively, the RSD spectrum can be presented in
the 2D anisotropy plane of k and µ, as denoted by
P s(k, µ). We select spectra at five different scales be-
tween kmin and kcut at each redshift bin, and present
those in µ direction. The P s(k, µ) at µ → 1 are con-
taminated most by RSD systematics. The directly mea-
sured P s(k, µ) are presented as cross points in Fig 11,
and our estimated P s(k, µ) are presented as solid curves.
Both are consistent in great precision even at µ → 1
limit. In the following works, we will investigate the de-
tailed power spectra reconstruction, the mapping of halo
or galaxy clustering, and the effect of higher than j21 or-
der polynomials.
We work out the detailed test of RSD perturbation the-
oretical models. However, the measured templates will
be directly exploited to RSD anisotropy analysis as well.
In our following work, we investigate the growth function
dependence on the measured templates, and feed the out-
puts into data analysis, without invoking to theoretical
RSD modelling.
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Appendix A: The measured T (k, µ) term
We present the measured T (k, µ) in this Appendix sec-
tion. The connected T (k, µ)
T (k, µ) =
1
2
j21
∫
d3x eik·x 〈A21A2A3〉c
=
1
2
j21
∫
d3x eik·x
{〈A21A2A3〉
−〈A21〉〈A2A3〉 − 2〈A1A2〉〈A1A3〉
}
(A1)
is computed by subtracting the unconnected pairs from
〈A21A2A3〉/2 . The full T term, 〈A21A2A3〉/2, is presented
in the top left panel of Fig. 12. There is no subtrac-
tion, and we integrate all effects here. The unconnected
pair multiplications are presented in the bottom panels
of Fig. 12. Both measured and theoretically estimated
〈A1A2〉〈A1A3〉 (B term) are presented as solid and dash
curves in the bottom left panel respectively, which shows
a good consistency. The measured 〈A21〉〈A2A3〉/2 is pre-
sented in the bottom right panel. The resultant con-
nected T (k, µ) is computed by subtracting those uncon-
nected pairs from 〈A21A2A3〉/2, which is shown in the
top right panel. In Fig. 13, the difference between the
connected and unconnected T (k, µ) is presented. The
solid curves present the connected T (k, µ), and the dot-
ted curves present the unconnected T (k, µ). As it is ex-
pected, the connected part gets gradually more promi-
nent relative to the unconnected part at lower redshfit
and at higher k modes.
We test the validity of our T term measurement us-
ing the Gaussian field simulation. The initial condition
of simulation is defined at z = 49 in which the distri-
bution of matters is approximately Gaussian. The den-
sity and velocity fields are enhanced by the linear growth
factor/rate ratios between z = 0.5 and z = 49. Since
the field is Gaussian, the connected T (k, µ) is expected
to be ignorable, as shown by the theoretical formula-
tion of T (k, µ) derived at the lowest order in [62]. We
take k = 0.055h/Mpc for example, in Fig 14, the full
〈A21A2A3〉/2 is presented by a red long dash curve. The
unconnected parts 〈A21〉〈A2A3〉/2 and 〈A1A2〉〈A1A3〉 are
presented by blue dash and blue dot-dashed curves re-
spectively. When both are subtracted from the full
〈A21A2A3〉/2, the connected T (k, µ) is measured to be
nearly zero, which is expected from the theory.
We calculate the same results at higher k modes and
also find them very close to 0. This gives us confidence
about our calculation of T term in this work, and it would
be an interesting issue to discuss that why (tree-level)
perturbation theory failed to describe T term even at
very large scales. Further investigations will be provided
in our future work.
14
FIG. 12: The detailed procedure to compute T (k, µ) is presented. The measured full 〈A21A2A3〉/2 and the connected T (k, µ)
measurement are presented in the top left and right panels respectively. The unconnected pairs of 〈A1A2〉〈A1A3〉 and
〈A21〉〈A2A3〉/2 are measured in the bottom panels.
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