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DFT calculations on a series of oligomers have been used to estimate band gaps, ionization potentials, electron
affinities, and bandwidths for polyacetylene, polythiophene, polypyrrole, polythiazole, and a thiophene-
thiazole copolymer. Using a slightly modified hybrid functional, we obtain band gaps within 0.1 eV of
experimental solid-state values. Calculated bond lengths and bond angles for the central ring of sexithiophene
differ by less than 0.026 Å and 0.7ï from those of the sexithiophene crystal structure. IPs and EAs are
overestimated by up to 0.77 eV compared to experimental bulk values. Extrapolated bandwidths agree
reasonably well with bandwidths from band structure calculations.
Introduction
Band structure calculations1 are an important theoretical tool
in the search for low band gap polymers.2 Due to the size of
the systems of interest, the choice of theoretical methods is,
however, limited. Geometries are usually obtained at semiem-
pirical levels such as MNDO or AM1.3 Band structures are
then computed employing extended Hu¨ckel theory (EHT),4-6
the Su-Schrieffer-Heeger model (SSH),7 or the nonempirical
valence electron Hamiltonian (VEH) parametrization.8,9 Har-
tree-Fock (HF) band structure calculations have also been
carried out,10 but the band gaps are overestimated by several
electronvolts due to the problems of HF theory with the
unoccupied orbital energy levels.11 Inclusion of correlation
effects at the MP2 level decreases the error compared to HF
theory by only about 30-50%.12,13 Geometry optimization at
the MP2 level could decrease the error further, since HF
exaggerates bond alternation.
Recent efficient implementation of density functional theory
(DFT) at the local spin density approximation (LSDA) level
into solid-state programs14-16 also allows inclusion of some
correlation effects at the ab initio level. At the LSDA level
geometries were shown to improve over those obtained with
semiempirical methods and artifacts are eliminated.17 However,
band gaps are severely underestimated. Since the error is fairly
systematic, gaps are usually roughly doubled to obtain agreement
with experiment.
In a recent publication we employed DFT/hybrid functionals
to approximate the lowest allowedπ-π*-excitation energies
of finite π-systems.18 DFT/hybrid functionals include gradient
corrections and the exact Hartree-Fock exchange with a weight
of 20%. These functionals represent a considerable improve-
ment over LSDA, as has been shown in numerous studies of
molecular properties.19 We have found that HOMO-LUMO
gaps are significantly closer to experiment with hybrid func-
tionals than with LSDA, and vertical excitation energies from
UV spectra were reproduced to within 0.01-0.8 eV.18
In this paper, the goal was to combine the improved
geometries of the DFT with the improved band gaps from hybrid
functionals in a method that is more computationally expedient
than solid-state band structure calculations. We use a hybrid
functional to estimate band gaps (Eg), ionization potentials (IPs),
electron affinities (EAs), and bandwidths. Polymer data are
obtained from oligomer calculations by plotting the results
against inverse chain length and extrapolating to infinity. This
approach is well established for band gaps and IPs1,12,20-23 and
is extended here to derive bandwidths. The correlation coef-
ficients are excellent if the short-chain oligomers (up to about
nine carbon atoms) are excluded. Band gaps for polyacetylene
(PA), polythiophene (PTh), polypyrrole (PPy), and polythiazole
(PTz) are reproduced to within 0.1 eV of the experimental values
without shifting or scaling.
DFT Orbital Energies. There is considerable controversy
in the literature concerning the physical content of DFT orbital
energies. Parr and Yang24 state that no simple physical meaning
of Kohn-Sham orbital energies should be expected. The
highest occupied orbital energy, however, equals the chemical
potential and the negative of the ionization potential.24 Dreizler
and Gross25 argue that the Kohn-Sham band gap would be
exact for a noninteracting system. For interacting systems the
correct band gap is obtained as the Kohn-Sham band gap plus
the discontinuity in the exchange-correlation potential. At the
LSDA level, band gaps are usually 40-50% too small.25 The
question is then, whether the error is due to the approximation
of the true exchange-correlation functional with a local
functional or due to the neglect of the discontinuity. Theoretical
analyses of LSDA and DFT energy levels led to the conclusion
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that the band gap problem is intrinsic to DFT and cannot be
ameliorated by improving the functional, i.e., in going beyond
LSDA.26-31
In contrast to this, Williams and von Barth argued32 that in
exact DFT the energy difference between ground and excited
state as obtained by total energy differences (∆SCF method) is
equal to the difference of orbital eigenenergies plus the
relaxation shift. Since this shift is negligible for extended
systems, “the eigenenergies of the ground-state theory give the
top of the valence band, the bottom of the conduction band,
and, therefore, the energy gap”.32 The underestimation of the
band gap at the LSDA level was attributed to the local nature
of the functional, which leads to incomplete cancellation of the
self-interaction energy. Therefore, Williams and von Barth
predicted that “a more accurate exchange-correlation potential
could, however, considerably improve the ability of the ground-
state theory to provide an approximate description of the
excitation spectrum”.32 These predictions are supported by a
recent analysis of Kohn-Sham orbital energies by Baerends
and Gritsenko, who state that “the Kohn-Sham one-electron
model takes a position in DFT that is reminiscent of the one
that Hartree-Fock takes in ab initio quantum chemistry. In
fact, in some respects it is more fundamental since ... it is a
one-electron model that is intimately related to the exact solution
of the many electron problem”.33 The energy of the highest
occupied Kohn-Sham orbital equals the exact ionization
potential, and all other virtual orbital energies are solutions in
exactly the same potential as the occupied orbitals. They are
therefore not upshifted in the same way as HF virtual orbitals
are.33
According to Koopmans’ theorem the negative of the HOMO
energy corresponds to the vertical ionization potential (IP) or
the vertical excitation energy of an electron into the continuum.
According to the Franck-Condon principle, the highest intensity
(λmax) in absorption spectra also corresponds to a vertical
excitation since the electronic excitation is fast with respect to
nuclear relaxation. For polyenes and aromatic heterocycles, the
lowest allowed excitations are singletπ-π* transitions. Thus,
the HOMO-LUMO gaps of our oligomers estimateλmax. For
the polymers the situation is different. The best way to
experimentally determine theπ-π* transition energy in a solid
is to use the energy of the onset of photoconductivity. This
has been measured for polyacetylene and shown to be close to
the absorption onset but about 0.3 eV lower thanλmax. For the
polymers we therefore compare our extrapolated band gaps to
the onset of absorption.
An example of a good agreement betweenλmax and the
experimental band gap has been observed in sexithiophene. The
absorption spectrum of polycrystalline sexithiophene has been
analyzed by Taliani and Blinov.34 They found that the band
gap of polycrystalline sexithiophene (assigned to the first zero
point in the Airy function) is 2.78 eV. This value is very close
to λmax) 2.85 eV of sexithiophene in solution. However Taliani
and Blinov’s results also showed that the lowest excitations
correspond to exciton (bound electron-hole pair) and not to
interband transitions. Frenkel excitons were observed at 2.36
and 2.56 eV (a very intense band related to interband transitions
was observed at 2.737 eV). No absorption was discovered that
would correspond to the dipole-forbidden, two-photon-allowed
2Ag state. Since the extrapolation of HOMO-LUMO energy
differences approximatesπ-π* band gaps, we cannot estimate
the lower values of the excitation energies corresponding to
(singlet and/or triplet) excitons. Excitons being neutral by nature
cannot transport charge, and since we are interested in the
minimum energy to generate free charge carriers in polymers,
the property of interest is theπ-π* band gaps and not the
exciton transition energies.
Computational Method
Geometries of butadiene through C20H24 and of monomers
through hexamers of thiophene (Th), pyrrole (Py), thiazole (Tz),
and oligomers with alternating thiophene and thiazole units
(ThTz) were optimized employing density functional theory.
The systems were restricted to be planar, which is in agreement
with the single-crystal X-ray structure of sexithiophene.35 All
calculations were carried out with Gaussian 94.36
For all systems Stevens/Basch/Krauss pseudopotentials and
split valence plus polarization basis sets37 (CEP-31G* keyword
in Gaussian 94)36,38were used. Three different functionals were
employed for acetylene oligomers. The first functional corre-
sponds to the local spin density approximation and includes the
Slater exchange39-41 and the Vosko-Wilk-Nussair correlation
functionals42 (LSDA keyword in G94).36,38 The second func-
tional is Becke’s three-parameter exchange functional43 com-
bined with Perdew’s 86 correlation functional,44which includes
20% HF exchange (B3P86 keyword in Gaussian 94).36,38 This
functional provided the best estimates of energy gaps and IPs
in our previous investigation of conjugated p-systems.18 How-
ever HOMO-LUMO gaps of butadiene through octatetraene
are still 0.6-0.8 eV smaller than vertical excitation energies in
the gas phase. Since the precise amount of exact exchange
depends on the systems studied,33 we have found that by
increasing the percentage of HF exchange from 20% to 30%
yielded HOMO- LUMO gaps within (0.25 eV of the
experimental data for butadiene through octatetraene. This
modified functional will be referred to as B3P86-30%. All
results for PTh, PPy, PTz, and PThTz in this paper are obtained
with the B3P86-30% functional.
Results and Discussion
Band Gaps. Spectroscopic data for organic p-systems are
usually determined either in solution or in the solid state (crystal
or thin film). Since our calculations are for isolated molecules
in the gas phase, we have attempted to first estimate the
difference in excitation energies between the gas and condensed
phases. Table 1 summarizes experimental absorption maxima
of ethylene through octatetraene in the gas phase and in nonpolar
solvents. For ethylene the difference between the gas phase
and solution is largest, 0.53 eV. For butadiene through
octatetraene excitation energies are about 0.2- 3 eV higher
in the gas phase than in solution. This agrees with Bre´das’
findings.45
A recent comparison between one-dimensional and three-
dimensional band structure calculations for poly(paraphenylene
vinylene) indicates that the band gap decreases by 0.2 eV
compared to results for the isolated chain if interchain interac-
tions are accounted for.15 This shift is similar to the solvent
effect described above. The UV absorption energies for
sexithiophene in solution (2.8546 and 2.86 eV47) and as a thin
TABLE 1: UV Absorption Maxima in the Gas Phase and in
Nonpolar Solvents for Ethylene through Octatetraene (in eV)
gas phase solution difference
C2H4 7.08a 7.61e -0.53
C4H6 5.92b 5.71e 0.21
C6H8 4.95c 4.63e 0.32
C8H10 4.41d 4.10e 0.31
aRef 55.bRef 56.cRef 57.dRef 58.eRef 59.
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film (2.78 eV)34 differ by only 0.07 eV. We infer from these
findings that excitation energies in solution are similar to those
in the solid state. Gas-phase data appear to be roughly 0.2-
0.3 eV higher than condensed-phase results.
Table 2 lists HOMO-LUMO gaps for acetylene, thiophene,
pyrrole, thiazole, and mixed thiophene-thiazole oligomers.
Experimental data are included where available. Figure 1 shows
a plot of experimental absorption maxima in solution against
inverse chain length for butadiene through C20H24. There exists
a good linear correlation if small oligomers (with less than 10
carbon atoms), which deviate considerably from a straight line,
are excluded. Our theoretical data (not shown) exhibit a similar
trend.
In Figure 2 theoretical HOMO-LUMO gaps (at LSDA,
B3P86, and B3P86-30%) and experimental UV absorption
maxima for C10H12 through C20 H24 are plotted against inverse
chain length. It can be seen that with the DFT/hybrid func-
tionals theoretical values decrease more rapidly than the
experimental data. The slopes are exptl, 19.31 eV× NC
(number of carbons); B3P86, 21.22 eV× NC; B3P86-30%,
22.62 eV× NC. At the LSDA level the slope of 16.21 eV×
NC is smaller than the experimental slope. This means that there
is a difference in accuracy of energy gaps for small and large
oligomers. Several factors might contribute to this. The
difference between excitation energies obtained with the∆SCF
method and those approximated as orbital energy differences
is the relaxation shift.32 This relaxation shift is negligible for
extended systems. However, the oligomers studied here are
rather small. So we might see the decrease in the relaxation
shift as the oligomers become larger. Apart from this, the
experimental solution data might be affected by disorder. The
slope might therefore be smaller since the chains are not
necessarily perfectly linear and planar. Nonetheless, the errors
due to the different chain length dependencies are quite small
compared to the underestimation of the gaps at the LSDA and
B3P86 levels. Including 30% of HF exchange leads to a
substantial improvement in the energy gaps.
Figures 3 and 4 show vertical excitation energies in solution
and HOMO-LUMO gaps at the B3P86-30% level for thiophene
through sexithiophene and for pyrrole through heptapyrrole.
Experimental data are taken from Colditz et al.46 and Zotti et
al.,23 respectively. Again theoretical and experimental data show
that monomers do not lie on the straight lines going through
the other points for the larger oligomers. (Zotti et al. included
the pyrrole monomer in the extrapolation and estimated the band
gap of a hypothetical perfectly ordered polypyrrole to be 0.1
eV larger than our estimate.) Bithiophene deviates only slightly
while the correlation is good for bipyrrole. As with the
polyenes, agreement between theory and experiment improves
as the chain lengths increase. Considering the expected 0.2 eV
TABLE 2: HOMO -LUMO Gaps of C4H6-C20H24, Thiophene-Sexithiophene, Pyrrole-Sexipyrrole, Thiazole-Sexithiazole, and
Extrapolations toward Polymer Band Gaps at B3P86-30% in eV. Experimentalλmax Values (in Solution) Are Given in
Parentheses Where Available
no. of carbons (CnHn+2)x (thiophene)x (pyrrole)x (thiazole)x (thiophene/thiazole)x
4 6.15 (5.71)a 6.73 (5.23)d 7.44 (5.97)h 6.76 (5.14)j,k
6 5.03 (4.63)a
8 4.33 (4.10)a 4.80 (4.05)e 5.49 (4.49)h 4.92
10 3.84 (3.71)a
12 3.49 (3.41)a 4.00 (3.49)e 4.73 (3.91)h 4.20 4.10
14 3.22 (3.18)a
16 3.01 (3.02)a 3.58 (3.16)e 4.34 3.80 3.69
18 2.85 (2.82)a
20 2.71 (2.77)a 3.32 (2.99)e 4.10 (3.38)h 3.55 3.45
22
24 2.51 (2.61)a 3.15 (2.85)e 3.95 3.40 3.29
28 (3.25)h
8 1.57 (1.83) 2.30 (2.27) 3.16 (2.71) 2.59 2.47
exptl solid 1.48b 2.0f 2.85h 2.47j,k
VEH 1.43c 1.72c 3.6i
LSDA 1.3g 1.9g
aRef 59.bRef 48.cRef 1. dRef 60.eRef 46. fRef 49.gRef 14.hRef 23. i Ref 22. j Ref 50.k Experimental results are obtained for 3-methyl
derivatives.
Figure 1. Experimentalλmax vs inverse chain length for C4H6 through
C38H40.
Figure 2. Experimentalλmax and theoretical HOMO-LUMO gaps at
LSDA, B3P86, and B3P86-30% vs inverse chain length for C10H12
through C38H40.
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difference between gas-phase and condensed-phase results,
agreement between theory and experiment is excellent for the
larger oligomers.
The numbers for Th, Py, Tz, and ThTz oligomers with 10
carbons or more are plotted against inverse chain length in
Figure 5 and extrapolated to infinity. The correlation coef-
ficients are 1.000 in every case. The extrapolated band gap
values are between 0.1 and 0.3 eV higher than experimental
gaps for the polymers (PA, 1.57 vs 1.48 eV;48 PTh, 2.30 vs 2.0
eV;49 PPy, 3.16 vs 2.85 eV;23 PTz, 2.59 vs 2.47 eV50). After
taking into account that condensed phase values are about 0.2
eV smaller than gas-phase data, experimental band gaps are
reproduced within(0.1 eV. This accuracy is much better than
with band structure calculations employing VEH and LSDA
(Figure 6).
Ionization Potentials and Electron Affinities. In Table 3
negative HOMO energies at the B3P86-30% level are compared
to experimental IPs for ethylene through octatetraene, thiophene,
pyrrole, and bithiophene. Theoretical IPs are generally too low.
Again agreement between theory and experiment improves with
increasing molecular size. In Figure 7 the errors for the polyene
IPs are plotted against inverse chain length. Extrapolation
(ethylene excluded) leads to an upper bound of about 1 eV for
the error expected for the IP of PA. The reason for the
underestimation of the IPs is probably related to the incomplete
self-interaction cancellation in LSDA. This was shown to
elevate energy levels.32 Although hybrid functionals represent
a considerable improvement over LSDA, the cancellation might
still be incomplete.
Figures 8 and 9 show plots of IPs and EAs against inverse
chain lengths for acetylene, thiophene, pyrrole, thiazole, and
thiophene-thiazole oligomers. The correlations are very good.
Only for the copolymer between thiophene and thiazole is the
correlation not as good, but this is due to the fact that the three-
and five-membered oligomers are obtained by adding just one
thiophene ring instead of the proper thiophene-thiazole repeat
unit. Since the deviations are small, this does not compromise
the results. Extrapolated IPs and EAs are summarized and
compared with experimental data in Table 4.
Figure 3. Experimentalλmax and B3P86-30% HOMO-LUMO gaps
vs inverse chain length for thiophene through sexithiophene.
Figure 4. Experimentalλmax and B3P86-30% HOMO-LUMO gaps
vs inverse chain length for pyrrole through heptapyrrole.
Figure 5. HOMO-LUMO gaps vs inverse number of rings for
thiophene, pyrrole, thiazole, and thiophene-thiazole oligomers at
B3P86-30%.
Figure 6. Extrapolated band gaps at B3P86-30% (filled diamonds),
band gaps from band structure calculations at VEH (plus signs), and
LSDA (× signs) vs experimental band gaps for PA, PTh, PPy, and Tz.
The dashed line indicates one-to-one correspondence between theory
and experiment. The solid line is shifted up by 0.2 eV, which is the
expected difference between gas-phase and condensed-phase data.
TABLE 3: Comparison between Experimental and
Theoretical IPs for Ethylene through Octatetraene,
Thiophene, Bithiophene, and Pyrrole
exptl B3P86-30% error
C2H4 10.63a 8.32 2.32
C4H6 9.09a 7.29 1.80
C6H8 8.2a 6.74 1.46
C8H10 7.80b 6.38 1.42
infinite chain 1.0
thiophene 8.85c 7.48 1.37
pyrrole 8.21d 6.65 1.56
bithiophene 7.63e 6.59 1.04
aRef 61.bRef 58.cRef 62.dRef 63.eRef 64.
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Although our oligomer data are underestimated, extrapolated
theoretical IPs for the polymers are between 0.50 and 0.77 eV
higher than those measured for polymers in the solid state. This
can be explained by the fact that there is an experimentally
determined∼1.7 eV difference between IPs of isolated mol-
ecules in the gas phase and IPs of molecular crystals.51 This
polarization energy of organic solids was shown to be inde-
pendent of the size of the system and should therefore be similar
for organic polymers.51 Hence, extrapolation of data (theoretical
and experimental) obtained for oligomers in the gas phase yields
IPs for polymers that are intrinsically 1.7 eV too high. We
estimated that with our approach extrapolated IPs for polymers
are systematically underestimated by about 1 eV. Therefore,
we overestimate bulk polymer data by only 0.77 eV (instead of
1.7 eV). Since both the polarization energy and the error in
our approach are roughly constant, we can obtain reasonable
estimates of the IPs of solids. Especially trends in IPs are
expected to be reproduced reliably. PTz, for instance, is
theoretically predicted to have a 1.06 eV higher IP and a 0.77
eV higher EA than PTh. This is consistent with the experi-
mental finding that PTz can be n-doped but not p-doped,50while
PTh can easily be p-doped.
Experimental EAs of PA, PTh, PPy, and PTz are not
available. Estimates can be obtained by subtracting experi-
mental gaps form experimental IPs. These numbers are listed
as experimental EAs in Table 4. EAs are obtained with similar
errors as IPs (0.5-0.8 eV). This has to be the case since gaps
that are predicted accurately are the difference between IPs and
EAs.
Bandwidths. In addition to band gaps and band edges, band
structure calculations also provide bandwidths. Within the one-
electron approximation bandwidths are too crude to simulate
optical spectra, but they provide a rough guide for the degree
of delocalization in the system. In Table 5 theoretical band-
widths obtained from extrapolation of the appropriate oligomer
energy levels are compared to bandwidths from band structure
calculations. The agreement between our and VEH results22 is
good for the conduction and the valence bands of polyacetylene.
VEH is known to slightly overestimate bandwidths since the
top of the valence band is reproduced very well but the bottom
Figure 7. Differences between experimental and theoretical IPs vs
inverse chain lengths for ethylene through octatetraene.
Figure 8. Theoretical negative HOMO energies (IPs) at B3P86-30%
vs inverse chain lengths for acetylene, thiophene, pyrrole, thiazole, and
thiophene-thiazole oligomers.
Figure 9. Theoretical negative LUMO energies (EAs) at B3P86-30%
vs inverse chain lengths for acetylene, thiophene, pyrrole, thiazole, and
thiophene-thiazole oligomers.
TABLE 4: Comparison between Experimental and
Theoretical IPs and EAs for PA, PTh, PPy, PTz, and
PThTz in eV
PA PTh PPy PTz PThTz
IPs
theor 5.02 5.50 4.77 6.56 6.06
exptl 4.5( 1a 5.0b 4.0b
EAs
theor 3.45 3.20 1.61 3.97 3.58
exptlc 3.0 3.0 0.8
aRef 65.bRef 22.cExperimental EAs are obtained as the difference
between experimental IPs and gaps.
TABLE 5: Extrapolated Bandwidths at B3P86-30% and
Bandwidth from Band Structure Calculations at the VEH,
LSDA, HF, and MP2 Levels of Theory Where Available for
PA, PTh, PPy, PTz, and PThTz
PA PTh PPy PTz PThTz
Valence Band
B3P86-30% 6.02 2.75 3.08 2.92 2.51
VEH 6.5a 2.6a 3.8a
LSDA 2.4b,e
HF 7.826c 2.890d 3.905d
MP2d 3.07 3.95
Conduction Band
B3P86-30% 5.22 4.42 2.98 4.04 3.26
LSDA 3.0b
HF 9.330c 3.246d 1.777d
MP2d 3.494 1.899
aRef 22.bRef 17.cRef 10.dRef 13.e In Ref 17 the valence
bandwidth is quoted to be 3.7 eV. Comparison with Figure 217 seems
to indicate that the HOMO plus HOMO-1 bands are included in this
value. The width of the actual valence band appears to be about 2.4
eV.
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of the valence band is too low.8 It is therefore encouraging
that our method yields slightly smaller bandwidths than VEH
for PA. For the PTh valence band, our and VEH data22 also
differ by only 0.15 eV. Band structure calculations for PTh at
LSDA17 yield a bandwidth about 1 eV larger than VEH and
our method. There is qualitative agreement at all levels of
theory that PPy has a larger valence bandwidth than PTh.
However, we obtain a smaller difference than solid-state
calculations. This is probably caused by different positions of
the avoided crossing of the upper twoπ-bands. Both PTz and
PThTz have smaller valence bandwidths than PPy, but the PTz
valence band is still wider than that of PTh.
The conduction bandwidths differ considerably at the various
levels of theory. The HF values for PA were obtained with
unpolarized basis sets and are very large. With polarization
functions HF and MP2 theory yield smaller bandwidths than
the DFT/hybrid approach. The LSDA values are in between.
Since the numbers are also strongly basis set dependent, one
should not overinterpret these results.
Geometries. Table 6 summarizes geometries of the inner
rings in sexithiophene and sexipyrrole. Comparison is made
with the X-ray structure35 of the center rings of sexithiophene
in a single crystal and with solid-state LSDA14 and HF
calculations12,13on PTh and PPy. Horowitz et al.35 showed that
bond lengths of central rings in terthiophene and sexithiophene
differ by no more than 0.01 Å, and bond angles by no more
than 1°. This indicates that oligomer geometries converge
rapidly to polymer structures. It is thus not necessary to perform
solid-state calculations to obtain good geometries.
Our optimized structure for sexithiophene differs by less than
0.026 Å and 0.7° from the sexithiophene crystal structure. The
B3P86-30% oligomer geometry and LSDA solid-state structure
of PTh are virtually identical. The C-C distance differs by
only 0.001 Å in both types of calculations, overestimating the
experimental value by 0.026 and 0.025 Å for B3P86-30% and
LSDA, respectively. The only exception is the C-S distances,
which is 0.023 Å longer at the B3P86-30% level. The LSDA
distance of 1.729 Å is very close to the experimental value.
Bond angles differ by up to 0.9° between B3P86-30% oligomer
and LSDA polymer calculations. Here our data are in closer
agreement with experiment than is LSDA.
The agreement between B3P86-30% oligomer and LSDA
solid-state calculations for the polypyrrole is equally good.
Again only the C-heteroatom distances differ. For polypyrrole
we obtain a 0.026 Å smaller value. The bond angles agree to
within 0.9° in both types of calculations. The agreement
between DFT/hybrid and LSDA calculations is very reassuring,
since it shows that there is no strong dependence of structural
data on the type of functional used.
Compared to HF results our C-X and CdC distances are
longer. All other parameters are almost identical. The longer
CdC bonds reflect the increase of conjugation after inclusion
of correlation. C-X bond lengths are quite sensitive to the
level of theory employed. No trend is obvious since HF and
DFT/hybrid bond distances are larger for PTh but shorter for
PPy than those with LSDA. The 3-2-5′ angle of 113.0° for
PPy in refs 12 and 13 is probably incorrect since it disagrees
by 18° from our and LSDA results and does not fit the series
of the data for PTh, polyfuran, and polyselenophene in refs 12
and 13.
Conclusions
We have shown that a substantial improvement of DFT
HOMO-LUMO gaps can be achieved in going beyond LSDA.
With DFT/hybrid functionals that include 30% HF exchange,
vertical excitation energies of medium sized and large oligomers
of acetylene, thiophene, pyrrole, and thiazole are reproduced
within (0.25 eV of the corresponding experimental results
(solution phase). An exception is terpyrrole, where the differ-
ence between theory and experiment amounts to 0.58 eV.
Extrapolation of oligomer data leads to band gaps within(0.1
eV of experimental results (solid state).
IPs, EAs, and bandwidths also correlate linearly with inverse
chain lengths. We obtained IPs and EAs within 0.8 eV of
experimental solution values. The close agreement between our
gas-phase IPs and solid-state IPs is, however, due to cancellation
between the about 1 eV underestimation with our approach and
the solid-state polarization energy. Bandwidths for polyacety-
lene agree well with VEH results but differ for PTh and PPy.
The B3P86-30% functional reproduces experimental geom-
etries with excellent accuracy. Moreover, geometries of central
rings in sexithiophene and sexipyrrole are in excellent agreement
with geometries obtained with solid-state LSDA calculations.
This strengthens our conclusion that polymer properties can be
obtained from oligomer calculations.
Since hybrid functionals are not available in solid-state codes
and may be too time intensive in the near future, a choice has
to be made between performing solid-state calculations at lower
levels of theory and extrapolating data for molecules obtained
at a higher level of theory. The results in this paper show that
the latter method leads to better estimates of band gaps. Hybrid
functionals were also shown to be superior to local and nonlocal
functionals for NMR shift calculations52 and for the treatment
of charge-transfer complexes.53 For both types of problems
excitation energies play a crucial role,54 and we believe that
the improvement is due to the improved description of the
energy gap between occupied and virtual orbitals.
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