We explore the response of many-body localized (MBL) systems to periodic driving of arbitrary amplitude, focusing on the rate at which they exchange energy with the drive. To this end, we introduce an infinite-temperature generalization of the effective "heating rate" in terms of the spread of a random walk in energy space. We compute this heating rate numerically and estimate it analytically in various regimes. When the drive amplitude is much smaller than the frequency, this effective heating rate is given by linear response theory with a coefficient that is proportional to the optical conductivity; in the opposite limit, the response is nonlinear and the heating rate is a nontrivial power-law of time. We discuss the mechanisms underlying this crossover in the MBL phase. We comment on implications for the subdiffusive thermal phase near the MBL transition, and for response in imperfectly isolated MBL systems.
I. INTRODUCTION
Isolated quantum systems in the many-body localized (MBL) phase do not approach local thermal equilibrium starting from generic initial conditions [1] [2] [3] [4] [5] . Instead, in the MBL phase, transport and relaxation are absent, and a system retains memory of its initial conditions at arbitrarily late times. At present, there is strong evidencefrom numerical studies [6] [7] [8] [9] [10] , rigorous mathematical approaches [11] , and experiments [12] [13] [14] [15] [16] -that the MBL phase exists in strongly disordered one-dimensional spin and fermion systems. Moreover, a phenomenological description exists for systems deep in the MBL phase [17] [18] [19] [20] [21] [22] [23] , and can be used to explore aspects of dynamics and response [24] [25] [26] [27] [28] [29] [30] [31] . Recently, the transition between MBL and thermal phases has also been explored, using general arguments [32] [33] [34] [35] [36] , mean-field theory [37] , and renormalization-group schemes [38] [39] [40] . The nature of this transition, and the MBL phase, is of particular interest because equilibrium statistical mechanics fails at the transition and does not apply in the MBL phase. Thus, we might expect various features of dynamics and response in the MBL phase to differ dramatically from equilibrium expectations.
The present work addresses one such exotic feature of MBL systems: namely, that in these systems, the d.c. limit of response functions is ill-defined. For concreteness, consider the conductivity of the system, i.e., its response to periodic driving by an electric field of amplitude A and frequency ω. In a typical thermalizing phase, this response is linear in A, for small enough A, regardless of the drive frequency: the linear response limit A → 0 and the d.c. limit ω → 0 commute. However, in the MBL phase, these limits do not commute [41] . Taking the limit A → 0 at fixed finite frequency gives rise to the linear-response optical conductivity σ(ω) ∼ ω α discussed in Ref. [30] , which vanishes as ω → 0. On the other hand, taking the ω → 0 limit at fixed A gives rise to a driveinduced many-body delocalization transition [42, 43] , and therefore a breakdown of linear response theory [41] .
The objective of this work is to study response in the Heating regimes and dynamical response to periodic driving in the many-body localized phase as a function of driving strength A and time t, at fixed driving frequency ω. At time t < 1/ω, the response is in the "ultrashort-time" regime: the driving frequency cannot be resolved and the heating rate of the system is protocol-dependent. At times such that 1/ω < t < 1/A, resonant transitions govern heating and the rate is given by linear response. At times t > 1/A, the resonant transitions are saturated but slower processes (Sec. VI) still contribute to heating. When A > ω, the linearresponse window vanishes and heating is given by LandauZener transitions. We find numerically and argue analytically that response in this regime is nonlinear in time; we furthermore predict that its amplitude-dependence is inconsistent with linear response theory.
MBL phase beyond these two limits, for general A/ω (but provided these are small compared with the intrinsic energy scales of the system; the opposite case is addressed in Ref. [44, 45] ). Our main results are as follows. We identify an observable-specifically, a generalized heating rate-that can be numerically extracted from the dynamics of the driven isolated system. This heating rate allows us to characterize dynamical response without relying on linear response theory (which breaks down as ω → 0). We then identify the processes that dominate heating and response for various regimes of A/ω, arguing that linear response is due to absorption from resonant configuration-pairs [30] and occurs in a time-window 1/ω t 1/A (starting from when the drive is turned on). These processes give rise to the expected Joule-heating behavior, in which the energy absorbed (or, equivalently, the dissipated power) ∼ A 2 σ(ω). Linear-response processes saturate on timescales t 1/A, but subleading processes still contribute slow dynamics. For stronger drive, we identify Landau-Zener transitions (and, potentially, thermal Griffiths inclusions) as the dominant contributor to response. These mechanisms cause heating that is a nontrivial power-law of both time and drive amplitude. The associated exponents vary continuously through the MBL phase. The various regimes are sketched in Fig. 1 . We support our heuristic analytical estimates with numerical evidence.
This work is organized as follows. First, we introduce a scheme for computing the heating rate in Sec. II. Then we review the effective spin model describing the MBL phase in Sec III, and discuss the various regimes of heating and their relevant scales in Sec. IV. The transient linear-response regime is studied analytically in Sec. V and the non-linear dynamics in Sec. VI. In Sec. VII we numerically demonstrate the various regimes of linear and non-linear response. Finally, in Sec. VIII, we comment on experimental implications and possible extensions of our analysis, particularly to the case of imperfectly isolated systems.
II. MEASUREMENT OF DYNAMICAL RESPONSE
In this work, we are interested in understanding the regime of validity of linear response theory and the crossover to non-linear response. Therefore, we cannot compute the conductivity using the Kubo formula (as in Ref. [30] ) because this relies on linear response: our objective, in other words, is to determine where the Kubo formula works and how the system responds beyond that regime. Thus, we need to compute response directly from the behavior of a driven system.
In general, one determines the conductivity of a system by applying a perturbatively small time-dependent electric field and measuring the response of the current to that perturbation. Implicitly, this standard definition assumes that the perturbed system has reached a steady state, e.g., because it is coupled to a heat bath that dissipates energy. Applying this standard notion to the MBL context raises the following difficulty: we are interested in systems that are isolated from the environment on the timescales of interest, so there is no external source of dissipation to bring the system to its steady state. One must instead extract the conductivity from a transient: specifically, one can extract the conductivity from the dissipated power, or Joule-heating rate (given by V 2 G, where G is the conductance and V the applied voltage), when a system is driven starting at some time t = 0. A practical challenge with computing heating rates, however, is that the regime of interest to us is one of high or even infinite temperature of the system. In this infinitetemperature limit, the amount of heating is necessarily small, which makes direct numerical extraction of heating rates challenging [46] .
One can address this difficulty by thinking about the mechanics of the heating process. Suppose the system is initially in an eigenstate in the middle of the manybody spectrum. During a particular drive cycle, the system is equally likely to absorb or to emit a quantum of the drive. Thus, the energy of the system undergoes a random walk, with a step set by the drive frequency ω. When the system is instead initialized near infinite temperature (i.e., at a temperature T greater than the intrinsic system scales and drive frequency), then the initial occupation of an eigenstate (in the eigenbasis of the undriven Hamiltonian) is given by ≈ 1 − E/T , where E is the energy. As states with lower energy are slightly more likely to be initially occupied, on average the random walk causes energy to be gained and the system heats up; i.e., the energy space initially has a "concentration gradient" (proportional to 1/T ) and "heating" results from the dynamics relaxing this initial gradient (see App. A). Thus, it is plausible that, up to a factor of T , the heating rate in the high-temperature limit is related to the fictitious diffusion constant in energy space. Indeed, this connection is well-understood for the thermal phase [47, 48] .
This fictitious diffusion constant has a nonzero limit at infinite temperature, and is easy to measure numerically, by initializing the system in an eigenstate (or a wavepacket with narrow energy spread) and measuring the energy spread of the wavepacket as a function of time. Specifically, we introduce the energy spread (∆E) 2 , as
Here, |m(t) =Û (t) |m is the time evolved state, with |m being an eigenstate of the unperturbed Hamiltonian H andÛ (t) the unitary time evolution operator generated byĤ +Ĥ drv. (t). We emphasize that this "fictitious" diffusion constant is distinct from, and not directly related to, the "true" energy diffusion constant of the undriven system: the "fictitious" energy diffusion constant measures the spread of probability in Fock space, whereas the "true" energy diffusion constant measures the spread of energy in real space. For a driven system, energy is not conserved (and thus the true energy diffusion constant is not physically meaningful) whereas probability is conserved, so the fictitious diffusion constant remains meaningful. (We note that the fictitious diffusion constant is also conceptually related to the quantum Fisher information [15, 49] .) In what follows, we shall be primarily interested in computing the dynamics of the observable (∆E) 2 in Eq. (1). We believe that for local systems this quantity is quite generally proportional to the high-temperature limit of the heating rate. This proportionality is known to exist in classical chaotic systems [47] as well as their quantum equivalents [48] . We also show explicitly that the relation holds for an MBL system driven very weakly at a nonzero frequency (i.e., A/ω 1): (∆E) 2 grows linearly with time t, with a coefficient that is ∼ T σ(ω)A 2 , where σ(ω) is the linear-response a.c. conductivity [30] , i.e., (∆E) 2 ∼ T σ(ω)A 2 t. This corresponds precisely to the Joule heating rate of a system with conductivity σ(ω).
The correspondence between heating rates and energy spread can also be shown generally for systems in which heating is due to isolated two-level systems (App. A).
The linear response regime can fail either through violations of the A 2 dependence or because the t-dependence ceases to be linear, for example because of saturation effects. We shall discuss these effects in more detail below but first we introduce the effective-spin model describing the many-body localized phase.
III. EFFECTIVE-SPIN MODEL IN THE MANY-BODY LOCALIZED PHASE
The effective degrees of freedom τ z i are related to the microscopic ones (denotedŜ α i ) by a finite-depth unitary transformation [50] , up to exponential tails. For notational simplicity (and to make contact with numerics) we shall work in one dimension, with open boundary conditions; none of our considerations relies crucially on these assumptions. Then the time-varying electric field can be written asĤ drv. = A sin ωt i x iŜ z i . The expansion of a particularŜ operator, e.g.,Ŝ
x , in terms of τ operators, has the formŜ
The F coefficients fall off exponentially with the furthest distance between the τ spins involved, and also fall off exponentially with the number of offdiagonal τ operators (i.e., τ x or τ y ) involved [30, 37] . For example, the coefficient of a term of the form m p=1 τ x,y ip n q=m+1 τ z iq would fall off as exp(−x/ξ − m/ζ), where x ≡ max(|i p − i p |). Stability of the MBL phase at infinite temperature requires that sζ < 1 [2, 30, 37] as the available phase space for m spin-flips grows as exp [sm] . At infinite temperature the entropic factor s ∼ log 2.
IV. REGIMES OF HEATING AND RELEVANT SCALES
In this section, we qualitatively introduce the two primary heating mechanisms: resonant transitions and Landau-Zener transitions. We then identify regimes in which each mechanism is dominant, and explore the implications for heating in those regimes.
A. Resonant transitions
We first consider what happens when one drives the Hamiltonian (2) very weakly at relatively high frequency, A/ω 1. We assume that the drive is turned on instantaneously at time t = 0, and that the system is initialized in a many-body eigenstate, i.e., in a product state of the effective spins τ i . The drive is diagonal in the physical spin basis; thus, in the effective spin basis, the drive generically has off-diagonal matrix elements for rearranging multiple effective spins. These typically fall off exponentially with order and inter-spin distance (as discussed in the previous section). However, there are rare pairs of effective-spin configurations between which the drive has a large matrix element. For an illustrative example, consider a well-localized Anderson insulator. Most (single-particle) eigenstates in the Anderson insulator are localized on single sites; however, rare eigenstates are delocalized across a resonant pair of accidentally degenerate sites [51] . The eigenstates in this resonant pair of sites consist of symmetric and antisymmetric combinations of the single-site orbitals, i.e., |ψ ± = |a ± |b where a and b are the two orbitals. The electric field (which in this basis is ∼ |a a| − |b b|) has matrix elements between |ψ + and |ψ − that grow with the distance between the two sites. Such resonant pairs exist at all scales, and dominate the linear-response conductivity in both singleparticle [51] and MBL systems [30, 52, 53] . However, the number of resonances at scale x falls off exponentially with x whenever the MBL phase is stable. In the MBL phase, such resonant pairs exist not just between different sites, but also between different pairs of configurations [30, 52, 53] ; thus the number of resonant pairs is parametrically larger, but their qualitative physics is not greatly modified.
In the initial eigenstate of the undriven system, each of these resonant pairs is in either its symmetric or antisymmetric state. When the drive is turned on, it induces transitions between these two states provided the transition is resonant with the drive frequency ω; the associated Rabi frequency is set by Ax ω , where x ω is the size of the resonant pair (i.e., the dipole moment of the transition). Thus, on a timescale set by the drive amplitude A, these resonant pairs are saturated (i.e., each resonant pair is precessing), and beyond this point there is very little absorption. Note that the saturation of resonant pairs is analogous to the phenomenon of spectral hole-burning in glasses [54] . To make contact with the effective-spin language of Sec. III, the occupations of the symmetric and antisymmetric orbitals count as conserved quantities, τ z ± .
The drive mixes the two orbitals, and therefore has an off-diagonal matrix element of the form (τ
We now briefly review the counting [30] of these resonant pairs in the MBL phase, when the system is driven at frequency ω. For brevity we shall quote and use the result of Ref. [30] that (at high temperature) the most common resonances at low frequencies involve flipping a substantial fraction (∼ 1/2 at infinite temperature) of the effective spins within a region of length x. Thus, we shall take n ∼ x in what follows. Now, resonances that flip n effective spins have matrix elements M ∼ W exp(−n/ζ). Thus, such resonances also have splittings (owing to hybridization) δ ∼ W exp(−n/ζ), and do not contribute at lower frequencies. By contrast, when two configurations are separated by an energy ω, but the matrix element is W exp(−n/ζ) ω, then these configurations will not be resonant. Consequently, resonant transitions at frequency ω are predominantly those for which W exp(−n/ζ) ω. Taking n ∼ x, this sets a length-scale for resonant transitions
One might intuitively expect linear-response theory to hold when resonant transitions are dominant, because the transition rate is proportional to A 2 owing to the Golden Rule. We shall see below that this is indeed the case.
B. Landau-Zener crossings
In addition to resonant pairs, a second class of processes that contribute to heating are Landau-Zener transitions [55] , which we now discuss. Suppose the system begins in a many-body eigenstate, i.e., a product state, or particular configuration, of the effective τ spins. The drive has matrix elements that are diagonal in the effective-spin basis, and thus change the energies of the various configurations (Sec. III); in addition, it has offdiagonal matrix elements that can cause transitions between τ -spin eigenstates. During a typical drive cycle, various configurations cross each other in energy. When such a crossing occurs, there is some probability of an adiabatic transition, i.e., one in which the system switches between configurations (as opposed to a diabatic transition, in which the system maintains its initial configuration). The matrix element for an adiabatic transition depends on the real-space and configuration-space distance between the configurations (Sec. III). At longer distances, there are more crossings, but they are less likely to be adiabatic (because the matrix element decreases). Quantitatively, the probability of an adiabatic transition at distance x in the many-body case is given by
, where M ∼ W exp(−x/ζ) is the matrix element between the configurations
To get the contribution of these LZ crossings to the heating rate, we must identify the conditions under which they cause heating. During each drive cycle, a given LZ crossing occurs twice. If it is crossed adiabatically or diabatically on both attempts, the system deterministically returns to its initial configuration at the end of a drive cycle. This does not cause heating. Rather, the rate at which a particular transition causes heating is given by P ad (1−P ad ) [41, 43] : thus, transitions that cause heating are those that have an appreciable probability of happening diabatically and also an appreciable probability of happening adiabatically [56] . We now estimate P ad for the crossings that typically occur when the system is driven with amplitude A. Let us consider a segment of size x. An electric field of amplitude A shifts energy levels by an amount ∼ Ax. The number of configurations of the effective spins in this segment is exp(sx) [specifically, 2
x at infinite temperature], and their energy bandwidth is W x. Thus, if the initial configuration covers an energy window Ax, it will typically cross exp(sx)A/W configurations. Thus, in order for at least one LZ transition to typically occur, one needs to look at segments of size
There are two regimes of behavior depending on whether P ad (x LZ ) 1 (i.e., most LZ crossings are diabatic) or not. In the limit that P ad (x LZ ) 1/2, the density of adiabatic LZ transitions per cycle is low. In this case, LZ transitions do not destabilize the MBL phase, but simply provide an additional heating channel in addition to resonant transitions. In the opposite limit, P ad (x LZ ) ∼ O(1), adiabatic LZ transitions become dense; thus, delocalization takes place through a series of adiabatic LZ hops. This corresponds to a drive-induced many-body delocalization phase transition [43] . The resulting delocalized phase is presumably thermal (in the sense that it heats up to infinite temperature), but its properties (such as response functions) are not adiabatically connected to those of the undriven system. Behavior of the length-scales xMott, xLZ, x ad (defined in text) as the drive amplitude A is varied at fixed frequency ω. We assume A, ω W (where W is the single-particle bandwidth) and set sζ = 1/2, so the system is relatively deep in the MBL phase. Thus there are two separate crossovers as A is increased: linear-response fails when x ad xMott, and Landau-Zener transitions percolate when x ad xLZ. These crossovers are separated by an intermediate regime (shaded region) in which rare Landau-Zener transitions dominate the response. As sζ increases, the intermediate regime shrinks and disappears when sζ = 1 (i.e., at the MBL transition).
C. Length-scales and regimes of response
The previous discussion suggests that there are three separate length-scales governing the response of the system. One of these is the "Mott" length-scale, x Mott ∼ ζ log(W/ω), which is the length-scale on which resonant transitions take place [Eq. (3)]. The second is the LandauZener crossing scale, x LZ (1/s) log(W/A), which is the distance (in real and/or configuration space) to the nearest Landau-Zener crossing [Eq. (5)]. Finally, there is a length-scale, which we call the "adiabatic" scale, x ad , determined by the condition that P ad (x ad ) ∼ 1/2. An approximate formula for this scale is
which is obtained by inverting Eq. (4). The arguments of Ref. [43] can be rephrased as saying that when x ad x LZ , a drive-induced delocalization transition takes place. The behavior of these three length-scales is shown in Fig. 2 . Note that if A is increased at fixed ω in the MBL phase, the first crossing that occurs is x ad x Mott when ω = A. At this drive amplitude, x LZ > x Mott , x ad because of the above definitions combined with the condition sζ < 1, which is required for the stability of the MBL phase, as discussed in Sec. III. Even before the drive causes delocalization, it causes the breakdown of linear response. The crossover between linear and nonlinear response can be understood as follows (see Fig. 3 (top) and steady-state behavior (bottom) in driven MBL systems. As the drive strength A is increased at constant frequency ω, there is a crossover between linear and nonlinear response in the transient dynamics, set by the failure of the rotating-wave approximation to the driven two-level systems (TLS's) that govern the response of the system. This crossover happens when these TLS's transition from a drive-resonant regime (top-left) to a Landau-Zener regime (top-right). There is a separate steadystate phase transition between MBL and thermal Floquet Hamiltonians (bottom). This is determined not by the nature of TLSs, but rather by the density of the dominant type. When TLSs percolate, the steady state is thermal; otherwise it is MBL. The steady-state transition is set by the condition as A is ramped up, eventually the phase space for LZ crossings (whose density is set by A) dominates that for resonant transitions (even though these LZ crossings have relatively small adiabatic rates). This corresponds to a breakdown of linear response, which is accompanied by a breakdown of the rotating-wave approximation for the driven resonant pairs (cf. top-left and top-right illustrations in Fig. 3 ). In addition to the crossover in the the transient dynamical response, a steady state transition transition from localized to thermal effective Floquet Hamiltonians can be introduced, which is solely set by the density of TLS and not by their character.
There are thus in total three distinct regimes ( Fig. 3) : (i) linear response due to isolated resonant TLS's with Floquet steady states that are many-body localized; (ii) nonlinear response due Landau-Zener TLS's, which are nevertheless isolated from one another and hence the steady state remains many-body localized as well (intermediate regime in Fig. 2 and 3) ; (iii) nonlinear response due to percolation between TLS's accompanied with thermal steady states induced by strong drive.
V. TRANSIENT LINEAR RESPONSE
This section focuses on regimes in which linearresponse behavior emerges. There are two such regimes: in the MBL phase, for sufficiently small A/ω, and in the thermal phase, for general A/ω. We shall consider these in turn. Although our primary concern is with the behavior of the MBL phase, the thermal behavior is instructive and helps to set up our discussion of Griffiths effects in Sec. VI C.
A. MBL phase: Linear response through resonances
In this section we analyze a simplified version of the effective-spin model in Sec. III, in which we neglect all degrees of freedom that are not resonant pairs. The two states of each resonant pair can be treated as a twolevel system. Note that these resonant two-level systems (RTLS's) are not the same as the effective τ spins in Sec. III, but are much more sparse: most effective τ -spins are not involved in resonances [57] . To emphasize the distinction, we shall denote the RTLS's as T α . Because of their sparseness, we neglect interactions among RTLS's.
We now discuss the dynamics of this ensemble of noninteracting RTLS's. We work in the effective spin representation of the undriven system; in the associated natural eigenbasis, each TLS points along z in the absence of drive. The full Hamiltonian of the driven RTLS α can be written as
(7) Here, we have used the result (from Sec. IV A) that a RTLS with splitting ε is typically one of size x(ε) ∼ ζ log(W/ε), and that the corresponding dipole matrix element of the electric field is Ax ∼ Aζ log(W/ε). The density of these RTLS's is also given by similar reasoning. The number of available states at scale x goes as exp(sx), and the corresponding many-body level spacing is W x exp(−sx) [since W x is the energy bandwidth of a region of size x]. Substituting x(ε) into this expression, we immediately arrive at the result ρ(ε) ∼ ε −sζ (8) Note that this is the density of states of RTLS's, not necessarily that of effective τ spins.
With these assumptions, we can apply the rotating wave approximation to Eq. (7) and the dynamics of RTLS's becomes exactly solvable. In what follows we shall further simplify by neglecting the logarithmic correction due to the dipole moment. Now one can use the Rabi formula to find that at time t, the energy variance of a single RTLS is given by
where Ω α ≡ (Aζ) 2 + (|ε α | − |ω|) 2 is the Rabi frequency of RTLS α.
To get the response of the full system, one ensembleaverages the response of the RTLS's. This gives the expression
This integral has four regimes. At short times compared with 1/W it goes as A 2 t 2 . At long times compared with t 1/A 1/Ω, it saturates. There are two intermediate regimes: 1/W t 1/ω and 1/ω t 1/A. The former regime is not of interest to us: at these timescales, the frequency ω cannot be resolved. Thus, we can specialize to 1/ω t 1/A. Here, the integral (10) splits into three parts: from 0 to ω−1/t, from ω−1/t to ω+1/t, and from ω + 1/t to W . In the "outer" regimes, we can approximate sin 2 x 1/2, and in the "inner" regime, we can expand it as sin 2 x x 2 . Using these results, we find that the leading t-dependence in this regime is given by
This is, as expected, proportional to the linear response conductivity σ(ω) ∼ ω 2−sζ ≡ ω α [30] , cf. Fig. 4 .
B. Linear response in the thermal phase
We now turn to the thermal phase, and briefly consider how linear response emerges there. As we shall eventually be interested in finite-size thermal blocks in the insulating phase, we focus on a finite thermal system of size L, with an intrinsic thermalization time ∼ 1/W 1/ω. Using the "off-diagonal" part of the eigenstate thermalization hypothesis [58] , one can estimate the matrix elements of the electric field between many-body eigenstates of the thermal system as M (L) ∼ A exp(−sL/2). (Here, we are ignoring subleading factors of L that are not in the exponent.) When L is large enough, such matrix elements are always much smaller than ω; hence resonant transitions always dominate Landau-Zener transitions, and the Golden Rule is appropriate. Furthermore, the timescale at which linear response breaks down due to saturation in a large, deeply thermal inclusion is not determined by t 1/A, as in the previous section. Instead, it is set by the shorter of the following two timescales.
(1) The timescale on which the occupation of the initial eigenstate is appreciably depleted. This timescale is set by the Golden-Rule rate ∼ A 2 /W , which is independent of L but is parametrically longer than in the localized phase, since A/W 1 for our purposes. timescale on which a particular final state has an appreciable chance of being populated. This is set by the matrix element M (L) ∼ A exp(−sL/2). For very large thermal systems, process (1) governs saturation, whereas for small thermal systems (such as some of the Griffiths regions we will consider below), process (2) governs saturation. A crossover between these processes takes place when L ∼ (2/s) log(W/A).
VI. REGIMES OF NONLINEAR RESPONSE
The perturbative resonances discussed in the previous section saturate on a timescale ∼ 1/A. When A ω, these resonances are essentially saturated within the first drive cycle. Thus, any heating that occurs after the first drive cycle is due to slower, more collective processes. We now consider various types of such processes: (A) perturbative resonances that are slow compared with the main Mott transitions, and thus give rise to slower heating; (B) perturbative resonances that are higher-order in the drive amplitude; (C) thermal Griffiths inclusions; and (D) Landau-Zener transitions.
A. Anomalously distant resonant pairs
First, we extend the analysis of Sec. V to times that are long compared with 1/A; at these times, the dominant Mott resonances have saturated. However, rare Mott pairs with anomalously small Rabi frequency still exist, as do pairs of states with splitting ω at larger scales than x Mott . We expect the latter to dominate, as they are more abundant, so we shall focus on them. Unlike the Mott pairs, these subleading resonances are induced by the drive: i.e., although the pairs are split by ω, this splitting is due to detuning rather than hybridization. Thus they are hybridized by the off-diagonal matrix elements of the drive. The hybridization is given (at distances x x Mott ) byÃ(x) ∼ Ax exp(−x/ζ). Moreover the number of these resonances increases with distance as exp(sx). Now let us consider the dynamics on a timescale t. On this timescale, resonances withÃ(x) 1/t will have saturated and do not contribute any further to heating. However, further-out drive-induced resonant pairs will still be absorbing linearly. The absorption at time t is thus dominated by resonances withÃ(x) 1/t. Plugging this into Eq. (11), the contribution from these resonances to heating goes as
Stability of the MBL phase entails sζ < 1, so that these processes give rise to a slow, power-law approach to saturation on timescales t 1/A even when the drive is weak.
B. Resonances from higher-order processes in the drive
In the previous sections we considered one way in which the drive can induce n-particle rearrangements: namely, that the expansion of the electric field in terms of effective spins has matrix elements for rearranging n spins. For large n such a process is suppressed because it falls off as exp(−n/ζ) [see Sec. III]. Nevertheless, it is still leading-order in the drive amplitude A. When the drive amplitude is large, one must also consider resonant n-particle rearrangements that are higher-order in the drive amplitude. For instance, one can rearrange n effective spins by going to nth order in the drive. The amplitude for such a process can be estimated in perturbation theory asÃ n ∼ A n /W n−1 (up to a combinatorial factor) because the typical energy change upon flipping an effective spin is W . To see which type of n spin rearrangement is more important, one must compare ζ with 1/ log(W/A); the bigger of these will dominate. We have considered the former type (first-order in A) above; now we consider the latter (high-order in A).
The resonances that go as A n saturate only on timescales t ∼ 1/Ã n ; thus nth order processes can dom-inate response once all lower-order processes have saturated. At a time t, the dominant unsaturated resonances are of order n such thatÃ n ∼ 1/t, and thus n(t) ∼ log t/ log(W/A). These nth order processes can be analyzed in terms of the Rabi formula, precisely as in Sec. V but replacing A with the renormalized Rabi frequencyÃ n ∼ 1/t. Thus, (∆E) (13) up to an overall constant due to the combinatorics of nth order processes. Thus, higher-order processes give rise to a power law that is (a) sensitive to the drive amplitude A, and (b) can be either positive or negative. In the limit A, ω → 0, we expect these processes to be subleading (since A/W → 0) but for numerically accessible frequencies, it is plausible that these processes will be relevant for the late-time dynamics.
C. Thermal Griffiths inclusions
So far, we have focused on heating processes involving isolated two-level systems inside the MBL phase. A separate channel for response and heating comes from thermal "inclusions," or thermalizing islands embedded in a localized bulk. We expect this channel to be particularly important near the delocalization transition. To explore it, we first discuss the response due to a single deeply thermal segment of length L, with linear-response conductivity σ th (ω). As discussed in Sec. V B, the heating rate of this inclusion is given by the linear-response result ∼ A 2 /W σ th (ω), and saturates on a timescale t s 1/A min(e sL/2 , W/A). We are interested in relatively small islands, and in the A/W → 0 limit, so we shall consider the first case, t s ∼ (Ae −sL/2 ) −1 . Moreover, the probability of having a thermal inclusion of length L goes as p L , where p is some probability per unit length that vanishes deep in the localized phase, and presumably approaches unity at the delocalization transition [30, 34] .
Let us now consider the response at time t, such that 1/A t W/A 2 . At this time, the smallest Griffiths regions that have not saturated have size L (2/s) log(At); the density of such rare regions decreases as t −2 log(1/p)/s , and each region contributes (A 2 /W )σ(ω)t to the energy spread. Combining these results, we find that the Griffiths contribution (from strongly thermal inclusions) to the heating rate is given by
where g ≡ 2 log(1/p)/s is expected to be generically small, and thus the overall exponent is expected to be generically positive, near the MBL transition. The above estimate is for the contribution from thermal inclusions. However, it is possible that fractal critical inclusions could give an even faster heating rate: in particular, it seems that the probability of critical inclusions might vanish as exp(−g L d f ), where d f < 1 [40] . This might lead to a parametrically faster energy spread than the simple thermal inclusions we are considering: however, at present the heating behavior of such critical inclusions is unclear.
D. Landau-Zener transitions
In addition to the perturbative resonances discussed above, one expects that absorption due to Landau-Zener processes should also be important in the low-frequency limit. The Landau-Zener contribution has two regimes, depending on the scale x ad , which separates mostly adiabatic resonances from mostly diabatic ones: when x ad x LZ [i.e., A 1−sζ/2 ω sζ/2 W 1−sζ ] the "active" LandauZener transitions-i.e., those that have an appreciable probability of being both diabatic and adiabatic-are rare and isolated, and can thus be treated individually. In the opposite limit x ad x LZ , the Landau-Zener transitions form a percolating network, and the system delocalizes.
Isolated Landau-Zener transitions
We now estimate the heating rate due to isolated Landau-Zener transitions. In general, a transition that is always adiabatic or always diabatic does not contribute to energy spread (see Sec. IV B); rather, the timescale on which a given Landau-Zener transition acts dissipatively (or, equivalently, loses memory of its initial state) is given by
In the regime we are considering, Landau-Zener transitions are isolated. Thus on timescales long compared with T (x), all Landau-Zener transitions at a lengthscale x are saturated and do not contribute to heating. Let us consider the response at time t. Then, the leading contribution to heating will be from transitions with T (x) t. At long times, this means the transitions that have not yet saturated are mostly adiabatic or mostly diabatic. The phase space for mostly diabatic transitions, x x ad. , is larger (because these correspond to larger-scale rearrangements, of which there are more) so we focus on those. For such transitions, P ad 1, so we can simplify Eq. (15) by approximating P ad ∼ W 2 exp(−2x/ζ)/(Axω) to write
At a length-scale x(t), there are (A/W ) exp[sx(t)] ∼ A 1−sζ/2 t sζ/2 Landau-Zener crossings. Each of these contributes ∼ Ax(t) of energy. Thus, up to logarithmic factors, the total Landau-Zener contribution to energy spread is
This analysis is incomplete because it ignores interference between subsequent Landau-Zener transitions. Thus, it would naively suggest that any degree of freedom always delocalizes at sufficiently long times, because a LandauZener crossing inevitably takes place. Interference effects qualitatively modify this picture at long distances, as discussed in App. B, ensuring the stability of the MBL phase. In a simple model where the Landau-Zener transitions can be treated as entirely isolated, this approach gives us the late-time asymptotic result is (∆E)
It is not clear, however, that this result is correct for the setup we have in mind, in which the drive is suddenly turned on at time t = 0. In this setup, even the typical effective spins (which are not involved in resonant or Landau-Zener transitions) nevertheless exhibit weak precessional dynamics and only undergo quantum revivals at very long times (as discussed, e.g., in Ref. [29] ). Thus, the environment of a given LandauZener transition is never exactly ω-periodic, which complicates a full analysis of interference between LandauZener transitions.
Percolating network of Landau-Zener transitions
When the drive amplitude is large enough that x ad ≈ x LZ , then a chain of Landau-Zener transitions percolates through the system. This leads to a delocalized steady state in which the system heats up to infinite temperature. It seems plausible (as discussed below) that the delocalized state near the percolation transition exhibits anomalous transport [59] . Even in such an anomaloustransport phase, however, the long-time heating behavior, for finite-frequency driving, is expected to be linear in time: i.e., the finite-frequency linear response coefficients are well-defined in this phase in the hightemperature limit [see Ref. [60] , Sec. 5.4]. Nevertheless, close to the drive-induced delocalization transition, the typical relaxation timescales are very long; absorption on much shorter timescales is dominated by single Landau-Zener transitions, as discussed in the previous section. We emphasize that this "physical" charge diffusion is not to be confused with the "fictitious" diffusion process discussed in Sec. II.
E. Summary and Floquet perspective
In this section, we have discussed various mechanisms that cause heating on timescales t 1/A-anomalously large-scale (and therefore slow) Mott resonances, higherorder processes in the drive amplitude, thermal Griffiths inclusions, and Landau-Zener transitions. We have argued that all these effects give rise to nonlinear heating characterized by continuously varying power-laws in time (owing to a wide distribution of saturation timescales), but the exponent can be negative, e.g., with anomalously large Mott resonances, or positive, as with Griffiths inclusions and Landau-Zener crossings (in the intermediatetime window where interference effects are not important).
These results are relevant for intermediate times. However, at asymptotically late times, these behaviors all reduce to two types: power-law approach to a saturated value as (∆E) 2 ∞ − (∆E) 2 (t) t −φ , or linear growth in case the Landau-Zener transitions percolate. These can be understood from the following complementary perspective. One can regard the protocol we have discussed as being a quantum quench into an effective Floquet HamiltonianĤ F , defined via exp[−i2πĤ F /ω] ≡ U (2π/ω), which is itself either MBL or delocalized. The late-time behavior after such quenches is well understood in both the MBL and thermal phases. When the Floquet Hamiltonian is itself localized, local operators approach their eventual expectation values with a slow power law [28, 30] . On the other hand, when the Floquet Hamiltonian is deep in its thermal phase, one naively expects essentially linear heating at times 1/A. This Floquet perspective also suggests that near the drive-induced delocalization transition, the system should be in a Griffiths phase with anomalous charge diffusion and associated slow dynamics. The delocalization transition point depends on ζ, which is spatially fluctuating. Thus, in the delocalized phase near the transition, there will be regions of the system, e.g., with anomalously small ζ, that are locally still in the Floquet-MBL phase, and these will presumably act as transport bottlenecks. Late-time dynamics after a quench into such a Floquet Hamiltonian with anomalous charge diffusion (note that charge, unlike energy, is conserved by the drive) has not been explored in detail. A simple estimate is that the heating at late times t is governed by the density of locally insulating regions at time t (as these take a long time to heat up). This would then suggest [36] that the late-time approach to saturation should go as t −1/z , and thus should go logarithmically at the critical point. This is consistent with what is seen numerically (see below, and Ref. [45] ).
VII. NUMERICAL RESULTS
To support our analytic estimates, we perform numerical simulations on the random-field XXZ chain, described by the Hamiltonian
where h i is a local random field drawn from a uniform distribution of range [−W, W ], J is the spin exchange scale, and J z the spin-spin coupling strength, which we set equal and use as energy unit throughout this work. The monochromatic drivê
is switched on for t ≥ 0. For our purposes it is necessary to use a monochromatic drive, instead of the square-wave drives in Refs. [42, 61] . While implementing a square-wave drive is numerically simpler, it complicates the extraction of frequency-dependent response, because the higher harmonics of the drive (corresponding to larger ω) have higher conductivity and thus Response of percolating Landau-Zener transitions. In the strong drive limit, Landau-Zener transitions form a percolating network and the effective Floquet Hamiltonian is delocalized. In the crossover to that regime, we find that the energy spread grows slower than naively expected as a logarithm in time (in contrast to the powerlaw growth which we predict in the linear-response and the intermediate nonlinear regime), consistent with the findings of Ref. [44, 45] . The data is shown for driving frequency ω = 0.1J, drive amplitude A = J, and system size L = 12, for different values of the disorder strength W as stated in the legend.
dominate the heating at short to intermediate times. 
A. Linear response regime
First, we check for the validity of linear response theory, which should apply for any fixed frequency when the amplitude goes to zero. We find, indeed, that for small-amplitude driving there is a considerable regime where the energy spread is linear (as linear-response theory would predict), see Fig. 4 . In this regime, increasing the drive strength does not change the exponent, but causes saturation to set in sooner.
In order to further benchmark this dynamical regime against linear response theory, we extract the rate of energy spread (i.e., the prefactor of the linear regime) as a function of frequency, and compare it with the linear response exponents obtained in Ref. [30] for systems with open boundary conditions. We find that the two sets of exponents are largely consistent, see inset of rect comparison gets complicated by finite size effects which are different for the Kubo conductivity and the energy spread. However, deep in the localized phase, the exponents agree reasonably.
B. Nonlinear response and amplitude dependence
We now turn to the nonlinear response of larger drive amplitudes. In Fig. 5 we show the energy spread for different values of disorder strength W , ranging from the ergodic to the localized phase for fixed driving frequency ω = 0.1J and drive strength A that is weak in (a) A = 0.001J and strong in (b) A = 0.1J. In the weak drive limit the response is linear in a wide time window irrespective of the disorder strength W , cf. inset which shows the exponent as a function of disorder strength. By contrast, for strong drive, the powerlaw exponent of the energy spread decreases significantly with disorder strength (inset), indicating that the sublinear regime has been entered. This behavior has been predicted by all the mechanisms discussed in Sec. VI. For even stronger drive, a percolating network of Landau-Zener transition forms, and the energy spread changes from power-law slow heating to logarithmically slow heating, Fig. 6 , consistent with the findings of Ref. [44, 45] . This logarithmic growth of the energy spread in time is characteristic for the crossover regime to the thermal phase [45] and is slower than the naively expected linear growth for a Floquet Hamiltonian being deep in the thermal phase.
We now study the drive amplitude dependence at strong disorder W = 6J, Fig. 7 A complementary perspective to switching on the periodic modulation is to regard it as a quantum quench from the original Hamiltonian to the Floquet Hamiltonian. From this perspective, a key question is whether the corresponding Floquet Hamiltonian is localized or delocalized. We have explored this issue by looking at the evolution of the Edwards-Anderson parameter (or Hamming distance [62] )
where |p is an arbitrary product state which we take as a random initial state. A special case of the EdwardsAnderson order parameter is the decay of contrast of an initial staggered magnetization, which has been used as an order parameter in recent experiments [14] [15] [16] . In the MBL phase and for a drive in linear-response regime A ω, the Edwards-Anderson order parameter saturates in the infinite time limit to a finite value, since at weak drive the effective Floquet Hamiltonian remains to be localized, Fig. 8 (a) , top. By contrast, in the strong drive limit A ω, it decays to zero, since the effective Floquet Hamiltonian is thermal, Fig. 8 (b) , top, which confirms that for the strong drive considered in Fig. 6 a percolating network of Landau-Zener transitions has been formed.
In addition, we have computed the von Neumann entanglement entropy growth due to the drive, Fig. 8 bottom row. Well in the localized regime, W = 6J and for weak driving amplitude A = 0.001J, the entanglement entropy does not exhibit any finite size effects, as the effective localization length of the Floquet Hamiltonian H F is expected to be much smaller than the system size, while closer to the transition W = {4J, 5J} the simulated system sizes are too small for the entanglement entropy to refrain from finite size effects. By contrast, for strong drive A = J, a substantial system size dependence is observed for all values of the disorder strength, which also confirms the delocalized nature of the effective Floquet Hamiltonian. In the strong drive limit, the entanglement entropy starts to grow abruptly after approximately half of a driving cycle t ∼ π/ω, corresponding to the LandauZener crossing time scale.
VIII. DISCUSSION
Our objective in this work was to identify regimes for which linear response theory correctly predicts the dynamics of a driven MBL system, and those for which the response is essentially nonlinear. Our key results are that heating in the finite-frequency, weak-drive regime is essentially conventional (corresponding to linear response theory with the appropriate conductivity), whereas the behavior at larger drive amplitudes (or lower frequencies) is not. It seems that in this regime neither the amplitudedependence nor the time-dependence of the heating correspond to linear response predictions. Rather, as we discussed, both are characterized by continuously varying power laws. The predicted nonlinear behavior in time is clearly seen in numerical simulations; these simulations also suggest nonlinear dependence on the amplitude, although we could not extract the precise form of the amplitude-dependence. A feature that is distinctive to the MBL phase is the existence of a broad parameter regime in which linear-response theory breaks down-i.e., the transient response to driving changes its characteralthough the eigenstates of the Floquet Hamiltonian re-main localized. This intermediate regime shrinks to a point as the MBL transition is approached (Fig. 2 , inset): there, the breakdown of linear response coincides with the breakdown of the Floquet-MBL steady state. (We are assuming here that sζ = 1 at the MBL transition, as conjectured in Ref. [30] . It is also possible that the transition occurs for sζ < 1, in which case a small intermediate regime would persist at the transition.)
Although, for reasons of numerical tractability, we worked in the infinite-temperature limit and with onedimensional systems, we expect that the same regimes of heating should exist throughout the MBL phase regardless of temperature or of dimensionality. We emphasize that since most of our discussion has concerned the dynamics relatively deep in the MBL phase, it is not expected to be sensitive to finite-size effects until very late times (specifically, times on the order of exp(L/ζ) where L is the linear dimension of the system). Thus, in experiments finite-time effects, such as dissipation, are likelier to pose a challenge for our schemes than finite-size effects. Because the distinction between the Landau-Zener and Mott regimes is a generic feature of response in MBL systems, we expect that alternative time-dependent probes, such as modulation spectroscopy [63] , will also be able to see the differences between the various regimes.
It is natural to ask about the fate of this linear-tononlinear response crossover beyond the MBL transition, i.e., in the subdiffusive thermal Griffiths phase. We now briefly discuss this at a qualitative level. Suppose the Schematic phase diagram showing regimes of dynamical response in a driven disordered system, at a fixed drive frequency, as a function of drive amplitude and disorder strength. Both frequency and amplitude are taken to be small relative to the characteristic energy scales (e.g., bandwidths) of the system. Solid lines indicate steady-state transitions between a diffusive thermal phase, a subdiffusive Griffiths phase and an MBL phase. The MBL phase is destabilized as the drive amplitude increases [42, 43] . Dashed curve shows the crossover between linear and nonlinear response in the transient dynamics of a driven system. This crossover is in general distinct from the steady-state phase transitions.
undriven system is in its Griffiths phase. Then its transport is bottlenecked by rare regions that are locally "in the MBL phase". However, when one drives the system at large A/ω, some fraction of these rare regions become delocalized by the drive (because they locally satisfy the condition that A 1−sζ/2 ∼ ω sζ/2 W 1−sζ ). Thus, they cease to act as bottlenecks unless their local sζ is sufficiently small. As one continues to increase A/ω, an increasing fraction of rare regions delocalize, until eventually the remaining bottlenecks become too sparse to prevent regular diffusion. Thus our results directly imply that the A → 0 and ω → 0 limits fail to commute in the thermal Griffiths phase as well as the MBL phase: taking A → 0 first gives anomalous diffusion whereas taking ω → 0 first gives regular diffusion. Our findings thus suggest the schematic phase diagram of Fig. 9 , which shows the linear and nonlinear response regimes as a function of disorder strength and the ratio of the drive amplitude and frequency. Driving a system in the MBL phase with increasingly strong fields leads to a transient crossover from linear to nonlinear response (dashed lines), which need not coincide with the dynamical steady-state transitions of the Floquet Hamiltonian from a localized phase, to a subdiffusive Griffiths phase, and finally a diffusive phase (solid lines). Up to logarithmic corrections, our analysis suggests that the crossover from linear to nonlinear response should occur at A ∼ ω throughout the MBL phase, including at the critical point and in the thermal Griffiths phase. This result for the critical behavior is natural [64] if we take the critical point to be an infinite-randomness one, as suggested in Refs. [9, 38, 39] : the voltage typically has the scaling dimension of frequency [65] , and given infinite-randomness scaling (which suggests the characteristic length-scale for frequency ω goes as log ω), the electric field has the same scaling dimension.
An important question for future work is how dissipation affects the dynamical regimes we have identified. In the presence of dissipation, the system is always "thermal" at sufficiently long times, in the sense that localization is destroyed [26] . In general, the system will reach a steady state, in which the energy gained from the drive is balanced by the energy lost to the bath [66] . Here, in addition to the drive amplitude and frequency, the dissipation rate γ (computed, e.g., using the Golden Rule [26] ) is crucial. When A/ω 1, A/γ 1, the steady-state conductivity will coincide with the linear-response conductivity. When A/ω 1 but A/γ 1, saturation will set in on timescales fast compared with decay; this will cause the steady-state conductivity to decrease, and eventually to vanish as γ → 0 [66] . An approximate estimate of the steady-state conductivity in this regime [66] is σ ss (ω) ∼ σ(ω)(γ/A), since absorption is only possible γ/A of the time.
One can directly extend this idea to estimate the steady-state conductivity for weakly dissipative systems in the nonlinear regime, by substituting γ ∼ 1/t in our results for the time-dependent energy spread (∆E) 2 (t), and then dividing this steady-state energy absorption by A 2 . Thus, for strong drives or near the transition, our arguments suggest that the steady-state nonlinear conductivity is a continuously varying power law of the systembath coupling. Confirming this conjecture numerically would, however, require detailed master-equation simulations [67] that are outside the scope of the present work. Beyond these quantitative features, we expect that the steady state of the driven dissipative system will have a highly inhomogeneous temperature profile in the linearresponse regime (with hot spots near resonances), but become relatively homogeneous at strong drive when the Floquet Hamiltonian is thermal. Understanding these crossovers is an important step for a full dynamical characterization of the MBL phase.
Note added.-As this manuscript was being prepared, we became aware of other numerical studies of the dynamical response in strongly driven many-body localized systems [44, 45] , as well as a related, as yet unpublished, study of the response "phase diagram" of driven MBL systems [68] .
can be treated perturbatively in the spirit of the rotatingwave approximation. The bandwidth of states involved in LZ transitions at this distance ∼ Ax, and there are n(x) ∼ Ax/ω harmonics within this window. States that lie within ∆(x) ω/A of one of these n(x) harmonics of the drive frequency are resonant in the Floquet picture, and cause transport. When x is relatively small, ∆(x) ω/A Ax/n(x) = ω. Thus, different harmonics overlap, and any transition within the drive bandwidth Ax occurs (as the LZ picture would predict). However, when x is large and ∆(x) is correspondingly small, the inequality is flipped, and most transitions that are "allowed" on a naive LZ analysis are in fact off-resonant and do not contribute to transport. Thus, the MBL phase is stable against extremely long-distance LZ transitions. These transitions can instead be treated using a straightforward generalization of the Rabi-formula approach in the main text, with the matrix element ∼ A replaced by ∆ ω/A.
