Abstract
Introduction
Historically, analog-to-digital converters (ADCs) have been characterized for static and dynamic error performance using ramp and sinewave test signals respectively. However, many modern applications that deal with wideband signals such as telephone super groups, multiplexed data channels, cellular base station receivers, and others, require some form of wideband, random (or pseudo-random) noise structure to be used as characterization signals to check ADC response to such signals. Since wideband signals induce intermodulation distortion rather than harmonic distortion as observed with single tones, it is often felt that wideband testing provides more reassuring results for these applications.
The noise power ratio (NPR) test has been known for several years [1, 2] . Test equipment was developed to generate noise signals over standard CCIR bands along with specific notch filters to shape the random signal prior to sampling. The construction of narrow-band deep notches ( 80) dB is progressively more difficult to achieve at higher frequencies as both ADC sampling frequency and resolution has improved in recent years. Typical sampling frequencies have gone from 20 MHz to several hundred MHz in the last 15 years. Implementation difficulties have always provided a negative impact upon the desire and ability to perform NPR testing.
Current technology is showing that digital-to-analog converter (DAC) generated test signals are becoming a reality. In addition, the need for broadband testing procedures has been recognized in the current draft of ADC Standard 1241, [3] . Wideband noise power ratio testing is included through the use of programmed DACs to perform both waveform generation and notch filtering functions.
This paper presents a review of the theory and typical results for two random broadband signals, namely: notched Gaussian or Uniform noise distributions.
Noise Power Ratios
Equations for the NPR measure can become quite messy according to models used for the analysis. A "mid-riser" transfer function alignment is used to obtain symmetry around zero for a bipolar signal having the range L V.
The non-symmetrical (for an even number of states) midtread alignment complicates analysis and the difference is not worth the effort required to perform the analysis. Consequently, the mid-tread model is not discussed in this paper.
The Uniformly Distributed Signal
The uniform probability distribution function provides a simple basis to develop procedures used to determine equations for NPR measures on ideal limiting quantizers.
Let the input to the quantizer, x, be given by a random signal uniformly distributed over the range A V where A may be greater or less than the quantizer limit, L. The quantizer output consists of discrete states (binary codes) in least significant bits (LSBs) such that the transfer function is a stair step ramp about a straight line through the midpoint of each riser. The difference between the discrete output and the hypothetical straight line is considered to be quantizer error. For convenience, the error, q(x), is referred to the input by multiplying by a Volts/LSB constant to facilitate estimation of input and distortion mean squared values. A curve is shown in Fig. 1 as given in (1) where u(x) is the unit step function.
The expected mean square input is then obtained from (2) .
The expected mean square error depends upon the value of 
This last result shows that for signals exceeding the limiter range, the expected mean square error consists of two parts due to the in-and out-of-range errors. Equations (3) and (4) are combined to obtain the uniform NPR measure for all A > 0 as given in (5) where A = p 3(V in ) rms and Q = 2L=2 N .
The input at maximum NPR in (5) Assuming such a test can be created, it has the merit that it displays the apparent broadband resolution of the quantizer in a measure proportional to the number of bits.
Simplified Form for A > L
A simplified result can be developed for (5) by setting the quantizer range, L, to coincide with the last zero error values rather than at the Q=2 boundaries shown in Fig. 1 .
This requires using an odd number of states to set the quantization interval to Q o = 2L=(2 N ? 1). The expected squared error for A < L is still the same as in (3), but at A = L, p = 0:5 instead of 1 as obtained for the quantization interval, Q e = 2L=2 N . Equation (7) is now obtained 
This result is considerably simpler than that given in (4). The useful result of the NPR test is to determine the peak NPR for a specific ADC and so normally the input limit, A, is much greater than Q and the NPR is greater than 0 dB.
As A becomes greater than Q, the factor, F(m; p) in (5), tends toward zero and can be ignored when compared to one. A simplified form of the NPR measure is now obtained as given in (8) for A > Q o .
The plot shown in Fig. 2 compares (8) 
The Gaussian Distributed Signal
Results from the analysis for the uniformly distributed signal provide background for proceeding with an analysis for the NPR measure of a Gaussian distributed random signal. Since the Gaussian distributed signal is represented with a single function over the full range of input, the integration to determine expected values is the same for either large or small signals. Following the above procedure, the analysis for large signal behavior (x > L) is simpler when the error characteristic, q(x), is defined with the quantizer range, L, set to coincide with the last zeros of q(x).
Let p G (x) represent the probability density function for a Gaussian signal, x, over the range ( 1) as given in (9). and with v = x= we get:
Equations (13) and (14) are then used to form the desired NPR measure.
The result in (15) is exact and is valid for any number of bits or input signal level. The result given in Standard 1241 is simplified for the case where the range, L, (17) Figure 3 shows a comparison of (17) to (15) for an ideal 8-bit ADC. The only difference between the two curves is seen for small input.
For any given ADC, the NPR test is usually only concerned about the peak value and the power level at which it occurs. The maximum NPR and the corresponding input power, for the Gaussian distribution, is difficult to obtain from (15) in closed form as was done for the uniformly distributed signal. Standard 1241 lists a set of values obtained by numerical methods. The results are listed for a normalized rms input level, = =L, and for bit values ranging from 6 through 20. Tabulated results show that peak values increase by slightly less than 6 dB/bit of resolution for the Gaussian distributed signal.
Results and Conclusions
The above theoretical relationships are tested via simulation through the use of a DAC to generate notched wideband random signals. Examples shown use an 8-bit ADC with a 1 V quantizing range and a compression characteristic that yields odd harmonic distortion with a resultant 42:3 dB SFDR. The DAC has 12-bits with a linear range of 2 V for generating the uniformly distributed signal and a 3 V range for the Gaussian distributed signal. Random signals are generated from 12-bit quantization of "notched" spectra. An example is shown on the input curve of the FFT magnitude spectrum given in Fig. 4 . Three notches appear, one bandstop notch near F S =4, a lowpass notch around F S =2, and the conjugate notch at 3F S =4. The lowpass notch provides Nyquist filtering to prevent aliasing and the bandstop notch is used to measure distortion for the NPR test. Experiments have shown that a single lowpass notch is quite often sufficient. 2048 samples were used for each waveform for these examples. The NPR ratio is formed by summing power in the notched bins to form the distortion measure and then summing power in an equal number of of unnotched bins to form the signal measure. The NPR is then the ratio of signal-to-distortion measures. Figure 5 shows results for a uniformly distributed NPR test with the ADC response compared to theory for an 8-bit converter. The NPR is plotted against the rms signal actually applied to the ADC. This input rms voltage is calculated from the average of the squared samples of the input to the DAC. Note the peak of the NPR measure is about 5:6 dB below the peak of the theoretical curve. This corresponds to the nearly 6 dB loss in SFDR for the 8-bit ADC model that was used for the simulation. The failure of the NPR to fit the downward fall of the theoretical response is due to two factors. First is the notching of the spectra which causes overshoot. What starts out as a uniform distribution ends up exceeding peakto-peak limits set on the function by as much as 20 to 50 % depending upon notch widths and filter shapes. Second is that when signals begin to reach, or exceed, the DAC range, then further distortion occurs and the NPR drops faster.
It has been observed that when the NPR measure does not fit the theoretical curve for small signals, internally generated noise, such as sample-time jitter, clock noise, and other broadband effects, reduce effective bits and translate the NPR curve downward. whereas the uniform signal stresses all ranges uniformly and spends as much time at large as well as small signal levels. Thus the uniform signal shows losses due to compression effects whereas the Gaussian signal does not. Finally, it should be noted that use of the approximate NPR equations (8) and (17) are practical for the NPR graphs because they can be easily computed.
In conclusion, this paper has presented supporting theoretical developments for the NPR test of ADCs for both Gaussian and Uniform signals. The uniform distribution appears to offer easier implementation for the DAC signal range versus the ADC under test, and it also provides more sensitive response to amplitude dependent harmonic distortion effects.
