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Abstract
To a quadratic matrix polynomial P with coefficients in Rn×n, which originated from an
electrical network and depending on a parameter vector q ∈ R , a matrix A(q) and a parame-
ter set are assigned such that for all q ∈  the eigenvalues ofA(q) coincide with the zeros of
detP(.; q). To find A(q) and the corresponding parameter set  two algorithms are proposed
where the first one is similar to the Algorithm 3.6 of Van Dooren [Linear Algebra Appl. 27
(1979) 103]. The reason to compute A(q) parameter depending is given by the desire to apply
the matrix perturbation theory of Stewart and Sun [Matrix Perturbation Theory (Academic
Press, 1990)] to study the influence of q on the zeros of the determinant of P . The assumption
that P is derived from the Laplace transform of a DAE system describing an electrical network
implies that its coefficients admit representations containing sums of the form
∑
vkqkw
T
k
,
where vk and wk are the unit vectors or the nonvanishing difference of two such vectors. This
circumstance is decisive for the efficiency of our two algorithms. © 2002 Elsevier Science
Inc. All rights reserved.
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1. Introduction
Linear electrical networks (the current–voltage relations are described linearly)
admit mathematical descriptions by differential–algebraic equation systems of the
form
C(q)v¨ + Y(q)v˙ + (q)v = F(q)i, v(0) = φ, (1)
where C(q),Y(q),(q),F(q) are real (n× n) matrices depending on a parameter
vector q ∈ R. The vector functions v and i can be interpreted as node potentials
and externally induced currents, and the vector φ models an initial configuration of
voltages.
By the Laplace transform of (1) a matrix polynomial
P(s; q) := s2C(q)+ sY(q)+ (q) (2)
is obtained. It is natural to assume detP 
≡ const. Aim of the present paper is to
solve the following attachment problem: For P(s; q) find a parameter depending
matrix A(q) and a nonempty parameter set  ⊆ R such that
∀q ∈ : σ(A(q)) = σ(|P(.; q)|). (3)
Here, σ(A) denotes the set of all eigenvalues of A, |P | the determinant of P , and
σ(p) the zeros of the scalar polynomial p.
In particular, we are interested in solution methods which do not require the nu-
merical fixation of q. The problem of finding the matrix A(q) is similar to the task
of determining the main operator of a minimal realization of the strictly proper part
H(.; q) of P−1(.; q):
P−1(s; q)=Q(s; q)+H(s; q), Q ∈ Rn×n[s],
H ∈ Rn×n(s), lim
s→∞H(s; q) = O. (4)
In general, the minimal realization problem for a strictly proper rational (p × q)
matrix function H reads as follows: Determine a matrix triple  := (A,B,C),A ∈
Rν×ν, B ∈ Rν×q, C ∈ Rp×ν such that H(s) = C(sI − A)−1B and the state space
dimension ν is minimal. The matrix A is said to be the main operator of . It turns
out that for minimal ν, σ (A) coincides with the pole set of H . If such a realization
 is known, then its main operator solves the attachment problem in a parameter set
, in which P−1(s; q) admits the representation (4). In the special case that C(q) is
invertible for all q ∈  we have P−1(s; q) = H(s; q), and a suitable A(q) is given
by the companion matrix CP(.;q) := −E−10 (q)A0(q) of P(s; q), where
E0(q) =
[
I
C(q)
]
, A0(q) =
[ −I
(q) Y(q)
]
. (5)
However, in general C(q) is singular for all q ∈ R. In this case a straightforward
approach to find  and A(q) would be the calculation of the coefficients ak(q) of
|P(.; q)|. Then the companion matrix C|P(.;q)| represents a solution in  := {q ∈
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R|ad(q) 
= 0}, where ad denotes the leading coefficient of |P |. Now, if the size
of the coefficients of P is large, a parameter depending calculation of the coeffi-
cients of |P | leads to expressions, which are unsuitable for further investigations.
For illustration consider the matrix polynomial
P(s; q) :=s2


c1 0 0 0 −c1
0 0 0 0 0
0 0 c2 0 −c2
0 0 0 c3 −c3
−c1 0 −c2 −c3 c1 + c2 + c3


+ s


y1 0 0 0 −y1
0 y2 −y2 0 0
0 −y2 y2 0 0
0 0 0 y3 −y3
−y1 0 0 −y3 y3 + y1


+


γ1 −γ1 0 0 0
−γ1 γ1 0 0 0
0 0 γ2 −γ2 0
0 0 −γ2 γ2 0
0 0 0 0 γ3

 ,
q = [c1, c2, c3, y1, y2, y3, γ1, γ2, γ3]T ∈ R9. (6)
Then |P(s; q)| =∑7i=0 ai(q)si , where in particular
a5(q)=
(
(c2(y1 + y2)γ1 + y2c1(γ1 + γ2))c3
+((c1γ2 + y1y3)y2 + c1γ1y3)c2
)
γ3. (7)
The remaining coefficients ak(q) are of the same complexity. In this paper two al-
gorithms (Algorithms I, II) for the calculation of  and A(q) are proposed, which
avoid the calculation of |P |.
For a given matrix pair (E0, A0), Algorithm I constructs a sequence of matrix
pairs (Ek,Ak)k=0, Ek,Ak ∈ Rnk×nk such that
1. the sizes nk of (Ek,Ak) are decreasing,
2. the associated determinants |sEk + Ak| are the same for k = 1, . . . , up to a
constant multiplier,
3. the leading coefficient matrix E of the last element of the pencil sequence is
regular.
To solve the attachment problem for the matrix polynomial (2) with Algorithm I,
the starting matrix pair (E0, A0) is defined by (5).
Steps 2 and 3 in the preceding algorithm ensure directly that −E−1 (q)A(q) rep-
resents a solution in a certain parameter set, which will be determined successively.
For example for the matrix polynomial (6) Algorithm I yields the matrix
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
0 0 0 0 1 −1 0
0 0 0 0 0 1 0
0 0 0 0 0 −1 1
0 0 0 −γ1/y2 −1 1 0
0 0 0 γ1/c1 −y1/c1 0 0
0 0 γ2/c2 −γ1/c2 0 0 0
0 0 −γ2/c3 0 0 0 −y3/c3


∈ R7×7, (8)
where  = {q ∈ R9 | c1c2c3y2 
= 0}. To illustrate the use of matrix (8) we determine
q ∈ R9 such that the distance between a given pair of complex numbers α ± iβ ∈ C
and σ(|P(.; q)|) becomes arbitrarily small: If c2 and c3 tend to infinity, then the
Euclidean norms of the last two rows tend to zero. Therefore, the matrix (8) tends to
a block diagonal matrix, where the second main diagonal block is given by
M(c1, y1, y2, γ1) =
[−γ1/y2 −1
γ1/c1 −y1/c1
]
.
Consequently, for large c2 and c3 the eigenvalues of M(c1, y1, y2, γ1) are located
close to σ(|P(.; q)|), where the distance can be estimated by the Theorem of Bauer–
Fike [4,7]. Now, for fixed parameters c1, c2, c3, the parameters y1, y2, γ1 can be
chosen such that
σ(M(c1, y1, y2, γ1)) = {α ± iβ},
namely
γ1 = β2c1, y2 = −γ1/α, y1 = γ1c1/y2.
A different approach to find  and A(q) is inspired by realization theory for
rational matrix functions. Here one starts with the decomposition of P into a product
PcrU of a column reduced matrix polynomial Pcr and a unimodular matrix poly-
nomial U , and continues with the consideration of the Schur complement Sr(Pcr)
for appropriate r such that H := Sr(Pcr)−1 turns out to be strictly proper. Then the
main operator Acr of a minimal realization of H solves our problem in  := {q ∈
R | ad(q) 
= 0}.
If one desires to know Acr in a form which is suitable for the investigation of
the influence of q on σ(|P(.; q)|), then the feasibility of this approach requires us
to establish PcrU and Sr(Pcr) avoiding expressions like (7). Details of the resulting
calculations are collected in Algorithm II. One of our main results consists in the
similarity of Acr and −E−1 A.
Our main attention is paid to the parameter depending implementations of the Al-
gorithms I and II. Several algorithms are described in the literature, which transform
a matrix pencil into a desired normal form, for example, the QZ-method to get the
generalized Schur decomposition [4] or Van Dooren’s algorithm [2, Algorithm 3.6],
which uses singular value decompositions (SVD) to compute Kronecker’s canonical
form. But in general, the computation of the associated parameter depending realiza-
tions is impossible. This paper shows in which way the structure of the coefficient
matrices of P can be exploited to replace such subroutines as SVD.
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The assumption that P is obtained of the Laplace transform of a DAE system, de-
scribing an electrical network, implies that the coefficient matrices C(q),Y(q),(q)
admit representations containing only sums of the form
∑
vkqkw
T
k where vk and wk
are unit vectors or nonvanishing differences of two such vectors. So, for example,
the leading coefficient C(q) in (6) admits the decomposition
Ac diag (c1, c2, c3)ATc , Ac = [e1 − e5, e3 − e5, e4 − e5]T, (9)
where ek denotes the kth unit vector of length 5. This fact will be used extensively in
the derivation of our results.
The first nontrivial statement for the length  of the pencil sequences generated
by Algorithm I provides the formula  = ind(E0, A0), where ind(E0, A0) denotes
the (algebraic) index of (E0, A0) which is defined as follows:
Definition 1. Let sE + A be nonsingular. Then there exist regular matrices L and
R such that
E = L diag(N, I) R, A = L diag(I,M)R, (10)
where N is nilpotent (Kronecker’s canonical form, KCF). The integer , for which
N−1 
= O, and N = O, is said to be the index of (E,A). If E is regular, then
ind(E,A) is set to 0. The index of a matrix polynomial of the form (2) is defined
through the index of the associated matrix pair (5), and is denoted by ind (P ).
It is known that many realistic electrical networks can be described immediately
by DAEs of index at most 2, [10–13]. Therefore, for the Laplace transform of those
DAEs Algorithm I stops after two iterations.
The paper is organized as follows: In Section 2 Algorithms I and II are presented
in detail. Then, in Section 3 some of their basic properties are examined. Section
4 discusses the specialization of Algorithms I and II for index-2-pencils. As a by-
product it turns out that the Jordan structure of N can be calculated via the sizes
of the elements of (Ek,Ak)k=0 generated by Algorithm I. This fact is proved in
Section 5. In step 2 of Algorithm I one has to calculate the components of a full rank
decomposition of E0, hence, Section 6 deals with the representations
∑
k=1 vkqkwTk
of the coefficients of P in order to find such decompositions. Section 7 investigates
the special case, where P is originating from an RCL-network.
The following notations will be used throughout the paper.
1. Rm×n[s] = {∑κi=0 Pisi |Pi ∈ Rm×n, κ ∈ N0}, where N0 denotes the set of non-
negative integers.
2. Rm×n(s) = {PQ−1|P ∈ Rm×n[s],Q ∈ Rn×n[s], |Q| 
≡ 0}.
3. σ(A): set of all eigenvalues of A ∈ Rm×m, σ(p): zeros of the polynomial p.
4. |P |: determinant of P .
5. P(A) =∑κi=0 PiAi, Pi ∈ Rn×m,A ∈ Rm×m.
6. Sr(M) := M11 −M12M−122 M21, where M =
[
M11 M12
M21 M22
]
,M22 ∈ Rr×r [s],
|M22| 
≡ 0, S0(M) := M .
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7. ind(E,A), ind (P ), cf. Definition 1.
8. Pcr, rω, cf. Definition 2.
9. rc, ry, rγ , τ, µ, η, cf. Definition 3.
10. Anm,Bnm,Dn,Zn, cf. Definition 4.
2. Two algorithms
Via Algorithm I there will be assigned to a nonsingular initial matrix pencil a new
pencil with the same finite spectrum and regular leading coefficient matrix. In detail:
let sE0 + A0 ∈ Rn0×n0 [s] be a nonsingular pencil. Then Algorithm I calculates a
sequence (Ek,Ak)k=0 such that
Ek,Ak ∈ Rnk×nk , nk+1 < nk,
|sEk + Ak| = const. · |sE0 + A0|, k = 1, . . . ,, |E| 
= 0.
Algorithm I.
1. If E0 is regular, then the algorithm stops, otherwise go to 2.
2. Determine invertible matrices T1, T2 ∈ Rn×n such that E0 = T1diag(I2,Om)T2,
n = 2+m.
3. Let Z1 ∈ R2×(2+m), Z2 ∈ Rm×(2+m) be defined by
[
Z1
Z2
]
:= Z := T −11 A0T −12 .
4. Determine a basis {v1, . . . , v2} of kerZ2 and letB be defined byB = [v1, . . . , v2].
Then E1 := [I2,O]B, and A1 := Z1B.
5. Replace (E0, A0) by (E1, A1) and go to 1.
In case that the full rank decomposition of E0 and the determination of B are
realized by SVD, Algorithm I is very similar to a restricted version of Van Dooren’s
algorithm [2, Algorithm 3.6]. But, if (E0, A0) is given by (5), then it is advantageous
to apply the natural decompositions (9) to realize step 2. To illustrate the feasibility
of Algorithm I the example of a movable spherical pendulum arising in [1, Example
3.1] is considered.
Example 1. The pendulum is described by the matrix pencil sE0 + A0 ∈ R11×11[s],
E0=B diag(I5, q1, q2, q3, q4, q5)BT,
B=[e1, . . . , e7, e6 + e8, e7 + e9, e10],
A0=[o, o, e8q6, e9q7, e10q8 + e11q9,−e1,−e2,−e3,−e4,−e5, e10q10],
where o denotes a zero vector, ek the kth unit vector of length 11, and
q1 = q2 = m1, q3 = q4 = q5 = m2,
q6 = q7 = q8 = m2g/2, q9 = q10 = 22.
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Table 1
k size nk−1 T1 T2 kernel basis (B)
1 11 [B, e11] [B, e11] {e1, . . . , e4, e6, . . . , e10, e11}
2 10 [e1, . . . , e4, e6, . . . , e10, e5] I10 {e1, . . . , e8, e10}
3 9 I9 I9 {e1, . . . , e8}
The parameters m1, m2, g, 2 are the involved masses, the gravity constant, and
the length of the pendulum. For nonvanishing parameters Algorithm I calculates
(Ek,Ak)
3
k=1 according to
E1 = [e1, . . . , e4, e6, . . . , e10, o] ∈ R10×10,
E2 = diag(I8, 0) ∈ R9×9,
E3 = I8 ∈ R8×8,
A1 =
[
o, o, e8
(
q6
q3
)
− e6
(
q6
q1
)
, e9
(
q7
q4
)
− e7
(
q7
q2
)
, e3 − e1,
e4 − e2,−e3,−e4,−e5, e10
(
q10
q5
)]
,
A2 =
[
o, o, e7
(
q6
q3
)
− e5
(
q6
q1
)
, e8
(
q7
q4
)
− e6
(
q7
q2
)
, e3 − e1,
e4 − e2,−e3,−e4, e9
(
q10
q5
)]
,
A3 =
[
o, o, e7
(
q6
q3
)
− e5
(
q6
q1
)
, e8
(
q7
q4
)
− e6
(
q7
q2
)
, e3 − e1,
e4 − e2,−e3,−e4
]
,
using the decomposition matrices Ti and kernel bases presented in Table 1.
Here, ei denotes the ith unit vector of appropriate length depending on step k.
To solve the attachment problem the following approach using the concept of a
column reduced matrix polynomial is based on realization theory [6, Section 6.4.]:
Definition 2. Let the nonsingular matrix polynomial P ∈ Rn×n[s] be represented
in the form
P(s)=Phc diag(sk1 , . . . , skn)+ [v1(s), . . . , vn(s)], Phc ∈ Rn×n,
vi ∈ Rn[s], deg vi(s) < ki, i = 1, . . . , n.
Then the integers k1, . . . , kn are said to be the column degrees, and Phc the highest
column degree coefficient matrix of P . The matrix polynomial P is said to be column
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reduced if |Phc| 
= 0. Since |P(s)| = |Phc|sk1+···+kn + · · · + |P(0)|, P is column re-
duced if and only if deg |P(s)| = k1 + · · · + kn. The cardinal numbers rω are defined
by
rω = #{i|ki = ω}, w = 0, 1, . . . ,max{k1, . . . , kn}. (11)
To our knowledge the first introduction of this concept is due to Wedderburn, [9,
Chapter 4]. The matrix polynomial U ∈ Rn×n[s] is said to be unimodular if U−1 ∈
Rn×n[s].
Algorithm II.
1. Factorize P according to
P = PcrU, Pcr, U ∈ Rn×n[s], (12)
where Pcr is column reduced and U is unimodular.
2. W.l.o.g. assume that the column degrees ki of Pcr fulfil k1  · · ·  kn, and
Pcr(s)=
[
P11(s) M12
P21(s) M22
]
, M22 ∈ Rr0×r0 ,
|M22| 
= 0, r0 = #{i|ki = 0}. (13)
Then let the matrix polynomial P̂ be defined by
P̂ = Sr0(Pcr) := P11(s)−M12M−122 P21(s) ∈ R(n−r0)×(n−r0). (14)
3. Calculate the main operator of a minimal realization of P̂−1.
The assumptions made in Step 2 are admissible. By appropriate column changing
the inequality concerning the column degrees ki can be achieved, and because of
the nonsingularity of Pcr by appropriate row changing the regularity of M22 can be
enforced. Now, because
|P(s)| = |Pcr(s)||U(s)| = |Pcr(s)| · const. = |M22||P̂ (s)| · const.,
the equations σ(|P |) = σ(|Pcr|) = σ(|P̂ |) hold. In addition, if g1, . . . , gn−r0 denote
the column degrees of P̂ , then
k1 + · · · + kn−r0 = deg|Pcr(s)| = deg|P̂ (s)|  g1 + · · · + gn−r0 .
With (14) the inequalities gi  ki, i = 1, . . . , n− r0 follow. Therefore, ki = gi , and
deg |P̂ | = g1 + · · · + gn−r0 , that means P̂ is column reduced. Finally, since 0 <
k1, . . . , kn−r0 , the rational matrix function P̂−1 is strictly proper.
To calculate the factorization (12) we use Algorithm II, inspired by [6, Section
6.3].
Subalgorithm II.
1. Choose a permutation matrix P such that
P(s)P=Phc diag(sk1 , . . . , skn)
+[v1(s), . . . , vn(s)], k1  · · ·  kn, ki > deg vi .
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If [u1, . . . , un] := Phc is invertible, then the algorithm stops, otherwise go to 2.
2. There exists an index 2 such that the system [u2+1, . . . , un]vˆ = u2 is solvable for
vˆ ∈ Rn−2.
3. Define U(s) according to
U(s) =

I2−1 −1
v(s) In−2

 , v(s) := diag (sk2−ki )ni=2+1vˆ.
4. Replace P by PPU and go to 1.
The algorithm stops, since in every iteration at least one column degree decreases.
If we restrict ourselves to the case of quadratic matrix polynomials P , then a
minimal realization of the strictly proper rational matrix function P̂−1 is obtained as
follows: By construction, P̂ admits the representation
P̂ (s)=[V2s2 + V1s + V0,W1s +W0], |V2,W1| 
= 0,
Vi ∈ R(r1+r2)×r2 , Wi ∈ R(r1+r2)×r1 ,
where the cardinal numbers r1 and r2 are given by (11). If one defines Acr and  by
Acr = −
[
Ir2
W1 V2
]−1 [ −Ir2
V0 W0 V1
]
∈ R(2r2+r1)×(2r2+r1),
(15)
 = (Acr, [O, Ir1+r2 ]T, [Ir1+r2 ,O]),
then  represents a minimal realization of P̂−1. The construction of  for the general
case is described in [6, Section 6.4].
Example 2. The matrix polynomial P(s) :=
[
s2 + 1 1
s − 1 2
]
is column reduced,
namely
Phc =
[
1 1
0 2
]
, |Phc| 
= 0,
v1(s) =
[
1
s − 1
]
, v2(s) =
[
0
0
]
,
k1 = 2, k2 = 0.
In addition, the integers rk defined via (11) fulfil r0 = 1, r1 = 0, r2 = 1, and
P̂ (s) = Sr0(P ) = (s2 + 1)− (s − 1)/2 = s2 − s/2 + 3/2,
Acr =
[
0 1
−3/2 1/2
]
.
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3. Properties of Algorithms I, II
Now some basic properties of the Algorithms I and II are studied. First, note that
the kernel dimension of Z2 is in fact equal to 2 (= rankE0), since the rows of Z2
need to be linearly independent, which is a consequence of the assumed nonsingu-
larity of sE0 + A0. Therefore, the size nk+1 of Ek+1 coincides with the rank of Ek .
Obviously, the full rank decomposition T1 diag(I2,Om)T2 of E0 and the basis for
ker Z2 are not unique, thus the sequence (Ek,Ak)k=0 is not uniquely determined by
(E0, A0), however, the integer sequence (nk)k=0 is unique, and E
−1
 A is unique up
to similarity. The first nontrivial statement concerns the number  of iterations. It
turns out that  is equal to the index of (E0, A0) defined as in Definition 1.
Lemma 1. Let (Ek,Ak)k=0 be generated by Algorithm I, and k = ind(Ek,Ak).
Then
k+1 = k − 1.
Proof. If 1  ind(E,A), then the order of the pole of (sE + A)−1 at infinity is
equal to ind(E,A)− 1. Therefore, to prove the statement the pole orders at infinity
of (sE0 + A0)−1 and (sE1 + A1)−1 will be related to each other.
From Algorithm I the equation
diag(sI2,Om)+ Z = T −11 (sE0 + A0)T −12 (16)
is obtained. Multiplication of the right with B yields[
sE1 + A1
Om,2
]
= T −11 (sE0 + A0)T −12 B. (17)
Because of the rank maximality of B, sE1 + A1 is nonsingular. Therefore there ex-
ist regular matrices L and R such that E1 = L diag(N, I)R,A1 = L diag(I,M)R,
where N is nilpotent (KCF of (E1, A1)). In order to show that 1 + 1 = 0, regular
matrices T , S, and a matrix polynomialQ(s) are introduced: Let T := diag(L−1, Im).
Since T ,B,R have maximal rank, the columns of the product T BR−1 are linearly
independent. Hence matrices V1 ∈ R2×m, V2 ∈ Rm×m exist such that
S :=
[
T BR−1 V1
V2
]
, |S| 
= 0
holds. Note that the upper left (2× 2) corner of S coincides with diag(N, I). Let
Q(s) :=

sN + I sI +M sV1 + Ẑ1
Om,2 Ẑ2

 , [Ẑ1
Ẑ2
]
:= T ZT −1
[
V1
V2
]
.
By definition,Q(s) = T (diag(sI2,Om)+ Z)T −1S, and together with (16), the equa-
tion ind(Q) = 0 and the regularity of Ẑ2 follow. Assume that [Hij ]2i,j=1 := Q−1,
H12 ∈ R2×m(s). Then
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H12(s) = −diag
(
(sN + I ), (sI +M))−1(sV1 + Zˆ1)Zˆ−12 .
W.l.o.g. the equation N = diag(J1 , J ) and the coincidence of the first column of
V1 with the 1th unit vector of length 2 can be assumed, where J1 = O, and Jk
denotes a Jordan block of size k. Taking into account
(sJ1 + I1)−1 =
1−1∑
i=0
J i1(−s)i ,
one obtains the coincidence of the first column of H12(s)Zˆ2 with
[(−s)1 , . . . ,−s, 0, . . . , 0]T.
Hence, the pole order at infinity of H12 is equal to 1, and 1 + 1 = ind(Q) = 0
follows. 
Next, a kind of a one to one correspondence between Algorithms I and II is stated.
Theorem 1. Let (Ek,Ak)k=0 be generated by Algorithm I starting from
E0 = diag(I(κ−1)n, Pκ), A0 =
[ −I(κ−1)n
P0 P1 · · · Pκ−1
]
,
and let P̂ be defined as in Algorithm II starting from P(s) :=∑κi=0 Pisi ∈ Rn×n[s].
Then−E−1 A represents the main operator of a minimal realization of P̂−1. Vice
versa, if A is the main operator of a minimal realization of P̂−1, then there exists
a sequence (Ek,Ak)k=0 generated by Algorithm I with −E−1 A = A. If (E, A)
and (Ê, Â) are generated by Algorithm I starting from the same (E0, A0), then
E−1 A and Ê
−1
 Â are similar.
Proof. For (E0, A0) Algorithm I calculates a regular matrix L and a unimodular
matrix polynomial U(s) such that
sE0 + A0 = L diag(sE + A, I )U(s).
Using the generalized Theorem of Bezout, and the abbreviation A for −E−1 A, we
get
P(s)−1=Q(s)+H(s) = [In,O](sE0 + A0)−1
[
O
In
]
=[In,O]U(s)−1︸ ︷︷ ︸
=:[V1(s), V2(s)]
[
(sI − A)−1
I
] [
R1
R2
]
=V1(s)(sI − A)−1R1 + V2(s)R2
=V2(s)R2 + Q̂(s)R1︸ ︷︷ ︸
=Q(s)
+V1(A)(sI − A)−1R1︸ ︷︷ ︸
=H(s)
, (18)
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where[
R1
R2
]
:= diag(E−1 , I )L−1
[
O
In
]
,
and Q̂ is defined by V1(s) = Q̂(s)(sI − A)+ V1(A). Hence,  := (A,R1, V1(A))
represents a realization of H of dimension deg |P |.  is minimal, because the min-
imal dimension of a realization of H is equal to deg |P |. The fact that A can be
interpreted as the main operator of a minimal realization of P̂−1 is obtained by (12),
(13), (18), and
Pcr(s)
−1 = diag(O,M−122 )+
[
I
−M−122 P21(s)
]
P̂ (s)−1[I,−M12M−122 ].
Suppose that ̂ := (Â, B̂, Ĉ) represents a minimal realization of P̂−1. We show that
A and Â are similar. Because of deg |P | = deg |P̂ |,  and ̂ possess the same di-
mension. Using ̂ and the factorization (12), P−1 can be represented as follows:
P(s)−1=U(s)−1Pcr(s)−1
=U(s)−1diag(O,M−122 )︸ ︷︷ ︸
=:Q˜(s)
+U(s)−1
[
I
−M−122 P21(s)
]
P21(s)Ĉ︸ ︷︷ ︸
=:C˜(s)
(sI − Â)−1 B̂[I,−M12M−122 ]︸ ︷︷ ︸
=:B˜
.
According to the generalized theorem of Bezout, the matrix polynomial C˜(s) admits
the representation
C˜(s) = Qˇ(s)(sI − Â)+ C˜(Â),
where Qˇ(s) denotes a matrix polynomial of appropriate size. Therefore,
P(s)−1 = Q˜(s)+ Qˇ(s)B˜︸ ︷︷ ︸
=Q(s)
+ C˜(Â)(sI − Â)−1B˜︸ ︷︷ ︸
=H(s)
,
and consequently ˜ := (Â, B˜, C˜(Â)) represents a minimal realization of H . Regard-
ing the well-known fact (cf. [6, Theorem 6, 2–4]), that two minimal realizations of
the same proper rational matrix function are similar, the similarity of  and ˜ is
obtained, which by definition implies the existence of a regular matrix T such that
C˜(Â) = CT, Â = T −1AT, B˜ = T −1B.
Since A = −E−1 A, and Â represents the main operator of a minimal realization of
P̂−1, the first statement is proved.
Let A be the main operator of a minimal realization of P̂−1. Then there exists a
regular matrix T such that −E−1 A = TAT −1. If the columns of B form a basis of
ker Z2 to generate (E, A), then BT generates a basis too and the resulting matrix
pair is given by (ET ,AT ), hence the second statement holds.
M. Bracke et al. / Linear Algebra and its Applications 347 (2002) 59–80 71
Finally, if two matrix pairs (Ê, Â), (E, A) have been generated by
Algorithm I starting with the same (E0, A0), then −Ê−1 Â and −E−1 A
represent the main operators of two minimal realizations of P̂−1, hence they are
similar. 
4. Special case ind(E,A)  2
In this section some features for the special case that Algorithm I starts with a
quadratic matrix polynomial of index not more than 2 will be studied. The following
definition turns out to be useful.
Definition 3. The rank defect numbers rc, ry, rγ of P(s) = Cs2 + Ys +  ∈ Rn×n
[s] are defined by
rc = rank [C], ry = rank [C,Y] − rank [C], rγ = n− rc − ry. (19)
To define the matrices Yij ,ij , let
C = L diag (C11,Ory+rγ )R, |L| 
= 0, |R| 
= 0, |C11| 
= 0. (20)
Then Yij ,ij are given by partitions of Yˆ := L−1YR−1, and ˆ := L−1R−1 ac-
cording to the rank defect numbers rc, ry, rγ , namely
[Yij ]3i,j=1 = Yˆ, [ij ]3i,j=1 = ˆ,
Y11,11 ∈ Rrc×rc , Y22,22 ∈ Rry×ry , Y33,33 ∈ Rrγ×rγ . (21)
To describe the Jordan fine structure of N arising in Kronecker’s canonical form
(10), assume that N is similar to
diag(J1, . . . , J1︸ ︷︷ ︸
τ1
, J2, . . . , J2︸ ︷︷ ︸
τ2
, . . . , J, . . . , J︸ ︷︷ ︸
τ
). (22)
Then for k ∈ {1, . . . ,} the integer τk is defined by the number of Jordan blocks of
size k, and τ0 is defined by the size of the matrix M . The equation deg |(sE + A)| =
τ0 follows from the nilpotency of N .
For simplification let the integers τ0, τ1, τ2 be abbreviated by η, µ, τ . If ind (E,A)
 2, then with respect to the definition of 2 and m in Algorithm I the equations
2 = τ + η,m = τ + µ are valid.
Lemma 2. For given (E0, A0) let the matrix Z be constructed due to Algorithm I,
and partitioned according to Z = [Zij ]2i,j=1, Z22 ∈ Rm×m. Then ind(E0, A0) = 1 if
and only if Z22 is regular. Furthermore, if Z22 is regular one can set
E1 = I2, A1 = Sm(Z). (23)
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Proof. Because of |diag(sI2,Om)+ Z| = |Z22|s2 + · · · + |Z|, the matrix Z22 is
regular if and only if deg |sE0 + A0| = 2. Hence, the columns of B :=
[
I2
−Z−122 Z21
]
form a basis of ker [Z21, Z22]. Based on this fact, Algorithm I yields E1 = I2 and
A1 = [Z11, Z12]B = Sm(Z). 
If ind(E0, A0) = 1 and (E0, A0) is specialized by the linearization (5) of the ma-
trix polynomial (2), then the full rank decomposition matrices T1, T2, and the ker-
nel basis matrix B arising in Algorithm I can be chosen such that the matrix pair
(E1, A1) takes the form
E1 =

Irc Y12 C11
Y22

 , A1 =

 −Irc11 12 Y11
21 22 Y21

 , (24)
where C11, Yij ,ij are defined by (20) and (21).
Corollary 1. Let ind(P (.; q)) = 1 for some q ∈ R, (E1, A1) be defined by (24),
and  by
 = {q ∈ R| |C11(q)||Y22(q)| 
= 0}.
Then  
= ∅ and for all q ∈  we have σ(−E1(q)−1A1(q)) = σ(|P(.; q)|).
Proof. If we define T1, T2 by T1 = diag(R−1, L), T2 = diag(R,R), where L and R
are given by (20), and (E0, A0) by (5), then the matrix Z22 arising in Lemma 2 is
regular and satisfies Z22 = [Yij ]3i,j=2. From (20) and (21) the equation
[C,Y] = L[diag(C11,Ory+rγ ), [Yij ]3i,j=1] diag(R,R)
follows. Therefore, rank [C,Y] = n, consequently rγ = n− rank [C,Y] = 0, and
we have Z22 = Y22. Further calculation shows Sry (T −11 A0T −12 ) = E−11 A1, where
(E1, A1) is defined by (24). 
Note that from rγ = 0 one cannot conclude that ind(P ) = 1. For example con-
sider
P(s) :=
[
1 0
0 0
]
s2 +
[
0 0
1 0
]
︸ ︷︷ ︸
[Yij ]2i,j=1
s +
[
0 0
0 1
]
.
Then rc = 1, ry = 1, rγ = 0, and Y22 = 0. By (24), 1 < ind(P ) follows.
In the next lemma some relations between the numbers nk (= size Ek) and the
Jordan block numbers τ, µ, η are stated.
Lemma 3. Suppose that ind (E0, A0) = 2 and the matrix pair sequence (Ek,Ak)2k=0
have been generated by Algorithm I. Then
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k nk(= sizeEk) rankEk dim kerEk
0 2τ + µ+ η τ + η τ + µ
1 τ + η η τ
2 η η 0
. (25)
Proof. By Lemma 1 ind(E1, A1) = 1 is obtained. Hence, rankE1 = deg |sE1 +
A1| = deg |sE2 + A2| = η. 
5. Computation of the Jordan fine structure at infinity using Algorithm I
Regarding (25), the Jordan block numbers µ(= τ1) and τ(= τ2) are given by the
differences
dim kerEk−1 − dim kerEk, k = 1, 2.
Therefore, for index-2-pencils the Jordan block structure of N arising in Kronecker’s
canonical form is computable by Algorithm I. This statement holds true even for
arbitrary index.
Theorem 2. Suppose ind (E,A) = . Let (E0, A0) = (E,A) and (Ek,Ak)k=0 be
generated by Algorithm I. Then for the Jordan block numbers τk defined by (22), we
have
τk = dim kerEk−1 − dim kerEk, k = 1, . . . ,. (26)
Proof. According to Lemma 3 for  = 2 the assertion holds true. An induction
proof is based on the following fact:
V = [V1, V2], V1 ∈ Rm×2, V2 ∈ Rm×m
B =
[
B1
B2
]
, B1 ∈ R2×2, B2 ∈ Rm×2
m = rankV, 2 = rankB, VB = Om,2


⇒ m+ rankB1 = 2+ rankV2.
To prove Eq. (26) for  = 3, let 2,m, and Z be defined by Algorithm I, and let Z22
be the lower right (m×m) corner of Z. Then by the previously mentioned fact,
rankE1 = (2−m)+ rankZ22 (27)
follows. Together with 2 = 2τ3 + τ2 + τ0, and m = τ3 + τ2 + τ1, the equation
rankE1=(2τ3 + τ2 + τ0)− (τ3 + τ2 + τ1)+ rankZ22
=τ3 + τ0 − (τ1 − rankZ22),
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is obtained. In particular, the rank of Z22 does not depend on the used full rank
decomposition of E0. Moreover,
rankZ22 = τ1. (28)
To show (28), let (E0, A0) be in Kronecker’s canonical form, where N is equal to
(22). Then the columns of E0 are formed by unit and zero vectors. Hence, there exist
two permutation matrices P1 and P2 such that
P1E0P2 = diag (I2,Om), P1A0P2 = [Zij ]2i,j=1, Z22 ∈ Rm×m.
Now the block diagonal structure of A0 yields Z22 = diag(Oτ3+τ2 , Iτ1) and thus
(28) and
rankE1 = τ3 + τ0 (29)
hold. Since the size of E1 coincides with rankE0 (= 2τ3 + τ2 + τ0), we get
dim kerE1 = τ3 + τ2. (30)
Together with dim ker E0 = τ3 + τ2 + τ1, the equation
τ1 = dim kerE0 − dim kerE1
follows, therefore the statement is proved for  = 3 and k = 1. To get the equations
for k = 2, 3, we can state that ind(E1, A1) = 2 using Lemma 1. If τ ji is defined by
(22) replacing (E,A) by (Ej ,Aj ), then τ 00 = τ 10 = τ 20 = τ 30 , and by (29), (30) the
equations
τ 12 + τ 10 = rankE1 = τ 03 + τ 00 , τ 12 + τ 11 = dim kerE1 = τ 03 + τ 02
are found. The first equation and τ 00 = τ 10 yield τ 12 = τ 03 , and together with the
second equation τ 11 = τ 02 follows. Finally, by the induction assumption made for
E1, E2, E3 we have
τ 11 = dim kerE1 − dim kerE2, τ 12 = dim kerE2 − dim kerE3.
Replacing τ 11 by τ
0
2 and τ
1
2 by τ
0
3 , Eq. (26) follows for k = 2, 3. Hence, the statement
is proved for  = 3. By induction, the assertion follows for arbitrary index . 
Corollary 2. Let two sequences (Ek,Ak)k=0 and (Êk, Âk)k=0 be generated by Al-
gorithm I, where E0 = Ê0 and A0 = Â0, and let nk and nˆk be the sizes of Ek and
Êk . Then nk = nˆk for k = 0, . . . ,.
A graph theoretical method to determine the quantities τk is provided in [1].
Example 3. For the spherical pendulum described in Example 1, ind (E0, A0) = 3,
and τ1 = 0, τ2 = 0, τ3 = 1 is obtained, hence the nilpotent part N in Kronecker’s
canonical form of (E0, A0) is similar to J3.
By combination of Lemma 1, (27) and (28) we get the next corollary.
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Corollary 3 (Degree formula). Suppose ind(E0, A0)  2. If 2,m,Z are defined by
Algorithm I, and Z22 by the lower right (m×m) corner of Z, then
deg |sE0 + A0| = (2−m)+ rankZ22.
In the next corollary relations between the rank defect numbers rc, ry, rγ and the
Jordan block numbers τ, µ, η are stated.
Corollary 4. If ind (P )  2, then
2rc = η − µ, ry + rγ = µ+ τ, ry  µ, rγ  τ. (31)
Proof. According to the definition of the integers 2,m, rc, ry, rγ , τ, µ, η, the equa-
tions rankE0 = 2 = τ + η, dim kerE0 = m = µ+ τ , rc + ry + rγ = n, 2 = n+
rc, m = n− rc hold true, where E0 is defined by (5). Therefore,
2rc = 2−m = η − µ, ry + rγ = n− rc = m = µ+ τ.
To prove the inequalities in (31), we state
ry = rank [C,Y] − rank [C]
= rank [diag(C11,Ory+rγ ), [Yij ]3i,j=1]− rank diag(C11,Ory+rγ )
 rank [Yij ]3i,j=2 = µ. 
In Section 7 it will be shown that for nonnegative coefficients of P , the inequality
ind (P )  2 holds, and the inequalities in (31) transfer to ry = µ, rγ = τ .
6. Specialization of Algorithm I with respect to the representations
∑
vkqkw
T
k
Algorithm I requires a decomposition ofE0 according toE0 = T1diag (I2,Om)T2,
|Ti | 
= 0. To get such a decomposition, matrix families Zn,Anm,Bnm,Dn will be
introduced, which arise in the context of network graphs.
Definition 4. The subset Zn of the set of Z-matrices is defined by
Zn :=

[zij ] ∈ Rn×n|zij = zji, zij  0, i 
= j, 0  zii ,
n∑
i=1,i 
=j
|zij |  zii

.
A detailed presentation of the theory of Z-matrices can be found in [3, Chapter
4], and [5, Chapter 2.6], By Anm we denote the set of all (n×m) matrices with
columns which are given by a unit vector or by the nonvanishing difference of two
unit vectors. In addition let the matrix sets Bnm and Dn be defined by
Bnm = {−1, 0, 1}n×m, Dn =
{
diag(d1, . . . , dn)|0 < di, i = 1, . . . , n
}
.
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In words,Bnm denotes the set of all n×m matrices having entries only in {−1, 0,
1}. The elements of Anm are called incidence matrices.
In the sequel we need some relations between the matrix familiesZn,Anm,Bnm,
Dn. For the proof see [8].
Proposition 1.
1. Every E ∈Zn admits factorizations of the form E =ADAT,A ∈An,D ∈
D.
2. If A1 ∈Ann is invertible, then A−11 ∈ Bnn and the sign in every row of A−11 is
constant. Consequently, if A2 ∈Anm, then A−11 A2 ∈ Bnm.
3. For E ∈Zn, there exists a basis {b1, . . . , bω} of kerE with bi ∈ Bn1. In addition
the sign of all entries in every bi is constant.
In this paper we consider only the case of a symmetric leading coefficient of
sE + A. However, the following result can be partially transfered to the asymmetric
case.
Lemma 4. Let sE + A be nonsingular, where E and A admit factorizations of the
form
E =A0 diag (q)AT0 , A =A1 diag (q)AT2 ,
A0,A1,A2 ∈An, q ∈ R.
Then E admits the factorization E =A01diag (E11,Om)AT02, |E11| 
= 0,A−101 ,
A−102 ∈ Bnn.
Proof. Let Â be formed by 2 columns ofA0 which generate the remaining columns
vi ofA0. Then the equations Âbi = vi are solvable for i = 1, . . . ,  − 2. If one de-
finesB := [I2, b1, . . . , b−2],E11(q) := B diag (q)BT, thenE(q)= ÂE11(q) ÂT,
and
sE + A = [Â,A1]diag (sE11(q), diag (q))[Â,A2]T.
From the nonsingularity of sE + A the equations rank [Â,A1]=n= rank [Â,A2]
are obtained. Therefore, the existence of appropriate columns inA1 andA2 follows,
which can serve to extend Â to invertible elementsA01,A02 ofAnn. The statement
concerning their inverses follows by Proposition 1. 
Example 4. If one sets
Ac = [e1 − e5, e3 − e5, e4 − e5], Ay = [e1 − e5, e2 − e3, e4 − e5],
Aγ = [e1 − e2, e3 − e4, e5],
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then
C =Acdiag (c1, c2, c3)ATc , Y =Aydiag (y1, y2, y3)ATy ,
 =Aγ diag (γ1, γ2, γ3)ATγ .
To find A such that C =A diag(c1, c2, c3, 0, 0)AT, |A| 
= 0,A ∈A5,5, one can
apply
A := [e1 − e5, e3 − e5, e4 − e5, e2 − e3, e5]. (32)
To illustrate property 2 of Proposition 1 note that
A−1 = [e1 + e5, e2 + e4 + e5, e2 + e5, e3 + e5, e5].
7. Explicit solution of the attachment problem for polynomials with nonnegative
coefficients
If we assume nonnegativity of C,Y, ∈ Rn×n, then the inequality ind(P )  2
can be stated, which is a consequence of the fact, that the rational function h(s) :=
svTP(s)−1v, v 
= 0, turns out to be positive real. Therefore Algorithm I needs only
two iterations to solve the attachment problem for matrix polynomials of this kind.
The following statements are taken from [13].
Lemma 5. Suppose that h ∈ R(s) is positive real. Then all poles of h are located
in the closed left half plane, and all poles of h, which are located on the imaginary
axis, including ∞, are simple.
Consequently, the entries of P(∞)−1 are bounded.
Corollary 5. Suppose that the coefficients of the quadratic matrix polynomial P are
nonnegative. Then ind(P )  2.
Proof. From[
sC + Y I
− sI
] [
sI −I
 sC + Y
]
︸ ︷︷ ︸
=sE0+A0
=
[
P(s)
P (s)
]
,
the equation
diag(P (s), P (s))−1
[
sC + Y I
− sI
]
= (sE0 + A0)−1
follows, where (E0, A0) is defined by (5). Since the entries of P−1(∞) are bounded,
the pole order of (sE0 + A0)−1 at infinity amounts at most 1, therefore the inequality
ind(E0, A0)  2 holds true. 
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We now choose the matrices L and R in decomposition (20) with consideration
of the nonnegativity of C,Y,. Suppose the nonsingularity of (2) and factorize its
coefficients according to
C =AcDcATc , Y =AyDyATy ,  =AγDγATγ ,
Ac = [u1, . . . , unc ], Ay = [v1, . . . , vny ], Aγ = [w1, . . . , wnγ ].
W.l.o.g. it can be assumed that
rank [Ac] = rank [u1, . . . , urc ],
rank [Ac,Ay] = rank [u1, . . . , urc , v1, . . . , vry ],
rank [Ac,Ay,Aγ ] = rank [u1, . . . , urc , v1, . . . , vry , w1, . . . , wrγ ].
The matrix A is called a canonical extension of Ac if
A = [u1, . . . , urc , v1, . . . , vry , w1, . . . , wrγ ].
Because of the nonsingularity of P,A is regular. In the case where C,Y, ∈Zn,A
is an element of Ann.
Corollary 6. Let the coefficients of P(s) = Cs2 + Ys +  be nonnegative, and let
the matrices C11, Yij , ˆ be defined by (20) and (21), where L =A, R =AT, and
A is a canonical extension of Ac. With
E2 =

Irc Y12 C11
Y22

 ,
A2 =

 −Irc
Srγ (ˆ)
Y11
Y21

 ∈ R(2rc+ry)×(2rc+ry) (33)
we obtain σ(−E−12 A2) = σ(|P |) in  = {q ∈ R | ad(q) 
= 0}, where ad denotes
the leading coefficient of |P |. In particular, d = 2rc + ry .
Proof. Define Pcr and U by Pcr = PA−T and U =AT. Then P = PcrU , and the
highest column degree coefficient matrix Phc of Pcr fulfils Phc =A, where
 =

C11 Y12 13Y22 23
33

 .
Since A is a canonical extension of Ac,  is regular. Hence Pcr is column re-
duced. According to Algorithm II the main operator Acr of a minimal realization
of P̂−1, P̂ := Srγ (A−1Pcr) fulfils σ(Acr) = σ(|P |). Finally, Acr is obtained by (15)
which yields the statement of the corollary. 
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The elimination of linearly depending columns in A2 can be realized as parameter
independent, if the coefficients of P belong to Zn.
Corollary 7. Let A2 be defined as in (33). Then there exist T ∈ Bdd, d = 2rc +
ry, |T | 
= 0 such that A2T = [O,A12], and the columns of A12 are linearly inde-
pendent.
Proof. According to Proposition 1, there exists a basis {b1, . . . , bω} of ker consist-
ing of elements in {0, 1}n×1. By definition, ˆ =A−1A−T, whereA denotes a ca-
nonical extension of Ac. Hence, {ATb1, . . . ,ATbω} forms a basis for ker ˆ. Since
bi ∈ {0, 1}n×1,ATbi ∈ Bn1. Finally, there exists y ∈ Rrγ such that
[
x
y
]
∈ ker ˆ if
and only if x ∈ ker Srγ (ˆ) if and only if
[
x
orc
]
∈ kerA2. 
Example 5. Let us calculate the matrix (8) for the polynomial (6). The rank defect
numbers are given by rc = 3, ry = 1, rγ = 1, and a canonical extension of Ac is
given by the matrix (32). Hence the block entries C11, Yij , S1(ˆ) of (33) fulfil
C11=diag(c1, c2, c3),
[Yij ]2i,j=1=diag(y1, 0, y3, y2),
ˆ=


γ1 −γ1 0 −γ1 0
−γ1 γ1 + γ2 −γ2 γ1 0
0 −γ2 γ2 0 0
−γ1 γ1 0 γ1 0
0 0 0 0 γ3

 , (34)
S1(ˆ)=


γ1 −γ1 0 −γ1
−γ1 γ1 + γ2 −γ2 γ1
0 −γ2 γ2 0
−γ1 γ1 0 γ1

 .
Since dim ker  = 2, we have dim ker A2 = 2. The matrix T ∈ B7,7 arising in
Corollary 7 is given by
T = [e1 + e4, e1 + e2 + e3, e3, e4, e5, e6, e7].
Replacing the block entries of (33) by the right-hand sides of (34), the coincidence
of −T −1E−12 A2T with matrix (8) can be seen.
Corollaries 4 and 6 induce a couple of relations between the Jordan block num-
bers τ, µ, η, the rank defect numbers rc, ry, rγ , and the cardinal numbers r0, r1, r2
introduced in Definition 2.
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Corollary 8. Suppose that the (n× n) coefficient matrices of the quadratic matrix
polynomial P are nonnegative. Then
τ = rγ = r0,
µ = ry = r1,
(η − µ)/2 = rc = r2,
ind (P ) =


0 ⇔ rc = n,
1 ⇔ rc < n, 0 = rγ ,
2 ⇔ 0 < rγ .
If (E0, A0) is defined according to (5), then Lemma 3 takes the following form.
Theorem 3. For every nonsingular quadratic matrix polynomial P having nonneg-
ative (n× n) coefficient matrices, Algorithm I generates a sequence (Ek,Ak)2k=0,
where
k nk(= size Ek) rank Ek dim ker Ek
0 n+ n rc + n ry + rγ
1 rc + n 2rc + ry rγ
2 2rc + ry 2rc + ry 0
.
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