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INFINITESIMAL CHOW DILOGARITHM
SI˙NAN U¨NVER
Abstract. Let C2 be a smooth and projective curve over the ring of dual numbers of a field k.
Given non-zero rational functions f, g, and h on C2, we define an invariant ρ(f∧g∧h) ∈ k. This
is an analog of the real analytic Chow dilogarithm and the extension to non-linear cycles of the
additive dilogarithm of [11]. Using this construction we state and prove an infinitesimal version
of the strong reciprocity conjecture [5]. Also using ρ, we define an infinitesimal regulator on
algebraic cycles of weight two which generalizes Park’s construction in the case of cycles with
modulus [8].
1. Introduction
Let k be a field of characteristic 0 and kn := k[t]/(t
n), with k2 being the ring of dual numbers
over k. One expects an abelian category of motives over any scheme over k, and in particular over
k2. Goncharov while considering the degeneration of motives attached to hyperbolic manifolds
of odd dimension expected that motives over the dual numbers should have properties similar to
euclidean scissors congruence class groups [4, p. 616]. Bloch and Esnault further expected that
the real analytic dilogarithm should degenerate to an additive dilogarithm which would give an
analog of the volume map on the euclidean scissors congruence class in three dimensions. This
insight was realised in the construction of an additive dilogarithm for the weight two motivic
cohomology complex based on the localisation sequence in their fundamental paper [2]. Later
an additive dilogarithm for the Bloch complex was constructed in [11]. In a precise sense, the
current paper is an extension of the construction of [11] to the non-linear case. The construction
in this non-linear case is much more involved and requires many new ideas. In the introduction,
we will try to explain the main ideas behind the construction.
Suppose thatX/C is a smooth, projective curve overC and f1, f2, and f3 are rational functions
on X. Letting
r2(f1, f2, f3) := Alt3(
1
6
log |f1| · d log |f2| ∧ d log |f3| −
1
2
log |f1| · d arg f2 ∧ d arg f3),
with the property that dr2(f1, f2, f3) = Re(Alt3(d log(f1)∧ d log(f2)∧ d log(f3))), one has, up to
a constant multiple, the Chow dilogarithm map [5, p. 4]: ρR : Λ
3C(X)× → R given by
ρR(f1 ∧ f2 ∧ f3) :=
∫
X(C)
r2(f1, f2, f3).(1.0.1)
The main construction of this paper is the analog ρ of this map for R replaced with k2, which
is expected in the spirit of the above discussion about the analogy between mixed tate motives
over k2 and euclidean scissors congruence class groups. In the main set-up of this paper X/C is
replaced with a smooth and projective curve C2/k2.
The main challenge in constructing such a map is to find an analog of the integral (1.0.1) for a
curve C2/k2. A related problem is that the integrand involves taking the real part of an algebraic
form. Therefore, we have to find an algebraic construction in the context of motives over k2 which
will be an analog of this. We have encountered such a function in [11]: log◦ : k[[t]]× → k[[t]]
defined as log◦(a) := log(a/a(0)). We would like to think of log◦ as the analog of a branch of
the logarithm or as the real part of the logarithm. In order to find an expression which is an
analog of (1.0.1), we are again motivated by the construction in [11]: the construction in this
paper restricted to the case of P1k2 and a triple of linear fractional transformations gives the
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construction in [11]. The precise statement can be found in Theorem 3.5.6. Even though both
the arguments in [11] and the ones in the current paper use the idea of liftings of the functions
to some thickening of k2, the approach in [11] is computational, here it is more geometric. We
briefly outline the main idea.
In [11], we defined the additive dilogarithm ℓi2 : B2(k2)→ k, by ℓi2({s+ at}2) = −
a3
2s2(1−s)2 .
In order to show that this function indeed satisfies the functional equation for the dilogarithm
and deduce its basic properties, we interpreted this formula as follows. Let ℓ : Λ2Zk[[t]]
× → k
denote the map (2.4.5), which in this case takes the form ℓ(u ∧ v) := log◦(u)[t2] · log◦(v)[t] −
log◦(u)[t] · log◦(v)[t2], where for a ∈ k[[t]], a[tn] denotes the coefficient of tn in a. Then the map
B2(k[[t]])→ k defined by sending {α}2 to ℓ(1−α)∧α), factors through the canonical projection
B2(k[[t]])→ B2(k2), to give ℓi2.
Let us now turn to the context of this paper of a curve C2/k2. When considering general
rational functions on C2, we put a slight restriction on the type of singularities that our functions
can have. We allow those functions on C2 which are locally a product of a unit and a power of an
element that reduces to a uniformizer on the closed fiber. The precise definition is in Definition
3.1.1. For a choice of liftings of uniformizers P2, we call a rational function on C2, P2-good in
§3.2, if it satisfies this hypothesis with respect to the uniformizers in P2. Letting k(C2,P2)
×
denote the set of rational functions which are P2-good, the infinitesimal Chow dilogarithm ρ is
a map ρ : Λ3k(C2,P2)
× → k.
The main idea in constructing ρ is as follows. If C2/k2 has a global lifting C˜/k[[t]] to a smooth
and projective curve and the functions (f, g, h) have global liftings (f˜ , g˜, h˜) to functions on C˜
which are good with respect to a system of uniformizers P˜ := {π˜c|c ∈ |C˜s|} on C˜ that lift P2
then
ρ(f, g, h) =
∑
c∈|C˜s|
Trk(ℓ(resπ˜c(f˜ ∧ g˜ ∧ h˜))),(1.0.2)
where resπ˜c is the residue map (2.4.4).
The existence of a global lifting of C2 together with good liftings of the functions f, g, h is too
much to ask for. Even if we knew that such liftings exist, we need to show that the expression
(1.0.2) is independent of the choices of the liftings which is a non-trivial task. In the following,
we do not assume the existence of any lifting. Instead, we choose local liftings of C2 at all of
its points, including the generic point. These are known to exist by the smoothness assumption.
On the generic lifting we choose arbitrary liftings of the functions; on the local liftings we choose
good liftings of the functions. The general expression for ρ is then given in Definition 3.2.2.
Sections 3.1 and 3.2 are devoted to showing that this sum makes sense and is independent of all
the choices.
In Definition 3.2.2, there is a differential form ω which measures the defect of choosing different
liftings. We would like to think of different liftings as the analogs of the different branches of
the functions under consideration and ω as measuring the difference between the choice of two
different branches. This differential is in some sense the main technical object. The map ω
attaches a 1-form to the following data: smooth affine schemes Ai/k[[t]] of relative dimension
one, an isomorphism χ : A1/(t2)
∼
−→ A2/(t2) and triples of functions (fi, gi, hi) in A
×
i whose
reductions modulo t2 map to each other via χ. The 1-form is given by the formula (2.3.1).
However, this description depends on many choices and it is of fundamental importance for the
construction of the regulator ρ to show that this construction of ω is independent of all the
choices. These are proven in Lemma 2.3.1 and Lemma 2.3.3. It is at this point that we have to
assume that our objects have dimension at most 1. The statements about independence of the
choices are not true without this assumption. The residue property (P8) in §2.4.5 allows us to
compute the residue of ω when both of its arguments are good liftings. This property is used
when proving that the regulator ρ does not depend on the choice of local liftings in Proposition
3.1.2.
The proof of the infinitesimal version of the strong reciprocity conjecture uses the relative
Bloch group relation (P11). In order to state this relation, we first construct a relative version of
the standard Bloch group B2, and a relative version of the part of the weight three Bloch complex
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in degrees 2 and 3. The Proposition 2.4.5 then states that ω defines a map from the Milnor part
of the relative Bloch complex of weight three. Here and the discussions below regarding the
strong reciprocity conjecture, we would like to emphasize that we consider only the part of the
Bloch complex of weight three. There is in fact a term in degree one which contains a version
of the Bloch group B3, but this term has no consequence for the present paper since the strong
reciprocity only refers to the terms of degree 2 and 3. Defining the analog of B3 would take us
too far outside of the material of this paper, this question will be dealt with in more generality
in a future work.
The construction of the infinitesimal Chow dilogarithm with the desired properties is in fact
more or less equivalent to the infinitesimal version of the strong reciprocity conjecture of Gon-
charov [5], by using the results of [11] on the structure of B2(k2) :
Theorem 3.4.4. The infinitesimal part of the residue map
res|C| : Γ(k(C2,P2), 3)→ Γ(k, 2)
◦
is homotopic to 0. More precisely, there is a map h : Λ3k(C2,P2)
× → B2(k2)
◦ which makes the
diagram
B2(k(C2,P2))⊗ k(C2,P2)
× ∆ //
res|C|

Λ3k(C2,P2)
×
res|C|

h
tt
B2(k2)
◦ δ
◦
// (Λ2k×2 )
◦
commute and has the property that h(k×2 ∧ Λ
2k(C2,P2)
×) = 0.
In the last section we use the discussions of this paper to construct a regulator for algebraic
cycles of weight two over k[[t]]. That this regulator vanishes on boundaries is a direct consequence
of the definition. We prove that if two smooth cycles are the same modulo t2 then they have
the same regulator value and also we prove that the regulator vanishes on products. Finally in
§4.4.5, we compare our construction in the case of cycles to the construction of Park in the case
of cycles with modulus 2. Here we emphasize that we use the strong sup modulus when defining
the additive Chow groups.
There are many questions that are left unanswered in this paper. The most important one
in our opinion is the generalization of the above construction to higher weights, moduli and to
characterstic p. In characteristic p, even in weight two and modulus two, we expect a new com-
ponent for our Chow dilogarithm which is of arithmetic nature. Another fundamental question
is to understand the relation of the theory of this paper with that of [6], which was in fact one
of our main motivations for this paper. These will be the subjects of future work. A related
question is to study the regulator on algebraic cycles in more detail and define an equivalence
relation on cycles over k[[t]] which would give a construction of the motivic cohomology complex
for truncated polynomial rings in terms of algebraic cycles. We will pursue this approach in our
joint work with J. Park.
Outline. The paper is organized as follows. After a recollection of basic facts about splittings
in §2.1, in the remaining part of §2, we construct the map ω. Its uniqueness is proven in §2.2,
and existence in §2.3. The fundamental properties of ω are proven in §2.4.
In §3.1 and §3.2, we give the construction of the regulator ρ. In §3.3 and 3.4, we prove the
infinitesimal version of the strong reciprocity conjecture. In §3.5, we relate the construction of
this paper to that of [11].
In §4, we apply the construction to the case of algebraic cycles of weight two over k[[t]], and
construct an infinitesimal regulator on these cycles.
Notation. For a functor F from k-algebras to abelian groups, let F (k2)
◦ denote the direct
summand of F (k2) which is the kernel of the projection F (k2) → F (k) corresponding to the
k-algebra homomorphism k2 = k[t]/(t
2)→ k which sends t to 0. If A is a k[[t]] algebra then we
denote A/(tn) by A|tn . Similarly, if f ∈ A, then we let f |tn denote its image in A|tn .
Acknowledgements. The author thanks J. Park very much for many discussions related to
the contents of this paper, especially regarding §4. He thanks H. Esnault for mathematical
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discussions and for being a wonderful host to him as an Humboldt Experienced Researcher at
Freie Universita¨t, where part of this work was carried out. Finally, he would like to thank the
Humboldt Foundation for support.
2. Algebraic construction and properties of the canonical 1-form
In this section we would like to present an algebraic construction of the 1-form that we referred
to above. We give this construction in a slightly more general context than is necessary for
our purposes for the reasons that it makes the construction more transparent and this general
construction will be needed for future generalisations of this work.
2.1. Splittings. In the first subsection, we review the notion of a splitting, the existence of which
is guaranteed by the infinitesimal lifting properties of smooth affine schemes. This notion enables
us to make explicit computations by choosing local coordinates.
For a ring A and an ideal I of A, let A := A/I, a splitting of the projection π : A → A, is a
map ϕ : A→ A such that π ◦ ϕ = id. In the special case that we are interested in, the existence
of a splitting is guaranteed by Grothendieck [7, III-Corollaire 5.6]:
Lemma 2.1.1. Let k be a field, A a noetherian k-algebra, and I := (x) an ideal of A, such that
x is not a zero-divisor in A, A is complete with respect to the I-adic topology and A is smooth
over k. Then there is a continuous isomorphism A[[t] → A, which sends t to the element x and
such that the composition A →֒ A[[t]]→ A→ A is the identity map on A.
Remark 2.1.2. (i) It is easy to see that for any ring B, there is a 1-1 correspondence between
splittings ϕ : B → B[[t]] of π : B[[t]] → B and automorphisms α : B[[t]] → B[[t]] such that
B →֒ B[[t]]
α
→ B[[t]]
π
→ B is the identity and α(t) = t.
(ii) Using Lemma 2.1.1, the above remark generalizes to any A and I which satisfy the hy-
pothesis of the lemma. Namely, there is a 1-1 correspondence between splittings ϕ : A → A of
π : A→ A and isomorphisms α : A[[t]]→ A such that α(t) = x, and A →֒ A[[t]]
ϕ
→ A
π
→ A is the
identity. Given ϕ the corresponding ϕ is obtained by restricting to A.
(iii) The splittings behave functorially with respect to localisation. More precisely, if ϕ : A →֒
A is a splitting and g ∈ A, then ϕ induces a splitting ϕg : Ag →֒ Aϕ(g).
We will use the second remark above constantly in order to choose a local system of coordinates.
Given a splitting ϕ, there is a unique isomorphism ϕ : A[[t]] → A as above such that ϕ|A = ϕ.
We will use ϕ−1 : A→ A[[t]], as a local chart.
In general, the splittings as above are not unique. We prove uniqueness in a case that we need,
in order to handle the 0-dimensional cycles. This result is well-known, but we give a proof since
it is easier than finding a suitable reference.
Lemma 2.1.3. Suppose that k is a perfect field, and A and I are as in Lemma 2.1.1 with A a
finite extension of k. Then there exists a unique splitting ϕ : A→ A.
Proof. Since A is smooth over k, the existence follows from Lemma 2.1.1. For any k-algebra B˜
with a square-zero ideal I, and a k-algebra homomorphism φ : A→ B˜/I, the set of liftings of φ
to a k-algebra homomorphism φ˜ : A→ B˜ is a psuedo-torsor under HomA(Ω
1
A/k, I). Since under
the assumptions Ω1A/k = 0, there is at most one lifting. Applying this inductively to the rings
B˜ = A/In, starting with the identity map for n = 1 gives the result. 
2.2. Uniqueness of the canonical 1-form ω. Let A := k[[t]], we will be dealing with a full
subcategory C 1A of the category of A-algebras. The objects of this category consist of A-algebras
A, which are smooth of relative dimension 0 or 1, are an integral domain and have the property
that the residue fields of the closed points of A/(t) are one of the following type: a finite extension
of k, if the relative dimension is 1; a finitely generated field of transcendence degree 1 over k, or
a field of Laurent series k′((s)) over a finite extension k′ of k, if the relative dimension is 0. Note
that the condition on the residue fields of the closed points is satisfied if A is an algebra of finite
type over A or is the localisation or completion at a point in the closed fiber of such an algebra.
INFINITESIMAL CHOW DILOGARITHM 5
If A is an object of C 1A, we denote the quotient A/(t) by A. If we have an isomorphism
χ : A˜|t2 → Aˆ|t2 , and a pair (p˜, pˆ), where p˜ := (y˜1, y˜2, y˜3) and pˆ := (yˆ1, yˆ2, yˆ3) such that y˜i ∈ A˜
×,
yˆi ∈ Aˆ×, and χ(y˜i|t2) = yˆi|t2 in Aˆ|t2 , for 1 ≤ i ≤ 3, then we will construct a canonical element
in Ω1
Aˆ/k
. We describe this construction in detail in the next few sections.
Given an isomorphism χ : A˜|t2 → Aˆ|t2 , we let β(A˜, Aˆ, χ) denote the abelian group of pairs
(y˜, yˆ) ∈ A˜× × Aˆ× such that χ(y˜|t2) = yˆ|t2 . We let ×
nβ(A˜, Aˆ, χ) denote the n-fold cartesian
product of β(A˜, Aˆ, χ) with itself. Note that this last group can also be thought of as the
group of pairs (p˜, pˆ) of n-tuples of elements of A˜× and Aˆ× such that if p˜ = (y˜1, · · · , y˜n) and
pˆ = (yˆ1, · · · , yˆn), then χ(y˜i|t2) = yˆi|t2 ∈ Aˆ|t2 , for all 1 ≤ i ≤ n. We abbreviate this last condition
as χ(p˜|t2) = pˆ|t2 . We will freely switch between these two notations without mentioning it.
We will construct a map
ω(·, ·, χ) : ×3β(A˜, Aˆ, χ)→ Ω1
Aˆ/k
,
with the following properties.
(P1) Normalising condition/definition. Let k′/k be a finite extension. Suppose that Aˆ = A˜ =
k′((s))[[t]] and χ = id. Then because of the assumptions yˆi−y˜i ∈ (t
2), for 1 ≤ i ≤ 3. Therefore, we
can write uniquely yˆi = α0ie
tα1i+t
2αˆ2i+··· and y˜i = α0ie
tα1i+t
2α˜2i+···, with αji, αˆki, α˜ki ∈ k
′((s)),
for 0 ≤ j ≤ 1, 2 ≤ k, and 1 ≤ i ≤ 3.
Then we have
ω˜(p˜, pˆ, id) :=
∑
σ∈S3
(−1)σα1σ(1)(α˜2σ(3) − αˆ2σ(3)) · d log(α0σ(2)) ∈ Ω
1
k′((s))/k.(2.2.1)
(P2) Completion. Suppose that we have A˜ and Aˆ as above together with an isomorphism
χ : A˜|t2 → Aˆ|t2 , and pairs (p˜, pˆ), where p˜ := (y˜1, y˜2, y˜3) and pˆ := (yˆ1, yˆ2, yˆ3) such that y˜i ∈ A˜
×,
yˆi ∈ Aˆ×, and χ(y˜i|t2) = yˆi|t2 in Aˆ|t2 , for 1 ≤ i ≤ 3.
Let B˜ and Bˆ denote the completions of A˜ and Aˆ along the closed fiber. Note that χ induces
an isomorphism
B˜|t2 ≃ A˜|t2 → Aˆ|t2 ≃ Bˆ|t2 ,
which we will denote by ψ. Let q˜ and qˆ denote the images of p˜ and pˆ in the respective completions
B˜ and Bˆ. Then we have
ω(p˜, pˆ, χ) = ω(q˜, qˆ, ψ)
(P3) Functoriality. Suppose that we have a diagram
A˜1
χ1
−−−−→ Aˆ1
f
y gy
A˜2
χ2
−−−−→ Aˆ2,
where χi are isomorphisms, and such that there exists a closed point in p˜2 ∈ Spec Aˆ2, with the
property that g induces an isomorphism from the localisation at (t) of the completion of Aˆ1 at
g−1(p˜2) to the localisation at (t) of the completion of Aˆ2 at p˜2. Note that this also implies that
f induces an isomorphism from the localisation at (t) of the completion of A˜1 at (χ2 ◦ f)−1(p˜2)
to the localisation at (t) of the completion of A˜2 at χ
−1
2 (p˜2).
Let (p˜, pˆ) ∈ ×3β(A˜, Aˆ, χ1|t2), then we have
g
∗
(ω(p˜, pˆ, χ1|t2)) = ω(f(p˜), g(pˆ), χ2|t2),
where g
∗
: Ω1
Aˆ1/k
→ Ω1
Aˆ2/k
is the map induced by g.
Proposition 2.2.1. The properties (P1)-(P3) uniquely determine ω.
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Proof. Suppose that we would like to determine the value of ω(p˜, pˆ, χ), for a general (p˜, pˆ, χ) as
above. By property (P2), we will assume that A˜ and Aˆ are complete with respect to the ideal
defining the closed fiber.
Next note that by smoothness and completeness, we have isomorphisms A˜
∼
−→ A˜[[t]] and
Aˆ
∼
−→ Aˆ[[t]], which are the identity maps modulo (t). Through these isomorphisms it follows
that χ corresponds to an isomorphism A˜[[t]]/(t2)
∼
−→ Aˆ[[t]]/(t2) and therefore can be lifted,
non-uniquely, to an isomorphism χ : A˜ → Aˆ. Choosing isomorphisms φ˜ : A˜
∼
−→ B[[t]] and
φˆ : Aˆ
∼
−→ B[[t]] and using (P3) with χ2 := φˆ ◦ χ ◦ φ˜
−1, we assume without loss of generality that
A˜ = Aˆ = B[[t]].
The completion of the local ring of B[[t]] at a closed point is of the form k′[[s]][[t]] for a finite
extension k′/k of k, and its localisation at (t) is k′((s))[[t]]. By the functoriality (P3) with respect
to the pair of inclusions B[[t]]→ k′((s))[[t]] and the injectivity of the map Ω1B/k → Ω
1
k′((s))/k, we
reduce to the case when A˜ = Aˆ = k′((s))[[t]], and an arbitrary A-automorphism χ of k′((s))[[t]].
Finally, taking all the rings in (P3) to be k′((s))[[t]], χ1 = f = χ and χ2 = g = id, by (P3),
we reduce to the situation in (P1), where the value of the 1-form is given by an explicit formula.
This finishes the proof. 
In the next sections we will first prove the existence of ω with the properties (P1) and (P3)
and then prove that it satisfies the further properties (P3)-(P10)
2.3. Existence of ω and proof of the properties (P1)-(P3).
2.3.1. Construction of ω(p˜, pˆ, χ). Let A˜ and Aˆ be objects of C 1A, and χ : A˜/(t
2) → Aˆ/(t2), an
isomorphism over A, and (p˜, pˆ) ∈ ×3β(A˜, Aˆ, χ) as above. We will define ω(p˜, pˆ, χ) by first making
some choices. Later, we will show that this definition is independent of all the choices.
First, we replace A˜ and Aˆ with their completions along the closed fiber. Note that this does
not change Aˆ and hence Ω1
Aˆ/k
in which ω takes values. Similarly, χ and the triples of points p˜
and pˆ give corresponding points on the completions. Therefore, without loss of generality, we
will assume that A˜ and Aˆ are complete with respect to (t). From now on, in this section, we will
always assume that the A-algebras under consideration are complete with respect to the ideal (t).
By the smoothness assumptions we have non-canonical isomorphisms A˜ ≃ A˜[[t]] and Aˆ ≃ Aˆ[[t]].
Let χ : A˜
∼
−→ Aˆ be any lifting of χ, and ϕ : Aˆ→ Aˆ be any splitting of the canonical projection.
Denote by ϕ the corresponding isomorphism Aˆ[[t]]
∼
−→ Aˆ. We then we define ω(p˜, pˆ, χ) as follows:
ω(p˜, pˆ, χ) := Ω(ϕ−1(χ(p˜)), ϕ−1(pˆ)),
where we will define Ω below.
Let (q˜, qˆ) be a pair with q˜, qˆ ∈ ×3β(Aˆ[[t]]) and are congruent modulo (t2). Let us write
q˜ = (y˜1, y˜2, y˜3) and qˆ = (yˆ1, yˆ2, yˆ3). Then by assumption yˆi− y˜i ∈ (t
2), for all 1 ≤ i ≤ 3. We write
yˆi = α0ie
tα1i+t
2αˆ2i+··· and y˜i = α0ie
tα1i+t
2α˜2i+···, with αji, αˆki, α˜ki ∈ Aˆ, for 0 ≤ j ≤ 1, 2 ≤ k,
and 1 ≤ i ≤ 3, as in (P1). We then define
Ω(q˜, qˆ) :=
∑
σ∈S3
(−1)σα1σ(1)(α˜2σ(3) − αˆ2σ(3)) · d log(α0σ(2)) ∈ Ω
1
Aˆ/k
,(2.3.1)
exactly as in (P1).
This construction a priori depends on χ and ϕ. Therefore, we will denote the ω defined above
temporarily by ωχ,ϕ. We will show below that, in fact, it is independent of χ and ϕ. In order to
show independence with respect to the choice of the splitting ϕ, we will start with the following
lemma which deals with the split case.
Lemma 2.3.1. Let A := k′((s))[[t]], where k′/k is a finite extension. Suppose that (p˜, pˆ) ∈
×3β(A,A, id), and ψ : A → A be any continuous A-algebra isomorphism which induces the
identity map on A. Then
Ω(p˜, pˆ) = Ω(ψ(p˜), ψ(pˆ)).
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Proof. Since ψ is assumed to be an A-algebra homomorphism, it is completely determined by
its restriction to k′((s)). Since ψ is identity on k, reduces to identity modulo (t), and Ω1k′/k = 0,
ψ is identity on k′. Therefore, it is completely determined by its value on s. Suppose that
ψ(s) = s+ at+ bt2 +O(t3), with a, b ∈ k′((s)). Then we have that ψ(α0e
α1t+α2t
2
) =
= (α0 + α
′
0(at+ bt
2) +
α′′0
2
(at)2)e(α1+α
′
1at)t+α2t
2
+O(t3)
= α0e
α′0
α0
at+(
α′0
α0
b+
α′′0
2α0
a2− 12 (
α′0
α0
a)2)t2eα1t+(α
′
1a+α2)t
2
+O(t3)
= α0e
(α1+
α′0
α0
a)t+(α2+α
′
1a+
α′0
α0
b+
α′′0
2α0
a2− 12 (
α′0
α0
a)2)t2 +O(t3),(2.3.2)
where for a function f ∈ k′((s)), we let f ′ ∈ k′((s)) denote the derivative with respect to s. More
precisely, f ′ ∈ k′((s)) is the unique series such that df = f ′ds in Ωˆ1k′((s))/k.
Then using (2.3.2) and (2.3.1) the difference Ω(ψ(p˜), ψ(pˆ))− Ω(p˜, pˆ) is given by
∑
σ∈S3
(−1)σa ·
α′0σ(1)
α0σ(1)
· (α˜2σ(3) − αˆ2σ(3)) · d log(α0σ(2))
=
∑
σ∈S3
(−1)σa ·
α′0σ(1)
α0σ(1)
· (α˜2σ(3) − αˆ2σ(3)) ·
α′0σ(2)
α0σ(2)
ds = 0.

Corollary 2.3.2. If χ : A˜
∼
−→ Aˆ is any lifting of χ, and ϕ, ϕ′ : Aˆ → Aˆ are two splittings of the
canonical projection Aˆ→ Aˆ then
ωχ,ϕ′ = ωχ,ϕ.
Proof. Note that ωχ,ϕ(p˜, pˆ, χ) = Ω(ϕ
−1(χ(p˜)), ϕ−1(pˆ)) and ω′χ,ϕ(p˜, pˆ, χ) = Ω(ϕ
′−1(χ(p˜)), ϕ′−1(pˆ)).
Therefore, letting q˜ := ϕ−1(χ(p˜)) and qˆ := ϕ−1(pˆ) ∈ Aˆ[[t]] and ψ := ϕ′−1 ◦ ϕ, we need to show
that Ω(q˜, qˆ) = Ω(ψ(q˜), ψ(qˆ)). This is exactly the statement of the above lemma when Aˆ ≃ k′((s)).
However, we can always reduce to this case by choosing a closed point of Aˆ and noting that the
field of fractions of the completion of Aˆ at this closed point is isomorphic to k′((s)) and the
induced map Ω1
Aˆ/k
→ Ω1k′((s))/k is an injection. 
Because of the corollary above, from now on we will use the notation ωχ instead of ωχ,ϕ. Next
we show independence with respect to the lifting χ of χ.
Lemma 2.3.3. If χ and χ′ are liftings of χ then ωχ = ωχ′ . Therefore, ω is well-defined and does
not depend on ϕ and χ.
Proof. Using a splitting ϕ : Aˆ → Aˆ as in the definition of ω, we reduce to the case when
A˜ = Aˆ = Aˆ[[t]] and χ = id. Using the argument at the end of the proof of Corollary 2.3.2, we
reduce further to the case when Aˆ = k′((s)). If χ and χ′ are two liftings of id, we need to prove
that:
Ω(χ(p˜), pˆ) = Ω(χ′(p˜), pˆ).
Letting χ′ = ι ◦ χ, we have ι|t2 = id and we need to prove that for any p˜ and pˆ such that
p˜|t2 = pˆ|t2 , we have
Ω(ι(p˜), pˆ) = Ω(p˜, pˆ).
We have ι(s) = s+ bt2 +O(t3), with b ∈ k′((s)), and by the formula (2.3.2), we have
ι(α0e
α1t+α2t
2
) = α0e
α1t+(α2+
α′0
α0
b)t2
+O(t3).
Then the difference Ω(ι(p˜), pˆ)− Ω(p˜, pˆ) is given by
∑
σ∈S3
(−1)σα1σ(1) ·
(
b
α′0σ(3)
α0σ(3)
)
· d log(α0σ(2)) = b
∑
σ∈S3
(−1)σα1σ(1) ·
α′0σ(3)
α0σ(3)
α′0σ(2)
α0σ(2)
ds = 0.
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This finishes the proof of the lemma. 
2.4. The additional properties (P4)-(P10) of the map ω. In this section, we will show
that the construction above satisfies the following fundamental properties which will be needed
below.
2.4.1. (P4) Interchange of components. If we interchange p˜ and pˆ then they are related by the
following formula
χ
∗
(ω(pˆ, p˜, χ−1)) = −ω(p˜, pˆ, χ),
where χ
∗
: Ω1
A˜/k
→ Ω1
Aˆ/k
is the map induced by χ.
Proof. First note that Ω has the property that Ω(q˜, qˆ) = −Ω(qˆ, q˜). Let χ : A˜
∼
−→ Aˆ be a lifting of
χ, and ϕ : Aˆ→ Aˆ a splitting of the canonical projection as above. Then we have, by definition,
ω(p˜, pˆ, χ) = Ω(ϕ−1(χ(p˜)), ϕ−1(pˆ)).
On the other hand, in order to compute ω(pˆ, p˜, χ−1), we can use the splitting ψ := χ−1 ◦ϕ ◦χ
from A˜ to A˜, and the lifting χ−1 of χ−1. Note that ψ can be described as follows. Let χ denote
the isomorphism from A˜[[t]] to Aˆ[[t]], induced by χ : A˜→ Aˆ. Then ψ = χ−1 ◦ϕ ◦χ and we have
ω(pˆ, p˜, χ−1) =
Ω(ψ
−1
(χ−1(pˆ)), ψ
−1
(p˜)) = Ω(χ−1(ϕ−1(pˆ)), χ−1(ϕ−1(χ(p˜)))).
By transport of structure, χ
∗
of the last expression is Ω(ϕ−1(pˆ), ϕ−1(χ(p˜))). Therefore,
χ
∗
(ω(pˆ, p˜, χ−1)) = Ω(ϕ−1(pˆ), ϕ−1(χ(p˜))) = −Ω(ϕ−1(χ(p˜)), ϕ−1(pˆ)) = −ω(p˜, pˆ, χ),
which finishes the proof. 
2.4.2. (P5) Transitivity. If we have A1,A2 and A3 and χ12 : A1|t2 → A2|t2 and χ23 : A2|t2 →
A3|t2 then
χ
23∗
(ω(p1, p2, χ12)) + ω(p2, p3, χ23) = ω(p1, p3, χ13),
where χ13 = χ23 ◦ χ12
Proof. First note that Ω(q1, q2) + Ω(q2.q3) = Ω(q1, q3). Let χ12 : A1 → A2 is a lifting of χ12 and
χ23 : A2 → A3 is a lifting of χ23. Then χ13 := χ23 ◦ χ12 is a lifting of χ13. Let ϕ : A3 → A3 be
a splitting. Then we have
ω(p2, p3, χ23) = Ω(ϕ
−1(χ23(p2)), ϕ
−1(p3)).(2.4.1)
Note that ϕ2 := χ
−1
23 ◦ϕ ◦χ23 : A2 → A2 is a splitting with ϕ2 = χ
−1
23 ◦ϕ ◦χ23. Then we have
ω(p1, p2, χ12) = Ω(ϕ
−1
2 (χ12(p1)), ϕ
−1
2 (p2)) = Ω(χ
−1
23
(ϕ−1(χ13(p1))), χ
−1
23
(ϕ−1(χ23(p2)))),
which implies that
χ
23,∗
(ω(p1, p2, χ12)) = Ω(ϕ
−1(χ13(p1)), ϕ
−1(χ23(p2))).(2.4.2)
Similarly,
ω(p1, p3, χ13) = Ω(ϕ
−1(χ13(p1)), ϕ
−1(p3)).(2.4.3)
Summing (2.4.1), (2.4.2), and (2.4.3), gives the result. 
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2.4.3. (P6) Multilinearity. The map ω(·, ·, χ) is multilinear on each of the three components of
×3β(A˜, Aˆ, χ).
Proof. This follows from the same statement for Ω. Namely, if (y˜i, yˆi) ∈ β(Aˆ[[t]], Aˆ[[t]], id), and
(y˜′i, yˆ
′
i) ∈ β(Aˆ[[t]], Aˆ[[t]], id), for 1 ≤ i ≤ 3, then
Ω((y˜1y˜
′
1, y˜2, y˜3), (yˆ1yˆ
′
1, yˆ2, yˆ3)) = Ω((y˜1, y˜2, y˜3), (yˆ1, yˆ2, yˆ3)) + Ω((y˜
′
1, y˜2, y˜3), (yˆ
′
1, yˆ2, yˆ3)),
Ω((y˜1, y˜2y˜
′
2, y˜3), (yˆ1, yˆ2yˆ
′
2, yˆ3)) = Ω((y˜1, y˜2, y˜3), (yˆ1, yˆ2, yˆ3)) + Ω((y˜1, y˜
′
2, y˜3), (yˆ1, yˆ
′
2, yˆ3)),
and
Ω((y˜1, y˜2, y˜3y˜
′
3), (yˆ1, yˆ2, yˆ3yˆ
′
3)) = Ω((y˜1, y˜2, y˜3), (yˆ1, yˆ2, yˆ3)) + Ω((y˜1, y˜2, y˜
′
3), (yˆ1, yˆ2, yˆ
′
3)).

2.4.4. (P7) Anti-symmetry. The map ω(·, ·, χ) is anti-symmetric with respect to the action of S3
on ×3β(A˜, Aˆ, χ).
Proof. This follows from the same statement for Ω.More precisely, if (y˜i, yˆi) ∈ β(Aˆ[[t]], Aˆ[[t]], id),
for 1 ≤ i ≤ 3, then
Ω((y˜σ(1), y˜σ(2), y˜σ(3)), (yˆσ(1), yˆσ(2), yˆσ(3))) = (−1)
σΩ((y˜1, y˜2, y˜3), (yˆ1, yˆ2, yˆ3)),
for any σ ∈ S3. 
Corollary 2.4.1. The properties (P6) and (P7) imply that ω(·, ·, χ) induces a map
ω(·, ·, χ) : Λ3Zβ(A˜, Aˆ, χ)→ Ω
1
Aˆ/k
,
which we will denote by the same notation.
2.4.5. (P8) Residue. Suppose that A˜◦ and Aˆ◦ are objects of C 1A whose reductions A˜
◦
and Aˆ
◦
are discrete valuation rings. Let A˜ and Aˆ be their localisations at the prime ideal (t). Suppose
that χ : A˜◦|t2
∼
−→ Aˆ◦|t2 . Note that this gives, after localisation, an isomorphism χ : A˜|t2
∼
−→ Aˆ|t2 .
Suppose that πˆ ∈ Aˆ◦ (resp. π˜ ∈ A˜◦), such that its reduction to Aˆ
◦
(resp. A˜
◦
) is a uniformizer.
Assume that χ(πˆ|t2) = π˜|t2 in Aˆ
◦|t2 .
Definition 2.4.2. We let β(Aˆ◦, πˆ) := {yˆ ∈ Aˆ×|yˆ = πˆau, for some a ∈ Z, and u ∈ (Aˆ◦)×}
and ×nβ(Aˆ◦, πˆ), the n-fold product of β(Aˆ◦, πˆ) with itself. We say that yˆ ∈ Aˆ is πˆ-good if
yˆ ∈ β(Aˆ◦, πˆ).
Note that ×nβ(Aˆ◦, πˆ) ⊆ ×nAˆ×. We let ×nβ(A˜◦, Aˆ◦, χ, π˜, πˆ) ⊆ ×nβ(A˜, Aˆ, χ) denote the
subgroup of those pairs of n-tuples which lie in ×nβ(A˜◦, π˜) and ×nβ(Aˆ◦, πˆ). We claim that on
this set, the 1-form ω has only logarithmic singularities at the closed point of Spec Aˆ
◦
:
ω : ×3β(A˜◦, Aˆ◦, χ, π˜, πˆ)→ Ω1
Aˆ
◦
log/k
⊆ Ω1
Aˆ/k
,
where, if πˆ denotes the reduction of πˆ to Aˆ, then Ω1
Aˆ
◦
log/k
:=
(
Ω1
Aˆ
◦
/k
+ Aˆ
◦
· d log(πˆ)
)
⊆ Ω1
Aˆ/k
.
In the remainder of this section, we will prove the above statement and give a formula for the
residue of ω.
First note that we have the following version:
resπˆ : Λ
nβ(Aˆ◦, πˆ)→ Λn−1(Aˆ◦/(πˆ))×,(2.4.4)
of the residue map in [3, §1.14]. This map is characterised by the following properties. It is
multilinear, anti-symmetric, vanishes when restricted to Λn(Aˆ◦)×; and
resπˆ(πˆ, u2, · · · , un) = (u2, · · · , un),
where if ui ∈ (Aˆ◦)×, for 2 ≤ i ≤ n, then ui denotes reduction modulo (πˆ). We will need the fact
that this construction of resπˆ in fact depends only on the ideal (πˆ) generated by πˆ in Aˆ◦.
Lemma 2.4.3. If πˆ′ = v · πˆ, for some unit v ∈ (Aˆ◦)×, then resπˆ′ = resπˆ.
10 SI˙NAN U¨NVER
Proof. First note that under the assumptions β(Aˆ◦, πˆ′) = β(Aˆ◦, πˆ) and hence the sources and
the targets of resπˆ′ and resπˆ are the same and the statement makes sense. In order to prove the
statement, by the multi-linearity, anti-symmetry and the vanishing of both resπˆ′ and resπˆ on
Λn(Aˆ◦)×, we need to check that they agree on elements of the form (πˆ′, u2, · · · , un) with ui ∈
(Aˆ◦)×. On this element, we have resπˆ′(πˆ′, u2, · · · , un) = (u2, · · · , un) and resπˆ(πˆ
′, u2, · · · , un) =
resπˆ(v · πˆ, u2, · · · , un) = resπˆ(v, u2, · · · , un) + resπˆ(πˆ, u2, · · · , un) = (u2, · · · , un), which finishes
the proof. 
Let C 0A denote the full subcategory of the category of A-algebras whose objects consist of
e´tale A-algebras which are integral domains with the residue field of the closed point a finite
extension k′ of k. Given such an A-algebra B, the completion Bˆ along the ideal (t) is canonically
isomorphic to k′[[t]], where k′ is the residue field of the closed point, so we write ψ : Bˆ
∼
−→ k′[[t]].
Let [t2 ∧ t] : Λ2k′k
′[[t]]→ k′ denote the map that sends a ∧ b to the coefficient of t2 ∧ t in a ∧ b.
We have a canonical map
ℓ : Λ2ZB
× → Λ2ZBˆ
× Λ
2ψ
−−−−→ Λ2Zk
′[[t]]×
Λ2 log◦
−−−−→ Λ2k′k
′[[t]]
[t2∧t]
−−−−→ k′,
for every object B of C 0A. With the above notation, Aˆ
◦/(πˆ) is an object of C 0A, and we have a
canonical map:
ℓ : Λ2Z(Aˆ
◦/(πˆ))× → k′ := Aˆ◦/(πˆ, t).(2.4.5)
Proposition 2.4.4. If (p˜, pˆ, χ) ∈ Λ3β(A˜◦, Aˆ◦, χ, π˜, πˆ), then we have ω(p˜, pˆ, χ) ∈ Ω1
Aˆ
◦
log/k
with
residue given by
resπˆω(p˜, pˆ, χ) = χ ◦ ℓ ◦ resπ˜(p˜)− ℓ ◦ resπˆ(pˆ).(2.4.6)
Proof. First, without loss of generality, we replace Aˆ◦ and A˜◦ with their completions at their
closed point corresponding to (πˆ, t) and (π˜, t). Then we choose χ : A˜◦ → Aˆ◦ as the unique
lifting of χ which sends π˜ to πˆ and is an A-algebra isomorphism. Choosing also an isomorphism
k′[[s]] ≃ Aˆ
◦
, which sends s to πˆ, we reduce the problem to the case when Aˆ◦ = A˜◦ = k′[[s, t]],
χ = id and πˆ = π˜ = s.
Let p˜ = (y˜1, y˜2, y˜3) and pˆ = (yˆ1, yˆ2, yˆ3). Then ω(p˜, pˆ, χ) = Ω(p˜, pˆ). If y˜i, yˆi ∈ k
′[[s, t]]×, for
all 1 ≤ i ≤ 3 then Ω(p˜, pˆ) ∈ Ω1k′[[s]]/k and hence ressΩ(p˜, pˆ) = 0. In this case, we also have
ressp˜ = resspˆ = 0 ∈ Λ
2k[[s]]×. Therefore, we have the equality in the (2.4.6) in this case.
By the above property, the multi-linearity and anti-symmetry of both sides of (2.4.6), and
the definition of s-goodness, we are reduced to proving the equality in case when p˜ = (s, y˜2, y˜3)
and pˆ = (s, yˆ2, yˆ3), with y˜i, yˆi ∈ k
′[[s, t]]×. We can then write yˆi = α0ie
tα1i+t
2αˆ2i+··· and y˜i =
α0ie
tα1i+t
2α˜2i+···, with α1i, αˆri, α˜ri ∈ k
′[[s]], for 2 ≤ r, and 2 ≤ i ≤ 3; and α0i ∈ k[[s]]
×, for
2 ≤ i ≤ 3. Then we have ressΩ(p˜, pˆ) = α13(0)(α˜22(0)− αˆ22(0))− α12(0)(α˜23(0)− αˆ23(0))
= (α13(0)α˜22(0)− α12(0)α˜23(0))− (α13(0)αˆ22(0)− α12(0)αˆ23(0)).
On the other hand, ress(p˜) =
(
α02(0)e
tα12(0)+t
2α˜22(0)+···
)
∧
(
α03(0)e
tα13(0)+t
2α˜23(0)+···
)
∈ Λ2Zk
′[[t]]×,
and hence (Λ2 log◦)(ress(p˜)) = (tα12(0) + t
2α˜22(0) + · · · ) ∧ (tα13(0) + t
2α˜23(0) + · · · ). This
implies that ℓ(ress(p˜)) = α˜22(0)α13(0) − α12(0)α˜23(0). Similarly, ℓ(ress(pˆ)) = αˆ22(0)α13(0) −
α12(0)αˆ23(0). Therefore, we have
ressΩ(p˜, pˆ) = ℓ(ress(p˜))− ℓ(ress(pˆ)),
which finishes the proof of the proposition. 
2.4.6. (P9) Difference relation. Suppose that we have objects A˜i and Aˆi in C 1A, for i = 1, 2, as
above, together with isomorphisms αi : A˜i/(t2)
∼
−→ Aˆi/(t2), for i = 1, 2, and χ : A˜2/(t2)
∼
−→
A˜1/(t2), and ψ : Aˆ2/(t2)
∼
−→ Aˆ1/(t2), with α1 ◦ χ = ψ ◦ α2. Moreover, suppose that (p˜2, p˜1) ∈
×3β(A˜2, A˜1, χ), (pˆ2, pˆ1) ∈ ×3β(Aˆ2, Aˆ1, ψ), and (p˜i, pˆi) ∈ ×3β(A˜i, Aˆi, αi), for i = 1, 2. Then we
have
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α1∗(ω(p˜2, p˜1, χ))− ω(pˆ2, pˆ1, ψ) = ψ∗(ω(p˜2, pˆ2, α2))− ω(p˜1, pˆ1, α1).
Proof. In order prove the identity above, first, without loss of generality, we replace all the rings
above with their completions at a closed point in their special fibers such that these points
correspond to each other under the given isomorphisms α1, α2, χ and ψ. Choose liftings, αi and
χ. Since α1 ◦ χ = ψ ◦ α2, α1 ◦ χ ◦ α
−1
2 is a lifting of ψ, and we can choose ψ := α1 ◦ χ ◦ α
−1
2 as
the lifting of ψ. With this choice, we have α1 ◦ χ = ψ ◦ α2.
Let ϕ : Aˆ1 → Aˆ1 be a splitting. Then ψ
−1
◦ ϕ ◦ ψ : Aˆ2 → Aˆ2 and α
−1
1 ◦ ϕ ◦ α1 : A˜1 → A˜1,
with the corresponding isomorphisms given by
ψ
−1
◦ ϕ ◦ ψ : Aˆ2[[t]]→ Aˆ2 and α
−1
1 ◦ ϕ ◦ α1 : A˜1[[t]]→ A˜1.
By the definition of ω, we have
ω(p˜1, pˆ1, α1) = Ω(ϕ
−1(α1(p˜1)), ϕ
−1(pˆ1)),
ω(pˆ2, pˆ1, ψ) = Ω(ϕ
−1(ψ(pˆ2)), ϕ
−1(pˆ1)),
ω(p˜2, pˆ2, α2) = Ω((ψ
−1
◦ ϕ ◦ ψ)−1(α2(p˜2)), (ψ
−1
◦ ϕ ◦ ψ)−1(pˆ2)),
hence
ψ
∗
(ω(p˜2, pˆ2, α2)) = Ω((ψ
−1
◦ ϕ)−1(α2(p˜2)), (ψ
−1
◦ ϕ)−1(pˆ2)) = Ω(ϕ
−1(ψ(α2(p˜2))), ϕ
−1(ψ(pˆ2)));
and
ω(p˜2, p˜1, χ) = Ω((α
−1
1 ◦ ϕ ◦ α1)
−1(χ(p˜2)), (α
−1
1 ◦ ϕ ◦ α1)
−1(p˜1)),
hence
α1∗(ω(p˜2, p˜1, χ)) = Ω((α
−1
1 ◦ ϕ)
−1(χ(p˜2)), (α
−1
1 ◦ ϕ)
−1(p˜1)) = Ω(ϕ
−1(ψ(α2(p˜2))), ϕ
−1(α1(p˜1))).
The above expressions, together with the basic identity,
Ω(q˜2, q˜1)− Ω(qˆ2, qˆ1) = Ω(q˜2, qˆ2)− Ω(q˜1, qˆ1),
finishes the proof of the property above. 
2.4.7. (P10) Modulus. The map ω(·, ·, χ) depends on p˜ and pˆ only modulo (t3).
Proof. The statement follows from the same statement for Ω, which is seen directly from its
definition. 
2.4.8. (P11) Relative Bloch group relation. Suppose that B is a local ring with infinite residue
field and I ( B an ideal, we will define a relative Bloch group of (B, I). Let us write β(B, I) :=
{(b˜, bˆ)|bˆ − b˜ ∈ I and bˆ, b˜ ∈ B×}, and B♭ := {b ∈ B|b · (1 − b) ∈ B×}. Let β♭(B, I) denote the
intersection (B♭ ×B♭) ∩ β(B, I) inside B× ×B×.
Let us define the relative Bloch group B2(B, I) as the abelian group generated by the symbols
{(b˜, bˆ)}2 for every (b˜, bˆ) ∈ β
♭(B, I), modulo the relations generated by the analog of the five term
relation for the dilogarithm:
{(x˜, xˆ)}2 − {(y˜, yˆ)}2 + {(y˜/x˜, yˆ/xˆ)}2 − {(
1− x˜−1
1− y˜−1
,
1− xˆ−1
1− yˆ−1
)}2 + {(
1− x˜
1− y˜
,
1− xˆ
1− yˆ
)}2
for every (x˜, xˆ), (y˜, yˆ) ∈ β♭(B, I) such that (x˜ − y˜, xˆ − yˆ) ∈ β(B, I). As in the classical case, we
obtain a complex
δ : B2(B, I)→ Λ
2β(B, I),
which sends (b˜, bˆ) to (1− b˜, 1− bˆ) ∧ (b˜, bˆ). This map induces the following map:
∆ : B2(B, I)⊗ β(B, I)→ Λ
3β(B, I),
which sends {(x˜, xˆ)}2 ⊗ (y˜, yˆ) to δ({(x˜, xˆ)}2) ∧ (y˜, yˆ).
Let B := k′((s))[[t]], and I = (t2), then the two above definitions of β are related as follows:
β(B, (t2)) = β(B,B, id), where id : B/(t2)→ B/(t2) is the identity map. In particular, we have
a map ω : Λ3β(B, (t2))→ Ω1B/k.
Proposition 2.4.5. With B := k′((s))[[t]], ω vanishes on ∆(B2(B, (t
2))⊗β(B, t2)) ⊆ Λ3β(B, (t2)).
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Proof. We need to show that ω vanishes on terms such as
((1− f˜ , f˜ , g˜), (1− fˆ , fˆ , gˆ)),
with (f˜ , fˆ) ∈ β♭(B, (t2)) and (g˜, gˆ) ∈ β(B, (t2)).
By the transitivity property (P5), it is enough to show that ω vanishes on the following terms:
((1 − f˜ , f˜ , g˜), (1 − f˜ , f˜ , gˆ))(2.4.7)
and
((1− f˜ , f˜ , gˆ), (1− fˆ , fˆ , gˆ)).(2.4.8)
In order to prove that ω vanishes on (2.4.7), let f˜ = α0e
α1t+α˜2t
2+···, g˜ := β0e
β1t+β˜2t
2+··· and
gˆ := β0e
β1t+βˆ2t
2+···. Then we have
1− f˜ = (1− α0)e
α0α1
α0−1
t+(
α0α˜2
α0−1
−
α0α
2
1
2(α0−1)
2 )t
2+···
.
Then property (P1) gives that ω evaluated on (2.4.7) is equal to( α0α1
α0 − 1
· d log(α0)− α1 · d log(1 − α0)
)
· (β˜2 − βˆ2) = 0.
In order prove that ω vanishes on (2.4.8), let fˆ = α0e
α1t+αˆ2t
2+···. Again by (P1), we compute
that ω evaluated on (2.4.8) is equal to
( α0
α0 − 1
(α˜2 − αˆ2)α1 −
α0α1
α0 − 1
(α˜2 − αˆ2)
)
d log(β0)
+
(
d log(1− α0)(α˜2 − αˆ2)−
α0
α0 − 1
(α˜2 − αˆ2)d log(α0)
)
β1 = 0.
This finishes the proof. 
Corollary 2.4.6. Suppose that A is an object of C 1A, and (p˜, pˆ) = ((1 − f˜ , f˜ , g˜), (1 − fˆ , fˆ , gˆ))
with (p˜, pˆ) ∈ ×3β(A,A, id). Then ω(p˜, pˆ, id) = 0.
Proof. This follows from the above proposition after completing at a closed point in the special
fiber and then localizing at the prime ideal (t). 
3. Inifinitesimal regulator and the strong reciprocity theorem
In this section, we will give the construction of ρ(f ∧ g ∧ h), where f, g and h are rational
functions on a smooth proper curve C2 over k[t]/(t
2). The construction will rely on the map ω
of the previous section. In the first subsection, we will give a local definition which depends on
certain choices. In the next subsection, we will define the global version which is independent of
all the choices.
3.1. Construction of ε. In this subsection we will define a map ε which will be defined on the
triples of functions on a generic lifting of the ring under consideration.
3.1.1. Notion of goodness. Let S := Spec(A), Sn := Spec(An), with An := k[[t]]/(t
n). Let C 1A2
denote the following full subcategory of the category of A2-algebras. The objects of C
1
A2
consist
of A2-algebras A2 such that A2 is a smooth A2-algebra of relative dimension 0 or 1, A2 is an
integral domain, the natural multiplication by t map induces an isomorphism A2
∼
−→ (t) of A2-
modules and the residue fields of the closed points of A2 are one of the following type: a finite
extension of k, if the relative dimension is 1; a finitely generated field of transcendence degree 1
over k, or a field of Laurent series k′((s)) over a finite extension k′ of k, if the relative dimension
is 0. Note that these algebras A2 are precisely the algebras that are obtained as A/(t2) with A
an object of C 1A.
In the rest of this section, assume that A◦2 is an object of C
1
A2
such that A◦2 is a discrete
valuation ring. We call an element π2 ∈ A◦2, a uniformizer, if its reduction π1 ∈ A
◦
2, is a
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uniformizer, in the usual sense. This is equivalent to requiring that the natural map from
k′[[π2, t]]/(t
2) to the completion of A◦2 at the maximal ideal being an isomorphism, where k
′ is
the residue field of the closed point. Let A2 denote the localization of A◦2 at the prime ideal (t),
similar to the notation in §2.4.5. If B is a general A-algebra with B = B/(t) an integral domain,
we also use the notation Bη to denote the localisation of B at the prime ideal (t).
Definition 3.1.1. We let β(A◦2, π2) := {y ∈ A
×
2 |y = π
a
2u, for some a ∈ Z, and u ∈ (A
◦
2)
×} and
say that y ∈ A2 is π2-good if y ∈ β(A◦2, π2).
Note that if y ∈ (A◦2)
×, then it is π2-good for any choice of a uniformizer π2. On the other
hand, if for example A◦2 = k[[s, t]]/(t
2) and f = (s + t)/s ∈ A2 = k((s))[t]/(t2) then f is not
good for any choice of a uniformizer.
3.1.2. Fixed generic lifting. Let A˜ be an object in C 1A together with a fixed isomorphism
α : A˜2 := A˜/(t
2)
∼
−→ A2.
Assume further that A˜ is complete with respect to the ideal (t). Note that A˜ is a lifting of A2
only and we do not assume that A˜ is the localisation of a lifting of A◦2. Let now
β(A˜, α−1(π2)) := {y ∈ A˜
×|α(y|t2) ∈ β(A
◦
2, π2)},
denote the elements in A˜ whose reductions modulo (t2) are α−1(π2)-good. Note that we do not
require that the elements in A˜ are good with respect to a uniformizer. In fact such a requirement
would not have made sense since there is neither a fixed integral structure nor a choice of a
uniformizer on this integral structure on A˜. There is such a structure only modulo (t2). This is
a crucial point in what follows.
We will define a function
ε : ×3β(A˜, α−1(π2))→ k
′,
where k′ is the residue field of the closed point of A◦2.
In order to do this, first we choose a lifting B˜◦ of A◦2. In other words, B˜
◦ is an object of C 1A,
complete with respect to (t), together with a fixed isomorphism
γ˜ : (B˜◦)2 := B˜◦/(t
2)
∼
−→ A◦2.
Let π˜ be a uniformizer on B˜◦ such that γ˜(π˜|t2) = π2. Moreover let (B˜◦)η denote the localization
of B˜◦ at the ideal (t). Then (B˜◦)η is a lifting of A2 together with the isomorphism γ˜η, which is
the localization of γ˜ :
γ˜η : (B˜◦)η/(t
2) = (B˜◦)2,η
∼
−→ A2.
Because of the choice of a uniformizer π˜ on B˜◦, we have the notion of π˜-goodness for elements
of (B˜◦)η, the set of which we denoted by β(B˜◦, π˜) in Definition 2.4.2.
Now suppose that we start with p˜ ∈ ×3β(A˜, α−1(π2)). By assumption, α(p˜|t2) ∈ ×
3β(A◦2, π2).
On the other hand, since γ˜(π˜|t2) = π2, there is an element, not unique, say q˜ ∈ ×
3β(B˜◦, π˜),
such that γ˜η(q˜|t2) = α(p˜|t2). This implies that (p˜, q˜) ∈ ×
3β(A˜, (B˜◦)η, γ˜−1η ◦ α). Therefore, by the
construction of the previous section, we have
ω(p˜, q˜, γ˜−1η ◦ α) ∈ Ω
1
B˜/k
,
where B˜ := (B˜◦)η/(t). If we let B˜
◦
:= (B˜◦)/(t) then by assumption B˜
◦
is a discrete valuation
ring with field of fractions B˜. Therefore, the residue res(ω(p˜, q˜, γ˜−1η ◦ α)) of ω(p˜, q˜, γ˜
−1
η ◦ α) is
a well-defined element of the residue field B˜
◦
/(π˜) of the closed point of B˜
◦
. This construction
depends on the liftings B˜◦ and q˜, and the liftings A˜ and p˜. Recall the residue map
res : Λ3β(B˜◦, π˜)→ Λ2(B˜◦/(π˜))×
in (2.4.4) and the map ℓ
ℓ : Λ2(B˜◦/(π˜))× → B˜
◦
/(π˜).
14 SI˙NAN U¨NVER
We define
εq˜(p˜) := ℓ(res(q˜)) + res(ω(p˜, q˜, γ˜
−1
η ◦ α)).
We first show that the expression above is independent of the choice of local liftings q˜.
Proposition 3.1.2. Suppose that we have another lifting B̂◦ of A◦2, with the isomorphism
γˆ : (B̂◦)2 := B̂◦/(t
2)
∼
−→ A◦2,
πˆ, a uniformizer on B̂◦ such that γˆ(πˆ|t2) = π2, and qˆ ∈ β(B̂◦, πˆ), a πˆ-good lifting of p˜, i.e.
γˆη(|qˆt2) = α(p˜|t2), then we have
γˆ(εqˆ(p˜)) = γ˜(εq˜(p˜)),
where γ˜ (resp. γˆ ) is the map from B˜
◦
/(π˜) (resp. B̂
◦
/(πˆ)) to A◦2/(t, π2) = k
′ induced by γ˜ (resp.
γˆ).
Proof. By the transitivity property (P5) applied on the generic point, we have
γ˜
η,∗
(ω(p˜, q˜, γ˜−1η ◦ α)) + γˆη,∗ω(q˜, qˆ, γˆ
−1
η ◦ γ˜η) = γˆη,∗ω(p˜, qˆ, γˆ
−1
η ◦ α).
Taking residues in the above expression, the statement that we would like to prove reduces to:
γ˜ ◦ ℓ(resπ˜(q˜))− γˆ ◦ ℓ(resπˆ(qˆ)) = γˆ ◦ resπˆ(ω(q˜, qˆ, γˆ
−1 ◦ γ˜)).
Note that in the last expression since qˆ and q˜ are good liftings, i.e.
(q˜, qˆ) ∈ ×3β(B˜◦, B̂◦, γˆ−1 ◦ γ˜, π˜, πˆ),
the residue resπˆ(ω(q˜, qˆ, γˆ
−1 ◦ γ˜)) can be computed in terms of ℓ, by the residue property (P8),
and hence gives the above expression. 
Definition 3.1.3. With the notation as above we define ε : ×3β(A˜, α−1(π2)) → k′, by the
formula
ε(p˜) := γ˜(εq˜(p˜)) = γ˜(ℓ(res(q˜)) + res(ω(p˜, q˜, γ˜
−1
η ◦ α))).
By the previous proposition, this definition is independent of the choice of the local good lifting
q˜. In fact, by the multi-linearity and the anti-symmetry properties of ω, ℓ and res, ε induces a
map
ε : Λ3β(A˜, α−1(π2))→ k
′.
3.2. The construction of ρ. Suppose that C2/S2 is a smooth and proper curve. We let C :=
C2 ×S2 S1 be its special fiber, η, the generic point of C, and |C|, the set of closed points of
C. Similarly, for an open subscheme U2 ⊆ C2, we let U to be the special fiber. We call an
element of k(C2)
× := O×C2,η, a rational function on C2. We call P2 = {π2,c|c ∈ |C|} a system
of uniformizers, if for every c ∈ |C|, π2,c ∈ OˆC2,c is a uniformizer. Here OˆC2,c is the completion
of the local ring OC2,c at its maximal ideal. We say that a rational function f is P2-good,
if f is π2,c-good for every c ∈ |C|. We denote the group of P2-good rational functions by
k(C2,P2)
×. Similarly, we say that p = (f, g, h) is P2-good, if all of f, g, and h are. If we let
|p| := |div(f |C)| ∪ |div(g|C)| ∪ |div(h|C)| ⊆ |C|, then p is π2,c-good for c /∈ |p|, for any choice of a
uniformizer π2,c. On the other hand, for example, a triple of functions of the form (s, s + t, ·) is
not π2-good on the spectrum of k[[s, t]]/(t
2), for any choice of a uniformizer π2.
Fix p = (f, g, h) ∈ ×3k(C2,P2)
×. Choose a lifting A˜ of A2 := OC2,η, as in §3.1, together with
a fixed isomorphism
α : A˜2 := A˜/(t
2)
∼
−→ A2.
Choose any lifting p˜ of p to A˜. For any c ∈ |C|, we apply the construction in §3.1, with A˜◦2 :=
OˆC2,c. Since, by assumption, p is P2-good, we have, for any c ∈ |C|, p˜ ∈ ×
3β(A˜, α−1(π2,c)).
Therefore corresponding to c, we have ε(p˜; c) ∈ k(c). For any element y in k(c), let Trk(y) denote
its trace from k(c) to k.
We define ρ(p˜) as:
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ρ(p˜) =
∑
c∈|C|
Trkε(p˜; c) ∈ k.(3.2.1)
We will need the following proposition in order to show that this sum makes sense, and to show
that it defines the function that we are seeking.
Proposition 3.2.1. For any lifting p˜, the sum in the definition (3.2.1) of ρ(p˜) is finite. Moreover,
for any other lifting pˆ, we have ρ(p˜) = ρ(pˆ).
Proof. First, let us choose an affine open set U2 ⊆ C2 such that U2 has a lifting U˜ and p|U2
has a lifting p˜U to U˜ , which is good with respect to a system of parameters P2(U˜) on U˜ which
lift P2|U2 . More precisely, U˜ is an affine scheme whose ring of functions A˜U is an object of C
1
A
together with an isomorphism
αU2 : A˜U |t2
∼
−→ A2,U ,
where A2,U is the ring of functions of U2; P2(U˜) is a system of parameters on A˜U which lift
α−1U2 (P2|U2); and p˜U ∈ A˜U , is a lifting of α
−1
U2
(p|U2).
Then on the generic point, we have the generic lifting p˜U,η. Let us look at the summands that
appear in the expression (3.2.1) for ρ(p˜U,η). These are the terms
Trkε(p˜U,η; c) = Trk(ℓ(resc(q˜c)) + rescω(p˜U,η, q˜c, γ˜
−1
c,η ◦ αU2,η)),
where q˜c is any local good choice of lifting of p at c. Again to be more precise, B˜◦c is an object of
C 1A, together with an isomorphism
γ˜c : B˜◦c |t2
∼
−→ OˆC2,c,
and q˜c is a lifting of γ˜
−1
c,η (pη), which is good with respect to a uniformizer in B˜
◦
c which lifts
γ˜−1c (π2,c).
In case c ∈ U, p˜U,η, by our assumption, is a good lifting at c. Since q˜c is also a good lifting, by
the residue property (P8) we have
Trkrescω(p˜U,η, q˜c, γ˜
−1
c,η ◦ αU2,η)) = Trkℓ(rescp˜U )− Trkℓ(rescq˜c)
and therefore Trkε(p˜U,η; c) = Trkℓ(rescp˜U ). Since p˜U is a good lifting of p|U2 , right hand side is
non-zero only when c ∈ |p|. Hence for c ∈ U, the terms ε(p˜U,η; c) are non-zero for only finitely
many c. Since C \ U is a finite set, we conclude that the sum (3.2.1) for ρ(p˜U,η) is finite.
Now let pˆη and p˜η be arbitrary generic liftings. In other words, we have isomorphisms
αˆ : Aˆ|t2
∼
−→ A2
and
α˜ : A˜|t2
∼
−→ A2,
and elements pˆη ∈ Aˆ and p˜η ∈ A˜ which lift αˆ−1(pη) and α˜−1(pη). The differences ε(p˜η; c)−ε(pˆη; c)
can be computed by choosing a good local lifting q˜c. Namely, we have
ε(p˜η; c)− ε(pˆη; c) = γ˜c(εq˜c(p˜η))− γ˜c(εq˜c(pˆη)) = γ˜c(εq˜c(p˜η)− εq˜c(pˆη))
= γ˜c(res(ω(p˜η , q˜c, γ˜
−1
c,η ◦ α˜c))− res(ω(pˆη, q˜c, γ˜
−1
c,η ◦ αˆc))).
In the last expression, α˜c (resp. αˆc) is the map induced by α˜ (resp. αˆ) after completing at c;
and γ˜c,η is the map induced by γ˜c after localising at η. By the transitivity property (P5),
ω(p˜η, q˜c, γ˜
−1
c,η ◦ α˜c)− ω(pˆη, q˜c, γ˜
−1
c,η ◦ αˆc) = (γ˜c,η
−1 ◦ αˆc)∗ω(p˜η, pˆη, αˆ
−1
c ◦ α˜c).
Therefore, after taking residues, we have
ε(p˜η; c)− ε(pˆη; c) = αˆc(res ω(p˜η, pˆη, αˆ
−1
c ◦ α˜c)) = res (αˆc∗(ω(p˜η, pˆη, αˆ
−1
c ◦ α˜c)))
By the functoriality property (P3), αˆc∗ω(p˜η, pˆη, αˆ
−1
c ◦ α˜c) is the restriction to the formal neigh-
bourhood of c, of the rational 1-form αˆ∗(ω(p˜η, pˆη, αˆ
−1 ◦ α˜)). Using this in the last equality above,
and taking traces, we obtain:
Trkε(p˜η; c)− Trkε(pˆη; c) = Trk resc αˆ∗(ω(p˜η, pˆη, αˆ
−1 ◦ α˜)),(3.2.2)
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for every c ∈ |C|.
Since the rational 1-form αˆ∗(ω(p˜η, pˆη, αˆ
−1 ◦ α˜)) has only finitely many singularities, by the
identity (3.2.2), the finiteness of the sum for ρ(p˜η) and for ρ(pˆη) are equivalent. Since we know
the finiteness of the sum for one lifting, namely for p˜U,η, we therefore know it for all the liftings.
This proves the first statement.
In order to prove the second statement, we note that by summing (3.2.2) above over all c ∈ |C|:
ρ(p˜η)− ρ(pˆη) =
∑
c∈|C|
Trk resc αˆ∗(ω(p˜η, pˆη, αˆ
−1 ◦ α˜)).
Since the sum of the residues of a 1-form on a curve is 0, we have ρ(p˜η) = ρ(pˆη). 
Definition 3.2.2. For p ∈ ×3k(C2,P2)
×, we define the value of the regulator ρ on p as
ρ(p) :=
∑
c∈|C|
Trk(ℓ(resc(q˜c)) + rescω(p˜η, q˜c, γ˜
−1
c,η ◦ αc)),(3.2.3)
where p˜η is a lifting of pη, through a generic lifting A˜ and an isomorphism α : A˜/(t2)
∼
−→ OC2,η;
and q˜c is a local good choice of a lifting, through a local lifting B˜◦c and an isomorphism γ˜c :
B˜◦c/(t
2)
∼
−→ OˆC2,c. By the above Proposition 3.1.2 and Proposition 3.2.1 this sum is finite and is
independent of the choice of a generic lifting p˜η and the choice of good local liftings {q˜c|c ∈ C}.
By the multi-linearity and the anti-symmetry of the functions appearing in the definition of
ρ, we see that ρ induces a map
ρ : Λ3k(C2,P2)
× → k.
The following corollary gives a more explicit expression for ρ(p). Choose a cover {Ui}1≤i≤r of
C2 by open sets such that there are liftings U˜i of Ui to smooth schemes over S whose ring of
regular functions lie in C 1A, and functions p˜i on U˜i which are good liftings of p|Ui , with respect to
a system of uniformizers which lift that on Ui. If X is any subset of Ui, let |X | denote the set of
closed points in X and we let rX(p˜i) denote the sum of the local contributions Trk ℓ(resx(p˜i)), for
x ∈ |X |. Note that since p˜i is a good lifting of p on Ui, these contributions are possibly non-zero
only for x ∈ |X | ∩ |p|. Similarly, if ω is any rational 1-form on Ui, we let ωX denote the sum of
the residues
∑
x∈|X|Trk resxω.
Corollary 3.2.3. With notation as above, let U ′i := Ui \ ∪i+1≤j≤rUj , for i < r. Then we have
ρ(p) = rUr (p˜r) +
∑
1≤i≤r−1
(
rU ′i (p˜i) + ωU ′i (p˜r, p˜i, χUi∩Ur )
)
,(3.2.4)
where χUi∩Ur denotes the isomorphism between (U˜r|Ui∩Ur )|t2
∼
−→ (U˜i|Ui∩Ur)|t2 .
Proof. In order to compute ρ(p) we need to choose a generic lifting of p and a collection of good
local liftings at each closed point. We let p˜r,η be the generic lifting. We choose the good local
lftings q˜c as follows. If c ∈ |Ur|, let q˜c = p˜Ur,c. Otherwise, there is a unique 1 ≤ i ≤ r − 1 such
that c ∈ |U ′i | and we let q˜c := p˜i,c. Then we have
ρ(p) = ρ(p˜r,η) =
∑
c∈|C|
Trkεq˜c(p˜r,η) =
∑
C∈|Ur|
Trkεp˜r,c(p˜r,η) +
∑
1≤i≤r−1
∑
c∈|U ′i|
Trkεp˜i,c(p˜r,η).
The statement then follows after noting that Trk εp˜r,c(p˜r,η) = Trk ℓ(resc p˜r). 
3.3. Bloch group relation. In this section, we will construct a residue map from a weight 3
infinitesimal Bloch complex to a weight 2 infinitesimal Bloch complex and study the relation of ρ
to this map of complexes. The results of this section will be used in the proof of the infinitesimal
strong reciprocity conjecture.
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3.3.1. Infinitesimal Bloch group of a discrete valuation ring and the residue map. In this subsec-
tion we follow the notation in §3.1.1. We first define the Bloch group B2(A◦2, π2).
Definition 3.3.1. Let β♭(A◦2, π2) := {x|x, 1 − x ∈ β(A
◦
2, π2)}. We define the Bloch group
B2(A◦2, π2) to be the quotient of the free abelian group generated by the symbols {x}2, with
x ∈ β♭(A◦2, π2), modulo the relations generated by {x}2 − {y}2 + {(y/x)}2 − {(1 − x
−1)/(1 −
y−1)}2 + {(1− x)/(1− y)}2, for x, y ∈ β
♭(A◦2, π2), with x− y ∈ β(A
◦
2, π2). As usual this gives us
a complex B2(A◦2, π2)
δ
−→ Λ2β(A◦2, π2), where δ({x}2) := (1− x) ∧ x.
This induces part of a weight 3 complex: B2(A◦2, π2) ⊗ β(A
◦
2, π2)
∆
−→ Λ3β(A◦2, π2), where ∆
sends {x}2 ⊗ y to δ(x) ∧ y. We also have a residue map that gives a commutative diagram
B2(A◦2, π2)⊗ β(A
◦
2, π2)
∆
−−−−→ Λ3β(A◦2, π2)
res
y resy
B2(A◦2/(π2))
δ
−−−−→ Λ2(A◦2/(π2))
×,
as in [3]. The residue map on Λ3β(A◦2, π2) is defined exactly as in §2.4.5. The residue map on
B2(A◦2, π2)⊗ β(A
◦
2, π2) is characterised by the following properties:
(i) res({x}2 ⊗ y) = 0, if x /∈ (A◦2)
♭ := {a|a, 1− a ∈ (A◦2)
×} and
(ii) res({x}2 ⊗ y) = n{x}2, if x ∈ (A◦2)
♭ and y = πn2 u, with u ∈ (A
◦
2)
×, and x is the reduction
of x modulo (π2).
3.3.2. Global version. Let us now assume that C2/S2 is a smooth and proper curve, C denote its
special fiber and P2 a system of uniformizers on C2. For a finite extension k
′/k and n ≥ 1, we
write k′n := k
′[t]/(tn). Note that for every c ∈ |C|, there is a choice of a uniformizer π2,c ∈ P2,
and this gives a quotient OC2,c/(π2,c), which is canonically isomorphic to k(c)2.
Definition 3.3.2. Let k(C2,P2)
♭ := {x|x, 1 − x ∈ k(C2,P2)
×}. Then we define the Bloch
group B2(k(C2),P2) as the quotient of the free abelian group generated by the symbols {x}2,
with x ∈ k(C2,P2)
♭, modulo the relations generated by {x}2−{y}2+{(y/x)}2−{(1−x
−1)/(1−
y−1)}2+{(1−x)/(1−y)}2, for x, y ∈ k(C2,P2)
♭, with x−y ∈ k(C2,P2)
×. This gives a complex
B2(k(C2),P2)
δ
−→ Λ2k(C2),P2)
×.
We have natural maps k(C2,P2)
× → β(OC2,c, π2,c) and B2(k(C2),P2) → B2(OC2,c, π2,c).
Combining these with the sum of the residue maps in §3.3.1, corresponding to A◦2 = OC2,c, over
all c ∈ |C| and identifing OC2,c/(π2,c) with k(c)2, we obtain a commutative diagram:
B2(k(C2,P2))⊗ k(C2,P2)
× ∆−−−−→ Λ3k(C2,P2)
×
res
y resy
⊕c∈|C|B2(k(c)2)
δ
−−−−→ ⊕c∈|C|Λ
2k(c)×2 .
We constructed an additive dilogarithm map ℓi2 : B2(k2)→ k, for any field k of characteristic
0 in [11]. Let us briefly recall this function. It is given by the explicit formula
ℓi2({s+ at}2) = −
a3
2s2(1− s)2
,
for s ∈ k♭ := k× \{1} and a ∈ k, on the generators of B2(k2). It has also the following description
using the notation of §2.4.5: taking B := k[[t]] as in §2.4.5, we have a map ℓ : Λ2k[[t]]× → k. The
composition B2(k[[t]])
δ
−→ Λ2k[[t]]×
ℓ
−→ k, then factors through the natural projection B2(k[[t]])։
B2(k2) to give ℓi2 : B2(k2)→ k.
Let ℓi2,c denote the additive dilogarithm from B2(k(c)2) to k(c), and ℓi2,|C| denote the com-
position ⊕c∈|C|B2(k(c)2)
⊕ℓi2,c
−−−−→ ⊕c∈|C|k(c)
∑
Trk(c)/k
−−−−−−−→ k. Then we have the following relation of
this function with the regulator ρ.
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Proposition 3.3.3. The functions ℓi2,|C| ◦ res and ρ ◦∆ from B2(k(C2,P2))⊗ k(C2,P2)
× to
k are equal.
Proof. We need to show that both of the functions agree on a general element {f}2 ⊗ g ∈
B2(k(C2,P2))⊗k(C2,P2)
×.We have ∆({f}2⊗g) = (1−f)∧f∧g, and hence ρ◦∆({f}2⊗g) =
ρ(p), with p = (1 − f, f, g). In order to compute ρ(p), we need to choose a generic lifting of pη
and good local liftings of pc, for every c ∈ |C|.
Let A˜ denote a lifting of OC2,η, together with an isomorphism α : A˜|t2
∼
−→ OC2,η; and let
B˜◦c be a lifting of OˆC2,c, together with isomorphisms γ˜c : B˜
◦
c |t2
∼
−→ OˆC2,c, for every c ∈ |C|. In
order to choose a generic lifting of pη, choose liftings f˜η and g˜η of α
−1(fη) and α
−1(gη) and let
p˜η := (1 − f˜η, f˜η, g˜η). For the local lifting at c, first choose a uniformizer π˜c on B˜◦c lifting the
given one π2,c on OˆC2,c. Since gc is π2,c-good, let g˜c be any π˜c-good lifting of gc. By assumption
both fc and 1 − fc are π2,c-good. If c /∈ div(f |C) ∪ div((1 − f)|C), and if f˜c is any lifting of fc
then both f˜c and 1 − f˜c will be π˜c-good. If f |C vanishes at c, choose a π˜c-good lifting f˜c of fc,
then since (1 − f)|C is not 0 at c, 1 − f˜c becomes a π˜c-good lifting of 1 − fc. In case, (1 − f)|C
vainshes at c, choose f˜c such that 1 − f˜c is a π˜c-good lifting of 1 − fc, then also f˜c becomes a
π˜c-good lifting of fc. The other remaining case is when f |C and (1− f)|C both have a pole at c.
In this case, if we let f˜c as any π˜c-good lifting of fc then 1− f˜c is a π˜c-good lifting of 1− fc. In
each of these cases, we let q˜c := (1 − f˜c, f˜c, g˜c) as the good local lifting of pc.
By definition, ρ(p) =
∑
c∈|C|Trkεq˜c(p˜η) =
∑
c∈|C|(Trkℓ(res q˜c) + Trkresc ω(p˜η, q˜c, γ˜
−1
c,η ◦ αc)).
First we deal with the second summand. Note that
resc ω(p˜η, q˜c, γ˜
−1
c,η ◦ αc) = resc ω(αc(p˜η), γ˜c,η(q˜c), id),
with αc(p˜η) = (1 − αc(f˜η), αc(f˜η), αc(g˜η)) and γ˜c,η(q˜c) = (1 − γ˜c,η(f˜c), γ˜c,η(f˜c), γ˜c,η(g˜c)). By the
construction of f˜η, g˜η, f˜c and g˜c, we see that (αc(p˜η), γ˜c,η(q˜c)) ∈ Λ
3β(KˆC2,c, (t
2)), where KˆC2,c
is the localization of OˆC2,c at the generic point of its special fiber. By the above expressions, we
have:
(αc(p˜η), γ˜c,η(q˜c)) = ∆({(αc(f˜η), γ˜c,η(f˜c))}2 ⊗ (αc(g˜η), γ˜c,η(g˜c))),
with {(αc(f˜η), γ˜c,η(f˜c))}2⊗(αc(g˜η), γ˜c,η(g˜c)) ∈ B2(KˆC2,c, (t
2))⊗β(KˆC2,c, (t
2)). The relative Bloch
group relation for ω, namely Corollary 2.4.6, then implies that ω(αc(p˜η), γ˜c,η(q˜c), id) = 0. Hence
ρ(p) =
∑
c∈|C|
Trkℓ(res q˜c).
Let us first look at the expression res q˜c = res (1− f˜c)∧ f˜c ∧ g˜c. Since ∆({f˜c}2⊗ g˜c) = (1− f˜c)∧
f˜c ∧ g˜c, the commutative diagram in §3.3.1, implies that
res q˜c = δ ◦ res({f˜c}2 ⊗ g˜c) ∈ Λ
2(OC2,c/(π˜c))
× = Λ2k(c)×2 ,
where the last equality is written using the canonical isomorphism between the k-algebras
OC2,c/(π˜c) and k(c)2. Applying ℓ to the above expression we obtain,
ℓ(res q˜c) = ℓ ◦ δ ◦ res({f˜c}2 ⊗ g˜c).
On the other hand, ℓ◦δ = ℓi2, and ℓi2 depends on its argument only modulo (t
2), as was described
in the paragraph before this proposition. Therefore,
ℓ(res q˜c) = ℓi2,c ◦ res({fc}2 ⊗ gc),
since f˜c and g˜c are liftings of fc and gc. Summing over all c ∈ |C| and taking traces, we obtain
ρ ◦∆({f}2 ⊗ g) = ρ(p) = ℓi2,|C| ◦ res({f}2 ⊗ g).
This finishes the proof. 
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3.4. Strong reciprocity conjecture. In this section, we assume that k is algebraically closed.
The following theorem of Suslin is proven in much more generality in [10].
Theorem. (Suslin Reciprocity) Let C/k be a smooth and projective curve over k, then the sum
of the residue maps
KM3 (k(C))
⊕resc−−−−→ ⊕c∈|C|K
M
2 (k)
∑
−−−−→ KM2 (k)
is 0.
There are Bloch complexes of weight n defined by Goncharov which conjecturally compute
motivic cohomology of weight n. Let K be a field then
Γ(K,n) : Bn(K)→ Bn−1(K)⊗K
× → · · ·B2(K)⊗ Λ
n−2K× → ΛnK×.
The cohomological complex Γ(n,K) is concentrated in degrees [1, n], with Bn(K) in degree 1 and
conjecturally Hi(Γ(n,K)Q) ≃ H
i
M(K,Q(n)). Here H
·
M(K,Q(n)) denotes motivic cohomology of
weight n. By Voevodsky’s description in terms of algebraic cycles and the Bloch-Grothendieck-
Riemann-Roch theorem, HiM(K,Q(n)) ≃ K2n−i(K)
(n)
Q . This is known when i = n, since then
Hn(Γ(n,K)) ≃ KMn (K)Q ≃ Kn(K)
(n)
Q .
In what follows only the Bloch group B2 will be relevant. There are several different definitions
of these groups and it is not known that these definitions are equivalent. Note that the definition
of B2(A) that we have been using is the free abelian group generated by {a}2, with a ∈ A
♭ :=
{a|a, 1− a ∈ A×}, modulo the 5-term functional equation of the dilogarithm.
We have a residue map resc : Γ(k(C), 3)→ Γ(k, 2), for every c ∈ |C|. Summing them over all
c ∈ |C|, we obtain the commutative diagram
B3(k(C)) // B2(k(C))⊗ k(C)
× ∆ //
res|C|

Λ3k(C)×
res|C|

B2(k)
δ
// Λ2k×.
By the Suslin reciprocity theorem Im(res|C|) ⊆ Im(δ) in Λ
2k×.
Conjecture. (Strong reciprocity conjecture) The residue map res|C| : Γ(k(C), 3) → Γ(k, 2), is
homotopic to 0. More precisely, there is a map h, with h(k× ∧ Λ2k(C)×) = 0, which gives a
commutative diagram:
B3(k(C)) // B2(k(C))⊗ k(C)
× ∆ //
res|C|

Λ3k(C)×
res|C|

h
vv
B2(k)
δ
// Λ2k×.
We need some preliminary results before proving the infinitesimal version of the strong reci-
procity conjecture.
Proposition 3.4.1. The sum of the local residue maps res|C| : Λ
2k(C2,P2)
× → k×2 is 0.
Proof. This last statement can be reduced to two statements since k×2 ≃ k
× ⊕ k. Fix f ∧ g ∈
Λ2k(C2,P2)
×. That the map Λ2k(C2,P2)
× → k× is zero follows from applying the clas-
sical Weil reciprocity to C and the functions f |C and g|C . On the other hand, denote the
map Λ2k(C2,P2)
× → k by res◦|C|. It is the sum of res
◦
c , for c ∈ |C|. Here res
◦
c(f ∧ g) :=
rest
1
t resπ˜c(d log f˜c ∧ d log g˜c), where π˜c is a uniformizer lifting π2,c and f˜c and g˜c are π˜c-good
local liftings of fc and gc. By the anti-commutativity of the residues we see that
res◦|C| = −
∑
c∈|C|
rescrest(
1
t
d log f˜c ∧ d log g˜c).
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On the other hand, we see that rest(
1
t d log f˜c ∧ d log g˜c) defines a rational 1-form ω on C inde-
pendent of c. The statement then follows from the fact that the sum of the residues of ω on C
being 0. 
The following is an infinitesimal version of the Suslin reciprocity theorem.
Proposition 3.4.2. The composition Λ3k(C2,P2)
×
res|C|
−−−−→ (Λ2k×2 )
◦ → KM2 (k2)
◦ is 0.
Proof. There is an isomorphism KM2 (k2)
◦ ≃ Ω1k/Q, given by sending {a1, a2} to rest
1
t d log(a1) ∧
d log(a2). For any c ∈ |C|, the composition
Λ3k(C2,P2)
× resc−−−→ (Λ2k×2 )
◦ → Ω1k/Q
is given by sending f ∧ g ∧ h to rest(resπ˜c(
1
t d log(f˜c) ∧ d log(g˜c) ∧ d log(h˜c))), where π˜c is any
unifomizer on a lifting of OˆC2,c, which lifts π2,c and f˜c, g˜c and h˜c are any π˜c-good local liftings
of f, g and h. Therefore, to prove the statement we need to show that the sum∑
c∈|C|
rest(resπ˜c(
1
t
d log(f˜c) ∧ d log(g˜c) ∧ d log(h˜c))) = −
∑
c∈|C|
resc(ω˜c)(3.4.1)
is 0, where ω˜c := rest(
1
t d log(f˜c) ∧ d log(g˜c) ∧ d log(h˜c)). On the other hand, ωc clearly depends
only on f˜c, g˜c and h˜c modulo t
2 and hence ω˜c is the restriction of an (absolute) rational 2-form
ω on C. Since the last expression in (3.4.1) is the sum of all the residues of the 2-form ω on the
curve C, it is equal to 0. 
Proposition 3.4.3. The map ρ : Λ3k(C2,P2)
× → k, when restricted to k×2 ∧ Λ
2k(C2,P2)
×, is
0.
Proof. Let r ∈ k×2 and g, h ∈ k(C2,P2)
×. In order to compute ρ(r ∧ g ∧ h), we need to choose
local and generic liftings of r, g, and h. Let us choose a lifting r˜ ∈ k[[t]] of r. Then we choose the
generic lifting and the good local liftings all to be equal to r˜. We also choose a generic lifting and
good local liftings of g and h arbitrarily, satisfying the hypotheses in the definition (3.2.3) of ρ.
Let us put r˜ = r0e
r1t+r˜2t
2+···, with r0 ∈ k
× and r1, r˜2, · · · ∈ k.
First we simplify the expression
∑
c∈|C| ℓ(resc(q˜c)), where q˜c = (r˜, g˜c, h˜c). Note that resc(q˜c) =
−r˜ ∧ resc(g˜c ∧ h˜c). For α ∈ k[[t]], let α[t
n] denote the coefficient of tn in α. Then we have,
ℓ(resc(q˜c)) = −ℓ(r˜ ∧ resc(g˜c ∧ h˜c)) = −r˜2 · log
◦(resc(g˜c ∧ h˜c))[t] + r1 · log
◦(resc(g˜c ∧ h˜c))[t
2].
We can rewrite log◦(resc(g˜c ∧ h˜c))[t] in terms of residues as:
log◦(resc(g˜c ∧ h˜c))[t] = rest
1
t
d log(resc(g˜c ∧ h˜c)) = rest
1
t
(resc(d log(g˜c) ∧ d log(h˜c))).
By the anti-commutativity of the residues, the last expression can be replaced with
−resc(rest(
1
t
d log(g˜c) ∧ d log(h˜c))).
Similar to the arguments in the preceding propositions, rest(
1
t d log(g˜c) ∧ d log(h˜c)) defines a
rational 1-form on C, independent of c, and hence the sum of its residues on the curve C is equal
to 0. Therefore, ∑
c∈|C|
ℓ(resc(q˜c)) = r1
∑
c∈|C|
log◦(resc(g˜c ∧ h˜c))[t
2].(3.4.2)
Let α be a generic lifting map α : A˜/(t2)
∼
−→ OC2,η; and γc, the local lifting maps γc :
B˜◦c/(t
2)
∼
−→ OˆC2,c, as in the definition (3.2.3). Let us denote a generic lifting of (r, g, h) by
p˜η := (r˜, g˜η, h˜η). Note that we denoted the local liftings by q˜c := (r˜, g˜c, h˜c). Let ψ : A˜→ A˜ be a
splitting and ψ : A˜[[t]]
∼
−→ A˜, the corresponding isomorphism.
Then, by the definition of ω, we have
rescω(p˜η, q˜c, γ˜
−1
c,η ◦ αc) = resc(Ω(ψ
−1
(p˜η), ψ
−1
(χ−1c (q˜c))),(3.4.3)
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where χc is any lifting of the isomorphism γ˜
−1
c,η ◦ αc. We will simplify the last expression. Let us
put q˜ := ψ
−1
(p˜η) and qˆ := ψ
−1
(χ−1c (q˜c)). Using the notation in (2.3.1), we have q˜ := (y˜1, y˜2, y˜3),
qˆ := (yˆ1, yˆ2, yˆ3), with y˜1 = yˆ1 = r˜. Since Ω is a 1-form relative to k, the terms involving d log(r0)
in the expression of Ω will vanish. Also since y˜1 = yˆ1, we see also that the terms involving r˜2
vanish. Therefore, Ω contains only the terms that have the factor r1 in them. More precisely,
Ω(q˜, qˆ) = r1
(
d log(α02)(α˜23 − αˆ23)− d log(α03)(α˜22 − αˆ22)
)
.
Taking residues we have
resc Ω(q˜, qˆ) = r1 · resc(d log(α02)α˜23 − d log(α03)α˜22)− r1 · log
◦(resc(g˜c ∧ h˜c))[t
2],(3.4.4)
where we replaced the term resc(d log(α02)αˆ23− d log(α03)αˆ22) with log
◦(resc(g˜c ∧ h˜c))[t
2] using
the fact that q˜c is a good lifting.
By the definition (3.2.3) of ρ, we have
ρ(r ∧ g ∧ h) =
∑
c∈|C|
(ℓ(resc(q˜c)) + rescω(p˜η, g˜c, γ˜
−1
c ◦ αc)).
Using (3.4.2), (3.4.3), and (3.4.4), we can rewrite this as
r1
∑
c∈|C|
resc(d log(α02)α˜23 − d log(α03)α˜22).
However, d log(α02)α˜23−d log(α03)α˜22 is a rational 1-form on C, and hence the sum of its residues
is equal to 0. This finishes the proof. 
In order to prove the infinitesimal version of the strong reciprocity conjecture, we then put
together the results we have proved so far about ρ in this paper and about the Bloch group
B2(k2) in [11].
Theorem 3.4.4. (Infinitesimal strong reciprocity conjecture) The infinitesimal part of the residue
map
res|C| : Γ(k(C2,P2), 3)→ Γ(k, 2)
◦
is homotopic to 0. More precisely, there is a map h : Λ3k(C2,P2)
× → B2(k2)
◦ which makes the
diagram
B2(k(C2,P2))⊗ k(C2,P2)
× ∆ //
res|C|

Λ3k(C2,P2)
×
res|C|

h
tt
B2(k2)
◦ δ
◦
// (Λ2k×2 )
◦
commute and has the property that h(k×2 ∧ Λ
2k(C2,P2)
×) = 0.
Proof. By the theorem in [11], B2(k2)
◦ ≃ ker(δ◦) ⊕ Im(δ◦), and ker(δ◦)
∼
−→ k, such that the
composition with the projection B2(k2)
◦ → ker(δ◦), is the same as the additive dilogarithm ℓi2 :
B2(k2)
◦ → k. Suppose that we have such an h as in the statement of the theorem. Let us denote
the first component of h by h1 and the second component by h2. Then h1 : Λ
3k(C2,P2)
× →
ker(δ◦) and h2 : Λ
3k(C2,P2)
× → Im(δ◦). By the commutativity of the lower triangle we
must have that h2 = res|C|. In order to be able to choose h2 := res|C|, we need to know that
Im(res|C|) ⊆ Im(δ
◦). Since the cokernel of δ◦ is KM2 (k2)
◦, this is equivalent to Proposition 3.4.2.
We know that by Proposition 3.3.3, ℓi2,|C| ◦ res = ρ ◦∆. Clearly, from the definitions, we also
have ℓi2,|C| ◦ res = ℓi2 ◦ res|C|. Therefore, we have ℓi2 ◦ res|C| = ρ ◦∆
◦. By the commutativity of
the upper triangle, we see then that we must have ℓi2 ◦ (h1 ◦∆) = ℓi2 ◦ res|C| = ρ ◦∆. Therefore,
we choose h1 := ℓi
−1
2 ◦ ρ, with ℓi
−1
2 : k → ker(δ)
◦. These choices of h1 and h2 give us an h that
makes the diagram commutative.
In order to show that h(k×2 ∧Λ
2k(C2,P2)
×) = 0, we need to show that h1(k
×
2 ∧Λ
2k(C2,P2)
×) =
0, and h2(k
×
2 ∧Λ
2k(C2,P2)
×) = 0. The first statement follows from ρ(k×2 ∧Λ
2k(C2,P2)
×) = 0,
proved in Proposition 3.4.3. For the second statement we need to show that res|C|(k
×
2 ∧
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Λ2k(C2,P2)
×) = 0. If r ∈ k×2 then resc(r ∧ f ∧ g) = −r ∧ resc(f ∧ g). Therefore, it suffices
to prove that res|C| : Λ
2k(C2,P2)
× → k×2 is 0. This is precisely Proposition 3.4.1. 
3.5. Comparison with the additive dilogarithm. In this section, we no longer assume that
k is algebraically closed. We will show that when the infinitesimal regulator ρ in this paper is
restricted to the case of P12 := P
1
k2 and the rational functions are restricted to those of degree
1, then we obtain the additive dilogarithm ℓi2 of [11]. We first compute the regulator ρ for the
triple of rational functions on P12 that is related to the Totaro cycle.
Lemma 3.5.1. For a ∈ k♭2, the triple of rational functions (1− x, x, 1−
a
x) on the projective line
P12 over k2, with the parameter x, are good with respect to a system of uniformizers P2 and the
regulator value on the triple (1 − x) ∧ x ∧ (1 − ax) ∈ Λ
3k(P12,P2)
× is given by
ρ((1− x) ∧ x ∧ (1−
a
x
)) = ℓi2({a}2),
where {a}2 is the element corresponding to a ∈ k
♭ in the Bloch group B2(k2).
Proof. The first statement follows by choosing the uniformizers x, x − 1, x − a, and 1/x at the
points 0, 1, a, and∞. For the second statement, note that ∆({x}2⊗(1−
a
x )) = (1−x)∧x∧(1−
a
x )
and by Proposition 3.3.3, ρ(∆({x}2 ⊗ (1−
a
x ))) = ℓi2,|P1|(res({x}2 ⊗ (1−
a
x ))) = ℓi2({a}2). 
For B = km or A, we let P
n
B = Proj(B[z0, · · · , zn]). For 0 ≤ i ≤ n, let Hi denote the
hyperplane defined by zi = 0. Let z
q
l (P
n
B) denote the free abelian group generated by codimension
q linear subspaces of PnB, which are in general position with respect to the intersections ∩i∈IHi,
for all I ⊆ {0, 1, · · · , n}. We do not assume that the linear subspaces under consideration come
from linear subspaces of Pnk by pull-back. In other words, they are not necessarily constant on
B. For 0 ≤ i ≤ n, let ∂i : z
q
l (P
n
B) → z
q
l (P
n−1
B ) denote the map induced by sending L to L ∩Hi.
The map ∂ :=
∑
0≤i≤n(−1)
i∂i then defines a complex z
q
l (P
•
B). We denote P
n
k2
by Pn2 .
Definition 3.5.2. Restricting our ρ to linear objects we obtain a map
ρl : z
2
l (P
3
2)→ k,
as follows. Given a line L2 in P
3
2, in general position with respect to the intersections of the
coordinate hyperplanes as above, then for a system of uniformizers P2 on L2,
z1
z0
∧ z2z0 ∧
z3
z0
∈
Λ3k(L2,P2)
× and we define ρl(L2) := ρ(
z1
z0
∧ z2z0 ∧
z3
z0
).
We can give a more explicit description of the function ρl above. We first define ρ˜l : z
2
l (P
3
A)→ k
as follows. Suppose that L˜ is a line in z2l (P
3
A), then there is a system of uniformizers PA on L˜
such that z1z0 ∧
z2
z0
∧ z3z0 ∈ Λ
3k(L˜,PA)
×. Let L denote the reduction of L˜ modulo (t). Then the
value of ρ˜l on L˜ is defined by
ρ˜l(L˜) :=
∑
c∈|L|
Trk(ℓ(resc
z1
z0
∧
z2
z0
∧
z3
z0
)) =
∑
c∈|L|∩|H|
ℓ(resc
z1
z0
∧
z2
z0
∧
z3
z0
),(3.5.1)
where |H | := ∪0≤i≤3|Hi|. The last equality follows because the singularities of the above triple of
functions lie only on |L| ∩ |H | and that the intersections L˜∩Hi, being the intersections of linear
subspaces, are A-rational and hence the values of the function ℓ in the summands are already in
k and there is no need to take trace.
Proposition 3.5.3. The natural reduction mod (t2) map from z2l (P
3
A) to z
2
l (P
3
2) is surjective and
the map ρ˜l factors through this map to give ρl.
Proof. Given a line in L2 in P
3
2, which is in general position with respect to the intersections of
the coordinate hyperplanes. Let L˜ be a linear subspace in P3A which reduces to L modulo (t
2).
Then L˜ ∈ z2l (P
3
A). This proves the first statement. For the second statement we need to compute
ρl(L) = ρ(
z1
z0
∧ z2z0 ∧
z3
z0
). But L˜ together with the triple of rational functions z1z0 ∧
z2
z0
∧ z3z0 on L˜
gives a good global lifting. Therefore when computing ρ on L2, we can use Corollary 3.2.3 with
i = 1. This proves that ρl(L2) = ρ˜l(L˜) as desired. 
Proposition 3.5.4. The regulator ρl : z
2
l (P
3
2)→ k factors through the quotient z
2
l (P
3
2)/∂(z
2
l (P
4
2)).
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Proof. By the previous proposition and the fact that the map z2l (P
4
A) → z
2
l (P
4
2) is a surjection,
it suffices to show that ρ˜l factors through z
2
l (P
3
A)/∂(z
2
l (P
4
A)). By the definition (3.5.1) of ρ˜l, we
see that
ρ˜l(L˜) = ℓ
((z1
z0
∧
z2
z0
)∣∣∣
L˜∩H3
)
− ℓ
((z1
z0
∧
z3
z0
)∣∣∣
L˜∩H2
)
+ ℓ
((z2
z0
∧
z3
z0
)∣∣∣
L˜∩H1
)
− ℓ
((z2
z1
∧
z3
z1
)∣∣∣
L˜∩H0
)
.
For a scheme X/A, let X(A) denote the set of A-valued points of X. Note that we can express
ρ˜l in terms of the map
f : H := ∪0≤i≤3Hi(A) \ ∪0≤i<j≤3(Hi ∩Hj)(A)→ k
defined by f([a0, · · · , 0, · · · , a2]) := ℓ(
a1
a0
∧ a2a0 ), as follows. First, we extend f linearly to a map
from the free abelian group Z[H ] on H . Then we note that ∂(L˜) ∈ Z[H ] and
ρ˜l(L˜) = −f(∂(L˜)).
The statement that ρ˜l(∂(P˜ )) = 0, then follows from ∂
2 = 0. 
Let C˜m(P
1
B) denote the free abelian group generated by an m-tuple of distinct points in
P1B(B), and Cm(P
1
B) be the co-invariants of this group with respect to the natural action of
PGL(2, B). Let di : C˜m(P
1
B) → C˜m−1(P
1
B), be the map that sends (c0, · · · , ci, · · · , cm−1) to
(c0, · · · , cˆi, · · · , cm−1), and d :=
∑
0≤i≤m−1(−1)
idi. This defines a complex (C˜•(P
1
B), d), which
descends to a complex (C•(P
1
B), d).
There is a commutative diagram
z2l (P
4
B)
∂
−−−−→ z2l (P
3
B)
f5
y f4y
C5(P
1
B)
d
−−−−→ C4(P
1
B)
with surjective vertical maps f4 and f5. The map f4 is given by sending L˜ to the 4-tuple of points
(γ(L˜ ∩H0), γ(L˜ ∩ H1), γ(L˜ ∩H2), γ(L˜ ∩H4)) on P
1
B, where γ : L˜
∼
−→ P1B is any isomorphism of
L˜ with P1B. Since we are taking coinvariants with respect to the action of the projective general
linear group, this is independent of γ. Similarly, f5 is defined by sending P˜ to (γ(L˜∩H0), γ(L˜ ∩
H1), γ(L˜ ∩H2), γ(L˜ ∩H4), γ(L˜ ∩H4)), where L˜ is any line in P˜ in general position with respect
to the lines {P˜ ∩Hi}0≤i≤4 in P˜ and γ : L˜
∼
−→ P1B is any isomorphism of L˜ with P
1
B. The above
commutative diagram induces the following surjective map
g : z2l (P
3
2)/∂(z
2
l (P
4
2))→ C4(P
1
2)/d(C5(P
1
2)).(3.5.2)
Proposition 3.5.5. The linear regulator map ρl : z
2
l (P
3
2)/∂(z
2
l (P
4
2)) → k, factors through the
surjection g in (3.5.2) and induces a map ρc : C4(P
1
2)/d(C5(P
1
2))→ k.
Proof. In oder to prove the statement we need to prove that if L˜ and L˜′ are in z2l (P
3
A) with
the property that f4(L˜) = f4(L˜
′) then ρl(L˜2) = ρl(L˜
′
2), where L˜2 := L˜|t2 and L˜
′
2 = L˜
′|t2 .
The assumption f4(L˜) = f4(L˜
′) implies that there is an isomorphism α : L˜
∼
−→ L˜′ such that
α(L˜ ∩Hi) = L˜
′ ∩Hi, for all 0 ≤ i ≤ 3. By the definition of ρl, we need to prove that
ρ(
z1
z0
∧
z2
z0
∧
z3
z0
∣∣
L˜2
) = ρ(
z1
z0
∧
z2
z0
∧
z3
z0
∣∣
L˜′2
),(3.5.3)
where our notation is for emphasizing that on the left hand side inside the parenthesis we consider
triples of rational functions on L˜2 whereas on the right hand side it is on L˜
′
2.
By the functoriality of ρ we have ρ( z1z0 ∧
z2
z0
∧ z3z0
∣∣
L˜′2
) = ρ(α∗( z1z0 ∧
z2
z0
∧ z3z0
∣∣
L˜′2
)). On the other
hand, for each 1 ≤ i ≤ 3, α∗( ziz0
∣∣
L˜′
) has the same zeroes and poles as ziz0
∣∣
L˜
. This implies that
there exist λi ∈ A
× such that α∗( ziz0
∣∣
L˜′
) = λi ·
zi
z0
∣∣
L˜
, for all 1 ≤ i ≤ 3. Combining with the above,
this implies that
ρ(
z1
z0
∧
z2
z0
∧
z3
z0
∣∣
L˜′2
) = ρ((λ1
z1
z0
∧ λ2
z2
z0
∧ λ3
z3
z0
)
∣∣
L˜2
).
24 SI˙NAN U¨NVER
By Proposition 3.4.3, we see that the right hand side is equal to ρ(( z1z0 ∧
z2
z0
∧ z3z0 )
∣∣
L˜2
). This implies
(3.5.3) and hence finishes the proof of the proposition. 
By Remark 3.8.2 in [11], there is a map from B2(k2) to C4(P
1
2)/d(C5(P
1
2)) which sends {a}2
to (0, a, 1,∞) and this map is an isomorphism, when the source and the target are tensored
with Q. Let us continue to denote the map from B2(k2) → k, which corresponds to ρc via this
isomorphism, by the same symbol. Then the following theorem proves that ρ restricted to the
case of the projective line and linear fractional transformations is essentially the same as the
additive dilogarithm of [11].
Theorem 3.5.6. The map ρc : B2(k2)→ k which is induced by restriction of the regulator ρ to
the projective line, is given by
ρc({a}2) = −ℓi2({a}2),
where ℓi2({a0 + a1t}2) = −
a31
2a20(1−a0)
2 .
Proof. By the definition of ρc on B2(k2), the left hand side of of the expression is ρc(0, a, 1,∞).
On the other hand, again by the definition of ρc we can express it as the regulator of a triple of
functions of P12 :
ρc(0, a, 1,∞) = ρ((1−
a
x
) ∧ (1−
1
x
) ∧
1
x
) = −ρ((1− x) ∧ x ∧ (1 −
a
x
)) = −ℓi2({a}2),
where the last equality follows from the Totaro cycle computation in Lemma 3.5.1. 
4. Infinitesimal regulator on algebraic cycles
In this section, we will construct a regulator map for cycles over S, which has the properties
that it vanishes on boundaries and assumes the same value if the cycles are equivalent modulo
(t2), for an appropriately defined equivalence relation.
4.1. Bloch’s cubical higher Chow groups. We first recall Bloch’s definition [1] of cubical
higher Chow groups in the case of a smooth k-scheme X/k. Let k := P
1
k \ {1} and 
n
k the
n-fold product of k with itself over k, with the coordinate functions y1, · · · , yn. For a smooth
k-scheme X, we let nX := X ×k 
n
k . A codimension 1 face of 
n
X is a divisor F
a
i of the form
yi = a, for 1 ≤ i ≤ n, and a ∈ {0,∞}. A face of 
n
X is either the whole scheme 
n
X or an
arbitrary intersection of codimension 1 faces.
Let zq(X,n) be the free abelian group on the set of codimension q, integral, closed subschemes
Z ⊆ nX which are admissable, i.e. which intersect each face properly on 
n
X . For each codi-
mension one face F ai , and irreducible Z ∈ z
q(X,n), we let ∂ai (Z) be the cycle associated to the
scheme Z ∩ F ai . We let ∂ :=
∑n
i=1(−1)
n(∂∞i − ∂
0
i ) on z
q(X,n). One checks immediately that
∂2 = 0. We therefore obtain a complex (zq(X, ·), ∂).
Let zq(X,n)degn denote the subgroup of degenerate cycles, i.e. sums of those obtained by
pulling back via one of the standard projections pi : 
n
X → 
n−1
X , for 0 ≤ i ≤ n, which omits the
i-th coordinate on nX and z
q(X, ·) := zq(X, ·)/zq(X, ·)degn the corresponding non-degenerate
complex. The complex (zq(X, ·), ∂) is called the higher Chow complex of X and its homology
CHq(X,n) := Hn(z
q(X, ·)) is the higher Chow group of X . It is a theorem of Voevodsky that
the higher Chow groups CHq(X,n) compute the motivic cohomology H2q−n
M
(X,Z(q)), for smooth
varieties X/k.
4.2. Cycles over S. In the following, we need to work with cycles over S which have finite
reduction in a certain sense. We define these groups as follows. Let k := P
1
k, 
n
k , the n-fold
product of k with itself over k, and 
n
S := 
n
k ×k S. We define a subcomplex z
q
f (S, ·) ⊆ z
q(S, ·),
as the subgroup generated by integral, closed subschemes Z ⊆ nS which are admissible in the
above sense and have finite reduction, i.e. Z intersects each s×F properly on 
n
S , for every face
F of nk . Modding out by degenerate cycles, we have a complex z
q
f (S, ·).
We want to emphasize that the more familiar notion of s-admissability is not enough for our
purposes. This condition would require that the cycle Z ⊆ nS intersect each S × F and s × F
properly on nS , for every face F of 
n
k . For example, the cycle (1+t, t) in z
2(S, 2) is s-admissable,
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but does not have finite reduction because its closure contains the point (1, 0) over the special
fiber. Our regulator will not be defined on this cycle.
4.3. Definition of the regulator. An irreducible cycle p in z2f (S, 2) is given by a closed point
pη of 
2
η whose closure p in 
2
S does not meet ({0,∞}×S) ∪ (S × {0,∞}). Let p˜ denote the
normalisation of p and {s1, · · · , sm} the closed fiber of p˜. We have surjections Oˆp˜,si → k(si).
Since k(si)/k is finite e´tale there is a unique splitting σp˜,si : k(si) → Oˆp˜,si . We define log
◦
p˜,si :
Oˆ×p˜,si → Oˆp˜,si , by
log◦p˜,si(y) = log(
y
σp˜,si(y(si))
).
Let
l(p) :=
∑
1≤i≤m
Trk
(
resp˜,si
( 1
t3
(
log◦p˜,si(y1) · d log(y2)− log
◦
p˜,si(y2) · d log(y1)
)))
.(4.3.1)
The following lemma shows that the value of l on the graph of a function assumes a familiar
form.
Lemma 4.3.1. Suppose that f1(t), f2(t) ∈ k[[t]]
×. Then p := (f1(t), f2(t)) is an irreducible
0-cycle in z2f (S, 2) and
l(p) = log◦(f1)[t] · log
◦(f2)[t
2]− log◦(f2)[t] · log
◦(f1)[t
2].
Proof. Note that with the above notation p˜ = p = p, and m = 1 with s1 = (f1(0), f2(0)). Let us
write log◦(f1) = a1t+ a2t
2 + · · · and log◦(f2) = b1t+ b2t
2 + · · · . We have log◦p˜,s1(yi) = log
◦(fi),
and d log(yi) = d log
◦(fi). The expression (4.3.1) then takes the form
rest
1
t3
((a1t+ a2t
2 + · · · )(b1 + 2b2t+ · · · )− (b1t+ b2t
2 + · · · )(a1 + 2a2t+ · · · ))dt.
This expression is equal to a1b2 − a2b1, which is exactly the expression in the statement of the
lemma. 
Definition 4.3.2. We will define a regulator ρf : z
2
f (S, 3) → k as the composition l ◦ ∂, where
l : z2f (S, 2)→ k is the map defined in (4.3.1).
4.4. Properties of the regulator. In this subsection, we prove that the regulator has the
expected properties.
4.4.1. Vanishing on the boundaries. By the construction of the regulator, it is easy to see that
it is 0 on the boundaries.
Proposition 4.4.1. The composition ρf ◦ ∂ : z
2
f (S, 4)→ k is 0.
Proof. This follows from the fact that ρ = l ◦ ∂ and that ∂ ◦ ∂ = 0. 
4.4.2. Anti-symmetry. Let Gn be the semi-direct product of Sn with (Z/2)
n, with Sn acting on
(Z/2)n by permuting the factors. Let χ : Gn → Z/2 ≃ {−1, 1} be the homomorphism which
restricts to identity on each Z/2 factor and to the sign character on Sn. There is a natural action
of Gn on z
q(S, n), where Sn permutes the coordinates in 
n
S and Z/2 in the i-th coordinate
in (Z/2)n acts by switching 0 and ∞ in the i-th coordinate in nS . Then the regulator has the
following anti-symmetry property.
Proposition 4.4.2. For σ ∈ G3 and Z ∈ z
2
f (S, 3), ρf (σ(Z)) = χ(σ)ρf (Z).
Proof. Note that by the description (4.3.1), l : z2f(S, 2)→ k is anti-symmetric with respect to the
action of G2. If σi ∈ (Z/2)
3 is the element which is non-trivial only in the i-th coordinate then
(∂0i −∂
∞
i )σi(Z) = −(∂
0
i −∂
∞
i )(Z). For j 6= i, l((∂
0
j −∂
∞
j )σi(Z)) = l(αj(σi)((∂
0
j −∂
∞
j )(Z))), where
αj : (Z/2)
3 → (Z/2)2 is the homomorphism which omits the i-th term. Then the anti-symmetry
of l gives the desired equality for σi. To complete the proof we need to show anti-symmetry for
σ ∈ S3, and hence only for σ = (12) or (23), since they generate S3. This is then seen by a direct
computation. 
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4.4.3. Modulus property. Suppose that Zi for i = 1, 2 are two irreducible cycles in z
2
f (S, 3). We
say that Z1 and Z2 are equivalent modulo t
m if the following condition (Mm) holds:
(i) Zi/S are smooth with (Zi)s ∪ (∪j,a|∂
a
j Zi|) a strict normal crossings divisor on Zi.
and more importantly
(ii) Z1|tm = Z2|tm .
The main result of this section is the following:
Theorem 4.4.3. If Zi ∈ z
2
f (S, 3), for i = 1, 2, satisfy the condition (M2) then they have the
same infinitesimal regulator value:
ρf (Z1) = ρf (Z2).
Proof. By assumption (i) in (M2), we see that the divisors F
a
j define a system of uniformizers
PS(i) on Zi such that the triple of functions (y1 ∧ y2 ∧ y3)|Zi are PS(i)-good. Therefore,
if P2(i) denote the reduction mod (t
2) of this system of uniformizers to Zi|t2 then (y1 ∧ y2 ∧
y3)|Zi|t2
∈ Λ3k(Zi|t2 ,P2(i))
× and (y1∧y2∧y3)|Zi can be used as a global good lifting to compute
ρ((y1 ∧ y2 ∧ y3)|Zi|t2
) using Corollary 3.2.3 with r = 1. More precisely,
ρ((y1 ∧ y2 ∧ y3)|Zi|t2
) =
∑
z∈|(Zi)s|
Trkℓ(resπ˜z(i)((y1 ∧ y2 ∧ y3)|Zi)),(4.4.1)
where {π˜z(i)|z ∈ |(Zi)s|} is the system of uniformizers PS(i).
The only contribution to the sum in (4.4.1) comes from when z ∈ (∂aj Zi)s. The sum of the
contributions coming from z ∈ (∂aj Zi)s is l(∂
a
j Zi) by Lemma 4.3.1. Summing over all the faces
we see that ρ((y1 ∧ y2 ∧ y3)|Zi|t2
) = l ◦ ∂(Zi) = ρf (Zi). Since by the condition (ii) in (M2),
Z1|t2 = Z2|t2 , the left hand sides of the last expression is the same for i = 1 and i = 2 and
therefore the right hand sides are the same. This gives the desired equality. 
Remark 4.4.4. By the same argument, one can prove a somewhat stronger statement than the
above. Namely, that we do not need to assume that Zi/S are smooth with the the given divisors,
being normal crossings divisors on them. But we assume that this holds after a common imbedded
resolution of singularities for Zi in 
3
S and these new smooth cycles are congruent modulo t
2. Our
main aim in doing this would be to define the correct higher Chow groups over k2, by defining
the cycle complex to be cycles over S, and setting two cycles to be the same if they have the
same reduction modulo t2 after an appropriate resolution of singularities. We will pursue this
approach in future work, the Milnor case of which is done in [9].
4.4.4. Vanishing on the products. Suppose that Z is an irreducible cycle in z2f (S, 3) which satisfies
condition (i) in §4.4.3.
Proposition 4.4.5. If there is 1 ≤ i ≤ 3 such that yi restricted to Z2 := Z|t2 is in k
×
2 then
ρf (Z) = 0.
Proof. Without loss of generality assume that i = 1, and y1 restricted to Z|2 is α ∈ k
×
2 . By
exactly as in the proof of Theorem 4.4.3 we see that
ρf (Z) = ρ((y1 ∧ y2 ∧ y3)|Z2) = ρ(α ∧ (y2 ∧ y3)|Z2).
On the other hand, the right hand side is 0 by Proposition 3.4.3. 
4.4.5. Comparison with Park’s regulator. In this section, we will compare our construction to
Park’s construction in [8]. We first recall Park’s construction in the cases that relate to our
discussion. Let ♦n := A
1
k ×k 
n
k and ♦n := A
1
k ×k 
n
k , with t being the coordinate on A
1
k. The
codimension one face F ai , for 1 ≤ i ≤ n, and a ∈ {0, ∞} is given by yi = a. For a cycle Z ⊆ ♦
n,
its face ∂ai (Z) is defined as the cycle associated to Z ∩ F
a
i . As usual ∂ :=
∑
1≤i≤n(∂
0
i − ∂
∞
i ).
We will consider two different versions of the additive Chow groups: one with the strong sup
modulus condition, denoted by the subscript “ss,” and the other with the sup modulus condition,
denoted by the subscript “s.” In [8], only the one with the sup modulus condition is considered.
The groups cp,s(♦n; 2) (resp. cp,ss(♦n; 2)) are defined inductively:
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(a) c0,s(♦n; 2) = c0,ss(♦n; 2) is defined to be the free abelian group on the set of closed points
on ♦n \ (∪i,aF
a
i ∪ {t = 0}).
(b) cp,s(♦n; 2) (resp. cp,ss(♦n; 2)) is defined to be the free abelian group on the set of irreducible
p-dimensional closed subvarieties W of ♦n which satisfy the following properties:
(i) W intersects all the faces properly.
(ii) For 1 ≤ i ≤ n and a ∈ {0, ∞}, ∂ai (W ) ∈ cp−1,s(♦n−1; 2) (resp. ∂
a
i (W ) ∈ cp−1,ss(♦n−1; 2)).
Let f :W → ♦n be the normalisation of the closure of W in ♦n.
Then for the sup modulus condition:
(iii)s The divisor sup1≤i≤n(f
∗{yi = 1})− 2 · f
∗{t = 0} is an effective divisor on W. Here for
a finite set of Weil divisors {Di}1≤i≤n on a normal variety X , sup1≤i≤nDi is the divisor D such
that for any prime divisor E on X, order of D along E is the maximum of the orders of Di along
E.
For the strong sup modulus condition:
(iii)ss There exists an i ∈ {1, · · · , n} such that f
∗{yi = 1}−2 ·f
∗{t = 0} is an effective divisor
on W.
Dividing cp,s(♦n; 2) (resp. cp,ss(♦n; 2)) by the subgroup of degenerate cycles one obtains the
groups Zp,s(♦n; 2) (resp. Zp,ss(♦n; 2)). Letting q = n + 1 − p, one denotes the same groups by
Zqs (♦n; 2) (resp. Z
q
ss(♦n; 2)).
Remark 4.4.6. If one would like to define a cycle complex over k2 computing its motivic coho-
mology, one might try to do so by considering zqf (S, n)/Z
q
· (♦n; 2), where · = s or ss. However,
we are doubtful that this would give the correct answer. In some sense, this approach only would
only make cycles which are close to infinity equal to zero, whereas we think that two cycles which
are close to each other in the sense of Remark 4.4.4 should be made the same in this quotient
group. An opposite reason for our doubt in this definition with the sup modulus condition is
that such a definition would imply that the regulator should be 0 on Zqs (♦n; 2). However, the
example below shows that this is not the case.
Example. Consider the cycle Z ∈ z2f (S, 3) given by the parametric equations
xy = t, y1 = 1− x
3, y2 =
1 + 2y2
1 + y2
, y3 =
1 + 2y
1 + y
.
For simplicity, assume that k is algebraically closed. We would like to compute ρf(Z). Let us
look at the contributions from each of the faces. Since ∂∞1 Z = (1, 1) and l(1, 1) = 0, this term
does not contribute to the regulator. For i = 2, 3, and a = 0, ∞, ∂ai Z = (1 − αt
3, ·), for some
α ∈ k. Since l(1 − αt3, ·) = 0, these terms do not contribute to the regulator either. Therefore,
ρf (Z) = l(∂
0
1Z) =
∑
ω3=1 l(
1+2ωt2
1+ωt2 ,
1+2ω2t
1+ω2t ) = −3.
This cycle given by the same formula above satisfies the sup modulus condition with modulus
2 and hence gives an element in Z ∈ Z2s (♦3; 2)), but does not satisfy the strong sup modulus
condition with modulus 2 hence Z /∈ Z2ss(♦3; 2)). In terms of our viewpoint, it is not surprising
that the above cycle does not have 0 regulator value, since there is not a single function yi which
is constant on all of Z|t2 : on one component y1 is constant, on the component y2 is constant.
Note that that there is a natural map ι : Zqs (♦n; 2) → z
q
f (S, n), where ι maps a cycle Z in
A1k ×k 
n
k to its completion ι(Z) along 0 in A
1
k. However, in principle z
q
f (S, n) contains much
more cycles since they need not satisfy any modulus condition.
Park defines a map R : Z2s (♦2; 2)→ k. We have the following relation between R and l.
Lemma 4.4.7. We have the equality l ◦ ι = R of the functions from Z2s (♦2; 2) to k.
Proof. Direct computation of both sides. 
Since we defined ρf as the composition l ◦ ∂ and since ∂ ◦ ι = ι ◦ ∂, we have the equality of
the following functions on Z2s (♦3; 2) :
ρf ◦ ι = R ◦ ∂.(4.4.2)
The above example shows that ρf ◦ ι is not necessarily 0 on Z2s (♦3; 2). On the other hand, if Z
is a cycle satisfying the strong modulus condition, in other words Z is in Z2ss(♦3; 2), such that
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ι(Z) is smooth then ρf ◦ ι vanishes on Z [8, Theorem 3.1]. This can also be seen by applying
Proposition 4.4.5 to ι(Z) since if Z satisfies the modulus condition (iii)ss then yi restricted to
ι(Z)|t2 is equal to 1.
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