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1. INTRODUCTION 
The problem of describing all groups of order n for a positive integer n 
by giving one presentation by generators and relations for each 
isomorphism type of group of order n was initiated by Cayley [3] in 1878. 
He called it the general problem for finite groups. By the end of the 1930s 
the problem had been solved to the extent that the number of isomorphism 
types was known for n up to 215 with the exception of 128 and 192; for 
details on these results, see Senior and Lunn [22]. Very extensive tables of 
information had been prepared for the divisors of 64 by P. Hall and Senior 
which were later published by M. Hall and Senior [S]. In addition, infor- 
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mation was available for those n which are products of at most four primes 
and for some special cases such as 16p and 32p, where p is an odd prime. 
A detailed bibliography on the history of group determinations has been 
prepared by O’Brien and Short [17]. 
In the late 1930s P. Hall did some work on the determination and 
classification of the groups of order 128. In a 1940 paper [6], he commented 
that the techniques used previously in classifying groups of small order fail 
for groups of order 128. This led him to the concept of isoclinism. Private 
communications to Newman in the 1970s which include some tables of 
results on groups of order 128, suggest that he concentrated on deter- 
mining isoclinism families and that he had determined about 80 of them. 
In a private communication to Newman (August 1975), P. Hall wrote 
that Rodemich “claims to have determined all the groups of order 128. In 
a matter like this where the possibilities of small mistakes, miscalculations, 
unwarranted assumptions, inadequate checking etc. are very numerous, it 
would be no bad thing, I think, to have the work done quite independently 
by two different people.” 
Rodemich’s work was published in 1980. He claimed that there are 2358 
groups of order 128 divided into 113 isoclinism families. He calculated the 
isoclinism families by hand and, in most cases, used computer calculations 
to count the number of isomorphism types of groups within each family. 
Two tables are provided in his paper. The first contains a “representative” 
presentation of a group from each family; the second gives family 
invariants and the number of groups in each family. 
A theoretical description of an algorithm for calculating particular exten- 
sions of p-groups, known as the p-group generation algorithm. was given by 
Newman [12]. A partial implementation was carried out by Alford, 
Ascione, Havas, Leedham-Green, and Newman in 1976. For an early 
application, see Ascione et al. [ 11. 
In 1982 James and Newman discovered some omissions from 
Rodemich’s work using the partial implementation of the p-group genera- 
tion algorithm. Further work applying the partial implementation to data 
based on information taken from the Hall and Senior tables and some 
hand calculations extended the determination of presentations to all except 
some 4-generator groups. This work revealed that Rodemich had missed 
two families containing three isomorphism types and that the number of 
groups in Rodemich’s family 13 is 10 rather than the 15 claimed. Moreover, 
a majority of the presentations of groups listed in Table I of his paper 
which have nilpotency class at least 4 were found to define groups of the 
wrong order. Kepert [lo], while a student of Newman, wrote some special 
purpose programs to check Rodemich’s calculations for 4-generator and 
5-generator groups of class 2 and found a further error: there are 55 
isomorphism types of groups in family 31 rather than the 83 claimed. The 
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programs also revealed some errors in the hand calculations of James 
and Newman. In summary, this work suggested that there are 2328 
isomorphism types of groups of order 128 and 115 isoclinism families. 
In 1986 a general implementation of the p-group generation algorithm 
was carried out by Newman and O’Brien. This implementation allowed a 
complete and independent determination of the groups by computer and 
showed that there are, as claimed, 2328 groups of order 128. The CPU time 
taken to generate the list of presentations is about 8 minutes on a 
VAX 8700. 
In this paper an outline is given of our work. In Section 2 a brief 
theoretical description of the p-group generation algorithm is provided and 
its use in generating a list of presentations for the groups of order 128 is 
described. The list of presentations is too long to give here; the provision 
of access to it is discussed in Section 6. Instead, we provide summary infor- 
mation similar to that in Table II of Rodemich’s paper. In Section 3 the 
methods used in determining the isoclinism families of the groups are 
described. Sufficient invariants have been calculated to distinguish the 
families. In Section 4 the calculation of information on irreducible represen- 
tations is described. In Section 5 tables are provided which give invariants 
and other information on the isoclinism families. The organisation, calcula- 
tion, and accuracy of the contents of these tables are discussed. Finally, 
there is a discussion of the accuracy of our results. Note that all of the 
results contained in this paper have been calculated independently of those 
contained in Rodemich’s paper. 
This paper is intended to be the second of a sequence of three-the 
others being O’Brien [ 15, 163. 
2. THEP-GROUP GENERATION ALGORITHM 
In this section, a brief review of the p-group generation algorithm is 
provided. A detailed description of this algorithm, with significant exten- 
sions, and of its complete implementation is provided in O’Brien [ 14163. 
Proofs of the results quoted below may be found in Newman [12] or in 
the above works. 
Finite groups of prime-power order may be described uniformly using a 
special type of presentation known as a power-commutator presentation. 
The generating set is a finite set {aI, . . . . a,}. The defining relations are: 
n 
a: = n at(r,k), O</?(i,k)<p, 1 didn, 
k=i+l 
[a,, ai] = n af(i.j,k), OGb(i, j,k)<p, 1 <i< j<n. 
k=/+l 
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Presentations of this kind were first deftned by Sylow [25] who proved 
that every group of order p” has a power-commutator presentation on n 
generators. If such a presentation on n generators defines a group of order 
p”, then the presentation is consistent. 
A number of algorithms for the computation of power-commutator 
presentations of finite p-groups have been developed. These are known as 
nilpotent quotient algorithms. The ability to construct such presentations for 
finite p-groups provided the framework for the development of the p-group 
generation algorithm. An implementation of a nilpotent quotient algorithm 
is described in Havas and Newman [7]; this is used for the calculations 
described in this paper. 
The implementation uses a variation of the lower central series known as 
the lower exponent-p central series. This is the descending sequence of 
subgroups 
G=P,(G)> ... >Pip,(G)3P,(G)Z ..., 
where P,(G)= [P,-,(G), G] Pj-,(G)P for iB 1. 
If P,.(G) = 1 and c is the smallest such integer then G has exponent-p 
class c. A group with exponent-p class c is nilpotent and has nilpotency 
class at most c. In this paper, the class of G refers to the exponent-p class 
of G. Nilpotency class is explicitly indicated as such. 
Given a description of a group G, a prime p, and a positive integer c, the 
nilpotent quotient algorithm constructs a consistent power-commutator 
presentation for the largest p-quotient of G having class c. The permitted 
descriptions are finite presentations of G, possibly combined with exponent 
laws. 
The p-group generation algorithm calculates (presentations for) par- 
ticular extensions, known as immediate descendants, of a finite p-group. 
Let G be a finite p-group with (minimal) generator number d and class c. 
A group H is a descendant of G if H has generator number d and the 
quotient H/P,(H) is isomorphic to G. A group is an immediate descendant 
of G if it is a descendant of G and has class c + 1. 
Note that G/P,(G) is the elementary abelian group of order pd and, thus, 
G is a descendant of this elementary abelian group. It is also clear, from a 
consideration of properties of the lower exponent-p central series, that 
G/P, + ,(G) is an immediate descendant of G/P,(G) for i < c. Therefore, it is 
possible to calculate G using an iterative method of calculating immediate 
descendants, starting with the elementary abelian group of rank d. Since 
every group can be calculated in this way, it is theoretically possible to 
obtain a complete list of all d-generator p-groups. In practice, it is desirable 
that the list be both complete and irredundant-that is, a representative of 
each isomorphism type is present and no two groups in the list are 
isomorphic. 
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The p-group generation algorithm takes as input a d-generator p-group 
G defined as a quotient F/R of the free group F on d generators. The group 
G is described by a power-commutator presentation. Using this presenta- 
tion, a consistent power-commutator presentation is written down for the 
p-covering group, F/R*, of G, where R* = [R/F] RP. Newman [ 121 shows 
that every immediate descendant of G is isomorphic to a factor group of 
F/R*. A detailed description of the algorithm used to construct the 
p-covering group, denoted by G*, is provided in Havas and Newman [7]. 
The factor group R/R* is elementary abehan and is known as the 
p-multiplicator of G; the nucleus of G is P<(G*). An ullowable subgroup is 
a subgroup of the p-multiplicator which is the kernel of a homomorphism 
from G* onto an immediate descendant of G. 
The following theorem provides a characterisation of the allowable 
subgroups and, hence, of the quotients. 
THEOREM 2.1. A subgroup is allowable if and only if it is a proper 
subgroup of the p-multiplicator qf G which supplements the nucleus. 
Figure 1 illustrates the situation, where N/R* represents the nucleus and 
MJR* is an allowable subgroup. 
On taking factor groups of G* by allowable subgroups a complete list of 
immediate descendants is obtained; this list usually contains redundancies. 
To eliminate these redundancies, an obvious equivalence relation is defined 
on the allowable subgroups: two allowable subgroups M,/R* and M,/R* 
are equivalent if and only if their quotients F/M, and F/M, are isomorphic. 
FIGURE I 
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A complete and irredundant set of immediate descendants of G can be 
obtained by factoring G* by one representative of each equivalence class. 
In practice, this definition is useful only because the equivalence relation 
can be given a different characterisation by using the automorphism group 
of G. An extension of each automorphism, CC, of G to an automorphism, cc*, 
of G* is defined. The action of CI* when restricted to the p-multiplicator of 
G is uniquely determined by c(, and a * induces a permutation of the 
allowable subgroups. Newman [12] shows that the equivalence classes of 
allowable subgroups are exactly the orbits of the allowable subgroups 
under the action of these permutations. 
In the implementation of the p-group generation algorithm, there is a 
natural division of the calculation of the immediate descendants according 
to their order. The algorithm takes as input a group description and a 
generating set for its automorphism group and produces a set of descrip- 
tions for the immediate descendants of the group that have a fixed order. 
The group descriptions are consistent power-commutator presentations. 
The combined implementation of the nilpotent quotient algorithm and 
the p-group generation algorithm is known as the Nilpotent Quotient 
Program. The implementations are written in FORTRAN 77 and the 
program is available from the authors. 
In practice, descriptions of an elementary abelian group of order 2d, 
where d < 7, and of the corresponding general linear group are supplied as 
input to the program. The groups of order 128 are determined by using the 
method described above to calculate the immediate descendants of the 
elementary abelian group and this method is then iterated by applying it 
to the descendants obtained. 
3. ISOCLINISM FAMILY CALCULATIONS 
An independent determination of the isoclinism families of the groups of 
order 128 was carried out. The methods used in this determination are now 
described. The theoretical discussion in this section follows the treatment 
by Hall and Senior [S, pp. l&12]. 
Let G be a d-generator finite group and let F be the free group on d 
generators where G is isomorphic to F/R. Let F' be the commutator 
subgroup of F, let N, = [R, F], and let N, = R n F'. Then N, is contained 
in F' and, since R is normal in F, it is also contained in R. Figure 2 
illustrates the situation. Since RF'/F' is a subgroup of the free abelian 
group F/F', it follows that both RF'IF' and R/N, are free abelian groups. 
The group R/N, is finitely generated and is contained in the centre of F/N,; 
it can be written as the direct product of a free abelian group with N,/N,. 
The following results are due to Schur (see, for example, Suzuki [24, 
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pp. 24992501): N,/NO is finite, it is independent of the choice of R, and it 
depends only on the isomorphism type of G. The Schur multiplicator, 
N, IN,,, of G is denoted M(G). Let L/N, be a complement of N,/N, in 
R/N,; then F/L is a largest extension of F/R such that R/L is contained in 
Z(F/L) n F'L/L and F/L is called a Schur cover of G. 
Let H be a group having central quotient F/R. Hall and Senior [S, 
p. 1 l] prove that H is isoclinic to F/N for some N where N, < N d N, . 
Since F/N is isoclinic to H, it follows that the centre, Z(F/N), of F/N equals 
R/N. As a consequence, each isoclinism family whose members have central 
quotients that are isomorphic to F/R has at least one element in the set of 
factor groups: 3= {F/N:N,GNdN,, R/N=Z(F/N)}. 
In practice, it is desirable to select a representative for each family from 
this set. This selection is performed using a method analogous to that used 
in the p-group generation algorithm for the determination of repre- 
sentatives of each isomorphism type. A natural equivalence relation is 
defined on the subgroups whose quotients are in Y-the subgroups N and 
N* are in the same equivalence class if F/N and F/N* are isoclinic. The 
arrangement into equivalence classes is performed using automorphisms 
induced by automorphisms of F/R. These induced automorphisms permute 
the subgroups of N,/N, and the orbits of the group generated by these 
permutations correspond exactly to the equivalence classes of subgroups. 
This method is now described in more detail. First, note that if F/N and 
F/N* are two groups in d;p then their central quotients are isomorphic to 
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F/R. Therefore, the two groups are isoclinic if and only if there is an 
automorphism of F/R that induces an isomorphism between the respective 
commutator subgroups, F’jN and F/IN*. Let tl be an automorphism of 
F/R. In order to carry out the selection, an automorphism ol* of F’/N,, 
induced by CI is defined. Let nie, [ai, 6,] be an arbitrary element in F’ and 
let ui and vi be representatives in F of the cosets a,Rcc and h,Ra. Then a* 
may be well defined by 
n [a,, &I N,a* = n CG u,l No. 
it, it, 
Clearly, a * is a homomorphism; in order to establish that a* is an 
automorphism, it is sufficient to show that it is onto. Let niEl [xi, yi] N, 
be an arbitrary element of F’/N,. Since a is an automorphism of F/R, there 
exist ci and d; in F such that ciRcc = X, R and d,Ra = yiR. It follows that the 
mapping c(* is onto and is an automorphism of F//N,. 
The factor group N,/NO is fixed under the action of an induced 
automorphism and its subgroups are permuted under the action of each 
induced automorphism. Thus, F/N is isoclinic to F/N* if and only if there 
is an induced automorphism that maps N/N, onto N*/N,. Since M(G) < 
Z(F/N,), the automorphisms induced by the inner automorphisms of G act 
trivially on M(G) and can be ignored for the purpose of the selection. 
Therefore, a set of automorphisms of F/R is required that together with the 
inner automorphisms of F/R generates the whole of its automorphism 
group. Consider the permutations of the subgroups N/N, where the 
quotients F/N are in 2. The following lemma is proved in Hall and Senior 
[Is, P. 121. 
LEMMA 3.1. The factor groups F/N and FIN* are isoclinic if and only if 
N/N, and N*/NO lie in the same orbit of the group generated by these 
permutations. 
This result provides the basis of the algorithm used in the determination 
of the families. However, Hall and Senior did not use the result directly, 
except where M(G) is small; they preferred to calculate the families by con- 
sidering properties that groups having Schur multiplicators of a particular 
type must satisfy. The result was also not used in the work of Rodemich. 
Consider the groups of a fixed order that have central quotient G. The 
following steps can be used to obtain a representative of each isoclinism 
family of these groups. 
1. The Schur multiplicator of G is calculated. 
2. The appropriate subgroups of the Schur multiplicator are 
organised into orbits under the action of the induced automorphisms. 
4x1 129 l-10 
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3. A representative of each orbit is selected and a Schur cover of G 
is factored by this representative. Note that any Schur cover may be used 
since R/L is isomorphic to M(G). 
In practice, a slight modification of this algorithm is used. Under item 2, 
all of the subgroups of the appropriate dimension are organised into orbits. 
When representatives of the orbits have been chosen and the appropriate 
factor groups constructed, the order of the centre of each factor group 
obtained is calculated and only those whose central quotient has the 
required order are retained. 
Holt [S] described an algorithm for the calculation of the Schur multi- 
plicator and his implementation of this algorithm was used in certain cases. 
Sag and Wamsley [19] provided a list of the Schur multiplicators of 
groups of order dividing 64 and this work was the main source for the 
structure of the Schur multiplicators. The methods used in their calcula- 
tions are described in Sag and Wamsley [20]. 
There are two cases. The first and simpler case is where the Schur multi- 
plicator is elementary abelian. In this case, much of the machinery 
developed in the implementation of the p-group generation algorithm can 
be used. Let G* denote the 2-covering group of a 2-group G and let D(G) 
denote the intersection of the commutator subgroup of G* with the 
2-multiplicator of G. Since the Schur multiplicator of G has exponent 2, it 
is isomorphic to D(G). A Schur cover of G is a factor group of G* whose 
kernel is a complement of D(G) in the 2-multiplicator of G. Thus, a presen- 
tation for a Schur cover of G can be obtained. The Nilpotent Quotient 
Program can be used to calculate the action of the induced automorphisms 
on the generators of D(G). The orbits of all subgroups of appropriate 
dimension in D(G) can now be calculated under the action of the induced 
automorphisms. The system CAYLEY, described in Cannon [2], was used 
to perform this calculation. The induced automorphisms were defined as 
mappings, the images of the subgroups under the action of the mappings 
were constructed, and the generators of the permutation group were 
written down. After the orbits were calculated, the selected Schur cover was 
factored by a representative of each orbit and the orders of the centres of 
the factor groups were checked. 
In the remaining case, the Nilpotent Quotient Program was used to 
obtain a power-commutator presentation of G and a set of automorphisms 
of G that together with its inner automorphisms generates its full 
automorphism group. The presentation and automorphisms were used as 
input for the Holt program which calculated the Schur multiplicator and 
the action of the induced automorphisms on the generators of the Schur 
multiplicator. Again, the orbits were calculated using the CAYLEY 
procedure and step 3 applied to calculate the number of families. 
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The number of distinct, non-trivial central quotients of groups of order 
128 is 58. A total of 52 of the Schur multiplicators of these quotients have 
exponent 2. Using the above algorithm, the isoclinism families for the 
groups of order 128 were calculated showing that there are, as expected, 
115 families. 
4. IRREDUCIBLE REPRESENTATIONS 
Let G be a group of order p” and consider the irreducible representations 
of G over the complex field, These have degrees pi where 0 d i < n. An algo- 
rithm that computes the number of (inequivalent) irreducible representa- 
tions of each degree of a p-group was described by Slattery [23]. However, 
these values for a group of order dividing 128 can be obtained more 
efficiently using, in the main, simple number theoretic considerations. Let 
ri be the number of irreducible representations of degree pi and let cl(G) be 
the number of conjugacy classes of G. Then the following well-known 
results hold (see, for example, Isaacs [9, p. 163): 
,go ri= cl(G) (i), i rip*‘= /GI (ii). 
I=0 
The number, ro, of linear representations is equal to IG/G’I (Isaacs [9, 
p. 25]), where G’ is the commutator subgroup of G. Since r. # 0, it is clear 
that ri = 0 for i > n/2. If G is a group of order 128 then, from (ii), it follows 
that r3 equals 0 or 1. Rodemich [ 18, Lemma 31 provided a criterion for 
deciding when r3 equals 1. However, a simpler test is provided by the 
following lemma. 
LEMMA 4.1. Let G be a group of order 128 and Z its centre. Then G has 
an irreducible representation of degree 8 if and only if cl(G) = cl(G/Z) + 1. 
Proof: If G has an irreducible representation of degree 8, the represen- 
tation is faithful. The square of the degree of an irreducible representation 
is a lower bound on the index of the centre of a group (Isaacs [9, p. 281). 
It follows that Z has order 2. Therefore, the representations of G/Z 
account, in Eq. (ii), for 64 elements of G and the degree 8 representation 
accounts for the remaining 64. Conversely, if cl(G) = cl(G/Z) + 1, then G 
must have a degree 8 representation. 1 
The values of r. and r3 are calculated by determining the order of the 
derived quotient and the number of conjugacy classes of G and G/Z; the 
simultaneous equations provided by (i) and (ii) can then be solved to 
obtain the values of r, and rz. These calculations were carried out using a 
CAY LEY procedure. 
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5. INFORMATION ON THE ISOCLINISM FAMILIES 
Tables of invariants and other information on the isoclinism families of 
groups of order 128 are given at the end of this section. Before describing 
the tables, certain definitions and some notation are required. 
Let G be a 2-group having centre Z and commutator subgroup G’. The 
rank of G is log, IZ n G’j + log, IG/ZI. The middle length of G is 
log, IG’/Zn G’l. The j?rst subgroup signal of G is a list of its subgroups 
having index 2. 
The choice of a sensible scheme for the sequential listing of the isoclinism 
families requires some thought. Easterfield [4, p. 121 describes a scheme, 
developed by P. Hall and Senior, which he used in ordering the isoclinism 
families of groups of order p6, where p is odd. A partial description of the 
ordering employed on the 27 families of groups of order dividing 64 is 
given in Hall and Senior [S, p. 41. The families were organised according 
to the values of the following invariants, taken in turn: 
1. increasing rank; 
2. increasing middle length; 
3. decreasing nilpotency class. 
Rodemich [ 181 provided no information on the ordering scheme he chose 
for the families. In so far as an ordering can be deduced, it appears to be 
by increasing order of the following, taken in turn: rank, middle length, 
and nilpotency class. However, neither of the latter works describes how 
families that have identical values of these three invariants are arranged. 
Rodemich’s choice has the consequence that his families numbered 10 to 27 
do not correspond to the same families in the work of Hall and Senior. In 
this paper, it was decided to revert to the Hall and Senior numbers for the 
families numbered 1 to 27 since this facilitates easy access to their work 
and permits a single reference number for the families having rank at most 
6. It was also decided to retain the Rodemich numbers for the families 
numbered 28 to 113 and to number the two new isoclinism families as 114 
and 115. 
An identifier of a group has the general form 2”#Z, where 2” is the order 
of the group and I is its index position in the sequence of groups of that 
order obtained using the implementation of the p-group generation algo- 
rithm. The organisation of this sequence is discussed in detail in Section 6. 
The following information is listed in Table I for each isoclinism family: 
1. the number of groups in the family; 
2. the rank; 
3. the middle length; 
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Middle 
Family Number Rank length Class GJZ YAG) YAW YJG) Y,(G) ye(G) 
1 15 0 0 1 I# I 
2 60 3 0 2 4# 2 2# 1 
3 53 4 1 3 8# 3 4# 1 2#1 
4 105 5 0 2 8# 5 4f 2 
5 21 5 0 2 16 # 14 2 # 1 
6 39 5 1 3 16# 11 4# 1 2#1 
7 31 5 1 3 16# 3 4# 2 2#1 
8 25 5 2 4 16# 7 8# 1 4#1 2#1 
9 41 6 0 2 8# 5 8# 5 
10 80 6 0 2 16 # 14 4 # 2 
11 64 6 0 2 16 # 14 4 # 2 
12 10 6 0 2 16# 2 4# 1 
13 20 6 0 2 16 # 14 4 # 2 
14 60 6 1 3 16# 11 8# 2 2#1 
15 116 6 1 3 16# 11 S# 2 2#1 
16 48 6 1 3 16# 11 8# 2 2#1 
17 35 6 1 3 16# 3 8# 2 4#2 
18 19 6 1 3 32# 46 4# 1 2#1 
19 13 6 2 4 32# 39 8# 1 4#1 2#1 
20 7 6 2 4 32# 13 8# 1 4#1 2#1 
21 12 6 2 4 32# 9 8# 1 4#1 2#1 
22 11 6 2 4 32# 6 8# 5 4#2 2#1 
23 15 6 2 4 32# 6 8# 2 4#2 2#1 
24 20 6 2 3 32# 28 8# 2 2#1 
25 10 6 2 3 32# 27 8# 5 2#1 
26 22 6 2 3 32# 21 8# 2 2#1 
27 10 6 3 5 32# 18 16# 1 8#1 4#1 2#1 
28 144 7 0 2 16 # 14 8 # 5 
29 210 7 0 2 16 # 14 8 # 5 
30 34 7 0 2 16 # 14 8 # 5 
31 55 7 0 2 16 # 14 8 # 5 
32 23 7 0 2 16 # 14 8 # 5 
33 37 7 0 2 32# 51 4# 2 
34 41 7 0 2 32# 51 4# 2 
35 2 I 0 2 64 # 267 2 # 1 
36 52 I 1 3 16 # 11 16 # 10 2 # 1 
37 18 7 1 3 32# 22 8# 2 4#2 
38 28 7 1 3 32# 22 8# 2 4#2 
39 6 7 1 3 32# 2 8# 5 4#2 
40 8% 7 1 3 32# 46 8# 2 2#1 
41 50 7 1 3 32# 46 8# 2 2#1 
42 24 7 1 3 32# 46 8# 2 2#1 
Table continued 
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TABLE I-continued 
Middle 
Family Number Rank length Class G/Z ‘r’z(G) Y,(G) YAG) ;‘s(G) ;1dG) 
43 26 I 
44 28 I 
45 10 I 
46 30 7 
41 27 I 
48 17 7 
49 21 1 
50 I I 
51 18 I 
52 18 7 
53 2 I 
54 4 I 
55 10 7 
56 36 I 
57 24 I 
58 20 I 
59 20 I 
60 10 1 
61 9 7 
62 14 7 
63 14 7 
64 6 7 
65 6 I 
66 4 I 
61 2 I 
68 4 I 
69 4 I 
70 4 7 
71 3 I 
12 3 I 
13 4 7 
74 2 7 
75 2 I 
16 3 7 
II 8 7 
78 10 1 
79 24 1 
80 9 1 
81 13 I 
82 2 7 
83 3 I 
84 6 7 
85 3 I 
86 2 I 
1 3 32# 46 8# 2 2#1 
1 3 32# 46 8# 2 2#1 
1 3 32# 2 8# 2 2#1 
1 3 32# 46 8# 2 2#1 
I 3 32# 46 8# 2 2#1 
1 3 32# 22 8# 5 2#1 
I 3 32# 46 8# 2 2#1 
1 3 32# 24 8# 2 2#1 
I 3 32# 46 8# 2 2#1 
1 3 32# 22 8# 5 2#1 
1 3 64#261 4# 1 2#1 
1 3 64#193 4# 2 2#I 
2 3 32# 21 16# 2 4#2 
2 3 32# 27 16# 2 4#2 
2 3 32 # 27 16 # 10 4 # 2 
2 3 32# 28 16# 2 4#2 
2 3 32 # 28 16 # 2 4 # 2 
2 3 32# 34 16# 2 4#2 
2 3 32# 34 16# 2 4#2 
2 3 32 # 28 16 # 10 2 # 1 
2 3 32 # 27 16 # 10 2 # 1 
2 3 32# 31 16#10 2#1 
2 3 32 # 27 16 # 14 2 # I 
2 3 32 # 34 16 # 10 2 # 1 
2 3 64 # 226 8 # 2 2 # 1 
2 3 64#226 8# 2 2#1 
2 3 64#202 8# 2 2#1 
2 3 64# 61 8# 2 2#1 
2 3 64 # 61 8 # 5 2#1 
2 3 64 # 202 8 # 5 2 # 1 
2 3 64# 61 8# 2 2#1 
2 3 64#203 8f 2 2#I 
2 3 64# 60 8# 2 2#1 
2 3 64# 62 8# 5 2#1 
2 4 32 # 6 16 # 10 8#5 2#1 
2 4 32 # 9 16# 5 8#2 2#1 
2 4 32# 39 16# 5 4#1 2#l 
2 4 32# 39 16# 5 4#1 2#l 
2 4 32# 39 16# 5 4#1 2#1 
2 4 64#123 8# 1 4#1 2#l 
2 4 64# 90 8# 5 4#2 2#1 
2 4 64# 90 8# 2 4#2 2#1 
2 4 64#250 8# 1 4#1 2#1 
3 3 64 # 75 16 # 10 2 # 1 
Table continued 
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TABLE I-continued 
Middle 
Family Number Rank length Class G/Z y,(G) YX(G) ;dG) ;‘s(G) YC(G) 
87 1 7 3 3 64# 82 16#14 2#1 
88 2 7 3 3 64 # 77 16 # 10 2 # 1 
89 2 7 3 3 64 # 73 16 # 10 2#1 
90 2 7 3 3 64 # 78 16 # 10 2 # 1 
91 1 7 3 3 64 # 74 16 # 14 2 # 1 
92 2 7 3 4 64 # 138 16 # 12 4 # 2 2 # 1 
93 2 7 3 4 64#138 16#12 4#2 2#1 
94 3 7 3 4 64#138 16#11 4#2 2#1 
95 3 7 3 4 64#138 16#11 4#2 2#1 
96 4 7 3 4 64 # 8 16# 5 8#2 2#1 
97 1 7 3 4 64 # 14 16 # 2 8#2 2#1 
98 3 7 3 4 64# 12 16# 2 8#2 2#1 
99 2 7 3 4 64# 10 16# 2 8#2 2#1 
loo 4 7 3 4 64#128 16# 5 4#1 2#1 
101 2 7 3 4 64 # 128 16 # 5 4 # 1 2 # I 
102 2 7 3 4 64#162 16# 5 4#1 2#1 
103 3 7 3 4 64#140 16# 5 4#1 2#1 
104 2 7 3 4 64#157 16# 5 4#1 2#1 
105 3 7 3 4 64#147 16# 5 4#1 2#1 
106 2 7 3 5 64# 35 16# 2 8#2 4#2 2#1 
107 4 7 3 5 64# 34 16# 2 8#2 4#2 2#1 
108 3 I 3 5 64# 38 16# 1 8#1 4#1 2#1 
109 2 I 3 5 64#186 16# 1 8#1 4#1 2#1 
110 1 7 3 5 64#4816# 1 8#1 4#l 2#1 
111 2 I 3 5 64# 32 16#11 8#2 4#2 2#1 
112 2 7 3 5 64# 32 16#12 8#2 4#2 2fl 
113 3 7 4 6 64# 52 32# 116#1 8#1 4#1 2#1 
114 2 7 3 5 64f 34 16# 2 8#2 4#2 2#1 
115 1 7 3 5 64# 35 16# 2 8#2 4#2 2#1 
4. the nilpotency class, c, of the groups in the family; 
5. the identifier of the central quotient, G/Z, of a group G in the 
family; 
6. the identifiers of the non-trivial terms, y,(G), . . . . y,(G), of the lower 
central series of G; here, y,(G)=G and yi+r(G)= [y,(G), G] for 1 di6c. 
The class number of G is the number of conjugacy classes of G. In 
Table II, the class number, the conjugacy class structure, and the 
irreducible representation structure are given for the groups in each family. 
Each ji, for i = 0, . . . . 5, is the number of conjugacy classes of length 2’. Each 
ri, for i = 0, . . . . 3, is the number of irreducible representations of degree 2’. 
Given an arbitrary group of order 128, the values of the family invariants 
tabulated in Tables I and II are not always suflkient to decide its 
150 JAMES, NEWMAN, AND O’BRIEN 
TABLE II 
Conjugacy Class and Irreducible Representation Structure 
for Each Isoclinism Family 
Family Class number j. j, jz ii i4 j5 rll rl rz f-3 
I 128 128 
2 80 32 48 
3 56 16 24 
4 56 16 24 
5 68 8 60 
6 44 8 12 
7 44 8 12 
8 44 8 28 
9 44 16 
10 50 8 24 
11 44 8 12 
12 44 8 12 
13 38 8 
14 44 8 28 
15 38 8 8 
16 32 8 4 
17 38 8 8 
18 44 4 18 
19 32 4 10 
20 32 4 10 
21 32 4 10 
22 26 4 2 
23 26 4 2 
24 32 4 10 
25 32 4 6 
26 32 4 6 
27 38 4 30 
28 32 8 
29 38 8 8 
30 26 8 
31 32 8 4 
32 44 8 28 
33 38 4 6 
34 44 4 18 
35 65 2 63 
36 32 8 4 
31 26 4 6 
38 32 4 10 
39 26 4 6 
40 29 4 4 
41 35 4 12 
42 26 4 2 
43 26 4 6 
16 
16 
24 
24 
28 
18 
24 
24 
30 
18 
12 
18 
22 
10 
IO 
10 
IO 
10 
10 
16 
16 
18 
18 
6 
12 
28 
22 
12 
4 
10 
4 
13 
13 
10 
4 
8 
8 
8 
8 
IO 
10 
8 
6 
6 
4 
6 
4 
12 
8 
8 
8 
12 
8 
12 
8 
6 
10 
12 
128 
64 
32 
32 
64 
32 
32 
16 
16 
32 
32 
32 
32 
16 
16 
16 
16 
32 
16 
16 
16 
16 
16 
16 
16 
16 
8 
16 
16 
16 
16 
16 
32 
32 
64 
8 
16 
16 
16 
16 
16 
16 
16 
16 
24 
24 
8 
8 
28 
28 
16 
8 
8 
2x 
20 
12 
20 
8 
12 
12 
12 
4 
4 
12 
12 
12 
30 
12 
20 
4 
12 
28 
8 
22 
4 
12 
4 
8 
16 
4 
4 
4 
4 
4 
2 
4 
2 
4 
4 
4 
4 
6 
6 
4 
4 
4 
6 
4 
1 
2 
6 
4 
6 
5 
3 
6 
6 
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TABLE II-continued 
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Family Class number j, j, jz i3 j, is r. 11 r2 r3 
44 32 4 10 
45 32 4 10 
46 32 4 6 
41 32 4 10 
48 32 4 10 
49 32 4 10 
50 32 4 10 
51 32 4 10 
52 32 4 10 
53 41 2 15 
54 41 2 15 
55 20 4 
56 26 4 4 
57 23 4 2 
58 23 4 4 
59 29 4 8 
60 26 4 6 
61 38 4 30 
62 26 4 6 
63 26 4 6 
64 26 4 6 
65 26 4 6 
66 26 4 6 
67 26 2 3 
68 29 2 7 
69 29 2 7 
70 29 2 7 
71 29 2 7 
72 29 2 7 
73 29 2 7 
74 29 2 7 
75 29 2 1 
76 29 2 7 
77 23 4 2 
78 29 4 8 
79 29 4 8 
80 26 4 6 
81 38 4 30 
82 23 2 3 
83 23 2 3 
84 23 2 3 
85 32 2 13 
86 23 2 7 
87 23 2 7 
88 23 2 7 
10 
10 
16 
10 
10 
10 
10 
10 
10 
24 
24 
3 
9 
4 
5 
11 
12 
4 
4 
4 
4 
4 
12 
12 
12 
12 
12 
12 
12 
12 
12 
12 
4 
II 
11 
12 
12 
8 
13 
8 
4 
12 
12 
12 
12 
12 
9 
8 
8 
8 
8 
8 
8 
8 
8 
8 
13 
4 
4 
12 
12 
12 
8 
14 
14 
14 
16 12 
16 12 
16 12 
16 12 
16 12 
16 12 
16 12 
16 12 
16 12 
32 8 
32 8 
8 6 
8 14 
8 10 
8 10 
8 18 
8 14 
8 30 
8 14 
8 14 
8 14 
8 14 
8 14 
16 8 
16 8 
16 12 
16 12 
16 12 
16 12 
16 12 
16 I2 
16 12 
16 12 
8 10 
8 18 
8 18 
8 14 
8 30 
16 4 
16 4 
16 4 
16 12 
8 14 
8 14 
8 14 
4 
4 
4 
4 
4 
4 
4 
4 
4 
1 
I 
6 
4 
5 
5 
3 
4 
4 
4 
4 
4 
4 
1 I 
5 
1 
1 
1 
1 
1 
1 
1 
1 
5 
3 
3 
4 
2 I 
2 1 
2 1 
4 
1 
1 
1 
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TABLE II-continwd 
Family Class number j. j, jr j3 i4 is f-0 rl rz r1 
89 23 2 7 
90 23 2 7 
91 23 2 7 
92 17 2 I 
93 20 2 1 
94 17 2 I 
95 20 2 1 
96 20 2 3 
97 23 2 7 
98 23 2 7 
99 20 2 3 
loo 23 2 5 
101 20 2 3 
102 20 2 3 
103 23 2 7 
104 23 2 7 
105 26 2 9 
106 14 2 1 
107 17 2 1 
108 26 2 9 
109 26 2 9 
110 26 2 9 
111 17 2 I 
112 17 2 I 
113 35 2 31 
114 14 2 1 
115 17 2 I 
3 
9 
3 
9 
4 
4 
4 
4 
1 
4 
4 
4 
4 
11 
1 
7 
II 
II 
11 
3 
3 
1 
7 
14 
14 
14 
8 
5 
8 
5 
9 
8 
8 
9 
7 
9 
9 
8 
8 
3 
3 
3 
3 
2 
2 
2 
2 
2 
2 
2 
2 
2 
4 
5 
5 
4 
4 
4 
3 
3 
2 
5 
5 
8 14 
8 14 
8 14 
8 6 
8 6 
8 6 
8 6 
8 10 
8 10 
8 10 
8 10 
8 IO 
8 IO 
8 10 
8 IO 
8 10 
8 14 
8 2 
8 2 
8 14 
8 14 
8 14 
8 2 
8 2 
4 31 
8 2 
8 2 
2 
6 
2 
6 
1 
5 
5 
1 
5 
1 
1 
5 
5 
4 
3 
7 
4 
4 
4 
7 
7 
3 
7 
I 
I 
I 
1 
I 
I 
1 
1 
1 
I 
I 
isoclinism family. Additional invariants have been tabulated for those 
families that cannot be so distinguished. The first of these invariants is the 
isoclinism family of the centraliser of the commutator subgroup of a group 
in the family. The second invariant is the list of families containing the sub- 
groups of index 2 of a group in the family. In Table III, the additional 
family invariants are listed by giving the Hall and Senior family number of 
the relevant groups preceded by their orders. Those families which cannot 
be distinguished from one another by Table I and II are listed as a single 
block in Table III and are separated from the other families by a blank line. 
The combined information of the three tables is sufficient to determine the 
isoclinism family of every group of order 128. 
A number of steps have been taken to ensure the accuracy of the con- 
tents of the tables. After the isoclinism families were determined, using the 
techniques outlined in Section 3, some properties of each family were 
calculated. The organisation of the groups into families was carried out 
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TABLE III 
Commutator Subgroup Centralisers and Subgroup Signal Families 
Family Centraliser family Subgroup signal families 
44 64I-, 
41 64r, 
49 64r, 
51 64l-, 
48 64r, 
52 64r, 
70 64i-, 
13 64r, 
64rz 64l-, 641",., 64r,, 
64r, 64r, 64r, 64r,, 64r,, 64r,, 
64r2 64r, 64r, 64r,, 64r,, 
64r, 64l-, 64l-, 64i-,, 
64l-, 64l-, 64I-, 64r,, 64r,, 
using CAYLEY; membership of a particular isoclinism tamily was decided 
after calculating sufficient family invariants. The identification of the 
Rodemich family numbers was difficult for the families listed in Table III 
since his paper does not provide sufficient family invariants to distinguish 
among all of the families. This identification was performed by calculating 
additional invariants of each of these families using the group defined by 
the representative presentation supplied for each family in Table I of his 
paper. Finally, the data for the tables were generated as output from 
CAYLEY and the table layout was also prepared by machine. 
6. PROVIDING ACCESS TO THE RESULTS 
The Hall and Senior tables provide detailed information on each group 
of order dividing 64. A long-term aim is to emulate this work in terms of 
providing access to information on the groups of order 128. This work can 
be viewed as having three distinct phases: the determination of a complete 
list of the groups, the provision of access to their descriptions, and, finally, 
the provision of access to certain properties of the groups. 
In this section, there is an account of the access provided to the group 
descriptions via a library developed for use with the CAYLEY system. The 
library, TWOGPS, was prepared by Newman and O’Brien and its release 
was announced in Newman and O’Brien [13]. It was distributed with the 
Version 3.6 SUN release of CAYLEY in November 1987. A User Guide to 
the library is available on-line. In addition to the basic data, a number of 
procedures are supplied with the CAYLEY library. A full description of 
these is given in the User Guide. Some applications of the library are 
described in Newman and O’Brien [ 133. 
A database developed to provide access to certain properties of the 
groups is also described. The library and database are available from the 
authors. 
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It is hoped that the system SOGOS (see Laue et al. [ 111) will also 
include information on the groups of order 128. It should be noted that the 
basic data can be incorporated into other systems and the data is available 
for such purposes. 
6.1. The Group Descriptions 
An arbitrary finite p-group can be described uniformly using a power- 
commutator presentation; the exponents that occur in the relations of the 
power-commutator presentation provide a description of the group. The 
exponents can be written as a sequence and the power-commutator presen- 
tation reconstructed using the entries in this sequence as its exponents. As 
is clear from Eq. (1 ), a group of order p” can be described using a total of 
(‘I: ’ ) exponents. Thus, each group of order 128 can be described by a 
sequence of length 56, each of whose entries is either 0 or 1. A more com- 
pact description of a group of order 128 is obtained by coding the first 28 
entries of the sequence as a weighted sum of powers of 2 and similarly 
storing the remaining 28 entries. Using this description, each group can be 
represented by a sequence consisting of two entries. The generator number 
and class of each group are also stored to permit a user to select easily 
groups of interest from the library. 
The system CAYLEY incorporates the Havas and Newman implementa- 
tion of the nilpotent quotient algorithm. The compact description of a 
group is passed to a procedure GENRAT included in the library. This pro- 
cedure decodes the description to obtain the sequence of exponents. These 
are used to define the power-commutator presentation of the group which 
is set up by a call to the nilpotent quotient function. The average CPU time 
taken to set up a power-commutator presentation for a group of order 128 
using GENRAT is 0.4 seconds on a VAX 8700. 
Natural features of the p-group generation algorithm implementation 
provide the basis of the scheme adopted for the sequential listing of the 
groups. If a group H is an immediate descendant of a group G then G is 
the parent of H. The groups of each order are organised as a sequence. 
Within each order the following criteria are used, in turn, to determine the 
index position of a group in the sequence: 
1. increasing generator number, 
2. increasing class, 
3. the position of its parent in the sequence of the appropriate order, 
4. the sequence in which the implementation outputs the immediate 
descendants of a group. 
The total storage requirement for the group descriptions is 86 kB (kilo 
bytes). 
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6.2. Automorphism Group Descriptions 
In the implementation of the p-group generation algorithm, a description 
for the automorphism group of each immediate descendant is obtained in 
order to facilitate iteration of the algorithm. This description is a set of 
automorphisms of a group that together with its inner automorphisms 
generates the whole of its automorphism group. 
For each group, G, each automorphism is described by giving its action 
on the defining generators of G. A compact description of this action is 
stored, where the generators are referenced by their subscripts only. If, for 
example, the image of a defining generator a, under the action of an 
automorphism is ~~,a,,, the image is stored as i,i,. The generator number 
of G and the order of the automorphism group of G are also stored. The 
information for each group is stored as a sequence. The organisation of the 
automorphism group sequences is identical to that chosen for the group 
sequences. 
A procedure, AUTGRP, which is included in the library, decodes the 
information stored in the automorphism group sequence of G and con- 
structs a permutation group that faithfully represents the action of the 
automorphism group on the elements of G. This procedure provides access 
to the automorphism groups more quickly (in general) than does the 
CAYLEY function automorphism group. The total storage requirement for 
the automorphism group descriptions is 186 kB. 
6.3. A Database for the Groups of Order Dividing 128 
As part of the project of providing access to the groups, an experimental 
database has been designed and implemented. The implementation is 
written in VAX PASCAL which is an extended implementation of the 
PASCAL language that has been developed for use under the VAX/VMS 
operating system. Thus, the implementation is machine dependent. The 
information for each group is stored as a record in an indexed tile in which 
each field of the record is designated a key field. The designation of each 
field as a key field allows information to be retrieved quickly. 
The information stored for each group is the following: order, generator 
number, the number of elements of each order, parent, central quotient, 
centre, commutator subgroup, nilpotency class, conjugacy class number 
and class structure, automorphism group order, isoclinism family number. 
The database is designed for use in conjunction with the TWOGPS 
library. The groups and subgroups are stored using their identifiers in the 
library. No attempt has been made to develop techniques that permit the 
storage of information such as group presentations. 
The program is menu driven. A user can specify, in succession, desired 
values of the properties listed above. The values may be precise or may be 
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lower and upper bounds on the range of values allowed. In the case of 
automorphism group orders, a search on whether the order is divisible by 
a supplied value is permitted. The search performed is cumulative, being on 
the basis of all of the properties specified. If groups are found, their iden- 
tifiers are listed. An option is provided to write these to a file which can be 
used to access the appropriate group descriptions in TWOGPS, thus 
facilitating additional calculations. Further properties may be specified and 
a search resumed if the properties originally specified are not sufftciently 
restrictive. Individual records may also be viewed. 
The following are examples of searches performed using the database: 
1. Find all groups of order 128 that have generator number 4, expo- 
nent 4, centre of order 2, and nilpotency class 3. The search took about 5 
seconds of CPU time on a VAX 8700 and yielded 5 groups with these 
properties. 
2. Find all groups of order dividing 128 that have the elementary 
abelian group of order 16 as their central quotient, the elementary abelian 
group of order 8 as their commutator subgroup, between 20 and 32 con- 
jugacy classes, and 12 conjugacy classes of length 8. The search took about 
3 seconds of CPU time and yielded 34 groups with these properties. 
3. Find all groups of order 128 that have an automorphism group of 
order 4096, 7 elements of order 2, 32 elements of order 16, nilpotency 
class 4, and a centre of order 8. The search took about 3 seconds of CPU 
time and yielded 2 groups with these properties. 
7. ACCURACY OF RESULTS 
The history of the determination of groups of a particular order shows 
that work in this area is very susceptible to error. The potential errors in 
a project of this magnitude come from a number of sources: 
1. the theory of the algorithms used, 
2. the implementations of these algorithms, 
3. the input data to the implementations, 
4. the “massaging,” if any, of the output data. 
A number of steps have been taken to ensure the accuracy of the 
material The theory of the algorithms is described in a number of sour- 
ces-primarily, Newman [ 121 and O’Brien [ 14, 15]-and can, certainly, 
be checked for accuracy. The best assurance offered that the algorithms 
have been implemented correctly is that agreement has been established 
with material from a number of other sources. Such material has usually 
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been calculated independently, using different theoretical or computational 
techniques. In addition, the implementation of the p-group generation algo- 
rithm permits calculations to be performed in a number of different ways 
and internal consistency of results has been demonstrated. This is described 
in more detail in O’Brien [ 151. A tape archive of all programs used is 
being maintained and is available to users who wish to check all or part 
of the implementations and results. In an attempt to reduce the potential 
errors arising under item 3 above, command procedures were used to 
supply all of the required input to the Nilpotent Quotient Program for the 
generation of the group descriptions. All of the command files used are 
stored in the archive. The development of the library required some 
massaging of the output data; the procedures used are also stored in the 
archive. 
A central difficulty in examining work in this area is that, in general, 
only final results are given and little detail is provided on the method of 
calculation. As a consequence, the possibilities for tracing the sources of 
error in these works are very limited. In an attempt to address this dif- 
ficulty, a microfiche has been prepared. This microfiche lists the data used 
as input to the implementation of the p-group generation algorithm and 
provides a summary of the output information. The microfiche allows a 
user of the results to check, by hand or other techniques, their correctness 
and also, hopefully, to identify the sources of any suspected errors. The 
microfiche was machine generated and contains a guide to its contents. It 
is available from the authors. 
In order to establish further confidence in our results, a complete 
correlation has been carried out between our work and that of Hall and 
Senior [S]. This has involved recognising the Hall and Senior identifier of 
each group of order dividing 64 in TWOGPS. In addition, a large amount 
of the information contained in the tables has been computed for the 
groups in the library; in all cases, complete agreement has been obtained. 
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