Abstract-We present a robust framework for learning and fusing different modalities for rigid object tracking. Our method fuses data obtained from a standard visual camera and dense depth maps obtained by low-cost consumer depths cameras such as the Kinect. To combine these two completely different modalities, we propose to use features that do not depend on the data representation: angles. More specifically, our method combines image gradient orientations as extracted from intensity images with the directions of surface normals computed from dense depth fields provided by the Kinect. To incorporate these features in a learning framework, we use a robust kernel based on the Euler representation of angles. This kernel enables us to cope with gross measurement errors, missing data as well as typical problems in visual tracking such as illumination changes and occlusions. Additionally, the employed kernel can be efficiently implemented online. Finally, we propose to capture the correlations between the obtained orientation appearance models using a fusion approach motivated by the original AAM. Thus the proposed learning and fusing framework is robust, exact, computationally efficient and does not require off-line training. By combining the proposed models with a particle filter, the proposed tracking framework achieved robust performance in very difficult tracking scenarios including extreme pose variations.
I. INTRODUCTION
Visual tracking aims to accurately estimate the location and possibly the orientation in 3D space of one or more objects of interests in video. Most existing methods are capable of tracking objects in well-controlled environments. However, tracking in unconstrained environments is still an unsolved problem. The definition of "unconstrained" varies with the application. For example, in unconstrained real-word face analysis, the term refers to robustness against appearance changes caused by illumination changes, occlusions, non-rigid deformations, abrupt head movements, and pose variations. The approach to be followed is also imposed by the application as well as the assumed setting. For example, in surveillance from a static camera, the aim is to roughly locate and maintain the position of humans usually in crowded environments; For this purpose, tracking-by-detection with data association (see for example [5] and the references therein) has been quite a successful approach for coping with similar appearances and complicated interactions which often result in identity switches. However the usefulness of such methods for problems such as face tracking in human computer interaction where accuracy is as significant as robustness is yet to be fully appraised.
In this work, we are interested in accurately and robustly tracking large rigid head motions. We focus on the appearance-based approach to visual tracking which has been the de-facto choice for this purpose. Popular examples include subspace-based techniques [4] , [9] , gradient descent [22] , mixture models [19] , [35] , discriminative models for regression and classification [1] , [2] , [17] , [28] , and combinations of the above [3] , [8] , [18] , [23] , [24] , [27] .
Our main aim in this work is how to incorporate 3D information provided by commercial depth cameras such as the Kinect within subspace-based methods for online appearance-based face tracking.
Both texture and depth information have advantages and disadvantages. For example, in contrary to the texture information, the depth information is more robust to illumination changes, while in contrary to the depth information the texture information is more robust when an object is moving far from the camera. The depth information can also help to remove the background information in a scene. Thus, it is more powerful if those two different kind of information are combined in a unified framework. In addition, this combination appears to be very beneficial because on one hand subspace methods have been remarkably successful for maintaining a compact representation of the target object [4] , [9] , [18] , [23] which in many cases can be efficiently implemented online [8] , [21] , [24] , [27] , on the other hand they appear to be susceptible to large pose variations. The main reason for this is that, in most cases, object motion is described by very simple parametric motion models such as similarity or affine warps while pose variation is incorporated into the object appearance. Clearly, it is very difficult to learn and maintain an updated model for both pose and appearance.
1 By using 3D information and a more accurate 3D motion model as proposed in this paper, pose and appearance are decoupled, and therefore learning and maintaining an updated model for appearance only is feasible by using efficient online subspace learning schemes [21] . Finally, once this subspace is learned, robust tracking can be performed by a "recognition-by-minimizing-thereconstruction-error" approach, which has been very recently shown to be extremely discriminative [26] .
The main problem now is how the appearance subspace can be efficiently and robustly learned and updated when data is corrupted by outliers. Outliers are common not only because of illumination changes, occlusions or cast shadows but also because the depth measurements provided by the Kinect could be very noisy and the obtained depth maps usually contain "holes". Note that subspace learning for visual tracking requires robustness, efficiency and online adaptation. This combined problem has been vary rarely studied in literature. For example, in [27] , the subspace is efficiently learned online using incremental 2 norm PCA [21] . Nevertheless, the 2 norm enjoys optimality properties only when image noise is independent and identically distributed (i.i.d.) Gaussian; for data corrupted by outliers, the estimated subspace can be arbitrarily skewed. On the other hand, robust reformulations of PCA [7] , [11] , [20] typically cannot be extended for efficient online learning.
Previous methods for face tracking based on 3D information require an off-line training process for creating objectspecific models [25] , [32] - [34] , do not explicitly deal with outliers [33] , do not cope with fast head movements [6] , or require the face to be already detected [13] . Finally, the question of how to fuse intensity with depth has been rarely addressed in literature. Although there are attempts in literature to use both modalities [6] , [25] , no particular fusion strategies have been proposed.
Our main contribution in this work is an approach for learning and fusing appearance models computed from these different modalities for robust rigid object tracking. To achieve this task, we propose: 1) to use features that do not depend on the data representation: angles. More specifically, our method learns orientation appearance models from image gradient orientations as extracted from intensity images and the directions of surface normals computed from dense depth fields provided by the Kinect. 2) to incorporate these features in a robust learning framework, by using the recently proposed robust Kernel PCA method based on the Euler representation of angles [30] , [31] . The employed kernel enables us to cope with gross measurement errors, missing data as well as other typical problems in visual tracking such as illumination changes and occlusions. As it was shown also in [31] , the kernel can be also efficiently implemented online. 3) to capture the correlations between the learned orientation appearance models using a fusion approach motivated by the original Active Appearance Model of [9] . Thus, the proposed learning and fusing framework is robust, exact, computationally efficient and does not require off-line training. By combining the proposed models with a particle filter, the proposed tracking framework achieved robust and accurate performance in videos with non-uniform illumination, cast shadows, occlusions and most importantly large pose variations. Furthermore, during the tracking procedure the proposed framework, based on the 3D shape information, can estimate the 3D object pose something very important for numerous applications. To the best of our knowledge, this is the first time that subspace methods are employed successfully to cope with such cumbersome conditions.
II. ONLINE LEARNING AND FUSION OF ROBUST ORIENTATION APPEARANCE MODELS A. Object representations
We are interested in the problem of rigid object tracking given measurements of the object's shape and texture. The shape of the object S is represented by a 3D triangulated mesh of n points
. Along with its shape, the object is represented by an intensity image I(u), where u = [u v]
T denotes pixel locations defined within a 2D texture-map. In this texture map, there is a 2D triangulated mesh each point of which is associated with a vertex of the 3D shape.
B. Appearance models
Assume that we are given a data population of m shapes and textures S i and I i , i = 1, . . . , m. A compact way to jointly represent this data is to use the approach proposed in the original AAM of [9] : Principal Component Analysis (PCA) is used twice to obtain one subspace for the shapes and one for the textures. For each data sample, the embedding of its shape and texture are computed, appropriately weighted and then concatenated in a single vector. Next, a third PCA is applied to the concatenated vectors so that possible correlations between the shape and the texture are captured. In this work, we follow a similar approach but use different features and a different computational mechanism for PCA. Another difference is that we use dense depth measurements.
There are two problems related to the above approach. First, it seems unnatural to combine the two subspaces because shape and texture are measured in different units although a heuristic to work around the problem is proposed in [9] . Second, it is assumed that data samples are outlierfree which justifies the use of standard 2 -norm PCA. While this assumption is absolutely valid when building an AAM offline, it seems to be completely inappropriate for online learning when no control over the training data exists at all.
To alleviate both problems, we propose to learn and fuse orientation appearance models. The key features of our method are summarized in the next sections.
1) Orientation Features: Azimuth Angle of Surface Normals. We used the azimuth angle of surface normals. Mathematically, given a continuous surface z = f (x) defined on a lattice or a real space x = (x, y), normals n(x) are defined as
Normals n ∈ 3 do not lie on a Euclidean space but on a spherical manifold η ∈ S 2 , where S 2 is the unit 2-sphere.
On the unit sphere, the surface normal n(x) at x has azimuth angle defined as
Methods for computing the normals of surfaces can be found in [16] . Image Gradient Orientations. Given the texture I of an object, we extract image gradient orientation from
where G x = H x I, G y = H y I and H x , H y are the differentiation filters along the horizontal and vertical image axis respectively. Possible choices for H x , H y include central difference estimators and discrete approximations to the first derivative of the Gaussian.
2) Orientation Appearance Models: Let us denote by φ i the n−dimensional vector obtained by writing either Φ a i or Φ g i (the orientation maps computed from S i , I i ) in lexicographic ordering. Vectors φ i are difficult to use directly in optimization problems for learning. For example, writing such a vector as a linear combination of a dictionary of angles seems to be meaningless. To use angular data, we first map them onto the unit sphere by using the Euler representation of complex numbers [31] 
where
T . Note that similar features have been proposed in [10] , but here we avoid the normalization based on gradient magnitude suggested in [10] because it makes them more sensitive to outliers and removes the kernel properties as described in [31] . Using e i ≡ e(φ i ), correlation can be measured using the real part of the familiar inner product [15] , [29] , [31] c(e i , e j ) {e
where ∆φ φ i − φ j . As it can be observed, the effect of using the Euler representation is that correlation is measured by applying the cosine kernel to angle differences. From (5), we observe that if S i S j or I i I j , then ∀k ∆φ(k) 0, and therefore c → 1. Assume now that either e i or e j is partially corrupted by outliers. Let us denote by P o the region of corruption. Then, as it was shown in [31] it holds
which in turn shows that (unlike other image correlation measures such as correlation of pixel intensities) outliers vanish and do not bias arbitrarily the value of c. We refer the reader to [31] for a detailed justification of the above result for the case of image gradient orientations. We assume here that similar arguments can be made for the case of the azimuth angles of the surface normals. A kernel PCA based on the cosine of orientation differences for the robust estimation of orientation subspaces is obtained by using the mapping of (5) and then by applying linear complex PCA to the transformed data [31] . More specifically, we look for a set of p < m orthonormal bases
n×p by solving
the Euler representation of these two angular representations. Then, we denote the learned subspaces by U a ∈ C n×pa and U g ∈ C n×pg and the corresponding embeddings by C a ∈ C pa×m and C g ∈ C pg×m respectively. 3) Fusion of Orientation Appearance Models: Because U a and U g are learned from data (angles) measured in the same units (radians), we can capture further correlations between shapes and textures by concatenating
and then apply a further linear complex PCA on C to obtain a set of
Then, these bases can used to compute p f -dimensional embeddings B = V H C ∈ C p f ×m controlling the appearance of both orientation models. To better illustrate this fusing process, let us consider how the orientations of a test shape S y and texture I y denoted by y = [(e 
H . Then, the reconstruction is given by
Thus, the coefficients b y used for the reconstruction in (II-B.3), are computed from the fused subspace V and are common for both orientation appearance models as can be easily seen from (10) . Finally, note that, in contrast to [9] , no feature weighting is used in the proposed scheme.
4) Online learning:
A key feature of the proposed algorithm is that it continually updates the learned orientation appearance models using newly processed (tracked) frames. It is evident that the batch version of PCA is not suitable for this purpose because, each time, it requires to process all frames (up to the current one) in order to generate the updated subspace. For this purpose, prior work [27] efficiently updates the subspace using the incremental 2 norm PCA proposed in [21] . The kernel-based extension to [21] has been proposed in [8] , however the method is inexact because it requires the calculation of pre-images and, for the same reason, it is significantly slower. Fortunately, because the kernel PCA described above is direct, i.e. it employs the explicit mapping of (4), an exact and efficient solution is feasible. The proposed algorithm is summarized as follows [31] .
Let us assume that, given m shapes {S 1 , . . . , S m } or textures {I 1 , . . . , I m }, we have already computed the principal subspace U m and Σ m = Λ 1/2 m . Then, given l new data samples our target is to obtain U m+l and Σ m+l corresponding to {I 1 , . . . , I m+l } or {S 1 , . . . , S m+l } efficiently. The steps of the proposed incremental learning algorithm are summarized in Algorithm 1. Step 2. ComputeẼ = orth(E − QQ H E) and
(where orth performs orthogonalization).
Step 3. Compute R Finally, for the fusion of the orientation appearance models, we used the incremental 2 norm PCA proposed in [21] . Overall, the algorithm proceeds as follows. Initially and for a reasonably small number of frames, all eigenspaces are generated using the batch mode of the kernel PCA of [31] and standard 2 -norm PCA for the fusion step. When the algorithm switches to the online mode, then for each newly tracked frame, algorithm 1 is used to update the orientation appearance models. The embedding of the new sample is also calculated which is then used to update the eigenspace V using the method in [21] .
III. MOTION MODEL
The provided 3D shape information enables us to use 3D motion models. In this way, pose and appearance are decoupled, which we believe that it is crucial for the robustness of subspace-based tracking methods. Given a set of 3D parameters the shape is first warped by
where t w is a 3D translation and R φ , R θ , R ϕ are rotation matrices. The warped shape S W is then used for extracting surface normals and the corresponding azimuth angles. Finally, S W is projected using a scale orthographic projection P to obtain the mapped 2D points u. Overall, given a set of motion parameters, each vertex s k = [x y z] T of the object's shape S is projected to a 2D vertex. Finally, in the usual way, the texture is generated from the piecewise affine warp defined by the original 2D triangulated mesh and the one obtained after the projection. Then, this texture is used to calculate the image gradient orientations.
When a 3D motion model is used, then during the tracking procedure the 3D pose of an object can be estimated in each frame. The 3D pose of the object can be well estimated if and only if the tracking procedure performs well. Thus, a good object pose estimation is an indication of a good tracking procedure. Among the others, in our experiments we show that our approach can handle real data presenting large 3D object pose changes, partial occlusions, and facial expressions without calculation or a-priori knowledge of the camera calibration parameters. We have thoroughly evaluated our system on a publicly available database on which we achieve state-of-the-art performance.
IV. TRACKING WITH ORIENTATION APPEARANCE MODELS
We combine the proposed fused orientation appearance models with the 3D motion model earlier described and standard particle filter methods for rigid object tracking [27] . In general, a particle filter calculates the posterior distribution of a system's states based on a transition model and an observation model. In our tracking framework, the transition model is described as a Gaussian Mixture Model around an approximation of the state posterior distribution of the previous time step:
where M i t is the 3D motion defined by particle i at time t, M 1:P t−1 is the set of P transformations of the previous time step, the weights of which are denoted by w 1:P t−1 , and Ξ is a diagonal covariance matrix. In the first phase, P particles are drawn. In the second phase, the observation model is applied to estimate the weighting for the next iteration (the weights are normalized to ensure P i=1 w i t = 1). Furthermore, the most probable sample is selected as the state M best t at time t. Thus, the estimation of the posterior distribution is an incremental process and utilizes a hidden Markov model which only relies on the previous time step.
Finally, our observation model computes the probability of a sample being generated by the learned orientation appearance model. More specifically, we follow a "recognition-byminimizing-the-reconstruction-error" approach, which has been very recently shown to be extremely discriminative for the application of face recognition in [26] , and model this probability as
where y i t is given by (10).
V. RESULTS
Evaluating and comparing different tracking approaches is a rather tedious task. A fair comparison requires not only a faithful reproduction of the original implementation but also tweaking of the related parameters and training on similar data. In this work, we chose to evaluate the proposed algorithm and compare it with (a) similar subspace-based techniques and (b) the state-of-the-art method of [13] . For the purposes of (a), we used the following variants of the proposed scheme:
1) 3D motion model + image gradient orientations only. We call this tracker 3D+IGO. 2) 3D motion model + azimuth angles only. We coin this tracker 3D+AA. 3) 3D motion model + fusion of image gradient orientations with azimuth angles. This is basically the tracker proposed in this work. We call this tracker 3D+IGO+AA. 4) 2D motion model + image gradient orientations only.
We call this tracker 2D+IGO. We additionally used 3D motion model + fusion of pixel intensities with depth. We coin this tracker 3D+I+D. This tracker is particularly included for performing comparison with standard 2 -norm PCA methods. A simplified version of this tracker which uses 2D motion and pixel intensities only has been proposed in [27] .
To compare all above variants of subspace-based tracking techniques, we used 3 representative videos. The first video contains face expressions, the second one contains extreme face pose variations and illumination variations, while the third video contains face occlusions with extreme pose variations. All parameters related to the generation of particles remained constant for all methods and videos. In this way, we attempted to isolate only the motion model and the appearance model used, so that concrete conclusions can be drawn. Finally, we evaluated all trackers using a 2D bounding box surrounding the face region. This is the standard approach used in 2D tracking; we followed a similar approach because of its ease to generate ground truth data and in order to be able to compare with trackers using 2D motion models. We measure tracking accuracy from S = 1 − #{D∩G} #{D∪G} , where D and G denote the detected and manually annotated bounding boxes and respectively, and #{} is the number of pixels in the set (the smallest S is the more overlap we have). Table II shows the mean (median) values of S for al trackers and videos respectively. By exploiting the 3D motion model, the proposed framework was used to estimate, during the tracking procedure, the center and the rotation angles of the tracked object in the 3D space. In order to assess the performance of our algorithm, we used the Biwi Kinect Head Pose Database [12] , [14] . The dataset contains over 15K images of 20 people (6 females and 14 males -4 people were recorded twice) recorded while sitting about 1 meter away from the sensor. For each frame, a depth image, the corresponding texture image (both 640x480 pixels), and the annotation is provided. The head pose range covers about ±75 degrees yaw and ±60 degrees pitch. The subjects were asked to rotate their heads trying to span all possible ranges of angles their head is capable of. Ground truth is provided in the form of the 3D location of the head and its rotation. In this database, the texture data are not aligned with the depth data, while in many videos the problem of the frame dropping exists. Because of that, we were able to test our method only on 10 videos in which the misalignment difference in pixels was almost constant and the number of the dropped frames was quite small. The best configuration of our method (3D+IGO+AA) was compared to the state-of-the art method presented in [13] which is based on discriminative random regression forests: ensembles of random trees trained by splitting each node so as to simultaneously reduce the entropy of the class labels distribution and the variance of the head position and orientation. The results are given in Table I , where mean and standard deviations of the angular errors are shown together. The last column shows the percentage of images where the angular error was below 10 degrees.
From our results, we verify some of our speculations in the introduction section. More specifically, from our results below it is evident that: 1) 3D motion models + subspace learning outperforms 2D motion models + subspace learning, especially for the case of large pose variations. This proves our argument that decoupling pose from appearance greatly benefits appearance-based tracking. 2) 3D motion models + subspace learning works particularly well when only learning is performed in a robust manner. This is illustrated by the performance of the proposed combinations: 3D+IGO, 3D+AA, 3D+IGO+AA.
3) The proposed fusion scheme 3D+IGO+AA performs the best among all subspace-based methods and outperforms even the state-of-the-art method [13] . This justifies the motivation behind the proposed scheme. 
VI. CONCLUSION
We proposed a learning and fusing framework for multimodal visual tracking that is robust, exact, computationally efficient and does not require off-line training. Our method learns orientation appearance models from image gradient orientations and the directions of surface normals. These features are incorporated in a robust learning framework, by using a robust Kernel PCA method based on the Euler representation of angles which enables an efficient online implementation. Finally, our method captures the correlations between the learned orientation appearance models using a fusion approach motivated by the original AAM. By combining the proposed models with a particle filter, the proposed tracking framework achieved robust and accurate performance in videos with non-uniform illumination, cast shadows, significant pose variation and occlusions. To the best of our knowledge, this is the first time that subspace 
