Given a finite ring A which is a free left module over a subring R of A, two types of R-bases are defined which in turn are used to define duality preserving maps from codes over A to codes over R. The first type, pseudo-self-dual bases, are a generalization of trace orthogonal bases for fields. The second are called symmetric bases. Both types are illustrated with skew cyclic codes which are codes that are A-submodules of the skew polynomial ring A[X; θ]/ X n − 1 (the classical cyclic codes are the case when θ = id). When A is commutative, there exists criteria for a skew cyclic code over A to be self-dual. With this criteria and a duality preserving map, many self-dual codes over the subring R can easily be found. In this fashion, numerous examples are given, some of which are not chain or serial rings.
Introduction and Overview
Codes over rings have been a major topic in coding theory ever since the discovery of the connection between linear codes over Z 4 to some good non-linear binary codes in [14] . They showed that there is a (Gray) map from codes over Z 4 to codes over F 2 2 for which the mentioned good linear codes were the images of linear Z 4 codes. Many classical constructions of codes over fields like cyclic codes and geometric codes have been generalized to rings ( [5, 21] ). The idea of mapping codes from larger rings onto codes over smaller rings has now been a growing topic where not only non-linear but also linear mappings are used. Example 1.1. Consider the F 2 -algebra A = F 2 [x]/(x 2 ) (see [16] ). Using the ordered F 2 basis (1, x) of A, any n-length code over A can be mapped to a 2n-length code over F 2 via the bijection Φ : A n → (F 2 ) 2n ; (a 1 , a 2 , . . . , a n ) → (α 1,1 , α 1,2 , α 2,1 , α 2,2 , . . . , α n,1 , α n,2 ) where a i = α i,1 + α i,2 x is the representation of a i in the basis (1, x) . The image of a linear code over A is a code over F 2 . Specifically, consider g = X 2 + xX + 1 ∈ A[X]. This polynomial is a divisor of X 4 − 1 ∈ A[X] and generates a cyclic code (g)/(X 4 − 1) ⊂ A[X]/(X 4 − 1) of length 4 over A. In the standard correspondence of (g)/(X 4 − 1) with A 4 , g corresponds to (1, x, 1, 0). Mapping g to F is a generator matrix of the binary image of the cyclic code over A generated by g.
Self-dual codes have become a central topic in coding theory due to their connections to other fields of mathematics such as block designs [8] . In many instances, self-dual codes have been found by first finding a code over a ring and then mapping this code onto a code over a subring through a map that preserves duality. Often, these maps have been found through ad hoc methods. For instance, in [25] , the local Frobenius non-chain rings of order 16 were found and a map that preserves duality was presented for each ring. In the literature, the mappings typically map to codes over F 2 , F 4 and Z 4 since codes over these rings have had the most use. 2 ) generated by g(X) = X 2 + xX + 1 ∈ A[X]. Since g equals its reciprocal polynomial X 2 · g(1/X), the code C is self-dual of length 4 over A. However, the binary image of C obtained in previous example using the basis (1, x) is not a self-dual binary code. If we use the F 2 -basis (1, x + 1) to map to F Note that the code word (1, x, 1, 0) corresponding to g ∈ A[X]/(X 4 − 1) can be written (1 · 1 + 0 · (x + 1), 1 · 1 + 1 · (x + 1), 1 · 1 + 0 · (x + 1), 0 · 1 + 0 · (x + 1)) and maps to the first row (1, 0, 1, 1, 1, 0, 0, 0), while the second row is the image of (1 + x) · g. It is well known ( [16] ) that in the F 2 -basis (1, x + 1) of A, the image of a self-dual code over A is always a self-dual code over F 2 . Therefore, the basis (1, x + 1) preserves duality under this mapping.
We aim to give criteria for bases which guarantees the basis preserves duality. Our setting is as described above: A is a finite ring that is a free left module over a subring R of A. We present two types of bases that have this duality preserving property. The first, pseudo-self-dual bases, are a generalization of trace orthogonal bases which have been defined for algebras over finite fields in [28] and [6] . The second, symmetric bases, are a generalization of the same for finite fields defined in [27] . In the case of symmetric bases, it is required that A, not only be a left R-module, but a left R-algebra which in turn then requires that R ⊂ Z(A).
Other than in [3] , where a criterion is given to find a basis for F q [x]/(x t ) that maps self-dual codes over F q [x]/(x t ) to self-dual codes over F q , the authors are unaware of general methods for finding duality preserving maps. The methods herein are much more general than that in [3] . It is shown here that the criteria for an F q -basis for F q [x]/(x t ) to preserve duality given in [3] is equivalent to the basis being symmetric (see Proposition 3.19) .
Given a ring A and a subring R for which one has a duality preserving map as described along with a method for finding self-dual codes over A ( [9, 17] ), ultimately one can find self-dual codes over R. In order to illustrate the use of duality preserving maps in this fashion, we will discuss codes over a ring A for which the dual of a code (and therefore self-dual codes) can be constructed algebraically. The class of codes under consideration are the well known skew-cyclic codes over A which are left ideals of A[X; θ]/(X n − 1). Here A[X; θ] is the skew polynomial ring where θ is an automorphism of A. These codes have the property that if (a 0 , . . . , a n−2 , a n−1 ) is in a code C then (θ(a n−1 ), θ(a 0 ), . . . , θ(a n−2 )) is in C. Notice that if θ is the identity, these codes are simply the classical cyclic codes over A. In many cases the ring A[X; θ] is not a unique factorization domain, which leads to many different skew-cyclic codes and self-dual skew-cyclic codes.
The paper is organized as follows: Section 2 contains preliminaries and definitions needed throughout the rest of the paper. Section 3 lays out the two methods for finding duality preserving bases. In Section 4, skew polynomial rings and skew cyclic codes are defined and a few illustrative examples are given. Finally, in Section 5, many self-dual skew cyclic codes are found along with the parameters of their images under a duality preserving map.
Preliminaries
For a ring A, Aut(A) is the automorphism group of A, a subset C of A n is an n length code over A and if C is an A-submodule of A n then C is an A-linear code over A. For a finite ring A and a subgroup H of Aut(A), the fixed subring of H is A H = {a ∈ A|h(a) = a for all h ∈ H} and the trace function with respect to H is 
For a ring A, an anti-automorphism σ on A and a left A-module M , a σ-sesquilinear form on M is a map ·, · : M × M → A such that if x, y, z ∈ M and a ∈ A then x + z, y = x, y + z, y , x, y + z = x, y + x, z , ax, y = a x, y and x, ay = x, y σ(a). In addition, if σ( x, y ) = y, x then the form is called a σ-hermitian form. A σ-sesquilinear form with the property that x, y = 0 ⇐⇒ y, x = 0 is called reflexive. Clearly a σ-hermitian form is reflexive. Proposition 2.2. Let A be a ring, σ be an anti-automorphism on A and M be a left A-module. Define the map
Then ·, · is a σ-sesquilinear form. Furthermore, ·, · is a σ-hermitian form if and only if σ is involutory.
Proof. Clearly, ·, · is a σ-sesquilinear form. Assume ·, · is hermitian. For a ∈ A, a = a (1, 0, . . . , 0), (1, 0, . . . , 0) = (a, 0, . . . , 0), (1, 0, . . . , 0) . Since σ is hermitian, σ 2 (a) = σ 2 ( (a, 0, . . . , 0), (1, 0, . . . , 0) ) = a showing σ is involutory. Now, assume σ is involutory. For x, y ∈ A k , σ( x, y ) = σ(
When the form in Proposition 2.2 is hermitian, it is known as the standard σ-hermitian form on A k which we denote as x, y A k . If σ is the identity map, x, y A k is known as the the standard bilinear form on A k . Since the identity map is an involution if and only if A is commutative, we may only consider the standard bilinear form on A k when A is commutative. If R is a subring of A such that σ(R) = R then σ| R is an involution on R. Then, if entries in A k are restricted to R k , the standard σ-hermitian form on A k is the standard σ| R -hermitian form on R k . We will specialize to the standard σ-hermitian form on A k for which we define the orthogonal of a code. From Proposition 2.2, we know then that σ is an involution (an involutory anti-automorphism). For a finite ring A, the standard σ-hermitian form on A k and an A-linear code
The dual we have defined is typically referred to as the left dual. There is an analog notion of a right dual. These of course when working over a commutative ring are identical. Furthermore, since we have defined the dual based on a hermitian form and a hermitian form is reflexive (see definition above), the left and right duals coincide over non-commutative rings as well, that is
From Wood's fundamental results in [29] we have the following. For this and other reasons presented in [29] , most coding theorists restrict there study to codes over Frobenius rings. For the definition and details about Frobenius rings see [29] . We will keep things general and not restrict the development of the theory to Frobenius until necessary. To illustrate one of the difficulties of working on codes over non-Frobenius rings we provide the following example. 
Duality Preserving Bases
Throughout this section let n ∈ N, let A be a finite unitary ring which is a free left module over a unitary subring R of A, B = (v 1 , . . . , v r ) be an ordered left R-basis for A and σ be an involution on A such that σ(R) = R. Define the component maps
and
We first show the connection between the inner product on A n and the inner product on R rn . To that end we introduce the following, let
and let M be the block diagonal nr × nr matrix with M on the diagonal.
Proof. Let x i and y i be the i-th component of x and y respectively. Note that for a ∈ A, a = ρ(a)B T . Then
In this section we investigate the sufficient conditions on B so that x, y A n = 0 implies Φ(x), Φ(y) R nr = 0 giving a so called duality preserving basis. We will give two separate conditions on B that guarantee it will preserve duality.
Pseudo-Self-dual Bases
In this subsection we consider pseudo-self-dual bases and show that such bases preserve duality. In [28] , trace orthogonal bases for finite field extensions were defined. We extend this definition to include ring extensions in our setting as we consider the extension A ⊃ R. Definition 3.2. For a subgroup H of Aut(A) we define the following. B is a σ-trace orthogonal basis with respect to H if for 1 ≤ i, j ≤ r, T r H (v i σ(v j )) = 0 if and only if i = j. In addition, if there exists γ ∈ A that is not a zero divisor, commutes with elements of R and T r H (v i σ(v i )) = γ then B is called a σ-pseudo-self-dual basis with respect to H. Furthermore, if γ = 1, B is called a σ-self-dual basis with respect to H. Example 3.3. The ring M 2 (F 3 ) has an automorphism group isomorphic to S 4 , 10 involutions, a unique subfield F 3 of order 3 and three subfields F 9,1 , F 9,2 and F 9,3 of order 9 whose groups of units are generated respectively by 0 1 1 1 , 0 
) has σ-pseudo-self-dual bases only for F 9,3 of the 3 subfields of order 9.
2. For some involutions such as
) has σ-pseudo-self-dual bases for all 3 subfields of order 9. M 3 (F 3 ) has (a) 8 σ-self-dual and 56 σ-pseudo-self-dual F 9,1 -bases with respect to
(b) 48 σ-self-dual and 48 σ-pseudo-self-dual F 9,2 -bases with respect to
(c) 8 σ-self-dual and 56 σ-pseudo-self-dual F 9,3 -bases with respect to
Lemma 3.4. Let H be a subgroup of the automorphism group of A such that
Proof. Since R ⊂ A H and B is σ-trace orthogonal w.r.t H, by Lemma 2.1 we have that
The next lemma shows that a map defined using a σ-pseudo-self-dual basis preserves orthogonality. It is important to note here that any σ hermitian form on A restricts to a hermitian form on R since σ(R) = R.
Lemma 3.5. Let H be a subgroup of the automorphism group of A such that R ⊂ A H and x, y ∈ A n . Assume B is σ-pseudo-self-dual basis w.r.t H and that
Proof. Since B is σ-pseudo-self-dual basis w.r.t H there exists a γ ∈ A that commutes with R, is not a zero divisor and for 1 ≤ i, j ≤ r with i = j, T r H (v i σ(v i )) = γ and T r H (v i σ(v j )) = 0. By Lemma 3.4 and using definitions for x and y from that lemma we have
Since γ is not a zero divisor, Φ(x), Φ(y) R nr = 0.
For an alternate view of the previous result, we return to the notation introduced at the beginning of this section. From Lemma 3.1 we have that
T .
In the setting of Lemma 3.5 we have then
Again, since γ is not a zero divisor, Φ(x), Φ(y) R nr = 0. The point here is this. In general, if T r H (M) = γI nr which boils down to T r H (M ) = γI r , then B is a σ-pseudo-self-dual basis for A over R. If in addition, R ⊂ A H we see that B will preserve duality. 
⊥ . We know |C| = |Φ(C)|. Since A and R are Frobenius rings, from Lemma 2.3, we have that
Example 3.7. (see section 4 in [18] ) For A = GR(4, 2), the Galois ring consists of all elements of the form α 0 + α 1 ξ where α i ∈ Z 4 and ξ 2 + ξ + 1 = 0, the automorphism group is of order 2 generated by θ : A → A defined by θ : ξ → 3ξ + 3. With σ = id or σ = θ, it turns out that A has no σ-self-dual basis over its prime ring Z 4 , but has 8 σ-pseudo-self-dual bases over Z 4 : {3ξ + 2, ξ + 1}, {ξ + 1, ξ + 2}, {3ξ + 2, 3ξ + 3}, {3ξ + 1, ξ}
For each basis and each involution, T r H (vσ(v)) = 3 for each basis element v. The basis {ξ, ξ + 3} was used in [9] to map Euclidean self-dual codes over A to Euclidean self-dual codes over Z 4 .
In [4] , it was shown that codes over A can be mapped to codes over F 4 . In [2] self-dual cyclic codes over A were studied. In the process they show (Proposition 2 of [2] ) that there is a map from A n to F 2n 4
that preserves self-orthogonality for a particular hermitian form. It turns out that this map is defined using a σ-self-dual F 4 basis for A and the hermitian form is the standard σ-hermitian form on A where σ is the anti-transpose on A. Much more can be said about this map, specifically that it preserves duality for not only the hermitian form based on the anti-transpose on A but also the hermitian form based on the transpose on A and a few others. This is what we shall show here. The following identifications for the elements of M 2 (F 2 ) will be used throughout.
We first compute the automorphisms and anti-automorphisms of A. The set of units of R is {I, i, u 1 , u 2 , u 3 , u 4 }. The units i, u 2 and u 3 are of multiplicative order 2 and the units u 1 and u 4 are of multiplicative order 3. The set {I, i, u 1 , u 2 } is an F 2 -basis for A. Replacing i or u 2 with u 3 will still be a basis, as will replacing u 1 with u 4 . Now, any automorphism or anti-automorphism of A must send units to units of the same order. There are 12 such maps A → A that send units to units of the same order. They form a group isomorphic to a subgroup of S 6 . Consider three of these maps which we express in cycle notation on the set of units. Let τ be the map (u 2 u 3 ), ψ be the map(u 1 u 5 ) and θ be the map (iu 2 u 3 ). It turns out that τ is the transpose, ψ is the anti-transpose (the reflection of a matrix about the anti-diagonal) and
Note that τ and ψ are anti-automorphisms on A and θ is an automorphism on A. From this we deduce that the automorphism group is isomorphic to S 3 and generated by τ ψ and θ which is {id, θ, θ 2 , τ ψ, τ ψθ, τ ψθ 2 }. The set of antiisomorphisms are {τ, ψ, τ θ, ψθ, τ θ 2 , ψθ 2 }. The subset of these, {τ, ψ, τ θ, τ θ 2 }, is the set of involutions of A, the remaining anti-isomorphisms having order 6.
Let R = {I, z, u 1 , u 4 }. Notice, R is a subring of A isomorphic to F 4 and A is a free left R-module with left R-basis B = (I, i). Notice ψ is simply the frobenius map when restricted to R and is the conjugation map on A from Section 4.2 in [2] . Of course ψ(R) = R. Let H be the group generated by θ whose fixed ring is R. Since T r H (Iψ(i)) = T r H (iψ(I)) = z and T r H (Iψ(I)) = T r H (iψ(i)) = I, B is a ψ-self-dual basis w.r.t. H. Since A and R are Frobenius, by Theorem 3.6, the dual of a code over A is mapped to the dual of the image of the code over R where the hermitian form being considered is based on the anti-transpose. Since ψ restricted to R is simply the Frobenius map on F 4 we are considering standard ψ-hermitian form on R.
It can be similarly shown that B is a τ -self-dual basis w.r.t. H. The difference here is that τ is the identity on R. So, the τ -hermitian form restricted to R is simply standard Euclidean form. Using Magma, we found all σ-pseudo-self-dual F 4 -bases for M 2 (F 2 ) for each given involution, σ.
1. These are the σ-pseudo-self-dual F 4 -bases w.r.t. H = θ for M 2 (F 2 ) for each involution σ:
• σ = τ θ: {I, u 2 }, {i, t}, {u 1 , u 3 }, {r, a}, {b, e 4 }, {e 2 , t}
The following are the σ-pseudo-self-dual F 2 -bases w.r.t. H = Aut(A) for A for each involution σ :
Lemma 3.9. Let H be a subgroup of Aut(A) such that R ⊂ A H and ϕ be an involution on A such that ϕ(R) = R. Then
Proof. The results 1-3 are straight forward. For 4, let v, w ∈ B.
The next proposition is immediate from Lemma 3.9.
Proposition 3.10. Let H be a subgroup of the automorphism group of
A such that R ⊂ A H , ϕ be an involution on A such that ϕ(R) = R. Then B is σ-pseudo- self-dual
basis w.r.t H if and only if {ϕσ(v)|v ∈ B} is a ϕσϕ-pseudo-self-dual basis w.r.t ϕHϕ over R of A.
Example 3.11. We return to Example 3.8. Since ψ conjugated with any other involution is ψ, applying Proposition 3.10 to a ψ-pseudo-self-dual basis will produce a ψ-pseudo-self-dual basis. Similarly, τ conjugated τ or ψ is τ , applying Proposition 3.10 in these cases will only produce a τ -pseudo-self-dual basis from τ -pseudo-self-dual basis. More interestingly though, (τ θ)τ (τ θ) = τ θ 2 . Now if we apply Proposition 3.10 with the involution τ θ to a τ -pseudo-self-dual basis, we obtain a τ θ 2 -pseudo-self-dual basis. Similarly, (τ θ 2 )τ (τ θ 2 ) = τ θ. If we apply Proposition 3.10 with the involution τ θ 2 to a τ -pseudo-self-dual basis, we obtain a τ θ-pseudo-self-dual basis. This explains why there are the same number of τ , τ θ and τ θ 2 pseudo-self-dual bases.
It is not always the case that A has a σ-pseudo-self-dual basis over R. For instance, from the full list of indecomposable commutative rings of order 16 given in [25] , none of the rings
have a σ-pseudo-self-dual basis for any proper subring. This is not to say that no duality preserving map exists over these rings as will be seen in the next subsection where we look at an alternative property which guarantees duality preservation. In the case of Z 4 [x]/(x 2 + 2x) it is true that no such duality preserving map exists as this was shown in [26] . Similarly, we can find examples where A is noncommutative and does not have a σ-pseudo-self-dual basis over R. For instance,
where θ is the Frobenius map on F 4 extended to
Symmetric Bases
In this section assume additionally that A is a free R-algebra not simply a left R-module. Although we do not assume A is commutative here, if we assume B is symmetric (defined below), A must be commutative. See Lemma 3.16. So, this section in reality is strictly about commutative alphabets. In the commutative case, σ is simply an order two automorphism or the identity map. This allows us to consider the Euclidean inner product on commutative rings in our setting which is not possible in the non-commutative case as the identity map is not an involution in that case.
Definition 3.12. For a ∈ A, let M a denote the matrix w.r.t. B representing the linear transformation of right multiplication by a, i.e.
In the above definition M a acts on row vectors from R r on the right. It is well know that sending a ∈ A to M a is an embedding of A in M r (R). Since for a ∈ A, ρ(a) is just the representation of a in B, the following lemma is immediate.
In [27] , symmetric bases were defined for field extensions. As we did with trace orthogonal bases in the last section, we extend the definition of symmetric bases to include the ring extensions we are considering. If B is symmetric, since {M v |v ∈ B} is a basis for {M a |a ∈ A} we have the following lemma. If A has a symmetric basis, it turns out that it must be commutative. Proof. Let a, b ∈ A. By Lemma 3.15,
So, ab = ba.
Lemma 3.17. Assume B is symmetric and that σ fixes the elements of B. Let x, y ∈ A n where x, y A n = 0. Then Φ(x), Φ(y) R nr = 0.
Since σ fixes the elements of B,
Since B is symmetric, by Lemma 3.13 and Lemma 3.15 we have
Theorem 3.18. Let C be an n length linear code over A. Assume A and R are Frobenius rings, B is symmetric and σ fixes the elements of B. Then
Proof. By Lemma 3.17, since B is symmetric and σ fixes the elements of B,
We know |C| = |Φ(C)|. Since A and R are Frobenius rings, from Lemma 2.3, we have that
In [3] the ring F q [x]/(x t ) is considered. Among other results, a condition on the change of basis matrix which changes from the standard basis, {1, x, . . . , x t−1 }, to some other basis is given which guarantees that the new basis preserves orthogonality. It turns out that this condition is equivalent to the new basis being symmetric. This is the subject of the next proposition. 
Proof. In the following we use the embedding of A in M r (F q ) as in Definition 3.12 where for a ∈ A, M a is its matrix representation and · is the Euclidean inner product on F r q with respect to B. Then
Assume B is symmetric. Then for m, n ≥ 0
With this it can easily be shown BB T is upper anti-triangular with constant anti-diagonals. Now assume BB T is upper triangular with constant anti-diagonals. This condition is equivalent to saying ρ(1)·ρ(
. In some sense this says that the inner product respects the multiplication in A.
Using this condition it can be shown that ρ(ab)·ρ(c)
Now that we see that the condition presented in [3] Proposition 5 is equivalent to a basis being symmetric, it is clear that their condition guarantees that the basis preserves duality which is the essence of Proposition 5 and Corollary 1 in [3] . ⊥ . There are no pseudo-self-dual bases for A over F 2 nor F 4 . But, A has 18 symmetric bases over F 4 = F 2 (α) ⊂ A (out of 90 bases over F 4 ) (see also [24] ):
1. {1, α 2 x + 1} is the unique symmetric basis whose elements are invariant under the order 2 automorphism σ 1 defined by α → α 2 and x → αx. Since σ 1 restricts to the Frobenius automorphsim on F 4 , the basis {1, α 2 x + 1} allows to maps selfdual code for the σ 1 -hermitian form over A onto a hermitian self dual code over F 4 .
2. {1, αx + 1} is the unique symmetric basis whose elements are invariant under the order 2 automorphism σ 2 defined by α → α 2 and x → α 2 x. Since σ 2 restricts to the Frobenius automorphsim on F 4 , the basis {1, αx+ 1} allows to maps selfdual code for the σ 2 -hermitian form over A onto a hermitian self dual code over F 4 .
3. {1, x+1} is the unique symmetric basis whose elements are invariant under the order 2 automorphism σ 3 defined by α → α 2 and x → x. Since σ 3 restricts to the Frobenius automorphsim on F 4 , the basis [1, x + 1] allows to maps selfdual code for the σ 3 -hermitian form over A onto a hermitian self dual code over F 4 .
The ring A has also 18 symmetric bases over F 2 (out of 840 bases of A over None of these 18 bases have the property that its elements are fixed under an automorphism of order 2 since only the identity can fix the elements of a basis over the prime ring. The ring A has also 3 subrings isomorphic to
. There are 24 symmetric bases of A over R, one such a basis is (1, α) for which
Another symmetric basis of A over R is (x + 1, α) for which the matrices M v are
Example 3.21. The Galois ring A = GR(4, 2) defined in example 3.7 has 24 symmetric bases (among which are the 8 σ-pseudo-self-dual bases previously found). An example of a new basis is {1, ξ + 2}. An example of such a basis is (y + 1, x + 1, xy + x + y + 1, 1). The ring A has also 7 subrings isomorphic to
. For the subring R = {0, 1, x, x + 1} there are 48 symmetric bases of A over R. One such a basis is (y + 1, x + 1) for which
Example 3.28. The ring F 2 [x]/(x 3 ) of order 8 has no self dual basis but has four symmetric bases:
Example 3.29. The ring F 2 [x]/(x 3 −1) of order 8 has no self dual basis but has three symmetric bases: 
The ring
, whose automorphism group is D 8 , has 576 symmetric basis over F 9 . An example of such a basis is 1, x + α 6 where α is a generator of F * 9 . has also many symmetric basis over F 3 . An example of such a basis is (x + y + 2, xy + x + y + 1, 1, xy + 2x + y).
5. The ring F 9 [x]/(x 2 + x) has 256 symmetric basis over F 9 . An example of such a basis is (x + 1, x) . The ring F 9 [x]/(x 2 +x) has also many symmetric basis over F 3 . An example of such a basis is 1, a 6 x + a 6 , a 6 x, x + 2 .
Principal skew module codes over rings
Following ( [9, 10, 12] ) we now introduce the notion of a "principal skew cyclic module" codes C over a ring A which are a generalization of cyclic codes. In [9] principal skew module codes over the Galois ring A = GR(4, 2) where considered (cf. example 3.7). We refer to the above three papers for further proofs and references.
Starting from the finite ring A and an automorphism θ of A, we define a ring structure on the set A[X; θ] = {a n X n + . . . + a 1 X + a 0 |a i ∈ A and n ∈ N}. The addition in A[X; θ] is defined to be the usual addition of polynomials and the multiplication is defined by the basic rule X · a = θ(a)X (a ∈ A) and extended to all elements of A[X; θ] by associativity and distributivity. With these two operations A[X; θ] is a ring know as a skew polynomial ring or Ore ring. If the leading coefficient of g ∈ A[X; θ] is invertible, then for any f ∈ A[X; θ] there exists a unique decomposition f = qg + r where either r = 0 or deg(r) < deg(g). . The length of the code is n = deg(f ) and its dimension is k = deg(f ) − deg(g), we say that the code C is of type [n, k] . If the minimal Hamming distance of the code is d, then we say that the code C is of type [n, k, d] A . We denote this code C = (g) n,θ . If there exists an a ∈ A * such that g divides X n − a on the right then the code (g) n,θ is θ-constacyclic. We will denote it (g) a n,θ . If a = 1, the code is θ-cyclic and if a = −1, it is θ-negacyclic.
For a principal module θ-cyclic code (g) θ n of length n over a ring A, we have
When θ is the identity we obtain the classical cyclic codes, showing that principal module θ-cyclic code are a natural generalization of cyclic codes.
Note that a submodule A[X; θ]g/A[X; θ]f ⊂ A[X; θ]/A[X; θ]f where g is not monic will in general not be a free A[X; θ]-modules.
For g = n−k i=0 g i X i , the generator matrix of a module θ-code (g) n,θ is given
In many cases, A[X; θ] is not a unique factorization domain, therefore there can be many divisors of X n − 1 leading to many principal skew cyclic module codes as well as many classical cyclic codes. In the following table we give, depending on the ring A, the number of distinct monic right divisors of degree r of X n − 1 for n = 2r in A[X; θ]. The case θ = id corresponds to A[X] and therefore to classical cyclic codes over A, while the case θ = id is the total number of all right divisors of degree n/2 in all rings A[X; θ] where θ = id 2  8  64  4  20  4  28  4  16  4  14  4  64  608  16  122  32  256  16  80  16  50  6  512  1648  88  680  64  528  64  384  76  380  8  4096 30848 256  3074  1024  9216  512  1536  256  770   Table 1 : Number of monic factors of degree n/2 of X n − 1 ∈ A[X; θ] 
), and therefore spanned over R by the lines corresponding to
Therefore the lines of the generating matrix of Φ(C) are given by the image under Φ of the vectors corresponding to the polynomials 
The first line corresponds to the image under Φ of the coefficients of
Instead of R = F 2 we now consider the subfield 
Rings with many automorphisms produce more principal skew module codes.
/(x 2 ) defined in example 3.20 and θ ∈ Aut(A) ∼ = S 3 of order 2 defined by θ(α) = α 2 and θ(x) = x. The θ-skew cyclic codes of type [2, 1] A are generated by one of the 6 monic right divisors and is of hamming distance 3. Therefore the set of image codes obtained under mapping (and the best possible hamming distance) depends of the chosen F 4 -basis.
Self dual codes
Using a basis for a Frobenius ring A over a subring R that preserves duality as described in Section 3, the image code Φ(C) of a self-dual code C over A is guaranteed to be self dual code over R. Having a method for constructing selfdual codes over A then, we may find self-dual codes over R. In this section, the setting will be the following. We start with a finite Frobenius commutative ring A which is an R-algebra with a duality preserving R-basis where R a subring of A. We focus on skew cyclic codes over A and use Corollary 6 of [13] which provides a method for finding Euclidean self-dual skew module codes over a commutative ring A. For examples of classical constructions for self-dual cyclic and θ-cyclic codes which are well-known examples of skew-module codes, see [1, 7, 22, 23, 30] . Algebraic characterizations of self-dual cyclic codes exists also for noncommutative rings in [15] .
Definition 5.1 (cf. [13] ). Let A be a commutative ring and θ be an automorphism on A. The skew reciprocal polynomial
The left monic skew reciprocal polynomial of h is h
When θ is the identity we obtain again the classical reciprocal polynomial. Since θ is an automorphism, the map * : A[X; θ] → A[X; θ] given by h → h * is a bijection. In particular for any g ∈ A[X; θ] there exists a unique h ∈ A[X; θ] such that g = h * and, if g is monic, such that g = h ♮ .
Corollary 5.2 (cf. [13]). Let A be a commutative ring and θ be an automorphism on
A. A module θ-code (g) θ 2k with g ∈ A[X; θ] of
degree k is self-dual if and only if there exists
According to the table given in [11] , the self dual skew module codes [16, 8] F4 over F 4 constructed directly in F 4 [X; θ] (i.e. starting with a ring of order 4) are of minimal distance at most 4. The next example shows that using rings of order 16 in order to obtain codes over F 4 produces more codes, among which is an optimal [16, 8, 6 ] F4 self dual code (cf. [19] ).
2 ) defined in example 3.20. For each θ ∈ Aut(A) ∼ = S 3 we consider the self-dual θ-cyclic codes of length 6 over A which can be characterized using the previous corollary. The number ♯ θ of polynomial that generate a self-dual θ-cyclic code over A of length 6 depends on the order of θ |θ| 1 3 2 ♯ θ 24 36 12
For θ ∈ Aut(A) of order 1 (classic cyclic codes) and 3 the best hamming distance obtained under the mapping Φ using all the symmetric F 4 -bases given in example 3.20 is 4. For θ ∈ Aut(A) of order 2 given by α → α 2 ; x → αx the self-dual θ-cyclic code over A generated by the right divisor Table 2 gives, depending on the length n = 2k of the code, the number of skew polynomials of degree k who satisfy the criteria of corollary 5.2 in some ring A[X; θ] and generate a θ-cyclic self-dual code over A. Here we count the polynomials, not the different codes obtained. The number of such polynomials is connected to the size of the ring A and to the size of the automorphism group of A since each automorphism gives a new skew polynomial ring with a different arithmetic. The identity automorphism corresponds to the classical commutative polynomial ring over A and the codes are cyclic codes in this case. The number of polynomials also depends on other properties of the ring like the number of monic factors of X n − 1 ∈ A[X; θ] (cf. Table 2 ). Table 3 compares the best hamming distance d of the self-dual binary codes of type I and II obtained under the mapping Φ to the hamming distance d in the tables (cf. [19] . The index θ indicates that this hamming distance for the mapping can only be obtained using skew polynomials A[X; θ] where θ = id, i.e. this distance cannot be obtained using classical cyclic codes in A[X]. The best distance of a binary self-dual code of length 24 of type I and II obtained by mapping a classical cyclic (where the automorphism is the identity) self-dual code over
The best distance of a binary self-dual code of length 32 of type I and II obtained by mapping a classical cyclic self-dual code over Example 5.4. Self-dual skew cyclic codes over A = GR(4, 2) are classified in [9] . There are 8 generators of self-dual codes of length 4 that divide X 4 − 1 ∈ GR(4, 2)[X; θ] (for θ = id, there are none in GR (4, 2) [X]) among them X 2 + (w + 1)X + 3w which is of minimal Lee distance 6 and therefore optimal (cf. [22] ). There are no generators of self-dual skew cyclic codes of length 8 over GR(4, 2) (whose generator divides X 8 − 1 ∈ GR(4, 2)[X; θ]). There are 192 generators of self-dual skew cyclic codes of length 8 over GR(4, 2) (whose generator divides X 10 − 1 ∈ GR(4, 2)[X; θ]) and the best Lee distance obtained is 10 while the optimal Lee distance is 12 (cf. [22] ) Example 5.5. Consider A = Z 4 [x]/(x 2 − 2). The automorphism group is isomorphic to D 2 of order 4. There are 8 generators of self-dual codes of length 4 that divide X 4 − 1 ∈ A[X; θ] for θ = id and for θ defined by x → 3x. An example is X 2 +xX +2x+3 ∈ A[X], which, in the symmetric Z 4 -basis (3x+1, 1) of A is mapped to a Z 4 -code of length 8 of optimal Lee distance 6 (cf. [22] ) whose generating matrix is the same as in the previous example. for each θ ∈ Aut(A) there are 32 generators self-dual cyclic codes of length 8 that divide X 8 − 1 ∈ A[X] for θ = id. An example is X 4 + (2x + 2)X 3 + (3x + 2)X 2 + (2x + 2)X + 2x + 3 ∈ A[X], which, in the symmetric Z 4 -basis (3x + 1, 1) of A is mapped to a Z 4 -code of length 16 of optimal minimal Lee distance 8 (cf. and weight distribution 1 + 448z 7 + 3360z 8 + 4992z 9 + . . . The best best image of a self-dual negacyclic code (whose generator divides X 8 + 1 in the classical commutative polynomial ring) is of minimal distance 4. The polynomial X 5 + α 11 X 4 + α 22 X 3 + α 16 X 2 + α 17 X + 3 ∈ F 25 [X; θ] generates a self-dual negacyclic skew module code C over F 25 . Using the above symmetric F 5 -basis the code C is mapped to an optimal self-dual code Φ(C) over F 5 (cf. [19] ) with minimal distance 8 and weight distribution 1 + 1280z 8 + 3200z 9 + 24848z 10 + . . .. There are no other possible weight distribution for a self-dual code Φ(C) over F 5 with minimal distance 8 which is the image of a self-dual negacyclic skew code. The best image of length 20 of a self-dual negacyclic code of length 10 over A (using the classical commutative polynomial ring) is of minimal distance 4.
Example 5.7. The automorphism group of the ring A = F 5 [x]/(x 2 ) of order 25 is isomorphic to the cyclic group C 4 of order 4. This leads to 4 skew polynomial rings, one of which is the standard commutative polynomial ring corresponding to the identity. For γ : x → 4x of order 2 the polynomial X 5 + (4x + 4)X 4 + 3X 3 + X 2 + (2x + 2)X + 2 ∈ A[X; γ] generates a self-dual negacyclic skew module code C of length 10 over A = F 5 [x]/(x 2 ). Using the symmetric F 5 -basis (x + 2, 1) the code C is mapped to an optimal self-dual code Φ(C) of length 20 over F 5 (cf. [19] ) with minimal distance 8 and weight distribution 1 + 1380z 8 + 2880z 9 + 24704z 10 + . . .. The best image of length 20 of a self-dual negacyclic code of length 10 over A (using the classical commutative polynomial ring) is of minimal distance 7.
