A number of results concerning the convergence in distribution of the largest eigenvalue of a large class of random covariance matrices have recently been obtained.
Introduction
Very important progress has been made in recent years in our understanding of the behavior of the eigenvalues of a large number of large-dimensional random matrices. In particular, a number of new results concern the fluctuation of these eigenvalues, i.e. we now have convergence in distribution results, as opposed to maybe more classical almost-sure convergence statements. These new findings show great promise for applications, for instance in Statistics.
Our focus in this paper is on fine convergence properties of the largest eigenvalue of a class of random covariance matrices. Our work owes a great deal to the pioneering work of Widom (1994, 1998) ; Widom (1999) ) and Johnstone (Johnstone (2001) ). Exciting recent developments in the area of random covariance matrices can also be found, for instance, in Bai and Silverstein (2004) , , Baik and Silverstein (2004) and Dozier and Silverstein (2004) .
Let us now be more specific about the question we address. In Johnstone (2001) , it was shown, among other things, that if X is an n×N matrix with standard complex Gaussian entries, l 1 , the largest eigenvalue of X * X, when properly renormalized, converges weakly (when n/N → γ ∈ (0, ∞)) to the Tracy-Widom law of order 2, which we call W 2 . We also denote by F 2 its cumulative distribution function and, following Johnstone (2001) , call matrices likes X * X, i.e. complex Wishart matrices with identity covariance, complex white Wishart matrices. For the sake of completeness, we remind the reader (see Tracy and Widom (1994) ) that if q solves q ′′ (x) = xq(x) + 2q 3 (x) q(x) ∼ Ai(x) as x → ∞ , then F 2 (s) = exp(− ∞ s (x − s)q 2 (x)dx) .
Let us recall the main result that we are using from Johnstone (2001) . Let
.
It was shown there that
Theorem 1 (Johnstone) . If n/N → γ ∈ (0, ∞),
The centering and scaling sequences arose in two steps: the first one was a deep analysis of the behavior of the largest zero of the N -th Laguerre polynomial associated with α = |n − N | when n and N tend to infinity. The second step was the realization that a slight modification of the "natural" centering and scaling sequences led to a better approximation in finite samples. (We also note that the particular centering and scaling introduced above was used in the real case, which we do not discuss here.)
It is clear that to use the Tracy-Widom law in Statistics or other applied areas, one would like to know at which rate this convergence is happening. As a matter of fact, one could argue that the Berry-Esseen theorem is largely responsible for the practical success of the central limit theorem. Here we will not reach such a level of refinement, but we will try to shed some light on the re-centering and re-scaling issue, and show that the properly renormalized largest eigenvalue of X * X converges at a speed of (at least) N 2/3 .
Before stating the theorem, we introduce some notations:
n + = n + 1/2 and N + = N + 1/2 , µ n,N = ( √ n + + N + ) 2 , and We call our "final" centering and scaling sequencesμ n,N andσ n,N (and define them below). We will denote by l n,N = l 1 −μ n,Ñ σ n,N the sequence of centered and scaled largest eigenvalues. Let l n,N denote the largest eigenvalue of X * X renormalized as above. There exists function M , such that as n, N tend to +∞, and n/N → γ ∈ [1, ∞) ∀s, N 2/3 |P (l n,N ≤ s) − F 2 (s)| ≤ M (s) .
The theorem remains valid under a wider set of technical conditions onμ n,N andσ n,N detailed in Subsection 4.1. If N > n, the theorem is valid after we switch n and N in all the displays. This effectively shows that it holds for γ ∈ R * + . The function M (s) decays to 0 at +∞, and is unbounded at −∞.
To explain how important this type of re-centering and re-scaling is, we have to say that withμ n,N = µ n,N andσ n,N = σ n,N , we could not show that the speed of convergence was higher than N 1/3 . The proof of the theorem makes clear that µ n,N -the centering sequence -was probably in this case the quantity that was "slowing us down".
The plan of the article is as follows: in Section 2, we review the techniques used in Johnstone (2001) to obtain Theorem 1 and outline our strategy for the proof. We then proceed to give the proof (in Section 3) of Theorem 2 in two steps. We will first show a "naive" analysis, with non-refined centering and scaling, to get intermediate (and needed) results and to highlight the difficulty that arises. Then we will provide a solution that will make natural our choice ofμ n,N andσ n,N . Finally, we discuss in Section 4 some of the properties of the bounding function M and present simulations to assess the quality of the Tracy-Widom approximation -using our centering and scaling sequences -across a range of dimensions.
Most of the technical questions that are necessary to carry out the proof but would obscure its explanation are relegated to the appendices. In the rest of the paper, we will assume that n ≥ N , n/N → γ ∈ [1, ∞), and by duality, this will take care of n < N and γ ∈ (0, 1]. It should be noted that the bounding functions we will obtain in the course of the proof look like they might depend on the particular γ we are choosing. We will see in Appendix A.6 that we can actually bound them independently of γ.
2 Outline of the proof
Review of known results
A strength of the method developed in Johnstone (2001) is that the intermediate steps lead to finitedimensional equalities, and limits are taken only at the last step. This is a crucial element in our being able to get rates of convergence estimates.
Recall that Johnstone, using Tracy and Widom's work Widom (1998),Widom (1999) ), shows that
where S τ is a known kernel 1 acting here on L 2 ([s, ∞)), and det is understood as a Fredholm determinant. Using continuity of the Fredholm determinant with respect to the trace class norm, Johnstone proceeds to show that S τ →S in trace class norm, whereS, the Airy kernel, was shown in Tracy and Widom (1994) to satisfy F 2 (s) = det(Id −S) .
It turns out that we can even control the difference of two Fredholm determinants in this situation using the following result from Seiler and Simon (1975) , cited in Reed and Simon (1978) (Lemma 4, , and Gohberg et al. (2000) (Section II.4 and Theorem IV.5.2):
Lemma 1 (Seiler-Simon) . Let A and B be in S 1 , the family of all trace class operators. If · 1 represents trace class norm, we have
1 the index τ is fundamentally related to the choice of µn,N and σn,N . We will nevertheless use this Sτ notation even when working with different sequencesμn,N andσn,N (instead of µn,N and σn,N ), in order to avoid cumbersome notations like Sτ , but we will keep in mind that our Sτ is not necessarily exactly the one appearing in Johnstone (2001).
Strategy for the proof
The strategy is now clear. Since all we have to do is control the difference | det(Id−S τ )−det(Id−S)|, the previous display makes clear that we just need to study S τ −S 1 , for S 1 is just a real and S τ 1 → S 1 from Johnstone (2001) . To help on this, we recall that we know from Johnstone (2001) that
for explicit G, G τ and H τ , all of them being Hilbert-Schmidt operators on L 2 ([s, ∞)), for all s ∈ R.
We have the following elementary lemma:
Since the tools involved in the proof of this lemma are somewhat different from the ones involved in other proofs, this is proved in Appendix A.4.
So to prove Theorem 2, it will be sufficient to show :
Lemma 3. We have the following estimates:
where U 1 , U 2 and U 3 are functions for which we have an upper bound.
The rest of the article will be devoted to proving these estimates. Let us now make a few remarks. The first one is structural: our proof makes fundamental use of the structure of S τ , i.e the fact that it is the sum of the product of two Hilbert-Schmidt operators. It also heavily relies on the fact that those operators are kernel operators with kernels of the form K(x, y) = K(x + y), which reduces our problem to studying certain functions, as opposed to the potentially more complicated objects that are "general" operators. Other problems having this same structure could be attacked by the same approach.
Closer to the problem we actually work on, let us mention that one has the choice of which rate to increase from 1/3 to 2/3 in Lemma 3. In our decomposition of S τ −S, G τ +H τ −2G plays a more important role (in terms of rates) than G τ − G or H τ − G do. This is why an important effort will be devoted to showing that we can get rate 2/3 for the convergence of G τ + H τ − 2G in Hilbert-Schmidt norm to 0. We will show later that the "natural" centering and scaling (natural for the perturbation analysis) leads to rate 2/3 for G τ − G 2 , but rate 1/3 for the two other elements of the previous display. Our "optimized" centering reflects the fact that we had to find a trade-off between an optimal centering for G τ and an optimal centering for H τ . This is partly why the "optimized" sequences look so involved.
In other respects, the operators mentioned here are kernel operators whose kernels are well known and understood. Because these kernels can be related to the solution of a perturbed Airy equation, our task is now essentially reduced to studying in detail the properties of a solution of a certain differential equation. This will become more clear in the course of the article. Note, finally, that Lemma 3 only deals with Hilbert-Schmidt norms, which are considerably simpler to manipulate and bound than trace class norms.
Technical details on the elements of the problem
Because of elementary results of linear algebra, namely the fact that X and X * have the same singular values (except for the multiplicity of those at 0), we can and do assume that n ≥ N in what follows. The notations we use are the ones found in Johnstone (2001) .
Let us introduce α N = n − N , and
where L α k is the k-th Laguerre polynomial associated with α. Then calling a N = √ N n, ϕ and ψ are defined as
. Now let Ai denote the Airy function, ϕ τ (s) =σ n,N ϕ(μ n,N + sσ n,N ), and similarly ψ τ (s) =σ n,N ψ(μ n,N + sσ n,N ). Finally, we have, when considering G τ , H τ and G as operators on L 2 ([s, ∞)),
The ϕ and ψ we introduce here are the same as in Johnstone (2001) , but we have used some elementary properties of Laguerre polynomials (see Szegö (1975) , p. 102) to transform their expression. All the details are given in Appendix A.5, where one will also find a remark explaining why the case α N = 0 does not pose a problem. This makes our rate work much simpler later, since we will have to deal with only two pieces (instead of four if we had kept the original representation) when adjusting the centering and scaling sequences to get rate 2/3.
Formulating the problem
In his study, Johnstone (2001) introduced an "intermediate" function that proved to be a powerful tool in the study of the problem. We introduce, following his idea, the very closely related function
This is valuable as the study of F n,N as N gets large turns out to be the study of a perturbation of the Airy equation, and this has been the subject of extensive investigations. See for instance, Olver (1974) , Chapter 11. In special functions parlance, we have
where W κ N ,λ N stands for the Whittaker function with parameters κ N = N + (α N + 1)/2 and λ N = α N /2. In the situation we are investigating here, namely n/N tends to a finite limit as n and N get large, Johnstone (2001) introduces the investigations of Olver (1974) concerning the so-called differential equations with one turning point to study the properties of W κ N ,λ N . In the case n/N → ∞, we would have to take care of the fact that the turning points coalesce (see El Karoui (2003)) to do the same. Note that we cannot really apply Olver's results directly, since the differential equation we consider depends on two parameters. In Appendix A.3, we explain why they apply nonetheless. This was implicit in Johnstone (2001), but we make it explicit for the sake of completeness.
We now need to relate F n,N to ϕ(·; α) and ϕ τ . We remark that
We have similar expressions for ψ τ , if we replace (n − 1, N ) by (n, N − 1) in the previous expression. So the problem essentially reduces to having a good understanding of F n−1,N and the other quantities written in the equation defining ϕ τ .
What do we need to control in order to get the rates?
Our objective is to get the rates mentioned in Lemma 3. In order to do this, we will prove the following fact:
for some function C that may differ in the 3 inequalities above.
The reason this implies Lemma 3 is that all the kernels are of the form K(x, y) = K(x + y), and we are dealing with Hilbert-Schmidt norms. In somewhat more detail, let us consider a Hilbert-Schmidt operator A (on L 2 ([s 0 , ∞))) with kernel K(x, y). Let us assume that K(x, y) = K(x + y) and n β |K(z)| ≤ χ exp(−z/2), for a certain χ ∈ R + . Let us call · 2 the Hilbert-Schmidt norm on L 2 ([s 0 , ∞)). It is well known (see Reed and Simon (1972), Theorem VI.23, p. 210 
Proof
Before we proceed to giving the proof, we remind the reader of the analysis carried out in Johnstone (2001) : F n,N (actually a closely related quantity) was analyzed using the Liouville-Green approximation, which we detail now. This will give us explicit bounds on how far F n,N deviates from the Airy function and will be the centerpiece of the analysis. A remark about notations: they are "naturally" heavy and we warn the reader that some abuse will take place, as we will not always use both indices "n" and "N ", even when it is clear that the function or sequence depends on both of them. But they will always be present when we give rigorous arguments and there might be a doubt about the quantities we are talking about.
This section is organized as follows: we first recall in detail the method that was used in Johnstone (2001) to show convergence of S τ toS. We then prove an intermediary result concerning the rate of convergence (2/3) of F n,N (µ n,N + σ n,N x)(µ n,N /(µ n,N + σ n,N x)) to Ai(x) on semi-infinite intervals of the form [s 0 , ∞). Then, we will show (in Subsection 3.4) that we can only guarantee a rate of 1/3 if we slightly perturb the centering and scaling. This will show equations (P2) and (P3) of Lemma 3. Finally, we will prove equation (P1) of Lemma 3 in Subsection 3.5.
Liouville-Green approximation for Whittaker functions
We recall that if we call
Following Johnstone (2001) , after changing variables to ξ = x/κ N , we get
Here ξ 1 = 2 − √ 4 − ω 2 and ξ 2 = 2 + √ 4 − ω 2 with ω =
Under our assumptions about n and N , ω 2 ∈ [0, 4 − δ], with δ > 0. This prevents the turning points ξ 1 and ξ 2 from coalescing, a crucial point in what follows. Note that to be precise, we should write that f (ξ) is really f (ω, ξ), as the family of functions f is indexed by ω. Now, following Olver (1974 ) Chapter 11, Johnstone (2001 introduces the change of variable (known as the Liouville-Green or WKB method)
Defining a new dependent variable W by w = (dζ/dξ) −1/2 W , one gets the new differential equation
where we insist on the fact that υ is also a function of ω, because f was. We also note that υ has a somewhat explicit expression, to which we come back in Appendix A.3, so the reader is referred there for more details. Then, if we denote byf = f /ζ, the recessive solution of the equation (Whittaker) 
where
Here M and E are the modulus and weight functions introduced in Olver ( 
Here, if n + = n + 1/2 and N + = N + 1/2,
with r N being non negative (as an aside, note that our r N corresponds to Johnstone (2001) 
We will occasionally use only the index N instead of n, N . When needed, we will make precise the n we are dealing with.
Gathering the different elements: a useful intermediate result
This subsection sets up the core of the technical work of the article. We introduce a class of functions (containing, of course, ϕ τ and ψ τ ) and study in Subsection (3.3) how its members deviate from the Airy function. In (3.3) we are going to choose the equivalent of an optimal centering and scaling for the (N, n) pair 2 and show that we can obtain rate 2/3. At the end of Subsection 3.3 we will have a much finer understanding of the issues involved, will know what is easy and hard to deal with and will have all the technical elements needed to tackle the proof of equation (P1). The conclusion of our work is that one could actually have rate 2/3 in (P2) and (3). The proofs will also imply that getting the rate 1/3 is "easy", and so we should reserve the hard-earned 2/3 rate to something that is harder to deal with, namely equation (P1). Subsection 3.3 will give us all the elements needed to do this, the details being taken care of in Subsection 3.5. We now carry out in detail the analysis.
About the deviation of F n,N and related functions from Ai
Let us note that ϕ τ (s) and ψ τ (s) have the same functional form. They can be written
where l and m are integer indexes, F l,m stands for the function introduced in equation (1), x(s) = m l,m + s l,m s and α l,m , m l,m and s l,m are sequences of numbers independent of s. Getting a lower bound on the rate of convergence in our original problem essentially reduces to studying how members of this class of functions deviate from the Airy function. A central element in doing this is the expression for F n,N mentioned in equation (5). We will decompose it into four blocks:
N ζ), and ε 2 (κ N , ξ).
The easiest part to deal with is ε 2 , as we will see, it is controlled by 1/κ N , with κ N ∼ (1 + γ)N/2, and our aim is to get only speed N 2/3 . So it is not going to cause us any problems (we will show that we control the other part of the expression defining ε 2 ).
Given the expression immediately following equation (5) 
Once again, it is not a troublesome quantity -given our objective of a 2/3 rate -since |r N − 1| goes to 0 like 1/N . Nevertheless, it will sometimes simplify our work to keep it in our analyses.
with respect to 1, there exists a sequence tending to a (finite) limit, denoted η N , such that
Since ε N will be as big as O(N −1/2 ), we will have to be more careful about this part in the final steps of the analysis. Finally, the most problematic part will turn out to be Ai(κ 2/3 N ζ). We recall that it was shown in Johnstone (2001) 
Here we will need first order asymptotics for ζ(x/κ N ). For ease of exposition, we will first focus on x N (s) = µ n,N + σ n,N s, and will get tox N (s) = µ n,N +σ n,N s -the "optimal" centering and scaling for ϕ τ + ψ τ -only after we understand what goes "wrong" in terms of rates with x N (s).
We will focus in the next several subsections on
, since, as we will see, the proof of Lemma 3, via fact 2.2.1, will rest on our ability to analyze quantities of the type
We split ∆ n,N into two parts:
we will occasionally use the notation o(n −1 , N −1 ) to state that a quantity is a o of both n and N , independently of how they mutually go to ∞.
We will assume from now on that α n,N = 1 + O(1/N ). Of course, we will verify that the sequence we eventually use has this property. We are going to show that, for s ∈ [s 0 , ∞), and C a function that might change from display to display,
Rationale for the rates
Before delving into the details of finding the bounds, we want to explain what is the rationale behind the rates corresponding to the different elements of the upper bounding sum. Recall that we are now working with a particular centering and scaling, namely x N (s) = µ n,N + σ n,N s.
• ∆ I n,N : essentially what happens is that, with this centering and scaling, κ 2/3 N ζ N (x N (s)) converges to s at speed N 2/3 , and we are able to deal with the rest of the elements at this "speed".
• ∆ II n,N : here, of course, only the rate of convergence of r N α n,N to 1 matters. The proof of (I2) is an immediate consequence of the estimate we gave for r N and of our assumption that α n,N = 1+O(1/N ), so we do not need to worry about it.
Proof of (I1)
The idea is simple: given the dynamics of κ 2/3 N ζ(x N (s)) (explored in more detail in A.2.3), we can achieve our objective by using the coarse bound
We will use the following notations:
Hence the previous inequality is just 4
It will turn out that B n,N is more "robust" to recentering and rescaling than D n,N : when modifying slightly the centering and scaling (i.e going from x N (s) tox N (s)), we will be able to achieve the same rate -2/3 -for B n,N (x N (s)) but not for D n,N (x N (s)).
We are going to split [s 0 , ∞) into three varying intervals, namely [s 0 , s 1 ], [s 1 , N 1/6 s 1 ] and [N 1/6 s 1 , ∞); on the first two of these intervals, we will principally use our understanding of ζ(ξ). This splitting will turn out to be natural because we will need to be precise on [s 0 , N 1/6 s 1 ], and will rely on Taylor expansions to carry out the work. N 1/6 s 1 is small enough at the relevant scale that they will be uniformly valid on [s 0 , N 1/6 s 1 ]. On the other hand, given the speed of decay of the Airy function, we will use coarse decay bounds for this special function on the last interval, where s is necessarily large, because N is large enough. Before we delve into the details, let us jump ahead and explain what controls the speed of decay to zero of B n,N and D n,N .
For B n,N (x N (s)), the key quantity is going to be
. So B n,N is also of this order, and the announced rate will hold because, roughly, κ
. This is more a take-away, heuristic message than a precise mathematical statement, but with this in mind, we can make everything rigorous.
For D n,N (x N (s)), we will see that what really matters is the rate of convergence of
on intervals where ε N (s) is "under control". The decay to zero of this quantity is what really hurts us in terms of rate when we cannot use (for the trade-off reasons described in 2.2) an optimal centering and scaling sequence for D n,N , i.e. when we have to work with D n,N (x N (s)) instead of D n,N (x N (s)). We will see in Subsection 3.5 how we can nonetheless overcome this difficulty.
Bounds for
So, using equation (5), we get
Note that the last line (without O (2001), A.8, so we just have to concentrate on the first part of the sum.
To do this, we split [s 0 , ∞) into [s 0 , s 1 ], [s 1 , n 1/6 s 1 ], and [n 1/6 s 1 , ∞). We treat the problems in decreasing order of difficulty.
• Case s ∈ I 1,N = [s 1 , N 1/6 s 1 ] First a note on s 1 : it is chosen as in Johnstone (2001), A.8, i.e. it is such that for s ≥ s 1 , 2/3κ 2/3 N ζ ≥ s. Also, we can assume that s 1 ≥ 1, which guarantees that Ai is positive on [s 1 , ∞), that Ai ′ is negative and increasing on this interval, and that
using properties of the Airy function cited in Olver (1974) , pp. 393-394. Now recall that we chose
as κ N /µ n,N ≍ 1. Once again,η N has a finite limit as N → ∞. Now on I 1,N , ε N = O(N −1/2 ), so 6 we conclude that
Hence, there exists χ, a constant independent of N and n -but whose value can change from display to display -such that
Combining the two previous results, we get, for s ∈ I 1,N ,
• Case s ∈ I 2,N = [N 1/6 s 1 , ∞) Here we can act heavy-handedly: the fast decay of the Airy function alone will suffice for our purposes. As a matter of fact, we use the very coarse bound
Now, since Ai ≤ ME −1 , using A.8 in Johnstone (2001) , it follows that
Since s ≥ N 1/6 s 1 , we have s ≥ 4/3 log(N ), which implies that
And similarly 7 , |Ai(κ
• Case s ∈ I 0,N = [s 0 , s 1 ] Here, the arguments we used on I 1,N apply and show that
For s ∈ I 0,N , the sequence κ 2/3 N ζ(x N (s)) is bounded, because, at n, N fixed, ζ is an increasing function of s, and it is uniformly bounded in N since κ and therefore,
In other words, we have shown that when N is large enough
Here we are of course going to be relying heavily on the first order asymptotics for κ 2/3 N ζ(x N (s)), given in equation (A.4) (in A.2.3, p. 23), and the fact that |Ai ′ (s)| is decreasing 9 on R + . We use the same decomposition of [s 0 , ∞) as in the B n,N case.
• Case s ∈ I 1,N We have from equation (A.4), p. 23:
Note that due to our choice of centering and scaling,
Therefore, using the mean-value theorem and the fact that |Ai ′ | is decreasing,
Now since s ≥ s 1 ≥ 1, using the first formula p. 394 of Olver (1974) , we get
which shows that indeed κ 2/3 N |D n,N | ≤ χe −s/2 on I 1,N .
• Case s ∈ I 2,N In this case, we can be as rough as we were on the corresponding interval for B n,N :
• Case s ∈ I 0,N Here, as we showed in the corresponding case for B n,N , κ 2/3 N ζ stays uniformly bounded when N goes to ∞. Moreover, the arguments given for I 1,N still hold, and we have
So equation (I1) is shown.
9 Ai ′ is increasing because Ai ′′ is positive on R+ according to the Airy equation, and we know that Ai ′ is negative on R+.
About (P2), (P3) and (P1)
We conclude from the previous subsection that if we choseμ n,N = µ n−1,N andσ n,N = σ n−1,N , we would have N 2/3 G τ − G 2 ≤ M 2 (s 0 ). The problems for (P3) and (P1) are essentially the same, so we will just focus on (P3). We have to understand how a non-optimal centering affects the rate of convergence of H τ to G. What we will see in 3.4.2 is that using µ n−1,N and σ n−1,N on H τ (instead of the "optimal" µ n,N −1 and σ n,N −1 ) prevents us from being able to show convergence of H τ to G at a speed faster than N 1/3 . Since we will need to compromise between H τ and G τ (because what is optimal for one is not optimal for the other), "favoring" G τ over H τ (or vice-versa) turns out to be a bad choice for the global problem and we need to investigate a new problem we now set up and will solve in Subsection 3.5.
Letμ n,N andσ n,N be, respectively, a centering and scaling sequence. Let us further assume that µ n,N − µ n−1,N = O(1) and (σ n,N /σ n−1,N − 1) = O(N −1 ). We will show that in this situation, (P2) holds. Later, we will show that we can find a pair (μ n,N ,σ n,N ) such that (P1) holds and at this point Theorem 2 will be proven.
So we are now dealing withx N (s) =μ n,N +σ n,N s. We have
When working with κ n−1,N ε n−1,N /σ n−1,N , the first term is already O(N −1/3 ). This is fundamentally what "harms" the rate when we do not choose an "optimal" centering and scaling sequence. We now look in more detail at B n−1,N (x N (s)) and D n−1,N (x N (s)). We will show in A.1.4, p. 21, that
n−1,Nσ n,N /μ n,N goes to 1 at rate 1 (i.e, it is 1 + O(N −1 )) and that it therefore satisfies the assumptions put forward in 3.2.2.
As we will soon see, this part is not really problematic: we keep the 2/3 rate even when choosing areasonable -non-optimal sequence.
Note that I 2,N is not a problem, as the upper bounding relied on the speed of the decay of the Airy function, and using (A.4), p. 23, we have κ 2/3 n−1,N ζ(x N (s)) ≥ .5 + 3s/4, if s ≥ s 1 , and n, N large enough. Now on I 1,N and I 0,N , we are still fine: using the fact that ε n−1,N = (μ n,N −µ n−1,N )/κ n−1,N +sσ n,N /κ n−1,N , and (μ n,N − µ n−1,N )/κ n−1,N = O(N −1 ), the analysis carried above still holds 10 , and we have, ∀s ∈ I 1,N ,
Using the same ideas as above, we conclude that
The problem is essentially the same: dealing with ε n−1,N we get, by simply applying (A.4), p. 23:
We can then apply the mean-value theorem to get exponential bounds, but the problem remains: the speed cannot be shown to be faster than N 1/3 . This completes the proof of (P2), since it shows that (3) holds true. It also shows that (P3) holds.
10 we give more details on this in 3.5.
Better centering and scaling
We now turn to the problem of finding centering and scaling sequences such that (P1) holds and the assumptions we made in the previous subsections are valid. What we need to do is relatively clear: we need to compensate the N −1/3 deviation of G τ from G by the N −1/3 deviation of H τ from G to get a higher rate of convergence for G τ + H τ to 2G. The discussions above show that the only region that is problematic is I 0,N I 1,N , and the problems arise only for D n−1,N and D n,N −1 .
So let us now focus on
and our aim is to show that
The arguments given in 3.4.1 show that neither B n−1,N (x N (s)) nor B n,N −1 (x N (s)) will cause problems in terms of rates, so we just need to focus on the first term of (6). Before we proceed to giving the needed explanations, let us introduce the notations:
We havex N (s)/κ n−1,N = ξ (n−1,N ) 2 +ε N and similarly forε N −1 . From now on we make the assumptions thatμ n,N − µ n−1,N = O(1),μ n,N − µ n,N −1 = O(1) and thatσ n,N /σ n−1,N − 1,σ n,N /σ n,N −1 − 1 = O(N −1 , n −1 ), which we will show (in appendices A.1.2 and A.1.3) hold for our eventual choice of centering and scaling. Finally, we note that since r n−1,N and r n,N −1 are 1 + O(1/N ), they will not affect the discussion that follows, and so we drop them for the sake of simplicity.
So the only real problem is with
Analysis of∆ F n,N
Let us first remark that the coarse approach explained in detail above showed that on I 2,N we have κ To show that∆ F n,N goes to zero at the 2/3 rate claimed in (I3), we just have to use Taylor's formula with integral remainder: we are going to chooseμ n,N such that the first order terms (in Ai ′ (s)) that appear cancel out. Then, we will show that the remainder is O(N −2/3 e −s/2 ).
Using equation (A.4), p. 23, we have
Let us call
While keeping in mind that u n−1,N (s) depends on s, we will often drop the s to alleviate the notation. Now we use the fact that Ai ′′ (x) = xAi(x) to get (through Taylor's formula with integral remainder)
and therefore
We start by focusing on (α n−1,N u n−1,N + α n,N −1 u n,N −1 ) and we will show later that R N and R N −1 decay to zero fast enough for our needs. Since α n−1,N = 1 + O(1/N ), it is clear that if we can show that R N and R N −1 decay to zero at rate 2/3, α n−1,N R N and α n,N −1 R N −1 will decay to zero at the same speed.
• Remark on u n−1,N Using equation (A.4) , p. 23, we have
where η N has a finite limit. Recall thatε N = δ n−1,N + sσ n,N /κ n−1,N , where δ n−1,N = O(N −1 ). So
Let us focus onε N for a moment. It is clear that |ε N | ≤ χN −2/3 (|s| ∨ 1), where χ is independent of N and s. Therefore it follows that
We recall that, as mentioned in Olver (1974) , p. 394, for x > 0, |Ai ′ (x)| ≤ x 1/4 e −2/3x 3/2 2π 1/2 1 + 7 48x 3/2 , from which we deduce, along the lines of the analyses we did before, that
In other words, for our rates purposes, it is enough to focus oñ
Note that the same analysis applies to u n,N −1 .
• An intuitive choice forμ n,N At an intuitive level, our biggest problem comes from the "centering" problem, so it is natural to try to get rid of it by cancelling its effect and then verify that we then get the rate we were expecting. The "centering" term, the one that appears because one time (i.e for ϕ-related matters, or parameters (n − 1, N )) the "optimal" centering is µ n−1,N and the other time (i.e for ψ-related matters, or parameters (n, N − 1)) it is µ n,N −1 , is
Cancelling it leads us to choosẽ
We will show in Subsection A.1.2 that we indeed haveμ n,N − µ n−1,N = O(1).
• Study of α n−1,N u n−1,N + α n,N−1 u n,N−1 The conclusion of our remark on u n−1,N was that we can focus onũ n−1,N rather than u n−1,N when dealing with the 2/3 rate. We have already seen that the choice made in (centering) led to
So a reasonable choice is to pickσ n,N so as to cancel this term, i.e, after defining
• Remark on the centering and scaling Note also that by picking aσ n,N such that the "scaling sequence" s N is an O(N −2/3 ), and aμ n,N that makes the "centering sequence" c N be O(N −2/3 ), we get that
and we obtain the N 2/3 speed for the original problem.
• Bounding the remainders appearing in the Taylor expansion We first need to remark that
We use the notation O(·) s 0 to emphasize the fact that the constant implicit in the O possibly depends on s 0 . Note that these estimates also apply to u n,N −1 . On I 1,N , we have, if N is large enough, s + u n−1,N (s) ≥ s/2. Hence we get, using the fact that the Airy function is non-increasing on this interval,
Now ((s+u n−1,N (s))∨s) = O(s 3 ), and we therefore get, using only the control on N provided by u n−1,N (s) 2 :
On the other hand, on I 0,N , we have, for N large enough, −2|s 0 | ≤ s + u n−1,N (s) ≤ 2s 1 , and so we bound the remainder by
Again, using the fact that u n−1,N (s) = O(N −1/3 ) s 0 on this interval, we conclude
• Conclusion The same analysis applies to R N −1 , and this finishes the proof of the fact that
) with a choice of centering and scaling satisfying the conditions set forth in our remark on centering and scaling.
Discussion

Centering and scaling
The proof confirmed the empirical findings in Johnstone (2001) that small changes toμ n,N andσ n,N can drastically improve the quality of the Tracy-Widom approximation, and the relevance of the Tracy-Widom law in small samples, an important fact for applications.
We recall the main conclusion of the analysis that we carried above: there is some liberty in choosing the centering and the scaling, as long as the chosen centering and scaling sequences (resp.μ n,N andσ n,N ) satisfy the following properties (see equations (7) and (8) for the definitions of c N and s N ):
We finally note that different choices ofμ n,N andσ n,N (different from the ones indicated in Theorem 2, but satisfying the conditions just mentioned) might affect how the bounding functions behave with respect to γ. In other words, we might not be guaranteed that the bounding function M in Theorem 2 can be chosen to be independent of γ, but we are guaranteed that for any chosen γ the convergence is happening at rate 2/3. We give more detail on this issue in the next subsection and want to point out that with our choice ofμ n,N andσ n,N the bounding function M in Theorem 2 can be chosen to be independent of γ.
The bounding function M
In Theorem 2, a bounding function M appears; it is important to know how it behaves. The analysis we presented shows that given γ (the limit of n/N as they go to ∞), we can find M γ such that Theorem 2 holds (with M γ taking the place of M ). We present in Appendix A.6 a study of the dependence (with respect to γ) of the intermediate functions we obtained. It shows that these functions M γ actually satisfy
since γ ≥ 1. Also, using the exponential bounds obtained in the previous analysis, we see that the functions U 1 , U 2 and U 3 appearing in Lemma 3 are bounded above by quantities of the form C(s)e −s/2 . The value C(s) is essentially controlled, especially when s → −∞ by the maximum of |Ai ′ | on [s, ∞). This roughly behaves like |s| 1/4 when s goes to −∞. So it is of little importance compared to the exponential that it is associated with.
In other respects, the trace class norm of the Airy operator,S, appears in an exponential in Lemma 1, and contributes in that sense to M . Using the integral representation ofS, we see that it is a positive symmetric operator on L 2 ([s, ∞)), and so we can evaluate, through Mercer's theorem, its trace class norm (see e.g Lax (2002) , Chapter 30 and in particular Section 30.5). Using Airy integrals spelled out in Olver (Web), AI.11(iv), we have forS, as an operator on [s, ∞),
and properties of the Airy function show that this is unbounded as s → −∞. The order of magnitude of the previous quantity is |s| 3/2 when s → −∞. Its contribution starts to be really "harmful" to us when s becomes negative, and relatively large. Our conclusion is that M grows when its argument goes to −∞, and does it relatively fast. Note that the exponential bound for the Hilbert-Schmidt norm of the difference of the operators could be a little improved upon by using better estimates than exponential bounds for Ai and Ai ′ when their argument is negative. But overall the fact that we cannot bound S 1 when s goes 11 to −∞ prevents us from getting a bound that would be uniform in s in the statement of Theorem 2.
Quantiles TW 1000×10 4000× 10 10000×10 5000×30 4000×100 2*SE - Table 2 : Empirical quality of new centering and scaling sequence: simulations The data was generated as in Table 1 . We experiment with (increasingly) large γ.
So our bounding function M grows quite fast when s tends to −∞. On the other hand, it seems to not be too large for s non negative, or s negative but not too large in absolute value. Even though this does not rigorously explain the empirical findings that the Tracy-Widom approximation is particularly good in the upper tail of the distribution, it provides some -intuitive -understanding of this issue.
Simulations
Part of the impetus for this study was practical. We were wondering if it was possible to find new centering and scaling sequences that would improve the quality of the Tracy-Widom approximation in "small" dimensions, a crucial need in Statistics and, more generally, for the relevance in applied fields of such approximations. We made some simulations to see how the sequences we found and chose behaved in practice.
The tables we present (pp. 18-19) were constructed (as in Johnstone (2001)) in the following way: we built n × N matrices X, filled with i.i.d standard complex Gaussian entries. We made 10,000 simulations for each matrix size, extracting the largest eigenvalue of X * X, recentering and rescaling it throughμ n,N andσ n,N . The quantiles of the Tracy-Widom law W 2 are courtesy of Professor Iain M. Johnstone. The columns corresponding to matrix sizes give the value of the empirical distribution function we found for l n,N at the Tracy-Widom quantiles. If the approximation were "perfect", all the columns would be equal to the second column starting from the left.
The conclusion we can draw from these simulations is that the approximation is remarkably good in the upper tail of the distribution (as also remarked in Johnstone (2001) ; this is an excellent property to have for one-sided tests in Statistics) and that the new sequences seem to improve the quality of the approximation over the so-far standard choices, especially in the cases where n/N is quite large. Those are among the most interesting from a statistical point of view, as they are often encountered in "neo-classical" settings (n quite large and N moderately large) and they are situations where the rapidly developing theory of large random covariance matrices provide an alternative to the classical theory (see e.g. Anderson (1984) ).
TW Quantiles TW 5×5
10× 10 100× 100 20×5 40× 10 400×100 2* SE -3.73
. Table 3 : Empirical quality of new centering and scaling sequence: simulations The data was generated as in Table 1 . We look at relatively small matrices and γ quite small (1 and 4).
A Appendices
A.1 Properties of r N ,μ n,N ,σ n,N , and α n,N This is quite simple, and so we give directly the proofs.
A.1.1 Study of r N
We are interested in asymptotics for r N . Recall from Johnstone (2001) that
Rewriting r 2 N , we get
Let us therefore focus on g(n) =
. Applying Stirling's formula, we get g(n) = e −1/2 1 + 1 2n
, with x n = 1/(12n) + 1/(288n 2 ). So if we go to second order, we have 1 + 1 2n
From this we conclude that
, and finally,
A.1.2 Properties of the centering sequence
The aim of the discussion that follows is to show that, as we announced in the text, we havẽ
Proof. Let us first remark that one can write, with α = σ 1/2 n−1,N and β = σ 1/2 n,N −1 ,
βµ n,N −1 + αµ n−1,N , and
Hence, using the fact that αµ n−1,N /(βµ n,N −1 ) → 1, we just need to show that
to have the announced property. This is an easy task, if a little tedious. To carry it out, we study
Expanding the square and using the Taylor expansion of (1 + x) 1/2 around 0, we have
if we already account for the fact that n ≍ N . Since µ n−1,N = u n−.5,N +.5 and µ n,N −1 = u n+.5,N −.5 , we finally obtain
Since n ≍ N , 
A.1.3 Properties of the scaling sequence
We are going to show that
Proof. We remark that one can formally write that, with obvious substitutions,
Note that in a, b and γ are non-negative in the equation definingσ n,N in Theorem 2. Simple algebra leads to c − a = γa(b − a)/(b + aγ) and c − b = b(a − b)/(b + aγ), from which we see that
Hence to show the properties stated in equation (Behaviorσ n,N ), it is enough to show that
This is of course not a surprise, since when we do a Taylor expansion of all the constituting parts of σ n−1,N or σ n,N −1 , the first order terms are of order 1/n or 1/N . Formally, if we call
, we have (as remarked in Johnstone (2001) , display preceding equation (A.8))
We are interested in ratios of the type τ n+α,N +β /τ n+α ′ ,N +β ′ , and so we can focus on
The only case that matters to us is α = −1/2 = −β = −α ′ = β ′ . Using the work we did on µ n−1,N −µ n,N −1 and simple Taylor expansions of [(1 + x)/(1 − x)] 1/2 , we have easily (after we incorporate n ≍ N )
We deduce that indeed
and the property is shown.
A.1.4 Control of first term appearing in ϕ τ
The aim of this last part is to show that the α n−1,N introduced in Subsection 3.4 has the property that
Proof. The proof will also show that α n,N −1 has the same property. It is very simple:
Since this is the product of terms which are all 1 + O(1/N ), we have
A.2 A closer look at ζ andf
Recall that we are interested in asymptotics forx N (s) =μ n,N +σ n,N s, whereμ n,N andσ n,N are the centering and scaling sequences we chose. So in general, we can writex N (s)/κ N = ξ 2 + ε N (s), and for good choices ofμ n,N andσ n,N , ε N (s) is going to be small provided s is not too big. The rationale for setting up the analysis like this is that to obtain a finite upper bound for the trace class norm of our operators, we use a "variable split" of [s 0 , ∞), involving an interval of the form [s 1 , n p/q s 1 ], so we need a uniform control of ζ over this type of intervals. (In our applications, ε N (n p/q s 1 ) is small with respect to 1.) Note that we present asymptotics with ε N (s) ≥ 0. If ε N (s) ≤ 0, the same results hold when we use 2/3(−ζ) 3/2 = ξ 2 ξ {−f (t)} 1/2 dt. So we can safely apply the estimates that follow without worrying about the sign of ε N (s). Finally, let us mention that we will often write ε N instead of ε N (s) for the sake of readability.
A.2.1 Asymptotics for ζ
For the sake of simplicity, we will use the notation x N (s) instead ofx N (s) in what follows, even though we will be working withμ n,N andσ n,N . These sequences are generic sequences in this subsection. They just guarantee that
Changing variables to y = (t − ξ 2 )/ε N , and denoting
Now since α N and β N have finite non zero limits as N → ∞, yε N /α N and yε N /β N stay small with respect to 1. Hence, we can do a Taylor expansion within the integral and integrate it. We get
In other words, if we write
A.2.2 Asymptotics forf
First we have
from which we deduce that
We recall that the quantity we are primarily interested in is (κ N /σ 3 n,N ) 1/6f −1/4 , withf = f /ζ. Combining the two aforementioned Taylor expansions, and the fact thatf −1/4 = (ζ 3/2 f −3/2 ) 1/6 , we get
We know from Johnstone (2001) , displays (A.7) through (A.8) that
A.3 A note on the continuity and the variation of υ(ω, ζ)
We first remind the reader that in order to control the error that the perturbation of the differential equation induces on its solution, Olver (1974) Theorem 11.3.1 p. 399 introduced an error-control function: the variation of the function y −1/2 υ(ω, y), where υ is the perturbation function of the differential equation. In our case it depends on a parameter, ω = 2λ/κ, which is not the case in Olver (1974) . The issue at stake is: is the error-control function uniformly bounded on the interval where ω varies? Olver shows that it is finite point by point, but we need to be sure that it is bounded on the interval to make our rate estimates work: this is what allows us to neglect the term ε 2 that appeared in the analysis, because if the error control function is indeed bounded, then ε 2 is O(1/N ). To explain the strategy, we need to jump a little bit ahead of the proof. Our aim is to find an interval I ω (for ζ), possibly depending on ω, where we will be guaranteed to be while doing our asymptotic developments, and for which we have
where χ does not depend on ω. Before proceeding, recall that
We warn the reader that we drop the dependence of f on ω temporarily . Also,
As mentioned above, the aim of this subsection is to explain why the aforementioned integral of |y| −1/2 |υ| remains bounded when ω 2 ∈ [0, 4 − δ]. Note also that our ω is in [0, 2 − ρ]. From Olver (1974), Lemma 11.3.1, we know that the integral is finite for any given ω < 2. Our point here is to give a simple argument that justifies why this is also true uniformly on this interval. As a first step towards the resolution of the problem, we want to show that
Recall also that for
so it is clear that ζ(ω, ξ) is continuous in these two variables. Moreover, if ξ ≥ 4, ζ(ω, ξ) is an increasing function of ω ≥ 0. Now using for instance (E2), one can see that, at +∞,
and that we can actually find a ζ 1 , independent of ω ∈ [0, 2 − ρ] 12 , such that for ζ ≥ ζ 1
So if we can show that υ(ω, ζ) is continuous on [0, 2 − ρ] × [0, ∞), the result (R1) follows. Now recall that Olver (1974) , Lemma 11.3.1, shows that
Note that in the proof of Lemma 11.3.1, Olver shows that as ξ → ξ 2 , q(ξ) → (2/3)p(ξ 2 ). Since ω is bounded away from 2, p(ω, ξ 2 ) is bounded away from 0. This is what makesf (ω, ξ) a well behaved function on [0, 2−ρ]×[2, ∞). Since we are working around ξ 2 in our asymptotics, and ξ 2 is bounded away from 2 when ω is in [0, 2 − ρ], this gives us a lot of room, and is more than enough for our purposes. Using this, we can show that υ(ω, ξ) is a continuous function in its two variables and since ζ(ω, ξ) is invertible, continuous and has a well behaved inverse, we conclude that υ(ω, ζ) is continuous on [0, 2 − ρ] × [0, ζ 1 ]. From this we deduce that
The problem is not finished because for s negative, ζ will cross 0. But since we are working around ξ 2 , since ξ 1 < 2 and is actually bounded away from 2, we are guaranteed that the ζs appearing in our analyses will never correspond to ξs that are less than 2. With this in mind, calling ζ 2 (ω) the ζ that corresponds to ξ = 2, we pick I ω = [ζ 2 (ω), ∞). Let us now show that this is a satisfactory choice. The continuity arguments we just mentioned can also be used to show that if ζ 2 (ω) corresponds to ξ = 2, we have
|y| −1/2 |υ(ω, y)|dy < χ from which we finally deduce what we needed:
12 but possibly dependent of ρ.
A.4 Proof of Lemma 2
The key inequality in what follows is (Gohberg et al. (2000) , Lemma IV.7.2, p. 67)
Our problem is to control S τ −S 1 . Note that
We have, of course, We can therefore conclude that, since S τ −S = (A 2 − B 2 − (H τ − G τ ) 2 )/2,
which is the claim made in Lemma 2. Since we can show that H τ → G at rate at least 1/3 and G τ → G at rate at least 1/3 too, it is enough to choose the centering and scaling so that
in order to get the 2/3 rate.
A.5 Simplified expressions for ϕ and ψ and a remark on α N = 0
We present in this subsection the derivation of the simplified expressions for ϕ and ψ. These are simple algebraic manipulations, but they greatly simplify the rate work. We also explain why the case α N = 0 does not create a specific problem.
A.5.1 Case of ϕ
Recall that by definition, we have
with ξ k (x) = ϕ k (x; α)/x and ϕ k (x; α) = k!/(k + α)!x α/2 e −x/2 L α k (x). L α k is of course a Laguerre polynomial, as defined for instance in Szegö (1975) According to Szegö (1975) , formula (5.1.14), This situation might seem a little problematic since α N − 1 appears in the definition of ϕ. Note nevertheless that going back to the definition of ϕ and ψ (before manipulations),we have ϕ = ψ when α N = 0 (or n = N ), and both are well defined in terms of Laguerre polynomials L 0 N and L 0 N −1 . So by using the expression obtained for ψ for both ψ and ϕ in that case, we realize that the case α N = 0 does not create any further complications.
A.6 Dependence of error bounds on γ
We just give a sketch of the proof, outlining the reasons for which we can bound 13 M γ by M (1+γ −1/2 ), as claimed in Subsection 4.2. The work is divided into three parts, and everything refers to Subsection 3.5. We first control∆ F n,N (x N (s)), then turn our attention to quantities of the type B n−1,N (x N (s)) and in the last step explain why we control H τ − G τ 2 . All the work is done on I 0,N ∪ I 1,N , since I 2,N does not pose any difficult problems. Finally, we focus on large values of γ since the case γ uniformly bounded leads directly to uniform bounds on M γ (nothing prevents us from choosing M γ to be continuous with respect to γ).
A.6.1 About∆ On the other end, the end of Subsection 3.5 makes very clear that all we have to do in order to bound R N (s) and R N −1 (s) is understand |u n−1,N (s)| 2 . Since we just showed how to control u n−1,N (s)−ũ n−1,N (s), we just need to boundũ n−1,N (s). By definition, we have |ũ n−1,N (s)| = κ n−1,N σ n−1,Nε N (s) − s .
Using the aforementioned asymptotic properties of σ n−1,N and µ n−1,N − µ n,N −1 , we easily obtain our final estimate:
Combining equations (A.6) and (A.5), we finally get
n,N (x N (s)) ≤ χC(s 0 )e −s/2 , a bound that is independent of γ.
A.6.2 About B n−1,N (x N (s))
The key to having a good handle of this quantity is of course to be found in 3.4.1. We see that we just need to control η NεN (s) + sσ n,N /μ n,N . Using the same estimates as before, we easily get η NεN (s) + sσ n,Ñ µ n,N ≤ N −2/3 χ(|s| ∨ 1)γ −1/2 , which implies that N 2/3 B n−1,N (x N (s)) ≤ C(s 0 )e −s/2 γ −1/2 .
We can therefore conclude that N 2/3 ϕ τ (s) + ψ τ (s) − √ 2Ai(s) ≤ C(s 0 )e −s/2 (1 + γ −1/2 ) , and we have now made explicit how C γ depends of γ in equation (2).
A.6.3 About ϕ τ − ψ τ
Working on |ϕ τ (s) − Ai(s)/ √ 2| is now quite simple since we just have to re-use the estimates we just obtained. We conclude that the dependence of C γ on γ is the same in equation (3) as it was in equation (2). We also get the same result for |ψ τ (s) − Ai(s)/ √ 2|. The combination of these three results imply that the bounding function in Theorem 2 has the property M γ (s) ≤ (1 + γ −1/2 )M (s) .
Since γ ≥ 1, our bounding function can be chosen to be independent of γ.
