The decay of the aftershock density with distance plays an important role in the discussion of the dominant underlying cause of earthquake triggering. Here, we provide evidence that its form is more complicated than typically assumed and that in particular a transition in the power law decay occurs at length scales comparable to the thickness of the crust. This is supported by an analysis of a very recent high-resolution catalog for Southern California (SC) and surrogate catalogs generated by the Epidemic-Type Aftershock Sequence (ETAS) model, which take into account inhomogeneous background activity, short-term aftershock incompleteness, anisotropic triggering, and variations in the observational magnitude threshold. Our findings indicate specifically that the asymptotic decay in the aftershock density with distance is characterized by an exponent larger than 2, which is much bigger than the observed exponent of approximately 1.35 observed for shorter distances ranging from the main shock rupture length up to a length scale comparable to the thickness of the crust. This has also important consequences for time-dependent seismic hazard assessment based on the ETAS model.
Introduction
Aftershock sequences are a prominent feature of seismicity and are associated with an elevated rate of the local activity after a big earthquake decaying approximately with the inverse of time as described by the Omori-Utsu law [Utsu et al., 1995] . In contrast to the temporal evolution of aftershock sequences, much less is known about the spatial distribution of aftershocks. Recent studies have investigated this question and produced conflicting results : Felzer and Brodsky [2006] found that the aftershock density with distance decayed as a single power law with exponent 1.35 over the observable range with no dependence on the size of the main shock. The results were later challenged by Richards-Dinger et al. [2010] and attributed to the specific aftershock selection scheme. Other studies provided evidence that the size of the main shock does have an influence on aftershock density for length scales less than the rupture length [Baiesi and Paczuski, 2004; Marsan and Lengliné, 2008; Lippiello et al., 2009; Gu et al., 2013] . Some studies also provided evidence that the power law decay in the aftershock density for larger distances is characterized by exponents of about 2 [Lippiello et al., 2009; Marsan and Lengliné, 2010; Shearer, 2012a] . A very recent study [Gu et al., 2013] even indicated that the decay of aftershock density for distances, which are large enough to be comparable to the thickness of the crust, might not even follow a simple power law. Here, we test this hypothesis further by investigating aftershock sequences in a very recent high-resolution catalog from Southern California and by comparing our findings with surrogate catalogs generated by different versions of the Epidemic-Type Aftershock Sequence (ETAS) model [Kagan and Knopoff, 1987; Ogata, 1998; Helmstetter and Sornette, 2002; Peixoto et al., 2010] .
Aftershock Identification
As mentioned above, one important challenge to determine the spatial aftershock density is the identification of aftershocks in the first place. This has been traditionally done using space-time window techniques as in [Felzer and Brodsky, 2006] , similar to declustering methods [Gardner and Knopoff, 1974; Keilis-Borok et al., 1980; Reasenberg, 1985; Molchan and Dmitrieva, 1992] . These methods, although very simple to implement, have arbitrary rules and are rich in parameters, calling their objectivity in question as discussed, for example, in [Richards-Dinger et al., 2010] . In particular, they may suffer from the loss of long-range triggering and/or the inappropriate selection of the window shape. To avoid these shortcomings, we follow a recently established methodology to identify aftershocks first proposed by Baiesi and Paczuski [2004] and MORADPOUR ET AL. ©2014 . American Geophysical Union. All Rights Reserved.
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later refined by Zaliapin et al. [2008] . This methodology has been shown to be robust and quite effective [Zaliapin et al., 2008; Gu et al., 2013; Ben-Zion, 2013a, 2013b ].
The method is based on the Gutenberg-Richter (GR) relation [Gutenberg and Richter, 1949] , which is the empirical observation that the expected number of earthquakes N with magnitude bigger than m is given by N = a 10 −bm .
( 1) b ≈ 1 and seems to be independent of the specific geographic area as long as one considers sufficiently large areas over sufficiently long time intervals [Kanamori and Brodsky, 2004; Naylor et al., 2009; Gulia and Wiemer, 2010] . The prefactor a is a function of the size of the area and the length of considered time interval. It increases on average linearly with the length of the time interval and roughly as a power law with a fractal dimension, d f , with the linear size of the area [Keilis-Borok et al., 1989] . It is important to realize that the spatial distribution of epicenters is typically not a simple fractal but instead shows signs of multifractality [Davidsen and Goltz, 2004; Molchan and Kronrod, 2005] .
In the absence of triggering, or more generally of correlations between earthquakes, one would expect earthquakes to occur randomly with a rate given by the Gutenberg-Richter relation. The basic idea of the methodology we use here is to look for violations of this null hypothesis in order to identify likely triggering relations between earthquakes Paczuski, 2004, 2005; Zaliapin et al., 2008; Gu et al., 2013; Ben-Zion, 2013a, 2013b] . The specific approach consists of two steps. First, for each earthquake j-which occurred in position ⃗ r j , at time t j with a magnitude of m j -we identify its most likely trigger. This is done by considering all earthquakes i that fulfill the condition t i < t j and calculating the respective expected number of earthquakes n ij in the space-time window spanned by i and j with magnitude larger or equal to m i . Defining the linear extent of this spatial area as | ⃗ r ij | = |⃗ r j − ⃗ r i | and the time interval as t ij = t j − t i , the expected number is given by
Here, c is a constant for the specific region under consideration. Event i * that minimizes the expected number in equation (2) corresponds to the strongest observed violation of the null hypothesis of uncorrelated events and is thus the most likely candidate of being the trigger of j. Event i * is often called the nearest neighbor of j, and we define n * j
The second step of the method establishes which of the observed values of n * j are statistically significant. This was first discussed by Zaliapin et al. [2008] and amounts to identifying a threshold value n * such that only those events j with n * j ≤ n * are considered being triggered or aftershocks. Note that this definition of an aftershock does not imply that its magnitude is smaller than that of the trigger or main shock. Moreover, an event can be an aftershock and a main shock at the same time. Events with n ≥ n * are considered background events-events that are not triggered by any other event in the catalog at hand. We will discuss the second step of the methodology in more detail in the next section and illustrate it for a specific example.
Data
In this paper, we use the very recent relocated high-resolution Southern California (SC) catalog containing earthquakes from 1981 to 2011 which occurred in the region extending from Baja California in the south to Coalinga and Owens Valley in the north [Hauksson et al., 2012] . This area is roughly rectangular ranging from 30
• to 37.5
• latitude and from −113
• to −122
• longitude as shown in Figure S1 in the supporting information. We assume this catalog is complete and contains all of the events above a lower magnitude threshold m th = 2.5 [Schorlemmer and Woessner, 2008] ; the number of earthquakes above this threshold is 39,742. While this magnitude of completeness is generally a good estimate, the situation is typically very different directly after a big earthquake when the seismic noise is high and detectors often miss small earthquakes. Specifically, it has been observed that the magnitude of completeness temporarily increases after a big earthquake [Kagan, 2004; Helmstetter et al., 2006; Lengliné et al., 2012] . This will play an important role later in our study of surrogate catalogs.
To identify triggering relations between earthquakes and define aftershocks using equation (2) } represented in log − log l space for SC with ij = t ij 10 −bm i ∕2 and l ij = | ⃗ r ij | d f 10 −bm i ∕2 ; see equations (3a) and (3b) (time is measured in seconds and distances are measured in meters). The black line (log n * = 7.0) separates two populations corresponding to triggered events (below) and background events (above).
in [Naylor et al., 2009] . We obtain b = 1.01 ± 0.01 for SC using this method. The estimate of d f depends on whether one considers epicenters or hypocenters. For hypocenters, it has been found that the asymptotic correlation dimension of hypocenters for shallow-crust seismic activity in Southern California, which takes place at depths less than 30 km, is about 2.2 [Kagan, 2007] . In the same study, it was also found that strong finite size effects and depth dependence are present. For epicenters, as mentioned in section 2, the spatial distribution is rather a multifractal such that there is no unique d f [Davidsen and Goltz, 2004; Molchan and Kronrod, 2005] . Since one of the goals here is to directly compare the statistical properties of aftershocks in SC with those in surrogate catalogs generated by the ETAS model-which has only been formulated for epicenters-we focus nevertheless on epicenters in the following. This has the additional benefit of lower uncertainties in the relative locations as the depth of earthquakes is not estimated as accurately as its epicenter [Hauksson et al., 2012] . We chose the estimated box-counting dimension for SC d f = 1.6 throughout [Corral, 2003 ]. Yet, all our results are quite independent of the specific choice of d f (we tested d f = 1.2 and d f = 2.0 in addition to d f = 1.6), which indicates that the influence of multifractality is negligible for our analysis. A similar robustness has also been established for hypocenters [Gu et al., 2013] . To avoid nonphysical cases in our aftershock identification scheme, we also set a condition on the accepted time difference between events which is t ij > | ⃗ r ij |∕v. Here v is the propagation speed of P waves in the Earth's crust, which is on average 6 km/s [Lin et al., 2007] . Now we are in a position to evaluate equation (2) and follow through with the first step of our method to identify aftershocks. After collecting the set of n * j , we need to establish a threshold n * in order to distinguish significant from insignificant values. For this second and final step, we define the weighted time and the weighted spatial relative distance as
Note that n kj ∼ kj l kj . Figure 1 shows the density plot of set {n * j } in this space for the SC catalog. We can see two statistically distinct populations of earthquakes in this density plot and for one of them the n * j 's are significantly smaller than for the other. The line log l + log = log n * (straight solid line in Figure 1 ) separates the two populations: earthquakes that meet the condition log n * j < log n * are predominantly triggered ones and all others are predominantly nontriggered ones or background events without a trigger in the catalog [Zaliapin et al., 2008] . Note that this allows us to set c in equation (2) to one without loss of generality. There is a small overlap between the two populations and a perfect separation is not possible, but it does not have a significant effect on the statistical properties of the events [Gu et al., 2013] .
The identification of triggering relationships is mathematically identical to mapping seismicity to a graph: If we connect all the events to their nearest neighbors based on equation (2), we have a time oriented tree T. The root of this tree is the first event in the catalog. After setting the threshold n * , we remove all the insignificant links. As a result, we will have a forest (set of threes) F = {T i }. By definition, n * j > n * for the roots of all trees making them background events, while all other events are triggered by one of the preceding earthquakes [Gu et al., 2013] . We denote all earthquakes that trigger other events as main shocks and the earthquakes that have been triggered as aftershocks. Thus, an event can be an aftershock of one of the preceding events and at the same time the main shock of following events. In the following, we refer to aftershocks of a given main shock as those that are directly triggered by the main shock. This makes the comparison with the ETAS model straightforward. Yet, as in [Gu et al., 2013] , our main conclusions are independent of whether we include second and higher generation aftershocks.
Spatial Distribution of Aftershocks in Southern California
Given the method for aftershock identification discussed above, we can now investigate statistical features of triggering cascades or aftershocks, including the spatial distribution of these events. This distribution is thought to be a signature of the triggering process [Felzer and Brodsky, 2006; Richards-Dinger et al., 2010] , but there is uncertainty about its functional form, especially how this function decays for large distances [Gu et al., 2013] . Typically, a simple power law is proposed for the decaying part of the aftershock density with distance from the associated main shock, but there is also debate on the exponent of this power law and different triggering mechanisms have been suggested based on these different exponents [Felzer and Brodsky, 2006; Richards-Dinger et al., 2010; Marsan and Lengliné, 2010; Lippiello et al., 2009] . A very recent study based on distances between hypocenters suggested that the decay in the aftershock density cannot be characterized by a single power law but that there is a transition at about 10km [Gu et al., 2013] . Here, we provide convincing evidence that the decay of the aftershock density with distance indeed does not obey a simple power law but instead exhibits two different power law regimes with a transition point at about 10 km. In particular, we show that this is independent of whether one considers distances between epicenters or epicenter distance to source or fault.
An important characteristic length scale in the spatial distribution of aftershocks is set by the rupture area of the main shock [Kagan, 2002; Davidsen et al., 2008; Wu et al., 2013; Gu et al., 2013] . While sometimes the width and the length of the rupture area are considered separately [see, for example, Leonard, 2010; Wu et al., 2013 , and references therein], we define here the characteristic rupture length scale simply as the square root of the rupture area. This rupture length, L R , scales with the magnitude of the earthquake, m, according to [Wells and Coppersmith, 1994; Kagan, 2002; Leonard, 2010; Gu et al., 2013] as
where l 0 and are constants with typical values of l 0 in the range of 10-20m and 0.4 ≤ ≤ 0.5. This scaling relation is directly observable in the (linear) aftershock density with distance from the main shock, P m (r)-where the distance r is measured between epicenters without considering directionality-if one considers main shocks of different magnitudes. As evident from the inset of Figure 2 , the maximum of this distribution moves to larger distances with increasing main shock magnitude. Using equation (4) to rescale the distances with main shock magnitude and making the different distributions collapse around the maxima, one can estimate l 0 and [Gu et al., 2013] . As follows from Figure 2 , the estimates we obtain are l 0 = 10 ± 5 m and = 0.44 ± 0.02 (where we have assumed that the maximum corresponds to L R ∕2 as in [Gu et al., 2013] ) and are, thus, within the typical range given above. Figure 2 also shows that the spatial distribution of aftershocks for different main shock magnitude ranges collapse over a wide range of scales . Spatial distribution of aftershocks using epicenter distances for main shock magnitudes in the range 3.0 < m < 4.0 for SC considering all aftershocks (squares) and considering only aftershocks that occurred within one hour of their main shocks (circles). Three separate power law regimes can be identified in both cases. For comparison, the spatial distribution given by equation (7) with exponents = 0.6, q = 0.35, and d = 1.2 (dashed line) and the spatial distribution obtained by simulating the anisotropic case (see text for details) using equation (7) with exponents = 0.0, q = 0.35, and d = 1.2 for the epicenter-to-source distance (dotted line) are shown as well. Both agree very well with the time-restricted data. As the inset shows for main shock magnitudes in the range 4.0 < m < 5.0, the functional forms also agree well with the time-restricted spatial distribution in other magnitude ranges.
only excluding the tail of the distribution. The latter fact is already incompatible with the functional form reported in some studies [Marsan and Lengliné, 2008; Lippiello et al., 2009] 
which is frequently used in statistical models of seismicity such as the ETAS model [Helmstetter et al., 2003; Peixoto et al., 2010; Gu et al., 2013; Console et al., 2003; Zhuang et al., 2004] . Note that often the corresponding areal density instead of the linear density is given. In equation (5), q is a constant and describes how fast the function decays for distances larger than L m , which scales like the rupture length of the main shock. Another deviation from equation (5) one can see in Figure 2 is that P m (r) increases slower than linear for small r. This effect can be captured by a more general form of equation (5) given by
where is a constant determining how the function increases at small distances. Similar to the observations in [Felzer and Brodsky, 2006; Marsan and Lengliné, 2010] , though, the increase at small scales can be understood as a consequence of considering distances between epicenters instead of epicenter distance to source or fault as we show below.
Looking at the inset of Figure 2 more carefully, we can see two regimes in the decay of the aftershock distribution with distance. The first regime extends from half of the rupture length to about 10 km, and the second regime sets in for distances larger than about 10 km. The second regime is characterized by a faster decay than the first one, which explains why the rescaled spatial distribution of aftershocks for different main shock magnitude ranges do not collapse in the tail of the distribution. Note that the scale of 10 km is comparable to the width of the Earth's crust. Hence, a possible explanation for the existence of these two regimes is that the width of Earth's crust starts playing an important role in the spatial distribution of aftershocks for distances larger than 10 km. The overall behavior of the aftershock density with distance can be captured by the following extended functional form:
In this equation, and are normalization factors and d is a constant which describes how fast the function decays for distances larger than 10 km. As Figure 3 shows, the functional form given by equation (7) with L m = L R ∕2 is indeed a good description of the data from Southern California. This is even true if one takes potential biases into account: Interference effects due to other events become more severe with time limiting the effectiveness of aftershock detection methods, which in turn can cause a bias in the estimation of the spatial distribution of aftershocks [Felzer and Brodsky, 2006; Gu et al., 2013] . For the method to define H 1 and H 2 are the epicenters of the main shock and aftershock, respectively. L R is the rupture length of the main shock, and S is the source point. r ′ is the epicenter-to-source distance drawn from the given P m (r ′ ), and r is the epicenter distance used to estimate P m (r).
aftershocks we use here, it was shown that the bias is negligible if one considers only those aftershocks that occur within the first hour of their respective main shock [Gu et al., 2013] . This is exactly what we do in Figure 3 . Notably the changes in P m (r) are rather small and in particular the overall functional form is still well described by equation (7) with a suitable choice of , q, and d. Specifically, P m (r) initially increases with an exponent close to 0.6 and after the maximum of the function, it decays with an exponent close to 1.35 for less than 10km and an exponent 2.2 for larger distances giving = 0.6, q = 0.35, and d = 1.2. As Figure 3 indicates, equation (7) with these parameters matches very well with the time-restricted density function of aftershocks in the SC catalog.
We get equally excellent agreement if we consider equation (7) in combination with the fact that epicenter-to-source distances, r ′ , are more relevant for triggering than the epicenter distances r . To be more precise, we assume that any point along the main shock rupture-characterized by the rupture length given in equation (4)-can trigger another earthquake with an isotropic spatial distribution such that P m (r ′ ) has the same functional form as equation (7). Thus, the distance vectors between epicenters, ⃗ r, will no longer be isotropically distributed and we refer to this case as the anisotropic case in the following. Figure 4 illustrates how the relevant distances are defined. Note that P m (r ′ ) is somewhat similar to the distribution of epicenter-to-fault distances (see Figure S2 in the supporting information). More importantly, however, if one measures the distance between the epicenters to obtain P m (r) as we did for SC, the distribution will be significantly different from P m (r ′ ) for short distances. This follows from Figure 3 , where we have used the isotropic distribution given by equation (7) with = 0 for each point source along the earthquake rupture and numerically integrated them over the rupture length to obtain the spatial density of epicenter distances. We recover ≈ 0.6 for this distribution which is the same as the exponent observed for SC. Thus, the functional form remains the same but the exponent characterizing the behavior for short distances varies-similar to observations in [Felzer and Brodsky, 2006; Marsan and Lengliné, 2010] .
These findings strongly suggest that the initial increase in the spatial distribution of aftershocks for epicenter distances is a consequence of earthquakes being spatially extended events. This sheds new light on the (multi-)fractal distribution of epicenters: Since is related to the fractal dimension of the epicenters as d f = + 1 [Gu et al., 2013] and the observed value of ≈ 0.6 coincides with the directly estimated box-counting dimension of 1.6 for SC [Corral, 2003; Davidsen and Goltz, 2004] , the latter dimension might not be truly indicative of fractal behavior but instead just a consequence of the nonfractal behavior ( = 0) of the epicenter-to-source distance for distances shorter than the rupture length and, thus, simply an indication of anisotropy in epicenter distances.
To summarize, the aftershock density as a function of distance between epicenters for SC can be well described by equation (7), which has three different power law regimes and allows a partial scaling collapse using the rupture length. The initial increase of this function over the first power law regime can be interpreted as a consequence of earthquakes being spatially extended events and not point events, while the transition between the second and third power law regime can be a consequence of the finite thickness of the Earth's crust.
Comparison With Surrogate Catalogs
To further substantiate our claim that the functional form of the spatial distribution of aftershocks is given by equation (7), we analyze surrogate catalogs generated by the Epidemic-Type Aftershock Sequence (ETAS) model [Kagan and Knopoff, 1987; Ogata, 1988; Helmstetter and Sornette, 2002] . The ETAS model is a stochastic point process based on empirical observations of seismic activity. We investigate different versions of the model with distinct spatial distributions of aftershocks. This allows us to identify which properties of this distribution are essential for recovering the main statistical features of aftershocks observed in SC using the methodology described in section 2. We also test other features of the ETAS model which may have an effect on our results.
Definition of the ETAS model
In the ETAS model, any earthquake can trigger other earthquakes and the total rate of earthquake occurrence with magnitude m, at time t and in position ⃗ r is defined as [Kagan and Knopoff, 1987; Ogata, 1988; Helmstetter and Sornette, 2002] :
b (⃗ r) corresponds to the rate of occurrence of background events which are assumed to follow a spatially nonhomogeneous marked Poisson process with an average rate of ⟨ b ⟩, equal to the background rate of earthquakes in the considered overall region. Since we aim to mimic the seismic activity in Southern California, we use here the same spatial distribution of b (⃗ r) as in [Gu et al., 2013] , which was estimated using the methodology described in section 2. Each of the background events j can be a main shock and trigger aftershocks with a rate given by m j (⃗ r − ⃗ r j , t − t j ), corresponding to a spatially nonhomogeneous and time-varying marked Poisson process. These aftershocks can also trigger other events and then we can have a cascade of events as described by equation (8). The magnitude distribution of both background events and aftershocks is assumed to be the same and independent of the past seismic activity. Specifically, the magnitude of earthquakes are chosen according to the normalized GR probability distribution:
Here, m th is the lower magnitude threshold of events in the surrogate catalog generated by the ETAS model.
As follows from the second term of equation (8), the ETAS model assumes that the triggering processes lead to a simple linear superposition in terms of the rates. These rates, m i (⃗ r−⃗ r j , t−t j ), quantify the spatiotemporal distribution of aftershocks at spatial distance ⃗ r − ⃗ r j and temporal distance t − t j from a main shock with main shock magnitude m i . Typically, the functional form is assumed to factorize into three terms:
Here, (m i ) is the number of aftershocks triggered by the event i, which is determined by the Poissonian character of the process with an average of ⟨ (m i )⟩. The latter is assumed to follow the empirically observed productivity law [Helmstetter and Sornette, 2002; Gu et al., 2013] :
In this equation, K and are constants and m th is again the lower magnitude threshold such that earthquakes below this threshold cannot trigger other events.
(t) in equation (10) is the normalized temporal distribution of aftershocks at time t after the main shock. It is assumed to follow the Omori-Utsu law [Utsu et al., 1995] :
such that it is constant for short times less than C and it decays as a power law with the exponent p for longer times. The most recent empirical evidence suggests that p is a constant with a typical value of about 1 [Gu et al., 2013] , though variations in p with main shock magnitude cannot be fully ruled out [Hainzl and Marsan, 2008] 2012], though it remains unclear whether it is indeed a constant or if it varies with the main shock magnitude. While the later has been observed, for example, in [Kagan, 2004; Lippiello et al., 2012] the following behavior for aftershocks larger than m th = 2.5 in SC has been proposed
it might simply be a consequence of Short-Term Aftershock Incompleteness (STAI) as argued in [Kagan, 2004] . As mentioned in section 3, after a big earthquake, the seismic noise increases which also temporarily increases the magnitude threshold of completeness. One way to take this effect into account is to use a magnitude threshold m c , which is a function of main shock magnitude m and time t after the main shock [Helmstetter et al., 2006; Lennartz et al., 2008] :
As we will show below, removing events below m c from the catalog in conjunction with a constant C effectively gives rise to the scaling behavior described by equation (13). While equation (14) was originally proposed for main shocks with magnitude bigger than 6.0, it has been argued in [Hainzl, 2013] that it also applies for main shocks with smaller magnitude. We will show below that indeed if we extend the equation (14) to all earthquakes in a given catalog the agreement in the statistical properties of aftershocks between ETAS and SC improves. (10) is the normalized spatial distribution of aftershocks with distance ⃗ r from the main shock. The direction of this distance vector is typically chosen at random [Gu et al., 2013; Peixoto et al., 2010; Helmstetter and Sornette, 2002] , a procedure we follow here. Its length is chosen according to the functional form of the spatial distribution of aftershocks as captured by equation (7) with L m = L R ∕2, i.e.,
This framework allows us to consider isotropic and anisotropic spatial distributions in the epicenter distances. In the former case, the distance vector ⃗ r for triggering an aftershock originates at the epicenter of the main shock, while in the anisotropic case it originates at a random point along the rupture of the main shock-the source-such that P m (r ′ ) now determines the epicenter-to-source distance r ′ ; see Figure 4 . Specifically, to each main shock we assign a line with a length equivalent to the rupture length, centered at its epicenter, and a random orientation in space. Each point along this line is then equally likely to trigger aftershocks according to P m (r ′ ). This gives rise to an anisotropic distribution of aftershocks in space. Below we analyze surrogate catalogs generated by different versions of the ETAS model-see Table 1 for  the common parameters and Table 2 for the distinct parameters and other model distinctions-to test our claim about the spatial distribution of aftershocks. Model I and model II specifically test the effects of using isotropic and anisotropic distributions for m i (⃗ r), respectively, and investigate whether an anisotropic distribution is indeed sufficient to explain the initial increase in the spatial distribution of aftershocks for epicenter distances. Model III and model IV allow us to investigate whether it is crucial to have two exponents for the decay in the spatial distribution of aftershocks with a break in scaling at about 10 km. Finally, model V, model VI, and model VII allow us to investigate the effects of STAI and/or a varying C. In all cases, the parameters were chosen to be as similar as possible to the observed values for SC. In particular, they are compatible to previous analysis of cluster parameters in California [see, for example, Hainzl et al., 2013] . Note that the aftershock detection method used here has been previously demonstrated to be robust with respect to parameter changes in the ETAS model [Zaliapin and Ben-Zion, 2013a] . Thus, our ad hoc choice of reasonable ETAS parameters is not crucial, because we only use the ETAS simulations to test the general effects of different spatial kernels and STAI, rather than to optimize the fits in detail. For the latter, maximum likelihood estimations of the ETAS model for SC would be appropriate; however, none of the current likelihood estimators is suitable to estimate the ETAS parameters directly because of the different functional form of the spatial aftershock decay.
The selected surrogate catalogs of the different versions of the ETAS model we analyze here closely resemble the observed activity in SC, including the number of earthquakes and the number of events of magnitude 6 and higher. For models I, II, III, and IV, the catalogs are identical with the exception of the spatial aspects. For model VI, we use the same catalog as for model I, but STAI was considered only for main shocks with magnitude bigger than 6.0, and for model VII, STAI was not considered for any of the main shocks. Note that the catalog we chose for model V is completely different from the others. For generating all catalogs, we consider a time interval [0, T] and a square spatial area of size L × L with periodic boundary conditions. To minimize any bias due events which occurred before the simulation period, we remove all events in the time interval [0, t 0 ]. The values of these (common) parameters are given in Table 1 . 
Inference of Triggered Events
We first investigate to which extent the different versions of the ETAS model allow us to distinguish between triggered events and background events using the methodology described in section 2. Figure 5 shows the density plot for model I, which has a striking resemblance with the density plot for SC shown in Figure 1 . For both of them we can see two clearly separated populations in the density plot located approximately at the same values: One of them extends around the line log l = 3 from log = 0 to almost log = 4, while the other one extends around the line log l + log = 9. Thus, they can be separated by a line corresponding to log l+log = 7.0 for both model I and SC. As discussed in sections 2 and 3, we consider all events below this line as triggered events or aftershocks and all other events as background events. We obtain similar results for model II, model IV, model V, model VI, and model VII (see Figures S3-S7 in the supporting information).
However, this is not the case for model III as evident from Figure 6 . In this case, unlike SC or the other ETAS models, a dense population around the line log l = 3-which would correspond to triggered events-is basically absent in the density plot. Instead, we can only see a pronounced peak of events around the line log l + log = 9 and some scattered events to the left of this population. The absence of clear bimodality makes the selection of a threshold for distinguishing triggered events from background events an ambiguous task. We have observed the same feature in all 5 surrogate catalogs generated by model III we tested. This indicates that model III, for which the spatial density of triggered events decays with a single exponent 1.35 for distances larger than half the rupture length, does not capture all aspects of the seismicity in SC and should be discarded. The observed behavior of model III in Figure 6 can actually be understood based on the slow decay of the spatial aftershock density: The slow decay-the spatial aftershock density for model III does not have a finite mean-makes it more likely that triggered events occur much further away from the main shock than in any of the other models considered here. Larger distances lead to higher values in equation (2) directly explaining the absence of clear bimodality in the density plot.
Spatial Distribution of Aftershocks
Using the density plots as for example in Figure 5 to define aftershocks and background events as before, we can now investigate the statistical properties of both types of events for the different versions of the ETAS model and compare them to those observed for SC. Figure 7 shows the rescaled spatial distribution of aftershocks for model I. As for SC in Figure 2 , we observe that the spatial distribution of aftershocks for different main shock magnitude ranges collapse under rescaling over a wide range of scales only excluding the tail of the distribution. The rescaling is the same in both cases, i.e., = r10 −0.44⟨m⟩ . Thus, we observe the behavior expected based on the spatial kernel used for this version of the ETAS model.
Similarly, we observe the expected behavior for each of the other versions of the ETAS model. Figure 8 shows the rescaled spatial distribution of aftershocks for model IV, for which the spatial kernel decays as a pure power law with exponent Figure 9 . Spatial distribution of aftershocks using epicenter distances for main shock magnitudes in the range 3.0 < m < 4.0 for SC, model I, model II, and model IV, considering only aftershocks that occurred within one hour of their main shocks. For comparison, the spatial distribution given by equation (7) with exponents = 0.6, q = 0.35, and d = 1.2 is also shown in this figure. 2.2 for distances larger than half the rupture length. In this case, we get a full collapse of the spatial distributions of aftershocks for different main shock magnitude ranges. While this is the expected behavior-a behavior that has also been reported for a similar version of the ETAS model in [Gu et al., 2013] -it is unlike the observed behavior for SC. This discrepancy between model IV and SC discredits model IV.
To check whether the discrepancy between model IV and SC and the similarity between model I and SC could be artifacts of the methodology as discussed in section 4, we investigate as before the spatial distribution of only those aftershocks that occurred within one hour after their main shocks. As Figure 9 shows, this time-restricted spatial distribution of aftershocks for model I is indistinguishable from the one for SC. Yet as expected, this distribution is very different from the one we obtain for model IV. This confirms that model IV does not capture all features observed for SC clearly discrediting it. Since for model II, model V, model VI, and model VII-all of which have a break in scaling at 10 km-the restricted and unrestricted spatial distributions of aftershocks are indistinguishable from model I and SC (see, for example, Figure 9 ), this provides strong additional support for our claim that the functional form of the spatial distribution of aftershocks with a single exponent for the decaying part described by equation (5) or equation (6) is too simplistic. Moreover, the fact that the spatial distribution of aftershocks P m (r) for the anisotropic model I and the isotropic model II are indistinguishable confirms that the increase in P m (r) for distances less than half the rupture length can be a consequence of considering epicenter distances instead of the more physically relevant epicenter-to-source distances.
Omori-Utsu Law
In order to establish which of the remaining versions of the ETAS model can best capture other statistical features of aftershocks and background events in SC, we now focus on temporal rates of aftershocks following a main shock. Figure 10 compares the average aftershock rates over different main shock magnitude ranges between model I and SC. The rates are rescaled by a factor t 1.1 , the exponent corresponding to the p value we used in the Omori-Utsu law (equation (12)) for generating the ETAS catalogs (see Table 1 ), such that the asymptotic behavior should be constant. As we can see in Figure 10 , the average aftershock rate for these two cases are overall similar, but there are some specific differences as well. Due to STAI in both SC and model I, the transition from the initial increase in the rescaled aftershock rates to an approximately constant behavior (which in the absence of STAI is purely determined by the value of C in the 10.1002/2014JB010940 Omori-Utsu law; see equation (12)) moves to later times for larger main shock magnitudes. Yet, for model I the transition times for magnitude less than 6.0 are shifted to smaller values of t compared to SC. The approximately constant behavior directly following the transition for model I further indicates that our aftershocks identification method can recover the p value of the ETAS model within ±0.1 as already established by Gu et al. [2013] . For SC we can see some small deviations from this constant behavior. These deviations become bigger for lower main shock magnitude ranges and resembles two separate power law regimes. The same behavior has been reported in [Gu et al., 2013] for average aftershocks rates of SC, using hypocenters instead of epicenters for calculating distances between events. A similar behavior has also been observed for a high-resolution catalog with drastically reduced STAI from Japan [Peng et al., 2007] , though new statistical analyses question this somewhat [Holschneider et al., 2012] . In both model I and SC, the average aftershock rates start decreasing at large t, but this decrease is more pronounced for SC. Possible explanations for this behavior are that the finite length of the considered catalogs starts to play a role and that our aftershock detection method is less accurate for large t such that fewer aftershocks are identified.
For model II, the average aftershock rates are basically identical to those for model I (see Figure S8 in the supporting information). This indicates that the difference between an isotropic spatial kernel and an anisotropic one does not have a significant influence on the estimated temporal properties of the ETAS catalogs. While the temporal properties of model I and model II are indeed identical, this is not the case for model V, for which STAI is not modeled according to equation (14) but it is assumed that the parameter C of the Omori-Utsu law varies with main shock magnitude similar to equation (13). In this case, the average aftershock rates are also similar to the ones for SC and model I (see Figure S9 in the supporting information). The similarity in the rates of model I and model V further indicates that based on this statistics one cannot clearly distinguish between a magnitude dependent value of C and STAI.
As we mentioned in section 5.1, STAI in the form of equation (14) was originally established for main shock magnitudes bigger than 6.0 [Helmstetter et al., 2006; Lennartz et al., 2008] . To establish what the effect of limiting STAI to these main shocks is, we compare the average aftershocks rates for different main shocks magnitude ranges of model I and model VI. The former incorporates STAI in the form of equation (14) for all main shock magnitudes, while the latter only considers STAI for main shock magnitudes bigger than 6.0. Clear differences between the two models are present for magnitude ranges 4.0 < m < 5.0 and 5.0 < m < 6.0 (see Figure S10 in the supporting information). For these magnitude ranges the transition time from the initial increase in the rescaled aftershock rates to an approximately constant behavior is shifted to even smaller t for model VI such that the deviation from the average aftershock rates for SC increases. This suggests that STAI in the form of equation (14) does a better job in reproducing the features observed for SC if it is applied to all main shocks, independent of their magnitude.
To clearly establish the importance of STAI or a magnitude dependent value of C, we consider model VII which is identical to model I with a constant value of C in the Omori-Utsu law but STAI is absent. In this case, the average aftershock rate is found to be very different from the average aftershock rate of SC (see Figure S11 of the Supporting Information). Specifically, the transition in the rescaled rate from an increasing behavior to an approximately constant behavior occurs at the same time-corresponding to the value of C in model VII-independent of the main shock magnitude. While this is the expected behavior for this model, it is in sharp contrast to the observed behavior for SC. We conclude that model VII is insufficient to explain the findings for SC and that it is essential to consider STAI or a main shock magnitude dependent C value for the Omori-Utsu law. Only then can one recover an average aftershock rate similar to the one observed for SC.
GR Relation for Aftershocks and Background
While using STAI in the form of equation (14) or a magnitude dependent C in the Omori-Utsu law in a form similar to equation (13) leads to very similar results in terms of the aftershock rates as we saw above, this is not necessarily the case for other statistical properties of aftershock or background events. This is particularly obvious if one considers the GR relation. One of the assumptions which we used for generating surrogate catalogs using different versions of the ETAS model was that both triggered and background events follow the same GR relation (equation (1)), though STAI in the form of equation (14) can potentially alter this. The main panel of Figure 11 compares the magnitude distributions of background and triggered events for SC. We use the maximum likelihood method discussed in [Naylor et al., 2009] for estimating b values. We obtain b = 1.1 ± 0.02 for background events and b = 0.97 ± 0.01 for triggered earthquakes. This indicates statistically significant differences in the b values of these two group of events as also reported in [Gu et al., 2013; Shearer, 2012b] .
For generating catalogs based on model I, we use b = 1.09 in the GR distribution (equation (9)) for both triggered and background events. In this case, we estimate b = 1.08 ± 0.02 for background events; see inset of Figure 11 . Hence, there is no statistically significant difference between the estimated b value and the one we used for generating the catalog. For triggered events, however, we estimate b = 0.98 ± 0.01, which is significantly different from the original value in the model but indistinguishable from the one for SC. The same behavior is observed for model II and model IV (see Figures S12 and S13 in the supporting information), but the difference in b-values is absent without STAI: For model VII, we obtain b = 1.08 ± 0.02 for background events and b = 1.09 ± 0.01 for triggered events. This suggests that STAI in the form of equation (14) can be responsible for differences in the estimated b values for aftershocks and background events, both in the ETAS model as well as for SC. Note that this result is different from the findings in [Gu et al., 2013] for a surrogate catalog generated by a similar ETAS model with STAI. Applying the same methodology to identify aftershocks, no statistically significant difference in the b-value between background and triggered events was observed. This might be a consequence of the different C values used: While we use C = 0.0001 days here, C = 0.024 days was used in [Gu et al., 2013] . Comparing the time scale set by C with the time scale set by STAI according to equation (14) indicates that a larger main shock magnitude is necessary in the latter case to match the value of C. Thus, the effect of STAI should be smaller for larger values of C which agrees with the observation that the difference in b-value between triggered and background events is absent for the larger value of C = 0.024 days. We conclude that the presence or absence of a variation in the b-value of ETAS catalogs with STAI depends on the chosen value of C. For model V, which has a magnitude dependent C in the Omori-Utsu law scaling according to equation (13) instead of STAI in the form of equation (14), we use b = 1.03 in the GR distribution (equation (9)) for both triggered and background events. In this case, we estimated b = 1.02 ± 0.02 for background events and b = 1.03 ± 0.01 for triggered events (see Figure S14 in the supporting information). There is not statistically significant difference between these two b values and the one we used for generating the catalog. This supports this possibility that the difference in b values for background and triggered events observed for SC is an effect of STAI. Moreover, it provides a clear indication that model V cannot capture all features observed for SC and is, thus, not a good description of the activity in SC. 
Aftershock Productivity
For completeness, we also evaluate the aftershocks productivity by analyzing their total number of events triggered by a main shock. As mentioned before, the total number of aftershocks has been empirically observed to be a function of main shock magnitude and to follow equation (11). Figure 12 compares the average number of aftershocks as a function of average main shock magnitude for SC, model I, and model II. They are basically identical. Specifically, we find = 0.88±0.02 for SC and = 0.87±0.01 for both model I and II. Note that this estimated value for model I is statistically indistinguishable from the parameter value = 0.88 used for generating this catalog-further proof that the methodology to identify aftershocks outlined in section 2 gives consistent and unbiased results. The identical estimates for model I and model II indicate that both models are equally successful in capturing the statistical properties of seismic activity in SC. Our findings also indicate that the estimation of based on the methodology introduced in section 2 is robust with respect to whether the underlying triggering process is isotropic (model II) or anisotropic (model I). We have confirmed this further by analyzing other isotropic and anisotropic ETAS catalogs including the ones given in . In contrast, as shown in , direct maximum likelihood estimates of the ETAS model [see, for example, Zhuang et al., 2004] result in a strongly underestimated productivity parameter , if the underlying triggering process is anisotropic.
Dependence on the Observational Magnitude Threshold
All our results are quite robust with respect to variations in the observational magnitude threshold. To demonstrate this, let us consider the catalogs for SC and the surrogate catalog for model I and focus on only those events with magnitude bigger or equal to 3.5. For these reduced catalogs, we then identify triggering relationships and define aftershocks using the methodology outlined in section 2 as before. Figure 13 shows the time-restricted spatial distribution of aftershocks for these two catalogs. As before, the behavior of model I agrees very well with SC, and it matches the functional form which was used for generating the surrogate catalog. For both SC and model I, the break in scaling at 10km is visible. Similarly, all other statistical properties of aftershocks analyzed in this paper do not change significantly if the observational magnitude threshold is varied to higher values. This is true for SC as well as for the different ETAS catalogs and is consistent with the results by Gu et al. [2013] . In addition, there are no significant variations in the estimates of the b-value for increasing earthquake magnitudes in the SC catalog, which could affect our selection of aftershocks discussed in section 2. We found that such variations only occur for magnitudes less than 2.4 (see Figure S15 in the Supporting Information). This indicates that our aftershock analysis should not suffer significantly from possible variations in magnitude accuracy, for example.
Discussion
Our analysis demonstrated that two power laws characterize the decay of the spatial density of aftershocks in Southern California for distances larger than half the rupture length. Specifically, our results indicate a functional form which decays with exponent 1.35 for distances between half the rupture length and 10km and with exponent 2.2 for larger distances. This is supported by our analysis of surrogate catalogs generated by different versions of the ETAS model which provides clear evidence that the findings for SC are inconsistent with a single power law decay (models III and IV) as it is often assumed. In contrast, models I and II -which both incorporate the two aforementioned power law regimes -can capture almost all of the observed statistical features of aftershocks and background events in Southern California. This indicates that a break in scaling is essential for characterizing the spatial distribution of aftershocks in Southern California. Other studies like [Marsan and Lengliné, 2010; Shearer, 2012a] were not able to resolve this feature since they could not estimate the decay in the aftershock density for distances larger then about 10km due to insufficient statistics.
Our observation can explain some of the inconsistencies between other recent studies. For example, in [Felzer and Brodsky, 2006] an inverse power law with an exponent of 1.36 ± 0.07 fitted the spatial distribution of aftershocks with main shocks magnitudes in the range 3.0 < m < 4.0. The fit was made from 0.2 to 16km which overlaps mostly with our first regime. However, in [Lippiello et al., 2009] for main shock magnitudes 4.0 < m < 5.0, a power law fit over the range [1; 100] km gave a decay exponent 1.88 ± 0.05. Based on our findings, one can interpret this exponent as an effective exponents since the considered range encompasses both power law regimes identified in our study such that one expects an exponent between 1.35 and 2.2. Thus, the apparent inconsistency between the findings in [Felzer and Brodsky, 2006; Lippiello et al., 2009] is simply a consequence of considering different magnitude and distance ranges and our findings can explain these dependencies.
Another important consequence of our findings is that the asymptotic decay in the spatial density of aftershocks with an exponent bigger than 2 ensures a well-defined, i.e, finite average aftershock distance. This resolves the apparent paradox arising from the findings in [Felzer and Brodsky, 2006; Marsan and Lengliné, 2008; Lippiello et al., 2009; Marsan and Lengliné, 2010] of an infinite and, thus, ill-defined average aftershock distance as discussed in more detail in [Gu et al., 2013] .
Our analysis also demonstrated that the rupture length does play a prominent role in the spatial density of aftershocks as it is often assumed [Kagan, 2002; Wu et al., 2013] . As shown in [Gu et al., 2013] , this is also true if one considers hypocenters instead of epicenters. If one considers epicenter distances, approximately half the rupture length corresponds to the most likely distance between a main shock and its aftershocks and there is a monotonic decrease in probability for shorter distances. We showed that the latter can be a consequence of considering epicenter distances instead of the physically more relevant epicenter-to-source distances if one assumes that each point along a rupture can trigger aftershocks (model I). In such a case, the full spatial distribution of aftershocks is anisotropic. The analysis of the surrogate catalogs generated by models I and II showed that one cannot determine whether the full spatial distribution of aftershock is isotropic or anisotropic based on the spatial density of aftershocks or any of the other statistical properties investigated here. This implies in particular that all these statistical properties and our methodology to estimate them are basically independent of orientational preferences in the aftershock distribution. The fact that anisotropy due to the spatially extended nature of earthquakes can influence the behavior of the spatial density of aftershocks for short epicenter distances also implies that estimated fractal dimensions of epicenter distributions in general are not necessarily indicative of a true fractal behavior but could just be a consequence of approximating seismicity as a point process.
The spatial density of aftershocks is often used as an indicator for the dominating underlying triggering mechanism like dynamic or static stress triggering [Felzer and Brodsky, 2006; Gomberg and Felzer, 2008; Lippiello et al., 2009; Richards-Dinger et al., 2010; Marsan and Lengliné, 2010] . As we mentioned above, the observed spatial density of aftershocks for Southern California using epicenter distances is consistent with a constant distribution of epicenter-to-source distances for distances less than half of the rupture length. This is typically a sign for static triggering over these length scales [see, for example, Felzer and Brodsky, 2006] . The relative small exponent of 1.35 observed in the intermediate distance interval has been proposed to be a signature for dynamic stress triggering in the past [Felzer and Brodsky, 2006] . However, it has also been shown that static stress changes can explain similar exponents in this distance interval even for small main shocks as an effect of the free surface [Hainzl et al., 2010] . While static stress changes in infinite homogeneous materials are known to decay according to r −3 (equivalent to an exponent of 2 of the linear density) in the far field, the presence of the free surface alters the decay significantly in distances up to a few tens of kilometers leading to significantly smaller decay exponents. In accordance with our analysis, the static stress based clock-advance model of Hainzl et al. [2010] predicts also an exponent of approximately 2.2 for larger distances in agreement with the rate-and-state friction model based on static stress changes [Marsan and Lengliné, 2010] . In contrast to our results, however, the static stress triggering model [Hainzl et al., 2010] predicts the break of the slope at larger distances (approximately 40 km). Thus a reevaluation of this model is required in order to test whether different depth distributions of the earthquakes can explain the observed smaller value of the break point.
Our analysis also shows that short-term aftershock incompleteness is essential for understanding different features of aftershocks and background activity in Southern California. Among the different versions of the ETAS we consider here, we obtain the best agreement with Southern California if short-term aftershock incompleteness is applied to all events, independent of their magnitude. We obtain a similar agreement in almost all statistical properties, if we use a magnitude dependent C in the Omori-Utsu law in the ETAS model instead (model V). The main exception is the frequency-magnitude distribution, which does not show any difference in b value between triggered and background events. This is in contrast to what is observed for Southern California and model I, which incorporates short-term aftershock incompleteness. The b values obtained for triggered and background events of the model I are the same as these value for SC. In both cases there is a significant difference between these two b values, but for model V we can not see this difference and b values of these two group of events are almost the same. This suggests that the difference between b values of triggered and background events in SC can be a consequence of short-term aftershock incompleteness [see also Hainzl, 2013] . It is important to realize though that such a difference only emerges in the ETAS model if the value of the parameter C in the Omori-Utsu law is sufficiently small as follows from a comparison with [Gu et al., 2013] .
Conclusion
Our investigation of a high-resolution catalog for seismicity in Southern California and different versions of ETAS model shows that a break in scaling at about 10 km is essential for describing the decay of the spatial distribution of aftershocks. Moreover, after considering the possible influence of short-term aftershock incompleteness, anisotropic triggering, and variations in the observational magnitude threshold on the decay of the aftershock density with distance, we show for the first time that within the framework of the ETAS model, these features are insufficient to explain the observed nontrivial decay of the aftershock density. This and the fact that the observed break in scaling is independent on whether one considers epicenters or hypocenters provide strong evidence that this break in scaling is not simply an artifact but a real feature. This observation is not only important in the discussion of dominant triggering mechanisms, but it also needs to be taken into account if one wants to use ETAS-like models for modeling and forecasting seismic activity. While there is some evidence from static stress triggering model studies that the observed nontrivial behavior in the decay of the spatial distribution of aftershocks could be a consequence of free surface effects leading to a deviation of the Coulomb-stress values from the expected far-field decay of static stress changes in a homogeneous infinite body, much more work is needed to test whether different depth distributions of earthquakes can indeed explain the observed value of about 10 km for the break in scaling in SC.
