ABSTRACT. We prove a q-analogue of the Carter-Payne theorem in the case where the differences between the parts of the partitions are sufficiently large. We identify a layer of the Jantzen filtration which contains the image of these Carter-Payne homomorphisms and we show how these homomorphisms compose.
INTRODUCTION
The Iwahori-Hecke algebras of the symmetric groups are interesting algebras with a rich combinatorial representation theory. These algebras arise naturally in the representation theory of the general linear groups and they are important because they simultaneously extend and generalize the representation theory of the symmetric and general linear groups.
The representation theory of the Hecke algebra H n closely parallels that of the symmetric groups. For each partition λ of n there is a Specht module S λ . In the semisimple case the Specht modules give a complete set of pairwise non-isomorphic irreducible H nmodules. When H n is not semisimple it is an important problem to determine the structure of the Specht modules. The purpose of this paper is to construct explicit non-trivial homomorphisms between Specht modules in the non-semisimple case. Using this construction, we are then able to connect the image of the homomorphism and the Jantzen filtration of the corresponding Specht module.
The most striking result about homomorphisms between Specht modules of the symmetric groups is the Carter-Payne Theorem [3] , which was proved by building on the famous paper of Carter and Lusztig [2] . A second proof of the Carter-Payne Theorem has recently been given by Fayers and Martin [12] .
In this paper we are concerned with the Carter-Payne homomorphisms of the IwahoriHecke algebra of the symmetric group. To state our main results, let F be a field of characteristic p ≥ 0 and fix a non-zero element ζ ∈ F . Let e > 1 be minimal such that 1 + ζ + · · · + ζ e−1 = 0; set e = 0 if no such integer exists. Let H n be the Hecke algebra of the symmetric group S n , over F , with parameter ζ.
If p > 0 and k > 0 then define ℓ p (k) to be the smallest positive integer such that p ℓp(k) > k. Now suppose that γ > 0 and λ and µ are partitions of n such that
for some positive integers a < z. Let h = λ a − λ z + z − a + γ. Then λ and µ form an (e, p)-Carter-Payne pair, with parameters (a, z, γ), if e > 1 and either a) p = 0, γ < e and h ≡ 0 (mod e), or, b) p > 0 and h ≡ 0 (mod ep ℓp(γ * ) ), where γ * = ⌊ γ e ⌋. The Carter-Payne Theorem for an Iwahori-Hecke algebra of the symmetric group is the following result. [3] and Dixon [6] ). Suppose that F is a field of characteristic p ≥ 0 and that λ and µ form an (e, p)-Carter-Payne pair. Then Hom Hn (S λ , S µ ) = 0.
Theorem 1.1 (Carter and Payne
For the symmetric groups (that is, when q = 1) this theorem is a classical result of Carter and Payne [3] . The full q-analogue of this result for the Iwahori-Hecke algebra H n was recently established in the unpublished thesis of Dixon [6] . Dixon's proof follows the original arguments of Carter and Lusztig [2] and Carter and Payne [3] . He works with the quantum hyperalgebra U of the general linear group and he proves that if λ and µ form an (e, p)-Carter-Payne then Hom U (∆ λ , ∆ µ ) is one dimensional, where ∆ ν is the Weyl module of U indexed by the partition ν. As dim Hom Hn (S λ , S µ ) ≥ dim Hom U (∆ λ , ∆ µ ), with equality if q = −1, this implies Theorem 1.1 for arbitrary q.
The Carter-Payne homomorphisms are very useful and important maps. Unfortunately little is known about them in general except that they exist. In this paper we concentrate on separated Carter-Payne pairs, where an (e, p)-Carter-Payne pair (λ, µ) with parameters (a, z, γ) is separated if λ r − λ r+1 ≥ γ for a < r ≤ z. We begin by giving two new and very explicit descriptions of Carter-Payne homomorphisms θ λµ : S λ −→ S µ when λ and µ form a separated Carter-Payne pair. We then use the new descriptions to prove the following two results, which were known previously only for the symmetric group algebra when γ = 1 [11] . Theorem 1.2. Suppose that λ, µ and σ are partitions of n such that λ and σ form a separated (e, p)-Carter-Payne pair with parameters (a, y, γ) and that σ and µ form a separated (e, p)-Carter-Payne pair with parameters (y, z, γ), where a < y < z and γ > 0. Then λ and µ form a separated (e, p)-Carter-Payne pair with parameters (a, z, γ) and θ λσ θ σµ = θ λµ .
To state our next result let
. . be the Jantzen filtration of S µ (see Section 2.6), and for 0 = h ∈ Z define val e,p (h) = p valp (h) , if e | h, 0, otherwise, where val p is the usual p-adic valuation map (and we set val 0 (h) = 0 when p = 0). Our second main result is the following.
Theorem 1.3.
Suppose that p ≥ 0 and that λ and µ form a separated (e, p)-Carter-Payne pair with parameters (a, z, γ). Then
where δ = val e,p (λ a − λ z + z − a + γ) − val e,p (γ).
The key observation in our construction of the Carter-Payne homomorphisms, which is due to Ellers and Murray [10] , is that the Specht modules S λ and S µ both appear in the restriction of a Specht module S ν of H n+γ . Starting from this observation we are able show that the Carter-Payne homomorphism θ λµ : S λ −→ S µ is induced by an H nmodule endomorphism of S ν which is given by right multiplication by a polynomial in the Jucys-Murphy elements L n+1 , . . . , L n+γ of H n+γ . Using this description of the CarterPayne maps we are able to prove the two theorems above as well as describe these maps as explicit linear combinations of semistandard homomorphisms. Thus we give a new proof of Theorem 1.1, when λ and µ are a separated pair, which takes place entirely within the Hecke algebra.
We now describe the contents of this paper in more detail. Section 2 sets up the basic notation and machinery that is used throughout the paper. In Theorem 2.7 and Theorem 2.8 we show that if (λ, µ) is a separated (e, p)-Carter-Payne pair then the corresponding Carter-Payne homomorphism is given by right multiplication by a polynomial in the Jucys-Murphy elements of H n+γ . We prove these results by writing the Carter-Payne homomorphism θ λµ as an explicit linear combination of semistandard homomorphisms. These results are proved modulo a result which describes how the Jucys-Murphy elements act on the Specht modules (Proposition 2.5) and a technical result which allows us to divide our maps by certain polynomial coefficients when p > 0 (Lemma 3.24). Using these results we prove our two main theorems about composing Carter-Payne homomorphisms and the connection between these maps and the Jantzen filtration. Section 3 is the computational heart of the paper which proves the detailed technical results which describe the action of the Jucys-Murphy elements on the Specht modules which are need to prove our main theorems. The results in this section are likely to be of independent interest.
CARTER-PAYNE HOMOMORPHISMS AND JUCYS-MURPHY ELEMENTS
In this section we define the Hecke algebra and the Specht modules and reduce the proofs of our main results to some technical statements which are proved in the next section.
2.1. The Hecke algebra. For each integer n > 0 let S n be the symmetric group of degree n. The symmetric group S n is generated by the simple transpositions s 1 , s 2 , . . . , s n−1 , where s i = (i, i + 1) for 1 ≤ i < n. If w ∈ S n then s i1 . . . s i k is a reduced expression for w if w = s i1 . . . s i k and k is minimal with this property. In this case, the length of w is ℓ(w) = k.
Suppose that q is an indeterminate over Z and let Z = Z[q, q −1 ] be the ring of Laurent polynomials in q. The generic Iwahori-Hecke algebra of S n is the unital associative Z-algebra H Z n with generators T 1 , . . . , T n−1 which are subject to the relations
where 1 ≤ i < n, 1 ≤ j < n − 1 and |i − j| ≥ 2. The Hecke algebra H n is free as an Z-module with basis { T w | w ∈ S n }, where T w = T i1 . . . T i k and s i1 . . . s i k is a reduced expression for w; see, for example, [17, Chapt. 1] . Now suppose that R is an arbitrary ring and that q R is an invertible element of R. Define H R n (q R ) = H Z n ⊗ Z R, where we consider R as a Z-algebra by letting q act as multiplication by q R . We say that H n is obtained from H Z n by specialization at q = q R . By the remarks above, H R n (q R ) is a unital associative R-algebra which is free as an Rmodule with basis { T w ⊗ 1 | w ∈ S n }. Typically, we abuse notation and write T w instead of T w ⊗ 1, for w ∈ S n .
In this paper we are most interested in the algebra H n = H F n (ζ), where F is a field of characteristic p ≥ 0 and 0 = ζ ∈ F . Define
and set e = 0 if 1 + ζ + · · · + ζ f −1 = 0 for all f ≥ 2. Then H n is (split) semisimple if and only if e > n or e = 0; see, for example, [17, Cor. 3.24] ). Henceforth, we assume that 2 ≤ e ≤ n. In particular, H n is not semisimple.
Observe that if ζ = 1 then e = p and H n ∼ = F S n . If ζ = 1 then ζ is a primitive e th root of unity in F .
Tableaux combinatorics.
A composition of n is a sequence λ = (λ 1 , λ 2 , . . . ) of non-negative integers which sum to n and λ is a partition if
We identify a λ-tableau with a labeling of the diagram of λ by N, and in this way we can talk of the rows and columns of S. A λ-tableau S is: a) semistandard if the entries in S are strictly increasing down columns. b) standard if S : D(λ) −→ {1, 2, . . . , n} is a bijection and the entries in S are strictly increasing down columns;
A λ-tableau has type µ = (µ 1 , µ 2 , . . . ) if it has µ i entries equal to i, for i ≥ 1. If S is a λ-tableau let Shape(S) = λ and if k ≥ 0 let S ↓k be the subtableau of S containing the numbers 1, 2, . . . , k.
The following notation will help us keep track of certain entries in our tableaux.
Notation.
Suppose that S is a tableau and that X and R are sets of positive integers. Let S X R be the number of entries in row r of S which are equal to some x, for some r ∈ R and some x ∈ X. We further abbreviate this notation by setting S ≤x >r = S [1,x] (r,∞) , S x r = S {x} {r} and so on.
Let T (λ, µ) be the set of λ-tableau of type µ and T 0 (λ, µ) the set of semistandard λ-tableaux of type µ. Let Std(λ) = T 0 (λ, (1 n )) be the set of standard tableaux and RStd(λ) = T (λ, (1 n )) the set of tableaux of type (1 n ). The initial λ-tableau is the standard λ-tableau t λ obtained by entering the numbers 1, 2, . . . , n in increasing order, from left to right, along the rows of D(λ).
If s is a tableau and s(r, c) = k then define row s (k) = r. For any subset I ⊆ { 1, 2, . . . , n }, the entries in I are in row order in s if row s (i) ≤ row s (j) whenever i < j ∈ I. For example, t λ is the unique λ-tableau which has 1, 2, . . . , n in row order. There is an action of S n on RStd(λ), from the right, given by defining sw to be the λ-tableau obtained from s by acting on the entries of s by w and then reordering the entries in each row, for s ∈ RStd(λ) and w ∈ S n . If s ∈ RStd(λ) define d(s) to be the unique element of S n of minimal length such that s = t λ d(s); such an element exists, for example, by [17, Prop. 3.3] . The permutation d(s) is the unique element of S n such that s = t λ d(s) and (i)d(s) < (j)d(s) whenever i < j lie in the same row of s. Let S λ = S λ1 × S λ2 × . . . be the Young subgroup of S n associated to λ.
Specht modules.
For each pair of tableaux s, t ∈ Std(λ), for λ a partition of n, let
, where
Murphy showed that { m st | s, t ∈ Std(λ), for λ a partition of n } is a basis of H n [17, 18] . The basis {m st } is a cellular basis of H n with respect to the dominance ordering where if λ and µ are partitions then µ λ if 
Usually, we write S λ = S λ F unless we want to emphasize the ring that S λ is defined over.
We emphasize, for the readers convenience, that throughout this paper we follow [17] and work with the Specht modules that arise as the cell modules for the Murphy basis. These modules are dual to the classically defined Specht modules considered in [7, 13] . Our results can be translated into the corresponding results for the classical Specht modules by conjugating the partitions involved and taking duals; see, for example, [16, Lemma 3.4] .
Define the Jucys-Murphy elements
. . , L n generate a commutative subalgebra of H n ; see, for example, [17, Prop. 3.26] . The Jucys-Murphy elements L k are important for us because they act on the Specht modules via triangular matrices. If R is any ring, a ∈ R and k ∈ Z then the Gaussian integer
where t is an indeterminate over R.
We are most interested in these scalars when R = Z and r = q, so we set
2.4. Constructing Carter-Payne homomorphisms. Suppose that λ is a partition of n and let M λ = m λ H n be the corresponding permutation module for H n . Then M λ has basis { m λ T d(t) | t ∈ RStd(λ) } and there is a surjective homomorphism π λ :
Now if µ is a partition of n and t ∈ Std(µ), define λ(t) to be the µ-tableau obtained by replacing each entry in t by its row index in t λ . If T is a µ-tableau of type λ define
To reprove Theorem 1.1 for the separated (e, p)-Carter-Payne pair (λ, µ) we use the following result. This is purely a matter of notational convenience as the proof that we give can be made to work without making use of this proposition (cf. the proof of Theorem 1.2 in Section 2.5 below). Proposition 2.1. Suppose that λ and µ are partitions of m such that λ i = µ i , whenever 1 ≤ i < a or i > z, for some integers a < z. Defineλ = (λ a , λ a+1 , . . . , λ z ) and µ = (µ a , µ a+1 , . . . , µ z ) and let n =λ a + · · · +λ z =μ a + · · · +μ z . Then
Proof. This follows from (the proof of) [ Therefore, when constructing Carter-Payne homomorphisms it is enough to show that H om Hn (S λ , S µ ) = 0 for partitions λ and µ of n which form a separated (e, p)-Carter-Payne pair with parameters a = 1, z = max { i > 0 | λ i = 0 } and γ > 0. For the rest of Section 2.4 we fix such a pair. We define ν to be the partition of n + γ given by
There is a natural embedding H n ֒→ H n+γ . Thus we can consider any H n+γ -module as an H n -module by restriction. We need the following well-known result -it is an easy corollary of [17, Prop. 6 .1].
Lemma 2.2.
As an H n -module the Specht module S ν has a filtration
and Shape(t ↓n ) = λ }, and M k has basis { m t | t ∈ Std(ν) and t ↓n ∈ Std(µ) }. 
(Thus, c i is the content of the i th removable node of ν; see the remarks before Lemma 3.1.) Now define
Hence, right multiplication by L λµ induces an H n -endomorphism of S ν . The following definitions allow us to describe this map and (if necessary) to modify it so as to produce an endomorphism θ λµ which satisfies the conditions of Lemma 2.3.
Let η be a partition of n.
η to be the standard tableau which agrees with t η where D(η) and D(ν) coincide, with the numbers n + 1, . . . , n + γ entered in row order in the remaining nodes of D(ν). A ν-tableau t is almost initial if t = t ν η , for some partition η of n. Now suppose that η is a partition of n such that η ⊆ ν. Define
That is, T ν 0 (µ, η) is the set of semistandard ν-tableaux of type η + 1 γ obtained by adding nodes labeled z + 1, . . . , z + γ to the bottom of a semistandard µ-tableaux of type η.
The following elegant result will allow us to construct Carter-Payne homomorphisms. It will be proved with less elegance in the following sections. The number S (r,z] r , which is the number of entries in row r of S contained in (r, z], is defined in Section 2.2.
Proof. This is the special case of Proposition 3.19 below, obtained by setting k = γ and y = 1.
2.6. Example Suppose that λ = (4, 4, 2) and µ = (6, 4). Then λ and µ form a (6, 0)-Carter-Payne pair with parameters (a, z, γ) = (1, 3, 2) . Applying the definitions,
Identifying the tableau S with m S , direct computation (or Proposition 2.5) shows that 1 2 3 4 1112 5 6 7 8 9 10
.
Using these calculations we invite the reader to check that right multiplication by L λµ induces an H C 10 -module homomorphism S λ → S µ when ζ = exp(2πi/6) ∈ C (so that e = 6). ♦ Using Proposition 2.5, we can now give a second proof of Theorem 1.1 from the introduction for our pair (λ, µ). We treat the cases p = 0 and p > 0 separately because the proof when p > 0 contains an additional subtlety. 
Proof. By Proposition 2.1 it is enough to consider the case when a = 1 and λ r = 0 when r > z. Since λ and µ form a Carter-Payne pair we have, by assumption, that γ < e and
In particular,
Suppose that t ∈ Std(ν) and let η = Shape(t ↓n ). Then in S ν we have m t = m t ν η T w , for some w ∈ S n × S γ . Therefore, by specializing q = ζ in Proposition 2.5 and using Lemma 2.4, we have
Next suppose that t ∈ Std η (ν) and m t ∈ M 1 . Then η = λ by Lemma 2.2. Conse-
By the last two paragraphs, and Lemma 2.3, right multiplication by L λµ induces an H n -module homomorphism from S λ to S µ . Suppose that t = t ν λ . Then there exists a semistandard tableau S ∈ T ν 0 (µ, λ) with S (r,z] r = γ, for 1 ≤ r < z. This is the unique semistandard tableau S ∈ T ν 0 (µ, λ) such that row r contains γ entries equal to r + 1, for
We have now shown that right multiplication on S ν by L λµ induces a non-zero map
However, from what we have proved it follows that
We now consider the case when p > 0. The argument is essentially the same as in the case when p = 0. There is a technical difficulty, however, because in general multiplication by L λµ induces the zero homomorphism from S λ to S µ .
Theorem 2.8. Suppose that p > 0 and that λ and µ form a separated (e, p)-Carter-Payne pair with parameters (a, z, γ). Then
Proof. As in Theorem 2.7, we may assume that a = 1 and λ r = 0 for r > z. We first consider the Specht module S ν Z for the generic Hecke algebra
. Suppose that t ∈ Std(ν) and set η = Shape(t ↓n ) so that m t = m t ν η T w for some w ∈ S n × S γ . By Lemma 2.4 and Proposition 2.5 in
If γ < e then, as in the proof of Theorem 2.7, there exists a tableau S with coefficient
z−1 ζ = 0 when we specialize at q = ζ. Therefore, in this case we set q = ζ and argue exactly as in the proof of Theorem 2.7 to show that multiplication by L λµ induces a non-zero homomorphism in H om Hn (Sλ, S µ ) = 0. If γ ≥ e then we have to work harder because the coefficients on the right hand side are almost always zero when we specialize to H n+γ .
Suppose 1 ≤ r < z. By Lemma 3.24 below, there exists an integer β r with 0 ≤ β r ≤ γ such that for all integers δ with 0 ≤ δ ≤ γ there exist polynomials f r,δ (q) and g r,δ (q) in Z, which depend only on c z − c r , such that g r,δ (ζ) = 0 and
Hence, there is a well-defined
Since λ and µ form an (e, p)-Carter-Payne pair, we have
Consequently, by Lemma 3.24, β 1 = γ and f 1,δ (ζ) = 0 if and only if δ = β 1 . Therefore, arguing as in the proof of Theorem 2.7, we see that specializing at q = ζ gives a H n -module homomorphism θ λµ : S λ −→ S µ such that
Finally, to show that θ λµ is non-zero we show that there exists a tableau S ∈ T ν 0 (µ, λ) such that S (r,z] r = β r , for 1 ≤ r < z. This is enough because for such a tableau S the paragraphs above show that m S appears in θ λµ (m t ν λ ) with coefficient z−1 r=1 γ δ=0 g r,δ (ζ), and this is non-zero by construction.
In general, there are many tableaux S ∈ T ν 0 (µ, λ) with S (r,z] r = β r , for 1 ≤ r < z. To construct a family of tableaux with this property set β z = γ. For 1 ≤ r ≤ z we construct a partition ν (r) and a semistandard ν (r) -tableaux S (r) of type (λ 1 , . . . , λ r ) with the properties that (S (r) )
. By induction we may assume that we have constructed a semistandard ν (r) -tableau S (r) as above. Now define S (r+1) to be any ν (r+1) -tableau of type (λ 1 , . . . , λ r+1 ) which is obtained by adding λ r+1 entries labeled r + 1 to S (r) in such a way that ν (r+1) ⊂ ν and ν
It is easy to check that S (r+1) satisfies all of the properties that we assumed of S (r) , so proceeding in this way we can construct a semistandard
to be the tableau obtained by adding entries labeled z + 1, . . . , z + γ in row order to row z of
be the polynomial defined during the proof of Theorem 2.7 and if p = 0 set β λµ (q) = 1. Then the Carter-Payne homomorphisms θ λµ : S λ −→ S µ that we constructed in the proofs of Theorem 2.7 and Theorem 2.8 are both of the form
for t ∈ Std λ (ν) (and this expression makes sense). 2.10. Example As in Example 2.6, suppose that λ = (4, 4, 2) and µ = (6, 4). Then λ and µ form an (e, p)-Carter-Payne pair with e = 2 and p = 3. Dividing all of the equations in Example 2.6 by [2] = 1 + q we obtain a map θ λµ : S (4,4,2) −→ S (6, 4) . In fact, the calculations in Example 2.6 show that π λ θ λµ = ϕ S where
However, applying Lemmas 5 and 7 from [12, §2] it is possible to show that if e = p = 2 then dim Hom H10 (S (4,4,2) , S (6,4) ) = 1.
The existence of such a map is not predicted by the Carter-Payne theorem. Moreover, looking at Example 2.6 shows that this map is not induced by right multiplication by any multiple of L λµ because in order to make this map non-zero we need to divide by [2] ζ but then
when we set ζ = −1. Consequently, right multiplication by L λµ /[2] ζ does not induce a homomorphism from S λ to S µ when e = p = 2 because, using the notation of Lemma 2.2, the submodule M 1 of S ν is not killed by L λµ . ♦ 2.5. Composing Homomorphisms. This section shows that we can compose certain CarterPayne homomorphisms. This gives a positive answer to a question of Henning Andersen.
Recall that Theorems 2.7 and 2.8 construct a non-zero homomorphism θ λσ : S λ −→ S σ whenever λ and σ form a separated Carter-Payne pair with parameters (a, y, γ). Let µ be another partition of n and suppose that a < y < z. Then it is easy to see that λ and µ form a separated Carter-Payne pair with parameters (a, z, γ) if and only if σ and µ form a separated Carter-Payne pair with parameters (y, z, γ). Thus we have two homomorphisms θ λµ and θ λσ θ σµ , which may be the zero map, from S λ to S µ .
Theorem 2.11. Suppose that λ, µ and σ are partitions of n such that λ and σ form a separated (e, p)-Carter-Payne pair with parameters (a, y, γ) and that σ and µ form a separated (e, p)-Carter-Payne pair with parameters (y, z, γ), where a < y < z and γ > 0.
Proof. Using Proposition 2.1, we may assume that a = 1 and z = max { i > 0 | λ i = 0 }. Let ν be the partition of n + γ given by
Then λ, µ, σ ⊂ ν.
To prove the Theorem we consider the Specht module S ν Z for the generic Iwahori-Hecke algebra H Z n+γ . As in Lemma 2.2, we fix a Specht filtration
and
for t ∈ Std λ (ν). Via Proposition 2.1, we have analogous descriptions of the maps θ λσ and θ σµ , however, we do not (yet) have a description of these maps as H n -module endomorphisms of S ν . The next three claims allow us to describe these maps as endomorphisms of S ν and to connect them with θ λµ .
Claim 1.
Suppose that η is a partition of n such that η ⊂ ν and η σ.
Proof of Claim 1. When y = 1 this is precisely Proposition 2.5. We are assuming, however, that y > 1. In this case, the formula for m t ν η L λσ follows by setting k = γ in Proposition 3.19 below (which includes Proposition 2.5 as a special case). Secondly, observe that
Proof of Claim 2. First observe that, by Lemma 3.12 below, m t ν η L λσ is a linear combination of terms m s where s ↓n t η . If row s (n + j) > y for some j with 1 ≤ j ≤ γ then m s ∈ M l+1 , so we may assume that row s (n + j) ≤ y for 1 ≤ j ≤ γ. Consequently, if m S + S l+1 appears with non-zero coefficient in m t ν η L λσ for some S ∈ T ν 0 (µ, η) then η r = S r r = σ r , for y ≤ r ≤ z. Therefore, we may replace σ with (σ 1 , . . . , σ y ) and deduce the claim from Proposition 2.5. Note that if S ∈ T ν 0 (σ, η) and 1 ≤ r < y then S
where
Proof of Claim
Armed with these three claims we now return to the proof of Theorem 2.11. Combining Claims 1-3 shows that if t ∈ Std(ν) then, modulo Remark. The polynomials β λµ (q) ∈ F [q] are not uniquely determined by Lemma 3.24. The proof of Theorem 2.11 really shows that we can choose these polynomials so that, under the assumptions of the theorem, β λµ (q) = β λσ (q)β σµ (q). Without this choice of β-polynomials, all we can say is that θ λµ = uθ λσ θ σµ for some non-zero scalar u ∈ F .
2.6. Jantzen filtrations. In this section we connect the Jantzen filtrations and the CarterPayne homomorphisms constructed in Section 2.4. If p = 0 our result says that the image is in contained in the radical of S µ , which is automatically true, so this result is most interesting when F is a field of positive characteristic. The key to the proof is the observation that if q = ζ then we can write L λµ in two different ways using the element L ′ λµ defined below.
The Hecke algebra H n is defined over the field F with parameter ζ. Let q be an indeterminate over F and let O = F [q] (q) be the localization of F [q] at the maximal ideal generated by q. Then O is a discrete valuation ring with maximal ideal π = qO, the polynomials in F [q] with zero constant term. For 0 = f ∈ O define val π (f ) = k where k is maximal such that f ∈ π k . Let K = F (q) be the field of fractions of O. We consider F as an O-module by letting q act on F as multiplication by ζ.
Let H O n be the Hecke algebra of S n over O with (invertible) parameter q + ζ. Then
is a modular system, with parameter q + ζ, for the algebras (H
The algebra H O n is cellular with cell modules the Specht modules S µ O , for µ a partition of n. We have that S
is the Jantzen filtration of S µ relative to the modular system (K, O, F ). As in the last section, we assume that λ and µ form a separated (e, p)-Carter-Payne pair with parameters (a, z, γ). We can again assume that a = 1, z = max { i | λ i = 0 } and we define ν to be the partition of n + γ obtained by adding γ nodes to the first row of λ.
As a slight variation on the definition of L λµ in section 2.2 set
λµ , the following result is easily proved using Lemma 3.12 below. We leave it as an exercise for the reader. for all x, y ∈ S µ O . Recall that we defined the map val e,p just before the statement of Theorem 1.3 in the introduction and that (2.9) defines a polynomial β λµ (q) ∈ F [q] whenever λ and µ form a Carter-Payne pair.
We can now prove Theorem 1.3 from the introduction.
Proof of Theorem 1.3. We have to show that the image of θ λµ is contained in 
. Therefore, when we specialize at q = 0,
. So multiplication by L λµ and L ′ λµ induce the same H nhomomorphism S λ → S µ , which may be zero, by the argument of Theorem 2.7. In the proof of Theorem 2.8, the homomorphism θ λµ was defined to be the specialization of the map 
Let β ′ λµ (q + ζ) be the coefficient of m t , x in the last equation. Recall from the proof of Theorem 2.8 that the polynomial β λµ (q + ζ) is a product of z − 1 factors corresponding to the row index i = 1, 2, . . . , z − 1 above. Noting that c 1 ≡ c z (mod e), we have that
by taking X = 0 in Corollary 3.23. This completes the proof.
It would be interesting to know how tight the bound obtained in Theorem 1.3 is. That is, to determine the maximal δ ′ such that the image of θ λµ is contained in J δ ′ (S µ ). If γ < e then β λµ (q) = 1. Hence, as a special case of the Theorem we obtain the following.
Corollary 2.14. Suppose that p > 0, γ < e and that λ and µ form an (e, p)-Carter-Payne pair with parameters (a, z, γ) such that λ r − λ r+1 ≥ γ, whenever a ≤ r ≤ z. Then
When ζ = 1 and γ = 1 this result has already been proved by Ellers and Murray [11, Theorem 7.1] without assuming that λ r − λ r+1 ≥ γ, for a ≤ r ≤ z. The proof of Theorem 1.3 was inspired by the argument of Ellers and Murray.
We note that when ζ = 1 we can replace the modular system (K, O, F ) used above with (Q (p) , Z (p) , Z/pZ) and the valuation map val π with the usual p-adic valuation map val p . With these choices, we obtain the 'natural' Jantzen filtration of S µ and the argument above shows that we can take δ = val p (c 1 − c z ) − val p (γ).
2.7.
The (e, p)-Carter-Payne Theorem. The techniques used in this paper to prove Theorem 2.7 and Theorem 2.8 can be used to prove the existence of homomorphisms between other pairs of Specht modules. As we now sketch, it is likely that a complete proof of Theorem 1.1 could be given using these ideas.
Fix a pair of partitions λ and µ of n which form a Carter-Payne pair with parameters (a, z, γ). As in the last section we may assume that a = 1 and that z is the length of λ. Let ν be the partition of n + γ given by ν r = λ r + γ, r = 1, λ r , otherwise.
Write ν = (ν 
Now define
Arguing as in the proof of Theorem 2.7 or Theorem 2.8 it is possible to show that right multiplication by L λµ induces a H n -homomorphism S λ → S µ . However, it is not clear that this homomorphism is non-zero.
If λ and µ form an (e, p)-Carter-Payne pair with parameters (a, z, γ) where γ = 1 then using Corollary 3.18 below, or by following Ellers and Murray [10] , it is possible to show that right multiplication by L λµ induces a non-zero H n -homomorphism from S λ to S µ .
Conjecture 2.15. Suppose that γ < e. Then right multiplication by L λµ induces a nonzero H n -homomorphism from S λ to S µ .
By the argument used to prove Theorem 1.3, if this conjecture is true then the image of this homomorphism is contained in J δ (S µ ), where δ = val e,p (λ a − λ z + z − a + γ). We end with two examples.
Example
Suppose that λ = (4, 4, 3, 2), that µ = (6, 4, 3) and that e = 7. If we take .
Further, if t = t ν η for some ν = η then m t L λµ has a factor of [7] . Thus if e = 7 (and p is arbitrary) there exists a non-zero homomorphism θ :
Note that the coefficient of the first tableau is not a product of Gaussian polynomials multiplied by a power of q. This indicates that the polynomial coefficients appearing in a general version of Proposition 2.5 may be difficult to describe. ♦ 2.17. Example Finally let us consider the case that λ = (4, 3, 3) and µ = (7, 3) . If we take t = t ν λ , and .
If t = t ν η for some ν = η then m t L λµ has a factor of [6] . So if e = 2 and p = 3 then (after dividing by [2] ), we have shown that there is a non-zero homomorphism between S λ and S µ , as predicted by the Carter-Payne theorem. However, we have shown that if e = 3 and p is arbitrary then we there is a non-zero homomorphism. These maps are not Carter-Payne homomorphism except when p = 2, although they are described by Parker [19] .
It is interesting to note that in [12] the authors show the existence of such a homomorphism in the case when e = p = 3; that is, when H n = F 3 S 10 . ♦
JUCYS-MURPHY ELEMENTS ACTING ON ALMOST INITIAL TABLEAUX
In this section we complete the proof of our main results in Sections 2.4-2.6 by proving some very precise formulas which describe how the Jucys-Murphy elements act on certain elements of the Specht modules. The results in this section are valid for an arbitrary Hecke algebra H n+γ = H Throughout this section we fix integers n, γ > 0 and an arbitrary partition ν of n+γ. (In this section the only result which requires the assumption that ν i −ν i+1 ≥ γ, for 1 ≤ i < z, is Proposition 3.19.) Let z = max { r | ν r > 0 }. Recall that {T w | w ∈ S n+γ } is a basis of H Z n+γ .
Semistandard basis elements.
We now fix notation that will be used extensively for the rest of the paper. Suppose that i and j are integers such that 1 ≤ i ≤ j ≤ n + γ. Define
Our convention will always be to read products from left to right, so that
In particular, T i,i = 1, T i = T i,i+1 , T i+1,j = T i,j\i+1 and T i,j−1 = T i,j\j . Recall that for 1 ≤ k ≤ n + γ we defined the Jucys-Murphy element L k . Similarly, we set
Consequently, the elements L k and L ′ k are almost interchangeable. Let S ν be the H Z n+γ -module corresponding to the partition ν, so that S ν has basis {m t | t ∈ Std(ν)}. If s ∈ RStd(ν) and 1 ≤ k ≤ n then the content of k in s is c s (k) = c − r, if s(r, c) = k. 
Lemma 3.2. Suppose that
Proof. The first identity follows from [17, Theorem 3.32] . The second identity follows from the first using the fact that
Proof. All but the last identity are given in [17, Proposition 3.26 and Exercise 3.6]. Part (g) is readily proved by induction on i ′ − i.
Suppose that α is a partition and that β is a composition of an integer m and let S be an α-tableau of type β. Recall from Section 2.4 that
By definition m S ∈ S α . We need a different description of m S . DefineṠ to be the unique row standard tableau such that β(Ṡ) = S and the numbers in each row of t β appear in row order inṠ. Then d(Ṡ) is the unique element of minimal length in the double coset S α d(Ṡ)S β by [17, Prop. 4.4] , and by [17, (4.6) ]
where D S is the set of all w ∈ S β such that if i < j lie in the same row ofṠw then (i)w < (j)w. In fact, by [17, Prop. 4.4] again, D S = D σ ∩S β where the composition σ is given by
} is the set of distinguished (or minimal length) right coset representatives of S σ in S n . Write β = (β 1 , . . . , β b ). Then S β = S β1 × · · · × S β b and every element w of S β can be written uniquely as a product of commuting permutations w = w 1 . . . w b where, abusing notation slightly, w i ∈ S βi for Proof. We prove the Lemma using some standard properties of the distinguished coset representatives of Coxeter groups. To exploit these results it is convenient to introduce some new notation. If σ is a composition of m let
Then S σ is generated by { (i, i + 1) | i ∈ J σ } and the map σ → J σ defines a bijection between the set of compositions of m and the subsets of
J is a complete set of coset representatives for S J in S K and, moreover, the following two properties hold: 
Let A = {a, a + 1, . . . , b − 1} and let E = { e ∈ A | row t (e) = row t (e + 1) }. Then
To prove the Lemma we consider various subsets of A which depend on E and E ′ . Let
and let L, L ′ ⊆ A be the subsets of A such that
where c ′ ∈ A is maximal such that row t (c ′ ) = i ′ . Note that c ′ ≤ c and S
Armed with these definitions we can now prove the lemma. We have
where the last two equalities follow by (D2) and (D1), respectively. Lemma 2.4] , however, this is not enough for our purposes because , in general,
Therefore, using (D1) and (D2) again,
where the last equality follows because mṠT w = q ℓ(w) mṠ for all w ∈ S C ′ ∪{c ′ } by Lemma 3.1. We have already observed that D S = D A E ′ , so an application of (3.4) now completes the proof. ( 
Lemma 3.8. Suppose that η ⊆ ν is a partition of n and set ξ = (
Proof. For 0 ≤ j ≤ γ, let t(j) be the ν-tableau such that the entries n + j + 1, . . . , n + γ appear in the same position that they appear in t ν η and the entries 1, 2, . . . , n + j are in row order. Consider t(γ − 1). Suppose that n + γ appears (at the end of) row r in t ν η . Then m t(γ−1) = m t ν T νr . . . T n+γ−1 = m t ν T νr ,n+γ by Lemma 3.1. The general case now follows by downwards induction on j using essentially the same observations. Similarly, it is straightforward to check the following lemma. Lemma 3.9. Suppose t ∈ RStd(ν) and let η = Shape(t ↓n ). Then
We are now ready to start proving the main results of this section. Recall that if η ⊆ ν is a partition of n then the almost initial tableau t t(g,n+j) .
Proof. Using in turn, Lemma 3.8, Lemma 3.3(g) and Lemma 3.2, we find
Now fix x with ν r + 1 ≤ x ≤ n + j. To complete the proof, we show that
Note that x lies in the same position of t ν that x − j lies in t. Let row t ν (x) = m. Therefore
Using induction on ε, where 1 ≤ ε ≤ ξ r , it follows that
Applying a second inductive argument, we find
The result follows.
Lemma 3.11. Suppose 1 ≤ u ≤ v ≤ n and that π ∈ S n . Then
Proof. We use induction on v − u, the case u = v being trivial. Assume v − u ≥ 1 and that the lemma holds for v − u − 1. By induction,
Bumping tableaux.
In this section we prove a series of 'bumping lemmas' which culminate in the proof of Proposition 3.19. This result contains Proposition 2.5 as a special case, so it completes the proof of Theorem 2.7. Throughout this section, ν is an arbitrary partition of n + γ. Suppose that t ∈ RStd(ν). Suppose that 1 ≤ j ≤ n + γ and that row t (j) = r. Say that s is obtained from t by bumping j down t if there exists ǫ ≥ 1 and integers r = r 0 < r 1 < . . . < r ǫ ≤ z and
If s is such a tableau, write s ≺ j t. Define ℓ t (s) = ǫ−1 and
The notation s >di+1
[ri,ri+1) was introduced in Section 2.2.
Lemma 3.12. Suppose t ∈ RStd(ν) is such that η = Shape(t ↓n ) = µ and the entries n+ 1, n+ 2, . . . , n+ γ are in row order. Choose j maximal such that r = row t (n+ j) < z. Then
Proof. Following Lemma 3.9, let π be the permutation such that m t = m t ν η T π . Since π ∈ S n we have that m t L n+j = m t ν η L n+j T π . We apply Lemma 3.10, keeping the notation of that lemma, except that we set V = ν r − j + 1.
Tp π by Lemma 3.11. Now notice that there is a bijection
given as follows. For each pair (g, p) as above,
is formed by bumping n + j down t. Under this correspondence, sincepπ ∈ S n , in order to see that
it is enough to observe that the permutations d(t ν σg )pπ and (n + j, d 1 , . . . , d ǫ ) agree. It remains to check that
which again follows from the definitions.
Now suppose that T is a ν-tableau of arbitrary type which contains an entry equal to k in row r. We generalize the notion of bumping by saying that a tableau U is obtained from T by bumping k from row r if there exist an integer ǫ ≥ 1 and integers r = r 0 < r 1 < . . . < r ǫ ≤ z and k > d 1 > . . . > d ǫ such that for 1 ≤ i ≤ ǫ, row r i of T contains an entry equal to d i and U is obtained by repeatedly exchanging k in row r i with d i+1 in row r i+1 . If U is obtained from T in this way, write U ≺ k,r T. We suppress r if T contains only one entry equal to k.
This agrees with the previous definition of b U T when T is a tableau of type (1 n+γ ). Define a ν-tableau T to be basic if it is a semistandard tableau of type η + 1 γ for some partition η of n such that η ⊆ ν and the entries z + 1, z + 2, . . . , z + γ are in row order. Note that for 1 ≤ j ≤ γ, the position of z + j in T is the same as the position of n + j inṪ.
Corollary 3.13. Suppose that T is a basic tableau of type
Proof. Let t =Ṫ = t ν η , so that m T = m t D T by (3.4) . Keeping the notation of Lemma 3.12 we have
Now apply Lemma 3.6 and the definitions. 
Proof. It follows from Lemma 3.2 and the proof of Lemma 3.12 that
Before generalizing the previous results to bumping tableaux we take a break and prove the following useful Gaussian integer identity.
Proof. The integer r plays no essential role so we can, and do, assume that r = 0. We claim that for 1 ≤ m ≤ v we have
The lemma follows directly from the claim. To prove the claim, we use downwards induction on m. If m = v then the equation gives
Now suppose 1 ≤ m < v and the claim holds for m + 1. Then
This completes the proof of the claim and hence the lemma.
Suppose that T is a ν-tableau of arbitrary type which contains an entry equal to k in row r. We say that a tableau U is obtained by weakly bumping k from row r into row z if there exist an integer ǫ ≥ 1 and integers r = r 0 < r 1 < . . . < r ǫ = z and d 1 , d 2 , . . . , d ǫ such that for 1 ≤ i ≤ ǫ, we have k > d i and row r i of T contains an entry equal to d i , and U is obtained by repeatedly exchanging k in row r i with d i+1 in row r i+1 . We write U ≺ w k,r T. Once again, we suppress r if T contains only one entry equal to k. Remark. The differences between bumping k from row r and weakly bumping k from row r into row z are that, when U ≺ 
(In other words, U is obtained form T by moving an entry labeled k from row r to row z, then an entry labeled a z from row z to row z − 1 and so on, until an entry labeled a r+1 is moved from row r + 1 into row r.) For r ≤ i ≤ z − 1, define
Lemma 3.17. Suppose T is a basic tableau of type η + 1 γ such that η = µ. Let j be maximal such that r = row T (z + j) < z. Then
Proof. We use induction on z − r combined with Corollary 3.13. If r = z − 1 then the result follows from Corollary 3.13. Now suppose that r < z − 1 and that Lemma 3.17 holds for r < r
. Then by Corollary 3.13 and induction, it is clear that m T L n+j is a linear combination of terms m U where U ≺ w z+j T. For the remainder of this proof fix a tableau U such that U ≺ w z+j T and let a = a U T be the sequence defined in (3.16) above. Set a z+1 = ∞ and let v ≥ r + 1 be minimal such that a v < a v+1 . Define integers r = r 0 < r 1 < r 2 < . . . < r s = v to be the points at which a rσ > a rσ+1 , for 1 ≤ σ < s. Then 
Finally, by Lemma 3.14,
As already noted,
Assume now that v = z; the case v = z is similar but contains some technical differences which we leave to the reader. Collecting the terms above, the coefficient of q
where the last equation follows by rearranging the terms using the identity
To complete the proof of the lemma we need to show that
. Hence, it is enough to establish the following claim and then set ǫ = 1:
We prove the claim by downwards induction on ǫ. If ǫ = s then ǫ(x) = s, for x = r s−1 + 1, . . . , r s = v, so
Consulting the definitions reveals that for r + 1 ≤ y ≤ v we have
Therefore,
by Lemma 3.15. This proves the claim when ǫ = s. The proof of the claim when ǫ < s follows easily by induction using a similar argument, so we leave the details to the reader. Proof. This is an immediate consequence of Proposition 3.17 and Lemma 3.14.
The next result will complete the proof of Theorem 2.7. Although we could prove this result for a slightly more general class of partitions, we assume that ν i − ν i+1 ≥ γ, for 1 ≤ i < z, because this assumption significantly simplifies the notation that we need.
Suppose t = t ν η is an almost initial tableau. Choose k with 1 ≤ k ≤ γ and let η (k) be the partition of n given by
Write U k ←− t if U ∈ T 0 (ν, η + 1 γ ) and Shape(U ↓z ) = η (k) and the numbers z + 1, z + 2, . . . , z + γ in U are in row order. . First note that if T is the basic tableau obtained by replacing each entry x with 1 ≤ x ≤ n in t by its row index in t and each entry n + 1 ≤ x ≤ n + γ with x − n + z then m t = m T by (3.4). If k = 1 or row t (n + γ − k + 1) = z then the result follows from Corollary 3.18. So suppose that 1 < k ≤ γ and that row t (n + γ − k + 1) = r < z. By induction on k we can assume that the Proposition holds for m t L ].
This will follow once we have established the following claim by setting x = r and, for definiteness, a = r. 
