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NEW CHARACTERIZATION OF APPELL POLYNOMIALS
ABDELMEJID BAYAD AND TAKAO KOMATSU∗
ABSTRACT. We prove characterizations of Appell polynomials by means of symmetric property.
For these polynomials, we establish a simple linear expression in terms of Bernoulli and Euler
polynomials. As applications, we give interesting examples. In addition, from our study, we ob-
tain Fourier expansions of Appell polynomials. This result recovers Fourier expansions known for
Bernoulli and Euler polynomials and obtains the Fourier expansions for higher order Bernoulli-
Euler’s one.
1. INTRODUCTION
We give a definition as broad as possible for the so-called sequences of Appell polynomials.
This definition is based on the Appell’s original work [1] published in 1882.
Let us fix g,ϕ two functions. The function g : C→ C is holomorphic at 0 , g(0) = 0, g′(0) 6= 0,
and ϕ : N→ C\{0} an arbitrary function.
Let (Pn(x))n be a sequence of polynomials. We call (Pn(x))n a sequence of Appell polynomials of
type (g,ϕ), if and only if there exists f : C→ C holomorphic at 0 such that f (0) 6= 0 and
∑
n≥0
Pn(x)
tn
ϕ(0) · · ·ϕ(n) = f (t)e
xg(t).(1.1)
The ordinary Appell sequence of polynomials corresponds to special type
g(t) = t,ϕ(0) = 1, and ϕ(n) = n, n ≥ 1.
In addition, for the above type we have Bernoulli’s polynomials Bn(x) corresponds to fB(t) = tet−1 ,
and Euler’s polynomials corresponds to fE(t) = 2et+1 .
However for this paper, without loss of generality, we can assume that ϕ(n) = n for n ≥ 1 and
ϕ(0) = 1. To see this we put
Qn(x) = Pn(x) n!ϕ(0) · · ·ϕ(n)
and rewrite the relation (1.1)
f (t)exg(t) = ∑
n≥0
Pn(x)
tn
ϕ(0) · · ·ϕ(n) = ∑
n≥0
Qn(x) t
n
n! .(1.2)
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In this paper, for fixed analytic function g we study the classes of sequence of Appell polynomials
(Pn(x))n in (1.1) when they satisfy the symmetric relation
Pn(a− x) = (−1)nPn(x)(1.3)
for some real parameter a.
1.1. Known Characterizations: An overview.
We review the known results concerning special cases of ordinary Appell sequences of polyno-
mials. Namely, Bernoulli and Euler polynomials. According to Bernoulli, Euler, Appel, Hurwitz,
Raabe, Lucas. There are several approaches to study Bernoulli and Euler polynomials. Here, we
list them :
(1) Generating functions theory (Euler [4])
∑
n≥0
Bn(x)
tn
n! =
t.ext
et −1
, |t|< 2pi .(1.4)
∑
n≥0
En(x)
tn
n! =
2.ext
et +1
, |t|< pi .(1.5)
(2) Appell sequence theory (Appell [1])
d
dxBn(x) = n.Bn−1(x)
d
dxEn(x) = n.En−1(x) .
(3) Umbral Calculus (Lucas [8])
Bn(x) = (B+ x)n .
(4) Fourier Series (Hurwitz [5])
Bn(x) =
−(n!)
(2pii)n ∑06=k∈Z
e2piikx
kn , 0 < x < 1 .
En(x) =
2.(n!)
(2pii)n+1 ∑k∈Z
e2pii(k+
1
2)x(
k+ 12
)n+1 , 0 < x < 1 .
(5) Raabe multiplication theorem [9]
m−1
∑
k=0
Bn
(
x+ k
m
)
= m1−nBn(x) , ∀m ≥ 1 , ∀n ∈ N .
m−1
∑
k=0
(−1)kEn
(
x+ k
m
)
= m−nEn(x) , ∀ m ≥ 1 odd , ∀ n ∈ N .
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We refer to Lehmer’s paper [7] for concise details about those approaches. All these Approachs
can be generalized to any generalized Appell sequences polynomials. We omit this point and leave
the details to the reader.
Our goal, in this paper, we investigate new Approach by means a Symmetry relation. To our
knowledge this approach has not yet been exploited.
2. STATEMENT OF MAIN RESULTS
For this section we consider fixed type (g,ϕ) Appell sequences of polynomials.
2.1. Characterization of Appell sequences polinomials of type (g,ϕ). We state our first main
result.
Theorem 2.1 (First main result). Let a be real parameter. We set
h(t) := f (t)e a2 g(t)
and denote by
V (a) := {(Pk)k Appell polynomials sequence (1.1) | Pk(a− x) = (−1)kPk(x)}.
We have
V (a) 6= /0 ⇐⇒ g is odd, and h is even.
Proof. We have V (a) 6= /0 if and only if there is (Pk)k sequence of Appell polynomials such that
∑
n≥0
Pn(a− x)
tn
ϕ(0) · · ·ϕ(n) = ∑
n≥0
(−1)nPn(x)
tn
ϕ(0) · · ·ϕ(n)(2.1)
The relation (2.1) is equivalent to
f (t)e(a−x)g(t) = f (−t)exg(−t) , ∀ x,
thus, V (a) 6= /0 if and only if h(t) = h(−t)ex(g(t)+g(−t)) , ∀ x.
Then V (a) 6= /0 if and only if g is odd and h is even.

Corollary 2.2. For a = 0 we have the function h(t) = f (t). Then V (0) 6= /0 if and only if g is odd
and f is even.
Theorem 2.3. Let a 6= 0 be real parameter. We have the following characterization for the set
V (a) of Appell sequences of polynomials. We have V (a) 6= /0 if and only if the functions g and
t → (eag(t)−1) f (t) are odd.
Proof. Write f+, f− the even and odd part of f , respectively. Thanks to Theorem 2.1 we explore
the parity of the functions h and g. We have
h(t) = ( f+(t)+ f−(t))e a2 g(t) = h(−t) = ( f+(t)− f−(t))e− a2 g(t) ,
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which is equivalent to f (t)(1− eag(t)) = 2 f−(t) . Then the functions g and t → (eag(t)−1) f (t) are
odd.
Conversely, put ψ(t) = (eag(t)−1) f (t) which is odd function. Then we have
∑
n≥0
Pn(a− x)(a− x)
tn
ϕ(0) · · ·ϕ(n) = f (t)e
(a−x)g(t)
and
f (t)e(a−x)g(t) = ψ(t)
eag(t)−1
e(a−x)g(t)
=
ψ(−t)
eag(−t)−1
exg(−t)
= f (−t)exg(−t)
(2.2)
hence
Pk(a− x) = (−1)kPk(x), ∀ k.
Thus we obtain our desired result. 
2.2. Application to type g(t) = t. For this section we fix the type g(t) = t and ϕ(0) = 1,ϕ(n) =
n, n ≥ 1. Next we will describe the set V (a) explicitly, by truncating the Appell sequences (1.1).
Denote by
Vn(a) = {P ∈ Cn[x]|∃(Pk)k ∈V (a) : P = Pk0 for some k0 ∈ N}.
Theorem 2.4 (Second main result). Let n be a positive integer, and 0 6= a real parameter. We have
Vn(a) = Vect(Bn−2k(x/a);0≤ k ≤ n/2)
is Vn(a) is the subspace spanned by {Bn−2k(x/a);0≤ k ≤ n/2}, with dimension equal to [n/2]+1,
alternatively,
Vn(a) = Vect(En−2k(x/a);0≤ k ≤ n/2).
By symmetry properties of Bernoulli and Euler polynomials it is easy to see that Vn(a) contains
Vect(Bn−2k(x/a);0 ≤ k ≤ n/2) and Vect(En−2k(x/a);0 ≤ k ≤ n/2). To prove the converse we
need more preliminaries.
We start to prove the following two theorems.
Theorem 2.5. Let a be a nonzero real parameter, and (Pn(x))n be a sequence of Appell polynomials
of type (g,ϕ) such that
Pn(a− x) = (−1)nPn(x).(2.3)
Let (ak)k∈N be sequence of real numbers such that the function
F : t → f (t)−∑
k
ak
tk
k! is odd or even(2.4)
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Then we obtain
Pn(x) = ∑
k even
ak
(
n
k
)
an−kEn−k
(x
a
)
, if F is odd(2.5)
Pn(x) = −2 ∑
k odd
ak
1
k
(
n
k−1
)
an−k+1Bn−k+1
(x
a
)
, if F is even .(2.6)
Proof. If the relation Pn(a− x) = (−1)nPn(x) and (1.1) hold, we obtain
f (t)eat = f (−t)(2.7)
and hence we have
F(t)eat +∑
k
ak
tk
k!e
at −∑
k
ak
(−t)k
k! = F(−t).
If F is odd, then we have
F(t) = ∑
k
ak
tk
k!
[
(−1)k− eat
eat +1
]
.
Therefore we obtain
f (t) = ∑
k
ak
tk
k!
[
(−1)k +1
eat +1
]
,
= ∑
k even
ak
tk
k!
2
eat +1
.
Thus
f (t)ext = ∑
k even
a−kak
(at)k
k! ·
2e xa (at)
eat +1
.
By use of the equations (1.5) and (1.1), we complete the proof of identity (2.5).
Similarly, from the equations (1.4), (1.1) we prove the identity (2.6) and also get
f (t)ext =−2 ∑
k odd
a−k+1ak
(at)k−1
k! ·
(at)e
x
a (at)
eat −1
.

2.3. Fourier expansions for Appell polynomials of type g(t) = t. For 0 < x < 1 if n = 1, 0 ≤
x ≤ 1 if n ≥ 2. It is well-known that
Bn(x) =
−n!
(2pii)n ∑k∈Z\{0}
e2piikx
kn .(2.8)
Concerning Euler’s polynomials, for 0 < x < 1 if n = 0, 0 ≤ x ≤ 1 if n ≥ 1. We have
En(x) =
2(n!)
(2pii)n+1 ∑k∈Z
e2pii(k−
1
2)x(
k− 12
)n+1 .(2.9)
(2.8) and (2.9).
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Theorem 2.6. Let a be a nonzero real parameter, and (Pn(x))n be a sequence of Appell polynomials
of type (g,ϕ) such that
Pn(a− x) = (−1)nPn(x).(2.10)
Let (ak)k∈N be sequence of real numbers such that the function
F : t → f (t)−∑
k
ak
tk
k! is odd or even(2.11)
(1) For F odd , 0 < x/a < 1 if n = 0, 0 ≤ x/a ≤ 1 if n ≥ 1, and write
c−m(a) := ∑
k even
ak
k!
(
pii
a
)k
(2m−1)k.
Then we have
Pn(x) =
2an(n!)
(2pii)n+1 ∑
m∈Z
c−m(a)
e2pii(m−
1
2)x(
m− 12
)n+1 .(2.12)
(2) For F even, 0 < x/a < 1 if n = 1, 0 ≤ x/a ≤ 1 if n ≥ 2, and write
c+m(a) := ∑
k odd
ak
k!
(
pii
a
)k−1
mk−1.
Then we have
Pn(x) =−
2an(n!)
(2pii)n+1 ∑
m∈Z
c+m(a)
e2pii mx
mn
.(2.13)
3. NEW RESULTS ON BERNOULLI AND EULER POLYNOMIALS OF HIGHER ORDER
In this section, we give two applications of our results. We obtain new explicit formulas and
Fourier series for Bernoulli and Euler polynomials of higher order.
3.1. Bernoulli polynomials.
We start with two applications, we obtain new characterizations of Bernoulli and Euler polyno-
mials. Note that for ϕ(0) = 1,ϕ(k) = k, k ≥ 1, ak = Ek(0), is well-known that E0(0) = 1 and
Ek(0) = 0 for 0 6= k even. Then we obtain
f (t)ext = ∑
k even
Ek(0)
tk
k! ·
2ext
et +1
=
2ext
et +1
·
We get Pn(x) = En(x). It means, in particular, that if the function F : t → f (t)− 1 is odd and
Pn(1− x) = (−1)nPn(x) then Pn(x) = En(x). Similarly, one can apply it to Bernoulli polynomials
Bn(x).
We have the following general formulation.
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Theorem 3.1 (Bernoulli polynomials by symmetry). Let (Pn(x))n be a sequence of Bernoulli’s
polynomials type (1.1) such that
Pn(1− x) = (−1)nPn(x).(3.1)
Let N be a positive integer. If the function F : t → f (t)−
N
∑
k=0
Bk(0)
tk
k! is even, then we obtain
Pn(x) = Bn (x) , and f (t) = t
et −1
.(3.2)
Proof. We apply Theorem 2.5 and equation (2.6), with a = 1, ak = Bk(0). It is well-known that
B1(0) =−1/2 and Bk(0) = 0 for 0 6= k odd. Then we obtain
f (t)ext =−2 ∑
k odd
Bk(0)
tk
k! ·
text
et −1
=
text
et −1
·
It means, in particular, that the function F : t → f (t)+ t2 is even and Pn(1− x) = (−1)nPn(x).
Thus we get Pn(x) = Bn(x). Then we deduce the theorem. 
3.2. Euler polynomials.
Theorem 3.2 (Euler polynomials by symmetry). Let (Pn(x))n be a sequence of Euler’s polynomials
type (1.1) such that
Pn(1− x) = (−1)nPn(x).(3.3)
Let N be a positive integer. If the function F : t → f (t)−
N
∑
k=0
Ek(0)
tk
k! is odd, then we obtain
Pn(x) = En (x) , and f (t) = 2
et +1
.(3.4)
Proof. Again we apply Theorem 2.5 and equation (2.5), with a = 1, ak = Ek(0). It is well-known
that E0(0) = 1 and Ek(0) = 0 for 0 6= k even. Then we obtain
f (t)ext = ∑
k even
Ek(0)
tk
k! ·
2ext
et +1
=
2ext
et +1
·
It means, in particular, that the function F : t → f (t)−1 is odd and Pn(1− x) = (−1)nPn(x).
Thus we get Pn(x) = En(x). Then we complete the proof of the theorem. 
3.3. Bernoulli polynomials of order r. Let r be a positive integer. The Bernoulli polynomials
and numbers of order r are given through the equations
∑
n≥0
B(r)n (x)
tn
n!
=
(
t
et −1
)r
ext
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and B(r)n = B(r)n (0).
The function f (t) =
(
t/r
et/r−1
)r
, r ≥ 1 satisfy f (t)et = f (−t) and the function
F(t) = f (t)− ∑
k≥0
r−2k−1B(r)2k+1
t2k+1
(2k+1)!
is even function. So that we obtain
r−nB(r)n (rx) =−2 ∑
0≤k≤n/2
r−2k−1
B(r)2k+1
2k+1
(
n
2k
)
Bn−2k(x).
We have a new formula for the generalized Bernoulli polynomials B(r)n (x)
B(r)n (x) =−2 ∑
0≤k≤n/2
rn−2k−1
B(r)2k+1
2k+1
(
n
2k
)
Bn−2k(x/r)
and , thanks to the relations in [2, (1.10), Corollary 1.8], the coefficients B(r)2k+1 are given by the
formula
B(r)n =


n
(
n−1
r−1
)
∑rk=1(−1)k−1s(r,k)Bn−r+kn−r+k , n ≥ r
1
(r−1n )
s(r,r−n), 0 ≤ n ≤ r−1 .
(3.5)
where s(n, l) is the Stirling number of the first kind.
Therefore we obtain the formulas
Theorem 3.3. For n ≥ r ≥ 2, we have
B(r)n (x) =−2 rn−1 ∑
0≤k≤r/2−1
r−2k
s(r,r−2k−1)
2k+1
(
n
2k
)
(
r−1
2k+1
)Bn−2k(x/r)
−2 rn−1 ∑
r/2≤k≤n/2
r−2k
B(r)2k+1
2k+1
(
n
2k
)
Bn−2k(x/r),
(3.6)
with
B(r)2k+1
2k+1 =
(
2k
r−1
)
r
∑
j=1
(−1) j−1s(r, j) B2k+1−r+ j
2k+1− r+ j , j ≥ r/2.
We give details for r = 2,3 which give us new explicit formulas for B(2)n (x) and B(3)n (x).
Thanks to B(2)1 = s(2,1) =−1,B
(2)
2k+1 =−(2k+1)B2k, (k ≥ 1), then we have
B(2)n (x) = ∑
0≤k≤n/2
2n−2k
(
n
2k
)
B2kBn−2k(x/2),
B(3)n (x) = 3nBn(x/3)−2 ∑
1≤k≤n/2
3n−2k−1
B(3)2k+1
2k+1
(
n
2k
)
Bn−2k(x/3)
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and then for n ≥ 4 we have
B(3)n (x) = 3nBn(x/3)+
1
2
3n−2
(
n
2
)
Bn−2(x/3)−2 ∑
2≤k≤n/2
3n−2k(2k−1)
(
n
2k
)
B2kBn−2k(x/3).
3.4. Euler polynomials of order r. Let r be a positive integer. The Euler polynomials and num-
bers of order r are given by the equations
∑
n≥0
E(r)n (x)
tn
n!
=
(
2
et +1
)r
ext
and Ern = E
(r)
n (0).
Let f (t) =
(
2
et/r+1
)r
. The function f satisfy f (t)et = f (−t) and the function
F(t) = f (t)− ∑
k≥0
r−2kE(r)2k
t2k
(2k)!
is odd function. So that we obtain
r−nE(r)n (rx) = ∑
0≤k≤n/2
r−2kE(r)2k
(
n
2k
)
En−2k(x).
Then we get a new formula E(r)n (x)
E(r)n (x) = ∑
0≤k≤n/2
rn−2k
(
n
2k
)
E(r)2k En−2k(x/r)
On the other hand, it is well-known that the numbers E(r)n can be express explicitly in terms of
Stirling numbers of first kind and Euler numbers Ek := Ek(0). Precisely, we have
Lemma 3.1. Let r be a positive integer. We have
E(r)n =
2r−1
(r−1)!
r−1
∑
j=0
(−1) js(r,r− j)En+r− j−1.(3.7)
Hence we get the result
Theorem 3.4. Let r be a positive integer. We have
E(r)n (x) =
2r−1
(r−1)! ∑0≤ j≤r−1
0≤k≤n/2
(−1) js(r,r− j)
(
n
2k
)
rn−2kE2k+r− j−1En−2k(x/r).(3.8)
The relation is obvious for r = 1. For r = 2 and n ≥ 2 we obtain
E(r)n (x) = 2nEn(x/2)+ ∑
1≤k≤n/2
(
n
2k
)
2n+1−2kE2k+1En−2k(x/r).(3.9)
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3.5. Fourier expansions for higher Bernoulli-Euler’s polynomials. We apply our main result
to get Fourier series for Euler’s and Bernoulli’s polynomials of higher order r. From our Theorem
3.3 and Theorem 3.4 we can obtain the Fourier expansions for the polynomials B(r)n (x) and E(r)n (x).
Theorem 3.5 (Fourier expansion). For x ∈ (0,r) we have Fourier expansion for the Euler polyno-
mials of order r ≥ 1 given by
E(r)n (x) =
2r
(r−1)!
n!
(2pii)n+1 ∑
m∈Z
cm(n,r)
e2pii(m−1/2)
x
r
(m−1/2)n+1
,(3.10)
where
cm(n,r) = ∑
0≤ j≤r−1
0≤k≤n/2
(−1) js(r,r− j)(pii)2k(2m−1)2kE2k+r− j−1.(3.11)
For example for
(1) r = 1 we have cm(n,1) = 1 for any m ∈ Z. We recover the known result about periodized
Euler functions.
(2) r = 2,
cm(n,2) = 1/2+ ∑
1≤k≤n/2
(pii)2k(2m−1)2kE2k+1 , n ≥ 2.(3.12)
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