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Sequential Necessary and Sufficient Conditions
for Capacity Achieving Distributions of
Channels with Memory and Feedback
Photios A. Stavrou, Charalambos D. Charalambous and Christos K. Kourtellaris
Abstract
We derive sequential necessary and sufficient conditions for any channel input conditional distribution
P0,n , {PXt|Xt−1,Y t−1 : t = 0, . . . , n} to maximize the finite-time horizon directed information defined
by
CFBXn→Y n
,
= sup
P0,n
I(Xn → Y n), I(Xn → Y n) =
n∑
t=0
I(Xt;Yt|Y
t−1)
for channel distributions {PYt|Y t−1,Xt : t = 0, . . . , n} and {PYt|Y t−1t−M ,Xt : t = 0, . . . , n}, where
Y t , {Y0, . . . , Yt} and Xt , {X0, . . . , Xt} are the channel input and output random processes, and M
is a finite nonnegative integer.
We apply the necessary and sufficient conditions to application examples of time-varying channels with
memory and we derive recursive closed form expressions of the optimal distributions, which maximize
the finite-time horizon directed information. Further, we derive the feedback capacity from the asymptotic
properties of the optimal distributions by investigating the limit
CFBX∞→Y∞
,
= lim
n−→∞
1
n+ 1
CFBXn→Y n
without any a´ priori assumptions, such as, stationarity, ergodicity or irreducibility of the channel dis-
tribution. The necessary and sufficient conditions can be easily extended to a variety of channels with
memory, beyond the ones considered in this paper.
Index Terms
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I. INTRODUCTION
Computing feedback capacity for any class of channel distributions with memory, with or without
transmission cost constraints, and computing the optimal channel input conditional distribution, which
achieves feedback capacity, and determining whether feedback increases capacity, are fundamental and
challenging open problems in information theory for half a century.
Notable exceptions are the Cover and Pombra [2] characterization of feedback capacity of nonstationary
and nonergodic, Additive Gaussian Noise (AGN) channels with memory and feedback. The characteriza-
tion of feedback capacity derived in [2], initiated several investigations for variants of the AGN channel
with memory, such as, the finite alphabet channel with memory investigated by Alajaji in [3], the stationary
ergodic version of Cover and Pombra [2] AGN channel, in which the channel noise is of limited memory,
investigated by Kim in [4], and several generalizations investigated via dynamic programming by Yang
et al. in [5]. Despite the progress in [2]–[5], the task of determining the closed form expression of
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the optimal channel input conditional distribution without any assumptions of stationarity or ergodicity
imposed on the AGN channel, remains to this date a challenging problem. Over the last ten years,
feedback capacity expressions of certain symmetric channels with memory, defined on finite alphabets,
are derived in [6]–[8], and in [9], when transmission cost constraints are imposed on the channel input
distributions. However, the progress has been limited; the fundamental problem of determining feedback
capacity, and understanding the properties of the optimal channel input distributions for general channels,
remains to this date a challenge. Specifically, in [6]–[8], the closed form expressions of feedback capacity
are obtained using the symmetry of the channels considered, the capacity achieving input distributions
are often not determined, while the methodology is based on an a´ priori assumption of ergodicity of the
joint processes.
For general channel distributions with memory, the lack of progress in computing feedback capacity is
attributed to the absence of a general methodology to solve extremum problems of feedback capacity.
In this paper, we utilize recent work found in [10], [11], to develop such a methodology. Specifically,
we derive sequential necessary and sufficient conditions for channel input distributions to maximize the
finite horizon directed information. Then we apply the necessary and sufficient conditions to specific
application examples, and we compute recursive expressions for the finite horizon information feedback
capacity and the optimal channel input distributions. We determine the expressions of feedback capacity
and the corresponding expressions of the optimal distributions, which achieve it, from the per unit time
limit of the finite time horizon. The application examples include a) the time-varying Binary Unit Memory
Channel Output (BUMCO) channel (defined by (I.23)), b) the time-varying Binary Erasure Unit Memory
Channel Output (BEUMCO) channel (defined by (IV.39)), and c) the time-varying Binary Symmetric Two
Memory Channel Output (BSTMCO) channel (defined by (IV.54)). Moreover, we show how to obtain
existing results, such as, the POST channel and the Binary State Symmetric Channel (BSSC) investigated
in [8] and [9], respectively, as degenerated versions of more general channel models.
Next, we describe the problem investigated, we give some of the results obtained, and we draw connections
to existing literature.
A. Main Problem
Consider any channel model
({
Xt : t = 0, . . . , n
}
,
{
Yt : t = 0, . . . , n
}
, C0,n ,
{
PYt|Y t−1,Xt : t = 0, . . . , n
}
,
P0,n ,
{
PXt|Xt−1,Y t−1 : t = 0, . . . , n
})
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where Xt , {X0,X1, . . . ,Xt} and Y t , {Y0, Y1, . . . , Yt} are the channel input and output Random
Variables (RVs), taking values in X t = ×nt=0Xt, C0,n is the set of channel distributions, and P0,n is the
set of channel conditional distributions.
Our objective is to derived necessary and sufficient conditions for any channel input conditional distribu-
tion from the set P0,n, to maximize the finite-time horizon directed information from Xn to Y n, defined
by
CFBXn→Y n , sup
P0,n
I(Xn → Y n) (I.1)
where I(Xn → Y n) is the directed information from Xn to Y n, defined by [12], [13]
I(Xn → Y n) ,
n∑
t=0
I(Xt;Yt|Y
t−1) =
n∑
t=0
E
{
log
(dPYt|Y t−1,Xt(·|Y t−1,Xt)
dPYt|Y t−1(·|Y
t−1)
(Yt)
)}
. (I.2)
We prefer to derive necessary and sufficient conditions for extremum problem (I.1), because these translate
into corresponding necessary and sufficient conditions for any channel input distribution to maximize its
per unit time limiting version, defined by
CFBX∞→Y∞ , lim inf
n−→∞
1
n+ 1
CFBXn→Y n . (I.3)
Moreover, the transition to the per unit time limit provides significant insight on the asymptotic properties
of optimal channel input conditional distributions.
We also derived necessary and sufficient conditions for channel input conditional distributions, which
satisfies transmission cost constraint of the form
P0,n(κ) ,
{
PXt|Xt−1,Y t−1 , t = 0, . . . , n :
1
n+ 1
E
{
c0,n(X
n, Y n−1)
}
≤ κ
}
, κ ∈ [0,∞) (I.4)
and maximize the finite-time horizon directed information defined by
CFBXn→Y n(κ) , sup
P0,n(κ)
I(Xn → Y n). (I.5)
Subsequently, we illustrate via application examples, that feedback capacity and capacity achieving
distributions can be obtained from the asymptotic properties of the solution of the finite-time horizon
extremum problem of directed information. To the best of our knowledge, this is the first paper which
gives necessary and sufficient conditions for any channel input conditional distribution to maximize the
finite-time horizon optimization problems CFBXn→Y n , CFBXn→Y n(κ), and gives non-trivial finite alphabet
application examples in which the optimal channel input distribution and the corresponding channel
September 20, 2018 DRAFT
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output transition probability distribution are computed recursively.
Coding theorems for channels with memory with and without feedback are developed extensively over
the years, in an anthology of papers, such as, [14]–[27]. Under certain conditions, CFBX∞→Y∞ is the
supremum of all achievable rates of the sequence of feedback codes {(n,Mn, ǫn) : n = 0, . . . } (see
[25] for definition). For the convenience of the reader the definition of feedback codes and the sufficient
conditions for CFBX∞→Y∞ to correspond to feedback capacity are given in Appendix A.
B. Contributions and Main Results
In this paper, to avoid excessive notation, we derive sequential necessary and sufficient conditions
for any channel input distribution {PXt|Xt−1,Y t−1 : t = 0, . . . , n} ∈ {P0,n, P0,n(κ)} to maximize
directed information I(Xn → Y n), for the following classes of channel distributions and transmission
cost functions.
Channel Distributions:
Class A. PYt|Y t−1,Xt = PYt|Y t−1t−M ,Xt ≡ qt(dyt|y
t−1
t−M , xt), t = 0, . . . , n, (I.6)
Class B. PYt|Y t−1,Xt = PYt|Y t−1,Xt ≡ qt(dyt|yt−1, xt), t = 0, . . . , n. (I.7)
Transmission Cost Functions:
Class A. cA.N0,n (Xn, Y n−1) ,
n∑
t=0
γt(Xt, Y
t−1
t−N ), t = 0, . . . , n, (I.8)
Class B. cB0,n(Xn, Y n−1) ,
n∑
t=0
γt(Xt, Y
t−1), t = 0, . . . , n. (I.9)
Here, {M,N} are nonnegative finite integers. We use the following convention.
If M = 0 then PYt|Y t−1t−M ,Xt |M=0 = PYt|Xt , i.e., the channel is memoryless, t = 0, . . . , n.
If N = 0 then γt(xt, yt−1t−N )|N=0 = γt(xt), t = 0, . . . , n.
1) Methodology: The starting point of our analysis is based on the information structures of the channel
input conditional distribution developed in [11], and the convexity property of the extremum problem of
feedback capacity derived in [10], [28] for abstract alphabet spaces and in [8] for finite alphabet spaces.
We translate these convexity properties into convexity properties of dynamic programming recursions.
For the reader’s convenience, we introduce the main concepts we invoke in the paper in order to explain
the methodology and to state some of the main contributions of this paper.
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Information Structures of Optimal Channel Input Distributions Maximizing I(Xn → Y n). From [11], we
use the following results.
(a) For any channel distribution of class A, the optimal channel input conditional distribution, which
maximizes I(Xn → Y n) satisfies conditional independence1
{
PXt|Xt−1,Y t−1 = PXt|Y t−1t−M ≡ πt(dxt|y
t−1
t−M ), t = 0, . . . , n
}
⊂ P0,n (I.10)
which implies the corresponding joint process {(Xt, Yt) : t = 0, . . . , n} is M -order Markov, and the
output process {Yt : t = 0, . . . , n} is M -order Markov, that is, the joint distribution and channel output
transition probability distribution are given by
P
π
Y t,Xt(dy
t, dxt) =⊗ti=0
(
qi(dyi|y
i−1
i−M , xi)⊗ πi(dxi|y
i−1
i−M )
)
, t = 0, . . . , n, (I.11)
P
π
Yt|Y t−1
(dyt|y
t−1) =Pπ
Yt|Y
t−1
t−M
(dyt|y
t−1
t−M ) (I.12)
=
∫
Xt
qt(dyt|y
t−1
t−M , xt)⊗ πt(dxt|y
t−1
t−M ) ≡ ν
π
t (dyt|y
t−1
t−M ). (I.13)
(b) The characterization of CFBXn→Y n called “Finite Transmissions Feedback Information” (FTFI) capacity,
is given by the following expression.
C
FB,A.M
Xn→Y n = sup
PA.M0,n
n∑
t=0
E
π
{
log
(qt(·|Y t−1t−M ,Xt)
νπt (·|Y
t−1
t−M )
(Yt)
)}
(I.14)
where the optimization is over the restricted set of distributions
PA.M0,n =
{
πt(dxt|y
t−1
t−M ) : t = 0, . . . , n
}
. (I.15)
In view of the Markov property of the channel output process, we optimize the characterization of FTFI
capacity (I.14) to determine the optimal channel input distribution from the set PA.M0,n .
Convexity of Directed Information. From [10], we use the following results.
(c) The extremum problem of the characterization of FTFI capacity CFB,A.MXn→Y n given by (I.14) is a convex
optimization problem, over the space of channel input distributions PA.M0,n .
(d) The characterization of FTFI capacity CFB,A.MXn→Y n can be reformulated as a double sequential maxi-
1For finite alphabet channels with M = 1, i.e. PYt|Yt−1,Xt , it is conjectured in [29]–[31] that (I.10) holds. The authors were
unable to locate, in the literature, the derivation of this structural result, besides [11].
September 20, 2018 DRAFT
SUBMITTED TO IEEE TRANSACTIONS ON INFORMATION THEORY 8
mization problem of concave functionals over appropriate convex subsets of probability distributions.
2) Sequential Necessary and Sufficient Conditions of the Characterization of FTFI Capacity for Class
A Channels: We derive the sequential necessary and sufficient conditions for the extremum problem
(I.14) as follows.
Dynamic Programming Recursions. In view of (a)-(d), we apply dynamic programming and standard
techniques of optimization of convex functionals defined on the set of probability distributions, to derive
sequential necessary and sufficient conditions for any channel input distribution from the set PA.M0,n to
achieve the supremum in the characterization of FTFI capacity CFB,A.MXn→Y n .
Specifically, let Ct : Yt−1t−M 7−→ [0,∞) represent the maximum expected total pay-off in (I.14) on the
future time horizon {t, t+ 1, . . . , n}, given Y t−1t−M = y
t−1
t−M at time t− 1, defined by
Ct(y
t−1
t−M ) = sup{
πi(dxi|y
i−1
i−M ): i=t,t+1,...,n
}Eπ
{ n∑
i=t
log
(dqi(·|yi−1i−M , xi)
dνπt (·|y
i−1
i−M )
(Yi)
)∣∣∣Y t−1t−M = yt−1t−M
}
. (I.16)
The dynamic programming recursions for (I.16) are the following.
Cn(y
n−1
n−M) = sup
πn(dxn|y
n−1
n−M)
∫
Xn×Yn
log
(qn(·|yn−1n−M , xn)
νπn(·|y
n−1
t−M )
(yn)
)
qn(dyn|y
n−1
n−M , xn)⊗ πn(dxn|y
n−1
n−M),
(I.17)
Ct(y
t−1
t−M ) = sup
πt(dxt|y
t−1
t−M )
∫
Xt×Yt
(
log
(dqt(·|yt−1t−M , xt)
νπt (·|y
t−1
t−M )
(yt)
)
+ Ct+1(y
t
t+1−M )
)
qt(dyt|y
t−1
t−M , xt)⊗ π(dxt|y
t−1
t−M ), t = 0, . . . , n− 1. (I.18)
Since (I.17), (I.18) form a convex optimization problem (sequentially backward in time), we prove the
following sequential necessary and sufficient conditions.
Theorem I.1. (Sequential necessary and sufficient conditions for channels of class A)
The necessary and sufficient conditions for any input distribution {πt(dxt|yt−1t−M ) : t = 0, . . . , n} to
achieve the supremum in CFB,A.MXn→Y n defined by (I.14) (assuming it exists) are the following.
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(a) For each yn−1n−M ∈ Yn−1n−M , there exist a Cn(yn−1n−M) such that the following hold.∫
Yn
log
(dqn(·|yn−1n−M , xn)
dνπn(·|y
n−1
n−M )
(yn)
)
qn(dyn|y
n−1
n−M , xn) = Cn(y
n−1
n−M), ∀xn ∈ Xn, if πn(dxn|yn−1n−M) 6= 0,
(I.19)∫
Yn
log
(dqn(·|yn−1n−M , xn)
dνπn(·|y
n−1
n−M )
(yn)
)
qn(dyn|y
n−1
n−M , xn) ≤ Cn(y
n−1
n−M), ∀xn ∈ Xn, if πn(dxn|yn−1n−M) = 0
(I.20)
and moreover, Cn(yn−1n−M ) is the value function defined by (I.16) at t = n.
(b) For each t, yt−1t−M ∈ Yt−1t−M , there exist a Ct(yt−1t−M ) such that the following hold.∫
Yt
(
log
(dqt(·|yt−1t−M , xt)
dνπt (·|y
t−1
t−M )
(yt)
)
+ Ct+1(y
t
t+1−M )
)
qt(dyt|y
t−1
t−M , xt) = Ct(y
t−1
t−M ), ∀xt ∈ Xt, if πt(dxt|yt−1t−M ) 6= 0, (I.21)∫
Yt
(
log
(dqt(·|yt−1t−M , xt)
dνπt (·|y
t−1
t−M )
(yt)
)
+ Ct+1(y
t
t+1−M )
)
qt(dyt|y
t−1
t−M , xt) ≤ Ct(y
t−1
t−M ), ∀xt ∈ Xt, if πt(dxt|yt−1t−M ) = 0 (I.22)
for t ∈ {n − 1, . . . , 0}, and moreover, Ct(Y t−1t−M ) is the value function defined by (I.16) for t ∈ {n −
1, . . . , 0}.
In application examples of time-varying channels with memory (Section IV), we invoke Theorem I.1 to
derive recursive expressions of the optimal channel input distributions. Moreover, from these expressions,
we derive the optimal channel input distributions for the per unit time limiting expression CFBX∞→Y∞ ,
and we show it converges to feedback capacity.
The necessary and sufficient conditions stated in Theorem I.1, are generalizations of the ones obtained
by Gallager [16] and Jelinek [32], for Discrete Memoryless Channels (DMCs). The main point to be made,
is that for channels with memory, we derive the dynamic versions of Gallager and Jelinek’s necessary
and sufficient conditions, and these are sequential necessary and sufficient conditions.
In Theorem III.4 we derive similar necessary and sufficient conditions for channel distributions of Class
A and transmission cost functions of Class A. In Section V-B, we illustrate how to extend the necessary
and sufficient conditions of Theorem III.4 to channel distributions of Class B and transmission cost
functions of Class A or B, and to channel distributions of Class A with transmission cost functions of
Class B.
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3) Applications Examples of Necessary and Sufficient Conditions: In Section IV, we apply the sequen-
tial necessary and sufficient conditions to derive recursive closed form expressions of optimal channel
input conditional distributions, which achieve the characterizations of FTFI capacity of the following
channels.
(a) The time-varying Binary Unit Memory Channel Output (BUMCO) channel (defined by (I.23)).
(b) The time-varying Binary Erasure Unit Memory Channel Output (BEUMCO) channel (defined
by (IV.39)).
(c) The time-varying Binary Symmetric Two Memory Channel Output (BSTMCO) channel (defined
by (IV.54)).
Further, we consider the time-invariant or homogeneous versions of the BUMCO and BEUMCO channels,
and we investigate the asymptotic properties of optimal channel input conditional distributions, by
analyzing the per unit time limit of the characterizations of FTFI capacity, specifically, CFBX∞→Y∞ . Via
this analysis, we derive the ergodic properties of optimal channel input conditional distributions, which
achieve feedback capacity without imposing any a´ priori assumptions, such as, stationarity, ergodicity,
or information stability. Rather, we show that the optimal channel input conditional distributions, induce
ergodicity of the joint process {(Xt, Yt) : t = 0, 1, . . .}.
Next, we discuss one of the application examples of this paper.
The Time-Varying Binary Unit Memory Channel Output (BUMCO) Channel In Section IV-A, we apply
Theorem I.1 to the time-varying BUMCO channel, denoted by {BUMCO(αt, βt, γt, δt): t = 0, . . . , n},
and defined by the transition matrix
qt(dyt|xt, yt−1) =


0, 0 0, 1 1, 0 1, 1
0 αt βt γt δt
1 1− αt 1− βt 1− γt 1− δt

, αt, βt, γt, δt ∈ [0, 1], αt 6= γt, βt 6= δt.
(I.23)
That is, for channel (I.23), the characterization of FTFI capacity is CFB,A.1Xn→Y n , given by (I.14) with M = 1.
We prove the following theorem.
Theorem I.2. (Optimal solution of BUMCO)
Consider the time-varying {BUMCO(αt, βt, γt, δt): t = 0, . . . , n} defined by (I.23), and denote the
optimal channel input distribution and the corresponding channel output transition probability distribution
September 20, 2018 DRAFT
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by
{
π∗t (xt|yt−1) : (xt, yt−1) ∈ {0, 1} × {0, 1}, t = 0, . . . , n
}
, and
{
νπ
∗
t (yt|yt−1) : (yt, yt−1) ∈ {0, 1} ×
{0, 1}, t = 0, . . . , n
}
, respectively. Then the following hold.
(a) The optimal distributions are given by the following expressions2.
π∗t (0|0) =
1− γt(1 + 2
µ0(t)+∆Ct+1)
(αt − γt)(1 + 2µ0(t)+∆Ct+1)
, π∗t (0|1) =
1− δt(1 + 2
µ1(t)+∆Ct+1)
(βt − δt)(1 + 2µ1(t)+∆Ct+1)
, (I.24a)
π∗t (1|0) = 1− π
∗
t (0|0), π
∗
t (1|1) = 1− π
∗
t (0|1), (I.24b)
νπ
∗
t (0|0) =
1
1 + 2µ0(t)+∆Ct+1
, νπ
∗
t (0|1) =
1
1 + 2µ1(t)+∆Ct+1
, (I.24c)
νπ
∗
t (1|0) = 1− ν
π∗
t (0|0), ν
π∗
t (1|1) = 1− ν
π∗
t (0|1), (I.24d)
µ0(αt, γt) =
H(γt)−H(αt)
γt − αt
≡ µ0(t), µ1(βt, δt) =
H(βt)−H(δt)
βt − δt
≡ µ1(t). (I.24e)
where {∆Ct , Ct(1)− Ct(0) : t = 0, . . . , n+ 1}, is the difference of the value functions at each
time, satisfying the following backward recursions.
∆Cn+1 = 0, (I.25a)
∆Ct =
(
µ1(t)(βt − 1)− µ0(t)(αt − 1)
)
+H(αt)−H(βt) + log
(1 + 2µ1(t)+∆Ct+1
1 + 2µ0(t)+∆Ct+1
)
, t ∈ {n, . . . , 0}.
(I.25b)
(b) The value functions are given recursively by the following expressions.
Ct(0) = µ0(t)(αt − 1) + Ct+1(0) + log(1 + 2
µ0(t)+∆Ct+1)−H(αt), Cn+1(0) = 0, (I.26)
Ct(1) = µ1(t)(βt − 1) + Ct+1(0) + log(1 + 2
µ1(t)+∆Ct+1)−H(βt), Cn+1(1) = 0, t ∈ {n, . . . , 0}.
(I.27)
(c) The characterization of the FTFI capacity is given by
C
FB,A.1
Xn→Y n =
∑
y−1∈{0,1}
C0(y−1)PY−1(dy−1), PY−1(dy−1) ≡ µ(dy−1) is fixed. (I.28)
(d) If the channel is time-invariant, denoted by BUMCO(α, β, γ, δ), then the following hold.
2Define H(x) , −xlog2(x)− (1− x) log2(1− x), x ∈ [0, 1].
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The ergodic feedback capacity CFB,A.1X∞→Y∞ is given by the following expression.
C
FB,A.1
X∞→Y∞ = limn−→∞
1
n+ 1
C
FB,A.1
Xn→Y n = ν0
(
H(ν0|0)−H(γ)
)
+ (1− ν0)
(
H(ν0|1)−H(δ)
)
+ ξ0
(
H(γ)−H(α)
)
+ ξ1
(
H(δ) −H(β)
)
(I.29)
where
ν0 ≡ ν
π∗,∞(0) =
1 + 2µ0+∆C
∞
1 + 2µ0+µ1+2∆C∞ + 2µ0+1+∆C∞
, ξ0 =
1− γ(1 + 2µ0+∆C
∞
)
(α − γ)
(
1 + 2µ0+µ1+2∆C∞ + 2µ0+1+∆C∞
) ,
ξ1 =
2µ0+∆C
∞
(
1− δ(1 + 2µ1+∆C
∞
)
)
(β − δ)
(
1 + 2µ0+µ1+2∆C∞ + 2µ0+1+∆C∞
) , ν0|0 = νπ∗,∞(0|0), ν0|1 = νπ∗,∞(0|1),
µ0(α, γ) =
H(γ)−H(α)
γ − α
≡ µ0, µ1(β, δ) =
H(β)−H(δ)
β − δ
≡ µ1.
∆C∞ is the steady-state solution of the algebraic equation
∆C∞ =
(
µ1(β − 1)− µ0(α− 1)
)
+H(α)−H(β) + log
(1 + 2µ1+∆C∞
1 + 2µ0+∆C∞
)
, (I.31)
and {νπ∗,∞(y) : y ∈ {0, 1}} is the unique invariant distribution of {νπ∗,∞(z|y) : (z, y) ∈ {0, 1} ×
{0, 1}
}
, given by
π∗,∞(0|0) =
1− γ(1 + 2µ0+∆C
∞
)
(α− γ)(1 + 2µ0+∆C∞)
, π∗,∞(0|1) =
1− δ(1 + 2µ1+∆C
∞
)
(β − δ)(1 + 2µ1+∆C∞)
, (I.32a)
π∗,∞(1|0) = 1− π∗,∞(0|0), π∗,∞(1|1) = 1− π∗,∞(0|1), (I.32b)
νπ
∗,∞
(0|0) =
1
1 + 2µ0+∆C∞
, νπ
∗,∞
(0|1) =
1
1 + 2µ1+∆C∞
, (I.32c)
νπ
∗,∞
(1|0) = 1− νπ
∗,∞
(0|0), νπ
∗,∞
(1|1) = 1− νπ
∗,∞
(0|1). (I.32d)
The derivation is given in Section IV-A. To the best of the authors knowledge, the only other reference,
where closed form expressions for feedback capacity and capacity achieving distributions are derived,
from the solution of the finite-time horizon directed information extremum problem CFBXn→Y n(κ) defined
by (I.5), is [33], where analogous results are obtained for Multiple Input Multiple Output Gaussian Linear
Channels Models with memory.
In Sections IV-C, IV-D, we derive analogous results for the BEUMCO channel and the BSTMCO channel,
respectively.
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These application examples are by no means exhaustive; they are simply introduced and analyzed in
order to illustrate the effectiveness of the sequential necessary and sufficient conditions for any channel
input distribution to maximize the characterizations of FTFI capacity, and their application in computing
feedback capacity, via the asymptotic analysis of the per unit time limit of the characterization of FTFI
capacity.
This paper is structured as follows. In Section II, we give the machinery and background material based
on which the results in this paper are developed. In Section III, we derive the sequential necessary and
sufficient conditions for channels of class A with transmission cost functions of class A. In Section IV we
apply the sequential necessary and sufficient conditions to the BUMCO channel, the BEUMCO channel,
and the BSTMCO channel. In Section V, we give sufficient conditions for the results of the paper to
extend to abstract alphabet spaces (i.e., countable, continuous, mixed, etc.). In Section V-B, we illustrate
that the main theorems of Section III extend to channels of class B with transmission cost functions of
class A or B. We draw conclusions and future directions in Section VI.
II. PRELIMINARIES: EXTREMUM PROBLEMS OF FEEDBACK CAPACITY AND BACKGROUND
MATERIAL
In this section, we introduce the notation, the definition of extremum problem of feedback capacity,
and we recall the variational equality derived in [10].
A. Basic Notation
We denote the set of nonnegative integers by N0 , {0, 1, . . .}, and for any n ∈ N0, its restriction to
a finite set by Nn0 , {0, 1, . . . , n}. Given two measurable spaces (X ,B(X )), (Y,B(Y)), we denote the
Cartesian product of X and Y by X × Y , {(x, y) : x ∈ X , y ∈ Y}, and the product measurable space
of (X ,B(X )) and (Y,B(Y)) by (X ×Y,B(X )⊗B(Y)), where B(X )⊗B(Y) is the product σ−algebra
generated by {A × B : A ∈ B(X ), B ∈ B(Y)}. We denote by H(·) the binary entropy, and by card(·)
the cardinality of the space.
We denote the probability distribution induced by a Random Variable (RV) X defined on a probability
space (Ω,F ,P), by the mapping X : (Ω,F) 7−→ (X ,B(X )), as follows3.
P(A) ≡ PX(A) , P
{
ω ∈ Ω : X(ω) ∈ A
}
, ∀A ∈ B(X ). (II.1)
3The subscript X is often omitted.
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We denote the set of all probability distributions on (X ,B(X )) by M(X ). A RV X is called discrete if
there exists a countable set SX , {xi : i ∈ N0} such that
∑
xi∈SX
P{ω ∈ Ω : X(ω) = xi} = 1. In this
case, the probability distribution PX(·) is concentrated on points in SX , and it is defined by
PX(A) ,
∑
xt∈SX
⋂
A
P
{
ω ∈ Ω : X(ω) = xt
}
, ∀A ∈ B(X ).
If the cardinality of SX is finite then the RV is finite-valued, and we call it a finite alphabet RV.
Given another RV, Y : (Ω,F) 7−→ (Y,B(Y)), PY |X(dy|X)(ω) is the conditional distribution of RV Y
given RV X. We denote the conditional distribution of RV Y given X = x (i.e., fixed) by PY |X(dy|X =
x) ≡ PY |X(dy|x). Such conditional distributions are equivalently described by stochastic kernels or
transition functions K(·|·) on B(Y)×X , mapping X into M(Y) (space of distributions), i.e., x ∈ X 7−→
K(·|x) ∈ M(Y), and such that for every A ∈ B(Y), the function K(A|·) is B(X )-measurable.
B. FTFI Capacity and Convexity of Feedback Capacity
The channel input and channel output alphabets are sequences of measurable spaces {(Xt,B(Xt)) : t ∈
N0} and {(Yt,B(Yt)) : t ∈ N0}, respectively, with their product spaces XN0 , ×t∈N0Xt, YN0 , ×t∈N0Yt.
These spaces are endowed with their respective product topologies, and B(ΣN0) , ⊗t∈N0B(Σt), denotes
the σ−algebras on ΣN0 , where Σt ∈
{
Xt,Yt
}
, ΣN0 ∈
{
XN0 ,YN0
}
, and generated by cylinder sets. We
denote points in Σmk , ×mj=kΣj by zmk , {zk, zk+1, . . . , zm} ∈ Σmk , (k,m) ∈ N0 × N0.
Below, we introduce the elements of the extremum problem we address in this paper, and we establish
the notation.
Channel Distribution with Memory. A sequence of conditional distributions defined by
C0,n ,
{
PYt|Y t−1,Xt = qt(dyt|y
t−1, xt) : t = 0, 1, . . . , n
}
. (II.2)
At each time instant t the conditional distribution of the channel depends on past channel output symbols
yt−1 ∈ Yt−1 and current and past channel input symbols xt ∈ X t, for t = 0, 1, . . . , n.
Channel Input Distribution with Feedback. A sequence of conditional distributions defined by
P0,n ,
{
PXt|Xt−1,Y t−1 = pt(dxt|x
t−1, yt−1) : t = 0, 1, . . . , n
}
. (II.3)
At each time instant t the conditional channel input distribution with feedback depends on past channel
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inputs and output symbols {xt−1, yt−1} ∈ X t−1 × Yt−1, for t = 0, 1, . . . , n.
Transmission Cost. The set of channel input distributions with feedback and transmission cost is defined
by
P0,n(κ) ,
{
pt(dxt|x
t−1, yt−1), t = 0, 1, . . . , n :
1
n+ 1
E
p
(
c0,n(X
n, Y n−1)
)
≤ κ
}
⊂ P0,n, κ ∈ [0,∞)
(II.4)
where the superscript notation Ep{·} denotes the dependence of the joint distribution on the choice of
conditional distribution {pt(dxt|xt−1, yt−1) : t = 0, 1 . . . , n}. The cost of transmitting channel input
symbols xn ∈ X n over a channel, and receiving channel output symbol yn ∈ Yn, is a measurable
function c0,n : X n × Yn−1 7−→ [0,∞).
FTFI Capacity and Feedback Capacity. Given any channel input distribution from the set P0,n and a
channel distribution from the set C0,n, we can uniquely define the induced joint distribution Pp(dxn, dyn)
on the canonical space
(
X n×Yn,B(X n)⊗B(Yn)
)
, and we can construct a probability space
(
Ω,F ,P
)
carrying the sequence of RVs {(Xt, Yt) : t = 0, 1, . . . , n}, as follows.
P
{
Xn ∈ dxn, Y n ∈ dyn
}
,Pp(dxn, dyn), n ∈ N0
=⊗nt=0
(
P(dyt|y
t−1, xt)⊗P(dxt|x
t−1, yt−1)
)
(II.5)
=⊗nt=0
(
qt(dyt|y
t−1, xt)⊗ pt(dxt|x
t−1, yt−1)
)
. (II.6)
From the joint distribution, we can define the Yn−marginal distribution, and its conditional distribution4
as follows.
P
{
Y n ∈ dyn
}
, Pp(dyn) =
∫
Xn
P
p(dxn, dyn), n ∈ N0, (II.7)
≡ νp0,n(dy
n) (II.8)
ν
p
t (dyt|y
t−1) =
∫
X t
qt(dyt|y
t−1, xt)⊗ pt(dxt|x
t−1, yt−1)⊗Pp(dxt−1|yt−1), t = 0, 1, . . . , n. (II.9)
The above joint distributions are parametrized by either a fixed Y −1 = y−1 ∈ Y−1 or a fixed distribution
PY −1(dy
−1) = µ(dy−1).
4Throughout the paper the superscript notation Pp(·), νp
0,n(·), etc., indicates the dependence of the distributions on the channel
input conditional distribution.
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Directed information pay-off I(Xn → Y n), is defined as follows.
I(Xn → Y n) ,
n∑
t=0
E
p
{
log
(dqt(·|Y t−1,Xt)
dν
p
t (·|Y
t−1)
(Yt)
)}
(II.10)
=
n∑
t=0
∫
X t×Yt
log
(dqt(·|yt−1, xt)
dν
p
t (·|y
t−1)
(yt)
)
P
p(dxt, dyt). (II.11)
Our objective is the following. Given a channel distribution form the set C0,n, determine necessary and
sufficient conditions for any channel input distribution of the set P0,n (assuming it exists) to correspond
to the maximizing element of the following extremum problem.
CFBXn→Y n , sup
P0,n
I(Xn → Y n). (II.12)
If a transmission cost constraint is imposed, then we replace (II.12) by
CFBXn→Y n(κ) , sup
P0,n(κ)
I(Xn → Y n). (II.13)
Since our objective is to derive sufficient conditions in addition to necessary conditions, we invoke the
following convexity results from [10, Theorems III.2, III.3].
Lemma II.1. (Convexity of Directed Information)
(a) Any sequence of channel input conditional distributions from the set P0,n and channel distributions
from the set C0,n uniquely define the following two (n+1)-fold compound causally conditioned probability
distributions.
The family of distributions ←−P (·|yn−1) on X n parametrized by yn−1 ∈ Yn−1 defined by
←−
P 0,n(C|y
n−1) ,
∫
C0
p0(dx0|x
−1, y−1) . . .
∫
Cn
pn(dxn|x
n−1, yn−1), C = ×nt=0Ct ∈ B(X0,n) (II.14)
which is formally represented by
←−
P 0,n(dx
n|yn−1) , ⊗nt=0pt(dxt|x
t−1, yy−1) ∈ M(X n) (II.15)
and similarly, the family of distributions −→Q(·|xn) on Yn parametrized by xn ∈ X n, formally represented
by
−→
Q0,n(dy
n|xn) , ⊗nt=0qt(dyt|y
t−1, xt) ∈ M(Yn) (II.16)
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and vice-versa. That is, (II.15), (II.16) uniquely define any sequence of channel input distributions
{qt(dxt|x
t−1, yt−1) : t = 0, 1, . . . , n} ∈ P0,n and channel distributions {qt(dyt|yt−1, xt) : t =
0, 1, . . . , n}, respectively. The joint distribution is equivalently expressed formally as Pp(xn, yn) =
(
←−
P 0,n ⊗
−→
Q0,n)(x
n, yn).
(b) Directed information is equivalent to the following expression.
I(Xn → Y n) =
∫
X0,n×Y0,n
log
(d−→Q0,n(·|xn)
dν0,n(·)
(yn)
)
(
←−
P 0,n ⊗
−→
Q0,n)(dx
n, dyn) ≡ IXn→Y n(
←−
P 0,n,
−→
Q0,n)
(II.17)
where the notation IXn→Y n(
←−
P 0,n,
−→
Q0,n) indicates the dependence of I(Xn → Y n) on {
←−
P 0,n,
−→
Q0,n} ∈
M(X n)×M(Yn).
(c) The set of conditional distributions ←−P 0,n(·|yn−1) ∈ M(X n) and −→Q0,n(·|xn) ∈ M(Yn) are convex.
(d) The functional IXn→Y n(←−P 0,n,−→Q0,n) is concave with respect to
←−
P 0,n(·|y
n−1) ∈ M(X n) for a fixed
−→
Q0,n(·|x
n) ∈ M(Yn), and convex with respect to −→Q0,n(·|xn) ∈ M(Yn) for a fixed ←−P 0,n(·|yn−1) ∈
M(X n).
In view of the convexity result stated in Lemma II.1, any extremum problem of feedback capacity is a
convex optimization problem, and the following holds.
Theorem II.2. (Extremum problem of feedback capacity)
Assume the set P0,n(κ) is nonempty and the supremum in (II.13) is achieved in the set P0,n(κ).
Then
(a) CFBXn→Y n(κ) is nondecreasing, concave function of κ ∈ [0,∞].
(b) An alternative characterization of CFBXn→Y n(κ) is given by
CFBXn→Y n(κ) = sup
←−
P 0,n(dxn|yn−1):
1
n+1
E
{
c0,n(Xn,Y n−1)
}
=κ
IXn→Y n(
←−
P 0,n,
−→
Q0,n), for κ ≤ κmax, (II.18)
where κmax is the smallest number belonging to [0,∞] such that CFBXn→Y n(κ) is constant in [κmax,∞],
and E
{
·
}
denotes expectation with respect to (←−P 0,n ⊗
−→
Q0,n)(dx
n, dyn).
Clearly, κmax is the value of κ ∈ [0,∞] for which CFBXn→Y n(κ) = CFBXn→Y n , i.e., it corresponds to the
maximization of I(Xn → Y n) over P0,n (without transmission cost constraints).
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C. Variational Equality
Next, we recall a sequential variational equality of directed information, found in [10, Section IV],
which is applied to derive necessary and sufficient conditions for extremum problems (II.12), (II.13).
Theorem II.3. [10, Section IV](Sequential variational equality of directed information)
Given a channel input distribution
{
pt(dxt|x
t−1, yt−1) : t = 0, . . . , n
}
∈ P0,n and channel distribution{
qt(dyt|y
t−1, xt) : t = 0, . . . , n
}
∈ C0,n, let Pp(dxn, dyn) ∈ M(X n × Yn), and νp0,n(dyn) ∈ M(Yn)
denote their joint and marginal distributions defined by (II.5)-(II.9).
Let S0,n ,
{
st(dyt|y
t−1, xt−1) ∈ M(Yt) : t ∈ N
n
0
}
and R0,n ,
{
rt(dxt|x
t−1, yt) ∈ M(Xt) : t ∈ N
n
0
}
be arbitrary distributions, and formally define the corresponding joint distribution by
⊗nt=0
(
st(dyt|y
t−1, xt−1)⊗ rt(dxt|x
t−1, yt)
)
∈ M(X n × Yn).
Then the following variational equality holds.
I(Xn → Y n) = sup
S0,n⊗R0,n
n∑
t=0
∫
X t×Yt
log
(
drt(·|x
t−1, yt)
dpt(·|xt−1, yt−1)
(xt)
dst(·|y
t−1, xt−1)
dν
p
t (·|y
t−1)
(yt)
)
P
p(dxt, dyt)
(II.19)
and the supremum in (II.19) is achieved when the following identity holds.
dpt(·|x
t−1, yt−1)
drt(·|xt−1, yt)
(xt).
dqt(·|y
t−1, xt)
dst(·|yt−1, xt−1)
(yt) = 1− a.a. (x
t, yt), t ∈ Nn0 . (II.20)
Equivalently, the supremum in (II.19) is achieved at
⊗nt=0
(
st(dyt|y
t−1, xt−1)⊗ rt(dxt|x
t−1, yt)
)
= Pp(dxn, dyn).
To avoid excessive technical issues, we derive the main results of this paper by restricting our attention to
finite alphabet spaces {(Xt,Yt) : t = 0, 1, . . .}. This means that we replace distributions by probability
mass functions, and integrals by sums, i.e., qt(dyt|yt−1, xt) 7−→ qt(yt|yt−1, xt), pt(dxt|xt−1, yt−1) 7−→
pt(xt|x
t−1, yt−1). However, in Section V, we give sufficient conditions for the results derived for finite
alphabet spaces to extend to abstract alphabet spaces (i.e., countable and continuous).
III. NECESSARY AND SUFFICIENT CONDITIONS FOR CHANNELS OF CLASS A WITH TRANSMISSION
COST OF CLASS A
Consider the finite alphabet version of channel distributions of class A given by (I.6), and a transmission
cost function of class A given by (I.8). By [11], the characterization of FTFI capacity with average
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transmission cost constraint is given by
C
FB,A.J
Xn→Y n(κ) = sup
PA.J0,n (κ)
n∑
t=0
E
π
{
log
(qt(Yt|Y t−1t−M ,Xt)
νπt (Yt|Y
t−1
t−J )
)}
, J = max{M,N} (III.1)
where
PA.J0,n (κ) ,
{
πt(xt|y
t−1
t−J), t = 0, 1, . . . , n :
1
n+ 1
E
π
(
cA.N0,n (X
n, Y n−1)
)
≤ κ
}
, κ ∈ [0,∞) (III.2)
and the joint and transition probabilities are given by
P
π(yt, xt) =
t∏
i=0
qi(yi|y
i−1
i−M , xi)πi(xi|y
i−1
i−J), (III.3)
νπt (yt|y
t−1
t−J ) =
∑
xt∈Xt
qt(yt|y
t−1
t−M , xt)πt(xt|y
t−1
t−J), t ∈ N
n
0 . (III.4)
In this section, we utilize the characterization of FTFI given by (III.1), to derive the sequential necessary
and sufficient conditions for any PA.J0,n (κ) to achieve CFB,A.JXn→Y n(κ).
Since we have assumed all spaces {(Xt,Yt) : t ∈ Nn0} have finite cardinality, in the subsequent analysis
we use the preliminary results of Section II, with distributions replaced by probability mass functions(
as defined in (III.1)-(III.4)).
A. Sequential Necessary and Sufficient Conditions
For any {πt(xt|yt−1t−J) : t ∈ N
n
0}, let Cπt : Yt−1t−J 7−→ [0,∞) represent the expected total pay-off
corresponding to (III.1), without the maximization, on the future time horizon {t, t + 1, . . . , n}, given
Y t−1t−J = y
t−1
t−J at time t− 1, defined by
Cπt (y
t−1
t−J ) = E
π
{ n∑
i=t
log
(qi(Yi|yi−1i−M ,Xi)
νπi (Yi|y
i−1
i−J)
)∣∣∣Y t−1t−J = yt−1t−J
}
, t ∈ Nn0 , ∀y
t−1
t−J ∈ Y
t−1
t−J . (III.5)
By invoking Theorem II.3, we can express (III.5) as a variational problem as follows.
Corollary III.1.
Consider the cost-to-go Cπt (yt−1t−J), t ∈ Nn0 , y
t−1
t−J ∈ Y
t−1
t−J , defined by (III.5).
(a) The cost-to-go Cπt (yt−1t−J), is the solution of the extremum problem
Cπt (y
t−1
t−J ) = sup{
ri(xi|y
i−1
i−M ,yi): i=t,t+1,...,n
}Eπ
{ n∑
i=t
log
(ri(Xi|yi−1i−M , Yi)
πi(Xi|y
i−1
i−J)
)∣∣∣Y t−1t−J = yt−1t−J
}
, t ∈ Nn0 (III.6)
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and moreover, the supremum is achieved at
rπt (xt|y
t−1
t−M , yt) =
(qt(yt|yt−1t−M , xt)
νπt (yt|y
t−1
t−J)
)
πt(xt|y
t−1
t−J), t ∈ N
n
0 . (III.7)
(b) The cost-to-go Cπt (yt−1t−J), satisfies the following dynamic programming recursions5.
Cπn(y
n−1
n−J) = sup
rn(xn|y
n−1
n−M ,yn)
∑
xn,yn
log
(rn(xn|yn−1n−M , yn)
πn(xn|y
n−1
n−J)
)
qn(yn|y
n−1
n−J , xn)πn(xn|y
n−1
n−J), ∀y
n−1
n−J ∈ Y
n−1
n−J ,
(III.8)
Cπt (y
t−1
t−J) = sup
rn(xt|y
t−1
t−M ,yt)
∑
xt,yt
(
log
(rt(xt|yt−1t−M , yt)
πt(xt|y
t−1
t−J)
)
+ Cπt+1(y
t
t+1−J)
)
qt(yt|y
t−1
t−M , xt)πt(xt|y
t−1
t−J), t ∈ N
n−1
0 , ∀y
t−1
t−J ∈ Y
t−1
t−J (III.9)
and moreover, the supremum in (III.8), (III.9) is achieved at (III.7).
Proof: (a) This follows from [10, Section IV.1] by repeating the derivation if necessary. (b) This
follows from dynamic programming [34], [35] and (a).
Corollary III.1 illustrates that the variational equality of Theorem II.3, as expected, also holds for a
running pay-off over an interval {t, t+1, . . . , n} conditioned on Y t−1t−J = y
t−1
t−J at time t− 1. Moreover, it
is obvious that the functional Cπt (yt−1t−J ) ≡ Cπt (rt, rt+1, . . . , rn; y
t−1
t−J) over which the supremum is taken
in (III.6), defined by
C
π
t (rt, rt+1, . . . , rn; y
t−1
t−J ) , E
π
{ n∑
i=t
log
(ri(Xi|yi−1i−M , Yi)
πi(Xi|y
i−1
i−J)
)∣∣∣Y t−1t−J = yt−1t−J
}
, t ∈ Nn0
is concave in {rt(xt|yt−1t−M ), . . . , rn(xn|y
n−1
n−M)} ∈ M(Xt)× . . .×M(Xn).
Next, we introduce the dynamic programming recursions, when (III.5) is maximized over channel input
distributions from the set PA.J0,n (κ).
Throughout this section, we assume existence of an interior point of the constraint set PA.J0,n (κ) and
existence of an optimal channel input distribution which maximizes CFB,A.JXn→Y n(κ). Hence, in view of
the convexity of optimization problem (III.1), we can apply Lagrange Duality Theorem (see [36]) to
convert the problem into an unconstrained optimization problem over the space of probability distributions
{π(xt|y
t−1
t−J ) ∈ M(Xn) : t ∈ N
n
0}.
5For the rest of the paper we use the notation
∑
xt
(·) ≡
∑
xt∈Xt
(·)
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Let Ct : Yt−1t−J 7−→ [0,∞) represent the maximum expected total pay-off in (III.1) on the future time
horizon {t, t+ 1, . . . , n}, given Y t−1t−J = y
t−1
t−J at time t− 1, defined by
Ct(y
t−1
t−J) = sup{
πi(xi|y
i−1
i−J): i=t,t+1,...,n
}Eπ
{ n∑
i=t
log
(qi(Yi|yi−1i−M ,Xi)
νπi (Yi|y
i−1
i−J)
)
− s
( n∑
i=t
γi(xi, y
i−1
i−N )− (n+ 1)κ
)∣∣∣Y t−1t−J = yt−1t−J
}
(III.10)
(∗)
≡ sup{
πi(xi|y
i−1
i−J): i=t,t+1,...,n
}
{
Cπt (y
t−1
t−J)− s
(
E
π
{ n∑
i=t
γi(xi, y
i−1
i−N )
∣∣∣Y t−1t−J = yt−1t−J}− (n + 1)κ)
}
(III.11)
where (∗) follows from Corollary III.1, and s ≥ 0 is the Lagrange multiplier associated with the constraint.
By standard dynamic programming arguments [34], [35], it follows that (III.10) satisfies the following
dynamic programming recursions.
Cn(y
n−1
n−J) = sup
πn(xn|y
t−1
t−J)
{ ∑
xn,yn
log
(qn(yn|yn−1n−M , xn)
νπn(yn|y
n−1
n−J)
)
qn(yn|y
n−1
n−M , xn)πn(xn|y
n−1
n−J)
− s
(∑
xn
γn(xn, y
n−1
n−N )πn(xn|y
n−1
n−J)− (n+ 1)κ
)}
, (III.12)
Ct(y
t−1
t−J) = sup
πt(xt|y
t−1
t−J)
{∑
xt,yt
(
log
(qt(yt|yt−1t−M , xt)
νπt (yt|y
t−1
t−J)
)
+ Ct+1(y
t
t+1−J)
)
qt(yt|y
t−1
t−M , xt)πt(xt|y
t−1
t−J)− s
(∑
xt
γt(xt, y
t−1
t−N )πt(xt|y
t−1
t−J)− (n+ 1)κ
)}
, t ∈ Nn−10 . (III.13)
Next, we apply variational equality (II.19) to show that the supremum in (III.12), (III.13), can be expressed
as an extremum problem involving a double maximization problem over specific sets of distributions.
Theorem III.2. (Sequential double maximization with transmission cost)
Consider the sequence of channel distributions CA.M0,n , {qt(yt|yt−1t−M , xt) : t ∈ Nn0}, and CFB,A.JXn→Y n(κ)
defined by (III.1), for a fixed µ(y−1−J). Assume there exist interior point to the constraint set PA.J0,n (κ).
Then the following hold.
(a) The dynamic programming recursions (III.12), (III.13) are equivalent to the following sequential
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double maximization dynamic programming recursions.
Cn(y
n−1
n−J) = sup
πn(xn|y
n−1
n−J)
sup
rn(xn|y
n−1
n−M ,yn)
{ ∑
xn,yn
log
(rn(xn|yn−1n−M , yn)
πn(xn|y
n−1
n−J)
)
qn(yn|y
n−1
n−M , xn)πn(xn|y
n−1
n−J)
− s
(∑
xn
γn(xn, y
n−1
n−N )πn(xn|y
n−1
n−J)− (n+ 1)κ
)}
, (III.14)
Ct(y
t−1
t−J ) = sup
πt(xt|y
t−1
t−J)
sup
rt(xt|y
t−1
t−M ,yt)
{∑
xt,yt
(
log
(rt(xt|yt−1t−M , yt)
πt(xt|y
t−1
t−J)
)
+ Ct+1(y
t
t+1−J )
)
qt(yt|y
t−1
t−M , xt)πt(xt|y
t−1
t−J)
− s
(∑
xt
γt(xt, y
t−1
t−N )πt(xt|y
t−1
t−J)− (n+ 1)κ
)}
, t ∈ Nn−10 (III.15)
and CFB,A.JXn→Y n(κ) is given by
C
FB,A.J
Xn→Y n(κ) = inf
s≥0
∑
y−1
−J
C0(y
−1
−J)µ(y
−1
−J). (III.16)
In addition, the following hold.
(i) For a fixed πn(xn|yn−1n−J), the maximum in (III.14) over rn(xn|yn−1n−M , yn) occurs at r∗,πn (xn|yn−1n−M , yn)
given by
r∗,πn (xn|y
n−1
n−M , yn) =
(qn(yn|yn−1n−M , xn)
νπn(yn|y
n−1
n−J)
)
πn(xn|y
n−1
n−J) (III.17)
and for a fixed rn(xn|yn−1n−M , yn), the maximum in (III.14) over πn(xn|yn−1n−J) is given by
πn(xn|y
n−1
n−J) =
exp
{∑
yn
log
(
rn(xn|y
n−1
n−M , yn)
)
qn(yn|y
n−1
n−M , xn)− sγn(xn, y
n−1
n−N)
}
∑
xn
exp
{∑
yn
log
(
rn(xn|y
n−1
n−M , yn)
)
qn(yn|y
n−1
n−M , xn)− sγn(xn, y
n−1
n−N )
} , ∀xn ∈ Xn.
(III.18)
(ii) For a fixed πt(xt|yt−1t−J), the maximum in (III.15) over rt(xt|yt−1t−M , yt) occurs at r∗,πt (xt|yt−1t−M , yt)
given by
r
∗,π
t (xt|y
t−1
t−M , yt) =
(qt(yt|yt−1t−M , xt)
νπt (yt|y
t−1
t−J)
)
πt(xt|y
t−1
t−J), t ∈ N
n−1
0 (III.19)
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and for a fixed rt(xt|yt−1t−M , yt), the maximum in (III.15) over πt(xt|yt−1t−J) is given by
πt(xt|y
t−1
t−J ) =
exp
{∑
yt
(
log
(
rt(xt|y
t−1
t−M , yt)
)
+ Ct+1(y
t
t+1−J)
)
qt(yt|y
t−1
t−M , xt)− sγt(xt, y
t−1
t−N )
}
∑
xt
exp
{∑
yt
(
log
(
rt(xt|y
t−1
t−M , yt)
)
+Ct+1(ytt+1−J )
)
qt(yt|y
t−1
t−M , xt)− sγt(xt, y
t−1
t−N )
} ,
∀xt ∈ Xt, t ∈ N
n−1
0 . (III.20)
(iii) When (III.18) is evaluated at rn(·|·, ·) = r∗,πn (·|·, ·) given by (III.17) then
πn(xn|y
n−1
n−J) =
exp
{∑
yn
log
( qn(yn|yn−1n−M ,xn)
νpin (yn|y
n−1
n−J)
)
qn(yn|y
n−1
n−M , xn)− sγn(xn, y
n−1
n−N )
}
πn(xn|y
n−1
n−J)∑
xn
exp
{∑
yn
log
( qn(yn|yn−1n−M ,xn)
νpin(yn|y
n−1
n−J)
)
qn(yn|y
n−1
n−M , xn)− sγn(xn, y
n−1
n−N )
}
πn(xn|y
n−1
n−J)
,
∀xn ∈ Xn. (III.21)
When (III.20) is evaluated at r∗,πt (xt|yt−1t−M , yt) = rt(·|·, ·) given by (III.19) then
πt(xt|y
t−1
t−J)
=
exp
{∑
yt
(
log
( qt(yt|yt−1t−M ,xt)
νpit (yt|y
t−1
t−J)
)
+ Ct+1(y
t
t+1−J)
)
qt(yt|y
t−1
t−M , xt)− sγt(xt, y
t−1
t−N )
}
πt(xt|y
t−1
t−J)∑
xt
exp
{∑
yt
(
log
(qt(yt|yt−1t−M ,xt)
νpit (yt|y
t−1
t−J)
)
+ Ct+1(ytt+1−J )
)
qt(yt|y
t−1
t−M , xt)− sγt(xt, y
t−1
t−N )
}
πt(xt|y
t−1
t−J )
,
∀xt ∈ Xt, t ∈ N
n−1
0 . (III.22)
(b) The extremum problem CFB,A.JXn→Y n(κ) defined by (III.1) is equivalent to the following sequential double
maximization problem.
C
FB,A.J
Xn→Y n(κ) = inf
s≥0
sup
π0(x0|y
−1
J )
sup
r0(x0|y
−1
M ,y0)
. . . sup
πn(xn|y
n−1
n−J)
sup
rn(xn|y
n−1
n−M ,yn)
n∑
t=0
{
E
{
log
(rt(xt|yt−1t−M , yt)
πt(xt|y
t−1
t−J)
)}
− s
(
E
{
γt(xt, y
t−1
t−N )
}
− (n+ 1)κ
)}
. (III.23)
Proof: The derivation is given in Appendix B-A.
In the next remark, we make some observations regarding Theorem III.2.
Remark III.3. (Comments on Theorem III.2)
(a) Theorem III.2 is a sequential version of the one derived for DMC in [37, Theorem 8], which is
crucial for the development of Blahut-Arimoto algorithm, to compute channel capacity of memoryless
channels with transmission cost. That is, if we degrade the channel to a memoryless channel, and
the transmission cost function to γt(xt, yt−1) ≡ γ¯(xt), t ∈ Nn0 , then Theorem III.2 is precisely [37,
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Theorem 8]. However, unlike [37, Theorem 8], since the channel in our case is not memoryless, all
equations involve the cost-to-go or value function.
(b) The optimal channel input distribution satisfies the implicit nonlinear recursive equations (III.21),
(III.22). These can be used to develop sequential algorithms to compute feedback capacity of channels
with memory, with and without transmission cost constraint.
Next, we derive necessary and sufficient conditions for any input distribution {πt(xt|yt−1t−J) ∈ M(Xt) : t ∈
Nn0} to achieve the supremum of the characterization of FTFI capacity with transmission cost given by
(III.1). We obtain these conditions using two different methods. The first method is based on Theo-
rem III.2, while the second method is based on maximizing directly (III.12), (III.13). The derivation
applies Karush-Kuhn-Tucker (KKT) theorem (see [38]), in view of the convexity of the optimization
problems (III.12), (III.13) over the space of channel input distributions.
Theorem III.4. (Sequential necessary and sufficient conditions)
The necessary and sufficient conditions for any input distribution {πt(xt|yt−1t−J) : t ∈ Nn0}, J =
max{M,N}, to achieve the supremum in CFB,A.JXn→Y n(κ) given by (III.1) are the following.
(a) For each yn−1n−J ∈ Yn−1n−J , there exist a Ksn(yn−1n−J), which depends on s ≥ 0, such that the following
hold.
∑
yn
(
log
(qn(yn|yn−1n−M , xn)
νπt (yn|y
n−1
n−J)
))
qn(yn|y
n−1
n−M , xn)− sγn(xn, y
n−1
n−N ) = K
s
n(y
n−1
n−J), ∀xn, if πn(xn|yn−1n−J) 6= 0,
(III.24)
∑
yn
(
log
(qn(yn|yn−1n−M , xn)
νπn(yn|y
n−1
n−J)
))
qn(yn|y
n−1
n−M , xn)− sγn(xn, y
n−1
n−N ) ≤ K
s
n(y
n−1
n−J), ∀xn, if πn(xn|yn−1n−J) = 0.
(III.25)
Moreover, Ct(yt−1t−J) = K
s
n(y
n−1
n−J) + s(n + 1)κ corresponds to the value function Ct(yt−1t−J), defined by
(III.10), evaluated at t = n.
(b) For each t, yt−1t−J ∈ Yt−1t−J , there exist a Kst (yt−1t−J ), which depends on s ≥ 0, such that the following
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hold.
∑
yt
(
log
(qt(yt|yt−1t−M , xt)
νπt (yt|y
t−1
t−J)
)
+Kst+1(y
t
t+1−J)
)
qt(yt|y
t−1
t−M , xt)
− sγt(xt, y
t−1
t−N ) = K
s
t (y
t−1
t−J ), ∀xt, if πt(xt|yt−1t−J) 6= 0, (III.26)∑
yt
(
log
(qt(yt|yt−1t−M , xt)
νπt (yt|y
t−1
t−J)
)
+Kst+1(y
t
t+1−J)
)
qt(yt|y
t−1
t−M , xt)
− sγt(xt, y
t−1
t−N ) ≤ K
s
t (y
t−1
t−J ), ∀xt, if πt(xt|yt−1t−J) = 0 (III.27)
for t = n − 1, . . . , 0. Moreover, Ct(yt−1t−J) = Kst (yt−1t−J) + s(n + 1)κ corresponds to the value function
Ct(y
t−1
t−J), defined by (III.10), evaluated at t = n− 1, . . . , 0.
Proof: See Appendix B-B.
Before we proceed, we make the following comments about Theorem III.4.
Remark III.5. (Comments on Theorem III.4)
(a) An alternative derivation of Theorem III.4 based on Theorem III.2 is given in Appendix B, Re-
mark B-C.
(b) Theorem III.4 degenerates to Theorem I.1 given in Section I if there is no transmission cost constraint.
(c) The sequential necessary and sufficient conditions derived in Theorem III.4 are important for the
following reasons.
(i) They characterize explicitly any input distribution that achieves the supremum of the characteri-
zation of FTFI capacity, in extremum problems of feedback capacity of channels with finite memory
with and without transmission cost.
(ii) They can be used to develop sequential algorithms to facilitate numerical evaluation of feedback
capacity problems [39].
Chen and Berger in the seminal paper [31], gave sufficient conditions for Unit Memory Channel Output
(UMCO) channels6 to obtain the ergodic feedback capacity. We summarize the main one in the following
remark.
Remark III.6. (Conditions for ergodic feedback capacity of UMCO)
Suppose the channel is time-invariant, i.e., {qt(yt|yt−1, xt) ≡ q(yt|yt−1, xt) : t ∈ Nn0}. If the channel is
6channels of class A given by (I.6), with M = 1.
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strongly indecomposable and strongly aperiodic, as defined by Chen and Berger [31, Definitions 2, 4]
the following hold.
(a) The optimal channel input distributions {πt(xt|yt−1) : t ∈ Nn0} converge asymptotically to time-
invariant distributions denoted by π∞(x|y), x ∈ X , y ∈ Y , and the corresponding channel output
transition probabilities converges to time-invariant transition probabilities νπ∞(z|y), z ∈ Y, y ∈ Y .
Moreover, there is a unique invariant distribution νπ∞(y) corresponding to νπ∞(z|y).
(b) The ergodic feedback capacity is given by
CFB,A.1 = lim
n−→∞
sup
πt(xt|yt−1): t∈Nn0
1
n+ 1
E
π
{ n∑
t=0
log
(q(Yt|Yt−1,Xt)
νπt (Yt|Yt−1)
)}
(III.28a)
= sup
π∞(xt|yt−1): t=0,...,∞
lim
n−→∞
1
n+ 1
E
π∞
{ n∑
t=0
log
(q(Yt|Yt−1,Xt)
νπt (Yt|Yt−1)
)}
(III.28b)
= sup
π∞(x0|y−1)
E
π∞
{
log
(q(Y0|Y−1,X0)
νπ
∞(Y0|Y−1)
)}
(III.28c)
= sup
π∞(x0|y−1)
∑
y−1
( ∑
x0,y0
log
(q(y0|y−1, x0)
νπ
∞(y0|y−1)
)
q(y0|y−1, x0)π
∞(x0|y−1)
)
νπ
∞
(y−1).
(III.28d)
(c) The previous results extend to the case of feedback capacity with average transmission cost as
follows.
CFB,A.1(κ) = lim
n−→∞
sup
PA.10,n (κ)
1
n+ 1
E
π
{ n∑
t=0
log
(q(Yt|Yt−1,Xt)
νπt (Yt|Yt−1)
)}
(III.29a)
= sup
PA.1,∞(κ)
lim
n−→∞
1
n+ 1
E
π∞
{ n∑
t=0
log
(q(Yt|Yt−1,Xt)
νπt (Yt|Yt−1)
)}
(III.29b)
= sup
P¯A.1,∞(κ)
E
π∞
{
log
(q(Y0|Y−1,X0)
νπ
∞(Y0|Y−1)
)}
(III.29c)
= sup
P¯A.1,∞(κ)
∑
y−1,x0,y0
log
(q(y0|y−1, x0)
νπ
∞(y0|y−1)
)
q(y0|y−1, x0)π
∞(x0|y−1)ν
π∞(y−1) (III.29d)
where
PA.1,∞(κ) =
{
π∞(xt|yt−1), t ∈ N0 : lim
n−→∞
1
n+ 1
E
π∞
{ n∑
t=0
γ(Xt, Yt−1)
}
≤ κ
}
P¯A.1,∞(κ) =
{
π∞(x0|y−1) : E
π∞
{
γ(X0, Y−1)
}
≤ κ
}
.
The results derived in [31] can be extended to channels of class A. However, we do not proceed to
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do so, because for all application examples presented in this paper, we can show that 1
n+1C
FB
Xn→Y n
(
or
1
n+1C
FB
Xn→Y n(κ)
)
corresponds to feedback capacity by investigating the ergodic asymptotic properties of
the FTFI capacity.
Remark III.7. (Generalizations)
The analysis presented in this subsection extends naturally to any combination of channels of classes A,
B and transmission cost constraint of classes A, B. This is shown in Section V-B.
IV. APPLICATION EXAMPLES
In this section, we derive closed form expressions of the optimal (nonstationary) channel input con-
ditional distributions and the corresponding channel output transition probability distributions of the
characterization of the FTFI capacity, for the following channels.
(a) The time-varying Binary Unit Memory Channel Output (BUMCO) channel defined by (I.23) with
and without transmission cost constraint.
(b) The time-varying Binary Erasure Unit Memory Channel Output (BEUMCO) channel defined by
(IV.39).
(c) The time-varying Binary Symmetric Two Memory Channel Output (BSTMCO) channel defined by
(IV.54).
For the time-invariant BUMCO channel and the BEUMCO channel, we also investigate the asymptotic
properties of the optimal channel input conditional distribution via the per unit time limit of the charac-
terization of FTFI capacity.
A. The FTFI Capacity of Time-Varying BUMCO Channel and Feedback Capacity
In this subsection, we give the derivation of equations (I.24)-(I.27), (I.29)-(I.32) of Theorem I.2, and
we present numerical evaluations based on the closed form expressions for various scenarios.
1) Proof of Equations (I.24)-(I.27): We provide the derivation of the backward recursive equations
(I.24)-(I.27).
Denote the optimal distributions as follows.
νπ
∗
t (yt|yt−1) ,


0 1
0 c0(t) 1− c1(t)
1 1− c0(t) c1(t)

, π∗t (xt|yt−1) ,


0 1
0 d0(t) 1− d1(t)
1 1− d0(t) d1(t)

, t ∈ Nn0 .
(IV.1)
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We shall derive recursive expressions for {c0(t), c1(t), d0(t), d1(t) : t ∈ Nn0}.
Define
∆Ct , Ct(1)− Ct(0), t ∈ N
n+1
0 , ∆Cn+1(0) = ∆Cn+1(1) = 0. (IV.2)
•Time t=n:
By Theorem I.1, the necessary and sufficient condition for π∗n(xn|yn−1) 6= 0 to achieve the supremum
of the FTFI capacity of BUMCO channel is the following.
Cn(yn−1) =
∑
yn∈{0,1}
log
(qn(yn|xn, yn−1)
νπ
∗
n (yn|yn−1)
)
qn(yn|xn, yn−1), ∀xn. (IV.3)
Next, we evaluate Cn(yn−1) for xn ∈ {0, 1}, for fixed yn−1.
yn−1 = 0, xn = 0:
Cn(0) =
∑
yn∈{0,1}
log
(qn(yn|0, 0)
νπ
∗
n (yn|0)
)
qn(yn|0, 0) = log
(qn(0|0, 0)
νπ
∗
n (0|0)
)
qn(0|0, 0) + log
(qn(1|0, 0)
νπ
∗
n (1|0)
)
qn(1|0, 0)
= αn log
(1− c0(n)
c0(n)
)
+ log
( 1
1− c0(n)
)
−H(αn). (IV.4)
yn−1 = 0, xn = 1:
Cn(0) =
∑
yn∈{0,1}
log
(qn(yn|1, 0)
νπ
∗
n (yn|0)
)
qn(yn|1, 0) = log
(qn(0|1, 0)
νπ
∗
n (0|0)
)
qn(0|1, 0) + log
(qn(1|1, 0)
νπ
∗
n (1|0)
)
qn(1|1, 0)
= γn log
(1− c0(n)
c0(n)
)
+ log
( 1
1− c0(n)
)
−H(γn). (IV.5)
Since (IV.4)=(IV.5), we obtain
νπ
∗
n (0|0) ≡ c0(n) =
1
1 + 2µ0(n)
, µ0(n) ,
H(γn)−H(αn)
γn − αn
. (IV.6)
The channel output transition probability at time t = n is given by
νπ
∗
n (yn|yn−1) =
∑
xn∈{0,1}
qn(yn|xn, yn−1)π
∗
n(xn|yn−1). (IV.7)
We use (IV.7) to find the values π∗n(0|0) ≡ d0(n).
yn−1 = 0, yn = 0:
νπ
∗
n (0|0) =
∑
xn∈{0,1}
qn(0|xn, 0)π
∗
n(xn|0) = qn(0|0, 0)πn(0|0) + qn(0|1, 0)π
∗
n(1|0). (IV.8)
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Substituting (IV.6) into (IV.8) we obtain
π∗n(0|0) ≡ d0(n) =
1− γn(1 + 2
µ0(n))
(αn − γn)(1 + 2µ0(n))
. (IV.9)
We repeat the above procedure to compute the expressions of Cn(1), νπ
∗
n (0|1), ν
π∗
n (1|1), π
∗
n(0|1) and
π∗n(1|1). After some algebra, we obtain
νπ
∗
n (1|1) ≡ c1(n) =
2µ1(n)
1 + 2µ1(n)
, π∗n(1|1) ≡ d1(n) =
βn(1 + 2
µ1(n))− 1
(βn − δn)(1 + 2µ1(n))
, µ1(n) ,
H(βn)−H(δn)
βn − δn
.
(IV.10)
Finally, we substitute (IV.6), (IV.9) and (IV.10), in (IV.1) to obtain (I.24) evaluated at t = n. Next, we
evaluate Cn(0), Cn(1), since these are required in the next time step. After some algebra, we obtain the
following expressions.
Cn(0) = µ0(n)(αn − 1) + log(1 + 2
µ0(n))−H(αn), Cn(1) = µ1(n)(βn − 1) + log(1 + 2
µ1(n))−H(βn).
(IV.11)
Using (IV.11) in (IV.2) we obtain (I.25) at t = n as follows.
∆Cn = Cn(1) − Cn(0) =
(
µ1(n)(βn − 1)− µ0(n)(αn − 1)
)
+H(αn)−H(βn) + log
(1 + 2µ1(n)
1 + 2µ0(n)
)
.
(IV.12)
We proceed with the computation at the next time step.
•Time t=n-1:
By Theorem I.1,
Cn−1(yn−2) =
∑
yn−1∈{0,1}
(
log
(qn−1(yn−1|xn−1, yn−2)
νπ
∗
n−1(yn−1|yn−2)
)
+ Cn(yn−1)
)
qn−1(yn−1|xn−1, yn−2), ∀xn−1.
(IV.13)
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Next, we evaluate Cn−1(yn−2) for xn−1 ∈ {0, 1}, for fixed yn−2.
yn−2 = 0, xn−1 = 0:
Cn−1(0) =
∑
yn−1∈{0,1}
(
log
(qn−1(yn−1|0, 0)
νπ
∗
n−1(yn−1|0)
)
+ Cn(yn−1)
)
qn−1(yn−1|0, 0)
=
(
log
(qn−1(0|0, 0)
νπ
∗
n−1(0|0)
)
+ Cn(0)
)
qn−1(0|0, 0) +
(
log
(qn−1(1|0, 0)
νπ
∗
n−1(1|0)
)
+ Cn(1)
)
qn−1(1|0, 0)
= αn−1 log
(1− c0(n− 1)
c0(n− 1)
)
+ log
( 1
1− c0(n− 1)
)
−H(αn−1)− αn−1Cn(0) + (1− αn−1)Cn(1).
(IV.14)
yn−2 = 0, xn−1 = 1:
Cn−1(0) =
∑
yn−1∈{0,1}
(
log
(qn−1(yn−1|1, 0)
νπ
∗
n−1(yn−1|0)
)
+ Cn(yn−1)
)
qn−1(yn−1|1, 0)
=
(
log
(qn−1(0|1, 0)
νπ
∗
n−1(0|0)
)
+ Cn(0)
)
qn−1(0|1, 0) +
(
log
(qn−1(1|1, 0)
νπ
∗
n−1(1|0)
)
+ Cn(1)
)
qn−1(1|1, 0)
= γn−1 log
(1− c0(n− 1)
c0(n− 1)
)
+ log
( 1
1− c0(n − 1)
)
−H(γn−1)− γn−1Cn(0) + (1− γn−1)Cn(1).
(IV.15)
Since (IV.14)=(IV.15), we obtain
νπ
∗
n−1(0|0) ≡ c0(n− 1) =
1
1 + 2µ0(n−1)+∆Cn
, µ0(n− 1) ,
H(γn−1)−H(αn−1)
γn−1 − αn−1
. (IV.16)
The channel output transition probability at time t = n− 1 is given by
νπ
∗
n−1(yn−1|yn−2) =
∑
xn−1∈{0,1}
qn−1(yn−1|xn−1, yn−2)π
∗
n−1(xn−1|yn−2). (IV.17)
We use (IV.17) to find the values of π∗n−1(0|0) and π∗n−1(1|0).
yn−2 = 0, yn−1 = 0:
νπ
∗
n−1(0|0) =
∑
xn−1∈{0,1}
qn−1(0|xn−1, 0)π
∗
n−1(xn−1|0) = qn−1(0|0, 0)π
∗
n−1(0|0) + qn−1(0|1, 0)π
∗
n−1(1|0)
(IV.18)
Substituting (IV.16) into (IV.18) we obtain
π∗n−1(0|0) ≡ d0(n− 1) =
1− γn−1(1 + 2
µ0(n−1)+∆Cn)
(αn−1 − γn−1)(1 + 2µ0(n−1)+∆Cn)
. (IV.19)
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Repeating the above procedure we obtain the expressions for Cn−1(1), νπ
∗
n−1(0|1), ν
π∗
n−1(1|1), π
∗
n(0|1)
and π∗n−1(1|1). After some algebra, we obtain
νπ
∗
n−1(1|1) ≡ c1(n− 1) =
2µ1(n−1)
2µ1(n−1)+∆Cn
, π∗n−1(1|1) ≡ d1(n− 1) =
βn−1(1 + 2
µ1(n−1)+∆Cn)− 1
(βn−1 − δn−1)(1 + 2µ1(n−1)+∆Cn)
(IV.20)
where
µ1(n− 1) ,
H(βn−1)−H(δn−1)
βn−1 − δn−1
. (IV.21)
Finally, we substitute (IV.16), (IV.19) and (IV.20) in (IV.1) to obtain (I.24) evaluated at t = n − 1.
Similarly as before, we evaluate Cn−1(0), Cn−1(1), which are required in the next time step. After some
algebra, we obtain the following expressions.
Cn−1(0) = µ0(n− 1)(αn−1 − 1) +Cn(0) + log(1 + 2
µ0(n−1)+∆Cn)−H(αn−1),
Cn−1(1) = µ1(n− 1)(βn−1 − 1) + Cn(0) + log(1 + 2
µ1(n−1)+∆Cn)−H(βn−1). (IV.22)
Finally, using (IV.22) in (IV.2) we obtain (I.25) at t = n− 1.
To complete the derivation we need to apply induction hypothesis, i.e., to show validity of the solution
for t = n− k, provided it is valid for t = n, n− 1, n − 2, . . . , n − k + 1. This is done precisely as the
derivation of the time step t = n− 1, hence we omit it. This completes the derivation.
2) Proof of Equations (I.29)-(I.32): Next, we address the asymptotic convergence of the optimal chan-
nel input conditional distribution and the corresponding channel output transition probability distribution
given in (I.24), by investigating the convergence properties of the value functions {Ct(0), Ct(1), t ∈ Nn0}
in terms of their difference {∆Ct : t ∈ Nn0}. Conditions for convergence of the sequence {∆Ct : t ∈ Nn0},
can be expressed in terms of parameters {αt, βt, γt, δt : t ∈ Nn0}. From (I.25), it follows by contradiction,
that the sequence {∆Ct : t ∈ Nn0} cannot diverge, i.e., it is bounded.
Consider the time-invariant version of BUMCO {qt(yt|yt−1, xt) = q(yt|yt−1, xt) : t ∈ Nn0}, denoted by
BUMCO(α, β, γ, δ). First, recall that recursion (I.25) is expressed as follows
∆Ct =
(
µ1(β − 1)− µ0(α− 1)
)
+H(α) −H(β) + log
(1 + 2µ1+∆Ct+1
1 + 2µ0+∆Ct+1
)
, ∆Cn+1 = 0, (IV.23)
=f(α, β, µ0, µ1,∆Ct+1), t ∈ {n, . . . , 0}
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where
µ0(αt, γt) 7−→ µ0(α, γ) =
H(γ)−H(α)
γ − α
≡ µ0, µ1(βt, δt) 7−→ µ1(β, δ) =
H(β)−H(δ)
β − δ
≡ µ1, ∀t.
Define {∆C¯t = ∆Cn−t : t ∈ Nn+10 }. Then by (IV.23) we obtain the following forward recursions
∆C¯t =
(
µ1(β − 1)− µ0(α− 1)
)
+H(α)−H(β) + log
(1 + 2µ1+∆C¯t−1
1 + 2µ0+∆Ct−1
)
, ∆C¯−1 = 0, t ∈ N
n
0 .
(IV.24)
Since
∣∣∣ ∂
∂∆C¯t
f(α, β, µ0, µ1,∆C¯t−1)
∣∣∣ < 1, then limt−→∞∆C¯t = ∆C¯∞ ≡ ∆C∞, where ∆C∞ satisfies
the following algebraic equation.
∆C∞ =
(
µ1(β − 1)− µ0(α− 1)
)
+H(α)−H(β) + log
(1 + 2µ1+∆C∞
1 + 2µ0+∆C
∞
)
. (IV.25)
The real solution of the nonlinear equation (IV.25) is
∆C∞ = log
(
(2ℓ1 − 1) +
√
(1− 2ℓ1)2 + 2ℓ0+2
)
− µ0 − 1 (IV.26)
where
ℓ0 ≡ ℓ0(α, β, γ, δ) ,µ1(β − 1)− µ0(α− 2) +H(α)−H(β),
ℓ1 ≡ ℓ1(α, β, γ, δ) ,µ1β − µ0(α− 1) +H(α)−H(β).
Hence, by (IV.26), the optimal channel input conditional distribution and the corresponding output
transition probability distribution converge asymptotically to the time-invariant transition probabilities
given by (I.32). It remains to show that the channel output transition probability distribution given by
(I.32), has a unique invariant distribution {νπ∗,∞(y) : y ∈ {0, 1}}.
Solving the equation

 νπ
∗,∞
(0)
νπ
∗,∞
(1)

 =

 νπ
∗,∞
(0|0) νπ
∗,∞
(0|1)
νπ
∗,∞
(1|0) νπ
∗,∞
(1|1)



 νπ
∗,∞
(0)
νπ
∗,∞
(1)

 (IV.27)
we obtain the unique solution
νπ
∗,∞
(0) =
1 + 2µ0+∆C
∞
1 + 2µ0+µ1+2∆C∞ + 2µ0+1+∆C∞
, νπ
∗,∞
(1) =
2µ0+∆C
∞
(1 + 2µ1+∆C
∞
)
1 + 2µ0+µ1+2∆C∞ + 2µ0+1+∆C∞
.
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(a) Optimal Distributions π∗t (xt|yt−1) and ∆Ct.
100 101 102 103
−0.5
0
0.5
1
Time Horizon (t)
p Y
t |Y
t−
1
 
 
pYt |Yt−1
(0|0)
pYt |Yt−1
(0|1)
pYt |Yt−1
(1|0)
pYt |Yt−1
(1|1)
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Fig. IV.1: Optimal distributions of BUMCO(0.9, 0.1, 0.2, 0.4) for n = 1000.
Since νπ∗,∞ is unique, then the feedback capacity of time-invariant BUMCO(α, β, γ, δ) is given by the
following expression.
CFB,A.1 =
∑
y∈{0,1}
( ∑
x∈{0,1},z∈{0,1}
log
( q(z|y, x)
ν∗,∞(z|y)
)
q(z|y, x)π∗,∞(x|y)
)
νπ
∗,∞
(y). (IV.28)
After some algebra, we obtain (I.29).
3) Numerical evaluations: Fig. IV.1 depicts numerical simulations of the optimal (nonstationary) chan-
nel input conditional distribution and the corresponding channel output transition probability distribution
given by (I.24), for a time-invariant channel
BUMCO(αt, βt, γt, δt) = BUMCO(0.9, 0.1, 0.2, 0.4),
for n = 1000.
Fig. IV.2 depicts the corresponding value of 1
n+1C
FB,A.1
Xn→Y n =
1
n+1E
π∗
{∑n
t=0 log
( q(yt|yt−1,xt)
νpi
∗ (yt|yt−1)
)}
where
{π∗t (xt|yt−1) : t = 0, 1, . . . , n} is given by (I.24), for n = 1000. From Fig. IV.2, at n ≈ 1000, the
characterization of FTFI capacity is 1
n+1C
FB,A.1
Xn→Y n = 0.2148 bits/channel use, while the actual ergodic
feedback capacity evaluated from (I.29) is CFB,A.1 = 0.215 bits/channel use.
Based on our simulations, it is interesting to point out the fact that the optimal channel input conditional
distribution and the corresponding channel output transition probability converge to their asymptotic
values at n ≈ 400, with respect to an error tolerance of 10−3.
4) Special Cases of Equations (I.24)-(I.25): Next, we discuss special cases of BUMCO(α, β, γ, δ).
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Fig. IV.2: 1
n+1C
FB,A.1
Xn→Y n of BUMCO (0.9, 0.1, 0.2, 0.4) for n = 1000 with a choice of the initial
distribution PY−1(y−1 = 0) = 0 with its complement PY−1(y−1 = 1) = 1.
• The POST channel investigated in [8] corresponds to the degenerated channel BUMCO(α, 1 −
β, β, 1−α). The authors in [8] derived the expression of feedback capacity CFB,A.1 and the optimal
channel output distribution using known expressions of the so called Z and S channels without,
however, determining the capacity achieving input distribution.
• The BSCC investigated in [9], corresponds to the degenerated channel BUMCO(α, β, 1−β, 1−α).
The authors in [9] derived the feedback capacity and the corresponding channel input conditional
distribution with and without transmission cost constraint, and they have also shown that feedback
does not increase the capacity. Our general expressions (I.24)-(I.25) give, as degenerated cases, the
expressions obtained in [8], [9].
• For the special case of BUMCO(α,α, 1 − α, 1 − α), the channel is memoryless, and the recur-
sive equations (I.24)-(I.25) degenerate to the well-known results of memoryless Binary Symmetric
Channels (BSC), where the optimal channel input distribution is uniform [23].
B. The FTFI Capacity of Time-Varying BUMCO Channel with Transmission Cost and Feedback Capacity
In this subsection, we apply Theorem III.4, for M = 1 and N = 1, to derive closed form expressions
for the optimal channel input and output distributions of BUMCO given by (I.23).
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We consider a transmission cost function cA.1(xn, yn−1) ,
∑n
t=0 γt(xt, yt−1), where
γt(xt, yt−1) ,


0 1
0 1 0
1 0 1

, t ∈ N0. (IV.29)
The optimal solution of the characterization of FTFI capacity is given in the next theorem.
Theorem IV.1. (Optimal solution of the characterization of FTFI capacity of time-varying BUMCO with
transmission cost)
Consider the BUMCO(αt,βt,γt,δt) defined in (I.23), when the cost function (IV.29) is imposed.
(a) The optimal channel input distribution and corresponding channel output transition probability distri-
bution corresponding to CFB,A.1Xn→Y n(κ), defined by (III.1), when {π∗t (xt|yt−1) 6= 0, ∀xt ∈ Xt, t ∈ Nn0}
and s ≥ 0, are the following.
π∗t (0|0) =
1− γt(1 + 2
µs0(t)+∆K
s
t+1)
(αt − γt)(1 + 2
µs0(t)+∆K
s
t+1)
, π∗t (0|1) =
1− δt(1 + 2
µs1(t)+∆K
s
t+1)
(βt − δt)(1 + 2
µs1(t)+∆K
s
t+1)
, (IV.30a)
π∗t (1|0) = 1− π
∗
t (0|0), π
∗
t (1|1) = 1− π
∗
t (0|1), (IV.30b)
νπ
∗
t (0|0) =
1
1 + 2µ
s
0(t)+∆K
s
t+1
, νπ
∗
t (0|1) =
1
1 + 2µ
s
1(t)+∆K
s
t+1
, (IV.30c)
νπ
∗
t (1|0) = 1− ν
π∗
t (0|0), ν
π∗
t (1|1) = 1− ν
π∗
t (0|1) (IV.30d)
where {∆Kst (αt, βt, γt, δt, s) ≡ ∆Kst , Kst (0)−Kst (1) : t ∈ Nn+10 } is the difference of the value
functions at each time, satisfying the backward recursions
∆Ksn+1 = 0 (IV.31a)
∆Kst =
(
µs1(t)(βt − 1)− µ
s
0(t)(αt − 1)
)
+H(αt)−H(βt)
+ log
(1 + 2µs1(t)+∆Kst+1
1 + 2µ
s
0(t)+∆K
s
t+1
)
+ s, t ∈ {n, . . . , 0}. (IV.31b)
and
µ0(αt, γt, s) ,
H(γt)−H(αt)− s
γt − αt
≡ µs0(t), µ1(βt, δt, s) ,
H(βt)−H(δt)− s
βt − δt
≡ µs1(t).
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(b) The solution of the value functions is given recursively by the following expressions.
Kst (0) = µ0(t)(αt − 1) +K
s
t+1(0) + log(1 + 2
µ0(t)+∆Kst+1)−H(αt), K
s
n+1(0) = 0, (IV.32)
Kst (1) = µ1(t)(βt − 1) +K
s
t+1(0) + log(1 + 2
µ1(t)+∆Kst+1)−H(βt), K
s
n+1(1) = 0, t ∈ {n, . . . , 0}.
(IV.33)
(c) The characterization of the FTFI capacity is given by
C
FB,A.1
Xn→Y n(κ) = inf
s≥0
∑
y−1∈{0,1}
(
Ks0(y−1)µ(y−1) + (n+ 1)κ
)
, µ(y−1) is fixed.
Proof: The derivation is similar to the one of subsubsection IV-A1, hence we omit it.
Next, we comment on the time-invariant version of Theorem IV.1.
1) Time-Invariant BUMCO with Transmission Cost: Consider the steady state version of (IV.31),
defined by the following algebraic equation.
∆Ks,∞ =
(
µs1(β − 1)− µ
s
0(α− 1)
)
+H(α)−H(β) + s+ log
(1 + 2µs1+∆Ks,∞
1 + 2µ
s
0+∆K
s,∞
)
. (IV.34)
where
µs0(αt, γt) 7−→ µ
s
0(α, γ) =
H(γ)−H(α)
γ − α
≡ µs0, µ
s
1(βt, δt) 7−→ µ
s
1(β, δ) =
H(β)−H(δ)
β − δ
≡ µs1, ∀t.
The real solution of the nonlinear equation (IV.34) is
∆Ks,∞ = log
(
(2ℓ1 − 1) +
√
(1− 2ℓ1)2 + 2ℓ0+2
)
− µ0 − 1 (IV.35)
where
ℓ0 ≡ ℓ0(α, β, γ, δ) ,µ1(β − 1)− µ0(α− 2) +H(α) −H(β) + s,
ℓ1 ≡ ℓ1(α, β, γ, δ) ,µ1β − µ0(α− 1) +H(α)−H(β) + s.
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By (IV.35), the optimal time-invariant channel input conditional distribution and the corresponding output
transition probability distribution are the following.
π∗,∞(0|0) =
1− γ(1 + 2µ
s
0+∆K
s,∞
)
(α− γ)(1 + 2µ
s
0+∆K
s,∞)
, π∗,∞(0|1) =
1− δ(1 + 2µ
s
1+∆K
s,∞
)
(β − δ)(1 + 2µ
s
1+∆K
s,∞)
, (IV.36a)
π∗,∞(1|0) = 1− π∗,∞(0|0), π∗,∞(1|1) = 1− π∗,∞(0|1), (IV.36b)
νπ
∗,∞
(0|0) =
1
1 + 2µ
s
0+∆K
S,∞
, νπ
∗,∞
(0|1) =
1
1 + 2µ
s
1+∆K
s,∞ , (IV.36c)
νπ
∗,∞
(1|0) = 1− νπ
∗,∞
(0|0), νπ
∗,∞
(1|1) = 1− νπ
∗,∞
(0|1). (IV.36d)
Utilizing the channel output transition probability distribution given by (IV.36), we obtain the following
unique invariant distribution {νπ∗,∞(y) : y ∈ {0, 1}} corresponding to {νπ∗,∞(z|y) : (z, y) ∈ {0, 1} ×
{0, 1}}.
νπ
∗,∞
(0) =
1 + 2µ
s
0+∆K
s,∞
1 + 2µ
s
0+µ
s
1+2∆K
s,∞ + 2µ
s
0+1+∆K
s,∞ , ν
π∗,∞(1) =
2µ
s
0+∆K
s,∞
(1 + 2µ
s
1+∆K
s,∞
)
1 + 2µ
s
0+µ
s
1+2∆K
s,∞ + 2µ
s
0+1+∆K
s,∞ .
(IV.37)
The feedback capacity of time-invariant BUMCO(α, β, γ, δ) with transmission cost κ, is given by the
following expression (following (IV.36) and (IV.37)).
CFB,A.1(κ) =ν0
(
H(ν0|0)−H(γ)
)
+ (1− ν0)
(
H(ν0|1)−H(δ)
)
+ ξ0
(
H(γ)−H(α)
)
+ ξ1
(
H(δ) −H(β)
)
(IV.38)
where
ν0 = ν
π∗,∞(0), ξ0 =
1− γ(1 + 2µ
s
0+∆K
s,∞
)
(α− γ)
(
1 + 2µ
s
0+µ
s
1+2∆K
s,∞ + 2µ
s
0+1+∆K
s,∞
) ,
ξ1 =
2µ
s
0+∆K
s,∞(
1− δ(1 + 2µ
s
1+∆K
s,∞
)
)
(β − δ)
(
1 + 2µ
s
0+µ
s
1+2∆K
s,∞ + 2µ
s
0+1+∆K
s,∞
) , ν0|0 = νπ∗,∞(0|0), ν0|1 = νπ∗,∞(0|1).
Note that by Theorem II.2, at s = 0, κ = κmax, and CFB,A.1(κ) = CFB,A.1. Utilizing (IV.36) and
(IV.37) we can find (s(κ), κ) from the following expression.
lim
n−→∞
1
n+ 1
E
{ n∑
t=0
γ(Xt, Yt−1)
}
= E
{
γ(X0, Y−1)
}
, (x0, y−1) ∈ X × Y
=
1− γ(1 + 2µ
s
0+∆K
s,∞
)
(α− γ)
(
1 + 2µ
s
0+µ
s
1+2∆K
s,∞
+ 2µ
s
0+1+∆K
s,∞
) + 2µs0+∆Ks,∞
(
β(1 + 2µ
s
1+∆K
s,∞
)− 1
)
(β − δ)
(
1 + 2µ
s
0+µ
s
1+2∆K
s,∞
+ 2µ
s
0+1+∆K
s,∞
)
= κ, κ ∈ [0, κmax].
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Fig. IV.3: Optimal transition probability distributions of BUMCO(0.9, 0.1, 0.2, 0.4) with transmission
cost function given by (IV.29), s = 0.05, for n = 1000.
2) Numerical Evaluations: Fig. IV.3 depicts numerical simulations of the optimal (nonstationary) chan-
nel input conditional distribution and the corresponding channel output transition probability distribution
given by (IV.30)-(IV.31), for a time-invariant channel
BUMCO(αt, βt, γt, δt) = BUMCO(0.9, 0.1, 0.2, 0.4)
, with transmission cost given by (IV.29), s = 0.05, i.e., κ = 0.5992, for n = 1000.
Fig. IV.4 depicts the corresponding value of 1
n+1C
FB,A.1
Xn→Y n(κ) =
1
n+1E
π∗
{∑n
t=0 log
( q(yt|yt−1,xt)
νpi
∗ (yt|yt−1)
)}
,
where {π∗t (xt|yt−1) : t = 0, 1, . . . , n} is given by (IV.30), for n = 1000. From Fig. IV.2, at n ≈ 1000,
the constrained FTFI capacity for s = 0.05, κ = 0.5992 is 1
n+1C
FB,A.1
Xn→Y n(κ) = 0.2135 bits/channel use,
while the actual constrained feedback capacity evaluated by (IV.38) for s = 0.05 and κ = 0.5992 is
CFB,A.1(κ) = 0.2137 bits/channel use.
C. The FTFI Capacity of Time-Varying BEUMCO
In this subsection, we apply Theorem I.1, for M = 1, to derive closed form expressions for the optimal
channel input conditional distribution and the corresponding output transition probability distribution of
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n+1C
FB,A.1
Xn→Y n(κ) of BUMCO (0.9, 0.1, 0.2, 0.4), s = 0.05, κ = 0.5992, for n = 1000 with a
choice of the initial distribution PY−1(y−1 = 0) = 0 with its complement PY−1(y−1 = 1) = 1.
time-varying {BEUMCO(αt, γt, βt) : t ∈ Nn0} channel defined by
qt(dyt|yt−1, xt) =


0, 0 e, 0 1, 0 0, 1 e, 1 1, 1
0 αt γt βt 0 0 0
e 1− αt 1− γt 1− βt 1− αt 1− γt 1− βt
1 0 0 0 αt γt βt

, αt, βt, γt ∈ [0, 1].
(IV.39)
The results given in the next theorem, state that feedback does not increase the FTFI capacity of this
channel.
Theorem IV.2. (Optimal solution of the characterization of FTFI capacity of time-varying BEMCO)
Consider the {BEUMCO(αt, γt, βt) : t ∈ Nn0} defined in (IV.39).
(a) The optimal channel input conditional distribution and the corresponding output transition proba-
bility distribution of the characterization of FTFI capacity CFB,A.1Xn→Y n , i.e., (I.14) with M = 1, when
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{π∗t (xt|yt−1) 6= 0, ∀xt ∈ Xt, t ∈ N
n
0}, are given by the following expressions.
π∗t (xt|yt−1) ≡ π
∗
t (xt) =

0 π∗t (0)
1 π∗t (1)

,∀yt−1 ∈ Yt−1, t ∈ Nn0 , (IV.40a)
νπ
∗
t (yt|yt−1) =


0 e 1
0 νπ
∗
t (0|0) ν
π∗
t (0|e) ν
π∗
t (0|1)
e νπ
∗
t (e|0) ν
π∗
t (e|e) ν
π∗
t (e|1)
1 νπ
∗
t (1|0) ν
π∗
t (1|e) ν
π∗
t (1|1)

, t ∈ N
n
0 (IV.40b)
where
π∗t (0) =
2∆C
1
t+1
1 + 2∆C
1
t+1
, π∗t (1) =
1
1 + 2∆C
1
t+1
, (IV.41a)
νπ
∗
t (0|0) =
αt2
∆C1t+1
1 + 2∆C
1
t+1
, νπ
∗
t (0|e) =
γt2
∆C1t+1
1 + 2∆C
1
t+1
, νπ
∗
t (0|1) =
βt2
∆C1t+1
1 + 2∆C
1
t+1
, (IV.41b)
νπ
∗
t (e|0) = 1− αt, ν
π∗
t (e|e) = 1− γt, ν
π∗
t (e|1) = 1− βt, (IV.41c)
νπ
∗
t (1|0) =
αt
1 + 2∆C
1
t+1
, νπ
∗
t (1|e) =
γt
1 + 2∆C
1
t+1
, νπ
∗
t (1|1) =
βt
1 + 2∆C
1
t+1
(IV.41d)
and {∆C1t (αt, γt, βt) ≡ ∆C1t , Ct(0)−Ct(1) : t ∈ Nn+10 } is the difference of the value functions
{Ct(0), Ct(1) : t ∈ N
n+1
0 } at each time, satisfying the following backward recursions.
∆C1t = (αt − βt)
(
∆C2t+1 + log
(
1 + 2∆C
1
t+1
))
, ∆C1n+1 = 0, t ∈ {n, . . . , 0}, (IV.42)
with {∆C2t (αt, γt, βt) ≡ ∆C2t , Ct(1)−Ct(e) : t ∈ Nn+10 } is the difference of the value functions
{Ct(1), Ct(e) : t ∈ N
n+1
0 } at each time, satisfying the following backward recursions
∆C2t = (βt − γt)
(
∆C2t+1 + log
(
1 + 2∆C
1
t+1
))
, ∆C2n+1 = 0, t ∈ {n, . . . , 0}. (IV.43)
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(b) The solution of the value functions is given recursively by the following expressions.
Ct(0) = αtCt+1(1) + (1− αt)Ct+1(e) + αt log(1 + 2
∆C1t+1)−H(αt), Cn+1(0) = 0, (IV.44)
Ct(e) = γtCt+1(1) + (1− γt)Ct+1(e) + γt log(1 + 2
∆C1t+1)−H(αt), Cn+1(e) = 0, (IV.45)
Ct(1) = βtCt+1(1) + (1− βt)Ct+1(e) + βt log(1 + 2
∆C1t+1)−H(αt), Cn+1(1) = 0, t ∈ {n, . . . , 0}.
(IV.46)
(c) The characterization of the FTFI capacity is given by
C
FB,A.1
Xn→Y n =
∑
y−1∈{0,e,1}
C0(y−1)µ(y−1), µ(y−1) is fixed.
Proof: The derivation is similar to the one of subsubsection IV-A1, hence we omit it.
For Theorem IV.2, (IV.40a), it follows that feedback does not increase the characterization of FTFI
capacity, and consequently feedback capacity.
1) Time-Invariant BEUMCO: Here, we discuss the results of Theorem IV.2, when the channel is
time-invariant, i.e., BEUMCO(αt, γt, βt) = BEUMCO(α, γ, β). The steady state versions of (IV.42),
(IV.43), are defined by the following algebraic equations.
∆C1,∞ =(α− β)
(
∆C2,∞ + log
(
1 + 2∆C
1,∞)) (IV.47)
∆C2,∞ =(β − γ)
(
∆C2,∞ + log
(
1 + 2∆C
1,∞))
. (IV.48)
After some algebra, it can be shown that the solutions of the nonlinear equation (IV.47) is given by
∆C1,∞ =
( α− β
1− (β − γ)
)
log(1 + 2∆C
1,∞
). (IV.49)
Moreover, the time-invariant versions of (IV.40a)-(IV.40b) denoted by π∗t (xt) ≡ π∗,∞(xt) and νπ
∗
t (yt|yt−1) ≡
νπ
∗,∞
(yt|yt−1), are given as follows.
π∗,∞(0) =
2∆C
1,∞
1 + 2∆C
1,∞ , π
∗,∞(1) = 1− π∗,∞(0), (IV.50a)
νπ
∗,∞
(0|0) =
α2∆C
1,∞
1 + 2∆C1,∞
, νπ
∗,∞
(0|e) =
γ2∆C
1,∞
1 + 2∆C1,∞
, νπ
∗,∞
(0|1) =
β2∆C
1,∞
1 + 2∆C1,∞
, (IV.50b)
νπ
∗,∞
(e|0) = 1− α, νπ
∗,∞
(e|e) = 1− γ, νπ
∗,∞
(e|1) = 1− β, (IV.50c)
νπ
∗,∞
(1|0) =
α
1 + 2∆C1,∞
, νπ
∗,∞
(1|e) =
γ
1 + 2∆C1,∞
, νπ
∗,∞
(1|1) =
β
1 + 2∆C1,∞
. (IV.50d)
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It can be shown that the channel output transition probability distribution given by (IV.50b)-(IV.50d), has
a unique invariant distribution {νπ∗,∞(y) : y ∈ {0, e, 1}} given by
νπ
∗,∞
(0) =
γ2∆C
1,∞
1− (β − γ) + 2∆C1,∞(1− α+ γ)
, νπ
∗,∞
(e) =
1− β + 2∆C
1,∞
(1− α)
1− (β − γ) + 2∆C1,∞(1− α+ γ)
,
νπ
∗,∞
(1) =
γ
1− (β − γ) + 2∆C1,∞(1− α+ γ)
.
Hence, the feedback capacity of time-invariant BEUMCO(α, γ, β) is given by the following expression.
CFB,A.1 =
∑
y∈{0,e,1}
( ∑
x∈{0,1},z∈{0,e,1}
log
( q(z|y, x)
ν∗,∞(z|y)
)
q(z|y, x)π∗,∞(x|y)
)
νπ
∗,∞
(y). (IV.51)
After some algebra, we obtain the following
CFB,A.1 = (1− νe) log(1 + 2
∆C1,∞)− ν0∆C
1,∞ (IV.52)
where
νe = ν
π∗,∞(e), ν0 = ν
π∗,∞(0).
2) Numerical evaluations: Fig. IV.5 depicts numerical simulations of the optimal (nonstationary) chan-
nel input conditional distribution and the corresponding channel output transition probability distribution
given by (IV.50b)-(IV.50d), for a time-invariant channelBEUMCO(α, γ, β) = BEUMCO(0.95, 0.6, 0.8),
for n = 1000.
Fig. IV.6 depicts the corresponding value of 1
n+1C
FB,A.1
Xn→Y n =
1
n+1E
π∗
{∑n
t=0 log
(q(yt|yt−1,xt)
νpi
∗ (yt|yt−1)
)}
, where
{π∗t (xt|yt−1) ≡ π
∗
t (xt) : t = 0, 1, . . . , n} is given by (IV.50b)-(IV.50d), for n = 1000. From Fig. IV.6,
at n ≈ 1000, the FTFI capacity is 1
n+1C
FB,A.1
Xn→Y n = 0.8306 bits/channel use, while the actual ergodic
feedback capacity evaluated from (IV.52) is CFB,A.1 = 0.8307 bits/channel use.
Based on our simulations, it is interesting to note that the optimal channel input conditional distribution
and the corresponding channel output transition probability converge to their asymptotic limits at n ≈ 6,
with respect to an error tolerance of 10−4.
3) Special Cases of Theorem IV.2: Next, we discuss certain degenerated cases.
• For the time-invariant channel BEUMCO(1− α, γ, 1− α), by (IV.50a) the optimal channel input
conditional distribution is uniform, the corresponding output transition probability distribution is
stationary, and the ergodic feedback capacity is equal to the corresponding no-feedback capacity
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Fig. IV.5: Optimal transition probability distributions of BEUMCO(0.95, 0.6, 0.8) for n = 1000.
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Fig. IV.6: 1
n+1C
FB,A.1
Xn→Y n of BEUMCO (0.95, 0.6, 0.8) for n = 1000 with a choice of the initial distribution
PY−1(y−1 = 0) = 1 with its complements PY−1(y−1 = e) = 0 PY−1(y−1 = 1) = 0.
given by
CNFB,A.1 = CFB,A.1 =
γ
α+ γ
. (IV.53)
• For the channel BEUMCO(1 − α, 1 − α, 1 − α), the channel is memoryless, and it degenerates
to the well-known memoryless Binary Erasure Channel (BEC), where the optimal channel input
distribution is uniform [23]. This follows from (IV.53), by setting γ = 1− α.
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D. The FTFI Capacity of Time-Varying BSTMCO
In this subsection, we apply Theorem I.1, for M = 2, to derive closed form expressions for the
optimal channel input conditional distribution and the corresponding channel output transition probability
distribution of the time-varying {BSTMCO(αt, βt, γt, δt) : t ∈ Nn0} channel defined by
qt(dyt|yt−1, yt−2, xt) =


0, 0, 0 0, 0, 1 0, 1, 0 0, 1, 1 1, 0, 0 1, 0, 1 1, 1, 0 1, 1, 1
0 αt βt γt δt 1− δt 1− γt 1− βt 1− αt
1 1− αt 1− βt 1− γt 1− δt δt γt βt αt

,
(IV.54)
αt, βt, γt, δt ∈ [0, 1], t = 0, . . . , n.
The results are given in the next theorem.
Theorem IV.3. (Optimal solution of the characterization of time-varying BSTMCO)
Consider the {BSTMCO(αt, βt, γt, δt) : t ∈ Nn0} defined in (IV.54). Then the following hold.
(a) The optimal channel input distribution and the corresponding channel output transition probability
distribution, of the characterization of CFB,A.2Xn→Y n , i.e., (I.14) with M = 2, denoted by
{
π∗t (xt|yt−1, yt−2) :
(xt, yt−1, yt−2) ∈ {0, 1}×{0, 1}×{0, 1}, t ∈ N
n
0
}
,
{
νπ
∗
t (yt|yt−1, yt−2) : (yt, yt−1, yt−2) ∈ {0, 1}×
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{0, 1} × {0, 1}, t ∈ Nn0
}
are the following.
π∗t (0|0, 0) = π
∗
t (1|1, 1) =
1− βt(1 + 2
µ0(t)+∆Ct+1)
(αt − βt)(1 + 2µ0(t)+∆Ct+1)
, (IV.55a)
π∗t (0|0, 1) = π
∗
t (1|1, 0) =
1− δt(1 + 2
µ1(t)+∆Ct+1)
(γt − δt)(1 + 2µ1(t)+∆Ct+1)
, (IV.55b)
π∗t (0|1, 0) = π
∗
t (1|0, 1) =
γt(1 + 2
µ1(t)+∆Ct+1)− 1
(γt − δt)(1 + 2µ1(t)+∆Ct+1)
, (IV.55c)
π∗t (0|1, 1) = π
∗
t (1|0, 0) =
αt(1 + 2
µ0(t)+∆Ct+1)−1
(αt − βt)(1 + 2µ0(t)+∆Ct+1)
, (IV.55d)
νπ
∗
t (0|0, 0) = ν
π∗
t (1|1, 1) =
1
1 + 2µ0(t)+∆Ct+1
, νπ
∗
t (0|0, 1) = ν
π∗
t (1|1, 0) =
1
1 + 2µ1(t)+∆Ct+1
,
(IV.55e)
νπ
∗
t (1|0, 0) = ν
π∗
t (0|1, 1) =
2µ0(t)+∆Ct+1
1 + 2µ0(t)+∆Ct+1
, νπ
∗
t (1|0, 1) = ν
π∗
t (0|1, 0) =
2µ1(t)+∆Ct+1
1 + 2µ1(t)+∆Ct+1
,
(IV.55f)
µ0(αt, βt) =
H(βt)−H(αt)
βt − αt
≡ µ0(t), µ1(γt, δt) =
H(δt)−H(γt)
δt − γt
≡ µ1(t), (IV.55g)
{∆Ct(αt, βt, γt, δt) ≡ ∆Ct , Ct(1, 1) − Ct(0, 1) : t ∈ N
n+1
0 } satisfies the following backward
recursions.
∆Cn+1 =0, (IV.56a)
∆Ct =
(
µ1(t)(γt − 1)− µ0(t)(αt − 1)
)
+H(αt)−H(γt)
+ log
(1 + 2µ1(t)+∆Ct+1
1 + 2µ0(t)+∆Ct+1
)
, t ∈ {n, . . . , 0}. (IV.56b)
(b) The solution of the value function is given recursively by the following expressions.
Ct(1, 1) = Ct(0, 0) = µ0(t)(αt − 1) + Ct+1(0, 0) + log(1 + 2
µ0(t)+∆Ct+1)
−H(αt), Cn+1(1, 1) = Cn+1(0, 0) = 0, (IV.57)
Ct(0, 1) = Ct(1, 0) = µ1(t)(βt − 1) + Ct+1(0, 0) + log(1 + 2
µ1(t)+∆Ct+1)
−H(βt), Cn+1(0, 1) = Cn+1(1, 0) = 0, t ∈ {n, . . . , 0}. (IV.58)
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(c) The characterization of the FTFI capacity is given by
C
FB,A.2
Xn→Y n =
∑
y−1∈{0,1},y−2∈{0,1}
Ct(y
−1
−2)µ(y
−1
−2), µ(y
−1
−2) is fixed.
Proof: The derivation is similar to the one of subsubsection IV-A1, hence we omit it.
1) Discussion on Theorem IV.3: Theorem IV.3 illustrates that the channel symmetry, when yt−2 = 0
or yt−2 = 1, t ∈ N
n
0 , imposes a symmetry on the structure of the optimal channel input conditional
distribution.
Remark IV.4. (Discussion of the results)
Next, we make some observations regarding the results obtained in subsection IV-A and in subsection IV-C.
If card(X ) = T and card(Y) = S, where T, S ≥ 3 then it is very hard and sometimes impossible to find
closed form expressions for the optimal channel input distributions corresponding to CFB,A.MXn→Y n . However,
the necessary and sufficient conditions of Theorem III.4 are simplified considerably, when the channel
distribution has certain symmetry similar to the one in Theorem IV.3, and for such channels closed form
expressions are expected.
V. GENERALIZATIONS TO ABSTRACT ALPHABET SPACES
The theorems of Section III extend to abstract alphabet spaces (i.e., countable, continuous alphabets
etc.). However, for these extensions to hold, it is necessary to impose sufficient conditions related to
the existence of an optimal channel input conditional distribution, Gaˆteaux differentiability of directed
information functional, and continuity with respect to channel input conditional distribution.
Below, we state sufficient conditions for Theorem III.4 to hold on abstract alphabet spaces.
(C1) {Xt : t ∈ N0}, {Yt : t ∈ N0} are complete separable metric spaces.
(C2) The directed information functional IXn→Y n(←−P 0,n,−→Q0,n) (see (II.17)) is continuous on←−P 0,n(·|yn−1) ∈
M(X n) for a fixed −→Q0,n(·|xn) ∈ M(Yn).
(C3) There exist an optimal input distribution ←−P ∗0,n(·|yn−1) ∈ M(X n), which achieves the supremum of
directed information.
(C4) The value function {Ct(yt−1t−J ) : t ∈ Nn0} is Gaˆteaux differentiable with respect to {πt(dxt|yt−1t−J) : t ∈
Nn0}.
General theorems for the validity of (C2) and (C3) are derived in [10].
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A. Channels of Class A and Transmission Cost of Class A
Let Ct : Yt−1t−J 7−→ [0,∞) represent the maximum expected total pay-off in (III.1) on the future time
horizon {t, t+ 1, . . . , n}, given Y t−1t−J = y
t−1
t−J at time t− 1, defined by
Ct(y
t−1
t−J) = sup{
πi(dxi|y
i−1
i−J): i=t,t+1,...,n
}Eπ
{ n∑
i=t
log
(dqi(·|yi−1i−M ,Xi)
dνπi (·|y
i−1
i−J )
(Yi)
)
− s
( n∑
i=t
γi(xi, y
i−1
i−N )− (n+ 1)κ
)∣∣∣Y t−1t−J = yt−1t−J
}
(V.1)
By (V.1) we obtain the following dynamic programming recursions.
Cn(y
n−1
n−J) = sup
πn(dxn|y
t−1
t−J)
{∫
Xn×Yn
log
(dqn(·|yn−1n−M , xn)
dνπn(·|y
n−1
n−J)
(yn)
)
qn(dyn|y
n−1
n−M , xn)⊗ πn(dxn|y
n−1
n−J)
− s
(∫
Xn
γn(xn, y
n−1
n−N )πn(dxn|y
n−1
n−J)− (n+ 1)κ
)}
, (V.2)
Ct(y
t−1
t−J) = sup
πt(dxt|y
t−1
t−J)
{∫
Xt×Yt
(
log
(dqt(·|yt−1t−M , xt)
dνπt (·|y
t−1
t−J)
(yt)
)
+ Ct+1(y
t
t+1−J)
)
qt(dyt|y
t−1
t−M , xt)⊗ πt(dxt|y
t−1
t−J)− s
(∫
Xt
γt(xt, y
t−1
t−N )πt(dxt|y
t−1
t−J)− (n+ 1)κ
)}
, t ∈ Nn−10 . (V.3)
Then, we have the following generalization of Theorem III.4 on abstract alphabets.
Theorem V.1. (Sequential necessary and sufficient conditions on abstract spaces)
Suppose conditions (C1)-(C4) hold. The necessary and sufficient conditions for any input distribution
{πt(dxt|y
t−1
t−J) : t ∈ N
n
0}, J = max{M,N}, to achieve the supremum of the characterization of FTFI
capacity given by (III.1) are the following.
(a) For each yn−1n−J ∈ Yn−1n−J , there exist a Ksn(yn−1n−J), which depends on s ≥ 0, such that the following
hold. ∫
Yn
(
log
(dqn(·|yn−1n−M , xn)
dνπt (·|y
n−1
n−J)
(yn)
))
qn(dyn|y
n−1
n−M , xn)
− sγn(xn, y
n−1
n−N ) = K
s
n(y
n−1
n−J), ∀xn, if πn(dxn|yn−1n−J) 6= 0, (V.4)∫
Yn
(
log
(dqn(·|yn−1n−M , xn)
dνπn(·|y
n−1
n−J)
(yn)
))
qn(dyn|y
n−1
n−M , xn)
− sγn(xn, y
n−1
n−N ) ≤ K
s
n(y
n−1
n−J), ∀xn, if πn(dxn|yn−1n−J) = 0. (V.5)
Moreover, Ct(yt−1t−J) = K
s
n(y
n−1
n−J) + s(n + 1)κ corresponds to the value function Ct(yt−1t−J), defined by
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(V.1), evaluated at t = n.
(b) For each t, yt−1t−J ∈ Yt−1t−J , there exist a Kst (yt−1t−J ), which depends on s ≥ 0, such that the following
hold. ∫
Yt
(
log
(dqt(·|yt−1t−M , xt)
dνπt (·|y
t−1
t−J)
(yt)
)
+Kst+1(y
t
t+1−J)
)
qt(dyt|y
t−1
t−M , xt)
− sγt(xt, y
t−1
t−N ) = K
s
t (y
t−1
t−J), ∀xt, if πt(dxt|yt−1t−J) 6= 0, (V.6)∫
Yt
(
log
(dqt(·|yt−1t−M , xt)
dνπt (·|y
t−1
t−J)
(yt)
)
+Kst+1(y
t
t+1−J)
)
qt(dyt|y
t−1
t−M , xt)
− sγt(xt, y
t−1
t−N ) ≤ K
s
t (y
t−1
t−J), ∀xt, if πt(dxt|yt−1t−J) = 0 (V.7)
for t = n − 1, . . . , 0. Moreover, Ct(yt−1t−J) = Kst (yt−1t−J) + s(n + 1)κ corresponds to the value function
Ct(y
t−1
t−J), defined by (V.1), evaluated at t = n− 1, . . . , 0.
Proof: Since we assume conditions (C1)–(C4), we can repeat the derivation of Theorem III.4 for
abstract alphabets.
B. Necessary and Sufficient Conditions for Channels of Class B with Transmission Cost of Classes A
or B
In this subsection, we illustrate how the main results of this paper extend to channels of class B with
transmission cost of classes A or B.
1) Channels of class A with transmission cost B: Consider the channel distributions of class A given
by (I.6), and a transmission cost function of class B given by (I.9). By [11], the characterization of FTFI
capacity with average transmission cost constraint is given by
C
FB,A.B
Xn→Y n(κ) = sup
PB0,n(κ)
n∑
t=0
E
π
{
log
(qt(·|Y t−1t−M ,Xt)
νπt (·|Y
t−1)
(Yt)
)}
, (V.8)
where
PB0,n(κ) ,
{
πt(xt|y
t−1), t = 0, . . . , n :
1
n+ 1
E
π
(
cB0,n(X
n, Y n−1)
)
≤ κ
}
, κ ∈ [0,∞) (V.9)
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and the joint and transition probabilities are given by
P
π(dyt, dxt) =
t∏
i=0
qi(dyi|y
i−1
i−M , xi)πi(dxi|y
i−1), (V.10)
νπt (dyt|y
t−1) =
∫
Xt
qt(dyt|y
t−1
t−M , xt)πt(dxt|y
t−1), t ∈ Nn0 . (V.11)
From (V.8) -(V.11), the analogue of Theorem V.1 is obtained by setting
γt(xt, y
t−1
t−N ) 7−→ γt(xt, y
t−1), πt(dxt|y
t−1
t−J ) 7−→ πt(dxt|y
t−1), νπt (dyt|y
t−1
t−J) 7−→ ν
π
t (dyt|y
t−1)
Similarly, from [11] it follows than if the channel is of class B and the transmission cost function is of
classes A, or B, the analogue of Theorem V.1 is obtained by setting
qt(dyt|y
t−1
t−M , xt) 7−→ qt(dyt|y
t−1, xt), πt(dxt|y
t−1
t−J) 7−→ πt(dxt|y
t−1), νπt (dyt|y
t−1
t−J) 7−→ ν
π
t (dyt|y
t−1).
VI. CONCLUSIONS AND FUTURE DIRECTIONS
In this paper, we derived sequential necessary and sufficient conditions for any channel input conditional
distribution to maximize the finite-time horizon directed information with or without transmission cost
constraints. We applied the necessary and sufficient conditions to several application examples and we
derived recursive closed form expressions for the optimal channel input conditional distributions, which
maximize the finite-time horizon directed information. For the investigated application examples, we
also illustrated how to derive the closed form expressions of feedback capacity and capacity achieving
distributions. The methodology introduced in this paper is general and can be applied to a variety of
general channels with memory, such as, the Gaussian channels with memory investigated in [33].
The future research directions are focused on addressing the following issues.
(a) Apply the necessary and sufficient conditions to other application examples.
(b) Derive necessary and sufficient conditions for general channels of the form {PYt|Y t−1t−M ,Xt−1t−L : t ∈
Nn0}, when {M,L} are nonnegative finite integers.
APPENDIX A
FEEDBACK CODES
A sequence of feedback codes {(n,Mn, ǫn) : n = 0, 1, . . . } is defined by the following elements.
(a) A set of messages Mn , {1, . . . ,Mn} and a set of encoding maps, mapping source messages into
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channel inputs of block length (n + 1), defined by
EFB[0,n](κ) ,
{
gt :Mn × Y
t−1 7−→ Xt, x0 = g0(w, y
−1), xt = et(w, y
i−1), w ∈ Mn, t = 0, . . . , n :
1
n+ 1
E
g
(
c0,n(X
n, Y n−1)
)
≤ κ
}
. (A.1)
The codeword for any w ∈ Mn is uw ∈ X n, uw = (g0(w, y−1), g1(w, y0), , . . . , gn(w, yn−1)), and
Cn = (u1, u2, . . . , uMn) is the code for the message set Mn. In general, the code depends on the initial
data Y −1 = y−1 ( unless it can be shown that in the limit, as n −→ ∞, the induced channel output
process has a unique invariant distribution).
(b) Decoder measurable mappings d0,n : Yn 7−→Mn, Y n = d0,n(Y n), such that the average probability
of decoding error satisfies
P
(n)
e ,
1
Mn
∑
w∈Mn
P
g
{
d0,n(Y
n) 6= w|W = w
}
≡ Pg
{
d0,n(Y
n) 6= W
}
≤ ǫn
where rn , 1n+1 logMn is the coding rate or transmission rate (and the messages are uniformly distributed
over Mn), and Y −1 = y−1 is known to the decoder. Alternatively, both the encoder and decoder assume
no information, i.e., Y −1 = {∅}.
A rate R is said to be an achievable rate, if there exists a code sequence satisfying limn−→∞ ǫn = 0 and
lim infn−→∞
1
n+1 logMn ≥ R. The feedback capacity is defined by C , sup{R : R is achievable}.
By invoking standard techniques often applied in deriving coding theorems, CFBX∞→Y∞ is the supremum
of all achievable feedback codes, provided the following conditions hold.
(C1) The messages w ∈ Mn to be encoded and transmitted over the channel satisfy the following
conditional independence.
PYt|Y t−1,Xt,W (dyt|y
t−1, xt, w) = PYt|Y t−1,Xt(dyt|y
t−1, xt), t ∈ Nn0 . (A.2)
If (A.2) is violated, then I(Xn → Y n) is no longer a tight bound on any achievable code rate [13].
(C2) There exists a channel input distribution denoted by {P∗
Xt|Xt−1,Y t−1
: t ∈ Nn0} ∈ P0,n which
achieves the supremum in CFBXn→Y n , and the per unit time limit limn−→∞ 1n+1C
FB
Xn→Y n exists and it is
finite.
If any one of theses conditions is violated, then the arguments of the converse coding theorem, which
are based on Fano’s inequality do not apply.
(C3) The optimal channel input distribution {P∗
Xt|Xt−1,Y t−1
: t ∈ Nn0} ∈ P0,n, which achieves the
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supremum in CFBXn→Y n induces stability in the sense of Dobrushin [14], of the directed information
density, that is,
lim
n−→∞
P
P
∗
Xn,Y n
{
(Xn, Y n) ∈ X n × Yn :
1
n+ 1
∣∣EP∗{iP∗(Xn, Y n)} − iP∗(Xn, Y n)∣∣ > ǫ} = 0
where iP∗(Xn, Y n) is the directed information density, defined by
n∑
t=0
log
(dPYt|Y t−1,Xt(·|yt−1, xt)
dPP
∗
Yt|Y t−1
(·|yt−1)
(Yt)
)
.
and the superscript notation indicates the dependence of the distributions on the optimal distribution
{P∗
Xt|Xt−1,Y t−1
: t ∈ Nn0} ∈ P0,n.
This condition is sufficient to show achievability.
APPENDIX B
PROOFS OF SECTION III
A. Proof of Theorem III.2
(a) Expressions (III.14), (III.15) can be easily obtained from (III.10) and (III.6). (i) (III.17) follows
from Corollary III.1, (III.7). We show (III.18), by performing the maximization in (III.14), using the fact
that the problem is convex. For a fix rn(xn|yn−1n−M , yn), we calculate the derivative of the right hand side
of (III.14) with respect to each of the elements of the probability vector {πn(xn|yn−1n−J) : xn ∈ Xn}
for a fixed yn−1n−J ∈ Y
n−1
n−J in (III.14), by introducing the Lagrange multiplier λn(yn−1n−J) of the constraint∑
xn
πn(xn|y
n−1
n−J) = 1, and imposing another Lagrange multiplier s ≥ 0 for the transmission cost
constraint as follows.
∂
∂πn
{ ∑
xn,yn
log
(rn(xn|yn, yn−1n−M )
πn(xn|y
n−1
n−J)
)
qn(yn|y
n−1
n−M , xn)πn(xn|y
n−1
n−J)− s
∑
xn
γn(xn, y
n−1
n−N )πn(xn|y
n−1
n−J)
+ λn(y
n−1
n−J)
(∑
xn
πn(xn|y
n−1
n−J)− 1
)}
= 0, ∀xn ∈ Xn, y
n−1
n−J ∈ Y
n−1
n−J is fixed (B.1)
where ∂
∂πn
denotes the derivative with respect to a specific element of {πn(xn|yn−1n−J) : xn ∈ Xn}, and
yn−1n−J ∈ Y
n−1
n−J is fixed. From (B.1), we obtain
πn(xn|y
n−1
n−J)
= exp
{∑
yn
log
(
rn(xn|yn, y
n−1
n−M
)
qn(yn|y
n−1
n−M , xn)− 1− sγn(xn, y
n−1
n−N ) + λn(y
n−1
n−J)
}
, ∀xn ∈ Xn.
(B.2)
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From (B-A), in view of ∑xn πn(xn|yn−1n−J) = 1, we obtain
λ(yn−1n−J)
= − log
(∑
xn
exp
{∑
yn
log
(
rn(xn|yn, y
n−1
n−M
)
qn(yn|y
n−1
n−M , xn)− 1− sγn(xn, y
n−1
n−N )
})
. (B.3)
Substituting (B.3) in (B-A) we obtain (III.18). (ii) (III.19) follows from Corollary III.1, (III.7). To show
(III.20), we repeat the derivation of (III.18), by tracking the additional second RHS term in (III.15), to
obtain the following expression.
∂
∂πt
{∑
xt,yt
log
(rt(xt|yt−1t−M , yt)
πt(xt|y
t−1
t−J)
)
+ Ct+1(y
t
t+1−J)
)
qt(yt|y
t−1
t−M , xt)πt(xt|y
t−1
t−J)
− s
∑
xt
γt(xt, y
t−1
t−N )πt(xt|y
t−1
t−J) + λt(y
t−1
t−J )
(∑
xt
πrt (xt|y
t−1
t−J)− 1
)}
= 0, ∀xt ∈ Xt, t ∈ N
n−1
0 . (B.4)
From (B.4) we obtain
πt(xt|y
t−1
t−J )
= exp
{∑
yt
(rt(xt|yt−1t−M , yt)
πt(xt|y
t−1
t−J)
)
+ Ct+1(y
t
t+1−J)
)
qt(yt|y
t−1
t−M , xt)− 1− sγt(xt, y
t−1
t−N ) + λt(y
t−1
t−J )
}
,
∀xt ∈ Xt, t ∈ N
n−1
0 . (B.5)
Using
∑
xt
πt(xt|y
t−1
t−J) = 1, t ∈ N
n−1
0 and (B.5) we obtain
λt(y
t−1
t−J)
= − log
(∑
xt
exp
{∑
yt
(rt(xt|yt−1t−M , yt)
πt(xt|y
t−1
t−J)
)
+ Ct+1(y
t
t+1−J)
)
qt(yt|y
t−1
t−M , xt)− 1− sγt(xt, y
t−1
t−N )
})
,
t ∈ Nn−10 . (B.6)
Substituting (B.6) in (B.5) we obtain (III.20). (iii) (III.21) follows by substituting (III.17) into (III.18).
(III.22) follows by substituting (III.19) into (III.20).
(c) Since µ(dy−1−J) is fixed, then (III.23) follows directly from (a), by evaluating Ct(yt−1t−J) given by
(III.20) at t = 0, and taking the expectation.
B. Proof of Theorem III.4
(a) Recall that the optimization problem given by (III.12) is convex. Hence, we can apply Kuhn-Tucker
theorem [38] to find necessary and sufficient conditions for {πn(xn|yt−1t−J) : xn ∈ Xn}, to maximize
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Cn(y
t−1
t−J) by introducing the Lagrange multiplier λn(y
t−1
t−J ) as follows.
∂
∂πn
{ ∑
xn,yn
(
log
(qn(yn|yn−1n−M , xn)
νπn(yn|y
n−1
n−J)
))
qn(yn|y
n−1
n−M , xn)πn(xn|y
n−1
n−J)
− s
∑
xn
γn(xn, y
n−1
n−N )πn(xn|y
n−1
n−J) + λn(y
n−1
n−J)
(∑
xn
πn(xn|y
n−1
n−J)− 1
)}
≤ 0.
By performing the differentiation, we obtain
∑
xn,yn
( 1
qn(yn|y
n−1
n−M ,xn)
νpin(yn|y
n−1
n−J)
)(−qn(yn|yn−1n−M , xn) ∂∂πn (νπn(yn|yn−1n−J))
(νπn(dyn|y
n−1
n−J)
2
)
)
qn(yn|y
n−1
n−M , xn)πn(xn|y
n−1
n−J)
+
∑
yn
log
(qn(yn|yn−1n−M , xn)
νπn(yn|y
n−1
n−J)
))
qn(yn|y
n−1
n−M , xn)− sγn(xn, y
n−1
n−N ) + λn(y
n−1
n−J) ≤ 0. (B.7)
Further simplification of (B.7) gives
∑
yn
log
(qn(yn|yn−1n−M , xn)
νπn(yn|y
n−1
n−J)
))
qn(yn|y
n−1
n−M , xn)− sγn(xn, y
n−1
n−N ) ≤ 1− λn(y
n−1
n−J). (B.8)
Multiplying both sides of (B.8) by πn(xn|yn−1n−J) and summing over xn, for which πn(xn|yn−1n−J) 6= 0,
gives the necessary and sufficient conditions for maximizing over πn(xn|yn−1n−J) given by (III.24)-(III.25),
which then implies that Ksn(yn−1n−J) = Cn(y
n−1
n−J)− s(n+ 1)κ given by (III.24).
(b) Consider the time t = n− 1. Then by (III.13), Cn(yn−1n−J) is a function of πn(xn|yn−1n−J) which is not
subjected to optimization. Applying the Kuhn-Tucker conditions to (III.13) we have the following.
∂
∂πn−1
{ ∑
xn−1,yn−1
(
log
(qn−1(yn−1|yn−2n−1−M , xn−1)
νπn−1(yn − 1|y
n−2
n−1−J)
)
+ Cn(y
n−1
n−J)
)
qn−1(yn−1|y
n−2
n−1−M , xn−1)
πn−1(xn−1|y
n−2
n−1−J)− s
∑
xn−1
γn−1(xn−1, y
n−2
n−1−N )πn−1(xn−1|y
n−2
n−1−J)
+ λn−1(y
n−2
n−1−J)
(∑
xn−1
πn−1(xn−1|y
n−2
n−1−J)− 1
)}
≤ 0.
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By performing differentiation we obtain
∑
xn−1,yn−1
( 1
qn−1(yn−1|y
n−2
n−1−M ,xn−1)
νpin−1(yn−1|y
n−2
n−1−J)
)(−qn−1(yn−1|yn−2n−1−M , xn−1) ∂∂πn−1 (νπn−1(yn−1|yn−2n−1−J))
(νπn−1(yn−1|y
n−2
n−1−J)
2
)
)
qn−1(yn−1|y
n−2
n−1−M , xn−1)πn−1(xn−1|y
n−2
n−1−J)
+
∑
yn−1
log
(qn−1(yn−1|yn−2n−1−M , xn−1)
νπn−1(yn−1|y
n−2
n−1−J)
))
qn−1(yn−1|y
n−2
n−1−M , xn−1)
+
∑
yn−1
Cn(y
n−1
n−J)qn−1(yn−1|y
n−2
n−1−M , xn−1)− sγn−1(xn−1, y
n−2
n−1−N ) + λn−1(y
n−2
n−1−J) ≤ 0. (B.9)
After simplifications, (B.9) gives the following.
∑
yn−1
(
log
(qn−1(yn−1|yn−2n−1−M , xn−1)
νπn−1(yn−1|y
n−2
n−1−J)
)
+ Cn(y
n−1
n−J)
)
qn−1(yn−1|y
n−2
n−1−M , xn−1)
− sγn−1(xn−1, y
n−2
n−1−N ) ≤ 1− λn−1(y
n−2
n−1−J). (B.10)
To verify that 1− λt(yn−2n−1−J) = Cn−1(y
n−2
n−1−J)− s(n+ 1)κ ≡ K
s
n−1(y
n−2
n−1−J), we multiply both sides
of (B.10) by πn−1(xn−1|yn−2n−1−J) and sum over xn−1, for which πn−1(xn−1|yn−2n−1−J) 6= 0, to obtain the
necessary and sufficient conditions for πn−1(xn−1|yn−2n−1−J) to maximize Cn−1(y
n−2
n−1−J)− s(n+ 1)κ ≡
Ksn−1(y
n−2
n−1−J) given the necessary and sufficient conditions at t = n. Repeating this derivation for
t = n− 2, n− 3, . . . , 0, or by induction, we obtain (III.26), (III.27). This completes the proof.
C. Alternative proof of Theorem III.4
Here, we give an alternative proof to Theorem III.4 using Theorem III.2. Recall that by Theorem III.2,
(a), we have
Cn(y
n−1
n−J) = sup
πn(xn|y
n−1
n−J)
sup
rn(xn|y
n−1
n−M ,yn)
{ ∑
xn,yn
log
(rn(xn|yn−1n−M , yn)
πn(xn|y
n−1
n−J)
)
qn(yn|y
n−1
n−M , xn)πn(xn|y
n−1
n−J)
− s
(∑
xn
γn(xn, y
n−1
n−N )πn(xn|y
n−1
n−J)− (n + 1)κ
)}
, ∀yn−1n−J ∈ Y
n−1
n−J . (B.11)
By (B.11), for a fixed rn(xn|yn−1n−M , yn), we calculate the derivative with respect to each of the ele-
ments of the probability vector {πn(xn|yn−1n−J) : xn ∈ Xn}, we incorporate the pointwise constraint∑
xn
πn(xn|y
n−1
n−J) = 1, by introducing the Lagrange multiplier λn(y
n−1
n−J), and we also include a second
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Lagrange multiplier s ≥ 0 to encompass the transmission cost constraint as follows.
∂
∂πn
{ ∑
xn,yn
log
(rn(xn|yn−1n−M , yn)
πn(xn|y
n−1
n−J)
)
qn(yn|y
n−1
n−M , xn)πn(xn|y
n−1
n−J)
− s
∑
xn
γn(xn, y
n−1
n−N )πn(xn|y
n−1
n−J) + λn(y
n−1
n−J)
(∑
xn
πn(xn|y
n−1
n−J)− 1
)}
= 0, ∀xn ∈ Xn (B.12)
where ∂
∂πn
denotes derivative with respect to a specific coordinate of the probability vectors {πn(xn|yn−1n−J) : xn ∈
X n}. From (B.12) we obtain
∑
yn
log
(rn(xn|yn−1n−M , yn)
πn(xn|y
n−1
n−J)
)
qn(yn|y
n−1
n−M , xn)− sγn(xn, y
n−1
n−N ) = 1− λn(y
n−1
n−J), ∀xn ∈ Xn. (B.13)
By (III.17), for a fixed πn(xn|yn−1n−J), the maximization with respect to rn(xn|yn−1n−J , yn) is given by
r∗,πn (xn|y
n−1
n−M , yn) =
(qn(yn|yn−1n−M , xn)
νπn(yn|y
n−1
n−J)
)
πn(xn|y
n−1
n−J). (B.14)
Substituting (B.14) in (B.13) we obtain
∑
yn
log
(qn(yn|yn−1n−M , xn)
νπn(yn|y
n−1
n−J)
)
qn(yn|y
n−1
n−M , xn)− sγn(xn, y
n−1
n−N ) = 1− λn(y
n−1
n−J), ∀xn ∈ Xn. (B.15)
Summing both sides in (B.15) with respect to πn(xn|yn−1n−J) we obtain (III.24).
Similarly, by Theorem III.2, (a), we have
Ct(y
t−1
t−J) = sup
πt(xt|y
t−1
t−J)
sup
rt(xt|y
t−1
t−M ,yt)
{∑
xt,yt
(
log
(rt(xt|yt−1t−M , yt)
πt(xt|y
t−1
t−J)
)
+ Ct+1(y
t
t+1−J )
)
qt(yt|y
t−1
t−M , xt)πt(xt|y
t−1
t−J)
− s
(∑
xt
γt(xt, y
t−1
t−N )πt(xt|y
t−1
t−J)− (n+ 1)κ
)}
, ∀yt−1t−J ∈ Y
t−1
t−J , t ∈ N
n−1
0 . (B.16)
By (B.16), for each t, and a fixed rt(xt|yt−1t−M , yt), we calculate the derivative with respect to each of the
elements of the probability vector {πt(xt|yt−1t−J) : xt ∈ Xt}, and we incorporate the constraints to obtain
∑
yt
(
log
(rt(xt|yt−1t−M , yt)
πt(xt|y
t−1
t−J)
)
+ Ct+1(y
t
t+1−J)
)
qt(yt|y
t−1
t−M , xt)− sγt(xt, y
t−1
t−N ) = 1− λt(y
t−1
t−J ), ∀xt ∈ Xt.
(B.17)
By (III.19), for fixed πt(xt|yt−1t−J), the maximization with respect to rt(xt|yt−1t−M , yt) is given by
r
∗,π
t (xt|y
t−1
t−M , yt) =
(qt(yt|yt−1t−M , xt)
νπt (yt|y
t−1
t−J)
)
πt(xt|y
t−1
t−J), ∀xt ∈ Xt, t ∈ N
n−1
0 . (B.18)
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By substituting (B.18) in (B.17) we obtain
∑
yt
(
log
(qt(yt|yt−1t−M , xt)
νπt (yt|y
t−1
t−J )
)
+ Ct+1(y
t
t+1−J)
)
qt(yt|y
t−1
t−M , xt)− sγt(xt, y
t−1
t−N ) = 1− λt(y
t−1
t−J), ∀xt ∈ Xt.
(B.19)
By summing both sides in (B.19) with respect to πt(xt|yt−1t−J), we obtain (III.26), for t = n−1, n−2, . . . , 0.
Inequalities in (III.25), (III.27) can be obtained similarly from Kuhn-Tucker conditions. This completes
the proof.
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