Abstract
Introduction
In the past, wireless systems were designed to accommodate a large number of voice and/or low data rate users. With the emergence and continuous growth of wireless data services, the value of a wireless network is not only defined by how many users it can support, but also by its ability to support high data capacity at localized spots.
Shannon's work in [7] gave birth to the field of information theory. In information theoretic literature different approaches have been reported to determine maximum data rate and the means to achieve this under various assumptions and constraints. Despite the work in this field, the first important attempt to study the capacity of a cellular system was carried out in the previous decade by Wyner [9] . Wyner's model studies the uplink channel and although it considers a very crude approximation of path loss with no path loss variability across the cell, it manages to provide an insight into the cooperation of the base stations and the benefits that can be achieved through that process.
Fading was incorporated in Wyner's model by Somekh and Shamai in [8] . They maintained the assumption of a hyper-receiver with delay-less access to all cell-site receivers and assumed the same interference pattern as Wyner's. They used a "raster-scan" method to transform the two-dimensional system into an equivalent linear system in order to arrange the fading coefficients and the system's path gains in the channel matrix. Their results showed that for a certain range of relatively high inter-cell interference, the fading improves the system performance as compared to the case when there is no fading.
Letzepis in [4] modified the one-dimensional version of Wyner's model to account for the free-space path loss. The optimum capacity is estimated by using the Shannontransform of the Marcenko-Pastur law. To keep the problem tractable, all users are assumed to be collocated at the cellsite receiver's position. The major contribution of the work is that it accounts for the interference caused not only from the two neighboring cells but from all cells in the system enabling the study of the effects of changing cell-density in the system.
Further work has also been reported on the analysis of the achievable capacity in Distributed Antenna Systems (DAS) from an information theoretic standpoint (see [5, 1] and references within).
The available literature usually assumes a single path loss factor for all users in each cell. In this paper we extend the model by assuming that there are at least two classes of users in each cell: users close to the BS and users close to the cell edge. As a result each cell-site receiver is receiving signals from 5 tiers of users. Each tier is delineated based on the users' average distance from the center of the cell of interest. Each tier is considered to have a different path gain which corresponds to a specific path loss law. This paper is organized as follows: In section II we present the mathematical model for the cellular uplink chan- nel followed by the analysis for information theoretic capacity under any fading environment, based on the work presented in [8, 3, 2] , in section III. The information theoretic results, with their interpretation for real-world systems, are presented in section IV and some conclusions are drawn in section V.
System Model
We consider a modified version of Wyner's [9] hexagonal cellular array model. Each cell (an approximate hexagon in shape, see Figure 1 ) is considered to be composed of 7 hexagonal subcells. The Base Stations (BSs) are positioned at the center of each cell (centre of central subcell). There are N 2 cells in the system with K users per cell. Each sub-cell containsḰ = K/7 users placed at its center. The interference pattern follows the one proposed by Wyner in [9] and each subcell has a specific distance dependent interference factor (see Figure 2 ). Thus each BS receives signals from the user-transmitters in the six neighboring cells (i.e. 42 subcells), each one multiplied by a fading coefficient (random variable) and the path gain corresponding to 
(1) the specific sub-cell that the transmitter belongs to. By scaling and rotating the structure in Figure 2 , a more tractable rectangular array representation of the system is obtained. The points of the rectangular array are indexed by (m, n) where m and n are the row and column numbers respectively [9] . In order to write the output at a BS receiver of cell (m, n) the 7 sub-cells are numbered from 0 to 6. By following an interference pattern, the resulting indexed system (with sub-cell indices of two cells shown, other subcells are numbered similarly) is shown in Figure 3 . The received signal at the BS of cell (m, n) can be written as the sum of the received signals from the same-cell and neighboring-cell transmitters. Each transmitted signal is multiplied by the fading and path attenuation coefficients so as to obtain the received signal. The received signal at cell (m, n) can be mathematically expressed by equation
,ń,k ,ḿ,ń may also represent the neighbour cell indices with offsets. In (A), b iḿ ,ń,k is the fading coefficient corresponding to transmitter k of cell (ḿ,ń). The index i refers to the sub-cell the transmitter is located in. All the complex fading coefficients are normalized to unit power and are considered circular symmetric i.i.d. complex Gaussian, strictly stationary and ergodic complex random processes. Their mean value is defined as
ceived phase for user k in cell (ḿ,ń) subcell i, and κ is the ratio of the LoS and NLoS components (Rician factor).
n is the complex Gaussian output at cell (m, n) and Z m,n is the noise at cell (m, n), normalized to unit power .
The output vector of the system can be written in the form:
where 
T is the N 2 × 1 noise vector. Based on the channel equation (A) and expanding the raster scan method presented in [8] the overall channel gain matrix G is a block circulant matrix. In order to represent this matrix in a compact form, some definitions are needed. First a N 2 × 1 column vector e i is defined with its i th component one and all other components zero. Then a block circulant matrix A with N 2 rows is defined with its first row, A [1] , given by (2) and it's j th row , A [j] , by (3):
where
is a right-circular-shift matrix and the elements of A [1] in (2) are 1 × 7 row vectors defined as:
where C x [e 6 , e 1 , · · · , e 5 ] is the corresponding rightcircular-shift matrix. Using definitions (2), (3) and (4) the G matrix is given by:
where B is the N 2 × 7N 2Ḱ fading matrix that contains all fading coefficients b i m,n,k , ⊗ is the Kronecker product and represents the Hadamard multiplication.
Cell Capacity Analysis
Applying the theorems proved in [8] to the model described above, it can be easily shown that for large number of users per cell the maximal achievable per-cell capacity is achieved when all users are allowed to transmit all the time at their maximum power (reported as the WB scheme in [8] ). Using Jensen's inequality a tight upper bound on the maximum reliable uplink sum capacity can be found [8] , and it is given by:
where expectation is taken over all random fading realizations and Λ is the normalized covariance matrix of the output vector:
The expectation of the product of a complex fading coefficient with its complex conjugate, is equal to unity as the fading coefficients are assumed normalized to unit power. Furthermore the expectation of the product of a complex fading coefficient with the conjugate of a different one, following the same distribution, is equal to its expected value squared. let us define the two dimensional index: n (u, v). The difference between two indices of this form is defined as n 1 − n 2 (u 1 − u 2 , v 1 − v 2 ). As we are considering a planar cellular system, the cells need to be indexed using two dimensional indices as above. For the formation of an uplink channel matrix, a single index is more convenient to map each row of the channel matrix to one and only one cell receiver in the system. A raster scan is used to form a one-to-one mapping of the two dimensional indices (m, n) to the row indices c:
When we multiply the channel matrix with its complex conjugate transpose (in order to find the covariance), each entry of the resulting matrix depends on the row (corresponding to a specific cell) in the channel matrix that is multiplied with the column (corresponding to another specific cell) in the conjugate matrix. The covariance of received vectors depends on the difference between the 2D indices defined as above. Thus each entry at position (i, j) of the resulting matrix is a function of the difference between the 2D index of the j th column of the G † matrix and the 2D index of the i th row of the G matrix. Considering the above, using the G matrix in (5) and substituting in (7), the expectation of Λ is: where (r, t) is defined as a function of n j − n i (r, t),γ γ/7 , γ KP and the sets S 0 , S 1 , S 2 are defined as:
The asymptotic expression for the maximum capacity can be found by applying the two dimensional extension of Szego's theorem [3, 2] to (6):
where Φ Y (θ 1 , θ 2 ) is the two-dimensional Fourier transform of R given in (9):
(13) where j √ −1, m, n are dummy variables. Thus the percell capacity for this model is given by equation (B).
To incorporate path loss in this model we evaluate a representative distance for users in each tier and map it to a path loss using a specific path loss model. To do this, we delineate the hexagonal boundaries of the tiers as shown in Figure 3 . The irregular boundary of each tier can be represented by a regular hexagon, as the average distance between the center of the cell of interest and the points on the perimeter of both shapes is the same. Assume that the side of each subcell hexagon is r 0 . The side of the hexagonal boundary of each tier, r l , can be found using the geometry of the shape and is given by the following general formula (using phasor notation)
where | · | represents the magnitude of a complex phasor. It is easy to show (see Figure 1 ) that the average distance from the center of a regular hexagon (with its side r l ) to each point on its perimeter is given by: Using this equation, we can find the average distance of the points on the boundary of each tier. We use the mean of the "average distance of points" on the inner and the outer boundary of the tier to find the representative distance for the l th tier, i.e.
Using the widely used modified path loss model, we map the representative distanced l of the l th tier to the path attenuation α l [4] :
whered l is the normalized representative distance (w.r.t. a reference distance) and 2 ≤ η ≤ 4 is the path loss factor.
Results and Discussions
The following figures illustrate some interesting results for the per-cell capacity of the model presented in this paper. Figure 4 shows the lower and upper bounds of the capacity in our model. The lower bound capacity (perfectly synchronized phases of the received signals and thus mean equal to one) decays slowly with the path loss factor. The upper bound capacity (more realistically modelled independent and uniformly distributed phases of the received signals and thus mean equal to zero) tends to the lower bound as the path loss factor grows. For the lower bound the capacity loss between path loss factors 2 and 4 is only 0.43 bps/Hz. For the upper bound the corresponding capacity loss is 1.43 bps/Hz. This happens due to the fact that the same user is received by a smaller number of BS antennas when the path loss factor is higher (limited multi-user diversity effect [8] ).
In Figure 5 the per-cell capacities vs. Rise over Thermal (defined as the total received power-desired and interference-over the thermal noise power at each BS receiver.) are plotted for both Wyner and the lower bound of the proposed model. Here we have to mention that Wyner's capacity can be related to the lower bound of our model due to the fact that in his work he assumed a real channel model (mean value equal to one). The gap observed between our lower bound and Wyner's capacity is due to the fact that in his work [2] , Wyner, assumed unit path gain for all users in the cell of interest while in this study only a fraction of the users are assumed to have unit gain. The other users' path gains are following the path loss law. Nevertheless in Figure 5 the lower bound capacity of the proposed model considering unit gain for all users in the cell of interest is also plotted. It coincides perfectly with Wyner's result for the 2D cellular array.
The circle-points in figures 4, 5 are obtained by simulation. For the simulation, the users were assumed to be located on a deterministic grid according to the system model described in section II. Then their distances from each Base Station were calculated and they were assigned path loss factors according to (16). We also generated 100 random fading matrices, B. Each entry of these matrices is a complex, normally distributed random variable with both real The above were used to obtain the channel gain matrix G using (5) . Then the maximum capacity was calculated using E[log det(I+P GG † )] for a given value of P (normalised SNR). As it is illustrated in figures 4 and 5 the simulation results obtained coincide with the theoretical results.
We calculate the information theoretic capacity for a real-world scenario. Consider a scenario [6] where cells have a radii of 1km and the path loss at a reference distance of 1m is -38 dB (for a carrier frequency of 1.9 GHz) and the path loss exponent is 2. The system has 21 UTs per cell with transmit power constraint of 100-200 mW and thermal noise density of -169 dBm/Hz with channel bandwidth of 5MHz. Random received phases are assumed to plot the capacity in Fig. 6 for a real-world scenario.
Conclusions
In this paper, we extend the planar Gaussian Cellular Multi Access Channel (GCMAC) model initially proposed by Wyner (and later extended by Shomekh and Shamai to incorporate fading). This extension is done using a more realistic distance-dependent path loss factor. The users with similar distance from the base station of interest are grouped in tiers of interference and their path loss is approximated using the average distance of the users from the base station of interest. It should be noted that the average path-loss is approximated using the average distance to simplify the analysis here. The capacity of the cellular system is then formulated for fading environments with different mean. It is found that the adjacent channel interference is quite accurately modelled by the single alpha factor but assuming same path loss within the cell of interest gives a loose upper bound in Wyner's model. It is also observed that the capacity is significantly higher in zero mean fading environments when path loss exponent is small. This is due to the fact that with a small path loss exponent, the transmission of any user is effectively "heard" by multiple base station receivers and joint decoding of the multiple received copies increases the capacity. The analytical results are verified by MonteCarlo simulations and it has also been demonstrated that the proposed model boils down to original Wyner's model with appropriate substitutions of the model parameters. By appropriately de-normalizing system parameters we find the per-cell capacity of more practical systems.
