The signals generated by various third-order nonlinear spectroscopies ͑transient absorption, transient grating, and three-pulse photon echo peak shift͒ on energy transfer systems are investigated by carrying out model calculations. Focusing on the understanding of basic features, we employ a simple model system consisting of pairs of energy donors and acceptors. We assume that energy transfer occurs via the Förster mechanism ͑weak electronic coupling͒. Static disorder in the transition energies of the chromophores induces inhomogeneities in the rate of energy transfer and in the optical response. The interplay between these two processes is discussed. We show that the peak shift experiment has advantages over the other types of experiment in clarifying the nature of disorder which affects the mechanism and time scale of energy transfer. For example, the peak shift technique can reveal the extent to which disorder is correlated in individual chromophore assemblies, and the extent to which energy transfer can correlate the energies of donors and acceptors. Finally the ability of the peak shift method to distinguish and quantify diagonal and off-diagonal disorder in energy transfer systems is discussed.
I. INTRODUCTION
The extraordinary progress in determining the atomicresolution structures of photosynthetic light harvesting complexes, [1] [2] [3] along with impressive developments in nonnatural antenna synthesis, 4, 5 has provided considerable impetus for spectroscopic studies of energy transfer. In natural photosynthetic systems, the timescales of energy transfer range from 50 fs to a few ps, [6] [7] [8] [9] [10] suggesting ultrafast spectroscopy as the primary tool for investigating the rates, pathways and mechanisms of photosynthetic light harvesting. In these systems, the interplay between electronic coupling and disorder plays a key role. Disorder is conventionally divided into diagonal ͑energetic͒ and off-diagonal ͑coupling͒ disorder. Furthermore, in an ensemble of energy transfer complexes, correlation between the site energies of individual chromophores within a given complex is quite possible. Such correlation can significantly alter interpretations of particular experiments and of the role energetic disorder will play in, for example, localizing excitonic states. 11 It would clearly be desirable if there were an experimental technique capable of providing quantitative insight into these issues. Nonlinear ultrafast spectroscopy has seen significant development over the past years. [12] [13] [14] In particular various forms of photon echo spectroscopy have been proposed and demonstrated in both the visible and infrared spectral regions. [15] [16] [17] [18] [19] [20] [21] [22] Applications of photon echo spectroscopy have ranged from semiconductor physics [23] [24] [25] to protein dynamics. 18, 20, [26] [27] [28] [29] [30] In systems with ultrafast electronic dephasing, techniques based on the echo intensity decay are often not very valuable. In our group we have shown that the three pulse photon echo peak shift ͑3PEPS͒ technique can be a sensitive, high-dynamic range measurement of dephasing dynamics in complex molecular systems. 31, 32 The 3PEPS method characterizes the decay of the transition frequency correlation function arising from electron-phonon coupling in dilute chromophore/solvent solutions. [30] [31] [32] [33] In molecular aggregates for which energy transfer occurs between different members of the inhomogeneous site-energy distribution, the energy transfer process itself contributes to the loss of memory of the transition frequency. Over the past 5 years, we have shown that the 3PEPS technique can be used to study energy transfer in photosynthetic antenna complexes. [34] [35] [36] [37] [38] [39] Our initial third order response function described incoherent energy transfer between energetically uncorrelated chromophores described by simple irreversible kinetics. 39 In this paper we extend the description of third order nonlinear spectroscopies to cases where the energetic disorder is sufficiently large that nonexponential population decay appears and to the case where the disorder is correlated between the chromophores. In addition we allow for the possibility of reversible energy transfer. Our focus is on the 3PEPS method, but we also include descriptions of transient absorption ͑TA͒ and transient grating ͑TG͒ signals. The different information content of these latter population-sensitive spectroscopies compared to the photon echo technique is clarified.
This paper is organized as follows: In Sec. II, we briefly discuss the basic features of the 3PEPS experiment on energy transfer systems. The model energy transfer system we will discuss is described in Sec. III. The third-order response function along with the static inhomogeneity factors for the model system is presented in Sec. IV. In Sec. V, we discuss the three types of experiments with respect to the model system and illustrate the effect of interplay between inhomogeneous phases and population kinetics in systems with large static disorder. We conclude the paper in Sec. VI.
II. ENERGY TRANSFER AND 3PEPS
Responding to the interactions with successive pulses of laser, the density matrix of an electronic two-level system passes through a coherence, a population, and another coherence state and is then probed by third-order nonlinear experiments. 40 During the first coherence period, the offdiagonal density matrix records information on the nuclear fluctuation produced by the dephasing process. If this information is not lost, the signal will have echo characteristics induced by the rephasing process during the second coherence period. The 3PEPS experiment measures the rephasing capability of the system as the population time changes and thus we can explore the nuclear fluctuation dynamics of isolated chromophores. [30] [31] [32] [33] 41 We are interested in incoherent energy transfer systems ͑where coherent energy transfer can be neglected because of very rapid electronic dephasing resulting from large disorder in the transition energy of the individual chromophores͒, the first coherence period involves the donors and during that time the time evolution of the density matrix obtains information on the nuclear fluctuation of the donors. After the exciton energy transfers to an acceptor during the population period, the second coherence state involves an acceptor. When the nuclear fluctuation dynamics of the donor and the acceptor are uncorrelated with each other, the initial memory attained during the first coherence time is completely lost at the second coherence period. Now the second coherence evolution cannot rephase the density matrix and the intensity of signal should be much lower than for a rephasable case. This kind of loss of memory makes the 3PEPS technique a sensitive probe of energy transfer processes. 39 If the nuclear fluctuations of the donor and acceptors are completely or partially correlated, the energy transfer will not result in a complete loss of the initial memory and the 3PEPS data should strongly depend on the character of the nuclear fluctuations. For a quantitative discussion of the 3PEPS data a more realistic model incorporating some degree of correlated nuclear fluctuations is required. This is one of the purposes of the present paper. In this paper we will consider a limiting case where only the static energies are correlated and the dynamic fluctuation remains totally uncorrelated between sites.
Another issue discussed in this paper is the effect of inhomogeneous energy transfer rates on the third-order response function. Assuming that the energy transfer rate is given by the Förster expression, it can be written in terms of a homogeneous line shape function characterizing the fast dynamic nuclear fluctuation of the energy transfer pair. In static disordered systems, the energy transfer rate is also influenced by the inhomogeneous static offset between the energy transfer pair. When the static energy gap between donor and acceptor is too large for the dynamic nuclear fluctuation to overlap the static energy gap, the energy transfer process will be inefficient between such pairs. This kind of local fluctuation of the energy transfer time can result in nonexponential population kinetics and is a concern in typical population-kinetics-based experiments. However, beside the nonexponential population kinetic behavior, the inhomogeneity in the energy transfer rate due to the different spectral overlap over the energy transfer pairs will induce a correlation between energy donor and acceptor. This kind of induced correlation will survive as long as the population kinetics is inhomogeneous. As mentioned above, the correlation between the energies of donor and acceptor is a crucial quantity in the interpretation of the 3PEPS data. Thus a careful description of this kind of induced correlation is required for analysis of 3PEPS data. Of course nonexponential kinetic behavior can also arise from inhomogeneous structural factors ͑orientation and donor-acceptor distance͒ in addition to inhomogeneous spectral overlap. Even if both mechanisms give an identical nonexponential population kinetics, we will not see any induced correlation between the energies of donor and acceptor for the former case. Hence, we expect that the 3PEPS should, in contrast with typical population-kinetics-based experiments, be able to differentiate mechanisms of nonexponential kinetic behavior, and to clarify the roles of diagonal and off-diagonal disorder.
III. MODEL SYSTEM
A tetramer consisting of two a-and two b-chromophores comprises our model energy transfer system. The chromophores are assumed to have two electronic states each. Chromophores designated by a and b are assumed to be spectrally distinct. The two a chromophores are electronically coupled to each other and also to the b chromophores by Columbic molecular interaction ͑J͒ which may arise from dipole-dipole coupling. Dynamic and/or static disorder ͑⌬͒ of the nuclear motion adiabatically modulates the electronic Hamiltonian of each chromophore. When ⌬ӷJ, one can treat the Columbic interaction perturbatively so that rather than an electronic eigenstate representation, a site ͑molecu-lar͒ representation with the Columbic perturbation will be more convenient. For ordered systems where ⌬ӶJ, for example in J-aggregates, we can rely on the electronic eigenstate representation and the static and/or dynamic disorder can be treated perturbatively, as for example in Redfield theory. In this case, there appear intermolecular coherences due to the mixing between electronic states of individual molecules by the strong Coulombic interaction. The optical properties of disordered and ordered systems are quite dissimilar. Many biomolecular complexes have intermolecular distances large enough that the electrostatic interaction is very small compared to the static disorder. In order to apply our model to these systems, we will adopt the site representation in this paper.
The center frequency of the laser is set to be the same as the mean transition energy of the a chromophores and within the site representation the initial excitation energy is assumed to be created by the laser on one of the two a chromophores denoted a 1 . We ignore processes following initial excitation of the b chromophores because of the off-resonant frequency of the laser. Consequently the excitation energy created on a 1 can transfer to the other a chromophore ͑de-noted a 2 ) or competitively to one of the b chromophores ͑denoted b 1 ) induced by the Coulombic interaction. In the regime where the site representation holds, the electronic dephasing time (ϳ⌬ Ϫ1 ) is much shorter than the energy transfer time (ϳJ Ϫ1 ) and thus we neglect coherent energy transfer processes. Excitation energy transferred to a 2 can transfer reversibly back to a 1 or irreversibly to the other b chromophore denoted b 2 . The energy level diagram and excitation transfer pathways for our model system are shown in Fig. 1 . The energy transfer rates are assumed to follow För-ster's expression. Response functions for more complex weakly coupled molecular aggregates ͑beyond the tetramer͒ can be developed in parallel with that for the present model system and detailed calculations for those will be presented in forthcoming papers.
The electronic transition energies of the chromophores involved in the optical properties and energy transfer dynamics depend on the nuclear state of the system. We assume that the nuclear degrees of freedom can be separated into static and dynamic components on the time scale of experiments and thus a similar separation holds for the electronic energies of the chromophores. The optical and energy transfer processes of the system constrained to a specific value of the static energy can be described in terms of a dynamic fluctuation of the electronic energy ͑induced by dynamic fluctuations of the bath͒ combined with an ensemble average over the proper distribution of the static disorder to complete the description.
The transition Hamiltonian of a chromophore can be written as
where ͗H ␣ ͘ and H ␣ d are the ensemble average of energy of all the ␣ chromophores and the dynamic nuclear Hamiltonian, respectively. We assume the dynamic part of the Hamiltonian is equivalent for every ␣ chromophore. The stochastic variables E ␣ and ␣ describe two levels of static energy of the chromophore, the physical significance of which is as follows.
We imagine the sample to consist of an ensemble of replicas of independent cells in each of which the static energies of the same type of the chromophores are correlated. Of course, the static energies between the a and b chromophores should be uncorrelated in any case based on our initial assumption. The chromophores in a unit cell are independent from those in another cell. Consequently the mean energy of the chromophores in a cell is independent of that of any other cell and will fluctuate around the total ensemble average of energy. This fluctuation of the static energy over the cells is represented by the stochastic variable E ␣ in Eq. ͑3.1͒. The unit cell could represent, for example, a protein containing multiple chlorophyll molecules in a photosynthetic light harvesting complex. In these systems, a deformation of the protein structure can induce a fluctuation of the global energy of a unit cell and the chromophores contained in a cell will have different offsets of their static energy from chromophores in other cells. In other words, a kind of interchromophore correlation between the same type of chromophores ͑sharing the same offset of static energy͒ within a cell is created. If there is no correlation in the static energies between the chromophores, we will have E ␣ ϭ0 for all chromophores ␣ in the system.
In large aggregates of cells the chromophores located near the boundary of the cells may also have some correlation even though they are contained in different cells. Even within a cell, the chromophores may have inter-chromophore correlation which will decay with the distance between the chromophores. In this case, the probability density for the static energy can be written in terms of a multivariate Gaussian distribution over all the chromophores correlated with each other. 11, 42 For simplicity in this paper, however, we neglect the boundary effect and the distance-dependent correlation but focus on investigating the effect of the correlation ͑different static offset associated with each cell͒ induced by a global deformation of the structure. For example, such a global deformation could be a change in shape from circular to elliptical in light harvesting complex 2 ͑LH2͒.
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The stochastic variable ␣ in Eq. ͑3.1͒ denotes the offset of the mean energy of an ␣ chromophore from ͗H ␣ ͘ϩE ␣ and represents a local fluctuation of the static energy within a cell. The distribution of the static offset variable ␣ is assumed to be equivalent for all cells. A diagram describing the static energies of the ␣ chromophores is presented in Fig.  2 . The distribution functions for the stochastic variables of the static energies introduced above are assumed to be Gaussian based on the central limit theorem,
Next, we briefly describe the basic assumptions about the dynamic fluctuations of energy involved in our descrip- tion of the energy transfer. First, all information about the dynamic fluctuation associated with an energy donor is assumed to be lost after the excitation energy transfers to an acceptor. This is based on the assumption that the dynamic fluctuation of a chromophore is independent of that of other chromophores. Of course, since the energy transfer will preferentially occur between chromophores of similar energy, information on the nuclear fluctuations of the donor with a time scale longer than the energy transfer time will transfer to the acceptor if the magnitude of this fluctuation is much greater than that of very rapid nuclear motion ͑inducing the energy transfer͒, e.g., a sub-one hundred fs Gaussian component. This kind of memory transfer associated with the static component ͑on the experimental time scale͒ is examined in this paper. However, it is complicated to describe how much of the information on the dynamic nuclear motions occurring on an intermediate time scale will transfer. Thus our assumption that all information on the dynamic fluctuation will be lost upon energy transfer is oversimplified. However the error made by this simplification will be significant only when the magnitude of the fluctuation of a slow ͑not static͒ component is much greater than that associated with nuclear motions fluctuating more rapidly than the energy transfer time scale. Otherwise a large magnitude for the fast fluctuations allows excitation energy to transfer to all possible values of the acceptor energy on the slow components so that the information on the slow components is completely lost upon energy transfer. We expect this will often be the case in photosynthetic antenna systems. Based on the same reasoning, when the excitation energy, having transferred to an acceptor ͑i.e., a 2 ), returns to the chromophore (a 1 ) on which the initial memory was created, memory of the dynamic component of the nuclear motion associated with a 1 is assumed not to be recovered. Due to the disconnected nuclear propagation of a 1 during the population period, it is expected that the nuclear state associated with the repopulated a 1 will be uncorrelated, except for the static component, with the connected nuclear propagation occurring in the absence of energy transfer.
IV. RESPONSE FUNCTION
The envelope function of the third-order polarization in the phase matching direction k s ϭk 3 ϩk 2 Ϫk 1 , where k i is the wave vector of the ith incoming field is given ͑under the rotating wave approximation͒ by 40 P͑t,T, ͒ϭi For convenience we set បϭ1 throughout this paper. and T represent the time delays between the first and second pulses and the second and third pulses, respectively. The response functions R Ϯ (t 3 ,t 2 ,t 1 ) describe the evolution of system in the first and second coherence states between two electronic states ͑g and e͒ for t 1 and t 3 , and in the population state for t 2 . The superscripts Ϯ denote timeordered ͑ϩ͒ (k 1 ,k 2 ,k 3 in P 1 and k 1 ,k 3 ,k 2 in P 2 ) and nontime-ordered ͑Ϫ͒ (k 2 ,k 1 ,k 3 in P 3 and k 3 ,k 1 ,k 2 in P 4 ) sequences of interactions with the laser, respectively. They are sometimes called rephasing and nonrephasing pathways. Their expressions for an isolated two-level system can be found elsewhere. 31 For a system allowing population transfer, the basic framework of Eq. ͑4.1͒ is retained but we need response functions properly modified by population transfer occurring during the time interval t 2 .
With the model described in Sec. III, we have six stochastic variables for the static energies of individual chromophores which are independent each other. We abbreviate the set of static variables as ⌫ϭ(
Keeping in mind the basic assumptions introduced in Sec. III and following a straightforward extension of Ref. 39 , the response function incorporating sequential energy flow as modeled in Fig. 1 can be combined with the population kinetics to give
The first and the second terms are responsible for the excitation energy on the chromophore a 1 . The first term describes the response function associated with the excitation energy which has not experienced any energy transfer until t 2 . So the nuclear propagation of a 1 occurs throughout the whole time range. This term carries full information about the static and dynamic fluctuations of the chromophore a 1 .
The second term is responsible for the excitation energy on the chromophore a 1 which has experienced forward and backward energy transfers at least once. As a result ͑within our model͒ the initial memory of the dynamic fluctuations is destroyed and the nuclear propagation of a 1 is disconnected during the time interval t 2 to give the response function with only two time variables. Even so the information about the static energy of a 1 is still retained fully. The different characteristics of the nuclear states depending on their history leads to the two components of response function for a 1 . The third, fourth, and fifth terms describe the excitation energy on the chromophores a 2 , b 1 , and b 2 , respectively. Since we assumed the initial memory of dynamic component of energy donor a 1 is completely lost after the excitation energy transfers, the response functions associated with those chromophores are independent of the history of population evolution.
In contrast with our previous work, 39 we explicitly consider the contribution from the b chromophores in producing a signal after they receive excitation energy from the a chromophores ͓third row in Eq. ͑4.2͔͒. Since the b chromophores are off-resonant with the laser, the magnitude of their contribution will be very small compared with that of the a chromophores. After the population of the a chromophores decay almost to zero, however, the signal from the b chromophores will play a non-negligible role.
In Eq. ͑4.2͒, the S(t;⌫)'s are various conditional probabilities for the population of the excitation energy associated with the corresponding response function. The expressions for these quantities are presented in the Appendix. Those probabilities depend on the static energies of the chromophores via the Förster rate expressions ͑within the cumulant expansion approximation͒
where g a (t) is the homogeneous line shape function of the ␣ chromophore, and Re and Im denote the real and imaginary parts, respectively, of a complex number. is the reorganization energy of the donor chromophore and ab eq ϵ͗H a ͘ Ϫ͗H b ͘. in Eq. ͑4.3͒ represents the static energy gap between the donor and acceptor involved in the energy transfer process. We define three independent variables for the energy gap
͑4.4͒
In this paper, the homogeneous line shape function is characterized by the model fluctuation function
, where g ϭ60 fs and e ϭ1 ps. The relation linking M (t) and g(t) can be found elsewhere. 40 Equation ͑4.3a͒ calculated with the g(t) at ϭ200 cm Ϫ1 is plotted in Fig. 3 as a function of the static energy gap . In fact, following the discussion in Sec. III, an equal contribution of these two components may not comply with our initial assumption that all information about the dynamic fluctuations be lost upon energy transfer. However, the error incurred by this inconsistency does not alter our final conclusion but only will make the quantitative 3PEPS data decay slightly more slowly ͑reflecting incomplete loss of information on the long time component͒ than predicted by the present calculation.
In R a 1 Ϯ (t 3 ,t 2 ,t 1 ;⌫) of Eq. ͑4.2͒, the coherence states created by the interaction with the laser are associated with the same chromophore, a rephasable signal can be generated via this process. As population time increases, the value of S a 1 irr decreases ͑via the a -a and a -b transfers͒ and consequently so does the contribution from the rephasable signal. The formal expression for R a 1 Ϯ (t 3 ,t 2 ,t 1 ;⌫) should be the same as that of an isolated two-level system,
where (t)ϵe Ϫi͗H a ͘t is the phase factor associated with the equilibrium averaged value of transition energy of the a chromophores. This factor will cancel with the phase factor of the laser field when the center frequency of laser p is the same as ͗H a ͘. The exponential term in Eq. ͑4.5͒ reflects the different static offsets of individual a chromophores. R C Ϯ is the dynamic part of the response function associated with the energy donor (a 1 ) which is described in terms of a homogeneous line broadening function g(t) ͓in the following we drop the subscript a on g a (t)] as The subscripts g and e denote the ground and excited population states, respectively, and the subscript C denotes the connected propagation of the dynamic part of nuclear states during the population time.
In R a 2 Ϯ of Eq. ͑4.2͒, the first two interactions with the laser involve chromophore a 1 , excitation energy created by the interactions is then transferred to the acceptor chromophore a 2 , and the final laser interaction is with chromophore a 2 to generate the third-order signal. Thus the first and the second coherence states are created on chromophores a 1 and a 2 , respectively, and the memory of static and dynamic nuclear fluctuation retained during the first coherence time is totally or partially destroyed as a result of the intraband energy transfer from a 1 to a 2 . In this case the rephasing capability of the signal associated with R a 2 Ϯ cannot be greater than that associated with the response function R a 1 Ϯ .
As the a to a energy transfer proceeds, S a 2 in Eq. ͑4.2͒ gradually increases while S a 1 irr decreases and the rephasing capability of the total signal becomes reduced. This is the physical origin of the rapid decay of peak shift observed experimentally for intraband energy transfer systems. The formal expression for R a 2 Ϯ can be found in Ref. 39 as
͑4.8͒
We note that, since R a 2 Ϯ results from cross talk between a 1 and a 2 via the energy transfer, the static offset contribution contains a factor for the static energy gap 0 between them. R D Ϯ is the dynamic part of the response function for the case when the propagation of the dynamic part of nuclear density matrix during the population period is disconnected based on our assumption of uncorrelated propagation of the density matrix after energy transfer occurs. The subscript D denotes this disconnected propagation. The disconnected response function is just the product of two linear response functions
where
Double-sided Feynman diagrams for the connected and disconnected response functions for the time-ordered ͑rephas-ing͒ pathways are shown in Fig. 4 . Similarly, the response function associated with the repopulated chromophore a 1 ͓the second term of Eq. ͑4.2͔͒ is given by
͑4.11͒
Since the static energy of the repopulated chromophore can be restored, the static component of this response function is the same as in Eq. ͑4.5͒ but the dynamic part has the same form as Eq. ͑4.8͒. 
These response functions have an additional equilibrium phase factor to that associated with the a chromophores since the equilibrium energy of b chromophores is different from that of the a chromophore. The additional phase factor ͑de-tuning factor͒ will make the contribution of the off-resonant signal ͓Eq. ͑4.12͔͒ weaker than that of the resonant parts ͓Eqs. ͑4.5͒, ͑4.8͒, and ͑4.11͔͒ due to the oscillatory cancellation during the pulse envelope. Now we have all the expressions required to evaluate Eq. ͑4.2͒. In order to obtain the total response function for a static disordered system, Eq. ͑4.2͒ should be averaged over a proper distribution of the static variables W(⌫). Gathering the above expressions and taking the average, we get 
Combining Eq. ͑4.13͒ with Eq. ͑4.1͒, we can calculate thirdorder optical signals. The combination of the phase factors and static-energy-dependent population kinetics in the integrals produces a complex interplay between locally inhomogeneous population kinetics and the optical response. The integrals can be evaluated by a direct numerical calculation but due to their large dimensionality this is very time consuming. In the following subsection, we describe how the integrals can be manipulated to save a significant amount of computing time.
A. Static inhomogeneity factor
General cases
The distribution function for the static variables is assumed to be a Gaussian 
͑4.16͒
Since the conditional probabilities for the population are given in terms of a static energy gap, it will be convenient to take the linear transform of variables from X in the integral ͑4.14͒ to Yϵ(E a ,E b , a 1 , 0 , 1 , 2 ) T . Then the distribution function W(⌫) can be rewritten as
where T is the transformation matrix defined by XϭT"Y. Following a tedious but straightforward procedure, with the transformed variables, we can take integrals over E a , E b , and a 1 analytically to reduce the dimensionality of the integration in Eq. ͑4.14͒.
The static inhomogeneity factors Eq. ͑4.14͒ with the integral reduced to three dimensions are given by
͑4.18e͒
The renormalized distribution functions (w's) with respect to the frequency variables in Eq. ͑4.18͒ are obtained as Gaussian functions
and the phase factor is defined by
͑4.19d͒
The integral ͑4.18͒ is the most general result for the present system and can be calculated numerically with reasonable computing time. In the following sections, we consider a few simple examples reduced from the general result.
Case of static-disorder-independent energy transfer rate
As one can see in Eq. ͑4.19͒, when the widths of static inhomogeneities of the chromophores are very narrow, the renormalized distribution functions will have a sharp peak around 1 ϭ 2 ϭ 3 ϭ0 and the population kinetics can be safely separated out to give approximate analytic expressions for Eq. ͑4.18͒,
͑4.20a͒
͑4.20c͒
where S ␣ h (t) is the corresponding conditional probability given by Eqs. ͑A1͒ and ͑A5͒ when the frequency arguments are zero. The total static disorder is given by ⌬ ␣ 2 ϭ⌺ ␣ 2 ϩ ␣ 2 . In this case, all the chromophores exhibit homogeneous population transfer kinetics and the effect of static disorder on the optical response is described by the simple Gaussian functions in Eq. ͑4.20͒. Recall that ⌺ a 2 and a 2 characterize the disorder in the static offset of a unit cell from ͗H a ͘ and of the individual chromophore from the mean energy of a unit cell, respectively, via Eq. ͑2.2͒. In other words, the former and the latter parameters characterize the correlated and uncorrelated parts, respectively, of the static energies of the donor and acceptor. First we discuss the static inhomogeneity factors associated with the chromophores a.
When there is no inter-chromophore correlation in static energy (⌺ a 2 ϭ0), the static inhomogeneity factors of the chromophore a 1 ͓Eqs. ͑4.20a͒ and ͑4.20b͔͒ are centered at t 3 ϭt 1 ͑for ϩ͒ which means that the time-resolved signal from the chromophore rephases to produce an echolike signal associated with the static disorder characterized by a 2 .
On the other hand, on the chromophore a 2 sites ͓Eq. ͑4.20c͔͒, the static disorder factor is centered at t 3 ϭ0. This means the time-resolved signal from the chromophore takes on a free-induction-decay ͑FID͒ character dephased by the static disorder of the chromophores a 1 and a 2 . As the energy transfer from a 1 to a 2 occurs the characteristics of the signal change from echo to FID associated with the static disorder a . Now when ⌺ a 2 0, that is, when we have some interchromophore correlation in the static energy, a Gaussian function e Ϫ⌺ a 2 (t 3 Ϫt 1 ) 2 /2 centered at t 3 ϭt 1 appears in all three factors ͑on the a 1 and a 2 sites͒ for a time-ordered sequence of interactions ͑ϩ͒. Since the two chromophores are statically correlated by sharing the same static offset of the mean energy of a unit cell ͑the fluctuation of which is characterized by ⌺ a 2 ), information on the static offset stored in the offdiagonal density matrix on the a 1 site must be retained in the off-diagonal density matrix of the a 2 site even after the energy transfer occurs. Consequently, when we take an ensemble average, the dephasing process on the a 1 site for the first coherence time t 1 can be partially rephased ͑up to the correlated part of the static disorder͒ even on the a 2 site during the second coherence period, thus giving echo character to the signal. This fact is reflected in the Gaussian function with a second moment of ⌺ a 2 in Eq. ͑4.20c͒. As a result, the total signal can have a persistent echo character which reflects the static disorder between the unit cells despite of the energy transfer within each cell. The memory of static disorder existing within the energy transfer pair, however, will be still destroyed by the energy transfer and the Gaussian function e Ϫ a 2 (t 3 2 ϩt 1 2 )/2 in Eq. ͑4.20c͒ describes the generation of a FID from the a 2 site associated with the uncorrelated static disorder within the pair.
a to b transfer
When k a→a ϭ0, excitation energy on the chromophore a 1 where the renormalized distribution function and the phase factor associated with the a -b pair are given, respectively, by
The probabilities that the excitation energy stays on the chromophores a 1 .
͑4.25a͒
The probabilities that the excitation energy stays on a 1 
Ϫ͑k a→a ͑ ͒ϩk a→a ͑ Ϫ ͒͒t ͔.
͑4.25d͒
Here k a→a (Ϫ) is the backward rate constant with a 1 Ϫ a 1 ϭ.
V. DISCUSSION
In this section, we illustrate the behavior of three-pulse peak shift ͑3PEPS͒, transient grating ͑TG͒, and transient absorption ͑TA͒ signals. In the TA experiment, the wave vectors of the laser for the first and second interactions are the same (k 1 ϭk 2 ϭk pump ). All these third-order nonlinear spectroscopies are described by the same response function obtained above and thus should include the same information about the system. However, the system characteristics exposed by different experiments can be dramatically different. Expressions for the signals in terms of the polarization can be found in Ref. 31 and the different characteristics of these nonlinear experiments for isolated two-level systems has been discussed in detail. In the following simulations, the FWHM of the electric field of the pulse is assumed to be 48 fs, corresponding to a bandwidth of 261 cm
Ϫ1
, if not otherwise specified. The shape of the three pulses are assumed to be identical.
A. Homogeneous energy transfer in a system with small static disorder
First we discuss a simple case in which the energy transfer process ͑population kinetics͒ is fully separated from the static energies of the chromophores. This situation appears when the variation of the population kinetics over the static disorder is negligible as discussed in Sec. III A 2 and large magnitude of fast nuclear fluctuation makes the energy transfer incoherent.
a to b transfer (effect of off-resonant interaction)
In this section, we discuss the effect of a to b transfer ͑with an energy transfer time of 300 fs͒ on the experiments in the absence of a to a energy transfer. The model absorption spectrum for our system ͑with ⌬ a ϭ⌬ b ϭ50 cm Ϫ1 , ϭ200 cm
Ϫ1
, and ab eq ϭ1000 cm Ϫ1 ) and pulse spectrum are shown in Fig. 5 when the laser is centered at the absorption maximum of the energy donor and its spectrum partly overlaps the absorption spectrum of the acceptor. As a result, following energy transfer from a to b, the b chromophores can generate a third-order signal as described by the second term of Eq. ͑4.21͒. Figure 6 shows the behavior of the three types of experiments for the system with the absorption spectrum and pulse spectrum shown in Fig. 5 . When ab eq ϭinfinity ͑open triangles͒, the third-order signal will come from a chromophores only and the line for this case shows the effect of pure interband energy transfer. The TA and TG signals decay rapidly to zero on time scales of 300 fs and 150 fs, respectively. The TG is a homodyne-detected experiment and the decay time should be half that of a heterodynedetected experiment ͑such as TA͒. The rapid decay in the absence of a signal from the b chromophores simply reflects the population decay of the donors due to the interband energy transfer. Because the laser bandwidth employed by the present calculation is broader than the absorption spectrum, solvation does not appear in either experiment resulting in a single decay time reflecting the energy transfer only. In contrast to the TA and TG curves, the time scale of the 3PEPS decay is insensitive to the interband energy transfer since this basically measures the rephasing capability of the system but not the population kinetics. The offset of the 3PEPS signal compared to that of an isolated a chromophore comes from the effect of energy transfer on the time scale of the pulse duration.
When ab eq ϭ0 ͑solid circles͒, b chromophores interact with the laser equivalently to a chromophores and the TA and TG do not see the energy transfer. On the other hand, the 3PEPS data show a rapid decay on the energy transfer time scale reflecting the loss of memory of the transition frequency due to the pure intraband energy transfer. This kind of behavior of the 3PEPS was discussed in detail in Ref. 39 .
An interesting behavior appears in the 3PEPS for intermediate cases involving a mixture of intra-and interband energy transfer ( ab eq ϭ500,1000,1500 cm Ϫ1 ) when the bandwidth of the laser partly covers the absorption spectrum of the b chromophore. The TA and TG signals clearly show a continuous transition in their behavior from pure intra-to interband energy transfer. Compared to these gradual transitions, 3PEPS shows a striking dependence. First of all, except for the extreme case ( ab eq ϭinfinity), the long time peak shift eventually goes to zero in all cases since the b chromophores which are responsible for the signal at long time have no rephasing capability. When ab eq ϭ1500 cm Ϫ1 , the peak shift at short time ͑up to around 300 fs, the signal from the a chromophore is dominant͒ closely follows the case of the pure interband energy transfer and then drops towards zero as the signal from the b chromophore becomes dominant. We note that the two cases ( ab eq ϭinfinity and 1500 cm
͒ cannot be differentiated in the TG or TA signals when the data is plotted on a linear scale. For ab eq ϭ1000 cm Ϫ1 , in the 3PEPS, the characteristics of intraband energy transfer owing to the off-resonant interaction with b chromophores shows up even at early time ͑around 200 fs͒ and the overall behavior is quite close to that of pure intraband energy transfer ( ab eq ϭ0). In the TA data for ab eq ϭ1000 cm Ϫ1 , however, we cannot see any significant influence of the off-resonant interaction of the b chromophore. Compared to the almost complete insensitivity of the TA and TG signals to the offresonant interaction with the b chromophores, the early appearance of the signature of intraband energy transfer in the 3PEPS signal is striking.
Based on the above simulations, we conclude that the effect of an off-resonant energy acceptor is significant in the 3PEPS experiment for systems with small static disorder in which the energy transfer is characterized by a single time constant.
a to a transfer (effect of correlated static disorder)
In this section, we discuss the effect of a to a energy transfer ͑again with a time scale of 300 fs͒ in the absence of a to b transfer. Since the energy donor and acceptor are the same type of chromophore, they can have the kind of interchromophore correlation discussed in Sec. III. The width of the total static disorder of the chromophores a is assumed to be ⌬ a ϭ200 cm Ϫ1 . Figure 7 shows the behavior of the three experiments in the absence of ͑a͒ and in the presence of ͑b͒ reversible transfer within the energy transfer pair.
Three sets of the static disorder parameters characterizing the interchromophore correlation are considered ͑1͒ ⌺ a ϭ0, a ϭ200 cm
, a ϭ0. These three cases will give identical results in the absence of energy transfer. The static widths for cases ͑1͒ and ͑2͒ may be too large for our model to give a homogeneous rate constant and we introduce these parameters just for the purpose of comparison.
When the number of excited states within the laser bandwidth is conserved ͓as in Figs. 7͑a͒ and 7͑b͔͒ , the way we explore the intraband energy transfer is via an entanglement between the solvation dynamics ͑static and dynamic nuclear fluctuations͒ and the energy transfer process as discussed in Sec. III. In the TA and TG signals, the delay time between the first two pulses is zero and thus the time period available to obtain information on solvation is limited to the duration of the envelopes of the first two pulses. Consequently when the pulse width is small, the solvation information probed by both experiments is very limited and the time-dependence of the signals reflects mainly the population kinetics. In addition to this restricted domain for probing solvation dynamics, the short pulse width increases the spectral bandwidth of the pulses and consequently increases the probability that the acceptor may still be within the bandwidth of the laser. Clearly, then TA and TG measurements with short pulses are very insensitive to the a -a energy transfer as illustrated in the figures.
In contrast with TA and TG, 3PEPS is very sensitive to a change in the static disorder parameters. For the three cases shown, the 3PEPS data decay rapidly compared to the data for isolated chromophores. As shown in Refs. 31-33, 3PEPS data for isolated two-level systems follow the nuclear fluctuation function by measuring the rephasing capability. As a result, the time-dependent component of the 3PEPS data reveals the dynamic fluctuations of the transition frequency resulting from nuclear motion. In our model energy transfer system, information on dynamic nuclear fluctuations is assumed to be destroyed as the energy transfer proceeds. This is one of the reasons that the 3PEPS data for the energy transfer system rapidly decays on the energy transfer time scale. The long time value of the peak shift reflects any component of nuclear motion whose memory is not destroyed. As we discussed in Sec. III, ⌺ a controls the degree of the interchromophore correlation and a finite value for ⌺ a implies that information about some portion of the static component of the nuclear response ͑''inhomogeneous broaden- ing''͒ is shared by the donor and acceptor molecules. In this case, the energy transfer process does not destroy the fluctuation memory completely. This is why the long time value of the peak shift for finite values of ⌺ a is nonzero. This is an intrinsic advantage of the 3PEPS experiment in exploring details of static disorder in energy transfer systems. When back energy transfer can occur, the static memory of a 1 is fully restored and thus the peak shift doesn't go to zero even when ⌺ a is zero.
B. Systems with large static-disorder
The exact static inhomogeneity factors ͓Eqs. ͑4.18͒, ͑4.22͒, ͑4.24͔͒ are given by ensemble averages of the product of the phase factors ͓͑⌫͔͒ and population kinetics ͓S(⌫)͔ over a distribution of static energies which are represented by the form
͗¯͘ ⌫ denotes the ensemble average over the set of static energy ⌫. We note that the phase factors and S(⌫) describe a microscopically inhomogeneous optical response and population kinetics, respectively. When the laser bandwidth is broad enough to cover whole energy spectrum of the energy donors, all the chromophores a will be excited irrespective of their transition energy. In this case we may consider an approximation to Eq. ͑5.1a͒,
͑5.1b͒
When the laser bandwidth is small, the phase factor controls the excitation probability and such a separation is not possible. Equation ͑5.1b͒ assumes a separation of the phase factor and the population kinetics which means that the effect of the correlation induced by the energy transfer itself is ne- FIG. 7 . Calculated signals for a -a energy transfer systems for three sets of static disorder parameters in the absence of ͑a͒ and in the presence of ͑b͒ backward transfer. The energy transfer time is 300 fs and ϭ200 cm
Ϫ1
. The symbols are defined in the ͑a͒ 3PEPS figure. The width of the total static disorder is fixed at ⌬ a ϭ200 cm Ϫ1 and the width of the E-fields of the pulses is 24 fs ͑FWHM of the spectrum is 1280 cm
glected. If this approximation is reasonable, we can combine a master equation for population kinetics with optical response function for an isolated system. This allows much more efficient computation of the response than Eq. ͑5.1a͒ since the ensemble average of the phase factors ͑with two independent time variables͒ can be made analytically. In fact, Eq. ͑5.1b͒ is exact if the inhomogeneous population kinetics originates only from off-diagonal disorder ͑inhomo-geneous electronic coupling͒ and if the off-diagonal ͑induc-ing inhomogeneity in population kinetics͒ and diagonal disorder ͑inducing inhomogeneity in optical response͒ is separated. Thus it is worthwhile to compare Eq. ͑5.1b͒ with the exact expression ͑5.1a͒ in order to clarify the roles of different kinds of disorder on the nonlinear spectroscopies. Figure 8 shows how the static energy distributions of donors and donor-acceptor pairs for a to b transfer systems ͑with ab eq ϭ800 cm Ϫ1 ) change with population time when ⌬ a ϭ⌬ b ϭ200 cm Ϫ1 . The reorganization energy ( ϭ50 cm Ϫ1 ) we use in this calculation is smaller than the static disorder and consequently inhomogeneity on the energy transfer time scale is substantial as one can see in the figure. As a result, we have three kinds of effects produced by the inhomogeneous energy transfer rate; ͑A͒ the population kinetics are highly nonexponential on both a and b chromophores; ͑B͒ the distribution of the static energy of a chromophores which have not yet transferred energy changes with population time; and ͑C͒ the distribution of the static energy of b chromophores being populated is also timedependent and correlated with the static energy of the energy donor. The first effect ͑A͒ is contained in Eq. ͑5.1b͒ but the second and the third effects can only be modeled by the exact expression Eq. ͑5.1a͒. In other words, any difference in the predictions of Eqs. ͑5.1a͒ and ͑5.1b͒ reflect the effect of ͑B͒ on the a chromophores and of ͑C͒ on the b chromophores.
a to b transfer
a. One-color experiments: For the system represented in Fig. 8 , the three types of experiments were simulated using Eqs. ͑5.1a͒ and ͑5.1b͒ when the laser bandwidth is broad enough ͑261 cm Ϫ1 ͒ to cover whole energy spectrum of the a chromophores. The laser frequencies of the three pulses were set to the transition frequency of a chromophore and the results are shown in Fig. 9 . The slow nonexponential decay behavior in the TA and TG signals results from the inhomogeneity in the energy transfer rate over the chromophores due to large static disorder ͓the effect ͑A͔͒. The exact ͓Eq. ͑5.1a͔͒ and the population-separated ͓Eq. ͑5.1b͔͒ static inhomogeneity factors show very similar behavior in the population-basedexperiments ͑TA and TG͒. This means that the interplay ͑B͒ between the phase factor and the population kinetics is, in such experiments, negligible on the donor site when the laser bandwidth is sufficiently broad. As discussed in Fig. 7 , short pulse width ͑broad bandwidth͒ reduces the contribution of solvation to the TA and TG signals and this is why the interplay does not play a role.
The inhomogeneous rates dramatically change the be- havior of the 3PEPS signal compared with that in Fig. 6 ͑case of homogeneous energy transfer͒. Owing to the presence of long-lived initial donors, the total signal retains an echo character for long population times which dominates the FID resulting from the off-resonant interaction of the b chromophores. This is the effect of inhomogeneous population kinetics arising from large static disorder and is why the 3PEPS data in Fig. 9 does not decay rapidly in contrast with in Fig. 6 . Now we discuss the effect ͑B͒ on the one-color 3PEPS experiment for a to b energy transfer systems. As can be seen in Fig. 8͑a͒ the width of the static energy distribution and the position of the center frequency of the excited a chromophores become, respectively, narrower and blue-shifted from the original position. In isolated two-level systems, reducing the width of the static disorder reduces the long time value of peak shift. 32 Based on this effect, we would expect the 3PEPS data to give substantial decay reflecting the timedependent width of the static disorder. Interestingly, however, the detuning effect introduced by the time-dependent shift of the center frequency seems to produce a cancellation with the effect from the time-dependent ͑effective͒ static width to give the small effect observed in the figure. Of course, the details of the detuning effect will depend on the spectral density and thus this kind of cancellation will not be a universal behavior.
b. Two-color experiments: When the frequencies of the first two pulses correspond to the transition frequency of the a chromophore and the third pulse is set to that of the b chromophores, we can explore the energy transfer dynamics. Figure 10 is the same figure as Fig. 9 except for frequency of the third pulse. We note that lower values of the TA signal are predicted by Eq. ͑5.1a͒ compared to Eq. ͑5.1b͒ while situation is reversed in the TG experiment. Apart from this effect ͑caused by complex interference between pathways͒, Eqs. ͑5.1a͒ and ͑5.1b͒ predict very similar time scales in the two-color TA and TG experiments as they did for the onecolor experiments. This can be explained in the same way as for the one-color experiments.
In contrast with these expected results, the 3PEPS data in Fig. 10 is strikingly unexpected. First, the initial peak shift predicted by both expressions is much lower than for the one-color experiment. Furthermore, Eq. ͑5.1b͒ yields negative values of the peak shift. The unexpected form of the 3PEPS signals seems to originate from a complicated interference among the pathways associated with the large population of a chromophores ͑interacting off-resonantly with the third pulse͒ and a small population of b chromophores interacting resonantly with the third pulse. The high sensitivity of the 3PEPS experiment to the off-resonant interaction may make it complicated to analyze data from such a system. However, this kind of interference can be removed by making the laser bandwidth of the third pulse narrower to reduce the off-resonant interaction with the a chromophores. The 3PEPS result for this case ͑FWHM of the pulsesϭ144 fs) is presented in Fig. 11 . The absolute value of the 3PEPS data has a physical meaning in contrast with the TA and TG data and thus we need to discuss why Eq. ͑5.1a͒ predicts higher values of peak shift than Eq. ͑5.1b͒ does both in Fig. 10 and Fig. 11 . Noting the nuclear fluctuations of the a and b chromophores are not correlated in our model, obtaining a finite FIG. 10 . Two-color experiments on the same system as in Fig. 9 . The frequency of the third pulse is set to the transition frequency of the b chromophores ͑acceptor͒. Solid circles ͓Eq. ͑5.1a͔͒. Open circles ͓Eq. ͑5.1b͔͒. FIG. 11 . Two-color 3PEPS on the same system as in Fig. 10 when the FWHM of the pulses is 144 fs.
peak shift from the two-color experiment is unexpected. At long time, the peak shift predicted by Eq. ͑5.1b͒ eventually goes to zero while that by Eq. ͑5.1a͒ gives a finite offset. The finite long time peak shift predicted by Eq. ͑5.1a͒ implies that the static energies of the donor and its acceptor partner ͑initially uncorrelated each other͒ become correlated as a result of preferential energy transfer and therefore information about the static energy of the donor is transferred to the acceptor by the energy transfer. Only Eq. ͑5.1a͒ captures the influence of this induced correlation.
a to a transfer
In this section, we examine one-color experiments for a -a transfer in a system with large static disorder. The timedependent distribution of the a chromophores resulting from the inhomogeneous energy transfer rates is illustrated in Fig.  12 . Figure 13 shows the behavior of the three types of experiments for two values of the static disorder. As expected, the TA and TG do not show any significant dependence on the static disorder when the pulse width is too short (FWHMϭ24 fs) to probe any solvation dynamics and the bandwidth of the laser is sufficiently broad to conserve excited state population ͑solid lines͒.
On the other hand, the 3PEPS data reveal a strong dependence on the disorder even with short pulses. As the magnitude of the static disorder increases, the decay rate of the peak shift slows. If the energy transfer time were homogeneous, the peak shift would eventually go to zero on the energy transfer time scale ͑300 fs͒ regardless of the magnitude of the static disorder since the information on the static disorder will be destroyed by the energy transfer. As we discussed in the previous sections, we have two origins for this slow decay of the peak shift in systems with large disorder. First, because of the inhomogeneous energy transfer rate, some of chromophores cannot transfer their excitation energy and retain a rephasing capability over the whole time range calculated. The other factor is the correlation between the donor and acceptor induced by the energy transfer. This enables the energy acceptor to have some degree of rephasing capability as illustrated in the two-color experiments for the a -b transfer systems. As a result of these two kinds of physical behavior, in contrast with a system with small disorder, we have a nonvanishing long time peak shift in systems with large disorder. Figure 14 shows these two effects separately. The open symbols ͓calculated by Eq. ͑5.1b͔͒ incorporate only the former factor and the solid symbols ͓cal-culated by Eq. ͑5.1a͔͒ include both factors. Clearly, in the system with small disorder ͑rectangles͒, both expressions give the same result as expected. When the static disorder is large ͑triangles͒, effect ͑B͒ ͓difference between the predictions of Eqs. ͑5.1a͒ and ͑5.1b͔͒ apparently gives even larger values of long time peak shift.
Returning to Fig. 13 , when the spectral width of the laser is reduced ͑dashed lines͒, the population decay out of the laser spectrum as well as the increase in the contribution of solvation produces a dependence of the TA and TG signals on the energy transfer. On the other hand, the 3PEPS data in the disordered system are insensitive to the laser pulse width except at short time when the signal is generated mainly from the initial energy donor. In this time regime, an increased contribution of solvation dynamics increases the peak shift as it does in an isolated system. 31 Meanwhile, the pulse-width-dependence of the long time peak shift is interesting. In the large disorder system ͑triangles͒ the finite longtime peak shift is connected to the inhomogeneous population kinetics and the correlation between the donor and acceptor induced by the energy transfer as mentioned earlier.
Thus we would expect a dependence of the peak shift on the pulse width reflecting the increased contribution of the solvation response similar to the behavior at early time. However, the calculation shows this is not the case. This may arise from a cancellation resulting from two opposing trends derived from the narrowed bandwidth of the laser. First, decreasing the bandwidth increases the contribution of the solvation associated with the induced correlation and increases the peak shift. On the other hand, the reduced bandwidth decreases the spectral range of the chromophores able to interact with laser and consequently the energy transfer kinetics becomes more or less homogeneous, thus reducing the effect of the inhomogeneous population kinetics. It is interesting to compare the bandwidth-dependence of the two types of correlation described above, i.e., the intrinsic (⌺ a ϭ200 cm Ϫ1 , a ϭ10 cm Ϫ1 ) and induced (⌺ a ϭ0, a ϭ200 cm Ϫ1 ) correlation ͑Fig. 15͒. For the both systems, the TA and TG signals clearly show an enhanced decay when the bandwidth of the laser is narrow ͑dashed lines͒. In the intrinsically correlated system, these enhanced decays come from emphasizing the solvation by increasing the pulse width. In the system with the induced correlation, both the increased emphasis on solvation and the removal of the population out of the bandwidth of the laser give rise to the rapid decay of the signals. The 3PEPS data at early time also reflects the emphasis on solvation giving a large value as the bandwidth of the laser decreases. On the other hand, at long times, 3PEPS shows qualitatively different behavior in the two systems as the bandwidth of laser changes. For the intrinsically correlated system, the decreased bandwidth of laser increases the peak shift over the whole time range. This likely results from destroying the cancellation which occurs in the system with the induced correlation. Based on these arguments, the bandwidth-dependence may allow differentiation of the origin of the correlation between the energy donor and acceptor in systems with large disorder.
VI. CONCLUDING REMARKS
The theory and model calculations described above suggest that the three pulse photon echo technique, when used in concert with population-based spectroscopies such as transient absorption or transient grating spectroscopies, will allow investigations of energy transfer systems at a new level of insight. In particular it should be possible to determine if the energetic ͑diagonal͒ disorder is correlated within individual members of an ensemble of energy transfer systems. Analysis of data on the B800-B850 form of LH2 from the Rps acidophila strain suggests that such a correlation does exist in this light harvesting complex. 43 Rapid progress in producing atomic resolution structures of photosystems I ͑Ref. 3͒ and II ͑Ref. 44͒ means that a dynamical understanding of these systems will become a meaningful target. In contrast to the regular, repeated subunit structure of LH1 and LH2 of purple bacteria, PSI, for example, is spatially quite disordered. This means that a third level of disorder-that of the electronic couplings between chromophores-must be taken into account. Provided that the nuclear motions responsible for the off-diagonal and diagonal disorder are separate, as seems reasonable in PSI, the peak shift measurements have the potential to differentiate between the two origins of nonexponential kinetics.
In dealing with a wide range of energy transfer rates such as occurs, for example, in LHCII of plants, a logical route to the analysis of experimental data would be to combine a master equation approach for the coarse-grained ͑av-eraged over static variables͒ population kinetics with an optical response function for independent, uncoupled chromophores. Such an approach is only valid so long as Eq. ͑5.1b͒ is reasonably accurate. Our model calculations show that the separation of phase factors and population kinetics implied by Eq. ͑5.1b͒ is likely to be fairly accurate for many population-kinetics-based experiments. However, in the case of peak shift experiments, the correlation induced by energy transfer, in a system with significant static disorder, means that the phase and population factors become intertwined and the separation implied by Eq. ͑5.1b͒ is inappropriate. Thus a more fine-grained description for population kinetics such as employed by Eq. ͑5.1a͒ is required for the analysis of peak shift data. Although such calculations are much more extensive than those using Eq. ͑5.1b͒ they provide the ability to explore the disorder in detail, e.g., differentiation between off-diagonal and diagonal disorder. When many chromophores are connected by an energy transfer process, this kind of description will be very complicated. Nevertheless we can still generalize the present approach ͑a combination of the optical response and a fine-grained population kinetics͒ to more complex systems and some applications will be presented elsewhere.
Of course, the extent to which the distributions of diagonal and off-diagonal disorder can be unambiguously recovered from experimental data will depend on the system parameters. However, the present work suggests that one-and two-color 3PEPS experiments in collaboration with more traditional spectroscopies will provide a remarkably detailed picture of the subtle interplay of electronic coupling and disorder utilized by nature to collect and focus solar energy to photosynthetic reaction centers.
APPENDIX
In this Appendix, we present the various conditional probabilities introduced in Sec. III. First, the survival probability of the irreversible energy transfer is easily obtained as S a 1 irr ͑ t; 0 , 1 ͒ϵe Ϫ͑k a→a ͑ 0 ͒ϩk a→b ͑ 1 ͒͒t , ͑A1͒
where 's are defined in Eq. ͑4.4͒. Before we try to find the other conditional probabilities, we need to introduce another conditional probabilities S a 1 (t; 0 , 1 , 2 ͉a 2 ) and S a 2 (t; 0 , 1 , 2 ͉a 2 ). These quantities describe the probabilities that the excitation energy is found on the chromophore a 1 and a 2 when they were initially on the chromophore a 2 In Eq. ͑A5a͒, S a 1 irr (s;⌫) describes the probability that the initial excitation is still on a 1 at time s. k a→a ( 0 )ds is the probability for the excitation to transfer to the chromophore a 2 during the time interval ds. So their product gives the probability that the initial excitation is firstly transferred to a 2 during s to sϩds. The further evolution of the population firstly transferred to a 2 is described by the conditional probability S a 1 (tϪs;⌫͉a 2 ). The other expressions are similarly interpreted. The integrals ͑A5͒ can be easily performed with Eqs. ͑A1͒, ͑A3͒, and ͑A4͒ and we do not write down their final expressions.
