In this paper stability and error estimates for time discretizations of linear and semilinear parabolic equations by the two-step backward differentiation formula (BDF2) method with variable step-sizes are derived. An affirmative answer is provided to the question: whether the upper bound of step-size ratios for the l ∞ (0, T ; H)-stability of the BDF2 method for linear and semilinear parabolic equations is identical with the upper bound for the zero-stability. The l ∞ (0, T ; V )-stability of the variable step-size BDF2 method is also established under more relaxed condition on the ratios of consecutive step-sizes. Based on these stability results, error estimates in several different norms are derived. To utilize the BDF method the trapezoidal method and the backward Euler scheme are employed to compute the starting value. For the latter choice, order reduction phenomenon of the constant step-size BDF2 method is observed theoretically and numerically in several norms. Numerical results also illustrate the effectiveness of the proposed method for linear and semilinear parabolic equations.
1. Introduction. In this paper we shall study stability and error estimates for time discretizations by the two-step backward differentiation formula (BDF2) with variable step-sizes for linear parabolic partial differential equations (PDEs) u ′ (t) + Au(t) + Bu(t) = f (t), t ∈ J := (0, T ], u(0) = u 0 , (1.1) and its semilinear extension, where A: D(A) → H is a positive definite, self-adjoint, linear operator on a Hilbert space (H, (·, ·)) with domain D(A) dense in H, the linear operator B : D(A) → H satisfies some structural assumptions; here the forcing term f : [0, T ] → H, and initial value u 0 ∈ H. Let the time interval [0, T ] for given N ∈ N, N ≥ 2, be partitioned via 0 = t 0 < t 1 < · · · < t N = T . Let k n = t n − t n−1 , n = 1, 2, . . . , N , be the time step-sizes which in general will be variable, and J n := (t n−1 , t n ], n = 1, 2, . . . , N . We set r n = k n k n−1 , n = 2, 3, . . . , N ; k max = max n=2,3,...,N k n ; r max = max n=2,...,N r n .
Assuming we are given starting approximations U 0 and U 1 , which is computed by the trapezoidal method or the backward Euler scheme, we discretize (1.1) in time by the variable step-size BDF2, i.e., we define nodal approximations U n ∈ D(A) to the values u n := u(t n ) of the exact solution u to (1.1) as follows:
∂ 2 B U n + AU n + BU n = f n , n = 2, 3, . . . , N, (1.2) where f n := f (t n ) and ∂ 2 B U n := (1 + s n )∂ 1 B U n − s n∂ 1 B U n−1 = 1 k n (1 + s n )U n − (1 + r n )U n−1 + r n s n U n−2 .
Here∂ 1 B U n and s n are defined bȳ ∂ 1 B U n =∂U n := U n − U n−1 k n , and s n := r n 1 + r n = k n k n + k n−1 , respectively. For an equidistant partition with k n = k, we have s n = 1 2 and the well-known formula∂
The BDF2 method is one of the most popular time-stepping methods and many studies have been conducted on the stability and error estimates for it. Because of its good stability property (the scheme is G-stable), the BDF2 method with constant step-size has been dealt with for various equations as, e.g., linear parabolic equations [24, 4] , integro-differential equations [22] , jump-diffusion model in finance [3] , the Navier-Stokes equations [15, 20, 14] . When the solutions of time dependent differential equations have different time scales, i.e., solutions rapidly varying in some regions of time while slowly changing in other regions, variable step-sizes are often essential to obtain computationally efficient, accurate results. Owing to these prominent advantages, the variable step-size BDF2 method has been successfully applied to partial integro-differential equations [25] and Cahn-Hilliard equation [9] recently. An important result that the variable step-size BDF2 method is zero-stable if the step-size ratios r n are less than R 0 = √ 2 + 1 ≈ 2.414 has been independently proved by several authors [26, 16, 10] . And the value of R 0 cannot be improved when dealing with arbitrary variable step-sizes (see, for example, [16, 6, 7] ).
For the variable step-size BDF2 method applied to linear parabolic equations, Le Roux [21] derived stability and error bounds in the l ∞ (J; H) norm by using spectral techniques under the step-size conditions ck max ≤ k j ≤ k max , |r n − 1| ≤ C k n−1 1 + | log k n−1 | , (
with constants c ∈ (0, 1] and C > 0. Palencia and García-Archilla [23] studied linear parabolic equations in a Banach space setting and obtained that the ratios r n should be close to 1 such as, e.g., in (1.3) for the stability factor to be moderate. Grigorieff [17, 18] showed stability and optimal error estimates with smooth or non-smooth data under the assumption that the step-size ratios are less than ( √ 3 + 1)/2 ≈ 1.366 in a Banach space setting. Becker improved the bound up to ( √ 13 + 2)/3 ≈ 1.868 in Hilbert space [5] (see, also, [24] ) by testing (1.2) with U n δ := U n + δk n∂ 1 B U n for a specified constant δ. Based on the same technique, i.e., testing (1.2) with U n δ := U n + δk n∂ U n , Emmrich [12] extended the results to semilinear parabolic problems and further improved the bound to 1.910 using a more general identity for 2(AU n , U n δ ). Emmrich [13] also studied the stability and convergence of the variable step-size BDF2 method for nonlinear evolution problems governed by a monotone potential operator.
It is natural to ask what the upper bound of step-size ratios is and whether it is identical with the upper bound R 0 for the zero-stability. In this paper we will address this question and give an affirmative answer. We explore a new technique, which is very different from the one used by Becker [5] , Thomée [24] and Emmrich [12, 13] . We first test (1.2) with∂U n to obtain l ∞ (J; V )-stability and l 2 (J; H, H)-stability (their definitions will be introduced in Section 2). Then after we test (1.2) with U n , using l 2 (J; H, H)-stability estimate, we obtain the usual stability result in the l ∞ (J; H) norm under the sharp zero-stability condition on the ratios of consecutive step-sizes. Following the approach of Chen et. al. [9] , the l ∞ (J; V ) and l 2 (J; V )-stabilities of the variable step-size BDF2 method are also established under a more relaxed assumption that the step-size ratios are less than R 1 = (3 + √ 17)/2 ≈ 3.561. It is well known that the method (1.2) yields second order approximations U n to u n (in the H norm) when the backward Euler method is used to compute the starting value U 1 , since it is applied only once. This choice for U 1 is quite popular in the multistep methods for computations of parabolic equations. However, the error bounds derived in this paper based on the obtained stability results suggest that this is not the best choice for the constant step-size BDF2 method, since it will cause the reduction of the convergence order in the l ∞ (J; V ) and l 2 (J; H, H) norms. This will be discussed in detail in Section 4.
The rest of this paper is organized as follows. We start in Section 2 by introducing the necessary notation and recalling a lemma which will be used in the following analysis. The stability of the method in several norms under the condition that the step-size ratios are less than R 0 (or R 1 ) is proved in Section 3. Error estimates in different norms are derived in Section 4. Since our error estimates will depend on the first step error U 1 − u 1 , the error U 1 − u 1 produced by the trapezoidal method or the backward Euler scheme will be analyzed in this section too. Section 5 will extend the analysis to the semilinear case
with some assumptions on the nonlinear operator f (t, ·). Section 6 is devoted to numerical experiments, which confirm our theoretical results and illustrate the effectiveness of the proposed method for linear and semilinear parabolic equations. Section 7 contains a few concluding remarks.
2. Variable step-size BDF2 method for linear parabolic equations. Now we consider the variable two-step BDF method for solving (1.1). To do this, we first make some assumptions and introduce the necessary notation. ) and denote the norms in H and V by | · | and · , v = |A
We denote by (·, ·) the duality pairing between V * and V . We define a bilinear form a(·, ·) : V × V → R via (Au, v) = a(u, v). For the linear operator B, we assume that
with a smooth nonnegative function γ : J → R. Let γ = max t∈J γ(t). We may write the parabolic problem in variational form as
Emmrich in [12] has shown that for given u 0 ∈ H and f ∈ L 2 (J; V * ), problem (2.2) admits a unique solution u ∈ L 2 (J; V ) ∩ C([0, T ]; H) with u ′ ∈ L 2 (J; V * ). Standard example. Let A and B be defined by
respectively, where α ij , α j , α 0 are sufficiently smooth functions in x ∈ Ω with Ω being a bounded domain in R d with sufficiently smooth boundary ∂Ω. Let V = H 1 0 (Ω) and H = L 2 (Ω) be the usual Sobolev and Lebesgue space, respectively. Assume that (α ij ) is symmetric and uniformly positive definite. Then the operators A is a positive definite, self-adjoint, linear operator, and B satisfies the condition (2.1).
Variable step-size BDF2 method for linear parabolic equations.
For the method (1.2) we need the starting values U 0 and U 1 . We set U 0 := u 0 and perform an initial trapezoidal approximation to get U 1
. Note that with r n := 0, the two-step BDF formally degenerates to a backward Euler step. It is also easy to see that
With respect to the solvability of the time discrete problem, Emmrich has shown in [12] that for given U 0 , U 1 ∈ H and f n ∈ l 2 (J; V * ), the problem
admits a unique solution. For the obtained solution sequence {U j } n2 j=n1 , we define the l ∞ (t n1 , t n2 ; H), l ∞ (t n1 , t n2 ; V ) and l 2 (t n1 , t n2 ; V ) norms as
respectively. It is well known that they are the discrete counterparts of the L ∞ (t n1 , t n2 ; H), L ∞ (t n1 , t n2 ; V ) and L 2 (t n1 , t n2 ; V ) norms, respectively.
Remark. [The choice for U 1 ]. The starting value U 1 can be also obtained by the backward Euler method∂
It is well known that the constant step-size BDF2 method (1.2) with this initial approximation U 1 also yields second order approximations U n to u n in H norm; see Corollary 4.6 in Section 4, or, [5, 24] . However, we find that order reduction will be caused in the l ∞ (J; V ) and l 2 (J; H, H) norms when the starting value U 1 is obtained by the backward Euler method (2.8). Here the l 2 (t n1 , t n2 ; H, H) norm of a solution sequence {U j } n2 j=n1 with U j ∈ H is defined by
which is the discrete counterpart of t n 2 t n 1 |u ′ (t)| 2 dt with nonuniform grid weights s j . Because of the different choices for U 1 and k 1 , we pay special attention to k 1 and set k max = max n=2,3,...,N k n .
In subsequent sections, by convention, we set n j=m x j = 0 and n j=m x j = 1 if m > n. We will use the identity
(2.10)
We also need the following discrete Gronwall lemma proved in [12] . Lemma 2.1 (Discrete Gronwall lemma [12] ). Let 0 ≤ λ < 1, and a n , b n , g n , λ n ≥ 0 with {g n } being monotonically increasing. Then a n + b n ≤ n−1 j=̟ λ j a j + λa n + g n , n = ̟, ̟ + 1, . . . implies for n = ̟, ̟ + 1, . . .
3. Stability analysis. In this section we shall show stability of the variable step-size BDF2 method with r max < R 0 applied to linear parabolic equations (1.1). As mentioned in Introduction, for the variable step-size BDF2 method applied to parabolic equations, the best known result is that it is stable in the l ∞ (J; H) norm when the step-size ratios are less than 1.910. To improve the bound to R 0 = √ 2 + 1, the upper bound for the zero-stability, we first need the following stability results in the l 2 (J; H, H) norm. Additionally, since the V norm is an energy norm, from a physical point of view, l ∞ (J; V ) stability is of utmost important. 
1)
then we have, for any n ≥ 2,
2)
where
Proof. We first have from (1.2) and (2.4)
Taking in (3.3) the inner product with 2k n∂ U n , using the relation (2.10), we obtain, for any ǫ ∈ (0, 1),
(3.4)
Summing up gives for n = 2, 3, . . . , N ,
Then we get
(3.6)
An application of Lemma 2.1 leads to the desired result.
Recently, the l ∞ (J; V ) stability of a linearly implicit stabilization BDF2 method with variable step-sizes has been established under the condition R < R 1 = (3 + √ 17)/2 ≈ 3.561 for the Cahn-Hilliard equation in [9] . Following their approach, we can also improve the bound to R 1 = (3 + √ 17)/2 ≈ 3.561 for the l ∞ (J; V ) stability of the variable step-size BDF2 method for the problem (1.1).
Proof. Taking in (3.3) the inner product with 2k n∂ U n , we obtain, for any ǫ ∈ (0, 1),
(3.10)
Ignoring some of the positive terms on the left-hand side, we have
where g(r n , ǫ) = 2+4rn−r 2 n 1+rn − 2ǫ. In the case r n ≤ 2, noting that g(r n , ǫ) ≥ 2 − 2ǫ, we can take 0 < ǫ < 1 − R 2(1+R) such that
In the case 2 < r n < 3+
is a decreasing function, we take 0 < ǫ < (3.12) holds. Thus in both cases, we have
Apply Lemma 2.1 to (3.13) to obtain the desired inequality (3.8). The estimate (3.9) is a direct result of (3.8). This completes the proof. Now we use the l 2 (J; H, H) stability estimate (3.2) in Theorem 3.1 to show the stability of the variable step-size BDF2 method in the l ∞ (J; H) and l 2 (J; V ) norms.
If there exist constants c 1 and c 2 such that k max satisfies (3.1) and
where c 3 = (1+R) 2 1+2R−R 2 , then the following estimate holds for n = 2, 3, . . . , N :
Here, C depends on γ, c i , i = 1, 2, 3, and R, T , Φ n with Φ n being defined by
Proof. Taking in (1.2) the inner product with 2kn 1+rn U n yields
(3.16)
By simple calculations, the first term on the left-hand side becomes
and, in view of (2.1), 
By summation, we obtain
We first consider the first term of the left-hand side of (3.21) and obtain n j=2
Using the mean value theorem, we can easily verify that there holds for some r between r j and r j+2 ,
Noting that the nonnegative function 2r (1+r) 3 attains its maximum value 8/27 at r = 1/2, we obtain the lower bound
(3.24)
Since r max < R 0 , we have 1 + 2r j − r 2 j > 0 and s 2 j < 1 2 , j = 2, . . . , N . As a consequence, it holds that
Taking 1+2r3 (1+r3) 2 ≤ 1 into account, from (3.24) and (3.21) we obtain
(3.25) Now using Theorem 3.1 and s j <
The remaining part of this proof is analogous with that of Theorem 3 in [12] . We first show
(3.28)
To do this, let n * = n * (n) be such that |U n * | = max l=1,...,n |U l | for n = 2, 3, . . . , N . We first note that for n * = 1,
(3.29)
Now we show that (3.29) is valid for n * ≥ 2. Due to Q n * ≤ Q n , it follows from (3.27) with n = n * that
As a results of (3.29), we have
Now when k max satisfies 2c 3 γ 2 k max ≤ c 2 < 1, an application of Lemma 2.1 to (3.28) results in
32)
and therefore (3.15), where C 3 = max{2, C 2 } and
This completes the proof of Theorem 3.3.
For the case f ∈ L 2 (J; V * ), we have the following result.
414. If there exist constantsc 1 and c 2 such that k max satisfies
and (3.14), then the following estimate holds for n = 2, 3, . . . , N :
Here, C depends on γ,c 1 , c i , i = 2, 3, and R, T , Φ n .
Proof. When f ∈ L 2 (0, T ; V * ), we can obtain a similar inequality to (3.4)
(3.34)
Then we have an estimate similar to (3.2)
The remaining part of this proof is analogous with that of Theorem 3.3 and so is omitted.
We note that under the condition R < R 1 , we cannot currently obtain the l ∞ (J; H) and l 2 (J; V ) stability of the variable step-size BDF2 method when f ∈ L 2 (J; V * ).
We conclude this section with a few remarks about our stability results.
Our first remark is that to avoid the complication arising from the term s 2 n |U n − 2U n−1 + U n−2 | 2 in (3.17), we cancel this term in the proof of Theorem 3.3. Following the proof of Theorem 3.3, we can obtain, for n = 2, 3, . . . , N ,
It is noteworthy that the larger the admissible step-size k max , the smaller the admissible step-size ratio r max will be. Especially, k max → 0 as r max → R 0 . The relationship can be observed from the condition (3.14) . We also note that if γ = 0, then the variable step-sizes BDF2 method with r max < R 0 is unconditionally stable. Further, if there exists a constant α > 0 such that
then when αγ 2 < 1, the conditions upon k max can be relaxed to cγ 2 k max < 1, no longer dependent on the step-size ratio r max . This is because in this case the inequalities (3.18) and (3.19) in the proof of Theorem 3.3 can be replaced by
and
respectively.
The third remark is about the operators A and B. It is natural to writeÃ = A+B and consider the linear problems u ′ (t) +Ãu(t) = f (t). In this case, the operatorÃ will satisfy a Gårding inequality
By a standard change of variables the equation can be equivalently written in a form such that the new operator is coercive. Then we can obtain similar results to those in Theorems 3.1-3.4.
Finally, we think that the value of R 0 for the l ∞ (J; H) stability cannot be improved when dealing with arbitrary variable step-sizes, as said for the zero-stability (see, for example, [16, 6, 7] ).
Error estimates.
In this section, based on the stability estimates (3.2), (3.8), (3.9), and (3.15), we derive a priori error estimates for the variable step-size BDF2 method (1.2). To do this, we first consider the consistency error d n 2 of the method (1.2) for the solution u of (1.1), which is given by
By Taylor expanding about t n−1 , for n ≥ 2, we obtain,
As mentioned in Section 2,∂ 2 B degenerate to∂ 1 B whenever r n = 0. In this case, we come up with
Then the consistency errors of these schemes can be bounded by the following
where c 4 depends only on some derivatives of the exact solution u.
4.1. l ∞ (J; V ) and l 2 (J; H, H) error estimates. Let e n = u(t n ) − U n (n = 0, 1, . . . , N ) be the error. We first derive the error bound in the l ∞ (J; V ) and l 2 (J; H, H) norms. 
414. If e 0 = 0 and there exists a constant c 1 such that k max satisfies (3.1), then the error e n = u(t n ) − U n (n = 2, 3, . . . , N ) satisfies e 2 l 2 (t 2 ,t n ;H,H) + e 2 l ∞ (t 2 ,t n ;V ) ≤ C k 4 max t n +
5)
where C depends on t n and the constants γ, c 1 , c 4 . Proof. It follows from (1.1) and (1.2) that ∂ 2 B e n + Ae n + Be n = d n 2 , n ≥ 2. Noting e 0 = 0 and using the consistency errors bound (4.4), we obtain (4.5) and complete the proof. Now we estimate the starting error e 1 . For this purpose, we consider the consistency error d 1 2 of the first step by the trapezoidal scheme
It is well known that, under obvious regularity assumptions,
, (4.10)
from e 0 = 0 and
we obtain |e 1 | 2 + k 1 e 1 2 ≤ 8c 2 4 k 5 1 .
(4.11)
Then we have the following corollary. Corollary 4.2. Let r max ≤ R with 1 < R < R 0 = √ 2 + 1 ≈ 2.414, and let the starting value U 1 be computed by the trapezoidal scheme (2.3) with k 1 satisfying (4.10). If e 0 = 0 and there exists a constant c 1 such that k max satisfies (3.1), then the error e n = u(t n ) − U n (n = 2, 3, . . . , N ) satisfies e 2 l 2 (t 1 ,t n ;H,H) + e 2 l ∞ (t 1 ,t n ;V ) ≤ C(k 4 max + k 4 1 ), (4.12) where C depends only on C 1 , t n , c 4 and r 2 . From Corollary 4.2, we know that the optimal convergence order of the variable step-size BDF2 can be achieved in the l ∞ (J; V ) and l 2 (J; H, H) norms when the trapezoidal scheme (2.3) is used to compute the starting value U 1 . We also notice that from Theorem 3.2 where the condition on the step-size rations has been relaxed to 3+ √ 17 2
, we can also obtain the second order convergence result in the l ∞ (J; V ) and l 2 (J; V ) norms if the trapezoidal scheme (2.3) is used to compute the starting value U 1 . The following theorem states this fact. Furthermore, if the starting value U 1 is computed by the trapezoidal scheme (2.3) with k 1 satisfying (4.10), then we have
Here C depends on t n and the constants γ, c 1 , c R , c 4 , C 2 .
4.2. l ∞ (J; H) and l 2 (J; V ) error estimates. This subsection is devoted to the l ∞ (J; H) and l 2 (J; V ) error estimates. We have the following results. 
414. If e 0 = 0 and there exist constants c 1 and c 2 such that k max satisfies (3.1) and (3.14) , then the error e n = u(t n ) − U n (n = 2, 3, . . . , N ) satisfies
where C depends only on γ, c i , i = 1, 2, 3, 4, and R, t n , Φ n .
Proof. An application of Theorem 3.3 to (4.6) yields Combining Theorem 4.4 and the estimates (4.11) for the starting error e 1 produced by the trapezoidal scheme (2.3) leads to the following corollary.
Corollary 4.5. Let r max ≤ R with 1 < R < R 0 = √ 2 + 1 ≈ 2.414, and let the starting value U 1 be computed by the trapezoidal scheme (2.3) with k 1 satisfying (4.10). If e 0 = 0 and there exist constants c 1 and c 2 such that k max satisfies (3.1) and (3.14) , then the error e n = u(t n ) − U n (n = 2, 3, . . . , N ) satisfies
where C depends only on γ, c i , i = 1, 2, 3, 4, and R, t n , Φ n . This corollary means that the variable step-size BDF2 method can achieve optimal convergence order in the l ∞ (J; H) and l 2 (J; V ) norms when the trapezoidal scheme (2.3) is used to compute the starting value U 1 .
The backward
Euler method for the starting value. In this subsection, we consider the convergence order of the variable step-size BDF2 method if the backward Euler method is used to calculate the starting value U 1 . To do this, we need the following a priori estimate for e 1 with smooth u (see, e.g., [5, 24] )
where c 5 depends on the derivatives of the exact solution u. It follows from (2.8) that
Taking in (4.19) the inner product with k 1 e 1 , we obtain
Using e 0 = 0, (4.18) and
if γ 2 (t 1 )k 1 < 1, we have
Then we have the following corollary. Corollary 4.6 (Backward Euler method for U 1 ). Let U n , n = 2, 3, . . . , N , be the solution sequence of (5.1), U 0 = u 0 , and let the starting value U 1 be computed by the backward Euler method (2.8) with k 1 satisfying γ 2 (t 1 )k 1 < 1.
(
.561, and if there exists a constant c 1 such that k max satisfies (3.7), then we have following estimate
where C depends only on C 2 , t n , c 4 , c 5 , c 6 and c R ;
(ii) If we further restrict r max ≤ R with 1 < R < R 0 = √ 2 + 1 ≈ 2.414, and if there exists a constant c 1 such that k max satisfies (3.1), then we have following estimate e 2 l 2 (t 1 ,t n ;H,H) + e 2 l ∞ (t 1 ,t n ;V ) ≤ C(k 4 max + k 3 1 ), (4.22) where C depends only on C 1 , t n , c 4 , c 5 , c 6 and r 2 ;
414. If there exist constants c 1 and c 2 such that k max satisfies (3.1) and (3.14), then we have
where C depends only on γ, c i , i = 1, . . . , 6, and R, t n , Φ n . Proof. Substitute (4.20) into (4.13), (4.5) and (4.15) to obtain the required results.
This corollary reveals that the convergence order of the constant step-size BDF2 method is only 1.5 with respect to k 1 in the l ∞ (J; V ) and l 2 (J; H, H) norms when the backward Euler method (2.8) is used to compute the starting value U 1 . This implies that the order reduction phenomenon may appear for the constant step-size BDF2 method in the l ∞ (J; V ) and l 2 (J; H, H) norms if the backward Euler method (2.8) is used to compute the starting value U 1 . However, if we choose k 1 = O(k 4/3 max ), the variable step-size BDF2 method can achieve optimal second order of convergence, even if the starting value U 1 is computed by the backward Euler method (2.8) . These are observed in the following numerical experiments.
Variable step-size BDF2 method for semilinear parabolic equations.
In this section, we derive error bounds of the variable step-size BDF2 method for the semilinear parabolic equation (1.4) . Applying the variable step-size BDF2 method to (1.4) yields∂ 2 B U n + AU n = f (t n , U n ), n = 2, 3, . . . , N.
., a ball of radius 1 centred at the value u(t) of the solution u at time t. We assume that f (t, ·) satisfies the following local Lipschitz condition in a ball B u(t) (see, e.g., [1] ),
with a smooth nonnegative function γ : J → R. In view of the condition (5.2), proceeding as in the proof of Theorems 3.1, 3.2 and 3.3, we have the following error estimates for the variable step-size BDF2 method (5.1). Theorem 5.1. Let U n , n = 2, 3, . . . , N , be the solution sequence of (5.1), and
3)
where C depends only on C 2 , t n , c 4 , and c R ;
(ii) If we further restrict r max ≤ R with 1 < R < R 0 = √ 2 + 1 ≈ 2.414, and if there exists a constant c 1 such that k max satisfies (3.1), then we have following estimate e 2 l 2 (t 2 ,t n ;H,H) + e 2 l ∞ (t 2 ,t n ;V ) ≤ C k 4 max t n +
4)
where C depends only on C 1 , t n , c 4 , and r 2 ;
(iii) Let r max ≤ R with 1 < R < R 0 = √ 2 + 1 ≈ 2.414. If there exist constants c 1 and c 2 such that k max satisfies (3.1) and (3.14), then we have |e| 2 l ∞ (t 2 ,t n ;H) + e 2 l 2 (t 2 ,t n ;V ) ≤C |e 1 | 2 + k max e 1 2 +
where C depends only on γ, c i , i = 1, 2, 3, 4, and R, t n , Φ n . Proof. We commence with the error equation. Subtracting (1.4) and (5.1), we obtain∂ 2 B e n + Ae n = f (t n , u(t n )) − f (t n , U n ) + d n 2 , n = 2, 3, . . . , N,
where d 2 n is the consistency error of the method for the solution u of (1.4) given by
, n = 2, . . . , N. (5.7) It is easy to show that |d n 2 | ≤ c 4 k 2 n , n ≥ 2. The remaining part of this proof is quite similar to the proof given earlier for linear problem and so is omitted.
Based on Theorem 5.1, we can obtain similar error estimates to Corollaries 4.2, 4.5 and 4.6 when the trapezoidal scheme and the backward Euler scheme are used to compute the starting value U 1 , respectively. We do not intend to state these results, for they are similar. We want to emphasize that the convergence order of the constant step-size BDF2 method may be reduced in the l ∞ (J; V ) and l 2 (J; H, H) norms if the backward Euler scheme is used to compute the starting value U 1 .
Numerical experiments.
To support the analysis developed in this paper, in this section, we present some numerical examples. We proceed by studying two different cases. The first one concerns a linear parabolic equation, while in the second one we consider a 2D semilinear case. 6.1. Experiment 1: linear case. Let us consider the following linear parabolic equation
The function f (t, x) and the initial and boundary values are selected in such a way that the exact solution becomes
The space derivative u xx of (6.1) will be approximated with central finite difference of second order. After spatial discretization a system of ODEs results,
where ∆x = 1/M , x i = i∆x, u i (t) is meant to approximate the solution of (6.1) at the point (t, x i ), and f i stands for f (t, x i ).
We first test the stability of the variable step-sizes BDF2 (VSBDF2 for short) method under the condition r max ≤ R with 1 < R < R 0 = √ 2 + 1 ≈ 2.414. To do this, we consider an extreme case, a geometric mesh with r n = r = 2.4 < √ 2 + 1 and k 1 = T (r − 1)/(r N − 1). The starting value U 1 is computed by the backward Euler (BE for short) method. The time evolution of the discrete L 2 norm |U n | l 2 = M i=1 ∆x|U n i | 2 1/2 of the numerical solution U n is presented in Fig. 6.1 . A comparison with the results of the constant step-size BDF2 (CSBDF2 for short) method reveals that the VSBDF2 method with r n = r = 2.4 is also stable. Let e n i = U n i − u(t n , x i ) with the numerical solution U n i approximating the exact solution u(t n , x i ) at point (t n , x i ). Since in this problem, there is not space discretization error, we set M = 100. The time evolution of the discrete L 2 errors of the two methods (in the VSBDF2 method, r max = r = 1.1) are presented in Fig. 6.2 . From Fig. 6.2 we observe that the VSBDF2 method is more efficient than the CSBDF2 method for this class of problems.
To precisely test the convergence order of the methods in l ∞ (J; V ), l 2 (J; H, H), l ∞ (J; H), and l 2 (J; V ) norms, we first consider their discrete counterparts. Let the discrete H 1 norm e n H 1 of the errors e n = [e n 0 , e n 1 , . . . , e n M ] T be calculated by
∆x|(e n i − e n i−1 )/∆x| 
respectively.
We consider a mesh introduced by Becker in [5] : Choose the time levels t n according to t n = T (n/N ) ̟ with ̟ ≥ 1. Note that ̟ = 1 corresponds to constant step-size. In [5] , it has been observed that Φ N is bounded since r n is decreasing. We also notice that . Then the VSBDF2 method with ̟ ≥ 4 3 can theoretically achieve optimal second order of convergence, whether the BE method (2.8) or the trapezoidal formula (2.3) (TF for short) is considered for computing the starting value U 1 . The discrete errors E l ∞ (J;V ) , E l 2 (J;H,H) , E l ∞ (J;H) , and E l 2 (J;V ) , and the convergence orders of the two methods, the CSBDF2 method and VSBDF2 method with ̟ = 3, in different norms are listed in Tables 6.1, 6.2, 6.3 and 6.4, respectively. From Tables 6.1, 6.2, 6.3 and 6.4, we observe that all quantities of VSBDF2 are of optimal order two, whether the starting value U 1 is computed by the BE method (2.8) or by the TF (2.3) . In fact, we find that all numerical data of VSBDF2 with the starting BE step (2.8) (VSBDF2-BE) are almost the same as those of VSBDF2 with the starting TF step (2.3) (VSBDF2-TF). This arises mainly because with our VSBDF2 method, k 1 = O(N −2 k max ) and therefore the errors e 1 has little effect on the global errors. For CSBDF2 method, however, from these tables we observe that the errors of CSBDF2 with the starting BE step (2.8) are larger than those of CSBDF2 with the starting TF step (2.3) in all these norms. The order reduction phenomena are also observed in discrete l ∞ (J; V ) (Table 6.1) and l 2 (J; H, H) ( Table 6 .2) norms, especially, in discrete l 2 (J; H, H) norm, the order is less than 1.5. These theoretical 
with periodic boundary conditions. The function g(t, x, y) and the initial value are selected in such a way that the exact solution is u(t, x, y) = sin(2πx) cos(2πy) exp(−π 2 t).
It is easy to verify that the function f (t, x, y, u) = u − u 3 + g(t, x, y) satisfies condition (5.2) (see, e.g., [19, 11] ). We note that if g ≡ 0, equation (6.7) is just the famous Allen-Cahn equation [2] , also known as the Chafee-Infante equation [8] .
We consider a pseudo-spectral method for space discretization with ∆x = ∆y = 1 M , where M = 256. We let T = 1 and ε = 0.01. The numerical results are presented in Tables 6.5, 6.6, 6.7 and 6.8. For VSBDF2 method, the correct order of convergence is observed for all quantities. For CSBDF2 method, the order reduction phenomena in discrete l ∞ (J; V ) and l 2 (J; H, H) norms are still observed. We also notice that the CSBDF2 method with the starting TF step (2.3) has much higher accuracy than the CSBDF2 method with the starting BE step (2.8). To clearly illustrate this, the time evolutions of the discrete L 2 and H 1 errors are shown in Fig. 6.3 . Table 6 .5
The errors E l ∞ (J ;V ) and the convergence orders of the constant step-size BDF2 (CSBDF2) method and the variable step-size BDF2 (VSBDF2) method with ̟ = 3 for problem (6.7 7. Concluding remarks. In this work we considered the stability and error estimates of the variable step-size BDF2 method applied to linear and semilinear parabolic equations. We first obtained the l ∞ (J; V ) and l 2 (J; H, H)-stabilities of the variable step-size BDF2 method for linear problems under the condition that the ratios of consecutive step-sizes are less than R 0 = √ 2 + 1 ≈ 2.414, which is the zero Table 6 .8 The errors E l 2 (J ;V ) and the convergence orders of the constant step-size BDF2 (CSBDF2) method and the variable step-size BDF2 (VSBDF2) method with ̟ = 3 for problem (6.7). Upper: The backward Euler method for the starting value U 1 ; Bottom: The trapezoidal formula for the starting value U 1 . stability condition. Then, using the l 2 (J; H, H)-stability estimate, we proved that the upper bound of the step-size ratios for the l ∞ (J; H)-stability of the variable stepsize BDF2 method for linear and semilinear parabolic equations is identical with the upper bound for the zero-stability for the first time. The bound of the step-size ratios can be also improved to R 1 = (3 + √ 17)/2 ≈ 3.561 for the l ∞ (J; V ) and l 2 (J; V )stabilities. Based on the stability analysis and consistency error analysis, we derived global error bounds for the variable step-size BDF2 method in l ∞ (J; V ), l 2 (J; H, H), l ∞ (J; H), and l 2 (J; V ) norms. Since the variable step-size BDF2 method allows us take different time step-sizes for different time scales, i.e., small time step-sizes for the time domain with solution rapidly varying and large for the time domain with solution slowly changing, it demonstrates the prominent advantages of high accuracy compared to the constant step-size BDF2 method. To utilize the BDF method the trapezoidal method and the backward Euler scheme are employed to compute the starting value U 1 . For the latter choice, order reduction phenomenon of the constant step-size BDF2 method is observed theoretically and numerically in the l ∞ (J; V ) and l 2 (J; H, H) norms. However, for the variable step-size BDF2 with the starting backward Euler step, the order reduction can be avoided by choosing a smaller starting step-size k 1 .
CSBDF2
We have implemented two numerical experiments for the variable step-size BDF2 method for linear and semilinear parabolic equations. For both equations these experiments exactly verify the theoretical results. The second order accuracy is maintained for time variable grid. These numerical experiments suggest that the variable step-size BDF2 method is more accurate than the popular constant step-size BDF2 method in several norms.
