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Introduction and the main results
Recall that a vector field X on a Riemannian manifold (M, g) is called Killing if
LXg = 0. In this paper, we study Killing vector fields of constant length on homo-
geneous Riemannian manifolds. A detailed study of Killing vector fields of constant
length was started in the papers [5, 6, 7], although many of the results in this direction
have long been known (see a detailed exposition in [5]). It should be noted that there
exists a connection between Killing vector fields of constant length and Clifford-Wolf
translations in a Riemannian manifold (M, g).
Recall that a Clifford-Wolf translation in (M, g) is an isometry smoving all points in
M one and the same distance, i. e. ρg
(
x, s(x)
)
≡ const for all x ∈M , where ρg means
the inner (length) metric generated by the Riemannian metric tensor g onM . Clifford-
Wolf translations naturally appear in the investigation of homogeneous Riemannian
coverings of homogeneous Riemannian manifolds [18, 32]. Clifford-Wolf translations
are studied in various papers (see e.g. [6, 16, 29, 30, 25] for the Riemannian case and
[13, 14, 15] for the Finsler case), for a detailed discussion we refer to [8] and [34].
If a one-parameter isometry group γ(t) on (M, g), generated by a Killing vector field
Z, consists of Clifford-Wolf translations, then Z obviously has constant length. This
assertion can be partially inverted: If a Riemannian manifold (M, g) has the injectivity
radius, bounded from below by some positive constant (in particularly, this condition
is satisfied for every compact or homogeneous manifold), and Z is a Killing vector field
of constant length on (M, g), then the isometries γ(t) from the 1-parameter isometry
group, generated by the vector field Z, are Clifford-Wolf translations at least for
sufficiently small |t| [6].
A metric space (M, ρ) is Clifford-Wolf homogeneous if for any points x, y ∈M there
exists an isometry f , Clifford-Wolf translation, of the space (M, ρ) onto itself such that
f(x) = y. A connected Riemannian manifold (M, g) is Clifford-Wolf homogeneous if
it is Clifford-Wolf homogeneous relative to its inner metric ρg. In addition, it is G-
Clifford-Wolf homogeneous if one can take isometries f from the Lie (sub)group G of
isometries of (M, g) in the above definition of Clifford-Wolf homogeneity. Clifford-Wolf
homogeneous simply connected Riemannian manifold are classified in [8]: A simply
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connected Riemannian manifold is Clifford-Wolf homogeneous if and only if it is a
direct metric product of an Euclidean space, odd-dimensional spheres of constant
curvature and simply connected compact simple Lie groups supplied with bi-invariant
Riemannian metrics. Note that every geodesic γ in a Clifford-Wolf homogeneous
Riemannian manifold (M, g) is an integral curve of a Killing vector field of constant
length on (M, g) [8].
In a recent paper [34], Ming Xu and Joseph A. Wolf obtained the classification of
normal Riemannian homogeneous spaces G/H with nontrivial Killing vector fields of
constant length, where G is compact and simple. Every of these spaces with dim(G) >
dim(H) > 0 is locally symmetric and its universal Riemannian cover is either an
odd-dimensional sphere of constant curvature, or a Riemannian symmetric space
SU(2n)/Sp(n). This result is very important in the context of the study of general
Riemannian homogeneous manifolds with nonzero Killing fields of constant length. In
a very recent paper [33], this result was extended to the class of pseudo-Riemannian
normal homogeneous spaces.
In this paper we present some structural results on the Lie algebras of transitive
isometry groups of a general compact homogenous Riemannian manifold with non-
trivial Killing vector fields of constant length. All manifolds supposed connected
throughout this paper.
Let us consider any Lie group G acting on the Riemannian manifold (M, g) by
isometries. The action of a on x ∈ M will be denoted by a(x). We will identify
the Lie algebra g of G with the corresponded Lie algebra of Killing vector field on
(M, g) as follows. For any U ∈ g we consider a one-parameter group exp(tU) ⊂ G of
isometries of (M, g) and define a Killing vector field U˜ by a usual formula
U˜(x) =
d
dt
exp(tU)(x)
∣∣∣∣
t=0
. (1)
It is clear that the map U → U˜ is linear and injective, but [U˜ , V˜ ] = −[˜U, V ]. We will
use this identification repeatedly in this paper.
Let (M, g) be a compact connected Riemannian manifold, G is a transitive isometry
group of (M, g). We identify elements of the Lie algebra g of G with Killing vector
fields on (M, g) as above. Since G is compact, then we have a decomposition
g = c⊕ g1 ⊕ g2 ⊕ · · · ⊕ gk, (2)
where c is the center and gi, i = 1, . . . , k, are simple ideals in g.
We are going to state the main results of this paper, that are formulated under the
above assumptions and notations.
Theorem 1. Let Z = Z0+Z1+Z2+ · · ·+Zl ∈ g be a Killing vector field of constant
length on (M, g), where 1 ≤ l ≤ k, Z0 ∈ c, Zi ∈ gi and Zi 6= 0 for 1 ≤ i ≤ l. Then
the following statements hold:
1) For every i 6= j, 1 ≤ i, j ≤ l, we have g(gi, gj) = 0 at every point of M . In
particular, g(Zi, gj) = 0 and g(Zi, Zj) = 0.
2) Every Killing field of the type Z0 + Zi, 1 ≤ i ≤ l, has constant length.
Conversely, if for every i, 1 ≤ i ≤ l, the Killing field Z0 + Zi has constant length,
and for every i 6= j, 1 ≤ i, j ≤ l, the equality g(gi, gj) = 0 holds, then the Killing field
Z = Z0 + Z1 + Z2 + · · ·+ Zl has constant length on (M, g).
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Corollary 1. If (under the assumptions of theorem 1) we have c = 0 and k = l, then
every gi, 1 ≤ i ≤ k, is a parallel distribution on (M, g). Moreover, if (M, g) is simply
connected, then it is a direct metric product of k Riemannian manifolds.
Theorem 1 allows to restrict our attention on Killing vector fields of constant length
of the following special type: Z = Z0 + Zi, where Z0 is in the center c of g and Zi is
in the simple ideal gi in g. Without loss of generality we will assume that i = 1.
Theorem 2. Let Z = Z0 + Z1 ∈ g be a Killing vector fields of constant length on
(M, g), where Z0 ∈ c, Z1 ∈ g1 and Z1 6= 0, and let k be the centralizer of Z (and Z1)
in g1. Then either any X ∈ g1 is a Killing field of constant length on (M, g), or the
pair (g1, k) is one of the following irreducible Hermitian symmetric pair:
1) (su(p+ q), su(p)⊕ su(q)⊕ R), p ≥ q ≥ 1;
2) (so(2n), su(n)⊕ R), n ≥ 5;
3) (so(p+ 2), so(p)⊕ R), p ≥ 5;
4) (sp(n), su(n)⊕ R), n ≥ 2;
In the latter four cases the center of k is a one-dimensional Lie algebra spanned by
the vector Z1.
If a Killing field of constant length Z = Z0 + Z1 satisfies one of the cases 1)-4)
in theorem 2, we will say that it has Hermitian type. Recall that an element U ∈ g
is regular in g, if its centralizer has minimal dimension among all the elements of g.
For Z of Hermitian type, Z1 is not a regular element in g1, since k is not commutative
in the cases 1)-4) of theorem 2. Hence, we get
Corollary 2. If Z1 is a regular element in the Lie algebra g1 (under the assumptions
of theorem 2 ), then every X ∈ g1 is a Killing vector field of constant length on (M, g).
Moreover, the following result holds.
Theorem 3. If Z = Z0 + Z1 + · · · + Zk is a regular element of g and has constant
length on (M, g), then the following assertions hold:
1) g(gi, gj) = 0 for every i 6= j, i, j = 1, . . . , k, at every point of M ;
2) g(Z0, gi) = 0 for every i = 1, . . . , k, at every point of M ;
3) every X ∈ gs, where gs = g1 ⊕ · · · ⊕ gk is a semisimple part of g, has constant
length on (M, g).
Moreover, if M is simply connected, then Z0 = 0 and (M, g) is a direct metric
product of (Gi, µi), 1 ≤ i ≤ k, where Gi is a connected and simply connected compact
simple Lie group with the Lie algebra gi and µi is a bi-invariant Riemannian metric
on Gi.
The structure of the paper is the following. We consider various examples of Killing
vector fields of constant length in section 1. Sections 2, 3, and 4 are devoted to the
presentation of auxiliary results on Killing vector fields on Riemannian manifolds,
on some algebraic properties of special homogeneous spaces, and on the root spaces
decompositions of simple Lie algebras. In section 5 we prove theorems 1 and 3,
corollary 1 and start to prove theorem 2. We finish the proof of theorem 2 in section 6.
Section 7 devoted to a more detailed study of cases 1)-4) in theorem 2. Finally, we
discuss some unsolved problems and questions in section 8.
Acknowlegment. The author extends gratitude to Professor V.N. Berestovskii
for interesting and helpful discussions concerning this project and to the anonymous
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1. Examples of Killing vector fields of constant length
In this section we discuss some examples of Killing vector fields of constant length
on Riemannian manifolds. At first we consider examples for theorem 2 with simple g1
consisting of Killing fields of constant length.
It is well known that the group of left translations, as well as the group of right
translation, of a compact Lie group G, supplied with a bi-invariant Riemannian met-
ric µ, consists of Clifford-Wolf translations. Therefore, Killing fields that generate
these groups have constant length on (G, µ). Of course, every direct metric product
of (G, µ) with any Riemannian manifolds also has Killing fields of constant length.
Now, let us consider more interesting examples.
Let F be a connected compact simple Lie group, k ∈ N. Consider a so-called
Ledger – Obata space F k/ diag(F ), see [21, section 4] or [22]. We supply it with
any invariant Riemannian metric g. The structure of invariant Riemannian metrics
on F k/ diag(F ) is discussed in details in [22]. It should be noted that for any compact
Lie group F , a Ledger – Obata space F k/ diag(F ) is diffeomorphic to the Lie group
F k−1 [21, P. 453]. It is easy to see that every copy F in F k consists of Clifford-
Wolf translations on (F k/ diag(F ), g) as well as every copy of the Lie algebra f in
f ⊕ f ⊕ · · · ⊕ f = k · f consists of Killing fields of constant length for any invariant
Riemannian metric g. For example, we may consider g induced with the Killing form
of k · f. For such a choice (F k/ diag(F ), g) is (locally) indecomposable.
The above example could be generalized as follows. Consider a compact simple Lie
group F and compact Lie groups G1, G2, . . . , Gl such that every Gi has a subgroup
isomorphic to F × Ki. Then the group F × G1 × · · · × Gl acts naturally on M =
G1/K1 × · · · ×Gl/Kl:
(a, b1, b2, . . . , bl) · (c1K1, c2K2, . . . , clKl)→ (b1c1K1a
−1, b2c2K2a
−1, . . . , blclKla
−1).
Hence, M = (F × G1 × · · · × Gl)/(K1 × · · · × Kl × diag(F )). It is clear that for
any (F × G1 × · · · × Gl)-invariant Riemannian metric g, F consists of Clifford-Wolf
translation on (M, g) and every Z ∈ f has constant length on (M, g), because the
group G1 × · · · ×Gl is transitive on (M, g).
In what follows, we will consider examples for the cases 1)-4) in theorem 2.
We say that a Lie algebra g of Killing vector fields is transitive on a Riemannian
manifold (M, g) if g generates the tangent space to M at every point x ∈ M , or,
equivalently, the connected isometry group G with the Lie algebra g acts transitively
on (M, g).
The following simple observation gives many examples of Killing vector fields of
constant length on homogeneous Riemannian manifolds. Suppose that a Lie algebra
g of Killing vector fields is transitive on a Riemannian manifold (M, g) and the Killing
field Z on (M, g) commutes with g (in particular, Z is in the center of g), then Z
has a constant length on (M, g). Indeed, for any X ∈ g we have X · g(Z,Z) =
2g([X,Z], Z) = 0. Since g is transitive on M , we get g(Z,Z) = const.
Example 1. Consider the irreducible symmetric space M = SU(2n)/Sp(n), n ≥ 2.
It is known that the subgroup SU(2n − 1) · S1 ⊂ SU(2n) acts transitively on M , see
KILLING VECTOR FIELDS OF CONSTANT LENGTH ON . . . 5
e.g. [24] or [32]. Therefore, the Killing vector Z generated by S1, is a Killing field
of constant length on M = SU(2n)/Sp(n). The centralizer k of Z in g1 is obviously
su(2n− 1)⊕ R, i.e. (g1, k) = (su(2n), su(2n− 1)⊕ R), see case 1) in theorem 2.
Example 2. Consider the sphere S2n−1, n ≥ 2, as the symmetric space S2n−1 =
SO(2n)/SO(2n−1). It is known that the subgroup U(n) = SU(n) ·S1 ⊂ SO(2n) acts
transitively on S2n−1. Therefore, the Killing vector Z generating S1, is a Killing field
of constant length on S2n−1. The centralizer k of Z in g1 is u(n) = su(n) ⊕ R, i.e.
(g1, k) = (so(2n), su(n)⊕ R), see case 2) in theorem 2.
Example 3. Consider the sphere S4n−1, n ≥ 2, as the symmetric space S4n−1 =
SO(4n)/SO(4n− 1). It is known that the subgroup Sp(n) · S1 ⊂ SO(4n) acts transi-
tively on S4n−1. Therefore, the Killing vector Z generated by S1, is a Killing field
of constant length on S4n−1. On the other hand, the centralizer k of Z in g1 is
su(2n) ⊕ R, since sp(n) ⊕ R ⊂ su(2n) ⊕ R (see details e.g. in [10] ). Therefore,
(g1, k) = (so(4n), su(2n)⊕ R), see case 2) in theorem 2.
Note that the full connected isometry group of the sphere Sn−1 with the canon-
ical Riemannian metric gcan of constant curvature 1, is SO(n), but there are some
subgroups G of SO(n) with transitive action on Sn−1. It is interesting that Sn−1
is G-Clifford-Wolf homogeneous for some of them: S2n−1 = SO(2n)/SO(2n − 1) =
U(n)/U(n−1) is SO(2n)-Clifford-Wolf homogeneous and U(n)-Clifford-Wolf homoge-
neous; S4n−1 = Sp(n)/Sp(n−1) = Sp(n) ·S1/Sp(n−1) ·S1 = SU(2n)/SU(2n−1) is
Sp(n)-Clifford-Wolf homogeneous, Sp(n)·S1-Clifford-Wolf homogeneous, and SU(2n)-
Clifford-Wolf homogeneous; S7 = Spin(7)/G2 is Spin(7)-Clifford-Wolf homogeneous;
S15 = Spin(9)/Spin(7) is Spin(9)-Clifford-Wolf homogeneous (see details in [10]).
Every of these results gives an example of Killing vector field of constant length in
the Lie algebra g corresponded to the group G.
Example 4. There exists a Killing vector field of constant length Z on (S4p−1, gcan)
such that Z ∈ su(2p) and the centralizer k of Z in su(2p) is su(p) ⊕ su(p) ⊕ R, i.e.
(g1, k) = (su(2p), su(p) ⊕ su(p) ⊕ R), see case 1) in theorem 2 and proposition 12
in [10]. Note, that we may take Z = diag(i, . . . , i︸ ︷︷ ︸
p
,−i, . . . ,−i︸ ︷︷ ︸
p
) ∈ su(2p).
Example 5. There exists a Killing vector field of constant length Z on (S2(p+q)−1, gcan)
such that Z ∈ u(p + q) and the centralizer k of Z in u(p + q) is u(p) ⊕ u(q), i.e.
(g1, k) = (su(p + q), su(p)⊕ su(q)⊕ R), see case 1) in theorem 2 and proposition 12
in [10]. Note, that we may take Z = diag(i, . . . , i︸ ︷︷ ︸
p
,−i, . . . ,−i︸ ︷︷ ︸
q
) ∈ u(p + q). Note also
that the Lie algebra u(p + q) has a 1-dimensional center, and Z0 = 0 if and only if
p = q, when we get the previous example. If p 6= q, then the Killing field Z1 does not
have a constant length on (S2(p+q)−1, gcan) by proposition 13, see also proposition 14.
Example 6. There exists a Killing vector field of constant length Z on (S7, gcan) such
that Z ∈ spin(7) ≃ so(7) and the centralizer k of Z in spin(7) ≃ so(7) is so(5)⊕ R,
i.e. (g1, k) = (so(7), so(5)⊕ R), see case 3) in theorem 2 and remark 6 in [10].
Example 7. There exists a Killing vector field of constant length Z on (S15, gcan)
such that Z ∈ spin(9) and the centralizer k of Z in spin(9) ≃ so(9) is so(7)⊕ R, i.e.
(g1, k) = (so(9), so(7)⊕ R), see case 3) in theorem 2 and proposition 20 in [10].
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Example 8. There exists a Killing vector field of constant length Z on (S4n−1, gcan)
such that Z ∈ sp(n) and the centralizer k of Z in sp(n) is u(n), i.e. (g1, k) =
(sp(n), su(n)⊕R), see case 4) in theorem 2 and proposition 12 in [10]. Note, that we
may take Z = diag(i, i, . . . , i) ∈ sp(n).
2. Preliminaries on Killing vector fields of constant length
Let (M, g) be a connected Riemannian manifolds, G be a connected Lie group
acting isometrically on (M, g) (x 7→ a(x), x ∈ M , a ∈ G). Let g be the Lie algebra
of the group G, all elements of g we identify with Killing fields on (M, g) via (1). We
recall some important properties of Killing vector fields, in particular, Killing fields of
constant length on (M, g). We also prove some useful results on Killing vector fields
of constant length.
Lemma 1 (Lemma 3 in [8]). Let X be a Killing vector field on a Riemannian manifold
(M, g). Then the following conditions are equivalent:
1) X has constant length on M ;
2) ∇XX = 0 on M ;
3) every integral curve of the field X is a geodesic in (M, g).
Lemma 2. If a Killing vector field X ∈ g has constant length on (M, g), then for any
Y, Z ∈ g the equalities
g([Y,X ], X) = 0 , (3)
g([Z, [Y,X ]], X) + g([Y,X ], [Z,X ]) = 0 (4)
hold at every point of M . If G acts on (M, g) transitively, then condition (3) implies
that X has constant length. Moreover, the condition (4) also implies that X has
constant length for compact M and transitive G.
Proof. If g(X,X) = const, then 2g([Y,X ], X) = Y · g(X,X) = 0 at every point
of M for every Y ∈ g, that proves (3). From this we have 0 = Z · g([Y,X ], X) =
g([Z, [Y,X ]], X) + g([Y,X ], [Z,X ]) for any Z ∈ g, that proves (4).
In the case of transitive action, we obviously get g(X,X) = const from the equality
Y · g(X,X) = 2g([X, Y ], X) = 0, Y ∈ g.
Note also that in the case of transitive action the condition (4) means that for any
Y ∈ g we have g([Y,X ], X) = C = const on M . If M is compact then there is x ∈M
where g(X,X) has its maximal value. Obviously, that gx([Y,X ], X) = 0. Therefore,
C = 0 and X has constant length by the previous assertion.
Lemma 3 (see e.g. lemma 7.27 in [4]). For Killing vector fields X, Y, Z on a Rie-
mannian manifold (M, g), the equality
2g(∇XY, Z) = g([X, Y ], Z) + g([X,Z], Y ) + g(X, [Y, Z]) = g([X, Y ], Z)− Z · g(X, Y )
holds. In particular, ∇XY =
1
2
[X, Y ], if g(X, Y ) = const and (M, g) is homogeneous.
Lemma 4. Let X be a Killing field and let Y be a Killing field of constant length on a
Riemannian manifold (M, g). Then the formula R(X, Y )Y = −∇Y∇YX holds on M
(R(X,Z) := ∇X∇Z −∇Z∇X −∇[X,Z]).
Proof. All integral curve of the field Y are geodesics by lemma 1. On the other
hand, the restriction of the Killing field X on any geodesic is an Jacobi field (see e.g.
proposition 1.3 of chapter VIII in [18]). Hence, ∇Y∇YX +R(X, Y )Y = 0 on M .
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We will use the identification (1) of elements of Lie algebras g of G with corre-
sponding Killing vector fields on (M, g) in the proof of the following
Lemma 5. Let X, Y ∈ g be such that g(X, Y ) = C = const on M . Then for every
inner automorphism A of g we get g(A(X), A(Y )) = C at every point of M . In
particular, if X ∈ g has constant length on (M, g), then A(X) has the same property.
Proof. If La :M →M is the action of a ∈ G on M , then for any U ∈ g we have
dLa(U˜(x)) =
d
dt
(
a exp(tU)
)
(x)
∣∣∣∣
t=0
=
d
dt
(
a exp(tU)a−1
)
(a(x))
∣∣∣∣
t=0
=
d
dt
(
exp
(
Ad(a)(U)t + o(t)
))
(a(x))
∣∣∣∣
t=0
= ˜Ad(a)(U)(a(x)).
Since La is an isometry of (M, g), then
gx(X˜, Y˜ ) = gLa(x)(dLa(X˜), dLa(Y˜ )) = ga(x)(
˜Ad(a)(X), ˜Ad(a)(Y ))
at every point x ∈M . Recall that the inner automorphism group of g coincides with
the adjoint group of G, therefore we get the lemma.
3. Some algebraic lemmas
A Lie algebra g is called compact, if it is a Lie algebra of some compact Lie group.
Any such Lie algebra admits an ad(g)-invariant inner product. The following lemma
is known in the literature, but we include its proof for completeness.
Lemma 6. Suppose that h is a subalgebra of a compact Lie algebra g, and p is an
〈·, ·〉-orthogonal complement to h in g, where 〈·, ·〉 is an ad(g)-invariant inner product
on g. Then the sets p+ [p, p] and u := {Z ∈ h | [Z, p] = 0} are ideals in g.
Proof. Since [u, h] ⊂ h and p is ad(h)-invariant, we get
[p, [u, h]] ⊂ [[p, u], h]] + [u, [p, h]] = 0,
hence [u, h] ⊂ u. Since [u, p] = 0, we get that u is an ideals in g. It is easy to check
that p + [p, p] is the complementary ideal to u in g. Indeed, for Z ∈ h the condition
〈Z, [p, p]〉 = 0 is equivalent to every of the conditions 〈[Z, p], p〉 = 0 and [Z, p] = 0.
We will need also the following generalization of the previous lemma (compare e.g.
with the proof of Theorem 2.1 in [28]).
Lemma 7. Let g be a compact Lie algebra, 〈·, ·〉 be an ad(g)-invariant inner product
on g, h be a subalgebra of g. Suppose that the 〈·, ·〉-orthogonal complement p to h in
g is of the type
p = p1 ⊕ p2 ⊕ · · · ⊕ pk,
where every pi is ad(h)-invariant and ad(h)-irreducible, 〈pi, pj〉 = 0 and [pi, pj] = 0
for i 6= j. For 1 ≤ i ≤ k put hi :=
(
pi + [pi, pi]
)
∩ h and gi := hi ⊕ pi. Then the
following assertions hold:
1) gi = pi + [pi, pi] for every 1 ≤ i ≤ k;
2) every gi is an ideal in g;
3) 〈gi, gj〉 = 0 for i 6= j;
4) every pair (gi, hi) is effective and isotropy irreducible;
5) u, the 〈·, ·〉-orthogonal complement to
⊕
i gi in g, is an ideal in g;
6) g = u⊕ g1 ⊕ g2 ⊕ · · · ⊕ gk, h = u⊕ h1 ⊕ h2 ⊕ · · · ⊕ hk.
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Proof. At first, we prove that gi = pi + [pi, pi] for every 1 ≤ i ≤ k. Consider
any j 6= i, 1 ≤ j ≤ k. For every X,Z ∈ pi and Y ∈ pj, we have 〈[Z,X ], Y 〉 =
−〈X, [Z, Y ]〉 = 0, since [pi, pj] = 0 and 〈·, ·〉 is ad(g)-invariant. Hence, 〈[pi, pi], pj〉 = 0,
that implies prp
(
[pi, pi]
)
⊂ pi and, therefore, gi = pi + [pi, pi].
Since [pi, pj] = 0, then by the Jacobi equality we get [pj , [pi, pi]] = 0. Therefore,
〈[pj, [pi, pi]], g〉 = 0 and 〈[pi, pi], [pj , g]〉 = 0 by the ad(g)-invariance of 〈·, ·〉. From
〈[pi, pi], [pj, g]〉 = 0 we get 〈[pi, pi], [pj, pj]〉 = 0 in particular. This equality together
with the equalities 〈[pi, pi], pj〉 = 0, 〈[pj, pj], pi〉 = 0, and 〈pi, pj〉 = 0 imply 〈gi, gj〉 = 0,
since gi = pi + [pi, pi] and gj = pj + [pj, pj].
Since [pj , [pi, pi]] = 0 and [pj, pi] = 0 for i 6= j, then [pj , gi] = 0, 0 = [pj, [gi, pj]] =
[gi, [pj, pj]], and [gi, gj] = 0.
It is clear that u ⊂ h. Since 〈u, [pi, pi]〉 = 0 for any i, then 〈[pi, u], pi〉 = 0, which
means, that [u, p] = 0. It is easy to check that u = {Z ∈ h | [Z, p] = 0}. By the
Lemma 6 we get that u is an ideal in g. Now, all assertions of the lemma are clear.
At first, we prove that gi = pi + [pi, pi] for every 1 ≤ i ≤ k. Consider any j 6= i,
1 ≤ j ≤ k. Since [pi, pj] = 0, then by the Jacobi equality we get [pj , [pi, pi]] = 0.
Therefore, 〈[pj, [pi, pi]], g〉 = 0 and 〈[pi, pi], [pj , g]〉 = 0 by the ad(h)-invariance of 〈·, ·〉.
Since pj is ad(h)-irreducible, we get 〈[pi, pi], [pj, h]〉 = 〈[pi, pi], pj〉 = 0. This means
that prp([pi, pi]) ⊂ pi and, therefore, gi = pi + [pi, pi].
From 〈[pi, pi], [pj , g]〉 = 0 we get also that 〈[pi, pi], [pj , pj]〉 = 0. This equality
together with 〈[pi, pi], pj〉 = 0 imply 〈[pi, pi], gj〉 = 0.
Further, 〈[pi, pj], g〉 = 0, then by the ad(h)-invariance of 〈·, ·〉 we get 〈pi, [g, pj ]〉 = 0,
in particular, 〈pi, gj〉 = 0. This equation and 〈[pi, pi], gj〉 = 0 imply 〈gi, gj〉 = 0 for
i 6= j, since gi = pi + [pi, pi].
Since [pj, [pi, pi]] = 0 for i 6= j, then [pj, gi] = 0, 0 = [pj, [gi, pj]] = [gi, [pj , pj]] and
[gi, gj] = 0.
It is clear that u ⊂ h. Since 〈u, [pi, pi]〉 = 0 for any i, then 〈[pi, u], pi〉 = 0, which
means, that [u, p] = 0. It is easy to check that u = {Z ∈ h | [Z, p] = 0}. By the
Lemma 6 we get that u is an ideal in g. Now, all assertions of the lemma are clear.
Let us consider any compact Lie algebra g with ad(g)-invariant inner product 〈·, ·〉.
Take any Z ∈ g and consider the operator LZ : g→ g, LZ(X) = [Z,X ]. This operator
is skew-symmetric, but L2Z is a symmetric operator on g with respect to 〈·, ·〉. Put
m0 = KerLZ = {Y ∈ g | [Z, Y ] = 0} and consider all non-zero eigenvalues of the
operator L2Z : −λ
2
i , i = 1, . . . , s, where 0 < λ1 < λ1 < · · · < λs, and the corresponding
eigenspaces mλi = {Y ∈ g |L
2
Z(Y ) = [Z, [Z, Y ]] = −λ
2
iY }. It is clear that m0 is a Lie
subalgebra of g of maximal rank and
m := mλ1 ⊕mλ2 ⊕ · · · ⊕mλs = ImLZ . (5)
Note that this decomposition and the decomposition g = m0⊕m are 〈·, ·〉-orthogonal.
It follows from the simple observation: If P ⊂ g is invariant subspace of the operator
L2Z , then its 〈·, ·〉-orthogonal complement P
⊥ is also invariant subspace of L2Z .
We will need the following simple
Lemma 8. For any X ∈ m0 and Y ∈ mα we have [X, Y ] ∈ mα, i.e. every mα is
ad(m0)-invariant. In particular, [Z,mα] ⊂ mα.
Proof. We have LZ([X, Y ]) = [X, [Z, Y ]] and L
2
Z([X, Y ]) = [X, [Z, [Z, Y ]]] =
−λ2i [X, Y ].
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Now we define a linear operator σ : m→ m as follows:
σ(Y ) =
1
λi
[Z, Y ], Y ∈ mλi . (6)
In fact, this operator define a complex structure on a flag manifold G/CG(Z), where
CG(Z) is a centralizer of Z in the group G (see e.g. chapter 8 in [4]).
For any X, Y ∈ m we define also
[X, Y ]+ :=
1
2
(
[X, Y ]− [σ(X), σ(Y )]
)
, [X, Y ]− :=
1
2
(
[X, Y ] + [σ(X), σ(Y )]
)
. (7)
Obviously, [X, Y ] = [X, Y ]+ + [X, Y ]−.
Proposition 1. In the above notation, σ(mα) ⊂ mα for all α and σ(σ(Y )) = −Y for
all Y ∈ m. If U ∈ mα, V ∈ mβ, then
[U, V ]+ ∈ mα+β , [U, V ]
− ∈ m|α−β|.
Proof. The first assertion follows from lemma 8, the equality σ2 = − Id is obvious.
By this equality and definitions we have
LZ([U, V ]) = [Z, [U, V ]] = [[Z, U ], V ] + [U, [Z, V ]] = α [σ(U), V ] + β[U, σ(V )],
LZ([σ(U), σ(V )])=[[Z, σ(U)], σ(V )] + [σ(U), [Z, σ(V )]]=−α [U, σ(V )]− β[σ(U), V ],
L2Z([U, V ]) = [Z, [Z, [U, V ]]] = −(α
2 + β2)[U, V ] + 2αβ[σ(U), σ(V )],
L2Z([σ(U), σ(V )]) = [Z, [Z, [σ(U), σ(V )]]] = −(α
2 + β2)[σ(U), σ(V )] + 2αβ[U, V ].
Hence, we get L2Z
(
[U, V ] − [σ(U), σ(V )]
)
= −(α + β)2
(
[U, V ] − [σ(U), σ(V )]
)
and
L2Z
(
[U, V ] + [σ(U), σ(V )]
)
= −(α− β)2
(
[U, V ] + [σ(U), σ(V )]
)
.
Note that rk(m0) = rk(g). This means that there is a unique (up to order of sum-
mands) 〈·, ·〉-orthogonal ad(m0)-invariant decomposition of m into ad(m0)-irreducible
summands (see e.g. theorem 5.3 in [19])
m = p1 ⊕ p2 ⊕ · · · ⊕ pt. (8)
Note, that every pi, 1 ≤ i ≤ t, is a subspace of a suitable mλj , 1 ≤ j ≤ s. Note also
that every pi is invariant under the operator σ, because Z ∈ m0.
4. Root space decomposition for simple compact Lie algebras
We give here some information on the root system of a compact simple Lie algebra
(g, 〈·, ·〉 = −B) with the Killing form B, that can be found e.g. in [12, 17, 26, 32].
Let us fix a Cartan subalgebra t (that is maximal abelian subalgebra) of Lie alge-
bra g. There is a set ∆ (root system) of (non-zero) real-valued linear form α ∈ t∗
on the Cartan subalgebra t, that are called roots. Let us consider some positive root
system ∆+ ⊂ ∆. Recall that for any α ∈ ∆ exactly one of the roots ±α is positive (we
denote it by |α|). The Lie algebra g admits a direct 〈·, ·〉-orthogonal decomposition
g = t⊕
⊕
α∈∆+
vα (9)
into vector subspaces, where each subspace vα is 2-dimensional and ad(t)-invariant.
Using the restriction (of non-degenerate) inner product 〈·, ·〉 to t, we will naturally
identify α with some vector in t. Note that [vα, vα] is one-dimensional subalgebra in t
spanned on the root α, and [vα, vα] ⊕ vα is a Lie algebra isomorphic to su(2). The
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vector subspaces vα, α ∈ ∆
+, admit bases {Uα, Vα}, such that 〈Uα, Uα〉 = 〈Vα, Vα〉 = 1,
〈Uα, Vα〉 = 0 and
[H,Uα] = 〈α,H〉Vα, [H, Vα] = −〈α,H〉Uα, ∀H ∈ t, [Uα, Vα] = α. (10)
Note also, that [vα, vβ] = vα+β + v|α−β|, assuming vγ := {0} for γ /∈ ∆
+.
For a positive root system ∆+ the (closed) Weyl chamber is defined by the equality
C = C(∆+) := {H ∈ t | 〈α,H〉 ≥ 0 ∀α ∈ ∆+}. (11)
Recall some important properties of the Weyl group W = W (t) of the Lie algebra g,
that acts on the Cartan subalgebra t.
(i) For every root α ∈ ∆ ⊂ t the Weyl group W contains the orthogonal reflection
ϕα in the plane Pα, which is orthogonal to the root α with respect to 〈·, ·〉. It is easy
to see that ϕα(H) = H − 2
〈H,α〉
〈α,α〉
α, H ∈ t.
(ii) Reflections from (i) generate W .
(iii) The root system ∆ is invariant under the action of the Weyl group W .
(iv) W acts irreducible on t and simply transitively on the set of positive root
systems. For any H ∈ t,there is w ∈ W , such that w(H) ∈ C(∆+).
(v) For any X ∈ g, there is an inner automorphism ψ of g such that ψ(X) ∈ t. For
any w ∈ W , there is an inner automorphism η of g, such that t is stable under η, and
the restriction of η to t coincides with w.
(vi) The Weyl group W acts transitively on the set of positive roots of fixed length.
For a given positive root system ∆+, we denote by Π = {pi1, . . . , pir} the set of
simple root in ∆+, r = rk(g). Note that every α ∈ ∆+ there is a unique decomposition
α =
∑r
i=1 aipii with non-negative integer ai. There is the maximal root β ∈ ∆
+ that
is characterized by the fact that β − α is a non-negative linear combination of roots
in ∆+ for all other positive roots α. We will denote this root by αmax.
We list below some important properties of some root systems which we will use
later (see [11]). In all cases (t, 〈·, ·〉) is identified with a suitable subspace of Euclidean
space Rn with the orthonormal basis {ei}.
Case 1. Al = su(l+1), l ≥ 1: t ={(x1, x2, . . . , xl+1) ∈ R
l+1 | x1+x2+· · ·+xl+1 = 0},
∆ = {ei − ej | i 6= j, 1 ≤ i, j ≤ l + 1},
Π = {pii = ei − ei+1 | i = 1, . . . , l}, αmax =
l∑
i=1
pii.
Case 2. Bl = so(2l + 1), l ≥ 2: t = R
l,
∆ = {±ei | i = 1, 2, . . . , l} ∪ {±ei ± ej | 1 ≤ i < j ≤ l},
Π = {pii = ei − ei+1 | i = 1, . . . , l − 1} ∪ {pil = el}, αmax = pi1 + 2
l∑
i=2
pii.
Case 3. Cl = sp(l), l ≥ 2: t = R
l,
∆ = {±2ei | i = 1, 2, . . . , l} ∪ {±ei ± ej | 1 ≤ i < j ≤ l},
Π = {pii = ei − ei+1 | i = 1, . . . , l − 1} ∪ {pil = 2el}, αmax = 2
l−1∑
i=1
pii + pil.
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Case 4. Dl = so(2l), l ≥ 3: t = R
l,
∆ = {±ei ± ej | 1 ≤ i < j ≤ l},
Π = {pii = ei − ei+1 | i = 1, . . . , l − 1} ∪ {pil = el−1 + el},
αmax = pi1 + 2
l−2∑
i=2
pii + pil−1 + pil.
Case 5. e6: t = {(x1, x2, . . . , x8) ∈ R
8 | x6 = x7 = −x8},
∆ = {±ei ± ej | 1 ≤ i < j ≤ 5} ∪{
±
1
2
(
e8 − e7 − e6 +
5∑
i=1
(−1)viei
)
| vi ∈ {0, 1},
5∑
i=1
vi is even
}
,
Π =
{
pi1 =
1
2
(e1 + e8)−
1
2
7∑
i=2
ei
}
∪ {pi2 = e1 + e2} ∪ {pii = ei−1 − ei−2 | i = 3, . . . , 6},
αmax = pi1 + 2pi2 + 2pi3 + 3pi4 + 2pi5 + pi6.
Case 6. e7: t = {x ∈ R
8 | x orthogonal to e7 + e8},
∆ = {±ei ± ej | 1 ≤ i < j ≤ 6} ∪ {±(e7 − e8)} ∪{
±
1
2
(
e7 − e8 +
6∑
i=1
(−1)viei
)
| vi ∈ {0, 1},
6∑
i=1
vi is odd
}
,
Π =
{
pi1 =
1
2
(e1 + e8)−
1
2
7∑
i=2
ei
}
∪ {pi2 = e1 + e2} ∪ {pii = ei−1 − ei−2 | i = 3, . . . , 7},
αmax = 2pi1 + 2pi2 + 3pi3 + 4pi4 + 3pi5 + 2pi6 + pi7.
Recall that a simple root pii is called non-compact if, for every α ∈ ∆ either α is
of the form α = ±
∑
j 6=i ajpij , or α is of the form α = ±
(
pii +
∑
j 6=i ajpij
)
, where
ai ≥ 0. The Lie algebras from cases 1-6 are exactly simple Lie algebras that have
non-compact roots. These are the roots with coefficient 1 in the decomposition of the
maximal root αmax. Non-compact root are closely related to Hermitian symmetric
spaces, see [31] or [32] for a comprehensive description.
5. Killing fields of constant length on
compact homogeneous Riemannian manifolds
In this section we suppose that (M, g) is a compact Riemannian manifold, and G is
a connected compact transitive isometry group of (M, g). We fix any Ad(G)-invariant
inner product 〈·, ·〉 on the Lie algebra g.
Proposition 2. For a Killing field Z ∈ g, consider A = KerLZ and B = ImLZ ,
where LZ : g→ g, LZ(X) = [Z,X ]. Then the following conditions are equivalent:
1) Z has constant length on (M, g);
2) g([Z, [Z, Y ]], Z) = 0 on (M, g) for every Y ∈ g;
3) g(Z, Y ) = 0 on (M, g) for any Y ∈ B.
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Proof. If Z is of constant length, then for any X ∈ g we have g([Z,X ], Z) = 0 at
every point of M by lemma 2. In particular we may choose X = [Z, Y ]. Therefore, 1)
implies 2).
Suppose that g([Z, [Z, Y ]], Z) = 0 for every Y ∈ g. If we consider any Ad(G)-
invariant inner product 〈·, ·〉 on g, then the operator LZ : g → g is skew-symmetric.
Hence the operator L2Z is symmetric with non-positive eigenvalues. We have g = A⊕B
and consider B = B1 ⊕ · · · ⊕Bk, where Bi are the eigenvalue spaces for the operator
L2Z with the eigenvalues −λ
2
i 6= 0. For any Y ∈ Bi we have
0 = g([Z, [Z, Y ]], Z) = g(L2Z(Y ), Z) = −λ
2
i g(Y, Z).
Therefore, g(Z,Bi)=0 for any i = 1, . . . , k, and 2) implies 3).
Now suppose that g(Z, Y ) = 0 for any Y ∈ B. Then 0 = Z ·g(Y, Z) = −g([Y, Z], Z).
Moreover, we obviously have g([Y, Z], Z) = 0 for any Y ∈ A. By lemma 2 we get that
Z has constant length.
Note that similar result are known in the literature, see e.g. lemma 2.4 in [3].
Proof of theorem 1. It is easy to see that gi = Ai⊕Bi, where Ai = KerLZi∩gi =
KerLZ ∩ gi and Bi = ImLZi = ImLZ ∩ gi. Note, that the operators LZ and LZ0+Zi
are invertible on Bi.
Since gi is simple, then the pair (gi, Ai) is effective (this means that the subalgebra
Ai contains no nontrivial ideal of gi). By lemma 6, Bi+[Bi, Bi] is an ideal in gi, hence
Bi + [Bi, Bi] = gi.
Since the operators LZ invertible on Bi, we get g(Bi, Z) = 0 for any 1 ≤ i ≤ l by
proposition 2. Take any j 6= i, 1 ≤ j ≤ l. Then
0 = Bj · g(Bi, Z) = g(Bi, [Bj, Z]),
since [Bi, Bj ] = 0. Then we get that g(Bi, Bj) = 0 (we have used that the operator
LZ is invertible on Bj). Further, 0 = Bi · g(Bi, Bj) = g([Bi, Bi], Bj). Therefore,
g(gi, Bj) = 0, and 0 = Bj · g(gi, Bj) = g(gi, [Bj, Bj]). Hence, g(gi, gj) = 0, that proves
the first assertion.
Since Z has constant length, then by proposition 2, we get g([Z, [Z, Y ]], Z) = 0 for
every Y ∈ Bi. But in this case L
2
Z(Y ) = L
2
Z0+Zi
(Y ) and g(gi, Zj) = 0 for any j 6= i.
Therefore, we get g
(
[Z0+ Zi, [Z0+Zi, Y ]], Z0 +Zi
)
= 0 for any Y ∈ Bi. It is obvious
that the same is true for Y ∈ Ai. It is clear also that g([Z0+Zi, [Z0+Zi, Y ]], Z0+Zi) =
0 for any Y ∈ c and for any Y ∈ gj , j 6= i. Therefore, Z0 + Zi has constant length by
proposition 2.
Let us prove the last assertion of the theorem. Since Z0+Zi, 1 ≤ i ≤ l, has constant
length, then g
(
[Z0 + Zi, [Z0 + Zi, Y ]], Z0 + Zi
)
= 0 for any Y ∈ Bi by proposition
2. On the other hand, g(gi, gj) = 0 for every i 6= j, 1 ≤ i, j ≤ l. Therefore,
g([Z, [Z, Y ]], Z) = g([Z0+Zi, [Z0+Zi, Y ]], Z) = 0 for any Y ∈ Bi. This equality holds
for every 1 ≤ i ≤ l. It is easy to see that g([Z, [Z, Y ]], Z) = 0 for any Y ∈ c and for
any Y ∈ gj, j > l. Therefore, Z has constant length by proposition 2.
Proof of corollary 1. For X ∈ gi and Y ∈ gj , where i 6= j, we have g(X, Y ) = 0
by theorem 1. Then by lemma 3, we have ∇XY = 0, because [X, Y ] = 0. Moreover,
for any Z ∈ gi we get 0 = Z · g(X, Y ) = g(∇ZX, Y ) + g(X,∇ZY ) = g(∇ZX, Y ).
Therefore, ∇gigi ⊂ gi and gi is a parallel distribution. Since i = 1, . . . , k is an
arbitrary, we get a global splitting by the de Rham theorem (see e.g. theorem 6.1 of
chapter IV in [18]) for simply connected M .
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The rest of this section is devoted to the proof of theorems 2 and 3. Let us consider
a Killing field Z ∈ g of constant length. Recall that the operators LZ and L
2
Z are
skew-symmetric and symmetric respectively.
We consider m0 = KerLZ = {Y ∈ g | [Z, Y ] = 0} and the eigenspace decomposition
m = mλ1 ⊕mλ2 ⊕ · · · ⊕mλs = ImLZ ,
mλi = {Y ∈ g |L
2
Z(Y ) = [Z, [Z, Y ]] = −λ
2
iY }.
Since for any Y ∈ mλi we have L
2
Z(Y ) = [Z, [Z, Y ]] = −λ
2
iY , then λ
2
i g(Z, Y ) =
−g([Z, [Z, Y ]], Z) = 0 by proposition 2. Therefore, we get
Corollary 3. The equality g(Z,m) = 0 holds on (M, g).
Proposition 3. Suppose that p is an ad(m0)-invariant submodule in m, and p
⊥ is
its 〈·, ·〉-orthogonal complement in m. Then g(p, p⊥) = 0 on (M, g). In particular,
g(mα,mβ) = 0 on (M, g) for α 6= β.
Proof. By corollary 3 we have g(Z,m) = 0. Let us consider any X ∈ p and any
Y ∈ p⊥. Then 0 = Y · g(Z,X) = g([Y, Z], X) + g(Z, [Y,X ]). Note that 〈[Y,X ],W 〉 =
〈Y, [X,W ]〉 = 0 for any W ∈ m0, hence [Y,X ] ∈ m. From this and proposition 2
we get g(Z, [Y,X ]) = 0. Therefore, g([Y, Z], X) = −g(LZ(Y ), X) = 0. Since p is an
invariant subspace of LZ , and LZ is invertible on m, this proves the proposition.
Now we consider decomposition (8) in our case: m = p1 ⊕ p2 ⊕ · · · ⊕ pt. From
proposition 3 we obviously get
Corollary 4. The equality g(pi, pj) = 0 holds on (M, g) for every i 6= j.
We will need the following construction: For all i ≥ 1 and all X ∈ pi we define
h(X) = [X, σ(X)], (12)
where σ(X) is defined by the equality (6): λiσ(Y ) = [Z, Y ].
Proposition 4. For all i ≥ 1 and all X ∈ pi we have h(X) ∈ m0 and g(X, σ(X)) =
g(X, h(X)) = g(σ(X), h(X)) = 0 on (M, g). Moreover, for any j 6= i, j ≥ 1, the
equality g(h(U), pj) = 0 holds on (M, g).
Proof. It is easy to see that [X, σ(X)]+ = 0 (see (7)) and h(X) = [X, σ(X)] =
[X, σ(X)]− ∈ m0 for every X ∈ pi and i ≥ 1 by proposition 1. Further, we have
g(Z,X) = g(Z, σ(X)) = 0 by corollary 3. Hence
0 = X · g(Z,X) = g([X,Z], X) = −α g(σ(X), X), where α is taken from pi ⊂ mα,
0 = X · g(X, σ(X)) = g(X, h(X)), and 0 = σ(X) · g(X, σ(X)) = −g(h(X), σ(X)).
Now, we prove the last assertion. Take any Y ∈ pj ⊂ mβ . By corollary 4, we have
g(σ(X), Y ) = g(σ(X), σ(Y )) = 0, therefore,
0 = X · g(σ(X), Y ) = g(h(X), Y ) + g(σ(X), [X, Y ]),
0 = σ(X) · g(σ(X), σ(Y )) = g(σ(X), [σ(X), σ(Y )]).
From this we get
−g(h(X), Y ) = g(σ(X), [X, Y ]± [σ(X), σ(Y )]) = g
(
σ(X), [X, Y ]±
)
.
By proposition 1, we have [X, Y ]+ ∈ mα+β and [X, Y ]
− ∈ m|α−β|. Since α + β > α,
we obtain g(σ(X), [X, Y ]+) = 0 by proposition 3. Therefore, g(h(X), Y ) = 0.
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Proposition 5. Suppose that i ≥ 1 and W ∈ m0 are such that 〈W,h(X)〉 = 0 for all
X ∈ pi. Then [W, pi] = 0.
Proof. Consider the operators P,Q : pi → pi, such that P (X) = [W,X ] and
Q(X) = [Z,X ]. These operators are skew-symmetric with respect to 〈·, ·〉 and com-
mute one with other (since [Z,W ] = 0). Moreover, Q2 = −λ2k Id, where pi ⊂ mλk .
Therefore, the operator R := PQ(= QP ) is symmetric and R2 = PQ2P = −λ2kP
2.
Now, for any U ∈ pi we get
0 = −λk〈W,h(U)〉 = −〈W, [U, [Z, U ]]〉 = 〈[U,W ], [Z, U ]]〉 =
−〈[W,U ], [Z, U ]]〉 = 〈[Z, [W,U ]], U〉 = 〈R(U), U〉.
Therefore, R = 0 and P = 0, i.e. [W, pi] = 0.
Proposition 6. Let Z = Z0 + Z1 ∈ g be a Killing field of constant length on (M, g),
where Z0 ∈ c, Z1 ∈ g1, Z1 6= 0, and let k be the centralizer of Z (and Z1) in g1. Then
one of the following statements holds:
1) The equality g(k,m) = 0 is fulfilled on (M, g);
2) The Lie algebra pair (g1, k) is irreducible Hermitian symmetric and the center
of k is a one-dimensional Lie algebra spanned by the vector Z1.
Proof. We apply all above constructions of this section to prove this key proposi-
tion. Note that
m = p1 ⊕ · · · ⊕ pt ⊂ g1 and m0 = c⊕ k⊕ g2 ⊕ g3 ⊕ · · · ⊕ gk (13)
in our case.
First, let us suppose that [pi, pj] = 0 for all i 6= j, 1 ≤ i, j ≤ s. As we have noted,
the first decomposition in (13) and the decomposition g1 = k⊕m are orthogonal with
respect to 〈·, ·〉. Now, by lemma 7 we get that every pi+ [pi, pi], 1 ≤ i ≤ s, is an ideal
in g1. Since g1 is a simple Lie algebra, we get that s = 1, and p1 = mλ1 .
For X, Y ∈ p1, proposition 1 implies [X, Y ]
+ = 1/2
(
[U, V ]− [σ(U), σ(V )]
)
∈ m2λ1 ,
hence [X, Y ]+ = 0 (recall that s = 1 and λ1 < 2λ1) and [X, Y ] = [X, Y ]
− =
1/2
(
[X, Y ] + [σ(X), σ(Y )]
)
∈ m0. This means that [p1, p1] ⊂ k. Therefore, the Lie
algebra pair (g1, k) is irreducible symmetric. But k is the centralizer of the vector Z1 in
g1, therefore, it has non-zero center. Consequently, (g1, k) is an Hermitian irreducible
symmetric pair (see e.g. proposition 8.7.12 in [32]).
In the rest of the proof we will assume that there are indices i 6= j, 1 ≤ i, j ≤ s,
such that [pi, pj] 6= 0.
Let S be a linear span of all vectors h(U) (see (12)), where U ∈ pi, i ≥ 1. In our
case pi ⊂ g1, hence h(U) ∈ g1 and S ⊂ g1. We prove that the equality g(S, [pi, pj]) = 0
holds on (M, g) for all i, j ≥ 1, i 6= j.
Take any h(U), where U ∈ pk, k ≥ 1. Without loss of generality we may suppose
that k 6= j. Then g(h(U), pj) = 0 by proposition 4. Now, for every X ∈ pi and Y ∈ pj
we have 0 = X · g(h(U), Y ) = g([X, h(U)], Y ) + g(h(U), [X, Y ]). Since [h(U), X ] ∈
[m0, pi] ⊂ pi we have g([X, h(U)], Y ) = 0 by corollary 4. Hence, g(h(U), [X, Y ]) = 0
that implies g(h(U), [pi, pj]) = 0 and g(S, [pi, pj]) = 0.
Let S⊥ be the orthogonal complement to the linear space S in m0 with respect to
〈·, ·〉. By proposition 5 we have [W, pi] = 0 for all W ∈ S
⊥ and all i, i.e. [S⊥,m] = 0.
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Let q1 be a maximal (by inclusion) linear subspace in m0 with the property [q1,m] = 0.
We get that q1 is an ideal in g by lemma 6.
Note also that c⊕ g2 ⊕ g3 ⊕ · · · ⊕ gk ⊂ S
⊥ ⊂ q1. Since the Lie algebra g1 is simple
we get q1 = S
⊥ = c⊕ g2 ⊕ g3 ⊕ · · · ⊕ gk, therefore, S = k. Consequently, we get that
g(k, [pi, pj]) = 0 for every i 6= j, 1 ≤ i, j ≤ t.
Since [m0, [pi, pj]] ⊂ [[m0, pi], pj] + [pi, [m0, pj]] ⊂ [pi, pj], then any subspace of the
type [pi, pj] ⊂ m is ad(m0)-invariant.
Let r1 be a maximal (by inclusion) ad(m0)-invariant linear subspace in m with the
property g(k, r1) = 0. Clearly, [pi, pj] ⊂ r1 for any i 6= j. We are going to prove that
r1 = m.
Denote by r2 the 〈·, ·〉-orthogonal complement to r1 in m. Since both r1 and r2 are
spanned by some modules pj , we get that [r1, r2] ⊂ r1, because [pi, pj] ⊂ r1 for any
i 6= j. Since 〈[r2, r2], r1〉 = −〈r2, [r2, r1]〉 = 0, then k⊕ r2 is a Lie subalgebra of g1.
Let S1 be a linear span of all vectors h(U) (see (12)), where U ∈ pi and pi ⊂ r1.
We know that h(U) ∈ k.
Let S⊥1 be an orthogonal complement to the linear space S1 in k with respect to 〈·, ·〉.
By proposition 5 we have [W, pi] = 0 for allW ∈ S
⊥
1 and r1 ⊂ p1, i.e. [S
⊥
1 , r1] = 0. Let
q2 be a maximal (by inclusion) linear subspace in k⊕ r2 with the property [q2, r1] = 0.
Therefore, q2 is an ideal in g1 by lemma 6. Since g1 is a simple Lie algebra, we get
q2 = 0. Since S
⊥
1 ⊂ q2, we get S1 = k.
For all i ≥ 1 and all U ∈ pi with pi ⊂ r1, and for all pj ⊂ r2, we have the equality
g(pj, h(U)) = 0 on (M, g) by proposition 4. Therefore, g(pj, S1) = g(pj, k) = 0 for any
pj ⊂ r2. Hence, g(r2, k) = 0 and r2 = 0 by the definition of r1. Consequently, we get
the equality g(k,m) = 0 on (M, g).
Proposition 7. If the case 1) of proposition 6 holds, then the every Killing field
Y ∈ g1 (in particular, Z1) has constant length on (M, g).
Proof. According to the case 1) of proposition 6, we get that g(k,m) = 0 at
every point of M , where k is the centralizer of Z1 in g1 and m is the ad(k)-invariant
complement to k in g1.
Let us consider any Cartan subalgebra t in g1 such that Z1 ∈ t. First, prove that
every X ∈ t has constant length on (M, g). By proposition 2, it suffices to prove
that g(t, vα) = 0 for all α ∈ ∆
+ in the decomposition (9), where g := g1. Indeed,
take any X ∈ t. Note that g([X, [X, Y ]], X) = 0 for all Y ∈ t, because [X, Y ] = 0.
Moreover, g([X, [X, Y ]], X) = 0 is easily satisfied if Y is from other factors of g. If
Y ∈ vα for α ∈ ∆
+, then g([X, [X, Y ]], X) = −〈X,αi〉
2g(X, Y ) by (10). Therefore,
if g(X, vα) = 0 for all α ∈ ∆
+, then g([X, [X, Y ]], X) = 0 for every Y ∈ g. By
proposition 2 it implies that X has constant length on (M, g).
We have the equality g(t,m) = 0. Let us consider the orbit {Z1 = U1, U2, . . . , Ul}
of Z1 in t under the action of the Weyl group W , see section 4. By properties of
W , for any Ui there is an inner automorphism ψi of g1 such that t is stable under
ψi and Ui = ψi(Z1). Note that we may consider ψi as an automorphism of g =
c⊕ g1⊕ · · · ⊕ gk (it acts identically on all other summands). By lemma 5, the Killing
field Z0 + Ui = Z0 + ψi(Z1) = ψi(Z0 + Z1) also has constant length. Moreover,
g
(
ψi(t), ψi(m)
)
= g
(
t, ψi(m)
)
= 0 on (M, g) by the same lemma. Now, it suffices to
prove that for every α ∈ ∆+, there is i such that vα ⊂ ψi(m). The latter is equivalent
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to the following: ψi(Z1) = Ui is not orthogonal to the root α with respect to 〈·, ·〉,
because ψi(k) is the centralizer of Ui = ψi(Z1) in g1 and ψi(m) consists of all root
spaces with 〈α, Ui〉 6= 0.
Suppose that there is no suitable ψi(Z1) = Ui, i.e. 〈α, Ui〉 = 0 for all i. But W acts
irreducibly on t, therefore Lin(Z1 = U1, U2, . . . , Ul) = t. This contradiction proves
g(t, vα) = 0, therefore every X ∈ t has constant length on (M, g).
Now, for an arbitrary X ∈ g1, there is an inner automorphism η of g1 such that
η(X) ∈ t, see section 4. Then using lemma 5 again, we obtain that X has constant
length on (M, g).
We will finish the proof of theorem 2 in the next section. But now we are going to
prove theorem 3.
Lemma 9. Let G be compact Lie group (with the Lie algebra g) supplied with a
left-invariant Riemannian metric µ. If every X ∈ g has constant length on the Rie-
mannian manifold (G, µ), then µ is a bi-invariant metric.
Proof. Since for every Killing field X, Y ∈ g we have
2µ(X, Y ) = µ(X + Y,X + Y )− µ(X,X)− µ(Y, Y ) = const,
then for any a ∈ G
µe(Ad(a)(X),Ad(a)(Y )) = µa(Ad(a)(X),Ad(a)(Y )) = µe(X, Y )
by lemma 5, where e is the unit in G. Therefore, µ is a bi-invariant metric on G.
Proof of theorem 3. Since Z is regular, then k = l in theorem 1 and every Zi
is regular in gi. By theorem 1 we have g(gi, gj) = 0 for every i 6= j, 1 ≤ i, j ≤ k,
and all Z0 + Zi have constant length on (M, g). Since Zi is regular in gi, we get the
case 1) in proposition 6 and, therefore, all X ∈ gi has constant length on (M, g) by
proposition 7 (here we have considered gi instead of g1). Therefore, every X ∈ gs,
where gs = g1 ⊕ · · · ⊕ gk is a semisimple part of g, also has constant length. In
particular, Zs := Z − Z0 has constant length. By proposition 2 we get g(Z, Y ) =
g(Zs, Y ) = 0 for every Y ∈ m, hence, g(Z0, Y ) = 0 for the same Y . Now, for any
X ∈ m we have 0 = X · g(Z0, Y ) = g(Z0, [X, Y ]). Note that m+ [m,m] is an ideal in
gs by lemma 6, hence, m+ [m,m] = gs and g(Z0, gs) = 0.
Now, suppose that M is simply connected. In this case semisimple part of the
isometry group G acts transitively on (M, g) (see e.g. proposition 9 on p. 94 in [24]).
This mean that the Lie algebra gs generates a tangent space to M at every point
x ∈M . Since g(Z0, gs) = 0 on M , we get Z0 = 0.
Further, (M, g) is a direct metric product of Riemannian manifold (Mi, gi), that are
corresponded to the distributions gi, by corollary 1. Therefore, Gi is an isometry group
of (Mi, gi). Since all X ∈ gi have constant length, the isotropy group (of any point
of (Mi, gi)) is discrete. Since Mi is simply connected, Gi acts simply transitively on
(Mi, gi), hence (Mi, gi) is isometric to Gi supplied with some left-invariant Riemannian
metric µi. Since all X ∈ gi have constant length on (Gi, µi), then µi is bi-invariant
by lemma 9.
6. More detailed study of the Hermitian case
In this section we study in more details the case 2) in proposition 6, which we call
Hermitian. In this case, m is ad(k)-irreducible, in particular L2Z |m = −C · Id, where C
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is a positive constant. Multiply Z by a suitable constant we may suppose that C = 1.
Using the root space decomposition (9) for g1 we get
m =
⊕
α∈I1(Z)
vα, k = t⊕
⊕
α∈I2(Z)
vα, (14)
where
I1(Z) = {α ∈ ∆
+ | 〈Z, α〉 6= 0}, I2(Z) = {α ∈ ∆
+ | 〈Z, α〉 = 0}. (15)
Without loss of generality we may assume that Z is in the Cartan chamber C(∆+)
(see (11)), hence 〈Z, α〉 > 0 for all α ∈ I1(Z). By (10) we have
[Z, Uα] = 〈Z, α〉Vα, [Z, Vα] = −〈Z, α〉Uα, L
2
Z |vα = −〈Z, α〉
2 · Id
for all α ∈ I1(Z). Then, 〈Z, α〉 = 1 for all α ∈ I1(Z) by our assumptions. In
particular, LZ |m = σ, see (6). ByW =W (t) we denote the corresponding Weyl group
of g1.
Remark 1. We can explain the connection of the Hermitian case with Hermitian
symmetric spaces as follows. Let αmax =
∑
i aipii be a maximal root for ∆
+. Then
〈Z, αmax〉 =
∑
i ai〈Z, pii〉, where all ai are integer with ai ≥ 1. Note that 〈Z, pii〉 = 0
for pii ∈ I2(Z) and 〈Z, pii〉 = 1 for pii ∈ I1(Z). There is at least one pij in I1(Z), hence
〈Z, αmax〉 = 1, and such pij should be unique, moreover, aj = 1. Therefore, pij is a
non-compact root and pii ∈ I2(Z) for all i 6= j. Every non-compact root determines a
Hermitian symmetric space as it was shown in [31].
Lemma 10. In the above notations, for any w ∈ W the Killing field Z0 + w(Z1) has
constant length on (M, g).
Proof. By properties of W (see section 4), there is an inner automorphism ψ of
g1 such that t is stable under ψ and w(Z1) = ψ(Z1). We may consider ψ as an
automorphism of g = c⊕g1⊕· · ·⊕gk (it acts identically on all other summands). By
lemma 5, the Killing field Z0 + w(Z1) = Z0 + ψ(Z1) = ψi(Z0 + Z1) also has constant
length.
Proposition 8. In the notation as above, for any α ∈ I1(Z), the following equalities
hold:
g(Z, vα) = 0, g(Uα, Uα) = g(Vα, Vα) = g(α, Z) =
1
〈α, α〉
g(α, α),
g(Uα, Vα) = g(α, Uα) = g(α, Vα) = 0, g(α, α) = 〈α, α〉 g(α, Z).
Proof. The equality g(Z, vα) = 0 follows from corollary 3. Substituting X := Z,
Z := Vα and Y := Uα in the equality g([Z, [Y,X ]], X) + g([Y,X ], [Z,X ]) = 0 (see (4)
in lemma 2) and using g(Z, vα) = 0 and (10), we get
0 = g([Vα, [Uα, Z]], Z) + g([[Uα, Z], [Vα, Z]) = −〈Z, α〉
2g(Uα, Vα) = −g(Uα, Vα).
Further,
0 = Uα · g(Uα, Vα) = g(Uα, [Uα, Vα]) = g(Uα, α),
0 = Vα · g(Uα, Vα) = g([Vα, Uα], Vα) = −g(α, Vα).
Since g(Uα, Z) = 0, then
0 = Vα · g(Uα, Z) = −g(α, Z) + g(Uα, 〈Z, α〉Uα) = g(Uα, Uα)− g(α, Z).
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Analogously,
0 = Uα · g(Vα, Z) = g(α, Z) + g(Vα,−〈Z, α〉Vα) = −g(Vα, Vα) + g(α, Z).
Further, since g(Uα, α) = g(Vα, α) = 0, we get
0 = Uα · g(Vα, α) = g([Uα, Vα], α) + g(Vα, [Uα, α]) = g(α, α)− 〈α, α〉g(Vα, Vα),
0 = Vα · g(Uα, α) = g([Vα, Uα], α) + g(Uα, [Vα, α]) = 〈α, α〉g(Uα, Uα)− g(α, α).
The obtained equalities prove the proposition.
Lemma 11. For every α, β ∈ I1(Z) the condition g(vα, vβ) = 0 is equivalent to the
condition g([vα, vβ], Z) = 0. In particular, g(vα, vβ) = 0 follows from [vα, vβ] ⊂ m.
Proof. By proposition 8 we have g(vα, Z) = g(vβ, Z) = 0. Further, for any Y ∈ vα
and X ∈ vβ we have
0 = X · g(Y, Z) = g([X, Y ], Z) + g(Y, [X,Z]) = g([X, Y ], Z)− g(Y, LZ(X)),
Since LZ is bijective on vβ, this proves the first assertion of the lemma. The second
assertion follows from the first one and corollary 3.
Proposition 9. For α, β ∈ I1(Z), the equality g(α, vβ) = 0 holds under each of the
following conditions:
1)α = β ; 2) 〈α, β〉 = 0 ; 3) g(vα, vβ) = 0 .
If X ∈ t is such that g(X,α) = 0, then g(X, vα) = 0.
Proof. If α = β, then g(vα, β) = 0 by proposition 8. Further, suppose that
〈α, β〉 = 0, which implies [α, vβ] = 0. Since g(α, α) = 〈α, α〉 g(α, Z) by proposition 8,
we get
0 = 2g([X,α], α) = X · g(α, α) = 〈α, α〉X · g(α, Z) = 〈α, α〉 g(α, [X,Z])
for any X ∈ vβ, where 〈α, β〉 = 0 (note that [α, vβ] = 0 for 〈α, β〉 = 0). Since
[Z, vβ] = vβ, we get g(α, vβ) = 0.
Now, suppose that g(vα, vβ) = 0. If 〈α, β〉 = 0 then we can apply 2). Consider the
case 〈α, β〉 6= 0.
By proposition 8 we have g(Uα, Uα) = g(Vα, Vα) =
1
〈α,α〉
g(α, α). From the equality
g(vα, vβ) = 0 we get
0 = −2Uα · g(Uα, Uβ) = 2g(Uα, [Uβ, Uα]) = Uβ · g(Uα, Uα),
0 = −2Vα · g(Vα, Vβ) = 2g(Vα, [Vβ, Vα]) = Vβ · g(Vα, Vα).
Therefore,
0 = Uβ · g(Uα, Uα) =
1
〈α,α〉
(
Uβ · g(α,α)
)
=
2
〈α,α〉
g([Uβ , α], α) = −
2〈α, β〉
〈α,α〉
g(Vβ , α),
0 = Vβ · g(Vα, Vα) =
1
〈α,α〉
(
Vβ · g(α,α)
)
=
2
〈α,α〉
g([Vβ , α], α) =
2〈α, β〉
〈α,α〉
g(Uβ , α).
Hence, g(α, vβ) = 0 in this case too.
Finally, if g(X,α) = 0 for X ∈ t, then for any Y ∈ vα we get 0 = Y · g(X,α) =
g([Y,X ], α) + g(X, [Y, α]). Since [Y,X ] ∈ vα, we get g([Y,X ], α) ⊂ g(vα, α) = 0.
Hence, g(X, [Y, α]) = 0. Since Y is an arbitrary in vα, then g(X, vα) = 0.
Remark 2. Note that [vα, vβ] = 0 implies 〈α, β〉 = 0. Such roots α and β are called
strongly orthogonal.
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Lemma 12. If g(vα, β) = 0 for some α, β ∈ I1(Z), then
〈α, β〉 g(Uα, Uα) = 〈α, β〉 g(Vα, Vα) = g(α, β).
In particular, if α, β ∈ I1(Z) are such that 〈α, β〉 = 0, then g(α, β) = 0.
Proof. By direct calculations we get
0 = Uα · g(Vα, β) = g([Uα, Vα], β) + g(Vα, [Uα, β]) = g(α, β)− 〈α, β〉g(Vα, Vα).
From this, proposition 8 and proposition 9 we get the lemma.
Proposition 10. Put v :=
⊕
α∈∆+ vα. Then the following assertions holds.
1) If g(t, v) = 0 on (M, g), then every X ∈ g1 has constant length on (M, g);
2) If the roots of g1 have one and the same length, and g(t, vα) = 0 for some
α ∈ ∆+, then g(t, v) = 0 on (M, g).
Proof. For every X ∈ t we have g(X, vα) = 0 for all α ∈ ∆
+. This obviously
implies that g([X, [X, Y ]], X) = 0 on (M, g) for every Y ∈ g. Hence, X has constant
length on (M, g) by proposition 2, that proves 1).
Suppose that g(t, vα) = 0 for some α ∈ ∆
+. Let η be an inner automorphism of
g1 (and of g after the natural extension of the action), such that η(t) = t. Then
g(t, η(vα)) = g(η(t), η(vα)) = 0 by lemma 5. Restriction of η to t is an element w of
the Weil group W . If β = w(α), this mean g(t, vβ) = 0. Since all w ∈ W could be
obtained by this manner (see section 4), then g(t, vw(α)) = 0 for all w ∈ W . Since the
Weyl group acts transitively on the set of the roots of a fixed length, then g(t, v) = 0
for g1 with the roots of one and the same length.
Remark 3. The list of simple Lie algebras with the roots of one and the same length
is the following: Al = su(l + 1), Dl = so(2l), e6, e7, e8.
Now we are ready to finish the proof theorem 2.
Proposition 11. If the case 2) of proposition 6 holds but 1) does not hold, then the
pair (g1, k) is one of the following irreducible Hermitian symmetric pair:
1) (su(p+ q), su(p)⊕ su(q)⊕ R), p ≥ q ≥ 1;
2) (so(2n), su(n)⊕ R), n ≥ 5;
3) (so(p+ 2), so(p)⊕ R), p ≥ 5;
4) (sp(n), su(n)⊕ R), n ≥ 2.
Proof. There are the following irreducible Hermitian symmetric pair (see [31]
or [32]): (su(p + q), su(p) ⊕ su(q) ⊕ R), p ≥ q ≥ 1; (so(2n), su(n) ⊕ R), n ≥ 5;
(so(p+ 2), so(p)⊕R), p ≥ 5; (sp(n), su(n)⊕R), n ≥ 2; (e6, so(10)⊕R); (e7, e6 ⊕R).
We should exclude the last two pairs. Let us start with the pair (e6, so(10)⊕ R).
There are two non-compact roots for e6: pi1 and pi6, but we may consider only first
case, because the second is reduced to the first by a suitable automorphism of the Lie
algebra e6. Hence Z ∈ t is such that 〈Z, pii〉 = 0 for i = 2, . . . , 6. Up to multiple by a
constant we get Z = 2
3
(e8 − e7 − e6), see section 4.
All root α = 1
2
(
e8−e7−e6+
∑5
i=1(−1)
viei
)
with even
∑5
i=1 vi are in I1(Z). Consider
also β = 1
2
(
e8−e7−e6+
∑5
i=1(−1)
uiei
)
with even
∑5
i=1 ui, α 6= β. Clear that 〈α, β〉 = 0
if and only if
∑5
i=1(−1)
vi+ui = −3, that means that (u1, . . . , u5) and (v1, . . . , v5) are
distinct exactly in four coordinates. Put (v1, . . . , v5) = (1, 1, 1, 1, 0) and let (u1, . . . , u5)
be such that u5 = 1 and there are exactly one 0 among ui, 1 ≤ i ≤ 4.
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If we consider also γ := 1
2
(
e8 − e7 − e6 +
∑5
i=1 ei
)
, then 〈α, γ〉 = 〈β, γ〉 = 0 and
g(α, vγ) = g(β, vγ) = g(α−β, vγ) = 0 by proposition 9. The vectors α−β are exactly
all vectors of the form e5 − ei, 1 ≤ i ≤ 4. Moreover, g(γ, vγ) = 0 by proposition 9.
Hence, g(α−γ, vγ) = 0. Since γ−α = e1+e2+e3+e4, then g(ei, vγ) = 0 for 1 ≤ i ≤ 5.
Moreover, g(e8 − e7 − e6, vγ) = 0, because e8 − e7 − e6 = 2γ −
∑5
i=1 ei. Therefore,
g(t, vγ) = 0 and all X ∈ g1 has constant length on (M, g) by proposition 10. Hence,
this case could be excluded.
Now, consider the pair (e7, e6 ⊕R). There is only one non-compact root for e7: pi7.
Hence Z ∈ t is such that 〈Z, pii〉 = 0 for i = 1, . . . , 6. Up to multiple by a constant
we get Z = 1
2
(e8 − e7 + 2e6), see section 4. It is clear that e8 − e7 ∈ I1(Z) and
e6± ei ∈ I1(Z) for 1 ≤ i ≤ 5. A root β =
1
2
(
e8− e7+
∑6
i=1(−1)
viei
)
with odd
∑6
i=1 vi
is in I1(Z) if and only if v6 = 0.
Note that 〈e8−e7, e6±ei〉=0 for 1 ≤ i ≤ 5. By proposition 9, we have g(α, vα) = 0,
where α = e8−e7 and g(ei, vα) = 0 for all 1 ≤ i ≤ 6. Therefore, g(t, vα) = 0 on (M, g)
and all X ∈ g1 has constant length on (M, g) by proposition 10. Consequently, this
case also could be excluded.
Proof of theorem 2. The proof follows immediately from propositions 6, 7,
and 11.
7. Further study of the Hermitian case
In this section we describe some important properties of Killing vector fields of
constant length Z = Z0 + Z1 for the following Hermitian symmetric pairs:
(su(p+ q), su(p)⊕ su(q)⊕ R), p ≥ q ≥ 1; (so(2n), su(n)⊕ R), n ≥ 5;
(so(p+ 2), so(p)⊕ R), p ≥ 5; (sp(n), su(n)⊕ R), n ≥ 2.
This information could be useful in the forthcoming study of homogeneous Riemann-
ian manifolds with nontrivial Killing vector fields of constant length.
We start with the following question.
Question 1. Let Z = Z0 + Z1, be a Killing field of constant length on (M, g), where
Z0 ∈ c, Z1 ∈ g1, Z1 6= 0 as in theorem 2. Is it true that Z1 is also a Killing field of
constant length on (M, g)?
We know that the answer to this question is negative in general (see example 5 in
section 1 and proposition 13 below). But the answer is positive for some types of
simple Lie algebras g1. Recall also that the Killing field Z0 ∈ c always has constant
length on (M, g).
Proposition 12. If, in the above notation, there is an inner automorphism of g1,
such that ψ(Z1) = −Z1, then both Killing fields Z0 − Z1 and Z1 have constant length
on (M, g). This is the case when the Weyl group W of g1 contains the map − Id.
Proof. Indeed, Z0 − Z1 = Z0 + ψ(Z1) has constant length (by lemma 2) with
the same k and m as Z = Z0 + Z1 has. Since g(Z0 ± Z1,m) = 0 by corollary 3, we
get g(Z0,m) = 0 and g(Z1,m) = 0. Hence, Z1 has constant length by proposition 2,
because Im(LZ) = Im(LZ1) = m.
Finally, if W contains the map − Id, then there is an inner automorphism η of g
such that η(Z1) = −Z1 by properties of the Weyl group W in section 4.
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Remark 4. Note that the Weyl group W of a simple Lie algebra g does not contain
the map − Id, if and only if g is one of the following Lie algebras (see e.g. corollary
5.6.3 in [11]): su(l + 1) = Al, l ≥ 2, so(4k + 2) = D2k+1, k ≥ 1, e6.
Proposition 13. If, in the above notation, Z1 has constant length on (M, g), then
g(Z0, g1) = 0 on (M, g). In particular, if g = c ⊕ g1 and M is simply connected in
addition, then Z0 = 0.
Proof. Since both Z = Z0 + Z1 and Z1 has constant length on (M, g), then
g(Z,m) = g(Z1,m) = 0, where m is the 〈·, ·〉-orthogonal complement to k (the central-
izer of Z1 and Z in g1), see corollary 3. Hence, g(Z0,m) = 0 and 0 = m · g(Z0,m) =
g(Z0, [m,m]). Since m+ [m,m] is an ideal in g1 by lemma 6, then m+ [m,m] = g1 and
consequently, g(Z0, g1) = 0. The second assertion follows from the fact that g1 acts
transitively on simply connected M (see e.g. proposition 9 on p. 94 in [24]).
Now, we are going to discuss four Hermitian pairs in theorem 2 in more details.
1. The pair (su(p + q), su(p) ⊕ su(q) ⊕ R), p ≥ q ≥ 1. For the Lie algebra
su(p+ q), all simple roots pii, 1 ≤ i ≤ p+ q−1, are non-compact, see section 4. Let us
fix i = p. Then Z1 is 〈·, ·〉-orthogonal to all pij = ej−ej+1, j 6= p. Up to multiplication
by a constant, we have
Z1 =
1
p+ q
(
q (e1 + e2 + · · ·+ ep)− p (ep+1 + · · ·+ ep+q)
)
. (16)
A root α = ei − ej is in I1(Z) ⊂ ∆
+ if and only if i ≤ p and j ≥ p+ 1 (in such a case
〈Z, α〉 = 1).
Now, suppose that q ≥ 2 and consider pairwise distinct indices i, j, k, l. Using
properties of the Weyl group W of su(p+ q) (which is the permutation group of the
vectors ei, 1 ≤ i ≤ p+ q), we can choose a Killing fields of constant length of the type
Z0+w(Z1), w ∈ W , (see lemma 10) in such a way, that α, β ∈ I1(Z0+w(Z1)), where
α = |ei − ej | and β = |ek − el|. Since [vα, vβ] = 0 and 〈α, β〉 = 0, then we get
g(vα, vβ) = g(vα, β) = g(α, vβ) = g(α, β) = 0 (17)
on (M, g) by lemmas 11, 12 and proposition 9. In particular, there are q roots αi,
1 ≤ i ≤ q such that g(αi, αj) = 0 on (M, g) for i 6= j.
Note also that g(α, α) = 〈α, α〉 g(α, Z) = 2g(α, Z) by proposition 8 for any α =
ei − ej ∈ I1(Z). Now, we suppose that Z0 = 0. Then, using the explicit form of
Z = Z1 (16) and (17) we get
p+ q
2
g(ei − ej , ei − ej) = (p + q)g(Z, ei − ej)
= g
(ei − ej) + ∑
k≤p,k 6=i
(ek − ej) +
∑
l>p,l 6=j
(ei − el), ei − ej

Let us fix r ≤ p and s > p such that r 6= i and s 6= j, then using (17) again, we get
p+ q
2
g(ei − ej , ei − ej) = (p+ q)g(Z, ei − ej) = g(ei − ej , ei − ej)
+g
 ∑
k≤p,k 6=i
(
(ek − er) + (er − ej)
)
+
∑
l>p,l 6=j
(
(ei − es) + (es − el)
)
, ei − ej

= g(ei − ej , ei − ej) + (p− 1)g(er − ej , ei − ej) + (q − 1)g(ei − es, ei − ej),
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that is equivalent to
(p+ q − 2)g(ei − ej, ei − ej) = 2(p − 1)g(er − ej , ei − ej) + 2(q − 1)g(ei − es, ei − ej). (18)
Using the Weyl group as above, we see that (18) is fulfilled for every distinct i, j, r, s.
Interchanging i and j, as well as r and s, in (18), we get
(p+ q − 2)g(ei − ej, ei − ej) = 2(q − 1)g(er − ej , ei − ej) + 2(p − 1)g(ei − es, ei − ej).
Subtracting (18) from the this equality, we get (p− q)g(er + es − ei − ej, ei − ej) = 0,
that implies g(er − ej , ei − ej) = g(ei − es, ei − ej) for p 6= q. From this and (18) we
get
(p+ q − 2)g(ei − ej , ei − ej) = 2(p+ q − 2)g(ei − es, ei − ej),
that implies g(ei−ej , ei−ej−2(ei−es)) = 0. Put α = ei−ej , then we get g(vα, α) = 0
and g(vα, ei − es) = 0 for any s 6= i by proposition 9. Therefore, g(vα, t) = 0 and
every X ∈ g1 = su(p+ q) has constant length on (M, g) by proposition 10. Then we
get
Proposition 14. If Z = Z1 (i.e. Z0 = 0) for the pair (su(p+ q), su(p)⊕ su(q)⊕ R)
and p 6= q ≥ 2, then every X ∈ g1 = su(p+ q) has constant length on (M, g).
Note also that for p = q there is w ∈ W such that w(Z1) = −Z1, hence, Z1 is a
Killing field of constant length on (M, g) by proposition 12.
2. The pair (so(2n), su(n)⊕R), n ≥ 5. For the Lie algebra so(2n), the are three
non-compact roots, pi1 and pin−1, and pin, see section 4. For this pair we should choose
pin (pin−1 lead to the same result due to a suitable automorphism of so(2n), and pi1
corresponds to another pair). Then Z1 is 〈·, ·〉-orthogonal to all pii = ei − ei+1, i < n.
Up to multiplication by a constant, we have
Z1 =
1
2
(
e1 + e2 + · · ·+ en−1 + en
)
. (19)
Clear that I1(Z) ⊂ ∆
+ consists of the root α = ei+ ej , 1 ≤ i < j ≤ n, and 〈Z, α〉 = 1
for such α.
Let us choose distinct indices i, j, k, l and put α = ei + ej, β = ek + el. Since
[vα, vβ] = 0 and 〈α, β〉 = 0, then we get
g(vα, vβ) = g(vα, β) = g(α, vβ) = g(α, β) = g(ei + ej , ek + el) = 0 (20)
on (M, g) by lemmas 11, 12 and proposition 9. The Weyl group W permutes ei, 1 ≤
i ≤ n, and changes the signs of even numbers of the basic vectors. Using Z0 + w(W )
for a suitable w ∈ W instead of Z = Z0+Z1, we easily get that g(ei+ ej , ek − el) = 0
too (here we have used that n ≥ 5). Therefore, g(ei + ej , ek) = 0. Using the Weyl
group one more time, we get g(ei, ek) = 0 on (M, g) for any i 6= k.
Proposition 15. If a Killing field Z = Z0 + Z1 has constant length on (M, g) for
the pair (so(2n), su(n) ⊕ R), then there exist n pairwise commuting Ui ∈ so(2n),
1 ≤ i ≤ n, such that 〈Ui, Uj〉 = δij, Z1 = c ·
∑n
i=1 Ui for some positive c ∈ R and
g(Ui, Uj) = 0 for i 6= j on (M, g).
Note that δij above means the Kronecker delta, i.e. δij = 1 for i = j and δij =
0 for i 6= j. It should be noted also that for even n, the Weyl group contained
− Id, Therefore, Z1 is also Killing field of constant length on (M, g) in this case by
proposition 12.
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3. The pair (so(p + 2), so(p)⊕ R), p ≥ 5. In this case we should distinguish the
subcase p = 2l− 2 for some integer l ≥ 4 and the subcase p = 2l− 1 for some integer
l ≥ 3.
If so(p+2) = so(2l), we should consider non-compact root pi1 = e1−e2, see section 4.
Then Z1 is 〈·, ·〉-orthogonal to all pii, 2 ≤ i ≤ n. Up to multiplication by a constant,
we have
Z1 = e1. (21)
Clear that I1(Z) ⊂ ∆
+ consists of the root α = e1 ± ei, 2 ≤ i ≤ n, and 〈Z, α〉 = 1 for
such α.
If so(p+2) = so(2l+1), a unique non-compact root in so(2l+1) is also pi1 = e1−e2
and we have Z as in (21). Note, however, that in this subcase Z1 is also the root.
I1(Z) ⊂ ∆
+ consists of the roots α = e1 ± ei, 2 ≤ i ≤ n, and e1.
The next arguments work both so(p + 2) = so(2l) and so(p + 2) = so(2l + 1).
Let Fi,j be a (p + 2)× (p + 2)-matrix (a t,s) with all zero entries excepting ai,j = −1
and aj,i = 1. We will identify F2i−1,2i with ei in so(p + 2), see e.g. chapter 8 in [4].
Hence F1,2 = e1 = Z1. If we take a = diag
((
0 1
1 0
)
, 1, . . . ,1
)
∈ SO(p + 2), then
Ad(a)(F1,2) = −F1,2. Therefore, Z1 = F1,2 is also constant length on (M, g) by
proposition 12. In what follows, we assume that Z = Z1 = F1,2.
Now, for all a ∈ SO(p + 2) and all c ∈ R, the vector Ad(a)(cF1,2) has constant
length on (M, g) by lemma 5. From this observation we get that all X ∈ f have
constant length on (M, g), where f is the subalgebra of so(p + 2), spanned by the
Killing vector fields F1,2, F2,3, and F1,3.
For every X, Y ∈ f we have 2g(X, Y ) = g(X+Y,X+Y )−g(X,X)−g(Y, Y ) = const,
because all X ∈ f have constant length. Hence, 2∇XY = [X, Y ] ∈ f by lemma 3. This
means that the distribution f is autoparallel on (M, g).
Moreover, R(X, Y )Y = −∇Y∇YX = −
1
4
[Y, [Y,X ]] by lemma 4. But it is easy to
see that [Y, [Y,X ]] = −X for any X, Y ∈ f such that 〈X,X〉 = 〈Y, Y 〉 = 〈F1,2, F1,2〉
and 〈X, Y 〉 = 0 (f is isomorphic to so(3)). Therefore, R(X, Y )Y = 1
4
X . Moreover,
g(X, Y ) = 0 by proposition 2 and g(Y, Y ) = g(F1,2, F1,2) by lemma 5. Hence, the
sectional curvature of the plane spanned by X an Y (at every point x ∈M) is equal
g(R(X, Y )Y,X)
g(X,X)g(Y, Y )− g(X, Y )2
=
1
4g(Y, Y )
=
1
4g(F1,2, F1,2)
= const .
It is clear, that the subalgebra ψ(f) in so(p+2), where ψ is any inner automorphism
of so(p+ 2), also consist of Killing vector fields of constant length. In particular, any
Fi,j ∈ so(p+ 2), i 6= j, has constant length on (M, g). From this we get
0 = Fk,j · g(Fi,k, Fi,k) = 2g([Fk,j, Fi,k], Fi,k) = 2g(Fi,j, Fi,k), i 6= k.
therefore, the linear subspace Pi := Lin(Fi,j | j 6= i) in so(p + 2) consists of Killing
vector fields of constant length. Therefore, we get
Proposition 16. If a Killing vector field Z = Z0 + Z1 has constant length on (M, g)
for the pair (so(p+ 2), so(p)⊕ R), then the following assertions hold:
1) The Killing field Z1 has constant length too;
2) There is a 3-dimensional Lie subalgebra f in so(p + 2), that consists of Killing
fields of constant length and such that all orbits of the subgroup exp(f) ⊂ exp(g) = G
in (M, g) are totally geodesic and have (one and the same) constant positive curvature;
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3) There are (p+1)-dimensional linear subspaces in so(p+2), that consist of Killing
vector fields of constant length.
Note that linear subspaces, that consist of Killing vector fields of constant length
are called Clifford-Killing spaces in [8], where Clifford-Killing spaces for Euclidean
spheres were studied in particular. The authors of [34] use the term Clifford-Killing
vector fields for Killing vector fields of constant length.
4. The pair (sp(n), su(n) ⊕ R), n ≥ 2. A unique non-compact root in sp(n)
is pin = 2en. Therefore, Z1 is 〈·, ·〉-orthogonal to all pii = ei − ei+1, i < n. Up to
multiplication by a constant, we have
Z1 =
1
2
(
e1 + e2 + · · ·+ en−1 + en
)
. (22)
Clear that I1(Z) ⊂ ∆
+ consists of the roots 2ei, 1 ≤ i ≤ n, and ei+ej , 1 ≤ i < j ≤ n.
Let us choose distinct indices i, j and put α = 2ei, β = 2ej. Since [vα, vβ] = 0 and
〈α, β〉 = 0, then we get
g(vα, vβ) = g(vα, β) = g(α, vβ) = g(α, β) = 4g(ei, ej) = 0 (23)
on (M, g) by lemmas 11, 12 and proposition 9.
Since the Weyl group W for sp(n) contains the map − Id, then the Killing fields Z1
also has constant length on (M, g) by proposition 12.
Proposition 17. If a Killing field Z = Z0+Z1 has constant length on (M, g) for the
pair (sp(n), su(n) ⊕ R), then the Killing field Z1 also has constant length on (M, g)
and there exist n pairwise commuting Ui ∈ sp(n), 1 ≤ i ≤ n, such that 〈Ui, Uj〉 = δij,
Z1 = c ·
∑n
i=1 Ui for some positive c ∈ R and g(Ui, Uj) = 0 for i 6= j on (M, g).
8. Unsolved questions
Results of this paper can be used for the classification of homogeneous Riemannian
manifold with Killing vector fields of some special kinds. We state some unsolved
questions and problems in this direction.
Problem 1. Classify homogeneous Riemanninan spaces (G/H, g) with nontrivial
Killing vector fields of constant length, where G is simple.
Recall, that normal homogeneous Riemanninan spaces (G/H, g) with Killing fields
of constant length, where G is simple, are classified in [34]. On the other hand, the set
of G-invariant metrics on a space G/H could have any dimension even for simple G.
Question 2. Let (M, g) be a Riemannian homogeneous manifold, G be its full con-
nected isometry group, and Z ∈ g be a Killing vector field of constant length on (M, g).
Does k, the centralizer of Z in g, acts transitively on M?
Note, that for symmetric spaces (M = G/H, g) we have an affirmative answer to
this question (see lemma 3 in [6]). Of course, question 2 is interesting even under an
additional assumption that the group G is simple.
There is a natural generalization of normal homogeneous spaces. Recall, that a
Riemannian manifold (M = G/H, g), where H is a compact subgroup of a Lie group
G and g is a G-invariant Riemannian metric, is called a geodesic orbit space if any
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geodesic γ of M is an orbit of 1-parameter subgroup of the group G, detailed in-
formation on this class of homogeneous Riemannian manifolds one can find e.g. in
[1, 2, 9, 20, 27]. It is known that all normal homogeneous space are geodesic orbit.
The following problem is natural.
Problem 2. Classify geodesic orbit Riemannian space with nontrivial Killing vector
fields of constant length.
Recall the following result of [23]: If (M = G/H, g) is a geodesic orbit Riemannian
space, g is its Lie algebra of Killing fields, and a is an abelian ideal in g, then every
X ∈ a has constant length on (M, g). Hence it suffices to study only homogeneous
spaces G/H with semisimple G in problem 2.
Note that the examples from section 1 cover all possibilities in theorem 2, excepting
the case 3), where we have examples only for specific values of p.
Question 3. Is there a Riemannian homogeneous space (M = G/H, g) with a Killing
vector field of constant length Z ∈ g, corresponded to the case 3) in theorem 2, i.e.
(g1, k) = (so(p+ 2), so(p)⊕ R), for p = 6 and p ≥ 8?
For p = 5 and p = 7 see examples 6 and 7. Note that proposition 16 gives serious
restrictions on a Riemannian manifold (M = G/H, g) as in question 3.
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