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SEQUENTIAL QUADRATIC OPTIMIZATION FOR NONLINEAR
OPTIMIZATION PROBLEMS ON RIEMANNIAN MANIFOLDS∗
M. OBARA†, T. OKUNO‡, AND A. TAKEDA†‡
Abstract. We consider optimization problems on Riemannianmanifolds with equality and inequality constraints,
which we call Riemannian nonlinear optimization (RNLO) problems. Although they have numerous applications,
the existing studies on them are limited especially in terms of algorithms. In this paper, we propose Riemannian
sequential quadratic optimization (RSQO) that uses a line-search techniquewith an `1 penalty function as an extension
of the standard SQO algorithm for nonlinear optimization problems in Euclidean spaces to Riemannian manifolds.
We prove its global convergence to a Karush-Kuhn-Tucker point of the RNLO problem by means of parallel transport
and exponential mapping. Furthermore, we establish its local quadratic convergence by analyzing the relationship
between sequences generated by RSQO and the Riemannian Newton method. Ours is the first algorithm for solving
RNLO problems that has both global and local convergence properties for constrained optimization. Empirical
results show that RSQO finds solutions more stably and with higher accuracy compared with the existing Riemannian
penalty and augmented Lagrangian methods.
Key words. Riemannian manifolds, Riemannian optimization, Nonlinear optimization, Sequential quadratic
optimization, `1 penalty function
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1. Introduction. In this paper, we consider the following problem:
min
x∈M
f (x)
subject to gi (x) ≤ 0, for all i ∈ I B {1, . . .,m} ,
hj (x) = 0, for all j ∈ E B {1, . . .,n} ,
(1.1)
where M is a d-dimensional Riemannian manifold and f , {gi}i∈I ,and
{
hj
}
j∈E are twice
continuously differentiable functions fromM to R. Moreover,M is assumed to be connected
and complete. Throughout this paper, we call problem (1.1) the Riemannian nonlinear
optimization problem and abbreviate it as the RNLO problem. This problem is a natural
extension of the standard nonlinear optimization problem in Euclidean spaces to Riemannian
manifolds. Indeed, ifM = Rd , (1.1) reduces to the standard problem on Rd .
By virtue of its versatility, many applications of RNLO (1.1) arise naturally in various
fields, such as machine learning, control theory, and so forth. For instance, nonnegative
low-rank matrix completion [25] can be formulated as an optimization problem on a fixed-
rank manifold with nonnegative inequality constraints. k-means [10] can be represented as
a problem on the Stiefel manifold with equality and inequality constraints. Robotic posture
computations [9] and nonnegative principal component analysis [29] are also representative
examples.
Optimization on Riemannian manifolds, called Riemannian optimization, has seen ex-
tensive development in the last few decades for unconstrained cases, namely, RNLO (1.1)
with I = ∅ and E = ∅. Absil et al. [1] laid out theories for algorithms such as the geo-
metric Newton method, and Riemannian trust-region method. On the basis of their work,
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unconstrained Riemannian optimization algorithms and their applications have advanced in
various ways; see [16, 7, 5, 23, 32, 4, 30, 31], for example. We also refer the reader to the
latest book by Boumal [6] for an introduction to unconstrained Riemannian optimization and
the comprehensive survey article by Hu et al. [14] for recent developments on Riemannian
optimization.
In contrast, studies on constrained optimization problems on Riemannian manifolds are
still very scarce. Yang et al. [28] providedKarush-Kuhn-Tucker (KKT) conditions and second-
order necessary and sufficient conditions for RNLO (1.1). Bergmann and Herzog [2] extended
constraint qualifications from Euclidean spaces to smooth manifolds. Liu and Boumal [20]
developed an augmented Lagrangian method and an exact penalty method combined with
smoothing techniques. They also showed the global convergence properties of the algorithms.
As far as we know, they were the first to present algorithms for constrained Riemannian
optimization problems of the (1.1) form. Moreover, sequential quadratic optimization (SQO)
or sequential quadratic programming (SQP) algorithms, which are our interest here, have
been extended from Euclidean spaces to Riemannian manifolds in several ways, as explained
below.
The SQO algorithm is one of the most effective algorithms for nonlinear optimization in
a Euclidean space. The strength of SQO is that it converges both globally and locally under
certain assumptions [21]. We refer readers to a survey article by Boggs and Tolle [3] for
details on SQO in a Euclidean space. Below, we shall review the existing work on SQO on
Riemannian manifolds. Schiela and Ortiz [24] proposed an SQO method for problems on
manifolds with only equality-constrained cases, i.e., RNLO (1.1) with I = ∅, and studied its
local convergence property. Their algorithmic policy is to perform two steps, called normal
and tangential steps, to improve feasibility and optimality. Brossette et al. [9] proposed an
SQO algorithm for problems having only inequality constraints, i.e., RNLO (1.1) with E = ∅.
However, they did not theoretically examine the convergence of SQO and instead focused on
its application to a problem in robotics.
It is worthwhile to note that as yet there is no SQO algorithm on Riemannian manifolds
which is ensured to have global convergence, to the best of our knowledge. Moreover, there is
no SQO algorithm for RNLO (1.1) with E , ∅ and I , ∅. One may think that such an RNLO
can be handled by the existing SQO methods mentioned above because inequality constraints
gi(x) ≤ 0 (i ∈ I) can be transformed into equality constraints gi(x)+u2i = 0 (i ∈ I) by means of
squared slack variables u2i ∈ R (i ∈ I), and moreover, equality constraints hj(x) = 0 ( j ∈ E) can
be expressed as two inequalities hj(x) ≤ 0, hj(x) ≥ 0 ( j ∈ E). However, these manipulations
may impair the solution of the problem. For example, the use of squared slack variables may
increase the number of KKT points that do not satisfy the KKT conditions of the original
problem. Moreover, by splitting the equality constraints into two inequalities, the linear
independence constraint qualification necessarily fails at any feasible point. From the above
standpoint, it would be advantageous to have an algorithm that can directly solve RNLO (1.1)
with both inequality and equality constraints.
1.1. Our contribution. In this paper, we propose an SQO algorithm for RNLO (1.1).
We will often call this algorithm the Riemannian SQO algorithm, or RSQO algorithm for
short. Given an iterate, the proposed RSQO algorithm finds a search direction by solving a
quadratic subproblem that is organized on a tangent space of the manifoldM. Unlike SQO
in a Euclidean space, we make use of retraction, which is a concept specific to manifolds for
determining the next iterate inM. Next, along the curve defined by the retraction, we further
utilize the `1 penalty function, which is presented in [20] for RNLO (1.1), as a merit function
so as to compute an appropriate step length in accordance with the Armijo rule. We will
prove global convergence to a point satisfying the KKT conditions of RNLO (1.1). We will
RIEMANNIAN SQO FOR RIEMANNIAN NONLINEAR OPTIMIZATION PROBLEMS 3
also prove local quadratic convergence under certain regularity assumptions by considering
the relationship between sequences produced by the RSQO algorithm and the Riemannian
Newton method [1, Chapter 6]. Our contributions are summarized as follows:
1. The RSQO algorithm adequately handles both inequality and equality constraints.
Moreover, it is the first one that ensures both global and local convergence for
constrained optimization on Riemannian manifolds. The previous Riemannian algo-
rithms have either global or local convergence properties, not both.
2. We conduct numerical experiments clarifying that RSQO is very promising; it solved
the problems in our experiments more stably and with higher accuracy in comparison
with the existing Riemannian penalty and augmented Lagrangian methods.
1.2. Organization of the paper. The rest of this paper is organized as follows. In
section 2, we review fundamental concepts from Riemannian geometry and Riemannian
optimization. In section 3, we describe RSQO and analyze its global and local convergence
properties. In section 4, we provide numerical results on a minimum balanced cut problem
and nonnegative low-rank matrix completion problems. We also compare our algorithm with
the existing methods. In section 5, we summarize our research and state future work.
2. Preliminaries.
2.1. Notation and terminology from Riemannian geometry. Let us briefly review
some concepts from Riemannian geometry, following the notation of [1]. Let x ∈M and
TxM be the tangent space toM at x. A Riemannian manifold is a smooth manifold endowed
with a smooth mapping 〈·, ·〉 : x 7→ 〈·, ·〉x such that 〈·, ·〉x : TxM×TxM→ R is an inner
product called a Riemannian metric at x. The Riemannian metric induces the norm,
‖ξ‖x B
√
〈ξ, ξ〉x
for ξ ∈ TxM. The Riemannian metric also induces dist (·, ·) :M×M→ R, the Riemannian
distance between two points. Let (U, ϕ) be a chart ofM. Here, U ⊆M is an open set and
ϕ : U → ϕ (U) ⊆ Rd is a homeomorphism. When M = Rd , U is any open ball in the usual
sense and ϕ equals the identity map. We will often omit the subscript x when it is clear
from the context. From [18, Theorem 13.29], M is a metric space under the Riemannian
distance. According to the Hopf-Rinow theorem (see e.g. O’Neil [22]), every closed bounded
subset ofM is compact for a finite-dimensional connected complete manifold by regarding
M as a metric space. This fact further yields that any two points onM can be joined by a
(not necessarily unique) minimizing geodesic segment, a generalization of a straight line in a
Euclidean space.
Let V be a finite-dimensional vector space and l :V→ R be a continuous function. Here,
we define the one-sided directional derivative at p ∈ V along v ∈ V , denoted by l ′ (p;v), as
l ′ (p;v)B lim
t↓0
l (p+ tv)− l (p)
t
if the limit exists. Given a sufficiently smooth function θ :M→R, we denote byDθ (x) [ξ] ∈R
the differential of θ at x ∈M along ξ ∈ TxM. Particularly whenM =V , we have Dθ (x) [ξ] =
θ ′ (x;ξ) under TxV 'V , where TxV 'V is the canonical identification. Throughout this paper,
for a given vector space V and p ∈ V , we write TpV ' V when TpV is canonically identified
with V . For a precise definition of the differential on manifolds, see, e.g., Absil et al. [1].
The gradient of θ at x, denoted by gradθ (x), is defined as the unique element of TxM that
satisfies
〈gradθ (x), ξ〉x = Dθ (x) [ξ], ∀ξ ∈ TxM.(2.1)
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Note that, for any x ∈M, the above operator grad is R-linear: for any sufficiently smooth
functions θ1, θ2 :M→ R,
grad (aθ1 + bθ2) (x) = agradθ1 (x)+ bgradθ2 (x), ∀a,b ∈ R.
We will use the hat symbol to represent the corresponding counterparts in Rd , called
coordinate expressions, of the objects related toM or TxM: for any chart (U, ϕ) containing
x, we write
x̂ B ϕ (x), ξ̂ B Dϕ (x) [ξ], and θ̂ B θ ◦ϕ−1
for any ξ ∈TxM and θ :M→R. Note that Dθ (x) [ξ]=Dθ̂ (x̂)> ξ̂, whereDθ̂ (x̂) is the standard
gradient of θ̂ in Rd; i.e., Dθ̂ (x̂) is a d-dimensional vector whose i-th element is ∂θˆ(xˆ)∂xˆi ∈ R. We
denote by Ĝx̂ the coordinate expression of the Riemannian metric at x̂ under the chart. Here,
Ĝx̂ is a positive-definite matrix of size d whose (i, j)-th element is
〈
∂
∂ei
, ∂∂e j
〉
x
, where ∂∂ei
and ∂∂e j denote the i-th and j-th bases of TxM. WhenM = Rd , we can choose the canonical
scalar product as a Riemannian metric.
Let TM B ∪x∈MTxM be the tangent bundle. A retraction is a smooth mapping R :
TM→M with the following properties: let Rx denote the restriction of R to x. Then, it
holds that
Rx (0x) = x,
DRx (0x) = idTxM, under T0x (TxM) ' TxM,
(2.2)
where 0x is the zero element of TxM and idTxM denotes the identity mapping on TxM. Note
that, whenM = Rd , Rx (ξ) = x+ ξ is one of the retractions under TxRd ' Rd , for example.
The Riemannian Hessian operator at x of θ : M→ R is a linear mapping Hessθ (x) of
TxM into itself, defined by
Hessθ (x) [ξx]B ∇ξxgradθ, ∀ξx ∈ TxM,
where ∇ is the Levi-Civita connection onM, the unique symmetric connection compatible
with the Riemannian metric. Note that, for any x ∈M, the operator Hess is R-linear: for any
two sufficiently smooth functions θ1, θ2 :M→ R,
Hess (aθ1 + bθ2) (x) = aHessθ1 (x)+ bHessθ2 (x), ∀a,b ∈ R.
For i, j, ` = 1, . . .,d, let the real-valued function Γ`i j : U → R be the Christoffel symbol asso-
ciated with the Levi-Civita connection (or thus the Riemannian metric) and the chart. Note
that
Γ`i j = Γ
`
ji(2.3)
holds for each i, j, ` = 1, . . .,d. Particularly when M = Rd , Γ`i j = 0 for all i, j, ` = 1, . . .,d.
Using the Christoffel symbols, we obtain the coordinate expression of the inner product of the
Riemannian Hessian operator as follows: for all ξ,η ∈M,
〈Hessθ (x) [ξ], η〉 = ξ̂>
(
D2θ̂ (x̂)− Γ̂x̂
[
Dθ̂ (x̂)
] )
η̂,(2.4)
RIEMANNIAN SQO FOR RIEMANNIAN NONLINEAR OPTIMIZATION PROBLEMS 5
where
Γ̂x̂
[
Dθ̂ (x̂)
]
B
©­­­«
∑d
`=1 Γ
`
11 (x̂) ∂θ̂(x̂)∂e` · · ·
∑d
`=1 Γ
`
1d (x̂) ∂θ̂(x̂)∂e`
...
. . .
...∑d
`=1 Γ
`
d1 (x̂) ∂θ̂(x̂)∂e` · · ·
∑d
`=1 Γ
`
dd
(x̂) ∂θ̂(x̂)∂e`
ª®®®¬
and D2θ̂ (x̂) is the Hessian matrix of θ̂ at x̂ in the Euclidean sense, whose (i, j)-th element is
∂2 θ̂(x̂)
∂e j∂ei
∈ R. Note that Γ̂x̂
[
Dθ̂ (x̂)
]
is symmetric through relation (2.3).
2.2. Optimality conditions for RNLO. We define L (x, µ, λ) B f (x)+∑i∈I µigi (x)+∑
j∈E λjhj (x) for x ∈M, µ ∈ Rm, and λ ∈ Rn. The function L is called the Lagrangian of
RNLO (1.1) and µ ∈ Rm and λ ∈ Rn are Lagrange multipliers for the inequality and equality
constraints, respectively. For given µ ∈ Rm and λ ∈ Rn, we will often write
Lµ,λ (x)B L (x, µ, λ)(2.5)
for x ∈M. LetΩ denote the set of feasible points of RNLO (1.1). For x ∈Ω, let Ia (x) denote
the index set that corresponds to the active inequality constraints at x ∈ Ω, that is,
Ia (x)B {i ∈ I | gi (x) = 0} .(2.6)
Definition 2.1. ([28, eq. (4.3)])We say that the linear independence constraint qualifi-
cation (LICQ) holds at x ∈ Ω if{
gradgi (x),gradhj (x)
}
i∈Ia (x), j∈E are linearly independent in TxM.
Definition 2.2. ([28, eq. (4.8)]) We say that x∗ ∈ Ω satisfies the Karush-Kuhn-Tucker
conditions (KKT conditions) of RNLO (1.1) if there exist Lagrange multipliers µ∗ ∈ Rm and
λ∗ ∈ Rn such that the following hold:
grad f (x∗)+
∑
i∈I
µ∗i gradgi (x∗)+
∑
j∈E
λ∗jgradhj (x∗) = 0,(2.7a)
µ∗i ≥ 0, gi (x∗) ≤ 0, and(2.7b)
µ∗i gi (x∗) = 0, for all i ∈ I,(2.7c)
hj (x∗) = 0, for all j ∈ E .(2.7d)
We call x∗ a KKT point of RNLO (1.1) and refer to (x∗, µ∗, λ∗) as a KKT triplet of RNLO (1.1).
Proposition 2.3. ([28, Theorem 4.1]) Suppose that x∗ ∈ Ω is a local minimum of
RNLO (1.1) and that the LICQ holds at x∗. Then, x∗ satisfies the KKT conditions.
Definition 2.4. ([28, Theorem 4.3]) We say that a feasible point x∗ ∈ Ω satisfies the
second-order sufficient conditions (SOSCs) if the KKT conditions hold at x∗ with associated
Lagrange multipliers µ∗ and λ∗, and〈
HessLµ∗,λ∗ (x∗) [ξ], ξ
〉
x∗ > 0, ∀ξ ∈ F (x∗, µ∗, λ∗)\ {0} ,
where
F (x∗, µ∗, λ∗)B
ξ ∈ Tx∗M

〈
ξ,gradhj (x∗)
〉
= 0, for all j ∈ E,
〈ξ,gradgi (x∗)〉 = 0, for all i ∈ Ia (x∗) with µ∗i > 0,
〈ξ,gradgi (x∗)〉 ≤ 0, for all i ∈ Ia (x∗) with µ∗i = 0.
 .
Definition 2.5. Given a point x∗ ∈ Ω that satisfies the KKT conditions with associated
Lagrange multipliers µ∗ and λ∗, we say that the strict complementary condition (SC) holds if
exactly one of µ∗i and gi (x∗) is zero for each index i ∈ I. Hence, under the SC, we have µ∗i > 0
for each i ∈ Ia (x∗).
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3. Sequential quadratic optimization on a Riemannian manifold.
3.1. Description of proposed algorithm. Sequential quadratic optimization (SQO), or
sequential quadratic programming (SQP), is a well-known iterative method for nonlinear
optimization in a Euclidean space [21, 3]. In this section, we extend it to a Riemannian
manifoldM and analyze its global and local convergence properties. The proposed algorithm
is called Riemannian SQO, or RSQO for short. In contrast, we will often refer to SQO
methods in a Euclidean space as Euclidean SQO methods.
Let xk ∈M be a current iterate. In RSQO, we solve the following subproblem at xk to
have a search direction:
min
∆xk ∈TxkM
1
2
〈Bk [∆xk],∆xk〉 + 〈grad f (xk),∆xk〉
subject to gi (xk)+ 〈gradgi (xk),∆xk〉 ≤ 0, for all i ∈ I,
hj (xk)+
〈
gradhj (xk),∆xk
〉
= 0, for all j ∈ E,
(3.1)
where Bk : TxkM→ TxkM is a linear operator that is assumed to be symmetric and positive-
definite, that is,
Symmetry: 〈Bk [ξ], ζ〉 = 〈ξ,Bk [ζ]〉 , ∀ξ, ζ ∈ TxkM,
Positive-definiteness: 〈Bk [ξ], ξ〉 > 0, ∀ξ ∈ TxkM\
{
0xk
}
.
In the subproblem, the objective function is a quadratic model of the Lagrangian Lµk,λk at
xk with the k-th Lagrange multiplier estimates µk ∈ Rm and λk ∈ Rn, and the constraints
are linearizations of the original constraints at xk . By virtue of the positive-definiteness of
Bk , (3.1) is strongly convex and thus has a unique optimum, say ∆x∗k , if it is feasible. In
terms of the coordinate expression, we can transform the subproblem into a certain quadratic
optimization problem on Rd such that the optimum is ∆̂x∗
k
∈ Rd , the coordinate expression of
∆x∗
k
, which can be computed using existing algorithms such as an interior-point method [21].
Since the constraints of (3.1) are formed by affine functions defined on TxkM, the KKT
conditions hold at the optimum ∆x∗
k
in the absence of constraint qualifications. Hence, we
ensure that the equality and inequality constraints of (3.1) have Lagrange multiplier vectors
λ∗
k
and µ∗
k
, respectively, which compose the KKT conditions for (3.1).
RSQO employs the optimum ∆x∗
k
as the search direction. In the ordinary Euclidean SQO
method equipped with a line-search technique, the next iterate xk+1 is defined by xk +αk∆x∗k
with an appropriate step length αk > 0. However, in our Riemannian setting, xk+1 ∈M cannot
be generated in this way because the sum operation
(
xk,∆x∗k
)
7→ xk +αk∆x∗k is not generally
defined between the different spacesM and TxkM. To circumvent this difficulty, we utilize
a retraction R and set xk+1 = Rxk (αk∆x∗k). For the definition of R, see (2.2).
Next, we explain how the step length αk is computed. Similar to the Euclidean SQO
method, we make use of the following `1 penalty function defined on M as a merit func-
tion, which was first introduced together with the Riemannian penalty methods by Liu and
Boumal [20]:
Pρk (x)B f (x)+ ρk
(∑
i∈I
max {0,gi (x)}+
∑
j∈E
hj (x)) ,(3.2)
where ρk > 0 is a penalty parameter. The parameter ρk is determined according to the
previous one ρk−1 and the Lagrange multiplier vectors λ∗k and µ
∗
k
obtained by solving the
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Algorithm 3.1 Riemannian sequential quadratic optimization (RSQO)
Require: Riemannian manifold M, Riemannian metric〈·, ·〉 , twice continuously differen-
tiable functions f , {gi}i∈I ,
{
hj
}
j∈E : M→ R, merit function Pρ : M→ R, retraction
R : TM→M, ε > 0, ρ−1 > 0, β ∈ (0,1), γ ∈ (0,1).
Input: Initial iterate x0 ∈M, initial linear operator B0 : Tx0M→ Tx0M.
for k = 0,1, . . . do
Compute ∆x∗
k
– a solution to (3.1) with Lagrange multipliers µ∗
k
and λ∗
k
;
Update ρk according to (3.3);
Determine the integer r according to the Armijo rule (3.4) and set αk = βr ;
xk+1 = Rxk
(
αk∆x∗k
)
;
µk+1 = µ
∗
k
;
λk+1 = λ
∗
k
;
Set Bk+1 : Txk+1M→ Txk+1M;
end for
subproblem (3.1). Specifically, we set
ρk =
{
ρk−1, if ρk−1 ≥ υk,
υk + ε, otherwise
(3.3)
with υk :=max
{
maxi∈I µ∗ki,maxj∈E
λ∗k j } and ε > 0 being a prescribed algorithmic parameter.
The step length αk is then determined in accordance with the Armijo rule using the composite
function Pρk ◦Rxk (·) along with ∆x∗k : we find the smallest nonnegative integer r such that
γβr
〈
Bk
[
∆x∗k
]
,∆x∗k
〉 ≤ Pρk (xk)−Pρk ◦Rxk (βr∆x∗k )(3.4)
and set αk = βr . Procedure (3.4) is well-defined in the sense that we can always find r within
a finite number trials, as is verified in Remark 3.9. In addition, the Lagrange multipliers are
updated by (λk+1, µk+1) = (λ∗k, µ∗k). Algorithm 3.1 formally states the procedure of RSQO.
Let us end this subsection by presenting a simpler form of the KKT conditions for
subproblem (3.1).
Lemma 3.1. The KKT conditions (2.7a) – (2.7d) for subproblem (3.1) at ∆x∗
k
∈ TxkM
are equivalent to the following conditions with µ∗
k
∈ Rm and λ∗
k
∈ Rn:
Bk
[
∆x∗k
]
+grad f (xk)+
∑
i∈I
µ∗kigradgi (xk)+
∑
j∈E
λ∗k jgradhj (xk) = 0,(3.5a)
µ∗ki ≥ 0, gi (xk)+
〈
gradgi (xk),∆x∗k
〉 ≤ 0, and(3.5b)
µ∗ki
(
gi (xk)+
〈
gradgi (xk),∆x∗k
〉)
= 0, for all i ∈ I,(3.5c)
hj (xk)+
〈
gradhj (xk),∆x∗k
〉
= 0, for all j ∈ E,(3.5d)
Proof. Conditions (3.5b), (3.5c), and (3.5d) directly follow from (2.7b), (2.7c), and (2.7d),
respectively. As for (3.5a), we will start by describing the original form (2.7a) of subprob-
lem (3.1) by noting the translations
〈
grad f (xk),∆x∗k
〉
= D f (xk)
[
∆x∗
k
]
,
〈
gradgi (xk),∆x∗k
〉
=
Dgi (xk)
[
∆x∗
k
]
for i ∈ I, and 〈gradhj (xk),∆x∗k〉 = Dhj (xk) [∆x∗k ] for j ∈ E from (2.1):
grad
(
1
2
〈Bk〉+D f (xk)+
∑
i∈I
µ∗kiDgi (xk)+
∑
j∈E
λ∗k jDhj (xk)
) (
∆x∗k
)
= 0,(3.6)
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where 〈Bk〉 (∆xk)B 〈Bk [∆xk],∆xk〉 for ∆xk ∈ TxkM. Define Fk : TxkM→ R by
Fk(∆xk)B D f (xk) [∆xk]+
∑
i∈I
µ∗kiDgi (xk) [∆xk]+
∑
j∈E
λ∗k jDhj (xk) [∆xk]
for ∆xk ∈ TxkM. By taking the inner product on the tangent space and using (2.1) with
(θ,M, x) replaced by
(
1
2 〈Bk〉+Fk, TxkM, ∆x∗k
)
, equation (3.6) is equivalent to
1
2
D〈Bk〉
(
∆x∗k
) [ · ]+DFk (∆x∗k ) [ · ] = 0,
where the left-hand side is a mapping from T∆x∗
k
(
TxkM
)
to R, and so is DFk
(
∆x∗
k
)
. Since Fk
is linear, we can identify DFk
(
∆x∗
k
)
with Fk under T∆x∗
k
(
TxkM
) ' TxkM and thus rephrase
the above equation as
1
2
D〈Bk〉
(
∆x∗k
) [ · ]+Fk [ · ] = 0.(3.7)
Note that 12D〈Bk〉
(
∆x∗
k
)
[ · ] = 〈Bk [∆x∗k ] , · 〉 under T∆x∗k (TxkM) ' TxkM. Indeed, it follows
that 〈Bk〉 (∆̂xk ) = ∆̂xk>Ĝx̂k (Dϕ (xk) [Bk [∆xk]])
= ∆̂xk
>
Ĝx̂k
(
Dϕ (xk) ◦Bk ◦ (Dϕ (xk))−1 ◦Dϕ (xk) [∆xk]
)
= ∆̂xk
>
Ĝx̂k B̂k ∆̂xk,
where B̂k B Dϕ (xk) ◦Bk ◦ (Dϕ (xk))−1. Note that B̂k is a linear operator from Rd to Rd , that
is, a d× d matrix. Thus under T∆x∗
k
(
TxkM
) ' TxkM, we have
1
2
D〈Bk〉
(
∆x∗k
) [ξ] = 1
2
D〈Bk〉 (∆̂x∗k )> ξ̂
=
1
2
∆̂x∗
k
> (
B̂k
>
Ĝx̂k + Ĝx̂k B̂k
)
ξ̂
= ∆̂x∗
k
>
B̂k
>
Ĝx̂k ξ̂
=
〈
Bk
[
∆x∗k
]
, ξ
〉
for any ξ ∈ TxkM, where the third equality derives from the fact that B̂k
>
Ĝx̂k = Ĝx̂k B̂k ,
since, by the symmetry of the linear operator Bk , we obtain ξ̂>B̂k
>
Ĝx̂k ζ̂ = ξ̂
>Ĝx̂k B̂k ζ̂ for any
ξ̂, ζ̂ ∈ Rd .
Hence, combining the above equations with (3.7) yields〈
Bk
[
∆x∗k
]
, · 〉 +D f (xk) [ · ]+∑
i∈I
µ∗kiDgi (xk) [ · ]+
∑
j∈E
λ∗k jDhj (xk) [ · ] = 0,
and, by recalling (2.1), it follows that〈
Bk
[
∆x∗k
]
+grad f (xk)+
∑
i∈I
µ∗kigradgi (xk)+
∑
j∈E
λ∗k jgradhj (xk), ·
〉
= 0,
which is equivalent to condition (3.5a).
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3.2. Global convergence. In this subsection, we prove that RSQO has the global con-
vergence property under the following assumptions:
A1 Subproblem (3.1) is feasible at every k-th iteration.
A2 There exist m > 0 and M > 0 such that, for any k,
m ‖ξ‖2 ≤ 〈Bk [ξ], ξ〉 ≤ M ‖ξ‖2
holds for all ξ ∈ TxkM.
A3 The generated sequence {(xk, µk, λk)} is bounded.
As for Assumption A1, the following sufficient condition holds.
Proposition 3.2. Suppose that RNLO (1.1) has a feasible solution x¯ ∈Ω, gi is a geodesi-
cally convex function for all i ∈ I, and hj is a geodesically linear function for all j ∈ E . Then,
Assumption A1 holds.
Proof. See Appendix A for the proof and the definitions of geodesically linear functions.
As for the other assumptions, Assumption A2 is fulfilled with the identity mapping on
TxkM, for example. Assumption A3 often appears in the literature on Euclidean SQO
methods [17, 12, 21].
Note that (3.1) is a convex optimization problem in the tangent space whose objective
function is strongly convex and constraints are all affine functions. Thus, under Assumption
A1, (3.1) has the unique optimum ∆x∗
k
and the KKT conditions for (3.1) become a certificate
for ∆x∗
k
to be a global optimum.
The following lemma is related to Assumption A2.
Lemma 3.3. Let x ∈M and Ax : TxM→ TxM be a symmetric positive-definite linear
operator. Suppose that there exist m,M > 0 such that
m ‖ξ‖2 ≤ 〈Ax [ξ], ξ〉x ≤ M ‖ξ‖2(3.8)
for all ξ ∈ TxM. Then, it follows that
‖Ax ‖op ≤ M
√
d,A−1x op ≤ √dm ,
where d is the dimension ofM and ‖·‖op denotes the operator norm on TxM. *1
Proof. See Appendix B.
Lemma 3.3 implies the boundedness of the search directions.
Proposition 3.4. Under Assumptions A1, A2, and A3,
{∆x∗
k
} is bounded.
*1Given a tangent space TxM and a linear mapping Ax : TxM→ TxM, we define the operator norm as
‖Ax ‖op B supξ∈TxM ‖Ax [ξ] ‖x /‖ξ ‖x , where ‖ · ‖x is the norm on TxM. In this paper, although the operator
norm differs depending on the tangent space, we will use the same notation ‖ · ‖op for brevity.
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Proof. Since
(
∆x∗
k
, µ∗
k
, λ∗
k
)
satisfies (3.5a) for every k, we have
∆x∗kxk =
−B−1k
[
grad f (xk)+
∑
i∈I
µ∗kigradgi (xk)+
∑
j∈E
λ∗k jgradhj (xk)
]
≤ B−1k op grad f (xk)+∑
i∈I
µ∗kigradgi (xk)+
∑
j∈E
λ∗k jgradhj (xk)

≤
√
d
m
grad f (xk)+∑
i∈I
µ∗kigradgi (xk)+
∑
j∈E
λ∗k jgradhj (xk)
,
where the last inequality follows from Lemma 3.3. From Assumption A3 and the continuity
of {gradgi}i∈I and
{
gradhj
}
j∈E , the above inequality implies the boundedness of
{∆x∗
k
}.
The proof is complete.
In the following, we will confirm that ∆x∗
k
is a descent direction for the merit function
Pρk ◦ Rxk (·) with ρk sufficiently large when ∆x∗k , 0xk in order to prove global convergence
later in Theorem 3.10. Let us define the functions σixk : TxkM→ R for i ∈ I and τxk :
TxkM→ R by
σixk (ζ)B max
{
0,gi ◦Rxk (ζ)
}
, for all i ∈ I,
τxk (ζ)B
∑
j∈E
hj ◦Rxk (ζ)
for ζ ∈ TxkM. Note that these functions are not differentiable, but they are continuous. The
next lemma shows specific formulae of the one-sided directional derivative of σixk for i ∈ I.
Lemma 3.5. For any i ∈ I and all ζ, ξ ∈ TxkM, the one-sided directional derivative of
σixk at ζ along ξ is given by
σ′ixk (ζ ;ξ) =

(
gi ◦Rxk
) ′ (ζ ;ξ), if gi ◦Rxk (ζ) > 0 orif gi ◦Rxk (ζ) = 0 and (gi ◦Rxk ) ′ (ζ ;ξ) ≥ 0,
0, if gi ◦Rxk (ζ) < 0 orif gi ◦Rxk (ζ) = 0 and
(
gi ◦Rxk
) ′ (ζ ;ξ) < 0.
Proof. We will consider the following three cases. Choose i ∈ I and ζ, ξ ∈ TxkM
arbitrarily.
(i) If gi ◦Rxk (ζ) > 0, then by taking a sufficiently small c > 0, we haveσixk (χ)= gi ◦Rxk (χ)
for all χ ∈ Bc,xk (ζ)B
{
χ ∈ TxkM
 ‖ χ− ζ ‖ ≤ c}. Hence,
σ′ixk (ζ ;ξ) =
(
gi ◦Rxk
) ′ (ζ ;ξ) .
(ii) If gi ◦Rxk (ζ) = 0, then from the definition of the one-sided derivative, we have
σ′ixk (ζ ;ξ) = limt↓0
max
{
0,gi ◦Rxk (ζ + tξ)
}−0
t
= max
{
0, lim
t↓0
gi ◦Rxk (ζ + tξ)−gi ◦Rxk (ζ)
t
}
= max
{
0,
(
gi ◦Rxk
) ′ (ζ ;ξ)}
=
{(
gi ◦Rxk
) ′ (ζ ;ξ), if (gi ◦Rxk ) ′ (ζ ;ξ) ≥ 0,
0, otherwise.
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(iii) If gi ◦ Rxk (ζ) < 0, then considering a sufficiently small neighborhood of ζ in the same
way as the above case (i), we have σ′ixk (ζ ;ξ) = 0.
In the following lemma, we prove an inequality on the one-sided directional derivative of
σixk by using Lemma 3.5.
Lemma 3.6. Let
(
∆x∗
k
, µ∗
k
, λ∗
k
)
be a KKT triplet satisfying (3.5). For any i ∈ I, if ρ ≥ µ∗
ki
,
then,
µ∗kigi (xk)+ ρσ′ixk
(
0xk ;∆x
∗
k
) ≤ 0.
Proof. Consider the following three cases.
(i) If gi ◦Rxk
(
0xk
)
> 0, then, since it follows from (2.2) that(
gi ◦Rxk
) ′ (0xk ;∆x∗k ) = Dgi (Rxk (0xk ) ) [DRx (0x) [∆x∗k ] ] = Dgi (xk) [∆x∗k ]
under T0xk
(
TxkM
) ' TxkM, we have
µ∗kigi (xk)+ ρσ′ixk
(
0xk ;∆x
∗
k
)
= µ∗kigi (xk)+ ρ
(
gi ◦Rxk
) ′ (0xk ;∆x∗k )
= µ∗kigi (xk)+ ρDgi (xk)
[
∆x∗k
]
= µ∗kigi (xk)+ ρ
〈
gradgi (xk),∆x∗k
〉
= µ∗ki
(
gi (xk)+
〈
gradgi (xk),∆x∗k
〉)
+
(
ρ− µ∗ki
) 〈
gradgi (xk),∆x∗k
〉
=
(
ρ− µ∗ki
) 〈
gradgi (xk),∆x∗k
〉
≤ (µ∗ki − ρ) gi (xk)
≤ 0,
where the first equality follows from Lemma 3.5 with ζ = 0xk and ξ = ∆x∗k , the fifth
equality holds by (3.5c), the first inequality follows from (3.5b), and the second inequality
holds from the assumptions ρ ≥ µ∗
ki
and gi (xk) = gi ◦Rxk
(
0xk
)
> 0.
(ii) If gi ◦Rxk
(
0xk
)
= 0 and
(
gi ◦Rxk
) ′ (0xk ;∆x∗k ) ≥ 0, then
Dgi (xk)
[
∆x∗k
]
=
(
gi ◦Rxk
) ′ (0xk ;∆x∗k ) ≥ 0.
In addition, (2.1) and (3.5b), together with assumption gi (xk) = gi ◦Rxk
(
0xk
)
= 0, give
Dgi (xk)
[
∆x∗k
]
=
〈
gradgi (xk),∆x∗k
〉 ≤ 0.
Therefore, the above two inequalities yield
Dgi (xk)
[
∆x∗k
]
= 0,
which, together with Lemma 3.5with ζ = 0xk and ξ =∆x∗k and the assumption gi (xk)= 0,
implies
µ∗kigi (xk)+ ρσ′ixk
(
0xk ;∆x
∗
k
)
= µ∗kigi (xk)+ ρ
(
gi ◦Rxk
) ′ (0xk ;∆x∗k )
= µ∗kigi (xk)+ ρDgi (xk)
[
∆x∗k
]
= 0.
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(iii) Otherwise, if gi (xk)= 0 and
(
gi ◦Rxk
) ′ (0xk ;∆x∗k ) < 0 hold simultaneously or gi (xk) < 0
holds, then
µ∗kigi (xk)+ ρσ′ixk
(
0xk ;∆x
∗
k
)
= µ∗kigi (xk) ≤ 0
where the equality follows from Lemma 3.5 and the inequality holds under the assump-
tion gi (xk) ≤ 0 and µ∗ki ≥ 0 in (3.5b).
Next, we consider the one-sided directional derivative of τxk at 0xk ∈ TxkM along ∆x∗k .
Lemma 3.7. Let ∆x∗
k
be a KKT point satisfying (3.5). Then,
τ′xk
(
0xk ;∆x
∗
k
)
= −
∑
j∈E
hj (xk) .
Proof. Recall that τxk
(
0xk
)
=
∑
j∈E
hj ◦Rxk (0xk )  by definition. Choose j ∈ E arbitrar-
ily. Similarly to Lemma 3.5, we consider the following three cases.
(i) If hj (xk) = hj ◦ Rxk
(
0xk
)
> 0, then by taking sufficiently small c > 0, we obtainhj ◦Rxk (χ) = hj ◦ Rxk (χ) for all χ ∈ TxkM such that ‖ χ‖ ≤ c. Hence, under
T0xk
(
TxkM
) ' TxkM, the directional derivative of hj ◦Rxk  : TxkM→ R at 0xk along
∆x∗
k
∈ TxkM is represented as(hj ◦Rxk ) ′ (0xk ;∆x∗k )
=
(
hj ◦Rxk
) ′ (0xk ;∆x∗k )
= Dhj
(
Rxk
(
0xk
) ) [
DRx (0x)
[
∆x∗k
] ]
= Dhj (xk)
[
∆x∗k
]
= −hj (xk)
= − hj (xk),
where the third equality holds by (2.2) and the fourth one by (3.5d).
(ii) If hj (xk) = hj ◦ Rxk
(
0xk
)
= 0, then from the definition of the one-sided derivative, we
have(hj ◦Rxk ) ′ (0xk ;∆x∗k )
= lim
t↓0
max
{
hj ◦Rxk
(
t∆x∗
k
)
,−hj ◦Rxk
(
t∆x∗
k
)}
−0
t
= max
limt↓0
hj ◦Rxk
(
t∆x∗
k
)
− hj ◦Rxk
(
0xk
)
t
, lim
t↓0
−hj ◦Rxk
(
t∆x∗
k
)
+ hj ◦Rxk
(
0xk
)
t

=
 (hj ◦Rxk ) ′ (0xk ;∆x∗k ) 
=
Dhj (xk) [∆x∗k ] 
=
−hj (xk)
= 0.
(iii) If hj (xk)= hj ◦Rxk
(
0xk
)
< 0, then considering a sufficiently small neighborhood around
0xk in the same way as in case (i), we have
(hj ◦Rxk ) ′ (0xk ;∆x∗k ) = − hj (xk).
Combining the preceding lemmas, we obtain an upper bound on
(
Pρ ◦Rxk
) ′ (0xk ;∆x∗k ) .
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Proposition 3.8. Let
(
∆x∗
k
, µ∗
k
, λ∗
k
)
be a KKT triplet of (3.1), i.e.,
(
∆x∗
k
, µ∗
k
, λ∗
k
)
sat-
isfies (3.5) at xk with the symmetric positive-definite operator Bk : TxkM→ TxkM. If
ρ ≥ max
(
maxi∈I µ∗ki,maxj∈E
λ∗k j ) , then(
Pρ ◦Rxk
) ′ (0xk ;∆x∗k ) ≤ − 〈Bk [∆x∗k ] ,∆x∗k〉 .
Proof. First, let us show
D f (xk)
[
∆x∗k
]
= − 〈Bk [∆x∗k ] ,∆x∗k〉 +∑
i∈I
µ∗kigi (xk)+
∑
j∈E
λ∗k jhj (xk) .(3.9)
From (3.5a), it holds that
D f (xk)
[
∆x∗k
]
= − 〈Bk [∆x∗k ] ,∆x∗k〉 −∑
i∈I
µ∗kiDgi (xk)
[
∆x∗k
] −∑
j∈E
λ∗k jDhj (xk)
[
∆x∗k
]
,
of which the right-hand side can be rewritten as∑
i∈I
µ∗kiDgi (xk)
[
∆x∗k
]
= −
∑
i∈I
µ∗kigi (xk),∑
j∈E
λ∗k jDhj (xk)
[
∆x∗k
]
= −
∑
j∈E
λ∗k jhj (xk)
using (3.5c) and (3.5d). Combining these three equations, we can ensure (3.9).
Under T0xk
(
TxkM
) ' TxkM, we have(
Pρ ◦Rxk
) ′ (0xk ;∆x∗k )
= D f (xk)
[
∆x∗k
]
+ ρ
(∑
i∈I
σ′ixk
(
0xk ;∆x
∗
k
)
+ τ′xk
(
0xk ;∆x
∗
k
))
= − 〈Bk [∆x∗k ] ,∆x∗k〉
+
∑
i∈I
µ∗kigi (xk)+
∑
j∈E
λ∗k jhj (xk)+ ρ
(∑
i∈I
σ′ixk
(
0xk ;∆x
∗
k
) −∑
j∈E
hj (xk))
≤ − 〈Bk [∆x∗k ] ,∆x∗k〉 +∑
j∈E
(λ∗k j − ρ) hj (xk)+∑
i∈I
µ∗kigi (xk)+ ρ
∑
i∈I
σ′ixk
(
0xk ;∆x
∗
k
)
≤ − 〈Bk [∆x∗k ] ,∆x∗k〉 ,
where the second equality follows from (3.9) and Lemma 3.7 and the second inequality follows
from Lemma 3.6 and the assumption that
λ∗k j  ≤ ρ for all i ∈ I.
From the proposition and the positive-definiteness of Bk , if
∆x∗
k
 , 0, we have(
Pρ ◦Rxk
) ′ (0xk ;∆x∗k ) ≤ − 〈Bk [∆x∗k ] ,∆x∗k〉 < 0,
which implies that ∆x∗
k
is a descent direction for the merit function Pρ ◦Rxk (·) for sufficiently
large ρ.
The above proposition is also used to derive the line-search procedure using the Armijo
rule within finitely many trials.
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Remark 3.9. Suppose that
∆x∗
k
 , 0. Then, we can always determine the step length αk
in RSQO. Indeed, from Proposition 3.8, we have
Pρ (xk)−Pρ ◦Rxk
(
t∆x∗k
) −γt 〈Bk [∆x∗k ] ,∆x∗k〉
= Pρ ◦Rxk
(
0xk
) −Pρ ◦Rxk (t∆x∗k ) −γt 〈Bk [∆x∗k ] ,∆x∗k〉
= −t (Pρ ◦Rxk ) ′ (0xk ;∆x∗k ) −γt 〈Bk [∆x∗k ] ,∆x∗k〉 + o (t)
≥ t (1−γ) 〈Bk [∆x∗k ] ,∆x∗k〉 + o (t) .
Hence, because 1 > γ > 0, the left-hand side is positive for any sufficiently small t > 0. This
ensures the existence of r satisfying the Armijo rule (3.4) at each iteration of RSQO, and
hence, we can always find such r within finitely many trials.
Now we are ready to prove the global convergence of RSQO.
Theorem 3.10. Suppose that Assumptions A1, A2, and A3 hold. Let {(xk, µk, λk)} be a
sequence generated by RSQO, and (x∗, µ∗, λ∗) be an arbitrarily chosen accumulation point.
Then, (x∗, µ∗, λ∗) satisfies the KKT conditions (2.7) of RNLO (1.1).
Proof. From Assumption A3 with the rule for updating the penalty parameter, we have
ρk = ρ¯ for any k ≥ k˜1 with sufficiently large k˜1, which implies
{
Pρ¯ (xk)
}
is monotonically
nonincreasing for all k ≥ k˜1. Indeed, by the Armijo rule (3.4) and positive-definiteness of Bk ,
we have
Pρ¯ (xk)−Pρ¯ (xk+1) ≥ γαk
〈
Bk
[
∆x∗k
]
,∆x∗k
〉
xk
≥ 0(3.10)
for all k ≥ k˜1. Hereafter, we will assume k ≥ k˜1 and ρ = ρ¯. By Assumption A3, we can
take a closed bounded subset ofM including {xk}, which is actually a compact set from the
Hopf-Rinow theorem. Therefore, Pρ¯ is bounded on the subset. By the monotone convergence
theorem,
{
Pρ¯ (xk)
}
converges as k tends to infinity; hence,
lim
k→∞
Pρ¯ (xk)−Pρ¯ (xk+1) = 0,
which, together with (3.10) and γ > 0, implies
lim
k→∞
αk
〈
Bk
[
∆x∗k
]
,∆x∗k
〉
xk
= 0.(3.11)
Next, without loss of generality, by taking a subsequence K if necessary, we may assume
that {(xk, µk, λk)}k∈K is a sequence converging to (x∗, µ∗, λ∗) and furthermore {αk}k∈K has
a limit. We will prove limk∈K,k→∞
∆x∗
k

xk
= 0 by considering the following two cases for
limk∈K,k→∞αk .
(i) If limk∈K,k→∞αk > 0, then it follows from (3.11) that
lim
k∈K,k→∞
〈
Bk
[
∆x∗k
]
,∆x∗k
〉
xk
= 0,
which, together with Assumption A2 that
〈
Bk
[
∆x∗
k
]
,∆x∗
k
〉
xk
≥ m∆x∗
k
2
xk
for every
k ∈ K, implies limk∈K,k→∞
∆x∗
k

xk
= 0.
(ii) Next, we consider the case of limk∈K,k→∞αk = 0. By the Armijo rule (3.4) in RSQO,
for every k ∈ K,
β
αk
(
Pρ¯ (xk)−Pρ¯ ◦Rxk
(
αk
β
∆x∗k
))
< γ
〈
Bk
[
∆x∗k
]
,∆x∗k
〉
xk
.(3.12)
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To derive a contradiction, suppose that
{∆x∗
k

xk
}
k∈K
does not converge to 0 as k ∈
K→∞. Since {∆x∗
k
}
k∈K is bounded from Proposition 3.4, Assumption A2 ensures
that there exists some p > 0 such that
limsup
k∈K,k→∞
〈
Bk
[
∆x∗k
]
,∆x∗k
〉
xk
= p.(3.13)
In fact, under Assumptions A1, A2, and A3, it holds that
limsup
k∈K,k→∞
〈
Bk
[
∆x∗k
]
,∆x∗k
〉
xk
≤ limsup
k∈K,k→∞
β
αk
(
Pρ¯ ◦Rxk
(
0xk
) −Pρ¯ ◦Rxk (αkβ ∆x∗k )) .
(3.14)
In Euclidean SQO, that is, in the case ofM = Rd , inequality (3.14) can be verified by
analyzing the limiting behavior of the directional derivative of Pρ¯ ◦ Rxk (·) = Pρ¯ (xk + ·)
in Rd and using Proposition 3.8. However, the proof of (3.14) in the manifold setting
is more complicated because the function Pρ¯ ◦ Rxk (·) is defined over the space TxkM
that varies depending on k. We prove (3.14) in Lemma C.7 of Appendix C by using
Proposition 3.8 together with parallel transport and exponential mapping, which are
important concepts on Riemannian manifolds. Here, let us take the limit superior on
both sides in (3.12). By combining it with (3.13), (3.14) and the fact that Pρ¯ (xk) =
Pρ¯ ◦ Rxk
(
0xk
)
, we have p ≤ γp implying 1 ≤ γ. However, this contradicts γ < 1.
Consequently, limk∈K,k→∞ ‖∆x∗k ‖xk = 0 holds.
From the KKT conditions (3.5) of the subproblem for each k ∈K and the Cauchy-Schwarz
inequality, we have µ∗
k
≥ 0 and
grad f (xk)+∑
i∈I
µ∗kigradgi (xk)+
∑
j∈E
λ∗k jgradhj (xk)
 = −Bk [∆x∗k ] ≤ ‖Bk ‖op ∆x∗k,
gi (xk) ≤ −
〈
gradgi (xk),∆x∗k
〉 ≤ ‖gradgi (xk)‖ ∆x∗k andµ∗kigi (xk) = −µ∗ki 〈gradgi (xk),∆x∗k〉 ≤ µ∗ki ‖gradgi (xk)‖ ∆x∗k, for all i ∈ I,hj (xk) = − 〈gradhj (xk),∆x∗k〉 ≤ gradhj (xk)∆x∗k, for all j ∈ E,
(3.15)
where ‖·‖op denotes the operator norm defined in Lemma 3.3. UnderAssumptionsA2 andA3,{‖Bk ‖op}k∈K, {µ∗k}k∈K, {‖gradgi (xk)‖}k∈K, and {gradhj (xk)}k∈K are all bounded from
Lemma 3.3, the boundedness of {xk}k∈K, and the continuity of {gradgi}i∈I and
{
gradhj
}
j∈E .
Thus, by taking k ∈ K→∞ and noting limk∈K,k→∞
∆x∗
k

xk
= 0, µ∗ ≥ 0 holds and all of the
leftmost sides of (3.15) tend to 0s, which imply that (x∗, µ∗, λ∗) satisfies the KKT conditions
(2.7) of RNLO (1.1).
3.3. Local convergence. In this subsection, we study the local convergence of RSQO.
In section 3.3.1, we introduce additional concepts from Riemannian geometry that will be
needed for the local convergence analysis. In section 3.3.2, we prove the local quadratic
convergence of RSQO.
3.3.1. Notation and terminology forM×Rd′ . We will extend the concepts explained
in section 2 to the product manifold M×Rd′ with d ′ B m + n. Recall that M is a d-
dimensional Riemannian manifold endowed with a Riemannian metric 〈·, ·〉 . We define the
product manifoldM×Rd′ by regarding the Euclidean space Rd′ as a Riemannian manifold
with the canonical inner product as the Riemannian metric.
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Let x ∈M and η ∈ Rd′ . Here, the decomposition T(x,η)
(
M×Rd′
)
= TxM ⊕ TηRd′ ,
where ⊕ is the direct sum, ensures that all tangent vectors on M×Rd′ can be decomposed
as ξx ⊕ ζη with ξx ∈ TxM and ζη ∈ TηRd′ . The product manifold M×Rd′ has the natural
Riemannian metric 〈·, ·〉(x,η) : TxM⊕Rd′ ×TxM⊕Rd′→ R, called the product metric, under
the canonical identification TηRd
′ ' Rd′ , defined by〈
ξ1x ⊕ ζ1η, ξ2x ⊕ ζ2η
〉
(x,η) B
〈
ξ1x, ξ
2
x
〉
x
+ ζ1>η ζ
2
η(3.16)
for all ξ1x, ξ2x ∈ TxM and ζ1η, ζ2η ∈ Rd′ . Let R be a retraction on M and recall the definition
(2.2) of retractions. It follows that the mapping
R˜ : T
(
M×Rd′
)
−→M×Rd′
ξx ⊕ ζη 7−→
(
Rx (ξx), η+ ζη
)(3.17)
is a retraction onM×Rd′ . Denoting by Γ`i j the Christoffel symbols associated with the Levi-
Civita connection onM for each i, j, ` = 1, . . .,d, we can extend these concepts toM×Rd′ as
follows: for each i, j, ` = 1, . . .,d+ d ′,
Γ˜`i j (x, η) =
{
Γ`i j (x), if i, j, ` ∈ {1 . . . d} ,
0, otherwise.
(3.18)
Lastly, let us define quadratic convergence onM×Rd′ by tailoring [1, Definition.4.5.2].
Definition 3.11. Let {(xk, ηk)} be a sequence onM×Rd′ that converges to (x∗, η∗). Let
(U, ϕ) be a chart ofM containing x∗. If there exists a constant c ≥ 0 such that we have(ϕ (xk+1)−ϕ (x∗)ηk+1−η∗ ) ≤ c (ϕ (xk)−ϕ (x∗)ηk −η∗ )2
for all k sufficiently large, then {(xk, ηk)} is said to converge to (x∗, η∗) quadratically.
3.3.2. Local convergence analysis. We will write η B (µ,λ) ∈ Rm+n for brevity. Let
{(xk, ηk)} be a sequence produced byRSQOand (x∗, η∗) be an accumulation point of {(xk, ηk)}.
Under Assumptions A1, A2, and A3, (x∗, η∗) is a KKT pair of RNLO (1.1), as we proved in
Theorem 3.10 in section 3.2. In what follows, we will prove that, under the following four
assumptions, the whole sequence {(xk, ηk)} actually converges to (x∗, η∗) quadratically in the
sense of Definition 3.11.
The first two assumptions are
B1 (x∗, η∗) satisfies the LICQ, SOSCs, and SC,
B2 f , {gi}i∈Ia (x∗) ,
{
hj
}
j∈E are of class C
3.
See section 2.2 for the definitions of the LICQ, SOSCs, and SC. In this subsection, we let
Lη (x) stand for Lµ,λ (x); see (2.5) for the definition of the Lagrangian Lµ,λ. The remaining
two assumptions are related to RSQO iterations: for k ≥ K0 with K0 sufficiently large,
B3 Bk = HessLηk (xk),
B4 a step length of unity is acceptable, i.e., αk = 1.
Now, we establish local quadratic convergence of RSQO to (x∗, η∗).
Theorem 3.12. Under Assumptions A and B, {(xk, ηk)} converges to (x∗, η∗) quadrati-
cally.
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Proof. We will prove the theorem by showing that {(xk, ηk)}k≥K with K sufficiently
large is actually identical to a certain quadratically convergent sequence generated by the
Riemannian Newton method [1] on M×Rm+n. See Appendix D for an overview of the
Riemannian Newton method. Henceforth, for the sake of a simple explanation, we will
assume that Ia (x∗) = I; see (2.6) for the definition of Ia. The subsequent argument can be
extended to the case of Ia (x∗) ⊂ I. *2
Let η′ B (µ′, λ′) ∈ Rm+n. Notice that L (x ′, η′) is a real-valued function defined on
M×Rm+n, whereas Lη′ (x ′) is one defined onM for the given η′. Consider the Riemannian
Newton method for solving gradL (x ′, η′) = 0 onM×Rm+n. Its (k +1)-th iteration is defined
by
HessL (x ′k, η′k ) [∆x ′k ⊕∆η′k ] = −gradL (x ′k, η′k ) ,(3.19a) (
x ′k+1, η
′
k+1
)
= R˜(x′k,η′k )
(
∆x ′∗k ⊕∆η′∗k
)
,(3.19b)
where Hess and grad are operators defined overM×Rm+n and ∆x ′∗
k
⊕∆η′∗
k
is the solution of
(3.19a). Moreover, as defined by (3.17), R˜ is the retraction overM×Rm+n.
First, we show that gradL (x∗, η∗) = 0 and that HessL (x∗, η∗) is nonsingular. These
properties are the assumptions of Theorem D.1 concerning the local quadratic convergence
of the Riemannian Newton method in solving gradL (x, η) = 0 in (x, η). gradL (x∗, η∗) = 0 is
readily confirmed from the KKT condition (2.7a) and Ia (x∗) = I. To show the nonsingularity
of HessL (x∗, η∗), we consider the coordinate expression of 〈HessL (x∗, η∗) [·], ·〉(x∗,η∗) by using
(2.4) and (3.18), that is,
D2L̂η∗
(
x̂∗
)
− Γ̂x̂∗
[
DL̂η∗
(
x̂∗
)]
Dĝ
(
x̂∗
)
Dĥ
(
x̂∗
)
Dĝ
(
x̂∗
)>
0 0
Dĥ
(
x̂∗
)>
0 0

,(3.20)
where
ĝ (x̂)B (ĝ1 (x̂), ĝ2 (x̂), · · · , ĝm (x̂))> ∈ Rm,
ĥ (x̂)B
(
ĥ1 (x̂), ĥ2 (x̂), · · · , ĥn (x̂)
)>
∈ Rn,
Dĝ (x̂)B (Dĝ1 (x̂), Dĝ2 (x̂), · · · , Dĝm (x̂)) ∈ Rd×m,
Dĥ (x̂)B
(
Dĥ1 (x̂), Dĥ2 (x̂), · · · , Dĥn (x̂)
)
∈ Rd×n.
From the LICQ, it follows that N B
[
Dĝ (x̂∗),Dĥ (x̂∗)
]
∈ Rd×(m+n) is a full-column rank
matrix. Furthermore, from the SOSCs,
(
D2L̂η∗
(
x̂∗
)
− Γ̂x̂∗
[
DL̂η∗ (x̂∗)
] )
∈ Rd×d is positive-
definite on the null space ofN . Thus, by [21, Lemma 16.1], the matrix (3.20) is nonsingular,
which implies that HessL (x∗, η∗) is also nonsingular.
Since the assumptions of Theorem D.1 have been fulfilled as shown above, the theorem
is applicable, and thus, there exists some neighborhood N (x∗, η∗) ⊆M×Rd of (x∗, η∗) such
that, for an arbitrary point (x, η) in N (x∗, η∗),
*2For an arbitrary subsequence {(xk, ηk )}k∈K by RSQO converging to (x∗, η∗) and K ∈K sufficiently large, we
also see that µ∗
Ki˜
= 0 for all i˜ ∈ I\Ia (x∗). Bisect µk into
(
µki, µk i˜
)
, where i ∈ Ia (x∗) and i˜ ∈ I\Ia (x∗). We can
similarly prove that
{(
xk, µ
∗
ki
, λ∗
k
, µ∗
k i˜
)}
k≥K
are identical to
{(
x′
k
, µ′
k
, λ′
k
, 0
)}
k=0,1, . . .
, where
{(
x′
k
, µ′
k
, λ′
k
)}
are
generated by the Riemannian Newton method with
(
x′0, µ
′
0, λ
′
0
)
=
(
xK , µ
∗
K , λ
∗
K
)
.
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(P1)
{(
x ′
k
, η′
k
)}
quadratically converges to (x∗, η∗),
(P2)
{(
x ′
k
, η′
k
)}
⊆ N (x∗, η∗),
where
{(
x ′
k
, η′
k
)}
is the sequence generated by (3.19) starting from (x, η). Furthermore, notice
that, as µ∗ > 0 because of SC in Assumption B1and Ia(x∗) = I, we may assume µ > 0 for
any (x, η) = (x, µ, λ) ∈ N (x∗, η∗), if necessary, by replacing N (x∗, η∗) in the above with a
sufficiently smaller neighborhood of (x∗, η∗). Therefore, by (P2), we have
(P3) µ′
k
> 0, ∀k ≥ 0.
Because (x∗, η∗) is an accumulation point of {(xk, ηk)} generated by RSQO, there exists
some K ≥ K0 such that (xK, ηK ) ∈ N (x∗, η∗) and the properties in Assumptions B3 and B4
are valid for all k ≥ K . Set (x ′0, η′0) := (xK, ηK ) and perform (3.19) successively to produce
a sequence
{(
x ′
k
, η′
k
)}
. In order to verify the assertion of this theorem, by virtue of (P1), it
suffices to prove that the two sequences {(xk, ηk)}k≥K and
{(
x ′
k
, η′
k
)}
k≥0
are identical, namely,
(3.21) (xK+k, ηK+k) =
(
x ′k, η
′
k
)
, ∀k ≥ 0.
We can prove this equation by induction. The case k = 0 is obvious from the defini-
tion. Next, consider the case of k = 1. Note that (3.19a) is equivalent to the equation〈
HessL
(
x ′
k
, η′
k
) [
∆x ′
k
⊕∆η′
k
]
, ·
〉
(x′k,η′k )
=
〈
−gradL
(
x ′
k
, η′
k
)
, ·
〉
(x′k,η′k )
and the coordinate ex-
pression of the equation at
(
x ′0, η
′
0
)
is
D2L̂η0
(
x̂ ′0
)
− Γ̂
x̂′0
[
DL̂η0
(
x̂ ′0
)]
Dĝ
(
x̂ ′0
)
Dĥ
(
x̂ ′0
)
Dĝ
(
x̂ ′0
)>
0 0
Dĥ
(
x̂ ′0
)>
0 0


∆̂x ′∗0
∆µ′∗0
∆λ′∗0
 = −

DL̂η0
(
x̂ ′0
)
ĝ
(
x̂ ′0
)
ĥ
(
x̂ ′0
)

,(3.22)
where ∆η′∗0 C
(
∆µ′∗0 ,∆λ
′∗
0
) ∈ Rm×Rn. By substituting
DL̂η0
(
x̂ ′0
)
= D f̂
(
x̂ ′0
)
+Dĝ
(
x̂ ′0
)
µ′0 +Dĥ
(
x̂ ′0
)
λ′0,
µ′1 = µ
′
0 +∆µ
′∗
0 ,
λ′1 = λ
′
0 +∆λ
′∗
0
into (3.22), we have(
D2L̂η0
(
x̂ ′0
)
− Γ̂
x̂′0
[
DL̂η˜0
(
x̂ ′0
)] )
∆̂x ′∗0 +D f̂
(
x̂ ′0
)
+Dĝ
(
x̂ ′0
)
µ′1 +Dĥ
(
x̂ ′0
)
λ′1 = 0,
g
(
x̂ ′0
)
+Dĝ
(
x̂ ′0
)
∆̂x ′∗0 = 0,
h
(
x̂ ′0
)
+Dĥ
(
x̂ ′0
)
∆̂x ′∗0 = 0.
Note that µ′1 > 0 holds by (P3). Hence, with η
′
1 =
(
µ′1, λ
′
1
)
in (3.19b) as Lagrange multiplier
vectors,
(
∆̂x ′∗0 , η
′
1
)
satisfies the KKT conditions of the following problem:
min
∆̂x0∈Rd
1
2
∆̂x0
> (
D2L̂η0
(
x̂ ′0
)
− Γ̂
x̂′0
[
DL̂η0
(
x̂ ′0
)] )
∆̂x0 +D f̂
(
x̂ ′0
)>
∆̂x0
subject to ĝi
(
x̂ ′0
)
+Dĝi
(
x̂ ′0
)>
∆̂x0 ≤ 0, for all i ∈ I,
ĥj
(
x̂ ′0
)
+Dĥj
(
x̂ ′0
)>
∆̂x0 = 0, for all j ∈ E,
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which is nothing but the coordinate expression of subproblem (3.1) that is solved in RSQO at
x ′0 = xK . Thus, we obtain (∆x ′0∗, η′1) = (∆x∗K, ηK+1), which, together with (x ′0, η′0) = (xK, ηK )
and αK = 1 by K ≥ K0 and Assumption B4, implies(
x ′1, η
′
1
)
=
(
RxK
(
αK∆x∗K
)
, ηK+1
)
= (xK+1, ηK+1),
where the first equality is derived from x ′1 = Rx′0
(
∆x ′∗0
)
, which is implied by (3.19b), and the
second equality comes from the definition of xK+1 in RSQO. In a similar way, we can prove(
x ′
k
, η′
k
)
= (xK+k, ηK+k) for k = 2,3, . . . in order. This ensures (3.21), and thus, the proof is
complete.
4. Numerical experiments. We will demonstrate the efficiency of RSQO by using it to
numerically solve two problems: the minimum balanced cut for graph bisection via relaxation
and nonnegative low-rank matrix completion. For the sake of comparison, we will also solve
these problems by using the Riemannian methods presented by Liu and Boumal [20].
4.1. Problem setting.
4.1.1. Minimum balanced cut for graph bisection via relaxation. The following
problem was introduced by Liu and Boumal [20]. Let L be a q × q matrix and e be a q-
dimensional vector whose entries are all ones. Define an oblique manifold by Oblique (q, s)B{
X ∈ Rq×s  diag (XX>) = e}, where diag (·) returns a vector consisting of the diagonal ele-
ments of the argument matrix. Then, the problem can be represented as
min
X∈Oblique(q,s)
− 1
4
tr
(
X>LX
)
subject to X>e = 0.
(4.1)
Note that we can regard Oblique (q, s) as standard equality constraints, so (4.1) can be consid-
ered to be a nonlinear optimization problem on Rq×s .
Input. We set q = 50 and generate L by following [19] with a hyperparameter density =
0.01. We also set s = 2; that is, the number of variables equals 100.
4.1.2. Nonnegative low-rank matrix completion. This problem setting is described in
Guglielmi and Scalone [13]. Briefly, nonnegative low-rank matrix completion is the problem
of recovering a matrix from a sampling of its entries with nonnegative constraints.
Let A ∈ Rq×s be a q× s matrix whose entries on a subset Ω of the complete set of entries
{1, . . .,q} × {1, . . ., s} are known. Let Mp B {X ∈ Rq×s | rank (X) = p}, which is called a
fixed-rank manifold. Then, the nonnegative low-rank matrix completion problem can be
represented as
min
X∈Mp
1
2
P
Ω (X − A)
2
F
subject to X ≥ 0,
(4.2)
where
P
Ω
: Rq×s 3 Xi j 7→
{
Xi j, if (i, j) ∈ Ω,
0, otherwise
denotes the orthogonal projection onto Ω. Without loss of generality, we may assume q ≤ s.
AlthoughMp is not a complete manifold [6], we can conduct numerical experiments because
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the fixed-rank constraint is one of the advantages of Riemannian optimization. Indeed, this is
a difficult constraint to handle within the framework of nonlinear optimization in a Euclidean
space.
Input. We consider the cases (q, s) = (4,8), (5,10), (6,12), and (7,14). We set the
rank p = 2 for each case. For each dimension, we generate a masked matrix by following
Vandereycken [27] with a few modifications: we add nonnegative constraints and set the
probability of masking to (q+ s+ p)/(qs) to generate the mask properly in accordance with
the problem size.
4.2. Experimental conditions. Throughout the experiments, by using a chart, we set
〈Bk [∆xk],∆xk〉 = ∆̂xk>
(
ĤLµk,λk (x̂k)+ Û>x̂k Λ̂
+
x̂k
Ûx̂k
)
∆̂xk,
where, together with sufficiently small δ > 0,
ĤLµk,λk (x̂k)B D2L̂µk,λk (x̂k)− Γ̂x̂k
[
DL̂µk,λk (x̂k)
]
,
Û>
x̂k
Λ̂x̂k Ûx̂k = ĤLµk,λk (x̂k),
Λ̂+
x̂k
(i, i)B max
(
δ, Λ̂x̂k (i, i)
)
, ∀i = 1, . . .,d.
Note that the second equation is the eigenvalue decomposition; i.e.,
(
Ûx̂k , Λ̂
+
x̂k
)
are a unitary
matrix and a diagonal one, respectively. Λ̂+
x̂k
is the corrected diagonal matrix of Λ̂x̂k to
preserve the positive-definiteness of Bk . We set δ = 10−8 for the minimum cut problem and
δ = 10−5 for the low-rank matrix completion.
We solved subproblem (3.1) of the following the Euclidean form by quadprog, a Matlab
solver for quadratic optimization problems:
min
∆̂xk ∈Rqs
1
2
∆̂xk
> (
ĤLµk,λk (x̂k)+ Û>x̂k Λ̂
+
x̂k
Ûx̂k
)
∆̂xk +D f̂ (x̂k)> ∆̂xk
subject to ĝi (x̂k)+Dĝi (x̂k)> ∆̂xk ≤ 0, for all i ∈ I,
ĥj (x̂k)+Dĥj (x̂k)> ∆̂xk = 0, for all j ∈ E .
(4.3)
We compared our method with the Riemannian augmented Lagrangian method and
Riemannian penalty methods proposed by Liu and Boumal [20]. As a further comparison,
we solved the minimum balanced cut problem with a solver for nonlinear optimization in
a Euclidean space. Since (4.1) has only equality constraints as a nonlinear optimization
problem on Rqs , we opted to solve (4.1) not with an interior-point method but rather with
SQO in fmincon. Meanwhile, we did not use fmincon for solving the nonnegative low-rank
matrix completion (4.2), because it is not designed to handle the fixed-rank constraintMp .
In brief, we compared the following algorithms:
– RSQO (Our method): Riemannian sequential quadratic optimization
– RALM: Riemannian augmented Lagrangian method in [20]
– REPM(LQH): Riemannian exact penalty method with smoothing functions (linear-
quadratic and pseudo-Huber) in [20]
– REPM(LSE): Riemannian exact penalty method with smoothing functions (log-sum-
exp) in [20]
– fmincon SQO: general purpose nonlinear optimization SQO (SQP) solver in Matlab
(only for minimum balanced cut via relaxation)
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Tomeasure the deviation of an iterate from the set of KKT points, we used residuals based
on the KKT conditions (2.7) and the manifold constraints of the problems: in the minimum
balanced cut problem, the residual for Riemannian methods is defined by√
‖gradLλ (X)‖2 +
∑
j∈E
hj (X)2 +Manvio (X)2,
where the first two terms originate from the KKT conditions (2.7a) and (2.7d), and the last
one means violation of the manifold constraints, defined by
Manvio (X)B diag (XX>) − e .
For fmincon SQO, we also define the residual based on the KKT conditions for the Euclidean
form of (4.1), namely, minX∈Rq×s − 14 tr
(
X>LX
)
s.t. diag
(
XX>
)
= e,X>e = 0.
On the other hand, for the nonnegative low-rank matrix completion problem, the residual
is defined by√gradLµ (X)2 +∑
i∈I
(
max (0,−µi)2 +max (0,gi (X))2 + (µigi (X))2
)
+ ιr (X),
where each term in the square root is from the KKT conditions (2.7a), (2.7b), and (2.7c), and
the last one is the indicator function, defined by
ιr (X)B
{
0, if rank (X) = r,
+∞, otherwise.
The stopping criteria are based on a maximal iteration, maximal time, and changes in
parameters, and will be explained in detail in our discussion of each experiment. We set the
parameters as  = 0.5, ρ−1 = 1, β = 0.9, and γ = 0.25 for RSQO.We conducted the experiments
on a machine with an Intel Core i7 CPU and 16.0 GB RAM. Regarding the implementation
of RALM, REPMs, and the minimum balanced cutting problem, we utilized the environment
provided by Liu [19] on Manopt [8], a Riemannian optimization toolbox on Matlab, after
making some modifications.
4.3. Numerical results.
4.3.1. Minimum balanced cut for graph bisection via relaxation. We applied the
algorithms to a randomly generated instance of the minimum balanced cut problem. Each
algorithm ran from the same initial point that was generated uniformly at random. If the spent
time exceeded 10 minutes, the iteration number was over 100,000, or the algorithm did not
update any parameters, the algorithm was terminated. As for the numerical settings of RALM
and REPMs, we mostly employed the original ones in [19], but set min = 10−16 and dmin = 0
so as to prevent the algorithms from being terminated when the step length got too small.
Table 1 shows the spent time until the residual of each algorithm reached 10−2i for
i = −1,0,1, . . .,7. For example, RSQO spent 1.724 seconds until it obtained a solution with
residual= 10−12. Figure 1 shows the residual of the algorithms in the first 20 iterations.
RSQO successfully solved the instance with the highest accuracy of the residual 10−14,
while the accuracies of the solutions of RALM were at most 10−6. This success might be
due to the fact that RSQO possesses a quadratic convergence property as a result of it using
the Hessian of the Lagrangian. Figure 1 may imply the convergence property of RSQO; the
residual of RSQO dramatically decreases from the 8th iteration to the 13th.
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Table 1
Residual vs. CPU time (sec.) for minimum balanced cut problem
Residual RSQO RALM REPM(LQH) REPM(LSE) fmincon SQO
102 1.26×10−4 0 0 0 0.114
1 1.169 0.994 0.368 0.311 -
10−2 1.220 1.047 0.895 0.928 -
10−4 1.270 1.076 - 3.095 -
10−6 1.270 1.255 - - -
10−8 1.306 - - - -
10−10 1.306 - - - -
10−12 1.724 - - - -
10−14 17.447 - - - -
“-” means that the algorithm cannot reach the residual.
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Fig. 1. Residual on the first 20 iterations for minimum balanced cut problem. The behaviors of the REPMs are
almost the same: REPM(LSE) overlaps REPM(LQH).
In spite of that fmincon SQO and RSQO share the same SQO framework, fmincon SQO
did not work at all, even when computing a solution with residual = 1. There was almost no
improvement in the residual after it reached a feasible solution of the problem, as we can see
in Figure 1. This fact may underscore an advantage of the Riemannian manifold approach.
4.3.2. Nonnegative low-rank matrix completion. We applied the algorithms to in-
stances of the nonnegative low-rank matrix problem under the same settings as in the min-
imum balanced cut problem, except that the common initial point was fixed to be
[
I, 0
]
,
where I ∈ Rq×q is the identity matrix.
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Table 2
Residual vs. CPU time (sec.) for nonnegative low-rank matrix completion
Residual RSQO RALM REPMS(LSE)
102 9.18×10−5 0 0
1 0.606 0.457 1.512
10−2 1.328 1.283 -
10−4 2.646 4.997 -
10−6 5.116 5.179 -
10−8 7.569 - -
10−10 274.042 - -
(q, s) = (4,8)
Residual RSQO RALM
102 1.00×10−4 0
1 0.679 2.711
10−2 0.935 5.904
(q, s) = (5,10)
Residual RSQO RALM
102 6.76×10−5 0
1 1.614 4.092
10−2 45.427 8.432
10−4 70.984 12.887
10−6 77.345 13.600
10−8 83.830 -
10−10 90.145 -
10−12 97.330 -
(q, s) = (6,12)
Residual RSQO RALM
102 6.00×10−5 0
1 2.675 2.769
10−2 5.578 7.624
(q, s) = (7,14)
“-” means that the algorithm cannot reach the residual.
Table 3
20 trials for residual= 10−4 for nonnegative low-rank matrix completion
Problem size (4,8) (5,10)Can solve Cannot solve Can solve Cannot solve
RSQO 18 2 17 3
RALM 8 12 5 15
REPM (LQH) 2 18 0 20
Wealso compareRSQOandRALMspecifically: 7 instances are solved by bothRSQOandRALMwhen (q, s)= (4, 8),
where the average time of RSQO is 1.387 seconds, while that of RALM is 1.863 seconds. When (q, s) = (5, 10),
4 instances are solved by both of them, where the average time of RSQO is 1.962 seconds, while that of RALM is
2.285 seconds.
Table 2 shows the results, where the meanings of each column and row are the same as in
Table 1. As for the results of the REPMs, we only show those for REPM(LSE) in (q, s)= (4,8),
because the other REPMs failed to find a solution even with residual= 1. From the table, as in
the previous problem, we can see that RSQO tended to compute the solution more accurately
than RALM. Indeed, RSQO successfully solved the problems for (q, s) = (4,8) and (6,12),
while RALM failed to find a solution with the same accuracy.
The execution time of RSQO rapidly increased as the problem size (q, s) grew. Indeed,
RSQO spent 7.569 seconds to reach a solution with residual= 10−8 for (q, s) = (4,8), while it
took over 83.830 seconds for (q, s) = (6,12). This phenomenon may have been caused by its
exploiting the Hessian matrix fully.
We also conducted experiments under other settings to measure the speed and robustness
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of the algorithms. For (q, s) = (4,8) and (5,10), we conducted experiments 20 times and
measured theCPU time to reach a solutionwith residual 10−4. Each experimentwas terminated
if a solution with residual= 10−4 was found, the spent time exceeded 60 seconds, iterations
went over 1,000, or neither iterate nor parameters were updated. We set min = 10−4 and
dmin = 0 for RALM and REPMs.
Table 3 shows the results. It omits the results for REPM(LSE) because it failed to find
solutions with residual= 10−4. RSQO reached residual= 10−4 in most instances. On the other
hand, RALM reached it in at best 40% of the instances. These results indicate that RSQO
can solve problems more stably than the other Riemannian methods. We also compared the
average CPU times of RSQO and RALM among the instances that both could solve. The
result shows that RSQO is faster than RALM.
5. Conclusion. We proposed a Riemannian sequential quadratic optimization (RSQO)
method for RNLO (1.1). We proved the global and local convergence properties of the
algorithm and conducted numerical experiments comparing it with theRiemannian augmented
Lagrangian method, Riemannian exact penalty methods, and a Matlab solver fmincon using
SQO. We found that RSQO solved the problems more stably and with higher accuracy.
However, the execution time of RSQO increased drastically as the problem size grew. This
is partially due to its use of the Hessian matrix of the Lagrangian. An interesting direction
of future work would be to develop an efficient update of the coefficient operator Bk in the
quadratic optimization subproblem of RSQO.
Appendix A. Proof of Proposition 3.2. Let us start by introducing the notion of
convexity on Riemannian manifolds. For details, we refer the reader to [6].
Definition A.1. ([6, Definition 11.2]) A set H ⊆M is said to be a geodesically convex
set with respect to the Riemannian metric 〈·, ·〉 if, for any x, y ∈ H, there exists a geodesic
γxy : [0,1] →M that joins x to y, i.e., γxy (0) = x and γxy (1) = y, and lies entirely in H.
Note that a connected and complete manifoldM itself is geodesically convex. Moreover, we
shall define a geodesically convex function via a first-order approximation.
Definition A.2. ([6, Definition 11.4, Theorem 11.17]) Let H ⊆M be a geodesically
convex set with respect to 〈·, ·〉 . A differentiable function θ : H→R is said to be a geodesically
convex function with respect to 〈·, ·〉 if, for any x, y ∈ H and any geodesic segment γxy : [0,1]→
M that joins x to y and lies entirely in H,
θ (x)+ tDθ (x) [ξyx ] ≤ θ (γxy (t)) , ∀t ∈ [0,1](A-1)
holds, where ξyx ∈ TxM denotes the tangent vector corresponding to γxy . We call θ a
geodesically linear function if both θ and −θ are geodesically convex.
Note that the geodesically linear function is a generalization of the standard linear function on
Rd . Sra et al. [26] introduced a log-determinant function as a geodesically linear function on
a positive-definite cone.
Proof of Proposition 3.2. Recall that x¯ is a feasible solution of RNLO (1.1). For any
x ∈M, there exists a geodesic γxx¯ by the Hopf-Rinow theorem. Let ξ x¯x be the corresponding
tangent vector to γxx¯ . Then, for all i ∈ I, we have
0 ≥ gi (x¯)
≥ Dgi (x)
[
ξ x¯x
]
+gi (x)
=
〈
gradgi (x), ξ x¯x
〉
+gi (x),
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where the first inequality follows from the feasibility of x¯ and the second one from (A-1) with
t = 1. Similarly, for all j ∈ E ,
0 = hj (x¯)
= Dhj (x)
[
ξ x¯x
]
+ hj (x)
=
〈
gradhj (x), ξ x¯x
〉
+ hj (x)
holds. Hence by setting x = xk , we obtain that ξ x¯xk is a feasible solution of (3.1) for every
iteration k.
Appendix B. Proof of Lemma 3.3.
Proof of Lemma 3.3. Without loss of generality, we may assume that Ĝx̂ , the coordinate
expression of the Riemannian metric at x, is the identity matrix and ‖ξ‖x =
√
ξ̂>ξ̂; see [15,
Section 1.2.7] for a justification of this assumption. Then, (3.8) reads
mξ̂>ξ̂ ≤ ξ̂>Âx ξ̂ ≤ M ξ̂>ξ̂ .(B-1)
Note that the symmetry and positive-definiteness of Ax ensure those of Âx . Moreover,
Â−1x = Âx
−1
holds; that is, the coordinate expression of the inverse mapping of Ax is the
inverse matrix of Âx . Indeed, we have
Â−1x Âx =
(
Dϕ (x) ◦A−1x ◦Dϕ (x)−1
) (
Dϕ (x) ◦Ax ◦Dϕ (x)−1
)
= Dϕ (x) ◦ idTxM ◦Dϕ (x)−1
= Ê
where idTxM denotes the identity mapping on TxM and Ê ∈ Rd×d is the identity matrix.
Thus, (B-1) implies that all eigenvalues of the symmetric matrices Âx and Â−1x are not greater
than M and 1/m, respectively. Hence, it holds thatÂx
F
≤ M
√
d,(B-2) Â−1x 
F
≤
√
d
m
,(B-3)
where ‖·‖F denotes the Frobenius norm on Rd×d . Additionally, it follows from [15, Lemma
6.2.6] that
‖Ax ‖op ≤
Âx
F
,(B-4) A−1x op ≤ Â−1x F ,(B-5)
where ‖·‖op is the operator norm.
By combining (B-2) with (B-4), we have ‖Ax ‖op ≤ M
√
d. Similarly, it follows from
(B-3) and (B-5) that
A−1x op ≤ √dm . The proof is now complete.
Appendix C. Definitions and lemmas for the proof of Theorem 3.10. Here, we aim
to perfect the proof of Theorem 3.10 by providing the inequality (3.14) in Lemma C.7. First,
we will introduce some concepts from Riemannian and nonsmooth optimization theories and
then prove Lemma C.5 and C.6 as preliminary results.
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C.1. Additional preliminaries. Here, we briefly review additional tools for Riemannian
optimization, presented in [6], for the sake of providing the inequality (3.14). We also describe
some concepts of nonsmooth optimization from [11].
C.1.1. Additional tools for Riemannian optimization. For each x ∈M, let Expx :
TxM→M denote the exponential mapping at x, the mapping such that t 7→ Expx (tξ) is
the unique geodesic that passes through x with velocity ξ ∈ TxM when t = 0. Note that
Exp : TM→M is smooth. The injectivity radius at x is defined as
Inj (x)B sup
{
r > 0
 Expx {γ∈TxM | ‖γ ‖<r } is a diffeomorphism} .
Note that Inj (x) > 0 for any x ∈M. For any y ∈M with dist (x, y) < Inj (x), there is a
unique minimizing geodesic connecting x and y, which induces a parallel transport along
the minimizing geodesic Πx→y : TxM→ TyM. Note that the parallel transport is isometric,
i.e.,
Πx→y [ξx]y = ‖ξx ‖x for any ξx ∈ TxM and Πx→x is the identity mapping on TxM.
Additionally, it follows that Π−1x→y = Πy→x for all x, y ∈M. The adjoint of the parallel
transport corresponds with its inverse, that is, for all ξx ∈ TxM and ζy ∈ TyM,〈
Πx→y [ξx], ζy
〉
y
=
〈
ξx, Πy→x
[
ζy
]〉
x
.
We also introduce a property of the limit of the gradient with the parallel transport.
Lemma C.1. ([20, Lemma A.2.]) Given x ∈M and a sequence {xk} such that dist (xk, x)
< Inj (x) for each k and {xk} converges to x. Then, for a smooth function θ : M→ R, the
following holds:
lim
k→∞
Πxk→x [gradθ (xk)] = gradθ (x),
where Πxk→x is the parallel transport along the minimizing geodesic.
C.1.2. Notation and terminology fromnonsmooth optimization onTxM2. Let x ∈M
be an arbitrary point. Recall that TxM is a d-dimensional inner product space. Thus,
TxM ⊕ TxM is the 2d-dimensional inner product space, where ⊕ is the direct sum. An
element of TxM⊕TxM is expressed as ξ1 ⊕ ξ2 with ξ1, ξ2 ∈ TxM. Hereafter, for brevity, we
often use the notations TxM2 and ξ⊕ instead of TxM⊕TxM and ξ1 ⊕ ξ2, respectively. To
simplify our descriptions, we will ‘translate’ some concepts from nonsmooth analysis [11].
Specifically, we will redefine Clarke regularity and generalized derivatives in terms of TxM2
and introduce some of the related properties.
Let ζ ⊕, ξ⊕, χ⊕ ∈ TxM2 and l : TxM2→ R be Lipschitz continuous near ζ ⊕; i.e., there
exists a Lipschitz constant L ≥ 0 such that l (χ⊕ ) − l (ξ⊕ )  ≤ L χ⊕ − ξ⊕ for all ξ⊕, χ⊕ ∈
TxM2 within a neighborhood of ζ ⊕. The generalized directional derivative of l at ζ ⊕ in the
direction ξ⊕, denoted by l◦
(
ζ ⊕;ξ⊕
)
, is defined as follows:
l◦
(
ζ ⊕;ξ⊕
)
B limsup
χ⊕→ζ⊕,t↓0
l
(
χ⊕ + tξ⊕
) − l (χ⊕ )
t
,
where χ⊕ is a vector in TxM2 and t is a positive scalar. Moreover, the generalized gradient
of l at ζ ⊕, denoted by ∂l
(
ζ ⊕
)
, is defined as
∂l
(
ζ ⊕
)
B
{
φ ∈ T∗xM2
 φ [ξ⊕] ≤ l◦ (ζ ⊕;ξ⊕ ) for all ξ⊕ in TxM2} ,
where T∗xM2 is the dual space of TxM2, namely, the set of linear mappings from TxM to
R. It follows from [11, Proposition 2.1.5 (b)] that ∂l (·) is a closed point-to-set mapping: let
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ζ ⊕i
} ⊆ TxM2 and {φi} ⊆ T∗xM2 be sequences such that φi ∈ ∂l (ζ ⊕i ) for each i. Supposing
that
{
ζ ⊕i
}
converges to ζ ⊕∗ and φ∗ is an accumulation point of {φi}, *3 one has φ∗ ∈ ∂l
(
ζ ⊕∗
)
.
Definition C.2. ([11, Definition 2.3.4]) l is said to be Clarke regular at ζ ⊕ provided
that
(i) for all ξ⊕ ∈ TxM2, the one-sided directional derivative l ′
(
ζ ⊕;ξ⊕
)
exists, and
(ii) for all ξ⊕ ∈ TxM2, l ′
(
ζ ⊕;ξ⊕
)
= l◦
(
ζ ⊕;ξ⊕
)
.
Now let us describe some of the properties of Clarke regularity by tailoring [11, Propo-
sition 2.3.6, Theorem 2.3.10].
Proposition C.3. Given ζ ⊕ ∈ TxM2, let l1 : R → R and l2 : TxM2 → R be Lipschitz
continuous near l2
(
ζ ⊕
)
and ζ ⊕, respectively.
(a) If l1 is convex, then l1 is regular at l2
(
ζ ⊕
)
.
(b) If l2 is continuously differentiable at ζ ⊕ and l1 is Clarke regular at l2
(
ζ ⊕
)
, then the
composite function l1 ◦ l2 is Lipschitz continuous near ζ ⊕ and Clarke regular at ζ ⊕.
(c) A finite linear combination by nonnegative scalars of functions regular at ζ ⊕ is regular
at ζ ⊕.
We also have the following mean-value theorem for nonsmooth functions, from [11, Theorem
2.3.7].
Theorem C.4. Let ξ⊕, ζ ⊕ ∈ TxM2 and t ∈ R\ {0}. Suppose that l : TxM2 → R is
Lipschitz continuous on an open set containing the line segment
[
ζ ⊕, ζ ⊕ + tξ⊕
]
. Then, there
exists some s ∈ (0, t) such that
1
t
(
l
(
ζ ⊕ + tξ⊕
) − l (ζ ⊕ ) ) ∈ ∂l (ζ ⊕ + sξ⊕ ) [ξ⊕] ,
where ∂l
(
ζ ⊕ + sξ⊕
) [
ξ⊕
]
=
{
φ
[
ξ⊕
] ∈ R  φ ∈ ∂l (ζ ⊕ + sξ⊕ )}.
C.2. Proof of the inequality (3.14). Throughout this subsection, we will reuse the
notation that was used in the proof of Theorem 3.10. In particular, recall that {(xk, µk, λk)}k∈K
is a subsequence converging to an accumulation point (x∗, µ∗, λ∗).
It follows that dist (x∗, xk) < Inj (x∗) holds for any k ≥ k˜2 for sufficiently large k˜2
(≥ k˜1) ,
which implies that parallel transport from xk to x∗ is well-defined for each k. Hereafter, we
will assume k ≥ k˜2. Define Bk : Tx∗M→ Tx∗M and ∆x∗k ∈ Tx∗M by
Bk B Πxk→x∗ ◦Bk ◦Πx∗→xk ,
∆x∗
k
B Πxk→x∗
[
∆x∗k
]
.
First, let us investigate the existence of the accumulation points of
{
Bk
}
and
{
∆x∗
k
}
and
their properties.
Lemma C.5. Under Assumptions A1, A2, and A3, the following hold:
(a)
{
Bk
}
and
{
∆x∗
k
}
are bounded.
(b) For every k and any ξ, ζ ∈ TxkM,
〈Bk [ξ], ζ〉xk =
〈
Bk
[
ξ
]
, ζ
〉
x∗
,
*3Note that one can always take such an accumulation point φ∗ in finite-dimensional cases. Indeed, for any
i sufficiently large, the definitions of ∂l
(
ζ⊕∗
)
and l◦ ensure that φi
[
ξ⊕
] ≤ l◦ (ζ⊕i ;ξ⊕) ≤ L ξ⊕ holds for all
ξ⊕ ∈ TxM2, where L is the Lipschitz constant of l near ζ⊕∗ . Thus, by using the dual norm on T ∗xM2, we see that
‖φi ‖ ≤ L holds for all i sufficiently large, which ensures the existence of a convergent subsequence.
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where ξ B Πxk→x∗ [ξ] ∈ Tx∗M and ζ B Πxk→x∗ [ζ] ∈ Tx∗M.
Let B∗ and ∆x∗ be accumulation points of
{
Bk
}
and
{
∆x∗
k
}
, respectively.
(c) B∗ is symmetric and positive-definite. Additionally,
(
∆x∗, µ∗, λ∗
)
satisfies the KKT condi-
tions (3.5) of the quadratic optimization problem (3.1) with (xk,Bk) replaced by (x∗,B∗).
Proof. As for the statement (a), it holds that
‖Bk ‖op = max
ξ ∈TxkM
‖Bk [ξ]‖xk
‖ξ‖xk
= max
ξ ∈TxkM
Πxk→x∗ ◦Bk ◦Πx∗→xk [Πxk→x∗ξ]x∗Πxk→x∗ξx∗
= max
ξ ∈Tx∗M
Bk [ξ]
x∗ξ
x∗
=
Bk
op
,
where the second equality follows from the isometry of Πxk→x∗ and Π−1x∗→xk = Πxk→x∗ , and
the third one follows from the fact that Πxk→x∗ is bijective. Thus, by using Assumption A2
and Lemma 3.3 with Ax = Bk ,
{
Bk
}
is bounded. Similarly, from the isometry of the parallel
transport Πxk→x∗ , we have ‖∆x∗k ‖x∗ = ‖∆x∗k ‖xk , and hence, by Proposition 3.4,
{
∆x∗
k
}
is
bounded.
Since
{
Bk
}
and
{
∆x∗
k
}
are bounded sequences contained in fixed finite-dimensional
normed vector spaces, there exist convergent subsequences of
{
Bk
}
and
{
∆x∗
k
}
. Let B∗ and
∆x∗ be accumulation points of
{
Bk
}
and
{
∆x∗
k
}
, respectively.
As for the statements (b) and (c), for any k and ξ, ζ ∈ TxkM, we have
〈Bk [ξ], ζ〉xk =
〈
Πxk→x∗ ◦Bk ◦Πx∗→xk
[
Πxk→x∗ξ
]
,Πxk→x∗ ζ
〉
xk
=
〈
Bk
[
ξ
]
, ζ
〉
x∗
,
where ξ = Πxk→x∗ [ξ] ∈ Tx∗M and ζ = Πxk→x∗ [ζ] ∈ Tx∗M, which ensures that the statement
(b) is true. Since ξ ∈ TxkM has been chosen arbitrarily and Πxk→x∗ is bijective, the symmetry
of Bk induces that of Bk by using the statement (b), and moreover, the uniform positive-
definiteness in Assumption A2 with Bk replaced by Bk is valid. Thus, symmetry and positive-
definiteness are kept at the accumulation point B∗ of
{
Bk
}
. In addition, for each k, the
optimal solution ∆x∗
k
of the subproblem (3.1) satisfies the KKT conditions (3.5), which can
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be represented as
Bk
[
∆x∗
k
]
+Πxk→x∗ [grad f (xk)]
+
∑
i∈I
µ∗kiΠxk→x∗ [gradgi (xk)]+
∑
j∈E
λ∗k jΠxk→x∗
[
gradhj (xk)
]
= 0,
µ∗ki ≥ 0, gi (xk)+
〈
Πxk→x∗ [gradgi (xk)],∆x∗k
〉
≤ 0, and
µ∗ki
(
gi (xk)+
〈
Πxk→x∗ [gradgi (xk)],∆x∗k
〉)
= 0, for all i ∈ I,
hj (xk)+
〈
Πxk→x∗
[
gradhj (xk)
]
,∆x∗
k
〉
= 0, for all j ∈ E .
By letting k go to infinity in the above and recalling that
{(
Bk,∆x∗k
)}
accumulates at{(
B∗,∆x∗
)}
, it follows from Lemma C.1 that
B∗
[
∆x∗
]
+grad f (x∗)+
∑
i∈I
µ∗i gradgi (x∗)+
∑
j∈E
λ∗jgradhj (x∗) = 0,
µ∗i ≥ 0, gi (x∗)+
〈
gradgi (x∗),∆x∗
〉
≤ 0, and
µ∗i
(
gi (x∗)+
〈
gradgi (x∗),∆x∗
〉)
= 0, for all i ∈ I,
hj (x∗)+
〈
gradhj (x∗),∆x∗
〉
= 0, for all j ∈ E,
which ensures that the statement (c) is true.
Relevant to the penalty function Pρ¯, we define C : Tx∗M2→M and F : Tx∗M2→ R by
C (ξ ⊕ ζ)B RExpx∗ (ξ)
(
Πx∗→Expx∗ (ξ) [ζ]
)
,
F (ξ ⊕ ζ)B Pρ¯ ◦C (ξ ⊕ ζ)(C-1)
for ξ, ζ ∈ Tx∗M, respectively. As shown in the next lemma, the function F is actually Clarke
regular. This property will play a key role for proving the inequality (3.14).
Lemma C.6. The function F is Clarke regular everywhere.
Proof. Since, by Proposition C.3(c), a finite linear combination by nonnegative scalars
of Clark-regular functions is Lipschitz continuous and Clarke regular everywhere, and F is of
the form
F(·) = f ◦C(·)+ ρ¯
(∑
i∈I
max (0,gi ◦C(·))+
∑
j∈E
hj ◦C(·)) ,
it suffices to show that each term in F is Clark regular. To this end, we first prove that C is
smooth by showing that it is actually a composite function of smooth ones. The smoothness of
the mapping (x, ζ) 7→ Πx∗→x [ζ] follows from the proof of [20, Lemma A.1]. *4 Furthermore,
the retraction and the exponential mapping are smooth by definition. Finally, in view of
the definition of C, we see that C is smooth. Thus, the functions f ◦C, {gi ◦C}i∈I , and{
hj ◦C
}
j∈E , which are composite functions of smooth ones, are all smooth, and hence Clarke
*4Though in the statement of [20, Lemma A.1] the smoothness of the parallel transport around x∗ is claimed only
with respect to x, it is in fact proved with respect to both x and ζ in the proof there.
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regular. Next, since the functions max (0, ·) and |·| are convex, Proposition C.3(a) and (b)
ensure that {max (0,gi ◦C)}i∈I and
{hj ◦C} j∈E are also Lipschitz continuous and Clarke
regular everywhere. This shows the Clarke regularity of F.
Inequality (3.14), our target, follows straightforwardly from the following Lemma C.7.
As in Case (ii) of the proof of Theorem 3.10, we suppose limk∈K,k→∞αk = 0.
Lemma C.7. Under Assumptions A1, A2, and A3, it holds that
limsup
k∈K,k→∞
〈
Bk
[
∆x∗k
]
,∆x∗k
〉
xk
≤ limsup
k∈K,k→∞
β
αk
(
Pρ¯ ◦Rxk
(
0xk
) −Pρ¯ ◦Rxk (αkβ ∆x∗k )) .
Proof. To begin with, extract a subsequence K from K such that
lim
k∈K,k→∞
〈
Bk
[
∆x∗
k
]
,∆x∗
k
〉
x∗
= limsup
k∈K,k→∞
〈
Bk
[
∆x∗
k
]
,∆x∗
k
〉
x∗
.(C-2)
Letting vk B Exp−1x∗ (xk) ∈ Tx∗M for each k, we have v∗ B limk(∈K)→∞ vk = Exp−1x∗ (x∗) by the
smoothness of Exp−1x∗ . Moreover, from Lemma C.5(a) together withK ⊆ K, the subsequences{
Bk
}
k∈K
and
{
∆xk
}
k∈K
are bounded. Thus, without loss of generality, we can assume that
they have accumulation points, respectively denoted by B∗ and ∆x∗.
In fact, the desired assertion can be verified by putting together the following facts:
(F1) Pρ¯ ◦Rxk
(
αk
β ∆x
∗
k
)
−Pρ¯ (xk) = F
(
vk ⊕ αkβ ∆x∗k
)
−F (vk ⊕ 0x∗ ),
(F2) liminf
k∈K,k→∞
β
αk
(
F
(
vk ⊕ αk
β
∆x∗
k
)
−F (vk ⊕ 0x∗ )
)
≤ (Pρ¯ ◦Rx∗ ) ′ (0x∗ ;∆x∗) ,
(F3)
〈
B∗
[
∆x∗
]
,∆x∗
〉
= limsup
k∈K,k→∞
〈
Bk
[
∆x∗k
]
,∆x∗k
〉
xk
.
Indeed, the assertion follows from
limsup
k∈K,k→∞
β
αk
(
Pρ¯ ◦Rxk
(
0xk
) −Pρ¯ ◦Rxk (αkβ ∆x∗k ))
≥ limsup
k∈K,k→∞
β
αk
(
F (vk ⊕ 0x∗ )−F
(
vk ⊕ αk
β
∆x∗
k
))
≥ − (Pρ¯ ◦Rx∗ ) ′ (0x∗ ;∆x∗)
≥
〈
B∗
[
∆x∗
]
,∆x∗
〉
= limsup
k∈K,k→∞
〈
Bk
[
∆x∗k
]
,∆x∗k
〉
xk
,
where the first inequality come from (F1) and K ⊆ K, the second one from (F2), the third one
from Proposition 3.8 and the fact that, by Lemma C.5(c),
(
∆x∗, µ∗, λ∗
)
is a KKT triplet of the
quadratic problem (3.1) with (xk,Bk) replaced by (x∗,B∗), and the equality from (F3). In what
follows, we will prove (F1), (F2), and (F3).
Proof of (F1). Recall the definition of F and the linearity of the parallel transport. (F1)
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follows from
Pρ¯ ◦Rxk
(
αk
β
∆x∗k
)
−Pρ¯ (xk)
= Pρ¯ ◦Rxk
(
αk
β
∆x∗k
)
−Pρ¯ ◦Rxk
(
0xk
)
= Pρ¯ ◦RExpx∗ (Exp−1x∗ (xk ))
(
Πx∗→xk ◦Πxk→x∗
[
αk
β
∆x∗k
] )
−Pρ¯ ◦RExpx∗ (Exp−1x∗ (xk ))
(
Πx∗→xk ◦Πxk→x∗
[
0xk
] )
= Pρ¯ ◦RExpx∗ (vk )
(
Πx∗→Expx∗ (Exp−1x∗ (xk ))
[
αk
β
∆x∗
k
] )
−Pρ¯ ◦RExpx∗ (vk )
(
Πx∗→Expx∗ (Exp−1x∗ (xk )) [0x∗ ]
)
= Pρ¯ ◦RExpx∗ (vk )
(
Πx∗→Expx∗ (vk )
[
αk
β
∆x∗
k
] )
−Pρ¯ ◦RExpx∗ (vk )
(
Πx∗→Expx∗ (vk ) [0x∗ ]
)
= F
(
vk ⊕ αk
β
∆x∗
k
)
−F (vk ⊕ 0x∗ ).
Proof of (F2). Since F is Clarke regular from Lemma C.6, we can set
(
l, x,M, ζ ⊕, ξ⊕, t)
to
(
F, x∗,Tx∗M2,vk ⊕ 0x∗,0x∗ ⊕∆x∗k, αkβ
)
in Theorem C.4, and then have some sk ∈
(
0, αkβ
)
such that
β
αk
(
F
(
vk ⊕ αk
β
∆x∗
k
)
−F (vk ⊕ 0x∗ )
)
∈ ∂F
(
vk ⊕ sk∆x∗k
) [
0x∗ ⊕∆x∗k
]
.(C-3)
Note that the point-to-set mapping ∂F is closed and limk(∈K)→∞ sk = 0 under the assumption
that limk(∈K)→∞αk = 0 and K ⊆ K. Letting k go to∞ in K in (C-3) yields
liminf
k∈K,k→∞
β
αk
(
F
(
vk ⊕ αk
β
∆x∗
k
)
−F (vk ⊕ 0x∗ )
)
∈ ∂F (v∗ ⊕ 0x∗ )
[
0x∗ ⊕∆x∗
]
.
Hence, from the definition of the generalized gradient F◦ and Clarke regularity of F, we have
liminf
k∈K,k→∞
β
αk
(
F
(
vk ⊕ αk
β
∆x∗
k
)
−F (vk ⊕ 0x∗ )
)
≤ F◦
(
v∗ ⊕ 0x∗ ;0x∗ ⊕∆x∗
)
= F ′
(
v∗ ⊕ 0x∗ ;0x∗ ⊕∆x∗
)
.
(C-4)
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Algorithm D.1 Riemannian Newton method for real-valued functions
Require: Riemannian manifoldM, Riemannian metric〈·, ·〉 , three times continuously differ-
entiable functions θ :M→ R, retraction R : TM→M.
Input: Initial iterate x0 ∈M. Output: x∗ ∈M such that gradθ (x∗) = 0.
for k = 0,1, . . . do
Solve the Newton equation
Hessθ (xk) [ζk] = −gradθ (xk)(D-1)
for the unknown ζk ∈ TxkM, where Hessθ (xk) [ζk] = ∇ζxk gradθ;
Set
xk+1 = Rxk (ζk) ;
end for
Furthermore, by noting Expx∗ (v∗) = x∗, we have
F ′
(
v∗ ⊕ 0x∗ ;0x∗ ⊕∆x∗
)
= lim
t↓0
Pρ¯ ◦RExpx∗ (v∗)
(
Πx∗→Expx∗ (v∗)
[
0x∗ + t∆x∗
] )
−Pρ¯ ◦RExpx∗ (v∗)
(
Πx∗→Expx∗ (v∗) [0x∗ ]
)
t
= lim
t↓0
Pρ¯ ◦Rx∗
(
Πx∗→x∗
[
t∆x∗
] )
−Pρ¯ ◦Rx∗ (Πx∗→x∗ [0x∗ ])
t
= lim
t↓0
Pρ¯ ◦Rx∗
(
t∆x∗
)
−Pρ¯ ◦Rx∗ (0x∗ )
t
=
(
Pρ¯ ◦Rx∗
) ′ (0x∗ ;∆x∗) .
(C-5)
Finally, (F2) is obtained by combining (C-4) and (C-5).
Proof of (F3). Since
〈
Bk
[
∆x∗
k
]
,∆x∗
k
〉
x∗
=
〈
Bk
[
∆x∗
k
]
,∆x∗
k
〉
xk
holds by Lemma C.5(b)
with ξ = ζ = ∆x∗
k
, equation (C-2) yields〈
B∗
[
∆x∗
]
,∆x∗
〉
= limsup
k∈K,k→∞
〈
Bk
[
∆x∗k
]
,∆x∗k
〉
xk
,
which is nothing but the equation in (F3). The whole proof is now complete.
Appendix D. Riemannian Newton method.
We briefly review the Riemannian Newton method from Absil et al. [1, Chapter 6]. This
is an algorithm for finding a critical point of a three times continuously differentiable function
θ :M→R, i.e., x ∈M such that gradθ (x)= 0. The search direction ζk ∈ TxkM is obtained by
solving the Newton equation (D-1) and the next iterate is determined by means of a retraction
along ζk . Here, the step length is fixed to 1. We formalize this method as Algorithm D.1.
The following theorem holds for Algorithm D.1. Note that Theorem D.1 was originally
established for the geometric Newtonmethod, which includes the RiemannianNewtonmethod
as an instance [1].
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Theorem D.1. ([1, Theorem 6.3.2]) Under the requirements and notation of Algo-
rithm D.1, assume that there exists x∗ ∈M such that gradθ (x∗) = 0 and Hessθ (x∗)−1 exists.
Then, there exists a neighborhood U of x∗ in M such that, for all x0 ∈ U , Algorithm D.1
generates an infinite sequence {xk}k=0,1... converging quadratically to x∗.
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