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Abstract: In a recent paper, Babolian and Delves (hereafter BD) described a Chebyshev series method for the solution 
of first kind Fredholm integral equations. The method imposes regularisation constraints directly on the Chebyshev 
polynomial expansion of the solution, and involves two regularisation parameters, C, and r. 
In this paper we develop a cross-validation algorithm capable of setting these parameters automatically. We show 
that the cross-validation scheme, coupled with the algorithm of BD leads to a stable regularised problem; and that the 
method can be implemented relatively inexpensively. Finally, we give a number of numerical examples showing that 
the method works well in practice. 
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1. Introduction 
We consider here the numerical solution of the linear first kind integral equation 
J %x9 Y)f(_Y) dY = g(x), 
a<xgb, 
cl 
(1.1) 
where k( x, y), g(x) are known &-functions and f(x) is the unknown solution. 
Equation (1.1) is ill-posed; if k is a smooth function, then a small perturbation in g(x) may 
cause a large perturbation in f(x), and any numerical method must take account of this. The 
method proposed by Babolian and Delves [l] (BD) to solve (1.1) is of interest in the present 
work. This method is based on an orthogonal expansion of f(x), using Chebyshev polynomials 
as basis functions. A set of Galerkin equations is constructed and augmented by a set of 
constraints on the expansion coefficients of the solution; the resulting equations are solved in the 
&-norm, leading to a straightforward linear programming problem. 
The constraints impose the necessary regularisation on the problem; and BD show that the 
method works very well in practice provided that two regularisation parameters Cr and Y 
defining the constraints, are set to suitable values. BD give three methods for assigning values to 
these parameters; the methods are however heuristic in nature, and the results of Belward [5] 
show that they are far from robust in practice. We study this problem here, and describe an 
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alternative algorithm which adapts the cross-validation technique of Wahba [15] to the function 
space framework of the augmented Gale&in method of BD. The algorithm provides a suitable 
choice of Cr and r; it involves the solution of a finite sequence of linear programming problems. 
The method will be described in detail in Section 2. In Section 3 the numerical stability of this 
method is discussed, and in Section 4 and 5 we discuss the ways in which this method can be 
implemented reasonably efficiently. Finally, in Section 6 we report numerical results showing 
that the algorithm is both effective and reasonably economical in practice. 
2. Outline of the method 
We write the linear operator equation of (1.1) in the form 
Kf=g. (2.1) 
If the solution f is &[a, b], it may be approximated by a finite expansion fN(x). Without loss 
of generality we assume [a, b] has been mapped onto [ - 1, 11, and following BD we take the 
Chebyshev expansion 
f(x)-fiv(x)= &.z,q(x), -l<x<l. (2.2) 
i=o 
The continuous (weighted) Gale&in equations for the coefficients a, are (see [1]) 
B MXNaN =~MM, 
where the elements Bij of the coefficient matrix BMxN are given by 
(2.3) 
Bij= ’ JJ ’ -1 -1 k(x, y)l;(y)q(x)/(l - x2)1’2 dx dy, 
i=o, l,..., Mand j=O, l,..., N, (2 -4) 
and the elements gi of the right-hand side vector are 
gi=/;1g(x)q(x)/(l-x2)1’2 dx, i=O, l,...,M. (2.5) 
Fast Fourier transform (FFT) techniques are described in [6] for approximating the elements 
Bij in (2.4) and gi in (2.5); we take these for granted here. Because (1.1) is ill-posed, any attempt 
to solve the system (2.3) directly leads to numerical instabilities. In order to overcome this defect, 
BD regularise the problem by imposing a set of constraints on the solution vector a. These 
constraints are based on the assumption that the solution f(x) of (2.1) may be written 
f(x) = 5 biq(x)7 -l<x<l. (2.6) 
i=O 
Then, in order that this solution belongs to L,[ - 1, l] and the above series is convergent, we 
require X7=,-, ) b; 1 -c 00 and assume with BD that ) b, 1 = O( iv”), n > i. Hence, using the notation 
of BD, there exist constants C’ > 0 and p > $ such that 
( bi ] < C;imp, i= max(1, i), (2.7) 
where C’ and p depend upon the analytic properties of f(x). 
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The method of BD imposed (2.7) as constraints on the computed solution a in (2.3). 
Assuming that estimates Cr and r are available for C,! and p, they solve the resulting problem as 
minimize IIBa-gll, 
subject to ]a,] < c,J-‘=sj, j=o, l)...) N. (2.8a) 
This problem can be transformed to a standard linear programming form by using the L,- or 
&-,-norm. In the former case the problem (2.8a) will be 
minimize 
subject to lajl <S,, j=O, l,..., N. (2.8b) 
The constants C’ and r play the role of regularisation parameters, and three strategies are 
discussed by BD for determining suitable values for these. The first method uses the argument 
C,a II 0 II cc 2 II k! II co/II B II co, so choose 
c,=ugllABII,~ (2.9) 
where X is a safety factor set by BD to be in the range 2 < h < 4; with this method they also 
choose r arbitrary but small (r = 2, 3). The second method used was to solve the system (2.3) 
directly for a small number of equations say N, to obtain a; and then to determine Cr and r 
from a least squares solution to the overdetermined system of equations 
log]a,] =log C,--r log i, i=l,2 ,..., N,. 
This method assumes that the Gale&in equations are reasonably well conditioned for N < N,, 
and that the inequalities (2.7) model the behaviour of the ai well for small i. The third method 
was a compromise between these two methods; it chose r arbitrary as in method 1 and computed 
an estimate for C, as in method 2. 
These three strategies are all heuristic in nature and Belward [5] shows that although they are 
often quite satisfactory, they cannot work well in general. In what follows, we use (2.9) as a 
definition of the constant X in terms of C/ and find it convenient to use the values of (h, r) in 
practical applications rather than (C,, r). We present here an alternative method for estimating 
C, (or X) and r, based on the cross-validation technique introduced by Wahba [15,17,18] in the 
context of the Nystrom method. In that context, the solution fN is computed at a set of 
quadrature points (xi, i = 1 , . . . , N). Wahba introduces a sequence of regularised solutions f’(x) 
computed by omitting the ith Nystrom equation associated with point xi; and then uses as a 
measure of the error in fi( x), the residual ri in the omitted i th equation. An overall measure of 
the residual can be formed from the estimates r,, . . . , r,; this measure depends upon the 
regularisation parameter(s), and these can be set to minimize this overall measure. This approach 
is very general. In the current function-space context, we may develop a cross-validation estimate 
by successively omitting the ith Galerkin equation; the details are as follows. 
Let ak be the computed solution vector of the LP-problem: 
minimize II Bkak - gk II, 
subject to I I a: ~8~ forj=O,l,..., Nandk=O,l,..., M, (2.10) 
366 W.A. Essah, L.M. Delves / Solution of first kind integral equations 
where Bk represents the matrix B with the kth row removed and gk represents the vector g with 
the k th element removed for k = 0, 1,. . . , M. We take here M = N + 1. If C, (or X) and r are a 
good choice, then the residual of the removed equation should be expected to be relatively small 
for all k (see later for a discussion of this assertion). We use as an overall measure the &-norm 
of the vector of residuals in the omitted Gale&in equation 
(2.11) 
The values of X and r are then chosen to minimize the function V(X, r). This is not absolutely 
straightforward, because this function is almost flat over the relevant ranges of h and r 
(compare the discussion of Varah [14]); however, the position of the minimum is not required 
accurately and it has proved possible to treat this difficulty adequately. Details of the algorithm 
will be discussed in Sections 4 and 5. 
3. Analysis of the method 
In this section we study the theoretical properties of the method. We demonstrate that, under 
suitable conditions (to be given), and for large N, the values of A and r obtained by minimizing 
V( h, r) in (2.11) should be close to the values yielding the “best” approximation f&x) for the 
exact solution f(x), where “best” is taken in the sense defined below. Moreover, we show that 
V( h, r ) remains bounded as N + cc so that the method stays stable. 
As a measure for this “best” approximation, we take here the norm of the errors between the 
truncated exact expansion coefficients { b,}E,, = b, and its computed expansion coefficients 
{ aj}j’?!, = uN. We define 
TN@, r)= lIbN--aNllr, (3.1) 
and show that TN( X, r) remains “close” to V( X, r). In the following proofs the suffix N and the 
bracket (X, r) will be omitted wherever the meaning is clear without them. 
We first consider the analysis of the structure of the matrix B and the vector g. These are 
defined by equations (2.4) and (2.5) which identify B,,, gi as coefficients in the orthogonal 
expansions 
kb, y)(l -Y~)~'~ = $ f’ ft BijT(x)7J(y), g(x) = 2. f’gJ+). 
i=O j=CJ IT i=O 
Following [8] we assume that there exist positive constants C, > 0, p, q, p’, q’ such that 
I Bij I G 
Cbi-pJ-q, 1.2 i, 
Cbi-P)-q', i > j. (3-2) 
These exponents p, q, p’, q’ depend on the analyticity properties of k(x, y)(l - y2)“*. 
Similarly we assume that there exists constant C, > 0, such that 
I gi I < CgTS. 
Again, s depends on the analyticity properties of g(x). 
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Lemma 1. Let ai = C,i-r for i = 0, 1, . . . , N, with r > 1, and let a, ak satisfy bounds of the form 
1 a, 1 < 6, and 1 a: 1 < i$; then 
IIaII,<Cf(2r-l)/(r-1)and [Ia-akII,<2Cf(2r-l)/(r-1). 
Proof. 
IIa 11~ = 1 I ai 1 < C, 5 i-’ < 2Cf+ C’imier di = C,s, 
i=o 
(3.3) 
alSo IIa--akllIG IWh+ Ilakll 1 < 2Cf(2r - l)/(r - 1) from (3.3). 0 
Lemma 2. Let the matrix B satisfv bounds as in (3.2) with p > 1; then 
II B II I Q C,(~P - l)/( P - 1). 
Proof. 
M m 
\(B((,=maxx IBij(<Cbmaxj-4~i-P, j=O,l,..., N. 
i i=o j i=o 
< C,(2p - l)/( p - 1) (as in (3.3)). 0 
Lemma 3. Let the matrix B and the vector b satisfy the bounds (3.2) and (2.7) respectively, with 
p > 1, (q + p) > 1; then 
where eN = Ct,C’(2p - l)N- (q+p)+l/( p - l)( q + p - 1). 
Proof. From (3.2) and (2.7), 
f / E B,h,l< E f I Bijl I bj I < E E C,i-pj-qC;j-p 
i=O j=N+l i=O j=N+l i=O j=N+l 
< C,C,(2p - 1) N- (q+p)fl/(p-l)(q+~-l)=eN. Cl 
Lemma 4. Let BTB be non-singular and let a’ = l/( )I B II 1 ]I B+ )I 1), where B+ = ( BTB)-‘BT is the 
generalized inverse of B; then (see [9]) 
II B(a - 6) II 1 2 a’ II B II 1 II a - b II 1. 
Lemma 5. Let ak be the unique solution of (2.10). Define the vectors Skg and “g* as follows: 
N T 
kg*= go, g,,..., 
( 
gk-1, c Bkjar, gk+l,..., 8M 
i 
7 (3.4a) 
j=O 1XM 
N T 
skg= 0, o,... ,O, c BkjaT-gk, o,.-.,o for k=O, l,..., M. (3.4b) 
j=O 1xM 
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Now, let ka * be the solution assumed unique, to the LP-problem: 
minimize E 5 B,rar -“g: , 
i=O j=O 
(3.5) 
subject to I I kaI? < 8j, j=O,l N. ,“., 
Then 
(1) ka* = ak, 
(2) ; Bkjakaj = c/&!jkg,, k=O, l)...) M, 
j=O 
where the ck, may be computed using (3.1Oa) below and Skaj are defined as follows: 
aka.zkaik -a. 
J J 
/, j=O,l ,***, N. (3.6a) 
These relations are valid, provided that I] akg I( is small enough not to change the basis and the 
active constraints for the L,-problem (2.8b). Given this assumption, we may prove both relations 
(1) and (2) as follows. 
Proof. (1) Let C Z ak be any feasible solution of (2.10). Then we have for all k = 0, 1,. . . , M, 
Z / Ii R.jar-Lp~~~ ~~~~oBija~-Xii+~~~a~-kn:/ 
i=O j-0 
=~kl~~ja~-gil (fromthedefinitionofkg*) 
(since C is not optimal) 
M N 
< c c BijCj -kgT 
I . 
i=O j=O 
5 BkjCj -“g; 
j=O 
Therefore ak is an optimal solution of problem (3.5) subject to the same inequality constraints as 
are imposed in (2.8b). But since problem (3.5) is supposed to be uniquely minimized by ka*, (1) 
follows. This is an II-version of the “leaving-out-one” lemma in [18, lemma (3.1)]. 
(2) We first consider the problem (2.8b) in its standard form (see [3]) as follows: 
minimize eT(J4 + U), where e = (1, 1,. . . , l)=, 
subject to B(b-c)+u-u=g, 
I( b - c) + 11” = 6, 
- I(b - c) + u”’ = 6, (3.6b) 
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where b - c = a; b, c, u”, u “I, U, ti > 0. Then the initial condensed tableau of (3.6b) has the 
augmented matrix form 
[VI= [TjZI j ‘iJ, (3.7) 
where IN is the identity matrix of order N. Suppose that the solution vector a is such that n of 
the constraints in (3.7) are active and m of the Gale&in equations are satisfied where 
n+m=N; we takeconstraints t;, i=O, l,..., n, to be active and Galerkin equations si, i = 0, 
1 ,-**, m, to be satisfied. Then from the simplex algorithm there exists a matrix H (called the 
basis matrix) of order N and a vector b* such that Ha = b*, where b* and H are defined as 
b*= [g,,,, gS,,...,gs,,,, 4,> ~~,,...J$~];XN, 
and 
H = [ Ps,, Ps, 9*.*9 Ps,, Pt,, Pt,,..-, dLv' 
where pi represents the ith row of the matrix P for i = 0, 1,. . . , N. 
It follows that a = H-lb* and 
aj = 2 h,g, + 5 h,6,, (3 -8) 
L=s, L=r, 
where h, are the elements of H-‘, j, L = 0, 1,. . . , N. 
Similarly, for the problem (3.5) and under the assumption that the constraints set is unaltered, 
when the right-hand side vector g is changed into ‘g * by Skg, the solution vector ka * of problem 
(3.5) satisfies 
ka,? = 2 hjLkgt + i hjLSL. 
L=s, L=t, 
Subtracting (3.8) from (3.9) gives 
kaT -aj= 2 h,(“gLT -gL). 
L=s, 
(3.9) 
It then follows from the definitions (3.4b) and (3.6a) that 
Skaj= $ h,Skg, and f BkjakClj= 5 Bkj 5 h,S”g,. 
L=s, j=O j=O L=s, 
We now define 
C kL = f BkjhjLa 
j=O 
Then 
N snl 
(3.10a) 
(3.10b) 
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But by definition akg, = 0, unless L = k. Hence if k does not belong to (so, sl,. . . , sm), the 
right-hand side of (3.10b) vanishes; it then follows that akaj = 0 for 0 <j < N. We refer to this as 
case (a). But if L = k at one of the s,‘s for 0 G i 6 m, then 
In this case, the vector Bkj, j = 0, 1, . . . , N, is the s,th row of the matrix H and h js, is the s,th 
column of H- ‘. Hence 
z Bkjh, = 13 ; Bkjakaj = Sk&. 
j=O j=O 
Hence ckk = 1, and part (2) and the lemma follow. We refer to this as case (b). 0 
Using Lemma 5, we have 
E BkjaT = f Bkjaj in case (a), 
j=O j=O 
5 Bkj(+Clj)= akgk in case (b) (ckk = 1). 
j=O 
We represent the equations where case (a) is satisfied by Ii for 0 G i < n and 0 < n < M, and the 
equations where case (b) is satisfied by 4, 0 < i < m. Then for k E { li}~zo, we have from case (a) 
E BkjaT - gk = E Bkjaj - gk (3.11) 
j=O j=O 
and for k E { Ji}~zo we have 
i Bkj+gk= ; Bkj(+aj). (3.12) 
j=O j=O 
Therefore, by summing the absolute value of equations (3.11) and (3.12) over k and noting that 
n+m=M,wehave. 
In N 
= c c Bkjaj - gk + 
k=I, j=O k 
E Bkjar - gk 
j=O 
? 5 Bkja,k- J$oBkjaji- 
=.I0 j=O 
Since the non-included terms are zero, the left-hand side of the above equation is 
M N 
c c Bkj+gk = V(X, r) (from(2.11)). 
k=O j=O 
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Therefore, 
Also from equation (3.13) 
But, since 0 g m < N -K M and from the definition of V( A, r), 
Hence, for some constant 0 < E < 1, 
(3.16) 
4. Theorem 
Theorem. Let V(X, r) be defined as in (2.11) and TN(X, r) (= T) defined as in (3.1); then for 
. . 
some positive constants m,, m 2, 4, M,, 
m,T- mze,< V(X, r) <MIT+ M2eN, 
where eN is as defined in Lemma 3. 
Proof. We assume that (2.1) has an &[a, b] solution f with 
expansion-coefficients vector b satisfies the Galerkin equations 
E Bkjbj = gk 9 k=O, l,..., co, 
j=O 
E 
k=O 
expansion as in (2.6). Then the 
(4.1) 
(4.2) 
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f 5 Bkj("j-bj) = IIB(a-b) Ill- 
k=O j=O 
Hence the first term on the right-hand side of (4.2) is G II B II 1 II a -b 11 = (I B 11 ,T (from the 
definition (3.1) of T). Also the second term on the right-hand side of (4.2) is 6 eN (see Lemma 
3). Therefore (henceforth we omit the suffix 1 for the l-norm), 
Again from (4.1) we have 
and from Lemma 4 11 B(a - b) II 2 a‘ II B II T. Therefore: 
(4.3) 
(4.4 
Then, substitution of (3.16) and (4.3) in (3.14) gives 
V(A, r>< IIBIIT+e,+cV(X, r), 
that is 
v(X, ~)~(llBIIT+e,)/(l-~). 
Similarly, substitution of (3.16) and (4.4) in (3.15) gives 
V(X, ~)>,~‘IIBIIT-~,-EV(X, r), 
that is 
V(X, ,)~(((y’IIBIIT-eN)/(l+~). 
Now if we define the constants m,, m,, Ml and M, as 
m,=a’lIBll/(1+~), m,=l/(l+e), 
MI = II B II A1 - 49 iv2 = l/(1 - C). 
Then 
m,T-m,e,< V(A, r)<M,T+M,e,. 
The lower bound is only useful when it is positive; however, we note that for sufficiently large N, 
eN will be negligible, while in practice the achieved accuracy T is bounded. Hence the theorem. 
17 
5. Numerical difficulties 
Here we consider the difficulties faced in implementing the method described. There are two 
major problems to be faced. 
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(1) The method is expensive, since each V( X, r) requires A4 + 1 LP-problems to be solved for 
Clk, k=O, l,.:.,M. 
(2) The function v(/(h, Y) is flat and hence is difficult to minimize. 
5. I. Computational expense 
The major expense is the need for the solution of a large number of LP-problems. But these 
problems are not independent of each other; we have tried two methods of taking advantage of 
this fact. 
Procedure 1. If the final solution is to be satisfactory, the intermediate solutions a“ will all be 
similar to the overall solution a. As in [3] we assume that the solution a is a good approximation 
to uk in the sense that 
ak=a+xk for k=O, l,..., M, 
with I] xk I( expected to be small. Then by solving the LP-problems: 
minimize eT(U + v), 
subject to Bkxk+u--=g’-Bku, 
xk+y’=6-u, 
-xk+y”=6+u, 
the solutions xk will be computed, and hence the uk for k = 0, 1,. . . , M. In many cases xk will 
have a number of zero components; hence, it can be hoped that there will be substantial savings 
over the original formulation. In practice, this procedure gave only minor savings in cost; but the 
basic idea is valid, and major savings have been made by the following procedure. 
Procedure 2. This is based on the idea of reducing the number of LP-problems required for each 
V( A, r) evaluation. We note that, in many cases, a k is identical with the solution a; if we can 
tell in advance that this will be so, we need not compute a k. In fact, we can tell this by looking at 
the final tableau of the LP-problem for a. The solution uk will be identical to a if 
(a) no basic variable for a appears in the removed row (k th equation); 
(b) no positive marginal costs are obtained after removing an artificial variable which appears 
in the kth equation; 
(c) no slack variable appears in the kth equation. 
The savings gained by such an inspection of the tableau, are illustrated in Section 6. 
5.2. Minimization of V(X, r) 
The function V( A, r) is in practice very flat and hence is difficult to minimize by any general 
purpose minimization routine; a similar observation is made by Varab [14]. Some relief from this 
problem is given by the fact that the minimum is needed only roughly; however, care is still 
needed to reduce the number of evaluations of V( A, r) used, since each is expensive. We have 
used the routine EOUBF from the NAG library for this purpose. In this routine, no derivatives 
are required, but the user must supply a starting point for the solution and if this point is chosen 
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badly or far from the solution, E04JBF will need a large number of iterations to achieve a given 
accuracy. We attempt to reduce this cost as follows. 
Stage a. An automatic choice for the initial starting solution (which has only two unknown 
parameters X and r) can be set up by computing an independent, approximate error estimate 
EK( X, r) at a grid of points; we have used X = 2, 3, 4, 5, and r = 1, 2, 3, 4, 5. Then the values of 
X and r at the minimum value of EK will provide a (hopefully accurate) starting point for the 
main minimization routine. We have defined our error estimate as 
E,(h r> = I~K+~K-, I, 
where K is the number of the first constrained ai for i = 0, 1,. . . , N. The idea behind this 
definition is as follows: if the constraint i is not active, then the Galerkin equation is satisfied 
and the computed coefficient a, will be approximately equal to the exact coefficient bi 
(hopefully). But if the constraint i is active, then ai will not normally be close to bi. Therefore if 
all the constraints are active for i >, K, then the best approximation available for f(x) is 
i=O 
and the error estimate defined above is then taken from [6]; in practice (see [6]) the ai are 
smoothed before computing the error estimate. It is not of course always true that once one 
component ai binds, all succeeding constraints are active; we therefore take the first binding 
constraint. 
Stage b. An integer parameter called Maxcal is present in the routine E04JBF to enable the user 
to limit the number of function evaluations; it is recommended to be set to 560 for our problem. 
This number was used originally. But we have found that Maxcal can be small for the type of 
accuracy we require and we ended up setting Maxcal to 4, without finding any significant 
differences in the solution; the results of Table 5 explain this. Using the minimization routine in 
this way yields a check on the nature of V(X, r) in the neighbourhood of the approximate 
minimum found during the grid search; it is sufficient for our purposes that V be flat near this 
point. 
Finally, a further reduction in the cost of minimizing V of large N has been made by running 
Stage a for an approximation of size $N, followed by minimization using E04JBF as above for 
full N. Again, no significant effect was noticed on the accuracy of the solution. 
6. Numerical examples and results 
We consider a set of five test examples given in BD [l] with three given by Belward [5] and one 
by te Riele [ll]; a comparison with their results is given below. The calculations for these 
examples were carried out on an IBM4341 in FORTRAN using double precision. The parameter 
M (the number of rows in the Gale&in matrix; see (2.8b)) was set to be N + 1; hence the system 
of equations generated for equation (2.3) was of dimension (N + 1) x N. This choice is not of 
deep importance; it was made so that the &-linear progra mming problems for this algorithm 
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Table 1 
A comparison between the computed maximum error norm 11 e,,, 11 m achieved using the augmented Gale&in method in 
the three given cases 
Example 
number 
1 
3 
N 
5 
8 
10 
20 
5 
10 
15 
20 
This paper This paper 
M=N+l M=N 
3.1.10-2 1.3.10-2 
6.2.10-5 1.1.10-4 
5.9.10F5 5.9*10-5 
5.9.10-5 5.9.10-5 
9.9.10-3 9.6.10-3 
2.3.10-3 2.3.10-3 
1.7.10-3 1.7.10-3 
4.3. 1o-4 4.3.10-4 
BD PI 
3.2~10-~ 
7.5.10-5 
6.0.10-5 
6.7.10-5 
1.0.10-2 
2.5.10-3 
1.8.10-3 
4.7.10-4 
could be solved either by the routine E02GBF from the NAG library (which is not suitable for 
underdetermined systems) or by the procedure CL1 of Barrodale and Roberts [3]. The results 
presented here used the CL1 procedure to enable a direct comparison between our results and 
those in BD. No significant differences were observed with the results for the two choices M = N 
and A4 = N + 1 and this can be seen in Table 1. 
The accuracy of the solutions was measured (as in [5]) by evaluating the norms of the 
difference between the Chebyshev expansion of the approximate solution and the exact solution 
at 101 equally spaced points. The errors are defined as follows. 
100 
II eNII 2= C {f(xi) -fN(xi))2/101 
[ I 
t/2 
3 
i=O 
IIeNIlm= m~If(xi)-f~(xj)I forOGi<100. 
The test problems used are as follows. 
Examples 1 and 2 (Babolian and Delves [l]). 
k(x, Y) = e5, 
g(x) = (exe+’ - l>/<xP +11, 
OGX, y<l, 
with solution f(y) = eB and /3 = 1 (Example 1); p = 2 (Example 2). The functions k, g and f 
are analytic for x and y; thus f is in C” and hence the regularity parameter r can take any 
value. 
Example 3 (Babolian and Delves [l]). 
k(x, y) = (x2 +_Y’)~‘~, 
g(x)=-f[(1+x2)3’2-x3], o<x, y<l, 
f(Y) =Y- 
Here k has a discontinuity in its first-order partial derivatives at [0, 01; f and g are analytic. 
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Examples 4 and 5 (Babolian and Delves [l]). 
kb, Y) = x(y_ 1) 
i 
y(x- I), Y<X o<x, y<l. 
9 XGY, 
The exact solution is f(y) = g”(y) provided g”(y) exists on [0, l] and g(0) = g(1) = 0. We have 
g(x) = $(x3 - x) for Example 4 and g(x) = eX + (1 - e)x - 1 for Example 5. 
For these examples, the kernel k has a discontinuous first-order partial derivative on the line 
x = y; f and g are analytic; thus A and Y can take any values. The singularity displayed by the 
kernel of these two problems is handled by using the fast Gale&in algorithm for singular kernels 
c71. 
Example 6 (Belward [5]). 
k(x, y) = exy, 
g(x)=(eX/2_l)/x, OGXT YG1, 
f(y)= ;p ( 7 pz-f . . 
k, g are analytic; but f has a finite discontinuity. Hence f is in Co, and the regularity parameter 
r = 1. This example demonstrates the difficulties faced by the cross-validation algorithm: the 
presence of the discontinuity in f depends upon the form of g rather than k, and a small change 
in g will lead to an analytic solution with r = cc. An example with an intermediate value of Y is 
discussed in [5]. 
Example 7 (Belward [5]). 
k(x, y) = exy, 
g(x) = (2 + x - 2ex12)/2x2, 
OGX, y<l, 
For this example, k, g are analytic; f is continuous, but f’ has a finite discontinuity, so that f 
is in C’ and r=2. 
Example 8 (Belward [5]). 
kb, Y>= 
y(x- I>, Y GX, 
x(y_l) OGX, y<l, 
7 X<Y, 
g(x) = I +(4x2 - 3x), o<x<:, +(x _ I), +x<1, 
f(y)= ;y 
i 3 
gz;:;y 
. . 
As in Example 6, f is in Co, so that r = 1. 
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Table 2 
Results for Example 3 with and without the use of the error estimate EK(X, r) 
N Without EK(X, r) With EK(X, r) 4 
r h 11 eN 11 m iter, r x 11 eN 11 m iter, 
3 2.9 1.0 2.4.10-’ 575 1.0 1.0 2.4.10-2 404 1: 1.3 
4 3.2 3.9 7.5.10-2 77 1.0 2.0 8.8.10-2 6 1:3 
6 2.2 4.5 5.5.10-2 52 5.8 4.0 4.3.10-3 21 1: 1.5 
8 2.5 4.6 5.9.10-I 93 5.0 2.4 2.8.10-3 22 1: 3.5 
10 2.6 3.14 6.1.10-2 113 4.0 1.7 4.4.10-3 103 1:l 
12 2.9 3.0 3.0.10-2 79 5.7 4.0 1.1*10-3 23 1:2 
15 2.9 1.6 6.5.10-3 68 5.0 1.97 6.5. 1O-4 91 1.2:1 
20 2.9 3.0 5.1.10-3 55 5.4 4.4 4.6e10-4 70 1.5:1 
Example 9 (te Riele [ll]). 
k(-% u) = l/(x +y>, 
g(x) = ln[(l +x)/(1 + fx)]/x, 1 <x, y < 5, 
f(v) = l/Y. 
k, f, g are analytic over the relevant range of x, y. 
6.1. The results obtained 
Results for Examples l-8 are presented in Tables 6-13 respectively; these give the accuracy 
obtained by the &-algorithm of BD [l], the &-algorithm of Belward [5] and the algorithm 
presented here (denoted by CV). The error norms displayed in these tables are chosen to give a 
comparison with the previous author’s results. The tables also show the number of iterations 
required for E04JBF to minimize V( A, r) using Stage a of Section 5.2 (iter,) and using Stage b 
(denoted by iter,). The values of A, Y presented are those computed by the cross-validation 
algorithm; although these are not in general exact integer values, they are often not altered 
significantly by E04JBF from the integer grid values chosen in the initial search stage. Tables 
2-4 give the results for three examples obtained by the method with and without the use of the 
measure EK( A, r) to fix the initial point for E04JBF. Results for Example 9 are given in Fig. 1, 
together with those given for this example by te Riele [ll]. 
In Tables 2-4: 
iter, is the number of iterations carried out by E04JBF when EK( A, r) is used, 
iter, is the number of iterations carried out by E04JBF without the use of E,(X, r), 
R, represents the ratio of the complete time required by the method with and without the use 
of E&, r). 
In Tables 6-13 we give 
CV: the computed maximum error ]] eN ]] obtained by the cross-validation algorithm, 
BD: the computed maximum error ]I eN I] obtained by the L,-algorithm of BD at X = 4, 
r=5, 
Be: the computed maximum error I] eN ]I obtained by the L,-algorithm of Belward at X = 4, 
r= 5. 
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Table 3 
Results for Example 6 with and without the use of the error estimate EK(X, r) 
N Without EK(X, r) With EK(h, r) 
r A 11 eN 11 2 iter, r A 11 eN 11 2 iter2 
R, 
5 3.68 2.6 2.3.10-l 20 0.6 2.4 1.8.10-’ 39 3 1 
6 3.62 2.6 2.3.10-l 22 0.6 2.4 1.4.10-l 42 3 1 
9 4.4 2.8 2.4.10-l 77 1.8 4.0 1.9.10-l 39 1 1.4 
10 4.3 2.8 2.4+10-’ 62 1.8 4.0 1.9*10-’ 39 1 1.3 
12 4.4 2.8 2.4.10-t 74 1.8 4.19 1.9*10-’ 50 1 1.3 
15 4.2 2.8 2.4.10-l 77 1.8 4.25 1.9.10-l 50 1 1.4 
20 4.2 2.87 2.4.10-’ 69 1.8 4.4 1.9.10-l 41 1 1.5 
Table 4 
Results for Example 7 with and without the use of the error estimate EK(X, r) 
N 
3 
4 
6 
8 
9 
10 
12 
15 
20 
Without Ek(h, r) With E,(A, r) R, 
r x 11 eN iI 2 iter, r x 11 eN II 2 iter, 
2.3 4.7 3.4.10-z 45 0.6 3.1 1.1.10-’ 17 1: 1.5 
0.72 4.0 1.8.10-2 38 0.6 2.5 9.2e10-2 18 1: 1.5 
1.4 4.1 9.1-10-3 71 0.87 3.79 9.1*10-3 51 1:l 
1.4 4.2 9.1e10-3 85 1.4 4.4 5.8*10-3 37 1: 2.5 
1.39 4.2 9.1.10-3 73 1.01 3.9 9.3.10-3 41 1: 1.2 
1.38 4.2 9.1.10-3 72 1.0 3.9 9.1.10-3 41 1: 1.2 
1.36 4.2 9.1.10-3 60 0.99 3.9 9.1.10-3 41 1:l 
1.37 4.2 9.1.10-3 74 1.7 5.5 9.1.10-3 235 3:l 
1.37 4.28 9.1.10-3 75 1.7 5.5 9.1.10-3 235 2.5 : 1 
Table 5 
The computed maximum error norm 11 eN 11; E, (using Stage a): Maxcal = 560; E, (Stage b): Maxcal = 4; the 
&-norm is shown for Examples 1 and 3 and the L,-norm for Examples 6 and 8 
N Example 1 Example 3 Example 6 Example 8 
E, Eb 
3 1.1.10-’ l.l.lO--’ 
5 3.1.10-2 3.1*10-2 
6 2.6010-~ 2.6.10-3 
7 1.0.10-4 1.0.10-4 
8 5.9.10-* 6.2.10-s 
9 5.9.10-5 5.9.10-5 
10 5.9.10-5 5.9.10-5 
12 5.9.10-5 5.9.10-5 
15 5.9. 1o-5 5.9.10-5 
20 5.9.1o-5 5.9.10-5 
4 Eb E, Eb E, Eb 
6.8.10-2 6.8*10-2 2.4.10-’ 2.4.10-’ 2.7.10-l 2.7,10-’ 
5.6.10-2 5.6.10-2 2.0.10-l 2.0*10-’ 2.3.10-’ 1.8.10-’ 
3.4*10-3 5.5.10-2 1.6.10-l 1.5*10-’ 1.8.10-’ 1.6.10-’ 
7.5 * 1o-4 5.5.10-s 1.8.10-’ 1.4.10-l 2.0*10-’ 1.5*10-t 
3.4.10-3 l.S~lO--’ 1.9*10-’ 2.5.10-l 1.3*10-’ 1.3.10-l 
2.2.10-3 1.7.10-2 1.9.10-t 2.6.10-’ 1.8.10-’ 1.3.10-’ 
4.4.10-3 2.6.10-2 1.9*10-’ 2.7.10-l 1.3.10-l 1.2.10-I 
2.1*10-3 2.1.10-3 1.9.10-t 2.5.10-l 1.1.10-t 1.1*10-’ 
6.5.10-4 7.0. 1ct-4 1.9*10-’ 1.8*10-’ 1.2*10-’ 1.3.X?-’ 
6.3.10-4 4.3.10-4 1.9.10-t 1.8.10-’ 8.0.10-2 8.4.10-* 
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00 
1 2 3 4 5Y 
Fig. 1. The computed solutions f,,,,(x) for Example 9; (+: this paper, N =16, r = 3, X = 5; o: [ll], N =16). 
Table 6 
Results for Example 1; errors are infinity norm 
N BD Be cv r x iter, iter, 
2 2.3.10-l 1.5.10-l 3.5.10-l 
3 8.0+10-2 1.5.10-2 1.1.10-l 
4 2.7.10-2 1.1. 1o-3 8.6.10-2 
5 1.1.10-2 2.5.10-3 3.1.10-2 
6 1.6.10-3 3.4.10-3 2.6.10-3 
7 7.7.10-5 4.5.10-3 1.0.10-4 
8 7.5.10-5 4.4.10-3 6.2.10-5 
9 6.4.10-5 5.0.10-3 5.9.10-5 
10 6.0.10-5 4.4.10-3 5.9.10-5 
15 5.6.10-5 4.2.10-3 5.9.1o-5 
20 6.7.10-5 5.2.10-3 5.9.10-5 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
5 5 
5 5 
5 5 
5 241 
5 241 
5 241 
5 241 
5 236 
5 236 
5 236 
5 236 
Table 7 
Results for Example 2; errors are infinity norm 
N BD Be cv r h iter, iter, 
2 2.3.10-l 1.6.10-’ 3.4.10-l 1 2 5 5 
3 8.2.10-2 1.5.10-2 1.1.10-’ 1 2 5 5 
4 2.8.10-2 1.1.10-3 8.3.10-2 1 2 5 5 
5 1.1.10-2 8.0.10-5 2.8.10-2 1 2 5 241 
6 2.7.10-3 3.2.10-3 2.7.10-3 1 2 5 241 
7 9.1.1o-5 2.4.10-3 1.0.10-4 1 2 5 241 
8 6.3.1O-5 5.0.10-3 6.1.10-5 1 2 5 241 
9 6.1.10-’ 5.4.10-3 5.9.10-5 1 2 5 236 
10 6.4.10-5 4.6.10-3 5.9.10-5 1 2 5 236 
15 6.4.10-5 5.4.10-3 5.9.10-5 1 2 5 236 
20 1.1.10-4 5.3.10-3 5.9.10-5 1 2 5 236 
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Table 8 
Results for Example 3; errors are infinity norm 
N BD Be cv r x iter, iter, 
2 8.7.10-2 1.9.10-3 2.4.10-2 1.005 1 46 404 
3 6.5.10-2 4.0.10-3 6.8.10-2 1 2 5 5 
4 1.3.10-* 2.2.10-3 k~3.8.10-~ 1 2 5 5 
5 1.0.10-2 2.4.10-3 5.6.10-2 1 2 5 13 
6 4.1.10-3 1.8.1o-3 5.5.10-2 1 2 5 10 
7 3.7.10-3 4.4.10-4 5.5.10-2 1 2 10 11 
8 4.2.10-3 8.4.10-4 1X.10_’ 1.66 1.74 11 11 
9 2.0*10-3 1.1 .10-3 1.7.10-2 1 2 6 12 
10 2.5.10F3 4.0.10-4 2.6.10-* 3 3 6 103 
15 1.8.10-3 4.8.10-4 7.0.10-4 5 2 6 59 
20 4.7. 1o-4 1.2.10-4 4.3.10-4 5 2 11 13 
Table 9 
Results for Example 4; errors are infinity norm 
N BD cv r h iter, iter, 
2 4.9.10-l 5.0*10-’ 1 2 3 3 
3 5.0.10-l 2.6.10-* 1 1.56 9 9 
4 1.6.10-9 1.3.10-” 1 2 10 10 
5 9.2.10-‘O 7.8.10-l’ 1 2 5 5 
6 1.8.10-s 4.5.10-” 1.25 1.9 10 10 
7 4.1.10-* 2.5.10-lo 1 2 5 5 
8 1X.10-8 1.3.10-‘0 1.58 1.79 11 11 
9 1.2.1o-s 6.1.10-lo 1 2 5 5 
10 5.1.1o-8 2.9.10-10 1.49 1.84 11 11 
15 2.5.10-7 2.4.10-9 1 2 5 5 
Table 10 
Results for Example 5; errors are infinity norm 
N BD cv 
2 6.6.10-l 1.03 
3 1.9.10-’ 1J3.10-’ 
4 7.7.10-* 2.1.10-2 
5 4.9.10-* 1.6.10-3 
6 3.4.10-3 1.0.10-4 
7 1.6.10-4 4.9.10-6 
8 7.0.10-6 2.0-10-7 
9 1.4.10-7 9.0.10-9 
10 2.1.10-7 2.4.10-9 
15 8.7.10-7 8.5.10-9 
20 9.4.10-7 1.5.10-* 
r x iter, iter, 
1 2 3 3 
1 2 5 5 
1 2 7 179 
1 2 5 5 
1.6 1.78 10 10 
1 2 5 5 
1 2 10 10 
1 2 6 6 
1 2 10 19 
1 2 9 9 
1.45 1.87 9 10 
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Table 11 
Results for Example 6; errors are L,-norm 
N BD Be cv r h iter, iter, 
(A=2.5, r=l) 
3 3.1.10-’ 2.4.10-l 2.4.10-l 0.98 2.9 9 9 
6 1.6.10-’ 1.8.10-l 1.5.10-l 0.92 2.29 9 6 
9 1.4.10-l 1.5.10-l 2.6.10-l 0.98 2.25 7 7 
12 1.4.10-l 1.4.10-’ 2.5.10-l 1.01 2.3 7 7 
15 1.4.10-l 1.4.10-’ 1.8.10-l 1 4 7 7 
N 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
15 
cv 
1.3.10-l 
1.4.10-l 
6.6.10-2 
9.1.10-3 
3.7.10-2 
7.2.10-2 
7.7.10-l 
9.1.10-3 
9.1.10-3 
9.1.10-3 
9.1.10-3 
9.1 .10-3 
r 
1 
0.8 
0.66 
0.79 
0.88 
0.7 
0.7 
1 
1 
1 
0.99 
1 
h 
3 
2.49 
2.94 
3.89 
3.45 
2.95 
2.95 
4 
4 
4 
3.96 
4 
iter, 
6 
7 
8 
8 
8 
8 
8 
7 
7 
7 
6 
6 
iter, 
6 
7 
239 
6 
7 
7 
15 
15 
15 
15 
231 
235 
Table 12 
Results for Example 7; errors are L,-norm 
BD 
(h=lO, r=2) 
1.8.10-2 
1.8.10-2 
9.1.10-3 
1.0.10-2 
8.0.10-3 
7.6.10-3 
7.8.10-3 
1.1.10-2 
1.0.10-2 
6.7.10-3 
1.1.10-2 
1.0.10-2 
Table 13 
Results for Example 8; errors are L,-norm 
N 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
15 
20 
Be 
(X=4, r=l) 
5.0.10-l 
3.2.10-l 
2.0.10-’ 
1.9.10-l 
1.6.10-l 
1.6.10-l 
1.4.10-l 
1.4.10-l 
1.3.10-l 
1.3.10-l 
1.2.10-l 
1.2.10-l 
1.1.10-l 
1.0.10-l 
cv r h iter, iter, 
4.9.10-l 1 2 3 3 
2.7.10-l 1 3 12 12 
1.9.10-l 1 2 6 6 
1.8.10-l 0.79 2.15 8 55 
1.6.10-l 0.83 2.11 8 27 
1.5.10-l 0.73 2.17 8 8 
1.3.10-’ 0.89 2.05 9 9 
1.3.10-l 0.73 2.15 8 24 
1.2.10-’ 1.3 4.95 10 21 
1.2.10-l 1 5 10 35 
1.1.10-l 1.17 3.97 12 46 
1.0.10-’ 1 4 6 11 
1.3.10-l 1 4.9 6 6 
8.4.10-2 1 3 6 56 
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In Tables 6-10 the errors are given in the infinity norm; in Tables 11-13, the L,-norm of the 
error is used, for comparison with previous results. 
4.2. The behaviour of the cross-validation technique 
Tables 6-8 and 11 give comparisons with both the L,- and L,- algorithms. The results show 
that our method behaves similarly to the L,-algorithm of BD; this is as we should hope, since the 
difference between the two lies only in the way in which the parameters X and r have been set. 
Perhaps the most interesting parameter is r, since this is directly related to the smoothness of the 
solution f. It is evident from the tables that the values of r picked by the cross-validation 
technique are not always close to those expected “theoretically” from an analysis of the 
asymptotic behaviour of the Chebyshev expansions involved. We see from the results that, when 
the solution is smooth, the cross-validation technique as implemented here, does not choose a 
particularly large value of r; for Examples 1 and 2, it sets r = 1 rather than the theoretically 
possible r = 00. But this does not affect the results significantly, because for these examples no 
constraints are in fact binding until high accuracy has already been achieved (N = 10). Example 
3 is even better posed numerically; no constraints are binding even for N = 20, and for this 
example the algorithm starts to choose large r as N increases. Is this behaviour to be expected 
generally? 
The cross-validation technique of Wahba [15] is known to work well for choosing the 
regularisation parameter(s) if the data involved have random errors. This is not the case here; the 
method is designed for the situation when the data are precise, although an example is given later 
for which the data are subject to random errors. Even when the driving term g(x) is known 
analytically, the ill-conditioning in practice makes roundoff errors look like significant random 
errors; however, quadrature errors also contribute significantly, and these are not in general 
random. Nevertheless, the stability analysis of the method given in Section 4 shows that 
cross-validation yields a stable algorithm. We sum up our expectations of its overall behaviour as 
follows. 
Although the first kind Fredholm problem is always theoretically ill-posed, it appears less or 
more so numerically depending both upon the problem being solved and on the value of N; the 
larger N, and the smoother the exact solution, the more numerically ill-posed becomes the 
problem. When numerical ill-posedness is not evident, no regularisation is needed. This is 
signalled in the current method by the absence of active constraints. It is then an advantage of 
the approach used that the regularisation method plays no part in the problem and the solution 
obtained is an approximate solution to an undistorted problem, independently (within limits) of 
the regularisation parameters. This is preferable to the situation obtaining with a standard 
L,-regularisation approach, in which the regularisation always affects the solution obtained. 
Conversely however, in these situations the solution is independent of X and r, and hence it cannot 
be expected to set these to their “theoretical” values. 
Once one or more constraints bind, this is no longer true. It is shown in Section 4 that V( h, r) 
and T( A, r) are close in the sense that there exist constants ml, m2, MI, M2 such that 
m,T-m,e,< V(X, r)<M,T+M,e,, 
where eN is a rapidly decreasing function of N. Hence, for large enough N, small V implies small 
T and the regularisation method should produce at least “sensible” values of X, r. It remains 
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true however that V( A, r) is often an extremely flat function of its parameters. It is then difficult 
to minimize; but an accurate minimum is then not needed either. We find generally that “large” 
values of r are indeed reported in problems with smooth solutions, provided that many 
constraints bind; in these cases, V(X, r) is less flat, and the minimum more pronounced. Note 
that when V( A, r) is totally flat, both stages of the minimization procedure will leave (A, r) at 
their initial values of (1.0, 2.0) and this is very evident in the tables of results. 
4.3. Further comments on the results 
Some features of the results are worth additional comment. 
(1) Example 6 has a discontinuous solution; no Chebyshev series method can represent such a 
solution accurately, and all three methods do about equally well. Note that the cross-validation 
algorithm correctly chooses r = 1 for this problem. The numerical solution for this example for 
N = 14, is plotted in Fig. 2. There is no significant difference between the two sets of results 
shown. 
f(x 
1.2 
0.8 
0.4 
0 
-0.4 
.) 
0 
t 
4 
I- 
Fig. 2. The computed solutions fN(n) for Example 6, with N =14; (0: L,-solution with Belward’s [5] values of r =l, 
X = 2.5; 0: this paper, r = 1, X = 4). 
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(2) For Examples 4 and 5, comparisons are available only for the &-algorithm. We find, 
gratifyingly, that the cross-validation technique appears to choose better parameter values than 
the semi-automatic method used in BD. 
(3) For Examples 7 and 8, comparisons are available only for the &-algorithm of Belward. 
Both problems have “non-smooth” solutions; for Example 7, the cross-validation technique 
produces more accurate solutions than the &-algorithm, while for Example 8 it does as well as 
the &-method, the limiting factor being the accuracy with which the solution can be represented 
by a Chebyshev series of the length used. 
4.4. Efficiency of the method 
Finally, we consider the numerical efficiency of the cross-validation technique. In common 
with other cross-validation algorithms, the method solves a considerable number of sub-prob- 
lems; so it is intrinsically not cheap. We therefore look at how well the various strategies 
described above, reduce the cost compared with a straightforward implementation. 
The last two columns of Tables 6-13 show that the algorithm tuning described in Section 5.2, 
has been quite successful in reducing the number of major searches carried out. These results do 
not however indicate the success of the optimisations described in Section 5.1. In the following 
we test this success by giving relative timings. 
(a) Savings made by Procedure 2 (Section 5.1). This procedure was designed to avoid 
LP-solutions when the solution could be seen not to have changed. Table 14 gives the ratios R, 
representing the time required for each v-evaluation with and without Procedure 2, for Example 
6. Very considerable savings are shown. 
(b) Overall time savings. Finally, Table 15 shows the overall relative timings for three versions 
of the algorithm. 
- R, represents the ratio between time required using Stage b and time required using Stage a; 
Table 14 
N r h R, 
7 3 2.51 1:7 
15 2 2.39 1:8 
Table 15 
N Example 1 Example 3 Example 6 Example 8 
R, R, R, R, RX R, R, R, 
5 1:28 1:6 1:4 1:7 1 : 2.5 1:6 1:6 1:5 
7 1:24 1: 4.6 1: 4.6 1:ll 1:2 1:5.8 1:3 1: 5.6 
10 1:17 1 : 3.7 1:23 1:7 1:2 1:4 1:3 1:lO 
12 1:15 1:3 1:6 1:9 1:2 1:4 1:4 1: 12 
15 1:14 1:2 1:20 1:5 1:2 1:2 1:2 1:7 
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Fig. 3. The given data by [16] for g(x). 
Fig. 4. The computed solution fN(x) obtained from the 
12 sphne data points of g(x); (A: N = 10 at X = 5 and 
r=2; X: N=15 at X=5 and r=2; 0: N=20 at 
h = 5.06 and r = 1.784; -: exact). 
-0.2 
t 
Fig. 5. The computed solution frv(x) obtained from 12 
perturbed data points of g(x) by a normally distributed 
random error with mean 0 and standard deviation u at 
N=lO; (A: a=O.Ol at h=4.89and r=2.36; 0: u= 
0.001 at A= 5.038 and r= 1.85; n : o=O.OOOl at A= 5 
andr=2;-----: u=O.Oath=5andr=2;-: 
exact). 
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_ R, represents the ratio between time required for the &-algorithm of BD and time required 
using Stage b. 
We see from Table 15 that we have certainly been successful in speeding up the method; but 
the cross-validation technique remains between 2 and 10 times as costly as a single solution. 
6.5. Numerical results for an example with measured data 
All of the examples above are artificial: the right-hand side function g(x) is given analytically. 
But this is not normally the case in problems of this kind; in most examples from real life the 
values of g are given experimentally and are subject to significant errors. It is interesting to see 
how the method can handle such problems. An example of this kind is given in [16] where an 
estimate of the solution to Fujita’s equation is involved. In this example: 
kb, Y> = 0~ e -eXJ’/(l - e-‘J’), where 8 = 4.25, 
and g(x) is given experimentally at a discrete set of points; the data for g(x) given in [16] is 
displayed here in Fig. 3. Our method requires g(x) at essentially arbitrary points; we use natural 
cubic splines to interpolate the measured values of g(x) at any point required. Figure 4 gives the 
estimated approximate solutions at different values of N; neither of these solutions is very good. 
However, the results obtained depend upon the way in which the measured g-values were read 
from the figure given in [16]. To test the sensitivity to the noise in the data, the g-values were 
perturbed by generating normally distributed random errors with zero mean and standard 
deviation u. Results with u set to 0.01, 0.001 and 0.0001 are also presented in Fig. 5; they show 
that the method appears to produce as much accuracy as is inherent in the data. Note that there 
is no difference in the results obtained from the unperturbed data (u = 0.0) and the data with 
u = 0.0001. 
References 
[l] E. Babolian and L.M. Delves, An augmented Galerkin method for first kind Fredholm equations, J. Inst. Math. 
Appl. %I (1979) 157-174. 
[2] M. Bain and L.M. Delves, The convergence rates of expansions in Jacobi polynomials, Numer. Math. 27 (1977) 
209-218. 
[3] I. Barrodale and F.D:K. Roberts, An improved algorithm for discrete L, linear approximation, SIAM J. Numer. 
Anal. 10 (1973) 839-848. 
[4] I. Barrodale and F.D.K. Roberts, An efficient algorithm for discrete L, linear approximation with linear 
constraints, SIAM J. Numer. Anal. 15 (3) (1978) 603-611. 
[5] J.A. Belward, Further studies of the application of constrained minimization methods to Fredholm integral 
equations of the first kind, ZMA J. Numer. Anal. 5 (1985) 12.5-139. 
[6] L.M. Delves, A fast method for the solution of Fredholm integral equations, J. Inst. Math. Appl. 20 (1977) 
173-182. 
[7] L.M. Delves, L.F. Abd-Elal and J.A. Hendry, A fast Gale&in algorithm for singular integral equations, J. Inst. 
Math. Appl. 23 (1978) 139-166. 
[8] L.M. Delves and T.L. Freeman, Analysis of Global Expansion Methoa!s: Weakly Asymptotically Diagonal Systems 
(Academic Press, London, 1981). 
[9] B. Noble, Applied Linear Algebra (Prentice-Hall, Englewood Cliffs, NJ, 1969). 
[lo] D.L. Philips, A technique for the numerical solution of certain integral equations of first kind, J. Assoc. Comput. 
Mach. 9 (1962) 84-96. 
W.A. Es.&, L.M. Deloes / Solution of first kind integral equations 387 
[ll] H.J.J. te Riele, A program for solving the first kind Fredhoim integral equations by means of regularisation, 
Report NM-R8416, Dept. of Numerical Mathematics, Amsterdam, 1984. 
[12] H.J.J. te Riele and R.W. Wagenaar, Numerical solution of a first kind integral equation arising in electron-atom 
scattering, Report NM-R8414, Dept. of Numerical Mathematics, Amsterdam, 1984. 
[13] A.N. Tikhonov and V.Y. Arsenin, Solutions of Ill-posed ProbIems (Wiley, New York, 1977). 
[14] J.M. Varah, Pitfalls in the numerical solution of linear ill-posed problems, SIAM J. Sci. Statist. Comput. 4 (2) 
(1983) 164-176. 
[15] G. Wahba, Practical approximate solutions to linear operator equations when the data are noisy, SIAM J. Numer. 
Anal. 14 (1977) 651-667. 
[16] G. Wahba, Smoothing and ill-posed problems, in: M.N. Golberg Ed., Solution Metho& for Integral Equations, 
Theory and Applications (Plenum Press, New York, 1978) 183. 
1171 G. Wahba, Ill-posed problems: Numerical and statistical methods for mildly, moderately and severely ill-posed 
problems with noisy data, Tech. Rep. No. 595, Univ. of Wisconsin, Madison, 1980. 
[18] G. Wahba and P. Craven, Smoothing noisy data with spline functions; estimating the correct degree of smoothing 
by the cross correlation method, Numer. Math. 31 (1979) 377-403. 
