Abstract-Producing quality software is a very challenging task looking at the size and complexity of software developed these days. Predicting software quality early helps in using testing resources optimally. So, many statistical and machine learning techniques are used to predict quality classes in software. In this work, six machine learning classifiers have been used to estimate the fault proneness of 5885 classes used in five open source software on the basis of object-oriented metrics calculated on these classes. Bagging and J48 classifiers turn out to be the best one amongst the classifiers used.
I. INTRODUCTION
Predicting software defects with reliability is difficult part in software engineering. Researchers have been trying hard by implementing various defect/bug prediction techniques. Tracking the defect as early as possible in a software life cycle will not only improve the effective cost but will also help to achieve the customers' satisfaction and reliability of the software developed.
The intensification of software complexity and the constraints, under which it is developed, increases the chances of faults in software. The faulty classes may increase the development and maintenance costs due to software failures and hence reduce reliability of the software [1] .
Studies of fault proneness have been conducted earlier [2] - [18] .These studies used software metrics [19] - [29] to develop mathematical models for prediction of fault proneness. Empirical validation of machine learning methods is needed to verify the potentiality of machine learning algorithms. Clues collected from these empirical studies are considered to be powerful support for testing any given hypothesis.
In this paper software quality estimation using 6 machine learning classifiers is performed. Datasets provided by Marco's website have been used [30] . These datasets allow the researchers to compare the various defect prediction techniques and evaluate if there is improvement made or not. Open source softwares are preferred for these studies as results of these can be compared and repetition of validation can be performed.
The paper is organized as follows: Section II gives the related work done. Section III provides the metrics studied with the research methodology followed in this study. Results of research are summarized in Section IV. Section V describes the conclusions made from the study.
II. RELATED WORK
Briand et al. extracted 49 metrics to identify model for predicting fault proneness of classes [7] . System that was investigated was medium sized c++ software system developed by undergraduate / graduate students. The eight systems under study had total 180 classes. Univariate and multivariate analysis were done to find individual and combined impact of OO metrics and fault proneness. Result of the study showed that all metrics except NOC to be significant predictor of fault proneness.
Nagappan et al. [31] used catalog of source code metrics to predict post release defects at module level on five Microsoft systems and found it was possible to build predictors for one individual project, but that no predictor would perform well on all projects.
The study described by Arvinder et al. [32] is a replication of an analogous study conducted by Briand et al. [7] . The study provided empirical evidence to draw the strong conclusions across studies. Results of their study show that many metrics capture the same dimensions in the metric set hence are based on comparable ideas and provide redundant information. It is shown that by using a subset of metrics, prediction models can be built to identify faulty classes. The model predicts faulty classes with more than 90% accuracy. The predicted model shows that import coupling and size metrics are strongly related to fault proneness, confirming the results from previous studies. However, there are also differences reported in this study with respect to previous studies such as inheritance metric which counts methods inherited in a class is also included in the predicted model.
Menzies et al. [33] disagreed to the belief that the exact static source code metric used is not as important as which learning algorithm is used. Based on data from NASA Metrics Data Program (MDP), authors compared the impact of using LOC, Alstead and McCabe metrics, versus the impact of using the Naï ve Bayes, OneR and J48 algorithms.
Arvinder et al. [34] compared the LR and ANN approaches in their study of predicting fault proneness. NASA datasets were used for fault proneness prediction using regression and decision tree methods. The study proves that LR and ANN provide good models for prediction Arvinder et al. [35] examined the effect of logistic regression and six machine learning methods (Artificial neural network, decision tree, support vector machine, cascade correlation network, group method of data handling polynomial method, gene expression programming performance of the methods is compared by computing the area under the curve using Receiver Operating Characteristic (ROC) analysis. The results show that the area under the curve (measured from the ROC analysis) of model predicted using decision tree modeling is 0.865 and is a better model than the model predicted using regression and other machine learning methods.
III. RESEARCH BACKGROUND
In this section, summary of metrics selected for this paper, machine learning methods used, research hypothesis and measures used for the model are presented.
A. Metrics and Fault Proneness
Fault proneness is defined as probability of presence of fault in the module. In our research fault proneness is binary dependent variable while other metrics form the independent variables. We aim at exploring the effect of metrics on the fault proneness of a class using machine learning methods
B. Research Hypothesis
We tested the hypothesis given below to test the machine learning methods used.
H o : There is no difference in accuracy of six machine learning classifiers.
H A : At least one of the classifiers is more accurate than other.
C. Data Collection
This paper uses the datasets provided by Marco et al. [30] . The dataset is a collection of models and metrics of five software systems and their histories. These datasets are collection of models and metrics of five software systems and their histories.
The goal of such a dataset is to allow researchers to compare different defect prediction approaches and to evaluate whether a new technique is an improvement over existing ones. The datasets were designed to perform defect prediction at the class level. Datasets [30] used are given in Table I . Metrics used for prediction are provided in Table II .
D. Machine Learning and Model Prediction
Machine Learning is a branch of Artificial Intelligence Classification is data mining technique used to predict group membership for data instances. Various classifiers used in this paper are summarized in Table III .
E. Measures for Model Validation
Specificity and Sensitivity validate the model's correctness. While specificity means proportion of classes predicted to be fault prone, sensitivity states the classes correctly predicted to be fault prone.
Precision is the proportion of classes predicted correctly and F-measure is the harmonic mean on recall (sensitivity) and precision.
Receiver operating characteristic (ROC) is plot of sensitivity on Y-coordinate and its specificity on x-coordinate. ROC is used effectively to evaluate the performance of prediction models [41] . Area under ROC Curve (AUC) is combined measure of sensitivity and specificity. To compute the accuracy of model being predicted, AUC is used [41] . which is concerned with design and development of algorithms that describes behaviors based on empirical data [36] . Researchers have started using machine learning as it provides better results than regression and can incorporate complex nature of data. A more descriptive term for the underlying probability model would be "independent feature model" [37] . Logistic Regression Logistic regression is a type of regression analysis used for predicting the outcome of a categorical (a variable that can take on a limited number of categories) criterion variable based on one or more predictor variables. Logistic regression can be bi-or multinomial [38] . Instance Based(IB1) It is Nearest-neighbor classifier and uses normalized Euclidean distance to find the training instance closest to the given test instance, and predicts the same class as this training instance. If multiple instances have the same (smallest) distance to the test instance, the first one found is used [36] . Bagging
Bagging is a ``bootstrap'' ensemble method that creates individuals for its ensemble by training each classifier on a random redistribution of the training set. Each classifier's training set is generated by randomly drawing, with replacement, N examples -where N is the size of the original training set; many of the original examples may be repeated in the resulting training set while others may be left out. Each individual classifier in the ensemble is generated with a different random sampling of the training set [39] .
J48 Decision Tree
A decision tree is a predictive machine-learning model that decides the target value (dependent variable) of a new sample based on various attribute values of the available data. The internal nodes of a decision tree denote the different attributes; the branches between the nodes tell us the possible values that these attributes can have in the observed samples, while the terminal nodes tell us the final value (classification) of the dependent variable [36] . Random Forest It is a learning ensemble consisting of a bagging of un-pruned decision tree learners with a randomized selection of features at each split [40] .
IV. EXPERIMENTS AND RESULTS
In this section we present the results of multivariate analysis of five datasets specified. In this paper, six well known classification algorithms have been used. Classifiers selected are Random Forest, Naive Bayes, Bagging, J48, Logistic regression and IB1 These six classifiers have been chosen for the current study as previous studies indicate that these classifiers provide better than average performance in software fault prediction [42] . 
where b is number of blocks (rows) and c is number of treatment levels (columns). Here k is the number of classifiers used, N is number of datasets, R j is average rank of classifier j taken over the given datasets. R j =
1
, where is the rank of j th classifier over i th data. F f is F-distribution with K-1 and (k-1) (N-1) degrees of freedom and the critical values available.
Nemenyi test is post hoc test applied when the null hypothesis is rejected. It compares the classifiers with each other.
Critical difference in this test is evaluated as:
where q a is critical value in Nemenyi test [38] . If the difference of mean ranks between two classifiers is larger than value of CD, their performance difference is significant. Here we have N= 5 and k=6. For c=6 and df = 6-1=5.The critical value of .05,5 2 = 11.0705. The observed value of chi-square is higher than critical value, the decision is to reject the null hypothesis.
Post hoc Nemenyi Test is performed because null hypothesis has been rejected in Friedman test that means there is difference in performance of the six classifiers used. With six classifiers, the critical value q a is 2.85. Hence the critical difference is CD = 2.85 Results show that difference in mean ranks of Random Forest, Bagging, J48, IB1, Naï ve Bayes and Logistic Regression is less than CD which means it is statistically insignificant, so they perform equally well.
Bagging and J48 provide similar results on all the datasets taken in this work. The ranks of these classifiers were best compared to other classifiers. Roc plot for multivariate analysis using those six classifiers is given in Fig. 1 for the dataset Lucene. 
V. CONCLUDING REMARKS AND FUTURE WORK
The goal of our research is to empirically study performance of various classifiers for fault prediction on the data sets provided by Marco D'Ambros [45] .
Since the difference in mean ranks of Random Forest, Bagging, J48, IB1, Naï ve Bayes and Logistic Regression is less than CD making it statistically insignificant, so they perform equally well.
Bagging and J48 provide the similar and best results for all the datasets.
While highest ROC(AUC) was 0.59 the Specificity, sensitivity, accuracy and precision were 1.0 in case of Bagging and J48 for all the datasets taken.
This study confirms that constructing machine learning algorithms (Bagging and J48) for fault prediction is feasible and can be adapted for OO systems providing usefulness in predicting fault proneness.
More studies similar to this research may be conducted on different datasets to provide the generalized results for different organizations. We plan to replicate this study on other machine learning algorithms and focus on cost/benefit analysis to determine whether model would be economically possible.
