The paper analyses the convergence of sequences of control polygons produced by a binary subdivision scheme of the form . 0,1,2,
Introduction
Recursive subdivision is being used increasingly in approximation theory and computer aided geometric design as a method for the generation and definition of curves and surfaces. Two well-known examples are the Chaikin and Catmull-Clark algorithms, which respectively generate quadratic and cubic B-spline curves. More recently, an interpolatory subdivision scheme with shape control was proposed, see Dyn, Gregory, Levin [4] . Our purpose is to provide a convergence theory for such subdivision schemes.
We define a class of uniform subdivision algorithms and seek conditions under which there exist continuous limit curves. Furthermore we wish to investigate the differentiability of the limit curves.
The theory of convergence of recursive subdivision curves has been investigated in a general setting by Micchelli and Prautzsch [5] , [6] .
Their approach is through the study of control point transformation matrices which define the basic subdivision scheme. Our approach is similar but we consider subdivision algorithms of a more specific form and base the theory on a generalization of the difference analysis used in [4] .
For simplicity of presentation, we consider schemes based on binary,
i.e. diadic, subdivision. However, the theory presented here can be immediately generalized to the case of p-adic subdivision. We begin in section 2 by defining a general binary subdivision method and then present some preliminary results.
In section 3, necessary and sufficient conditions for the existence of a continuous limit curve are discussed and in section 4 the differentiability of this limit curve is considered.
Finally, in section 5, the theory is illustrated by application to some specific examples.
The binary subdivision process
Let f denote a sequence of points in R z, i , N R k i ∈ ∈ N , N > 2, where k is a non-negative integer. A binary subdivision process is defined by 
The first example belongs to the class of schemes producing control points
} in the convex hull of the control points at stage k.For this class of schemes a strong criteria for convergence to a continuous limit curve is given in [5] . The second example belongs to the class of interpolatory schemes which produce limit curves passing through the control points.
Hence the convex hull property is undesired and some of the coefficients For our analysis the sequence of control points { k i f }will be related, in a natural way, with the diadic mesh points (2.5)
The process (2.1) then defines a scheme whereby
is inserted at the new mesh point at the mesh point
The control polygon connecting the points {f } can k i now be viewed as a parametric curve f k ( t ) atisfying
For the analysis, and for practical implementation, the scheme S(a,b)
will be considered on a finite domain [0,n] ∈ R. The scheme is well In particular the initial data must be given on Z 0 .
In the following analysis we assume that b 0 ≠ 0. This is justified by the observation: Proposition 2. 1 The scheme ( 2 . 1 ) produces a limit curve f(t) if and only if the related scheme
produces the limit curve f ( t ) .
at the k'th stage of the recursion. The control points which determine the future behaviour of the process in this interval are defined by the vector (2.8) ,
at the k+1 st stage for the two
,are efined by two inear transformations on f i,k .To express the transformation matrices we introduce the "generator matrix" of order M = n 1 + 3:
In the case a m ≠ 0, M = 2(m+l) and the generator matrix is of the form 
Micchelli and Prautzsch [6] consider subdivision schemes with general control point matrices A 0 and A 1 . In our case, however, the matrices clearly have an inter-related structure, a study of which reveals the following: We conclude this section ith some introductory observations concerning the convergence of the recursive subdivision process. Since the smoothness properties of the limit curve are at least as strong as its components we assume from now on that ∈ R. We say that the process converges uniformk i f ly on the dyadic points, to a continuous limit function f ∈ C [ 0 , n ] , if, given ε > 0, there exists an integer K ≥ 0 such that
(This is equivalent to the uniform convergence of f k (t) to a continuous
The following proposition now applies: T as an eigenvector with corresponding eigenvalue 1, denoted hereafter as λ 1 = 1 of Proposition 2.2.
Convergence analysis-continuity
we will assume in all subsequent work that the necessary conditions (2.21) of Proposition 2 . 3 apply. Define the sequence of differences
We then have the following lemma: Lemna 3.1. Suppose there exist an integer L > 0 and an a, 0 ≤ α < 1, such that we thus have
Here, and in the following, y denotes a generic constant, independent of k.
Cauchy sequence on C [ 0 , n ] and this completes the proof. 
Since the sums of coefficients in ( 3 . 1 0 ) and (3.11) are zero, by the necessary conditions ( 2 . 2 1 ) , it follows that the summations can be written in terms of differences.
For example, writing
and substituting in ( 3 . 1 0 ) leads to the first relation in (3.8).
We will show, in Proposition 3 . In either case a m ≠ 0 or a m = 0, the generator matrix of the difference process will be of order M-l.
is the generator matrix for the difference process (3.8), where
Equation ( 3 . 1 2 ) can be verified directly from (3.8) and (3.9).
However, it is instructive to consider the following argument. Let (3.14)
(This transformation contains both control point transformations (2.10)
We now observe that the M ' t h and M -l ' s t columns of E M A E M -1 are given by
where {e ( i ) ,i =1 , . . . , M } denotes the standard basis in R M . Condition (3.18) implies that the first M-1 relations in ( 3 . 1 6 ) are unchanged by deleting the last row and column of E M A E M -1 and the last component of each vector
and C has a final column consisting of zeros by ( 3 . 1 9 ) . Equation ( 3 . 2 0 ) is thus the analogue of ( 3 . 1 5 ) for the difference scheme, which completes the proof.
Let an M-2 control vector for the difference process S ( c , d ) be defined Having defined the control point transformation matrices C 0 and C 1 for the difference process, we are now in a position to state the fundamental convergence result of the paper. converges uniformly to zero on [0,n] for arbitrary initial data.
(c) There exists an integer L > 0 and an a, 0 < a < 1, such that
Proof.
We first show that (a) ⇒ (b).
Let
Then by the uniform convergence of ( 2 . 1 ) to a continuous limit curve
To prove that (b) ⇒ (c),observe that (3.30) and 3.25) imply that
However, applying (3.31)
to the finite set of initial data e Finally, we show that ( c ) ( a ) . Let
where 0 ≤ i 0 ≤ n-1 and i j ∈{0,1}, j = l,...,k+L. Then
Hence, by ( 3 . 2 9 ) , (3.33)
and condition ( 3 . 2 ) of Lemma 3.1 is thus satisfied, which guarantees uniform convergence of the process S ( a , b ) .
Using an equivalent norm argument we can obtain:
Corollary 3.2.
A necessary and sufficient condition for convergence is that there exists an L > 0 such that
for any matrix norm.
14 We also have: We then have the following: 
so that h vanishes on the diadic points. This fact already appears in [5] . 
Since |Λ i |<1,2< i≤M-l is a necessary condition for convergence.
and by the uniform convergence of the process
Condition (c) of Theorem 3.1 is based on the fact that a transformation between the k'th step and k+L'th step can be described as a product of the transformation matrices C 0 and C 1 . We must, however, consider all permut- 
Convergence analysis -differentiability
Assume that the subdivision process (2.2) converges uniformly to a continuous limit curve f C[0,n].Then we wish to investigate the differentiability of f. Define the sequence of divided differences. [ ]
(3.1)). Then, by Proposition 3.1, the divided differences satisfy the recursive relations 
.12) and (3.24).
We will showin Theorem. 1 that the divided difference process provides the key fo r analysing the differentiability of the limit function f. For this, the following lemma is required: 
given as the diadic expansion (2.14),
.
Here, K and ║ d ║ ∞ depend on the initial data. However, as in the proof of Theorem 3.1, we can apply (4.11) to the initial data e 
Thus, by Theorem 3.1, the basic subdivision process converges uniformly to a continuous limit curve.
We now have: (4.13)
Then the uniform convergence properties of the subdivision processes and of the Bernstein polynomials imply that f'(t) = g(t+l)-g(t).
Reversing the above argument we may ask, given a subdivision scheme S(a (1) ,b (1) , what is the scheme S(a,b) for which DS(a,b) = S(a (1) ,b (1) )?
Solving (4.23) we obtain 
By Lemma 4.1 if the scheme S(a (1) ,b (1) ) is uniformly convergent then so is the scheme S(a,b). Applying both schemes to a data set {f 0 i } we obtain two curves g(t) and f(t) respectively satisfying (4.24) which may be rewritten as 23 
where 1 ≥ α>b ≥ 0, (see also de Boor [1] ). We thus have the subdivision scheme S(a,b), where
The difference process is S(c,d), with The divided difference process is S(a (1) ,b (1) ), where
and in order to proceed with a C 1 analysis we require that
(so that the sum of coefficients is unity). The difference process for S(a (1) ,b (1) ), is then S(c (1) ,d (1) ) where This is Catmull-Clark's algorithm [2] with uniform cubic B-spline limit.
Clearly, repeated integration will produce the algorithm for generating any order uniform B-spline curve.
4-point interpolatory scheme
The interpolatory scheme S(a,b), where 
Hence
In fact Michelli and Prautzsch [7] proved that 
