Abstract: We consider random walks in a random environment of the type p 0 + γω z , where p 0 denotes the transition probabilities of a stationary random walk on Z d , to nearest neighbors, and ω z is an iid random perturbation. We give an explicit development, for small γ, of the asymptotic speed of the random walk under the annealed law, up to order 2. As an application, we construct, in dimension d ≥ 2, a walk which goes faster than the stationary walk under the mean environment.
Finally, we set p 2,γ (e) = (ii) The asymptotic speed v γ has the following development for small γ, γ = 0,
for all ǫ > 0.
Remark 1 : Of course, the interesting part of this formula is the term d 2,γ , which quantifies the interaction between the randomness of the walk, contained in the term C e,e ′ , and the global behavior of the walk, contained in the term J γ . Remark 2 : When d 0 = 0, we can prove much better estimates, and even get the third order of the development. This is the object of theorem 3, in section 6.
We can precise the previous result by giving an explicit development of the term J γ e . In dimension d ≥ 2, at the order where we consider the development, J γ e ∼ J e , where J e depends only on p 0 . Dimension 1: This case is not very interesting since the explicit value of the speed is known ( [6] ), but we give the signification of our result in this case for completeness. In this case, J
N.B.: Remark that when d 0 = 0, then 2
p 0 (e i )p 0 (−e i ) < 1 and the integrand in both terms of (3) is bounded. When d 0 = 0, the integrand in (4) is also bounded, due to the presence of the term (cos(u i ) − 1) in the numerator. In these two cases, we write J e for the first term of the development of J γ e , which is independent of γ. Hence, we see that for d ≥ 2, the development of theorem 1 can be rewritten
with d 2 = e∈V p 2 (e)e, where p 2 (e) = e ′ C e,e ′ J e ′ . Remark 3 : In dimension d = 2, the second term of the development of J γ e induces the Green function of a symmetric walk killed at rate Kγ 2 , for some K > 0, cf section 4. This Green function diverges like log γ, and the estimate we give in theorem 1 does not allow to include this term in the development of v γ . We think our estimates in theorem 1, could be improved in order to allow to include this term.
Let us now explain the structure of the paper. In section 2, we apply these results to show that the speed v γ can be larger than the speed of the stationary walk under the mean environment. In section 3, we recall the definition of the auxiliary random walk introduced by Kalikow and the law of large numbers proved by Sznitman and Zerner, and give a simple result relating the effective value of the asymptotic speed with the drift of the Kalikow random walk. In section 4, we prove theorem 1. Section 5 is devoted to the proof of the formulas concerning J γ e . In section 6, we give the third order of the development, when d 0 = 0.
Speedup in higher dimension
Considering the formula of d 2,γ in the case d = 1, we see that the second order drift is in opposite direction to the main drift d 0 + γd 1 . It is actually true for any ballistic RWRE in dimension 1, that the asymptotic speed of the RWRE is smaller than the mean drift given by the random environment. Indeed, in dimension 1, if we consider a RWRE with iid environment w z , then the this walk has a ballistic behavior in the positive direction if and only if E(
ω(e 1 ) ) < 1, and in this case, the asymptotic speed has the following expression (cf [6] )
, which is easily seen to be smaller than E(ω(e 1 ) − ω(−e 1 )). The intuitive explanation for this slowdown effect is that the sites where the environment plays against the main behavior are overweighed, in the sense that the expected number of visits of these sites is bigger.
This phenomenon is no longer valid in higher dimension. We construct here an explicit RWRE, for which the asymptotic speed is larger than the mean drift at one site.
Let us consider d = 2, and p 0 given by
for some reals 0 < a < 1, and 0 < ǫ < 1. We see that
Let us now define U ∈ R V , by
and the random variable (ω(z, ·)) by ω(z, ·) = U (·), with probability independently on each site z in Z 2 . It is clear that E(ω(z, e)) = 0 for all z, e, and hence that p 1 = 0. The covariance matrix is given by Cov(ω(±e 1 ), ω(±e 1 )) = 1, Cov(ω(±e 1 ), ω(e 2 )) = Cov(ω(±e 2 ), ω(e 2 )) = 0, Cov(ω(−e 2 ), ω(−e 2 )) = 4,
It is clear, by symmetry, that d 2 will be in the direction e 2 , and computation gives
where J ±e i is the first order in γ of J γ e , given by formula (3). When ǫ goes to zero, the first term in formula (3) goes to zero (indeed, the term (
p 0 (e 2 ) − 1) is of order ǫ and the second term is of order log ǫ, since it is the Green function at 0 of a stationary Markov chain with killing rate of order ǫ 2 (cf the discussion of section 4)). It implies that
It is not difficult to check that the previous integral is positive. Indeed, if we consider U 1 and U 2 , two uniform random variables on [0, 2π], and S = cos(U 1 ) + cos(U 2 ), A = cos(U 2 ) − cos(U 1 ), then, by symmetry, we have E(A|S) = 0, and since the previous integral is equal to
we classically get that it is positive, when a is positive. This implies that for ǫ small enough, the term d 2 is in the direction +e 2 , hence in the same direction as d 0 . It implies that for γ small enough, v γ .e 2 > d 0 .e 2 . Remark 4 : The intuitive explanation for this phenomena is that, due to the nonsymmetry of the horizontal and vertical direction, it is easier for the walk, under the mean environment p 0 , to come back to 0 from the point ±e 1 , than from the point ±e 2 . Then we choose a random environment which correlates the acceleration of the walk, i.e. a drift in the direction e 2 larger than the mean drift, with a larger probability to go on the horizontal direction. This overweighs, in Kalikow's formula, the environment which have a larger drift in the direction e 2 than the mean drift.
Kalikow's auxiliary random walk
We present a generalization of the random walk introduced by Kalikow, in [4] .
Let us first introduce some notations. Let κ 0 > 0 be a positive real. We denote by Ω κ 0 the set of environments with uniform ellipticity constant κ 0 , i.e.
and ω(x, e) ≥ κ 0 , ∀x, e}.
We suppose that µ is a probability measure on Ω κ 0 . (We do not assume, for the moment, that µ is the law of an iid environment). Let U be a connected subset of Z d , and δ a real 0 < δ ≤ 1. We denote by ∂U the boundary set of U , i.e. ∂U = {z ∈ Z d \ U, ∃x ∈ U, |z − x| = 1}. If ω ∈ Ω is an environment, we denote, as usual, by P ω z the law of the random walk in the environment ω, starting from z . We set, for z ∈ U ,
where
is the value of the usual Green function of the process killed at constant rate δ, and stopped after its first hitting time of Z d \ U , and for z ′ ∈ ∂U ,
is the probability to exit U at the point z ′ , before having been killed. Let us now fix a point z 0 in U . We suppose that either U is bounded, or δ < 1. For all z in U , we setŵ
Obviously, (ω U,δ,z 0 (z, ·)) defines the transition probabilities of a Markov chain on U .
We denote by Gω U,δ,z 0 U the Green function of this Markov chain, killed at constant rate δ, and stopped after the first exit time of U Gω
We simply write G ω U andω U,z 0 , when δ = 1 and U is a bounded subset of Z d , and G δ , ω δ,z 0 , when U = Z d , and δ < 1.
In its generalized version, the result of Kalikow says that
Proof: The proof is essentially the same as the proof of Kalikow, but we give it for convenience since the hypothesis are not exactly the same. Let us first remark that 0 < G ω U,δ (x, y) < c x,y for a constant independent of ω in Ω κ 0 (indeed, this comes from the uniform ellipticity condition). This implies thatω U,δ,z 0 is well-defined. Remark now that for all z in U ∪ ∂U ,
which gives
Let us set
We see that
It is clear that Gω
and that Gω
satisfies the same equation as G ω U,δ in (6) . By induction, we have
for all n, and thus,
for all z in U ∪ ∂U . For δ < 1, it is clear that for all environment ω in Ω κ 0
This both implies
This necessarily implies equality in (7) for all z in U ∪ ∂U . When δ = 1, and U is bounded, then T U < ∞ almost surely under P ω z 0 , for any elliptic environment ω. This implies
which gives equality in (7) for all z in ∂U , and then by induction for all z in U .♦
Application to the asymptotic speed
We first recall a result of Sznitman and Zerner (cf [8] ). Let us suppose now that µ = ν ⊗Z d is the law of a uniformly elliptic, iid random environment (w(x, ·)) in Ω κ 0 .
Theorem 2 ([8]) If there exists a vector
then the walk X n is ballistic, i.e., there exists a vector v ∈ R d , such that
for µ-almost all environment ω.
We suppose now that our RWRE satisfies the condition of the previous theorem. We can easily get some information on the asymptotic speed from the walk of Kalikow.
We consider now U = Z d and δ < 1. The transition probabilities,ŵ δ,z 0 (z, e), of the Kalikow's walk depend only on the difference z − z 0 . We denote byd δ (z) = e∈Vω δ,0 (z, e)e the drift associated with the Kalikow's walk. We denote by A δ the convex hull of the set
and by A, the set of accumulation points of A δ , when δ goes to 1.
Proposition 2 The asymptotic speed v is in A.
Proof: We denote by E 0 the expectation with respect to the annealed law
We consider an independent geometric random variable τ δ with parameter δ. We have
and since lim δ→1 E 0 (X τ δ )/E(τ δ ) = v, we know that v is in A.♦
Proof of theorem 1
We will use the following simple estimates, several times in the text.
Lemma 1 Let ω and ω ′ be two environments in Ω κ 0 for some κ 0 > 0. We suppose that ω ′ is a perturbation of ω, at some point z in Z d , i.e. that we have 
Proof: To simplify notations, in this proof, we simply write G ω for G ω U,δ . Let us develop G ω ′ (y, y ′ ) at the point z: we get
In the last formula, we used that e∈V ∆ω(e) = 0. If we set T z = inf{n, X n = z}, we get
Remark that with the same argument, we also have
which is equal to −
In particular, this gives, when y ′ = z
If z = y ′ , then
where in the last inequality, we used estimate (9). Thus, we get
Applied to formula (8) , it gives
The second estimate is strictly similar. We develop G ω ′ at order 2, which gives
, cf (10), and using (11), we get the good estimate.♦
In order to prove theorem 1, we give a development of the Kalikow transition probabilities. This is based on two successive applications of proposition 1. We come back to the notations of section 1. We have an iid random environment of the form
where w(x, e) is distributed according to the law µ = ν ⊗Z d , and
For any y in Z d , we denote by ω γ,y the environment
For 0 ≤ δ ≤ 1, and U ⊂ Z d , with either δ < 1 or U bounded, we denote byω γ U,δ,0 the transition probabilities of the auxiliary random walk defined in section 3, associated with the environment ω γ under µ.
Lemma 2 We have the following development, for small
, and where
Proof: We simply write G ω for G ω U,δ in this proof. Let us first remark that we havê
where p γ = p 0 + γp 1 . Applying lemma (1) to ω γ and ω γ,y , we get
In the last formula, we used the independence of G ω γ,y and ω(y, e), and the fact that E µ (ω(y, e)) = 0). Considering now, that by lemma (1), we have
we get
Let us remark that the previous lemma implies that, under the hypothesis (H), for γ small enough, γ = 0, there exists a positive constant c γ , such that for all bounded connected subset U and z 0 in U ,
, using inequality (10).) Hence, we are in the condition of application of theorem 2, for l = d 0 + γd 1 . To obtain information on the speed v γ , we have to estimate the transition probabilities ω γ δ,0 , when δ goes to 1. This is the object of the next lemma. We simply writeJ for all e ∈ V, y ∈ Z d .
Let us first point out that this lemma concludes the proof of theorem 1, using lemma 2 and proposition 2. Proof of lemma 3: Let us first describe the structure of the proof. In the first step, we apply proposition 1 to a certain modified measureμ y to writeJ δ,γ e (y) as the Green function δG p γ +γ 2 ∆ω δ (y + e, y) − G p γ +γ 2 ∆ω δ (y, y), for a certain environment p γ + γ 2 ∆ω, which is a second order perturbation of p γ . In the second step, we develop the Green function G Step 1: For y, y ′ , y ′′ in Z d , we write
, so that we haveJ δ,γ e (y) = δI δ,γ,y (y + e, y)− I δ,γ,y (y, y). We denote byμ y the probability measure on Ω κ 0 given byμ
It is clear that
We apply proposition 1 for the environment ω γ,y under the measureμ y , for the initial point z 0 = y ′ . This means that the Kalikow random walk has transition probabilities
and that by proposition 1, we get
We haveω
for z = y, andω(y, e) = p γ (e). We want to prove that
for a perturbative term ∆ω(z, e), uniformly bounded in y, y ′ , z, e, δ, γ. So, we write ∆ω(z, e) = 1 γ 2 (ω(z, e) − p γ (e)), for γ = 0. As in lemma 2, we define the environment (ω γ,y,z (z ′ , e)) z ′ ,e in Ω κ 0 , by
Using lemma 1, we get
where, as usual, the remainder terms O(γ) satisfy |O(γ)| ≤ C|γ|, where C > 0 is a constant depending only on κ 0 , d. (In the last equality, we used as usual, the independence of G ω γ,y,z δ with ω(z, e), and the fact that E µ (ω(z, e)) = 0). This implies that ∆ω(z, e) is bounded by a constant depending only on κ 0 , d.
Step 2: We transform now the Green function G p γ δ into the Green function of a symmetric walk plus a killing. Let φ γ : Z d → R be defined by
Let M φ be the operator of multiplication by φ, given, for f :
If P p γ is the transition operator of the walk with stationary transition probabilities (p γ (e)) e∈V , then we have
and P s γ is the transition operator of the symmetric, stationary random walk, with transition probabilities
As we shall see later, k γ < 1, and we have
Let us come back to k γ . We trivially have
which implies that k γ < 1, under the hypothesis (H), for small γ.
If d 0 = 0 and d 1 = 0, then we easily get
It means that in this case 1 − k γ = Kγ 2 + O(γ 3 ), for a positive constant K > 0. We can easily get, similarly, that
wheres γ =s γ (z, e) is ,a priori, a non symmetric, non stationary environment of the forms γ (z, e) = s γ (e) + γ 2 ∆s(z, e),
where ∆s is uniformly bounded independently of the variables y, y ′ , z, e, γ, δ. When d 0 = 0, the termk γ =k γ (z) is of the form
where ∆k is uniformly bounded.
where ∆k is uniformly bounded (this comes from the fact that e ∆ω(e) = 0, and that
, from which the term of order 2 is null).
Step 3: We consider now the following development at order n
and
Considering transformation of step 2, we get
Thus, we get (since φ γ (e) ≤
for some positive constant C, depending only on κ 0 , d, p 0 . We can get similar estimate for the remaining term R n (z, z ′ ) considering that 1 −k γ (z) ∼ 1 − δk γ . This implies that for γ small enough, the series z) is convergent and that
Considering discussion of step 1, this concludes lemma 3, i).
We write p n (y, y ′ ) for the n-th step transition probability of the random walk with transition probability s γ . We consider the term
We now use the following lemma, which specifies and generalizes corollary 1.2.3 of [5] (we will prove this lemma later on).
s(e i ) = 1.
Then, for all ǫ > 0, there exists a positive constant C ǫ , depending only on κ 0 , d, such that
where p n (z, z ′ ) is the n-th step transition probability of the stationary, symmetric, random walk on Z d , with transition probability (s(e)) e∈V .
N.B.:
The difference in the indexes n and n + 1, comes from the fact that p n (z, z ′ ) is null if n and j z ′ j − z j do not have the same parity. It means that for all 0 < ǫ < 1, there is a positive constant C ǫ > 0, such that
+ǫ .
Considering that for x > 0,
and that
x(x+1)···(x+n−1) n! ≍ n x−1 for large n, we see that for all x such that (1−x) < 1 2 −ǫ, we can find a constant C > 0 such that
This means that for all ǫ > 0, we can find a new constant C ǫ > 0, such that
Considering that 1 − k γ ∼ Kγ 2 for small γ's, we see that, for all positive ǫ, we can find a new constant C ǫ > 0, such that
Coming back to S n (z, z ′ ), and considering that φ γ (−e) − 1 = O(γ), we see that
is absolutely convergent for γ sufficiently small, and that
for all positive ǫ. It is not difficult, using the same arguments, and the fact that 1 −k γ (z) = Kγ 2 + O(γ 3 for the same constant K > 0, to prove that the remaining term R n goes to 0, when n goes to infinity, which means that
and the estimate O(G s γ k γ (0, 0)γ 1−ǫ ) is uniform in δ, z, z ′ . Coming back to step 1, we see that it means that lim sup for all positive ǫ. This concludes the proof for d ≥ 2. For d = 1, the development of v γ can be checked directly from the explicit formula for v γ . (It could also be deduced from the same method. Actually, the explicit expression of the asymptotic speed can be obtained directly from Kalikow formula, using the fact that if a random walk is transient on the positive direction for an environment ω, then
Proof of lemma 4: Let s i = s(e i ) = s(−e i ). We suppose that n + 1 and d j=1 z j has the same parity, since, otherwise, p n+1 (0, z) and p n (e, z) are null. By Fourier transform we have
We can find ρ < 1,
We take find constants C > 0 and 0 < η < 1 such that
Hence we have, using parity of the integrands, ) can be uniformly estimated on the set of transition probabilities s satisfying the uniform ellipticity condition with constant κ 0 ). Let us take θ > The first term is bounded by 4 exp − 1 2d n 2θ−1 using Hoeffding's inequality (cf for example [3] ). For the second term we use the previous estimate ) ).
Since we can take any θ > where d 3 = e∈V p 3 (e)e, and p 3 (e) = e ′ ,e ′′ ∈V E µ ω(e)ω(e ′ )ω(e ′′ ) J e ′ J e ′′ .
N.B.: J e is the first order of the development of J γ e , cf (3). Proof: We just sketch the proof, since it is simple and very similar to the proof of the second order in the case d 0 = 0. We can improve lemma 2 as follows (we only consider the case δ < 1 and U = Z d ). and where as usual |O(γ 4 )| ≤ Cγ 4 , for a constant C > 0, depending only on κ 0 , d. In lemma 3, we estimated the limit ofJ δ,γ e ′ (y) when δ goes to 1, by J γ e ′ , up to order 2 in γ. We can easily get an estimate ofJ δ,γ e ′ ,e ′′ at order 1 in γ, just by developing simply the terms G ω γ,y (y + e ′ , y) − G ω γ,y (y, y) and G ω γ,y (y + e ′′ , y) − G ω γ,y (y, y) at the point G p 0 (y + e ′ , y) − G p 0 (y, y) and G p 0 (y + e ′′ , y) − G p 0 (y, y), and using transformation of step 2 to bound the rest.♦
