This paper introduces the conditional likelihood estimator of relative risk (CLERR). The CLERR produces scale-invariant treatment-effects estimates for binary dependent variables -something probit and logit estimators can only do inefficiently or not at all. The CLERR's statistical properties, in contrast, are superlative. We show that the estimator is unbiased and efficient in both small and large samples. Since the CLERR non-parametrically conditions out the influence of confounding variables, the estimates produced are independent of the structure of the influence of these variables or any interaction between them. We apply the CLERR to the World Bank's Enterprise Survey data to estimate the relative propensity to export of firms with female owners compared to those without. The estimated relative risk is up to 1.29, suggesting that firms with female owners have a propensity to export that almost 30% higher than that of equivalent all-male owned firms. For comparison, we also estimate odds ratios with the conditional logit estimator. These are as high as 1.46 -illustrating the substantial bias which can arise if an odds ratio is treated as an approximate relative risk in applications where the base-rate is non-negligible.
INTRODUCTION
Relative effects play a central role in the communication of empirical research findings in the social sciences. It is rare to find a paper studying the impact of a binary (treatment) variable which does not at least somewhere report its relative effect -as a proportional or percentage change. Relative effects are sometimes the preferred measure of effect because they have intuitive appeal, and other times because constant relative effect is a more reasonable assumption than constant absolute effect or odds ratio across sub-groups.
1 The problem for researchers studying outcomes for binary dependent variables is that the leading models -logit, probit, and linear -do not directly estimate relative effects. Instead, relative effects must be backed out from combinations of estimated coefficients. The relative effects, thus estimated, vary across the sample -leaving the question of the appropriate summary statistic. Finally, when using estimation models that condition out group or 'fixed effects', 2 it is not even possible to calculate the relative effect of the treatment variable without making heroic assumptions about the value of the unestimated effects.
Binomial models, on the other hand, estimate relative risk (RR) directly.
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The relative effect can then trivially be calculated as the relative risk minus one. The weakness of binomial models is their poor numerical stability -1 Which of these assumptions is most reasonable will depend on the application and is up to the researcher to determine.
2 As per Chamberlain (1980) for the logit case. Conditional probit models are not feasible as no sufficient statistic exists (Alexander and Breunig, 2016) .
3 'Relative risk' is alternatively known as 'relative incidence rate', 'relative prevalence' or 'prevalence ratio' depending on the context and the literature. For our purposes they are synonymous. Hence we follow the standard definition of relative risk as the ratio of the probability of an event occurring in the treatment group compared to that in the control group. This is not to be confused with the "relative risk ratio" terminology used in the Stata mlogit documentation. Their definition of a relative risk ratio is the ratio of the relative probability of a member of the treatment group versus a member of the control group choosing option A versus choosing option B. Hence, Stata documentation uses relative risk ratio to refer to the multinomial equivalent of an odds ratio. possibly explaining their lack of popularity. The optimization process can, however, be rendered extremely fast and robust by conditioning out the effects of confounding variables rather than estimating them. This is the approach we take.
We propose a solution to the problem of estimating the relative effect of a binary treatment variable on a binary outcome variable when confounding factors are either observed or can be proxied (e.g. by a dummy indicating an individual or family). Recent examples of this sort of question include the impact of deworming on the probability of attending secondary school (Baird et al., 2016) , the impact of immigrant legalization on the propensity to commit a crime (Pinotti, 2017) , and effects of gender on the propensity to undertake tasks with low promotability (Babcock et al., forthcoming) .
Our solution is simply to partition the data into groups defined by the confounding variables (or proxies therefor) and then condition out the effects of these groups on the outcome. The process is identical to that in the conditional (also called fixed effects) logistic estimator of Chamberlain (1980) , except that our identifying assumption is a constant relative risk, rather than a constant odds ratio across groups. The conditional likelihood estimator of relative risk (CLERR) is the solution to maximizing the resulting conditional likelihood function. One additional advantage of our approach is that it does not loose any efficiency if it is applied to data which has already been aggregated into conditioning groups. This provides researchers with the option of requesting data from agencies and suppliers which is already summarized in this way -possibly reducing both the cost of the required data and the privacy barriers which can limit access to individual-level data.
After deriving the CLERR in Section 2, we show that it has superlative statistical properties. It is unbiased and efficient in both small and large samples. Specifically of relevance for small samples, the CLERR's estimating equation is the unique unconditionally optimal one. 4 The CLERR's largesample properties include asymptotic normality, consistency, and achievement of the Cramer-Rao lower bound for asymptotic efficiency. 5 These statistical properties provide another advantage for the CLERR over the conditional logit model which suffers from small-sample bias as well as asymptotic inefficiency.
6 Bias in the conditional logit estimates are particularly a problem when the number of control variables (and thus conditioning groups)
is large relative to the number of observations. That is, attempts to reduce omitted variable bias may increase estimator bias when the conditional logit is used.
Having introduced the estimator and proved its properties in the first half of the paper, in the second half we demonstrate the application of the CLERR using data from the World Bank's Business Environment Surveys. The standardized core questionaire dataset includes responses from over 100,000 firms across 135 countries from 2006-2014. We use the data to examine the relative propensity of firms with at least one female owner to engage in exporting. Our estimations control for confounding variables using several different strata definitions. The most conservative of these, 4 Where optimality is as defined by Godambe (1976) . See also Durbin (1960) for a more intuitive explanation of optimal estimating equations for the linear case.
5 We prove these properties in Section 2. 6 For discussion and examples of sometimes substantial small-sample bias of the conditional logit estimator, see Greenland (2000) ; Greenland, Schwartzbaum and Finkle (2000) . Andersen (1970, p. 299) shows that the conditional maximum likelihood estimator of an odds ratio does not achieve the Cramer-Rao lower bound for asymptotic variance. This contrasts with authors such as McFadden (1974) who say the conditional logit estimator is asymptotically efficient. The difference between the two conclusions about the conditional logit's efficiency arises because Andersen considers efficiency relative to the full information set, whereas McFadden considers it only relative to the information remaining after conditioning out the incidental parameters. Andersen's result shows that some information is lost during conditioning because the sufficient statistic is not ancillary to the log odds ratio (which is what the conditional logit model estimates). See also Breslow (1981, p.77 ) on this point. In contrast, the sufficient statistic for the strata is in fact ancillary (according to Andersen's definition) for the relative risk (which is what the CLERR estimates). Thus no information is lost in conditioning using the CLERR. constructs strata from the intersection of the sector (e.g. textile and clothing), legal status (e.g. sole proprietorship), size (quintiles), and location within country. This specification results in nearly 30,000 strata populated with at least one observation (and many more if empty strata are counted).
We find female-owner firms are consistently at least as likely to engage in exporting as all-male owned firms. Furthermore, when we focus on firms where owners have more control -by excluding subsidiaries and firms with government ownership -we find robust evidence that female-owner firms are statistically significantly more likely to export. CLERR estimates suggest female ownership increases the propensity to export by nine to 13%.
7
Among sole proprietorships and general partnerships, the relative effect of female ownership on the propensity to export is almost 30%. 8 We posit that the higher propensity to export among firms with female owners might be due to women being generally more risk averse (Eckel and Grossman, 2008) , and exporting being a means of diversification which increases the stability of firm profits (Hirsch and Lev, 1971; Miller and Pras, 1980) .
For comparison, we also conduct the analyses using the conditional logit estimator. Based on the results from the conditional logit estimator, one could conclude that firms with female owners are up to 1.46 times more likely to engage in exporting. 9 It is difficult to judge the extent to which the conditional logit results differ from those of the CLERR due to biased estimates of the odds ratio, or due to genuine differences between the odds ratio and relative risk.
In terms of mechanical performance, the CLERR produced estimates at We are interested in estimating a relative risk (or relative incidence rate, or relative prevalence). Let r be the true relative risk of an event (e.g. death from heart disease) occurring to a 'treated' compared to a control observation (e.g. people with and without a parent who died from heart disease).
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Relative risk is defined such that the probability of an event occurring to a given member of the treatment group is r.τ , where τ is the probability of an event occurring to an otherwise identical member of the control group (baseline risk). If the treatment and control groups were both part of an otherwise perfectly homogenous population, an efficient and unbiased estimate of the relative risk could be obtained simply by calculating the ratio of the in-sample incidence rate in the treatment and control groups. Such homogeneous populations are, of course, vanishingly rare except in designed experiments. In almost all other cases, treatment and control groups differ systematically in terms of the relative frequency of occurrence of characteristics which themselves influence the probability of the event (e.g. income, occupation, place of residence).
In order to avoid calculating biased estimates of the relative risk, the researcher needs to ensure that treated observations are compared only to like controls. This can be achieved by partitioning the data into sub-populations, or strata, on the basis of the confounding variables (or proxies therefore).
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Where the confounding variables are categorical, matching can be achieved exactly and an unbiased estimator obtained. When some confounding variables are continuous coarsened exact matching may be used. In this case any residual bias from the matching will carry through to our estimates. Iacus et al. (2012) argue this bias will generally be small compared to that from other common matching techniques.
Let us index the sub-groups defined by the researcher k = 1, ..K. The key to our approach is to condition out the strata effects (which are incidental since we are only interested in estimating the effect of our treatment variable). To do this, we write the probability of an event occurring to a member of the treatment group in strata k, conditional on the event having occurred to some member of that strata. To begin, we assume that events are independent, Bernoulli draws.
Let the probability of an event occurring in a single draw from the control group in strata k be τ k . Using the definition of relative risk, the corresponding probability in the treatment group is then rτ k . Taking a random draw from the population in strata k, the probability of it being a control is
where n k 0 and n k 1 are the number of individuals in within strata k, for control (0) and treatment (1) groups respectively. Similarly, the probability that a treated observation is drawn is
. Given the independence assumption, it thus follows that the probability of a member of the control group that experienced the event being drawn from strata k
. Similarly, the probability of a member of the treatment group which experienced an event being drawn is The probability of drawing an event from either control or treatment groups is thus the sum
Again using the independence of events in the treatment and control groups, the probability of an event having occurred to a treated observation in conditioning group k, conditional on an event having occurred in some observation in group k is the ratio of the two marginal probabilities given by equations 1 and 2. This simplifies to
Let c k i be the number of events within strata k in group i = 0, 1 and C k be the total/combined number of events in both treatment and control (1 and 0) groups in strata k. Assuming the events are independent, c k 1 is the sum of successes from C k repeated, independent, binary draws (Bernoulli trials), each with a probability of success given by equation 3. It is well-known that in this case c k 1 will have a Binomial distribution
Hence the conditional likelihood of the observed data is given by
13 See for example Rao (1952) . where p ≡
Simplifying the first order condition for maximization of the log of the conditional likelihood gives us our estimating equation
Assuming that the true relative risk is not equal to zero, our estimatorr is the solution to
Solving equation 7 we obtain an iterative formula for the conditional likelihood estimator of relative risk (CLERR),
The constraint that strata k only be included in the estimation if n k0 > 0, analytic and monotonically increasing inr, and its derivative is monotonically decreasing inr.
PROPERTIES OF THE CLERR
In this section we discuss the favourable set of statistical properties of the CLERR, for both small and large sample assumptions. In small samples we show that the CLERR is unbiased and that our estimating equation is the optimal one (conditional or otherwise) 14 . The asymptotic properties of the CLERR are similar to those typical of maximum likelihood estimators, namely consistency, asymptotic normality, achievement of the Cramer-Rao lower bound and, hence, efficiency.
The impressive array of attributes of the CLERR can be traced back to the underlying Bernoulli distributions of the events in both treatment and control groups and in each strata. This underlying distribution, combined with the assumption of independence of events, means that the event counts in each group and strata are binomially distributed. 15 Since the Binomial family of distributions is complete, the combined sum of events in treatment and control groups within a strata is binomially distributed, as are the sums of events (within groups or combined for both groups) over all strata.
In order to keep the exposition as succinct and accessible as possible, we avoid highly formal presentation of the proofs below. In essence, the results follow from the fact that the baseline risk is bounded at one, ensuring that the resulting Binomial distributions will also be 'well-behaved' in the sense that they meet the required regularity conditions for the favorable asymptotic properties of conditional maximum likelihood estimators demonstrated by Andersen (1970) . Additionally, since the Binomial family is a member of the exponential family of distributions, we will be able to make use of another of Andersen's (1970) results to show asymptotic efficiency. Finally, it is easy to prove that the CLERR has an additional property which is less common among maximum likelihood estimators, namely, unbiasedness. We begin with this proof.
Unbiasedness
To show that the CLERR is unbiased, we first take expectations of both sides of the estimating equation (7), conditional on the vector of observed total numbers of events in each strata, C. The left hand side is
Noting thatr and the c k 1 are the only random variables, and
, with trivial algebra 9 becomes
Since all other terms are strictly positive, and the expectation of the right hand side of 7 is zero, we have E C [r −r] = 0. Since this is true for all C, by the law of iterated expectations the unconditional expectation is also zero,
The CLERR is unbiased.
Optimality of the Estimating Function
Godambe (1976, p. 277) shows that under certain conditions the maximum conditional likelihood equation "provides the optimum estimating equation, the criterion of optimality being independent of conditioning." In the current section we demonstrate that our case meets these conditions and that equation 6 is, therefore, the optimum estimating equation.
Godambe (1976) considers the case in which for θ = (θ 1 , θ 2 ) ∈ Ω, the one dimensional θ 1 ∈ Ω 1 is the parameter of interest, and θ 2 is an unknown nuisance parameter vector. In this notation, the optimum estimating equation, g * , among the set of unbiased estimating functions, g(x, θ 1 ), is that which minimizes the expected value of the variance of the standardized estimating
Godambe's Theorem 3.2 states that the conditional maximum likelihood equation will be the unique optimum estimating equation when the following conditions 1 and 2 and set of regularity conditions hold.
Condition 1. 16 The conditional frequency function of x given t depends on θ only through θ 1 , that is
where h(t, θ) is the frequency function of t, a statistic of x.
Condition 2.
is the distribution of t defined by 11 and
is complete for every fixed θ 1 in Ω 1 .
Godambe's regularity conditions are that for the probability density p, defined with respect to a measure µ: (a) Ω 1 is a real interval; (b) ∂p ∂θ 1 exists (θ ∈ Ω); (c) pdµ is differentiable under the integral sign with respect to θ 1 (θ ∈ Ω); and (d) conditions corresponding to (b) and (c) are also satisfied for the frequency functions f t and h. For the estimating function, g, Godambe assumes (for θ ∈ Ω) (i) for every fixed θ g is measurable with respect to µ;
16 Godambe Assumption 1.1. 17 Godambe Assumption 3.4. (ii) E θ [g] = 0 (i.e. the estimating equation is unbiased); (iii) ∂g/∂θ 1 exists;
(iv) gpdµ is differentiable under the integral sign with respect to θ 1 ; (v) E θ (∂g/∂θ 1 ) 2 > 0 (vi) g(∂logf t /∂θ 1 )pdµ and g(∂logh/∂θ 1 )pdµ exist.
Once we translate the notation, it is easy to see that Condition 1 is met for the CLERR. In our case, the random variable x is the matrix of event counts c (with elements c k i ) for treatment and control groups (i = (0, 1)) in each strata (k = 1, ..., K). Similarly, in our case, Godambe's statistic t is the vector of the total number of events in both treatment and control groups in each strata C (with elements C k ). Let τ be the vector of parameters describing the baseline risk in each strata. With the assumption of independent events, we know p(c, r, τ ) = f (c, r, τ |C)h(C, r, τ ). Furthermore, from equation 4 we know that the distributions of the c k i are independent of τ .
18 Hence we can write p(c, r, τ ) = f c (c, r)h(C, r, τ ) and Godambe's first condition is met.
To show that Condition 2 is met, we must first identify the distribution of our summary statistic, C (i.e. determine the form of P t θ ). To do this, we return first to the underlying Bernoulli trials whose sum within a strata is C k . Recall that the probability of success for a random draw taken from strata k is given by equation 2. Since our statistic C k is the sum of successes from these Bernoulli trials, it will have a Binomial distribution with count parameter equal to N k = n k 1 + n k 0 and probability of success given by 2.
One of the well-known properties of Binomial distributions is that they form a complete family (Lehmann and Scheff, 1950) .
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In the same manner, it is easy to show that the marginal distributions of c k 1 , the count of events in the treatment group within each strata, are 18 Technically equation 4 gives only the conditional distribution of the event counts for the treatment group, but it is trivial to show that the distribution of event counts for the control group is also independent of τ .
19 More generally the Binomial distribution with known count is part of the singleparameter exponential family of distributions and thus h(C, r, τ ) possesses all the favorable properties of this family. also Binomial. Due to the completeness property of the family of Binomial distributions, the weighted sum of these counts over the set of strata will also be binomially distributed. Given this, we can rely on the well-studied properties of Binomial distributions and conditional likelihood estimators to assert that the frequency functions p, f t and h and the estimating equation g satisfy the regularity conditions assumed by Godambe.
Finally, we note that our estimating equation is unbiased as defined by
Godambe. In words, an unbiased estimating equation is one for which the expected value of the estimating equation, evaluated at the true parameter value, is zero, for all possible parameter values. That this is true for our estimating equation is easy to see from the proof given above of the unbiasedness of the estimates. Specifically, when the estimating equation is evaluated atr = r, the expected value of the estimating equation is easily seen to be zero.
Hence equation 6 satisfies all Godambe's conditions and is the unique optimal estimating equation.
Consistency and Asymptotic Normality
Andersen (1970) shows that under a set of fairly weak assumptions, conditional likelihood estimators which make use of minimal sufficient statistics for the incidental parameters are consistent and asymptotically normal, even if the number of incidental parameters increases proportionally to the number of observations. Furthermore, in Section 9 of that paper, Andersen shows that exponential-family, pair-wise comparison estimators like the CLERR do indeed condition on a set of minimally sufficient statistics and meet all of the other required regularity conditions. Hence the CLERR is consistent and asymptotically normal. 2 ) ∈ (Ω 1 , Ω 2 ) and for any other value θ 1 ∈ Ω 1 there exists a point θ 2 = θ 2 (θ 1 ) ∈ Ω 2 such that the resulting marginal distributions of t are identical. The intuition behind the result is that the summary statistic t cannot give us any information about θ 1 if θ 1 is not already known. Thus conditioning on t does not amount to "throwing away" any information and the conditional likelihood estimator retains the efficiency properties of a full maximum likelihood estimator.
We have already established that the marginal distributions of the elements C k are Binomial with count parameter equal to N k = n k 1 + n k 0 and probability of success given by 2. Denote the evaluation of equation 2 at (r 0 , τ 0 2 ), P 0 . It is trivial to show that we can always find a τ (r) such that equation 2 evaluated at (r, τ (r)) equals P 0 .
Hence C k is weakly ancillary with respect to r for all k and the CLERR is asymptotically efficient. 
Asymptotic Standard Error
The asymptotic variance of the CLERR equals the inverse of the negative of the Hessian of the conditional likelihood function evaluated at the maximum likelihood estimates. Thus the asymptotic standard error of the CLERR is
which can be estimated using the observed values of the C k and the estimated value of r and can then be used to construct Wald tests of the null hypothesisr = 1.
APPLYING THE CLERR: FEMALE OWNERS AND EXPORT PROPENSITY
We now turn to demonstrating the application of the CLERR, and contrast its results to those obtained from the conditional logit estimator. Our empirical question is how the propensity of firms to engage in exporting is affected by whether they have at least one female owner. Specifically, we estimate the relative risk of exporting for firms with female owners (femaleowner firms) compared to those with all-male owners.
There is a large literature on the firm-level determinants of export participation (Katsikeas et al., 2000) and a similarly substantial literature on the firm-level impacts of females in leadership positions within firms (Carter et al., 2003; Erhardt et al., 2003; Nina Smith et al., 2006; Dezs and Ross, 2012) . Our findings have relevance for both of these literatures. They additionally speak to the substantial literature on the gender-distribution of the benefits from globalization.
We are aware of only one previous paper which looks specifically at the question of gender and export propensity (Orser et al., 2010) . Orser et al.
(2010) apply a (unconditional) logit model to a dataset of Canadian small- and medium-sized enterprises. Although the authors claim to find that female majority-owned firms were significantly less likely to export than firms owned by men, our reading of their results tables is otherwise. Indeed, the complicated interpretation of treatment effects in the presence of an arbitrary set of interaction terms in Orser et al. (2010) is a motivation in itself for taking the non-parametric approach of the CLERR.
One of the most robust findings from the behavioural economics literature is that women are on average more risk adverse than men (Borghans et al., 2009; Eckel and Grossman, 2008) . This relative risk aversion is also found to affect female firm manager's decisions (Khan and Vieito, 2013) .
Of particular relevance to our question, Downing (1991) have shown that female managers devote a relatively large proportion of available resources to diversification rather than expansion.
Most people's initial intuition would probably be to assume that exporting is something more likely to be avoided by risk-averse managers. As Hirsch and Lev (1971, p.270 ) note in their seminal article, "Folklore has it that foreign markets are more risky than domestic markets because of political, economic, and social instability abroad." These authors then go on to show both theoretically and empirically, that this common assumption is wrong. In short, they show that exporting can be understood as diversification strategy, whereby, even if the new market is riskier, the overall sales risk can be lowered. Furthermore, there is evidence that small and medium-sized enterprises in developing countries are particularly likely to use exporting as a means of diversification (Aw and Batra, 1998) . According to Aw and Batra (1998) exclusively in developing and transition countries.
Taken together, the existing literature suggests that female-owner firms in developing and transition countries will be more likely to export than their all-male counterparts.
Data and Strata Definition
The Female Ownership, that is if "any of the owners are female" (Question b4 in the survey), which was answered with "yes" by 32.7%. Table I shows there are a number of significant differences between maleonly owned firms and firms with female ownership. While the actual differences are mostly small, we find a higher proportion among female-owner firms engage in direct exporting (18% vs. 16% among the male-only firms), The topics covered in Enterprise Surveys include infrastructure, trade, finance, regulations, taxes and business licensing, corruption, crime and informality, finance, innovation, labor, and perceptions about obstacles to doing business.
21 See http://www.enterprisesurveys.org/data for more general details. 22 We have 192 country-years in the sample. The WBES is aiming to eventually provide a panel of all countries, at the moment a separate short panel data set exist for only a subset of countries.
23 These are selected regions within a country the WBES covers, which represent the largest centers of production and business enterprise. it clear that, in order to answer the question if female-owner firms are more likely to export, we need to control for all these differences that correlate with the two groups of ownership and might at the same time have an effect on the propensity to export. We control for these confounding variables by using them to stratify the sample when estimating the CLERR.
We use three alternative strata definitions in our analysis. The least conservative of these defines strata as the intersection of country, industry and size classification 24 and creates around 8,000 non-empty strata. The next strata adds to this a distinction by legal status of the firm, resulting in around 16,000 non-empty strata. Finally, our most conservative strata definition replaces country of location with the exact town or city of location, creating around 30,000 non-empty strata 25 . Thus our most conservative specification compares the propensity of firms with some female owner with that of male-only owned firms of the same legal status, in the same industry, same size category and same town or city of operation. In contrast to many treatment effects estimators, we make it clear in our results what consequences the changing strata definition has on the number of identified strata, on the number of identified observations, and on the number of identified, treated observations (see the bottom panel in Table II -IV) . shows the total number of strata, identified strata, identified observations, and identified, treated observations for each stata definition.
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From an economic perspective, the main conclusion from Table II is that the relative propensity of firms with some female owner(s) to export is never less than that of all-male owned firms. The relative risk estimated by the CLERR ranges from 1.048 in column 1, to 1.011 in column 2, indicating that the relative effect of female ownership on the propensity to export is between 1.1 and 4.8%. Controlling for the exact location of the firm (column 3) actually raises the estimated relative risk slightly to 1.018, though the difference between the estimates in columns 2 and 3 is by no means statistically significant. Importantly also, the p-statistics in columns 2 and 3 show that the relative risk is not statistically significantly different to 1.
The middle panel of Table II shows that the direction and statistical significance of the effects estimated by the conditional logit estimator are similar to those estimated by the CLERR. The magnitude of the effects estimated by the logit model, however, differ in economically significant ways from the CLERR estimates. If we were to use the popular approach of treating the estimated odds ratio as if it were a relative risk, we would overestimate the relative effect of female ownership on export propensity by around 80%.
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Turning now to the bottom panel of Table II , we see that with the first stratification of column 1 we end up with 7,773 non-empty strata of which 4,964 include both female and male-only firms. Of the total 105,275 observations in the sample we can use over 80%, namely 84,481, identified firms in the estimation of which 29,057 have some female ownership. We observe that the increasing stringency of strata definition across columns 1-3 results in a reduction of roughly one third of the total number of identified observations, and around a quarter of identified, treated observations. This reporting makes transparent the trade-offs involved in using increasingly conservative strata specifications. Table II reports results for the full sample of (identified) firms in the dataset. This sample includes firms which are subsidiaries of other firms, firms which have foreign ownership greater than 10% and firms with government ownership greater than 10%. We posit that owners of these firms have less control and bear less personal risk than owners of fully independent firms. For this reason, we report in Table III the results of the analysis of the sub-sample of firms which do not have government ownership, foreign ownership or any other parent firm.
The CLERR estimates in Table III show that independent, female-owner firms are significantly more likely to export than their all-male counterparts.
The estimates suggest that female ownership increases a firm's relative risk of exporting by between 9 -13%. As was the case for Table II, the conditional 27 Treating the odds ratio as a relative risk we would calculate a relative risk increase of between 1.9 and 8.2%, compared to between 1.1 and 4.8% using the CLERR estimates. logit results show the same pattern of statistical significance as the CLERR results, but here again, the assumption that the odds ratio can be used to approximate relative risk would lead to a substantial overestimate of the latter.
Comparison of the results in Tables III and II suggests that the relative propensity of female-owner firms to export is higher where owners are more likely to have more control and bear more risk. This same trend appears evident in Table IV . The columns in Table IV In all subsamples female-owner firms are more likely to export than maleonly firms. This difference is statistically significant at the 10% level for all except publicly listed firms. The lowest estimated relative risk is for private limited liability firms, though due to a smaller standard error this estimate is still significantly different from one at the 5% level of significance. The relative propensities estimated for both types of partnership are also significantly different from one at least the 5% level of significance. These relative propensities are also unarguably economically significant. Female ownership increases the relative propensity to export by around 21% for limited partnerships and around 29% for general partnerships. For sole proprietorships we find that solely-female owners have a 28% higher propensity to export than all-male owned firms, this result is significant at the 1% level. Overall in Table IV , legal forms which are associated with increasing risk and responsibility for the owners tend to display a higher relative propensity of female-owned firms to export. The result for sole proprietorships in Table IV is also important for another reason. Up until this point, it had not been possible to distinguish solely-female owned firms. As a result, none of the earlier estimates could distinguish whether female owners are more likely to export than male owners, or whether mixed teams are more likely to export than single-gender teams. The results in column 5 suggest that it is, indeed, the presence of a female, rather than the mixed-gender team which is associated with increased export propensity.
Returning now to the question of estimator performance, we consider the results from the conditional logit estimator in the middle panel of Table 3 .
As has consistently been the case, interpreting the odds ratio estimated by the conditional logit as a relative risk would lead to a substantial overestimate of the excess propensity of female-owner firms to engage in exporting.
In Table IV , this overestimation is sometimes more than 100%. For example, the CLERR estimate of the relative effect of female ownership on the propensity to export amoung public limited companies (PLCs) is approximately 15%. Interpreting the odds ratio as a relative risk one would conclude the relative effect was around 34%.
CONCLUSION
The major contribution of this paper is methodological. We have introduced a novel estimator of relative risk, explained how it can be used to estimate treatment effects with minimal parametric assumptions, and proven many of its superior statistical properties. Aside from being efficient and unbiased, our conditional likelihood estimator of relative risk (CLERR) is fast and easy to understand and apply. It is also flexible enough to be used either on individual-level (micro) data, or on data aggregated at the strata level. This latter property is an important advantage where privacy or cost concerns preclude access to unit-level data. We see several avenues for future research. The most obvious of these is to allow the relative risk to be a linear exponential function of explanatory variables -analogous to the full conditional logit estimator (McFadden, 1974) or the Poisson fixed effects estimator (Hausman et al., 1984) . This extension would allow researchers the flexibility to control for some confounding variables parametrically. Such flexibility is useful when valuable information is lost in summarizing continuous variables as categories for stratification, or when there are too few observations relative to the dimensionality of the necessary control variables.
Our application of the CLERR to the World Bank's Business Environment Survey illustrated the non-trivial nature of the biases associated with using the conditional logit to estimate relative risk. Future work using Monte Carlo methods will enable us to distinguish the extent to which the observed differences between the conditional logit and CLERR results are due to bias in the conditional logit estimates versus genuine differences between the true odds ratio and the relative risk.
Finally, our analysis of the World Business Environment Survey data provided an interesting finding in its own right; namely, that firms with female owners are significantly more likely to export than all-male owned firms.
This finding suggests both that exporting can help female entrepreneurs, and that female entrepreneurs can help expand countries' exports. We note that our finding is consistent with the idea that female owners utilize exporting as a means of risk-reducing diversification, but leave future research to explore formally the causal mechanisms which drive the relationship between female ownership and exporting. All firms should fit into one (and only one) of these categories.
[PLC] If a firm's shares are publicly traded, it is a publicly listed company.
A publicly listed company is also a limited liability company.
[LLC] A privately held, limited liability company is a firm that is owned by partners or shareholders for whom their claims over the firm are not publicly traded. They may or may not be traded privately.
[LP] Limited partnership is a type of business that includes one or several general partners and one or more limited partners who invest capital into the partnership, but do not take part in the daily operation or management of the business. The limited partners limit their amount of liability to the amount of capital invested in the partnership. The general partners personally shoulder all debts and obligations of the partnership. Business operations are governed, unless otherwise specified in a written agreement, by majority vote of voting partners. Limited liability partnerships are separate legal entities that provide liability protection for all general partners as well as management rights in the business.
[GP] A partnership allows two or more people to share profits and liabilities, with or without privately held shares. In a partnership, the parties could be individuals, corporations, trusts, other partnerships, or a combination of all of the above. The essential characteristic of the partnership is 28 Available at www.enterprisesurveys.org the unlimited liability of every partner.
[SP] A sole proprietorship is a business owned and operated by one individual, physical or juridical person. A juridical person can be aggregates of persons.
[Other -not used]Cooperatives should be designated as Other. The form of legal status must be specified in writing by the enumerator on the survey instrument. 
