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ABSTRACT 
Improvements in communication technology means that increasing numbers of people 
around the world can share information with increasing ease. This information is forming 
knowledge in forms that was not previously conventionally possible. It is enabling new 
communities to be formed.  
This research aimed to determine how this data could be exploited and combined with 
additional complementary tools to enable automated large-scale non-intrusive 
monitoring of wildlife, and in particular keystone species. 
Three proof-of-concept research studies explored automated camera traps, citizen 
science and large-scale crowdsourcing to determine the potential of a system that 
combines this technology and its use for automated monitoring of wild animals. 
The results demonstrated that internet-connected camera traps are capable of 
collecting valuable visual data at a large-scale. However, for keystone species, such as 
tigers, the scale required for monitoring presents technical and economic challenges. 
The participation of citizen scientists to collect and analyse data demonstrated a 
potential monitoring mechanism. However, the volume of data provided for such a 
focused practice proved insufficient for accurate large-scale monitoring. 
The Wildsense project, which used publicly-available image data from the Web as its 
primary data source demonstrated that there is additional data available that can be 
processed with the participation of citizen scientists. The popularity and overall interest 
towards this project showed that crowdsourcing is a viable method for collecting 
relevant data for animal monitoring. 
It was concluded that the proof-of-concept experiments completed provided evidence 
that there is a potential to monitor individual animals through an automated approach 
and a system architecture is proposed. There is potential for automated large scale 
monitoring using the proposed framework. However, there are significant challenges to 
overcome and multiple directions for future work are recommended for exploration. 
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1. INTRODUCTION 
It feels as though the world is becoming an increasingly smaller place as technology 
brings people closer together. People around the world are now connected through 
networks that enable all sorts of communication to be achieved with simplicity. The 
large community of interconnected users is powerful, with knowledge being generated 
from outside the conventional boundaries so people can work together with fewer 
constraints. There is potential to use this community of empowered users to solve 
some of the world’s most important problems. 
With the proliferation of devices and the extent of connectivity, messages can be sent 
almost anywhere in the world. There is little reason why we cannot begin to learn more 
about the most distant and exclusive locations of the planet. 
We can use the global community to change the world if we empower and provide the 
necessary tools for people to contribute and fulfil their needs and desires as human 
beings (Maslow 1943). 
This thesis explores how automated animal monitoring can be achieved through a 
combination of crowdsourcing, citizen science and computer vision that is fuelled by 
citizen contribution. It focuses on animal tracking and how the world community can 
embrace technology and provide valuable information when effective tools are 
implemented and the community is empowered to participate. The information is 
already there. It needs a system for collection, evaluation and exploitation. 
1.1. Problem Statement 
There is a strong need to engage the online world community to facilitate wildlife 
monitoring, as numerous threats such as climate change, deforestation, poaching, 
overfishing, pollution, and habitat loss continue to increase in intensity. The potential for 
non-intrusive monitoring is increasing at the same time, as humans and wildlife 
increasingly share the same habitat and ecotourism continues to grow (Filion et al. 
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1994) (Hvenegaard 1994). Yet, the potential for automated techniques for achieving 
non-intrusive monitoring of wildlife have yet to be exploited fully despite its enormous 
potential impact. There is an identified room for improvement in this area that explores 
the application of crowdsourcing and participatory sensing to citizen science projects 
that can be undertaken by communities online. 
Conservation is a broad and complex topic. Our understanding of how and when to 
intervene in order to conserve biodiversity continues to evolve. However, the 
measurement and monitoring of populations remains foundational to both the setting of 
priorities and the evaluation of the impact of interventions. This thesis focuses 
specifically on improving the efficiency and effectiveness with which we can monitor the 
larger wild animals. Wild animals can be tracked using technology such as GPS collars 
but this method is highly intrusive and can have a negative effect on wildlife (White & 
Garrott 1997). Scaling this approach is impossible without increasing invasion and 
intrusion, and therefore without adding risk of potential harm to the animal and its 
environment. It leads to the question: how much further can humans intrude before 
wildlife loses its ‘wild’? 
The use of non-intrusive techniques to track and protect animals is of great importance 
for the conservation of wildlife, especially the most endangered species. There is, 
however, capability to protect them noninvasively through embracing the world’s 
connected community and collective intelligence. This thesis aimed to explore this 
space. 
The primary objective of this thesis was to test the hypothesis that: 
Crowdsourcing and citizen science can be combined to achieve automated large-
scale monitoring of keystone species. 
In this research, the keystone species of interest were the Eurasian Otter (Lutra lutra) 
and the Bengal Tiger (Panthera tigris tigris) due mainly to availability of data for the 
research. Three main experiments were conducted: 1) internet-connected camera trap 
studies to determine viability and set the scene for automated camera trap media 
retrieval for otters and tigers, 2) citizen science platform to determine potential for 
tracking wild tigers using images and input provided by citizens, 3) crowdsourcing 
platform to determine potential results of using opportunistic data from the World Wide 
Web. 
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The ‘citizen science’ term was initially introduced to refer to making science more 
accessible to citizens (Irwin 1995). This is still an important aspect, but now the focus is 
more on the active engagement of citizens as a resource and using them. In fact, prior 
to the mid 19th century, science was predominantly a citizen/amateur activity and even 
now certain branches of science (particularly astronomy and natural history) are 
substantially supported by highly knowledgeable citizens. Even in the 21st century there 
is still the issue of gaining trusted resources. Trust in amateur natural historians is 
gained through reputation. However, to recruit in a much wider pool of citizens needs 
different ways of establishing trust in their data. This can be done in two ways. Firstly, 
gamification is a way of scoring their skill and engagement level. Secondly, the 
collective judgement of the community can be used to confirm the integrity of citizen 
supplied data, rather than relying on the capability of individuals. These issues are 
explored in more depth in the Background chapter. 
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1.2. Contributions 
The main goal of this research was to highlight and demonstrate that a platform that 
combines crowdsourcing and citizen science is an effective method for tracking 
individual animals unobtrusively. 
The research is multi-disciplinary, falling into the intersect of computer science, social 
psychology and ecology. This thesis contributes broadly to numerous areas that include 
citizen science, computer science, conservation, crowdsourcing and gamification. More 
specifically, it introduces novel thinking and approaches to the problem domain of 
automated animal monitoring.  
The overall nature of this research was exploratory and numerous proof-of-concept 
studies were completed. It is hoped that the results of the research will lead to and 
inspire additional research projects that will explore the various identified challenges in 
further depth. It is anticipated that the results of this research will have an impact in 
unspecified research areas due to its potential wide application. For example, the model 
proposed and evaluated could be used for monitoring entities beyond animals.  
The aim of this research was to provide evidence supporting the validity of the 
hypothesis through the different proof-of-concept research projects undertaken. 
Completion of this research has led to the following main contributions: 
• Identification of differences in results from direct and indirect data contribution 
models for animal monitoring; 
• Use of social image sharing data and its limitations for animal monitoring; 
• Broadening the experience base behind the use of gamification for motivating 
and engaging communities for citizen science projects;  
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1.3. Thesis Structure and Outline 
Chapter 2 provides a general background to the problem statement and presents the 
overall motivation for the research. It explores the key themes that support the 
requirement and motivation to test the research hypothesis. 
Chapter 3 reviews the literature across the related research areas, identifying the key 
research questions and topics of interest, including an evaluation of existing citizen 
science projects, crowdsourcing, participatory sensing, gamification, information 
networks and animal tracking. 
Chapters 4, 5 and 6 describe the proof-of-concept research projects completed for this 
thesis. These chapters each take on different areas of the overall research but are 
presented in a logical progression that results in the proposed animal monitoring 
solution. 
Chapter 4 outlines the camera trap experimentation performed and its results raise 
important insights and challenges for its use in automated animal reporting. 
Chapter 5 explains the Tiger Nation experiment which involved the implementation of a 
citizen science platform for tracking wild tigers. The use of data contributed by citizens, 
a simple citizen science game, and the implementation of two computer vision systems 
resulted in conclusions about the value of this platform and its limitations which were 
mainly due to its dependency on a specialised community of direct participants.  
Chapter 6 presents the Wildsense project that aimed to determine if it was viable to use 
crowdsourced data from online social image sharing platforms. Analysis of the data 
collected during early stages of the project suggested that there is a strong potential to 
use this information for automated animal monitoring but it does not come without a 
range of challenges. 
In Chapter 7, the conclusions from the research projects are presented and in Chapter 
8 the work is evaluated and multiple directions for future work are proposed.  
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2. BACKGROUND 
2.1. Introduction 
This chapter will introduce the subject areas and provide a background of the many 
areas involved in this research. The motivation for the research will be presented, with 
emergent themes being described. The importance of these themes will be 
demonstrated as well as their relevance to the problem domain. The rise of the Internet 
and the Web is a key enabler of the work in this thesis. This chapter starts with an 
overview of the impact of the Web and then introduces the move to utility computing 
that was facilitated by the Internet. It then explores the use of virtual communities and 
their application to citizen science. The chapter finally provides a background in the 
area of wildlife conservation with focus on the Bengal tiger (Panthera tigris tigris). 
2.2. The Enabling Web 
The Internet and the World Wide Web have evolved significantly in recent times. Since 
the Web was made available publicly in 1991 it has grown rapidly and has become an 
important tool for both individuals and organisations. In 2010, almost two billion users 
worldwide had access to the Internet and this number is still increasing. Almost every 
country in the world is making an effort to expand access to the Internet. In the UK, for 
example, the most recent Digital Economy Report outlined a push for faster, affordable, 
capable and available broadband and proposed a Universal Broadband Commitment 
(Department for Business Innovation and Skills 2009). 
The Internet that is used today is commonly known as Web 2.0: the second era of the 
Web following the "Dot-Com Boom" at the turn of the millennium. The term became 
popular when Tim O’Reilly posted an entry on his website titled "What is Web 2.0?" 
(O’Reilly 2005). Web 2.0 refers to web applications that are interactive and enable 
knowledge sharing and collaboration online, such as social networking websites and 
forums. Web 2.0 technology is widely adopted by individuals and is rapidly becoming 
used by enterprise on a global scale. Typical users of the Web are becoming familiar 
with this technology and the know-how has matured generally. The Web is connecting 
users and their know how to embrace its various functions. 
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2.3. An Infrastructural Paradigm Shift 
Today, a limited amount of resources (human, physical, computer, natural, economic) 
are available and this movement, alongside continuous improvements in 
communication infrastructure, is promoting the concept of utility usage models. The 
utility methodology means that resources can be used according to the usage 
requirements of the end user, on demand and paid per use rather than a fixed period. 
This notion is spreading to a number of new use cases, from cloud computing to car 
usage. There appears to be a current trend where ownership is not seen as the only 
way to have access to a particular resource, as utility models which commonly take 
advantage of collaborative consumption benefits are enabling resources to be used at 
reduced expense. Innovative approaches to metering mean that the user knows exactly 
what the cost will be. 
Improvements in communication infrastructure and virtualisation are supporting a 
movement towards the use of remote services. Mobile devices, such as smart phones 
and tablets, as well as thin client computers and portable laptops, are driving the 
requirement for remotely accessible resources. 
In order to embrace the shift, business models are changing. Software, for example, 
which has traditionally been consumed as a product, is now increasingly being 
consumed as a remote service. Both computing power and workforces are being 
consumed as a service by enterprises. Computing is increasingly being offered in a 
utility fashion, in the same way that other human needs, such as electricity and water, 
are now typically offered (Carr 2008). 
Can the model of remote utility consumption be applied to human resources? A 
number of successful crowdsourcing projects demonstrate that this is possible and it is 
becoming an accepted model, as companies such as Facebook rely on user-
contributed information for business success (Smith 2009). 
Crowdsourcing is an interesting concept and if used in a utility manner could be of 
great benefits for various types of use in enterprise and non-commercially. This 
research project is mainly concerned with citizen science use cases, where contribution 
motivators are typically different in comparison to commercial entities as there is a 
philanthropic incentive. 
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2.4. Communities and Crowdsourcing 
A community is a requirement for all crowdsourcing projects in that you need a user-
base in order to gain information from the crowd. The type of community structure used 
for crowdsourcing projects depends on the purpose of the project. Table 1 describes 
the main community types (Porter 2006) at a high level. 
 
Table 1: Overview of community structures 
Community 
characteristic Description Typical Uses 
Example 
Visualisation 
Non-expert 
A network of equal weighted users 
where there is minimal expertise 
required. 
Data collection, 
data analysis 
 
Expert-based 
If expert users are required the 
network may exclude novice users 
or adopt a weighting system so 
that quality can be determined. 
Data analysis, 
classification 
 
Geographical If a certain geographical area is being explored. Field work 
 
 
A community can be structured in many ways. The topologies presented in Table 1 are 
just a subset. Communities range by density, connectivity, centrality and other 
characteristics. In crowdsourcing, users in the community can either contribute 
information directly (participatory) or indirectly (opportunistic). The connections between 
users can also provide valuable information when analysed. 
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2.4.1. Virtual Communities 
A virtual community is defined as network consisting of various users that share a 
common goal or interest and use technology to support interaction (Porter 2006). 
Virtual communities exist and interact through specific media and specific platforms. 
There is a range of online platforms that are used commonly, including virtual worlds, 
forums and message boards, chat rooms, online games and social networking 
services. 
Of the platforms above, one that is in popular use today is social networking platforms, 
such as Facebook1, Twitter2 and Instagram3. The advantage of such platforms is that 
they offer the benefit of instant information exchange at a global level, in various forms, 
which is not easily possible in a real-world situation. Virtual communities enable 
individuals with shared and often specialised interests to communicate easily from 
almost anywhere with an internet connection presenting an opportunity for niche 
communities to emerge, which was challenging by conventional means with 
geographical constraints. Virtual communities can give contributors a sense of 
belonging and a feeling of membership (Blanchard 2002). This is contributing to the 
creation of millions of new communities of practice. 
Metcalfe’s Law (Shapiro & Varian 1999), which was originally intended to describe 
Ethernet purchases and connections (Hendler & Golbeck 2008), is a rule that describes 
the value of a network increasing proportionally with the square of the number of its 
users. Metcalfe’s Law was originally applied to Ethernet but can theoretically be applied 
to any network, regardless of the type of nodes and the type of communication 
infrastructure. It has been applied to virtual communities in the past and the principles 
are still applicable (Hendler & Golbeck 2008). The growth of the Internet and overall 
connectivity is increasing the potential value that is obtainable though virtual 
communities. This is important for citizen science where there is often a dependency on 
a minimum number of contributions (known as “critical mass”) 
  
                                                
1 https://www.facebook.com 
2 https://www.twitter.com 
3 https://www.instagram.com 
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2.4.2 Community Structures 
Networks of users can be characterised and classified in a number of ways - in a 
crowdsourcing project there are typically three types of structure (Surowiecki 2005) 
(Silvertown 2009) (Silvertown 2012) that are of varying use: 
 
Table 2: Community structure classification 
Wisdom of the crowd A network of equal weighted users where there is minimal expertise required. 
Wisdom in the crowd Users have different weights in this type of network. There are experts and novice individuals and a range of knowledge and ability. 
Wisdom from the crowd 
Collective intelligence is created through interactions between 
peers. Communication and collaborative activities are an important 
contribution to the information generated by the community. 
 
2.4.3 Training Citizen Scientists 
Some citizen science project tasks can be complicated and benefit from a degree of 
training to ensure data collected is useful and accurate. For example, the Horse 
Chestnut Leaf Miner study (Pocock & Evans 2014) asked individuals to classify leaves 
following a set of instructions. A study on the evolution of snails (Silvertown et al. 2011) 
required training for identification and classification of snail shell patterns. 
Training is often not made compulsory as it can have a negative effect on user adoption 
as it creates a barrier between the decision to sign up and the contribution. This can 
therefore result in the accuracy of user participation varying depending on the nature 
and complexity of the task.  
A self-help community network where users educate others in the network can have a 
positive impact on data quality. Facilitating peer review improves the quality of 
participant contribution on a continual long-term basis. iSpot (Clow & Makriyannis 2011) 
is an example of a citizen science project in the nature conservation area that has a 
weighted expert-based network of users where there is an element of education 
provided from expert to novice participants. 
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2.4.4 Crowdsourcing and Data-Mining 
The main difference between crowdsourcing and data mining is the focus on data 
collection. In the former, specific data is typically requested from the source whereas in 
the latter, data is often collected from a data source that was originally intended for a 
different purpose. 
Crowdsourcing relies on the active contribution of a community of people who provide 
information directly for a shared purpose. Citizen science projects are a popular 
example. 
Data mining is the process of exploring existing data sets to extract useful information. 
A search engine is a tool that can often facilitate this activity when performed on the 
Web. 
Both terms are important to this thesis as concepts that enable useful information to be 
generated for historical and up-to-date knowledge generation.  
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2.5. Understanding Social Networks 
We live in the era of networks. Every day billions of people create billions of connections 
through the use of social media. Social media have emerged as widespread platforms 
for human interaction and are one of the most significant socio-cultural phenomena of 
recent times. It is fundamentally transforming the way that people are living, working 
and connecting. 
There are social media tools that are common across a number of platforms, including 
blogs, document sharing, email and wikis and these are already being used widely 
within organisations and their use is increasing. There are a number of platforms that 
have become famous, such as Facebook, Twitter and Instagram. As organisations 
adopt these technologies they are developing different social network topologies. These 
topological changes transform the way that organisations and the people within them 
function. The connections between people have now become visible and it is possible 
to analyse social networks in a way that was not viable in conventional networks. Social 
network analysis can provide a great amount of information from networks created 
through various means, including social networks (Ediger et al. 2010) and electronic 
mail (Bird et al. 2006) for example. 
2.5.1. Defining a Social Network 
A graph is a set of vertices and edges which are connected to form a structure 
(Trudeau 1993). A social graph is therefore a graph where edges are social interactions 
and vertices are social actors. A structure of a social graph (commonly referred to as a 
social network) can take many forms and its topology can vary significantly. The 
topology of a social network is formed by the ties between two entities and it is these 
relationships that are of interest. Entities can be analysed at the individual level, in terms 
of human capital and social capital but a social network can be analysed in more depth, 
in terms of collective social capital and information capital (Wasko & Faraj 2005). 
A social network consists of a number of actors with relational ties between them. An 
actor is a member of a network, which can be an individual or a collective entity, such 
as an organisation. A relational tie is a link between actors in a network and can vary in 
terms of its direction, frequency and formality. A link between actors can be one-way, 
bidirectional, single, duplex, multiple, formal and informal. In social network analysis, a 
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link between two actors can be Boolean or weighted, depending on the type of 
relationship between the two actors. 
In social network analysis, there are many different types of social network structure. 
These include egocentric, where the network is based around an individual entity to 
form a personal network, and socio-centric, where the network is based around an 
individual community. A network may consist of a number of smaller disconnected 
networks, known as components. In the field of social network analysis there are many 
common metrics and common structure types that are identified. 
2.5.2. Access to Social Network Information 
The availability of social network information varies by user, vendor, technology and 
organisation and this has an effect on the measurements that are possible. Although 
there are a number of tools that aid the retrieval of data and help analyse social 
networks, there is a challenge in accessing substantial information for effective analysis. 
Privacy 
The first barrier to accessing social networks is privacy, which is an emotive topic in the 
social media paradigm. Users often decide that their personal information is private and 
should not be publicly available, or the platform that holds their data does not share 
their information publicly. 
Facebook, for example, does not let anyone access the social graph of any given user. 
You can only access the egocentric social network of an account to which you have 
explicitly been provided access. Twitter is quite the opposite, with a more public 
approach although users can enforce protection of their messages so that their data is 
not publicly available. 
Organisational communication platforms, such as email and document sharing are 
typically confidential by nature. Permission to access these resources should be 
restricted to trusted entities and the data anonymised in accordance with policies and 
applicable laws. 
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Application Programming Interface (API) 
APIs are generally available for public social networking websites and there are also 
independent tools available to access content. Each interface has its own restrictions 
imposed in terms of rate limiting and levels of access. 
There are numerous APIs available from social networking services, including Google 
Social API, Twitter, Facebook and Flickr. The information accessible through these 
interfaces varies as, for many, the value of their business is with the data that is 
collected and therefore this is protected. There are additional challenges in regard to 
ownership of data and copyright. 
Web Crawling and Data Mining 
Some online platforms do not have an API or the API that they offer is too restrictive for 
effective social networking analysis. Therefore, other methods to retrieve information are 
sought, including web crawling, which involves loading webpage data and retrieving 
content from those pages. It is possible to mine network data through parsing page 
content and creating an index of entities and edges. However, this method may violate 
website terms and conditions and is subject to the database directive in copyright law 
(European Commission 1996).  
2.5.3. Social Network Analysis 
Social networks contribute to many areas of our lives, from the way that diseases 
spread to the way that we vote. It is therefore important that social structures are 
understood, in particularly in terms of how they are formed and how they can affect 
behaviour. 
Social network analysis can be used to understand social capital at the individual and 
collective level: 
• individual social capital (interpersonal relationships between individuals, social 
participation between individuals and groups or organisations) 
• collective social capital (intra-organisational relationships, relationships 
between groups and organisations within a community) 
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Social network analysis can identify social capital and determine how it functions. 
Franke (Franke 2005) identified two network components that can be used to estimate 
social capital value: 
• structural gives an estimation of the presence of social capital by documenting 
possibilities of access to resources depending on the relationships within the 
social network 
• transactional gives an estimation on the functioning of social capital and 
resources that are produced and made available to entities in the network 
There are tools available for social network analysis (such as R packages and NodeXL). 
The information retrieved is often visualised through the creation of graphs e.g. see 
Figure 1. 
 
 
Figure 1: Example social graph visualisation 
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2.6. Citizen Science 
Science in the past was typically conducted by enthusiasts who were actually earning 
their living in other professions, or, very often, had private means. The notion of being a 
full-time salaried scientist is a relatively new concept (as explained later in this section). 
The method of conducting scientific research as a part-time activity is not a new one 
but doing it effectively on large scale is only a recent possibility. 
Citizen science projects have evolved as public participation has become possible and 
the general scale capability of projects has increased. Technology advances have been 
a main influence in the popularity of citizen science projects today as well as the 
realisation that the public represent an additional economic source of labour (Silvertown 
2009). The individual citizen scientist has evolved - today the citizen is armed with easy 
access to information and easy methods for feedback and contribution. This makes 
empowering citizens to conduct science a reality, for all manner of projects. 
The role of the amateur has been given a significant boost with the increased 
connectivity of the digital era. During the first decade of the twenty first century there 
has been a steady increase in the impact of citizens on the scientific endeavour. This is 
not just through the traditional need for large numbers of observers to collect data but 
now increasing and extensive use of volunteers to interpret data. While SETI@home set 
a trend for crowd sourcing compute resource to support the scientific endeavour (and 
as such, would not be regarded as strictly within the domain of citizen science), more 
value can be gained by exploiting the cognitive power of humans to speed up 
processing activities that are still hard to replicate in machines. The game Foldit, for 
example, enables humans to come up with entirely new protein folding strategies that 
outperform a computer (Cooper et al. 2010). Indeed, it has been claimed that we are 
now at “the dawn of a new era, in which computation between humans and machines 
is being mixed” (Hand 2010). 
The nineteenth century saw a steady professionalization of science. The contrast is 
demonstrated clearly between two major intellectual figures in nineteenth century 
science. Charles Darwin’s privileged background gave him the freedom to pursue his 
studies with no financial pressures. In contrast, “Darwin’s bulldog” Thomas Henry 
Huxley needed both the steady professionalization of science to support his family, he 
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needed to strive to support the continued professionalization of science to open up the 
endeavour to all talented individuals from all backgrounds (Desmond 1997). 
It should be remembered that the transition of science from the domain of amateurs to 
the domain of professionals was in no way a reflection on the skills sets of the former 
(see also (Bircham 2007)). They were subject to the same extensive periods of training 
and skill development that are still expected of scientists, and, since the mid 
seventeenth century, peer review of their outputs from societies such as the UK’s Royal 
Society (of London for Improving Natural Knowledge – to complete the full name 
(Bryson 2011)). The motivation behind the move to professional status of scientists was 
about ensuring that scientists from all backgrounds had a fair degree of financial 
security and reward for their endeavours. 
We still see this long apprenticeship and continued peer review in domains where 
“citizen scientists” have been practicing continuously and without any specific 
technological intervention. Within the UK, for example, citizens with a wide range of skill 
levels collect biological records, but the records are validated by members from 
networks of experienced scientists, often led by a County Recorder for the respective 
taxa. 
Tools to support participatory data collection and mapping are proving to be immensely 
empowering and useful. But in these cases, the participants are inexpensive vehicles for 
relatively straightforward data input activities – they provide the instrumentation (a 
smartphone) and the effort level to collect the primary data, but professional scientists 
collate and interpret the data. The citizens become important participants in the 
scientific endeavour, but they themselves are performing work that is more at a 
technical support level than a scientific level. 
However, it is possible to use digital technologies to increase both the skill levels of 
citizens, and the level of trust in the collective information gathered, in those domains 
where a level of interpretation is needed for the records that are input. Gaming is 
proving to be a particularly effective strategy. This was probably first used in 
Stardust@home, a project that uses thousands of volunteers to search for extra-solar 
samples of solid matter in aerogel images collected from a comet (Westphal et al. 
2005). The results from the volunteers are compared, and a level of consensus is 
required in order to (a) determine if a collective result is believed, and (b) to provide a 
benchmark against which to assess the skill level of a participant. Through playing the 
 18 
Stardust@home participation game, citizen scientists both contribute to participative 
identification of dust particles and improve their own identification skills. 
The results that are beginning to be obtained through citizen science projects are 
impressive, and difficult if not impossible to achieve in any other way with finite 
resources. 
2.7. Wildlife Conservation 
The maintenance of the natural world focuses on habitats, wildlife, materials, energy 
and biological diversity. The conservation of these resources has been happening for 
decades and there are tens of thousands of organisations, particularly in the charitable 
sector, that have an interest today. 
The conservation of wildlife, whether of habitat and/or target species within, is typically 
conducted through projects that consist of three phases: 
1. identifying an area of concern; 
2. taking action; 
3. measuring results. 
The ultimate goal is to restore and protect habitats to ensure that animal and plant 
species will be around for future generations. 
One of the limitations of conservation efforts is the ability to accurately monitor the 
population to identify and combat poaching, human conflict and habitat loss. 
2.7.1 Selected Species 
There are millions of species that can be monitored therefore the identification and 
focus on key groups of species can aid conservation decision-making activity. These 
categories of species are key indicators for determining the status of their habitat (Caro 
2010). All species in an ecosystem interact and play a part in its make up but they do 
this in different ways and on different scales. Four of these key species groups are 
outlined below: 
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Keystone species 
The concept of keystone species was first established by Robert Paine in his work 
studying the Sea Star (Pisaster ochraceus) in 1969 (Paine 1969). He discovered that the 
Sea Star had a large effect on its ecosystem when removed.  
A keystone species has a unique and critical role in the way a habitat functions. The 
presence of a keystone species is important for maintaining a habitat structure. The 
absence of such a species would result in loss of habitat or a significant change. The 
contribution of a keystone species is large compared to other species in the habitat and 
therefore they have a substantial impact on the environment. 
Keystone species are typically predatory animals that control the population of prey 
species. For example, the tiger is a keystone species that is a crucial component in 
controlling the number of prey in its environment, consuming over 20kg of food every 
night. This has an impact on the behaviour of prey who adapt to avoid predators. If the 
predator did not exist there would be an unsustainable population increase in prey 
species which in turn would have an effect on species further down the food chain. 
Umbrella species 
An umbrella species is a species that is depended upon by many other species in its 
ecosystem. This category of species is similar to keystone species but are typically 
migratory and require a large habitat. An example of this type of species is the Grizzly 
Bear (Ursus arctos ssp.) which has several relationships in its ecosystem, through 
consumption of fruit plants, soil disturbance, eating behavior and controlling the 
population of prey species. 
Foundation species 
Foundation species are important animals, plants or organisms that have a strong role 
in structuring a community. The concept was established by Paul Dayton who applied it 
to marine invertebrate and algae (Dayton 1972) and identified that an ecosystem can be 
studied in a more simplified approach if you focus on a particular foundation species 
rather than tracking multiple species in the ecosystem. 
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Indicator species 
This category includes species that are sensitive to changes in their environment and 
therefore are important indicators for habitat change. For example, in monitoring levels 
of water pollution, the presence of water louse indicates a high level of pollution 
whereas the presence of mayfly larva indicates a low level of pollution. 
 
2.7.2 Animal Tracking 
Tracking animals is important for conservation as it enables surveys of populations to 
be conducted and animal behaviour to be investigated. It is important for all three 
phases of a typical conservation project. 
Conventional methods include but are not limited to: 
1. Census conducted by people monitoring areas or animals 
2. GPS trackers attached to animals (Graham et al. 2009) 
3. Analysis of animal signs, such as footprints (Law et al. 2013) 
4. Reports of sightings by locals 
Each method has advantages and disadvantages including dependence upon the 
expertise, availability of stakeholders, the characteristics of the habitat and the animal. 
Extreme conditions, animal sensitivity to contact and difficulty of finding animals are all 
contributing factors. 
2.7.3 The Tiger 
This research focused mainly on monitoring the Bengal tiger (Panthera tigris tigris) as a 
keystone species of interest. 
Given the reputation of the lion as the “King of the Cats”, it is perhaps surprising that 
the tiger is in fact the largest member of the cat family. Since the landmark film Born 
Free, the conservation status of all the big cats has attracted public attention. However, 
this capturing of the public imagination is not leading to an inflation of their conservation 
importance. As a top predator, each big cat is a keystone species whose numbers are 
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a strong indicator of the conservation status of their associated habitats. In a strong 
sense, the ghosts of big cats are the ghosts of habitats lost. 
The tiger is the largest cat species in existence and is noted for its black and orange 
striped fur, unique to each individual. There are six subspecies alive today: Bengal tiger 
(P.t. tigris), Indochinese tiger (P.t. corbetti), Malayan tiger (P.t. jacksoni), Sumatran tiger 
(P.t. sumatrae), Siberian tiger (P.t. altaica) and South China tiger (P.t. amoyensis). The 
exact global population of tigers is currently unknown but conservationists estimate the 
figure at 3,890 (World Wildlife Fund 2016). This is significantly low, especially in 
comparison to the beginning of the twentieth century when there was an estimated 
population of 100,000 and an additional three subspecies in existence. 
The focus of this research was on the Bengal Tiger (also known as the Indian tiger) 
which is located mainly in India, where there are estimated to be less than 2,500 
individuals (World Wildlife Fund 2016) making it the most numerous of all tiger 
subspecies. The species is currently listed as endangered on the IUCN Red List 
(Chundawat et al. 2011). 
 
 
Figure 2: Historical and present tiger range 
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Whilst we have seen the nineteenth century glamorisation of the massacre of big game 
by a wealthy elite replaced by a much more egalitarian and humane enjoyment of 
photographs and film of wildlife, the remaining populations of big cats and other large 
mammals are still heavily under threat. Pressure comes from habitat destruction, 
poaching for trophies and traditional “medicines”, and conflict from human populations 
who feel they and their livestock are at risk.  
Despite the increased public awareness and support that is operationalised through 
conservation charities such as the World Wildlife Fund (WWF) and the Born Free 
Foundation, populations of the big cats are still under threat. Specifically, three 
subspecies became extinct during the second half of the twentieth century.  
Conservationists experience difficulties in monitoring the fate of surviving tiger 
populations (Karanth 2013). In order to know if efforts to increase the population are 
successful or not requires evidence of the number of tigers. To count the tigers is 
challenging. The animal is naturally secretive and the validity of censuses has been 
argued. According to some experts, existing methods for determining population are 
“flawed and obsolete” with poor statistical basis (Bhardwaj 2013).  
Tigers possess unique stripe patterns that can be used to visually identify individuals. 
However, there are still issues due to the management of this information and data 
collection techniques vary in quality. Images can often present individuals in varying 
angles of the animal which can make it difficult to determine the identification of the 
individual subject. In the past, there have been efforts to monitor the activity of the 
Bengal Tiger using GPS trackers and censuses. 
According to the 2011 tiger census, the number of tigers in India increased from 1411 
to 1706 since 2007, yet habitat area decreased from 93,697 to 81,881 sq. km during 
the same period (BBC News 2011). It was towards explaining this surprising analysis 
and existing approaches in general, which motivated this research. 
2.7.4 The Otter 
The Eurasian Otter (Lutra lutra) is a keystone species whose presence is an important 
indicator of wildlife habitat quality. Otters were formerly widespread throughout the UK 
but suffered a rapid decline from the 1950s to the 1970s. Apparently this was due to 
the prevalent use of agricultural chlorine pesticides. Otters had not been seen in the 
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county of Surrey since the 1960s. With the gradual phasing out of these chemicals after 
1975 the water quality has improved. Combined with habitat restoration efforts by 
conservation organisations the otter population is gradually making a recovery.  
This animal was studied in this research due to the opportunity due to its locality to 
University of Surrey and due the the timing of particular interest of Surrey Wildlife Trust 
that was operating a conservation programme to encourage repopulation of this 
species. 
2.8. Participatory Sensing 
Participatory sensing is data collection that is performed by a community of users, 
typically and increasingly through the use of affordable sensors (e.g. cameras, GPS) 
that are widely available in pervasive mobile devices. The information can be valuable in 
its own right but collectively can provide further intelligence. 
The participatory sensing model is an effective method of retrieving information that 
would in conventional means be very time-consuming and expensive to collect. In the 
conservation sector, this model is being utilised, such as for recording wildlife sightings. 
At a higher level, this data is being shared by organisations and local record offices to 
form national species information such as the National Biodiversity Network4. 
Public participation geographic information systems are an approach for building local 
knowledge that have gained wide academic interest (Sieber 2006). These systems have 
the potential for aiding decision making and enable decisions to be made at the 
community level rather than from a top-down method (Jankowski 2009). 
  
                                                
4 http://nbn.org.uk/ 
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2.9. Summary 
The various disciplines and areas outlined in this chapter aim to provide the reader with 
some background on the wide range of topics that are relevant to this research. 
These technological and social enablers raise new possibilities in conducting citizen 
science based research, opening up the opportunity to address research challenges, 
such as how to monitor wildlife accurately but with the minimal of intrusion, with 
innovative new approaches. 
People are increasingly connected, supported by social change and technological 
improvements. Improvements in communication infrastructure have the potential to 
enable the global community to engage with world problems, such as wildlife 
conservation. Facilitating this is one of the objectives of the work in this thesis. The next 
chapter will review existing work in the research areas relevant to this thesis. 
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3. LITERATURE REVIEW 
3.1. Introduction 
In this thesis so far the research hypothesis that crowdsourcing and citizen science can 
be combined to achieve large-scale automated individual animal monitoring has been 
introduced and the background of the domain has been presented. This section 
reviews the key aspects of the research area, which are citizen science, community 
crowdsourcing and wildlife monitoring. 
This chapter will present a review of the literature starting from the early days of citizen 
science and moving to more modern approaches that make use of large-scale 
crowdsourcing. A review of wildlife tracking approaches will lead to the area where this 
particular research is focused. 
It was concluded that for automated wildlife tracking to be explored, this research was 
required to focus on proving the concepts of automated camera trap technology, 
crowdsourcing, computer vision and data mining from the Web. 
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3.2. Citizen Science 
In recent years there has been an increase in community involvement in science. The 
participation of the public in scientific research however is not new. The Christmas Bird 
Count (Lebaron 2007) is an example of a citizen science project that started in 1900 
and is still continued today. The scientific objective is still the same although technology 
has enabled it to be conducted at a much larger scale, from 27 participants in 1900 to 
over 71,900 in 2012 (Lebaron 2007) (Scully 2013). The last two decades has evidenced 
a significant increase in citizen science activities when the “citizen science” term also 
became more popularly used for the concept of public participation in research (Cohn 
2008). SciStarter lists 1,247 citizen science projects on its website (SciStarter 2015). A 
search for the phrase “citizen science” on Google Scholar 5  evidences increasing 
popularity in this area (see Figure 3). 
 
 
Figure 3: Growth of “citizen science” article frequency based on Google Scholar search results 
  
                                                
5 https://scholar.google.co.uk/ 
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‘Citizen scientists’ are now helping to collect and analyse data for a range of purposes. 
Their involvement has made it possible to conduct projects on scales that were not 
feasible using conventional methods. It means that more data can be collected and 
analysed in a cost effective and timely way, that covers broad spatial and temporal 
scales (Hochachka et al. 2012). 
Citizen science is capable of providing results in the large scale yet there are further 
benefits that reinforce the suitability of this method for a range of scientific challenges. 
As well as providing input for the scientific aim of a project, citizen science projects 
have proved to increase social capital (Brossard et al. 2005), provide education 
(Brossard et al. 2005) (Trumbull et al. 2005), develop human computation skills (Cooper 
et al. 2010) and improve attitudes towards wildlife conservation (Low et al. 2009). 
Projects have also resulted in individuals spending more time performing the activities of 
interest, for example bird-watching (Mccaffrey 2005) and environmental awareness 
(Johnson et al. 2014). 
Of the citizen science projects listed on SciStarter (SciStarter 2015) it is evident that 
there is a range of activities that require varying degrees of involvement. Projects are 
focused around recreational activities such as tourism and others are purely 
hypothesis-led and focus on the scientific research directly. Citizen science projects can 
be broadly classified as either hypothesis-driven or for monitoring purposes (Silvertown 
2009). 
In the area of nature conservation, projects range from surveys and monitoring of global 
wildlife (Silvertown et al. 2013) to species-based (Pocock & Evans 2014) (Low et al. 
2009) (Delacour-estrella et al. 2014), individual-based (Mason et al. 2012) and 
geographically constrained (Swanson et al. 2015) projects. Citizen science appears 
effective at finding new, rare and disappearing species (Dickinson et al. 2010). The 
support provided is valuable with large-scale contribution subsidising research. In the 
case of FeederWatch users support the project financially through a contribution 
estimated at $3M annual value (Dickinson et al. 2010). Zooniverse reported 1.5M 
classifications by 35,000 volunteers just two days after it was launched (Raddick et al. 
2010) and compared this to a full-time graduate student who laboriously classified 
50,000 galaxies in one week over seven twelve-hour days (Schawinski et al. 2007), 
demonstrating the scale that can be achieved through volunteered participation. Citizen 
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science can often be conducted with limited cost due to volunteered participation but 
they are not free (Roy et al. 2012). 
The list of citizen-science projects given in Table 3 is a representative sample of large-
scale projects that were active at the time of writing. There are clear differences in the 
method that is used to qualify data in citizen science projects. Projects such as 
Snapshot Serengeti and Galaxy Zoo rely on a mass of data provided by a large 
community of users to achieve multiple classifications in a “wisdom of the crowd” 
approach. iSpot, on the other hand, relies on expert reviews to validate results. Quality 
assurance in citizen science varies but the key methods identified are expert-review and 
multiple classifications. 
Expert judgement is needed when it would be impractical or not cost-effective to 
measure the quantity of interest directly (Meyer & Booker 2001). The effective elicitation 
of experts can require careful consideration and planning and the validity of expert 
judgement, like any data, can vary (Meyer & Booker 2001). The availability of crowd 
human resources through citizen science is therefore an attractive concept as an 
alternative to, or combined with, expert-review. Aristotle, in Politics III, stated that:  
“the many, who are not as individuals [sic] excellent men, nevertheless can, when they 
have come together, be better than the few best people, not individually but collectively, 
just as feasts to which many contribute are better than feasts provided at one person’s 
expense” 
More recently, this has been proved in various examples, including eight hundred 
people in 1906 who participated in a contest to estimate the weight of an ox and the 
average was within 1% of the actual weight of the animal (Surowiecki 2005). However, 
like expert review, the wisdom of the crowd can be biased, for example due to majority 
influence (Asch 1951) and minority influence (Moscovici & Zavalloni 1969) in conforming 
groups.  
There is an element of bias in all data and it is important that it is identified and 
considered in planning, execution and analysis of results. Combining data validation 
methods and simplifying the task of the citizen scientist, appear to be popular 
processes in citizen science to reduce bias and ensure that data is useful.  
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 Table 3: Sample of large-scale citizen science projects 
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A range of collection methods has been used in citizen science, from participant 
observation (Silvertown et al. 2011), field collection of photographs (Clow & Makriyannis 
2011), image annotation (Swanson et al. 2015) (Dickinson et al. 2010) and document 
transcription (Eveleigh et al. 2013). The tasks allocated to citizen scientists range in 
complexity, from simple counting exercises (Pocock & Evans 2014) to protein folding 
(Cooper et al. 2010). Therefore a range of training is offered, frequently in the form of 
tutorials or quizzes (Silvertown et al. 2011) and volunteer trainers (Pocock & Evans 
2014). Data quality in long-term volunteer-based projects has demonstrated first-time 
observer effects where observers become better over time (Jiguet 2009) (Kendall et al. 
1996). 
It has been suggested that complicated, repetitive and time-consuming tasks are not 
suitable for citizen scientists (Newman et al. 2003). The samples evaluated in this review 
all appear to have elements of repetition. However, they are simple atomic tasks and 
often naturally incorporate randomness of some form which means that the repetitive 
element is reduced. 
Given the increase in popularity of citizen science there have been efforts to provide 
frameworks and platforms for projects to enable functionality to be re-used rather than 
being re-implemented for each project. Zooniverse supports multiple research projects 
using its “Panoptes” platform (Bowyer et al. 2015). Zooniverse and CitSci.org have 
provided self-service project builders (Newman et al. 2011). Guidelines have also been 
created, such as the Citizen Science Toolkit (Cornell University 2007) and Guide to 
Citizen Science UK Environmental Observation Framework (Tweddle et al. 2012). 
Citizen science projects can be broadly categorised into hypothesis-led, experimental 
or most commonly monitoring studies (Dickinson et al. 2010). Surveillance based 
methods have been considered frequently ineffective and an inefficient use of 
conservation funding (Nichols & Williams 2006). However, these methods are important 
as they offer potentially the only means of addressing unanticipated threats to 
biodiversity and have an “important role to play as a first line of attack” (Dickinson et al. 
2010).  
The demographics of citizen scientists range widely by background, expertise, age 
(Raddick et al. 2010) and location, from groups of experts that share a geographical 
location, to “hundreds of schoolchildren” (Pocock & Evans 2014). As citizen science 
relies upon participation from volunteers, a form of motivation is important and the 
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mechanism to support this varies. While there is debate as to whether the gamification 
of citizen science does (Bowser et al. 2013) or does not (Iacovides et al. 2013) attract 
new users there is consensus that the application of game mechanics can encourage 
continued participation (Iacovides et al. 2013) (Eveleigh et al. 2013) (Van Den Berg et al. 
2009), although with ranging levels of success. EyeWire motivates competition through 
proving leader board functionality to rank users along with time-based competitions, as 
well as visual badges that act as rewards to motivate participant contribution and 
retention (Cooper et al. 2010). It also provides a chat facility to enable social interaction, 
which has been shown to encourage continued participation in online communities 
(Lampe et al. 2010) . In other domains, financial incentives have shown to improve 
quantity of output by individual participants (Mason & Watts 2010) but in the domain of 
citizen science there is usually a genuine desire for participants to volunteer time for 
philanthropic purposes, evidenced by the volunteered participation of citizens in the 
various projects surveyed in this research.  
Large amounts of participation are important for citizen science projects but the quality 
of the data received is paramount. As such, quality assurance is important to ensure 
that error is reduced and data is validated. The sample of projects reviewed has 
indicated a combination of techniques employed mainly expert review, training and 
multiple classifications by different users. There is inherent bias in citizen science where 
there can be variation in sampling, in time, and location (Dickinson et al. 2010) and it is 
therefore important that analysis of the resulting data takes this into account.   
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3.3. Conservation and Wildlife Monitoring 
Successful conservation requires a thorough understanding of the population of the 
species being conserved. Conservation tackles issues on a general population level but 
this often requires information about individual animals (Sutherland 1996). Information 
about individuals is necessary to determine behavioural patterns, habitat use and life 
history parameters (DeAngelis & Mooij 2005) (Karanth & Nichols 1998). It is critical for 
addressing environmental challenges such as invasive species, infectious diseases and 
changing habitat use (Nathan et al. 2008). Many benefits have been identified from 
long-term individual-based studies, including insight into social structure, lifetime fitness 
and links between life history stages and generations (Clutton-Brock & Sheldon 2010).  
There are two main ways to record animal motion: Lagrangian and Eulerian (Turchin 
1998). The Lagrangian approach monitors a specific individual as it passes through an 
environment whereas the Eulerian approach monitors a location and the movement of 
organisms that travel across it. The Lagrangian approach to animal tracking has been 
performed using a range of methods that includes “tagging” animals with radio-
frequency sensors (White & Garrott 1997) and GPS sensors (Handcock et al. 2009). 
However, there is difficulty and distortion in the data received because all that is 
involved in capturing the animal disturbs its natural environment and may impact upon 
its natural behaviour (Kays et al. 2009). The process also requires many skilled 
individuals and finding the desired individuals can be time consuming (The Times of 
India 2007). The Eulerian approach is generally less intrusive and is a more scalable 
solution as it does not require manual physical capture of individuals. It also enables 
animals of a shy and elusive nature to be monitored more effectively. 
A common approach to monitoring individuals in their environment is through visual 
identification. This is typically performed through analysis of natural patterns and marks, 
which can vary from individual to individual in a given species. Individuals can also been 
recognised by their wounds or scars (Hughes 2015). There are non-visual methods that 
can also be used, including the use genetic markers (Schwartz et al. 2007). Each 
method has various advantages and disadvantages but this research focuses on those 
that are currently low cost and scalable. 
In the last twenty-to-thirty years, camera traps have become readily available and 
affordable and as a result have revolutionised wildlife conservation as a mainstream tool 
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(Rowcliffe & Carbone 2008). Camera trapping has in fact been practised for a much 
longer duration since the early twentieth century (Kucera & Barrett 2011) but the large 
availability of devices today makes them a valuable tool and this has led to a range of 
interesting conservation projects being conducted (e.g. (Swanson et al. 2015) 
(Zoological Society of London 2011)).  
Camera traps enable the capture-recapture population estimation method (Jolly 1965) 
to be completed without the requirement of constant human presence. They have been 
used to identify the diversity of species in a geographical area (e.g. (Stein et al. 2008)) 
and have frequently been used to estimated species population densities (e.g. (Karanth 
& Nichols 1998) (Maffei et al. 2004) (Pradel 1996) (Chao 1987) (Alonso et al. 2015)). The 
use of camera traps is non-invasive and incurs minimal disturbance to the environment 
(Silveira et al. 2003) and enables evidence of elusive species to be captured (Karanth & 
Nichols 1998). However, they do introduce other bias, in terms of bias in data collection 
and sampling methods (Foster & Harmsen 2012), which should be considered when 
the data is used, for abundance calculation for example. The frequency of species 
captured on camera is not a useful number when considered on its own (Carbone et al. 
2001) and the detection probability should be considered (Jennelle et al. 2002). They 
are perhaps most useful when used as an enabler for capture-recapture models, 
(Karanth & Nichols 1998). However, this is only useful when the individuals concerned 
have unique visual characteristics. The use of remote-operated equipment, such as 
drones (Koh & Wich 2012) and rovers (Le Maho et al. 2014), is of growing interest as an 
alternative to fixed camera traps, which also offer minimal invasiveness.  
Scalable large scale animal monitoring will require sufficient reliable data sources and an 
ability to process the data. The use of camera traps alone may not provide enough data 
depending on the sample method used, and despite their decreasing costs, if done on 
a large scale and over a long duration of time, the resulting cost could be substantial.  
There have been efforts to reduce the time commitment required for analysing images 
in camera trap studies (Swanson et al. 2015) (Swinnen et al. 2014) but images from 
species-based studies that require species identification require less analysis than 
individual-based studies that require recognition of individuals. 
The use of other image data for conservation has not been evaluated in detail. In 
particular, the use of tourist photographs and other opportunistic data from online 
social media platforms has had limited attention. Although opportunistically acquired 
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data has been argued unsuitable for certain wildlife abundance projects (e.g. (Marks et 
al. 2014)) there is limited research that has evaluated its use for other species or 
conservation aims. However, the rise of ecotourism has led to caution in the use of this 
data by poachers, especially when it contains location metadata (Ingber 2013) (The 
Sunday Times 2012), as demonstrated when geo-tagged photographs of military 
equipment were shared on social media and used by insurgents to locate and destroy it 
(United States Army 2012). 
3.4. Image Recognition for Animals 
Experts can learn to distinguish the difference between animals and today a lot of 
individual recognition is done manually by trained identification experts (Horn et al. 
2014). However, the manual identification of individual animals can be an extremely time 
consuming process and can lead to errors, especially in large datasets that result from 
long-term projects (Van Tienhoven et al. 2007) (Kelly 2001). There is therefore 
motivation to explore automation of this process especially given the increasing volume 
of image data that is available. 
Computer vision is a concept wherein algorithms and systems are created to perform in 
a similar way to the way the brain is believed to work in understanding visible 
information. Computer vision incorporates a wide range of functions for image retrieval, 
processing, analysis and classification. The purpose of it is to extract meaningful 
information from images in a similar way to that which humans use to interpret 
information that enters the retina and is formed into a visual image in our brain. 
An image is an array of pixels and forms useful information that can be used for 
automatic image analysis. There is limited literature that focuses specifically on 
computer vision for animal recognition. Most existing work in the field of image 
recognition is concerned with human recognition and in particularly object and pattern 
recognition. In this review of the literature we will summarise the background of this field 
and explore state-of-the-art techniques and example studies in the area of animal and 
wildlife identification and recognition. 
Computer vision typically performs three different purposes: detection, identification and 
recognition. Detection is the search for a particular item of interest in an image, such as 
finding abnormalities in healthcare screening images. Identification is the understanding 
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of individual and unique items. Recognition is classification of items to determine if they 
belong to a particular category or individual. 
Image recognition has been applied to many different research problems, notably face 
recognition (Zhao et al. 2003), handwriting identification (Plamondon & Srihari 2000), 
fingerprint recognition (Maltoni et al. 2009) and robot navigation (Desouza & Kak 2002). 
A wide range of computer vision techniques has been explored and applied to various 
problems (Chen 2010). As a result, various state-of-the-art algorithms have emerged.  
Artificial neural networks (ANN) are interconnected groups of artificial neurons inspired 
by the structure of the human brain, its neurons and the synapses (Hagan et al. 1995). 
Through various training methods that update the weights in a network of neurons, they 
are capable of classifying patterns including in images. 
Support vector machines (SVM) are a supervised learning technique that has been used 
for image classification (Cristianini & Shawe-Taylor 2000). In this method, classes are 
represented in multi-dimensional space using hyperplanes formed through training with 
feature vectors. A new feature vector is then plotted on this space and its distance to 
the hyperplanes determines its classification. 
Principal components analysis (PCA) was invented in 1901 (Pearson 1901) and was 
further developed and applied to computer vision in 1987 when it was used on human 
faces to create images known as “eigenfaces” (Sirovich & Kirby 1987). It has since been 
explored widely for human face recognition purposes. 
A final popular computer vision approach is feature descriptors which detect and use 
interesting local image features. Feature descriptors use edges, corners and blobs to 
classify images. Scale-Invariant Feature Transform (SIFT) (Lowe 1999) has been used 
widely to detect and describe local features in various domains including wildlife 
identification (Yu et al. 2013). 
Identification of individual wild animals using photographs has been performed for 
various monitoring projects, including those concerned with water dragons (Gardiner et 
al. 2014), giraffes (Halloran et al. 2015), tigers (Karanth & Nichols 1998) and ragged-
tooth sharks (Van Tienhoven et al. 2007) for example. Researchers are finding ways to 
automate photo identification using software and this is often achieved by using 
advances resulting from other initial use cases, such as astronomy (Arzoumanian et al. 
2005). 
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A challenge posed in image recognition for wildlife is the fact that animals do not 
cooperate like humans when their photograph is captured and this therefore results in 
variations in pose and occlusion (Lahiri et al. 2011). Animal coat patterns are also 
subject to change due to seasons, attacks, disease and pregnancy (Lahiri et al. 2011). 
There are also variations in the quality of images due to the image capture method that 
varies from basic motion detection camera traps to professional photographs taken by 
experienced wildlife photographers. Due to the unique characteristics of different 
species, a range of specialised computer vision algorithms have therefore been applied 
with varying degrees of accuracy. 
StripeCode (Lahiri et al. 2011) was a system developed for recognition of zebras that 
implemented a unique feature extraction and matching algorithm. It was applied to a 
dataset of zebras of varying pose with the region of interest cropped and it was shown 
to outperform eigenfaces in terms of accuracy but not in terms of computational 
performance as the number of animals in the database increased. 
Eigenfaces (PCA) and other state-of-the-art algorithms for human face recognition have 
been tested on great apes with encouraging results despite variations in pose, lighting, 
image quality and occlusions (Loos et al. 2011). There is new work in progress on facial 
recognition of lions (Kerr 2015). 
The spot pattern on penguins has been used to identify individuals where the extracted 
spot patterns were compared using statistical shape analysis (Burghardt et al. 2004). 
I3S Spot has been used for identifying individual patterns on the spotted ragged-tooth 
shark (Carcharias taurus) (Van Tienhoven et al. 2007) and water dragons (Gardiner et al. 
2014). 
ExtractCompare was a unique algorithm initially developed for tigers and showed 
promising results (Hiby et al. 2009). It was later applied to grey seals (Halichoerus 
grypus) (Paterson et al. 2013). Interestingly, the software was proposed for use in 
analysis of tiger images in the National Repository of Camera Trap Photographs of 
Tigers (Patil et al. 2013). 
The prevailing theme of existing research is that there is a challenge in developing 
solutions that are tolerant of variations in the source images and it is therefore evident 
that systems that are robust to changes are required. It is also evident that a lot of 
manual work is still required, in either data collection, identifying regions of interest, 
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selecting suitable images or annotating images. There is a need for systems that can 
scale and work with large datasets. Existing research in animal recognition from images 
has been focused on niche areas on particular animals of interest. However, there is 
new emerging work to create systems that are not species specific. HotSpotter is an 
example algorithm based on SIFT that has been applied to zebras, giraffes, leopards 
and lionfish (Crall et al. 2013). This technology is currently being integrated in a system 
for image-based ecological information management called IBEIS (IBEIS 2013). The MIT 
Sloop system has been recently applied across multiple species as well (Duyck et al. 
2015). 
3.5. Conclusion 
Citizen science is a method of scientific study that is growing in popularity. From the 
review it is evident that there is potential to use a combination of machine intelligence 
and human computation to conduct long-term and large-scale animal monitoring at 
individual-level to perform important conservation research. Through analysis of 
captured photographic evidence and population models that consider bias it is possible 
to calculate abundance of a particular species.  
Automated computer vision is a fairly new area of research for wildlife studies, especially 
when compared with advances and case studies that are concerned with humans or 
general object recognition. However, the application of existing work has potential in 
large-scale analysis of wildlife photographs. This, combined with human computation 
achieved through citizen science, opens the question as to whether it is possible to 
monitor individual animals on large scale through combining these approaches in a new 
system. 
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4. AUTOMATED CAMERA TRAPS 
4.1. Introduction 
This chapter, together with the subsequent two chapters, will describe the experimental 
design, analysis and interpretation of the results from the projects that were completed. 
This research was formed of three main experiments, ultimately resulting in the delivery 
of the Wildsense project. Firstly, the earlier work evaluated the use of internet-
connected camera devices in case studies in India and the UK. This chapter describes 
this work. Secondly, studies were completed during the development of the Tiger 
Nation project. This is described in Chapter 5. Thirdly, the Wildsense project was 
implemented, as described in Chapter 1.  
The research experiments began with an analysis of the technologies that could be 
used to gather relevant animal data on a large-scale. Direct and indirect user-
contributed methods, as well as automated methods, were explored. The work started 
with a broad aim of collecting any wildlife-associated material, which was narrowed 
towards capturing evidence of particular species and individual animals. 
The overall aim of camera trap experimentation was to evaluate the viability of internet-
connected camera trap studies as a method for large scale automated data retrieval of 
media for wildlife monitoring purposes. Two studies were conducted: the first focused 
on the Otter (Lutra lutra) as a keystone species of interest in close proximity to the 
University of Surrey; the second focused on the Bengal Tiger (Panthera tigris tigris) in an 
extreme environment. 
The project demonstrated that camera traps that capture and transmit photographs 
automatically are a potentially viable means of large-scale data collection. However, this 
approach comes with technical, human and economic challenges. Challenges are 
related to data volume and data quality, technical maintenance, costs associated with 
deployment, transmission and analysis. It was concluded that automated camera trap 
technology is promising but is not a comprehensive means of capturing evidence of 
keystone species. 
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4.2. Method 
This section describes the overall method that was adopted for two different studies 
that concentrated on different target keystone species in different geographic areas. 
There was a budget of £5,000 GBP that covered the costs of equipment, deployment 
and data transmission. 
4.2.1 Camera Trap 
Camera traps were chosen to record evidence as they are capable of capturing 
evidence in remote areas with limited human intervention required for image capture 
24-hours-a-day. Camera traps are minimally invasive and generally result in limited 
intrusion and disruption to the environment. The automated internet-connected 
equipment selected provided added benefit in comparison to conventional alternatives 
with local data storage only. This enabled the ability to receive data without the need to 
re-enter the environment and cause disturbance which may otherwise have an impact 
of the quality of the data collection results. 
The ScoutGuard SG880MK-8M (see Figure 4) was selected for this research as it was 
recommended by Zoological Society of London (ZSL) based on their extensive camera 
trap deployment experience. ZSL supported the studies by providing instructions and 
consultancy in regard to installation and deployment of the camera equipment. 
 
 
Figure 4: ScoutGuard SG880MK-8M camera trap 
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The camera has a SIM card slot that enables connectivity to a telecommunications 
network that provides the ability to transmit images and video. The antenna provides 
long range distance to help achieve a transmission signal that is adequate for data 
transmission. The device has GPRS and 3G connectivity enabling it to transmit 
messages using the Multimedia Messaging Service (MMS). 
The device captures images through identifying movement through a passive infrared 
sensor (PIR) and use of infra-red flash when there is limited natural light available. The 
camera has a power supply of 4 /8 AA batteries, providing power to capture and 
transmit up to 500 MMS messages containing images.  
The retail price of the item was approximately $400 USD when purchased for this 
research in 2012. 
4.2.2 Camera Trap Deployment 
Cameras were deployed in the target environment, physically attached to trees or 
wooden stakes supported in the ground. 
Volunteers assisted in camera maintenance, ensuring their continuous function and 
consistent supply of power. Cameras were visited for maintenance purposes at minimal 
infrequent intervals as to reduce habitat disturbance. The cameras were assigned with 
unique identifiers so they could be monitored individually and their technical setup, 
location and direction could be logged for the duration of the project as the cameras 
were moved (see Figure 5). 
 
Camera ID SIM card ID E-mail Latitude Longitude Cardinal 
direction 
Maintainer 
S1 07XXXXXX s1@wildsense.org XXX XXX XXX XXX 
S2 07XXXXXX s2@wildsense.org XXX XXX XXX XXX 
S3 07XXXXXX s3@wildsense.org XXX XXX XXX XXX 
Figure 5: Camera location information recording example 
 
The exact geographic position of cameras was recorded using the Global Positioning 
System (GPS) to calculate latitude, longitude and accuracy of the readings. The cardinal 
direction of cameras was recorded using a compass. The setup was visualised 
geographically on a map showing camera coverage. 
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4.2.3 Data Collection 
Data consisted of time-stamped image and video files. Each device had a SD Card 
installed to store the data files. The camera trap devices were setup to save all media 
on the SD card and to transmit media after it was collected. The transmitted data was 
constrained by the GPRS connection and battery power. Due to bandwidth limitations, 
videos were collected locally but could not be transmitted and image files were reduced 
in dimension before transmission. The resolution of images transmitted to e-mail was 
800x600 and locally it was set to 2560x1920 (5 megapixels).  
The ability for the camera devices to transmit images resulted in the ability to remotely 
monitor the locations thus causing minimal disturbance to the area and therefore 
improving chances of data collection. However, data was also collected manually 
during maintenance periods. 
4.2.4 Camera Configuration 
The cameras, equipped with infrared movement detection sensors, can be configured 
to three levels of detection sensitivity. Following in-field testing, it was decided that a 
medium-level of sensitivity would be the best option to maximise chances of capturing 
photos of the keystone species and minimise chances of capturing irrelevant photos 
(see Table 4). Other factors included power consumption, resulting image relevancy, 
and financial cost of data transmission by telecoms providers. 
 
Table 4: Trigger items for each camera sensitivity level 
 Sensitivity level 
Trigger items Low  Medium  High 
Human X X X 
Vegetation movement due to wind  X X 
Tiger  X X 
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4.2.5 Technical Architecture 
The system that was designed and deployed to fulfil the end-to-end requirements for 
the project consisted of a combination of software and hardware components. A flow 
of information and processing was required in order to capture images, transmit them 
and store them for analysis. Figure 6 depicts the overall system flow with cameras 
transmitting image files using SMTP to a mail server deployed on the Internet to which 
users could access the images directly. 
 
 
Figure 6: Camera trap system overview 
 
The cameras were installed with SIM cards that were ordered from telecommunications 
companies that operated in the area where the cameras were deployed. A requirement 
for the SIM cards was to allow for a General Packet Radio Service (GPRS) connection 
and provide sufficient signal strength to transmit data. The selected telephony 
subscription package from the telecommunications companies needed to be economic 
and within the project budget. 
When images were captured on the camera traps they were immediately stored on the 
SD cards. The cameras would then attempt to connect to the local network (they were 
not continuously connected in order to ensure longevity of battery life). Once a GPRS 
connection was established, the cameras were configured to connect to a SMTP server 
and authenticate. Each camera was allocated a unique ID, mobile telephone number 
and e-mail account. The images were reduced in dimensionality to ensure successful 
and economic transmission.  
The photographs were sent to e-mail groups. To each e-mail group, multiple e-mails 
could be assigned which would result in the photo being sent to numerous e-mail 
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addresses. Each group included the e-mails of project stakeholders, which depended 
on the location of the cameras. London Zoological Society were added to groups for 
the camera trap case studies and the images were used for the Instant Wild project  
(Zoological Society of London 2011). Figure 8 shows an example image shown in the 
Instant Wild system which presents a photo for classification. Information was also 
shared with the Tiger Nation project, which is described in the next chapter. 
 
Figure 7: Camera photo processing flow diagram 
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Figure 8: Screenshot showing captured image interaction on Instant Wild 
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4.3. Automated Camera Trap Data Collection for 
Otter Monitoring 
4.3.1 Introduction 
In this study camera traps were deployed at locations in the county of Surrey, United 
Kingdom, with the aim of capturing evidence to validate their presence after a long 
period of limited otter activity. There were reports of otter activity that required analysis 
and evidence gathering activities. 
Surrey Wildlife Trust (SWT) supported the research project by providing local knowledge 
and otter tracking expertise. SWT and local landowners provided access to the area 
where the cameras were deployed. Local landowners also provided support by 
assisting with the maintenance of the equipment. 
4.3.2 Deployment 
SWT provided advice on camera positioning to select locations that were most likely to 
yield photographs of otter activity. The camera traps were discretely positioned in 
different areas near the water habitat. The cameras were moved at frequent intervals to 
new locations based on expert knowledge from ecologists who discovered tracks, 
spraint6 and other signs of activity. The cameras were moved at intervals to ensure 
satisfactory coverage of the area, using image feedback as part of the decision-making 
process. 
The cameras were in position for a total period of three calendar months, which was the 
duration estimated as sufficient by SWT for fulfilling the project aims. 
As the cameras were static and in limited supply there was a requirement to reposition 
them during the study to ensure geographical coverage of the target area. The cameras 
were moved to a total of nine locations7 during the study in order to objectively monitor 
the area and capture movement of the species across the locations. Short video 
sequences were additionally recorded as part of technical experimentation. 
 
                                                
6 The faeces of otters are known as spraint and have a distinct odour that ecologists can use for identification. 
7 Otters are a protected species and for this reason the location of the project and the cameras is not disclosed. 
 46 
The planned sequence of camera movement involved sequential movement of the 
cameras along the water feature and a process of trial and error to determine suitable 
positions (see Figure 9). 
 
 
 
Figure 9: Abstract diagram showing camera position and movement 
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4.3.3 Results 
A total of 2,112 images were generated by the camera trap devices, of which 6 images 
contained evidence of otter presence. It is estimated that the images in the dataset 
were captured by camera traps due to the following trigger events (with percentage 
value being overall contribution to dataset volume): vegetation movement (75%), animal 
movement (22%), human movement (1%), light variation (1%), and unknown (1%).  
 
Table 5: Camera trap monitoring for otters summary of results 
Item Result 
Total number of images generated 2,112 
Total number of images with location information 2,112 (100%) 
Total number of images containing the target subject 6 (0.28%) 
Total number of individual animals identified 3 
 
The project was successful in that it resulted in the collection of evidence that proved 
that otters had returned to the county of Surrey. Figure 10 shows an example image 
providing evidence of otter presence. This information provided valuable insight in the 
location of the species, which was captured on one device at one location. The lack of 
evidence captured at certain locations in the geographical area was also valuable and 
contributed to the understanding of where presence was limited. 
The quality of the images made it possible to determine the presence of various species 
but it did not enable identification of individuals. This would be difficult to determine 
however, even with media of substantially higher quality and resolution, due to the 
minimal visual difference between otter individuals and the minimal amount of data to 
analyse. The size of the individuals was the main method used to distinguish individual 
animals. Video evidence proved useful for determining the number of individuals as 
analysis of one video sequence contained three individuals that were recorded 
simultaneously and in a manner that made it clear that there was more than one 
individual in the scene.  
The information collected in this study was valuable to Surrey Wildlife Trust as the 
confirmed presence of the otter, as a key species, was a clear success criterion of 
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effective habitat restoration. The results of this experiment were popularly received in 
local media (see Appendix B for selected list of media coverage). The project provided 
early indication of the potential of automated camera traps and it was determined that a 
larger scale study was needed as per the next chapter. 
 
 
Figure 10: Eurasian Otter photo captured using internet-connected camera trap  
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4.4. Automated Camera Trap Data Collection for 
Tiger Monitoring 
4.4.1 Introduction 
The aim of this study was to determine the viability of the automated camera traps for 
large-scale monitoring of tigers. India is a country well known for its wildlife and the 
challenges faced in protecting its endangered species, including the Bengal Tiger 
(Panthera tigris tigris). This experiment evaluated the technical infrastructure in rural 
India, an extreme environment in terms of technical connectivity and climate.  
4.4.2 Deployment 
In collaboration with Zoological Society of London (ZSL), six camera traps were installed 
at three locations across the western region of India, in Tadoba, Maharashtra; Pench, 
Madhya Pradesh; and Bandhavgarh, Madhya Pradesh (See Figure 11). The cameras 
were installed during a field trip that was completed on 24 February 2013 and 
continued to operate for a period of six calendar months.  
The deployment was initiated at the end of winter when the typical climate is dry and 
the temperature varies between 9 and 25 degrees centigrade. March to June is the 
summer in India, when the weather continues to be dry and the temperature increases 
up to 45 degrees centigrade. In July, the monsoon season begins which results in a 
large amount of rainfall that continues for approximately three months until September 
when the winter begins and rainfall decreases. 
Cameras were installed on private land in areas close to national parks with known tiger 
populations. The installations were performed with the assistance of private land 
owners and lodges that volunteered help with positioning cameras in suitable areas and 
with maintenance of cameras after deployment. The experience from the otter 
monitoring project was helpful in determining effective locations for the cameras as to 
optimise the relevancy of photographs taken e.g. reduce photographs triggered due to 
vegetation movement. 
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Figure 11: Map of India highlighting location of experiment deployments 
 
  
 51 
4.4.3 Results 
A total of 964 images were generated, of which 6 contained evidence of tiger presence. 
Other animals captured included: Common Langur (Presbytis entellus), Cattle Egret 
(Bubulcus ibis), Gaur (Bos gaurus), Sloth Bear (Melursus ursinus), Chital (Axis axis). 
Indian Boar (Sus scrofa cristatus), Grey Mongoose (Herpestes edwardsii). Figure 12 
provides a sample of images generated during the study. 
 
Table 6: Camera trap monitoring for tigers summary of results 
Item Result 
Total number of images generated 964 
Total number of images with location information 964 (100%) 
Total number of images containing the target subject 6 (0.62%) 
Total number of individual animals identified 2 (unconfirmed) 
 
It was estimated that images were captured by the camera devices due to the following 
trigger events (with percentage value representing proportion of dataset): animal 
movement (87%), vegetation movement (5%), human movement (5%), light variation 
(1%), and unknown (2%). At the end of the project it was evident that two cameras 
were damaged due to weather conditions and a third was stolen.  
The quality of the images made it possible to identify the species of animal in most of 
the photographs captured with visible signs of presence. However, it was evident that 
the individual markings were limited in detail which posed a challenge for confirming 
individual subjects. Figure 12 includes two images of tigers captured in darkness that 
demonstrate blurriness. 
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Figure 12: Selection of camera trap images resulting from tiger monitoring experiment 
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4.5. Discussion 
The automated camera trap experiments demonstrated the potential of internet-
connected camera devices transmitting image data directly from the environment of 
interest. It showed that photographic evidence of animals can be retrieved effectively 
but highlighted numerous challenges. The work resulted in the implementation of a 
proof-of-concept process with scalable properties (Figure 6). The system was capable 
of immediately capturing and transmitting images to the e-mail addresses of the project 
stakeholders. It provided evidence to partially support the research hypothesis that 
automatic large-scale data collection for wildlife monitoring is feasible and that viable 
evidence can be collected in a non-intrusive manner. 
The data that was collected consisted of a large proportion of irrelevant photographs as 
only 12 out of 3,076 images included the target subject. The cause of these 
photographs was due to factors resulting from the nature of the wild environment to 
which they were deployed. The cameras were designed to take photographs when 
movement was sensed and in the environment a range of trigger events was capable of 
causing image capture, including vegetation movement (e.g. due to wind), changes in 
light causing reflection and flare, presence of other wild animals and human presence. 
This resulted in a low proportion of images in the experiments containing the target 
species (0.28% for the otter experiment and 0.62% for the tiger experiment). Analysing 
the footage required manual human labour to filter relevant photographs. The otter and 
tiger experiments were short in duration and for continuous monitoring it is likely that 
the proportion of images captured containing the target species would have increased 
due to constant improvement and understanding. 
The quality of the images generated made it possible to determine the difference 
between animals captured in the images and therefore identify their species. However, 
it was evident that it was not as straight forward to identify individuals – in otters this 
was to be expected as there are limited visual differences between individuals but for 
tigers that are commonly identified by their stripes this revealed a significant limitation. 
Video evidence proved valuable for identifying multiple individuals in the otter 
experiment and would have had similar benefits for the tiger study but this medium has 
higher storage and transmission needs than images and its advantages are dependent 
on the behaviour of the target species. 
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The lower resolution images that were transmitted typically contained sufficient 
information to analyse the content and determine if the image contained wildlife and 
broadly what type of animal it was. The higher resolution images provided more detail 
which helped to understand the exact species visible in the image. 
It was evident that human activity contributed to the trigger events causing the camera 
devices to capture an image. Of particular interest was an event where an unknown 
person identified a camera and decided to remove the batteries without consent. This 
caused the camera to non-function. However, this was not until after the power supply 
was disconnected. Therefore, the evidence of this activity and photos of a person were 
captured. This event demonstrates how these cameras could theoretically be used for 
capturing evidence about humans in conservation environments. London Zoological 
Society is already exploring this potential through the design of hidden cameras to 
detect wildlife poachers (Zoological Society of London 2013). This event of capturing 
human activity also raises privacy concerns which would need to be considered in any 
future implementation of this system. 
Image trigger events and resulting image content ranged significantly between the two 
studies. This was expected due to the differences in the environment of each 
experiment, which varied by items that included vegetation type, weather, use of land, 
proximity to human activity, biological diversity of the environment and the behaviour of 
the target animal.  
If the subject and the location are changed it will result in variations in data collection 
volume, precision and image content. Therefore, there will be challenges in automating 
the classification of results due to the expected inconsistently of results. This is a 
potential challenge to overcome in any future work that aims to generalise the technical 
architecture for a range of conservation projects. 
Using camera traps with mobile data connectivity enabled frequent transmission of data 
throughout the projects as opposed to at set intervals that are spread apart over large 
time periods as per conventional approaches. This functionality could have contributed 
to the success of the studies as it enabled an understanding of when camera positions 
required adjustment. For example, it made it possible to identify and rectify vegetation 
movement issues that would cause the infrared motion sensor to incorrectly capture 
images. Conventional devices that do not have internet connectivity rely on manual 
cycles of deployment and data collection. If this method were deployed for this 
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research it would have caused data collection to be delayed due to increases in time 
required for collection data manually from devices. It may have taken considerably 
longer time to capture evidence or it may not have been captured at all. It would also 
have resulted in increased habitat disturbance due to re-entry. 
The internet connectivity functionality did not come without challenges that included 
signal strength, power consumption, SMTP availability, and telephony subscription 
setup and economic costs. The costs of transmission emphasised the importance of 
effective camera positioning and camera movement sensitivity configuration in order to 
optimise the relevancy of photographs captured and transmitted. This problem of 
course varies by location as there are differences in telephony costs and providers, as 
well as the environment itself. The potential for this technical architecture to scale is 
therefore dependent on the telephony providers – India has lower costs in comparison 
to the UK and therefore the opportunity to scale is potentially increased. However, the 
climate in this geographical area resulted in damage to the devices caused by the rain 
of the annual monsoon season, which is a potential financial concern to be considered. 
The cameras were deployed in remote locations, in areas with difficulty of access, and 
on private land. There was a reliance on local volunteers to maintain the cameras to 
ensure that they had a continuous supply of power, SIM card data credit balance, and 
routine removal of high resolution images from the cameras’ SD cards. The setup and 
management of these teams requires relationships with the land owners. Fortunately, 
for these projects, the land owners were motivated to contribute in the project due to 
interest in the outcome. The land owners were identified through existing relationships. 
It was estimated that the projects required approximately two hours of labour for 
deployment and a further two hours per month for maintenance. Conducting a similar 
project on a larger scale and for a longer duration will require a larger management 
overhead and motivating involvement and continued contribution may pose a 
challenge. There may be a possibility to involve rangers in nature parks in the future if 
such permission was granted by authorities. 
The proof-of-concept experiments resulted in an overall limited volume of data if the 
purpose of the work was to perform a detailed behavioural study. However, the 
experiments demonstrated scaling opportunities and challenges. The image quantity 
and quality constraints identified in this work led to the motivation to evaluate the use of 
a crowdsourcing approach to retrieve and analyse images on a larger scale. 
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5. THE TIGER NATION PROJECT 
5.1. Introduction 
The Tiger Nation project focused on the involvement of citizens and computer vision for 
automated monitoring. In the last chapter, the potential contribution from automated 
devices was reviewed - in this chapter, data collection and analysis by citizen scientists 
was explored. The motivation for the Tiger Nation project was to expand from camera-
trap and closed dataset based information to community-contributed information. 
Wildlife reserves in India are popular tourist attractions, visited by large numbers of 
tourists each year. The activities performed by tourists, such as taking photographs, 
can provide a potentially useful source of information if shared. Numerous wildlife 
agencies, governments and other organisations have databases of wild tiger images. 
Even more images are located online on websites, image-sharing platforms and social 
media. There is currently no central database to store, access and manage this 
important data resource. 
Tiger Nation is a citizen science project that was created in an effort to find and follow 
the world’s remaining wild tigers. The web-based platform was developed to foster a 
community of tiger enthusiasts that would contribute information that would be used to 
monitor wild tiger activity. The platform was developed to attract users to Tiger Nation 
to contribute new photographs and associated metadata to enable tigers to be 
identified and tracked. It was predicted that the provision of this data and its associated 
location information, when combined with identification of the tiger individual(s) in the 
image could effectively lead to knowledge about where a particular tiger was at a 
particular time. This would enable effective tracking of tigers, providing information 
about their location, range and movement patterns, using unobtrusive technology. 
After a period of three years, the platform monitored a total of 209 tigers through the 
analysis of 6,290 images contributed by 4,009 users. If this data was collected as per 
the process used in the automated camera studies it would have required over 18,000 
camera trap months to achieve the same volume of relevant photographs.  
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5.2. Method 
5.2.1 Tiger Nation Platform 
Tiger Nation was supported by a limited company, Tiger Nation Limited, based in the 
UK. The aim of the business was to create a platform that could help track endangered 
tiger species and sustain itself financially using a subscription-based business model. 
The platform provided free access for users with an option to upgrade their account to 
a premium version with additional features enabled. 
The platform was web-based and developed using Ruby on Rails as the primary 
programming language with MySQL used as the database. The user interface used 
standard web technologies including HTML, CSS and JavaScript. The application used 
the standard model-view-controller (MVC) architectural pattern provided by Ruby on 
Rails to provide the functionality. This system was integrated with stripe recognition 
software known as “Stripe Sense”. Figure 13 provides an overview of the system 
component architecture. 
 
 
Figure 13: Tiger Nation web application architecture 
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User Accounts 
Visitors to the Tiger Nation website could register for an account that would be used to 
identify themselves, apply individual system preferences, and upload data contributions. 
The registration facility provided conventional username and password access as well 
as registration and login through Facebook and Twitter platforms. A user could provide 
basic profile information about their previous tiger experiences and could optionally 
upload a profile photo to their account. 
Articles 
Tiger Nation was supported by a community of experts that volunteered expert content 
in the form of blog posts, features and tiger alerts. Registered users could add 
comments to articles. These articles provided a source of entertainment and education 
for users. They provided additional motivations for users to register an account on the 
platform. 
Reserve Profiles 
A selection of tiger reserves in India was researched and the resulting information was 
populated on the website. The reserves included Tadoba, Bandhavgarh, 
Ranthambhore, Pench and Kanha. Each reserve provided textual and image-based 
content about its history, characteristics, location and tiger population. 
Tiger Profiles 
Each known tiger was allocated an individual profile page on the website. This detailed 
information about the tiger including its last known location, uploaded images and 
associated article content. Each tiger was assigned a status of either: unknown, 
missing or a star tiger. A star tiger was selected as a tiger that was so distinctive and 
well-known that it could be reported on most accurately as there were experts who 
could provide up-to-date information direct from the source. 
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Family Tree 
A tree structure chart representing the relationships between tigers was presented. This 
was formed given the knowledge acquired about the genealogic links between tigers 
from the community and experts with knowledge on particular reserve populations. The 
presented charts were interactive allowing the user to navigate different tigers in the 
hierarchy.  
 
 
Figure 14: Example tiger family tree on Tiger Nation platform 
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Image Upload 
An image upload facility was created so that users could upload their tiger-associated 
photographs. These images would then become available for other members to view 
and would be linked to associated tigers or reserves when relevant. 
Optionally, uploaded images could be input into the stripe recognition system (see 5.2.3 
Image Stripe Recognition), which would attempt to identify which individual tiger the 
image contained. Images would also be presented for human analysis through an 
image-based matching game (see 5.2.2 Tiger Match Game). 
Metadata was extracted from images automatically and when available it provided time 
and location information. Exchangeable Image File Format (EXIF) data was extracted 
from uploaded image files and this was complemented by end users who would add 
additional information and confirm the accuracy of the extracted information for data 
integrity purposes.  
 
 
Figure 15: Tiger Nation image upload process 
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Visual Rewards 
Basic game mechanics were applied to the platform to encourage contribution and 
guide users so that they understood and used various platform features. A user could 
perform a certain amount of activity to “unlock” visual rewards referred to as “badges”, 
a gamification technique popularly used in existing systems (Easley & Ghosh 2013). 
These were based on various user activities but focused mainly on user interaction 
frequency. Badge level thresholds were set at increasing intervals to provide a 
progressive experience. 
 
Table 7: Tiger Nation badge achievement criteria 
Resource Badge level and name Activity required 
Comment 
1. Roar 1 comment 
2. Tracker 10 comments 
3. Ranger 25 comments 
4. Scout 50 comments 
5. <no name> 100 comments 
Contributor 1. Tiger Expert Tiger Nation administrator user 
Early Adopter 1. Pioneer One of the first 500 users 
Activity 
1. One Time 1 login 
2. Repeater 5 logins 
3. Frequenter 10 logins 
4. Community 50 logins 
5. Territory 100 logins 
Image 
1. Snapper 1 photos uploaded 
2. Photographer 5 photos uploaded 
3. <no name> 10 photos uploaded 
4. <no name> 25 photos uploaded 
5. <no name> 50 photos uploaded 
Tiger Match Game 
1. Spotter 1 times played 
2. Researcher 10 times played 
3. <no name> 25 times played 
4. <no name> 50 times played 
5. <no name> 100 times played 
6. <no name> 500 times played 
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Maps 
Geographical maps that presented the last known location of tigers were created 
dynamically based on the latest data received for each tiger. The approximate location 
of a tiger was calculated from image metadata or manually as reported by a person. 
Obfuscation measures were implemented to ensure the security of the information and 
the release of information would not result in providing location that would be used for 
negative uses. The time and location of information was altered. The location of tigers 
was presented after a minimum time delay of 7 days from the latest image capture date 
possible. The location was approximated to a geographical area range to avoid 
disclosure of sensitive locations. 
5.2.2 Tiger Match Game 
Conventionally, tiger identification experts identify tigers from their stripe patterns which 
they visually compare against known individuals for which they have existing 
photographic records. Therefore, in order to enable this activity to be conducted on a 
larger scale, a crowdsourced game was implemented. The Tiger Match game was a 
simple image matching game created to fulfil the following objectives: 
• Educate users about the difficulty of identifying individual tigers and 
demonstrating the difference between their stripe patterns 
• Evaluate popularity of the game to determine viability of investing in further 
games for the Tiger Nation platform 
• Create a community-driven database of individual tigers to be used as a 
reference data set for the computer vision systems 
• Verify the results of the stripe recognition software 
• Identify images that were not suitable for stripe recognition 
Participants were presented with two tiger images in the game and asked to make a 
judgement as to whether they were the same or different tigers. Each time, one image 
was selected at random and one image was a known tiger. Users could select one of 
three options: “Yes”, “No” or “Not sure”. The inclusion of “Not sure’ was to ensure that 
the user was not forced to make a decision and therefore impact accuracy. Figure 16 
provides an overview of the user flow of the game. Figure 17 illustrates the tiger 
matching game.  
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Figure 16: Tiger Match Game process 
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Figure 17: Tiger Match Game screenshots 
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5.2.3 Image Stripe Recognition 
Tigers have unique stripe patterns that are analysed by tiger identification experts to 
determine individuals. This manual process is effective but it relies upon the availability 
of experts and it can be a time consuming exercise. A stripe recognition system was 
therefore implemented to determine the potential of automatically analysing tiger stripe 
patterns from uploaded photos in a faster time period. The tiger stripe recognition 
system called “Stripe Sense” was designed and implemented by Vassilis Baldas to 
analyse unique tiger stripe patterns and present probable candidates to users who 
uploaded their tiger photos. This system had three main objectives: 
1. Generate new sign-ups to the platform 
2. Motivate users to upload their photographs  
3. Collect more tiger information to improve the tiger database 
The system focused on the tiger flank area (see Figure 18 for example) as this is the 
area commonly used for manual recognition by tiger conservationists. While 
experienced rangers can quickly identify a tiger from its unique pattern of stripes, and a 
typical user can identify one tiger from another after close inspection, producing a 
software tool that replicates their visual acuity in a general setting is still challenging. The 
photographs submitted can vary in quality, perspective of the subject, and degree of 
occlusion of the subject. 
The system followed a series of steps: 
1. Image uploaded by user 
2. Image cropped to flank area by user 
3. Image normalised 
4. Stripe features extracted from image 
5. Stripe features similarity calculated against existing tiger stripe feature vectors 
Images were uploaded on the web-based platform at a dedicated page on the website. 
This page contained instructions about which types of photos to upload to the platform. 
Once images were uploaded, the user was asked to crop the photograph to the flank 
region (see Figure 18). Guideline illustrations were provided to the end user to help 
them create suitable regions that would be compatible with the algorithm and 
consistent with the cropped regions in the database. 
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Figure 18: Stripe recognition cropping flank region 
 
During the normalisation process, images were converted from RGB colour space to 
YIQ colour space, as it was evident that this provided contrast to capture stripe marks. 
An adaptive threshold was applied to convert the image into binary format wherein a 
stripe pattern pixel was represented by a 1 and a non-stripe pattern pixel was 
represented by a 0 (see Figure 19). 
The stripe extraction algorithm, which modelled horizontal distances between stripes 
(based on (Lahiri et al. 2011)) was then executed against the image. The transition 
between stripes (e.g. see Figure 20) produced a matrix that contained a model of stripe 
transitions for individual tigers. 
 
 
Figure 19: Stripe recognition after normalisation and conversion to binary output 
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Figure 20: Example stripe transition 
 
Finally, the feature vector was compared to other feature vectors in the tiger database 
using an approximate distance function (based on (Lahiri et al. 2011)). The results with 
the lowest distance measure were presented to the end user as the most likely tigers 
that match the stripe pattern provided.  
The database of tiger flanks for each known individual consisted of images that were of 
similar rotation levels and cropped so that there was no background content visible. 
The system was able to perform with minor variations in angle, rotation, and lightness. 
If a result was not achieved during the stripe recognition system process, the image 
could be sent to an expert for manual classification. The new image, once its 
classification had been confirmed, would then be added to the database to 
continuously improve its accuracy. Additionally, images were included in the Tiger 
Match game so that a citizen-science approach could also attempt to identify individual 
tigers in images. 
 
 
Figure 21: Stripe recognition system process 
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5.2.4 Image Face Recognition 
Analysis of upload photo content concluded that tiger faces were frequently visible in 
uploaded photographs of tigers. It was further concluded that this area of the tiger was 
less prone to stretching, although it is prone to facial changes, such as yawning, 
smelling, eating and so forth. 
It was apparent that tourists tried to specifically capture tiger faces when taking 
photographs. Furthermore, it was evident that face recognition (mainly on humans) was 
a more mature technology than stripe recognition and therefore it was hypothesised 
that desirable results could be achieved. Thus facial recognition was explored as an 
additional proof-of-concept study to determine if it was a viable alternative to the stripe-
based approach. A system was developed by students under supervision to explore 
the feasibility of using face recognition.  
The resulting system was developed using the OpenCV 8  (Open Source Computer 
Vision) library and consisted of two main functions: detection and recognition. It was 
tested using a small subset of 349 images that were uploaded to Tiger Nation. Each 
was manually compared to the reference images to ensure accurate testing data. 204 
photographs of 114 unique tigers were used for the reference database. The references 
and test data contained a wide range of image resolutions with some variation in the 
angle of the face. The speed of the system was tested on Ubuntu 12.04 running in a 
virtual machine with access to 6 processor cores and 1 gigabyte of RAM. The host 
system was running Windows 7, with 6GB of RAM and an Intel Core i7-2630QM. The 
code did not utilise multi-threading however OpenCV was compiled with Intel TBB 
support.  
Detection 
The stripe recognition system relied on manual human-defined region identification that 
involved end users cropping uploaded photograph to a particular area. It was evident 
that this was often a difficult and time-consuming challenge that produced inconsistent 
results. Therefore, in the face recognition system, it was decided that this step should 
be automated to improve the user experience and to produce candidate image regions 
that were consistent for further analysis. 
                                                
8 http://opencv.org/ 
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A classifier cascade trained with positive images (containing the object of interest) and 
negative images (not containing the object of interest) was used. The texture-based 
local binary pattern algorithm was adopted and used to create feature vectors that were 
compared to the positive and negative image classes. Additionally, it was discovered 
that eyes could be detected successfully and detecting the presence of eyes within the 
candidate areas recognised as faces improved accuracy of the detection software. The 
end result was one candidate region that would be considered for recognition. Figure 
22 provides a flow chart summary of the process. 
 
 
 
Figure 22: Tiger face detection flowchart 
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Recognition 
The recognition system used the output tiger face candidate region from the detection 
functionality as input. The system detected ORB (Oriented FAST (Features from 
Accelerated Segment Test) and Rotated BRIEF (Binary Robust Independent Elementary 
Features)) (Rublee et al. 2011) features on the input image and compared them to a 
pre-computed database of reference images for each individual tiger. The tiger that 
included the highest number of similarities was returned as the most likely tiger in the 
input image. Figure 23 provides a flow chart summary of the process. 
 
 
Figure 23: Tiger face recognition flowchart  
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5.3. Results 
Tiger Nation resulted in 6,290 images uploaded to its platform over a three-year period 
of operation. The images were contributed by platform users with daily upload levels 
ranging between 0 and 14 images per day, with a seasonal pattern with reduced 
activity in the monsoon season due probably to the climate and therefore reduced 
number of tiger photograph captures during this time. Figure 24 shows the frequency of 
image uploads to the platform over the three-year period. 
 
Table 8: Tiger Nation summary of results 
Item Result 
Total number of images generated 6,290 
Total number of images with location information 5,624 (89.41%) 
Total number of images containing the target subject 5,220 (83%) 
Total number of individual animals identified 209 
 
 
Figure 24: Tiger Nation image upload frequency 
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The project provided photographic evidence for a total of 209 tigers, including new 
tigers, existing tigers and tigers that were previously unknown or for which there was 
limited existing evidence. The distribution of images uploaded per tiger is shown in 
Figure 25. 
 
 
Figure 25: Tiger Nation number of images per tiger 
 
The image database was contributed to by 4,009 users that included wildlife park 
rangers, tourists, and professional photographers. The actual contribution to the 
platform was unevenly distributed with a small proportion of the total user base 
responsible for uploading the majority of the images. Of the 4,009 users only 392 
uploaded at least one image to the platform. Figure 26 shows the images upload 
frequency per user and makes it clear that a small number of users were far more active 
than average. This distribution also applied to comments submitted to the platform; 
7,748 comments were contributed by 400 users with the top ten most frequent 
commenting users contributing 4,226 comments (55% of total). 
 
 
 73 
 
Figure 26: Tiger Nation image uploads per user 
 
The total number of images uploaded to the platform that included a form of associated 
location information was 5,220 images, which was 89.41% of the total images 
uploaded. Of these images, only 63 of them included location information metadata that 
was automatically retrieved from the image file. The remaining 5,561 images had 
associated location information provided manually by users through the image upload 
facility or through deriving it from the location of the tiger(s) recognised from the image 
content. Moderated images were displayed geographically on a map as per the 
example shown in Figure 27. 
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Figure 27: Tiger activity snapshot at Bandhavgarh tiger reserve in India 
 
The Tiger Nation user community was international, with users accessing the platform 
from 155 countries, including India (48.7% of sessions), UK (19.87% of sessions), US 
(9.22% of sessions), Australia (2.93% of sessions) and Saudi Arabia (2.28% of 
sessions). 
The platform received a total of 429,806 page views during the three-year period and 
this period which occurred over 112,856 sessions. This was distributed fairly uniformly, 
with spikes in traffic occurring, due mainly to press events e.g. launch publicity in Times 
of India in June 2012 (D’Mello 2012). Figure 28 shows the frequency of platform 
sessions. Figure 29 shows the concentration of visitors per country. 
 
 
Figure 28: Tiger Nation website visitors from 12 July 2012 to 12 July 2015 
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Figure 29: Geographical heat map of Tiger Nation user origins 
 
The Tiger Match Game was monitored during an initial three-week private beta-testing 
period during which 300 responses from 20 test users were recorded. Of these, 220 
responses could make a definite match or no match choice from the user’s 
perspective. The remaining 80 were indecisive. Interestingly, during this proof-of-
concept experiment it was realised that a significant proportion of uploaded 
photographs included the tiger face. Of a random subset of 100 images, 62% of 
photos included the face region, 28% of photos contained the flank region and the 
remaining 10% were images that did not include either of these regions.  
After the initial beta-testing period, the Tiger Match Game resulted in 16,403 total 
responses over the three-year period. Analysis of these responses showed that 2,519 
decisions (15.4%) were a positive match, 6,682 (40.7%) were indecisive and the 
remaining portion of 7,202 (43.9%) responses were a negative match. 
The proof-of-concept stripe recognition system was implemented and tested on a small 
dataset of images. The test dataset included ten individual tigers, each represented by 
two images. 50% of query images were returned in the top three candidate suggestions 
during our testing.  
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Figure 30: Random selection of images from test set  
 
The tiger face recognition system correctly detected a tiger face in 244 out of 349 test 
images, accounting for 70%. 71 out of 349 test images (20%) selected an area either 
not containing a face, an area where the face was not covering the majority of the 
image or where only part of the face was found. The remaining images (10%) returned 
no output. The computational time required for detection was an average mean time of 
0.835 seconds with a standard deviation of 0.280.  
The 244 images that had a tiger face correctly identified were input into the tiger face 
recognition system and this successfully identified 169 (69%) tigers. The computational 
time required for recognition was an average mean time of 4.37 seconds with a 
standard deviation of 2.78.  
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5.4. Discussion 
Tiger Nation was a popularly received citizen science project that supported a 
significant community. The volume of users and their contributions demonstrated that 
there is an active online community that is motivated to help with tiger monitoring 
activities. The platform continues to operate at the end of this research programme. 
The project applied three approaches for automating monitoring of tigers, which 
included the Tiger Match Game, the stripe recognition system and the face recognition 
system. These approaches all used data contributed directly by citizen scientists. 
The images uploaded by citizen scientists contained more relevant photographs than 
from the automated camera trap experiments. The camera trap images generated 
images that included the target subject at an average rate of 0.4% whereas the images 
uploaded by citizen scientists included the target subject at a rate of 83%. This was an 
expected outcome as tourists will aim to capture and upload photographs which 
contain the target species. However, the proportion of images that appeared to focus 
on the tiger face was an unexpected outcome which provided motivation to propose a 
face recognition system for automatic recognition of individuals tigers from images 
containing their face. 
Qualitative feedback demonstrated that the Tiger Match Game was not a simple task; 
feedback from users reported that the two images that were presented were often very 
difficult to compare objectively due to the fact that they would display different profiles 
of the subjects and would often not reveal the stripe pattern in enough detail to make a 
confident selection. Therefore, it was not surprising that participants were able to 
successfully provide a confident and accurate ‘yes’ response for 35% of the times 
when the tiger was the same in both photographs presented. Users’ identifying that the 
two images contained different tigers was 75% accurate. The indecisive responses 
could have been due to a range of reasons: one or both of the photographs containing 
more than one tiger; incompatible perspectives of the two images (one from front, one 
from behind; different sides; one image being an extreme close up, the second a more 
distant shot; serious occlusion or lack of focus). This number was lower in the initial 
beta test in which twenty experienced tiger watchers participated. However, given the 
relevant experience of these users compared to the wider population of citizen 
scientists, this probably provided an almost best case trial in terms of quality of the 
response. 
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The Tiger Match Game could have been improved if there was an element of pre-
filtering before images were presented in the system. If the images were pre-annotated 
with basic information such as the direction of the tiger and if it was suitable for 
recognition purposes it would have improved the gaming experience that would have 
ultimately improved the results of the experiment. Additionally, the content that was 
compared could have included video which would provide more information as it could 
capture different angles of the animal due to its movement or movement of the 
photographer. However, the platform received a limited amount of video data that could 
be used for this purpose, but this is an area that should be considered in the future. 
Tiger Nation awarded points for the Tiger Match Game for each time it was played and 
this resulted in associated visual rewards in the form of badges to be awarded to a user 
profile. Although gamification was used to motivate contribution it may have had an 
effect on the quality of the results as participants may have clicked through images to 
earn points regardless of the classification accuracy. In the case of this proof-of-
concept study there was more interest in the range of input received that maintenance 
of a particular level of accuracy. 
There are many factors that can be objectively measured against performance and the 
effects of gamification. In the Tiger Match Game, we measured the time taken for a user 
to make their decision. If the decision was made in less than 2 seconds we displayed 
an alert to the end user. Their input was discarded to prevent information in the system 
that had been analysed to a limited extent. Our analysis of time taken showed that on 
average a user took 27 seconds to make their decision and there was a range between 
approximately 1 second and 3 minutes for a decision to be made. 
The Stripe Sense tiger stripe recognition system served as an interesting proof-of-
concept study into the potential of applying computer vision algorithms to the 
recognition of individual animals. The system demonstrated limited results in accuracy 
given its infancy and the wide range of inputs that are typical of photographs captured 
by tourists. However, it did demonstrate potential and it gathered a lot of interest from 
the public. The system illustrated that citizen science is an important alternative 
component that provides other means of identifying tigers. 
One of the limitations of the stripe recognition system was the database of tigers upon 
which it was dependent. It is a time intensive and tedious task to manage a large 
collection of photographs that need to be processed so that they are in a consistent 
 79 
format that is up-to-date. Furthermore, although there were over six thousand images 
uploaded into the platform, they were not all suitable for the reference database, and a 
large proportion of the images were for a small proportion of the overall tigers.  
Another key limitation of the Stripe Sense system was its reliance on user interaction to 
correctly rotate the image, identify the correct region of the image for analysis and to 
successfully crop the photograph to that region. The reference database included 
photographs that were normalised to a 90-degree angle and for a particular region of 
the tiger. However, it was evident that a large number of query images were of a varying 
rotation, region and lightness to the reference database. Images were also of varying 
angles and contained occlusions. This made it difficult to provide consistent results 
given the approach of the stripe recognition algorithm. An automatic rotation and area 
detection algorithm would have improved candidate creation outputs and in theory this 
would lead to improved accuracy of the system. 
The algorithm itself could have been improved if additional precise features were also 
considered when the stripes were analysed. These patterns are evident in human 
fingerprints and tiger stripe patterns, consisting of ridge endings, bifurcation and short 
ridges. These are features that are reported by tiger recognition experts as key 
markings that are used for manual identification purposes. 
The outcome of the Stripe Sense system led to the design of the subsequent proof-of-
concept system that focuses on the face of the tiger. This was in response to the 
frequency of tiger faces discovered in the dataset and the fact that there are techniques 
(that are commonly used in human face recognition) that can auto detect face regions. 
The area of research and development is more mature than the stripe-based 
approaches. The tiger face recognition study resulted in encouraging results. The 
texture-based approach adapted well to the pattern of tiger faces and in the small-scale 
experiment it demonstrated superior levels of accuracy in comparison to the stripe-
based system. Further work is required to determine if this level of accuracy is sufficient 
for the purpose of effective animal monitoring on a larger set of images. 
Both of the recognition systems were complemented by tiger identification experts who 
provided the ground truth for tiger images. To make an identification, associated image 
data, such as the time and location, was used by human experts to narrow down 
potential individuals significantly. This step, if incorporated into the systems above may 
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have had a much larger impact than the purely image-content-based approach, 
effectively narrowing down the candidates for comparison to a large extent. 
The collection of user-contributed information revealed that image content and 
metadata varied to a large extent between users. This has many potential causes, from 
the device used to capture the photograph to the experience of the photographer and 
their environment at the time of photo capture. This somewhat differentiates the image 
set from other social media image collections that make a larger use of smart phone 
derived photographs that provide more consistent levels of quality but also include 
increased levels of metadata information, such as GPS location information that is 
calculated using the GPS unit in such devices. For reasons of security of the tiger 
populations, some nature reserves prohibit the use of smart phones, which limits the 
availability of location/GPS information. Visitors will also typically use specialised 
equipment to capture images. Due to the variation in quality of user contributed content 
a pre-moderation mechanism was adopted. This ensured that data was validated 
before use on the website. It was important for scientific, integral and education 
reasons that poor information was resolved or removed and that sensitive information 
that could lead to any harm was censored or removed. 
The Tiger Nation project as a whole was a citizen-focused project rather than a 
science-focused project. It was integrated with the existing leisure activity of visiting 
nature reserves and taking photographs rather than the other way round which would 
be asking users to visit locations for the purpose of the experiment. This provided the 
benefit of a large potential audience and therefore a large data source. Tiger Nation 
could have been conducted as a more science-focused project, with a focus on more 
accurate and strict data entry. However, this would come at the cost of a potential 
increased difficulty in acquiring a sufficient community size as integration may have 
been more disrupted and difficult to achieve. Tiger Nation was suited to the citizen-
focused approach due to its aim of education and building awareness as well as its 
task of tracking wild tigers. In the fullness of time the platform could evolve into a more 
science-focused model now that it has attracted a sufficient active community. 
The Tiger Nation project had a dependency on the media that it received. As a 
specialised platform, it relied on user contributed content. Could this become a more 
proactive approach where information could be actively retrieved from the Internet? This 
question led to the Wildsense project which is discussed in the next chapter. 
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6. THE WILDSENSE PROJECT 
6.1. Introduction 
The previous two chapters highlighted that it was possible to collect wildlife data in 
automated and manual-contributed approaches. In the work on automated camera 
traps it was evident that internet-connected cameras are a viable approach to data 
collection but there are constraints in collecting a mass of information that will enable 
efficient tracking of individuals: scaling this approach is a challenge. 
Tiger Nation demonstrated that citizens can be embraced as a source of wildlife data. 
By providing a platform and motivating contribution it is possible to accrue large 
amounts of information. However, this crowdsourcing approach to data collection is 
limited by the participation of citizens and their specific use of a citizen science platform. 
The conclusions drawn from this earlier work led to the foundation of the Wildsense 
project. Wildsense aimed to demonstrate the potential of large scale data collection for 
wildlife tracking in order to determine whether there is potential to track wild animals 
using data derived from the Web. The aim was to determine if the data available 
publicly on the Web could be of value for the purposes of animal monitoring. This 
chapter explains the Wildsense experiment, including its technical implementation and 
the early results of this work. It concludes that there is a wealth of information available 
and there are people willing to provide volunteered input for processing images. The 
majority vote mechanism for making judgement was demonstrated as a viable 
approach based on the results of the project to date. It was also concluded that the 
dataset required further analysis in order to filter the results to ensure a separation 
between wild and non-wild animal populations. 
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6.2. Background 
6.2.1 Opportunistic Data Crowdsourcing 
Conventional wildlife tracking projects have typically been formed around a specific 
community of interest. These communities have normally formed around a local 
geographical area or a set of people with specific expertise. Only recently have large 
scale citizen science projects been possible, due mainly to advances in communication 
technology and the availability of low cost internet-connected devices. Large scale 
citizen science projects have made new experiments possible and have potential to 
achieve important results. However, they are limited to the size and availability of 
participants that directly contribute and analyse data. 
In this project, the crowdsourcing approach is a viable methodology for acquiring the 
data required, as the deliverables are dependent upon the successful analysis of large 
datasets, which would be a time-consuming task if it were completed in the context of 
the research group alone. Other approaches to obtain the data could have included 
expert contribution but this is in short supply and typically would require a large 
research budget allocation. 
Wildsense aimed to determine the feasibility of using data from indirect participation. 
Image sharing is a popular social exercise and there are a number of large networks 
that focus on this area. It was estimated that over 1.8 billion photos were uploaded 
online every day during 2014 (Meeker 2014). Analysis is required to determine whether 
these images can be used to monitor target species. Indeed, crowdsourced data has 
been used successfully in other domains, from identifying riot suspects (BBC News 
2012) to earthquake warning systems (Sakaki 2009). 
The data for this experiment was crowdsourced from an online social image sharing 
platform known as Flickr where the images were not uploaded for the purpose of 
wildlife monitoring, as per Tiger Nation, but were provided for other activities. Therefore, 
their contribution to this project was indirect and non-participatory and our use of this 
data source was opportunistic. This data crowdsourcing model enables us to access a 
large resource of images. However, the main challenge posed is that of retrieving 
photographs that are relevant and useful. There is also a challenge to ensure that 
photographs are of a desirable quality and show the desired characteristics of the 
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species suitable for recognition. Copyright licences and privacy policies also restrict 
usage of image data and the Flickr platform alone, for example, lists nine different 
licences that need to be considered. 
6.2.2 Online Data for Science Projects 
Online data comes in many forms that includes text, audio, image and video, and this is 
commonly accompanied by metadata that adds additional information about the data. 
Data types vary in terms of the depth of information that they can provide. For example, 
at the basic level, an image is simply an array of pixel values. A closer look at the image 
and it is an object, with varying texture and tone. A step back and it is a photograph of 
an event that is shared by an individual and has associated comments and social data. 
If you aggregate and combine the different levels of data available, it is possible to infer 
further information and to build networks that can be used to form knowledge. This 
information was important for the Wildsense project, as it used data from an online 
photo sharing website to determine information about the behaviour of wildlife, focusing 
on the wild Bengal tiger (Panthera tigris tigris). 
Social networks provide data with contextual information such as time and location. 
They also allow data to be associated with other data, through sharing with others in 
different contexts for example. The vast amount of data can be of great value to 
participatory sensing projects but can also create a challenge as the data is not 
organised and attempted information retrieval is subject to varying levels of noise 
caused by irrelevant data. Social networks are used primarily for leisure based activities 
and thus the information generated can be of varying value to a participatory sensing 
project with a fixed set of aims. The quality data exists but to effectively retrieve it 
specifically involves removing irrelevant information. 
The information returned from a simple search query in a social network returns results 
of very low precision. Figure 31 provides an example of the range of results that can be 
retrieved for a search for the keyword ‘apple’.  
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Figure 31: Flickr search for 'apple' highlighting range of results 
 
6.2.3 The Flickr Platform 
The main social network of interest for this experiment was Flickr9, an image-sharing 
social network where users can upload, tag, describe, share and discover photos. 
Although focused on image sharing, the information that the platform possesses can be 
used for other goals, which this experiment aims to demonstrate. 
Of all the labelled image datasets available on the Web, many sources are from Flickr. 
For example, datasets for competitions mainly use Flickr for the data source; PASCAL 
(Everingham et al. 2010) images are mainly from Flickr, and MIRFLICKR (Huiskes & Lew 
2008) and NUS (Chua et al. 2009) are entirely formed from Flickr data. Unfortunately for 
the purposes of this research we cannot use these datasets as they do not contain 
substantial volumes of wild animal photographs. 
Flickr has grown to be a popular source of photographic data. The photographs are 
encapsulated by an active community that has collectively uploaded a large amount of 
content - over 6 billion photos were uploaded to the platform from 2004 to 2011 
                                                
9 https://www.flickr.com 
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(Kremerskothen 2011). The Flickr API also provides additional image metadata, which 
includes location, social network information, labels, groups, friendships and 
comments. 
Flickr provides an Application Programming Interface (API) that enables computer 
scientists to extract and query information. The API limitations do not have a severe 
effect on data retrieval and thus make it a popular tool for researchers. The limited 
restrictions make it a viable resource for this project. 
Flickr was used as the primary data source for the Wildsense project as the platform 
has an API that provides access to a large open data set of images. The API provides 
the ability to search a collection of hosted images to enable a subset to be retrieved.  
6.2.4 Images and Associated Information 
Manual visual analysis of a subset of the image data retrieved for the tag “tiger” 
indicated that the data varied significantly in terms of image content, quality and the 
availability data linked to images.  
The data retrieved for the preliminary analysis was selected from Flickr through querying 
the API for photos that had a title, description or tag that included the string ‘tiger’. The 
image data range was between 1 January 2007 and 31 December 2011 to capture 
photos over a five-year period. This resulted in a total of 1,306,021 photographs. 
 
 
Figure 32: Image upload frequency for tiger associated images on Flickr 
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6.2.5 Tag Co-Occurrence 
Tags are assigned to one or many images and images can be assigned to zero or many 
tags. Patterns can be observed in the co-occurrence of tags whereby tag co-
occurrence is the event where a tag is associated with another tag for the same image. 
For example, if an image has two tags, “India” and “tiger”, this is one tag occurrence 
between this tag pair. Tags are commonly associated with other tags.  
An experiment was conducted to analyse photos on Flickr that were located in the 
county of Surrey, UK, and revealed a range of tags of varying frequency. From this 
information it was possible to identify themes in the content of the images and infer 
what type of images might be present for this area. On a larger scale, this tag 
information was used in the Wildsense implementation. 
The frequency-weighted tag cloud in Figure 33 demonstrates that a wide range of 
semantically-varying tag words accompanied the tag “tiger” in our dataset. Figure 34 
shows the tag network of the keyword ‘tiger’. 
 
 
Figure 33: Weighted tag cloud showing tags that commonly coincide with ‘tiger’ keyword 
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Figure 34: Part of a Flickr tag network for 'tiger' generated in NodeXL 
 
A preliminary study of 1,306,021 images retrieved from a search for Flickr images that 
included the string ‘tiger’ in either the name, description or tag associated with an 
image was conducted for initial feasibility analysis. 18.5% of the results returned had 0 
tags assigned to them. 
6.2.6 Flickr Location Information 
The Flickr API provides image location information that is either automatically derived 
from image metadata or is manually contributed by users. The location information 
ranges in accuracy and specificity. Figure 35 shows an example API response providing 
the latitude, longitude and location accuracy of an image. The accuracy value is an 
integer in the range 1 to 16 where 1 represents world level, 3 represents country level, 6 
represents region level, 11 represents city level and 16 represents street level. The 
study resulted in a dataset with 14.8% images including location information. 
 
 
Figure 35: Example Flickr API response showing photo location information 
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The presence of location information from the Flickr image subset is significantly larger 
than the image data set resulting from the Tiger Nation platform. This is due to the fact 
that Flickr provides a user friendly interface for a user to manually provide location 
information about their images. It is also because the image subset contains non-tiger 
images and it is more likely that these are captured on mobile devices that commonly 
attach location metadata to images automatically. As these devices are not typically 
used in nature reserves (due to visitor restrictions, connectivity and preference for 
specialist camera equipment) it is to be expected that the availability of location 
information would be impacted. 
The preliminary data analysis study on the social media data from Flickr made it clear 
that there was a significantly larger source of information available through use of this 
API. However, it was also evident that this data source contained a lot of noise and it 
data needs to be processed to remove irrelevant images.  
Tiger Nation image data is provided by a community that is focused on wild tigers 
whereas Flickr is a social networking platform that is focused around general image 
sharing activities. This difference in motivation of the end users has an impact on the 
size, quality and structure of data sources. Table 9 summarises the key differences 
between the two datasets. 
 
Table 9: Comparison of Tiger Nation and Flickr datasets 
 Tiger Nation Flickr 
Estimated size of tiger photo subset > 6,000 images > 1m images 
Image relevancy High Low 
Location information availability 1% 80% 
Image quality High (varies) High (varies) 
 
The Wildsense project implementation aimed to process this image data source to 
retrieve relevant wildlife images. A crowdsourcing model applied in a citizen science 
approach was designed and implemented to facilitate collaborative filtering. 
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6.3. Method 
The Wildsense platform was implemented as a result of the previous research studies 
serving a combined proof-of-concept approach for large-scale automated individual 
animal monitoring. The platform combined data collection with crowdsourcing and 
citizen science. The project was a proof-of-concept citizen science study that aimed to 
determine how effective is monitoring individual wild animals when performed in a 
decentralised fashion and conducted by a community of citizens instead of researchers.  
The motivation for this project was derived from the results of the Tiger Nation project 
which demonstrated that such an approach is limited by the activity of its restricted 
active user base and relies on proprietary system features. Tiger Nation demonstrated 
the value of qualitative direct data input from a focused community of interest; 
Wildsense expands on this by using data uploaded in the public domain for the purpose 
of other activities. The data set is larger in size but the community is less focused and 
the concentration of expert users is reduced. In effect, the Wildsense project evaluates 
the concept of moving from “wisdom in the crowd” to “wisdom of the crowd”. 
The experiment focused on monitoring wild tigers but the system was designed so that 
the principles could apply to other animals, or objects in general, that can theoretically 
be individually identified and tracked. 
The overall Wildsense platform is summarised in Figure 36. The software application 
consisted of the following main functionalities: 
• Data collection: connectivity with Flickr API to query and retrieve images at 
regular intervals 
• Data analysis: perform image relevancy calculation to determine likelihood of 
image content containing a real tiger 
• Database: a SQL-based data store to store image metadata 
• API: Application programmable interface to enable interactivity between server 
data and users 
• Wildsense Tigers: software application for iPhone and iPad devices to enable 
users to annotate images (see Appendix C) 
The system was developed using Ruby on Rails for the web application and Objective-
C for the Wildsense Tigers software application. 
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Figure 36: Wildsense system overview   
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6.3.1 Data Collection 
The platform collected image data from the Flickr API at regular hourly intervals every 
day for the “tiger” keyword appearing in the title, description or tags of an image. The 
system was initially pre-loaded with historical data and then new data was retrieved 
daily to ensure that the database remained up to date. Figure 37 shows the daily 
downloads for the period 18 March 2015 to 30 September 2015. It is evident that there 
is no dramatic deviation in the availability of new images during this period. The average 
number of new images per day was 939. 
 
 
Figure 37: Flickr data download frequency 
 
6.3.2 Image Relevancy Confidence 
Flickr image data was processed to extract semantic tags and these were persisted in 
a separate database table and associated with images to ensure efficient application 
performance and enable tags and associated tags to be organised. The image 
relevancy calculation algorithm consisted of the following main steps: 
1. Generate Flickr API request URL for images with tag 'tiger' during last x hours 
2. Flickr tags data processed to extract individual tags 
3. Extracted tags persisted and associated with image 
4. New tag entry added if tag is new; else update frequency of existing tag 
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5. Image confidence updated by calculating average relevancy of associated tags 
The relevancy confidence of a tag was updated each time a user provided input on 
whether a real tiger was present in an image. Each tag was provided with a default 
value of 0 and this was updated after any image that had this associated tag was voted 
on. The algorithm can be summarised in the following main steps: 
1. User specifies if an image contains a real wild tiger 
2. All tags associated with the image are updated to reflect the user vote: if ‘yes’ 
the value 1 was added to the tag confidence and the mean average updated, if 
‘no’ the value -1 was added to the tag confidence and mean average updated 
3. All images that are associated with any of the tags have their relevancy 
confidence updated 
This image relevancy algorithm is a simple approach to collaborative filtering that is 
dependent on the intelligence provided by humans who analyse images. A voting 
approach was implemented to ensure a certain level of trust in the classification of 
images was achieved. For each image, 11 votes were processed and the majority vote 
decided the ultimate classification of each image. This threshold of 11 was initially 
chosen as it was an odd number which means that would always result in a majority 
and it was predicted that 11 would be sufficient to gather general opinion of users. 
6.3.3 Wildsense Tigers App 
The tool that provided users with the ability to annotate images and provide their 
opinion on the presence of a real tiger was a software application called ‘Wildsense 
Tigers’ (see Appendix D: Wildsense Tigers for application screenshots). Wildsense 
Tigers was a citizen science game that was created for iOS-based tablet devices and 
later was updated to support iOS-based mobile devices. The Apple iPad was initially 
selected due its large display and touch-screen ability which enables simple interaction 
and provides the user with a higher definition view and tagging capability on the image. 
Given the popularity of tablet applications, their internet connectivity and their global 
reach, it was decided that this would serve as a suitable platform.  
The application was designed as a simple citizen science game that presented an 
image and various questions to which users responded by selecting one answer from a 
list of options. The main steps, which repeat continuously in the game were: 
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1. User is presented with a new image 
2. User is asked if the photo contains a real tiger and if they select ‘No’ they are 
presented with the next image; else: 
3. User is asked how many tigers the image contains 
4. User is asked to tag each tigers face with a rectangular overlay 
5. User is asked where the tiger is 
6. User is asked what the weather is 
7. User is asked if it is day or night 
8. User is asked what the tiger is doing 
9. User response is uploaded to server 
10. User gem count is increased by 1 
The questions were designed so that they would help achieve the requirements of the 
proof-of-concept study by verifying tiger presence in photos as well as helping to fulfil 
additional and potential future requirements. The game was designed so that it would 
be simple to play and would engage a wide range of users of varying demographics. 
The results demonstrated that users of varying age group used the app, individually and 
collectively in groups. 
During the first phase of the project images were presented to the end user in a random 
order as there was no existing information about relevancy confidence. The relevancy 
confidence was learned through user interaction over time. After ascertaining a 
reasonable degree of confidence in the system through manual analysis of tiger 
presence in the images marked high confidence, the order of images was updated so 
that the next image presented would be which has the highest probability of tiger 
presence. This change was also made in response to end user feedback that criticised 
the application’s lack of tiger images. Relevancy confidence was constantly updated in 
response to end user image feedback, therefore the next image presented would 
change frequently. 
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6.3.4 Motivating Contribution 
The Wildsense platform relied on user contribution therefore it was important that the 
system would motivate as many users as possible to annotate data to ensure that the 
large volume of data collected could be analysed in a reasonable time frame. The 
Wildsense Tigers app concept was required to be simple thus to allow a wide range of 
users to interact and provide accurate input. There was no reliance on specific skill-
sets, age range, or nationality so that it could be adopted by a large proportion of the 
population of potential users.  
The user challenge was presented as a game. The use of game mechanics can have a 
direct impact on user behaviour and was the primary motivation tool used to generate 
user contribution. 
Participation was motivated through the provision of “gems” that were awarded to 
users for their contribution. For each image that was processed a user was given one 
gem and gems were accumulated to provide a total number of gems per user. This 
points-based system enabled individual user accounts to be ranked, with users 
processing the highest number of gems being placed at the top of a leader board (see 
Figure 38). 
The leader board was added to the system to encourage competition and therefore 
lead to repeat activity and ultimately more human input to enhance the dataset. The 
philanthropic element of the game whereby users were aware that their contribution 
was helping research into monitoring wild tigers was another motivator. 
The citizen science task was designed to be as simple as possible so that it would be 
possible for a large number of people to complete the task accurately and quickly. Only 
a minimal amount of background knowledge was required from users - qualitative 
feedback suggested that the challenge presented was simple and was completed by 
varying age groups and nationalities. 
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Figure 38: Wildsense Tigers leader board 
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6.4. Results 
The Wildsense experiment collected historical data from 1 January 2012 and new 
images were collected from this period to 30 September 2015. This resulted in the 
collection of 430,800 images. 
 
Table 10: Wildsense summary of results 
Item Result 
Total number of images generated 430,800 
Total number of images with location information 37,594 (8.73%) 
Total number of images containing the target subject > 2,027 
Total number of individual animals identified unknown 
 
The Wildsense Tigers application was in use from 18 March 2015 to 30 September 
2015 and continues to operate past this research programme. During this period, a 
total of 2,027 photos were confirmed as tigers, which means that they each received 
11 votes and the average vote was positive tiger presence. The confirmed photos 
represented 0.47% of the total image dataset. The accuracy of the classification by end 
users was 100%; all the processed images with 11 votes were classified correctly as a 
tiger or non-tiger image when manually verified.  
A further 6,131 photos were partially processed. Due to the nature of the constantly 
updating confidence rating, the order that images were presented varied and an image 
with a negative ranking would be demoted in the order for presentation in the game.  
The full collection of images contained 112,122 unique tags that were associated with 
images 2,983,278 times. Each tag’s tiger confidence value was updated in response to 
each and every end user interaction with the Wildsense Tigers application. Table 11 
provides a selection of tags that were calculated as high probability of being associated 
with image content that included a real tiger. They were calculated as the most likely 
tags given the positive vote from participants and their number of occurrences. Table 
12 provides a selection of tags that were calculated as low confidence of being 
associated with image content that included a real tiger. These were associated with 
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photographs that were voted by participants as not containing a tiger and with highest 
frequency. 
 
Table 11: Selection of high confidence tags 
Tag name Frequency 
colours 1173 
wildcat 709 
carnivore 582 
rare 530 
pretty 443 
happy 379 
nikond7100 353 
whiskers 340 
albino 313 
loropaqrue 279 
leaves 271 
species 265 
walking 230 
gorgeous 219 
pantheratigristigris 168 
a550 129 
sleepy 127 
fierce 91 
 
Table 12: Selection of low confidence tags 
Tag name Frequency 
giraffe 5236 
elephant 4993 
leopard 3369 
bird 3159 
snake 2118 
bears 1974 
gorilla 1604 
elephants 1175 
penguins 771 
snakes 650 
reptiles 536 
nice 407 
gorillas 324 
polarbears 295 
plaxton 291 
reptile 288 
bluetiger 241 
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User certainty was evaluated to determine if there was general consensus of how 
images should be classified. A large uncertainty (where there is ambiguity and the 
average is near to 50%) would mean that the classification exercise could be unreliable. 
Using a confirmation threshold value of 5, the average classification was calculated and 
the distribution is presented in Figure 39. It was evident that distribution peaked at 0 
and 1, which meant that the situation of perfect ambiguity was extremely rare: - in the 
vast majority of cases there was consensus on the presence of a tiger in an image.  
 
 
 
Figure 39: Average classification value distribution 
 
The Wildsense concept was popularly received and featured by international press (see 
Appendix B) resulting in an initial large volume of application downloads. From the 
application’s launch on the App Store on 18 March 2015 to 30 September 2015 the 
game was played 65,300 times by a total of 1,147 registered users and over 900 guest 
users. 
As the app was played 65,300 times a total of 65,300 gems were awarded to users 
who participated. The leader board showed that 4,139 gems were collected from the 
top user alone. Interestingly, 22.9% of total user participation originated from the top 10 
users on the leader board showing that there is an uneven distribution of contribution. 
Figure 40 shows the levels of participation per user. Participation per user was similarly 
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distributed in the Tiger Nation project, where a small proportion of users contributed the 
majority of the content. 
 
 
Figure 40: Wildsense participation per user 
 
Qualitative feedback was received from participants who volunteered positive and 
negative feedback. Such feedback included “…we really like your game, it’s very 
addicting [sic]. We really enjoyed it”, “…I play to help science (and see lovely tigers)” 
and “Wonderful! Not all tiger-lovers have i- phones [sic]... Best of luck with your 
project”. Communication with a group of active users led to the identification of 
software issues and improvements which were implemented or were added to the 
development backlog. 
8.73% of images from the Flickr API for the ‘tiger’ query contained location information. 
This information was plotted geographically to determine whether the photographs 
were located in specific areas (see Figure 41). It was evident that the location of the 
photographs was not correlated with the location of the target species population as 
the coordinates were located in areas that are not the natural habitat of the tiger (see 
Figure 2). 
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Figure 41: Flickr 'tiger' photos plotted geographically on world map 
 
An additional subset was created that included photos from the dataset that were 
confirmed as tigers or non-tigers by end users. The subset was restricted to images 
that had received at least five votes, resulting in 2,658 individual photos. The availability 
of location information in this subset was lower than the total dataset at 4.33%. The 
location of confirmed tigers and confirmed non-tigers was plotted geographically to see 
if there was any visible difference in the areas covered. It would be expected that the 
confirmed tiger subset would cover regions that are more positively correlated with the 
location of the tiger population. Figure 42 shows that the dataset of confirmed 
photographs was more correlated with the tiger population that the unconfirmed data. 
 
 
Figure 42: Flickr confirmed tiger photos plotted geographically on world map  
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6.5. Discussion 
The Wildsense project was a success in that it attracted thousands of citizen scientists 
who processed tens of thousands of photographs and the platform is still actively being 
used past the time period of this experimentation to process additional images. 
The experiment demonstrated that there are users that are willing to provide input to 
animal monitoring. The wisdom of the crowd approach correctly classified 100% of 
images. The leader board showed that contribution per user was varied and some 
users provided significantly more input than other users. Although the Wildsense Tigers 
app was a fairly simple game concept it was capable of attracting thousands of users 
and sustaining their continued contribution. 
The ultimate aim of the Wildsense project, starting with the tiger species, is to analyse 
the entire historical dataset of publicly-available online images, as well as new images 
as they are uploaded on the Web. Based on the experienced average daily downloads 
from Flickr alone, it means that, after the historical backlog of images has been 
processed, that a minimum of 939 images need to be processed on a daily basis in 
order to meet this aim. The Wildsense platform implemented a vote threshold of 11 
which would require at least 10,329 votes per day. 
6,131 photos were partially processed by users of the Wildsense Tigers application. 
Using these partially processed images it was possible to simulate how the rate and 
accuracy of classification would change when the vote threshold value was decreased. 
Images from the database that had five votes resulted in a similar majority vote 
outcome as images with six or more votes.  
Figure 43 shows the average percentage of confirmed tigers already processed in the 
system according to the number of votes per image. It includes incomplete 
classifications and it is noticeable that a similar percentage of confirmed tiger photos 
would still be confirmed tigers if the threshold was reduced to as low as five votes. It 
was determined that a value of 5 was a potential optimal operating point that would 
yield the same accuracy as 11 votes. This change would reduce the number of votes 
required per day to 4,695. Figure 44 shows how the number of processed confirmed 
tiger photos could decrease as the number of votes required is increased. 
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It is clear that the optimal vote threshold value is that which balances a consistently 
accurate level of classification and a maximum throughput of images. The user vote 
mechanism could also be improved by taking into account the previous experience of 
contributions. A user that has a record of providing correct classifications could 
possibly have a high influence that other users. 
 
 
Figure 43: Vote threshold value effect showing limited differences between images with five or 
more contributions 
 
 
Figure 44: Number of images confirmed with tiger presence according to vote threshold value 
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The number of active users will also play an important part in maintaining a velocity of 
image processing. The Wildsense Tigers platform had 1,147 registered users and over 
900 guest users during this research. Based on 11 votes per day, their activity usage 
patterns amounted to approximately 10 photos processed per day. If the vote is 
reduced to 5 as discussed, the same usage pattern would process approximately 42 
photos per day. This velocity needs to increase over 22 times in order to meet the 
demand of the current daily estimated uploads on Flickr of 939. Therefore, based on 
the same usage pattern, the total number of users needs to increase to approximately 
28,600.  
Clearly, the number of users and their usage pattern are an important factor in the 
number of images that can be processed and further motivation mechanisms should be 
evaluated in the future. To add to this challenge, the number of images uploaded to 
Flickr is increasing every day and when additional online image sources are integrated 
with the Wildsense platform it will require even more input. This situation presents a 
race between the users who are uploading images and those who are processing 
them. 
It was evident that the accuracy of user contribution in the Wildsense platform 
amounted to 100% in that all confirmed tiger photos did indeed contain tigers when 
manually verified. This is a positive outcome showing the capability of the crowd. 
The resulting confirmed tiger photographs presented an interesting picture when 
visualised geographically. The locations did overlap with the known location of wild 
tigers but there was a large proportion that was not correlated, such as the presence of 
tigers in the United States. This was due to the fact that non-wild tigers were retrieved 
from Flickr in the dataset and these were confirmed as including tigers by participants 
which was indeed true. Qualitative manual assessment of the confirmed tiger photos 
revealed that a number of tigers in the photos did include tigers purposed as tourist 
attractions or in zoo collections. While it is important to monitor the entire population of 
the target species, the aim of conservation is to restore habitat so that animals can exist 
in the wild so focusing on the wild population is important and so further work is 
needed. To increase the likelihood of an image containing a wild tiger, the keywords 
used for data retrieval could be modified to include keywords that are typical of the wild 
tiger photographs. The likelihood could also be increased by limiting the images to 
those that have locations that correlate with known tiger population areas.  
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7. CONCLUSION 
The aim of this research was to determine the potential of automated individual animal 
monitoring through the application of crowdsourcing and citizen science. This research 
consisted of three proof-of-concept studies that explored different approaches to the 
research challenge. Each study demonstrated differences in data generation capability 
and the richness and quality of the resulting data for automated monitoring needs. 
 
Table 13: Summary table of results of main experiments for comparison 
Item Automated cameras Tiger Nation Wildsense 
Otter Tiger 
Total number of images 
generated 
2,112 964 6,290 430,800 
Total number of images 
with location information 
2,328 (100%) 964 (100%) 5,624 (89.41%) 37,394 (8.73%) 
Total number of images 
containing target subject. 
6 (0.28%) 6 (0.62%) 5,220 (83%) > 2,027 
Total number of individual 
animals discovered 
3 2 (unconfirmed) 209 unknown 
 
The first experiment evaluated the use of camera traps for automated data collection for 
effective animal identification and monitoring. The literature review indicated that this 
method can be used in closed conservation research projects and is particularly 
effective in terms of species recognition from the resulting images. Our analysis of the 
use of internet-connected camera traps for large-scale individual animal recognition 
provided some interesting results. The results demonstrated that this method can be 
viable for individual monitoring but there are limitations that include scalability, camera 
reliability, cost-benefit, deployment in extreme environments, maintenance, data 
transmission and image quality.  
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Automated camera traps with real-time photo transmission have potential to assist with 
tracking individual animals. However, as a standalone method they require significant 
direct human involvement for camera deployment and image processing. These 
cameras can be moved to capture different areas at different times but their fixed 
nature proved a disadvantage in the attempt to capture images of wild tigers that are 
elusive in nature. It was evident that a different data source was needed and a method 
to analyse images on a large scale was required. 
 
The second experiment resulted in the creation of Tiger Nation, a citizen science 
platform that aimed to find and follow the world’s remaining wild tigers. This work 
demonstrated that citizens are a more reliable source of tiger photo capture due to their 
mobility and motivation to spot these animals and capture photographs of them. The 
project generated over six thousand tiger photographs from a community of over four 
thousand users. The popularity of the platform, including the frequency of comments 
and the number of times the simple image matching game was played, demonstrated 
that there is an active community online that are willing to participate to help monitor 
the wild tiger population. However, the resulting data generated by its community 
showed that more images are required to achieve a desirable level of population 
monitoring. 
The Tiger Nation project included the implementation of two computer vision algorithms 
for automated tiger identification. The Stripe Sense system demonstrated the potential 
of recognising tigers from their stripes but also raised scalability issues in regard to 
maintaining an accurate database of tiger images. The subsequent tiger face 
recognition system demonstrated more appealing results and it would be more suitable 
for automated due to properties including its invariance to rotation, illumination and 
scale as well as its robustness to occlusions, stretching and change in subject angle. 
 
 
 
 
 106 
Analysis of Tiger Nation photograph uploads concluded that the data from its image 
source contained a limited amount of location information. This is a major constraint for 
automated monitoring, showing that there is a need to collect location information in 
other ways, or, that the availability of camera equipment that can provide additional 
location information is not currently at the level that is required. However, the image 
content itself proved valuable and through analysis by tiger identification experts, it was 
possible to create a database of tigers representing approximately 5% of the 3,890 
currently estimated to be in the wild. 
 
In the third experiment, the Wildsense platform was designed and implemented to 
determine if a combination of crowdsourcing and citizen science has the capability of 
collecting the quality and quantity of data that is required. The proposed architecture 
was implemented and early results provided motivating progress. The experiment 
demonstrated that this concept is capable of retrieving data about tigers in larger 
proportions and with increased levels of associated location information. Although this 
data source comes from an online social image sharing platform where users upload 
photos for a range of purposes, the collaborative filtering approach adopted is a viable 
method for removing irrelevant photographs. The “wisdom of the crowd” 
crowdsourcing approach does appear to be an effective tool for tiger identification in 
images and appears to produce results of a level similar to experts in a “wisdom in the 
crowd” approach. 
Whether a community such as Tiger Nation is more effective at data collection than the 
crowdsourcing model needs more analysis. However, it is likely that these two methods 
can be combined to form a complementary approach where you can benefit from 
experts and collective opinion. 
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Overall, the collection of proof-of-concept experiments completed as part of this 
research has provided evidence that there is a potential to monitor individual animals 
through an automated approach. This is a positive outcome which it is hoped will 
influence and motivate future work in this area. The resulting Wildsense platform is a 
proof-of-concept that presents real potential for automated animal monitoring on a 
large-scale. This concept is new and if adopted for the longer term is potentially 
capable of monitoring the live population of any suitable target species in a continuous 
fashion in an almost real-time mode of operation. This could ensure that population 
issues are identified early and corrective action taken earlier than is possible through 
conventional means.  
A system that combines the advantages of the concepts explored in this research could 
have highly impactful outcomes. The combined use of automated camera devices, 
citizen scientists and crowdsourcing for data collection could provide substantial 
resource and provide an incredibly valuable source of information. The combined use of 
citizen scientists and computer vision could provide substantial ability to process the 
information. 
 
 108 
8. EVALUATION 
The projects developed in this research are just an exploration of the potential work and 
progress that can be achieved in the area. The scope of this research has been limited 
by the period of time and resources available in this PhD research. Because of the 
limited resources available, this thesis briefly explored the expansive problem domain 
and developed limited proof-of-concept studies. A lot more can be achieved and this 
chapter aims to highlight key areas and opportunities for continuation of this research.  
8.1. Use of Gamification 
The Tiger Nation and Wildsense projects both used game mechanics to motivate 
contribution. The Tiger Match and Wildsense Tigers applications adopted points based 
systems, badges and competitive leader boards. These tools have proven to increase 
user contribution in a wide range of scenarios. However, their use in science should be 
carefully evaluated. With the use of gamification, there is inherent risk of game elements 
interfering with the quality of results received. It is important that these mechanisms do 
not encourage user behaviour that can cause a detrimental effect on the quality of data. 
The mechanisms employed for this research motivate quantity of contribution and it 
may be a useful exercise to evaluate whether the quality of data processing diminishes 
with the continued use of these game mechanic types. If these projects are continued 
and expanded the use of quality-based mechanics should be considered to ensure that 
a certain quality threshold is maintained. Peer review is a tool that could be used to 
ensure a desirable level of quality.  
It would be worthwhile to explore additional game mechanics. Inserting an element of 
randomness (to prevent predictability in images presented), providing instant 
gratification (by showing users how they have helped e.g. actual tigers they have 
matched), and providing more rewards and a sense of ownership (through unlocking 
tiger profiles after identifying them) are potential areas for exploration should further 
resource be available in the future.  
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8.2. Information Security 
The data collected as part of this research included information that was of potential 
sensitive nature. This included camera trap images, user contributed information and 
data collected from online sources. This data could theoretically be used to determine 
the location, range and behavioural pattern of wild tigers that are an endangered 
species, threatened by poaching activity. If this information is accessible for misuse it 
could be used for negative purposes with undesirable consequences. Although this 
information is generally available from the Web, aggregation and analysis could lead to 
increased knowledge about the endangered populations that must be protected and 
used carefully.  
This research has concentrated on relatively small proof-of-concept studies. However, 
information security will become an increasingly important problem in continuation of 
the projects, as more data is gathered and more knowledge is gained. Obfuscation of 
the data, achieved by approximating the time and location of photos, was used as a 
protection mechanism for publicly provided information in this research. However, 
additional methods should be evaluated, especially given that criminal activity is 
becoming increasingly sophisticated, including “cyber poaching” (Ingber 2013). 
8.3. Privacy 
Privacy is an important factor for humans and arguably animals as well. As discussed, 
the aggregation of information can potentially lead to the generation of additional 
knowledge and inferences can also be made which could lead to privacy issues. 
Anonymity can be broken with the inclusion of additional information. The data being 
used in this research concerns humans who may not be aware that this information has 
been collected from them for this purpose. 
8.4. Population Approximation and Bias 
This research aimed to provide a count of a number of individual species that had been 
recognised. This is a simple method for calculating a population - there are numerous 
methods from ecology that could additionally be used to approximate populations, at 
regional and national levels (Lancia et al. 2005). Any population calculation method 
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based on the data gathered in this research should take into account the potential bias 
in the results that should be factored in calculation. Camera traps have a fixed location 
and only cover a limited area – we do not know what happens in the area that they do 
not cover. Tourist photos uploaded to the Web are also typically limited to tourist 
regions and the chance of a sighting. Images uploaded on the Internet may only be 
shared by a certain demographic such as those with access to photographic 
equipment and the Internet. These are some of many potential sources of bias that 
should be evaluated when trying to form an accurate population model. 
Other methods used in this research could result in bias if used to estimate a population 
size based on the data. For example, 18.5% of the results returned from Flickr had 0 
tags assigned to them and were therefore discarded; however, these may have proved 
a quality source of tiger data. Furthermore, this data source was restricted to the 
photographs that were taken by a general population of humans so the data is 
therefore restricted to the areas that they visit and the photographs that they decide to 
capture. Figure 45 shows an example of how human photographers behave when 
taking photos in the area of Surrey, UK, where it is possible to see the extensive areas 
where there is limited activity. 
 
 
Figure 45: Location of photographs taken in the county of Surrey, UK, demonstrating areas with 
limited photo coverage. 
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8.5. Timing 
The timing of this research coincided with a number of technological trends that 
enabled new projects to be conceived that would have otherwise been more 
challenging to achieve. This included the availability of inexpensive camera equipment, 
inexpensive storage and levels of network connectivity making it possible for users to 
interact. These were positive trends that were exploited. However, there were some 
trends that were emerging during this research that could not be exploited due to 
timing. 
GPS-enabled devices are one technology that was proven to be in low supply through 
analysis of the availability of location metadata. Professional camera equipment is 
starting to offer this capability but its usage is not yet widespread enough for it to be 
purposeful for tracking. 
The Internet of Things is another technology that has received a lot of interest recently. 
However, a lot of the existing work has yet to be put into practice and used on a large 
scale. Improvements in network connectivity and efficient energy usage will create 
possibilities for deploying large numbers of remote cameras on a large scale without the 
existing associated issues and costs. Zoological Society of London is already working 
on Instant Detect10, an internet-connected camera trap system that connects directly to 
satellites and which can be updated remotely. 
8.6. Crowd Configuration 
It was evident that an increasing influence was being given to the more expert 
judgements in the manual voting process in the Tiger Nation project. However, the 
crowdsourcing applications, Tiger Match Game and Wildsense Tigers, used an equal 
weighting for each individual input received. It may be beneficial to implement a method 
that takes into account the expertise, reliability and experience of participants so that 
the weighing of their actions increases over time. This would enable more classifications 
to be processed as each image would require fewer participants to perform peer 
review. For example, an updating mechanism could be introduced where weights of 
participants in the crowd-sourcing network are initialised based on their prior 
                                                
10 https://www.zsl.org/conservation-initiatives/conservation-technology/instant-detect 
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experience upon joining, and then progressively updated as they gain experience 
through their continued interaction.  
It was also evident that the distribution of user contribution was uneven with a small 
proportion of users contributing a large amount of the information. It would be 
potentially valuable if further research could ascertain what motivates these users to 
participate and if they share any measurable characteristics so that similar individuals 
can be identified and attracted to the platform and their contribution sustained.  
Further work needs to be done to increase the lifetime value of users as well as 
increase the overall number of users so that the platform can keep up with the demand 
of image uploads. The Wildsense application may have a larger user base if it is cross-
platform, multilingual, and has optimised gaming features to increase user activity and 
reduce bounce rates. This should be complemented by automated computer vision to 
improve overall accuracy and increase the velocity of analysis. 
8.7. Longevity and Sustainability 
This research presented projects of varying life span. Tiger Nation and Wildsense 
continue to function after the completion of the research, however their long term fate is 
uncertain.  
It is evident that the majority of citizen science projects are temporary and there is a 
need for long term projects that are not singular one-off studies. This has long been 
difficult to achieve due to the technology, human resource and costs involved. The 
Wildsense model provides a potentially long-term sustained platform. If citizen science 
projects could be in progress for longer durations then they could become important 
tools and provide more up-to-date information in comparison to periodic censuses, for 
example. It is important that citizen science projects are built as if they are enterprise-
level production applications that are designed for real users and projects such as 
Zooniverse, which has provided a self-service tool for creating custom citizen science 
projects (Bowyer et al. 2015) and is a step in a positive direction. 
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8.8. Achievements 
This research achieved a positive outcome in that it demonstrated that there is potential 
for large scale automated animal monitoring using the resulting platform that was 
implemented. The studies showed that there are different methods that can be used for 
this purpose, each with associated benefits and constraints. This research outcome is 
positive as it concerns the important topic of nature conservation. The research 
conducted was popularly received by media due to the novelty of the work and its 
potential impact; this was an encouraging outcome and has catalysed further 
discussion in this area. The results of this work lead to further future projects that focus 
on other species and towards education.  
8.9. Future Work 
8.9.1 Wildsense Tool 
Wildsense was designed as a proof-of-concept platform for monitoring population of 
wild animals. The work completed in this research focused on the tiger and the citizen 
science game, Wildsense Tigers, was themed around the tiger.  
The Wildsense platform is capable of being configured for other purposes. It can be 
used to monitor different animal populations and can be extended to use additional or 
alternative data sources. There is also potential for it to be integrated with different 
systems and computer vision algorithms.  
To this end, discussions with additional conservation programmes have already taken 
place and plans have been put in place to repurpose the Wildsense platform for other 
animals. The projects that are currently being planned are also associated with the 
Felidae family (specifically cheetahs and lions) although the tool is not limited to this 
family of animals alone. 
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8.9.2 Multi-Platform 
The Wildsense Tigers application was restricted to iOS devices and user feedback 
demonstrated a need to support other platforms with questions such as “when is the 
Android version coming out?” being raised. 
The Wildsense concept is dependent on input from a community of users and 
excluding users who do not have access to iOS devices limits the size of the 
community available to support the project. Future work on this concept should 
embrace other mobile platforms as well as web-based interfaces so that digital 
exclusion is minimised. Use of a web-based citizen science project creation tool, such 
as that provided by Zooniverse (Bowyer et al. 2015), can help provide access to a 
much larger community as Web standards are adopted by a large majority of devices. 
Zooniverse also has an existing large community of users that could provide input to the 
platform. 
8.9.3 Virtual Tourism 
Automated camera traps presented a range of possibilities for the future of automatic 
animal monitoring. The use of data from eco-tourists for Tiger Nation, and indirectly for 
Wildsense, demonstrated additional usefulness, especially at targeting typically elusive 
animals such as the wild tiger. Work is in progress to combine these two 
complementary methods so that the benefits can be exploited. 
A further proof-of-concept research study evaluating ‘virtual tourism’ could lead to 
some interesting results. There may be potential for humans to remotely operate 
automated camera traps, such as camera-equipped drones, so that difficult to access 
or extreme environments can be accessed for eco-tourist entertainment and education 
purposes. The data generated in this activity could be valuable for wildlife citizen 
science projects. This may be a viable non-intrusive way of navigating natural 
environments but it would come with a range of challenges to counter. 
8.9.4 Wildsense Data Analysis 
The data retrieved through the Wildsense project was analysed at the data collection 
level. There is a need to study this further to create useful knowledge from the data that 
was collected. In the Tiger Nation project individual animal profiles were constructed 
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from the data that was contributed and analysed (see Appendix C). In a similar fashion, 
and on a larger scale, the data derived from the Wildsense project should be used to 
construct individual profiles. As this data source is larger and more frequently updated it 
is likely to contain more valuable information and additional inferences can be made, 
such as by studying the social graph of users that upload information. The content of 
images can also be studied, perhaps through the application of Deep Learning (Cires & 
Meier 2012). The tiger face detection proof-of-concept system that was implemented 
has potential application on the Wildsense image data. 
A balance between human interaction and computer automation could lead to a 
solution that makes optimal use of computing power and continues to involve, educate 
and engage citizens. 
 
 
Figure 46: Sample tiger faces collected from the Wildsense Tigers software application 
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8.9.5 Community Sourcing 
Analysis of online data contributed by users typically gives you access to the 
information about the users themselves and their social graph. The Flickr API provided 
the user ID of uploaders and tools such as NodeXL (Smith 2011) can be used to quickly 
source and visualise their social graph. Through this activity it may be possible to 
identify communities of interest that may be good targets for early involvement in citizen 
science projects, such as Tiger Nation, that rely on direct user contribution. Online data 
mining can be used to identify potential citizen scientists through analysis of their 
geographic location, interest and centrality. 
8.9.6 Integration 
The area of citizen science is growing in popularity and during the course of this 
research a number of systems have been developed that have demonstrated useful 
and impactful results. In the future evolution of the Wildsense system it is worth 
considering the integration of “best of breed” systems that are best in their specific 
niche areas. Wildbook (Holmberg 2016) could be considered for wildlife data 
management. IBEIS (IBEIS 2013) could be considered for its information management 
and image analysis capabilities. Zooniverse (Bowyer et al. 2015) could be considered 
for web-based citizen science involvement and access to an existing thriving citizen 
science community. 
The Wildsense platform used only one source of image data. There are numerous 
image sources available on the Web that could also be integrated and provide valuable 
information. Social network image sharing platforms are one potential source but also 
are stock photography and specialist wildlife photographic libraries.  
Proprietary datasets could also be complemented with the knowledge gained by the 
Wildsense platform and add additional value. Previously unknown individuals in photo 
libraries could be annotated with information about the individual and its location. 
Progress can be achieved in the area of wildlife conservation to monitor individual 
animals through the application of existing technological advancements if there is 
sufficient time, resource and motivation to turn thought into action. 
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Figure 47: Wildsense future concept system diagram 
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9. GLOSSARY 
Camera trap is a motion-activated camera that works like a trap, monitoring and 
capturing images of any animals in the wild with as little interference as possible. 
Citizen science is the public collaboration in scientific research in order to increase 
and develop scientific knowledge. Through this, people can share as well as contribute 
in data analysis and development of technology. 
Cloud computing or “cloud” is the use of remote servers to store, manage and 
process data instead of a local server or personal computer. 
Crowdsourcing is an online process of retrieving data from a crowd of people that 
minimizes labour and expenses. 
Gamification is the utilisation of all typical elements and application of motivational 
techniques found in games to real world activities. 
GPS is a network of coded satellite signals used to locate things on Earth. It is an 
acronym for Global Positioning System. The network continuously transmits signals 
towards Earth thus enabling the receiver to accurately estimate location. 
Internet of Things is a concept that any devices can connect to the Internet and be 
able to identify themselves to and share data with other objects. 
Latitude and Longitude are measurements that are used in a geographic coordinate 
system that enables every location on Earth to be specified.  
Metadata provides information about another data. It is a summarization of basic data 
making it easier to manage information resource. 
Participatory sensing is the collection and analysis of data use in discovery through 
the use of mobile phones and cloud/web services. 
Social network is a platform or application wherein individuals and all other users can 
communicate and make connections to share information, messages and resources. 
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Abstract— The ever-increasing availability of online data and 
the advances of today’s Web have enabled large-scale experi-
mentation on data crowdsourcing and the effect of the individ-
ual on information extraction and knowledge generation. Tiger 
Nation, a project to promote preservation of the last remaining 
wild tigers in the world, utilises advanced technologies to un-
obtrusively track tigers and raise awareness as a participatory 
sensing exemplar. Through a tiger stripe recognition algorithm 
and gamification elements that complement the identification 
process, we have achieved higher levels of accuracy compared 
to the conventional means, as well as high levels of engagement 
from the community of users. 
 
Index Terms—digital ecosystems, citizen science, collabora-
tive working, digital economy, participatory sensing. 
I. INTRODUCTION 
From the late 19th Century we have seen a steady increase in 
the professionalization of science. Nevertheless, in some 
areas amateur scientists have continued to make important 
contributions. Astronomy (with the Zooniverse project [1] 
perhaps being the most comprehensively coordinated activi-
ty) and natural history (for example, the Audubon Society’s 
Christmas Bird Count [2] has been running since 1900) are 
perhaps the two scientific domains that come most readily 
to mind in this regard. In both domains, the collective intel-
ligence and observational skills of a large cohort of skilled 
amateurs is a necessary complement to professional scien-
tists. 
 The role of the amateur has been given a significant 
boost with the increased connectivity of the digital era. Dur-
ing the first decades of the twenty first century we have 
seen a steady increase in the impact of citizens on the scien-
tific endeavour. This is not just through the traditional need 
of large numbers of observers to collect data. We are also 
seeing increasing and extensive use of volunteers to inter-
pret data. While SETI@home set a trend for crowd sourcing 
compute resource to support the scientific endeavour (and 
as such, we would not regard it as strictly within the domain 
of citizen science), more value can be gained by exploiting 
the cognitive power of humans to speed up processing ac-
tivities that are still hard to replicate in machines. The game 
Foldit [3], for example, enables humans to come up with 
entirely new protein folding strategies that outperform a 
computer [4]. Indeed, it has been claimed that we are now at 
“the dawn of a new era, in which computation between hu-
mans and machines is being mixed” [5]. 
In this paper, we report on a new Citizen Science project, 
Tiger Nation, than aims to promote preservation and scien-
tific understanding of the lase remaining wild tigers in the 
world. Before describing the project we review some of the 
issues and concerns with citizen science. We then describe 
the methods that are used to collect data and present infor-
mation that are used in the Tiger Nation project. Finally we 
report on the growth of the Tiger Nation ecosystem and 
conclude. 
II. THE ROLE OF CITIZEN SCIENTISTS 
As mentioned, the 19th Century saw a steady profession-
alization of Science. The contrast is clearly demonstrated 
between two major intellectual figures in 19th Century Sci-
ence. Charles Darwin’s privileged background gave him the 
freedom to pursue his studies with no financial pressures. In 
contrast, “Darwin’s bulldog” Thomas Henry Huxley, both 
needed the steady professionalization of science to support 
his family, and strove hard to support the continued profes-
sionalization of science to open up the endeavour to all tal-
ented individuals from all backgrounds [6]. 
It should be remembered that the transition of science 
from the domain of amateurs to the domain of professionals 
was in no way a reflection on the skills sets of the former 
(see also [7]). They were subject to the same extensive peri-
ods of training and skill development that we still expect of 
scientists, and, since the mid 17th Century, peer review of 
their outputs from societies such as the UK’s Royal Society 
(of London for Improving Natural Knowledge – to complete 
the full name [8]). The motivation behind the move to pro-
fessional status of scientists was much more about ensuring 
that scientists from all backgrounds had a fair degree of fi-
nancial security and reward for their endeavours. 
We still see this long apprenticeship and continued peer 
review in domains where “citizen scientists” have been 
practicing continuously and without any specific technolog-
ical intervention. Within the UK, for example, citizens with 
a wide range of skill levels collect Biological Records, but 
the records are validated by members from networks of ex-
perienced County Recorders for the respective taxa. 
Tools to support participatory data collection and map-
ping are proving to be immensely empowering and power-
ful (see, for example, [9]). But in these cases, the partici-
pants are inexpensive vehicles for relatively straightforward 
data input activities – they provide the instrumentation (a 
smartphone) and the effort level to collect the primary data, 
but professional scientists collate and interpret the data. The 
citizens become important participants in the scientific en-
deavour, but they themselves are performing work that is 
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more at a technical support level than a scientist level. 
However, it is possible to use digital technologies to in-
crease both the skill levels of citizens, and the level of trust 
in the collective information gathered, in those domains 
where a level of interpretation is needed for the records that 
are input. Gaming is proving to be a particularly effective 
strategy. This was probably first used in Startdust@home, a 
project that uses thousands of volunteers to search for extra-
solar samples of solid matter in aerogel images collected 
from a comet [10]. The results from the volunteers are com-
pared, and a level of consensus is required in order to (a) 
determine if a collective result is believed, and (b) to pro-
vide a benchmark against which to assess the skill level of a 
participant. Through playing the Startdust@home participa-
tion game, citizen scientists both contribute to participative 
identification of dust particles and improve their own identi-
fication skills. 
We see a common strategy emerging. Firstly, the cogni-
tive skills where a human safely outperforms a computer are 
identified (for example, spatial reasoning in the case of Gal-
axy Zoo [11] and Foldit [3]). Secondly, a game is devised to 
both provide feedback to participants to improve their skills 
and to ensure there is a level of consensus on any interpreta-
tions of observables that are finally recorded. 
There are examples where participants have been trained 
in this way to a high level of expertise in certain recognition 
problems. However, we do not yet see a proper scientific 
foundation for an assessment of trust/confidence in collec-
tive data emerging. Neither is it yet clear what the scope and 
limitations are for this combination of computer and human 
analysis.  
Notwithstanding these concerns, the results that are be-
ginning to be obtained through citizen science projects are 
impressive, and hard if not impossible to achieve in any 
other way with finite resources. However, one final con-
cerns is beginning to emerge. The Nature paper on protein 
structure prediction through participative modelling has ten 
authors, including one identified as “Foldit players”. These 
Foldit players can legitimately see themselves as contrib-
uting to the scientific endeavour. We are seeing publications 
emerge in other areas with significant volunteer input (Gal-
axy Zoo has published 17 papers on galaxy classification 
[5]). Should these volunteers be explicitly named on any 
publications that use their data, as some are beginning to 
argue? 
This last is a difficult question, but one that does need to 
be debated. We will not do that here, however. Instead, we 
return to the description of Tiger Nation, together with the 
gaming strategies that we are using to improve the skills 
level of participants, and the reliability of the data that is 
being collected.  
III. TIGER NATION – BUILDING AN ECOSYSTEM 
Given the reputation of the Lion as the “King of the 
Cats”, it is perhaps surprising that the Tiger is in fact the 
largest member of the cat family. Since the landmark film 
Born Free, the conservation status of all the big cats has at-
tracted public attention [12]. However, this capturing of the 
public imagination is not leading to an inflation of their 
conservation importance. As a top predator, each big cat is a 
keystone species whose numbers are a strong indicator of 
the conservation status of their associated habitats. In a 
strong sense, the ghosts of big cats are the ghosts of habitats 
lost. 
Whilst we have seen the Nineteenth Century glamorisa-
tion of the massacre of big game by a wealthy elite replaced 
by a much more egalitarian and humane enjoyment of pho-
tographs and film of wildlife, the remaining populations of 
big cats and other large mammals are still heavily under 
threat. Pressure comes from habitat destruction, poaching 
for trophies and traditional “medicines”, and conflict from 
human populations who feel they and their livestock are at 
risk. 
Despite the increased public awareness and support that 
is operationalized through conservation charities such as the 
World Wide Fund for Nature (WWF) and the Born Free 
Foundation, populations of the big cats are still under threat. 
Specifically, three subspecies became extinct during the se-
cond half of the 20th Century. In terms of absolute numbers, 
the world’s wild tiger population has declined by over 95% 
since the turn of the 20th century to possibly as few as 3200 
remaining individuals today [13].  
Tiger Nation is a citizen science platform that aims to 
help protect tigers in the wild by raising awareness and par-
ticipation. It uses social media to empower tourists who vis-
it wildlife reserves, and makes use of shared information, 
such as photographs to collectively gather intelligence on 
the remaining populations of tigers. 
Tiger Nation is a citizen science project that is positioned 
between a citizen-focused and science-focused methodolo-
gy.  It has an emphasis on simplicity and adopts existing 
leisure practices (i.e. visiting wildlife reserves and taking 
photographs). At the same time it aims to simplify data en-
try for the user whilst ensuring that the data received is of 
scientific value. 
IV. USING ECO-TOURISTS TO TRACK TIGERS 
The wildlife reserves in India are popular tourist attrac-
tions that are visited by a large number of tourists each year. 
The interactions that these tourists perform, such as taking 
photographs, provide a potentially powerful information re-
source. Modern cameras provide meta-information such as 
time and location, which can be used to tell when and where 
photographs are taken. On a large scale, this information 
can be used collectively to elicit knowledge about tiger lo-
cations and behaviours. 
Tiger Nation uses a combination of features to motivate 
participation from the public: 
1. Participation in Science: Stripe recognition  
2. Gamification: Tiger match game 
3. Sense of competition: Visual rewards 
A. Stripe Recognition 
Photographs uploaded by users can be inputted into a 
stripe recognition system known as Stripe Sense. Typical 
cameras today contain a compass, GPS and clock. This in-
formation, when combined with a successfully identified 
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tiger, enables tigers to be tracked through space (geograph-
ically) and through time (Figure 1: tiger activity at a popular 
tiger reserve in India). 
 
 
Figure'1:'tiger'activity'at'a'popular'tiger'reserve'in'India'
Whilst experienced rangers can quickly identify a tiger 
from its unique pattern of stripes, producing a software tool 
that replicates their visual acuity in a general setting is still 
challenging. The photographs submitted can vary in quality, 
perspective of the subject, and degree of occlusion of the 
subject. 
Currently our stripe recognition software is in its infancy 
and therefore is not always accurate, especially given this 
wide range of inputs that are typical of photographs cap-
tured by tourists. Consequently, while we continue to use 
expertly identified images to train Stripe Sense, Tiger Na-
tion provides other means of identifying tigers and embrac-
es citizen science further. 
Before moving on to the use of gamification to improve 
the recognition, we should also note that there is one other 
practical difficulty to the automated collection of data. For 
reasons of security of the tiger populations, some nature re-
serves prohibit the use of smart phones. Hence, we cannot 
always depend on the availability of location/GPS infor-
mation. 
B. Crowd Sourcing to Improve the Recog-
nition 
A simple matching game is used to verify results of the 
stripe recognition software and to engage users. It is also 
used for images that are not suitable for stripe recognition, 
such as those that are of a varying scale or rotation, or are 
partially obscured. This follows a similar strategy to that 
discussed in Section II. Firstly, the collective intelligence of 
the crowd is used to vote on whether two images are of the 
same or different tigers. Secondly, the increased experience 
of individual participants is rewarded in order to stimulate 
further participation and experience generation. 
Figures 2 & 3 illustrate the tiger matching game. Pairs of 
photographs are successively displayed to a user, who is 
then asked to make a judgement as to whether they are the 
same or different tigers.  
 
 
 
Figure'2:'Tiger'match'game':'used'to'verify'results'through'user'
input,'which'is'motivated'by'gamification'
 
 
Figure'3:'Tiger'match'game'–'two'photographs'are'presented'to'
the'user'with'three'simple'options'and'this'information'is'col:
lected'on'a'large'scale'to'form'collective'intelligence'
 
An incentive mechanism has been implemented, which 
through visual rewards (such as points and badges), aids us-
er motivation and triggers the participation stimulus to en-
sure continuity and engagement. During a 3-week private 
beta testing period, about 300 responses from 20 test users 
have been recorded for the tiger match game. Of these, 220 
responses could make a definite match or no match choice 
from the user’s perspective. The remaining 80 were “indeci-
sive” (the “Not Sures”). The indecisive responses can be 
due to a range of reasons: one or both of the photographs 
containing more than one tiger; incompatible perspectives 
of the two images (one from front, one from behind; differ-
ent sides; one image being an extreme close up, the second 
a more distant shot; serious occlusion or lack of focus).  
The 20 beta testers were experienced tiger watchers, so 
this provides us with an almost best case trial (“best case” 
would probably have been 20 experienced rangers, although 
certainly some of our beta testers would be as experienced 
at tiger recognition as the best rangers). It is extremely 
doubtful that we could train Stripe Sense to improve on this 
level of performance (simply because it is the experienced 
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tiger watchers who provide the ground truth). So, we must 
accept that there will always be a certain percentage of im-
ages entered into the system that cannot be positively identi-
fied. 
V. GROWTH OF THE ECOSYSTEM 
Tiger Nation moved out of private beta test on 16th March 
2012. As we gained further experience with the crowd 
sourcing of tiger identification, we made some important 
changes. The network of volunteers created by the Tiger 
Nation platform was initially an equal-weighted network, as 
per conventional voting, with user contributions being 
equal.  This quickly migrated to a weighted network, with 
contributions weighted by users with expertise and 
knowledge, such as park rangers. 
 
 
Figure'4:'equal'weighted'network,'moving'to'a'weighted'net:
work'and'ultimately'a'higher'density'network.''The'evolution'of'
the'network'moves'from'a'simple'voting'mechanism'to'collec:
tive'intelligence'from'an'empowered'community'of'users.'
The ecosystem that is growing is truly international, with 
early adopting users from a wide range of countries, includ-
ing: India, US, UK, Oman, Bangladesh, Spain. This is quite 
impressive given the short amount of time for which the site 
has been publicly accessible, and valuable amounts of in-
formation are being provided. The page for Machali (Figure 
5), for example, now has 17 positively identified images up-
loaded.  
 
 
'
Figure'5:'The'page'for'tigress'Machali,'a'truly'royal'tiger'who'has'
been'the'subject'of'books,'films'and'even'lifetime'achievement'
awards.'
VI. CONCLUSIONS 
By empowering users and decentralising the science, the 
case study demonstrates that positive information can be 
retrieved which can be put to use. Gamification can be used 
to motivate participation and improve otherwise unsuper-
vised algorithms, such as the stripe recognition method. 
Conventionally, such tasks can be difficult to achieve.  The 
platform is scalable and through the help of experienced 
scientists the network should be self-sustainable.  
It is predicted that the network of users that support Tiger 
Nation will sustain the platform and educate each other.  
This has already been evident through the commenting 
mechanism of the website and further platform features 
should enable this to grow. 
We are, however, still being cautious about the use of 
gamification. With the use of gamification, there is an in-
herent risk of the game elements interfering with the quality 
of the results received. As mentioned, we have seen an in-
creasing influence being given to the more expert judge-
ments in the voting process. Possibly we will need to intro-
duce a Bayesian updating mechanism whereby the weights 
of participants in the crowd-sourcing network are initialised 
based on their prior experience upon joining, and then pro-
gressively updated as they gain experience through their 
continued membership of Tiger Nation. However, equally 
possibly we may revert to a pool of experts to provide the 
ground truth for further training of the recognition software. 
Currently, the decision is out on this. 
Overall, Tiger Nation is proving to be extremely success-
ful as a digital medium for building a participative commu-
nity of enthusiasts. As such, we would claim it is a prime 
example of a digital ecosystem for citizen science. Whether 
we will be able to use it to grow the level of expertise of 
non-expert citizens in interpretation, rather than just sub-
mission of raw data in the form of unidentified images and 
associated recorded meta-data is less certain. But we are 
sure it will continue to grow its role as a vehicle for promot-
ing the conservation and scientific understanding of these 
beautiful creatures. 
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Abstract—Online communities can have positive effects on
social capital and ultimately on organisational performance. The
former is of great importance to non-profit organisations in the
third sector, for which it is a key component of their success.
This paper starts by defining a community. It then discusses the
importance and potential of virtual communities of practice for
the third sector and highlights prior social network analysis of the
online networks for a local conservation organisation. It is evident
that groups emerge organically from existing social platforms
and it is proposed that institutionalised platforms, with more
interactive features, and that are aimed at a particular audience,
could yield further online community activity and lead to further
social capital improvements. This paper provides a background
and rationale for a research project which aims to determine the
value of online communities for enterprises, particularly in the
third sector.
I. INTRODUCTION
Many third sector1 organisations are exploring the use of
social computing to grow social capital in their respective
organisations. This is partly in response to a decline
in the effectiveness of face-to-face networking and other
conventional social capitals. Putnam [1] argues that society has
become increasingly disconnected, which is ironic given that
society has never been better connected through online means.
We are exploring this in the particular context of a local
charity, the Surrey Wildlife Trust2. Although the membership
of the Trust has grown significantly in the last fifteen years
(over 30,000 members currently), it has simultaneously seen a
significant reduction in the support for its local group network
across Surrey. The number of local groups, which organise
walks and talks and other social events, has declined to a large
extent during the previous two decades. The Trust has tried
various initiatives to try and stimulate interest in these groups,
but accepts now that it is almost impossible to get younger
members to interact with the Trust in this way.
In contrast, members are increasingly willing to use online
media. Social capital is important for the Trust, as it relies
on its membership not just for income, but also, amongst
other things, for: practical support in its work; expert advice
on specific aspects of wildlife; and, local knowledge in
responding to requests for advice on planning applications.
1The third sector is the voluntary sector, which consists of non-profit,
volunteering, charitable and non-governmental organisations
2http://www.surreywildlifetrust.org.uk
This paper provides a background and rationale for a
research project with the Trust, which aims to answer two
questions. Firstly, what are the most effective techniques for
building communities of practice and social capital within
the Trust as a membership organisation? Secondly, does this
increase in social capital lead to a measurable enhancement in
the business effectiveness of the Trust? This paper analyses the
organisation’s existing online networks and their social capital.
II. ESTABLISHING A SENSE OF VIRTUAL COMMUNITY
There is some ambiguity in the definition of a community.
Literature suggests that a neighbourhood is only a community
if a ”sense of community” (SOC) occurs. Similarly, it could be
said that a virtual neighbourhood is not a virtual community
unless a ”sense of virtual community” (SOVC) occurs. Ac-
cording to Jones [2], a virtual neighbourhood only becomes a
virtual community when interaction is present and when it is
above a certain threshold.
The lack of consensus definition of community means that
there is also ambiguity in the definition of SOC. For example,
the term SOC has often been associated with an outcome of a
community, but also as part of the definition of a community.
This research project assumes that SOC is a psychological
concept which focuses on the experience of community. The
most widely accepted and used definition is the McMillan
and Chavis framework [3]. Under this definition, a SOC is
composed of a perception of four main elements:
• Membership (perception of boundaries, safety, belong-
ing, identification and participation)
• Influence (perception of having an influence in the group,
and the group having an influence on the members)
• Integration and need fulfilment (a reward mechanism)
• Shared emotional connection (shared history, geo-
graphic location, or participation)
Prior case studies of communities in a virtual setting (see
[4]) have provided evidence that community participants can
experience the same characteristics that are in a physical
setting. However, the experience of being in a virtual commu-
nity is likely to be different to a physical community as the
environmental context has changed, so it is therefore expected
that the overall perception of a sense of community will be
different.
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III. ONLINE COMMUNITIES AND ORGANISATIONAL
PERFORMANCE
A Community of Practice (CoP) is defined as a group of
people who share an interest and are active practitioners (or
experts) in their shared field. CoP have become associated
with knowledge management, and are considered an important
resource of information. They have had positive impacts on
organisational performance, in terms of financial and social
capital [5] [6] [7] [8].
Social capital is important for most organisations but, in
particular, organisations in the third sector identify social
capital as a key component of their mission. For example,
Surrey Wildlife Trust do not rely on their membership base
solely for financial support, but also for labour, knowledge
and advice. That said, social capital has also been related
with charitable giving [9]. Users of social media are typically
in the lower age range demographic. Interestingly, this
population has declined in its rate of growth of charitable
giving in the UK economy [10]. Engagement with this age
group is important.
A sense of community has been found to increase job
satisfaction and organisational citizenship behaviour, such as
loyalty and altruism [11]. It has also been found to lead to im-
proving participants perception of belonging and membership
[12]. Online CoP is therefore an attractive proposition for any
organisation, internally and externally.
Third sector organisations form gift economies and their
members often provide resources without receiving any ex-
plicit reward. This may be an important driver for cultivating
successful online CoP for the third sector, as successful com-
munities typically consist of participants that feel rewarded for
their actions in some ways and the reward mechanism may be
financially inexpensive.
A. Cultivating Online Communities Using an Online Platform
Cultivating an online CoP is a challenging process and many
attempts have failed. For this reason, there is a lack of case
studies demonstrating the successful emergence of online CoP.
It is evident that the most common reason for failure is a lack
of effective reward mechanism. However, it is still not known
how to guarantee that community members are fully satisfied
and continue to engage [13].
In the first part of our study, we have completely redevel-
oped the Trust’s existing web presence. This has been a very
positive result for the Trust in itself but more importantly, it
provides us with a platform from which to enhance the online
presence of the Trust. We have already done this with the
inclusion of capability to: purchase goods online; join and
donate online: and, subscribe for an e-newsletter.
The current online presence facilitates linear
communication, that is without interaction, and does
not foster a community. Our next step will be to develop
the website into a collaborative platform for internal use (i.e.
employees and volunteers) and for external stakeholders (i.e.
membership base, local community).
IV. SEARCHING FOR A SENSE OF COMMUNITY
In order to obtain a baseline value of online connectivity and
social capital, existing online networks were examined. Three
types of network were analysed: website visitors, hypertext
and Twitter3. These networks were analysed in terms of their
density, which determines the connectedness of the network,
the existence of clusters, which illustrate elements with high
communicative activity, and their approximate physical geo-
graphical location.
A. Website Analytics
Historical data of one year from Google Analytics4 was
analysed geographically. The results demonstrated that the
website of the Trust was being accessed and used by the
geographical community where the Trust is based. The usage
pattern did not align with the location of the existing mem-
bership base, which suggests that a different range of users
were engaged, and a proportion of existing members were not
benefiting from the online presence.
B. Hyperlink Network Analysis
Hyperlinks in the World Wide Web are used by search
engines to indicate the importance of a page. Can they also
be used to determine the social value of an online network?
Hyperlinks are social ties and provide information about the
communication and social structure of a community [14]
[15] and when a computer network connects people and
organisations it is a social network [16]. Hyperlink structures
can be used to discover information about various actors and
their connections in an online network [17].
The hyperlinks of the Trust’s web presence were collected
and visualised using Voson+NodeXL5 (see Figure 1 and
Figure 2). Vertices were formed of websites with inbound and
outbound hyperlinks to the Trust’s web presence. Edges were
formed of the inbound and outbound links between websites.
The network shows that the hyperlink network of the Trust
has low density.
Fig. 1. 1 degree social network graph of the Trust’s hyperlink network
3http://www.twitter.com
4http://www.google.com/analytics/
5http://voson.anu.edu.au/
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Fig. 2. 2 degree social network graph of the Trust’s hyperlink network
C. Twitter Network Analysis
Twitter was used for prior analysis of community emergence
online. In undertaking social network analysis of the Trust’s
network (using NodeXL6), the edges were formed of three
types of interaction: following, mentioning and replying.
Figure 3 illustrates that the majority of the interactions are
direct and shows that the network density is low, which
indicates very low connectedness. However, Figure 4 (the
same graph as Figure 3 but with edges with a degree of
centrality made visible) identifies a group of connected users
emerging within the network.
Fig. 3. Social network graph of the Trust’s complete Twitter network
The Twitter network was geocoded (using information from
those users who provided location information in the form
of geocoded messages or completed location field) and this
information showed similar results to that of the website
visitors; users did not align with membership base. Twitter is
a social tool so it is of interest that its community was loosely
connected and similar to that of the hyperlink network.
6http://nodexl.codeplex.com
Fig. 4. Social network graph showing users with a degree of centrality within
the Trust’s Twitter network
V. CONCLUSION
A perception of a sense of virtual community is difficult to
define but can be similar to experiencing a physical sense of
community. Third sector organisations should cultivate virtual
communities of practice as they provide them with numerous
benefits and possibly at a lower cost in comparison to other
business models in other sectors.
Social network analysis of three existing online networks
revealed that there are differences in the density, topology
and geographical location of users online. It is evident that
a community has emerged online but whether a ”sense of
virtual community” has been realised is unknown. We believe
that our initial analysis of the Trust’s online networks demon-
strated positive results and showed that cultivating an online
community may be possible. Further social network analysis
(for example to reveal those users with the highest influence
in terms of connectivity) will aid the bootstrapping process.
Future work will explore internal networks, such as e-mail,
to see how the Trust is engaging within. The initial analysis
performed will be compared with the community that is
fostered with the creation of open internal and external social
tools, which will be developed within the next two years, and
provide more interactions. It is expected that further interaction
options will yield networks with higher density and dense
egocentric networks and ultimately increased social capital.
Institutionalised social platforms may be more successful than
more simple tools such as Twitter, as they can be tuned to
the specific needs of the stakeholders and can offer more
interactive features. Further analysis will be performed using
social science methodology to measure the extent to which a
sense of community is experienced by the participants.
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11. APPENDIX B: MEDIA COVERAGE 
Tiger Nation selected media coverage 
Times of India: Can Facebook save the Indian tiger? 
http://timesofindia.indiatimes.com/life-style/people/Can-Facebook-save-the-
Indian-tiger/articleshow/14205880.cms 
Published 17 June 2012 
The Telegraph: Tiger Nation 
http://www.telegraph.co.uk/news/earth/earthpicturegalleries/9228483/Tiger-
Nation.html?frame=2203786 
Published 27 April 2012 
The Telegraph: Harnessing social media in the fight to save the tigers 
http://www.telegraph.co.uk/travel/news/Harnessing-social-media-in-the-fight-
to-save-the-tigers/ 
Published 25 May 2012 
Geek: Facial recognition used to track endangered Bengal tigers 
http://www.geek.com/science/facial-recognition-used-to-track-endangered-
bengal-tigers-1577205/ 
Published 13 November 2013 
 
Tiger Nation was also featured in the New York Daily News, Daily Telegraph, OK!, BBC 
Wildlife, The Sun, Wildlife Extra, BBC News 24, BBC Worldwide, India Today and on 
National Indian TV Service NDTV.  
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Wildsense selected media coverage 
Wildlife photo-ID network workshop, Finland: Aaron Mason gave keynote presentation 
Talk given on 3 September 2015 
National Geographic: Catch a Tiger by the App, pp32-33 
Published February 2016 
BBC World News: Aaron Mason interviewed on live television broadcast about the 
Wildsense project 
Televised 19 March 2015 
BBC Newsround: Tiger-tagging app launched 
http://www.bbc.co.uk/newsround/31938139 
Published and televised 18 March 2015 
BBC News: Tiger-tagging app aims to boost surveillance 
http://www.bbc.co.uk/news/science-environment-31869772 
Published 18 March 2015 
Wired (in collaboration with CA Technologies): Tagging a Tiger: App Tracks Endangered 
Big Cats 
http://rewrite.ca.com/us/articles/application-economy/tagging-a-tiger-app-
tracks-endangered-big-cats.html 
Published 10 March 2016 
 
Wildsense was also featured in BBC Radio, University of Surrey, Popular Science, 
Good, Take Part, BBC World Service Click, TreeHugger, Fast Company Exist, PSFK 
and other local and international media. 
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12. APPENDIX C: TIGER NATION 
Tiger Nation homepage 
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Tiger Nation newsfeed  
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Tiger Nation tiger profile 
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Tiger Nation reserve page 
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13. APPENDIX D: WILDSENSE TIGERS 
Wildsense Tigers iPhone screen 
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Wildsense Tigers iPad screen 
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