Abstract. This chapter seeks to clarify the sense in which classical mechanics is time reversal invariant. I point out that some common folk wisdom about time reversal invariance is strictly incorrect, by showing some explicit examples in which classical time reversal invariance fails. I then propose two ways capture the sense in which classical mechanics is time reversal invariant.
Introduction
Contrary to popular belief, there are a number of ways that time reversal invariance can fail in classical mechanics. In this chapter, I review several common claims about time reversal invariance in classical mechanics, and show how they are incorrect without further qualification. I then propose two positive qualifications within the Hamiltonian formulation of mechanics, and show that they are sufficient for time reversal invariance. First, I point out that time reversal invariance follows whenever velocity is proportional to momentum. Second, I show that time reversal invariance can be seen to hold for a broad class of "ordinary" classical systems, where "ordinary" is qualified by the presence of Galilei covariance.
1.1. Example: the harmonic oscillator. To get an appropriate fix on the meaning of time reversal, we'll need to discuss both the Newtonian "force" formulation as well as the Hamiltonian formulation of classical particle mechanics. To keep things simple, let's begin with the example of a bob on a spring.
In the Newtonian formulation, the furniture of the world consists of force fields and point particles in space. For the simple harmonic oscillator, there is a force field that grows in proportion to the distance from a central point, and there is a massive particle located somewhere in that force field, as shown in Figure 1 (a). The motion of the system is governed by Newton's law, which sets the acceleration of the particle proportional to the force. On the Hamiltonian formulation, we don't really need to say what the furniture of the world is, except that it can be characterized by a manifold of states ("phase space"), each of which can be assigned an energy value by a smooth function that we call the Hamiltonian. For the harmonic oscillator, those states can be written as positionmomentum pairs (q, p) ∈ R 2 , and the energy values increase with the square of the distance and momentum, h = ap 2 +bq 2 . The motion of the system is determined by Hamilton's equations, which for the oscillator say that the change in q and p goes along an ellipse of constant energy, such as those in Figure 1 (b) .
Notice that in this diagram, the clockwise direction of the arrows matters. We take a positive p to represent "rightward pointing momentum," and a negative p to represent "leftward-pointing momentum." So, as the state of the bob winds clockwise along the top half of an ellipse, the bob moves to the right in space with rightward-pointing momentum. As it winds along the bottom half, the bob moves to the left in space with leftward-pointing momentum. But, on this interpretation of the coordinate axes, it makes no sense for the state of the bob to move around the ellipse in the counterclockwise direction. That would imply that the bob's momentum goes in the opposite direction of its motion, which is meaningless for a harmonic oscillator satisfyinġ q = mp (with m > 0). This is an important distinction: when I say that such a description would be "meaningless," I mean that it would be impossible given our background assumptions about the meaning of velocity and momentum in this system. This is not to say that it would be "impossible according to the laws of motion." Indeed, the statement thaṫ q = mp is logically independent of whether or not Hamilton's equations are satisfied. Thus, violating that statement is not a violation of the laws of motion. It is simply a meaningless way to describe a system like a bob on a spring. This is perhaps an obvious point, but crucial to bear in mind as we turn to the meaning of time reversal.
1.2. The meaning of time reversal. Suppose we film our harmonic oscillator bobbing back and forth, and then play the film in reverse. The result would be a new "reversed" motion of a bob on a spring. This transformation is roughly what will be meant by the time reversal transformation.
How should this transformation be described mathematically? In the Newtonian formulation, it is simply the reversal of the order of events in a trajectory x(t). That is, if x(t) is the curve describing the position of the bob over time, then the time-reversed trajectory is given by x(−t). In this formulation, time reversal has no effect on the initial state x(0) ∈ R. Reversing the order of events in a trajectory enough.
In the Hamiltonian formulation, reversing the order of events in a trajectory (q(t), p(t)) is not enough. In terms of the phase space depicted in Figure 1(b) , an order-reversal by itself would just reverse the direction of the arrows, from the clockwise to the counterclockwise orientation. As we noted at the end of the last subsection, this would say that as the bob moves to the right, it has leftward-pointing momentum. This is not an example of the failure of time reversal invariance, because it is not a violation of the laws of motion. It is simply a meaningless statement about the system, given that we take it to satisfy p = mq. This transformation is therefore not a plausible candidate for time reversal.
A better candidate for time reversal is obtained by observing that time reversal in the Hamiltonian formulation has two parts. First, time reversal requires a transformation of phase space that reverses momenta and preserves position: T (q, p) = (q, −p). Second, it requires reversing the order of events in each trajectory. These two parts of the transformation are displayed Figure 2 . The result is a transformation that satisfies our background assumption that p = mq.
The operator T appearing in the first part of the transformation is referred to as the time reversal operator. One can speak quite generally about time reversal operators, in a way that applies to both the Hamiltonian and the Newtonian formulations. In general, the time reversal operator is a bijection on a theory's space of states, whatever that space may be. In the Hamiltonian description of the harmonic oscillator, it is an operator on phase space, T : R 2 → R 2 . In the Newtonian description, it is a transformation of physical space, T : R → R. The latter is easy to miss, because it is simply the identity transformation T (x) = x. The former is more conspicuous, because it is in general not the identity. However, both are examples of a time reversal operator. We will take time reversal to refer to both the application of the time reversal operator on a given theory's state space, together with the reversal of the order of events in trajectories.
1.3. Time reversal invariance. Our discussion is about the circumstances under which a system is time reversal invariant. A system is time reversal invariant if time reversal takes each trajectory satisfying the laws of motion to another trajectory, which also satisfies the laws of motion.
One can quickly see that the harmonic oscillator is time reversal invariant in this sense. In terms of Figure 2 , each elliptical trajectory is transformed to another elliptical trajectory, and indeed to the very same ellipse. (Time reversal invariance does not always require that each trajectory be mapped to itself, but this happens to be the case for the harmonic oscillator.) More formally, one can verify time reversal invariance by observing the effect that time reversal has on Hamilton's equations or on Newton's laws. We will show this formal fact explicitly in the next subsection.
The general definition of time reversal invariance in classical mechanics is just like the harmonic oscillator. It can be stated as follows.
Definition 1 (time reversal invariance). Let γ(t) : R → M be a curve through some manifold of states M that characterizes a dynamical trajectory. Let T : M → M be the time reversal operator with respect to M. A theory of curves on M is called T -reversal invariant (or simply time reversal invariant) if, whenever γ(t) is a possible trajectory according to the theory, then so is T γ(−t).
We say "the time reversal operator with respect to M" because, at this level of generality, one cannot say much more than that about T . Its meaning depends on physical facts about the degrees of freedom that the space of states M represents. If M = R 3 represents the location of a particle in space, T is the identity operator. Given Newton's laws, time reversal invariance then means, "x(t) solves Newton's equation only if T x(−t) = x(−t) does." On the other hand, if M = R 6 represents the position and linear momentum of a particle, T is not the identity. Given Hamilton's equations with p = mq, time reversal invariance then means, "(q(t), p(t)) solves Hamilton's equations only if T (q(−t), p(−t)) = (q(−t), −p(−t)) does." In general, specifying the precise meaning of the time reversal operator T : M → M requires specifying facts about what the space of states M represents in the physical world.
1.4. Two useful facts. Let me conclude this section by stating two useful facts, which will facilitate the identification of time reversal invariance in the remainder of our discussion.
Lemma 1. The statement that F (x, t) = F (x, −t) is equivalent to the statement that x(−t) satisfies Newton's equation whenever x(t) does.
Proof. (⇒): Suppose F (x, −t) = F (x, t). Let x(t) satisfy Newton's equation with this force. Since this equation holds for all times t ∈ R, we can substitute t → −t to get
, which says that the time reversed trajectory x(−t) satisfies Newton's equation.
(⇐): Suppose that x(t) is a solution, then so is x(−t), for some force F (x, t). Then we have that both m
, and substituting that into the latter we have
is equivalent to the statement that (q(−t), −p(−t)) satisfies Hamilton's equations whenever (q(t), p(t)) does.
Hamilton's equations with h(q, p). Since these equations hold for all t, we can substitute t → −t to get
and dp(−t)
The former implies
, and the latter implies
, by simply pushing negative signs around and by our hypothesis that h(q, p) = h(q, −p)+k. But this just says that the time-reversed trajectory (q(−t), −p(−t)) satisfies Hamilton's equations.
(⇐): Suppose that (a) (q(t), p(t)) and (b) q(−t), −p(−t) are both solutions. Substituting t → −t into Hamilton's equations with (a) gives
There is nothing novel about these well-known facts. I state their proof here only for convenience, as we will be make significant use of both in the next section.
What does not underpin classical TRI
Overzealous textbook authors have been known to make the following sweeping claim.
Claim 1. Classical mechanics is time reversal invariant.
Philosophers have often fallen for this ruse as well. For example, Frigg (2008) writes that time reversal invariance (TRI) cannot fail in the Hamiltonian formulation of classical mechanics (which he calls HM).
HM is TRI in this sense. This can be seen by timereversing the Hamiltonian equations: carry out the transformations t → τ and (q, p) → R(q, p) and after some elementary algbraic manipulations you find dq i /dτ = ∂H/∂p i and dp i /dτ = −∂H/∂p i , i = 1, . . . , m. Hence the equations have the same form in either direction of time. (Frigg 2008, p .181) Frigg's conclusion, like Claim 1, is strictly incorrect. A simple counterexample is a classical system with a so-called "dissipative" force 1 .
For example, Newton's laws (and Hamilton's equations) allow trajectories in which a block slides along a smooth surface, subject to the force of friction, until eventually coming to a stop. However, the timereversed trajectory of a block that spontaneously begins accelerating from rest is not a possible solution. These systems are described by Hamiltonians for which h(q, p) = h(q, −p) + k. As we observed in Lemma 2, this is sufficient for the failure of time reversal invariance. The significance of such examples for time reversal has been emphasized by Hutchison (1993) . More charitably, Frigg and other authors sympathetic to Claim 1 must make a tacit assumption about the scope of classical mechanics. For example, many would avoid considering dissipative forces in the description of elementary classical systems. Indeed, Callender (1995) responds to Hutchison by arguing that systems with dissipative forces like friction are not "interesting" examples of classical systems, at least from a foundational perspective. The apparent "force" of friction only arises out of an incomplete description of the block on the surface. If the more elementary interactions between the block and the surface were accounted for, then the force describing the system would take a very different form. Time reversal invariance would stand a chance of being regained.
However, we are not out of the woods yet. When authors more explicitly state the assumptions underlying what they take to be classical mechanics, one often finds the following claim.
Claim 2. Classical mechanical systems that are "conservative" are also time reversal invariant.
For example, Callender (1995, p.334) writes that, on the assumption that there are no non-conservative forces, "it is easy to verify that classical mechanics is TRI." The correctness of that claim, however, hinges on the precise definition of the term 'conservative.' There are two points that I would like to make about this. First, on the usual definition of a conservative system, as one that "conserves energy" in some sense, Claim 2 is simply false. I provide counterexamples in Sections 2.1 and 2.2. Second, there is a stronger definition of "conservative" that requires the force F (x, t) (or the Hamiltonian h(q, p)) to take a certain functional form. This is sufficient for time reversal invariance -and this surely is the definition that Callender has in mind. However, the physical motivation for that stronger requirement has not yet been made clear. I will discuss this point in Section 2.3.
Conservative but not TRI, part I.
Here is a typical textbook definition of a conservative system in the Newtonian force formulation. This definition makes use of the quantity of work W 12 = F · dx required to transport a system between two points 1 and 2 along a path through configuration space.
If the force field is such that the work W 12 is the same for any physically possible path between points 1 and 2, then the force (and the system) is said to be conservative. (Goldstein et al. 2002, p.3 ). This definition is equivalent to the statement that the work around a closed loop in configuration space is zero. A conservative system is thus one in which there is no "free work": if a procedure ends in exactly the same state that it started in, then no total work has been done.
This definition of a conservative system is not sufficient to guarantee time reversal invariance. Here is a simple example to illustrate. Take a particle in three spatial dimensions, with position x = (x 1 , x 2 , x 3 ). As a shorthand, we will writeẋ := dx/dt, and thus denote the particle's velocity byẋ = (ẋ 1 ,ẋ 2 ,ẋ 3 ). Suppose the particle is subject to a force field defined by,
That is, the force on the particle is orthogonal to both its position and velocity vectors.
This system is "conservative" on the definition above. The reason is that the cross product (x ×ẋ) is orthogonal to x, and hence to dx. So, the line integral characterizing work W P along any path P is given by
The system is thus system "maximally lazy": no work is ever done, along any path whatsoever. It is therefore trivially conservative.
Nevertheless, the system fails to be time reversal invariant. The motion of the system is strange, typically displaying a "spiraling" behavior that occurs in a preferred orientation. Namely, the particle accelerates in the direction orthogonal to x andẋ that is given by the right-hand-rule 2 (Figure 3 ). Because this preferred orientation is not preserved under time reversal, the system fails to be time reversal invariant. To verify this formally, we simply observe that F (x, −t) = x × (−ẋ) = −F (x, t). So, F (x, −t) = F (x, t), and time reversal invariance fails by Lemma 1. Thus, being conservative in the sense of "no free work" is not sufficient for time reversal invariance.
Conservative but not TRI, part II.
There is another natural definition of a "conservative" system in the context of Hamiltonian mechanics. Namely, since we interpret the Hamiltonian h to represent a system's total energy, "conservative" can naturally be taken to mean that h is a conserved quantity, dh/dt = 0.
There are many conservative systems of this kind that violate time reversal invariance. A simple example is a particle described by the Hamiltonian h = p. Since dh/dt = ∂h/∂t = 0, this system is conservative in the required sense 3 . However, since h(q, −p) = h(q, p)+ k, Lemma 2 implies that the system is not time reversal invariant.
A somewhat more interesting example is the system described by the Hamiltonian h = m 2q 2 , where mq = (p − q). This system can be interpreted as representing a free particle, in that the energy of the system is given entirely by a "kinetic energy" term. Like the previous system, it is conservative in that dh/dt = ∂h/∂t = 0. But this system is also fails to be time reversal invariant, because h(q, −p) = h(q, p)+ m 2 qp, and hence h(q, −p) = h(q, p).
There are thus various ways in which a system that is conservative in the sense of "conserving energy" can nevertheless violate time reversal invariant. If one wishes to guarantee time reversal invariance, a stronger condition is needed.
3 Here I make use of the fact that dh/dt = ∂h/∂t. This is because, by the chain rule, and dp dt = − ∂h(q,p) ∂q , we see that the latter two terms sum to 0, and so we get dh/dt = ∂h/∂t.
'Strong' Conservative implies TRI.
In the context of Newtonian force mechanics, Arnold (1989, p.22 ) defines a conservative system to be one in which all forces have a particular functional form:
for some scalar field V (x), which (crucially) depends only on position.
We might refer to this as "strong" conservativeness. On this definition, Newton's equation is manifestly time reversal invariant, because the right hand side of Equation (1) has no t-dependence, and thus F(x, t) = F(x, −t). This is certainly one way to guarantee time reversal invariance. But what reason do we have to believe that classical forces must take this functional form? It is certainly the case the some forces can be written in this way. But asserting this is no better than asserting the obvious fact that some systems are time reversal invariant. Such statements about particular contingent facts are unhelpful, if the goal is to understand the general sense in which classical mechanics is time reversal invariant.
The problem has an analogue in the Hamiltonian formulation. If the Hamiltonian h has its "common" form h = (m/2)p 2 + v(q), then h(q, p) = h(q, −p), and we are guaranteed time reversal invariance. But what reason do we have to think that the Hamiltonian must have this functional form? If we are to go beyond the banal fact that many classical systems just happen to take this form, we must minimally seek a reason why classical Hamiltonians (or classical force fields) have the functional form required by "strong" conservativeness.
There are reasons to think that ordinary systems in classical particle mechanics will take a restricted form, and indeed a form that is time reversal invariant. In the next section, I will point out two such reasons.
What does underpin classical TRI
An account of the sense in which classical mechanics is time reversal invariant should do things. First, it should state a general premise or set of premises, which may plausibly be taken to hold of some important subset of classical mechanical systems. Second, it should show that these premises are sufficient to establish time reversal invariance. In this section, I would like to point out two such accounts available in the Hamiltonian formulation of classical mechanics.
3.1. Velocity-momentum proportionality and TRI. Let me summarize a few facts about the Hamiltonian formulation that we have discussed so far. The state of many classical systems can be given by a point (q, p) ∈ R 2n . The motion of such systems is typically given by a Hamiltonian function h(q, p), which satisfies Hamilton's equations,
for each i = 1, . . . , n. We presume that the Hamiltonian is independent of time. As we saw in Section 2.2, this implies that such a system is "conservative" in the sense that dh/dt = 0, but not necessarily that it is time reversal invariant. The latter holds only if and only if h(q, p) = h(q, −p).
Is there an interesting kind of classical system for which time reversal invariance is guaranteed? One such class, I claim, is the following.
Claim 3. If the momentum of a system is proportional to its velocity, p = mq, then the system is time reversal invariant.
In Section 1.2, I argued that the proportionality p = mq is an essential part of what it means to be a "classical bob on a spring." Indeed, it is essential to an extremely broad class of classical systems, including virtually all conservative (meaning dh/dt = 0) systems considered before the introduction of electromagnetic vector potentials in the 19th century. It is also straightforward to show that such systems are time reversal invariant.
Proposition 1. Let (q(t), p(t)) satisfy Hamilton's equations with the Hamiltonian h(q, p). Suppose that p = mq for some constant m. Then time reversal invariance holds, in that (q(−t), −p(−t)) also satisfies Hamilton's equations.
Proof. Taking partial derivatives of p = mq with respect toq gives ∂p = m∂q. We substitute this expression in for the ∂p appearing in hamilton's equations,q
Multiplying by m∂q and integrating for h gives
for some function v(q) of q alone. Finally, we substitute p = mq to get h(q, p) = 1 2m
. This Hamiltonian obviously satisfies h(q, p) = h(q, −p), which is a sufficient condition for time reversal invariance. This provides a first step toward understanding the extent to which classical mechanics is time reversal invariant. It may be summarized as follows. Classical mechanics does allow a variety of "anomalous" systems that are not time reversal invariant, even among those systems that conserve energy. But, if the momentum of a particle is proportional to its velocity, then none of these anomalous systems are allowed. Time reversal invariance is guaranteed.
3.2. Galilei invariance and TRI. There is another, even more general statement about the broad set of classical systems that are time reversal invariant. It is the classical analogue of the theorem discussed in the previous chapter. That statement is given precisely in Proposition 2 below, but may be stated roughly as follows.
Claim 4. If a classical Hamiltonian system is such that (1) half of the degrees of freedom represent "position" in an appropriate sense, and (2) the motion of the system is covariant under spatial translations and Galilei boosts, then the system is time reversal invariant.
I will formulate these conditions in the general geometric framework for Hamiltonian mechanics, in which a global Cartesian coordinate system (q, pp) is not presumed. Part (1) is thus required in order to give precise meaning to "spatial translations" and "Galilei boosts"in part (2). By invariance under spatial translations, I aim to capture the assumption that a system does not distinguish a preferred point in space. By invariance under Galilei boosts, I aim to capture the assumption that a system does not distinguish a preferred reference frame.
This account of time reversal invariance, unlike the previous one, requires a certain amount of mathematical machinery in order to formulate precisely. In the remainder of this section, I will set out the required notation and definitions, and then show the sense in which the Claim is true.
3.2.1. Notation. My notation for Hamiltonian mechanics will now roughly follow that of Geroch (Geroch 1974, §1-2) . Let P (for "Phase space") be a smooth 2n-dimensional manifold. Each point x ∈ P will be interpreted as a "possible state" of a classical system. A function f : P → R will be interpreted as an "observable." Observables assign real values to each possible state of our system, and can represent physical quantities such as the energy or position of that state.
I adopt the "abstract index" notation of Penrose, and accordingly denote a vector v a with an index upstairs, and a covector w a with an index downstairs. The operation of contraction (sometimes called "interior multiplication" or "index summation") between tensors will be indicated by a common index in both upper and lower positions, such as w a v a . The unique exterior derivative on k-forms of a manifold will be denoted d a .
The central features of Hamiltonian mechanics are captured by a symplectic form on P. Mathematically, a symplectic form is a 2-form on P, denoted Ω ab ; that is, Ω ab is a skew-symmetric (Ω ab = −Ω ba ), bilinear mapping from pairs of vectors in T P to the reals, Ω ab :
. This implies that Ω ab is a bijection from vectors to covectors, and thus has an inverse; we denote its inverse by Ω ab . The interpretive significance of the symplectic form is that it allows us to input an observable h, and output a unique smooth vector field H a := Ω ba d b h, such that the value of h is conserved along the trajectories that thread the vector field H a . This generalizes the traditional role that Hamilton's equations play, in providing a space of deterministic trajectories along which energy is conserved. There do exist classical descriptions that fail to satisfy these conditions, and thus that fail to admit a symplectic form. However, the scope of our discussion will be restricted to the broad class of classical descriptions that do.
Given a manifold and a symplectic form (P, Ω ab ), it will be convenient to define the Poisson bracket {· , ·} on smooth functions f, h : P → R, given by
The right hand side is itself a smooth function on P. So, the Poisson bracket takes a pair of scalar fields to a scalar field. From Ω ab and d a , the Poisson bracket inherits the properties of being antisymmetric, linear in both terms, satisfying the Leibniz rule in both terms, and vanishing for constant functions. If f, h generate vector fields F a and H a by the prescription above, let ϕ f α and ϕ h β denote the diffeomorphism flows with tangent fields F a and H a , respectively. It will be useful in what follows to observe that, by our definitions,
where the last equality is an expression of the chain rule. In other words, the Poisson bracket {f, h} is equal to the directional derivative of the scalar field f , in the direction of the vector field H a determined by h.
We will take a classical system to consist of a 2n-dimensional symplectic manifold (P, Ω ab ), together with a smooth function h : P → R that we refer to as the "Hamiltonian." The interpretive significance of h will be (1) that we take the quantity it assigns to states in P to be their energy, and (2) that the trajectories h generates (the integral curves that thread H a ) are the possible motions of the classical system in time.
3.2.2. Symmetries of position and velocity. We will now impose some additional structure on a classical system (P, Ω ab , h). Our classical systems will be taken to have have a certain property that can be thought of as "position," and will satisfy certain symmetries with respect to that property.
The "position in space" of a classical system will be defined in terms of what is sometimes called a "maximal orthogonal set" or a "real polarization" on P.
Definition 2. A maximal orthogonal set for a 2n-dimensional manifold P is a set { It makes sense to think of position as forming such a set, for example, if we represent possible positions as points in R n , and represent phase space by the cotangent bundle P = T * R n . Then, for any Cartesian coordinate chart
• π} is a maximal orthogonal set for P (where π is the canonical projection, π : (q, p a ) → q). This maximal orthogonal set is one typical way of representing position in classical mechanics 4 . However, our more abstract formulation has the advantage of allowing us to speak more generally about the spatial position of a classical system. Indeed, we follow Woodhouse (Woodhouse 1981, p.121) in observing that a maximal orthogonal set is the natural classical analogue of a complete set of a commuting observables in quantum mechanics. In this sense, the assumption that "classical position" is a maximal orthogonal set is analogous to the assumption that "quantum position" is a complete 4 This particular set is sometimes called the vertical polarization over R n . The "polarization" language comes from the fact that a maximal orthogonal set induces a foliation on P, consisting of n-dimensional surfaces on which the values of the functions in { 1 q, 2 q, . . . , n q} are constant. In the vertical polarization, each of these surfaces corresponds to the cotangent space at a point in R n .
set of commuting observables, and hence, that there are no internal degrees of freedom like spin or charge. Given a classical system (P, Ω ab , h) with a maximal orthogonal set { 1 q, 2 q, . . . , n q}, we can define the "velocity" or instantaneous change in this set over time. Since change over time is given by the phase flow ϕ h t generated by h, the velocity of a function q is given bẏ
In what follows, we will make use in particular of the initial velocityq of a classical system, defined by
where the last equality follows from our observation in Equation (4). In Galilean physics, spatial translations and Galilei boosts are transformations that involve the simple "linear addition" of a vector to the value of position and velocity, respectively.
Definition 3 (Translations and Boosts). We take a translation and boost group for a classical system (P, Ω ab , h) to be a 2n-parameter family of diffeomorphisms Φ(σ, ρ) : P → P, which forms a representation of R 2n , and such that
q} is a maximal set of orthogonal functions, andq is the corresponding initial velocity. We define two associated diffeomorphism groups ϕ s σ := Φ(σ, 0) and ϕ r ρ := Φ(0, ρ), and refer to them as the translation group and the boost group, respectively. When these groups have a generator, we denote those generators by s : P → R and r : P → R, respectively.
The classical systems of interest to us are "covariant" under translations and boosts, in the following sense. Let H a := Ω ba d b h be the vector field representing a set of dynamical trajectories, corresponding to the Hamiltonian function h. Let Φ : P → P be a diffeomorphism, and let us use a starred Φ * to denote its pullback. For a classical system to be covariant under Φ means thatH a := Φ * H a is also a set possible dynamical trajectories with respect to some Hamiltonian functionh; that is,H a = Ω ba d bh for some smoothh : P → R. This expression of covariance captures the idea that the "form" of a dynamical equation is preserved.
A classical system is covariant under a transformation if and only if the transformation is symplectic, meaning that it preserves the symplectic form: Φ * Ω ab = Ω ab (Marsden and Raiu 1999, Proposition 2.6.1). So, requiring classical systems to be covariant under translations and boosts can be expressed by the requirement that translations and boosts be symplectic. This motivates the following.
Definition 4 (Translation and Boost Covariance). A classical system (P, Ω ab , h) is covariant under translations and boosts if there exists a translation and boost group Φ(σ, ρ) on P such that each element of the group is symplectic, in that Φ * (σ, ρ)Ω ab = Ω ab for all σ, ρ.
Establishing time reversal invariance.
With these definitions in hand, we may now formulate our main result. We take the time reversal operator to be a transformation τ : P → P such that τ * q = q and τ * q = −q. The time reverse of a classical system (P, Ω ab , h) with Hamiltonian vector field H a is then the transformation that takes each integral curve c(t) of H a to τ • c(−t).
Proposition 2. If a classical system (P, Ω ab , h) is covariant under translations and boosts, then it is time reversal invariant, in that if c(t) is an integral curve of the Hamiltonian vector field generated by h, then so is τ • c(−t).
The proof of this proposition hinges mainly on a lemma inspired by Josef Jauch's work on quantum mechanics. Jauch (1968) showed that in quantum theory, if a self-adjoint "position" operator Q forms a complete set of commuting observables, the translation and boost covariance implies that the Hamiltonian H "looks typical," in that H = µ 2Q 2 + v(Q) for some function v and some nonzero real µ; that is, the Hamiltonian looks like the sum of a kinetic energy term and a potential term in Q alone. Lévy-Leblond (1970) attempted to prove a similar conclusion from rather different assumptions. However, his work was found to be inconclusive at best (Kraus 1980) .
The following lemma is a more direct analogue of Jauch's result in the context of classical mechanics, which is perhaps more conclusive. The proof is given in the appendix.
Lemma 3 (Classical Jauch). If (P, Ω ab , h) is translation and Galilei boost covariant with respect to a maximal orthogonal set { 1 q, . . . , n q}, then {q, µq} = 1 for some (non-zero) µ ∈ R, and h = (µ/2)q 2 + v(q) for some function v of q alone.
From this lemma our result follows straightforwardly.
Proof of Proposition 2. By the classical Jauch lemma, {q, µq} = 1. So, (q, µq) forms a local orthonormal coordinate chart. This implies that the symplectic form Ω ab can be expressed as the product Ω ab = (d a q)(d b µq). Let τ : P → P be the mapping such that τ * q = −q and τ * q = q. Then,
Moreover, since the Jauch lemma guarantees that h = (µ/2)q 2 + v(q), we have τ * h = (µ/2)(−q) 2 + v(q) = h. But if τ * Ω ab = −Ω ab and τ * h = h, then it follows from Proposition 4.3.13 of Abraham and Marsden (1978, p.308 ) that (P, Ω ab , h) is time reversal invariant in the sense above.
Conclusion
We began by discussing a sense in which the claim that classical mechanics is time reversal invariant 'full stop' or 'for conservative systems' is insufficient. But these worries can be absolved by restricting the scope of classical mechanics. One might have thought such an approach would become stuck in the muck around the difficult questions of what counts as a 'physically reasonable' Newtonian system. Instead, it appears that time reversal invariance can be established by a condition as plausible as momentum and velocity proportionality, or as plausible as Galilei invariance.
