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Abstract. Optimal error estimates for the pressure stabilized Petrov–Galerkin (PSPG) method
for the continuous-in-time discretization of the evolutionary Stokes equations are proved in the case
of regular solutions. The main result is applicable to higher order finite elements. The error bounds
for the pressure depend on the error of the pressure at the initial time. An approach is suggested for
choosing the discrete initial velocity in such a way that this error is bounded. The “instability of the
discrete pressure for small time steps”, which is reported in the literature, is discussed on the basis of
the analytical results. Numerical studies confirm the theoretical results, showing in particular that
this instability does not occur for the proposed initial condition.
1. Introduction. It is well known that stable mixed finite element approxima-
tions to the Stokes and Navier–Stokes equations are required to satisfy a discrete
inf-sup condition. This condition prevents the use of many attractive mixed finite
elements, such as equal-order continuous elements. If these kinds of elements are
chosen, then one has to introduce some stabilization term to circumvent the inf-sup
condition. One of the most popular stabilization schemes is the pressure stabilized
Petrov–Galerkin (PSPG) method, which was first introduced in [7].
In this paper, the PSPG stabilization of the evolutionary Stokes problem, given
by
∂tu˜− ν∆u˜+∇p˜ = f˜ in (0, T ]× Ω,
∇ · u˜ = 0 in [0, T ]× Ω,
u˜ = 0 on [0, T ]× ∂Ω,
u˜(0,x) = u˜0(x) in Ω,
(1.1)
will be considered. In (1.1), Ω ⊂ Rd, d ∈ {2, 3}, is a bounded domain, (0, T ) with
T <∞ the time interval, u˜ is the velocity field, u0 the initial velocity, p˜ the pressure,
and ν is the kinematic viscosity.
Finite element error analysis of the PSPG method can be found already in the
literature. In [11], the PSPG method applied to a steady-state problem was analyzed.
The stability and convergence of the PSPG method applied to the evolutionary Stokes
equations have been already considered in [1, 3]. In [1], it is stated that if the time
step is sufficiently small, then the fully discrete problem necessarily leads to unsta-
ble pressure approximations. Similar conclusions were drawn in [3]. In this paper,
stability and optimal convergence were proved for the velocity for piecewise affine
approximations and the backward Euler method. For higher order polynomials, the
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results in [3] hold under the assumption ∆t ≥ h2/ν. Concerning the pressure, the
condition ∆t ≥ h2/ν is also required for piecewise affine approximations in combina-
tion with the backward Euler method. The case of higher order polynomials or the
use of the Crank–Nicolson method remain open. Altogether, in spite of the extensive
use of the PSPG method, there are still some open problems concerning its numerical
analysis.
Our interest in the numerical analysis of the PSPG method arose from the re-
ported instabilities for small time steps. In this paper, the limit case of small time
steps will be studied, which is the continuous-in-time problem. Any instability for
small time steps will be reflected in the analysis of the continuous-in-time discretiza-
tion.
The main result of this paper consists in the derivation of optimal error bounds for
both the velocity and pressure approximations, Theorem 4.6. This result holds also for
higher order finite element discretizations. Its derivation assumes sufficient regularity
of the problem and that for the finite element pressure space it holds Qh ⊂ H1(Ω).
The latter property is satisfied for commonly used equal order discretizations. To
obtain the estimates for the evolutionary problem, in Section 3 error estimates for the
PSPG method applied to a steady-state Stokes problem will be proved. The error
bounds for the pressure do not deteriorate for small values of the viscosity parameter
ν. In addition to the main result, two error estimates will be proved that apply
for the P1/P1 and affine Q1/Q1 pairs of finite element spaces. The first estimate,
Theorem 4.2, is similar to the main result but it needs less regularity assumptions.
In the second estimate, Theorem 4.9, the error of the pressure in L2(0, T ;L2) is
considered.
In the case of piecewise affine approximations, the error bound for the velocity
depends on the velocity approximation error at the initial time t = 0. The results
obtained in [3] have the same property. However, the error bound in the case of
using higher order polynomials depends both on the velocity approximation error at
t = 0 and on the pressure approximation error at t = 0. From our point of view,
this issue is a key point for the better understanding of the higher order polynomial
case. Whereas the initial velocity is part of the definition of the problem, the initial
pressure is not. However, following [5], the initial pressure can be defined as the
solution of an over-determined Poisson problem with Neumann boundary conditions.
It will be suggested in Remark 4.11 to consider as initial approximation to the velocity
the finite element function obtained by solving the corresponding steady-state Stokes
problem with right-hand side f˜(0) − ∂tu˜0 using the PSPG method. In practice, the
right-hand side is replaced by a finite element approximation of −ν∆u˜0 + ∇p˜(0),
where u˜0 and p˜(0) are the initial velocity and pressure. With this approach, initial
approximations to the velocity and to the pressure are computed. It is clear that,
although the computed pressure approximation p˜h(0) at the initial time is not used
for the numerical simulations, the finite element pressure p˜h(t) at any positive time
t converges to p˜h(0) as t tends to zero. Consequently, the error for the pressure at
the initial time can be bounded by applying the error bounds for the steady-state
problem. In addition, the errors of the velocity and the pressure at any positive time
can be bounded in an optimal way. It will be shown in the numerical simulations that
a pressure instability for small time steps does not occur for the proposed choice of
the discrete initial velocity.
The outline of the paper is as follows. In Section 2, some preliminaries and
notations are stated. Section 3 studies finite element error estimates of the PSPG
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method for the steady-state case. The numerical analysis for the evolutionary case
is presented in Section 4. Finally, Section 5 presents numerical studies which discuss
the instabilities reported in the literature and which support the analytical results.
The paper finishes with a summary in Section 6.
2. The PSPG Method for the Evolutionary Stokes Problem. For per-
forming the numerical analysis of (1.1), it is of advantage to apply the change of
variables (u, p) = e−αt(u˜, p˜) with α ∈ R+. A direct calculation shows that one ob-
tains with this transform a problem with a positive zeroth order term
∂tu− ν∆u+ αu+∇p = f in (0, T ]× Ω,
∇ · u = 0 in [0, T ]× Ω,
u = 0 on [0, T ]× ∂Ω,
u(0,x) = u0(x) in Ω,
(2.1)
where f = e−αtf˜ . For problems with bounded time intervals, as they are studied here,
one can choose, e.g., α = 1/T . By construction, the error bounds for (u˜, p˜) are the
error bounds for (u, p) multiplied with the factor eαt. Choosing α = 1/T , this factor
is bounded by e.
Throughout the paper, standard notations are used for Sobolev spaces and corre-
sponding norms, see, e.g., [4]. In particular, given a measurable set ω ⊂ Rd, the inner
product in L2(ω) or L2(ω)d is denoted by (·, ·)ω and the notation (·, ·) is used instead
of (·, ·)Ω. The norm (semi norm) in Wm,p(ω) will be denoted by ‖ · ‖m,p,ω (| · |m,p,ω),
with the conventions ‖ · ‖m,ω = ‖ · ‖m,2,ω and ‖ · ‖m = ‖ · ‖m,2,Ω.
A variational formulation of (2.1) reads as follows: Find u : [0, T ]→ V = H10 (Ω)
and p : (0, T ]→ Q = L20(Ω) such that
(∂tu,v) + ν(∇u,∇v) + α(u,v)− (∇ · v, p) + (∇ · u, q) = (f ,v) (2.2)
for all (v, q) ∈ V ×Q.
In this paper, the analysis will be carried out for a family {Th}h>0 of uniform
triangulations. The consideration of uniform triangulations, instead of quasi-uniform
triangulations, serves for concentrating on the main topic of this paper without over-
burdening the error analysis with technical details. It will be assumed that the family
is regular in the sense of [4]. Let h = hK denote the diameter of a mesh cell K ∈ Th.
On Th, the finite element spaces Vh ⊂ V and Qh ⊂ L20(Ω) ∩H1(Ω) are defined.
The regularity assumption Qh ⊂ H1(Ω) will be needed in the analysis. Note that
this assumption is naturally satisfied in the interesting case that the same piecewise
continuous polynomials are used for approximating both the velocity and the pressure.
Since the triangulations are assumed to be regular, the following inverse inequality
holds for each vh ∈ Vh and each mesh cell K ∈ Th, e.g., see [4, Theorem 3.2.6],
‖vh‖m,q,K ≤ cinvh
l−m−d
(
1
q′− 1q
)
K ‖vh‖l,q′,K , (2.3)
where 0 ≤ l ≤ m ≤ 1 and 1 ≤ q′ ≤ q ≤ ∞.
Let q ∈ [1,∞] and let s ∈ {0, 1} with s ≤ t ≤ r + 1. Then, Ih denotes a bounded
linear interpolation operator Ih : W
t,q(Ω) → Vh that satisfies for all v ∈ W t,q(Ω)
and all mesh cells K ∈ Th
|v − Ihv|s,q,K ≤ Cht−sK |v|t,q,K , (2.4)
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e.g., see [4]. Let us observe that the interpolation bound also holds for the pres-
sure space Qh. In this case, the interpolation operator, denoted by Jh with Jh :
W t,q(Ω) → Qh, is acting on scalar-valued functions instead of vector-valued func-
tions.
The PSPG approximation of (2.1) that will be considered has the form: Find
uh : [0, T ]→ Vh and ph : (0, T ]→ Qh satisfying for all (vh, qh) ∈ Vh ×Qh
(∂tuh,vh) + ν(∇uh,∇vh) + α(uh,vh)− (∇ · vh, ph) + (∇ · uh, qh)
+µ(∇ · uh,∇ · vh)
= (f ,vh) +
∑
K∈Th
δ(f − ∂tuh + ν∆uh − αuh −∇ph,∇qh)K , (2.5)
with an approximation uh(0) of the initial velocity u0(x). The actual choice of uh(0)
will be discussed in Remark 4.11. The so-called grad-div term, the last term on the
left-hand side, is often used in combination with the PSPG method [2]. It is well
known that the majority of commonly used finite element methods does not give
divergence-free solutions and that the violation of the divergence constraint might be
even large [10]. The grad-div term is a penalty term with respect to the continuity
equation and it serves for improving the conservation of mass. It is included into the
error analysis just for completeness. The analysis can be carried out, with only slight
modifications, also without this term.
A common approach for performing a finite element error analysis of a transient
problem consists in incorporating steady-state problems and utilizing estimates for the
latter problems. This approach will be also applied here. To this end set g = f − ∂tu
and consider the following problem: Find (sh, zh) such that for all (vh, qh) ∈ Vh×Qh
ν(∇sh,∇vh) + α(sh,vh)− (∇ · vh, zh) + (∇ · sh, qh) + µ(∇ · sh,∇ · vh)
= (g,vh) +
∑
K∈Th
δ(g + ν∆sh − αsh −∇zh,∇qh)K . (2.6)
The solution of the corresponding continuous problem is (u, p).
The result of the following lemma will be applied to bound the pressure error in
L2(Ω).
Lemma 2.1. Let Th be a uniform triangulation and let qh ∈ Qh ⊂ H1(Ω). Then
it holds
‖qh‖0 ≤ Ch‖∇qh‖0 + C sup
vh∈Vh
(qh,∇ · vh)
‖vh‖1 . (2.7)
Proof. The proof follows [3, Lemma 3]. Since Qh ⊂ L20(Ω), it is well known
from the theory of saddle point problems that there is a unique v ∈ V such that
−∇ · v = qh and ‖∇v‖0 ≤ C‖qh‖0. Let pih denote the L2(Ω) projection onto Vh,
having the following properties
‖pihv − v‖0 ≤ Ch‖v‖1, ‖pihv‖1 ≤ C‖v‖1. (2.8)
For this stability estimate, the (quasi-)uniformity of the triangulation is of importance.
With the inverse inequality (2.3), (2.8), and the error bound for the interpolant (2.4),
one gets
‖pihv‖1 ≤ ‖pihv − Ihv‖1 + ‖Ihv‖1
≤ Ch−1cinv‖pihv − Ihv‖0 + C‖v‖1 ≤ C‖v‖1.
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Using these properties and Poincare´’s inequality, one obtains
‖qh‖20 = (qh,−∇ · v) = (qh,−∇ · (v − pihv))− (qh,∇ · pihv)
= (∇qh, (v − pihv))− (qh,∇ · pihv)
≤ Ch‖∇qh‖0‖v‖1 − (qh,∇ · pihv)
≤ Ch‖∇qh‖0‖qh‖0 + |(qh,∇ · pihv)| .
Applying the estimate of the pressure from below by the velocity, Poincare´’s inequality,
and the stability of the projection gives
|(qh,∇ · pihv)|
‖qh‖0 ≤ C
|(qh,∇ · pihv)|
‖v‖1 ≤ C
|(qh,∇ · pihv)|
‖pihv‖1
such that
‖qh‖0 ≤ Ch‖∇qh‖0 + C |(qh,∇ · pihv)|‖pihv‖1 .
Since pihv ∈ Vh, (2.7) follows.
3. Finite Element Error Analysis for the Steady-State Problem. This
section presents a finite element error analysis of the PSPG method for the steady-
state Stokes problem with reactive term. Error bounds will be derived which will be
applied in the analysis of the transient problem. The numerical analysis keeps track
of the dependency of the error bounds on the coefficients of the problem ν, α and
the parameters of the discretization δ, µ. It turns out that the error bounds for the
pressure do not detoriate for small values of the viscosity parameter ν.
The strong form of the steady-state problems looks as follows
−ν∆s+ αs+∇z = g in Ω,
∇ · s = 0 in Ω,
s = 0 on ∂Ω.
(3.1)
Here g is a given function. This problem will be discretized with the PSPG method
(2.6) giving the finite element solution (sh, zh).
Lemma 3.1. Let (s, z) ∈ (Hk+1(Ω))d × H l+1(Ω) with k ≥ 1 and l ≥ 0 and let
(sh, zh) ∈ Vh ×Qh be the solution of (2.6). If Qh ⊂ H1(Ω) and if
δ0h
2 ≤ δ ≤ min
{
h2
8νC2inv
,
1
4α
}
(3.2)
with δ0 > 0, where Cinv is the constant of the inverse inequality (2.3), then the
following error bound holds
|||(s− sh, z − zh)|||h ≤ Chk
(
ν1/2 + hα1/2 + µ1/2 + δ
−1/2
0
)
‖s‖k+1
+Chl
(
δ1/2 + hµ−1/2
)
‖z‖l+1, (3.3)
where
|||(v, q)|||h =
(
ν‖∇v‖20 + α‖v‖20 + µ‖∇ · v‖20 + δ‖∇q‖20
)1/2
.
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Proof. Denote by Ihs the Lagrange interpolant of sh in Vh and by Jhz the La-
grange interpolant onto Qh. The errors are split in the usual way
s− sh = (s− Ihs)− (sh − Ihs) = (s− Ihs)−Eh,
z − zh = (z − Jhz)− (zh − Jhz) = (z − Jhz)−Rh. (3.4)
Since the PSPG method is consistent, the solution (s, z) of (3.1) satisfies also
(2.6), i.e., a Galerkin orthogonality holds. Using this Galerkin orthogonality and
adding and subtracting Ihs and Jhz yields, with a straightforward calculation, the
following error equation
ν(∇Eh,∇vh) + α(Eh,vh)− (∇ · vh, Rh) + (∇ ·Eh, qh) + µ(∇ ·Eh,∇ · vh)
=
∑
K∈Th
δ(ν∆Eh − αEh −∇Rh,∇qh)K (3.5)
+ν(∇(s− Ihs),∇vh) + α(s− Ihs,vh)− (∇ · vh, z − Jhz)
+(∇ · (s− Ihs), qh) + µ(∇ · (s− Ihs),∇ · vh)
+
∑
K∈Th
δ(ν∆(Ihs− s)− α(Ihs− s)−∇(Jhz − z),∇qh)K .
Taking (vh, qh) = (Eh, Rh) leads to
ν‖∇Eh‖20 + α‖Eh‖20 + µ‖∇ ·Eh‖20 + δ‖∇Rh‖20
=
∑
K∈Th
δ(ν∆Eh − αEh,∇Rh)K + ν(∇(s− Ihs),∇Eh) + α(s− Ihs,Eh)
+(∇ ·Eh, Jhz − z) + (∇ · (s− Ihs), Rh) + µ(∇ · (s− Ihs),∇ ·Eh) (3.6)
+
∑
K∈Th
δ(ν∆(Ihs− s)− α(Ihs− s)−∇(Jhz − z),∇Rh)K .
Now, the terms on the right-hand side of (3.6) have to be bounded. The bounds will
be obtained for all terms individually, using always the Cauchy–Schwarz inequality
and Young’s inequality. For the first term, applying also the inverse inequality (2.3)
and the condition on the stabilization parameter (3.2), one obtains∑
K∈Th
δ(ν∆Eh,∇Rh)K ≤ δ
∑
K∈Th
h−1νCinv‖∇Eh‖0,K‖∇Rh‖0,K
≤ δ
∑
K∈Th
(
h−2ν2C2inv‖∇Eh‖20,K +
1
4
‖∇Rh‖20,K
)
≤ ν
8
‖∇Eh‖20 +
δ
4
‖∇Rh‖20.
Using again (3.2), one gets for the second term∑
K∈Th
δ(αEh, Rh) ≤ δα2‖Eh‖20 +
δ
4
‖∇Rh‖20 ≤
α
4
‖Eh‖20 +
δ
4
‖∇Rh‖20.
The right-hand sides of these two estimates can be absorbed into the left-hand side
of (3.6).
The remaining estimates will use the interpolation error estimates (2.4) and they
will contribute to the error bound. Straightforward calculations lead to
ν(∇(s− Ihs),∇Eh) ≤ ν‖∇(s− Ihs)‖20 +
ν
4
‖∇Eh‖20
≤ Cνh2k‖s‖2k+1 +
ν
4
‖∇Eh‖20,
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α(s− Ihs,Eh) ≤ α‖s− Ihs‖20 +
α
4
‖Eh‖20 ≤ Cαh2k+2‖s‖2k+1 +
α
4
‖Eh‖20,
and
(∇ ·Eh, Jhz − z) ≤ µ
4
‖∇ ·Eh‖20 + µ−1‖Jhz − z‖20
≤ µ
4
‖∇ ·Eh‖20 + Cµ−1h2l+2‖z‖2l+1.
The next estimate uses integration by parts, where the property Qh ⊂ H1(Ω) is
exploited,
(∇ · (s− Ihs), Rh) = −(s− Ihs,∇Rh) ≤ 4δ−1‖s− Ihs‖20 +
δ
16
‖∇Rh‖20
≤ Cδ−10 h2k‖u‖2k+1 +
δ
16
‖∇Rh‖20.
One obtains in a straightforward way
µ(∇ · (s− Ihs),∇Eh) ≤ µ‖∇ · (s− Ihs)‖20 +
µ
4
‖∇ ·Eh‖20
≤ Cµh2k‖s‖2k+1 +
µ
4
‖∇ ·Eh‖20.
The next two estimates use again the definition of the stabilization parameter (3.2),
leading to∑
K∈Th
δ(ν∆(Ihs− s),∇Rh)K ≤
∑
K∈Th
(
4δν2‖∆(Ihs− s)‖20,K +
δ
16
‖∇Rh‖20,K
)
≤ Cνh2k‖s‖2k+1 +
δ
16
‖∇Rh‖20
and ∑
K∈Th
δα(Ihs− s),∇Rh)K ≤ 4δα2‖Ihs− s‖20 +
δ
16
‖∇Rh‖20
≤ Cαh2k+2‖s‖2k+1 +
δ
16
‖∇Rh‖20.
Finally, one gets∑
K∈Th
δ(∇(Jhz − z),∇Rh)K ≤ 4δ‖∇Jhp− p‖20 +
δ
16
‖∇Rh‖20
≤ Cδh2l‖p‖l+1 + δ
16
‖∇Rh‖20.
Collecting all estimates, one obtains
|||(Eh, Rh)|||h ≤ Chk
(
ν1/2 + α1/2h+ δ
−1/2
0 + µ
1/2
)
‖s‖k+1 (3.7)
+Chl
(
µ−1/2h+ δ1/2
)
‖z‖l+1.
Now, (3.3) is proved by applying the triangle inequality to the splitting of the errors
given at the beginning of the proof and the interpolation estimates (2.4).
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Remark 3.2. From the error estimate (3.3), an appropriate asymptotic value for
the stabilization parameter µ can be derived. One has to take into consideration that
this parameter does not appear only on the right-hand side of (3.3), but also in the
definition of the norm on the left-hand side of (3.3). It turns out that for obtaining an
optimal order of convergence for ||∇·(s−sh)||0, one has to choose µ to be independent
of the mesh width.
Lemma 3.3. With the assumptions of Lemma 3.1, the L2(Ω) error of the pressure
is bounded as follows
‖z − zh‖0 ≤ Chk
(
ν1/2 + hα1/2 + µ1/2 + δ
−1/2
0
)2
‖s‖k+1
+Chl
[(
ν1/2 + hα1/2 + µ1/2 + δ
−1/2
0
)(
δ1/2 + hµ−1/2
)
+ h
]
‖z‖l+1. (3.8)
Proof. The splitting of the error (3.4) is applied again. With (2.7), one obtains
‖Rh‖0 ≤ C
(
h‖∇Rh‖0 + sup
vh∈Vh
(Rh,∇ · vh)
‖vh‖1
)
.
Using the definition of the stabilization parameter (3.2), one gets for the first term
h‖∇Rh‖0 ≤ h
δ1/2
δ1/2‖∇Rh‖0 ≤ δ−1/20 |||(Eh, Rh)|||h.
To estimate the second term, qh = 0 is used in (3.5), giving with the Cauchy–Schwarz
and the Poincare´ inequality
sup
vh∈Vh
(Rh,∇ · vh)
‖vh‖1 ≤ C
(
ν1/2 + α1/2 + µ1/2
)
|||(Eh, Rh)|||h
+Chk (ν + αh+ µ) ‖s‖k+1 + Chl+1‖z‖l+1.
Adding both estimates, using (3.7), and applying the triangle inequality gives the
statement of the lemma.
Remark 3.4. Considering the steady-state problem (3.1) with the right-hand
side ∂tg, then the solution of this problem is (∂ts, ∂tz), thanks to the linearity of the
problem and the independency of time of the coefficients. Exactly the same analysis
leads then to error estimates for |||(∂t(s− sh), ∂t(z− zh))|||h and ‖∂t(z− zh)‖0, where
the error bounds depend on Sobolev norms of (∂ts, ∂tz).
4. Finite Element Error Analysis for the Evolutionary Problem. This
section will present several convergence results. In Theorem 4.2, an error bound is
derived whose proof uses a rather restrictive assumption such that the result applies
only for piecewise linear or affine bilinear finite element spaces. In this estimate, the
pressure appears only together with the time derivative of the velocity. The estimate
of Theorem 4.6 is valid for higher order elements and it bounds also the pressure error
in the norm appearing in ||| · |||h. The proof requires stronger regularity assumptions
and the bound involves a pressure error at the initial time. A way to handle this term,
by an appropriate choice of the initial condition for the discrete problem, is described
in Remark 4.11. An estimate for the pressure error in L2(0, t;L2), again for piecewise
linear or affine bilinear finite element spaces, is presented finally in Theorem 4.9.
8
Remark 4.1. For the finite element error analysis, the errors are split
u− uh = (u− sh)− (uh − sh) = (u− sh)− eh,
p− ph = (p− zh)− (ph − zh) = (p− zh)− rh,
where (sh, zh) is the solution of (2.6) with right-hand side g = f − ∂tu. Hence, the
solution of the corresponding continuous problem is (s, z) = (u, p) and the first terms
on the right-hand sides can be bounded with the estimates derived in Section 3.
Theorem 4.2. Let (u, p) be the solution of (2.2) with
• u ∈ Hk+1(Ω), ∀t ∈ [0, T ], u ∈ L2(0, t;Hk+1), ∂tu ∈ L2(0, t;Hk+1),
• p ∈ H l+1(Ω), ∀t ∈ [0, T ], p ∈ L2(0, t;H l+1), ∂tp ∈ L2(0, t;H l+1),
with k ≥ 1, l ≥ 0. Let (uh, ph) be the solution obtained with the PSPG method (2.5),
let the stabilization parameter satisfy (3.2), and let δ ≤ 1/4. If the velocity finite
element space satisfies
∆vh = 0 ∀ K ∈ Th, ∀ vh ∈ Vh, (4.1)
then the following error estimate holds for all t ∈ (0, T ]
‖(u− uh)(t)‖20 + νδ‖∇(u− uh)(t)‖20 + µδ‖∇ · (u− uh)(t)‖20
+ν‖∇(u− uh)‖2L2(0,t;L2) + α‖u− uh‖2L2(0,t;L2) + µ‖∇ · (u− uh)‖2L2(0,t;L2)
+δ‖∂t(u− uh) +∇(p− ph)‖2L2(0,t;L2)
≤ C (‖(u− uh)(0)‖20 + νδ‖∇(u− uh)(0)‖20 + µδ‖∇ · (u− uh)(0)‖20)
+C1h
2k
(
ν + h2α+ µ+ δ−10
)
+ C2h
2l
(
δ + h2µ−1
)
, (4.2)
with
C1 = C1
(
δ, α−1, ‖u‖2L2(0,t;Hk+1), ‖∂tu‖2L2(0,t;Hk+1), ‖u(t)‖2k+1, ‖u0‖2k+1
)
,
C2 = C2
(
δ, α−1, ‖p‖2L2(0,t;Hl+1), ‖∂tp‖2L2(0,t;Hl+1), ‖p(t)‖2l+1, ‖p(0)‖2l+1
)
.
Proof. The proof starts by introducing the decomposition of the error given in
Remark 4.1. A straightforward calculation, subtracting (2.6) from (2.5), shows that
for all (vh, qh) ∈ Vh ×Qh
(∂teh,vh) + ν(∇eh,∇vh) + α(eh,vh)− (∇ · vh, rh) + (∇ · eh, qh)
+µ(∇ · eh,∇ · vh) = (Ttr,vh) + δ(Ttr,∇qh)−
∑
K∈Th
δ(∂teh,∇qh)K
+
∑
K∈Th
δ(ν∆eh − αeh −∇rh,∇qh)K , (4.3)
with the truncation error Ttr = ∂tu− ∂tsh.
Arguing like in [3], one picks two sets of test functions in (4.3) and the resulting
equations are added. The first set is (vh, qh) = (eh, rh) which gives
1
2
d
dt
‖eh‖20 + ν‖∇eh‖20 + α‖eh‖20 + µ‖∇ · eh‖20 + δ(∂teh,∇rh) + δ‖∇rh‖20
= (Ttr, eh) + δ(Ttr,∇rh) +
∑
K∈Th
δ(ν∆eh − αeh,∇rh)K . (4.4)
9
Taking next (vh, qh) = (δ∂teh, 0) and applying integration by parts, using that Qh ⊂
H1(Ω), leads to
δ‖∂teh‖20 +
νδ
2
d
dt
‖∇eh‖20 +
αδ
2
d
dt
‖eh‖20 + δ(∂teh,∇rh) +
µδ
2
d
dt
‖∇ · eh‖20
= δ(Ttr, ∂teh). (4.5)
Adding (4.4) and (4.5) and taking into account that
δ‖∂teh +∇rh‖20 = δ‖∂teh‖20 + 2δ(∂teh,∇rh) + δ‖∇rh‖20
yields
1
2
d
dt
(‖eh‖20 + νδ‖∇eh‖20 + αδ‖eh‖20 + µδ‖∇ · eh‖20)
+ν‖∇eh‖20 + α‖eh‖20 + µ‖∇ · eh‖20 + δ‖∂teh +∇rh‖20
= (Ttr, eh) + δ(Ttr, ∂teh +∇rh) +
∑
K∈Th
δ(ν∆eh − αeh,∇rh)K . (4.6)
By assumption (4.1), the viscous term vanishes. For the reactive term, one has
−
∑
K∈Th
δ(αeh,∇rh)K = −
∑
K∈Th
δ(αeh, ∂teh +∇rh)K +
∑
K∈Th
δ(αeh, ∂teh)K
≤ δα‖eh‖20 +
1
4
δ‖∂teh +∇rh‖20 +
αδ
2
d
dt
‖eh‖20.
Using δ ≤ 1/4, inserting this estimate into (4.6), and estimating the other terms on
the right-hand side with standard arguments gives
1
2
d
dt
(‖eh‖20 + νδ‖∇eh‖20 + µδ‖∇ · eh‖20)
+ν‖∇eh‖20 +
α
2
‖eh‖20 + µ‖∇ · eh‖20 +
δ
2
‖∂teh +∇rh‖20
≤
(
1
α
+ δ
)
‖Ttr‖20. (4.7)
Applying now Remark 3.4 in combination with estimate (3.3) yields
‖Ttr‖20 ≤
C
α
[
h2k
(
ν + h2α+ µ+ δ−10
) ‖∂tu‖2k+1 + h2l (δ + h2µ−1) ‖∂tp‖2l+1] . (4.8)
Inserting (4.8) into (4.7) and integrating between 0 and t leads to
1
2
(‖eh(t)‖20 + νδ‖∇eh(t)‖20 + µδ‖∇ · eh(t)‖20)
+ν‖∇eh‖2L2(0,t;L2) +
α
2
‖eh‖2L2(0,t;L2) + µ‖∇ · eh‖2L2(0,t;L2)
+
δ
2
‖∂teh +∇rh‖2L2(0,t;L2) (4.9)
≤ 1
2
(‖eh(0)‖20 + νδ‖∇eh(0)‖20 + µδ‖∇ · eh(0)‖20)
+C
(
1
α2
+
δ
α
)[
h2k
(
ν + h2α+ µ+ δ−10
) ‖∂tu‖2L2(0,t;Hk+1)
+h2l
(
δ + h2µ−1
) ‖∂tp‖2L2(0,t;Hl+1)].
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The final step of the proof consists in using the decomposition of the errors given in
Remark 4.1 and applying the triangle inequality.
Remark 4.3. Assumption (4.1) restricts the analysis to Vh = P1, to the space
of unmapped Q1 finite elements (which are defined directly on K) or to mapped Q1
finite elements on grids consisting of mesh cells which are obtained by an affine trans-
formation of the reference cell [0, 1]d or [−1, 1]d. Thus, estimate (4.2) is particularly
of interest for k = l = 1. If the initial condition is approximated sufficiently well, then
the terms on the right-hand side of (4.2) are of order O(h2). Thus, for all errors on
the left-hand side, a first order convergence was shown.
Remark 4.4. Note that in the case of C1(Ω) approximations, the viscous term
on the right-hand side of (4.6) becomes, after having added and subtracted ∂teh,∑
K∈Th
δ(ν∆eh,∇rh) =
∑
K∈Th
δ(ν∆eh, ∂teh +∇rh)−
∑
K∈Th
δ(ν∆eh, ∂teh)K
=
∑
K∈Th
δ(ν∆eh, ∂teh +∇rh) + δν(∇eh, ∂t∇eh)
=
∑
K∈Th
δ(ν∆eh, ∂teh +∇rh) + δν
2
d
dt
‖∇eh‖20,
which can be absorbed from the left-hand side of (4.6). The case of C1(Ω) approxima-
tions will not be pursued further in this paper, since these approximations are of little
importance in practice, maybe save isogeometric analysis (IGA) with non-uniform
rational B-splines (NURBS).
Remark 4.5. As it is well known, see [5], the required regularity for the solution
assumed in Theorem 4.2 (and the regularity that it will be assumed in Theorems 4.6
and 4.9 below) holds only in the presence of nonlocal compatibility conditions of
various orders. For example, if the norm ‖∂tu(t)‖1 remains bounded as t → 0, then
the nonlocal compatibility condition
∇p(0) |∂Ω= (ν∆u0 + f(·, 0)) |∂Ω
must hold, where p(0) is the solution of an overdetermined Neumann problem, see
(4.29) below.
In the case that the compatibility conditions are not assumed, as in [5], error
bounds can be obtained that contain negative powers of t, such that convergence is
achieved except at time t = 0. For example, in [5] the following bounds are obtained
for inf-sup stable elements of first order, e.g., the MINI element,
‖(u− uh)(t)‖ ≤ Ch2, 0 ≤ t ≤ T, ‖(p− ph)(t)‖0 ≤ Ct−1/2h, 0 < t < T.
The extension of the technique from [5], to get error bounds for the PSPG method
valid in the case in which nonlocal compatibility conditions will not be assumed, is
outside the scope of the present paper. In all numerical studies presented in this
paper, the analytical solution satisfies the compatibility conditions.
The unsatisfactory aspects of Theorem 4.2 are that it does not provide an error
estimate for the pressure and that assumption (4.1) restricts the analysis to lowest
order pairs of finite element spaces, see Remark 4.3. The pressure occurs only in
combination with the temporal derivative of the velocity. In the sequel, error bounds
for the pressure and for higher order finite elements will be studied. The derivation of
these bounds requires, however, to assume higher regularity of the solution and one
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obtains terms on the right-hand side which involve the pressure error at the initial
time. The last issue will be discussed below in Remark 4.11.
Theorem 4.6. Let (u, p) be the solution of (2.2) with
• u ∈ Hk+1(Ω), ∀t ∈ [0, T ], u ∈ L2(0, t;Hk+1), ∂tu ∈ L2(0, t;Hk+1), ∂ttu ∈
L2(0, t;Hk+1),
• p ∈ H l+1(Ω), ∀t ∈ [0, T ], p ∈ L2(0, t;H l+1), ∂tp ∈ L2(0, t;H l+1) ∂ttp ∈
L2(0, t;H l+1),
with k ≥ 1, l ≥ 0. Let (uh, ph) be the solution obtained with the PSPG method (2.5),
let the stabilization parameter satisfy (3.2) and
δ(1 + 8α2δ) ≤ 1
16
, δ ≤ h
2
4µC2inv
. (4.10)
Then the following error estimate holds for all t ∈ (0, T ]
‖(u− uh)(t)‖20 + ν‖∇(u− uh)‖2L2(0,t;L2) + α‖u− uh‖2L2(0,t;L2)
+µ‖∇ · (u− uh)‖2L2(0,t;L2) + δ‖∇(p− ph)‖2L2(0,t;L2)
≤ C
[
‖(u− uh)(0)‖20 + δν‖∇(u− uh)(0)‖20
+δµ‖∇ · (u− uh)(0)‖20 + δ2‖∇(p− ph)(0)‖20
]
+C1h
2k
(
ν + h2α+ µ+ δ−10
)
+ C2h
2l
(
δ + h2µ−1
)
, (4.11)
with
C1 = C1
(
δ, α, α−1, ‖u‖2L2(0,t;Hk+1), ‖∂tu‖2L2(0,t;Hk+1), ‖∂ttu‖2L2(0,t;Hk+1),
‖u(t)‖2k+1, ‖u0‖2k+1
)
,
C2 = C2
(
δ, α, α−1, ‖p‖2L2(0,t;Hl+1), ‖∂tp‖2L2(0,t;Hl+1), ‖∂ttp‖2L2(0,t;Hl+1),
‖p(t)‖2l+1, ‖p(0)‖2l+1
)
.
Proof. Inserting first once more vh = eh and qh = rh into (4.3) and applying
standard estimates, like the Cauchy–Schwarz inequality, Young’s inequality, and (3.2),
leads directly to
d
dt
‖eh‖20 + ν‖∇eh‖20 +
α
2
‖eh‖20 + µ‖∇ · eh‖20 + δ‖∇rh‖20
≤ 4
(
δ +
1
α
)
‖Ttr‖20 + 4δ‖∂teh‖20).
Integration in (0, t) yields
‖eh(t)‖20 + ν‖∇eh‖2L2(0,t;L2) +
α
2
‖eh‖2L2(0,t;L2) + µ‖∇ · eh‖2L2(0,t;L2)
+δ‖∇rh‖2L2(0,t;L2)
≤ ‖eh(0)‖20 + 4
(
δ +
1
α
)
‖Ttr‖2L2(0,t;L2) + 4δ‖∂teh‖2L2(0,t;L2). (4.12)
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The last term has to be bounded now. Using vh = δ∂teh and qh = 0 in (4.3) leads to
δ‖∂teh‖20 +
νδ
2
d
dt
‖∇eh‖20 +
αδ
2
d
dt
‖eh‖20 +
µδ
2
d
dt
‖∇ · eh‖20
= (Ttr, δ∂teh) + δ(∇ · ∂teh, rh)
≤ 4δ‖Ttr‖20 +
δ
16
‖∂teh‖20 + |δ(∇ · ∂teh, rh)| . (4.13)
The terms on the right-hand side of (4.13) have to be estimated. To this end, dif-
ferentiate (4.3) with respect to time, take vh = 0 and qh = δrh as test functions to
obtain
δ(∇ · ∂teh, rh) = δ(∂tTtr, δ∇rh) + δ(−∂tteh − α∂teh −∇∂trh, δ∇rh)
+
∑
K∈Th
δ(ν∆∂teh, δ∇rh)K . (4.14)
The first term on the right-hand side of (4.14) is bounded by adding and subtracting
δ∂teh and applying standard estimates
δ(∂tTtr, δ∇rh) = δ(∂tTtr, δ(∂teh +∇rh))− δ(∂tTtr, δ∂teh)
≤ δ
2
2
‖∂tTtr‖20 +
δ2
2
‖∂teh +∇rh‖20 + 4δ3‖∂tTtr‖20 +
δ
16
‖∂teh‖20.
For the second term on the right-hand side of (4.14), one also adds and subtracts
δ∂teh to obtain
δ2(−∂tteh − α∂teh −∇∂trh,∇rh)
= δ2(−∂t (∂teh +∇rh) , ∂teh +∇rh) + δ2(∂tteh + α∂teh +∇∂trh, ∂teh)
−δ2(α∂teh, ∂teh +∇rh)
≤ −δ2 d
dt
‖∂teh +∇rh‖20 +
δ
16
‖∂teh‖20 + 4α2δ3‖∂teh +∇rh‖20 (4.15)
+δ2 |(∂t (∂teh + αeh +∇rh) , ∂teh)| .
Differentiating (4.3) with respect to time, applying the test functions vh = δ
2∂teh
and qh = 0, and using integration by parts yields for the last term on the right-hand
side of (4.15)
δ2(∂t (∂teh +∇rh + αeh) , ∂teh)
= −δ2ν‖∇∂teh‖20 − δ2µ‖∇ · ∂teh‖20 + δ2(∂tTtr, ∂teh)
≤ −δ2ν‖∇∂teh‖20 − δ2µ‖∇ · ∂teh‖20 + 4δ3‖∂tTtr‖20 +
δ
16
‖∂teh‖20.
The last term on the right-hand side of (4.14) is bounded by using the Cauchy–
Schwarz inequality, the inverse inequality (2.3), the definition (3.2) of δ, and Young’s
inequality∑
K∈Th
δ(ν∆∂teh, δ∇rh)K ≤ δ2ν C
2
inv
h2
‖∂teh‖0‖∇rh‖0
≤ δ
8
‖∂teh‖0‖∇rh‖0 ≤ δ
16
‖∂teh‖20 +
δ
16
‖∇rh‖20. (4.16)
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A straightforward calculation with inserting the estimates leads to
11
16
δ‖∂teh‖20 +
νδ
2
d
dt
‖∇eh‖20 +
αδ
2
d
dt
‖eh‖20 +
µδ
2
d
dt
‖∇ · eh‖20
+
δ2
2
d
dt
‖∂teh +∇rh‖20 + δ2ν‖∇∂teh‖20 + δ2µ‖∇ · ∂teh‖20 (4.17)
≤ 4δ‖Ttr‖20 +
δ2
2
(1 + 8δ) ‖∂tTtr‖20 +
δ2
2
(
1 + 8α2δ
) ‖∂teh +∇rh‖20 + δ16‖∇rh‖20.
For the next to last term, the bound from Theorem 4.2 cannot be applied because
this bound was derived with assumption (4.1). Instead, this term is bounded by the
triangle inequality and the upper bound (4.10) for the stabilization parameter
δ2
2
(
1 + 8α2δ
) ‖∂teh +∇rh‖20 ≤ δ2 (1 + 8α2δ) (‖∂teh‖20 + ‖∇rh‖20)
≤ δ
16
‖∂teh‖20 +
δ
16
‖∇rh‖20. (4.18)
Absorbing the first term into the left-hand side of (4.17) gives
5
8
δ‖∂teh‖20 +
νδ
2
d
dt
‖∇eh‖20 +
αδ
2
d
dt
‖eh‖20 +
µδ
2
d
dt
‖∇ · eh‖20
+
δ2
2
d
dt
‖∂teh +∇rh‖20 + δ2ν‖∇∂teh‖20 + δ2µ‖∇ · ∂teh‖20
≤ 4δ‖Ttr‖20 +
δ2
2
(1 + 8δ) ‖∂tTtr‖20 +
δ
8
‖∇rh‖20. (4.19)
Integrating (4.19) between 0 and t, applying an appropriate scaling, denoting unim-
portant constants by C, and restricting on the only important term on the left-hand
side gives
4δ‖∂teh‖2L2(0,t;L2)
≤ C (νδ‖∇eh(0)‖20 + αδ‖eh(0)‖20 + µδ‖∇ · eh(0)‖20 + δ2‖ (∂teh +∇rh) (0)‖20
+ δ‖Ttr‖2L2(0,t;L2) + δ2(1 + δ)‖∂tTtr‖2L2(0,t;L2)
)
+
4δ
5
‖∇rh‖2L2(0,t;L2). (4.20)
The last term on the right-hand side will be absorbed into the left-hand side of (4.12).
The terms with ‖Ttr‖L2(0,t;L2) and ‖∂tTtr‖L2(0,t;L2) can be estimated with (4.8), noting
that (4.8) was derived without using assumption (4.1).
For the errors at time t = 0, the crucial term is the last one. First, the triangle
inequality is applied. Taking in (4.3) vh = δ∂teh and qh = 0, and using (3.2) and
(4.10), one gets
δ‖∂teh‖20 ≤ C
(
ν‖∇eh‖20 + δα2‖eh‖20 + δ‖∇rh‖20 + µ‖∇ · eh‖20 + δ‖Ttr‖20
)
. (4.21)
Using this estimate for t = 0 yields
δ2‖ (∂teh +∇rh) (0)‖20 (4.22)
≤ δ (ν‖∇eh(0)‖20 + δα2‖eh(0)‖20 + µ‖∇ · eh(0)‖20 + δ‖Ttr(0)‖20 + δ‖∇rh(0)‖20) .
Inserting (4.22) into (4.20), then inserting the result into (4.12), applying (4.8), the
triangle inequality, (3.3), and noting that δα ≤ 1/4 gives the statement of the theorem.
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Remark 4.7. The term δ2‖∇rh(0)‖20 in the proof of Theorem 2 can be replaced
by δmin
{
ν−1, µ−1
} ‖rh(0)‖20 if the upper bounds (3.2) and (4.10) of δ are applied in
(4.21) and the inverse estimate (2.3) is used. In this case, after having applied the
triangle inequality, the term δ2‖∇(p− ph)(0)‖20 is replaced by δmin
{
ν−1, µ−1
} ‖(p−
ph(0))‖20 in the error estimate (4.11) and estimate (3.8) has to be used to bound the
pressure errors ‖(p− zh)(0)‖0 at the initial time.
Remark 4.8. With assumption (4.1), it is not necessary to perform the estimate
(4.16) and the term ‖∂teh +∇rh‖20 can be estimated by (4.9) instead of performing
(4.18). The result of this alternative way is an estimate of form (4.20) without the
last term on the right-hand side.
Theorem 4.9. Let all assumptions of Theorem 4.6 be satisfied and assume more-
over that (4.1) holds, then
‖p− ph‖2L2(0,t;L2) ≤ C
[
‖(u− uh)(0)‖20 + ν‖∇(u− uh)(0)‖20
+µ‖∇ · (u− uh)(0)‖20 + δ‖∇(p− ph)(0)‖20
]
+C1h
2k
(
ν + h2α+ µ+ δ−10
)
+ C2h
2l
(
δ + h2µ−1
)
, (4.23)
with
C1 = C1
(
‖u‖2L2(0,t;Hk+1), ‖∂tu‖2L2(0,t;Hk+1), ‖∂ttu‖2L2(0,t;Hk+1),
‖u(t)‖2k+1, ‖u0‖2k+1
)
,
C2 = C2
(
‖p‖2L2(0,t;Hl+1), ‖∂tp‖2L2(0,t;Hl+1), ‖∂ttp‖2L2(0,t;Hl+1),
‖p(t)‖2l+1, ‖p(0)‖2l+1
)
.
All constants depend on ν, δ, δ−10 , α, α
−1, µ, but not on negative powers of ν, δ, and µ.
Proof. Using (2.7) and (3.2) gives
‖rh‖0 ≤ Cδ−1/20 δ1/2‖∇rh‖0 + C sup
vh∈Vh
(∇ · vh, rh)
‖vh‖1 . (4.24)
From (4.3) with qh = 0, one obtains
sup
vh∈Vh
(rh,∇ · vh)
‖vh‖1 ≤ ‖∂teh‖0 + ν‖∇eh‖0 + α‖eh‖0 + µ‖∇ · eh‖0 + ‖Ttr‖0. (4.25)
Inserting this estimate into (4.24) and integrating in (0, T ) yields
‖rh‖2L2(0,t;L2) ≤ C
(
δ−10 δ‖∇rh‖2L2(0,t;L2) + ν2‖∇eh‖2L2(0,t;L2)
+α2‖eh‖2L2(0,t;L2) + µ2‖∇ · eh‖2L2(0,t;L2)
+‖Ttr‖2L2(0,t;L2) + ‖∂teh‖2L2(0,t;L2)
)
. (4.26)
Applying (4.12) leads to
‖rh‖2L2(0,t;L2)
≤ C max{δ−10 , ν, α, µ}
(
‖eh(0)‖20 +
(
δ +
1
α
)
‖Ttr‖2L2(0,t;L2) + δ‖∂teh‖2L2(0,t;L2)
)
+C
(
‖Ttr‖2L2(0,t;L2) + ‖∂teh‖2L2(0,t;L2)
)
≤ C
(
‖eh(0)‖20 +
(
δ +
1
α
+ 1
)
‖Ttr‖2L2(0,t;L2) + (1 + δ)‖∂teh‖2L2(0,t;L2)
)
, (4.27)
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where the constant in the last line depends on max{δ−10 , ν, α, µ}. To conclude the
proof, one needs to bound ‖∂teh‖2L2(0,t;L2). This term was estimated already in (4.20),
where one has to take into account that with assumption (4.1) the last term on the
right-hand side of (4.20) vanishes, cf., Remark 4.8. Now the proof finishes as the
proof of Theorem 4.6.
Remark 4.10. In the case of not assuming (4.1), i.e., in the case of higher order
finite elements, the application of (4.20) leads to the term ‖∇rh‖2L2(0,t;L2) (without
δ) on the right-hand side of (4.27). It follows that one obtains an estimate for ‖p −
ph‖2L2(0,t;L2) but this estimate is not optimal.
An alternative way for obtaining an estimate for ‖∂teh‖2L2(0,t;L2) consists in dif-
ferentiating the equation with respect to time and then applying the same proof as
for Theorem 4.6, giving in particular an estimate for the term α‖∂t(u−uh)‖2L2(0,t;L2).
However, with this way one gets also time derivatives of the initial errors from estimate
(4.11), which are generally not known.
Under the assumption of uh(0) = sh(0), ph(0) = zh(0), see Remark 4.11 for a
discussion of this assumption, it is even possible to bound most of the time derivatives
of the initial errors. Consider, e.g.,
‖∂t(u− uh)(0)‖20 ≤ 2‖∂t(u− sh)(0)‖20 + 2‖∂teh(0)‖20.
The application of (4.21) together with the assumptions yields
‖∂t(u− uh)(0)‖20 ≤ 2‖∂t(u− sh)(0)‖20 + 2‖Ttr(0)‖20.
Now, the first term can be estimated with (3.3) and the second term with (4.8).
Similarly, the other terms involving the velocity can be estimated, thereby using
bounds for the stabilization parameter. The only term which cannot be estimated
in this way is the pressure term δ2‖∂t∇(p − ph)(0)‖20. Altogether, if one assumes
uh(0) = sh(0), ph(0) = zh(0) and if for the considered problem δ
2‖∂t∇(p − ph)(0)‖20
is of the correct order, then one gets an optimal estimate for ‖p − ph‖L2(0,t;L2) also
for higher order pairs of finite element spaces.
Remark 4.11. In the bounds (4.11) and (4.23), norms of the initial pressure
p(0) and an error of the initial pressure (p − ph)(0) are contained. Whereas the
initial velocity is part of the definition of the problem, an initial pressure is not given.
However, there are temporal discretizations which require an initial pressure, like
higher order Runge–Kutta schemes, e.g., see [9], such that this issue does not appear
only in the analysis presented in this paper. Next, a way for computing an initial
approximation to the velocity will be described that has the advantage to guarantee
that the error of the initial pressure can be managed.
As approximation for the initial velocity it is suggested to take uh(0) = sh(0).
From the definition of sh, see (2.6), it follows that a steady-state Stokes problem at
the initial time has to be solved with the PSPG method. More precisely, the problem
consists in computing (uh(0), ph(0)) ∈ Vh ×Qh such that for all (vh, qh) ∈ Vh ×Qh
ν(∇uh(0),∇vh) + α(uh(0), vh)− (∇ · vh, ph(0)) + (∇ · uh(0), qh)
+µ(∇ · uh(0),∇ · vh)
= (f(0)− ∂tu0,vh)
+
∑
K∈τh
δ(f(0)− ∂tu0 + ν∆uh(0)− αuh(0)−∇ph(0),∇qh)K .
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Since ∂tu0 is generally not known, the term f(0)−∂tu0 is replaced by the limit of the
momentum balance equation for t→ 0
f(0)− ∂tu0 = −ν∆u0 + αu0 +∇p(0), (4.28)
where p(0) is the pressure at time t = 0. Following [5], the initial pressure p(0) is the
solution of the problem
∆p(0) = ∇ · f(0) in Ω,
∂p(0)
∂n
= (ν∆u0 + f(0)) · n on ∂Ω,
(4.29)
where n is the outward pointing unit normal vector. Problem (4.29) defines a unique
pressure up to a constant, which is however not important if the pressure is inserted
into (4.28). The solution of (4.29) can be approximated by solving a discrete problem.
Choosing as initial condition for the velocity sh(0) in the described way has the
advantage that the initial condition for the pressure is automatically chosen to be
zh(0), see (2.6). Consequently, at time t = 0 the error bound (3.3) can be applied on
the right-hand side of (4.11) and (4.23). In the case that an error bound with the
L2(Ω) norm of the pressure error at the initial time is considered, see Remark 4.7,
estimate (3.8) can be applied.
Remark 4.12. It should be noted that if any other discrete initial velocity
is considered, the presented error analysis can also be applied. However, the error
bounds will depend on the error of the pressure at the initial time. If, as it was done
in the numerical experiments of [1, 3], the L2(Ω) projection of the initial velocity is
considered as an initial approximation, the initial finite element pressure is in principle
unknown. If one then fixes h and considers ph(∆t) for ∆t tending to zero, as in the
numerical experiments of [1], one will get convergence to an initial pressure ph(0),
which is accompanying the used discrete initial velocity. For sufficiently coarse meshes,
this initial pressure might be a bad approximation to p(0). However, since the L2(Ω)
projection (or the Lagrangian interpolant) of u0 converges to u0, ph(∆t) will also
converge to p(0) as both ∆t and h tend to zero.
5. Numerical Studies. This section studies first two examples for which “in-
stabilities” for small time steps were reported in the literature. It is shown that with
the choice of the initial condition proposed in Remark 4.11, these “instabilities” do
not arise. It is also discussed that for other initial conditions, the results for small
time steps are not instable in the sense that the error explodes. Finally, an example is
presented that supports the analytical results. All numerical studies were performed
with the research code MooNMD [8].
Example 5.1. First, the motivating computational experiment of [1] will be
studied. In [1], problem (2.1) with Ω = (0, 1)2, ν = 1, and α = 0 was considered with
a steady-state solution, whose P1/P1 finite element approximation computed with
the PSPG method (2.5) with µ = 0 will be denoted by (uh, ph). Simulations were
performed on uniform grids and different levels of refinement. Starting with the L2(Ω)
projection of u0 as initial finite element velocity, it was observed that for small time
steps, after the first time step, the finite element pressure p1h does not resemble ph. We
repeated this study with different initial conditions. Using the Lagrangian interpolant
of u0 as uh(0), we could observe the same behavior as in [1]. With uh(0) = sh(0),
see Remark 4.11, we obtained (u1h, p
1
h) = (uh, ph) for all considered refinement levels
and time steps, with ∆t ∈ [10−10, 10−1]. Performing simulations in a longer time
17
interval, it could be observed for the Lagrangian interpolant as initial condition and
for all time steps and refinement levels a fast convergence of the computed solution
to (uh, ph). This behavior corresponds to the analytical results derived in Section 4.
In [1, p. 581] it is stated “after one time step, the unsteady approximation (u1h, p
1
h)
should be an O(∆t) perturbation of the steady-state solution (uh, ph)”. We think that
this expectation is not justified if the L2(Ω) projection or the Lagrangian interpolant
of the steady-state solution is used as initial condition, see Remark 4.12. Neither
the first nor the second choice fulfills the discrete equations together with ph. Thus,
the corresponding finite element pressure at the initial time is not known. In the first
time step, one expects that the initial velocity does not change much (as it was always
observed), but the result of this step will not yet give the steady-state solution. In
particular, after the first time step, a finite element pressure p1h is computed such that
the approximation of the continuity equation by the PSPG method is satisfied. For
small time steps, one expects an approximation of the pressure which accompanies
the chosen initial velocity uh(0). In fact, we could not observe an instability in the
sense that ‖p− p1h‖0 explodes as ∆t→ 0. In our simulations, this error was bounded
and the values of the error seem to converge, see Figure 5.1. This behavior indicates
that p1h converges to some (unknown) function as ∆t→ 0.
10−10 10−9 10−8 10−7 10−6 10−5 10−4 10−3
2
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6
8
10
12
14
length of the time step
||p
(∆t
) −
 p h1
|| 0
Fig. 5.1. Example 5.1, P1/P1, h =
√
2/64, backward Euler scheme, δ = h2/4. Error of the
pressure in L2(Ω) after the first time step.
In [1], the instability of the pressure for small time steps was not observed by
solving the equations with the Galerkin discretization using (inf-sup stable) Taylor–
Hood finite elements. The analysis for inf-sup stable mixed finite elements can be
found, e.g., in [5, 6], where error bounds for mixed finite element approximations to the
Navier–Stokes equations were obtained without assuming that non-local compatibility
conditions are satisfied. In contrast to the case of considering non inf-sup stable
elements, the error bounds depend only on the initial approximation of the velocity
and not on the initial approximation of the pressure. The analysis is performed
by projecting the equations into the space of discretely divergence-free functions,
getting an error estimate for the velocity in this space and then using the discrete
inf-sup condition to get the error bound for the pressure. From our point of view, the
absence of the error for the pressure at the initial time is the basic difference between
the case of inf-sup stable finite elements and the estimates of the pressure errors in
Theorems 4.6 and 4.9.
Example 5.2. This example is taken from [3] (note that there is a misprint in
the definition of the velocity field). The domain is Ω = (0, 1)2 and the prescribed
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solution has the form
u = cos(t)
(
sin(pix− 0.7) sin(piy + 0.2)
cos(pix− 0.7) cos(piy + 0.2)
)
,
p = cos(t)(sin(x) cos(y) + (cos(1)− 1) sin(1)).
Appropriate Dirichlet boundary conditions were applied. The viscosity was set to be
ν = 1 (there is no value given for ν in [3]) and α = 0 was used.
In [3], an instability of the velocity field was observed for very small time steps
and the P3/P3 finite element method. We tried to reproduce this result. To this end,
a uniform triangular mesh with diagonals form lower left to upper right was used with
h =
√
2/16. The mesh resulted in 4802 degrees of freedom for the velocity (including
Dirichlet nodes) and 2401 degrees of freedom for the pressure. The Crank–Nicolson
scheme was applied as temporal discretization and the PSPG method was used with
δ = 0.005h2/ν = 0.005h2. The grad-div stabilization was not applied.
Results after having performed 50 steps (like in [3]) with ∆t = 10−8 with the La-
grange interpolation of u0 as initial velocity as well as with the solution (sh(0), zh(0))
of (2.6), see Remark 4.11, as initial velocity are presented in Figure 5.2. In contrast
to [3], there are absolutely no instabilities. Also for long term simulations, e.g., with
100 000 time steps, we could not observe instabilities. However, we like to note that
for larger stabilization parameters, e.g., δ = h2, the time stepping scheme diverged
quickly in our studies. But according to [3], also in this paper small values of the
stabilization parameter were tested.
Fig. 5.2. Example 5.2. Simulations with ∆t = 10−8 and P3/P3 finite elements, h =
√
2/16,
velocity after 50 time steps, left: with Lagrange interpolant as initial velocity, right: with solution
of steady-state PSPG problem at t = 0 as initial velocity.
In this example, also the effect of different discrete initial velocities on the discrete
pressure after the first time step will be demonstrated, see Figure 5.3. Using the
Lagrange interpolant, then after a very short time step, the pressure is quite different
from the actual solution. As explained in Example 5.1, this effect comes from the fact
that the Lagrange interpolant is not related to the PSPG discretization of the problem.
Using instead (sh(0), zh(0)) as initial solution, the discrete pressure at t = 10
−8 is an
approximation of the continuous pressure which is as good as the underlying grid
admits.
Altogether, the behavior of the discrete solutions observed here is in agreement
with the analytical results from Section 4.
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Fig. 5.3. Example 5.2. Simulations with ∆t = 10−8 and P3/P3 finite elements, h =
√
2/16,
pressure after the first time step, left: with Lagrange interpolant as initial velocity, right: with
solution of steady-state PSPG problem at t = 0 as initial velocity.
Example 5.3. Finally, an example will be presented which serves for supporting
the analytical results with respect to the order of convergence. Again, the solution
from Example 5.2 will be considered. For the sake of brevity, only results for the
P2/P2 finite element and ν = 1 will be shown. Simulations were performed in the
interval [0, 5] and the initial velocity suggested in Remark 4.11 was used. The PSPG
stabilization parameter was set to be δ = 0.01h2. In one series of simulations, α = µ =
0 was used and in a second series α = 0.2 and µ = 1. As temporal discretization, the
Crank–Nicolson scheme was applied with the small time step ∆t = 5 ·10−5. With this
length of the time step, the spatial errors dominate. Level 3 of the mesh refinement
has a mesh width of h =
√
2/8 (578 velocity degrees of freedom, 289 pressure degrees
of freedom) and all other meshes were obtained with a uniform red refinement.
Results for different errors are presented in Figure 5.4. Most of the errors converge
of second order, exactly as the theory predicts. The errors that involve the L2(Ω) norm
of the velocity are even of third order convergent. It is well known that this higher
order of convergence cannot be proved within the framework of the energy argument
used in the analysis of Section 4.
3 4 5 6 7
10−8
10−7
10−6
10−5
10−4
10−3
10−2
10−1
level
e
rr
o
r h2
h3
||(u−uh)(5)||0
||u−uh||L2(0,5;L2)
||∇(u−uh)||L2(0,5;L2)
||∇⋅(u−uh)||L2(0,5;L2)
||p−ph||L2(0,5;L2)
δ1/2||∇(p−ph)||L2(0,5;L2)
3 4 5 6 7
10−8
10−7
10−6
10−5
10−4
10−3
10−2
10−1
level
e
rr
o
r h2
h3
||(u−uh)(5)||0
||u−uh||L2(0,5;L2)
||∇(u−uh)||L2(0,5;L2)
||∇⋅(u−uh)||L2(0,5;L2)
||p−ph||L2(0,5;L2)
δ1/2||∇(p−ph)||L2(0,5;L2)
Fig. 5.4. Example 5.3. Simulations with P2/P2, ∆t = 5 · 10−5, δ = 0.01h2. Convergence of
several errors, left: α = 0, µ = 0, right: α = 0.2, µ = 1.
6. Summary. The finite element error analysis of the PSPG stabilization for the
evolutionary Stokes equations was studied in the time-continuous limit. An optimal
error estimate, which holds also for higher order finite elements, was derived under
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the assumption of a regular solution. An important feature of this estimate is the
appearance of the pressure error in L2(Ω) at the initial time. The construction of
a discrete initial velocity was suggested that allows to bound this error. Using this
discrete initial velocity, no instabilities of the pressure for small time steps could be
observed in the numerical simulations. The observations reported in the literature
were explained on the basis of the derived error estimates. The analytically predicted
results were confirmed in numerical studies.
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