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Über regulär-singuläre Lösungen
von Systemen linearer Differentialgleichungen. I
Von Ekkehard Wagenführer in Regensburg
Einleitung
Thema der vorliegenden Arbeit ist die komplexe Matrix-Differentialgleichung
(1) xs+l Y'(x) — B(x) Y(x) = 0,
mit s € N, also positiv, ganzzahlig, B holomorphe Abbildung der Kreisscheibe
f Ä - { # € C | 0 ^ \x\ < R}
in MW(C), den Raum der komplexen (ra, ra)-Matrizen, und B(0) 0.
xs
Wir suchen in £ , der Riemannschen Fläche von arg# über ÄÄ\{0}, analytische
Lösungen von (1) der Form
(2) Y(x) = H(x)xJ = ];HvxvI+J (I = Einheitsmatrix)
*=o
mit konstantem J £ Mn(C) und
00
(3) H(x) = £xvHv konvergent für x£ ®R.
„=o
Die Spalten der Matrix Y(x) sind dann Lösungen des Systems
(4) xs+1yf(x)-B(x)y(x) = 0 (y(x) = ( , (a))?-i «C»),
deren Komponenten
 {( ) sich bei Annäherung an — 0 ,,bestimmt verhalten'4, solche
Lösungen heißen auch ,,regulär-singuläru. Unter (4) läßt sich die komplexe Differential-
gleichung n-ter Ordnung
(5) *+ ( )( ) — xiqi(x)^^(x) = 0 (qi :f R -> C holomorph)
t=0
eingliedern.
Wegen s > 0 können wir keine Fundamentallösung der Form (2) erwarten, statt
dessen suchen wir Lösungen mit größt-möglichem Rang, d. h. möglichst viele linear
unabhängige regulär-singuläre Lösungen von (4).
Das Problem im Fall der Differentialgleichung rc-ter Ordnung (5) wurde 1911 von
0. Perron [7] gelöst. Vorangegangen waren Arbeiten von L. W. Thome [8], der keine
Konvergenzaussagen über die gefundenen formalen Reihen macht, und von H. v. Koch
[3], der das Problem mit Hilfe unendlicher Determinanten löst, wobei als Konvergenz-
bedingung für die Determinanten zusätzlich qn_l = 0 vorausgesetzt werden muß. Perron
verzichtet auf letztgenannte Einschränkung und umgeht unendliche Determinanten,
Unangemeldet | 132.199.145.239
Heruntergeladen am | 15.11.12 12:08
Wagenführer, Lösungen von Systemen linearer Differentialgleichungen. I 91
indem er die für die Potenzreihenkoeffizienten einer Lösung auftretenden Rekursionen
samt Konvergenzbedingung in ein endliches Gleichungssystem umformt; sein recht
umständliches Vorgehen wird von E. Hüb [2] durch Formulierung eines Gleichungs-
systems im l2 entscheidend vereinfacht; ansonsten bringt Hüb keine neuen Ergebnisse.
Der bisher einzige Beitrag in der Literatur, wann für ein System (4) einzelne regulär-
singuläre Lösungen vorliegen, ist der Satz von F. Lettenmeyer [4], der auch in der neueren
Arbeit von Harris, Sibuya und Weinberg [1] bewiesen ist. Dieser Satz enthält eine hin-
reichende Bedingung für die Existenz einzelner in $Ä holomorpher Lösungen von (4),
was dem Spezialfall / = 0 in (2) entspricht.
In unserem Problembereich liegt auch die Frage nach einfachen Bedingungen,
wann eine Fundamentallösung von (1) der Form (2) vorliegt. Anders als bei der Differen-
tialgleichung ra-ter Ordnung ist im allgemeinen Fall die Bedingung 5 = 0 dazu nicht not-
wendig. Erst in neuerer Zeit wurden von D. A. Lutz [5] und [6] Kriterien gefunden, die
nur von den ersten Koeffizienten der Potenzreihenentwicklung von B(x) abhängen.
Die von Lutz verwendeten Methoden sind andere als in vorliegender Arbeit, da bei ihm
von vornherein nur Fundamentallösungen (2) angesetzt werden.
Um die allgemeine Frage auch nach nicht invertierbaren Lösungsmatrizen Y(x)
der Form (2) zu beantworten, suchen wir im 1. Kapitel dieser Arbeit zunächst nach for-
00
malen Lösungen von (1), nicht notwendig konvergenten Reihen HvxvI+J, deren Koeffi-
zienten die für eine Lösung (2) geltenden Rekursionen erfüllen; der maximale Rang einer






+ ( — s) ) =
Eine erste Reduktion in Abschnitt 1. l führt von (7) auf eine Folge linearer Gleichungs-
systeme, deren Koeffizientenmatrizen von einem komplexen abhängen und, als Block-








( = 0,1, 2 , . . . ) ;
im allgemeinen Fall kommen Ableitungen der ( ) hinzu. Anders als bei geläufigen
Eigenwertaufgaben ist der in lineare Teil der ( ) nicht invertierbar; deshalb wollen
wir in Abschnitt 1. 2 allgemeinere Sätze über Polynommatrizen zusammenstellen, wozu
die Smithsche Normalform als wesentliches Hilfsmittel dient.
12*
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Kernpunkt unserer Überlegungen in Abschnitt 1.3 ist ein Defektvergleich der
Matrizen AQ — über dem Körper C(A); als Ergebnis von Hilfssatz 1. 23 notieren wir:
(9) Ab einer Nummer q mit q^ns— l haben alle Matrizen A Q ( Q l > q ) den
gleichen Defekt d.
Aus der Matrix Aq+l(X) gewinnen wir eine Art „charakteristisches Polynom44, aus dem
wir mit Hilfe endlich vieler der folgenden AQ mögliche Werte für / und den maximalen
Rang einer formalen Lösung genau bestimmen können, gekoppelt mit einem algebraischen
Verfahren, die formalen Lösungen zu berechnen. Abschnitt 1. 4 bringt theoretische Ab-
schätzungen für den maximalen Rang rmax einer formalen Lösung, durch die eine im all-
gemeinen komplizierte Rechnung im Sinne des vorangehenden Abschnitts vermieden
wird. Für die Frage nach der Existenz von regulär-singulären Fundamentallösungen
besonders wichtig ist die aus Satz 1. 38 fließende Folgerung
(10) rmax = n ^  d = n · s.
Im 2. Kapitel überführen wir die Rekursionen (7) in ein unendliches Gleichungssystem,
das nur Lösungen mit konvergenter Potenzreihe besitzt, und schließlich auf ein endliches
homogenes System, bestehend aus den Rekursionen (7) bis zu einer endlichen Nummer
neben weiteren s linearen Matrizengleichungen, deren Koeffizienten man durch Grenz-
prozesse ermitteln müßte (Satz 2. 16). An dieser Stelle gehen wir kurz auf den Fall s = 0
ein, für den wir einen neuen Beweis für die Konvergenz jeder formalen Lösung (2) ge-
wonnen haben, gültig in jeder komplexen Banach-Algebra.
Im Abschnitt 2. 2 suchen wir, wieder für den Fall s > 0, hinreichende Kriterien
für die Lösbarkeit des in Satz 2. 16 aufgestellten Gleichungssystems, ohne die letzten
s Gleichungen zu kennen. Wir gewinnen gleichzeitig Aussagen über den mindestens
erreichbaren Rang einer regulär-singulären Lösung.
Die Grundgedanken des in diesem Kapitel angewandten Verfahrens finden sich
schon in den Arbeiten von Perron [7], Hüb [2], Lettenmeyer [4] und Harris, Sibuya und
Weinberg [1], benutzt für die jeweiligen Spezialfälle. Zur Anwendbarkeit auf das all-
gemeine Problem bedurfte das Verfahren folgender Erweiterungen, die bisher nicht vor-
lagen :
1. Verallgemeinerung auf unendliche lineare Gleichungssysteme in einer Banach-
Algebra statt in C,
2. Konsequente Formulierung des äquivalenten endlichen Gleichungssystems und
3. Lösung des Systems mit den im 1. Kapitel gewonnenen algebraischen Methoden.
Die Güte der hier gewonnenen Rangabschätzung für eine regulär-singuläre Lösung er-
weist sich in der Folgerung:
Falls d = n · s, ist jede formale Lösung konvergent, woraus sich mit (10) zusammen
als S atz 2. 31 ergibt:
(11) (1) besitzt ein regulär-singuläres Fundamentalsystem genau dann, wenn
d = n ' s.
Vor dem von Lutz [6] gefundenen Kriterium zeichnet sich (11) vor allem dadurch aus,
daß wirklich höchstens die n · s ersten Bv benutzt werden, während Lutz die Anzahl der
Rechenschritte, die man zur Anwendung seines Satzes benötigt, nicht allgemein nach
oben abschätzt. Auch fehlt bei Lutz ein Verfahren, eine Fundamentallösung (2) zu be-
rechnen.
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Das 3. Kapitel der vorliegenden Arbeit ist Beispielen und Anwendungen gewidmet,
beginnend mit dem Satz von Lettenmeyer. Der enge Anwendungsbereich dieses Satzes
wird im anschließenden Rechenbeispiel verlassen, das die hier neu entwickelten Verfahren
zur Gewinnung formaler bzw. konvergenter Lösungen (2) erläutert. Das abschließende
Beispiel, wieder allgemeinerer Natur, behandelt die Differentialgleichung ra-ter Ordnung.
Durch die einfache Struktur der Matrizen Bv in diesem Spezialfall sind die Größen d
und rmax sehr leicht zu bestimmen. Die Tatsache, daß hier stets rmax < rc, liefert einen
neuen Beweis für den Satz, daß die Differentialgleichung -ter Ordnung (5) mit s > 0
keine regulär-singuläre Fundamentallösung haben kann.
Schließlich sind wir in der Lage, die Sätze von Perron aus unseren allgemeinen
Überlegungen herzuleiten, wobei in der Frage nach logarithmenbehafteten Lösungen
ein bei Perron aufgetretener Fehler zu verbessern ist.
1. Formale Lösungen
Es sei
(1. 1) B(x) = mit 0 < rg BQ < n
die für € ÄE konvergente Potenzreihendarstellung von 5. Das Einsetzen einer Lösung
(2) in die Differentialgleichung (1) liefert nach Multiplikation der Potenzreihen und Koeffi-
zientenvergleich für die Hv die Rekursionen
(1.2)
• + (,1 —S)/) = 0 (/* = *,* + !,...).
Wenn eine Folge von Matrizen (HV)^LQ den Gleichungen ( 1 . 2 ) mit einem gewissen
/ € Mn(C) genügt, nennen wir die formale Reihe
(1.3) Y(x) =
„formale Lösung'4 von (1). Falls dabei £xvHv für \x\ < R konvergiert, ist die durch
v = Q
(l. 3) dargestellte analytische Funktion natürlich Lösung von (1).
Zur Lösbarkeit von (1. 2) mit maximalem Rang von ( ) muß die Matrix / vor-
weg bestimmt werden. Offenbar ist die Nicht-Invertierbarkeit von BQ notwendig für die
nichttriviale Lösbarkeit von (1. 2); andererseits gestattet es diese Voraussetzung nicht,
die -te Gleichung eindeutig nach aufzulösen. Da über Matrizengleichungen der Form
(1.2) anscheinend keine Literatur vorliegt, wird (1. 2) im folgenden auf Gleichungssysteme
für die Spalten der Hv zurückgeführt.
1. 1. Reduktion der Rekursionsformeln
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formale L sung von (1). Daher gen gt es, (1. 2) mit / in Jordanscher Normalform zu







(i== l, . . ., m; ô = l,. ..,*,).
Zur Erl uterung der (n — r, n — r)-Nullmatrix in der rechten unteren Ecke von / sei
folgendes vermerkt:
Die kl Spalten der Hv in der formalen L sung (1. 3), die an der Stelle von J\ stehen,
(/U,°L0 = (A*)," o (* = !,..., AJ),





c) Ó #„_ A„ —
= Ï (ì = Ï, . . ., s- 1; ê = l, . . , k])
— (Ë, + ì — 8) hl _s = 0 (ì = s,s +
= 0
'"ê-É,ì-S
(ì = s, s + l, . . . ; ê = 2, . . ., AJ).
Wenn alle zu demselben J] geh renden Folgen (Çêí)^ (« = !,..., /ö Null sind, kann
man JT durch eine beliebige (A:J, ft|)-Matrix ersetzen. Wir w hlen dazu die Nullmatrix
und verschieben sie in die rechte untere Ecke von /; entsprechend r cken die Null-
spalten in den Hv nach rechts. Das rechtfertigt als erste Grundannahme f r eine formale
L sung (1. 3):
/ habe die Gestalt (1. 4) mit 0 ^  r <Î w;
die letzten n — r Spalten aller Hv seien Null]
falls r > 0, seien
(A) A 1 ? . . ., Aw € C paarweise verschieden,
ti die Anzahl der K stchen /J zu A4 (o/me Ber cksichtigung der (n — r, n — r)-
m ^Nullmatrix), so da Ó Ó kl = r.
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Die Spalten der formalen Lösung Y(x), die dem Jordankästchen J\ entsprechen, sind die
Reihen
\ oo
(\ A\ rJ-i V (\c\o \*~~ 1 y *})™ (\f 1 Zr-T\
v1 · ) x 7 7 : J \ T \lüö XJ ^x "fr — i? · · ·? #$;>7=1 ^ j j i „=0
durch die im Fall der Konvergenz Lösungen von (4) dargestellt werden. Auch wenn Reihen
der Form (1.6) nicht konvergieren, wollen wir mit ihnen rechnen wie mit konvergenten
Reihen, die Rechenoperationen sind bei Coddington and Levinson [10], S. 114 ff. ein-
gehend erläutert. —
Bei beliebigem z £ N sind die Folgen
(Äx„_s)£Lo (« = !,···, &I), mit hX(A — 0 für < — l,
Lösungen von (1. 5) zu — z; diesen Übergang von auf — z, der im Fall der Kon-
vergenz die in (1. 6) dargestellten Funktionen ungeändert läßt, wollen wir immer dann
durchführen, wenn = ^ + z mit z € N, wobei i, j € (l, . . ., m}.
Dadurch wird als zusätzliche Annahme erreicht:
(B) | Für i j sei — $ nicht ganzzahlig.
Es bezeichne rg die Dimension des Raumes, den sämtliche r Reihen in (1. 6) auf-
spannen, zunächst als formale Reihen, bei Konvergenz als analytische Abbildungen.
Für den letzteren Fall wird sich zeigen, daß mit beiden Definitionen rg den gleichen
Wert hat. — Die letzte Voraussetzung für Y(x) sei
Zu jedem (i — l, . . ., m) seien die ti Folgen
(C) (A**)0! , (hi2v)™= , . . ., (A*'*)0!
linear unabhängig.
Zur Rechtfertigung zeigen wir
Satz 1. 7. a) Unter Voraussetzung (A) und (B) ist (C) notwendig und hinreichend
dafür, daß rg = r.
b) Für eine formale Lösung Y(x) mit (A) und (B) existiert ein invertierbares
T € JfM(C), so daß für Y(x) T zusätzlich Voraussetzung (C) erfüllt ist.
Beweis. Aus (C) wollen wir zunächst im Fall der Konvergenz die lineare Unabhängig-
keit aller r Funktionen in (1.6) folgern. Eine Abbildung
(log ) ~^ ^ ) mit hj: ÄB-> Cn holomorph, A! 0
ist bekanntlich Hauptvektor -ter Stufe zum Eigenwert e2nU des Umlaufoperators U mit
[U(y)] (x) = y(x* e*ni) für y : f
 Ä-> Cn analytisch.
Da es genügt, die lineare Unabhängigkeit der Hauptvektoren zum gleichen Eigenwert
zu zeigen, beschränken wir uns wegen (B) auf die Funktionen (1. 6), die zu einem festen
gehören. Deren lineare Unabhängigkeit ergibt sich wegen (C) durch Ordnen einer
Linearkombination nach Potenzen von logz und damit Zerlegung in Hauptvektoren
verschiedener Stufen. — Die zugehörige Rechnung lehrt, daß auch als formale Reihen
alle Reihen (1.6) linear unabhängig sind. Wenn umgekehrt (C) für ein
 { nicht erfüllt
ist, sind von den unter (1. 6) aufgeführten schon die ti Reihen
* ? ( = l,.. ., tt)
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linear abh ngig und damit rg Õ < r. Diesem Fall wollen wir zum Beweis von b) weiter
nachgehen :
L Ist ein (Á^)^10 die Nullfolge, so r cken wir Aji *n Hv ans Ende und verkleinern
J\ um eine Zeile und Spalte. Dem entspricht der bergang
mit einer Permutationsmatrix Tj, wobei TjlJTr durch Nullsetzen der letzten Zeile
in ein Jx abge ndert wird, das Bedingung (1. 4) mit r — l statt r erf llt und f r das die
Beziehung gilt:
(H, Tj) Tj1^ Tj = (Hv TJ)XJI, also Y(x) Tr = J? (Hv Tj)xvI+Ji
II. Aus dem allgemeineren Fall gewinnen wir L, indem wir eine Linearkombination
der brigen (A^)^10 von einer Folge (Ai?)^Lo m^ minimalem k]9 subtrahieren und (evtl.)
f r ê = 2, . . ., Kl* die mit den gleichen Koeffizienten gebildete Linearkombination der
(A^)^10 von (A]£)£L0. Dies entspricht der Zuordnung (HV)^LQ H> (HvTII)^°=st0 mit einer Ma-
trix Tn, f r die gilt
Die Verfahren I. und II. lassen sich so lange anwenden, bis r = rg Õ erreicht ist.
Im folgenden suchen wir formale L sungen Õ (÷) mit Bedingung (A), (B) und (C),
so da r = rg Õ maximal wird.
Die Rekursionen (1. 2) haben wir bereits auf (1. 5) zur ckgef hrt; daran anschlie end
definieren wir f r ñ € N0 als Spaltenvektoren des Cn( +1)
(1.8) xe = (AJ«_0
sowie f r ë € C die (ñ + 1) · re-zeilige quadratische Matrix Á6(ë), in Blockschreibweise
notiert als
B0 0 0
(1.9) Á ( ë ) =
"0







(ñ = S, S+ l, . . .)·
ñ — s)I £_! ---- B0
Die Áò(ë) sind Matrizenpolynome 1. Grades in A; (1. 5) bei festem i und ô k nnen wir unter
Benutzung der h heren Ableitungen von Áâ(ë) in der quivalenten Form
i(1. 10) Ó/-i = 0 (« = !,..., kl; ñ = 0, l, 2, . . .)
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schreiben. Die folgenden Abschnitte sollen sich mit der allgemeinen Theorie von Poly-
nommatrizen, sogenannten Á-Matrizen, besch ftigen.
1. 2. Zur Theorie der ë-Matrizeri
Eine Á-Matrix A = A (ë) hat als Koeffizienten komplexe Polynome in A, Á ist
daher Matrix ber C(A), dem K rper der komplexen rationalen Funktionen, andererseits
ist A (ë) bei festem ë € C komplexe Matrix. F r die folgenden Abschnitte setzen wir vor-
aus:
.
 A. l A = A (ë) sei m-ze ige quadratische ë- Matrix, rg A = r — als Matrix(
 ' \ ber C(A).
Dabei sind die Bezeichnungen m und r unabh ngig von (A) in Abschnitt 1. l gemeint.
1. 2. 1. Die Smithsche Normalform. Unter Voraussetzung (A) gilt
Satz 1. 11. Es existieren m-zeilige quadratische ë-Matrizen P und Q mit konstanter,
von Null verschiedener Determinante, so da
PAQ = S (Smithsche Normalform von A), wobei
3(ë) = diag ( Ø é ( ë ) , Ø2(ë), . . ., ö,(ë), Ï, Ï, . . ., 0),
ö i ö Ï normierte Polynome (i = l, . . ., r) mit
(fi Teiler von öß+1 (i = l, . . ., r — 1).
Jedes Polynom
ist der gr te gemeinsame Teiler aller Unterdeterminanten von A mit der Zeilenzahl j
(j = l, . . ., r); folglich ist S durch A eindeutig bestimmt.
Einen Beweis dazu findet man z. B. bei Gantmacher [9], S. 130. P und Q sind
Einheiten im Ring der Á-Matrizen, insbesondere sind P (ë) und ()(A) f r jedes A € C in-
vertierbar. Wir notieren
Korollar 1. 12.
a) r = maxrg A (ë),Aec
b) rgA(A 0 ) < r
1. 2. 2. Der ausgeartete Nullraum von A (ë). Neben (A) sei angenommen:
r = rg A < m, S — PAQ Smithsche Normalform von A.
F r festes A € C bezeichne den Nullraum von A (ë)
3l (ë) = ÌÁ(ë) : = {C€C W : Á(ë)€ = 0}.
Offenbar sind f r jedes A æ C die kanonischen Einheitsvektoren
Journal f r Mathematik. Band 267 13
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F r die m — r Vektorpolynome des Cw
gilt V ë € C
fr+1(A), . . ., fm(A) € 9^ (A), lin. unabh ngig.
Bei festem ë € C definieren wir als „ausgearteten Nullraum" zu A (ë) :
(l. 13) H (A) = ^(A) : = span (fr+1(A), . . ., Ë,(Á)).
9i^ (A) ist stets (m — r)-dimensionaler Unterraum von 9^ (A), die Unabh ngigkeit von
(? folgern wir aus
HiHssatz 1. 14. Es seien fr+1(A), . . ., /^(A) Vektorpolynome im Cw, wmi V A æ C
linear unabh ngig. Dann gilt V A € C
^(A) =
 S
Zum Beweis benutzen wir die Vektorpolynome
SiW
mit der Eigenschaft
Wegen der Diagonalgestalt von 5 gilt mit gewissen komplexen Polynomen q^:
m
e,(A) = ^ ?,,(Á)â, (ß = r + l, . . ., m)
7=r+l
und folglich
Ë(ë) = J ?„<W,(A).
ß-f+l
Es ergibt sich unmittelbar
Folgerung 1. 15. Falls B Einheit im Ring der ë-Matrizen, so ist f r alle A0 æ C
$JM(*O) = ^  W
Folgerung 1. 16.
1. 2. 3. Die Matrizen Ë[*'(ë). Wir untersuchen jetzt Gleichungssysteme der Form
(1. 10), also mit Ableitungen von A (ë) in der Koeffizientenmatrix. Es sei vorausgesetzt
(A) mit r < m, S = Pyl(? gem Satz 1.11. Wir definieren f r ; € N die k · m-zeilige qua-
dratische ë-Matrix .A1*1 (A) durch
Definition 1. 17.
(
A (ë) 0 .............. 0 \
A' (ë) Á (ë) 0^ !
- - A- (ë) Á'(ë)^ Á(ë)^ ;
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Element der ê-ten Blockzeile, i-ten Blockspalte f r ß ^  ê ist also
l d*"*
(ê — ß)\
Wir bezeichnen f r festes ë æ C mit
-Á (ë).
»w (ë) = 9£t*](A) und
den Nullraum bzw. ausgearteten Nullraum von Á[*](ë). Ein Element C[k] æ 3l[k} (ë) —
der Index [k] in C[k] bedeutet nur, da Cm € Cmk — zerlegen wir in Vektoren des Cm,
so da
c™ = (Cfx=1 = (c,, . . ., ck),
letzteres aus schreibtechnischen Gr nden an Stelle der Spaltenschreibweise. Die Kom-
ponenten von C[k] erf llen die Gleichungen
Ó i A<*-i>(X)C, = 0 (« = 1,2, . . . ,*) .
j = l \ê J)·
Einige Vorbemerkungen z hlen wir auf in
Hilissatz 1. 18.
a) (C1? C2, . . , Ck) € 9l1*1 (A) * (0,
(C19 C2, . . ., Ck) € 9F (ë) ~ (0,
) P[ :1 (A) ^ [ 1 (A) (?w (A) = 5W (A),
Pw und Q^k] sind Einheiten im Ring der k · m-zeiligen ë- Matrizen.
¾) W? W = Qm W 9&1 (A) ; 9ÚÚ1 (A) = QW (ë) &™ (ë).
5) Die k - (m — r) Einheitsvektoren
£»} = (0, . . ., 0,e f , 0, . . ., 0) (i = r + l, . . ., m; ê = l, . . ., ft)
ê
sirerf /" r jerfes ë € C ewe asis von R^*1 (A) ; folglich
dim
å) íí(Áï) Ö 0 ^ V € N
æ) Falls D™ = (D„ Dt, . . ., D») € 9#] (A), ñ[ß](Á)^] = (Clt Ct, . . , C„), so
Die Beweise zu a) und æ) er brigen sich; zu ) rechnet man unter Benutzung der Pro-
duktregel f r h here Ableitungen nach, da z. B.
Ferner ist
det PWW = (det P(A))fc Ö 0, konstant,
also sind P[k] und Q[k] im Ring der Á-Matrizen invertierbar, was mit (1. 15) sofort ã)
liefert. 5) lesen wir an der Gestalt von $[*](ë) ab; man sieht, da f r ^r(^o) Ö 0
), wegen ã) also ^(*0) - Wo)·
13*
Unangemeldet | 132.199.145.239
Heruntergeladen am | 15.11.12 12:08
100 Wagenf hrer, L sungen von Systemen linearer Differentialgleichungen. I
Wir benutzen diese Vorbemerkungen in dem wichtigen
Satz 1.19. Es sei ëû Nullstelle von yr der Vielfachheit v >0; nach Satz 1. 11 sei
t (l <Î t ^  r) dadurch festgelegt, da A0 f r ô = t + 1> - · ·, r nicht Nullstelle von (pr_T+l, f^r
ô = l, . . ., t aber k
 ô- fache Nullstelle von <p r_T+1, so da
0 < k <Î & _ ^ · - · <; ft5 £k= v.
1) F r ô = l, . . ., ß; ê = l, . . ., Ar existieren €ôê € Cw ra^
^i£9W0) (ô = 1 , . . . , ß )
. . -Cf, . . ., C[ lin. unabh ngig bez glich 9ú(ë0).
t
2) Bez glich (#-) þß ^Ó¢Ô maximal: falls Aussage 1) ôôçú anderen Zahlen
ô = 1
i ' € N , *;€N (r- l , . . . , i')
erf llbar ist, so
3) F r A ^ A! to dim 9im(A0)/§P3(A0) - v.
Zum Beweis ersetzen wir A durch seine Smithsche Normalform S. Bei der entsprechen-
den Transformation geht (-X-)in eine quivalente Aussage f r S ber, die erste Zeile wegen
(1. 18) ã), die zweite Zeile auf Grund von (1. 18) æ) und (1. 15). F r S wird Aussage 1)
erf llt durch die /cT-tupel
da nach Voraussetzung
9V-»+iM = ri-H-itfo) = ' · ' = ?ß!í#(Áï) = °5
/^
und die Einheitsvektoren e r_T+1 (ô = l, . . ., £) sind bez glich 9?S(A0) linear unabh ngig.
Zum Beweis der 3. Aussage bilden wir zu den (/)*)**= i die folgenden 0 Vektoren des
= (0, . . , 07 Dl, . . ., D;) - (0, . . , 0, er_T^, 0, . . , 0),
also mit DJ = e r_T + 1 als (A — ê + l)-ter Komponente (ê = l, . . ., Áô; ô — l, . . ., t).
Mit (1. 18) a) und 5) folgt, da s mtliche D^1 € Sft^o), linear unabh ngig bez glich
A0) sind. Wie man an der Form von Sm(A0) abliest, gibt es keine weiteren bzgl.
ë0) linear unabh ngige Vektoren in -Ji^^o)'? damit ist Behauptung 3) bewiesen.
Schlie lich seien t1 € N, k'r (r = l, . . ., i') angenommen, so da Aussage (·#) f r
S mit Systemen
(D'^=1 (r = l, . . ., t')
t'
erf llt ist. F r k ß> max £ konstruieren wir wie in (·#-)<-) dann ÓÌô Vektoren aus
xx T = l
), die bez glich ^^(^o) linear unabh ngig sind. Aussage 3) liefert uns, da
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1. 3. Konstruktion der formalen L sungen
An die Definition (1. 8) anschlie end, fassen wir die CKq weiter zusammen zu
cf = (CJU (<? = o, i, 2, . . .),
wobei k] = k gesetzt ist. Dann l t sich (l, 10) schreiben als
(1.20) A^^)C^ = 0 (ñ = 0,1, 2 , . . . ) ,
so da wir die Ergebnisse der letzten Abschnitte anwenden k nnen. Um das Verhalten
der Á[*](ë) bei wachsendem ñ leichter zu berblicken, schlie en wir eine zweite Notation
f r die C[*] an, indem wir anders zusammenfassen. Mit den Definitionen
U. 2l) A,™ = (AJS-i = (A!,, A», . . ., AJ,
gemeint als Vektoren des Cw'*, schreiben wir:
cf = (Á<«)·_0
(1. 22) = (/#', A?i, . .
W rde man C**1 nach (1. 22) als eine Spalte des Cnt(e+1) untereinanderschreiben, m te
man die Matrix Á[*}(ë) entsprechend umordnen: gleichnamige Zeilen- und Spalten-
vertauschungen f hren dabei auf eine Gestalt wie (1. 9), bestehend aus k · n- statt
tt-zeiligen quadratischen Blockmatrizen. Auch die umgeordnete Matrix nennen wir
Als Abk rzungen notieren wir f r ñ € N0, ë € C:
$1ñ(ë) = Nullraum von Áâ(ë),
xs
9úñ(Á) — ausgearteter Nullraum von Áñ(ë),
äñ(ë) = dim 9ßñ(ë) = Ë (ñ + 1) - rg 4ñ(ë),
d f l= dim i (A) = min á. (Á).e ñ
 Aec y
Entsprechend sei f r k æ Í
9^klW, ^*]W Nullraum bzw. ausgearteter Nullraum von
0« (A) = dim 9^](A), c?« - dim 9t™ (ë).
ber das Verhalten der Defekte bei wachsendem ñ notieren wir
Hilfssatz 1. 23. F r jedes ñ € N0 gilt
1) <5 ñ (Á)^ü ñ + 1 (Á) ; <yA + l ) ^ < W A ) V A € C ,
2) d,^de+1; c? 0>0,
3) de+i — de<z de — de-1, wofrei d-3l = 0 zw 5eize^ þß,
4) Üñ<^ n - s.
Au erdem gilt f r jedes k € N, ñ € N0
5) 0^(A) ^ O^W; ü^ì + 1) ^  #ñ^(Á) V A € C ,
6) df = A · d. —
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Aus den Ungleichungen 2) — 4) ergibt sich als
Folgerung 1. 24. Es existiert eindeutig q € N0 mit der Eigenschaft
ñ <qr*de< de+l, Q^qr*dQ=dq.
Die Zahlen q und dQ lassen sich absch tzen durch
dq ^  n · s; q <Î n · s — 1.
Um zun chst (1. 24) herzuleiten, definieren wir
Definition (1. 25). d = max dQ, q = min {ρ € N0 | de = d}.(?€N0
Es ist also d = dq. Wegen (1. 23), 4) existiert max de, wegen 2) und 3) ist die erste
e€Ne
Eigenschaft von (1. 24) f r q erf llt. Zur Absch tzung beachtet man, da f r q > 0
n · s ^  dq = *2 (de+1 — de) + d0 ;> g + l,
ñ = 0
letzteres, da jeder Summand dQ+l — dQ ^> l, d0 ^  1.
Zum Beweis von Hilfssatz 1. 23 bezeichne
«ñ W = {(Á,),ñ»ï € 9l,W mit AO - 0},
9t; W = {
 0 € C* l 3 A l f . . ., hq mit ( ^=0 6 »ñ(ë)}.
Verm ge der Zuordnung
(0,
 1? . . ., Áñ) Ç> (A1? . . ., Áñ)
ist
«ñ(ë) ^  9úñ_é(* + !) (mit *-iW =
au erdem ist mit dem Isomorphismus
( Á 0 , Á 1 , . . . , Á ñ ) + ú[ ñ (ë )Ç>Á 0
stets
folglich
'9(ë) = ä9(ë) — ä^(ë + 1).
Die Ungleichung
«,(A + 1) ^  <5,+1W
folgt aus der Tatsache, da S(e+1(A) Unterraum zu 91ñ+1(Á) ist, isomorph zu 91ñ(Á + 1)·
Zum Beweis, da
W ^ ViW.
beachte man, da .Áñ+1(Ë) aus ^4ñ(Á) entsteht durch Hinzuf gen von n Nullspalten — ,
was den Rang nicht ndert, — und anschlie end von n Zeilen, wodurch sich der Rang
um h chstens n erh ht, also
<5ñ+é (A) - (Q + 2) n - rg Áâ+1(ë) ^ (ñ + 1) · n - rg 4ñ(Á) = üñ(ë).
Durch bergang auf
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erh lt man Aussage 2); d0 >0 war in (1. 1) vorausgesetzt. Korollar 1. 12 b) liefert, da
f r h chstens endlich viele ë € C
gelten kann. Daher w hlen wir ein ë æ C so, da gleichzeitig
ä,(ë + 1) = 69(ë) = <2ñ; üñ+1(ë) = dff+1; ae-1(A + 1) = d^.
Aus (·#) folgt dann Aussage 3), wenn man beachtet, da 9^+1(ë) ^ 3Æ^(Á).
4) interessiert nur f r ñ J> s:
Streicht man in ^4ñ(Á) die ersten n · s Zeilen und letzten n · s Spalten, ist die entstan-
dene Determinante (als charakteristisches Polynom einer komplexen Matrix) sicher nicht
das Nullpolynom, daher ist — ber dem K rper C (ë) —
rg AQ Î> (ñ -f 1) · n — n - s, also dQ ^  n · s.
Wie schon im Anschlu an (1. 22) erw hnt, erhalten die Á[*](ë) durch Umordnen von
Zeilen und Spalten eine Struktur wie die Áñ(ë), woraus sich Aussage 5) ergibt, w hrend
6) schon mit (1. 18) 5) bewiesen ist.
Im folgenden besch ftigen uns die Áâ(ë) nur noch f r ñ ^  q. F r alle ë € C,
ì € N0, k € N ist nach den vorhergehenden S tzen
dim ë = dim «(A) = k - d.
Nach Abschnitt 1. 2. 2 seien
Vektorpolynome, die f r jedes A € C eine Basis von $ßé*](ë) bilden; dann sind die Vektor-
polynome
(0, 0, . . ., 0, h™(X + ì + 1), . . , Agi(A + /* + !)) (i = l, . . ., k · d)
f r jedes komplexe ë linear unabh ngig und liegen in 9ß^+1(ë); nach Hilfssatz 1. 14
erzeugen sie 31[^_ì+é(ë). Das halten wir fest in
Hilissatz 1. 26. Sei ì € N0, λ € C beliebig. Dann gilt
- *
3
 = · · · = = o.
Wir definieren f r A € C, /* æ N0, /c € N
Definition 1. 27.
^
](ë) = {(«.ï ·· 3 A?li, · · M Aft„+i ^ C»*, so da
Au erdem sei f r ì € N0
Definition 1. 28.
^(A) = g. g. T. der <(? + ì + 2)rc — d>-zeiligen Unterdeterminanten von
÷ì(ë) in Á^ì^(ë) ist unter Satz l . 11 einzuordnen als das Polynom \pr (ë) in Á(ë).
Wir besch ftigen uns zun chst nur mit ÷(ë) = ÷0(ë).
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Es gilt f r beliebiges k æ N, A0 € C, ì € N0:
Hilfssatz 1. 29. 1) SR?1^) Ö {0}
2) ÷(ë0) Öè
3) ÷(ë0 + ^ + 1) ^  Ï
Zum Beweis von 1) und 2) nehmen wir an, es sei ÷(ë0) Ö 0. Dann ist nach (1. 18) å)
(**)
daher mit (1. 26)
~ C == 0.
Weiter gilt
k · d ^  dim
letzteres wegen (·#·#): daraus folgt 2), da auch
Die unter 3) angegebene Zuordnung (·#·) ist wegen Hilfssatz 1. 26 in jedem Fall
lineare und surjektive Abbildung. Falls
#] = . . · = Ajf' = 0,
so wegen 2)
ì + 1);
und dem Beweis von (1. 26) entnehmen wir, da
Mit Aussage 3) werden L sungen der Gleichung
\r<[k]
die bez glich des ausgearteten Nullraums von Á[$.ì+1(ë0) linear unabh ngig sind, durch
die lineare Unabh ngigkeit der Abschnitte bis zur Komponente ì charakterisiert. ber
die L sbarkeit von Rekursionen der Form (1. 5) notieren wir
Hilfssatz 1. 30. Es sei k € N beliebig; ë0 € C, p € N0 mit der Eigenschaft:
íìú®:ì^ñ + ß^÷(ë0 + ì) ö 0.
Behauptung. Jedes (p + l)-tupel (A£*3)JL0 € 9Rp*](A0) l t sich zu einer eindeutig be-
stimmten L sungsfolge (A^])r°l0 der Rekursionen
(l. 31) A? (ë0) C»' = Ï, ó» = (ÁÀ«);_0 (ñ = 0, l, 2, . . .)
fortsetzen.
Beweis. F r ì Î> ñ + l bezeichne
W : SRro^o) -> 50ú^](^ï) die lineare Zuordnung
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Hilfssatz 1. 29, 3) zusammen mit 1. 23, 5) liefert
(a) dim^(A0)^dim^(A0).
Andererseits nehmen wir an, es sei
Ï Ö (A£*])iL0 € Ì™(ë0) mit AM = - - - = A« = 0;
dann w re, mit J = min {v 6 {p + l? · · ·, ì} : A**1 ö 0},
was nach Hilfssatz 1. 29, 1) unm glich ist. Es folgt
(â) øì ist injektive, lineare Abbildung,
mit (a) zusammen also
(Õ) 9Ê?1 Wo) ^  ^ 3(^o) V ^  ^  p + l verm ge des Isomorphismus
Bei vorgegebenem (A£*])JL0 ^ 9Ê[?](^ï) definieren wir f r /* = jo, JE? + l, .
A{f] == letzte Komponente von *ø~é ((A[f])JL0)>
so da f r alle ì ^ /? + l, wie man leicht sieht,
Damit ist (A^])^10 die gesuchte, eindeutig bestimmte L sungsfolge von (1. 31).
Zur L sbarkeit von (1.2) notieren wir zusammenfassend
Satz 1. 32. 1) Falls ÷ = l, hat (1. 2) ?mr die triviale L sung.
2) o'ei ÷ Ö l, es bezeichne
a) A1? . . ., AOT die Nullstellen von ÷ mit den Eigenschaften
ëß — ë$ nicht ganzzahlig (i ö,/),
jede Nullstelle von ÷ hat die Form ëé -f- z mit z æ N0, l ^ i ^  m.
) pi = max {z € N0 | ÷(ëß + z) = 0} (i = l, . . ., m), p
À = 1
Schlie lich sei f r i = l, . . ., m
y) ^ = Vielfachheit von ëé als Nullstelle von ÷ñ,
t ^  k} (r = l, . . ., t ^  gem Satz 1. 19 f r die Nullstelle ë{ von ÷ñ definiert, so da
Behauptung. Die Rekursionen (i. 2) mii de^ Bedingungen (A), (B), (C)
schnitt 1. l lassen sich l sen unter bernahme der in a) und ) definierten Gr en
^i» · · -5 ^m? ^ j *J i^ die dwrcA (1. 4) definierte Matrix J. Dabei ist
der maximale Rang einer formalen L sung.
m
Da stets vi > 0 und Ó í é ^  n, ist im folgenden Abschnitt noch zu zeigen.
i = l
Zum Beweis sei daran erinnert, da wir die nichttriviale L sbarkeit von (1. 2)
auf die nichttriviale L sbarkeit von Systemen der Form (1. 5) zur ckgef hrt haben.
Journal f r Mathematik. Band 267 14
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(1.5) ist den Rekursionen (1. 31) quivalent, wenn man A0 = A i ? k*· = k setzt. — Nehmen
wir an, es sei eine Folge
(Ai*]),~ ï Ö 0 mit ì = min {v t N0 | h™ Ö 0}
L sung von (1. 31). Wegen
A?1 € »Wo + A«)
ist nach Hilfssatz 1. 29, 1)
ì) = 0.
# mu also berhaupt Nullstellen besitzen, womit 1) gezeigt ist. Wir ersetzen dann
A0 durch A0 + *0 mit 20 = min {z € Z | % (A0 + 2) = 0}
und verfahren mit den zu ë0 geh renden L sungsfolgen, wie in Abschnitt 1. l vor (B)
gezeigt. Daher gen gt es, (1. 31) bzw. (1. 5) nur f r die unter a) erw hnten ëß zu l sen.
F r festes i € {l, . . ., m} bezeichne kurz
i: = f„ *T: = J (ô = l , . . . ,*) ·
Satz 1. 19, angewandt auf ëß als ë0, Á9+1+ñ(ë) als Á ( ë ) — und damit ÷ñ(ë) als øÃ(ë) —
liefert Systeme
(*) (hl„...,hl^tl0+p^^\+p(^) (T = !,. . . ,*)
— zur Bezeichnung vgl. (1. 22) — , mit
( U±o1+P (ô = l, . . ., 0 Im. unabh. bzgl. & i+1+J>(A4),
also nach Hilfssatz 1. 29, 3)
(·**) (Ai„)?-o (T = l, . . ., 0 linear unabh ngig.
Die Abschnitte
lassen sich wegen Hilfssatz 1. 30 eindeutig zu L sungsfolgen (h\VJ . . ., hrk v)fLQ von (1.5)
fortsetzen (ô = l, . . ., i), wobei Bedingung (C) durch (-*·#·) garantiert ist; — die Kom-
ponenten
hl, f r v - p + l, p + 2, . . ., p + q + l
sind nat rlich eventuell andere als in (-X-). —
t
Vi= J£kT ist maximal bez glich der L sbarkeit von Systemen (1. 5) zu ëß unter
ô=1
Bedingung (C), da nach Hilfssatz 1. 30 die Zuordnungen
(*5„ . . ., A^-o H-> (*;„ . . ., Ai^JLo und (h\v)^0 ^ (ÁÚ,)?.Ï
bijektiv und linear sind.
1. 4. Absch tzungen f r den Bang einer formalen L sung
m
Im folgenden wollen wir die Gr e Ó í é absch tzen. Wir nehmen an, da ÷ ö l,
t=*l
und bernehmen die Bezeichnungen aus Satz 1. 32. Eine erste wichtige Gleichung flie t
aus
m
Hilfssatz 1. 33. F r alle ì Î> p ist Ó v i = Grad ÷ì^é — Grad ÷ì.
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Zum Beweis z hlen wir s mtliche Nullstellen von ÷ì und ÷ì+1 auf und vergleichen
ihre Vielfachheiten.
1) Die Zahlen
I. ^ + v (i = l, . . ., m; v = 0, . . ., p{),
II. ëé — v (i = l, . . ., ra; v = 0, . . ., ì und evll. ì + 1)
sind Nullstellen von ÷ì. — Zum Nachweis von II. f r v — 0, . . ., ì benutzt man (1. 23, 1),
wonach
zum Beweis von I. ersetzt man nur ëß durch ëß + pt.
2) Unter I. und II. smrf á/Ze Nullstellen von ÷ì aufgef hrt.
F r eine Nullstelle ë' von ÷ì gilt n mlich
Entweder ist nun ÷ (ë' + ì -f 1) = 0, dann ist A' unter II. aufgef hrt. Anderfalls, nach
(1. 29), 3) existiert
Ï Ö(Á÷063»ßß](ë').
Mit j = min {v \ hv Ö 0} gilt
A, €9K[,1](A' + j), daher A' + J Nullstelle von ÷.
Entsprechend sind die Nullstellen von ÷ì+é
Ã) ëß + í (ß = l, . . ., m; v = 0, . . ., jp f),
ÉÃ) A^ — v — l (i = l, . . ., m; v = 0, . . ., ì und evtl. ì + 1).
Man beachte, da wir die ëß selbst oben in beiden Zeilen I. und II. aufgef hrt haben,
hier nur unter Ã).
3) Die Vielfachheiten jeder Nullstelle ëß + v (aus I. bzw. I')) m ^  und ÷ì^é stimmen
berem; jedes ëß ist genau v^fache Nullstelle. —
Jedes ëß + v als ë0 erf llt die Voraussetzung von Hilfssatz 1. 30, daher ist f r
jedes k € N:
dim W™ (ë, + v) = dim SRjfJ!^ + v) = dim SRJ,«^ + v).
Nach Satz 1. 19, 3) sowie (1. 29), 3) bedeutet das bei gen gend gro em A, da die Viel-
fachheiten von ëß + v in ÷ì, ÷ì+1 und ÷ñ bereinstimmen.
4) Die Vielfachheit jeder Nullstelle ëé — í (aus II.) in ÷ì ist gleich der Vielfachheit
von ëß — v — l in ÷ì+1. —
Da ÷(ëß — v — 1) Ö 0, ist stets SR?1^ — v — 1) = {0}, folglich
< - * - 1) ~ Ë?1 = Ï Ë „
Daher ist f r jedes : € N
dim !^^  - v - 1) = dim 31^ì(ë, — v).
Da die ausgearteten Nullr ume beide die Dimension k - d haben, bleibt wieder nur
Satz 1. 19, 3) f r gen gend gro es k anzuwenden.
14*
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Folglich stehen, der Vielfachheit entsprechend gez hlt, unter L so viele Nullstellen
wie unter Ã), unter II. so viele wie unter É Ã ) ; die ëé sind in L, II. doppelt gez hlt, in
Ã), ÉÃ) nicht; also hat ÷ì+é, der Vielfachheit nach,
mÓ í t Nullstellen mehr als ÷ì.
Aus den Beweisteilen 1) bzw. 2) folgern wir direkt
Korollar 1. 34. 1) V ß € {l, . . ., m} gilt vi > 0.
2) Falls ÷ = l, so auch alle ÷ì = l (ì € N).
F r die Praxis leichter anwendbare Kriterien liefert der folgende Hilfssatz, den wir
f r die weitere Theorie aber nicht brauchen.
Hilfssatz 1. 35. 1) Wenn sich alle verschiedenen Nullstellen von ÷ nicht um ganze
Zahlen unterscheiden, so ist
mÓ vt = Grad ÷.
<=i
2) In jedem Fall ist
mÓ v{ ^ Grad ÷.
i = l
Beweis. Im ersten Fall ist p = 0, also ÷ = ÷ñ. — Im allgemeinen Fall sch tzen wir
die Vielfachheiten von ëé + z (z = 0, l, . . ., p) als Nullstellen von ÷ ab. Nach Satz 1. 19
sowie (1. 29), 3) ist f r k ig max kl
Mit gewissen ganzen Zahlen
Ï <Î zl < z2 < · · · < Zi ^ p (l ^  1)
gibt es Basisvektoren von S lp*1^), die sich in / Klassen einteilen lassen, so da in der
ì-ten Klasse Vektoren der Gestalt
(;·=!,...,*„)
mit
Áî} (; = l, . . ., óì) lin. unabh, 6 SR?1^ + æì)
zusammengefa t sind. Dann ist offensichtlich
dim 91$! (ë, + æì) — k · d ^  dim SR?1^ + æì) ^óì (/é = l, . . ., /).
Folglich ist die Summe der Vielfachheiten von ë{ + æì (ì = l, . . ., l) als Nullstellen in
÷ mindestens gleich
Da im allgemeinen Fall nicht unbedingt
Jf
 Vi = Grad
dazu sind leicht Beispiele zu finden. —
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Nach Satz 1. 32 bezeichnen wir als maximalen Rang einer formalen L sung
1 0, falls χ = l,mW» P Ð ι ΛΣ v t, falls χ Ö 1.ß = 1
Zur Rechtfertigung bleibt zu zeigen
m
Bemerkung 1. 37. Es ist stets Ó Oi fS n.
i = l
Mit der Bezeichnung,
co0 — Vielfachheit des Eigenwerts 0 von B0 als Nullstelle des charakteristischen
Polynoms,
wollen wir genauere Absch tzungen f r rmax liefern:
Satz 1. 38. 1) s · rmax <Î d <Î 5 · ù0;
2) rmax = > 0 ^ d = $ ·ù 0 .
Aus der um eine triviale Ungleichung erweiterten 1. Behauptung,
S
 '
 rmax ^ d^S· 0}0^S> n,
ist au er (1. 37) unmittelbar der Beweis des folgenden Satzes abzulesen, den wir vor dem
Beweis von (1. 38) notieren:
Satz 1. 39. 1) rmax = n ^  d = n · s;
2) ^max = n r* BQ nilpotent.
Wie einfache Gegenbeispiele best tigen, ist die Umkehrung von (1. 39), 2) falsch,
ebenso kann man die Ungleichungen (1. 38), 1) i. a. nicht durch Gleichungen ersetzen.
Beweis von Satz 1. 38. Es sei daran erinnert, da J50 als nicht-invertierbar voraus-
gesetzt war, d. h. co0 > 0. F r ù0 = 0 ist nat rlich d = 0 und rmax = 0, da es nur die
triviale L sung von (1. 5) gibt. Wir brauchen den Satz also in jedem Fall nur f r o>0 > 0
zu beweisen. — Wir zeigen folgende Aussagen:
I. d 5Î £ù0 ,
II. d = s - co0r>rmax = ù0,
Aus I. und III. schlie t man unmittelbar
rmax = W0 ^  d = S ' ùÏ·
Zun chst nehmen wir an, da B0 in der folgenden Gestalt (z. B. in Jordanscher Normal-
form) vorliegt :
n 1° \ Q\B
°
 =
 ( T N) '
wobei D invertierbare (n — co0, n — co0)-Matrix — f llt weg f r ù0 = n — , N nilpotente
(ù0, co0)-Matrix.
Wenn n mlich mit einer invertierbaren Matrix T 6 Mn(C) die Transformation
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die obige Form erzeugt, geht man f r jedes ñ 6 N0 mit
von Á,(ë) ber auf T?At(X)Tt.
Dabei bleibt die Struktur (1. 9) der Á6(ë) erhalten. Weil sich bei vorliegender Trans-
formation die Smithsche Normalform jeder Matrix Ag(X) nicht ndert, bleiben auch die
Gr en rfe, q und d sowie die Polynome %„(A) invariant.
F r ñ ^  2s bezeichnen wir mit Õâ(ë) die brigens schon in Hilfssatz 1. 23, 4)
benutzte <(ñ + 1) · n — s · n>-zeilige Untermatrix von Á6(ë):
l B. — ëÉ
 s _ t . . . B0 0 \
Bn
\
Falls o>0 < n, unterteilen wir jede Matrix B„ (v € N0) so wie B0,
B =
fij / j %
n — <wn
und betrachten die folgende <(ñ-f 1) · n — s · co0>-zeilige Untermatrix von Áñ(ë), die
entsteht, wenn man in den ersten s Blockzeilen von Áñ(ë) die zu den B*v, 5* geh renden




l B\ D 0 0












F r den Fall, da o>0 = n, setzen wir
und zeigen f r beide F lle
U.(ë) = ÕËë)
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Hilfssatz 1.40. Die Determinante von t/e(A) ist ein Polynom vom genauen Grad
«V (Q — s + 1).
F r ù0 = n ist ÉÉñ(ë) = ¥ñ(ë) und daher die Determinante das charakteristische
Polynom einer n · (ñ — s + l)-zeiligen Matrix.
F r ù0 < n berechnen wir die Determinante von t/e(A) in mehreren Transformations-
schritten :
a) Da D konstante, invertierbare Matrix ist, k nnen wir, ohne den Wert der Deter-
minante zu ndern, durch Zeilenoperationcn in ÉÉñ(ë) s mtliche B*v und f r v Ö 0, s
die B] sowie alle B] — (A + ì)Éé (ì = 0,. . ., ñ — s) annullieren. Oben beginnend, hat
man dazu jede mit D endende Blockzeile, mit einer geeigneten Matrix von links multi-
pliziert, von jeder folgenden Blockzeile zu subtrahieren. Die ben tigten Faktoren sind die
Matrizen ff,D~\ B\D'1 (v Ö 0, s) bzw. (Â} — (ë + ì)Éé)¼'1. Im letzten Fall wird
durch die links von einem D stehenden, evtl. schon abge nderten, aber konstanten E\
(konstant sicher f r ê — l, . . ., s) die links neben B] — (ë + ì)Éé stehenden B2V — also
v = s + l, . . ., 2s — in Matrizenpolynome (h chstens) 1. Grades abge ndert, die bei
weiteren Transformationsschritten ihrerseits bewirken, da auch die Matrizen
B\ f r v = s + 2, . . ., 2s + l
Matrizenpolynome (h chstens) 1. Grades werden, die 5, f r v = 2s + l, ...,3s solche
(h chstens) vom Grad 2, daher die B\ f r i> = 2 s + 2,. . 3, s -\~ i vom Grad 2, usf.
b) Der n chste Schritt besteht in einer Permutation der Zeilen und Spalten mit
dem Effekt, da die Matrizen D im Anfang der Haupt diagonale hintereinanderstehen.
Die so transformierte Matrix hat die Gestalt
Rechts oben stehen die zu Polynommatrizen abge nderten Bj, die den Wert der Deter-
minante nicht beeinflussen. Bezeichnet man die im rechten unteren Teil stehende
so gilt
(ñ — s + 1) · w0-zeilige Matrix als C/e(A),
det U,(ë) = ± (det />)'+1 · det û,(ë).
Es bleibt also det U (ë) zu berechnen.
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c) Dazu bemerken wir:
BQ = JV, B*, . . ., #*-{-i sind konstante Matrizen,
die B* f r v ^  5 + 2 aus der 2. Blockspalte von C/e(A) sind in Matrizenpolynome Â\(ë)
bergegangen, und zwar ist f r k € N0, j = 0, . . ., s — l,
ÂÀ8+^+2(ë) Polynommatrix h chstens vom Grad k.
Aus Symmetriegr nden sind die unterhalb B* — (ë + ì)^4 stehenden B* in Â\(ë + ì)
bergegangen.
Der Anteil ë · / in der Hauptdiagonale von ýà(ë) erlaubt es, durch Zeilenumfor-
mungen die von ë abh ngigen Anteile in den Matrizen Â*(ë + ì) wieder zum Verschwinden
r* C5»
zu bringen, womit Uq(X) auf die Gestalt UQ — ë · /transformiert wird, mit konstantem UQ.
Damit ist die Determinante von t/e(A) als charakteristisches Polynom einer Matrix
ein Polynom vom genauen Grad ù0 · (ñ — s + 1)> womit unser Hilfssatz gezeigt ist.
I. d ^  s · ù0 folgt aus der Tatsache, da det UQ(X) f r alle ñ Î> 25 nicht das Null-
polynom ist, folglich rg AQ ^  (ñ + 1) · n — s · ù0, und daher dQ ^  5 · co0.
II. Falls d = o>0 · s, ist ÷í_Ë(ë) f r *> Î^ l der g. g. T. der <(<? + l + v) · ft — co0 · 5>-
zeiligen Unterdeterminanten von Á9+í(ë)\ Nullpolynome werden nat rlich nicht be-
r cksichtigt.
a) F r jedes v mit q + v 2g 2s ist nach Hilfssatz 1. 40
/MA): = det ,+,(A)
eine der zur Auswahl stehenden Unterdeterminanten, und zwar Polynom vom Grad
a)0'v + coQ-(q—s + i).
b) Die Zahl der nicht identisch verschwindenden Unterdeterminanten von
Á9_Ãí(ë) ist durch eine von v unabh ngige Zahl t2 beschr nkt, mit
t = Anzahl der M glichkeiten, co0 · s Zeilen in Aq (ë) zu streichen.
Aq+v(%) enth lt n mlich als Teilmatrizen
(Á9(ë) | 0) in den ersten Zeilen
sowie
¼
in den letzten Spalten.
Da schon dq = ù0 · 5, wird eine Unterdeterminante sicher das Nullpolynom, wenn nicht
alle ù0 · s Zeilen in der erstgenannten Teilmatrix, alle co0 · s Spalten in der zweiten Teil-
matrix gestrichen werden.
c) Die Auswahl der in Aq(X) zu streichenden o>0 · s Zeilen bzw. Spalten sei durch
die Indizes ô und ó charakterisiert (ô, ó = l, . . ., i)> die zugeh rige Unterdeterminante
von Á9+í(ë) sei
2À;·Ô(*), wobei ÄÀ·é(ë) = Ä,(ë).
d) Da die Zeilen und Spalten von ¼í(ë) bez glich des K rpers €(ë) linear unab-
h ngig sind, existieren (von v unabh ngig) rationale Funktionen
M*), *«,(*) (ô, ó = l, . . ., i),
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so da stets
4"'T W = Ãô(ë)8á(ë + í) · Äí(ë) (r, = Sl = 1).
Da alle Unterdeterminanten Polynome sind, teilen die Nenner der rr und sa (in redu-
zierter Darstellung) s mtlich Äí(ë).
e) Mit Ç(ë) = Hauptnenner aller rT(A), S (ë) = Hauptnenner aller 8á(ë) folgt
*„-iW= k. g. V.
und f r v gen gend gro
Demnach ist f r alle v ab einer gewissen Nummer
Grad ÷í — Grad ÷í_1 = Grad Av+l — Grad Av = o>0.
III. Falls d = n · s, folgt aus der in I. bewiesenen Ungleichung
d <Î co0 · 5 fS n · s
sofort, da
d = ù0' s = n · s,
also nach II.
Im folgenden sei also d < n - s vorausgesetzt. Es bezeichne
a den maximalen Grad aller <(gr -f 2) · n — einzeiligen Unterdeterminanten von Á^^ë).
Wir zeigen, da f r jedes v € N0 gilt:
Jede <(g -f- 2 -f v · s) · ft — d)-zeilige Unterdeterminante von Á^1+í8(ë) ist
Polynom h chstens vom Grad á + v · d.
Die Aussage f r v = 0 liegt in der Definition von a, den Induktionsschritt von
v — l auf v (v ^  1) f hren wir mit dem Laplaceschen Entwicklungssatz. Eine nicht-





+ 1+ („_!)„ (ë) Ï
X X X X As_i
r^>ns
} n · s Zeilen
— d Spalten.
Dabei entsteht /i+1+(v_1)s(A) aus Á9+1+(í_é)8(ë) durch Streichen einer gewissen Anzahl
(^ d) von Spalten und genau d Zeilen, da sonst die Determinante Null w re (vgl.
II. b)l). Die von ë unabh ngige Matrix As_l enth lt also n · s Zeilen und r^ns — d
Spalten (von ÁÂ__^(ë)\ Wir entwickeln Ä nach den n · s-zeiligen Unterdeterminanten
der letzten n · s Zeilen. Da ber Á8_ë Nullen stehen, gen gen die Unterdeterminanten,
die alle Spalten von As_1 und damit mindestens r konstante Spalten enthalten; deren
Grad ist h chstens
n · s — r <Î d,
und die Kofaktoren als Unterdeterminanten von Á9+é+(í_ß)8(ë) haben nach Induktions-
annahme einen Grad von h chstens
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woraus (&) folgt. Es ergibt sich für alle v € N0
Grad
 99 <; + · d,
und für genügend große daher
* · W = Grad
 < +1)8 — Grad Xu.8 ^ d.
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