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2.
A bst r a c t
The interaction of energetic ions and other charged particles with solid matter leads to a wealth 
of physical processes. This thesis comprises a collection of papers and an introductory 
commentary, which explore some aspects of how these interactions may be used for:
(i) Characterisation of thin surface layers of material,
(ii) Characterisation of energetic charged particles, and
(iii) Modification of materials by ion bombardment.
In (i) Elastic Recoil Detection using a detector system for measurement of Time of Flight and 
kinetic energy of recoiling target atoms has been developed as a quantitative method for 
elemental depth profiling of thin (0.5-1 pm) surface layers. This method has been applied to the 
study of reactions of metal/III-V structures, which are of importance for the semiconductor 
industry, (ii) MeV-ion -  materials interactions have been used as the basis for developing Si p- 
i-n detectors for the CHICSi programme which will undertake experimental studies of heavy ion 
collisions at intermediate energies. This involved development and testing of extremely thin 
(10-12 pm) Si AE detectors for characterising light- and intermediate mass charged particles as 
well as calibration of Si p-i-n detectors and their susceptibility to radiation damage, (iii) Nuclear 
Reaction Analysis (NRA) with resonant nuclear reactions has been used to study modification 
of material with ion beams. In the first study, the accumulation of fluorine in BF2+ ion implanted 
WSi2 solid diffusion sources was investigated. The second study investigated if there was a 
correlation between photoluminescence and segregation of hydrogen to buried heterojunctions 
in plasma-etched III-V quantum-well structures. The ion bombardment in this case was during 
etching in an Ar+CH4 plasma using an Electron Cyclotron Resonance (ECR) source.
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This thesis comprises selected papers submitted for award of the degree of Doctor of Science at 
the University of Bath. The scientific works included were selected to provide an objective and 
balanced view of my research activities in the field of ion-solid matter interactions, over the past 
decade or so. The criteria for selection were;
(i) That the work has been published, or accepted for publication, in a peer-reviewed 
archiving journal of a high international standard.
(ii) That there is minimum overlap with work submitted for the Swedish “oavlOnad docent” 
status (literally translated: unpaid reader/associate professor).
(iii) I have made a substantial contribution to the paper.
Unfortunately, this proved to be a difficult task because only a few publications have yet 
appeared in print from the CHICSi project which has constituted a significant part of my 
research effort since 1990. In common with similar projects in the high-energy nuclear physics 
community, the papers on these research activities will be published when the commissioning 
phase of the work is complete. Furthermore, the research has spanned a wide range of topics. 
Therefore, to provide structured guidance to the reader and emphasise interrelations between 
papers spanning a number o f research fields, an introductory section is included. This 
introduction is intended to be a commentary and not a detailed review.
Research with accelerators, because of its nature, is characterised by collaborative teamwork. It 
follows that the resulting papers are multi-author works. Moreover, the house rules of different 
journals for multi-author lists and affiliations implies that the extent of the contributions from 
the various authors often cannot be judged from the order of the list of authors. My contribution 
to each of the papers is thus specified in Appendix I.
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C h a pt e r  1 
In t r o d u c t io n
1. THE INTERACTION OF ENERGETIC IONS AND MATTER
It is today well established that matter is made up of atoms, which in turn are constituted of 
nuclei and electrons. It follows that an energetic projectile ion*, consisting of a nucleus and 
associated electrons can interact with the electrons and nuclei that make up the target. These 
interactions take the form of nucleus-nucleus and nucleus-electron scattering as well as electron 
transfer between the electronic systems of the ion and target. At MeV energies the ion nuclei 
have enough energy to excite nuclear reactions in some nuclei, knock out target nuclei from 
their equilibrium positions thereby creating energetic target atoms, as well as excite inner and 
outer shell electrons in the electronic structure of the target. [1] The fact that the energy is 
transferred to both the nuclei and electronic system leads to a wide plethora of coupled 
processes taking place as the result of impingement of a single MeV ion. Figure 1.1 illustrates 
the complexity, diversity and the main interrelation of the processes taking place in a solid 
material at equilibrium on which a single MeV energy ion impinges. Inspection of Figure 1 
reveals that, the path leading to a particular process may be very indirect and the energy 
associated with that process may travel by several different routes. A general observation from 
Figure 1.1 is that ion impingement can result in:
• Heating (phonon generation and meV excitations of the electronic system).
• The emission of radiation and particles from the material.
• Structural changes in the material.
The latter not only includes stored (Wigner) energy in defects but also changes in the 
morphology and molecular structure such as chemical changes (e.g. cross-linking and scission 
of polymer chains).
In this thesis, we shall be exclusively concerned with the latter two effects. However, it is noted 
that thermal and non-linear phonon effects may explain the intact sputtering of labile 
biomolecules and surface crater formation resulting from MeV ion bombardment. Moreover,
* The term “ion” here is used to denote an accelerated atom. The charge state is usually indeterminate and 
may even be zero (neutral).
13.










Figure 1.1. Schematic illustration of processes taking place in solid matter 








phonon measurement is of technical importance for detecting dark matter [2], X-rays [3] and 
elusive double-beta decays[4].
1.1.1 Ion Beam Analysis
Ion Beam Analysis is a generic term which describes analytic methods where samples is 
irradiated with ions and signals from the interactions shown in Fig. 1.1 are used to characterise 
the target material (sample). For example, the well-established Particle Induced X-ray Emission 
(PIXE) method [5,6] is based on energy dispersive measurements of the X-rays emitted when a 
sample is irradiated with MeV ions. Other characteristic signals, which have been used for 
analysis, are sputtered neutrals and ions, charged particles, elastically-recoiling target atoms, X- 
ray and y-ray photons, secondary and Auger electrons, optical photon emission, and induced 
charge. In this thesis, research on the use of elastically scattered recoiling target atoms as well as 
y-rays emitted from characteristic nuclear reactions [12] have been used to investigate some 
effects associated with low energy ion bombardment.
14.
1.1.2 Charged-Particle Detection and Spectroscopy
In charged particle detection, the deposited energy causes production of a measurable signal. 
The signal may originate from any of the processes in Fig. 1.1. E.g. prompt photon emission as 
in the case of the well known Nal (Tl) scintillation spectrometer [7] where a pulse of light 
indicates the impingement of a particle. Furthermore, the size of the signal produced is a 
measure of the amount of energy deposited in the material by the incident particle. Another 
example is thermoluminescence [8] dosimetry where modification of the electronic 
configuration of the material is used for integral measurements of radiation dose. Generally one 
is often interested not only in registering the occurrence of a charged particle but also 
determining other parameters such its energy, mass, nuclear charge and momentum vector. One 
approach is to combine dispersing magnetic and electrostatic elements to form a spectrometer or 
hodoscope, another is to make use of differences in the interaction with matter for different 
charged particles to make multidispersive measurements.
1.1.3 Ion Beam Modification of Materials
Bombardment with MeV ions presents a variety of possibilities for modification of materials. 
The simplest form is ion implantation where foreign atoms are introduced into a host. This is 
widely used for doping of semiconductors because the process is inherently more controllable 
that diffusion. If the dose is sufficiently high and the implanted ion species reacts chemically 
with silicon ion implantation may be used to form buried and surface layers of metalloid and 
oxide phases [20]. MeV ion bombardment can also introduce modification via the energy 
deposited in electronic excitation. A well-known example is ion tracks in insulating materials. 
As the ion penetrates solid material about half the energy loss is due to exchange electrons from, 
and excitation of electrons within, a radius [1] of -0.5 nm of the ion trajectory. For a 65 MeV 
Cu+ ion in a typical insulator dE/dx -3.5 keV nm-1, which corresponds to average excitation of 
45 eV per atom within 0.5 nm radius. This is comparable with the ionisation energy for the II- 
IV ionisation state for many elements. An uncompleted area in the jigsaw puzzle is exactly how 
this intense ionisation around the ion track is coupled to low-energy excitations. (E.g. the 
instigation of structural changes at the molecular level and heat in the form of phonons and 
electron motion.) However, we note that it is now believed that electronic excitation can lead to 
displacement damage similar for nuclear energy deposition through self-trapped excitons.
15.
Chapter 2 
C h a r a c t e r isa t io n  o f  T h in  L ayers 
U sin g  E la stic a lly  Scattered  Re c o il s
2.1 ELASTIC RECOIL DETECTION
A major driving force in the development of Ion Beam Analysis (IBA) techniques since the 
1960’s has been their use for quantitative analysis of thin films in microelectronic research. IBA 
techniques based on MeV ions such as Rutherford Backscattering Spectrometry [9,10,11] (RBS) 
are especially useful for this application because they are inherently quantitative and yield 
elemental depth distribution information. Although RBS is applicable to a wide range of 
microelectronic analysis applications, it is limited for the following reasons:
(i) The low sensitivity for light elements such as nitrogen because of small scattering cross 
sections.
(ii) Superposition of the light element signal on a background from heavier matrix 
elements.
RBS thus is difficult to apply for some important classes of microelectronic structures such as 
light and medium heavy elements on III-V substrates, thin oxide and nitride layers and 
polymer/semiconductor systems. Nuclear Reaction Analysis (NRA) [12, Papers XIV, XV, 19] 
can often be used (e.g. Chapter 4 below) to circumvent this problem, however these are limited 
to analysis of a particular isotope (13C, 15N, 180  etc.) which often have a low natural abundance. 
Furthermore, there is a lack of suitable nuclear reactions for the analysis of medium heavy 
elements (Z > 20).
In order to overcome the difficulties associated with conventional IBA techniques, interest has 
been focused on Elastic Recoil Detection Analysis (ERD (A)) techniques [19,22,23]. These 
techniques are based on measurement of target atoms that recoil out of the sample as the result 
of high-energy ion bombardment.
Sputter profiling methods are often named as well-established sensitive analytical depth 
profiling techniques for light and heavy elements. Some brief comment is therefore justified as
16.
why ERD has been developed. Whilst it is quite true that Secondary Ion Mass Spectrometry 
(SIMS) has a high sensitivity and sputter XPS/Auger can even yield chemical information, 
SIM S and sputter XPS/Auger are simply not inherently quantitative methods. The principal 
causes for this are ion bombardment induced artefacts such as ion beam induced segregation 
[13,14,17,15], ion beam mixing [16] and composition transients in the sputtered flux etc. 
Consequently, the sputtered flux and surface composition will depend on the previous sputtering 
history [15]. It follows the analytical signal from the surface of sputtered ions will depend in 
some complex way on the depth distribution of the elements present in the sample. This 
difficulty is particularly acute for interface structures, which are an important class of structures 
encountered in microelectronic research and development. The situation is even more complex 
and difficult for SIMS because the ionisation yield depends on the electronic nature of the 
surface. This is not to say the techniques are totally without value as a quantitative analytical 
tool. However, the author has often observed the uncritical adoption and use of these 
instruments in analytical situations where they are poorly suited.
The naming o f the technique
The naming of the technique has been diffuse over the years. Elastic Recoil Detection Analysis 
(ERDA), Elastic Recoil Detection (ERD), Recoil Detection (RD), High Energy Elastic Recoil 
Detection (HEERD), Heavy Ion Ion Elastic Recoil Detection Analysis (HIERDA), Forward 
Recoil Elastic Scattering (FRES), Recoil Spectrometry (RS) are some of the names (with 
associated acronym) used in the early literature. The name Elastic Recoil Detection Analysis 
was used by L’Ecuyer et al [24] who are often attributed with the first report of the technique. 
(Their report is preceded by that of Cohen et al [21]). These authors have made simple detection 
measurements where hydrogen concentrations were determined. More recently true 
spectroscopic measurements have been made. The present author, and co-workers proposed, and 
used the term Recoil Spectrometry (RS) on the grounds; (i) it was concise, (ii) it emphasised the 
fact that spectroscopic measurements are made the elemental depth distributions, (iii) it 
indicated the close similarity to the well-established Backscattering Spectrometry technique and
(iv) there is no reason why the recoils need the result of elastic scattering. A recommendation 
was made at the 12th International Ion beam Conference [18] in the favour of the more common 
Elastic Recoil Detection (ERD), or Elastic Recoil Detection Analysis (ERDA). It was also 
recommended that optional prefixes be used to denote the primary beam or type o f measurement 
(e.g. 12C ERD, coincidence ERD). In compliance with this recommendation, later publications 
here have used ERDA whilst early publications use RS to denote the technique.
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2.1.1 Fundamentals
The underlying basis of ERD is binary elastic scattering of nuclei, which is illustrated 
schematically in Figure 2.1. For our purpose, we may neglect the internal structure of these 
nuclei and assume that they can be represented by massive point charges.
Figure 2.1. Schematic illustration of a binary elastic collision between two 
atomic nuclei.
The fraction of the incident particle energy E which is transferred to the recoiling target atom in 
the elastic collision is governed only by the two masses M\ and Mi and the recoil angle <f> in the 
laboratory frame according to [25]:
E"=AE
. 4M ,A/2 2 (2.1)A = ------- -— ^ c o s  <b
(M, + M 2)
The probability of recoiling at angle <f> is for a Coulomb interaction force, (which is appropriate 
for scattering from bare nuclei) can be expressed as the differential statistical cross section 








The technique is very similar to RBS and by analogy with RBS and for the geometry shown in 
Fig. 2.2 the energy difference AE between recoils of element A from the surface and depth x in 
the material is:
AE  = Ex — E2 —Ion \s \ab (Nx) (2.3)
The stopping cross-section factor [26] is:
18.
Ion [£ ]a b  =
Ion ^ in  A ^  out
cos 6X cos 0 2
(2.4)
(Nx) is the number of atoms per unit area in the layer (Fig. 2.2) extending from the surface to 








Figure 2.2. Geometrical configuration for Elastic Recoil Detection Analysis.
Na/Nab is the atomic fraction of A in the target AB, Ech is the energy channel width and rjA the 
detection efficiency for recoils of element A. These equations are important because they 
constitute the basis for quantitative analysis with ERD. Equations 2.3-2.5 differ from their RBS 
counterparts only in that additional index is needed in the stopping cross section factor
/onkKfi*0 account for the different atomic species of the ion and outgoing recoil atoms. The 
detector efficiency tja is usually omitted in RBS because it is infmitesimally less than unity for 
Si charged-particle detectors. In RBS, the analytical information is extracted from the energy 
distribution of the scattered ions. (Fig. 2.3(a)) These ions originated in the ion source of the 
accelerator and hence the energy distribution is a superposition of information from, (i) the mass 
of the elements in the sample and (ii) their depth distribution. This implies that it is not possible 
to uniquely determine the depth distributions of individual elements when the energy signals are 
overlapping. In ERD (Fig. 2.3(b)) the recoiling target atoms themselves are detected. The 
energy spectrum, in RBS carries superposed depth and elemental mass information. However, 
in contrast to RBS the contributions from different elements to the composite ERD spectrum 
can be separated by using detector systems that determine the elemental identity of each recoil. 
A number of schemes can be to achieve this separation. One of the most straightforward is to 








D etected  partic le  : Projectile ion
T arget e lem en t inform ation: From energy spectrum
D epth Inform ation: From energy spectrum
D etected  partic le  : Recoiling target atom
T arge t e le m en t in fo rm ation : Directly from recoil identity
D epth inform ation: From energy spectrum
Figure 2.3. Detected particle modes in (a) RBS and (b) ERD.
Kinematics may then be used to assign the recoil identity. This was the first reported form of 
multidispersive ERD measurement [28]. The measurement of scattered ion and recoil are 
carried out in-coincidence. This makes coincidence ERD especially useful for measuring trace 
amounts of light elements in a Nuclear Microprobe in Scanning Transmission Ion Microscopy 
(STIM) mode, [29] because the background contributions to the signals are inherently low even 
when the detectors subtend large solid angles. This type of measurement is not well suited to 
research in semiconductor technology because a thin sample is required. Thinning 
semiconductor samples is a difficult and tedious process, which introduces a severe risk of 
inadvertent sample modification. For this reason detection of the recoils in a glancing-incidence 
glancing-exit reflection geometry, (Fig. 2.2) is preferred because no sample preparation is 
needed. Magnetic and electrostatic spectrometers have the best energy resolution for this type of 
measurement, however their use is restricted by small solid angle and the fact the recoil charge 
state distribution must be established for quantitative analysis.
Another approach, which is discussed in Chapter 3, is to use a AE-E detector telescope to 
measure the effective charge on the recoil nucleus (atomic number) and energy. Mainly gas 
ionisation detectors have been used. These are limited by the energy-loss in the entrance 
window of the gas cell, which sets the low-energy threshold. Thin silicon AE detectors are being 
developed [Paper XIII], which open new possibilities because the low-energy threshold is much 
smaller and they are compatible with Ultra High Vacuum techniques.
Detector
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2.2 ELASTIC RECOIL DETECTION USING A TIME of FLIGHT AND ENERGY 
DISPERSIVE DETECTOR TELESCOPE
In ToF-E ERD, a detector telescope is used to measure the Time of Flight (ToF) T and energy E 
for each recoil. This, in the non-relativistic limit (which is appropriate at the energies used 
here), is related to the mass M2 of the recoil according to:
E = \ M 1 (L/T)2 , and, M 2 = 2E(T (2.6)
The geometrical configuration used is illustrated in Fig. 2.4. Tj and T2 are a pair of time 
detectors separated by a drift length L. These time detectors consist of a thin carbon foil (~5 pg 
cm'2) through which the ions traverse with a small energy loss, leading to emission of prompt 
secondary electrons (Fig. 1.1). These electrons are collected, usually after amplification by 
channel-plate electron multipliers, and the resulting electrical pulses is used to start and stop a 




Figure 2.4. Geometrical configuration for ToF-E ERD. E is a Si diode charged 
particle energy detector used to measure the recoil energy. Ti and T2 are 
carbon-foil time detectors separated by a drift length L.
The main thrust of the work has been focused on developing ToF-E ERD for quantitative 
analysis in research on microelectronic technology and nanoscience. The overall philosophy has 
been to let the requirements of the research applications govern the development of the 
technique. In the following the contributions to development of the technique in different papers 
is outlined.
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2.2.1 Initial Development and Application of ToF-E Elastic Recoil Detection in Si 
Microelectronic Technology
Paper I: Quantitative Mass and Energy Dispersive Recoil Spectrometry: Resolution and 
Efficiency Considerations. H.J. Whitlow, G. Possnert and C.S. Petersson, Nucl. Instrum, and 
Methods B27(1987)448.
This seminal paper outlines the basic theory for ERD and describes the ToF-E ERD set-up in 
Uppsala for multidispersive measurements of recoil mass and energy. This paper for the first 
time showed the analytical power of being able to separate the contributions to the energy 
spectrum according to the different mass elements present in the sample. This is beautifully 
demonstrated for study of the thermal reaction of a 360 nm Mg film with a Si substrate at 250 °C 
for 30 min in vacuum. Mg could be completely separated from Si, and surface C and O 
impurities were completely isolated signals. This was in stark contrast to RBS analysis of the 
same samples. In the RBS case the Mg and Si signals are not separated and the light impurity 
signals were completely buried in the counting statistical variations of the background signal 
from heavier elements. The paper also presents early estimates for the mass resolution and the 
relative detection efficiency for C and Si.
Paper II: Mass-dispersive recoil spectrometry studies of oxygen and nitrogen 
redistribution in ion beam -synthesised buried oxynitride layers in silicon. H.J. Whitlow, 
C.S. Petersson, K.J. Reeson and P.L.F. Hemment, Appl. Phys. Lett. 52(1988)1871.
This paper represented a very timely application of ToF-E ERD because it addresses a question 
that was important for the emerging SIMOX (Separation by Implanted Oxygen) wafer 
technologies. Namely, what happens to co-implanted nitrogen impurities, and could nitrogen co­
implantation be exploited to reduce the SIMOX processing temperature. The results showed that 
the nitrogen segregated to the Si0 2 /Si interfaces on either side of the buried oxide layer as this 
formed during thermal processing. This work was later extended to study the content and 
behaviour of co-implanted carbon impurities in SIMOX wafers [31,32] as well as the part played 
by oxygen in the formation of some transition metal silicides [33],
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2.2.2 Energy and Mass calibration
In order to perform any kind of quantitative analysis it is essential to calibrate the instrument in 
order that the measurement results can be expressed in terms of absolute units. There are two 
basic approaches to establishing a calibration in terms of absolute units.
• The first approach by to perform a relative measurement against one or more, reference 
standards specifically chosen for the measurement in question. (An example of this is 
the spiking of samples in Particle Induced X-ray Emission with a known concentration 
of a reference element. [5,6])
• The second approach is to use an understanding of the factors that govern the response 
function of the instrument to establish the calibration of the instrument in terms of an 
absolute scale. This in turn may also rely on a few well-chosen reference standards.
In general, the preferred approach depends on the particular analytical measurement in question. 
In quality control applications, it may be most expedient to perform relative measurements 
against reference standards. In other situations, where it may not be convenient or impossible to 
prepare a suitable reference material, the second approach is preferable.
From the initial studies described in section 2.1, it became clear that effort had to be devoted to 
establishing techniques for energy and mass calibration. The early work was based on a 
calibration law for fission fragments proposed by Schmitt et al [34] in 1965 and early tests 
[Paper X] showed it could be used for light recoils. Strong evidence that this calibration law was 
inadequate was that plots of recoil mass assigned from equation 2.6 vs. recoil energy E, 
departed from straight lines corresponding to constant mass. When work on III-V materials was 
started the situation became especially critical because it became necessary to establish an 
energy calibration for recoils from 12C through to 197Au.
Paper III: Multivariate Analysis Method for Energy Calibration and Improved Mass 
Assignment in Recoil Spectrometry. M. El Bouanani, M. Hult, L. Persson, E. Swietlicki, M. 
Andersson, M. Ostling, N. Lundberg, C. Zaring, D.D. Cohen, N. Dytlewski, P.N. Johnston, S.R. 
Walker, I.F. Bubb and H.J. Whitlow, Nucl. Instrum, and Methods B94(l994)530.
This paper reports development of a calibration procedure for ToF-E ERD that is based on the 
use of the ToF section to tag recoils of known mass with their energy. For this a number of 
homogenous reference samples with known isotopic mass such as 7Li, Be, C ,27Al, Si02, Mn, 
59Co, GaP, InP, 181Ta and 197Au are used. The calibration is done in the following steps.
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• A straight-line calibration for the ToF was established using the high-energy edges 
corresponding to recoil atoms and scattered ions from the surface of the known 
reference samples. In this case, the ToF is calibrated against the magnetic field along 
the ion trajectory through the analysing magnet. This is stabilised by a nuclear magnetic 
resonance probe, which in turn had been calibrated against resonant nuclear reactions. A 
check using the 160 (a ,a )160  resonant elastic scattering resonance at 3.045 MeV 
revealed the absolute uncertainty to be within a few keV for 4He+ ions.
• The mean ToF T  and known recoil mass A are used to calculate the recoil energy for a 
number of small energy channel number intervals. These could be fitted to a second 
order polynomial in channel number X:
E(x, a )  = (c0 + c,A)+  (c2 + c ,A )X  + (c4 + c ,A )X 2 (2.7)
cq,...,C5 are the calibration constants.
• When the absolute energy calibration (equation 2.7) has been established the absolute 
mass of each unknown recoil M2 of each recoil can be assigned according to:
M 2 =k  11 2/ Cl \ Ct+CiXl  w 1 . (2.8)
[{L / I t  ) — C3 c5X  J
where t is the calibrated ToF and A: is a constant that relates M2 to the correct units.
2.2.3 Detector efficiency
So far, we have considered how to establish a quantitative calibration that permits the energy 
channel number to be converted to an absolute energy. This allows a depth scale to be assigned 
for each recoil species. The second part of the work, which is still in progress, is concerned with 
determining the detection efficiency t j a. This is important because it follows from equation 2.5 
that 77A is needed to establish the concentration scale for the element in question. For most 
analytical purposes, it is sufficient to know the detection efficiency relative to some standard 
element.
Paper IV: Thermally grown Si02 films for Elastic Recoil Detection Analysis. H.J. Whitlow, 
A.B.C. Andersson and C.S. Petersson, Nucl Instrum, and Methods B36( 1989)53.
This paper explored the suitability of thermally oxidised Si02 films as reference standards for 
determining the detection efficiency. This was motivated by the need to be able to quantify the 












that the thermally oxidised films showed no evidence of stoichiometry changes during 
irradiation. Moreover, the detection efficiency exhibited an energy dependence that suggested it 
was correlated with the stopping in the carbon foils of the time detectors [66].
This finding has been confirmed in a more recent, (unpublished work). Figure 2.5, which is 
taken from this study, shows that the detection efficiency of a ToF system with two carbon-foil 
time detectors follows a single continuous curve when plotted vs. the energy deposited in the 
carbon foil. Furthermore, as one might expect the detection efficiency decreases as the 
discriminator threshold is increased, presumably because more secondary electrons are required 














E nergy  lo s s  in c a r b o n  foil / [keV] E n e rg y  lo s s  in c a rb o n  foil I [keV]
Figure 2.5. Stopping power dependence of the normalised detection efficiency 
of detector telescope consisting of a pair of carbon-foil detector time 
detectors. The data points represent the relative efficiency for 7Li, 9Be, 11B,
12C, 24Mg, 27AI, 27Si, 55Mn, 59Co and 63,65Cu recoils vs. energy deposited in a 4  
ng cm'2 carbon foil. (A) Discriminator thresholds -50 mV. (B) Discriminator 
thresholds -125 mV. (H. J. Whitlow and Yanwen Zhang et al, unpublished 
data.) The solid lines are empirical fits to the data.
2.2.4 Mass separating power
Paper V: Mass Resolution of Recoil Fragment Detector Telescopes for 0.05-0.5A MeV 
Heavy Recoiling Fragments, H.J. Whitlow, B. Jakobsson and L. Westerberg, Nucl. Instrum, 
and Methods A310(1991)636.
This paper presents a comprehensive systematic experimental and theoretical study of factors 
governing the mass separating power of ToF-E detector telescopes. The work reported in the 
paper was part of a design study for a detector system that will be used to study recoil fragments 
from heavy ion collisions at intermediate energies at a heavy-ion storage ring accelerator. 
Experimental data on these collisions is important to collect because phase changes may occur
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in nuclear matter after states of high compression that are thought to exist in super-novae and 
neutron stars. The theoretical estimates and experimental data were in good agreement, 
revealing that the major contribution to the mass broadening was associated with the energy 
resolution of the Si E detector. The contribution from geometric effects and the resolution of the 
time detector was small compared to that for the energy detector for timed flight lengths L of 
0.2 m and greater. This work had an important economic implication because it showed that a 
small compact (low cost) detector telescope array that subtended a large solid angle could be 
fabricated without sacrificing attainable mass resolving power.
Paper VI: Empirical characterisation of Mass Distribution Broadening in ToF-E Recoil 
Spectrometry. M. Hult, M. El Bouanani, L. Persson, HJ. Whitlow, M. Andersson, C. Zaring, 
M. Ostling, D.D: Cohen, N. Dytlewski, I.F. Bubb, P.N. Johnston and S.R. Walker, Nucl. 
Instrum, and Methods B101(1995)263.
For a number of analysis procedures it is important to be able to describe the dependence of 
mass broadening on recoil mass and energy. This is necessary for the decomposition of signals 
from elements with near-lying isotopes [Papers VII, VIII, IX, 40,41,43-47]. It is also important 
in analysis procedures under development where a model sample structure is refined by 
comparing the calculated 2-dimensional mass vs. energy distribution with the experimentally 
measured histogram [42]. From Paper IV, it was known that the mass broadening is dominated 
by the energy resolution of the Si energy detector. Unfortunately, there is no analytical 
description of how the energy resolution of these detectors varies as a function of recoil energy 
and mass. We investigated the shape of the mass instrument function and found (i) it was well 
described by a Gaussian and (ii) that over the energy range of interest a  for the Gaussian was 
well fitted by the empirical expression:
<r(E,A) = C,+ C2A 2/2E-' + C,A2E~% + Ct AE%, (2.8)
where Ci,...,C4 are constants. This parameterisation of the mass broadening was an essential 
step for analysis of InP semiconductor structures. [40,45,46] In these structures Pd, In and 
scattered 127I signals are partially superposed., Parameterisation of the mass broadening has also 
been a critical step in development of a direct analysis procedure based on transformation of a 
non-linear into a linear-regression [41].
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2.2.5 Analysis of HI-V semiconductor structures
Paper VII: High-resolution recoil spectrometry for separate characterisation of Ga and As 
in AlxGa(i.X)As structures. M. Hult, H.J. Whitlow and M. Ostling, Appl. Phys. Lett. 60(1992) 
219.
GaAs structures represent a particularly challenging class of structures for MeV ion beam 
analysis because the large and closely similar masses of the naturally occurring isotopes 69Ga, 
71Ga and75As, with natural abundance o f60.1, 39.9 and 100 at. %, respectively. The implication 
is that it is difficult to apply RBS to GaAs systems because the light element signals will be 
superposed on a dominating substrate signal. Furthermore, the small difference in isotope 
masses for Ga and As implies that it is not possible use RBS to separately characterise the Ga 
and As distributions except for the few nm closest to the surface.
This paper demonstrated for the first time separate characterisation of Ga and As down to a 
depth of 550 nm using ToF-E ERD with a 64 MeV 127I11+ beam. This has been an essential 
development for our continuing research programme on the study o f metal/III-V semiconductor 
reactions. The paper also introduced some other technical developments, namely, improvement 
of the mass resolution deriving the energy signal from the ToF and a procedure for minimising 
cross-talk by selecting the interval, which contribute to the elemental signals.
Paper VIII: Rapid Thermal Annealing Induced Reactions of Co/GaAs Thin Film 
Structures using Mass and Energy Dispersive Recoil Spectrometry. M. Hult, H.J. Whitlow, 
M. Ostling, M. Andersson, I. Linderberg, K. St&hl. J. Appl. Phys. 75(1994)835.
This paper is the seminal paper in a series [Papers VIII, IX, 40,43,45,47] on the reaction of GaAs 
and InP with thin metal surface layers. From a technological viewpoint, the reaction of thin 
metal films on semiconductors is of critical importance for microelectronic technology. Ever 
increasing demands on improved component speed and reduced size require the development of 
metallisation and contacts that can be formed in a controlled manner on a nm scale and that are 
stable and reliable over a wide envelope of operating conditions. The thermal stability of 
metallisation layers is of particular importance because devices such as high power lasers may 
operate at very elevated temperatures. The fundamental information that is of particular 
importance is the phases formed at equilibrium and the phases formed in the approach to 
equilibrium. Equilibrium phase diagrams for closed systems at thermodynamic equilibrium
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provide an importance reference point. However, metal/III-V semiconductor systems differ 
from the ideal ternary phase diagram case in that:
• The starting point is metal + III-V semiconductor and not a homogeneous single-phase 
mixture.
• The supply of metal is finite, whilst the supply of III-V semiconductor is essentially 
infinite.
• Unless the system is capped, volatile components may be lost from the system.
In Paper VII, thermal reactions of the thin film Co/GaAs system have been studied by 
combination of glancing incidence X-ray Diffraction (XRD) and ToF-E ERD. The XRD 
measurements where used to monitor the phases that were formed in the surface layer whilst 
ToF-E ERD was used to determine how the depth distributions of Co, Ga and As evolved 
during the thermal reaction. In addition, the sample surface topography was monitored using 
Scanning Electron Microscopy (SEM). The findings of the study showed the reaction of this 
system was complex with the formation after heat treatment at 400-550 °C of a pseudo-binary 
eutectic mixture of CoGa* (0.32 £ x £ 0.59) and CoAs. At higher temperatures (550 -  650 °C) 
As was lost from the surface layer.
The results of the series of papers [Papers VIII,IX,40,43,45,47] are summarised in Table 2.1 
below.
Table 2.1 Summary of metal/II-V reactions.
System Nature Low temperature. Intermediate
temperature.
High temperature






TiP + Ti + 
In.
£400 °C
TiP Not all film 
reacted at 500° C
Cr/InP Very reactive forms 
tenacious phosphides
£ 250 °C 
Cr + In
350 - 450 °C 
Cr, In, CrP, Cr12P7
500 °C 
CrP + In















Ptln2 + PtP2 + 
Pt3In7
slight P loss
















CoGa, Loss of As.
Table I reveals that transition metals such as Ti and Cr which readily form phosphides react 
preferentially with the P releasing In. In the Ti case, a thin barrier layer appears to form, which 
inhibits further reaction even at 500 °C. In the less reactive Ni case, which is known to have a 
region of many metastable states, the ternary phase Ni2lnP formed both at low temperatures and
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high temperature (500 °C). The near noble metals Pd and Pt both form ternary phases at low 
temperature, however these are not formed at 500 °C but instead a mixture of Ptln2 and PtP2 is 
formed. In the Pd case, the phosphide is evidently not stable and phosphorus release took place.
Paper IX: Formation of thin films of CoSi2 on GaAs. M. Hult, L.Persson, M. Ei Bouanani, 
H.J. Whitlow, M. Andersson, M. Ostling, N. Lundberg, C. Zaring, K. Georgesson, D.D. Cohen, 
N. Dytlewski, P.N. Johnston and S.R. Walker. J. Appl. Phys. 77(1995)2435.
Metalloid phases such as slicides, germanides and carbides offer interesting possibilities for 
contact and interconnect metallisation of III-V semiconductors because they are often good 
conductors and chemically stable and thereby less susceptible to reaction with the underlying 
III-V substrate. CoSi2 is particularly interesting in this connection because it has low resitivity 
(16 fiQ cm [48]) and a high temperature stability [49]. Moreover, it can be readily formed by 
thermal reaction of thin-films of Co and Si.
In Paper IX, we studied using the formation of CoSi2 by thermal reaction of Si/Co/GaAs using 
the same techniques as in Paper VIII. It was found that the reaction between Co and Si required 
temperatures of 300 °C or greater. However, at temperatures below 400 °C the Ga and As 
moved towards the surface, probably as a result of the formation of CoGa* and CoAs [Paper 
VIII]. This movement was not observed at temperatures of 500 -  700 °C and there is only 
evidence of the formation of CoSi2. With excess, Si distributed in the silicide layer or at the 
CoSi2/GaAs interface. Recently, this work has been extended to study the formation and 




C h a r a c t er isa tio n  o f  M eV  C h a r g ed  
Pa r t ic l es  w it h  S il ic o n  D et ec t o r s
3.1 SILICON CHARGED PARTICLE DETECTOR BASICS
Reverse biased Si diode structures have been used as the workhorse tool for measuring the 
energy of light and heavy ions as well as other charged particles* since the 1960’s [50,51]. The 
basic idea is illustrated in Fig. 3.1. High-energy charged particles penetrating matter lose most 
of their energy because of various electronic excitations of the medium and projectile. This 
creates a track of ionised atoms and high- and low-energy electrons along the trajectory of the 
particle. In a semiconductor, this perturbation of the electronic system relaxes with the result 
that a plasma column of electron-hole pairs is created which extends along the ion trajectory in 
the semiconductor. The number of electron-hole pairs created in the plasma column is 
related to the energy deposited by the particle in electronic processes EeJ according to:
N „ h = E j t  (3.1)
For Si £ is 3.65 eV and is largely independent of if the particle is a photon, electron, proton or 
heavy ion. It should be noted that even if the nuclear stopping is considerable, much of the 
energy transferred to the recoil in nucleus-nucleus scattering contributes to electron-hole pair 
formation because of electronic stopping of the energetic recoils. The basic idea of a silicon 
diode detector is to convert the energy deposited along the ion track into an electrical signal by 
collecting the charge carriers in the plasma column on electrodes in an electric field. Most real 
semiconductors are extrinsic and in order to sustain a sufficiently large collecting field it is 
necessary to deplete the region between the collecting electrodes of free charge carriers. This
Charged-particle is here taken to mean not just energetic ions, electrons, etc. but also 
energetic neutral atoms which lose energy in the same way as energetic ions as they traverse 
matter.
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can be effectively done by making a Schottky- or a p-n junction. The charge pulse from the n
region is usually converted to a voltage VQ using a Miller integrator as a charge sensitive
amplifier. Then:
V L ( Ldt = eI± L  (3.2)
0 C J 2C£
The factor 2 in the denominator in equation 3.2 is a consequence of the charge collection being 







Figure 3.1. Schematic illustration of the principle of a p-i-n charged particle 
detector.
A p-i-n diode charged particle detector usually consists of a high resitivity wafer of n-Si. The 
front- and rear-faces are heavily p+ and n+ doped, respectively, to a depth of several hundred 
nm. The doping in the p+ and n+ layers is much greater than the background doping of the 
substrate. Then even for moderate reverse bias the depleted region extends right throughout the 
n region and into the p+ and n+ contact layers. (Fig 3.1) In this case, the diode can be considered 
to consist of a pseudo-intrinsic (/-) layer sandwiched between thin ( 0.1 pm) highly doped p+ 
and n+ contact layers. The /-layer extends almost entirely throughout the wafer thickness (up to 
~1 mm) and consequently the junction capacitance can be small, which is very advantageous 
from a noise viewpoint. The thermal noise and leakage is also smaller for a p-i-n diode because 
the built-in barrier potential is considerably larger for Si p-i-n structures than for Au/n-Si 
Schottky barriers. In addition, p-i-n detector can also be heated to 200-300 °C without
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detrimental effects. (The junction properties of a Au/n-Si junction would be destroyed because 
of in-dif!usion of Au, which is a known minority carrier lifetime-killer, into the Si. [67]) This 
large thermal budget is an important advantage because it allows p-i-n detectors to be subjected 
to bake-out of U.H.V. vacuum chambers without special precautions and recovery of the 
radiation damage induced leakage current by moderate heat treatment. [Paper XII]
Si p-i-n diode detectors are fabricated by conventional microelectronic processing techniques. Si 
p-i-n diode structures are widely used in photodiodes. (Si p-i-n photodiodes can be used as 
charged-particle detectors with energy resolutions comparable with Au/n-Si detectors. [52-54]) 
Microelectronic technology permits the realisation of detectors with special configurations such 
as microstrip and charge division detectors for simultaneous position and energy measurement. 
Microelectronic processing technology also may be used to fabricate detectors on thin 
membranes. These detectors can be made so thin that the charged particle penetrates right 
through, depositing only part of its energy, AE, in the thin detector. The residual energy is 
measured in a second detector that is sufficiently thick to completely stop the charged particle. 
(See Fig. 3.2)
In this case of a AE detector of thickness t:
6 E = ' \ ^ d x » — t ,  (3.3)
I dx dx
provided that Ms a small fraction of the ion range, i.e. AE ccdEldx. For heavy charged 
particle with sub-relativistic energies the Bethe-Bloch formula [55,56] for energy loss of 
particles with velocity greater than the electron velocities in the target, [57] reduces to:
—  = Z|2Z< l o J ^ l  (SI) (3.4)
dx 27TSqM{vx \  I  )
Here I  is an effective excitation energy obtained by summation over all the oscillator strengths 
in the target. The small higher order shell-correction and Barkhaus terms have been omitted in 
equation 3.4. Approximating the logarithmic term equation 3.3 as a constant, for a given particle
energy 1/2 MjVj2, dE /dx cc Z \ . Then for small detector thickness the nuclear charge number 
Z\ is nearly proportional to AE. This provides a convenient method to determine the nuclear 
charge (atomic number) Z\ of a charged particle as well as its total energy, E  = AE + E res. In 
order to overcome the difficulty that the energy calibration depends on the isotopic identity 
(ZifAi) of a charged particle it is convenient to first determine the identity on a plot of AE vs. 
Eres such as shown in Figure 3.2-b. This figure illustrates AE vs Ens for recoils at ^ = 45° for *H, 
12C, 14N and ,60  recoils from a thin nitride layer deposited by Chemical Vapour Deposition on a 
silicon substrate. The incident ions were 40 MeV 35C15+. It turns out that the signals are
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separated on a AE vs. Eres plot even when the thickness / is a large fraction of the ion range. This 
is because much of the energy deposition in electronic excitation takes place around the end of 







Figure 3.2. (a) Schematic illustration of a AE-E detector telescope, (b) Two- 
dimensional histogram of AE vs E for 1H, 12C, 14N and 160  recoils at <j> = 45° 
from a 76 nm thick silicon nitride layer on a silicon substrate bombarded with 
40 M eV 35c i5+ ions. (H.J. Whitlow and Yanwen Zhang et al, unpublished data.)
Much of the work undertaken on Si detectors has been undertaken as to answer specific 
requirements during development of the CHICSi detector system. CHICSi an array of -550 AE- 
E detector telescope modules that will be used to study heavy ion collisions at intermediate 
energies [58]. Each module is read out by a single custom developed readout chip that combines 
analogue spectroscopy pre-amplifier-shaper -sample and hold chains with fast discriminator and 
digital trigger circuits for pile-up control and identification. In addition, a wide angle ToF-E 
recoil detector array will be used to measure the low energy (0.05-0.3A MeV) recoiling target 
residues.
Paper X: Measurements of the Response Function of Silicon Diode Detectors for Heavy 
Ions using a Time of Flight Technique, R. Ghetti, B. Jakobsson and H.J. Whitlow, Nucl. 
Instrum, and Methods A317(1992)23 5.
The objectives of this paper were to investigate the response of Si detectors for low energy 
heavy ions. In particular, we were interested in how to establish a calibration relating pulse
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height to energy for heavy recoil nuclei and how the energy resolution varied depending on 
recoil mass number and energy. The paper is significant because it introduced the use of the 
ToF recoil telescope section as a means of probing the response of the Si detectors by tagging 
energetic recoils with their energy. This technique was subsequently used in Paper in and Paper 
VI. The results showed that the first moment of the response function (energy calibration) could 
be well described by a simple straight-line calibration for a given recoil species. The 
dependence of the slopes and intercepts for different recoil species showed a straight-line 
dependence on recoil mass for each detector investigated. Surprisingly, the recoil mass 
dependence varied widely from one detector to another. It was also found that the second
moment fitted Amsel et al’s [59] empirical law well.
Paper XI: Thin Detectors for the CHICSi AE-E Telescope. L. Evensen, T. Westgaard, V. 
Avdeichikov, L. Carlin, B. Jakobsson, Y. Murin, A. Oskarsson,, A.Siwek, H.J. Whitlow, E.J. 
Van Veldhuizen, L. Westerberg and M. Guttormsen. IEEE Trans. Nucl. Sci. 44(1997) 629.
The CHICSi programme required the construction of thin detectors in the 10 to 15 pm thickness 
range in large quantities (1200). A major technological challenge was development of 
technology for production and testing of the thin detectors for the CHICSi programme. 
Previously, Si AE detectors with thickness below 10 pm were commercially available, however 
they were only available with small circular active areas of a few mm and in small numbers 
with a high unit cost. Circular detectors are unsuitable for detector arrays because they cannot 
be packed into arrays without significant interstitial dead areas between the active regions.
Together, with SINTEF Electronics and Cybernetics in Oslo we embarked on a joint programme 
to develop 10-15 pm thick AE detectors with 10 x 10 mm active area. This was a two stage 
programme. The first stage covered the development of thin detectors for the CHICSi 
programme. The second stage covered production of the detectors for CHICSi. After evaluation 
of a number of production techniques it was decide to fabricate the AE detectors using a two- 
step anisotropic etch technique that is based on tetramethylammonium hydroxide (TMAH). 
This had the advantage that conventional lithography could be used to define the membrane 
region. In order to minimise mask-making costs a common front-side mask-set was developed 
that was used for the 10-15 pm AE, 300 pm and 500 pm detectors needed for CHICSi. The 
etched membrane region on the rear side of the 10-15 pm AE detectors was defined by an 
additional rear-side mask.
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This paper is particularly significant because it documents a very successful interaction between 
academic researchers and industry that lead to a new product. The second (production) phase is 
now complete and off-line alpha-particle tests indicate that the thickness and resolution 
requirements are well satisfied.
Paper XII: Effects of Energy Deposition in Silicon p-i-n Diode Detectors. H.J. Whitlow, SJ. 
Roosendaal, M. El Bouanani, R. Ghetti, P.N. Johnston, B. Jakobsson, R. Hellborg, H. Petersson, 
P. Omling, Z. Wang and the CHIC collaboration. Nuclear Instrum, and Methods B (In press).
As pointed out above, most of the energy deposited by a charged particle causes electronic 
excitation which leads to electron-hole pairs. As noted above, a significant fraction of the 
energy deposited in nuclear scattering, contributes to electron-hole pair production. The 
remaining fraction is associated with the formation of displacement damage. This can in turn 
lead to electrically active centres in the semiconductor that can degrade the measurement 
resolution. This is mainly because the associated leakage current increase can lead to a 
calibration drift. This comes about because the increased leakage current associated with the 
electrically active defect centres, causes an increased voltage drop across the bias resistor (Fig. 
3.1). This in turn reduces the collecting field within the depleted layer in the detector leading to 
less efficient charge carrier collection that manifests itself as a calibration drift.
In this work, we show that the damage factor a, (the rate of leakage current increase per unit ion 
dose), scales linearly over almost 6 decades with energy deposited in nuclear processes. This 
span corresponds to particles from fast pions to heavy nuclei. It turns out that this is independent 
if the (dense) end of range damage is within the detector or outside as for the case of our thin AE 
detectors. This is fortuitous because it allows us to scale according to the energy deposited in 
nuclear processes the extensive data set on degradation of detectors under irradiation collected 
for the CERN Large Hadron Collider (LHC) project. (Conversely, one may simulate the effects 
of high-dose pion irradiation with protons with a few MeV energy.) It was also found that the 
increase of leakage current could be restored by a low temperature heat-treatment at 150 °C. 
This finding was commensurate with Deep Level Transient Spectroscopy (DLTS) 
measurements which showed a reduction of defects after annealing. Moreover, the DLTS results 
suggest that the recovery is mediated by interactions between defects such as divacancies and E- 
and A-centres. Unfortunately, the strain broadening and shift of the energy levels coupled with
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the limited energy resolution of DLTS prevented unique identification of the defects centres and 
elucidation of the exact mechanism of this interaction.
Paper XIII: Extremely thin Silicon AE detectors fo r  Ion Beam Analysis. H.J. Whitlow, T. 
Winzell and G. Thungstrom, Nucl. Instrum, and Methods B (In press).
The objective of this paper was to highlight in the form of an overview for IB A applications, the 
work done in developing thin AE detectors for the CHICSi programme. The paper presents 
theoretical estimates of the maximum AE detector thickness in terms of energy per nucleon. 
Quasi-theoretical estimates have been made of the AE vs. residual energy E signals and 
associated broadening associated with energy straggling for energies above and below the 
maximum in the stopping power curve. These strongly suggest that it is meaningful to develop 
AE detectors with thickness of 1 pm or below for IBA applications. The challenges associated 
with the mechanical stability of large area extremely thin detectors were shown surmountable 
by presentation of the concept and results from a novel vertically integrated AE-E detector 
telescope [60]. Control of the large Electronic Noise Contribution (ENC) associated with the 
large capacitance of these thin detectors was also shown to be realistic by matching the large 
detector capacitance with high transconductance Metal Oxide Field Effect Transistors 
(MOSFET).
At the 13* International Conference on Ion Beam Analysis, this work was named amongst the 
most significant new innovations presented at the conference.
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Chapter 4
M o d ific a tio n  o f  M ater ia ls w it h  Io n  
B ea m s
4.1 ION BEAM MATERIALS MODIFICATIONS
Most of the ways solid matter interacts physically with its environment are via the surface. It 
follows that many of the properties of a solid body may be changed by altering the surface layer. 
The thickness of the surface layer depends on the interaction in question. For example, the 
optical reflection properties of a dielectric may be changed by altering a surface layer a few 
wavelengths thick. The efficiency of an oxidation catalyst may be drastically reduced by 
fraction of an atomic layer coverage of heavy metals. Similarly, the corrosion resistance of a 
steel bridge girder can be enhanced by a paint film a hundred or so microns thick.
Ion beam techniques open new vistas for modifying surface layers because the penetration depth 
varies from a few atomic layers at eV energies to 10’s of pm for ~1A MeV energies. Most of 
the processes in Figure 1.1 can be used as the basis for materials modification. For example, ion 
implantation is a standard production method used in microelectronic industry to produce doped 
layers with a well-defined depth and lateral extension in semiconductors. In ion implantation 
energetic ions of dopant atoms from an accelerator bombard the semiconductor and penetrate a 
distance that is governed by their energy. Another, lesser-known, example is the production of 
filter elements for separating 0.1-5 pm sized particles such as viruses and small bacteria. These 
can be produced by utilising the fact that change in electronic structure along an MeV-ion track 
causes a significant enhancement of dissolution rate of the material by an enchant. Selective 
etching then forms channels through the material with nanometer dimensions. Ion beam 
materials modification is a field of research where thousands of papers are published per year. 
Therefore, no overview will be attempted here. Instead, two papers will be highlighted that 
demonstrate how IBA methods have been used to study issues in ion beam modification of 
materials of technological importance. The work on both issues was instigated in both cases as 
the result of questions posed by industrial collaborators.
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Ion bombardment is widely used in micro- and nanoelectronic processing technology. For 
example:
• Plasma etching is widely used to remove unwanted material to fabricate grating- and 
mesa-structures for quantum wires and dots.
• Sputtering is widely used to deposit layers of metals and compounds for contacts and 
interconnects,
• Ion implantation is used to directly produce doped regions as well as indirectly to form 
solid diffusion sources for shallow junctions by incorporating the dopant into an 
overlying poly-Si or metalloid layer.
• Ion Beam Synthesis is utilised to produce buried oxide and silicide layers. [Paper II]
MeV IBA techniques are particularly powerful methods for the analysis of the effects of ion
bombardment. This is because they can be used to analyse lattice damage and distributions of 
elements in the 50 nm -  1 pm depth range that corresponds to the modified layer thickness that 
results from ion beam processing. Of particular interest is the incorporation of foreign atoms 
because even low concentrations may drastically modify the electrical and optical behaviour of 
the semiconductor by formation of electrically active centres. Here the application of Nuclear 
Reaction Analysis (NRA) methods is illustrated using some ion bombardment induced 
modification issues in microelectronic and nanoelectronic technology. These methods can be 
based on detection of charged-particle reaction products [61] or y-ray photons [62].
Paper XIV: Ion-Implantation Induced Fluorine Agglomeration in Tungsten Disilicide 
Prepared by Low Pressure Chemical Vapour Deposition. C.S. Petersson, H.J. Whitlow, J. 
Keinonen, F.M. d’Heurle, F. Le Goues, R.V. Joshi, G. Scilla and O. Thomas, Nucl. Instrum, and 
Methods B40/41(1989)595.
Solid diffusion sources formed by implantation of the dopant species into a refractory metal 
silicide are an essential key to the scaling down of component size in microcircuits. WSi2 layers, 
which are in equilibrium with silicon at high temperature, can be deposited by Low Pressure 
Chemical Vapour Deposition (LPCVD) by reduction of a mixture of WF6 and SiF4 by 
hydrogen:
WF6 + 2SiF4 + 7H2 -> WSi2 + 14HF. (4.1)
38.
This is an attractive route for formation of the silicide layer because it is a low-temperature 
process and furthermore, the reaction parameters can be adjusted to selectively deposit WSi2 on 
Si but not Si02. In part of an investigation on solid diffusion sources, it was observed that voids 
formed in LPCVD-WSi2 following bombardment with Sb+ dopant ions and heat treatment for 
diffusion. SIMS analysis suggested that these might be associated with the agglomeration of 
fluorine incorporate in the film. However, the result was questionable because of the uncertain 
influence of implanted Sb on the 19F‘ ion yield. NRA using the Nuclear Resonance Broadening 
(NRB) technique [12,62] with the 340 keV proton energy resonance in the I9F(p,ay)160  reaction 
was used to depth profile the fluorine. The result showed enhanced fluorine concentrations of 
up to 0.3 at. % at depths around the maximum in the implanted Sb range distribution and at the 
WSi2/Si interface. This constitutes strong, but not conclusive evidence that the voids contained 
fluorine.
Paper XV: Nuclear Resonance Broadening Measurements of Hydrogen
Incorporation during Plasma Etching of GaAs and GaxIn(i.Z)As Quantum Wells. L. Person, 
H.J. Whitlow, J. Keinonen, P. Torri, I. Maximov, L. Samuelsson, K. Knox and K.G. Malmqvist. 
Nucl. Instrum, and Methods B89(1994)346.
Hydrogen in semiconductors can introduce significant modifications of the optical and 
electronic structure because it can both passivate defect sites as well as acting an active defect 
centre on its own, or in combination with a foreign atom site. Photoluminescence (PL) yield 
reduction factors of 100 have been claimed for hydrogen passivation of shallow and deep donor 
levels [65] as well as some deep levels associated with impurities in III-V semiconductors [65]. 
Plasma etching in a CH4/H2 plasma is widely used for etching quantum well, wire and dot 
structures. One might anticipate that hydrogen would diffuse to buried heterojunctions in 
quantum well/wire/dot structures because this would lower the free energy by reducing the 
interfacial stress. It was therefore interesting to our colleagues in the Nanometer Structure 
Consortium to determine if plasma etching introduced hydrogen into GaAs and if the hydrogen 
decorated buried heterojunctions. In order to confirm that hydrogen was involved we should 
combine an non-optoelectronic method that directly identifies hydrogen with changes in the PL 
yield.
As the amounts of hydrogen that were trapped were anticipated to be small, we used the low 
background nuclear resonance profiling facility at Helsinki University. The measurements used 
the inverse reaction ^ ( ^ a y ) 1^  reaction which has a sharp (T -1.3 keV [63]) resonance at 
6.385 MeV 15N2+ energy. The sample is surrounded by a BGO scintillation detector that
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subtends close to 4n steradian solid angle. This is surrounded by an annular plastic scintillator, 
which is used to veto Compton scattering events shield and provide active shielding of the 
background associated with cosmic particles. The whole target/detector system is enclosed in a 
80 mm thick lead shield with a cadmium lining and situated in a room lined with silica bricks 
-17 m underground in granite rock.. This permitted measurement of hydrogen concentrations 
with a Minimum Detection Limit (MDL) of -30 ppm in bulk material and considerably less if 
the hydrogen was localised at a single depth such as a quantum well interface.
Quantum well structures with a series of quantum wells located 200 nm below the surface was 
blanket etched in CH4/H2 plasma with bias voltages of 50 -  300V applied to the sample. The 
results showed that although the amount of hydrogen in the outer 100 nm increased with 
increasing substrate bias during etching (higher ion energy), the hydrogen did not penetrate 
deeper than 100 nm. Furthermore, no hydrogen build up was seen at the depths corresponding 
to the depth of the first quantum well after etching. This is consistent with the PL measurement, 
which showed no H-related peaks. A reduction of PL intensity from the quantum well was seen 
with increasing bias, this might be associated with the increased radiation damage for higher 
energy ions.
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QUANTITATIVE MASS AND ENERGY DISPERSIVE ELASTIC RECOIL SPECTROMETRY: 
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A time of flight-energy recoil telescope system for mass and energy dispersive recoil spectrometry has been applied to study the 
formation of Mg2Si layers and depth profiling of Ga^.^Al^As quantum well structures. Measurements of the energy (depth) 
dependence of the mass resolution showed that the telescope could be used over the energy range from 5 to 18 MeV to distinguish 
between recoils of 1 amu mass difference up to mass 28 amu. The energy dependence of the detection efficiency was found to be 
independent of the recoil energy for 12C and 28Si recoils and no strong evidence for a recoil species dependence of the detection 
efficiency for recoils heavier than 16 O was found.
1. Introduction
In recent years elastic recoil detection analysis 
(ERDA) has found wide application for depth profiling 
light elements [1-30]. In contrast to the isotope-specific 
nuclear reaction analysis (NRA) methods convention­
ally used for light element analysis, a number of ele­
ments may be analysed simultaneously by ERDA [1-7] 
in a similar way to Rutherford backseattering spec­
trometry (RBS). Unlike RBS where the scattered pro­
jectile ions are detected, in ERDA it is the recoiling 
target atoms themselves that are detected. The recoiling 
target atoms carry not only energy (depth information) 
but also atomic number and mass information. In con­
ventional ERDA which is often used to profile hydro­
gen and helium in samples with = 2 MeV a-particle 
projectiles this extra information is usually discarded 
and the energy (depth) resolution drastically degraded 
by the use of a thick absorber foil to discriminate 
against scattered projectiles [9-29]. A number of meth­
ods have been reported for extracting the extra recoil 
atomic number and mass information including, coinci­
dence detection of scattered projectile and recoil 
[10,19,30], magnetic [6] and electromagnetic [8] 
momentum-energy analysis, A E - E  recoil telescopes [5] 
and time of flight (TOF)-E recoil telescopes [1-3], For 
our primary area of application: the study of light 
elements in semiconductor structures, recoil coincidence 
measurements are of limited application since they re­
quire the use of a thin-film specimen. Recoil momen­
tum-energy analysis using an electromagnetic spec­
trometer [6,8] is also of minor interest since the recoil
0168-583X/87/S03.50 © Elsevier Science Publishers B.V. 
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charge state distribution must be known in order to 
establish a quantitative concentration scale. A E - E  re­
coil telescopes give recoil atomic number-energy infor­
mation, but are limited in application due to recoil 
energy straggling in the window of the A E  gas detector. 
A further disadvantage is that a counter-gas handling 
system is required. TO F-E recoil telescopes, which give 
recoil mass-energy information, on the other hand have 
good energy (depth) resolution if the time detectors are 
based on the detection of secondary electrons from thin 
carbon foils. From the viewpoint of quantitative ion 
beam analysis both the A E - E  and TO F-E telescopes 
have the advantage that they are insensitive to the recoil 
charge state. If recoil atomic number, mass and energy 
identification are required, as in many nuclear physics 
experiments [31-33], a TOF section may be combined 
with a A E - E  telescope. For our work on semiconduc­
tor structures a TO F-E telescope is clearly most suita­
ble because, (a) it has the best energy (depth) resolution, 
and (b) we are primarily interested in targets of natural 
isotopic composition and since no naturally occurring 
isobars exist at significant concentrations up to 40 amu, 
the atomic number for low and medium mass recoils 
can be uniquely assigned from the recoil mass.
Although particle identification telescopes have been 
used in nuclear physics for about 20 years, relatively 
little use of them has so far been made for ion beam 
analysis. As a step in the development of this technique 
we have investigated the mass discrimination as a func­
tion of energy and the energy dependence of the relative 
detection efficiency.
Reprinted from , Nuclear Instruments and M ethods B27, H.J. Whitlow, G. Possnert and C.S. Petersson, 
Quantitative Mass and Energy Dispersive Recoil Spectrometry: Resolution and Efficiency Considerations, 
page 448-457, 1987, with kind permission o f Elsevier Science -  NL, Sara Burgerhartstraat 25, 1055 K V  
Amsterdam, The Netherlands.
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2. Basic considerations
In the laboratory frame the recoil kinem atic factor A 
is given by:
E ' = A E ,  (1 )
4 M xM 2
A  = : cos 2<J>,
(W. + Mj)
where E  and E '  are the energies. A/, and A/2 the 
m asses o f the projectile ion and recoil, respectively, and 
<f> the angle between incident ions direction and the 
recoil direction. The differential cross section assum ing 
Rutherford scattering in the laboratory frame for recoils 




Z ,Z 2<?2( 1 +  m x/ m 2 y 1
c o s3<f> ’
( 2)
where Z , and Z 2 are the atom ic numbers o f projectile 
and recoil. By analogy with RBS formalism [24] A E  the 
energy difference between recoils from a depth x  in a 
target o f atom ic density N  with energy £ ,  and from the 
surface with energy E 0 is
A E  = E 0 - E x = N x p [ e ] ? ,  (3 )
where the energy-loss factor is
[ im  •A *{n . e o u l /  a \+ (4)
Here m, p and r respectively denote matrix, projectile  
and recoil, e is the stopping cross section and 6 X and 02 
are the angles the ingoing projectile and outgoing recoil 
make to the target surface normal. The c values used 
here were calculated using the program STOP o f Ziegler 
et al. [35],
3. Experimental
Fig. 1 shows the experimental configuration used. 
T he projectile ions were 48 M eV 79Br8+ which were 
obtained from the tandem accelerator of the University 
o f Uppsala. This projectile was chosen since:
(a) The depth resolution is optim ized through eq. (4) by 
arranging that the projectile energy and the energy 
of the light and medium mass (10 <  M 2 < 30) recoils 
from near the surface lie between 0.6 and 1.0 
M eV /am u; close to the maximum in the stopping  
cross sections pc in and ,£ou(.
(b) The ion can be easily generated from NaBr using 
our Cs sputter ion source [36],
(c) A beam of Br ions with a sharply defined energy of 
the 8 + and adjacent charge states can be produced 
with a gas stripper [37],
In order to prevent excessive dead time due to the 
detection o f scattered projectiles [4] the recoil angle 
<f> =  4 5 °  was chosen so as to lie outside the cone of half 
angle 0max into which the incident projectiles can be 
scattered. is
0 ma* =  arcsin ( M x/ M 2 ). (51
(Even in conventional E R D A  the =  10 p m  thick mylar 
foil, which is used to prevent detection o f dom inant 
scattered particle flux and gives the dom inant contribu­
tion to the energy resolution, can be disposed o f if 
provided <f> > 0max [7].) The ion beam was collim ated to 
1 mm diameter by a collim ator 300 mm from the target 
and the beam current was a few nA. The specim ens 
were m ounted on a 20-position target wheel on a two- 
axis goniom eter driven by stepper motors. The analysis 










Telescope N Evacuated Beam Line
540mi
T2
Fig. 1. Schematic diagram of the experimental configuration. E is the silicon surface barrier energy detector. TI and T2 are the
carbon foil time detectors.
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2. Basic considerations
In the laboratory frame the recoil kinem atic factor A  
is given by:
E '  — A E ,  (1 )
4M , Af,
A = -cos <#>,
( M ,+ A / 2)
where £  and £ '  are the energies, M x and M 2 the 
m asses o f the projectile ion and recoil, respectively, and 
<f> the angle between incident ions direction and the 
recoil direction. The differential cross section assum ing 
Rutherford scattering in the laboratory frame for recoils 
in SI units at angle <f> is:
, 2di
dfl




where Z x and Z 2 are the atom ic number-- 
and recoil. By analogy with RBQ '  
energy difference b et" ' 




Fig. 1 shows the experimental configuration used. 
The projectile ions were 48 MeV 79Br8+ which were 
obtained from the tandem  accelerator o f the University  
of Uppsala. This projectile was chosen since:
(a) The depth resolution is optimized through eq. (4) by 
arranging that the projectile energy and the energy 
of the light and medium mass (10 < M 2 < 30) recoils 
from near the surface lie between 0.6 and 1.0 
M eV /am u; close to the maximum in the ® 
cross sections pe,n and ,£OUI.
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The specim ens 
o.uon target wheel on a two- 
xiiiven by stepper motors. The analysis 
i was turbo-pum ped to a vacuum of 1 0 “6 mbar.
Ion Beam from 
Accelerator
Recoil TOF-E 
Telescope Evacuated Beam Line
Fig. I. Schematic diagram of the experimental configuration. E is the silicon surface barrier energy detector, TI and T2 are the
carbon foil time detectors.
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The recoil telescope (fig. 1) consists of two lime 
detectors TI and T2 operated in a start-sto p  configura­
tion and a 100 mm2 silicon surface-barrier detector 
collim ated to an active circular area o f diameter 12 mm 
for energy measurement. T w o time detectors are used 
since initial experim ents with a single time detector 
used as a start detector and a stop signal extracted from 
the surface barrier detector, showed that the time scale 
was distorted. This distortion is presumably a conse­
quence o f the ion-species dependence o f the plasma 
delay [38]. A small aperture in front of the first time 
detector TI restricts the solid angle seen by the tele­
scope to 0.13 msr which in addition to reducing the 
dead time that com es from extraneous events in the first 
time detector also has the effect of im proving the energy 
resolution by reducing the angular dispersion (3) of the 
telescope. Over the years a number of time detectors 
have been reported [31 ,32,39-43] based on the detection  
o f secondary electron em ission from thin foils placed in 
the particle path. The time detectors are o f the electro­
static mirror type [39.40] and are based on the design of 
Busch et al. [39] with the negative lim e signal taken 
from a flat anode plate roughly terminated with 50 Q 
im pedance to ground. This type o f time detector was 
chosen in preference to the tilted foil type [31.32], since: 
the carbon foil is normal to the recoil trajectory which




























D -S C nm m ato r








Fig 2. The electronic setup for the I OF I recoil telescope
sim plifies their use in recoil telescopes with adjustable 
tim ed-flight lengths. The electron trajectory from the 
foil to the channel plate is isochronous (facilitating the 
fabrication o f large area detectors with good time reso­
lution) and also the construction is simpler than for the 
coaxial [33,42] and magnetic 1 /2  turn cyclotron type 
[1 -3 ,41 ], The electrode voltages are supplied from an 
in-vacuum  126 Mi? resistor chain which also provides 
920 V bias across each channel plate. The first time 
detector had a thinner carbon foil (3 jag cm "2) than the 
second detector (10 /xg c m " 2), in order to minimize the 
effect o f scattering in the first foil on the time resolu­
tion. The measured time resolution 5.4 MeV a-particles 
was 200 ps fwhm for a 20 mm diameter sensitive area.
The electronics which is shown in fig. 2 is conven­
tional. The negative pulses from the time detectors are 
am plified and fed to a pair of fast discriminators which 
generate negative NIM pulses for the time amplitude 
converter and positive pulses for the slow coincidence 
logic. The coincidence logic is arranged to generate 
convert pulses for the A D C s when all the detectors 
register an event. The data are stored on a disk file 
organized as event records o f two 16-bit words corre­
sponding to the energy and time signals. A typical data 
set o f 106 events occupies 2.5 Mbyte.
4. Results and data analysis
The data were sorted off-line to yield mass-energv 
matrices, mass spectra and mass-gated energy spectra 
using the relation:
^  =  < ? ( t - t0 ) \  ( 6 )
Here 6  is the recoil energy (channels), t  the flight time 
(channels), t„  a zero time channel to compensate for 
electronic delays etc. and J (  the recoil mass (channels). 
t„ is an adjustable parameter that is adjusted so that the 
isotopes lie on lines parallel to the energy axis on a 
m ass-energy plot. A potential problem is that the 
m ass-defect and thick effective dead-layer of the com ­
bined surface-barrier detector and time detectors lead to 
an energy scale that is distorted both as a function of  
m ass and energy [33], Despite this it was found that 
except for recoil energies below 5 MeV, a single value of 
t , i could be found that fitted all masses over the range 
10 to 75 amu. The distorted energy scale can give rise to 
problem s with the depth scale. Two approaches are 
possible: either the time signal and an assumed mass is 
used to calculate the true recoil energy [1-3], or the 
surface barrier detector is calibrated for each recoil 
species o f interest. The first approach is difficult since  
deviations in the timed flight path due to wrinkles in the 
carbon foil etc. and timing walk due to the differing  
pulse am plitudes have to be controlled. We have adopted 
the latter approach since calibration can be simply 
carried out by holding the accelerator voltage constant.
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The recoil telescope (fig. 1) consists of two time 
detectors TI and T2 operated in a start-stop  configura­
tion and a 100 mm2 silicon surface-barrier detector 
collim ated to an active circular area of diameter 12 mm 
for energy measurement. Two time detectors are used 
since initial experiments with a single time detector 
used as a start detector and a stop signal extracted from 
the surface barrier detector, showed that the time scale 
was distorted. This distortion is presumably a co n se­
quence of the ion-species dependence o f the plasma 
delay [38]. A small aperture in front of the first time 
detector TI restricts the solid angle seen by the te le ­
scope to 0.13 msr which in addition to reducing the 
dead time that com es from extraneous events in the first 
time detector also has the effect o f improving the energy 
resolution by reducing the angular dispersion [3] o f the 
telescope. Over the years a number o f time detectors 
have been reported [31,32,39-43] based on the detection  
o f secondary electron em ission from thin foils placed in 
the particle path. The lime detectors are of the electro­
static mirror type [39.40] and are based on the design of 
Busch et al. [39] with the negative time signal taken 
from a flat anode plate roughly terminated with 50 U 
im pedance to ground. This type o f time detector was 
chosen in preference to the tilted foil type [31.32], since, 
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Fig. 2. The electronic setup for the TOF I r c c i i  scIcm .. >jv
sim plifies their use in recoil telescopes with adjustable 
tim ed-flight lengths. The electron trajectory from the 
foil to the channel plate is isochronous (facilitating the 
fabrication o f large area detectors with good time reso­
lution) and also the construction is simpler than for the 
coaxial [33,42] and m agnetic 1 /2  turn cyclotron type 
[1 -3 ,41 ], The electrode voltages are supplied from an 
in-vacuum  126 Mi2 resistor chain which also provides 
920 V bias across each channel plate. The first time 
detector had a thinner carbon foil (3 jug cm " 2) than the 
second detector (10 /ig  cm 2 ), in order to minimize the 
effect o f scattering in the first foil on the time resolu­
tion. The measured time resolution 5.4 MeV a-particles 
was 200 ps fwhm for a 20 mm diameter sensitive area.
The electronics which is shown in fig. 2 is conven­
tional The negative pulses from the time detectors are 
am plified and fed to a pair o f  fast discriminators which 
generate negative NIM  pulses for the time am plitude 
converter and positive pulses for the slow coincidence  
logic. The coincidence logic is arranged to generate 
convert pulses for the A D C s when all the detectors 
register an event The data are stored on a disk file 
organized as event records o f two 16-bit words corre­
sponding to the energy and time signals. A typical data 
set o f 10'' events occupies 2.5 Mbyte.
-4. Results and data analysis
I he data were sorted off-line to yield mass-energy 
matrices, mass spectra and mass-gated energy spectra 
using the relation:
ft ( T 7,,) ' (6)
Here is the recoil energy (channels), t  the flight time 
tchannels), r,, a zero time channel to com pensate for 
electronic delays etc and J t  the recoil mass (channels).
i' an udiustahie parameter that is adjusted so that the 
isotopes lie on lines parallel to the energy axis on a 
n i.i"  cnergv plot A potential problem is that the 
m .os defect and thick effective dead-layer o f the com ­
bined surface-barrier detector and time detectors lead to 
an energy scale that is distorted both as a function o f  
m ass and energy [33]. Despite this it was found that 
escep i for lecoil energies below 5 MeV, a single value o f 
- , uid be found that fitted all masses over the range 
I o n ,  's lim, [ |ie  distorted energy scale can give rise to 
p i. 'biems with the depth scale. Two approaches are 
p. iMe either the time signal and an assumed mass is 
used to calculate the true recoil energy [1 -3 ], or the 
oirf.iv e barrier detector is calibrated for each recoil 
spo, iC' o! interest. The first approach is difficult since  
dc\ i.iii.>ii' in the timed flight path due to wrinkles in the 
. .i ib o n  loil etc and timing walk due to the differing  
pul m . am plitudes h a \e  to be controlled. We have adopted  
in. laiter approach since calibration can be sim ply 
lin ed  oui h \ holding the accelerator voltage constant.
t f  b -
H.J. Whitlow et al. /  Mass and energy dispersive recoil spectrometry 451
(calibrated to ±  2 keV) and by measuring the recoil-edge 
positions from standard targets with hom ogeneous com ­
position. for projectile ions of different charge state. 
Furthermore the adjustable parameter r0 does not in­
fluence the energy scale (which can be determined solely 
by experimentally accessible quantities) but is only  
needed to establish the recoil mass. This data analysis 
m ethod is a standard technique in nuclear physics. It 
has the clear advantages over the real-time gating 
technique that have up till now been used, by Thomas 
and Fallavier [1 -3 ]. (because the data for all recoil 
m asses and energies can be taken in one pass) and over 
the event-by-event software gating o f Groleau et al. [4], 
(because only one adjustable parameter is needed to 
determine the recoil mass). Probably the most im ­
portant advantage is that the use o f a 3-d presentation 
of the mass energy matrix provides a powerful survey of 
the sample and the ability to directly select the gating 
criterion for each recoil species.
The data analysis is illustrated in fig. 3. The sample 
is a silicon substrate with 300 nm Mg deposited on the 
surface by e-beam evaporation which is shown sche­
matically in fig. 3a. Fig. 3b shows a tim e-energy co n ­
tour plot of the raw data. Fig. 3c shows the correspond­
ing m ass-energy contour plot. The data in the lower 
part o f Fig. 3c have been expanded to show the 12C and 
'* 0  signals that are a result of the native oxide and 
>urface contam ination. The mass spectrum of these data 
shown in fig. 3d demonstrates that recoils with 1 amu 
>pacing can be -.eparaied at mass 28. The corresponding  
energy spectra gated on :8Si. :4Mg, 160  and l2C are 
presented in figs. 3e-g . The method is considerably 
more sensitive than RBS for light elements in a heavy 
matrix since there is no substrate background. This is 
illustrated in fig. 3d where a surface peak in the oxygen 
signal can be clearly discerned. The RBS spectrum for 
normally incident 2.4 MeV a-particles backscattered at 
168° (fig. 3h) from the same sample shows only a trace 
of surface oxide. This sample was one o f a series in 
which we are investigating the thermal reaction between 
silicon and magnesium to form M g2Si a sem icon­
ducting silicide. Fig. 4 a -d  shows the m ass-energy plot, 
the lf,0 .  'Si and 24 Mg gated energy spectra and RBS 
spectrum from a piece of the same sample that was 
annealed in vacuum at 250° C  for 30 min. Comparison 
with figs 3b and 3 d -e  shows that silicon has moved 
towards the surface and a homogeneous layer o f com ­
position M g: ,8 ±o n Si has been formed. This com posi­
tion is in agreement whth the rather less reliable com ­
position M g20*Si obtained from the comparison o f  
simulated RBS spectra [44] with an experimental RBS 
spectrum from the same sample and the published 
result o f  Chu et al. [45], Close inspection o f the rather 
unsharp 'Si edge in Fig. 4 and the 160  signal figs. 3d 
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Fig. 3(a-c). Analysis of data from a 300 nm Mg overlayer on a 
silicon substrate, (a) Schematic target structure, (b) Contour 
plot of the raw data sorted as energy vs time, (c) Contour plot 
of the same data sorted as an energy vs mass plot. The contour 
scale in the lower part of the plot has been expanded to show 
the 160  and 12C signals from surface contamination.
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Fig. 3(d-h). Analysis of data from a 300 nm Mg overlayer on a 
silicon substrate, (d) Mass spectrum obtained from the data in 
fig. 3c. (e) 160  recoil energy spectrum. (0  24Mg recoil energy 
spectrum, (g) 28Si recoil energy spectrum, (h) RBS spectrum 
for normally incident 2.4 MeV a-particles backscattered at 
168°. The arrows denote the surface positions for 160, 24Mg 
and 28Si.
Fig. 5 shows an isom etric-plot o f the low -m ass re­
gion o f the m ass-en ergy  matrix obtained from a 
sputter-deposited TiB layer on a carbon substrate. In 
addition to the 10B and 11B signals from the sputter 
deposited film, signals from 14 N  and 16 O included in 
the film  by adm ission o f air during sputtering can be 
clearly discerned. A s a further exam ple o f  the app lica­
tion o f  the m ethod, fig. 6b shows the recoil energy 
spectrum  gated on 27A1 from the G a (1 _ x )A l^ A s quan­
tum-well structure in which x  is varied from 0 to 0.3 in 
steps as a function o f  depth as shown in fig. 6a. Fig. 6b
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Fig. 4. The same sample as in fig. 3 annealed in vacuum for 30 min at 250 °C to form a Mg2Si layer (a) 160  recoil energy spectrum, 
(b) 24 Mg recoil energy spectrum, (c) 28Si Recoil energy spectrum, (d) RBS spectrum for normally incident 2.4 MeV a-particles 









illustrates the good depth resolution obtained by this 
m ethod ( =  80 nm fwhm at 500 nm depth in the quan­
tum well structure).
5. Performance of the recoil telescope
From the viewpoint o f quantitative ion beam  analy­
sis the energy and m ass resolutions and efficiency o f the 
system  are critical parameters. Fig. 7 show s the overall 
energy resolution o f  the system  for a num ber o f recoil
Fig. 5. Isometric plot of the low mass region of an overlayer 
containing Ti. O. N and B on a carbon substrate.
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ig. 6. (a) Schematic diagram of the G a(1 ( lA ltAs quantum 
ell structure specimen (b) ‘ Al recoil energy spectrum from 
the quantum well structure.
pecies. The data in fig. 7 were obtained from the width  
f the high energy edges corresponding to the surface of 
om ogeneous specimens bombarded with 48 MeV Br 
3 ns. The overall energy resolution is contributed to by 
■oth the intrinsic  contribution from the recoil telescope  
nd the extrinsic  system dependent contribution from  
he kinetic angular dispersion and the energy spread of 
he accelerator beam. Both the intrinsic and extrinsic  
ontributions are recoil species and energy dependent. 
The dom inant contribution to the intrinsic energy reso- 
ution of the recoil telescope is the surface detector  
esolution. Despite the widespread use of silicon surface 
carrier detectors there is rather scanty inform ation on  
their energy resolution for particles heavier than 6 amu 
in the 0 .5 -1  M eV /am u region [33.46.47], Some o f us
[46] have studied the energy resolution in the 2 -2 0  MeV  
region for 4 He. 7Li. 11B. | : C and 160  particles. At 
energies corresponding to surface recoils for our system  
(4> = 4 5 ° .  48 MeV Br) the energy resolution for ,2C and 
,60  recoils is 75 and 90 keV (fwhm) respectively. The 
resolution is expected to degrade with increasing mass 
ind energv to = 1 .1  MeV fwhm for fission fragments
with mass 80 [33]. (It is possible that the resolution of  
the detector used here has been degraded by radiation 
dam age from an estim ated dose o f  3 X 106 heavy par­
ticles m m - 2 .) The contribution from straggling in the 
carbon foils o f  the time detectors with a total thickness 
o f 13 p g  c m -2  ( =  65 nm) is estim ated according to the 
Bohr formula [48,49] to be a negligible 9 keV for 75As 
surface recoils from 48 MeV Br projectiles. The dom i­
nant extrinsic contribution is due to the kinetic angular 
dispersion [ =  (3£/3<#>)5</>] [13] o f the system . For the 
extrem e case o f 48 M eV 79Br8+ on 75As at <f> =  4 5 °  it is 
360 keV and thus also a significant contribution to the 
overall energy resolution o f 660 keV fwhm (fig. 7). The 
spreading o f the accelerator beam energy is estim ated to 
be -  15 keV fwhm which is also a small contribution. 
For recoils from below the target surface the energy 
straggling and m ultiple scattering also contribute to the 
degradation o f the energy resolution. Although these 
target dependent terms are analytically rather intracta­
ble [50] their effect can be at least qualitatively esti­
mated from the broadening o f the buried interfaces in 
figures 3 f -9 , 4c and 6b.
The m ass resolution o f the telescope A M  (fwhm ) is 
shown in fig. 8 as a function o f the recoil energy for 
recoils from 12C, 16 O, 27A1 and 75As. This data was 
obtained from the fwhm o f energy-gated mass-spectra 
from sam ples with hom ogeneous com position  (the 
carbon substrate o f fig. 5, A l20 3, and a thick film of  
G a 076A l0 2 4As). In the 75A s case the fwhm was used to 
determ ine the fwhm in order to m inim ize interference 
from a nearby 71G a peak. The m ass resolution A M  is 
small for high energy light recoils and except for the 
very lowest energies is rather independent o f recoil 
energy. A s a rule o f  thumb, assum ing G aussian mass 
distributions, two isotopes o f equal intensity spaced 1 
amu are com pletely resolved if A M  (fwhm ) < 0.78 amu. 








Fig. 7. Recoil telescope energy resolution for l2C, 160 , 28Si 
and 71 Ga recoils determined from the width of surface edges.
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Fig. 8. Mass resolution vs. recoil energy for I2C, l60, 27AI and 
7SA s recoils. The dotted line marked t amu denotes the region 
below which two isotopes of equal intensity separated by one 
mass unit can be resolved.
for M 2 <, 28. An interesting application is separate 
depth profiling of Ga and A s in G a (1 _ t )Al x As struc­
tures which requires A M  < 3.12 amu in order to sep­
arate 71Ga from 75As. The mass resolution is related to 
the intrinsic energy- and tim e-resolutions of the tele­
scope through eq. (6). The mass resolution of a TO F-E  
telescope is determined through eq. (6), by the energy 
resolution o f the energy detector, the intrinsic resolution 
o f  the time detectors, and the scattering and energy 
straggling in the 3 fig c m -2 thick carbon foil of the first 
tim e detector T l.  The time dispersion of the telescope,
d r / d £  [n s /M e V ] =  19.S M  [am u ], /2 £  [M eV ]" V2
* 1 .5  n s /M eV
for recoils in the mass range 12 to 75 amu, at energies 
corresponding to the ejection from the surface by 48 
M eV 79Br projectiles. Thus an upper limit of the energy 
straggling in the first foil o f  80 keV gives a time 
spreading o f *  150 ps. This contribution increases with 
decreasing recoil energy. The changes in the timed-flight 
length caused by the few particles that are scattered in 
the first foil give a negligible contribution to the time 
resolution. Except for the very lowest energy ( £  < 10 
M eV) heavy recoils ( M  > 75 amu) the maximum contri­
bution from scattering in the first foil is much less than 
80 ps. It may be argued that since the energy resolution 
A E  o f surface barrier detectors is smallest for low- 
energy recoils [46] then from eq. (6) the increase in A M  
is associated with the energy straggling in the carbon 
foil o f  the first detector. The increase in A M  with 
increasing recoil mass M 2 is probably a consequence of 
the degradation o f the surface barrier detector resolu­
tion.
The efficiency o f the recoil telescope is an important 
parameter for quantitative ion beam analysis. Fig. 9





Fig. 9. Relative efficiency vs recoil energy for 12C (open 
triangles) and 28Si (closed circles) recoils.
shows the relative efficiency vs. recoil energy o f the 
telescope for 12C, 28Si recoils from targets with hom oge­
neous com position. The relative efficiencies were by 
determ ining the height o f  the recoil signal in mass-gated  
energy spectra from a layer with a fixed number o f  
atom s c m -2  via eqs. (3) and (4) using the energy loss 
ratio m ethod [34] in com bination with the mean energy  
approxim ation [34] to determ ine the energy before  
scattering and target thickness. Inspection of fig. 9 
shows that the efficiency for carbon is energy indepen­
dent over the range 3 to 8 M eV and for silicon 5 to 18 
MeV. We do not expect any significant relative e f­
ficiency fall-off at higher energies since the stopping  
power of the carbon foils and hence the number o f  
secondary electrons does not fall below the low energy 
(5 -8  M eV) values. Although we are unable to ascertain 
the absolute efficiency o f the recoil telescope since the 
three detectors have slightly different solid angles, the 
relative heights of the I60  and 28Si signals from a 
247nm  thick SiO , layer grown on Si by wet oxidation  
gave a O to Si ratio o f 1.86 ± 0 .1 5 . The deviation from  
stoichiom etry is within the error limits and bearing in 
mind that ion-irradiated silica tends to lose oxygen [51] 
and probable uncertainties in the stopping power values 
used [35]. one can infer that over the O -S i region there 
is no strong dependence o f telescope efficiency on the 
recoil atom ic number. The energy deposited in e lec ­
tronic processes (and hence the secondary electron  
em ission coefficient [52]) is for ,60  recoils about 50% 
than that for 28Si recoils. The increase in electronic 
stopping with increasing recoil mass suggests that the 
relative detection efficiency for recoils heavier than 160  
should be independent o f the recoil atom ic number. The 
relative detection efficiency for recoils lighter than 
oxygen however can be expected to decrease due to the 
decreasing electronic energy deposition [43],
5. Conclusions
(a) A lime o f flight-energy recoil telescope for mass 
and energy dispersive ERDA has been constructed
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that is suitable for depth profiling light elements 
with a mass resolution of better than 1 amu for 
recoil masses M 2 < 28 amu.
(b) The system is suitable for depth profiling of light 
elements in a heavy matrix with a high sensitivity 
due to the absence of a substrate background which 
is observed with conventional ERDA and RBS.
(c) The energy (depth) resolution is much higher than 
for conventional ERDA where a thick foil is used to 
discriminate against scattered projectiles. Typically 
80 nm fwhm for Al at 500 nm depth in GaAlAs is 
possible.
(d) The relative telescope efficiency is energy indepen­
dent over the range 5 to 18 MeV for Si recoils and 3 
to 8 MeV for carbon recoils. At least over the O-Si 
region no strong dependence of the efficiency on the 
recoil atomic number is observed.
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the project and for the loan of electronic modules. We 
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Mass-dispersive recoil spectrom etry  studies of oxygen and nitrogen 
redistribution in ion-beam-synthesized buried oxynitride layers in silicon
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Mass-dispersive recoil spectrometry has been employed to study the influence of annealing 
conditions in ion-beam-synthesized silicon oxynitride structures prepared by implantation of 
1.8X 10"* and 1X 1017 200 keV ,60 + and ,4N + ions cm- ’, respectively, at approximately 
600 *C. Subsequent annealing at 1200 and 1300 *C leads to redistribution of the implanted 
oxygen to form a buried oxide layer with nitrogen segregation to the buried SiOVSi interfaces.
Implantation with N + subsequent to 0 + followed by annealing at 1200 *C for 2 h was found to 
lead to both a lower oxygen content and lower channeling detectable defect concentration in 
the overlying silicon film than if the order of implantation was reversed. No significant 
dependence on order of implantation was observed after annealing at 1300 °C for 5 h.
A promising new technique for the production of sili- 
con-on-insulator (SOI) structures for the fabrication of ra­
diation-resistant low-leakage complementary metal-oxide- 
semiconductor (CMOS) very large scale integration 
(VLSI) circuits is ion beam synthesis (IBS). In this tech­
nique oxygen and/or nitrogen ions of 100-400 keV are im­
planted into a silicon substrate maintained at a high tem­
perature. '-2 After subsequent thermal processing a buried 
insulating layer of silicon dioxide [commonly termed 
SIMOX (separation by implanted oxygen) ] or nitride with 
sharp interfaces is formed. Implanted S i0 2 films fabricated 
by this technique are of high quality, and the overlying Si has 
a sufficiently low defect density ( ~  106 cm - 2) that high per­
formance devices can be fabricated in it by using standard 
processing techniques.3-3 However, the high annealing tem­
peratures of >1300°C required to produce abrupt Si/SiCK 
interfaces can lead to problems associated with impurity 
contamination and damage of the furnace if conventional 
quartz tube furnaces and windings are used. Lower anneal­
ing temperatures (around 1200°C) are required for im­
planted S i,N 4 films, but these films show high leakage cur­
rents that are associated with crystallization of the nitride 
layer.6 Moreover, there is currently a controversy as to 
whether residual nitrogen in the silicon film may give rise to 
anomalous donor centers. In an effort to combine the superi­
or characteristics of the oxide with the lower annealing tem­
peratures of the nitride, implanted oxynitride layers are be­
ginning to attract considerable attention.7 K
Discrepancies have recently been reported in the litera­
ture relating to the volume concentration of nitrogen in the 
silicon overlayer of SIMOX structures measured using sec­
ondary ion mass spectroscopy (SIMS).17m This is also likely 
to be a problem with IBS oxynitrides since the low self-diffu­
sion of nitrogen in nitrogen-rich layers may, at sufficiently 
high doses, lead to bubble formation. The presence of gas- 
containing voids will lead to systematic underestimation of 
oxygen and nitrogen content in all forms of sputter profiling 
because of explosive release of gas when the wall thickness is
sputter eroded below the critical value for rupture." Fur­
thermore, in the case of SIMS, nitrogen profiling is compli­
cated because of interference of the l4N + signal with 2KSi2 + 
ions. Recently mass-dispersive recoil spectrometry has been 
developed for quantitative depth profiling of light and medi­
um mass elements12-14 in a manner similar to Rutherford 
backscattering spectrometry. In this technique, which does 
not rely on sputter erosion, high-energy ( =r0.8 MeV/amu) 
heavy ions impinge on the specimen to be analyzed at a 
glancing angle. Recoiling target atoms ejected at a fixed re­
coiling angle are detected in a detector telescope that identi­
fies the energy and mass1211 or energy and atomic number14 
for each recoil.
To quantitatively assess how the implanted nitrogen 
and oxygen redistribute during annealing and how the im­
plantation sequence affects their distribution and the crys­
talline quality of the overlying silicon, we have employed 
mass-dispersive recoil spectroscopy in combination with 
4He channeling to obtain quantitative depth profiles of the 
oxygen and nitrogen concentrations and to elucidate the de­
fect density in the overlying silicon.
Device quality (100) single-crystal silicon wafers were 
implanted sequentially with 200 keV l60 + and l4N + ions to 
doses of 1.8X 10'* and 1 X 1017 ions cm -2 , respectively. For 
sample A the oxygen was implanted prior to the nitrogen, 
while for sample B the nitrogen was implanted first. During 
implantation, the substrate was maintained at a temperature 
of approximately 600 °C using ion beam heating. Conductive 
heat losses, during implantation, were minimized by isolat­
ing the substrate from the sample plate by means of small 
silicon tips. After implantation the specimens were capped 
with 5000 A SiO:, cut. and annealed at either 1200 °Cfor2h  
or 1300 °C for 5 h using a nitrogen ambient and, in the latter 
case, a SiC furnace tube.
The silicon, oxygen, and nitrogen depth profiles were 
measured using mass-dispersive recoil spectrometry using a 
setup closely identical to that described previously.12'13 The 
principal difference is that the timed flight length has been
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F IG  1. Isom etric p lo t o f  the so rted  m ass-recoil energy m a trix  for sam ple B 
({ !0 0 }S i im plan ted  w ith I X 1 0 '7 N '  followed by 1.8 X I 0 ,x O ' 200 keV 
ions cm  ’, respectively, at 600 *C and  annealed  at I3 0 0 °C  for 5 h ) . T he 
th ick  line indicates the energy o f  recoils from  the surface.
increased to 738 mm. The samples were irradiated with 48 
MeV “'BrK + ions incident at 67.5° to the surface normal. 
Recoiling target atoms ejected at 45” to the incident beam 
direction were detected in a time-of-flight energy (TOF-E) 
detector telescope, and the data were stored using a comput­
er. The resulting time-energy data set was sorted off-line to 
yield recoil energy spectra for l4N, u,0 , and 2KSi recoils. The 
defect content of the overlying silicon film was measured 
using Rutherford backscattering spectrometry (RBS) and 
ion channeling with 1.5 MeV 4He * channeling at the Uni­
versity of Surrey.
Figure 1 shows the sorted mass-recoil energy matrix for 
sample B annealed at 1300 °C for 5 h. Inspection shows that 
the silicon, oxygen, and nitrogen signals are sufficiently well 
resolved in mass to permit unambiguous interpretation and 
identification of the masses. The dip in the silicon signal 
corresponds to the buried oxide layer. The two peaks for a 
mass of 14 amu correspond to nitrogen that has segregated 
to both of the buried Si/SiO: interfaces. In Figs. 2 and 3 the 









— As impl. V 
1200" C 2 h?
- 1300" C 5 h.
14060 100
Energy (channels)
FIG. 2 A nnealing  dependence  o f  (he '"O  recoil spectra from  sam ple A 
({100 )Si im p lan ted  w ith  l . 8 x l 0 ' “ O ‘ followed by I \ I 0 ' N  200 keV 
ions cm  . respectively, at 600 *C). In the near surface region th e  yield has 
heat m agnified to  show  " 'O  red istribu tion  in the silicon overlavcr. T he yield 














F IG . 3. A nnealing  dependence o f the ,JN recoil spec tra  from  sam ple A 
( { l00}S i im p lan ted  w ith 1.8'X 10 '“ O  ' follow ed by 1 .< 1 0 '7 N ' 200 keV 
ions cm  respectively, at 6 0 0 ’C ) . T he solid  trend  line (open  c irc les ) , d o t ­
ted trend  line, and  dashed trend  line (closed  sq u ares) d en o te  the  as -im ­
p lan ted . I200*C  2 h and  I300*C  5 h anneals , respectively. T h e  yield d a ta  
have been norm alized  w ith respect to  the ’“Si su b stra te  signal
m alized with respect to the silicon substrate signal, are pre­
sented as a function o f annealing conditions. (T hese recoil 
energy spectra can be interpreted in a similar manner to RBS 
spectra by considering them to be the “ RBS signal” for the 
isotope in question .12)
The as-im planted u,0  distributions (F ig. 2) were inde­
pendent o f  the order o f  O * and N * im plantation. Both sam ­
ples A and B have a “plateau” region characteristic o f  im ­
plantation above the critical fluence <b,. for formation o f  a 
stoichiom etric com pound1-1* and tails that extend into both  
the overlying silicon film and deeper into the silicon sub­
strate. N o  special significance should be paid to the “’O sur­
face peaks since these will depend on whether the capping  
oxide is com pletely stripped and on the vacuum  environ­
ment during analysis. The unannealed nitrogen distribu­
tions, in contrast to the oxygen distributions, are dependent 
on the order o f  implantation. In the case o f  sam ple A ( Fig.
3 ), where the N ■* implantation at a fluence 6  < <b, is subse­
quent to the O ' implantation, the l4N is concentrated in the 
near stoichiom etric portion o f the implanted oxygen distri­
bution. Presumably, this is due to O ' -irradiation-induced  
migration o f  nitrogen into am orphous SiO : where its so lub il­
ity is greater than in silicon. However, when the N f ions are 
implanted first (sam ple B ), the nitrogen distribution is more 
spread out with both deeper and shallower tails and a super­
posed peak corresponding to radiation-induced segregation  
to the deeper, but not the shallower, buried SiCK/Si inter­
face.
Annealing at 1200 °C for 2 h causes the ,hO distributions 
to redistribute towards the buried layer ( Fig. 2 ) . The deeper 
S iO i/S i interface became sharper for both samples. H ow ­
ever, the behavior at the shallower buried SiO :/S i interface 
is dependent on the order o f implantation. I f t h e O + im plan­
tation is prior to the N + implantation (sam ple A ). the o x y ­
gen migrates from the overlying silicon ( Fig. 2 ) . A dditional­
ly, stepped edges on the u,0  recoil spectrum  and RBS 
random spectrum  develop, which is indicative o f  the form a­
tion o f  oxynitride phase(s). Furthermore, in the overlying
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silicon film at the surface and at intermediate depths, the 
concentration of defects detected by ion channeling de­
creased to a level commensurate with virgin silicon. How­
ever, when the order of implantation is reversed (sample B), 
the shallow tail o f the ,60  distribution is invariant under 
annealing and the channeling-detectable damage extends al­
most to the surface of the overlying silicon. Annealing at 
1200 #C for 2 h gave rise to bimodal l4N distributions in both 
samples because of segregation of nitrogen to the flanks of 
the buried oxide layer. The area and spreading of the near 
surface l4N peak into the overlying Si film was greater for 
sample A. This is in qualitative agreement with SIMS mea­
surements8 which show an enhanced ,4N content in the 
overlying Si film when N + is implanted subsequent to 0 + . 
The invariance of the l60  distribution and dechanneling 
yield when nitrogen is implanted first can be associated with 
trapping of the oxygen in nitrogen-stabilized precipitates in 
the overlying silicon. This might be due to the formation of 
an oxynitride coating around the oxygen precipitates which 
effectively acts as a diffusion barrier.8
The lfiO profiles and RBS spectra for both samples A 
and B, after annealing at 1300 °C for 5 h, were very similar 
with more abrupt S i0 2/S i buried interfaces than those ob­
tained after the 1200 °C anneal. The lf>0  content of the sili­
con overlayer was also reduced relative to the 1200 CC anneal 
(Fig. 2). As for the case of the I200°C anneal there was 
evidence o f oxynitride phase formation at the shallow S i0 2/  
Si interface. The interfacial peaks in the ,4N distributions are 
also sharper ( Fig. 3); however, in the case of sample B ( N + 
prior to 0 + implantation) there was a lower nitrogen con­
tent in the buried oxide layer. For both samples the dechan­
neled yield was close to that for virgin silicon, even at depths 
close to the shallow S i0 2/S i buried interface. Evidently, an­
nealing at 1300 “C for 5 h is sufficient to break up the nitro­
gen-stabilized oxygen precipitates formed when the N + im­
plantation is carried out first (sample B).
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Abstract
Heavy ion recoil spectrometry is rapidly becoming a well established analysis method, but the associated data analysis 
processing is still not well developed. The pronounced nonlinear response of silicon detectors for heavy ions leads to serious 
limitation and complication in mass gating, which is the principal factor in obtaining energy spectra with minimal cross talk 
between elements. To overcome the above limitation, a simple empirical formula with an associated multiple regression 
method is proposed for the absolute energy calibration o f the time of flight-energy dispersive detector telescope used in 
recoil spectrometry. A radical improvement in mass assignment was realized, which allows a more accurate and improved 
depth profiling with the important feature of making the data processing much easier.
1. Introduction
Recoil spectrometry (RS) using high energy heavy ions 
and multiparameter dispersive detector systems has re­
cently attracted considerable interest. RS can be used to 
characterise the depth profiles o f light and medium heavy 
elements in complex structures. In particular, the technique 
can be applied to study light and medium heavy elements 
in a heavy matrix, such as III—V semiconductor based 
structures [1 -6 ]. RS is similar to RBS, but with the 
important difference that the recoiling target atoms are 
detected rather than the scattered incident ions. These 
recoils carry information on both the depth of origin and 
their atomic number or mass. Two basic types o f measure­
ments are possible, i.e., nuclear-charge energy dispersive 
measurements using A E - E  detector telescopes [6] and 
mass and energy dispersive measurements using time of 
flight (T oF)-energy dispersive detectors [1 -5 ,7 -1 0 ). The 
latter type o f  measurement will be considered here.
* Corresponding author. Email: mohamed.el_ bovanani(p pixe
lth.se, fax +46 46 104 709, tel. +46, 46 107 682/107 631
1.1. M ass assignment and energy calibration
In mass and energy dispersive RS the measured param­
eters are the recoil ToF and the energy o f each recoil. The 
ToF is the time taken for a recoil atom to travel a fixed 
distance L [8-10], which is commonly measured by detect­
ing the burst of secondary electrons, ejected when the 
recoil passes through the carbon foils o f a time pickoff 
detector. The energy is subsequently determined using a 
silicon surface barrier detector or p-i-n diode in which the 
recoils are stopped. Usually, the channel number X , corre­
sponding to the pulse amplitude o f the energy detector, is 
assumed to be proportional to the recoil energy and inde­
pendent of mass. Then the mass M  for each recoil can be 
assigned according to:
M = K X ( T - T {)f  (1 )
T is the time channel number, K  is an arbitrary constant 
chosen to give a suitable mass range and T0 is an ad­
justable parameter for electronic delay corrections etc. 
(11). The assigned mass and the true isotopic mass are 
denoted M  and A,  respectively. Fig. 1 presents contour 
plots of two-dimensional m ass-energy histograms for a 
soda lime glass with and without a layer o f  gold evapo­
rated onto the surface. Data from these samples were
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Fig. I. A contour plot of the 2-dimensional mass-energy ( M - X )  
histogram for 64 MeV I10+ incident ion beam with mass assign­
ment according to Eq. (1). (a) Scattered iodine and recoil gold 
data from a Au/glass sample, (b) oxygen, sodium, silicon and 
calcium data from a soda-lime glass sample without Au overlayer.
soda-lime glass with and without a layer o f gold evapo­
rated onto the surface. Data from these samples were 
selected because they span a wide range of recoil energies 
and masses. Inspection o f Fig. 1 shows that the signals 
from the different isotopes do not lie along straight iso-mass 
lines. The deviation is more pronounced for heavy recoils 
at low energies. Often, it is necessary to adjust T0 for each 
element in order to select a mass cut with minimum 
interference from other isotopes. This has the disadvantage 
that no absolute mass calibration can be established. Alter­
natively a polygon cut in the M - X  plane around the signal 
could be used. These methods for mass selection are quite 
satisfactory when the signals from the different isotopes 
are well separated, such as for light elements, C, O, Si etc. 
or high energy recoils that originate close to the surface. 
However, they are difficult to apply when the cross talk 
between signals is large as a result o f  poor mass resolution 
for large mass recoils or wide energy ranges. Moreover, 
ihe '.election of T0 and mass-cut or a polygonal cut 
requires a subjective judgement which precludes automatic 
analysis procedures and increases the overall uncertainty in 
the measurement.
From Eq. (1) it is evident that the deviations of the 
isotope signals from straight iso-mass lines must be associ­
ated with the relation o f recoil energy to channel number 
X  or the ToF to the time channel number T. If one 
neglects the vanishingly small differences in energy losses 
in the carbon foil of the first time detector and nonlineari- 
nes m ihe ToF measurement it follow s that the deviations
from straight iso-mass lines in Fig. 1 can be attributed to 
the relation of recoil energy to channel number X.
Several approaches for improved energy calibration 
have been proposed. One simple approach is to determine 
the so-called energy defect £ d [12-16], which is a mass, 
charge (atomic number) and energy dependent parameter. 
Then,
£  =  £ ,  +  £ d. (2 )
£ a is the apparent energy which is the energy o f an alpha 
particle yielding the same pulse height. The energy defect 
£ d is the difference between the true energy £  o f the 
corresponding recoil and its apparent energy. This method 
requires calibration o f the silicon detector with alpha parti­
cles and a high precision pulser. In addition, an iteration 
procedure is needed to determine the mass M  for each 
recoil, which may be computationally inefficient especially  
when one is dealing with more than 10s recoils per 
spectrum, as is usual in recoil spectrometry studies o f  
m eta l/ III—V compounds.
Schmidt et al. and Weissenberger et al. [17,18] have 
proposed a calibration formula for fission fragments which 
is based on four parameters /3 ,-/34 according to:
E = A ( p }X + P 2)  + p 3X + f 3 4 . ( 3 )
Although Eq. (3) was intended to have a validity restricted 
to the narrow energy and mass range o f fission fragments, 
Ghetti et al. [19] found it could be applied with reasonable 
accuracy for a relatively wide range o f recoil masses and 
energies, namely in the 0.05 A -0 .2  A MeV (energy range 
spanned by recoiling target residues from intermediate 
energy heavy ion collisions). They noted that /3j- / 34 var­
ied significantly from detector to detector. W e studied the 
extension of the above method to the 0 .0 5 A -0 .9 A  MeV  
energy range corresponding to our RS measurements. The 
improvement as judged from the straightness o f the isotope 
signals in plots o f 2-dimensional m ass-energy histograms 
was inadequate. In particular, the deviations were, as one 
anticipates from Eq. (3), predominating for the larger 
recoil masses. The reason is that the pulse height response 
of the silicon detector is assumed to be linearly dependent 
on both mass and energy which turns out to be inaccurate 
for large energy and mass ranges.
A  significant feature in T o F -£  recoil spectrometry 
experiments, is that if the mass o f the recoils is known, 
their absolute energy between the two time detectors may 
be determined accurately from the measured ToF. This 
may be used to establish the energy calibration o f the 
silicon detector over the same mass and energy ranges as 
are spanned in the experimental measurements. We em ­
phasise that this calibration strictly establishes the relation 
between the recoil energy between the two time detectors 
and the silicon detector pulse height. This energy calibra­
tion is thus applicable for mass assignment. To assign the 
depth o f origin for the recoils, one is interested in the 
energy o f the recoils as they leave the sample surface i.e.
5V
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before they enter the carbon foil o f the first time detector. 
This may be obtained by applying a small correction to 
take account o f the energy loss in the carbon foil.
In this paper, we present a procedure for establishing 
the relation between the channel number corresponding to 
the silicon detector pulse height ( X ) and the recoil energy 
(£ ) .  The procedure is based on the use o f a number of 
standard samples and on ToF measurements for the deter­
mination o f  the absolute energies o f the recoils. We will 
also demonstrate how this calibration may be used to 
improve recoil-mass assignment by removing the deviation 
of the signals from straight iso-mass lines in the recoil 
m ass-energy plane.
2. Experiment
77 M eV 127I10+ and 64 M eV ‘*'Iy+ from the 
ANTARES Tandem accelerator at ANSTO, Lucas Heights 
were used as projectile ions. These impinged at an angle of 
60° to the sample surface normal. Recoiling target atoms, 
ejected at an angle o f  45° to the incident beam direction, 
were detected in a recoil detector telescope with a timed 
flight length L  o f  437.5 mm. The carbon foil thicknesses 
were ~  5 p .g em - 2 (see Refs. [3,4] for details). The 
standard samples used for the calibration were A u /g la ss ,  
glass, CuInSe2/  glass and M o /  glass. The soda-lime glass 
substrates contained oxygen, sodium, silicon and calcium. 
The energy and time ADC conversion results for each 
recoil were stored sequentially in a computer file using a 
standard data-acquisition system. The data analysis was 
done interactively using the CERN Physics Analysis 
Workstation (PAW ) code [20] using our specially written 
TASS macro command set [21].
127t 9 +
3. Empirical formula for energy calibration of silicon 
particle detectors
In measurements using a T o F -£  detector telescope, the 
ToF can be determined with a high degree of accuracy. 
Using calibration samples with different masses it is 
straightforward to establish the time calibration from the 
position Ts o f the edge in the time spectra corresponding to 
recoils from the surface layer, as shown in Fig. 2.
t = L
£  =
2 ( E . - A E )
4
cos f y £ 0 .
(4)
(5)
( A 1 + A 2Y
Here fs is the ToF of the recoil from the surface with an 
energy £ s, A x and A 2 are the isotopic masses o f the 
projectile and recoil, respectively, £ 0 is the incident beam  
energy and <J> is the recoiling angle. It should be bom  in 
mind that the energy loss when the recoils traverse the 
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Fig. 2. A time spectrum for 160  recoils from a soda-lime glass 
sample using 64 MeV I9+ as incident ion beam.
small increase in the mean ToF. A correction A £ ,  calcu­
lated using the Ziegler, Littmark and Biersack [22] code 
for stopping cross sections was applied to correct for the 
energy loss in the carbon foil o f  the first time detector. 
Figs. 3a and 3b illustrate the ToF calibration obtained by 
this method and the deviation AT of the ToF data from a 
straight line fit. This deviation is less than 200 ps (see Fig. 
3b) and is quite small compared to the time resolution o f  
the ToF setup used in the measurements, which was less 
than 600 ps.
Once the time calibration has been established, the 
energy o f recoils with known masses can be determined 
with very high accuracy. Using the above method, the 
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Fig. 3. (a) The time calibration of the ToF detector determined 
from the positions of surface edges in the time spectra of carbon, 
oxygen, silicon, copper, selenium, molybdenum, iodine and gold, 
(b) The deviation of the measured data points (time values of 
surface edges of the above recoils) in Fig. 3a from the straight line 
fit.
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Fig. 4. The deviation, A E, of the mean values of the Si detector 
pulse height from the least square fitted straight-line law to the 
energy derived from the ToF for molybdenum recoils.
are the parameters.
For the z-th recoil with mass A ,  thj energy £ t can be 
obtained from the ToF f, according to:
A,L 2 
E A X „ A , ) - — r .  ( 9 )
This is applied for each o f the n recoils in our data set. 
The n equations that are thus obtained can be expressed in 
matrix form as follows:
1 X x 
1 X.
X n  X n  X „  X , 






nonlinear response o f the Si detector starts to become 
pronounced for Cu and heavier recoils in the energy range 
o f 2 -4 0  MeV). Fig. 4 presents A E,  the deviation o f the Si 
detector from a straight line law vs. the absolute energy 
extracted from the ToF for Mo recoils. (Here the atomic 
mass o f Mo was used to calculate the energy.) Inspection 
o f Fig. 4, as well as inspection o f similar plots for the 
other isotopes, suggested that a second order polynomial 
law would yield a good energy calibration:
£ , = a0 +  Qj X  +  a 2 X  ‘ (6 )
It was found that the polynomial coefficients a0, a, and a 2 
could be represented by a straight line law dependence on 
recoil mass A.  In this case we may write:
E  = ( c 0 + C t A )  + ( c 2 + c 3A ) X  + ( c 4 + c5A ) X 2, (7 )
where c0, . . . ,  c5 are the silicon detector coefficients which 
are valid for a given detector. One approach would be to 
independently determine a0, a v  a 2 in Eq. (6) for some 
recoil reference elements, and hence c0, . . . ,  c5 from Eq. 
(7). The situation is complicated because the recoil energy 
interval spanned in our measurements varies with recoil 
mass. This manifests itself mainly in the determination of 
the second order coefficient a 2, which is very sensitive. 
Here we propose the use o f a multiple regression model to 
determine c0, . . . ,  cs accurately, that can use all the X  and 
T  values from recoils for a few selected calibration sam ­
ples.
4. M ultiple regression procedure
Rewriting Eq. (7) in terms o f new variables X l, . . . ,  X 5. 
£ ( X . A )  =  c0 +  c, Y , -\r c 2X 2 +  C 3 Y 3  +  c4 X 4 +  C 5 A 5 ,
(8 )
where X , =  A, X 2 = X,  X 3 = A X,  X 4 =  X 2 and X 5 = A X 2, 
reduces Eq. (7) to a regression formula where c0, . . . ,  c5
E  =  [X]C  +  e,  (1 0 )
where E  is the vector o f the energy from the ToF, [X] the 
matrix containing the experimental data (mass number A 
and energy channel number X ) ,  C  is the vector o f  the 
silicon detector parameters and e is the vector o f  error 
components assumed to represent only random fluctuations 
and how well the above equations fit the experimental 
data. The C parameters can be estimated using the princi­
ple of least squares [23] as:
(1 1 )
To determine the parameters o f  the silicon detector, vector 
C, a Fortran program was developed to perform the above 
matrix calculation. Manipulation o f a n X  6 matrix where 
n =  106 is computationally tedious. This may be signifi­
cantly reduced by choosing only a limited number o f  







E n e rg y  (C h )
Fig. 5. A contour plot of a 2-dimensional time-energy histogram 
for molybdenum obtained with 77 MeV I10+ as incident ion 
beam. The vertical parallel lines indicate the regions correspond­
ing to the representative data values used in the calibration.
Cl
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molybdenum. Thus, the matrix dimensions are consider­
ably reduced which simplifies and speeds up the calcula­
tions. The representative data points were spaced equally 
over the energy ranges spanned by oxygen, silicon, copper, 
molybdenum, iodine and gold recoils. For a fixed energy 
channel number X ,  the corresponding mean ToF t which 
is linearly related to the channel number T  was obtained 
from the time projection with a symmetrical gating around 
X.  The gate interval was between 20 and 50 channels 
(depending on the counting statistics). Subsequently, the 
corresponding absolute energy £ , is calculated for each 
representative data point. Here the number of selected 
representative data events was 53, implying a matrix di­
mension o f  53 X 6. The calculated parameters of the en­
ergy silicon detector were then: c0 =  0.344, c y =  1.0573 X 
10- 2 , c 2 =  1.3413 x  1 0 ~ 2, c3 =  3.959 X 10 ~ 5, c 4 =  
0.3976 X 10 “ 6 and c5 =  -0 .8 3 0 6  X 10 ~ 8. Note that one 
can choose any set of representative data events for the 
determination o f the above silicon detector parameters. 
The calculated parameters c0, . . . ,  c5 remain stable if the 
representative data chosen reasonably reflect the whole 
energy and mass range scanned by the corresponding RS 
measurements. It should also be bom  in mind that the 
above values are not universal and are specific for the 
silicon detector and experimental setup (amplifier gain, 
ADCs, etc).
This energy calibration was subsequently used to assign 
the mass M  o f recoils from their known time of flight t 
and energy channel number X  by:
c0 +  c 2 X +  c4X 2 
M  = k — —r . (1 2 )













contours at multiples of 15





contours ^t multiples of 20
1000 2000 3000









Fig. 6 . A contour plot of the same data as Fig. 1 sorted with mass 
assignment according to Eq. (11).
M ass (C h)
Fig. 7. 1-dimensional histograms of the assigned mass distribu­
tions for iodine and gold for silicon energy channel number 
interval (* )  100 to 1000 (3.250-18.645 MeV for molybdenum), 
(a) From data in Fig. la, Eq. (1). (b) From data in Fig. 5a, Eq. 
(11).
Here it is a constant that relates the absolute mass, M  =  kA.  
In Fig. 6 the data is the same as in Fig. 1 but the mass M  
has been determined using Eq. (12). Comparison o f the 
two figures shows that the procedure described above 
leads to a distribution of the signals for the different 
isotopes along straight lines o f constant M.  F ip . 7a and 
7b, present the mass histograms for 127I and 1 7Au using 
respectively Eq. (1) and Eq. (12) for mass assignment. In 
particular it may be seen that the low mass tail on the 1271 
signal is removed and the valley between 127I and 197Au is 
deeper, implying that the separation is improved. As a 
further example where the improvement in mass assign­
ment can be clearly seen, Fig. 8 presents a contour plot o f  
the 2-dimensional mass-energy histogram for a N i/In P  
sample (that had been heat treated in vacuum at 350°C for 
30 min). In Figs. 8a and 8b, the masses have been assigned 
using respectively Eq. (1) and Eq. (12).
5. Discussion
It is evident from the above, that the proposed proce­
dure, based on the six calibration constants c0, . . . ,  c5 (Eq. 
(7)) clearly leads to a considerable improvement in the 
alignment o f the recoil data along iso-mass lines in m ass-  
energy space. The closely linear ToF response shown in 
Fig. 3 implies that the deviation o f the data from straight 
horizontal lines of constant mass in Figs. 1 and 7a, (where
u -
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Eq. (1) is used to assign M )  can only be associated with 
nonlinearities in the silicon diode detector response. These 
nonlinearities might be associated with details as to how 
the energy is coupled into charge-carrier generation in the 
detector, dead layer and plasma-recombination effects as 
well as electronic nonlinearities [14,19,24,25]. A  detailed 
discussion o f  how these effects influence the linearity 
[16,26,27] is outside the scope o f this paper. In connection 
with this, it should be bom in mind that the ToF, and 
hence the measured energy o f  the recoil, corresponds to 
the energy o f the recoil between the two carbon foils. Thus 
the calibration between X  and recoil energy E  relates to 
the energy traversing between the foils and not the true 
ejection energy o f the recoil (i.e. between the sample and 
the first carbon foil). The other experimental parameter in 
the energy determination is the recoil mass, which is 
determined by the reference sample material and taken to 
be the isotopic mass. It is thus interesting to consider the 
effect o f the first carbon foil on both the energy calibration 
and the measurements. Table 1 presents an example o f the 
energy loss, fractional change in ToF and shift of mass 
number assignment for som e isotopes o f interest. Inspec­
tion o f  this table shows that the effect is negligible espe­
cially for the lighter isotopes. If the objective o f the energy 
calibration is restricted to mass-assignment then correction 
for energy loss in the first carbon foil is not necessary 
because the recoil mass is unaltered on traversing the foil.
The energy loss in the carbon foils, although typically
O
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E nergy (C h)
Fig. 8 . Contour plot of a mass-energy histogram for 77 MeV I10 + 
as incident ion beam on a Ni(50 nm)/InP sample with mass 
assignment according to: (a) Eq. (1), (b) Eq. (11).
Table 1
The effect of energy loss in the 5 /xgcm- 2  thick carbon foil of 
the first time detector for carbon, oxygen, silicon, molybdenum, 
iodine and gold. The ToF correspond to a flight length of 437.5 
mm. AE (keV), A M  (u) and ATOF (ns) are respectively the 












l2C 0 .1 99.88 31 0.027 1.32
0.4 49.94 35 0.003 0.18
0.9 33.29 30 0 . 0 0 1 0.05
16 O 0 .1 99.88 41 0.035 1.30
0.4 49.94 50 0.004 0.19
0.9 33.29 45 0 . 0 0 1 0.05
28~30Si 0 .1 99.88 60 0.059 1.08
0.4 49.94 91 0 . 0 1 0 0 . 2 0
0 . 8 35.31 98 0.004 0.08
63_65Cu 0 .1 99.88 91 0.135 0.72
0 . 2 70.63 136 0.073 0.38
0.5 44.67 182 0.023 0.13
95 Mo 0.05 141.25 50 0.290 0.76
0 . 2 70.63 154 0 . 1 1 0 0.29
0.4 49.94 2 1 0 0.044 0.14
, 2 7 , 0.05 141.25 75 0.502 0.84
0.15 81.55 147 0.191 0.32
0.3 57.67 2 2 0 0.088 0.17
,97Au 0.05 141.25 147 1.397 1.06
0 .1 99.88 172 0.550 0.44
0.15 81.55 2 0 2 0.352 0.28
less than 1% of the recoil energy (Table 1), may influence 
the depth scale which is determined by the energy differ­
ence between recoils from the surface and recoils originat­
ing from a certain depth. Taking Mo recoils as an example, 
the effect of the energy loss in the first foil (Table 1) 
corresponds, in the worst case, to an energy loss o f about 
150 keV. Furthermore, if the recoil energy distribution is 
derived from the ToF, to gain the advantage of the im­
proved energy resolution [1] over that of a silicon detector, 
it will be necessary to apply a correction.
The question as to the extent o f the validity o f Eq. (7) 
is also important. As stressed, this is strictly a polynomial 
approximation to the response o f the silicon diode detector 
to recoils that have not passed through the second carbon 
foil. It may be used for absolute energy calibration o f any 
T o F -£  detector telescope. A further aspect concerns the 
energy range spanned by the calibration. The procedure 
adopted here determines the best fit constants c0, . . . ,  c5 
for recoils over energy regions that are actually used in the 
recoil measurements (0 .05/4-0 .9 /1  MeV). The above cali­
bration is expected to remain valid if applied to an ex­
tended energy range in which the silicon detector energy
a.
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response is well approximated by the second order polyno­
mial o f  Eq. (6). It is evident that conventional calibration 
o f  the telescope for recoils over a fixed energy interval for 
different masses recoils would yield calibration constants 
that were not as accurate for our particular application.
6. C onclusions
(i) Nonlinearities in the assigned recoil mass using a 
T o F -£  detector telescope are chiefly associated with the 
silicon detector response function.
(ii) The use o f a second order polynomial calibration 
law with six parameters, effectively suppresses the devia­
tion o f the assigned mass distribution from a constant 
iso-mass line over (at least) the isotopic mass A  =  12 -198  
and energy E  =  2 -4 0  MeV range and allows an absolute 
mass calibration to be established.
(iii) The time o f flight measurement provides a conve­
nient method for calibration o f the recoil detector telescope 
for a wide variety o f isotopes and energies.
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Thin-film Si02/Si structures, prepared by wet oxidation of (lll)Si wafers have been investigated as reference standards for 
establishment of the energy and mass scales as well as the energy dependence of the detection efficiency in elastic recoil detection 
analysis (ERDA). 48 MeV 8 1 Br8 + ion incident 67.5° to the surface normal at fluences up to 2X1014 ions cm - 2  did not lead to 
statistically significant oxygen loss ( < 5%) from the film nor to stoichiometry changes ( < 5%). Furthermore no evidence of energy 
broadening due to surface charging was observed. The detection efficiencies of the recoil telescope were constant within ±5% over 
the energy interval 9-12.7 MeV for 160  recoils and ±3% over the interval 13-17.5 MeV for28 Si recoils, respectively. The detection 
efficiency for 12.7 MeV 160  was 72% that of 17.5 MeV 28Si recoils. This efficiency variation may be associated with the dependence 
of the secondary electron yield on the electronic stopping in the carbon foil.
1. Introduction
In many ion beam analytical techniques the use of 
standard reference samples considerably sim plifies the 
establishm ent o f energy, depth and concentration scales. 
In the case where a single type o f particle or radiation is 
detected, for exam ple in proton induced X-ray emission 
(PIXE), proton induced gamma em ission (PIGE), 
Rutherford backscattering spectrom etry (RBS) and 
nuclear resonance broadening (N R B ), a few well chosen 
standards may suffice to establish the energy and depth 
scales. A bsolute concentration scales may then be de­
termined ab initio from the geom etry, detection ef­
ficiency, cross-sections and absorbtion coefficients. A l­
ternatively and more directly, standards internal to the 
sam ple, such as a substrate signal height or a signal 
from an elem ent with which the sample has been spiked 
can be used to determine the absolute concentration  
scale.
Recently m ass-dispersive and atom ic number-dtsper- 
sive recoil spectrometry, which is a developm ent of 
elastic recoil detection analysis (E D R A ). has been de­
veloped for sim ultaneous depth profiling o f light ele­
ments in both light and heavy matrices. These tech­
niques are based on the measurement of recoil atomic 
number and energy or mass and energy in a A E - E  
[1 -3 ] or time o f flight-energy (TO F-E) [4 11| detector 
telescope, respectively. For quantitative applications 
three parameters, recoil-energy. -mass (or atom ic num­
ber) and detection efficiency may need to be calibrated.
If a silicon surface barrier detection is used for 
energy determ ination, the mass defect makes it imper­
ative that the energy scale is established for each and 
every recoil species of interest F.\en in conventional
0 1 6 8 -5 8 3 X /8 9 /S 0 3 .5 0  T Elsevier Science Publishers B.V. 
(N orth-H olland Physics Publishing Division)
ERD A where an absorber foil is em ployed to prevent 
excessive dead times due to detection  o f  scattered pro­
jectiles [12-19], this is necessary because the energy 
scales for different elem ents will vary according to their 
energy deposition in the absorber foil. For TO F-E tele­
scopes this requirement is som ew hat alleviated if the 
energy is derived from the tim e o f flight between two 
carbon foil detectors [5 -7 ] since no plasm a delay needs 
to be taken into account. The energy calibration can be 
determined as for NRB and RBS from the surface peak 
position from a thin overlayer or an edge position from  
a thick hom ogeneous target.
The mass (or atomic number) calibration o f the 
telescopes can be carried out in a num ber o f ways, most 
simply a multi-element reference sam ple can be used. 
This reference specimen need not be hom ogeneous, and 
the carbon and oxygen signals associated with surface 
contam ination can often be em ployed as convenient 
mass (and energy) calibration markers.
The m ost demanding calibration o f  the detector tele­
scope is that of the detection efficiency. The detection  
efficiency may vary as a function o f recoil energy and 
atomic number in TO F-E recoil telescopes, and possi­
bly, also for some A E - E  telescopes. In TO F-E tele­
scopes, (such as the one em ployed here), where timing 
information is obtained by detection o f  secondary e lec­
trons that are emitted when a recoil passes through a 
thin carbon foil, the detection efficiency is critically  
limited by the requirement that sufficient electrons are 
ejected for the resulting pulse to be registered. The  
detection efficiency of the silicon surface barrier will 
only differ slightly from unity, a consequence o f the 
infinitesimal fraction of the particles that are scattered  
out o f the detector without creating a sufficient number
Reprinted from, Nuclear Instruments and Methods B36. . H.J. Whitlow, A.B.C. Andersson and C.S. 
Petersson, Thermally grown SiO: film standards fo r  Elastic Recoil Detection Analysis, page 53-59, 1989, 
with kind permission o f  Elsevier Science - NL, Sara Burgerhartstraat 25, 1055 KV Amsterdam, The 
Netherlands.
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o f e lectron-h ole  pairs to register a recoil. Thus the 
overall detection efficiency o f a TO F-E telescope will be 
chiefly determined by the detection efficiency o f the 
carbon foil time detectors.
Tw o approaches are possible to determ ine the detec­
tor telescope efficiency. A thin film standard with a 
known fixed number of atom s may be used (such as the 
anodized tantalum standards developed by Amsel et al. 
[20,21]) and the beam energy scanned so as to obtain  
recoils of different known energies. This m ethod has the 
disadvantage that unless the atom s are implanted the 
number o f atoms may change due to ion-induced de­
sorption or a contribution from surface contam ination. 
Alternatively, a thick calibration standard with a well 
defined hom ogeneous stoichiom etry can be used with 
the energy dependence obtained via the stopping powers.
The energy dependence o f the detector efficiency  
/?a ( £ 2) is o f importance for depth profiling since, by 
analogy with RBS formalism [22], the height of signal 
7 /A( £ 2) corresponding to recoils o f isotope A with 
energy £ ; is given by:
/ / a ( £ 2)
- Q-
: < ]a B cos Bx
where £ , is the projectile ion energy im m ediately prior 
to scattering, £ Ch is the energy step (per channel) in the 
recoil energy spectrum, £ the relative abundance o f the 
isotope, m  the atomic fraction o f elem ent A' in the 
target, 8$2 is the solid angle subtended by the detector  
telescope. 0, the angle the impinging projectile beam  
makes to the target surface normal and Q  the number 
of incident projectile ions. Here primed letters denote  
elem ents and unprimed letters a specific isotope o f the 
elem ent. The sub- and superscripts A, B, p and s refer 
to. the isotopes A and B, the projectile ion and the 
matrix, respectively. The differential Rutherford cross 
section for isotope A recoiling at angle </> into solid  
angle d ft is:
d < M £ .)  
d 52
ZpZAe2( l + M p/ MA) 1
co s3<#>
T he stopping cross section factor is given by:
, A 'B '
\  C A 'B '  
‘ A / ) 1 in
cos 6 ,




where pcA B and AtouiB are stopping cross sections 
for the projectile and isotope A respectively in A 'B ' and 
02 is the angle the outgoing beam makes to the target 
surface normal, A a the fraction of energy transferred to 
recoils of isotope A as a result o f scattering is
=
4 M pM A
( m p + m a y
cos <f>. (4)
Then for a hom ogeneous com pound o f two elem ents 
with stoichiom etry A'mB„' the ratio o f heights corre­
sponding o f two isotopes A and B from elem ents A' 
and B' respectively is:
H f A j l ) d o A( £ , ) £a p [ < r . B' & ( £ * )
d ° B ( £ i )  «» £ cBh p[ c ] J 'B' f t , ( E 2“ ) n
(5)
S i0 2/ S i  structures are especially interesting as calibra­
tion standards since they are easy to fabricate and 
analysis o f  m eta l-o x id e-sem ico n d u cto r  M OS structures 
are o f great im portance for m icroelectronic technology, 
which is our primary field o f research. Furthermore in 
our system  [4] 28Si may readily be distinguished from  
29Si and 30Si (with natural abundances o f  92.21, 4.70 
and 3.09 at.% respectively) and oxygen is in practice 
m onoisotop ic since 170  and I80  isotopes have natural 
abundances o f 0.037 at.% and 0.204 at.% respectively. 
In order to be o f practical use as a standard for estab­
lishm ent o f energy scales and detection efficiency the 
material must have a well defined stoichiom etry and 
this should not be changed by ion bom bardm ent. It is 
well known that radiation dam age can induce density  
changes in silica due to irradiation-induced devitrifica­
tion (see e.g., ref. [23]). Preferably the material should 
be stable under heat treatm ent up to at least 300 ° C  
since bake-outs are usually needed if the m easurements 
are to be carried out in ultrahigh vacuum. Thermally 
grown oxide films are known to be durable on thermal 
processing up to 1 2 0 0 °C  as evidenced by their use as 
diffusion masks and ox ide caps during thermal 
processing. A further desirable characteristic is that the 
film s should not be insulating because surface charging 
can augm ent the energy o f  charged particles entering 
and exiting through the surface, according to their charge 
state. Thin  thermally-grown oxide film s on silicon sub­
strates do not usually exhibit noticeable surface charg­
ing under M eV ion bom bardm ent since the charge can 
leak away via the substrate.
In order to directly ascertain the suitability o f  ther­
m ally grown S i0 2 film s as reference standards iri MeV  
ion beam  analysis, m ass-dispersive recoil spectroscopy  
with 48 M eV 81 Br projectiles has been em ployed to 
directly check for irradiation-induced stoichiom etry  
changes. Subsequently these reference standards have 
been used to investigate the energy dependence o f the 
detector telescope efficiency for ,60  and 28Si recoils.
2. Experimental
The S i 0 2/ S i  structures were prepared according to 
the process listed in table 1. T he thickness o f  the oxide  
layers was determ ined by ellipsom etry to be 428 nm
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Table 1
Wet oxidation process
Step Gas Notes a> Action Time Furnace temperature 
(°C)
1 n 2 1 , 2 load furnace 625
2 n 2 ramp up temperature 30 min. to 950
3 h 2 + o 2 3 wet oxidation 2h. 30 min 950
4 n 2 purge 30 min 950
5 n 2 ramp down temperature lh. 2 0  min to 625
6 n 2 stabilize 15 min 625
7 n 2 unload furnace 625
al Notes:
1 The samples were standard 3 in. diameter 16-24 S2cm resistivity, boron doped, float zone refined silicon wafers with a (111) 
surface.
2 The wafers were mounted on a silica holder with the faces to be oxidized perpendicular to the gas flow along the furnace. The 
spacing between wafers was 5 mm. Two dummy wafers were placed both in front and behind the samples to equilibrate the gas 
flow.
3 6 . 6  si min “ 1 H 2 burnt in 6.1 si min " 1 0 2.
3. Results and discussion
To ascertain the stability of the standards under 
irradiation with 48 MeV 8 1 Brs< ions a series of recoil 
spectra were taken from the same area of one sample 
for successively longer irradiation times. Fig. 2 shows 
the data obtained during the longest irradiation of the 
S i0 2/S i structure. The sorted mass energy matrix is 
presented in fig. 2(a). The oxygen signal is well sep­
arated from the silicon signals. The small peak seen in 
the foreground is due to 12C which originates from 
hydrocarbon surface contamination. It is of no conse­
quence for the analysis. In fig. 2 (b) and (c) the recoil 
energy spectra for 28Si and l60  recoils are presented.
The very weak low energy tail on the l60  recoil energy
distribution (fig. 2 a and b) is of uncertain origin and 
was disregarded in the subsequent analysis. This tail 
will be contributed to by recoils that have undergone 
multiple scattering in the target and also by the small 
fraction of recoils that lose energy because of scattering 
from the time detector grids. Significant tails have also 
been observed when the ion beam had poor energy 
definition. For each irradiation step the following yields 
were evaluated.
A 6° -  total area of the l60  signal.
/ / s,o, surface height of the 28Si signal,
^sio , -  surface height of the l 6 0  signal.
- substrate height of the 28Si signal.
The heights H  were normalized to give the yield per 
channel. The energy intervals used to determine the 
signal heights are indicated in fig. 2(b) and (c). The 
relative dose was obtained from H the signal height
using an experim entally derived refractive index o f  
1.472. This is in good agreement with a value o f 420 nm  
obtained by Rutherford backscattering spectrom etry  
(RBS) using 2.4 M eV a-particles backscattered at 168°  
and assum ing the density to be that o f  bulk fused  
quartz The sam ples were subsequently divided and 
loaded onto a 20-position target wheel m ounted on a 
two-axis goniometer. 48 MeV 8 ,Br8 + ions were obtained  
from the University of Uppsala EN tandem  accelerator. 
The recoil spectrometry system  which is essentially  the 
same as we have described previously [4] and is shown  
schem atically in fig. 1. The changes made to the system  
reported previously are that the first time detector T1 
has been m oved further away from the sam ple to reduce 
the solid angle subtended by this detector (and hence  
dead time) and the timed flight length has been in­
creased to 738 mm. A Faraday cup can be m oved into  
the beam after preset time intervals in order to permit 
the sam ple to be irradiated sequentially in a controlled  
manner. The time detectors are o f the electrostatic  
electron mirror type [24]. The voltage applied to the 
time detectors (which feeds the resistor chains which  
bias the channel plates [4]) was set such the counting  
rate was independent o f applied voltage.
48 MeV 81Br8'
/^Faraday <




Fig. 1. The experimental setup.
bt>













in substrate region of the spectra [fig. 2(c)]. Since this is 
directly related to the number o f incident particles, and 
more important, it is insensitive to their charge-state, 
this was used to define the relative  ion fluence. The 
relative uncertainty is thus lim ited by counting statistics 
and the standard deviation decreases from 5% at the 
lowest dose to 0.4% at the highest. The absolute ion 
fluence was determined from the irradiation time and 
the beam current measured using the Faraday cup just 
in front o f  the sample. The uncertainty here is estimated 
to be ±  10% and is contributed to by the uncertain 
charge exchange experienced by the Br8 + ions along the 
beam path from the analysing m agnetic to the sample.
In fig. 3 the ratios o f  the ,60  to 28Si yields vs ion 
fluence are presented. Considering first the loss of 
oxygen from the oxide layer (fig. 3a), the ratio o f the 
total area o f the oxygen signal A °  to the 28Si substrate 
height H ^ s‘ does not show any strong dependence on  
ion fluence. The influence o f channeling o f the Br ions 
in the substrate was checked by com paring the ratio 
between so, f ° r 3 sam ples that were rotated
randomly with respect to each other in the target holder. 
N o indication of channeling effects was observed. Over 
the ion fluence range investigated, 5 o f the 7 data points 
in fig. 3a lie within the standard counting errors (indi­
cated by the error bars) o f  the constant trend line. 
C onsequently there is no evidence for a statistically 
significant loss of 160  from the SiO z film for ion 
fluences from 1012 to 2 x  1 0 14 ions c m - 2 . Fitting the 
data o f fig. 3a showed that if an irradiation induced 160  
loss takes place it is less than 5 at.%. From this upper 
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Fig. 2. Recoil data from the data set corresponding to the 
largest ion fluence (total ion fluence 2 x l 0 IJ ions cm (a) 
Isometric plot of the sorted mass-energy matrix from the 
SiOj/Si standards, (b) Recoil energy spectrum for lflO recoils 
(c) Recoil energy spectrum for 28Si recoils. The regions used to 







Ion fluence (ions cm 2 )
Fig. 3. Yield ratios vs 48 MeV 81 Br8+ ion fluence (a) 
-I 0 /H"Sls'. (b) surface signal height ratio Z/siOj/^sioV The 
heights FI are expressed as counts per channel, whilst the area 
■l' °  corresponds to the total area of the 160  signal.
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from the oxide layer is estim ated to be 520 atom s io n -1  
for 48 MeV 81Br8+ ions incident at an angle o f  6 7 .5 °  
from the surface normal. (This upper limit for the ,60  
partial sputtering yield is larger than the Si partial 
sputtering yield data o f Q iu et al. [25] for 20 M eV Cl 
bombardment o f S i 0 2, scaled according to ( d £ / d x ) "  
with n less than about 3.5.)
The surface height ratio for 160  to 28Si recoils vs ion 
fluence is presented in fig. 3b. This parameter reflects 
any change in stoichiom etry w ithin 75 nm  of the S i0 2 
film surface. The data in fig. 3b is grouped within the 
counting statistical error o f  a constant trend line. Thus 
there is no statistically significant evidence o f  a change  
in com position. Statistical analysis o f the data showed  
that any change in stoichiom etry lay within the range of 
oxygen loss o f  —3 to + 5  at.%. Thus one can infer that 
thin S i0 2 film s on Si are largely insensitive to the 
effects o f 48 M eV 81 Br irradiation at ion fluences be­
tween 1012 to 2 X 10 14 ions c m - 2 . (W e cannot rule out 
the possibility that a change takes place at fluences 
below 1012 ions c m - 2 .) This is in marked contrast to 
what is observed for polym ers such as PVC [10,26] 
which show very dramatic com position  changes during 
48 MeV Br ion irradiation.
Weak visible colour changes were observed at the 
edges o f the irradiated area after the sam ple was re­
m oved from the vacuum chamber. T hese may be associ­
ated with optical interference effects arising from irradi­
ation induced refractive index [27] or density changes 
a n d /o r  thickness changes due to loss o f  material o f  the 
film from sputtering or deposition o f  hydrocarbon layers 
on the surface.
Since S i0 2 is an insulator, surface charging m ay lead 
to a change o f  energy of the incom ing and outgoing  
charged particles. This will m anifest itself as an energy 
spreading and a shift in the position o f the edge. C om ­
parison o f the 28Si edges in energy spectra obtained  
from a S i0 2/ S i  standard and a Si slice that was etched  
in HF 1 : 10 solution showed a statistically insignificant 
change in edge channel number o f less than 24 keV 
( <  one channel) and no change in the broadening o f the 
edge. Presumably, the intense plasm a generated by the 
fast ions in the oxide provided an efficient conduction  
m echanism across the thin oxide film  that inhibits 
surface charging.
Fig. 4 show s the relative energy dependence o f  the 
telescope detection efficiencies /3A( £ 2) for 160  and 28Si 
recoils vs. recoil energy. This data was derived using the 
mean energy approxim ation [22] w ith the assum ptions 
that: scattering is described by the Rutherford formula 
[eq. (2)], the oxide film is stoichiom etric and the energy  
channel width is constant. In spite o f  the scatter o f  the 
data points in fig. 4 that is associated with the counting  
statistics, the relative efficiency for 160  recoils decreases 
significantly ( =  5%) with increasing recoil energy. For 
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Fig. 4. Relative efficiency of the TOF-E telescope vs recoil 
energy for ,60  (open circles) and 28Si recoils (closed circles), 
obtained from the data of fig. 2. The error bars denote the 
uncertainty due to counting statistics. The electronic energy 
loss in carbon vs recoil energy, arbitrarily normalized to the 
ordinate scale, for l60  and 28Si recoils, is indicated by the 
dot-dashed and the dashed lines, respectively.
( <  =  3%) with increasing recoil energy. The effect of 
non-Rutherford cross-sections can be ruled out since at 
the projectile energies involved, 4 0 -4 8  MeV, the LSS 
[28] universal 1 parameter for collisions between 81 Br 
projectiles with 16O and 28Si lies in the range 110-170. 
Screening effects first becom e significant at the 10% 
level (required to explain the data o f fig. 4) for / values 
below about 10 [29], M oreover the projectile energy of 
48 MeV is much less than that required to overcom e the 
Coulom b barrier, which for head-on collisions is 183 
and 193 MeV for 81B r - ,6 0  and for 81B r - 28Si re­
spectively. Consequently deviations from Rutherford 
cross sections associated with nuclear reactions can also  
be neglected. The validity of the assum ption of constant 
energy channel width was checked experim entally in a 
separate experim ent by referring the mean value o f the 
energy signal derived from the surface barrier detector  
to an energy derived from the flight tim e between the 
two carbon foil detectors. The latter was calibrated  
using the calculated flight times for l60  and 28Si recoils 
from the surface. The relative variation in energy chan­
nel with S £ A / £ A was 2.5 ±  1% and 3 ±  2% for ,60  
and 28Si recoils over the energy range spanned by fig. 4. 
This is insufficient to explain the energy dependence of  
the detection efficiency for 16O recoils.
The influence o f errors in the stopping cross sections 
on the results o f  fig. 4 is more difficult to ascertain since 
little experimental data has been published. The vast 
majority o f the experimental data agree within ±  20% of 
the values given by the STOP code [30] used here with a 
mean error o f  7.4%. However we expect errors in the 
stopping cross section to have only a m inor influence 
since we are working close to the m axim um  in the 
stopping power curve where the energy dependence is
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sm all and m oreover it is on ly  errors in the relative 
energy dependence that can influence the results o f  fig.
4. This is supported by the observation that the d if­
ference in the thickness o f  the oxide film  determ ined  
from  the recoil energy spectra using the surface and  
m ean energy approxim ations is sm all. A ssum ing the 
density to be that o f bulk fused quartz (2.20 g e m - 3 ) the 
surface approxim ation yielded thicknesses o f  440 nm  
for ,60  and 443 nm for 28Si recoils. U sing the more 
exact mean energy approxim ation [22] these values 
changed to 432 and 466 nm, respectively. T hese values 
are in good agreem ent w ith the results o f  the RBS and  
ellipsom etry m easurem ents.
The ratio o f the detection  efficiencies /Ji60 (12.7  
MeV)//?:i<Si(17.5 M eV) corresponding to recoils from  
ju st below  ( =  40 nm) the surface was 0.72 w ith a 
c o u n tin g  sta tistica l error o f  ± 0 .0 2 .  >3i*0  (1 2 .7
MeV)//?2KSi(17.5 M eV) varied in the range = 0 .5  to 1 
from m easurem ent session to m easurem ent session. An  
actual value for c lose  to the assum ed value o f
1 presum ably accounts for our previous observation [4] 
that the measured stoichiom etry 1 :1 .86  for S i 0 2 was 
w ithin counting statistical error ( ± 0 .1 5 )  o f the expected  
value o f 1: 2. Com parison o f  the theoretical estim ates o f  
the expected number of the recoils from the oxide film s 
w ith the experim ental yield gave absolute values for 
jSi<.0 ( 12.7 M eV) o f 0.6 and /T*Sl(17.5 M eV) =  0.85. The 
uncertainty is principally associated with estim ating the 
area o f the beam im pingem ent spot view ed by the 
detector and m easurem ent o f the ion beam fluence. The 
theoretical m axim um  detection efficiency o f  the d etec­
tion telescope estim ated from the optical transm ission  
o f  the time detector grids is 0.8, suggesting that all the 
28Si (but not the 160 )  recoils that do not im pinge on  a 
grid wire are detected.
T he energy dependence o f  /)A( £ 2), (fig. 4), m ay be 
associated  with the time detector efficiencies. D etection  
o f  a recoil by a time detector requires that sufficient 
electrons are produced by the electron m ultiplier to 
produce a pulse with am plitude that exceeds the 
threshold o f the discrim inator. The pulse height d istr i­
bution  from the channel plate electron m ultipliers is 
very broad and has a com plex form [31]. Thus although  
the probability o f detection o f a recoil will depend on  
the num ber o f secondary electrons em itted from the 
carbon foils, the pulse heights for a given num ber o f  
secondary electrons are expected to vary w idely. The  
reported mean number o f electrons ejected in the fo r ­
w ards direction  from carbon foils is quite high, e.g., 
from 5 -1 0  p.g c m ' 2 thick carbon foils it is = 5 - 1 0  
e le c tr o n s /io n  for 5.5 MeV a-particles and =  3 0 -5 0  for 
1 0 -2 0  MeV ,60  and = 100 for 20 M eV 32S ions [3 2 -3 4 ], 
H ow ever there is relatively little inform ation [35] on  the 
num ber of electrons ejected in the backw ards direction  
(w hich are detected in the tim e detectors used here). 
A ccording to the data o f Pferdekam per and Clerck [35]
the fraction o f electrons em itted  in the backwards d irec­
tion is about 40% for a-particles for energies o f  0.48  
and 1.5 M eV /am u  and about 27% for fission fragm ents 
o f 0.45, 0.52 and 0.95 M eV /a m u . T he electron energy  
distributions for forwards and backwards ejection also  
differed, with a larger fraction o f low  energy { <  230 eV  
and probably less than 20 eV [36]} electrons in the 
latter. This is probably a consequence o f the sm all 
fraction o f 8-electrons that are backwards directed
[33.37.38]. The number o f  secondary electrons produced  
by the carbon foils, and  consequently the detection  
efficiency, is expected to  depend on the energy d e­
posited in electronic processes in the foils by the recoils
[33.36.39]. Com parison o f  the relative energy d ep en ­
dence o f  the electronic stopping cross section for l60  
and 28Si recoils with the relative detection efficiency  
(fig. 4) shows a correlation between strong energy de­
pendence o f /?■*0 ( £ 2) and the energy deposited by 16 O 
recoils in the carbon foil. The relative detection e f­
ficiency for silicon on the other hand, is constant or 
even has the opposite energy dependence to the e lec ­
tronic stopping cross section  for 28Si recoil in carbon. 
This may be understood if, as indicated by the estim ates 
o f the absolute detection  efficiency, the electronic sto p ­
ping cross section for 28Si (398 e V / 1 0 15 at. c m -2  at
17.5 M eV), but not 160  (184 e V / 1 0 15 at. c m -2  at 12.7 
M eV [30]), recoils is su fficien tly  large to ensure that a 
sufficient number o f  secondary electrons is produced to 
ensure detection, f t™Sl( £ 2 ) for 28Si recoils would then' 
be energy independent whilst C)( £ 2 ) will reflect the 
energy dependence o f the electronic stopping.
The variations in the ratio /?io0 (12.7 M eV)//S.’KSi(17.5  
M eV) in the range =  0.5 to 1 from run to run seem  to 
be associated with changes o f the carbon foil and e lec ­
tronic setup. The inevitab le surface contam ination on  
the carbon foils m ay influence the secondary electron  
yield, especially for electrons with energies less than 10 
eV  [36], leading to variations in detection  effic iency  
from foil to foil. D ifferences in thickness between foils 
might also lead to d ifferent secondary electron yields 
[34,36], The detection efficiencies will also be dependent 
on the tim e-detector discrim inator thresholds and the 
potential difference applied to the channel plate e lec ­
tron m ultipliers [24], T his im plies that for each run. the 
detection  efficiency should  be established for each recoil 
isotope o f interest. H ow ever for recoils with a high 
stopping power in carbon so that the detection e f ­
ficiency approaches the theoretical m axim um , extrapo­
lation may alleviate the requirement to establish the 
efficiency calibration for each recoil species.
4. Conclusions
(a) Thin S i0 2 film s on silicon substrates prepared by
wet thermal oxidation  o f  silicon wafers exhibited no
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statistically significant loss of oxygen or change of 
composition under ion bombardment with 48 MeV 
81 Br ions incident at 67.5 ° from the surface normal 
for doses up to 2 X 1014 ions cm -2 . Thus the struc­
tures are suitable for use as composition standards 
in ERDA.
(b) The samples show no shift or broadening in the 
silicon edge energy associated with surface charging, 
implying that the structures may also be used as 
reference standards for mass and energy calibration 
in ERDA.
(c) The detection efficiency of the TOF-E recoil tele­
scope determined from the S i0 2/S i  standards de­
pends on recoil atomic number and energy. The 
efficiency variations are associated with the carbon 
foil time detectors and are most probably related to 
the energy deposition in electronic processes in the 
carbon foils.
We are grateful to Thomas Eriksson for careful
preparation of the samples used in this study.
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Mass resolution of recoil fragment detector telescopes for 
0.05-0.5 A MeV heavy recoiling fragments
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The factors governing the mass resolution for 0.05-0.5 A MeV recoil nuclei have been investigated for detector telescopes in 
which carbon-foil time zero detectors and ion-implanted silicon detectors are used to determine the time of flight and energy 
respectively Experimentally determined second moments of the mass distribution have been compared with theoretical estimates 
based on literature data. The experimental mass resolution is in reasonably good absolute agreement with theoretical estimates. 
For low energy ( < 0.3 A MeV) particles the mass resolution is dominated by the contribution from the silicon detector and thus 
largely independent of timed flight length. In fact for detection of very low energy (0.1 A MeV) recoil nuclei timed flight lengths of 
less than 0.22 m are sufficient
1. Introduction
The registration and identification o f heavy recoil­
ing particles is a topic that, because o f experimental 
difficulties, has received little attention in experimental 
studies o f  heavy ion and hadron induced reactions. 
Much o f the nuclear mass from the non-interacting 
part o f the system  is contained in these recoils and 
their distribution in angular and momentum space  
carries much important information about the reaction 
dynamics. The mass and energy can only be reasonably 
well determ ined with indirect methods like radiochem ­
ical technique [1,2], while track detectors like nuclear 
em ulsions [3] or plastics [4] are able to register these  
recoils. The recoils are stopped in normal foil targets 
or thin w indows proceeding detectors because o f their 
very short range (a few p.m).
In recent years various forms o f recoil spectrometry 
(RS) based on elastic recoil detection analysis [5] have 
been developed and used in thin film materials re­
search where they have proved to be very trenchant. 
The underlying principle of these m easurem ents is that 
a detector te lescope comprising a time-of-flight (TO F) 
stage and a silicon charged-particle detector [6-12] or 
a gas 1 E - E  telescope [13-16] is used to determ ine 
both the identity and energy (and thereby depth o f  
origin in the target) o f (0 .1-0 .5  A  M eV) recoiling 
nuclei from elastic  scattering due to irradiation o f the
sample with a collim ated beam  o f 0 .5 -1  A  M eV  heavy 
ions. This technique has been successfully used in a 
number o f studies, including ion beam  synthesis o f  
buried layers for 3-D  integration in m icroelectronics  
[17,18], studies o f  solid state chem ical reactions [6,19,20] 
and even the breakdown o f boundary lubrication films 
associated with lubrication oil additives [21].
The com bination o f  extrem ely thin gas jet targets (a 
few 1013 a to m s/c m 2 thick) and the intense circulating  
beams in storage rings, recently constructed or still in 
the construction phase, renders the recoiling target 
nuclei accessible for suitable detectors. (T he gas target 
thickness corresponds to an average energy loss o f  
about 0.01 A  keV  for a 0.1 A  M eV  40Ar recoil -  i.e. so 
thin that statistical stopping theory is not valid.) In an 
effort to study these heavy recoiling fragm ents we are 
developing a detector telescope system to m easure the 
emission angle, mass and energy, based on the detector  
telescopes used for recoil spectrom etry. T he detector  
telescope will consist o f  a T O F section with carbon foil 
time detectors for determ ination o f the velocity vector  
and ion im planted silicon p - i-n -d io d e  detectors for 
determination o f the energy o f  the recoil nuclei. T hese  
detectors were chosen because they are com patible  
with the requirem ents im posed by the gas jet target 
and storage ring environm ent. T hey are also insensitive  
to the atomic charge states o f  the recoiling nuclei and 
have low threshold detection  energies [22-24]. The
0 1 6 8 - 9 0 0 2 / 9 1  /S03.50 C 1991 -  Elsevier Science Publishers B.V. All rights reserved
No f t 7 o ! u ^ e n ,  M oT u u a
H.J. Whitlow et al. /  Mass resolution o f  recoil fragment detector telescopes 637
recoil mass M  can be obtained directly from the T O F  
7  and energy £  according to:
M  =  2 £ ( 7 / L )  , (1 )
where L  is the timed flight length. O ne o f  the m ost 
important param eters o f  such a detector telescope  
system is the mass resolving power. The objective o f  
this work was to elucidate the interplay between the  
physical phenom enon and other factors that determ ine  
the mass resolution o f T O F -E  telescopes in the 0 .0 5 -  
0.5 A  M eV  energy region.
The mass resolving power can be conveniently pa­
ram eterized by the distribution in mass M for a single  
isotope because this will enable estim ates o f  how well 
one can separate the signal associated with a weak  
isotope in the presence o f  a tail associated with a 
nearby strong isotope. Here we have chosen a sim ple  
approach and param eterised the uncertainty in mass in 
terms o f  the second m om ent 5 M 2 o f the measured  
mass distribution and ignored higher m oments. (It turns 
out that this is a reasonable approach because the  
mass resolutions could be closely approximated by 
Gaussian distributions.) T he uncertainty in the m ea­
sured particle mass 8 M  is then determ ined by the 
uncertainties in determ ining the flight time 8 7 , energy  
8 E  and timed flight length 8L  according to:
8 M ; =  8 M j +  8M ^ + 8M £2. (2 )
W here 8M £ , 8 M r and 8M £ are related to the uncer­
tainties 8 E , 8 7  and b L  in determ ining the energy, 
time o f flight and timed flight length respectively:
8 M j =  ( 3 M /a £ ) 28 £ 2 =  ( M / E ) 28 £ 2, (3 )
b M j  = ( 8 A f /3 7 ) 28 7 2 =  (8 M E /L 2) 8 7 2, (4 )
8M £2 =  ( a M /a L ) 28L 2 =  ( 4 M 2/ L ) 8 L 2. (5 )
T he uncertainties 8 £ ,  8 7  and b L  have in turn a 
number o f contributions from phenom ena such as the 
energy detector resolution, statistical fluctuations in 
stopping and geom etrical variations o f the timed flight 
length.
The m ass resolution o f T O F -£  telescopes at ener­
gies greater than about 0.5 A  M eV has been given  
som e consideration [25-28], but with one exception
[27], a naive assum ption is made about the energy  
resolution namely: A E ^ ^ / E  =  0.02. Furthermore 
the effect o f  the time detector foils and geom etric  
effects are not considered. This will probably not be 
serious at energies higher than 0.7 A  M eV but at low  
energies ( <  0.3 A  M eV) the stopping in the foil is 
appreciable and its potential influence should be con ­
sidered.
T he approach adopted here was to determine ex­
perim entally b M  vs particle energy, mass number A
E n e rg y  d e te c to r
3 0  m m
T im ed  flight 
len g th  I
12  m m  
d ia
461 m mC a rb o n  foil _  
tim e  d e te c to rs
2  m m  d ia  
a p e r tu re
4 5  V
T a rg e t
Ion b e a m  from 
a c c e le ra to r
S c a tte r in g  c h a m b e r
Fig. 1. Experimental configuration, (a) Principle for formation 
of recoil/scattered particles with a continuous energy distri: 
bution using glancing incidence/exit geometry. The filled 
circles denote the projectiles and the open circles the recoils, 
(b) Experimental setup.
and tim ed flight length L  and com pare these with 
theoretical estim ates o f  the d ifferent contributions.
2. Experim ental
Heavy recoils with a continuous energy distribution  
were obtained using a standard glancing in c id en ce /ex it  
configuration for recoil spectrom etry [6,12] with bulk 
targets containing the nuclei o f  interest. T he principle 
is illustrated in fig. la. T he maximum energy £ ,  o f  the 
reco ilin g /sca ttered  nuclei detected  at a fixed scatter­
ing angle relative to the incident beam  direction  
corresponds to elastic scattering from the surface layer 
of atoms:
£ ,  =  KEo (for  scattered n u c le i) , (5 )
E l = A E 0 (for recoiling n u cle i). (6 )
W here K  is the well known kinem atic factor in 
Rutherford backscattering spectrom etry [29]:
Mr
(m,  + m 2y
|c o s  <j) ±  [ ( M i / M , ) 2 -  sin 2$ ]  7 j  .
(7 )
?<r.
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And A  the corresponding factor for recoils [6]: 
4 M t M 2
A  =
( M i  + M 2Y
; COS <{). (8 )
As the projectile ions penetrate deeper into the sam ple  
they lose energy and the outgoing sca ttered /reco ilin g  
particles also lose energy along the outward path. Thus 
the ejection energy E 2 depends on the depth at which  
scattering takes place. The energy distribution o f  pri­
mary recoils and scattered particles extends down to a 
cut o ff at a few eV , is similar to the case for sputtering  
[30], where the outgoing particles arrive at the surface  
with energy equal to the surface binding energy. A t low 
energies there will be an additional flux o f low energy  
recoils associated with sputtering o f secondary recoils.
In all the experim ents the bombarding ions w ere 48 
M eV  8 ,Br8+ ions from the tandem  accelerator at T he  
Svedberg Laboratory. The targets and energy range o f  
the recoils and scattered Br ions are listed in table 1. 
The targets were C (graphite) and G aP which both had 
natural isotopic abundances and are readily available, 
stable under vacuum and have one or two major iso­
topes separated by one mass unit at low ( <  35) A  and 
two mass units at large ( >  35) A .  A  reference target o f  
AI2 O 3 was also used for mass calibration.
The experim ental setup, which is similar to that in 
ref. [12] is shown schematically in fig. lb. Two (closely) 
identical carbon foil detectors are used for the tim e of 
flight m easurem ent rather than a single carbon foil 
start detector and deriving the stop signal from the 
silicon detector. This was chosen because earlier exper­
im ents [31] showed it extremely difficult to derive an 
accurate timing signal from the silicon detector, b e ­
cause o f pulse shape variations associated with plasm a  
delay [32], pulse transmission in the detector [33,34] 
and radiation damage [35]. The targets were loaded  
onto a 20-position target wheel which is m ounted on a 
two axis goniom eter in a 320 mm diam eter scattering  
cham ber. The detector telescope was contained in a 
side arm to the main scattering chamber and could  be 
isolated by m eans o f a gate valve, so as to allow  the
Fig. 2. Electrostatic mirror time detector principle. (After 
Busch et al. [36]).
target w heel to be changed whilst m aintaining the 
detector telescope under vacuum . The detector te le ­
scope is constructed from m odules that are coupled  
together using standard vacuum fittings, a feature which 
allow ed the timed flight length L  to be easily changed  
by simply inserting tube sections o f  different lengths 
betw een the time detector m odules.
The tim e detector m odules house a carbon foil time 
zero detector, associated potential dividers and break- 
down-current limiting resistors. The carbon foils were  
5 p -g /c n r  thick (2.7 x  1017 a to m s /c m 2) which corre­
sponds to 14 nm assum ing bulk graphite density. T he  
time zero detectors, shown schem atically in fig. 2, are 
o f the electrostatic electron mirror type and are based  
on the design by Busch et al. [36]. T hese were origi­
nally chosen for this system because they do not re­
quire m agnetic fields [37], have isochronous electron  
transport properties and the foil is perpendicular to 
the recoil trajectory (which results in minimum foil 
associated energy spreading and geom etrical drift 
length variations). The nickel m eshes used to define  
the accelerating and reflecting electric fields have a 
transparency = %% yielding a total transparency for 
the whole telescope o f  about 75%. Such detectors have
Table 1
Energy ranges for recoiling and scattered nuclei
Target Process Nuclei Kinematic
factor
Minimum 
energy (.4 keV] a
Maximum 
energy [A  keV]
Polished graphite block Recoil 12C 0.2248 75 898
GaP Recoil 31 p 0.3154 50 488
Recoil 69Ga 0.4562 23 317
Recoil 7lGa 0.46(H) 23 311
GaP Scattered 81 Br 0.4075 b 2 0 408
a The low energy minima was determined by the range of the ADC conversion 
h Corresponds to scattering from 6 9Ga.
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been used successfully by a num ber o f  other groups 
[38-41,63],
T he energy detector was an Intertechnique [22,42] 
partially dep leted  150 mm2 ion im planted detector  
with a 100 p.m depletion depth (IPB 150-100-16). This 
detector is bakable for U H V  com patibility and for 
annealing out radiation dam age. This detector had 
been exposed to an estim ated recoil dose o f a few 
times 107 r ec o ils /c m 2. To m inim ize the effect of 
degradation o f  the detector due to this irradiation the 
detector was baked at 225 ° C for 1 hour to anneal out 
the irradiation induced defect centres. T hese centres 
are quite likely to be the divacancy, oxygen-vacancy 
and doubly charged divacancy [43]. The recoil fluence  
in this experim ent was estim ated to be a few 10s 
r ec o ils /c m 2. Im m ediately in front o f  this detector was 
a 12 mm diam eter aluminium aperture (fig. lb ) which, 
because it subtends the sm allest solid angle, defines 
the acceptance o f  the entire telescope for coincidence  
events. Prior to each m easurem ent the telescope was 
aligned by sighting through the carbon foils and adjust­
ing the position o f  the time detectors so that the centre 
of the circular carbon foils were coaxial with a line 
extending from the centre o f the beam  im pingem ent 
spot to the centre o f the alum inium  aperture. The  
m isalignment introduced by this procedure and fabri­
cation tolerance are expected to contribute an uncer­
tainty in tim ed flight length 8 L  o f  about 0.1 mm.
T he electronics system consisted o f  standard NIM  
electronics and is essentially the sam e as described 
previously [6] with the exception that Phillips 6954 1.8 
Ghz 50X pulse preamplifiers were used to amplify the 
signals from the time detectors and Phillips 6915 con­
stant fraction timing discriminators were used. O pen  
circuit transm ission line stubs were fitted to the output 
of the time detectors to control ringing. The length o f  
these stubs was selected by a cut and try method. The  
signals from the discriminators were fed to a time-to- 
amplitude converter (TAC) which was operated in an 
inverse sta r t-sto p  mode in order to avoid the dead  
time associated with the greater solid angle subtended  
by the first time detector, which is especially problem ­
atic for large L.  The energy channel consisted  
of a conventional pream plifier-spectroscopy-am plifier  
chain. Events that were registered in all three d etec­
tors were identified by a slow coincidence circuit. The 
stow coincidence signal triggers digitization o f the en ­
ergy and tim e signals in two A D C s and the pair o f  
conversion results written in an event record to a 
sequential file for off-line analysis.
3. Data analysis
T he event records were sorted off-line using a sp e­
cial sorting code [6] which generates two dim ensional
Energy (A MeV)
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Fig. 3. (a) Contour plot of the 2-dimensional mass-energy 
histogram for the graphite target, (b) Corresponding singles 
plot of the energy spectrum for l2C recoils. L  = 213.5 mm.
histogram s o f the en ergy-tim e and m a ss-en erg y  matri­
ces as well as singles histogram s o f  the m ass, energy 
and tim e distributions. The mass J t  (in channel num ­
bers) is assigned for each recoil according to:
J T = C g ’( 5 r - F 0) 2. (9 )
W here g  and F  are the energy and time A D C  conver­
sion results respectively, C is a suitable constant which 
was chosen  so that the mass scale spanned about 1000 
channels and y 0 is an adjustable param eter to correct 
for e lectronic delays etc., that was optim ized for each  
isotope so that the corresponding signal lay along an 
isom ass line in a contour plot o f  the m ass-en ergy  
histogram . Fig. 3 shows such a contour plot for l2C 
recoiled  from the graphite target for L  =  213.5 mm 
together with the corresponding energy singles spectra. 
Fig. 4 shows a similar plot corresponding to the GaP  
target and the corresponding mass singles spectra. An 
energy calibration for each isotope was carried out 
using the position o f the high energy edges in the 
energy singles spectra. T he deviations from a horizon­
tal iso-m ass line in the m ass-en ergy  contour plots is 
most probably associated with small non-linearities in 
the energy detector [24,65]. In previous experim ents 
using the sam e electronics, com parison o f  the energies  
derived from the TO F and the silicon detector showed  
discrepancies o f about 3% for l60  and 28Si recoils [12]. 
This is adequate for the present purpose because we 
do not use the absolute energy directly in the analysis. 
T he m ass scale in terms o f  mass units was established  
for each y 0 value from the peak positions o f reference
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Fig. 4. (a) Contour plot of the 2-dimensional mass-energy 
histogram from the GaP target illustrating the good mass 
resolution obtained even for short timed flight lengths. ( E  = 
142 mm.) (b) Fitted mass spectra and data for 0.1 A MeV 11P 
and 81 Br. The fitting function (solid line) used to determine 
bM  for 81 Br is the sum of three Gaussians (see text) indicated 
here by dotted and dashed lines. Different values were 
used for the two regions in the spectra.
isotopes ( 27A1, lhO, ,2C , 21P). A check o f this proce­
dure based on the position o f the fitted mass peaks 
showed it to be accurate to better than ±5%  for l2C 
and 31P and ±  15% f o r 81 Br. (The mass scale exhibited 
a non-linearity that became larger for shorter timed 
flight lengths.)
The next step in the analysis was to sort the data to 
yield the mass spectra for each isotope in small energy 
slices. T hese mass spectra will be largely insensitive to 
any non-linearities in energy calibration because the 
energy slices are small. ( = 6% for 12C, 11P and 12% for 
81 Br). The broadening was then param eterised in terms 
o f  the second m om ent about the mean 8 M  = ( A M 2) l / ' 
o f  the peak corresponding to the isotope in question. 
In the case o f  31P where the peak is com pletely iso­
lated from near lying signals this was calculated d i­
rectly. In the 12C case a single Gaussian was fitted over 
the region where interference from l3C was minimal.
(T he peak shapes closely follow ed a G aussian distribu­
tion.) The situation was more com plex for the 69Ga, 
71 Ga and 81 Br signals which were fitted to a function  
consisting o f the sum o f  three G aussians. T he 69Ga and  
71 Ga G aussians had identical a  but with centres shifted  
by two mass units and am plitudes in the proportion to 
the natural isotopic abundance, (the difference in re­
coil cross section is negligible) whilst the third G auss­
ian corresponded to 81 Br. Fitting was carried out using 
a conventional x 2 m inimization procedure with the Ga  
and Br total areas, separation betw een 69Ga and 81 Br 
and a  for Ga and 81 Br as free param eters. Fig. 4b 
illustrates the quality o f  the fit at 0.1 A  M eV for 81 Br 
as well as a single Gaussian fitted to the 31P peak. The  
fitting was better for higher energies because b M  d e ­
creases with increasing energy. This approach neglects  
the (sm all) difference in mass resolution for the Ga 
isotopes and assum es the lineshape contribution for 
each isotope is Gaussian. This is a reasonable assum p­
tion at high energies but at low energies som e devia­
tions might be associated due to the appearance o f  
shoulders on the energy detector pulse height distribu­
tions [44],
4. Theoretical estimates of mass resolution
Here we consider the contributions from various 
phenom ena to the uncertainty in m easured recoil e n ­
ergy b E ,  time o f flight b T  and tim ed flight length b L.  
Considering first the uncertainty in energy
8 £ 2 = ( 5 £ £det)2 + ( 8£slr)2 + ( 8£ £th)2. ( 10)
This has contributions from the detector energy resolu­
tion 8 £ Ede(, from straggling 8 £ s!r and thickness varia­
tion in the carbon foils 8 £ t-,h. Similarly the contribu­
tions to the uncertainty in time o f  flight b T  are:
S T 2 - (S7Y  dc, ) ! +  (5 7 „ r) 2 +  (8  r Ih) 2. (1 1 )
Here 8Trdet is associated with the time resolution o f  
the pair o f time detectors, 87str and 8 7 th are associated  
with velocity spreading brought about by straggling and 
thickness variations in the first carbon foil. The varia­
tions in tim ed flight length b L  are;
Si-2 = ( S iw , , ) 2 + (Si.,,*,)2 + (8i-ms)2 (12)
8 L COn fig  >s path length variation for those trajecto­
ries that are accepted by the te lescope. 8 £ align is con ­
tributed to by m isalignm ent and departure o f  the foil 
surface from planarity. M ultiple scattering in the first 
carbon foil gives rise to 8 £ ms because o f the associated  
path length variations.
H ere we m ake som e central assum ptions for calcu- 
lational purposes:
(a) That the energy straggling and foil hom ogeneity  
contributions to 8 £  and b T  are com pletely  decoupled.
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(b) That multiple scattering and energy straggling 
are completely decoupled.
(c) That the foils are thick enough that a statistical 
quasi-equilibrium is achieved [45] and yet sufficiently 
thin that only a small fraction of the particle energy is 
deposited in the foils.
(d) The effects of scattering by residual gas atoms 
in the telescope can be neglected.
(e) Particles that impinge on a time detector mesh 
wire are stopped and do not contribute to the broaden­
ing.
In reality assumption (a) is partly untrue in that 
particles with the greatest energy deviation from the 
mean will also have the largest velocity deviation. How­
ever the energy straggling and thickness variation con­
tribution to 8 £  are the result of passing through two 
foils whilst the contribution to 8T  is a result of passing 
through one foil. Within the framework of the trans­
port equation approach and thin foils with near-normal 
penetration assumption (b) is not anticipated to be 
invalid provided assumption (c) is satisfied. Following 
Bohr [46], we anticipate that this condition is fulfilled if 
the single collision energy transfer is small compared 
with the width of the distribution. From Besenbacher
[45] this corresponds to satisfaction of the relation:
£[M eV]
Afr(atoms/cm ) > 2 x  10 -------------- j -  0 ^ )
Z 2( Z lA l )
N  is the atomic density of the foil material and x  the 
thickness. For 5 p.g/cm 2 thick carbon foils (Mr = 2.7 
X 1017 (atom s/cm 2)) the right hand side of eq. (13) is 
5.9 X 1017, 3.7 X 1016 and 2.4 x  1015 for 0.8 A  MeV 
12C, 0.5 A  MeV 31P and 0.225 A  MeV 81Br respec­
tively. Thus we anticipate that the quasi-equilibrium 
condition is fulfilled for all the particles of interest 
here with the exception of the highest energy 12C 
recoils.
The assumption (d) of negligible influence from the 
residual gas is justified because the equivalent thick­
ness at the pressure where the telescope is operated 
(10~5 mbar) corresponds to a thickness for the longest 
L  value of about 2.3 X 1013 m ol/cm 2 (i.e. about 0.01% 
of the thickness of a carbon foil).
Neglection of scattering from the mesh wires in the 
time detectors (e) is not anticipated to contribute sig­
nificantly to the broadening because: the overall trans­
parency of the telescope is high (=75% ) through all 
the grids traversed by the recoils, the mesh wire diame­
ter (=  200 p.m) is very much larger than the recoil 
range and this coupled with the strong preferentiality 
for small angle scattering, implies that scattering of 
detected particles can only take place over a small 
fraction of the mesh wire circumference, (i.e. Only the 
vanishingly small fraction of particles that impinge on 
this part of the mesh wire circumference can be de­
tected and contribute to broadening.)
4.1. E nergy detector resolution  8 E Edcl
In spite of the fact that silicon detectors have been 
widely available for about 30 years there is little infor­
mation and understanding of the energy resolution for 
particles other than 'H and 4 He. Recently Hinrichsen 
et al. [47] have studied the response of silicon surface 
barrier detectors for a wide range of heavy ions in the 
region 4H e-8,Br with energies in the region 0.01-1.35 
A  MeV. They find that Amsel et al.’s [48] simple 
empirical law,
A £ tdcl[k eV ]-a + (> E [k eV ]'/3 , (14)
for the FWHM of the detector pulse height distribu­
tion fits the sparse experimental data well over a 
restricted energy range. Here a and b are empirical 
constants. We used eq. (14) with Hinrichsens tabulated 
values of a and b for l2C and 81 Br. For 31P where no 
experimental data is available a = 12.75 and b  = 10.23 
were obtained by interpolation according to atomic 
number from the 20Ne and 35C1 data collected in ref.
[47]. The corresponding line lies in a reasonable posi­
tion when plotted on fig. 4 of ref. [47]. We emphasize 
that the A £ £del values have a high degree of uncer­
tainty not only because of this interpolation but also 
because at the highest energies (>  100 A keV 81 Br) it 
has been necessary to extrapolate outside the energy 
interval where eq. (14) is stated to be valid. There is no 
indication in the data of ref. [47] which suggests this is 
inappropriate. Furthermore we have employed ion im-' 
planted detectors whilst Hinrichsen et al.’s data is for 
surface barrier detectors. (The presence of a passivat­
ing surface layer (10 nm or so) on the ion implanted 
detectors may lead to some degradation in energy 
resolution over that of surface barrier detectors.) We 
converted the FWHM to the standard deviation 8 £ £dct 
by assuming the lineshape to the Gaussian (A £ £deI = 
2.358 £ £del). This is anticipated to be a reliable as­
sumption at high energies, however departures from 
Gaussian lineshape have been reported at low energies 
( < 6 0 / 4  keV) [44],
4.2. Energy straggling in the  carbon fo ils  8 £ SIr
The statistical nature of the energy loss processes as 
the particles traverse the thin carbon foils in the time 
detector leads to an uncertainty in their exit energy. 
This is conveniently parameterised in terms of the 
mean square deviation f } 2 of the energy loss for light, 
high velocity ions in an electron gas corresponding to 
N x  target atom s/cm 2 the well known Bohr formula
[46] is appropriate [49]:
f l :B = 4 t t Z 1V Z 2M.v. (1 5 a )
For low velocity heavy ions the situation is complicated 
by a number of  factors which are discussed in detail by
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B esenbacher e t al. [50]. In particular, som e electrons  
will have v e lo c itie s low er than the Bohr velocity, strong 
fluctuations w ill arise b ecau se  o f  spatial localization o f  
a significant fraction o f  th e  e lectrons and variations in 
the projectile charge sta te . In the absence o f  any 
reliable theory w e have sim ply corrected the Bohr 
value by a factor corresponding to the trend line 
through the plot o f  data from the literature by
B esenbacher e t al. [50]. (E fk en  et a l.’s [51] carbon foil 
data w here variations associated  with inhom ogeneity  
and thickening were thought to make a significant 
contribution w as n eg lected ). Then:
5 £ sJ„ - f i ; - ( / 2 2/ n | K 2 | -  (1 5 b )
4.3. E nergy spreading  fr o m  fo i l  th ickness varia tions  8 E lh
For the present purp oses w e can conveniently c las­
sify hom ogeneity  variations in the foils as holes and 
thickness variations. H o les do not influence the mass 
resolution because particles that im pinge on a hole will 
not produce secondary e lectro n s and thus escape d e ­
tection . T hickness variations across the foil are more 
troublesom e because they lead to a spreading o f  parti­
c le  energies. T hickness variations can be classified  as 
m acroscopic and m icroscopic variations. G enerally  
m acroscopic variations are associated  with the d ep o si­
tion geom etry and source anisotropy and are usually 
quite sm all over the foil d im ensions em ployed here. 
D eposition  from an isotropic point source on to  a flat 
substrate 250 mm away with constant sticking co effi­
c ien t gives a ratio o f m acroscopic variation to film 
th ickness o f  only 1.6 x  10 ~ 7 over the surface o f  a 20 
mm diam eter foil. M icroscopic thickness variations are 
m ore o f  a problem  because they depend on deposition  
technique (ac or dc arc, sputtering etc.), geom etry and 
d eposition  pressure. T he surface topography o f  the 
substrate can also contribute to thickness variations. 
H ere we have assum ed that the rms thickness variation 
a x is 10% o f  the foil th ickness x .  Then.
5 E,„-«N<v (16)
W here e is the energy loss cross section which was 
evaluated  using Z ieg ler  et a l.’s STO P code [52].
4.4. T em pora l resolution o f  the  tim e detectors § T Tdel
T he resolution  o f the tim e detector is contributed to 
by (i) variations in the electron  transit tim e from the 
carbon foil to the entrance plane o f the channel plate  
e lectron  m ultiplier, (ii) the tim e jitter o f the electron  
m ultiplier and (iii) the tim e jitter o f the electronic  
system .
(i) T he electron  transit lim e can be considered as 
being m ade up o f the transit time over the 5 mm 
acceleratin g  gap (5.1 ns) (see  fig. 2) and the 40 mm
field free region (2.9 ns). If w e assum e that m echanical 
tolerances and foil distortion introduce variations in 
trajectory lengths corresponding to standard deviations 
o f  3% and 1% respectively, the associated  tem poral 
spreading is 70 and 29 ps, which com bined  give an  
overall transit time spreading 87 ,, o f  76 ps. T h is value  
is about 50% greater than that m easured by Stazeck i et 
al. [39]. W e believe our estim ate to be m ore rep resen ­
tative because the electrostatic  field  w hich cau ses the  
foil distortion is com pensated ou t in the back to  back  
configuration used by Stazecki et al.
(ii) T he time jitter o f  the m ulti-channel p late  (M C P) 
electron multipliers is m ore difficu lt to quantify [53]. 
According to Ham am atsu [54] an overall A / p w ^  o f  
180 ps was obtained for two scintillators fo llow ed  by an 
M CP pair with 12.5 p.m channel w idth and channel 
len g th /w id th  ration o f  5 0 :1 . Frazer has recently  re­
ported a detailed M onte Carlo based study [55] which  
includes saturation effects and finds that for a single  
MCP (15 p.m channel width L / D  = 5 0 :1 ,  V = 9 0 0  V ) 
similar to that used here (P hilips G 12-25 w ith 12.5 jjim 
channel width) that A fFWHM varied b etw een  47  to 80 
ps according to accelerating voltage. T h e resulting tim e  
spread A 7 FWHM for a cascaded pair o f  identical M CP  
is [55]:
A7pwHM =  \/2 A/ FWHM ’ (17)
which for our MCP potential d ifference is 113 ps 
(87~mcr =  48 ps for G aussian spreading).
(iii) The function o f the e lectron ic  system  is t o - 
precisely determ ine the tim e w hen the e lectron  show er  
associated with the passage o f  the particle im pinges on  
the anode structure. T he uncertain ties can be associ­
ated with the timing walk in the d iscrim inator and  
distortion o f the pulse form. T he pulse height distribu­
tion varied over a 100:1 dynam ic range with significant 
weighting o f smaller pulse heights, w hich according to 
the manufacturers sp ecification  [56] will give a tim e 
walk that corresponds to 8 7 el =  80 ps. T he contribution  
to 8 7e) from the time to am plitude converter is sm all in 
com parison ( <  10 ps [57]) and thereby n eg lected . 
Pulse-form  distortion where the pu lse-form  differs from  
pulse to pulse, is more difficult to  quantify. It is c o n ­
tributed to by baseline shifts d u e to 50 H z pickup as 
well as statistical noise in the M CP and am plifier  
chain. Observations o f  the trigger point m onitor sug­
gest this is small in com parison to the tim ing w alk  and  
thereby neglected.
The overall time spreading S 7 rdet for a pair o f  
identical detectors is then:
s ^ . - z f s T ' . J  + s r ^ p  + s r ,2 ) .  (1 8 )
Here 87„ , 8 7 MCP and 87]., represent the contributions  
from the transit time, M CP and electron ics resp ec­
tively. 8 7 rdcl = 170 ps.
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4.5. T em pora l spreading d ue  to  straggling in the fir s t  
carbon  fo i l  hTstr
The energy straggling in the first carbon foil will 
contribute to the time spreading because of the corre­
sponding spreading in recoil velocity after passage 
through the foil. Then:
M L 2
BTj,  =  n l ( a T / 3 E ) 2 =  n * j ^ .  (19)
Here the straggling in the first foil, was calculated 
according to eq. (15).
4.6. T im e  spreading fro m  th ickness varia tions in the  fir s t  
fo i l  8rth
A velocity spreading is associated with the thickness 
variations in the first carbon foil. Here as in section
4.3, the rms thickness variations were taken to be 10% 
of the foil thickness. Then substituting 8 £ th = e N a x for 
in eq. (16) gives:
_ 2  ( A c^r )^2
8r,; = 5£,;h(ar/a£); =A/ g£} . (20)
4.7. C o n fig u ra tio n a l spreading o f  th e  tim ed  flig h t length  
Sf-conf
There is a spreading in the timed flight length 
8L conf that arises because of the finite range of accep­
tance angles subtended by the telescope. If /3max is the 
half angle subtended by the telescope which has circu­
lar symmetry:
(21)
In the present system j3max is determined by a combi­
nation of the extent of the ellipsoidal (10.3 and 2 mm 
major and minor axes) interaction volume and the 
aluminium aperture in front of the energy detector at a 
distance of L + 461 mm from the centre of the interac­
tion volume.
4.8. Sprea d in g  o f  the tim ed  flig h t length  fro m  m u ltip le  
sca tte rin g  8 L ms
The statistical nature of scattering of a particle 
passing through a thin foil leads to not only spreading 
in energy but also ejection angle. This causes an associ­
ated spreading of timed flight length. Sigmund and 
Winterbon [58] have evaluated, using a transport equa­
tion approach, the distribution of ejection angle with 
foil thickness and interaction potential. For large foil 
thicknesses the distribution is Gaussian but with tails 
that become progressively more significant as the foil 
thickness decreases, (cf. fig. 5 of ref. [58]). Here we 
have used Sigmund and Winterbon’s value for the half
angle a x/z for a Thomas-Fermi screened Coulomb 
potential and neglected the difference between a 1/2 
and the second central moment of the distribution. 
This was done because for the higher energy light 
particles the requirement of eq. (13) is not very well 
satisfied and thus we anticipate the ejection angle 
distribution to deviate somewhat from a Gaussian form. 
Then the spreading of timed flight length 8L ms is;
8 £ 4 - Y « ? / 2 -  (2 2 )
4.9. T im ed  flig h t length spread ing  f r o m  m isa lig n m en t  
a n d  distortion  8 L aljgn
Deviation of the foils from exact parallelism arises 
because of finite mechanical tolerances in the tele­
scope fabrication. These are estimated to contribute to 
a variation of less than 0.3 mm rms over the extent of 
the largest (second) foil. In practice the foils are not 
absolutely planar but are wrinkled because of the in­
evitable slackness that results from mounting on the 
foil holder by picking up a foil floating on the surface 
of water. Visual inspection of the foil surface showed 
that under the action of the electrostatic field from the 
acceleration grid these wrinkles are stretched out and 
the foil surface becomes bowed. This distortion was 
estimated to be 0.5 mm at the foil centre. In view of 
the large foil to foil variations anticipated we have 
taken the representative value of 5L a|ign of 0.5 mm 
rms.
5. Results and discussion
In figs. 5 -7  the experimental second moment of the 
mass distribution 8M 2 is presented as a function of 
particle energy, timed flight length and mass number 
A .  The error bars designate the combined uncertainties 
from fitting and calibration. Figs. 5 -7  also indicates the 
theoretical estimates of the different contributions to 
8M  expressed in mass units through eqs. (3)-(5). The 
theoretical estimates of 8L ms and which lie in
the range 1.5 x  10~5 to 6 x l 0 -3 m, are vanishingly 
small and not plotted. From the results presented in 
figs. 5 -7  the following observations were made:
(a) The experimentally determined mass spreading 
is greatest for low-energy particles and decreases with 
increasing particle energy. This behaviour is the same 
for 12C, 31P and 81 Br recoils for all values of L  investi­
gated, (see also ref. [6]).
(b) The experimentally determined mass spreading 
becomes greater as the particle mass increases. This 
behaviour is also observed for all values o f L.
(c) The experimental mass spreading for l2C, 31P 
and 81 Br particles with 0.1 A  MeV energy shows no
21
644 H.J. Whitlow et al. /  Mass resolution o f  recoil fragment detector telescopes
significant dependence on L  over the range 0.213 to 
0.961 m.
(d) T he sum o f the theoretical contributions and 
experim ental 8 M  have the sam e relative dependence
10'
i<r’
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Fig. 5. Mass spreading 8M  vs/energy for (a) 12C, (b) 31P and 
(c) 81 Br recoils. Telescope timed flight length L  = 437.5 mm. 
The filled squares denote the experimental data points 
whilst the lines denote cubic spline fits to the theoretical
estimates of the contributions to 8/4, ---------- sum (eq. (2)),
   8 £ £<je t ,  87Ydel, 5EMr, hTslr,
-------------8£,hr> &rthr, ^align- ^
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Fig. 6. Mass spreading 8 M  vs recoil mass for 0.1 A  MeV 
recoils. Telescope timed flight length L  = 437.5 mm. See fig. 5 
caption for legend.
on energy, timed flight length  and m ass but the latter is 
system atically som e 2 5 -3 0 %  greater than the th eoreti­
cal estim ate.
(e) The contribution to 8 M  from the energy d e te c ­
tor resolution 8 £ £de, dom inates at low energ ies ( <  0.3  
A  M eV ) and especially so for 81 Br recoils. T he 8 £ £dct 
contribution is independent o f  tim ed flight length L .
(f) The contribution to 8 AY from the tim e detector  
resolutions 8 Trde, is the only contribution that b e ­
com es greater with increasing particle energy. T his  
contribution becom es sm aller for larger tim ed flight 
lengths.
(g) The contributions to 8 M  that are associated  
with the foils, 8 £ str, 8 £ th, 8 7 SIr, 8 7 Ih, have sim ilar  
m agnitude and all becom e sm aller for increasing parti­
cle energies but are ind ep en dent o f  L . They also  
becom e greater as the particle mass increases. T he size  
o f these contributions is sm all com pared to the d o m i­
nating contributions 8 £ £de, and 8 7 rdet.
(h) The contributions from tim ed flight length  
spreading 8 £ a|jgn is energy independent but becom es  
smaller as L  increases. T he size o f  this contribution is 
o f similar size as the foil associated  contributions and  
small in com parison to 8 £ £deI and 8T rdel.
(j) The low energy limit in fig. 5 was set by the  
limited time interval spanned by the T A C  and this was 
optim ized to satisfy the need for sufficient d igitization  
accuracy to permit quantitative m easurem ent o f  the  
mass broadening. A lthough the perform ance at the low  
energy limit has not been investigated here, 20 A  keV  
81 Br particles have been m easured and on the basis o f  
Lennard et al.’s results [23,24] there is no reason why 
lighter recoils cannot be m easured at this energy.
The rather good agreem ent betw een  the experim en­
tally measured and the theoretical estim ate is strongly  
indicative that the latter gives a good description o f  the 
interplay between the d ifferent contributions to the
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Fig. 7. Mass spreading bM  vs /timed flight length L for (a) 
l2 C, (b) 51P and (c) Br recoils with 0.1 4 MeV energy. See 
fig. 5 caption for legend
mass spreading Experiments with the data analysis 
procedure indicate the error in determ ining the width  
8 M  o f the experim ental data is around 5% for l2C and 
31 P. The error is anticipated to be larger ( =  ± 15% )  
for 81 Br where a sophisticated decom position involving 
a number o f assum ptions is needed to determ ine the 
experim ental b M  value and the uncertainty in the 
mass calibration is larger In n ew  o f  the fa c t tha t the  
discrepancy is systematic and is greater than the a n tic i­
pated. uncerta in ty  in the experim en ta l d a ta , it is m o s t  
probable tha t the discrepancy is associa ted  w ith the th eo ­
retical estim ate.
For low energies, <  0.3 A  M eV , (which corre­
sponds to the range o f en erg ies with which m ost recoils 
will be produced in heavy ion collisions), the m ass 
spreading is com pletely dom inated  by the contribution  
from 5 £ tdel. This contribution becom es slightly m ore  
significant with increasing recoil mass. T hus the d iffer­
ence betw een the experim entally  determ ined absolute  
b M  and the theoretical estim ates will be strongly d e ­
pendent on the uncertainty in the estim ated  8 £ tdet 
values. It should be born in mind that H inrichsen et 
al.’s [47] energy resolution data is for surface barrier 
detectors. A  com parison by Gjurathi et al. [44] o f  
surface barrier detectors w ith im planted p - i - n  d iodes, 
such as those em ployed here, show ed a resolution  
degradation for the latter o f  the sam e m agnitude as 
that required to explain the discrepancy betw een  our  
experim ental and theoretical values. A  further possib il­
ity is that the heat treatm ent o f  the silicon energy  
detector prior to the m easurem ents did not anneal out 
the radiation dam age responsib le for degradation o f  
the energy resolution. The d o m in a tio n  o f  b M  by the  
8 E Edet contribution  also im plies th a t i f  a sign ifican t m a ss  
resolution im provem ent is to  be m a d e  then the energy  
detector resolution m ust be im proved . It is anticipated  
that cooling the detector and front-end o f  the pream ­
plifier will not significantly im prove the energy resolu­
tion because the contribution from detector leakage  
currents and pre-am plifier n o ise  is sm all com pared to 
the statistical spreading in the num ber o f  electron  hole  
pairs that are collected  w hen a heavy particle is stopped  
in the detector [64], For som e applications gas ion iza­
tion detectors may offer a superior energy resolution  
[14,59]. H owever gas diffusion through the thin w indow  
and the ever present risk o f  w indow  rupture renders 
them som ewhat incom patible with the U H V  environ­
ment o f  a storage ring. D etectors based on bolom etric  
calorimetry [62] may offer superior resolution  for heavy  
ions over that o f silicon detectors, although here the  
technology is in its infancy and the need  for m aintain­
ing tens to thousands o f  square m illim eters o f  detector  
surface at extrem e cryogenic tem peratures is not ap ­
pealing from a technical view point.
Considering next the contributions from the foils: 
here evidently both straggling and thickness variations 
contribute. T he contributions to the energy spreading  
8 £ slr and 8 £ ,h are larger than the corresponding co n ­
tributions to the time spread 8 7 str and 8 7 ^ . 8 £ str and  
87str both scale as x l /2  w here x  is the foil thickness. 
Thus thicker foils could be used  w ithout significantly  
compromising the mass spreading b M .  T he contribu­
tions associated with thickness variations 8 £ ,h and 8Tth 
on the other hand scale in proportion to crx , which was 
taken as 10% o f the nom inal foil thickness. Inspection
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of figs. 5 -7  reveals that a few-fold increase in ax leads 
to a contribution from 8 £ th that is of the same order 
of magnitude as 8 £ edcl. The im plication is th a t th ic k ­
ness varia tions in the fo ils  m u st be held  in ch eck . It is 
also noteworthy that the 8rstr and 8Tth are always 
smaller than 8 £ str and 8 £ th respectively. Furthermore 
that the contribution to 8 M  from 8rsIr and 8Tth are 
independent of timed flight length L . The latter fol­
lows because of cancellation of the terms in L2 in eqs. 
(4) and (19), and (4) and (20).
The contribution from the time detectors: here the 
contribution to b M  from 8Trdet becomes dominant in 
the case of ,2C at high energy (> 0 .3  A  MeV). It is 
probable that it also becomes dominating at energies 
greater than those investigated here for 31P and 81 Br 
provided 8 E Edet follows eq. (14) or shows a trend 
towards becoming energy independent. This is sup­
ported by the reports in the literature of good mass 
resolution in the high mass region A  = 80 for high 
energy particles [35,38,60]. It is also noteworthy that 
for 0.1 A  MeV recoils the contribution to b M  from 
b T Tdet is small in relation to 8 £ £dcl even for short L  
(213.5 mm). A further consequence of the domination 
of b M  by the contribution from 8 £ de, is that b M  is 
largely independent after timed flight length L  (fig. 7). 
This is because the contributions to 8Mr (eq. (4)) 
which depend on L  though eqs. (11) and (18) are small 
compared to b M E which is independent of L  (eqs. (3),
(10), (14)—(16)). The implication is that for measure­
ment of recoils from heavy ion collisions with energy 
£  <  0.1 A  MeV the timed flight length can be reduced 
below 213 mm without degrading b M . This is illus­
trated in fig. 4 which demonstrates the mass resolving 
power of a telescope with L  -  142 mm. Thus sm a ll  
c o m p a c t telescopes can be constructed w ithout sacrificing  
m a ss resolving pow er where only sm all ( a n d  thereby  
e co n o m ica l) de tector areas are needed to  sub tend  large 
so lid  angles. The shortest timed flight length that can 
be tolerated is then determined by the mass resolution 
for the highest energy recoils.
The contributions to b M  that are associated with 
uncertainties in the timed flight length are generally 
insignificant. Indeed the contributions and
8L ms can be completely neglected in the present sys­
tem. It should be born in mind that these terms can 
become large, especially if a large first foil is close to 
an extended interaction volume. The contribution from 
8 £ align, which is the largest of the geometrical contri­
butions, is independent of particle energy and de­
creases for greater timed flight length L.  Its size is 
comparable with the contributions from the foils.
From the experimental physicists viewpoint the most 
interesting questions are what is the mass separating 
power of the telescope and what are the limits to which 
this parameter can be optimized. As noted in the 
introduction this is governed by the distribution of
mass spreading which here has been parameterised in 
terms of its second moment b M .  For the case of 
Gaussian lineshapes (which are a good approximation) 
estimation of the cross-talk is trivial. If the isotope 
signals have a spacing of one mass unit b M  must be 
less than 0.22, 0.304, 0.390 and 0.620 for a cross-talks 
of 1, 5, 10 and 20% respectively. Inspection of figs. 5 -7  
show that for A  < 30 individual isotopes may be easily 
separated. In the argon region ( A  = 4 0 ) features sepa­
rated by two mass units may be readily discerned whilst 
in the krypton region ( A  = 80) the feature separation 
should be 3 -4  mass units for discernment.
The fact that the mass spreading is dominated by 
the energy detector resolution sets a natural limit to 
the resolution for this type of telescope. It implies that 
individual isotopes cannot be resolved for A  > 30. This 
situation will not be improved with certitude unless 
electromagnetic momentum analysis is employed, 
(which has significant disadvantages because of the 
need to know the atomic charge state distributions for 
each recoil species). We emphasize that even though 
the mass resolution is not sufficient for individual 
isotopes to be separated in the A  = 80 region much 
useful information such as momentum distributions 
can be gleaned from the recoil telescope. A careful 
selection of the mass window criteria based on analysis 
of the mass distribution allowed reliable separation of 
69_7,Ga from 75As in a recoil spectrometry study of 
solid state reactions in A lxGa(I _x)As thin-film struc­
tures [61].
6. Conclusions
(i) Recoil telescopes based on thin carbon foil time 
detectors and ion implanted silicon charged particle 
detectors can be used to measure the energy and mass 
of low energy (0.05-0.2 A  MeV) recoils from nuclear 
collisions.
(ii) The mass resolution improves with increasing 
recoil energy but is largely independent of timed flight 
length in the 0.2135-0.961 m. The mass resolution 
degrades with increasing recoil mass number A .
(iii) The experimentally observed mass resolution is 
reasonably well described by the theoretical estimate 
presented. The systematic discrepancy is most probably 
associated with the uncertainties in the estimate of 
energy detector resolution.
(iv) The mass resolution for low energy ( <  0.3 A  
MeV) recoils is dominated by the contribution associ­
ated with the energy detector resolution. At higher 
energies the time detector resolution increases and 
may even become dominant.
(v) For detection of heavy recoil nuclei with an 
energy of 0.1 A  MeV timed flight lengths of less than
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0.2 m are sufficient for a tim e d etector pair resolution  
o f  67Ydet =  170 ps (400 ps FW H M ).
(vi) T h e thickness o f  the carbon foils may be in­
creased w ithout significantly degrading the mass reso­
lution provided that thickness variations to not in­
crease significantly.
(vii) T h e contribution from geom etric  uncertainties 
in the tim ed flight length are sm all in the present 
(sm all so lid  angle) system.
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A bstract
The mass broadening function in mass and energy dispersive recoil spectrometry using a detector telescope for 
time-of-flight and energy determination, has been characterised for a number of isotopes in the range A  =  12 to 197. The 
broadening was well described by a Gaussian function where the standard deviation is given by the empirical equation:
(ta ( E , A )  = C ,  +  C 2 A i /2E ~  1 + C 3A 2E ~ 2/3 + CaA E 1/2.
1. Introduction
Recoil Spectrometry (RS) based on Time-of-Flight 
(ToF) and Energy ( £ )  dispersive detector telescopes has 
recently been attracting increasing interest for elemental 
profiling o f light and medium heavy elements with atomic 
mass up to about 120 [1-7]. Unlike the case for RBS 
(Rutherford Backscattering Spectrometry) where the sig­
nals from the different elements are superimposed in the 
energy spectra, the distribution in the T o F -£  plane in 
principle allows the depth distributions for the different 
constituent isotopes to be uniquely determined. Rather than 
analysing directly the data distribution in the T o F -£  his­
tograms, the data can be transformed to mass-energy 
( M - E ) histograms 2 (see Fig. 1) using different transfor­
mation procedures [7-9], In cases for A < 30, the isotope
Corresponding author Tel. -t-46 46 2227682, fax +46 46 
2224709, E-mail: mohamed.el_bouanani@nuclear.lu.se.
1 Present address: CEC-JRC, 1RMM, Retieseweg, B-2440Geel,
Belgium.
'  Here the isotopic mass that enters as a parameter in the 
equations is denoted by A, whilst the mass determined by the 
recoil telescope is denoted by M.
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signals are well separated and separation is simple. In 
other cases, such as for the important material GaAs with 
naturally occurring isotopes 69Ga, 71 Ga and 75As, the sig­
nals from different isotopes lie so close together that they 
are not completely separated (Fig. 1). Special procedures
160
ENERGY
Fig. 1. Mass-energy contour plot of (a) 12 C and I60  (b) 69Ga and 
71 Ga and 75As. The mass transformation has been carried out 
using the procedure of El Bouanani et al. [9].
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have been developed to handle such cases in which a mass 
slice for each element o f interest is carefully selected so as 
to minimise the cross talk from the other elements [8]. 
These slice selection procedures are somewhat tedious and 
could be simplified through the use o f a simple function 
that describes the mass broadening as a function o f recoil 
energy £ ,  and mass, A.  One step in this direction was 
taken by El Bouanani et al. [9] who developed a method to 
remove the distortions o f the distributions associated with 
nonlinearities in the silicon energy detector response. This 
results in straight mass lines in M - E  histograms and 
accurate mass and energy calibrations.
An attractive approach in the process of extracting 
quantitative depth information from a measurement would 
be to refine the depth distribution functions for the individ­
ual isotopes by comparing the calculated two dimensional 
recoil energy and mass distributions directly with the 
histograms o f the experimental data. This requires the 
convolution o f  the calculated isotope energy distributions 
with the mass instrument function that describes the mass 
broadening o f the detector telescope.
Knowledge of the mass broadening o f T o F -£  detector 
telescopes w ill also be important for experiments at the 
CHICSI (Celsius Heavy Ion Collaboration Silicon detector 
array) facility, that is presently under construction. In these 
experiments recoiling target fragments, from intermediate 
energy heavy ion collisions, will be detected using a 
T o F -£  detector telescope array. This will take advantage 
of the combination o f extremely thin ( ~ 1 0 13 at.cm - 2 ) 
gas jet targets with an intense circulating ion beam. Coin­
cident detection o f these fragments, which have been 
inaccesible for electronic detectors, will add considerably 
to the information about the reaction dynamics that can be 
gleaned from measurements o f light particle distributions.
The objective o f this study is to suggest a simple 
empirical formula, based on data using 77 and 91 MeV 
127I projectiles, that describes the mass broadening of  
T o F -£  recoil telescopes for the purposes above.
located 25 mm behind the carbon foil o f  the second time 
detector. Details concerning the detection system are pre­
sented in Refs. [1,4,6]. The measurements at 77 and 91 
MeV were made without changes to the settings o f  the 
detector telescope electronics.
The results presented here were obtained from the
analysis o f a variety o f reference samples. The mass
resolution was determined as a function o f energy for the
following isotopes: 12C, 160 ,  27A1, 31P, ^C a, 59Co, 69Ga,
92Mo, 127I and 197Au. The T o F -£  data for 12C, ,60  and
69Ga were determined from analyses using 91 MeV 1271 as
projectiles whilst the others were determined from analysis
using 77 MeV l27I. Isotopes with signals that were free o f
interference were mainly employed. The only exceptions 
92 w  j 69/-. were Mo and Ga.
3. Data evaluation
The ToF data was transformed to m ass-energy his­
tograms using the multivariate analysis procedure devel­
oped by El Bouanani et al. [9]. Fig. 1 shows the resulting 
M - E  contour plots of 12C, 160  and 69Ga, 71 Ga, 75As. It is 
evident that the data lie along straight mass lines. The 
mass broadening was characterised by fitting Gaussian 
functions using a maximum likelihood method to the mass 
distribution for narrow energy slices (Fig. 2). In the case of 
elements with a single naturally occurring isotope a single 
Gaussian was used. The experimental data and typical fits 
for 12C and 160  are presented in Fig. 2. In the case of 
multi-isotope targets (GaAs and Mo), the fitted function 
was the sum of a number o f Gaussians with an area that 
corresponded to the natural abundance and a position that 
corresponded to the known isotopic mass. Fig. 3 illustrates 
typical fits for 69Ga, 71 Ga and 75As in GaAs. Inspection of  
Fig. 2 shows that the mass spreading is well described by a 
Gaussian broadening a ,  which depends both on recoil 
mass and energy.
2. Experimental
The recoil spectrometry measurements were performed 
using the “ AN TARES” FN tandem accelerator at Lucas 
Heights Research Laboratories. 77 MeV 127l 10+ and 91 
MeV 1271 ions were employed as projectiles. The angle of 
incidence and exit were 60° and 75°, respectively, relative 
to the sample surface normal. The recoils (and scattered 
projectiles) were detected using a T o F -£  detector tele­
scope at an angle o f 45° to the incident beam direction. 
The detector system consists o f two time detectors in 
which the secondary electrons, which are ejected when 
recoils pass through thin ( ~ 5  p .g /cm 2) carbon foils, are 
detected using multichannel plates. The flight length was
437.5 mm for these measurements. The silicon energy 
detector was a 100 mm2 ion-implanted type [10] and
12 14 16
MASS (U)
Fig. 2. Projection onto the mass axis of 12C and l60  from the 
energy intervals I, [I and III in Fig. la). The data have been fitted 
with Gaussians.
C> / •





Fig. 3. Projection onto the mass axis of 69Ga and 71 Ga and 75As 
from the energy intervals I, II and III in Fig. Ib. The fitting 
function is the sum of the three Gaussian distributions that are 
shown.
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Fig. 4. aA(E ,A ) versus energy E for various recoil isotopes. The 
lines indicate the best fit for Eq. (5).
4. Results
The mass assignment in T o F -£  recoil spectrometry is 
realized using the non-relativistic relation according to:
M  =  2 E ( T / L ) 2. (1 )
The uncertainty in the mass assignment from Eq. (1) can 
be written as:
/  8 £  8T  8 £ \
8A/ =  A/ |  —  +  2 —  +  2 —  j .  (2)
From W hitlow et al. [11] the contributions associated with 
the flight length determination becomes significant for fast 
recoils (i.e. low mass and high energy recoils) They are 
very small in other cases and can be neglected. The 
dominant contributions in Eq. (2) are associated with the 
contribution to 8 E  from the energy detector resolution and 
to 8 T  from the time detector resolution
Modelling of the energy detector resolution contribu­
tion in Eq. (2) was based on Amsel et al.’s [12] simple 
empirical expression:
S £ det =  fl +  b £ 1/3. (3 )
This expression for intrinsic energy resolution 5 £ dei fits 
the SSBD detectors data of Hinrichsen et al. [13] well. It 
has been shown also [14] that PIN photodiodes and con­
ventional SSB D  detectors have comparable energy resolu­
tions.
By neglecting the contribution associated with the timed 
flight length and considering 8T  constant, Eq. (2) can be 
expressed as:
8 Af = A /(a£ - 1  +  b E ~ 2/3) + cAf l / :£ l / : . (4)
In fact the parameters a , b and c are mass dependent 
These considerations simplified identification of the final
form of the empirical fitting function for the standard 
deviation of the Gaussian:
(rA( E ,A )  =  C, + C 2A i /2 E ~ l + C i A 2E ~ 2/3 + C a A E 1/\
(5)
where the fitted constants C v  C 2, C3 and C4 are 5.01 X  
1 0 ~ \  7.63 X  1 0 " \  1,69 X  1 0 ~ 3 and 9.65 X  1 0 ~ 4, respec­
tively, when the units o f A  and cr are u and £  is in MeV. 
The £ " '  and £ _2/3 terms in Eq. (5 ) are associated with 
the energy detector resolution whilst the £ 1/2 term is 
associated with the contribution from the time detector 
resolution. Fig. 4 shows the measured values o f crA(£^ 4) 
together with the fitted function (Eq. (5)). Inspection o f  
Fig. 5 which shows the aA(A ,E )  surface, reveals that the 
function is smooth without local minima or maxima. 
Strictly, Eq. (5) is valid only over the limited range o f  
energies encountered in our experiments (indicated by the 
data points in Fig. 4).
G
Fig. 5. Surface plot of the aK(E ,A ) function (Eq. (5)).
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5. Conclusions
(i) The broadening of the mass distributions in mass 
and energy dispersive recoil spectrometry using a T o F -£  
detector telescope is well described using a Gaussian 
distribution.
(ii) The standard deviation o f the Gaussian distribution 
is well described by Eq. (5) over the isotopic mass region 
A  = 12-197 . Eq. (5) should be generally applicable to all 
T o F -£  recoil telescopes over mass and energy ranges 
similar to those employed here, i.e. where the principal 
contributions to u  are associated with the energy and time 
detector resolutions for heavy recoils and time detector 
resolution for fast light recoils.
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Mass and energy-dispersive recoil spectrometry, where the recoil energy is derived from the 
recoil time of flight, has been used to characterize the depth distribution of Al, Ga, 
and As in an AlxG a(1 _ x)As quantum-well structure. Signals characterizing the Al, Ga, and 
As distribution with good separation between Ga and As (average crosstalk < 2 % )  
could be obtained from depths less than 560 nm from the surface. The depth resolution of 
the As signal at the surface was 16 nm FWHM, which is considerably better than 
achieved using a silicon particle detector (34 nm).
R utherford backscattering spectrometry (RBS) has 
over the past few decades proved to be an invaluable tool in 
microelectronic processing technology for quantitative el­
emental analysis and depth profiling. RBS has, however, 
found rather limited application in GaAs technology be­
cause of the poor mass resolution for the naturally occur­
ring medium heavy isotopes 69Ga, 71Ga, and 75As. More­
over, the backscattering signals from light and medium 
heavy elements are often superimposed on a large back­
ground signal from the GaAs substrate. Recent develop­
ments in high-energy backscattering1-5 have led to separa­
tion of As down to 40-150 nm from the surface, but the 
problem of superposition of signals from light and medium 
heavy elements remains.
The objective here is to demonstrate that recoil spec­
trometry, using a telescope instrumented for measurement 
of recoil energy and time of flight (T O F ),6"9 may be used 
to separately characterize depth distributions of Ga and 
As, as well as other elements, in GaAs structures down to 
depths of about 0.5 /im.
The experimental setup6,7,10 was a glancing incidence/ 
exit configuration where the ion beam impinged and the 
recoils exited at 67.5° to the sample surface normal. The 
detector telescope subtended a solid angle of 0.08 msr at 
45° to the incident beam direction. The TOF was measured 
over a 738-mm flight path and the energy determined with 
a 100-mm2 ion-implanted Si detector (SiTek11). The tan­
dem accelerator at the Svedberg Laboratory in Uppsala 
was used to produce a 64-MeV 127I n +  ion beam. These 
ions were chosen in preference to 8lBr8 + , used previously, 
in order to avoid interference from scattered projectiles in 
the 75-u mass region (see Fig. 4 in Ref. 10).
The experimental TOF-energy data for each detected 
recoil was sorted off-line to derive a two-dimensional mass- 
versus-energy distribution. The mass, M,  was derived from 
the energy, E, and TOF, T, according to M = ( T — T0)2 
(2E / L 2), where T0 is an adjustable constant which is 
selected6,10 to take care of electronic delays, etc. Figure 1 
shows the two-dimensional recoil mass-energy distribution 
for an AlxG a<1 _ x)As quantum-well structure. The 27A1, 
69-7'Ga, and 7 As signals can be clearly seen, as well as ,60
and l2C, which are primarily associated with the surface 
layer. The energy distribution of recoils for a particular 
isotope can be interpreted in a similar m anner to RBS 
spectra by considering it to be the “ RBS signal” from the 
isotope in question.6,7,9
The mass spectrum in the Ga-As region is presented in 
Fig. 2 for a Co-Ga-As reference sample measured under 
identical conditions to the data of Fig. 1. The data in Fig. 
2 were obtained by integrating the two-dimensional mass- 
energy distribution over an energy range of 11.7-30 MeV, 
which corresponds to a depth interval extending down 500 
nm below the surface in GaAs. A function consisting of a 
sum of three Gaussians was fitted to the data. The area and 
relative position of two of the Gaussians corresponded to 
the relative natural abundance and mass difference of 69Ga 
and 71Ga, while the third corresponded to 75As. The Ga 
and As areas, positions, and widths were free parameters in 
the fitting. On the basis of the fit indicated in Fig. 2, the 
mass windows for Ga and As were chosen. These windows 
are marked by hatching in Fig. 2 and cover 83% and 74% 
of the G a and As areas, respectively, with less than 2%
A lx GQ(i-x) As i =0 I Onm
* = 0.t * = 1 « =0.1 « = 1
86nm 97nm 82 nm V3nm
7,Gq 
69Gq
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FIG. 2. Recoil mass distribution from a Co-Ga-As reference sample for 
11.7-30-MeV recoils (0-500-nm depth in GaAs). The contributions from 
Ga and As have been determined by decomposition into three Gaussians. 
The hatches indicate the two mass windows and the crosstalk contribu­
tions are marked in black.
crosstalk (indicated in black). The fitted function describes 
well the low- and high-mass flanks o f the Ga and As peaks, 
respectively (where influence from the other element is 
m inimal) (Fig. 2 ). Thus the assumption of a Gaussian 
shape is not anticipated to significantly affect this estimate 
of crosstalk. The effect o f small variations in the position 
and width10 o f the isotope peaks with recoil energy was 
checked by sorting the data to yield mass spectra for small 
recoil energy slices. The crosstalk, determined using the 
procedure above, increased with decreasing recoil energy 
(greater depth) from <0.5%  at the surface to <2%  and 
<4.5%  for Ga and As, respectively, at a depth corre­
sponding to 500 nm in GaAs.
The data from Fig. 1 was then sorted using the mass 
windows for Ga and As indicated in Fig. 2 to yield TOF  
distributions for 27Al, 69_71Ga, and 75As recoils. These TOF  
distributions were subsequently transformed to energy dis­
tributions using the procedure of Mendenhall and 
W eller,12’13 with assumed masses of 27.0, 69.8, and 75.0 u 
for Al, Ga, and As, respectively. The resulting energy spec­
tra were converted to equal channel-width energy spectra 
using linear interpolation. The recoil TOF was used to 
define the energy, rather than the silicon particle detector 
signal, because of the superior energy resolution 
attainable.1415 Figure 3 shows the recoil energy distribu­
tions derived from the TOF distribution for Al, Ga, and 
As. The oscillations in the Al and Ga signals correspond­
ing to the depth distribution of these elements in the quan­
tum-well structure can be clearly seen, whilst the As signal 
is characteristic o f a homogeneous depth distribution. The 
energy resolution o f the As surface edge in Fig. 3 (c) is 0.6 
MeV FW HM , which corresponds to a depth resolution of 
16 nm FW HM in GaAs. The corresponding energy reso­
lution for the silicon detector is 1.3 MeV FWHM. The 
energy resolution o f the TOF-E detector telescope can be 
improved by increasing the timed flight length10 up to a 
limit set by the effects o f straggling and thickness varia-
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FIG. 3. Energy distributions from the data in Fig. 1, where the energy has 
been calculated using the recoil time of flight, for (a) Al, (b) Ga, and (c) 
As The depth scale is derived from the known structure of the sample.
tions in the foil o f the first time detector.10 This constitutes 
a significant advantage over Ais-is detector telescopes,16’17 
where the resolution cannot easily be improved.
The depth o f separation is governed by the fraction of 
Ga, As, and respective crosstalk spanned by the mass win­
dows. This may be extended deeper at the expense o f  effi­
ciency than the present 0.5 /xm, which is 2 -5  times greater 
than has been achieved with heavy-ion R BS.3,5 Further­
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m o re, even  for th ick  sa m p les, th e  G a  sign a l, and th o se  o f  
lig h ter  e lem en ts, is a lm o st c o m p le te ly  free o f  backgroun d  
fro m  A s  and  heav ier  e lem en ts. T h e  tech n iq u e  is n o t in flu ­
e n c ed  by th e  ch e m ic a l-  and  sp u tter-in d u ced  artifacts a sso ­
c ia te d  w ith  sp u tter -A u g er  or  seco n d a ry -io n  m ass sp e c ­
tro m etry  (S I M S ) . T h is  o p en s n ew  possib ilities for d irect  
m ea su rem en t o f  th e  th ick n ess and  sto ich io m etry  o f  I I I - V /  
G a A s  q u a n tu m -w ell stru ctu res, w h ich  are in a ccess ib le  
w ith  R B S , as w ell as d irec tly  fo llo w in g  so lid -sta te  rea ctio n s  
in  G a A s  stru ctu res.
G u n n a r  L and gren  is k in d ly  than ked  for su p p ly in g  the  
q u a n tu m -w ell structure. W e are gratefu l to  the S w ed ish  
N a tio n a l B oard for T e ch n ica l D e v e lo p m en t (S T U -F )  for  
financia l su pp ort.
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G aA s sam ples with a 100-nm -Co overlayer that had been subjected to rapid thermal annealing 
for 60 s at temperatures o f  4 0 0 -6 5 0  °C were analyzed using mass and energy dispersive recoil 
spectrom etry. Separate characterizations o f  C, O, Co, Ga, and As depth distributions were 
performed. Both Ga and A s had migrated to the surface at anneal temperatures higher than 
450  °C. In a sam ple annealed at 650 °C, a clear enrichment o f  Ga in the outer 35 nm was 
observed. The com position for various depth intervals was determined for different 
temperatures. From Arrhenius plots, apparent activation energies were estimated to be about 0.6  
eV  for phase formation and 1.3 eV for diffusion. X-ray diffraction indicated that CoG a and 
C oA s phases were present in all the annealed samples. Scanning electron microscopy showed the 
surface to be reticulated after heat treatment, with grain growth at higher temperatures.
I. INTRODUCTION
T he developm ent o f G aA s technology is a field o f  re­
search that has been the subject o f  m uch study. Consider­
able effort has been directed at clarifying the processes o f  
interdiffusion and com pound form ation in m etal-G aAs in­
terfaces. In order to manufacture fast and reliable G aAs 
devices and com plex optoelectronic com ponents, stable 
electrical contacts are o f  utm ost importance. The Co- 
G a-A s system  is not fully understood but constitutes a 
highly interesting system , one which m ight be employed in 
various applications. In the literature1,2 it has been sug­
gested that the C o-G a-A s system  exhibits a ternary phase 
(C o 2G a A s) which decom poses at temperatures higher 
than 400 °C. In addition, Lindeberg and Andersson3 
showed the presence o f  another ternary phase 
(C o 3G a05A s 15) at 8 0 0 *C, one that has not been observed 
at 600 8C .4 It is unclear at which temperature the reaction 
between C o and G aA s begins, although Shiau et a l.5 have 
reported observing a reacted layer at 260 °C after 2 h an­
nealing, and G enut and Eizenberg1 reported detecting an 
interfacial reaction after 30 min annealing at 325 °C. The 
objective o f  this investigation was to study the C o /G aA s  
reactions under the more extreme conditions o f rapid ther­
mal annealing (R T A ).
Different techniques like Rutherford backscattering 
spectrom etry (R B S ) and Auger electron spectroscopy 
(A E S ) have been reported to give fruitful results in inves­
tigations o f  elem ental depth distributions in Co-G aAs 
sam ples1,2,4-9. In this study mass and energy dispersive re­
coil spectrom etry (R S ) has been em ployed in order to
separately characterize Co, Ga, and A s in samples that 
have been exposed to R T A  at temperatures o f  400 -6 5 0  °C. 
This way o f measuring the depth profiles yields results 
similar to but considerably less am biguous than RBS. It is 
particularly useful for the case o f  thin Co films on G aA s  
where overlapping signals in the RBS analysis can intro­
duce artifacts in the evaluation despite the use o f  sophisti­
cated computer fitting programs.
The phases formed in the thin film were also charac­
terized by x-ray diffraction (X R D ) to identify the chem i­
cal com pound formed and by scanning electron m icros­
copy (SE M ) to characterize the developm ent o f  the 
surface morphology.
II. MATERIALS AND METHODS
A. Sample preparation
The samples were fabricated using single-crystalline 
G aA s substrates oriented in the (1 1 1 ) direction. Layers o f  
100 nm o f cobalt were deposited onto the samples using 
electron beam evaporation. The pressure during deposition  
was kept below 5 X  10“ 6 mbar, and the deposition rate was 
about 0.5 nm /s. The heat treatments were performed in a 
rapid thermal annealing unit. The temperature rise to T ( T  
= 4 0 0 , 450, 500, 550, 600, and 650 °C) occurred in approx­
imately 2 s and was kept at T  for 1 min. The atmosphere 
was com posed o f 90%  Ar and 10% H 2.
B. The x-ray diffraction measurement
Data were collected using an IN E L  powder diffracto­
meter equipped with a position sensitive gas detector
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FIG. 1. Three-dimensional mass energy plots from three samples: (a) reference sample, (b) RTA at 450‘C, and (c) RTA at 650‘C.
(C P S 120) covering 120°. The sam ples were mounted on a 
rotating sam ple holder in reflection m ode with an incident 
angle o f  2°. Each data set was accum ulated for 20 h using 
Cu K a radiation from a sealed x-ray tube source.
C. The recoil spectrometry analysis
The m easurem ents were carried out in a scattering 
cham ber w ith a vacuum better than 10-6  mbar. The pro­
jectile  ions were I27I9+ ions at 50 M eV. Each sample was 
analyzed for approximately 1 h so that the unsuppressed 
accum ulated charge was som e 10 /xC. The angles o f inci­
dence and exit were 67.5° relative to the sample surface 
normal, and the recoils were detected at 45° relative to the 
incident beam. The detector system , which is described in 
detail e lsew here,10-12 consisted o f a detector telescope com ­
prised o f  tw o carbon foil time detectors and a silicon diode 
energy detector to detect the recoiling target nuclei’s ve­
locity and energy. The time o f  flight (T o F ) length L  was 
738 mm and the Si-diode energy detector was a 100 m m 2 
ion-im planted type (S iT e k ).13 From the velocity and en­
ergy o f  each nucleus it was possible to calculate the mass 
and thus to perform separate depth profiling o f  the ele­
ments present in the target. The mass (in  channel num­
bers) was calculated using the formula
M  =  C E ( t -  t0) \  (1 )
where E  and t are the energy and the time analog-to-digital 
converter (A D C ) conversion results, respectively. C is a 
suitable constant chosen so that the mass scale spans ap­
proximately 1000 channels, and /0 is an adjustable param­
eter to correct for electronic delays, etc. Figure 1 shows 
som e three-dimensional plots o f  the mass-energy data, 
where the signals from different isotopes can be distin­
guished. The iodine signal com es from m ultiple scattered 
iodine. Because o f the kinematics, single scattered 127I can­
not scatter 45° from 75As (0 max for single scattering o f  127I 
from 75A s  =  36.2°). The samples seem to be free from con­
taminants, although some 12C and l60  can be seen at the 
very surface. The weak 27A1 signal com es from the target 
holder which has been hit by a small part o f  the ion-beam.
D. Spectrum evaluation
Data were collected event-by-event and stored on a file 
disk for off-line evaluation. The first step in an evaluation is 
to determine t0 for the different isotopes. This is done by 
first examining the data on a contour plot with mass and 
energy axes and adjusting t0 so that the specific isotope lies 
along a line o f constant mass. t0 varies according to iso­
topes and energies involved, mainly because o f  the differ­
ence in stopping cross section when the isotopes pass 
through the carbon foils in the “tim e” detectors. Data for 
different energy intervals are totaled onto the mass axis, 
and the peak channel o f the Gaussian peak is determined. 
This channel varies only slightly with energy interval when 
an acceptable tQ is chosen.
The second step o f the data evaluation is to set the 
proper mass gates for the isotopes. For isotopes that are 
well separated in mass, this is trivial when a proper tQ value
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F IG . 2. R ecoil m ass d is tr ib u tio n  from  the  650 ’C  sam ple for energy in­
te rv a ls  o f 20 to  25 M eV . T h e  con trib u tio n s  from  G a  and  As have been 
d e te rm in ed  by decom position  in to  th ree  G aussians. T he hatches indicate 
th e  tw o m ass w indow s. T h e  cro ss ta lk  con tribu tions a re  m arked  in black.
has been established. In the case o f  G aA s samples, where 
the mass separation between Ga and A s is small, there is 
need for a more sophisticated gating procedure.14 A  func­
tion o f  a sum  o f  three G aussians was fitted to the data. The 
area and relative position o f  two o f  the Gaussians corre­
sponded to the relative natural abundance and mass differ­
ence o f  69G a and 71Ga, while the third corresponded to 
7 5 As. The G a and A s areas, positions, and widths were free 
parameters in the fitting. On the basis o f  the fit indicated in 
Fig. 2, the mass w indow s for G a and A s were chosen. 
These w indows are marked by hatching in Fig. 2 and cover 
80%  and 68%  o f  the G a and A s areas, respectively, with 
less than 2%  crosstalk (indicated in black).
The third step in the data evaluation is usually sorting 
the data into energy spectra for the different isotopes. Data  
are sorted using t0 and the mass gates from steps 1 and 2. 
Subsequently, the energy spectra for Ga and As are cor­
rected for the am ount o f  data that is “gated away.” An  
energy spectrum for an isotope can be interpreted in a 
similar manner as an RBS spectrum, where the highest 
energy corresponds to scattering (or recoiling) at the sam ­
ple surface and hence lower energy corresponds to scatter­
ing (or recoiling) som e distance below the surface. If dif­
ferent sam ples are to be directly compared, they have to be 
normalized. The sim plest way o f  doing this is to normalize 
to the number o f  counts in som e energy interval deep in the 
G aA s bulk.
One problem with interpreting an energy spectrum  
from a silicon surface barrier detector or a photodiode em ­
ployed as a particle detector is that the pulse height varies 
between different particles with the same energy. Schmitt 
et al. 15-17 have proposed a semi-empirical formula for fis­
sion fragments, whereby the particle energy is linearly re­
lated to the channel number and particle mass. This is in 
good agreem ent with the detector employed here.18 Thus, 
different energy scales have to be established for different 
isotopes in the analysis. Here we alleviate this problem and 
at the sam e time increase the energy resolution by convert­
ing the T oF  signal into energy, as suggested by Mendenhall
and W eller.19,20 This can be done by first sorting the data  
for one isotope according to the above described routine  
and second by performing the time-to-energy conversion  
according to
E = m L 2/ (  I t 1), (2 )
where E  and t are the energy and T oF  o f  the recoil, re­
spectively, m  is the mass o f  the isotope in question (table  
value), and L  is the flight length. A  disadvantage o f  this 
procedure is that data are no longer in bins o f  equal energy 
width. The data were subsequently rebinned to equal bin 
width by taking the equidistant bin contents to be the av­
erage o f the corresponding nonequidistant bin contents. 
The equidistant bin width was chosen to be greater or 
equal to the widest nonequidistant bin width. This is a safe 
procedure that avoids artifacts due to digitization errors 
associated with the assignment o f  differing num bers o f  
nonequidistant bins per equidistant bin. The energy scale  
derived from the T oF  is not recoil species dependent be­
cause there is a linear relationship between T oF  and chan­
nel number, independent o f the isotope mass.
The stoichiom etry within a certain depth can be easily 
calculated in a manner similar to that o f  RBS. Thus, the  
scattering (recoil) cross sections (a ,) ,  stopping cross sec­
tion factors [(£)*), and detector efficiencies (/?,) for each  
isotope / need to be determined. The STOP code o f Z iegler  
e ra /.21 has been em ployed to calculate the stopping cross 
sections. The scattering (recoil) cross sections have been 
considered to be Rutherford cross sections. A  ratio be­
tween two atomic concentrations, N A and N B , will thus be 
as follows
N A_ A Aa B( e ) T ^ x^ E ^ By A 
n b
AE a is the energy interval in which the number o f  counts  
A a has been determined for element A. y A is the fraction o f  
the A signal spanned by the mass gates. (e)™atnx is the 
stopping cross section factor for element A  in the m atrix in 
the mean energy approximation.22 The mean energy for the 
iodine ions in the depth o f interest has been determ ined  
using a computer algorithm which calculates the energy 
loss in small (e.g., 1 nm ) slabs and step by step m oves into  
the sample.22 The detector efficiency /3 is considered to  be 
the same for the three elements Co, Ga, and A s, because  
the stopping power in carbon is large and sim ilar and be­
cause many secondary electrons are ejected from the car­
bon foils when penetrated by all three atom ic species.
III. RESULTS AND DISCUSSION
Figure 3 shows energy spectra for Co, G a and A s in a 
reference sample and in samples exposed to R T A  at three 
anneal temperatures (450, 500, and 650 °C). T he measured 
energy resolution can be seen in Table I. Figure 3 show s  
that Ga and A s m ove toward the surface with increasing  
anneal temperature T  and reach the surface at T = 500 °C. 
Above this temperature an increase o f  the G a signal in the
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F IG . 3. E nergy sp ec tra  as d e term ined  by the  E  de tec to r from  four sam ­
ples for ( a )  C o, (b )  G a , and  (c )  A s.
top 35 nm can be seen. Opposite behavior can be seen for 
A s. (O ne reason for this may be the higher vapor pressure 
for A s.)
The ,2C and 160  signals can be helpful for understand­
ing the C o-G a-A s system . Both signals showed the same 
behavior. T he oxygen energy spectra are shown in Fig. 4.
T A B L E  I. E nergy  d e te c to r  resolu tion .
E nergy R eso lu tion nm  in Co nm  in G aA s
E lem en t (M eV ) (keV ) p =  8.9 g c m -3 p —5.1 g c m -3
C o 21.7 730 12 23
G a 22.9 820 13 24
D epth (nm )
150 100 50-  20
-  20
</)
“ 10 450 °Ca->c
3
Oo
-  10 400 °C
-  40
-  30
-  20 as  deposited
-  10
10.09.57.5 8.0 8.5 9 .07.0
Energy (MeV)
FIG. 4 Energy spectra  for l60  as determ ined by th e  E  d e tec to r from  five 
samples.
In addition to the surface peak there is a fairly uniform  
distribution o f oxygen within the Co layer in the reference 
sample, a distribution that moves toward the surface with  
increasing anneal temperature. This has been suggested23 
to be indicative o f  a rapid indiffusion o f  Co. It is not pos­
sible here to identify the moving species. Presum ably, the  
outward migration o f C and O indicates that phases 
formed in the reaction have low C and O solid solubilities, 
leading to C and O exclusion as the reaction progresses.
Figures 5 ( a ) - 5 ( u )  show the energy spectra for Co, 
Ga, and As, where the energy is derived from the T oF  
signal. The measured resolution at the surface for Co and  
Ga recoils in G aA s (p  =  5.7 g c m - 3 ) and Co (p  =  8.9 g 
c m - 3 ) is shown in Table II. If the as-deposited Co film is 
amorphous, the depth resolution will be slightly worse be­
cause o f the smaller, but less defined, density for am or­
phous Co ( ~ 7  g c m - 3 ). Since the energy resolution, and 
hence the depth resolution, is better in Fig. 5 com pared to 
Fig. 3, a more detailed analysis is provided in Fig. 5, where  
approximate depth scales are also indicated. The Co layer 
was nominally 100 ± 5  nm in the reference sample. The
838 J. Appl. Phys., Vol. 75, No. 2, 15 January 1994 Hult e t al.
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F IG . 5. E nergy  spectra  ca lcu la ted  from T oF  da ta  for C o (a -g ) , G a  (h - n ) ,  and  A s ( o -u )  from  all the sam ples in the investigation . T h e  energies a t th e  
surfaces, w hich  are indicated  by the dashed lines, w ere 2 1 7 , 22.9, and  23.3 M eV for Co, G a, and  A s, respectively. In  each sp ec tru m  th e re  is a  scale th a t 
gives an  ind ica tion  o f  the d ep th  d  in the sam ple from  w hich the recoil w as scattered .
corresponding thickness o f the Co layer determined from 
the recoil spectrum  indicated a density o f  7.3 g c m -3 , 
which is less than the bulk density o f Co (8 .9  g e m - 3 ) and 
indicates that the deposited layer may be (at least partly) 
amorphous.
The w idth o f  the interface in the spectrum from the 
reference sam ple is degraded from the surface value by
T A B L E  II. Energy resolution derived  from  T o F  data .
Energy R esolution n m  in  C o nm  in G aA s
Elem ent (M eV ) (keV ) p = 8.9 g  c m ' 3 p = 5.7 g c m -3
C o 21.7 550 9 16
G a 22.9 590 9 17
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«straggling, interdiffusion, and multiple scattering. It can be 
estim ated by calculating the width o f the low energy flank 
o f  the Co signal. This width was 810 keV, which corre­
sponds to an interval o f  18 nm (calculated for a matrix o f  
Co with a density o f  7 g /c m 3). This strongly indicates that 
the interface is sharp and that only limited interdiffusion 
has occurred, if at all.
For the sam ple annealed at 400 °C [see Figs. 5 (b ), 5 (i)  
and 5 (p ) ]  a short plateau (width: 2160 keV for Co) can be 
distinguished at 18 MeV for Co. This plateau is more pro­
nounced in the T anneal= 4 5 0 * C  spectrum (width: 4740 keV 
for C o ), while in the T anneal= 5 0 0 * C  spectrum, it has ex­
tended to the surface (width: >  8640 KeV for C o), and the 
curve indicates a uniform distribution o f Co throughout 
the reacted layer (note that the Rutherford cross section 
increases with decreasing energy in this energy region). 
T he plateau is clearly seen in the Ga ( ~  17-22 M eV) and 
A s ( ~  18-21 M eV) spectra for temperatures o f  500, 550, 
600, and 650 *C. The shape o f  the energy spectra is dras­
tically changed for the low anneal temperatures (4 0 0 -  
500 °C). H igher annealing temperatures ( >  500 *C) do not 
drastically affect the shape o f the spectrum for any o f the 
three elem ents. However, the low energy edge for Co is 
som ew hat broadened and has moved slightly toward lower 
energies; also an enrichment o f  G a in the outer 35 nm is 
seen.
The previously mentioned plateau suggests the forma­
tion o f  certain phases. Arrhenius plots o f  the plateau width 
versus the reciprocal annealing temperature for each ele­
m ent yielded closely similar activation energies for phase 
form ation by interfacial growth, assuming a temperature 
independent pre-exponential factor: Co: 0.7 ± 0 .1 5  eV (68  
k J /m o l) , Ga: 0 .5 ± 0 .1 5  eV (48 k J /m ol), and As: 0.65 
± 0 .1 5  eV (63  k J /m o l). This is defined by two data points 
in each curve because the plateau extends to the surface at 
500 °C and higher. These activation energies are compara­
ble to the values o f  0 .6 -0 .7  eV for Co transport and the 
growth o f  C o2G aA s in the temperature range 325-400 °C 
reported by G enut and Eizenberg.1 Characterization o f our 
data in terms o f the interfacial broadening [i.e., the diffu­
sion length J D t  where D =  D0 exp( — E g /k T ]  yielded E a 
values o f  Co: 1.4 ± 0 .3  eV, Ga: 1.0 ± 0 .4  eV, and As: 1.4 
± 0 .4  eV. N o te  that all these activation energies are appar­
en t  values because there are several reactions taking place 
rather than a single well defined process.
The stoichiom etry has been calculated for three depth 
intervals, — 15, ~ 7 5 ,  ~  150 nm, corresponding to the near 
surface region, the plateau region, and the G aA s near in­
terface region (F ig. 6 ) . The plateau width is very small for 
the sam ple annealed at 400 °C but increases with annealing 
temperature, as does the depth interval for which the com ­
position is calculated. Figure 6 (a )  shows that Ga and As 
have reached the surface after heat treatment at tempera­
tures above 500 °C. Moreover, at temperatures o f  600 °C or 
higher, where the “plateau” extends right to the surface, 
the G a concentration is enhanced, while the A s concentra­
tion is depleted. The com position after the 650 °C anneal is 
^°o.5 4 Ga0 3 1A s0 15 in the hear surface layer as compared to 
















F IG . 6. T h e  sto ich iom etry  o f the sam ple as a function  o f  the anneal 
tem p era tu re  for ( a )  0 -3 5 , (b )  the reacted  layer ( ~ 7 5 ) ,  an d  (c )  140-160  
nm.
and bulk region, respectively. This m ight indicate that G a  
out-diffusion is more pronounced than A s out-diffusion, as 
others have reported indications o f  previously,5,23 or that 
A s is not strongly bonded in the phases formed and, be­
cause o f  its high vapor pressure, has been lost from the 
surface.
It is interesting to compare the phases formed as a 
result o f  rapid thermal processing o f  the Co— G aA s thin 
film couples to the anticipated phases from the ternary 
phase diagram established for (near) therm odynam ic equi­
librium conditions. Equilibria ternary phase diagrams for 
the C o-G a-A s system  have been determ ined, e.g., by Shiau  
e t a l  at 600 °C (Ref. 4 ) and Lindeberg and Andersson at 
800 °C.3 In Fig. 7, a ternary phase diagram is shown; it is 
an estim ate (based on Refs. 3 and 4 ) o f  the phase diagrams 
in the temperature interval 400 -6 5 0  °C. It m ight be noted  
that CoGa* has a com position range in which x  lies be­
tween 0 .32 and 0.59. Furthermore, there exist pseudobin­
ary eutectic regions o f  CoG ax— CoA s, and Co— C o2A s. 
This results in a com plex ternary phase diagram with five 
two-phase regions (F ig. 7 ) . For Co— G aA s reactions the  
overall com position will lie along the dotted line (in  Fig. 
7 ) extending from Co to G aAs. M oreover, in the thin film  
couples the Co supply is limited, but the G a and A s supply  
is alm ost infinite. The overall com position o f  the sam ple  
will then deviate only slightly from pure G aA s, lying in the 
three-phase region where pure G aA s, CoGa* (footpoint a ,  
Fig. 7 ) , and a solid solution o f  CoGa* in C oA s (footpoint 
P, Fig. 7 ) are in equilibrium. [The footpoint com positions,
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T = 600° C
Co 140 -160 nm
0 - 35 nm
a — 400° C 
b — 450 °C 
c — 500° C 
d — 550° C 
e — 600° C 
f — 650° C
Co, As
CoGax
0.32 S x  0.59 CoAs
CoAs 3
A sGa GaAs
FIG. 7. The 400-650 *C equilibrium ternary phase diagram for the Co- 
Ga-As system. The composition for various anneal temperatures has been 
indicated for depth of (a) 140-160 and (b) 0-35 nm.
based on Electron Probe M icro Analysis (E P M A ),5 corre­
spond approxim ately to a: CoG a (possibly a solid solution  
with up to 1.5% C o A s)5 and fi: up to 16.2% CoG a in 
C oA s.4’5]
In Fig. 7 the com position o f  the surface and a layer 
originally in the G aA s just below the C o /G a A s interface 
are plotted. Clearly, as the temperature increases, the com ­
position in both layers approaches a similar final com posi­
tion. The com position for different temperatures lies close  
to the dotted line corresponding to equal amounts o f  G a  
and A s in the reacted layer, although for the highest tem ­
peratures it deviates because o f  G a enrichm ent/A s deple­
tion in the surface layer. It is also noteworthy to mention  
that the com position o f  the reacted layer, where it extends 
to the surface ( 7 ’, nneai>500 °C) lies within the two-phase 
region between CoGa* and C oA s and is always more Co 
rich than the tie line joining footpoints a  and (3 (Fig. 7 ).  
Presumably, this indicates that equilibrium has not been 
reached in the layer during rapid thermal annealing. The 
path to equilibrium  must then go via the pseudobinary 
system where the C oG ax phase is more Co rich than the 
thermodynamic equilibrium case in which Ga A s and the 
less Co rich phases a  and (3 are in equilibrium. This is 
consistent w ith X R D  data (Table III) that indicate the
TABLE III. Possible phases as determined by x-ray diffraction measure­
ment.
RTA-temperature (*C) Observed phases in XRD spectrum
As-deposited GaAs, a-Co only [2 0 0]
400 CoAs, CoGa
450 CoAs, CoGa only [110]
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•  Co Ga
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b) 6 5 0 °  C, 1mm v  Co As
(b) 2 0  ( d e g r e e s )
F IG . 8. X R D  pattern s  from  the sam ple annealed  (a )  a t 450 and  (b )  at 
650 "C.
presence o f  a CoA s phase and a less well defined CoGa 
phase.
In order to determine the phases present in the differ­
ent samples, a study using x-ray diffraction was under­
taken. Figure 8 presents two o f the x-ray diffraction spectra 
from the 450 and 650 °C heat treatments. The data were 
difficult to interpret because the reacted layers were prob­
ably strained and som e o f the phases had varying com po­
sitions. This resulted in shifting and in broadening o f the 
diffraction lines. The interpretation was further com pli­
cated by preferred orientation strongly modifying the rel­
ative intensities o f  the diffraction lines. Assignm ent o f the 
diffraction line indexes from the different phases (Table 
III) was thus based solely on interplanar spacing; intensity 
data were disregarded. In the as-deposited sam ple only one 
a-C o  line could be identified (2 0 0 ) except for the G aA s 
peaks. This suggests that the as-deposited Co film may be 
partly amorphous. Except for G aAs, the dom inant peaks 
in the heat treated samples were CoGa and C oA s (Table  
III). Some differences in these results as compared to o th­
ers can be associated with differences in the orientation o f  
the substrate.
G enut and Eizenberg described the reaction progress 
for a 30 min anneal.1 The present results were highly sim-
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(ii)  The reaction o f Co overlayer on G aA s under RTA  
is characterized by com plex growth mechanisms that ex­
hibit som e characteristics o f  interfacial growth and some 
characteristics o f  nucleated growth, with apparent activa­
tion energies o f  ~ 0 .6  eV for phase formation and 1.3 eV  
for diffusion.
(iii)  A t high temperatures (5 5 0 -6 5 0 *C) the Ga con­
centration relative to the As is enhanced at or near the 
surface, which may be associated with vertical phase sep­
aration and /or  A s loss due to evaporation.
(iv ) The final com position in the reacted layer ob­
tained after annealing for 1 min at least at 500 °C lies in the 
two-phase pseudobinary solution CoG ax-CoA s region o f  
the ternary equilibrium phase diagram.
(v ) The measurements are in broad agreement with 
previously reported results for slow thermal annealing o f  
the C o /G a A s system .1,2,23
FIG. 9. SEM  m icrog raphs o f  the su rface o f  the sam ples a t ( a )  400, (b )  
450 (c )  500, ( d )  550, (e )  600, and  (f)  6 5 0 *C.
ilai except for a shift to higher temperatures o f  about +  50 
to 100 °C. For example, the spectra o f  Figs. 5 ( f ) ,  5 (m ),  
anc 5 ( t ) (6 0 0 °C ), together with the X R D  results suggest 
that there is a CoG a layer near the surface and a C oA s  
lay;r underneath it. This was seen at 500 °C by G enut and 
Ei2enberg. The difference is most probably due to the dif­
ference in annealing time.
The SEM in Fig. 9 shows a weak developm ent o f  sur­
face topography at 400 °C. A t 450 °C and above the surface 
becomes com pletely reticulated. This is consistent with the 
recoil spectra [Figs. 5 (j ) —5 ( u ) ] showing that G a and A s  
onl/ reach the surface for temperatures o f  450 °C and 
abcve. Furthermore, the developm ent o f significant surface 
topography strongly suggests that the reaction proceeds via 
a m cleated growth rather than an interfacial growth m ech- 
aniim. Inspection o f  Fig. 9 also shows that grain growth  
takes place for the higher temperatures. This constitutes 
further evidence that the film is not in equilibrium after the 
brief heat treatment and it may be that grain growth is 
associated with the approach to the equilibrium phase 
composition.
IV. CONCLUSIONS
( i)  M ass and energy dispersive recoil spectrometry can 
pro/ide much pertinent information on separate Ga, As, 
and metal stoichiom etric data and activation energies for 
metil film /G aA s interfacial reactions.
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CoSi2 exhibits the features of low resistivity and stability at elevated temperatures which make it 
interesting to employ for metallization on GaAs. The interfacial reactions in GaAs samples with thin 
film overlayers of Si and Co [Si(220 nm)/Co(50 nm)/((100)-GaAs)] were studied using x-ray 
diffraction, scanning electron microscopy, x-ray photoelectron spectroscopy, and mass and energy 
dispersive recoil spectrometry. Samples were vacuum furnace annealed for time periods between 1 
and-8 h at temperatures ranging from 300 to 700 °C. It was found that a CoSi2 layer formed without 
observable reaction with the substrate at 500 °C and above. The excess Si (Si/Co atomic ratio of 
2.41) remained near the surface as elemental Si and as S i0 2 for the 500 and 600 °C annealings. For 
the 700 °C annealing the excess near-surface Si was not observed. © 1995 American Institute o f  
Physics.
I. INTRODUCTION
A crucial part of manufacturing GaAs devices and inte­
grated circuits is the metallization process. There is a need 
for ohmic contacts that possess qualities like low resistivity, 
high degree of uniformity, and stability at elevated tempera­
tures. These qualities become more crucial as device dimen­
sions decrease. In recent heterojunction applications, for ex­
ample, it is important to control the metallization process on 
a nanometer scale. Considerable efforts have been directed 
towards finding reliable contacts for GaAs and many differ­
ent systems have been studied. In a comprehensive overview 
of GaAs metallizations by Palms tr«5m and Morgan1 it is 
stressed that the problems with alloyed ohmic contacts are of 
major concern for the development of GaAs technology. 
Metallization is also important for metal mastering in na­
nometer fabrication technology, Schottky barrier devices, 
etc.
Metal silicides have been employed in numerous appli­
cations in silicon integrated circuit (IC) technology. Contacts 
with higher stability and more uniform morphology can be 
produced using these materials.2-4 Their use in GaAs tech­
nology have so far not been extensive. However, studies 
show that metal silicides may be advantageous to employ on 
GaAs structures (e.g., in self-aligned metal-semiconductor 
field-effect transistor (MESFET) technologies).5,6 CoSi2 is 
perhaps the most interesting metal silicide in this context. 
The resistivity is low (16 p til cm7), and the temperature sta­
bility is high. Studies show that CoSi2 is stable up to 900 °C
during conventional furnace annealing on a Si substrate and 
high stability has also been reported on SiC substrates.8 This 
high stability is not expected on GaAs although stability has 
been shown up to at least 600 °C.6 The CoSi2 phase is 
formed very rapidly through nucleation, which may cause 
problems with consequential large grain sizes.
In this investigation Si(220 nm)/Co(50 nm)/(100)-GaAs 
samples were furnace annealed in the range 300-700 °C, and 
the reaction sequence was studied using different techniques. 
The basic idea was that the Si and Co would react to form 
CoSi2 before any reaction took place with the substrate. The 
sample structure was deliberately formed with excess Si 
(2.41 Si atoms for every Co atom) with the intention of ob­
taining substitutional Si on Ga sites in a thin layer beneath 
the formed CoSi2. The Si would then act as an n + contact 
doping similar to what was found for the Ge/Pd contact 
system.9,10 Co was deposited prior to Si because it has better 
adhesion to GaAs although Si is stable on GaAs up to 800 °C 
which is not the case for Co on GaAs11-13 where a reaction 
starts at around 300 °C.
No single technique can uniquely characterize the inter­
facial reactions. Here we have employed techniques to mea­
sure elemental depth distributions, chemical phases, as well 
as sheet resistance. The most common methods for elemental 
depth profiling are Rutherford backscattering spectrometry 
(RBS), secondary ion mass spectrometry (SIMS), and 
sputter-Auger electron spectroscopy (AES). All of these 
techniques suffer from restrictions in their applicability to the
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present problem. RBS may yield ambiguous results because 
o f  interfering signals from different elements and low mass 
impurities may be hidden under the large signal from the 
bulk. Furthermore, Ga and As are troublesome to analyze 
separately because o f  the small mass difference. SIMS and 
sputter-AES suffer from problems with matrix effects. These 
may be associated with different ionization probabilities 
from the multiple phases in the reacted film (and may also 
lead to loss o f  homogeneity in the sputter crater due to dif­
ferent sputter erosion rates).
In this work elemental depth distributions were deter­
mined using mass and energy dispersive recoil spectrometry 
(RS) which is a fairly new ion beam analysis technique.6'14,15 
The principal advantages with mass and energy dispersive 
RS are that both light and heavy elements can be separately 
studied simultaneously and that problems caused by chem i­
cal matrix effects are avoided since the technique is based on 
high-energy nucleus-nucleus scattering. In this study five 
sam ples were analyzed using 77 MeV 127i 10+ ions as projec­
tiles. This permitted separation o f  C, O, Si, Co, Ga, and As.6 
The mass resolution is poorer for the larger recoil masses but 
generally it can be improved by increasing the recoil energy 
through use o f  a higher projectile energy16,17 and/or a higher 
projectile mass. Two other samples were analyzed using 70 
M eV 197A u 13+.
The sam ples were also analyzed using standard x-ray 
diffraction (XRD), scanning electron microscopy (SEM) and 
x-ray photoelectron spectroscopy (XPS) techniques.
II. MATERIALS AND METHODS
A. Sample preparation
Undoped 2 in. (100) GaAs wafers were exposed to a 
standard predeposition cleaning procedure consisting o f a 1 
min dip in trichloroethylene, acetone, and propanol, respec­
tively. This was followed by a 5 min wash in a mixture of 
HC1:H20  (1:2) and a 15 s rinse in de-ionized water. The 
wafers were blown dry in nitrogen and subsequently loaded 
into the deposition system. The metallization was performed 
in a Balzer electron-gun evaporation system of type UMS- 
500. The base pressure prior to deposition was in the low 
10~5 Pa region. 50 nm cobalt was deposited on the GaAs 
wafers sequentially followed by 220 nm Si which corre­
sponded to a Si/Co atomic ration of 2.41. The deposition 
rates were about 0 .2 -0 .6  nm/s.
Heat treatments were performed in a vacuum furnace 
equipped with a load-lock station ensuring a base pressure of 
10-5  Pa. The duration was 1 h at temperatures of 300, 400, 
500, 600, and 700 °C, except for two samples annealed at 
350 °C for 2 and 8 h, respectively.
B. Recoil spectrometry
In order to achieve the mass separating power needed to 
separately profile Ga and As, the use o f high-energy heavy 
ions was a necessity. The measurements o f the as-deposited 
sam ple and the samples annealed at 300, 400, 500, and 
600  °C for 1 h were carried out using the “ ANTARES” FN 
tandem accelerator at Lucas Heights, which provided 77 







FIG. 1. The recoil spectrometry geometry for the two experimental setups; 
(a) Lucas Heights, (b) Uppsala.
a scattering chamber with beam incidence and recoil exit 
angles of 60° and 75°, respectively, relative to the sample 
surface normal [Fig. 1(a)].
Two samples (one annealed for 8 h at 350 °C and one 
annealed for 1 h at 700 °C) were analyzed using the EN 
tandem accelerator at The Svedberg Laboratory in Uppsala. 
For these measurements 197A ul3+ ions at 70 M eV were em ­
ployed. The geometry was slightly different since both the 
angle o f  incidence and exit were 67.5° relative to the sample 
surface normal [Fig. 1(b)].
The ToF-E detector telescope17-19 (employed to detect 
the recoiling target nuclei) was the same for both measure­
ments. It consists o f two carbon foil time-zero detectors with 
a variable flight path between them followed by a silicon  
diode detector. The flight length for the measurements in 
Lucas Heights was 437.5 mm while it was 738 mm in Upp­
sala. The silicon energy detector was placed 25 mm behind 
the second time detector. In this investigation the energy de­
tectors (two similar ones were used) were 100 mm2 ion- 
implanted silicon detectors (SiTek20). The recoiling target at­
oms were detected at an angle of 45° relative to the incoming 
l27I ions (Fig. 1). More experimental details o f this setup are 
found in Ref. 6. The depth resolution at the surface was 
found to vary between 20 and 40 nm full width at half­
maximum (FWHM) depending on recoil atom and matrix for 
the samples analyzed with I27l 10+ as well as those analyzed 
using i 9 7 A u i 3 + . At the GaAs interface the depth resolution 
had decreased to approximately 4 0 -6 0  nm FWHM.
The mass o f each individual recoiling target atom can be 
assigned from the measurement of its time-of-flight and en­
ergy. This makes it possible to separate the recoil energy 
spectra (depth distributions) for the different elements in the 
sample. The recoil spectra presented in this work can be 
interpreted in a manner similar to RBS spectra except that
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each spectrum only contains the signal from a single e le­
ment.
Generally, the response o f the silicon energy detector is 
somewhat nonlinear thereby it is difficult to establish an en­
ergy calibration. To overcom e this problem we have recently 
developed a new calibration method21 that takes advantage 
o f the almost perfect linearity in the time-of-flight measure­
ment. This calibration procedure was employed for evaluat­
ing the data in this investigation.
Converting the time-of-flight to energy can often im­
prove the energy resolution considerably. This was not the 
case in this investigation because the ion and recoil energies 
were greater than em ployed in previous investigations13,15 
and (in the Lucas Heights measurements) a shorter flight 
length was used. In the Uppsala measurements a malfunction 
in the time analog to digital converter (ADC) degraded the 
mass resolution to the extent that the Ga and As signals could 
not be separately characterized and introduced considerable 
uncertainty in the trailing edge o f the Co signal (in Fig. 9 at 
depths greater than 150 nm).
C. X-ray diffraction
Phase analysis was performed by XRD using a Siemens 
D 5000'diffractom eter with CuXar radiation (A = 0 .15418 
nm). The measurements were made using a standard 0-26  
arrangement as well as a grazing incidence (incident angle 
2°) setup. Theoretical diffraction patterns for the possible 
phases were calculated in order to simplify the identification. 
These were made using the program LAZY PULVERIX22 and 
input values for unit cell dimensions and atom positions were 
taken from Pearson's H andbook o f  Crystallographic D ata  
fo r  In term etallic  Phases In general, these films exhibited 
strong texturing and therefore the identification was based 
only on the interplanar spacing corresponding to significant 
diffraction peaks.
D. Scanning electron microscopy
For the morphological characterization o f the interfaces 
and surfaces, cross-sectional micrographs of cleaved samples 
as well as micrographs o f  the surfaces were measured using 
a (JEOL JSM -6400F) scanning electron microscope.
E. X-ray photoelectron spectroscopy
Examination o f the chemical state o f the remaining sili­
con at the surface in the 500, 600, and 700 °C annealed 
samples was carried out using XPS. A Perkin-Elmer PHD  
5500 system  was used for this purpose. In order to remove 
the native oxide and adsorbed oxygen, the surface was sput­
tered using Ar+ ions for 5 s before measurement.
Si 220 nm 
Co 50 nm
GaAs
s u b s t r a t e
300 400 500 600as  dep .
ANNEALING TEMPERATURE (°C)
FIG. 2. Electrical sheet resistance vs annealing tem perature for 1 h duration 
anneals.
annealed at 700 °C [Fig. 3(b)] where large grains appeared 
all over the surface.
The RS, XPS, cross-sectional SEM, and XRD results are 
presented in Figs. 4 - 1 2  and will be discussed below  in order 
o f anneal temperature. The yield in a RS spectrum is propor­
tional to the concentration o f  an elem ent but note that the 
yield o f  the normalized RS spectra from different elem ents 
cannot be compared. The recoil cross section c losely  follow s 
the Rutherford cross section for recoils. This im plies that the
1 Jim
:• Vv'iL •>
I  K w t
811S1
8 ® K  
m m I
a) 600 *C
III. RESULTS AND DISCUSSION
The sheet resistance measurement (Fig. 2) indicated that 
a low resistivity surface layer was formed after annealing at 
temperatures o f  500 °C and above.
SEM micrographs o f  the surface showed that the surface 
morphology was the same for all samples [similar to the 
600 °C annealing presented in Fig. 3(a)] except for the one
b) 700 *C
FIG. 3. SEM micrographs showing the surface morphology: (a) 600 and (b)
700 °C.
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TABLE I. W idths associated with the leading and trailing edges o f  Si, Co, Ga, and As in the recoil spectra from 
samples annealed for I h and analyzed with the iodine-beam  [Fig. 1(a)]. The edge w idths are defined as the 
12 % -8 8 %  step height value.
Element edge W idth (keV )
A nnealing as-deposited 300 °C 400 °C 500 °C 600 °C
Si-leading 750 750 750 750 750
-trailing 1400 2300* 2650* 1300 1300
C o-leading 1600 1550 1750* 1450 1450
-trailing 1900 2300* 2500* 2100 2100
G a-leading 2500 5400* 5600* 2400 2400
A s-leading 2600 5300* 5300* 2550 2550
‘Som e widths w ere difficult to define because they were not shaped like erro r functions (and could include 
steps). This could be associated with nucleation together w ith interfacial grow th, non-uniform  phase form ation 
o r sim ply poor pulse statistics. The uncertainty o f those values is large. The uncertainty o f  the other values is 
less than 10%.
yield o f  recoils from a layer with homogeneous distribution 
o f  a certain element, increases as the recoil energy decreases 
(increasing depth). The yield is also dependent on the matrix 
because o f differences in stopping cross section.
The edge widths in the RS spectra are o f interest because 
they can indicate diffusion rates (although the change o f  
depth resolution with energy and matrix must be 
considered).13 The edge widths are defined as the 12% -88%  
step height value, which corresponds to the FWHM o f a 
Gaussian broadening, listed in Table I.
A. Reference sample
The Si signal in the RS spectrum (Fig. 4) is indicative o f  
a uniform Si layer. The trailing edge is sharp (1400 keV) 
which supports assumptions that very little interdiffusion has 
taken place. The Co signal exhibits no well-defined plateau
because the depth resolution is o f  the same magnitude as the 
width o f the Co layer (50 nm). The Ga and As spectra (Fig. 
5) are similarly shaped and have comparable widths. The 
approximate depth scale in Fig. 4 was derived using the STO P 
code24 and from the known layer thicknesses assum ing a 
density o f  Si and Co that is 90% of their bulk density. This 
density was assumed due to the partly amorphous deposited 
layers and resulted in that the number o f deposited atoms 
were 9 .9 X 1 0 17 and 4.1 X 1 0 17 atoms/cm2 for Si and Co, re­
spectively.
Figure 6 shows that there are C and O at the surface and 
that there is som e C at the Co/GaAs interface. There is a 
fairly uniform, and low, distribution o f  O within the sample. 
The O concentration is higher in the overlayers than in the 
bulk. Counting statistical limitations prevent a more detailed 
discussion regarding C and O distributions.
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FIG. 6. As Fig. 4, (a) C  and (b) 0  recoils.
No evidence o f any reaction could be seen in the XRD  
spectrum and only peaks associated with Co, Si, and GaAs 
were observed. [The deposited Si and Co layers are clearly 
distinguishable in the cross-sectional SEM micrograph in 
Fig. 10(a).]
B. 300 °C
From recoil data (Fig. 4) it is evident that Si has started 
to react with Co. There is no wide plateau in the Si trailing 
edge which makes stoichiometric calculations based on the 
yield in an interval with constant yield difficult.13 It can thus 
be concluded that any uniform layer in this interface is not 
wider than ~ 5 0  nm. From the point “A” [Fig. 4(b)] towards 
higher energies in the Co spectrum there is some suggestion 
of a plateau which could be indicative of, e.g., a layer o f  
Co2Si. Indications o f this can also be seen in the XRD spec­
trum (Fig. 7) where peaks from Co2Si appear accompanied 
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DG. 7. X -ray D iffraction data for sam ples annealed at 300, 350, and 400 °C 
for different durations.
tween Co and Si is expected at temperatures o f  350 °C and 
above. The early start at 300 °C may be a consequence o f the 
partly amorphous Si layer.
Inspection o f the recoil data (Figs. 4 and 5) also reveal 
that Co has started to react with GaAs. This is apparent from 
the increased widths and the spread to higher energies o f Ga 
and As leading edges and by the Co trailing edge. The step­
like features of the Co trailing edge may indicate thin layers 
o f constant stoichiometry. Point “ A” is also indicated in the 
Co spectrum for 400 °C since the spectrum around that point 
is very similar to the Co spectrum for 300 °C. It could indi­
cate a demarcation line between the Ga and As front edge 
and the Si trailing edge. In the XRD spectrum (Fig. 7) the 
Co(Ga.As) phase is observed. This phase can be indexed 
using the orthorhombic CoAs unit cell reported by Selte and 
Kjekshus25 and can be described as a substitutional solid 
solution o f Ga in CoAs. Som e authors refer to this phase as 
Co2GaAs. It is also possible that some amount o f  CoA s and 
CoGa can be present in the Co/GaAs interface.
No depth scales have been calculated in the RS spectra 
for this temperature. To calculate a depth scale in nm the 
knowledge o f phases that are present and densities are essen­
tial. A rough estimate o f the depths can be obtained by inter­
polating between the scales for 600 °C and as-deposited.
There are still two peaks in the C spectrum (Fig. 6). The 
interface peak has moved to a slightly higher energy. This is 
not necessarily indicative o f an outward diffusion since 
higher stopping cross section gives the same result. The O 
spectrum exhibits a drastic change from the as-deposited 
case. There are definitely two peaks associated with the 
GaAs interface and the surface (the third one in the middle 
may  arise from poor statistics).
[The cross-sectional micrograph in Fig. 10(b) is signifi­
cantly different from the as-deposited micrograph. The Si 
layer seems homogeneous but the Co layer has reacted and 
formed an inhomogeneous area which is in accordance with 
the RS and XRD results.]
C. 350 °C
Two different annealing times, 2 and 8 h, were used. The 
intention was that the low-temperature phases should de­
velop during extended annealing and thus give a better 
chance o f  identification.
The XRD data (Fig. 7) indicate that after 2 h o f heat 
treatment, the Co2Si which formed at 300 °C has almost dis­
appeared. Except for the (220) peak o f Co2Si (which is 
barely distinguishable), CoSi and Co(Ga,As) are now the 
only phases present as seen by XRD. The presence o f  a 
diffraction peak at about d = 0.2027 nm (2 0 = 4 4 .7 1 °) can be 
attributed to both Co2Si and CoGa. The extended hom oge­
neity range o f CoGa as well as the limited number o f pos­
sible diffraction peaks make reliable identification very dif­
ficult. Least-squares refinement o f the Co(G a,As) unit cell 
dimensions reveals a slightly smaller unit cell than the CoAs 
one. The dimensional decrease is in consistency with the 
expectations from comparing the Ga and As atomic radii 
(0.122 and 0.125 nm). After an 8 h heat treatment the first 
signs o f CoSi2 formation can be seen, while CoSi and 
Co(Ga,As) are still the dominating phases.
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FIG. 8. As for Fig. 4, (a) Si and (b) Co single spectra from  sam ples analyzed 
w ith the 70 M eV l97A u l3+ ions [Fig. 1(b)].
The recoil data o f  the Si and Co signals for the sample 
annealed for 8 h are presented in Fig. 8. The resemblance 
with the 300 and 400 °C spectra in Fig. 4 is obvious although 
the tail o f  the Si signal seems to extend further into the 
sample. As mentioned in Sec. II the uncertainty in the Co 
trailing edge for this sample is large because o f interference 
with Ga. Although it was not possible to separate Ga from As 
(for this sample) it was possible to study the sum o f  the Ga 
and As signals which behaved in a manner similar to the 
corresponding spectra for the 300 and 400 °C.
D. 400 °C
The recoil data (Figs. 4 and 5) are quite similar to the 
300 °C case and only small differences can be seen. Point 
“ A” in Fig. 4 may also indicate here the demarcation line 
between the bulk elements and Si. The XRD data (Fig. 7), 
however, has drastically changed and suggest that the forma­
tion o f C oSi2 is almost completed and only small amounts o f  
CoSi and Co(G a,As) remains. The recoil data reveal, how­
ever, that this is not the case. This apparent contradiction 
may be understood if, during the transformation o f Co2Si to 
C oSi2, both are simultaneously present but only the latter is 
in an ordered state and can contribute to the X-ray diffraction 
signal. In addition, texture effects might suppress the diffrac­
tion signals from Co2Si. There is still a Si layer o f about 100 
nm near to the surface. Below this layer there is probably a 
thin layer o f C oSi2 denoted by the letters “C ” and “ D ” in 








FIG. 9 X -ray diffraction data for the samples annealed at 700  °C fo r 1 h.
The cross-sectional micrograph is largely similar to the 
300 °C annealing. The area in which a reaction is perceptible 
is, however, wider and the grains are slightly larger.
E. 500 °C
C oSi2 was the only phase that could be detected by XRD  
(except for GaAs). Figure 9 shows the XRD data for the 
700 °C sample which are similar to the data for the 500 °C 
sample. Stoichiometric calculations on RS data also show  
that a fairly uniform layer o f CoSi2 has formed. The energy 
width o f  the Ga and As edges are reduced and even smaller 
than for the as-deposited sample. This is due to the lower 
stopping cross section o f  Ga and As in C oSi2 compared to Co 
but it is also indicative o f lack o f reaction with the overlayer. 
The cross-sectional micrograph [Fig. 10(d)] also indicates 
that the interface is sharp and that grains (probably o f  C oSi2) 
appear across the thin film overlayer.
There is a small, but significantly increased, Si signal 
from the near-surface indicated in Fig. 4. Since the atomic 
ratio o f  Si and Co is 2.41 there is an excess o f  1 .7 X I0 17 
Si-atom s/cm 2 after C oSi2 formation (4 .1 X 1 0 17 C oSi2 
m olecules/cm 2). This corresponds to a uniform Si layer o f 34 
nm thickness. Co was not seen in the XPS analysis o f  the 
surface and the high-energy edge o f the Co signal in the RS 
spectrum is slightly shifted to a lower energy (—550 keV, 
which corresponds to 17 nm in Si). Table I shows that the Co 
step at the surface is 1450 keV which corresponds to a depth 
resolution o f 44 nm in Si and 23 nm in CoSi2 . The FWHM  
o f the Si “surface peak” in the recoil spectrum is approxi­
mately 700 keV (corresponding to 36 nm in Si and 19 nm in 
C oSi2) which is less than the 750 keV resolution at the sur­
face. This is consistent with the XPS measurement that re­
vealed that the silicon on the surface was both partly oxi­
dized and partly pure. Figure 11 shows a region o f  the XPS 
spectrum for the 600 °C sample. The spectrum for the 
500 °C sample was similar. In the cross-sectional micrograph 
[Fig. 10(d)] it is also possible to distinguish a narrow layer at 
the very top arising from elemental Si and S i0 2 [this narrow 
layer is more easily seen in the micrograph for the 600 °C 
annealing in Fig. 10(e)]. It is also clear from the recoil spec­
trum in Fig. 6 that oxygen is present in the surface layer and 
probably the layers below  this. The “bulk peaks” which 
were seen in the C and O recoil spectra for the 300 and 
400 °C annealings are not seen in Fig. 6. This is probably 
caused by the rapid formation o f  the thermodynamically 
stable CoSi2 phase which prevented further reactions to take 
place. A gradient in the O concentration towards the surface 
can be distinguished which may indicate O out-diffusion.
F. 600 °C
The XRD spectrum is similar to the spectrum for the 
500 °C sample (Fig. 9). The Si recoil data (Fig. 4) are quite 
similar to the 500 °C data although the enrichment o f Si at 
the surface is more pronounced. The Ga and As edges (Fig 
5) are sharp, indicating a stable overlayer and the C and C 
spectra (Fig. 6) are similar to the 500 °C spectra.
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FIG. 10. C ross-sectional SEM  micrographs: (a) as-deposited, (b) 300. (c) 
400 (d) 500 (e) 600. and (f) 700 °C. The left (black) hand s.de o f the 
micrographs is from  above the surface, the center part is the thin film and 
the right hand side is the bulk GaAs.
In the XPS spectrum (Fig. 11) is seen a peak associated 
with Si and another associated with S i0 2 as in the 500 °C 
case.
The cross-sectional micrograph [Fig. 10(e)] indicates a 
sharp interface. The grains which appeared in the 500 °C 
annealing are somewhat larger here and they appear all 
across the thin film overlayer.
G. 700 °C
The “surface peak” in the Si-recoil energy spectrum 
(ftg- 8) has disappeared and the leading edge is sharp, 900






FIG. 11. Si and S i0 2 region o f the XPS spectrum  for the sam ple annealed at 
600 °C for I h. No cobalt signal was detected.
keV FWHM (which corresponds to 31 nm in C oS i2). The 
trailing edge is broad. The Co signal is indicative o f a uni­
form layer extending from the GaAs interface to the surface. 
The leading edge o f Co is 2100 keV FWHM (corresponding 
to 44 nm in CoSi2). This value is relatively high which may 
indicate a nonhomogeneous surface layer. In contrast to the 
500 and 600 °C data, the Co signal extends all the way to the 
energy corresponding to Co recoils from the surface (24 829 
keV). This is confirmed by the XPS data (Fig. 12) where two 
Co peaks can be seen. These two peaks were not seen in XPS 
spectra from the 500 and 600 °C annealing. The leading edge 
o f the sum o f the Ga and As recoil energy distributions 
seems, however, to be reasonably sharp and closely  similar 
to the data from the 500 and 600 °C samples.
The XRD spectrum presented in Fig. 8 is similar to the 
spectra from the 500 and 600 °C samples.
The interface as seen in the cross-sectional micrograph 
[Fig. 10(f)] is still sharp. There has, however, been consid­
erable grain growth and some grains extend all the way from 
the interface to the surface (—200 nm). The observation that 
the Si “surface peak" has disappeared and the extension o f  
the Co distribution all the way to the surface suggest that the
700° c
SiC>2








FIG. 12. XPS spectrum for the sam ple annealed at 700 °C for 1 h. (a) T he 
Si and S i0 2 signal region, (b) The Co signal region.
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FIG . 13. T entative schem atic descrip tion  o f  the reaction processes for the 1 
h annealings.
excess Si is either distributed within the CoSi2 layer or mi­
grated to the C oS i2/GaAs interface. This might be a conse­
quence o f  the marked grain growth in the CoSi2 layer at 
700 °C because the resulting grain boundaries will provide 
an easy diffusion path from the surface. The broadening o f  
the Si trailing edge might be indicative o f  Si buildup at the 
C oSi2/G aA s interface, however, this is not conclusive as it 
may also be associated with the rougher surface morphology 
[Fig. 3(b)] for the 700 °C samples, as compared to the 
samples annealed at lower temperatures (*s600 °C).
A tentative description o f the phase formation sequence 
based on these new data and on previous investigations5 is 
shown in Fig. 13. The conditions where equilibrium phase 
diagrams are established are abrogated in this thin film study. 
There is essentially an infinite supply o f bulk GaAs but a 
finite supply o f  Co and Si. The reaction is limited by atomic 
transport processes in the films and semiconductor and equi­
librium may not be achieved. The presence o f impurity-like 
oxygen also makes the situation more complicated. Under 
these conditions metastable phases may form and more 
phases than predicted by Gibb’s phase rule may coexist. This 
means that ternary and even quaternary metalloid phases 
may form. The sequence o f  compound formation in thin 
films depends strongly on reaction kinetics. The kinetics o f  
the Co/G aAs and Co/Si system s have been studied previ­
ously and the samples in this investigation can originally be 
considered as com posed o f both systems.5 There are several 
equilibrium silicide phases; Co2Si, CoSi, and CoSi2. It is 
difficult to predict which phases may appear during anneal­
ing in these thin film samples since thermodynamic rules 
may not be applied here. Previous studies4,5,26 have shown  
that C o2Si forms first (with Co as the main diffusing spe­
cies). At higher anneal temperatures CoSi forms (with Si as 
the main diffusing species) and finally CoSi2 forms by a 
nucleation process where Co is the main moving species. 
The present data support such a sequence o f phase formation.
The kinetics o f the Co/GaAs interface is not very differ­
ent from the Co/Si system and has recently been subject to 
som e study.5,11-13,26,27 The reaction sequence for that system  
is Co/GaAs—*Co(Ga, As) —>CoGa+CoAs. Clearly, the
CoSi^GaAs system is an interesting system  in the context o f  
metallization because a thermally stable interface may be 
formed. The main limitation arises from grain growth. Som e  
grains in Fig. 10, for example, extend all the way through the 
thin film which is approximately 200 nm thick.
IV. CONCLUSIONS









No detectable reaction between the GaAs bulk and the 
CoSi2 overlayer could be established for the samples 
annealed at 500, 600, and 700 °C. This indicates that 
CoSi2/GaAs formed by thermal reaction constitutes a 
low electrical resistance metallization with high- 
temperature stability.
Cross-sectional micrographs indicated that the 
GaAs/CoSi2 interface was sharp and that considerable 
grain growth took place as the annealing temperature 
was raised from 600 to 700 °C.
The excess surface Si stayed near to the surface and 
did not migrate to the GaAs during heat treatments at 
500 and 600 °C for 1 h.
Annealing the sample for 1 h at 700 °C may lead to 
the loss o f  excess surface Si probably into the C oSi2 
layer and/or GaAs substrate.
A reaction between Si and Co was observed already at 
300 °C when annealed for 1 h.
The data support the suggestion that the phase forma­
tion sequence between Co and Si is
Co2S i—>CoSi—>CoSi2 .
The data support the suggestion that the phase .forma­
tion sequence between GaAs and Co is
Co(Ga,As)—»CoGa+CoAs.
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A time of flight (TOF) method has been employed to study the response of silicon diode detectors to low energy (0.05-0.2 A 
MeV) recoiling nuclei from heavy ion collisions. The response function of five different silicon diode detectors to low energy 12C, 
31P and 81 Br recoils has been investigated and closely follows a straight line law for each recoil isotope. A simple relation between 
energy, pulse height and mass number, can be applied to establish an energy scale for the low energy recoils, provided that detector 
specific constants are used. The energy resolution of silicon diode detectors was comparable to that of surface barrier detectors but 
varied considerably from one detector to another.
1. Introduction
The detection and identification of recoiling nuclei 
from heavy ion collisions is of great interest because of 
the information obtainable about the reaction dynam­
ics. Recoiling target residues (of masses ranging from 
about half of the target mass up to the target mass and 
energies less than 0.5 A  MeV) carry information about 
the reaction plane, the impact parameter and the mo­
mentum transfer.
In fixed target experiments the vast majority of such 
low energy (0.05-0.2 A  MeV) recoils is completely 
stopped in the target foil, but the combination of 
intense circulating beams and of extremely thin gas-jet 
targets (<  1014 atoms cm -2 thick) at storage rings 
opens the possibility of detection of these recoils using 
electronic detectors. For this purpose we are develop­
ing a time of flight (TOF) energy detector telescope 
system for the identification of the recoil mass, energy 
and emission angle. The recoil velocity (and hence 
energy per nucleon) will be determined from the TOF 
between a pair of thin carbon foil time detectors, 
whilst the total energy and position (angle) will be 
measured using a silicon diode detector, in which the 
recoils will be completely stopped. In this way the mass 
is determined and this, coupled with the angle, allows 
the recoil momentum vector to be completely deter­
mined.
Silicon diode detectors with both p-n  [1,2] and 
p - i-n  [3] doping configurations have been proposed as
alternatives to conventional A u /S i  surface-barrier d e ­
tectors [4,5]. In particular silicon p - i - n  and p - n  d e te c ­
tors have lower leakage currents than surface-barrier  
detectors (low  noise contribution). T hey are a lso  co m ­
patible with the requirem ents o f  U H V  system s, such as 
storage rings, because they can w ithstand heat treat­
m ent to  a few hundred °C during bakeout. T h e  re­
sponse (output pulse size with particle energy) o f  sili­
con d iod e detectors to heavy ion im pingem en t is gov­
erned by:
a) the fraction o f  the energy that is d ep o s ited  in 
electronic processes;
b) the efficiency by which this d ep o sited  energy is 
transferred to e le c tr o n -h o le  pair production;
c) the collection efficiency for e le c tr o n -h o le  pairs. 
C onsidering first a), the fraction o f  energy d ep o sited  in 
electronic processes includes both the contribution  
from the primary particles and the contribution  from 
the cascade o f  energetic secondary recoils resulting  
from nuclear scattering. In b) the energy d ep o sited  in 
electronic processes will not all be converted  to e le c ­
tro n -h o le  pair production because o f  the production  
o f  X-ray photons, phonons, secondary e lectro n s etc. c) 
is primarily determ ined by the e lectr ic  field d istr ibu­
tion over the region where the incom ing particle is 
stopped. This will be strongly a ffected  by the slope, 
position and width o f  the potential barrier, low field  
(contact) regions and passivating oxide layers, and thus 
by the junction configuration e .g . surface barrier, p f -n ,  
p - i - n  etc. In addition the dense  e le c tr o n -h o le  plasm a
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along  the ion track may strongly modify the electric  
field and thus the co llection  efficiency along the track. 
For high energy ions ( > 1 / 1  M eV ) the response is very 
c lose  to  linear. H ow ever for low energy recoils (0 .0 5 -0 .5  
A  M eV ), which are o f  interest for our applications, 
there is no a priori reason why it should be so. The  
branching changes because the fraction o f  energy d e­
p osited  in nuclear collisions becom es larger as the 
en ergy  decreases [6]. M oreover the density o f  the e le c ­
t r o n -h o le  plasm a is sufficiently high along the ion 
track for recom bination to take place [7], We antici­
pate that a significant fraction o f  the projectile energy  
will b e  deposited  in electronic processes close to the 
d etecto r  surface. C onsequently, one expects the re­
sp o n se  to be d epend en t on the e lectro n -h o le  co llec­
tion effic iency  just below  the surface. This will be 
governed  by the presence o f layers which have low 
co llectio n  efficiency ( S i 0 2 passivating layers, metal 
co n tacts etc .) and the field in the surface region. In 
p - i - n  and p -n  d iod es the charge collection from the 
u n d ep le ted  low-field region o f  the thin p-layer may 
also  contribute through the funneling effect or diffu­
sion  in the weak electric field [8,9], It has been custom ­
ary to  consider these  effects in term s o f window (or 
dead layer) th icknesses [10 -13] and mass and pulse 
height defects [1 2 -1 7 ]. H owever in view o f the com plex  
branching betw een the different processes, com parison  
in term s o f  such a universal m odel is clearly inappro­
priate.
T h e  use o f  a T O F  m ethod [13] to tag the recoil 
nuclei that im pinge on the silicon energy detector with 
their energy, offers a number o f advantages for probing 
the d etector  response which can be summarized as 
follow s: It is a sim ple m ethod to determ ine the energy 
per m ass unit for each recoil with minimal perturba­
tion o f  energy and direction. The technique has good  
energy  resolution , especially  for low energy recoils (e.g. 
25 keV  FW H M  for 0.1 A  M eV 4(,Ar ions with 1 m 
flight length and time resolution o f 500 ps FW HM
[18]). It is easy to calibrate and, in com bination with a 
con tin u ou s spectrum  o f  particles such as that o f  the 
e la stic  recoils from a thick target as used here, it allows 
rapid m easurem ent o f  the response o f a detector over 
a w id e  range o f  energ ies sim ultaneously (instead of 
requiring a change o f  beam  energy for each data p o in t).
T h e  objective o f  the present work is to investigate:
i) T h e response function o f five different silicon 
d io d e  d etectors to heavy ions using the TOF technique  
discussed  above.
ii) Procedures for establishing a relation between  
p u lse  height and energy for recoil nuclei with different 
m asses.
iii) T he energy resolution, since the previous study
[19] show ed that the dom inant contribution to the mass 
resolu tion  o f  a T O F -E  detector telescope is associated  
w ith  the energy resolution of the silicon diode detector.
2. Experim ental
T he m easurem ents were carried out using the ion 
beam  analysis facility o f  the Royal Institute o f  T ech n o l­
ogy, Stockholm . T he T O F -E  d etector  te lesco p e  system  
and the experim ental setup are described  in ref. [19],
Five p - i - n  d iode detectors w ere investigated: two  
identical diffused junction detectors (10  mm diam eter), 
originated from A m e [20]; two (10 X 10 m m ) identical 
detectors from SiTek [21] and on e  bakeable in tertech ­
nique IP B -100-50 detector [22], In all cases the d e ­
pleted layer thickness was very m uch greater than the  
range o f  the recoil nuclei. T he bias voltages corre­
sponded to the maximum perm itted reverse bias vo lt­
age. N one o f  the detectors had previously been ex ­
posed to heavy ion irradiation with the exception  o f  the 
intertechnique detector, which was heat-treated  at 
225°C for 1 h prior to the experim ent in an attem pt to 
rem ove ion-induced dam age.
T he time detectors, which generate  the s ta r t /s to p  
signals for the T O F  m easurem ents w hen the recoil 
nuclei pass through a 5 pLg c m -2  thick carbon foil, are 
o f  the design due to Busch et al. [23].
The tim ed flight length betw een the foils was 738  
mm. The projectile ions were 48 M eV  8 lB r8 + which  
were obtained from the Svedberg L aboratory’s tandem  
accelerator. T he ion beam was co llim ated  to  2 mm  
diam eter.
R ecoiling i :C and 11P and scattered  81 Br nuclei 
with a continuous energy distribution over the range o f  
interest were obtained using the standard glancing  
in c id en ce /ex it  configuration for m ass and energy d is­
persive recoil spectrom etry [24,25], T h e targets w ere  
m ounted onto  a 20 position target w h eel fitted  to a 
goniom eter in a scattering cham ber. T he d etector  te le ­
scope [19] was contained in a side arm to  the scattering  
cham ber, and the particles sc a tte r e d /r e c o ilin g  w ere  
detected  at 45° to the incident beam  direction . T hick  
carbon and G aP targets were used. T h e  recoiling and  
scattered nuclei arc listed in table 1 togeth er  with their  
maximum energies which correspond to elastically  sca t­
tered recoiling nuclei from the surface layer o f  the  
target. T hese were obtained from eqs. (5 ) and (6) o f  ref
[19].
Table I
Target Process Nuclei Energy [MeV]
Polished graphite Recoil ' -c 10.80
( i a P Recoil Up 19.22
An/Si Scattered 81 Br 37.52
H '- f .
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3. Results and discussion
3.1. D a ta  A nalysis
T he data for each silicon detector was analysed  
off-lin e  using a sorting code  described in ref. [19] which  
generates tw o-dim ensional energy vs tim e and mass vs 
tim e histogram s as well as histogram s o f the mass, 
energy and tim e distributions.
T he time scale was established from the edges in 
the tim e spectra corresponding to scattered 81 Br and 
recoiling l2C and 31P from the surface layer o f the 
target. A  small correction was applied for the energy  
loss in the foil o f  the first tim e detector. The true 
energy o f  each  recoil entering the silicon detector  
could  then be determ ined from the T O F  after a similar 
correction had been em ployed for the energy loss in 
the foil o f  the second time detector. T he energy losses 
were calculated  using Z ieg ler’s et al. STO P code [26]. 
T he calibration line is shown in fig. 1. N o correction  
was attem pted for constant baseline shift in the e le c ­
tronics.
T he data was subsequently sorted to yield for each  
isotope, the pulse height spectra from the silicon detec­
tor in energy slices o f  5 A  keV  width, for a series o f 
recoil energies. The windows in the time distribution 
corresponding to the energy slices are indicated in figs. 
2 a -2 b . For each o f  the small energy intervals the first 
and second  m om ent o f the pulse height distribution  
from the silicon detectors were determ ined by fitting 
G aussian distributions to the data.
3.2. Pulse h e ig h t-reco il energy relationship
Fig. 3 shows the pulse height vs recoil energy for a 
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Fig. I. Time calibration from the positions of surface edges of 
,2C and 31P recoils and KIBr scattered from ,97Au for a 48 
MeV 81 Br incident beam. The error bars represent the spread 


















Fig. 2. (a) Time distribution and (b) the energy spectrum for 
l2C recoils in the SiTek 2 detector. The time windows are 
indicated in (a) and the corresponding energy distributions, 
(normalized to the same area) are shown in (b).
o f fig. 3 shows that the pulse height vs energy closely  
follows a straight line law over the energy region co n ­
sidered here for each individual isotope. The apparent 
system atic shift in the response with increasing A  is 
associated with both a change in slope and intercept o f  
the pulse height vs energy plot. This straight line 
behaviour was also observed for all the other detectors  
investigated, although the slop es and intercepts d if­
fered even between detectors from the sam e m anufac­
turer. This confirms the straight line response (and  
apparent shift o f  this line) o f silicon diode detectors for 
low energy l2C and 63Cu nuclei reported previously in 
ref. [22]. Figs. 4 and 5 show the slopes and intercept o f  
straight lines fitted to the energy vs pulse height data  
as a function o f mass num ber for the different d e te c ­
tors. It can be clearly seen  from figs. 4 and 5 that the  
intercept and slope are in good  agreem ent w ith a 
straight line dependence. C heck points for 69G a lay 
within reasonable error lim its o f  the fitted lines. T h ese
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Fig. 3. Pulse height vs energy for the SiTek 2 detector. The 
lines represent straight line fits to the data. The errors associ­
ated with the uncertainty in determining the pulse height are 
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Fig. 4. Variation of the slope of the energy vs pulse height 
plots with mass number A , for different detectors.
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Fig. 5. Corresponding plot of the channel-zero energy of the 
energy vs pulse height plots with mass number A , for differ­
ent detectors.
data points were excluded from the fitting because o f  
bias associated with cross talk from 71 G a, which could  
not be satisfactorily separated in the present setup [19]. 
This strongly suggests that the sim ple em pirical calibra­
tion:
E ( X ,  A )  = ( C , A  + C 2) X  + C 3A  +  C4 , (1 )
proposed by Schmitt et al. [27-29] can be used over the 
energy and mass range o f interest here. In eq. (1) X  
denotes pulse height in channels and C, through C4 
are constants that vary from detector to detector, and 
can be determ ined by straight line regression as in figs. 
4 and 5. The deviation between the true energy deter­
m ined from the T O F and eq. (1) for the different 
detectors ranged from 0.5 to 4.5% for 12C, 1.0 to 2.0%  
for 31P and 0.5 to 1.5% for 81 Br. It should be borne in 
mind that since the straight lines were regressed to 
recoils o f  three m asses the above uncertainties are a 
m easure o f the uncertainty in how well eq. (1) fits our 
data rather than an absolute uncertainty o f  the m ethod. 
The origin o f these detector to detector d ifferences is 
unclear. However one may speculate that, because the 
detectors are all similar from a stopping viewpoint, the 
differences are associated with variations in charge 
carrier collection. Here variations in the average e le c ­
tric field [7] close to the detector surface may lead to 
differences in charge carrier collection efficiency [34,1]. 
The effect is unlikely to be associated with radiation 
dam age because the total doses are about 10% those 
reported by Gujrathi et al. [1] to give a doubling o f the 
virgin leakage current.
Provided the constants C ,- C 4 are individually d e ­
term ined for each detector, the differing responses 
present no particular problem s for establishm ent o f an 
energy calibration. In a storage ring equipped with a 
gas-jet target, the extrem ely good energy precision o f  
the stored beam and the vanishingly small energy loss 
in the target may be utilized to generate elastic recoils 
with extrem ely precisely defined energy and mass d is­
tributions. This may be conveniently carried out by 
using a gas cocktail with differing atom ic m asses as the 
target feed-gas and stepwise ramping o f  the beam  
energy.
3.3. Energy resolution
The detector energy resolution was determ ined from 
the second m om ent o f the pulse height distribution, 
param eterized by the standard deviation ode(. The 
standard deviation <rdel o f the detector response was 
extracted according to:
<*L = ^ohs -  ( <t£ T +  0-,h +  (T%1  +  0"mS + <7g2eo ) ,  ( 2)
where <rA2r is the second m om ent broadening con ­
tributed by the finite energy gate width A E  ( A £  =  5 A  
keV). Here o±T = A £ /3 .4 6  was taken, which is appro-
I w .




Fig. 6 . Relative size of the different instrumental contribu­
tions to crobs for the Ame 2 detector for 31P recoils vs energy.
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Fig. 7. Second moment of the Ame 2 detector response for 
l2 C. 31P and xlBr recoils. The surface barrier detector l2C 
data point a  of Ostling et al. (33) is also plotted.
priate for a rectangular tim e slice. <rtb is the second  
m om ent o f the energy broadening associated with 
thickness variations in the carbon foils (19). H ere we 
assum ed the standard deviation o f  the foil thickness 
variation to be 5 %  over the area o f  the foils. Then the 
contribution from thickness variations rrth =  0.05 e N x  
w here e is the stopping cross section o f  the recoil in 
carbon (taken from Z ieg ler’s et al. STO P code [26]) 
and N x  the foil thickness in atom s c m - 2 . <rs2r corre­
sponds to the energy broadening from energy strag­
gling in the foils. For the low velocity heavy particles 
considered  here, the Bohr formula [30] is not valid and, 
as in ref. [19], w e have applied a correction to this 
corresponding to the trend line through literature data 
[31]. cr^s arises because m ultiple scattering in the first 
carbon foil [19] leads to spreading in the ejection angle 
and thereby spreading in the tim ed flight length and 
consequently  in the energy. This contribution is gener­
ally vanishingly sm all [32]. crg20 represents the second  
m om ent o f  the energy broadening from the variations 
in tim ed flight length associated with the finite range 
o f  acceptance angles for the detector telescope [19], 
Fig. 6 illustrates the relative size o f  the different 
contributions vs energy for 31P recoils. Obviously the 
contributions associated with the carbon foil (<rlh and 
crslr) are negligible. This was also the case for 12C and 
81 Br and all detectors. In fig. 7 we have plotted crdel for 
l2C , 31P and 81 Br recoils for one A m e detector which is 
representative o f  the others. T he surface barrier d e tec ­
tor data point o f  O stling et al. [33] is also included for 
com parison. W e note that the low est energy data points 
have larger uncertainties because the broadening asso­
ciated with the energy gate width <rAr becom es com pa­
rable with <7del (eq . (2)). Clearly the energy resolution  
is weakly energy dependent over the range 0 .1 -0 .4  A  
M eV  and becom es better as A  becom es small, as one  
might expect. Fig. 8 com pares the energy resolution o f
a number o f  detectors for 81 Br recoils as well as the 
literature data o f Gujrathi et al. [1]. Evidently the 
energy resolution varies from detector to detector and 
the variations show no obvious correlation with the 
data in figs. 6 and 7. The origin o f  this scatter is 
unclear, however it is most probably associated with 
either the detector resolution crdet or the determ ina­
tion o f <robs because the contributions (and thereby the 
effect o f the small anticipated uncertainties), in crAT, 
<xth, <rMr, <rms and crgeo are small (fig. 6). The scatter is 
thus probably associated with either a del or the fitting 
procedure used to determ ine crobs. It is unlikely to be 
the latter because the peaks spanned corresponding to 
each time window spans at least 12 channels in the 
energy spectra, the pulse shape is well described by a 
G aussian distribution and checks indicate the fitting
t
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Fig. 8 . Comparison of the energy resolution of the five detec­
tors tested for slBr recoils and literature Si surface barrier 
and p-i-n diode data from ref. [1 ],
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routine is w ell-behaved  w hen the line shape spans even  
narrower ranges o f  channels. If the scatter is real it 
m ight account for the d iscrepancy b etw een  the energy  
resolution  for p - i - n  and surface barrier d iodes seen  in 
literature [1]. A gain  o n e  may sp ecu la te  that their origin  
might be associated  with the e ffec ts  o f  local variations 
in the electric  field [7,34,35] on the second m om ent o f  
the charge co llection  efficiency. P lots o f  adel vs £ I/3 
show ed that the data fitted a crde) = A  + B E "  law rea­
sonably w ell, w here n =  1 / 3  [1,19,36]. (N o te  here we 
use <rdcI rather than the FW H M .) T he coefficent o f  
correlation  for the d ifferent d etectors varied from 0.81 
to 0.99. A lthou gh  the data lay reasonably close to the 
fitted lines we cannot rule out the possibility that the  
data is better  described by a law with a different 
expon en t n .
4. Conclusions
i) T he T O F  m ethod presented  can be used to 
characterize the response o f  silicon detectors for low  
energy (0 .0 5 -0 .5  A  M eV ) recoil nuclei.
ii) T h e  pulse height vs energy relationship closely  
follow s a straight line for each recoil isotope. T he slope  
and intercept o f  these  lines exhibit in turn a straight 
line d ep en d en ce  on m ass num ber A ,  but have values 
that vary from detector  to detector.
iii) T h e sim ple relation betw een  energy, pulse height 
and m ass num ber proposed by Schm itt et al. for fission  
fragm ents can be applied to establish an energy scale  
for 0 .0 5 -0 .5  A  M eV  recoil nuclei with A  =  12 to 81, 
provided that d etector specific  constants are used. 
T h ese  constants can be determ ined from a few fixed 
points.
iv) T h e energy resolution o f  silicon particle d etec ­
tors is com parable to that o f  surface barrier detectors  
but exhibits significant variations from on e  detector to 
another.
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Abstract
A pilot series o f 10 pm to 15 pm thin silicon detectors has 
been made for the AE-E telescopes in the CHICSi detector 
system. This system will operate at the CELSIUS heavy ion 
storage ring in Uppsala, Sweden. AE-E telescopes provide 
isotope identification and energy determination of fragments 
from nuclear collisions. The thin detectors are made as p-i-n 
diodes in thin etched membranes in 280 pm thick silicon 
wafers. The membranes are made with anisotropic etching 
using 25 w%  tetramethylammonium hydroxide (TMAH) 
solution. The etch speed o f this solution is very uniform 
across a wafer. As a result detectors with uniform thickness 
can be produced. The etch depth varies with less than 
±  0 .3 pm over a wafer and the surface microroughness is in the 
range from 2 to 4 nm. Each detector has a 10.0 mm x 10.0 
mm active area on a 10.2 mm x  10.2 mm membrane 
surrounded by a 1.1 mm wide supporting frame. The detectors 
have leakage currents in the active area of approximately 0.5 
nA at 20 V. The breakdown voltage of the detectors is above 
100 V. Evaluation experiments with telescopes consisting of a 
thin detector in combination with a thick detector have shown 
excellent isotope separation capabilities. Mass separation of 
*Li and 7Li is clearly observable.
I. INTRODUCTION
The CELSIUS Heavy Ion Collaboration (CHIC) has 
developed a telescope detector array with silicon p-i-n-
detectors (CHICSi) that will be used to study intermediate
mass fragments (EMFs). These fragments can for example be
produced in heavy ion collisions at the CELSIUS ion storage
ring at The Svedberg Laboratory (TSL) in Uppsala, Sweden.
Each telescope is built from three or four detector elements as 
shown in Figure 1. The first elements of the telescopes are 
detectors with silicon thickness DSi o f 12 pm with a 280 pm or 
500 pm Si detector behind. These are operated in a AE-E 
configuration which allows charge and mass identification. 
Telescopes in the very forward directions have additional E- 
detectors made of cerium doped Gadolinium Silicon Oxide 
(GSO) scintillators read out by photodiodes in order to 
measure high energy fragments. A 280 pm Si detector (HE
flag) at the rear of the telescope is used to identify high energy 
fragments that pass through all detectors. The detector 
telescopes are assembled in rings forming a barrel shaped 
configuration with the detectors directed towards the 
interaction point. The telescope rings cover scattering angles 
from 15° to 160°.
A major technological challenge has been the development 
of technology for production and testing of the thin detectors 
for the AE-E telescopes, since 1200 detectors are required for 
the experiment. In a thin detector with uniform silicon 
thickness DSi the energy loss AE o f a fragment is a function of 
proton number Z and mass number A. (See e.g. [1] for details 
of the formalism.) This makes it possible to determine energy, 
proton number, and, for not too high A, the mass o f an IMF 
with a AE-E detector telescope. Several parameters for the 
thin detectors need to be optimized to give good mass and. 
energy resolution. In order to extend the capability to measure 
fragments with higher Z and low energy the absolute thickness 
of the AE-detector should be minimized to the lowest practical 
one. Unfortunately, thinner detectors imply a smaller signal 
and a higher capacitance which cause a severe reduction in 
signal-to-noise ratio. Another important factor is the 
consequence of detector thickness variations since the energy 
loss is proportional to the local detector thickness. The





Figure 1: CHICSi detector telescope.
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absolute value of thickness variations is in practice almost 
independent of detector thickness with the process which has 
been developed. As a consequence, the ratio of detector 
thickness variations to average thickness increases with 
decreasing detector thickness. Identical particles passing the 
detector in positions with different thickness will produce 
different charge signals. This effect reduces the resolution of 
the detector telescope. The minimum detector thickness is 
therefore set by the value of detector thickness variations and 
the electronic noise of the detector system. To achieve 
acceptable resolution with a 10 pm detector the thickness 
variations should be within 0.5 pm.
An approach to achieve thin detectors which is compatible 
with standard processing equipment is to process thin p-i-n- 
diodes on wafers with etched membranes. The design and 
processing of the thin detectors are then similar to that of 
conventional silicon detectors. The focus in this study has 
been on improving the thickness uniformity and reducing the 
surface microroughness caused by the etch procedure. Tests 
have been carried out to ensure that the silicon detectors will 
be compatible with the operation requirements for experiments 
at the CELSIUS storage ring. The thin detectors have been 
characterized both mechanically and electrically and their 
capability for energy and mass separation has been 
demonstrated.
n . E tc h in g  o f  th in  detectors
Several approaches to fabrication of thin detectors have 
been published [2], [3], [4], [5]. An intuitively straight 
forward process is to use wafers of adequate thickness. The 
minimum, commercially available, wafer thickness is in the 10 
pm range. Processing of wafers with thickness below 30 pm 
demands non-standard processing equipment and procedures. 
Detector handling and mounting are also complicated. For this 
reason thin detectors have usually been manufactured by 
etching thin areas for the active part of the detector. With this 
technique thicker substrates can be used, and thin membranes 
can be realized with standard processes for detector 
fabrication. The etching process has to meet three 
requirements to be useful for detector fabrication:
• It must be possible to etch membranes with a controlled 
thickness. This can be achieved by using an etch with a 
stable etch rate or utilizing a stop layer.
• The increase of thickness non-uniformity during the 
etching process has to be minimized. A common problem 
is grooves at the border of the etched areas.
• The etch should not increase short-range surface 
microroughness.
The growth of an epitaxial silicon layer is frequently 
exploited to achieve stopping of the etching and improve 
uniformity [4], This layer can either be highly p-type doped, 
or n-type doped if it is used with ah electro-chemical etching 
process. The epitaxial silicon is not ideal as detector material 
because of the density of impurities and defects. Both
isotropic and anisotropic etchants can be used for etching. A 
common isotropic etchant is a mixture of hydrofluoric acid, 
nitric acid and acetic acid (HNA). The reaction with silicon is 
extremely exothermic and the etch speed increases
considerably with temperature thus making it difficult to 
achieve a defined and uniform thickness. The mixture is very 
aggressive and gold or silicon nitride must be used as a mask 
material. Commonly used anisotropic etchants have been 
ethylenediamine-pyrocatechol-water (EPW) or potassium 
hydroxide (KOH) solutions [6]. A problem with both of these 
etchants has been to achieve uniform membranes with smooth 
surfaces [4], [5], unless an etch stop layer is used. A process
with anodic oxidation of silicon has been reported to
circumvent the uniformity problem, but it introduces problems 
with high doping density and complexity of etching [4]. 
Thermally grown silicon oxide can easily be used as an etch 
mask in combination with EPW, while the high etch speed of 
silicon oxide in KOH requires very thick oxide layers.
Recently a considerable interest has emerged for etching of 
3-dimensional silicon micromechanical devices with
tetramethylammonium hydroxide (TMAH) because of its 
compatibility with CMOS processing [7]. Several 
technological advantages promote the use of TMAH which is 
known from semiconductor processing as an alternative for 
metal ion free developer for positive photoresist TMAH 
etches silicon dioxide very slowly, almost four orders of 
magnitude slower than the (100) plane of silicon [7], allowing 
thermal oxides to be used for masking. This simplifies 
processing compared to KOH and one avoids the highly toxic 
and carcinogenic EPW solutions. However, TMAH has been 
reported to give pyramidal hillocks at concentrations below 15 
w% [7]. The quality of the etched surface can be very good at 
high concentrations (above 25 w%). In section IV a surface 
microroughness of 3.6 nm is reported for etching with TMAH, 
which is considerably better than the 33 nm reported for 
etching with KOH [5]. The etching speed of TMAH is 
comparable to that of KOH [6], [7], and the etch depth 
uniformity is excellent without problems with groove 
formation along the edges of the etched area. At a controlled 
temperature and with a sufficient volume of etching solution 
the etch rate is stable. This makes the etch ideal for etching of 
membranes in float zone silicon with time control for 
obtaining the target membrane thickness. This method was 
exploited for producing the AE-detectors. The approach 
requires a precise thickness measurement before the final 
etching step.
HI. D esig n  a n d  pr o c e ssin g
The 12 pm, 280 pm and 500 pm thick CHICSi silicon 
detector elements have all been produced with a common front 
side mask design. The active area of the AE-detectors is a 10.0 
mm x 10.0 mm p-n junction on a 10.2 mm x 10.2 mm 
membrane of n-type silicon. A cross section of the detector is 
shown in Figure 2. The entire active area is covered by Al 
which is connected to the p-type diffusion by a narrow contact
I I J
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Figure 2. Schematic cross section of a AE-detector. Black is 
aliminum, dark gray is oxide, n*- and p’-diffusions are light gray.
holt along the periphery. A multiguard structure surrounds the 
active area. The thin region of AE-detectors extends out to 
halfvay between the first and second guard rings. Only the 
first guard ring is o f importance for these detectors as they will 
be operated at low or moderate voltages. This guard ring is 
grounded and will collect leakage current generated in the 
frarre structure. The distance from the membrane border to 
the tdge o f the device is 1.1 mm in order to have a frame 
whici ensures the mechanical integrity o f the detectors. A 
narrower frame would be advantageous because the dead area 
o f thi detector system can be reduced, but due to the large 
numter o f detectors (~ 2000) for the total detector system it is 
important to have robust detectors. The frame is wider along 
the bottom edge where a part of the active area extends out on 
thick silicon. This design enables external connection with 
bond wires, but the pads are large enough to allow 
conventional wires to be glued to the pads.
T ie full guard structure was optimized for use on E- 
detecbrs processed on 500 pm thick silicon. The multiguard 
structire uses concentric, floating p’-type diffusions with the 
inner ring contacted (grounded) as for the AE-detectors. The 
other rings are biased by the reach-through (punch-through) 
mechanism. Metal field plates connected to each p*-type 
diffusbn stabilize the surface potential on the oxide between 
the difusions and thereby improve long term stability [8]. To 
ensure stable operation at full depletion and maximum charge 
collecton over the life-time of the experiment, the detectors 
must also withstand considerable overdepletion at the initial 
testing The width o f 1.2 mm around the active area allows the 
use o f  i  very stable guard structure. The stabilization of the 
detecto-s is important as the primary signal particles are highly 
damaghg nuclear fragments which the detectors must tolerate 
without serious degradation of performance. It is also required 
that thi detectors survive a low energy background of 
electrors and X-rays. Since the detectors will be operated in 
an ultnhigh vacuum environment they must withstand 
repeater bakeout to 125 - 150 °C. No low vapor pressure 
materials can be used for mounting the detectors because 
ultrahigi vacuum conditions are required for the experiment
6 3 1
High resistivity (5000 Qcm) phosphorus doped wafers 
from TOPSIL were used for processing the detectors. The 
wafers had diameter 100 mm and thickness 280 pm, and the 
orientation was (100) for compatibility with the anisotropic 
etching. Both wafer sides were polished to SEMI 
specifications. Initially an 800 nm thick thermal oxide layer 
was grown for masking and passivation purposes. A standard 
photolithography process with etching o f the oxide defined the 
oxide etch mask for etching o f thin membranes on the reverse 
side o f the wafers. The membranes were etched at 80 °C in a 
25 w% solution o f TMAH in water. A two step etching 
process with time control allowed precise control o f  the 
membrane thickness. Openings for the boron implant were 
defined on the front side o f the wafer by lithography after 
careful cleaning. A thin layer o f thermal oxide served as an 
implant window for boron on the front side and phosphorus on 
the back side. The implants were activated by an annealing 
process in N2 at 900 °C. Contact holes were defined by 
lithography on the front side leaving the back side unprotected. 
Following etching of the contact holes 0.2 pm thick films of 
aluminum were sputter deposited on the front and back sides. 
The front-side metallization was patterned before alloying at 
450 °C in forming gas. The wafers were subsequently cut into 
detector chips with a diamond saw. To produce detectors with 
a narrower frame, laser cutting o f wafers might be a better 
alternative than diamond saw cutting.
IV . E v a l u a t io n
The wafers and detector chips have been characterized 
mechanically, electrically, and as detectors.
A. Mechanical Evaluation
One problem with production of thin detectors is to 
measure the absolute thickness and uniformity. The 10 pm 
range is outside the range where calibrated thickness standards 
for mechanical measurements are readily available. Several 
methods for thickness measurement can be conceived but most 
of them are not compatible with large volume production of 
thin detectors. Energy loss measurements o f protons or alpha 
particles are excellent for uniformity measurements but are 
difficult to calibrate for absolute thickness measurements. 
Light attenuation has similar problems and must be calibrated, 
furthermore source and detector variations introduce too large 
uncertainties to be o f practical use. As the index o f refraction 
for silicon is well known, measurement o f interference 
patterns with an FTTR instrument is considered an accurate 
method, but equipment for these measurements on small areas 
was not available at SIN ILF. During etching mechanical 
measurements of membrane thickness were performed with a 
double stylus type instrument (TESA Electronic GND22 with 
two TESA GT10 measurement probes) Five fixed points 
were measured on each wafer and the average membrane 
thickness was used to determine the remaining etch time. The 
mechanical system was calibrated with shims that could be 
traced to Norwegian national standards For 48 wafers a
n*>.
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standard deviation o f 0.7 pm for the wafer average of the 
membrane thickness was achieved. The variation on a single 
wafer can be larger, because some wafers were wedge-shaped.
The thickness measurement for the final selection o f  
finished AE-detectors was done by measuring the detector 
capacitance at a fixed voltage which was higher than the 
voltage needed for the depleted region to extend into the n*- 
type doped region. This method measures the width of the 
depletion zone o f the detector while the total thickness can be 
computed taking the thickness of dead layers into account. For 
comparison with mechanical stylus measurements it is better 
to calculate the total detector thickness Ddiode  including oxide 
and metal layers in stead o f the silicon detector thickness DSi. 
The advantages o f the method are that it is compatible with the 
electrical testing of detectors, it is non-destructive, and it is 
useful for detector response calibration. In contrast, testing 
with particle beams is time consuming and expensive. The 
capacitance method is accurate if an independent absolute 
measurement o f the thickness is available so that a precise 
value for the dead layer thickness can be extracted. The basis 
for the calculation o f thickness is the formula for the 
capacitance C o f  a p-i-n-diode:
C  =  £ s,£ 0 ^  (1)
* % (
£5 , is the relative static dielectric constant for silicon, 
is the area o f the pn-junction, and wdepl is the width of the 
depletion zone. For an applied voltage above the depletion 
voltage the total detector thickness Ddiode is:
D d io d e  ~  £ S i£ 0 +  X « +  X p +  ^oxide +  ^  Al ( ^ )
xn and xp are thicknesses of dead layers in silicon on each 
side of the detector, doxlde is the front oxide thickness and dAl is 
the total thickness of aluminum layers. The total dead-layer 
thickness estimated from x n, xp, dond4, , and dA, is about 1.4 pm.
If a reliable independent measurement of thickness is 
available it is better to use:
D diode ~  £ S i £ 0 £  Aempirical ( ^ )
A,empirical >s an empirically determined thickness correction 
which includes all dead layers. This dead-layer has been 
estimated by mechanically measuring the membrane thickness 
in the center o f the membrane and subtracting the depletion 
thickness calculated from a capacitance measurement. A 
value o f 1.1 pm for Aempincal is obtained in this way, based on 
measurements on 98 detectors. The discrepancy between the 
dead layer estimate of 1.4 pm from process parameters and 1.1 
pm from mechanical measurements is within the combined 
measurement errors of both methods. For the first estimate it 
is difficult to determine x„ and xp with a better precision than 
±0.1  pm, while the offset error in the mechanical
measurement is an important error source for the second 
estimate. As a consequence capacitance measurements can be 
used to obtain reliable values for the average detector 
thickness. An average membrane thickness value o f 11.4 pm 
with a standard deviation o f 0.8 pm was achieved for 630 AE- 
detectors. Each CHICSi telescope ring will be built from 
detectors within a small thickness range to have a uniform 
response in each ring.
Thickness uniformity is important for the detector quality 
and the yield of the production. Too large variations over a 
membrane will cause insufficient energy resolution. If the 
variations over the wafer are too large, few membranes will 
have the specified thickness. With a time dependent thickness 
definition, the thickness uniformity o f the starting wafer is 
most critical as it will influence the number o f diodes on a 
wafer that are within the thickness specification. In the 
extreme case, with an ideal etch, the wafer thickness 
uniformity will define the thickness uniformity across each 
detector. Measurements o f etch depth with a Tencor Alpha- 
Step 500 profilometer indicate that the etch depth variation, 
measured from the starting surface o f the wafer down to the 
etched membrane, varies by as little as ± 0.1 pm. This is about 
the level of accuracy of the instrument. Formation of grooves 
along the edges could not be observed for TMAH etching with 
the instruments available. This implies that the etching 
process itself does not introduce uniformity problems for the 
membranes. Most wafers that were measured had an etch 
depth variation across the wafer which was less than ±  0.3 pm. 
Temperature variations in the etch bath can cause such 
variations. This variation alone does not introduce any 
significant yield reduction. Thus for the TM AH etch the most 
important parameter determining the uniformity was the 
thickness uniformity o f the starting wafer, because the etch 
process is nearly ideal with respect to uniformity. In the worst 
case it was observed as much as 7.4 pm thickness variation of 
membranes across a wafer which would lead to 1.3 pm 
variation across a detector. Few detectors o f  this wafer had the 
correct thickness, and none had satisfactory uniformity. This 
implies that the thickness uniformity o f the starting wafer will 
determine how many devices from each wafer that are within 
specifications.
The short-range surface microroughness is characteristic o f 
the etchant and can indicate the ability to etch uniformly. The 
surface microroughness Ra was measured with a Tencor 
Alpha-Step 500 profilometer along a 500 pm long path near 
the center of the membrane. Leveling was performed between 
the positions at 50 and 450 pm to reduce the influence o f  
membrane bulging caused by the passivation oxide. Ra is the 
arithmetic average deviation of the absolute values of the 
microroughness profile from the mean value along the 
measurement path. A surface microroughness Ra in the range 
2 - 4 nm was measured. A similar measurement was 
performed with a WYKO optical scanning interferometer 
which confirmed the mechanical measurements giving 
Ru -  3.6 nm.
f ? ?
Some detectors have been tested using a collimated beam 
o f a-particles from a MIAm source. A circular collimator with 
1 mm diameter defined the spot on the membrane. The beam 
was scanned in steps over the detector. The residual energy of  
the a-particles after they had penetrated the thin detectors was 
measured with a silicon p-i-n-detector. The thickness of the 
membrane in the probed spots can be calculated from the 
energy loss. Results for 5 spots on a detector are shown in 
Table 1.
Table 1.
a-particle energy-loss thickness measurement on a detector. The 
thickness measured is the total detector thickness Ddiode. The 
center of the coordinate system is the center of the active area.







Every diode has been electrically characterized by measuring 
the capacitance C and the leakage currents Iactive and Iguard as a 
function of bias V. The depletion voltage is determined to be 
about 2.5 V from 1/C2 versus V curves. This is significantly 
higher than the value which is expected from the substrate 












regions in the dopant profile for n-type and p-type diffusions 
contribute significantly to the shape o f the curve. The leakage 
current Iactive in the active area is typically 0.5 nA at 20 V 
(approximately 8 times overdepletion) with a guard leakage 
current Iguard o f typically 0.2 nA at 20 V. Some detectors have 
been tested with voltages up to 200 V. The leakage current 
increases with increasing bias voltage as shown in Figure 3. 
Due to the large values o f the electric field in thin detectors the 
bulk avalanche effect will cause electrical breakdown when 
the bias voltage reaches a sufficient value. This breakdown 
voltage is influenced by the detector thickness, and it will 
decrease with decreasing thickness.
C. Detector performance
To provide a source of IMF’s for testing of the detectors a 
detector telescope was set up in the CELSIUS target chamber 
at a backwards scattering angle of 140°. No tendency o f  
instability in the UHV environment was observed. A beam of 
protons impinged o n a K r  gas target. The energy o f the proton 
beam was slowly ramped from 150 to 500 MeV. The AE-E 
telescope using 12 pm AE-detectors and 280 pm E-detectors 
resolved intermediate mass fragments with atomic numbers up 
to Z = 7. Figure 4 shows a point plot o f AE vs. E for one o f the 
telescopes that has been tested. The resolution is sufficient to 
separate ‘Li from 7Li. Inspection o f the measurement data 
reveals that 7Be and *Be are resolved as well, but this is not 
evident from Figure 4 as the production of Be fragments is 
lower than that o f Li fragments for this particular reaction. 
The low energy threshold which is set by the thickness o f the 
AE-detector corresponds to about 1A MeV, while the high
Figure 3: Leakage current as function of bias voltage for adetector 
with 12 pm silicon thickness.
E [Channel number]
Figure 4: AE vs. E plot for intermediate mass fragments emitted at 
140° from 150-500 MeV protons incident on a Kr gas target. Light 
gray indicates the highest density of fragments. The full scale readings 
are approximately 31 MeV for the E-axis and 23 MeV for the AE-axis.
> c n
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energy threshold is about 6A MeV for the test telescope. This 
value for the high energy threshold is due to the 280 pm 
thickness of the E-detector. IMFs with higher values of Z 
have been found in evaluation experiments with heavier ions 
performed with CHICSi test telescopes in the CELSIUS target 
chamber, for instance IMFs up to Z=14 have been resolved for 
the reaction l4N on iaSn. For the CHICSi experiment the 
upper limit in energy of IMFs will be 60A MeV in forward 
telescopes, 14A MeV in mid (~ 90°) telescopes and 6.5A MeV 
in backward telescopes. These regions of IMF detection are 
relevant both with respect to empirical knowledge and 
theoretical estimates [9].
V. Co n c l u sio n s
Silicon detectors in the 10 pm thickness range can be 
produced in commercial quantities for use in telescopes for 
identification and energy measurement of IMFs. Etched 
detector membranes of sufficient quality for this purpose have 
been made by etching in TMAH. The diode processing 
yielded stable, low leakage current diodes with high voltage 
capability. Test telescopes have demonstrated that the 
detectors provide isotope separation capability for light and 
medium mass fragments.
For future systems it is important to note that the etching of 
membranes in combination with standard processing with ion 
implantation gives a moderate cost alternative for large 
volume applications.
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Abstract
The changes in thick (~ 3 0 0  pm) and thin (15 pm ) Si p-i-n diode detectors that take place as a result o f  alpha particle  
and 63C u5+ ion irradiation have been studied by Deep Level Transient Spectroscopy (D L T S) and by m onitoring the 
reverse-bias leakage currents. A linear increase in reverse-bias current with 3-particle dose was observed that could  
be attributed to the form ation o f  vacancy-associated defects (divacancy, A- and E-centres) D am age within the active  
layer o f  the device, characterised by the increase in leakage current per unit active volume, together with literature pion  
proton and heavy ion data, exhibited a linear dependence on the energy deposited in nuclear processes over m any o r ­
ders o f  m agnitude. A nnealing at temperatures o f  I50°C for 4 h (vacuum  bakeout) resulted in a reduction in leakage  
current and the size o f  the D L T S peaks became smaller This temperature is much lower than expected for rem oval 
o f  divacancies, suggesting that recovery o f  the reverse bias current is mediated by other defect centres ©  1997 Elsevier 
Science B.V.
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1. Introduction
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n-Si surface barrier detector [2], Since the mid 
1980s Si p-i-n devices produced by planar technol­
ogy [3] have been steadily replacing the Au/n-Si de­
tectors for many applications. Si p-i-n structures, 
such as are used for photodiodes, have been found 
to have com parable [4-6] resolution to conven­
tional Au/n-Si surface barrier detectors for p ro ­
tons, 4 He and heavy ions [7,8]. A number of 
^  characteristics of Si p-i-n devices makes them pref­
erable to Si surface-barrier detectors for many ap ­
plications in experimental nuclear physics and ion 
beam analysis. These include lower leakage current 
(<1 nA cm "2), UHV compatibility (bakeable to 
~200°C) and the possibility of using conventional 
Si microelectronic processing technology to fabri­
cate detectors of any planar shape and even inte­
grate many detector cells to realise 1- and 2- 
dimensional position sensitive detectors (e.g. mic­
rostrip and pixel detectors). This has led to their 
large scale adoption in high energy physics which 
has stimulated a number of theoretical [9-11] 
and experimental (e.g. [12-23]) studies of the radi­
ation hardness of Si detectors under n- and y-irra- 
diation. It is an interesting question whether this 
data can be scaled to the case o f ion irradiation 
where the density of displacement damage is very 
much greater, especially around the end of range.
A nu m ber of studies have been reported on the 
form ation of localised defect centres in Si as a re­
su lt of ion bombardment. Svensson et al. [23] have 
o b ser v e d  that proton, or heavier ion, irradiation of 
Si, lead  to  the formation of two acceptor levels 
- 0 .2 5  and —0 .4 2  eV below the conduction band 
ed g e , w h ich  were attributed to doubly and singly 
n eg a tiv e -ch a rg ed  divacancies, respectively. The 
d ep th  d is tr ib u tio n s  of the two centres were very 
sim ilar  and  the amplitude ratio o f Deep Level 
T ran sien t Spectroscopy (DLTS) peaks from the 
tw o  leve ls w as very similar for different ions rang­
ing from  p r o to n s  to '-7I l0- \  Other (minor) peaks 
m ay be the A-centre (V-O), the E-centre (V-P) 
and ca rb o n  b ased  complexes [9,24,25,21]. Often, 
these stu d ies  ha v e  been undertaken from the point 
o f  v iew  o f  m in o r ity  carrier lifetime control in Si 
p o w er  d ev ices by high energy ion irradiation. 
H allen  et al. [26] have observed that there is a sig­
nificant p ro to n  dose rate dependence in the forma­
tion  o f  e lec tr ica lly  active divacancy and A-centres
which they could explain in terms o f overlap be­
tween the vacancy distribution from one ion and 
the interstitial distribution from another ion s top ­
ping in close proximity both in time and space.
The CELSIUS Heavy Ion C ollaboration 
(CHIC) is currently fabricating a 3-7i Si-based de­
tector telescope array (CHICSi) for inclusive m ea­
surement of (1-60A MeV) interm ediate mass 
fragments from heavy ion collisions at the cluster 
gas-jet target station of the CELSIUS storage ring 
accelerator facility [27,28]. This will be based on 
AE-E detector telescopes where the AE detector 
is formed M  membrane that is etched out o f a Si H 
wafer [28-30]. For this, and work on Recoil Spec­
trometry [31-35] we have an interest in the degra­
dation of Si detectors resulting from ion 
irradiation. The overall objective o f the present 
work is to relate the energy deposition and defect 
formation to charged particle irradiation induced 
changes in Si p-i-n detectors.
2. E xperim enta l
4He irradiations were carried out in an off-line 
ion-pumped UHV cham ber at a pressure o f 
10-7— 10-9 m bar using thin bakeable 24lAm and 
226Ra sources. Al apertures were used to define 
the central area o f the diodes that were irradiated.
In order to achieve high 4He fluences in a reason­
able laboratory time scale (days) the distance be­
tween source and detector was set at fixed 
distances in the range 3-5 mm. The detectors u n ­
der investigation were connected to an Ortec 
142B preamplifier. The bias was supplied by a SI- 
LENA quad-bias supply 7710. This was also used 
to measure the leakage current with 1 nA resolu­
tion. A conventional spectroscopy amplifier and 
MCA were used to measure the energy spectra.
A counter was connected to register the num ber 
of particles impinging on the detector.
In a second series o f experiments 18 MeV 
63Cu5~ ions from the Lund N EC  tandem  Pelletron 
were scattered from a thick Au target at 90° to 
simulate low energy target residues from heavy 
ion collisions and heavy recoiling target atom s in 
Recoil Spectrometry. The maximum energy o f 
the scattered ions corresponded to 0.15^A MeV. ^
\ l (
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H am am atsu p-i-n diodes were collimated with a 3 
mm diam eter aperture and the particle dose to the 
detector was measured directly by operating the 
diode as a counter. Irradiation was carried out in 
a series o f doses up to 3 x 108 63C ui+ ions cm -2. 
The cham ber pressure for the measurements at 
the Pelletron was about 10-3 mbar.
Three types of Si p-i-n detectors were used for 
the tests. For most o f the tests Ham am atsu S- 
1223-01 p-i-n photodiodes were used. These have 
an active area of 3.05 x 3.05 mm2, ~300 pm thick­
ness and are m ounted in TO-5 package. The metal 
cap together with the glass window were carefully 
removed by parting-off in a lathe to leave a naked 
p-i-n photodiode on its header. These p-i-n diodes 
have an active region defined by a diffused p+ layer 
on a weakly doped n-type substrate. The active 
area is covered with a thin passivating S i0 2 layer 
[38]. C ontact to the p + layer is made by an Al con­
tact around the edge of the active area. C-V  m ea­
surements revealed that the background n-type 
doping in the i-region was 4.6 x 1012 cm "3 uniform 
p4th) depth and with an absence of electrically ac­
tive centres indicated by a flat featureless DLTS 
spectrum. The bias voltage at which the reverse-bi- 
as current was measured was 25 V. According to 
the m anufacturers data [38] this corresponds to de­
pletion into the n + layer (e.g. overYbiased).
The other two types o f detectors investigated 
were fabricated by SIN T E F [28] as prototype de­
tectors for the CHICSi detector telescope array. 
These were of two th icknesses a nominal 15 pm 
thick andjactive area] 10 x 10 m m l fabricated by -L 
a special etching technique [28] and a thicker 280 
pm detector. These detectors were supplied as na­
ked Si chips and were m ounted on a copper plate. 
Therm osetting Ag-loaded epoxy resin [37] was 
used to bond the detector to the copper plate 
and also attach the 1 pm Al-Si wire used for elec­
trical connections to the front contact and guard 
electrode pads. The bias voltages at which the re­
verse bias current was measured were 6 and 30 V 
for the ~15  and 280 pm detectors, respectively. 
This was selected on the basis o f C-V measure­
ments to correspond to a depleted layer that ex­
tends into the n+ region (e.g. overjbiased).
A Semilab DLS-83D Boxcar integrator DLTS 
spectrom eter controlled by a personal computer
was used for the DLTS m easurem ents o f the $- 
particle irradiated H am am atsu diodes from liquid 
nitrogen to room  tem perature. A sim ilar spectrom ­
eter was used to measure DLTS spectra from the 
63C u5+ irradiated diodes from liquid-helium to 
room tem perature.
Annealing o f the H am am atsu diodes was car­
ried in a laboratory oven in air (4 h at 150°C) 
whilst the S IN T E F diodes were heat-treated d u r­
ing a bakeout cycle of the UHV cham ber.
3. R esu lts  and d iscu ssion
The increase in reverse-bias current density A / 
vs. 4He-particle fluence for a thin S IN T E F  detec­
tor and a thick H am am atsu detector is shown in 
Fig. 1. AJ is the increase in leakage current, A/, 
per unit active volume which is taken to be the 
product o f the irradiated area defined by the colli­
m ator, and the range of ions in the detector. The 
range o f 4He was estim ated using the TR IM -96b 
code [39], In the case of the thin detectors where 
the 4He are not stopped in the detector, the irradi­
ated volume was taken to be the product o f the 
collim ator area and Si m em brane thickness. AJ  
and fluence both depend inversely on the irrad ia t­
ed area, thus the results in Fig. 1 are independent 
of uncertainties in this param eter. The leakage cur­
rent prior to irradiation was less than 1 nA for all 
diodes (corresponding to 0 .3 7  pA cm "3). Evidently
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Fig I Reverse bias leakage current density vs. 4He dose for 
Hamarmatsu phoiotodiodcs and 15 pm SINTEF photodiode 
for 4He from 2-’6Ra and '"Am
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Table I
Values of the damage constant a and the ratio of damage constant to average energy deposited in nuclear scattering S',, in the active 
layer



































AJ  is linearly dependent on fluence and does not 
show any satu ration  effects. The slope of the lines, 
term ed the dam age factor, a =  AJ/<P, where <P is 
the ion fluence is presented in Table 1 together 
with the average 4He energies for our measure­
ments.
Fig. 2 shows AJ  for a SIN TEF detector that 
was subject to a 13 h vacuum  bakeout during the 
irradiation. The detector was surrounded by, and 
only in therm al contact with, the vacuum cham ­
ber. Estim ates using the Stefan-Boltzman law 
showed the detector w ould be within 1°C of the fi­
nal cham ber tem perature within a minute. The 
cham ber tem perature reached 110°C after some 
hours. The slopes (AJ/<P) before and after the 
heating-cooling cycle are identical. However, the 
bakeout has led to smaller value of AJ  than pre­
dicted by the straight line dependence on <P seen
•f*3d-C. 0r Frre (hours'. 
20 3C
■:-ah
0.0 0.5 1.0 1.5 2.0
fiuencc J!C* poe:icie*/c"Vj
Fig. 2. Leakage current per unit active volume vs. time for a 15 
pm SINTEF photodiode subjected to a ~l 10°C vacuum bake­
out during irradiation with 4He from 226Ra
in Fig. 1. Thus the bakeout has led to a reduction 
in reverse-bias current. This is notew orthy because 
divacancy centres (VJ. V;~) which have previously 
been reported as being the dom inating centres in 
ion-irradiated Si [23] are, on the basis o f electron 
irradiation experiments [40], not expected to be­
come mobile and annealed out at tem perature be­
low about 340°C over periods o f 30 min. The sam e 
behaviour in the leakage current was also observed 
for the diodes irradiated with 63C u5+ ions after 
heat treatm ent at 200°C.
In order to identify the defect centres form ed, 
DLTS measurements were undertaken. Fig. 3 
shows the DLTS tem perature spectrum o f a 
Hamamatsu diode irradiated with alpha particles
|
>00 700 300
Fig. 3 DLTS spectrum for a Hamarmatsu photodiode irradiat­
ed with 4He from 241 Am Negative going signals correspond to 
electron traps seen during minority carrier injection only mode. 
Positive going signals correspond to hole traps seen during mi­
nority and majority carrier injection mode. The dashed lines 
correspond to the DLTS signals before irradiation. Peaks (1)- 
(4) are assigned to £c -  0 424, £c -  0.116, £v + 0.374 and 
£, + 0.296 eV energy levels, respectively.
i V 3 -
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Fig. 4. DLTS spectrum for a Hamarmatsu photodiode irradiat­
ed with ‘‘He from :4lAm. Before (dashed lines) and after (solid 
lines) annealing at 150°C in air. Negative going signals corres­
pond to electron traps seen during minority carrier injection 
only mode. Positive going signals correspond to hole traps seen 
during minority and majority carrier injection mode.
VJ ^ 11 cJsi I si b s  /  A
changes in the defect population fthat -lead- frd an 
apparent shift in the com posite DLTS peak posi­
tion.
The fact that the leakage current density recov­
ers as a result o f  annealing at temperatures below  
250°C also suggests that the peak (1) in Fig. 3 can­
not be uniquely associated with divacancies, but 
m ost likely also E-centres. This is because anneal­
ing o f  divacancies in e-beam irradiated material re­
quires heat treatm ent at ~350°C  [40]. E-centres are 
reported to anneal out at about 150°C [43]. One 
might also speculate that B, C, O and P impurity 
atom s could  provide a low-temperature annealing 
out m echanism  for divacancies by acting as effi­
cient trapping sites for vacancies [25]. The peak 
at about 110 K, (Fig. 4) formed after annealing 
and tentatively assigned to A-centres might be in­
dicative o f  such a process. This hypothesis is sup­
ported by Brotherton and Bradley’s [25] 
observation that divacancy annealing rates are 
considerably greater and E-centre formation sm al­
ler in M eV  e-beam  irradiated Schottky diodes as 
com pared to p-i-n diodes where a high oxygen 
content was believed to be incorporated during 
fabrication. It is also supported by Li’s [10] sim u­
lation study o f  the space charge density in n-irradi- 
ated Si. It is difficult to draw conclusions without 
detailed know ledge o f  the impurity contents and
Meth. in Phvs Res. B 000 (1997J 000-000
single- and divacancy-concentrations in our sam ­
ples, however such m echanism s can explain re­
ports [7,10,12,15,18,20,44] o f  reverse current 
recovery in irradiated diodes stored for m onths 
at room temperature or subjected to low tem pera­
ture (~100°C ) heat treatment.
Fig. 5 shows the damage factor z vs. 5 n, the av­
erage energy deposited per unit length by primary 
and secondary particles in nuclear processes aver­
aged over the trajectory o f  the particle in the detec­
tor. The damage factors are from our data (thick 
and thin detectors) and also literature values 
[7,15,17,20,45-47] for a wide range o f charged par­
ticles from relativistic minimum  ionising pions and 
protons to 50 MeV l,0Xe and energies and several 
types o f  Si detectors. S n and particle ranges were 
estimated for alpha particles and heavy ions using 
TRIM -95 [39] with a simple Kinchin and Pease es­
timate o f  damage. To m inim ise uncertainties in 
TRIM  calculations [48] o f  thin films when the 
mean free path between collisions is not much less 
than film thickness, S n was calculated w ithout tak­
ing account o f  the rear 10% o f  layer thickness for 
the case where particles com pletely traverse the de­
tector. S n for high energy protons and heavy ions 
which were estimated by scaling the TR IM  esti­
mate o f  damage for 15 M eV protons, (where in­





F ig  5 D a m a g e  fa cto r  x vs. en erg y  d e p o s ite d  in n u c lea r  p r o c e ss ­
es w u h in  the a ctiv e  layer o f  th e  d e te c to r  for litera tu re  a n d  the 
p resen t d a ta . T h e  data  p o in ts  d e n o te d  b y c r o sse s , c irc le s , d ia ­
m o n d s  an d  sq u ares  co r resp o n d  to  p io n s , p ro to n s, a lp h a  p a r ti­
c le s  an d  h eavy  io n s , resp ectively .
n q .
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Table 2
Teitative assignment of the defect centres observed in irradiated diodes
Irndiation (ions cm"3) Energy level (eV) <7, (b) Type Possible defect centres
£ c -  0.42 1.4 Electron V j. E
”‘ Ra Ec -0 .1 2 0.02 Electron A, 0 +
1.6 x 10’ Ey +  0.40 2.0 Hole V-O-C. VO,
Ey +0 .30 3.4 Hole Q-Oi?
Ec -  0.43 1.7 Electron Vj'.E
226 Ra 1 o UJ 0.05 Electron A, 0 +
!.6x 10’ Ey +0.41 2.8 Hole V-O-C. VO,
Ey +  0.30 3.4 Hole QC,
£ c -  0.43 1.9 Electron V J.E
241 Am A, O"
2.2 x 10’ Ey +  0.40 2.0 Hole V-O-C, VO,
18 MeV £ c -  0.2 Electron Vj"
«Cu5+ £c —0.18 Electron A, 0 +
3 x 10* £c — 0.41 Electron V J.E
Ey + 0.25 Hole Cu
241 Am £ e — 0.41 0.77 Electron V J.E
2.2 x 10’ £ c - 0  .15 0.36 A, 0 +
Amealed 4 h £ v +  0.52 28.8 Hole V-O-C
150>C
V 7(£c -  0.416 eV) and A-centres (£c -0 .1 8 e V ) .  
In addition an unidentified peak corresponding 
to £ v +  0.25 eV was observed under m ajority and 
minority carrier injection conditions. This m ight 
be associated with Q C S [41] or C u/C u-C u  centres 
[42] that are ion implanted during irradiation.
Fig. 4 shows the DLTS tem perature scan for a 
diode irradiated with 4He from 241 Am before and 
after annealing at 150°C for 4 h in air. C learly 
the peaks have been significantly reduced in am pli­
tude and shifted as a result o f heat treatm ent for 
both m inority, and minority + m ajority carrier in ­
jection. Strain leads to broadening o f  the D LTS 
peaks [22] and we cannot rule-out that relaxing 
o f the strain during heat treatm ent has led to net 
shift o f the composite DLTS peak. However, this 
would not alter the total num ber o f defect centres. 
Another, m ore likely, possibility is th a t the peaks 
in Fig. 4 are associated with more than  one type 
o f defect centre or different configurations o f a s in ­
gle defect centre [9,10], In this case the heat tre a t­
ment may have brought about in teractions 
between different types of defects that lead to
from 241 Am. Evidently the irradiation has led to 
the form ation of defect centres in the depleted re­
gion o f the diode. A hrenius plots o f the emission 
rat; vs. reciprocal tem perature were used to char- 
acurise the energy levels and make tentative as­
signment o f the defect centres responsible, based 
on literature trap  level data  (Table 2). The peaks 
carnot be assigned to a single defect because o f 
s ta in  broadening and because the DLTS peaks as- 
soaated with some centres overlap, (e.g. VJ centre 
at I c -  0.41 eV and E-centre at Ec -  0.45 eV.)
The peaks observed in the 241 Am alpha particle 
irradiations were also observed for a sample o f the 
sane type irradiated with oc-particles from 226Ra. 
An additional peak was also observed in the latter 
sample at £ ,- £ v =  0.404 eV.
n the case of the diodes irradiated with 63C u;>+ 
ion; broad peaks became discernible in the DLTS 
data at a dose of ~1 x 108 Cu cm -2. Broadening o f 
the peaks, which is probably associated with 
strain, made it difficult to assign reliable energy 
levds to these centres. These levels might be asso­
ciated °  with ^  the ^  V2"(£ c -  0.218 eV),
\ } f  i-f
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m inim al) using p ro ton  and  pion displacement 
dam age curves [11]. As K urokaw a et al. and Sum ­
m ers et al. have reported  [45,49] the data are dis­
tribu ted  about a straight line with unity slope on 
a  double logarithm ic p lot w ith a span of over six 
decades. The deviation o f the data points from 
the stra igh t line in Fig. 5 can be attributed to the 
differences between starting  m aterial and fabrica­
tion technique [11] as well as different degrees of 
annealing  of the dam age at room  tem perature 
[9,10,46]. The rc* and p ro to n  data  will be more un ­
certain  than  data  for a lpha and heavy particles be­
cause o f  the uncertainties in the calculated inelastic 
cross sections [11,46]. A correlation between a and 
ion energy was also looked for, but none was 
found. The absence of such a correlation indicates 
th a t the increase in AJ  canno t be associated with 
energy deposited in electronic processes because 
the m ajority  of energy o f  the ions is deposited by 
electronic excitation. T o further confirm that the 
dam age is not associated with energy deposited 
in electronic processes, purely electronic cascades 
were sim ulated by an intense unfiltered primary 
beam  from  a crystallographic X-ray tube with 
Cu anode run at 30 kV and  20 mA. Exposure for 
periods up to 30 min leads to no observable in­
crease in leakage current o f an unbiased H am a­
m atsu  diode. The energy o f  these X-rays is too 
low to  cause displacem ent damage. This is in 
broad agreem ent with F retw urst et al. [17] who ob­
served a small AJ o f ~1 nA cm -3 after 104 Gy in Si 
surface-barrier diodes. It is conceivable that F ret­
w urst et a l l  [17] observation can be attributed to 
oxide charge effects [50.51]. The proportionality 
between y, the dam age factor and the energy depo­
sition in nuclear processes is consistent with the 
observation of DLTS signals that probably origi­
nate from  vacancy-associated defects such as Vj 
and E-centres. However, we cannot rule out the 
possibility that interstitial-based complexes (e.g. 
C based [9,1 dh) also contribute to AJ.
The straight line dependence o f x on S„ (Fig. 5) 
implies th a t AJ is associated with displacement 
dam age. The DLTS data  suggest that AJ is pre­
dom inantly  associated with the generation current 
through the Frenkel-pair based centres. Then it 
follows th a t if the population of vacancies and va­
cancy-based centres is at or near-equilibrium.
x = { e N J 2 ) N v£. Here N\ is the intrinsic carrier con­
centration for Si (~ 1 .2  x 10lo cm -3) Nv the aver­
age num ber of vacancies produced along the ion 
track that have not been annihilated  at sinks or 
by interstitials and C a factor that describes the 
contribu tion  from the different type an d  configura­
tion o f centres (e.g. A-, E- etc.) to the generation 
current. From  the K inchin and Pease theory o f 
displacem ent dam age [39] AC ^  vSn/ E d, where v is 
a factor to allow for annihilation by an  interstitial 
o r sink and £ d is the mean displacem ent energy. 
Then we may write, x =  CSn where C  (Table 1) is 
given by C = eN ,Cv / (2Ed). C ast in this way, it is 
easy to see that the variations in C seen in Table 1 
and scatter o f data points abou t the trend line in 
Fig. 5 can be associated with v, the probability  
o f vacancy survival and £ which describes how 
the generation current is distributed am ongst the 
different possible centres [9,10]. It follows that 
the deviations from the straight line in Fig. 5 are 
associated with v and C only, because N, and Ed . 
are fundam ental material param eters for Si. In 
the limit that recom bination o f  Frenkel defects is 
small or constant (dilute dam age) v will be con ­
stant. U nder these conditions we anticipate £ will 
be a constant that depends on the concentrations 
o f impurities in the active volume [10] for a partic ­
ular detector and tem perature. This picture is not 
significantly altered if interstitial-based centres 
also contribute to AJ because according to the 
Kinchin and Pease theory their con tribu tion  will 
also be proportional to N, . This simple phenom e­
nological model suggests that in the limit o f  sp a ­
tially separated displacem ent dam age y scales 
with 5 n. This is consistent with the fact that ou r al­
pha particle measurements lie close to the scaling 
line for both the thick and thin detectors even 
though the maximum in the nuclear energy depo­
sition is ''-3000 times smaller in the latter. This 
scaling, coupled with the observation of sim ilar 
room- or at low-tcm pcrature (T  ^  200°C) leakage 
current recovery to that observed in o u r diodes, 
strongly suggests that the data  that is being g a th ­
ered for LHC and other high energy physics p ro ­
jects can be scaled in a stra igh tforw ard  way to 
the case of heavy ion irradiation. We anticipate de­
viations from this scaling in the limit where the dis­
placement cascade is no longer d ilute so that
i y ( ^
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significant self-annealing o f defects takes place 
(e.g. for low energy heavy ions).
4. Conclusions
(a) The increase in leakage current resulting 
from  ion irrad iation  o f  the detectors investigated 
here probably  originates from vacancy associated 
defect centres (e.g. V J, and E).
(b) The dam age factor a is proportional to the 
average energy deposited in nuclear processes 
w ithin the active volum e of Si detectors. The p ro ­
portionality  extends over 6 decades (from m ini­
m um  ionising pions to 0.5 A MeV Xe).
(c) Recovery o f the leakage current is observed 
after annealing at 150°C and cannot be explained 
by annealing out o f isolated divacancies.
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Abstract
R ecent developm ents in silicon nanotechnology have made feasible the fabrication o f  AE  detectors with thickness o f
1 pm  or less. T he C H IC Si collaboration has been developing thin AE  detectors for study o f  reaction products from  
interm ediate energy heavy ion collisions in an ultra high vacuum  storage-ring environm ent. In this paper, we highlight 
these developm ents from  an ion beam analysis (IBA) viewpoint. The initial part o f  the paper outlines the characteristics 
for these detectors for, nuclear reaction analysis (N R A ), elastic recoil detection (E R D ) using AE - E  detector telescopes 
and accelerator m ass spectrom etry (A M S). Quasi-empirical estimates o f  the maximum AE  detector thickness and separ­
ating power for the lim it o f  low  energy particles (down to O.l^/i M eV) reveal that energy straggling is an im portant £  C U ie. - v  (°  
lim iting factor. Subsequently different m ethods are presented for fabricating both self-supported and vertically inte­
grated AE  detectors including recently developed wafer bonding techniques which open up the possibility o f  producing  
t s E - E  detector telescopes where the AE  elem ent is in the hundreds o f nm range. U ltim ately consideration is given to 
special requirem ents for the readout electronics because o f  the high capacitance presented by the thin AE  
detectors. ©  1998 Elsevier Science B.V.
P A C S :  29.40.Wk; 85.30.k; 61.80.JH; 61.85.-p; 73.40.Vz
K eyw ords: AE  detectors; Si p - i-n  diodes; Nuclear reaction analysis; Elastic recoil detection; Accelerator mass 
spectrometry; Self-supporting membranes; Energy loss; Straggling; Particle identification; Integrated detectors
1. Introduction
In many situations in ion beam analysis (IBA) it 
is o f interest to m easure the identity o f a charged 
particle as well as its energy. A num ber o f different 
schemes have been developed for particle identifi­
cation such as, m agnetic-sector m om entum  analy­
sis, velocity m easurem ent with an electrostatic
_  Corresponding author. Fax: +46-46-222 4709; e-mail: 
^arry _J.Yhitlow@nuclear.lu.se.
sector or Time of Flight (ToF) system and deter­
mination of the effective charge on the nucleus 
from the ionisation rate using a A E-E  detector. 
These methods are generally combined with mea­
surement of energy using a conventional ionisation 
detector. Mainly, gas ionisation AE  detectors in 
combination with Si E  (stop) detectors have been 
used for IBA applications [1-13]. A lthough some 
use of thin Si detectors has been made in IBA, 
[14-18] they have not found wide application. This 
is most probably because thin Si detectors have
0168-583X/97/S 19.00 © 1998 Elsevier Science B.V. All rights reserved. 
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NL, Sara Burgerhartstraat 25, 1055 KV Amsterdam, The Netherlands.
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until now not been readily available a t low cost 
with thickness under ~ 30  pm. C om pared to gas io­
nisation AE  detectors thin Si AE detector have a 
number of advantages such as, Si AE  detectors 
are smaller and more com pact. Also Si p - i-n  de­
tectors can easily be m ade UH V  com patible 
[19,20] with entrance windows (tens of nm) which 
are much thinner than for gas ionisation AE  detec­
tors. They also have a lower susceptibility to sec­
ondary nuclear reactions [8] than for 
hydrocarbon gas ionisation medium. Furtherm ore 
gas ionisation AE  detectors require an expensive 
and complex gas handling system and vacuum  de­
gradation associated with gas diffusion through 
the entrance window may be a problem  unless pre­
cautions are taken [2,3]. On the o ther hand, Si AE 
detectors are susceptible to radiation damage 
(which may be removed by a low tem perature 
(~150°C) anneal [21]) and precautions should be 
taken to avoid channelling. Furtherm ore, the de­
tector thickness is fixed and cannot be adjusted 
as in the case o f gas ionisation detectors.
For a num ber o f years the C H IC  collaboration 
has been developing thin Si AE detectors using 
nanometer scale fabrication technology for m ea­
suring intermediate mass fragm ents (with/ 0.7-60 
A MeV from heavy ion collisions in a UHV inter­
mediate energy heavy ion storage-ring environ­
ment [19]. The objective o f this paper is to 
highlight these developments from an IBA view­
point and present considerations that are impor- 
' tant for their application in IBA.
1.1. IB A  applications o f  thin Si detectors
Thin Si detectors have many potential applica­
tions in IBA. For brevity, no detailed review is at- 
I tempted here, but the requirem ents set by different 
applications are outlined. One o f the most obvious 
applications is for improving the energy (depth) re­
solution in nuclear reaction analysis (N RA ) [22] by 
replacing the absorber foil with a AE detector for 
separation o f scattered beam and charged reaction 
products (e.g. from (d,p) reactions). O ther poten­
tial applications in N RA  are separation o f reaction 
products from interfering reactions (e.g. 
l0Be(3H e,p)12C and 9Be(3He, a) 8Be) and detection 
of the full energy of low energy products in a thin
o f
AE  detector whilst suppressing a significant part of 
the energy o f scattered high energy projectiles 
[23,24]. Generally the particles of interest in 
N RA  are light reaction products with energies of 
1-2 A MeV (see e.g. Figs. 6.6 and 6.7 of Ref. [22]). 0  
For elastic recoil detection (ERD) applications 
detector telescopes based“on thin Si detectors have 
already been reported [14-18]. A E - E  detector tele­
scopes are better suited than ToF-E  systems for 
light element detection because (even for very light 
elements they have a detection efficiency close to 
onej The separating power is similar to that of 
T oF-E  E R D  systems [25] for light- and medium 
heavy- mass recoil analysed with ion beams with 
less than 1 A MeV energy. The planar geometry 
o f thin Si AE  detectors implies that very compact 
A E - E  detector telescopes can be constructed that 
subtend much larger solid angles (close to 1.5ti 
sr) than is possible with gas A E - E  (~100 msr) or 
ToF-E  (1 msr) detector telescopes. This feature is 
o f particular interest for nuclear microprobes as 
well as for biological and polymer analysis where 
large solid angle detector systems are im portant 
for minimising radiation damage. In contrast to 
AMS and N R A , the energies o f interest are lower 
for ERD  at tandem  energies because of energy loss 
on the inward and outw ard trajectories in the m a­
terial. For typical analytical situations (e.g. analy­
sis at 4> =  30° of, 'H  with 2 MeV 4He, 160  with 30 
MeV 35C1, 28Si with 48 MeV 81 Br and 75As with 90 
MeV 1271) the minimum recoil energies (taken as fbH 
-^fof the energy for recoiling from the surface) lie in 
the range 0.55-0.85^A. MeV. '
Gas AE  detectors are widely used for accelera­
to r mass spectrom etry (AMS) for separation and 
identification o f interfering signals from ions of 
1-2^A MeV energy. A lthough gas AE  detectors 0  c - w* 
are well suited for AM S application, the compact­
ness and no requirem ent for a gas handling system 
will make Si AE  detectors well suited for small 
mini-C-14 analysers tha t are under development 
for medical applications.
2. F und am en ta l co n sid era tio n s
The lowest energy t h ' t  can be detected by a 
A E -E  detector telescope is governed by the re-
c IolC - o f
»
I t f  0 .
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quirem ent tha t the particle must have sufficient en­
ergy to  traverse the AE  detector and deposit suffi­
cient energy, to generate a signal to be registered in 
the E detector. It follows that to achieve a low 
threshold energy the AE  detector and all asso­
ciated dead layers m ust be as thin as possible. 
Fig. 1 presents an estim ate of the maximum thick­
ness o f  Si fmax =  R p- 2 o p vs. energy per nucleon for 
representative light (protons), interm ediate (160 )  
and heavy (75As) charged particles. The projected 
range Rp and straggling a p were estimated using 
the T R IM  code [26]. This estimate of fmax corre­
sponds to a detection efficiency for a A E -E  detec- 
I tor telescope close to one for |au ssian  range 
distributions because less than 2.3% o f the parti­
cles will come to rest in the AE  detector and thus 
(probably) no t give rise to a signal in the E  detec­
tor. It follows from  the above that for m any NRA 
. and AMS application^ AE  detector thickness of 
12-pm can be used, however to achieve wide dy­
namic range in A E -E  ER D  a thickness of 3-5 
pm or less is appropriate.
In order to use the A E -E  telescope for identifi­
cation, the signals for different nuclides o f interest 
must be separated on a plot o f the AE  detector sig­
nal vs. E  detector signal for each incident particle. 
(This is preferable for plotting the AE  vs. AE  + E  
signal, which is sometimes done, because the parti­
cles can be identified before establishing the energy 
calibration for each nuclide of interest and the 
electronic noise contributions to the AE  and E sig­
nals are uncorrelated.) It is an interesting question
Energy [MeV per nucteon]
F ig . I. TRIM estimate of the maximum AE  detector thickness 
vs. particle energy for the short dashed, long dashed and 
s o lid  lin es  correspond to protons, 160  and 75As, respectively.
whether A E -E  detector telescopes can be used for 
particle identification in the limit o f low particle 
energy and thereby small detector thickness I. In 
the absence of an established energy loss distribu­
tion theory for heavy ions close to the stopping 
maximum we have used TR IM  [26] to estimate 
the energy deposited in electronic excitation and 
the quasi empirical formula o f Yang et al. [27] to 
estimate heavy ion straggling. A num ber of other 
instrum ental factors also influence the separating 
power such as, incident particle collimation, thick­
ness variations and electronic noise contributions 
but these are rather trivial to estimate and will 
not be considered further.
In Fig. 2 the electronic energy deposition AE  
vs. the energy deposited in the E  detector is shown 
for a A E -E  detector telescope with a 1 pm Si A E 
detector for the nuclides (Zl, Af) for Be (4,7), O 
(8, 16), Si (14, 28) and As (33, 75) in the energy 
range 0.1-103A MeV. No attem pt has been m a d e 3 
to correct for the response functions o f the detec­
tors. The hatched regions correspond to the ±2 
fwhm width assuming the distribution o f energy 
straggling is gaussian. The^ lines correspond to 
the mean electronic energy deposition for the nu­
clei (Zj_+ 1, AV) i.e. a nuclide with the same mass 
but with a one unit greater nuclear charge. Inspec­
tion o f Fig. 2 reveals that the hatched regions are 
separated both over the entire energy range that
J -  c> 





0.01 0.1 1 
E [MeV per nucleon]
10
Fig. 2. Estimate of A£vs. E  for 0.1-10 A MeV ions of 7Be, l60 ,  
28Si and 75As calculated using TRIM [26]. The hatched regions 
denote the ±2 fwhm width associated with electronic straggling 
estimated from Yang et al. [27], The dashed lines denote the po­
sition o f the centroid corresponding to an isotope with the same 
mass number but with one unit larger atomic number.
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spans the m axim um  in energy deposition. This im­
plies tha t a  1 pm  thick Si AE  detector can be used 
to identify particles with different atom ic num ber 
both  above and  below the stopping pow er m axi­
m um . Inspection o f  the dotted lines in Fig. 2 
which correspond to the centroid for the (Zj[ +  1, 
A [) isotopes reveals that, except for the lightest 
isotopes, the anticipated spreading from  electronic 
energy straggling will no t allow complete separa­
tion o f elements with adjacent atom ic num ber 
e.g. Si and P. This is in contrast to w hat is experi­
m entally observed in the case of thicker detectors 
where even isotopic separation is possible e.g. 
Fig. 3 Refs. [19,20]. This may be attribu ted  to  
the relatively larger contribu tion  from  straggling 
for thin detectors o r details in the electron-hole 
pair p roduction  by electronic excitation.
3. Fabrication of thin Si AE  detectors
Tw o m ain approaches have been used to  con­
struct thin Si AE  detectors. E ither the detector is 
realised in the form  o f a  self-supported m em brane 
or the detector is vertically integrated with an  un­
derlying substrate. (F o r example, a  thick E  detec­
tor.) A lthough self-supported Si m em branes are 
rem arkably strong, the need for mechanical stabi­
lity during processing and operation limits practi­
cal detectors to  greater than  ~ 5  pm thickness 
and a few tens o f  m m 2 area. In the case o f detec­
tors fabricated on an underlying substrate, the me­
chanical stability is better and below 1 pm 
thickness and  hundreds o f m m 2 active areas are 
possible.
3.1. Self-supporting detectors
Self-supported detectors can be fabricated 
j  either by directly form ing the detector from  a wa­
fer th a t is thinned down to the desired thickness or 
by etching thin m em branes for the active regions 
o f thin detectors from  thicker substrates. The need 
for m echanical stability during processing restrict 
detectors m ade using thinned wafers to greater 
than  ~ 3 0  pm  thickness. F o r 5-30 pm thick detec­
tors the m em brane etch technique is best suited be­
cause standard  wafer processing and handling
technology can be used and  the active m em brane 
region has identical therm al expansion characteris­
tics to the surrounding support. The etching p ro ­
cess m ust have a uniform , controlled etch-rate 
and not increase short-range roughness. Etch- 
stops in the form  o f a highly doped layer m ay be 
used [28-30], possibly in com bination w ith electro- ■ 
chemical etching. A nother approach has been suc­
cessfully used by S IN T E F  to produce several 
thousand 10 and 12 pm thick detectors for the 
CH ICSi program m e [19,20], This is based on a 
technique for anisotropic etching o f m icrom echa­
nical com ponents and nanostructures defined by 
S i0 2 masks produced using a conventional litho­
graphy. 10 x 10 mm, 10 and 12 pm  thick m em ­
branes were produced in a two-step tetra-m ethyl 
am m onium  hydroxide (TM A H ) solution etch 
[20]. Subsequently two step p - i-n  detector struc­
ture with m ulti-guard [31] was form ed using stan­
dard  processing [20,32]. P - i-n  detector structures 
which can be constructed with thin windows [33] 
m ay be heat treated for U H V  bake-out and  an ­
nealing away of radiation dam age [21]. H eat trea t­
m ent cannot be applied to  conventional Au/Si 
Schottky barrier detectors because A u in-diffusion 
causes an unacceptable increase in leakage current.
3.2. Integrated Si A E-E detector telescopes
A num ber o f schemes have been proposed for 
realising integrated A E -E  detector telescopes [34- 
37]. Unlike the case where the AE  detector is 
self-supported, vertical integration o f  the AE  de­
tector implies that the AE  and E  elements are in 
physical contact, which can lead to  cross-talk be­
cause of, charge carriers funnelling [34] between 
the two detector elements. K em m er and  Lutz [34] 
proposed a n +- n - p +- n - n +A £ -F  structure where 
the buried p-layer serves as a com m on contact. 
Detectors o f this type with a 1 pm AE  layer have 
been realised by the C atania group  [39] using a 
900 keV im plantation  and  Husim i et al. 
[35,36] who used gas-phase epitaxy to produce in­
tegrated A E -E  and A E \-A E 2 detector structures 
with an active thickness o f 5 pm. Both these types 
o f detectors have thick buried dead layers (1.3 and 
1.15 pm, respectively) which can be associated 
with the width of the buried contact layer which
i H t ,
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is governed by im plant straggling and/or gas dy­
namics in the epi-reactor. The thickness and dop­
ing level represents a compromise between the 
requirement o f  a minimum dead layer thickness 
and the need to  provide a sufficiently high doping 
level to control cross-talk associated with “ funnel­
ling” of charge carriers jp9].
Thin buried silicide layers with good electrical 
properties produced by wafer bonding under uni­
axial pressure during heat treatm ent of Co coated 
wafers [40] have been exploited by Thungstrom et 
al. [37] to m ake rugged integrated A E -E  detector 
telescope structures with a 6.5 pm thick AE ele­
ment (Fig. 3). In contrast to the ion-implanted 
and epitaxial detector telescopes discussed above, 
these detectors have a buried dead contact-layer 
of a few hundred nm or so. Although the dead 
layer is extremely thin, the metallic electronic 
structure of C oSi2 inhibits charge carrier funnel­
ling. Fig. 3 shows the data for intermediate mass 
fragments from  a Cu foil bombarded with 32CX 
MeV 14N ions. Clearly isotopic resolution of 6Li 
and 7Li and possibly 7Be and 9Be is achieved. 
The technique is well suited to low-cost volume 
production because it uses standard microelectro­
nic processing techniques and by using a thin start­
ing wafer for the AE  detector combined with a 
built-in etch-stop, extremely thin (1 pm or less) 
AE  layers can be realised.
4. Electronic noise considerations
Control o f electronic noise will be im portant 
for the practical use o f thin AE  detectors especially 
when they are used to measure light particles. This 
is because the collected AE  charge pulse becomes 
proportionately smaller as t decreases whilst the 
detector capacitance Cd« becomes very large. 
Cdet, which is 5.3 nF  for a 1 pm thick 50 m m 2 de­
tector, will be poorly matched by m ost conven­
tional preamplifiers which are optimised for 
Cdet 4  500 pF. The equivalent noise charge 
(ENC) referred to the input, is generally dom i­
nated by the channel white noise [41] o f  the input 
Metal Oxide Sem iconductor Field Effect T ransis­
tor (M OSFET). Optim al noise m atching of 
Cdet =  5.3 nF  to achieve an EN C corresponding 
to 14 KeV fwhm with a spectroscopy amplifier 
peaking time o f 3ps, requires a special M O SFET 
with C0Xide =  1.8 nF  and gm =  3.6 AV-1. Such a de­
vice represents the limit o f feasibility with conven­
tional (1.2 pm gate length) m icroelectronic 
technology because the M O SFET will consume a 
large area o f Si (~ 8  mm 2) and have a high power 
dissipation (~0.6  W). However, the pow er con­
sumption can be dram atically reduced using more 
advanced process technologies that are being de­
veloped with a smaller gate length (e.g. ~26  mW 
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Fig. 3. A E vs. E data from an integrated A E-E  detector tele­
scope with 6.5. pm AE  element for intermediate mass fragments 
from a 32 A MeV l4N7+ incident on a copper foil (after [37]).
5. Conclusions
1. AE detectors with ~10  pm thickness are suited 
for N R A  and AM S applications. The wider dy­
namic range required for A E -E  E R D  requires 
thinner detectors with thickness o f 3-5 pm or 
less.
2. Separation o f signals from  different elements is 
possible for energies down to 0. l^X MeV energy 
is possible with a 1 pm thick AE  detector, how­
ever, energy straggling in thin detectors presents 
a fundam ental lim itation to the separating 
power.
3. Thin AE  detectors with thickness below 10 pm 
have been produced both as self-supported 
and integrated A E  detectors. Integrated A E -E  
detector telescopes with AE  elements thinner
c U (  " f
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than 1 pm are feasible, however in this range the 
resolution will be limited by energy straggling.
4. Optimal noise performance requires develop­
ment of special preamplifiers with a large input 
capacitance and transconductance for matching 
thin detectors.
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ION-IMPLANTATION-INDUCED FLUORINE AGGLOMERATION IN TUNGSTEN DISILICIDE 
PREPARED BY LOW -PRESSURE CHEMICAL VAPOUR DEPOSITION
C. Sture PETERSSON and Harry J. WHITLOW
The Royal Institute o f Technology, Department o f Solid State Electronics, Box 1298, S-164 28 Kista, Sweden
Juhani KEINONEN
University o f Helsinki, Accelerator Laboratory, Hameentie 100, SF-00550 Helsinki 55, Finland
Francis M. d’HEURLE, Franchise K. Le GOUES, Rajiv V. JOSHI, Gerald SCILLA 
and Olivier THOMAS
IB M  Thomas J. Watson Research Centre, Yorktown Heights, New York 10598, USA.
Boron and antimony were implanted in tungsten disilicide/silicon structures. The silicide films with a S i/W  ratio of 2.3 were 
prepared by low pressure chemical vapour deposition (LPCVD) from a mixture of WF6 and SiH 4. The films were subsequently 
annealed at 1000 ° C prior to implantation. The effect of implantation and subsequent heat treatments on the distribution of fluorine 
have been investigated by means of transmission electron microscopy (TEM), secondary ion mass spectroscopy (SIMS) as well as the 
nuclear resonance broadening technique using the reaction 19F(p, a y )160 . After implantation with 5 X 1014 150 keV 1^ 1Sb+ ions 
cm -2  the fluorine depth distribution was bimodal with one peak located about the silicide/silicon interface and a second peak at a 
depth corresponding approximately to the limit of the implant range distribution. This is also the position in the film where TEM  
revealed the presence of a large number of voids. The same observations were made in samples implanted with 11B. Some of the 
fluorine is lost from the implantation-induced peak after heat treatm ent at 300 ° C  for 30 min, yet most of the fluorine remains even 
after annealing at 900 ° C. The overall picture is not substantially modified by raising the substrate temperature during implantation 
to 400 ° C.
1. Introduction
Solid d iffusion  sources, prepared by im plantation o f  
the atom ic species to be diffused into refractory m etal 
silicides, are finding increasing application not on ly  for 
the fabrication o f  shallow  em itter and junction struc­
tures but also for dop ing o f  polycrystalline silicon gate  
structures in m etal oxide sem iconductor (M O S) technol­
ogy. T he latter application is particularly interesting  
since the d iffusion  source can be formed, in-situ, by  
im plantation o f  the silicide contact to the polycrystal­
line silicon gate electrode. Tungsten silicide d iffusion  
sources can be form ed by thermal reaction w ith a 
deposited  tungsten layer. A pplication o f this technique  
m ay be lim ited because o f  the consum ption o f silicon  
and thermal budget restrictions. In an attem pt to over­
com e these restrictions, ion-im planted diffusion sources 
with nom inal com position  W S i2 that were prepared by  
low-pressure chem ical vapour deposition (L PC V D ) from  
a mixture o f S iH 4 and WF6 have been investigated. 
A fter ion im plantation, the films were observed to have  
a greater sheet resistance. Transm ission electron m i­
croscopy (T E M ) showed that voids had formed as a 
consequence o f ion im plantation whilst depth profiling
0 1 6 8 -5 8 3 X /8 9 /S 0 3 .5 0  Elsevier Science Publishers B.V. 
(N orth-H olland  Physics Publishing D ivision)
using secondary ion mass spectrometry (SIMS) showed 
an enhancement in the fluorine signal at depths around 
the maximum in the projected range distribution of the 
implanted ions. These voids were not observed in ion- 
implanted TiSi^/Si structures prepared by metal-sili- 
con reaction [1].
We have measured the fluorine depth profiles in 
films subjected to different annealing and heat treat­
ment conditions. A quantitative determination of the 
fluorine depth profile was obtained by the nuclear reso­
nance broadening (NRB) method which (unlike tech­
niques based on sputtering) is insensitive to the state 
(i.e. chemical bonding of fluorine, fluorine bubble for­
mation etc.) of the fluorine in the sample.
2. Experimental
Two batches of LPCVD-tungsten silicide/silicon 
structures with different silicide thicknesses were pre­
pared by LPCVD [2,3]. The deposition of silicon-rich 
silicide films with a S i/W  ratio of 2.3 was carried out at 
a temperature of 380 ° C at a pressure of 150 mbar. The 
feed gas flow rates for WF6 and SiH4 were 10 and 1000
IV. ION IMPLANTATION
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SCCM  [3]. The S i/W  ratio and thickness o f the thin 
film s prior to annealing was determined by Rutherford 
backscattering spectrometry (RBS) using 2.4 MeV a- 
particles scattered through 168° to be 2.3 ± 0 .1  and 
3.2 x  1017 W Si2 3 formula units c m - 2 , corresponding to 
about 130 nm, assum ing the density of the films to be 
9.4 g c m " 1, which corresponds to bulk W S i2. In the 
case o f the thick sam ples (which were used to study the 
detailed form o f the fluorine depth profile) these were 
annealed for 6 h at 1000 ° C  in purified He to ho­
m ogenize the film s [4], The S i/W  ratio determined by 
RBS after annealing was close to 2 im plying that the 
excess silicon moves towards the W /S i interface. Subse­
quently the thick films were implanted at room tem per­
ature with 5 x  1 0 14 150 keV 121Sb + ions c m - 2 . The thin 
sam ples (which were used to determine the fluorine 
behaviour under different im plantation and heat treat­
ment conditions) were implanted with 5 X 1013 150 keV 
121Sb + ions c m -2  or 1 x  1015 30 keV n B ions c m - 2 . 
Im plantation o f the thin samples was carried out at 
room temperature or 400 ° C  (m aintained by heater). 
The wafers were subsequently divided and part o f each 
wafer was annealed at 900 ° C  for 30 min under a 
vacuum of better than 10 -  5 mbar.
Q uantitative depth profiles o f the fluorine were de­
termined by m eans o f  the NR B technique using the 340 
keV proton energy resonance in the l9F(p, a y ) 160  reac­
tion which because o f  its large cross section and small 
width ( T = 2 .8  keV (5,6J) is most suitable for depth 
profiling fluorine in m icroelectronic structures [7 -10]. A 
proton beam from the University o f Helsinki 2.5 MV 
Van de G raaff accelerator was used and the gamma 
rays in an energy window 2 .6 -6 .2  MeV were delected in 
a 12.7 cm diam eter X  10.4 cm Nal(TI) scintillation de­
tector. SIM S profiling was carried out using a Cameca 
4 f instrument with a 10 keV m C s ‘ primary beam. The 
SIM S depth scale was obtained by m onitoring the 
tungsten signal.
3. Results and discussion
TEM  studies o f sections transverse to the thick 
LPCVD-W Si 2 3/ S i  sam ple surface showed that the im ­
planted film becam e am orphous to a depth of about 80 
nm. The void concentration after Sb implantation was 
also greatest at this depth. These voids are clearly seen 
in fig. 1 which show s an approximately 100 nm thick 
TEM  section parallel to the surface The voids appear
Fig 1. TEM micrograph of a section parallel to the surface of the thick LPCVD-tungsten d is il ic id e  film  a f te r  im p la n ta t io n  w ith
5 x  1015 150 keV ,2,Sb + ions cm "2
I l r 9 .
F ig . 2. D ep th  d is tn b u t io n s  for th e th ick  L P C V D -tu n g ste n  d is ilic id e  film  a fter  im p la n ta t io n  w ith  5 x  1 0 15 150  k eV  I2IS b *  io n s  c m - 2 , 
(a ) D e p th  d is tr ib u tio n s  o f  flu o r in e  o b ta in e d  by N R B . the o p e n  c irc le s , c lo se d  c ir c le s  a n d  c lo se d  tr ia n g les  d e n o te  th e  a s - im p la n ted  
film , 3 0 0 ° C  an d  9 00  ° C  30 m in a n n e a led  sa m p les  resp ectiv e ly , (b )  S IM S  d e p th  p r o file  for 121S b , an d  th e  s e c o n d a r y  io n  y ie ld s  vs  
d ep th  for 19 F  an d  28Si T h e d ep th  sca le s  in  (a ) a n d  (b )  h ave b een  a p p r o x im a te ly  n o rm a lized .
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as light regions. The facet structure seen in fig. 1 can be 
associated with the grains in the polycrystalline tungs­
ten disilicide film, which are of similar dimensions to 
the tungsten disilicide layer thickness.
The fluorine depth profiles measured by NRB (fig. 
2a) and SIMS (fig. 2b) are in good agreement. The total 
fluorine content of the sample that was not heat treated 
after annealing was 5.9 x 10'^ F at. cm 2. The deeper 
peak in the fluorine depth profile!s) corresponds to 
fluorine at. or close to. the silicide silicon interface 
[9,11,12] which, according to RBS measurements, is at a 
depth of 240 nm (assuming the density in the film is 
that of bulk WSi -) Similar interface peaks have also 
been observed in LPCVD-W films on Si substrates [7,9). 
The concentration scale in fig. 2a should be regarded as 
a lower limit for the interfacial fluorine peak since this 
peak may not be fully resolved because of the natural 
resonance width and the straggling of the proton beam. 
The shallow fluorine peak was onlv observed in im­
planted specimens. The fluorine distribution within as- 
deposited films was observed to be constant in agree­
ment with SIMS data in the literature [12.1 3|. Inspect­
ion of fig. 2b shows that the mode of the unannealed 
fluorine depth profile corresponds to a depth in the 
deep tail of the l2lSb SIMS profile where the 1 ~1 Sb ion 
current (concentration) i> about 15% of the maximum 
value. The concentration of voids was also greatest at 
depths corresponding to the maximum of the fluorine 
distribution. The fluorine content of the near-surface 
implantation-induced fluorine peak is 1.6 x lO1^ 
at. cm combining this information with a void volume 
per unit surface area of 6.1 < HI14 nm 'cm  estimated 
from fig. 1, and assuming all the fluorine i> trapped in 
the voids, yields a gas pressure in the voids of about 1 
bar. The fluorine nnght be incorporated m the voids as 
a silicon and /o r tungsten fluoride such as Sd 4 w hich is
formed when fluorine reacts with excess silicon. In 
connection with this, it is noteworthy that voids have 
been observed in BF2-ion-im planted and annealed sili­
con wafers at depths in the deep tail o f  the im plant 
range distributions [14,15].
Com parison o f the data for different annealing tem ­
peratures (fig. 2a) show s that the deep peak is e ssen ­
tially unchanged on annealing at temperatures up to 
900 ° C  for 30 min. (The shift in position o f the interfa­
cial fluorine peak is associated with variations in the 
thickness o f the tungsten disilicide film and is o f  no  
consequence for this analysis.) The content o f the near­
surface fluorine peak is reduced after 300 ° C  annealing  
for 30 min. H owever, the content o f  the im plantation- 
induced peak was independent o f temperature for an ­
nealing between 500 and 900 ° C . This im plies that the 
fluorine that is lost after 300 ° C  annealing is weakly  
bound whilst the fluorine that remains in the im planta­
tion-induced peak after annealing at 500 ° C  and above  
is effectively trapped. The effective trapping o f fluorine 
at high temperatures and the m oderate void gas pres­
sure that w ould result if all the fluorine were trapped in 
the voids constitutes strong, but not conclusive, evi­
dence that the voids contain fluorine. If this is so  the 
fluorine loss after annealing at 300 ° C  may be associ­
ated with fluorine that is incorporated in the tungsten  
disilicide.
Ion-im plantation-induced trapping o f fluorine was 
also observed in thin L PC V D -W Si2 film samples that 
were im planted with 5 x  1015 30 keV n B ions c m - 2 , 
although after annealing at 900 ° C  for 30 min the total 
fluorine retention in the sam ples (80 ±  2%) did not 
differ significantly from that o f  an unim planted control 
sample (78 ±  2%). Sim ilar sam ples that were im planted  
with even a low dose o f  5 X  1013 150 keV ,21Sb ions 
c m ” 2 on the other hand retained 89% o f the fluorine
IV. ION IMPLANTATION
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after annealing at 900 ° C for 30 min. This is indicative 
that the damage produced by the displacement cascade 
is responsible for the void formation. In an effort to 
inhibit the buildup of the near-surface fluorine peak by 
annealing out of the defects 11B and 121Sb implantations 
into samples maintained at 400 ° C by means of a heater 
were investigated. The fluorine depth profiles were, 
however, identical to those obtained after room temper­
ature irradiations.
4. Conclusions
(a) Implantation with 30 keV 11B or 150 keV ,22Sb + 
ions of tungsten disilicide films formed by LPCVD 
from a gas mixture of WF6 + SiH4 leads to en­
hancement in the fluorine concentration at the deep 
extent of the implanted region and the formation of 
voids which are most probably fluorine-filled.
(b) Although some loss of fluorine from the 5 x  1015 
12,Sb+ ions cm -2 implantation-induced peak takes 
place as a result of post-implantation annealing at 
300 °C  for 30 min, most of the fluorine is trapped 
at temperatures up to 900 ° C.
(c) The implantation-induced buildup of fluorine was 
not inhibited by implantation at 400 ° C.
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of hydrogen incorporation during plasma etching of GaAs 
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Hydrogen incorporated during plasma etching in a CH4/ H 2/A r electron cyclotron resonance (ECR) plasma might be 
associated with reported modification of the cathodoluminescence (CL) spectra from quantum well (QW) structures. To investigate 
this, GaAs substrates and metal organic vapour phase epitaxy (MOVPE)-grown GaAs/GaxIn(1_jt)As/GaAs QW structures were 
subjected to etching in a CH4/ H 2/A r plasma with different substrate bias voltages relative to the ECR source.
Hydrogen profiling was carried out using the 6.385 MeV l5N energy resonance in the lH(15N, ay )l2C nuclear reaction using the 
low background profiling facility at the University of Helsinki tandem accelerator. The results show that the amount of hydrogen 
incorporated within 100 nm of the surface is dependent on the plasma bias voltage. Comparison of the QW and GaAs profiles 
showed that the amount of hydrogen diffusing and trapping at the first buried QW interface must correspond to less than the 
detection limit of 1.4x 1018 at. cm-3 (30 at.ppm). The maximum migration depth was about 100 nm which extends down to the first 
QW after etching. The photoluminescence (PL) spectra from the QW structures showed no shift or broadening from the unetched 
samples.
I. Introduction
The incorporation of hydrogen into different mate­
rials can drastically alter their properties, for example 
H embrittlement of metals and passivation of electri­
cally active centers in semiconductors [1]. This has led 
to hydrogenation being an important area of research 
and considerable research effort has been directed 
towards semiconductors in order to obtain a better 
understanding of the effect of hydrogenation in semi­
conductors. The initial work concentrated on the group 
IV elements but extensive effort during the last decade 
has led to an increasing understanding of the effect on 
III—V materials, even though some properties are still 
poorly understood such as the diffusion of hydrogen 
[1], It is now well known that atomic hydrogen has the 
ability to passivate and reactivate shallow donors, shal­
low acceptors and some deep impurity levels in III—V 
semiconductors [2,3]. During etching in a m ethane/ 
hydrogen mixture there is a competition between intro­
duction of radiation damage and hydrogen passivation 
of radiation-induced effects in III—V semiconductors.
* Corresponding author.
Photoluminescence (PL) yield enhancements by a fac­
tor up to 100 due to hydrogen passivation have been 
reported [4].
Two sets of experiments were conducted in this 
study in which both PL and hydrogen profiling mea­
surements were utilised. The first experiment sought to 
establish if migration and trapping of hydrogen at 
buried quantum well (QW) structures could be associ­
ated with etch induced changes in the luminescence 
spectra [5]. The QWs were located at different depths 
to act as probes for detecting process-induced damage. 
The method of using multiple QWs buried at varying 
depths as probes for detecting process-induced damage 
was first introduced by Wong et al. in 1988 [6]. The 
second experiment sought to determine if the PL signal 
from the near surface of GaAs is modified by Electron 
Cyclotron Resonance (ECR) plasma etch associated 
hydrogen.
2. Experimental
Hydrogen profiling was carried out using the 
^ (^ N , a y )12C resonant nuclear reaction method at
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SSDI 0168-583X (93)E0828-5
Reprinted from. Nuclear Instruments and Methods, B89, . L. Person, H.J. Whitlow, J. Keinonen, P. Torri, I. 
Maximov, L  Samuelsson, K. Knox and KG. Malmqvist1 H(*SN,ay)I2C Nuclear Resonance Broadening 
Measurements o f  Hydrogen Incorporation during Plasma Etching o f GaAs and GaJn(I.x>As Quantum Wells. 
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the University o f  Helsinki accelerator laboratory low 
background facility. 15N 2+ ions from the accelerator 
laboratory E G P-10-II tandem  accelerator were used to 
excite the 6.385 M eV  l5N energy resonance [7] and the 
resulting 4.43 M eV  y rays were detected  using a coax­
ial bism uth germ anate (B G O ) detector. This detector  
was enclosed  in a plastic scintillator for active suppres­
sion o f cosm ic particles and the whole surrounded with 
10 cm Pb. T he ceiling o f the low background facility 
consisted  o f  ~  17 m o f granite rock.
T he absolute hydrogen concentration was estab­
lished using reference sam ples o f Si into which 1 x  1016 
20-keV  H + ions c m -2  had been implanted in experi­
m ent one and 1 X  1016 40-keV  H + ions c m -2 in exper­
im ent two. In determ ining the depth scale in G aA s a 
1SN stopping pow er o f 426 e V / 1 0 15 at. c m ” 2 was used
[8] and it was assum ed that the G aA s density was that 
o f  crystalline bulk G aAs. For Au a stopping power of 
655 e V / 1 0 15 at. c m -2 was used. The depth resolution  
was about 15 nm FW HM  at the surface and worsened  
with increasing depth due to energy straggling. The 
detection  limit, when defined as three times the stan­
dard deviation for the background, was 1.4 x  1018 at. 
c m -3  (30 at.ppm ).
Tw o types o f  sam ples were used for these experi­
m ents. O ne was a sem i-insulating G aA s ( 100), Cr-doped  
substrate used for the hydrogen profiling characterisa­
tions in the second  experim ent. The second was a QW  
sam ple o f  lattice-m ism atched G a A s/G a „ „ 5In0 |SAs 
m aterial contain ing 3 Q W s with the same thickness of 
10 m onolayers. The barrier layers had a thickness of 
200 nm and the top G aA s layer was also 200 nm thick. 
T he w hole structure was grown on a thick G aAs buffer 
layer. The Q W s were produced by metal organic vapour 
phase epitaxy (M O V PE ) under reduced pressure
T he reactor used for m etal organic reactive ion 
etching (M O R IE ) consists o f an ECR plasma source 
with perm anent m agnets and a downstream chamber. 
M icrowave energy (2.45 G H z) is introduced into the 
reactor via a coaxial transm ission line and a quarter 
wave antenna which is isolated from the discharge by a 
ceram ic cup. Sm C o5 m agnets are placed near the cup 
to provide the 875 G o f m agnetic field strength re­
quired for resonance. A  quartz liner is inserted into 
the source to reduce the loss o f active species to the 
walls. R eactive gases (C H 4, H 2, Ar) are supplied d i­
rectly to the EC R  discharge zone. In order to control 
the ion energy, the substrate holder can be negatively 
biased by a capacitively coupled , 13.56 MHz, variable 
radio frequency (R F ) input power. This made it possi­
ble to control the ion energy from about 10 to 300 V 
which is not easily available for conventional reactive 
ion etching (R IE ) systems. D etails o f  the ECR -M Q RIF  
etching reactor have been described elsew here [9],
T he M O R IE  process was carried out with flow rates 
o f  H 2, C H 4 and Ar o f 10.0, 1.5 and 3.6 SCCM.
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Fig. 1 Hydrogen depth profiles for Gat In(, _t)As/GaAs 
quantum well structures exposed to ECR plasma etching with 
various voltages applied. Typical error bars are included for 
the 50 V biased sample. No noticeable buildup of hydrogen 
can be seen at around 100 nm where the first well is located.
respectively. The pressure in the cham ber was about 2 
mTorr and the substrate holder was negatively biased  
to - 5 0 ,  -  100 or - 2 0 0  V during the etching process. 
The etching rate o f G aA s was approxim ately 5 
nm m in 1 at a bias of 100 V. The estim ated tem pera­
ture o f the sam ple was below 80°C.
For optical characterisation a low tem perature (5 K) 
PL setup was used. As an excitation source a continu­
ous wave Ar T laser with a maximum output o f  15 mW  
at 488 nm was used. An optical fibre was utilised both  
for excitation of the sample and for collecting em itted  
light which was dispersed through a double m onochro­
mator and detected by an L N , G e photo-detector.
Etching o f bulk GaAs sam ples was carried out for 
50 min while etching of G a A s/G a ln A s  Q W  structures 
was shorter to remove only about half o f  the top G aA s  
layer. Immediately after ECR etching the bulk sam ples 
were placed into the evaporation cham ber to m inim ise  
the exposure to air A gold film o f about 80 nm 
thickness was evaporated by thermal evaporation ex 
situ onto  the four samples.
3. Results and discussion
Fig. 1 shows the hydrogen profiles vs depth for 
different bias voltages between the ECR plasma and 
sam ple in experiment one. Evidently the hydrogen  
content within 100 nm of the surface increases with
VIII. BEAM MODIFICATION





Fig. 2. Correlation between hydrogen concentration and ap­
plied bias for the GaxIn(l _x) As/GaAs sample and the 
Au/GaAs sample. Note that 0 V bias means that the samples 
have not been exposed to any plasma.
bias, see  Fig. 2. It may be also clearly seen that no 
detectable build-up o f hydrogen is observed at 100-120  
nm where the buried first Q W  is located. This is 
consistent with Fig. 3 which presents the recorded PL 
spectra from the Q W  sam ples. Ion irradiation with 
hydrogen [10] into In009G a 0<)1 A s /G a A s  QW  struc­
tures is observed to form satellite PL peaks in thick 4. 
8 and 16 nm wells som e 1 5 -2 2  m eV below the transi­
tions in the QW s, but no satellite peak was seen in the
8
 100V bias
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Fig 3. Normalised PL spectra recorded from the GaxIn(,_x) 
As/GaAs quantum well structures exposed to ECR plasma 
etching at various biases. No hydrogen related peaks are seen 
in the spectra.
thinnest 2 nm well. N o such peaks are seen in the data  
o f Fig. 3. The reported increase in lum inescence in ten ­
sity from 50 V H plasma and 100 V H or Ar plasm a by 
Swaminathan et al. [5] is not seen  in the PL spectra. 
The dam age introduced by the C H 4/ H 2/A r  plasm a 
used in this study most likely dom inates over the hy­
drogen passivation m echanism , thereby leading to a 
decrease in intensity.
Surprisingly in the second experim ent, in which the 
sam ples were covered with a Au layer im m ediately  
after etching, the strong correlation between the 
amount o f hydrogen in the (buried) surface layer o f  
G aA s and bias voltage was not observed, see Fig. 2. 
Again no changes were seen in the PL spectra. C om ­
parison o f this finding with that o f experim ent one  
suggests that either; (i) the uptake o f hydrogen from  
the atm osphere is correlated with the plasma induced  
dam age in the surface layer; or (ii) deposition o f  the 
Au layer leads to loss o f E C R -etch induced near sur­
face hydrogen from GaAs.
Regarding (i) we note that the sam ples for the first 
experim ent were exposed to air for several days prior 
to analysis, whereas for the second experim ent transfer 
to vacuum took place within m inutes o f etching and  
thereafter the deposition o f Au. It is also possible that 
the deposition o f  Au has led to release o f hydrogen  
from the sam ple. The energy o f  Au atoms, ~  kT . at 
the boiling point o f Au is small ( ~  265 m eV) as co m ­
pared to the energy o f the bombarding ions (50, 100 or 
200 eV ). W e do not therefore anticipate physical loss 
of H due to Au atom bom bardm ent. However, we note  
that the A u -G a -A s  ternary phase diagram [11.12] 
indicates that at elevated tem peratures ( ~  300°C) a 
limited am ount o f  Ga and som ewhat less As may be 
dissolved to form a ternary solid solution [11,12]. We 
cannot rule out the possibility that such phase form a­
tion has led to loss o f hydrogen.
It is interesting to speculate why the ECR plasm a 
etch did not lead to hydrogen associated peaks in the 
PL spectra or hydrogen profiles. 100 eV  hydrogen ion 
exposure [10] is reported to lead to satellite peaks in 
the PL spectra from In009G a 091 A s /G a A s  QW s. H ow ­
ever, no satellite peak was seen  to occur for the 2 nm  
thick well. It could be that the QW s used in this study, 
10 m onolayers thick ( ~  3 nm), were too thin for any 
noticeable build-up o f hydrogen to occur. We also note  
that the ECR etch will introduce displacem ent dam age  
in the surface layers. The maximum kinetic energy  
transfer to Ga or As atom s by 100 eV  H + is 5.2 eV  
which is less than the anticipated bulk displacem ent 
energies o f  ~  15-30  eV . Even at the lowest ECR etch  
bias, 50 V, the carbon and argon ions can transfer 
sufficient energy, 23 resp. 45 eV , to create sub-surface  
displacem ent damage. It may be that this dam age acts 
as an effective getter for hydrogen preventing its m i­
gration deeper into the QWs.
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. Conclusion
-  Hydrogen migration during ECR etching in a 
H 4/ H 2/A r  plasma does not lead to any noticeable 
uild-up of hydrogen at buried 10 ML lattice mis- 
latched G aA s/G alnA s QWs, nor any observed 
langes in the PL emission from the QWs.
-  Hydrogen incorporation in the surface layers (<  
)0 nm) of GaAs during ECR etching depends on the 
as. Plasma etching may lead to enhanced hydrogen 
Dtake from the atmosphere (water vapour).
cknowledgements
This work was funded in part through the 
F R /N U T E K  nanometer structure consortium, and 
part through the Academy of Finland.
eferences
I] S.M. Myers, M.I. Baskes, H.K. Birnbaum, J.W. Corbett, 
G.G. DeLeo, S.K. Estreicher, E.E. Haller, P. Jena, N.M.
Johnson, R. Kirchheim, S.J. Pearton and M.J. Stavola, 
Rev. Mod. Phys. 64 (1992) 559.
[2] S.J. Pearton, J.W. Corbett and T.S. Shi, Appl. Phys. A43 
(1987) 153.
[3] W.C. Dautremont-Smith, Mater. Res. Soc. Symp. Proc. 
104 (1988).
[4] W.C. Dautremont-Smith, J.C. Nabity, V. Swaminathan, 
M. Stavola, J. Chevallier, C.W. Tu and S.J. Pearton, 
Appl. Phys. Lett. 49 (1986) 1098.
[5] V. Swaminathan, M.T. Asom, U.K. Chakrabarti and S.J. 
Pearton, Appl. Phys. Lett. 58 (1991) 1256.
[6] H.L. Wong, D.L. Green, T.Y. Liu, D.G. Lishan, M. 
Beilis, E.L. Hu, P.M. Petroff, P.O. Holtz and J.L. Merz, 
J. Vac. Sci. Technol. B7 (1989) 1462.
[7] H.J. Whitlow, J. Keinonen, M. Hautala and A. Hautojarvi, 
Nucl. Instr. and Meth. B 5 (1984) 505.
[8] J.F. Ziegler. J.P. Biersack and U. Littmark, The Stopping 
and Ranges of Ions in Matter, vol. 1 (Pergamon, New 
York, 1985).
[9j I. Maximov, A. Gustafsson, H.-C. Hansson, L. Samuels­
son. W. Seifert and A. Wiedensohler, J. Vac. Sci. Tech­
nol. A 11 (1993) 748.
[10] Z. Sobiesierski, D.A. Woolf. A. Frova and R.T. Phillips, 
J. Vac. Sci. Technol. B 10 (1992) 1975.
[11] C.J. Cooke and W. Hume-Rothery, J. Less-Common 
Met. 10 (1966) 42.




A ppe n d ix  1 
Ex ten t  o f C o n tr ib u tio n  T o  T h e  
Pa per s  In c lu d ed  in  T h is  Th e sis
Accelerator-based research by its nature leads to multi-author papers. Moreover, some of my 
latter work has been done together with Ph.D. students whom I have supervised and the work 
been included in their theses. To approximately specify my contribution to each stage of a paper 
the following code, is used. * 0-33 %, ** 33-67 %, *** 67-100 %. The following types of 
contribution are defined as follows:
• Instigation -  the extent to which I have been responsible for initiation and development 
of the idea.
• Leadership -  the extent to which I have lead the work leading to the paper including 
obtaining financial support
• Experimental -  the degree to which I have participated in the experimental 
measurements
• Analysis -  the extent to which I have carried out the analysis
• Manuscript -  the extent of my contribution to the work of manuscript preparation.
• Docent -  Denotes if the paper has been submitted as part of the evaluation for the 
Swedish “oavldnad docent” title.
• Others PkD./licentiate -  Denotes if the paper has constituted part of one of my students 
Ph.D. /licentiate thesis.
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Summary of Research Work
Harry J. Whitlow (540331-2233)
1. Introduction
The central aspect of my research has been the 
interaction o f  energetic ions with materials and how 
these interactions can be applied to analyse and 
modify materials as well as fo r  detecting and 
characterisation o f  the bombarding radiation. This 
work was been conducted at a number of institutes in 
England and the Nordic countries. This has not only 
given a unique insight into the different research 
cultures in these countries, but most important, the 
close contacts made through the years have led to 
establishment of very fruitful long-term 
collaborations between the various institutes.
My M.Sc. research project was carried out at Philips 
Research Laboratories, Redhill, U.K. It concerned a 
study of deep trapping levels in silicon [a] introduced 
during heat treatment. The objective of this work was 
identification of the factors responsible for formation 
of these traps.
2. D. Phil, research at the University of Sussex 
(1977-81)
The initial work concerned development of a U.H.V. 
scattering chamber, connected to the University of 
Sussex 3 MeV accelerator, in order to facilitate 
surface and near-surface ion solid interactions. This 
chamber was instrumented with a 
LEED/RHEED/Auger system, UHV compatible 
surface barrier detectors for Rutherford 
Backscattering Spectrometry (RBS), high precision 6- 
axis goniometer with hot stage and a residual gas 
analyser [b]. The system was used in the latter part of 
my D.Phil. studies for measurements o f the range 
distribution and annealing behaviour o f  low-energy 
(5-25 keV) arsenic and indium implants in silicon [2]. 
This work was undertaken to obtain technologically 
important data on both the range distributions, in an 
energy region where the LSS theory was inadequate, 
and the annealing characteristics of implanted layers 
with a high implant concentration.
A short period was spent after my D.Phil. work 
commissioning a microcomputer system for data 
collection and analysis in luminescence [7] and 
acoustic experiments [8],
3. Postdoctoral work at Aarhus universitet (1981- 
1983)
After I completed my doctorate at the university of 
Sussex I was awarded a NATO postdoctoral 
fellowship to work at the University of Aarhus. Two
closely related aspects of atomic transport associated 
with ion bombardment were investigated. Namely, 
atomic transport during sputtering of metal alloys and 
the (then) recently “discovered” phenomena of ion 
beam mixing.
In the experiments on atomic transport in metal alloys 
during sputtering, RBS was used to characterise 
sputtered material collected as a function of ion 
fluence [12] and ejection angle [4]. The latter type of 
measurement was developed as a technique for the in- 
situ determination o f  the presence o f  a composition 
gradient within the sputter escape-depth. (i.e. ion- 
induced surface segregation.) Subsequently the 
method was used to determine how these 
concentration gradients were influenced by alloy 
composition, ion energy, chemical driving force [5] 
and temperature [4,5,13].
The ion beam mixing studies concentrated on 
identification of the underlying mechanisms 
responsible for this phenomena. Mixing experiments 
at low temperatures (below stage I) with Cu/Al thin 
film structures with 500 keV Xe [3] and also thin Pt 
marker layers in Fe [11] gave the important results 
that ion-beam mixing has components from long- 
range anisotropic knock-on as well as isotropic 
cascade effects and that the latter is coupled to 
trapping and diffusion o f interstitials.
During the period in Arhus I also undertook some 
archaeometric studies o f  patination and wear traces 
on flin t artifacts [10,20] using RBS, Particle Induced 
X-ray Emission (PIXE) and Nuclear Reaction 
Analysis (NRA).
4. Research at the University of Helsinki (1983- 
1985)
My activities at the University o f Helsinki 
accelerator laboratory focused on 
continuation o f the work on ion beam 
mixing and initiation o f work on analysis of 
hydrogen in materials using the (then) newly 
commissioned 5 MV tandem van de Graaff 
accelerator.
Chemical binding effects during ion beam mixing in 
Al/SiC>2 [14] and Al/Si [15] structures have also been 
studied using the Nuclear Resonance Broadening 
(NRB) technique and infrared reflection 
spectrometry.
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Hydrogen depth profiling using the NRB technique 
('H(lsN,ay) l2C resonance method) was used to study 
irradiation-induced defect trapping of hydrogen in 
silicon [16], for the development of stable hydrogen 
standards for ion beam analysis and also for precise 
measurement of the range distributions of ion 
implanted hydrogen in silicon [19], I had applied this 
technique earlier, in the field of archaeometry, to 
demonstrate that the formation of worked-material 
characteristic microwear on the edge o f  a flin t tool is 
associated with changes in the chemical composition 
of the worked edges [10].
A highly significant aspect of my work in Helsinki 
was the realisation of a long and very fruitful 
collaboration with docent Mikko Hautala on the 
application of Monte-Carlo methods in the study of 
ion solid interactions. Anisotropic effects in the 
atomic transport that were observed in both the ion 
beam mixing [3,11,21] and sputtering experiments 
[4,17] were studied using Monte Carlo simulation. 
The results showed that low energy recoils close to 
the surface have a significant backwards-directed 
momentum but are forwards directed at greater depth 
[18,21,23]. After leaving Helsinki, this work was 
extended to study the effect o f  crystalline structure on 
recoil flux anisotropies [23] as well as the spatial 
dependence o f  energy deposition in biological 
materials [29]. More recently, we have turned our 
attention to the problem of how low energy ions with 
velocity comparable to or below the electron orbital 
velocities excite charge carriers in band-gap materials 
[52].
5. The Uppsala tandem years (1985-1990)
After moving from Finland in early 1985,1 was first 
attached to the Ion Physics group in Uppsala. After 
initial work on the development of a large-area ion 
irradiation system for modification of semiconductors 
and polymers, I subsequently joined the Department 
of Solid State Electronics at The Royal Institute of 
Technology, Stockholm (KTH).
My research activities at KTH were concentrated on 
the development of MeV ion beam analytical 
methods for application in semiconductor process 
technology. In connection with this I have designed 
and built an analysis chamber fitted  with a computer 
controlled 20-sample goniometer fo r RBS and 
channeling measurements. The goniometer and 
associated dedicated data collection system permit 
automatic analysis of up to 20 samples with a high 
degree of reproducibility. This instrument has been 
the principle instrument fo r Ion Beam Analysis in 
Uppsala fo r the past 11 years. Following this, I lead
the design and construction work on two computer 
controlled goniometer systems that were constructed 
for other laboratories.
During this time my close contacts with the 
University of Helsinki accelerator laboratory led to 
establishment of a collaboration Helsinki on the study 
of fluorine redistribution by Nuclear Resonance 
Broadening (NRB). (Fluorine is involved in many 
microelectronic processing steps and it degrades the 
breakdown characteristics of Si02 films.) Within this 
collaboration I have led work on: fluorine diffusion in 
W/Si structures formed by Low Pressure Chemical 
Vapour Deposition (LPCVD) from WF6 [21,25], 
fluorine segregation in BF2+ ion implanted Si02/Si 
structures [27,28] and, together with I.B.M. T.J. 
Watson Research Laboratories Yorktown Heights, 
bubble formation in LPCVD-WSi2 [36].
The development since 1986 of a new quantitative ion 
beam analysis method for depth profiling — mass 
and energy dispersive recoil spectrometry [26,32,37] 
been a major achievement. In this new technique, 
target atoms which recoil out of a sample that is 
irradiated with high energy (30-400 MeV) heavy ions, 
are detected in a detector telescope which measures 
the velocity and energy for every recoil atom. 
Subsequent processing of the data yields separate 
depth profiles for the elements with different masses 
in the sample. This technique is complimentary to 
RBS since it is most applicable to measurement of 
light and medium heavy elements, which are often 
difficult to analyse by RBS. The investigations that 
have so far been carried out using the new technique 
include: mass- and energy resolution [26], suitability 
of thermally grown Si02/Si structures as oxygen 
standards [35], oxygen influence on silicide formation 
[26,34], depth profiling of A1 in GaxAl^y^s 
quantum-well structures [26], formation of buried 
layers by Ion Beam Synthesis (IBS) [30,31,33] and 
the influence of oil additives on the formation and 
breakdown of boundary lubricating films [43,66].
During 1989/90 I was also responsible for the 
development of numerical methods based on 
Kirchhoffs formalism for the analysis of shallow 
implant thermal diffusion from secondary ion mass 
spectrometry data [40,42].
6. Research in Lund (1990-1996)
Following the move to Lund my research my research 
has continued to centre around on heavy ion-matter 
interactions. This has lead to the instigation of a 
research group focusing on how ion-matter 
interactions can be used not only for characterising
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and modifying material but also as the basis for 
detection of radiation.
The accelerator-based materials research is mainly 
carried out within the NFR-NUTEK Nanometre 
Structure Consortium. My work in the collaboration 
has mainly concentrated on solid-phase interactions 
between thin metal films and III-V semiconductors, 
which are important for microcircuit contact 
metallurgy and metallisation. Similarly, the work on 
detector science and development has been carried on 
in the CELSIUS Heavy Ion Collaboration (CHIC) 
which is a Lund based international collaboration that 
uses heavy ion collisions to study the nuclear phase 
diagram in states of high compression which are 
believed to be representative of conditions in super­
novae and neutron-stars. Although at first sight the 
two topics appear rather unrelated, they are unified 
through the two aspects of ion-matter interactions 
making possible a number of collaborative 
investigations [41,45] as well as cross-fertilisation 
[e.g. 74] where the developments in one field have 
found application in the other.
6.1 Materials Research with M eV  Ion Beams 
This research has mainly concentrated on the 
development and application of the Recoil 
Spectrometry (RS) technique that was developed at 
KTH for separately profiling Ga and As in GaAs 
based structures [44] for the study of solid-phase 
reactions in thin-film metal/III-V and metalloid/III-V 
semiconductor systems. These systems are important 
for contact metallurgy. At the present time contact 
technology is a major limiting factor to why III-V 
technology is not as developed as Si technology. The 
aims of the programme are to gather fundamental data 
on the solid phase interactions of thin-film 
metal/semiconductor systems and how these are 
related to predictions based on the equilibrium phase 
diagrams. The success o f  this programme has 
stimulated the establishment o f  other research 
collaborations. Especially noteworthy has been 
initiation of a collaboration with Utrecht University 
on ion-organic semiconductor interactions and a 
collaboration with Beijing Normal University (BNU) 
which involves a joint Ph.D. programme for a 
doctoral student from BNU and initiation of a project 
on compact X-ray lenses. This work has also been a 
key ingredient in setting up collaborations with 
Peking University and Tsinghua University in Beijing 
as well as a collaboration with the University of 
Newcastle in Australia.
The first RS study was the Co/GaAs system during 
rapid thermal annealing [47]. This represented a 
significant milestone and it has attracted
considerable international interest. Most significant 
has been that it lead to the initiation of the informal 
Australian-Swedish Recoil Spectrometry 
Collaboration, with researchers from the Royal 
Melbourne Institute of Technology (RMIT) and the 
Australian Nuclear Science and Technology 
Organisation (ANSTO), as well the Department of 
Solid State Electronics, KTH, Stockholm and 
Department of Inorganic Chemistry, Uppsala 
University. In October 1992 and November 1993 I  
led the Swedish groups which travelled to Australia to 
perform measurements using the recently 
commissioned ANSTO tandem accelerator at Lucas 
Heights.
The most extensive investigation undertaken by the 
collaboration has been a systematic study of strong 
phosphide forming (Cr,Ti,Ni) [64] and near noble 
(Pd,Pt) [63,64] transition metals on InP [55,57,59]. 
This study, which utilised RS and X-ray diffraction 
measurements, showed that at intermediate 
temperatures, the near-noble metals formed ternary 
compounds (including one previously unknown 
phase, Pd5In2P2). At higher temperatures -500 °C 
binary metal indides were observed and phosphorus 
was lost (Pd) or bound in metal phosphide (Pt). The 
metals that have a strong phosphide-forming tendency 
(Ti and Cr) formed metallic phosphides and metallic 
In.
The collaboration has also undertaken studies on a 
wide range of other systems including:
• Study of the formation of CoSi2 on GaAs [48]. 
Study of Na diffusion in CuInSe2 compound 
solar cells
Oxygen in SixGe(i_X) materials [49].
• Elemental stoichiometry in MOCVD 
AlxGa(i_x)As [56].
High Tc superconductor substrate interactions 
in the YCBO/MgO system [58].
• Formation of Ni silicide by ion implantation 
[58].
• Relaxation phenomena in ferroelectric films 
for DRAM applications.
Ion beam induced changes in porphyrin 
organic semiconductors (with Utrecht Univ.) 
Hydrogen loss from polymers under ion 
bombardment [62,81].
Synthesis of silicide surface layers using a 
MEVVA ion source [81,82].
One of my main interests within the collaboration has 
been the development of the RS technique for 
quantitative analysis of thin films. In this respect I 
have led development of a multivariate technique [52] 
for calibration of ToF-E recoil detector telescopes
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that not only establishes the absolute energy in terms 
of recoil mass and channel number, but also 
simplifies the assignment of recoil masses over wide 
energy ranges by removing distortions associated 
with detector non-linearity. This work was extended 
to develop a semi-empirical equation that describes 
the width of the mass distribution [54]. This is 
important in the analysis of III-V semiconductor 
structures where the mass signals may be partially 
overlapping. A number of different strategies for 
signal decomposition have been investigated 
including, selection of mass gates to minimise cross 
talk [44], fitting mass distributions [56], pseudo-2D 
fitting of the mass-energy distributions [63] and 
application of Ryan and Jamieson’s Direct Analysis 
method [70] (which was developed for PIXE 
mapping). The most promising and universal method 
(which is being developed with Dr. Peter Johnston at 
RMIT) is a refinement technique based on 
comparison of a theoretical recoil ToF-E spectrum 
with the experimental data [71]. However, more work 
needs to be done on accounting for multiple scattering 
and energy straggling effects [68]. More recently, the 
focus has shifted towards the use of recoil detector 
telescopes based on thin Si AE detectors [69,83] such 
as those described below.
We have also applied ion beam methods to other 
areas of nanometre science such as a study of plasma- 
etch induced hydrogen defect centres in quantum well 
structures [51]. This work was a collaboration with 
the Accelerator laboratory in Helsinki where we used 
the low background profiling facility to measure ppm 
levels of hydrogen. Other completed and on-going 
studies include:
• The development of an atomic nitrogen ion source 
for group-III nitride epitaxy.
• A photoluminescence study of single dopant atoms 
introduced into quantum wells by ultra-low dose ion 
implantation. (With N. Bohr Institute, University of 
Copenhagen).
• The production of doped regions with nanometre 
depth and lateral dimensions by e-beam lithography 
combined with low energy ion implantation.
• Sea-salt aerosol transport in NSW, Australia [65]
6.2 Research on Detector Science and Technology 
During the first year in Lund I participated in the 
development of so-called charge-sensitive pad- 
readout for Multi-Step Avalanche Chambers 
(MSAC). These will be used for charge particle 
tracking in ultrarelativistic collision experiments with 
high charged particle multiplicity (1000 — 3000 for 
200 A GeV Pb -> Pb) by the WA 93 collaboration at 
CERN. In particular I was responsible for design, 
construction and testing of a flexible test chamber and
preamplifier electronics that has been used for study 
of the charge signals and the obtainable lateral 
resolution [70].
The main part of my work on detectors has, as noted 
above, been carried out in the CHIC collaboration. 
This was initiated from work on developing a ToF-E 
recoil spectrometer array for the CHIC collaboration. 
This will be used to measure recoiling target residue 
fragments from intermediate energy heavy ion 
reactions at CELSIUS. These particles, have up till 
now been inaccessible for electronic detectors 
because their low energy (□ 0.05-0.3 A MeV) which 
implies that most of them will be completely stopped 
in conventional target foils. I was responsible for the 
design study. This included investigation of the 
factors that govern the mass resolution of ToF-E 
detector telescopes [41], determination of the 
response [45] and radiation damage [75] of silicon 
diode detectors. These findings were exploited in the 
design of a new type of ToF-E telescope that is more 
compact than other designs and can be stacked in 
arrays to span large solid-angle intervals. The 
prototype has been constructed at The Niels Bohr 
Institute in Copenhagen and has been successfully 
tested at The Svedberg-Laboratory in Uppsala.
In 1991 CHIC began planning and developing a Si 
detector telescope array that will allow 
characterisation of intermediate mass fragments over 
about ~3tt of solid angle. Since its initiation in 
September 1991 I have played a central part in the 
CHICSi working group. (Jan. 1993-July 1997 as 
technical manager and coordinator of CHICSi). The 
work which has taken ~50% of my time, has required 
extensive interaction with European industrial 
companies as well as coordination of development 
activities in Sweden, Norway, Denmark and Russia.
CHICSi consists of an array of ~550 detector 
telescopes in a barrel-shaped configuration [46,80] 
each with a 12|im Si AE, 280/500 pm Si E and a 280 
pm flag detector (for flagging events where particles 
that have passed right through the telescope). These 
detector telescopes will allow detection of -0.8-7A 
MeV intermediate mass fragments. In the most 
forward directions the telescopes will be augmented 
with 6 mm thick GSO(Ce) scintillators [50,80] that 
are read-out by Si photodiodes to facilitate detection 
of particles up to 60A MeV. Each detector telescope 
is read out by means of a Si ASIC chip that was 
developed as part of CHICSi and fabricated using a
1.2 pm Bi-CMOS technique. The chip performs all 
the analogue signal handling as well as fast digital 
processing for pile-up flagging and low-level trigger 
handling.
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In particular, I have been responsible for supervision 
of the work contracted to a Norwegian Industrial 
Agency (SINTEF) on development of the technology 
for large-scale production of extremely thin (12 pm) 
Si DE detectors using an anisotropic etching 
technique [67,80,83]. Considerable effort had to be 
put into orchestrating the purchase, according to EC 
procedures, of the development of production 
methods and fabrication, because of the performance 
of the goods could not be specified explicitly. Recent 
tests of these detectors [78,80] show that these 
detectors satisfy, or exceed, the specifications defined 
by the requirements of the CHICSi measurement 
programme. I was also been responsible for leading 
the development of the ASIC read-out chip. This is a 
complex chip that combines the analogue signal 
chains for all the detectors in a telescope as well as 
fast and slow shapers, analogue and digital 
multiplexing,. In addition the chip has fast logic 
processing that enables on-chip handling of IMF 
identification as well as identification of global and 
local pile up. A novel feature of this chip is that it will 
be mounted inside the UHV scattering chamber. This 
approach is economically advantageous because by 
serial read-out of chains of chips the number of 
expensive vacuum feedthroughs and fast high 
resolution ADCs needed can be substantially reduced. 
Leading the development of this chip has involved 
drawing up the specifications, purchase and 
consultation on the prototype and simulation work. I 
also supervise the testing of the prototype chips, 
which have been shown to function according to 
specifications.
The requirements of CHICSi lead to the instigation of 
a detail study on radiation damage in Si detectors 
[78]. This confirmed that the damage factor is 
proportional to energy deposition in nuclear scattering 
over almost 7 decades corresponding to relativistic n± 
to low energy heavy Xe. Furthermore the effects of 
this damage could, to a large degree, be recovered by 
~150 °C heat treatment.
Another major on-going project is the development 
and purchase of the detector and readout chip 
mounting.
The CHICSi programme has also stimulated work on 
other schemes for detecting intermediate mass 
fragments. In particular I have been responsible for 
leading the testing of a new method based on charge 
carrier dynamics [61 ] as well as the development of a 
calibration technique for IMFs in thin (12-15 pm Si 
AE detectors.) [61]. With colleagues from KTH 
Stockholm, I have also developed a novel type of
integrated Si detector telescope [83]. A patent 
application for this was filed in March 1996.
Summary of Teaching and Administration
Experience
1977-80
Demonstrator at Sussex University with 
responsibility for development and teaching 
(total about 50 hours ) a laboratory course in 
crystallography and X-ray diffraction. This was 
a modular course, which could be altered to suit 
differing types of students, such as research 
students, B.Sc. final year students and Swedish 
students participating in the Uppsala-Sussex 
exchange programme.
1980
Demonstrator at Sussex University in a 
laboratory course in electronics (about 20 
hours).
1981-82
In Arhus, responsible for day to day supervision 
of two Danish kand. scient. Students’ research 
project.
1985/86
- Planned, lectured and examined a 5 point
postgraduate course on “Rutherford 
backscattering spectrometry and other
quantitative ion beam analytical methods” (EH 
938) at The Royal Institute of Technology (20 
hours inc. laboratory exercise)
- Lectured on “Rutherford Backscattering
Spectrometry” in a special course for researchers 
in industry “Avancerade strainings- och 
partikelmetoder fbr materialanalys” organised 
by “kurssekretariatet vid Uppsala universitet” 
(5th May 1985) (4 hours).
Developed and lead laboratory work in RBS for 
the course “TillSmpad kiimfysik” given at 
Uppsala University (1986-88)( 16 hours).
Lectured on “The physics and properties of 
semiconductors” on the course EH 901
“Halvledarekomponenter” at the Royal Institute 
of Technology (about 3 hours).
1986/87
Planned, lectured and examined on a 4 point 
course EH 201 “materialfysik” at the 
undergraduate level on the physics of materials, 
at the Royal Institute of Technology (36 hours).
1987/88
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Planned, lectured and examined a 5 point 
postgraduate course on “Rutherford 
backscattering spectrometry and other 
quantitative ion beam analytical methods” (EH 
938) at The Royal Institute of Technology. (20 
hours inc. laboratory exercise).
Planned, lectured and examined a 4 point course 
EH 201 “materialfysik” at the undergraduate 
level on the physics of materials, at the Royal 
Institute of Technology (36 hours).
Responsible for supervision of two project 
students. Furthermore, I have been del facto 
responsible for supervision of research students 
in ion beam analysis and mechanical 
construction.
1988/89
Planned, lectured and examined a new 2 point 
postgraduate course: Methodology of Scientific 
research and Presentation. (8 hours).
October 1988 to March 1989. Responsible for 
supervising a postgraduate student .1 have been 
del facto responsible for supervision of other 
research students in ion beam analysis and 
mechanical construction.
1990/91
Planned, undertook most of the lecturing and 
examined a 4-point postgraduate course in The 
Department of Nuclear Physics, LTH on 
“Quantitative depth profiling methods with MeV 
ions) (12 hours).
Planned, lectured and examined a 4-point 
postgraduate course in The Department of 
Nuclear Physics, LTH on “Material analysis 
with MeV ions) (12 hours).
Supervised a doctoral student (Mikael Hult) in 
recoil spectrometry from July 1990. Assistant 
supervisor for a doctoral student in Cosmic and 
Subatomic Physics. (Roberta Ghetti) from Nov. 
1990.
1991/92
Planned, lectured and examined a 5-point 
continuing education course on “Accelerator 
Techniques in Materials Science”(TNF-020).
Responsible for supervision of a doctoral student 
in recoil spectrometry. From July 1990 assistant 
supervisor for a doctoral student in Cosmic and 
Subatomic Physics. (Roberta Ghetti)
1992/93
Technical Chairperson and Co-ordinator of 
CHICSi collaboration
Planned, lectured and examined a 5-point 
continuing education course on “Modem 
physical measurement methods in Materials 
Science” (TNF-021).
Responsible for supervision of two doctoral 
students in applied nuclear physics (Mikael 
Hult, Leif Persson)
- Supervised a post-doctoral research worker. (Dr. 
Mohamed El Bounanai)
Supervised two project students. (One of which 
was out stationed at the University of Newcastle, 
New South Wales, Australia.)
Taught on a number of laboratory exercises and 
other short courses:
1993/94
Technical Chairperson and Co-ordinator of 
CHICSi collaboration
Supervised two doctoral students. (Mikael Hult 
and Leif Persson).
Planned, lectured and examined a 5-point 
continuing education course on “Modem 
physical measurement methods in Materials 
Science” (TNF-021) (12 hours) .
Supervised an ERASMUS student project from 
Utrecht (Anneke Kleinpenning).
Supervised a student project on ToF detectors 
for CHICSi (Ase Karlsson).
1994/95
Technical chairperson and co-ordinator of 
CHICSi collaboration.
Lead the preparation of the Invitation to Tender, 
Detailed Specifications and Assessment of 
Tenders and agreement of contract for 
development and fabrication of Si detectors for 
CHICSi. (This was a complex ’’public sector 
purchase” because (i) it involved purchase of the 
development of an advanced state of the art 
product and possible purchase of that product if
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it achieved our specifications and (ii) the 
purchase was carried out following EU rules.)
- Responsible for preparation of the Invitation to
Tender, Detailed Specifications and Assessment 
of Tenders and agreement of contract for 
development and prototype of Si ASIC readout 
chip for CHICSi.
External Ph.D. examiner University of 
Newcastle, Australia (Qing Yang).
External Licentiate examiner, Royal Institute of 
Technology, Stockholm (Ulf Erlesand).
Member of Ph. D. examination board in Uppsala 
(Fredrik StillesjS) and Lund (Lars JOnsson).
- Supervised two doctoral students. Leif Persson and
Yanwen Zhang. Responsible for negotiation of 
joint Ph.D. programme for Zhang with Beijing 
Normal University.
Responsible for a post-doctoral research worker. 
(Mohamed El Bouanani)
Supervised a senior guest researcher (P.N. 
Johnston, RMIT, Melbourne)
Supervised two project students (Mats 
Leandersson and Jacek Jaworowski) in Si 
detector science.
1995/1996
Technical Chairperson and Coordinator of 
CHICSi collaboration
Planned, lectured and examined a 5-point 
continuing education course on “Modem 
physical measurement methods in Materials 
Science” (TNF-021)(12 hours).
External Ph. D. examiner University of 
Newcastle, Australia (Ziwei Fang)
Responsible for a post-doctoral research worker. 
(Mohamed El Bouanani)
Supervised a student project on aerosol transport 
in NSW Australia. (Annette Gimsenius)
Responsible for supervision of a student project 
on recoil spectrometry (Patrick Jonsson).
External expert referee for appointment of Full 
Professor in Radiation Physics, Royal 
Melbourne Institute of Technology, Australia.
Responsible for recruiting a new doctoral 
student. Supervised two doctoral students (Leif 
Persson and Yanwen Zhang).
External Ph. D. opponent at University of 
Utrecht (Tom Mared).
Responsible for planning a new course (5- 
credits) on accelerators in applied science for 
teachers.
Lead negotiations on setting up exchange 
agreements with Beijing Normal University, 
Peking University and Tsinghua University in 
China.
1996/97
Technical Chairperson and Coordinator of 
CHICSi collaboration, (till 970830)
Responsible for supervision of two doctoral 
students (Thomas Winzell, Yanwen Zhang)
Conducted discussions for instigation of inter- 
university agreement with Royal Melbourne 
Institute of Technology, Victoria, Australia.
-  Responsible for purchasing according to EU 
procedures, development and fabrication of 
CHICSi detector module circuit boards.
Responsible for supervision of a Swedish 
students project on X-ray lenses in Beijing (Per 
Hansson).
Established and co-supervised a student project 
at The University of Bath, UK (David 
Lindblom)
Expert referee for appointment of associate 
professorship at Royal Melbourne Institute of 
Technology, Australia.
Examiner for Licentiate thesis at 
KTH/MitthQgskolan (Gdran ThungstrSm).
1997/98
Conducted successful negotiations on inter- 
university exchange between Lund University 
and Peking University, China.
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Conducted successful negotiations on inter- 
university exchange between Lund University 
and Tsinghua University, China.
- Responsible for invitation to tender, evaluation of 
bids and official purchase of CHICSi detector 
mounting.
Responsible for guest professor working on 
quantification problems in ToF-E recoil 
spectrometry. (Prof. Ian Bubb)
Instigated an on-going industrial research 
project with ABB-Atom with participation and 
recruitment of foreign guest professor.
Partly responsible for lecturing and leading 
exercises in introductory physics course D1 
(Kinematics and experimental methods) for first 
year computer Science students at LTH.
Lead exercises in FI (fluid mechanics and 
thermodynamics) for first-year technical physics 
students at LTH.
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1. Inst.Phys. Conf. Ser. No. 35(1977)35. Solubility o f  the group IV  chalcogenides in 1-III-VI2 compounds. B.R. 
Pamplin, T. Ohachi, S. Maeda, P. Negrete, T.P. Elworthy, R. Sanderson and H.J. Whitlow.
2. Nucl. Instrum. and Method. 200(1982)491. Range distributions and thermal-annealing properties o f  low- 
energy arsenic and indium implants in silicon. H.J. Whitlow, P. Blood, B.W. Farmery, D.J. O'Connor, J.M. 
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irradiation. S.E. Donnelly, M. Renier, A.A. Lucas and H.J. Whitlow.
7. Radiation Effects 72(1983)245. Measurements o f  the emission spectra o f  LiF during thermoluminescence. 
P.D. Townsend, K. Ahmed, P.J. Chandler, S.W.S. McKeever and H.J. Whitlow.
8. Catgut Acoust. Soc. Newslett. 40(1983)21. Analysis o f  sound spectra from bowed violins and violas. P. 
Barnes, P.J. Chandler, L. Cooke, S. Fredin, G. Hammel, P.D. Townsend, H.J. Whitlow and L. Wilzen.
9. Vacuum 33(1983)411. Apparatus fo r  measurement o f  the angular distribution o f  particles sputtered from  
targets at high temperatures. H.H. Andersen, B.J. Jeppesen, S. Olesen, B. Stenum, T. Sorensen and H.J. 
Whitlow.
10. Nucl. Instrum. and Method.218(1983)468. Wear traces and patination on Danish flin t artefacts. H.H. 
Andersen and H.J. Whitlow.
11. Nucl. Instrum. and Method. 218(1983)684. Low-temperature ion-beam mixing o f  platinum markers in iron. J. 
Bottiger, S.K. Nielsen, H.J. Whitlow and P. Wriedt.
12. Nucl. Instrum. and Method. B2(1984)601. Transients in the composition o f  material sputtered from  alloy 
targets. H.H. Andersen, B. Stenum, T Sorensen and H.J. Whitlow.
13. Nucl. Instrum. and Method. B2(1984)623. Temperature dependence o f  the angular distribution o f  material 
sputtered from  a CuPt alloy. H.H. Andersen, B. Stenum, T. Sorensen and H.J. Whitlow.
14. Thin Solid Films 115(1984)125. Ion beam mixing o f  aluminium films on fused S i02. M. Erola, J. Keinonen,
H.J. Whitlow, A. Anttila and M. Hautala.
15. Proc. 1st. Nordic Conf. on Physics in Industry. M. Vulli and G. Graeffe (ed.): Ion beam mixing o f  A l on Si and 
S i0 2. J. Keinonen, H.J. Whitlow and M. Erola.
16. Nucl. Instrum. and Method. B5(1984)505. Thermal- and radiation-stability o f  hydrogen implanted silicon 
standards fo r  ion-beam analysis. H.J. Whitlow, J. Keinonen, M. Hautala, and A. HautojSrvi.
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17. Nucl. Instrum. and Method. B6(1985)459. Angular distribution of particles sputtered from Cu, Pt, and Ge 
targets bykeVion bombardment. H.H. Andersen, B.Stenum, T. Sorensen and H.J. Whitlow.
18. Nucl. Instrum. and Method. B6(1985)466. Momentum and recoil-flux anisotropies in collision-cascades: 
Influence on sputtered particle angular distributions. M. Hautala and H.J. Whitlow.
19. Physics Lett. 109A(1985)344. Range profiles of 25-250 keV hydrogen in silicon. M. Hautala, J. Keinonen,
H.J. Whitlow, P. Tikkanen, M. Uhrmacher and K.P. Lieb.
20. Proc. 3rd. Nordic Conf. on the Application of Scientific Methods in Archaeology, ISKOS 5, T. Edgren and H. 
Jungner (eds.): Ion beam analysis methods for determining major and minor element concentrations in 
artefacts. H.H. Andersen and H.J. Whitlow.
21. J. Appl. Phys. 58(1985)3248. Mixing ofAl in Si byNe+ ions. H.J. Whitlow, J. Keinonen and M. Hautala.
22. Late-News Paper presented at 16th. European Solid State Device Conference, Univ. of Cambridge, U.K. 8-11 
Sept. 1986. Thermal redistribution of process induced fluorine in LPCVD-W/Si contact structures. H.J. 
Whitlow, J. Keinonen, T. Erikson, A. Anttila, M. Ostling and S. Petersson.
23. Nucl. Instrum. and Method. B 18(1987)370. Ballistic collision cascade anisotropies in amorphous, 
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