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Design of Distributed Controllers Seeking Optimal Power Flow
Solutions Under Communication Constraints
Emiliano Dall’Anese, Andrea Simonetto, and Sairaj Dhople
Abstract— This paper focuses on power distribution networks
featuring distributed energy resources (DERs), and develops
controllers that drive the DER output powers to solutions of
time-varying AC optimal power flow (OPF) problems. The
design of the controllers is grounded on primal-dual-type
methods for regularized Lagrangian functions, as well as linear
approximations of the AC power-flow equations. Convergence
and OPF-solution-tracking capabilities are established while
acknowledging: i) communication-packet losses, and ii) partial
updates of control signals. The latter case is particularly
relevant since it enables an asynchronous operation of the
controllers where the DER setpoints are updated at a fast time
scale based on local voltage measurements, and information
on the network state is utilized if and when available, based
on communication constraints. As an application, the paper
considers distribution systems with a high penetration level
of photovoltaic systems, and demonstrates that the proposed
framework provides fast voltage-regulation capabilities, while
enabling the near real-time pursuit of AC OPF solutions.
I. INTRODUCTION
Centralized and distributed AC optimal power flow (OPF)
approaches have been developed for distribution systems to
compute optimal setpoints for distributed energy resources
(DERs), so that power losses and voltage deviations are
minimized and economic benefits to utility and end-users
are maximized. It is well-known that the AC OPF is a
nonconvex (and, in fact, NP-hard) nonlinear program. Cen-
tralized approaches utilize off-the-shelf solvers for nonlinear
programs [1], or, leverage convex relaxation and approxi-
mation techniques to obtain convex surrogates [2]–[5]. Dis-
tributed solution methods tap into the decomposability of
the Lagrangian function associated with convex surrogates
of the OPF, and utilize iterative primal-dual-type methods
to decompose the solution of the OPF task across DERs,
utility, and possibly aggregators [4], [6], [7]. Either way, in
the presence of (fast) changing load, ambient, and network
conditions [8], traditional centralized and distributed OPF
schemes may offer decision making capabilities that do not
match the dynamics of distribution systems. Particularly,
during the time required to collect data from all the nodes of
the network (e.g., loads), solve the OPF, and subsequently
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dispatch the setpoints, the load, ambient, and network condi-
tions may have already changed. In this case, the DER output
powers would be consistently regulated around outdated set-
points, leading to suboptimal system operation and violation
of relevant electrical limits. This motivates the development
of online OPF strategies that leverage the opportunities for
fast-feedback offered by power-electronics-interfaced DERs
to enable the near real-time pursuit of solutions of AC
OPF problems, while ensuring adaptability to fast-changing
conditions [9]–[11].
Prior efforts in this direction include the continuous-
time feedback controllers that seek Karush-Kuhn-Tucker
conditions for economic dispatch optimality for bulk sys-
tems developed in [12]. Modified automatic generation and
frequency control methods that incorporate optimization
objectives corresponding to DC OPF problems have been
proposed for bulk power systems in, e.g., [13]. Focusing
on AC OPF models, online solution approaches include the
heuristic based on saddle-point-flow method utilized in [14],
the online OPF proposed in [10] for distribution systems
with a tree topology, and the distributed dual (sub)-gradient
scheme developed in [11] for (un)balanced distribution sys-
tems. Overall, the convergence results in [10]–[12] hinge on
a time scale separation where cost and constraints of the
OPF problem change slower than the controller dynamics. A
centralized controller is developed in [15] based on gradient
algorithms; it is shown that the DER setpoints convergence
on average to an optimal solution.
A distributed control architecture that enables DERs to
track the solution of fast-changing OPF solutions is devel-
oped in [9]. Stability and tracking capabilities are charac-
terized in terms of bounds between the DER output powers
and the optimal trajectory set forth by the time-varying OPF
problem. The present paper significantly broadens the ap-
proach [9] by considering realistic scenarios where commu-
nication constraints lead to asynchronous and partial updates
of the control signals. Similar to [9], control synthesis is
based on suitable linear approximations of the AC power-
flow equations as well as Lagrangian regularization methods.
OPF-solution tracking is established for the cases where: i)
communication-packet losses lead to asynchronous updates
of the control signals; and ii) DER setpoints are updated at
a fast time scale based on local voltage measurements, and
information on state of the the remaining part of the network
is utilized if and when available, based on communication
constraints. This setup allows controllers to ensure that OPF
constraints are met, while relaxing the requirements on the
supporting communication infrastructure.
II. TIME-VARYING OPTIMAL POWER FLOW
Consider a distribution feeder1 comprising N + 1 nodes
collected in the set N ∪ {0}, N := {1, . . . , N}, and lines
represented by the set of edges E := {(m,n)} ⊂ N ∪{0}×
N ∪{0}. Assume that the temporal domain is discretized as
t = kτ , where k ∈ N and τ > 0 is small enough to capture
fast variations of loads and ambient conditions. Let V kn ∈ C
and Ikn ∈ C denote the phasors for the line-to-ground voltage
and the current injected at node n over the kth instant,
respectively, and define the N -dimensional complex vectors
vk := [V k1 , . . . , V
k
N ]
T ∈ CN and ik := [Ik1 , . . . , IkN ]T ∈ CN .
Node 0 denotes the distribution transformer, and it is taken to
be the slack bus. Using Ohm’s and Kirchhoff’s circuit laws,
it follows that ik = V k0 yk+Ykvk, where Yk ∈ CN×N and
yk ∈ CN×1 are formed based on the network topology and
the π-equivalent circuit of the lines (see e.g., [16]).
Inverter-interfaced DERs such as photovoltaic (PV) sys-
tems, small-scale wind turbines, and energy storage systems
are assumed to be located at nodes G ⊆ N , NG := |G|.
The real and reactive powers at the AC side of inverter
i ∈ G at each time kτ are denoted as P ki and Qki , respec-
tively, and are confined within the DER operating region
(P ki , Q
k
i ) ∈ Yki . The set Yki captures hardware as well as
operational constraints, and is assumed to be convex and
compact. For example, for PV inverters, this set is given by
Yki = {(P ki , Qki ): Pmini ≤ P ki ≤ P kav,i, (Qki )2 ≤ S2i −(P ki )2},
where P kav,i denotes the real power available at time k and
Si is the capacity of the inverter [2], [3]. In commercial-
scale HVAC systems, set Yki captures the power consumption
range of a fan (i.e., a variable frequency drive). For future
developments, let uki := [P ki , Qki ]T collect the real and
reactive setpoints for DER i at time k, and define the set
Yk := Yk1 × . . .YkNG . Finally, for each node i, let P kℓ,i and
Qkℓ,i denote the inflexible real and reactive power demand,
respectively, at time k.
A. Time-varying Target Optimization Problem
To bypass challenges related to nonconvexity and NP-
hardness of the OPF task, and facilitate the design of low-
complexity controllers that afford implementation on micro-
controllers that accompany power-electronics interfaces of
inverters, the present paper leverages suitable linear approxi-
mations of the AC power-flow equations. To this end, collect
the voltage magnitudes {|V ki |}i∈N in the vector ρk :=
[|V k1 |, . . . , |V kN |]T ∈ RN . Then, given pertinent matrices
Rk,Bk,Hk,Jk ∈ RN×N and vectors bk, ak ∈ CN , one can
1Upper-case (lower-case) boldface letters will be used for matrices
(column vectors); (·)T for transposition; (·)∗ complex-conjugate; and,
(·)H complex-conjugate transposition; ℜ{·} and ℑ{·} denote the real and
imaginary parts of a complex number, respectively; j :=
√−1 the imaginary
unit; and | · | denotes the absolute value of a number or the cardinality of a
set. For x ∈ R, function [x]+ is defined as [x]+ := max{0, x}. For a given
N × 1 vector x ∈ RN , ‖x‖2 :=
√
xHx; and, diag(x) returns a N × N
matrix with the elements of x in its diagonal. Further, projY{x} denotes the
projection of x onto the convex set Y . Given a given matrix X ∈ RN×M ,
xm,n denotes its (m,n)-th entry. ∇xf(x) returns the gradient vector of
f(x) with respect to x ∈ RN . Finally, 1N denotes the N × 1 vector with
all ones, and 0N denotes the N × 1 vector with all zeros.
obtain approximate power-flow relations whereby voltages
are linearly related to the injected real and reactive powers
as
vk ≈ Hkpk + Jkqk + bk (1a)
ρk ≈ Rkpk +Bkqk + ak, (1b)
where pkn = P kn − P kℓ,n, qkn = Qkn − Qkℓ,n if n ∈ G
and pkn = −P kℓ,n, qkn = −Qkℓ,n if n ∈ N\G. Matrices
Rk,Bk,Hk,Jk ∈ RN×N and vectors bk, ak ∈ CN can
be obtained as described in e.g., [5], [17], [18], and can
be time-varying to reflect e.g., changes in the topology and
voltage linearization points. It is worth pointing out that
through (1a)–(1b) approximate linear relationships for power
losses and power flows as a function of {P ki , Qki }i∈G can be
readily derived [5], [17].
Denote as V min and V max minimum and maximum,
respectively, voltage service limits, and let the cost∑
n∈G f
k
n(u
k
n) capture possibly time-varying DER-oriented
objectives (e.g., cost of/reward for ancillary service pro-
visioning [2], [3], or feed-in tariffs), and/or system-level
performance metrics (e.g., power losses and/or deviations
from the nominal voltage profile [3]). With these definitions,
and based on (1a)–(1b), an approximate convex AC OPF
problem can be formulated as [5], [9]:
(P1
k
) min
{ui}i∈G
∑
i∈G
fki (ui) (2a)
subject to
gkn({ui}i∈G) ≤ 0, ∀n ∈M (2b)
g¯kn({ui}i∈G) ≤ 0, ∀n ∈M (2c)
ui ∈ Yki , ∀ i ∈ G , (2d)
where M⊆ N is a set of nodes selected to enforce voltage
regulation throughout the feeder, M := |M|, and
gkn({ui}i∈G) := V min − ckn
−
∑
i∈G
[rkn,i(Pi − P kℓ,i) + bkn,i(Qi −Qkℓ,i)] (3a)
g¯kn({ui}i∈G) :=
∑
i∈G
[rkn,i(Pi − P kℓ,i) + bkn,i(Qi −Qkℓ,i)]
+ ckn − V max , (3b)
with ckn := akn−
∑
i∈N\G(r
k
n,iP
k
ℓ,i+b
k
n,iQ
k
ℓ,i). Regarding (2),
the following assumptions are made.
Assumption 1. Functions fki (ui) are convex and continuously
differentiable for each i ∈ G and k ≥ 0. Define further the
gradient map fk(u) := [∇T
u1
fk1 (u1), . . . ,∇TuNG f
k
NG
(uNG )]
T
.
Then, it is assumed that fk : R2NG → R2NG is Lipschitz
continuous with constant L over Yk for all k ≥ 0. 
Assumption 2. For all k ≥ 0, there exist a set of feasible
power injections {uˆi}i∈G ∈ Yk such that gkn({uˆi}i∈G) ≤ 0
and g¯kn({uˆi}i∈G) ≤ 0, for all n ∈M. 
Regarding Assumption 2, notice that functions
gkn({uˆi}i∈G) and g¯kn({uˆi}i∈G) are linear [cf. (3)]; hence,
Slater’s condition does not require strict inequalities [19].
From the compactness of set Yk, and under Assumptions 1
and 2, problem (2) is convex and strong duality holds.
Further, there exists an optimizer {uopt,ki }i∈G , ∀ k ≥ 0. For
future developments, let gk(u) ∈ RM and g¯k(u) ∈ RM be a
vector stacking all functions gkn({ui}i∈G) and g¯kn({ui}i∈G).
B. Objective
Problem (P1k) represents a convex approximation of the
AC OPF task. Constraints (2b)–(2c) are utilized to enforce
voltage regulation, while (2d) models DER hardware con-
straints. It is worth pointing out that the problem (P1k)
specifies OPF targets that corresponds to a specific time
instant kτ ; accordingly, in the presence of (fast) changing
load, ambient, and network conditions, repeated solutions of
(P1
k
) for k ∈ N would ideally produce optimal reference
setpoint trajectories for the DER {uopt,kn , k ∈ N}. However,
traditional centralized and distributed solution approaches
may not be able to collect network data (e.g., loads),
solve (P1k), and subsequently dispatch setpoints within τ
seconds, and may consistently regulate the power-outputs
{P ki , Qki }i∈G around outdated setpoints. This motivates the
development of controllers that continuously regulate the
DER output powers around points that one would have if
(P1k) could be solved instantaneously.
Particularly, let yk = F({uki }i∈G) represent an AC power-
flow solution for given DER output powers {uki }n∈G , with
vector yk collecting relevant electrical quantities such as
voltages and power flows (averaged over one AC cycle) [10],
[11], [16], [20]. Further, let Ci{·,yk} describe an update rule
for the setpoints of DER i. Then, given the following closed
loop-system
uki = Ci(uk−1i ,yk), ∀i ∈ G (4a)
yk = F({uki }i∈G) (4b)
the goal is to design the controllers {Ci{·, ·}}i∈G so that
the DER output powers {uki }i∈G are driven to the solution
{uopt,ki }i∈G of the time-varying OPF problem (P1k).
III. DESIGN OF FEEDBACK CONTROLLERS
A. Preliminaries
The synthesis of the controllers leverages primal-dual
methods applied to regularized Lagrangian functions [21],
[22]. To this end, let γ := [γ1, . . . , γM ]T and µ :=
[µ1, . . . , µM ]
T collect the Lagrange multipliers associated
with (2b) and (2c), respectively, and consider the following
augmented Lagrangian function associated with (P1k):
Lkν,ǫ(uk,γ,µ) :=
∑
i∈G
fki (Pi, Qi) + (Pi − P kℓ,i)(rˇki )T(µ− γ)
+ (Qi −Qkℓ,i)(bˇki )T(µ− γ) + cT(µ− γ) + γT1mV min
− µT1mV max + ν
2
∑
n∈G
‖ukn‖22 −
ǫ
2
(‖γ‖22 + ‖µ‖22) (5)
where rˇki := [{rkj,i}j∈M]T and bˇki := [{bkj,i}j∈M]T are
M × 1 vectors collecting the entries of Rk and Bk in
their ith column and rows corresponding to nodes in M,
ck := [{ckj }j∈M]T, and constants ν > 0 and ǫ > 0
appearing in the Tikhonov regularization terms are design
parameters. Function (5) is strictly convex in the primal
variables uk := [uk1 , . . . ,ukNG ]
T and strictly concave in the
dual variables γ,µ. The upshot of (5) is that gradient-based
approaches can be applied to find an approximate solution
to (P1k) with improved convergence properties [21], [22].
Further, it allows one to drop the strict convexity assumption
on the cost function {fki (ui)}i∈G [11], [13], [14] and to
avoid averaging primal and dual variables [23]. Accordingly,
consider the following saddle-point problem:
max
λ∈RM+ ,µ∈R
M
+
min
u∈Yk
Lkν,ǫ(uk,γ,µ) (6)
and denote as u∗,k := [u∗,k1 , . . . ,u
∗,k
NG
]T,γ∗,k,µ∗,k the
unique primal-dual optimizer of (5). In general, the solutions
of (2) and the regularized saddle-point problem (6) are
expected to be different; however, the discrepancy between
u
opt,k
i and u
∗,k
i can be bounded as in [21, Lemma 3.2],
whereas bounds of the constraint violation are substantiated
in [21, Lemma 3.3]. These bounds are proportional to √ǫ;
therefore, the smaller ǫ, the smaller is the discrepancy
between uopt,kn and u∗,kn .
To track the time-varying optimizers z∗,k :=
[(u∗,k)T, (γ∗,k)T, (µ∗,k)T]T of (6), consider the following
online primal-dual gradient method [22]:
uk+1i = projYi
{
uki − α∇uiLkν,ǫ(u,γ,µ)|uki ,γk,µk
}
(7a)
γk+1n = projDγ
{
γkn + α(g
k
n({uki }i∈G)− ǫγkn)
} (7b)
µk+1n = projDµ
{
µkn + α(g¯
k
n(u
k
i }i∈G)− ǫµkn)
}
, (7c)
where α > 0 is the stepsize, and Dγ ,Dµ ⊂ R+ are
compact convex sets that can be chosen as explained in [21].
Step (7a) is computed for each i ∈ G, whereas (7b)–(7c)
are performed for each node n ∈ M. Convergence of the
iterates zk := [(uk)T, (γk)T, (µk)T]T to z∗,k is established
in [22, Theorem 1], and hinges on the following assumptions
related to the temporal variability of (6).
Assumption 3. There exists a constant σu ≥ 0 such that
‖u∗,k+1 − u∗,k‖ ≤ σu for all k ≥ 0. 
Assumption 4. There exist constants σd ≥ 0 and σd¯ ≥ 0 such
that |gk+1n (u∗,k+1) − gkn(u∗,k)| ≤ σd and |g¯k+1n (u∗,k+1) −
g¯kn(u
∗,k)| ≤ σd¯, respectively, for all n ∈ N and k ≥ 0. 
It can be shown that the conditions of Assumption 4
translate into bounds for the discrepancy between the optimal
dual variables over two consecutive time instants; that is,
‖γ∗,k+1 − γ∗,k‖ ≤ σγ and ‖µ∗,k+1 − µ∗,k‖ ≤ σµ
with σγ and σµ given by [22, Prop. 1]. Overall, upon
defining z∗,k := [(u∗,k)T, (γ∗,k)T, (µ∗,k)T]T it also follows
that ‖z∗,k+1 − z∗,k‖ ≤ σz for a given σz ≥ 0. Under
Assumptions 1–4, convergence of (7) are investigated in [22,
Theorem 1].
Similar to [9], in the next section the updates (7) are
modified to accommodate actionable feedback from the
distribution system. The proposed framework broadens the
approach of [9] by considering a more realistic scenario
where communication constraints lead to asynchronous and
partial updates of primal/dual variables.
Before proceeding, it is worth pointing out the following
two facts: i) given that gk(u) and g¯k(u) are linear in u and
Yk is compact, it follows that there exists a constant G such
that ‖∇ugk(u)‖2 ≤ G and ‖∇ug¯k(u)‖2 ≤ G for all k ≥ 0.
One can show that there exist constants K > 0 and K¯ such
that ‖gk(u)‖2 ≤ K and ‖g¯k(u)‖2 ≤ K¯ . Further, notice
that ‖γki ‖2 ≤ Dγ and ‖µki ‖2 ≤ Dµ for given Dγ , Dµ > 0
by construction [cf. (7b)–(7c)], and define the time-varying
mapping Φk as
Φk : {uk,γk,µk} 7→


∇u1Lkν,ǫ(u,γ,µ)|uk1 ,γk,µk
.
.
.
∇uNGLkν,ǫ(u,γ,µ)|ukNG ,γk,µk
−(gk1 (uk)− ǫγk1 )
.
.
.
−(gkM (uk)− ǫγkM )
−(g¯k1 (uk)− ǫµk1)
.
.
.
−(g¯kM (uk)− ǫµkM )


.
Then, the following holds.
Lemma 1: The map Φk is strongly monotone with con-
stant η = min{ν, ǫ}, and Lipschitz over Yk×Dγ ×Dµ with
constant Lν,ǫ =
√
(L+ ν + 2G)2 + 2(G+ ǫ)2. 
B. Feedback Controllers
With regards to the distributed optimization scheme (7),
it is worth pointing out that: (i) functions {gkn(uk)}n∈M
and {g¯kn(uk)}n∈M capture the distance of the voltage mag-
nitudes from the limits V min and V max, respectively, of
given setpoints uk; (ii) to evaluate gkn(uk), g¯kn(uk) at the
current points uk it is necessary to collect all loads across
the network [cf. (3)]; and, (iii) all dual variables need to be
collected at each DER i ∈ G in order to carry out step (7a).
To include actionable feedback from the system, the idea
is to replace the algorithmic quantities {gkn(uk)}n∈M and
{g¯kn(uk)}n∈M with actual voltage measurements; to this end,
let mkn denote a measurement of the voltage magnitude |V kn |
acquired at time k from node n ∈M. Further, to account for
communication errors in collecting the dual variables at each
DER, let γ˜ℓi(k)i , µ˜
ℓi(k)
i represent copies of the most recent
multipliers available at DER i, with ℓi(k) ∈ N the index
of the most recent successful communication. Accordingly,
the proposed control architecture amounts to the following
iterative steps.
[S1] Update power setpoints at each DER i ∈ G as:
uk+1i = projYki
{
uki − α∇uiLkν,ǫ(u,γ,µ)|
u
k
i ,γ˜
ℓi(k)
i ,µ˜
ℓi(k)
i
}
.
(8a)
[S2] An aggregator collects voltage measurements
{mkn}n∈M, updates dual variables as:
γk+1n = projDγ
{
γkn + α(V
min −mkn − ǫγkn)
} (8b)
µk+1n = projDµ
{
µkn + α(m
k
n − V max − ǫµkn)
} (8c)
!"#
u
k+1
i = projY
k
i
{
u
k
i − α∇uiL
k
ν,ǫ(u,γ,µ)|uk
i
,γ k
i
,µk
i
}
u
k+1
j = projY
j
{
u
k
j − α∇ujL
k
ν,ǫ(u,γ,µ)|ukj ,γ kj ,µkj
}
γ
k+1
n
= proj
Dγ
{
γ
k
n
+ α(V min −mk
n
− ǫγ
k
n
)
µk+1
n
= proj
Dµ
{
µk
n
+ α(mk
n
− V max − ǫµk
n
)
k
(a)
!"#
u
k+1
i = projY
k
i
{
u
k
i − α∇uiL
k
ν,ǫ(u,γ,µ)|uk
i
,γ k
i
,µk
i
}
γ
k+1
i,i = projDγ
{
γ
k
i,i + α(V
min
−mki − ǫγ
k
i,i)
µk+1i,i = projDµ
{
µki,i + α(m
k
i − V
max
− ǫµki,i)
(b)
Fig. 1. (a) Step of the proposed controller architecture, based on voltage
measurements gathered at nodes M. (b) Fast local update performed in
between reception of voltage measurements from other nodes of the system.
for all n ∈M, and broadcasts dual variables to DERs.
[S3] Each DER i ∈ G sets the local copies of the dual
variables to γ˜ki = γk, µ˜ki = µk if dual variables are received,
and γ˜ki = γk−1i , µ˜
k
i = µ
k−1
i otherwise.
Go to [S1].
Steps [S1]–[S3] are illustrated in Figure 1(a). Is it
worth pointing out that, differently from traditional OPF
schemes, (8) does not require knowledge of the loads at
locations N\G. The only information required by the con-
trollers pertains to the line and feeder models, which are
utilized to build the matrices in (1). In the following, the
convergence properties of (8) are analyzed; to this end,
pertinent definitions and assumptions are introduced next.
Let ξki := [rˇki , bˇki ]T, and notice that ‖ξki ‖2 ≤ Xi for all
k ≥ 0 [5], [17]. Further, let ekγ ∈ RM and ekµ ∈ RM collect
the dual gradient errors V min − ykn − ǫγkn − ∇γnLkν,ǫ and
ykn−V max−ǫµkn−∇µnLkν,ǫ, respectively, when actual voltage
measurements are utilized instead of the true gradient of the
regularized Lagrangian with respect to the dual variables.
Then, the following practical assumptions are made.
Assumption 5. There exist a constant ed ≥ 0 such that
max{‖ekγ‖2, ‖ekµ‖2} ≤ ed for all k ≥ 0. 
Assumption 6. For DER i, at most Ei < +∞ consecutive
communication packets are lost; that is, max{k − ℓi(k)} ≤
Ei for all k. 
Under current modeling assumptions, it can be shown
that the update (13a) involves an inexact gradient step, as
substantiated in the next lemma.
Lemma 2: When Ei > 0, one has that
∇uiLkν,ǫ(u,γ,µ)|
u
k
i ,γ˜
ℓi(k)
i ,µ˜
ℓi(k)
i
is an inex-
act gradient of the regularized Lagrangian
Lkν,ǫ(ui,γ,µ) with respect to ui evaluated at
{uki ,γk,µk}, i.e., ∇uiLkν,ǫ(ui,γ,µ)|
u
k
i ,γ˜
ℓi(k)
i ,µ˜
ℓi(k)
i
=
∇uiLkν,ǫ(ui,γ,µ)|uki ,γk,µk + eku,i, with error bounded as:
‖eku,i‖2 ≤ αEiXi[K + K¯ + ǫ(Dγ +Dµ) + 2ed] . (9)

It follows that the overall error in the primal iterate eku :=
[(eku,1)
T, . . . , eku,NG ]
T is bounded too; particularly,
‖eku‖2 ≤ α
[∑
i∈G
E2iX
2
i [K + K¯ + ǫ(Dγ +Dµ) + 2ed]
2
] 1
2
.
(10)
Henceforth, denote as eu the right-hand-side of (10), and
notice that eu > ed whenever Ei > 0 for all i ∈ G. Conver-
gence and tracking properties of the feedback controllers (8)
are established next.
Theorem 1: Consider the sequence {zk} := {uk,γk,µk}
generated by (8). Let Assumptions 1–6 hold. For fixed
positive scalars ǫ, ν > 0, if the stepsize α > 0 is chosen
such that
ρ(α) :=
√
1− 2ηα+ α2L2ν,ǫ < 1, (11)
that is 0 < α < 2η/L2ν,ǫ, then the sequence {zk} converges
Q-linearly to z∗,k := {u∗,k,γ∗,k,µ∗,k} up to the asymptotic
error bound given by:
lim sup
k→∞
‖zk − z∗,k‖2 = 1
1− ρ(α)
[
αe+ σz
]
(12)
where e =
√
e2u + 2e
2
d. 
Bound (12) can be obtained by following steps similar
to [9, Thm. 1], and the proof is omitted due to space
limitations; key is to show that, in spite of the the error in
the primal updates, (8) preserves the properties of a strongly
monotone operator and leads to a contraction mapping for
‖zk − z∗,k‖2 if (11) is satisfied. Equation (12) quantifies
the maximum discrepancy between the iterates {uk,γk,µk}
generated by the proposed controllers and the (time-varying)
minimizer of problem (6). From [21, Lemma 3.2] and by
using the triangle inequality, a bound for the difference
between uk and the solution of (2) can be obtained.
C. Fast local updates
A modified version of the control scheme is proposed
next to address the case where communication constraints
introduce significant delays in the computation of steps (8).
Particularly, (8) is complemented by local updates of the
DER setpoints based on measurements of voltages at the
DER points of connection as described in the following.
[S1′] Update power setpoints at each DER i ∈ G as:
uk+1i = projYki
{
uki − α∇uiLkν,ǫ(u,γ,µ)|uki ,γ˜ki ,µ˜ki
}
(13a)
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Fig. 2. IEEE 37-node feeder.
[S2′] An aggregator collects voltage measurements
{mkn}n∈M, updates dual variables as:
γk+1n = projDγ
{
γkn + α(V
min −mkn − ǫγkn)
} (13b)
µk+1n = projDµ
{
µkn + α(m
k
n − V max − ǫµkn)
} (13c)
for all n ∈M, and broadcasts dual variables to DERs.
[S3′] At each DER i ∈ G, update the local copies of the dual
variables as:
• If γk and µk are available and are received, set γ˜ki = γk,
µ˜ki = µ
k;
• If γ˜ki and µ˜k are not available, measure the voltage
magnitude |V ki | at the point of connection and update the
ith entry of γ˜ki and µ˜ki as
γ˜k+1i,i = projDγ
{
γ˜ki,i + α(V
min −mki − ǫγ˜ki,i)
} (13d)
µ˜k+1i,i = projDµ
{
µ˜ki + α(m
k
i − V max − ǫµ˜ki,i)
}
. (13e)
The remaining entries are not updated; i,e., γ˜k+1i,j = γ˜ki,j and
µ˜k+1i,j = µ˜
k
i,j for all j ∈M\{i}.
Go to [S1′].
As shown in Figure 1, steps [S1′]–[S3′] allow each DER
inverter i to update the setpoints uki at a faster time scale,
based on local measurements of the voltage level at the DER
point on interconnection; et each time step, DER i continu-
ously updates the ith entry of γ˜ki and µ˜ki and computes the
setpoints uki . The remaining entries of γ˜
k
i and µ˜ki are updated
when the vectors γk and µk become available. It is worth
emphasizing that steps [S1′]–[S3′] consider the case where
an aggregator collects voltage measurements and broadcasts
the updated version of the dual variables; the algorithm can
be suitably modified to account for the case where each DER
receives measurements of the voltage across nodes n ∈ M,
and updates the local copies of the dual variables based on
{mkn}n∈M. This scenario leads to an operational setup where
at each time k the DER updates the entries of γ˜ki and µ˜ki
that correspond to the subset of nodes from which voltage
measurements are received.
The results of Lemma 2 and Theorem 1 can be adapted
to [S1′]–[S3′]. In this case, Mi represents the number of
iterations that are necessary for DER i to update all the
entries of the dual variables (or to receive measurements of
all voltages in M).
IV. EXAMPLE OF APPLICATION
Consider a modified version of the IEEE 37-node test
feeder shown in Figure 2. The modified network is obtained
by considering a single-phase equivalent, and by replacing
the loads specified in the original dataset with real load data
measured from feeders serving a neighborhood called Anato-
lia in CA during the week of August 2012 [8]. Particularly,
the data have a granularity of 1 second, and represent the
loading of secondary transformers. Line impedances, shunt
admittances, as well as active and reactive loads are adopted
from the original dataset. With reference to Fig. 2, it is
assumed that PV systems are located at nodes 4, 7, 10, 13,
17, 20, 22, 23, 26, 28, 29, 30, 31, 32, 33, 34, 35, and 36, and
their generation profile is simulated based on the measured
solar irradiance data available in [8]. Solar irradiance data
have a granularity of 1 second. The rating of the PV inverters
are 300 kVA for i = 3, 350 kVA for i = 15, 16, and 200
kVA for the remaining PV inverters.
The goal of this simulation study is to demonstrate how
the proposed controllers can reliably prevent overvoltages
that are likely to be experienced during periods when PV
generation exceeds the demand. The minimum and maximum
voltage limits are set to 0.95 pu and 1.05 pu, respectively.
With this simulation setup, when no actions are taken to
prevent overvoltages, one would have voltages well beyond
1.05 pu at nodes 29–36, with the most severe overvoltage
conditions experiences at node 35. This is clear from the
voltage profile provided in Figure 3(a).
Two cases are considered:
Case 1: Controller [S1]–[S3] is implemented, and the
primal-dual updates represented in Figure 1(a) are repeated
every 1 second.
Case 2: Controller [S1′]–[S3′], where the global steps
represented in Figure 1(a) are repeated every 1 second, and
are complemented by the local steps (13a) and (13d)–(13e);
the steps represented in Figure 1(b) are performed every 0.1
seconds. This way, Ei turns out to be Ei = 9 for all i ∈ G.
The target optimization objective (2a) is set to fkn(ukn) =
cq(Q
k
n)
2 + cp(P
k
av,n − P kn )2 to minimize the amount of
real power curtailed from the PV systems and to minimize
the amount of reactive power injected or absorbed. The
coefficients are set to cp = 3 and cq = 1 for all PV systems
to discourage real power curtailment. It is assumed that the
dual ascent step is performed at the utility/aggregator, which
subsequently broadcasts the dual variables to the PV systems.
The controller parameters are set as ν = 10−3, ǫ = 10−4,
and α = 0.2. The stepsize α was selected experimentally.
In Case 2, the PV system setpoints are updated at a
faster time scale by utilizing local voltage measurements
[cf. Figure 1(b)]; voltage across the network are collected
every 1 s, and are utilized to update all the entries of
the dual variables [cf. Figure 1(a)]. The performance of
the proposed controllers is compared with local Volt/VAr
control.This involves a linear trade off, where inverters set
Qkn = 0 when |V kn | = 1 pu and linearly increase the reactive
power to Qkn = −
√
S2n − (P tav,n)2 when |V kn | ≥ 1.05 pu.
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Fig. 3. (a) Voltage profile at representative nodes when no control
is implemented at the PV systems. (b) Achieved voltage profile with
Volt/VAr local control and proposed controllers. (c) Cost of ancillary service
provisioning.
The PV-inverters measure the voltage magnitude and update
the reactive-power setpoint every 0.1 seconds.
Figure 3(b) illustrates the voltage profile obtained at node
35 using the proposed controllers as well as local Volt/VAr
control. First, it can be seen that Volt/VAr control fails in
resolving overvoltage conditions in the considered setup.
In contrast, the proposed controllers ensure that voltage
limits are satisfied. However, it can be clearly seen that the
controllers in Case 2 yield a smoother voltage profile, and
this ensures higher power-quality at both the customer and
utility sides.
Figure 3(c) reports the cost achieved by the proposed
controllers; that is
∑
n∈G cq(Q
k
n)
2 + cp(P
k
av,n − P kn )2, for
all k. This is compared with the cost of reactive power pro-
visioning incurred by Volt/VAr control, which is computed
as
∑
n∈G cq(Q
k
n)
2
, for all k. The advantages of the proposed
controllers are evident, as they enable voltage regulation at a
lower cost. However, it can be seen that the improved voltage
profile obtained in Case 2 comes at a higher cost.
V. CONCLUDING REMARKS
This paper addressed the synthesis of feedback controllers
that seek DER setpoints corresponding to AC OPF solutions.
Appropriate linear approximations of the AC power flow
equations were utilized to facilitate the development of low-
complexity controllers; and primal-dual methods were lever-
aged for the controller synthesis. The tracking capabilities
of the proposed controllers were analytically established and
numerically corroborated for the case of communication-
packet losses and partial updates of control signals.
APPENDIX
Proof of Lemma 2. Define ζk,k−ii :=
∇uiLkν,ǫ(u,γ,µ)|uki ,γk−i,µk−i , which is given by
ζ
k,k−i
i =∇ui [fk1 (u1), . . . , fkNG (uNG )]T|uki
+ ξki (µ
k−i − γk−i) + νuki . (14)
Recall that ‖γki ‖2 ≤ Dγ and ‖µki ‖2 ≤ Dµ for all k ≥ 0,
and notice that the norm of the vector ξki = [rˇki , bˇki ]T can
be bounded as ‖ξki ‖2 ≤ Xi for all k ≥ 0 [17]. Next, notice
that ζk,k−Mi can be written as
ζ
k,k−M
i = ζ
k,k
i + e
k
u,i , (15)
where eku,i =
∑Ei
j=1(ζ
k,k−j
i −ζk,k−j+1i ). Expanding on (15),
one obtains that eku,i = ξ
k
i
∑Ei
j=1[(µ
k−j
i − µk−j+1i ) +
(γk−j+1 − γk−j)]. Then, using the triangle inequality,
one has that ‖eku,i‖2 ≤ Xi
∑Ei
j=1[‖µk−j − µk−j+1‖2 +
‖γk−j+1 − γk−j‖2] . Next, ‖µk−j − µk−j+1‖2 can be
bounded as:
‖µk−i − µk−i+1‖2
= ‖µk−i−projDµ
{
µk−in + α(m
k − 1V max − ǫµk−i)} ‖2
(16a)
= ‖µk−i−projDµ
{
µk−in + α(g¯
k−i(uk) + ek−iµ − ǫµk−i)
} ‖2
(16b)
≤ ‖α(g¯k−i(uk) + ek−iµ − ǫµk−i)‖2 (16c)
≤ α(‖g¯k−i(uk)‖2 + ‖ek−iµ ‖2 + ǫ‖µk−i‖2) (16d)
≤ α(K¯ + ed + ǫDµ) (16e)
where mk in (16a) collects all the voltage measurements
mk := [mk1 , . . . ,m
k
M ]
T
, and the non-expansive property
of the projection operator, along with the fact that µj =
projDµ{µj}, is utilized to derive (16c). Using (16c), it fol-
lows that
∑Ei
j=1[‖µk−j −µk−j+1‖2 ≤ αEi(K¯ + ed+ ǫDµ).
Following similar steps, one can show that
∑Mi
j=1[‖γk−j −
γk−j+1‖2 ≤ αEi(K+ed+ǫDγ). Bound (9) readily follows.
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