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ABSTRACT
Mining formal specifications from program executions has
numerous applications in software analysis, from program
understanding and modeling to testing and bug detection.
Parametric specifications carry parameters that are bound
to concrete values at runtime. They are useful for specify-
ing system behaviors involving multiple components. Run-
time monitoring of parametric specifications is relatively
well-understood, with several performant runtime monitor-
ing systems available. The main challenge underlying such
parametric monitoring systems is to slice parametric execu-
tion traces into smaller, non-parametric traces, each relevant
for a particular parameter instance; then each of the trace
slices is monitored against a non-parametric monitor.
This paper presents a novel technique to automatically
mine parametric specifications from execution traces, which
builds upon the observation that there is an inherent duality
between parametric specification monitoring and parametric
specification mining: they both rely on an online paramet-
ric trace slicing process, followed either by monitoring the
resulting trace slices against given specifications in the first
case, or by inferring the specifications that best explain the
observed trace slices in the second case.
A blind use of off-the-shelf parametric trace slicing tech-
niques from monitoring leads to inefficient and“noisy”slicers
for mining. The first contribution of this paper is a mining-
specific parametric trace slicer, which makes slicing feasible
and precise for mining. The obtained trace slices can then
be passed to any non-parametric property learner. A blind
use of the off-the-shelf Probabilistic Finite State Automata
(PFSA) learner may lead to over-generalized specifications.
The second contribution of this paper is a refinement of the
PFSA learner that results in accurate specification mining.
The presented technique was implemented in a tool for
Java and applied to a number of real-world programs, in-
cluding libraries and popular open source packages, with
encouraging results: many meaningful specifications were
mined; some revealed tricky bugs in open source programs.
1. INTRODUCTION
Automatically mining specifications, e.g., API patterns
and usage scenarios, from observed executions is receiving
increasing research interest due to its effectiveness in improv-
ing software development, e.g., allowing for better program
understanding, facilitating bug detection and program ver-
ification, and smoothing software evolution. Numerous ap-
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Figure 1: Mined Collection-Iterator usage pattern
proaches [7, 23, 18, 28, 16, 15, 6, 22, 25, 26, 27, 13, 9, 21,
20] have been proposed, aiming at mining different kinds of
specifications. However, none of them gives a satisfactory
solution for parametric specifications in their full generality.
Parametric specifications carry free variables, called param-
eters, which are instantiated to concrete values at runtime.
They provide a natural and effective way to specify proper-
ties involving one or more components, e.g., interaction pro-
tocols among different objects in object-oriented programs.
Figure 1 illustrates a usage pattern involving two Java
classes, Collection and Iterator, automatically1 mined by our
tool. The pattern is specified as a deterministic finite au-
tomaton (DFA) and an equivalent regular expression. Collec-
tion is the base class for implementing collection-type data
structures, e.g., lists and sets. Iterator is an interface used
to iterate through a Collection. In Figure 1, update is the
event representing a method call on a Collection object that
changes the contents of the collection, such as add or remove.
It has the target Collection object as parameter. createIter
is the event used to create an Iterator object from a Collec-
tion object and has two parameters: the underlying Collection
object and the created Iterator object. hasNext and next rep-
resent invocations on methods hasNext and next of Iterator,
respectively. The former checks whether the iterator has
more elements and the latter fetches the next element.
The specification in Figure 1 states the following safety
property: if an iterator i is created for a collection c, the
contents of c should not be changed while i is being used;
indeed, once the automaton enters state 4, no method calls
of the iterator are allowed (state 4 does not accept hasNext
or next). A violation of this property will cause a runtime
exception in Java. Figure 1 also shows another usage pattern
of Iterator: every call to the next should be guarded by a
hasNext. This pattern is not mandatory, but it indicates
the desired behavior of an Iterator; its violations may imply
unsafe uses of Iterator (a call to the next of an iterator that
has no elements will cause a runtime exception, which can be
hard to reproduce and debug). In fact, we found a violation
of this pattern in the pmd benchmark in the DaCapo [8]
1The only input we require from user is the event definitions.
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1. update(Collection:158)
2. createIter(Collection:158, Iterator:119)
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Figure 2: Fragment of a logged trace
suite, which turned out to be a subtle bug (see Section 6).
Despite their usefulness in practice, parametric specifica-
tions are much more challenging to mine than non-parametric
specifications, mainly because of the complexity of handling
parameters contained in the observed executions. Figure 2
shows a fragment of a trace obtained in our experiments
to infer the specification in Figure 1. This trace is a para-
metric trace, i.e., a trace containing events with parame-
ter bindings. For example, the first event in the trace, up-
date(Collection:158), instantiates the parameter Collection with
a concrete object represented using its hashcode2, 158.
Since a parametric trace is usually comprised of many
meaningful traces merged, each for a particular parame-
ter binding, accurately extracting each meaningful trace is
necessary. For example, in Figure 2, the trace for bind-
ing (Iterator:131) is hasNext (the last event) and the trace for
(Iterator:119) is hasNext next hasNext next hasNext next hasNext
(events 3, 4, 6, 7, 9, 10 and 12). If these two traces are not
treated separately, like in [23], a miner may infer a incorrect
specification from two consecutive hasNexts. Additionally,
these traces can interleave and sometimes overlap, imposing
a non-trivial challenge to correctly separating them. More-
over, the number of parameter bindings can be tremendous.
In many of our experiments, we observed more than a mil-
lion instantiations of the given parameters, making it highly
difficult to handle the parameter information efficiently.
Most existing approaches handle parameters in a limited
and often implicit way to avoid the complexity of parameter
handling, resulting in restricted capability of mining para-
metric specifications. For example, none of the approaches
that we are aware of are able to infer the specification in Fig-
ure 1, as discussed in Section 2. In this paper, we propose
an effective and generic approach to mine parametric spec-
ifications. First, we introduce an efficient algorithm to slice
an observed parametric trace into a set of non-parametric
trace slices (i.e., strings of events), each corresponding to a
particular parameter binding. Figure 3 shows the resulting
set of non-parametric trace slices with their corresponding
parameter bindings for Figure 2. The computed set of non-
parametric trace slices is fed into a specification learner to
infer a non-parametric specification. Also, we extend the
PFSA [24] learning algorithm to mine compact and accurate
state-based specifications. The generated non-parametric
specification is then associated with parameters to obtain
the final parametric specification. This way, we separate
the tasks of parameter handling and of specification learn-
ing. This separation gives us the following advantages: 1)
2Only the first three digits are used in this paper for sim-
plicity; the full hashcode is used in implementation.
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Figure 3: Non-parametric trace slices from Figure 2
the parameter handling process makes no assumption on the
types of specifications to mine, resulting in a generic min-
ing framework for parametric specifications; 2) the learning
algorithm is not required to handle parameter information,
significantly reducing the effort to re-use an existing algo-
rithm or to develop a new one. In summary, the main con-
tributions of this paper include:
1. An efficient algorithm to slice a parametric trace into a
set of non-parametric trace slices according to a given
set of parameters; this algorithm provides a generic
framework for mining parametric specifications.
2. An extended PFSA learning algorithm that infers com-
pact and accurate state-based specifications from a set
of input strings.
3. An extensive evaluation of the proposed technique by
applying a tool prototype, called jMiner, to a set of
non-trivial open source software packages; the results
show the effectiveness of our approach: many mean-
ingful specifications were mined and several bugs were
revealed in our experiments.
2. RELATED WORK
Numerous approaches have been proposed to mine spec-
ifications from observed execution traces, among which [7]
is closest to our approach. The technique in [7] also takes
two steps. It first extracts scenarios of actions (parametric
events in our case) from the observed parametric trace us-
ing data-flow dependence information provided by the user.
The extracted scenarios are then standardized into strings
and fed into the PFSA learner to infer an automaton that
describes the usage pattern of the designated APIs. The
major difference between [7] and our approach, in addition
to our extension to the PFSA learning algorithm, is the dif-
ferent methods to extract non-parametric trace slices (i.e.,
strings). In [7], the scenario extraction is based on the user-
provided data-flow dependence among events and some seed
events. In our approach, the parametric trace is sliced ac-
cording to a user-defined set of parameters, usually a set of
interacting classes (Java classes, e.g., in our tool).
Our experiments show that the dependence-based algo-
rithm in [7] often produces incomplete scenarios and results
in over-narrowed specifications that may cause false posi-
tives in bug detection, which was indicated in the evalua-
tion results in [7]. Our approach, on the contrary, is more
effective in identifying meaningful traces and mining accu-
rate specifications. For example, we were able to mine a
property about using sockets similar to the one discussed
in [7], while the technique in [7] will generate a very nar-
row specification for the above Collection-Iterator example, as
discussed below. Let us suppose that the following trace is
observed (its format follows [7] to facilitate discussion; note
that Collection=c1 is equivalent to Collection:c1 in Figure 2):
1. update(Collection = c1)
2. createIter(Collection = c1, Iterator = i1)
3. hasNext(Iterator = i1)
4. createIter(Collection = c1, Iterator = i2)
5. hasNext(Iterator = i2)
6. update(Collection = c1)
7. createIter(Collection = c1, Iterator = i3)
Also suppose that the data-flow information is: update de-
fines Collection, createIter defines Iterator and uses Collection,
and hasNext uses Iterator. Therefore, for example, event 2
depends on event 1 because event 1 defines c1 and event 2
uses c1. We also need to choose a seed event as the starting
point for the scenario extraction. In this case, createIter is
the only choice since it contains both parameters. Conse-
quently, three scenarios will be extracted: 1 2 3, 1 4 5, and
6 7. None of them is complete with regards to the inter-
action between Collection and Iterator: the first two do not
include event 6 and the last one does not include event 1. In
fact, it is easy to see that any scenario extracted using the
technique in [7] contains only one update event at the begin-
ning. Therefore, the PFSA learner will eventually infer the
automaton in Figure 4 from such scenarios (assuming that
enough scenarios are collected). This specification is over-
restricted compared to the one in Figure 1, since it allows
only one update before createIter and none after createIter.
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Figure 4: Restricted Collection-Iterator pattern
Moreover, the technique in [7] requires more effort from
the user. One needs not only to provide the data-flow de-
pendence and seed events, which require certain knowledge
about the target APIs, but also to tune the provided in-
formation to achieve an ideal result. In the above example,
one may try to overcome the incomplete scenarios by stating
that update defines Collection and also uses Collection. Only
one scenario will be extracted using this new dependence
information: 1 2 3 4 5 6 7, which includes operations on
different iterators and will produce confusing results. In our
approach, one only needs to provide event definitions that
are already needed for logging the execution.
Pradel et al. [23] also presents a technique that infers fi-
nite state machines (FSM) from program executions. It first
collects a list of relevant receiver-method pairs up to a user-
specified level of nested method calls, called collaboration.
Then, it merges multiple collaborations into a collaboration
pattern and derives a FSM from it. Since [23] does not have
a step similar to our trace slicing, it may infer inaccurate
specifications. Let us suppose that the following trace is
observed within a method:
1. c1.createIter() (returns i1)
2. i1.hasNext()
3. c1.createIter() (returns i2)
4. i2.hasNext()
5. i2.next()
6. i1.next()
From this trace, [23] infers a specification that allows two
consecutive next, because the interaction of i1 and the inter-
action of i2 are not separately treated. In our approach, the
trace slicer treats them separately, regardless of the sequence
of events, and generates a precise trace slice for each inter-
action. As each interaction is clearly separated after slicing,
any learner that infers a property from a set of strings can
be employed in our approach. Moreover, [23] cannot infer a
specification that spans multiple threads because a separate
trace is created for each thread. However, our approach al-
lows events from multiple threads to be combined into one
trace, and thus such specifications can be mined.
The FSM-deriving algorithms are also different. The method
used in [23] can generally derive compact FSMs, but they
can be too permissive. For example, [23] will derive a FSM
equivalent to (a(ba|ca)∗) from a sequence a, b, a, c, a, al-
though the desired specification could be the sequence itself.
Among other mining approaches, [18] also makes use of
the PFSA algorithm to infer state-based specifications from
observed executions, but it focuses on typestate specifica-
tions that involve only one object and is essentially non-
parametric. [28] and [16] present techniques to mine fixed
types of patterns from execution traces: the alternating pat-
tern ((ab)∗) or the resource usage pattern ((ab+c)∗). Com-
pared to our approach, they are not able to mine complex
patterns but they do not require any pre-defined symbols
to use in the specification. [15] extends [16] to allow com-
plex patterns to be inferred, but both [16] and [15] neglect
parameters, and thus they may infer incidental properties
from sequences of irrelevant events that happen to match
the fixed patterns. [6] proposes an approach to efficiently
infer state-based specifications using frequent closed partial
orders (FCPO), but it cannot handle more complicated pat-
terns, like in Figure 1. [22] presents an advanced algorithm
to mine extended finite state machines (EFSM), FSMs ex-
tended with state constraints. EFSM conceptually subsumes
the parametric specification discussed in this paper since a
parameter binding can be regarded as a state constraint.
However, such generalization of EFSM requires having dif-
ferent sets of states for different parameter bindings in the
generated automaton. As we show in the experiments, the
number of parameter bindings can be large and may result
in a very complicated automaton using EFSM. But it can
be beneficial to combine EFSM with our trace slicing frame-
work to handle both parameters and state constraints.
Some static analysis-based approaches have also been pro-
posed to infer automata-based specifications, including [25],
[26] and [27]. These approaches can avoid the inherently lim-
ited coverage of dynamic mining, but they are usually less
scalable and create more redundancy in the results. Also,
there are many dynamic analysis approaches to infer speci-
fications other than finite state machines. For example, [13]
and [17] infer state predicates, and [9], [21] and [20] mine
sequence diagram-based specifications. Compared to our
approach, [20] is not aimed at inferring correct behaviors
of interacting objects and detecting bugs. It focuses on cap-
turing how distinct components cooperate in a system, and
neglects parameters in each event; only package names are
considered. Thus, it is not suitable for mining specifications
from a trace where multiple interactions exist. Also, since it
does not handle repeated events, it is not suitable for mining
specifications that include loops such as Figure 1.
3. APPROACH OVERVIEW
Our solution to mine parametric specifications has three
stages, as depicted in Figure 5. The first stage is to col-
lect execution traces from the base programs that exercise
the uses of the components under mining. Here we assume
that the base programs are given, but in practice one may
use existing test cases, benchmarks (for example, we used
the DaCapo benchmark [8] in our experiments) or some au-
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Figure 5: Parametric Specification Mining
import java.util.*;
public aspect col_iter_Logger {
TraceWriter w = new TraceWriter("col-iter.log");
after(Collection c) :
(call(* Collection+.add*(..)) || call(* Collection+.clear())
|| call(* Collection+.remove*(..))) && target(c) {
w.log(getThisMethodName(), new Object[]{c});
}
after(Collection c) returning(Iterator i) :
(call(* Collection+.iterator()) && target(c)) {
w.log("createIter", new Object[] {c, i});
}
after(Iterator i) :
(call(* Iterator+.*()) && target(i)) {
w.log(getThisMethodName(), new Object[] {i});
}
String getThisMethodName() {
return thisJoinPoint.getSignature().getName();
}
}
Figure 6: AspectJ code for Collection and Iterator
tomated tools, such as the model-checker-based approach
proposed in [6], as the base programs. To make base pro-
grams emit execution traces, we instrument them using As-
pectJ [19]. AspectJ provides an expressive, pattern-based
language to describe join points in a program, i.e., points
where one may insert actions, giving an elegant way to gen-
erate execution traces. For example, Figure 6 shows the
AspectJ code used to log method invocations of Collection
and Iterator objects. Three advices are defined to log three
different kinds of methods: the methods related to Collection
only, the method involving both Collection and Iterator, and
the methods of Iterator. thisJoinPoint.getSignature().getName()
returns the name of the invoked method. Such AspectJ
programs are automatically generated once a set of target
classes is provided by the user. It may be convenient to
record all method invocations and to refine the execution
traces later using exclusion lists and grouping information
(see Discussion below). The AspectJ compiler then weaves
the instrumentation into the base programs. The instru-
mented programs will log a projection of their execution at
the specified join points, resulting in parametric traces sim-
ilar to those in Figure 2.
After the execution trace is collected, it will be sent to the
trace slicer and sliced into a set of non-parametric trace slices
according to a user-specified set of parameters. One can
choose all classes used in the AspectJ program as the set of
parameters, e.g., {Collection, Iterator} for Figure 6. One may
also choose {Collection} or {Iterator} as the set of parameters
if one wants to mine specifications of only one class. In
general, it is good practice to log the execution of the base
program only once for many components, and then use the
resulting trace to mine specifications over different sets of
components without running the program again.
The generated non-parametric trace slices are sent to the
specification learner, which generates non-parametric finite-
state specifications together with equivalent regular expres-
sions (for convenience). The learned specification is then as-
sociated with parameter information to output a parametric
specification. Thus, the learner need not be aware of param-
eters; this allows us to reuse existing learners and/or ease
the task of developing new ones. Although we currently
use a refined PFSA-based learner (Section 5), the divide-
and-conquer solution advocated here is general and other
techniques, such as FCPO mining [6], may also be used.
Discussion and Limitations of our Technique. Af-
ter extensive experimentation with our mining technique as
implemented in jMiner (see Section 6), we found that it
has two major limitations: 1) it requires the user to pro-
vide event definitions, and 2) the learning process is limited
to the observed program behaviors. However, we believe
that these are inherent limitations of all dynamic mining
approaches that aim at the same degree of generality as we
do, so, instead of trying to eliminate these limitations in a
fully automatic manner, we prefer to provide guidelines and
tool support to reduce their negative impact on the user.
We next discuss these.
The user-provided event definitions are necessary to in-
strument the program to emit a parametric trace at runtime
and then to slice the generated trace (a careful analysis of
other related mining techniques, e.g., [7] and [6], shows that
those also rely on events, some even take their availabil-
ity for granted). The user has flexibility in how to define
the events. One approach is to focus on one property at a
time, and instrument the program specifically for that prop-
erty; the drawback of this approach is that one needs to run
the program again for each property, which can be quite
expensive. Another approach is to run the program once,
but instrumented to emit generic events, say one event per
method call, and then refine the resulting comprehensive
trace for each property of interest. jMiner allows the user
to provide exclusion and grouping information: the former
consists of a list of events to be ignored and the latter of a set
of events to be grouped into one new event. For example, the
grouping input “update: add remove clear” groups three
operations of Collection into one update event; we used it to
transform the original trace logged by the code in Figure 6
into the trace in Figure 2, which resulted in the compact
specification in Figure 1. We may further group next and
hasNext into a useIter event, which will collapse states 2 and
3 in Figure 1 into one state with a self-cycle.
Although providing the exclusion and grouping informa-
tion allows the user to achieve the best traces for mining,
we want to emphasize that the user interested in spending
little or no effort on event definitions can still use our tech-
nique: e.g., the Java debugger can be easily configured to
output comprehensive traces; then one can run jMiner on
those traces. This approach can be particularly useful when
one wants to use mining in combination with testing, as
we do in Section 6: first mine library properties using pro-
grams believed to be correct, then monitor those properties
against programs which may possibly misuse the libraries.
This process can give one an automatic way to find bugs.
jMiner also provides a means to detect possible group-
ing definitions to reduce the user’s effort. First, group-
ing methods using common prefixes or suffixes, such as get
and set, are effective in many cases. Sometimes, methods
that start with get and is can also be grouped into a use
event since they usually are pure methods. The user can
choose to automatically apply them during the mining pro-
cess. After an automaton is inferred, events that cause the
same transitions are grouped using disjunctions. One can
choose to group such events to achieve a more compact
specification. For example, the original pattern mined for
the Collection-Iterator example in Figure 1 was (add || remove
|| clear)* (createIter(hasNext next)* hasNext? (add || remove ||
clear)*)?. jMiner thus reported (add || remove || clear) as a
grouping candidate.
As mentioned above, a second limitation of our mining
approach is that the quality of the inferred property strictly
depends on the observed program execution. For example,
the mined specification in Figure 1 wrongly suggests that
two consecutive hasNext events are disallowed; since consec-
utive hasNext events have not been observed in any of our
test programs, the miner had no chance to learn the com-
plete specification. This limitation is shared by all dynamic
analysis techniques and we do not address it in this paper.
Test case or program generation techniques may ameliorate
this limitation, but we did not attempt to use them.
4. SLICING TRACES FOR MINING
Slicing a parametric trace with a set of parameters con-
sists of dispatching events to trace slices corresponding to
different bindings of the parameters. Although the intuition
is clear, developing efficient and correct slicing algorithms
is hard. First, traversing the trace more than once is un-
desirable due to efficiency concerns. Second, an event may
contain an incomplete binding of the given set of param-
eters and/or irrelevant parameter instances. For example,
for the trace in Figure 2, if we choose {Collection} as the
set of parameters, a createIter event contains, in addition to
a desired Collection object, an irrelevant Iterator object. If
we choose {Collection, Iterator} as the set of parameters, an
update event contains only a Collection object, leaving the
Iterator parameter unbound. Sometimes, no event provides
a complete binding for the given set of parameters, mean-
ing that we need to combine parameter information from
multiple events to achieve a complete binding; Figure 13
shows such an example. Third, not all parameter instances
achieved by combining different events’ parameter bindings
are meaningful, as will be discussed in Section 4.2. A para-
metric trace slicing algorithm was proposed in [12] in the
context of monitoring, but it turns out that it has several
limitations when used for mining. In this section we intro-
duce a novel trace slicing algorithm that overcomes these
limitations in the context of mining.
4.1 Parametric Trace Slicing
Our notation and terminology are borrowed from [12].
Definition 1. Let E be a set of non-parametric events,
called base events or simply events. An E-trace, or sim-
ply a trace, is any finite sequence of events in E , that is, an
element in E∗. If event e ∈ E appears in trace w ∈ E∗ then
we write e ∈ w.
Let [A → B] and [A ⇁ B] denote the sets of total and
respectively partial functions from A to B. What follows
extends the definition above to parametric events and traces.
Definition 2. (Parametric events and traces) Let X
be a set of parameters and let VX be a set of corresponding
parameter values. If E is a set of base events as defined in
Definition 1, then let E〈X〉 denote the set of corresponding
parametric events e〈θ〉, where e is a base event in E and
θ is a partial function in [X⇁VX ]. θ is called a parameter
instance or parameter binding. A parametric trace is
a trace with events in E〈X〉, that is, a word in E〈X〉∗.
In Figure 2, we have E = {update,createIter,next,hasNext},
X ={Collection, Iterator} and VX ={158, 119, ...}. next(Iterator:119)
and update(Collection:158) are simplified from next〈θ(Iterator)=119
〉 and update 〈θ(Collection)=158〉, respectively.
Definition 3. Two parameter instances θ and θ′ are com-
patible iff for any x ∈ Dom(θ)∩Dom(θ′), θ(x) = θ′(x). We
can combine compatible instances θ and θ′, written θ unionsq θ′:
(θ unionsq θ′)(x) =
 θ(x) when θ(x) is definedθ′(x) when θ′(x) is definedundefined otherwise
θ′ is less informative than θ, written θ′ v θ, iff for any x ∈
X, if θ′(x) is defined then θ(x) is also defined and θ′(x) =
θ(x). Let θ u θ′ be the most informative θ′′ s.t. θ′′ v θ and
θ′′ v θ′.
For example, (Collection:158) compatible with (Collection:158,
Iterator:119), (Collection:158)unionsq(Collection:158, Iterator:119) is (Col-
lection:158,Iterator:119), (Collection:158)v(Collection:158,Iterator:119),
and (Collection:158)u(Collection:158, Iterator:119) is (Collection:158).
Definition 4. (Trace slicing) Given parametric trace τ ∈
E〈X〉∗ and partial function θ in X, let θ-trace slice τθ ∈ E∗
be the non-parametric trace in E∗ defined as follows:
• θ= , where  is the empty trace/word, and
• (τ e〈θ′〉)θ=
{
(τθ) e when θ′ v θ
τθ when θ′ 6v θ
Intuitively, a slice τθ first filters out all the parametric
events that are irrelevant to the instance θ, and then, for
the events relevant to θ, it forgets the parameters in order
to build a non-parametric trace. For parameter instance
(Collection:263, Iterator:131) in Figure 2, the trace slice is: cre-
ateIter hasNext. Other events are incompatible with (Collec-
tion:263, Iterator:131), e.g., hasNext(Iterator:119) binds Iterator
with a different value.
It is easy to implement a simplistic slicing algorithm: first
traverse τ to construct all possible parameter instances θ
with Dom(θ) = X, and then traverse τ again to distribute
every event to τθ for different θ according to the condition
in Definition 4. However, as mentioned, this is inefficient
because τ is scanned twice, causing unnecessary overhead
especially when τ is very long.
A better algorithm is given in [12], called C〈X〉, which
calculates both all the instances θ above and their corre-
sponding slices in one online traversal of τ .
Table 1 illustrates a run of algorithm C〈X〉 over the first
five events in Figure 2, where X = {Collection, Iterator}.
When the first event update(Collection:158) is received, a new
trace slice is created for the parameter instance (Collection:158)
and the event update is added to that slice. The second
event createIter(Collection:158, Iterator:119) also results in a new
update(Collection:158) createIter(Collection:158, Iterator:119) hasNext(Iterator:119)
():
(Collection:158):update
():
(Collection:158):update
(Collection:158, Iterator:119):update createIter
():
(Collection:158):update
(Collection:158, Iterator:119):update createIter hasNext
(Iterator:119):hasNext
next(Iterator:119) update(Collection:148) ...
():
(Collection:158):update
(Collection:158, Iterator:119):update createIter hasNext next
(Iterator:119):hasNext next
():
(Collection:158):update
(Collection:158, Iterator:119):update createIter hasNext next
(Iterator:119):hasNext next
(Collection:148):update
(Collection:148, Iterator:119):hasNext next update
...
Table 1: A run of the trace slicing algorithm C〈X〉 (top table first, followed by the bottom table)
trace slice which is initialized with the trace slice for (Col-
lection:158) because (Collection:158) is less informative than
(Collection:158, Iterator:119). Then the event createIter is ap-
pended to the new slice. A trace slice for (Iterator:119) is cre-
ated at the third event hasNext(Iterator:119) with the initial
value  because no other parameter instance is less informa-
tive than it. The event hasNext is then appended to both
slices corresponding to (Collection:158, Iterator:119) and (Itera-
tor:119). The fourth event next(Iterator:119) does not lead to
the creation of a new trace slice and next is appended to both
slices corresponding to (Collection:158, Iterator:119) and (Itera-
tor:119). Two new trace slices are created at the fifth event
update(Collection:148), namely, one for (Collection:148) and the
other for (Collection:148, Iterator:119). The former is initial-
ized to be  and the latter is initialized using the existing
slice for (Iterator:119).
To compute all the slices in one pass, C〈X〉 also generates
trace slices for parameter instances θ with Dom(θ) ⊂ X, and
these slices are internally used to initialize other slices. For
example, the slice for (Collection:158) is used to initialize the
slice for (Collection:158, Iterator:119).
4.2 Restricting Slices to Connected
Parameter Instances
Algorithm C〈X〉 [12] may generate slices that correspond
to meaningless parameter instances. For example, in Table
1, the parameter instance (Collection:148, Iterator:119) created
at the fifth event is meaningless: Iterator:119 is an iterator
over Collection:158, totally unrelated to Collection:148. In the
context of monitoring, such spurious parameter instances
can be omitted by the underlying monitor using knowledge
extracted from the specification. In the context of mining,
however, the trace slices generated for the spurious param-
eter instances become “noise” and thus may reduce the ac-
curacy of the inferred specification. For example, when the
sixth event hasNext(Iterator:119) in Figure 2 is received, the
trace slice for (Collection:148, Iterator:119) becomes hasNext next
update hasNext. If this trace slice is included in the input to
the specification learner, the resulting specification would
allow the collection to be updated while using the iterator,
which would be incorrect. To address this problem, we in-
troduce the concept of connected parameter instances, which
effectively remove meaningless trace slices.
Definition 5. Given τ ∈ E〈X〉∗, we define τ-connectedness
of parameter instances θ as follows: 1) if e〈θ〉 ∈ τ then θ is
τ -connected; and 2) if θ1, θ2 are τ -connected, compatible,
and θ1 u θ2 6= ⊥, then θ1 unionsq θ2 is also τ -connected.
Hence, a parameter instance is τ -connected iff it is formed
by combining parameter instances of events in τ that share
parameter bindings. For example, in Table 1, (Collection:158,
Iterator:119) is connected because of the first createIter event;
(Collection:148, Iterator:119) is not connected because Collec-
tion:148 and Iterator:119 do not occur in the same event. This
concept is motivated by the following observation: in most
cases we are interested in mining specifications for a set of
interacting objects; if two objects appear in the same event
(as concrete values bound to the event’s parameters) then
they interact with each other. Therefore, all the objects
contained in a connected parameter instance directly or in-
directly interact with one another. Experiments using our
mining technique, partly discussed in Section 6, show that
passing only the trace slices corresponding to connected pa-
rameter instances to the specification learner (and discard-
ing the other trace slices) effectively removes noise in the
mining process, resulting in accurate specifications.
It is easy to implement a slicer as above on top of C〈X〉:
all one needs to do is to include an additional check for con-
nectedness of the corresponding parameter instance before
outputting each slice. We have implemented such a slicer
but, unfortunately, it turned out to be rather slow, some-
times unusable, in experiments (see Table 2). The reason
for the lack of performance of this simple slicer is that, even
though it only reports the slices corresponding to connected
parameter instances, internally it still generates the trace
slices for all possible parameter instances. Maintaining all
trace slices can significantly increase the space requirements.
In many of our experiments there were only about 5-10% of
the parameter instances which were connected (see Table 2).
Note that the space overhead grows faster than the number
of parameter instances, because an event can belong to mul-
tiple trace slices. Additionally, maintaining all trace slices
increases the time overhead because each event should be
dispatched to more trace slices.
For better performance, we developed a new trace slicer,
named M〈X〉 (from jMiner), which avoids the construction
of unnecessary trace slices. Figure 7 shows our slicer. M〈X〉
has two stages: (1) it first processes the entire parametric
trace, event by event, and while doing so it incrementally up-
dates two internal sets of parameter bindings, Θ and Ψ; (2)
then it constructs all the trace slices corresponding to con-
nected parameter instances. During the first stage, M〈X〉
constructs (and saves in ∆) trace slices only for parameter
instances that actually occur in observed events (i.e., θ1, θ2,
..., θn). Θ holds all the combinations of compatible param-
eter instances, but trace slices for them are not constructed.
For example, unlike in C〈X〉 (see Table 1), the fifth event
update(Collection:148) in Figure 2 does not introduce two new
trace slices. At any given moment, U (from “up”) holds for
each instance θ all its more informative existing instances:
U(θ) = {θ′ ∈ Θ | θ < θ′}. After the loop in Main ter-
minates, Θ contains all possible compatible parameter in-
stances, Ψ contains all connected parameter instances, and
∆ contains trace slices for parameter instances occurring in
Input: X, τ = e1〈θ1〉, e2〈θ2〉, . . . , en〈θn〉
Map: ∆ ∈ [[X⇁VX ]⇁E∗], U ∈ [[X⇁VX ]→Pf ([X⇁VX ])]
Set: Θ ⊆ [X⇁VX ], Ψ ⊆ [X⇁VX ]
Initial: U(θ)←∅ for any θ ∈ [X⇁VX ], ∆(⊥)←, Θ←Ψ←∅
Function Main()
for i← 1 to n do HandleEvent(ei〈θi〉)1
ConstructConnected()2
Function HandleEvent(e〈θ〉)
if ∆(θ) undefined then1
if θ /∈ Θ then DefineNew(θ)2
if θ /∈ Ψ then Ψ← Ψ ∪ {θ}3
∆(θ)← 4
foreach θmax < θ in reversed topological order do5
foreach θcomp ∈ U(θmax) compatible with θ do6
if θcomp unionsq θ /∈ Θ then DefineNew(θcomp unionsq θ)7
if θcomp = unionsqki=1θi ∧∀i ∈ 1, k.(θi ∈ Ψ∧ θi u θ 6= ⊥) then8
Ψ← Ψ ∪ {θcomp unionsq θ}9
∆(θ)← ∆(θ) e10
Function DefineNew(θ)
Θ← Θ ∪ {θ}1
foreach θ′ < θ do U(θ′)← U(θ′) ∪ {θ}2
Function ConstructConnected()
Set: µ ⊆ E∗
foreach θ ∈ Ψ ∧ Dom(θ) = X do1
µ← ∅2
foreach θ′ v θ do if ∆(θ′) defined then µ← µ ∪ {∆(θ′)}3
∆(θ)← MergeTraces(µ)4
Figure 7: M〈X〉: A new trace slicing algorithm
events. The function ConstructConnected goes through
every parameter instance θ in Ψ and constructs its trace
slice by merging existing trace slices for θ’s sub-instances.
We leave out the code for the function MergeTraces be-
cause it is trivial.
Consider the trace“e1(b1, c1) e2(a2, d2) e3(a2, b1)”; for sim-
plicity, we only write the parameter values, i.e., e1(b1, c1)
means e1 is parametric in b and c, which are instantiated
to b1 and c1, respectively. After e1 is processed, Θ = Ψ =
{(b1,c1)}. After e2 is processed, Θ = {(b1,c1), (a2,d2), (a2,b1,c1,d2)}
and Ψ = {(b1,c1), (a2,d2)}. Finally, after e3 is processed, Θ =
Ψ = {(b1,c1), (a2,d2), (a2,b1), (a2,b1,c1), (a2,b1,d2), (a2,b1,c1,d2)}.
In Ψ, one instance binds all parameters, with slice e1e2e3.
Theorem 1. After running M〈X〉 on τ ∈ E〈X〉∗
1. Parameter instance θ ∈ Θ is connected iff θ ∈ Ψ; and
2. If θ ∈ Ψ and Dom(θ) = X, then ∆(θ) = τθ.
This theorem also tells how to retrieve all trace slices corre-
sponding to connected parameter instances: {∆(θ) | θ ∈ Ψ}.
Proof of Theorem 1
In cases where there is no ambiguity, τ -connected will be
referred to with term connected in this section.
Lemma 1. U(θ) = {θ′ | θ < θ′and θ′ ∈ Θ} for all θ ∈
[X ⇁ VX ] before and after each execution of DefineNew.
Informally, U(θ) contains all parameter instances that are
strictly more informative than θ.
Proof. Based on the way that M〈X〉 initializes, for any
θ ∈ [X⇁VX ] we have U(θ) = ∅. Since we also have Θ = ∅
during initialization, U(θ) = ∅ before the first execution of
DefineNew.
Now suppose that U(θ) = {θ′ | θ < θ′and θ′ ∈ Θ} for all
θ ∈ [X⇁VX ] before an execution of DefineNew and show
that it also holds after the execution of DefineNew. When
θ is added to Θ at line 1, θ is also added to U(θ′) for any θ′
with θ′ < θ at line 2. Thus, we still have U(θ) = {θ′ | θ <
θ′and θ′ ∈ Θ} for all θ ∈ [X⇁VX ].
Lemma 2. U(⊥) = Θ before and after each execution of
DefineNew.
Proof. From Lemma 1, we have U(⊥) = {θ′ | ⊥ < θ′and
θ′ ∈ Θ}. Since ⊥ is less informative than any parameter
instance, U(⊥) = Θ.
Lemma 3. Ψ ⊆ Θ before and after each execution of Han-
dleEvent.
Proof. A parameter instance that is θ added to Ψ at
line 3 can be added to Θ at line 2. A parameter instance
(θcomp unionsq θ) that can be added to Ψ at line 9 is also added
to Θ at line 7.
Lemma 4. Before and after each update of Ψ in Han-
dleEvent, if a parameter instance θ ∈ Ψ, θ is connected.
Proof. Before any update of Ψ, the statement holds be-
cause M〈X〉 initializes Ψ with ∅.
Now suppose that the statement holds before an update
of Ψ and show that it also holds after the update of Ψ when
HandleEvent handles e〈θ〉. There are two places where a
parameter instance is added to Ψ: line 3 and line 9 in Han-
dleEvent. We prove that all parameter instances added at
line 3 or line 9 are indeed connected.
A parameter instance θ added at line 3 is from the cur-
rently handling event e〈θ〉; thus, θ is connected according to
Definition 5.
Now, we need to prove that (θcomp unionsq θ) added at line
9 is connected. Since θi ∈ Ψ from line 8 and the state-
ment holds before this execution of HandleEvent, each θi
is connected. θ is also connected because HandleEvent
is handling e〈θ〉. From the condition at line 6, we have
θcomp is compatible with θ. Lastly, the condition at line
8 gives θi u θ 6= ⊥ for each θi. Thus, θcomp unionsq θ is indeed
connected.
Lemma 5. For any τ ∈ E〈X〉∗, after we run algorithm
M〈X〉 on τ , if a parameter instance θ ∈ Ψ, θ is connected.
Proof. From Lemma 4, if a parameter instance θ ∈ Ψ,
then θ is connected after an update of Ψ in HandleEvent.
This statement holds even after we run M〈X〉, because only
HandleEvent updates Ψ.
Lemma 6. For any τ ∈ E〈X〉∗, after we run HandleEvent
for all events in τ , if a parameter instance θ ∈ [X⇁VX ] is
connected, then θ ∈ Ψ.
Proof. M〈X〉 does not have any code that removes an
element from Ψ; i.e., Ψ is increasing. Thus, we only need to
show that HandleEvent does not miss any connected pa-
rameter instance when a new connected parameter instance
is created. We can prove this by induction on n when we con-
sider a connected parameter instance as θ1 unionsq θ2 unionsq ...unionsq θn, as-
suming that ei〈θi〉 occurs before ei+1〈θi+1〉 for 1 ≤ i ≤ n−1.
The statement holds for n = 1 because HandleEvent
adds a parameter instance θ to Ψ at line 3 when e〈θ〉 is
handled.
Assume that the statement holds for n and define θ1unionsqθ2unionsq
... unionsq θn as θN . It must then be shown that the statement
holds for n+1; i.e., if θNunionsqθn+1 is connected, then θNunionsqθn+1 ∈
Ψ. Let us define the new connected parameter instance as
θN+1 = θN unionsq θn+1.
When HandleEvent handles en+1〈θn+1〉, there are two
cases we need to analyze, depending on whether or not
there exists j, 1 ≤ j ≤ n, such that θj is identical to
θn+1. If such θj exists, since θ unionsq θ = θ from Definition
3, θ1 unionsq θ2 unionsq ... unionsq θn unionsq θn+1 = θ1 unionsq θ2 unionsq ... unionsq θn; therefore,
θN = θN+1. Since this event does not introduce additional
connected parameter instance, Ψ still contains all connected
parameter instances.
If such θj does not exist, we can divide further into two
cases, depending on whether or not ∆(θn+1) is defined. If
∆(θn+1) is undefined, then the branch at lines 2 to 9 will
be taken, and the loop at lines 5 to 9 will eventually let
θmax be ⊥ because ⊥ < θn+1. Then, the loop at lines 6 to
9 will eventually let θcomp be θN because θN ∈ Ψ from the
induction hypothesis, Ψ ⊆ Θ from Lemma 3, and Lemma 2
give θN ∈ U(⊥). When θcomp is mapped to θN , the condition
for this loop is satisfied because θN unionsq θn+1 is assumed to be
connected and Definition 5 gives θN is compatible with θn+1.
Next, θN can satisfy the condition at line 8 because the
induction hypothesis gives θN ∈ Ψ, and because θN unionsq θn+1
is connected and this implies θNuθn+1 6= ⊥. Thus, θNunionsqθn+1
is added to Ψ at line 9.
Now, we need to prove the case when ∆(θn+1) is defined.
In this case, the connected parameter instance θN unionsq θn+1
cannot be added to Ψ because lines from 1 to 9 are skipped;
so, we need to prove that θN unionsq θn+1 is already in Ψ. If this
is proven, then Ψ will still contain all connected parameter
instances.
Since ∆(θ) can be defined only at line 4 in HandleEvent,
the fact that ∆(θn+1) is defined implies that there existed an
event whose parameter binding is θn+1. Let ep〈θn+1〉 be the
first event whose parameter binding is θn+1. It is obvious
that θn+1 is connected from Definition 5, and θn+1 ∈ Ψ.
Without losing any generality, we can define Dom(θN ) and
Dom(θn+1) as follows:
Dom(θN ) = {x1, x2, ..., xk, y1, y2, ..., yl}
Dom(θn+1) = {x1, x2, ..., xk, z1, z2, ..., zm}
Since it is assumed that θN unionsq θn+1 is connected, θN (xi) =
θn+1(xi) for 1 ≤ i ≤ k. From Definition 3, Dom(θN+1) =
{x1, x2, ..., xk, y1, y2, ..., yl, z1, z2, ..., zm}.
Recall that we let θN be θ1 unionsq θ2 unionsq ... unionsq θn and assume
ei〈θi〉 occurs before ei+1〈θi+1〉 for 1 ≤ i ≤ n − 1. Intu-
itively, θN gradually collects more parameter bindings as
more parameter instances are combined. This leads us to
define a parameter instance θN|i, for 1 ≤ i ≤ n, such that
θN|i = θ1unionsqθ2unionsq ...unionsqθi. Informally, θN|i is the snapshot of θN
right after θi is combined. It is obvious that θN|n = θN and
each θN|i is connected. Also, for any i, θN|i ∈ Ψ because of
the induction hypothesis.
Without losing generality, we can consider that ep〈θn+1〉
occurs between ej〈θj〉 and ej+1〈θj+1〉 where 0 ≤ j < n. Note
that ep〈θn+1〉 cannot be identical to ei〈θi〉, 1 ≤ i ≤ n, be-
cause this would make Dom(θN ) contain z1, z2, ..., zm. When
HandleEvent handles ep〈θn+1〉, we consider two cases de-
pending on {x1, x2, ..., xn} ∩ Dom(θN|j) = ∅.
1) When {x1, x2, ..., xn} ∩ Dom(θN|j) 6= ∅, let us pick
one element, xo, from Dom(θN|j). When HandleEvent
handles ep〈θn+1〉, it can choose (xo : θn+1(xo)) as θmax at
line 5 because (xo : θn+1(xo)) < θn+1. It can also choose
θN|j as θcomp at line 6 because they are compatible as θN
and θn+1 are compatible. θN|j can satisfy the condition at
line 8 because θN|j ∈ Ψ from the induction hypothesis, and
θN|juθn+1 6= ⊥ from θN|j(xo) = θn+1(xo). Then, θN|junionsqθn+1
is added to Ψ at line 9.
2) {x1, x2, ..., xn}∩Dom(θN|j) = ∅ implies that all param-
eter bindings for xs are supplied to θN only after ep〈θn+1〉
is handled, and there exists eq〈θq〉 such that j + 1 ≤ q and
Dom(θq)∩{x1, x2, ..., xk} 6= ∅∧Dom(θq)∩{y1, y2, ..., yl} 6= ∅;
otherwise, parameter bindings for xs and parameter bind-
ings for ys cannot be connected, and Dom(θN ) cannot have
both xs and ys. From Dom(θq), let us pick one xo. When
HandleEvent handles eq〈θq〉, it can choose θN|q−1 unionsq θn+1
as θcomp at line 6 because θN|q−1 unionsq θn+1 is compatible with
θq as θN unionsq θn+1 is compatible with θq. When θcomp =
θN|q−1 unionsq θn+1, line 9 can be reached because both θN|q−1
and θn+1 can be chosen as θi. θN|q−1 can be selected be-
cause θN|q−1 ∈ Ψ, and because θN|q−1unionsqθq is connected, and
thus θN|q−1 u θq 6= ⊥. Also, θn+1 can be selected because
θn+1 ∈ Ψ, and θn+1(xo) = θq(xo). Then, θN|q−1unionsqθn+1unionsqθq =
θN|q unionsq θn+1 is added to Ψ at line 9.
Both cases show that at some point r, θN|r unionsq θn+1 is
added to Ψ. Now, we prove that for any m, r ≤ m < n,
(θN|m unionsq θn+1) ∈ Ψ by induction on m. For m = r, this
statement holds as we analyzed for both cases. Assume that
the statement holds for m. It must be shown that the state-
ment holds for m + 1. Since θN|m+1 is connected, when
HandleEvent handles em+1〈θm+1〉, there exists θmax that
makes it possible to choose θN|m as θcomp at line 6, and
add to Ψ a parameter instance θN|m+1 at line 9 by com-
bining θN|m and θm+1. That θmax can also let θcomp be
(θN|munionsqθn+1) because θN|m < (θN|munionsqθn+1) and θN|munionsqθn+1
is also compatible with θm+1. From the induction hypoth-
esis, (θN|m unionsq θn+1) ∈ Ψ. As θN|m unionsq θm+1 is connected,
θN|m u θm+1 6= ⊥ and thus (θN|m unionsq θn+1) u θm+1 6= ⊥; so,
θN|m unionsq θn+1 can be chosen as θi, and satisfy the condition
at line 8. Therefore, θN|m unionsq θn+1 unionsq θm+1 = θN|m+1 unionsq θn+1 is
added to Ψ. From the result of this induction, θN unionsq θn+1 ∈
Ψ.
Lemma 7. For any τ ∈ E〈X〉∗, after we run algorithm
M〈X〉 on τ , if a parameter instance θ ∈ [X ⇁VX ] is con-
nected, then θ ∈ Ψ.
Proof. Lemma 6 shows that if a parameter instance θ is
connected, then θ ∈ Ψ, after we run HandleEvent for all
events in τ . Since a connected parameter instance can be
created only in HandleEvent, the statement holds.
Lemma 8. For any τ ∈ E〈X〉∗, after we run HandleEvent
for all events in τ , if there is an event e〈θ〉 in τ , then ∆(θ)
is defined.
Proof. When HandleEvent handles an event e〈θ〉, it
defines ∆(θ) at line 2. Since a defined ∆(θ) never becomes
undefined, the statement holds.
Lemma 9. For any τ ∈ E〈X〉∗, after we run HandleEvent
for all events in τ , ∆(θ) keeps an event iff its parameter
binding is θ.
Proof. HandleEvent appends an event to ∆(θ) at line
10 when it handles an event e〈θ〉. Thus, ∆(θ) keeps an
event if its parameter binding is θ. Also, this is the only
place where ∆(θ) is appended; thus, ∆(θ) keeps an event
only if its parameter binding is θ.
Now, we are ready to show that the final result ∆(θ) at
line 4 in ConstructConnected is a θ-trace slice τ θ for
the given parametric trace τ . When we prove this in Lemma
10, we will not mention how to preserve the order of events
in τ because it is straightforward. When HandleEvent
appends an event e at line 10, it also remembers the times-
tamp that is strictly increasing. The timestamp information
allows MergeTraces to preserve the order when it merges
all existing trace slices for θ’s sub-instances.
Lemma 10. For any τ ∈ E〈X〉∗, after we run algorithm
M〈X〉 on τ , if θ is connected and Dom(θ) = X, ∆(θ) = τ θ.
Proof. If θ is connected, we have θ ∈ Ψ from Lemma 6
because a connected parameter instance can be created only
in HandleEvent. Thus, if θ is connected and Dom(θ) = X,
the body of the loop in ConstructConnected is executed.
We only need to prove that ∆(θ) returned from Merge-
Traces at line 4 is τ θ.
According to Definition 4, τ θ keeps the base event of
e〈θ′〉 iff θ′ v θ. Showing that ∆(θ) which is returned from
MergeTraces also keeps the base event of e〈θ′〉 iff θ′ v θ
will complete the proof.
Let us first prove that ∆(θ) at line 4 keeps the base event
of e〈θ′〉 if θ′ v θ. Since e〈θ′〉 ∈ τ , Lemma 8 shows that ∆(θ′)
is defined. As ∆(θ′) is defined and θ′ v θ, ∆(θ′) is added to
µ, and MergeTraces will merge ∆(θ′). Also, ∆(θ′) keeps
the base event of e〈θ′〉 as Lemma 9 shows. Therefore, ∆(θ)
contains e.
Next, we need to prove that ∆(θ) keeps the base event of
e〈θ′〉 only if θ′ v θ. This statement holds because ∆(θ′) is
considered to be merged at line 3 in ConstructConnected
only when θ′ v θ, and because ∆(θ′) keeps an event only if
its parameter binding is θ′ from Lemma 9.
Lemma 5, Lemma 7 and Lemma 10 show that Theorem 1
holds.
5. LEARNING FROM TRACES
We next discuss our specification learning algorithm that
infers a deterministic finite automaton (DFA), together with
an equivalent regular pattern, from non-parametric trace
slices. The proposed learning process is illustrated in Figure
8. It consists of three components: a PFSA learner (Sec-
tion 5.1), an automaton refiner (Section 5.2), and a regular
pattern generator. The regular pattern generator uses the
Brzozowski method [10] to generate equivalent regular pat-
terns from the inferred DFA. The generated regular pattern
is then simplified using a set of rules (not discussed here).
The algorithm produces a reasonably compact (but not nec-
essarily minimal) pattern that can be easily understood, fa-
cilitating documentation and program understanding.
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Figure 8: Learning Process
5.1 PFSA Learner
A PFSA learner [14] takes a set of strings (here non-
parametric trace slices) as input and infers a finite state
automaton, where each node represents the state of the in-
volved components and each edge represents an event. The
inferred automaton typically accepts more than the given set
of strings, since the PFSA learner usually generalizes dur-
ing the learning process. Several PFSA learning approaches
have been proposed [14]; we here adopt the sk-strings algo-
rithm [24], since it performs well at inferring small automata.
The sk-strings PFSA learner first constructs an automa-
ton that precisely accepts the input set of strings. Each tran-
sition is then annotated with a frequency, saying how many
times that transition was observed. The sk-strings algorithm
then generalizes by merging states which are sk-equivalent:
two states as sk-equivalent iff corresponding sets of bounded
strings (ones that are frequently generated from each of the
two states) are matched. As a result of this approximation,
two states can be merged even when they are not equiva-
lent. This makes it possible for the inferred automaton to
accept not only the input strings but also other “similar”
strings. The reader is referred to [24] for more details. Fig-
ure 9 shows the automaton inferred by the sk-strings PFSA
learner for our Collection-Iterator example (Figure 1 shows the
desired specification).
hasNext
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createIter hasNext
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Figure 9: DFA inferred by the PFSA learner
5.2 Automaton Refiner
Although the PFSA learner approximations are typically
desirable in many application domains, the resulting au-
tomata turned out to often be overly-general in our domain
of mining specifications from execution traces, in that the
mined automata accept a large number of undesirable traces.
For example, the trace createIter hasNext next createIter is ac-
cepted by the automaton in Figure 9, but it is impossible
to occur in any program execution (only one createIter event
can be observed in any interaction between a collection and
an iterator). An over-generalized specification undermines
the effectiveness of its applications. For example, it may
cause misunderstanding of the system behaviors when used
for reverse engineering, or miss potential errors when used
for testing or verification. Also, an over-generalized DFA can
produce a more complex regular expression (e.g., the one in
Figure 9), increasing the difficulty of human inspection.
We next propose an approach to refine the PFSA-inferred
automata. Our DFA-refiner may have a broader range of
applications, but we have only experimented with it in the
context of specification mining, where it appears to work
well. The overall goal of our refiner is to eliminate transi-
tions caused by over-generalizations while keeping desirably
generalized transitions. An obvious step is to remove all the
transitions that are never taken by any of the trace slices
provided as the input of the PFSA learner. For example,
the createIter transition from state 3 to state 1 in Figure 9 is
never taken (no trace can create the same iterator twice), so
it can be safely removed. Unfortunately, this is not enough.
Function Main()
Input : automaton A = (S, E, i, δ : [S × E⇁S], F ), traces T ⊆ E∗
Output: automaton Ar
Locals : automaton A′ = (S′, E, i′, δ′, F ′), state s, s′,
transition function δr
A′ ← Expand(A)1
δr ← ⊥2
foreach τ ∈ T do3
s← i′4
foreach e ∈ τ do5
s′ ← s; s← δ′(s, e); δr(s′, e)← s6
if δr = δ′ then goto 87
A′ ← (S′, E, i′, δr, F ′)8
Ar ← MergeIdenticalStates(A′)9
Function Expand(A)
Input : automaton A = (S, E, i, δ, F )
Output: automaton A′ = (S′, E, i′, δ′, F ′)
Locals : integer n, set of states D, map γ : S → 2S′
Initial : S′ ← ∅, F ′ ← ∅, δ′ ← ⊥
foreach s ∈ S do1
n← CountIncomingEdges(s,A)2
if s = i then n← n+ 13
D ← GetFreshStates(n)4
S′ ← D ∪ S′5
γ(s)← D6
foreach s ∈ S do7
foreach s′ 6= s ∈ S s.t. δ(s′, e) = s for some e do8
s′′ ← PickOneWithNoIncomingEdge(γ(s), δ′)9
foreach s′′′ ∈ γ(s′) do δ′(s′′′, e) = s′′10
if s ∈ F then F ′ ← F ′ ∪ γ(s)11
if s = i then i′← PickOneWithNoIncomingEdge(γ(s), δ′)12
return A′13
Figure 10: Automata refining algorithm R
Indeed, the remaining DFA in Figure 9 still accepts infeasi-
ble traces containing two or more createIter transitions, e.g.,
“createIter hasNext update createIter ...”. This suggests that
what is really needed is to “break” the spurious loops, such
as the loop containing states 0,1,2 in Figure 9. Indeed, since
no trace slice provided as input to the learner is observed
to take a given loop in the learned automaton, there is no
reason to assume that other trace slices would take it.
Figure 10 shows our algorithm R (from Refiner). R first
expands the automaton using the Expand function, which
clones each state a number of times so that each incoming
edge has its own clone. For the PFSA-inferred automaton,
let S be its set of states, E be the set of base events as de-
fined earlier, and δ ∈ [S × E⇁S] be its transition function.
If δ(s, e) = s′ for some s 6= s′ then e is an incoming edge to
s’; by assumption, the initial state has a default incoming
edge (line 3 in Expand). Hence, state 0 in Figure 9 has
three incoming edges, namely a default one to the initial
state, one from state 2 and another from state 3. If state
s has n incoming edges then n new states are generated for
the new automaton and we keep the mapping from s to the
corresponding set of newly created states in γ (lines 4 to 6
in Expand). Expand then builds transitions in the new au-
tomaton (lines 7 to 12): if δ(s′, e) = s is a transition in the
PFSA-inferred automaton and s 6= s′ then we choose a state
s′′ from γ(s) with no incoming edges at this point and add
transitions from every state in γ(s′) to s′′. If s is a final state
then all states in γ(s) are also final; if s is the initial state
then we choose a state from γ(s) with no incoming edges as
the new initial state. This way, the PFSA-inferred automa-
ton is expanded to an equivalent automaton in which every
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Figure 11: Expanded automaton of Figure 9
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Figure 12: Reduced automaton of Figure 11
state has a set of incoming edges corresponding to one in-
coming edge in the original automaton. For example, Figure
11 shows the expanded automaton of the one in Figure 9.
The expanded automaton has the benefit that it separates
out the various loops in the original automaton, so that it
makes easier to see which ones are taken or not by the trace
slices provided as input to the learner.
R then traverses the expanded automaton using the trace
slices and marks the transitions used in the traversal (lines
3 to 9). After all the trace slices are applied, R removes the
unmarked transitions from the expanded automaton. For
example, Figure 12 shows the automaton after R traverses
the expanded automaton in Figure 11. Three edges are re-
moved in Figure 12, namely, from 01 to 11, from 02 to 11,
and from 31 to 12 because they are not traversed in any
trace slice. The reduced automaton is then compressed by
merging states that have the same outgoing transitions and
by removing those that have no incoming transitions. For
example, state 12 in Figure 12 is removed, states 01 and 02
are merged, and states 21 and 22 are also merged. Finally,
we add back the parameter information removed during the
trace slicing process, thus obtaining our mined parametric
specification, e.g., the one in Figure 1.
Theorem 2. With the notation in Figure 10, T ⊆ L(A′) ⊆
L(A) if T ⊆ L(A) and A′ is the automaton after running R.
6. EVALUATION
We have implemented our mining approach in a tool for
Java, named jMiner, and evaluated it extensively. The
evaluation results are encouraging: jMiner was able to in-
fer many meaningful specifications for various popular pro-
Target classes Base programs Trace Trace slices Analysis time (seconds) Mined
(software) lengths All Connected C〈X〉 M〈X〉 learning spec.
Reader,Writer DaCapo (antlr, bloat, 9000 1143∼2285 1143∼2285 4 3 < 1 4
(Java IO library) chart, eclipse, fop, hsqldb)
Collection,Map,Iterator DaCapo (antlr, bloat, 50000 79∼90775 19∼4253 757 10 < 1 4
(Java Util library) chart, eclipse, fop, hsqldb)
Document,IndexWriter DaCapo 29000 792∼11905 792∼7186 > 10000 2090 < 1 3
(Apache Lucene) (luindex, lusearch)
Plot,JFreeChart,Listener JFreeChart tests 8900 14∼244 14∼42 1 < 1 < 1 6
(JFreeChart)
CommandHandler,SMTPSession JAMES tests 300 11∼29 11∼29 < 1 < 1 < 1 2
(Apache JAMES)
Table 2: Summary of experiments on jMiner
grams; we also found several tricky bugs in some well-developed
open-source programs by monitoring their executions against
the mined specifications using the runtime monitoring tool
JavaMOP [11]. We selected for discussion some results from
our mining experiments, summarized in Table 2. The first
column gives the target classes for which we inferred spec-
ifications, together with the software to which they belong.
These packages were chosen because of their popularity and
diversity. Our experiments cover Java IO library, Java Util
library for basic data-structures, Apache Lucene [2] library
for text search, JFreeChart [3] library for displaying charts,
and Apache JAMES [1] server for delivering emails.
As mentioned in Section 2, our approach requires less user
input than similar mining approaches. However, one still
needs to provide event definitions, either manually or au-
tomatically. We believe that providing event definitions is
an application-specific task which is orthogonal to our min-
ing technique, so we prefer not to advocate any particular
way to produce parametric events; we currently use AspectJ
for this purpose, but one can also use other program instru-
mentation means to achieve the same results. In many cases
one would like to automate the extraction of events as much
as possible. One can, of course, record all possible events,
such as all method calls and all variable updates, but then
one still needs to filter out such detailed traces to only learn
properties about events of interest. There is probably no
general recipe to determine what “events of interest” means.
We next explain our particular way to obtain such events,
which may also work in other contexts.
We automatically scan unit test cases, which are typically
small and come with the packages for which we want to
mine specifications, and hereby collect interacting classes
and methods; then we mine properties about parametric
traces with events emitted only by those interacting classes
and methods, produced by executing large and supposedly
correct programs (the unit tests are typically not good candi-
dates for producing traces because many of them are aimed
at checking how exceptional cases are handled and thus the
resulting traces represent wrong behaviors). This simple
and automatic instrumentation approach builds upon the
following hypothesis: since unit tests are written to check
the behavior of tightly interacting objects, there is a high
chance that the methods and classes involved in such inter-
action obey a specification. For example, the following is a
test case coming with the Java Util library:
List<Integer> list = new ArrayList<Integer>();
for (int i = 0; i < LENGTH; i++)
list.add(i);
try {
for (int i : list)
if (i == LENGTH - 2)
list.remove(i);
} catch(ConcurrentModificationException e) {
return;
}
Since the Java compiler translates the loops into iterator,
hasNext and next, this unit test says that there is an inter-
action involving the methods Collection.add, Collection.remove,
Collection.iterator, Iterator.hasNext and Iterator.next. Using these
methods as an event definition is sufficient to mine the spec-
ification in Figure 1.
The second column of Table 2 shows the base programs
used to generate the execution traces for mining. They
include DaCapo[8], a Java performance benchmark suite,
and existing tests for JFreeChart and JAMES. The DaCapo
benchmark suite contains 11 programs. Some target classes,
e.g., Reader and Writer, are used by several programs in Da-
Capo, In these cases, we used the first half (in alphabetical
order) of the DaCapo programs, whose names are given in
parentheses, as the base programs, and then monitored the
rest against the mined specifications (see Section 6.2).
The third column of Table 2 gives the average lengths
of logged parametric traces. The fourth column shows the
number of non-parametric trace slices for all (both connected
and unconnected) parameter instances computed from the
logged parametric traces, and the fifth column shows the
number of connected ones. The numbers are given as ranges
because the number of trace slices is different from one set
of parameters to another. In several cases, only a small per-
centage of parameter instances are connected, showing the
benefit of M〈X〉 over C〈X〉. The sixth and seventh columns
give the average time for slicing.3 M〈X〉 always outperforms
C〈X〉; when the number of parameters is larger than one and
the parametric traces are long, M〈X〉 is typically orders of
magnitude faster than C〈X〉. The “> 10000” means that
C〈X〉 did not finish in 3 hours. The eighth column shows
the average time for learning: our learning algorithm is ef-
ficient and always finished in less than one second. Indeed,
most of the time is spent producing the right trace slices,
not to learn the property. The last column in Table 2 gives
the number of mined properties which have between 2 and
10 states when minimized. Our goal in these experiments
was to read and understand the mined specifications, in or-
der to evaluate the effectiveness of jMiner. The properties
with many states tend to be specific to particular uses of
libraries in the base programs rather than to the libraries
themselves, so jMiner currently discards them.
6.1 Mined Specifications
Due to space constraints, we only briefly list some inter-
esting cases here. More results can be found at [4].
3All experiments were performed on a Ubuntu 7.10 machine
with 1.5GB RAM and a Pentium 4 2.66GHz processor.
Java Util library: Collection, Map, Iterator. Four
properties were mined (see [4] for formal specifications):
1. When using Iterator, one should start with hasNext and
then call next and hasNext alternatively.
2. If an iterator is created from a collection, the collection
should not be changed while the iterator is being used.
3. If a collection is created from the set of keys or values
in a map, the collection should not be changed.
4. If an iterator is created from a collection representing
the set of keys or values in a map, the map should not
be altered while the iterator is being used (Figure 13).
next(i)
hasNext(i)210 3
getSet(m,s) createIter(s,i)
update(m)
4
update(m)
update* (getSet (createIter (hasNext next)* hasNext? update*)? )?
Figure 13: Map-Collection-Iterator usage pattern
Property 3 is more restrictive than the library’s informal
specification: Java allows for removal operations in the col-
lection that represents the key/value set of a map. However,
no programs used in our experiments made such operations,
resulting in this more restricted specification. Property 4
involves three parameters that are connected indirectly (no
events cover all three parameters at the same time).
JFreeChart: Chart, Plot. Our evaluation focused on
three core classes/interfaces in the JFreeChart package, namely,
JFreeChart, the main entry of the package, Plot, that draws
charts, and Listener, that is the interface used for the lis-
tener pattern. Both the JFreeChart and Plot classes provide
a large number of methods, resulting in complicated speci-
fications. Therefore, we grouped the methods according to
their prefixes and/or suffixes to reduce the number of events
and simplify the mined specifications.
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Figure 14: Chart-Plot pattern in JFreeChart
Figure 14 shows a mined specification involving JFreeChart
and Plot. The ChartChanged and PlotChanged methods notify
JFreeChart objects and Plot objects, respectively, that related
components have changed. The ChartNotify and PlotNotify
methods are used by JFreeChart objects and Plot objects, re-
spectively, to notify other related components. Also, cre-
ateChartWithPlot creates a JFreeChart object using a Plot ob-
ject. The desired property is that if a chart is created using
a plot, then whenever the plot is changed, the chart will
be notified and changed accordingly but not the other way
around; also, every time a plot/chart is changed, it will send
out notifications. Although the mined property implies this
pattern, it is more restrictive as it prevents PlotChanged after
two consecutive ChartChanged. Such a restriction was learned
because it was always observed for all test cases we used.
Apache JAMES: CommandHandler. We applied our
tool to the CommandHandler interface and the SMTPSession
class in the SMTPServer package. A few meaningful specifi-
cations were mined, but we only focus on the specification
related to CommandHandler here. CommandHandler defines the
core interface to handle commands from the mail client. Its
mined specification, as showed in Figure 15, precisely de-
scribes the usual transaction in SMTP. hello is the command
to initiate a mailing session, and quit terminates the session,
which can occur at any point. mail starts a mail transaction
and sets the sender of an email, recipient adds one or more
recipients of the email, and data gives the content of the
email and confirms the transaction. After one transaction is
done, another transaction can start within a mailing session,
which allows the transition from state 4 to state 2.
0 1 2 3 
hello(s) 
hello(s) recipient(s) 
5 
quit(s) quit(s) quit(s) 
quit(s) quit(s) 
mail(s) recipient(s) data(s) 
mail(s) 
quit || hello+ quit || hello+ mail quit || hello+ mail recipient+ quit 
|| hello+ (mail recipient+ data)+ quit 
|| hello+ (mail recipient+ data)+ mail quit 
|| hello+ (mail recipient+ data)+ mail recipient+ quit 
4 
Figure 15: CommandHandler pattern in Apache JAMES
It is worth noting that, unlike other examples where the
method name is used as the event id and the target ob-
ject and arguments are used as event parameters, we used
the class name of the target CommandHandler object, e.g.,
QuitCmdHandler, as the event id and the argument of the on-
Command() method in the CommandHandler interface as the
event parameter, which is an SMTPSession object represent-
ing a mailing session. It is easy to achieve such changes in
our approach not only because AspectJ provides the needed
programming capability but also because the parametric
slicing algorithm and the learning algorithm in our approach
do not depend on any specific meaning of the event and the
trace. This way, our approach allows the user to apply do-
main knowledge during mining to achieve better results.
6.2 Problems Revealed Using Specifications
classes testing programs detected errors
Reader,Writer DaCapo (jython, luindex, 1
lusearch, pmd, xalan)
Collection,Map, DaCapo (jython, luindex, 1
Iterator lusearch, pmd, xalan)
Document, SCAN 1
IndexWriter
Plot,JFreeChart, DaCapo (chart) 0
Listener
Table 3: Monitoring results of mined specifications
We used the mined specifications (except for those about
Apache JAMES because we did not find suitable testing pro-
grams) to monitor another set of programs. The monitoring
was done using JavaMOP [11], a runtime monitoring tool
for Java. Table 3 shows the results of the monitoring exper-
iments. The first two columns show the classes to monitor
and the monitored programs, respectively. In addition to the
DaCapo benchmark, we used SCAN [5], a desktop content
search engine. The third column gives the number of errors
detected. No false positives were reported, that is, all the
problems reported are actual problems in the programs and
none of them were caused by over-narrowed specifications as
in [7], showing the effectiveness of our technique.
The first error is caused by the misuse of Iterator in the
pmd benchmark in DaCapo. JavaMOP reported a violation
of a mined pattern for Iterator, namely, createIter (hasNext
next)* hasNext?, in the execution of the benchmark, show-
ing that the program tried to fetch the first element in an
iterator without checking hasNext. A further inspection con-
firmed our observation and showed that this is a potential
bug, which has been fixed in a newer version. The sec-
ond problem, which was mentioned in [11], is related to the
uses of Writer in the Xalan benchmark. Xalan tried to use a
writer even after it is closed, violating a mined specification
of Writer, namely, createWriter write* closeWriter.
The third problem is even more interesting because it re-
vealed an error in the base program instead of the tested
program. It is related to the uses of the Lucene library for
text indexing and search. In our experiments, we chose two
main classes, namely, Document and IndexWriter, from Lucene
to infer specifications. Document is the unit of indexing and
search, and IndexWriter creates and maintains an index. To
create indexing information for a file, a Document object is
first created for the file, then it is added to an IndexWriter
object that writes the indexing information to the index
database later. We used the luindex and lusearch benchmarks
in DaCapo as the base programs to mine specifications. The
mined property is (updateDoc* addDocToWriter)+, in which
updateDoc updates the document and addDocToWriter adds
the document to an index writer. This specification was
then monitored against the execution of SCAN and caused
a violation. Because we had little knowledge about Lucene,
we applied jMiner to SCAN and achieved the specifica-
tion in Figure 16, in which flushWriter flushes and closeWriter
closes the index writer, respectively4. By comparing these
two specifications, it is obvious that the luindex and lusearch
benchmarks created and modified indexing information but
did not flush them before exit. According to Lucene’s API
documents, such behavior could lead to loss of information
in the writer, implying a potential bug.
updateDoc(d)
0
addDocToWriter(d,i)
updateDoc(d)
2 3
flushWriter(i) closeWriter(i)
1
(updateDoc* addDocToWriter)+ (flushWriter closeWriter)?
Figure 16: Document-IndexWriter pattern from SCAN
Also, during the inspection process, we noticed that the
transition from state 1 to state 0 in both specifications ap-
pears to be redundant, because it simply enforces the Doc-
ument object to be re-added into the underlying IndexWriter
after some changes are made in the document. A further
inspection in the Lucene’s documentation shows that it is in-
deed a required pattern for using IndexWriter: the changes
on the Document object are not visible to the underlying In-
dexWriter if they are made after the document is added to the
IndexWriter. However, this property is not very intuitive and
4We used the same event definition for mining and monitor-
ing; therefore, a flushWriter event caused a violation of the
property (updateDoc* addDocToWriter)+
hidden in the informal description of the library, making it
error-prone. A clear and rigorous specification, like the one
in Figure 16, will help anyone to use the library correctly.
7. CONCLUSION
This paper presented an approach to mine parametric
state-based specifications from execution traces. The ap-
proach is based on a general framework that generates non-
parametric trace slices from parametric traces, thus allowing
one to apply learning techniques that do not take parame-
ters into account. A PFSA-based learner for inferring ac-
curate state-based specifications from non-parametric trace
slices was developed within the parametric framework. Our
experiments show that our technique is effective in min-
ing specifications that involve one or more parameters for
various programs. The results are usually compact, precise
and easy to understand, facilitating human inspection and
program analysis. Monitoring of the mined specifications
revealed problematic behaviors in several open source pro-
grams under testing, showing the usefulness of our approach.
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