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CAPITOLO 1:  INTRODUZIONE 
La s t ragrande maggioranza  de i  s i s temi  informat ic i ,  che 
of f rono  serv iz i  on l ine ,  s i  appoggia  a t tua lmente  ad  inf ras t rut tu re  
Cloud .  Le  r i sorse  vengono af f i t ta te  ag l i  u ten t i  e  a l locate  
d inamicamente  in  base a l  lo ro rea le  u t i l i zzo  e  a l  t ipo di  cont ra t to  
s t ipu lato .  Tra  le  modal i tà  di  conness ione ab i l i t a te  dal  C loud,  la  
p iù  evolu ta  e  pervas iva  è  rappresenta ta  dal l ’ Inte rne t  of  Things.  
Dispos i t iv i  e terogene i  e  con capac i tà  computaz iona l i  anche  mol to 
l imi ta te ,  come ad  esempio  e le t t rodomest ic i ,  mezz i  d i  t raspor to ,  o  
sempl ic i  sensor i  e  a t tua tor i ,  sono  conn ess i ,  spesso  t rami te  re t i  
senza f i l i ,  e  demandano le  computaz ioni  p iù  pesant i  e  l ’ana l i s i  
dei  da t i  raccol t i  a l le  cen t ra l i  Cloud remote ,  p resen t i  ne l la  re te  
In te rne t  es te rna .  L’evoluz ione  tecnologica  de i  d i spos i t ivi  
col lega t i  a l la  re te ,  ins ieme a l  lo ro  impiego  in  set to r i  mol to  
spec ial izza t i  e  profess iona l i ,  p roduce  una  nuova c lasse  di  
appl icaz ioni  che  r ich iede  cara t te r is t iche mol to  s t r ingent i  per  
quanto  r iguarda la  modal i tà  d i  in teraz ione  e  connessione  t ra  la  
sorgente  d i  p roduzione  de i  da t i  e  la  r i sorsa  che ef fe t t ivamen te  l i  
e labora ,  es t raendone  del  contenuto .  Le spec if iche  r ichies te  
spesso  non  possono essere  garant i te  lungo i l  cammino che  por ta  
da i  d i spos i t iv i  uten te  f ino  al le  cent ra l i  Cloud;  conseguenza 
dovuta  per  lo  p iù  a l la  lon tananza  f is ica  de i  par tec ipant i ,  l a  cu i  
comunicaz ione  at t raversa  mol tep l ic i  re t i .  Le  appl icazioni  
r iguardant i  l a  rea l tà  aumenta ta ,  o  que l le  dedica te  
a l l ’ int ra t ten imento  onl ine  e  a l le  conness ioni  ve ico la r i  sono  so lo 
a lcuni  esempi  del le  aree  appl ica t ive  che  necess i tano  d i  una 
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l a tenza  mol to  bassa ,  d i  suppor to  a l la  mobi l i tà  e  d i  conoscenza del  
contes to .  
Un nuovo paradigma,  af f acc ia tos i  recentemente  sul  
panorama tecnologico  de l le  a rchi te t ture  d i  re te ,  s i  pone  come 
obie t t ivo  que l lo  d i  ampl ia re  le  cara t te r is t iche  de l  Cloud,  
rendendo  i l  model lo  che  ne c onsegue  par t icola rmente  adat to  
a l l ’esecuzione  dei  se rviz i  e  de l le  appl icaz ioni  dagl i  e leva t i  
requis i t i .  Sposta re  le  r i sorse  in  un punto  de l la  re te  p iù  v ic ino a l la  
produzione de i  dat i  è  la  so luz ione  che  ques ta  t ra t tazione  propone 
per  sopper i re  a l le  e levate  l a tenze  che  impediscono l ’esecuzione 
di  appl icazioni  che  r ichiedono tempis t iche  v icine  a l  rea l - t ime  e  
che  generano un a l to  t raf f ico  di  da t i .  I l  model lo  Fog /Edge 
Comput ing  a  t re  l ive l l i  inser isce  de l le  r i sorse  ut i l i zzabi l i  
su l l ’edge  de l la  re te ,  come succede  per  le  r i sorse  rese  d isponibi l i  
da l  Cloud nel la  core  ne twork .  I  vantaggi  der ivant i  da l l ’adoz ione 
di  un  s i f fa t to  model lo  comprendono  una  bassa  la tenza ,  i l  supporto  
a l la  mobi l i tà ,  e  la  poss ib i l i t à  d i  es t ra r re  e  usare  informazioni  
contes tua l i  ag l i  u ten t i .  Pa r te  de l l ’ inf ras t ru t tura  presente  
su l l ’edge ,  dedica ta  a l lo  svolg imento  de i  serv izi ,  s i  appoggia  a l  
Cloud per  le  computaz ioni  complesse  e  per  i l  backup de l lo  s ta to  
pesante  de l  s i s tema.  I l  model lo  r isu l tan te  è  i l  t asse l lo  ab i l i tan te  
che  permet te rà  a l le  inf ras t ru t ture  es i s tent i  d i  adempiere  a l le  
r ich ies te  de l le  moderne  appl icaz ioni ,  soprat tu t to  re la t ive  a l l ’ IoT,  
che  necess i tano  processare  i  da t i  v ic ino  al la  sorgente  per  
minimizzare  la  la tenza  ed  ev i ta re  f requent i  conness ioni  con  i l  
Cloud ,  contenendo i l  t raf f ico  d i  re te  genera to .  Le  cent ra l ine  di  
co l legamento  wire less  po tranno esse  s tesse  osp i ta re  le  r i sorse  
necessar ie  a l le  cont inue  micro  operaz ioni  pr ima demandate  a l  
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Cloud,  d i  modo da pote r  forn i re  una bassa  la tenza  a  tut te  quel le  
appl icaz ioni  che hanno b isogno d i  un responso rea l - t ime  c i rca  
l ’ana l i s i  del la  grossa  mole  d i  da t i  che  co l lez ionano e  inv iano  in  
re te .  
L’e labora to  è  organizzato  in  due  l ive l l i ;  i l  p r imo teor ico,  
r iguardante  i  model l i  arch i te t tura l i  t ra t ta t i  e  i l  secondo incentra to  
su l la  presentaz ione  d i  un pro to t ipo u t i l i zza to per  la  misurazione 
del le  pres taz ioni  de l le  r i sorse  sul l ’edge .  Nel  Capi to lo  2  s i  
in t roduce l ’arch i te t tura  Cloud,  l e  sue  c lass iche component i  e  g l i  
scenar i  ab i l i t a t i ;  per  poi  ev idenz ia rne  l ’ inadeguate zza  de l la  sua 
appl icaz ione  nei  modern i  scenar i  mobi l i .  I l  Capi to lo  3  e lenca i  
model l i  p ropos t i  per  r imediare  a i  punt i  debol i  del  Cloud  e  
presenta  a lcune  de l le  p iù  impor tan t i  p ia t taforme at tua lmente  
present i  sul  mercato ,  con par t icola re  a t tenz ione a l  model l o  a  t re  
l ive l l i  ca rat te r izza to  da l l ’ int roduz ione  d i  un  middleware 
in te rmedio t ra  i l  l ive l lo  Cloud e  i  d i spos i t iv i  IoT.  Nel  Capi tolo  
4 ,  l a  t ra t taz ione  prosegue  presentando  l ’a rch i te t tura  genera le  e  le  
sce l te  proge t tua l i  in t raprese  durante  la  proget taz ione del  
pro to t ipo .  I l  Capi to lo  5  approfondisce  i  de t tag l i  implementa t ivi  
de l la  pia t taforma propos ta  e  ne  most ra  l ’ut i l izzo .  Nel  Capi to lo  6  
viene descr i t to  l ’ambiente  di  tes t  e  r ipor ta t i  i  r isu l ta t i  o t tenut i  
dal l ’ut i l i zzo  de l la  p ia t taforma.  L’e labora to s i  conc l ude  con i l  
Capi to lo  7  che  r ipor ta  le  conc lusioni  e  a lcune  propos te  di  
poss ib i l i  es tens ioni  fu ture  del la  p ia t taforma presenta to .
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CAPITOLO 2:  CLOUD COMPUTING 
Questo  capi tolo  r ipercor re  le  p iù  impor tan t i  t appe 
del l ’evoluzione  de i  modern i  s is temi  informat ic i ,  che  hanno 
por ta to  a l la  formazione de l l ’a t tua le  a rchi te t tura  d i  r i f e r imento 
per  ambient i  Cloud.  Passando at t raverso le  idee  d i  i l lus t r i  
p recursor i ,  s i  a rr iverà  a l la  def in iz ione  a t tua l e  e  s tandard izza ta  
de i  componen t i  p r inc ipa l i  de l l ’a rch i te t tura  Cloud.  Verranno 
e lencat i  i  punt i  d i  forza  che  ques ta  nuova  tecnologia  ha 
in t rodot to ,  e  le  inevi tabi l i  debolezze  da  cu i  è  af f l i t t a .   
 
2.1 Cenni Storici  
L ’evoluz ione del le  tecnologie  informat iche ,  p r ima 
del l ’af fe rmars i  del  Cloud Comput ing ,  ha  a t t raverso  var i  s tad i  
a rch i te t tonic i ,  d iventa t i  ne l  t empo de l le  vere  e  propr ie  pie t re  
mi l ia r i  per  quanto  r iguarda  i  model l i  su  cui  cost ru ire  
inf ras t ru t ture  informat iche  complesse .  Cercando in  le t te ratura  
una  def in izione ances t ra le  che  megl io  rappresentasse  la  maggior  
par te  de i  conce t t i  che  i l  Cloud Comput ing  a t tua lmente  incorpora,  
s i  a rr iva a l la  famosa  agenzia  amer icana  ARPA (Advanced 
Research  Projec ts  Agency Network )  operante  per  conto  del  
Dipar t imento  del la  Di fesa  (DoD ) .  Ebbene  un ’ idea  di  re te  g lobale  
[ 1]  fu  in t rodot ta  propr io  da  J .C.R.  L ick l ider ,  uno  degl i  a r tef ic i  d i  
ARPAnet ,  p r ima re te  ad  aver  implementa to  con  successo  la  
famigl ia  d i  p ro tocol l i  TCP/IP  e  che sa rà  in  segui to ,  negl i  anni  
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novanta  [2] ,  soppianta ta  da  In te rnet  come lo  s i  conosce  oggi .  
L’idea or igina le  di  Lickl ider  ing lobava  parecchie  carat te r i s t iche 
che  oggi  Inte rne t  of f re ;  ad  esempio ,  l ’autore  par lava  de l lo  
s t rumento  s tesso come futuro mezzo  d i  comunicaz ione e  
commerc io  [3] ,  e  ipo t izzava  la  necess i tà  di  in te rf acce  uten te  che,  
fac i l i t andone  l ’u t i l i zzo ,  avrebbero ampl ia to  i l  bac ino  d i  u tenza.  
Pra t icamente  la  sua  v is ione  era  que l lo  che  oggi  i l  Cloud s tesso  s i  
p ref igge  d i  raggiungere  come obie t t ivo;  ovvero ab i l i t are  la  
connessione  e  la  comunicaz ione  t ra  c l ient i ,  s i tuat i  in  qua ls ias i  
par te  del  mondo,  e  programmi,  da t i  e  se rv izi  present i  in  s i t i  a  lo ro 
remot i .  L ickl ider  non  e ra  i l  so lo  ad  avere  una  v is ione  così  
avveni r i s t ica  di  que l lo  che sa rebbe d iventa ta  la  re te  g lobale .  
Negl i  anni  sessanta ,  l ’ informat ico s ta tuni tense John McCarthy ,  
Premio  Tur ing ne l  1971 per  i  suoi  cont r ibut i  ne l  campo 
de l l ' in te l l igenza ar t i f ic ia le  [4] ,  t eor izzava un u t i l i zzo fu turo  di  
In te rne t  mol to  aderente  a l la  tendenza  a t tua le .  Egl i  concepì  per  
pr imo un model lo  d i  computaz ione  informat ica  dis t r ibui ta ;  
pensando a l le  capac i tà  d i  ca lcolo  come ad  una  vera  e  propr i a  
r i sorsa  pubbl ica ,  da  pote r  vendere  a i  c l ien t i  r ichiedent i  es igendo 
un  compenso  de te rmina to  da  s ta t i s t iche  d i  ut i l izzo .   
Pr ima de l l ’ implementaz ione  reale  d i  ques to  t ipo  d i  model l i  
passeranno ef fe t t ivamente  degl i  anni ,  ma  un  pr imo grosso 
cambiamento  s i  ident i f ica  con  i l  subent ro  de l  paradigma Uti l i ty  
Comput ing  r i spe t to  a l  precedente  Grid  Comput ing .  In  rea l tà  i  due 
model l i  non  sono d iamet ra lmente  oppos t i ,  ma uno è  l ’evoluz ione 
na turale  de l l ’a l t ro .  Senza en tra re  in  de t tag l i  inu t i l i ,  
conce t tua lmente  i l  Gr id  Comput ing  s i  concre t izza ne l l ’un ione d i  
divers i  calco la tor i  che cont r ibu iscono  a l la  so luzione  d i  un 
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p roblema comune .  Un provider  possedeva  a l lora  l ’ in te ra  
inf ras t ru t tura  che rea l izzava  i l  se rv iz io  proposto  agl i  u tent i .  
Natura lmente ,  ques to  approcc io f a  c rescere  notevolmente  i  cos t i ,  
t an to que l l i  d i  ingresso  ne l  merca to  de l  provider  s tesso ,  in  quanto 
occorre  un  for te  inves t imento  iniz ia le  per  pote r  competere  con  i  
forn i tor i  a t tua lmente  present i ;  quanto  que l l i  d i  u t i l i zz o.  
Possedere  una inf ras t ru t tura  prec lude  l ’ada t tab i l i t à  de l  s i s tema in  
quanto  occor re  acquis ta r la  tu t ta ,  prevedendo i l  mass imo p icco  di  
u t i l i zzo  de l le  appl icaz ioni  e  r i sorse  che  andranno su  d i  essa  
ins ta l la te .  Tut to  ques to por ta  a  dover  ef fe t tuare  una s t ima prec isa  
del l ’ef fe t t ivo  u t i l i zzo ,  che  l ’esper ienza  insegna  essere  sempre 
molto  complessa ,  in  quanto  es i s tono  mol tep l ic i  fa t tor i  che 
possono  cambiare  repent inamente ,  generando es igenze d iverse  da 
que l le  prev is te ,  come ad  esempio  aument i  improvvis i  de l  numero 
di  uten t i  o  del l ’ut i l i zzo d i  r isorse .  Ino l t re ,  occor re  fa rs i  ca r ico d i  
tu t te  le  operazioni  necessar ie  per  manutenere  la  s t ru t tura ,  e  
ques to potrebbe voler  d i re ,  in  cer t i  cas i ,  dupl icarne de l le  par t i  
per  aumentare  la  s icurezza  del l ’ in te ro  s i s tema in  caso  d i  f au l t .  
Una  evoluzione s i  è  avuto  con l ’Ut i l i t y Comput ing  che ha 
perfeziona to  l ’ idea  die t ro  a l la  d i spos iz ione d i  r i sorse  
informat iche  cooperant i ,  t rasportandola  in  ambiente  pubbl ico 
graz ie  a l la  re te .  Ques to model lo  ab i l i t a  un t ipo  d i  fa t turaz ione 
on-demand ,  inserendo nel  s i s tema de i  misura tor i  d i  u t i l i zzo che 
permet tono  a i  c l ien t i  de l le  r isorse  d i  pagare  quanto 
ef f e t t ivamente  s tanno u t i l izzando,  se nza  dovers i  sobbarcare  cos t i  
inu t i l i  re la t ivi  a l la  inf ras t ru t tura  e  a l  sovradimens ionamento .   
L’unione  d i  queste  f i losof ie  ha  por ta to  a l la  def iniz ione  de l  
ventag l io  d i  model l i  che  ader iscono a l la  p iù  gener ica  def in iz ione 
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d i  Cloud Comput ing .  Dopo ques ta  doverosa  in t roduz ione  s tor ica ,  
i l  d i scorso  s i  concent re rà  su  una  def in iz ione  p iù  tecn ica  d i  quel lo  
che  i l  Cloud Comput ing  of f re ,  ana l izzando cosa  spec if ica  la  
def in iz ione s tandard  e  come veng ano implementa te  
ef f e t t ivamente  le  var ie  r i sorse  propos te .   
 
2.2 Aspetti Architettonici  
L ’ in teresse  pr inc ipa le  degl i  a t tua l i  f orn i tor i  d i  serv izi  
appar tenent i  a l la  sfe ra  de l l ’ In format ion  Technology  è  
s icuramente  que l lo  d i  ass icurare  ag l i  u ten t i  una  poss ib i l i t à  di  
u t i l i zzo  cos tan te  e  un  ada t tamento rapido  a  var iazioni  contes tual i ,  
spesso  r iguardant i  l a  r ich ies ta  var iab i le  d i  r isorse .  La f i losof ia  
a l la  base  de l  Cloud s tabi l i sce  che  le  r i sorse  d i  cu i  l ’u tenza  ha 
bisogno,  che spaziano  da l la  sempl ice  capac i tà  di  memor izzazione 
de i  da t i  a l la  pred ispos iz ione  d i  in te r i  s i s temi  operat iv i ,  debbano 
t rovars i  in  re te ;  in  una  loca l i tà  non  obbl iga tor iamente  nota  
a l l ’u ten te ,  in  quanto  ind ipendent i  da l le  appl icaz ioni  che andranno 
ad  osp i ta re .  Per  esp l ic i ta re  megl io  ques t i  concet t i ,  c i  s i  r iconduce  
a l la  def in iz ione s tandard  r i lasc ia ta  da l l ’ i s t i tu to  p iù au torevole  in  
mater ia  di  model l i  e  a rch i te t ture  Cloud,  ovvero  i l  Nat ional  
Ins t i tute  o f  Standards  and  Technology  (NIST ) ,  un 'agenz ia  del  
Dipar t imento  de l  Commercio  degl i  S ta t i  Uni t i  d 'Amer ica .  
L’is t i tu to  s i  occupa  d i  misuraz ioni  e  d i  s tandard  a rch i te t tura l i  in  
campo tecnologico  e  def in isce  i l  Cloud Comput ing  un  model lo  
conveniente  per  l ’ab i l i taz ione ,  l ’accesso  e  la  conf iguraz ione di  
r i sorse  in  re te  facent i  par te  di  un  pool  condiv iso  [5] .  Per  r i sorse  
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s i  in tende  la  re te ,  in te re  macchine  se rver ,  sempl ic i  locaz ioni  di  
memor i  o  appl icazioni  e  se rviz i  in  genera le .  La def in iz ione  esal ta  
la  f ac i l i t à  di  sca lab i l i t à  de l  model lo ,  a f fe rmando che  la  forn i tura  
di  r isorse ,  ef fe t tua ta  a l  momento  de l l ’ef fe t t ivo b isogno,  v iene 
esegui ta  con minimi  oner i  gest ional i  da  par te  de i  provider  dei  
se rv izi .  Usare  una a rch i te t tura  di  t ipo  Cloud,  o l t re  a l la  e leva ta  
sca labi l i t à ,  c i  garan t i sce  anche  una ser ie  d i  a l t re  cara t te r is t iche 
durante  tu t ta  l ’opera t iv i tà  dei  serv izi  che  osp i ta :  
  On-demand se l f - serv ice :  non  occorre  in te razione umana  per  
forn i re  r i sorse  a i  consumator i .  I l  p rocesso è  au tomat izza to 
e  non c ’è  bisogno de l la  comunicaz ione  t ra  consumatore  e  
forn i tor i  de i  var i  se rv iz i .   
  Broad ne twork  access :  l e  funz iona l i tà  sono  forn i te  
a t t raverso la  re te ,  dando la  poss ibi l i t à  a  divers i  t ip i  d i  
c l ien t i  d i  usuf ru i rne .  
  Resource  pool ing :  l e  r i sorse  computaz iona l i  forn i te  a i  
consumator i ,  sono  organizzate  in  un  ins ieme condiv iso 
f ru ib i le  da  p iù u ten t i  contemporaneamente .  L’assegnazione 
del le  r i sorse  v i r tua l i  e  f i s iche  a i  var i  u t i l i zzator i  è  d inamica  
e  au tomat izza ta  in  base  es igenze  de l le  appl icaz ioni .  Le 
r i sorse ,  inol t re ,  sono  indipendent i  da l la  locaz ione,  in  
quanto l ’u ten te ,  d i  so l i to ,  ne  usuf ruisce  natura lmente ,  senza 
sapere  come esse  sono  organizza te  o  dove f i s icamente  
r i s iedono.   
  Rapid  elas t ic i ty :  la  sca lab i l i t à  è  d inamica ,  rap ida  e  esegui ta  
au tomat icamente  appena  s i  ha  necess i tà  d i  nuove  r i sorse  o  
quando,  a lcune d i  esse  precedentemente  ut i l izza te ,  s i  
l iberano .  Ques to meccanismo permet te  a l  consumato re  d i  
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non  essere  conoscenza  de i  meccanismi  che  s i  ce lano  die t ro  
a l l ’ i l lus ione  d i  possedere  una quant i tà  inf in i ta  d i  r i sorse .  
  Measured service :  t ip icamente  ne i  s i s temi  c loud  s i  usano 
bas i  d i  misuraz ione  de l la  f ru iz ione  de i  se rv iz i  per  ef fe t tuare  
una  f a t turaz ione  a i  d ivers i  u tent i .  Di  so l i to  s i  par la  d i  
model l i ,  pay-per-use  o  charge-per -use ,  ad  un  l ive l lo  
appropria to  d i  as t raz ione  a  seconda  de l  t ipo  d i  serv izio  che 
s i  s ta  f a t turando.  S i  po trebbe cons iderare  come base  per  la  
misuraz ione  l ’u t i l i zzo  del la  memor i a ,  del la  capaci tà  d i  
ca lco lo  de i  processor i  o ,  ques t i  fa t tor i  in  combinaz ione con 
l ’u t i l i zzo  del la  re te  e  i l  numero d i  account  a t t iv i .  I l  
cont ro l lo  sul l ’ut i l i zzo  de l le  r i sorse  è  ef fe t tua to  in  modo 
t rasparente ,  e  no to  s ia  a i  forn i tor i  che  ag l i  u t i l i zza tor i  de i  
se rv izi .  
E lencat i  i  p r incipa l i  punt i  d i  forza in trodot t i  da l  Cloud 
Comput ing ,  s i  può  a f fe rmare  che  ques to  model lo  s i  concent ra  sui  
metodi  p iù  economic i  poss ib i l i  per  forn i re  a l ta  qua l i tà  e  se rv izi  
veloc i  a l  minor  cos to  per  l ’u ten te .  Alle  fondamenta  de l le  sce l te  
proge t tua l i  che hanno porta to  a l la  c lass ica  def in iz ione  de l  Cloud 
e  de i  suoi  ob ie t t iv i ,  r i s iede  l ’a rch i te t tura  d i  base ,  mos t ra ta  ne l  
pross imo paragrafo ,  che  esp l ic i ta  megl io  la  nozione di  serv iz i  e  
de l  loro  u t i l i zzo .   
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2.2.1 Architettura Orientata ai Servizi  
I l  parad igma teor ico  d i  r i fe r imento  per  la  tecnologia  Cloud 
è  senza dubbio  que l la  ident i f ica ta  da l l ’ archi tet tura or ientata  ai  
servizi  (SOA ,  Serv ice  Orien ted  Archi tec ture ) .  Con ques to 
te rmine  c i  s i  r i fe r isce  a l  gener ico  middleware  che  forn isce  se rvizi  
d i  t ipo  business  a i  consumator i .  Ques to  t ipo  d i  log ica  or ien ta ta  
a i  se rviz i ,  s i  basa  su l  pr inc ipio  secondo i l  quale  decomporre  
un’appl icazione in  se rv iz i  e lementar i  rende  ques t i  u l t imi  
r iu t i l i zzabi l i  e  d i  p iù  sempl ice  real izzaz ione  [6] .  Ogni  se rv iz io  s i  
occuperà  quindi  esc lus ivamente  de l le  sue  incombenze;  
l ’organizzaz ione de i  se rv iz i  ne l  processo produt t ivo ,  l e  loro 
modal i tà  d i  in te raz ione  e  composiz ione  possono essere  
agevolmente  modi f ica te  e  i spez ionate  perché sono spe c if ica te  
so t to  forma di  cont ra t t i  as t ra t t i .  Ques te  in te rf acce di  serv iz io  
spec if icano le  cara t te r is t iche  de l  componente ,  come agi re  su di  
esso ,  l e  d ipendenze  d i  cu i  ha  b isogno e  come inte ragisce  con  gl i  
a l t r i  component i  de l  s is tema.  I  serv iz i  diventano ind ipendent i  
da l la  p ia t taforma e  rappresentano as t raz ioni  di  e lement i ,  come 
processi ,  r i sorse  o  in tere  appl icaz ioni ,  che s i  possono  
s tandard izzare  sot to  forma d i  in te rfacce  formal i ,  i l  cu i  cont ra t to  
d i  u t i l izzo ,  non  deve  essere  in  a lcuno modo ambiguo  [7] .  
Operando  in  questo  modo s i  raggiunge  un  accoppiamento  mol to 
basso  con  la  tecnologia  a  suppor to  de l l ’esecuzione ;  abi l i t ando  i l  
p rogrammatore ,  anche  se  non  a  conoscenza  de l l ’ambiente  d i  
ut i l izzo ,  a  po te r  comunque  implementare  se rv iz i  che  espongono 
in te rfacce e  ne u t i l i zzano  de l le  a l t re ;  le  qua l i  po t rebbero  anche 
descr ivere  rea l izzaz ioni  in  l inguaggi  d i  p rogrammazione  d ivers i .  
L’esposiz ione  d inamica  de l le  cara t ter i s t iche  dei  se rv iz i ,  
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nasconde  quindi  i  de t tagl i  de l la  par t ico la re  log ica  rea l izza t iva a  
chi  l i  u t i l i zza ;  l ’uten te  ha  b isogno d i  conoscere  so lo  la  semant ica  
di  invocaz ione ,  espos ta  pubbl icamente  da i  component i  che 
of f rono funz iona l i tà  e  non i  lo ro de t tag l i  implementa t iva  o  la  lo ro 
pos iz ione .  I  se rv izi  sa ranno rea l izza t i  in  mani era  i l  p iù  poss ibi le  
sv incola ta  da l  contes to  e  pr iva  di  s ta to ,  d i  modo da  r i su l ta re  come 
agent i  au tonomi  e  au to  gest i t i ,  ind ipendent i  s ia  dal l ’ambiente  di  
esecuzione  che  da  invocaz ioni  precedent i .  Un’archi te t tura  di  
ques to  t ipo  deve  prevedere  un  serv izio  d i  d i scovery che  permet ta  
i l  r i t rovamento  di  component i  a t t iv i ,  in  base a l l ’ in te rf acc ia  
spec if ica ta  dai  c l ien t i  che vogl iono usuf ru ire  d i  un  cer to  serv iz io .   
Ricapi to lando,  le  in teraz ioni  in  un  s i f fa t to  model lo  
a rch i te t tura le  prevedono che  g l i  u ten t i  cerch ino  una spec if ica  
in te rfacc ia  di  u t i l i zzo pubbl ica ,  cedendola  come paramet ro  di  
r icerca  ad  un  serv iz io  di  d iscovery.  Presso i l  se rviz io  d i  d i scovery 
s i  reg is t rano i  se rvice  provider  che memor izzano le  in terf acce dei  
serv izi  che espongono.  L’agenzia  d i  d i scovery met te  in  
comunicaz ione  l ’uten te  con  i l  se rv ice  provider  che  forn isce i l  
Fig u ra  1  Co mp o n en t i  d e l  mod e l lo  S erv i ce  Or i en t ed  
Arch i t ec tu re .  
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serv izio  r ich ies to ,  in  modo da consent i re  un’ in te raz ione  d ir te la  
t rami te  in te rf acc ia .   
I l  model lo  appena in t rodot to ,  per  mol t i  anni ,  ha  cos t i tu i to  
l ’approcc io pr inc ipa le  da  seguire  durante  la  proge t taz ione e  lo  
sv i luppo d i  appl icaz ioni  in teragent i  con  s is temi  d i s t r ibu i t i .  Nei  
pross imi  paragraf i  ver ranno esamina t i  i  de t tag l i  de l le  a rch i te t ture  
d i  base  per  Cloud Comput ing ,  vero  pro tagonis ta  de l la  scena  degl i  
u l t imi  anni  in  campo d i  model l i  a rch i te t tura l i  per  s i s temi 
informat ic i  d i s t r ibu i t i .  
 
2.2.2 Architettura Cloud 
L’archi te t tura  pr inc ipa le  de i  s i s temi  Cloud,  der iva  da  una 
t assonomia  genera le ,  reda t ta  da l  NIST,  in  cu i  s i  e lencano in  
maniera  comple ta  tu t te  le  par t i  in te ragent i  nel  model lo .  Anche 
non  essendo la  sola  [8] ,  essa  c lass i f ica  in  modo esaurien te  tu t te  
l e  pr inc ipal i  t ipo logie  d i  Cloud ,  a  seconda  d i  var ie  cara t te r i s t iche 
prese  in  esame come paramet ro  pr inc ipa le .  Bisogna  prec isare  che 
l ’a rchi te t tura  d i  r i fe r imento  propos ta  da l l ’ i s t i tu to  ident i f ica  cosa  
i  se rv iz i  Cloud debbano forni re ,  non  come ;  ovvero le  d iverse  
implementaz ioni  po t rebbero d if fe r i re  ne l le  propr ie  in t r inseche 
component i  anche  r i spet tando l ’a rch i te t tura  genera le  d i  
r i f e r imento.  Ques t i  document i  rappresentano  degl i  s t rument i  per  
d i scu tere ,  descr ivere ,  ca tegor izzare  e  sv i luppare  p ia t taforme 
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Cloud,  avendo a  d ispos iz ione  come base  un  f ramework  comune  di  
r i f e r imento.   
I l  model lo  d i  r i f er imento  presenta  una  arch i te t tura  di  a l to  
l ive l lo ,  i l  cu i  scopo è  f aci l i ta re  l ’apprendimento de i  requis i t i  e  
del le  cara t te r i s t iche  s tandard  d i  s i s temi  d i  t ipo Cloud Comput ing.  
Dal la  f igura  s i  possono notare  c inque ruol i  fondamenta l i ,  
in te rpre ta t i  da  a l t re t tante  en t i tà ,  che  rappresentano  persone  o 
organizzaz ion i  che  par tecipano a  t ransaz ioni  o  svolgono a t t ivi tà  
a l l ’ inte rno de l  s is tema.  In tu i t ivamente  un Cloud Consumer  è  
l ’en t i tà  che  in t ra t t iene  un  rappor to  commerc ia le  con i l  Cloud 
Prov ider ,  i l  qua le  rappresenta  i l  forni tore  de i  serv izi  ut i l i zzabi l i .  
Un Cloud Broker  invece  s i  occupa  de l  rappor to  t ra  i  forn i tor i  e  i  
consumator i  de i  se rv iz i ,  negoziandone  l ’accordo  e  ges tendo le  
performance  e  i l  recapi to  de i  se rv iz i  ag l i  u ten t i .  Ad esempio  un 
consumatore  pot rebbe  chiedere  la  d isponib i l i t à  d i  un  se rv iz io  ad 
un  broker  i nvece  che  d i re t tamente  a l  p rovider .  I l  broker  pot rebbe 
soddisfa re  la  r ich ies ta  in tersecando serv iz i  p rovenient i  da  d ivers i  
Fig u ra  2  Arch i te t t u ra  Clo ud  d i  r i f e r imen to .  
  
[ 14]  
 
forn i tor i ,  c reando un  nuovo serv iz io  combina to,  oppure 
sempl icemente  migl iorando le  cara t te r i s t iche  de l  se rviz io  s tesso 
forn i to  a l l ’u t en te .  I l  ruo lo  del  Cloud Carr ier  è  invece  que l lo  di  
ve ico la re  i  se rv izi ,  in  termini  d i  conness ione  e  t raspor to ,  da i  
p rovider  a i  consumer .  Un provider  po t rebbe  in  a lcuni  casi  
in t ra t tenere  due  d ivers i  cont ra t t i  d i  se rv iz io ,  uno  con  i l  c l ien te  e  
l ’a l t ro  con  i l  cor r ie re .  In  ques t ’ul t imo cont ra t to ,  i l  f orn i tore  del  
serv izio  dovrà spec if icare  a l  Cloud Carr ier  qua l i  sono le  
spec if iche quant i ta t ive  e  funz iona l i  che  vuole  s iano  garant i te  per  
poter  r ispe t ta re  i l  cont ra t to  che  de t iene  con  l ’u ten te .  Inf ine  le  
en t i t à  Cloud Audi tor  sono  que l le  che  s i  occupano d i  va lu tazioni  
e  accer tament i  su  performance  e  s icurezza,  in  forma s lega ta  dagl i  
a l t r i  agent i  e  in  r i fe r imento  a  par t ico la r i  implementazioni .  
 
2.2.3 Cloud Provider  
L’ent i tà  ab i l i t a t r ice  e  cent rale  de l l ’a rchi te t tura  è senza 
dubbio  rappresenta ta  dai  forn i tor i  d i  se rv iz i .  I l  p rovider ,  persona 
f is ica  o  organizzaz ione  che  s ia ,  è  responsabi le  del la  disponib i l i t à  
de l  serv izio ;  esso s tesso acquis ta  e  provvede  a l la  manutenz ione 
de l  compar to hardware inf ras t ru t turale  che è  r ic hies to  per  forn ire  
i  se rv iz i .  Anche per  quanto  r iguarda la  par te  sof tware le  
responsabi l i tà  sono  le  medes ime,  ovvero i l  p rovider  esegue  i l  
sof tware  c loud  che  ges t isce  i  se rv izi  e  s i  occupa  de l le  cor ret te  
impos taz ioni  che permet tono  un’adoperabi l i tà  de i  se r viz i  t rami te  
la  re te .   
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I l  l ive l lo  propr io  de i  Serv iz i  è  anche preso come model lo  d i  
ca tegor izzaz ione  de i  s i s temi  Cloud;  esso  sanc isce  quindi  anche 
qua l i  sono  le  responsabi l i tà ,  per  ogni  t ipo logia ,  che  i  forn i tor i  
hanno.  Per  quanto concerne  le  p ia t taforme d i  t ipo  Sof tware  as  a  
Serv ice  (SaaS )  v iene  forn i ta  a l  consumatore  la  poss ib i l i tà  di  
usuf ru ire  de l le  appl icaz ioni  de l  p rovider  in  esecuz ione su 
un’ inf ras t ru t tura  Cloud.  Ques to  s ign if ica  che  i l  forn i tore  s tesso 
deve  provvedere  a l l ’ ins ta l laz ione ,  a l la  conf igur az ione  e  
a l l ’aggiornamento  de l  sof tware  che  met te  a  d i spos izione .   
Par lando de l le  Plat form as  a  Serv ice  (PaaS ) ,  l e  
responsabi l i tà  de i  forn i tor i  s i  ident i f icano  con  la  manutenz ione 
del l ’ inf ras t ru t tura  e  l ’esecuz ione  de l  sof tware  Cloud,  conf igurato 
in  modo che possa  forn ire  le  p ia t taforme d i  cu i  i  c l ien t i  
necess i tano.  Di  sol i to  s i  p ropongono a i  consumator i  anche  degl i  
s t rument i  che  f aci l i t ano  l ’ut i l izzo  de l le  pia t taforme,  qua l i  ad 
esempio  ambient i  e  k i t  d i  sv i luppo ( IDE e  SDK )  che a iutano  ne l la  
ges t ione  e  nel  deployment  de l le  appl icazioni  uten te .  In  ques to 
t ipo  di  cont rat to  Cloud,  g l i  u tent i  hanno i l  cont rol lo  su l le  loro 
appl icaz ioni ,  su  come vengono messe  in  operat iv i tà  e  su  a lcune 
conf iguraz ioni  del l ’ambiente  che  le  osp i ta ,  ma  una v is ib i l i tà  
molto  r ido t ta ,  o  addir i t tura  assente ,  c i rca  l ’ inf ras t rut tura  
so t tos tan te  come la  re te ,  l e  macchine  se rver ,  i  s i s temi  opera t iv i  e  
la  memor ia .  
S i  a r r iva  inf ine  a l l ’u l t ima t ipo logia ,  ovvero  que l la  de l le  
In fras truc ture  as  a  Service  ( IaaS ) .  In  ques to caso è  sempre  i l  
provider  ad  acquis i re  l ’ inf ras t ru t tura  genera le  del  s i s tema,  ma i l  
suo  compi to  ne i  conf ront i  de l  consumer  è  que l lo  di  forn i rg l i  
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l ’accesso  di re t to  a l le  r isorse  computaz ional i .  Ques to  è  poss ib i le  
graz ie  a  inte rfacce  d i  serv iz io  e  ad  as t raz ioni  log iche ,  qua l i  
macchine  e  re t i  v i r tua l i ,  che  g l i  danno i l  contro l lo  d i re t to  su 
r i sorse  computaziona l i  r i l evant i  come ad  esempio  i l  s i s tema 
opera t ivo  e  la  re te .  I l  forn i tore  mant iene  sempre  i l  contro l lo  sul le  
r i sorse  f i s iche  effe t t ive  e  su l  sof twar e  Cloud che  ges t i sce  le  
r ich ies te ,  ovvero  i l  se rver ,  g l i  appara t i  d i  re te ,  i  d i spos i t ivi  d i  
memor ia ,  i l  s i s tema opera t ivo  osp i tan te  e  i  ges tor i  de l le  macchine 
v i r tual i  (hypervisor ) .   
Pr ima d i  addent ra rc i  u l ter iormente  ne l la  descr iz ione  d i  tu t te  
le  par t i  component i  o  u t i l i zza te  da i  Cloud Provider ,  sa ranno 
presenta te  le  res tan t i  en t i tà  preset i  ne l  model lo  genera le  de l le  
a rch i te t ture  Cloud.  Ques to permet te rà  d i  po ter  af f ronta re  un 
d iscorso  p iù  approfondi to  quando s i  to rnerà  a  par lare  d i  cosa  i  
forn i tor i  d i  se rv iz i  devono of f r i re  e  di  qual i  s t rument i  s i  se rvono 
per  abi l i t are  ques te  concess ioni .  
 
2.2.4 Cloud Consumer 
Un c l ien te  di  qua l s ias i  se rv iz io  Cloud può,  in  a l ternat iva ,  
conta t ta re  d i re t tamente  i l  forni tore  o  consul tare  un  ca ta logo 
propos togl i  da  un broker .  Pr ima d i  po te r  usare  i l  serv iz io ,  i l  
c l ien te  s i  accorda  con  i l  forn i tore  t rami te  un contra t to  ch iamato 
Serv ice  Leve l  Agreement  (SLA ) .  Ques to  documento  sanc isce  le  
performance tecniche  ass icura te  dal  Cloud Provider  per  quel  t ipo 
d i  se rv iz io ,  durante  la  sua normale  operat iv i tà .  All ’ in te rno del  
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cont rat to  s i  t rovano  spec if iche r iguardant i  qua l i tà  del  se rv iz io ,  
aspe t t i  d i  s icurezza  e  r imedi  a l la  mancanza del  r ispe t to  dei  
requis i t i  da  par te  de l  provider .  In  ques to modo i l  c l ien te  può 
or ien ta rs i  t ra  le  var ie  propo ste  r iguardant i  lo  s tesso  se rv iz io ,  ma  
avent i  cos t i  e  cont ra t t i  SLA divers i ,  cos ì  da  poter  dec idere  di  
acquis ta re  non  so lo  que l lo  p iù  conveniente ,  ma  anche  con  te rmini  
cont rat tua l i  p iù  favorevol i .  Raramente  i  paramet r i  d i  una 
forn i tura ,  come cont ra t to  e  co s to ,  sono  negoziabi l i ;  a  par te  ra r i  
cas i  in  cui  i l  consumatore  s ia  una  ent i tà  economicamente  
r i levante  e  preveda  un  eleva to  u t i l i zzo  de l la  p ia t taforma.   
A seconda  del le  d iverse  t ipo logie  d i  Cloud acquis ta te  s i  
hanno a  d ispos izione  se rv iz i  d ivers i .  Per  esem pio  se  un  consumer 
dec ide d i  acquis tare  un  serv iz io  di  t ipo  SaaS  po t rebbe  t ra t ta rs i  d i  
una  agenzia  che demanda  l ’ut i l izzo d i  a lcuni  compar t i  sof tware 
a i  propr i  dipendent i ,  oppure  sempl icemente  un  pr iva to  che  vuole  
usare  un’appl icaz ione  on - l ine ,  o  ancora  un  amminis t ra tore  che 
usa  i l  s i s tema SaaS per  conf igurare  le  appl icazioni  per  g l i  u ten t i  
f ina l i .  È  poss ib i le  f a t tura re  l ’u t i l i zzo  d i  questo  t ipo d i  se rv izi  
basandosi  su l  numero  d i  u ten t i  f ina l i ,  sul l ’ut i l i zzo tempora le ,  
su l la  banda  consumata  e /o  su i  dat i  mem or izza t i ,  s ia  in  termin i  di  
dura ta  che d i  d imens ione .  I  Cloud Consumer  d i  un  PaaS  d i  so l i to  
rappresenta  un uten te ,  o  una organizzaz ione,  che cerca  di  
sv i luppare ,  t es ta re  o  conf igurare  del le  appl icaz ioni  pensa te  per  
ambient i  Cloud.  Come a l  so l i to  la  fa t tura zione può tener  conto d i  
t empo d i  u t i l i zzo de l la  p ia t taforma e  de l le  r isorse  come ad  
esempio  la  re te ,  i  da tabase  o  la  memor ia .  Per  quanto r iguarda  le  
IaaS ,  i  consumator i  che  hanno accesso d i re t to  a  r i sorse  
v i r tual izzate ,  d i  so l i to  sono sv i luppa tor i ,  ammini s t ra tor i  d i  
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s i s tema o d i r igent i  de l  se t tore  de l l ’ Informat ion Technology che 
sono in teressa t i  a l la  c reaz ione,  a l la  ges t ione  o  a l  moni toraggio  di  
se rv izi  per  inf ras t ru t ture .  La  poss ibi l i t à  di  accedere  a l le  r i sorse  
computaz ional i  apre  nuove  forme di  f a t turaz i one che,  o l t re  a i  
paramet r i  va l id i  per  g l i  a l t r i  t ip i  d i  in f ras t ru t ture  Cloud,  possono 
inc ludere  anche  a l t r i  t e rmini  d i  valu taz ione,  come l ’u t i l i zzo  de l la  
CPU,  misura to in  ore ,  e  i l  numero  d i  ind i r izz i  IP .   
 
2.2.5 Cloud Auditor,  Broker e Carrier  
Gli  Audi tor  svo lgono un  ruolo mol to  r i levante  ne l la  scena 
del  Cloud.  Ess i  sono  predispos t i  ad  esaminare  l ’andamento  de i  
serv izi  per  espr imerne  un  g iudiz io  in  te rmini  d i  s icurezza,  
impat to  su l la  pr ivacy degl i  u ten t i  e  performance.  I  Cloud Audi tor  
sono  mol to  imp ortan t i  per  le  agenz ie  governat ive  perché  ess i  
de l iberano anche  su  come s i  rappor tano i  var i  serv iz i  con  i l  
compar to  g iur id ico  de l  paese in  cu i  vengono ad  operare .   
Una  en t i tà  d i  mediaz ione è  rappresenta ta  da i  Cloud Broker .  
Nel  panorama sempre  crescente  d i  serv iz i  Cloud,  d iventa  d if f ic i le  
per  un u tente  or ien ta rs i ,  così  esso  può  r ivolgers i  ad  un  broker ,  
invece che  conta t ta re  di re t tamente  i l  forni tore ,  i l  qua le  media  la  
conversaz ione  t ra  le  par t i .  I l  broker  di  sol i to  s i  occupa d i  
in te rmediazione ,  aggregazione  e  a rb i t raggio.  Per  in te rmediaz ione 
e  aggregaz ione  s i  in tende  l ’a rr icchimento  del le  carat te r is t iche  del  
serv izio ;  ovvero i l  Cloud Broker  pot rebbe  migl iorare  o  
aggiungere  del le  funz iona l i tà  a l  se rv izio  per  aumentarne  i l  
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va lore .  Par lando d i  a rb i t raggio  invec e  ci  s i  r i fe r i sce  a l la  
poss ib i l i t à  di  scegl ie re  di  vo l ta  in  vol ta  i l  se rv iz io  da aggregare  
a  que l lo  r ichies to ,  con  la  poss ib i l i t à  ad  esempio  d i  impos ta re  un 
too l  di  se lez ione che opt i  per  un serviz io  compat ib i le ,  che 
presenta  i l  mig l ior  punteggio .  
I l  Cloud  Carrier  rappresenta  un  in te rmediar io  per  quanto 
r iguarda  i l  t rasporto  e  la  consegna  de l  se rviz io  dal  forn i tore  a l  
c l ien te .  Tra  esso  e  i l  Cloud Provider  v iene  suge l la to  un cont ra t to  
SLA i  cu i  te rmini  devono essere  r i spe t ta t i  per  f avor i re  un 
soddisfacente  u t i l izzo  del  se rv iz io  a i  c l ien t i  f ina l i .  Di  so l i to  ad 
in te rpre tare  questo  ruolo sono de l le  organizzaz ioni  che 
posseggono inf ras t ru t ture  f i s iche  che  occorrono  al  t raspor to ,  
come ad  esempio apparat i  d i  re te  performant i  e  d i spos i t ivi  di  
memor ia  con e leva te  cap aci tà .  I l  cont ra t to  che  in te rcor re  t ra  lui  
e  i l  forn i tore  può prevedere  anche che,  durante  l ’u t i l i zzo del  
serv izio ,  vengano crea te  de l le  conness ioni  dedica te  t ra  i l  
consumer  ed  i l  p rovider .   
 
2.2.6 Deployment e Orchestration  
Dopo aver  d i scusso  de i  var i  ruo l i  che  assumono le  diverse  
en t i tà  par tecipant i  a l la  scena Cloud e  d i  qua l i  s iano  i  r i spe t t ivi  
obbl ighi  e  ob ie t t iv i ,  in  ques to  paragrafo  s i  avanzerà  d i  un 
u l te r iore  l ive l lo  ne l la  tassonomia ,  anal izzando i l  model lo  
a rch i te t tura le  più  da  v ic ino  e  concent rando  l ’a t tenz ione  su  que l le  
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che  sono le  funziona l i tà ,  l a te ra l i  e  pr inc ipa l i ,  d i  un  Cloud 
Provider .  
Un impor tan te  t rade-of f  presente  nel la  def in iz ione  d i  Cloud 
da ta  da l  NIST ,  ins ieme  a l l ’a l t ro  r iguardante  la  t ipo logia  di  
se rv izio  of f er to ,  è  quel lo  che s i  basa su quanto sono esc lus ive le  
r i sorse  per  i  c l ien t i  f ina l i  che le  r ich iedono .  Un’infras t rut tura  
viene  ind ica ta  come  Priva te  Cloud nel  caso  in  cui  ess a  s ia  resa  
d i sponibi le  ad  un  pubbl ico  gener ico  a t t raverso  una  re te  pubbl ica .  
Di  so l i to  è  posseduta ,  conf igura ta  e  manutenuta  da l la  s tessa  en t i tà  
che  ne met te  a  d i spos iz ione  i  se rv iz i  sovras tan t i ,  e  che pot rebbe 
essere  impersona ta  da un’az ienda ,  una comuni tà  sc ien t i f ica ,  
un’agenz ia  governa t iva o  una combinaz ione  de i  precedent i .  Al  
cont rar io ,  una  inf ras t ru t tura  d i  t ipo  Private  Cloud  è  così  
soprannomina ta  per  l ’esc lus iv i tà  de l l ’u t i l i zzo  che  forn isce  a i  
membri  d i  una  s ingola  organizzazione .  Inf ras t ru t ture  d i  ques to 
t ipo  sono manutenute  di re t tamente  da l l ’organizzaz ione  che  fa  
capo a i  c l ien t i  benef ic iar i  de i  serv iz i  opp ure da  te rze  par t i ;  esse  
ino l t re  possono essere  osp i ta te  negl i  s tess i  loca l i  
del l ’organizzazione  consumatr ice  ( on-s i te  Pr iva te  Cloud )  oppure 
es te rna l izza te  verso  te rze  par t i  che  of f rono  ques to t ipo  di  se rv iz io  
(outsourced Pr ivate  Cloud ) .  Un 'a l t ra  t ipo logia  de t ta ta  da l  t ipo  di  
u t i l i zzo ,  è  que l la  rappresentata  da l  Communi ty  Cloud .  Di  so l i to ,  
d iversamente  da l  Pr iva te  Cloud,  l ’ in f ras t ru t tura  v iene  messa  a  
dispos iz ione  d i  d iverse  organizzazioni  che  hanno in  comune  degl i  
aspe t t i  de l  p ropr io  lavoro  come obie t t iv i  di  p roget to ,  s icurezza,  
p r ivacy o  specif iche  cont ra t tua l i .  S imi lmente  a l  Pr ivate  Cloud,  
l ’ inf ras t rut tura  può  essere  osp i ta ta  negl i  ed if ic i  d i  una  de l le  
organizzaz ioni  che  ne f anno da consumer  ( on-s i te  Communi ty  
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Cloud )  o  es te rnal izza ta  ( outsourced  Communi ty  Cloud ) .  Come per  
i l  possedimento ,  anche  la  manutenz ione  può  essere  ef f e t tuata  
da l la  comuni tà  d i re t tamente  oppure  da  te rze  par t i .  Una 
composiz ione ,  di  due  o  p iù  t ipologie  d i  Cloud sopra  presenta te ,  
va  a  formare  i l  cos idde t to  Hybrid  Cloud .  Essendo una t ipo l ogia  
mol to  versa t i le ,  è  mol to  u t i l i zza ta ;  essa  lascia  i  d i f fe ren t i  t ip i  di  
Cloud che  ing loba conce t tualmente  separa t i ,  ma  ne  prevede  de l le  
in te raz ioni  e  provvede  a  forni re  de i  co l legament i  che ab i l i t ano  la  
por tab i l i t à  d i  da t i  e  appl icaz ioni .   
Par te  fondamenta le  de i  component i  appar tenent i  
a l l ’a rch i te t tura  Cloud è  rappresentata  da i  membr i  de l la  sez ione 
soprannomina ta  Serv ice  Orches tra t ion .  La  par te  super iore  di  
ques to l ive l lo  è  i l  service  layer  conten te  la  d ich ia raz ione  de l le  
in te rfacce  d i  se rviz io  messa  a  d ispos iz ione  da i  provider .  Nel la  
f igura  che  most ra  l ’arch i te t tura  d i  r i fe r imento ,  i  var i  t ip i  di  
Cloud,  r i spe t t ivamente  SaaS,  PaaS e  IaaS,  sono  s ta t i  volu tamente  
incolonnat i  perché t ra  di  ess i  pot rebbe  es is te re  una re laz ione di  
d ipendenza ;  nondimeno i l  bord o d i  ognuno di  lo ro  a rr iva  f ino  al  
l ive l lo  infe r iore ,  c iò  s ta  a  s ign if icare  che  ess i  sono  anche 
u t i l i zzabi l i  indipendentemente  dal l ’es i s tenza  degl i  a l t r i  l ive l l i .  
In  ambi to  produt t ivo  non  è  ra ro in te rfacc ia rs i  con  s i s temi 
compless i ,  uno d ipendente ,  conce t t ua lmente  a l  d i  sopra  ( on- top-
o f ) ,  d i  un  a l t ro  g ià  es i s ten te  che  lo  osp i ta  e  g l i  forn isce un  l ive l lo  
d i  as t raz ione  maggiore  r i spet to  a l le  r i sorse  real i .   
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Appl icando questo d iscorso al  Cloud ed  osservando la  f igura  
precedente ,  s i  può notare  come  un  s is tema d i  t ipo  SaaS pot rebbe 
essere  s ta to  cos t rui to  a l  d i  sopra  d i  un  PaaS  o  d i re t tamente  su  un 
IaaS;  ment re  un PaaS pot rebbe osp i ta re  de l le  appl icaz ioni  di  t ipo 
SaaS e  a  sua vol ta  essere  esegui to  su  un IaaS.  Prat icamente ,  la  
par t ico la re  composiz ione  de i  var i  l ive l l i  de l  se rvice  layer  può  
dare  or ig ine  a  d iverse  t ipo logi e  d i  p ia t taforma.  Per  ch ia r i re  s i  
p ropone i l  seguente  caso d i  ut i l izzo :  le  appl icaz ioni  d i  un  s i s tema 
SaaS pot rebbero  essere  esegui te  s u  una  macchina  v i r tua le  forni ta  
da  una p iat taforma IaaS,  oppure formare  un  l ive l lo  a  se  s tan te  e  
au tosuf f ic ien te  e  a t t ingere  d ire t tamente  da l le  r isorse  Cloud,  
senza  in te rmediar i .  
I l  l ivel lo  in te rmedio  de i  serv iz i  d i  orchestraz ione  è  
occupato  da  due t ipo log ie  d i  component i  che forn iscono accesso 
a l  l ive l lo  so t tos tan te .  S i  par la  d i  r i sorse  ast ra t te  indicando tut t i  
quei  serv iz i  che  ass icurano  l ’ef f ic ienza ,  l a  s icurezza  e  
l ’af f idabi l i tà  per  quanto  r iguarda  l ’u t i l izzo  de l  l ivel lo  f is ico 
so t tos tan te .  Ad esempio  in  ques to ins ieme vanno inc luse  le  
Fig u ra  3  S ta ck  d e i  s i s t emi  C lo u d .  
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macchine  v i r tua l i ,  i  vo lumi  d i  da t i  v i r tua l i  e  g l i  hyperv isor .  Del lo  
s tesso l ivel lo  log ico  f anno par te  anche  le  r i sorse  d i  contro l lo  che 
sono s t rument i  ad ib i t i  a l l ’a l locaz ione  de l le  r i sorse ,  a l  
d i spa tch ing ,  a l l ’auten t icaz i one  sugl i  accessi  e  a l  moni toraggio.   
Come consue tudine ,  l ’ul t imo l ive l lo  è  occupato  da l le  vere  e  
propr ie  r i sorse  f i s iche .  Pr incipa lmente  ques te  inc ludono tu t te  le  
r i sorse  computaz iona l i ,  i  d i sposi t ivi  d i  memor ia ,  i  compar t i  d i  
re te  e  i l  res to  de l la  s t rumentaz ione u t i le  a l  cor ret to  
funz ionamento  de l le  macchine.   
 
2.2.7 Service Management  
Quest i  se rv iz i  col la te ra l i  fac i l i t ano  la  ges t ione  d i  tu t ta  
l ’ inf ras t rut tura  e  s i  d iv idono in  t re  gruppi  fondamenta l i .  
In iz iando da i  serviz i  business ,  e ss i  comprendono la  ges t ione dei  
consumator i ,  d i  cont ra t t i  e  de l  ca ta logo  dei  serv iz i .  La  gest ione 
de i  commit ten t i  va  a  copr i re  i l  rapporto  to ta le  con  la  c l ien te la  dei  
se rv izi ;  ovvero  b isogna  cons iderare  la  c reaz ione ,  la  modif ica ,  la  
d i s t ruzione de i  prof i l i  u tente  e  le  lo ro  inte rconnessioni .  Senza 
d iment icare  che  di  questo  compar to log ico f anno par te  anche tu t t i  
quegl i  s t rument i  u t i l i  a  r i so lvere  i  p roblemi  tecn ici  in  cu i  
incor rono  i  c l ien t i .   
Ol t re  i  se rviz i  sopra  e lenca t i  c i  sono que l l i  d i  
conf iguraz ione  e  approvv ig ionamento  de l le  r i sorse .  Ques t i  
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s t rument i  sono  ut i l i  a l  deploy au tomat ico  de l  s is tema,  a l la  
modi f ica  run - t ime de l la  conf iguraz ione  e  de l  numero d i  r isorse ,  
a l  moni toraggio  e  a l la  ta r i f faz ione .  
Al t ro  compi to  de i  forn i tor i  d i  pia t taforme Cloud è  que l lo  d i  
forn i re  meccanismi  per  una f aci le  por tabi l i tà  e  interoperabi l i tà  
de i  se rv iz i .  Per  por tab i l i t à  s i  fa  r i f e r imento s ia  a l  sempl ice  
t rasfer imento  d i  da t i ,  con  es t raz ione in  un s i s tema e  inser imento 
in  un  a l t ro ;  che  a l la  por tab i l i t à  del l ’ inte ro  s i s te ma,  come ad  
esempio  avviene  ne l  caso  de l la  migraz ione  comple ta  d i  in te re  
macchine  vi r tual i .  Quando s i  par la  di  in teroperabi l i tà  invece  c i  s i  
concentra  su l l ’adat tab i l i t à  d i  un  se rv iz io  ad essere  esegui to  su 
diverse  pia t taforme,  d i  modo che  s i  possa  re laz ionare  con  i  
se rv izi  es is ten t i ,  cos t ruendone  d i  nuovi  e  più  evolu t i .  
 
2.2.8 Sicurezza e Privacy 
L’ul t ima par te  che  c i  res ta  da descr iver e de l  model lo  
a rch i te t tura le  Cloud d i  r i f er imento  è  formata  da  serviz i  d i  t ipo 
gener ico ,  cross -cu t t ing ,  che migl iorano  la  gest ione dei  
component i  s ia  f is ic i  che  vi r tua l i ,  fo rnendo funz iona l i tà  
t rasversa l i  u t i l i  a  tu t t i  i  l ive l l i .  La s icurezza ,  come spesso  accade 
per  s i s temi  compless i ,  rappresenta  un aspe t to  fondamenta le  anche 
in  ques to  t ipo  di  a rch i te t tura ,  e  v iene  implementa ta  in  var i  l ive l l i ,  
a  seconda  del  requis i to  da  ass icurare  che  s i  p rende  in  esame .  Ad 
esempio  prendendo in  esame i l  se rv ice  layer ,  occor re  concent ra rs i  
su  component i  d ivers i  a  seconda  de l  d iverso  model lo  d i  se rv izio  
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esamina to :  in  un  s i s t ema d i  t ipo  SaaS,  normalmente  acceduto  via  
Web Browser ,  è  ques t’u l t imo lo  s t rumento  su  cu i  b i sogna 
concentra re  g l i  aspe t t i  d i  s icurezza ;  d iverso da quel lo  preso  in  
cons ideraz ione in  caso d i  IaaS,  che  d iventerebbe l ’hyperv isor  
presente  su l l ’hos t ,  cons idera t o che è  i l  punto  d i  accesso a l le  
macchine  v ir tual i .  Prendendo in  esam e invece i l  model lo  d i  
deploy,  è  ev idente  che  a lcuni  aspe t t i  sono  fondamental i  per  dei  
s i s temi ,  d iversamente  per  a l t r i .  S i  pens i  a l l ’ i so lamento  de l  lavoro 
di  una  organizzaz ione  da  que l lo  de l le  a l t re ;  requis i to  questo 
fondamenta le  in  un  Cloud pubbl ico ,  meno r ich ies to  per  que l l i  
p r iva t i .  Oppure ,  per  quanto concerne  la  c lass ica  s t ra teg ia  di  
aumento  de l la  s icurezza  a i  bord i  del la  re te ,  per  un  Cloud ospi ta to  
a l l ’ inte rno del l ’organizzaz ione  s tes sa  è  meno r ich ies to  come 
requis i to ,  d iversamente  da quanto s i  p red ispone  per  i  Cloud 
ospi ta t i  su  inf ras t ru t ture  appartenent i  a  forn i tor i  d i  t e rze  par t i .  In  
ogni  caso l ’aspe t to  d i  s icurezza non è  una prerogat iva esclus iva 
dei  forn i tor i  d i  se rv izi ,  ma ,  s icco me ess i  cooperano  con  i  
consumator i  a  d ivers i  l ive l l i ,  dovrebbero  div iders i  gl i  oner i  di  
protezione  de l l ’ in te ro  s i s tema basa to  su l  Cloud.  Forn i re  i l  
cont ro l lo  d i  un  prof i lo  amminis t ra tore ,  per  quanto  r iguarda  un 
s i s tema d i  t ipo  IaaS,  fa  par te  de i  compi t i  d e l  forni tore  de l la  
p ia t taforma,  ment re  ass icurare  i  c l ien t i  de i  se rviz i  che vanno ad 
essere  esegui t i  su  d i  essa  d i  so l i to  è  demandato  a l l ’u t i l i zza tore .  
La  pr ivacy ,  a l t ro  se rv iz io  t rasversale  per  tu t t i  i  l ive l l i ,  deve  
tenere  conto  de i  da t i  re la t iv i  a i  c l ien t i  possedut i  
dal l ’ inf ras t ru t tura .  Di  so l i to  occorre  memor izzare  de l le  s t ru t ture  
dat i  che  rappresentano  le  informazioni  persona l i  d i  
ident i f icazione dei  c l ien t i  ( Personal  Ident i f iab le  Informat ion ,  
  
[ 26]  
 
PII ) ,  che  comprendono dat i  come l ’ ident i tà ,  i l  nome,  da t i  
biometr ic i  e  a l t r i  paramet r i  s imi l i .  Occorre  quindi  che  i  forn i tor i  
d i  serv iz i  p res t ino a t tenz ione  anche a  come i  da t i  sono condiv is i  
e  reg is t ra t i ,  per  garant i re  a l l ’u ten te  i l  l ive l lo  mass imo d i  
af f idabi l i tà  e  r i serva tezza .   
Come per  ogni  innovaz ione  che s i  va  af fe rmando nel  
panorama tecnologico ,  anche i l  Cloud Comput ing presenta  i  
p ropr i  l imi t i  e  in t roduce  de i  nuovi  ques i t i  che ,  t an to  i  forn i tor i  
d i  serv izi  che  i  re la t iv i  consumator i ,  sono  ch iamat i  a  r i so lvere .  
La  sempre  maggiore  adoz ione d i  ques to  model lo  per  
l ’ impos taz ione  archi te t tura le  re la t iva  a l la  maggior  par te  de i  
se rv izi  in  re te ,  ha  d ivers i f icato  mol to  le  a l te rna t ive  disponibi l i  
su l  merca to ,  ampl iandone  quindi  i  re la t ivi  campi  d i  ut i l i zzo .  I l  
Cloud ab i l i t ando la  poss ib i l i t à  di  pote r  condiv idere  da t i  e  
inf ras t ru t ture  t ra  d iverse  organizzazioni ,  impone  innegabi lmente  
de i  requis i t i  mol to  s t r ingent i .  S i  vedrà  come,  in  a lcune  s i tuaz ioni ,  
s i  ass i s te  ormai  ad  una inadeguatezza  del  paradigma ,  la  qua le  
es ige  un  tempes t ivo  aggiornamento  per  ev i ta re  un ca lo  di  
in te resse  da  par te  d i  que l l e  organizzaz ioni  che  pot rebbero  essere  
degl i  o t t imi  par tner  per  i l  suo  s tesso  sv i luppo.  
 
2.3 Vantaggi del Cloud 
Al d i  là  d i  ques ta  breve  in troduz ione ,  i  l a t i  posi t ivi  
r iguardant i  l ’u t i l izzo  de l  Cloud Comput ing  sono moltep l ic i .  
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Come s i  ev ince ,  s i  o t t iene  innanzi tu t to  un  abba t t imento de i  cos t i ;  
s ia  da l  punto  d i  vi s ta  de l l ’u tenza ,  non  p iù  cos tre t ta  a  possedere  
cos tos i  compar t i  tecn ic i ,  che  per  quanto  concerne  la  forn i tura ,  
che  in  questo  modo può operare  un  p iù  ef f ic ien te  u t i l i zzo  de l le  
r i sorse .  Ol t re  a l le  en t i tà  par tec ipa t ive a l  model lo  Cloud,  a  
benef ic ia re  d i  un  u t i l i zzo  p iù  responsabi le  de l le  r i sorse  è  anche 
l ’ambiente .  La  condiv is ione  c rea  una d iminuzione  de l la  domanda  
re la t iva  a l le  rea l izzaz ioni  f i s iche de i  var i  component i ,  ed  ev i ta  
che  ques t i  r imangano inut i l i zzat i ;  abba t tendo in  ques to  modo s ia  
le  emiss ioni  re la t ive  a l la  produzione  che  i  consumi  inerent i  
l ’u t i l i zzo  [9 ] .   
Per  g l i  u ten t i  f ina l i ,  i  vantaggi  der ivant i  dal l ’ut i l i zzo  d i  
serv izi  basa t i  su  inf r as t ru t ture  Cloud sono mol to  r i levant i  anche 
dal  punto d i  v is ta  de l l ’ esperienza  f ina le  d i  u t i l i z zo .  Una 
inf ras t ru t tura  Cloud infat t i ,  avendo d i  so l i to  de l le  capaci tà  
super ior i  rappor ta te  a  que l le  de i  normal i  computer  e  d i spos i t ivi  
dedicat i  a l l ’u tenza ,  permet te  del le  performance esecut ive 
migl ior i  durant i  lunghi  compi t i .  Ino l t re ,  per  a lcuni  t ip i  d i  Cloud,  
l ’acquis to ,  l ’ ins ta l laz ione ,  l ’aggiornamento  e  la  manutenz ione 
del  sof tware non rappresentano af fa t to  un p roblema per  g l i  u ten t i ;  
i  qua l i ,  esen t i  da  ques t i  compi t i ,  benef ic iano d i re t tamente  del  
suppor to  forn i tog l i  dag l i  s tess i  p rovider  d i  serv iz io .  Lo  s tesso 
va le  per  la  quant i tà  d i  memor ia  che g l i  v iene  forn i ta ,  ovvero  la  
sensaz ione da ta  a l l ’u ten te  è  que l la  ch e essa  s ia  d i sponib i le  in  
quant i tà  i l l imi ta ta ,  a  pa t to  d i  scegl ie re  un  canone  ada t to  a l le  
propr ie  es igenze.   
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Per  le  az iende  i l  passaggio  verso  una  tecnologia  Cloud è  
de t ta to  sopra t tu t to  dagl i  e levat i  cos t i  d i  ges t ione  der ivant i  dal  
possed imento  e  dal la  manutenz ione ,  s ia  hardware  che sof tware ,  
d i  una  inf ras t ru t tura  inte rna  propr ie tar ia  [10] .  In  ambient i  
en te rpr i se  è  d i  impor tanza  economicamente  r i levante  ev i ta re  che 
le  r i sorse  r imangano inut i l izza te  perché esse  rappresentano una 
perd i ta  monetar ia  in  tu t t i  g l i  in terva l l i  in  cu i  non vengono 
s f ru t ta te  a l  mass imo de l  lo ro  car ico.  Con i l  Cloud Comput ing ,  le  
imprese  u t i l i zzano so lo le  r i sorse  di  cu i  in  que l  momento  hanno 
ef f e t t ivamente  b isogno,  a l  cu i  approvvig ionamento  penseranno le  
en t i tà  ad ib i te  a l la  sca lab i l i t à  au tomat ica  del  s i s tema  Cloud in  
esecuzione .  Un r isparmio  monetar io  da  par te  dei  forn i tor i  d i  
se rv izi ,  s i  t raduce  anche  in  un  maggiore  invest imento  de l le  
az iende  ne l  propr io  campo produt t ivo ;  ques te ,  evi tando di  
dedicare  r i sors e ,  s ia  umane che ar t i f ic ia l i ,  a l la  cont inua  ges t ione 
de l  s i s tema,  sono  maggiormente  l ibere  d i  dedicars i  a l  
mig l ioramento  de i  propr i  p rodot t i .  
Dal  punto d i  v is ta  tecnologico,  i  vantaggi  der ivant i  
dal l ’ut i l i zzo  d i  una  p ia t taforma Cloud  sono  s ta t i  così  r i l evant i  da  
aver  r ivo luz iona to  l ’ in tero  or izzonte  de l l ’ Informat ion 
Technology;  aprendo  la  s t rada a  nuovi  model l i  opera t iv i  p r ima 
impensabi l i .  Una  scalabi l i tà  senza precedent i  permet te  d i  fa r  
f ronte  agevolmente  a i  p icchi  d i  r ichies te  e  ab i l i t a  l ’ ingresso in  
gross i  mercat i  anche  a l le  piccole  az iende;  le  qua l i ,  t rami te  dei  
p ian i  d i  abbonamento  f less ib i l i ,  possono af f ronta re  la  lo ro  fu tura  
potenz ia le  cresc i ta  in  maniera  f less ib i le  e  senza  i  cost i  eccessiv i  
dovut i  a l l ’ammodernamento  del le  propr ie  inf ras t ru t ture .  I l  
t rasparente  model lo  d i  abbonamento  che  permet te  di  pagare  so lo 
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per  le  r i sorse  ef fe t t ivamente  u t i l i zza te  consente ,  ino l t re ,  a l le  
az iende  che  lo  so t toscr ivono di  red igere  an t ic ipa tamente  i l  
p ropr io  p iano  d i  consumo annuo.  
La  sca lab i l i t à  genera ta  da l l ’u t i l i zz o d i  s i s temi  v i r tua l izza t i ,  
permet te  a l l ’utenza  d i  percepire  le  r i sorse  come se  fossero 
i l l imi ta te .  Spaz io  d i  a rch iv iaz ione ,  memor ia  e  capac i tà  
computaz ional i  possono essere  fac i lmente  aggiunte ,  o  requis i te ,  
a l le  macchine  v ir tua l i  che  eseguono i  serv iz i ,  in  base  a l  lo ro 
a t tua le  car ico .  La  presenza  di  un pool  d i  r i sorse  a  nos t ra  
d ispos iz ione permet te  ag l i  svi luppa tor i  d i  non preoccupars i  
del l ’esecuzione  d i  task  mol to  compless i ,  anche  su  dispos i t iv i  
l imi ta t i .  Se  i l  t empo non è  un  requis i to  es t remamente  s t r ingente  
s i  possono demandare  ques te  operaz ioni  a l l ’ inf ras t rut tura  Cloud 
di  suppor to  che  provvederà  ad  esegui r le  senza  in te rruz ioni  dovute  
a l la  scars i tà  di  r isorse .   
 
2.3.1 Internet of  Things  
Ad accompagnare lo  scenar io  de l  Cloud Comput ing verso 
una  ampia  adozione  è  s ta ta  l ’un ione  de l  paradigma Cloud con 
quel lo  re la t ivo a i  d i sposi t iv i  mobi l i .  I l  moderno  panorama de i  
d i spos i t iv i  mobi l i  s i  è  mass icc iamente  a l la rgato  ing lobando non 
so lo  smar tphone ,  tab le t  e  por ta t i l i ,  ma  anche  parecchie  a l t re  
ca tegor ie  d i  accessor i  come ad  esempio  e le t t rodomest ic i  e  
indossabi l i .  At tua lmente  i  device con capac i tà  di  
compar tec ipaz ione a  d iverse  t ipo logie  d i  re te  durante  la  lo ro  
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opera t iv i tà ,  rappresentano  una  cons ider evole  fe t ta  di  merca to 
[11] .  In  pra t ica  una  mir iade  d i  ogge t t i  v iene  ad  essere  inser i ta  in  
una  sor ta  di  model lo  in te ra t t ivo ,  au tomat izzato  da sensor i  e  
a t tua tor i ,  che  crea  una  re te  autonoma d i  micro d ispos i t iv i  
sens ient i ,  appe l la ta  con i l  neologismo d i  In ternet  of  Things  ( IoT ) .  
Gli  ogget t i  d i  uso  comune ,  r iguardant i  l ’e le t t ron ica  d i  consumo e 
comprendent i  anche  e le t t rodomest ic i  ed  indossabi l i ,  vengono 
connessi  a l la  re te  per  essere  moni tora t i ,  contro l la t i  a  di s tanza ,  o  
fungere  lo ro  s tess i  da  cont ro l lor i ,  come ad  esempio  avviene  con 
occhial i  e  oro logi  in te l l igent i .  L’avvento  de l l ’ In terne t  of  Things 
ha  aper to  la  s t rada  ad  una  ser ie  d i  p rospe t t ive  di  guadagno 
der ivant i  da i  p iù  var iegat i  campi  d i  ut i l i zzo .  Nel  se t tore  pubbl ico 
s i  ass is te  ad una  gradua le  convers ione  verso  questo  t ipo  d i  re te ;  
i  se rv izi ,  p resent i  ne l le  moderne  Smar t  Ci ty,  vengono 
au tomat izzat i  e  res i  d i sponib i l i  agl i  u ten t i ,  che  ne benef ic iano  a  
seconda de l la  local i tà  o  de l  tempo in  cui  vengono ad  in te rag i re  
con  ess i .  In  ambi to  indus tr ia le  la  tendenza  è  quel la  di  ins ta l la re  
f i t t e  re t i  d i  sensori  e  a t tua tor i  che  prendano dec is ioni  c r i t i che  in  
tempi  mol to  l imi ta t i  e  che  automat izz ino a lcune  operaz ioni  di  
ges t ione ,  au to  coord inandos i  con  i l  minor  in tervento  es terno 
poss ib i le .  I l  campo de l la  mobi l i tà  c rea  inf ini te  oppor tuni tà  d i  
in te raz ione  t ra  gl i  u ten t i  e  l ’ambiente  a  lo ro  c i rcos tan te .  Si  
ass i s te  a l l ’ab i l i t az ione  d i  innova t iv i  se rv iz i ,  mig l iora t i  da l le  
capac i tà  computaziona l i  de l le  inf ras t ru t ture  Cloud,  nonché  da l la  
poss ib i l i t à  d i  immagazz inare  un’enorme mole  d i  da t i .  L’a l lusione 
a l  grosso volume d i  dat i  s i  r i fe r i sce  s ia  a l  c lass ico s ignif ica to  
quant i ta t ivo,  che  a  que l lo  tempora le .  Le  inf ras t ru t ture  Cloud,  
infa t t i ,  garan t i scono ag l i  u ten t i  IoT un  ada t tamento  au tomat ico  a i  
p icchi  d i  u t i l i zzo  in  un r i s t re t to  spaz io  tempora le ,  come spesso 
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avviene in  presenza  ad  esempio  d i  mani fes taz ioni  spor t ive,  
aggregaz ioni  social i  in  genera le  ed  event i  ca tas t rof ic i .   
I l  Cloud r i su l ta  essere  la  tecnologia  ab i l i tan te  fondamenta le  
per  l ’ IoT perch é permet te  l ’esecuz ione  d i  compi t i  a l t r iment i  
imposs ib i l i  da  porta re  a  te rmine  con l ’u t i l i zzo  de l le  so le  r i sorse  
present i  su i  d ispos i t iv i  mobi l i .  La  l imi ta ta  au tonomia ,  dovuta  ad 
una  capac i tà  es igua  de l le  ba t te r ie ,  c rea  un  l imi te  super iore  per  
quanto r igua rda i  component i  hardware  de l  d i spos i t ivo  s tesso .  I  
c i rcu i t i  in tegra t i  d i  cu i  sono  dota t i  i  d i sposi t iv i  mobi l i  non 
possono  che  essere  d i  po tenza  computaz ionale  r ido t ta  per  
permet te re  un  ut i l i zzo  ne l  tempo i l  p iù  lungo possibi le ,  senza 
dover l i  r ica r icare .  D ato  che  La  s t ragrande  maggioranza  dei  
d i spos i t iv i  IoT è  dota ta  di  r i sorse  dec isamente  l imi ta te  r i spe t to  
a l le  c lass iche  pos taz ione da  lavoro f i sse  su cu i  sono  ins ta l la te  le  
pia t taforme Cloud,  quest ’u l t imo v iene  ad essere  considera to  un 
model lo  ind ispensabi l e  per  permet te re  a i  c l ient i  mobi l i  d i  
esegui re  operaz ioni  onerose  dal  punto  d i  vi s ta  de l le  r i sorse .  
Spos ta re  par te  de l la  computaz ione  su l  Cloud è  una  sce l ta  
appl ica t iva fondamenta le  per  mi t igare  gl i  ef f e t t i  nega t iv i  de l la  
scars i tà  d i  r i sorse .  Ino l t re ,  la  compless i tà  sempre  c rescente  dei  
d i spos i t iv i ,  ins ieme a l  lo ro  e leva to  numero ,  c rea  una  propens ione 
a  demandare la  lo ro  ges t ione  a  p ia t taforme Cloud.  
S tando a  parecchi  s tud i  s ta t i s t ic i  che  ana l izzano  i l  tema 
del l ’ogge t t i s t ica  co l legata  a l la  re te ,  i  d i spos i t iv i  mobi l i  connessi  
g loba lmente  s i  aggi re ranno intorno  a i  20  mi l ia rdi  en t ro  i l  2020;  
con  un  merca to  d i  c i rca  235  mi l ia rdi  d i  do l lar i ,  in  r i fe r imento  a  
tu t t i  i  t ip i  di  se rv iz i  che  l ’ IoT abi l i ta  [ 12] .  I l  mondo de l l ’ IoT s ta  
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g radua lmente  modi f icando i l  nos t ro  modo d i  rappor ta rc i  a l  mondo 
es te rno;  immagin i ,  suoni  ed  event i  s ignif ica t iv i  c i rcostan t i  
vengono raccol t i  e  ana l izza t i  con l ’ob ie t t ivo  d i  mig l iorare  lo  s t i le  
d i  v i ta  di  tu t t i .  Non so lo  in  ambi to  indus t r ia le ,  ma  a l l ’ in te rno 
de l l ’ in te ra  soc ie tà  s i  ass i s te  ad  un  a l la rgamento  de l  bac ino  di  
utenza,  de te rmina to  da l  re la t ivamente  basso cos to  degl i  s t rument i  
u t i l i zza t i  e  dal la  fac i l i tà  d i  ges t ione.  L’unione  d i  una tecnologia  
matura  come i l  Cloud e  d i  una  innovaz ione  cos ì  p romet ten te  come 
l ’ IoT preannuncerebbero un  roseo fu turo  per  la  r icerca  d i  nuovi  
metodi  d i  o t t imizzaz ione del  lavoro e  d i  f ac i l i t az ione  de l la  v i ta  
quot id iana .   
La  real tà ,  però ,  va  a  scont ra rs i  con  i  na tura l i  l imi t i  
t ecnologic i  de l  Cloud Comput ing ,  dovut i  in  par te  a l la  sua  non  
predispos iz ione  in iz ia le  a l l ’esecuzione  d i  compi t i  per  i  qual i  
l ’ IoT è  s ta to  crea to ,  ovvero l ’e laboraz ione cont inua  e  ve loce di  
voluminos i  da t i ,  prefe r ib i lmente  in  rea l - t ime ,  senza  in te r ruz ioni ,  
e  con  tempi  d i  r i spos ta  mol to  bass i .  Ques to  gap  tecno logico  v iene 
ad  af f l iggere  a ree  mol to  de l ica te  de l  Cloud  Comput ing ,  g ià  d i  per  
lo ro  ogget to  d i  s tud i  e  migl iorament i .  I  p icchi  improvvis i  del  
numero  d i  conness ioni ,  un i t i  a l la  non  af f idabi l i tà  de l la  re te  
g loba le  spesso conducono ad  una  in ter ruzione  de l la  
comunicaz ione  che  por ta  ad  una  sospens ione  d i  tu t t i  i  se rv izi  
esegui t i  su  p ia t taforme Cloud remote .   
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2.4 Limiti del Cloud 
Le inf ras t rut ture  Cloud sof f rono  di  problemi  not i  s in  da l la  
lo ro  nasc i ta ,  come ad  esempio  que l l i  re la t iv i  a l la  s icurezza  e  al la  
leg is laz ione .  Per  quanto  concerne  la  s icurezza ,  s i  può  af f e rmare 
che  la  ques t ione pr inc ipa le  ruota  in torno a l la  preoccupaz ione 
degl i  u ten t i  re la t iva  a l l ’ub icaz ione de i  propr i  dat i  re la t iv i  a i  
se rv izi  e  a l  t ra t tamento  d i  que l l i  persona l i .  L’aspe t to  d i  s icurezza 
del  Cloud Comput ing  ing loba un numeroso  ins ieme d i  tecnologie  
e  model l i  assegnat i  a l la  pro tez ione  d i  da t i ,  del le  appl icaz ioni  e  
del l ’ inf ras t ru t tura  su  cu i  sono  esegui te .  I  moderni  s tud i  a  
r iguardo  most rano come uno sforzo da  tu t te  le  par t i  è  inevi tab i le  
per  ev i ta re  fa l le  ne l la  s icurezza  genera le  [13] .  Sia  i  ges tor i  de l le  
inf ras t ru t ture  che g l i  u ten t i  devono a t teners i  s t re t tamente  a  
regole  e  pro tocol l i  concorda t i .  Da  par te  de i  forni t or i  c i  sono g ià  
in  a t to  degl i  s forzi  per  aumentare  i l  l ive l lo  d i  f iducia  de i  propr i  
c l ien t i ,  in  par t icola re  s i  può c i ta re  un  autorevole  is t i tu to ,  i l  
Trus ted  Comput ing  Group ,  che  produce  s t rument i  che  ab i l i tano 
gl i  u tent i  de l  campo de l l ’ Informat ion  Technology s ia  a  scegl ie re  
l ’of f er ta  p iù  consona  f ra  la  vas ta  gamma d i  que l le  propos te  dai  
forn i tor i  d i  pia t taforme Cloud,  che ,  sopra t tu t to ,  a  valu ta rne  la  
conformi tà  de l le  norme d i  s icurezza .  S tudi  forens i  [14]  
d imost rano come buchi  leg is la t ivi  por t ino a  com por tament i  
scor ret t i  del le  var ie  par t i .  I  d ipendent i  che  cambiano  lavoro 
spesso  cont inuano ad  usuf ru ire  de i  serv izi  Cloud,  non 
cor re t tamente  d isat t iva t i ,  per  scopi  personal i .  Mentre  i  forn i tor i  
po t rebbero  v io la re  la  pr ivacy de i  consumator i  t ra t tando in  mod o 
impropr io  i  da t i  persona l i  e  di  u t i l i zzo ,  che ,  a l  cont ra r io ,  
dovrebbero  essere  u t i l i zza t i  solo  per  migl iorare  la  qua l i tà  de i  
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se rv izi  of fe r t i .  Occorre  uno sforzo leg is la t ivo  e  di  
s tandard izzaz ione  de l le  normat ive  a  l ive l lo  in te rnaz iona le ,  a l  d i  
fuor i  pur t roppo del le  competenze  tecniche .   
Una  problemat ica  che  genera  apprensione  durante  
l ’or ien tamento  de i  c l ien t i  verso  una  par t ico la re  p ia t taforma t ipo 
Cloud è  anche  que l la  d i  dovers i  conf rontare  con  problemi  d i  
compat ib i l i tà  t ra  d iverse  so luzioni .  Una  vol ta  t rasfe r i to  la  par te  
pr inc ipa le  de l  lavoro ,  un ’az ienda pot rebbe  veni rs i  a  t rovare  
l ega ta  in  maniera  ind isso lubi le  a  que l  t ipo d i  tecnologia ,  
p r iva t izza ta  t rami te  la  genesi  d i  in te rf acce  cos tru i te  
appos i tamente  per  que l  se rv iz io .  L’ in te roperabi l i tà  t ra  i  d ivers i  
p rovider  è  una  ques t ione ancora aper ta  che  necess i ta  ovviamente  
d i  una so luz ione  tempes t iva  che  s tandard izz i  p r incipalmente  le  
in te rfacce d i  programmazione  e  che  permet ta  una  f ac i le  
migraz ione  per  i  c l ien t i .  
 
2.4.1 Limiti  del  Cloud Applicato all’Internet Of Things  
Dal  punto  d i  vi s ta  de l l ’ In terne t  of  Things,  l a vera  
l imi taz ione  de l  Cloud Comput ing  der iva  in  real tà  da l la  t ipo logia  
d i  re te  per  la  quale  e ra  s ta to  pensato  c i rca  d iec i  anni  f a .  Si  è  
precedentemente  an t ic ipa to  i l  ruol o  fondamenta le  che  i l  Cloud 
v iene ad assumere  in  campo mobi le ,  ma  b isogna ana l izzare  
a t ten tamente  le  problemat iche  tecniche d er ivant i  da  questa  
af f e rmazione .  Data  l ’ inevi tab i le  convergenza  di  Mobi le  e  Cloud 
Comput ing ,  l ’a t tenz ione  s i  spos ta  su l le  condiz ion i  rea l i  d i  
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u t i l i zzo  d i  ques t i  model l i ,  che  spesso  s i  vedono inser i t i  in  un 
ambiente  operat ivo  os t i le .  L’ul te r iore  carenza  d i  r isorse  dei  
dispos i t iv i  IoT,  r i spe t to  agl i  a t tua l i  smar tphone  e  table t ,  è  dovuta  
a l la  loro  d if fus ione  anche  in  domini  mol to  spec ial izza t i  dove 
spesso occorre  una  minia tur izzaz ione  de l la  component i s t ica  che 
non  permet te  e leva te  pres taz ioni .  Per  tu t ta  la  categor ia  degl i  
ogge t t i  connessi  indossabi l i ,  per  sensor i ,  a t tuator i  e  p icco l i  
ga teway IoT,  le  es igue r i sorse  d isponib i l i  obbl igano  a  dover  
spos ta re  una  quant i tà  d i  dat i ,  e  re la t ive  computaz ioni ,  su l  Cloud ;  
con  una f requenza e  quant i tà  super iore  r i spe t to  a  quanto  avviene 
per  i  d i sposi t iv i  di  ca tegor ia  in termedia  come table t ,  smar tphone 
e  por ta t i l i .  
Con l ’avvento  de l l ’ IoT sorge  la  necess i t à  di  dover  operare  
su  una  ne twork  ve loce ,  che  forn isca  topologie  d i  conness ione  
end- to-end e  r i spos te  in  real - t ime .  S i  pens i  a l le  cont inue 
d isconness ioni  e  r iconness ioni  da par te  de i  d i sposi t ivi ,  ma  anche 
a l le  no t i f iche  re la t ive  ad  un  d isast ro  o  ad  un  imminente  co l lasso 
de l  s i s tema.  Occorre  prendere  dec is ioni  in  breve  tempo e  pote rs i  
basare  su una connessione af f idabi le  t ra  i l  c l ien te  e  i l  
cor r i spondente  serv i tore  che  ne  esegue  task  compless i .  In  mol te  
s i tuazione ,  sopra t tu t to  det ta te  da l  sovraccar ico  de l le  
comunicaz ioni  ne l le  re t i  WAN mul t i -hop ,  queste  qua l i tà  non  sono 
garant i te  dal  Cloud ;  infa t t i  esso  s i  pone  come obie t t ivo  que l lo  di  
ges t i re  in  maniera  s icura  da t i  e  appl icaz ioni  degl i  u ten t i ,  in  
tempis t iche  p iù  r i lassate  de l le  moderne  es igenze  d i  rea t t ivi tà  
rea l - t ime  d i  cu i  l ’ IoT ha b isogno .  Ino l t re  i l  Cloud è  pensa to per  
ag i re  su re t i  es tese  d i  t ipo  WAN , che pot rebbero contenere ,  lungo 
i l  percorso  da l l ’u ten te  a l l ’ ef fe t t iva  locaz ione  Cloud,  de i  co l l i  d i  
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bot t ig l ia  o  addi r i t tura  del le  in te r ruz ioni .  L’assenza  di  
connessione non  è  ef f e t t ivamente  i l  so lo  mot ivo d i  in te r ruz ione 
de l  se rv iz io .  S i  pens i  a l  caso  in  cui  s ia  presente  una r i sorsa  ad 
accesso condiviso per  tut t i  g l i  u ten te  conness i  a l la  s tessa  WAN. 
Come spesso  avviene  ne l le  re t i  che  convogl iano  un  gran  numero 
d i  u ten t i ,  s ia  umani  che  a r t i f ic ia l i ,  e  come sempre  p iù  
f requentemente  avver rà  nei  modern i  scenar i  IoT,  in  
cor r i spondenza  di  p icchi  d i  u t i l i zzo c ’è  una  elevata  probabi l i tà  
che  la  r i sorsa  in  condiv is ione  divenga  ef fe t t ivamente  inserv ib i le  
da  par te  degl i  u ten t i ,  che  s i  vengono a  t rovare  di  f ronte  ad  un 
sovraccar ico  del le  comunicaz ioni  di  re te .  I l  Cloud non è  s ta to  
concepi to  per  la  r icez ione  d i  da t i  con  f requenze  e  veloc i tà  con  i  
qua l i  ess i  vengono prodot t i  da i  numeros i  d i spos i t iv i  IoT ;  
ol t re tu t to  fa r  r i s iedere  l ’ana l i s i  d i  ques t i  da t i  su  pia t taforme 
Cloud impl ica  lo  spos tamento  cont inuo  d i  una grossa  mole  d i  da t i .  
I l  tu t to  por ta  a l la  conges t ione ,  che s i  t raduce  d ire t tamente  in  
negaz ione  de l  serviz io ,  ra l len tament i  o  d isconness ioni  [15] .  
Ol t re  a i  p roblemi  d i  conges t ione ,  occor re  so t to l ineare  come 
i l  Cloud s ia  inada t to  agl i  u ten t i  mobi l i ,  in  quanto  non  è  raro  che 
ess i  cambino  i l  p ropr io  ind i r izzo,  durante  l ’ut i l izzo  de l lo  s tesso 
serv izio ,  a l lo  sposta rs i  da  una  re te  ad  un’a l t ra .  Ad ul te r iore  tes i  
del l ’ inadeguatezza de l  Cloud in  campo IoT,  s i  p renda in  esame i l  
caso  in  cu i  un’az ienda  vogl ia  in te r facc ia re  la  propr ia  do tazione 
d i  d i spos i t iv i  propr ie tar i  con  una  qua ls ias i  p ia t taforma in  re te ;  
essa  s i  scont re rà  con  l ’ inventab i le  incompat ibi l i tà  de i  propr i  
protocol l i  in te rn i  con  quel l i  comunemente  usa t i  per  ges t i re  i  dat i  
in  Cloud.  Occorre  a l lora  prov vedere  anche  ad una convers ione,  
quando s i  inv iano ,  e  ad  una  t raduzione  quando s i  r icevono dat i ;  
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operazioni  che  vanno ad  aumentare  i  t empi  d i  r i sposta  che  g ià  
rappresentano  una c r i t ic i tà  de l  s i s tema.   
Ad aumentare  l ’ impra t icabi l i t à  de l l ’u t i l i zzo  esc lus ivo  del  
Cloud per  a rch i te t ture  IoT cont r ibu iscono anche  i  model l i  d i  
fa t turaz ione .  Spesso  l ’u t i l i zzo  d i  una  p ia t taforma Cloud è  
regolamenta to  dal la  s t ipu lazione  d i  un  contra t to  che prevede  una 
fa t turaz ione  re la t iva  a l  numero  d i  conness ioni  o  d i  da t i  in  t ransi t o  
ne l  s i s tema.  Appoggiars i  comple tamente  ad  una  inf ras t rut tura  
Cloud d iventa  economicamente  insos tenib i le  per  le  piccole  
az iende  ed,  in  genera le ,  per  tu t te  que l le  a rchi te t ture  che  af f idano 
la  maggior  par te  de l la  computaz ione a  r i sorse  es terne .   
In  sos tanza ,  non è  sempre  poss ibi le ,  o  conveniente ,  spos ta re  
i l  ca r ico  computaziona le  in  re te  verso  i l  Cloud perché  non  sono 
garant i te  le  performance  d i  ut i l izzo in  a lcune  s i tuaz ioni  c r i t i che 
d i  par t ico la re  in teresse .  S i  pens i ,  ad  esempio ,  ad agent i  mobi l i  
che  hanno b isogno d i  se rv iz i  res ident i  in  re t i  WAN mul t i -hop a l  
momento  i r raggiungib i l i ,  perché  compromesse  o  d is t ru t te ;  oppure 
s i  immagin ino  s i tuazioni  d i  emergenza ,  di  aggregazione 
improvvisa  o  d i  event i  contestua l i  r i levant i ,  che por te rebbero  un 
s ingolo apparato  d i  re te ,  impos tato  per  lavorare  con un cer to  
car ico,  a  t rovars i  imposs ib i l i ta to  a  ges t i re  tu t te  le  conness ioni  a  
causa  de l  sovraf fol lamento .  Ques ta ,  a  tes i  del  p resente  e labora to,  
d iventerà  ben  pres to  una  l imi taz ione  inacce t tabi le ,  cu i  b i sogna 
por re  r imedio  per  ev i ta re  che l ’ imminente  ed esponenziale  
aumento  de l le  conness ioni  d i  re te  gener i  l ’ in te r ruz ione  d ei  
fondamenta l i  se rv iz i  d i  cu i  necess i tano  tan to  le  az iende  quanto la  
comuni tà  s tessa  in  genera le .  
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2.4.2 Applicazioni  dai Requisit i  Stringenti  
I  l imi t i  p r ima descr i t t i  s i  concre t izzano  nel l ’ imposs ib i l i tà  
di  u t i l i zzo ,  su  pia t taforme Cloud,  d i  appl icazioni  a l tamente  
accoppia te ,  che  usano  in tens ivamente  le  r isorse .  Per  ques to  t ipo 
d i  appl icaz ioni  le  c lass iche  inf ras t ru t ture  Cloud,  usa te  per  
espandere  le  capaci tà  de i  d i spos i t iv i  mobi l i ,  r i su l tano inadeguate  
e  non  garant i scono i l  mantenimento  de i  requis i t i  s t r ingent i  d i  
l a tenza  e  banda d isponibi le  r ichies t i .  Spesso i  device  mobi l i  
operano in  un ambiente  os t i le ,  cara t te r izzato  da l l ’e levato  n umero 
d i  conness ioni ,  dal la  presenza  d i  rad io  col legament i ,  ce r tamente  
p iù  ins tab i l i  de l le  re t i  v ia  cavo,  e  da l la  lo ro  in t r inseca  scars i tà  di  
r i sorse  qua l i  a l imentaz ione  e  computaz ione.  Per  i l  t ipo d i  serv izi  
che  of f rono ,  e  che usano ,  le  appl icaz ioni  res id ent i  su i  di spos i t iv i  
necess i tano  di  cara t te r is t iche  mol to  s t r ingent i  r iguardo la  la tenza 
e  la  la rghezza  d i  banda;  carat te r i s t iche  che  rendono di f f ic i le  un 
deploy e f f icace  di  un  s i f fa t to  s i s tema su una c lass ica  p ia t taforma 
Cloud .  Divers i  cont r ibut i  le t tera r i  p rovano che ques ta  nuova 
c lasse  d i  appl icaz ioni  s ta  guidando  un cambiamento  rad ica le  
de l l ’ inf ras t ru t tura  Cloud [16] .   
I l  Cloud r i sul ta  l imi tan te  sopra t tu t to  per  quanto r iguarda  gl i  
scenar i  con  re t i  operant i  in  ambient i  os t i l i .  La par te  c l ien te  de i  
se rv izi  r i sen te  del la  lon tananza  log ica  de l  server ,  che  come 
conseguenza  ha  quas i  sempre  un  degrado  non  acce t tab i le  de l le  
pres taz ioni ,  con  cas i  l imi te  che  a r r ivano  f ino  a l la  negaz ione  del  
se rv izio  s tesso.  S i  pens i  a  se rv iz i  contes tual i  mess i  a  d i spos iz ione 
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degl i  u ten t i  in  ambient i  densamente  f requentat i ,  come aeropor t i ,  
s t ru t ture  spor t ive e  teat r i ,  in  cu i  c i  sono f requent i  p icchi  d i  
connessioni .  Risu l ta  par t ico larmente  d if f ic i le  prevedere  
s ta t icamente  l ’e lev a to car ico e  sa rebbe insensa to  forn ire  
l ’ inf ras t rut tura  d i  capac i tà  che  res terebbero inu t i l i zza te  durante  
l a  normale  operat iv i tà  in  assenza d i  conges t ione .  I  co l legament i  
d i  re te  verso  i l  Cloud,  in  ques te  s i tuaz ione  di  e leva ta  
so l leci taz ione ,  s i  in taserebb ero por tando,  in  cas i  l imi te ,  a l  
co l lasso  le  comunicaz ioni  con  i  se rv iz i  r ich ies t i .  Anche  se  la  
comunicaz ione  non  v iene in ter ro t ta ,  l a  for te  la tenza provoca ta  
da l la  conges t ione  c rea grav i  problemi  sopra t tu t to  a l le  
inf ras t ru t ture  informat iche  che svolgono c ompi t i  in  ed if ic i  
pubbl ic i ;  ques te  ul t ime,  infat t i ,  spesso  sono ch iamate  a  dec idere  
de l la  s icurezza  f is ica  degl i  u tent i .  Non è  ra ro  che  i  d i spos i t ivi  
IoT,  present i  in  ambient i  pubbl ic i ,  s iano des t ina t i  a  prendere  
dec is ioni  in  tempi  mol to  r i s t re t t i ,  ad  esem pio ,  per  coord inare  le  
operazioni  di  evacuaz ione  de l la  s t ru t tura  s tessa  in  caso  di  
d i sas t ro .   
Un’a l t ra  a rea  a  sof f r i re  de l la  la tenza  prodot ta  da l la  
comunicaz ione  con  i l  Cloud è  l ’ in t ra t ten imento  mobi le ,  uno  dei  
merca t i  in  maggiore  cresci ta  a t tua lmente .  Sopra t tut to  per  quanto 
r iguarda  i l  gaming,  i  moderni  d ispos i t iv i  mobi l i  po trebbero in  
rea l tà  esegui re  qua lunque g ioco  presente  su  a l t re  p ia t taforme,  se  
s i  r iusc isse  a  mantenere  le  cara t te r i s t iche d i  comunicazione 
volu te .  I l  g rosso  de l  car ico computaz iona le  ve r rebbe  esegui to  su 
un  server  Cloud,  ment re  i l  c l ien te  su l  mobi le  s i  occuperebbe  so lo 
di  invia re  de i  comandi  e  r icevere  l ’ou tput  da  most ra re  su l lo  
schermo.  At tua lmente  sono  in  a t to  de l le  r icerche  [17]  [18]  [19]  
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per  rendere  acce t tab i le  la  la tenza  in  ques to  complesso scenar io ,  
in  cu i  l ’esper ienza  f ina le  è  de te rminante  a l  f ine  d i  un  g iudizio  
pos i t ivo  degl i  u t i l i zza tor i  su l la  qua l i tà  de l  se rviz io ,  e  per tan to 
non  può  essere  degrada ta .  
Tut to  l ’ammontare  de i  dat i  generat i  da i  d i spos i t iv i  IoT può 
superare  mol t i  TB a l  g iorno ,  sopra t tu t to  in  cas i  c r i t ic i  come i l  
moni toraggio  de i  ve ico l i  conness i  e  que l lo  indus tr ia le .  Anche  in  
ques t i  casi  i l  requis i to  fondamenta le  d i  l a tenza bassa  e  d i  r i spos te  
in  rea l - t ime  vanif ica  i  benef ic i  de l  Cloud.  I  s i s temi  di  t raspor to  
a t tua l i  d i  so l i to  usano tecnologie  d i  conness ione  d i  t ipo 
Dedica ted  Short  Range  Communica t ions t  (DSRC) per  comunicare  
su l le  cor te  d is tanze  e  Long Term Evolu t ion  (LTE)  per  le  lunghe.  
Dotare  i  ve ico l i  d i  d i spos i t iv i  DSRC o  d i  r i sorse  computaz iona l i  
per  e laborare  au tonomamente  i  da t i  e  i  messaggi ,  ha  un  cos to ,  in  
te rmini  monetar i ,  t roppo e leva to per  i l  se t tore  pubbl ico ;  ino l t re  
r i su l te rebbe  degradante  per  le  performance  ne l le  appl icazioni  
connec ted  vehic le  pr iva te ,  come ad esempio ne l le  compet iz ioni  
spor t ive  ove  i l  peso  è  un  requis i to  fondamenta le .  Per  la  c lasse  di  
ve ico l i  in  mobi l i tà  occorre  dis t r ibu i re  messaggi  in  rea l - t ime  e  ad 
un basso  cos to  per  l ’ inf ras t ru t tura  e  per  i l  commit ten te ,  da to 
l ’e leva to  numero  d i  conness ioni  t ra  i  ve ico l i  e  le  cen t ral i  d i  
ana l i s i  de i  da t i .  I l  contenuto  de i  messaggi  può  var ia re  a  seconda 
che  s i  t ra t t ino  d i  da t i  o  d i  sempl ic i  avvis i .  I l  requis i to  che i  
messaggi  s iano not i f ica t i  t empes t ivamente  in  rea l - t ime  assume 
r i levante  impor tanza  a i  f in i  de l la  s icurezza de i  v iaggiator i  che  ad 
esempio  pot rebbero  aver  ch ies to  d i  essere  not i f ica t i  in  base  a  
inc ident i  e  deviaz ioni  v ic i ne  a l la  lo ro  pos izione .   
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Una  la tenza  es t remamente  bassa  è  r ich ies ta  da l le  
appl icaz ioni  che  operano  ana l is i  cogni t ive  de l l ’ambiente ,  t ipo 
quel le  facent i  par te  del  gruppo d i  sof tware  per  la  rea l tà  
aumenta ta .  A questo  ins ieme appar tengono tu t te  le  appl icazion i  
che ,  t rami te  sensor i ,  microfoni  e  videocamere ,  inv iano un  f lusso 
d i  informazioni  verso  un server  centra le  con r i sorse  i l l imi ta te ;  i l  
qua le ,  dopo aver  e laborato  le  informazioni  e  aver le  a r r icchi te  di  
u l te r ior i  de t tag l i ,  inv ia  de l le  r i spos te  a l  c l i ente .  I l  c l ien te  r iceve 
una  re inte rpre tazione  de l la  rea l tà ,  che  però  deve  essere  
tempes t iva  e  d i  so l i to  segui re  i l  f lusso  d i  informazioni  senza 
var iazioni  o  ra l len tament i .  P ia t taforme per  la  real tà  aumenta ta  
sono  g ià  in  commerc io ,  non  so lo per  appl icaz ioni  indust r ia l i ,  ma  
anche  per  quanto r iguarda  l ’e le t t ron ica  d i  consumo [20] .  Uno 
degl i  sv i luppator i  d i  una  impor tan te  az ienda  d ie t ro  a l le  r icerche 
su l la  rea l tà  aumenta ta  [21] ,  af fe rma che ,  per  quanto  concerne  le  
appl icaz ioni  d i  t ipo  rea l tà  aumentata  e  real tà  vi r tua le ,  l a  la tenza 
è  la  ch iave  abi l i tan te  ind ispensabi le .  Prendendo,  ad esempio,  
l ’e laborazione d i  un  v ideo ,  la  la tenza,  da  quando i l  c l ien te  muove 
l a  v i sua le  de l  v ideo  a  quando lo  s t ream gl i  v iene  propos to  
r ie labora to,  dovrebbe  essere  t ra  i  7  e  i  15  mi l l i secondi  c i rca  per  
non de te r iorare  t roppo l ’esper ienza  d i  ut i l izzo .  Diminui re  la  
la tenza  è  i l  g rosso  obiet t ivo che  s i  pongono le  aziende  che 
proge t tano  s is temi  s ia  hardware ,  che  re la t ivi  sof tware ,  che 
operano  ne l  campo cogni t ive  ass i s tance  [22] .  I l  Cloud non r iesce 
a  garant i re ,  in  quals ias i  s i tuaz ione ,  i l  r i spe t to  d i  ques t i  requis i t i ;  
ino l t re  le  e laborazioni  non  possono sempre  essere  fa t te  in  loca le ,  
su i  d i spos i t ivi  c l ien t i ,  che  spesso  sono  d i  t ipo  th in ,  con  modes te  
capac i tà  computaz iona l i  e  r i sorse  d i  memor ia .  Dei  tes t  [23]  
d imost rano  la  necess i tà  e  l ’ef f icac ia  d i  una  eventua le  es tens ione 
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de l  Cloud,  a  f avore  d i  ques to t ipo  d i  appl icazioni ,  che 
permet te rebbe  d i  abbassare  notevolmente  la  la tenza de l la  re te .  
Nel  prossimo capi to lo  ver rà  esposta  la  tendenza  a t tua le  [24]  
da  segui re  per  mi t igare  ques to t ipo  d i  c r i t i c i tà .  Per  i l  nuovo 
model lo ,  una impor tan te  az ienda ne l  camp o de l le  
te lecomunicaz ioni ,  c ioè  Cisco ,  ha  conia to  i l  te rmine  d i  Fog 
Comput ing ;  rappor tandolo  a l l ’es i s ten te  Cloud,  ma con  l ’ idea di  
avvic inarne  le  r i sorse ,  qu indi  la  computaz ione ,  a l l a  zona  de l la  
re te  p iù  pross ima a l la  sorgente  d i  p roduzione de i  dat i ,  ovvero 





[ 43]  
 
CAPITOLO 3:  EDGE COMPUTING 
La presenza  preponderante  de l  conce t to  d i  mobi l i tà  
a l l ’ inte rno de i  modern i  s i s temi  informat ic i ,  s ia  az ienda l i  che 
pubbl ic i  che  pr iva t i ,  ha  permesso  l ’avverars i  d i  previs ioni ,  le  
qua l i  an t ic ipavano ques to scenar io  già  qua lche  anno fa ,  in  cui  s i  
par la  di  come l ’ambient e  venga  ad  essere  domina to  da  dispos i t ivi  
facent i  par te  de l la  ca tegoria  re la t iva a l l ’ Ubiqui tous  Comput ing ,  
o  p iù  in  genera le  Pervas ive  Computing .  L’Edge Comput ing  è  i l  
t asse l lo  mancante  u t i le  a l  Cloud per  copr i re  anche  queste  a ree  di  
u t i l i zzo .  Questa  tecnologia  innovat iva  non  in tende  sos t i tu i r s i  a l  
Cloud,  ma ampl ia rne  la  poss ib i l i tà  d i  u t i l i zzo  in  cer te  a ree  
del icate  come l ’ In te rnet  of  Things  [ 25] .  I l  suo scopo è  infa t t i  
spos ta re  par te  de l le  r i sorse ,  che  a t tualmente  s i  t rovano ne l la  Core 
Network ,  p iù  vic ino  a i  d i spos i t iv i  mobi l i  che ef fe t t ivamente  le  
usano ,  d i  fa t to  d iminuendo d i  mol to  la  la tenza  de l la  
comunicaz ione  e  a l leggeren do i l  car ico  d i  t rasmiss ioni  su l la  re te  
cent rale .   
I l  p resente  capi tolo  forn isce  una  def in iz ione  d i  cosa  i l  Fog  
Comput ing  rappresenta  e  d i  come v iene  implementa to .  
Successivamente  prende  in  esame un  ramo par t icolare  de l  Fog,  
soprannomina to  Mobi le  Edge  Comp ut ing ,  model lo  di  in teresse  
fondamenta le  ne l  panorama tecnologico  at tuale  e  fu turo .  La 
t ra t taz ione prosegui rà  con un conce t to  fondamenta le  nel  
panorama de l le  tecnologie  s i tua te  a l l ’Edge de l la  re te ,  ovvero i l  
Cloudlet ;  s t rumento  centra le  d i  ques to  lavoro  d i  tes i ,  u t i l i zza to,  
come s i  vedrà ,  per  comprovare  la  va l id i tà  de l l ’Edge  Comput ing 
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a l l ’ inte rno  di  ambient i  os t i l i .  Inf ine,  ver ranno propos te ,  a  scopo 
i l lus t ra t ivo ,  a lcune  implementaz ioni  es i s ten t i  e  ab i l i ta te  a l  Fog 
Comput ing ,  per  fa rne  comprendere  a l  l e t to r e  l ’auspicabi le  
mass icc ia  adozione  che  i l  parad igma potrebbe avere  in  un fu turo 
mol to  pross imo.   
 
3.1 Fog Computing 
Con la  def iniz ione d i  Fog Comput ing,  s i  in tende spos tare  i l  
parad igma Cloud Comput ing  verso  l ’edge  de l l e  re t i  [25] ,  in  
par t ico la re  d i  que l le  che  co l legano in  modo wire less  tu t t i  i  
d i spos i t iv i  asseren t i  a l la  def in iz ione  d i  In terne t  of  Things .  
L’edge  del la  re te  è  ident i f icato  con  la  subnet  in  cu i  i  d i spos i t iv i  
r i s iedono;  essa  può  avere  una  es tensione  r idot ta  o  mol to  a mpia  a  
seconda che  s i  t ra t t i  d i  apparat i  wireless  inte rn i  o  a  banda  la rga .  
In  ques to luogo de l la  re te ,  i  se rviz i  Cloud vengono ad  operare  
d i re t tamente ,  o  a l  mass imo t rami te  un  s ingolo  in te rmediar io ,  con 
i  c l ien t i  mobi l i  che  consumano o producono da t i .   
S tando al la  def in iz ione comunemente  acce t ta ta  di  Fog  
Comput ing  [26] ,  esso  rappresenta  uno  scenar io  in  cu i  un  eleva to 
numero  d i  d i sposi t iv i  wi re less  comunicano e  potenz ia lmente  
cooperano  t ra  di  lo ro  e  con  i  serv iz i  in  re te  per  supp or ta re  la  
memor izzaz ione  de i  da t i  e  i  p rocess i  computaz iona l i  senza 
l ’ in tervento  d i  t e rze  par t i .  Cisco  aggiunge a l la  def in iz ione  anche 
s i tuazioni  in  cui  è  poss ib i le  che  i  d i spos i t ivi  s tess i  diano  supporto  
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a l l ’ inte ra  inf ras t ru t tura  d i  re te ;  af f i t t ando par te  de l le  lo ro 
capac i tà  in  cambio  d i  incent iv i ,  d i  t ipo  monetar io  in  caso  s i  s t ia  
venendo fa t tura t i ,  o  v iceversa  t rami te  a l t re  forme d i  p remio  come 
accessi  esclus ivi  e  pr iv i leg iat i  a  cer te  appl icaz ioni .   
 
3.1.1 Caratteristiche del Fog Computing  
Gest i re  una mir iade  d i  d i spos i t iv i  e te rogene i ,  s f rut tando le  
tecnologie  Cloud cent ral izza te ,  r i sul ta  mol to  complesso ;  tan to 
che  spesso  vengono a  perders i  i  vantaggi  der ivant i  da l l ’adoz ione 
del  model lo  IoT.  I l  Fog Comput ing cerca  d i  veni re  incont ro a  
requis i t i  qual i  l a  min imizzaz ione  de l la  la tenza;  fondamenta le  in  
ambient i  os t i l i  per  la  segnalaz ione  tempes t iva  d egl i  event i  
r i l evant i  e  po tenzia lmente  dannosi  che  accadono nel  s i s tema.  I l  
goa l  pr inc ipa le  del  Fog  non  è  so lo  la  la tenza ,  ma s i  ce rca  anche 
d i  essere  incis ivi  da l  punto  d i  v is ta  de l  r idimens ionamento  de i  
da t i  inu t i l i  e  r idondant i  inv iat i  a l la  re te  cent ra le .  La 
computaz ione  a l l ’edge  abba t te  i l  t raf f ico  r idondante  e  inu t i le ,  
conservando la  banda  a  favore  di  process i  più  s ign if ica t iv i ,  ed 
inv iando so lo  per iodic i  consunt iv i  ( c lus ter ing )  d i  que l lo  che è  lo  
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I l  model lo  concet tua le  che  descr ive  l ’a rch i t e t tu ra  Fog 
inser i sce  tu t t i  g l i  appara t i  che  es tendono le  funz iona l i tà  del  
Cloud,  in  un  l ive l lo  dedicato  inte rmedio  d i  conness ione a i  
d i spos i t iv i  f inal i  d i  p roduzione  dei  da t i .  Gl i  agent i  a t t iv i  propri  
de l  model lo  prendono i l  nome d i  nodi  Fog ;  ess i  hanno la  
cara t te r i s t ica  d i  essere  lon tane  da l  da ta  cente r  Cloud con  cu i  
comunicano,  ma mol to  pross ime ai  d i sposi t iv i  u tente ;  sono,  
ino l t re ,  in  numero  e leva to  e  spars i  su l  t e rr i to r io  secondo una 
d is t r ibuz ione  geograf icamente  conveniente  che copra  i l  maggior  
numero  d i  u tent i .  I  nodi ,  anche essendo meno performant i  del le  
macchine  usate  per  osp i ta re  le  pia t taforme Cloud,  hanno un 
compar to  tecnologico  ada t to  a l l ’esecuz ione d i  compi t i  compless i  
e  a l la  memor izzaz ione  de i  da t i ;  ino l t re  sono  sca lab i l i  e  ada t tab i l i  
a  d iver s i  t ip i  d i  deployment .  Le appl icazioni  che  r i s iedono sui  
nodi  Fog non rappresentano compar t i  sof tware  a  se  s tan t i ,  ma 
fanno par te  d i  soluz ioni  p iù  ampie  che  coprono anche  i  l ive l l i  
Cloud e  uten te .  I  da t i  p rodot t i  da l l ’u tenza  de i  se rviz i  Cloud,  
passano dal  Fog che  se lez iona le  computaz ioni  che r ich iedono 
tempi  s t r ingent i  ed  esegue  i l  l avoro  loca lmente  senza  in te rpel lare  
i l  l ive l lo  Cloud.  Ges t i re  i  da t i  ne l la  lo ro  inte rezza  non  è  compi to 
de l  l ive l lo  Fog in  quanto esso  non  poss iede tut te  le  capac i tà  del  
l ive l lo  Cloud sovras tante .  I l  Cloud,  in  ques to modo,  ver rà  
Fig u ra  4  L i ve l l i  d e l  Mod e l lo  Fo g  Co mp u t in g .  
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so l leci ta to  so lo da  r ich ies te  che  prevedono v incol i  t empora l i  poco 
s t r ingent i ;  come,  ad  esempio ,  l ’e laboraz ione s ta t i s t ica  de l lo  
s tor ico  de l  s i s tema o  l ’ana l i s i  e  lo  s torage  a  lungo  te rmine  d i  Big 
Data .  Lo  s ta to ,  e  i  da t i  in  genera le ,  cus todi to  da i  nodi  Fog è  di  
d imens ioni  r ido t te  r i spe t to  a  que l lo  che  deve  conservare  i l  Cloud 
e  mediamente  è  preserva to  per  un  tempo infer iore ,  que l lo  u t i le  
a l l ’esecuzione  de l  se rv iz io  IoT rea l - t ime  [27] .  Questa  
separaz ione d i  responsabi l i tà ,  o l t re  ad  a l legger i re  i l  car ico 
rappresentan te  la  mole  d i  da t i  inv ia t i  a l  Cloud,  permet te  d i  
aumentare  la  s icurezza  de l le  informazioni  sens ib i l i  che t rans i tano 
per  i l  l ive l lo  Fog.  Dal  punto d i  v i s ta  sof tware,  i  nodi  Fog 
e red i tano  le  carat te r i s t iche degl i  apparat i  se rver  de l  Cloud,  
ovvero  sono ambient i  a l tamente  vi r tua l izzat i .  I  vantaggi  der ivant i  
da l  model lo  sof tware  v ir tual izzato  sono  g l i  s tess i  del l ’ambiente  
c loud;  ess i  ass icurano  un  i so lamento  log ico de l le  component i  
condiv ise ,  s ia  t ra  i  var i  process i  in  esecuz ione  che  t ra  le  a ree  
dove  vengono a l loca t i  i  da t i .   
I l  l ive l lo  in te rmedio  de l  model lo ,  o l t re  a  r idur re  la  la tenza 
e  ad  aumentare  la  banda ,  fornisce  a i  d ispos i t iv i ,  e  a l le  
appl icaz ioni  che  ne  hanno bisogno,  da t i  contes tua l i .  I  nodi  Fog 
essendo appara t i  in te l l igent i  post i  su l l ’edge  de l la  re te ,  r iescono 
a  es t rapolare  informazioni  d i  in f ras t ru t tura  in  modo p iù 
de t tagl ia to  di  come succede  per  i  da ta  cente r  Cloud;  i  se rviz i  
godono d i  informazioni  aggiunt ive  c i rca  lo  s ta to  de l  cana le  rad io 
usa to per  la  comunicaz ione e  la  locaz ione  geograf ica  del la  
cent ral ina ,  nonché  dei  di sposi t iv i  che  ne  usuf ru iscono.  Tra  i  
se rv izi  che  i l  Fog  of f re  a i  d i sposi t ivi  IoT,  c’è  anche  i l  suppor to  
a l la  mobi l i tà ;  quando un  nodo s i  accorge  che  la  conness ione  con 
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i l  device  s ta  diventando t roppo debole  e  la  la tenza ne  r isen te ,  può 
spos ta re  l ’appl icazione  verso un al t ro  nodo Fog,  ora  in  pross imi tà  
del  d i spos i t ivo  che  s i  s ta  spos tando,  d i  modo da  non  avere  
in te r ruz ioni  d i  se rv iz io  r i levant i .  
 
3.2 Mobile Edge Computing 
Come g ià  successo con  i l  Cloud,  l ’unione  del  paradigma Fog 
con i l  campo s t re t tamente  mobi le ,  c rea  un nuovo vantaggioso 
model lo ,  i l  Mobi le  Edge  Comput ing  (MEC ) .  Di  Ques ta  nuova 
tecnologia ,  che s ta  rece ntemente  prendendo p iede  a l l ’ in te rno del  
panorama arch i te t tura le  de i  s i s temi  mobi l i  d i s t r ibu i t i ,  ne  è  in  
corso un  ten ta t ivo d i  s tandard izzazione ,  da  par te  de l l ’au torevole  
European Telecommunicat ions  S tandards Ins t i tu te  (ETSI )  [28] .  
L’idea  a l la  base del  model lo  è  i l  t raspor to  del le  poss ibi l i t à  o f fe r te  
dal  Cloud su l l ’edge  del le  re t i  mobi l i ,  rappresenta to  da l la  Radio 
Access  Network  (RAN ) ,  che  conce t tua lmente  è  que l la  par te  
del l ’ inf ras t ru t tura  d i  re te  che  connet te  i  d i spos i t iv i  f inal i  a l la  re te  
In te rne t  es te rna.  Pra t icamente  i l  MEC può essere  vis to  come un 
server  Cloud,  ins ta l la to  in  pross imi tà  de i  d i sposi t ivi  mobi l i ,  in  
una  re te  ad accesso  rad io,  che ef fe t tua  de l le  operaz ioni  spec if iche 
che  non  è  possib i le  por tare  a  termine  con  una  t rad iz iona le  
inf ras t ru t tura  Cloud  [29] .  
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Lo  sv i luppo tecnologico del la  component i s t ica  insta l la ta  
sugl i  appara t i  d i  re te  ha  permesso  un  ampl iamento  cons iderevole  
del le  possib i l i t à  di  guadagno conseguent i  a l l ’ab i l i t azione  d i  una 
ser ie  d i  se rv iz i  res ident i  su l l ’edge  network .  Una nuova  ca tena di  
va lore  v iene  a  c reare  d iverse  oppor tuni tà  per  g l i  opera tor i  mobi l i ,  
che  possono apr i re  la  lo ro  inf ras t rut tura  a  te rze  par t i ;  come,  ad 
esempio ,  ag l i  sv i luppa tor i  che  r iusci ranno a  proget ta re  le  loro 
appl icaz ioni  consapevol i  d i  po ters i  in te rf acc iare  con  un  ambiente  
cara t te r izza to  da  una  la tenza  mol to  bassa  e  una  banda  passante  
e leva ta .  I  p rovider  provvederanno,  invece,  a l l ’evoluzione  degl i  
apparat i  RAN,  i  qua l i  andranno ad a r r icchi re  le  funziona l i tà  de i  
se rv izi  ospi ta t i ,  fornendo a i  d i spos i t iv i  mobi l i  supporto  rea l - t ime 
e  informazioni  contes tual i  su l la  re te .  I  se rver  MEC pot ranno 
essere  esegui t i  t an to  su l le  a t tua l i  cen t ral ine LTE  (Long Term 
Evolu t ion )  che  s i  occupano del le  conness ioni  mobi l i  d i  quar ta  
generaz ione,  che sugl i  apparat i  del le  re t i  3G .  Al l ’ inte rno ,  invece,  
i  server  MEC potr anno essere  ins ta l la t i  sugl i  access  poin t  Wi -Fi  
che  aggregano cl ien t i  p resent i  in  s i t i  spec if ic i ,  come ospeda l i ,  
ae roport i  o  uf f ic i  az ienda l i ,  s ia  pubbl ic i  che  pr ivat i .  
Fig u ra  5  Pan o ra mica  su l l ' a rch i t e t t u ra  Mo b i le  Ed g e  Co mpu t in g .  
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L’ar r icchimento  de l le  funz ioni  d i  re te  r i sul ta  t rasparente  
a l l ’u tenza f ina le  che  ne ben ef ic ia  ass i s tendo ad  un  aumento  de l la  
percezione  pos i t iva  ( QoE ,  Qual i ty  o f  Exper ience )  su i  se rvizi  
ut i l izza t i .  L’accesso  a i  contenut i  e  a l le  appl icazioni  è  acce lera to;  
in  quanto  esse  r i s iedono in  una par te  de l la  re te  pross ima 
a l l ’u tenza  che  mass imizza  la  v e loc i tà  de l l ’ in te raz ione.  La 
contes tua l i tà  di  cu i  v iene a r r icchi ta  la  comunicaz ione ,  s ia  
geograf ica  che  per  quanto r iguarda le  condiz ioni  d i  re te ,  v iene ad 
assumere  un va lore  aggiunt ivo per  le  appl icazioni ,  che  possono 
spec ial izzars i  au tomat icamente  a  seco nda  de l  va lore  d i  quest i  
paramet r i  e  o t t imizzare  la  cor r ispondenza  t ra  le  par t i .  
 
3.2.1Architettura Mobile Edge Computing  
Come s i  no ta  dal l ’ immagine  ra f f igurante  l ’a rchi te t tura  de l  
model lo  MEC,  mol t i  e lement i  sono  a l  d i  fuor i  de l lo  scopo de l la  
t ra t taz ione  e  verranno rappresentat i  in  forma as t ra t ta .  Una 
p ia t taforma server  MEC è  composta  da  una  infras t rut tura  
osp i tante  af f ianca ta  ad  una  p ia t taforma appl ica t iva ,  che  cont iene 
que i  se rviz i  u t i l i  a l  mig l ioramento  de l le  cara t ter i s t iche del  
s i s tema e  a l la  generaz ione  del le  informazioni  contes tua l i .  
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Per  quanto r iguarda l ’ inf ras t ru t tura  MEC Host ing ,  i  
component i  hardware  in tr insechi  con  cu i  essa  v iene  rea l izza ta ,  
cos i  come i  sof tware  di  v i r tua l izzaz ione,  non sono spec if icat i  
perché i l  model lo  ne  è  indipendente .  Dei  se rv iz i  appar tenent i  a l la  
MEC Appl ica t ion Pla t form ,  invece ,  s i  met te  in  ev idenza  i l  
Vir tual i za t ion  Manager  che  c rea  una p ia t taforma v i r tuale  IaaS,  la  
qua le ,  separando g l i  ambient i  d i  u t i l i zzo ,  p rovvede 
a l l ’ ind ipendenza  d i  se rv iz i  e  appl icaz ioni  sovras tan t i .  Come 
ant ic ipa to ,  ques ta  in f ras t ru t tura  è  agnos t ica  de l le  appl icaz ioni  
che  andrà ad  esegui re ;  anche i l  top - level  de l  model lo ,  qu indi ,  
v iene  raf f igura to in  maniera  as t ra t ta ,  dando la  mass ima 
f less ibi l i tà  a l la  t ipo logia  di  macchine  v i r tua l i  che  possono essere  
esegui te .  Presc indono s ia  da l le  appl icaz ioni  che  da l le  re la t ive 
in te rfacce d i  comu nicazione ,  anche i  se rv iz i  MEC Appl ica t ion 
Pla t form ,  che  incarnano i l  middleware  sof tware  di  suppor to  a l le  
appl icaz ioni  sovras tan t i .   
Fig u ra  6  Arch i te t t u ra  Mo b i l e  Ed g e  Co mp ut in g .  
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Una  par te  de i  serv iz i  middleware,  cos t i tui ta  da se rviz i  d i  
comunicaz ione  e  reg is t ry ,  è  s ta ta  rea l izzata  seguendo i  p r inc ip i  
re la t iv i  a l l ’archi te t tura  SOA.  Per  quanto  concerne i  
Communicat ion Serv ices ,  e ss i  rappresentano i l  punto d i  
co l legamento  t ra  le  appl icaz ioni  e  i  se rv iz i  middleware 
so t tos tan t i .  Abi l i tano ,  t rami te  API  ben  def in i te ,  l a  comunicazione 
de l la  macchine  v ir tua l i  con l ’ambiente  MEC e  t ra  di  lo ro .  Di  
so l i to  ques to  componente  v iene  implementa to  da un  broker  
inser i to  in  una  comunicaz ione  di  t ipo  publ i sher /subscr iber  che 
permet te  la  d i s t r ibuz ione dei  messaggi  uno a  mol t i  e  un basso 
accoppiamento  t ra  i  par tec ipant i .  S i  possono natura lmente  
prevedere  meccanismi  d i  au ten t icaz ione  che  cont rol l ino  e  f i l t r ino 
i  messaggi  pubbl ica t i  o  pre leva t i .  I l  serv ice  reg is t ry  f o rn isce 
anch’esso  f less ib i l i t à  a l  s is tema dando v is ibi l i t à  dinamica  de i  
serv izi  of f er t i  da l  se rver  MEC.  Le  appl i cazioni  possono esegui re  
una  r icerca  de i  se rv iz i  e  r iceverne la  locaz ione  per  usar l i ,  o  
pubbl ic izzarne  di  p ropr i  esponendo g l i  end -point  dove è  poss ibi le  
conta t ta r l i .   
Ad af f iancare  quest i  t ip ic i  component i  SOA c i  sono  i  serv iz i  
Radio  Network  In format ion  che  forn iscono a i  c l ien t i  informazioni  
de t tagl ia te  e  rea l - t ime  su l lo  s ta to  de l  cana le  rad io  e  del la  re te  in  
generale .  Le  appl icaz ioni  possono f arne  un  uso  speculat ivo 
cercando d i  ada t ta re  i l  p ropr io  compor tamento  a l la  condizione 
a t tua le  de l la  re te .  Queste  i nformazioni  contengono de l le  
ind icaz ioni  in t r inseche come l ’ ident i f ica t ivo e  la  locaz ione 
geograf ica  de l la  ce l la  a  cu i  s i  è  col lega t i ,  i l  ca r ico  d i  u tenza 
a t tua lmente  presente  su l  nodo e  d i  conseguenza la  banda 
d isponibi le .  I l  contes to  può  essere  a r r icch i to  in  f ase  d i  deploy 
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fornendo a l  s i s tema informazioni  aggiunt ive  da  consegnare  a i  
c l ien t i  che ne  facc iano  r ich ies ta .  Ques to  t ipo  di  informazioni  
sono  reper ib i l i  perché  forn i te  da i  pro tocol l i  p resent i  ne l le  re t i  
3GPP ,  ma  i l  model lo  non spec if ica  né qua l i  né  come esse  debbano 
essere  espos te  ag l i  u tent i ,  l asc iando l iber tà  d i  sce l ta  
implementa t iva  ag l i  sv i luppa tor i .  Avendo a  d ispos iz ione 
informazioni  tempora l i  e  ident i f ica t ive degl i  u ten t i ,  a  questo 
l ive l lo  è  demandata  l ’ana l i s i  s ta t i s t ica  de l le  performance  e  le  
misuraz ioni  re la t ive  a l l ’u t i l i zzo de l le  r i sorse .   
L’ul t imo serv iz io  da  descr ivere  è  incarna to  ne l la  funzione 
Traf f ic  Of f load ,  che  s i  occupa  d i  assegnare  pr ior i tà  a i  var i  f luss i  
e  a l le  ro t te  memor izza te .  Ingloba  meccanismi  d i  cont ro l lo  per  
au ten t icare  g l i  u ten t i  a i  d ivers i  f luss i .  At tualmente  i l  f i l t raggio 
v iene  opera to  su l la  base  d i  una  tup la  d i  t re  e lement i  qual i  
l ’ ind ir izzo IP del  d i spos i t ivo mobi le ,  l ’ ind i r izzo IP del la  re te  e  
i l  t ipo  di  p rotocol lo  IP ;  ma non è  esc luso  un ampl iamento  de l le  
po l i t iche  di  f i l t e r ing  ne l le  vers ioni  success ive  de l  pro tocol lo .  
Fanno par te  de l  middleware  di  suppor to  anche le  re la t ive 
in ter facce d i  gest ione ,  che g l i  opera tor i  d i  re te  usano  per  
orches tra re  le  var ie  component i ,  i l  c ic lo  d i  v i ta  e  a lcune  opz ioni  
d i  operabi l i t à  de l le  appl icazioni  e  de i  serv izi  che  i l  se rver  MEC 
ospi te rà .  Le  operaz ioni  cu i  c i  s i  r i fe r i sce  a  ques to  punto  de l la  
descr iz ione del  model lo  presc indono da i  se rv izi  bus iness  ver i  e  
propr i ;  esse  sono  de l le  regole  che  vengono forni te  
a l l ’ inf ras t ru t tura  che  in  ques to  modo può operare  una  ges t ione 
o t t imale  del le  macchine  v i r tua l i  e  del la  p ia t taforma in  generale ,  
a  seconda  de l le  es igenze  de l  s is tema.  Di  ques to  ins ieme d i  
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in te rfacce,  fa  par te  anche  la  descr iz ione  degl i  s tandard  usat i  per  
impacche t tare  le  appl icaz ioni ,  che  contengono descr i t tor i  
del l ’appl icaz ione ,  de l le  performance  r ich ies te  da  forn i re  a l la  
macchina  v ir tua l i  e  de i  meccanismi  d i  cont rol lo  degl i  access i .  
Adot ta re  un s i s tema d i  descr i t to r i  per  esegui re  le  macchine 
v i r tual i ,  permet te  d i  as t ra r re  da l le  var ie  t ipo logie  d i  appl icazione 
e  se rviz io ,  permet tendo un  deployment  del le  r i sorse  v i r tual i  su  
p ia t taforme MEC mul t i -vendor .   
In  conc lus ione  i l  MEC abi l i ta  se rv iz i  e  appl icaz ioni  
a l l ’esecuzione  su  se rver ,  pos t i  a l l ’edge  de l l e  re t i  mobi l i ,  f orn i t i  
da  d ivers i  provider .  I l  MEC trasforma le  base -s ta t ion de l le  re t i  
mobi l i  in  p ia t taforme Cloud,  a r r icchendone  le  carat te r is t iche  con 
informazioni  contes tua l i .  Le  p ia t taforme MEC t rovano spazio 
appl ica t ivo s ia  in  scenar i  outdoor  che  indoor .  Già  da l le  pr ime 
s tesure  de l  protocol lo  s i  concepi rono  diverse  modal i tà  di  
deployment  [30]  che  ab i l i t ano  la  presenza  di  appara t i  MEC tan to 
su l le  base  s ta t ion  es te rne ,  come que l le  u t i l i zzate  per  le  
connessioni  3G e LTE,  tan to  sugl i  access  poin t  in te rn i ,  che 
se rvono ambient i  c i rcoscr i t t i  come ospeda l i ,  s taz ioni  e  ed if ic i  
az ienda l i .  Per  l ’ambiente  outdoor ,  l a  presenza  d i  implementaz ioni  
MEC permet te  d i  forn i re  propr ie tà  d i  s icurezza  e  v ir tual izzazione 
di re t tamente  a l l ’ inte rno de l le  centra l ine  rad io di  accesso .  Anc he 
i l  deployment  indoor  del le  p ia t taforme MEC ha  i  suoi  vantaggi ;  
fac i l i t ando  sopra t tu t to  le  comunicaz ioni  Machine - to -Machine 
(M2M),  esso  consente  di  d is t r ibu i re  contenut i  contes tua l izza t i  e  
aumentare  la  ve loc i tà  di  r ispos ta .  
  
[ 55]  
 
I l  model lo  presenta to  d i  segui to  r i su l ta  essere  mol to  
aderente  a i  p r inc ip i  in t rodot t i  per  i l  Mobi le  Edge Comput ing ,  
ovvero esso s i  p ropone  come suppor to  a l le  appl icaz ioni  
in te rat t ive  che consumano mol te  r i sorse ,  osp i ta te  su  d ispos i t ivi  
mobi l i  in  un  ambiente  ost i le .  Come s i  vedrà  i l  Clo udlet  p romet te  
d i  essere  una  tecnologia  che,  t rami te  un model lo  a  t re  l ive l l i  
c lass ico  del  Fog Comput ing ,  forn isce r i sorse  a i  device mobi l i  con 
una  la tenza  mol to  bassa;  f acendosi  car ico d i  tu t te  le  operazioni  
propr ie  de l  campo de l la  mobi l i tà .   
 
3.3 Cloudlet 
L’obie t t ivo pr inc ipa le  de l  Cloudle t  è  quel lo  d i  avvic inare  i l  
Cloud  a i  d i sposi t iv i  che  ne  usuf ru i scono.  Seguendo la  bas i  poste  
da i  model l i  MEC e  Fog Comput ing ,  i l  Cloudle t  incarna  i l  l ive l lo  
in te rmedio d i  un’arch i te t tura  a  3  l ive l l i .  Esso s i  pone  t ra  i  
d i spos i t iv i  mobi l i  e  i  serv iz i  in  Cloud cent ra l izza t i ,  a l l ’edge  de l la  
re te  In te rnet ,  a l la  qua le  è  connesso  t rami te  un  l ink ve loce  e  
af f idabi le .  Le  en t i tà  decent ra l izza te  r i s iedono ad  un so lo  hop 
wire less  d i  d i s tanza  da i  d i spos i t iv i  f ina l i  assoc ia t i .  I l  Cloudle t ,  
come la  def in iz ione  suggeri sce ,  permet te  d i  cos t rui re  un  data-
center  in  a  box ,  ovvero  di  r ic reare  l ’ambiente  d i  invocaz ione  de i  
serv izi  Cloud t rami te  r i sorse  present i  sul la  re te  loca le ,  che 
rappresenta  l ’edge  de l la  core  ne twork  che  co l lega a l  Cloud 
remoto .  
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Le  carat te r i s t iche rappresentat ive  de l  model lo  sono  le  
seguent i :  
  so f t  s ta te :  i  se rv izi  Cloudle t  sono  in tes i  come 
comple tamente  auto  ges t i t i ,  per  ques to  s i  l imi te ranno a  
contenere  sono un  cer to  t ipo  d i  s ta to  temporaneo,  
proveniente  dai  dispos i t iv i  o  da l  Cloud in  caso  d i  cache  dei  
contenut i ;  lo  s ta to  s ign if ica t ivo  viene d i ro t ta to  d i re t tamente  
su i  server  Cloud di  suppor to .  Data  l ’operabi l i t à  in  ambient i  
os t i l i ,  l a  d is t ruzione  d i  una cent ral ina  non deve  cons iderars i  
un  evento  ca tas t rof ico  per  i l  s i s tema in  genera le .  
  power fu l ,  wel l -connec ted and sa fe :  dovendo r icevere  un 
notevole  car ico computaz iona le  demandato gl i  da i  
d i spos i t iv i  mobi l i  per t inent i  a l la  propr ia  a rea ,  le  cent ra l i  
Cloudlet  devono essere  dotate  di  una  tecnologia  ada t ta  
a l l ’esecuzione  di  ta l i  computaz ioni  resource - in tens ive ,  
inc lusa un’adeguata  a l imentaz ione .  Tip icamente  sono 
Fig u ra  7  Arch i te t t u ra  Clo ud le t  a  t re  l i v e l l i .  
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connesse  ad  un  cana le  In te rne t ,  t rami te  i l  qua le  accedono al  
Cloud ,  v ia  cavo  con  tecnologie  s tab i l i  e  veloc i .   
  c lose  at  hand :  è  essenz ia le ,  a i  f ini  de l  cor re t to  
d isp iegamento  de i  se rv izi  Cloudle t ,  l a  v ic inanza  de i  se rver  
ag l i  u t i l i zza tor i .  La  pross imi tà  log ica  dei  c l ien t i  a l le  
macchine  che  conta t tano  s i  t raduce in  una  connessione  a  
bassa  la tenza ,  con a l ta  banda d isponib i le  e  con la  possib i l i t à  
d i  f a re  de l le  s t ime e  prev is ioni  prec ise  de l le  sue 
performance .  
  bui lds  on  s tandard  c loud technology :  non essendo una 
tecnologia  sos t i tut iva ,  s i  adot te ranno i  c lass ic i  meccanismi  
che  vengono usat i  ne l le  pia t taforme Cloud;  ovvero  la  
ges t ione  de i  task  provenient i  da i  d ispos i t iv i  mobi l i  v iene 
demandata  a l le  macchine  v i r tua l i ,  che  sono  a  loro  vol ta  
amminis t ra te  da c lass iche inf ras t ru t tu re  Cloud come 
Amazon EC2  oppure  Openstack .  La  d if f erenza  con  le  
p ia t taforme Cloud è  che  ques te  hanno funz iona l i tà  
aggiunt ive  der ivant i  da l la  loro  na tura  Cloudle t .   
I l  Cloudle t  incarna  tu t te  que l le  cara t ter i s t iche che sono 
d iventate  essenzia l i  per  l ’esecuzione  di  task  che  usano 
in tensamente  le  r i sorse  d isponib i l i  in  una comunicaz ione 
for temente  accoppia ta .  L’ut i l izzo de l le  macchine v i r tua l i  
permet te  a i  se rv iz i  d i  essere  t rans ien t i ;  ovvero  veni re  crea t i  
sovrapponendo spec if ic i  metadat i  ad  immagin i  base  de i  var i  
s i s temi  opera t iv i ,  per  po i  essere  fac i lmente  d ismessi  f acendo 
tornare  i l  s i s tema,  inteso anche come r i sorse  f i s iche,  a l la  sua 
vers ione  vani l la .  La  t rans i tor ie tà  de i  se rv izi  è  di  fondamenta le  
suppor to  a l l ’e te rogene i tà  e  a l la  mobi l i tà  dei  c l ien t i  che una 
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cen t ral ina Cloudlet  può servi re .  La segmentaz ione  del  sof tware 
permet te  una ne t ta  separaz ione d i  c iò  che è  l ’ambiente  a t tua le  di  
esecuzione  da  que l lo  che  la  s taz ione  deve  conservare  come 
contenuto  permanente .   
I l  Cloudle t  r ie labora  due  dei  conce t t i  fondamenta l i  present i  
in  tu t te  le  tecnologie  mobi l i  che  ut i l i zzano  la  v ir tual izzazione 
come meccanismo d i  as t raz ione  de l le  r i sorse .  In  generale  es i s tono 
due  approcc i  t rami te  i  qua l i  una  macchina  v i r tua le  viene  messa 
in  esecuz ione.  Nel la  migrazione  d i  una  macchina  v i r tua le  s i  ha  i l  
comple to  t rasfer imento  de l lo  s ta to  de l la  memor ia ,  de i  reg is t r i  
de l la  CPU,  e  de l lo  s ta to  temporaneo  propr io  de l la  macchina  in  
esecuzione .  L’a l t ro  approccio  è  rappresenta to  da l la  s in tes i ,  che 
rappresenta  l ’a l locaz ione,  secondo div erse  s t ra teg ie ,  del le  r isorse  
necessar ie  ad un consumatore .  I  p ross imi  paragraf i  sp iegheranno 
qua l  è  i l  c r i te r io  che i l  Cloudlet  usa  per  real izzare  ques t i  
impor tan t i  meccanismi  d i  s in tes i  e  d i  handoff  che  permet tono ,  
r i spe t t ivamente ,  l a  f ru iz ione  e  i l  t ras fe r imento  de i  serviz i .   
 
3.3.1 Sintesi  
Le p iat taforme d i  cyber - foraging,  che  forn iscono r isorse  
aggiunt ive  a i  c l ient i  mobi l i  da l le  capac i tà  r i s t re t te ,  usano  d iverse  
s t ra teg ie ,  p iù  o  meno specula t ive ,  per  res t r ingere  a l  min imo i l  
t empo d i  s in tes i  d i  una mac china v i r tuale  ut i le  a l l ’u ten te  de l  
serv izio .  In  s i s temi  d i  ques to  t ipo  le  appl icazioni  sono 
par t iz iona te  t ra  la  par te  c l ien te  in  esecuz ione  su i  d i spos i t ivi  
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mobi l i  e  i l  se rver  messo  in  esecuz ione  da l la  s t ru t tura  remota .  Di  
so l i to  è  i l  consumatore  a  conta t t are  i l  provider  dei  se rv izi  per  
r ich iedere  di re t tamente  la  r i sorsa ,  se  d i sponib i le ,  o  i l  suo 
reper imento qua lora  non lo  fosse .  Come s t ra tegia  d i  esempio  
mol to  d inamica ,  ver rà  presenta ta  que l la  u t i l i zza ta  da l  model lo  
Cloudlet ,  che  ingloba  mol te  del le  cara t t e r i s t iche  de l  meccanismo 
generale  d i  p rovis ioning  d i  una  macchina  vi r tua le .   
Un hos t  che  r iceve  r ich ies te  da i  c l ien t i  ospi ta  a l  p ropr io  
in te rno una  p ia t taforma d i  ges t ione de l le  macchine  vi r tua l i ,  un 
f ron t -end  per  la  comunicaz ione  con g l i  u ten t i  e  de l le  im magin i  
base  d i  s i s temi  opera t ivi  maggiormente  u t i l i zzat i .  Per  esempio ,  
come e lemento s ta t ico  presente  negl i  hos t  Cloudle t  s in  da l  se t -
up ,  o l t re  a l le  immagin i  bas i  e  a l  manager  de l le  macchine  v i r tua l i ,  
s i  t rova  anche  un  serv izio  d i  d iscovery;  ques t ’u l t imo  permet te  i l  
reper imento de l l ’ ind i r izzo  del la  cent ra l ina  s tessa  da par te  di  
u ten t i  che r ich iedono cara t te r i s t iche  spec if iche  de l  Cloudlet  
su l l ’edge  del la  re te .  I l  se rviz io  d i  d i scovery è  responsabi le  
del l ’adver t i sement  in  mul t icas t  de l la  presenza de l  Cloud l e t  Hos t  
ne l la  re te  locale .  I  se rv iz i  d i  di scovery sono s t rument i  l egger i  ed 
appropria t i  per  ambient i  loca l i  perché  ev i tano  la  comunicaz ione 
t ra  i  c l ien t i  mobi l i ,  che  vogl iono usare  se rv iz i  present i  ne l la  
propr ia  sot torete ,  e  la  re te  es te rna .  Sui  d ispos i t i v i  mobi l i  è  in  
esecuzione  un  Cloudle t  Cl ien t  sens ib i le  a l la  r icez ione  di  
messaggi  in  mul t icas t  che lo  not i f icano  de l la  presenza de l  server  
Cloudlet  su l la  re te  loca le  a  cu i  è  co l lega to  wire less .  Nel le  
c lass iche  p iat taforme d i  suppor to ,  i l  c l iente  mobi le ,  ve nuto  a  
conoscenza del l ’ ind i r izzo  di  una  centra l ina per  i l  cyber  forag ing,  
può avviare  la  comunicaz ione dei  da t i  re la t iv i  a l  se rv izio  da 
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esegui re  verso  i l  se rver ;  i l  qua le  provvederà  a l  provis ioning  di  
una  macchina v i r tua le  segna lando la  r ichies ta  a l la  p ia t taforma 
che  le  ges t isce  sul  nodo hos t .  Quando la  r isorsa  sarà  pronta ,  i l  
c l ien te  ne  verrà  informato  e  pot rà  demandare  le  proprie  
computaz ioni  pesant i  a l la  macchina  v i r tua le  appena  forni ta .  
L ’a rchi te t tura  Cloudle t ,  ad  esempio ,  come  scambio  d i  
informazioni  re la t ive  a l  serv iz io  da  esegui re ,  prevede  la  
consegna ,  dal  c l ien te  mobi le  a l  Cloudle t  Server ,  d i  un  f i le  
over lay.  I l  se rv izio  è  avviab i le  solo  se  l ’host  poss iede  l ’ immagine  
base  del  s i s tema da l  qua le  l ’over lay è  s ta to  genera to;  viene quindi  
esegui to  ques to cont ro l lo  che ,  se  dà  es i to  posi t ivo,  ab i l i t a  i l  
ges tore  d i  macchine  v i r tua l i  ad  avviare  una  VM re la t iva  a l  
se rv izio  r ich ies to .  La  f igura  seguente  most ra  le  component i  
fondamenta l i  che in te rvengono ne l la  comunicaz ione  t ra  i l  se rver  
Cloudlet ,  inser i to  ne l la  edge  ne twork ,  e  i  c l ien t i  che ch iedono d i  
esegui re  dei  task  con  le  r i sorse  del la  cent ra l ina  
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I l  c l iente  mobi le ,  s i tua to  ad  un  hop  wire less  d i  d i s tanza  da l  
se rver ,  memor izza un cer to  numero  d i  over lay che  contengono i l  
codice  e  i  dat i  da  mandare  a l  server  per  l ’esecuz ione  de l  re la t ivo 
serv izio .  Se la  connessione  a l  Cloud è  d isponib i le ,  per  
o t t imizzare  lo  spaz io  disponib i le  e  i l  consumo d i  energ ia  del  
d i spos i t ivo  mobi le  durante  i l  p rocesso  d i  s in tes i ,  è  poss ib i le  
memorizzare  solo un URL rela t ivo a l l ’ov er lay de l  se rv iz io  di  
in te resse ;  d i  modo da  consegnare  ques to  l ink  a l  Cloudle t  che  in  
au tonomia  provvede  a  scar ic are  l ’over lay .  La  modal i tà ,  in t rodot ta  
Fig u ra  8  Arch i te t t u ra  c lo u dle t  p e r  i l  c yb er - fo ra g in g .  
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da l  Cloudle t ,  d i  consegna loc a le  del la  componente  u t i le  
a l l ’esecuzione  di  un  se rv iz io ,  rende  la  ve loc i tà  d i  ques to  processo 
dipendente  so lo  dal la  tecnologie  wireless  ins ta l la te  su l le  centra l i  
e  non  p iù da l le  cara t te r i s t iche a t tua le  del la  re te  WAN.  Una 
modi f ica  a l  compar to hardware di  un se rver  d i  ques to t ipo 
co inc ide  d i re t tamente  con  una  maggiore  ve loc i tà  ne l la  s in tes i  di  
nuove  macchine  v i r tual i ,  ind ipendentemente  dal l ’avanzamento 
t ecnologico  che  subisce  para l le lamente  la  re te  In te rne t .   
Per  quanto  r iguarda  la  generaz ione  de l le  informazioni  u t i l i  
a l  server  per  avviare  g l i  spec if ic i  se rv iz i  r ich ies t i  da i  c l ien t i ,  per  
i l  model lo  Cloudle t ,  i l  p rocesso  d i  c reazione  di  un  over lay è  
esegui to  of f l ine ,  in  modo da  non  pesa re  sul la  comunicaz ione  run -
t ime.  
In  pr ima ana l i s i ,  l ’hos t  s i  p rocura  una immagine  d i  una  Base 
VM contenente  i l  s i s tema operat ivo  d i  base  su l  quale  andare  ad 
ins ta l la re  successivamente  i l  se rv iz io .  L’immagine  base  può 
Fig u ra  9  Pro cesso  d i  c rea z ion e  d i  un  Over la y .  
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essere  contenuta  s ta t icamente  a l l ' in te rno  de l  se rver ,  oppure 
essere  scar ica ta  da l la  re te  es te rna .  Non è  improponibi le  seguire  
la  s t rada  s ta t ica  durante  ques to  passo ;  da to  che  la  s t ragrande 
maggioranza d i  serv iz i  sono esegui t i  so lo su  un  numero  r i s t re t to  
d i  s i s temi  opera t iv i ,  è  possib i le  forn i r l i  tu t t i  ant ic ipatamente  a l  
se rver  per  ev i ta re  connessioni  inu t i l i  se  non in  cas i  es t remamente  
par t ico la r i  che non  involvono uno de i  convenziona l i  s is temi 
maggiorente  usat i .  Una macchina v ir tua le  v iene  quindi  c rea ta  a  
par t i re  da un’ immagine  base .  L’appl ica t ivo  server ,  e  le  re la t ive  
l ib re r ie ,  vengono ins ta l la te  su l la  macchina  v i r tuale  appena 
c rea ta .  Al la  f ine  de l le  operaz i oni  d i  se t -up de l  se rv iz io ,  la  
macchina  viene sospesa .  Quando la  macchina  viene sospesa 
vengono crea t i  due  f i le  che f aranno par te  de l l ’over l ay:  i l  p r imo 
cor r i sponde a l la  d if f e renza del  di sco  t ra  la  macchina  v i r tua le  
appena sospesa  è  que l la  or igina le  di  base;  i l  secondo cont iene 
invece la  dif f erenza  b inar ia  t ra  la  memor ia  de l la  VM sospesa  e  la  
memoria  de l l ’ immagine  base .  I  de l ta ,  re la t iv i  a  d i sco e  memor ia ,  
vengono compress i  ins ieme a l l ’ in te rno d i  un  unico  f i le  
rappresentan te  l ’over lay.   
La  s in tes i  può  segui re  d iverse  s t ra teg ie  [31]  per  r idurre  i l  
t empo d i  avvio  de l l ’appl icaz ione ,  che  rappresenta  l ’ in te rva l lo  che 
separa  l ’a r r ivo  di  una r ichies ta  di  p rovis ioning a l  se rver  e  la  
re la t iva  r i spos ta  d i  VM Ready,  che  segna la  l ’ef fe t t iva  r ipresa  
del la  macchina  vir tua le .  La metodologia  più  in tu i t iva  è  que l la  
rappresentata  da l la  s in tes i  trami te  comunicaz ione del l ’over lay ,  
che  rappresenta te  la  par te  se rver  d i  una  appl icaz ione  d i  se rv iz io  
cos t ru i ta  su  un  model lo  c l iente / se rv i tore .  Esso ,  una  vol ta  
consegnato  a l  se rver ,  v iene appl icato  ad una macchina  v ir tua le  
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avvia ta  da l l ’ immagine  base  da  cui  l ’over lay  è  s ta to  genera to .  I l  
con t ro l lo ,  come ant ic ipa to ,  è  f a t to  su l la  compat ib i l i t à  t ra  
l ’over lay e  le  immagin i  base  che  i l  se rver  conosce .  Olt re  a l la  
c lass ica  s in tes i  t rami te  r icez ione e  decompress ione  di  un  over lay,  
è  poss ibi le  adot ta re  un  metodo d i  t ipo  Cached VM .  I  se rver  
vengono approvvig iona t i  an t ic ipa tamente  d i  macchine  v i r tua l i  
cor r i spondent i  a i  se rv iz i  che r ichiederanno i  c l ien t i  mobi l i .  A run 
t ime,  i l  d i spos i t ivo  mobi le  ver i f ica  che  i l  se rver  abbia  una 
macchina  vi r tua le  d i  serv iz io  opera t iva  e  cor r ispondente  
a l l ’appl icaz ione  che  i ntende  esegui re .  Se  es is te  una  macchina  d i  
ques to t ipo ,  i l  se rver  in  esecuz ione su l l ’hos t  c loudlet  c rea  una 
copia  d i  t a le  macchina  e  res t i tu i sce  ind i r izzo e  por ta  d i  accesso 
a l  c l ien te .  È  possib i le  a l legger i re  i l  ca r ico  d i  da t i  p resent i  su l  
d i spos i t ivo  mob i le  t rami te  la  tecn ica  Push :  i l  server ,  in  questo 
caso ,  non solo  cont iene già  le  macchine  vi r tua l i  re la t ive  a i  
se rv izi ,  ma  anche le  r i spe t t ive  par t i  c l ien te .  I l  mobi le ,  en t rando 
in  conta t to  con  una  cent ra l ina d i  cyber -foraging ,  la  in te r roga sui  
se rv izi  che  essa  forn isce e  d i  conseguenza  ne  scar ica  la  par te  da 
esegui re  sul  d ispos i t ivo ,  s imi lmente  a  quanto  accade  quando s i  
accede  a i  c lass ic i  app -s tore .  I l  cont ro l lo  che  viene  ef fe t tua to  in  
ques to a lgor i tmo è  re la t ivo a l le  poss ib i l i t à ,  del  s is tema opera t ivo 
in  esecuzione sul  device,  di  esegui re  la  par te  c l ien te  che  g l i  v iene 
consegnata  da l  se rver .  In  caso  pos i t ivo ,  i l  c l ien te  r iceve 
l ’appl ica t ivo  e  lo  ins ta l la ;  contemporaneamente  i l  se rver  host  
avvia  una  macchina  v i r tua le  corr i spondente  e ,  quando pronta ,  
r imanda  ind ir izzo  e  por ta  a l  d i spos i t ivo .  I l  metodo più f less ib i le  
d i  tu t t i ,  ma  che  ha  anche  qua lche  svantaggi o  è  denomina to  On-
Demand VM Provis ioning  [32] .  I l  c l ien te  in  ques to  caso  consegna 
a l  se rver  non  un  over lay,  ma un  f i le  d i  co nf iguraz ione ,  ovvero un 
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f i l e  genera to  da  un too l  au tomat ico  che  è  usa to per  assemblare  un 
serv izio  par tendo da  una  immagine  base .  I l  se rver  crea  come a l  
so l i to  una  copia  de l l ’ immagine  base per  po i  appl icare  lo  sc r ipt  d i  
conf iguraz ione  che  scar ica ,  ins ta l la  e  avvia  le  component i  
sof tware .  Lo  svantaggio d i  questa  var ian te  è  rappresenta to  non 
so lo  da l la  compat ib i l i t à  r ich ies ta  con  lo  s t rumento  che genera  lo  
sc r ip t  d i  conf iguraz ione,  ma anche  da l la  obbl iga tor ia  presenza,  
in  una  repos i tory loca le  o  su  un  s i to  d i  d i s t r ibuzione de l  codice 
af f idale ,  d i  tu t t i  g l i  e lemen t i  u t i l i  a l  se t -up de l  se rviz io .   
 
3.3.2 Handoff  
La mobi l i tà  de i  c l ien t i  dete rmina la  necessi tà  di  una  
procedura  per  spos ta re  tu t to  i l  car ico  computaz iona le  da una 
cent ral ina ad un’a l t ra  più  v ic ina  a l l a  nuova  pos izione de l l ’u ten te .  
L’handof f  è  i l  meccanismo,  t rasparente  a l le  appl icaz ioni ,  che 
avvic ina  i l  se rvizio  gener ico in  corso ,  ad una cent ra l ina p iù 
conveniente  d i  que l la  a t tua le ,  da l la  qua le  l ’u tente  s i  s ta  
a l lon tanando,  per  ev i ta re  un  eccessivo  deg rado  de l le  pres taz ioni  
del l ’appl icaz ione in  esecuz ione .  L’handoff  d i  una macchina 
v i r tuale  opera t iva su l l ’edge  de l la  re te ,  anche  essendo s imi le  a  
quanto succede con  la  l i ve  migrat ion  per  le  p ia t taforme Cloud,  
d if f e r i sce  da  ques to  processo  in  a lcuni  punt i  [33] .  Ment re  la  
migraz ione  a  caldo  cerca  d i  min imizzare  l ’ul t imo passo  de l  
procedimento,  ovvero  quando la  macchina v ir tua le  è  
inu t i l izzabi le ,  l ’handoff  ha come obie t t ivo d i  base  la  r iduz ione di  
tu t to  l ’ in terva l lo  u t i le  a l  comple tamento  de l l ’operaz ione .  La 
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migraz ione a  ca ldo  propr ia  de l  Cloud,  per  minimizzare  i l  tempo 
di  inopera t ivi tà  de l la  macchina  vi r tua le ,  cont inua  l ’esecuzione 
su l la  sorgente  anche  durante  i l  t rasfe r imento.  Se in  ques to 
f rangente  v iene  modif ica to  lo  s ta to  de l la  memor ia ,  i l  p rocesso  s i  
r ipe te ,  con  i te raz ioni  sempre  d i  minor  dura ta;  f in  quando,  durante  
l ’u l t imo passo ,  s i  ha  la  sospens ione de l la  macchina e  i l  
t rasfer imento  de l l ’u l t ima p iccola  par te  d i  memor ia  modi f ica ta ,  
per  poi  eseguire  la  r ia t t ivaz ione  su l  da ta  c enter  des t inazione.  
Bisogna  notare  come la  migraz ione  s ia  l imi tan te  r i spe t to  
a l l ’handoff  perché  non  esegue  i l  t rasfe r imento  de l lo  s ta to  de l  
disco ,  ma so lo  de l la  memor ia .  In  ambiente  Cloud s i  può 
cons iderare  acce t tab i le  questa  s i tuaz ione perché  s i  suppone  c he 
ques to s ta to  s ia  accessib i le  ad una  locaz ione  condiv isa  t ra  i  
se rver .  Per  t rasfer i re  una  macchina  a  ca ldo non occorre  una 
connessione  ad  a l ta  banda  come per  i l  Cloud,  ma occorre  la  
presenza ,  nel l ’hos t  di  des t inaz ione ,  d i  una  immagine  base 
compat ib i le  con  la  macchina  v ir tuale  che  s i  s ta  t rasfe rendo.  
I l  processo  de l l ’handoff ,  u t i l i zza to  da l la  nuova  arch i te t tura  
Cloudlet ,  p rende spunto  da l la  s in tes i ,  ovvero  co involgendo 
l ’over lay ,  ma  ques ta  vol ta  a  run  t ime.  Invece  che  cons iderare  la  
creaz ione  d i  un  over lay so lo  un  passo es te rno  a l l ’esecuzione ,  esso 
viene  esegui to  mol tep l ic i  vo l te ,  su l  Cloudle t  sorgente ,  durante  
l ’handoff .  Se per  la  s intes i  i l  t empo necessar io  per  la  generazione 
d i  un  over lay e ra  t rascurabi le ,  perché  of f l ine ,  nel l ’handoff  
diventa  un  fa t tore  d i  fondamenta le  impor tanza ,  vo lendo prendere  
in  consideraz ione i l  t empo tota le  de l  t rasfer imento .  Ridurre  
ques to  in te rva l lo  è  d i  fondamenta le  impor tanza  per  garant i re  una 
esper ienza soddisfacente  nel l ’ut i l i zzo  d i  serv izi  in  mobi l i tà .  Sono 
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s ta te  sugger i te ,  a  ta l  p roposi to ,  d i f f eren t i  so luz ioni  che 
acce lerano  la  creaz ioni  di  un  over lay in  base  a l le  r isorse  hardware 
d i sponibi l i  [33] .  Durante  le  cont inue  c reaz ioni  d i  over lay che  
avvengono in  cor r i spondenza  d i  un  handoff ,  la  macchina  v i r tuale  
cont inua  ad  essere  opera t iva  e  po trebbe  r icevere  de l le  r ich ies te  
da i  c l ien t i  che  ne  modi f icano  lo  s ta to .  Le  modif iche  a t tual i  
ver ranno invia te  ne l la  i te razione  success iva ;  f ino  a  quando la  
dura ta  de l l ’ i teraz ione  d iventa  suf f ic ien temente  cor ta  da  pote r la  
cons iderare  pr iva d i  comunicaz ioni .  A ques to punto i l  s i s tema 
sospende l ’esecuz ione de l la  macchina v i r tua le  e  comple ta  
l ’operaz ione  d i  handoff .   
Al  f ine  d i  o t t imizzare  i l  t empo tota le  occorrente  per  la  
comple ta  esecuz ione  d i  un handoff ,  le  r isorse  pr inc ipa l i ,  qua l i  la  
capac i tà  computaziona le  e  la  banda d i  re te  d i sponib i le ,  vengono 
moni tora te  cont inuamente  per  ada t ta re  i l  p rocesso  a l l ’a t tua le  
condiz ione  operat iva .  L’eur is t ica  che  se lez ione  la  migl iore  
modal i tà  opera t iva  che  mass imizza  i l  throughput  to ta le  del  
s i s tema è  d inamica  e  reagisce  a i  cambiament i  re la t iv i  a l la  banda 
e  a l le  r i sorse  d i  e laborazione  d isponib i l i .  
 
3.4 Elijah 
Una de l le  implementaz ione  open source p iù  comple te  
r iguardant i  l ’arch i te t tu ra  Cloudle t  a  t re  l ive l l i  è  senza  dubbio  la  
pia t ta forma  Eli jah .  Essendo s ta ta  concepi ta  come un’es tens ione 
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d i  una  d if fusa  p ia t taforma IaaS  Cloud,  essa  adot ta  lo  s tesso  t ipo 
d i  l i cenza  Apache Vers ion 2 .0 .  E l i jah  è  un proge t to  col labora t ivo 
i l  cu i  maggiore  cont r ibuto  è  dovuto  a l  g ruppo d i  r icerca de l la  
Carnegie  Mel lon Univers i ty  (CMU ) ,  ma  che  s ta  r icevendo 
parecchio  in te resse  da  par te  d i  tu t te  le  az iende  leader  ne l  campo 
de l  Cloud open  source  [34] .  Le  es tens ioni  c reate  per  i l  Cloudlet  
da l  t eam di  El i jah ,  appl icate  a l la  p ia t taforma Opens tack ,  la  
t rasformano in  Opens tack++ ;  s t rumento  capace d i  esegui re  tu t t i  
i  pass i  che cont raddis t inguono i l  model lo  Cloudle t  i l lus t ra to  
precedentemente  [35] .  Uno de l i  ob iet t iv i  p r inc ipal i  de l  p roget to  
è  que l lo  d i  s tandard izzare  le  API  Cloudle t ,  come precedentemente  
è  successo con Opens tack  per  quanto  concerne  invece  le  
in te rfacce  Cloud.  In  ques to  modo,  i  p rovider  d i  sof t ware  e  
hardware  con capac i tà  Cloudle t  po t ranno cont r ibu i re  a l la  
forn i tura  d i  se rv iz i  su  divers i  l ivel l i  mantenendo una 
compat ib i l i tà  g loba le .  
La  lungimiranza ins i ta  ne l lo  s t rumento  Opens tack  ha 
lasc ia to  spaz io,  t rami te  meccanismi  d i  es tens ione ,  ad approcci  
Fig u ra  1 0  Co n f ron to  t ra  l a  ca t en a  d i  ch ia ma te  p er  u na  r ich i e s ta  d i  API  i n  Op en s ta ck  e  i n  Op en s ta ck++.  
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d ivers i  da  que l l i  prev is t i  in iz ia lmente ;  cos ì  da  dare  la  poss ib i l i t à  
d i  sper imentare  nuove  opz ioni ,  senza preoccupars i  d i  modif icare  
le  API  s tandard .  Le  es tens ioni ,  essendo in te r rogabi l i ,  possono 
essere  scoper te  su r ichies ta  dagl i  u ten t i ;  i  qua l i ,  conta t ta ndo un 
c lus ter  Opens tack,  ne  ver i f icano run  t ime l ’abi l i taz ione a l le  
funz ioni  Cloudle t .  I l  meccanismo de l le  es tens ioni  è  rea l izzato 
permet tendo ag l i  sv i luppa tor i  d i  u t i l i zzare  le  propr ie  c lassi  
Ex tens ion .  La c lass ica  ca tena d i  chiamate  per  Opens tack  preved e 
che  una  r ich ies ta  di  API  da  par te  d i  un  u ten te  ar r iv i  pr ima ad  una  
c lasse  extens ion ,  che  di  conseguenza  scegl ie  a  chi  demandare 
l ’ in ter rogaz ione .  Alcune  chiamate ,  se  necessar io ,  a t t raversano  i l  
l ive l lo  di  messaggis t ica  per  a r r ivare  a l  cor r ispondente  nodo  
Compute .  I  comandi  r iguardant i  l e  funz ioni  da  esegui re  su l le  
macchine  v i r tual i  vengono invia t i  dal  nodo Compute 
a l l ’hyperv isor  che  l i  esegui rà  t rami te  un  dr iver  d i  comunicaz ione .  
L’es i to  de l l ’operaz ione  v iene consegnato  a l  c l ien te  r ipercor rendo 
l a  ca tena  del le  ch iamate  a l l ’ inverso .  L’ implementazione  de l le  
funz iona l i tà  Cloudle t  segue ques ta  s tessa  f i losof ia ;  come s i  può 
notare  da l la  f igura  che met te  a  conf ronto  la  gerarch ia  d i  ch iamate ,  
sono  s ta te  inser i te  de l le  es tens ioni  per  in te rce t ta re  que l le  di  
in te resse  per  i l  Cloudle t .  Le  ch iamate  possono essere  d i re t te  su 
de i  f i l e  cus tom cambiando de i  paramet r i  ne i  f i l e  di  
conf iguraz ione  di  Opens tack .  Le  c lass i  modi f ica te  per  i l  Cloudle t  
sono  specular i  a  que l le  c lass iche  per  Opens tack,  ma con  nomi e  
funz ioni  d iverse :  c loudle t .py ,  cloudle t_api .py ,  
c loudlet_manager .py ,  c loudle t_dr iver .py .  La ges t ione  de l l ’ in te ro 
s i s tema,  grazie  a  ques to  meccanismo d i  aggiunta  d inamica ,  
d iventa  re la t ivamente  sempl ice ;  è  poss ib i le  ab i l i t are  o  
d isab i l i t a re  le  funz ioni  Cloudle t  sempl icement e  copiando de i  f i le  
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in  percors i  s tandard  c rea t i  da  Opens tack .  Le ch iamate  verranno 
indi r izza te  a i  f i le  modi f ica t i ,  invece che  a  que l l i  s tandard ,  come 
indicato  ne i  f i le  di  conf iguraz ione di  Opens tack .  Le  funz iona l i tà  
aggiunt ive  sono  s ta te  rea l izza te  in  l ing uaggio d i  p rogrammazione 
Python ,  e ssedo  que l lo  usa to  da  Opens tack .  
Di  per  se  Opens tack è  uno  s t rumento  complesso che 
comprende  tu t te  le  funz iona l i tà  s tandard  r ich ies te  in  ambient i  
Cloud.  Gl i  svi luppa tor i  d i  El i jah hanno previs to  un u t i l i zzo  p iù 
leggero del le  funziona l i tà  Cloudlet ,  s lega to da quel le  Opens tack,  
fornendo una  vers ione  s tand -a lone .  Ques to  permet te  di  t es tare  in  
modo autonomo le  cara t te r i s t iche  Cloudle t ,  rendendo i l  debug p iù 
agevole .   
 
3.4.1 Openstack++ 
Le funz ioni  imp lementa te  da  Opens tack++ sono que l le  
presenta te  per  i l  model lo  Cloudle t .  S i  può  impor tare  una 
macchina v i r tua le  d i  base  t rami te  i l  ges tore  d i  immagin i  Glance ,  
p ropr io  degl i  ambient i  Opens tack .  Questa  funz ione serve  a  
popolare  an t ic ipa tamente  le  cent ral i  Cl oudle t  con le  immagin i  
base  de i  s i s temi opera t iv i  maggiormente  usat i ;  cara t te r i s t ica  
essenz ia le  de l  model lo  che ,  come ant ic ipato ,  prevede  d i  esegui re  
un  cont ro l lo ,  prevent ivo a l la  messa  in  funz ione d i  una  macchina 
v i r tuale ,  c i rca  la  presenza  de l l a  re la t iva  macchine  base .  
L’impor taz ione  de l l ’ immagine  base  è  esegui ta  of f  l ine ,  
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dal l ’amminis t ra tore  d i  re te ,  a l  momento  de l l ’ ins ta l lazione  de l la  
pia t taforma El i jah su  una cent ra l ina  Cloudlet .   
L’in terf acc ia  u ten te  pr inc ipa le  de l la  p ia t taforma most ra  una  
v isua le  con t re  tabe l le  ind icant i ,  dal l ’a l to  verso i l  basso,  
r i spe t t ivamen te  le  basi ,  g l i  over lay e  le  macchine  v i r tua l i  
Cloudlet  a t tua lmente  disponib i l i .  Da  ques ta  schermata  s i  può 
esegui re  l ’ impor taz ione  di  una  immagine  base .  
L’ impor taz ione  d i  una immagine  base  in  Openstack++ è  
equiva len te  a l  sa lva taggio di  un  blob  t rami te  i l  ges tore  Glance  di  
Opens tack ;  le  API  u t i l izza te ,  infa t t i ,  sono  ugual i  a  que l le  d i  
Glance ,  con  l ’unica  d if fe renza  d i  essere  esegui te  d iverse  vol te ,  
invece  che  una  sola  come avviene  per  le  t ip iche  immagin i  Cloud.  
Fig u ra  1 1  In t e r fa cc ia  u t en t e  Op en s ta ck  re la t i va  a l  C lo u d le t .  
F ig u ra  1 2  Imp o r ta z ion e  d i  un a  imma g in e  
b a se .  
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Una  immagine  base  è ,  in  real tà ,  un  f i le  compre sso  contenente  
quat t ro  component i  a l  propr io  in te rno:  un’ immagine  del  d i sco di  
base  e  i l  re la t ivo  va lore  hash ,  uno  snapshot  de l la  memor ia  e  i l  
re la t ivo  hash .  Ques t i  qua t t ro  f i le  vengono pr ima decompress i  e  
po i  sa lva t i  s ingolarmente  in  Glance .  Ess i ,  anche  r appresentando 
en t i tà  separa te  per  i l  s i s tema d i  s torage ,  sono  legate  da l  comune 
va lore  de l la  propr ie tà  base_sha256_uuid ,  che  ne ident i f ica  
l ’appar tenenza ad  una s tessa  immagine  base  avente  quel  
par t ico la re  ident i f ica t i  un ivoco .  Ol t re  a  ques ta  propr ie tà  
aggiunt iva ,  le  immagin i  Cloudle t  sa lva te  in  Glance  contengono 
anche  un par t ico la re  f lag ,  i s_c loudle t ,  che  le  ident i f ica  come 
Cloudlet ,  a  di f f erenza  d i  que l le  Cloud,  che  pot rebbero comunque 
coes is te re  a l l ’ in terno  del lo  s tesso ges tore  d i  immagin i .  Un’a l t ra  
propr ie tà  degna  di  no ta ,  che  viene usa ta  success ivamente  dal  
dr iver ,  è  base_resource_xml_s tr .  Ques ta  cont iene  l ’ in te ra  
conf iguraz ione  l ibv ir t  che  ind ica  le  cara t te r i s t iche  che  devono 
avere  le  macchine v i r tua l i  genera te  da  questa  base .  Al la  r ipresa ,  
o  s intes i ,  d i  una  macchina  vi r tuale  v iene  c rea to  un  cor r ispondente  
f lavor ,  se  esso non  è  g ià  presente  so t to  s tesso  nome;  ovvero un 
prof i lo  Openstack  che  indica  le  cara t te r i s t iche  de l le  nuove 
i s tanze  v i r tua l i  avvia te .   
Di so l i to  l ’ impor taz ione d i  una  macchina base è  segui ta  
da l la  sua  r ipresa ,  esegui ta  t rami te  l ’opz ione  Resume Base  VM .  
Ques ta  operaz ione ,  anch’essa  esegui ta  off  l ine ,  rappresenta  i l  
momento  in  cu i  gl i  sv i luppa tor i  de l  se rv izio  Cloudlet  se t tano la  
propr ia  macchina v i r tua le  con  le  l ibre r ie  e  i  server  u t i l i  
a l l ’esecuzione  de l  par t ico lare  serv izio .   
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L’is tanza resumed verrà  v isual izza ta  ne l la  tabel la  infe r iore  
presente  ne l la  scheda  pr incipa le  d i  Opens tack++ re la t iva  a l  
Cloudlet ,  mos t ra ta  ne l la  re la t iva  f igura .  Ques ta  operaz ione  è  
ana loga a l la  r ip resa  d i  una macchina v i r tuale  da  uno  snapshot  per  
quanto r iguarda  la  vers ione  c lass ica  d i  Opens tack,  con la  
d if f e renza che ades so la  ch iamata ,  p r ima d i  a r r ivare  
a l l ’hyperv isor ,  passa  dal  Cloudle tDriver ,  c lasse  che  e red i ta  le  
p ropr ie  capaci tà  da l  d r iver  d i  base  Libv ir tDriver .  I l  d r iver  
modif ica to  esamina  la  r ich ies ta  proveniente  dal l ’u ten te  e  
in te r roga  l ’ immagine  r ich ies ta  su l la  su a  na tura  Cloudle t .  Se  i l  
cont ro l lo  è  posi t ivo ,  invece  d i  avviare  l ’ is tanza  dal  boot ,  i l  d r iver  
Cloudlet  l a  r ip rende  da l lo  snapshot .   
Successivamente  a l l ’ ins ta l laz ione  del le  l ib rer ie  e  de i  se rver  
necessar i  a l l ’esecuz ione de i  se rv iz i  Cloudle t  p resent i  su l la  
macchina  v i r tua le ,  d i  so l i to  lo  svi luppa tore  ch iede  ad  Opens tack 
d i  generare  un  over lay  a  par t i re  da  una  i s tanza  r ipresa  e  ancora  
in  esecuz ione .  Ques ta  operaz ione  genera  degl i  snapshot  u t i l i  a  
r ip rendere  la  macchina da  ques to  punto  e  success ivamente  l i  
compr ime in  un  f i le  over lay  scar icab i le ,  memor izzandolo  in  
Fig u ra  1 3  Rip resa  d i  u n a  VM a  p a r t i re  d a  
u n ' imma g in e  b a se .  
  
[ 74]  
 
Glance  e  cance l lando la  macchina  v ir tua le  da  cui  è  s ta to  c reato  i l  
f i l e .  Questa  nuova  funz iona l i tà  v iene aggiunta  t rami te  i l  
meccanismo de l le  es tens ioni ,  def inendo una  nuova  classe ,  
CloudletAPI ,  che  e red i ta  i l  propr io  compor tamento  da 
nova_rpc.ComputeAPI .  L’over lay ,  o  un  l ink u t i le  a l  suo 
download,  v iene  consegnato ,  da l  p rovider  de l  se rviz io ,  ag l i  u ten t i  
mobi l i ;  i  qua l i  a  ques to  punto  sono abi l i ta t i  a l l ’esecuz ione  de i  
se rv izi  Cloudle t  per  cu i  l ’ over lay è  s ta to  genera to .   
L’operaz ione  d i  s in tes i ,  p resenta ta  in  precedenza so lo  in  
maniera  teor ica ,  è  esegui ta  run  t ime.  Trami te  questa  procedura,  
un  u tente  mobi le  può  avviare  i l  p rovis ioning  d i  una macchina 
v i r tuale ,  contenente  un  back -end  server  u t i le  a l l ’esecuz ione  del  
serv izio ,  su  un v ic ino  Cloudle t .  Per  s inte t izzare  una macchina 
vi r tuale  occorre  ind icare  l ’URL re la t ivo  al l ’over lay da  u t i l i zzare  
per  la  s intes i .  I l  r i su l ta to  è  una  macchina  v ir tua le  most ra ta  
sempre  ne l la  tabe l la  re la t iva  a l le  i s tanze ,  m a,  ques ta  vol ta ,  d i  t ipo 
provis ioned ,  invece  che  resumed  come ne l  caso  Resume Base  VM. 
I l  metodo è  mol to  s imi le  a  que l lo  usa to  per  l ’avvio  d i  i s tanze  in  
Opens tack ,  con  la  d if fe renza  che i l  messaggio  HTTP POST  
generato  dal l ’utente  cont iene la  parola  ch iave  over lay_ur l  che  ne 
ident i f ica  la  divers i tà .  Ol t re  a  ques ta  nota  d is t in t iva ,  i l  payload 
JSON de l  messaggio  usa to  per  la  s in tes i ,  cont iene  anche  i l  nome,  
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l ’ ind icaz ione  di  qua le  immagine  base  de l  d i sco  s i  s ta  usando e  i l  
f lavor  da  adot tare  in  f ase  d i  avvio del la  nuova  is tanza .   
Una  macchina v ir tua le  s in te t izza ta  può  essere  termina ta ,  
qualora  l ’u ten te  avesse  esauri to  le  proprie  r ich ies te ,  o  in  
a l te rna t iva t rasfe r i ta  t rami te  un  handof f .  Per  t rasfe r i re ,  verso una 
nuova  pia t taforma Openstack ,  un’ i s tanza  d i  una macchina 
vi r tuale  in  esecuz ione ,  occor re  che  i l  r ich iedente  possegga i  
permess i  d i  accesso  s ia  de l l ’ambiente  Opens tack  sorgente ,  che  di  
quel lo  des t inaz ione .  Le  c redenz ial i  occor rono  per  r ich iedere  le  
API  e  vengono inse r i te  nel  payload  de l  messaggio ,  ove 
naturalmente  i l  c l ien te  ind ica  anche l ’URL di  des t inazione  de l la  
macchina  v i r tua le .  Le  macchine  sorgente  e  des t inazione  dove 
r i s iedono le  central i  Cloudlet  possono essere  mol to  e terogene t ra  
lo ro  in  te rmini  d i  capac i tà  computaz iona l i ,  e  non  godere  del le  
s tesse  condiz ioni  d i  re te .  Un t rasfe r imento  d i  una macchina 
v i r tuale  in  esecuz ione  por ta  con se  de i  r i sch i  re la t iv i  a l la  
compat ib i l i tà  de l l ’ hardware  insta l la to  su l la  des t inaz ione .  Non è  
ra ro  incappare  in  incompat ib i l i t à  a  l ive l lo  del le  cara t te r i s t iche 
de l  microprocessore  [36]  che  pot rebbe  presenta re ,  a l la  sorgente ,  
de l le  cara t te r i s t iche  r ichies te  super ior i  a  que l le  che la  
Fig u ra  1 4  In t e r fa cce  u t en t e  p er  l a  S in t e s i  e  l ' Ha nd o f f  d i  u n a  ma cch in a  v i r tu a l e  in  
Op en s ta ck .  
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des t inaz ione  può  forn i re  a l le  macchine  v ir tual i  c reate  o ,  ne l lo  
spec if ico ,  t rasfe r i te .  In  ques to  caso ,  sa rebbe  problemat ico  per  
l ’hyperv isor  forn ire  a l la  macchina  v i r tuale  ques te  propr ie tà ,  d i  
so l i to  rappresentate  dai  f lag de l la  CPU, non e red i tab i l i  dal  
microprocessore  de l  s i s tema hos t .  For tuna tamente  g l i  hyperv isor  
p iù  comuni  suppor tano  un  se t  p redef in i to  d i  model l i  d i  CPU 
assegnabi l i  a l le  v ir tua l  machine,  a l l ’ in te rno  de l  quale  es i s te  una 
ca tena  gerarch ica  d i  compat ib i l i t à ,  con  le  re la t ive  carat te r i s t iche 
per  ogni  model lo .  Confrontando i l  t ipo dei  processor i  rea l i  
ins ta l la t i  su l le  cent ra l i  Cloudle t  in  esame,  se  ne possono 
ident i f icare  i  punt i  in  comuni  e  que l l i  d i  incompat ib i l i t à ,  
ind iv iduando un  model lo  comune  che  possa  essere  r iprodot to  
v i r tualmen te  su  ent rambi  i  s i s temi .   
I l  team di  lavoro d i  El i jah ha  propos to  una modal i tà  che 
acce lera  la  produzione  d i  un  over lay .  L’esigenza  di  t ras fe r i re  nel  
minor  tempo poss ib i le  una macchina v i r tua le  verso una  cent rale  
Cloudlet  p iù  pross ima è  r ich ies ta  sopra t tu t to  da l  processo di  
handoff ,  p iù  che da l la  c reaz ione del l ’over lay per  i  c l ien t i ,  che 
avviene invece  of f  l ine .  Con l ’obiet t ivo  d i  r idur re  la  f ines t ra  
tempora le  che occorre  a l  comple tamento  d i  un handoff ;  la  
procedura  è  s ta t a  a r r icchi t a  d i  paramet r i  conf igur abi l i  run t ime a  
seconda de l le  cara t te r i s t iche  a t tual i  de l la  re te  e  de l  car ico 
computaz ionale  del  se rver  Cloudle t  [33] .  S i  r icord i  che l ’over lay 
è  la  d if f erenza  t ra  lo  s ta to  d i  d isco  e  memor ia  d i  una  macchina 
v i r tuale  in  esecuz ione ,  e  la  cor r ispondente  immagine  base .  
Dovendo t rasmet te re  ques t i  dat i  a l  Cloudle t  d i  dest inaz ione,  
t ra lasc iando le  par t i  de l la  macchina  v ir tua le  che sono r imas te  
ina l tera te  r i spet to  a l la  macchina  base ,  occor re  o t t imizzare  i l  
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processo  d i  c reaz ione  del l ’o ver lay.  Lo  s t ream de i  da t i  modi f icat i  
è  d iv iso  in  chunk d i  d imens ione  minore ,  ognuno de i  qua l i  è  
conf ronta to  con  la  r i spet t iva  par te  de l la  macchina  base e  scar ta to  
se  ugua le  ad  essa .  Per  ques t i  conf ront i  v iene  usa ta  una  funz ione  
d i  hash ,  di  so l i to  SHA-256 .  Trami te  i l  p rocesso d i  de-
dupl icaz ione  ogni  chunk modi f ica to  v iene confronta to  con  tu t t i  i  
chunk del  d i sco ,  de l la  memor ia  de l la  macchina  base  e  con  tu t t i  i  
p recedent i  chunk d i  ques to  passo.  In  questo  modo ogni  dupl icato  
v iene  sos t i tu i to  da  un  l ink che pun ta  a l la  sua  copia  or ig inale .  
L’ul t ima e laborazione  che  i  dat i  subiscono pr ima d i  essere  
immess i  in  re te  è  quel lo  de l la  compress ione .  Per  non  pesare  
t roppo su l la  computaz ione  de l  nodo hos t  Cloudle t ,  che  pot rebbe 
d iventare  un  col lo  d i  bo t t igl ia  a l  par i  de l la  re te ,  s i  useranno 
d ivers i  a lgor i tmi  a  seconda de l la  di sponibi l i t à  computaz iona le  
a t tua le .  Uno degl i  s t rument i  u t i l i zza t i  è  GZIP ,  che  ha  una  modes ta  
f requenza  d i  compress ione  e  usa  poco  le  r i sorse .  In  a l te rna t iva,  
s i  ha  l ’a lgor i tmo LZMA ,  o t t imizza to  per  a l te  f requenza  di  
compress ione  e  decompress ione  a  d iscapi to  de l la  po tenza 
u t i l i zza ta .  Un metodo mediano è  rappresentato  invece 
dal l ’ut i l i zzo  d i  BZIP2 .  Una  u l te r iore  o t t imizzaz ione  d i  tu t t i  
ques t i  pass i  è  la  lo ro  esecuz ione in  paral le lo ,  che u t i l i zza  le  
capac i tà  mul t i  core  de i  modern i  processor i ,  a t t ivando 
s imul taneamente  tu t t i  i  pass i  precedentemente  i l lus t ra t i .  I l  
vantaggio  pr inc ipa le  r i spe t to  a l la  se r ia l izzazione  de i  var i  passi  
r i s iede  nel  po te r  in iz ia re  l ’ inv io in  re te  de i  dat i  re la t ivi  
a l l ’over lay,  para l l e lamente  a l la  loro  e laborazione.  In iz iare  i l  
t rasfer imento  i l  p r ima poss ib i le  o t t imizza  le  r i sorse  
temporaneamente  u t i l i zza te  per  memor izzare  i  da t i  in termedi ,  che 
i  var i  passaggi  d i  l avoraz ione c reano .   
  
[ 78]  
 
3.4.2 Applicazioni Elijah  
Per  incent ivare  l ’u t i l i zzo  de l la  p ia t taforma El i jah  e  
most ra rne i  soddisfacent i  r i su l ta t i ,  i l  team responsabi le  del  
proge t to ,  ha  svi luppa to  e  messo  a  dispos izione  anche un  se t  di  
appl icaz ioni  d imost ra t ive  d i  esempio .  L’appl icaz ione  d i  maggior  
peso ,  da l  punto  d i  v i s ta  de l l ’ in te resse  media t ico ,  è  s icuramente  
Gabrie l  [37] .  I l  t eam di  El i jah  ha  pensa to  un  serv iz io  che  sf ru t ta  
la  poss ib i l i t à  d i  cat tura re  le  immagin i  dai  di spos i t iv i  indossabi l i ,  
per  po i  e laborar le  in  remoto ,  fornendo una  r ispos ta  rea l - t ime 
a l l ’u ten te .  I l  dominio  appl ica t ivo  sce l to  s i  concentra  
su l l ’ass i s tenza cogni t iva  a  persone  che ,  a  causa  de l l ’e tà  avanzata ,  
di  mala t t ie  o  inc ident i ,  sono  af fe t te  da  disab i l i t à ,  che non 
permet tono  lo ro un  regolare  svolg imento  de l le  funz ioni  
quot id iane .  Gabr ie l  v iene propos to come un  sof tware che guida 
ques ta  ca tegor ia  di  u ten t i  durante  i l  lo ro  decl ino  cogni t ivo .  Gl i  
umani  sono mol to  sens ib i l i  a i  r i ta rd i  che s i  ver i f icano ne l la  
comunicaz ione ,  tan to  p iù se  essa  involve  un  processo  graf ico.  
Gabr ie l  s i  è  dovuto  scon tra re  con i  p roblemi  der ivant i  da l la  
r ich ies ta  d i  una la tenza  mol to  bassa ,  d i  poche dec ine  di  
mi l l i secondi ,  un i ta  a l la  necess i tà  di  t rasfe r i re  i l  car ico  su  una 
macchina  più performante  de l  d ispos i t ivo  indossabi le  che 
produce ef fe t t ivamente  i  da t i  da  ana l iz zare .  I l  team di  El i jah 
propone i l  Cloudle t  come p ia t taforma che  forn isce bassa  la tenza 
e  r i sorse  aggiunt ive  a i  d i spos i t iv i  indossabi l i  che  eseguono i l  
se rv izio  d i  ass is tenza  cogni t iva  Gabr ie l  [38] .  
Un’a l t ra  appl icaz ione  che  sf ru t ta  le  cen tra l i  Cloudle t  per  
l ’of f - load  de l le  operazioni  onerose  in  te rmini  d i  r i sorse  è  
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GigaSight .  Gl i  sv i luppa tor i  hanno pensa to ad un f ramework che 
s i  occupasse  di  tu t to  i l  c ic lo  che a t t raversano  i  v ideo car ica t i  da i  
d i spos i t iv i  indossabi l i ;  da l la  lor o  creaz ione ,  a l la  modif ica ,  f ino 
a l la  condiv is ione .  La  mir iade  d i  immagin i  r ip rese  da  te lecamere 
sparse  in  ambient i  p r ivat i ,  ma  anche pubbl ic i ,  ne l le  Smar t  Ci ty 
ad  esempio ,  pr ima d i  essere  memor izza ta  e  condivisa  ha  b isogno 
d i  a t t raversare  i l  cos idde t to  pr ocesso  d i  dena turaz ione ,  che 
e l imina  dal le  immagin i  qualunque r i fe r imento ad informazioni  
pr iva te ,  come vol t i ,  t arghe  di  veico l i  o  a l t re  informazioni  
d i s t in t ive ,  per  tu te la re  la  pr ivacy de i  sogget t i  r ip res i .  GigaSight ,  
basandosi  su l la  loca l i tà  e  su  a l t re  informazioni  contes tual i  forn i te  
tan to  dal le  cent ral ine  radio  quanto  da i  sensor i  su i  d i spos i t ivi  
indossabi l i  conness i ,  condiv ide  ed  e labora  video  d i  in te resse  per  
que l la  zona.  Essi  possono essere  dis t r ibui t i  ag l i  in te ressat i  in  
tempo reale  e  vengono memor iz za t i  e  modi f ica t i  su l le  cent ral i  
Cloudlet  s tesse  per  non  consumare  le  r i sorse  de i  d i spos i t iv i  [39] .  
Tut t i  i  v ideo  e  la  re la t iva  ind ic izzaz ione  sono ora  so t to  i l  
cont ro l lo  de l la  cent rale  su l l ’edge  de l la  re te ,  so lo  i  p iù  
s ignif ica t iv i  o  que l l i  che  hanno bisogno d i  una condiv is ione 
geograf ica  più  ampia  andranno a  s incronizzars i  con  la  re te  es te rna 
su  p ia t taforme Cloud .  
Queste  soluz ioni  mirano  ad  ampl iare  l ’ inte resse  susc i ta to  
dal la  nuova  tecnologia  Cloudle t ,  fornendo  una  prova  di  c ome un 
ammodernamento  de l l ’ inf ras t ru t tura  Cloud es i s ten te  possa 
appor tare  enormi vantaggi  a l l ’esecuz ione d i  appl icaz ioni  dai  
requis i t i  e levat i ,  in  ambient i  os t i l i .   
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3.5 Implementazioni Edge Computing 
Data  la  necess i tà  d i  un l ive l lo  inte rmedio  t ra  i  d i sposi t iv i  
mobi l i ,  sopra t tu t to  del la  f amigl ia  IoT,  e  i l  l ive l lo  Cloud,  le  
comuni tà  scien t i f iche  e  indus tr ia l i  s tanno gradua lmente  
proponendo i l  Fog  Comput ing  come un  passo  necessar io  da 
compiere  e  un model l o  vantaggioso da  adot ta re .  I l  Fog  Comput ing 
forn isce  una  nuova  ca tena  di  valore  che  permet te  ag l i  operator i  
di  apr i re  l ’edge  de l le  lo ro  Radio Access  Network a  te rze  par t i  
f ida te  per  permet te re  i l  deploy sempl ice  e  ve loce  de l le  lo ro 
appl icaz ioni .  Una migl io re  esper ienza  s i  t raduce  in  un  valore  
aggiunt ivo  da  proporre  a i  c l ien t i ,  che vedono le  lo ro  appl icazioni  
a r r icchi te  da  una  la tenza  mol to  bassa  e  da  informazioni  
contes tua l i .  Non so lo  gl i  sv i luppa tor i  d i  appl icaz ioni  benef ic iano 
de l le  nuove  oppor t uni tà  economiche  in t rodot te  da l l ’Edge 
Comput ing ,  ma anche  g l i  s tess i  opera tor i  e  forn i tor i  d i  appara t i  
d i  re te ,  che  pot ranno of f r i re  nuove tecnologie  ab i l i t a te  
a l l ’esecuzione  d i  se rv izi  Edge  Comput ing .  Le  previs ioni  fu ture  
r i tengono che i l  Fog  [40] ,  ed  in  par t ico lare  i l  MEC Comput ing 
[41]  d iventeranno una  ch iave  ab i l i t an te  fondamentale  per  i l  
nuovo s tandard  d i  re te  mobi le  5G .  Un nuovo Industry  
Spec i f ica t ion  Group  ( ISG ) ,  formatos i  ne l  2014  [42] ,  è  a l  l avoro  
su l la  s tandardizzaz ione ,  a  l ive l lo  indus t r ia le ,  del le  p ia t taforme,  
s ia  hardware che sof tware ,  r iguardant i  i l  MEC. I l  g ruppo t iene 
incont r i  ad  inte rva l l i  d i  tempo regolar i ,  come è  prass i  per  la  
redaz ione  di  un  s tandard  d i  ques ta  por ta ta ;  a i  qua l i  
cont r ibu iscono  impor tan t i  compagnie  impegnate  ne l  campo 
del l ’ Informat ion Technology,  come  ad  esempio  Huawei ,  IBM, 
In te l ,  Nokia  Networks ,  NTT DOCOMO e  Vodafone  [43] .   
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In te l  s ta  col laborando con  Saguna  per  usare  i l  MEC a l  f ine  
d i  mig l iorar  le  performance  de l le  propr ie  re t i  mobi l i  [44] .  Saguna 
personal izza  i l  model lo  3 - t ier  inserendo,  nel  l ive l lo  occupato  da l  
Fog  Comput ing,  un  se rver  MEC e ,  come es tens ione de l  l ive l lo  
Cloud,  un  ga teway MEC.  Saguna Open-RAN  è  una  p ia t taforma 
sof tware  v ir tual izza ta  che  consente  i l  deploy d i  appl icazioni  MEC 
di  te rze  par t i .   
Nel  model lo  propos to  da  Saguna,  i  MEC Server ,  che 
ges t i scono le  r ich ies te ,  vengono aggrega t i  a l le  c lass iche  cent ra l i  
RAN,  ment re  i l  MEC Gateway  v iene pos to  ne l la  re te  cent ra le .  Un 
MEC Server ,  a  seconda  de l le  capaci tà  e  dei  se rv iz i  p ropos t i ,  può 
serv i re  una so la  base  s ta t ion o  anche  un  gruppo d i  access  point  
che  condiv idono un  qua lunque  contes to .  I l  model lo  d i  r i fe r imento 
non  spec if ica  a  che  t ipo d i  s tazione  i  MEC Server  debbano essere  
connessi  p ropr io  per  lasc ia re  spaz io a  es tens ioni  che  suppor t ino 
qua lunque  t ipo  d i  pro tocol lo  di  comunicaz ione  mobile  e  d i  re te  
e te rogenea .  In  ques ta  a rch i te t tura  i l  MEC server  che s i  occupa,  
o l t re  che  de l le  r ich ies te  proveniente  da i  c l ien t i ,  anche  de l la  
forn i tura  de l le  informazioni  che la  pross imi tà  of f re ,  come ,  ad 
esempio ,  i l  ca r ico a t tua le  de l le  var ie  s taz ioni  rad io  e  la  po tenza 
de l  segna le .  I l  MEC Gateway è  ins ta l la to  in  una  macchina  v i r tua le  
esegui ta  su  un  server  presente  sul la  Core  Network ,  invece  che 
Fig u ra  1 5  In f ra s t ru t t u ra  MEC p ro p o s ta  d a  Sa g un a .  
  
[ 82]  
 
su l l ’Edge  del la  re te .  I l  ga teway propos to  da Saguna ,  è  un  ponte  
di  co l legamento  t ra  le  nuove  tecnologie  e  i  compar t i  es i s ten t i ;  è  
d i  suppor to  a l la  mobi l i tà  de i  c l ien t i  e  ass icura  a i  MEC Server  le  
c lass iche  funz iona l i tà  d i  re te  come pol i t iche  d i  cont ro l lo  e  
meccanismi  d i  in tegraz ione  con le  a rch i te t ture  es i s ten t i ,  
sopra t tu t to  per  quanto  r iguarda  i l  l ive l lo  Cloud .  Le  vers ioni  
a t tua l i  dei  MEC Server  sono basa te  su sof tware Linux e  sui  
po ten t i  p rocessor i  In te l  Xeon .  Pur t roppo,  anche  essendo cos t rui to  
su  pro tocol l i  open -source ,  l ’ implementaz ione  Saguna  prevede 
a t tua lmente  so lo una  l icenza commerc ia le .  
Al lo  sv i luppo del la  tecnologia  MEC,  par tecipano anche 
vendor  af fe rmat i ,  p rodut tor i  d i  appara t i  d i  re te .  Ment re  Huawei  
p ropone  l ’ impor tanza  s t ra teg ica  de l la  t rans iz ione  su  s is temi  Edge 
Comput ing  [45] ,  Cisco  rea l izza una  vera  e  propr ia  p ia t taforma 
compat ib i le  con i  se rviz i  MEC.  Cisco ,  come accennato 
precedentemente ,  è  l ’az ienda  leader  che ha presentato  i l  Fog 
Comput ing  come so luz ione  ab i l i t ante  de i  nuovi  scenar i  In te rnet  
of  Everyth ing .  L’archi te t tura  IOx  [46]  è  l ’ implementaz ione  de l  
l ive l lo  Fog proposta  da Cisco ,  che,  a l lo  s ta to  a t tua le ,  permet te  i l  
deploy d i  appl icazioni ,  sv i luppa te  da Cisco  e  da az iende  par tner ,  
su  una  grande  var ie tà  d i  p ia t taforme hardware  s i tua te  su l l ’edge 
del la  re te .  I l  f ramework  s i  f a  car ico de l la  comunicaz ione  con i l  
Cloud e  de l la  gest ione  de l le  var ie  appl icazioni ;  abbracc iando  non 
so lo  i l  deployment ,  ma  anche  la  poss ib i l i t à  d i  moni torare  e  ges t i re  
l ’ in tero  c ic lo  d i  v i ta .   
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Al la  base  del l ’arch i te t tura  di  Cisco ,  a  l ive l lo  f i s ico ,  s i  
co l locano i  Fog Node ,  che  forn iscono le  r i sorse  f i s iche  a l le  
appl icaz ioni  inser i te  negl i  ambient i  v i r tua l izza t i  sovras tant i .  
L’Appl ica t ion  Host ing  Framework  di  Cisco (CAF )  s i  occupa  de l la  
ges t ione  de i  se rviz i  sui  nodi  Fog,  fornendo suppor to  a l  c ic lo  di  
v i ta  e  a l  reper imento  de l le  r i sorse  f is iche .  Ques to  componente  
poss iede  anche  degl i  s t rument i  per  i l  t roubleshoot ing  e  i l  debug.  
I l  middleware  IOx forn isce  ino l t re  degl i  s t rument i ,  sot to  forma 
d i  API ,  u t i l i  ad acce le rare  lo  sv i luppo de l le  appl icaz ioni .  Ment re  
i l  CAF s i  occupa de l la  gest ione d i  un  s ingolo nodo Fog,  i l  Fog 
Direc tor  è  i l  se rv iz io  di  ges t ione  cent ra l izza to c he  orches t ra  tu t te  
le  appl icaz ioni  e  i  se rv izi  su i  nodi  Fog present i .  DevNet  invece  è  
l ’ambiente  d i  sv i luppo che  consente  d i  p roge t tare  appl icazioni  
che  possono essere  osp i ta te  su l le  pia t taforme IOx.  Comprende 
ioxc l ien t ,  un  c l iente  u t i l i zzabi le  da l inea  di  comando,  e  un  k i t  d i  
sv i luppo.  L’ul t imo componente  pensa to  da  Cisco  è  i l  Fog Por tal ,  
in te rfacc ia  pr incipa le  per  inte ragi re  con i l  s i s tema e  con le  
appl icaz ioni  che  s i  vogl iono  ins ta l lare  a l l ’ inte rno .  Cisco  ha reso 
d i sponibi le  per  g l i  sv i luppa tor i  IOx  Sandbox  [47] ,  una macchina 
Fig u ra  1 6  Fra mewo rk  Fo g  Co mp u t in g  p ro p o s to  d a  C i sco .  
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v i r tuale  Linux che esegue  i l  f ramework  su l  qua le  s i  appoggiano 
le  appl icaz ioni  e  i  se rv iz i  IOx.  Essendo un  ambiente  s imula to  ha 
na turalmente  meno potenzia l i tà  r ispe t to  a i  device  rea l i ,  ma  
permet te  l ’acqu i s iz ione d i  una  maggiore  d imes t ichezza  con  i l  
f ramework  IOx,  nonché  lo  sv i luppo d i  appl icaz ioni  IoT  in  un 
ambiente  pro te t to .  Le vers ioni  del  f ramework sono anch’esse  
scar icabi l i  [48] ,  ma  occorre  possedere  un contra t to  con  l ’az ienda.   
Al t ra  az ienda  leader  ne l la  produzione  d i  hardware  d i  re te  è  
AdLink ,  che propone  una  tecnologia  ad  a l te  performance,  
compat ib i le  con  i l  Mobi le  Edge Comput ing ,  proge t ta ta  per  
ambient i  es tern i  es t remi .  L’appara to  d i  re te  forn isce i  c lass ic i  
se rv izi  MEC a l l ’edge  de l la  re te ,  basa t i  su  ambient i  v i r tua l izza t i .  
La  par te  infe r ior e  de l l ’ inf ras t ru t tura  host  è  cos t i tu i ta  
dal l ’hardware ,  da l  l ivel lo  d i  vi r tua l izzaz ione  e  dal  gestore  IaaS.  
I l  l ivel lo  dei  se rviz i  sovras tant i  forn isce  funz iona l i tà  u t i l i  a l le  
appl icaz ioni  che  l ’ inf ras t rut tura  osp i te rà ,  come ad  esempio  i l  
cont ro l lo  de l  t raf f ico  e  de l lo  s ta to  a t tua le  de i  var i  cana l i  rad io e  
un  meccanismo d i  reg is t ry,  u t i le  per  reper i re  ve locemente  la  
locaz ione  de i  var i  se rv izi .  La  so luz ione  AdLink  s i  basa  su 
Fig u ra  1 7  Pia t t a fo rma  MEC 
Ad Lin k .  
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p rocessore  In te l  Xeon e  ha  de l le  cara t te r i s t iche manifa t tur iere  
che  la  rendono res i s t en te  a  t raumi  e  v ibrazioni ,  con poss ib i l i t à  di  
u t i l i zzo  in  ambient i  l a  cu i  tempera tura  s ia  compresa  t ra  i  -40°C e  
i  +55°C.  La  p ia t taforma hardware  ad a l te  prestaz ioni  SETO-1000 
è  a t tua lmente  venduta  solo  da pochi  d i s t r ibu tor i  [49] .   
Una  so luz ione azienda le  che minimizza  la  la tenza  ne l la  
comunicaz ione  t ra  c l ien t i  mobi l i  e  cen t ra le  d i  e laboraz ione  dat i ,  
è  quel la  propos ta  da  Ducati  in  col laboraz ione con EMC  [ 50] .  
L’ana l i s i  de i  da t i  r iguardant i  l e  compet i z ion i  sport ive  è  s ta ta  
sempre  a l  cent ro de l l ’a t tenz ione  media t ica ,  ma  con  le  nuove 
pia t taforme Edge Comput ing  è  possib i le  sp inger la  ad un  l ive l lo  
professiona le  che  r i spet t i  i  requis i t i  rea l - t ime  r ich ies t i .  
L’appl icaz ione  del  model lo  a l  repar to  corse  a iu ta  a  ve loc izzare  
lo  sv i luppo d i  tecnologie  che  successivamente  verranno appl icate  
a  tu t ta  la  categor ia  de i  connec ted  vehic le .  I l  p roge t to ,  in  u t i l i zzo 
ne l le  compet iz ioni  d i  MotoGp e  Superb ike,  è  vo l to  a l la  rap ida 
o t t imizzaz ione  de l  ve ico lo  in  base  a l le  infor mazioni  contes tua l i  
su l la  sua  condizione  e  su  que l la  de l la  p i s ta ,  nonché  degl i  
avversar i .  EMC ha rea l izzato  un  s i s tema d i  e laborazione  per  Big 
Data  ch iamato I s i lon  sca le -out  Network -a t tached S torage  (NAS )  
che  Ducat i  usa  per  ana l izzare  la  mir iade  d i  da t i  che  arr iva  dal le  
prove  su  s t rada ,  come ad  esempio  le  pres taz ioni ,  la  f luido -
d inamica  e  la  te lemet r ia .  La  cont ropar te  ad ib i ta  a l la  condiv is ione 
rea l - t ime  è  lo  s t rumento  Syncpl ic i ty,  che  permet te  una 
comunicaz ione  s icura  e  ve loce  a l l ’ inte rno  d i  ambient i  e te rogenei  
[ 51] ,  qu indi  compat ib i le  con  la  maggior  par te  de l le  tecnologie  
es i s tent i ,  inc luse que l le  Duca t i .  Le  p ia t taforme u t i l i zzate  da 
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Duca t i  sono  propr ie ta r ie  del la  EMC,  per  le  q ual i  è  poss ib i le  
s t ipu lare  cont rat t i  esc lus ivamente  economic i .   
Anche ne l  campo de l le  te lecomunicaz ioni  s i  ass i s te  ad  una 
sp in ta  dei  se rv iz i  verso  l ’Edge  del le  re t i .  Le  az iende  s tanno 
lavorando su l le  oppor tuni tà  of fe r te  da l  MEC r iguardant i  l e  Smar t  
Ci ty.  C i  s i  concentra  sui  contenut i  contes tual i  che possono essere  
forn i t i  ag l i  u ten t i  in  base  a l la  lo ro  pos iz ione .  Ino l t re ,  da l le  var ie  
connessioni  a i  cana l i  rad io e  a l le  cent ra l ine  sparse  per  la  c i t tà ,  s i  
possono  operare  una  se r ie  d i  raccol te  ana l i t i che  che 
sugger iscono,  ad esempio ,  qual i  sono  i  mezzi  pubbl ic i  
maggiormente  u t i l i zza t i  o  le  l inee c i t tadine  t roppo af fo l la te .  
Nokia  p ropone  i l  model lo  MEC come so luz ione  pr inc ipa le  per  
ve loc izzare  la  consegna de i  contenut i  agl i  u tent i  f inal i  [52] .  In  
co l laboraz ione con  Siemens  [ 53]  hanno lanc ia to  un f ramework 
ch iamato  Liquid  NET ,  che v iene  presenta to  come la  pr ima 
p ia t taforma mobi le -edge  ins ta l lab i le  a l l ’ inte rno d i  una base 
s ta t ion.  La p iat taforma u t i l i zza  la  pia t taforma IBM WebSphere 
Appl icat ion  Serv ice  Pla t form for  Networks  come tecnologia  per  
la  v i r tua l izzaz ione  de l le  macchine  v i r tual i  osp i tan t i  i  se rv iz i .  I l  
se rver  è  ins ta l labi le  su l le  base  s ta t ion  Nokia  Flex i  Mult i radio  10 .  
Anche  Telecom I ta l ia  cont r ibu isce a  d ivulgare  l ’ impor tanza  de l la  
v i r tual izzaz ione ,  ed  in  par t ico la re  de l  model lo  MEC [54] .  
Te lecom sot to l inea  le  c rescent i  oppor tuni tà  economiche  che 
l ’es igenza de l le  a t tua l i  e  fu ture  re t i  mobi l i  crea a  favore  degl i  
opera tor i  d i  re te .  In te rcet tando ques ta  domanda  è  poss ib i le  agi re  
tempes t ivamente ,  secondo Telecom, per  proporre  uno s tandard 
che  soddisf i  tu t t i  i  requis i t i  r ich ies t i  da l  model lo  MEC proposto 
dal l ’ is t i tu to  ETSI .  Gl i  opera tor i ,  dopo lo  s forzo  per  
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l ’af f ermazione de l la  tecnologia ,  ne  r icaverebbero de l l ’u t i le  
proponendo nuovi  e  o t t imizzat i  contenut i  a i  p ropr i  c l ien t i .   
In  ques to  capi to lo  s i  è  ass i s t i t i  ad  una  panoramica che 
most rasse  come impor tan t i  nomi  ne l  mondo de l l ’ IT  s t iano 
proponendo so luz ioni  a l te rna t ive  a l  model lo  Cloud,  in  a lcuni  cas i  
t rami te  vere  e  propr ie  implementaz ioni  a t tua lmente  u t i l i zzabi l i .  
I l  p ross imo capi tolo  most ra  l ’a rch i te t tura  idea ta  per  esporre  g l i  
scenar i  abi l i ta t i  da l la  nuova tecnologia  su l l ’Edge de l la  re te ,  
in t rodot t i  f ino  a  ques to  punto  solo teor icamente .  I l  model lo  di  
r i f e r imento  sce l to  implementa  i  conce t t i  r ibadi t i  dal  Cloudle t ,  
t rami te  un’arch i te t tura  a  t re  l ivel l i  per  i  qua l i  v iene  propos to  un 
pacchet to  di  sof tware  che ,  coprendol i  tu t t i ,  assegna  ad  ogni  
s t rumento  una  funz ione  spec if ica  a  seconda  de l la  sua pos iz ione 
a l l ’ inte rno de l la  re te  mobi le .   
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CAPITOLO 4:  PROGETTAZIONE DEL 
PROTOTIPO 
Si  è  rea l izza to un  pro to t ipo de l  model lo  edge  
implementando i  3  l ive l l i  p rev is t i  da l l ’a rch i te t tura  mobi le  
presenta ta  ne i  cap i to l i  p recedent i .  I l  capi to lo ,  dopo aver  
in t rodot to  i  requis i t i  u t i l i  a l lo  sv i luppo e  a l la  rea l izzaz ione del  
pro to t ipo ,  spiega  in  maniera  genera le  come in te rag iscono le  var ie  
component i  del la  p ia t taforma.  Dopo la  panoramica 
su l l ’arch i te t tura ,  s i  passa  a l l a  presentaz ione  per  l ivel l i  de i  var i  
agent i ,  quindi  del le  lo ro responsabi l i tà  e  de l le  modal i tà  di  
comunicaz ione  con  le  a l t re  en t i tà  del  s i s tema.  Per  te rminare  sono 
presenta te  le  scel te  proget tual i  in t raprese  per  persona l izzare  e  
ada t tare  i  meccanismi  d i  s intes i  ed handoff  a l le  es igenze  de l la  
p ia t taforma.   
 
4.1 Introduzione 
L ’archi te t tura  a  t re  l ive l l i  in t rodot ta  dal l ’Edge  Comput ing  
r i su l ta  d i  fondamenta le  impor tanza  negl i  ambient i  os t i l i ,  
ca ra t te r izza t i  da l la  scars i tà  d i  r i sorse  de i  c l ien t i  par tec ipant i  e  
da l la  non  af f idabi l i tà  de l la  conness ione  a l la  re te  es te rna .  Per  la  
comunicaz ione  t ra  le  appl icaz ioni  sof tware  present i  sui  
d i spos i t iv i  mobi l i  e  le  macchine  che ef fe t t ivam ente  eseguono le  
computaz ioni  pesant i  per  i l  serv iz io  r ich ies to ,  è  necessar ia  una 
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l a tenza  minima che  so lo  le  r i sorse  present i  su l l ’Edge de l la  re te  
possono  garant i re .  S i  p ropone  d i  segui to  un  pro to t ipo  che  mos t ra  
g l i  scenar i  ab i l i t a t i  da  questo t ipo d i  a rch i te t tura  e  
l ’ implementaz ione de i  c lass ic i  meccanismi  che  essa  descr ive.  
 
4.1.1 Requisit i  
L’a t tuaz ione  de l le  var ie  funz ional i tà  prev is te  per  un 
model lo  a rch i te t tura le  che  comprende  t re  l ive l l i ,  contempla  la  
presenza  a l l ’ interno  de l la  re te  d i  d ivers i  s t rumen t i  u t i l i  
a l l ’a t tuazione  dei  se rv izi  e  a l la  lo ro  ges t ione .  Verranno d i  segui to  
e lencate  le  en t i tà  che  occorrono al l ’esecuz ione  de l  pro to t ipo,  
r imandando la  l i s ta  de i  re la t iv i  component i  in tersechi ,  a l  cap i to lo  
de l la  t ra t taz ione  che  s i  occupa  de i  tes t  va luta t iv i .   
  Un dispos i t ivo  mobi le ;  
  Due macchine se rver  comunicant i ;   
  Un Access  Point  Wire less  d i  co l legamento  t ra  di spos i t ivi  
mobi l i  e  macchine se rver ;  
  Una macchina Cloud in  esecuz ione.  
I  ruo l i  de l le  var ie  en t i tà  a l l ’ in te rno  de l l ’a rch i te t tura  
generale  de l  pro to t ipo ver ranno sp iega t i  in  maniera  generale  
durante  i l  res to  d i  ques to capi to lo;  per  po i  approfondire  la  par te  
implementa t iva  e  opera t iva  de l le  s ingole  component i  
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successivamente ,  a l l ’ in terno de l  cap i tolo  re la t ivo 
a l l ’ implementaz ione  de l  pro to t ipo.   
 
4.2 Architettura Generale 
Per  l ’ implementaz ione  d i  un  pro to t ipo  che  va lu tasse  i l  
guadagno pres taziona le  der ivante  da l l ’adoz ione di  un te rzo 
l ive l lo  inte rmedio t ra  i  d i sposi t ivi  mobi l i  e  i l  Cloud,  s i  è  dec iso 
d i  mantenere  un  cara t te re  open -source  per  quanto  r igua rda g l i  
s t rument i  u t i l i zzat i ;  a  ques to  scopo  s i  sono  sce l te  tecnologie  
cer t i f ica te  con l icenze  f ree  o  open -source .  Tut to  i l  sof tware 
u t i l i zza to  fa  par te  de l la  famigl ia  d e i  prodot t i  open -source ;  per  la  
qua le  è  consent i ta  la  d i s t r ibuzione,  la  v i sual izzaz ione  e  modi f ica  
de l  codice  sorgente  e  la  condivis ione  [55] .  I  te rmini  d i  
d i s t r ibuz ione  de l  sof tware  open -source  sono  un  approcc io  e t ico 
a l lo  sv i luppo d i  nuove tecnologie ;  ess i  p revedono la  non 
d iscr iminaz ione di  nessun  gruppo d i  u t en t i  né  de i  campi  d i  
u t i l i zzo  de i  prodot t i  a  cu i  s i  appl ica no .  Le nuove pia t taforme,  
adot tando una l icenza  d i  ques to  t ipo,  s i  ass icurano una  adoz ione 
mol to  p iù  ampia  e  rap ida ,  dovuta  sopra t tut to  a l le  possib i l i tà  di  
co l laboraz ione  e  condiv is ione  forn i te  ag l i  svi luppa tor i .  Le 
l icenze  maggiormente  usa te  per  pro teggere  un  prodot to  open -
source  sono  que l la  reda t te  da Apache  [ 56]  e  la  GNU General  
Publ ic  L icense  [ 57] ,  e  coprono tut t i  g l i  s t rument i  e  le  p ia t taforme 
u t i l i zza te  ne l lo  svi luppo de l  pro to t ipo  presentato  in  ques ta  tes i .   
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Di segui to  è  mostra ta  una  panoramica  su l l ’a rch i te t tura  de l  
proto t ipo ,  rea l izzato  seguendo i l  model lo  a  t re  l ivel l i  che  propone 
un  middleware  in te rmedio  t ra  i l  l ive l lo  Cloud e  que l lo  dei  
d i spos i t iv i  mobi l i .  At tua lmente  s i  è  dec iso  d i  mos t rare  la  cent ra le  
d i  co l legamento  rad io  e  i l  se rver  che  esegue  i l  middleware 
in te rmedio  come ent i tà  f i s icamente  separa te ;  ma,  con  l ’avvento 
di  nuove  apparecchia ture  d i  re te ,  s i  p revede  la  d i sponib i l i t à  de l le  
r i sorse  d ire t tamente  sul la  cent ra le  d i  col legamento rad io p iù 
pross ima a i  c l ien t i  mobi l i .  
Per  i l  l ive l lo  mobi le  s i  è  deciso d i  s i mulare  g l i  agent i  
operant i  in  ambiente  os t i le  con  device  smar tphone  su  cu i  è  in  
esecuzione  i l  s is tema opera t ivo  Android  [58] .  La  sce l ta  non  è  
v incolan te ,  ma  c i  s i  è  basa t i  su l le  recent i  ana l i s i  d i  merca to  che 
ne  most rano la  maggiore  adoz ione  [59]  r i spe t to  ad a l t re  
p ia t taforme a l te rna t ive .   
Figura  1 8  Arch i t e t t u ra  a  t re  l i ve l l i  de l  p ro to t i po ,  con  re la t i ve  t ecno log i e  u t i l i z za t e .  
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I l  l ivel lo  inte rmedio  rappresenta  i l  se rver  in  esecuzione 
su l l ’edge de l la  re te .  La  p ia t taforma che  ges t i sce  le  r i sorse  è  
El i jah  [34] ,  rea l izza ta  come es tens ione  d i  Opens tack,  f ramework 
open-source  cha  ha  mol to  segui to  a l l ’ in terno  del la  comuni tà  d i  
sv i luppa tor i  Cloud.  La  scel ta  è  s ta ta  de t ta ta  da l  cara t te re  open -
source  e  da l la  s t ra teg ia  d i  sv i luppo de l  sof tware ,  impos ta ta  su l la  
modi f ica  di  Opens tack ,  che  rappresenta  un punto  dec isamente  
favorevole  per  una  fu tura  rap ida adoz ione del lo  s t rumento 
r i spe t to  a l le  a l te rna t ive .  
I l  l ivel lo  Cloud è  u t i l izza to  da  que l lo  inte rmedio per  
scar icare  le  immagin i  de i  s i s temi  opera t ivi  oppure  le  component i  
u t i l i  a l  se rv izio  r ich ies to ,  qualora  non  possedesse  già  ques te  
informazioni .  La  p ia t taforma del  pro to t ipo in  esame,  per  essere  
opera t iva ,  ha  bisogno solamen te  d i  f i l e ,  da l le  d imens ioni  
contenute ,  scar icabi l i  dal la  re te  In te rne t ,  ne l  caso  in  cu i  ques te  
informazioni  non s iano  reper ib i l i  in  loca le  presso  a l t re  
pos taz ioni .  Per  i l  l ivel lo  Cloud s i  è  prev is ta  una  macchina 
v i r tuale  con  un ind i r izzo  pubbl ico ,  su  cui  è  ins ta l la to  un  web 
server  Apache  da cu i  po ter  scar icare  i  da t i  d i  cui  i l  l ive l lo  
in te rmedio  necessi ta .  Si  è  sce l to  d i  u t i l izzare  le  r i sorse  forn i te  
da l la  p ia t taforma Opens tack ,  per  res ta re  aderent i  a l  ca ra t tere  
open-source  de l  proge t to .  L’ inf ras t ru t tura  C loud  Opens tack  su 
cu i  è  in  esecuzione  la  macchina  vi r tua le  ut i l i zza ta ,  è  manutenuta  
e  ges t i ta  da l  team di  r icerca  de l  d ipar t imento  DISI  del l ’Univers i tà  
di  Bologna .  
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4.2.1 Dispositivi  Mobili  
La funz ione  de i  d ispos i t iv i  mobi l i  a l l ’ in terno de l  pro tot ipo 
è  que l la  di  s imulare  g l i  agent i  operant i  in  ambiente  ost i le ;  i  qua l i ,  
t rami te  la  loro  cara t ter i s t ica  d i  essere  conness i  ad In terne t ,  
r iescono ad esegui re  computaz ioni  complesse  in  remoto,  
r i sparmiando le  es igue  r i sorse  d i  cu i  sono  provvis t i .   
Come esempio  d i  comunicazione t ra  i l  l ive l lo  mobi le  e  
l ’edge de l la  re te ,  s i  è  sce l to  un  serviz io  che  sf rut tasse  le  r i sorse  
computaz ional i  tan to  da g ius t i f icarne  l ’esecuz ione su  macchine 
dedicate  invece  che  su i  d i sposi t iv i  r ich iedent i .  I l  se rviz io  
prevede  un’ in te raz ione  t ra  i l  d i spos i t ivo  mobi le  e  un  sof tware ,  
che  u t i l i zza  le  l ibre r ie  OpenCV  (Open Source  Computer  Vis ion 
Library)  [60] ,  ins ta l la to  su l la  macchina v ir tuale  forn i ta  dal  
middleware .  OpenCV è  un  sof tware  open -source  per  la  computer  
v i s ion .  Le l ibre r ie  sono una co l lez ione  d i  a lgor i tmi  o t t imizza t i  
per  l ’e laboraz ione d i  immagin i  e  v ideo .  Ol t re  a l le  carat te r i s t iche 
open-source e  a l  successo che ques to  sof tware ha  raccol to ,  s ia  t ra  
le  emergent i  s ta r t -up  che  t ra  af fe rmate  compagnie  come Google ,  
Microsof t ,  In te l ,  IBM;  a  guidare  la  sce l ta  è  s ta ta  la  modular i tà  
de l  sof tware ,  i l  qua le  per  esegui re  uno  spec if ico  task  ha  b isogno 
del le  so le  l ib re r ie  che  que l l ’a lgor i tmo u t i l i zza,  e  non  d i  tu t te  
que l le  forn i te .  Inol t re  esso  v iene  forn i to  con  de l le  in terf acce  di  
in te raz ione compat ib i l i  con C++,  C,  MATLAB, Python e  Java e  
suppor ta  tu t t i  i  s i s temi  opera t iv i  a t tua lmente  p iù  d if fusi .   
I  d i spos i t iv i  mobi l i  in  ques t ione demandano a l  se rver  
su l l ’edge  de l la  re te  le  computaz ioni  pesant i  r iguardant i  la  
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modi f ica  del le  immagin i .  Al  se rver  è  r ichies to  d i  ident i f icare  i l  
numero  d i  vo l t i  p resent i  in  un’ immagine  inv iata  da l  di spos i t ivo 
mobi le ,  i l  quale  res ta  in  ascol to  del la  r i sposta .  In  un  s i f fa t to  
scenar io ,  s i  ipo t izza  che  la  no t i f ica  de l l ’ informazione  r ich ies ta  
debba avveni re  con  tempi  d i  l a tenza mol to  r i s t re t t i ,  per  
permet te re  a l  d i spos i t ivo  d i  agi re  d i  conseguenza .  I l  l ivel lo  
in te rmedio  aiu ta  a  r idurre  notevolme nte  ques ta  la tenza ,  fornendo 
a l  c l ien te  la  r i spos ta  prodot ta  e  rendendo d isponibi l i  g l i  u l t imi  
da t i  modi f ica t i ,  in  questo caso la  foto  più  recente ,  a  favore  del  
c l ien te  che l i  r ichiedesse  in  un secondo momento .   
Olt re  agl i  eventua l i  se rv izi  p redispost i  per  l ’ in te raz ione con 
i l  middleware in termedio ,  s i  è  prev is ta  la  presenza su i  d i spos i t ivi  
mobi l i  d i  un loro ges tore .  L ’appl icaz ione  c l iente  che  comunica 
con la  cent ra le  inte rmedia  per  la  r ich ies ta  d i  r i sorse  è  separata  
da l le  appl icaz ioni  che  incarnano i  se rv izi ;  ques to  perché  essa  
rappresenta  una  sor ta  d i  ges tore  che ,  p r ima d i  avviare  un  serv iz io ,  
ne  ver i f ica  l ’eseguib i l i tà  comunicando con  l ’hos t  su l l ’edge  de l la  
re te .  Gl i  e lement i  d i  cu i  ha  b isogno i l  c l ien te  per  conta t ta re  i l  
se rv izio  vengono forn i t i  da l  d iscovery .  I l  ges tore  d i  appl icaz ioni ,  
ins ta l la to  su l  d i spos i t ivo ,  esegue i l  se rviz io  Network  Serv ice 
Discovery d i  Google ,  impos ta to  per  essere  sens ib i le  a l la  presenza 
di  una  centra le  opera t iva  su l l ’edge  de l la  re te  locale .   
La  r ichies ta  d i  f ruib i l i tà  d i  un  se rvizio ,  f a t ta  da i  d i sposi t iv i  
mobi l i  a l le  cen tra l i  in termedie ,  può  avere  una  r i spos ta  da l le  
tempis t iche var iabi l i ;  a  seconda che le  r i sorse  s iano g ià  pronte  o  
debbano essere  pred ispos te  run - t ime.  Data  la  l imita tezza  d i  
r i sorse  d i  cu i  sono  dotat i  i  d i spos i t iv i  c l iente  in te ragent i  con 
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l ’edge de l la  re te ,  su  cu i  è  in  esecuz ione  i l  middleware ,  s i  è  
prev is to  un  model lo  d i  in te r rogaz ione  a  pol l ing su l la  ef fe t t iva  
opera t iv i tà  de l la  r i sorsa  r ich ies ta  a l  se rver .  Qualora  i l  se rv iz io  
necess i tasse  di  essere  s in te t izza to a l  momento  del la  r ich ies ta  
b i sogna tener  con to  de l le  tempis t iche  d i  ques to processo ;  le  qua l i  
o l t re  che  dal le  cara t te r is t iche  hardware  del la  cent ra le  su  cu i  v iene 
esegui to ,  d ipendono anche  da l l ’ indicaz ione  de l l ’u tente  c i rca  l a  
locaz ione  del l ’over lay  u t i le  a l la  r ip resa  de l  se rviz io .  Esso  
pot rebbe  essere  nel la  s tessa  re te  locale  a i  serv iz i  edge ,  in  caso  di  
appl icaz ioni  no te  o  mol to  u t i l izza t e ,  o  remoto ;  e  t rovars i  
po tenz ia lmente  in  re t i  non  a t tua lmente  raggiungib i l i  o  
dal l ’e leva ta  la tenza .  
Una  poss ib i l i t à  da ta  da l le  s t ra teg ie  d i  s intes i ,  che non 
prevede comunicaz ioni  con la  re te  es te rna,  è  que l la  d i  contenere  
a l l ’ inte rno  de i  d i spos i t ivi  c l ien te  s tess i  i  var i  over lay u t i l i  a l la  
predispos iz ione  del  se rviz io  da  par te  de l  middleware  inte rmedio .  
Volendo copr i re  anche ques to  caso s i  è  prev is to  un  web server  i n  
esecuzione  su i  device  che  esponga  g l i  over lay de i  se rv izi  
ins ta l la t i .  S i  è  sce l ta  a  questo  scopo l ’appl icazione  kWS [61] ,  
dal l ’ in tu i t iva  e  sempl ice  in te rfaccia  graf ica ,  g ra tu i t a  leggera  e  
senza  eccess iv i  oner i  d i  ges t ione .  
 
4.2.2 Middleware Intermedio  
Per  i l  l ivel lo  inte rmedio  è  s ta to  u t i l izza to i l  model lo  
Cloudlet  che  permet te  d i  di sporre  d i  un  data-center  in  a  box  su l la  
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re te  ove  r i s iedono i  d ispos i t iv i  mobi l i ,  d i  modo che  la  
comunicaz ione  goda  de l le  carat te r is t iche  r ich ies te  d i  l a tenza  e  
banda  che  s i  sono pr ima espos te .   
S i  è  dec iso  d i  rea l izzare  i l  p roto t ipo curando maggiormente  
l ’aspet to  più  innovat ivo de l  pro tocol lo  a  t re  l ive l l i ,  ovvero la  
comunicaz ione  t ra  i l  c l ien te  mobile ,  ca ra t te r izza to da  r i sorse  
l imi ta te ,  e  un  se rve r ,  in  esecuzione  su l  l ive l lo  in te rmedio ,  che  ne 
r iceve le  r ich ies te  e  opera  a l l ’edge  de l la  re te .  Per  orches t rare  le  
var ie  par t i  in  maniera  d inamica  s i  sono  previs te  d iverse  
component i  sof tware  u l te r ior i  su l la  cent rale  a  cui  s i  co l legano i  
d i spos i t iv i  mobi l i .  Di  segui to  v iene  r ipor ta to  lo  schema d i  
in te raz ione pr inc ipa le  t ra  i  due  l ivel l i .  
I l  Server  su l l ’edge  de l la  re te  può  essere  automat icamente  
scoper to  da i  di spos i t iv i  f acent i  par te  de l la  s tessa  re te  locale .  I l  
Fig u ra  1 9  Pa n o ra mica  su l l a  co mu n ica z ion e  t ra  d i spo s i t i v i  mo b i l i  e  
l i v e l l o  in t e rmed io .   
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server  pubbl ic izza  la  sua na tura  t rami te  l ’ inv io d i  messaggi  
mult icas t  contenent i  i l  t ipo  e  la  descr iz ione  de l  se rviz io  
middleware  of fe r to .  Gl i  u tent i  mobi l i  sono  s ta t i  res i  sens ib i l i  a l la  
r icez ione de i  messaggi  mul t icas t  t rasmess i  da l  Discovery Server  
presente  sul la  cent ra le .  I l  se rv iz io  di  d i scovery,  ad ib i to  a  ques to 
inv io d i  informazioni ,  che s i  è  sce l to  è  Avahi ,  anch’esso  open -
source e  presente  d i  defau l t  in  quas i  tu t te  le  di s t r ibuz ioni  Linux.  
Durante  la  fase  d i  d i scovery,   
Una  vol ta  o t tenute  d inamicamente  le  informazioni  su  come 
conta t ta re  i l  se rver ,  v iene d ispos to un  cana le  di  comunicazione 
t ra  i l  se rver  che comunica  con  i l  midd leware in termedio  e  i l  
ges tore  de i  c l ien t i  de i  se rviz i  edge  presen te  su l  d i spos i t ivo .  In  
ques to  momento ,  a l  l ivel lo  in te rmedio  pervengono le  r ich ies te  
r iguardant i  i  se rviz i  che  i  d i spos i t ivi  vor rebbero  esegui re  presso 
la  presente  centrale .  Se ,  dopo g l i  eve ntua l i  cont rol l i ,  i l  se rver  
dec ide che  è  possib i le  avviare  i l  serv iz io  r ich ies to ,  comanda  la  
c reaz ione  d i  una  macchina  v ir tuale  a l  ges tore ,  qua lora  non ne 
fosse  già  presente  una  che può  esegui re  i l  l avoro .  Quando una 
nuova macchina v ir tua le  è  pronta ,  i l  se rver  Cloudlet  ne  consegna 
g l i  es t remi  d i  conness ione  al  c l ien te  che ,  ne l le  invocaz ioni  
successive ,  t ramite  la  par te  c l ien te  de l  se rv iz io  sce l to ,  
comunicherà  di re t tamente  con  la  macchina  vi r tua le  selez ionata  o  
appena  c reata .   
I l  middleware  ges t i sce  macchine  v i r tua l i  su  cu i  è  ins ta l la to  
i l  se rv izio  d i  r i l evamento  de i  vol t i  che  comunica  di re t tamente  con 
i l  l ive l lo  mobi le .  La  comunicaz ione  con i l  se rv iz io  OpenCV 
prevede i l  t rasfe r imento  d i  una immagine  da l  di spos i t ivo a l la  
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macchina  v ir tuale .  I l  se rver  ospi te  es egue de l le  modi f iche 
su l l ’ immagine  che  met tono  in  r i sa l to  i  vol t i  p resent i  a l  suo 
in te rno,  contornandol i  con  un  re t tangolo  rosso.  Per  non  a l lungare  
inu t i lmente  i  tempi  de l la  comunicaz ione ,  la  r i spos ta  a l la  r ich ies ta  
de l  numero  d i  vo l t i  v iene  inv ia ta  i l  pr i ma poss ib i le  a l  d i spos i t ivo 
r ich iedente;  i l  qua le ,  su  r ich ies ta ,  può  scar icare  l ’u l t ima foto 
modif ica ta ,  presente  su l la  macchina  v i r tua le .  Ques te  immagin i ,  
que l la  or ig ina le  e  que l la  modif ica ta  con  i l  r i l evamento de i  vo l t i ,  
rappresentano  l ’unico  s ta to  del  s e rviz io  presente  su l l ’edge  de l la  
re te .  Se  ques t ’u l t imo dovesse  essere  in ter ro t to  e  s i  vo lesse  
r iprender lo  in  un a l t ro  luogo,  sa rebbe  poss ib i le  t rasfe r i r lo  su 
un 'a l t ra  centra le  t rami te  procedura  d i  handoff .  A d if fe renza  del la  
s in tes i ,  che  provvede  so lo  a l l ’ ins ta l laz ione  ed  esecuz ione  del  
compar to  opera t ivo  de l  serv iz io ,  l ’handoff  t rasfe r isce  anche  lo  
s ta to  temporaneo  di  ques t’u l t imo ,  ovvero  que l lo  rappresenta to  
da l le  immagin i  memor izza te .  La  comunicazione  è  poss ib i le  graz ie  
a l l ’ informazione aggiunt iva ,  r igua rdante  l ’ ind i r izzo pubbl ico,  
che  i l  se rver  di  d iscovery inv ia  a l  c l ien te .  I l  c l ien te  poss iede gl i  
ind i r izz i  pubbl ic i  d i  tu t te  le  cent ra l i  edge  vis i ta te .   
Ulter iore  accorg imento  che o t t imizza  l ’u t i l i zzo del le  r i sorse  
e  la  reat t iv i tà  del  s i s tema è  s ta to  car i care  an t ic ipatamente  le  
cent ral i  con le  immagin i  base  de i  var i  s i s temi  operat iv i .  Per  la  
r ip resa  o  i l  t rasfe r imento  d i  un se rv iz io  se rve solo  i l  reper imento 
d i  un  over lay da  appl icare  a l la  spec if ica  immagine  base  t ra  que l le  
memorizza te .  S i  r icord i  che l ’ov er lay cont iene  le  modif iche  da 
appl icare  a l l ’ immagine base  de l  s i s tema operat ivo da cu i  è  s ta to  
generato  per  r ipor ta r lo  ne l la  condiz ione  d i  esegui re  i l  par t icola re  
se rv izio .  Le modi f iche  a  memor ia  e  d i sco  di  un’ i mmagine  base ,  
  
[ 99]  
 
memorizza te  a l l ’ in te rno  d i  un  overlay,  hanno d imens ione  r ido t te  
r i spe t to  a l le  cor r ispondent i  bas i .  Nel  proto t ipo ,  ad esempio ,  s i  
u t i l i zzeranno  f i le  compress i  su l l ’ord ine  del  Gigabyte  per  le  
immagin i  base  e  d i  poco super ior i  a i  cen to Megabyte  per  
l ’over lay.  Ol t re  ad  u t i l i zzare  le  r i sors e  in  maniere  p iù  ef f ic iente  
v iene r idot to  i l  t raf f ico d i  re te  a  benef ic io  de l la  banda disponibi le  
e  v iene  acce lera ta  la  r ipresa  de i  se rviz i .   
 
4.2.3 Livello Cloud 
I l  l ive l lo  Cloud super iore  ver rà  in te r roga to durante  le  
operazioni  in iz ia l i  d i  se t -up ,  durante  la  manutenz ione,  e  per  i l  
download degl i  over lay da l le  locaz ioni  forn i te  da i  produt tor i  dei  
se rv izi .  Durante  la  d i spos iz ione  de l le  cent ra l i ,  l ’amminis t ra tore  
di  re te  provvede  a  scar icare  da l  Cloud le  immagin i  base  de i  var i  
s i s temi  opera t iv i  che  s i  vuole  i l  server  in  quest ione suppor t i .  
Ques te  ver ranno precar ica te  durante  la  fase  in iz ia le ,  d i  modo da 
aver le  pronte  a l le  r ich ies te  dei  c l ien t i .  I l  Cloud par tec ipa  a l  
p ro to t ipo  anche  con  un  ruolo  di  locazione  d i  backup,  ove  vengono 
memor izza t i  tu t t i  g l i  over lay re la t iv i  a i  se rv iz i  che g l i  u ten t i  
possono  r ichiedere .  Ai  c l ient i  v iene r i l asc ia to  un  URL,  che  punta  
ad  un  s i to  Cloud,  da l  quale  pote r  scar icare  l ’over lay r e la t iv o al  
se rv izio  che  in tendono u t i l i zzare .  
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4.3 Funzionalità della soluzione integrata 
Per  i l  p ro tot ipo propos to ,  sono  s ta te  proge t ta te  e  real izza te  
le  seguent i  funziona l i tà :  
  Sintes i  d i  una  macchina v ir tua le  d i  se rviz io:  az ione  
esegui ta  t rami te  la  consegna  d i  un  over lay da l  
d i spos i t ivo  mobi le  a l la  centra le  in termedia  su l l ’edge .  
  Serviz io  d i  r i l evamen to  de i  vol t i :  a t tua to  t rami te  la  
consegna  d i  un’ immagine  ad  una  macchina  vi r tuale  d i  
se rv izio  in  esecuz ione su l l ’edge .  La  r i spos ta  
consegnata  a l  c l ien te  comprende i l  numero d i  vo l t i  
r i l evat i  nel l ’ immagine .  
  Handoff  d i  una  macchina  vi r tua le  d i  se rviz io:  i l  
d i spos i t ivo ,  in  segui to  a l la  mobi l i tà ,  può r ichiedere  i l  
t rasfer imento  d i  una  macchina ,  in  esecuz ione  presso  
un  s i to  edge  precedentemente  v is i ta to ,  per  cont inuare  
ad  usare  i l  se rv iz io  con  lo  s tesso  s ta to  pregresso .    
  Suppor to Cloud:  ne l  l ive l lo  Cloud è  inser i to  un  web 
server  che  funge  da  repos i tory per  gl i  over lay 
u t i l i zza t i  da i  c l ient i .  
Di  segui to  sono  r ipor ta te  ne l  de t tag l io  le  sce l te  proge t tua l i  
ef f e t tua te  per  mode l la re  e  persona l izzare  le  modal i tà  di  s in tes i  e  
d i  handoff .  
 
  
[ 101]  
 
4.3.1 Sintesi  
I l  d iagramma d i  sequenza  seguente  r ipercorre  i  pass i  da  
compiere  e  i  i l  s ign if ica to  de i  messaggi  inv iat i  da i  var i  agent i  
durante  i l  provis ioning  d i  un  se rv iz io  ne l  pro to t ipo .  I l  d iagramma 
presuppone  che i l  se rv iz io  s ia  avviab i le  e  g ià  pronto su l l ’host  a l  
quale  a r r iva  la  r ich ies ta .   
I l  c l i en te ,  mos t rato  come ent i tà  as t ra t ta  ne l  d iagramma,  è  
implementa to  ne l le  appl icaz ioni  Cloudlet  Cl ien t  e  OpenCV 
Cl ien t ;  che  comunicano,  r i spe t t ivamente ,  con  i l  Cloudle t  Server  
su l la  cen tra le  hos t  e  l ’OpenCV Server  su l la  macchina  v i r tuale  di  
se rv izio .  Come mo st ra  lo  schema,  i l  ges tore  s i  occupa  de l le  
r ich ies te  d i  r i sorse  e  de l la  comunicazione  con  i l  se rver  su l l ’edge .  
I l  server ,  comunicando con i l  ges tore  d i  macchine  v i r tua l i  
Figura  2 0  Diagramma d i  sequenza  de l la  s i n t e s i .  
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presente  su l l ’hos t ,  res t i tui sce  una  r i spos ta  a l  c l ien te  c i rca  lo  s ta to  
del la  sua  r ichi es ta ;  e ,  in  caso  d i  avvenuta  s in tes i ,  g l i  consegna 
g l i  es t remi  di  conness ione  ut i l i  a  col loquiare  d i re t tamente  con la  
macchina  v i r tua le  che  esple ta  i l  se rviz io .  
4.3.2 Handoff  
L’esecuz ione  de l  se rv izio  pot rebbe  subi re  una  in ter ruz ione 
a  causa d i  una  caduta  de l  se rver ,  d i  una  d isconness ione o 
sempl icemente  de l  cambiamento  d i  pos iz ione da  par te  
del l ’uten te;  i l  quale ,  spos tandos i ,  po t rebbe non r icevere  p iù  i l  
segna le  rad io  che lo  co l lega  a l la  cent ra le  Cloudlet .  A ques to 
punto  occorre  esegui re  un  nuovo discovery ;  quando una  nuova 
cent rale  Cloudlet  ver rà  r i leva ta  i l  c l ien te  pot rà  ch iedere  l ’handoff  
del la  sua  vecchia  macchina  v i r tua le  d i  se rviz io  presso  la  
cent ral ina a t tua le  per  cont inuare  l ’esecuzione del  se rv iz io  
in te r ro t to .  I l  d i spos i t ivo  consegna  a l la  nuova  cen t ra le  l ’ ind i r izzo 
di  quel la  su  cu i  è  in  esecuzione i l  se rviz io  e  ne  r ich iede 
l ’avvic inamento .  Per  ch ia rezza i  pass i  compiut i  da l la  pia t taforma 
sono r ipor ta t i  in  un  diagramma d i  sequenza,  ne l la  f igura  
seguente ,  che  most ra  i  messaggi  scambia t i  t ra  i l  c l ien te  e  le  due 
cent ral i  che devono ef fe t tuare  un handoff  per  r ipor ta re  una 
macchina  v i r tua le  d i  serv iz io  in  esecuzione  su l  se rver  che 
a t tua lmente  r i sponde  a l le  r ich ies te  de l  d i spos i t ivo  mobi le .   
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In  questa  fase ,  dopo che i l  d i sposi t ivo  ha  esp l ic i ta to  a l  
Cloudlet  a t tua le  la  necess i tà  di  un handoff ,  l a  comunicazione 
avviene  so lo  t ra  i  due  Cloudle t .  La  cen t ra le ,  a  cu i  i l  c l i ente  
mobi le  è  co l lega to  a t tua lmente ,  r ice ve  da  ques t’u l t imo l ’ ind i r izzo 
pubbl ico  del  Cloudle t  p recedente .  I l  Cloudle t  a t tuale ,  t rami te  
ques ta  indicazione,  conta t ta  la  sorgente  e  le  consegna  i l  proprio  
ind i r izzo  pubbl ico.  I l  Cloudle t  sorgente  comanda  l ’handoff  verso 
l ’ ind ir izzo r icevuto  da l  Cloudl e t  des t inazione  e ,  ad  operaz ione 
f in i ta ,  cancel la  la  macchina v i r tua le  da l la  sorgente  e  la  rende 
d isponibi le  a l la  des t inaz ione ,  come prev is to  da l  p ro tocol lo  
Cloudlet  a l  t e rmine  d i  un handoff .   
Fig u ra  2 1  Diag ra mma  d i  sequ en za  d e l l ' ha n do f f .  
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E lencate  le  pr incipa l i  scel te  pro get tua l i  f a t te  in  f ase  d i  
sv i luppo,  nel  p ross imo capi tolo  s i  approfondi ranno i  passi  
compiut i  per  implementare  la  pia t taforma propos ta  e  la  
comunicaz ione  t ra  le  d iverse  component i .   
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CAPITOLO 5:  IMPLEMENTAZIONE E 
FUNZIONAMENTO DEL PROTOTIPO  
I l  capi to lo  sp iega come ins ta l la re  e  conf ig urare  le  var ie  
par t i  de l la  p ia t taforma.  Par tendo dal  se t -up  persona l izza to  di  un 
hos t  sul l ’edge ,  s i  mos t re rà  come è  poss ib i le  creare  un  serviz io  
t rami te  i l  middleware  El i jah .  In  segui to  ver rà  mostra to ,  anche 
t rami te  schermate  d i  u t i l i zzo,  i l  f unz ionamento  pra t ico del  
pro to t ipo .   
 
5.1 Installazione e Configurazione di Elijah  
Per  rendere  opera t iv i  i  due  server  Cloudle t ,  occor re  
ins ta l la re  la  p ia t taforma El i jah su  ent rambe e  modi f icare  
Opens tack ,  con le  l ib re r ie  Cloudlet ,  af f inché  d ivent i  
Opens tack++.  La  pia t taforma El i jah  viene  forn i ta  in  due vers ioni :  
que l la  pr inc ipa le  d is t r ibu i ta  come es tens ione  d i  Opens tack  [62] ,  
p iù  una  vers ione  s tand-alone  per  scopi  d i  t es t ing  [63] .  I l  s i s tema 
che  implementa  tota lmente  le  funz iona l i tà  de l  model lo  Cloudle t  
è  so lo  que l lo  r i lasc ia to  come p lug - in  d i  Openstack ,  car ica to  in  g i t  
con  i l  nome d i  e l i jah-opens tack .  La  repos i tory e l i jah-
prov is ioning  f o rn isce  gl i  s t rument i  per  ef fe t tuare  la  s intes i  de l le  
macchine  vi r tual i  a  par t i re  da un over lay in  au tonomia  da a l t re  
pia t taforme;  ma i l  p roget to  è  pr ivo  de l l ’ implementaz ione  de l  
meccanismo d i  handoff .  Per  in te rag ire  con  i  se rv iz i  Cloudle t  res i  
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disponibi l i  da  El i jah su l l ’edge de l la  re te ,  i l  p ro tot ipo 
implementa to  opera  esc lus ivamente  t rami te  Opens tack++,  
azzerando in  ques to  modo g l i  oner i  d i  ges t ione  del  s i s tema,  
durante  la  sua  esecuz ione,  da  par te  degl i  amminis t ra tor i  d i  re te .  
Olt re  a l la  mancanza  d i  un  meccanismo per  l ’handoff ,  l a  sce l ta  di  
predi l igere  Opens tack ++ a l la  vers ione  s tand-a lone  è  dovuta  a l la  
d inamic i tà  de l la  p ia t taforma ne l la  r icca  ges t ione  di  tu t te  le  
r i sorse  del  s i s tema.  Inol t re  ch iunque  ha d imes t ichezza  con  la  
p ia t taforma Cloud Opens tack ,  non  dovrebbe  incont ra re  d if f ico l tà  
nel l ’accogl ie re  e  ges t i re  le  nuove  funz iona l i tà  messe  a  
dispos iz ione da l l ’espans ione  Openstack++ forn i ta  da El i jah .  I  
pass i  da  esegui re  per  ef fe t tuare  i l  provis ioning  d i  una macchina 
v i r tuale  t rami te  la  vers ione  s tand -a lone ver ranno comunque 
i l lus t ra t i  per  comple tezza  durante  la  t ra t tazione e  p erché  ques ta  
metodologia  operat iva  è  s ta ta  u t i l i zza ta  per  la  ges t ione  in iz ia le  
del l ’ inf ras t ru t tura  e  per  la  ver i f ica  de l le  compat ibi l i tà  in  f ase  di  
t es t ,  in  quanto  p iù  leggera  de l  compar to  d i  component i  avvia to  da 
Opens tack .  
 
5.1.1 Installazione di Openstack++ 
Per  ins ta l lare  le  l ib re r ie  Cloudle t ,  contenute  ne l la  vers ione 
s tand-alone,  occorre  esegui re  quest i  comandi :  
sudo apt-get install git openssh-server fabric 
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L’ins ta l lazione prevede la  presenza  su l  se rver  de l le  seguent i  
appl icaz ioni :  g i t ,  openssh-server ,  fabr ic .  Trami te  g i t  c i  s i  può 
co l legare  a l la  repos i tory contenente  le  l ib re r ie  e  scar icar le  per  
poi  success ivamente  esegui rne  l ’ ins ta l laz ione .  Per  tes ta re  i l  
successo  d i  ques to  pr imo passo  s i  può  esegui re  i l  comando 
cloudlet list-base ,  che  visua l izza  le  immagin i  base  present i  nel  
s i s tema.  Al la  pr ima esecuz ione ,  i l  comando most re rà  so lo  una 
l i s ta  vuota ,  ma  la  manca ta  segna laz ione d i  e r ror i  è  u t i le  a l la  
ver i f ica  che  i l  p rocesso  d i  ins ta l laz ione  è  te rmina to  con  successo.  
A ques to  punto  i l  team di  El i jah  consig l ia  d i  ins ta l la re  Opens tack ,  
ne l la  sua  vers ione Ki lo  s tandard ,  t rami te  Devs tack .  
echo "$USER ALL=(ALL) NOPASSWD: ALL" | sudo tee -a /etc/sudoers 
git clone https://github.com/openstack-dev/devstack 
cd devstack 
git checkout stable/kilo 
cp samples/local.conf local.conf 
./stack.sh 
 
Come pr ima cosa ,  per  l ’uten te  v iene  aggiunta  una  regola  che 
permet te  l ’esecuz ione  de i  comandi  senza  i l  p rompt  di  r ichies ta  
de l la  password .  I l  passo  success ivo  è  i l  download  da  g i t  d i  
Devs tack  e  la  s incronizzazione  su l la  vers ione  stable/kilo  
t rami te  comando git checkout .  I l  f i l e  local .conf  [64]  v iene 
u t i l i zza to da l lo  scr ip t  s tack .sh  per  impos ta re  le  cara t te r i s t iche  di  
ges t ione  d i  Opens tack  in  modo  automat ico durante  
l ’ ins ta l lazione.  La ver i f ica  del la  r iusc i ta  de l l ’ ins ta l lazione  de l la  
vers ione  or ig inale  d i  Opens tack può  essere  a t tua ta  s ia  
esaminando i  numeros i  f i l e  di  log ,  p resent i  ne l  di re t tor io  di  
defau l t  /opt/stack/logs ,  s ia  co l legandos i  a l l ’ ind ir izzo 
ht tp: / / localhos t /  per  osservare ,  dal l ’ in te rfacc ia  graf ica ,  se  tut te  
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l e  component i  sono  operat ive.  Le  operazioni  di  ver i f ica  e  
ges t ione  possono essere  preformate  anche  ut i l i zzando le  API 
messe  a  d i spos iz ione  per  i  var i  s t rument i  cooperant i  in  
Opens tack .  Per  ut i l i zzare  ques te  funz ioni  da  l inea d i  comando 
occorre  esegui re  i l  log in  t rami te  i  meccanismi  d i  auten t icaz ione 
mess i  a  d ispos izione  da  Opens tack .  Accer ta ta  la  cor re t ta  
opera t iv i tà  de l la  p ia t taforma Opens tack ,  s i  p rocede  con 
l ’ ins ta l lazione del l ’es tens ione  re la t iva  a l le  funzioni  Cloudle t  e  a l  
r iavvio  d i  Opens tack ,  questa  vo l ta  t ramuta to  in  Openstack++.  Si  
no t i  che  spesso ,  dopo la  sospens ione  e  i l  r i avvio  de l l ’ in te ro 
compar to  d i  serv iz i  Openstack ,  occor re  r iavviare  manualmente  
s ia  i l  se rver  apache2  che lo  s t rumento  d i  auten t icazione 
keystone-all .  
git clone https://github.com/cmusatyalab/elijah-openstack 
cd elijah-openstack 




sudo service apache2 start && sudo service keystone-all start 
  
Come s i  è  g ià  so t tol inea to ,  l o  sc r ip t  di  ins ta l lazione  previs to  
da l  team di  El i jah non  cambia  i l  codice  Opens tack  es i s ten te ,  ma  
sos t i tui sce le  propr ie  l ib rer ie  a  que l le  pensa t i  per  la  vers ione di  
defaul t .  Esso  rappresento  uno  s t rumento  che v iene  innes ta to  come 
es tens ione ,  dando la  possib i l i t à  d i  r i tornare  a l la  vers ione 
or ig inale ,  qua lora  lo  s i  des iderasse ,  sempl icemente  inver tendo i  
pass i  nece ssar i  a l l ’ ins ta l laz ione .  La  conf iguraz ione  d i  Opens tack 
viene  modif ica ta  da l  processo  d i  ins ta l lazione agendo sul le  
propr ie tà  degl i  s t rument i  p resent i  ne l la  p ia t taforma,  che sono 
e lencate  ne l  f i l e  /etc/nova/nova.conf .  Ol t re  a l le  c lass iche 
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modi f iche  a l  f i le  nova.conf  in t rodot te  per  l ’ ut i l izzo  d i  
Opens tack++,  s i  è  r i t enuto  vantaggioso  aggiungere  la  poss ib i l i tà  
d i  po te r  assegnare  in  au tomat ico  a l le  i s tanze  un  indi r izzo  IP ,  
p re leva to  da  un  pool  def in i to  s ta t icamente ;  az ione ques ta  che 
cont r ibu isce  a l l ’au tomazio ne  de l la  comunicaz ione  nel  s i s tema.  
Per  assegnare  automat icamente  un ind i r izzo  Float ing  IP ,  t rami te  
i l  qua le  poter  conta t ta re  le  i s tanze ,  occor re  esegui re  la  procedura 
most ra ta  ne l l ’e lenco  seguente ,  p r ima d i  r iavviare  i  serv iz i  nova .  
1 .  Predisporre  un  pool  d i  ind ir izzi ,  p refe r ibi lmente  che non 
comprenda  que l l i  ass egna t i  in  au tomat ico  dagl i  a l t r i  
meccanismi  d i  assegnaz ione  dinamica  eventualmente  
present i  nel  s is tema.  Di  segui to  è  most ra to  i l  comando 
u t i l i zza to  per  le  impos taz ioni  de l  pro to t ipo:  
nova-manage floating create --pool my_floating_pool –ip_range 
192.168.1.224/27 
 
2.  Occorre  modi f icare ,  con  va lor i  conformi  a  que l l i  usat i  ne l  
comando precedente ,  i l  f i le  d i  conf iguraz ione  nova.conf .  
All ’ in te rno  de l la  sez ione [DEFAULT]  inser i re  le  seguent i  
opz ioni :  
default_floating_pool = my_floating_pool 
floating_range = 192.168.1.224/27 
auto_assign_floating_ip = True 
 
Tra  le  buone  norme da  segui re  per  ev i ta re  e r ror i  comuni  in  
fase  d i  se t -up  de l  s i s tema.  S i  r icordi  che ,  per  rendere  ef fe t t ive  le  
modi f iche  a l le  impos taz ioni  r ig uardant i  Opens tack ,  occorre  
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r iavviare  i  r i spe t t iv i  se rv iz i  i l  cu i  compor tamento  s i  è  modi f ica to  
t rami te  f i le  d i  conf iguraz ione .  Inol t re ,  s i  no t i  che  l ’ ins ta l lazione 
di  Openstack  è  s ta ta  esegui ta  t rami te  lo  sc r ip t  forn i to  da 
Devs tack .  Se  per  qua ls ias i  mot ivo lo  sv i luppa tore  s i  t rovasse  a  
dover  esegui re  nuovamente  lo  sc r ip t  stack.sh ,  l e  modi f iche 
r iguardant i  Openstack++ ver rebbero  annul la te  e  occor re rebbe 
ins ta l la re  d i  nuovo l ’es tens ione  con t enente  le  l ib rer ie  d i  E l i jah ,  
t rami te  i l  comando fab localhost devstack_single_machine .   
 
5.1.2 Compatibil i tà Hardware  
Termina ta  l ’ ins ta l laz ione  de l  compar to  r iguardante  la  
pia t taforma El i jah ,  s i  i l lus t ra  d i  segui to  come ada t ta rne  le  
impos taz ioni  a l le  cara t ter i s t iche de l l ’ambiente  di  sv i luppo 
ut i l izza to .   
Cara t te r i s t i ca  fondamenta le  per  la  r ip resa  d i  una macchina 
v i r tuale  in  un nuovo server  d iverso  da que l lo  su cui  è  s ta ta  c rea ta ,  
ovvero  quanto  accade  durante  l ’handoff ,  è  la  compat ibi l i t à  de l la  
CPU di  des t inaz ione .  Quando s i  esegue  i l  deploy una  macchina 
v i r tuale  su un  server ,  ques ta  assorbe  de l le  cara t te r i s t iche  da l la  
CPU de l la  macchina  hos t ,  per  pote r le  s imulare  nel  proprio  
ambiente ,  i l  tu t to  graz ie  a i  moderni  hyperv isor  e  a i  nuovi  f lag  per  
la  v i r tua l izzazione  hardware  de i  microprocessor i .  Sebbene 
en t rambi  i  vendor  ab biano  forn i to  i  p ropr i  processor i  d i  f lag 
dedicat i  a l la  v ir tua l izzaz ione,  a lcune  cara t te r i s t iche propr ie ta r ie  
rendono imposs ib i le  l a  s imulazione comple ta  e  rec iproca  del le  
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ca ra t te r i s t iche dei  processor i  ins ta l la t i  sul le  due centra l i  
u t i l i zza te .  S i  è  sce l to  d i  s imulare  una  t ipo logia  di  p rocessore ,  
f ru t to  de l l ’ in tersez ione  t ra  le  due  CPU in  g ioco ,  che  potesse  
essere  compat ib i le  con  g l i  ambient i  u t i l izza t i .  Graz ie  a l la  
presente  sce l ta  s i  è  anche  d imost rato  come,  t rami te  oppor tune 
modi f iche ,  s ia  poss ib i le  adegu are  la  p ia t taforma El i jah  a  lavorare  
con  hardware  a l tamente  e te rogenei ;  ne l  caso de l la  pia t taforma 
rea l izza ta ,  s i  è  supera ta  l ’ incompat ib i l i t à  t ra  microprocessor i  
p rodot t i  da  vendor  d ivers i .  
La s t ra teg ia  che ha  porta to  a l l ’es t raz ione d i  una t ipo logia  
base  d i  p rocessore  che  potesse  essere  s imula to  da  en t rambi  g l i  
hos t  è  par t i ta  da l l ’esame d i  un par t ico la re  f i le  d i  defau l t  p resente  
nel  f i le  sys tem di  Linux al la  locazione  d i  defaul t  
/usr/share/libvirt/cpu_map.xml .  Dal le  conf iguraz ioni  
c lass iche d i  Opens tack ,  s i  può  notare  che  i l  d r iver  responsabi le  
del l ’ in te raz ione  con  KVM/QEMU è  l ibv i r t .  Al  d i  sopra  d i  ques to 
s t rumento  è  s ta ta  cos t rui ta  una  comoda  in te rf acc ia  a  l inea  di  
comando ch iamata  v i r sh .  Trami te  v ir sh  è  poss ib i le  chiamare  le  
API  d i  ges t ione  messe  a  d i spo s izione  da  l ibvi r t  per  invocare  
operazioni  su l le  macchine  v ir tual i .  Lasc iando la  ges t ione del  
c ic lo  d i  vi ta  del le  macchine  osp i t i  ad  Opens tack ,  i l  comando è  
s ta to  u t i l i zza to  per  indagare  su l le  cara t ter i s t iche  che  g l i  host  
po tevano s imulare  e  per  in te rsecar le  cercando un model lo  che 
megl io  s i  adat tasse  a l la  nos t ra  s i tuaz ione .  Invocando,  da  l inea di  
comando Linux,  virsh capabilities ,  s i  o t t iene  una  l is ta  di  tu t t i  
i  model l i  d i  CPU che l ’hos t  può  s imulare  in  aggiunta  a l le  
cara t te r i s t iche de l la  CPU host  s tessa .  Qualora  s i  possedesse  un 
gruppo d i  macchine  mol to  s imi l i  da l  punto  di  vi s ta  de l le  
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ca ra t te r i s t iche  de i  microprocessor i  s i  po t rebbe impos ta re  
l ’hyperv isor  in  modo che  veda  tu t te  ed  esa t tamente  le  s tesse  
cara t te r i s t iche  de l la  CPU hos t .  Nel  caso  in  esame,  e  sp esso  come 
s i  p revede  avverrà  per  le  tecnologie  e te rogene  disp iegate  
su l l ’edge  de l la  re te ,  l e  cara t ter i s t iche  de l le  macchine  che  devono 
operare  una migraz ione sono mol to  d iverse;  i l  p roblema quindi  
cons is te  nel  dete rminare  i l  g ius to  model lo  d i  CPU che  soddisfa  i l  
pool  d i  host  a  d i spos iz ione .  I l  d r iver  v iene  in  a iu to  fornen do due 
u t i l i  comandi :  i l  p r imo,  virsh cpu-compare ,  acce t ta  un  f i le  d i  
conf iguraz ione  con  a l l ’ inte rno  una  descr iz ione  XML di  un 
processore  e  lo  compara  con  le  cara t te r is t iche  de l la  CPU hos t ,  
dandoci  una conferma su l la  compat ib i l i t à  o  meno ;  i l  secondo ,  
virsh cpu-baseline ,  p rende  anch’esso  come parametro  un  f i le ,  
ques ta  vol ta  contene nte  due model l i  d i  CPU e r i sponde  con 
l ’ ind icaz ione  d i  qua l i  f lag mascherare  per  creare  un model lo  d i  
CPU s imulabi le  su ent rambi .  L’es i to  de l  contro l lo  ef f e t tua to  sugl i  
hos t  u t i l i zzat i  ha  es t ra t to  come compat ib i le  i l  model lo  d i  CPU 
che  nel  f i l e  cpu_map.xml  cor r i sponde  a l  nome KVM64.  
Date  queste  informazioni  d i  compat ib i l i t à  s i  è  po tu ta  
modi f icare  la  conf iguraz ione  di  Opens tack++ af f inché  avviasse  
macchine  v i r tua l i  s imulando sempre  i l  p rocessore  de l  t ipo 
prescel to .  La  modi f ica  ha  in teressato  i  f i l e  de l la  vers ione  s tand-
a lone  e  d i  que l la  Opens tack  d i  El i jah  che  vanno a  conf igurare  i l  
f i l e  d i  Opens tack  nova.conf .  Al l ’ in te rno  d i  ques to  f i le ,  che  t iene 
t racc ia  d i  tu t te  le  conf iguraz ioni  d el  nodo Compute  hos t ,  s i  può 
notare  la  presenza  de l la  conf iguraz ione  re la t iva a l  modo 
opera t ivo de l la  CPU per  quanto r iguarda le  macchine  vi r tual i  
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ges t i te  con  l ibvi r t ;  con la  re la t iva impos tazione ,  f ru t to  





A causa  dei  suddet t i  problemi  d i  compat ib i l i t à  s i  è  
presenta ta  anche  la  necess i tà  d i  r ic reare  una  immagine base  de l la  
macchina  v i r tua le  che  osp i ta  i l  se rv iz io  Cloudle t .  La  base  forni ta  
dagl i  svi luppa tor i  d i  E l i jah  è  s ta ta  cos t ru i ta  su l la  vers ione  di  
Linux Ubuntu  12 .04  LTS 32 bi t ,  ment re  quel la  sce l ta  per  i l  
p resente  proge t to  è  la  vers ione  success iva Linux  Ubuntu  14.04 
LTS a  64  b i t .  La  sce l ta  è  s ta ta  de t ta ta  da l le  l imi ta te  capac i tà  del la  
vers ione  a  32 b i t  de l  s i s tema Linux,  che  v iene sos t i tu i ta  con 
que l la  più  recente ,  a  64  b i t .  Quas i  tu t t i  i  modern i  microprocessor i  
do ta t i  d i  v i r tua l izzaz ione  hardware  r iescono ad emulare  le  
cara t te r i s t iche  di  una  CPU a  64  b i t ;  su l la  qua le  è  u t i le  ins ta l lar e  
un s i s tema opera t ivo ,  anch’esso a  64 b i t ,  abi l i ta to  ad esegui re  le  
appl icaz ioni  più  complesse  che oggi  vanno per  la  maggiore ,  come 
ad  esempio  l ib re r ie  graf iche .  Per  c reare  una immagine  base  ada t ta  
a l l ’ impor taz ione  in  Opens tack++,  s i  è  scar ica ta  una c lass ica  
immagine  base  del  s i s tema operat ivo ,  de l la  suddet ta  vers ione ,  e  
s i  è  c rea ta  una  macchina  v i r tua le  ove  ins ta l lar lo .  Per  questo 
passo ,  s i  è  deciso d i  u t i l i zzare  lo  s t rumento  v ir t -manager ,  u t i le  
a l la  ges t ione del le  macchine  vi r tual i .  Esso s i  p resenta  con  una 
comoda  in te rfacc ia  graf ica  che  v isua l izza  tu t te  le  macchine 
v i r tual i  p resent i  ne l  s i s tema,  a  prescindere  da l  lo ro  s ta to  a t tua le ,  
e  le  lo ro  cara t ter i s t iche  fondamenta l i .  Date  le  non  ecce lse  
cara t te r i s t iche hardware degl i  hos t  u t i l i zzat i ,  s i  è  cerca to un  
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compromesso  ne l le  cara t te r is t iche  de l la  macchina  v i r tua le  base ,  
che  poi  sa ranno que l le  e redi ta te  da l le  macchine c rea te  a  run- t ime.  
Le  macchine  poss iedono  le  seguent i  ca ra t te r i s t iche :  
  CPU = 1  VCPU;  
  RAM = 1GB;  
  HDD = 8GB;  
  Sof tware  preins ta l la t i :  SSH Server .  
Le  macchine  v i r tua l i  c rea te  t rami te  l ib rer ie  s tandard  d i  
Linux e  t rami te  ques to  too l  graf ico,  vengono sa lvate  come f i le  
img ne l la  car te l la  d i  defau l t /var/lib/images/ .  Per  la  c reazione 
de l la  base compat ib i le  con  i l  p ro to t ipo  Cloudle t  real izza to ,  s i  è  
u t i l i zza ta  la  vers ione  s tand -a lone  di  El i jah  che  prevede  questa  
u t i le  funz ione .  Trami te  i l  c l ien t  a  l inea  d i  comando s i  può  avviare  
una  macchina v i r tua le  a  par t i re  da un  f i le  raw passa to  come 
paramet ro ,  eseguire  le  propr ie  operaz ioni  e ,  in  segui to  a l la  
ch iusura ,  generare  un  pacche t to  contenente  la  macchina  v i r tua le  
base  pronta  per  l ’ impor taz ione in  Opens tack++.  I l  comando in  
ques t ione  è :  
cloudlet base /var/lib/images/base_disk.img 
 
Una vol ta  avvia ta  la  macchina v i r tua le  t rami te  El i jah ,  s i  è  
provveduto  a l l ’ ins ta l l az ione d i  pacche t t i  sof tware u t i l i  in  
mol tep l ic i  ambi t i  appl ica t ivi .  Ad esempio ,  s i  è  ins ta l la ta  la  
vers ione  1 .8  del l ’ambiente  Java  SE Runt ime ,  u t i le  al l ’esecuz ione 
del  back-end server  prev is to  per  l ’ in te razione con  l ’u ten te  
mobi le .  Una  vol ta  conc luse  le  ins ta l laz ioni  pre l iminar i ,  e  
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approdat i  ad  una vers ione gener ica  e  comple ta  de l  s is tema 
opera t ivo ,  contenente  non  l ib rer ie  specif iche ,  ma appl ica t ivi  
p resent i  in  quasi  tu t te  le  vers ioni  de i  s i s temi  adib i t i  a l lo  
svolg imento  d i  se rv iz i ,  è  poss ib i le  ch iudere  l a  f ines t ra  di  
in te raz ione  con  la  macchina  v i r tua le  e  to rnare  in  au tomat ico  a  
quel la  che  esegue  l ’or ig ina le  comando cloudlet base .  
L’operaz ione  f ina le  è  la  genes i  automat ica  degl i  snapshot  de l lo  
s ta to  d i  memor ia  e  d i sco  e  i l  sa lva taggio  d i  ques t i  f i l e  a l l ’ in te rno 
del  d ire t tor io  d i  defau l t  ~/.cloudlet/ .  Ques to percorso  cont iene 
car te l le ,  i  cu i  nomi  sono l ’hash  s tesso  de l le  immagin i ,  formate  
ognuna  da  tu t t i  i  f i l e  re la t iv i  ad  una  s tessa  immagine  base .  
Poss iamo ver i f icare  la  corre t ta  c reazione  d i  una  voce  al l ’ in te rno 
del  da tabase  del le  immagin i  Cloudle t  t rami te  i l  comando 
cloudlet list-base .  Per  generare  un  unico  f i le  por tabi le  da  poter  
impor ta re  a l l ’ inte rno  d i  Opens tack++ occorre  usare  i l  comando:  
cloudlet export-base ~/.cloudlet/hash/base_disk.img baseVM.zip 
 
Al comando occorre  i l  pa th  che  porta  a l l ’ immagine  base ,  
vis ionabi le  t rami te  i l  comando che le  e lenca tu t te  pr ima c i ta to ,  e  
i l  nome che  s i  vuole  a t t r ibui re  a l  f i l e  r i su l ta te  da l l ’operaz ione  di  
packaging .   
 
5.1.3 Software di Supporto al Middleware Intermedio  
Comple ta te  le  conf iguraz ioni  re la t ive  a l l ’ambiente  
Opens tack++,  d i  segui to  viene  presenta to  i l  compar to  sof tware  di  
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suppor to  a l  s i s tema presen te  in  en t rambe le  cen tra l i .  Si  è  
precedentemente  ac cennato  a l  se rv izio  d i  d i scovery che  permet te  
a i  c l ient i  mobi l i  che  a r r ivano  ne l la  re te  ove  r is iede  la  cent ral ina 
d i  scopr i r la  au tomat icamente ,  e  r iceverne  d i  conseguenza 
ind i r izzo  IP e  por ta  con  la  qua le  met te rs i  in  comunicaz ione  con 
i l  Cloudle t .  Si  è  fa t to  in  modo,  t rami te  Avahi  Server ,  che  le  due 
cent ral i  pubbl ic izzassero la  propr ia  na tura  Cloudle t  inserendo nel  
percorso  /etc/avahi/services  una  def iniz ione  del  se rv iz io  
Cloudlet  con i  seguent i  paramet r i :   
Inf ine,  per  permet te re  a l le  due  cent ral i  una  corre t ta  
comunicaz ione  rec iproca ,  è  s ta to  a t t iva to un  s i s tema di  
s incronizzaz ione tempora le  t rami te  pro tocol lo  Network  T ime 
Protocol  (NTP ) .  I l  p rotocol lo ,  facente  par te  del la  f amigl ia  
TCP/IP ,  è  ut i l e  a l la  s incronizzazione  in  re te  t rami te  r ich ies te  
inv ia te  a  se rver  spec if ic i .  I  se rver  in  ques t ione  sono impos ta t i  dal  
f i l e  d i  conf igurazione  di  defaul t  /etc/ntp.conf ,  che  non s i  è  
r i t enuto  necessar io  modi f icare .  In  rea l tà  i l  s i s tema NTP è  mol to  
p iù  complesso  d i  come sembr i  in  quanto  s i  hanno d ivers i  l ivel l i  
d i  s incronizzaz ione ,  a l la  base  de i  qua l i  t rov iamo que l lo  co l lega to 
d i re t tamente  a  degl i  o ro logi  a tomic i  che  ne  mantengono 
l ’ informazione  t empora le .  For tunatamente  g l i  s t rument i  d i  
ges t ione  as t raggono da l la  so t tos tan te  compless i tà ;  s i  pens i  che  i l  
<?xml version="1.0" standalone='no'?> 
<!DOCTYPE service-group SYSTEM "avahi-service.dtd"> 
<service-group> 
 <service> 
  <type>_cloudlet._udp</type> 
  <port>22222</port> 
 </service> 
</service-group> 
 Li s t i n g  1  De f in i z i on e  XML d e l  se rv i z i o  C lo u dl e t  p ub b l i c i z za to  d a  Ava h i .  
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c l ien te  t iene conto de l  r i t a rdo del la  comunicaz ione  con  i l  server  
e  cor regge  autonomamente  l ’ informazione  orar ia .  Su l le  centra l i  
Cloudlet  comunicant i  ne l  p ro to t ipo ,  è  esegui to  un cl ien te  NTP,  
su l la  por ta  di  defau l t  UDP 123,  che  le  s incronizza  ag l i  s tess i  
se rver  NTP.  
Con le  ins ta l laz ioni  esegui te  f ino  a  ques to  punto ,  s i  sono 
rese  opera t ive  le  cent ral i  Cloudle t .  Opens tack++,  ins ieme agl i  
a l t r i  s t rumen t i  p resentat i ,  permet terà  la  gest ione del le  r isorse  
hardware  e  la  comunicazione  rec iproca  e  con  i  c l ien t i .  Gl i  oner i  
d i  ges t ione  non sono ancora  te rmina t i ;  i  f orn i tor i  d i  se rv izi  
devono provvedere  a  forn i re  i l  loro  sof tware ,  so t to  forma d i  
over lay,  ag l i  u t i l izza tor i .  La  c reaz ione  d i  un over lay avviene  
t rami te  la  p ia t taforma Opens tack++,  a  par t i re  da  una  f ra  le  
immagin i  base d isponib i l i  per  le  cent ra l i  Cloudle t .  Al la  f ine  del  
processo ,  i  p rovider  dovranno provvedere  a  rendere  d isponib i le  
un  l ink  sul  Cloud da  dove  poter  scar icare  g l i  over lay re la t ivi  a i  
lo ro  serv izi .   
 
5.2 Implementazione di un Servizio 
La creazione  di  un  over lay può  avveni re  s ia  t rami te  
Opens tack++,  che  con  i l  sof tware  El i jah  in  vers ione  s t and-a lone.  
Creare  un over lay presuppone la  presenza d i  una  immagine  base 
a l l ’ inte rno  de l  ges tore  d i  immagin i  del  middleware;  ipo tes i  che 
s i  è  precedentemente  da ta  per  sconta ta  come operaz ione 
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p re l iminare ,  a l  f ine  d i  ve loc izzare  i  pass i  d i  r ipresa  e  s in tes i  de l le  
macchine  v i r tua l i .  Per  quanto  concerne  la  vers ione  s tand -a lone  di  
El i jah,  non  essendo garant i ta  la  presenza  del l ’ immagine  base ,  i  
pass i  necessar i  a l l ’ impor taz ioni  di  una  macchina  base ,  a l  f ine  di  
generare  un over lay,  vengono comunque  presenta t i .  Si  not i  che 
l ’uso  di  ques ta  vers ione  è  consig l ia to  so lo  in  fase  di  tes t .  
Con la  vers ione  s tand -a lone poss iamo impor ta re  
un’ immagine  base  a l l ’ in te rno  del  da tabase  Cloudle t ,  qualora  
ques ta  non fosse  g ià  d isponib i le  con  lo  s tesso ident i f ica t ivo 
univoco.   
cloudlet import-base ./myBaseVM.zip  
INFO create directory for base VM 
INFO Decompressing Base VM to temp directory at  
 /tmp/cloudlet-base-k7ANqB 
INFO Place base VM to the right directory 
INFO Register New Base to DB 





L’output  de l  comando cloudlet import-base  mos t ra  i  pass i  
esegui t i  du ran te  l ’ impor taz ione  d i  una  immagine  base .  La  base 
viene decompressa  in  una car te l la  temporanea  dal  pref i sso 
c loudlet -base  nel  percorso  d i  defaul t  /tmp/ .  Success ivamente  è  
memor izza ta  nel  da tabase  e  le  v iene assegna to  un  hash  univoco 
con  cu i  po te r  essere  se lez iona ta .  
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5.2.1 Ripresa di una Immagine Base  
Come pr imo passo  ne l  processo  d i  creaz ione  d i  un  over lay 
in  genera le  occor re  impor ta re  l ’ immagine  base  su  cu i  vogl iamo 
cos t ru ire  i l  nos t ro  se rviz io .  L’ impor taz ione ,  anche  essendo un 
processo  mol to  lungo perché  comprende  la  decompress ione 
de l l ’ immagine  e  degl i  snapshot  del la  macchina  vi r tua le ,  non 
ra l lenta  l ’opera t ivi tà  de i  se rv i zi  in  quanto  è  esegui ta  of f l ine ,  
p r ima che i l  s i s tema s ia  ef fe t t ivamente  reso opera t ivo per  
l ’ in teraz ione  con  i  c l ient i .   
Su  Openstack++ occorre  esegui re  i l  Resume  del l ’ immagine 
base ,  in  segui to  a l  qua le  v iene  avviata  un’ i s tanza  di  un macchina  
vi r tuale .  La  macchina  v ir tuale  v iene  r ipresa  da l  punto  in  cui  s i  
sono sa lvat i  g l i  snapshot  present i  a l l ’ in te rno  de l  f i l e  compresso 
impor ta to  come base .  La pr ima vol ta  che s i  e segue  ques ta  
operazione ,  la  sua  dura ta  può  essere  parecchio  e leva ta ,  a  seconda 
de l le  cara t te r i s t iche  hardware  del la  macchina  hos t ;  durante  i  t es t  
ef f e t tua t i ,  s i  è  a rr iva t i  ad  a t tendere  f ino  a  c i rca  vent i  minut i ,  
p r ima che  una nuova  macchina  v i r tua le  veniss e  r ipresa  su  una 
cent rale  che  non avesse  mai  avvia to  que l la  spec if ica  immagine  
base .  Ques to  inconveniente  non  grava  su l la  comunicaz ione  con 
l ’u tente ,  in  quanto  esegui to  of f  l ine ,  ma  veloc izza le  eventual i  
r ip rese  success ive  de l la  s tessa  base ,  perché  la  imp or ta  ne l la  cache 
de l  nodo compute .  Al la  f ine  d i  ques to  passo  s i  o t t iene  una 
macchina  v ir tua le  d i  base  pronta  a  r icevere  le  modif iche  u t i l i  
a l l ’esecuzione  de l  se rv iz io  prev is to .   
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5.2.2 Creazione di un Overlay  da una Immagine Base  
Qualora  s i  s tesse  u t i l i zzando la  vers ione s tand -a lone  di  
El i jah,  una vol ta  impor ta ta  o  c reata  una  immagine  base ,  occorre  
esegui re  i l  comando cloudlet overlay ,  fo rnendo come paramet ro 
l a  locazione  del  f i l e  immagine .  Se  l ’appl ica t ivo  che  in tendiamo 
ins ta l la re a l l ’ in te rno  de l la  macchina v i r tua le  prevede la  
comunicaz ione  t rami te  de l le  por te  spec if iche ,  che vogl iamo s iano 
accessib i l i ,  occor re  impos ta re  l ’opz ione  del  comando over lay che 
permet te  i l  tunnel ing  de i  pacche t t i  da  una  por ta  sul l ’hos t  ad 
un’a l t ra  sul la  macchina  vi r tua le .   
cloudlet overlay /path/to/base_disk.img -- -redir tcp:2222::22 -redir 
tcp:8080::80 
 
Nel l ’esempio  propos to  s i  c reano  due  tunne l ;  r i spet t ivamente  
da l la  por ta  2222 de l l ’hos t  s i  accede  al la  22  su l la  macchina 
vi r tuale ,  ment re  da l la  8080 de l l ’host  s i  v iene  ind i r izza t i  verso 
l ’80  de l la  macchina  v ir tua le .  Ques to  s i  t raduce ne l la  seguente  
modal i tà  opera t iva  in  fase  d i  creazione  de l l ’over lay:  se  s i  vuole  
accedere  a l  se rver  ssh presente  sul la  macchina v ir tuale  appena 
r ipresa ,  s i  deve  forn i re  a l  com ando ssh  l ’ ind i r izzo de l l ’hos t  e  la  
por ta  2222;  a l lo  s tesso  modo volendo accedere  a l  web server  del la  
macchina  v ir tua le  presente  su l la  por ta  80,  s i  deve  inser i re  nel  
browser  l ’ ind ir izzo  del la  macchina hos t  segui to  da l  numero  di  
por ta  8080.  
In  presenza  di  una  macchina  v ir tua le  appena  r ipresa  da 
que l la  d i  base,  l e  operaz ioni  da  esegui re  sono le  medes ime in  
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en t rambi  i  cas i  d i  gest ione del le  r isorse ,  ovvero con Opens tack 
oppure con la  vers ione  s tand -a lone .  Per  pr ima cosa  s i  è  ins ta l la to  
i l  back  end  server  OpenCV che  r i sponderà  d i re t tamente  a l le  
r ich ies te  de l  c l ien te ,  po i  s i  sono  copia te  le  l ibre r ie  u t i l i  
a l l ’esecuzione  de l  se rv iz io  di  g raf ica  e ,  inf ine ,  s i  è  avvia to  i l  
se rv izio ,  i l  qua le  s i  met te  in  a t tesa  de l le  r ich ies te  degl i  u ten t i  
su l la  por ta  22222.  Occor re  nota re  che ,  i l  server  v iene  d is t r ibu i to  
ins ieme a l le  l ib rer ie  u t i l i  a l la  sua esecuz ione .  Esegui re  de l le  
operazioni  con le  l ib re r ie  OpenCV, non presuppone 
l ’ ins ta l lazione pre l iminare  d i  sof tware aggiunt ivo,  ma so lo  la  
copia  del le  l ibre r ie  u t i l i  a l l ’ in te rno  del  percorso  s tandard  in  
Linux Ubuntu ,  che  cont iene  anche le  l ibre r ie  graf iche ,  ovvero 
ne l la  car te l la  /usr/lib/x86_64-linux-gnu/ .  L’ins ta l laz ione  di  
OpenCV è s ta ta  necessar ia  invece  durante  lo  sv i luppo,  in  quanto 
viene  generato  i l  f i le  contenente  l ’ inte rfa cc ia  Java  di  
comunicaz ione  con  le  l ib re r ie ,  ch iamato  l ibopencv_java310.so  
per  la  vers ione 3 .1  d i  OpenCV.  Le  l ib re r ie  sono s ta te  es t rapola te  
dal  suddet to  f i le  t rami te  l ’u t i l i zzo  congiunt o d i  a lcuni  s t rument i  
che  fanno par te  de l la  bash d i  Linux.  I l  comando so t tos tan te  ne  
most ra  l ’uso f a t to :  
sudo ldd libopencv_java310.so |  
grep “=> /” |  
awk ‘{print $3}’ |  
xargs –I ‘{}’ cp –v ‘{}’ my_lib_path/ 
 
Di segui to  s i  r ipor tano le  par t i  p iù  s ign if ica t ive  de l la  
proge t taz ione  del l ’ in te raz ione  t ra  i l  back  end  server  e  le  l ibre r ie  
OpenCV impor ta te  nel  s i s tema,  ut i le  a l  r iconoscimento  de l  
numero  d i  vo l t i  p resent i  in  una immagine  inv ia ta  a l  server  da  un 
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d i spos i t ivo  mobile .  I l  pacchet to  sof tware  con  cu i  v iene 
d is t r ibu i to  i l  se rver  OpenCV cont iene  anche  i l  f i l e  di  l ib re r ia  
ut i le  a l  r i l evamento  de i  vo l t i  a l l ’ in terno  d i  una  immagine ;  esso è  
chiamato  haarcascade_frontalface_alt.xml .  Ques to f i le  viene 
usa to  per  cos t rui re  un’ i s tanza  del la  c lasse  CascadeClassifier ,  
spec ial izzandola  ne l  de tec t ing  de i  vol t i .  Di  ques to  ogget to  s i  usa  
i l  metodo detectMultiScale ,  a l  qua le  v iene  forn i ta  s ia  
l ’ immagine  r icevuta ,  che  è  que l la  da modi f icare ,  che una  mat r ice ,  
ogget to  de l la  c lasse  MatOfRect ,  in  cu i  ver ranno immagazz ina t i  i  
da t i  re la t iv i  a i  var i  vo l t i  r i l eva t i .  I l  conteggio  è  immedia tamente  
inv ia to  a l  c l ien te ,  ment re  l ’ immagine  ver rà  modif icata  da l  server ,  
inserendo un re t tangolo  rosso  in torno  ad  ogni  vol to ,  e  po i  sa lva ta  
ne l la  s tessa  d i rectory in  cu i  è  s ta ta  precedentemente  scar ica ta  
l ’ immagine  or ig ina le  proveniente  dal  device .  
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Dopo l ’ ins ta l lazione  de l le  l ib rer ie  e  de l  back  end  server  
su l la  macchina  vir tua le ,  è  poss ibi le  cont inuare  con  la  ges t ione 
de l le  r i sorse  de l  s i s tema.  Se  s i  s ta  u t i l izzando Opens tack++,  
to rnando al la  pagina  pr inc ipa le  del  Cloudlet ,  s i  può operare  per  
c reare  un  over lay se lez ionando la  voce  corr i spondente  da l  menu 
de l le  opz ioni  re la t ive  a l la  macchina v i r tua le  in  esecuz ione .  Se,  
invece,  s i  è  usa ta  la  vers ione s tand -a lone ,  per  comandare  la  
c reaz ione d i  un  over lay,  occorre  sempl icemente  chiudere  la  
console  d i  in te raz ione con la  macchina v ir tua le  r ipresa .  In  
en t rambi  i  casi ,  vengono ca t tura te  tu t te  le  modif iche  appor ta te  
a l la  macchina  r ipresa ,  r i spet to  a  quel la  base ;  success ivamente  ne 
.... 
URLlibSOurl=getClass().getResource("/resources/libopencv_java310.so"); 
File libFile = new File (libSOurl.getFile()); 






 fieldSystPath = ClassLoader.class.getDeclaredField("sys_paths"); 
 fieldSystPath.setAccessible(true); 
 fieldSystPath.set(null, null); 
}catch(SecurityException | NoSuchFieldException |  






File file=new File (resourceXml.getFile()); 
CascadeClassifier faceDetector = new CascadeClassifier( 
file.getAbsolutePath()); 
Mat img = Imgcodecs.imread(IMG_DIR+SOURCE_IMG_NAME); 
MatOfRect faceDetections = new MatOfRect(); 
faceDetector.detectMultiScale(img, faceDetections); 
System.out.println(String.format("Detected %s faces",  
faceDetections.toArray().length)); 
MainOpenCV.setFaceNumResult(faceDetections.toArray().length); 
for (Rect currRect: faceDetections.toArray()){ 
Imgproc.rectangle(img, new Point (currRect.x, currRect.y), 
new Point(currRect.x+currRect.width, 
currRect.y+currRect.height), 
new Scalar (0,0,255)); 
} 
 .... 
Li s t i n g  2  In t e ra z io n e  t ra  se rver  Ja va  e  l i b re r i e  Op enCV .  
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v iene  genera to un over lay e  in f ine la  macchina  vi r tua le  viene 
dis t ru t ta .  L’overlay è  impacche t ta to  in  un  f i le  z ip  contenente  i  
f i l e  binar i  min imi  per  r icos t ru i re  la  macchina  modif icata  a  par t i re  
da  que l la  base .  I l  f i l e  compresso cont iene due  t ip i  d i  f i l e ,  i  ver i  
b lob  che  hanno es tens ione  xz  e  i  meta - f i le  informat iv i  con 
suf f i sso  invece  over lay-meta .  In  Openstack++ gl i  over lay 
generat i  vengono memor izza t i ,  con  un  hash  univoco ,  a l l ’ inte rno 
di  Glance per  un  success ivo download .  Invece per  quanto  r iguarda 
la  vers ione s tand -a lone  d i  El i jah,  l ’over lay v iene  sa lva to  in  una 
car te l la  temporanea  d i  defaul t  da  dove  è  poss ibi le  pre levar lo  per  
consegnar lo  a i  fu tur i  u ten t i  de l  se rviz io .   
 
5.3 Operatività della piattaforma 
Gli  over lay c rea t i  con  Openstack++ sono u t i l i zzabi l i  per  la  
s in tes i  t rami te  la  vers ione  s tand -alone  d i  El i jah ,  e  v iceversa .  I l  
p ro to t ipo  propos t o rea l izza  la  s in tes i  d inamica  de i  serviz i  in  base 
a l le  r ichies te  dei  c l ien t i .  Pr ima di  mos t ra re  ques ta  c lass ica  
procedura ,  s i  i l lus t ra  come s ia  poss ib i le  s in te t izzare  una 
immagine  base  a  par t i re  da  un over lay con  la  vers ione  s tand -alone 
de l la  p ia t taforma El i jah.   
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5.3.1 Sintesi  
Viene d i  segui to  r ipor ta ta  la  procedura  d i  s in tes i  d i  una 
macchina  v i r tua le  a  par t i re  da  un  over lay u t i l i zzando la  vers ione 
s tand-alone  de l la  p ia t taforma El i jah.  Questa  è  l ’u l t ima 
funz iona l i tà  che la  vers ione  s tand -a lone met te  a  d i spos iz ione ;  
dopo del la  qua le ,  la  t ra t tazione s i  concent re rà  esc lus ivamente  sul  
funz ionamento  d inamico  t rami te  pia t taforma Opens tack++.  Per  
ef f e t tuare  i l  p rovis ioning  occorre  avviare  un  server  per  la  s in tes i  
e  un  re la t ivo  cl iente .   
synthesis_server 
INFO -------------------------------------------------- 
INFO * Base VM Configuration 
INFO 0: /tmp/cloudlet-base-k7ANqB/abda****76b8/myBaseVM.raw (Disk 
 8192 MB, Memory 1040 MB) 
INFO -------------------------------------------------- 
INFO * Server configuration 
INFO - Open TCP Server at ('0.0.0.0', 8021) 
INFO - Disable Nagle(No TCP delay) : 1 
 
L’avvio  de l  server  è  ef f e t tua to  su l la  por ta  d i  defaul t  8021 
del l ’hos t .  È  poss ibi le  avviare  i l  c l iente  anche su un a l t ro  hos t  per  
poi  indicare  l ’ ind ir izzo  de l l ’hos t  remoto  su  cu i  eseguire  la  s in tes i  
de l la  macchina  vi r tua le .  In  ogni  caso ,  i l  comando per  lanc iare  i l  
c l ien te  ha  b isogno,  o l t re  a l l a  locaz ione  de l  se rver ,  anche  d i  un 
a l t ro  paramet ro ind icante  l ’URL de l l ’over lay.  Nel l ’esempio  
seguente ,  i l  se rver  è  in  esecuz ione su l l ’hos t  locale  a l  c l ien t ,  i l  
qua le  poss iede  nel  propr io  f i le  sys tem anche  l ’over lay.   
synthesis_client -s localhost –u       
    http://localhost:54321/overlays/overlay-os.zip 
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Se  la  s intes i  ha  successo  verrà  avvia ta  una  console  che 
most ra  l ’esecuz ione  de l la  mac china  v i r tua le  r ipresa  a  par t i re  
da l l ’over lay ind ica to .  I l  p ro to t ipo  in  esame non è  s ta to  pensa to 
come in te ragente  con  la  vers ione  s tand -a lone ,  pr inc ipa lmente  a  
causa de l le  sue mancanze ne l l ’ implementaz ione d i  tu t t i  i  
meccanismi  de l  model lo  Cloudle t .  Di  se gui to  verrà  presenta ta  la  
c lass ica  opera t ivi tà  de l  s i s tema in  fase  produt t iva ,  quindi  con  i l  
suppor to  de l la  p ia t taforma Opens tack++.  
La  s in tes i  implementa ta  da Opens tack++ è  s ta ta  
automat izzata ,  a l l ’ in te rno del  pro to t ipo ,  per  r i spondere  
dinamicamente  a l le  r ich ies te  di  se rv iz io  da  par te  degl i  u tent i .  
Occorre  ins ta l la re  manualmente  le  due  appl icaz ioni  d i  tes t ,  i l  
ges tore  Cloudle t  e  i l  c l i en te  del  se rviz io  OpenCV. Esse  non  sono 
s ta te  pubbl icate  sul lo  s tore ,  quindi  pr ima d i  pote r le  usare  occorre  
compiere  dei  pass i  p rel iminar i  per  ins ta l la r le  su l  dispos i t ivo ;  
pass i  che  pot rebbero  d if fe r i re  a  seconda  de l la  vers ione  d i  Android 
u t i l i zza ta .  Di  se gui to  viene r ipor ta ta  la  sempl ice  procedura che 
ab i l i ta  i l  deploy d i  appl icaz ioni  da l le  or ig in i  sconosciu te ,  sul la  
vers ione  Android  Lol l ipop:  
1 .  Car icare  i  f i l e  apk su l  d ispos i t ivo .   
2 .  Nel le  impos taz ioni  d i  s i s tema se lez ionare  Sicurezza .  
3 .  Sot to  la  voce Amminis traz ione Disposi t ivo  abi l i t a re  
l ’opz ione  Origin i  Sconosciu te .  
4 .  Per  ent rambe le  appl icaz ioni ,  c l iccare  su l  f i l e  apk  e  
acconsent i re  a l l ’ ins ta l laz ione.  
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Avviando l ’appl icaz ione che fun ge da  ges tore  dei  se rv iz i  
edge  e  ut i l izzando i l  pulsan te  Sta r t  Discovery,  è  possib i le  
ab i l i ta re  la  r icez ione  de i  messaggi  mul t icas t  che  segna lano  la  
presenza  d i  un  server  edge  ne l la  re te  locale .  I l  Cloudle t  Cl ient  
scans iona  que l l i  per t inent i  e  ne  res t i tu i s ce le  informazioni  
r ipor ta te ,  ovvero  ind i r izzo  IP  e  por ta ,  se  ta l i  messaggi  fanno par te  
di  una  pubbl icazione  da  par te  d i  un  se rver  su l l ’edge del la  re te .   
I l  passo  successivo  s i  a t t iva  t rami te  la  press ione  de l  
pu lsan te  che  ver i f ica  la  presenza  d i  una  immagi ne  base  su l la  
cent ral ina de l la  qua le  i l  d i spos i t ivo ha  appena  scoper to  
l ’ ind ir izzo.  La ver i f ica  ha es i to  posi t ivo  ne l  caso in  cu i  su l  se rver  
s ia  presente  l ’ immagine base  ut i l i zzata  per  lo  sv i luppo de l  nos t ro  
serv izio .  I l  se rver  Cloudle t ,  sc r i t to  in  Java ,  c omunica  con 
Opens tack  t rami te  le  API  messe a  d ispos iz ione da l  proge t to  open-
source  JCloud  [65] ,  invece è  ab i l i t a to  ad  eseguire  i  comandi  
re la t iv i  ad  Opens tack++ t rami te  un  c l ien te  python forn i to  dagl i  
sv i luppa tor i  d i  E l i jah ,  ch e  r i sponde  al  percorso  d i  defaul t  elijah-
Fig u ra  2 2  Di sco very  e  ve r i f ica  d e l l ' imma g in e  ba se .  
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openstack/client/cloudlet_client.py .  La scel ta  d i  JCloud è  
guida ta  da l lo  s tesso  team di  Opens tack  [66] ,  che ind ica  ques ta  
d is t r ibuz ione  open -source  come comple ta  e  por tab i le .  È  s ta to  
sce l to  i l  c l iente  python per  comunicare  con  El i jah  perché  
comprens ivo  de l  cont ro l lo  sugl i  e r ror i  re la t ivi  a l le  ch iamate  ad 
Opens tack++.  Bisogna  notare  che  l ’u t i l i zzo  prevede  la  forn i tura  
a l  comando d i  un  f i le  d i  au ten t icaz ione ,  d i  cu i  se  ne  most ra  un 
esempio  che  r ipor ta  i l  caso d i  au tent icaz ione con nome u ten te  e  
password,  u t i l i zzata  ne l  p ro to t ipo.   
{ 
    "account": "admin", 
    "password": "passwordforadmin***", 
    "tenant": "demo", 
    "server_addr": "192.168.1.***" 
} 
 
La ver i f ica  di  una  immagin e  a l l ’ inte rno  d i  Glance  viene 
esegui ta  t rami te  JCloud e  res t i tu isce  a l  c l iente  una  r i spos ta  di  
a t tuabi l i tà  o  meno de l  se rv iz io  r ichies to .  Un responso pos i t ivo 
ab i l i ta  la  s intes i  vera  e  propria  de l la  macchina  vi r tua le  di  
se rv izio .  La r ichies ta  d i  s in tes i  a r r iva  a l  se rver  Cloudle t  che,  
p r ima d i  consegnar la  a l  gestore  Opens tack++,  ver i f ica ,  sempre 
t rami te  JCloud,  la  presenza d i  una  macchina  vi r tua le ,  g ià  c reata  
in  precedenza ,  u t i l i zzabi le  per  i l  l avoro  r ich ies to .  Se  ce  ne 
dovesse essere  una  in  esecuz ione ,  v ien e  res t i tu i to  a l  c l ien te  
mobi le  d i re t tamente  l ’ ind ir izzo  e  la  por ta  su cu i  è  possib i le  
conta t ta r la  t rami te  l ’appl icaz ione dedica ta  a l  serviz io .  Se  invece 
occorre  s inte t izzare  una nuova  macchina  v ir tua le ,  i l  se rver  
Cloudlet  p rovvederà  a  scar icare  l ’over lay d a l l ’URL indica togl i  
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da l  c l ien te  e  in iz ie rà  le  operaz ioni  d i  p rovis ioning .  Per  i l  
p ro to t ipo  sono s ta te  prev is te  t re  d iverse  forme d i  provis ioning .   
La  s in tes i  impiega i l  minor  tempo poss ib i le  ne l  caso  in  cui  
l ’over lay s ia  memo r izzato  localmente  a l la  cent rale  Cloudle t .  I l  
se rv izio  pot rebbe  essere  s ta to  u t i l izza to  in  precedenza o  pot rebbe 
essere  s ta to  forn i to  a l la  cent ra le  an t ic ipa tament e  dagl i  
amminis t ra tor i  d i  re te ,  p revedendo le  r ich ies te  de i  c l ien t i  che 
v is i tano  que l la  s taz ione .  In  ques to  modo i l  Cloudlet  non  subisce 
ra l lentament i  dovut i  a l la  re te  perché  evi ta  d i  scar icare  i l  f i le  
contenente  l ’over lay.  Memor izzare  l ’over lay su l  d i spos i t ivo  è  
anch’essa  una s t ra teg ia  abbas tanza  ve loce per  eseguire  la  s in tes i ,  
ma presuppone  che  su l  d i spos i t ivo  c i  s ia  abbas tanza  spazio 
inu t i l izza to  da permet te re  la  presenza  permanente  degl i  over lay 
de i  se rv iz i  che s i  vogl iono  u t i l i zzare .  Bisogna  notare  che  per  
ques te  due  pr ime modal i tà  opera t ive ,  non  occor re  la  conness ione 
Fig u ra  2 3  At t e sa  d e l la  s i n t e s i  d i  u na  ma cch ina  v i r t u a l e  e  co n seg na  d eg l i  e s t remi  d i  
co n n ess io n e .  
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a l la  re te  In terne t  es te rna ,  ma bas ta  che  s ia  ass icura ta  que l la  
loca le  t ra  la  cen tra l ina  e  i l  d i sposi t ivo  r ich iedente .  L’u l t ima 
modal i tà  implementa ta  per  la  s in tes i ,  che  prevede di  scar ica re  
l ’over lay da  un  web server  ins ta l la to  su  una  pia t taforma Cloud ,  è  
l ’un ica  per  la  qua le  occorre  un  col legamento  funz ionante  a l la  re te  
es te rna .  I  t empi  d i  esecuz ione  da l l ’a r r ivo  del la  r ich ies ta  a l la  
ef f e t t iva  s in tes i  de l la  macchina s i  a l lungano,  ma l ’occu paz ione 
de l lo  spaz io  d i  memor ia  è  minimizzata .  Ment re ,  per  le  pr ime due 
modal i tà  opera t ive ,  un  migl ioramento  de l le  cara t ter i s t iche  de l  
compar to  hardware  de l la  cent ral ina e  de l  co l legamento  rad io  con 
i l  d i spos i t ivo cor r i spondono  d i re t tamente  ad  una maggiore  
ve loc i tà  d i  s in tes i ,  ques to  non  è  ass icura to  con  la  s t ra teg ia  de l  
download  del l ’over lay da l  Cloud.  L’a t t raversamento  di  re t i  mul t i  
hop e  le  re la t ive  la tenze,  fuor i  da l  cont ro l lo  d i  amminis t ra tor i  d i  
re te  e  provider  d i  se rviz i ,  po t rebbero  r i ta rdare  d i  mol t o  le  
operazioni  necessar ie  a  rendere  opera t iva una macchina  v i r tua le .  
In  caso  s i  possegga  f i s icamente  un  over lay è  bene u t i l izzare  per  
la  s in tes i  l e  pr ime due modal i tà  propos te ,  e  lascia re  la  te rza ,  che 
co involge  i l  Cloud ,  so lamente  a  s i tuaz ioni  c r i t i che  i n  cu i  s i  è  
inser i t i  in  ambient i  in  cu i  è  imposs ib i le  o  impra t icabi le  
memorizzare  dei  da t i  in  modo s icuro.  L’over lay u t i l i zza to  per  i l  
proto t ipo  è  de l la  d imens ione  di  c i rca  106  MB,  avendo r ido t to  a l  
min imo i l  compar to  sof tware insta l la to .  Si  not i  che memor i zzare  
e  scar icare  l ’over lay da l  Cloud è  una  so luzione  auspicabi le  in  
caso  la  d imens ione  de l  f i l e  divent i  c r i t i ca  in  conseguenza ai  
numeros i  sof tware ins ta l la t i  ne l la  macchina  vi r tuale  per  eseguire  
i l  se rviz io .  In  ta le  s i tuaz ione ,  è  oppor tuno  prevedere  un 
co l legamento  robus to  a l la  re te  es te rna .  
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5.3.2 Servizio  OpenCV e Handoff  
Quando la  macchina  v i r tuale  d i  serviz io  è  in  s ta to  Ready  ed 
i l  server  Opens tack++ viene in te r roga to  su  di  essa ,  ques t ’u l t imo 
consegna  a l  c l ien te  tu t t e  le  informazioni  necessar ie  per  u t i l i zzare  
i l  se rv iz io  OpenCV.  I l  d i sposi t ivo d ispone d i  ind i r izzo  e  por ta  
de l la  macchina  v i r tua le ,  osp i te  de l la  cent rale  Cloudle t ,  ove  è  in  
esecuzione  i l  se rver  OpenCV.  Trami te  la  press ione  del  pu lsan te  
che  avvia  l ’appl icaz ione  c l iente  de l  se rv iz io  r ichie s to ,  le  
informazioni  d i  conness ione  vengono passa te  a l  nuovo sof tware.  
L’appl icaz ione c l ien te  d i  OpenCV propos ta  come esempio ,  per  
motiv i  d i  t es t  e  debug,  permet te  d i  inser i re  manualmente  un 
ind i r izzo  su  cu i  s i  è  s icur i  che  c i  s ia  un  server  in  ascol to ;  ma ,  se  
avvia ta  dal  ges tore  Cloudle t ,  ques t i  campi  vengono 
au tomat icamente  compi la t i .  I l  c l iente  de l  se rv iz io  OpenCV non 
deve  f a re  a l t ro  che  se lezionare  una foto  da l la  propr ia  ga l ler ia ,  
c l iccando sul  pu lsan te  Choose  Pic .  I l  server  su l la  macchina 
v i r tuale ,  r ice ve la  foto ,  r i leva i  vo l t i  p resent i  a l  suo  inte rno e  ne 
memorizza  una  copia  modif icata  con l ’ev idenz iaz ione  de l le  facce 
r i levate .  Al  c l ien te  v iene  invia ta  la  r i spos ta  contenente  i l  numero 
d i  vo l t i  t rova t i ;  dopo d i  che  i l  se rver  s i  r imet te  in  ascol to  per  un a 
nuova  r ich ies ta .   
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Per  r iprendere  l ’ut i l i zzo  del  se rv izio  OpenCV inte r rot to  a  
causa  de l la  mobi l i tà  de l  c l ien te ,  occor re  ef fe t tuare  un  handoff .  
Prerequis i to  è  che  i l  c l iente  abbia  v is i ta to  un  s i to  edge  in  
precedenza ,  sul  qua le  è  ancora  in  esecuz ione una  macchina  con  i l  
serv izio  OpenCV e de l  quale  poss iede  l ’ indi r izzo  pubbl ico .  Dopo 
aver  esegui to  un  discovery e  aver  scoper to  un  nuovo server  edge ,  
occor re  c l iccare  su l  pu lsante  Handof f  to  me ,  i l  qua le  apre  la  l is ta  
de i  s i t i  edge  vis i ta t i  dal  d i spos i t ivo  r ich iedente .  Se lez ionare  
que l lo  d i  in te resse  contenente  la  macchina  v ir tuale  che s i  
des idera  t rasfe r i re  e  a t tendere  i l  comple tamento  de l l ’operaz ione.  
Lo  schema seguente  r iassume l ’ impl ementaz ione de l  se rv iz io  di  
handoff ,  modif ica to  secondo le  necessi tà  de l la  so luz ione 
in tegra ta  presentata ,  ovvero  dando a l  c l iente  mobi le  la  capaci tà  
d i  sca tenare  un  t ras fe r imento  quando  des idera  e  verso  la  cent ra le  
che  r i t i ene  oppor tuna .   
Fig u ra  2 4  Fu n z ion a men to  d e l l ' a pp l i ca z ion e  Op en CV.  
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S i  not i  che i  se rver  Cloudle t  sono sempre in  ascol to  di  
r ich ies te  d i  handoff  su l la  por ta  22221;  in  r i spos ta  a l le  qua l i  
comandano ad  Opens tack++ l ’handoff  di  una macchina  v ir tua le  
loca le  verso  la  cent ra l ina  r ich iedente .  Al lo  s tesso  modo de l la  
Fig u ra  2 5  Esecu z io n e  d i  u n  Ha n d o f f  t ra  d u e  cen t ra l i  C lou d l e t .  
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s in tes i ,  poss iamo ver i f icare ,  con  i l  pu lsan te  adib i to ,  lo  s ta to  de l la  
macchina  v i r tua le  che  s i  s ta  t rasfe rendo;  e ,  qua lora  pronta  
a l l ’esecuzione ,  r iceverne indi r izzo  e  por ta  per  po te r  r iprende re  i l  
se rv izio  da l  punto  in  cu i  e ra  s ta to  in te rro t to  su l la  cent rale  
Cloudlet  p recedente .   
Trami te  la  proge t taz ione  e  l ’ implementaz ione  d i  una 
pia t taforma edge  comprens iva  d i  tu t t i  e  t re  i  l ive l l i  prev is t i  da l  
p ro tocol lo ,  nel  pross imo Capi to lo ver ranno pres enta t i  i  r i sul ta t i  
o t tenut i  nel le  misuraz ioni  e f fe t tuate  durante  l ’opera t iv i tà  del  
proto t ipo .   
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CAPITOLO 6:  RISULTATI 
In  questo  capi to lo  s i  ana l izzano  le  performance 
del l ’ implementaz ione  propos ta .  Pr ima d i  r ipor tarne  i  r i su l ta t i ,  s i  
descr ivono  le  cara t ter i s t iche de l l ’hardware u t i l i zza to .  La 
t ra t taz ione prosegue  con  le  misurazioni  o t tenute  durante  le  var ie  
prove  esegui te  con  la  pia t taforma ,  ovvero  la  s in tes i ,  l ’handoff  e  
l a  la tenza ;  quest ’ul t ima  rappor ta ta  a l l ’opera t iv i tà  de l  se rv iz io  su 
pia t taforma Cloud.   
 
6.1 Configurazione Hardware Utilizzata  
Di segui to  sono r ipor ta t i  tu t t i  g l i  s t rument i  hardware 
ut i l izza t i  ne l  p roge t to  e  ne l lo  svi luppo de l l ’a rch i te t tura  del  
pro to t ipo ,  ut i l i  a  ges t i re  l ’ inf ras t ru t tura  e  a  eseguire  i  se rv iz i .  Per  
l a  par te  appl ica t iva  in  e secuzione su i  d ispos i t iv i  mobi l i  con 
s i s tema opera t ivo Android s i  sono  svi luppa te  un’appl icaz ione che 
ges t i sce  i  se rviz i  Cloudle t  conosc iut i  dal  c l ien te  e  
un’appl icazione  che  implementa  un  serv iz io  di  esempio.  
Entrambe le  appl icaz ioni  sono forn i te  come f i l e  apk  d i  debug,  non 
f i rmate  e le t t ron icamente ,  data  l ’a t tua le  assenza su l  te r r i tor io  di  
cent ral i  Cloudle t  p ronte  ad eseguire  i l  se rv izio ,  t ranne  que l la  
provvis ta  per  i  t es t .  Per  lo  sv i luppo de l le  appl icaz ioni  s i  è  usato 
l ’ambiente  d i  sv i luppo in tegra to  s tan dard  per  Android ,  ovvero 
Andro id  S tudio  [67] .  Per  i l  deploy e  l ’esecuzione  d i  ta l i  
appl icaz ioni  s i  è  usa to  uno  smar tphone  d i  f asc ia  media  con 
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s i s tema opera t ivo  Android  vers ione  5 .0  d i  marca  Asus,  
p rec isamente  i l  model lo  ZE551ML [68] .  
Per  quanto  r iguarda  i l  compar to  hardware,  s i  è  palesa ta  la  
necess i tà  d i  p rovvedere  a l l ’ ins ta l lazione  d i  due  cent ral i  Cloudle t ,  
ut i l i  a l  t es t  de l la  procedura  d i  t rasfer imento  de l  se rviz io .  S i  sono 
u t i l i zza te  due  macchine  general -purpose ,  da l le  d i sc rete  
cara t te r i s t iche  hardware ,  ma con  meno capaci tà  computaz iona l i  
de l le  c lass iche macchine  server  Cloud.  I l  seguente  e lenco ne 
most ra  le  cara t te r is t iche r i levant i  a i  f in i  de l  p resente  e laborato :  
  Server  Cloudle t  uno:  
o  CPU:  AMD Phenom I I  X4 965 [69] .  
o  RAM: 8GB.  
o  Hard  Disk :  100  GB.  
  Server  Cloudle t  due :  
o  CPU:  In te l  Core  i7  2640M [70] .  
o  RAM: 8GB.  
o  Hard  Disk :  500GB.  
Ent rambe le  pos taz ioni  eseguono i l  s i s tema opera t ivo  Linux 
Ubuntu  Desktop  14 .04  LTS 64 b i t ,  e  su  en t rambe è  ins ta l la ta  la  
p ia t taforma El i jah che s i  occupa d i  svolgere  le  mans ioni  de t ta te  
dal  pro tocol lo  Cloudle t .  Per  lo  svi luppo s ia  de l l ’appl icazione 
server  che  ges t i sce  le  r ich ies te  de i  c l ien te ,  che  di  que l la  che 
rea l izza i l  se rv iz io ,  ins ta l la ta  a l l ’ in terno d i  una macchina 
vi r tuale ,  s i  è  op tato  per  i l  l inguaggio  d i  p rogrammaz ione  Java.  
Tota lmente  compat ib i le  con Android ,  Java  è  mol to  u t i l i zza to,  
anche  a  l ive l lo  az ienda le .  Come tool  d i  sv i luppo s i  è  u t i l i zzato  i l  
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p roge t to  open -source  Ecl ipse  [71] ,  che  cont iene  un ins ieme di  
s t rument i  d i  sv i luppo e  un  IDE graf ico  per  Java .  Come s i  è  
an t ic ipa to ,  l e  cent ra l i ,  non prevedendo obbl iga tor iamente  una 
pos iz ione  assegnata  s ta t icamente ,  devono pubbl ic izzare  la  loro 
na tura  Cloudlet ,  e  d i  conseguenza i l  loro  ind i r izzo,  per  poter  
en t ra re  in  comunicaz ione  con  i  c l ien t i .  I l  co l legamento  del le  
cent ral i  a l la  re te  es te rna  è  forni to  t rami te  un  s ingolo  access  poin t  
wi re less  a l  qua le  le  centra l i  sono  co l legate  con  cavo Ethernet  
CAT7.  
 
6.2 Risultati Ottenuti  
Questa  sez ione  del  document o  most ra  i  r i sul ta t i  raggiunt i  
ne l la  f ase  d i  t es t  a  cu i  i l  p ro to t ipo  è  s ta to  so t topos to .  Per  ogni  
prova  s i  r ipor tano  le  cara t ter i s t iche  del la  re te  su cu i  è  s ta ta  
ef f e t tua ta ,  essendo ques te  mol to  inf luent i  su i  r isu l ta t i  e  su l le  
la tenze  misurate .  La re te  è  s t a ta  moni tora ta  con i l  sof tware 
gra tu i to  open-source  e  mul t i  p ia t taforma iper f3 .  Per  le  
misuraz ioni  ef fe t tua te  per  le  operaz ioni  proprie  d i  Opens tack++,  
s i  sono  esamina t i  i  f i le  di  log  present i  ne l la  car te l la  d i  defaul t  
/opt/stack/logs .  Invece ,  per  conf ront are  le  la tenze d i  
esecuzione  de l  se rv iz io  c reato ,  s i  è  fa t to  in  modo che i l  server  
most rasse  degl i  oppor tuni  messaggi  t imes tamp per  ogni  avvio  e  
comple tamento  del le  operazioni  d i  re te  ef f e t tua te  con  i  c l ient i  
mobi l i .  La  misuraz ione  de l le  r i sorse  u t i l i zza te  è  s ta ta  esegui ta  
moni torando i l  too l  d i  L inux  Sys tem Monitor  in  congiunz ione 
a l l ’u t i l i zzo  del  f ree  sof tware htop ,  e  facendo una media  de i  picchi  
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mass imi  d i  u t i l i zzo  per  c iascuna  r isorsa  e  de l  numero  d i  th read  
c rea t i .   
 
6.2.1 Sintesi   
I l  p rovis ioning  d i  un a macchina può  segui re  d iverse  
s t ra teg ie .  Come precedentemente  most ra to ,  durante  l ’opera t iv i tà  
del la  p ia t taforma,  un  c l iente  potrebbe  r ich iedere  la  s in tes i  d i  una 
macchina  non a t tua lmente  in  esecuz ione .  La cent ra l ina r iceve  un 
ind i r izzo  da l  quale  scar icare  l ’over lay u t i le  ad esegui re  i l  
se rv izio  r ich ies to .  L’ indi r izzo ,  a  seconda de l la  t ipo logia  d i  
r ich ies ta ,  pot rebbe  condurre  ad  uno s torage loca le ,  ad  un Cloud 
f ida to ,  usa to  come backup per  i  se rviz i ,  oppure  ad  una locaz ione 
Cloud remota  sconosc iu ta ,  u t i l i zz ata  dal  produt tore  de l  se rv izio  
per  condiv idere  i l  p roprio  appl ica t ivo .  In  ogni  caso l ’over lay va 
pr ima scar ica to poi  decompresso  e  success ivamente  appl ica to  ad 
una  macchina  verg ine  lanc ia ta  per  ques to scopo.  Nel  caso  in  cu i  
l ’over lay s ia  da scar icare  da u na sorgente  Cloud,  la  componente  
d i  maggior  peso ne l la  somma de l le  tempis t iche r i su l ta  lo  scambio 
de l  f i le  in  re te .  Essendo ques ta  una  s ta t i s t ica  fuor i  da l  cont ro l lo  
del l ’amminis t razione  de l  pro to t ipo  presenta to ,  i  r isu l ta t i  
seguent i ,  c i rca  la  s in tes i  d i  u na macchina  vi r tuale  di  serv iz io ,  
sono  rela t iv i  ad  un over lay memor izza to  loca lmente  a l  se rver  che 
ha  i l  compi to  d i  avviare  i l  se rviz io .  L’ indicaz ione  d i  qua le  re te  è  
s ta ta  ut i l izza ta  è  in  ques ta  sezione  inu t i le .  Nel la  rea l tà  operat iva,  
l e  tempis t iche  r ipo r ta te  sarebbero  da  sommare  a  que l le  
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del l ’eventua le  scar icamento da remoto  de l l ’over lay,  che,  s i  
r icordi ,  è  de l la  d imens ione  d i  106  Megabyte  c i rca .   
SINTESI  
Log Time [ms] 
Avvio dell’istanza 0 
Richiesta di risorse accettata  288 
Creazione immagine 2322 
Inizio – Fine sintesi della VM  98619  
VM Ripristinata 1540 
VM Ripresa 94 
Istanza in esecuzione 2278 
 
Ta b e l la  1  Med ia  d e l l e  t emp i s t i ch e  r i g ua rd a n t i  i  p a ss i  d i  s i n t e s i .  
I  va lor i  mos t ra t i  s i  r i f er i scono ad una media  de l le  numerose 
prove ef fe t tua te .  Ess i  mos t rano  g l i  event i  fondamenta l i  che 
avvengono durante  la  r ipresa  d i  una  macchina  vi r tua le  con  El i jah 
e  la  lo ro  dura ta  media  espressa  in  mi l l i secondi .  Bisogna 
cons iderare  che  durante  le  var ie  prove ,  le  tempis t iche  s i  
d i scos tano  da i  va lor i  r ipor ta t i  con  una  var ianza  d i  c i rca  i l  2%.  
L’avvio  de l l ’ i s tanza ,  evento  che segue  la  r icez ione  d i  una 
r ich ies ta  di  c reazione  d i  una macchina  vi r tua le ,  è  pressoché 
i s tan taneo ;  viene cons idera to  l ’evento  da l  qua le  par tono  le  
misuraz ioni .  Come pr ima cosa ,  anche  durante  la  r ipresa  d i  una 
macchina  in  Opens tack  nel la  sua  vers ione  or ig ina le ,  avviene  la  
r ich ies ta  de l le  r i sorse  che  s i  vogl iono  r i se rvare  a l la  macchina 
v i r tuale  che  ver rà  c rea ta  su l  nodo Compute  se lez iona to .  I l  nodo 
r i sponde  in  maniera  a f fe rmat iva  in  caso  possegga  abbas tanza 
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r i sorse  da  soddisfa re  la  r ich ies ta .  Al la  c reaz ione  de l l ’ immagine 
con  le  cara t te r i s t iche  r ichies te ,  segue  la  s in tes i  che  è  i l  p rocesso 
p iù  lungo in  quanto  comprende  i  pass i  d i  decompress ione e  
appl icaz ione  del l ’over lay .  Gl i  u l t imi  t re  event i  espressi  in  tabe l la  
fanno par te  de l  normale  c ic lo  di  v i ta  de l le  macchine  v i r tual i  ed 
espr imono r i spe t t ivamente  i l  r ip r i s t ino ,  l a  r ip resa  e  l ’ef f e t t iva  
opera t iv i tà  de l la  macchina .  L’u l t imo passo  segna la  p iena 
funz iona l i tà  de l  se rv iz io ,  ovvero  i l  cor re t to  se t -up  del le  r i sorse  
come d isco,  memor ia  e  co l legamento in  re te ,  qu indi  la  poss ib i l i t à  
d i  r icevere  r ich ies te  da i  c l ient i .  Trami te  questo  tes t ,  o l t re  a l le  
basse  tempis t iche d i  s in tes i ,  s i  è  ver i f ica to  come g l i  over lay 
generat i  con  la  vers ione  s tand -alone  d i  El i jah  e  con  Opens tack ++ 
s iano  to ta lmente  in te rscambiabi l i .  Ino l t re ,  come spiega to  durante  
la  t ra t taz ione,  model lando oppor tunamente  le  carat te r i s t iche  
de l le  macchine  v ir tua l i  c rea te  dal le  r i sorse  present i  su l l ’edge 
del la  re te  a  par t i re  da l l ’over lay,  è  poss ibi le  superare  le  
incompat ib i l i t à  hardware t ra  hos t  mo l to  d ivers i  t ra  lo ro .   
 
Ta b e l la  2  Pro cess i  e  r i sp e t t ive  r i so rse  u sa t e  d u ra n t e  l a  s in t e s i .  
 I  dat i  re la t iv i  a l le  r i sorse  u t i l izza te  durante  la  s intes i  sono 
most ra t i  nel la  tabe l la  seguente ;  ess i  sono  s ta t i  es t rapola t i  
moni torando i  due  pr inc ipa l i  process i  in  esecuz ione  durante  la  
s in tes i ,  ovvero  cloudlet_vmnetfs e  cloudlet_qemu-system-
x86_64 .   
RISORSE – SINTESI    
Nome Processo N° Thread MEM [MB] CPU [%] 
cloudlet_vmnetfs 6 65  25 
cloudlet_qemu-system-x86_64 4 240 3 
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6.2.2 Handoff  
Gli  ob ie t t iv i  de l l ’handoff  t ra  cent ral i  su l l ’edge  de l la  re te  
sono dif f eren t i  da  que l l i  del la  migraz ione a  ca ldo  de l le  macchine 
v i r tual i ,  usa ta  invece  in  ambient i  Cloud.  Sebbene  s i  o t t imizz i  i l  
t empo to ta le  di  t ras fe r imento ,  anche  i l  t empo in  cu i  la  macchina 
res ta  inu t i l i zzabi le  v iene  mantenuto mol to  l imi ta to .  Ancora  una 
vol ta ,  i  l imi t i  t ecnologic i  sono  d i  r i levante  impor tanza in  questa  
fase  d i  t es t .  In  ques to  caso ,  u t i l i zzando la  re te  loca le  per  
t rasfer i re  una  macchina  vi r tuale ,  l e  tempis t iche  d i  t ras fe r imento 
sono t rascurabi l i  in  conf ronto  a l  t empo d i  e laborazione 
occorren te  a l le  cent ra l ine  per  eseguire  i l  p rocesso  di  migraz ione.  
In  corr i spondenza d i  un handoff  s i  ha  la  c reaz ione  a l  vo lo  di  
d ivers i  over lay e  i l  lo ro t rasfer imento.  I l  t rasfe r imento  è  spezza to 
in  chunk d i  d imens ion i  r ido t te  r i spet to  ad  un  over lay ne l la  sua 
in te rezza ;  questo per  favori re  i l  t rasfer imento  in  re te  e  per  
abi l i ta re  l ’esecuz ione  del le  operaz ioni  in  paral le lo .  Per  ques to 
tes t ,  l e  az ioni  che danno i l  contr ibuto  tempora le  maggiore  sono 
la  compress ione e  la  decompress ione  de l le  var ie  par t i  
del l ’over lay.  Ques te  sono  d ipendent i  d i re t tamente  da l le  capac i tà  
computaz ional i  d isponib i l i  e  l ibere  su l le  cent ra l i  t ra  cu i  viene 
ef fe t tua to  l ’handoff .  La  tabel la  seguente  r ipor ta  i  tempi  misura t i  
durante  l ’esecuz ione  d i  un handoff  d i  una macchina di  se rviz io  
opera t iva ,  qu indi  con  i l  suo  sof t  s ta te  a l l ’ in te rno.  Le  misurazioni  
sono s ta te  t ra t te  da l  pr inc ipa le  f i le  di  log ut i l izza to da  Devs tack,  
ovvero  n-cpu.log .  
La  Banda d i  re te  d i sponibi le  durante  ques to tes t  è  d i  93 .8 
Megabi t  a l  secondo.   
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SENDER  
Log Time [ms] 
Inizio – Fine Handoff  165744 
Flusso di Compressione 121641 
Flusso di invio dei Blob 120018 
 
Ta b e l la  3  Med ia  d e l l e  t emp i s t i ch e  r i g ua rd a n t i  i  p a ss i  d i  ha n d o f f  a l la  so rg en t e .  
 
RECEIVER  
Log Time [ms] 
Inizio – Fine ricezione Handoff 125516 
Inizio – Fine Spawning 168370 
Inizio – Fine Decompressione 120234 
 
Ta b e l la  4  Med ia  d e l l e  t emp i s t i ch e  r i g ua rd a n t i  i  p a ss i  d i  ha n d o f f  a l la  d es t i na z io n e .  
 
Le pr ime due  tabe l le  descr ivono gl i  event i  fondamenta l i  che 
avvengono duran te  la  p rocedura  d i  handof f  e  l e  lo ro dura te  medie  
es t ra t te  da  diverse  prove .  I  t rasfer iment i  sono  s ta t i  esegui t i  
migrando macchine  v i r tua l i  che  hanno processa to lo  s tesso 
numero  d i  r ichies te  pr ima de l l ’ in iz io  de l l ’handoff .  Le medie  sono 
s ta te  ot tenute  misurando i  va lor i  su  en t rambe le  cent ra l i  ed 
inver tendo la  sorgente  e  la  des t inaz ione  per  s imulare  la  casua l i tà  
ne l  compor tamento  degl i  u ten t i .  I  va lor i  real i  s i  d i scos tano da l la  
media  con un e r rore  di  c i rca  2%,  in  condiz ioni  d i  s i s tema a  
reg ime.  L’evento  d i  in iz io  handoff ,  per  i l  mi t ten te ,  rappresenta  
l a  pervenuta  r ichies ta  d i  t rasfe r imento ;  che v iene  inv ia ta  da l la  
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cen t rale  d i  des t inaz ione ,  fu tura  r icevente  del la  macchina  v i r tua le .  
Mentre  la  f ine  de l l ’handoff  co inc ide  con  la  terminaz ione ,  da  pa r te  
de l la  cent ra le  sorgente  s tessa ,  de l la  macchina  v i r tua le  d i  se rviz io  
appena t rasfe r i ta .  Per  la  cen t ra le  des t ina ta r ia ,  invece,  l ’handoff  
viene  misura to  dal  momento  in  cu i  essa  r iceve  la  r ich ies ta  da l  
d i spos i t ivo  mobi le ;  ment re  la  f ine  co inc ide  con  la  r ip resa  del la  
macchina  v ir tua le  d i  serv izio  t rasfer i ta .  Come s i  può  vedere ,  le  
az ioni  che impiegano p iù tempo per  essere  por ta te  a  te rmine  sono 
rappresentate  da l la  compressione e  da l la  t rasmiss ione in  re te  dei  
var i  b lob .  Gl i  event i  p resenta t i  ne l le  pr ime due tabel le ,  inol t re ,  
avvengono in  para l le lo ;  sopra t tu t to  per  quanto r iguarda 
compress ione- invio  e  r icez ione -decompress ione .  
Risultati Notevoli HANDOFF 
Action Value 
Downtime della VM (ms) 1596 
Blob trasferiti (n°) 85 
Dati Trasferiti (Megabyte) 132,608 
Tempo Totale (secondi) 172,523 
 
Ta b e l la  5  Mi su ra z io n i  n o t evol i  d u ra n te  l a  p ro ced u ra  d i  h an d o f f .  
 
Per  mot iv i  d i  chia rezza  s i  r ipor ta  una  te rza  tabe l la  che 
descr ive  a l t re  impor tan t i  misuraz ioni  durante  l ’handoff .  Dato 
s ignif ica t ivo  è  i l  r i s t re t to  tempo d i  inte r ruz ione ,  in  cui  la  
macchina  non r iceve  r ich ies te  ed  i l  se rv iz io  è  sospeso.  S i  ha  una 
media  d i  c i rca  un  secondo e  mezzo  d i  in te r ruz ione .  Dei  da t i  
t rasfer i t i  s i  può notare  come ess i  abbiano  una d imens ione 
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maggiore  del l ’over lay or ig ina le  genera to per  i l  se rv iz io :  s i  par la  
d i  una  d if fe renza d i  c i rca  30  Megabyte ,  106  per  l ’over lay 
or ig inale  u t i le  a l la  s in tes i  e  130 per  una  macchina  che  ha  
processa to  g ià  de l le  r ich ies te .  Ques to  d is l ive l lo  è  dovuto  s ia  a l  
ca r ico d i  da t i  che  la  macchina  t rasfer i ta  ha  acquis i to  durante  la  
sua  opera t ivi tà  su l la  pr ima cent rale  edge,  rappresenta to  da l le  
foto ,  s ia  da l le  modif iche  che s i  sono  operate  a  d i sco  e  memor ia .  
Essendo  mol te  de l le  az ioni  r ipor ta te  esegui te  in  para l le lo ,  s i  è  
vo lu ta  esp l ic i tare  la  media  de l la  tempis t ica  de l  processo ne l la  sua 
in te rezza  come u l t imo va lore  degno d i  no ta ,  i l  qua le  s i  aggi ra  
a t torno a i  172  seco ndi ,  con  una  var ianza  de l  2% c i rca .   
Per  misurare  l ’u t i l i zzo  de l le  r i sorse  sono  s ta t i  moni tora t i  i  
processi  handoff_server_proc  su l l ’host  des t inaz ione ,  e  
handoff_proc ,  su  que l lo  sorgente .  I  va lor i  mos t ra t i  nel la  tabe l la  
seguente  ne r iassumono la  media .  
 
 Ta b e l l a  6  Pro cess i  e  r i sp e t t ive  r i so rse  u sa t e  d u ra n t e  l ' han d o f f .  
 
RISORSE – HANDOFF    
Nome Processo Numero Thread MEM [GB] CPU [%] 
handoff_server_proc 6 1,04  25 
handoff_proc 14 2,06 25 
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6.2.3 Latenza 
L’obie t t ivo  pr incipa le  del la  t ra t taz ione  è  abba t te re  la  
l a tenza  de l  Cloud,  per  permet te re  l ’u t i l i zzo  de i  model l i  da  esso 
der ivant i ,  in  ambient i  in  cui  c i  sono es igenze  tempis t iche  mol to  
s t r ingent i .  I  r i su l ta t i  seguent i  r i t raggono a  confronto  una  s tessa  
appl icaz ione ,  esegui ta  su  una  r i sorsa  presente  su l l ’edge  de l la  
re te ,  in  rappor to  a l la  sua esecuz ione  su un server  remoto ,  in  
Cloud .  Le  misurazioni  r iguardano i l  se rv izio  OpenCV crea to  per  
la  p ia t taforma presenta ta .  L’appl icaz ione mobi le  OpenCV ,  nel la  
pr ima par te  del la  sua  operat iv i tà ,  invia  una  foto  a l  se rver  con  cui  
ha  s tab i l i to  un contat to .  Nel la  seconda  par te  r iceve  le  
informazioni  contes tual i  c i rca  i l  numero  d i  vo l t i  p resent i  
a l l ’ inte rno del l ’ immagin e  e laborata  da l  server .  Essendo,  in  
generale ,  l ’ inv io d i  parecchi  da t i  verso  i l  Cloud l ’a rea  
maggiormente  co lp i ta  da l le  a l te  la tenze ,  s i  è  misura to l ’ in te rva l lo  
di  tempo u t i le  a l la  r icez ione,  da  par te  de l  server ,  de i  da t i  da  
e laborare .  Come s i  ev ince  da l  graf ico ,  sono  s ta te  f a t te  parecchie  
misuraz ioni  con  car ichi  d ivers i .  Per  ogni  car ico sono s ta t i  
ef f e t tua t i  d ivers i  inv i i  e  ca lcola ta  la  media  de i  tempi ,  per  tenere  
conto  de l la  var iab i l i t à  de l  co l legamento  rad io  t ra  i  d i spos i t ivi  
mobi l i  e  le  r i sorse .  
La  Banda d i  re te  d i sponibi le  durante  ques to tes t  è  d i  53 .3 
Megabi t  a l  secondo ne l  caso  del la  comunicaz ione  con  l ’edge;  
mentre  s i  abbassa f ino  a  2 .44 ,  durante  la  comunicazione  con  i l  
Cloud .  
  




Ta b e l la  7  Co n f ron to  t emp i s t ich e  d i  e secu z ion e  d e l  se rv i z io  su l  C lou d  e  su l  C lo u dl e t .  
I  r isu l ta t i  non t radiscono le  aspe t ta t ive ,  ovvero al le  r i sorse  
su l l ’edge  i  da t i  sono  res i  d i sponibi l i  p r ima che ne l  Cloud.  I l  
divar io  de l le  tempis t iche  t ra  le  due  s t ra tegie  s i  a l la rga  con 
l ’aumentare  del la  d imens ione del  car ico ,  ques to è  dovuto 
pr inc ipa lmente  a l le  a l te  la tenze  ne l la  comunicaz ione  con  la  
macchina  remota  Cloud.    
Data Size Cloud Cloudlet 
100 KB 153 ms 59 ms 
200 KB 416 ms 82 ms 
1 MB 3039 ms 306 ms 
2,5 MB 8692 ms 441 ms 
5 MB 19871 ms 986 ms 
25 MB 93947 ms 3982 ms 















Fig u ra  2 6  Gra f i co  a  l in ea  che  me t t e  a  co n f ron to  l e  p re s taz io n i  d i  C lo u d  e  C lou d l e t .  
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CAPITOLO 7:  CONCLUSIONI 
La presente  t ra t taz ione  so t to l inea l ’ impor tanza  d i  una 
t ecnologia  complementare  a l  Cloud e  ab i l i t an te  per  quanto 
r iguarda  le  moderne appl icazioni  da i  requis i t i  a l tamente  
s t r ingent i  c i rca  la  la tenza  d i  comunicaz ione  con le  r i sorse  
r ich ies te .  Spos ta re  la  computaz ione  su l l ’edge  è  la  so luz ione 
propos ta  per  abba t te re  i  r i t a rdi  che  af f l iggono  le  re t i  mul t i -hop.  
La  s in tes i  dinamica  t rami te  over lay e l imina  g l i  oner i  d i  ges t ione  
e  d i  amminis t razione  de l  s i s tema  e ,  so t to  a lcune ipo tes i ,  permet te  
d i  cont inuare  ad  esegui re  i  se rviz i  r ich ies t i  anche  in  par t ico la r i  
cas i  in  cu i  i l  co l legamento  t ra  la  cent ra le  a l l ’edge  che l i  osp i ta  e  
i l  l ive l lo  Cloud,  è  ins tab i le  o  assente .  I  model l i  imp lementa t ivi  
che  seguono i l  nuovo paradigma de l  Fog  Comput ing ,  permet tono  
non  so lo  un  rapido  provis ioning de l le  r i sorse ,  ma  f avor i scono la  
mobi l i tà  degl i  u ten t i  mantenendo bass i  i  t empi  d i  sospens ione del  
se rv izio  durante  i l  t rasfe r imento de l le  r i sorse .  I  c l ien t i  che  hanno 
in tenzione  d i  usuf ru i re  del lo  s tesso  se rv iz io ,  u t i l i zzando i l  
medes imo s ta to ,  possono r ichiedere  la  comunicaz ione  t ra  due 
cent ral i  per  avvic inare  i l  se rviz io  a l la  cent ra le  di  accesso  rad io a  
cu i  s i  è  a t tua lmente  co l lega t i .  Durante  la  t ra t t az ione  s i  è  
presenta to  un  pro to t ipo che esal tasse  le  qua l i tà  de l  Fog 
Comput ing ,  u t i l izzando l ’ implementaz ione del  model lo  Cloudlet  
forn i ta  da l la  Carnegie  Mel lon Univers i ty .  S i  sono appor ta t i  
mig l iorament i  a l  p roge t to  El i jah  s tesso ;  ampl iandone  le  
po tenz ia l i tà .  S i  è  r iusc i t i  a  t rasfe r i re  macchine  v i r tual i  t ra  due 
cent ral i  con  cara t ter i s t iche int r inseche  mol to  d iverse ,  
ident i f icando,  t ra  le  lo ro propr ie tà  hardware ,  un  sot to ins ieme 
to ta lmente  s imulabi le ,  t rami te  v i r tua l izzaz ione,  da  ent rambe  le  
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pos taz ioni .  In  ambient i  opera t ivi  da l le  carat te r i s t iche  os t i l i ,  in  
cu i  la  re te  non è  sempre  af f idabi le ,  spesso  cos t i tu i ta  da canal i  
rad io ,  e  i  d i sposi t iv i  compar tec ipant i  hanno r i sorse  l imi ta te ,  
superare  ques t a  mancanza  è  d i  fondamenta le  impor tanza .  Ad 
esempio ,  po t rebbe  occorre re  t rasfe r i re  tu t to  i l  contenuto 
computaz ionale  su  cent ra l i  temporanee ,  da l le  carat te r i s t iche 
es igue ,  in  caso  di  guas to  o  d i  conness ione  mancante .  Ol t re  a  
r i so lvere  l ’annoso problema del le  compat ib i l i t à  hardware ,  s i  è  
anche  rea l izza ta  una  forma or ig inale  d i  t rasfer imento  au tomat ico 
de l le  macchine  v i r tual i  in  funz ion e .  S i  è  au tomat izzato  i l  
meccanismo d i  handoff  or ig ina le ,  af f idando la  responsabi l i tà  
de l la  r ipresa  de l  se rv iz io  a l  d i spos i t ivo  mobi le .  Ques t’u l t imo ,  in  
base  a l le  es igenze  d i  mobi l i tà ,  può comandare  i l  t rasfer imento  di  
una  macchina  d i  se rv iz io ,  u t i l i zza ta  in  precedenza presso  un s i to  
edge  diverso,  verso  la  centra le  a t tua le  d i  co l legamento ;  per  
r iprendere  la  comunicazione e  lo  s ta to  an tecedent i .  Al  pro to t ipo  
s i  è  aggiunta  la  poss ib i l i t à  di  comunicaz ione  con i l  l ivel lo  Cloud,  
che  s i  occupa  di  sa lvare  i  f i le  u t i l i  a l  se tup  d i  una  centra le  
su l l ’edge  de l la  re te .  Ques t i  mig l iorament i  hanno condot to  a  
r i su l ta t i  soddisfacent i  non  solo  per  quanto r iguarda  la  la tenza 
misura ta ,  ma  anche  dal  punto d i  v i s ta  dei  nuovi  scenar i  abi l i t a t i .  
La  la tenza è  r i su l ta ta  d i  mol to  infe r iore  a  que l la  che  occorre  per  
esegui re  le  s tesse  operazioni  appoggiandos i  a l  Cloud.  Ino l t re ,  le  
t empis t iche  misura te  per  l ’handoff  r i su l tano  f avorevol i  a  scenar i  
in  cu i  i  par tec ipant i  sono cara t te r izza t i  da  un’e leva ta  mobi l i tà .  
Al  Cloud pot ranno in  fu turo essere  af f ida te  mans ioni  di  ges t ione ,  
ad  esempio  pol i t iche  d i  f a i lover  e  manutenz ione  au tomat ica  de l le  
cent ral i .  Di  fondamenta le  impor tanza  per  l ’ evoluz ione  del  
model lo  a  t re  l ive l l i  è  s icuramente  i l  d i sp iegamento  su l  te r r i to r io  
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d i  mol te  cent ra l i  in te rmedie  t ra  Cloud e  d ispos i t ivi  c l ien te .  Con 
una  coper tura  te r r i to r ia le  comple ta ,  s i  po t rebbero  rea l izzare ,  per  
la  p ia t taforma presenta ta ,  a l t re  s t ra teg ie  d i  handoff  e  s in tes i  che 
andrebbero  a  ve loc izzare  l ’approvvig ionamento  de l le  r i sorse ,  
ca ra t te r i s t ica  essenz iale  per  l imi ta re  tempora lmente  le  
in te r ruz ioni  d i  serv iz io  e  le  a t tese .  S i  po t rebbero  prevedere  le  
pross ime centra l i  su l l ’edge  che  l ’u ten te  v is i t erà  in  base  a l la  
d i rez ione  dei  suoi  spos tament i ;  o  car icare  an t ic ipa tamente  le  
cent ral i  d i  macchine  opera t ive ,  che svolgono de te rminat i  serv iz i ,  
in  base a l la  t ipo logia  d i  d i spos i t ivi  connessi .  
L ’Edge Comput ing  è  una  tecnologia  ancora  ag l i  a lbor i ,  ma  
s i  auspica  che  possa  a r r ivare  in  breve  tempo ad  un’adozione 
pervas iva  da par te  dei  forn i tor i  d i  inf ras t ru t ture  d i  re te .  La 
par tecipazione az ienda le  a l lo  sv i luppo d i  uno s tandard  comune 
dimost ra  come l ’ in te resse  per  ques ta  tecnologia  s ia  v ivo 
a l l ’ inte rno de l le  co muni tà  sc ien t i f iche e  indus t r ia l i .  
L’abbat t imento  dei  cost i  de l la  component i s t ica  hardware  u t i le  ad 
esegui re  se rv iz i  su l l ’edge  de l le  re t i ,  permet te rà  a i  Serv ice  
Provider  d i  commerc ia l izzare  appar ta t i  in  grado  d i  soddisfa re  le  
es igenze  de i  c l ient i  mobi l i ,  s enza  eccedere  ne l le  lo ro capac i tà  
hardware ,  e  qu indi  ne l  loro  costo ,  come succede  per  le  macchine  
Cloud .  La  qua l i tà  de l  serv izio  aggiunta  che  potrà  essere  propos ta  
a i  c l ien t i  e  l ’a t t i tud ine  ad  un impiego  in  se t tor i  come la  s icurezza 
pubbl ica  e  l ’ in t ra t ten i mento ,  promet tono  un  immedia to  r i torno 
sugl i  invest iment i  da  par te  di  tu t te  le  en t i tà  che s i  f aranno 
por tavoce d i  questa  necessar ia  evoluz ione de l  Cloud,  la  quale  ne 
ampl ie rà  i l  ventagl io  d i  u t i l i zzo.   
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APPENDICE A:  SISTEMI DI DISCOVERY 
All ’ in te rno d i  re t i  ove a i  d i spos i t ivi  è  da ta  poss ib i l i tà  d i  
mobi l i tà ,  d iventa  essenz iale  una tecnologia  che permet ta  di  
scopr i re  le  r isorse  present i  ne l le  vic inanze  senza  un esp l ic i to  
in te rvento umano.  Nel le  re t i  mobi l i ,  ca rat te r izzate  da  mol tep l ic i  
par tecipant i ,  è  impensabi le  concepi re  operaz ioni  d i  manutenz ione 
per  ogni  ingresso  e  usc i ta ,  che  vanif icherebbero  i  vantaggi  
der ivant i  dal l ’ut i l i zzo  di  un  s i f fa t to  model lo .  I  s i s temi  d i  
discovery permet tono  a i  d i spos i t iv i  che  ent rano in  una nuova re te  
d i  ch iedere  qua l i  s iano  i  se rv iz i  d i sponibi l i  e  r iceverne una 
descr iz ione,  senza l ’ in te rvento  d i  un  amminis t ra tore  d i  s i s tema.  
Le r i sorse  da l  lo ro  canto  s i  rendono d isponib i l i  in  re te  reg is t rando 
i  p ropr i  se rv iz i  e  fornendo eventu a lmente  informazioni  di  
u t i l i zzo ,  come in te rf acce  e /o  indi r izzo  IP .   
 
A.1 Zeroconf 
I l  p ro tocol lo  Zero Conf igurat ion  Network ing  (zeroconf )  è  
d iventato  uno  s tandard  adot ta to  a  l ive l lo  g loba le  g ià  da  qua lche 
anno  [72] .  I l  model lo  è  mol to  u t i l i zza to  in  ambient i  re la t ivamente  
r i s t re t t i  ove  i l  lavoro  d i  amminis t raz ione  è  imposs ib i le  o  
impra t icabi le .  Si  pens i  ad  esempio  a  p iccole  re t i  domest iche 
formate  da  sensor i  ed  e le t t rodomest ic i ,  oppure  a  uf f ic i  d i  modes te  
d imens ione  dove  c i  s i  co l lega con s tampat i ,  p roie t tor i  e  a l t r i  
d i spos i t iv i  per  cu i  non è  prev is to  un in tervento per  ogni  
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connessione .  Zeroconf  è  par t icola rmente  ada t to  anche  per  p iccole  
re t i  con  cl ien t i  mobi l i ,  e  per  col legament i  es temporane i  t ra  
d i spos i t iv i  wire less .  Le  re t i  complesse ,  sopra t tu t to  que l le  che 
met tono  in  comunicazione server  con ind i r izz i  e  nomi 
g loba lmente  unic i ,  r ich iedono conf iguraz ioni  s ta t iche  e  dura ture  
ne l  tempo;  zeroconf ,  invece ,  s i  occupa  de l la  manutenz ione  in  re t i  
ef f imere ,  dove  le  informazioni  d i  conf igu raz ione  hanno 
s ignif ica to  locale  e  temporaneo .  Non aggiungendo nessuna 
modi f ica  a l le  inte rf acce  es i s tent i ,  i l  p rotocol lo  s i  p ropone d i  
mig l iorare  la  r i soluz ione de i  nomi  a  l ive l lo  appl ica t ivo  e  la  
conf iguraz ione del le  in te rfacce  IP  a  l ive l lo  d i  re te .  Di  segui to  
sono  r iassunt i  i  pr inc ipa l i  compi t i  che  le  implementaz ioni  del  
p ro tocol lo  Zeroconf  devono esegui re .  
Gl i  hos t  co l lega t i  a l la  re te  vengono conf igura t i  
manualmente  o  usando pro tocol l i  come DHCP e PPP.  Nel le  re t i  
es temporanee,  formate  da  dispos i t iv i  a l ta mente  e te rogene i ,  non 
sempre  è  poss ib i le  l ’ in tervento  umano oppure l ’ut i l i zzo  di  
protocol l i  compless i  che  comunicano  con server  po tenz ia lmente  
i r raggiungibi l i .  Sebbene  la  conf iguraz ione  d inamica  s ia  una 
propr ie tà  ins i ta  ne l  pro tocol lo  IPv6,  non  lo  è  in  que l lo  IPv4.  
Zeroconf  propone un  metodo d i  assegnaz ione  d inamica  d i  un 
ind ir i zzo  IP ,  d i  qua lunque vers ione,  va l ido per  la  comunicaz ione  
loca le  [73] ,  che  permet te  a i  d ispos i t iv i  d i  de te rminare  la  so t to  
maschera  del la  re te  in  cu i  so no  inser i t i ,  conf igurare  le  lo ro 
in te rfacce  con  un  ind i r izzo  unico ,  e  r i so lvere  autonomamente  le  
co l l i s ion i .  
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Zeroconf  ingloba  un  meccanismo d i  r i so luzione  de i  nomi .  In  
generale ,  l ’ impor tanza  d i  ques to  s t rumento  è  fondamenta le  ne l le  
re t i  perché permet te  di  invocare  un serv iz io  con  i l  nome p iut tosto  
che  spec if icarne  l ’ ind i r izzo;  i l  quale  a l  contra r io  del  precedente ,  
po t rebbe  cambiare  con  una  f requenza  maggiore .  Ut i l izzare  un 
DNS per  assegnare  un  nome univoco  a  un  d ispos i t ivo d i  so l i to  
prevede sempre  l ’u t i l i zzo  d i  un  se rver  dedicato ;  anche perché i l  
p ro tocol lo  d i  r i so luz ione  de i  nomi  è  s ta to  or iginar iamente  
pensa to  per  r i f e r iment i  a  g ruppi  d i  d i spos i t iv i ,  per  lo  p iù  se rver ,  
facent i  par te  de l lo  s tesso  ambi to  d i  ges t ione .  I l  p ro tocol lo  
Zerconf  u t i l i zza  i l  mul t icas t  DNS per  r i solvere  nomi  loca l i  
t rami te  protocol lo  DNS,  ma senza  la  necess i tà  di  dover  conta t ta re  
un  server  DNS.  La  r ich ies ta  d i  t raduz ione  di  un  nome in  un 
ind i r izzo ,  invece  di  essere  inv ia ta  a l  se rver  DN S viene  inv ia to  ad 
un  noto  ind i r izzo IP  mul t icast ,  224 .0.0 .251  per  i l  pro tocol lo  IPv4 
e  FF02: :FB per  que l lo  IPv6 ,  su l la  por ta  UDP 5353 .  Ogni  
dispos i t ivo è  in  ascol to  de l le  r ichies te ;  se  l ’ in te rfacc ia  su  cu i  
ar r iva la  r ichies ta  è  impos tata  con  i l  nome da  r i so lvere ,  i l  
dispos i t ivo  che  l ’ha  r icevuta  r i sponde .   
L’ul t ima area  d i  r i l evanza  in  cui  s i  inser i sce  i l  pro tocol lo  è  
i l  d i scovery d inamico  de i  se rv izi ,  ovvero  la  possibi l i t à  per  i  
c l ien t i  d i  r ich iedere  e  recuperare  l ’ ind i r izzo  di  un serv iz io  senza 
conf iguraz ioni  s ta t iche  prees i s ten t i  né  in te rvent i  d i  
manutenz ione.  DNS SRV Resource  Record  è  un  meccanismo 
s tandard izza to da IETF,  che permet te  a i  c l ien t i  d i  scopr i re  se rviz i  
v ia  pro tocol lo  DNS.  La  r ich ies ta  de l  c l ien te  cont iene  i l  t ipo  del  
se rv izio ,  i l  pro tocol lo  d i  t rasporto  u t i l i zzato  e  i l  d ominio ;  ment re  
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l a  r i sposta  consis te  in  una  l i s ta  d i  hos t  compat ibi l i  con  le  
spec if iche  r ichies te .   
 
A.2 Avahi e Network Service Discovery  
Si  è  precedentemente  in t rodot to  l ’u t i l i zzo  d i  due  protocol l i ,  
usa t i  dal  p ro to t ipo ,  per  la  scoper ta  d inamica  de l le  spec if iche 
Cloudlet  in  un  re te  loca le .  L’algor i tmo d i  adver t isement  e  
discovery,  pensa to  per  l ’ implementaz ione  rea l izzata  in  ques ta  
t es i ,  prevede  l ’u t i l i zzo  r i spet t ivamente  d i  Avahi ,  su  macchina 
server  Linux e  de l  Network  Serv ice  Discovery d i  Google ,  su  
d i spos i t ivo  mobi le .   
Avahi  è  un’ implementaz ione  de l  pro tocol lo  Zeroconf  
rea l izza ta  per  i l  s is tema opera t ivo Linux so t to  l icenza f ree  GNU 
Lesser  General  Publ ic  L icense  (LGPL ) .  Avahi  inc lude  un  s i s tema 
mul t icas t  DNS e  permet te  a l le  appl icaz ioni  d i  pubbl ic izzare  e  
scopr i re  serv izi  che  sono esegui t i  su  hos t  co l legat i  a l la  re te  
loca le .  La  d is t r ibuz ione d i  Avahi ,  o l t re  a  var i  wrapper ,  che 
nascondono la  compless i tà  de i  s i s temi  so t tos tan t i ,  e  a l le  l ib re r ie ,  
rea l i  implementazioni  de l  serv izio ,  esegue  un  processo  demone  
pr inc ipa le .  Avahi -daemon  usa  le  l ibre r ie  core  per  implementare  
uno  s tack  mul t icas t  DNS access ib i le  t rami te  la  pubbl icaz ione  di  
f i l e  XML ne l la  car te l la  /e tc /avahi / services ,  che  espongono  
ognuno un  serv iz io  e  le  sue  carat te r is t iche.  Es is t ono  a l t re  l ib re r ie  
che  rendono access ib i le  i l  s i s tema di  d i scovery come nss -mdns  e  
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avahi -dnsconfd ,  che  in te ragiscono con  i l  DNS t rami te  l inea  di  
comando.  La  l ib re r ia  l ibavahi -c l ien t  r i sc r ive le  API 
del l ’or ig ina le  l ibavahi -core  che  rea l izza i l  se rviz io  mul t icast  
DNS,  per  nasconderne l ’or ig ina le  compless i tà .  Avahi -browse ,  
avahi -publ i sh  e  avahi -reso lve  sono un  esempio  de i  comandi  p iù  
comuni  u t i l i zza t i  da  l ibavahi -cl ien t .  La  l ib re r ia  avahi-d iscover -
s tandalone  è  lo  s t rumento  adib i to  a l  reper imento  de l l ’ e lenco  d i  
tu t te  le  r i sorse  e  i  serv iz i  pubbl ic izza t i  su l la  LAN loca le .  
Quest ’ul t ima cont iene  i l  p ropr io  s tack  mul t icas t  DNS ed  è  forn i ta  
so lo  per  scopi  di  tes t  e  debug da to che  è  scons igl ia to  esegui re  p iù  
d i  un  se rv iz io  DNS su l lo  s tesso  hos t .  Ne  es i s te  anche  una 
implementaz ione  python ch iamata  avahi -d iscover .  
Su l  d i spos i t ivo  mobi le  invece  è  in  az ione  i l  serv iz io  d i  
Google  Network  Serv ice  Discovery  (NSD ) .  I l  se rv iz io  permet te  
a l le  appl icazioni  di  ident i f icare  i  d ispos i t ivi  a l l ’ in te rno  de l la  re te  
loca le  che  svolgono i  compi t i  r ich ies t i .  Incapsulando i l  
compor tamento  del  se rviz io  in  API pres tab i l i t e ,  come succede 
spesso  con  le  tecnologie  de l la  p ia t taforma Android,  ev i ta  agl i  
sv i luppa tor i  d i  cost ru i re  manualmente  i l  d iscovery.  I l  se rv iz io  dà 
anche la  possib i l i t à  a l le  appl icaz ioni  di  reg is t ra re  le  propr ie  
competenze  a  f avore  d i  a l t r i  r ich iedent i .   
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La  c lasse  NsdServiceInfo  se rve  per  impos ta re  i  paramet r i  
de l  se rv izio  pubbl ic izzato .  I l  se rviz io  r i solve au tonomamente  le  
col l i s ion i ;  da to  che  un  nome deve  essere  unico  a l l ’ in terno  d i  una 
s tessa  re te ,  se  ce  ne  dovessero  essere  p iù  d i  uno ugual i ,  verrebbe 
aggiunto  un  suf f isso  ident i f ica t ivo.  Ol t re  a l  nome va  se t ta to  
anche  i l  t ipo  di  serv iz io ,  rappresenta to  per  convenzione  come una 
s t r inga  ove  i l  pro tocol lo  appl ica t ivo  è  segui to  dal  t ipo  di  
p ro tocol lo  usa to  a  l ive l lo  d i  t rasporto ,  ad  esempio  per  un  serv izio  
web in  tcp  s i  userà  _http._tcp ,  ment re  per  una s tampante  
co l lega ta  in  re te  s i  può  u t i l izzare  la  d ic i tura  _ipp._tcp .  Inf ine 
de l  se rviz io  pubbl ic izza to  se  ne  spec if ica  una  por ta  d i  ut i l i zzo .  È 
poss ib i le  impos ta re  ques to  va lore ,  in  maniera  d inamica ,  
se lez ionando la  pr ima por ta  d i sponib i le  su l  device ,  senza 
prevedere  questo  va lore  a  compi le  t ime ,  perché  pot rebbe  col l idere  
con  a l t r i  se rv iz i  che  usano  la  s tessa  por ta  a  run  t ime.  
L’in terf acc ia  RegistrationListener ,  da  implementare ,  racchiude 
tu t t i  g l i  event i  no tevol i  de l  pro tocol lo  d i  d iscovery.  
public void registerService(int port) { 
    NsdServiceInfo serviceInfo  = new NsdServiceInfo(); 
    serviceInfo.setServiceName("ServiceName"); 
    serviceInfo.setServiceType("_protocol._transportlayer"); 
    serviceInfo.setPort(port); 
    .... 
    mNsdManager = Context.getSystemService(Context.NSD_SERVICE); 
    mNsdManager.registerService(serviceInfo,NsdManager. 
PROTOCOL_DNS_SD,mRegistrationListener); 
} 
Li s t i n g  3  S n ip p e t  d i  cod i ce  per  imp o s ta re  i  p a ra me t r i  d i  un  se rv i z i o .  
  
[ 156]  
 
Come quas i  tu t te  le  funz ioni  d i  ques to  t ipo  in  Android ,  i l  
metodo registerService()  è  as incrono,  d i  conseguenza  tu t te  le  
az ioni  che  l ’appl icaz ione  deve  compiere  in  segui to  a l la  sua 
esecuzione devono essere  inser i te  a l l ’ in te rno  de l  met odo 
onServiceRegistered() .  Come s i  no ta  da l la  porz ione d i  codice 
che  r ipor ta  l ’ in te rfacc ia  RegistrationListener ,  a l l ’ inte rno  del  
metodo onServiceRegistered()  v iene  inser i to  i l  codice  ut i le  a  
recuperare  i l  nome,  che i l  s i s tema pot rebbe  aver  cambia to ,  
r i spe t to  a  que l lo  pred ispos to da l lo  sv i luppa tore ,  in  segui to  a l la  
co l l i s ione  con  un a l t ro  nome equivalen te .   
Per  quanto r iguarda  la  r icerca  de i  se rv izi  loca l i ,  è  a t tua ta  
t rami te  l ’ impos taz ione  di  un l i s tener ,  contene te  l e  ca l l  back  
cor r i spondent i  agl i  event i  r i l evant i  ne l  d i scovery,  e  la  ch iamata  
as incrona  al  metodo  discoverServices() .  Gl i  event i  de l  s i s tema,  
nel  caso  de l la  r icerca  d i  un  serv iz io ,  no t i f icano  l ’appl icazione 
r i spe t t ivamente  in  corr i spondenza de l l ’ in iz io  de l  se rv izio  d i  
public void initializeRegistrationListener() { 
mRegistrationListener = new NsdManager.RegistrationListener() { 
@Override 
public void onServiceRegistered(NsdServiceInfo NsdServiceInfo) { 
mServiceName = NsdServiceInfo.getServiceName();  
} 
        
@Override 
     public void onRegistrationFailed(NsdServiceInfo serviceInfo, 




public void onServiceUnregistered(NsdServiceInfo arg0) {....} 
 
@Override 
public void onUnregistrationFailed(NsdServiceInfo serviceInfo, 




Li s t i n g  4  S n ip p e t  d e l l ' i n t e r facc ia  Reg i s t ra t io n Li s t en er .  
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d i scovery e  de l  suo  eventua le  fa l l imento ,  del  r i t rovamento  d i  un 
se rv izio  e  d i  quando esso non  è  p iù  d isponibi le .   
Come s i  può  notare  dal  codice  de l la  ca l l  back  
onServiceFound() ,  in  conseguenza  a l  r i t rovamento d i  un  se rv iz io ,  
se  esso  cor r i sponde  a i  paramet r i  d i  nome e  t ipo  previs t i  per  quel  
se rv izio ,  occor re  recuperarne  le  in formazioni  di  conness ione 
u t i l i zzando la  API  resolveService() .  Ques to  metodo accet ta  
come paramet r i  un se rv iz io ,  ogge t to  de l la  c lasse  NsdServiceInfo ,  
e  un  ResolveListener .  
I l  cor re t to  d iscovery e  r i so luz ione d i  un  se rv iz io ,  come 
most ra to  a l l ’ in te rno  de l  metodo onServiceResolved() ,  
public void initializeDiscoveryListener() { 
mDiscoveryListener = new NsdManager.DiscoveryListener() { 
 
@Override 
public void onDiscoveryStarted(String regType) {....} 
 
@Override 
public void onServiceFound(NsdServiceInfo service) { 







public void onServiceLost(NsdServiceInfo service) {....} 
 
@Override 
public void onDiscoveryStopped(String serviceType) {....} 
  
@Override 










Li s t i n g  5  S n ip p e t  d e l l ' i n t e r facc ia  Di sco veryLi s t en er .  
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permet tono  di  recuperare  tu t te  le  informazioni  u t i l i  a l  
co l legamento  con  i l  se rv iz io  cercato ,  ovvero  ind i r izzo  IP  e  por ta .  
Inf ine,  compi to  de l lo  sv i luppatore  è  mantenere  la  
cons is tenza dei  se rv iz i  a t t iv i  a l l ’ in te rno de l la  re te  loca le .  In  
corr i spondenza  del le  ca l l  back  r iguardant i  i l  c ic lo  d i  v i ta  del le  
appl icaz ioni ,  è  buona  norma ef fe t tuare  la  de -reg is t raz ione  de l  
se rv izio  a l la  chiusur a  del l ’appl icazione  che  lo  ha  reg is t ra to ,  





public void initializeResolveListener() { 
mResolveListener = new NsdManager.ResolveListener() { 
@Override 
public void onResolveFailed(NsdServiceInfo serviceInfo,  




public void onServiceResolved(NsdServiceInfo serviceInfo) { 
mService = serviceInfo; 
            int port = mService.getPort(); 




Li s t i n g  6  S n ip p e t  d e l l ' i n t e r facc i a  Reso l ve Li s t en er .  
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APPENDICE B:  OPENSTACK 
Opens tack  è  una p ia t taforma Cloud d i  t ipo  IaaS open -
source ,  con un’arch i te t tura  modulare  che racchiude  a l  p ropr io  
in te rno un  ins ieme d i  s t rument i  spec ia l izza t i  in  var ie  a ree  di  
ges t ione .  È  un  proge t to  nato  ne l  2010 f ru t to  de l la  co l laborazione 
t ra  due  impor tant i  az iende ,  Rackspace  e  NASA.   
 
B.1 Componenti 
L’e lenco  del le  component i  r ipor ta to  d i  segui to  non  è  
esaus t ivo  de l lo  s t rumento  ne l la  sua in te rezza ,  ma se  ne vogl iono 
r ipor ta re  le  par t i  fondamenta l i  per  una  migl iore  comprens ione 
de l le  loro  funziona l i tà ,  u t i l izza te  dal  pro to t ipo  proposto  e  c i ta te  
duran te  l ’espos iz ione .  Si  tenga  presente  che  è  poss ib i le  ins ta l la re  
tu t te  queste  component i  su l lo  s tesso  hos t ,  ma  so lo  durante  la  
proge t taz ione ;  a l  contra r io ,  in  produzione ,  s i  cons ig l ia  di  
d i spor re  ogni  e lemento  su  un  hos t  d iverso  e  di  repl icarne  le  
cara t te r i s t iche  per  rendere  i l  s is tema robus to  ad  eventua l i  guast i  
o  in ter ruz ioni  di  se rv iz io .  
  Compute  (Nova ) :  componente  cent rale ,  funge  da 
cont ro l lore  de l  s i s tema.  È  l ’en t i tà  responsabi le  de l la  
ges t ione  de l le  r isorse  disponib i l i  e  de l le  macchine v i r tua l i .  
È  compat ib i le  con mol te  tecnologie  hyperv isor ,  ad  esempio  
con  KVM, VMWare ,  Xen  e  Linux  Conta iner  LXC.  
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  Block Storage  (Cinder ) :  memor izza  in  maniera  pers is ten te  
i  vo lumi  id  da t i .  Cont r ibuisce  ad  avere  un  o t t ima s t ra teg ia  
d i  memor izzaz ione  degl i  snapshot  de i  d a t i  a l l ’ in te rno  de i  
volumi ,  che  possono essere  r ipres i  s ingolarmente  e  co l lega t i  
a  macchine v i r tua l i  in  esecuz ione.  Questo  componente  
r i su l ta  par t ico la rmente  ada t t i  in  scenar i  che  r ichiedono 
performance e levate ,  come in  caso di  grandi  database .   
  Object  Storage  (Swi f t ) :  è  un  s i s tema sca lab i le  e  r idondante  
per  la  memor izzaz ione  de i  da t i .  Gl i  ogge t t i ,  d iversamente  
da i  f i l e ,  non sono organizza t i  gerarch icamente ,  ma sono 
tu t t i  a l lo  s tesso  l ive l lo  per  Opens tack ,  che  l i  cara t te r izza 
con  un  ident i f ica t ivo  unico  ind ipendente  da l la  lo ro 
locaz ione .  Opens tack  s i  occupa del la  repl icaz ione dei  da t i  e  
de l la  ges t ione  de l  s i s tema in  caso  di  fa l l imento  de i  nodi .   
  Networking  (Neutron ) :  c rea  e  organizza l ’ inf ras t ru t tura  di  
re te  per  la  p ia t taforma,  ges t i sce  indi r izz i  IP ,  re t i ,  r oute r  e  
reagisce  d inamicamente  a l la  lo ro  modi f ica .  È possib i le  
pred isporre  anche serv izi  di  re te  compless i  come f i rewal l  e  
VPN.  Forn isce  agl i  amminis t ra tor i  l a  poss ib i l i t à  d i  po ter  
scegl ie re  esat tamente  su qua l i  nodi  eseguire  spec if ic i  
se rv izi .  
  Ident i ty  (Keystone ) :  forn isce au ten t icaz ione e  
au tor izzazione a i  component i  Opens tack.  Per  
l ’au ten t icaz ione  suppor ta  d iverse  s t ra teg ie  t ipo  credenz ia l i  
e  token .  Come back  end  di  memor izzaz ione  de i  da t i  è  
poss ib i le  usare  d iverse  tecnologie ,  anche  in  maniera  
concorren te ,  come Mar iaDB,  LDAP e  SQL. Le 
au tor izzazioni  sono  ges t i te  con  i  ruo l i  che  de te rminano i  
permess i  degl i  u ten t i .  
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  Image  (Glance ) :  implementa  un  reg is t ro  per  le  immagin i  
vi r tual i  de i  di sch i .  L’amminis t ra tore  può  reg is t ra re ,  
condiv idere ,  dupl icare  i mmagin i  e  creare  snapshot ,  pront i  
per  essere  memor izza t i  t rami te  Swif t  o  a l t r i  back -end 
predispos t i .  Glance  suppor ta  un a  grande var ie tà  d i  format i  
per  la  memor izzaz ione de l  d i sco,  come ad  esempio  
ak i /ami /a r i  ( format i  usa t i  d i  defau l t  da  Amazon Web  
Serv ice) ,  i so ,  raw,  vhd  (formato  t ipico  d i  mol t i  ges tor i  d i  
macchine  v ir tua l i  come VMware ,  Xen,  Microsof t ,  
Vi r tua lBox) ,  qcow2 (formato  d i  defaul t  per  QEMU/KVM),  
o l t re  a l la  maggior  par te  de i  format i  per  conta iner .   
  Dashboard  (Horizon ) :  un’ in te rfaccia  graf ica  web per  g l i  
amminis t r a tor i  che  permet te  d i  creare  e  lanc ia re  e  ges t i re  
i s tanze  e  re la t ive  pol i t i che  di  accesso ,  in  a l te rna t iva 
a l l ’u t i l i zzo  de l  s is tema t rami te  l ’ invocaz ione  de l le  API .  
Forn isce  una  v is ione  del lo  s ta to  de l le  component i  de l la  
p ia t taforma,  de l le  r i sorse  ut i l izza te  e  d i  que l le  d i sponib i l i ;  
i l  tu t to  t rami te  i  t re  pannel l i  d i  defau l t  Pro ject ,  Admin ,  e  
Se t t ing.  I l  des ign  modulare  d i  ques to  componente  permet te  
d i  mos t rare  anche  a l t re  schede sul la  pagina  pr incipa le ,  
r iguardant i  i  var i  component i  aggiunt iv i  o  le  espans ioni .   
 
B.2 Devstack 
Devstack  fornisce  s t rument i  per  ins ta l la re  e  manutenere  un 
ambiente  operat ivo  Opens tack .  Trami te  g l i  sc r ip t  forn i t i  per  
l ’ ins ta l lazione è  poss ib i le  scar icare  tu t te  le  component i  de l la  
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p ia t taforma Cloud da  repos i tory g i t  e  impos ta rne  una spec if ica  
vers ione .  È spesso  usa to  in  ambiente  d i  svi luppo graz ie  a l la  
fac i l i t à  di  deploy,  ma spesso cost i tu i sce la  base per  proge t t i  
Opens tack  p iù  compless i ,  o  a iu ta  sempl icemente  a  cos t ru ire  
ve locemente  un  ambiente  d i  t es t  per  va luta re  i  s e rv izi  p r ima che 
vengano inser i t i  in  produzione .  La  conf iguraz ione  d i  Devs tack,  
che  va  ad  inf lu ire  d i re t tamente  su  que l la  de l la  pia t taforma 
Opens tack  ne l la  sua  inte rezza ,  è  modi f icabi le  t rami te  i l  f i l e  
local.conf ,  s i tua to  d i  defaul t  ne l la  car te l la  pr inc ipa le;  i l  qua le  
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