The present study considers an action-based person identification problem, in which an input action sequence consists of 3D skeletal data from multiple frames. Unlike previous approaches, the type of action is not pre-defined in this work, which requires the subject classifier to possess cross-action generalization capabilities. To achieve that, we present a novel pose-based Hough forest framework, in which each per-frame pose feature casts a probabilistic vote to the Hough space. Pose distribution is estimated from training data and then used to compute the reliability of the vote to deal with the unseen poses in the test action sequence. Experimental results with various real datasets demonstrate that the proposed method provides effective person identification results especially for the challenging cross-action person identification setting. key words: person identification, 3D human pose, Hough forests
Introduction
Person identification is an important and challenging problem in computer vision. The goal of person identification is to infer a subject's identity from various physiological or behavioral characteristics, such as the face, iris, fingerprint, gait, and action. In particular, gait-or action-based person identification approaches have recently gained increasing attention [1] - [7] because of the advent of cost-effective depth cameras [8] and reliable 3D human pose estimation methods [9] . Person identification methods can be robust to varying illuminations, changes in the appearance of subjects, and variations in viewpoints and scales using depth and 3D skeletal joint information.
Existing gait-or action-based person identification methods assume that the categories of target motion patterns are pre-defined, in which case the training and test data consist of the same types of actions. However, this assumption can restrict the applicability of person identification methods. For example, if we do not want subjects to realize that they are being identified (e.g., as in a surveillance scenario), then we cannot guarantee that these subjects perform pre-defined actions. Thus, the performance of existing approaches that depend on pre-defined actions could be substantially degraded.
The present study addresses the problem of person identification under the general assumption that training and test sets can comprise different types of actions. This problem is challenging because cross-action generalization capabilities are required for subject classifiers to perform well for different actions that are not contained in training sets. Such required capabilities are analogous to the cross-subject generalization capabilities that require action recognition methods to classify the actions of arbitrary subjects. To the best of our knowledge, this work is the first to explore crossaction generalization in action-based person identification. This study proposes two ideas for skeletal action-based person identification to achieve cross-action generalization capabilities. The first idea is pose-based probabilistic voting under the naive Bayes assumption. By assuming the perframe pose features constituting a subject's skeletal actions to be independent of each other, we can increase the generalization capabilities for the proposed subject classifier to be applicable to the various unseen actions. The power of this naive Bayes approach is well demonstrated in the naive Bayes nearest neighbor (NBNN) algorithm [10] , which is a well-known nonparametric image classification method. Instead of the nearest neighbor feature matching in NBNN, we actually adopt the Hough forest (HF) framework [11] , whose additive voting strategy can further improve recognition performance. The second idea is to assign each pose feature an importance weight, which represents the reliability of the probabilistic vote cast by the voting feature. We estimate and use the probability density of the pose features from the training data to compute reliability. This process places a high importance on the test poses that are similar to the training poses. The overview of the proposed person identification method based on these ideas is illustrated in Fig. 1 .
The contributions of this study are as follows. First, a novel skeletal action-based person identification method using the pose-based HFs is proposed. Second, the data prior of the HF framework that has been usually neglected is interpreted as voting reliability and used for robust voting-based person identification. Third, several standard datasets for action recognition are adopted to evaluate the proposed person identification method. The extensive experiments using such datasets show that the proposed method achieves stateof-the-art performance especially for a novel cross-action person identification setting.
Related Works
Person identification is closely related to the problem of per-Copyright c 2018 The Institute of Electronics, Information and Communication Engineers Overview of the proposed method: an input test sequence consists of multiple per-frame pose features as in (a). Hough forests (b) and a kd-tree (c) that are constructed from training data (d) are then applied to the input sequence, which produces probabilistic votes in (e) and reliability in (f). By combining them, final votes can be obtained as in (g), where the entry in the cth row and mth column denotes the probabilistic vote cast by the pose feature at the frame (i.e., time) index m for the subject class c. Bright pixels represent high probability regions. The votes are accumulated in a Hough (i.e., hypothesis) space as in (h). We can estimate the subject class by finding the maximum vote in the Hough score. son authentication, in which subjects provide their identity information. This process leads to binary classification for determining whether the provided identity is correct. In person identification, the identity of a subject should be selected from among enrolled persons, which results in multiclass classification. Person authentication and identification methods can be classified into two categories according to their features: physiological approaches and behavioral approaches. This section reviews recent behavioral approaches that are relevant to the present work. Behavioral approaches utilize the pattern of motion of a person, which can be further classified into locomotion and general action.
Locomotion-based approaches include traditional gait recognition methods. For example, a gait-based person identification method using silhouettes extracted from 2D grayscale videos was proposed [12] . Recently depth information was frequently used in several works, in which depth-based features, such as gait energy volume (GEV) [1] or depth gradient histogram energy image [2] , produced improved identification results compared with previous silhouette-based features. A full-body skeleton-based identification approach [3] was proposed for two types of locomotion: walking and running. The locomotion type was first recognized, and the subject class was then identified in the proposed two-stage method, which outperformed the stateof-the-art gait-based method using GEV.
General action-based approaches do not restrict the type of motion of a person. Therefore, these approaches can have wider applicability than locomotion-based approaches.
A skeleton-based user authentication method using eight different simple gestures was proposed [4] . The follow-up work [6] extended the previous method to the case of multiple viewpoints and achieved improved authentication performance with user-defined gestures. In [5] , the proposed skeleton-based person identification method produced reasonable recognition results with the combination of anthropometric features based on body segment lengths and simple hand-waving gesture features. The work most relevant to our method is found in [7] , in which person identification using various types of skeletal actions was explored. The proposed two-step method that consists of action classification and subsequent action-specific subject identification was evaluated on various skeletal action recognition datasets.
Hough transform [13] was originally proposed to detect parametric shapes, such as lines [14] and circles [15] . It was combined with the idea of an appearance codebook in the implicit shape model [16] , which was successfully applied to the problem of object detection. A max-margin framework was used to discriminatively learn the weights of Hough votes [17] and thereby improved the performance of Hough transform-based object detectors. A recently proposed HF [11] framework adopted random forests (RFs) [18] , which is a well-known ensemble learning method for classification and regression, instead of an appearance codebook. The HF framework showed improved performance compared to codebook-based methods and exhibited high flexibility, which allowed its extensions to new problems, such as object tracking and action recognition.
Proposed Method

Probabilistic Voting Framework
Suppose we are given a test action sequence X = (x 1 , . . . , x M ), where x m ∈ R D denotes a per-frame pose feature at the mth frame and M is the length of the action sequence. The goal of person identification is to infer subject label c ∈ C = {1, . . . , C}, where C is a Hough (i.e., hypothesis) space, which is the set of all subject class labels. A training set {(x (n) , c (n) )} N n=1 is available, with x (n) and c (n) denoting an nth training pose and its corresponding subject class label, respectively.
We construct probabilistic formulation to solve the problem. By applying Bayes theorem and assuming a uniform prior over subject classes, the posterior probability p(c|X) can be written as:
If the per-frame pose features are conditionally independent of each other given the subject class, posterior in Eq. (1) becomes
This naive Bayes assumption only provides a crude approximation of the actual distribution because the coherency between neighboring poses is not considered. However, the assumption can significantly enlarge the generalization capabilities of the resulting classifier, especially when the size of the training set is relatively small [10] . Indeed, this assumption is critical for the performance of the proposed method because the subject's actions are assumed to be arbitrary and this requires the subject classifier to be generalizable to various unseen actions. Equation (2) can be rewritten as follows:
where the uniform prior over c is used again. Instead of the product operator , we use summation to define a Hough score S (c; X) ∈ R C as follows:
This additive accumulation of probabilities lacks probabilistic justification. However, it is preferred over the product in Eq. (3) because it provides robust and stable results in practice. Theoretical justification can also be found in [19] , where the summation can be derived from an outlier model. The score in Eq. (4) can be interpreted as the additive aggregation of probabilistic votes p(c|x m ) multiplied by the prior probabilities p(x m ) of the per-frame pose features x m . This prior probability is assumed to be uniform and then neglected in most Hough transform-based methods [11] , [16] , [17] . However, we propose to use this probability as the importance weight of the probabilistic votes, which represents how reliable the votes are. It is interesting that prior probabilities do not affect a decision on the subject class in the case of the product formulation in Eq. (3). The next subsections present the learning processes for obtaining the voting function p(c|x m ) and reliability p(x m ) from the training data.
Learning Hough Forests
HFs are used with the training set {(x (n) , c (n) )} N n=1 to obtain the discriminative voting function p(c|x). The HFs consist of T randomized decision trees, each of which is constructed according to a standard RF learning framework [18] . New training samples are selected for each tree by uniformly sampling from the original training set with replacement. These samples are used to grow the tree by recursively applying a node optimization procedure. Each non-leaf node, including the root, is assigned a simple binary test:
where θ ∈ {1, . . . , D} and τ ∈ R are the per-node parameters, which are greedily selected from a set of randomly generated proposal parameters by maximizing information gain. The training samples are split according to the results of the binary tests, and children nodes are then created with their corresponding split samples. This procedure continues recursively until the stopping criteria are met, i.e., the depth of the current node in the tree reaches a maximum value, or there are less than a minimum number of samples remaining.
A test pose feature x is evaluated by T decision trees, where the binary tests in Eq. (5) are performed recursively at each non-leaf node until a leaf node is reached. The reached leaf node contains a distribution p t (c|x) and the distributions are averaged together for all trees to produce the probabilistic votes p(c|x) as follows:
Learning Reliability
The reliability of the probabilistic votes p(c|x) cast by the voting feature x is defined as the prior probability p(x), which is obtained from the training samples {x (n) } N n=1 using kernel density estimation. Subject class information
is not used at all in this procedure, and p(x) describes the distribution of all training pose features. The estimated density function can be written as follows:
where K(·) denotes the kernel function. We use the spher-
, where σ is the bandwidth parameter of the Gaussian kernel. High prior probability p(x) indicates that x is close to the training data. Thus, it is reasonable to assume that the results of the HF voting process p(c|x) are reliable for such x. Therefore, we interpret p(x) as the reliability of the probabilistic votes p(c|x).
However, performing the kernel density estimation in Eq. (7) is computationally demanding especially for large N. Therefore, we use the 1-nearest neighbor approximation that considers only the largest term inside the summation in Eq. (7) . Because the Gaussian kernel is assumed, this term corresponds to the nearest neighbor of the pose feature x within the training samples {x (n) } N n=1 . Equation (7) can then be rewritten as:
where x NN denotes the nearest neighbor vector. The nearest neighbor feature matching can be efficiently performed using a kd-tree [20] .
The kernel bandwidth σ should be carefully chosen. Hence, a simple heuristic is adopted as follows. We define the distance from each training sample x (n) to the remaining training samples
Then, we set the kernel bandwidth to be the maximum such distance as follows:
From this, all training samples are expected to be quite reliable because x (n) − x (n) NN = d (n) ≤ σ. And the 3σ rule of normal distribution causes a test sample x located far away from the training data (i.e., x − x NN > 3σ) to have a very small reliability value.
Inference
The subject class of the test action sequence can be inferred by maximizing the Hough score in Eq. (4) as follows:
The overall inference procedure, which includes running the HFs and the kd-tree, can be performed efficiently. The proposed person identification algorithm without the learning processes is summarized in Algorithm 1.
Experimental Results
Datasets
We use four standard datasets for skeletal action recognition (i.e., UTKinect [21] , MSR-Action3D [22] , UCFKinect [23] , and MSRC-12 [24] ) to evaluate the proposed person identification method. The UTKinect, MSR-Action3D, and UCFKinect datasets provide segmented action instances accompanied by their corresponding action types and subject classes. The manual segmentation of each action instance provided by [25] is used for the MSRC-12 dataset. We follow a dataset configuration in [7] , in which some action instances are excluded to guarantee that each subject has at least two instances for each action type. A brief summary of the datasets is given in Table 1 . Two experimental settings are investigated in this work. In the first experimental setting used in [7] , 1, 1, 4, and 4 instances are randomly selected for each subject-action pair from the UTKinect, MSR-Action3D, UCFKinect, and MSRC-12 datasets, respectively. The selected instances are used as the training data, and the rest are used as the test data. This random selection of training and test sets is repeated 10 times and produces 10 different configurations for each dataset. The training and test sets consist of the same types of actions, thus making the dataset easy to test. Accordingly, we consider the second experimental setting, which is more challenging, by preventing the same action type from being simultaneously used for the training and test data. Thus, 5, 8, 8, and 6 action types are randomly selected into the training sets of the UTKinect, MSR-Action3D, UCFKinect, and MSRC-12 datasets, respectively. The selection is also repeated 10 times for each dataset.
Skeletal Pose Features
The input action sequence is provided in the form of 3D skeletal joint data, which can be obtained using 3D human pose estimation methods [9] . Three features are computed from the 3D skeletal data, which consist of J = 20 joints (i.e., head, neck, L/R shoulder, L/R elbow, L/R wrist, L/R hand, spine, L/R/C hip, L/R knee, L/R ankle, and L/R foot). Let p i , i = 1, . . . , J denote the 3D coordinates of such joints. The first skeletal feature is joint positions (JP), which is defined by concatenating the normalized 3D coordinates of all joints:
wherep j = p j − p r denotes the normalized coordinates and p r is the coordinate of the reference hip center joint. For viewpoint invariance, the skeletons can be rotated to make the ground plane projection of the vector from left hip to right hip parallel to the global x-axis [26] . This feature is used for action recognition [26] and person identification [7] . However, unlike the existing methods, we do not perform bone length normalization because the anthropometric differences among subjects can be a cue to distinguish different subjects. The second feature is joint distances (JD), which is defined by pairwise distances between all pairs of joints:
where d i, j = p i − p j denotes the Euclidean distance between joints i and j. The third feature is segment distances (SD), which is motivated by anthropometric features used in recent skeletal action-based person identification methods [3] , [5] . SD is based on the lengths of multiple body segments, which are specified with their two end joints and are expected to be rigid. Therefore, the lengths of body segments can be intuitively regarded as an invariant feature for discriminating each individual. We simply compute the Euclidean distances between 19 pairs of adjacent joints to construct the SD feature x SD . Note that all elements in the SD feature vector belong to the set of all elements in the JD feature.
Implementation Details
The proposed method can handle action sequences of variable lengths. However, they are resampled to equal length M in our experiments to compare our method with other approaches that require fixed length sequences. The sequence length parameters M are set to 74, 76, 64, and 32 for the UTKinect, MSR-Action3D, UCFKinect, and MSRC-12 datasets, respectively. The constituting pose features of the resampled training sequences are extracted to form the training set. We construct T = 50 randomized decision trees, where the maximum depth of each tree and the minimum number of samples for the newly created nodes are set to 20 and 10, respectively. And the maximum number of data samples in each leaf node (i.e., the bucket size) is set to 30 for constructing a kd-tree. The numbers are used for all our experiments, which produce satisfactory results for all datasets.
We use the open source Scikit-learn library [27] to construct the HFs and the kd-tree.
Baseline Methods
Various approaches are used as baseline methods for comparison to evaluate the performance of the proposed method. The first approach is the NBNN method, which relies on Eq.
(2). This equation can be modified using the additive voting scheme as follows:
where p(x m |c) is nonparametrically estimated using the nearest neighbor feature matching similarly to the original NBNN. This approach is called NBNN with Hough voting (NBNN-V). The discriminative voting function can be used instead of nonparametric likelihood estimation to yield the following HF approach:
where the prior probability p(x m ) in Eq. (4) is assumed to be uniform. The proposed method can then be called HF with reliability (HF-R). We can see the contributions of several different ideas (i.e., additive Hough voting, discriminative HFs, and voting reliability) by investigating the performance of these methods. These methods are pose-based approaches with the naive Bayes assumption, that is, each pose feature independently contributes to person identification. Therefore, we additionally consider holistic approaches, which take the action sequence itself as the input vector [x T 1 , . . . , x T M ] T . Various well-known classifiers, such as the k-nearest neighbors (kNN), support vector machines with linear kernel (SVM-L) and radial basis function kernel (SVM-R), and RFs, are tested using the Scikit-learn library. Their hyperparameters are determined by cross validation.
Performance Analysis on Experimental Setting 1
We present the evaluation results of the proposed method on our first experimental setting, in which the training and test sets consist of the same types of actions. Table 2 illustrates the true positive rate (TPR) results of the proposed and baseline methods for all combinations of datasets and feature types. First, the additive voting strategy in NBNN-V and the discriminative HF voting process in HF slightly improve the performance of the NBNN method. However, the proposed reliability in HF-R does not make substantial differences compared to the HF method. This means that most of the test poses have high prior probabilities p(x m ), m = 1, . . . , M as shown in Fig. 2 (b) , which is because the distributions of test poses are similar to those of the training poses in experimental setting 1. Second, posebased approaches (i.e., NBNN, NBNN-V, HF, and HF-R) significantly outperform the holistic approaches (i.e., kNN, SVM-L, SVM-R, RF). Above all, the NBNN method based on simple nonparametric feature matching without learning produces surprisingly good results compared with many learning-based approaches (i.e., SVM-L, SVM-R, and RF). Thus, the naive Bayes assumption on individual pose features plays a crucial role in the high performance of the pose-based approaches. Finally, the SD feature, the dimensionality of which is dim(x SD ) = 19, produces results comparable to the JD feature with significantly high dimension-ality (i.e., dim(x JD ) = 20 2 = 190). Such results illustrate the usefulness of the SD feature. Interestingly, only RF-based methods (i.e., HF, HF-R, and RF) consistently perform better with the JD feature, which is because they can effectively select discriminative features using RFs.
Performance Analysis on Experimental Setting 2
We now present the evaluation results of the proposed method for the cross-action experimental setting, in which training and test sets consist of the different types of actions. The intermediate and final results of the proposed method for a particular action instance are given in Fig. 2 . The initial probabilistic votes p(c|x m ) are obtained using the HFs in Eq. (6) as in Fig. 2 (f) . The initial votes are Table 3 TPR in % for experimetal setting 2. The proposed method is denoted by HF-R. UCFKinect  MSRC-12  Method  JP  JD  SD  JP  JD  SD  JP  JD  SD  JP  JD  SD  NBNN less discriminative compared with those in experimental setting 1 in Fig. 2 (a) . Figure 2 The TPR results of the proposed and baseline methods for all combinations of datasets and feature types are given in Table 3 . Each of the three different components of the proposed method (i.e., the additive Hough voting in NBNN-V, the discriminative voting function in HF, and the voting reliability in HF-R) substantially contributes to the performance improvement over the NBNN method. Unlike that in the first experimental setting, the HF method is clearly outperformed by the HF-R method based on the proposed voting reliability, which plays a crucial role in this crossaction experimental setting. All holistic approaches do not generalize well and perform worse than the proposed HF-R method. Only the RF method produces results comparable to those by the HF-R method. Finally, the proposed HF-R method produces the best results for all dataset and feature combinations, which validates the effectiveness of the proposed approach.
UTKinect
MSR-Action3D
All the datasets we use in our experiments were acquired by a commercial depth sensor, which means that the 3D skeleton data of such datasets contains noise and estimation errors. Therefore, our experiments are performed using realistic noisy data, which justifies the practical applicability of the proposed method. Nevertheless, we conduct additional experiments to investigate the effect of severe noise on person identification. To this end, we construct noisy datasets by adding zero-mean Gaussian noise with standard deviation σ to each of the X, Y, and Z coordinates of skeletal joints of the MSRC-12 dataset. We then evaluate the baseline and proposed methods using such datasets. Figure 3 shows the experimental results for various levels of noise (i.e., σ = 1, 3, 10, and 30 mm). We can see that the proposed method outperforms all other methods for all noise levels and achieves robust performance for increasing noise.
The proposed person identification approach can be easily modified and applied to the person authentication problem, in which the identify information is given by the subject. The authentication method should determine whether the provided identity is correct from the observed skeletal action data. Thus, we can construct the binary subject classifier for each class c using the Hough score S (c; X) in Eq. (4) as follows:
where S c (X) ∈ R denotes a confidence score for the target subject c. The receiver operating characteristic (ROC) curves can be computed for all subject classes from the confidence score. We average them and plot the averaged ROC curves for all dataset and feature combinations in Fig. 4 , which shows that the proposed approach produces state-ofthe-art authentication results.
Computational Complexity
We now investigate the computational complexity of the proposed method. The training processes (i.e., constructing the HFs and the kd-tree) can be done offline. Therefore, we only consider the complexity of the online test processes, which is dominated by nonparametric nearest neighbor search using the kd-tree. Thus, we conduct experiments with a varying number of training sequences for the MSRC-12 dataset. The runtime results of the proposed method using the JP feature are given in Fig. 5 (a) , where 100% means that approximately 5,000 action sequences (i.e., 160,000 pose features) are used for training. The computing time for online test processes increases linearly with the number of training sequences. In the case of 5,000 training sequences, recognizing a single test sequence takes approximately 20.49 milliseconds (i.e., 0.64 milliseconds per frame), showing the efficiency of our proposed method. A 3.5 GHz 6-core CPU machine with 128 GB RAM is used for all experiments.
Combining Multiple Features
Three different skeletal pose features used in our experiments can be easily combined in the proposed framework. Let X JP , X JD , and X SD denote three test action sequences comprising the JP, JD, and SD features, respectively. The Hough scores S t (c; X t ) ∈ R C , t ∈ {JP, JD, SD} can then be computed from the sequences by using Eq. (4). We define the combined Hough score S T (c) ∈ R C as follows:
where T ⊆ {JP, JD, SD} represents an arbitrary combination of feature types and Z t = c∈C S t (c; X t ) is a normalizing constant. The subject class can then be obtained bŷ c = arg max c∈C S T (c) similarly to Eq. (11). The evaluation results for the MSRC-12 dataset are illustrated in Fig. 5 (b) , which shows that combining multiple features significantly improves the recognition performance.
Comparative Study
A comparative study using the previous skeleton-based person identification methods [4] , [6] , [7] is presented. The methods in [4] and [6] are based on dynamic time warping (DTW) and covariance descriptor [25] , respectively. Although same pre-defined actions are used in the training and test stages, these methods can be applied to our second experimental setting because they do not use the information about the action for person identification. The method of [7] is a two-step approach, where the action type is first classified using a state-of-the-art action recognition method [26] , and the subject classification is then performed. This method performs action-specific subject classification, therefore cannot be applied to our second experimental setting. Table 4 shows the comparison results. The simple DTW-based method in [4] yields better results than more sophisticated approaches in [6] , [7] , which shows that the robustness to temporal variation, achievable by the DTW, is important for subject classification. The proposed method is also robust to temporal variation by using the naive Bayes assumption. We can see that our method clearly outperforms other approaches, especially in the second experimental setting.
Conclusion
This study addressed the problem of person identification from skeletal action data and presented a pose-based HF framework using voting reliability. Unlike previous behavioral person identification approaches, the proposed method can be used to identify a target subject performing unde-fined and arbitrary actions. Extensive experiments were conducted, and the results demonstrated the convincing performance of the proposed approach. Pre-segmented action sequences with fixed lengths were utilized in the experiments to recognize a single person. We aim to extend our proposed framework to identify multiple subjects from realtime skeletal data stream.
