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В статье предложены классификация и анализ известных методов 
обеспечения QoS с точки зрения целесообразности их применения для уве­
личения производительности мобильной радиосети специального назначе­
ния. Обоснована необходимость разработки теоретически обоснованных 
методов для управления интенсивностью потоков данных в рассматривае­
мой сети.
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В в е д е н и е
Мобильные самоорганизующиеся сети (Mobile Ad-Hoc Networks, MANET), харак­
теризующиеся случайной топологией, являются перспективным направлением развития 
телекоммуникационных технологий и относятся к классу беспроводных самоорганизую­
щихся сетей [1-5]. Благодаря высокой живучести и разведзащищенности, быстрого раз­
вертывания и возможности доставки информации в условиях динамически изменяющей­
ся топологии технология MANET имеет хорошие перспективы, связанные с построением 
мобильных радиосетей специального назначения (МРСН), т.е. сетей, функционирующих 
в интересах силовых структур (армии, внутренних войск, сил охраны правопорядка) 
[6-8]. В работе [9] показано, что влияние мобильности узлов делает трафик MANET более 
нестационарным, непредсказуемым, приводит к тому, что в каждом отдельно взятом ка­
нале сети наблюдается быстрое изменение интенсивности передаваемых потоков и, соот­
ветственно, пропускной способности, доступной для передачи данных. С учетом того что, 
кроме перемещения узлов, функционирование мобильных радиосетей специального наз­
начения усложняется влиянием деструктивных факторов, можно объяснить тот факт, что 
МРСН в большей степени, чем другие сети, подвержена канальным перегрузкам, потерям 
пакетов, разрывам соединений. Это влечет к существенному замедлению доставки дан­
ных и снижению производительности МРСН. Для повышения производительности теле­
коммуникационных сетей традиционно применяются методы, ориентированные на обес-
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печение качества обслуживания (QoS, Q uality of Service). П оэтому анализ известных мето­
дов обеспечения QoS в контексте целесообразности их применения для увеличения прои­
зводительности М РСН в процессе доставки данны х является актуальной научно­
технической задачей.
К л а с с и ф и к а ц и я  м е т о д о в  о б е с п е ч е н и я  Q o S
Анализ литературы [10 -12] показал, что все многообразие известных методов 
обеспечения QoS можно разделить на две основные группы (рис. 1). Первая группа ори­
ентирована на использование средств, увеличиваю щ их пропускную способность ф изиче­
ских каналов, например, за счет применения вы сокоскоростной среды передачи или 
улучш ения характеристик сигналов. П рименение этих методов направлено на то, что тре­
буемый уровень QoS обеспечивается благодаря работе пользователей в малонагруженной 
сети. В этом случае практически исключается какая-либо конкуренция между информа­
ционными потоками, для передачи лю бого сообщ ения в сети имеется требуемое количе­
ство ресурсов. Описанная ситуация является идеальной для пользователей, но крайне не­
приемлемой с точки зрения рационального использования сетевых ресурсов. К  сож але­
нию, условие постоянного наличия необходимого количества свободных ресурсов в 
больш инстве сущ ествую щ их телекоммуникационны х сетей, особенно в М РСН , является 
практически не выполнимым. Более реальной представляется ситуация, соответствующ ая 
работе абонентов в нагруженной сети.
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Рис. 1. Классификация методов обеспечения QoS
Разработке методов, направленных на повыш ение пропускной способности ф изи­
ческих каналов, посвящено больш ое количество исследований. Не случайно считается, 
что наибольш ие успехи в телекоммуникационной отрасли связаны с прогрессом именно 
технологий физического и канального уровней модели взаимодействия открытых систем 
(O pen System  Interconnection, OSI). Наблюдается развитие методов доступа к канальным 
ресурсам и адаптации протоколов М АС-уровня к особенностям беспроводных сетей, в том 
числе M ANET. Н апример, в [13] предложено реш ение, которое предполагает вероятност­
ный переход между радиоканалами и представляет собой схему расш ирения стандарта 
IEEE 802.11. Рассмотренное усоверш енствование позволяет минимизировать влияние р а­
диопомех и сущ ественно увеличить пропускную способность беспроводного соединения.
Однако опыт показывает, что увеличение пропускной способности, как правило, 
становится необходимостью, вызванной стремлением удовлетворить растущ ие потребно­
сти пользователей в получении телекоммуникационны х услуг. П оэтому в современных 
условиях на практике крайне сложно обеспечить необходимый уровень QoS в сетях толь­
ко за счет увеличения их физических ресурсов. Н еэффективное использование имеющих-
Серия История. Политология. Экономика. Информатика.
2015 № 1 (198). Выпуск 33/1
ся в сетях каналов, особенно беспроводных линий, обладающих наиболее ограниченными 
характеристиками, неизменно влечет за собой снижение качества обслуживания пользо­
вателей. Приведенные выше аргументы свидетельствуют о том, что для удовлетворения 
требований абонентов по доставке информации не достаточно заботиться только о нара­
щивании пропускной способности каналов, а необходимо решать и другие не менее важ­
ные задачи, связанные с ее рациональным распределением.
Методы рационального распределения ограниченных сетевых ресурсов при об­
служивании абонентов в разных источниках трактуются как методы управления ресурса­
ми или методы борьбы с перегрузками [10-12]. Разработка этой группы методов обуслов­
лена потребностью в получении качественных услуг в условиях, когда возможность пере­
давать информацию ограничена дефицитом пропускной способности сетевых каналов.
Часть методов борьбы с сетевыми перегрузками основана на использовании спе­
циальных процедур, связанных с маршрутизацией информационных потоков. Идея, по­
ложенная в основу этих методов, состоит в том, чтобы разгрузить те участки сети, на ко­
торых не обеспечивается требуемый уровень обслуживания. Эта идея заложена, напри­
мер, в методах QoS-based Routing (маршрутизация на основе качества обслуживания) и 
Load-Balance Routing (маршрутизация для сбалансированной нагрузки), реализуемых в 
рамках технологии Traffic Engineering (инжиниринг трафика) [14]. Данная технология 
применяется для достижения сбалансированности загрузки всех ресурсов сети за счет ра­
ционального выбора путей прохождения трафика через сеть. Разработке эффективных 
методов маршрутизации, в том числе в MANET, посвящено большое количество работ, 
например [15-17].
Методы обеспечения QoS, основанные на резервировании ресурсов сети, нашли 
применение в технологиях интегрированного обслуживания (Integrated Services, IntServ) 
и дифференцированного обслуживания (Differentiated Services, DiffServ). Технология 
IntServ предназначена для обеспечения гарантированного качества передачи индивиду­
альных потоков [12]. Она предусматривает резервирование необходимых ресурсов на 
каждом сетевом маршрутизаторе вдоль пути от отправителя к получателю. Для осуществ­
ления резервирования используется сигнальный протокол RSVP (Resource Reservation 
Protocol). При этом выполняется проверка наличия в сети ресурсов, требуемых для каче­
ственной доставки информации. Затем принимается решение об осуществлении резерви­
рования и последующей передаче потока [18]. Потребность в передаче огромного количе­
ства различных потоков в крупных сетях привела к большим сложностям в реализации 
технологии IntServ на магистральных участках. В результате была предложена концепция 
DiffServ, предполагающая объединение индивидуальных потоков в немногочисленные 
классы [19]. В соответствии с DiffServ принадлежность потока к тому или иному классу 
определяет качество его передачи.
В технологиях, основанных на резервировании сетевых ресурсов, для недопущения 
перегрузок и поддержки требуемого уровня QoS используются средства сглаживания по­
токов пакетов в соответствии с заданным профилем конкретного класса качества обслу­
живания [10; 12]. Например, средством ограничения максимальной интенсивности тра­
фика является алгоритм «дырявого ведра» (Leaky Bucket), а с помощью алгоритма «кор­
зины маркеров» (Token Bucket) можно получить трафик с ограниченной средней интен­
сивностью и допустимым уровнем пульсаций. За счет резервирования ресурсов обеспечи­
вается доставка пакетов с небольшими значениями их задержки и джиттера, что не тре­
буется при передаче потоков данных. Это подчеркивает тот факт, что создание анализи­
руемой группы методов было вызвано, в первую очередь, необходимостью обеспечения 
заданного QoS при обслуживании мультимедийных приложений, т. е. качественной пе­
редачи потокового трафика [20].
Для обеспечения QoS в телекоммуникационных сетях предусмотрено использова­
ние методов обслуживания пакетных очередей в маршрутизаторах (методов планирова­
ния обслуживания пакетов) [12]. Применение самого простого метода, предполагающего
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обслуживание пакетов в порядке их поступления в очередь (First -  In, First -  Out, FIFO), 
не гарантирует качественную доставку какого-либо сообщения [21]. Для устранения этого 
недостатка были созданы приоритетные очереди (Priority Queuing, PQ), в которых пакеты 
определенного класса обслуживаются в первую очередь. Однако при использовании ме­
тода PQ низкоприоритетные пакеты могут остаться не обслуженными [12]. Для справед­
ливого обслуживания пакетов разработан метод циклической очередности (Round Robin, 
RR), применение которого обеспечивает предоставление всем потокам одинаковой про­
пускной способности. Данный метод реализован в коммерческом оборудовании сетей 
ATM (Asynchronous Transfer Mode) [22]. Для справедливого обслуживания пакетов с пе­
ременной длиной создан метод циклической очередности с дефицитом времени (Deficit 
Round Robin, DRR), который является усовершенствованной версией RR [12]. Одним из 
наиболее востребованных методов планирования обслуживания пакетов является метод 
взвешенной справедливой очередности (Weighted Fair Queuing, WFQ). В отличие от RR, 
метод WFQ предполагает выделение каждому классу трафика пропускной способности, 
соответствующей значению его весового коэффициента. Реализация этого метода позво­
ляет осуществить дифференцированный подход к качеству передачи различных потоков 
и обеспечить каждому из них передачу с минимальной гарантированной интенсивно­
стью. Созданы различные модификации метода WFQ, например, метод распределенной 
взвешенной справедливой очередности (Distributed Weighted Fair Queuing, DWFQ) или 
метод взвешенной справедливой очередности на основе класса (Class-Based Weighted Fair 
Queuing, CBWFQ). Указанные методы нашли применение в технологии DiffServ [18]. Усо­
вершенствование метода WFQ для беспроводных сетей предложено в [23]. С помощью 
контрольных фреймов маршрутизаторы обмениваются информацией о размере пакетных 
очередей. На основе этих данных принимаются решения об очередности и задержках пе­
редачи пакетов. Недостатком такого решения является необходимость организации до­
полнительного служебного трафика.
В МРСН методам взвешенной справедливой очередности совместно со средствами 
резервирования ресурсов можно найти применение, прежде всего, для обеспечения каче­
ственной передачи мультимедийного трафика. При передаче в такой сети потоков дан­
ных добиться эффективного обслуживания пакетных очередей возможно лишь при обос­
новании значений, адекватно определяющих вес или приоритет конкретного сообщения. 
Это является трудновыполнимой задачей, выходящей за рамки теории телекоммуника­
ционных сетей, т. к. для ее решения необходимо располагать точными сведениями о том, 
какую пользу принесет доставка тех или иных данных для выполнения конкретных (бое­
вых) задач.
Среди средств борьбы с сетевыми перегрузками важное место занимают методы 
ограничения очередей путем отбрасывания определенной части поступающих в маршру­
тизатор пакетов до момента переполнения соответствующей очереди. Эти методы име­
нуются методами активного управления очередями [12]. В телекоммуникационных сетях 
получил достаточное распространение метод случайного раннего обнаружения перегруз­
ки (Random Early Detection, RED) [24]. Заблаговременное отбрасывание пакетов позволя­
ет избежать переполнения пакетных очередей и уменьшить задержки передачи данных. 
Кроме того, к устранению возможной перегрузки приводит сам факт потери пакета, явля­
ясь для источника потока данных сигналом к уменьшению интенсивности отправки ин­
формации. Метод RED имеет большое количество модификаций: адаптивный RED (Adap­
tive RED, ARED), динамический RED (Dynamic RED, DRED), стабилизированный RED 
(Stabilized RED, SRED), потоковый RED (Flow RED, FRED), взвешенный RED (Weighted 
RED, WRED). Оригинальное усовершенствование метода RED для мобильных радиосетей 
предложено в [25]. Данное решение предполагает, что локально на каждом узле прини­
мается решение отбрасывании пакета на основе различных эвристик, не имеющих долж­
ного теоретического обоснования.
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Следует отметить, что все указанные методы активного управления очередями ос­
нованы на вычислении вероятности отбрасывания поступающих в маршрутизатор паке­
тов и имеют основной недостаток классического RED: решение об отбрасывании пакетов 
принимается на основе использования достаточно грубых, приближенных моделей. По­
этому применение существующих методов ограничения очередей в телекоммуникацион­
ных сетях не всегда позволяет осуществлять эффективную борьбу с перегрузками, что 
ограничивает возможности в обеспечении качественного обслуживания пользователей. 
Идею заблаговременного отбрасывания пакетов можно использовать для повышения 
производительности МРСН в процессе доставки данных. Для этого с учетом специфики 
трафика мобильной радиосети целесообразно разработать теоретически обоснованный 
метод управления вероятностью отбрасывания пакетов, поступающих в маршрутизаторы.
На повышение производительности телекоммуникационных сетей направлены 
методы, основанные на обратной связи между источником и приемником. Большое ко­
личество этих методов обусловило необходимость их систематизации и требует отдельно­
го рассмотрения.
А н а л и з  м е т о д о в  о б е с п е ч е н и я  Q o S , о с н о в а н н ы х  н а  о б р а т н о й  с в я з и  м е ж ­
д у  и с т о ч н и к о м  и  п р и е м н и к о м
Классификация методов обеспечения QoS, ориентированных на использование 
обратной связи между источником и приемником представлена на рис. 2.
Часть анализируемых методов основана на управлении интенсивностью отправки 
данных источником. Для повышения эффективности доставки данных разработан метод 
адаптивного изменения окна приема, в соответствии с которым интенсивность отправки 
данных источником регулируется исходя из возможности их приема адресатом. С целью 
уменьшения загруженности сети применяется метод увеличения размеров пакетов (метод 
Нагля), который предписывает источнику не отправлять короткие пакеты, а накапливать 
данные на передающей стороне для формирования пакетов достаточно большой длины 
[11]. В методах явного уведомления источника о перегрузке для соответствующей сигна­
лизации используются сдерживающие пакеты, образующие в сети дополнительный слу­
жебный трафик [11]. К тому же, в распределенных сетях информация о перегрузках, пере­
даваемая в явном виде, принимается источником с большими задержками, утрачивая 
свою актуальность.
В существующих пакетных сетях стандартом передачи данных фактически стал 
протокол ТСР (Transmission Control Protocol). Различные его модификации используют те 
или иные методы управления окном перегрузки. В версии ТСР Tahoe для управления ин­
тенсивностью отправки сегментов применяются методы замедленного старта, предот­
вращения перегрузки, а также мультипликативного сброса окна до размеров одного сег­
мента [26]. Кроме перечисленных методов в протоколе ТСР Reno используется метод 
быстрого восстановления, с помощью которого интенсивность отправки сегментов источ­
ником в определенных ситуациях принимает более адекватные значения [27]. В соответ­
ствии с версией ТСР Vegas управление размером окна перегрузки осуществляется с уче­
том времени ожидания квитанций на успешно доставленные адресату данные [28]. В 
протоколе BIC-ТСР для управления окном перегрузки предусматривается применение 
метода дихотомического поиска [29]. Для беспроводных сетей авторами работы [30] 
предусмотрено изменение окна перегрузки в зависимости от количества участков пере­
приема в рамках ТСР-соединения.
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Рис. 2. Классификация методов обеспечения QoS, основанных на обратной связи
между источником и приемником
Во всех указанных модификациях протокола ТСР управление интенсивностью от­
правки сегментов осуществляется в соответствии с концепцией скользящего окна, кото­
рой присущи недостатки, связанные с интерпретацией потери сегмента как признака пе­
регрузки в сети. В результате наблюдаются значительные пульсации циркулирующего в 
сети трафика. Это приводит к возникновению и усилению сетевых перегрузок, увеличе­
ния количества потерянных сегментов, которое влечет за собой замедление процесса пе­
редачи данных.
Отмеченные выше недостатки можно устранить, если управление интенсивностью 
отправки данных осуществлять помощью изменения индивидуальной задержки каждого 
сегмента, увеличивая или уменьшая тем самым временной интервал между отправкой 
соседних сегментов. На этом принципе основан метод адаптивной скорости (Adaptive 
Rate), который не нашел широкого практического применения [31]. Недостаток этого ме­
тода заключается в том, что при резком изменении доступной пропускной способности
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сети требуется достаточно большое время для установления адекватного значения интен­
сивности потока данных. Главной причиной указанного недостатка является то, что в со­
ответствии с методом адаптивной скорости вычисление интенсивности отправки данных 
источником осуществляется на основе применения эвристических выражений и коэффи­
циентов, подобранных экспериментальным путем для определенных условий функцио­
нирования сети.
Метод адаптивного управления интенсивностью отправки сегментов в мобильных 
радиосетях предложен в [32]. На основе применения специальной схемы обратной связи 
реализуется индикация следующих событий: разрыва соединения между узлами сети, по­
тери сегмента из-за битовых ошибок и неполучения сегмента приемным узлом вслед­
ствие возникшей сетевой перегрузки. В первом случае ТСР-источник прекращает переда­
чу сегментов, во втором -  выполняется повторная передача недостающих данных, а в тре­
тьем -  интенсивность отправки сегментов уменьшается. Недостатком этого решения яв­
ляется необходимость использования специальной кросс-уровневой схемы, обеспечива­
ющей обмен дополнительной технологической информацией между маршрутизаторами 
сети. В работах [33; 34] для управления интенсивностью отправки сегментов в беспровод­
ных сетях предусмотрены идеи, использующие приближенную оценку величины RTT и 
эмпирически выведенные эвристики на основе значений скорости передачи данных, из­
меренных в прошлом.
В сетях MANET процесс изменения доступной пропускной способности является 
более нестационарным, чем в проводных и радиосетях с фиксированной топологией. В 
подтверждение этого факта в работе [9] отмечено, что производительность самооргани­
зующихся ТСР-сетей характеризуется высокой нестабильностью. Наличие этого фактора 
не дает возможности гарантировать определенный уровень сервиса для конечных поль­
зователей. Принимая во внимание указанные особенности сетей «ad-hoc», можно сделать 
вывод, что для эффективной доставки данных в МРСН вместо алгоритма скользящего 
окна следует реализовать идею адаптивного изменения интервалов времени между от­
правкой сегментов.
Обратная связь между источником и приемником используется в методах управ­
ления интенсивностью отправки подтверждений [11; 12]. Если паузы между приемом па­
кетов адресатом достаточно большие, то чтобы еще больше не затягивать процесс отправ­
ки источником новых пакетов рекомендуется осуществлять немедленное подтверждение 
успешно полученных данных. Если же интенсивность получения данных приемником 
является высокой, то целесообразно отправлять одно подтверждение на группу достав­
ленных пакетов, уменьшая тем самым в сети служебный трафик квитанций. Из этих же 
соображений при условии двухстороннего обмена данными между источником и прием­
ником подтверждения успешной доставки пакетов следует отправлять в передаваемых в 
«попутном направлении» пакетах с данными. Чтобы исключить частую отправку источ­
ником коротких пакетов (синдром «глупого окна»), рекомендуется реализация в сети ме­
тода Кларка, предписывающего приемнику отправлять подтверждения только при полу­
чении от источника достаточно большого количества данных.
Реализация методов отправки подтверждений из какого-либо узла (агента), не яв­
ляющегося адресатом соответствующего сообщения, существенно усложняет сетевую ар­
хитектуру и не целесообразна в сетях с динамической топологией. В МРСН, в зависимости 
от текущей ситуации, целесообразно применять различные методы управления опера­
тивностью подтверждения полученных пакетов. Эффективные схемы управления интен­
сивностью отправки подтверждений в беспроводных сетях представлены в [35; 36]. В се­
тях, для которых в процессе доставки данных характерны частые потери пакетов, суще­
ственный трафик создают повторные передачи утраченной информации. К таким сетям, 
безусловно, относятся МРСН. Поэтому в мобильных радиосетях рекомендуется приме­
нять методы управления интенсивностью повторных передач.
Если источник не будет получать квитанции на отправленные пакеты, то передача 
адресату новых пакетов будет временно заблокирована. Чтобы исключить остановку пе­
редачи на неопределенно длительное время, на передающей стороне после отправки па-
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кета происходит ожидание соответствующей квитанции в течение заданного ограничен­
ного интервала времени, называемого тайм-аутом повторной передачи. Если до истече­
ния тайм-аута квитанция на отправленный пакет не будет доставлена источнику, то этот 
пакет передается повторно. Правильный выбор значения тайм-аута является важной за­
дачей, решение которой существенно влияет на интенсивность повторных передач в сети. 
Поэтому разработаны методы адаптивного тайм-аута повторной передачи [37; 38]. В се­
тях ТСР большое распространение получил метод Джекобсона, в соответствии с которым 
значение тайм-аута периодически обновляется, адаптируясь к текущей загруженности 
сети. В большинстве реализаций протокола ТСР метод Джекобсона используется сов­
местно с методом Карна, в соответствии с которым при каждой повторной передаче тайм­
аут увеличивается вдвое до тех пор, пока квитанции не будут своевременно поступать к 
источнику сообщения.
Конечно же, методы Джекобсона и Карна выглядят предпочтительнее, чем кон­
цепция фиксированного тайм-аута, которая нашла применение в сетях Х.25 [39]. Однако 
существующим методам адаптивного тайм-аута присущ серьезный недостаток, который 
заключается в использовании расчетных выражений, не имеющих достаточного теорети­
ческого обоснования. Эти выражения получены экспериментальным путем и дают доста­
точно адекватные результаты только для наиболее типичных ситуаций, характерных для 
проводных сетей. Поэтому в определенных условиях, в частности в условиях функциони­
рования мобильных радиосетей, применение методов Джекобсона и Карна является не­
приемлемым, т. к. в процессе доставки данных существенная часть времени будет затра­
чиваться на бесполезное ожидание тех квитанций, которые в итоге не поступят к отпра­
вителю. Для эффективного управления интенсивностью повторных передач в МРСН 
необходимо разработать теоретически обоснованный метод управления тайм-аутом по­
вторной передачи.
В условиях невысокой загруженности сети отсутствие квитанции на определенный 
пакет может быть вызвано искажениями информации в физических каналах или нару­
шением порядка доставки пакетов получателем. При этом эффективным средством 
управления интенсивностью потоков данных является метод быстрой повторной переда­
чи, предполагающий повторную отправку нужного пакета при получении трех одинако­
вых квитанций подряд, не дожидаясь истечения соответствующего тайм-аута [11]. Этот 
метод успешно применяется в проводных ТСР-сетях. Однако в работе [40] обоснована не­
эффективность применения быстрых повторных передач в мобильных радиосетях, обу­
словленная большими задержками подтверждений в беспроводных каналах.
З а к л ю ч е н и е
Проведенный выше анализ показал, что методы, созданные для рационального 
распределения сетевых ресурсов, по сути, основываются на управлении интенсивностью 
информационных потоков. В мобильных радиосетях для эффективной передачи потоков 
данных можно использовать ряд существующих методов управления трафиком, основан­
ных на обратной связи между источником и приемником, например, метод адаптивного 
изменения окна приема, метод Нагля, методы управления отправкой подтверждений.
В основе ряда методов используются интересные идеи, применение которых могло 
бы повысить эффективность управления интенсивностью потоков данных в мобильных 
радиосетях. Однако в МРСН реализация этих идей неприемлема, т. к. основываясь на эв­
ристических алгоритмах и достаточно грубых, приближенных моделях, она не способ­
ствует принятию адекватных решений в условиях влияния мобильности абонентов и де­
структивных факторов.
В работе [9] отмечено, что в мобильных радиосетях реализация далеко не всех тео­
ретически обоснованных управляющих решений является целесообразной. Например, 
значительные изменения в семантике протокола ТСР могут привести к экономической 
неэффективности применения соответствующих аппаратно-программных средств, делая 
их не совместимыми с существующими стандартами. Поэтому автор указанной публика­
ции подчеркнул, что, несмотря на наличие путей повышения производительности само­
организующихся сетей, проблема обеспечения в них требуемого уровня QoS до сих пор 
остается открытой. Этот факт сдерживает не только продвижение MANET на коммерче-
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ском рынке, но и применение этой технологии для решения специфических задач, вы­
полняемых в интересах силовых структур.
Таким образом, для повышения производительности МРСН в процессе доставки 
данных целесообразно разработать теоретически обоснованные методы управления ин­
тенсивностью потоков данных, основанные на адаптивном изменении задержки отправки 
информационных сегментов в сеть, тайм-аута повторной передачи и вероятности отбра­
сывания пакетов, поступающих в маршрутизаторы. При этом реализация создаваемых 
методов должна быть совместимой с существующими стандартами телекоммуникацион­
ных сетей (при необходимости, должна быть предусмотрена возможность их интеграции 
в инфраструктуру Интернет). Кроме того, должен быть минимизирован дополнительный 
служебный трафик для недопущения тем самым уменьшения доступной пропускной спо­
собности радиоканалов в процессе применения этих решений.
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ANALYSIS OF THE QoS METHODS APPLICABLE TO IMPROVE 
PERFORMANCE OF MOBILE RADIO NETW ORK FOR SPECIAL PURPOSE
НАУЧНЫЕ ВЕДОМОСТИ
К. А. POLSHCHIKOV




In this paper a classification and analysis of the known QoS methods 
assurance in terms of the feasibility of their application to increase the per­
formance of the mobile radio network for special purposes are offered. The 
necessity of developing theoretically sound methods to control of data flows 
intensity in this network is proved.
Keywords: mobile radio network for special purposes, data flow inten­
sity, quality of service, network performance, data delivery.
