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ASYMPTOTICS OF CARLEMAN POLYNOMIALS FOR LEVEL
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Abstract. This paper complements the recent investigation of [4] on the as-
ymptotic behavior of polynomials orthogonal over the interior of an analytic
Jordan curve L. We study the specific case of L = {z = w−1+(w−1)−1, |w| =
R}, for some R > 2, providing an example that exhibits the new features dis-
covered in [4], and for which the asymptotic behavior of the orthogonal polyno-
mials is established over the entire domain of orthogonality. Surprisingly, this
variation of the classical example of the ellipse turns out to be quite sophisti-
cated. After properly normalizing the corresponding orthonormal polynomials
pn, n = 0, 1, . . ., and on certain critical subregion of the orthogonality domain,
a subsequence {pnk} converges if and only if logµ4 (nk) converges modulo 1
(µ being an important quantity associated to L). As a consequence, the lim-
iting points of the sequence {pn} form a one parameter family of functions,
the parameter’s range being the interval [0, 1). The polynomials pn are much
influenced by a certain integrand function, the explained behavior being the
result of this integrand having a nonisolated singularity that is a cluster point
of poles. The nature of this singularity sparks purely from geometric considera-
tions, as opposed to the more common situation where the critical singularities
come from the orthogonality weight.
1. Introduction and new results
The study of orthogonal polynomials over planar regions seems to have origi-
nated in the work of T. Carleman [2], followed up by contributions from several
authors, but more prominently by P. K. Suetin (see his monograph [17] and the
many references therein).
Recently, the subject has experienced a new surge, with many new interesting
results in a variety of topics such as the asymptotic behavior and zero distribu-
tion of the orthogonal polynomials [4, 6, 7, 8, 10, 11, 12, 14, 16], universality and
Christoffel functions [9, 14, 20], and the existence of recurrence relations [1, 18, 19].
In particular, [6] and [20] consider orthogonality over several domains, while [14]
considers orthogonality with respect to certain potential theoretic varying weights.
The papers [13] and [15], though more general in scope, also discuss important
implications for planar orthogonality.
Let G1 be a bounded simply-connected domain of C, whose boundary L1 is an
analytic Jordan curve, and let {pn(z)}∞n=0 be the unique sequence of polynomials
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satisfying that pn is a polynomial of degree n with positive leading coefficient, and
that
1
pi
∫
G1
pn(z)pm(z)dxdy =
{
0, n 6= m,
1, n = m.
These are the polynomials originally investigated by Carleman in [2]. Among
other things, Carleman derived an asymptotic formula that establishes the behavior
of pn(z) as n→∞ on certain neighborhood of C\G1 (the set denoted by Ωρ below).
To state this result with precision, we first need to convene on some notation.
For each r > 0, we define
Tr := {w : |w| = r}, ∆r := {w : r < |w| ≤ ∞}, Dr := {w : |w| < r}.
Let Ω1 be the unbounded component of C \ L1, and let ψ(w) be the unique
conformal map of ∆1 onto Ω1 that satisfies ψ(∞) = ∞ and ψ′(∞) > 0. Because
L1 is analytic, there is a smallest number 0 ≤ ρ < 1 for which ψ admits an analytic
and univalent continuation to ∆ρ, and we define
φ(z) : Ωρ → ∆ρ
to be the inverse of ψ.
Finally, for each ρ ≤ r <∞, define
Ωr := ψ(∆r), Lr := ∂Ωr, Gr := C \ Ωr,
so that for r > ρ, Lr is an analytic Jordan curve.
Carleman proved that
(1) lim
n→∞
pn(z)√
n+ 1[φ(z)]n
= φ′(z), z ∈ Ωρ,
the convergence being uniform on compact subsets of Ωρ (for a more complete
statement, see [2, Satz IV], [5, Sec. 1], and also [3]).
This establishes the asymptotic behavior of pn(z) on the closed exterior Ω1 of
L1, and on a portion of its interior G1, namely, on the “strip” Ωρ ∩ G1. What
happens at the remaining points of G1 has been recently investigated in [4, 10].
In turns out that there is a subset Σ1 ⊂ G1, which is, in general, larger than the
strip Ωρ ∩ G1, on which an asymptotic formula just like (1) holds true. This set
Σ1 is, however, less straightforward to define, and its construction depends on a
conformal map ϕ(z) of G1 onto D1.
Such a conformal map ϕ has a meromorphic and univalent continuation to G1/ρ
(see [4] for details), so that the composition ϕ(ψ(w)) is a well-defined meromor-
phic function in the annulus ρ < |w| < 1/ρ. We can then define the important
quantity µ ≥ 0 to be the smallest number such that ϕ(ψ(w)) has a meromorphic
continuation, denoted by hϕ(w), to the annulus µ < |w| < 1/ρ.
We let Σ be the set of points z ∈ G1 such that the equation
(2) hϕ(w) = ϕ(z)
has at least one solution in the annulus µ < |w| < 1, and let Σ0 := G1 \ Σ.
For fixed z ∈ Σ, of the solutions that the equation (2) has in µ < |w| < 1, only
finitely many (say s of them) have largest modulus, and we denote these solutions
of largest modulus by ωz,1, . . . , ωz,s. Letting αz,k denote the multiplicity of hϕ at
ωz,k, we associate to each integer p ≥ 1 the set
(3) Σp := {z ∈ Σ : αz,1 + . . .+ αz,s = p} .
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Thus, Σ1 consists of those points z ∈ Σ such that the equation (2) has one
solution of largest modulus, and this solution is simple. Finally, we define the
functions Φ : Σ1 → {w : µ < |w| < 1} and r : G1 → [µ, 1) by
Φ(z) := ωz,1, z ∈ Σ1,
and
r(z) :=
{
|ωz,1|, z ∈ Σ,
µ, z ∈ Σ0.
It is not difficult to see (see Lemma 11 and Corollary 12 of [4]) that neither µ
nor the Σp sets depend on the interior conformal map ϕ chosen. Moreover, Σ and
Σ1 are open, Φ(z) is analytic and univalent, and r(z) is continuous.
Notice that for z ∈ Ωρ ∩G1,
hϕ(φ(z)) = ϕ(ψ(φ(z))) = ϕ(z),
so that
Φ(z) = φ(z), z ∈ Ωρ ∩G1,
and therefore, Σ1 ⊃ Ωρ ∩G1. In general, Σ1 is larger that Ωρ ∩G1.
Using this partition of G1 into Σp sets, it was proven in [4] that
(4) lim
n→∞
pn(z)√
n+ 1[Φ(z)]n
= Φ′(z), z ∈ Σ1,
the convergence being uniform on compact subsets of Σ1, and that
(5) lim sup
n→∞
|pn(z)|1/n = r(z), z ∈ G1 \ Σ1.
Both (4) and (5) can be obtained from the following integral representation,
which is fundamental as well for proving the results of this paper.
Proposition 1.1. Let r be any fixed number satisfying that ρ < r < 1. Then, for
every integer n sufficiently large,
(6) pn(z) =
√
n+ 1ϕ′(z)
2pii
∮
T1
wn(1 +Kn(w))dw
hϕ(w)− ϕ(z) , z ∈ G1,
where Kn(w) is analytic in |w| < 1/r and Kn(w) = O(r2n) locally uniformly as
n→∞ on |w| < 1/r.
A first version of Proposition 1.1 was proven in [10]. The version stated above
is simpler to use and we shall briefly indicate at the end of Section 4 below how to
derive it from the recent results of [3].
Roughly speaking, (6) is telling us that for each fixed z ∈ G1, pn(z) behaves as
n → ∞ like the −(n + 1)th coefficient of the Laurent expansion that the function
w 7→ [hϕ(w) − ϕ(z)]−1 has in the annulus ρ < |w| < 1. If z ∈ Σ1, the Laurent
expansion encounters on its inner circle of convergence just one singularity, which
happens to be a simple pole, thereby implying (4)1.
If z ∈ Σ0, however, the inner circle of convergence of the Laurent expansion is
Tµ, where the function hϕ(w) encounters its first nonpolar singularity. Given that
1If z ∈ Σp, p ≥ 2, the first singularities are also finitely many poles, but they have a total
multiplicity larger than 1, and although this certainly leads to a better estimate than (5), that es-
timate is essentially pointwise, unless more is known about the particularities of the orthogonality
domain.
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Figure 1. L1 is the image by the Zhukovsky transformation of
the circle CR = {w : |w + 1| = 2.5}.
the behavior of hϕ(w) on Tµ can be wildly erratic, (5) is, in general, the best we
can say for points z ∈ Σ0.
Nonetheless, for more specific orthogonality domains one should be able to say
more than just (5), and it is the purpose of this paper to provide a “full featured”
orthogonality domain for which the corresponding set Σ1 is larger than Ωρ∩G1, the
interior of Σ0 is nonempty, and we can establish the strong asymptotic behavior
of pn(z) for every point z ∈ Σ0.
It turns out, however, that providing such an example is much trickier than it
might seem at first sight. The difficulty lies in that, when trying to guarantee
that Σ1 be larger than Ωρ ∩G1, we lose control of the nature of the first nonpolar
singularities that the function hϕ(w) encounters.
We take for orthogonality domain G1 the interior of the image by the Zhukovsky
transformation of a circle CR centered at −1 of radius R > 2 (see Figure 1). In
other words, the boundary
(7) L1 :=
{
w − 1 + (w − 1)−1 : |w| = R}
of G1 is a level curve of the inverse of the shifted Zhukovsky transformation w 7→
w − 1 + (w − 1)−1.
To avoid unnecessary complications, we shall refer to Figure 2 and content our-
selves with a visual understanding of the geometric aspects of the curve L1 defined
by (7), making it all precise in Proposition 2.1 of the next section.
For this curve we have that G1 = Σ0 ∪ Σ1 ∪ Σ2, where Σ1 is the full greyish
region, Σ2 is the half-open segment (xµ, 2], and Σ0 is the white region together
with its boundary. The set Ωρ ∩G1 is the strip between L1 and the dotted line Lρ.
Also, for this curve we have
µ =
R−√R2 − 4
2
.
What makes this example intriguing is that the corresponding function hϕ(w)
encounters on the circle of radius Tµ a non-isolated singularity of “essential type”,
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Figure 2. Sets Σ1, Σ2 and Σ0 for the curve L1 defined in (7) for
R = 2.5. Σ1 is the greyish region, Σ2 is the segment (xµ, 2], and
Σ0 is the white region together with its boundary.
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Figure 3. The region D is symmetric about the circle |t| = µ,
and is mapped by ψ(λ(t)) onto the interior of Σ0 in a two-to-one
fashion.
in the sense that in every punctured neighborhood of it, hϕ(w) attains every value of
the extended complex plane. This singularity imposes on the pn’s a very interesting
behavior, described by Theorems 1.2 and 1.3 below. We emphasize that the nature
of this singularity sparks purely from geometric considerations.
Two essential components to describe the behavior of pn on the interior of Σ0
are the Mo¨bius transformation λ(z) and the doubly infinite series χ(t) defined by
(8) λ(z) :=
z − µ
µz − 1 , χ(t) := t
∞∑
k=−∞
µ4ke(µ−µ
−1)µ4kt, <(t) > 0.
For the curve L1 given by (7), the exterior conformal map ψ of ∆1 onto Ω1 is
given by
(9) ψ(w) = Rw − 1 + 1
Rw − 1 , w ∈ C,
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and the composition ψ(λ(t)) maps the region
(10) D :=
{
t : |t− 1/R| < 1/R, <(t) > Rµ2/2}
in a two-to-one fashion onto the interior of Σ0 (see Figure 3). The asymptotics of
pn(z) for z in the interior of Σ0 take a simpler and more elegant form if they are
stated instead on the region D by means of the functions
Pn(t) := pn(ψ(λ(t))), n ≥ 0.
Hereafter the fractional part of a number x will be denoted by 〈x〉.
Theorem 1.2. Let {nk}∞k=1 be a subsequence of the natural numbers. The sequence
{√nkµ−nkPnk}∞k=1 converges normally on D if and only if
(11) lim
k→∞
e2pii(logµ4 (nk)−q) = 1
for some q ∈ [0, 1), in which case
(12) lim
k→∞
√
nk Pnk(t)
µnk
= fq(t) :=
(1− µt)2(1− µ3/t)2
(1− µ4)R ·
χ(µ4qt)− χ(µ4q+2/t)
t− µ2/t .
Moreover, fq 6= fp for 0 ≤ q < p < 1, and since the sequence {〈logµ4 n〉}n∈N is
dense in [0, 1), it follows that the family {fq(t) : 0 ≤ q < 1} comprises all the limit
points that the sequence {√nµ−nPn}∞n=0 has on D.
Thus, pn(z) decreases like µ
n/
√
n on the interior of Σ0, but limn→∞
√
nµ−npn(z)
only exists through those subsequences {nk} for which logµ4(nk) converges modulo
1.
Theorem 1.2 follows by combining the following asymptotic formula with the
integral representation for χ(t) given in (28).
Theorem 1.3. The asymptotic representation
Pn(t) = µ
n
√
n
· (1− µt)
2(1− µ3/t)2
(1− µ4)R
(
χ(nt)− χ(nµ2/t)
t− µ2/t +O(1/n)
)
(13)
holds true locally uniformly on D as n→∞.
Combining this theorem with (33) we obtain that
√
n+ 1 pn+1(z)
µn+1
−
√
npn(z)
µn
= O(1/n)
locally uniformly on the interior of Σ0.
Remark 1. For each z ∈ C, the solutions tz,± to the equation z = ψ(λ(t)) are given
by
tz,± = µ · 4− (R
2 − 2)z ∓R√R2 − 4√z2 − 4
2(R2 − 2− z) ,
which satisfy that tz,+ = µ
2/tz,−. Thus, replacing t in (12) and (13) by anyone of
these two solutions yields the corresponding asymptotic statements in the z-plane,
more specifically, on the interior of Σ0.
Remark 2. Let Z be the set of all z0 ∈ C with the property that every neighborhood
of z0 contains zeros of infinitely many pn’s. From the results of [4], we infer that
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∂Σ0∪Σ2 ⊂ Z ⊂ Σ0∪Σ2. The points of Z lying in the interior of Σ0 are the images
under ψ(λ(t)) of the zeros that the functions
χ(µ4qt)− χ(µ4q+2/t)
t− µ2/t , q ∈ [0, 1),
have in the region D. Numerical computations indicate that for at least some values
of q and µ, these functions do have zeros in D.
Remark 3. The type of singularity encountered by the function hϕ of our example
seems to occur with frequency. This is a consequence of the meromorphic continu-
ation properties that hϕ displays in general, as explained in Propositions 4, 5 and
6 of [4]. Such is the case, for instance, of the level curve
L1 =
{
z = w +
1
2w2
: |w| = R
}
, R > 1
(for R = 1, this curve is the hypocycloid of three cusps). The example discussed in
this paper, though already complex, is the simplest we have found.
Our next result establishes the behavior of pn(z) at the remaining points of G1.
Theorem 1.4. The estimate
(14)
(2R)n+1pn(z)√
n+ 1(z + 2 +
√
z2 − 4)n =
z +
√
z2 − 4√
z2 − 4 +O(1/n)
holds uniformly as n→∞ on compact subsets of Σ1 ∪ ∂Σ0 \ {xµ}.
For every z = 2 cos θ, 0 ≤ θ ≤ arccos(xµ/2), xµ = (1 + µ2)2 − 2, we have
(15) pn(z) =
√
n+ 1 (2/R)
n+1
cosn(θ/2)
{
sin((n+ 2)θ/2)
2 sin θ
+ n(z)
}
,
where n(z) decays geometrically fast on compact subsets of (xµ, 2], while n(z) =
O(1/n) uniformly on [xµ, 2] as n→∞.
The rest of the paper is organized as follows. First, in Section 2 we acquire a
good understanding of the meromorphic continuation properties of the associated
function hϕ. This will allows us to represent the integral in (6) as an infinite,
n-dependent sum of residues. In Section 3 we derive several lemmas needed to
estimate the asymptotic behavior as n → ∞ of such infinite sums, and finally in
Section 4, we prove Theorems 1.2, 1.3 and 1.4, briefly indicating at the end how to
derive Proposition 1.1 from the recent results of [3].
2. Meromorphic continuation of hϕ
For a fixed value of R > 2, let L1 be given by (7). From very well-known
properties of the Zhukovsky transformation w 7→ w + 1/w, it follows that L1 is an
analytic Jordan curve, and that the function ψ(w) given by (9) maps ∆1 conformally
onto the exterior Ω1 of L1.
Moreover, ψ maps both {w : |w − 1/R| > 1/R} and {w : |w − 1/R| < 1/R}
conformally onto C\ [−2, 2], while mapping both the closed upper and lower halves
of the circle |w − 1/R| = 1/R univalently onto [−2, 2]. Hence,
ρ = 2/R,
and Lρ is the image by ψ of the circle T2/R (see Figure 2).
8 P. DRAGNEV, E. MIN˜A-DI´AZ, AND M. NORTHINGTON V
For every z ∈ C, the equation z = ψ(w) has for solutions the numbers
(16) vz,+ :=
z + 2 +
√
z2 − 4
2R
, vz,− :=
z + 2−√z2 − 4
2R
, z ∈ C,
where we denote by
√
z2 − 4 the branch of the square root of z2 − 4 in C \ [−2, 2]
that is positive along (2,∞), extended to [−2, 2] by taking its boundary values from
the upper half plane.
When z ∈ C\ [−2, 2], vz,+ and vz,− lie, respectively, outside and inside the circle
|w − 1/R| = 1/R, and consequently
|vz,+| =
∣∣∣∣R−1 + R−2vz,− −R−1
∣∣∣∣ = ∣∣∣∣ R−1vz,− −R−1
∣∣∣∣ |vz,−| > |vz,−|,
that is, |vz,+| > |vz,−| for every z ∈ C \ [−2, 2]. Of course, if z ∈ [−2, 2], then
vz,+ = vz,−, they lie on the circle |w − 1/R| = 1/R, and vz,+ = vz,− if and only if
z = ±2.
It follows that the inverse of ψ(w) is the function
φ(z) = vz,+, z ∈ Ωρ,
which is indeed analytic and univalent all over C \ [−2, 2].
As for the corresponding Σp sets and number µ, the following result was already
obtained in [4, Theorem 10]. We shall, however, give a new proof of it that is based
on finding all the solutions of the equation (2).
Proposition 2.1. For the domain G1 bounded by the curve L1 of (7),
(17) µ =
R−√R2 − 4
2
and Σ consists of those points z ∈ G1 for which |vz,+| > µ. Furthermore, if
z ∈ Σ and ω is one of the solutions of largest modulus that the equation (2) has in
µ < |w| < 1, then ω ∈ {vz,+, vz,−}. As a consequence,
G1 = Σ1 ∪ Σ2 ∪ Σ0,
with Σ1 being the image by ψ of those points of D1 that lie exterior to both the circle
|w| = µ and the circle |w − 1/R| = 1/R, and Σ2 = (xµ, 2], with xµ = (1 + µ2)2 − 2
(see Figure 2).
To prove Proposition 2.1 we shall use the following fundamental result. Hereafter
µ is given by (17) and λ(z) is defined by (8). We shall implicitly use that λ(z) is
its own inverse and that
(18) µ = (R− µ)−1 .
Proposition 2.2. Let ϕ be a conformal map of G1 onto D1.
(a) The function ϕ(ψ(w)), originally defined on ρ < |w| < 1/ρ, admits a mero-
morphic continuation, denoted by hϕ(w), to all of C \ {µ, 1/µ}. Moreover,
µ and 1/µ are both non-isolated singularities of hϕ of “essential type”, in
the sense that in every punctured neighborhood of either one of these two
points, the function hϕ attains every value of the extended complex plane.
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(b) hϕ ◦ λ is meromorphic in C \ {0}, and for all k ∈ Z \ {0},
(19) (hϕ ◦ λ)(t) =

1
(hϕ ◦ λ)(t/µ2k)
, µ2k+2 ≤ |t| ≤ µ2k, k odd,
(hϕ ◦ λ)(t/µ2k), µ2k+2 ≤ |t| ≤ µ2k, k even.
(c) For every t0 with µ
2 < |t0| < 1, the solutions that the equation
(hϕ ◦ λ)(t) = (hϕ ◦ λ)(t0)
has in 0 < |t| < 1 are the elements of the two sequences {µ4kt0}∞k=0 and
{µ4k+2/t0}∞k=0. Moreover,
(hϕ ◦ λ)′(µ4kt0) = −
ϕ′(ψ(λ(t0)))(1− µ4)2
(
t0 − µ2/t0
)
µ4k+1t0(1− µt0)2(1− µ3/t0)2 , k ≥ 0,(20)
and if µ < |λ(t0)| < 1, then
(21) |λ(t0)| > |λ(µ4kt0)|, k ≥ 1.
Proof. Observe first that vz,+ and vz,− are reflections of each other about the circle
|w − 1/R| = 1/R, given that Rvz,+ − 1 and Rvz,− − 1 are reflections of each other
about the unit circle. Since the reflection of the unit circle about |w− 1/R| = 1/R
is the circle |w −R/(R2 − 1)| = 1/(R2 − 1), we then have that ψ maps
D := {w : |w −R/(R2 − 1)| > 1/(R2 − 1), |w| < 1}
in a two-to-one fashion onto G1, and ∂D onto L1. Because ϕ is analytic in a
neighborhood of G1, the composition hϕ(w) = ϕ(ψ(w)) makes sense and is analytic
in D.
On the other hand, using (18), it is easy to see that λ maps the annulus µ2 ≤
|t| ≤ 1 conformally onto D. In effect, λ is an automorphism of the unit circle, it
maps |t| = µ onto |w− 1/R| = 1/R, and preserves reflections about circles, so that
it maps |t| = µ2 onto |w − R/(R2 − 1)| = 1/(R2 − 1). Thus, hϕ ◦ λ is analytic on
µ2 ≤ |t| ≤ 1, mapping the boundary of this annulus onto the unit circle, and since
(ψ ◦ λ)(µ2t) = (ψ ◦ λ)(t) = (ψ ◦ λ)(t), |t| = 1,
we then have
(hϕ ◦ λ)(µ2t) = 1
(hϕ ◦ λ)(t)
, |t| = 1.
Hence, we can extend hϕ◦λ meromorphically to all of C\{0} as specified by (19).
Now, we see from (19) that hϕ ◦ λ maps µ2 ≤ |t| ≤ 1 onto D1 and µ4 ≤ |t| ≤ µ2
onto C \ D1, and that
(22) (hϕ ◦ λ)(µ4t) = (hϕ ◦ λ)(t).
Hence, hϕ ◦ λ maps every annulus µ4(k+1) ≤ |t| ≤ µ4k, k ∈ Z, onto C, and thus
composing back with λ (which is its own inverse) we obtain Part (a) of the propo-
sition.
The first statement of Part (c) equally follows from (19), while from (22) we get
(hϕ ◦ λ)′(µ4kt0) = µ−4k(hϕ ◦ λ)′(t0) = µ−4kϕ′(ψ(λ(t0)))(ψ ◦ λ)′(t0), j = 1, 2,
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which combined with
(ψ ◦ λ)′(t) =
[
µ−1
t− µ3
µt− 1 + µ
µt− 1
t− µ3
]′
= − (1− µ
4)2(t− µ2/t)
µt(1− µt)2(1− µ3/t)2
yields (20).
Finally, (21) follows from the fact that λ(t) maps [−∞, 0] onto [µ, 1/µ] and [0,∞]
onto [−∞, µ]∪[1/µ,∞], respectively, while any other line passing through the origin
gets mapped onto a circle passing through the points µ and 1/µ, and the two points
of this circle that are closest to and farthest from the origin lie, respectively, inside
Tµ and outside T1. 
We can now give the
Proof of Proposition 2.1. The fact that µ as given by (17) is the smallest number
such that ϕ(ψ(w)) admits a meromorphic continuation to the annulus µ < |w| < 1
now emerges clearly from Proposition 2.2(a).
For a given z ∈ G1, we now look for the solutions that the equation (2) has on
{w : |w| < 1, w 6= µ}. Since λ(t) is an automorphism of the unit disk, this is
equivalent to finding the solutions that the equation
(23) (hϕ ◦ λ)(t) = ϕ(z)
has on 0 < |t| < 1. We have already observed in the proof of Proposition 2.2
that ψ(w) maps the region D onto G1, and that for each z ∈ G1, the solutions
to z = ψ(λ(t)) are the numbers vz,±. Since ϕ is univalent on G1 and λ(t) maps
µ2 < |t| < 1 onto D, we see that (23) has exactly two solutions on µ2 < |t| < 1,
given by λ(vz,±) (recall λ is its own inverse). Since λ(vz,+) = µ2/λ(vz,−), we infer
from Proposition 2.2(c) that the solutions that the equation hϕ(w) = ϕ(z) has in
D1 \ {µ} are the elements of the two sequences {λ(µ4kλ(vz,±))}∞k=0.
Now, λ(t) maps the disk |t− 1/R| ≤ 1/R onto |w| ≤ µ, and since |vz,+| ≥ |vz,−|,
we find that hϕ(w) = ϕ(z) has solutions in µ < |w| < 1 if and only if |vz,+| > µ, in
which case, by (21), the solutions of largest modulus are at most two and contained
in {vz,+, vz,−}. 
3. Auxiliary lemmas
The following lemmas have been set apart because they are rather technical and
may obscure the central idea of the proof of Theorems 1.3 and 1.4. For a first
reading, we recommend the reader to trust the validity of Lemma 3.3 below and
move on to the next section.
Lemma 3.1. For every compact set E ⊂ {t : |1 − Rt| < 1}, there exist positive
constants m and M such that for every integer n ≥ 1,∣∣∣e−(µ−1−µ)ts − µ−nλn(ts/n)∣∣∣ ≤ Ms2e−ms
n
, t ∈ E, 0 ≤ s ≤ n .
Proof. For every z ∈ C, the function κ(s) := |1 − sz| is convex in R. Hence, for
z ∈ U1 := {z : |1− z| < 1} and an integer n ≥ 1, we have
(24)
∣∣∣1− sz
n
∣∣∣ ≤ ∣∣∣1− (1− |1− z|) s
n
∣∣∣ ≤ e−(1−|1−z|)s/n, 0 ≤ s ≤ n.
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Next, suppose t is such that |µ−1λ(t)| < 1 and consider the Mo¨bius transforma-
tion
σt(s) :=
(1− µ2)t
µ(1− µts) , s ∈ R.
Since
(25) µ−1λ(t) = 1− (1− µ
2)t
µ(1− µt) ,
we readily see that σt(1) ∈ U1. Also, since |µ−1λ(t)| < 1 if and only if |1−Rt| < 1,
and µ−1(1−µ2) = (1−µ2)(1 +µ2)−1R < R, it follows that σt(0) = µ−1(1−µ2)t ∈
U1. Then, given that σt(∞) = 0 ∈ ∂U1 and that σ maps the real line conformally
onto a circle, we conclude that σt must map the segment [0, 1] onto a circular arc
that lies inside U1. Therefore, by (24) and (25), we have for all 0 ≤ s ≤ n and
|1−Rt| < 1 that
|µ−1λ(ts/n)| =
∣∣∣1− s
n
σt(s/n)
∣∣∣ ≤ e−(1−|1−σt(s/n)|)s/n.(26)
Now, to abbreviate, set α = µ−1 − µ, so that for 0 ≤ s ≤ n and |1−Rt| < 1 we
have ∣∣∣e−αts/n − µ−1λ(ts/n)∣∣∣ = ∣∣∣∣e−αts/n − (1− αts/n1− µts/n
)∣∣∣∣
=
s2
n2
∣∣∣∣∣∣ µαt
2
1− µts/n +
∞∑
j=2
(−αt)j
j!
( s
n
)j−2∣∣∣∣∣∣
≤ s
2
n2
(
µα|t|2
1− µ|t| + e
α|t| − α|t| − 1
)
.
(27)
Thus, for a compact set E ⊂ {t : |1−Rt| < 1}, and with the constants
M := max
t∈E
(
µα|t|2
1− µ|t| + e
α|t| − α|t| − 1
)
, m1 := αmin
t∈E
<(t) > 0,
m2 := min
(t,s)∈E×[0,n]
(1− |1− σt(s/n)|) > 0, m := 2−1 min{m1,m2},
we obtain from (26) and (27) that∣∣e−αts − µ−nλn(ts/n)∣∣ ≤ Ms2
n2
n∑
`=1
e−α<(t)s(`−1)/n
∣∣µ−1λ(ts/n)∣∣n−`
≤ Ms
2
n2
n∑
`=1
e−α<(t)s(`−1)/ne−(1−|1−σt(s/n)|)s(n−`)/n
≤ Ms
2e−ms
n
, t ∈ E, 0 ≤ s ≤ n .

Recall that 〈x〉 denotes the fractional part of x. It is easy to verify that
(28) χ(γt) =
µ3t2
1 + µ2
∫ ∞
0
µ−4〈logµ4 (s/γ)〉se(µ−µ
−1)tsds , <(t) > 0, γ > 0.
In particular, we see that the functions {χ(nt)}∞n=1 are uniformly bounded on com-
pacts of <(t) > 0.
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Lemma 3.2. With Gn(t) := µ
−nλn(t)λ′(t), n ≥ 1, and χ(t) defined by (8), we
have
(29)∫ n
0
µ−4〈logµ4 (s/n)〉sG′n+1(st/n)ds =
(n+ 1)(1− µ2)(1− µ4)[χ(nt) +O(1/n)]
µ4t2
locally uniformly on {t : |1−Rt| < 1} as n→∞.
Proof. Let E ⊂ {t : |1−Rt| < 1} be compact. First we notice that
G′n+1(st/n) = (n+ 1)µ
−n−1λn(ts/n)L(st/n)(30)
with
L(st/n) =
(1− µ2)2
(1− µts/n)4 +
2µ(1− µ2)(ts/n− µ)
(n+ 1)(1− µts/n)4
= (1− µ2)2 [1 +O(s/n) +O(1/n)]
(31)
uniformly for (t, s) ∈ E× [0, n] as n→∞. Hence, with α = µ−1−µ and given that
1 ≤ µ−4〈logµ4 (s/n)〉 ≤ µ−4, we get∫ n
0
µ−4〈logµ4 (s/n)〉se−αtsL(st/n)ds = (1− µ2)2
∫ n
0
µ−4〈logµ4 (s/n)〉se−αtsds
+O(1/n)
(32)
uniformly for (t, s) ∈ E × [0, n] as n→∞.
Combining (30), (31), (32) and Lemma 3.1, we readily see that there exist posi-
tive constants M ′ and m such that∣∣∣∣∫ n
0
µ−4〈logµ4 (s/n)〉sG′n+1(st/n)ds−
(n+ 1)(1− µ2)2
µ
∫ n
0
µ−4〈logµ4 (s/n)〉se−αtsds
∣∣∣∣
≤ n+ 1
µ
∫ n
0
µ−4〈logµ4 (s/n)〉s
∣∣µ−nλn(ts/n)− e−αts∣∣ |L(st/n)|ds+O(1)
≤M ′
∫ ∞
0
s3e−msds+O(1)
uniformly in t ∈ E as n→∞, which together with (28) (take γ = n) yields (29).

Lemma 3.3. For Gn(t) defined as in Lemma 3.2, we have
∞∑
k=0
µ4kGn+1(µ
4kt) = − (n+ 1)(1− µ
2) [χ(nt) +O(1/n)]
n2t
locally uniformly on {t : |1−Rt| < 1} as n→∞.
Proof. Using summation by parts we find
K∑
k=0
µ4kGn+1(µ
4kt) =
Gn+1(t)
1− µ4 −
µ4(K+1)Gn+1(µ
4Kt)
1− µ4
+
K−1∑
k=0
µ4(k+1)
1− µ4
[
Gn+1(µ
4(k+1)t)−Gn+1(µ4kt)
]
.
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Letting K →∞ and using Lemma 3.2 we obtain
∞∑
k=0
µ4kGn+1(µ
4kt) =
Gn+1(t)
1− µ4 +
∞∑
k=0
µ4(k+1)
1− µ4
∫ µ4(k+1)
µ4k
∂Gn+1(st)
∂s
ds
=
Gn+1(t)
1− µ4 −
µ4t
(1− µ4)n2
∫ n
0
µ−4〈logµ4 (s/n)〉sG′n+1(st/n)ds
= − (n+ 1)(1− µ
2) [χ(nt) +O(1/n)]
n2t
locally uniformly on {t : |1−Rt| < 1} as n→∞. 
Before passing to the next section, we observe that
(33) χ(nt)− χ((n+ 1)t) = O(1/n)
locally unformly on <(t) > 0. Indeed, from the representation (28) we find
χ(nt)− χ((n+ 1)t)
=
µ3t2
1 + µ2
∫ ∞
0
µ−4〈logµ4 (s/n)〉se−αts
(
1− (n+ 1)
2
n2
e−αts/n
)
ds,
and the claim follows since
|1− e−αts/n| = αs
n
∣∣∣∣∫ t
0
e−αsz/ndz
∣∣∣∣ ≤ αs|t|n , <(t) > 0,
where the integration is taken along the segment from 0 to t.
4. Proofs
Proof of Theorems 1.3 and 1.4. We have already observed in the proof of Propo-
sition 2.2 that the function ψ(λ(t)) maps the annulus µ2 < |t| < 1 onto G1, and
that for every z ∈ G1, the only solutions that the equation z = ψ(λ(t)) has in
said annulus are the numbers tz,± = λ(vz,±), which satisfy tz,+ = µ2/tz,−. If we
now make the change of variables w = λ(ζ) in the integral representation given by
Proposition 1.1, use Proposition 2.2(c) and the residue theorem, we get that for
every integer N ≥ 1, z ∈ G1 \ {−2, 2}, and n sufficiently large,
(n+ 1)−1/2pn(z)
=
ϕ′(z)
2pii
∮
T1
[λ(ζ)]nλ′(ζ)[1 +Kn(λ(ζ))]dζ
(hϕ ◦ λ)(ζ)− (hϕ ◦ λ)(tz±)
=
(1− µtz,±)2(1− µtz,∓)2µn+1
(1− µ4)2 (tz,± − tz,∓)
[
ζ
N−1∑
k=0
µ4kGn(µ
4kζ)[1 +Kn(λ(µ
4kζ))]
]ζ=tz,∓
ζ=tz,±
+
ϕ′(z)
2pii
∫
|ζ|=µ4N−2
[λ(ζ)]nλ′(ζ)[1 +Kn(λ(ζ))]dζ
(hϕ ◦ λ)(ζ)− (hϕ ◦ λ)(tz,±) ,
where Gn(ζ) = µ
−nλn(ζ)λ′(ζ), and Kn(λ(t)) = O(r2n) uniformly on |t| ≤ 1 as
n→∞ for every r ∈ (ρ, 1). Here we are using the notation [F (ζ)]ζ=bζ=a = F (b)−F (a).
Since |λ(ζ)| = 1 for |ζ| = 1 and |(hϕ ◦ λ)(ζ)| = 1 for |ζ| = µ4N−2, we have∣∣∣∣∣ 12pii
∫
|ζ|=µ4N−2
[λ(ζ)]nλ′(ζ)[1 +Kn(λ(ζ))]dζ
(hϕ ◦ λ)(ζ)− (hϕ ◦ λ)(tz,±)
∣∣∣∣∣ ≤ O(µ4N )1− |ϕ(z)| →N→∞ 0,
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and so we arrive at the following representation, valid for all z ∈ G1 \ {−2, 2} and
n large:
(n+ 1)−1/2pn(z)
=
(1− µtz,±)2(1− µtz,∓)2µn+1
(1− µ4)2 (tz,± − tz,∓)
[
ζ
∞∑
k=0
µ4kGn(µ
4kζ)[1 +O(r2n)]
]ζ=tz,∓
ζ=tz,±
,
(34)
where the constant involved in the O(r2n) term above is independent of n and z.
In the above calculations, the restriction that z 6∈ {−2, 2} is a technical one to
avoid dealing with double poles in the residue computations. But of course, by the
analyticity of the functions involved, the same estimates remain true when letting
z → ±2.
Notice that since λ(t) maps the disk {t : |t− 1/R| < 1/R} onto |w| < µ, we have
that for k ≥ 0 and t lying in that disk,
(35) |Gn(µ4kt)| = µ−n|λ(µ4kt)|n|λ′(µ4kt)| ≤ max|t−1/R|≤1/R |λ
′(t)|.
Now, it is easy to verify that the function ψ(λ(t)) maps the region D defined by
(10) onto the interior of Σ0, that D ⊂ {t : µ2 < |t| < 1}, and that D is symmetric
with respect to the circle |t| = µ. Hence, if we make the replacement t = tz,± in
(34), then tz,∓ = µ2/t and z = ψ(λ(t)), and Theorem 1.3 follows immediately by
combining (34), (35), (33), and Lemma 3.3.
We now prove the equality (15) in Theorem 1.4, which we do locally by showing
that every z0 ∈ [xµ, 2] has a neighborhood B(z0) := {z : |z − z0| < } such that
(15) holds uniformly on z ∈ B(z0) ∩ [xµ, 2]. The proof of (14) is omitted as it
follows in a very similar way.
First, observe that as z varies over the interval [xµ, 2], the two solutions vz,± of
the equation z = ψ(w) satisfy vz,+ = vz,− and they vary along that arc of the circle
|w− 1/R| = 1/R that lies on µ ≤ |w| < 1. Parametrizing the upper half of this arc
by setting
(36) vz,+ = R
−1 +R−1eiθ = 2R−1eiθ/2 cos(θ/2), 0 ≤ θ ≤ arccos(xµ/2),
we see that |vz,+| = 2R−1| cos(θ/2)| varies from µ to 2/R, and equals µ exactly
when z = xµ.
For a point z0 ∈ (xµ, 2] = Σ2, we have that |vz0,±| = |λ(tz0,±)| > µ. In view of
the inequality (21) of Proposition 2.2(c), this allows us to find numbers %1 and %2
such that
|λ(µ4ktz0,±)| < %1 < %2 < |vz0,±|, k ≥ 1.
Hence, if  > 0 is chosen sufficiently small, we can guarantee that
(37) |λ(µ4ktz,±)| < %1 < %2 < |vz,±|, z ∈ B(z0), k ≥ 1,
so that the dominant term in the right-hand side of (34) corresponds to k = 0 and
we get from that for all z ∈ B(z0)
pn(z)√
n+ 1
=
(1− µtz,±)2(1− µtz,∓)2µ
(
tz,∓λ′(tz,∓)vnz,∓ − tz,±λ′(tz,±)vnz,±
)
(1− µ4)2 (tz,± − tz,∓)
+O(%n2 r
2n) +O(%n1 )
=
vnz,+
ψ′(vz,+)
+
vnz,−
ψ′(vz,−)
+O(%n2 r
2n) +O(%n1 )
(38)
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uniformly for z ∈ B(z0) as n → ∞. To get this last equality we have used (20),
and in case z = z0 = 2, the estimate is to be understood in a limiting sense.
If z0 = xµ, we have |vz0,±| = µ and the points tz0,± are located precisely where
the circles |t| = µ and |t − 1/R| = 1/R intersect at. Hence, if we pick  > 0
sufficiently small, we can guarantee that as z varies over B(xµ), the points µ
4tz,±
vary over some fixed compact subset of |t− 1/R| < 1/R, so that (35) holds true for
t = tz,± and k ≥ 1, and we get once again from (34) and Lemma 3.3 that
(n+ 1)−1/2pn(z) =
vnz,+
ψ′(vz,+)
+
vnz,−
ψ′(vz,−)
+O(µn/n)(39)
uniformly for z ∈ B(xµ) as n→∞. Using (36) and (37) one can easily verify that
for z ∈ B(xµ) ∩ [xµ, 2], (38) and (39) transform into (15). 
Proof of Theorem 1.2. In view of Theorem 1.3, it suffices to show that for a subse-
quence {nk} ⊂ N, the functions χ(nkt) converge normally on D as k → ∞ if and
only if (11) holds true for some q ∈ [0, 1).
The “if” part, that is, χ(nkt) → χ(µ4qt) whenever (11) holds, follows directly
from the representation (28). For the “only if” part, suppose that the functions
χ(nkt) converge as k →∞, but that (11) holds true for no q ∈ [0, 1). Then, we can
find two subsequences of {nk}, say N1 and N2, such that
lim
n→∞
n∈N1
e2pii logµ4 (n) = e2piiq, lim
n→∞
n∈N2
e2pii logµ4 (n) = e2piip
for some 0 ≤ q < p < 1. But this and the convergence of χ(nkt) leads to a
contradiction, for we shall now prove that
χ(µ4qt)− χ(µ4q+2/t) 6≡ χ(µ4pt)− χ(µ4p+2/t)
(or equivalently, that fq 6= fp) for 0 ≤ q < p < 1.
Making t = µ4x+1, % = µ4, q = q + 1/4, and defining
gq(x) := χ(%
q+x)− χ(%q−x), x ∈ R,
we see that it suffices to show that gq−gp 6= 0 for 1/4 ≤ q < p < 5/4. The function
gq(x) =
∞∑
k=−∞
%k+q+xe−α%
k+q+x −
∞∑
k=−∞
%k+q−xe−α%
k+q−x
, α = µ−1 − µ > 0,
is analytic and 1-periodic on R. Using the Poisson summation formula, we find its
Fourier expansion to be
gq(x)− gp(x) = 8
∞∑
n=1
<(cn) sin(pin(p− q)) sin(2pinx), x ∈ R,
where
cn =
∫ ∞
−∞
%te−α%
t
eipin(2t−q−p)dt,
and we only need to show that there is at least one integer n ≥ 1 with <(cn) 6= 0.
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Making the change of variable v = α%t and using Stirling’s approximation for-
mula for the Gamma function we find
cn =
e−ipin(q+p)Γ (1 + 2pini/ ln %)
α1+2pini/ ln % ln %
=
|Γ (1 + 2pini/ ln %)| (1 +O(1/n))
α ln %
· e
(
n lnn
ln %
− σn+ 1
8
)
, n ≥ 1,
where e(x) := exp(2piix) and
σ :=
q + p
2
+
1 + lnα− ln(2pi/ ln %)
ln %
.
It follows that cn 6= 0 for all n ≥ 1. Moreover, taking the quotient cn+1/cn, we find
that if all the cn’s are purely imaginary, then
=
{
e
(
ln(1 + 1n )
n
ln %
+
ln(n+ 1)
ln %
− σ
)
(1 +O(1/n))
}
= 0, n ≥ 1,
contradicting the fact that the sequence {lnn/ ln %}∞n=1 is dense in [0, 1] modulo 1.
This last statement follows from the more general and easily verifiable observa-
tion that {〈an〉}∞n=1 is dense in [0, 1] whenever limn→∞ an = +∞ and limn→∞ an+1−
an = 0. 
We finish this section by briefly indicating how to obtain Proposition 1.1 from
the recent results of [3].
Let κn denote the leading coefficient of pn, and let Pn(z) = κ
−1
n pn(z) be the nth
monic orthogonal polynomial. Carleman proved in [2, Satz IV] that
(40) κn =
√
n+ 1[φ′(∞)]n+1(1 +O(ρ2n))
as n→∞.
Let r be a number such that ρ < r < 1. For this r and every integer n ≥ 0, we
construct a sequence of functions {fn,k(z)}∞k=0 as specified by equations (8) and (9)
of [3]. In [3, Proof of Theorem 1.1], it is shown that for n large enough, the series∑∞
k=0 fn,2k+2(z) and
∑∞
k=0 fn,2k+1(z) converge absolutely and locally uniformly for
z ∈ Ωρ\L1/r and z ∈ G1/ρ\Lr, respectively, and that
(41)
∞∑
k=0
fn,2k+2(z) = O(r
2n),
∞∑
k=0
fn,2k+1(z) = O(r
n)
locally uniformly as n→∞ in their respective domains of definition.
From the very definition of fn,2k+2 in [3, equation (9)], we see that for k ≥ 0,
fn,2k+2(ψ(w)) has an analytic continuation f
∗
n,2k+2(w) to C \ T1/r given by
(42) f∗n,2k+2(w) =
1
2pii
∮
T1/r
fn,2k+1(ψ(t))t
−n−1dt
t− w , |w| 6= 1/r,
and if we define
Fn(w) :=
∞∑
k=0
f∗n,2k+2(w), |w| 6= 1/r, n ≥ 0,
then by (41) and (42),
(43) Fn(w) = O(r
2n) and F ′n(w) = O(r
2n)
locally uniformly on |w| 6= 1/r as n→∞.
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According to Theorem 1.1 of [3], for z ∈ Gr and n large,
(n+ 1)[φ′(∞)]n+1Pn(z) = ϕ
′(z)
2pii
∮
Lr
(
∑∞
k=0 fn,2k(ξ))ϕ
′(ξ)φ(ξ)n+1dξ
[ϕ(ξ)− ϕ(z)]2 .(44)
Deforming the contour of integration Lr into L1 does not change the value of this
last integral for values of z ∈ Gr, and leaves a function that is analytic in G1. By
the uniqueness of the analytic continuation and integrating by parts in (44) followed
by the change of variables ξ = ψ(w), we obtain
Pn(z) =
ϕ′(z)
(n+ 1)[φ′(∞)]n+12pii
∮
T1
[(1 + Fn(w))w
n+1]′dw
ϕ(ψ(w))− ϕ(z)
=
ϕ′(z)
[φ′(∞)]n+12pii
∮
T1
wn(1 +K∗n(w))dw
ϕ(ψ(w))− ϕ(z) , z ∈ G1,
(45)
with K∗n(w) = Fn(w) + wF
′
n(w)/(n+ 1), and so multiplying (45) by κn, letting
Kn(w) :=
κnK
∗
n(w)√
n+ 1[φ′(∞)]n+1 +
κn√
n+ 1[φ′(∞)]n+1 − 1 ,
and using (43) and (40), we arrive at Proposition 1.1.
References
1. L. Baratchart, E. B. Saff, N. S. Stylianoploulos, On finite-term recurrence relations for
Bergman and Szego˝ polynomials, Comput. Methods Funct. Theory, 12 (2012) 393-402.
2. T. Carleman, U¨ber die approximation analytischer funktionen durch lineare aggregate von
vorgegebenen potenzen, Archiv. fo¨r Math. Atron. och Fysik, 17 (1922) 1-30.
3. P. Dragnev, E. Min˜a-Dı´az, On a series representation for Carleman orthogonal polynomials,
Proc. Amer. Math. Soc., 138 (2010) 4271-4279.
4. P. Dragnev, E. Min˜a-Dı´az, Asymptotic behavior and zero distribution of Carleman orthogonal
polynomials, J. Approx. Theory, 162 (2010) 1982-2003
5. D. Gaier, Lectures on complex approximation. Boston: Birkha¨user, 1987. Translated from
German by Renate McLaughlin.
6. B. Gustafsson, M. Putinar, E. B. Saff, N. Stylianopoulos, Bergman polynomials on an
archipelago: Estimates, zeros and shape reconstruction, Adv. Math., 222 (2009), 1405-1460.
7. A. L. Levin, E. B. Saff, N. S. Stylianopoulos, Zero distribution of Bergman orthogonal poly-
nomials for certain planar domains, Constr. Approx., 19 (2003), 411-435.
8. V. Maymeskul, E. B. Saff, Zeros of polynomials orthogonal over regular N -gons, J. Approx.
Theory, 122 (2003), 129-140.
9. D. S. Lubinsky, Universality type limits for Bergman orthogonal polynomials, Comp. Methods
Funct. Theory, 10 (2010) 135-154.
10. E. Min˜a-Dı´az, An asymptotic integral representation for Carleman orthogonal polynomials,
Int. Math. Res. Notices, 2008 (2008), article ID rnn065, 38 pages.
11. E. Min˜a-Dı´az, Asymptotics of polynomials orthogonal over the unit disk with respect to a
polynomial weight without zeros on the unit circle, J. Approx. Theory, 165 (2013), 41-59.
12. E. Min˜a-Dı´az, E. B. Saff, N. S. Stylianopoulos, Zero distributions for polynomials orthogonal
with weights over certain planar regions, Comput. Methods Funct. Theory, 5 (2005), 185-221.
13. E. B. Saff, Remarks on relative asymptotics of general orthogonal polynomials, Contemp.
Math. 507, Amer. Math. Soc., Providence, RI, 2010, pp. 233-239.
14. C. D. Sinclair, M. Yattselev, Universality for ensembles of matrices with potential theoretic
weights on domains with smooth boundary, J. Approx. Theory, 164 (2012), 682-708.
15. B. Simanek, A new approach to ratio asymptotics for orthogonal polynomials, Journal of
Spectral Theory 2 (2012), no. 4, 373-395.
16. B. Simanek, Asymptotic properties of extremal polynomials corresponding to measures sup-
ported on analytic regions, arXiv:1111.3447.
17. P. K. Suetin, Polynomials orthogonal over a region and Bieberbach polynomials, vol. 100 of
Proc. Steklov Inst. Math., Amer. Math. Soc. Translations, 1974.
18 P. DRAGNEV, E. MIN˜A-DI´AZ, AND M. NORTHINGTON V
18. M. Putinar, N. S. Stylianopoulos, Finite-term relations for planar orthogonal polynomials,
Compl. Anal. Oper. Theory, 1 (2007) 447-456.
19. D. Khavinson, N. S. Stylianopoulos, Recurrence relations for orthogonal polynomials and
algebraicity of solutions of the Dirichlet problem, Around the Research of Vladimir Maz’ya
II, Partial Differential Equations (2009) Springer, pp. 219-228.
20. V. Totik, Christoffel functions on curves and domains, Trans. Amer. Math. Soc., 362 (2010),
2053-2087.
E-mail address: dragnevp@ipfw.edu
Indiana-Purdue University Fort Wayne, Department of Mathematical Sciences, 2101
E. Coliseum Boulevard, Fort Wayne, IN 46805-1499, USA
E-mail address: minadiaz@olemiss.edu
University of Mississippi, Department of Mathematics, Hume Hall 305, P. O. Box
1848, University, MS 38677-1848, USA
E-mail address: michael.c.northington.v@vanderbilt.edu
Vanderbilt University, Department of Mathematics, 1326 Stevenson Center, Nashville,
TN 37240, USA
