Abstract-In this work we propose a methodology to analyze the elastic energy interaction at the atomic level between Si self-interstitials and extended defects in crystalline Si. The representation of this energy in maps in 2D planes shows the anisotropic nature of the elastic interaction. This elastic energy maps can be used to understand diffusion trajectories of Si self-interstitials around extended defects obtained from classical molecular dynamics simulations. The combined analysis of these trajectories and the elastic energy maps shows preferential capture directions around extended defects.
I. INTRODUCTION
The presence of defects in the semiconductor lattice highly influence the final device characteristics [1] . In order to prevent the negative effects that defects can induce or enhance the positive ones, accurate and physically based models are required to describe how defects diffuse and interact during semiconductor processing [2, 3] .Defect and dopant migration and interaction in Si is known to be affected by the presence of strain fields [4, 5, 6] . Nevertheless, existing models for defect evolution only take into account strain fields due to external factors, such as the biaxial strain in the channel of MOSFET devices or the build-in strain in lattice mismatched heterostructures. However, defects themselves create strain fields in their surroundings that can affect the evolution of other defects during annealing treatments [7] .
In this work we analyze the elastic energy interaction among Si self-interstitials and extended defects. We focus this manuscript on the {311} defects, but the procedure is transferable to other extended defects such as (100) loops or (111) loops. We correlate the energy with the diffusion trajectories of the Si self-interstitial around the extended defects to evaluate the preferential capture directions.
II. METHOD
We have developed a model that provides the elastic energy of the interaction between point defects and extended defects in crystalline materials. The main hypothesis of the method is that the point defect introduces a small perturbation on the strain/stress field generated by an extended defect. Then, we decomposed the elastic interaction in two parts: the background field generated by the extended defect and the perturbation field induced by the point defect. This decomposition also affects components of the strain and stress tensorial fields:
where represents the stress field, the strain field, and superscripts B and d refers to background and defect fields, respectively. We evaluate the energy of the elastic interaction (Eelastic) between the extended defect and the point defect in a certain position using this expression that has been particularized for cubic systems: 
In our model we consider the value of the strain and stress fields at the atomic positions, and Eelastic is evaluated by a summation over all the atomic positions in the simulation cell. These values are obtained from conjugate gradient relaxations of defect configurations using the code LAMMPS [8] . We have chosen the Tersoff empirical potential within its third parametrization [9] to describe the Si-Si interactions. This empirical potential correctly describes structures different from perfect crystal, as it is the case of intrinsic defects and the amorphous phase [10, 11, 12, 13] . In particular, it provides an adequate description of {311} extended defects [12] and (100) and (111) loops in Si [13] . The energy of the elastic interaction between a point defect in a given position and an extended defect is evaluated from (2) taking into account the decomposition of stress and strain fields of (1). This procedure allows us easily reducing the tensorial elastic interaction between extended and point defects a scalar physically significant magnitude, i.e. the elastic energy. Moving the point defect around the extended defect and using (2) at every position, allows us mapping the elastic interaction energy map around the extended defect.
III. RESULTS
We have represented in Fig. 1 These direction corresponds to the regions over and below the characteristic planes of the defects. On the other hand, negative energies dominate in the characteristic plane of the defects. For distances far away the defects the elastic energy is negligible, as it is expected.
We performed classical molecular dynamic simulations with Tersoff potential of Si self-interstitial diffusion in the vicinity of the defects in order to correlate its trajectory with the obtained anisotropic elastic energy map. For this purpose, we places a Si self-interstitial at different positions around the defects, and we followed its trajectory during the simulation. We represent in the left part of Fig. 2 the obtained trajectory for a Si self-interstitial placed at (40 Å, 0, 0) on the side of the {311} defect, together with the elastic energy map previously evaluated. The defect perform some random hops initially, but as it enters the region with more negative elastic energies, it moves directly to the {311} defect. During its movement, the y and z coordinates does not change too much, which means that the defect moves approximately in the same XY plane.
For a better correlation between the trajectory and the elastic energy map, we represent in the right part of Fig. 2 the elastic energy associated to the position of the selfinterstitial as a function of the X coordinate for different initial positions. It can be see that the elastic energy is reduced as the interstitial approaches the {311} defect. For distances larger than 30 Å the interstitial moves with random hops due to the small variation produced in the elastic energy. However, for distances smaller than 20 Å, the movement is directed towards the {311} defect.
We also analyzed the case in which the Si self-interstitial is initially placed in a region with positive elastic energy. We represent in the left part of Fig. 3 the resulting trajectory of a self-interstitial placed at (10 Å, -20 Å, 20 Å) from the center of mass of the {311} defect, together with the elastic energy map. In this case, the trajectory of the defect is more complex, and all its coordinates change. Nevertheless, it can be seen that the defect is initially directed away far from the 311 defect. For a better analysis of the trajectory, we represent in the left side of Fig. 3 the elastic energy associated to the position of the self-interstitial as a function of its X coordinate. The initial trend shows that as the selfinterstitial moves away the vicinity of the {311} defect, the elastic energy is reduced. Then the self-interstitial reaches a region with negligible elastic energies, and the movement turns random. The self-interstitial eventually tends to move towards regions with negative elastic energies.
Although we have only presented here the dynamics of the Si self-interstitial around the {311} defect, equivalent results are obtained for the (100) and (111) loops. 
IV. CONCLUSIONS
We quantified the elastic interaction between extended and point defects from the decomposition of the total field in a background field generated by the extended defect and a perturbation field induced by the point defect. We found from the representation of the elastic energy in 2D maps that the elastic interaction is highly anisotropic. The obtained elastic energy maps helped to explain the dynamics of Si selfinterstitials around extended defects: they move towards regions that reduce the interacting elastic energy. This results in preferential capture directions around the extended defects.
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