With the rising use of principal component analysis/partial least squares (PCA/PLS) in the process analytical technology (PAT) initiative of the pharmaceutical industry, it seems appropriate to view that approach from a statistical process control (SPC) perspective. The purpose of this study was to demonstrate the effect of process instability (ie, state of statistical out-of-control) on use of PCA/PLS. The demonstrated differences in results should encourage PCA/PLS users to incorporate SPC as an active part of their process analytical control (PAC) toolkit to check for stability prior to drawing conclusions based on PCA/PLS analysis.
INTRODUCTION
A principal components analysis (PCA) is concerned with explaining the variance-covariance structure through a few linear combinations of the original variables, which depend solely on the variance/covariance (ie, dispersion) matrix. 1 However, the elements of the variance/covariance matrix are greatly influenced by the state of statistical control of the data upon which the matrix is based. Thus, failure to check the stability of the data prior to estimating the variance/covariance matrix may lead to distortion in the results of the PCA analysis. Lack of stability from batch-to-batch, lot-to-lot, or even time-to-time in continuous operations of the process will produce spurious values for the weightings of and the number of "significant" components.
Holmes and Mergen 2 compared the regular estimate of variance/covariance matrix to the mean square successive differences (MSSD) estimate to test the hypothesis that a multivariate process is stable. This method is a multivariate extension of testing the equality of 2 variance estimators. The MSSD estimator of variance (q 2 ), which is an unbiased variance estimator, is given by Hald 3 as follows:
where MSSD is defined as where n is the number of data points, X i 's are the data points and i=1,2,…n.
The multivariate equivalents to the average and variance are, respectively, a vector of variable means and the covariance matrix.
Assume, as given, a set of n multivariate vectors from a multivariate normal distribution with p variables of the form shown below.
where p is the number of variables.
The mean vector and the covariance matrix are estimated as 
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where X i is a multivariate vector and is the mean vector as defined in Equations 3 and 4, respectively, and T indicates transposition.
The multivariate equivalent to the MSSD variance is the mean square successive difference covariance matrix, which is discussed in Holmes and Mergen. 4 The elements of the MSSD covariance matrix are Again X i is a multivariate vector as defined in Equation 3.
The multivariate process stability test is derived from the work described in Kramer and Jensen, 5 which is based on Wilks' idea 6 that the determinant of the covariance matrix is the multivariate analog of the variance. The steps are as follows:
1. Calculate 2 covariance matrices S 1 and S 2 (let S 1 be the regular covariance matrix and S 2 be the MSSD covariance matrix as defined in Equations 2 and 6, respectively). S 1 and S 2 are matrices of order pxp, where p is the number of variables.
2. Calculate the weighted average (S) of S 1 and S 2 using Equation 7.
where n 1 and n 2 are the observations in samples used to determine the 2 covariance matrices, respectively. If n 1 = n 2 = n, Equation 4 can be written as which approximately follows a chi-square distribution for large samples with p(p + 1)/2 degrees of freedom. The value of G will then be compared with the critical value of chisquare with p(p + 1)/2 degrees of freedom at a selected significance level, and a decision will be made on the equality of the 2 matrices. If the test result is significant, this implies that 2 matrices are not equal, thus the process is not stable.
The analysis below is based on the data set that is included as Appendix 1. The data represent the records of the composition of the powder of 100 batches of a tablet mix. It is the simulated production data describing the concentration of percentage by mass of 9 components (labeled V1 through V9 in Appendix 1). Figures 1, 2 , 3, 4, 5, 6, 7, 8, and 9 display the plots of the 9 components.
THE TECHNIQUE
Test for Stability of the Variance/Covariance Matrix
First, the statistical stability of the system is determined using a multivariate method, proposed by Holmes and Mergen 2 and described above, to test for process stability. This method tests the equality of 2 variance/covariance matrices. One matrix is the variance/covariance matrix as usually defined. The elements of this one are independent of the order in which the data were collected. The other matrix is one based on the concept of the MSSD. The elements of this matrix are dependent upon the order of the data. If the 2 matrices are not similar, the process from which the data were collected is statistically unstable. The 2 variance/covariance matrices are shown in Tables 1 and 2 .
The value of chi-square for the test is 348.7 with 45 degrees of freedom. This is a very strong signal that the process is unstable with respect to the data set being used as an example.
It should be noted that a T 2 control chart, an essential PAC tool, would yield the same result: the process is not stable in the statistical sense. However, we needed the 2 dispersion matrices for use in the PCA that follows. 
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Demonstrate the Effects of Instability
To see the effect of the instability on the PCA, 2 PCA runs will be made. The effects will then be evaluated by comparing the results of 2 PCA analyses: one with the usual variance/covariance matrix; the other with the MSSD variance/covariance matrix. Since the 2 matrices are significantly different, the 2 PCA analyses should also lead to different conclusions.
A comparison of the loadings associated with the first 2 principal components (PCs) is shown in Table 3 .
A scan of the differences in the 2 correlation matrices (Appendix 2) should also help the PAT implementation team understand the effect of process instability on PCA analysis.
CONCLUSION
The example above demonstrates that it is essential, in implementing the PAT initiative, that the statistical stability of the variance/covariance matrix be checked prior to drawing conclusions from a PCA analysis. Results based on a variance/covariance matrix of an unstable process may lead to erroneous conclusions (results). This, of course, then carries over to the use of PCA concepts in PLS. Loadings using MSSD variance/covariance matrix approach shown below where factors are columns and variables are rows.
