This paper studies the approximation of the density pi,,(y) of the solution of the nonlinear limit-problem of a system of weakly interacting SDE's via a convolution of the empirical measure of the system with a family of smooth mollifiers. The method, which mainly uses coupling techniques and Malliavin calculus, is also applied to the case of nonlinear white-noise driven parabolic SPDEs. @ 1997 Elsevier Science B.V.
Introduction
Consider the following nonlinear stochastic differential equation: (E) dx, = WG, WI dt + Wt, ~1 d&, where X, is a d-dimensional random variable, Bt is a m-dimensional Brownian motion defined on a probability space (Q, F-, P), m, is the law of the r.v. X,, and h, (r are functions defined on IWd x P(@).
Such an equation can be viewed as the limit problem (i.e. when n tends to infinity) for the following system of weakly-interacting diffusions:
(E,) dx,"" = b[Xf.", $1 dt + @Xi.", p;] dB; 1 <i <n, where p;(dz) = k Cr=, ~S,;.~(dz) is the empirical measure of the system, the F's are independent Brownian motions on [Wm. More specifically, one can prove that, under certain conditions, the sequence of empirical measures $ converges in law towards m. Such a convergence is a particular case of the now well-known results concerning mean-field interacting particle systems, for which there exists an extensive literature (cf., for instance, Mtlirard, to appear; Sznitman, 1991 and the references therein). This convergence is equivalent to a phenomenon called propagation of chaos: any subsystem of k particles (X',n , . . . ,X""), where k is a fixed integer, converges in law towards a random vector (X1,. . ,Xk), where the F's are independent copies of the solution where G,(x,y) is the fundamental solution of the heat equation with Neumann (resp. Dirichlet) boundary conditions and, if h E C' ([O, 11, R) , Gt(x, h) = Jsr G,(x, y)h(y) dy.
As it is the case for (E), (E') is naturally related to a propagation of chaos problem. More precisely, if one considers the following system of weakly interacting parabolic where W' are independent white-noises, &(dz) = f Cl_, 6, , ..(, , , (dz) , then we proved in Morien (1995) that, under suitable assumptions on f and g, the sequence I*" converges in law towards m, where m is the law of the solution of (E').
We remark that the last integral of (1 .l) is an It6 stochastic integral. However, due to the presence of G, (1.1) is not a semimartingale decomposition, and therefore Ito's formula cannot be directly applied. Furthermore, the existence of a smooth density for u(x,t) cannot be obtained by analytical methods as it is the case for the density of the solution of (E) insofar as it does not appear as the solution of a deterministic PDF.
Hence, we must first and foremost prove the existence of a density for rc(x,l) and then, in order to obtain estimates for the SPDE case as well as for the SDE case in a single effort, we make use of Taylor's expansions and employ a coupling with a system of independent copies of the solutions of the limit problems.
Our work is then divided as follows: in Section 2 we present the SDE case in a sim- 
In Section 3 we first show the existence of a density for the solution of (E') (Section 3.1) and, in Section 3.2, its approximation via mollifiers is discussed, depending on the initial conditions taken. Precisely, if 4 ~11, +x [, for k : 52 x [0, l] 
In the case of Dirichlet boundary conditions, the estimate above does not hold, because of the lesser regularity of the Green kernel G involved, as it clearly appears in the estimates given in the appendix. However, the approximation of the density can also be considered and the following result holds: for q E] 1,2[
The result in this case appears to be more limited than in the SDE case, since we only obtain an estimate in a Sobolev space of JV"q-type with q ~]1,2[. However these limitations are quite natural and were noticed earlier by Bally-Gyongy-Pardoux in Bally et al. (1994) .
Finally, if one wants uniform estimates in the case of Dirichlet conditions, one is compelled to restraint the supremum on [0, T] x [a, 1 -a], where 0 <LX < 1.
The SDE case

Hypotheses and statement of the results
Let (52, Y, p) be a probability space, B a Brownian motion on lR* defined on Q,& the filtration of B. We consider the following SDE:
where mt is the law of X,, and b, g satisfy the following assumptions: (H.l) b and 0 are linear w.r.t. the measure, i.e, if v is a probability on Rd:
] and a [., .] are Cm in their first argument; they and their partial derivatives in their first argument are Lipschitz-continuous on (Rd)*; furthermore, for every multiindex j3 with I/31 B 1 and for every (i,j) E { 1,. . ,d} x { 1,. . . , m} (H.3) The function (x, y) I--+ B(X, y) satisfies a uniform strong a := CRT*, then 3c>O, Yx,y) E (Rd)2, V'5 E Rd a(x, y)5.52clltl12.
We remark that (H.3) implies that, for all probability measure tlx, 4 E [Wd, 4~, v15~5~cIIt112 .
Under these hypotheses, & is uniquely defined and possesses is C" on Rd (cf. Mckean, 1967 We then introduce the following mollifiers: Let M be a fixed integer, q some real number with q 3 1 and V E Cm(I?/) satisfying (H.4) V is the density of a probability on If@ whose marginals are symmetric and which possesses a moment of order 2q;
We then set, for E > 0,
( > e and we consider the difference
The result we prove in this section is the following: IIPLn * v, -PIIwLq) + 0.
Proof of Theorem 2.1
A natural idea so as to take advantage of the close relationship between equation (E) and system (E, ), arising in all the literature concerning interacting systems, is to use a coupling technique. More precisely, let (X:) be the stochastic processes defined by the following equations:
where the B"s are the Brownian motions used to define the P?,"'s. In other words, the Xi's are independant copies of the solution of (E). The introduction of these processes is motivated by the following result (cf., for instance, Sznitman, 1991):
Proposition 2.1. IJ' p 2 1, there exists a constant Cy such that, for all k Qn
We then write
We shall make use of the following a priori estimates of the density pt:
estimates we shall prove in the last paragraph of this section, using Malliavin calculus.
?? Evaluation of (17'1 l[c~,~) . Let /I be a multiindex such that IpI GM. In the sequel, we shall denote by (et,. . . ,ed) the canonical basis of Rd. Using Taylor's expansion, we have . R" Lemma 2.1. (Rosenthal, 1940 We set T2 = T,, + T22 with
Notice that T22 is deterministic. Let us fix 8 such that ip] GM. Using Lemma 2.1, we have and therefore, A similar calculation as for Tl yields
where C, does not depend on t, and therefore, as E ~]0,1[, As for T22, we have
Using a Taylor's expansion with integral remainder, we get
(1 -~Pp+e,+e,~t(~ + ua)zizjdv j=l Then, since the marginals of V are symmetric, we have Jnd zjV(z)& = 0 for all j, which, thanks to Holder's inequality (w.r.t. the probability measure V(z)dz) yields, As said previously, the main tool we use is the Malliavin calculus related to the Brownian motion B. We first recall the basics of this theory (we refer to Nualart ( 1995) for a more comprehensive account on the subject). The framework we define here will also be used for the SPDE case and is therefore made very general. 
The determinant of ye will be denoted by fF. A random vector F is said to satisfy the nondegeneracy assumption if the matrix YF is a.s. invertible and satisfies either of the following conditions:
satisfy the nondegeneracy assumption (2.2). Let g be a smooth function on Rd with polynomial growth and let G in ID:. We define the following r.v. HP, where @ = (pi,. . . ,fid), recursively w.r.t. IpI: = -2 (G (D(y# ',, ,DF(j) ) + (y&c; (DG,DF(j) ) + (YF);; . G . Q'(j)), j=l and f4a ,,..., B 1-1, pt+I ,..., IL,#'; G)=fLrV';f&,..., IL,,B ,,..., ~d#'iG)).
We remark that the following identity holds:
f&+p(F; G) =&V'; fW'; G)). 
F,G as in Proposition 2.3, one has
Now let F be a random vector satisfying the nondegeneracy assumption (2.2). It is then well-known (see, for instance, Nualart, 1995) that F possesses a density PF which is indefinitely differentiable. Proposition 2.3 can then be used to obtain a representation formula for the density PF and also for its partial derivatives, representation which will be the cornerstone of our proof of Proposition 2.2. Precisely, let us set s=(l, 1,. The proof of (2.6) is a mere adaptation of that of Proposition 2.1.1, p. 78 in Nualan (1995) and is therefore omitted. As for (2.7) we give a short proof for the sake of completeness, in the case when fl= ep. We set @I.~(x) = 1 fv, >X,,...,Y,, b-X,,1 and
We then have, for i = 2,3 af(4j,,.,,(X)) = &j_,,,(X). An easy computation gives 
(2.10) . R"
We then prove Proposition 2.2. It is well-known that supr llXtj14 <cc a.s. for all q> 1. Therefore, so as to obtain that ~up~~r(J~~ I+pt(_v)lq dv) < OL, it is sufficient to prove that X, satisfies the nondegeneracy assumption (2.2) and that supIGr IIH~+JX,)llz <x. The latter part is obtained via estimate (2.5). As for the former part, it is easy to see that one has only to prove the following:
~~PIIX~~~.~~~;
where +, denotes the determinant of the Malliavin covariance matrix of X, 
if r < t (and is zero if not).
Indeed, in so far as b an CJ satisfy (H.l) and (H.2) for every probability measure v on R, the functions x H b[x, v] and x H a[x, v] have derivatives of all orders, and furthermore, $(b[x, ~1) = ($bD, VI
(and a similar formula for 0). Hence, the nonlinearity has no real effect on the differentiability of X, in the Malliavin sense, and Eq. (2.11) can be obtained as in Theorem 2.2.1 in Nualart (1995) . As for (2) thanks to Lemma 2.3.1 of Nualart (1995) , we know that it is sufficient to show that there exists a constant 2 > 0 such that, for all p > 2:
The proof of this last estimate, very similar (however, simpler) to that used in Proposition 3.2 below, is omitted.
The SPDE case
In this section, we consider the equation (E') given in the introduction. So as to mimic the SDE case, we assume that the functions f and g satisfy the following properties:
(H'.l) f are g are linear w.r.t. the measure, i.e. 
h[x, v] = s h(x> z)v(h) h E If
Existence of a smooth density
In this section, we prove part (1) of Theorem 3.1 using the Malliavin calculus associated with the white-noise IV. From now on, A, will denote the product [0, t] 
The method we use is based on Corollary 2.1.2, p. 91 in Nualart (1995) : we first prove that the solution u(x, t) of (E') is indefinitely differentiable w.r.t. the Malliavin calculus associated with the space-time white-noise W, and second, that the covariance matrix of the random vector F = (u(x,, t),.. .,u(xd, t) ) is in n,cp<?o Lp(fi). for all M 3 1, if F is A4 times differentiable in @%V')) = Uqo)(F).
DifSerentiability of u(x, t)
Proposition 3.1. For all (x, t) E [0, I] x [0, T], u(x, t) E III", with, for all q E 11, co[
Moreover, its first derivative satisfies the following evolution equation: (and D,,, u(x, t) 
= 0 if r > t).
Proof. So as to prove Proposition 3.1, we use the following Picard approximation: for which one easily has, for all p E]~,+co[, using the techniques of Walsh (1986): 24,(x, t) -+ u(x, t) in Lp uniformly in (x, t), sup sup E~u,(x,t)~P~Cp~cm. n w (3.3)
Now, thanks to (3.2), one shows without difficulty that u,(x, t) E UID", by using the standard formulae of derivation in the Malliavin sense. Furthermore, one has (and DzMu,+l (x, t) = 0 if t < 7). We introduce the following notations: for h = ,f'. ~1:
To prove Proposition 3.1, it only remains to establish the following lemma: Nualart (1995) , since for all p> 1 and all q& 1, sup, sup(,,) Iju,,(x, t)ll,,, <CC, we have u(x, t) E ED" and Eq. (3.1) is obtained simply by differentiating Eq. (1.1).
Proof of Lemma 3.1. We proceed recursively on M, using the techniques developed in Bally and Pardoux. The case of the first derivative is a simple adaptation of the proof of Theorem 2.4.3 p. 137 in Nualart (1995) . For the general case, we assume that for every integer m <M and every p E]~,cKI[, we have supn SUP~~,~) iEljDmu,(x, t)Il'i' < cm. We shall use Burkholder-Davis-Gundy inequalities for Hilbert-space valued martingales (cf. Metivier (1982) 
4
As the partial derivatives of f and g are bounded, we easily have and thanks to Lemma A.5 of the appendix, setting I= i minifj Ixi -xjl, we have aij d Ce-'2/2E. On the other hand, using (3.6), we easily get:
We then use the following lemma:
Lemma 3.2. For all q> 1, there exists C, such that for all t >O, ~30, y E [0, l] 
The proof of the above is a mere adaptation of Lemma 4.3.2 in Morien (1995 The previous result does not hold in the case of Dirichlet boundary conditions, however, one has the following estimate (see Bally et al., 1994) : Finally, the following lemma, proved in Bally and Pardoux, gives a finer estimate both kernels when one is far from zero. 
