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PRESCRIBED NON POSITIVE SCALAR CURVATURE ON
ASYMPTOTICALLY HYPERBOLIC MANIFOLDS WITH APPLICATION TO
THE LICHNEROWICZ EQUATION
ROMAIN GICQUAUD
ABSTRACT. We study the prescribed scalar curvature problem, namely finding which
function can be obtained as the scalar curvature of a metric in a given conformal class.
We deal with the case of asymptotically hyperbolic manifolds and restrict ourselves to non
positive prescribed scalar curvature. Following [14, 24], we obtain a necessary and suffi-
cient condition on the zero set of the prescribed scalar curvature so that the problem admits
a (unique) solution.
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1. INTRODUCTION
Given a Riemannianmanifold (Mn, g), the prescribed scalar curvature problem consists
in finding which function can be obtained as the scalar curvature of a metric ĝ conformal
to g on M . Namely, if Scal is the scalar curvature of g, Ŝcal is the scalar curvature that
one wants to prescribe and if we set ĝ = ϕN−2g for some positive (unknown) function ϕ,
whereN := 2n/(n− 2), the problem amounts to solving the following equation for ϕ:
− 4(n− 1)
n− 2 ∆ϕ+ Scal ϕ = Ŝcalϕ
N−1. (1.1)
Here the exponentN − 2 = 4/(n− 2) is chosen so that the equation has the “nicest” form.
We refer the reader to [12] for a discussion of the conformal transformation laws of the
curvature operators.
The equation (1.1) is now well studied, at least on compact manifolds, but getting a full
understanding of the prescribed scalar curvature problem remains a hard task. We refer the
reader to [6] for more details.
The aim of this paper is to extend the results of [14, 24] to the context of asymptoti-
cally hyperbolic manifolds, namely to a class of complete non-compact manifolds having
sectional curvature tending to −1 at infinity. See Section 2 for the precise definition. The
idea of this paper is to restrict to the class of non-positive functions Ŝcal. In this setting,
the functions Ŝcal for which Equation (1.1) can be solved are explicitely known: these are
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the ones whose zero set Z = Ŝcal−1(0) has positive local Yamabe invariant (see Equation
(3.4b)). Further, in this case the solution to Equation (1.1) is unique.
In the case Ŝcal < 0, the prescribed scalar curvature equation on an asymptotically
hyperbolic manifold is by now well studied. We refer the reader to [5, 7, 13, 15] and
references therein for previous results.
Our motivation for studying this problem comes from the study of the so called Lich-
nerowicz equation in general relativity for which a complete understanding can be gained
from the particular case of the prescribed scalar curvature problem we treat in this paper.
This is the topic of Section 5.
The outline of this paper is as follows. Section 2 is a presentation of the function
spaces that will be relevant in the paper. Section 3 introduces the local Yamabe invariant
together with the local first conformal eigenvalue which are the main ingredients to dis-
crimiate which scalar curvature functions Ŝcal 6 0 can be prescribed in a given conformal
class. The main results of the paper (Theorem 4.1 and Corollary 4.2) are proven in Section
4. Finally, Section 5 is dedicated to the study of the Lichnerowicz equation (5.1) on an
asymptotically hyperbolic manifold.
2. ASYMPTOTICALLY HYPERBOLIC MANIFOLDS AND THEIR FUNCTION SPACES
This section is mostly based on the monograph [21] and on [17]. We remark that the
result in this paper could be adapted with some effort to the broader contexts described
in [2] and [8–10, 16].
Let M be a n-dimensional smooth manifold with boundary. We denote by ∂M the
boundary ofM and byM the interior ofM : M =M \ ∂M .
A defining function for ∂M is a smooth function ρ > 0 onM such that ρ−1(0) = ∂M
and such that dρ 6= 0 on ∂M (i.e. 0 is a regular value for ρ).
A metric g on M is said to be Cl,β-asymptotically hyperbolic, where l > 2 and β ∈
[0, 1), if g := ρ2g extends to a Cl,β metric onM such that |dρ|2g ≡ 1 on ∂M .
It can be seen that this definition is independent of the choice of the defining function
ρ, that the metric g is complete with sectional curvature satisfying secg = −1+O(ρ) (see
e.g. [23]).
We fix once and for all in this section an asymptotically hyperbolic manifold (M, g)
and a defining function ρ. Since our concern is only Equation (1.1), we will restrict to
the definition of function spaces (i.e. spaces of real valued functions) refering the reader
to [17, 21] for the definition of natural spaces of sections of geometric bundles. Let Ω be
an open subset ofM . We define three classes of function spaces:
• WEIGHTED SOBOLEV SPACES: Let 0 6 k 6 l be an integer, let 1 6 p < ∞ be a real
number, and let δ ∈ R. The weighted Sobolev spaceW k,pδ (Ω,R) is the set of functions
u such that u ∈W k,ploc (Ω,R) and such that the norm
‖u‖Wk,p
δ
(Ω,R) =
k∑
i=0
(∫
Ω
∣∣∣ρ−δ∇(i)u∣∣∣p
g
dµg
) 1
p
is finite.
• WEIGHTED LOCAL SOBOLEV SPACES: Let 0 6 k 6 l be an integer, let 1 6 p 6∞ be
a real number, let δ ∈ R and r < inj(M, g) be given. The weighted local Sobolev space
Xk,pδ (Ω,R) is the set of functions u such that u ∈ W k,ploc (Ω,R) and such that the norm
‖u‖Xk,p
δ
(Ω,R) = sup
x∈Ω
ρ−δ(x) ‖u‖Wk,p(Br(x)∩Ω)
is finite. Here Br(x) denotes the ball of radius r centered at x.
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• WEIGHTED HO¨LDER SPACES: Let an integer k > 0 and 0 6 α < 1 be such that
k + α 6 l + β, let δ ∈ R and r < inj(M, g) be given. The weighted Ho¨lder space
Ck,αδ (Ω,R) is the set of functions u such that u ∈ Ck,αloc (Ω,R) and such that the norm
‖u‖Ck,α
δ
(Ω,R) = sup
x∈Ω
ρ−δ(x) ‖u‖Ck,α(B1(x)∩Ω)
is finite.
We remark that we did not indicate the dependence of the norm with respect to r since dif-
ferent choices for r ∈ (0, inj(M, g)) yield equivalent norms. Weighted Ho¨lder and Sobolev
spaces are studied in great detail in [3, 19, 21] while weighted local Sobolev spaces were
introduced in [17]. Some further properties of these function spaces will be given in the
rest of this section.
NOTATION: We choose χ : R+ → [0, 1] to be an arbitrary smooth function such that χ ≡ 1
on the interval [0, 1] and χ ≡ 0 on [2,∞). For any ρ0 > 0, we set χρ0 := χ(ρ/ρ0) :M →
[0, 1] so that χρ0 ≡ 1 near infinity. We also set χρ0 := 1 − χ(ρ/ρ0) so χρ1 has compact
support inM and χρ0 + χρ0 ≡ 1. We also defineMρ0 := ρ−1(0, ρ0) so that χρ0 ≡ 1 on
Mρ0 . This notation will be useful in the next lemma.
Lemma 2.1. Given ρ0 > 0 and δ > 0, let f ∈ X0,pδ (M,R) for some p > n/2 and
u ∈ W 1,20 (Mρ0 ,R) be given. Then fu2 ∈ L1(Mρ0 ,R) and for any µ > 0, there exists a
constant Cµ depending on (M, g, p) but not on ρ0 such that∣∣∣∣∣
∫
Mρ0
fu2dµg
∣∣∣∣∣ 6 ρδ0‖f‖X0,pδ (M,R) (µ2‖u‖2W 1,20 (Mρ0 ,R) + Cµ‖u‖2L2(Mρ0 ,R)) .
Proof. We let the reader convince himself that there exists a family of extension operators
v 7→ v˜ from W 1,20 (Mρ0 ,R) to W 1,20 (M,R) for ρ0 small enough such that supp(v˜) ⊂
M2ρ0 and such that there exists a constant Λ independent of ρ0 such that ‖v˜‖W 1,20 (M,R) 6
Λ‖v‖W 1,20 (Mρ0 ,R) for all v ∈W
1,2
0 (Mρ0 ,R) (see e.g. [18, Theorem 7.25] for a construction
of the extension operators on Rn).
It follows from [21, Lemma 2.2] thatM can be covered by countably many open balls
Bi = Br(xi), where 0 < r < min{inj(M, g), 1} is arbitrary, i ∈ I , such that the cover is
uniformly locally finite: for someK > 1 and for all x ∈M ,#{i ∈ I, x ∈ Bi} 6 K . Let
I0 ⊂ I be the set of balls intersectingM2ρ0 : I0 = {i ∈ I, Bi ∩M2ρ0 6= ∅}.
Let q be such that
1
p
+
2
q
= 1.
Since n/2 < p <∞, we have q ∈ (2, N). Let λ ∈ (0, 1) be such that
1
q
=
λ
2
+
1− λ
N
,
then we have, for all i ∈ I0 and arbitrary µ > 0,
‖u˜‖Lq(Bi,R) 6 ‖u˜‖λL2(Bi,R)‖u˜‖1−λLN(Bi,R)
6 λµ−
λ
1−λ ‖u˜‖L2(Bi,R) + (1− λ)µ‖u˜‖LN(Bi,R)
by Young’s inequality. The function t 7→ t2 being convex, we have
‖u˜‖2Lq(Bi,R) 6 λµ−
2λ
1−λ ‖u˜‖2L2(Bi,R) + (1− λ)µ2‖u˜‖2LN(Bi,R).
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Hence,∫
M
|f |u˜2dµg 6
∑
i∈I0
∫
Bi
|f |u˜2dµg
6
∑
i∈I0
‖f‖Lp(Bi,R)‖u˜‖2Lq(Bi,R)
6
∑
i∈I0
ρδi ‖f‖X0,p
δ
(Mρ0 ,R)
(
λµ−
2λ
1−λ ‖u˜‖2L2(Bi,R) + (1 − λ)µ2‖u˜‖2LN(Bi,R)
)
.
We next claim that there exists a uniform constant s > 0 such that for all balls Bi and
any function v ∈ W 1,20 (Bi,R), ‖u‖2LN(Bi,R) 6 s‖u‖2W 1,20 (Bi,R). This follows from the
fact that the metric has curvature bounded from above and from below on M and r <
min{inj(M, g), 1}. As a consequence, the previous estimate becomes∫
M
|f |u˜2dµg
6
(
max
i∈I0
ρδi
)
‖f‖X0,p
δ
(Mρ0 ,R)
(
λµ−
2λ
1−λ
∑
i∈I0
‖u˜‖2L2(Bi,R) + s(1− λ)µ2
∑
i∈I0
‖u˜‖2W 1,2(Bi,R)
)
6 K
(
max
i∈I0
ρδi
)
‖f‖X0,p
δ
(Mρ0 ,R)
(
λµ−
2λ
1−λ
∫
M
u˜2dµg + s(1− λ)µ2
∫
M
(|du˜|2 + u˜2) dµg)
6 ΛK
(
max
i∈I0
ρδi
)
‖f‖X0,p
δ
(Mρ0 ,R)
(
λµ−
2λ
1−λ ‖u‖2L2(Mρ0 ,R) + s(1 − λ)µ
2‖u‖2
W 1,20 (Mρ0 ,R)
)
.
The result follows by redefinig µ. 
Lemma 2.2. Let δ′ > 0, p > n/2 and f ∈ X0,pδ′ (M,R) be given. For arbitrary δ ∈ R,
the multiplication mapping u 7→ fu from X2,pδ (M,R) to X0,pδ (M,R) is compact.
Note that this lemma is the extension to local Sobolev spaces of [21, Lemma 3.6] and [3,
Theorem 2.3] that are left unproven.
Proof. Let (uk)k>0 be an arbitrary bounded sequence of elements of X
2,p
δ (M,R). We
have to show that there exists a subsequence (uθ(k))k>0 such that (fuθ(k))k>0 converges in
X0,pδ (M,R). Note first that the Sobolev embedding theorem [17, Proposition 2.3] together
with the multiplication property [17, Lemma 2.4] of the weighted local Sobolev spaces
ensures that fu ∈ X0,pδ+δ′(M,R) ⊂ X0,pδ′ (M,R).
The proof is based on a diagonal extraction process. We use once again the covering
lemma [21, Lemma 2.2]. M can be covered by countably many open balls Bi = Br(xi),
i ∈ N. It can be shown that replacing the supremum over all balls in the definition of
the norm defining weighted local Sobolev spaces by the supremum over all balls Bi yieds
equivalent norms:
‖u‖′X2,p
δ
(M,R) = sup
i∈N
ρ−δ(xi) ‖u‖W 2,p(Br(xi)) .
This follows from the fact that ρ can be chosen to be e−dg(·,K) with K some compact set
ofM (see e.g. [20, Section 5] and [8, 9, 16]) together with the triangle inequality for dg .
We arrange the balls so that ρi = ρ(xi) is a decreasing function. Note that ρi → 0
as i goes to infinity. Since the metric has bounded geometry and using Rellich compact-
ness theorem, we can define inductively a sequence of (strictly) inceasing functions θi so
that (uθ0(k))k>0 conveges in L
∞(B0,R) and such that (uθi+1(k))k>0 is extracted from
(uθi(k))k>0 and converges in L
∞(Bi+1,R). Set θ(k) = θk(k) for all k > 0. The se-
quence (uθ(k))k>0 converges in L
∞
loc(M,R) to some function u ∈ L∞loc(M,R) satisfying
‖u‖L∞(Bi,R) 6 Cρδ , where C > 0 depends on the upper bound for
(
‖uk‖X2,p
δ
(M,R)
)
k>0
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together with the Sobolev constants of the embeddings W 2,p(Bi) →֒ L∞(M,R). Note
that fu ∈ X0,pδ (M,R). We claim that fuk → fu inX0,pδ (M,R). Fix an ǫ > 0. Since f ∈
X0,pδ′ (M,R), there exists i0 > 0 such that for all i > i0, we have ‖f‖LP (Bi,R) < ǫ/(2C).
Hence, if i > i0, we have
‖fu− fuθ(k)‖Lp(Bi,R)
6 ‖f‖Lp(Bi,R)
(‖u‖L∞(Bi,R) + ‖uθ(k)‖L∞(Bi,R))
< ǫρδ(xi).
On the other hand, if i < i0, then, for k large enough, we have, by construction of the
function θ,
‖fu− fuθ(k)‖Lp(Bi,R) 6 ‖f‖Lp(Bi,R)‖u− uθ(k)‖L∞(Bi,R) < ǫρδ(xi).
We have proven that fuk → fu inX0,pδ (M,R). This ends the proof of the lemma. 
3. LOCAL YAMABE INVARIANT AND FIRST CONFORMAL EIGENVALUE
Let (M, g) be a complete Riemannian manifold. For any measurable subset V ⊂ M ,
we define the space
W
k,p
(V,R) := {u ∈ W k,p0 (M,R), u ≡ 0 a.e. onM \ V }
of Sobolev functions vanishing outside V . This set is obviously reduced to {0} if V has
Lebesgue measure zero. Yet the condition forW
k,p
(V,R) to be non-trivial is more subtle,
see for example [1, Chapter 6]. As a shorthand, for any measurable V we set
F(V ) := W 1,2(V,R). (3.1)
An important ingredient in what follows is the following functional:
Gg(u) :=
∫
M
[
4(n− 1)
n− 2 |du|
2 + Scal u2
]
dµg (3.2)
defined for all u ∈ W 1,20 (M,R). We also introduce, for any u ∈ W 1,20 (M,R), u 6≡ 0, the
Rayleigh and the Yamabe quotients:
QRg (u) := Gg(u)/‖u‖2L2(M,R), (3.3a)
QYg (u) := Gg(u)/‖u‖2LN(M,R). (3.3b)
From these notions, we introduce the local first conformal eigenvalue and the local Yamabe
invariant of any measurable subset V ⊂M as follows:
λg(V ) := inf
u∈F(V )\{0}
QRg (u), (3.4a)
Yg(V ) := inf
u∈F(V )\{0}
QYg (u), (3.4b)
being understood that λg(V ) = Yg(V ) = ∞ if F(V ) is reduced to {0}. We first state a
lemma that will turn out useful later on:
Lemma 3.1 (Asymptotic Poincare´ inequality). There exists a function ǫ = ǫ(x) ∈ C0(M,R),
tending to zero at infinity, such that for all u ∈ W 1,20 (M,R), we have∫
M
[
4(n− 1)
n− 2 |du|
2 + Scal u2
]
dµg >
∫
M
(
n− 1
n− 2 + ǫ
)
u2dµg.
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Proof. Let ρ > 0 be a defining function for ∂M . Given u ∈ W 1,20 (M,R), we set v =
ρ−δu for some δ to be chosen later and compute∫
M
|du|2dµg =
∫
M
|d(ρδv)|2dµg
=
∫
M
|δρδ−1vdρ+ ρδdv|2dµg
=
∫
M
[
ρ2δ|dv|2 + 2δρ2δ−1〈dρ, vdv〉 + ρ2δ−2v2|dρ|2] dµg
=
∫
M
[
ρ2δ|dv|2 + 1
2
〈dρ2δ, d(v2)〉+ ρ2δ−2v2|dρ|2
]
dµg
=
∫
M
[
ρ2δ|dv|2 − v
2
2
∆(ρ2δ) + ρ2δ−2v2|dρ|2
]
dµg
=
∫
M
[
ρ2δ|dv|2 − ρ2δ−2 (δρ∆ρ+ δ(δ − 1)|dρ|2) v2] dµg.
The conformal transformation law of the Laplacian gives
∆ρ = ρ2
(
∆ρ− (n− 2) |dρ|
2
g
ρ
)
,
where ∆ denotes the Laplacian associated to the metric g. Since |dρ|2g = 1 + o(1) and
∆ρ = O(1), we have
∆ρ = −(n− 2)ρ+ o(ρ).
Further,
|dρ|2 = ρ2|dρ|2g = ρ2 + o(ρ2).
As a consequence, we have
ρ2δ−2
(
δρ∆ρ+ δ(δ − 1)|dρ|2) = ρ2δ (−(n− 2)δ + δ(δ − 1) + ǫ0) ,
where ǫ0 = o(1) in a neighborhood of infinity. Choosing δ = −n−22 , we get
ρ2δ−2
(
δρ∆ρ+ δ(δ − 1)|dρ|2) = ρ2δ [(n− 1)2
4
+ ǫ0
]
.
Thus, ∫
M
|du|2dµg =
∫
M
[
ρ2δ|dv|2 +
(
(n− 1)2
4
+ ǫ0
)
u2
]
dµg. (3.5)
Finally,∫
M
[
4(n− 1)
n− 2 |du|
2 + Scal u2
]
dµg =
∫
M
[
ρ2δ|dv|2 +
(
(n− 1)2
4
+ Scal + ǫ0
)
u2
]
dµg
=
∫
M
[
ρ2δ|dv|2 +
(
(n− 1)2
4
− n(n− 1) + ǫ
)
u2
]
dµg
=
∫
M
[
ρ2δ|dv|2 +
(
n− 1
n− 2 + ǫ
)
u2
]
dµg (3.6)
where ǫ = ǫ0 + Scal− n(n− 1) = o(1) near infinity. 
Proposition 3.2. The functional Gg defined in (3.2) is sequentially weakly lower semi-
continuous onW 1,20 (M,R). Namely, for every weakly converging sequence (uk)k, uk ⇀
u∞, we have lim inf
k→∞
Gg(uk) > Gg(u∞).
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Proof. We use formula (3.6) which shows that
u 7→ Gg(u)−
∫
M
ǫu2dµg =
∫
M
[
|ρδd(ρ−δu)|2 + n− 1
n− 2u
2
]
dµg
is convex. Since it is also strongly continuous, it is weakly lower semi-continuous. So we
just have to prove that
H(u) :=
∫
M
ǫu2dµg
is sequentially weakly continuous. Let (uk)k>0 be a sequence of elements ofW
1,2
0 (M,R)
that converges weakly to u∞ ∈ W 1,20 (M,R). We assume, by contradiction that H(uk)
does not converges to H(u∞). Upon extracting a subsequence, we can assume that there
exists µ0 > 0 such that |H(uk) −H(u∞)| > µ0 for all k > 0. Since for every bounded
set Ω, the map
W 1,20 (M,R) → L2(Ω,R)
u 7→ u|Ω
is compact, and (uk)k is bounded in W
1,2
0 (M,R) (hence in L
2(M,R)), we can assume
further that
√
ǫ±uk converges strongly in L
2(M,R), where
ǫ+ = max{0, ǫ}, ǫ− = −min{0, ǫ}.
However, for every v ∈ L2(M,R), we have, due to the weak convergence of (uk)k,∫
M
v( lim
k→∞
ǫ±uk)dµ
g = lim
k→∞
∫
M
vǫ±ukdµ
g =
∫
M
vǫ±u∞dµ
g,
so
lim
k→∞
ǫ±uk = ǫ±u∞,
where all limits of functions are understood in L2(M,R). On the other hand,
lim
k→∞
H(uk) = lim
k→∞
(∫
M
ǫ+u
2
kdµ
g −
∫
M
ǫ−u
2
kdµ
g
)
=
∫
M
ǫ+u
2
∞dµ
g −
∫
M
ǫ−u
2
∞dµ
g
= H(u∞),
contradicting the fact that |H(uk)−H(u∞)| > µ0. 
Proposition 3.3. Given any measurable set V ⊂ M , λg(V ) and Yg(V ) have the same
sign (i.e. they are either both positive, both negative or both zero).
Proof. We first remark that
Yg(V ) < 0⇔ ∃u ∈ F(V ), Gg(u) < 0⇔ λg(V ) < 0.
Next assume that Yg(V ) = 0. We are to prove that λg(V ) = 0. There exists a sequence
(uk)k>0 of functions belonging to F(V ) such that ‖uk‖LN(M,R) = 1, 0 6 Gg(uk),
Gg(uk) → O. From the (global) Sobolev embedding theorem [21, Lemma 3.6], there
exists a constant s > 0 such that
‖u‖2LN(M,R) 6 s‖du‖2L2(M,R) (3.7)
for all u ∈ W 1,20 (M,R). In particular, we have that ‖duk‖2L2(M,R) > s. For k large
enough, we have that
Gg(uk) =
∫
M
[
4(n− 1)
n− 2 |duk|
2 + Scal u2k
]
dµg 6
2(n− 1)
n− 2 s.
As a consequence,
−‖Scal‖L∞(M,R)‖uk‖2L2(M,R) 6 −
2(n− 1)
n− 2 s.
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This shows that ‖uk‖L2(M,R) is bounded from below by a positive constant. Hence,
QRg (uk)→ 0. Since λg(V ) > 0 from the first part of the proof, we have that λg(V ) = 0.
We now prove that, conversely, if λg(V ) = 0, we have Yg(V ) = 0. We select a
sequence of functions uk ∈ F(V ) such that Gg(uk) > 0 and Gg(uk) →k→∞ 0. From
Lemma 3.1, we have that there exists a compact subset K ⊂⊂ M and a constant C > 0
such that ∫
M\K
u2dµg 6 Gg(u) + C
∫
K
u2dµg.
Indeed, one can choose for example
K = ǫ−1(−∞,−1/(n− 2)) and C =
∥∥∥∥ǫ+ n− 1n− 2
∥∥∥∥
L∞(K,R)
.
As a consequence,
1 =
∫
M
u2kdµ
g 6 Gg(uk) + (C + 1)
∫
Ω
u2kdµ
g.
This shows in particular that, for k large enough, ‖uk‖L2(K,R) is bounded from below by
a positive constant. Now we have that
‖uk‖L2(K,R) 6 ‖uk‖LN(K,R)Volg(K)1/n 6 ‖uk‖LN(M,R)Volg(K)1/n
which proves that ‖uk‖LN(M,R) is bounded from below (for k large enough). We then
conclude that QYg (uk)→ 0. Thus, Yg(V ) = 0.
Finally remark that, from everything we have proven before,Yg(V ) > 0 iff λg(V ) > 0.
This ends the proof of the proposition. 
The interest for working with Yg(V ) instead of λg(V ) comes from the following result:
Proposition 3.4. Assume that g and h are two conformally related metrics, h = ϕN−2g,
for some ϕ ∈ X2,p0 (M,R), p > n/2, ϕ > 0 with ϕ−1 ∈ X2,p0 (M,R), then for any
measurable V we have
Yg(V ) = Yh(V ).
Proof. The proof is a simple calculation. Given any u ∈W 1,20 (M,R), we have
Gh(u) =
∫
M
[
4(n− 1)
n− 2 |du|
2
h + Scal
h u2
]
dµh
=
∫
M
[
4(n− 1)
n− 2 ϕ
2−N |du|2g +
(
−4(n− 1)
n− 2 ∆
gϕ+ Scalg ϕ
)
ϕ1−Nu2
]
ϕNdµg
=
∫
M
[
4(n− 1)
n− 2 ϕ
2|du|2g +
(
−4(n− 1)
n− 2 ∆
gϕ+ Scalg ϕ
)
ϕu2
]
dµg
=
∫
M
[
4(n− 1)
n− 2
(
ϕ2|du|2g − (ϕ∆gϕ)u2
)
+ Scalg (ϕu)2
]
dµg
=
∫
M
[
4(n− 1)
n− 2
(
ϕ2|du|2g + 〈dϕ, d(ϕu2)〉g
)
+ Scalg (ϕu)2
]
dµg
=
∫
M
[
4(n− 1)
n− 2
(
ϕ2|du|2g + u2|dϕ|2g + 2〈ϕdϕ, udu〉g
)
+ Scalg (ϕu)2
]
dµg
=
∫
M
[
4(n− 1)
n− 2 |d(ϕu)|
2
g + Scal
g (ϕu)2
]
dµg
= Gg(ϕu).
Similarly,
‖u‖LN
h
=
(∫
M
uNdµh
)1/N
=
(∫
M
uNϕNdµg
)1/N
= ‖ϕu‖LNg .
PRESCRIBED SCALAR CURVATURE 9
So
QYh (u) = Q
Y
g (ϕu).
Sinceϕ is bounded away from zero, multiplication byϕ defines an automorphismofF(V ).
Indeed, ϕ, ϕ−1 ∈ L∞(M,R), so for any u ∈ W 1,20 (M,R), we have ϕu ∈ L2(M,R) and
ϕdu ∈ L2(M,T ∗M). Since d(ϕu) = ϕdu + udϕ, we only have to show that udϕ ∈
L2(M,T ∗M). This follows at once from Lemma 2.1 applied to f ≡ |dϕ|2.
Hence,
Yg(V ) = inf
u∈F(V )
QYg (u) = inf
u∈F(V )
QYg (ϕu) = inf
u∈F(V )
QYh (u) = Yh(V ).

4. PRESCRIBING NON-POSITIVE SCALAR CURVATURE ON AH MANIFOLDS
In thi section, we prove the main result of this paper:
Theorem 4.1. Let (M, g) be a Cl,β-asymptotically hyperbolic manifold with l ∈ N, l > 2,
β ∈ [0, 1). Assume given Ŝcal 6 0 such that Ŝcal − Scal ∈ X0,pδ (M,R), with p >
max{2, n2 } and δ ∈ (0, n). The following assertions are equivalent:
i. there exists a positive function ϕ > 0, ϕ − 1 ∈ X2,pδ (M,R), such that the metric
ĝ := ϕN−2g has scalar curvature Ŝcal,
ii. the set
Z := {x ∈M, Ŝcal(x) = 0} (4.1)
has positive Yamabe invariant: Yg(Z) > 0
Further, the function ϕ is then unique.
If Ŝcal enjoys further decay properties, Theorem 4.1 can be improved:
Corollary 4.2. Under the assumptions of the previous theorem, if Ŝcal−Scal ∈ Xk,pδ (M,R)
(resp. Ŝcal − Scal ∈ Ck,αδ (M,R)) for some k ∈ N, k 6 l, and δ ∈ (0, n) (resp. k ∈ N,
α ∈ (0, 1), k + α 6 l + β) we have ϕ− 1 ∈ Xk,αδ (M,R) (resp. ϕ− 1 ∈ Ck,αδ (M,R)).
The proof of the corollary follows from an elliptic regularity argument applied to the
function ϕ− 1 obtained in Theorem 4.1. See e.g. [17].
We first prove that (i) ⇒ (ii) in Theorem 4.1 because this implication is much simpler
than its converse.
Proof of (i)⇒ (ii) in Theorem 4.1. Let ϕ be the solution to Equation (1.1) given by (i) and
ĝ = ϕN−2g. Then, for any u ∈ F(Z), we have, from the proof of Proposition 3.4,
Gg(ϕu) = Gĝ(u)
=
∫
M
[
4(n− 1)
n− 2 |du|
2
ĝ + Ŝcal u
2
]
dµĝ
=
4(n− 1)
n− 2
∫
M
|du|2ĝdµĝ
=
4(n− 1)
n− 2
∫
M
ϕ2|du|2gdµg
>
4(n− 1)
n− 2
(
min
M
ϕ
)2 ∫
M
|du|2gdµg
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From the (global) Sobolev embedding theorem [21, Lemma 3.6], we have that for some
constant s > 0 (independent of u),
Gg(ϕu) > s
(
min
M
ϕ
)2(∫
M
|u|Ndµg
)2/N
> s
(
minM ϕ
maxM ϕ
)2(∫
M
|ϕu|Ndµg
)2/N
.
We conclude that
Yg(Z) = inf
u∈F(Z)
Gg(ϕu)
‖ϕu‖2/N
LN(M,R)
> s
(
minM ϕ
maxM ϕ
)2
> 0.

Proving the converse statement, namely (ii) ⇒ (i), is more complicated. It will be
carried in several steps. We first state a maximum principle for Equation (1.1) that will be
of constant use in the sequel.
Proposition 4.3. Let Ŝcal1, Ŝcal2 ∈ Lploc(M,R) be two given functions such that Ŝcal1 6
Ŝcal2 6 0. Assume that there exists two positive functions ϕ1, ϕ2 ∈ W 2,ploc (M,R) solving
the prescribed curvature equation (1.1) with Ŝcal ≡ Ŝcal1 and Ŝcal ≡ Ŝcal2 respectively:
−4(n− 1)
n− 2 ∆ϕ1 + Scal ϕ1 = Ŝcal1 ϕ
N−1
1 ,
−4(n− 1)
n− 2 ∆ϕ2 + Scal ϕ2 = Ŝcal2 ϕ
N−1
2 .
If further, ϕ1, ϕ2 → 1 at infinity, then ϕ1 6 ϕ2.
Proof. Since ϕ1 and ϕ2 are positive functions, we can set ψ1 = log(ϕ1) and ψ2 =
log(ϕ2). Both ϕ1 and ϕ2 are positive and continuous. As a consequence, we have
ψ1, ψ2 ∈W 2,ploc . It is straightforward to check that they satisfy
−4(n− 1)
n− 2
(
∆ψ1 + |dψ1|2
)
+ Scal = Ŝcal1 e
(N−2)ψ1 ,
−4(n− 1)
n− 2
(
∆ψ2 + |dψ2|2
)
+ Scal = Ŝcal2 e
(N−2)ψ2 .
Subtracting these equations, we obtain
− 4(n− 1)
n− 2 [∆(ψ1 − ψ2) + 〈d(ψ1 + ψ2), d(ψ1 − ψ2)]
= Ŝcal2
(
e(N−2)ψ1 − e(N−2)ψ2
)
+
(
Ŝcal1 − Ŝcal2
)
e(N−2)ψ1
= (N − 2)Ŝcal2
(∫ 1
0
e(N−2)(λψ1+(1−λ)ψ2)dλ
)
(ψ1 − ψ2) +
(
Ŝcal1 − Ŝcal2
)
e(N−2)ψ1 .
Setting ξ = ψ1 − ψ2 and f =
∫ 1
0
e(N−2)(λψ1+(1−λ)ψ2)dλ, we get the following equation
for ξ:
−4(n− 1)
n− 2 [∆ξ + 〈d(ψ1 + ψ2), dξ〉]− (N − 2)f Ŝcal2ξ =
(
Ŝcal1 − Ŝcal2
)
e(N−2)ψ1 .
Since fScal2 6 0, we can apply the maximum principle [28, Theorem 3.1] on larger and
larger domains Ωk such that
⋃
k Ωk = M and get that
sup
M
ξ 6 lim inf
k→∞
sup
Ωk
ξ = 0
because ψ1, ψ2 → 0 at infinity. 
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As a consequence, we immediately get that (under the assumptions of Theorem 4.1) if
the solution ϕ to (1.1) exists, it is unique.
We now turn our attention to a decay estimate of the solution ϕ to the equation (1.1).
Following [17], for any k ∈ N and p ∈ [1,∞), we define the subspace
Xk,p0+ (M,R) := {u ∈ Xk,p0 (M,R), ‖u‖Wk,p(Br(x)) = o(1)}
of Xk,p0 (M,R), where o(1) refers to a quantity that goes to zero as x goes to infinity. As
indicated in [17], this space is the closure of the space Cl,βc (M,R) of compactly supported
Cl,β-functions in the space Xk,p0 (M,R). Assuming that kp > n, it is easily seen that
Xk,p0+ (M,R) is a (non unital) Banach subalgebra ofX
k,p
0 (M,R).
Note also that the Xk,p0 -norm is weaker than the W
k,p
0 -norm. Hence, W
k,p
0 (M,R) ⊂
Xk,p0+ (M,R).
Proposition 4.4. Assume that the assumptions of Theorem 4.1 are fulfilled and that ϕ is
a positive solution to Equation (1.1) such that ϕ − 1 ∈ X2,p0+ (M,R). Then ϕ − 1 ∈
X2,pδ (M,R).
Proof. We rewrite (1.1) as follows:
− 4(n− 1)
n− 2 ∆ϕ+ Scal
(
ϕ− ϕN−1) = (Ŝcal− Scal)ϕN−1. (4.2)
Since, by assumption, Ŝcal− Scal ∈ X0,pδ (M,R), the right-hand side of (4.2) belongs to
X0,pδ (M,R). We can write ϕ
N−1 − ϕ = (N − 2 + h(ϕ))(ϕ − 1) where h is an analytic
function of ϕ such that h(1) = 0. Equation (4.2) then becomes
− 4(n− 1)
n− 2 ∆(ϕ − 1) + Scal(N − 2 + h(ϕ))(ϕ − 1) =
(
Ŝcal− Scal
)
ϕN−1. (4.3)
It follows from Lemma 2.2 (where the assumption f ∈ X0,pδ′ (M,R) can be replaced by
f ∈ X0,p0+ (M,R) without modification of the proof) that the operator
Φ : u 7→ −4(n− 1)
n− 2 ∆u+ Scal(N − 2 + h(ϕ))u
from X2,pδ (M,R) to X
0,p
δ (M,R) is Fredholm for δ ∈ (−1, n) being a compact perturba-
tion of
Φ0 : u 7→ 4(n− 1)
n− 2 [−∆u+ nu]
(see e.g. [20, Section 3] and [21, Chapter 7] for the study of the operator u 7→ −∆u+nu).
From [17, Corollary A.6], for any δ′ ∈ (−1, n), there exist continuous operators Q˜ and
T˜ ,
Q˜ : X0,pδ′ (M,R)→ X2,pδ′ (M,R),
T˜ : X1,pδ′ (M,R)→ X2,pδ′′ (M,R),
where δ′′ is such that δ′ 6 δ′′ 6 δ′ + 1, δ′′ ∈ (−1, n), satisfying
Q˜Φ0v = v + T˜ v
for any v ∈ X2,pδ′ (M,R) supported inMρ0 with ρ0 small enough. Thus,
Q˜Φv = v + Q˜(Φ− Φ0)v + T˜ v. (4.4)
Now remark that Φ − Φ0 is a multiplication operator by some function belonging to
X0,p0+ (M,R). As a consequence, upon diminishing ρ0 we can assume that∥∥∥Q˜(Φ− Φ0)v∥∥∥
X2,p
δ′
(M,R)
6
1
2
‖v‖X2,p
δ′
(M,R)
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for any v ∈ X2,pδ′ (M,R) supported in Mρ0 . Note that the set of such functions form a
Banach subspaceX
2,p
δ′ (Mρ0 ,R) ofX
2,p
δ′ (M,R). From our assumption, the operator
R : v 7→ v + Q˜(Φ− Φ0)v
is invertible onX
2,p
δ′ (Mρ0 ,R). Hence, setting Q = R
−1Q˜ and T = R−1T˜ , we have 1
QΦv = v + Tv (4.5)
for any v ∈ X0 and
Q : X0,pδ′ (Mρ0 ,R)→ X
2,p
δ′ (M,R),
T : X1,pδ′ (Mρ0 ,R)→ X
2,p
δ′′ (M,R),
where X
k,p
δ′ (Mρ0 ,R) is the subspace of X
k,p
δ′ (M,R) vanishing outsideMρ0 . We now set
v = χρ0(ϕ−1). Since v agrees with ϕ−1 onMρ0 , we have to show that v ∈ X2,pδ (M,R).
From (4.3), we have Φv =
(
Ŝcal− Scal
)
ϕN−1 on Mρ0 so Φv ∈ X2,pδ (M,R). The
strategy is to apply inductively (4.5). Indeed, if we know that v ∈ X2,pδ′ (M,R) for some
δ′ < δ (δ′ ∈ (−1, n)), we have
v = QΦv − Tv
so v ∈ X2,p
δ(3)
(M,R), with δ(3) = min{δ, δ′′} where δ′′ ∈ (−1, n) is such that δ′ < δ′′ 6
δ′ + 1. After a finite number of steps, we obtain that v ∈ X2,pδ (M,R). 
The first two steps reduce the proof of (ii)⇒ (i) to a nice particular case, namely Ŝcal ∈
L∞(M,R) and Ŝcal − Scal compactly supported. Existence of a solution ϕ to (1.1) will
then be obtained by a variational argument.
Step 1 (Reduction to Ŝcal ∈ L∞). It suffices to prove that (ii) ⇒ (i) in Theorem 4.1
assuming further that Ŝcal ∈ L∞(M,R).
Proof. Assume given Ŝcal satisfying the assumptions of the theorem. We set Ŝcalk =
max{Ŝcal,−k} for all k > n(n− 1) so that each Ŝcalk belongs to L∞(M,R). Note that
the zero set of any Ŝcalk is the same as that of Ŝcal, namely Z . Taking for granted that the
theorem is valid for any prescribed Ŝcal ∈ L∞(M,R), we get a sequence of solutions ϕk,
ϕk − 1 ∈ X2,pδ (M,R) to (1.1) with Ŝcal replaced by Ŝcalk. Since we have, for all k, that
Ŝcalk+1 6 Ŝcalk, we get from the maximum principle (Proposition 4.3) that ϕk+1 6 ϕk.
The functions ϕk solve
− 4(n− 1)
n− 2 ∆ϕk + Scal ϕk = Ŝcalk ϕ
N−1
k (4.6)
and the right-hand side is bounded in Lploc(M,R):
0 > Ŝcalk ϕ
N−1
k > Ŝcal ϕ
N−1
n(n−1).
So we get that the sequence (ϕk)k is bounded inW
2,p
loc (M,R). Since the functions ϕk are
also positive, it follows that (ϕk)k converges uniformly on any compact subset K ⊂⊂ M
to some continuous function ϕ∞, 0 6 ϕ∞ 6 ϕn(n−1). Hence, Ŝcalkϕ
N−1
k → Ŝcalϕ∞ in
Lploc(M,R). This allows to pass to the limit in Equation (4.6): ϕ∞ satisfies, at least in a
weak sense
−4(n− 1)
n− 2 ∆ϕ∞ + Scal ϕ∞ = Ŝcal ϕ
N−1
∞ .
1Remark that we are slightly sloppy here since the image of Q˜ is X
2,p
δ′
(M,R) while R−1 has range
X
0,p
δ′ (Mρ0 ,R). This can be circumvented by setting Q = R
−1CQ˜ with C a multiplication operator by some
well chosen cutoff function. Details are left to the reader.
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The difficulty consists in proving that ϕ∞ 6≡ 0. Let ǫ > 0 be a small enough regular
value of the defining function ρ, so that the subset Σǫ = ρ
−1(ǫ) is a smooth hypersurface
of M . Assume for the moment that there exists two positive functions ϕ0 and ϕ1 on
Mǫ = ρ
−1(0, ǫ) such that
− 4(n− 1)
n− 2 ∆ϕ0 +
(
Scal− Ŝcal
)
ϕ0 = 0, ϕ0 = 0 on Σǫ, ϕ0 → 1 at infinity,
− 4(n− 1)
n− 2 ∆ϕ1 +
(
Scal− Ŝcal
)
ϕ1 = 0, ϕ1 = 1 on Σǫ, ϕ1 → 0 at infinity.
(4.7)
It follows by a modification of the proof of Proposition 4.4 that ϕ0− 1, ϕ1 ∈ X2,pδ (Mǫ,R)
as long as δ ∈ (0, n − 1). Let λ ∈ (0, 1) be arbitrary. We claim that if Λ > 1 is large
enough, ϕ− := λϕ0 − Λϕ1 is a subsolution to (1.1) (and hence to (4.6)) wherever it is
positive. This follows at once by noticing that ϕ− satisfies
−4(n− 1)
n− 2 ∆ϕ− + Scal ϕ− = Ŝcal ϕ−
and that the right-hand side is less than or equal to Ŝcal ϕN−1− as soon as ϕ− 6 1. But the
set of points where λϕ0 is greater than 1 is compact. Since ϕ1 is positive, by choosing Λ
large enough, we can ensure that ϕ− 6 1. Applying the maximum principle (Proposition
4.3) to (4.6) over the regionMǫ ∩ {ϕ− > 0}, we conclude that ϕk > ϕ− for all k. Hence,
passing to the limit ϕ∞ > ϕ−.
We have proven that ϕ∞ 6≡ 0 but we get even more:
lim inf
x→∞
ϕ∞(x) > lim inf
x→∞
ϕ− = λ.
Since this holds for any choice of λ ∈ (0, 1), we have lim infx→∞ ϕ∞(x) > 1. On
the other hand, we have lim supx→∞ ϕ∞(x) 6 lim supx→∞ ϕn(n−1)(x) = 1. We have
proven that ϕ∞ solves (1.1) and has limx→∞ ϕ∞(x) = 1. From the strong maximum
principle, we also conclude that ϕ∞ > 0. Hence, we have proven that Equation (1.1)
has a solution ϕ∞ such that ϕ∞ − 1 = o(1). From Proposition 4.4, we conclude that
ϕ∞ − 1 ∈ X2,pδ (M,R).
We still have to prove the existence of the functions ϕ0 and ϕ1. For small enough
ρ0 > 0, we claim that the quadratic form
H : u 7→
∫
Mρ0
[
4(n− 1)
n− 2 |du|
2 + (Scal− Ŝcal)u2
]
dµg
is well defined, continuous and coercive on
W˜ 1,20 (Mρ0 ,R) := {u ∈W 1,20 (Mρ0 ,R), tr |Σρ0 (u) = 0}
Definiteness and continuity of H follow immediately from Lemma 2.1 applied to f =
Scal − Ŝcal ∈ X0,pδ (M,R). To prove coercivity, we use Formula (3.5) together with
Lemma 2.1. Choosing ρ0 so that the function ǫ0 appearing in Formula (3.5) is greater than
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or equal to − (n−1)28 onMρ0 , we have, for all u ∈ W˜ 1,20 (Mρ0 ,R) and arbitrary µ > 0,
H(u) =
∫
Mρ0
[
4(n− 1)
n− 2 |du|
2 + (Scal− Ŝcal)u2
]
dµg
>
2(n− 1)
n− 2
∫
Mρ0
[
|du|2 +
(
(n− 1)2
4
+ ǫ0
)
u2
]
dµg −
∫
Mρ0
∣∣∣Scal− Ŝcal∣∣∣u2dµg
>
2(n− 1)
n− 2
∫
Mρ0
[
|du|2 + (n− 1)
2
8
u2
]
dµg
− ρδ0‖Scal− Ŝcal‖X0,p
δ
(M,R)
(
µ2‖u‖2
W 1,20 (Mρ0 ,R)
+ Cµ‖u‖2L2(Mρ0 ,R)
)
& ‖u‖2
W 1,20 (Mρ0 ,R)
where the last inequality holds upon possibly reducing the value of ρ0. Let χρ0/2 be the
cutoff function defined in the notation. We solve the equation for ϕ0 by setting ϕ0 =
χρ0/2 + u, where u ∈ X2,pδ (Mρ0 ,R) solves
−4(n− 1)
n− 2 ∆u+ (Scal− Ŝcal)u =
4(n− 1)
n− 2 ∆χρ0/2 − (Scal− Ŝcal)χρ0/2.
Note that the right hand side belongs to X0,pδ (Mρ0 ,R) and that this equation is a compact
perturbation of the Poisson equation (see Lemma 2.2). By an extension of the results
in [17, Appendix A] to the case of asymptotically hyperbolic manifolds with an inner
boundary we get that this equation admits a (unique) solution u ∈ X2,pδ (Mρ0 ,R) provided
that the only (weak) solution to
− 4(n− 1)
n− 2 ∆v + (Scal− Ŝcal)v = 0 (4.8)
in W˜ 1,20 (Mρ0 ,R) is v ≡ 0. Proving this extension being lengthy and not much difficult, we
leave it as an exercise to the interested reader. See e.g. [15, Section 6] for similar results.
Assuming that v ∈ W˜ 1,20 (Mρ0 ,R) is a weak solution to (4.8), we have
0 =
∫
Mρ0
(
−4(n− 1)
n− 2 ∆v + (Scal− Ŝcal)v
)
vdµg = H(v).
SinceH is coercive, this forces v ≡ 0. 
As a consequence,
From now on, we will assume that Ŝcal ∈ L∞(M,R).
Step 2 (Reduction to Ŝcal − Scal compactly supported). There exists a function ϕ0 > 0,
ϕ0−1 ∈ X2,pδ (M,R), such that the scalar curvature S˜cal of the metric g˜ = ϕN−20 g agrees
with Ŝcal outside some compact set.
Proof. The argument is based on the implicit function theorem. We choose an arbitrary
δ′ ∈ (0, δ) and set
S˜calρ1 = χρ1 Ŝcal + (1− χρ1)Scal = Scal + χρ1
(
Ŝcal− Scal
)
for ρ1 > 0 small enough. Then we have∥∥∥S˜calρ1 − Scal∥∥∥
X0,p
δ′
(M,R)
= O(ρδ−δ
′
1 ).
As a consequence, S˜calρ1 converges to Scal when ρ1 goes to zero, so we set S˜cal0 ≡ Scal.
We claim that the mapping
P : (u, ρ1) 7→ −4(n− 1)
n− 2 ∆u+ Scal (1 + u)− S˜calρ1(1 + u)
N−1 (4.9)
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is well defined and continuous as a mapping from a neighborhoodof the origin inX2,pδ′ (M,R)×
[0,∞) to X0,pδ′ (M,R) and is differentiable with respect to u. To this end, we rewrite
P (u, ρ1) as follows:
P (u, ρ1) = −4(n− 1)
n− 2 ∆u+ Scal u− S˜calρ1
(
(1 + u)N−1 − 1)+ Scal− S˜calρ1 .
Since u ∈ X2,pδ′ (M,R), Scal ∈ L∞(M,R) and Scal − S˜calρ1 ∈ X0,pδ′ (M,R), all terms
but the third one in the definition of P are clearly well defined. Note also that, due to our
choice for p, we have X2,pδ′ →֒ X0,∞δ′ (M,R). So, due to the multiplication properties of
X-spaces (see [17]), we have S˜calρ1
(
(1 + u)N−1 − 1) = S˜calρ1uθ(u) ∈ X0,pδ′ (M,R),
where θ defined as θ(u) = ((1+u)N−1− 1)/u is analytic over (−1,∞). Differentiability
of P with respect to u and continuity with respect to ρ1 follow from similar considerations.
Now note that the differential of P with respect to u at u ≡ 0 and ρ1 = 0 is given by
DuP(0,0)(v) = −4(n− 1)
n− 2 ∆v − (N − 2)Scal v =
4(n− 1)
n− 2
(
−∆v − Scal
n− 1v
)
.
It follows from [17, Appendix A] thatDuP(0,0) is Fredholm with index zero as a mapping
fromX2,pδ′ (M,R) to X
0,p
δ′ (M,R) for any δ
′ ∈ (−1, n) 2. Hence, DuP(0,0) will be an iso-
morphism provided that the L2-kernel ofDuP(0,0) is reduced to {0}. This is not expected
to hold in general. But, assuming that Scal 6 0, if v ∈W 1,20 (M,R) solves
−∆v − Scal
n− 1v = 0,
we have, ∫
M
(
|dv|2 + Scal
n− 1v
2
)
dµg = 0 ⇒ v ≡ 0.
The assumption Scal 6 0 can be fulfilled at the costless price of replacing the metric g by
some well chosen metric g′ conformal to g (see [5, 7, 15]). By the implicit function theo-
rem, we get that the equation P (u, ρ1) = 0 has a solution u ∈ X2,pδ′ (M,R) for sufficiently
small ρ1. Setting ϕ0 = 1 + u, the scalar curvature of the metric ϕ
N−2
0 g agrees with Ŝcal
onMρ1 . Proposition 4.4 ensures that u = ϕ0 − 1 ∈ X2,pδ (M,R). 
We shall now work with the metric g˜ as a background metric. In particular, Lebesgue
and Sobolev norms will be defined using the metric g˜. There is a caveat: the metric g˜ is
not asymptotically hyperbolic in the sense we gave in Section 2! In particular, Lemma 3.1
and Proposition 3.2 must be reproven for the metric g˜:
Lemma 4.5. There exists a function ǫ˜ = ǫ˜(x) ∈ C0(M,R), tending to zero at infinity,
such that for all u ∈ W 1,20 (M,R), we have∫
M
[
4(n− 1)
n− 2 |du|
2
g˜ + S˜cal u
2
]
dµg˜ >
∫
M
(
n− 1
n− 2 + ǫ˜
)
u2dµg˜.
Proof. This follows at once from the calculation in the proof of Proposition 3.4: for all
u ∈W 1,20 (M,R), we have
Gg˜(u) = Gg(ϕ0u)
>
∫
M
(
n− 1
n− 2 + ǫ
)
(ϕ0u)
2dµg
>
∫
M
(
n− 1
n− 2 + ǫ
)
ϕ2−N0 u
2dµg˜.
2The calculation of the indicial radius follows from the fact that DuP(0,0) is (up to a multiplicative constant)
a compact perturbation of v 7→ −∆v + nv (see Lemma 2.2) whose indicial radius is n+1
2
(see [21, Corollary
7.4]).
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Since ϕ0 − 1 ∈ X2,pδ (M,R) ⊂ X0,∞δ (M,R), we have(
n− 1
n− 2 + ǫ
)
ϕ2−N0 =
n− 1
n− 2 + ǫ˜,
with ǫ˜ = o(1). This ends the proof of the lemma. 
Lemma 4.6. The functionalGg˜ is sequentially weakly lower semi-continuous onW
1,2
0 (M,R).
Proof. From the proof of Proposition 3.4, multiplication by ϕ0 is a bounded operator on
W 1,20 (M,R). As a consequence, if (uk)k is a sequence of elements of W
1,2
0 (M,R) con-
verging weakly to some u∞, we have that ϕ0uk →֒ ϕ0u∞. As a consequence,
lim inf
k→∞
Gg˜(uk) = lim inf
k→∞
Gg(ϕ0uk) > Gg(ϕ0u∞) = Gg˜(u∞).

We also note that the argument in [14] can be simplified at this point. We introduce the
following functional defined onW 1,20 (M,R)
F (u) :=
∫
M
[
4(n− 1)
n− 2 |du|
2
g˜ + S˜cal
(
(u+ 1)2 − 1)− 2
N
Ŝcal
(|u+ 1|N − 1)] dµg˜.
(4.10)
Step 3. The functional F is well-defined on W 1,20 (M,R) and continuous for the strong
topology.
Proof. To prove that F is well-defined, we rewrite it as follows:
F (u) =
∫
M
[
4(n− 1)
n− 2 |du|
2
g˜ +
(
S˜cal− Ŝcal
) (
(u+ 1)2 − 1)
−Ŝcal
(
2
N
|u+ 1|N − (u + 1)2 + 1− 2
N
)]
dµg˜.
(4.11)
Since S˜cal− Ŝcal is bounded with compact support, the second term in the integral can be
estimated using the Cauchy-Schwarz inequality by noticing that (u+ 1)2 − 1 = u2 + 2u.
The only difficult term is the last one. Some simple calculation shows, however, that
0 6
2
N
|u+ 1|N − (u + 1)2 + 1− 2
N
6 αu2 + β|u|N
for some well chosen α > N − 2 and β > 2N . Hence, since Ŝcal ∈ L∞(M,R), the last
term is well defined by the Sobolev embedding theorem. Next we prove strong continuity
of F . Note that
u 7→
∫
M
[
4(n− 1)
n− 2 |du|
2
g˜ +
(
S˜cal− Ŝcal
)
((u + 1)2 − 1)
]
dµg˜
is clearly continuous as the sum of a bounded quadratic form and a bounded linear form.
The only problem comes from the last term in (4.11). Note that the function
h(x) :=
2
N
[|x+ 1|N − 1]− (x + 1)2 + 1 (4.12)
satisfies
h′(x) = 2
(|x+ 1|N−2 − 1) (x+ 1).
Hence,
|h′(x)| 6 α′|x|N−1 + β′|x|
for some α′, β′ > 0. So, on any interval [a, b] we have
|h(b)− h(a)| 6 |b− a| sup
x∈[a,b]
|h′(x)|
6 |b− a| [α′ (|a|N−1 + |b|N−1)+ β′(|a|+ |b|)] .
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As a consequence, given u, v ∈ W 1,20 (M,R), we have∣∣∣∣∫
M
(
−Ŝcal
)( 2
N
|u+ 1|N − (u+ 1)2 + 1− 2
N
)
dµg˜ −
∫
M
(
−Ŝcal
)( 2
N
|v + 1|N − (v + 1)2 + 1− 2
N
)
dµg˜
∣∣∣∣
=
∣∣∣∣∫
M
(
−Ŝcal
)
(h(u)− h(v)] dµg˜
∣∣∣∣
6
∫
M
(
−Ŝcal
)
|h(u)− h(v)| dµg˜
6
∫
M
(
−Ŝcal
)
|u − v| [α′ (|u|N−1 + |v|N−1)+ β′(|u|+ |v|)] dµg˜
6
∥∥∥Ŝcal∥∥∥
L∞(M,R)
[
α′(‖u‖N−1LN(M,R) + ‖v‖N−1LN(M,R))‖u− v‖LN(M,R)
+β′(‖u‖L2(M,R) + ‖v‖L2(M,R))‖u− v‖L2(M,R)
]
6 C
(∥∥∥Ŝcal∥∥∥
L∞(M,R)
, ‖u‖W 1,20 (M,R), ‖v‖W 1,20 (M,R)
)
‖u− v‖W 1,2(M,R),
where the constantC depends continuously on (‖u‖W 1,20 (M,R), ‖v‖W 1,20 (M,R)). This shows
that F is locally Lipschitz continuous. 
Our next goal is to prove that F is coercive. Before that, we need a lemma adapted
from [24] and [14, Proposition 4.5]:
Lemma 4.7. Assuming that Z has Yg(Z) > 0, there exist positive constants η and ǫ such
that for all u ∈W 1,20 (M,R), we have∫
M
∣∣∣Ŝcal∣∣∣ uNdµg˜ 6 η‖u‖NLN(M,R) ⇒ Gg˜(u) > ǫ‖u‖2L2(M,R).
Proof. The argument goes by contradiction. We assume that there exists a sequence of
functions uk ∈ W 1,20 (M,R), uk 6≡ 0 a.e., such that
1
‖uk‖NLN(M,R)
∫
M
∣∣∣Ŝcal∣∣∣ uNk dµg˜ → 0 and Gg˜(uk)‖uk‖2L2(M,R) → 0.
We argue as in the proof of Proposition 3.3 using Lemma 4.5 instead of Lemma 3.1. There
exist a compact subsetK ⊂⊂M and a constant C > 0 such that
‖u‖2L2(M,R) 6 Gg˜(u) + (C + 1)‖u‖2L2(K,R).
Letting
ǫk :=
Gg˜(uk)
‖uk‖2L2(M,R)
→ 0,
we have that
‖uk‖2L2(M,R) 6 ǫk‖uk‖2L2(M,R) + (C + 1)‖u‖2L2(K,R).
If k is large enough so that ǫk 6 1/2, we obtain
‖uk‖2L2(M,R) 6 2(C + 1)‖uk‖2L2(K,R).
Since
4(n− 1)
n− 2 ‖duk‖
2
L2(M,R) −
∥∥∥S˜cal∥∥∥
L∞(M,R)
‖uk‖2L2(M,R) 6 Gg˜(uk) = ǫk‖uk‖2L2(M,R)
we have that (provided k is large enough)
‖uk‖W 1,20 (M,R) . ‖uk‖L2(M,R) . ‖uk‖L2(K,R).
We can assume that ‖uk‖L2(K,R) = 1 so that the sequence (uk)k>0 is bounded inW 1,20 (M,R).
By weak compactness, we can asume further that there exists a functionu∞ ∈ W 1,20 (M,R)
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such that (uk)k>0 converges weakly (inW
1,2
0 (M,R)) to u∞ and strongly in L
2
loc(M,R).
We have u∞ 6≡ 0 since ‖u∞‖L2(K,R) = 1. The function
u 7→
∫
M
|Ŝcal|uNdµg˜
is strongly continuous onW 1,20 (M,R) and convex. Hence it is weakly lower semicontin-
uous: ∫
M
|Ŝcal|uN∞dµg˜ 6 lim inf
k→∞
∫
M
|Ŝcal|uNk dµg˜ = 0.
This shows that u∞ ≡ 0 a.e. onM \Z , i.e. u∞ ∈ F(Z). We now get a contradiction since,
by the assumption made for Z , we have Gg˜(u∞) > 0 while, by the lower semicontinuity
of Gg˜ (Lemma 4.6), we have Gg˜(u∞) 6 lim infk→∞Gg˜(uk) = 0. 
Step 4. Assuming thatYg(Z) > 0, the functionalF is coercive, meaning that for allA > 0
there exists a B > 0 such that
∀u ∈W 1,20 (M,R), F (u) 6 A⇒ ‖u‖W 1,20 (M,R) 6 B.
Proof. We assume by contradiction that there exists A > 0 and a sequence (uk)k of el-
ements of W 1,20 (M,R) such that F (uk) 6 A while ‖uk‖W 1,20 (M,R) → ∞. We rewrite
F (uk) using formula (4.11):
F (uk) =
∫
M
[
4(n− 1)
n− 2 |duk|
2
g˜ +
(
Scal− Ŝcal
) (
(uk + 1)
2 − 1)
−Ŝcal
(
2
N
|uk + 1|N − (uk + 1)2 + 1− 2
N
)]
dµg˜.
Note that the function
h : x 7→ 2
N
|uk + 1|N − (uk + 1)2 + 1− 2
N
(4.13)
is non-negative over R (this follows by studying its variations over [−1,∞) and using
parity). Since Ŝcal 6 0, we have∫
M
[
4(n− 1)
n− 2 |duk|
2 +
(
Scal− Ŝcal
) (
(uk + 1)
2 − 1)] dµg˜ 6 A. (4.14)
In particular, letting Ω be any open set outside which S˜cal ≡ Ŝcal, if ‖uk‖L2(Ω,R) is
bounded, we conclude that ‖uk‖W 1,20 (M,R) is also bounded which contradicts the assump-
tion. As a consequence, ‖uk‖L2(Ω,R) is unbounded.
Assume now that for an infinite number of values of k, we have∫
M
∣∣∣Ŝcal∣∣∣ uNk dµg˜ 6 η‖uk‖NLN(M,R),
where η has been defined in Lemma 4.7. Then we have for all such k,
Gg˜(uk) > ǫ‖uk‖2L2(M,R) →∞.
We rewrite
F (uk) = Gg˜(uk)+2
∫
M
(
S˜cal− Ŝcal
)
ukdµ
g˜− 2
N
∫
M
Ŝcal
[|uk + 1|N −Nuk − 1] dµg˜.
By the convexity of x 7→ |x+ 1|N , we have that |uk + 1|N −Nuk − 1 > 0 so
F (uk) > Gg˜(uk) + 2
∫
M
(
Scal− Ŝcal
)
ukdµ
g˜
> ǫ‖uk‖2L2(M,R) − 2
∥∥∥S˜cal− Ŝcal∥∥∥
L2(M,R)
‖uk‖L2(M,R).
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As a consequence, for k large enough, we have F (uk) > A. This contradicts our assump-
tion. So, for k large enough, we have∫
M
∣∣∣Ŝcal∣∣∣ uNk dµg˜ > η‖uk‖NLN(M,R).
We can write h(x) = 2N |x|N + f(x), where |f(x)| 6 C(|x|N−1+ |x|2) for some constant
C = C(n) > 0, where h was defined in (4.13), so, from Equation (4.11), we have
F (uk)
=
∫
M
[
4(n− 1)
n− 2 |duk|
2
g˜ +
(
S˜cal− Ŝcal
) (
(uk + 1)
2 − 1)− Ŝcal( 2
N
|uk|N + f(uk)
)]
dµg˜
>
∫
M
[
4(n− 1)
n− 2 |duk|
2
g˜ +
(
S˜cal− Ŝcal
) (
(uk + 1)
2 − 1)− 2
N
Ŝcal|uk|N
]
dµg˜
− C
∥∥∥Ŝcal∥∥∥
L∞(M,R)
(
‖uk‖N−1LN−1(M,R) + ‖uk‖2L2(M,R)
)
>
∫
M
[
4(n− 1)
n− 2 |duk|
2
g˜ +
(
S˜cal− Ŝcal
) (
(uk + 1)
2 − 1)] dµg˜
+
2η
N
‖uk‖NLN(M,R) − C
∥∥∥Ŝcal∥∥∥
L∞(M,R)
(
‖uk‖λ(N−1)LN(M,R)‖uk‖
(1−λ)(N−1)
L2(M,R) + ‖uk‖2L2(M,R)
)
,
where λ ∈ (0, 1) is such that
1
N − 1 =
λ
N
+
1− λ
2
.
From Equation (4.14), we see that, for some large constant Λ,
‖uk‖2W 1,20 (M,R) 6 Λ
(
‖uk‖2L2(Ω,R) + 1
)
.
Since Ω is compact, we have
‖uk‖2L2(Ω,R) 6 ‖uk‖2LN (Ω,R)Volg(Ω)n 6 ‖uk‖2LN (M,R)Volg(Ω)n.
In particular, ‖uk‖LN(M,R) →∞. We finally arrive at the following asymptotic inequality
F (uk) >
2η
N
‖uk‖NLN(M,R) +O
(
‖uk‖N−1LN(M,R) + ‖uk‖2LN(M,R)
)
,
which yields once again a contradiction. This ends the proof of the coercivity of F . 
Step 5. The functional F is sequentially lower semicontinuous for the weak topology on
W 1,20 (M,R).
Proof. This is a simple calculation. We rewrite F (u) as follows:
F (u) =
∫
M
[
4(n− 1)
n− 2 |du|
2
g˜ + S˜cal u
2 − 2
N
Ŝcal
(|u+ 1|N − 1−Nu)+ 2(Scal− Ŝcal) u] dµg˜
= Gg˜(u) +
2
N
∫
M
(
−Ŝcal
) (|u + 1|N − 1−Nu) dµg˜ + 2 ∫
M
(
S˜cal− Ŝcal
)
udµg˜
From Lemma 4.6, we have that u 7→ Gg˜(u) is sequentially lower semicontinuous. The
remaining two terms are clearly strongly continuous and convex so, in particular, weakly
lower semicontinuous. 
Step 6. There exists a minimizer u ∈ W 1,20 (M,R) for F on F . The function ϕ := ϕ0(1 +
u) is positive and solves the prescribed scalar curvature equation (1.1). Hence, the metric
ĝ = ϕN−2g has scalar curvature Ŝcal.
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Proof. Existence of a minimizer u follows at once from Step 5 and Step 4. Upon replacing
u by u = |u + 1| − 1 which satisfies F (u) = F (u) so u is another minimizer for F , we
can assume that u > −1 i.e. ϕ > 0. We are left to show that ϕ is positive. By standard
elliptic regularity, we have that ϕ ∈ W 2,ploc (M,R) ⊂ L∞loc(M,R). From the Harnack
inequality [27, Theorems 1.1 and 5.1], we conclude that ϕ > 0. 
Step 7. The function ϕ constructed in Step 6 belongs to 1+X2,pδ (M,R) for all δ ∈ (0, n).
This follows from (local) elliptic regularity and Proposition 4.4.
5. SOLUTIONS TO THE LICHNEROWICZ EQUATION
In this section, we consider the Lichnerowicz equation
− 4(n− 1)
n− 2 ∆ϕ+ Scal ϕ+
n− 1
n
τ2ϕN−1 =
A2
ϕN+1
, (5.1)
where the unknown is the positive function ϕ, and τ, A are two given functions. We refer
the reader to [11] for an introduction to this equation and to [4, 15, 25] for a detailed
study of this equation in the asymptotically hyperbolic setting. When A ≡ 0 this equation
reduces to
− 4(n− 1)
n− 2 ∆ϕ+ Scal ϕ+
n− 1
n
τ2ϕN−1 = 0 (5.2)
which is nothing but (1.1) with Ŝcal = −n−1n τ2. We first state and prove a result regarding
the monotonicity method to solve semilinear elliptic PDEs on asymptotically hyperbolic
manifolds and in a low regularity context:
Proposition 5.1. Let F :M × (0,∞)→ R be a function of the form
F (x, ϕ) =
∑
i∈I
ai(x)ϕ
λi ,
where I is a finite set, ai ∈ X0,p0 (M,R) and λi ∈ R. Assume that there exist two positive
functions ϕ± ∈ X2,p0 (M,R) such that ϕ− 6 ϕ+ with ϕ− bounded from below and
−∆ϕ+ + F (x, ϕ+) > 0 a.e. onM and −∆ϕ− + F (x, ϕ−) 6 0 a.e. onM.
Then there exists a function ϕ ∈ X2,p0 (M,R), ϕ− 6 ϕ 6 ϕ+, such that
−∆ϕ+ F (x, ϕ) = 0. (5.3)
Proof. The proof is standard in a context with more regularity (see e.g. [4] for a proof based
on the Perron method and [15] for the construction of a monotone sequence of functions).
The proof we adapt here is taken fron [26, Chapter 14]. We choose a function ω ∈ X0,p0
such that the function ϕ 7→ ω(x)ϕ − F (x, ϕ) is well-defined and increasing for almost
every x ∈M on the interval [ϕ−(x), ϕ+(x)]. This can be done as follows. Let
H(x, ϕ) = ω(x)ϕ − F (x, ϕ),
then
∂H
∂ϕ
= ω(x)−
∑
i∈I
λiai(x)ϕ
λi−1
> ω(x)−
∑
i∈I
|λi||ai(x)|ϕλi−1
> ω(x)−
∑
i∈I
λi>1
|λi||ai(x)|ϕλi−1+ −
∑
i∈I
λi<1
|λi||ai(x)|ϕλi−1−
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So the condition onH will be achieved provided we choose ω ∈ X0,p0 (M,R) such that
ω(x) >
∑
i∈I
λi>1
|λi||ai(x)|ϕλi−1+ +
∑
i∈I
λi<1
|λi||ai(x)|ϕλi−1− ∈ X0,pδ (M,R),
(note that the right hand side belonqs to X0,pδ (M,R) because we assumed that ϕ− is
bounded from below and ϕ+ ∈ X2,pδ (M,R) ⊂ L∞(M,R)). Let (Ωk)k be a nested
sequence of bounded non-empty open subsets of M with smooth boundary such that
M =
⋃
k Ωk. For each k, let
Ck = {ϕ ∈ L∞(Ωk,R), ϕ− 6 ϕ 6 ϕ+}.
For any ϕ ∈ Ck, let ψ = Fk(ϕ) ∈W 2,p(Ωk,R) denote the solution to
−∆ψ + ωψ = ωϕ− F (x, ϕ), ψ = ϕ− on ∂Ωk. (5.4)
(the solution exists and is unique due to the fact that ω > 0). We claim that ψ ∈ Ck.
Indeed, since H is increasing, we have
−∆ψ + ωψ = H(x, ϕ) > H(x, ϕ−), ψ = ϕ− on ∂Ωk.
So, from the maximum principle, we conclude that ψ > ϕ−. Similarly, we have ψ 6 ϕ+.
Thus ψ ∈ Ck.
Now remark that Ck is a convex subset of L∞(M,R). It can be easily seen that Fk
is a continuous mapping and, due to the fact that W 2,p(ωk,R) embeds compactly into
L∞(Ωk,R), the image of Ck is relatively compact. It follows from Schauder’s fixed point
theorem that there exists at least one solution ϕk ∈ W 2,p(M,R), ϕk ∈ Ck to the following
problem
−∆ϕk + ωϕk = ωϕk − F (x, ϕk), ϕk = ϕ− on ∂Ωk. (5.5)
We select one such solution randomly for each k.
If U and V are bounded open subsets of M , U ⊂⊂ V there exists k0 > 0 such that
V ⊂ Ωk for all k > k0 (this is due to the fact that V is compact). Since, for all k >
k0, we have ϕ− 6 ϕk 6 ϕ+, the sequence of functions (F (x, ϕk))k>k0 is bounded in
Lp(V,R). By elliptic regularity, we conclude that (ϕk)k>k0 is bounded inW
2,p(U,R) so,
in particular, there exists a subsequence of (ϕk)k>k0 that converges in L
∞(U,R). By a
diagonal extraction process similar to Lemma 2.2, we construct a function ϕ, ϕ− 6 ϕ 6
ϕ+, ϕ ∈ W 2,ploc (M,R) solving (5.3). Finally, ϕ ∈ X2,p0 (M,R) by elliptic regularity. 
The following result is based on [25, Theorem 7.1].
Theorem 5.2. Assume given two non-negative functions A and τ such that A, τ − n ∈
X0,2pδ (M,R), δ ∈ (0, n). The following statements are equivalents:
i. There exists a positive solution ϕ ∈ 1 +X2,pδ (M,R) to (5.1),
ii. There exists a positive solution ϕ˜ ∈ 1 +X2,pδ (M,R) to (5.1) with A ≡ 0,
iii. The set Z := τ−1(0) satisfies Yg(Z) > 0.
Further, when a solution ϕ ∈ 1 +X2,pδ (M,R) exists to (5.1), it is unique.
Proof. The equivalence between ii and iii follows from Theorem 4.1. To show the equiva-
lence between i and ii, we follow the argument given in [25].
Assume first that i holds. Then the solution ϕ to (5.1) is a supersolution to (5.2). The
zero function being a subsolution to (5.2), we conclude from Proposition 5.1 that there
exists a solution ϕ˜ to (5.2), 0 6 ϕ˜ 6 ϕ. Yet, we have to be more cautious, we have
to rule out the possibility that ϕ˜ ≡ 0. This is achieved by using the lower barrier ϕ−
defined in the proof of Step 1 in the previous section and noting that, by a straightforward
induction argument, ϕk > ϕ− for all k > 0, where (ϕk)k>0 is the iteration sequence of
the monotonicity method. Thus, ϕ˜ 6≡ 0. So, finally, ϕ˜ > 0 by the Harnack inequality. This
show that i⇒ ii.
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Conversely, assume that ii holds. Then the solution ϕ˜ to (5.2) is a subsolution to (5.1).
We still need to construct a supersolution to (5.1). To this end, we perform a conformal
change: Set g˜ := ϕ˜N−2g and A˜ = ϕ˜−NA, then (5.1) becomes
− 4(n− 1)
n− 2 ∆˜
ϕ
ϕ˜
+
n− 1
n
τ2
[(
ϕ
ϕ˜
)N−1
− ϕ
ϕ˜
]
= A˜2
(
ϕ
ϕ˜
)−N−1
, (5.6)
where ∆˜ is the Laplace operator for the metric g˜. Following [22], we introduce the follow-
ing equation for u˜:
− 4(n− 1)
n− 2 ∆˜u˜+ (N − 2)
n− 1
n
τ2u˜ = A˜2. (5.7)
This equation can be rewritten as
− 4(n− 1)
n− 2 ∆u+ Scal u+ (N − 1)
n− 1
n
τ2ϕ˜N−2u = A˜2ϕ˜N−1, (5.8)
where u = ϕ˜u˜. From Lemma 2.2, the operator on the left is a compact perturbation of
u 7→ −4(n− 1)
n− 2 ∆u+ Scal u+
n(n− 1)(n+ 2)
n− 2 u
which is Fredholm with zero index (from [21, Theorem C]) and has indicial radius (n +
1)/2. Further, note that the homogeneous equation associated to (5.7) has no non trivial
solution in W 1,20 (M,R). This shows that Equation (5.7) (or equivalently (5.8)) admits a
unique solution u˜ ∈ X2,pδ (M,R). Applying the maximum principle to (5.7), we see that
u > 0. One then readily check that 1 + u is a supersolution to (5.6) and, hence, that
ϕ˜(1 + u) is a supersolution to (5.1). We have found a subsolution ϕ˜ and a supersolution
ϕ˜(1 + u) > ϕ˜ to (5.1), so, from Proposition 5.1, we get a solution to (5.1), proving that i
holds. So ii⇒ i.
Uniqueness of the solution is proven by means similar to that of Proposition 4.3. We
refer the reader to [4] or [25, Section 8]. 
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